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Frailty-Modelle und ihre Anwendung 
in der Medizin 
Martin Schumacher 
Zusammenfassung 
Frailty-Modelle zur Analyse von Überlebenszeiten haben das Ziel, etwaige durch nicht 
beobachtbare Faktoren hervorgerufene Heterogenität modellmäßig zu beschreiben. Die 
grundsätzliche Vorgehensweise wird anhand eines sehr einfachen Frailty-Modells beispielhaft 
dargestellt. In einigen historischen Anmerkungen wird u. a. die Beziehung zu den bereits seit 
langem in der medizinischen Statistik bekannten »Cure-Modellen« aufgezeigt. Neben einem 
Überblick über die vorhandene methodische Literatur werden zahlreiche konkrete Beispiele 
angegeben und an diesen die potentiellen Anwendungsmäglichkeiten im Bereich der Medizin 
diskutiert. Abschließend werden die Grenzen der Interpretationsmäglichkeit solcher Modelle 
aufgezeigt, die sich aus dem Problem der Nichtidentifizierbarkeit und damit ihrem spekulati-
ven Charakter ergeben. 
Summary 
Frailty models for the analysis of survival data describe the heterogeneity caused by unobser-
vable factors . In this paper, the general idea is delineated by using a very simple frailty model. 
Some historical remarks connect the recent literature with so me old and well-known medical 
»Cure«-models. Various examples show the potential range of medical applications of those 
models. Finally, the limitations in interpreting the results are discussed wh ich are resulting 
from the problem of nonidentifiability and the intrinsically speculative nature of frailty 
models. 
1. Einleitung und Problemstellung 
Frailty-Modelle zur Analyse von ÜberlebenszeitenI), oder allgemeiner von Zeiten bis zum 
Eintreten eines Zielereignisses, können charakterisiert werden als der Versuch, Heterogeni-
tät, die nicht durch beobachtete Faktoren erklärbar ist, modellmäßig zu beschreiben. Dabei 
wird unterstellt, daß jeder Patient oder jedes Individuum einen bestimmten Grad an 
»Zähigkeit« bzw. »Schwachheit« (eng!.: frailty) besitzt, die sein Sterberisiko beeinflußt. 
1) Die Terminologie und die Standardverfahren der statistischen Analyse von Überlebenszeiten 
werden im Rahmen dieser Arbeit als bekannt vorausgesetzt; siehe etwa die Lehrbücher von KALB-
FLEISCH & PRENTICE (1980), LAWLESS (1982), LEE (1980), MILLER (1981) oder Cox & OAKES (1984). 
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Im einfachsten Fall gehen wir davon aus, daß es zwei Gruppen von Individuen gibt , 
»Zähe« und »Schwache«. Die Zähen mit relativem Anteil n in der gesamten Population 
haben eine konstante Sterbeintensität von Ab während die Schwachen ein ebenfalls konstan-
tes Sterberisiko von A2 haben. Das Sterberisiko ist identisch mit der Hazardfunktion, und 
natürlich nehmen wir an, daß A2 größer als A1 ist. Beobachtbar ist aber nur das Sterberisiko 
der gesamten Population, das in diesem Fall eine Mischung der Sterberisiken in den beiden 
Gruppen ist. Dabei ist zu beachten, daß das Mischungsverhältnis bei Hazardfunktionen 
nicht konstant ist , da sich der Anteil der Individuen in den beiden Gruppen, die einen 
gegebenen Zeitpunkt t überleben , im Laufe der Zeit verändert. Es ergibt sich damit als 
beobachtbares Sterberisiko der gesamten Population eine Funktion A (t), die gegeben ist 
durch 
A (t) = n (t) A1 + (l-n (t» A2 
und in Abbildung 1 schematisch für n = 0.5 dargestellt ist. Die Funktion n (t) , gegeben 
durch 
n (t) = n exp (- A1t) / [n exp (- A1t) + (l-n) exp (- A2t)], 
gibt dabei den relativen Anteil der Individuen in Gruppe 1 (der »Zähen«) an, die den 
Zeitpunkt t überlebt haben. Es ist klar , daß sich dieser Anteil im Laufe der Zeit ändert: 
Beginnend mit n = n (0) geht n (t) für große Werte von t gegen Eins, da die »Schwachen« 
aufgrund des höheren Sterberisikos früher versterben und schließlich nur noch einige »zähe« 
Individuen übrigbleiben. Damit ist A (t) notwendigerweise monoton fallend , da für große 
Werte von t das Sterberisiko der »Zähen«, das ja kleiner als das der »Schwachen« 
angenommen wurde, dominiert. 
Abb. l. Beobachtbare Hazardfunktion A (t) in einem einfachen Frailty-Modell mit konstanten Sterbe-
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Dieses einfache Mischungsmodell versucht also, das über die Zeit hinweg abfallende 
Sterberisiko der Gesamtpopulation durch das Vorhandensein zweier heterogener Gruppen 
von Individuen mit jeweils konstantem Sterberisiko zu erklären. Man spricht in der 
Literatur auch von scheinbarer Zeitabhängigkeit (eng!.: spurious time dependence); natür-
lich bleibt diese Erklärung spekulativ, solange es nicht gelingt , die beiden Gruppen 
aufgrund von beobachteten prognostischen Faktoren zu identifizieren und die Konstanz der 
Hazardfunktionen innerhalb der beiden Gruppen zu verifizieren. 
2. Historische Anmerkungen 
Der Begriff »Frailty-Modell« wurde zuerst wohl in der Arbeit von V AUPEL, MANTON und 
STALLARD (1979) über demographische Fragestellungen verwendet. Im Bereich der Demo-
graphie hat die Untersuchung und Anwendung solcher Modelle dann eine besondere 
Entwicklung erfahren, die bereits ihren Niederschlag in größeren Übersichts artikeln (V AU-
PEL & YASHIN, 1985) und sogar in Lehrbüchern (KEYFITZ 1985, chap. 14) gefunden hat. 
Auch in einem Teilgebiet der Ökonometrie, der sich mit der Analyse von Zeitdauern, etwa 
Dauer von Arbeitslosigkeit (LANCASTER & NICKELL 1980), befaßt, sind Frailty-Modelle 
bereits fest etabliert (HECKMAN & SINGER 1984a), gleiches gilt für die Sozialwissenschaften 
(BLOSSFELD, HAMERLE & MAYER 1986). Im Bereich der Medizin ist man mit der Entwick-
lung und Anwendung solcher Modelle eher zurückhaltend gewesen; eine Ausnahme bildet 
die Arbeit von SHEPARD & ZECKHAUSER (1980), die sich mit der Langzeitverbesserung der 
Überlebenschancen durch Interventionsmaßnahmen in heterogenen Populationen beschäf-
tigt. Auf einige in jüngster Zeit publizierte Beispiele werden wir an späterer Stelle noch 
eingehen. 
Das soll jedoch nicht heißen, daß solche Modelle im Bereich der Medizin gänzlich 
unbekannt sind. Ein Beispiel dafür sind die Versuche, die Kurabilität von Krebspatienten zu 
beschreiben, die von BOAG (1949), BERKSON & GAGE (1952) und später HAYBITTLE (1965) 
unternommen wurden. Diese Autoren gehen davon aus, daß es wie in dem in Abschnitt 1 
betrachteten einfachen Frailty-Modell zwei Gruppen von Patienten gibt: solche, die 'durch 
eine Behandlung »geheilt« werden, und solche, die nicht geheilt werden. Bei den geheilten 
Patienten unterstellt man , daß ihr Sterberisiko gleich dem einer entsprechend altersadju-
stierten Normalbevölkerung ist. Die Nicht-Geheilten leben unter einem zusätzlichen Sterbe-
risiko ß, das unabhängig vom Sterberisiko der »Normalen« wirkt und als konstant angenom-
men wird. Während das Sterberisiko der Normalbevölkerung aus entsprechenden amtlichen 
Statistiken berechnet werden kann, sind das zusätzliche Sterberisiko ß und der Anteil der 
geheilten Patienten unbekannt und müssen aus Daten entsprechender klinischer Studien 
geschätzt werden (KAY, SCHEURLEN & SCHUMACHER 1982). Wie man in den zitierten 
Arbeiten nachlesen kann, ergab dieses einfache »cure«-Modell eine akzeptable Anpassung 
an die beobachteten Überlebenskurven von Brustkrebspatientinnen; jedoch blieb der Wert 
einer solchen statistischen Definition der Kurabilität immer umstritten. 
Dieses einfache »Cure«-Modell spiegelt wiederum den generellen Versuch wider, kom-
plexe Phänomene durch Mischung einfacher Verteilungen zu beschreiben. 
3. Frailty-Modelle und das Identifikationsproblem 
Ein Frailty-Modell wird üblicherweise in der Literatur (V AUPEL et a!. 1977, HOUGAARD 
1984) dadurch formuliert, daß die Existenz einer latenten positiven Zufallsvariablen Z, 
,Frailty' genannt, postuliert wird, so daß die Hazardfunktion für ein Individuum mit Z = z 
sich schreiben läßt als 
A(t I Z = z) = z . 11.0 (t) , 
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wobei 1.0 (t) die Grundhazardfunktion bezeichnet. Das beinhaltet die Modellvorstellung, 
daß je nach Ausmaß der »Zähigkeit« bzw. »Schwachheit« eines Individuums, die durch den 
Wert der Frailty-Variablen summarisch beschrieben wird, die Grundhazardfunktion 1.0 (t) 
erhöht bzw. erniedrigt wird, und zwar in multiplikativer Weise. 
In dem einfachen Modell in Abschnitt 1 hat diese Variable eine Zweipunktverteilung und 
gibt an, ob ein Individuum zu den »Zähen« oder zu den »Schwachen« gehört. Im »Cure«-
Modell in Abschnitt 2 haben wir ebenfalls eine Zweipunktverteilung für die Frailty-Variable 
angenommen, die in diesem Fall die Heilbarkeit oder Nichtheilbarkeit eines Patienten 
anzeigt; jedoch wird in diesem Modell eine additive Beeinflussung der Grundhazardfunk-
tion angenommen. Das bedeutet, daß das oben formulierte Frailty-Modell eine spezielle 
Klasse von Mischungsmodellen, und zwar in Termen der Hazardfunktion, repräsentiert. 
Zur Präzisierung sollte man von einem Frailty-Modell mit multiplikativem Hazardansatz 
sprechen. 
In einem solchen Frailty-Modellläßt sich die beobachtbare Hazardfunktion X (t) in der 
Gesamtpopulation auf sehr einfache Weise darstellen. Dazu bezeichnen wir die zu der 
individuellen Hazardfunktion A(t I Z = z) gehörige Survivalfunktion mit S (t I Z = z) und die 
Verteilungsfunktion der Frailty-Variablen Z mit G(z). Für die beobachtbare Hazardfunk-
tion in der gesamten Population ergibt sich dann mit Hilfe der Bayesschen Formel 
S(t IZ = z) 
X(t) = S I. (tiZ = z) . dG(z) , 
Set) 
Ao(t) . E(Z lt) 
Dabei ist S (t) die zu X (t) gehörige Survivalfunktion, d. h. die beobachtbare Survivalfunk-
tion in der gesamten Population, und E (Z I t) der bedingte Erwartungswert der Frailty-
Variablen Z unter den zum Zeitpunkt t noch lebenden Individuen. 
In dem einfachen Frailty-Modell, das wir in Abschnitt 1 betrachtet haben, hat Zeine 
Zweipunktverteilung, d. h. Z nimmt mit Wahrscheinlichkeit n den Wert Zl = 1.1/1.0 und mit 
Wahrscheinlichkeit 1-n den Wert Z2 = 1.211.0 an, wobei 1.0 = n AI + (l-n) 1.2 die hier als 
konstant angenommene Grundhazardfunktion ist. Durch elementare Rechnung erhält man 
aus der allgemeinen Darstellung von X (t) die in Abschnitt 1 bereits angegebene Formel. 
Ein großer Teil der bislang publizierten Arbeiten beschäftigt sich nun mit dem Problem, 
auf der einen Seite sinnvolle Annahmen sowohl über die funktionale Form der Frailty-
Verteilung als auch der Grundhazardfunktion zu machen , die auf der anderen Seite auch zu 
einer handhabbaren Form der beobachtbaren Hazardfunktion X (t) führen. Ausgehend vom 
Vorschlag einer Gammaverteilung für Z (VAUPEL et al. 1979) beschäftigt sich insbesondere 
HOUGAARD (1984, 1986a) mit diesem Problem: Er schlägt vor, für die Frailty-Verteilung 
eine inverse Gaußverteilung (HOUGAARD 1984) oder eine stabile Verteilung (HOUGAARD 
1986a) anzusetzen. Da die stabilen Verteilungen zu den unendlich teilbaren gehören, läßt 
dies die Interpretation zu, daß die Frailty-Variable Z sich aus vielen einzelnen unabhängigen 
Komponenten zusammensetzt, die in ihrer Summe das Sterberisiko beeinflussen. Das 
Ausmaß der Heterogenität läßt sich allgemein durch den Variationskoeffizienten der 
Frailty-Variablen Z beschreiben. 
Wie wir bereits in dem einführenden einfachen Frailty-Modell in Abschnitt 1 gesehen 
haben, führt die Einführung einer latenten, unbeobachtbaren Frailty-Variablen zu einem 
Identifikationsproblem. Für die in Abbildung 1 dargestellte beobachtbare Hazardfunktion 
gibt es mindestens zwei Erklärungsmöglichkeiten: Entweder liegt tatsächlich ein im Laufe 
der Zeit abnehmendes Sterberisiko vor, oder wir haben, wie in Abschnitt 1 gezeigt, zwei 
heterogene Gruppen von Individuen mit jeweils konstantem Risiko. Solange wir die 
Zugehörigkeit zu den bei den Gruppen nicht beobachten können , bleibt das Frailty-Modell 
grundsätzlich nicht-identifizierbar, es sei denn, wir schränken die Klasse der zulässigen 
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Verteilungen drastisch ein . Unter welchen Bedingungen an die Frailty-Verteilung und die 
Grundhazardfunktion man Identifizierbarkeit erreicht, wird beispielsweise in den Arbeiten 
von TEICHER (1961, 1963), LEIBBRAND (1980) sowie von ELBERS & RIDDER (1982) und 
HECKMAN & SINGER (1984b) untersucht. Jedoch sollten diese Resultate nicht darüber 
hinwegtäuschen, daß die dort angegebenen Bedingungen in praxi nicht überprüfbar sind. 
Ähnlich gelagert ist die Problematik bei Abweichungen von einem konstanten relativen 
Risiko im Coxschen Regressionsmodell : Während in anderen Arbeiten versucht wird, die 
Auswirkungen von Heterogenität auf die Schätzung der Regressionskoeffizienten und die 
Macht und das Niveau der zugehörigen Tests zu untersuchen (siehe etwa SCHUMACHER, 
OLSCHEWSKI & SCHMOOR, 1987, und die dort zitierte Literatur), ist es das Ziel von Frailty-
Modellen, die Heterogenität modellmäßig zu beschreiben. 
Das oben formulierte multiplikative Frailty-Modellläßt sich in einfacher Weise mit dem 
Coxschen Regressionsmodell in Beziehung bringen: Neben den beobachtbaren Einflußfak-
toren Xl> X2 , ... , Xp , die die Hazardfunktion für ein Individuum in der im Coxschen 
Regressionsmodell angenommenen Weise beeinflussen, wird die Existenz einer zusätzlichen 
latenten, nicht beobachtbaren Frailty-Variablen Z postuliert, die die Hazardfunktion eben-
falls in multiplikativer Weise beeinflußt. Dieser Ansatz wird beispielsweise von CLAYTON & 
CUZICK (1985, 1986) verfolgt, die als Frailty-Verteilung eine Gamma-Verteilung ansetzen . 
Faßt man das Co x-Modell als ein log-lineares Modell mit extrem wertverteiltem Fehlerterm 
auf (siehe etwa KALBFLEISCH & PRENTICE, 1980), so führt die Hinzunahme der Frailty-
Variablen zu einem log-linearen Modell mit Pareto-verteiltem Fehlerterm. Dieses Frailty-
Modell enthält neben dem Grenzfall des klassischen Proportional-Hazards-Modells auch 
das log-logistische oder Proportional-Odds-Modell (BENNETT , 1983 a + b) , das sich durch 
konvergierende Hazards auszeichnet und dem oft beobachteten Phänomen der Verringe-
rung des prognostischen Einflusses von Faktoren über die Zeit hinweg Rechnung trägt. 
Eine weitere Anwendung von Frailty-Modellen zur Beschreibung der Assoziation von 
multivariaten Zeiten soll im Rahmen dieser Arbeit nur am Rande erwähnt werden. Nehmen 
wir an, daß von jedem Individuum (oder auch einem Paar von Individuen) die Zeiten bis 
zum Auftreten zweier Ereignisse beobachtet werden . Das Frailty-Modell geht in diesem Fall 
davon aus, daß die beiden ereignisspezifischen Hazardfunktionen durch eine Hintergrund-
variable Z, die Frailty-Variable, multiplikativ beeinflußt werden. Damit kann das Assozia-
tionsmodell für ein Individuum mit Z = z formuliert werden durch 
)'.0) (t I Z = z) = z "0(1) (t) 
,,(2) (t I Z = z) = z "0(2) (t), 
wobei "0(1) (t) und "0(2) (t) die beiden ereignisspezifischen Grundhazardfunktionen bezeich-
nen. Dieses Modell, in dem durch die Frailty-Variable eine Assoziation zwischen den beiden 
Zeiten beschrieben wird, geht auf einen Vorschlag von CLAYTON (1978) zurück, der von 
mehreren Autoren aufgenommen und weiterentwickelt wurde (Cox & OAKES 19084, 
GRÜGER 1984, CLAYTON & CUZICK 1985, OAKES 1986, HOUGAARD 1986b, HOUGAARD 
1987, CLAYTON 1988). 
4. Statistische Inferenz in Frailty-Modellen 
Zur statistischen Inferenz in Frailty-Modellen, also Schätzung von unbekannten Parametern 
und Testen von Hypothesen über die Parameter, können Methoden der parametrischen 
Statistik verwendet werden, wenn die Form der Grundhazardfunktion und die Frailty-
Verteilung vollständig spezifiziert werden. In solchen parametrischen Modellen können 
dann, etwa nach der Maximum-Likelihood-Methode, unter Berücksichtigung von mögli-
cherweise zensierten Beobachtungen unbekannte Parameter geschätzt werden und geeig-
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nete Teststatistiken hergeleitet werden (siehe etwa KALBFLEISCH & PRENTICE 1980). Als 
Beispiel sei noch einmal das einfache Frailty-Modell aus Absch nitt 1 angeführt: Die 
Kombination von konstanter Grundhazardfunktion und einer Zweipunktverteilung als 
Frailty-Verteilung führt zu der dort angegebenen Form der beobachtbaren Hazardfunktion 
X (t), die dann zur Konstruktion einer Likelihood verwendet werden kann. Zu schätzen sind 
in diesem einfachen Fall die beiden Sterbeintensitäten 1..1 und 1..2 sowie der Anteil J't der 
Individuen in der Gruppe 1 zum Zeitpunkt Null. Ein weiteres Beispiel, das zu einer gut 
handhab baren Form der beobachtbaren Hazardfunktion X (t) führt, ist die Kombination 
einer Weibullverteilung für die Grundhazardfunktion und einer auf Erwartungswert Eins 
normierten Gammaverteilung als Frailty-Verteilung (VAUPEL et al. 1979, HOUGAARD 
1984). 
Noch nicht befriedigend gelöst ist das Problem der statistischen Inferenz in sogenannten 
semiparametrischen Modellen, in denen wie beispielsweise im Cox-Modell keine Annah-
men über die Form der Grundhazardfunktion getroffen werden und nur die Frailty-
Verteilung spezifiziert wird. Von einigen Ad-hoc-Vorschlägen abgesehen (CLAYTON & 
CUZICK 1985), fehlt es noch an Methoden, die eine effiziente und theoretisch abgesicherte 
Analyse erlauben. Dieses Gebiet befindet sich noch in einer Entwicklungsphase (BICKEL 
1986, CLAYTON & CUZICK 1986, WELLNER 1986, RITOV & WELLNER 1987), deren derzeiti-
ger Stand demnächst in einer speziellen Monographie (BICKEL, KLAASEN, RITOV & 
WELLNER 1989) dargestellt werden soll. 
5. Ein illustratives Beispiel 
AALEN (1987a) präsentiert die Anwendung eines Frailty-Modells zur Auswertung einer 
Untersuchung über die Zeit bis zur Konzeption nach Absetzen eines oralen oder intrauteri-
nen Kontrazeptivums. Die Daten dieser Studie, die von TIETZE (1968) berichtet wurden, 
sind in Tabelle 1 dargestellt. Die Zeiten vom Absetzen des Kontrazeptivums bis zur 
Konzeption liegen hier natürlicherweise in gruppierter Form, und zwar in monatlichen 
Abständen, vor. Wir bezeichnen mit di die Anzahl der Frauen, die im i-ten Monat eine 
Konzeption erreichten , mit ni die Anzahl der Frauen »unter Risiko« zu Beginn des i-ten 
Monats und mit Ci die Anzahl der »zensierten« Frauen, das sind in diesem Falle Frauen, die 
im i-ten Monat aus der Studie ausschieden, ohne daß eine Konzeption beobachtet wurde. 
Der Life-Table-Schätzer für die Hazardfunktion im i-ten Monat - oder in diesem Beispiel 
besser für die Inzidenz einer Konzeption im i-ten Monat - ergibt sich dann einfach als 
d/(ni-ci) , wobei wir aus naheliegenden Gründen bewußt von der sonst üblichen Konvention , 
von der Anzahl unter Risiko im Nenner nur die Hälfte der Anzahl zensierter Beobachtun-
gen abzuziehen, abgewichen sind. 
Dieser Life-Table-Schätzer - in Abbildung 2 dargestellt - zeigt eine deutlich absteigende 
Form. Daraus entwickelt AALEN (1987a, 1988) die Modellvorstellung, daß jede Frau ein 
über die Zeit hinweg konstantes »Risiko« für eine Konzeption besitzt, daß dieses Risiko 
aber von Frau zu Frau verschieden ist. Zur Beschreibung dieser Heterogenität setzt er eine 
Beta-Verteilung mit unbekannten Parametern a und ß an. Dieses Modell ist bereits für 
diskrete Zeit , d. h. für gruppierte Daten wie in Tabelle 1, formuliert. Das entsprechende 
zeitkontinuierliche Modell stellt sich dar als ein wie in Abschnitt 3 formuliertes Frailty-
Modell mit konstanter Grundhazardfunktion und Gamma-verteilter Frailty-Variablen. In 
diesem Modell ergibt sich für die beobachtbare Inzidenz einer Konzeption im i-ten Monat, 
die wir mit Pi bezeichnen wollen , 
a 











































Zeit (Monate] nach Absetzen 
14 
Abb. 2. Nach der Life-Table-Methode (.) und nach verschiedenen Modellen geschätzte monatliche 
Inzidenz einer Konzeption nach Absetzen eines Kontrazeptivums: Beta-Binomial-Modell (_. -), einfa-
ches Frailty-Modell (---) und Weibull-Modell (-) 
Dabei bezeichnen, wie bereits erwähnt, a und ß positive zu schätzende Parameter. Die 
Bestimmung der Maximum-Likelihood-Schätzer erfolgt durch Maximierung der Likelihood 
nach den gängigen Methoden, wobei entgegen der sonst üblichen Konvention die im i-ten 
Monat zensierten Beobachtungen vollständig von der Anzahl unter Risiko abgezogen 
wurden. 
Die gute Anpassung dieses Beta-Binomial-Modells an die Daten zeigt die gebrochene 
Linie in Abbildung 2 im Termen der Inzidenz. Der visuelle Eindruck wird bestärkt durch 
den Wert der Loglikelihood von -1197.57 in diesem Modell gegenüber einem Wert von 
-1189.12 in dem sogenannten »freien« Modell, in dem die zwölf Inzidenzen nicht restrin-
giert sind und die Maximum-Likelihood-Schätzer gerade die Life-Table-Schätzer sind. Das 
Likelihood-Ratio-Kriterium führt in diesem Fall zu einem Wert von -2(1197.57-1189.12) = 
16.9 bei 10 Freiheitsgraden. AALEN (1987a) folgert daraus einen hohen Erklärungsgrad der 
Daten durch das Frailty-Modell. 
Wie vorsichtig man jedoch mit inhaltlichen Rückschlüssen aufgrund einer guten Modell-
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Tabelle 1. Daten einer Untersuchung über die Zeit bis zur Konzeption nach Ab setzen eines Kontrazep-
tivums. Quellen: TIETZE (1968), AALEN (1987a) 
Anzahl 
Monat »unter Risiko« Konzeptionen zensiert 
1 611 199 0 
2 412 103 0 
3 309 64 0 
4 245 36 12 
5 197 33 7 
6 157 30 9 
7 118 18 5 
8 95 13 5 
9 77 9 5 
10 63 10 5 
11 48 3 2 
12 43 0 5 
anpassung sein muß, soll mit der Anpassung von zwei weiteren Modellen an die Daten aus 
Tabelle 1 aufgezeigt werden. 
Zunächst betrachten wir das bereits in Abschnitt 1 hergeleitete einfache Frailty-Modell , in 
dem - auf dieses Beispiel bezogen - es zwei Gruppen von Frauen gibt, solche mit einem 
hohen und solche mit einem niedrigen »Risiko« für eine Konzeption. Die Maximum-
Likelihood-Schätzer für diese Risiken ergeben Werte von ~l = 0.83 und ~2 = 0.15 bei einem 
geschätzten Anteil ft = 0.43 von Frauen mit hohem Risiko . Die ebenfalls nicht schlechte 
Anpassung dieses einfachen Frailty-Modells ist wiederum in Abbildung 2 in Termen der 
Inzidenz dargestellt , der Wert der Loglikelihood beträgt -1198.66, was zu einem Likeli-
hood-Ratio-Kriterium von -2(1198.66 -1189.12) = 19.08 bei neun Freiheitsgraden führt. 
Als weiteres Modell betrachten wir ein einfaches Weibull-Modell, in dem wir unterstel-
len, daß alle Frauen ein in der Zeit abnehmendes »Risiko« für eine Konzeption besitzen und 
keinerlei Heterogenität vorliegt . Aus der bekannten Darstellung der Hazardfunktion einer 
Weibullverteilung 
A.o(t) = yö (yt)Ö-l 
mit positiven Parametern y und Ö leitet man sehr einfach (siehe etwa KALBFLEISCH & 
PRENTICE, 1980, p. 35) die monatlichen Inzidenzen her, die dann - wie in den anderen 
Modellen auch - die Basis für die Maximum-Likelihood-Schätzung der Parameter bilden. 
Die ebenfalls akzeptable Anpassung in Termen der Inzidenz zeigt die durchgezogene Linie 
in Abbildung 2, wobei hier noch geringfügige Unterschiede zwischen den drei betrachteten 
Modellen zu beobachten sind. In Termen der »Survivalfunktionen« , hier Wahrscheinlich-
keiten der Konzeptionsfreiheit, die in Abbildung 3 dargestellt sind, ist eine Unterscheidung 
der drei Modelle unmöglich. Auch die Loglikelihood des Weibull-Modells liefert mit 
-1198.29 einen zu den beiden Frailty-Modellen vergleichbaren Wert , der zu einem Likeli-
hood-Kriterium von -2(1198.29- 1189.12) = 18.34 bei 10 Freiheitsgraden führt. 
6. Weitere Anwendungen in der Medizin 
In diesem Abschnitt wollen wir kurz auf elmge weitere in jüngster Zeit publizierte 
Anwendungen von Frailty-Modellen im Bereich der Medizin eingehen. MANTON, STAL-
LARD & V AUPEL (1986) diskutieren die Anwendung verschiedener Kombinationen von 
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Frailty-Verteilungen und Grundhazardfunktionen zur ModelIierung der allgemeinen Morta-
lität und der spezifischen Lungenkrebsmortalität in den Vereinigten Staaten. Als Datenbasis 
für die allgemeine Mortalität verwenden sie die sogenannten Medicare-Daten, die ein 
Follow-Up von zwanzig Geburtskohorten, und zwar von etwa 18 Millionen Personen, die im 
Zeitraum von 1883 bis 1902 geboren wurden, über die Jahre von 1968 bis 1978 umfassen. Als 
günstigste und von der biologischen Modellbildung plausibelste stellen die Autoren eine 
Gamma-/Weibull-Kombination vor, bei der das Ausmaß der Heterogenität zwar nicht 
übermäßig groß ist, jedoch eine Verbesserung der Anpassung gegenüber einem gewöhnli-
chen Weibull-Modell erreicht wird. 
In einer weiteren Arbeit von AALEN (1988) wird versucht, die Mortalität von Brustkrebs-
patientinnen sowie die Inzidenz von akuter lymphatischer Leukämie durch Frailty-Modelle 
zu beschreiben . Die Anwendung eines Frailty-Modells zur Analyse einer klinischen Studie 
zur Prognose von Herzinfarktpatienten beschreibt HOUGAARD (1986) (siehe auch Hou-
GAARD & MADSON 1985). Auch hier wird versucht, ein beobachtetes über die Zeit hinweg 
abnehmendes Risiko durch Heterogenität zu erklären, wobei eine konstante Grundhazard-
funktion und eine stabile Verteilung als Frailty-Verteilung angenommen wird. 
Daß Frailty-Modelle auch bereits von Klinikern als Erklärungsmöglichkeit aufgegriffen 
werden, belegt eine Arbeit von BAUM (1985). Das in einer Studie zur Hormontherapie des 
metastasierenden Mammakarzinoms »unerwartete« Ergebnis, daß hormonrezeptorpositive 
Abb. 3. Nach der Life-Table-Methode (.) und nach verschiedenen Modellen geschätzte Wahrschein-
lichkeiten für Konzeptionsfreiheit nach Absetzen eines Kontrazeptivums: Beta-Binomial-Modell (_. -), 
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Patientinnen nicht mehr von der Hormontherapie profitieren als rezep tornegative Patientin-
nen, wird mit der Existenz einer lognormalverteilten latenten Variablen (»production of 
growth factor«) zu erklären versucht (BAUM 1985). 
Frailty-Modelle können natürlich auch in komplexeren Krankheitsmodellen, die eine 
Berücksichtigung von verschiedenen Krankheitsstadien erlauben, e ingesetzt werden. In 
diesen Modellen wird unterstellt, daß die Übergangsintensitäten zwi schen den verschiede-
nen Krankheitsstadien von einer oder mehreren Frailty-Variablen multiplikativ beeinflußt 
werden, siehe etwa AALEN (1987b). MORGAN (1988) verwendet ein solches Modell zur 
Erklärung eines in manchen onkologischen Studien auftretenden Phänomens, daß beispiels-
weise mit einer bestimmten Chemotherapie höhere Ansprech- oder Responseraten als mit 
einer anderen Chemotherapie erreicht werden, ein Vergleich der Überlebenszeiten nach 
dem Ansprechen unter den Respondern aber zu Ungunsten der eigentlich überlegenen 
Therapie ausfällt. In diesem Beispiel geht MAORGAN (1988) davon aus, daß eine latente 
Frailty-Variable sowohl die Wahrscheinlichkeit für das Ansprechen der Therapie als auch 
das nachfolgende Sterberisiko multiplikativ beeinflußt. Dies führt letztendlich dazu , daß die 
Therapie mit der höheren Responserate mehr Patienten mit schlechter Prognose unter den 
Respondern aufweist als die Therapie mit der niedrigeren Responserate . 
7. Schlußfolgerungen 
Bevor man nun darangeht, Frailty-Modelle routinemäßig zur Auswertung klinischer und 
epidemiologischer Studien einzusetzen, sollte man zwei Aspekten noch einmal eingehende 
Beachtung schenken. Der erste Aspekt ist der z. Z . noch bestehende Mangel an geeigneten 
Methoden zur statistischen Inferenz in den semiparametrischen Modellen. Will man den 
jetzigen Standard bei Auswertungen von Studien halten, der ja beispielsweise die Anwen-
dung des Coxschen Regressionsmodells einschließt , so stehen bis heute noch keine effizien-
ten und theoretisch abgesicherten Methoden zur Verfügung, die eine Auswertung etwa wie 
im Coxschen Modell erlauben. Man muß also, will man den sicheren Weg gehen, zurück zu 
parametrischen Modellen mit kompletter Spezifikation der Verteilungsanriahmen , die sich 
ja in vielen Bereichen der Medizin in der Vergangenheit als nicht unproblematisch erwiesen 
hat. Jedoch kann man diesem Aspekt eine untergeordnete Bedeutung zumessen, da die 
Entwicklung von Methoden zur statistischen Inferenz in solchen semiparametrischen 
Modellen , die den Anforderungen der mathematischen Statistik genügen, nur eine Frage 
der Zeit sein wird. 
Der zweite Aspekt , den es zu bedenken gibt, sollte als weitaus wichtiger angesehen 
werden: Das Postulat einer latenten, nicht beobachtbaren Frailty-Variablen und die Spezifi-
kation ihrer Verteilung wird die Anwendung von Frailty-Modellen immer spekulativ bleiben 
lassen. Dies liegt, wie wir in den vorherigen Abschnitten gesehen haben, daran , daß sich für 
die Entwicklung der Hazardfunktion in der Zeit immer mehrere Erklärungen finden lassen. 
So erscheint in TIETZES (1968) Untersuchung über die Zeit bis zur Konzeption nach 
Absetzen eines Kontrazeptivums die von AALEN (1987a) favorisierte Erklärung durch ein 
Frailty-Modell mit konstantem Risiko möglicherweise ebenso plausibel wie die eines 
tatsächlich abfallenden Risikos, das für alle Frauen unmittelbar nach Absetzen des Kontra-
zeptivums sehr hoch ist, sich dann im Laufe eines Jahres auf einem Basislevel einpendelt 
und sich etwa, wie in Abschnitt 5 beschrieben, durch die Hazardfunktion einer Weibull-
Verteilung ebenso adäquat beschreiben läßt. Die Berücksichtigung der zeitlichen Dimen-
sion beinhaltet diese zusätzliche Identifikationsproblematik, die man bei anderen 
Mischungsmodellen - etwa beim Gamma-Poisson-Modell für negativ-binomialverteilte 
Anzahlen - in dieser offenkundigen Form nicht kennt. 
Frailty-Modelle sind daher ausschließlich "Denkmodelle", die sich einer eigentlichen 
konfirmatorischen Bewertung grundsätzlich entziehen, solange es nicht gelingt , die modell-
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mäßig beschriebene Heterogenität durch beobachtete Faktoren zu erklären. Gelingt dies, so 
ist von diesem Zeitpunkt an das Frailty-Modell überflüssig, denn die Analyse kann dann 
unter Einbeziehung dieser Faktoren mit "klassischen" Methoden erfolgen, wobei natürlich 
der Aspekt der Validierung unbedingt beachtet werden muß. In diesem mehr explorativen 
Sinne, nämlich von der Struktur her relativ einfache Erklärungsmöglichkeiten für sehr 
komplexe , sich in der zeitlichen Dimension entwickelnde Phänomene zu liefern und damit 
neue, gezielte Fragestellungen zu provozieren, kann die Anwendung von Frailty-Modellen 
in vielen Bereichen der Medizin von großem Nutzen sein. 
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Ein Modell zur rechnergestützten Sortenwahl 
Martin Pröseler, Klaus Waloszczyk 
Zusammenfassung 
Es werden die Schläge eines landwirtschaftlichen Produktions betriebes, auf denen zum 
Beispiel Winterweizen angebaut werden soll, betrachtet. Zur Bewertung der Sorten werden die 
wichtigsten Sortenmerkmale benutzt. Für die Rayonierung der Sorten auf die einzelnen 
Schläge wird ein diskretes Optimierungsmodell aufgestellt und mit Hilfe eines Personalcom-
puters gelöst. Dabei ist das Ziel ein hoher Gesamtertrag unter Berücksichtigung von Qualitäts-
parametern. Das in T-Pascal geschriebene Programm kann in jedem Betrieb der DDR 
unmittelbar angewendet werden. Eine Anpassung an andere Bedingungen ist möglich. 
Summary 
We have a look at the plots of one co-operative farm, where for instance winter wheat is to be 
grown. The most important variety characteristics are used for the assessment of the varieties. 
A discrete optimization model was established for »Rayonierung« of the varieties in the 
separate plots and was solved with the help of computers. The aim is to reach a high total yield 
in consideration of quality parameters. The program written in T-Pascal can be immediately 
used in each enterprise of the GDR. lt is possible to fit for other conditions. 
Einleitung 
Alle Maßnahmen in der Pflanzenproduktion konzentrieren sich auf die weitere Steigerung 
der Erträge und auf die Verbesserung der Gebrauchswerteigenschaften. Eine wesentliche 
Voraussetzung zur Realisierung dieser Zielstellung ist unter anderem eine fachlich fundierte 
schlagbezogene Sortenwahl. In landwirtschaftlichen Produktionsbetrieben weisen die 
Ackerflächen unterschiedliche standörtliche sowie acker- und pflanzenbauliche Gegeben-
heiten auf. Die zugelassenen Sorten landwirtschaftlicher Kulturarten verfügen neben der 
absoluten Ertragsleistung über Sorteneigenschaften mit unterschiedlicher Ausprägung. Eine 
schlagbezogene Sortenwahl ist bei den landwirtschaftlichen Kulturarten dann richtiggetrof-
fen , wenn neben der Ertragsleistung die Gegebenheiten des Schlages durch die Ausprägung 
der entsprechenden Sorteneigenschaften berücksichtigt werden (z. B. besonders frostge-
fährdete Lage des Schlages - Winterfestigkeit der Sorte). Die fachgerechte Zuordnung von 
Schlag- und Sorten merkmalen trägt zur Ertragssteigerung bei. Die Prinzipien einer derarti-
gen Sortenwahl sind für landwirtschaftliche Kulturarten allgemeingültig. 
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Die mathematische Formulierung eines Algorithmus zur Lösung des Problems schlagbe-
zogener Sortenwahl ist nicht bekannt. Vorhandene Sortenwahlprogramme (KÜBLER 1986) 
arbeiten auf der Grundlage standörtlicher Betriebsmittelwerte. Die Besonderheiten der 
einzelnen Felder werden nicht berücksichtigt. 
Eine standortbezogene und auf höchsten Gesamtertrag orientierte Sortenwahl ist ziemlich 
arbeitsaufwendig, besonders dann, wenn im Produktionsbetrieb mehrere Schläge (> = 10) 
mit einer Kulturart bestellt werden und dafür mehrere Sorten (> = 5) mit unterschiedlicher 
Ausprägung der Sorteneigenschaften zur Verfügung stehen. Eine effektive Problemlösung 
ist mit Hilfe moderner Rechentechnik möglich. Dafür ist ein allgemeingültiger mathemati-
scher Algorithmus zu formulieren und nach pflanzenbaulichen Gesichtspunkten für die 
einzelnen landwirtschaftlichen Kulturarten zu präzisieren. Grundlage dafür sind Modelle 
der diskreten Optimierung. Eine ausführliche Beschreibung derartiger Modelle findet man 
zum Beispiel bei KOVACS 1980. 
Problemstellung 
Gegenstand der Betrachtung sind die ausgewählten Schläge eines landwirtschaftlichen 
Produktionsbetriebes, auf denen eine bestimmte Fruchtart (z . B. Winterweizen, Winterger-
ste, Rüben, Kartoffeln, ... ) angebaut werden soll und für die wenigstens fünf Sorten zur 
Verfügung stehen. Jedem dieser Schläge soll genau eine Sorte zugeordnet werden derart, 
daß ein maximaler Gesamtertrag zu erwarten ist unter Einhaltung folgender Nebenbedin-
gungen: 
(1) Mindestens ein vorgegebener Anteil der entsprechenden Anbaufläche soll bezüglich 
eines bestimmten Merkmals der betreffenden Fruchtart wenigstens mittlere Qualität 
haben. 
(2) Mindestens ein gewisser Prozentsatz des in (1) geforderten Anteils soll im betreffenden 
Merkmal gute und bessere Qualität haben . 
(3) Vorgegebene Flächenanteile dürfen von keiner Sorte überschritten werden. Diese 
Anteile können sich zum Beispiel aus beschränkten Saatgutmengen ergeben. Insbeson-
dere darf keine Sorte einen von vornherein vorgegebenen Höchstanteil übertreffen. 
(4) Es muß eine bestimmte Mindestanzahl Sorten angebaut werden . 
Bedingungen (1) und (2) können zum Beispiel bedeuten , daß auf einem geforderten 
Mindestteil der Anbaufläche die Erzeugung von nutzbaren Ernteprodukten mit bestimmten 
Gebrauchswerteigenschaften (wie Backqualität bei Winterweizen , Brauqualität bei Som-
mergerste, Speisequalität bei Kartoffeln) zu gewährleisten ist. 
Modellbildung 
Gegeben seien m Sorten (i = 1, ... , m) und n Schläge U = 1, ... n). Auf jedem Schlag 
werde jeder Sorte eine dem zu erwartenden Ertrag entsprechende Zahl eij zugeordnet. 
Dabei kommt es auf die absolute Größe der eij nicht an. Entscheidend für die Sortenwahl 
sind die Differenzen eij- ei'j zwischen je zwei Sorten eines Schlages. Die zugeordneten 
Zahlen eij stellen eine Bewertung der Sorten hinsichtlich ihrer Anbauwürdigkeit auf dem 
j-ten Schlag dar. Betrachtet man jeden Schlag für sich allein, so wäre die Sorte mit dem 
jeweils größten eij die beste . Bei der Ermittlung der eij müssen die für die betreffende 
Fruchtart interessierenden standörtlichen sowie acker- und pflanzenbaulichen Gegebenhei-
ten berücksichtigt werden. Am Beispiel von Winterweizen wird dies im übernächsten 
Abschnitt veranschaulicht. 
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Hat der j-te Schlag die Größe gj > 0, so bedeutet maximaler Gesamtertrag (unter 
Berücksichtigung der Sorteneigenschaften) 
n m 
L L gjeijXij = max! 
m j=l i=l 
mit L Xij = 1 vj, Xij E {O, I} . 
i=l 
Dabei bedeutet x .. = { 1, Sorte i steht auf j-tem Schlag 
1) 0, sonst 
Um die Restriktion (1) zu erfüllen , definieren wir für jede Sorte bezüglich des 
interessierenden Merkmals einen Indikator bi mit 
b = { 1, falls i-te Sorte wenigstens mittlere Qualität hat, 
1 0, sonst 
Ist Cb (0::; Cb::; 1) der geforderte Mindestanteil mit wenigstens mittlerer Qualität und 
n 
G = L gj die gesamte Anbaufläche der betreffenden Fruchtart, so bedeutet Restriktion (1) 
j=l n m 
L L gjbixij::::: CbG . j=l i=l 
Entsprechend definieren wir bi durch 
b = { 1, falls i-te Sorte wenigstens gute Qualität hat, 
1 0, sonst 
Ist der geforderte Prozentsatz wenigstes guter Qualiät gleich q , so wird Restriktion (2) zu 
n m 
L L gjbjXij::::: c~d , j=l i=l 
Offensichtlich muß bi::; b; vi sein. 
Seien fi (0::; fi ::; 1) gegebene relative Sortenbeschränkungen und fmax (O::S fmax ::; 1) ein 
vom Problem abhängiger relativer Höchstanteil jeder Sorte. Dann folgt aus (3) 
n 
L gjXij::; ( vi, 
j=l 
Die Modellierung von Restriktion (4) wird schließlich wie folgt vorgenommen . Um die im 
Anbau befindlichen Sorten zu zählen, muß festgelegt werden, wie groß der relative 
Flächenanteil fmin einer Sorte mindestens sein muß, um dabei berücksichtigt zu werden. Es 
darf möglichst nicht passieren, daß z. B. auf 10 % der Anbaufläche 3 Sorten stehen und auf 
90 % nur eine Sorte. Umgekehrt dürfen jedoch z. B. 3 Sorten , die gemeinsam etwa den 
relativen Mindestanteil fmin erreichen, nicht vollständig vernachlässigt werden, sondern 
müssen wenigstens zusammen wie eine Sorte gezählt werden . Damit ergibt sich folgende 
Formulierung: 
i~l min xj~l gjXij , fminG 1 ::::: cvG 
mit Cv = mmin fmin , falls wenigstens mmin Sorten angebaut werden sollen. 
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Insgesamt erhält man für die rechnergestützte Sortenwahl eines Betriebes das folgende 
diskrete Optimierungsmodell: 
geg.: 
gj>O j=l , . .. , n; 
i=l , ... , m; 
j=l , ... , n; 
bi E {0,1} 
bi E {0,1} 
O:::;fi:::;l 'Vi; 
0:::; Cb:::; 1; 
0:::; q:::; 1 ; 
Q:::;fmax :::;l; 
O:::;fmin :::;l; 
mmin E {1 , 2, 3, . .. } ; 
ges.: Xij mit 
n 
Schlaggrößen 
zu erwartender Ertrag der i-ten Sorte 
auf j-tem Schlag 
mittlere Qualität der i-ten Sorte 
gute Qualität der i-ten Sorte 
rel. obere Schranke für i-te Sorte 
Mindestanteil mittlerer Qualität 
Prozentsatz guter Qualität 
obere Schranke für alle Sorten 
untere Schranke für "vollwertige" Sorten 
Mindestanzahl anzubauender Sorten. 
n m 
L L gjeijXij = max! j=l i=l 
m 
L Xij = 1 'Vj, 
i=l 
n m 
L L gjbiXij::::: CbG, j= l i=l 
n m 
L L gjbjuijWWWWWC~ dI j=l i=l 
Xij E {0,1} . 
L gjXij:::; ( 'Vi, ( = min [fi, fmax] . 
j=1 
f min [ .t gjXij , fminG] ::::: cvG , Cv = mminfmin . 
1= 1 J= 1 






Im wesentlichen stellt (P) ein 0-1-Knapsack-Problem dar (NAUSS 1987). Betrachtet man nur 
Restriktion (1) bzw. (2) (multiples Problem) oder nur Restriktion (3) (mehrdimensionales 
Problem), sind bekannte Verfahren mit geringen Modifikationen anwendbar. Lösungen für 
Aufgaben der hier dargestellten Form sind in der Literatur nicht bekannt. Die größte 
Schwierigkeit bereitet wegen der min-Bedingung die Restriktion (4) . Insbesondere deshalb 
ist eine exakte Lösung des Problems (P) unter Berücksichtigung aller Restriktionen äußerst 
kompliziert und i. a. mit unvertretbar hohem Rechenaufwand verbunden. Für die Aufga-
benstellung ist es aus praktischer Sicht auch völlig ausreichend, eine hinreichend gute 
Näherungslösung zu konstruieren. Im folgenden soll ein dafür geeigneter Algorithmus in 
mathematisch gedrängter Form angegeben werden. Derjenige Leser, der sich der damit 
verbundenen Mühe nicht unterziehen möchte , weil er vor allem an den Ergebnissen 
interessiert ist, kann diesen Abschnitt überblättern, da er für die weiteren nicht erforderlich 
ist. 
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Wir gehen davon aus , daß (P) lösbar ist, daß also insbesondere die folgenden Bedingun-
gen erfüllt sind: 
L min [(, fmin] 2: cv ; 
max gj :s G/mmin . 
j 
Zunächst betrachten wir das Hilfsproblem 
H(J , c, Xj); J ~ {I, 2, .. . , n} 
Xj E {0,1} . 
(H) 
Dieses Problem ist schwierig zu behandeln, da die Zielfunktionskoeffizienten gleich den 
Nebenbedingungskoeffizienten sind. Im allgemeinen müssen alle Möglichkeiten durchge-
prüft werden, wobei man einige zuvor ausschließen kann , indem man die gj der Größe nach 
ordnet. In einem Computerprogramm muß die Anzahl der durchzuprüfenden Varianten 
nach oben begrenzt werden (z. B. 10000), da sonst bei großen Indexmengen J extreme 
Rechenzeiten die Folge wären. Existiert eine Lösung mit L gjXj = c, so ist diese optimal. 
JEJ 
Die Variablen (1, c, Xj) in H sind formale Parmameter analog dem Procedurekonzept 
höherer Programmiersprachen , die bei jedem Aufruf durch aktuelle Parameter ersetzt 
werden. 
Weiterhin formulieren wir das Teilproblem 
TPA(1 , ej,ej,c,xj,x); ej 2: ej vjEJ ; c > O: 
L gj(ejxj + ejxj) = max! 
JEJ 
Xj E {0,1} ; 
LgjXj2: c. 
JEJ 
Xj E {0,1} ; 
(TPA) 
C) 
Eine Abschätzung des Zielfunktionswertes von (TP A) nach oben erhält man durch das 
"freie Optimum" (Weglassen der Nebenbedingung C)) z(TPA) = L gjej. Die Variablen (J , 
ej, ej , c, Xj , Xj) sind wieder als formale Parameter zu verstehen. JEJ 
Verfahren zur Lösung von (TPA) - Näherung 
1. Startlösung: Xj = 1 vj (unzulässig) ; 
2. Klasseneinteilung von J: 
Ki;i=I, 2, ... : Ki={jlej-ej=ki} ki<ki+ ! 
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(Bedeutung: Für alle jEKj bewirkt der Übergang von Xj = 1, Xj = 0 zu Xj = 0, Xj = 1 eine 
relative Zielfunktionsabnahme um k j • 
Prinzip: 
Von unzulässiger Startlösung Xj = 1 (Xj = 0) werden "Austausche" der Form Xj = 1 (Xj = 
0) vorgenommen mit geringster Abnahme der Zielfunktion, um Bedingung (*) zu erfüllen. 
Es gelte nun 
c-L:gj=GP>O 
p-l jEUK i 
j~l 
und L: gj 2: c , 
P jEUKi 
j~l 
dann hat das stetige Optimum (d. h. in (TPA) sei Xj E [0,1], Xj E [0,1]) den Wert 
mit der Lösung Xj = 1 
Xj = 1 
"jEKj ; i=1 , ... ,p-1 ; 
"j$K j ; i=l, ... , p; 
und L: gjXj = GP (d. h. maximal eine Variable xjE(O,l». jEKp 
3. Als Hilfsproblem bleibt somit H(Kp, GP, Xj) zu lösen. 
Schließlich betrachten wir noch das Teilproblem 
TPB(J,ej,ej,c,xj,Xj); ej 2: ej "jEJ; c>O: 
L: gj(ejxj + ejxj) = max! 
JEJ 
Xj + Xj = 1; xjE{O,l}; xjE{O,l}; 
L: gjXj ::s c . 
JEJ 





Dabei ist E> 0 so klein wie möglich zu wählen, oder mit anderen Worten, die Lösung soll 
so beschaffen sein, daß L: gjXj von unten möglichst nahe an c herankommt. Ohne Be-
rücksichtigung von (*""') wäre eine Lösung von (TPB) durch Xj = 1 (Xj = 0) gegeben. 
Verfahren zur Lösung von (TPB) - Näherung 
l. und 2. erfolgen analog der Lösung von (TPA). 
3. Löse das Hilfsproblem H(Kp, IKpl-GP, Xj). 
Nun können wir wie folgt beschreiben ein 
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Verfahren zur Lösung von ep) - Näherung 
O. vj: Setze Xkj = 1 für ekj = max eij, Xij = 0 für i=l=k , 
I 
definiere Hilfsvariablen ujE{0,1 ,2}, vjE{0 ,1} , 
setze Uj = 0, Vj = O. 
Sei 1= {1,2, ... , m}, J = {1,2, ... , n}. 
1. Aufteilung von J 
Ja = {jlXij = 1, bi = O}, J I = {jlXij = 1, bi = 1}. 
Sei GO = L gj, GI = L gj. 
JEJo JEJ I 
1.1. GI;=::: CbG: Löse H(JI, CbG, hj). 
vjEJI: Setze Uj = 1, falls hj = 1. 
1.2. GI< CbG : 
Auf teilung von I: 10 = {ilbi = O} , I1 = {i lbi = 1} 
(10 =l= 0 wegen 1.2., I 1 =l= 0 wegen der Lösbarkeit von (P» 
vjEJo: eij = eijlxij = 1 , eij = max eij, 
lEI I 
Gehe zu 2. 
Xij und Xij seien die zu eij und eij gehörenden Variablen. Wegen O. ist eij;=::: eij . 
Löse TPA(Jo, eij, eij, CbG-Gl, Xij' Xij). 
vjEJo: Setze Uj = 1, falls Xij = 1. vjEJI: Setze Uj = 1 . Gehe zu 2. 
(Bemerkung: Auf allen Schlägen mit Uj = 1 darf im folgenden nur noch eine Sorte mit 
der Eigenschaft bi = 1 stehen.) 




Uj = 1 durch 
gehe zu 2. durch 
~ I 
Cb, 
Uj = 2, 
gehe zu 3. 
(Bemerkung: auf allen Schlägen mit Uj = 2 darf im folgenden nur noch eine Sorte mit 
der Eigenschaft bi = 1 stehen.) 
3.1. dk>O: vivj: SetzeX'ij = Xij. 
vj: f~ = {iIXij = 0, aiG::S(G-gj, bi+bi;=::: uJ 
Auf teilung von J in Ja = ÜIXkj = 1, f~ =l=0} , J I = J\Jo . 
Wegen der Lösbarkeit von (P) ist Ja =l= 0 . 
vjEJo: eil' = max ei)'. Es ist ek)';=::: eil' . 
iEI{ 
Sei ~j (bzw. X'ij) die zu eij gehörende Variable. 
Löse TPA(Jo, ekj, eij , dkG , x\j, X'ij). 
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d'l = max d'i' 
iEI! 
1 n 
, ", d' 'f' a i = -G u gjX ij, i = a i-i . 
j=l 
3.1.1. d'I :S O: vivj: SetzeXij = X'ij 
3.1.2. d'l > O:Aufteilung von 10 in 
1'0 = ÜljEJo, X'lj = 1}, J'1 = Jo\J'o . 
Löse TPB(J'o, ekj, elj, (t; - al)G, Xkj, Xlj)' 
3.2. dk:S 0: 
4. m 
d = Cv - L min [ai ' fmin]. 
i=l 
4.1. d > 0: VI vJ: Setze X'ij = Xij . 
vj: It = {ilxij = 0, ai <fmin, aiG:S(G-gj , bi+b; :::::uj}. 
Gehe zu 3. 
Gehe zu 3 . 
Gehe zu 4. 
Auf teilung von J in Jo = {j IXij ~ 1, ai > fmin, li =1= 0, Vj = O}. J I = J\Jo. 
Wegen der Lösbarkeit von (P) ist Jo =1= 0 . 
vjEJo: eij = eidxij = 1, eij = maxj eij !EI! 
Es ist eij::::: eij. Seien Xij und Xij (bzw. X'ij und X'iJ 
die zu eij und eij gehörenden Variablen. 
Löse TPA(Jo, eij, eij, dG, X'ij, X'ij). 
4 .1.1. I I = {ilai>fmin}. 
4.1.1.1. 
4.1.1.2. 
a'l = min' a'i' 
iEI! 
a'l <fmin: 
Aufteilung von J in Jo = Ü IXlj = 1} , 
Löse H(Jo, fminG, hj) . 
vjEJo : Setze Vj = 1, falls hj = 1. 
Gehe zu 4.1.2. 
Gehe zu 4. 
(Bedeutung: Auf allen Schlägen mit Vj = 1 darf Xij nicht mehr verändert werden.) 
4.1.2. 
d'l = max d'i' 
iEI! 
Gehe zu 4 . 
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4.1.2.2. d\ > 0: Auf teilung von Ja in J'a = Ü IjEJa, X'lj = I}, J'l = Ja \J'a . 
Löse TPB(J'a, eij , elj' (f; - al)G, Xij, Xlj). Gehe zu 4. 
4.2. d::S: 0: Xij ist Näherungslösung von (P). ENDE 
Bemerkungen 
Fall 3.1.2 bedeutet, daß durch Verkleinerung des Anteils der k-ten Sorte der relative Anteil 
der I-ten Sorte größer als ihre Schranke fi' würde. Dann werden zunächst nur soviel Schläge 
mit der I-ten Sorte belegt, daß deren relativer Anteil möglichst nahe an f{ heranreicht , d. h., 
daß ihr Reservoir möglichst voll ausgeschöpft wird. Analog wird im Fall 4.1.2.2 vorgegan-
gen. Die umgekehrte Situation tritt in 4.1.1.2 ein. Der relative Anteil der I-ten Sorte würde 
durch das Anheben der Anteile anderer Sorten unter fmin gedrückt. In diesem Falle werden 
zunächst soviel Schläge der I-ten Sorte markiert (Vj = 1), daß deren Flächenanteil wenigstens 
fmin erreicht. Auf den markierten Flächen darf keine Sorte mehr getauscht werden. 
Es kann vorkommen, daß sich nicht für alle i die Restriktionen (3) streng erfüllen lassen. 
Das ist insbesondere meist dann der Fall, wenn L C nur wenig größer als 1 ist. Es läßt sich 
aber stets realisieren, daß die relativen Überschreitungen der errechneten Sortenanteile 
über ihre vorgegebenen Schranken minimal ausfallen. Für die praktische Anwendung ist 
dies ausreichend. Des weiteren hat es sich als günstig erwiesen, im Algorithmus vor den 
Punkten 1 und 2 zusätzlich die Punkte 3 und 4 vorzuschalten. Dadurch werden die 
vorgegebenen Sortenanteile besser ausgeschöpft, was im Sinne des Nutzers ist. Falls L 
C = 1, wird nur Punkt 3 abgearbeitet, da dann die Bedingungen (1), (2) und (4) mit den 
entsprechenden Parametern automatisch erfüllt sein müssen. Insbesondere sind durch 
geschickte Wahl der C weitere betriebsinterne Vorgaben, wie z. B. ein gewünschter Anteil 
Sorten mit einer zusätzlichen Eigenschaft, realisierbar. Bei Winterweizen könnte dies zum 
Beispiel das Merkmal Frühreife sein. 
Präzisierung des Modells für Winterweizen 
Am Beispiel von Winterweizen soll gezeigt werden, wie das dargestellte Modell präzisiert 
werden kann, insbesondere wie die »Ertragszahlen« eij bestimmt werden (PRÖSELER u . a.). 
Das in (1) auszuwählende Merkmal sei das Merkmal Backqualität. Der in (2) geforderte 
Prozentsatz q sei gleich 0.6, d. h. , auf mindestens 60 % der geforderten Nahrungsweizenflä-
che soll Weizen mit guter und besserer Backqualität stehen. Des weiteren sollte keine 
Winterweizensorte mit mehr als 40 % im Anbau stehen, d. h. der in (3) vorzugebende 
Höchstanteil fmax sei 0.4. Die Mindestanzahl Sorten in (4) wird folgendermaßen angegeben: 
Bei einer Weizenfläche über 100 ha sollen wenigstens zwei, über 500 ha wenigstens drei und 
über 1000 ha wenigstens vier Sorten vorhanden sein , das heißt 
{
I, falls 
m . = 2, falls 
mm 3, falls 
4, falls 
G::S:100 
100< G::s: 500 
500< G::S: 1000 
1000< G 
Der relative Flächenanteil, der eine Sorte als (vollwertig) im Anbau charakterisiert, sei 
15%, d.h. fmin =0.15. . 
Die Eignung der zur Verfügung stehenden Sorten auf jedem einzelnen Schlag werde nach 
folgenden Kriterien bewertet: 
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Mit Hilfe des Bezirkes, der Höhenlage und des Standorttypes wird jeder Schlag einem 
von der Zentralstelle für Sortenwesen der DDR (ZfS) definierten Eignungsgebiet zugeord-
net, Damit sind für jeden Schlag die ent~prechenden von der ZfS rayonierten Sorten 
bekannt, Für die Bewertung dieser Sorten werden neben dem Korner trag die Sortenmerk-
male Winterfestigkeit, Spätsaattoleranz, Halmbruchresistenz und Sta ndfestigkeit herange-
zogen. Je nach den Gegebenheiten eines Schlages (Standorttyp, Saattermin, Vorfrucht , 
Vorvorfrucht, Termin der letzten Stalldunggabe) werden entsprechend hohe Forderungen 
an diese Merkmale gestellt (Einteilung in 7 Klassen, Boniturnoten 1 bis 7). Dann soll für 
jeden Schlag möglichst eine Sorte empfohlen werden , die alle Forderungen in den vier 
genannten Merkmalen erfüllt, Sollte es für einen konkreten Schlag solch eine Sorte nicht 
geben, so schwäche man diese Forderungen zuerst in den Merkmalen Standfestigkeit und 
Halmbruchresistenz ab , da diese durch Intensivierungsmaßnahmen beeinflußbar sind. Bei 
der Aufteilung der vorhandenen Sorten auf die Schläge eines Betriebes werden somit die 
wesentlichen Eigenschaften jedes einzelnen Schlages berücksichtigt . Insbesondere darin 
unterscheidet sich das hier dargestellte Modell vom Computermodell Genis (KÜBLER 1986) , 
welches vom Standort des gesamten Betriebes ausgeht. 
Um die Bewertungen eij jeder Sorte auf jedem Schlag festzulegen , werde zunächst jeder 
Sorte ihr durch die ZfS angegebenes Ertragsmittel der letzten Jahre für das entsprechende 
Eignungsgebiet zugeordnet. Liegt solch eine Zahl nicht vor, wird Null angenommen. Um 
weitere Sorteneigenschaften zu berücksichtigen, wird dieses Ertragsmittel nach unten 
korrigiert für diejenigen Sorten, die nicht alle Forderungen in den vier gewünschten 
Sortenmerkmalen erfüllen . Für jeden Schlag sollen die nach diesen korrigierten Ertragszah-
len sortierten Sorten eine Sortenempfehlung darstellen , d. h. die Sorte mit der größten 
Ertragszahl sei die beste usw. Am einfachsten erreicht man das, indem man für jede 
Boniturnote , die an einer geforderten Mindestnote fehlt , eine Konstante als »Strafe« vom 
ursprünglichen Ertrag abzieht, Für die Merkmale Winterfestigkeit und Spätsaattoleranz 
muß diese Strafe wenigstens siebenmal höher sein als für die Merkmale Halmbruchresistenz 
und Standfestigkeit , da an letztere bevorzugt Kompromisse gemacht werden sollen. Ist eine 
Sorte im entsprechenden Eignungsgebiet nicht rayoniert , d. h. von der ZfS in diesem Gebiet 
nicht zugelassen, muß die dafür abzuziehende Strafe wenigstens so groß sein, daß die 
Ertragszahl dieser Sorte kleiner als die Ertragszahlen aller rayonierten Sorten wird. Wie 
groß die verteilten Strafen im konkreten Fall wirklich sind , ist für das Problem unerheblich. 
Die Mindeststrafe sollte nur wenigstens so groß sein wie die größte Differenz zwischen den 
ursprünglichen Ertragsmitteln . 
Will man bei der Optimierung nicht nur maximalen Ertrag realisieren, sondern auch die 
Kosten einbeziehen, also maximalen Gewinn erzielen, braucht man das Modell nur dahinge-
hend zu modifizieren , daß man als eij nicht korrigierte Erträge , sondern die Differenz aus zu 
erwartendem Verkaufspreis und Behandlungskosten zugrunde legt. 
Rechentechnische Realisierung 
Für Winterweizen und Wintergerste ist der Algorithmus in Turbo-Pascal programmiert (ca. 
130 K Quelltext bei 3600 Zeilen) und auf Büro- und Personalcomputern sowohl unter einem 
CP/M-kompatiblen Betriebssystem als auch unter MS-DOS lauffähig. Das Programm 
benötigt für beide Getreidearten insgesamt ca. 110 K Byte auf Diskette. Es können bis zu 
100 Schläge gleichzeitig bearbeitet werden . Die Rechenzeiten können in Extremfällen bis zu 
20 min betragen. Alle benötigten Informationen über jeden Schlag (Schlaggröße , Stand-
orttyp, Höhenlage , Vorfrucht, Vorvorfrucht , Termin der letzten Stalldunggabe, besondere 
Frostgefährdung oder Spätsaat möglich) werden im Dialog abgefragt bzw. aus Schlagdateien 
entnommen. Zusätzlich zur Sortenempfehlung werden die damit erforderlichen Saatgut-
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mengen, Anbauhinweise sowie die wichtigsten Sorteneigenschaften ausgegeben. Das Pro-
gramm ist bezüglich neuer Sorten leicht zu aktualisieren, da alle benötigten Sorteninforma-
tionen in separaten, vom Nutzer leicht zu pflegenden Textdateien zur Verfügung gestellt 
werden, deren Vertreibung zentral erfolgt. 
Alle weiteren Informationen, zum Beispiel die Festlegung der Mindestzahl auszuwählen-
der Sorten oder die Ermittlung der korrigierten Ertragszahlen eij, werden anhand der 
Gegebenheiten jedes Schlages vom Computer selbst bestimmt und erfordern keinerlei 
Qualifikation des Anwenders. 
Beispiel 
Betrachten wir nun das folgende konstruierte Beispiel für Winterweizen, welches die 
Ergebnisse der rechnergestützten Sortenwahl verdeutlichen soll. Die verwendeten Sortenin-
formationen stammen von echten Sorten . 
Gegeben seien zwei Gruppen zu je 10 Schlägen. Jeder Schlag der ersten Gruppe sei 
besonders frostgefährdet. Die Schlaggeschichte (Vorfrucht, Vorvorfrucht , Termin der 
letzten Stalldunggabe) sei bei der ersten Gruppe derart, daß hohe Hambruchgefährdung 
und mittlere Standfestigkeitsgefährdung gegeben ist, während bei der zweiten Gruppe nur 
hohe Standfestigkeitsgefährdung zu beachten wäre . Diese Informationen erhält das Pro-
gramm aus den entsprechenden Dateien. 
Zur Verfügung stehen nun 8 Sorten, für die einige wichtige Eigenschaften in Tabelle 1 
enthalten sind. 











1 - schlecht bis sehr schlecht 
2 - schlecht 
3 - mittel bis schlecht 
4 - mittel 
5 - mittel bis gut 
6 - gut 











3 4 5 6 
4 1 2 2 
2 6 6 7 
2 5 2 4 
5 3 5 5 
6 5 6 7 
6 4 3 6 
3 4 6 3 
3 6 5 7 










Auf der ersten Gruppe von Schlägen sei D5 der vorherrschende Standorttyp , während 
dies auf der zweiten Gruppe LOE4 sei . Unter der Annahme , daß der Betrieb im Bezirk 
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Halle liegt, ist damit die erste Gruppe in das Eignungsgebiet 4 und die zweite Gruppe in das 
Eignungsgebiet 7 einzuordnen. Die von der ZfS angegebenen Er tragsmittel für diese 
Eignungsgebiete enthält Tabelle 2. 
Tabelle 2: Winterweizen, Kornerträge dtlha nach Eignungsgebieten , HP-Mittel 1984-88 (Ergebnisse 
der ZfS) 
Eignungsgebiet 
Sorte 4 6 7 
Sorte 1 60.3 77.8 78.0 
Sorte 2 60.9 76.8 77.9 
Sorte 3 63.6 77.7 78.2 
Sorte 4 63.2 80.3 81.3 
Sorte 5 78.1 78.8 
Sorte 6 65.3 78.0 82.8 
Sorte 7 62.7 79.3 83.9 
Sorte 8 61.4 75.4 77.7 
Sorte 5 ist im Eignungsgebiet 4 nicht rayoniert. 
Ermittelt man aus den oben genannten Eigenschaften und den Erträgen die Eignung der 
Sorten auf jedem Schlag, ohne die Bilanz des Betriebes zu berücksichtigen, so erhält man 
die in Tabelle 3 ausgewiesene, vom Computer bestimmte Rangfolge. 
Tabelle 3: Rangfolge der Sorten je Schlag 


















Die gesamte Anbaufläche betrage nun 1270 ha. Die Gruppe 1 (Schlagnummern 1-0 bis 
10-0) mache davon 48,8 % aus, während auf Gruppe 2 (Schlagnummern ll-O bis 20-0) 
51,2 % entfallen. Würde man auf allen Schlägen die dort erste Sorte empfehlen, hätte man 
nur zwei Sorten im Anbau, von denen keine als Nahrungsweizen eingestuft ist. Der Betrieb 
möchte dagegen die folgenden Forderungen einhalten: 
- Auf 80 % der Fläche ist Nahrungsweizen anzubauen (wenigstens Note 4) . 
- Die Sorte 1 darf 20 %, Sorte 3 25 %, Sorte 710 % und Sorte 8 10 % der Anbaufläche nicht 
überschreiten , da nicht mehr Saatgut vorhanden ist (z. B. neue Sorten). 
- Für die Sorten 2, 4, 5 und 6 gelten keinerlei Beschränkungen aus der Sicht des Betriebes. 
Unter diesen Bedingungen erhält man das in den Tabellen 4 bis 8 enthaltene Ergebnis als 
Lösung des Problems (P). 
(Rechenzeit ca. 7 Sekunden auf "Schneider PC1512DD") 
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Tabelle 4: Betriebswirtschaftliche Forderungen 
Mindestanteil Backweizen = 80 % 
Aussaatmenge je ha = 200,0 kg 
Beschränkung der Sorten an teile nach oben: 
Sorte 1 < = 20,0 % = 508 dt 
Sorte 2 < = 100,0 % = 2540 dt 
Sorte 3 < = 25,0 % = 635 dt 
Sorte 4 < = 100,0 % = 2540 dt 
Sorte 5 < = 100,0 % = 2540 dt 
Sorte 6 < = 100,0 % = 2540 dt 
Sorte 7 < = 10,0 % = 254 dt 
Sorte 8 < = 10,0 % = 254 dt 
Tabelle 5: Zuordnung der Sorten zu den Schlägen 
Schlag- Schlag- Sorte Qual. 
Nr. größe B F 
1-0 110,0 Sorte 3 
2-0 40,0 Sorte 6 
3-0 60,0 Sorte 6 
4-0 90,0 Sorte 3 
5-0 110,0 Sorte 6 
6-0 20,0 Sorte 6 
7-0 80,0 Sorte 2 
8-0 50,0 Sorte 3 
9-0 20,0 Sorte 6 
10-0 40,0 Sorte 3 
11-0 50,0 Sorte 7 
12-0 70,0 Sorte 7 
13-0 90,0 Sorte 2 
14-0 40,0 Sorte 8 
15-0 90,0 Sorte 1 
16-0 30,0 Sorte 8 
17-0 40,0 Sorte 8 
18-0 90,0 Sorte 2 
19-0 30,0 Sorte 1 























Theoretischer Gesamtertrag = 90998,00 dt 
Tabelle 6: Saatgutbedarf für die Winterweizenfläche 
Sorte Anbaufläche (ha) 
Sorte 1 240,0 
Sorte 2 260,0 
Sorte 3 290,0 
Sorte 6 250,0 
Sorte 7 120,0 
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Tabelle 7: Anbauumfang der Winterweizensorten 
Sorte Backweizen Futterweizen 
ha Proz. ha Proz. 
Sorte 1 240 ,0 18,9 
Sorte 2 260,0 20,5 
Sorte 3 290,0 22,9 
Sorte 6 250,0 19,7 
Sorte 7 120,0 9,5 
Sorte 8 110,0 8,7 
. Summe 1020,0 80,4% 250,0 19,7% 
Tabelle 8: Flächen mit sortenbedingt erhöhter Belastung 
Schlag- Schlag- Halmbruch Standfestigkeit 
NT. größe Gefahrenstufe 
1-0 110,0 
4--0 90,0 
7-0 80 ,0 2 
8-0 50,0 
10-0 40 ,0 
11-0 50,0 2 
12-0 70 ,0 2 
13-0 90,0 2 
18-0 90 ,0 2 










290 ,0 22,8 % 
Die Gefahrenstufe der letzten Tabelle ist die Differenz aus geforderter und durch die 
angebaute Sorte realisierter Boniturnote. 
Diskussion 
In dem vorliegenden Beispiel wird bei Akzeptanz der Bedingungen eine aus pflanzenbauli-
cher und betriebswirtschaftlicher Sicht originelle Lösung erzielt. Sie ist sowohl auf hohe 
Ertragsleistung als auch auf die Berücksichtigung standörtlicher Gegebenheiten einschließ-
lich Sorteneigenschaften orientiert. 
Bei der ersten Gruppe von Schlägen , auf denen ein geringeres Ertragsniveau zu erwarten 
ist , werden vorrangig die ertragreichsten Sorten (Sorte 6 und Sorte 3) empfohlen. Der 
geforderte Anteil der Backweizenfläche wird dabei nicht erreicht und fällt deshalb in der 
zweiten Schlaggruppe höher aus. Auf diesem Standort ist Sorte 7 am ertragreichsten. Sie 
besitzt noch eine ausreichende Backqualität. Die Strategie der Realisierung eines höchsten 
Gesamtertrages wird unter Berücksichtigung der Restriktionen auch durch Ausnutzung der 
unterschiedlichen Ertragsrelationen der Sorten auf den Standorten verwirklicht. 
Die angebotene Lösung ist mit weiteren betriebswirtschaftlichen Vorteilen verbunden. 
Durch die gezielte Auswahl der Sorten auf der Grundlage ihrer Resistenz- und Leistungs-
merkmale werden sortenspezifische Vorteile besser ausgeschöpft. So werden für die erste 
Gruppe von Schlägen vorwiegend Sorten mit hoher Toleranz gegenüber Halmbruchkrank-
heit (Cercosporella herpotrichoides) empfohlen. Für die zweite Gruppe, für die verstärkte 
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Lagergefahr des Getreides prognostiziert ist, sind standfestere Sorten ausgewählt. Diese 
merkmalsbezogene Sortenwahl entspricht Prinzipien der Ertragssicherheit. Weiterhin ist 
durch die volle Nutzung besonderer Resistenzeigenschaften der Sorten eine Verringerung 
des Einsatzes von Pflanzenschutzmitteln potentiell möglich. Neben betriebswirtschaftlichen 
Vorteilen ist diese Lösung auch unter dem Gesichtspunkt einer Verringerung der Umwelt-
belastung durch Schadstoffe relevant . 
Bei einer Sortenwahl mit traditionellen Mitteln (Sortenratgeber, Erfahrungen) für das 
angegebene Beispiel wurden stets Lösungen mit geringerer Effektivität erzielt. Je nach 
Kenntnis der Personen wurden bestimmte Teilziele über- bzw. unterbewertet. 
Eine allgemeingültige Abschätzung der Abweichung des ermittelten Gesamtertrages vom 
theoretischen Optimum konnte nicht gefunden werden. Um eine Vorstellung über die 
Größenordnung dieser Abweichung zu bekommen, wurde für einige Beispiele mit echten 
Daten das Modell (P) nur mit den Restriktionen (1) und (2) betrachtet , wodurch die Lösung 
ausschließlich mit dem Teilproblem TP A zu erzielen und deshalb ein Vergleich des 
errechneten Ertrages mit dem stetigen Optimum möglich ist. Die so ermittelte relative 
Abweichung betrug in allen Fällen weniger als 0,1 Prozent. Da in der Praxis Schläge meist 
sehr unterschiedliche Eigenschaften haben und damit die Restriktionen (3) und (4) von 
vornherein besser erfüllt sind als im hier konstruierten Beispiel, kann man vermuten , daß 
die erzielten Lösungen vom Standpunkt des Mathematikers aus ähnlich gut zu bewerten 
sind. 
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Ein Algorithmus zur individuellen 
DiätplanersteIlung am Personal-Computer 
E. Tafeit*, o. Laback**, B. Paletta*, H. Pogglitsch*** 
Zusammenfassung 
Die Erstellung eines wirksamen, personenspezifischen Diätplans ist sehr zeitaufwendig und 
rechenintensiv. Deshalb wurde ein Verfahren zur Erstellung von Diätplänen entwickelt, bei 
dem ein Personal-Computer alle Berechnungen übernimmt. 
Ein solcher Diätplan muß einerseits eine ausreichende Menge von Energie liefern, anderer-
seits dürfen gewisse Inhaltsstoffe (abhängig von der Krankheit) bestimmte Mengen täglich 
nicht überschreiten. 
Der Algorithmus zur Diätplanerstellung soll also folgende Bedingungen erfüllen: 
- Es soll ein Diätplan für 30 Tage erstellt werden. 
- Der Patient soll wählen können, ob er drei, vier oder fünf Mahlzeiten am Tag wünscht. 
- Es sollen bis zu sechs verschiedene Inhaltsstoffe reguliert werden können (für die meisten 
Krankheiten ausreichend). 
Summary 
The creation of an individual dietplan is not easy and takes a long time. Therefore a Dietplan-
Generating-Algorithm for a Personal-Computer was developed. 
On one hand a dietplan must supply the patient with enough energy, on the other hand there 
are some substances, depending on the disease, which must not exceed a fixed quantity a day . 
Therefore the algorithm should satisfy the following conditions: 
- Dietplans for 30 days should be generated. 
- The patient can select between three, four or five meals a day. 
- It should be possible to regulate up to six different substances. 
1. Einleitung 
Es ist heutzutage bekannt , daß bei vielen Erkrankungen eine entsprechende personenspezi-
fische Diät unbedingt notwendig ist. Die damit verbundenen Berechnungen schrecken vor 
allem Privatpersonen meist sofort ab, teures Informationsmaterial wandert in den Papier-
korb, und der Erfolg bleibt aus. Deshalb wurde in Zusammenarbeit mit der Medizinischen 
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Universitätsklinik und der TU Graz am Medizinisch-Chemischen Institut und Pregl-Labora-
torium der Universität Graz ein Verfahren zur Erstellung von individuellen Diätplänen am 
Personal-Computer entwickelt. Dieses Verfahren wurde anhand der Nierendiät getestet. 
Für diese Diätart benötigen wir pro Patient folgende Eingabedaten für den Computer: 
- persönliche Daten: Alter, Geschlecht, Gewicht, Größe, Arbeitsintensität 
- medizinische Daten: Serum-Kreatinin-Wert , Serum-Harnstoff-Wert, Eiweiß-Ausschei-
dung (in 24 Stunden), Blutdruck. 
Aus diesen Daten werden dann Sollwerte für den Diätplan dieses Patienten berechnet: 
- notwendige Kalorienmenge 
- maximale Eiweißmenge täglich 
- maximale Natriummenge täglich 
- maximale Phosphatmenge täglich 
Anhand dieser Sollwerte wird nun ein Diätplan für 30 Tage erstellt, wobei jedes Mittag-
essen nur einmal vorkommen darf. Für Frühstücke, Abendessen und Zwischenmahlzeiten 
kann ein maximaler Wiederholungsfaktor festgelegt werden. Die dafür notwendigen Mahl-
zeiten mit ihren Analysewerten sind in entsprechenden Mahlzeitpools am Rechner vor-
handen. 
2. Grundlagen des allgemeinen mathematischen Modells 
Für die Modellerstellung seien vier Mengen von verschiedenen Mahlzeittypen gegeben: 
Fa , a = 1, .. , A (Frühstücke) . 
Mb, b = 1, .. , B (Mittagessen) 
Zc, c = 1, .. , C (Zwischenmahlzeiten) 
Ad , d = 1, .. , D (Abendessen) 
wobei jeder Mahlzeit ein Vektor 
von bestimmten Werten zugeordnet ist (z. B. Kalorien, Fett, ... ). 
Für jeden individuell zu erstellenden Diätplan liegen weiters folgende Patientendaten 
(z. B. Alter , ... ) vor, welche wir hier als n-Tupel vorgeben: 
rat = (Patl, Pat2, ... , Patn) , nEIN 
Durch eine spezielle Transformation dieses Vektors auf Grund medizinischer Erkennt-
nisse erhalten wir den Vektor der Sollwerte 
WPat = (wPatl, Wpat2 , ... , WPat6) , WPatn E IR+ 
Diese Transformation ist unterschiedlich je nach Diätart (z. B. Nierendiät, Diabetes-
diät, . .. ). Wpatl soll immer die geforderten Kalorienwerte darstellen. Die Bezeichnung der 
restlichen Werte ist von der Art der Diät abhängig. 
Schließlich benötigt man noch einen Vektor Wh folgendermaßen, 
Wh = (Wh1, Wh2, Wh3, Wh4), Wh2 = 1, Whn E IN 
um die Obergrenze für die Wiederholung einer Mahlzeit in einem 30tägigen Diätplan 
festzulegen. Dabei bezieht sich 
Wh1 auf Fa, Whz auf Mb, Wh3 auf Zc, Wh4 auf Ad . 
Aus Whz = 1 erkennt man, daß in einem 30tägigen Diätplan jedes Mittagessen maximal 
einmal vorkommen darf (Anzahl der Mittagesssen Mb ~ Whz = 1). 
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Durch die Variante V sollen drei verschiedene Lösungstypen gewählt werden können: 
V = 1 - - > die Lösung besteht aus 3er Tupeln {Fa, Mb, Ad } , 
V = 2 --> die Lösung besteht aus 4er Tupeln {Fa, Mb, Zc, Ad } , 
V = 3 --> die Lösung besteht aus 5er Tupeln {Fa, Z Cl , Mb, Z C2, A d }. 
Sei # die Abkürzung für 'Anzahl' und j der Index über die 'V'-Tupel. Gesucht ist nun ein 
Diätplan D, bestehend aus möglichst vielen (ca. 30) 'V'-Tupeln, so daß gilt : 
(i) Im gesamten Diätplan D darf 
- ein Frühstück Fj maximal Wh1-mal vorkommen, i = 1, .. , A ; 
- ein Mittagessen Mj maximal Whz-mal (=1) vorkommen, i = 1, .. , B ; 
- eine Zwischenmahlzeit Zj maximal Whrmal vorkommen, i = 1, . . , C; 
- ein Abendessen A j maximal Wh4-mal vorkommen, i = 1, . . , D. 
(ii) bei Variante 1: 
wpatl * 15 
100 
Die Kalorienmenge eines Diätplans darf also maximal um 15 % vom berechneten 
Kaloriensollwert des Patienten abweichen. Die Formeln für Variante = 2 und 
Variante = 3 lauten analog. 
(iii) VV-Tupel: 
bei Variante 1: wj(Fa) + wj(Mb) + wj(Ad) ~ Wpatj; i = 2, . . , 6. 
Die Formeln für Variante = 2 und Variante = 3 lauten analog. 
3. Entwicklung und Beschreibung des Verfahrens 
Im folgenden Abschnitt soll , ausgehend vom Basisalgorithmus (Algorithmus 1), welcher in 
3.1 genau beschrieben wird, Schritt für Schritt durch Hinzufügen der jeweils nötigen 
Verbesserungen der Diätplan-Erstellungs-Algorithmus (Algorithmus 4) hergeleitet werden. 
3.1 Der Basisalgorithmus (Algorithmus 1) 
Man bilde aus den gegebenen Mahlzeiten Fa, Mb, Zc, Ad entsprechend der Variante V alle 
möglichen Kombinationen von V-Tupeln (z. B. für V = 3 alle möglichen Tupel {Fa, Mb, 
Ad }). Durch Addition der zugehörigen Werte-Vektoren erhält man 
für V = 1: w = w(Fa) + w(Mb) + w(Ad) , 
für V = 2: w = w(Fa) + w(Mb) + w(Zc) + w(Ad) , 
für V = 3: w = w(Fa) + W(ZCl) + w(Mb) + W(ZC2) + w(Ad) , 
für jedes V-Tupel einen Punkt in R6 . Die Menge all dieser Punkte, welche durch die Bildung 
aller Kombinationen entstehen, sollen einen Bereich BI in IR6 darstellen . Abhängig von 
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der Qualität der Mahlzeiten, also von den zugeordneten Vektoren W, und vom jeweiligen 
WPat, existiert nun ein bestimmter Bereich B2 c;; BI , für welchen die Forderungen (i) und (iii) 
eingehalten werden. Die Zugehörigkeit eines Punktes zum Bereich B2 ist eine notwendige 
Bedingung für das entsprechende V-Tupel, um eine Lösung sein zu können. 
Weiters kann ein Bereich B3 c;; B2 existieren, für welchen zusätzlich auch noch die 
Ungleichungen (ii) erfüllt sind. Die Zugehörigkeit eines Punktes zum Bereich B3 ist eine 
hinreichende Bedingung für das entsprechende V-Tupel, um eine Lösung darzustellen. Es 
können also auch Lösungen in der Menge B2-B3 vorkommen, d. h., wenn gegen die 
Ungleichungen (ii) nur »schwach« verstoßen wird, so ist eine nachträgliche Korrektur 
möglich (z. B. kann der Patient durch Hinzunahme von Kleinimbissen ein Manko bzgl. (ii) 
ausgleichen , ohne gegen (i) oder (iii) zu verstoßen). 
Wir können also unsere Zielvorstellung folgendermaßen formulieren: Gesucht sind 
möglichst viele V-Tupel, deren zugehörige Werte-Punkte im Bereich B3 bzw. im »nahen« 
Bereich B2 des R6 liegen. 
Man könnte nun das Grundkonzept wie folgt festlegen: 
1. Man nimmt der Reihe nach alle Mb und führt folgende Schritte durch: 
1.1. Nacheinander alle Kombinationen von Tupeln mit dem jeweiligen Mb bilden (gemäß 
V). 
1.2. Berechnen der zugehörigen Werte-Punkte. 
1.3. Lösungen findet man in B2 und in Teilen von B2- B3. Davon wird jeweils die beste 
Lösung ausgewählt. 
Nun ist aber bei genauerer Überlegung die Reihenfolge der Mb nicht unwesentlich, weil 
unterschiedliche Mb verschieden »gute« Werte-Vektoren W (bezüglich Wpat) besitzen: 
Annahme: Seien die Fa, Mb, Zc, Ad nach ihren Werte-Vektoren von »gut« nach »schlecht« 
sortiert (gut = niedrige Werte für Eiweiß etc.). Beginnt man nun mit der Bildung der 
Kombinationen, so errechnen sich die ersten Lösungspunkte aus lauter »guten« Werte-
Vektoren. Diese Lösungspunkte werden entsprechend leicht in B3 liegen können . In 
weiterer Folge werden die Mahlzeiten mit den »guten« Werte-Vektoren wegen der Wh-
Beschränkung aufgebraucht. Nun treffen nur mehr Mahlzeiten mit »schlechten« Werte-
Vektoren aufeinander. Das Ergebnis wird entsprechend schlecht sein und kaum mehr B2 
erreichen. Bei dieser Art der Sortierung werden also die »guten« Mahlzeiten zu rasch 
aufgebraucht. 
Da die Mb ca. 40 % der Tagesgesamtwerte enthalten, die Ad ca. 30 %, die Fa ca. 20 % und 
die Zc ca. 10 %, wäre es z. B. sinnvoller, die Mb von »schlecht« nach »gut« und die restlichen 
Mahlzeiten von »gut« nach »schlecht« zu sortieren. 
Als nächstes müssen wir ein Sortierkriterium für unsere Vektoren Wi finden. Bei den 
Vektoren für Fa, Zc und Ad seien dies einfach die Vektorenkomponenten Wi . Bei den Mb ist 
dies nicht so einfach, weil auf Grund ihrer stärkeren Gewichtung (ca . 40 %) die Abhängig-
keit von WPat stärker wird. Es sei deshalb unser Sortierkriterium: 
(3 .1.1.) max (wi *100/wPati); 
i =2 .. 6 
Wir können nun unseren Grundalgorithmus folgendermaßen anschreiben: 
1. Sortierung der Fa, Zc, Ad nach den Vektorenkomponenten Wi (von »gut« nach 
»schlecht«) . 
2. Sortierung der Mb nach (3.1.1.) von »schlecht« nach »gut«. 
3. Man versucht der Reihe nach für alle Mb günstige Partner zu finden: 
3.1. Alle Kombinationen von Tupeln bilden. Dabei muß immer darauf geachtet werden , 
daß für die Mahlzeiten Fa, Zc und Ad die Forderungen (i) noch erfüllt sind . 
3.2. Berechnen der zugehörigen Werte-Punkte . 
3.3. Falls Lösungen existieren, wird die beste davon ausgewählt und die Partnermahlzeiten 
von Mb (also Fa, Zc, Ad) werden als einmal zusätzlich verbraucht gekennzeichnet. 
Ansonsten wird das jeweilige Mb als »unmöglicher« Partner verworfen. 
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Für F = 18, M = 30, Z = 30 und A = 23 benötigte der Grundalgorithmus für die Diätplan-
berechnung 
bei V = 1 : 54 Sekunden, 
bei V = 2 : 26 Minuten 45 Sekunden, 
bei V = 3 : ca. 6,5 Stunden. 
Die Rechenzeiten für V = 2 und V = 3 sind viel zu hoch. Deshalb wurden die folgenden 
Verbesserungen entwickelt. 
3.2 Algorithmus 2 
Im Grundalgorithmus werden jedem Mb immer alle Partner Fa, Zc und A d zur Kombina-
tionsbildung zugeteilt, sofern die Forderungen (i) dies gestatten, d. h. die entsprechende 
Mahlzeit noch nicht "aufgebraucht" ist. Dabei kann es jedoch sein, daß gewisse dieser 
Partnermahlzeiten von vorneherein auf Grund ihrer schlechten wi-Wer te nicht zur V-Tupel-
Bildung geeignet sind. Könnten diese ungeeigneten Partner rechtzeitig aussortiert werden, 
so würde sich die Anzahl der zu bildenden Kombinationen in Abhängigkeit vom jeweiligen 
WPat beträchtlich herabsetzen lassen , wodurch sich die Rechenzeit wesentlich verbessert. Wir 
wollen nun versuchen, diese ungeeigneten Partner zu definieren: 
Definition: Ein minimales Tupel bezüglich Wi ist jenes Tupel 
{FminCi), Mb, ZminCi) , AminCi) } , 
für welches gilt: 
(1) wi(Fmin(i») ~ w/Fa), VFa 
(2) W/Zmin(i») ~ w/Zc) , V Zc 
(3) w/Amin(i») ~ w/Ad) , V A d . 
Es können nun die »ungeeigneten« Partner folgendermaßen berechnet werden: 
Vi, i = 2, ... , 6 : 
(1) Minimales Tupel bezüglich Wi bilden. 
(2) Seien die Fa, Zc und A d sortiert: 
{FI , F2, .··, FA}' F I = Fmin(i)' wi(Fj) ~ w/Fj+1); 
{Z], Z2,"" Zc}, Zl = Zmin(i), w/Zj) ~ W{z'j+l) ; 
{Aj, A2, ... , AD }, Al = Amin(l)' wi(Aj) ~ w/Aj+l); 
(3) Abhängig von WPat existieren 
(3.1) ein Fxl , so daß gilt: 
Wi = wi(Fxl) + wi(Mb) + Wi(Zmin(i») + wi(Amin(i») > Wpati 
Fyl = »ungeeignet zur V-Tupel-Bildung«, yl = xl, ... , A; 
(3.2) ein ZX2, so daß gilt: 
Wi = w/Fmin(i») + wi(Mb) + w/Zd + wi(Amin(i») > Wpati 
Zy2 = »ungeeignet zur V-Tupel-Bildung«, y2 = x2, ... , C; 
(3.3) ein A x3 , so daß gilt: 
Wi = wi(Fmin(i») + wi(Mb) + W/Zmin(i») + w/Ax3) > Wpati 
A y3 = »ungeeignet zur V-Tupel-Bildung«, y3 = x3, . . . , D; 
Die Anzahl der »ungeeigneten Partner« ist von WPat und der Gewichtung der Mahlzeiten 
abhängig. Sie ist um so größer, 
(1) je kleiner die Werte Wpati, i 
Patienten ist). 
2, ... , 6 , sind (also je schlimmer die Krankheit des 
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(2) je größer die Gewichtung ist (A = 30 %, F = 20 % , Z = 10 %), da sich die Schwankun-
gen der wj-Werte bei den Mahlzeiten mit einer höheren Gewichtung stärker bemerkbar 
machen. 
Wir können nun unseren Algorithmus 2 als Erweiterung des Grundalgorithmus im Punkt 
3.1 anschreiben: 
3.1 Alle Kombinationen von Tupeln bilden. Dabei muß immer darauf geachtet werden, 
daß für die Mahlzeiten Fa, Zc und Ad die Forderungen (i) noch erfüllt sind und keine 
»ungeeigneten Partner« zur Kombinationsbildung mit dem jeweiligen Mb zugelassen 
werden. 
Da nun »ungeeignete Partner« bei der V-Tupel-Bildung unberücksichtigt bleiben, lieferte 
Algorithmus 2 für F = 18, M = 30 und A = 23 weiterhin alle möglichen Lösungen in 
bestmöglicher Qualität und benötigte dafür 
bei V = 1: ca. 25 Sekunden, 
bei V = 2: ca. 8 Minuten und 30 Sekunden, 
bei V = 3: ca. 2 Stunden. 
Wie man sieht, liefert der Algorithmus 2 schon wesentlich bessere Resultate bezüglich der 
Zeit als der Basisalgorithmus. Da, wie oben bereits erwähnt, die Anzahl der »ungeeigneten 
Partner« variieren kann , sind dies keine konstant gleichbleibenden Zeiten. Die zeitlichen 
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Diagramm 3.2.1. zeigt uns für Variante 2 den Zeitunterschied bei verschiedenen WPat im 
Bereich von 1600 bis 3100 Kalorien. 
Für die Variante 1 sind die vergleichbaren absoluten Schwankungen geringer und für 
Variante 3 entsprechend größer. 
Die obere Kurve hatte überdurchschnittliche Sollwerte Wpat> bei der unteren Kurve waren 
diese Sollwerte ein gutes Stück unter dem Mittelwert. 
3.3 Algorithmus 3 
Algorithmus 2 benutzt die Tatsache, daß nicht immer alle Partner zur V-Tupel-Bildung 
geeignet sind, um die Laufzeit wesentlich herabzusetzen. Dies kommt um so mehr zum 
Tragen, je »schlechter« der Sollvektor WPat ist. Für »gute« WPat ist die Laufzeit bei Variante 2 
und Variante 3 noch immer unbefriedigend. 
Nun kann man für »gute« WPat auch eine Aussage treffen , welche uns weiterhelfen kann, 
daß nämlich in diesem Fall relativ viele mögliche Lösungen, also Punkte in B3, existieren. 
Bis jetzt gehen wir so vor, daß wir zuerst für jedes Mb alle V-Tupel bilden und dann aus 
der Menge der potentiellen Lösungen die qualitativ beste auswählen. Es wäre auch denkbar, 
eine »ausreichend gute« Lösung, auf die man beim Bilden der V-Tupel stößt, sofort zu 
akzeptieren, um die Menge der verbleibenden Kombinationen gar nicht mehr bilden zu 
müssen. Dieser Fall wird bei »guten« WPat bald eintreten, da viele mögliche Lösungen 
existieren, wodurch eine weitere wesentliche Laufzeitverbesserung zu erwarten ist . 
Definition: Unter einer »ausreichend guten« Lösung versteht man eine Lösung, für 
welche gilt: 
(1) Die Forderungen (i) und (iii) sind erfüllt. 
(2) Die Ungleichen (ii) liegen in etwas abgewandelter Form vor: 
Abhängig von der Variante sind die rechten Seiten der Ungleichen durch 
... ~ Wpatl - (WPatl " 10/100) , bzw . 
. . . ~ Wpatl + (wPatl * 10/100) 
zu ersetzen. Diese Ungleichungen sind ebenfalls erfüllt. Untersuchungen mit 10 = 1,2,3 und 
4 haben gezeigt, daß 10 = 1 günstig ist. 
Wir ergänzen nun unseren Algorithmus zu Algorithmus 3 in den Punkten: 
3.1 Der Reihe nach immer eine Kombination von Tupeln bilden. Dabei muß immer darauf 
geachtet werden , daß für die Mahlzeiten Fa, Zc und Ad die Forderungen (i) noch erfüllt 
sind und keine »ungeeigneten Partner« zur Kombinationsbildung mit dem jeweiligen 
Mb zugelassen werden. 
3.2 Berechnen der zugehörigen Werte-Punkte. 
3.3 Falls das aktuelle Tupel eine »ausreichend gute« Lösung darstellt, so wird diese 
akzeptiert, und die Partnermahlzeiten vom jeweiligen Mb (also Fa, Zc, Ad) werden als 
einmal zusätzlich verbraucht gekennzeichnet. Ansonsten wird das jeweilige Mb als 
»unmöglicher« Partner verworfen . 
Das Diagramm 3.3.1 zeigt uns die zeitliche Entwicklung von Algorithmus 3. Bei ca. 2200 
Kalorien befindet sich der Kalorienmittelwert des verwendeten Mahlzeitpools. In der 
Umgebung dieses Mittelwertes findet man , abhängig von WPat, viele »ausreichend gute« 
Lösungen, wodurch sich eine enorme Laufzeitverbesserung ergibt. 
Diese Ergebnisse beziehen sich auf Variante 2. Für die Varianten 1 und 3 sind dieselben 
Merkmale in schwächerer bzw. stärkerer Ausprägung festzustellen. Dabei wurden die 
beiden unterschiedlichen W gleich gewählt wie bei den Diagrammen in Kapitel 3.2. 
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3.3.1 Laufzeit-Test 
3.4 Algorithmus 4 
Algorithmus 3 bringt gute Laufzeitwerte im Bereich um den Kalorienmittelwert. Je größer 
die Abweichung von diesem Mittelwert ist , desto stärker nähert sich die Kurve der 
Laufzeitkurve von Algorithmus 2. Da diese Werte für uns jedoch nicht ausreichend gut sind, 
muß eine weitere Verbesserung gefunden werden. 
Auf Grund der guten Laufzeitwerte in einer näheren Umgebung vom Mittelwert werden 
wir unsere Aufmerksamkeit auf jene Bereiche richten , in denen Wpatl extrem niedrig oder 
extrem hoch ist. 
Wählt man vorerst die Sollwerte Wpat2, ... ,WPat6 groß genug, damit diese nicht störend auf 
das E rgebnis wirken , so kann man bei Lösungen aus dem Kalorienextrembereich feststellen, 
daß diese ausschließlich aus Mahlzeiten mit extrem niedrigen wj-Werten bzw. extrem hohen 
wt-Werten bestehen . Die von Wh auferlegte Beschränkung wird dabei voll ausgenützt , d. h. 
die Mahlzeiten wiederholen sich , sooft dies erlaubt ist . Wir wollen diesen Vorgang »Polari-
sierung« nennen. 
Wenn die Sollwerte Wpat2, . .. ,Wpat6 groß genug sind und damit die Ungleichungen (iii) 
leicht erfüllt werden, dann kommt es, falls Wj in einem Extrembereich liegt , zu einer reinen 
Polarisierung der Lösungen bezüglich Wj. 
Läßt man nun den einen oder anderen oder mehrere der Sollwerte Wpat2, ... ,Wpat6 extrem 
(d. h. kleiner) werden , so sind diese für den Vorgang der Lösungsfindung »aktiviert« , und es 
kommt zu einer »Mischpolarisierung«. Es führen z. B . extreme Sollwerte Wpati, WPatj; i =1= j ; 
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i,j = 1, .. ,6 zu einer Mischpolarisierung bezüglich Wpati, Wpatj bei den Lösungen, d. h., daß 
die Lösungen hauptsächlich aus Mahlzeiten bestehen, welche entsprechend günstige Wi,Wr 
Werte aufweisen. 
In Fällen, bei denen eine Polarisierung bzw. eine Mischpolarisierung auftritt, kann man 
nun davon ausgehen, daß deshalb gewisse Mahlzeiten für Lösungen herangezogen werden, 
während gewisse andere Mahlzeiten , obwohl es grundsätzlich möglich wäre, nicht verwen-
det werden. Man kann deshalb wiederum die Anzahl der Partner für die Kombinationsbil-
dung beträchtlich herabsetzen. Im folgenden wird festgelegt , wann es sich um eine Polarisie-
rung bzw. um eine Mischpolarisierung handelt und wie im letzteren Fall eine Auf teilung von 
P Partnern entsprechend der verschiedenen Polarisierungsgrade durchgeführt werden kann. 
Bei den Sollwerten WpatZ, . . . ,Wpat6 soll eine Polarisierung dann vorliegen , 
wenn gilt : Wpati < !-li; i = 2, ... , 6 , 
wobei !-li der Mittelwert des Datenpools bezüglich i ist, welcher sich folgendermaßen 
berechnet: 
bei V = 1: !-li = !-li (Fa) + !-li (Mb) + !-li(Act) 
bei V = 2: !-li = !-li (Fa) + !-li (Mb) + !-li(Zc) + !-li(Act) 
bei V = 3: !-li = !-li (Fa) + !-li (Mb) + 2!-li(Zc) + !-llAct) 




!-llFa) = A ; i = 1, ... , 6 
Da Wpatl ausgehend von !-ll nach beiden Seiten polarisiert , soll für diesen Sollwert immer 
eine Polarisierung vorliegen. 
Wir haben also mindestens eine und höchstens sechs Polarisierungen zu einer Zeit 
gegeben. 
Es sei weiters P die Anzahl der Partner pro Mahlzeittyp, welche für die Kombinationsbil-
dung herangezogen werden sollen (Untersuchungen zeigten , daß P = 10 günstig ist). Liegt 
nur eine Polarisierung vor (nur WPatl), so sollen alle P Partner entsprechend ihrer wI-Werte 
ausgewählt werden. 
Sind mehrere Polarisierungen gegeben, so soll eine Auf teilung von P in gleich viele, 
unterschiedlich große Teile T (entsprechend dem jeweiligen Polarisierungsgrad) durchge-
führt werden, so daß gilt: 
# Polarisierung 
"T = p. U I , 
i=l 
So dann werden 
Tl Partner günstig bezüglich WI, 
Tz Partner günstig bezüglich Wz, 
. . . etc. 
zur Kombinationsbildung herangezogen. 
Um die Auf teilung von P in die Teile T entsprechend dem Polarisierungsgrad durchführen 
zu können, benötigen wir noch die minimale Lösung bezüglich i und die maximale Lösung 
bezüglich i, welche die Untergrenze (Ui) und die Obergrenze (Oi) von unserem Intervall der 
möglichen Lösung bilden. Für V = 2 ist 
Ui = wi(Fmin(i)) + wi(Mmin(i)) + Wi(Zmin(i)) + wi(Amin(i)) 
Oi = wi(Fmax(i)) + wlMmax(i)) + Wi(Zmax(i)) + wi(Amax(i)) ; 
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d. h., alle Lösungen bezüglich i befinden sich im Intervall [Ui; OJ Der Index max(i) 
bezeichnete das Gegenstück von min(i), nämlich den Maximalwert bezüglich i. 
Die Aufteilung kann nun folgendermaßen durchgeführt werden: 
(1) Man berechne für i = 1: 
für Wpatl ~ !-ll: 
Tl = (!-lI - WPatl) * 100/(!-l1 - U t) ; 
für Wpatl > !-ll: 
TI = (wPatl - !-ll) * 100/(01 - !-ll); 
(2) Man berechne für i = 2, ... , 6 : 
für Wpati < !-li: 
Ti = (!-li - WPati) * 100/(!-li - Ui) ; 
für Wpati ~ !-li: Ti = 0; 
(3) Sei T min = minimum(Ti) ; i = 1 .. 6 ; Ti =1= 0 ; 
(4) Für i = 1, ... , 6 berechne man: Ti = T/Tmin ; 
(5) ]'iach dem Runden der Ti erhält man den Aufteilungsvektor 
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Wir können nun den Algorithmus 4 wie folgt formulieren: 
1. Sortierung der Fa, Zc, Ad nach den Vektorenkomponenten Wi (von »gut« nach 
»schlecht«) . 
2. Berechnung der fli, Ui und Oi für i = 1 .. 6. 
3. Sortierung der Mb nach (3.1.1.) E~n »schlecht« nach »gut«) . 
4. Berechnung des Aufteilervektors T. 
5. Man versucht der Reihe nach für alle Mb günstige Partner zu finden: 
5.1. Der Reihe nach immer eine Kombination von Tupeln bilden. Dabei muß immer darauf 
geachtet werden, daß für die Mahlzeiten Fa , Zc und Ad die Forderungen (i) noch erfüllt 
sind ,und keine »ungeeigneten Partner« zur Kombinationsbildung mit dem jeweiligen 
Mb zugelassen werden . Ist die Anzahl der noch möglichen Partner pro ~Mahlzeittyp 
trotzdem noch größer als P , so erfolgt die Auswahl dieser Partner gemäß T 
5.2. Berechnen der zugehörigen Werte-Punkte . 
5.3 . Falls das aktuelle Tupel eine »ausreichend gute« Lösung darstellt, so wird diese 
akzeptiert, und die Partnermahlzeiten vom jeweiligen Mb (also Fa, Zc, Ad) werden als 
einmal zusätzlich verbraucht gekennzeichnet. Ansonsten wird das jeweilige Mb als 
»unmöglicher Partner« verworfen. 
Dem Diagramm 3.4.1 können wir wieder die zeitliche Entwicklung entnehmen , welche 
sich nun schon sehr günstig darstellt. 
4. Konklusion 
Derzeit wird das Diätplanerstellungsprogramm für die Nierendiät eingesetzt. Dabei werden 
bei jedem Diätplan die persönlichen Sollwerte des Patienten, die Ist-Werte der Tagespläne 
und die täglichen Freiräume (= Sollwert - Ist-Wert) angegeben, wodurch eine individuelle 
Ergänzung der Tagespläne möglich ist . 
Das Anwendungsgebiet soll nun Schritt für Schritt auf alle weiteren benötigten Diätarten 
ausgedehnt werden . Dazu müssen jeweils die entsprechenden Mahlzeitpools erstellt 
werden. 
Als Erweiterung dieses Projektes ist die Kopplung mit der medizinischen Chip karte 
geplant. Dabei handelt es sich um eine scheckkartengroße Karte mit einem eingebauten 
Chip, wodurch wesentlich bessere Möglichkeiten der Datensicherung bestehen als bei 
Bankornatkarten. Auf einer solchen Karte befinden sich nun außer Stamm- und Notfall-
daten eines Patienten auch noch dessen Krankengeschichte und die Laborwerte von allen an 
ihm durchgeführten Untersuchungen. Es soll nun eine der vielen Funktionen der medizini-
schen Chipkarte sein, eine sofortige, individuelle Erstellung eines benötigten Diätplanes zu 
ermöglichen. 
Anhang 
Bei der ersten Version der medizinischen Chipkarte , der sogenannten MED-INFO-
KARTE, wurden folgende Datengruppen auf der Chipkarte realisiert: 
- Stammdaten: Name, Geburtsdatum, Versicherungsdaten etc. 
- Notfalldaten : Blutgruppe, Dauermedikation, Impfungen etc. 
- Berechtigungsdaten für die selbständige Nutzung von Dienstleistungsprogrammen 
Der Einsatz der medizinischen Chipkarte beginnt mit dem Erfassen der Patientendaten. 
Diese Daten werden auf der Chipkarte gespeichert. Verschiedene Teile dieser Daten 
können durch unterschiedliche Paßworte vor unberechtigtem Zugriff geschützt werden. 
Andere Daten, wie z. B. die Notfalldaten, bleiben für jedermann erreichbar. Bei einem 
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Die Chipkarte in Originalgröße 
Unfall kann nun die Rettung mit einem Chipkartenhandlesegerät sofort die lebensrettenden 
Daten abrufen. 
Nach Ausstellen der Chipkarte kann der Patient nun selbständig Dienstleistungspro-
gramme, wie z. B. Emährungsberatungs- und Diätplanerstellungsprogramme, benützen, 
falls die Berechtigung dazu, auf der Karte vermerkt wurde. 
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Das vorliegende Buch schließt eine Lücke auf dem Fachbuchmarkt, die in vergangenen Jahren 
zunehmend gravierender wurde: auf der einen Seite eine sich rasant entwickelnde Begriffswelt in der 
modernen Informatik, die weder in sich geschlossen ist noch in allen Teildisziplinen konsistent benutzt 
wird - auf der anderen Seite die Nachfrage nach einführenden Büchern und nach einer begrifflichen 
Glättung dieser jungen Wissenschaft seitens der verschiedenen Anwendergruppen sowie seitens der 
Lernenden und Lehrenden an Schulen und Universitäten. 
Der Duden Informatik stellt auf 671 Seiten die grundlegenden Begriffe der wichtigsten Gebiete der 
praktischen Informatik wie etwa Algorithmen, Datenstrukturen , Programmiersprachen, Datenkommu-
nikation und Betriebssysteme sowie der theoretischen und technischen Info rmatik dar. Es werden 
sowohl die Geschichte der Informatik als auch aktuelle und absehbare Entwicklungen berücksichtigt. 
Dabei steht eine anschauliche Darstellung anhand zahlreicher Abbildungen und Programmbeispiele im 
Vordergrund. (Letztere sind meist in PASCAL geschrieben - einer Programmiersprache, die insbeson-
dere für den Einsteiger zum Erlernen gut geeignet ist.) Trotz der Anschaulichkeit und des Verzichts auf 
übermäßige Formalisierung wurde auf eine konsistente und begrifflich klare und exakte Darstellung 
Wert gelegt, die auch dem formal weniger geschulten Leser ein hinreichend genaues Verständnis der 
Terminologie ermöglicht. 
Weiterhin ist das Buch mit einem ausführlichen 15seitigen Register ausgestattet, womit auch das 
Finden von Begriffen ermöglicht wird, die nicht als eigenes Stichwort behandelt werden. 
Insgesamt ist der Duden Informatik ein gelungenes Werk, das sich an alle praktisch orientierten 
Zielgruppen wendet , die sich mit Begriffen der Informatik auseinandersetzen (müssen) und die auf ein 
gewisses Maß an Exaktheit und gleichzeitiger anschaulicher Darstellung nicht verzichten wollen. 
Insbesondere eignet es sich auch für Studenten und Dozenten der anwendungsorientierten Informatik, 
für Schüler und Lehrer der höheren Klassen an Gymnasien sowie für Anwender in Industrie und 
Handel. Eine Verbesserung der Kommunikationsfähigkeit zwischen den verschiedenen Anwendergrup-
pen dieser jungen Wissenschaft wird durch dieses Werk in jedem Fall möglich. Das Buch sollte jeder, 
der etwas mit Informatik und/oder ihren Anwendungen zu tun hat , in den Bücherschrank stellen oder -
noch besser - auf seinen Schreibtisch legen. W. Stucky, P. Sander , Karlsruhe 
