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Abstract
This paper concerns n× n linear one-dimensional hyperbolic systems of the type
∂tuj + aj(x)∂xuj +
n∑
k=1
bjk(x)uk = fj(x, t), j = 1, . . . , n,
with periodicity conditions in time and reflection boundary conditions in space. We state
conditions on the data aj and bjk and the reflection coefficients such that the system is Fred-
holm solvable. Moreover, we state conditions on the data such that for any right hand side
there exists exactly one solution, that the solution survives under small perturbations of the
data, and that the corresponding data-to-solution-map is smooth with respect to appropri-
ate function space norms. In particular, those conditions imply that no small denominator
effects occur.
We show that perturbations of the coefficients aj lead to essentially different results
than perturbations of the coefficients bjk, in general. Our results cover cases of non-strictly
hyperbolic systems as well as systems with discontinuous coefficients aj and bjk, but they
are new even in the case of strict hyperbolicity and of smooth coefficients.
Keywords: first-order hyperbolic systems, reflection boundary conditions, no small denomi-
nators, Fredholm alternative, smooth data-to-solution map
1 Introduction
1.1 Problem and main results
This paper concerns linear inhomogeneous hyperbolic systems of first order PDEs in one space
dimension of the type
∂tuj + aj(x)∂xuj +
n∑
k=1
bjk(x)uk = fj(x, t), j = 1, . . . , n, x ∈ (0, 1) (1.1)
with time-periodicity conditions
uj(x, t+ 2π) = uj(x, t), j = 1, . . . , n, x ∈ [0, 1] (1.2)
and reflection boundary conditions
uj(0, t) =
n∑
k=m+1
r0jkuk(0, t), j = 1, . . . ,m,
uj(1, t) =
m∑
k=1
r1jkuk(1, t), j = m+ 1, . . . , n.
(1.3)
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Here 1 ≤ m < n are fixed natural numbers, r0jk and r
1
jk are real numbers, and the right-hand
sides fj : [0, 1] × R→ R are supposed to be 2π-periodic with respect to t.
Roughly speaking, we will prove results of the following type:
First, we will state sufficient conditions on the data aj , bjk, r
0
jk, and r
1
jk such that the sys-
tem (1.1)–(1.3) has a Fredholm type solution behavior, i.e. that it is solvable if and only if the
right hand side is orthogonal to all solutions to the corresponding homogeneous adjoint system
−∂tuj − ∂x (aj(x)uj) +
n∑
k=1
bkj(x)uk = 0, j = 1, . . . , n, x ∈ (0, 1),
uj(x, t+ 2π) = uj(x, t), j = 1, . . . , n, x ∈ [0, 1],
aj(0)uj(0, t) = −
m∑
k=1
r0kjak(0)uk(0, t), j = m+ 1, . . . , n,
aj(1)uj(1, t) = −
n∑
k=m+1
r1kjak(1)uk(1, t), j = 1, . . . ,m.
(1.4)
And second, we will state sufficient conditions on the data aj, bjk, r
0
jk, and r
1
jk such that the sys-
tem (1.1)–(1.3) is uniquely solvable for any right hand side, that this unique solvability property
survives under small perturbations of the data, and that the corresponding data-to-solution-
maps are smooth with respect to appropriate function space norms. For example, under those
sufficient conditions the following is true:
(I) If ∂jt f ∈ L
2 ((0, 1) × (0, 2π);Rn) for j = 0, 1, then the map b 7→ u is C∞-smooth from an
open set in L∞ ((0, 1);Mn) into L
2 ((0, 1) × (0, 2π);Rn).
(II) If ∂jt f ∈ L
2 ((0, 1) × (0, 2π);Rn) for j = 0, 1, 2, then the map b 7→ u is C∞-smooth from
an open set in L∞ ((0, 1);Mn) into C ([0, 1] × [0, 2π];R
n).
(III) If ∂jt f ∈ L
2 ((0, 1) × (0, 2π);Rn) for j = 0, 1, . . . , k with k ≥ 2, then the map a 7→ u is
Ck−1-smooth (rsp. Ck−2-smooth) from an open subset ofBV ((0, 1);Mn) into L
2 ((0, 1) × (0, 2π);Rn).
(rsp. C ([0, 1] × [0, 2π];Rn)).
Here and in what follows we denote by
a := diag(a1, . . . , an), b := [bjk]
n
j,k=1, f := (f1, . . . , fn), and u := (u1, . . . , un)
the diagonal matrix of the coefficient functions aj , the matrix of the coefficient functions bjk,
and the vectors of the right hand sides fj and the solutions uj , respectively, and Mn is the space
of all real n× n matrices.
In order to formulate our results more precisely, let us introduce the following function spaces:
For γ ≥ 0 we denote byW γ the vector space of all locally integrable functions f : [0, 1]×R → Rn
such that f(x, t) = f (x, t+ 2π) for almost all x ∈ (0, 1) and t ∈ R and that
‖f‖2W γ :=
∑
s∈Z
(1 + s2)γ
1∫
0
∥∥∥∥∥∥
2pi∫
0
f(x, t)e−ist dt
∥∥∥∥∥∥
2
dx <∞. (1.5)
Here and in what follows ‖ · ‖ is the Hermitian norm in Cn. It is well-known (see, e.g., [2], [19,
Chapter 5.10], and [21, Chapter 2.4]) that W γ is a Banach space with the norm (1.5). In fact,
it is the anisotropic Sobolev space of all measurable functions u : [0, 1] × R → Rn such that
u(x, t) = u (x, t+ 2π) for almost all x ∈ (0, 1) and t ∈ R and that the distributional partial
derivatives of u with respect to t up to the order γ are locally quadratically integrable.
Further, for γ ≥ 1 and a ∈ L∞ ((0, 1);Mn) with ess inf |aj | > 0 for all j = 1, . . . , n we will
work with the function spaces
Uγ(a) :=
{
u ∈W γ : ∂xu ∈W
0, ∂tu+ a∂xu ∈W
γ
}
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endowed with the norms
‖u‖2Uγ(a) := ‖u‖
2
W γ + ‖∂tu+ a∂xu‖
2
W γ .
Remark that the space Uγ(a) depends on a. In particular, it is larger than the space of all
u ∈W γ such that ∂tu ∈W
γ and ∂xu ∈W
γ (which does not depend on a). For u ∈ Uγ(a) there
exist traces u(0, ·), u(1, ·) ∈ L2loc(R;R
n) (see Section 2), and, hence, it makes sense to consider
the closed subspaces in Uγ(a)
V γ(a, r) := {u ∈ Uγ(a) : (1.3) is fulfilled},
V˜ γ(a, r) := {u ∈ Uγ(a) : (1.4) is fulfilled}.
Here we use the notation
r := (r0, r1) with r0 := [r0jk]
m n
j=1,k=m+1 , r
1 := [r1jk]
n m
j=m+1,k=1
for the matrices of the reflection coefficients r0jk and r
1
jk. Further, we denote by
b0 := diag(b11, b22, . . . , bnn) and b
1 := b− b0
the diagonal and the off-diagonal parts of the coefficient matrix b, respectively.
Further, we introduce operators A(a, b0) ∈ L(V γ(a, r);W γ), A˜(a, b0) ∈ L(V˜ γ(a, r);W γ) and
B(b1), B˜(b1) ∈ L(W γ) by
A(a, b0)u := ∂tu+ a∂xu+ b
0u,
A˜(a, b0)u := −∂tu− ∂x(au) + b
0u,
B(b1)u := b1u,
B˜(b1)u := (b1)Tu.
Remark that the operatorsA(a, b0), B(b1), and B˜(b1) are well-defined for aj, bjk ∈ L
∞(0, 1), while
A˜(a, b0) is well-defined under additional regularity assumptions with respect to the coefficients
aj , for example, for aj ∈ C
0,1([0, 1]). Obviously, the operator equation
A(a, b0)u+ B(b1)u = f (1.6)
is an abstract representation of the periodic-Dirichlet problem (1.1)–(1.3).
Finally, for s ∈ Z we introduce the following complex (n−m)× (n−m) matrices
Rs(a, b
0, r) :=
[
m∑
l=1
eis(αj(1)−αl(1))+βj(1)−βl(1)r1jlr
0
lk
]n
j,k=m+1
, (1.7)
where
αj(x) :=
x∫
0
1
aj(y)
dy, βj(x) :=
x∫
0
bjj(y)
aj(y)
dy. (1.8)
Our first result concerns an isomorphism property of A(a, b0):
Theorem 1.1 For all c > 0 there exists C > 0 such that the following is true: If
aj, bjj ∈ L
∞(0, 1) and ess inf |aj | ≥ c for all j = 1, . . . , n, (1.9)
n∑
j=1
‖bjj‖∞ +
m∑
j=1
n∑
k=m+1
|r0jk|+
n∑
j=m+1
m∑
k=1
|r1jk| ≤
1
c
, (1.10)
and
|det(I −Rs(a, b
0, r))| ≥ c for all s ∈ Z, (1.11)
then for all γ ≥ 1 the operator A(a, b0) is an isomorphism from V γ(a, r) onto W γ and
‖A(a, b0)−1‖L(W γ ;V γ(a,r)) ≤ C.
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Our second result concerns the Fredholm solvability of (1.6):
Theorem 1.2 Suppose that conditions (1.9) and (1.11) are fulfilled for some c > 0. Suppose
also that
for all j 6= k there is cjk ∈ BV (0, 1) such that
ak(x)bjk(x) = cjk(x)(aj(x)− ak(x)) for a.a. x ∈ [0, 1].
}
(1.12)
Then the following is true:
(i) The operator A(a, b0) + B(b1) is a Fredholm operator with index zero from V γ(a, r) into
W γ for all γ ≥ 1, and
ker(A(a, b0) + B(b1)) :=
{
u ∈ V γ(a, r) :
(
A(a, b0) + B(b1)
)
u = 0
}
does not depend on γ.
(ii) Suppose a ∈ C0,1 ([0, 1];Mn). Then{(
A(a, b0) + B(b1)
)
u : u ∈ V γ(a, r)
}
=
{
f ∈W γ : 〈f, u〉L2 = 0 for all u ∈ ker
(
A˜(a, b0) + B˜(b1)
)}
,
where
ker(A˜(a, b0) + B˜(b1)) := {u ∈ V˜ γ(a, r) :
(
A˜(a, b0) + B˜(b1)
)
u = 0}
does not depend on γ.
Here we write
〈f, u〉L2 :=
1
2π
2pi∫
0
1∫
0
〈f(x, t), u(x, t)〉 dxdt (1.13)
for the usual scalar product in the Hilbert space L2 ((0, 1) × (0, 2π);Rn), and 〈·, ·〉 denotes the
Euclidean scalar product in Rn (as well as the Hermitian scalar product in Cn).
The main tools of the proofs of Theorems 1.1 and 1.2 are separation of variables (cf. (3.3)–
(3.4)), integral representation of the solutions of the corresponding boundary value problems of
the ODE systems (cf. (3.10)), and an abstract criterion for Fredholmness (cf. Lemma 4.1). In
the special case m = 1, n = 2, a1(x) = 1, and a2(x) = −1 Theorem 1.2 was proved in [9].
Our last results concern the solution behavior of (1.6) under small perturbations of the data
a and b and under arbitrary perturbations of f . In order to describe this we use the following
notation for the corresponding open balls (for ε > 0):
Aε(a) :=
{
a˜ ∈ BV ((0, 1);Mn) : a˜ = diag(a˜1, . . . , a˜n), max
1≤j≤n
‖a˜j − aj‖∞ < ε
}
,
B∞ε (b) :=
{
b˜ ∈ L∞((0, 1);Mn) : max
1≤j,k≤n
‖b˜jk − bjk‖∞ < ε
}
,
Bε(b) :=
{
b˜ ∈ B∞ε (b) : b˜jk ∈ BV (0, 1) for all 1 ≤ j 6= k ≤ n
}
.
The set B∞ε (b) is open in the Banach space L
∞((0, 1);Mn). The sets Aε(a) and Bε(b) will be con-
sidered as open sets in the (not complete) normed vector spaces {a˜ ∈ BV ((0, 1);Mn) : a˜ = diag(a˜1, . . . , a˜n)}
and {b˜ ∈ L∞((0, 1);Mn) : b˜jk ∈ BV (0, 1) for all 1 ≤ j 6= k ≤ n}, equipped with the correspond-
ing L∞-norms.
The solution behavior of (1.6) under small perturbations of b and f follows directly from
Theorem 1.2 and the Implicit Function Theorem, because the map
b ∈ L∞ ((0, 1);Mn) 7→
(
A(a, b0),B(b1)
)
∈ L (V γ(a, r);W γ)× L(W γ) (1.14)
is affine and continuous:
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Corollary 1.3 Suppose (1.9), (1.11) for some c > 0, (1.12), and
dimker(A(a, b0) + B(b1)) = 0. (1.15)
Then there exists ε > 0 such that for all γ ≥ 1, b˜ ∈ B∞ε (b), and f ∈W
γ there exists exactly one
u ∈ V γ(a, r) with A(a, b˜0)u+ B(b˜1)u = f. Moreover, the map
(b˜, f) ∈ B∞ε (b)×W
γ 7→ u ∈ V γ(a, r)
is C∞-smooth.
In particular, Corollary 1.3 implies assertion (I) above, and, because of the continuous em-
bedding V γ(a, r) →֒ C ([0, 1] × [0, 2π];Rn) for γ > 3/2 (see Lemma 2.2(iii)), also assertion (II).
The solution behavior of (1.6) under small perturbations of a and r seems to be more
complicated. Under those perturbations the function spaces V γ(a, r) change, in general. This
makes them inappropriate. On the other hand, we don’t know any Fredholmness results for the
operator A(a, b0) + B(b1) besides that which is described in Theorem 1.2 and, hence, which is
related to the choice of the function spaces V γ(a, r) and W γ.
Theorem 1.4 Suppose (1.15) and
aj ∈ BV (0, 1), bjj ∈ L
∞(0, 1), and inf |aj | > 0 for all j = 1, . . . , n, (1.16)
bjk ∈ BV (0, 1) and inf |aj − ak| > 0 for all 1 ≤ j 6= k ≤ n (1.17)
and
n∑
j,k=m+1
m∑
l=1
e2(βj (1)−βl(1))|r1jlr
0
lk|
2 < 1. (1.18)
Then there exists ε > 0 such that for all γ ≥ 2, a˜ ∈ Aε(a), b˜ ∈ Bε(b), and f ∈ W
γ there exists
exactly one u ∈ V γ(a, r) with A(a˜, b˜0)u+ B(b˜1)u = f. Moreover, the map
(a˜, b˜, f) ∈ Aε(a)×Bε(b)×W
γ
7→ u ∈W γ−k−1 ∩ C ([0, 1] × [0, 2π];Rn) (1.19)
is Ck-smooth for all nonnegative integers k ≤ γ − 1.
In particular, for k = γ − 1 (rsp. k = γ − 2) we get assertion (III) above.
The present paper has been motivated mainly by two reasons:
The first reason is that the Fredholm property of the linearization is a key for many local
investigations for nonlinear equations, such as small periodic forcing of stationary solutions
to nonlinear autonomous problems (see, e.g. [18]) or Hopf bifurcation (see, e.g. [7, 10]). In
particular, those techniques are well established for nonlinear ODEs and nonlinear parabolic
PDEs, but almost nothing is known if those techniques work for nonlinear dissipative hyperbolic
PDEs.
The second reason are applications to semiconductor laser dynamics [12, 16, 17]. Phenomena
like Hopf bifurcation (describing the appearance of selfpulsations of lasers) and periodic forcing of
stationary solutions (describing the modulation of stationary laser states by time periodic electric
pumping) are essential for many applications of semiconductor laser devices in communication
systems (see, e.g., [17]).
Remark that our smoothness assumptions concerning aj , bjk, and fj(·, t) are quite weak.
This is important for the applications to laser dynamics. But it turns out that any stronger
smoothness assumption with respect to the space variable x would not essentially improve our
results and would not simplify the proofs.
Boundary value problems for hyperbolic systems of the type (1.1), (1.3) are also used for
modeling of correlated random walks (see, e.g. [3, 4, 6, 14]).
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Our paper is organized as follows: In Subsection 1.2 we comment about sufficient conditions
for the key assumptions (1.11), (1.12), (1.15), and (1.18) and about the question if those con-
ditions as well as the assertions of Theorems 1.1 and 1.2 are stable under small perturbations
of the data. In Section 2 we introduce the main properties of the function spaces, used in this
paper. In Section 3 we prove Theorem 1.1, in Sections 4 and 5 we prove Theorem 1.2, and,
finally, in Section 6 we prove Theorem 1.4.
1.2 Some comments
Remark 1.5 about small denominators: In Section 3 we show the following: If one con-
siders system (1.1)–(1.3) with vanishing nondiagonal coefficients, i.e. with bjk = 0 for j 6= k, and
if one makes a Fourier series ansatz for the solution, one ends up with linear algebraic systems
for the vector valued Fourier coefficients. The system for the Fourier coefficient of order s is
uniquely solvable if and only if det(I−Rs(a, b
0, r)) 6= 0. In this case det(I−Rs(a, b
0, r)) appears
in the demoninator of the formula for the Fourier coefficient. The condition (1.11) implies that
the denominators are uniformly bounded from below, thereby ensuring the convergence of the
Fourier series. Using classical terminology, one can say that (1.11) allows us to avoid small
denominators.
Remark 1.6 about the case m = 1, n = 2: In the case m = 1, n = 2 the matrix
Rs(a, b
0, r) is the complex number
Rs(a, b
0, r) = eis(α2(1)−α1(1))+β2(1)−β1(1)r121r
0
12.
Hence, in this case condition (1.11) is equivalent to
eβ2(1)−β1(1)r121r
0
12 6= 1.
This fact was proved in our paper [9]. For the cases n−m > 1 we don’t know any s-independent
equivalent of condition (1.11).
Remark 1.7 about a sufficient condition for (1.11): Let us formulate, for general m
and n, a sufficient condition for (1.11), in which the parameter s does not appear. Condition
(1.11) is satisfied iff for all s ∈ Z the matrix I −Rs(a, b
0, r) is invertible and the operator norm
‖(I −Rs(a, b
0, r))−1‖ is bounded uniformly in s ∈ Z. For that it is sufficient to have
‖Rs(a, b
0, r)‖ ≤ const < 1 for all s ∈ Z. (1.20)
Here we can use any operator norm in Mn−m, corresponding to any norm in R
n−m. If we take
the Euclidean norm in Rn−m, then the corresponding operator norm in Mn−m can be estimated
by the Euclidean norm in Mn−m. In other words: (1.20) and, hence, (1.11) are satisfied if, for
example, condition (1.18) is satisfied. This can be interpreted as a kind of control on small
denominators via parameters a, b0, and r.
Example 1.8 about a correlated random walk model: In the case m = 1, n = 2 the
sufficient for (1.11) condition (1.20) reads as
|r121r
0
12| exp
∫ 1
0
(
b22(x)
a2(x)
−
b11(x)
a1(x)
)
dx < 1. (1.21)
Consider the following correlated random walk model for chemotaxis (chemosensitive movement,
see [5, 20]), consisting of the hyperbolic system
∂tu
+ + ∂x (a
+(x)u+) = −µ+(x)u+ + µ−(x)u−,
∂tu
− − ∂x (a
−(x)u−) = −µ−(x)u− + µ+(x)u+,
}
x ∈ (0, 1)
with “natural” boundary conditions
a+(x)u+(x, t) = a−(x)u−(x, t), x = 0, 1.
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Translating the new notation to the old one, we get
a1 = a
+, a2 = −a
−, b11 = µ
+ + ∂xa
+, b22 = µ
− − ∂xa
−
and
r012 =
a−(0)
a+(0)
, r121 =
a+(1)
a−(1)
.
Therefore
exp
∫ 1
0
b11(x)
a1(x)
dx = exp
∫ 1
0
µ+(x) + ∂xa
+(x)
a+(x)
dx =
a+(1)
a+(0)
exp
∫ 1
0
µ+(x)
a+(x)
dx
and analogously
exp
∫ 1
0
b22(x)
a2(x)
dx =
a−(0)
a−(1)
exp
∫ 1
0
µ+(x)
a+(x)
dx.
Hence, condition (1.21) is ∫ 1
0
(
µ+(x)
a+(x)
+
µ−(x)
a−(x)
)
dx > 0. (1.22)
Remark 1.9 about small perturbations of the data in (1.11) and (1.18): Let us
comment about the behavior of the assumption (1.11) and its sufficient condition (1.18) under
small perturbations of the data.
If condition (1.18) is satisfied for given data, then it remains to be satisfied under suffi-
ciently small perturbations of the coefficients r0jk, r
1
jk and under sufficiently small (in L
∞(0, 1))
perturbations of the coefficient functions aj and bjk.
If condition (1.11) is satisfied, then it remains to be satisfied under sufficiently small pertur-
bations of r0jk, r
1
jk, and bjk, but not under small perturbations of aj , in general. In other words,
(1.11) is not sufficient for (1.18). It may happen that there exist arbitrarily small perturbations
of aj that destroy the validity of (1.11):
For example, consider the case m = 1, n = 2, a1(x) = α, a2(x) = −α, bjk(x) = 0 for
j, k = 1, 2, r01,2 = 1, r
1
2,1 = −1. Then (1.11) reads as
|1 + e
2is
α | ≥ const > 0 for all s ∈ Z. (1.23)
This is satisfied iff
α =
2l + 1
kπ
with k ∈ Z and l ∈ N. (1.24)
In this case the set of all values α such that condition (1.11) is satisfied, is dense in R, but the
set of all values α such that (1.11) is not satisfied, is dense too.
Remark 1.10 about Fredholmness of A(a, b0) + B(b1)under small perturbations of
the data: Let us comment about the behavior of the conclusions of Theorem 1.2, mainly the
Fredholmness of the operator A(a, b0) + B(b1), under small perturbations of the data.
Suppose that for given data a and b the assumptions of Theorem 1.2 are satisfied. Then,
under sufficiently small perturbations of bjk in L
∞(0, 1), independently whether (1.12) remains
to be true or not, the Fredholmness of A(a, b0) survives because the map (1.14) is continuous
and because the set of index zero Fredholm operators between two fixed Banach spaces is open.
But if aj , r
0
jk, or r
1
jk are perturbed, then the function space V
γ(a, r) is changed, in general,
and it may happen that there exist arbitrarily small perturbations that destroy the Fredholmness:
For example, consider again the casem = 1, n = 2, a1(x) = α, a2(x) = −α, f(x) = 0, bjk(x) =
0 for j, k = 1, 2, r01,2 = 1, r
1
2,1 = −1. Then (1.11) reads as (1.23) which is equivalent to (1.24).
Hence, by Theorem 1.2, if (1.24) is true, then A(a, b0) is Fredholm. Condition (1.24) and, hence,
condition (1.23) is not satisfied, for example, if
α =
2q
(2p + 1)π
with p, q ∈ N, (1.25)
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and in this case A(a, b0) is not Fredholm because dimkerA(a, b0) = ∞: Indeed, we have
(u1, u2) ∈ kerA(a, b
0) iff
∂tu1 + α∂xu1 = ∂tu2 − α∂xu2 = 0, x ∈ [0, 1], t ∈ R, (1.26)
uj(x, t+ 2π) = uj(x, t), j = 1, 2, x ∈ [0, 1], t ∈ R, (1.27)
u1(0, t) = u2(0, t), u2(1, t) = −u1(1, t), t ∈ R. (1.28)
The solutions of (1.26) are of the type u1(x, t) = U1
(
t− x
α
)
and u2(x, t) = U2
(
t+ x
α
)
. They
satisfy (1.27) iff the functions U1 and U2 are 2π-periodic. From the boundary condition in x = 0
follows U1 = U2, and, hence, the boundary condition in x = 1 reads as
U1
(
t−
1
α
)
= −U1
(
t+
1
α
)
. (1.29)
Choosing U1(y) = sin(ry), r ∈ Z, and using (1.25), condition (1.29) transforms into
sin
(
r
(
t−
2p + 1
2q
π
))
= − sin
(
r
(
t+
2p + 1
2q
π
))
.
This is fulfilled, for example, for r = (2k + 1)q and any choice of k ∈ Z, i.e. we found infinitely
many linearly independent solutions to (1.26)–(1.28).
The set of all values α of the type (1.25) is dense in [0,∞). Hence, we get: In this case the
set of all α > 0 such that A(a, b0)+B(b1) is Fredholm, is dense in [0,∞), but the set of all α > 0
such that A(a, b0) + B(b1) is not Fredholm, is dense in [0,∞) too.
Remark 1.11 about assumptions (1.12) and (1.17): Obviously, the condition (1.12) is
not necessary for the conclusions of Theorem 1.2 because the conclusions of Theorem 1.2 survive
under small (in L∞(0, 1)) perturbations of the coefficients bjk, but the assumption (1.12) does
not, in general.
The following example shows that Theorem 1.2 is not true, in general, if all its assumptions
are fulfilled with the exception of (1.12): Take m = 1, n = 2, a1(x) = a2(x) = 1, b11(x) =
b12(x) = b22(x) = f1(x, t) = f2(x, t) = 0, b21 = b =const. Then (1.1)–(1.3) looks like
∂tu1 + ∂xu1 = ∂tu2 + ∂xu2 + bu1 = 0,
u1(x, t+ 2π) − u1(x, t) = u2(x, t+ 2π)− u2(x, t) = 0,
u1(0, t)− r
0
12u2(0, t) = u2(1, t) − r
1
21u1(1, t) = 0.
If r012r
1
21 < 1 and b 6= 0, then all assumptions of Theorem 1.2 are fulfilled with the exception of
(1.12). If, moreover,
b =
r012r
1
21 − 1
r012
,
then
u1(x, t) = sin l(t− x), u2(x, t) = b
(
1
1− r012r
1
21
− x
)
sin l(t− x), l ∈ N,
are infinitely many linearly independent solutions. Hence, the conclusion of Theorem 1.2 is not
true.
Finally, let us remark that, surprisingly, the assumption (1.12) is used also in quite another
circumstances, for proving the spectrum-determined growth condition in Lp-spaces [1, 13, 15]
and in C-spaces [11] for semiflows generated by hyperbolic systems of the type (1.1), (1.3).
Remark 1.12 about sufficient conditions for (1.15): Similarly to [8], one can provide
a wide range of sufficient conditions for (1.15). We here concentrate on the physically relevant
case
m∑
j=1
n∑
k=m+1
|r0jk|
2 ≤ 1 and
n∑
j=m+1
m∑
k=1
|r1jk|
2 ≤ 1. (1.30)
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If (1.1)–(1.3) with f = 0 is satisfied, then
0 =
2pi∫
0
(
u2j (1, t)− u
2
j (0, t)
)
dt
+2
∫ 2pi
0
∫ 1
0
a−1j (x)

bjj(x)u2j +∑
k 6=j
bjk(x)ujuk

 dxdt. (1.31)
Using the reflection boundary conditions, summing up separately the first m equations of (1.31)
and the rest n −m equations of (1.31), and subtracting the second resulting equality from the
first one, we get
2pi∫
0
( m∑
j=1
u2j (1, t) −
n∑
j=m+1
(
m∑
k=1
r1jkuk(1, t)
)2
+
n∑
j=m+1
u2j (0, t)−
m∑
j=1
(
n∑
k=m+1
r0jkuk(0, t)
)2)
dt
+2
m∑
j=1
∫ 2pi
0
∫ 1
0
1
aj(x)

bjj(x)u2j +∑
k 6=j
bjk(x)ujuk

 dxdt
−2
n∑
j=m+1
∫ 2pi
0
∫ 1
0
1
aj(x)

bjj(x)u2j +∑
k 6=j
bjk(x)ujuk

 dxdt = 0. (1.32)
Applying Ho¨lder’s inequality and assumption (1.30), we derive that
2pi∫
0

 m∑
j=1
u2j(1, t) −
n∑
j=m+1
(
m∑
k=1
r1jkuk(1, t)
)2 dt
≥

1− n∑
j=m+1
m∑
k=1
|r1jk|
2

 2pi∫
0
m∑
j=1
uj(1, t)
2dt ≥ 0.
A similar estimate is true for the second boundary summand in (1.32) as well. Set
cjk(x) :=
bjk(x)
aj(x)
for 1 ≤ j ≤ m and cjk(x) := −
bjk(x)
aj(x)
for m+ 1 ≤ j ≤ n.
Then (1.30) together with
n∑
j,k=1
cjk(x)ξjξk ≥ C
n∑
j=1
|ξj |
2 for all ξ ∈ Rn and a.a. x ∈ (0, 1), (1.33)
where the constant C > 0 does not depend on ξ and x, is sufficient for (1.15). It is easily seen
that estimate (1.33) is true if, for instance,
ess inf

bjjaj −
∑
k 6=j
(∣∣∣∣bjkaj
∣∣∣∣+
∣∣∣∣bjkak
∣∣∣∣
)
 > 0 for all j = 1, . . . ,m,
ess inf

−bjjaj −
∑
k 6=j
(∣∣∣∣bjkaj
∣∣∣∣+
∣∣∣∣bjkak
∣∣∣∣
)
 > 0 for all j = m+ 1, . . . , n.
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Summarizing, we get: In order the main conditions (1.15) and (1.18) to be satisfied, it is
sufficient that (1.30) is fulfilled as well as
ess inf aj > 0 for j = 1, . . . ,m,
ess sup aj < 0 for j = m+ 1, . . . , n,
ess inf bjj > 0 for j = 1, . . . , n,
ess sup |bjk| ≈ 0 for 1 ≤ j 6= k ≤ n.
2 Some properties of the used function spaces
In this section we formulate some properties of the function spaces W γ , V γ(a, r), and Uγ(a)
introduced in Section 1. For each u ∈W γ we have
u(x, t) =
∑
s∈Z
us(x)eist with us(x) :=
1
2π
2pi∫
0
u(x, t)e−ist dt, (2.1)
where us ∈ L2((0, 1);Cn), and the series in (2.1) converges to u in the complexification of W γ .
And vice versa: For any sequence (us)s∈Z with
us ∈ L2((0, 1);Cn), u−s = us,
∑
s∈Z
(1 + s2)γ‖us‖2L2((0,1);Cn) <∞ (2.2)
there exists exactly one u ∈ W γ with (2.1). In what follows, we will identify functions u ∈ W γ
and sequences (us)s∈Z with (2.2) by means of (2.1), and we will keep for the functions and the
sequences the notations u and (us)s∈Z, respectively.
The following lemma gives a compactness criterion in W γ (see [9, Lemma 6]):
Lemma 2.1 A set M ⊂ W γ is precompact in W γ if and only if the following two conditions
are satisfied:
(i) There exists C > 0 such that for all u ∈M it holds
∑
s∈Z
(1 + s2)γ
1∫
0
‖us(x)‖2 dx ≤ C.
(ii) For all ε > 0 there exists δ > 0 such that for all ξ, τ ∈ (−δ, δ) and all u ∈M it holds
∑
s∈Z
(1 + s2)γ
1∫
0
∥∥us(x+ ξ)eisτ − us(x)∥∥2 dx < ε,
where us(x+ ξ) := 0 for x+ ξ 6∈ [0, 1].
Concerning the spaces Uγ(a) we have the following result:
Lemma 2.2 (i) The space Uγ(a) is complete.
(ii) If γ ≥ 1, then for any x ∈ [0, 1] there exists a continuous trace map u ∈ Uγ(a) 7→ u(x, ·) ∈
L2 ((0, 2π);Rn) .
(iii) If γ > 3/2, then Uγ(a) is continuously embedded into C([0, 1] × [0, 2π];Rn).
Proof. (i) Let (uk)k∈N be a fundamental sequence in U
γ(a). Then (uk)k∈N and (∂tu
k +
a∂xu
k)k∈N are fundamental sequences inW
γ . This implies that (∂tu
k)k∈N and, hence, (a∂xu
k)k∈N
are fundamental sequences in W γ−1. On the account of aj ∈ L
∞ (0, 1) and ess inf |aj | > 0 for
all j = 1, . . . , n, the latter entails that (∂xu
k)k∈N is a fundamental sequence in W
γ−1 as well.
Because W γ is complete for any γ, there exist u ∈W γ and v,w ∈W γ−1 such that
uk → u in W γ , ∂tu
k → v in W γ−1, ∂xu
k → w in W γ−1 as k →∞.
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It is obvious that ∂tu = v and ∂xu = w in the sense of the generalized derivatives: Take a
smooth function ϕ : (0, 1) × (0, 2π)→ Rn with compact support. Then
2pi∫
0
1∫
0
〈u, ∂tϕ〉 dx dt = lim
k→∞
2pi∫
0
1∫
0
〈uk, ∂tϕ〉 dx dt
= − lim
k→∞
2pi∫
0
1∫
0
〈∂tu
k, ϕ〉 dx dt = −
2pi∫
0
1∫
0
〈v, ϕ〉 dx dt,
and similarly for ∂xu and w. Hence ∂tu+ a∂xu = v + aw in W
γ−1. Since (∂tu
k + a∂xu
k)k∈N is
fundamental in W γ , then ∂tu+ a∂xu = v + aw in W
γ as desired.
Properties (ii) and (iii) can be proved similarly to [9, Lemma 8 and Remark 9]. 
Now, let us consider the dual spaces (W γ)∗.
Obviously, for any γ ≥ 0 the spaces W γ are densely and continuously embedded into the
Hilbert space L2 ((0, 1) × (0, 2π);Rn). Hence, there is a canonical dense continuous embedding
L2 ((0, 1) × (0, 2π);Rn) →֒ (W γ)∗ : [u, v]W γ = 〈u, v〉L2 (2.3)
for all u ∈ L2 ((0, 1) × (0, 2π);Rn) and v ∈ W γ . Here [·, ·]W γ : (W
γ)∗ ×W γ → R is the dual
pairing, and 〈·, ·〉L2 is the scalar product introduced in (1.13).
Let us denote
es(t) := e
ist for s ∈ Z and t ∈ R. (2.4)
If a sequence (ϕs)s∈Z with ϕ
s ∈ L2((0, 1);Cn) is given, then the pointwise products ϕses belong
to L2 ((0, 1) × (0, 2π);Cn). Hence, they belong to the complexification of (W γ)∗ (by means of
the complexified version of (2.3)), and it makes sense to ask if the series∑
s∈Z
ϕses (2.5)
converges in the complexification of (W γ)∗. Moreover, we have (see [9, Lemma 10])
Lemma 2.3 (i) For any ϕ ∈ (W γ)∗ there exists a sequence (ϕs)s∈Z with
ϕs ∈ L2((0, 1);Cn), ϕ−s = ϕs,
∑
s∈Z
(1 + s2)−γ‖ϕs(x)‖2L2((0,1);Cn) <∞, (2.6)
and the series (2.5) converges to ϕ in the complexification of (W γ)∗. Moreover, it holds
1∫
0
〈ϕs(x), u(x)〉 dx = [ϕ, ue−s]W γ for all s ∈ Z and u ∈ L
2 ((0, 1);Rn) . (2.7)
(ii) For any sequence (ϕs)s∈Z with (2.6) the series (2.5) converges in the complexification
of (W γ)∗ to some ϕ ∈ (W γ)∗, and (2.7) is satisfied.
3 Isomorphism property (proof of Theorem 1.1)
Let γ ≥ 1 and f ∈W γ be arbitrarily fixed. We have f(x, t) =
∑
s∈Z
f s(x)eist with
f s ∈ L2 ((0, 1);Cn) ,
∑
s∈Z
(1 + s2)γ
1∫
0
‖f s(x)‖2 dx <∞. (3.1)
We have to show that, if (1.9), (1.10), and (1.11) hold, then there exists exactly one u ∈ V γ(a, r)
with
A(a, b0)u = f and ‖u‖V γ(a,r) ≤ C‖f‖W γ ,
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where the constant C does not depend on γ, a, b0, u, and f , but only on the constant c, which
was introduced in the assumptions of Theorem 1.1. But
‖u‖V γ(a,r) = ‖u‖W γ + ‖∂tu+ a∂xu‖W γ = ‖u‖W γ + ‖f − b
0u‖W γ ,
hence we have to show that there exists exactly one u ∈ V γ(a, r) with
A(a, b0)u = f and ‖u‖W γ ≤ C‖f‖W γ (3.2)
with a constant C, which does not depend on γ, a, b0, u, and f , but only on c.
Writing u as series according to (2.1) and (2.2), it is easy to see that (3.2) is satisfied if for
all s ∈ Z we have us ∈ H1 ((0, 1);Cn) and
aj(x)
d
dx
usj(x) + (is+ bjj(x)) u
s
j(x) = f
s
j (x), j = 1, . . . , n, (3.3)
usj(0) =
n∑
k=m+1
r0jku
s
k(0), j = 1, . . . ,m,
usj(1) =
m∑
k=1
r1jku
s
k(1), j = m+ 1, . . . , n,


(3.4)
∑
s∈Z
(1 + s2)γ
1∫
0
|usj(x)|
2 dx ≤ C‖f‖W γ , j = 1, . . . , n. (3.5)
And vice versae: If (3.2) is satisfied, then we have us ∈ H1 ((0, 1);Cn) and (3.3)–(3.5). Indeed,
take a smooth test function ϕ : (0, 1)→ R with compact support. Then we have∫ 1
0
f sj (x)ϕ(x)
aj(x)
dx =
=
1
2π
∫ 1
0
∫ 2pi
0
(∂tuj(x, t) + aj(x)∂xuj(x, t) + bjj(x)uj(x, t))ϕ(x)e
−ist
aj(x)
dtdx
=
∫ 1
0
(
−usj(x)ϕ
′(x) +
(is+ bjj(x))u
s
j(x)ϕ(x)
aj(x)
)
dx.
This implies usj ∈ H
1 ((0, 1);C) and (3.3). After that it follows easily that also the boundary
condtions (3.4) are fulfilled.
Now we are going to show that there exists exactly one tuple of sequences (usj)s∈Z, j =
1, . . . , n, with usj ∈ H
1 ((0, 1);C) satisfying (3.3)–(3.5).
By means of the variation of constants formula, (3.3) is fulfilled if and only if
usj(x) = e
−isαj(x)−βj(x)

usj(0) +
x∫
0
eisαj(y)+βj (y)
f sj (y)
aj(y)
dy

 , (3.6)
where the functions αj and βj are defined in (1.8). The boundary conditions (3.4) are satisfied
if and only if
usj(0) =
n∑
k=m+1
r0jku
s
k(0), j = 1, . . . ,m, (3.7)
and
e−isαj(1)−βj(1)

usj(0) +
1∫
0
eisαj(y)+βj(y)
f sj (y)
aj(y)
dy


=
m∑
k=1
r1jke
−isαk(1)−βk(1)

usk(0) +
1∫
0
eisαk(y)+βk(y)
f sk(y)
ak(y)
dy

 ,
j = m+ 1, . . . , n.
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This is equivalent to (3.7),
e−isαj(1)−βj(1)usj(0) −
m∑
k=1
n∑
p=m+1
e−isαk(1)−βk(1)r1jkr
0
kpu
s
p(0)
= −e−isαj(1)−βj(1)
1∫
0
eisαj(y)+βj(y)
f sj (y)
aj(y)
dy
+
m∑
k=1
e−isαk(1)−βk(1)r1jk
1∫
0
eisαk(y)+βk(y)
f sk(y)
ak(y)
dy,
j = m+ 1, . . . , n. (3.8)
The system (3.8) has a unique solution (usm+1(0), . . . , u
s
n(0)) if and only if its coefficient matrix
I − Rs(a, b
0, r) (where Rs(a, b
0, r) is introduced in (1.7)) is regular. If, moreover, assumptions
(1.10)–(1.11) are satisfied, then there exist coefficients csjk and a constant C such that
usj(0) =
n∑
k=1
csjke
−isαk(1)−βk(1)
1∫
0
eisαk(y)+βk(y)
f sk(y)
ak(y)
dy, j = m+ 1, . . . , n, (3.9)
and |csjk| ≤ C uniformly with respect to a, b
0, r, and s ∈ Z with (1.10)–(1.11). Hence, for each
s ∈ Z the boundary value problem (3.3)–(3.4) is uniquely solvable, and we have the integral
representation (3.6) of the solution, where usj(0) for 1 ≤ j ≤ m is given by (3.7) and for
m+ 1 ≤ j ≤ n by (3.9). Putting this together, we get
usj(x) = e
−isαj(x)−βj(x)
( x∫
0
eisαj(y)+βj (y)
f sj (y)
aj(y)
dy
+
n∑
k=1
dsjke
−isαk(1)−βk(1)
1∫
0
eisαk(y)+βk(y)
f sk(y)
ak(y)
dy
)
, j = 1, . . . , n, (3.10)
with certain coefficients dsjk such that there exists a constant C (depending neither on f nor on
a, b0, r, and s ∈ Z satisfying (1.10)–(1.11)) with
|dsjk| ≤ C. (3.11)
In addition, (3.10) and (3.11) imply that there exists a constant C (depending neither on f nor
on a, b0, r, and s ∈ Z satisfying (1.10)–(1.11)) such that
|usj(x)| ≤ C
1∫
0
‖f s(x)‖ dx. (3.12)
The estimate (3.5) now follows from (3.1).
4 Fredholmness property (proof of Theorem 1.2)
In Sections 4 and 5 we suppose the data a, b, and r to be fixed and to satisfy (1.11)–(1.12).
Hence we will omit the arguments in the operators and the spaces:
A := A(a, b0), B := B(b1), A˜ := A˜(a, b0), B˜ := B˜(b1),
V γ := V γ(a, r), V˜ γ := V˜ γ(a, r).
In this section we prove that A + B is Fredholm from V γ into W γ , which is part of the
assertions of Theorem 1.2.
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Obviously, A + B is Fredholm from V γ into W γ if and only if I + BA−1 is Fredholm from
W γ into W γ. Here I is the identity in W γ .
We will prove that I + BA−1 is Fredholm from W γ into W γ using the following abstract
criterion for Fredholmness (see, e.g., [9, Lemma 11] and [22, Proposition 5.7.1]):
Lemma 4.1 Let W be a Banach space, I the identity in W , and C ∈ L(W ) such that C2 is
compact. Then I + C is Fredholm.
In order to use Lemma 4.1 with W := W γ and C := BA−1 we have to show that
(
BA−1
)2
is
compact from W γ into W γ . For this purpose we will use Lemma 2.1.
Condition (i) of Lemma 2.1 is satisfied because BA−1 is a bounded operator from W γ into
W γ .
It remains to check condition (ii) of Lemma 2.1. For this purpose we will use the integral
representation (3.10) of A−1:
Take a bounded set N ⊂W γ and f ∈ N . Denote u := A−1f and u˜ :=
(
BA−1
)2
f . Then
u˜sj(x) =
∑
k 6=j
bjk(x)e
−isαk(x)−βk(x)
( x∫
0
eisαk(y)+βk(y)a−1k (y)
∑
l 6=k
bkl(y)u
s
l (y) dy
+
n∑
l=1
dskle
−isαl(1)−βl(1)
1∫
0
eisαl(y)+βl(y)a−1l (y)
∑
r 6=l
blr(y)u
s
r(y) dy
)
.
Therefore u˜sj(x+ ξ)e
isτ − u˜sj(x) = P
s
j (x, ξ, τ) +Q
s
j(x, ξ, τ) +R
s
j(x, ξ) with
P sj (x, ξ, τ) :=
∑
j 6=k 6=l
x+ξ∫
x
eis(−αk(x+ξ)+τ+αk(y))−βk(x+ξ)+βk(y)
×a−1k (y)bjk(x+ ξ)bkl(y)u
s
l (y) dy,
Qsj(x, ξ, τ) :=
∑
k 6=j
bjk(x+ ξ)e
−βk(x+ξ)
(
eis(−αk(x+ξ)+τ) − e−isαk(x)
)
Ssk(x),
Rsj(x, ξ) :=
∑
k 6=j
(
bjk(x+ ξ)e
−βk(x+ξ) − bjk(x)e
−βk(x)
)
Ssk(x)
and
Ssk(x) :=
x∫
0
eisαk(y)+βk(y)a−1k (y)
∑
l 6=k
bkl(y)u
s
l (y) dy
+
n∑
l=1
dskle
−isαl(1)−βl(1)
1∫
0
eisαl(y)+βl(y)a−1l (y)
∑
r 6=l
blr(y)u
s
r(y) dy. (4.1)
We have to show that
∑
s∈Z
(1 + s2)γ
∫ 1
0
(
|P sj (x, ξ, τ)|
2 + |Qsj(x, ξ, τ)|
2 + |Rsj(x, ξ)|
2
)
dx→ 0
for |ξ|+ |τ | → 0 uniformly with respect to f ∈ N .
Because of Au = f we have (3.12). This implies
∑
s∈Z
(1 + s2)γ
∫ 1
0
|P sj (x, ξ, τ)|
2 dx ≤ Cξ2‖f‖2W γ , (4.2)
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where the constant C does not depend on j, ξ, τ , and f . Hence, the left hand side of (4.2) tends
to zero for |ξ| → 0 uniformly with respect to f ∈ N .
In order to estimate Qsj(x, ξ, τ) and R
s
j(x, ξ), let us first estimate S
s
j (x). Again we use
Au = f . From (3.3) it follows
d
dy
(
eisαl(y)usl (y)
)
= eisαl(y)
f sl (y)− bll(y)u
s
l (y)
al(y)
.
Using this, we get
is
al(y)− ak(y)
ak(y)al(y)
eisαk(y)usl (y)
= eis(αk(y)−αl(y))
d
dy
(
eisαl(y)usl (y)
)
−
d
dy
(
eisαk(y)usl (y)
)
= eisαk(y)
f sl (y)− bll(y)u
s
l (y)
al(y)
−
d
dy
(
eisαk(y)usl (y)
)
.
Therefore
eisαk(y)+βk(y)
bkl(y)
ak(y)
usl (y) =
eβk(y)
is
al(y)bkl(y)
al(y)− ak(y)
×
(
eisαk(y)
f sl (y)− bll(y)u
s
l (y)
al(y)
−
d
dy
(
eisαk(y)usl (y)
))
. (4.3)
Moreover, because of assumption (1.12), for all k 6= l the function
y ∈ [0, 1] 7→ eβk(y)
al(y)bkl(y)
al(y)− ak(y)
is in BV (0, 1). Hence,∣∣∣∣∣∣
x∫
0
eβk(y)
al(y)bkl(y)
al(y)− ak(y)
d
dy
(
eisαk(y)usl (y)
)
dy
∣∣∣∣∣∣ ≤ C‖usl ‖∞, (4.4)
the constant C being independent of x, k, l, s, and u. Therefore, (3.12) and (4.3) imply∣∣∣∣∣∣
x∫
0
eisαk(y)+βk(y)
bkl(y)
ak(y)
usl (y) dy
∣∣∣∣∣∣ ≤
C
1 + |s|
1∫
0
‖f s(y)‖ dy (4.5)
for some constant C being independent of x, k, l, s, and f . Similar estimates are true for all
other integrals in (4.1). As a consequence,
|Ssj (x)| ≤
C
1 + |s|
1∫
0
‖f s(y)‖ dy, (4.6)
where C does not depend on x, j, s, and f . This gives∫ 1
0
|Qsj(x, ξ, τ)|
2 dx
≤
C
1 + |s|
max
k=1,...,n
|eis(−αk(x+ξ)+τ) − e−isαk(x)|2
∫ 1
0
‖f s(y)‖2 dy,
where C does not depend on x, ξ, τ, j, s, and f . But assumption (1.9) and notation (1.8) imply
that
|eis(−αk(x+ξ)+τ) − e−isαk(x)| ≤ Cs(|ξ|+ |τ |),
15
hence ∑
s∈Z
(1 + s2)γ
∫ 1
0
|Qsj(x, ξ, τ)|
2 dx ≤ C(ξ2 + τ2)‖f‖2W γ , (4.7)
where the constants, again, do not depend on j, k, ξ, τ , and f . Hence, the left hand side of (4.7)
tends to zero for |ξ|+ |τ | → 0 uniformly with respect to f ∈ N .
Finally, (4.6) gives
∑
s∈Z
(1 + s2)γ
∫ 1
0
|Rsj(x, ξ)|
2 dx
≤ C max
k=1,...,n
1∫
0
|bjk(x+ ξ)e
−βk(x+ξ) − bjk(x)e
−βk(x)|2 dx‖f‖2W γ , (4.8)
where the constant C does not depend on j, ξ, τ , and f . Hence, the left hand side of (4.8) tends
to zero for |ξ| → 0 uniformly with respect to f ∈ N because of the continuity in the mean of
the functions x 7→ bjk(x)e
−βk(x).
5 Fredholm alternative (still proof of Theorem 1.2)
To finish the proof of the assertion (i) of Theorem 1.2, it remains to show that the index of the
operator I+BA−1 is zero. This is a straightforward consequence of Lemma 4.1 and a homotopy
argument: Since
(
BA−1
)2
∈ L(W γ) is a compact operator, the operators
(
sBA−1
)2
∈ L(W γ)
are compact for any s ∈ R as well. By Lemma 4.1, the operators I + sBA−1 are Fredholm.
Furthermore, they depend continuously on s. Since I has index zero, the homotopy argument
gives the same property for the operator I + sBA−1 for any s ∈ R, in particular, for s = 1.
Assertion (i) is thereby proved.
Summarizing, we proved the Fredholm alternative for A+ B ∈ L(V γ ,W γ). Hence, we have
dimker(A+ B) = dimker(A+ B)∗ <∞,
im(A + B) = {f ∈W γ : [ϕ, f ]W γ = 0 for all ϕ ∈ ker(A+ B)
∗}.
}
(5.1)
Here (A + B)∗ is the dual operator to A + B, i.e. a linear bounded operator from (W γ)∗ into
(V γ)∗, and [·, ·]W γ : (W
γ)∗ ×W γ → R is the dual pairing in W γ.
To prove assertion (ii) of Theorem 1.2, we have to prove something slightly different, namely,
that
im(A+ B) = {f ∈W γ : 〈f, u〉L2 = 0 for all u ∈ ker(A˜+ B˜)}
and that ker(A + B) and ker(A˜ + B˜) do not depend on γ. Here 〈·, ·〉L2 is the scalar product in
W 0 = L2 ((0, 1) × (0, 2π) ;Rn) introduced in (1.13).
Directly from the definitions of the operators A, A˜, B, and B˜ it follows
〈(A+ B)u, u˜〉L2 = 〈u, (A˜+ B˜)u˜〉L2 for all u ∈ V
γ and u˜ ∈ V˜ γ . (5.2)
Using the continuous dense embedding (cf. (2.3)) V˜ γ →֒ W γ →֒ W 0 →֒ (W γ)∗ , it makes sense
to compare the subspaces ker(A+ B)∗ of (W γ)∗ and ker(A˜ + B˜) of V˜ γ :
Lemma 5.1 ker(A+ B)∗ = ker(A˜+ B˜).
Proof. Because of (2.3) and (5.2), we have for all u ∈ V γ and u˜ ∈ V˜ γ that
〈(A˜+ B˜)u˜, u〉L2 = 〈u˜, (A + B)u〉L2 = [u˜, (A + B)u]W γ = [(A+ B)
∗u˜, u]W γ .
This implies ker(A˜+ B˜) ⊆ ker(A+ B)∗.
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Now, take an arbitrary ϕ ∈ ker(A+ B)∗ and show that ϕ ∈ ker(A˜+ B˜). By Lemma 2.3, we
have (using notation (2.4)) ϕ =
∑
s∈Z
ϕses with
ϕs ∈ L2 ((0, 1);Cn) ,
∑
s∈Z
(1 + s2)−γ ‖ϕs(x)‖2L2((0,1);Cn) <∞.
It follows that for all u ∈ V γ
0 = [(A+ B)∗ϕ, u]W γ = [ϕ, (A + B)u]W γ
=
∑
s∈Z
1∫
0
〈
ϕs, a(x)
d
dx
u−s − isu−s + b(x)Tu−s
〉
dx.
Therefore
1∫
0
〈
ϕs, a(x)
d
dx
u−s − isu−s + b(x)Tu−s
〉
dx = 0
for all us ∈ H1 ((0, 1);Cn) with (3.4). Since a ∈ C0,1 ([0, 1];Mn), by a standard argument, we
conclude that ϕs ∈ H1 ((0, 1);Cn) and that it satisfies the differential equation
−a(x)
d
dx
ϕs +
(
−is+ b(x)T −
d
dx
a(x)
)
ϕs = 0 (5.3)
and the boundary conditions
aj(0)ϕ
s
j(0) = −
m∑
k=1
r0kjak(0)ϕ
s
k(0), m+ 1 ≤ j ≤ n,
aj(1)ϕ
s
j(1) = −
n∑
k=m+1
r1kjak(1)ϕ
s
k(1), 1 ≤ j ≤ m.


(5.4)
In other words: The functions ϕs(x)eist belong to ker(A˜ + B˜) and, hence, to ker(A+ B)∗. But
they are linearly independent, and dimker(A+B)∗ <∞, hence there is s0 ∈ N such that ϕ
s = 0
for |s| > s0. Therefore, ϕ ∈ V˜
γ for all γ ≥ 1 and (A˜+ B˜)ϕ = 0 as desired. 
As it follows from the proof of Lemma 5.1,
ker(A˜+ B˜) =


∑
|s|≤s0
ϕses
∣∣∣∣ϕs solves (5.3), (5.4)


does not depend on γ. By (5.1), ker(A+B) does not depend on γ as well. Claim (ii) of Theorem
1.2 follows.
6 Ck-smoothness of the data-to-solution map (proof of Theo-
rem 1.4)
In this section we prove Theorem 1.4. Hence, we suppose the assumptions of Theorem 1.4 to be
satisfied, i.e. the data a, b, and r, which satisfy (1.15)–(1.18), are given and fixed.
Recall that in Theorem 1.4 the sets Aε(a) and Bε(b) are the open balls around a and b of
radius ε in the (not complete) normed vector spaces
A := {a˜ = diag(a˜1, . . . , a˜n) ∈ BV ((0, 1);Mn)} with ‖a‖A := max
1≤j≤n
‖a˜j‖∞
and
B := {b˜ ∈ L∞((0, 1);Mn) : b˜jk ∈ BV (0, 1) for all 1 ≤ j = k ≤ n}
with ‖b‖B := max1≤j,k≤n ‖b˜jk‖∞,
(6.1)
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respectively.
Because the assumptions of Theorem 1.4 are satisfied, there exists ε > 0 such that for all
a˜ ∈ A and b˜ ∈ B with
‖a˜− a‖A + ‖b˜− b‖B < ε (6.2)
the assumptions of Theorem 1.2 are satisfied. Therefore, for those a˜ and b˜ the operators
A(a˜, b˜0) + B(b˜1) are Fredholm of index zero from V γ(a˜, r) into W γ for all γ ≥ 2.
Moreover, all a˜ = diag(a˜1, . . . , a˜n) and b˜ ∈ L
∞((0, 1);Mn) with (6.2) fulfill the assumptions of
Theorem 1.1. Hence, for those a˜ and b˜ and for all γ ≥ 1 the operator A(a˜, b˜0) is an isomorphism
from V γ(a˜, r) onto W γ and
‖A(a˜, b˜0)−1‖L(W γ ;V γ(a˜,r)) ≤ C, (6.3)
where the constant C > 0 does not depend on a˜, b˜, and γ, but only on ε.
For the sake of shortness, write C := C ([0, 1] × [0, 2π];Rn).
Lemma 6.1 For all γ ≥ 2 the map (a˜, b˜0) 7→ A(ω˜, a˜, b˜0)−1 is locally Lipschitz continuous as a
map from a subset of L∞((0, 1);Mn)× L
∞((0, 1);Mn) into L(W
γ ;W γ−1 ∩ C).
Proof. Take a′, a′′ ≈ a and b′, b′′ ≈ b0 in L∞((0, 1);Mn), γ ≥ 2, f ∈W
γ , u′ ∈ V γ(a′, r), and
u′′ ∈ V γ(a′′, r) such that
A(a′, b′)u′ = A(a′′, b′′)u′′ = f.
Then (6.3) and Lemma 2.2(iii) yield that there exists a constant c > 0 such that
c‖∂tu
′‖W γ−1 ≤ c‖u
′‖W γ∩C ≤ ‖u
′‖V γ(a′,r) ≤ C‖f‖W γ (6.4)
and
c min
1≤j≤n
ess inf |a′j(x)| ‖∂xu
′‖W γ−1 ≤ c
∥∥a′∂xu′∥∥W γ−1
≤ c
∥∥∂tu′ + a′∂xu′∥∥W γ−1 + c‖∂tu′‖W γ−1
≤ c‖u′‖V γ(a′,r) + C‖f‖W γ ≤ C(c+ 1)‖f‖W γ , (6.5)
where the constant C > 0 is the same as in (6.3) and is independent of γ, a′, a′′, b′, and b′′.
Moreover, we have
A(a′′, b′′)(u′′ − u′) =
(
A(a′′, b′′)−A(a′′, b′′)
)
u′
+
(
A(a′, b′′)−A(a′′, b′′)
)
u′ +
(
A(a′, b′)−A(a′, b′′)
)
u′
=
(
a′ − a′′
)
∂xu
′ +
(
b′ − b′′
)
u′.
This is a well-defined equation in W γ−1, and (6.3), (6.4), and (6.5) yield
‖u′′ − u′‖W γ−1∩C
≤ C
(
max
1≤j≤n
‖a′′j − a
′
j‖∞ + max
1≤j≤n
‖b′′jj − b
′
jj‖∞
)
‖f‖W γ ,
with a new constant C being independent of γ, a′, a′′, b′, b′′, again. 
Lemma 6.2 There exists ε > 0 with the following property:
For each γ ≥ 2 there exists C > 0 such that for all a˜ ∈ Aε(a), and b˜ ∈ Bε(b) the operator
A(a˜, b˜0) + B(b˜1) is an isomorphism from V γ(a˜, r) onto W γ and∥∥∥∥(A(a˜, b˜0) + B(b˜1))−1
∥∥∥∥
L(W γ ;V γ(a˜,r))
≤ C. (6.6)
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Proof. As mentioned above, there exists ε > 0 such that for all a˜ ∈ Aε(a), and b˜ ∈ Bε(b)
the operator A(a˜, b˜0) + B(b˜1) is Fredholm of index zero from V γ(a˜, r) into W γ .
Let us show that ε can be chosen so small that for all a˜ ∈ Aε(a), and b˜ ∈ Bε(b) the operator
A(a˜, b˜0) + B(b˜1) is injective (and, hence, bijective).
Suppose the contrary. Then there exist sequences αk → a in L
∞((0, 1);Mn), βk → b in
L∞((0, 1);Mn), and vk ∈ V
γ(αk, r) such that
(A(αk, β
0
k) + B(β
1
k))vk = 0 and vk 6= 0. (6.7)
Set wk := A(αk, β
0
k)vk. Then there is k0 ∈ N such that for all k ≥ k0
(I + B(β1k)A(αk, β
0
k)
−1)wk = 0. (6.8)
Hence
wk =
(
B(b1k)A(αk, β
0
k)
−1
)2
wk,
and, consequently,
zk :=
wk
‖wk‖W γ
=
(
B(b1)A(a, b0)−1
)2
zk
+
((
B(β1k)A(αk, β
0
k)
−1
)2
−
(
B(b1)A(a, b0)−1
)2)
zk. (6.9)
Because the operator
(
B(b1)A(a, b0)−1
)2
is compact from W γ into W γ , it is also compact from
W γ intoW γ−1. Hence there exist z ∈W γ−1 and a subsequence zkl such that
(
B(b1)A(a, b0)−1
)2
zkl →
z in W γ−1. Therefore Lemma 6.1 and (6.9) yield that zkl → z in W
γ−1, and Lemma 6.1 and
(6.8) yield that
(I + B(b1)A(a, b0)−1)z = 0 in W γ−1.
Hence z belongs to ker
(
I + B(b1)A(a, b0)−1
)
. Since ‖z‖W γ = 1, we get a contradiction to
assumption (1.15).
It remains to prove (6.6). Suppose the contrary, i.e. that for any choice of ε (6.6) is not
true. Then there exist sequences αk → a in L
∞((0, 1);Mn), βk → b in L
∞((0, 1);Mn), and
vk ∈ V
γ(αk, r) such that
(A(αk, β
0
k) + B(β
1
k))vk → 0 in W
γ as k →∞ and ‖vk‖V γ(αk,r) = 1. (6.10)
Now we proceed as above, replacing (6.7) by (6.10), to get a contradiction. 
Similarly to Lemma 6.1 one can prove
Lemma 6.3 For all γ ≥ 2 the map
(a˜, b˜) ∈ Aε(a)×Bε(b) 7→
(
A(a˜, b˜0) + B(b˜1)
)−1
∈ L(W γ ;W γ−1 ∩ C)
is locally Lipschitz continuous.
Let us introduce the data-to-solution map(
a˜, b˜, f
)
∈ Aε(a)×Bε(b)×W
γ
7→ uˆ
(
a˜, b˜, f
)
:=
(
A(a˜, b˜0) + B(b˜1)
)−1
f ∈ V γ(a˜, r). (6.11)
Lemma 6.4 The map uˆ is C1-smooth as a map into W γ−2 ∩ C for all γ ≥ 3.
Proof. We have to show that all partial derivatives ∂auˆ, ∂buˆ, and ∂f uˆ exist and are contin-
uous.
First, consider ∂f uˆ. From the definition (6.11) follows that it exists and that
∂f uˆ
(
a˜, b˜, f
)
f¯ =
(
A(a˜, b˜0) + B(b˜1)
)−1
f¯ .
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The continuity of the map(
a˜, b˜, f
)
∈ Aε(a)×Bε(b)×W
γ 7→ ∂f uˆ
(
a˜, b˜, f
)
∈ L(W γ ;W γ−1 ∩ C)
follows from Lemma 6.3.
Now, consider ∂buˆ. From Corollary 1.3 follows that it exists, and (6.11) yields
∂buˆ
(
a˜, b˜, f
)
b¯ = −
(
A(a˜, b˜0) + B(b˜1)
)−1
×
(
∂bA(a˜, b˜
0)b¯+ B′(b˜1)b¯
)(
A(a˜, b˜0) + B(b˜1)
)−1
f.
Moreover, we have (
∂bA(a˜, b˜
0)b¯
)
u = b¯0u and
(
B′(b˜1)b¯
)
u = b¯1u. (6.12)
Hence, ∂bA(a˜, b˜
0) and B′(b˜1) do not depend on a˜, and b˜. Therefore, again Lemma 6.3 yields the
continuity of the map
(
a˜, b˜, f
)
∈ Aε(a)×Bε(b)×W
γ 7→ ∂buˆ
(
a˜, b˜, f
)
∈ L(B;W γ−1 ∩ C).
Further, consider ∂auˆ. If ∂auˆ
(
a˜, b˜, f
)
exists as an element of the space L(A;W γ−2∩C), then
for any a¯ ∈ BV ((0, 1),Mn) we have(
A(a˜, b˜0) + B(b˜1)
)
∂auˆ
(
a˜, b˜, f
)
a¯ = −a¯∂xuˆ
(
a˜, b˜, f
)
= a¯a˜−1
(
∂tuˆ
(
a˜, b˜, f
)
+ b˜1uˆ
(
a˜, b˜, f
)
− f
)
. (6.13)
The right hand side belongs to W γ−1∩C, hence this equation determines uniquely the candidate
vˆ
(
a˜, b˜, f
)
a¯ := −
(
A(a˜, b˜0) + B(b˜1)
)−1 (
∂aA(a˜, b˜
0)a¯
)
uˆ
(
a˜, b˜, f
)
for ∂auˆ
(
a˜, b˜, f
)
in L(A;W γ−1 ∩ C). Moreover, because of Lemma 6.3 the candidate vˆ for ∂auˆ is
continuous as a map from Aε(a)×Bε(b)×W
γ into the space L(A;W γ−2 ∩ C).
It remains to prove that vˆ is really ∂auˆ. In order to show this, take a
′, a′′ ∈ Aε(a), b˜ ∈ Bε(b),
γ ≥ 2, f ∈W γ , u′ ∈ V γ(a′, r), and u′′ ∈ V γ(a′′, r) such that(
A(a′, b˜0) + B(b˜1)
)
u′ =
(
A(a′′, b˜0) + B(b˜1)
)
u′′ = f.
Then (
A(a′′, b˜0) + B(b˜1)
)(
u′′ − u′ − vˆ(a′, b˜0)(a′′ − a′)
)
=
(
A(a′, b˜0)−A(a′′, b˜0)
)
vˆ(a′, b˜0)(a′′ − a′)
= −(a′′ − a′)2∂xvˆ(a
′, b˜0).
Here we used that the map A(·, b˜) is affine. Hence∥∥∥(A(a′′, b˜0) + B(b˜1))(u′′ − u′ − vˆ(a′, b˜0)(a′′ − a′))∥∥∥
W γ−2∩C
= o
(∥∥a′′ − a′∥∥
A
)
,
and Lemma 6.2 yields∥∥∥u′′ − u′ − vˆ(a′, b˜0)(a′′ − a′)∥∥∥
W γ−2∩C
= o
(∥∥a′′ − a′∥∥
A
)
,

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Lemma 6.5 The map uˆ is Ck-smooth as a map into W γ−k−1 ∩ C for all 1 ≤ k ≤ γ − 1.
Proof. For k = 1 the lemma is true, and the first partial derivatives satisfy
∂f uˆ
(
a˜, b˜, f
)
f¯ = uˆ
(
a˜, b˜, f¯
)
, (6.14)
∂buˆ
(
a˜, b˜, f
)
b¯ = −uˆ
(
a˜, b˜, B¯
(
uˆ
(
a˜, b˜, f
)
, b¯
))
, (6.15)
∂auˆ
(
a˜, b˜, f
)
a¯ = −uˆ
(
a˜, b˜, A¯
(
a˜, b˜, f, uˆ
(
a˜, b˜, f
))
a¯
)
. (6.16)
Here we denoted by A¯
(
a˜, b˜, f, u
)
: A→W γ−1 the linear bounded operator which is defined by
(cf.(6.13))
A¯
(
a˜, b˜, f, u
)
a¯ := a¯a˜−1
(
∂tu+ b˜
1u− f
)
,
and B¯ : W γ × B→W γ is the bilinear bounded operator which is defined by (cf. (6.12))
B¯(u, b) := bu.
Obviously, the map (
a˜, b˜, f, u
)
∈ R×Aε(a)×Bε(b)×W
γ ×W γ
7→ A¯
(
a˜, b˜, f, u
)
∈ L(A;W γ−1 ∩ C)
is C∞-smooth. Hence, (6.14)–(6.16), Lemma 6.4 and the chain rule imply that the data-to-
solution map uˆ is C2-smooth, and one gets corresponding formulae for the second partial deriva-
tives by differentiating the identities (6.14)–(6.16). For example, it holds
∂2f uˆ
(
a˜, b˜, f
)
= 0,
∂f∂buˆ
(
a˜, b˜, f
) (
f¯ , b¯
)
= ∂buˆ
(
a˜, b˜, f¯
)
b¯ = −uˆ
(
a˜, b˜, B¯
(
uˆ
(
a˜, b˜, f¯
)
, b¯
))
,
∂f∂auˆ
(
a˜, b˜, f
) (
f¯ , a¯
)
= ∂auˆ
(
a˜, b˜, f¯
)
a¯ = −uˆ
(
a˜, b˜, A¯
(
a˜, b˜, f¯ , uˆ
(
a˜, b˜, f¯
))
a¯
)
.
If γ ≥ 4, then those formulae and the chain rule imply that all second partial derivatives of uˆ
are C1-smooth etc. 
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