In this paper, it has been shown that the complex matrix variate Dirichlet type I density factors into the complex matrix variate beta type I densities. Similar result has also been derived for the complex matrix variate Dirichlet type II density. Also, by using certain matrix transformations, the complex matrix variate Dirichlet distributions have been generated from the complex matrix beta distributions. Further, several results on the product of complex Wishart and complex beta matrices with a set of complex Dirichlet type I matrices have been derived.
Introduction
The random variables x 1 , . . . , x n are said to have the univariate Dirichlet type I distribution with parameters a 1 , . . . , a n ; a n+1 if their joint probability density function (p.d.f.) is given by
where a i > 0, i = 1, . . . , n + 1. The random variables y 1 , . . . , y n are said to have the univariate Dirichlet type II distribution with parameters b 1 , . . . , b n ; b n+1 if their joint p.d.f. is given by
, 0 < y i < ∞, i = 1, . . . , n, (2) where b i > 0, i = 1, . . . , n + 1. The Dirichlet type II density (2) can be obtained from (1) by using the transformation (2) is also known as the inverted Dirichlet density.
. . , n. For this reason
Wilks [24] showed that the variates u 1 = x 1 , u 2 = x 2 (1 − x 1 ),. . . , u n = x n (1 − x 1 − · · · − x n−1 ) are independently distributed. Tan [22] , using certain results on marginal and conditional distributions, derived similar results for the matrix variate Dirichlet type I matrices. He showed that the matrix variate Dirichlet type I density factors in into the matrix variate beta type I densities. Recently, Gupta and Nagar [9] , using matrix transformation, derived Wilks' factorization for matrix Dirichlet type I and matrix Dirichlet type II distributions.
The matrix variate Dirichlet distributions have been studied by several authors (see, for example, Olkin and Rubin [18] , Tan [22] , Javier and Gupta [12] , and Gupta and Nagar [8] ). An extensive review on the matrix variate Dirichlet distribution is available in Gupta and Nagar [9] .
In this article we derive Wilks' factorization of the complex matrix variate Dirichlet distributions. We will also show that using certain matrix transformations one can generate the complex matrix variate Dirichlet distributions from the complex matrix variate beta distributions.
The complex matrix variate Dirichlet distributions were defined and studied by Tan [21] .
The complex matrix variate distributions play an important role in various fields of research. Applications of complex random matrices can be found in multiple time series analysis, nuclear physics and radio communications (Carmeli [3] , Krishnaiah [15] , Mehta [16] , and Smith and Gao [19] ). Bronk [1] has shown that under certain conditions the distribution of the energy levels of atomic nuclei is the distribution of the roots of a complex random matrix. Brillinger [2] has shown that the asymptotic distribution of the matrix of spectral densities of a strictly stationary time series is complex Wishart. A number of results on the distribution of the complex random matrices have also been derived. The complex matrix variate Gaussian distribution was introduced by Wooding [25] , Turin [23] , and Goodman [6] . The complex Wishart distribution was studied by Goodman [6, 7] , Srivastava [20] , Hayakawa [10] , and Chikuse [4] . James [11] and Khatri [13] derived the complex central as well as the noncentral matrix variate beta distributions. Distributional results on quadratic forms involving complex normal variables were given by Khatri [14] and Conradie and Gupta [5] . Nagar and Arias [17] defined the complex matrix Cauchy distribution and studied its properties. They also showed that quadratic forms in partitioned Cauchy matrix follow complex matrix variate Dirichlet type I distribution. Systematic treatment of the distributions of the complex random matrices was given by Tan [21] which included the Gaussian, Wishart, beta, and Dirichlet distributions.
Complex matrix variate Dirichlet distributions
In this section we will define complex matrix variate Dirichlet type I and II distributions and derive them using complex Wishart matrices. We first state the following notations and results that will be utilized in this and subsequent sections. 
By evaluating the integral in (3), the complex multivariate gamma function can be expressed as product of ordinary gamma functions
where Re(a) > m − 1 and Re(b) > m − 1.
The complex multivariate beta functionB m (a, b) can be expressed in terms of complex multivariate gamma functions
, we get an equivalent integral representation for the complex multivariate beta function as
Next, we give definitions of complex Wishart, complex beta and complex Dirichlet distributions (Goodman [6] , Tan [21] ). 
where a > m − 1 and b > m − 1.
. Definition 1.6. The m × m random Hermitian positive definite matrices X 1 , . . . , X n are said to have the complex matrix variate Dirichlet type I distribution with parameters (a 1 , . . . , a n ; a n+1 ), denoted by (
where 
where
The type II density (6) can be obtained from the type I density (5) by trans-
In the next two theorems we derive the complex matrix variate Dirichlet distributions using independent complex Wishart matrices.
Making the transformation
mn in (7), the joint density of X 1 , . . . , X n and A is obtained as
, it is easily seen that (X 1 , . . . , X n ) and A are independent and the density of (X 1 , . . . , X n ) is given bỹ
which is the desired result.
For n = 1, the above theorem gives the complex matrix variate beta type I distribution.
Theorem 1.9. Let
Proof. The joint density of A 1 , . . . , A n and B is given by
Substituting
mn in (9), the joint density of Y 1 , . . . , Y n and B is derived as
we get the desired result.
For n = 1, the above theorem gives the complex matrix variate beta type II distribution.
Factorizations
In this section we derive factorizations of the complex matrix variate Dirichlet type I and type II densities.
. . , a n ; a n+1 ) and define Then, the complex random matrices U 1 , . . . , U n are independently distributed,
Proof. The density of (X 1 , . . . , X n ) is given by (5). From the above transformation it is easy to see that
and
Substituting appropriately in the density of (X 1 , . . . , X n ), one obtains the joint density of U 1 , . . . , U n as
where 0
we obtain the desired result.
. . , a n ; a n+1 ) and define
Proof. Similar to the proof of Theorem 2.1.
Substituting these together with the Jacobian of transformation 
. . , n. Now, using (12) the desired result follows.
Proof. Similar to the proof of Theorem 2.3.
The above results have been derived using matrix transformations. Tan [21] derived Theorem 2.2 and Theorem 2.4 using certain results on marginal and conditional distributions. Likewise, using suitable inverse transformations, one can derive the complex matrix variate Dirichlet distributions from the independent complex beta matrices as given in the following theorems.
. . , U n be independent m × m random matrices, and Theorem 2.8. Let V 1 , . . . , V n be independent m × m complex random matrices, and
From the transformation given in Theorem 2.5, one can see that
. . , n − 1. Similarly, from Theorem 2.6, one obtains
. . , n − 1. Thus, we obtain the following result generalizing a result given in Gupta and Nagar [9] . Theorem 2.9. Let W 1 , . . . , W n be independent m × m complex random matrices, 
The above result, in the real case, was obtained by Javier and Gupta [12] . This result can also be derived as a corollary of the following theorem. 
where 2F1 is the Gauss hypergeometric function of the Hermitian matrix argument.
Proof. The joint density of W 1 and W 2 is
2 ) H with the Jacobian J(
−m in (13) we get the joint density of U and W 2 as
Now to obtain the marginal density of U , we need to evaluate
where the integration has been carried out using the integral representation of the Gauss hypergeometric function of the Hermitian matrix argument (James [11] , Chikuse [4] ). Integration of W 2 in (14), using (15) and (16) 
. . , a n ; a n+1 ). Then,
. . , a n ; a n+1 + c).
Proof. The joint density of A and (X 1 , . . . , X n ) is given bỹ
−mn in the above expression, we obtain the joint density of (U 1 , . . . , U n ) and A as a 1 , . . . , a n ; a n+1 + c).
The following result is obtained by replacing complex beta type I matrix by a complex Wishart matrix in Theorem 2.12.
Theorem 2.14. Let A and (X 1 , . . . , X n ) be independent, A ∼ CW m ( 
