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L-SPACE KNOTS HAVE NO ESSENTIAL CONWAY SPHERES
TYE LIDMAN, ALLISON H. MOORE, AND CLAUDIUS ZIBROWIUS
Abstract. We prove that L-space knots do not have essential Conway spheres with the tech-
nology of peculiar modules, a Floer theoretic invariant for tangles.
1. Introduction
We consider the problem of whether Dehn surgery along a knot K in S3 produces an L-
space. L-spaces are closed, oriented three-manifolds with the simplest possible Heegaard Floer
homology. This class includes, for example, all three-manifolds with finite fundamental group
[OS05, Proposition 2.3]. While Floer theory has become a very effective modern tool for an-
swering questions about Dehn surgery, a geometric characterization of knots admitting L-space
surgeries remains a difficult outstanding problem. Ozsváth and Szabó established a structure
theorem for the knot Floer homology of such knots [OS05], which allows one to show that they
are fibered [Ghi08, Ni07] and prime [Krc15, HW18, BVV18]. Both properties are inherently
statements about surfaces in the knot exterior. It is natural to ask whether the existence of
certain essential surfaces in the complement of a knot can obstruct non-trivial surgeries yielding
L-spaces. Recall that a Conway sphere is a two-sphere intersecting the knot transversely in four
points. It is essential if the corresponding four-punctured sphere is incompressible in the knot
exterior.
The main purpose of this article is to prove:
Main Theorem. A knot in S3 with a non-trivial L-space surgery admits no essential Conway
sphere.
This answers affirmatively the conjecture posed by the first and second authors in [LM16].
As an immediate corollary, we obtain:
Corollary 1.1. Conway mutation preserves L-space knots. 
We now describe the rough strategy for the proof of this theorem. Following a construction of
the third author, we associate a decorated immersed multicurve HFT(T ) in the four-punctured
sphere to a four-ended (i.e. two-string) tangle T . This multicurve is a geometric realization of a
bordered sutured Heegaard Floer invariant called the peculiar module of T , and the Lagrangian
Floer homology of two such multicurves describes the link Floer homology of a suitable tangle
sum of the two corresponding tangles [Zib20]. Furthermore, a structure theorem has been
established for what the individual components of multicurves can look like [Zib19b]. Each
component is one of two types: rational (which is the immersed curve invariant of a rational
tangle) or irrational. See Figure 4 and Section 3.3 below. The invariant HFT in fact detects
rational tangles [Zib20, Theorem 6.2]. Generalizing rational tangles, a split tangle is a rational
tangle with links possibly tied into either of the strands. A first major step towards the Main
Theorem is a strengthening of this detection result to split tangles, which may be of independent
interest:
Theorem 1.2. HFT(T ) detects split tangles.
See Theorem 4.1 for a more detailed statement of this result.
Now, suppose that a knot K = T1 ∪ T2 is decomposed along a Conway sphere into two four-
ended tangles T1 and T2 as shown in Figure 1. Assuming that this Conway sphere is essential
means that neither T1 nor T2 are split tangles. Then, using Theorem 1.2, we show that HFT(Ti)
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T1 T2 = T1 T2
Figure 1. Two four-ended tangle decompositions defining the link T1 ∪T2. The tangle
T2 is the result of rotating T2 around the vertical axis. By rotating the entire link on
the right-hand side around the vertical axis, we can see that T1 ∪ T2 = T2 ∪ T1.
contains either irrational components or rational components of different slopes. We perform
a case analysis based on the composition of rational and irrational components of HFT(Ti) in
order to analyze their Lagrangian Floer homology, and we show that the knot Floer homology
of K violates Ozsváth and Szabó’s structure theorem for the knot Floer homology of knots
admitting non-trivial L-space surgeries.
Our arguments rely on both the Maslov and Alexander grading structure of the knot Floer
homology of knots admitting L-space surgeries. Hence, we ask the following:
Question 1.3. Is there a knot K admitting an essential Conway sphere such that for all Alexan-
der gradings A, dim ĤFK(K,A) ≤ 1?
The characterization of knots admitting cyclic, or more generally, elliptic or exceptional
surgeries has been a problem of lasting interest and difficulty in three-manifold topology. Our
Main Theorem recovers a result that is proved implicitly in the work of Wu [Wu96, p. 173]. Wu
proved that if such a knot K is the union of two non-split tangles, then either K is a (2, q)-cable
of a composite knot, or the exterior ofK contains an essential lamination which remains essential
after all non-trivial surgeries. In the former case, there is a torus which remains incompressible
after every non-trivial surgery, which makes the fundamental group of surgery infinite. In the
latter, the fundamental group is infinite by results of Gabai and Oertel [GO89].
Since all elliptic three-manifolds are L-spaces, the Main Theorem immediately gives a new
proof of Wu’s result:
Corollary 1.4. Let K be a knot in S3 with an essential Conway sphere. Then pi1(S3p/q(K)) is
infinite for all p/q ∈ Q. 
Additionally we have:
Corollary 1.5. Let K be a hyperbolic knot with a non-trivial L-space surgery. The double
cover of S3 branched over K is either hyperbolic or, up to orientation-reversal, the Seifert
fibered space S2(−1; 12 , 13 , 12n+1) for n ≥ 3.
Proof. Let Σ(K) denote the branched double cover ofK. If Σ(K) is not hyperbolic, then because
K has no essential Conway sphere, Σ(K) is Seifert fibered, and hence K is Montesinos [Pao05,
Section 2]. The hyperbolic Montesinos knots with L-space surgeries are, up to mirroring, the
pretzel knots P (−2, 3, 2n + 1) with n ≥ 3 [BM18]. The branched double covers of these knots
are the Seifert fibered spaces described in the corollary. 
Finally, we mention an open problem. A knot K has an essential n-string tangle decomposi-
tion if there is an embedded sphere that transversally intersects K in 2n points and determines
an essential surface in the knot exterior. If K has no essential n-string tangle decomposition,
then K is called n-string prime. In this terminology, a prime knot is 1-string prime. A knot
without any essential Conway sphere is 2-string prime. Baker and the second author conjecture
[BM18, Conjecture 19] more generally:
Conjecture 1.6. A knot which admits an L-space surgery is n-string prime.
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Outline. In Section 2, we prove some technical lemmas about the knot Floer complexes of
knots with L-space surgeries. In Section 3, we review the immersed curve theory for tangles.
Section 4 is devoted to the proof of Theorem 1.2. In Section 5, we prove the Main Theorem by
carrying out the case analysis based on the types of curve components appearing in HFT.
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2. Knot Floer homology and properties of L-space knots
In the present section we will review the necessary background of knot Floer homology, and
derive some structural properties of knots admitting a non-trivial surgery to an L-space. We
assume the reader is familiar with knot Floer homology in some capacity; our main reference
is [OS04b], and an excellent survey can be found in [Man16]. All Floer homologies will be
computed with coefficients in F = Z/2Z.
With a knot K ⊂ S3 is associated a doubly-filtered chain complex CFK∞(K) over the
polynomial ring F[U,U−1], called the full knot Floer complex of K. This complex is freely
generated by the intersections of two Lagrangians in a symmetric product of a Riemann surface,
constructed with analytical input from a Heegaard diagram. The generators of the complex
carry two integer gradings called the Maslov grading, M , and the Alexander grading, A. There
is also a third grading, δ, defined as A−M . These are collectively referred to as the bigrading,
as any two of these gradings determine the third. The differential ∂∞ of CFK∞(K) decreases
the Maslov grading by one and does not raise the Alexander grading. The action of the variable
U decreases the Maslov grading by two and the Alexander grading by one.
It is often convenient to visualize generators (over F) of the full knot Floer complex C :=
CFK∞(K) as points in the (i, j)-plane. Note that this picture does not take into account the
Maslov or δ-grading. Here, i represents the (negative of the) U -exponent of a generator, and j is
the Alexander grading. Up to chain homotopy equivalence, we may assume that the differential
∂∞ strictly lowers one of the coordinates. For example, the complex corresponding to the torus
knot T (3, 4) is pictured in Figure 3a.
Let ∂ denote the restriction of ∂∞ to C{i = 0}. Then, (C{i = 0}, ∂) is precisely ĈF(S3)
filtered by K. Hence, the total homology with respect to ∂ recovers ĤF(S3), and in particular,
is one-dimensional. The associated graded complex corresponding to the Alexander filtration on
C{i = 0} is ĤFK(K) by our choice of model for CFK∞. This can be rephrased as saying there
is a differential ∂ on ĤFK(K) which decreases the Maslov grading by one, strictly decreases
the Alexander grading, and has one-dimensional homology supported in Maslov grading zero.
Finally, there is an (i, j)-symmetry, in the sense that there is a chain homotopy equivalence
from C{i = 0} to C{j = 0}, which sends C{(0, a)} to C{(a, 0)}.
Recall that an L-space is a rational homology sphere Y for which |H1(Y ;Z)| = dim ĤF(Y ).
A knot K ⊂ S3 admitting some positive Dehn surgery S3p/q(K) which is an L-space is called an
L-space knot.1 There is a relationship between the knot Floer homology of K and the Heegaard
Floer homology of sufficiently large integral surgery ĤF(S3p(K)) [OS04b]. From this relationship,
Ozsváth and Szabó derived the main structural theorem for the knot Floer homology of an L-
space knot [OS05, Theorem 1.2] (see also [OSS17, Theorem 2.10]):
Theorem 2.1. Suppose that K ⊂ S3 admits a positive L-space surgery. Then there exists a
basis {x−`, . . . , x`} for CFK∞(K) with the following properties:
(1) A(xk) = Ak, where A−` < A−`+1 < · · · < Ak < · · · < A`−1 < A`,
1Some authors take as convention that an L-space knot is one for which any non-trivial surgery is an L-space.
We will need to use the structure of the extra differentials on ĤFK(K) which are slightly different for knots with
positive versus negative L-space surgeries.
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(2) Ak = −A−k,
(3) If k ≡ `+ 1 mod 2, then ∂∞(xk) = xk−1 + UAk+1−Akxk+1 and M(xk)−M(xk−1) = 1,
(4) If k ≡ ` mod 2, then ∂∞(xk) = 0 and M(xk)−M(xk−1) = 2(Ak −Ak−1)− 1,
(5) x` is the generator of H∗(C{i = 0}, ∂) ∼= ĤF(S3).
Theorem 2.1 is technically only established for L-space knots. However, for mirrors of L-space
knots, a similar result follows from the Alexander symmetry [OS04b]:
ĤFK−M (mK,−A) ∼= ĤFKM (K,A).
The constraints of Theorem 2.1 imply that CFK∞ of a knot admitting a non-trivial L-space
surgery displays a “staircase structure”, as is shown in Figure 3a. The theorem immediately
implies the following statement, which emphasizes the properties we will rely on most.
Corollary 2.2. If a knot K or its mirror is an L-space knot, then
ĤFK(K) ∼=
⊕`
k=−`
F(Mk,Ak),
where Mk < Mk+1 and Ak < Ak+1 for all k. Further if K is an L-space knot (respectively
mirror of an L-space knot), then Mk = Mk−1 + 1 (respectively Mk+1 = Mk + 1) if k ≡ ` + 1
mod 2.
Let us also observe that for an L-space knot, the Alexander grading of the top-most generator,
the three-genus, smooth four-ball genus and τ invariant agree [OS04a, OS05], that is,
A(x`) = A` = g(K) = |τ(K)| = g4(K).
We will call the final conclusion of Corollary 2.2 the matching structure, which says that
upon ordering the generators by Alexander grading, they come in pairs of consecutive Maslov
gradings, with the exception of exactly one element that sits in either the maximal or the min-
imal Alexander and Maslov gradings. Further, if we order generators of ĤFK(K) by increasing
Alexander grading, this yields the same order as by increasing Maslov grading.
Finally, we recall an observation, attributed to Rasmussen [HW18], that for an L-space knot
the first two Alexander gradings are consecutive:
Proposition 2.3. If K is an L-space knot, with its knot Floer homology described as in Corol-
lary 2.2, then A(x`)−A(x`−1) = A` −A`−1 = 1.
We will show that the converse to Corollary 2.2 also holds. This is perhaps known to some
experts, but we include a proof because it will be crucial to the arguments which follow.
Lemma 2.4. Suppose that
ĤFK(K) ∼=
⊕`
k=−`
F(Mk,Ak),
where Mk < Mk+1 and Ak < Ak+1 for all k. Then K or its mirror is an L-space knot.
Proof. For notation, let xk denote the single generator with Maslov and Alexander grading
(Mk, Ak). Recall that the total differential ∂ on ĤFK(K) lowers Maslov grading by one, strictly
decreases Alexander grading, and has one-dimensional homology. Since the strict orders by
Alexander gradings and Maslov gradings agree, we see that there exists some index −` ≤ k∗ ≤ `
such that ∂(xk∗) = 0 and xk∗ 6∈ im(∂); in other words, xk∗ generates the total homology
ĤF(S3) ∼= F. Further, since the ordering of generators is by both Maslov and Alexander
gradings, aside from k∗, we may match consecutive indices such that ∂(xk) = xk−1. Note that
A(xk∗) is precisely the invariant τ(K), by definition [OS03].
We will reconstruct CFK∞(K) from this data. As before, let C = CFK∞(K); the data we
have specified computes C{i = 0}. Consider now C{j = 0} and note that it consists of U -
translates of the xk. In particular, C{j = 0} has a basis given by UAkxk, which has coordinates
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x0
x1
x2
x−1
x−2
U3x2
U2x1
U−2x−1
U−3x−2
Figure 2. A superposition of the complexes C{i = 0} and C{j = 0} for a purported
example illustrating the (i, j)-symmetry when k∗ = 0 and ` = 2. Note that the Maslov
grading of x0 is 0, while the Maslov grading of x1 determines the Maslov gradings of all
generators other than x0 by symmetry and the U -action.
(−Ak, 0) in the (i, j)-plane. The (i, j)-symmetry of CFK∞ in fact implies that the differential
in C{j = 0} sends UA−kx−k to UA−k+1x−k+1 precisely when ∂(xk) = xk−1. This is illustrated
in Figure 2. Extending by U -equivariance gives the complete complex CFK∞, up to possible
diagonal arrows, that is, possibly excluding terms which both pick up powers of U and strictly
decrease the Alexander grading. We will write ∂∞0 for the component of the total differential
without diagonal arrows.
We consider three cases:
Case 1: k∗ = `. In this case, we see that (CFK∞(K), ∂∞0 ) has the “staircase” structure from
Theorem 2.1. By this, we mean that the complex is of the form
∂∞0 (xk) =
{
xk−1 + UAk+1−Akxk+1 if k ≡ `+ 1 mod 2,
0 if k ≡ ` mod 2.
See Figure 3a for a specific example.
It follows from the large surgery formula of [OS04b] that K is an L-space knot if
H∗(C{max{i, j − s} = 0})
is one-dimensional for every s. It is easy to see that a knot Floer complex with a staircase
structure satisfies this condition. Further, the addition of diagonal arrows in ∂∞ does not affect
the complex C{max{i, j − s} = 0}, and so we see that K is an L-space knot, regardless of any
diagonal arrows. Indeed, any diagonal arrow decreases both i and j by at least 1, and hence its
image is outside of the subquotient complex C{max{i, j − s} = 0}.
Case 2: k∗ = −`. Since ĤFKM (mK,A) ∼= ĤFK−M (K,−A), the mirror of K also satisfies
the hypotheses of the lemma. Further, the mirror has k∗ = `, since τ changes sign under
mirroring. Applying the previous case, we see that the mirror of K is an L-space knot.
Case 3: −` < k∗ < `. We will show by contradiction this case does not happen. Note that
in fact we must have −` + 1 < k∗ < ` − 1, for if k∗ = ` − 1, then ∂(x`) = ∂(x`−1) = 0, which
implies the total homology of C{i = 0} is at least two-dimensional, which is a contradiction.
A similar argument applies when k∗ = −` + 1 by mirroring. Therefore, ∂(x`) = x`−1 and by
U -equivariance and the (i, j)-symmetry, we observe that in C{j = 0}, the differential sends
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(a) (b)
Figure 3. Two examples of vertical and horizontal differentials in CFK∞(K). The
example (a) illustrates the case k∗ = ` in the proof of Lemma 2.4 for ` = 2. This is in
fact CFK∞(T3,4). The example (b) illustrates the case k∗ = 0 when ` = 2. As we will
see, this complex cannot be realized by any knot.
UA`−1x`−1 to UA`x`. By U -equivariance and Proposition 2.3 we have
∂∞0 (x`) = x`−1 and ∂∞0 (x`−1) = UA`−A`−1x` = Ux`.
See for example Figure 3b.
We claim in fact that ∂∞0 (x`) = ∂∞(x`). Suppose U cxk appears in ∂∞(x`). Since the U -
powers provide a filtration on CFK∞, we know that c ≥ 0. Further, M(U cxk) = M(xk) − 2c.
Therefore M(x`)−M(U cxk) = 1 if only if c = 0 and k = `− 1, where the ‘if’ direction follows
from Proposition 2.3. Thus, ∂∞(x`) = ∂∞0 (x`). But now, ∂∞ ◦ ∂∞ is non-zero on x`. This
contradicts that ∂∞ is a differential on CFK∞(K). 
We also make use of a more coarse property of L-space knots, for which we introduce notation.
Definition 2.5. A bigraded vector space is skeletal if the rank of each summand of fixed
Alexander grading is at most 1. A knot is called skeletal if ĤFK(K) is skeletal.
Example 2.6. By Theorem 2.1, L-space knots and their mirrors are skeletal.
Finally, we will collect the following property of two-bridge knots that will be useful later.
Lemma 2.7. Let Qr, Qs be rational tangles of slopes r, s respectively. Then if Qr ∪ Qs is a
skeletal knot, it is the torus knot T (2, n) for some odd n. In particular, the knot Floer homology
is supported in consecutive Maslov and Alexander gradings.
Proof. It is well-known that two-bridge knots are alternating. By [OS05, Proposition 4.1], the
only alternating knots that are skeletal are the torus knots T (2, n) for odd n. The claim about
gradings follows by combining Theorem 2.1 with the structure of the Alexander polynomial of
T (2, n) torus knots. 
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3. Review of immersed curves for tangles
In this section, we review some properties of the immersed curve invariant HFT of four-ended
tangles due to the third author [Zib20, Zib19b]. We also establish some new results and tools
that we will make use of in the proof of the Main Theorem.
3.1. The definition of HFT. Given an oriented four-ended tangle T in a three-ball B3, the
invariant HFT(T ) takes the form of a collection of immersed curves with local systems on the
boundary of B3 minus the four tangle ends ∂T . These immersed curves with local systems are
defined in two steps, which we sketch below; for details, we refer the reader to [Zib20].
First, one fixes a particular auxiliary parametrization of ∂B3 r ∂T by four embedded arcs
which connect the tangle ends. For example, the four gray dotted arcs in Figure 4a define
such a parametrization for the (2,−3)-pretzel tangle. A tangle with such a parametrization
can be encoded in a Heegaard diagram (Σ,α,β), where Σ is some surface with marked points.
From this, one defines a relatively bigraded curved chain complex CFT∂(T ) over a certain fixed
F-algebra A∂ as the multi-pointed Heegaard Floer theory of the triple (Σ,α,β), similar to
Ozsváth and Szabó’s link Floer homology [OS08]. One can show that the relatively bigraded
chain homotopy type of CFT∂(T ) is an invariant of the tangle T with the chosen parametrization
[Zib20, Theorem 2.17].
The second step in the definition of HFT(T ) uses a classification of curved chain complexes
over the algebra A∂ . The classification says that the chain homotopy classes of bigraded chain
complexes over A∂ are in one-to-one correspondence with free homotopy classes of bigraded
immersed multicurves with local systems on a four-punctured sphere, which we will denote
by S24 [Zib20, Theorem 0.4]. By immersed curves, we mean immersions of S1 into S24 that
define primitive elements of pi1(S24); local systems are decorations of such immersed curves by
invertible matrices over F, which are considered up to matrix similarity. Alternatively, one
can regard local systems as vector bundles up to isomorphism, where F is equipped with the
discrete topology. Multiple parallel immersed curves (in the same bigrading) can be regarded as
a single curve with a local system which is the direct sum of the individual local systems. This
viewpoint, however, is only necessary for the classification result. Instead, we will often assume
the opposite extreme viewpoint and treat the trivial n-dimensional local system as n distinct
parallel curves. The bigrading on immersed curves, and in particular the Alexander grading, is
described in more detail in Subsections 3.5 and 3.6 below. The correspondence between curved
complexes and immersed multicurves uses a parametrization of S24 which is identical to the
parametrization of ∂B3r∂T . We will generally assume that the multicurves intersect the fixed
parametrization minimally. Then, roughly speaking, these intersection points correspond to
generators of the according curved chain complexes and paths between those intersection points
correspond to the differentials. Finally, HFT(T ) is defined as the collection of relatively bigraded
immersed curves on S24 which corresponds to the curved complex CFT∂(T ). The orientation
of the tangle T only affects the bigrading. One can show that the identification of S24 with
∂B3 r ∂T is natural; that is to say, if a tangle T ′ is obtained from T by adding twists to the
tangle ends, the complex CFT∂(T ′) determines a new set of immersed curves HFT(T ′), which
agrees with the one obtained by twisting the immersed curves HFT(T ) accordingly [Zib19b,
Theorem 0.2]:
Theorem 3.1. The invariant HFT commutes with the action of the mapping class group of
∂B3 r ∂T .
Example 3.2. Figure 4b shows the four-punctured sphere S24 , drawn as the plane plus a
point at infinity minus the four punctures labelled 1, 2, 3, and 4, together with the standard
parametrization which identifies S24 with ∂B3 r ∂T . The dashed curve along with the two
immersed curves winding around the punctures form the invariant HFT(T2,−3) for the (2,−3)-
pretzel tangle [Zib20, Example 2.26]. All three components of this invariant carry the (unique)
one-dimensional local system.
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3˜
3˜
3˜
3˜
3˜
(c)
Figure 4. The pretzel tangle T2,−3 in the three-ball (a), its invariant HFT(T2,−3) in
S24 (b), and the lift of HFT(T2,−3) to R2 r Z2 (c)
Example 3.3. A (parametrized) tangle is called rational if it is obtained from the trivial tangle
by adding twists to the tangle ends. The name rational tangle originated with Conway, who
showed that these tangles are in one-to-one correspondence with fractions pq ∈ QP1 [Con70].
We denote the rational tangle corresponding to a slope s ∈ QP1 by Qs. The invariant HFT(Qs)
consists of a single embedded curve which is the boundary of a disk embedded into B3 that
separates the two tangle strands of Qs [Zib20, Example 2.25]. The local system on this curve
is one-dimensional.
It is known that HFT detects rational tangles, as follows.
Theorem 3.4. [Zib20, Theorem 6.2] A tangle T is rational if and only if HFT(T ) consists of
a single embedded component carrying the unique one-dimensional local system.
3.2. A gluing theorem for HFT. The invariant HFT(T ) can be also defined via Zarev’s
bordered sutured Heegaard Floer theory [Zar09]. In this alternative construction, the curved
chain complex CFT∂(T ) is replaced by an (a posteriori equivalent) algebraic object, namely the
bordered sutured type D structure associated with the tangle complement which is equipped
with a certain bordered sutured structure; for details, see [Zib19b, Section 5]. This perspective
allows one to prove the following gluing result [Zib20, Theorem 5.9] which relates the invariant
HFT to link Floer homology ĤFL via Lagrangian Floer homology HF. For notation, throughout
the rest of this article, let V be a two-dimensional vector space supported in a single relative
δ-grading and two consecutive relative Alexander gradings. Also, we will always assume that
tangles are glued as in Figure 1.
Theorem 3.5. Let L = T1 ∪ T2 be the result of gluing two oriented four-ended tangles T1
and T2 together such that their orientations match. Let mr(T1) be the mirror image of T1 with
the orientation of all components reversed. Then
ĤFL(L)⊗ V ∼= HF (HFT(mr(T1)),HFT(T2))
if the four open components of the tangles become identified to the same component and
ĤFL(L) ∼= HF (HFT(mr(T1)),HFT(T2))
otherwise.
The Lagrangian Floer homology HF(γ, γ′) of two immersed curves with local systems γ and
γ′ is a vector space generated by intersection points between the two curves. More precisely, one
first arranges that the components are transverse and do not cobound immersed annuli; then,
HF(γ, γ′) is the homology of the following chain complex: For each intersection point between
γ and γ′, there are n ·n′ corresponding generators of the underlying chain module, where n and
n′ are the dimensions of the local systems of γ and γ′, respectively. The differential is defined
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by counting certain bigons between these intersection points. As a consequence, the dimension
of HF(γ, γ′) is equal to the minimal intersection number between the two curves times the
dimensions of their local systems, provided that the curves are not parallel. If the curves are
parallel, the dimension of HF(γ, γ′) may be greater than the minimal geometric intersection
number for certain choices of local systems; for details, see [Zib20, Sections 4.5 and 4.6, in
particular Theorem 4.45]. For a more explicit example, suppose γ and γ′ are parallel embedded
curves of the same slope equipped with local systems of dimensions n and n′ respectively.
Then, dim HF(γ, γ′) can realize any even number between 0 and 2n · n′, depending on the
local systems, even though the minimal geometric intersection number between these curves is
zero. Throughout, we will always assume that γ and γ′ intersect minimally without cobounding
immersed annuli.
HFT(mr(T1)) can be easily computed from HFT(T1). For this, let mr be the involution of S24
whose fixed point set is the punctures and arcs in the parametrization and which interchanges
the two components of the complement of the fixed set. Then one can show [Zib20, Definition 5.3
and Proposition 5.4]:
Lemma 3.6. For any four-ended tangle T , HFT(mr(T )) ∼= mr(HFT(T )).
For example, HFT(Q−s) ∼= mr(HFT(Qs)).
In this paper, we are primarily interested in the statement of Theorem 3.5 for the case when
T1 ∪ T2 is a knot. We therefore introduce the following notation: Suppose for two collections of
bigraded immersed curves Γ1 and Γ2, there exists a bigraded vector space W which satisfies
W ⊗ V ∼= HF(Γ1,Γ2).
Then we denote this vector space W by H˜F(Γ1,Γ2). Note that it is well-defined up to relatively
bigraded isomorphism, since HF(Γ1,Γ2) is finite dimensional. Hence, we have:
Theorem 3.7. If T1 ∪ T2 in Theorem 3.5 is a knot and Γi = HFT(Ti) for i = 1, 2, then
ĤFK(T1 ∪ T2) ∼= H˜F (mr(Γ1),Γ2) .
3.3. The geography problem for components of HFT. Often, it is useful to consider the
immersed curves in a covering space of S24 , namely the plane R2 minus the integer lattice Z2.
We may think of R2 as the universal cover of the torus which is the double branched cover of
the sphere S2 branched at four marked points; then the integer lattice Z2 is the preimage of the
branch set. This covering space is illustrated in Figure 4c, where the standard parametrization
of S24 has been lifted to R2 r Z2 and the front face and its preimage under the covering map
are shaded grey. The preimages of a puncture i of S24 are labelled i˜. This picture also includes
the lifts of the curves in HFT(T2,−3). The lift of the embedded (dashed) curve is a straight line
of slope 12 . More generally, the lift of an embedded curve which looks like the invariant of a
p
q -rational tangle is a straight line of slope
p
q . We call such curves rational and denote them
by r(pq ). The lifts of the two non-embedded components of HFT(T2,−3) look more complicated.
Remarkably, however, this example shows almost all the complexity of the immersed curves
that can appear as components of HFT(T ) for four-ended tangles T .
To understand the geography of components of HFT in general, observe that the linear action
on the covering space R2 r Z2 by SL2(Z) corresponds to Dehn twisting in S24 , or equivalently,
adding twists to the tangle ends [Zib19b, Observation 3.2]. We call a curve in S24 irrational if,
after some twisting, it is equal to the curve in(0; i, j) whose lift to R2rZ2 is shown in Figure 5.
Note that the lift of any such curve can be isotoped into an arbitrarily small neighborhood of
a straight line of some rational slope pq ∈ QP1 going through some punctures i˜ and j˜, in which
case we denote this curve by in(pq ; i, j) = in(
p
q ; j, i). One can then show [Zib19b, Theorem 0.5]:
Theorem 3.8. For a four-ended tangle T , the underlying curve of each component of HFT(T )
is either rational or irrational. Moreover, if it is irrational, its local system is equal to an
identity matrix.
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j˜ j˜i˜ i˜j˜ j˜i˜ j˜i˜ i˜· · · · · ·
2n−1︷ ︸︸ ︷
︸ ︷︷ ︸
2n−1
Figure 5. The lift of the curve in(0; i, j), where n ∈ N and (i, j) = (4, 1) or (2, 3)
For example, we can now write HFT(T2,−3) as the union of the rational curve r(12) and the
two irrational components i1(0; 4, 1) and i1(0; 2, 3). Irrational components for n > 1 show up in
the invariants of two-stranded pretzel tangles with more twists [Zib20, Theorem 6.9]. Whether
rational components with non-trivial local systems appear in HFT is currently not known.
3.4. Properties of HFT. The following result is a simplified version of [Zib19b, Theorem 0.10]
which is sufficient for our purposes.
Theorem 3.9 (Conjugation symmetry). Let i, j, k, and l be integers such that {i, j, k, l} =
{1, 2, 3, 4}. Moreover, let pq ∈ QP1. Then, for any four-ended tangle T , the numbers of compo-
nents of the form in(pq ; i, j) and in(
p
q ; k, l) in HFT(T ) agree.
There are also restrictions on rational components. The following is [Zib20, Observation 6.1]:
Lemma 3.10. Each rational component of HFT(T ) separates the four punctures into two pairs,
which agrees with how the two open components of T connect the tangle ends.
Corollary 3.11. If T1 ∪ T2 is a knot, then Qr ∪ Qs is a knot for any rational slopes r and s
appearing as rational curve components in HFT(T1) and HFT(T2). 
Corollary 3.12. Suppose T1 ∪T2 is a knot. Then for the purpose of computing the Lagrangian
Floer homology of mr HFT(T1) and HFT(T2), we may assume that neither mr HFT(T1) nor
HFT(T2) contain any curves with local systems.
Proof. By Theorem 3.8, only rational components may carry non-trivial local systems. By
Corollary 3.11, no two rational components from each of mr HFT(T1) and HFT(T2) are paral-
lel. For computing the Lagrangian Floer homology between two non-parallel curves, only the
dimensions of the local systems matter [Zib20, Theorem 4.45]. So we may as well split any ratio-
nal component with an n-dimensional local system into n parallel copies with one-dimensional
trivial local systems. 
The following result is new:
Proposition 3.13. For any tangle T without closed components, the number of rational curves
in HFT(T ) weighted by the dimensions of their local systems, is odd. So in particular, for such
tangles, there is at least one rational curve whose local system has an odd dimension.
Proof. The tangle T admits a closure to a knotK, i.e. a link with just one component. Note that
this implies that the rational curve corresponding to the rational tangle closure is not parallel
to any component of HFT(T ) by Lemma 3.10. The pairing of this rational curve with any
closed immersed curve with local system is even-dimensional. Since by conjugation symmetry
(Theorem 3.9), irrational components of HFT(T ) appear in pairs, the number of generators that
the irrational components of HFT(T ) contribute to V ⊗ĤFK(K) is divisible by 4. Each rational
component of HFT(T ) with local system Xi of dimension di contributes Fdi ⊗ V ⊗ ĤFK(Ki)
for some two-bridge knot Ki, possibly shifted in bigrading, by Corollaries 3.11 and 3.12. Now,
ĤFK(Ki) and ĤFK(K) have odd rank, so the claim follows. 
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Figure 6. Basic regions illustrating the definition of the bigrading on a single curve
3.5. The bigrading on HFT. Like link Floer homology, the invariant HFT comes with a
relative bigrading. The following is a reformulation of [Zib20, Definitions 4.28 and 5.1], see also
[Zib19b, Definition 1.7].
Let us consider the δ-grading first. The δ-grading of an immersed multicurve Γ is a function
δ : G(Γ) −→ 12Z
where G(Γ) is the set of intersection points between the parametrization of S24 and Γ, assuming as
usual that this intersection is minimal. The function δ is subject to the following compatibility
condition: Suppose x, x′ ∈ G(Γ) are two intersection points such that there is a path ψ on Γ
which connects x to x′ without meeting any parametrizing arc, except at the endpoints. We
distinguish three cases, which are illustrated in Figure 6. The path can turn left (a), it can go
straight across (b), or it can turn right (c). Then
δ(x′)− δ(x) =

1
2 if the path ψ turns left,
0 if the path ψ goes straight across,
−12 if the path ψ turns right.
The δ-grading on HFT(T ) is well-defined up to a constant.
The Alexander grading is defined similarly. First, we define an ordered matching as a
partition {(i1, o1), (i2, o2)} of {1, 2, 3, 4} into two ordered pairs. A four-ended tangle gives rise
to such an ordered matching, according to which pairs of tangle ends are connected; the order
is determined by the orientation of the two open components of the tangle: We order each pair
of tangle ends such that the inward pointing end comes first, the outward pointing end second.
Given such an ordered matching, the Alexander grading is a function
Aˆ : G(Γ) −→ A := Z4/(ei1 + eo1 , ei2 + eo2),
where ej is the jth unit vector in Z4, satisfying the following compatibility condition: If ψ : x→
x′ is a path as in the discussion of the δ-grading above, then
Aˆ(x′)− Aˆ(x) = (a1, a2, a3, a4) ∈ A, where aj =
{−1 if j lies to the left of ψ
0 if j lies to the right of ψ.
The ordering on the pairs in our ordered matching then determines a homomorphism
A −→ 12Z, (a1, a2, a3, a4) 7→ 12(ε1a1 + ε2a2 + ε3a3 + ε4a4),
where εi1 = εi2 = +1 and εo1 = εo2 = −1. This specifies a univariate Alexander grading
A : G(Γ) −→ 12Z.
Given a four-ended tangle T , the univariate Alexander grading A on HFT(T ) is defined using
the ordered matching determined by T . The grading is well-defined up to a constant. It
corresponds to the univariate Alexander grading on link Floer homology. However, for general
computations, it is usually more convenient to use Aˆ instead as it does not require us to choose
a particular orientation in advance. (One can also define a multivariate Alexander grading, but
we do not need it in this paper.)
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The third grading, the homological grading, is defined by A−δ, and corresponds to the Maslov
grading. When comparing our notation to [Zib19a, Zib20, Zib19b], note that our Alexander
grading Aˆ is denoted by A in those papers, while our A is equal to 12A.
3.6. The Alexander grading of curves in the covering space for HFT. The purpose of
this subsection is to develop tools that enable us to better understand the Alexander grading
in terms of the covering space R2 r Z2 of the four-punctured sphere S24 . The ideas are very
similar to the ones used in [KWZ20] to study the δ-grading. Most results in this subsection are
true for arbitrary curves in R2 r Z2. Nonetheless, we will implicitly assume throughout that
all curves are lifts of rational or irrational curves. For notation, any symbol decorated with a
tilde˜will denote the lift to R2 rZ2 of an object in S24 represented by the same symbol. In the
following, we will treat all points in the integer lattice as marked points. Let us denote by P
the union of the integer lattice points with the preimage of the parametrization of S24 .
Definition 3.14. Suppose Γ = {γ˜1, . . . , γ˜n} is a set of curves in R2rZ2 which avoid the integer
lattice points such that P ∪Γ = P ∪ γ˜1∪· · ·∪ γ˜n is a planar graph whose vertices have all valence
four. P ∪ Γ divides the plane into polygons, which we call regions. A domain is a formal
linear combination of regions. In other words, a domain is an element of H2(R2, P ∪ Γ). Then,
given an integer lattice point ◦˜ labelled by i˜ and a domain ϕ, define an element Aˆ(ϕ, ◦˜) ∈ A
by setting its ith component equal to the sum of the multiplicities of the domain ϕ in the four
regions adjacent to ◦˜ and setting all other components equal to 0. We then define the Alexander
grading Aˆ(ϕ) ∈ A of ϕ as the sum of Aˆ(ϕ, ◦˜), where ◦˜ ranges over all integer lattice points.
Note that Aˆ(ϕ, ◦˜) = 0 for all but finitely many integer lattice points ◦˜, so Aˆ(ϕ) is well-defined.
Also, the Alexander grading of domains is additive in the sense that for any two domains ϕ
and ψ, Aˆ(ϕ+ ψ) = Aˆ(ϕ) + Aˆ(ψ).
Remark 3.15. The figures in this paper follow the same conventions as in [Zib20]: We use
the right-hand rule to determine the orientation of domains and the normal vector fields of S24
and R2 r Z2 are pointing into the page. Thus, the boundary of a region of multiplicity +1 is
oriented clockwise. For bigons such as the one in Figure 8b, this convention means that red
Lagrangians are “on the left” and blue Lagrangians are “on the right”.
Definition 3.16. Given an absolutely Alexander graded curve γ (in the sense of Subsection 3.5),
consider two intersection points x˜ and x˜′ of a lift γ˜ with the integer lattice graph P . A con-
necting domain from x˜ to x˜′ is a domain ϕ ∈ H2(R2, P ∪ γ˜) with the property
∂
(
∂ϕ ∩ γ˜
)
= x˜− x˜′.
For readers familiar with Heegaard Floer homology, it might be helpful to think of the curve γ˜
as playing the role of a β-curve and P playing the role of an α-curve.
Lemma 3.17. With notation as in Definition 3.16,
Aˆ(x′)− Aˆ(x) = − Aˆ(ϕ).
Proof. Figure 6 shows the images of domains consisting of just a single region under the covering
map R2 r Z2 → S24 . For these domains, the lemma follows directly from the definition of
the Alexander grading. So let us consider a general connecting domain ϕ from x˜ to x˜′. By
hypothesis, ∂ϕ ∩ γ˜ is a 1-chain connecting x˜′ to x˜. Since γ is assumed to be rational or
irrational, there are no cycles in this 1-chain, so it is simply a path from x˜′ to x˜. Then, this
path can be written as the intersection of γ˜ with the boundary of ϕ′, a connecting domain which
is a sum of finitely many of the basic regions from Figure 6. The difference ϕ− ϕ′ is a domain
whose boundary lies entirely in P , so it consists entirely of square regions, whose Alexander
gradings vanish. 
Definition 3.18. Let • ∈ HF(γ, γ′) be an intersection point between two absolutely Alexander
graded curves γ and γ′. Consider two lifts γ˜ and γ˜′ of these curves such that they intersect
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Figure 7. Basic connecting domains illustrating the first part of the proof of
Lemma 3.19
at a lift •˜ of the intersection point •. A connecting domain for •˜ from γ˜ to γ˜′ is a domain
ϕ ∈ H2(R2, P ∪ γ˜ ∪ γ˜′) with the property
∂
(
∂ϕ ∩ γ˜
)
= x˜− •˜ and ∂
(
∂ϕ ∩ γ˜′
)
= •˜ − y˜ for some x˜ ∈ γ˜ ∩ P and y˜ ∈ γ˜′ ∩ P .
Given two bigraded curves γ and γ′, one can define a bigrading on HF(γ, γ′). The reader
unfamiliar with [Zib20] may take the following result as a definition for the Alexander grading
on HF(γ, γ′).
Lemma 3.19. With notation as in Definition 3.18, the Alexander grading of • is equal to
Aˆ(y)− Aˆ(x) + Aˆ(ϕ).
Observation 3.20. The domain −ϕ is a connecting domain for a lift of the same intersection
point •, but regarded as an intersection point from γ′ to γ. Therefore:
Aˆ(• ∈ HF(γ, γ′)) = − Aˆ(• ∈ HF(γ′, γ)).
Proof of Lemma 3.19. If the domain ϕ consists of a single region of multiplicity 1, then up
to rotation, there are only four cases, namely those shown in Figure 7. The lemma then
follows directly from [Zib20, Definition 5.1], since in each of those cases, the intersection point
corresponds to some algebra element a ∈ A∂ and its Alexander grading Aˆ(a) is equal to Aˆ(ϕ)
[Zib19b, Definition 1.7]. Let us now consider a general connecting domain ϕ. Then near •˜, ϕ
looks like one of the basic connecting domains ϕ′ that we have just considered (up to adding
multiples of square regions or basic regions from Figure 6). Suppose ϕ′ connects x˜′ ∈ γ˜ ∩ P to
y˜′ ∈ γ˜′ ∩ P . Then, as we have just verified,
Aˆ(• ∈ HF(γ, γ′)) = Aˆ(y′)− Aˆ(x′) + Aˆ(ϕ′).
Let ϕx and ϕy be connecting domains from x˜ to x˜′ and from y˜′ to y˜, respectively. Then, by
Lemma 3.17,
Aˆ(x′)− Aˆ(x) = − Aˆ(ϕx) and Aˆ(y)− Aˆ(y′) = − Aˆ(ϕy).
Combining all three relations, we see that
Aˆ(• ∈ HF(γ, γ′)) = Aˆ(y)− Aˆ(x) + Aˆ(ϕx + ϕ′ + ϕy).
By construction, the difference between ϕx +ϕ′ +ϕy and ϕ is a sum of square regions, so their
Alexander gradings coincide. 
Definition 3.21. Let n ∈ N with n > 1. Suppose for i = 1, . . . , n, γ˜i is some curve in R2 r Z2
and xi ∈ HF(γi, γi+1) is an intersection point from γi to γi+1, where we take indices modulo n.
A domain for tuples (γ˜i)i=1,...,n and (x˜i)i=1,...,n is a domain ϕ which satisfies
∂
(
∂ϕ ∩ γ˜i
)
= x˜i−1 − x˜i,
where, again, indices are taken modulo n.
The square from Figure 8a shows an example of such a domain for n = 4.
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Figure 8. A once-punctured quadrilateral in R2rZ2 illustrating Definition 3.21 (a), a
once-punctured bigon connecting intersection points x, y ∈ HF(γ, γ′) between two curves
γ and γ′ in S24 as in Lemma 3.23 (b) and an illustration of the proof of Lemma 3.25 (c)
Proposition 3.22. With notation as in Definition 3.21, suppose the curves γi carry an absolute
Alexander grading. Then,
n∑
i=1
Aˆ(xi) = Aˆ(ϕ).
Proof. For each i = 1, . . . , n, choose some intersection point y˜i of γ˜i with P . Then we can write
ϕ as a sum of n connecting domains ϕi for x˜i from y˜i to y˜i+1. By Lemma 3.19,
Aˆ(xi) = Aˆ(yi+1)− Aˆ(yi) + Aˆ(ϕi)
for i = 1, . . . , n. Taking the sum over all n equations, we obtain the desired identity. 
Lemma 3.23. Suppose two curves γ and γ′ on S24 intersect in x, y ∈ HF(γ, γ′) such that
there is a bigon covering a tangle end i as shown in Figure 8b. Then, with notation as in
Subsection 3.5, Aˆ(y)− Aˆ(x) = −2ei ∈ A, so A(y)−A(x) = −εi.
Proof. Consider the branched double cover of the bigon in R2 r Z2, which is illustrated in
Figure 8a. In this picture, the curves γ˜1 and γ˜3 are lifts of γ, and γ˜2 and γ˜4 are lifts of γ′.
Moreover, x˜1 ∈ γ˜1 ∩ γ˜2 and x˜3 ∈ γ˜3 ∩ γ˜4 are lifts of x ∈ HF(γ, γ′), and x˜2 ∈ γ˜3 ∩ γ˜2 and
x˜4 ∈ γ˜1 ∩ γ˜4 are lifts of y ∈ HF(γ, γ′). Then, by Proposition 3.22 and Observation 3.20,
4ei = Aˆ(x1)− Aˆ(x2) + Aˆ(x3)− Aˆ(x4) = 2 Aˆ(x)− 2 Aˆ(y). 
Remark 3.24. One can show that in the situation of Lemma 3.23, the δ-gradings of the
intersection points x and y agree. Morally, this is because the δ-grading agrees with the Maslov
grading in Lagrangian Floer homology, which vanishes on once-punctured bigons. To prove
this more rigorously, one can either use the techniques developed in [KWZ20] for studying
the δ-grading, which are analogous to the techniques we are using here, or one can do this
computation directly as done in the examples in [Zib20, Subsection 5.2].
Lemma 3.25. Let γ1, γ2, ϑ1, and ϑ2 be four curves in S24 such that γi and ϑj have different
slopes for all i, j ∈ {1, 2} and suppose that γ2 and ϑ2 are rational. Then there exist generators
xij ∈ HF(γi, ϑj) such that
Aˆ(x11) + Aˆ(x22) = Aˆ(x12) + Aˆ(x21).
In fact, for any x11 ∈ HF(γ1, ϑ1), there exist elements x12, x21, and x22 with this property.
Proof. Let us start by lifting the curves γ1 and ϑ1 to curves γ˜1 and ϑ˜1 in R2rZ2 such that γ˜1 and
ϑ˜1 intersect at a lift x˜11 of the chosen intersection point x11 ∈ HF(γ1, ϑ1). After some homotopy,
we may assume that the curves γ˜1 and ϑ˜1 are contained in ε-neighborhoods of straight lines
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such that the intersection U of those neighborhoods contains at most a single integer lattice
point. Any straight line in R2rZ2 which has the same slope as γ2 and which does not intersect
the integer lattice points can be regarded as a lift of γ2. The same is true, of course, for ϑ2. In
particular, we may choose lifts γ˜2 and ϑ˜2 of γ2 and ϑ2, respectively, such that the intersection
point x˜22 between ϑ˜2 and γ˜2 lies arbitrarily close to x˜11. If x˜22 and x˜11 are sufficiently close,
the intersection points x˜ij ∈ γ˜i ∩ ϑ˜j define a convex quadrilateral x˜11x˜21x˜22x˜12 which is entirely
contained in U and does not contain any integer lattice point, as illustrated in Figure 8c. This
quadrilateral defines a domain for the tuples (γ˜1, ϑ˜1, γ˜2, ϑ˜2) and (x˜11, x˜′21, x˜22, x˜′12), where x˜′21
and x˜′12 are the points x˜21 and x˜12 regarded as elements of ϑ˜1 ∩ γ˜2 and ϑ˜2 ∩ γ˜1, respectively. By
Proposition 3.22,
Aˆ(x11) + Aˆ(x′21) + Aˆ(x22) + Aˆ(x′12) = 0.
By Observation 3.20, Aˆ(x′21) = − Aˆ(x21) and Aˆ(x′12) = − Aˆ(x12). So the claim follows. 
4. Detection of split tangles
The goal of this section is to prove Theorem 1.2, namely HFT detects split tangles. Recall
that a tangle T is split if there exists an essential curve in ∂B3 r ∂T which bounds a disk in
B3 r T . We will in fact show the following version of Theorem 1.2, which is slightly stronger.
Theorem 4.1. A tangle T is split if and only if HFT(T ) only contains rational components
that all have the same slope. If T is split, the local systems on those components are trivial.
To state the next proposition, let V ′ be a bigraded two-dimensional vector space in consecutive
δ-gradings and identical Alexander gradings. Moreover, let us define the tensor product of a
bigraded vector space W with an immersed curve γ (with local system). First we choose a
homogeneous basis {wi} for W . Then, γ ⊗ W consists of dimW copies of γ where the δ-
and Alexander grading functions of the ith component are uniformly shifted according to the
bigrading of wi.
Proposition 4.2. For any tangle T and any link L,
HFT(T q L) ∼=
(
V ′ ⊗ ĤFK(L)
)
⊗HFT(T ).
Moreover, if T1 and T2 are two-ended tangles and T is their disjoint union as shown in Figure 9,
then
HFT(T ) ∼=
(
ĤFK(L1)⊗ ĤFK(L2)
)
⊗HFT(Q∞),
where L1 and L2 are the links obtained as the closures of T1 and T2, respectively.
Proof. This follows from the usual Künneth principle for taking disjoint unions and connected
sums in Heegaard Floer theory [OS08, Section 11]. The relevant addition here is that the
immersed multicurve associated with a direct sum of two curved complexes is the union of the
multicurves associated with each individual complex. 
The same result is true with respect to the multivariate Alexander gradings if we replace
ĤFK(L) with the multivariate Alexander-graded ĤFL(L) and use a multivariate Alexander
grading on the tangle invariant.
T1 T2
1
2 3
4
Figure 9. A split tangle
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Proof of Theorem 4.1. Suppose that HFT(T ) does not contain any irrational component and
that all rational components have the same slope. Thanks to naturality of HFT(T ) under
twisting (Theorem 3.1), it suffices to show that if this slope is ∞, then T looks like Figure 9.
Let (M, γˆ) be the tangle complement equipped with a single suture parallel to the rational
component, two meridional sutures around the two tangle ends 3 and 4 and one pair of oppositely
oriented meridional sutures on each closed component of T . By [Zib19a, Theorem 6.3], the
intersection points of HFT(T ) with an arc on S24 of slope ∞ between the two tangle ends 1
and 2 compute the sutured Floer homology SFH(M, γˆ) of this balanced sutured manifold. By
assumption, there are no such intersection points, so this sutured Floer homology vanishes.
We can simplify (M, γˆ). Let γ be the set of sutures obtained from γˆ by removing the
meridional sutures around the two tangle ends 3 and 4. By Lemma 3.10, these two meridional
sutures lie on the same tangle component. (M,γ) is also a balanced sutured manifold. Therefore,
we can apply Juhász’s surface decomposition formula [Juh08, Proposition 8.6] to show that
SFH(M,γ)⊗ F2 ∼= SFH(M, γˆ),
see for example [Zib19a, Proof of Theorem 6.7]. So we also obtain that SFH(M,γ) = 0.
By [Juh08, Theorem 1.4], this implies that (M,γ) is not taut.
Without loss of generality, we may assume that T does not contain an unlinked closed compo-
nent; otherwise, we can use the first part of Proposition 4.2 to reduce to this case. So we may as-
sume thatM is irreducible. Then there are only two possible reasons for why (M,γ) could not be
taut: Either R(γ), i.e. the boundary ofM minus a tubular neighborhood of the sutures γ, is not
Thurston norm minimizing in H2(M,γ) or it is compressible. Equivalently, this is true for one
of the components R−(γ) or R+(γ) of R(γ), since [R(γ)] = 2[R−(γ)] = 2[R+(γ)] ∈ H2(M,γ).
Note that R−(γ) and R+(γ) both consist of an annulus for each closed component of T and a
single genus one surface with one boundary component, which is parallel to the suture γ. Let us
denote the genus one component by S±. If R−(γ) is not Thurston norm minimizing, the suture
γ bounds a disk, which separates the two open components of T , so we are done. In the other
case, when there is a compressing disk, its boundary α has to lie on S−. If α splits S− into
two, a simple Euler characteristic argument shows that α is parallel to γ, so we obtain the same
compressing disk as before. Otherwise, α splits S− into a three-punctured disk. The mapping
class group of a once-punctured torus agrees with that of the torus, so α is just some curve
of rational slope. In particular, it is completely determined by its homology class in H1(S−),
which is freely generated by the meridian of an open tangle and a curve dual to it. Since the
meridians freely generate the first homology of the tangle complement, the coefficient of the
meridian in α is zero. So α, being embedded, must be the dual curve, up to sign. This means
that this open tangle component is boundary parallel, so we are also done in this case.
The converse follows more easily: Up to twisting, (M,γ) is not taut, so SFH(M,γ) = 0, so
also SFH(M, γˆ) = 0. Therefore, up to twisting, HFT(T ) does not intersect the arcs of slope
∞ between tangle ends, so the only components can be rational of slope ∞. Alternatively, we
can simply apply the second part of Proposition 4.2, which also implies triviality of the local
systems. 
5. Proof of the Main Theorem
Throughout this section, we fix a decomposition of a knot K = T1 ∪ T2 into two four-ended
tangles. The proof of the Main Theorem is based on the following two propositions together
with Theorem 4.1.
Proposition 5.1. Suppose both HFT(T1) and HFT(T2) contain an irrational component. Then
K is not an L-space knot.
Proposition 5.2. Suppose T1 is not rational and HFT(T2) consists entirely of multiple rational
components not all of the same slope. Then K is not an L-space knot.
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Figure 10. Pairing two irrational curves of the same (a) and different slopes (b)
Proof of the Main Theorem. Suppose that an L-space knot K can be expressed by a tangle de-
composition K = T1 ∪ T2 along an essential Conway sphere, where T1 and T2 are four-ended
tangles. Then by Proposition 5.1, either HFT(T1) or HFT(T2) contains only rational compo-
nents. Without loss of generality, we may assume HFT(T2) contains only rational components.
Because the Conway sphere is assumed to be essential, T1 is not a rational tangle, so by Propo-
sition 5.2, the components of HFT(T2) must all have the same slope. By Theorem 4.1, the
corresponding tangle T2 is split, which contradicts the assumption that the Conway sphere is
essential. 
The rest of this section is devoted to completing the proofs of Proposition 5.1 and Proposi-
tion 5.2. We begin with a quick proof of the former.
Proof of Proposition 5.1. By naturality under twisting (Theorem 3.1), we may assume without
loss of generality that there is an irrational component γ of mr(HFT(T1)) with slope 0, wrapping
around the tangle ends 1 and 4.
First, suppose that there is an irrational component γ′ of HFT(T2) also with slope 0. Then
by conjugation symmetry (Theorem 3.9), we may assume that they wrap around the same two
tangle ends. Portions of γ and γ′ are shown in Figure 10a, along with eight intersection points
xij and yij for i, j ∈ {1, 2}. Following our conventions laid out in Remark 3.15, for i = 1, 2,
there are bigons from x1i to x2i and from y1i to y2i covering the tangle end 4, and there are
bigons from xi1 to xi2 and from yi1 to yi2 covering 1. So by Lemma 3.23 and Remark 3.24,
each of the two clusters of intersection points {xij} and {yij} contributes to ĤFK(K) ⊗ V a
summand (relatively) bigraded isomorphic to V ⊗2. There is also a domain connecting x11 to
y11 which changes the δ-grading by 1 and the Alexander grading either by 0 (if the orientations
of the two tangle ends 1 and 4 are opposite) or ±2 (if their orientations agree); compare with
the computation in Example 5.15 of [Zib20], in particular the top of Figure 41. In the first
case, ĤFK(K) contains two generators in identical Alexander grading, and in the second case,
it contains two generators in consecutive Alexander gradings and different δ-gradings. Both
contradict the structure theorem for ĤFK of L-space knots in Theorem 2.1.
If the slopes of the two irrational components are different, there are portions of those two
curves that look like Figure 10b. The two blue curve segments in this picture, which are part of
γ′, stay parallel until they meet near some tangle end. Therefore, for any i, j ∈ {1, 2}, there are
bigons from xij to yij covering a single tangle end. So H˜F(mr(HFT(T1)),HFT(T2)) contains a
summand which is isomorphic to a vector space generated by the four intersection points xij ,
i, j ∈ {1, 2}. One can easily see that this summand is (relatively) bigraded isomorphic to V ⊗2.
So there are two generators in the same Alexander grading, which again contradicts the skeletal
structure of L-space knots (Example 2.6). 
The ideas in the proof of Proposition 5.1 are also relevant for our analysis of pairings with
rational components:
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Corollary 5.3. Suppose that HFT(T1) contains an irrational curve of slope 0 and K = T1∪T2
is skeletal. Then all rational components of HFT(T2) have slope 1n , where n ∈ Z, or slope 0.
Proof. Suppose that some rational component of HFT(T2) has a different slope. We claim that
one can find a region that appears as in Figure 10b. Recall that an embedded curve results from
taking a neighborhood of an arc connecting two tangle ends. For each embedded curve, there
are two choices, which correspond to each pair of tangle ends that the curve separates. We may
assume that the arc does not connect both tangle ends 1 and 4 in Figure 10b. Whenever the
arc intersects the horizontal arc connecting 1 and 4, we have found a region of the desired form.
We can now argue as in the second case of the proof of Proposition 5.1, hence the only possible
slopes in which we do not see this configuration are 1n and slope 0. 
Lemma 5.4. Let T1, T2 be tangles such that T1 ∪ T2 is an L-space knot. For i = 1, 2, suppose
si ∈ QP1 is the slope of a rational component of HFT(Ti). Then, up to mirroring, T1 ∪ Qs2
and Qs1 ∪ T2 are also L-space knots.
Proof. By symmetry of the tangle decomposition, it suffices to show this for i = 1. It follows
from the pairing theorem that ĤFK(Qs1 ∪T2) is a summand of ĤFK(T1∪T2), up to an absolute
shift of Maslov and Alexander gradings. Since T1 ∪T2 satisfies the hypotheses of Lemma 2.4 by
Corollary 2.2, the same is true of Qs1 ∪ T2, and hence it or its mirror is an L-space knot. 
The remainder of this section is devoted to the proof of Proposition 5.2. From now on, we
will always assume the hypotheses of this proposition.
First, we introduce some notation. Let C1, . . . , Cm be the components of Γ1 := mr(HFT(T1)),
and let D1, . . . , Dn be the components of Γ2 := HFT(T2). By Corollary 3.12, we may assume
that all local systems are trivial, so we will treat curves with v-dimensional local systems as
v distinct components. By assumption, the tangle T1 is non-rational, so it follows from Theo-
rem 3.4 that Γ1 contains either an irrational component or multiple rational components. In the
first case, there are at least two irrational components by conjugation symmetry (Theorem 3.9);
in both cases, the number of rational components is odd (Proposition 3.13). So in either case,
m ≥ 3. Similarly, n ≥ 3. By assumption, Di is rational for all i = 1, . . . , n and not all of these
components have the same slope.
We first establish some additional properties of the result of pairing one of the components
of Γ1 with a component of Γ2. Let us write Wi,j = H˜F(Ci, Dj).
Definition 5.5. A bigraded vector spaceW is called contiguous if there exists a homogeneous
basis {x1, . . . , xk} of W such that A(xi) = A(xi+1) − 1 and M(xi) = M(xi+1) − 1 for all
i = 1, . . . , k − 1. In that case, δ(xi) is constant for all i = 1, . . . , k.
Lemma 5.6. Suppose that K is skeletal. Then for any i, j, the bigraded vector space Wi,j is
non-zero and contiguous. In particular, Ci and Dj do not have the same slope. Moreover, Wi,j
is odd-dimensional if Ci is rational and even-dimensional otherwise.
Proof. By Corollary 3.11, Ci and Dj cannot be rational curves of the same slope, since K is
a knot. Therefore, assuming Wi,j = 0 implies that Ci is irrational and has the same slope as
the rational curve Dj . After a reparametrization of the boundary, we may assume that they
both have slope 0. This means that Dj separates the tangle ends 1 and 4 from 2 and 3. Since
not all components of Γ2 have the same slope, there exists some j∗ such that Dj∗ has slope 1p
for some p ∈ Z, by Corollary 5.3. This means that Dj∗ separates the puncture 1 from 4. This
contradicts Lemma 3.10.
If Ci is rational, then Wi,j is odd-dimensional because it is ĤFK of a knot (up to a grading
shift); since that knot is in fact two-bridge, contiguity follows from Lemma 2.7.
If Ci is irrational, then by Corollary 5.3 and naturality under twisting, we may assume
without loss of generality that Dj = r(0) and Ci = iα(∞; k, l) for some integer α ≥ 1 and
tangle ends k and l. Figure 11 shows all intersection points xβ, β = 1, . . . , 4α, between these
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Figure 11. Illustration for the proof of Lemma 5.6 in the case that Ci is irrational
curves. Observe that there is a bigon from x2α+1−β to x2α+β covering the tangle end l for
all β = 1, . . . , 2α, so by Lemma 3.23 and Remark 3.24, each of these pairs of generators sits
in consecutive Alexander gradings and a single δ-grading. Therefore Wi,j is isomorphic to the
relatively bigraded vector space generated by {x2α+β}β=1,...,2α. Furthermore, there is a bigon
from x2α+2β to x2α+2β−1 covering k for every β = 1, . . . , α and a bigon from x2α+2β+1 to x2α+2β
covering l for every β = 1, . . . , α − 1. Consequently, all generators have the same δ-grading.
Moreover, if the two tangle ends k and l are oriented in the same direction, all generators sit in
consecutive Alexander gradings. The same is true if the two tangle ends are oppositely oriented
and α = 1. If α > 1, then x2α+1 and x2α+3 have the same Alexander grading, so Wi,j is not
even skeletal. 
From now on, let us assume that K is an L-space knot. By the gluing theorem,
ĤFK(K) ∼= H˜F(Γ1,Γ2) =
⊕
Wi,j
where the direct sum is over all i = 1, . . . , n and j = 1, . . . ,m. Since each summand Wi,j is
non-zero and contiguous by Lemma 5.6, we can order the contributions from the various Wi,j
based on their Maslov gradings.
Definition 5.7. We write (i, j) < (p, q) if Wi,j is supported in lower Maslov grading than Wp,q.
Moreover, we write (i, j) <c (p, q) if the maximal Maslov grading of an element in Wi,j is equal
to one less than the minimal Maslov grading of an element in Wp,q; in this case, we say that
Wi,j and Wp,q are connected.
Since K is an L-space knot, Corollary 2.2 implies that using Alexander gradings in place of
the Maslov grading results in the same order.
Remark 5.8. If (i, j) <c (i′, j′), then there is no other (p, q) such that (i, j) <c (p, q) since K
is skeletal. Similarly, if (i, j) <c (i′, j′) <c (i′′, j′′), there is no other (p, q) such that (i, j) <
(p, q) < (i′′, j′′).
It turns out that the ordering < is largely induced by orderings on the components of Γ1
and Γ2.
Lemma 5.9. Let i, j ∈ {1, . . . ,m} and p, q ∈ {1, . . . , n} and suppose that at least one of Ci
and Cj is rational. Then
(i, p) < (j, p)⇒ (i, q) < (j, q) and (i, p) < (i, q)⇒ (j, p) < (j, q).
Proof. Suppose first that Cj is rational. Let us choose a generator xip ∈ HF(Ci, Dp) with
minimal Alexander grading. After picking an overall absolute Alexander grading of Ci, Cj , Dp,
and Dq, these curves satisfy the hypothesis of Lemma 3.25. Indeed, by assumption Cj , Dp,
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and Dq are rational and by Lemma 5.6, neither Ci nor Cj have the same slope as Dp or Dq.
Therefore, there exist generators
xjp ∈ HF(Cj , Dp), xiq ∈ HF(Ci, Dq), and xjq ∈ HF(Cj , Dq)
satisfying
A(xip) +A(xjq) = A(xjp) +A(xiq).
Now suppose, (i, p) < (j, p). By minimality of A(xip), it follows that A(xip) < A(xjp), which
together with the above identity implies A(xiq) < A(xjq). Since we are assuming that Wiq and
Wjq are supported in entirely distinct Alexander gradings, it follows that (i, q) < (j, q). The
other implication follows similarly.
If Cj is irrational, then Ci is rational and in this case, the proofs of the two implications are
essentially the same as above, mutatis mutandis; in place of xip, one starts with a generator
xjp ∈ HF(Cj , Dp) in maximal Alexander grading. 
The reason for being careful with our choice of generators in the proof of Lemma 5.9, is the
fact that given two absolutely Alexander graded curves γ and γ′, the vector space HF(γ, γ′)
might not be skeletal even if H˜F(γ, γ′) is.
Remark 5.10. Lemma 5.9 is false if we include irrational curves: One can use the curves
C1 = i1(∞; 1, 2), C2 = i1(∞; 3, 4), D1 = r(s), and D2 = r(−s) (for some slope s ∈ Z) to
construct a simple family of counterexamples, which may even be skeletal.
We are ready to prove Proposition 5.2. We will use without reference the fact that each Wi,j
is non-zero and contiguous.
Proof of Proposition 5.2. Choose i∗ such that Ci∗ is rational. (As mentioned previously, such an
i∗ exists by Proposition 3.13.) Let r be the negative of the slope of Ci∗ , so that up to a grading
shift, pairing with Ci∗ corresponds to pairing with the rational tangle Qr. By Lemma 5.4,
Qr ∪ T2 is an L-space knot, up to mirroring. Recall the matching structure from Corollary 2.2,
which says that we can pair the elements of ĤFK(Qr ∪ T2) so that the Maslov gradings are
consecutive, except for either the top or bottommost generators. Moreover, ĤFK(Qr ∪ T2) is
isomorphic to ⊕jWi∗,j up to an absolute grading shift. Let us reindex the components Dj such
that (i∗, j) < (i∗, j + 1) for all j = 1, . . . , n − 1. Then, since each Wi∗,j is odd-dimensional by
Lemma 5.6 and n ≥ 3, we can find some j∗ such that (i∗, j∗) <c (i∗, j∗ + 1). Denote the slope
of Dj∗ by s. Without loss of generality, we can arrange that our indexing of C1, . . . , Cm is such
that (1, j∗) < . . . < (m, j∗). Lemma 5.9 together with the fact that Ci∗ is rational allows us to
extend these inequalities to the following picture, whenever the curves with the corresponding
indices exist:
(i∗ − 1, j∗ + 1) (i∗, j∗ + 1) (i∗ + 1, j∗ + 1)
(i∗ − 1, j∗) (i∗, j∗) (i∗ + 1, j∗)
< <
<
<
<
c
<
<
By the same argument as for ⊕jWi∗,j , we have a matching structure on ⊕iWi,j∗ , since T1 ∪Qs
or its mirror is an L-space knot. Because Wi∗,j∗ is a pairing of two rational curves, it is odd-
dimensional by Lemma 5.6. We now claim that i∗ = 1 or i∗ = m. Suppose instead that
1 < i∗ < m. Therefore, since Wi∗,j∗ is odd-dimensional, the matching structure on ⊕iWi,j∗
implies that either (i∗ − 1, j∗) <c (i∗, j∗) or (i∗, j∗) <c (i∗ + 1, j∗). Both of these contradict
Remark 5.8, since (i∗, j∗) <c (i∗, j∗ + 1) and (i∗ − 1, j∗ + 1) also sits between (i∗ − 1, j∗) and
(i∗, j∗ + 1) in the above diagram. Therefore, we may assume that either i∗ = 1 or i∗ = m.
We consider the case i∗ = m. The proof for i∗ = 1 is similar. We claim that (m − 1, j∗) <c
(m, j∗). This will contradict Remark 5.8 (and complete the proof), since (m, j∗) <c (m, j∗ + 1)
and (m−1, j∗+ 1) also sits between (m−1, j∗) and (m, j∗+ 1). First, suppose that J = T1∪Qs
is the mirror of an L-space knot. In this case, the “unpaired” generator of ĤFK(J) is supported
in W1,j∗ . (This is the statement that τ(J) = −g(J).) Again, since Wm,j∗ is odd-dimensional,
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the matching structure implies that (m − 1, j∗) <c (m, j∗). Now suppose instead that J is
an L-space knot, but Wm−1,j∗ is not connected to Wm,j∗ . This means that the lowest Maslov
grading of a generator in Wm,j∗ is more than one greater than the largest Maslov grading of a
generator in Wm−1,j∗ . By Theorem 2.1(4), this implies that the lowest Alexander grading of a
generator in Wm,j∗ is more than one greater than the largest Alexander grading of a generator
in Wm−1,j∗ . This means that
∆J(t) = tg − tg−1 + tg−2 − . . .+ tg−2q − tg−2q−h + . . .+ t−g
for some q ≥ 0 and h > 1. Since ∆J(t) has non-trivial constant term and ∆J(t−1) = ∆J(t), we
obtain g−2q−h ≥ 0, which implies g > 2q+1. We will show that this cannot be the Alexander
polynomial of an L-space knot or its mirror, following [Krc15]. Define
∆˜J(t) = ∆J(t)/(1− t−1) = tg + tg−2 + . . .+ tg−2q + tg−2q−1 + . . . ,
Writing ∆˜J(t) =
∑∞
p=0 t
ap for a decreasing sequence of integers (ap)p, we have that aq+1 =
g − 2q − 1. This contradicts [Krc15, Theorem 1.6], which says that ap ≤ g − 2p as long as
0 ≤ p ≤ g. 
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