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Abstract
We prove that a finitely generated group is context-free whenever its Cayley-graph has a decidable
monadic second-order theory. Hence, by the seminal work of Muller and Schupp, our result gives a
logical characterization of context-free groups and also proves a conjecture of Schupp. To derive this
result, we investigate general graphs and show that a graph of bounded degree with a high degree of
symmetry is context-free whenever its monadic second-order theory is decidable. Further, it is shown
that the word problem of a finitely generated group is decidable if and only if the first-order theory
of its Cayley-graph is decidable.
© 2004 Elsevier B.V. All rights reserved.
1. Introduction
Cayley-graphs of finitely generated groups are a fundamental concept in group theory.
They were introduced by Cayley [12] for finite groups and Dehn [19] for infinite groups.
Given a finite set Γ of generators of a group G, the Cayley-graph of G with respect to
Γ is a directed graph with node set G, which contains an a-labeled edge (where a ∈ Γ )
from x ∈ G to y ∈ G if and only if y = xa in G. Many deep results in group theory use
Cayley-graphs in an essential way; see e.g. [20,39,58,61]. Moreover, Cayley-graphs turned
out to be a link to several other fields in mathematics and theoretical computer science,
e.g., automata theory, topology, and graph theory.
In this paper we will investigate the logical aspects of Cayley-graphs and relate these
aspects to the word problem of groups. The word problem of a group may be viewed as
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a formal language containing all words over the generators that represent the identity of
the group. It turned out that the grammatical properties of the word problem, in particular
its level in the Chomsky hierarchy, are related to the algebraic properties of the group; see
e.g. [2,7,33–35,38,45,46,60] for important results in this direction. The seminal work of
Muller and Schupp [45,46] investigates relations between the word problem and properties
of the Cayley-graph: the word problem is a context-free language if and only if the Cayley-
graph is the transition graph of a pushdown automaton [46]—this gives ample reason for
calling these groups context-free. Muller and Schupp also presented a graph theoretical
characterization of the transition graphs of pushdown automata (which they called context-
free graphs) and proved that every context-free graph has a decidable monadic second-
order theory [46]. Hence, the monadic second-order theory of the Cayley-graph of a
context-free group is decidable. Here, we prove the converse of this statement: the context-
free groups are the only groups whose Cayley-graph has a decidable monadic second-order
theory (Corollary 4.1). This result proves a conjecture of Schupp from [53].
The fact that the monadic second-order theory of any context-free graph is decidable
has spurred further attempts to extend this decidability result. Courcelle [14] proved this
for equational graphs as well as for the class of all graphs of tree-width uniformly bounded
by some constant. The former was extended by Caucal to prefix-recognizable graphs [9].
Similarly, in the course of proving our above-mentioned result for Cayley-graphs, we will
study general graphs with decidable monadic second-order theories in Section 3. Our main
tools for the investigation of these graphs are strong tree decompositions, and we show
several combinatorial properties concerning these decompositions (see Section 3.2). Using
these properties in combination with results of Seese, Courcelle, Muller, and Schupp,
we are able to prove the main result of Section 3 (Theorem 3.10): a connected graph of
bounded degree, whose automorphism group has only finitely many orbits, has a decidable
monadic second-order theory if and only if it is context-free. The above-mentioned
characterization of those groups whose Cayley-graphs have decidable monadic second-
order theories is an immediate consequence of Theorem 3.10.
In Section 4.3 we will prove a similar result for first-order logic: the first-order theory
of the Cayley-graph of a group is decidable if and only if the word problem of the group
is decidable (Theorem 4.9). For the proof of this result we apply a technique developed by
Ferrante and Rackoff [30]. We introduce this method in a slight variant in Section 4.2.
In addition to the statement of Theorem 4.9, the method of Ferrante and Rackoff also
provides an upper bound for the complexity of the first-order theory of the Cayley-graph
in terms of the complexity of the word problem (Theorem 4.8). Finally, we prove that the
word problem is recursively enumerable if and only if the positive first-order theory of the
Cayley-graph, which contains all sentences from the full first-order theory that do not use
negations, is recursively enumerable (Theorem 4.12).
Our results on first-order theories of Cayley-graphs should be also compared with the
classical results about first-order theories of groups: the first-order theory of a group G
contains all true first-order statements about G that are built over the signature containing
the group operation and all group elements as constants. Thus, the first-order theory of
the Cayley-graph of G can be seen as a fragment of the whole first-order theory of G in
the sense that only equations of the form xa = y, with x and y variables and a ∈ G, are
allowed. In this context we should mention the classical results of Makanin, stating the
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decidability of the existential first-order theory and positive first-order theory of a free
group [42,43], which were extended in [21–23,50] to larger classes of groups.
In a forthcoming paper, we investigate the logical aspects of Cayley-graphs of monoids.
There, we show in particular that the class of monoids whose Cayley-graph has a decidable
monadic second-order theory is closed under free products, and that the class of monoids
whose Cayley-graph has a decidable first-order theory is closed under graph products (for
groups these closure properties are simple corollaries of Corollary 4.1 and Theorem 4.9).
A complete characterization in the style of Corollary 4.1 and Theorem 4.9 seems beyond
our reach.
Some of the results of this paper can be found in the extended abstract [37].
2. Preliminaries
This section collects concepts from mathematical logic and combinatorial group theory
that will play a central role in this paper. A broad introduction to mathematical logic can
be found in [36]; for more details on monadic second-order logic see [32]. For a further
investigation of combinatorial group theory, the reader is referred to [40,41].
Let Γ be a finite alphabet. The empty word over Γ is denoted as ε. The length of a word
s ∈ Γ ∗ is denoted by |s|.
Relational structures and logic. The notion of a structure (or model) is defined as usual
in logic; see e.g. [36]. Here we only consider relational structures. Sometimes, we will
also use constants, but a constant c can be always replaced by the unary relation {c}. Let us
fix a relational structure A = (A, (Ri )i∈J ), where Ri ⊆ Ani for i ∈ J . The signature of A
contains the equality symbol =, and for each i ∈ J it contains a relation symbol of arity ni
that we denote without risk of confusion by Ri as well. For B ⊆ A we define the restriction
AB = (B, (Ri ∩ Bni )i∈J ); it is a structure over the same signature as A. Let A\B =
A(A\B). Given further relations R j ( j ∈ K , J ∩ K = ∅) we also write (A, (Ri )i∈K ) for
the structure (A, (Ri )i∈J∪K ). By Aut(A) we denote the automorphism group ofA. On the
universe A we define the equivalence relation ∼ by a ∼ b if there exists f ∈ Aut(A) with
f (a) = b. The equivalence classes of ∼ are called the orbits of Aut(A) on A.
Next, let us introduce monadic second-order logic (MSO-logic). Let V1 be a countably
infinite set of first-order variables which range over elements of the universe A. First-order
variables are denoted as x, y, z, x ′, etc. Let V2 be a countably infinite set of second-order
variables which range over subsets of A. Variables from V2 are denoted as X,Y, Z , X ′,
etc. MSO-formulas over the signature of A are constructed from the atomic formulas
Ri (x1, . . . , xni ), x = y, and x ∈ X (where i ∈ J , x1, . . . , xni , x, y ∈ V1, and X ∈ V2)
using the Boolean connectives¬,∧, and ∨, and quantifications over variables from V1 and
V2. The notion of a free occurrence of a variable is defined as usual. A formula without
free occurrences of variables is called an MSO-sentence. If ϕ(x1, . . . , xn, X1, . . . , Xm)
is an MSO-formula such that at most the first-order variables among x1, . . . , xn and
the second-order variables among X1, . . . , Xm occur freely in ϕ, and a1, . . . , an ∈ A,
A1, . . . , Am ⊆ A, then A |= ϕ(a1, . . . , an, A1, . . . , Am) means that ϕ evaluates to true
in A if the free variable xi (resp. X j ) evaluates to ai (resp. A j ). The MSO-theory of A,
denoted by MSOTh(A), is the set of all MSO-sentences ϕ such that A |= ϕ.
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A first-order formula over the signature of A is an MSO-formula that does not
contain any occurrences of second-order variables. In particular, first-order formulas do
not contain atomic subformulas of the form x ∈ X . The first-order theory FOTh(A)
of A is the set of all first-order sentences ϕ such that A |= ϕ. The positive first-order
theory posFOTh(A) of A is the set of all sentences in FOTh(A) that do not contain
the negation symbol ¬; i.e., only the Boolean connectives ∧ and ∨ are allowed. The
existential first-order theory ∃FOTh(A) of A is the set of all sentences in FOTh(A) of the
form ∃x1 · · · ∃xn ϕ(x1, . . . , xn), where ϕ(x1, . . . , xn) is a Boolean combination of atomic
formulas. The quantifier-depth of a first-order formula ϕ is the maximal number of nested
quantifiers in ϕ.
Word problems for groups. Let G be a finitely generated group with identity 1 and
let Γ be a finite (monoid) generating set for G, i.e., there exists a surjective monoid
homomorphism h : Γ ∗ → G. We will always assume that Γ is closed under taking
inverses, i.e., a ∈ Γ implies that also a−1 ∈ Γ .1 The word problem for G with respect
to Γ is the set W (G,Γ ) = {w ∈ Γ ∗ | h(w) = 1}. The following facts are well known; see
e.g. [34] for a proof of the second statement.
Theorem 2.1. Let G be a finitely generated group and let Γ1 and Γ2 be two finite
generating sets for G. Then the following holds:
– W (G,Γ1) is logspace reducible to W (G,Γ2).2
– If C is some class of languages that is closed under inverse morphisms, then W (G,Γ1) ∈
C if and only if W (G,Γ2) ∈ C.
By the first statement, the computational complexity of the word problem does not depend
on the underlying set of generators. By the second statement, it is independent of the
underlying set of generators whether the word problem is regular (resp. context-free,
context-sensitive, decidable, recursively enumerable). Therefore, it makes sense to say
that the word problem for G is regular (resp. context-free, context-sensitive, decidable,
recursively enumerable). The following theorem presents algebraic characterizations:
Theorem 2.2. Let G be a finitely generated group. The following holds:
– G has a regular word problem if and only if G is finite [2].
– G has a context-free word problem if and only if G is virtually free, i.e., has a free
subgroup of finite index [27,45].
– G has a decidable word problem if and only if G can be embedded in a simple subgroup
of a finitely presented group [7].
– G has a recursively enumerable word problem if and only if G can be embedded in a
finitely presented group [35].
Groups with a context-free word problem are also called context-free groups.
1 Hence, by choosing a subset Σ of Γ such that Γ = Σ ∪ {a−1 | a ∈ Σ }, we obtain a group generating
set Σ for G. Moreover, we can factorize the monoid homomorphism h : Γ ∗ → G as h = h1 ◦ h2, where
h1 : Γ ∗ → F(Σ ) is the canonical homomorphism from the free monoid Γ ∗ to the free group F(Σ ) generated
by Σ and h2 : F(Σ )→ G is a group homomorphism.
2 See e.g. [47] for the notion of logspace reducibility.
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Cayley-graphs of groups. Cayley-graphs play an important role in combinatorial group
theory [40,41]; see also the surveys of Babai [3] and Schupp [52]. Let G = (G, ◦, 1) be a
finitely generated group and Γ be a finite generating set of G. The Cayley-graph of G with
respect to Γ is the following relational structure:
C(G,Γ ) = (G, ({(u, v) | u ◦ a = v})a∈Γ ).
It can be viewed as a directed graph where every edge has a label from Γ and {(u, v) |
u ◦ a = v} is the set of a-labeled edges. We express the fact that there exists an a-labeled
edge from x to y by writing x ◦ a = y or briefly xa = y. Since Γ generates G, C(G,Γ ) is
a connected graph. Moreover, there exists a reversed a−1-labeled edge for every a-labeled
edge of C(G,Γ ) (a ∈ Γ ). One of the most important properties of Cayley-graphs is the
fact that Aut(C(G,Γ )) has only one orbit on C(G,Γ ): for every two nodes u, v ∈ G there
exists an automorphism of C(G,Γ ) that maps u to v.
Similarly to the word problem, the chosen generating set has no influence on the
decidability (or complexity) of the first-order (resp. monadic second-order) theory of the
Cayley-graph:
Proposition 2.3. Let Γ1 and Γ2 be finite generating sets for the group G. Then
FOTh(C(G,Γ1)) is logspace reducible to FOTh(C(G,Γ2)) and the same holds for the
monadic second-order theories.
Proof. The arguments for first-order logic and MSO-logic, respectively, are the same.
Thus, we only consider the first-order case. Given a first-order sentence φ1 over the
signature of C(G,Γ1) we construct a first-order sentence φ2 over the signature of C(G,Γ2)
such that C(G,Γ1) |= φ1 if and only if C(G,Γ2) |= φ2 as follows: let a ∈ Γ1. Then there
exists a word b0b1 · · · bn−1 with bi ∈ Γ2 such that a and b0b1 · · · bn−1 represent the same
group element of G. Then we replace every occurrence of the formula xa = y by
∃z0 · · · ∃zn
 ∧
0≤i<n
zi bi = zi+1 ∧ z0 = x ∧ zn = y
 ;
this can be done in logspace. By doing this replacement for every a ∈ Γ1, we obtain
φ2. 
Whenever the specific generating set Γ will be of no importance, we will briefly write C(G)
instead of C(G,Γ ).
Figs. 1 and 2 depict some typical Cayley-graphs. There, two edges which are reversed
with respect to each other are represented as a single undirected edge with the label of
the edge that points away from the origin, i.e., from the node representing the identity 1.
Fig. 1 shows the Cayley-graph of F2, the free group of rank 2, with respect to the standard
generating set {a, a−1, b, b−1}. This Cayley-graph is a complete tree of degree 4. Hence,
by Rabin’s tree theorem [49], MSOTh(C(F2)) is decidable.
Fig. 2 presents the Cayley-graph of Z × Z with respect to the generating set
{a, a−1, b, b−1} (with ab = ba). Since it is an infinite grid, its MSO-theory is undecidable;
see e.g. [64]. But the first-order theory of this graph is still decidable.
















































Fig. 1. The Cayley-graph of F2.
The goal of the further investigations is to obtain complete characterizations of those
groups G for which MSOTh(C(G)) (resp. FOTh(C(G))) is decidable.
3. Graphs, tree-width, and MSO
In this section, we study general graphs and their MSO-theories. The motivation is
twofold: the results will lead to a complete characterization of those finitely generated
groups G for which MSOTh(C(G)) is decidable. Further, it is shown that Caucal’s program
[8,10,11] for identifying classes of graphs all of whose members have a decidable MSO-
theory can be completed for graphs of bounded degree with a high degree of symmetry.
3.1. Undirected graphs
An undirected graph is a relational structure G = (V , E), where V is called the set of
nodes and E ⊆ V ×V is a symmetric and irreflexive edge relation (thus, undirected graphs
do not have self-loops). All notions that were defined for arbitrary relational structures in
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Fig. 2. The Cayley-graph of Z× Z.
Section 2 will also be used for undirected graphs. We will also use the notation V (G) = V
and E(G) = E . A path of length n ≥ 0 in G between u ∈ V and v ∈ V is a sequence
[v0, v1, . . . , vn] of nodes such that v0 = u, vn = v, and (vi , vi+1) ∈ E for all 0 ≤ i < n; it
is a closed path if u = v; it is a simple path if vi = v j for i = j . We write dG(u, v) for the
distance between the nodes u, v ∈ V , i.e., dG(u, v) is the minimal length of a path between
u and v. If such a path does not exist, we write dG(u, v) = ∞. The r-sphere, centered at
v ∈ V , is SG(r, v) = {u ∈ V | dG(v, u) ≤ r}. For a k-tuple v˜ = (v1, . . . , vk) ∈ V k
we define SG (r, v˜ ) = ⋃ki=1 SG(r, vi ). The graph G is connected if dG(u, v) < ∞ for all
u, v ∈ V . The graph G is acyclic if G does not contain a closed path [v1, v2, . . . , vn, v1]
such that n ≥ 3 and [v1, v2, . . . , vn] is simple. A forest is an acyclic graph and a tree
is a connected forest. Let U ⊆ V . The undirected graph GU is called the subgraph of
G, induced by U . The diameter diamG(U) of U is the supremum in N ∪ {∞} of the set
{dG(u, v) | u, v ∈ U}. A connected component of G is an induced subgraph GU such
that U = {u ∈ V | dG(v, u) < ∞} for some node v ∈ V . The degree of a node v ∈ V is
the cardinality of the set {u ∈ V | (v, u) ∈ E}. The graph G is called of bounded degree if
there exists some d ∈ N such that each node v ∈ V has degree at most d . In this case we
also say that G is of bounded degree d .
Let π = [v1, v2, . . . , vm , v1] be a sequence of nodes vi ∈ V (which is not necessarily a
path). With π we associate a closed convex polygon Pol(π) in the plane, whose boundary
has m vertices x1, . . . , xm , which are labeled in clockwise order with v1, . . . , vm . For
M ≥ 1, an M-triangulation of π is a plane triangulation of Pol(π) with vertex set
{x1, x2, . . . , xm} and additional edges of the form (xi , x j ) for dG(vi , v j ) ≤ M , only. We
say that G can be M-triangulated if every closed path π of G can be M-triangulated
[45,67]. The example below shows a 3-triangulation of the sequence [a, b, c, d, e, f, a]
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in the graph on the right. We have three additional edges in the triangulation, namely











A tree decomposition of G = (V , E) is a pair (T, f ), where T is a tree and f : V (T ) →
2V \ {∅} is a function such that the following holds:
–
⋃
w∈V (T ) f (w) = V ,
– for every (u, v) ∈ E there exists w ∈ V (T ) such that u, v ∈ f (w), and
– if w1, w3 ∈ V (T ) and w2 lies on the unique simple path from w1 to w3 in the tree T ,
then f (w1) ∩ f (w3) ⊆ f (w2).
The supremum in N ∪ {∞} of the cardinalities | f (w)|, w ∈ V (T ), is called the width of the
tree decomposition. We say that G has tree-width ≤ b if there exists a tree decomposition
of width ≤ b. Finally G has finite tree-width if it has tree-width ≤ b for some b ∈ N.
The notion of tree-width was introduced in [51] and plays a central role in Robertson and
Seymour’s theory of graph minors; see e.g. [24] for an overview.
For the rest of Section 3, a strengthening of the notion of tree-width will be more
important. The next section introduces this strengthening.
3.2. Strong tree decompositions
Let G = (V , E) be an undirected graph and let P be a partition of V , i.e., P ⊆ 2V \{∅},
W1 ∩ W2 = ∅ for W1 and W2 distinct elements of P , and ⋃W∈P W = V . We define the
quotient graph of G by P as the undirected graph
G/P = (P, {(W1,W2) ∈ P × P | W1 = W2, (W1 × W2) ∩ E = ∅}).
A strong tree decomposition of G is a partition P of V such that the quotient graph G/P
is a forest. If G is connected and P is a strong tree decomposition of G, then G/P must
also be connected, i.e., it is a tree. The width of a strong tree decomposition P is defined
as the supremum in N∪ {∞} of the cardinalities |W | for W ∈ P . We say that G has strong
tree-width ≤ b if there exists a strong tree decomposition of width ≤ b. G has finite strong
tree-width if it has strong tree-width ≤ b for some b ∈ N. The notion of strong tree-width
is taken from [54].
Any strong tree decomposition {Wi | i ∈ J } gives rise to a tree decomposition formed
by the sets Wi ∪ W j whenever Wi × W j contains some edge of the graph. Thus, a graph
of finite strong tree-width has finite tree-width as well. On the other hand, the converse
implication is false in general:
Example 3.1. Let G be the following graph of unbounded degree:
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v
v−4 v−3 v−2 v−1 v0 v1 v2 v3 v4
. . . . . .
A tree decomposition of G of width 3 is (T, f ) with
T = (Z, {(n, n + 1), (n + 1, n) | n ∈ Z})
(this is a tree) and f (n) = {v, vn , vn+1}. On the other hand, for every partition P of the set
of nodes of G into at least three partition classes, G/P contains a triangle. Note also that
Aut(G) has only two orbits on G.
Our first result of this section states that at least for graphs of bounded degree, finite tree-
width implies finite strong tree-width. The second and in our context more important result
is that under some conditions one can even find a strong tree decomposition of finite width
such that all partition classes have a uniformly bounded diameter.
In [65] it is shown that an arbitrary graph G has tree-width ≤ b if and only if every
finite subgraph of G has tree-width≤ b. By the next lemma, a corresponding statement for
strong tree-width is true as well. We are grateful to Isolde Adler who provided us with the
proof presented here. For countable graphs, an alternative proof can be given using Ko¨nig’s
Lemma.
Lemma 3.2. Let G = (V , E) be a graph. Then G has strong tree-width ≤ b if and only if
every finite subgraph of G has strong tree-width ≤ b.
Proof. If G has strong tree-width ≤ b, then every finite subgraph of G has strong
tree-width ≤ b. To prove the non-trivial implication, we use structures of the form
(V ′, E ′,∼, (cv)v∈V ), where E ′ and ∼ are binary relations and cv is a constant for every
v ∈ V . Then we consider infinitely many first-order sentences expressing the following:
(1) the binary relation E ′ is symmetric and irreflexive;
(2) the binary relation ∼ is an equivalence relation;
(3) every equivalence class w.r.t. ∼ contains at most b elements;
(4) the binary relation {(x, y) ∈ V ′ × V ′ | ∃x ′∃y ′ : x ∼ x ′ ∧ E ′(x ′, y ′) ∧ y ′ ∼ y} (which
is first-order definable) does not contain a cycle of length n (we write down such a
sentence for every n ∈ N);
(5) cv = cw for v,w ∈ V distinct;
(6) E ′(cv, cw) for v,w ∈ V if (v,w) ∈ E and ¬E ′(cv, cw) otherwise.
Let Φ be a finite subset of these sentences. Then this set mentions only finitely many of
the constants cv , i.e., there is a finite non-empty set W ⊆ V such that at most the constants
cw for w ∈ W appear in Φ. By our assumption on G, the subgraph of G induced by W
has strong tree-width of at most b. Let ∼ be an equivalence relation inducing such a strong
tree decomposition and consider the structure (W, E ∩ (W × W ),∼, (w)w∈W , (u)v∈V\W )
where u is an arbitrary element of W . This structure satisfies all sentences from Φ
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(for E ′ = E∩(W×W ), cw = w forw ∈ W , and cv = u for v ∈ V \W ), i.e.,Φ is satisfiable.
Hence, compactness of first-order logic implies that the set of all first-order sentences
above has a model (V ′, E ′,∼, (cv)v∈V ). In particular, (V ′, E ′) is an undirected graph. Let
P be the partition of V ′ induced by the equivalence relation ∼. Then, since all sentences
of the form (4) hold, the graph (V ′, E ′)/P does not contain any cycle, i.e., it is a forest.
Hence, by the sentence (3), (V ′, E ′) has a strong tree decomposition of width at most b.
Since all the sentences of the forms (5) and (6) hold, the graphs (V ′, E ′){cv | v ∈ V } and
(V , E) are isomorphic, i.e., G = (V , E) is an induced subgraph of (V ′, E ′). Since the
latter has strong tree-width of at most b, so does the former. 
For related uses of compactness of first-order logic, see [1].
The following result on finite graphs was first stated in [6, Corollary 13]. It can be
derived from a corresponding result for domino tree-width which was independently shown
in [25]. Later, a simplified proof was given in [5].
Theorem 3.3 (cf. [5,6]). Let G be a finite graph of bounded degree ≤ d and tree-width
≤ b. Then G has strong tree-width ≤ c(b, d), where c is a fixed function.3
This result on finite graphs is the basis for our extension to infinite graphs as stated in the
following theorem.
Theorem 3.4. Let G be a graph of bounded degree. Then G has finite tree-width if and
only if G has finite strong tree-width.
Proof. If G has a strong tree decomposition P of width ≤ b, then we can construct a
tree decomposition of G of width ≤ 2b from all sets W1 ∪ W2, where W1,W2 ∈ P and
E(G) ∩ (W1 × W2) = ∅.
Now assume that G has tree-width ≤ b and bounded degree d . Let S be the set of finite
subgraphs of G. Then the tree-width of every graph in S is bounded by b [65]. Trivially,
the degree of every graph in S is also bounded by d . From Theorem 3.3, we can infer that
there is a constant c such that the strong tree-width of every graph in S is bounded by c.
Hence, by Lemma 3.2, G also has strong tree-width ≤ c. 
For our further considerations let us fix a connected graph G = (V , E). If V is partitioned
into sets V1 and V2, then the set of edges
C = E ∩ [(V1 × V2) ∪ (V2 × V1)]
is a cut of G. If |C| ≤ 2k, then C is called a k-cut of G (we choose 2k here, since for
undirected graphs, edges always come in pairs). The sets V1 and V2 are called the sides
of the cut C . If both GV1 and GV2 are connected subgraphs of G, then C is called a
tight cut. The importance of tight cuts in our context comes from the following result of
Dunwoody [26, Paragraph 2.5]. Later a simplified proof was given in [66, Proposition 4.1].
Lemma 3.5 (cf. [26,66]). Let G be a connected graph and let k ∈ N. Then every edge of
G is contained in only finitely many tight k-cuts of G.
3 From the upper bound for domino tree-width given in [5], it follows that c(b, d) = (9b+ 7)d(d+ 1) suffices.
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Let P be a strong tree decomposition of the connected graph G and let e = (W1,W2) ∈
E(G/P) be an edge of G/P . Since {e} is a cut of the tree G/P , we can define a cut
cut(e) = E ∩ [(W1 × W2) ∪ (W2 × W1)]
of G. We say that P is tight if cut(e) is tight for all e ∈ E(G/P).
Lemma 3.6. Let G be connected and of strong tree-width ≤ b. Then there exists a tight
strong tree decomposition of G of width ≤ b.
Proof. Let P be a strong tree decomposition of G of width ≤ b. First we will refine P
maximally to a strong tree decomposition Q, where Q is finer than P—written Q ! P—if
for any W ∈ Q, there is W ′ ∈ P with W ⊆ W ′. Then, we will show that Q is tight.
So let (Pα)α<κ be some decreasing chain (with respect to !) of strong tree
decompositions Pα with P0 = P where κ is some ordinal. If we order the sets in⋃
α<κ Pα ⊆ 2V (G) under set inclusion, we obtain a disjoint union of finite trees (one
for each W ∈ P). Then the set Q of all minimal elements in ⋃α<κ Pα (with respect
to ⊆) is a partition of V (G). Assume that there is a cycle in G/Q , involving the nodes
U1, . . . ,Um ∈ Q. Then there is some α < κ with U1, . . . ,Um ∈ Pα , contradicting our
assumption that Pα is a strong tree decomposition. Thus, Q is a strong tree decomposition
of G. We have shown that any decreasing chain of strong tree decompositions is bounded
from below. By Zorn’s Lemma, this implies the existence of a minimal (with respect to !)
strong tree decomposition Q in {P ′ | P ′ ! P}.
Suppose Q is not tight, i.e., there is an edge e ∈ E(G/Q) such that cut(e) is not tight. Let
U ⊆ V (G) be one of the sides of cut(e) such that GU is not connected and let U j ⊆ U
( j ∈ J ) be the node sets of the connected components of GU . Let
P ′ = {W ∩U j | W ∈ Q, j ∈ J, W ∩U j = ∅} ∪ {W ∈ Q | W ⊆ V (G) \U}.
Then P ′ is a strong tree decomposition of G that is finer than Q, because if e = (W1,W2),
then at least the Wi with Wi ⊆ U will be refined into more than one partition class of P ′.
We have obtained a contradiction. 
The next theorem is the main result of this section. Recall the notion of an orbit, which was
defined in Section 2 for arbitrary relational structures.
Theorem 3.7. Let G be a connected graph of bounded degree and of finite tree-width
such that Aut(G) has only finitely many orbits on G. Then there exists a strong tree
decomposition P of G of finite width and a constant c such that for all W ∈ P,
diamG(W ) ≤ c.
Proof. By Theorem 3.4, G = (V , E) has strong tree-width≤ b for some constant b. Thus,
by Lemma 3.6 there exists a tight strong tree decomposition P of G of width ≤ b. Hence,
for all e ∈ E(G/P ), cut(e) is a tight b2-cut. In the following, for a cut C ⊆ E let V (C)
denote the set of all u ∈ V such that (u, v) ∈ C for some v ∈ V . Let O1, . . . ,On be
the orbits of Aut(G) on G. For every 1 ≤ i ≤ n choose a node vi ∈ Oi . Let C be the
set of all tight b2-cuts C such that V (C) ∩ {v1, . . . , vn} = ∅. Then C is finite since every
node vi has only finitely many adjacent edges and, by Lemma 3.5, each of these edges is
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contained in only finitely many tight b2-cuts. Since G is connected, we can therefore define
d = max{diamG(V (C)) | C ∈ C} ∈ N.
Let e ∈ E(G/P) and v ∈ V (cut(e)). Then v can be mapped by some f ∈ Aut(G)
to some vi . But then the automorphism f maps cut(e) to some cut from C. Thus,
diamG(V (cut(e))) ≤ d .
Now let W ∈ P and let e1, . . . , em ∈ E(G/P ) be all those edges that are adjacent to
W in G/P . Let Vi = V (cut(ei )) ∩ W . Thus, also diamG(Vi ) ≤ d for all 1 ≤ i ≤ m.
Choose u, v ∈ W with u = v. We will show that dG(u, v) ≤ bd − 1 which proves
the theorem. Since G is connected, we can choose a simple path π in G between u
and v of minimal length. Since G/P is a tree, we can split the path π into subpaths
π1, ν1, π2, ν2, . . . , π, ν, π+1 ( ≥ 0) such that
– π1 starts in u, π+1 ends in v, and the final node of πi (resp. νi ) is the initial node of νi
(resp. πi+1),
– for all i , πi is completely contained in W , and
– for all i , there exists j such that both the initial and final node of νi belong to Vj and
are different; thus the length of νi is bounded by d ≥ 1.
Since π is simple, the sum of the lengths of all paths πi is at most |W |−1−  ≤ b−1− ,
and moreover  ≤ |W | ≤ b. It follows that the length of π is bounded by b−1−+ ·d =
b − 1 + (d − 1) ≤ b − 1 + b(d − 1) = bd − 1. 
3.3. Labeled directed graphs
Let Γ be some finite alphabet of labels. A Γ -labeled directed graph is a relational
structure G = (V , (Ea)a∈Γ ) where V is the set of nodes and Ea ⊆ V × V is the set of
a-labeled directed edges. Note that self-loops are allowed in directed graphs. The Cayley-
graph C(G,Γ ) of a group G with respect to the finite generating set Γ is an example of
a Γ -labeled directed graph. Let us fix G = (V , (Ea)a∈Γ ) for the further discussion. We






{(u, v) | u = v, (u, v) ∈ Ea or (v, u) ∈ Ea}
)
.
We say that G is connected (resp. of bounded degree) if ud(G) is connected (resp. of
bounded degree). Note that, for U ⊆ V , the structures GU and G \U are also Γ -labeled
directed graphs. A connected component of G is a subgraph GU , where ud(G)U is a con-
nected component of ud(G). For a node v ∈ V we call the structure (G, v) a rooted graph.
Assume now that G is connected and of bounded degree (and thus countable), and let
v0 ∈ V be a distinguished node. Let v ∈ V \ {v0} and r = dud(G)(v0, v) − 1. The unique
connected component of G\Sud(G)(r, v0) that contains the node v ∈ V is denoted by G(v).
Furthermore, let
∆(v) = {u ∈ V | u belongs to G(v), dud(G)(v0, u) = r + 1}.
Two subgraphs G(u) and G(v) are called end-isomorphic if there exists a (label-preserving
graph-) isomorphism from G(u) to G(v) which bijectively maps ∆(u) to ∆(v). We say
that the rooted graph (G, v0) is context-free if there exist only finitely many G(v) (v ∈ V )
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that are pairwise not end-isomorphic. This notion was introduced in [46], where it was
shown that if (G, v0) is context-free, then (G, u) is context-free for every u ∈ V . Hence,
in this case we can say that the graph G is context-free. By [46] the context-free graphs are
exactly the transition graphs of pushdown automata. Moreover, by a reduction to Rabin’s
tree theorem [49], Muller and Schupp have shown that every context-free graph has a
decidable MSO-theory.
3.4. Monadic second-order logic over graphs
We begin this section with several known results related to MSO-logic over graphs; see
[16] for a more comprehensive exposition.
Let us fix an undirected (unlabeled) graph H = (V , E). Note that MSO-logic as
introduced in Section 2 only allows second-order quantifications over subsets of V . In
order to allow also quantifications over sets of edges, we introduce, following [15], an
extended representation of graphs. More precisely, we define the relational structure
H (e) = (V ∪ E, inc),
where inc = {(e, v) ∈ E × V | ∃u ∈ V : e ∈ {(u, v), (v, u)}}. We have introduced this
extended representation of graphs because of the following important result of Seese; see
also [16, Theorem 5.8.10].
Theorem 3.8 (cf. [55]). Let H be an undirected graph. If MSOTh(H (e)) is decidable,
then H has finite tree-width.
This theorem holds even for classes of graphs. The converse of Seese’s Theorem is not
true: using an undecidable subset of N it is easy to construct a tree with an undecidable
first-order theory. On the other hand, Courcelle has shown that for every b ∈ N the class of
all graphs of tree-width at most b has a decidable monadic second-order theory [14].
Note that if MSOTh(H (e)) is decidable, then also MSOTh(H ) is decidable. For the
reverse implication, restrictions on the graph H are necessary; e.g., for the complete
graph on countably many nodes H = Kℵ0 , MSOTh(H ) is decidable but MSOTh(H (e))
is not. Courcelle has shown in [15] that for an undirected graph H of bounded degree,
if MSOTh(H ) is decidable, then also MSOTh(H (e)) is decidable.4 Since for a Γ -
labeled directed graph G, the decidability of MSOTh(G) implies the decidability of
MSOTh(ud(G)), Theorem 3.8 implies the following result:
Theorem 3.9 (cf. [15,55]). Let G be a Γ -labeled directed graph of bounded degree. If
MSOTh(G) is decidable, then ud(G) has finite tree-width.
Now we are ready to prove the main result of Section 3. It can be seen as a converse of
Seese’s Theorem for graphs with a high degree of symmetry.
Theorem 3.10. Let G be a Γ -labeled connected graph of bounded degree such that
Aut(G) has only finitely many orbits on G. Then the following properties are equivalent:
4 The results in [15] are stated for sets of finite graphs, but it is easy to see that the restriction to finite graphs is
actually not crucial.
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(1) MSOTh(G) is decidable.
(2) ud(G) has finite tree-width.
(3) ud(G) can be M-triangulated for some constant M.
(4) G is context-free.
Proof. Since G is connected and of bounded degree, G must be countable. The implication
(1)⇒ (2) is stated in Theorem 3.9, whereas the implication (4)⇒ (1) is shown in [46].
For (2) ⇒ (3) assume that ud(G) has finite tree-width. Since any automorphism of G
is also an automorphism of ud(G), the group Aut(ud(G)) has only finitely many orbits on
ud(G). Hence, by Theorem 3.7, there exists a strong tree decomposition P of ud(G) of
width ≤ b such that for all W ∈ P , diamud(G)(W ) ≤ c. Here b and c are fixed constants.
Now consider a sequence
π = [v0, v1, . . . , vm−1, v0]
of nodes vi ∈ V (G). Let Wi ∈ P be such that vi ∈ Wi . Assume that for all 0 ≤ i < m,
either Wi = Wi+1 or (Wi ,Wi+1) ∈ E(ud(G)/P ) (here and in the following, all subscripts
are interpreted modulo m). Note that this implies that dud(G)(vi , vi+1) ≤ 2c + 1 for all
0 ≤ i < m and that
Tπ = (ud(G)/P ){W0, . . . ,Wm−1}
is a finite subtree of the tree ud(G)/P . By induction on m, we will construct a (2c + 1)-
triangulation of π . Thus, in particular every closed path of G can be (2c + 1)-triangulated
which shows (3).
The following construction is quite similar to the proof of [4, Theorem 8]. The case in
which Tπ consists of a single node is obvious, since this implies dud(G)(vi , v j ) ≤ c for
all i, j . Thus, assume that Tπ has at least two nodes. Let W be a leaf of Tπ and let W ′ be
the unique neighbor of W in Tπ . Thus, there exists a subsequence [vi , vi+1, . . . , vk] of π
with k− i ≥ 2, vi , vk ∈ W ′, and vi+1, . . . , vk−1 ∈ W . Since diamud(G)(W ∪W ′) ≤ 2c+1,
we can find a (2c + 1)-triangulation of the sequence [vi , vi+1, . . . , vk , vi ]. Moreover, by
induction there exists a (2c+ 1)-triangulation of [v0, . . . , vi , vk, . . . , vm−1, v0]. By gluing
these two triangulations along the side [vi , vk ] (note that dud(G)(vi , vk) ≤ 2c + 1), we
obtain a (2c + 1)-triangulation of π .
It remains to prove (3) ⇒ (4). We can assume that G is a rooted graph by choosing an
arbitrary root in G. This allows us to use the notation G(v) and∆(v); see the last paragraph
in Section 3.3. If ud(G) can be M-triangulated for some constant M , then by the argument
given in the proof of [46, Theorem 2.9] it follows that diamud(G)(∆(v)) ≤ 3 · M for
every v ∈ V (G). Let O1, . . . ,On be the orbits of Aut(G) on G, and choose vi ∈ Oi for
every i arbitrarily. Now, if v ∈ V (G) is arbitrary, then for some 1 ≤ i ≤ n we find an
automorphism of G that maps ∆(G) injectively into the sphere Sud(G)(3 · M, vi ). Hence,
since every G(v) is uniquely determined by ∆(v) and the set of those edges that connect
nodes from ∆(v) with nodes from G \ G(v), there exist only finitely many G(v) that are
pairwise not end-isomorphic.5 
5 The latter argument appears in the proof of [46, Theorem 2.9] for a vertex-transitive graph, i.e., a graph where
Aut(G) has only one orbit on G .
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Remark 3.11. Let G = (V , E) be a graph and let P be the partition of V given by the
orbits of Aut(G) on G. In [57] it was shown that if G is context-free, then also G/P
is context-free. Hence, a natural generalization of Theorem 3.10 would be the following
statement: let G be a connected graph of bounded degree such that the quotient graph G/P
is context-free. Then G has a decidable MSO-theory if and only if G is context-free. But
this is in fact false: take N together with the successor relation and add to every number
m = 12 n(n + 1) (n ∈ N) a copy m′ together with the edge (m,m′), whereas for every other
number m add two copies m′ and m′′ together with the edges (m,m′) and (m,m′′). The
resulting graph is not context-free, but it has a decidable MSO-theory [29] (see also [46])
and G/P is context-free. This example also shows that the restriction to finitely many orbits
in Theorem 3.10 is necessary.
Remark 3.12. By [67, Remark 2], we can add the following two equivalent properties to
the list of properties in Theorem 3.10; see [67] for the definition.
– ud(G) admits a uniformly spanning tree.
– All ends of ud(G) have finite diameter.
The next theorem generalizes Theorem 3.10 to graphs that are not necessarily connected
and countable. For graphs G,G1,G2 and a cardinal α, αG denotes the graph that consists
of α many disjoint copies of G, and G1 + G2 denotes the disjoint union of G1 and G2.
Theorem 3.13. Let G be a graph of bounded degree but arbitrary cardinality such that
Aut(G) has only finitely many orbits on G. Then MSOTh(G) is decidable if and only if
there exist finitely many context-free graphs G1, . . . ,Gn and cardinals α1, . . . , αn such
that G = α1G1 + · · · + αn Gn.
Proof. First assume that G = α1G1 + · · · + αn Gn , where Gi is context-free. Thus,
MSOTh(Gi ) is decidable. With [59] (see also [32,63]) we can deduce that also MSOTh(G)
is decidable. Now assume that MSOTh(G) is decidable, and let Gi , i ∈ J , be the connected
components of G. Since every Gi is of bounded degree and connected, all Gi are countable.
Furthermore, since Aut(G) has only finitely many orbits on G, there exist only finitely
many pairwise non-isomorphic Gi . Thus, G = α1G1 + · · · + αn Gn for cardinals αi .
Moreover, also every Aut(Gi ) has only finitely many orbits on Gi . Thus, in order to prove
that every Gi is context-free, it suffices by Theorem 3.10 to show that MSOTh(Gi ) is
decidable for all 1 ≤ i ≤ n.
The set of graphs {G1, . . . ,Gn} can be partitioned into classes C1, . . . , Cm (m ≤ n) such
that MSOTh(Gi ) = MSOTh(G j ) if and only if Gi ,G j ∈ Ck for some k. Thus, for each
class Ck , we can select an MSO-sentence ψk such that Gi |= ψk if and only if Gi ∈ Ck .
Now we can reduce MSOTh(Gi ) to MSOTh(G) as follows: assume that Gi ∈ Ck . Given an
MSO-sentence φ, we construct the following MSO-sentence φk (recall that the existence
of a finite undirected path between two nodes can be expressed in MSO-logic):
φk ≡ ∃X

∀x, y ∈ X : dud(G)(x, y) <∞ ∧
∀x ∈ X ∀y ∈ X : dud(G)(x, y) = ∞ ∧
ψXk ∧ φX
 .
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Here, ψXk denotes the formula that results from ψk by relativizing all quantifiers in ψk to
the set of nodes X , and similarly for φX . Then Gi |= φ if and only if G |= φk . 
4. Logic over Cayley-graphs
In this section we will characterize those finitely generated groups whose Cayley-graph
has a decidable MSO-theory (resp. first-order theory).
4.1. Monadic second-order logic
Recall that a finitely generated group G is called context-free if the set of all words over
the generators that represent the unit of G is a context-free language. In [46] it is shown that
a finitely generated group is context-free if and only if its Cayley-graph (with respect to any
generating set) is context-free. Together with Theorem 3.10 we can deduce the following
result:
Corollary 4.1. Let G be a finitely generated group. The following properties are
equivalent:
(1) MSOTh(C(G)) is decidable.
(2) ud(C(G)) has finite tree-width.
(3) G is context-free.
Remark 4.2. Recall that a problem is elementarily decidable if it can be solved in time
O(2··
·2n
) where the height of this tower of exponents is constant. We remark that the
complexity of the MSO-theory is non-elementary for any Cayley-graph of an infinite
context-free group G: the Cayley-graph C(G) = (V , (Ea)a∈Γ ) is of bounded degree and
infinite. Hence it contains an infinite simple path (ui )i∈N such that (ui , u j ) ∈ E =⋃
a∈Γ Ea if and only if i + 1 = j . If U is any set of nodes of C(G), then U is such an
infinite simple path if and only if there exists a node u ∈ U such that the following holds:
(i) (u, v) ∈ (E ∩ (U ×U))∗ for every v ∈ U , (ii) for every v ∈ U there exists exactly one
v′ ∈ U with (v, v′) ∈ E , (iii) for every v ∈ U \ {u} there exists exactly one v′ ∈ U with
(v′, v) ∈ E , and (iv) there does not exist v ∈ U with (v, u) ∈ E . All this can be expressed
in MSO-logic. Hence, we obtain a reduction of MSOTh(N,≤) to MSOTh(C(G)) which
implies the result by [44].
Remark 4.3. If G is a finitely generated group such that the corresponding Cayley-graph
has finite tree-width, then the corollary above implies that G is context-free. Hence, by [45],
G is finitely presented. It seems to be hard to deduce this fact in a direct way.
Remark 4.4. A variant of the equivalence of (2) and (3) in Corollary 4.1 is stated in [4]: G
is context-free if and only if there exists a (ordinary) tree decomposition (T, f ) of C(G) of
finite width such that for all w ∈ V (T ), the subgraph C(G) f (w) is connected (note that
in contrast to our notation, in [4] such a tree decomposition is called strong).
In contrast to this, our considerations from Section 3.2 show that G is context-free if
and only if C(G) has a strong tree decomposition P of finite width such that the diameter
of the partition classes in P is uniformly bounded. We do not know whether the partition
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classes in P can be even assumed to be connected. Or more generally: does every graph
that satisfies the conditions of Theorem 3.7 have a strong tree decomposition P of finite
width such that moreover every partition class in P is connected?
Further results on the geometric structure of context-free groups can be found in [18,48,56].
4.2. The method of Ferrante and Rackoff
Before we continue with the investigation of first-order theories of Cayley-graphs, we
briefly interrupt the exposition to give a discussion of a method of Ferrante and Rackoff for
proving upper bounds on the complexity of first-order theories. If we want to test validity
of a first-order sentence ∀x ϕ, we are faced with an infinite number of questions: ϕ(x) has
to be checked for all elements x of the underlying structure. Ferrante and Rackoff’s method
allows one to identify finite sets such that checking ϕ(x) for these elements suffices to infer
∀x ϕ. A first tool used here is Gaifman’s locality theorem, that we introduce first.
Let A = (A, (Ri )i∈J ) be a relational structure where Ri has arity ni . The Gaifman-





(a, b) ∈ A × A
∣∣∣∣∣ ∨
i∈J
∃(c1, . . . , cni ) ∈ Ri ∃ j, k : c j = a = b = ck
})
.
We will mainly be interested in restrictions of the structure A to certain spheres in this
graph. To ease notation, we will also write SA(r, a˜) for ASGA(r, a˜), i.e., SA(r, a˜) is the
substructure of A induced by the r -sphere around the tuple a˜ in the Gaifman-graph of A.
Then (SA(r, a˜), a˜) is this substructure, where in addition all elements from the tuple a˜ are
added as constants.
Roughly speaking, Gaifman’s theorem [31] states that first-order logic only allows us
to express local properties of structures; see [28] for a recent account of this result. For
our use, the following weaker form of Gaifman’s theorem is sufficient; it is an immediate
consequence of the main theorem in [31].
Theorem 4.5 (cf. [31]). Let a˜ = (a1, a2, . . . , ak) and b˜ = (b1, b2, . . . , bk), where
ai , bi ∈ A, such that
(SA(7n, a˜), a˜) ∼= (SA(7n, b˜), b˜).6
Then, for any first-order formula ϕ(x1, x2, . . . , xk) of quantifier-depth at most n, we have
A |= ϕ(˜a) if and only if A |= ϕ(˜b).
We use this theorem to restrict the domain of quantification to elements of “small norm”:
a norm function on A is just a function λ : A → N. We write A |= ∃x ≤ n : ϕ in order
to express that there exists a ∈ A such that λ(a) ≤ n and A |= ϕ(a), and similarly for
∀x ≤ n : ϕ. One can indeed restrict quantification to small elements provided that the
structure in question is H -bounded (Ferrante and Rackoff [30]):
6 Thus, there exists a bijection f : SA(7n , a˜) → SA(7n , b˜) which preserves and reflects all relations from A
and such that f (ai ) = bi for 1 ≤ i ≤ k.
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Definition 4.6. Let λ be a norm function on A. Let furthermore
H : {( j, d) ∈ N× N | j ≤ d} → N
be a function such that the following holds: for any j ≤ d ∈ N, any a˜ =
(a1, a2, . . . , a j−1) ∈ A j−1 with λ(ai ) ≤ H (i, d), and any a ∈ A, there exists a j ∈ A
with λ(a j ) ≤ H ( j, d) and
(SA(7d− j , a˜, a), a˜, a) ∼= (SA(7d− j , a˜, a j ), a˜, a j ).
Then A is called H -bounded (with respect to the norm function λ).
This is a slight variant of the definition in [30] that suits our needs much better than the
original formulation. The following corollary to Theorem 4.5 was shown by Ferrante and
Rackoff for their version of H -bounded structures. It states the fact announced above that
in H -bounded structures, quantification can be bounded to elements of small norm.
Corollary 4.7 (cf. [30]). LetA be a relational structure with norm λ and let H : {( j, d) ∈
N × N | j ≤ d} → N be a function such that A is H -bounded. Then for any first-order
sentence ϕ ≡ Q1x1 Q2x2 · · · Qd xd : ψ where ψ is quantifier free and Qi ∈ {∃,∀}, we
have A |= ϕ if and only if
A |= Q1x1 ≤ H (1, d) Q2x2 ≤ H (2, d) · · ·Qd xd ≤ H (d, d) : ψ.
Proof. For j ≤ d , let ψ j ≡ Q j x j Q j+1x j+1 · · · Qd xd : ψ and
ϕ j ≡ Q1x1 ≤ H (1, d) · · ·Q j−1x j−1 ≤ H ( j − 1, d) : ψ j ,
in particular, ϕ1 ≡ ϕ. We show that A |= ϕ j if and only if A |= ϕ j+1 which then proves
the corollary.
Let a˜ = (a1, . . . , a j−1) ∈ A j−1 with λ(ai ) ≤ H (i, d). First assume that Q j = ∃, i.e.,
ψ j ≡ ∃x j : ψ j+1. If A |= ψ j (˜a), then there is a ∈ A with A |= ψ j+1(˜a, a). By our
assumption on the norm function λ, we find a j ∈ A with λ(a j ) ≤ H ( j, d) and
(SA(7d− j , a˜, a), a˜, a) ∼= (SA(7d− j , a˜, a j ), a˜, a j ). (1)
Since the quantifier-depth of ψ j+1 is d − j , Theorem 4.5 implies A |= ψ j+1(˜a, a j ) and
thereforeA |= (∃x j ≤ H ( j, d) ψ j+1)(˜a). If, conversely,
A |= (∃x j ≤ H ( j, d) ψ j+1)(˜a),
we have trivially A |= ψ j (˜a).
Assume now that Q j = ∀, i.e., ψ j ≡ ∀x j : ψ j+1. If A |= ψ j (˜a), then of course also
A |= (∀x j ≤ H ( j, d) : ψ j+1)(˜a). Now assume that
A |= (∀x j ≤ H ( j, d) : ψ j+1)(˜a)
and let a ∈ A be arbitrary. We have to show that A |= ψ j+1(˜a, a). The case λ(a) ≤
H ( j, d) is clear. Thus, assume that λ(a) > H ( j, d). Then there exists a j ∈ A with
λ(a j ) ≤ H ( j, d) and (1). Since λ(a j ) ≤ H ( j, d), we have A |= ψ j+1(˜a, a j ). Finally,
Theorem 4.5 implies A |= ψ j+1(˜a, a). 
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4.3. First-order logic
Let us now consider first-order theories of Cayley-graphs of groups.
Using the method of Ferrante and Rackoff, we start this section by proving an upper
bound for the complexity of the first-order theory of the Cayley-graph in terms of the
complexity of the word problem. The idea is to show that the Cayley-graph in question
is H -bounded for some suitable norm λ and function H . Since this allows us to restrict
quantifications to finitely many elements, one can than exhaustively search for witnesses
of the formula. Due to quantifier alternations, the resulting upper bound is best expressed
in terms of alternating complexity classes. Let ATIME(a(n), t (n)) (where a(n) ≤ t (n))
denote the class of all problems that can be solved on an alternating Turing machine in
time O(t (n)) with at most O(a(n)) alternations [13,47].
Theorem 4.8. Let G be a finitely generated group such that the word problem of G
belongs to the class ATIME(a(n), t (n)). Then FOTh(C(G)) belongs to ATIME(n +
a(2O(n)), 2O(n) + t (2O(n))).
Proof. Choose a finite generating set Γ for G. We want to apply Corollary 4.7, which
requires us to define the norm function λ and the bounding function H . For a group
element a ∈ G let λ(a) ∈ N denote the least number n such that there exists a word
w ∈ Γ ∗ of length n, representing a. Thus, λ(a) is the minimal length of a path from
the identity 1 to a in the Cayley-graph C = C(G). Next we define the function H by
H ( j, d) = H ( j − 1, d) + 4 · 7d− j for 1 ≤ j ≤ d and set H (0, d) = 0. Thus,
H ( j, d) ∈ 2O(d).
Now let j ≤ d and a˜ = (a1, a2, . . . , a j−1) ∈ G j−1 with λ(ai ) ≤ H (i, d). Let
furthermore a ∈ G with λ(a) > H ( j, d). The triangle inequality implies that the distance
between a and every ai in C is larger than H ( j, d)− H (i, d) ≥ H ( j, d)− H ( j − 1, d) =
4 · 7d− j for i < j . Hence, SC(7d− j , a˜) ∩ SC(7d− j , a) = ∅ and moreover there is no edge
in the graph C between a node in SC(7d− j , a˜) and a node in SC(7d− j , a).
Now assume that a j ∈ G is any group element with λ(a j ) = H ( j, d). Since Aut(C)
has only one orbit on C, we have (SC(7d− j , a), a) ∼= (SC(7d− j , a j ), a j ). Moreover,
λ(a j ) = H ( j, d) implies that also SC(7d− j , a˜) ∩ SC(7d− j , a j ) = ∅, and that there are
no edges between these two disjoint spheres. It follows that
(SC(7d− j , a˜, a), a˜, a) ∼= (SC(7d− j , a˜, a j ), a˜, a j ).
Thus, indeed, the Cayley-graph C is H -bounded.
Let ϕ ≡ Q1x1 Q2x2 · · · Qd xd : ψ(x1, . . . , xd) be a first-order sentence over the
signature of C with d quantifiers Qi ∈ {∃,∀}. Then, by Corollary 4.7, C |= ϕ if and
only if
C |= Q1x1 ≤ H (1, d) Q2x2 ≤ H (2, d) · · ·Qd xd ≤ H (d, d) : ψ(x1, . . . , xd).
Since H (i, d) ∈ 2O(|ϕ|), this implies the statement of the theorem: in order to verify the
above statement, an alternating Turing machine guesses for 1 ≤ i ≤ d words wi ∈ Γ ∗
with |wi | ≤ H (i, d). If Qi = ∃ (resp. Qi = ∀), then the guessing is done in an
existential (resp. universal) state of the alternating machine. Every quantifier alternation
leads to one additional alternation, which leads to at most |ϕ| alternations. After having
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guessed every wi , we check whether ψ(w1, . . . , wd ) is true in the group G. All identities
in ψ(w1, . . . , wd ) have at most exponential length. These identities can be verified using
the ATIME(a(n), s(n))-algorithm for the word problem. This leads to a(2O(|ϕ|)) many
additional alternations. The time bound from the theorem follows analogously. 
It is known that ATIME(t (n), t (n)) is contained in DSPACE(t (n)) if t (n) ≥ n [13,
Theorem 3.2]. Hence, differently from the situation for monadic second-order logic, the
first-order theory is elementarily decidable as soon as the word problem is elementarily
decidable. This is in particular the case for context-free groups.
Theorem 4.8 allows us to prove the following result.
Theorem 4.9. Let G be a finitely generated group. Then the following properties are
equivalent:
(1) ∃FOTh(C(G)) is decidable.
(2) FOTh(C(G)) is decidable.
(3) The word problem of G is decidable.
Proof. (2) ⇒ (1) is trivial, whereas (3) ⇒ (2) follows from Theorem 4.8. In order to
prove (1)⇒ (3), choose a finite generating set Γ for G. Then a word a0 · · · an−1 (ai ∈ Γ )
represents the identity in G if and only if the following sentence belongs to ∃FOTh(C(G)):
∃x0 · · · ∃xn
 ∧
0≤i≤n−1
xiai = xi+1 ∧ x0 = xn
 .
Remark 4.10. Note that the reductions of the word problem to the existential theory of
the Cayley-graph and that of the existential theory to the full first-order theory are linear
time logspace reductions. For the complexity of the full first-order theory in terms of the
complexity of the word problem, see Theorem 4.8.
Remark 4.11. An alternative proof for the implication (3) ⇒ (2) in Theorem 4.9 can be
given using a quantifier elimination procedure from [62]. But this procedure does not yield
an elementary upper bound for the complexity of the first-order theory in terms of the
complexity of the word problem.
The final result of this paper characterizes those groups such that the corresponding
Cayley-graph has a recursively enumerable positive first-order theory. Note that the full
first-order theory of a Cayley-graph is recursively enumerable if and only if it is decidable,
because it is a complete theory.
Theorem 4.12. Let G be a finitely generated group. Then the following properties are
equivalent:
(1) posFOTh(C(G)) ∩ ∃FOTh(C(G)) is recursively enumerable.
(2) posFOTh(C(G)) is recursively enumerable.
(3) The word problem of G is recursively enumerable.
Proof. The implication (2) ⇒ (1) is trivial and (1) ⇒ (3) can be shown as in
Theorem 4.9. Now assume (3) and let ϕ ≡ Q1x1 Q2x2 . . . Qn xn ψ be a first-order sentence
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with Qi ∈ {∃,∀} such that ψ is a positive Boolean combination of statements of the form
xi a = x j for a ∈ Γ . Let Γ be a finite generating set for G. Then, as shown in the proof of
Theorem 4.9, ϕ is effectively equivalent to
Q1x1 ≤ H (1, n) Q2x2 ≤ H (2, n) · · · Qn xn ≤ H (n, n) : ψ.
For Qi = ∃ (resp. Qi = ∀), replace Qi xi ≤ H (i, n) by a disjunction (resp. conjunction)
over all words wi ∈ Γ ∗ of length at most H (i, n) and replace every occurrence of xi in ψ
by wi . The result is a positive Boolean combination of statements of the form wi a = w j ,
i.e., wi a w−1j = 1. This Boolean combination holds if and only if ϕ ∈ posFOTh(C(G)).
Since, by assumption (3), the word problem is recursively enumerable, the set of all
positive Boolean combinations of statements of the form w = 1 (w ∈ Γ ∗) is recursively
enumerable as well. This shows that posFOTh(C(G)) is recursively enumerable. 
5. Open problems
Within the class of “symmetric” graphs of bounded degree, we gave a complete
characterization of those having a decidable MSO-theory. Is a similar characterization
possible within the class of all “symmetric” graphs (not necessarily of bounded degree)?
Suppose the MSO-theory of G(e) is decidable. Then, by Seese’s Theorem 3.8, the graph
G has finite tree-width. Hence it can be described by an infinite term over the appropriate
signature [14]. It is well possible that this term is quite regular provided that the graph
is “symmetric”. If this is indeed the case, then the term (seen as a tree) and therefore the
structure G(e) can be interpreted in the complete binary tree. This would imply that G
is equational [14]. Since the MSO-theory of G(e) is decidable whenever G is equational,
this would characterize this class of graphs. If, which is weaker, the MSO-theory of G is
decidable, adopting Seese’s conjecture [55], the graph G has finite clique-width [17]. This
could, as above, imply that G can be interpreted in the complete binary tree, i.e., that G is
prefix-recognizable [9]. This would characterize the “symmetric” graphs with a decidable
MSO-theory.
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