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GJJt) = Π (l --) G(t) ,
we show that umiformly for -°o < t < co. Here k(t, v) is the fundamental solution of the heat equation,
k{t, v) -(4πv)~1
12 exp ( -tf/ίv) , with -co < t < co, with Rev > 0, with the square root one-at-one, and where v n is given by In order to establish (1.3) we are obliged to make an additional assumption on the distribution of the roots of E(s), see Condition B in § 4. As a consequence of (1.3) we prove that (1.4) Γ I G 2n (t) I dt -(cos 2 φ n -sin 2 φ n )~1
12
(n -co) ,
J-oo
where φ n = (1/2) arg v~λ. This result tends to indicate that present methods cannot be employed for the inversion of (1.1) if the roots of E(s) lie outside the 45° sector used above. Finally we compute explicitly the functions G 2n (t) corresponding to E(s) = cos as where | arg a \ < τr/2. Here all roots lie on a line through the origin. In this case the integral (1.4) tends to infinity with n when I arg a \ ^ π/4. This result indicates clearly that our arguments must fail if the roots of E{s) are not restricted to lie inside the 45° sector.
2
A first inversion theorem* Let us introduce the following conventions.
Condition A. The sequence a l9 α 2 , of complex constants satisfies Condition A if Σ I <*k I" 2 < <*> and I arg a k | rg -^ " V i 4
for some η in 0 < η < 7r/4. It is assumed that the a k are arranged in an order of nondecreasing real parts with Re a x > 0, i.e. 
E(s) = Π (l -4-)
where the roots a k satisfy condition A. For example, cos (2 + i)s belongs to the class A. We now state the main theorem of the present section, a result that will be improved in § 3 by more complicated methods. THEOREM 2.1.
If for -oo < έ < oo
G(t) = -L-Γ *JL ds (E(s) e A)
.
φ(t) is hounded on compact sets and
at any point t -x of continuity of φ(t).
We shall establish this result by the series of Lemmas 2.2, 2.3, and 2.4.
Consider a fixed function E(s) in the class A. Then let E 2n (s) be defined by
Let G 2n (ί) and G{t) be defined by 
then the next lemma will show that the integral (2.3) converges, that
and furthermore it will give lower bounds of the function E 2n (s) in terms of both s and n. It will become clear later that exactly these lower bounds are the ones needed to obtain the required information about the kernels G 2n (t (k -n + 1, n + 2, •) .
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Let n = 0,1, 2, be arbitrary.
Lei a n as a zero of E 2n (s) be of multiplicity μ + 1. Then there is a polynomial p(t) of degree μ such that for any k in -Rea n+1 < k < Re a n+1 and any integer v = 0,1, 2, the following holds C. For αίί s = σ + ir wi£fo | σ | < J?e α n+1 and -oo < r < oo
In the next lemma a sufficiently good upper bound of the kernel G 2n (t) in terms of both t and n is proved in order to have an inversion formula as an immediate consequence. LEMMA 
Let G 2n (t) and S n be as defined by equations (2.3) and (2.2). Then there exist constants M and K independent of both n and t such that
Proof. Use of the fact that G 2n (t) is an even function of t and use of Lemma 2.3 shows that provided σ satisfies 0 < σ < r κ+1 cos /3 W+1 (where r n+1 e ίβn+1 is that root of E 2n (s) with smallest positive real part). Let K be as in Lemma 2.2 the constant K -(1/2) sin (rj/2). Assume for the rest of the proof that σ is restricted to 0 < a ^ KS~ι l \ Then since cos β n+1 > 1/l/ΊΓ, it follows that 0 < σ ^ (1/2) sin (η/2)r n+1 < r n+1 cos β n+1 .
By setting A -tan (π/2 -η/2) and using the lower bounds of Lemma 2.2 we obtain 1 + j/ a S n sin R eplace the lower limit σA in the last integral by 0, set σ -KS~1'
is an even function, the last inequality shows that for all n and ί, the function G 2n {t) satisfies the conclusion of the theorem REMARK. In the previous lemma the constants M and K are functions of η only. As η tends to 0, M tends to °o and K tends to 0, thus making the upper bound of the theorem meaningless as rj tends to 0. These are phenomena which are typical of the theory and which we will encounter again. Now we are in a position to prove Theorem 2.1.
Proof. By letting M Q be the constant guaranteed by hypothesis 2 of Theorem 2.1, i.e. for any fixed x and all t, and by using Lemma 2.3 we find that for any δ > 0
Jδ<|ί|<co
Replacement of | G 2n (t) \ by its upper bound given by Lemma 2.4, and use of the continuity of φ(t) at t = x immediately give the theorem.
3* A second inversion theorem* We now remove the boundedness condition on φ(t), assumed in Theorem 2.1, assuming here instead only local integrability. The inversion formula will be valid not only at points of continuity of <p(t) but at all points of the Lebesgue set for that function. We first prove a result about the derivative of G 2n (t A. // n satisfies S n ^ 4r~+i, then
B. If n satisfies S n < 4r»+i, ίftew I GL(£) I ^ Λf a ri +1 exp (-K 2 r n+1 \t\) (-oo < t < oo) .
Proof. First conclusion A will be proved. Let i£ be the constant Restrict ί7 to 0 < σ ^ iΓS~1 /2 . The latter guarantees that 0 < σ < r w+1 cos/3 w+I and hence GJ Λ (t) is given by GJ (ί) = --L r ^^"^ + ^ dy . The assumption that S n ^ 4r~+ x guarantees that S n -r& 2 Ξ> 1/2 S Λ for all k > n. Hence the second lower bound given by part A of Lemma 2.2 becomes r\ Use of the last inequality and the estimate of part B of Lemma 2.2 in equation (1) gives
Replace the limit σA by 0 in the last integral; define the constants c x and c 2 as 
7Γ π sin and set a = KS~Φ. Then equation (2) gives for all £ and all w satisfying S n ^ 4r~+ lβ For the proof of part B, G 2n (t) has to be expressed in the form
where g(t) is the function g(t) = ±-a n+1 ea^ (-00 < t < 00) .
Differentiation of (3) 
Then equation (7) shows that
holds for all t and all n satisfying S n < 4r~+ x . Hence conclusion J? has been ectablished. Now we prove Theorem 3.1.
Proof. If ψ(t) is given by
Ψ(t) -\ [φ( x -u) -φ(x)] du (-oo < t < oo) ,
Jo then by the hypotheses of Theorem 3.1 there is a constant M Q for which If ί = x is in the Lebesgue set of φ{t) then for any ε > 0 there is a δ > 0 such that | ψ(t) | g ε| ί | for any t in 111 ^ δ. An integration by parts, easily justified by Lemma 2.3, yields
Replacing | G5»(ί) | by either one of the two upper bounds given by the last Lemma 3.2, we easily obtain the conclusion of the theorem. 4* Asymptotic estimates* For the estimates of the present section we need to place further restrictions on the roots of the inversion function.
Condition B. The sequence of complex constants a l9 a 2 , satisfies Condition A and in addition lim I a n p Σ I α, |-2 --.
For example the sequence a n -n satisfies Condition B. The sequence a n -2 n satisfies Condition A but not Condition B. In the latter case the above limit becomes lim 2 4% / 3 (-LΛ = 0 .
DEFINITION. The entire function E(s) belongs to the class of functions B if
E(s) = Π (l -4"
where the roots of E(s) satisfy Condition B.
We can now state the principal result of this section. To do so we adopt the notation of § 1 for the function k (t, v) . Set 
uniformly on -co < t < oo.
Observe that the remainder term in (4.3) tends to zero with v n under the assumption E(s) e B. 
The 0-term denotes a function of both n and u such that for some constant M and all u and n the absolute value of this function does not exceed M times the quantity inside the 0-symbol.
Let δ be arbitrary in 0 < δ < 1/2 and assume that u is restricted to \u\ ^ δ throughout the proof. If c 2p (n) is defined as
It is interesting to observe that linv^ | c 2P (n) | = oo f or all p, if r k = & α with α: in 1/2 < α < 3/2. Next it is shown that c 2p (n) satisfies the inequality
If N(t) and 5(t) are the functions
P
An integration by parts gives the required inequality
Use of the inequality Re v n ^ S Λ sin 2η and (2) in equation (1) gives
Choose any δ λ in 0 < δ λ < 1 and consider the two cases:
For the proof in Case 2, the inequality (3) gives ( 6 ) I JM I ^ exp (-u"rl +1 S n sin 2>?)
Now choose <5 as δ -(l/2)(sin 2^) 1/2 . Then using the inequality (1 -<5 2 )~V -sin 2η ^ -(2/3) sin 2η and by multiplying (6) by (4), we obtain the conclusion of the lemma for Case 2:
Thus (5) and (7) (3) k(t, v) = -Γe" ΰM2 cos twdw (-oo < t < oo) . π Jo Use of (2) and (3) in equation (1) together with some elementary power series estimates of the exponential function give the conclusion of the theorem.
We saw in Theorem 2.1 that the essential step in the proof of the inversion formula was to show that Γ I G 2n (t) I dt = 0 (1) (n-oo) .
J-oo
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