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AFFINE TRANSFORMATION WITH ZERO ENTROPY AND
NILSYSTEMS
ZHENGXING LIAN
Abstract. In this paper, we study affine transformations on tori, nilmanifolds
and compact abelian groups. For these systems, we show that an equivalent
condition for zero entropy is the orbit closure of each point has a nice structure.
To be precise, the affine systems on those spaces are zero entropy if and only if
the orbit closure of each point is isomorphic to an inverse limit of nilsystems.
1. Introduction
By a (Z-action) topological dynamical system, one means a pair (X, T ), where X
is a compact metric space and T is a continuous selfmap of X . In this paper, we
consider the cases that X is a torus, a nilmanifold or a compact abelian group.
For a topological group G and a cocompact subgroup Γ, an affine transformation
τ on G/Γ is defined by an Γ-invariant automorphism A of G and a fixed element
g0 ∈ G, i.e. τ(gΓ) = g0A(g)Γ. In particular, when G itself is a compact group and
Γ is trivial, the affine transformation τ : G → G is the map τ(g) = g0A(g), where
g0 ∈ G,A ∈ Aut(G).
In this paper, we study affine transformations on tori, nilmanifolds and compact
abelian groups, and give an equivalent condition of zero entropy for these systems.
Our main result is as follows:
Theorem 1.1. Let (X, τ) be one affine transformation of the following spaces:
(1) tori;
(2) nilpotent manifolds;
(3) compact abelian groups.
Then (X, τ) is zero entropy if and only if for each x ∈ X, the closure of the orbit
of x with τ (orb(x, τ), τ) is isomorphic to an inverse limit of nilsystems. We might
call the system (orb(x, τ), τ) the orbit system.
As an application, we show Sarnak conjecture holds for the zero entropy affine
transformations on tori, nilmanifolds and compact abelian groups, which is first
proved in [17]. According to Green and Tao’s result[8](i.e.Mo¨biusfunction is or-
thogonal with nilsequence), we give different methods to show this.
The paper is organized as follows: In Section 2, we introduce some basic concep-
tions and results needed in this paper. In Section 3, we prove Theorem 1.1 by three
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different cases. To prove this theorem, we try to analysis the returning time of each
point of X . Then we use some theorems in [16] to prove our results.
Acknowledgments. The author would like to thank Wen Huang, Song Shao and
Xiangdong Ye for introducing him this topic and their constant support.
2. Preliminaries
In this section, we introduce some basic definitions and results needed in this
paper.
2.1. Topology entropy. Let (X, τ) be a topological dynamical system, where τ :
X → X is continuous, X is a compact metric space with metric ρ. Let ρn(x, y) =
max0≤i≤n−1 ρ(τ
ix, τ iy). A set E ⊂ X is (n, ǫ)-separated if for any x 6= y ∈ E,
ρn(x, y) > ǫ. Denote by N(n, ǫ) the maximum cardinality of an (n, ǫ)-separated set.
The topological entropy of (X, τ) is defined by
htop(X, τ) = lim
ǫ→0
(lim sup
n→∞
1
n
logN(n, ǫ))
Let π : (X, τ) → (Y, S) be a factor map, i.e. π is a continuous surjection and
π ◦ τ = S ◦ π. Then htop(X, τ) ≥ htop(Y, S).
In this paper, we will need the following famous result:
Theorem 2.1. [19] Let D be a homomorphism of a d-dim torus. {λ1, . . . , λd} are
the eigenvalues of D. Then the entropy of D is:
h(Td, D) =
d∑
j=1
log |λj|+,
where log |λj|+ = max{log |λj|, 0}.
2.2. Nilsystem.
2.2.1. Nilpotent groups. Let G be a group. For g, h ∈ G, we write [g, h] = ghg−1h−1
for the commutator of g and h and we write [A,B] for the subgroup spanned by
{[a, b] : a ∈ A, b ∈ B}. The commutator subgroup Gj, j ≥ 1, are defined inductively
by setting G1 = G and Gj+1 = [Gj, G]. Let d ≥ 1 be an integer. We say that G is
d-step nilpotent if Gd+1 is the trivial subgroup.
2.2.2. Nilmanifolds. Let G be a d-step nilpotent Lie group and Γ is a discrete cocom-
pact subgroup of G, i.e. a uniform subgroup of G. The compact manifold X = G/Γ
is called a d-step nilmanifold. The group G acts on X by left translations and we
write this action as (g, x)→ gx. The Haar measure µ of X is the unique probability
measure on X invariant under this action. Let g ∈ G and τ be the transformation
τ(x) → gx of X . Then (X, τ, µ) is called a d-step nilsystem. See [4] for more
details.
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2.2.3. Systems of order d. We also make use of inverse limits of nilsystems and so
we recall the definition of an inverse limit of systems(restricting ourselves to the case
of sequential inverse limits). If (Xi, τi)i∈N are systems with diam(Xi) ≤ M ≤ ∞
and φi : Xi+1 → Xi are factor maps, the inverse limit of the systems is defined to
be the compact subset of Πi∈NXi given by {(xi)i∈N : φi(xi+1) = xi, i ∈ N}, which is
denoted by lim←{Xi}i∈N. It is a compact metric space endowed with the distance
ρ(x, y) =
∑
i∈N
1
2i
ρi(xi, yi), where ρi is the distance of (Xi, τi). We note that the
maps {τi} induce a transformation τ on the inverse limit.
Definition 2.2. [14] A system (X, τ) is called a system of order d, if it is an inverse
limit of d-step minimal nilsystems.
2.3. Regionally proximal relation. Let (X, τ) be a topological dynamical sys-
tem. The regionally proximal relation RP = RP (X, τ) ⊂ X × X is the set which
contains all the point (x, y) if there are sequences xi, yi ∈ X, ni ∈ Z such that
xi → x, yi → y and (τ × τ)
ni(xi, yi)→ (z, z), i→∞, for some z ∈ X .
Definition 2.3. [13] Let (X, τ) be a topological dynamical system with metric ρ.
Let d ≥ 1 be an integer. A pair (x, y) ∈ X ×X is said to be regionally proximal of
order d if for any δ > 0, there exist x′, y′ ∈ X and a vector n = (n1, . . . , nd) ∈ Z
d
such that ρ(x, x′) < δ, ρ(y, y′) < δ, and
ρ(τn·ǫx′, τn·ǫy′) < δ for any ǫ ∈ {0, 1}d \ {(1, 1, . . . , 1)},
where n · ǫ = n1ǫ1 + . . . + ndǫd. The set of regionally proximal pairs of order d is
denoted by RP [d](X).
It is easy to see that RP [d] is a closed and invariant equivalence relation.
Theorem 2.4. [14, 16] Let (X, τ) be a minimal topological dynamical system and
d ∈ N. Then (X/RP [d], τ) is the maximal d-step nilfactor of (X, τ).
It means that (X/RP [d], τ) is a system of order d. Also, any system of order d,
which is a factor of (X, τ), is a factor of (X/RP [d], τ).
Now we use RP [d] to define ∞-step nilsystem[5]. Observe that
. . . ⊂ RP [d+1] ⊂ RP [d] ⊂ . . . ⊂ RP [1] = RP (X, τ)
Let RP [∞] =
⋂
d≥1RP
[d]. It follows that for any minimal system (X, τ), RP [∞] is a
closed invariant equivalence relation.
Definition 2.5. Aminimal system (X, τ) is an∞-step nilsystem or a system of order
∞, if the equivalence relation RP [∞] is trivial. i.e., coincides with the diagonal.
2.4. Almost automorphic. In [16], the authors gave some relationship between
nilsystems and almost automorphic points.
For a topological dynamical system (X, τ), a point x ∈ X is said to be almost
automorphic (AA for short) if from any sequence {n′i} ⊂ Z one may extract a
subsequence {ni} such that
lim
j→∞
lim
i→∞
τni−njx = x.
A point x ∈ X is called d-step almost automorphic (or d-step AA for short) if
RP [d][x] = {y ∈ X : (x, y) ∈ RP [d]} = {x}.
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A minimal topological dynamical system is call d-step almost automorphic if it has
a d-step AA point. Since RP [d] is an equivalence relation for minimal topological
dynamical system, by definition it follows that for a minimal system (X, τ), it is a
d-step AA system for some d ∈ N if and only if it is an almost one-to-one extension
of its maximal d-step nilfactor.
In [16], one also describes AA point by the returning time of one point to it is
open neighborhoods.
2.5. Nil Bohr sets. A subset A of Z is a Bohr-set if there exist m ∈ N, α ∈ Tm
and a non-empty open set U ⊂ Tm such that {n ∈ Z : nα ∈ U} is contained in A.
The set A is a Bohr0-set if additionally 0 ∈ U .
A subset A of Z is aNild Bohr0 set if there exist a d-step nilsystem (X, T ), x0 ∈ X
and an open neighborhood U of x0 such that N(x0, U) =: {n ∈ Z : T
nx0 ∈ U} is
contained in A. Denote by Fd,0 the family consisting of all Nild Bohr0-sets [12].
Let FGPd be the family generated by the set of forms
k⋂
i=1
{n ∈ Z : Pi(n) (modZ) ∈ (−ǫi, ǫi)}
where k ∈ N, P1, . . . , Pk are generalized polynomials of degree ≤ d , and ǫi > 0.
In this paper, we consider generalized polynomial family GP =
⋃∞
d=0GPd, which
is defined by a sequence of family GPd. Where GPd is the smallest family satisfies:
(1) Any k, let pi ∈ N, 0 ≤ i ≤ k. If f1, f2, . . . , fl with fi ∈ GPpi and
∑l
i=0 pi ≤ d,
then anp0⌈f1⌉⌈f2⌉ . . . ⌈fk⌉ ∈ GPd. Where ⌈x⌉ is the smallest integer such that
⌈x⌉ ≥ x.
(2) If g, h ∈ GPd, then gh, g ± h, cg, ⌈g⌉ ∈ GPd. Where c ∈ R
And G0 = R.
If f ∈ GPd, we say the degree of f deg(f) ≤ d.
Theorem 2.6. [16] Let d ∈ N. Then Fd,0 = FGPd.
Theorem 2.7. [16] Let (X, T ) be a minimal topological dynamical system, x ∈ X
and d ∈ N ∪ {∞}. Then the following statements are equivalent:
(1) x is d-step AA point.
(2) N(x, V ) ∈ Fd,0 for each neighborhood V of x.
3. The proof of Theorem 1.1
Let (X, τ) be one affine transformation of the following spaces:
(1) tori;
(2) nilpotent manifolds;
(3) compact abelian groups.
We want to show that (X, τ) is zero entropy if and only if for each x ∈ X , the orbit
system (orb(x, τ), τ) is isomorphic to an inverse limit of nilsystems. The difficult
part is to show if (X, τ) is zero entropy, then for each x ∈ X , the orbit system
(orb(x, τ), τ) is isomorphic to an inverse limit of nilsystems. Since the proofs for
tori, nilpotent manifolds, and compact abelian groups are quite different, we will
Zhengxing Lian 5
prove them separately. Before that, we show the easy direction of the proof of
Theorem 1.1.
3.1. The easy part of the proof of Theorem 1.1.
Now we assume that for each x ∈ X , the orbit system (orb(x, τ), τ) is isomorphic
to an inverse limit of nilsystems. We will show that the entropy of the system is zero.
In fact, we show that (X, τ) is distal. Since each distal system has zero entropy, we
finish the proof.
In fact, if for each point x ∈ X , the closure of orb(x, τ) is an inverse limit of
nilsystems, then X should be distal. That is, if y, y′ ∈ orb(x, τ), since (orb(x, τ), τ)
is distal, then (y, y′) is distal.
If y ∈ orb(x, τ) and y′ ∈ orb(x′, τ) for two different orbits with orb(x, τ) ∩
orb(x, τ) = ∅, since orb(x, τ) and orb(x′, τ) is closed, ρ(y, y′) ≥ min{ρ(z, z′) z ∈
orb(x, τ), z′ ∈ orb(x, τ)} = cx,x′ > 0 for some fix number cx,x′. Then (X, τ) is distal.
3.2. Results on tori and nilpotent manifolds. The main aim of this section is
to prove the following results:
Theorem 3.1. Let (X, τ) be an affine transformation with zero entropy. If X is
one of the following spaces:
(1) tori;
(2) nilpotent manifolds;
then there is a fixed d, such that for each x ∈ X, an open neighborhood U of x and
its return time N(g, U) = {n : τnx ∈ U}, we have N(x, U) ⊃
⊔b
j=1Nj(
⊔
means
disjoint union) for some b ∈ N with Nj ∈ FGPd and Ni ∩Nj = ∅ for each i 6= j.
Theorem 3.2. Let (X, τ) be an affine transformation with zero entropy. If X is
one of the following spaces:
(1) tori;
(2) nilpotent manifolds;
then for each g ∈ G, the orbit system (orb(g, τ), τ) is isomorphism to a system of
order d.
3.3. Tori. A d-dim torus is Td = Rd/Zd. An integer-valued d× d matrix A can be
seen as a homomorphism of Rd and Zd, and it induces a homomorphism on Td. A
map τ : Td → Td is an affine transformation if there are a matrix A ∈ Zd×d and a
fixed point b0 ∈ T
d such that τ(b) = Ab+ b0.
Note that if the integer-valued d× d matrix A is a zero entropy homomorphism,
then all the eigenvalues of A are unity roots. In fact, according to Theorem 2.1, if
the integer-valued D is a zero entropy homomorphism, then Πdj=1λj is a non zero
integer with all |λj| ≤ 1, which means |λj| = 1. And then by the following Kronecker
Lemma we have that all the λj are unity roots.
Theorem 3.3 (pp 108, Lemma (a)). [10] If {λj}
d
j=1 satisfies |λj| = 1, all the j, and
p(x) =
d∏
j=1
(x− λj)
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are integral coefficicents polynomial, then all the λj are unity roots.
Let
ρ(x, y) = max
1≤i≤d
|xj − yj|, x = (xj)j, y = (yj)j ∈ T
d
be a metric of Td. Now we begin to consider the return time N(a, τ, ǫ) of arbitrary
a = (aj)j ∈ T
d, where N(a, τ, ǫ) = {n ∈ Z : ρ(τna, a) < ǫ}.
Proposition 3.4. Let X = Td, τ be a affine transformation of X with zero en-
tropy, and a = (aj)j ∈ X = T
d. Then for any ǫ, N(a, τ, ǫ) include some d-degree
generalized polynomial return time. i.e.
N(a, τ, ǫ) ⊃
b−1⋃
r=0
(
d⋂
j=1
{tb+ r, t ∈ Nrj}),
where each Nrj is a return time of a polynomial function frj such that Nrj ={
t, |{frj(t)} − aj| < ǫ
}
for polynomials frj with degree less than d+ 1.
Proof. Let τ : Td → Td, (xj)
T → A(xj)
T + (αj)
T be an affine transformation with
zero entropy. Where α = (αj) ∈ T
d is a fix point. Since τ has zero entropy, then A
is a d× d integral matrix. Since Kronecker Lemma, all the eigenvalues of A is roots
of unity. That means there are some B and P such that A = P−1BP , where B is a
upper triangular matrix, and all the entries in the diagonal of B are roots of unity.
First we have
τna = An(aj)
T +
n−1∑
i=0
Ai(αj)
T
= P−1BnP (aj)
T + P−1(
n−1∑
i=0
Bi)P (αj)
T .
Since B is a upper triangular matrix, and all the diagonal elements of B is roots
of unity, there is b such that Bb is a upper triangular matrix with all the diagonal
elements is 1. Denote C = Bb. Now for n = tb+ r, 0 ≤ r ≤ b− 1,
τna = P−1CtBrP (aj)
T + P−1(
b−1∑
i=0
Bi)(
t−1∑
k=0
Ck)P (αj)
T + P−1(
r−1∑
i=0
Bi)CtP (αj)
T .
For the fix r, we consider if ρ(a, τ tb+ra) < ǫ. Let C = I + D, here D is strictly
upper triangular matrix, Dd = 0. Then Ct =
∑d−1
i=0
t!
i!(t−i)!
Di. That means each
element of Ct is a polynomial of t, since r is fixed, each element of P−1CtBrP ,
P−1(
∑b−1
i=0 B
i)(
∑t−1
k=0C
k)P , P−1(
∑r−1
j=0B
j)CtP is a polynomial of t; that means each
coordinate of τ tb+ra is a polynomial of t with degree no more than a fix d ∈ N:
τ tb+ra = (frj(t))1≤j≤d.
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And all frj are no more than d degree. So for Nrj =
{
t, |{frj(t)} − aj | < ǫ
}
, here
{frj(t)} = frj(t) (mod1),
N(a, τ, ǫ) =
b−1⋃
r=0
(
m⋂
j=1
{tb+ r, t ∈ Nrj}).
The proof is completed. 
3.4. Nilpotent Lie groups. Now we begin to prove Theorem 3.1 for the nilpotent
Lie group case.
Proposition 3.5. Let A be a continuous surjective homomorphism of k-step nilpo-
tent Lie group G, and let Gi = [Gi−1, G] with G0 = G. Then A induces naturally
surjective homomorphisms Ai:
Ai : Gi/Gi+1 → Gi/Gi+1,
and Ai is invertible linear mapping.
We call {A1, A2, . . . , Ak} the linear part of A.
Since each nilpotent Lie group can be imbedded into a upper triangular matrix
group, in this paper, we only analysis the matrix nilpotent Lie group.1 We could
write a element of k-step matrix nilpotent Lie group G as:


1 x1,1 x2,1 ... xk−1,1 xk,1
0 1 x1,2 ... ... xk−1,2
0 0 1 ... ... ...
... ... ... ... ... ...
0 ... ... ... 1 x1,k
0 ... ... ... 0 1


In the following part of this paper, we write a element of G as (xi,j)1≤i≤k,1≤j≤k+1−i,
or just write it as (xi,j)i,j if there is no confusion. Group operation is the matrix
operation. And we write the element of Gi/Gi+1 as (xi,1, xi,2...xi,k+1−i) or
−→xi . Here
we would define a new kind of degree of a polynomial. The polynomial is define on
the matrix elements of of a element of nilpotent Lie group G.
Definition 3.6. For (xi,j)1≤i≤k,1≤j≤k+1−i, let
W = {
∏
1≤i≤k,1≤j≤k+1−i
x
αi,j
i,j : αi,j ∈ N}.
And define L-polynomial degree l : W → N such that
l
( ∏
1≤i≤k,1≤j≤k+1−i
x
αi,j
i,j
)
=
∑
1≤i≤k,1≤j≤k+1−i
2i−1αi,j
If f is a constant, l(f) = 0. For the polynomial f defined on the terms of (xi,j)1≤i≤k,1≤j≤k+1−i,
f = c1w1 + ... + ctwt, ci ∈ R, wi ∈ W , we define l(f) = maxi=1,2...t l(wi). Also it is
clear that l(fg) ≤ l(f) + l(g) and l(f + g) ≤ max{l(f), l(g)}.
1We can see this conclusion from Ado theorem. Also we know that each G/Γ can be seen as a
submanifold of Gˆ/Γˆ such that Gˆ is connect Lie group. Then we use the linear property of a Lie
algebra and transformation between Lie algebra and Lie group to see this conclusion.
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Here we give the conclusion of matrix nilpotent Lie group G.
Proposition 3.7. Let G be a k-step matrix nilpotent Lie group. A is a surjective
continuous homomorphism of G. For any g = (xi,j)1≤i≤k,1≤j≤k+1−i, A((xi,j)i,j) =
(ϕi,j(g))i,j, we have:
(3.1)
ϕi,j(g) = Ai,j(xi,1, xi,2...xi,k+1−i) + fi,j(x1,1, ...x1,k, x2,1...x2,k−1...xi−1,1...xi−1,k+2−i)
where Ai,j is linear functional, fi,j is a polynomial such that its L-polynomial degree
l(fi,j) is no more than 2
i−1.
Remark 3.8. We might use Lie algebra to prove a similar proposition. But to make
the degree more exact, we use a complex proof.
Proof. It is clear that for each Gi, if A is surjective, AGi = Gi. Then the first part
of (3.1) is clear.(i.e. Ai,j is linear.)
Now we would prove that fi,j is polynomial with l(f) ≤ 2
i−1. Because A is
homomorphism, A(gg′) = A(g)A(g′). we have:
(ϕi,j(g))(ϕi,j(g
′)) = (ϕi,j(gg
′)).
That means
(3.2) ϕi,j(gg
′) = Σis=0ϕs,j(g)ϕi−s,s+j(g
′).
where ϕ0,j(g) = 1.
Let {1, . . . , k} act on G such that t(g) be the matrix in G and
t(g) = (xi,j,(t))i,j xt,j,(t) = xt,j , xi,j,(t) = 0 if i 6= t.
we have t(g) ∈ Gt, g = 1(g)2(g)...k(g), and let ht(g) = 1(g)...t(g), h0(g) = I. Since
AGi = Gi, ϕi,j(t(g)) = 0 if t > i ≥ 1. Then (3.2) gives the result that for i > 0
ϕi,j(ht+1(g)) = Σ
i
s=0ϕs,j(ht(g))ϕi−s,s+j((t+ 1)(g)) = ϕi,j(ht(g)) if t ≥ i.
Which means ϕi,j(g) = ϕi,j(hi(g)). And we have:
ϕi,j(hi(g))
= Σis=0ϕs,j(hi−1(g))ϕi−s,s+j(i(g))
= ϕi,j(hi−1(g)) + ϕi,j(i(g))
= Σis=0ϕs,j(hi−2(g))ϕi−s,s+j((i− 1)(g)) + ϕi,j(i(g))
= ϕi,j(hi−2(g)) + ϕi−1,j(hi−2(g))ϕ1,j((i− 1)g) + ϕi,j((i− 1)(g)) + ϕi,j(i(g))
= . . .
= Σis=1ϕi,j(s(g)) + Σ
i−1
s=1Σ
s
r=1ϕi−r,j(hi−1−s(g))ϕr,j−r((i− s)(g)).
(3.3)
For i = 1, l(f1,j) ≤ 1 since G/G1 is a linear space. (3.1) is right for i = 1. Now we
make the induction for 1, 2, . . . , i− 1. i.e. for s ≤ i− 1,
l(ϕs,j(g)) = l(ϕs,j(hs(g))) ≤ 2
s−1
By the induction, l(ϕi−r,j(hi−1−s(g))ϕr,j−r((i− s)(g))) ≤ 2
i−r−1 ∗ 2r−1 ≤ 2i−1.
Claim: ϕi,j(s(g)) is a polynomial on xi,j with l(ϕi,j(s(g))) ≤ 2
i−1, where s ≤ i.
If the claim is right, according to and (3.3), ϕi,j(hi−1(g)) satisfies l(ϕi,j(hi−1(g))) ≤
2i−1. Then l(ϕi,j(g)) ≤ 2
i−1. Hence this proposition is right.
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Now we prove the claim. For a fix s, we denote (y1, y2, . . . , yx+1−s)s being the
element gˆ = (xˆi,j)i,j ∈ G such that
(xˆs,1, . . . , xˆs,k+1−s) = (y1, y2, . . . , yk+1−s) and xi,j = 0 for i 6= s.
According to the operation of matrix, (0, 1, 0, . . . , 0)s∗(1, 0, . . . , 0)s = (1, 1, 0, . . . , 0)s,
here each coordinate corresponding a matrix. What is more, we have:
(y1, y2, . . . , yk+1−s)s = (0, . . . , 0, yk+1−s)s ∗ (0, . . . , 0, yk,s, 0)s . . . , (y1, 0, . . . , 0)s.
For 1 ≤ s ≤ k, denote γr,s = (0, . . . , 0, xr, 0, . . . , 0)s ∈ G corresponding to g =
(xi,j)i,j ∈ G. Then s(g) = γk+1−s,s . . . γ1,s. By (3.2),
ϕi,j((x1, x2, . . . , xk+1−s)s) = Σ
i
r=0ϕr,j(γk+1−s)ϕi−r,j+r((x1, x2, . . . , xk−s, 0)s).
According to the induction, if we want to prove l(ϕi,j((x1, x2, . . . , xk+1−s)s)) ≤
2i−1, we only need to prove
l(ϕi,j((x1, x2, . . . , xk−s, 0)s) ≤ 2
i−1
and
l(ϕi,j(γk+1−s)) ≤ 2
i−1.
We use (3.2) again and again for s(g) = γk+1−s,s . . . γ1,s, then we just need to prove
l(ϕi,j(γr)) ≤ 2
i−1 for each r. Let er = (0, . . . , 0, 1, 0, . . . , 0)s. Then er generated a
one-dim sub Lie group of G. We know enr = ne
r for positive integer n, which means
A(ner) = A(e
n
r ) = (A(er))
n.
γr = e
xr
r , where e
x
r is defined by qn ∈ Q, qn → x such that e
x
r = limn→∞ e
qn
r , and e
1
t
r
is the matrix C satisfying Ct = er. For er ∈ G, the matrix C is unique.
Then since A is continuous, (ϕi,j(γr))i,j = A(e
xr
r ) = (Aer)
xr . Then for (Aer)
xr ,
since B = A(er) = (bi,j)i,j ∈ G, then each matrix element of B
xr is a function of xr.
What is more, since the diagonal element of B is 1, ϕi,j(γr) is a polynomial of xr.
Also bt,j = 0 for 1 ≤ t < s. Since A(Gs) ⊂ Gs, we know that the degree xr in the
polynomial ϕi,j(γr) of xr is no more than 2
i−s, which means that l(ϕi,j(γr)) ≤ 2
i−1.
So the claim is right. The whole proof is completed. 
Now for the nilpotent manifold G/Γ and its zero entropy affine transformation,
we prove Theorem 3.1.
For an affine transformation of G/Γ, τ : g → αA(g) with α ∈ G and A being
an automorphism of G/Γ, which induced by a homomorphism A of G. A also keep
Γ. τ has zero entropy if and only if A has zero entropy. In this case, each Ai in
Proposition 3.5 is zero entropy (each Ai also induce a automorphism on Gi/Γi).
And for each i, we have Ai = Q
−1
i BiQi, where Bi is a upper triangular matrix
and all the diagonal elements of Bi are roots of unity. Also there is a matrix P such
that B = P−1AP with Bi is the linear part of B. Let b be the integer such that
all the diagonal elements of Bbi is 1 for each i. Let C = A
b. Then for n, we have
n = tb+ r and An = CtAr where 0 ≤ r ≤ b− 1.
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3.5. Proof of Theorem 3.1. We need a metric of G/Γ which can generate the
topology. One simple metric ρ is the maximum distance such that for gΓ, g′Γ ∈ G/Γ
with g = (xi,j)i,j and g
′ = (x′i,j)i,j xi,j, x
′
i,j ∈ [0, 1), ρ(gΓ, g
′Γ) = maxi,j |xi,j − x
′
i,j |.
For each gΓ ∈ G/Γ, we only need to consider the open neighborhood Uǫ = {h +
Γ, ρ(hΓ, gΓ) < ǫ}.
We consider the affine transformation τ(gΓ) = g0A(gΓ) on G/Γ, where A is a zero
entropy homomorphism on G(it induce a map on G/Γ)and fix element g0 ∈ G. Also
A satisfies AΓ ⊂ Γ. Here we denote g0 = (yi,j)i,j.
Let b be the integer such that all Ai(the linear part of A) satisfies that the eigen-
values of Abi are 1(as the discussion in torus case).
Claim: Each matrix element of Anb+r(g) = (φi,j(n, g))i,j is a finite degree poly-
nomial of n. The degree of φi,j(n, g) is less than some M , which is independent of
g.
The claim is right since Proposition 3.7 and Anb+r(g) = (Ab)n(g)Ar(g). We know
that B = Ab is still a group automorphism. If we write B(g) = (ϕi,j(g))i,j, then
ϕi,j(g) = Bi,j(xi,1, xi,2...xi,k+1−i) + hi,j(x1,1, ...x1,k, x2,1...x2,k−1...xi−1,1...xi−1,k+2−i)
Where Abi = Bi = (Bi,1 . . . , Bi,k+1−i), which means that Bi is the matrix with
all eigenvalues being 1. We write hi,j(x1,1, ...x1,k, x2,1...x2,k−1...xi−1,1...xi−1,k+2−i) =
Hi,j(g), (xi,1, xi,2...xi,k+1−i) = ~xi, ~Hi(g) = (Hi,1(g), . . . , Hi,k+1−i(g)). Then
(φi,1(n), . . . , φi,k+1−i(n)) = B
n
i (~xi) +
n−1∑
j=0
Bn−1−ji (
~Hi(B
jg))
We make an induction for i to show that φi,j(n) are polynomials of n.
i = 1 is clear since the tori case. Now we assume that for 1 ≤ t ≤ i−1, φt,j(n) are
polynomials of n. Then Hi,j(B
mg) are polynomials ofm since hi,j(∗) are polynomials
and Hi,j(B
mg) is a polynomial of φt,j(m) with 1 ≤ t ≤ i− 1.
Also if ~z = (z1, . . . , zk+1−i) is fixed, each coordinate of B
m
i (~z) are polynomi-
als of m since the discussion of tori. what is more, for fix m, each coordinate of
Bmi (z1, . . . , zk+1−i) is a linear combination of z1, . . . , zk+1−i. That means, each co-
ordinate of Bn−1−ji (
~Hi(B
jg)) are polynomials of n and j. Then each coordinate of
B−ji (
~Hi(B
jg)) are polynomials of j, we write it asB−ji (
~Hi(B
jg)) = (v1(j), . . . , vk+1−i(j)).
Where vs(j) are polynomials of j.
Then
n−1∑
j=0
Bn−1−ji (
~Hi(B
jg)) = Bn−1i (
n−1∑
j=0
v1(j), . . . ,
n−1∑
j=0
vk+1−i(j))
Since for arbitrary fix m ∈ N,
∑n−1
j=0 j
m are polynomials of n. Then
∑n−1
j=0 vs(j) are
polynomials of n for 1 ≤ s ≤ k + 1 − i. Then we have φi,j(n) are polynomials of n
for each j. That is the claim.
Now we consider the zero entropy affine τ .
τnb+r(gΓ) = A(g0) . . .A
nb+r−1(g0)A
nb+r(g0)A
nb+r(g)Γ.
We consider A(g0) . . .A
nb+r−1(g0)A
nb+r(g0)A
nb+r(g). Notice that Am(g0) is a upper
triangle matrix with the dialog element being 1.The claim tells us that
Zhengxing Lian 11
A(n−1)b+r+1(g0) . . . A
nb+r(g0) is a upper triangle matrix with diagonal element be-
ing 1 that each matrix element of it is a finite degree polynomial of n. Then according
to matrix operation, we know that each matrix element ofA(g0) . . . A
nb+r−1(g0)A
nb+r(g0)
is a finite degree polynomial of n.
Now we denote A(g0) . . . A
nb+r−1(g0)A
nb+r(g0)A
nb+r(g) = (pi,j,r(n))i,j, where each
pi,j,r(n) is a polynomial with degree less than some M0 independent with g. We
want to find gn,rΓ = (pi,j,r(n))i,jΓ such that gn = (qi,j,r(n))i,j with qi,j,r(n) ∈ [0, 1).
For i = 1, q1,j,r(n) = p1,j,r(n)( mod 1). We want to find γn,r = (yi,j,r(n))i,j ∈ Γ ⊂
Mk+1(Z) such that gnγn,r = (pi,j,r(n))i,j, that means
pi,j,r(n) =
i∑
s=0
qs,j,r(n)yi−s,s+j,r(n).
Here q0,j′,r = 1, y0,j′,r = 1 for all j
′. Then y1,j′ = [p1,j′] are finite degree generalized
polynomial for all j′.
Inductively, we assume q1,j′,r, . . . , qi−1,j′,r, γ1,j′,r, . . . , γi−1,j′,r are generalized poly-
nomial with finite degree for all j′. Then
qi,j,r + yi,j,r = pi,j,r −
i−1∑
s=1
qs,j,ryi−s,s+j,r
Since γn,r ∈ Γ,
yi,j,r = [pi,j,r −
i−1∑
s=1
qs,j,ryi−s,s+j,r]
while
qi,j,r = {pi,j,r −
i−1∑
s=1
qs,j,ryi−s,s+j,r}
are generalized polynomials with finite degree independent with g.
That is what we want:
N(gΓ, Uǫ) =
b⋃
r=1
(
⋂
i,j
{nb+ r : |qi,j,r(n)− qi,j,r(0)| < ǫ})
Then the theorem is right for matrix nilmanifold.
3.6. Proof of Theorem 3.2. The integer b is given earlier. For each 1 ≤ r ≤ b,
(orb(τ rg, τ b), τ b) is a dynamical system. Also we have orb(g, τ) =
⋃
1≤r≤b orb(τ
rg, τ b).
The reason is, for each x ∈ orb(g, τ), if xj →j∈J x with xj ∈ orb(g, τ), then there is
rx such that {xj}j∈J ∩ orb(τ rxg, τ b) are infinite set. Let Xj = orb(τ rg, τ b).
According to the proof of Theorem 3.1 and Theorem 2.6, (Xr, τ
b) are systems
which are AA system. According to Theorem 2.4, we know that the system is a
almost one to one extension of its maximal nilfactor (Yr, Sr) with factor map πr.
Since (Xr, τ
b) is minimal and each point x ∈ Xr is AA point, it is one to one
extension. i.e. (Yr, Sr) = (Xr, τ
b).
Now we construct a dynamical system (Y, S). We consider each Yr as different
dynamical systems with national isomorphic map Ir : Yr → Yr+1. (The map is
induced by τ : Xr → Xr+1). Also Id : Yd → Y1 is induced by τ : Xd → X1. Let
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Y =
⊔b
r=1 Yr, S|Yr = Ir. Since each (Yr, S
b) is a system of order d, by the property
of nilsystem, (Y, S) is a system of order d. Since (orb(g, τ), τ) is a factor of (Y, S),
it is a system of order d.
3.7. Compact abelian groups. We also prove a similar but weaker conclusion for
abelian compact group. That is:
Theorem 3.9. Let X be a abelian compact group, and τ : X → X, x 7→ αxx0
be an affine transformation with zero entropy. Where α is zero entropy automor-
phism. Then for each x ∈ X, ((orbit(x, τ)), τ) is isomorphic to an inverse limit of
nilsystems.
Now let us consider a compact abelian group X with zero entropy affine transfor-
mation.
The affine transformation of X is τ : X → X , τ(g) = A(g)g0. Here A is a
continuous automorphism, g0 ∈ X . However, since we don’t need the A-invariant
metric and each system has an invertible fact, we can also use Property 3.10 for A.
And we need a property.
Property 3.10. [18] Let α be an automorphism of a compact group X with zero
entropy. Then there exists a decreasing sequence of closed, normal, α-invariant
subgroups
X = Y0 ⊃ Y1 ⊃ . . . ⊃ Yn ⊃ . . .
such that
⋂
i≥1 Yi = {1X}, and Yi−1/Yi is a compact Lie group with an α
Yi−1/Yi-
invariant metric for every i ≥ 1.
In particular, there exists no infinite, closed, α-invariant subgroup Y ⊂ X such
that αY is ergodic.
Proof of Theorem 3.9
According to Property 3.10, for a compact abelian group X with zero entropy
automorphism α, there exists a decreasing sequence of closed, normal, α-invariant
subgroups
X = Y0 ⊃ Y1 ⊃ . . . ⊃ Yn ⊃ . . .
such that
⋂
i≥1 Yi = {1X}, and Yi−1/Yi is a compact Lie group with an α
Yi−1/Yi-
invariant metric for every i ≥ 1.
For the zero entropy affine transformation τ of G, τ(x) = αxx0 We notice that
for the compact abelian Lie group (X/Yi, αi), where αi : xYi → α(x)x0Yi is a zero
entropy affine transformation for X/Yi, also the inverse limit of (X/Yi, αi) is X .
Also for each x ∈ X , (orb(x, τ), τ) is the inverse limit of (orb(xYi, τi), τi). Ac-
cording to Theorem 3.2, we know that each (orb(xYi, τi), τi) is a system of order di.
Then (orb(x, τ), τ) is a ∞-order system.
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