Self-adjoint elliptic operators with boundary conditions on not closed
  hypersurfaces by Mantile, A. et al.
ar
X
iv
:1
50
5.
07
23
6v
5 
 [m
ath
.A
P]
  1
0 A
pr
 20
16
Self-adjoint elliptic operators with boundary conditions on not closed hypersurfaces
Andrea Mantilea, Andrea Posilicanob,∗, Mourad Sinic
aLaboratoire de Mathe´matiques, Universite´ de Reims - FR3399 CNRS, Moulin de la Housse BP 1039, 51687 Reims, France
bDiSAT - Sezione di Matematica, Universita` dell’Insubria, Via Valleggio 11, I-22100 Como, Italy
cRICAM, Austrian Academy of Sciences, Altenbergerstr. 69, A-4040 Linz, Austria
Abstract
The theory of self-adjoint extensions of symmetric operators is used to construct self-adjoint realizations of a second-order
elliptic differential operator on Rn with linear boundary conditions on (a relatively open part of) a compact hypersurface.
Our approach allows to obtain Kreı˘n-like resolvent formulae where the reference operator coincides with the ”free” operator
with domain H2(Rn); this provides an useful tool for the scattering problem from a hypersurface. Concrete examples of this
construction are developed in connection with the standard boundary conditions, Dirichlet, Neumann, Robin, δ and δ′-type,
assigned either on a (n−1) dimensional compact boundary Γ = ∂Ω or on a relatively open part Σ ⊂ Γ. Schatten-von Neumann
estimates for the difference of the powers of resolvents of the free and the perturbed operators are also proven; these give
existence and completeness of the wave operators of the associated scattering systems.
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1. Introduction.
This work is concerned with the self-adjoint realizations of symmetric, second-order elliptic operators
Au(x) =
∑
1≤i, j≤n
∂xi(ai j(x)∂x ju(x)) − V(x)u(x) , x ≡ (x1, . . . , xn) ∈ Rn , (1.1)
with boundary conditions on (relatively open parts of) hypersurfaces which are boundaries Γ of bounded open sets Ω ⊂ Rn.
We assume Ω to be of class C1,1; that suffices in case the boundary conditions are globally imposed on Γ whereas, in the case
of boundary conditions on Σ ⊂ Γ, we require more regularity on Γ, even if it suffices to assume Σ to be of class C1,0, i.e Σ
has a Lipschitz boundary. By [37], [13], we expect that our results can be extended to the case in which also Γ is merely
Lipschitz. As regards the conditions on the coefficients ai j and V , for simplicity we assume that they are both in C∞b (Rn),
the standard regularity hypotheses allowing to use the classical results on mapping properties of surface potentials (as given,
for example, in [57, Chapter 6]). However our regularity assumptions could possibly be relaxed. For example, in the case
ai j = δi j, it should suffice to work with any (−∆)-bounded potential V; moreover, by following the results concerning the
surface potentials provided in [1] and references therein, we expect that our analysis could also be adapted to the case where
the ai j’s are bounded and Lipschitz and V is bounded.
When defined on the domain dom(A) = H2(Rn), the operator A is self-adjoint and bounded from above. We then consider
the same differential operator A but now acting on a domain characterized by linear boundary conditions on Γ or on a
relatively open part Σ ⊂ Γ. Using the abstract theory of self-adjoint extensions of symmetric operators developed in [60]-
[63], we construct these models as singular perturbations of the ”free operator” with domain H2(Rn). This allows us to
describe all possible linear boundary conditions within an unified framework where the corresponding self-adjoint operators
AΠ,Θ are parametrized through couples (Π,Θ), where Π is an orthogonal projector on the Hilbert trace space H 32 (Γ) ⊕ H 12 (Γ)
and Θ is a self-adjoint operator in the Hilbert space given by the range of Π. Our approach naturally yields to Kreı˘n-type
formulae expressing the resolvent of the self-adjoint extension AΠ,Θ in terms of the unperturbed resolvent (−A + z)−1, plus a
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non-perturbative term; under suitable regularity assumptions of the parameters (Π,Θ), the difference (−AΠ,Θ+z)−k−(−A+z)−k
is of trace class (for sufficiently large k) and the Birman-Kato criterion allows to consider {A, AΠ,Θ} as a scattering system
provided with the corresponding wave operators.
Singular perturbations supported on manifolds of lower dimension have been the object of a large number of investigations
(see for instance [2]-[5], [8]-[12], [14]-[16], [21]-[33], [35], [36], [42], [51]-[54], [59], [60] and references therein). These
have mainly concerned the case of δ-perturbed Schro¨dinger operators and are generally motivated by the quantum dynamical
modelling, as the case of leaky quantum graphs, or the quantum interaction with charged surfaces.
Covering a wider class of models, the analysis developed in our work have been inspired by the scattering problem
from a compact hypersurface with abstract boundary conditions. When these conditions are encoded by the extension AΠ,Θ,
the scattered field usc corresponding to an incident wave uin is expected to be related to a limit absorption principle for(
−AΠ,Θ + z
)−1
. In particular, the result obtained in the simpler case of point scatterers (see [47]) suggests the relation
usc = lim
C+∋z→λ∈R
(
(−AΠ,Θ + z)−1(−A + z)uin
)
− uin ,
where the limit is to be understood in an appropriate operator topology. This, using the Kreı˘n resolvent identity for (−AΠ,Θ +
z)−1 − (−A + z)−1, would lead to an explicit characterization of the scattered field in terms of a factorized formula depending
on the incident wave. Different applications of this type of formulas can be foreseen. In the most standard cases (Dirichlet,
Neumann and impedance boundary conditions on Γ or Σ ⊂ Γ), they have been exploited in the analysis of the corresponding
inverse scattering problem for surfaces reconstruction (see [50] for an introduction to the factorization method). In this
connection, our result could provide an unified method to derive factorized formulas for the scattered field for a large class of
scattering problems with rather general linear boundary conditions.
The first part of this work is devoted to the construction of self-adjoint elliptic operators with abstract boundary conditions
on Γ. In Section 2 we briefly recall the main results of the extension theory of symmetric operators according to [60]-[63],
while, in Section 3 the mapping properties of the trace operators and of the single and double layer operators, related to the
surface Γ and to the operator A, are reviewed. In the Section 4, we introduce our model through the symmetric operator S
given by the restriction of A : H2(Rn) ⊂ L2(Rn) → L2(Rn), to the dense linear set {u ∈ H2(Rn) : u|Γ = ∂au|Γ = 0}, being ∂a
the co-normal derivative on Γ. The construction of the self-adjoint extensions of S , parametrized through couples (Π,Θ) on
the trace space H 32 (Γ) ⊕ H 12 (Γ), is then given in Theorem 4.4 and Corollary 4.9, where a Kreı˘n-like resolvent formula is also
provided. The Schatten-von Neumann type estimates for the difference of the powers of resolvents, together with the spectral
properties of these extensions and the existence and completeness of the wave operators are then given in Theorems 4.11,
4.12 and Corollary 4.13.
The second part of the work is devoted to applications. In Section 5 we construct the standard models, i.e. Dirichlet,
Neumann, impedance (or Robin), δ and δ′-type boundary conditions on Γ, in terms of extensions of S . The main issue
concerns the determination of the parameters (Π,Θ) corresponding to the required constraints. In the case of global conditions
on Γ, this task is simplified by the nature of Π, which, in the above mentioned cases, identifies with the projection onto the
H 32 (Γ) component for the Dirichlet case, with the projection onto the H 12 (Γ) component for the Neumann case and with
Π = 1 in the Robin case; then, the determination of Θ for the corresponding boundary conditions easily follows (almost)
from algebraic arguments. The case of Dirichlet, Neumann, impedance, δ and δ′-type conditions assigned only on a relatively
open subset Σ ⊂ Γ is more complex and requires further work: in particular the analysis of self-adjoint operators related
to compressions of sesquilinear forms on the subspaces H 32 (Σ) and H 12 (Σ). This point is developed in Section 6 and in the
Appendix. At least to our knowledge, the Kreı˘n formulae we provide in the case of boundary conditions on not closed
hypersurfaces Σ ⊂ Γ do not appear in the past literature.
2. Preliminaries: Self-adjoint extensions of symmetric operators.
Given the self-adjoint operator
A : dom(A) ⊆ H → H
in the Hilbert space H (equipped with the scalar product 〈·, ·〉H ), let
τ : dom(A) → h
be continuous (w.r.t. the graph norm in dom(A)) and surjective onto the auxiliary Hilbert space h (equipped with the scalar
product 〈·, ·〉h). We further assume that ker(τ) is dense in H and introduce the densely defined, closed, symmetric operator
S := A| ker(τ) .
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Our aim is to provide all self-adjoint extensions of S ; here we use the approach developed in [60]-[63] to which we refer
for proofs and for the connections with other well known approaches to this problem (von Neumann’s theory and boundary
triples theory) .
For notational convenience we do not identify h with its dual h′ and we denote by J : h → h′ the duality mapping (a
bijective isometry) given by the canonical isomorphism from h onto h′, i.e. J(ϕ) is the differential of the function ϕ 7→ 12 ‖ϕ‖2h
(see e.g. [6, Section 3.1]); h′ inherits a Hilbert space structure by the scalar product 〈φ1, φ2〉h′ := 〈J−1φ1, J−1φ2〉h, so that J
becomes an unitary map, and we denote by 〈·, ·〉h′h the h′-h duality
〈φ, ϕ〉h′h := 〈J−1φ, ϕ〉h .
The inverse J−1 : h′ → h gives the duality mapping from h′ to its dual h′′ ≡ h; we denote by 〈·, ·〉hh′ the h-h′ duality defined
by 〈ϕ, φ〉hh′ := 〈Jϕ, φ〉h′ = 〈ϕ, J−1φ〉h.
Given a densely defined linear operator
Ξ : dom(Ξ) ⊆ h → h
we denote by Ξ′ the dual operator
Ξ′ : dom(Ξ′) ⊆ h′ → h′ , Ξφ := φ′ ,
dom(Ξ′) := {φ ∈ h′ : ∃φ′ ∈ h′ such that 〈φ′, ϕ〉h′h = 〈φ,Ξϕ〉h′h for all ϕ ∈ dom(Ξ)} ;
this is related to the (Hilbert) adjoint Ξ∗ : dom(Ξ∗) ⊆ h → h by
Ξ∗ = J−1Ξ′J , dom(Ξ∗) = J−1(dom(Ξ′)) .
In the case Ξ : dom(Ξ) ⊆ h′ → h, the dual operator is defined in a similar way:
Ξ′ : dom(Ξ′) ⊆ h′ → h , Ξ′φ := ϕ ,
dom(Ξ′) := {φ ∈ h′ : ∃ϕ ∈ h such that 〈ϕ, ψ〉hh′ = 〈φ,Ξψ〉h′h for all ψ ∈ dom(Ξ)} ,
or, equivalently,
Ξ′ : dom(Ξ′) ⊆ h′ → h , Ξ′φ := ϕ ,
dom(Ξ′) := {φ ∈ h′ : ∃ϕ ∈ h such that 〈ϕ, J−1ψ〉h = 〈J−1φ,Ξψ〉h for all ψ ∈ dom(Ξ)} .
The latter definition shows that Ξ = Ξ′ if and only if ˜Ξ := ΞJ : J−1(dom(Ξ)) ⊆ h → h is self-adjoint, i.e ˜Ξ∗ = ˜Ξ; by a slight
abuse of terminology we say that Ξ is self-adjoint (resp. symmetric) whenever Ξ = Ξ′ (resp. Ξ ⊂ Ξ′).
For any z ∈ ρ(A) we define Rz ∈ B(H , dom(A)) and Gz ∈ B(h′,H ) by
Rz := (−A + z)−1 , Gz : h′ → H , Gz := (τRz¯)′ ,
i.e.
∀φ ∈ h′ ,∀u ∈ H , 〈Gzφ, u〉H = 〈φ, τ(−A + z¯)−1u〉h′h . (2.1)
By our hypotheses on the map τ one gets (see [60, Remark 2.9])
ran(Gz) ∩ dom(A) = {0} , (2.2)
and (see [60, Lemma 2.1])
(z − w) RwGz = Gw −Gz , (2.3)
so that
ran(Gw −Gz) ⊆ dom(A) (2.4)
and
A(Gz −Gw) = z Gz − w Gw . (2.5)
Now, in order to simplify the exposition and since such an hypothesis holds true in the applications further considered, we
suppose that A has a spectral gap, i.e.
ρ(A) ∩ R , ∅ .
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Then we pose
G := Gλ◦ , λ◦ ∈ ρ(A) ∩ R
and define
Mz := τ(G −Gz) ≡ (z − λ◦)G′Gz : h′ → h . (2.6)
Given an orthogonal projection Π : h → h, the dual map Π′ : h′ → h′ is an orthogonal projection in h′ (since Π′ = JΠJ−1
and J is unitary) and, by [6, Proposition 3.5.1], ran(Π)′ = h′/ran(Π′)⊥ = ran(Π′) and ran(Π′)′ = h/ran(Π)⊥ = ran(Π). Thus,
for a densely defined linear map Ξ : dom(Ξ) ⊆ ran(Π′) → ran(Π), one has Ξ′ : dom(Ξ′) ⊆ ran(Π′) → ran(Π). As in the
case ran(Π) = h we say that Ξ is symmetric whenever Ξ ⊂ Ξ′ and that is self-adjoint whenever Ξ = Ξ′ ; one has that Ξ = Ξ′
(resp. Ξ ⊆ Ξ′) if and only if ˜Ξ = ˜Ξ∗ (resp. ˜Ξ ⊆ ˜Ξ∗), where ˜Ξ := ΞJ, dom( ˜Ξ) := J−1(dom(Ξ)). Finally, given a self-adjoint
Θ : dom(Θ) ⊆ ran(Π′) → ran(Π), we define
ZΠ,Θ := {z ∈ ρ(A) : Θ + ΠMzΠ′ has a bounded inverse on ran(Π) to ran(Π′)} .
Theorem 2.1. Any self-adjoint extension of S = A| ker(τ) is of the kind AΠ,Θ, where Π : h → h is an orthogonal projection,
Θ : dom(Θ) ⊆ ran(Π′) → ran(Π) is a self-adjoint operator and
dom(AΠ,Θ) := {u = u◦ +Gφ , u◦ ∈ dom(A) , φ ∈ dom(Θ) , Πτu◦ = Θφ} ,
AΠ,Θu := Au◦ + λ◦Gφ .
Moreover ZΠ,Θ is not void, C\R ⊆ ZΠ,Θ ⊆ ρ(AΠ,Θ), and the resolvent of the self-adjoint extension AΠ,Θ is given by the Kreı˘n’s
type formula
(−AΠ,Θ + z)−1 = Rz +GzΠ′(Θ + ΠMzΠ′)−1ΠτRz , z ∈ ZΠ,Θ . (2.7)
Proof. Let us pose ˜Θ := ΘJ : J−1(dom(Θ)) ⊆ ran(Π) → ran(Π), ˜Gz := GzJ : h → H and ˜Mz := MzJ : h → h. Thus ˜Θ is
self-adjoint in ran(Π),
GzΠ′(Θ + ΠMzΠ′)−1ΠτRz =GzJΠJ−1((ΘJ + Π ˜MzΠ)J−1)−1ΠτRz
= ˜GzΠ( ˜Θ + Π ˜MzΠ)−1ΠτGz
and ZΠ,Θ = {z ∈ ρ(A) : 0 ∈ ρ( ˜Θ + Π ˜MzΠ)}. Therefore, by [63, Theorem 2.1] (see Remark 2.2 below), the linear operator
ˆAΠ,Θ : dom( ˜AΠ,Θ) ⊆ H → H , (− ˆAΠ,Θ + z) := (−A + z)uz ,
dom( ˆAΠ,Θ) = {u = uz +GzΠ′(Θ + ΠMzΠ′)−1Πτuz, uz ∈ dom(A) , z ∈ ZΠ,Θ}
is a z-independent self-adjoint extension of A| ker(τ); moreover its resolvent is given by (2.7). Let us now show that ˆAΠ,Θ =
AΠ,Θ. At first we pose φz := (Θ + ΠMzΠ′)−1Πτuz, so that, since the definition of ˆAΠ,Θ is z-independent, u ∈ dom( ˆAΘ) if and
only if for any z ∈ ZΠ,Θ there exists uz ∈ dom(A◦), Πτuz = (Θ + ΠMzΠ)φz, such that u = uz +Gzφz. Therefore, by (2.3),
uz − uw = Gwφw − Gzφz = Gz(φw − φz) + (z − w)RzGwφw .
By (2.2), one obtains Gz(φw − φz) = 0. Since Gz is injective (it is the adjoint of a surjective map), this gives φz = φw, i.e. the
definition of φz is z-independent. Thus, posing u◦ := uz + (Gz − G)φ, one has u = u◦ +Gφ, with u◦ ∈ dom(A) and
Πτu◦ = Πτuz + Πτ(Gz −G)φ = (Θ + ΠMzΠ)φ − ΠMzΠφ = Θφ .
Then, by (2.5),
AΠ,Θu = Auz + zGzφ = Au◦ − A(Gz −G)φ + zGzφ = Au◦ + λ◦Gφ .
Finally, by [63, Corollary 3.2] (also see [61, Theorem 4.3]), any self-adjoint extension of A| ker(τ) is of the kind AΠ,Θ for
some couple (Π,Θ).
Remark 2.2. Let us notice that the operators denoted by Gz and Γz in [62] and [63] here correspond to ˜Gz and ˜Mz respectively.
Let us remark that we have not used neither the adjoint S ∗ nor the defect space ker(S ∗ − z). However these can be readily
obtained:
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Lemma 2.3.
dom(S ∗) = {u = u◦ +Gφ , u◦ ∈ dom(A) , φ ∈ h′} ,
S ∗u = Au◦ + λ◦Gφ ,
and
ker(S ∗ − z) = {Gzφ , φ ∈ h′} , z ∈ ρ(A) .
Proof. By [62, Theorem 3.1] (see Remark 2.2) one has
dom(S ∗) = {u = u∗ + 12 (Gi +G−i)φ , u∗ ∈ dom(A) , φ ∈ h
′}
S ∗u = Au∗ +
i
2
(Gi − G−i)φ .
Thus, posing u◦ := u∗ + 12 (Gi −G)φ + 12 (G−i − G)φ, one has
dom(S ∗) = {u = u◦ +Gφ , u◦ ∈ dom(A) , φ ∈ h′}
and
S ∗u = Au◦ −
1
2
A(Gi −G)φ − 12 A(G−i −G)φ +
i
2
(Gi − G−i)φ .
By (2.5) one then obtains S ∗u = Au◦ + λ◦Gφ.
The vector u = u◦ + Gφ ∈ dom(S ∗) belong to ker(S ∗ − z) if and only if (λ◦ − z)Gφ = (−A + z)u◦. This gives u =
(λ◦ − z)RzGφ +Gφ; by (2.3) one gets u = Gzφ.
Remark 2.4. By Lemma 2.3 and Theorem 2.1, any self-adjoint extension of S is of the kind
AΠ,Θ := S ∗|dom(AΠ,Θ) ,
dom(AΠ,Θ) = {u ∈ dom(S ∗) : β0u ∈ dom(Θ) , Πβ1u = Θβ0u} ,
where
β0 : dom(S ∗) → h′ , β0u := φ .
β1 : dom(S ∗) → h , β1u := τu◦ ,
Moreover (using [62, Theorem 3.1]) one has the abstract Green’s identity
〈S ∗u, v〉H − 〈u, S ∗v〉H = 〈β1u, β0v〉hh′ − 〈β0u, β1v〉h′h
Let us also notice that u = Gzφ solves the adjoint (abstract) boundary value problem
S ∗u = z u
β0u = φ .
(2.8)
Remark 2.5. By [62, Theorem 3.1], the triple (h, Γ1, Γ2), where Γ1 := −J−1β0 and Γ2 := β1 is a boundary triplet for S ∗, i.e.
Γ1 and Γ2 are surjective and
〈S ∗u, v〉H − 〈u, S ∗v〉H = 〈Γ1u, Γ2v〉h − 〈Γ2u, Γ1v〉h
holds true. The Weyl function of the boundary triple (h, Γ1, Γ1) is the bounded linear operator MzJ : h → h, where Mz is
defined in (2.6) (see [62, Theorem 3.1]). For Boundary Triple Theory we refer to [20], [65] and references therein.
We conclude the section with the following result:
Lemma 2.6. Given the linear operator Ξ : dom(Ξ) ⊆ ran(Π′) → ran(Π), let us define the linear operator AΠ,Ξ by
AΠ,Ξ := S ∗|dom(AΠ,Ξ) , dom(AΠ,Ξ) := {u ∈ dom(S ∗) : β0u ∈ dom(Ξ) , Πβ1u = Ξβ0u} .
Then AΠ,Ξ is self-adjoint if and only if Ξ is self-adjoint.
Proof. Since we can re-write dom(AΠ,Ξ) as
dom(AΠ,Ξ) = {u ∈ dom(S ∗) : Γ1u ∈ J−1(dom(Ξ)) , ΠΓ2u = −ΞJΓ1u} ,
and since (h, Γ1, Γ2) is a boundary triple, by e.g. [65, Lemma 14.6 and Theorem 14.7], AΠ,Ξ is self-adjoint if and only if
ΞJ : J−1dom(Ξ) ⊆ ran(Π) → ran(Π) is self-adjoint. The latter is equivalent to Ξ self-adjoint.
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3. Preliminaries: Sobolev spaces and boundary-layer operators
3.1. Sobolev spaces.
Let Ω be a non-empty open subset of Rn; Hk(Ω), k ∈ N, denotes the usual Sobolev-Hilbert spaces Hk(Ω) := {u ∈ L2(Ω) :
∂αu ∈ L2(Ω) , |α| ≤ k}, where ∂α : D ′(Ω) → D ′(Ω) denotes the distributional partial derivatives of order |α|. In the case
Ω = Rn, the scale of Sobolev-Hilbert spaces H s(Rn), s ∈ R, is defined by H s(Rn) := {u ∈ S ′(Rn) : ∫Rn |uˆ(κ)|2(|κ|2 + 1)sdκ <
+∞}, where S ′(Rn) is the space of tempered distributions and uˆ denotes Fourier’s transform. H−s(Rn) identifies with the
dual space of H s(Rn); we denote by 〈·, ·〉−s,s the H−s-H s duality pairing.
Let us now suppose that Ω is bounded and let Γ denote its boundary: Γ = ∂Ω. We further suppose that Ω ⊂ Rn is of class
Ck,1, k ≥ 0, i.e we suppose that its boundary Γ is a manifold of dimension n − 1 whose local maps are Lipschitz-continuous,
together with their inverses, up to the order k. In the particular case C0,1, Ω is referred to as a Lipschitz domain. The scale of
Sobolev-Hilbert space H s(Ω), s ∈ R, is then defined by H s(Ω) := {u|Ω : u ∈ H s(Rn)}, u|Ω denoting the restriction of u to Ω.
In the case s ∈ N, this definition reproduces the previous one (see e.g. [39, 1.4.3.1]).
The Sobolev spaces of L2-functions on Γ, next denoted with H s (Γ), are defined by using an atlas of Γ and the Sobolev
space on flat, open, bounded, (n − 1)-dimensional domains (see e.g. [39, Section 1.3.3], [57, Chapter 3], [67, Section 3.1]);
they are well defined up to the order |s| = k+1, and H−s (Γ) identifies with the dual space of H s (Γ). We denote by 〈·, ·〉−s,s the
H−s-H s duality pairing. If Γ is a C2 manifold, considering the Riemannian structure inherited from Rn, we have that H s(Γ)
identifies with dom((−∆Γ) s2 ) with respect of the scalar product
〈φ, ϕ〉H s(Γ) := 〈Λsφ,Λsϕ〉L2(Γ) , Λ := (−∆Γ + 1)
1
2 , (3.1)
being ∆Γ the self-adjoint operator in L2(Γ) corresponding to the Laplace-Beltrami operator on the complete Riemannian
manifold Γ (see e.g. [58, Remark 7.6, Chapter 1]). According to this definition, Λr is self-adjoint in H s(Γ) with domain
H s+r(Γ) and acts as a unitary map Λr : H s (Γ) → H s−r (Γ). In particular Λ2s : H s(Γ) → H−s(Γ) plays the role of the duality
mapping J introduced in Section 2, and one has 〈φ, ψ〉−s,s = 〈Λ−sφ,Λsψ〉L2 (Γ). In the case Γ is not C2 one can use the definition
(which works in the case Ω is of class C0,1) ∆Γ := Div ◦ ∇tan provided in [38, Theorem 1.2]. The two definitions coincide in
the case Γ is C2 (see [38, Section 7]).
Denoting by 0 = λ0 < λ1 ≤ · · · ≤ λk ≤ λk+1 ≤ . . . , the increasing sequence of the eigenvalues of the self-adjoint operator
−∆Γ : dom(−∆Γ) ⊂ L2(Γ) → L2(Γ) and by {ϕk}∞k=1 the corresponding normalized eigenfunctions, one has
‖φ‖2H s(Γ) =
∞∑
k=0
(λk + 1)s|〈φ, ϕk〉L2(Γ)|2 .
Thus, given r < s < t, for any ǫ > 0 there exists cǫ > 0, cǫ ↑ ∞ as ǫ ↓ 0, such that
‖φ‖H s(Γ) ≤ ǫ ‖φ‖Ht(Γ) + cǫ‖φ‖Hr (Γ) . (3.2)
If Σ ⊂ Γ is relatively open, then H s (Σ), |s| ≤ k + 1, is constructed using an atlas of Σ and the Sobolev spaces on flat (n − 1)-
dimensional domains. If Σ is of class C0,1, i.e. if its boundary is a Lipschitz manifold, then a continuation map allows the
identification H s(Σ) = {φ|Σ : φ ∈ H s(Γ)} and ‖ϕ‖H s(Σ) = inf{ ‖φ‖H s(Γ) : ϕ = φ|Σ} (see e.g. [39, Theorem 1.4.3.1], [17,
Definition 3.6], [46, Section 4.3]).
In the sequel, we shall also use some closed subspaces of H s(Γ): let X ⊂ Γ denote either Σc ≡ Γ\Σ or Σ and s ≥ 0, we
define
H sX(Γ) := {φ ∈ H s(Γ) : supp(φ) ⊆ X} ≡ H s(Γ) ∩ L2X(Γ) ,
where L2X(Γ) denotes the space of square-integrable functions with essential support contained in X, and
H−sX (Γ) := {φ ∈ H−s(Γ) : 〈φ, ψ〉−s,s = 0, for any ψ ∈ H sXc(Γ)} .
Therefore
∀φ ∈ H−sX (Γ), ∀ϕ ∈ H sXc(Γ) , 〈φ, ϕ〉−s,s = 0 . (3.3)
By the continuos (with dense range) embeddings H s(Γ) →֒ Hr(Γ), r < s, one gets
HrX(Γ) ∩ H s(Γ) = H sX(Γ) , H sX(Γ) ⊂ HrX(Γ) (dense inclusion) .
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One has the identifications
H s(Σ)′ ≃ H−s
Σ
(Γ) , H s
Σ
(Γ)′ ≃ H−s(Σ)
(see [17, Proposition 3.5 and remarks at page 111], [46, Lemma 4.3.1]) and the (strict, whenever s ≥ 12 ) inclusions
H s
Σ
(Γ) ⊆ H s(Σ) ⊆ L2(Σ) ⊆ H−s(Σ) ⊆ H−s
Σ
(Γ) , s > 0 .
Denoting by H s0(Σ), s > 0, the completion of H sΣ(Γ) with respect to the norm of H
s(Σ), one has (see [46, relation (4.3.10)])
H s
Σ
(Γ) =

H s0(Σ) s , [s] + 12
H s00(Σ) s = [s] + 12 ,
where
H s00(Σ) := {φ ∈ H s0(Σ) : d−
1
2 Dαφ ∈ L2(Σ) , |α| = [s]} ,
d denotes the distance to the boundary ∂Σ and D denotes the covariant derivative. In particular, since H
1
2
0 (Σ) = H
1
2 (Σ), it
results
φ ∈ H
1
2 (Σ) and
∫
Σ
|φ(x)|2
d(x) dσΓ(x) < +∞ ⇐⇒
˜φ ∈ H
1
2
Σ
(Γ) ,
where σΓ denotes the surface measure and here ˜φ denotes the extension by zero.
We shall also need the Hilbert orthogonal
H sΣc(Γ)⊥ = {φ ∈ H s(Γ) : 〈Λ2sφ, ψ〉−s,s = 0, for any ψ ∈ H sΣc(Γ)} = Λ−2sH−sΣ (Γ) . (3.4)
Let ΠΣ : H s(Γ) → H s(Γ) be the orthogonal projection onto H sΣc(Γ)⊥, then (see e.g. [57, page 77]) the map
UΣ : H sΣc (Γ)⊥ → H s(Σ) , UΣ(ΠΣφ) := (ΠΣφ)|Σ = φ|Σ
is an unitary isomorphism. Therefore we can regard H s(Σ) as a closed subspace of H s(Γ). Using the decomposition φ =
(1 − ΠΣ)φ ⊕ U−1Σ (φ|Σ), the restriction operator RΣφ := 0 ⊕ UΣΠΣφ = 0 ⊕ (φ|Σ) is the orthogonal projection from H s(Γ) ≃
H s
Σc
(Γ) ⊕ H s(Σ) onto H s(Σ).
3.2. Sobolev Multipliers
Let us now introduce the following notation: we write ψ ∈ Ms(Γ), s ≥ 0, whenever ψ is a multiplier in H s(Γ), i.e.
Ms(Γ) := {ψ ∈ H s(Γ) : ψφ ∈ H s(Γ) for any φ ∈ H s(Γ)} (3.5)
={ψ ∈ H s(Γ) : ∃mψ ≥ 0 s.t. ‖ψφ‖H s(Γ) ≤ mψ ‖φ‖H s(Γ)} .
The equality holds, by the closed graph theorem, since the map φ 7→ ψφ is closed and everywhere defined. Notice that
Ms(Γ) ⊆ L∞(Γ):
‖ψ‖L∞(Γ) = lim
k→+∞
‖ψ‖L2k(Γ) = limk→+∞ ‖ψ
k‖1/kL2(Γ) ≤ limk→+∞ ‖ψ
k‖1/kH s(Γ) ≤ mψ limk→+∞ ‖1‖
1/k
H s(Γ) = mψ .
By the same kind of proofs which hold in the flat case (see [56, Proposition 3.5.1, Corollary 3.5.7]) one has
Ms(Γ) ⊆ Mr(Γ) , r ≤ s ,
and
ψ ∈ Ms(Γ) and 1/ψ ∈ L∞(Γ) ⇒ 1/ψ ∈ Ms(Γ) .
We recall some relatively simple sufficient conditions in order that a given function belongs to Ms(Γ). By [57, Theorem 3.20],
Wk,∞(Γ) ⊆ Ms(Γ) , k ≥ max{1, s} ,
where Wk,∞(Γ) denotes the set of functions in Ck−1(Γ) with k-order distributional derivatives in L∞(Γ). By [67, Proposition
4.5] this result can be improved to
As(Γ) ⊆ Ms(Γ) ,
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where (see [67, Section 4.1]) Ak(Γ) = Wk,∞(Γ) whenever s = k and, in case s > 0 is not an integer,
As(Γ) :=
{
φ ∈ W [s],∞(Γ) : qi,λ,φ ∈ L∞( fi(Ui)) , i ∈ I , λ = s − [s]
}
,
qφ,λ,i(x) :=
∑
|α|≤[s]
∫
fi(Ui )
|∂αφi(x) − ∂αφi(y)|2
‖x − y‖n−1+2λ
dy , φi := (ϕiφ) ◦ f −1i .
Here {(Ui, fi)}i∈I is an admissible atlas of Γ and {ϕi}i∈I is a subordinate partition of unity.
Notice that, for any s− [s] < κ < 1, one has ˜C[s],κ(Γ) ⊆ As(Γ), where ˜Ck,κ(Γ) denotes the set of functions in Wk,∞(Γ) having
Ho¨lder continuos (of exponent κ) k-order derivatives.
In the case Γ is a smooth manifold, by [19, Theorem 24] one gets
H s(Γ) = Ms(Γ) , s > 1
2
(n − 1) .
By the embedding H s(Γ) →֒ Lq(Γ), 1q = 12 − sn−1 , which holds whenever s < 12 (n − 1), and by [19, Theorem 27], one gets
L(n−1)/ss (Γ) ∩ L∞(Γ) ⊆ Ms(Γ) , s <
1
2
(n − 1) ,
where
Lqs (Γ) := {φ ∈ Lq(Γ) : (−∆Γ)
s
2 φ ∈ Lq(Γ)} .
3.3. Trace maps.
For a bounded open domain Ω of class Ck,1, we pose
Ω+ := R
n\Ω , Ω− := Ω ,
while ν denotes the outward normal vector on Γ. The one-sided, zero-order, trace operators γ±0 act on a smooth function
u ∈ C∞
(
Ω±
)
as γ±0 u = u|Γ, where ϕ|Γ is the restriction to Γ. These maps uniquely extend to bounded linear operators (see e.g.
[57, Theorem 3.37])
γ±0 ∈ B(H s (Ω±) , H s−
1
2 (Γ)) , 1
2
< s ≤ k + 1 . (3.6)
Then, given ai j ∈ C∞(Rn), ai j(x) = a ji(x) such that
∀x, ξ ∈ Rn ,
∑
1≤i, j≤n
ai j(x)ξiξ j ≥ c◦ |ξ|2 , c◦ > 0 , (3.7)
we define one-sided, first-order, trace operators
γ±1 ∈ B(H s (Ω±) , H s−
3
2 (Γ)) , 3
2
< s ≤ k + 1 , (3.8)
by the zero-order trace of the co-normal derivative:
γ±1 u :=
∑
1≤i, j≤n
νiγ
±
0 (ai j∂x ju) (3.9)
Using the maps γ±0 and γ
±
1 we define the two-sided, bounded, trace operators
γ0 : H s(Ω−) ⊕ H s(Ω+) → H s− 12 (Γ) , γ0(u− ⊕ u+) := 12(γ
+
0 u+ + γ
−
0 u−) ,
γ1 : H s(Ω−) ⊕ H s(Ω+) → H s− 32 (Γ) , γ1(u− ⊕ u+) := 12 (γ
+
1 u+ + γ
−
1 u−)
and
[γ0] : H s(Ω−) ⊕ H s(Ω+) → H s− 12 (Γ) , [γ0](u− ⊕ u+) := γ+0 u+ − γ−0 u− ,
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[γ1] : H s(Ω−) ⊕ H s(Ω+) → H s− 32 (Γ) , [γ1](u− ⊕ u+) := γ+1 u+ − γ−1 u− .
Posing
H s(Rn\Γ) := H s(Ω−) ⊕ H s(Ω+) ,
by [1, Theorem 3.5.1], one has
H s(Rn) = H s(Rn\Γ) , 0 ≤ s < 1
2
, (3.10)
H s(Rn) = H s(Rn\Γ) ∩ ker([γ0]) , 12 < s <
3
2
, (3.11)
H s(Rn) = H s(Rn\Γ) ∩ ker([γ0]) ∩ ker([γ1]) 32 < s <
5
2
. (3.12)
More generally, given a relatively open subset Σ ⊂ Γ, one has
H s(Rn\Σ) = {u ∈ H s(Rn\Γ) : supp([γ0]u) ⊆ Σ} , 12 < s <
3
2
, (3.13)
and
H s(Rn\Σ) = {u ∈ H s(Rn\Γ) : supp([γ0]u) ∪ supp([γ1]u) ⊆ Σ} , 32 < s <
5
2
. (3.14)
In the following we use the notations
H s−(Rn) :=
⋂
r<s
Hr(Rn) , H s−(Rn\Γ) :=
⋂
r<s
Hr(Rn\Γ) , H s−(Rn\Σ) :=
⋂
r<s
Hr(Rn\Σ) .
3.4. Boundary-layer operators.
In what follows A denotes the 2nd order, symmetric, elliptic partial differential operator
A : D ′(Rn) → D ′(Rn) , Au :=
∑
1≤i, j≤n
∂xi(ai j∂x j u) − Vu ,
where we suppose ai j, ∂xiai j, V ∈ C∞b (Rn), ai j(x) = a ji(x) and that (3.7) holds true. When restricted to H1(Rn), A provides a
bounded operator in B(H1(Rn), H−1(Rn)) by the identity
〈Au, v〉−1,1 = −
∑
1≤i, j≤n
〈ai j∂xiu, ∂x jv〉L2(Rn) + 〈Vu, v〉L2(Rn) .
Moreover the sesquilinear form
F : H1(Rn) × H1(Rn) ⊂ L2(Rn) × L2(Rn) → R , F(u, v) := −〈Au, v〉−1,1
satisfies
∀u ∈ H1(Rn) , F(u, u) ≥ c◦‖∇u‖2L2(Rn) − ‖Vneg‖∞ ‖u‖2L2(Rn) , (3.15)
where Vneg denotes the negative part of V; therefore F is closed and semibounded . By (7.1), the corresponding self-adjoint
operator is then given by the restriction of A to the domain DA,
DA := {u ∈ H1(Rn) : Au ∈ L2(Rn)} ≡ H2(Rn) .
Thus A : H2(Rn) ⊂ L2(Rn) → L2(Rn) is self-adjoint, (−A + z)−1 ∈ B(L2(Rn), H2(Rn)) for any z ∈ ρ(A) and (‖Vneg‖∞,+∞) ⊆
ρ(A) . By (3.15), for any λ > ‖Vneg‖∞ one obtains
∀u ∈ H1(Rn) , ‖(−A + λ)u‖H−1(Rn) ≥ c ‖u‖H1(Rn) , (3.16)
and so
(−A + λ)−1 ∈ B(H−1(Rn), H1(Rn)) . (3.17)
9
By (3.17) and by elliptic regularity, see e.g. [40, Theorem 6.22], (−A + λ) ∈ B(Hm+2(Rn), Hm(Rn)) is a bijection; thus, by the
inverse mapping theorem, one has
(−A + λ)−1 ∈ B(Hm(Rn), Hm+2(Rn)) , m ≥ −1 . (3.18)
Given the bounded open set Ω ⊂ Rn of class Ck,1, k ≥ 0, the single and double-layer operators
SLz : H−
3
2 (Γ) → L2(Rn) , DLz : H− 12 (Γ) → L2(Rn) ,
related to A and Γ are defined by
〈SLzφ, u〉L2(Rn) := 〈φ, γ0(−A + z¯)−1u〉− 32 , 32 , u ∈ L
2(Rn) , (3.19)
〈DLzϕ, u〉L2(Rn) := 〈ϕ, γ1(−A + z¯)−1u〉− 12 , 12 , u ∈ L
2(Rn) . (3.20)
Let gz(x, y) be the integral kernel of the resolvent (−A + z)−1; it is a smooth function for x , y (see e.g. [57, Lemma 6.3]).
Therefore (3.19) and (3.20) give, if x < Γ and φ, ϕ ∈ L2(Γ),
SLzφ(x) =
∫
Γ
gz(x, y) φ(y) dσΓ(y) , (3.21)
and
DLzϕ(x) =
∑
1≤i, j≤n
∫
Γ
νi(y)ai j(y)∂x jgz(x, y) ϕ(y) dσΓ(y) , (3.22)
where σΓ denotes the surface measure. We need the following mapping properties:
Lemma 3.1. For any λ > ‖Vneg‖∞ one has
SLλ ∈ B(H− 12 (Γ), H1(Rn)) , DLλ ∈ B(H 12 (Γ), H1(Ω±))
Proof. By (3.17), (3.19) and by γ0 ∈ B(H1(Rn), H 12 (Γ)), if φ ∈ H− 12 (Γ) then
|〈SLλφ, u〉L2(Rn)| ≤ ‖φ‖H− 12 (Γ)‖γ0(−A + λ)
−1u‖
H
1
2 (Γ) ≤ c ‖φ‖H− 12 (Γ)‖u‖H−1(Rn) .
By [57, Lemma 4.3] and [57, Theorem 3.30] one has
‖γ1(−A + λ)−1u‖H− 12 (Γ) ≤ c
(
‖(−A + λ)−1u‖H1(Ω±) + ‖u‖H1(Ω±)′
)
.
Thus, by (3.17) and (3.20), if ϕ ∈ H 12 (Γ) there follows
|〈DLλϕ, u〉L2(Ω±)| ≤ ‖ϕ‖H 12 (Γ)‖γ1(−A + λ)
−11Ω±u‖H− 12 (Γ) ≤ c ‖ϕ‖H 12 (Γ)‖u‖H1(Ω±)′ .
Since gz(x, y) is a smooth function for x , y, one has SLzφ , DLzϕ ∈ C∞(Rn\Γ) and (see [57, eqs. (6.18) and (6.19)])
∀x < Γ , A SLzφ(x) = z SLzφ(x) , A DLzϕ(x) = z DLzϕ(x) . (3.23)
Therefore, setting
SL±z φ := SLzφ|Ω± , DL±z ϕ := DLzϕ|Ω± ,
one has
SL±z φ ∈ ker(Amax± − z) , DL±z ϕ ∈ ker(Amax± − z) , (3.24)
where
Amax± = A|dom(Amax± ) , dom(Amax± ) := {u± ∈ L2(Ω±) : Au± ∈ L2(Ω±)} . (3.25)
In the case Ω is of class C1,1, by proceeding as in the proof of theorem 6.5 in [58, Section 6, Chapter 2] (see the comment in
[39] before Theorem 1.5.3.4), the maps γ±0 and γ±1 can be extended to
γˆ±0 ∈ B(dom(Amax± ), H−
1
2 (Γ)) , γˆ±1 ∈ B(dom(Amax± ), H−
3
2 (Γ))
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(here dom(A±max) has the graph norm), which in turn provide us with the bounded maps
γˆ0 : dom(Amax− ) ⊕ dom(Amax+ ) → H−
1
2 (Γ) , γˆ0(u− ⊕ u+) := 12 (γˆ
+
0 u+ + γˆ
−
0 u−) ,
γˆ1 : dom(Amax− ) ⊕ dom(Amax+ ) → H−
3
2 (Γ) , γˆ1(u− ⊕ u+) := 12(γˆ
+
1 u+ + γˆ
−
1 u−)
and
[γˆ0] : dom(Amax− ) ⊕ dom(Amax+ ) → H−
1
2 (Γ) , [γˆ0](u− ⊕ u+) := γˆ+0 u+ − γˆ−0 u− ,
[γˆ1] : dom(Amax− ) ⊕ dom(Amax+ ) → H−
3
2 (Γ) , [γˆ1](u− ⊕ u+) := γˆ+1 u+ − γˆ−1 u− .
These maps, together with [57, Theorem 7.2], give, whenever Ω is of class Ck,1, k ≥ 1, and for any |s| ≤ k, the bounded
operators
γˆ±0 SLz ∈ B(H s−
1
2 (Γ), H s+ 12 (Γ)) , γˆ±1 SLz ∈ B(H s−
1
2 (Γ), H s− 12 (Γ)) , (3.26)
γˆ±0 DLz ∈ B(H s+
1
2 (Γ), H s+ 12 (Γ)) , γˆ±1 DLz ∈ B(H s+
1
2 (Γ), H s− 12 (Γ)) . (3.27)
Moreover the single and double layer operators satisfy the jump relations
[γˆ0]SLzφ = [γˆ1]DLzφ = 0 , [γˆ1]SLzφ = −[γˆ0]DLzφ = −φ . (3.28)
By the first relation in (3.28) one gets
γˆ±0 SLz = γˆ0SLz , γˆ±1 DLz = γˆ1DLz .
Notice that in (3.26), (3.27) and (3.28) the extended trace operators coincide with the usual ones whenever the range spaces
are Sobolev space on Γ of strictly positive index.
For any λ ∈ ρ(A) ∩ R both the bounded operators γ0SLλ and γˆ1DLλ are symmetric w.r.t. the H− 12 (Γ)-H 12 (Γ) pairing (see
[57, Theorems 6.15 and 6.17]:
∀φ, ϕ ∈ H−
1
2 (Γ) , 〈φ, γ0SLλϕ〉− 12 , 12 = 〈γ0SLλφ, ϕ〉 12 ,− 12 ,
∀φ, ϕ ∈ H
1
2 (Γ) , 〈φ, γˆ1DLλϕ〉 1
2 ,−
1
2
= 〈γˆ1DLλφ, ϕ〉− 12 , 12 .
Moreover these operators are coercive:
Lemma 3.2. Let λ > max(Vneg). Then there exist c0 > 0 and c1 > 0 such that
∀φ ∈ H−
1
2 (Γ) , 〈φ, γ0SLλφ〉− 12 , 12 ≥ c0 ‖φ‖
2
H−
1
2 (Γ)
(3.29)
and
∀ϕ ∈ H
1
2 (Γ) , −〈γˆ1DLλϕ, ϕ〉− 12 , 12 ≥ c1 ‖ϕ‖
2
H
1
2 (Γ)
. (3.30)
Proof. In the case A = ∆ and λ = 1, the proof is given in [50, Lemma 1.14 (c)] as regards γˆ0SLλ and in [50, Theorem 1.26
(e)] as regards γˆ1DLλ. Here we provide an alternative proof which adapts to our hypotheses.
By [57, Lemma 4.3] for any u± ∈ dom(Amax± ) ∩ H1(Ω±) one has γˆ±1 u± ∈ H−
1
2 (Γ) and
‖γˆ±1 u±‖
2
H−
1
2 (Γ)
≤ c
(
‖u±‖
2
H1(Ω±) + ‖A
max
± u±‖
2
H−1(Ω±)
)
; (3.31)
moreover for such a u± and for any v± ∈ H1(Ω±) the ”half” Green’s formula holds (see [57, Theorem 4.4]):
〈(−Amax± + λ)u±, v±〉L2(Ω±)
=
∑
1≤i, j≤n
〈ai j∂iu±, ∂ jv±〉L2(Ω±) + 〈(V + λ)u±, v±〉L2(Ω±) ± 〈γˆ±1 u±, γ±0 v±〉− 12 , 12 .
Thus, posing u± = v± = SL±λφ, by (−A±max + λ)u± = 0 and by (3.28), one gets
0 =
∑
1≤i, j≤n
〈ai j∂iSLλφ, ∂ jSLλφ〉L2(Rn) + 〈(V + λ)SLλφ, SLλφ〉L2(Rn) + 〈[γˆ1]SLλφ, γ0SLλφ〉− 12 , 12
≥c◦‖∇SLλφ‖2L2(Rn) + (λ − max(Vneg)) ‖SLλφ‖2L2(Rn) − 〈φ, γ0SLzφ〉− 12 , 12 .
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Therefore, setting κ◦ := min{c◦, λ − max(Vneg)}, one obtains
〈φ, γ0SLλφ〉− 12 , 12 ≥ κ◦ ‖SLλφ‖
2
H1(Rn) .
By [γˆ1]SLλφ = −φ, by (3.31) and by the continuous embedding H1(Ω±) →֒ H−1(Ω±) one gets
‖φ‖2
H−
1
2 (Γ)
≤c
(
‖SL−λφ‖2H1(Ω−) + λ
2‖SL−λφ‖2H−1(Ω−) + ‖SL
+
λφ‖
2
H1(Ω+) + λ
2‖SL+λφ‖2H−1(Ω)
)
≤c (1 + λ2)‖SLλφ‖2H1(Rn)
and so (3.29) follows by posing c0 = κ◦(c (1 + λ2))−1.
The proof of (3.30) proceeds along the same lines by inserting u± = v± = DL±λϕ in the Green’s formula above: in this
case one obtains
−〈γˆ1DLλϕ, ϕ〉− 12 , 12 ≥ κ0 ‖DLλϕ‖
2
H1(Ω−)⊕H1(Ω+) .
By [γ0]DLλϕ = ϕ, denoting by N± the norm of γ±0 ∈ B(H1(Ω±), H
1
2 (Γ)), one obtains
‖ϕ‖2
H
1
2 (Γ)
≤ N2−‖DL−λϕ‖
2
H1(Ω−) + N
2
+‖DL+λϕ‖
2
H1(Ω+) ≤ max{N
2
−, N2+}‖DLλϕ‖2H1(Ω−)⊕H1(Ω+) ,
and so (3.29) follows by posing c1 = κ◦(max{N2−, N2+})−1.
We conclude this section providing results about the mapping properties of γˆ0SLλ and γˆ1DLλ.
Lemma 3.3. Let λ > max(Vneg) and Ω be of class Ck,1, k ≥ 1. Then
γˆ0SLλφ ∈ H s+
1
2 (Γ) ⇐⇒ φ ∈ H s− 12 (Γ) , |s| ≤ k − 1 , (3.32)
γˆ1DLλφ ∈ H s−
1
2 (Γ) ⇐⇒ φ ∈ H s+ 12 (Γ) , |s| ≤ k . (3.33)
Proof. By (3.26) and (3.27) we only need to prove the ⇒ implications. By [57, Theorem 7.17], both the maps γˆ0SLλ
and γˆ1DLλ are Fredholm with index zero and s-independent kernel. By (3.29) and (3.30) such maps are injective and
therefore bijective. Thus, by (3.26), (3.27) and by the inverse mapping theorem, (γˆ0SLλ)−1 ∈ B(H s+ 12 (Γ), H s− 12 (Γ)) and
(γˆ1DLλ)−1 ∈ B(H s− 12 (Γ), H s+ 12 (Γ)).
4. Self-adjoint realizations of singular perturbations supported on hypersurfaces.
Let A : H2(Rn) ⊂ L2(Rn) → L2(Rn) be the elliptic, self-adjoint operator defined in Subsection 3.4, i.e.
Au :=
∑
1≤i, j≤n
∂xi(ai j∂x ju) − Vu ,
with ai j, ∂xiai j,V ∈ C∞b (Rn), the symmetric matrix a ≡ [ai j(x)] satisfying (3.7).
Given Ω open, bounded and of class C1,1, posing
τ : H2(Rn) → H 32 (Γ) ⊕ H 12 (Γ) , τu := γ0u ⊕ γ1u ,
one has
Lemma 4.1. The map τ is bounded, surjective and ker(τ) is dense in L2(Rn).
Proof. Let u ∈ H2(Rn). Then, by ‖u‖2H2(Rn) = ‖u|Ω−‖2H2(Ω−) + ‖u|Ω+‖2H2(Ω+), τ is bounded since both γ±0 and γ±1 are bounded;
ker(τ) is dense since it contains the dense set C∞comp(Rn\Γ). By [39, Remark 2.5.1.2], both
τ± : H2(Ω±) → H 32 (Γ) ⊕ H 12 (Γ) , τ±u± := γ±0 u± ⊕ γ±1 u±
are surjective. Given φ ⊕ ϕ ∈ H 32 (Γ) ⊕ H 12 (Γ), let u± ∈ H2(Ω±) such that τ±u± = φ ⊕ ϕ. Let u˜± ∈ H2(Rn) be an extensions of
u±. Then τ
(
1
2 (u˜− + u˜+)
)
= φ ⊕ ϕ and so τ is surjective.
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By the definition of the map τ we have that
S := A| ker(τ) = Amin− ⊕ Amin+ ,
where
Amin± := A|H20(Ω±) , H20(Ω±) := {u± ∈ H2(Ω±) : γ±0 u± = γ±1 u± = 0} .
Since it is known that (Amin± )∗ = Amax± , one obtains
dom(S ∗) = dom(Amax− ) ⊕ dom(Amax+ ) , S ∗ = Amax− ⊕ Amax+ . (4.1)
Thus we have the well-defined bounded (w.r.t. the graph norm in dom(S ∗)) maps
γˆ0, [γˆ0] ∈ B(dom(S ∗), H− 12 (Γ)) , γˆ1, [γˆ1] ∈ B(dom(S ∗), H− 32 (Γ)) .
By Lemma 4.1 we can apply the results of Section 2 to A and so find all self-adjoint extensions of the closed symmetric
operator A| ker(τ) = Amin− ⊕ Amin+ . To this end we need to determine the operator Gz and Mz (see definitions (2.1) and (2.6)).
By (3.19) and (3.20) this is immediate:
Gz : H−
3
2 (Γ) ⊕ H− 12 (Γ) → L2(Rn) , Gz(φ ⊕ ϕ) := SLzφ + DLzϕ (4.2)
and
Mz : H−
3
2 (Γ) ⊕ H− 12 (Γ) → H 32 (Γ) ⊕ H 12 (Γ) ,
Mz :=
[
γ0(SL − SLz) γ0(DL − DLz)
γ1(SL − SLz) γ1(DL − DLz)
]
, (4.3)
where
SL := SLλ◦ , DL := DLλ◦ , λ◦ > max(Vneg) .
Next lemma provides a representation of Amax− ⊕ Amax+ and of its domain. Before giving the precise statement we need some
definitions. The distribution δΓ ∈ D ′(Rn) is defined as usual by
∀u ∈ C∞comp(Rn) , (δΓ, u) =
∫
Γ
u(x) dσΓ(x) .
Given f ∈ H−s(Γ), we then define f δΓ ∈ D ′(Rn) and f∂aδΓ ∈ D ′(Rn) by
∀u ∈ C∞comp(Rn) , ( f δΓ, u) = 〈 ¯f , u|Γ〉−s,s
and
∀u ∈ C∞comp(Rn) , ( f∂aδΓ, u) := −
∑
1≤i, j≤n
( f νiδΓ, ai j∂x j u) .
Notice that if Ω is of class C1,1 then ν is Lipschitz continuous and so the product f ν is a well-defined vector in H−r(Γ),
r = min{1, s}.
Lemma 4.2.
dom(Amax− ) ⊕ dom(Amax+ ) ={u = u◦ + SLφ + DLϕ , u◦ ∈ H2(Rn) , φ ⊕ ϕ ∈ H−
3
2 (Γ) ⊕ H− 12 (Γ)}
≡{u = u◦ − SL[γˆ1]u + DL[γˆ0]u , u◦ ∈ H2(Rn)} ,
and
(Amax− ⊕ Amax+ )u = Au − [γˆ1]u δΓ − [γˆ0]u ∂aδΓ . (4.4)
Proof. By (4.1), Lemma 2.3 and (4.2) one has
dom(Amax− ) ⊕ dom(Amax+ ) = {u = u◦ +G(φ ⊕ ϕ) , u◦ ∈ H2(Rn) , φ ⊕ ϕ ∈ H−
3
2 (Γ) ⊕ H− 12 (Γ)} .
Since [γ0]u◦ = [γ1]u◦ = 0, the proof of the first statement follows by using the jump relations (3.28). As regards the second
statement, in the case A = ∆ the proof has been given in [21, Theorem 3.1] (be aware that there the jumps of the trace maps
have been defined with opposite signs). The proof in the more general case discussed here proceeds along the same lines and
is left to the reader.
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Remark 4.3. By (Amax− ⊕ Amax+ )Gz(φ ⊕ ϕ) = zGz(φ ⊕ ϕ) (see (2.8)) and by (4.4), one has AGz(φ ⊕ ϕ)(x) = zGz(φ ⊕ ϕ)(x) for
any x ∈ Rn\Γ. Hence, by elliptic regularity (see e.g. [57, Theorem 6.4]), setting Γǫ := {x ∈ Rn : dist(x, Γ) ≤ ǫ}, ǫ > 0, one has
∀(φ ⊕ ϕ) ∈ H− 32 (Γ) ⊕ H− 12 (Γ) , Gz(φ ⊕ ϕ) ∈
⋂
s>0
H s(Rn\Γǫ) . (4.5)
Similarly, if supp(φ) ⊆ Σ and supp(ϕ) ⊆ Σ, Σ ⊂ Γ relatively open, then by (4.4), one has AGz(φ ⊕ ϕ)(x) = zGz(φ ⊕ ϕ)(x) for
any x ∈ Rn\Σ. Hence, by [57, Theorem 6.4], setting Σǫ := {x ∈ Rn : dist(x,Σ) ≤ ǫ}, ǫ > 0,
∀(φ ⊕ ϕ) ∈ H−
3
2
Σ
(Γ) ⊕ H−
1
2
Σ
(Γ) , Gz(φ ⊕ ϕ) ∈
⋂
s>0
H s(Rn\Σǫ ) . (4.6)
From now on
Π : H
3
2 (Γ) ⊕ H 12 (Γ) → H 32 (Γ) ⊕ H 12 (Γ) ,
denotes an orthogonal projector,
Π′ : H−
3
2 (Γ) ⊕ H− 12 (Γ) → H− 32 (Γ) ⊕ H− 12 (Γ) ,
denotes the orthogonal projector defined as the dual of Π, so that Π′ = (Λ3 ⊕ Λ)Π(Λ−3 ⊕ Λ−1), and
Θ : dom(Θ) ⊆ ran(Π′) → ran(Π)
denotes a self-adjoint operator. By Theorem 2.1 and Lemma 4.2, one readily obtains all self-adjoint extension of S :
Theorem 4.4. Any self-adjoint extension of Amin− ⊕ Amin+ is of the kind AΠ,Θ, where
AΠ,Θ : dom(AΠ,Θ) ⊆ L2(Rn) → L2(Rn) , AΠ,Θ := (Amax− ⊕ Amax+ )|dom(AΠ,Θ) ,
dom(AΠ,Θ) := {u ∈ dom(Amax− ) ⊕ dom(Amax+ ) : (−[γˆ1]u) ⊕ [γˆ0]u ∈ dom(Θ) ,
Π(γ0(u + SL[γˆ1]u − DL[γˆ0]u) ⊕ γ1(u + SL[γˆ1]u − DL[γˆ0]u)) = Θ((−[γˆ1]u) ⊕ [γˆ0]u)} .
The set
ZΠ,Θ := {z ∈ ρ(A) : Θ + ΠMzΠ′ has a bounded inverse}
is not void; in particular C\R ⊆ ZΠ,Θ ⊆ ρ(AΠ,Θ) and for any z ∈ ZΠ,Θ the resolvent of AΠ,Θ is given by
(−AΠ,Θ + z)−1u = (−A + z)−1u +GzΠ′(Θ + ΠMzΠ′)−1Π(γ0((−A + z)−1u) ⊕ γ1((−A + z)−1u)) , (4.7)
where Gz and Mz are defined in (4.2) and (4.3) respectively.
Remark 4.5. Let us notice that the Π′’s appearing in formula (4.7) act there as the inclusion map Π′ : ran(Π′) → H−3/2(Γ) ⊕
H−1/2(Γ). This means that one does not need to know Π′ explicitly: it suffices to know the subspace ran(Π′) = ran(Π)′.
Remark 4.6. Let us notice that the self-adjoint extension A corresponds to the choice Π = 0. By Lemma 4.2, the choice
Π = Π1 ⊕ 0 gives [γˆ0]u = 0 and so produces self-adjoint extension (”δ-type” interactions) of the kind Au − [γˆ1]u δΓ while the
choice Π = 0⊕Π2 gives [γˆ1]u = 0 and so produces self-adjoint extension (”δ′-type” interactions) of the kind Au− [γˆ0]u ∂aδΓ;
different Π’s give combinations of δ and δ′ interactions.
Remark 4.7. Let u = u◦ + SLφ + DLϕ be in dom(AΠ,Θ) and suppose that
dom(Θ) ⊆ H s1(Γ) ⊕ H s2(Γ) , s1 > −32 , s2 > −
1
2
. (4.8)
Then, by (4.5) and the mapping properties of single and double layer operators (see [57, Corollary 6.14]),
SLφ + DLϕ ∈ H s(Ω−) ⊕ H s(Ω+) , s = min
{
s1 +
3
2
, s2 +
1
2
}
and so
dom(AΠ,Θ) ⊆ H s◦ (Rn\Γ) , s◦ = min{2, s} .
In particular, dom(AΠ,Θ) ⊆ H2(Rn\Γ) whenever s ≥ 2. The relation (4.6) suggests that such a kind of regularity could hold on
a larger set whenever supp(φ) ∪ supp(ϕ) ⊆ Σ, Σ ⊂ Γ. However, as the next result shows, one has to exclude a neighborhood
of the interface ∂Σ:
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Lemma 4.8. Let
D1,1 :={φ ∈ H
− 32
Σ
(Γ) : φ|Σ ∈ H 12 (Σ)} , D2,1 := {ϕ ∈ H−
1
2
Σ
(Γ) : ϕ|Σ ∈ H 32 (Σ)} ,
D1,2 :={φ ∈ H
− 32
Σ
(Γ) : (γˆ0SLφ)|Σ ∈ H 32 (Σ)} , D2,2 := {ϕ ∈ H−
1
2
Σ
(Γ) : (γˆ1DLϕ)|Σ ∈ H 12 (Σ)} .
If
dom(Θ) ⊆ D1,i ⊕ D2, j , i, j ∈ {1, 2} ,
then
dom(AΠ,Θ) ⊆ H2(Rn\(Σ ∪ (∂Σ)ǫ)) ,
where
(∂Σ)ǫ := {x ∈ Rn : dist(x, ∂Σ) ≤ ǫ} , ǫ > 0 .
Proof. If φ ∈ D1,1 and ϕ ∈ D2,1, by [57, Theorem 6.13], one has SLφ ∈ H2(Ω±1 ) and DLϕ ∈ H2(Ω±1 ), where Ω±1 := Ω1 ∩ Ω±
and Ω1 of class C1,1 such that Ω1 ∩ Γ is strictly contained in Σ.
If φ ∈ D1,2 and ϕ ∈ D2,2, by [57, Theorem 7.16], φ ∈ H 12 (Σ1) and ϕ ∈ H 32 (Σ1), for any relatively open Σ1 such that Σ1 ⊂ Σ.
Let now takeΩ2 of class C1,1 such thatΩ2∩Γ is strictly contained in Σ1. Then, by [57, Theorem 6.13], one has SLφ ∈ H2(Ω±2 )
and DLϕ ∈ H2(Ω±2 ), where Ω±2 := Ω2 ∩ Ω±.
The final statement then follows from (4.6).
In the case dom(AΠ,Θ) ⊆ H2(Rn\Γ), the statements contained in Theorem 4.4 simplify and one has the following
Corollary 4.9. Suppose that dom(Θ) ⊆ H 12 (Γ) ⊕ H 32 (Γ) and define
BΘ : dom(Θ) ⊆ ran(Π′) → ran(Π) , BΘ := Θ + ΠBΠ′ ,
B : H
1
2 (Γ) ⊕ H 32 (Γ) → H 32 (Γ) ⊕ H 12 (Γ) , B :=
[
γ0SL γ0DL
γ1SL γ1DL
]
.
Then
dom(AΠ,Θ) = {u ∈ H2(Rn\Γ) : (−[γ1]u) ⊕ [γ0]u ∈ dom(Θ) , Π(γ0u ⊕ γ1u) = BΘ((−[γ1]u) ⊕ [γ0]u)}
and
(−AΠ,Θ + z)−1u = (−A + z)−1u +GzΠ′(BΘ − ΠM◦zΠ′)−1Π(γ0(−A + z)−1u ⊕ γ1(−A + z)−1u) ,
where
M◦z :=
[
γ0SLz γ0DLz
γ1SLz γ1DLz
]
.
Proof. By Remark 4.7, u ∈ H2(Ω−) ⊕ H2(Ω+). Thus Π(γ0u ⊕ γ1u) is well defined and, by the definition of dom(AΠ,Θ) given
in Theorem 4.4,
Θ(φ ⊕ ϕ) = Π(γ0(u − SLφ − DLϕ) ⊕ γ1(u − SLφ − DLϕ))
=Π(γ0u ⊕ γ1u) − Π(γ0(SLφ + DLϕ) ⊕ γ1(SLφ + DLϕ)) .
The proof is then concluded by the identity Θ + ΠMzΠ′ = BΘ − ΠM◦zΠ′.
Let us recall some definitions: S∞(H1, H2) (S∞(H) := S∞(H, H)), denotes the operator ideal of compact operators on
the Hilbert space H1 to the Hilbert space H2; Sp,∞(H1, H2) (Sp,∞(H) := Sp,∞(H, H)), p > 0, denote the operator ideals of
compact operators T on the Hilbert space H1 to the Hilbert space H2 such that sk(T ) = O(k−1/p), where the the singular values
sk(T ) are defined as the eigenvalues of the non-negative compact operator (T ∗T ) 12 . One has T2T1 ∈ Sp,∞(H1, H2) whenever
T1 ∈ Sp1,∞(H1, H0), T2 ∈ Sp2,∞(H0, H2) and 1p = 1p1 +
1
p2
. Notice that if p < q then Sp,∞(H1, H2) ⊂ Sq(H1, H2), where
Sq(H1, H2) denotes the Schatten-von Neumann ideal of compact operator with q-summable singular values; in particular
T ∈ Sp,∞(H1, H2) is trace class whenever p < 1.
Lemma 4.10. Let Θ satisfy (4.8). Then
σess(AΠ,Θ) = σess(A) .
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Proof. Here we follow the same kind of reasonings as in the proof of [11, Lemma 4.7]. The operator (Θ + ΠMzΠ′)−1 ∈
B(ran(Π), ran(Π′)) is closed as an operator from ran(Π) into H− 32 (Γ)⊕H− 12 (Γ), hence, since ran((Θ+ΠMzΠ′)−1) = dom(Θ) ⊆
H s1(Γ)⊕H s2(Γ), it is also closed as an operator from ran(Π) into H s1(Γ)⊕H s2(Γ), which implies that it belongs to B(ran(Π), H s1(Γ)⊕
H s2(Γ)). Denoting by Es,r the compact embedding of H s(Γ) into Hr(Γ), r < s, by
(Θ + ΠMzΠ′)−1 = (Es1,− 32 ⊕ Es2,− 12 )(Θ + ΠMzΠ
′)−1 ,
one gets (Θ + ΠMzΠ′)−1 ∈ S∞(ran(Π), ran(Π′)). Thus, by (4.7), the resolvent difference (−AΠ,Θ + z)−1 − (−A + z)−1 belongs
to S∞(L2(Rn)) and so σess(AΠ,Θ) = σess(A) by Weyl’s theorem on the preservation of the essential spectrum under compact
resolvent perturbations (see e.g. [65, Theorem 8.12]).
The next result applies to all the self-adjoint extensions given in Corollary 4.9 (and so to all the operators considered in
Section 5). In the proof we follow the same arguments as in [55] and [12].
Theorem 4.11. Suppose that Γ is smooth. If dom(Θ) ⊆ H s1(Γ) ⊕ H s2(Γ) with
s = min
{
s1 +
3
2
, s2 +
1
2
}
≥ 2 ,
then for any integer k ≥ 1 and for any z ∈ ρ(A) ∩ ρ(AΠ,Θ) one has
(−AΠ,Θ + z)−k − (−A + z)−k ∈ S n−1
2(k−1)+s ,∞
(L2(Rn)) . (4.9)
Proof. Given z◦ ∈ C\R, Re(z◦) ≥ λ◦, let
B := (τ(−A + z¯◦)−1)′Π′(Θ + ΠMz◦Π′)−1
and
C := Πτ(−A + z◦)−1 ,
so that, by (4.7),
(−AΠ,Θ + z◦)−1 − (−A + z◦)−1 = BC .
By (3.18), one has (−A+ z◦)−(m+1) ∈ B(L2(Rn), H2m+2(Rn)) and so τ(−A+ z◦)−(m+1) has range in H2m+ 32 (Γ)⊕ H2m+ 12 (Γ). Then,
by [11, Lemma 4.7],
(−A + z◦)−(m+1) ∈ S n−1
2m ,∞
(L2(Rn), H 32 (Γ) ⊕ H 12 (Γ))
and so
C(−A + z◦)−m ∈ S n−1
2m ,∞
(L2(Rn), ran(Π)) .
By duality, that also gives
(−A + z◦)−m(τ(−A + z¯◦)−1)′Π = (Πτ(−A + z¯◦)−(m+1))′ ∈ S n−1
2m ,∞
(ran(Π′), L2(Rn)) . (4.10)
Since (Θ + ΠMz◦Π′)−1 ∈ B(ran(Π), ran(Π′)) and its range is contained in H s1(Γ) ⊕ H s2 (Γ), by [11, Lemma 4.7], one gets
(Θ + ΠMz◦Π′)−1 ∈ S n−1
s
,∞(ran(Π), H−
3
2 (Γ) ⊕ H− 12 (Γ)) ,
and so, by (4.10),
(−A + z◦)−mB ∈ S n−1
2m+s ,∞
(ran(Π), L2(Rn)) .
The proof is then concluded by [12, Lemma 2.3].
Next we provide a version of Theorem 4.11 which applies to the case where the self-adjoint operatorΘ is defined through
the associated sesquilinear form. In particular the next results apply to all the operators considered in Section 6.
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Theorem 4.12. Suppose that Γ is smooth. Let ˜f be the sesquilinear form associated to the self-adjoint operator in ran(Π)
defined by ˜Θ := Θ(Λ3 ⊕ Λ); if dom( ˜f ) ⊆ H s1 (Γ) ⊕ H s2(Γ) with
s∗ = min
{
s1 −
3
2
, s2 −
1
2
}
≥ 1 ,
then for any integer k ≥ 1 and for any z ∈ ρ(A) ∩ ρ(AΠ,Θ) one has
(−AΠ,Θ + z)−k − (−A + z)−k ∈ S n−1
2(k−1)+2s∗ ,∞
(L2(Rn)) . (4.11)
Proof. According to our assumptions,
dom(Θ) = (Λ3 ⊕ Λ)dom( ˜Θ) ⊆ (Λ3 ⊕ Λ)dom( ˜f ) ⊆ H− 12 (Γ) ⊕ H 12 (Γ) .
Therefore hypothesis (4.8) holds and so, by Lemma 4.10, σess(AΠ,Θ) = σess(A) ⊆ (−∞, ‖Vneg‖∞]. Thus there exists λ ∈
ρ(A)∩ρ(AΠ,Θ)∩R and so, by (4.7), the operator ˜Θ+Π ˜MλΠ is self-adjoint and has a bounded inverse ( ˜Θ+Π ˜MλΠ)−1 ∈ B(ran(Π))
(here ˜Mz := Mz(Λ3 ⊕ Λ)). Let
˜Θ + Π ˜MλΠ = ˜U | ˜Θ + Π ˜MλΠ|
be the polar decomposition of ˜Θ+Π ˜MλΠ (see e.g. [49, Section 7, Chapter VI]). Since ˜Θ+Π ˜MλΠ is self-adjoint and injective,
˜U is self-adjoint and unitary. Then
( ˜Θ + Π ˜MλΠ)−1 = | ˜Θ + Π ˜MλΠ|−1 ˜U = | ˜Θ + Π ˜MλΠ|− 12 | ˜Θ + Π ˜MλΠ|− 12 ˜U .
Since | ˜Θ + Π ˜MλΠ|−
1
2 is bounded and commutes with ˜Θ + Π ˜MλΠ, by [49, Lemma 2.37, Chapter VI], it commutes with ˜U.
Therefore
( ˜Θ + Π ˜MλΠ)−1 = | ˜Θ + Π ˜MλΠ|− 12 ˜U | ˜Θ + Π ˜MλΠ|− 12
and so, by (4.7),
(−AΠ,Θ + λ)−1 − (−A + λ)−1 = BC ,
where
B = (τ(−A + λ)−1)∗Π | ˜Θ + Π ˜MλΠ|− 12 , C = ˜UB∗ .
Since Π ˜MλΠ is bounded, dom( ˜f ) = dom(| ˜Θ| 12 ) = dom(| ˜Θ + Π ˜MλΠ| 12 ) and so
ran(| ˜Θ + Π ˜MλΠ|− 12 ) ⊆ H s1 (Γ) ⊕ H s2(Γ) .
Therefore, by [11, Lemma 4.7], one gets
| ˜Θ + Π ˜MλΠ|−
1
2 ∈ S n−1
s∗
,∞(ran(Π), H
3
2 (Γ) ⊕ H 12 (Γ)) .
Then, by (4.10),
(−A + λ)−mB ∈ S n−1
2m+s∗ ,∞
(ran(Π), L2(Rn)) .
and
C(−A + λ)−m ∈ S n−1
2m+s∗ ,∞
(L2(Rn), ran(Π)) .
The proof is then concluded by [12, Lemma 2.3].
Corollary 4.13. Let Γ be smooth and let Θ satisfy the same hypotheses as either in Theorem 4.11 or in Theorem 4.12. Then
σac(AΠ,Θ) = σac(A)
and the wave operators
W±(AΠ,Θ, A) = s- lim
t→±∞
e−itAΠ,ΘeitAPac(A) ,
W±(A, AΠ,Θ) = s- lim
t→±∞
e−itAeitAΠ,ΘPac(AΠ,Θ)
exist and are complete, i.e. the limits exist everywhere and the ranges coincide with with the absolutely continuous subspaces.
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Proof. By either Theorem 4.11 or Theorem 4.12, for k large enough, the resolvent difference (−AΠ,Θ + λ)−k − (−A + λ)−k is
trace class; so, by the Birman-Kato criterion (see [49, Theorem 4.8, Chapter X]), one obtains the existence and completeness
of the wave operators; thus σac(AΠ,Θ) = σac(A).
Remark 4.14. In the case A ≤ 0 and AΠ,Θ ≤ 0, by Corollary 4.13 and [48, Sections 8 and 9], one also gets the existence and
completeness of wave operators for the pairs of wave equations ∂2ttu = AΠ,Θu and ∂2ttu = Au.
Remark 4.15. Under additional hypotheses on the behavior at infinity of the coefficients of A, the spectral results in Lemma
4.10 and Corollary 4.13 can be specified. Let us suppose that
ai j(x) = a◦i j + bi j(x) , bi j(x) = O(1/‖x‖δ) , (4.12)
∂xibi j(x) = O(1/‖x‖δ) , V(x) = O(1/‖x‖δ) , (4.13)
for some δ > 1, as ‖x‖ → +∞. Let A◦ be the differential operator with constant coefficients
A◦ : H2(Rn) ⊂ L2(Rn) → L2(Rn) , A◦u =
∑
1≤i, j≤n
a◦i j∂
2
xi x ju .
One has σ(A◦) = σac(A◦) = σess(A◦) = (−∞, 0]. Since, by [7, Theorem 5.3], σess(A) = σess(A◦) and, by [44, Theorem 2.1],
[45, Chapter XIV], σac(A) = σac(A◦), Lemma 4.10 and Corollary 4.13 give
σess(AΠ,Θ) = σac(AΠ,Θ) = (−∞, 0] .
5. Applications: boundary conditions on Γ.
Using the scheme provided by Theorem 4.4 and Corollary 4.9, we next give the construction of some standard models of
elliptic operators with boundary conditions on Γ, the boundary of a bounded domain Ω of class C1,1.
5.1. Dirichlet boundary conditions.
Let us consider the self-adjoint extension AD corresponding to Dirichlet boundary conditions on the whole Γ; it is given
by the direct sum AD = AD− ⊕ AD+ , where the self-adjoint operators AD± are defined by AD± := A|dom(AD± ), dom(AD± ) = {u± ∈
H2(Ω±) : γ±0 u± = 0}. Since
dom(AD− ) ⊕ dom(AD+ ) ={u = u− ⊕ u+ ∈ H2(Ω−) ⊕ H2(Ω+) : [γ0]u = 0 , γ0u = 0}
={u ∈ H1(Rn) ∩ H2(Rn\Γ) : γ0u = 0} ,
that corresponds, in Corollary 4.9, to the choice Π = Π1, where Π1(φ⊕ ϕ) := φ⊕ 0, and BΘ = 0, i.e. Θ(φ⊕ ϕ) := (−ΘDφ)⊕ 0,
where ΘD is the (necessarily self-adjoint, by Lemma 2.6) operator
ΘD = γ0SL : H
1
2 (Γ) ⊆ H− 32 (Γ) → H 32 (Γ) . (5.1)
Thus
(AD− ⊕ AD+ )u = Au − [γ1]u δΓ
and, for any z ∈ ρ(A) ∩ ρ(AD− ) ∩ ρ(AD+ ),
(−(AD− ⊕ AD+ ) + z)−1 =(−A + z)−1 − SLz(γ0SLz)−1γ0(−A + z)−1 . (5.2)
Let z ∈ ρ(A)∩ρ(AD− )∩ρ(AD+ ), so that, by (5.2), (γ0SLz)−1 ∈ B(H
3
2 (Γ), H 12 (Γ)). Given ϕ ∈ H 32 (Γ), let us define φ := (γ0SLz)−1ϕ
and u± := SL±z φ. Then Amax± u± = z u± and γ±0 u± = ϕ and so one gets u± = K±z ϕ, where K±z ∈ B(H s(Γ), dom(Amax± )), s ≥ − 12 , is
the Poisson operator which solves the Dirichlet boundary value problem
(Amax± − z)K±z ψ = 0
γˆ±0 K
±
z ψ = ψ .
(5.3)
To K±z one associates the Dirichlet-to-Neumann operator P±z ∈ B(H s(Γ), H s−1(Γ)), s ≥ − 12 , defined by P±z := γˆ±1 K±z . Thus,
since [γ1]SLzφ = −φ, one has
∀z ∈ ρ(A) ∩ ρ(AD− ) ∩ ρ(AD+ ) , (γ0SLz)−1 = P−z − P+z . (5.4)
Therefore, by (5.2),
(−(AD− ⊕ AD+ ) + z)−1 = (−A + z)−1 − SLz(P−z − P+z )γ0(−A + z)−1 .
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5.2. Neumann boundary conditions.
Let us consider the self-adjoint extension AN corresponding to Neumann boundary conditions on the whole Γ; it is given
by the direct sum AN = AN− ⊕ AN+ , where the self-adjoint operators AN± are defined by AN± := A|dom(AN± ), dom(AN± ) = {u± ∈
H2(Ω±) : γ±1 u± = 0}. Since
dom(AN− ) ⊕ dom(AN+ ) = {u ∈ H2(Rn\Γ) : [γ1]u = 0 , γ1u = 0} ,
that corresponds, in Corollary 4.9, to the choice Π = Π2, where Π2(φ⊕ ϕ) := 0⊕ ϕ, and BΘ = 0, i.e. Θ(φ⊕ ϕ) := 0⊕ (−ΘNφ),
where ΘN is the (necessarily self-adjoint, by Lemma 2.6) operator
ΘN = γ1DL : H
3
2 (Γ) ⊆ H− 12 (Γ) → H 12 (Γ) . (5.5)
Thus
(AN− ⊕ AN+ )u = Au − [γ0]u ∂aδΓ ,
and, for any z ∈ ρ(A) ∩ ρ(AN− ) ∩ ρ(AN+ )
(−(AN− ⊕ AN+ ) + z)−1 =(−A + z)−1 − DLz(γ1DLz)−1γ1(−A + z)−1 . (5.6)
Let z ∈ ρ(A)∩ρ(AN− )∩ρ(AN+ ), so that, by (5.6), (γ1DLz)−1 ∈ B(H
1
2 (Γ), H− 12 (Γ)). Given φ ∈ H 12 (Γ), let us define ϕ := (γ1DLz)−1φ
and u± := SL±z ϕ. Then Amax± u± = z u± and γ±1 u± = φ and so one gets u± = ˜K±z φ, where ˜K±z ∈ B(H s(Γ), dom(Amax± )), s ≥ − 32 ,
solves the boundary value problem 
(Amax± − z) ˜K±z ψ = 0
γˆ±1
˜K±z ψ = ψ .
To ˜K±z one associates the Neumann-to-Dirichlet operator Q±z ∈ B(H s(Γ), H s+1(Γ)), s ≥ − 32 , defined by Q±z := γˆ±0 ˜K±z . Thus,
since [γ0]DLzϕ = ϕ, one has
∀z ∈ ρ(A) ∩ ρ(AN− ) ∩ ρ(AN+ ) , (γ1DLz)−1 = Q+z − Q−z . (5.7)
Therefore, by (5.6),
(−(AN− ⊕ AN+ ) + z)−1 = (−A + z)−1 + DLz(Q−z − Q+z )γ1(−A + z)−1 .
5.3. Robin boundary conditions.
Let us consider the linear operator AR corresponding to Robin boundary conditions on the whole Γ; it is given by the
direct sum AR = AR− ⊕ AR+, where
AR± := A|dom(AR±) , dom(AR±) = {u± ∈ dom(Amax± ) : γ±1 u± = b± γ±0 u±} .
We suppose that b± ∈ M
1
2 (Γ) and that the functions b± are real-valued. Hence the operators AR± are self-adjoint and dom(A±R) ⊆
H2(Ω±) (use e.g [41, Theorem 11]). In case b+(x) , b−(x) for a.e. x ∈ Γ, the domain of AR− ⊕ AR+ represents as
dom(AR− ⊕ AR+) = {u ∈ H2(Rn\Γ) : γ±1 u± = b± γ±0 u±}
=
{
u ∈ H2(Rn\Γ) : (b+ − b−)γ0u = [γ1]u − 12 (b+ + b−)[γ0]u , (b+ − b−)γ1u =
1
2
(b+ + b−)[γ1]u − b+b−[γ0]u
}
. (5.8)
Then, according to Corollary 4.9, the self-adjoint operator AR− ⊕ AR+ corresponds to the choice Π = 1 and BΘ = BR, where
BR = −
1
[b]
[
1 〈b〉
〈b〉 b+b−
]
, 〈b〉 := 1
2
(b+ + b−) , [b] := b+ − b− , (5.9)
provided that the operator
Θ = −ΘR , ΘR :=
[
1/[b] + γ0SL 〈b〉/[b] + γ0DL
〈b〉/[b] + γ1SL b+b−/[b] + γ1DL
]
(5.10)
is self-adjoint. This follows by the next lemma:
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Lemma 5.1. If b± ∈ M 32 (Γ) are real valued and 1/[b] ∈ L∞(Γ) , then
ΘR : H
3
2 (Γ) × H 32 (Γ) ⊂ H− 32 (Γ) ⊕ H− 12 (Γ) → H 32 (Γ) ⊕ H 12 (Γ)
is self-adjoint.
Proof. ΘR is a well-defined linear operator by (3.26) and (3.27). By (5.10) and (5.8), setting u◦ := u + SL[γ1]u − DL[γ0]u,
one has
{u ∈ H2(Rn\Γ) : (−[γ1]u) ⊕ [γ0]u ∈ dom(ΘR) , γ0u◦ ⊕ γ1u◦ = −ΘR((−[γ1]u) ⊕ [γ0]u)}
=
{
u ∈ H2(Rn\Γ) : γ0u = ([γ1]u − 〈b〉[γ0]u)/[b] , γ1u = (〈b〉[γ1]u − b+b−[γ0]u)/[b]
}
=dom(AR− ⊕ AR+) .
Since AR− ⊕ AR+ is self-adjoint, ΘR is self-adjoint by Lemma 2.6.
Remark 5.2. By Green’s formula and Ehrling’s lemma (here we procede as in the proof of [12, Proposition 3.15]) one has,
for ǫ > 0 sufficiently small and 12 < s < 1,
〈(−AR± + λ◦)u±, u±〉L2(Ω±) ≥c◦‖∇u±‖2L2 (Ω±) − ‖b±‖L∞(Γ)‖γ
±
0 u±‖
2
L2(Γ)
≥c◦‖∇u±‖
2
L2 (Ω±) − ‖b±‖L∞(Γ)‖u±‖
2
H s(Ω±)
≥c◦‖∇u±‖
2
L2 (Ω±) − ǫ ‖b±‖L∞(Γ)‖u±‖
2
H1(Ω±) − c
±
ǫ ‖b±‖L∞(Γ)‖u±‖2L2 (Ω±)
≥ − κ±ǫ ‖u±‖
2
L2(Ω±) .
Thus AR− ⊕ AR+ is semibounded.
According to Lemma 5.1, the Corollary 4.9 applies and we get
(AR− ⊕ AR+)u = Au −
4
[b]
(
(〈b〉 γ1u − b+b−γ0u) δΓ + (γ1u − 〈b〉 γ0u) ∂aδΓ
)
.
Moroever, for any z ∈ ρ(A) ∩ ρ(AR−) ∩ ρ(AR+),
(−(AR− ⊕ AR+) + z)−1u = (−A + z)−1u −Gz
[
1/[b] + γ0SLz 〈b〉/[b] + γ0DLz
〈b〉/[b] + γ1SLz b+b−/[b] + γ1DLz
]−1 [
γ0(−A + z)−1u
γ1(−A + z)−1u
]
,
where Gz is defined in (4.2). Let us notice that the case in which one has the same Robin boundary conditions on both sides
of Γ corresponds to the choice b+ = b = −b−. Thus in this case one has
(AR− ⊕ AR+)u = Au − 2b γ0u δΓ − (2/b) γ1u ∂aδΓ
and
(−(AR− ⊕ AR+) + z)−1u = (−A + z)−1u −Gz
[
1/(2b)+ γ0SLz γ0DLz
γ1SLz −b/2 + γ1DLz
]−1 [
γ0(−A + z)−1u
γ1(−A + z)−1u
]
.
5.4. δ-interactions.
LetΠ(φ⊕ϕ) = Π1(φ⊕ϕ) := φ⊕0 andΘ(φ⊕ϕ) = (−Θα,D)φ⊕0, whereΘα,D := 1/α+ΘD = 1/α+γ0SL is the compression
to ran(Π1) of ΘR (here we consider the case b+ = −b− = α/2). This gives the boundary condition αγ0u = [γ1]u and so one
obtains the self-adjoint extensions usually called ”δ-interactions on Γ ” (see [12], [15] and references therein). In order to
apply Corollary 4.9 we need the following
Lemma 5.3. If α ∈ M 32 (Γ) is real valued and 1/α ∈ L∞(Γ), then Θα,D : H 32 (Γ) ⊆ H− 32 (Γ) → H 32 (Γ) is self-adjoint.
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Proof. By 1/α ∈ M 32 (Γ), the linear operator (1/α) : H 32 (Γ) ⊂ H− 32 (Γ) → H 32 (Γ) is well-defined; by α ∈ M 32 (Γ) it is not
difficult to check that it is self-adjoint. By (3.26), γ0SLα ∈ B(H 12 (Γ), H 32 (Γ)). Thus, by (3.2), for any ǫ > 0,
‖γ0SLφ‖H 32 (Γ) =‖γ0SLα(1/α)φ‖H 32 (Γ) ≤ c ‖(1/α)φ‖H 12 (Γ)
≤c ǫ ‖(1/α)φ‖
H
3
2 (Γ) + cǫ ‖(1/α)φ‖H− 32 (Γ)
≤c
(
ǫ ‖(1/α)φ‖
H
3
2 (Γ) + cǫ ‖φ‖H− 32 (Γ)
)
and so the self-adjoint operator γ0SL : H 12 (Γ) ⊂ H− 32 (Γ) → H 32 (Γ) is infinitesimally (1/α) -bounded. The proof is then
concluded by [43, Corollary 1].
Therefore, by Corollary 4.9 one gets the self-adjoint extension
Aα,δ u = Au − αγ0u δΓ ,
dom(Aα,δ) := {u ∈ H1(Rn) ∩ H2(Rn\Γ) : αγ0u = [γ1]u} .
By (4.9) and (5.4), its resolvent is given by
(−Aα,δ + z)−1 = (−A + z)−1 − SLz((1/α) + γ0SLz)−1γ0(−A + z)−1
=(−A + z)−1 − SLz(P−z − P+z )(α + P−z − P+z )−1αγ0(−A + z)−1 .
5.5. δ′-interactions.
Let Π(φ ⊕ ϕ) = Π2(φ ⊕ ϕ) := 0 ⊕ ϕ and Θ(φ ⊕ ϕ) = 0 ⊕ (−Θβ,Nϕ), where Θβ,N := −1/β + ΘN = −1/β + γ1DL is the
compression to ran(Π2) of ΘR (here we consider the case b+ = −b− = 2/β). This gives the boundary condition βγ1u = [γ0]u
and so one obtains the self-adjoint extensions usually called ”δ′-interactions on Γ ” (see [12]and references therein). In order
to apply Corollary 4.9 we need the following
Lemma 5.4. If β ∈ M 12 (Γ) is real valued and 1/β ∈ L∞(Γ), then Θβ,N : H 32 (Γ) ⊆ H− 12 (Γ) → H 12 (Γ) is self-adjoint.
Proof. By (3.30), one has (γˆ1DL)−1 ∈ B(H− 12 (Γ), H 12 (Γ)). Thus, by (3.2) and (3.27), one gets, for any ǫ > 0,
‖(1/β)ϕ‖
H
1
2 (Γ) =‖(1/β)(γˆ1DL)
−1γˆ1DLϕ‖H 12 (Γ) ≤ c ‖γˆ1DLϕ‖H− 12 (Γ)
≤c ǫ ‖γˆ1DLϕ‖H 12 (Γ) + cǫ ‖γˆ1DLϕ‖H− 32 (Γ)
≤c
(
ǫ ‖γˆ1DLϕ‖H 12 (Γ) + cǫ ‖ϕ‖H− 12 (Γ)
)
and so the operator (1/β) : H 32 (Γ) ⊆ H− 12 (Γ) → H 12 (Γ) is infinitesimally γˆ1DL -bounded. Since γˆ1DL : H 32 (Γ) ⊆ H− 12 (Γ) →
H 12 (Γ) is self-adjoint, the proof is then concluded by [43, Corollary 1].
Therefore, by Corollary 4.9 one gets the self-adjoint extension
Aβ,δ′u = Au − βγ1u ∂aδΓ ,
dom(Aβ,δ′) := {u ∈ H2(Rn\Γ) : [γ1]u = 0 , βγ1u = [γ0]u} .
By (4.9) and (5.7), its resolvent is given by
(−Aβ,δ′ + z)−1 = (−A + z)−1 + DLz((1/β) − γ1DLz)−1γ1(−A + z)−1
=(−A + z)−1 + DLz(Q+z − Q−z )(−β + Q+z − Q−z )−1βγ1(−A + z)−1 .
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6. Applications: boundary conditions on Σ ⊂ Γ.
Using the scheme provided by Theorem 4.4, we next give the construction of some models of elliptic operators with
boundary conditions on a relatively open part Σ ⊂ Γ of class C0,1. In such cases we need more regularity hypotheses on
Ω (with respect to the ones used in the previous section); these are needed in the proofs, in order that Sobolev spaces of
appropriate order can be properly defined.
6.1. Dirichlet boundary conditions.
Given Σ ⊂ Γ relatively open of class C0,1, we denote by ΠΣ the orthogonal projector in the Hilbert space H 32 (Γ) such that
ran(ΠΣ) = H
3
2
Σc
(Γ)⊥. By (3.4), ran(Π′
Σ
) = H−
3
2
Σ
(Γ), where Π′
Σ
= Λ3ΠΣΛ
−3 is the dual projection. In the following, we also use
the identifications H
3
2
Σc
(Γ)⊥ ≃ H 32 (Σ) and H 32 (Σ)′ ≃ H−
3
2
Σ
(Γ). We denote the orthogonal projection from H 32 (Γ) onto H 32 (Σ) by
RΣ; it can be identified with the restriction map RΣ : H s(Γ) → H s(Σ), RΣφ := φ|Σ (see the end of Subsection 3.1).
Theorem 6.1. Let Ω be of class C3,1, then
ΘD,Σ : dom(ΘD,Σ) ⊆ H−
3
2
Σ
(Γ) → H 32 (Σ) , ΘD,Σφ := RΣγ0SLΠ′Σφ ≡ (γ0SLφ)|Σ ,
dom(ΘD,Σ) := {φ ∈ H−
1
2
Σ
(Γ) : (γ0SLφ)|Σ ∈ H 32 (Σ)}
is self-adjoint.
Proof. Let fD be the densely defined sesquilinear form in the Hilbert space H 32 (Γ)
fD : H5/2(Γ) × H5/2(Γ) ⊆ H 32 (Γ) × H 32 (Γ) → R
fD(φ1, φ2) := 〈Λ3φ1, γ0SLΛ3φ2〉− 12 , 12 = 〈γ0SLΛ
3φ1,Λ
3φ2〉 1
2 ,−
1
2
.
By (3.29),
fD(φ, φ) ≥ c0 ‖Λ3φ‖2− 12 = c0 ‖φ‖
2
H5/2(Γ)
and so fD is strictly positive and closed. Since, for any φ1 ∈ H7/2(Γ) and for any φ2 ∈ H5/2(Γ),
fD(φ1, φ2) = 〈Λ 32 γ0SLΛ3φ1,Λ 32 φ2, 〉L2(Γ) = 〈γ0SLΛ3φ1, φ2〉H 32 (Γ) ,
fD is the sesquilinear form associated with the self-adjoint operator in H 32 (Γ) defined by
˜ΘD := γ0SLΛ3 : H7/2(Γ) ⊆ H 32 (Γ) → H 32 (Γ) .
The domain
dom( fD) ∩ ran(ΠΣ) = H5/2(Γ) ∩ H
3
2
Σc
(Γ)⊥ = H5/2(Γ) ∩Λ−3H−
3
2
Σ
(Γ) = Λ−3H−
1
2
Σ
(Γ)
is dense in Λ−3H−
3
2
Σ
(Γ), and we can use Lemma 7.1 to determine the positive self-adjoint operator ˜ΘD,Σ in ran(ΠΣ) associated
to the restriction of fD to ran(ΠΣ). Then
ΘD,Σ := UΣ ˜ΘD,ΣΛ−3 , dom(ΘD,Σ) := Λ3dom( ˜ΘD,Σ) ,
is self-adjoint, where the map UΣ(ΠΣφ) = φ|Σ provides the unitary isomorphism H
3
2
Σc
(Γ)⊥ ≃ H 32 (Σ). To conclude the proof we
need to determine the operator ˘ΘD := ( ˜ΘD)˘ and the subspace KΣ := kΠΣ (we refer to the Appendix for the notations). Let HD
be the Hilbert space given by dom( fD) = H5/2(Γ) endowed with the scalar product 〈φ1, φ2〉D := fD(φ1, φ2); let H′D denote its
dual space. Since
fD(φ1, φ2) = 〈γ0SLΛ3φ1,Λ3φ2〉 1
2 ,−
1
2
= 〈Λ
1
2 γ0SLΛ3φ1,Λ5/2φ2〉L2(Γ) ,
one has
H′D = H
1
2 (Γ) , 〈ϕ, φ〉H′D ,HD = 〈Λ
1
2 ϕ,Λ5/2φ〉L2(Γ)
and
˘ΘD : H5/2(Γ) → H 12 (Γ) , ˘ΘD = γ0SLΛ3 .
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Moreover
KΣ ={ϕ ∈ H
1
2 (Γ) : ∀φ ∈ Λ−3H−
1
2
Σ
(Γ) , 〈Λ 12 ϕ,Λ5/2φ〉L2(Γ) = 0}
={ϕ ∈ H
1
2 (Γ) : ∀φ ∈ H−
1
2
Σ
(Γ) , 〈Λ− 12 φ,Λ 12 ϕ〉L2(Γ) = 0}
={ϕ ∈ H
1
2 (Γ) : ∀φ ∈ H−
1
2
Σ
(Γ) , 〈φ, ϕ〉− 12 , 12 = 0}
=H
1
2
Σc
(Γ) .
Therefore, by Lemma 7.1, ˜ΘD,Σ is self-adjoint on the domain
dom( ˜ΘD,Σ) := {φ ∈ Λ−3H−
1
2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. γ0SLΛ3φ − ˜φ ∈ H
1
2
Σc
(Γ)}
and ˜ΘD,Σφ = ˜φ. Then UΣ( ˜ΘD,ΣΛ−3φ) = ˜φ|Σ = (γˆ0SLφ)|Σ and
dom(ΘD,Σ) ={φ ∈ H−
1
2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. γ0SLφ − ˜φ ∈ H
1
2
Σc
(Γ)}
⊆{φ ∈ H−
1
2
Σ
(Γ) : (γ0SLφ)|Σ ∈ H 32 (Σ)}
⊆{φ ∈ H−
1
2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. (γ0SLφ)|Σ = ˜φ|Σ}
={φ ∈ H−
1
2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. γ0SLφ − ˜φ ∈ H
1
2
Σc
(Γ)} = dom(ΘD,Σ) .
Corollary 6.2. The linear operator in L2(Rn) defined by AD,Σ := (Amax− ⊕ Amax+ )|dom(AD,Σ), where
dom(AD,Σ) ={u ∈ H1(Rn) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γˆ1]u ∈ dom(ΘD,Σ) , (γ0u)|Σ = 0}
⊆{u ∈ H1(Rn) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (γ±0 u)|Σ = 0 , ([γˆ1]u)|Σ
c
= 0} ,
is self-adjoint and its resolvent is given by
(−AD,Σ + z)−1 =(−A + z)−1 − SLzΠ′Σ(RΣγ0SLzΠ′Σ)−1RΣγ0(−A + z)−1 ,
where RΣ is the restriction operator RΣφ = φ|Σ and Π′Σ acts there as the inclusion map Π′Σ : H
− 32
Σ
(Γ) → H− 32 (Γ).
Proof. By Theorem 6.1 and Theorem 4.4, takingΠ(φ⊕ϕ) = ΠΣφ⊕0 andΘ(φ⊕ϕ) = (−U−1Σ ΘD,Σφ)⊕0 one gets the self-adjoint
extension (Amax− ⊕ Amax+ )|dom(AD,Σ) with domain (contained in H1(Rn\Γ) by dom(ΘD,Σ) ⊆ H−
1
2 (Γ) and Remark 4.7),
dom(AD,Σ)
={u ∈ H1(Rn\Γ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u = 0 , [γˆ1]u ∈ dom(ΘD,Σ) , ΠΣγ0(u + SL[γˆ1]u) = U−1Σ ΘD,Σ[γˆ1]u}
={u ∈ H1(Rn) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γˆ1]u ∈ dom(ΘD,Σ) , (γ0u)|Σ + (γ0SL[γˆ1]u)|Σ = (γ0SL[γˆ1]u)|Σ}
={u ∈ H1(Rn) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γˆ1]u ∈ dom(ΘD,Σ) , (γ0u)|Σ = 0} .
The formula giving (−AD,Σ + z)−1 is consequence of (4.7), since
(−U−1Σ ΘD,Σ + ΠΣγ0(SL − SLz)Π′Σ)−1ΠΣ = (−ΘD,Σ + RΣγ0(SL − SLz)Π′Σ)−1RΣ
and
−ΘD,Σφ + RΣγ0(SL − SLz)φ = −γ0SLφ|Σ + γ0SLφ|Σ − γ0SLzφ|Σ = −γ0SLzφ|Σ ,
Remark 6.3. Since supp([γ1]u) ⊆ Σ for any u ∈ dom(AD,Σ), one has [γˆ1]u δΓ = [γˆ1]u δΣ; thus
AD,Σu = Au − [γˆ1]u δΣ
and so (AD,Σu)|Σc = (Au)|Σc. This also shows that AD,Σ is a self-adjoint extension of the symmetric operator A|C∞comp(Rn\Σ).
Hence it depends only on Σ and not on the whole Γ: one would obtain the same operator by considering any other bounded
domain Ω◦ with boundary Γ◦ such that Σ ⊂ Γ◦.
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Remark 6.4. According to the definition of dom(ΘD,Σ), the Lemma 4.8 applies and one gets
dom(AD,Σ) ⊆ H2(Rn\(Σ ∪ (∂Σ)ǫ)) .
Remark 6.5. By the results contained in the proof of Theorem 6.1, for the domain of the sesquilinear form fD,Σ associated to
the self-adjoint operator ˜ΘD,Σ one has the relation dom( fD,Σ) ⊆ H5/2(Γ). Therefore Theorem 4.12 applies and so, by Corollary
4.13, σac(AD,Σ) = σac(A) and the wave operators W±(AD,Σ, A), W±(A, AD,Σ) exist and are complete.
Remark 6.6. In case n = 3 and both Γ and Σ are smooth, by [18, Theorem 2.4], one has that
(γˆ0SLφ)|Σ ∈ H s+1(Σ) ⇐⇒ φ ∈ H s
Σ
(Γ) , −1 < s < 0 . (6.1)
Therefore dom(ΘD,Σ) ⊆ H s(Γ), − 12 ≤ s < 0, and so, by Remark 4.7 and (3.11),
dom(AD,Σ) ⊆ H 32−(R3) .
6.2. Neumann boundary conditions.
Given Σ ⊂ Γ relatively open of class C0,1, here we denote by ΠΣ the orthogonal projector in the Hilbert space H 12 (Γ) such
that ran(ΠΣ) = H
1
2
Σc
(Γ)⊥. By (3.4), ran(Π′
Σ
) = H−
1
2
Σ
(Γ), where Π′
Σ
= ΛΠΣΛ
−1 is the dual projection. In the following, we also
use the identifications H
1
2
Σc
(Γ)⊥ ≃ H 12 (Σ) and H 12 (Σ)′ ≃ H−
1
2
Σ
(Γ). We denote the orthogonal projection from H 12 (Γ) onto H 12 (Σ)
by RΣ; it can be identified with the restriction map RΣ : H s(Γ) → H s(Σ), RΣφ := φ|Σ (see the end of Subsection 3.1).
Similarly to Example 6.1 one has the following
Theorem 6.7. Let Ω be of class C2,1, then
ΘN,Σ : dom(ΘN,Σ) ⊆ H−
1
2
Σ
(Γ) → H 12 (Σ) , ΘN,Σ := RΣγˆ1DLΠ′Σϕ ≡ (γˆ1DLϕ)|Σ ,
dom(ΘN,Σ) := {ϕ ∈ H
1
2
Σ
(Γ) : (γˆ1DLϕ)|Σ ∈ H 12 (Σ)} ,
is self-adjoint.
Proof. Let fN be the densely defined sesquilinear form in the Hilbert space H 12 (Γ)
fN : H 32 (Γ) × H 32 (Γ) ⊆ H 12 (Γ) × H 12 (Γ) → R
fN(ϕ1, ϕ2) := 〈γˆ1DLΛϕ1,Λϕ2〉− 12 , 12 .
By (3.30),
− fN(ϕ, ϕ) ≥ c1 ‖Λϕ‖21
2
= c1 ‖ϕ‖
2
H
3
2 (Γ)
and so fN is strictly negative and closed. Since, for any ϕ1 ∈ H5/2(Γ) and for any φ2 ∈ H 32 (Γ),
fN(ϕ1, ϕ2) = 〈Λ 12 γˆ1DLΛϕ1,Λ 12 ϕ2, 〉L2(Γ) = 〈γˆ1DLΛϕ1, ϕ2〉H 12 (Γ) ,
fN is the sesquilinear form associated with the self-adjoint operator
˜ΘN := γˆ1DLΛ : H5/2(Γ) ⊂ H 12 (Γ) → H 12 (Γ) .
Since
dom( fN) ∩ ran(ΠΣ) = H 32 (Γ) ∩ H
1
2
Σc
(Γ)⊥ = H 32 (Γ) ∩ Λ−1H−
1
2
Σ
(Γ) = Λ−1H
1
2
Σ
(Γ)
is dense in Λ−1H−
1
2
Σ
(Γ), we can use Lemma 7.1 to determine the positive self-adjoint operator ˜ΘN,Σ in ran(ΠΣ) associated to
the restriction of fN to ran(ΠΣ). Then
ΘN,Σ := UΣ ˜ΘN,ΣΛ−1 , dom(ΘN,Σ) := Λdom( ˜ΘN,Σ) ,
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is self-adjoint, where the map UΣ(ΠΣ)ϕ = ϕ|Σ provides the unitary isomorphism H
1
2
Σc
(Γ)⊥ ≃ H 12 (Σ). To conclude the proof we
need to determine the operator ˘ΘN := ( ˜ΘN )˘ and the subspace KΣ := kΠΣ (we refer to the Appendix for the notations). Let HN
be the Hilbert space given by dom( fN) = H 32 (Γ) endowed with the scalar product 〈ϕ1, ϕ2〉N := − fN (ϕ1, ϕ2); let H′N denote its
dual space. Since
fN (ϕ1, ϕ2) = 〈γˆ1DLΛϕ1,Λϕ2〉− 12 , 12 = 〈Λ
− 12 γˆ1DLΛϕ1,Λ
3
2 ϕ2〉L2(Γ) ,
one has
H′N = H
− 12 (Γ) , 〈φ, ϕ〉H′N ,HN = 〈Λ−
1
2 φ,Λ
3
2 ϕ〉L2(Γ)
and
˘ΘN : H
3
2 (Γ) → H− 12 (Γ) , ˘ΘN = γˆ1DLΛ .
Moreover
KΣ ={φ ∈ H−
1
2 (Γ) : ∀ϕ ∈ Λ−1H
1
2
Σ
(Γ) , 〈Λ− 12 φ,Λ 32 ϕ〉L2 (Γ) = 0}
={φ ∈ H−
1
2 (Γ) : ∀ϕ ∈ H
1
2
Σ
(Γ) , 〈Λ− 12 φ,Λ 12 ϕ〉L2(Γ) = 0}
={φ ∈ H−
1
2 (Γ) : ∀ϕ ∈ H
1
2
Σ
(Γ) , 〈φ, ϕ〉− 12 , 12 = 0}
=H−
1
2
Σc
(Γ) .
Therefore, by Lemma 5.1, ˜ΘN,Σ is self-adjoint on the domain
dom( ˜ΘN,Σ) := {ϕ ∈ Λ−1H
1
2
Σ
(Γ) : ∃ϕ˜ ∈ ran(ΠΣ) s.t. γˆ1DLΛϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)}
and ˜ΘN,Σϕ := ϕ˜. Then UΣ ˜ΘN,ΣΛ−1ϕ = ϕ˜|Σ = (γˆ1DLϕ)|Σ and
dom( ˜ΘN,Σ) ={ϕ ∈ H
1
2
Σ
(Γ) : ∃ϕ˜ ∈ ran(ΠΣ) s.t. γˆ1DLϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)}
⊆{ϕ ∈ H
1
2
Σ
(Γ) : (γˆ1DLϕ)|Σ ∈ H 12 (Σ)}
⊆{ϕ ∈ H
1
2
Σ
(Γ) : ∃ϕ˜ ∈ ran(ΠΣ) s.t. (γˆ1DLϕ)|Σ = ϕ˜|Σ}
={ϕ ∈ H
1
2
Σ
(Γ) : ∃ϕ˜ ∈ ran(ΠΣ) s.t. γˆ1DLϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)} = dom( ˜ΘN,Σ)
Corollary 6.8. The linear operator in L2(Rn) defined by AN,Σ := (Amax− ⊕ Amax+ )|dom(AN,Σ), where
dom(AN,Σ) ={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(ΘN,Σ) , [γˆ1]u = 0 , (γˆ1u)|Σ = 0}
⊆{u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (γˆ±1 u)|Σ = 0 , ([γˆ1]u)|Σ
c
= 0} ,
is self-adjoint and its resolvent is given by
(−AN,Σ + z)−1 = (−A + z)−1 − DLzΠ′Σ(RΣγˆ1DLzΠ′Σ)−1RΣγ1(−A + z)−1 ,
where RΣ is the restriction operator RΣϕ = ϕ|Σ and Π′Σ acts there as the inclusion map Π
′
Σ
: H−
1
2
Σ
(Γ) → H− 12 (Γ).
Proof. By Theorem 6.1 and Theorem 4.4, takingΠ(φ⊕ϕ) = 0⊕ΠΣϕ andΘ(φ⊕ϕ) = 0⊕(−U−1Σ ΘN,Σϕ), one gets the self-adjoint
extension (Amax− ⊕ Amax+ )|dom(AN,Σ) with domain (contained in H1(Rn\Γ) by dom(ΘN,Σ) ⊆ H
1
2 (Γ) and Remark 4.7),
dom(AN,Σ)
={u ∈ H1(Rn\Γ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(ΘN,Σ) , [γˆ1]u = 0 , ΠΣγ1(u − DL[γ0u]) = −U−1Σ ΘN,Σ[γ0]u}
={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(ΘN,Σ) , [γˆ1]u = 0 , (γˆ1u)|Σ − (γˆ1DL[γ0u])|Σ = −(γˆ1DL[γ0u])|Σ}
={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(ΘN,Σ) , [γˆ1]u = 0 , (γˆ1u)|Σ = 0} .
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The formula giving (−AN,Σ + z)−1 is consequence of (4.7), since
(−U−1Σ ΘN,Σ + ΠΣγ1(DL − DLz)Π′Σ)−1ΠΣ = (−ΘN,Σ + RΣγ1(DL − DLz)Π′Σ)−1RΣ
and
−ΘN,Σϕ + RΣγ1(DL − DLz)ϕ = −(γˆ1DLϕ)|Σ + (γˆ1DLϕ)|Σ − (γˆ1DLzϕ)|Σ = −(γˆ1DLzϕ)|Σ .
Remark 6.9. Since supp([γ0]u) ⊆ Σ for any u ∈ dom(AN,Σ), one has [γ0]u ∂aδΓ = [γ0]u ∂aδΣ; thus
AN,Σu = Au − [γ0]u ∂aδΣ
and so (AN,Σu)|Σc = (Au)|Σc. This also shows that AN,Σ is a self-adjoint extension of the symmetric operator A|C∞comp(Rn\Σ).
Hence it depends only on Σ and not on the whole Γ: one would obtain the same operator by considering any other bounded
domain Ω◦ with boundary Γ◦ such that Σ ⊂ Γ◦.
Remark 6.10. According to the definition of dom(ΘN,Σ), the Lemma 4.8 applies and one gets
dom(AN,Σ) ⊆ H2(Rn\(Σ ∪ (∂Σ)ǫ)) .
Remark 6.11. By the results contained in the proof of Theorem 6.7, for the domain of the sesquilinear form fN,Σ associated to
the self-adjoint operator ˜ΘN,Σ one has the relation dom( fN,Σ) ⊆ H 32 (Γ). Therefore Theorem 4.12 applies and so, by Corollary
4.13, σac(AN,Σ) = σac(A) and the wave operators W±(AN,Σ, A), W±(A, AN,Σ) exist and are complete.
Remark 6.12. In case n = 3 and both Γ and Σ are smooth, by [18, Theorem 2.4], one has that
(γˆ1DLφ)|Σ ∈ H s−1(Σ) ⇐⇒ φ ∈ H s
Σ
(Γ) , 0 < s < 1 , (6.2)
Therefore dom(ΘN,Σ) ⊆ H s(Γ), 12 ≤ s < 1, and so, by Remark 4.7 and (3.13),
dom(AN,Σ) ⊆ H 32−(R3\Σ) .
6.3. Robin boundary conditions.
Given Σ ⊂ Γ relatively open of class C0,1, here we denote by Π⊕
Σ
the orthogonal projector in the Hilbert space H 32 (Γ) ⊕
H 12 (Γ) such that ran(Π⊕
Σ
) = H
3
2
Σc
(Γ)⊥ ⊕ H
1
2
Σc
(Γ)⊥. By (3.4), ran((Π⊕
Σ
)′) = Λ−3H−
3
2
Σ
(Γ) ⊕ Λ−1H−
1
2
Σ
(Γ), where (Π⊕
Σ
)′ = (Λ3 ⊕
Λ)Π⊕
Σ
(Λ−3 ⊕Λ−1) is the dual projection. In the following, we also use the identifications H 32
Σc
(Γ)⊥⊕H
1
2
Σc
(Γ)⊥ ≃ H 32 (Σ)⊕H 12 (Σ)
and (H 32 (Σ) ⊕ H 12 (Σ))′ ≃ H−
3
2
Σ
(Γ) ⊕ H−
1
2
Σ
(Γ). We denote the orthogonal projection from H 32 (Γ) ⊕ H 12 (Γ) onto H 32 (Σ) ⊕ H 12 (Σ)
by R⊕
Σ
; it can be identified with the restriction map R⊕
Σ
: H s1(Γ) ⊕ H s2 (Γ) → H s1 (Σ) ⊕ H s2(Σ), R⊕
Σ
(φ ⊕ ϕ) := (φ|Σ) ⊕ (ϕ|Σ) (see
the end of Subsection 3.1).
Theorem 6.13. Let Ω be of class C4,1, and let b± ∈ M 32 (Γ) be real valued and 1/[b] ∈ L∞(Γ) be negative. Then
ΘR,Σ : dom(ΘR,Σ) ⊆ H−
3
2
Σ
(Γ) ⊕ H−
1
2
Σ
(Γ) → H 32 (Σ) ⊕ H 12 (Σ) ,
ΘR,Σ(φ, ϕ) := R⊕Σ
[
1/[b] + γ0SL 〈b〉/[b] + γˆ0DL
〈b〉/[b] + γˆ1SL b+b−/[b] + γˆ1DL
]
(Π⊕
Σ
)′(φ, ϕ)
≡(((1/[b]+ γ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ)|Σ) ⊕ (((〈b〉/[b]+ γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ)|Σ) ,
dom(ΘR,Σ) :={(φ, ϕ) ∈ L2
Σ
(Γ) × H
1
2
Σ
(Γ) : ((1/[b] + γ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ)|Σ ∈ H 32 (Σ) ,
((〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ)|Σ ∈ H 12 (Σ)}
is self-adjoint.
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Proof. Let ˜ΘR be the self-adjoint operator in H 32 (Γ) ⊕ H 12 (Γ)
˜ΘR := ΘR(Λ3 ⊕ Λ) : H9/2(Γ) × H5/2(Γ) ⊆ H 32 (Γ) ⊕ H 12 (Γ) → H 32 (Γ) ⊕ H 12 (Γ) .
Since γ0SLΛ3 is infinitesimally (1/[b])Λ3-bounded (proceed as in the proof of Lemma 5.3) and b+b−/[b]Λ is infinitesimally
(γˆ1SLΛ)-bounded (proceed as in the proof of Lemma 5.4), by [b] < 0 and (3.30) respectively, both (1/[b] + γ0SL)Λ3 and
(b+b−/[b]+ γˆ1DL)Λ are upper bounded. Let λ∗ be a common strict upper bound; by the Frobenius-Schur factorization of the
block operator matrix ˜ΘR (see e.g. [66, Theorem 2.2.18]), there exists λR > λ∗ such that − ˜ΘR + λR > 0 whenever
− (1/[b] + γ0SL)Λ3 + λR > (〈b〉/[b] + γˆ0DL)Λ(−(b+b−/[b] + γˆ1DL)Λ + λR)−1(〈b〉/[b] + γˆ1SL)Λ3 . (6.3)
Since
〈(−(1/[b] + γ0SL)Λ3 + λR)φ, φ〉H 32 (Γ) ≥ (λR − λ∗) ‖φ‖
2
H
3
2 (Γ)
and
〈(〈b〉/[b] + γˆ0DL)Λ(−(b+b−/[b] + γˆ1DL)Λ + λR)−1(〈b〉/[b] + γˆ1SL)Λ3φ, φ〉H 32 (Γ)
=〈(−(b+b−/[b] + γˆ1DL)Λ + λR)−1(〈b〉/[b] + γˆ1SL)Λ3φ, (〈b〉/[b] + γˆ1SL)Λ3φ〉H 12 (Γ)
≤‖(−(b+b−/[b] + γˆ1DL)Λ + λ∗)−1‖H− 12 (Γ),H 32 (Γ)‖(〈b〉/[b] + γˆ1SL)Λ
1
2 ‖2
L2(Γ),H− 12 (Γ)
‖φ‖2
H
3
2 (Γ)
,
the operator inequality (6.3) holds true by taking λR sufficiently large. Let fR be the densely defined, semibounded, closed
sesquilinear form associated with ˜ΘR, i.e.
fR : (H3(Γ) × H 32 (Γ)) × (H3(Γ) × H 32 (Γ)) ⊂ (H 32 (Γ) ⊕ H 12 (Γ)) × (H 32 (Γ) ⊕ H 12 (Γ)) → R ,
fR((φ1, ϕ1), (φ2, ϕ2)) :=〈(1/[b] + γˆ0SL)Λ3φ1 + (〈b〉/[b] + γˆ0DL)Λϕ1,Λ3φ2〉L2(Γ)
+〈(〈b〉/[b] + γˆ1SL)Λ3φ1 + (b+b−/[b] + γˆ1DL)Λϕ1,Λϕ2〉− 12 , 12 .
Since H3(Γ)∩H
3
2
Σc
(Γ)⊥ = H3(Γ)∩Λ−3H−
3
2
Σ
(Γ) = Λ−3L2
Σ
(Γ) is dense inΛ−3H−
3
2
Σ
(Γ) and H 32 (Γ)∩H
1
2
Σc
(Γ)⊥ = H 32 (Γ)∩Λ−1H−
1
2
Σ
(Γ) =
Λ−1H
1
2
Σ
(Γ) is dense in Λ−1H−
1
2
Σ
(Γ), we can use Lemma 7.1 to determine the semibounded self-adjoint operator ˜ΘR,Σ in ran(Π⊕Σ)
associated to the restriction of fR to ran(Π⊕Σ). Then
ΘR,Σ := U⊕Σ ˜ΘR,Σ(Λ−3 ⊕ Λ−1) , dom(ΘR,Σ) := (Λ3 ⊕ Λ)dom( ˜ΘR,Σ) ,
is self-adjoint, where the map U⊕
Σ
Π⊕
Σ
(φ ⊕ ϕ) = (φ|Σ) ⊕ (ϕ|Σ) provides the unitary isomorphism (H
3
2
Σc
(Γ)⊥ ⊕ H
1
2
Σc
(Γ)⊥) ≃
(H 32 (Σ)⊕H 12 (Σ)). To conclude the proof we need to determine the operator ˘ΘR := ( ˜ΘR)˘ and the subspace KΣ := kΠ⊕
Σ
(we refer
to the Appendix for the notations). Let HR be the Hilbert space given by dom( fR) = H3(Γ) × H 32 (Γ) endowed with the scalar
product
〈(φ1, ϕ1), (φ2, ϕ2)〉R := (− fR + λR)((φ1, ϕ1), (φ2, ϕ2)) .
Let H′R denote its dual space. Since
fR((φ1, ϕ1), (φ2, ϕ2)) = 〈(1/[b] + γˆ0SL)Λ3φ1 + (〈b〉/[b] + γˆ0DL)Λϕ1,Λ3φ2〉L2(Γ)
+ 〈Λ−
1
2 ((〈b〉/[b] + γˆ1SL)Λ3φ1 + (b+b−/[b] + γˆ1DL))Λϕ1,Λ 32 ϕ2〉L2(Γ) ,
one has
H′R = L
2(Γ) × H− 12 (Γ) , 〈(φ′, ϕ′), (φ, ϕ)〉H′R,HR = 〈φ′,Λ3φ〉L2(Γ) + 〈Λ−
1
2 ϕ′,Λ
3
2 ϕ〉L2(Γ) ,
and
˘ΘR : H3(Γ) × H 32 (Γ) → L2(Γ) × H− 12 (Γ) ,
˘ΘR(φ, ϕ) = ((1/[b] + γˆ0SL)Λ3φ + (〈b〉/[b] + γˆ0DL)Λϕ, (〈b〉/[b] + γˆ1SL)Λ3φ + (b+b−/[b] + γˆ1DL)Λϕ).
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Moreover
KΣ ={(φ′, ϕ′) ∈ L2(Γ) × H− 12 (Γ) : ∀(φ, ϕ) ∈ Λ−3L2
Σ
(Γ) × Λ−1H
1
2
Σ
(Γ) , 〈(ϕ′, φ′), (φ, ϕ)〉H′R,HR = 0}
={(φ′, ϕ′) ∈ L2(Γ) × H− 12 (Γ) : ∀ (φ, ϕ) ∈ L2
Σ
(Γ) × H
1
2
Σ
(Γ) , 〈φ′, φ〉L2(Γ) + 〈ϕ′, ϕ〉− 12 , 12 = 0}
=L2Σc (Γ) × H
− 12
Σc
(Γ) .
Therefore, by Lemma 7.1, ˜ΘR,Σ is self-adjoint on the domain
dom( ˜ΘR,Σ) :={(φ, ϕ) ∈ Λ−3L2
Σ
(Γ) × Λ−1H
1
2
Σ
(Γ) : ∃ ˜φ ⊕ ϕ˜ ∈ ran(Π⊕
Σ
) s.t.
(1/[b] + γˆ0SL)Λ3φ + (〈b〉/[b] + γˆ0DL)Λϕ − ˜φ ∈ L2Σc (Γ) and
(〈b〉/[b] + γˆ1SL)Λ3φ + (b+b−/[b] + γˆ1DL)Λϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)}
and ˜ΘR,Σ(φ, ϕ) := ( ˜φ, ϕ˜). Then
U⊕
Σ
˜ΘR,Σ(Λ−3φ,Λ−1ϕ) = ( ˜φ|Σ) ⊕ (ϕ˜|Σ)
=(((1/[b] + γˆ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ)|Σ) ⊕ (((〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ)|Σ)
and
dom(ΘR,Σ)
=
{(φ, ϕ) ∈ L2
Σ
(Γ) × H
1
2
Σ
(Γ) : ∃ ˜φ ⊕ ϕ˜ ∈ ran(Π⊕
Σ
) s.t.
(1/[b] + γˆ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ − ˜φ ∈ L2Σc (Γ) and
(〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)}
⊆
{(φ, ϕ) ∈ L2
Σ
(Γ) × H
1
2
Σ
(Γ) : ((1/[b]+ γˆ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ)|Σ ∈ H 32 (Σ) and
((〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ)|Σ ∈ H 12 (Σ)}
⊆
{(φ, ϕ) ∈ L2
Σ
(Γ) × H
1
2
Σ
(Γ) : ∃ ˜φ ⊕ ϕ˜ ∈ ran(Π⊕
Σ
) s.t.
((1/[b] + γˆ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ)|Σ = ˜φ|Σ and
((〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ)|Σ = ϕ˜|Σ}
=
{(φ, ϕ) ∈ L2
Σ
(Γ) × H
1
2
Σ
(Γ) : ∃ ˜φ ⊕ ϕ˜ ∈ ran(Π⊕
Σ
) s.t.
(1/[b] + γˆ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ − ˜φ ∈ L2Σc (Γ) and
(〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)} = dom(ΘR,Σ) .
Corollary 6.14. The linear operator in L2(Rn) defined by AR,Σ := (Amax− ⊕ Amax+ )|dom(AR,Σ), where
dom(AR,Σ) ={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (−[γˆ1]u) ⊕ [γ0]u ∈ dom(ΘR,Σ) , (γ±1 u − b±γ±0 u)|Σ = 0}
⊆{u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (γ±1 u − b±γ±0 u)|Σ = 0 , ([γˆ1]u)|Σ
c
= 0} ,
is self-adjoint and its resolvent is given by
(−AR,Σ + z)−1u = (−A + z)−1u −Gz(Π⊕Σ)′
(
R⊕
Σ
[
1/[b] + γ0SLz 〈b〉/[b] + γ0DLz
〈b〉/[b] + γ1SLz b+b−/[b] + γ1DLz
]
(Π⊕
Σ
)′
)−1
R⊕
Σ
[
γ0(−A + z)−1u
γ1(−A + z)−1u
]
,
where R⊕
Σ
is the restriction operator R⊕
Σ
(φ⊕ϕ) = (φ|Σ)⊕(ϕ|Σ), (Π⊕
Σ
)′ acts there as the inclusion map (Π⊕
Σ
)′ : H−
3
2
Σ
(Γ)⊕H−
1
2
Σ
(Γ) →
H− 32 (Γ) ⊕ H− 12 (Γ) and Gz is defined in (4.2).
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Proof. By Theorem 6.1 and Theorem 4.4, taking Π = Π⊕
Σ
and Θ = −(U⊕
Σ
)−1ΘR,Σ, one gets the self-adjoint extension (Amax− ⊕
Amax+ )|dom(AR,Σ) with domain (contained in H1(Rn\Γ) by dom(ΘR,Σ) ⊆ L2(Γ) × H
1
2 (Γ) and Remark 4.7),
dom(AR,Σ)
={u ∈ H1(Rn\Γ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (−[γˆ1]u) ⊕ [γ0]u ∈ dom(ΘR,Σ) ,
Π⊕
Σ
(γ0(u + SL[γˆ1u] − DL[γ0u]) ⊕ γ1(u + SL[γˆ1u] − DL[γ0u])) = −(U⊕ΣΘR,Σ)−1((−[γˆ1]u) ⊕ [γ0]u)}
={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (−[γˆ1]u) ⊕ [γ0]u ∈ dom(ΘR,Σ) ,
(γ0u)|Σ + (γ0SL[γˆ1u])|Σ − (γ0DL[γ0u])|Σ = ((1/[b] + γˆ0SL)[γˆ1]u − (〈b〉/[b] + γˆ0DL)[γ0]u)|Σ
(γˆ1u)|Σ + (γˆ1SL[γˆ1u])|Σ − (γˆ1DL[γ0u])|Σ = ((〈b〉/[b] + γˆ1SL)[γˆ1]u − (b+b−/[b] + γˆ1DL)[γ0]u)|Σ}
={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (−[γˆ1]u) ⊕ [γ0]u ∈ dom(ΘR,Σ) ,
([b]γ0u − [γˆ1]u + 〈b〉[γ0]u)|Σ = 0 , ([b]γ1u − 〈b〉[γ1]u + b+b−[γ0]u)|Σ = 0}
={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) :
(−[γˆ1]u) ⊕ [γ0]u ∈ dom(ΘR,Σ) , (γ±1 u − b±γ±0 u)|Σ = 0} .
The formula giving (−AR,Σ + z)−1 is consequence of (4.7), since(
−U⊕
Σ
ΘR,Σ + Π
⊕
Σ
[
γ0(SL − SLz) γ0(DL − DLz)
γ1(SL − SLz) γ1(DL − DLz)
]
(Π⊕
Σ
)′
)−1
Π⊕
Σ
=
(
−ΘR,Σ + R⊕Σ
[
γ0(SL − SLz) γ0(DL − DLz)
γ1(SL − SLz) γ1(DL − DLz)
]
(Π⊕
Σ
)′
)−1
R⊕
Σ
and
−ΘR,Σ + R⊕Σ
[
γ0(SL − SLz) γ0(DL − DLz)
γ1(SL − SLz) γ1(DL − DLz)
]
(Π⊕
Σ
)′ = R⊕
Σ
[
1/[b] + γ0SLz 〈b〉/[b] + γ0DLz
〈b〉/[b] + γ1SLz b+b−/[b] + γ1DLz
]
(Π⊕
Σ
)′ .
Remark 6.15. Since supp([γ0]u) ⊆ Σ and supp([γ1]u) ⊆ Σ, for any u ∈ dom(AR,Σ), one has
AR,Σu = Au − [γ1]u δΣ − [γ0]u ∂aδΣ = Au −
4
[b]
(
(〈b〉 γ1u − b+b−γ0u) δΣ + (γ1u − 〈b〉 γ0u) ∂aδΣ
)
and so (AR,Σu)|Σc = (Au)|Σc. This also shows that AR,Σ is a self-adjoint extension of the symmetric operator A|C∞comp(Rn\Σ).
Hence it depends only on Σ and b±|Σ and not on the whole Γ: one would obtain the same operator by considering any other
bounded domain Ω◦ with boundary Γ◦ such that Σ ⊂ Γ◦.
Remark 6.16. By the results contained in the proof of Theorem 6.13, for the domain of the sesquilinear form fR,Σ associated
to the self-adjoint operator ˜ΘR,Σ one has the relation dom( fR,Σ) ⊆ H3(Γ) ⊕ H 32 (Γ). Therefore Theorem 4.12 applies and so, by
Corollary 4.13, σac(AR,Σ) = σac(A) and the wave operators W±(AR,Σ, A), W±(A, AR,Σ) exist and are complete.
Remark 6.17. Let φ ⊕ ϕ ∈ dom(ΘR,Σ). Then, by
((1/[b]+ γ0SL)φ + (〈b〉/[b] + γˆ0DL)ϕ)|Σ ∈ H 32 (Σ) ,
there follows φ|Σ ∈ H 12 (Σ) ⊆ H s
Σ
(Γ), s < 12 . Hence, by
((〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ)|Σ ∈ H 12 (Σ) ,
one gets (γˆ1DLϕ)|Σ ∈ H s(Σ), s < 12 . Using (4.6) and the same arguments as in the proof of Lemma 4.8, one obtains
dom(AR,Σ) ⊆ H2−(Rn\(Σ ∪ (∂Σ)ǫ)) ∩ H2(Rn\Σǫ) .
Remark 6.18. Suppose n = 3 and both Γ and Σ are smooth. By Theorem 6.13, we have
((〈b〉/[b] + γˆ1SL)φ + (b+b−/[b] + γˆ1DL)ϕ)|Σ ∈ H 12 (Σ)
with φ ⊕ ϕ ∈ dom(ΘR,Σ) ⊆ L2(Γ) ⊕ H 12 (Γ). This yields (γˆ1DLϕ)|Σ ∈ L2(Σ) ⊆ H s(Σ), s < 0 and so, according to (6.2), we get
ϕ ∈ H s
Σ
(Γ), 12 ≤ s < 1. Therefore dom(ΘR,Σ) ⊆ L2(Γ) ⊕ H s(Γ), 12 ≤ s < 1, and so, by Remark 4.7 and (3.13),
dom(AR,Σ) ⊆ H 32−(R3\Σ) .
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6.4. δ-interactions.
Given Σ ⊂ Γ relatively open of class C0,1, we denote by ΠΣ the orthogonal projector in the Hilbert space H 32 (Γ) such that
ran(ΠΣ) = H
3
2
Σc
(Γ)⊥ ≃ H 32 (Σ). Here Π′
Σ
, RΣ and UΣ denote the same operators as in Subsection 6.1.
Theorem 6.19. Let Ω be of class C4,1, let α ∈ M 32 (Γ) be real-valued and let 1/α ∈ L∞(Γ) have constant sign on (each
connected component of) Γ. Then
Θα,D,Σ : dom(Θα,D,Σ) ⊆ H−
3
2
Σ
(Γ) → H 32 (Σ) ,
Θα,D,Σφ := RΣ(1/α + γ0SL)Π′Σφ ≡ ((1/α + γ0SL)φ)|Σ ,
dom(Θα,D,Σ) := {φ ∈ H−
1
2
Σ
(Γ) : ((1/α + γ0SL)φ)|Σ ∈ H 32 (Σ)} ,
is self-adjoint.
Proof. Since γ0SL is infinitesimally 1/α-bounded (see the proof of Lemma 5.3), the self-adjoint operator in H 32 (Γ)
˜Θα,D := Θα,DΛ
3 : H9/2(Γ) ⊆ H 32 (Γ) → H 32 (Γ) ,
is semibounded: it is strictly positive whenever 1/α ≥ 0 and upper bounded whenever 1/α ≤ 0. In the following we suppose
1/α ≥ 0, the case 1/α ≤ 0 being treated in a similar way. Let fα,D be the densely defined, strictly positive, closed sesquilinear
form associated with ˜Θα,D, i.e.
fα,D : H3(Γ) × H3(Γ) ⊆ H 32 (Γ) × H 32 (Γ) → R ,
fα,D(φ1φ2) := 〈(1/α + γ0SL)Λ3φ1,Λ3φ2〉L2(Γ) .
Since H3(Γ) ∩ H
3
2
Σc
(Γ)⊥ = H3(Γ) ∩ Λ−3H−
3
2
Σ
(Γ) = Λ−3L2
Σ
(Γ) is dense in Λ−3H−
3
2
Σ
(Γ), we can use Lemma 7.1 to determine the
semibounded self-adjoint operator ˜Θα,D,Σ in ran(ΠΣ) associated to the restriction of fα,D to ran(ΠΣ). Then
Θα,D,Σ := UΣ ˜Θα,D,ΣΛ−3 , dom(Θα,D,Σ) := Λ3dom( ˜Θα,D,Σ) ,
is self-adjoint. To conclude the proof we need to determine the operator ˘Θα,D := ( ˜Θα,D)˘ and the subspace KΣ := kΠΣ (we
refer to the Appendix for the notations). Let Hα,D be the Hilbert space given by dom( fα,D) = H3(Γ) endowed with the scalar
product
〈φ1, φ2〉α,D := fα,D(φ1, φ2) .
Let H′α,D denote its dual space. Since
fα,D(φ1, φ2) = 〈(1/α + γ0SL)Λ3φ1,Λ3φ2〉L2(Γ) ,
one has
H′α,D = L
2(Γ) , 〈ϕ, φ〉H′
α,D,Hα,D = 〈ϕ,Λ
3φ〉L2(Γ) ,
and
˘Θα,D : H3(Γ) → L2(Γ) , ˘Θα,D = (1/α + γ0SL)Λ3 .
Moreover
KΣ ={ϕ ∈ L2(Γ) : ∀φ ∈ Λ−3L2
Σ
(Γ) , 〈ϕ,Λ3φ〉L2(Γ) = 0}
={ϕ ∈ L2(Γ) : ∀φ ∈ L2
Σ
(Γ) , 〈ϕ, φ〉L2(Γ) = 0}
=L2Σc (Γ) .
Therefore, by Lemma 5.1, ˜Θα,D,Σ is self-adjoint on the domain
dom( ˜Θα,D,Σ) := {φ ∈ Λ−3L2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. (1/α + γ0SL)Λ3φ − ˜φ ∈ L2Σc(Γ)}
and ˜Θα,D,Σφ := ˜φ. Then
UΣ ˜Θα,D,ΣΛ−3φ = ˜φ|Σ = ((1/α + γ0SL)φ)|Σ
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and
dom(Θα,D,Σ) ={φ ∈ L2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. (1/α + γ0SL)φ − ˜φ ∈ L2Σc (Γ)}
⊆{φ ∈ L2
Σ
(Γ) : ((1/α + γ0SL)φ)|Σ ∈ H 32 (Σ)}
⊆{φ ∈ L2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. ((1/α + γ0SL)φ)|Σ = ˜φ|Σ}
={φ ∈ L2
Σ
(Γ) : ∃ ˜φ ∈ ran(ΠΣ) s.t. (1/α + γ0SL)φ − ˜φ ∈ L2Σc (Γ)} = dom(Θα,D,Σ) .
Remark 6.20. Let φ ∈ dom(Θα,D,Σ) ⊆ L2
Σ
(Γ). Then γ0SLφ ∈ H1(Γ) and so, by ((1/α + γ0SL)φ)|Σ ∈ H 32 (Σ), one gets
(φ/α)|Σ ∈ H1(Σ). Thus, since H s(Σ) = H s
Σ
(Γ) for any s ∈ [0, 12 ), in conclusion one has dom(Θα,D,Σ) ⊆ H s(Γ) for any s ∈ [0, 12 ).
Corollary 6.21. The linear operator in L2(Rn) defined by Aα,δ,Σ := (Amax− ⊕ Amax+ )|dom(Aα,δ,Σ) with domain
dom(Aα,δ,Σ) ={u ∈ H2−(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ1]u ∈ dom(Θα,D,Σ) , (αγ0u − [γ1]u)|Σ = 0}
⊆{u ∈ H2−(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (αγ0u − [γ1]u)|Σ = 0} ,
is self-adjoint and its resolvent is given by
(−Aα,δ,Σ + z)−1u = (−A + z)−1 − SLzΠ′Σ(RΣ(1 + αγ0SLz)Π′Σ)−1RΣαγ0(−A + z)−1 ,
where RΣ is the restriction operator RΣφ = φ|Σ and Π′Σ acts there as the inclusion map Π′Σ : H
− 32
Σ
(Γ) → H− 32 (Γ).
Proof. By Theorem 6.19 and Theorem 4.4, taking Π(φ ⊕ ϕ) = ΠΣφ ⊕ 0 and Θ(φ ⊕ ϕ) = (−U−1Σ Θα,D,Σφ) ⊕ 0, one gets the
self-adjoint extension (Amax− ⊕ Amax+ )|dom(Aα,δ,Σ) with domain (contained in H s(Rn\Γ), s < 2, by dom(Θα,D,Σ) ⊆ H s(Γ), s < 12 ,
and by Remark 4.7)
dom(Aα,δ,Σ)
={u ∈ H2−(Rn\Γ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ1]u ∈ dom(Θα,D,Σ) , ΠΣ(γ0(u + SL[γ1u])) = U−1Σ Θα,D,Σ[γ1u]}
={u ∈ H2−(Rn\Γ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ1]u ∈ dom(Θα,D,Σ) , (γ0u)|Σ + (SL[γ1u])|Σ = ((1/α + γ0SL)[γˆ1u])|Σ}
={u ∈ H2−(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ1]u ∈ dom(Θα,D,Σ) , (αγ0u − [γ1]u)|Σ = 0}
⊆{u ∈ H s(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (αγ0u − [γ1]u)|Σ = 0} ,
The formula giving (−Aα,δ,Σ + z)−1 is consequence of (4.7), since
(−UΣΘα,D,Σ + ΠΣγ0(SL − SLz)Π′Σ)−1ΠΣ = (−Θα,D,Σ + RΣγ0(SL − SLz)Π′Σ)−1RΣ
and
−Θα,D,Σφ + RΣγ0(SL − SLz)φ = − ((1/α + γ0SL)φ)|Σ + (γ0SLφ)|Σ − (γ0SLzφ)|Σ
= − ((1/α + γ0SLz)φ)|Σ = −(1/(α|Σ))(1+ αγ0SLz)φ)|Σ .
Remark 6.22. Since supp([γ0]u) ⊆ Σ, for any u ∈ dom(Aα,δ,Σ), one has
Aα,δ,Σ u = Au − αγ0u δΣ
and so (Aα,δ,Σ u)|Σc = (Au)|Σc. This also shows that Aα,δ,Σ is a self-adjoint extension of the symmetric operator A|C∞comp(Rn\Σ).
Hence it depends only on Σ and α|Σ and not on the whole Γ: one would obtain the same operator by considering any other
bounded domain Ω◦ with boundary Γ◦ such that Σ ⊂ Γ◦.
Remark 6.23. According to Remark 6.20, φ|Σ ∈ H1(Σ) whenever φ ∈ dom(Θα,D,Σ); thus Lemma 4.8 applies and one gets
dom(Aα,δ,Σ) ⊆ H2(Rn\(Σ ∪ (∂Σ)ǫ)) .
Remark 6.24. By the results contained in the proof of Theorem 6.19, for the domain of the sesquilinear form fα,D,Σ associated
to the self-adjoint operator ˜Θα,D,Σ one has the relation dom( fα,D,Σ) ⊆ H3(Γ). Therefore Theorem 4.12 applies and so, by
Corollary 4.13, σac(Aα,δ,Σ) = σac(A) and the wave operators W±(Aα,δ,Σ, A), W±(A, Aα,δ,Σ) exist and are complete.
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6.5. δ′-interactions.
Given Σ ⊂ Γ relatively open of class C0,1, we denote by ΠΣ the orthogonal projector in the Hilbert space H 12 (Γ) such that
ran(ΠΣ) = H
1
2
Σc
(Γ)⊥ ≃ H 12 (Σ). Here Π′
Σ
, RΣ and UΣ denote the same operators as in Subsection 6.2.
Theorem 6.25. Let Ω be of class C2,1 and let β ∈ M 12 (Γ) be real valued and 1/β ∈ L∞(Γ). Then
Θβ,N,Σ : dom(Θβ,N,Σ) ⊆ H−
1
2
Σ
(Γ) → H 12 (Σ) ,
Θβ,N,Σφ := RΣ(−1/β + γˆ1DL)Π′Σφ ≡ (−1/β + γˆ1DL)φ)|Σ ,
dom(Θβ,N,Σ) := {ϕ ∈ H
1
2
Σ
(Γ) : ((−1/β + γˆ1DL)ϕ)|Σ ∈ H 12 (Σ)} ,
is self-adjoint.
Proof. By (3.30), since 1/β is infinitesimally γˆ1DL-bounded (see the proof of Lemma 5.4), the self-adjoint operator in H 12 (Γ)
given by
˜Θβ,N := Θβ,NΛ : H5/2(Γ) ⊆ H 12 (Γ) → H 12 (Γ) ,
is upper bounded. Let fβ,N be the densely defined, semibounded, closed sesquilinear form associated with ˜Θβ,N , i.e.
fβ,N : H 32 (Γ) × H 32 (Γ) ⊂ H 12 (Γ) × H 12 (Γ) → R ,
fβ,N(ϕ1, ϕ2) := 〈(−1/β + γˆ1DL)Λϕ1,Λϕ2〉− 12 , 12 .
Since H 32 (Γ) ∩ H
1
2
Σc
(Γ)⊥ = H 32 (Γ) ∩ Λ−1H−
1
2
Σ
(Γ) = Λ−1H
1
2
Σ
(Γ) is dense in Λ−1H−
1
2
Σ
(Γ), we can use Lemma 7.1 to determine the
semibounded self-adjoint operator ˜Θβ,N,Σ in ran(ΠΣ) associated to the restriction of fβ,N to ran(ΠΣ). Then
Θβ,N,Σ := UΣ ˜Θβ,N,ΣΛ−1 , dom(Θβ,N,Σ) := Λdom( ˜Θβ,N,Σ) ,
is self-adjoint. To conclude the proof we need to determine the operator ˘Θβ,N := ( ˜Θβ,N )˘ and the subspace KΣ := kΠΣ (we
refer to the Appendix for the notations). Let Hβ,N be the Hilbert space given by dom( fβ,N) = H 32 (Γ) endowed with the scalar
product
〈(ϕ1, ϕ2〉β,N := (− fβ,N + λβ,N)(ϕ1ϕ2) ,
where λβ,N is chosen in such a way to have − fβ,N + λβ,N > 0. Let H′β,N denote its dual space. Since
fβ,N(ϕ1, ϕ2) = 〈Λ− 12 (−1/β − γˆ1DL))Λϕ1,Λ 32 ϕ2〉L2(Γ) ,
one has
H′β,N = H
− 12 (Γ) , 〈(φ, ϕ)〉H′
β,N ,Hβ,N = 〈Λ
− 12 φ,Λ
3
2 ϕ〉L2 (Γ) ,
and
˘Θβ,N : H
3
2 (Γ) → H− 12 (Γ) , ˘Θβ,N = (−1/β + γˆ1DL)Λ .
Moreover
KΣ ={φ ∈ H−
1
2 (Γ) : ∀ϕ ∈ Λ−1H
1
2
Σ
(Γ) , 〈Λ− 12 φ,Λ 32 ϕ〉L2(Γ) = 0}
={φ ∈ H−
1
2 (Γ) : ∀ϕ ∈ H
1
2
Σ
(Γ) , 〈φ, ϕ〉− 12 , 12 = 0}
=H−
1
2
Σc
(Γ) .
Therefore, by Lemma 5.1, ˜Θβ,N,Σ is self-adjoint on the domain
dom( ˜Θβ,N,Σ) := {ϕ ∈ Λ−1H
1
2
Σ
(Γ) : ∃ ϕ˜ ∈ ran(ΠΣ) s.t. (−1/β + γˆ1DL)Λϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)}
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and ˜Θβ,N,Σ)ϕ := ϕ˜. Then
UΣ ˜Θβ,N,ΣΛ−1ϕ = ϕ˜|Σ = ((−1/β + γˆ1DL)ϕ)|Σ
and
dom(Θβ,N,Σ) ={ϕ ∈ H
1
2
Σ
(Γ) : ∃ ϕ˜ ∈ ran(ΠΣ) s.t. (−1/β + γˆ1DL)ϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)}
⊆{ϕ ∈ H
1
2
Σ
(Γ) : ((−1/β + γˆ1DL)ϕ)|Σ ∈ H 12 (Σ)}
⊆{ϕ ∈ H
1
2
Σ
(Γ) : ∃ ϕ˜ ∈ ran(ΠΣ) s.t. ((−1/β + γˆ1DL)ϕ)|Σ = ϕ˜|Σ}
={ϕ ∈ H
1
2
Σ
(Γ) : ∃ ϕ˜ ∈ ran(ΠΣ) s.t. (−1/β + γˆ1DL)ϕ − ϕ˜ ∈ H−
1
2
Σc
(Γ)} = dom(Θβ,N,Σ) .
Corollary 6.26. The linear operator in L2(Rn) defined by Aβ,δ′,Σ := (Amax− ⊕ Amax+ )|dom(Aβ,δ′,Σ) with domain
dom(Aβ,δ′,Σ) ={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(Θβ,N,Σ) , (βγˆ1u − [γ0]u)|Σ = 0}
⊆{u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (βγ0u − [γˆ1]u)|Σ = 0} ,
is self-adjoint and its resolvent is given by
(−Aβ,δ′,Σ + z)−1u = (−A + z)−1 + DLzΠ′Σ(RΣ(1 − βγˆ1DLz)Π′Σ)−1RΣβγ1(−A + z)−1 ,
where RΣ is the restriction operator RΣφ = φ|Σ and Π′Σ acts there as the inclusion map Π′Σ : H
− 12
Σ
(Γ) → H− 12 (Γ).
Proof. By Theorem 6.19 and Theorem 4.4, taking Π(φ ⊕ ϕ) = 0 ⊕ ΠΣ and Θ(φ ⊕ ϕ) = 0 ⊕ (−U−1Σ Θβ,N,Σφ), one gets the self-
adjoint extension (Amax− ⊕ Amax+ )|dom(Aβ,δ′,Σ) with domain (contained in H1(Rn\Γ), by dom(Θβ,N,Σ) ⊆ H 12 (Γ) and by Remark
4.7)
dom(Aβ,δ′,Σ)
={u ∈ H1(Rn\Γ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(Θβ,N,Σ) , ΠΣ(γ1(u − DL[γ0u])) = −U−1Σ Θβ,N,Σ[γ0u]}
={u ∈ H1(Rn\Γ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(Θβ,N,Σ) , (γ1u)|Σ − (DL[γ0u])|Σ = −((−1/β + γˆ1DL)[γ0u])|Σ}
={u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : [γ0]u ∈ dom(Θβ,N,Σ) , (βγˆ1u − [γ0]u)|Σ = 0}
⊆{u ∈ H1(Rn\Σ) ∩ (dom(Amax− ) ⊕ dom(Amax+ )) : (βγˆ1u − [γ0]u)|Σ = 0} ,
The formula giving (−Aβ,δ′,Σ + z)−1 is consequence of (4.7), since
(−UΣΘβ,N,Σ + ΠΣγ1(DL − DLz)Π′Σ)−1ΠΣ = (−Θβ,N,Σ + RΣγ1(DL − DLz)Π′Σ)−1RΣ
and
−Θβ,N,Σϕ + RΣγ1(DL − DLz)ϕ =((1/β − γˆ1DL)φ)|Σ + (γˆ1DLφ)|Σ − (γˆ1DLzϕ)|Σ
=((1/β − γˆ1DLz)ϕ)|Σ = (1/(β|Σ))(1− βγˆ1DLz)φ)|Σ .
Remark 6.27. Since supp([γ1]u) ⊆ Σ, for any u ∈ dom(Aβ,δ′,Σ), one has
Aβ,δ′,Σu = Au − βγ1u ∂aδΣ
and so (Aβ,δ′,Σu)|Σc = (Au)|Σc. This also shows that Aβ,δ′,Σ is a self-adjoint extension of the symmetric operator A|C∞comp(Rn\Σ).
Hence it depends only on Σ and β|Σ and not on the whole Γ: one would obtain the same operator by considering any other
bounded domain Ω◦ with boundary Γ◦ such that Σ ⊂ Γ◦.
Remark 6.28. According to the definition of dom(Θβ,N,Σ), one has dom(Θβ,N,Σ) = dom(ΘN,Σ); thus Lemma 4.8 applies and
one gets
dom(Aβ,δ′,Σ) ⊆ H2(Rn\(Σ ∪ (∂Σ)ǫ)) .
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Remark 6.29. By the results contained in the proof of Theorem 6.25, for the domain of the sesquilinear form fβ,N,Σ associated
to the self-adjoint operator ˜Θβ,N,Σ one has the relation dom( fα,N,Σ) ⊆ H 32 (Γ). Therefore Theorem 4.12 applies and so, by
Corollary 4.13, σac(Aβ,δ′,Σ) = σac(A) and the wave operators W±(Aβ,δ′,Σ, A), W±(A, Aβ,δ′,Σ) exist and are complete.
Remark 6.30. Let ϕ ∈ dom(Θβ,N,Σ) ⊆ H 12 (Γ). Then (γˆ1DLϕ)|Σ ∈ H 12 (Σ) ⊆ H s(Σ), s < 0. Then, in case n = 3 and both Γ and
Σ are smooth, by (6.2), ϕ ∈ H s(Γ), s < 1. Therefore dom(Θβ,N,Σ) ⊆ H s(Γ), 12 ≤ s < 1, and so, by Remark 4.7 and (3.13),
dom(Aβ,δ′,Σ) ⊆ H 32−(R3\Σ) .
7. Appendix. Some remarks on compressions of self-adjoint operators.
Let Θ : dom(Θ) ⊆ h → h be a semibounded self-adjoint operator on the Hilbert space h and let f : dom( f ) × dom( f ) ⊆
h × h → R be the corresponding semibounded sesquilinear form. Without loss of generality, eventually by considering (−Θ)
and/or adding a constant, we can suppose that Θ (and hence f ) is strictly positive. Let hΘ be the Hilbert space given by
dom( f ) endowed with the scalar product 〈ϕ1, ϕ2〉hΘ := f (ϕ1, ϕ2). Let h′Θ be its dual space and let ι : hΘ → h′Θ be the injection
defined by 〈ιφ, ϕ〉h′
Θ
hΘ = 〈φ, ϕ〉h, where 〈·, ·〉h′ΘhΘ denotes the h
′
Θ
-hΘ duality and 〈·, ·〉h denotes the scalar product in h; by the
identification ιφ ≡ φ, we may regard hΘ ⊆ h ⊆ h′Θ. Let ˘Θ : hΘ → h′Θ be the bounded operator defined by
〈 ˘Θϕ1, ϕ2〉h′
Θ
hΘ = 〈ϕ1, ϕ2〉hΘ , ϕ1, ϕ2 ∈ hΘ .
Obviously ˘Θ|dom(Θ) = Θ; moreover, by [49, Theorem 2.1],
dom(Θ) = dΘ := {ϕ ∈ hΘ : ˘Θϕ ∈ h} .
In conclusion one gets a well know characterization of Θ (see [34, Remark at page 13], [64, Proof of Theorem VIII.15]):
Θ = ˘Θ|dΘ . (7.1)
Let now Π : h → h be an orthogonal projector such that dom( f ) ∩ ran(Π) is dense in ran(Π). Then the sesquilinear form
fΠ : dom( fΠ) × dom( fΠ) ⊆ ran(Π) × ran(Π) → R ,
fΠ(ϕ1, ϕ2) := f (Πϕ1,Πϕ2) = f (ϕ1, ϕ2) , dom( fΠ) := dom( f ) ∩ ran(Π) ,
is densely defined, closed and strictly positive. Hence there exists a unique strictly positive self-adjoint operatorΘΠ in ran(Π)
corresponding to fΠ. By the above reasonings applied to ΘΠ, we know that ΘΠ = ˘ΘΠ|dΘΠ . For any ϕ1 ∈ dom(Θ)∩ ran(Π) and
for any ϕ2 ∈ dom( f ) ∩ ran(Π) one has
〈 ˘ΘΠϕ1, ϕ2〉h′
ΘΠ
hΘΠ
= 〈ϕ1, ϕ2〉hΘΠ = f (Πϕ1,Πϕ1) = 〈ΘΠϕ1,Πϕ2〉h = 〈ΠΘΠϕ1, ϕ2〉h .
Thus dom(Θ) ∩ ran(Π) ⊆ dΘΠ and CΠ(Θ) ⊆ ΘΠ, where CΠ(Θ) is the compression of Θ to ran(Π) defined by
CΠ(Θ) : dom(CΠ(Θ)) ⊆ ran(Π) → ran(Π) ,
dom(CΠ(Θ)) := dom(Θ) ∩ ran(Π) , CΠ(Θ)φ := ΠΘΠφ = ΠΘφ .
Notice that CΠ(Θ) is symmetric but it can be not self-adjoint; it is self-adjoint if and only if dΘΠ ⊆ dom(Θ).
We now give a more explicit definition of ˘ΘΠ. Let hΘΠ be the Hilbert space dom( fΠ) endowed with the scalar product
〈ϕ1, ϕ2〉hΘΠ := fΠ(ϕ1, ϕ2) = f (ϕ1, ϕ2) = 〈ϕ1, ϕ2〉hΘ
and let h′
ΘΠ
denote its dual. Since hΘΠ = hΘ ∩ ran(Π), by [6, Proposition 3.5.1] one has
h′ΘΠ = h
′
Θ/kΠ ,
where
kΠ := {φ ∈ h
′
Θ : ∀ϕ ∈ hΘΠ , 〈φ, ϕ〉h′ΘhΘ = 0 } ,
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i.e.
h′ΘΠ = { [φ] , φ ∈ h′Θ} , [φ] := {ψ ∈ h′Θ : ψ − φ ∈ kΠ} .
The h′
ΘΠ
-hΘΠ duality is then defined by 〈[φ], ϕ〉h′ΘΠhΘΠ := 〈φ, ϕ〉h′ΘhΘ . Let ιΠ : hΘΠ → h
′
ΘΠ
be the injection defined by
〈ιΠφ, ϕ〉h′
ΘΠ
hΘΠ
:= 〈φ, ϕ〉hΘΠ . Since
〈φ, ϕ〉hΘΠ = 〈φ, ϕ〉hΘ = 〈ιφ, ϕ〉h′ΘhΘ = 〈[ιφ], ϕ〉h′ΘΠhΘΠ ,
one gets ιΠϕ = [ιϕ]. By the identification ιΠϕ ≡ ϕ, we may regard hΘΠ ⊆ ran(Π) ⊆ h′ΘΠ . For any ϕ1, ϕ2 ∈ hΘΠ , the bounded
operator ˘ΘΠ : hΘΠ → h′ΘΠ satisfies the relations
〈 ˘ΘΠϕ1, ϕ2〉h′
ΘΠ
,hΘΠ
= fΠ(ϕ1, ϕ2) = f (ϕ1, ϕ2) = 〈 ˘Θϕ1, ϕ2〉h′
Θ
hΘ = 〈[ ˘Θϕ1], ϕ2〉h′ΘΠhΘΠ .
Thus ˘ΘΠϕ = [ ˘Θϕ] and
dΘΠ = {ϕ ∈ hΘΠ : [ ˘Θϕ] ∈ ran(Π)} = {ϕ ∈ hΘΠ : ∃ϕ˜ ∈ ran(Π) s.t. ˘Θϕ − ϕ˜ ∈ kΠ} .
In conclusion we have the following
Lemma 7.1. Let f : dom( f ) × dom( f ) ⊆ h × h → R be the closed sesquilinear form corresponding to the semibounded
self-adjoint operator Θ; let Π : h → h be an orthogonal projector such that dom( f ) ∩ ran(Π) is dense in ran(Π). Then the
self-adjoint operator ΘΠ : dom(ΘΠ) ⊆ ran(Π) → ran(Π) associated to the closed semibounded sesquilinear form fΠ defined
as the restriction of f to dom( f ) ∩ ran(Π), is given by
dom(ΘΠ) := {ϕ ∈ dom( f ) ∩ ran(Π) : ∃ϕ˜ ∈ ran(Π) s.t. ˘Θϕ − ϕ˜ ∈ kΠ} , ΘΠϕ := ϕ˜ .
Moreover the compression CΠ(Θ) is self-adjoint, equivalenty CΠ(Θ) = ΘΠ, if and only if dom(ΘΠ) ⊆ dom(Θ).
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