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A previsão de carga tem uma importância vital para a indústria eléctrica na economia 
desregulada. Tem muitas aplicações, incluindo a compra e a geração de energia, a comutação 
da carga, a avaliação do contrato e o desenvolvimento da infra-estrutura. Como conseguinte, 
foi desenvolvida uma grande variedade de métodos matemáticos para a previsão de carga. 
Complementando, a ampla integração da potência do vento, actualmente, representa um 
desafio para a planificação das operações do sistema de potência, uma vez que a potência do 
vento não pode ser distribuída de um modo clássico. Esta produção varia de acordo com as 
condições atmosféricas verificadas, o que estimulou a investigação de métodos alternativos de 
planificação de sistemas de potência ao curto prazo, capazes de melhor se adaptarem às 
condições naturais de génese do vento.  
Este trabalho focaliza-se no desenvolvimento de um método preciso de previsão de carga à 
curto prazo, numa situação conjunta de carga e de geração de potência do vento incerta, 
melhorando os erros da previsão com a obtenção de diferentes algoritmos testados. Para 
conseguir isto só usa modelos de regressão, embora actualmente já se encontrem 
desenvolvidos diversos métodos de previsão, como os sistemas de inteligência artificial. 
 

















Load forecasting is vitally important for the electric industry in the deregulated economy. It has 
many applications including energy purchasing and generation, load switching, contract 
evaluation and infrastructure development. Because of this, a large variety of mathematical 
methods have been developed for load forecasting. 
In addition, the large-scale integration of wind power, nowadays, represents a challenge for 
power system operations planning, because wind power cannot be dispatched in a classical 
sense. Moreover, its output varies as weather conditions change. This warrants the 
investigation of alternative short-term power system planning methods capable of better coping 
with the nature of wind generation. 
This paper focuses on carrying out an accurate short-term load forecasting method, in a mixed 
scenario with uncertain wind power generation (WPG) and load, improving forecasting errors 
obtained with different algorithms tested. It focuses only in regression models, although other 
methods have already been developed, such as systems of artificial intelligence.  
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Accurate models for electric power load forecasting are essential to the operation and planning 
of a utility company. Load forecasting helps an electric utility to make important decisions, 
including decisions on purchasing and generating electric power, load switching, and 
infrastructure development. Load forecasts are extremely important for energy suppliers, 
financial institutions and other participants in electric energy generation, transmission, 
distribution, and markets. 
Load forecasts can be divided into three categories: short-term forecasts which are usually from 
one hour to one week, medium forecasts which are usually from a week to a year, and long-
term forecasts which are longer than a year. 
Load forecasting has always been important for planning and operational decision conducted by 
utility companies. However, with the deregulation of energy industries, load forecasting is even 
more important. With supply and demand fluctuating, and the changes of weather conditions 
and energy prices increasing by a factor of ten or more during peak situations, load forecasting 
is vitally important for utilities. Short-term load forecasting can help to estimate load flows and to 
make decisions that can prevent overloading. Timely implementations of such decisions lead to 
the improvement of network reliability, and to the reduction of equipment failures and blackouts. 
Hourly short-term forecasting helps in establishing operational plans for power stations and their 
generation units, and it is crucial for the energy industry.  
As a consequence of that, a large variety of mathematical methods and ideas have been used 
for load forecasting and, in a short-term period, the development and improvements of 
appropriate mathematical tools will lead to more accurate load forecasting techniques. 
But we have to keep in mind that, on the other hand, nowadays several countries are increasing 
the penetration level of renewable and low carbon electricity generation resources in current 
traditional power systems, being wind power generation (WPG) the prime resource. The idea 
about the wind energy, as a small part of the power system not contributing to its operation and 
out of the market, is gradually changing. 
Nevertheless, it is well known that WPG cannot be scheduled and dispatched in the classical 
sense because of its intrinsic dependence on constantly-varying weather conditions. 
Specifically, the integration of WPG in power systems poses three challenges: 
1) The WPG system input is uncertain and cannot be predicted accurately. 
2) The WPG system input can vary immensely over time. 
3) The correlation between the WPG system input and the load may be negative. This is 




In systems where WPG represents a significant proportion of the installed classic hydrothermal 
generation (HTG) capacity, the regulation needs imposed on the system may be important and 
have significant costs. In fact, it is well recognized that increasing the level of WPG penetration 
requires a full reassessment of operating methodologies and standards. 
The integration of WPG in existing grids has to be made in accordance with current electricity 
market structures. The quality of WPG offerings is coupled to the accuracy of short-term wind 
forecasting techniques. Accurate WPG prediction techniques are also crucial to grid operators 
in order to schedule appropriate levels and types of operating reserves needed to perform the 
different regulation tasks. 
As a result of all of that, percentage of WPG penetration levels in classical power systems are 
highly increasing. There is therefore a need to investigate alternatives and improvements to 
current short-term power system operations planning methods to be able to cope with and take 
advantage of the nature of this new generation mix. 
This work focuses on carrying out an accurate short-term load forecasting method, in a mixed 
scenario with uncertain wind power generation (WPG) and load, improving forecasting errors 
(i.e., average and maximum errors between real and predicted values) obtained with different 
algorithms tested. It focuses only in regression models, although other methods have already 





















First of all, we start our work from the program and algorithms carried out in year 2007 by Mrs. 
Ana Rita Gomes Paula Santos for her Master Thesis Project, called “Impact of Distributed 
Generation in Load Forecast” [1]. 
The main goal of the program developed is to achieve a short-term load forecasting carried out 
24 hours ahead, in a power scenario without presence of WPG. To obtain it, it focuses only in 
autoregressive (AR) and multiple linear regression models and parametric methods, which 
formulate a mathematical or statistical model of load by examining qualitative relationships 
between the load and its affecting factors. 
That project is based on the study and analysis of historical data, consisting of discrete time 
series with load power values, i.e., demand. In statistics, a time series is a sequence of data 
points, measured typically at successive times, spaced apart at uniform time intervals. The 
analysis of these time series comprises methods that attempt to understand them and make 
predictions of future events based on known past events (assuming that future values are 
somehow dependant on past ones), and for that purpose a time series model is used. They can 
have many forms and be applied in many ways in the forecasting. 
Starting from this study it carries out several algorithms based on time-depending patterns and 
behaviour trends observed in the data. Most of these time patterns are explained by human 
habits and social behaviour, and they help us to define the best parameters to the prediction. So 
the assumed model parameters are estimated from historical data, and its adequacy is verified 
by analysis of model residuals, i.e., forecasting errors.  
We have to keep in mind that load is a non-stationary process which is affected by two main 
factors: time of the day and weather conditions. Because of that, it is important to consider 
external factors too, such as the temperature recorded during that period which, as studied by 
Mrs. Santos, has a great influence in the variation of daily average. The time dependence of the 
load reflects the existence of a daily load pattern which may vary for different days of the week 
and seasons, and may be considered the most relevant issue. 
To carry out the load forecasting algorithms, load variations (oscillations) are separated from its 
daily average, considering two different predictions with independent methods. In order to 
obtain the final forecasting, we just have to add the results obtained through each method. To 
understand it, it is as if daily average forecasting results were simply an offset that could modify 




1.2. LOAD OSCILLATIONS FORECASTING 
 
The adopted approach to the load oscillations forecast is to create a model for each day of the 
week, defined by a regression model. These models have been created considering the 
patterns, seasonality and correlations observed in available historical data. The model that 
defines each day of the week is presented in the next equations, where k is the hour taken into 
























































































































There are some days, namely holidays that represent special events, which need to be 





























The days between these special holidays and weekends (called long weekends), may also 
need to be described by a different model. Nevertheless, only some of those days really need 









































1.3. DAILY AVERAGE LOAD FORECASTING 
 
Daily average load forecasting is separated by months, not by weekdays as previously. This 
forecasting is based not only in historical load data, but also in an external factor, temperature. 
One of the regression coefficients is the error verified in the previous day, between the real and 
the estimated values. The final model for daily average load forecasting is given below, where k 
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i.e., error made during the estimation of the previous day. 
This fact implies that an iteration method is needed to solve this equation. 






































This model is based on daily average load values pertaining to past values, such as the 
previous day (k-1), the 7th previous day (k-7) and the average, maximum and minimum load 
values calculated from the same week day for the four previous weeks. The model is based as 
well on average, maximum and minimum values of temperature recorded for the actual day and 
the previous day. β0..12 represent the autoregression coefficients that have to be calculated. 











1.4. CHECKING THE ADEQUACY OF THE MODEL DEVELOPED 
 
These developed algorithms permit to forecast, from historical data registered each hour during 
the four previous weeks, which will be the electric load 24 hours ahead. 
The adequacy of the model is verified by analysis of forecast errors. The normality assumption 
of the demand forecast error is standard in the literature. It is justified through the wide diversity 
of the electricity demand across geographical areas and consumer classes combined with an 
invocation of the central limit theorem. As a result of this, normally-distributed final forecasting 
error will be the addition of both errors. It is normal to assume that a forecast can be considered 
precise enough if it can reach an error of accuracy lower than 3% from real load values. 
 
1.4.1. SCENARIO WITHOUT PRESENCE OF WPG 
 
 First of all, the correct operation of the program is checked from the study of the electric power 
demand data registered in Évora’s substation. Particularly, data inputs will be power demand 
registers from March 2001 until February 2003, provided by Redes Energéticas Nacionais 
(REN). For daily average load forecasting, daily average temperature data is needed as an 
input, as well as its daily maximum and minimum values, recorded in a station close to the city 
of Évora.  In this particular case, we already know in advance that no WPG station is connected 
to the power system, and so historical data recorded is not disturbed by load from WPG. So 
there are no interferences from injected power that could generate negative values. As a result 
of this, the following equality is observed: 
 
Net Load Forecast = Load (demand) Forecast 
                                                        
Generalizing, in power systems with uncertain WPG and load, it is possible to define what is 
generally termed the Net Load Forecast, from the demand and WPG forecasts. Given that both 
the discrete time demand and WPG, we define the net load forecast as the difference between 
the demand and the WPG forecasts, as it follows: 
 






As we have said, the register of load in Évora is not affected by WPG, and so the equation is 
simplified as in (1.4.1.1). 
After analyzing the code implemented to carry out the forecasting, and checking it with the 
reasoning developed in the report of the thesis, we realized that several changes needed to be 
done over the original code, because there were certain contradictions. 
- In the original program code it is defined as a holiday day the 13th of June, and it is 
really a working day, as appears in the report. It is just a local holiday for the city of 
Lisboa. 
- Days 24th and 31st of December 2002 are established as long weekends. These days 
are not long weekends. Long weekends are days 24th and 31st of December 2001 (the 
same days but for the previous year). 
- We have to add as long weekend the day 11th of February 2002, because it is 
established in the code as working day. 
Once the program is fully executed, the following forecast errors are obtained: 
 
 Average Error (%) Maximum Error (%) 
April 01 4.5846 32.6210 
May 01 3.1596 12.6417 
June 01 2.3994 11.8383 
July 01 2.2661 8.0790 
August 01 2.1833 9.7086 
September 01 2.1479 40.1545 
October 01 2.6889 34.8794 
November 01 3.1674 19.9454 
December 01 3.7719 25.1829 
January 02 2.6907 19.3958 
February 02 2.5954 24.8290 
March 02 3.8429 28.6988 
April 02 4.0663 40.6794 
May 02 2.4385 17.2747 
June 02 3.3128 19.6523 
July 02 1.7633 9.0320 
August 02 2.3042 12.6126 
September 02 2.3126 9.7168 
October 02 1.9518 13.1868 
November 02 2.8143 13.4072 
December 02 4.0859 23.1833 
January 03 4.0931 20.1374 
February 03 2.1730 9.8389 
   
Mean 2.9049 19.8563 
TABLE 1.4.1.1: FORECASTING ERRORS REACHED IN A SCENARIO WITHOUT 




As we see, the forecast results obtained can be considered precise enough, because the final 
average forecast error is lower than 3% from real load values. So it can be affirmed that the 




























1.4.2. SCENARIO WITH MIXED UNCERTAIN WPG AND LOAD 
 
The next step was checking the working results of the forecasting program in a different 
scenario. In this general case, we consider the presence of a power system with uncertain WPG 
and load. For that purpose, we have to change data input to the program. Now, data input is 
going to be historical load data registered in Carregado’s electric substation, from March 2001 
until February 2003, and provided by REN.  
Temperature values used for daily average load forecasting are the same values that were used 
in the study of the first scenario, i.e. temperature data recorded close to Évora, because of our 
difficulty to have a file with daily temperature data for the period studied in a station close to 
Carregado. Of course, this will affect one way or another to final results, but not as much as to 
reject them. Carregado’s values of temperature have to be more or less like those recorded in 
Évora, taking into account that these two cities are separated for a distance lower than 100 Km 
and both are in the same height from sea level. As a first step, to know what is going on in this 
mixed scenario, this approximation will be valid for our purposes. If we want to do a more 
accurate forecast, of course we need to take into account that temperature data input has to be 
modified.  
We already know in advance that, in this scenario, there are wind-power generation stations 
connected to the power system, and so historical load data recorded can be disturbed, or not, 
by load from wind-power generation, depending on wind speeds. Because of that, interferences 
from injected power can appear here, and they could generate negative values. As we have 
already seen in (1.4.1.2), in this mixed scenario we can say that: 
Net Load Forecast = Load (demand) Forecast – WPG Forecast 
The WPG system input is uncertain, and can vary immensely over time. Due to this, our input 
data will not follow the same trend patterns studied in Evora’s case. So we can deduce, before 
simulating the scenario, that the error is going to increase because, now, data is going to lose 
its seasonality due to the influence of WPG system. 
After studying historical load data registered in Carregado’s electric substation, and provided by 
REN, we realized that there are some wrong recorded values. It is well known that data 
acquisition systems based in multipoint systems can suffer unexpected failures during the 
synchronization of the measurement, causing defects on the series. In series recorded each 
minute, for example, a failure of several hours causes hundreds of defective registers and big 
gaps in data series. Gaps, missing values, spurious information or repeated values in the time-
series can result from transmission errors or small failures in the recording process. Data 
recorded often shows imperfections, like gap values or failures in short intervals (consecutive 





In the load data vector provided, there are a lot of load data registers without values, and so 
they appear like gaps. In order to correct these gaps, as if we do not fill the blank values the 
program cannot run, we have applied the following procedure: 
- If there was only one gap, its value has been recalculated as the mean value calculated 
from the immediately previous and later values.  
- If there was a failure in an interval, gaps were filled with the values recorded in the 
same hour but one week ago, because these values are the most correlationed with the 
ones we are looking for, due to the time-pattern observed. For a more accurate 
approximation to real values, it is better to find this value as an average value 
calculated from the values registered for the same day of the week and the same hour, 
for the previous four weeks. It could happen that the same day for the previous week 
was a holiday, and the gap that we want to fill belongs to a working day, so if we copy 
only the value from the previous week it can differ a lot from its real value. 
Before running the program, we have to deal with another important problem. Due to the 
change to summer time done during the last Sunday of March of each year, there are registers 
that need to be modified. These wrong registers are: 
- 25th March 2001 between 01:00-01:45 
o We have got 4 blank gaps. We fill them with the average calculated from values 
recorded at 00:45 and 02:00 (the immediately previous and subsequent 
registered values). 
- 31st March 2002 between 01:00-01:45 
o This four registers did not even appear in the vector. We have to place them in 
the correct vector position, and give values to the registers. To do it, we have 
used the average calculated from values recorded at 00:45 and 02:00 (the 












After studying the temporal behaviour and evolution of the load data sequence recorded, we 
realized that there are some values registered that are not coherent with the rest of the values, 
so we conclude that they must be due to a failure of the system when recording the values. As 
we can see in the graphic representation of recorded load data, there are several situations in 
which the values present a strange behaviour: 
 
FIGURE 1.4.2.1: CARREGADO’S LOAD DATA (MW) RECORDED EACH 15 MINUTES 
 
We are going to analyze here case by case: 
1) A negative value peak can be seen between days 31st March 2001 and 1st April 2001. If 
we check the values recorded in the load data vector for those days, we can observe 
the following: 
o 31st March 2001 02:00-10:00 
 Load values registered are reduced approximately by a factor of ½ in 
relation to the average values. 
o 31st March 2001 10:15-11:00 
 Data registered reach negative load values. 
o 31st March 2001 11:15-13:00 
 We can see a frozen value of 0.3 MW. 
o 31st March 2001 13:15 – 1st April 2001 18:00 
 Load data recorded have a constant value of -0.7 MW. 
o 1st April 2001 18:15 





2) We can detect a negative value peak between days 7th April 2001 – 8th April 2001. In 
the load data registered for those days, we can observe the following: 
o 7th April 2001 02:45-10:00 
 Load values registered are reduced approximately by a factor of ½ in 
relation to the average values. 
o 7th April 2001 10:15-19:30 
 Load data recorded have a constant value of -0.1 MW. 
o 7th April 2001 19:45 
 There is a register with a value of 0.1 MW. 
o 7th April 2001 20:00 – 8th April 2001 01:15 
 Values registered are lower than the average load values 
(approximately 50% less). 
 
3) We can see a peak in the graphic belonging to day 29th April 2001. In the load data 
vector recorded for that day we can observe that, between intervals 07:15-17:15, load 
values are reduced approximately in a factor of 2/3 in relation to the average load 
values. 
 
4) A peak can be observed in the graphic, belonging to load data registered for the day 
29th October 2002. 
o 19:15-19:30 
 We can detect in the data vector a constant value of 0.9 MW. 
o 19:45 
 There is a load register with a value of 39.4 MW, much lower than the 
average level. 
 
5) We can see that, in the last period registered, there is an abrupt fall of the average load 
level. From 12th October 2002, approximately, the average load level goes down in a 
considerable way. 
Despite of knowing that this is probably due to a failure in the system, we only have filled all the 
blank gaps and corrected the mistakes due to summer time change, enough to achieve running 
the program, but not the frozen or negative values. First of all, we want to run the program and 








Once the scenario is simulated, and the obtained results are studied, we can see that 
unexpected things are happening to the forecast. 
The most revealing thing is that, in the forecasting done for the first month (April 2001) there is a 
huge error with regard to load variations (oscillations), as we can see in the following graphic: 
 
 
FIGURE 1.4.2.2: LOAD OSCILLATIONS FORECAST ERROR (%) FOR APRIL 2001 
 
This huge peak of error belongs to the forecast done for the day 7th April 2001. As we have 
seen, this is due to negative load values registered during this day. Because of that, the 
average forecasting error for this month has a value of -999.0511%, which does not make any 
sense. The maximum forecasting error reaches the value of 206.6289%. We can deduce that 
there is clearly a problem with data values registered, and so the solution adopted to solve this 
was to simulate the scenario again, but doing the simulations with months which were not 
affected by negative load values. 
Now load data input were values registered from May 2001 until February 2003, months that did 
not include negative load values. We have rejected, for that reason, the first two months, i.e., 
March 2001 and April 2001. As a consequence of this, now the forecasting will be done for 
months from June 2001 in advance, because the forecasting for each day needs real data 
values from one month in advance. The results of the simulation show clearly an improvement 
in the forecasting, because forecasted and real values appear closer. Error values are reduced 
considerably, too. This helps to corroborate the idea that negative values registered were a 




Once the program is fully executed, the following forecast errors are obtained: 
 Average Error (%) Maximum Error (%) 
June 01 3.0484 24.0273 
July 01 2.8171     19.4386 
August 01 3.2202     13.8039 
September 01 2.9559 24.9182 
October 01 4.4667 37.6151    
November 01 6.3093     31.6532    
December 01 4.6182     34.0133    
January 02 3.2275     21.2695    
February 02 4.8254     59.4388    
March 02 4.7335     28.2089    
April 02 4.7728     49.0498    
May 02 8.5360     49.6568    
June 02      6.7684 50.7146 
July 02 3.2978     28.9483    
August 02 4.0541     19.2045    
September 02 3.3931     21.5099   
October 02 6.6855     128.2715 
November 02 5.4118     37.8603    
December 02 6.1132     39.9149    
January 03 5.9379     37.8831    
February 03 2.7692 14.6514 
   
Mean 4.6649 36.7644 
TABLE 1.4.2.1: FORECASTING ERRORS IN THE MIXED SCENARIO 
 
An interesting aspect to comment is the fact that the maximum forecasting error for October 
2002 reaches huge values. This has its explanation in the fact of, as we have said before, in the 
last period of months registered there is an abrupt fall of the average load level. From 12th 
October 2002, approximately, the average load level goes down in a considerable way, and this 
implies an error increase. 
As expected, every average error is increased with regard to the scenario without presence of 
WPG (case of Évora), because load data registered in Carregado is mixed with the effect of 
uncertain WPG, which can vary immensely over time. So, data studied loses a bit of the 
seasonality pattern that had in the non-disturbed scenario. The presence of uncertain WPG 
mixed with load, makes data values to be more uncorrelated between them, and so it influences 
over forecasting. As correlation between data get worse, forecasting results get worse too. 
Total average error for the full forecasting reaches a value of 4.6649% so, taking our criteria into 
account, cannot be considered an acceptable forecast because it exceeds the 3% established. 
So we can conclude that the forecasting model developed for a non-disturbed scenario, without 





Our goal will be improving the net load forecasting results obtained for a scenario like this, with 
uncertain WPG and load. In order to reach this, we need to find a way to counteract the effect of 




























2. DISTURBING THE SCENARIO INCLUDING THE EFFECT OF WPG ON IT  
 
Now, the next step in the development of the work focuses on knowing what percentage of 
penetration level of WPG is needed to be included for disturbing load data. We are starting to 
work from a non-disturbed scenario, and we want to know what is going to happen if WPG is 
included on it. The non-disturbed scenario chosen is the case of Évora studied before. In order 
to disturb the scenario, we have got WPG data from turbines with a nominal value on the order 
of 2 MW. Then, all that we have to do is subtracting WPG values from non-disturbed load 
values. Given that both the discrete time demand and WPG random processes have similar 
frequency spectra, during some time period, we define the Net Load as the difference between 
the demand and the WPG. 
 
Net Load = Load (demand) – WPG 
 
Isolated load data is disturbed with the effect of uncertain WPG, which can vary immensely over 
time. The presence of WPG makes net load values to change the seasonality pattern that had 
before disturbing it, and so it influences over forecasting, making it worse. 
First of all, we need to know which is the lowest load value recorded in this specific scenario. If 
this lowest value is less than 2 MW, which is the maximum value reached by WPG, a scaling 
down on WPG data would be applied. It is well known that in a real scenario negative net load 
values can appear. 
Maximum, minimum and average load values obtained are: 
Minimum Hourly Load Registered = 38.75 MW 
Maximum Hourly Load Registered = 137.3 MW 
Average Load Registered = 76.1561 MW 
The lowest load value recorded in the non-disturbed scenario (38.75 MW) is higher than 2 MW, 
and then there is no risk on having negative net load values. Therefore, we conclude that 
scaling down is not necessary. 
WPG data provided are values recorded hourly from 1st January 2000 to 31st December 2001, 
for 26 different zones. On the other hand, load data values recorded in Évora comprise the 
period from 1st March 2001 until 28th February 2003. As we can see, data provided is not 
recorded in the same period of time, but at first this will not represent a problem, because we 
only need WPG data registered during two any consecutive years to disturb the isolated 





After choosing one of the available WPG zones, the WPG data vector corresponding to that 
zone (we will call them from now in advance vector “A”) was analyzed.  First of all, we realized 
that year 2000 was a lap year, so it has got an extra day (29th February 2000). So registers 
corresponding to this special day have to be removed, because both vectors (WPG data and 
load data) need to have the same length to make possible the subtracting sample by sample. 
Then, the subtraction between vectors was done as it follows: 
Load data vector  WPG data vector 
1st March 2001 00:00 ↔ 1st January 2000 00:00 
1st March 2001 01:00 ↔ 1st January 2000 01:00 
…  … 
28th February 2003 22:00 ↔ 31st December 2001 22:00 
28th February 2003 23:00 ↔ 31st December 2001 23:00 
TABLE 2.1.: CORRESPONDENCE BETWEEN LOAD DATA VECTOR AND WPG DATA 
VECTOR 
 
Once the new disturbed scenario is created and the forecast has been done, we obtain the 
following forecasting errors: 
 Average Error (%) Maximum Error (%) 
April 01 4.7854 35.7862    
May 01 3.4640     14.5507    
June 01 2.4732     12.7321     
July 01 2.3095     9.3611 
August 01 2.1914     9.7312    
September 01 2.1964 40.4856    
October 01 3.0438     35.9689    
November 01 3.3036     19.2583    
December 01 3.9183     25.6570    
January 02 2.7004     18.0200    
February 02 2.6793     25.0113    
March 02 4.0889     26.9700    
April 02 4.0849 42.1643 
May 02 2.5223     16.9220    
June 02 3.4053     20.8569    
July 02 1.8103     10.3119 
August 02 2.3464     12.7248    
September 02 2.4081     10.5875    
October 02 2.0284     13.5230    
November 02 2.9411     13.9821    
December 02 4.0572     22.9194    
January 03 3.9530     21.2882    
February 03 2.2827 10.3388 
   
Mean 2.9997 20.3979 




If we compare them with forecasting error values obtained for the non-disturbed scenario (case 
of Évora), we realize that they are similar, despite of the fact of introducing WPG on this 
scenario. A bit increase of mean error values can be appreciated, but it is not relevant.  Effects 
of disturbing the scenario including WPG are not significant. This has got a clear explanation, 
because the disturbance introduced is insignificant in front of the values that have to be 
disturbed. In other words, the maximum value of disturbance that can be introduced is 2 MW, 
due to turbine characteristics and specifications. So, at best, this maximum value is going to be 
subtracted to 38.75 MW, which is the minimum load value of the vector. It means that the 























2.1. MINIMUM LEVELS OF WPG PENETRATION NEEDED TO DISTURB THE 
SCENARIO 
 
In this section, we would like to identify the WPG minimum levels that have to be introduced to a 
non-disturbed scenario, from which we can decide that WPG is introducing a significant 
deviation from real values on the forecasting. So we have to increase gradually the level of 
WPG that is going to be introduced to disturb the scenario. 
Before all, we establish that a forecasting error value higher than 5% can already be considered 
as a consequence of a disturbed scenario. As a way to start, we increased this level scaling up 
the WPG values provided in the vector. First of all, we multiplied all values by 2, and then 
checked the forecasting errors. Later we multiplied it by 4, 5, and going on until finding a scaling 
up factor that satisfied our purposes. After doing the forecasting and analyzing the error results, 
we concluded that a level of WPG has to be multiplied by 7 in order to reach an error value 
higher than 5%. Then, forecasting errors obtained are: 
Average Error = 5.1146% 
Maximum Error = 30.9459% 
So it means that, in order to disturb an isolated scenario, WPG levels have to be seven times 
higher than real values and, in addition, that the maximum disturbance that could be introduced 
represents the 36.13% of the load values (7*2=14 MW in front of 38.75 MW). 
As a first approximation, this way of doing the scaling up can be right, but not if we need a more 
accurate result, because this way of scaling is not fair with all the values of the WPG data 
vector, particularly with lowest values close to zero. Because of that, instead of multiplying the 
vector by a determinate number, we are going to do additions of this vector, but scrolled. We do 
not know in advance if this new way of facing this problem will bring a new result or not. 
We have just seen that, without applying the scrolling to the time series, 7 times was a good 
scaling up factor. Starting from this value, we are going to repeat the forecasting, but now 
adding scrolled time series instead of multiplying it. The scrolling carried out consists in moving 
all the samples of the WPG data vector, V(t), one position to the right each step k, V(t-k). New 
samples added from the left have got a null value (zero). To keep the vector dimensions, 
samples located at the end of the vector (on the right) are being discarded as the vector is 
scrolled. In other words, what we are doing is simply delaying the time signal. The following 





FIGURE 2.1.1: SCROLLING APPLIED TO THE ORIGINAL SIGNAL V(t) 
 
After doing the addition of seven scrolled time series, we subtract the resulting new vector from 
the isolated load data and do the forecast. Forecasting errors obtained through this method are: 
 
Average Error = 4.6512%                 Maximum Error = 28.9847% 
 
As we see, they are lower than errors obtained with the other method. In conclusion, this new 
way of facing this problem is determinant for the result. As forecasting error has been reduced, 
we have to increase the number of time series added, until reaching the 5% of error again. This 
is obtained with the addition of 9 time series, with the following forecasting error results: 
  
Average Error = 5.3194%                  Maximum Error = 33.7432% 
 
From this level of forecasting error and up we can consider that WPG is introducing a relevant 
disturbance on the isolated load data. The maximum value of disturbance introduced is 17.9599 
MW. So, at best, this maximum value is going to be subtracted to 38.75 MW, which is the 
minimum load value of the vector. It means that the maximum disturbance that could be 
introduced reaches the 46.35% of the isolated load values. 
From now in advance, we will work with this new vector created by means of the addition of 





3. WIND POWER GENERATION FORECASTING 
 
Our goal is improving net load forecasting results obtained for a mixed scenario with uncertain 
WPG and load. In order to reach this, we need to find a way to counteract the effect of WPG 
and, in this way, minimize load forecasting error. So the next step done to counteract the 
presence of WPG will be developing wind power forecasting models, from historical wind power 
time series. This approach relies only on previous wind patterns over time to extrapolate a 
future value. In their pure form, these models use only the time series analysis in their various 
forms, trying to find the connections and capture temporal and spatial dependencies between a 
wealth of data that is available, i.e., measured data. 
As commented, WPG forecasting is, at first, more difficult to be developed, because the WPG 
system input is uncertain and cannot be predicted accurately, and its input can vary immensely 
over time. Moreover, WPG depends on wind speeds, so historical data do not follow a clearly 
defined seasonal pattern. To show it, here we have a graphic representing average WPG 
values for each month during the period studied: 
 
 








In addition, here follows the autocorrelation graphic of wind power data with the previous five 
days (n=5*24). The autocorrelation function tells us how similar one value is to a previous one n 
hours before, called the time lag. High autocorrelation (the maximum value that can be reached 
is 1) means that the values are very similar to the previous ones. As we can see, 
autocorrelation values decrease very fast.  
 
 
FIGURE 3.2: AUTOCORRELATION GRAPHIC OF WIND POWER DATA WITH THE 














Wind power data has poor dependence with time. It can be seen that wind power is much less 
related to previous values. In a given hour, it may be quite high and then drop to a very low 
value (and vice-versa) over to the next hour. As an example, we can see in the following 
graphic the WPG values reached during 48 consecutive hours: 
 
 
FIGURE 3.3: WPG VALUES REACHED DURING 48 CONSECUTIVE HOURS (MW) 
 
In spite of this, nowadays the value of wind forecasting is increasing, as it enables a scheduling 
of wind energy in a similar way to a conventional power source. Even when the forecasts are 











3.1. FORECASTING MODELS: SIMPLE PERSISTENCE, MOVING AVERAGE 
PREDICTORS, GLOBAL AVERAGE AND NEW PERSISTENCE 
 
The simplest example of statistical methods is persistence, also called naïve predictor. It 
assumes that the variable to be predicted equals, for all times ahead, the value that it had in the 
most recent time step. Although it is quite simple compared with other approaches, this model is 
very hard to beat for predictions from minutes to few hours horizons. 
To describe the model mathematically some notations should be introduced: 
i =1,2,...,imax : Prediction horizon (number of time steps) 
P (t + i): Measured power at time t + i 
 : Power forecasting for time t + i made at origin t 
We assume here that we are directly forecasting wind power. Mathematically, simple 
persistence is represented by: 
 
For more references about this method, see [13]. 
A generalization of persistence method consists in replacing the last measured value by the 
average of the last n measured values: 
 
This can also be referred as moving average predictors. 
We are going to estimate WPG values from the average of the last 24 measured values, i.e., 
from data recorded 24-48 hours prior to the hour that is going to be forecasted. Then it is easy 
to identify that n=24. 
After reading several reports about WPG forecasting methods, as in [3], some of them reached 
good results with forecasts based on the wind power corresponding to the mean of the actual 
wind power for the five most recent periods prior to the forecast origin. So, in addition, we are 
going to forecast WPG values from the mean of the last 5 measured values, i.e., from data 







As n goes to infinity, value in (3.1.2) tends to the global average: 
 
The global average may not have good results when very short-term predictions are 
considered, but for further look ahead times, its skill can be better than the one of simple 
persistence. 
A new model can be derived from these two, in order to get the best of their performance over 
the whole range of prediction horizons: simple persistence to the shortest horizons, and moving 
average predictor to the further ahead ones. This results in: 
 
where ak is defined as the correlation coefficient between P (t) and P (t + i). 
As one can easily verify, this prediction is the simple persistence when ak = 1, meaning that the 
forecasted values are totally dependent from previous ones, and the global average predictor 
when ak = 0, meaning that forecasted values are equal to the global average. 
An interesting note about this last model (referred as new persistence from now on) is that, by 
including this average term in the forecast, it can improve the error made in relation to simple 
persistence as much as some more or less advanced statistical forecasting techniques do. The 
reason is pretty simple: any statistical model tries to relate the coming power outputs to the past 
ones. The way to relate them and the complexity of this relation is the changing factor between 
the several models, but this simple relation can already achieve a good improvement for some 
cases. For more references about this method, see [11]. 
After reading several studies about prediction methods we are ready to say that, working with 
time series, statistical models are more appropriate for short-term predictions. So the next step 













3.2. SHORT-TERM WIND POWER PREDICTION BASED ON AR MODELS 
 
Prediction tools have been fully verified and used for demand forecast. Among the different 
prediction methods proposed, the initial and more deeply verified were the statistical ones. This 
is the reason for considering time series statistical methods. In this chapter, the use of AR 
models which include information regarding historical wind power data is explored and the 
improvement over persistent model is assessed.  
WPG data depend only on past observations, and this is the reason why we are going to use an 
AR(n) model instead another statistical model. If only the power terms are considered, then 
ARMA becomes just an AR model and so it predicts the power at time k based on the past 
power data: 
 
W(k) refers to the inaccessible white noise, and a(i) are the regression coefficients. K indicates 
the instant of time taken into account. As we see, the dependent variable Y(k) is described by 
its past observations and not by independent variables, so the method may be called 
autoregressive. Regression coefficients are determined in order to minimize the sum of the 
quadratic errors. 
There are some variables to select before obtaining the results from a model. Regarding the 
kind of prediction, it is necessary to set the delay in the estimation, i. With respect to the chosen 
model, it is also necessary to fix the model order, n. A more detailed explanation of this method 
can be found in [12]. 
As seen before, if we analyze WPG data autocorrelation we can easily realize that 
autocorrelation function values decrease very fast (see FIGURE 3.2). It means that wind power 
data has poor dependence with time. It can be seen that wind power is much less related to 
previous values than load. Autocorrelation function analyzed decreases strictly until it reaches a 
value of 1.5 days, i.e., 36 hours. From this 36th hour and on, autocorrelation values reach 
insignificant values. So, in conclusion, the auto-regression model for the WPG has to be done 
taking into account only values from the 24th to the 36th previous hours. 
Values recorded as close as possible to the hour that has to be predicted are more similar to 
the real value we are looking for. Because of that, we are going to carry out the AR model 
starting from data recorded the 24th previous hour, and if the inclusion of a new regression 
coefficient makes the forecasting more accurate, then data from the previous 25th hour will be 
used, and so on, until finding the first coefficient which makes the forecasting get worse. This 
will allow us to know the optimal number of coefficients that have to be used in order to obtain 









We have to keep in mind that our goal is improving the net load forecasting results obtained for 
a mixed scenario with uncertain WPG and load. Once we have developed a wind power 
forecasting model, we can counteract the effect of WPG and so minimize load forecasting error. 
To achieve this, we are going to use the forecasting results obtained through all the methods, 
and after studying the results obtained using each one of these methods, we can choose a 























3.3. RESULTS OBTAINED AFTER TESTING WPG FORECASTING METHODS 
 
Several persistence variations were tested to forecast wind power. A general program was 
developed for this task, and it receives as input a vector of hourly WPG data recorded during 
two whole years (17520 hours), from 1st January 2000 until 31st December 2001. As we have 
done before, data recorded for day 29th February 2000 were removed from data vector. WPG 
data vector used to test the forecasting methods was the vector created through the addition of 
scrolled vector “A” series. 
The methods tested for the forecasting were: simple persistence, new persistence and average 
value (for the first year, 2000).  The simple persistence uses only the last hour value, because it 
says that in the next time step the wind power will be as it was in the last one. The new 
persistence tries to relate the wind power for the next time step with the past ones through the 
autocorrelation function. 
WPG values from the first year were used in order to calculate the autocorrelation function, 
used for the new persistence method. Then, the forecasting itself was done for year 2001, and 
forecasted values were checked with real WPG data values. The Mean Absolute Error (MAE) 
and Root Mean Squared Error (RMSE) errors are then calculated comparing the forecasted 
values and the real ones. Values obtained are represented in the following graphic: 
 
 
FIGURE 3.3.1: MAE (%), RMSE (%) AND BIAS FOR SIMPLE PERSISTENCE, NEW 
PERSISTENCE AND AVERAGE VALUE METHODS FOR A LOOKING AHEAD TIME 




As we can see, one method or another will be the best for our interests, depending on how 
many hours ahead we want to do our forecast. It is logical that forecasting errors become higher 
as the forecasting period increases because, as seen previously, autocorrelation between WPG 
data is decreasing strictly during the first 24 hours. The errors are quite low for the first hours 
and tend to the error that one makes if predicting with the mean wind power value (of the 
previous year). However, the new persistence method gets better than the normal persistence 
as the forecasting period increases, though the difference is not very significant until the 6th or 
7th hour ahead. A slight tendency to overestimate the future power production can be identified 
in the new persistence model, which can be seen in the positive and growing in time mean error 
(or BIAS).  
A forecasting carried out 24 hours ahead is needed for our purposes. So, at first, we could think 
that auto-regressive method will be the best choice among the options studied because, as the 
graphic shows, for a looking-ahead time of 24 hours it presents the best forecasting error 
results. 
We are going to check and analyze WPG forecasting errors made by each forecasting method, 
because the accuracy of the WPG forecasting is essential to our purposes. The forecasting is 
now carried out for a looking-ahead time period of 24 hours, and results are compared with 
those obtained with the AR method. The error is calculated from the deviation between 
forecasted values and real values. The following values of error are obtained: 
 
FORECASTING METHOD ERROR (%) 
Stochastic AR(2) model (R2=0.4792) 201.3895 
Simple Persistence 238.3283 
New Persistence (average made for 365 days prior to the forecasted hour) 429.9830 
New Persistence (average made for data from the 1st year) 444.0802 
Average Value 1810 
Moving Average Predictors (n=24) 718.8512 
Moving Average Predictors (n=5) 250.9114 
TABLE 3.3.1: WPG FORECASTING ERRORS WHEN FORECASTING VECTOR “A” 
 
As we can easily see, these values reach high error levels. This can be due to the existence of 
real wind power data values close to zero. So, we suspected that something wrong was 
happening with the original vector of WPG values. A detailed analysis of the values of the WPG 
vector allowed us to realize that the vector was full of wrong registers, with a frozen value of 








Then, we decided to change the vector of WPG values and use another one (i.e., using another 
vector referred to a different zone) that did not have null registers, called vector “B” from now in 
advance. As a consequence of that, and as we did it before with the first WPG vector tested, we 
have to check which is now the WPG level that is needed to be introduced over an isolated 
scenario to consider it disturbed by wind. We reach a forecasting mean error value upper than 
5% (exactly 5.1441%) disturbing isolated load data with the addition of 10 scrolled WPG series.  
 
From this level of forecasting error and up we can consider that WPG is introducing a relevant 
disturbance on the isolated load data. The maximum value of disturbance introduced is 19.9589 
MW. So, at best, this maximum value is going to be subtracted to 38.75 MW, which is the 
minimum load value of the vector. It means that the maximum disturbance that could be 
introduced reaches the 51.51% of the isolated load values. 
 
 After that, the following forecasting errors were obtained through each method:  
 
 
FORECASTING METHOD ERROR (%) 
Stochastic AR(3) model (R2=0.5117) 34.5830 
Simple Persistence 36.9837 
New Persistence (average made for 365 days prior to the forecasted hour) 36.0812 
New Persistence (average made for data from the 1st year) 36.0992 
Average Value 52.7621 
Moving Average Predictors (n=24) 44.3900 
Moving Average Predictors (n=5) 38.8916 
TABLE 3.3.2: WPG FORECASTING ERRORS WHEN FORECASTING VECTOR “B” 
 
 
WPG forecasting errors are now lower than results obtained with the first WPG vector. This 
shows that, as we thought, the first vector used was corrupted, and because of that forecasting 
methods did not work as expected. Because of that, from now in advance we are going to work 
with vector “B”. 
The next step consists in checking the behaviour of the WPG forecasting methods carried out, 









3.4. FORECASTING WPG VECTORS CREATED FROM MOBILE WINDOWS 
 
We start to work from the vector created after the addition of 10 scrolled WPG original data 
series (from vector “B”). Two new WPG vectors are created from those vector values. In order 
to do it, two mobile windows are generated, with different window sizes. 
One of these vectors is created using a window size of 4 hours. This is, vector values are 
recalculated and the new values for each hour are the result of calculating the average value 
from the hour that is being considered and the previous 3 hours. For the first three values of the 
vector, the average value has been calculated from the available registers in the original vector, 
i.e., using a window that is gradually increasing until reaching the final size of 4 elements. 
On the other hand, the other vector is created using a window size of 6 hours. The creation 
method is the same than the previous, but now the new values are the result of calculating the 
average value from the hour that is being considered and the previous 5 hours. For the first five 
values of the vector, the average value has been calculated from the available registers in the 
original vector, i.e., using a window that is gradually increasing until reaching the final size of 6 
elements. 
Now, the forecast of the new WPG vectors created will be carried out. We will implement the 
forecast with different forecasting time horizons. Forecasts will be done using the same 



































AR(38) model 2.3610 6.8104 11.4980 24.3697 33.1171 
Simple 
Persistence 7.4720 14.1524 19.8873 31.1661 36.4168 
New Persistence 
(average made 
for 365 days prior 
to the forecasted 
hour) 
7.4703 14.1294 19.7949 30.7079 35.5447 
New Persistence 
(average made 
for data from the 
1st year) 
7.4704 14.1303 19.7973 30.7183 35.5598 
Average Value 52.0754 52.0754 52.0754 52.0754 52.0754 
Moving Average 
Predictors (n=24) 24.5833 26.9567 29.1788 34.8856 43.7846 
Moving Average 
Predictors (n=5) 13.5930 19.2692 24.0494 32.0715 38.3204 
TABLE 3.4.1: FORECASTING OF THE WPG VECTOR CREATED WITH A WINDOW SIZE 





















AR(38) model 1.6139 4.6389 8.9290 21.8835 32.2565 
Simple 
Persistence 6.8074 13.1171 18.7427 29.8353 35.8041 
New Persistence 
(average made 
for 365 days prior 
to the forecasted 
hour) 
6.8052 13.0940 18.6656 29.4240 34.9531 
New Persistence 
(average made 
for data from the 
1st year) 
6.8053 13.0945 18.6674 29.4321 34.9674 
Average Value 51.4676 51.4676 51.4676 51.4676 51.4676 
Moving Average 
Predictors (n=24) 23.8820 26.2560 28.4865 34.2514 43.2035 
Moving Average 
Predictors (n=5) 12.7035 18.1911 22.8412 30.9070 37.7589 
TABLE 3.4.2: FORECASTING OF THE WPG VECTOR CREATED WITH A WINDOW SIZE 




It is easy to realize that errors made for the forecasting of the WPG vector created with a 
window size of 4 elements are higher than those made for the other vector. Checking for the 
same forecasting method and the same forecasting time horizon, forecasting errors are always 
lower when the forecasted vector is the one made with a window size of 6 elements. After 
analyzing the forecasting errors made through each method, we can realize that the forecasting 
method that provides the best results is the AR method. Because of that, we are going to focus 
our study on forecasting the vector made with a window size of 6 elements, with an 
autoregressive forecasting method (AR). 
 
We have just seen that, after forecasting the vector made with a window size of 6 elements, a 
forecasting error of 21.8835% is obtained when the autoregressive method is used to do the 
forecasting and the time horizon is 12 hours. It means that to do the forecast, the 
autoregressive method uses only real load data recorded before 12 hours previous to the 
forecasted hour, i.e., it uses real load data starting from the last real value recorded, that 
corresponds to the actual hour. This value of 21.8835% of error is the maximum error and we 
can guarantee that is not going to be increased. Graphically, it could be like it follows: 
 
 










We can improve the autoregressive forecasting method, carrying out the forecast from real load 
data recorded before 12 hours previous to the forecasted hour, as we were doing until now, and 
from forecasted data that has already been calculated. These forecasted data are available 
from 1 hour to 11 hours previous to the forecasted hour. Graphically: 
 
 
FIGURE 3.4.2: AR FORECASTING METHOD WITH A TIME HORIZON OF 12 HOURS, 
USING FORECASTED VALUES (12H) AND REAL VALUES 
 
Trough this autoregressive forecasting method, we achieve a forecasting error of 21.7029%. As 
we can see, we have decreased the level of error in 0.1806% from original method. 
The same occurs if the forecasting time horizon is 6 hours. The original method (only 
forecasting from real data recorded) gives a forecasting error of 8.9290%. If the forecast is 
carried out using also forecasted data that has already been calculated (available from 1 hour to 
5 hours previous to the forecasted hour), the forecasting error is decreased until reaching the 












If we establish that 6 hours before to the forecasted hour the forecast is going to be corrected, 
the forecasting error committed can be reduced and actualized. It means that now the 
forecasting is based on real load data recorded before 12 hours previous to the forecasted hour, 
as well as on forecasted data calculated with a forecasting time horizon of 12 hours and on 
forecasted data calculated with a forecasting time horizon of 6 hours (those are the values 
already corrected). Graphically: 
 
 
FIGURE 3.4.3: AR FORECASTING METHOD WITH A TIME HORIZON OF 12 HOURS, 
USING FORECASTED VALUES (6-12H) AND REAL VALUES 
 
Trough this autoregressive forecasting method, we achieve a forecasting error of 21.5293%. As 
we can see, we have decreased the level of error in 0.3542% from original method. This 












4. IMPROVEMENT OF NET LOAD FORECASTING IN SYSTEMS WITH SIGNIFICANT WIND 




It has already been discussed that, as the proportion of power produced by wind farms 
increases, it becomes more difficult to predict accurately the total amount of power injected by 
all generators into the power system and, by extension, the total load (or net load). So the next 
step focuses on dealing with that problem and trying to minimize the effects of the errors 
derived from high levels of WPG penetration. 
We are going to start our study from a disturbed scenario, with both WPG and load. The 
scenario chosen to make the analysis and simulation is the previously analyzed case of Évora, 
disturbed by subtracting WPG data from isolated load values, as in (2.1). 
Then, the first idea that we have in mind to reduce the load forecasting error in this scenario 
mixes WPG forecasting with load forecasting. 
We know historical power data recorded in this chosen scenario, i.e., load disturbed with WPG. 
So we can do the forecasting 24 hours in advance. As we have already seen, the forecasting 
error levels exceed the fixed limits, so the forecasting is not as accurate as we would like. 
On the other hand, we know historical WPG data too, from which we can forecast WPG values 
24 hours in advance. 
So, for a looking-ahead time of 24 hours, i.e. 24 hours in advance, we can try to improve the 
forecasting as it follows: 
 
Improved load forecasting carried out 24 hours in advance = forecasting carried out 24 hours in 
advance  (with load mixed with wind power) + WPG forecasting with a looking-ahead time of 24 
hours – real WPG data recorded 24 hours prior to the hour that we want to forecast. 
 
We have to specify that the forecasting is carried out from Évora load data disturbed with WPG. 
In order to disturb load data, a new WPG vector was created from the addition of 10 scrolled 
wind power time series (from vector “B”). As seen, WPG penetration starts to introduce a 
relevant disturbance in the isolated load data when it reaches the value of 10 scrolled time 
series, and then this value is subtracted from isolated load values. 
Because of that, the WPG forecasting will be carried out from that new data vector. As well, real 





4.2. RESULTS OBTAINED DISTURBING WITH WPG VALUES FROM VECTOR “B” 
 
We have seen before that WPG forecasting itself was done for the whole year 2001, despite of 
having WPG values from 1st January 2000 to 31st December 2001. Data from the first year were 
used in order to calculate the autocorrelation function, used for the new persistence method. 
 
We are going to carry out the forecast of Évora disturbed data, but now discarding data from 
March 2001 to January 2002, and starting to work with data from February 2002. Then the 
forecasted period starts in March 2002 and ends in February 2003. This is precisely the period 
in which data were disturbed with WPG values from year 2001, year for which we have WPG 
forecasting values too. 
 
After simulating the system, the following forecasting error results were obtained: 
 
 Average Error (%) Maximum Error (%) 
March 02 7.2937     61.7877    
April 02 5.5727     40.0397    
May 02 4.7348     33.8515    
June 02 5.6952     28.4695    
July 02 4.1290     15.7776    
August 02 4.1945     18.0501    
September 02 3.9265     19.3439    
October 02 2.6401     13.0387    
November 02 6.9680     36.6299    
December 02 4.9179     29.6679    
January 03 4.8926     41.6386    
February 03 3.5078 19.6247 
   
Mean 4.8727 29.8266 
TABLE 4.2.1: FORECASTING ERRORS IN THE DISTURBED SCENARIO WITHOUT 
APPLYING ANY CORRECTION 
 
As we see, mean average error obtained exceeds allowed limits (4.8727% is higher than 3%). 
So our goal now will be reducing this error as possible. 
 
Then, as commented before in (4.1.1), the method developed to try to achieve a reduction of 
the forecasting error is carried out as it follows:  
 
Improved load forecasting carried out 24 hours in advance = forecasting carried out 24 hours in 
advance  (with load mixed with wind power) + WPG forecasting with a looking-ahead time of 24 




This will give rise to different error results, depending on which WPG forecasting method is 
going to be used. The successful or unsuccessful behaviour of the method is going to be tested 





4.2.1. SIMPLE PERSISTENCE FORECASTING METHOD 
 
Before simulating it, someone can easily realize that the result of the analysis of this method is 
going to be unproductive because results are going to be the same as if the correction was not 
applied. WPG forecasting with a looking-ahead time of 24 hours, using a simple persistence 
forecasting method, coincides with the real WPG data recorded for the previous 24 hours (last 
real WPG values recorded). Because of that, the correction applied has null value. Despite of 
that, we simulated it just to check that everything was running as expected. Results obtained 
were the followings: 
 Average Error (%) Maximum Error (%) 
March 02 7.2937     61.7877    
April 02 5.5727     40.0397    
May 02 4.7348     33.8515    
June 02 5.6952     28.4695    
July 02 4.1290     15.7776    
August 02 4.1945     18.0501    
September 02 3.9265     19.3439    
October 02 2.6401     13.0387    
November 02 6.9680     36.6299    
December 02 4.9179     29.6679    
January 03 4.8926     41.6386    
February 03 3.5078 19.6247 
   
Mean 4.8727 29.8266 
TABLE 4.2.1.1: FORECASTING ERRORS IN THE DISTURBED SCENARIO WITH SIMPLE 
PERSISTENCE 
 
If we compare it with the results obtained without applying any correction, we can easily see 
that they are the same. We can conclude that the simple persistence forecasting method does 
not help in our way to reduce the net load forecasting error. Despite of the fact that this method 
















4.2.2. NEW PERSISTENCE FORECASTING METHOD 
 
As we can see in (3.1.4), new persistence method consists in including an average term in the 
forecast. It can improve the error made in relation to simple persistence as much as some more 
or less advanced statistical forecasting techniques do. 
 
New persistence method has been developed from two different ways of understanding this 
average term. 
 
We have got available WPG data from 1st January 2000 to 31st December 2001. Then, on the 
one hand this average term can be considered as the average from WPG data recorded during 
the whole first year (2000). After simulating it, the following forecasting error results were 
obtained:  
 Average Error (%) Maximum Error (%) 
March 02 7.2961 62.6621 
April 02 5.4525 38.8337 
May 02 4.7525 32.9155    
June 02 5.5646 28.7225    
July 02 4.0304 16.2039    
August 02 4.2161 17.8830    
September 02 3.9240 18.8891    
October 02 2.7599 12.5905    
November 02 6.9164 36.5667    
December 02 4.9787 29.3455    
January 03 4.8710 41.1331    
February 03 3.4808 20.2517 
   
Mean 4.8536 29.6664 
TABLE 4.2.2.1: FORECASTING ERRORS IN THE DISTURBED SCENARIO WITH NEW 
PERSISTENCE 
 
Errors obtained through this method help to reduce the forecasting error levels, but not in a 
significant way as we would like. Mean average error has a value of 4.8727% before applying 
the method proposed, and it is reduced to a value of 4.8536% after the correction. Then, as we 










On the other hand, average term can be as well calculated as the average values of WPG 
recorded during the 365 days previous to the forecasted hour. After simulating it, the following 
forecasting error results were obtained: 
 Average Error (%) Maximum Error (%) 
March 02 7.2960 62.6806 
April 02 5.4529 38.8497 
May 02 4.7531 32.9408 
June 02 5.5662 28.7012 
July 02 4.0299 16.2091 
August 02 4.2156 17.8941 
September 02 3.9245 18.8967 
October 02 2.7570 12.6091 
November 02 6.9151 36.5006 
December 02 4.9753 29.3835 
January 03 4.8723 41.0702 
February 03 3.4807 20.1536 
   
Mean 4.8532 29.6574 
TABLE 4.2.2.2: FORECASTING ERRORS IN THE DISTURBED SCENARIO WITH NEW 
PERSISTENCE (365 PREVIOUS DAYS) 
 






4.2.3. AVERAGE VALUE FORECASTING METHOD 
                                                                             
 Average Error (%) Maximum Error (%) 
March 02 10.5197 69.9300 
April 02 5.7390 30.9666 
May 02 7.2417 33.1619 
June 02 7.7105 30.8251 
July 02 4.6864 21.0612 
August 02 6.0195 24.3790 
September 02 4.8739 22.7799 
October 02 5.6872 19.8636 
November 02 8.9608 36.2262 
December 02 6.7643 28.6019 
January 03 5.5445 36.9314 
February 03 4.4824 25.4633 
   
Mean 6.5192 31.6825 
TABLE 4.2.3.1: FORECASTING ERRORS IN THE DISTURBED SCENARIO WITH AVERAGE 
VALUE 
 
Error results obtained are, as we see, worse than the original results. The average value 





4.2.4. MOVING AVERAGE PREDICTORS 
 
 Average Error (%) Maximum Error (%) 
March 02 8.3558 60.3949 
April 02 5.6567 45.2180 
May 02 5.3394 37.9592 
June 02 6.0716 24.2731 
July 02 4.1755 18.3734 
August 02 4.6457 20.4578 
September 02 4.2615 16.7455 
October 02 3.5798 16.6513 
November 02 7.3140 38.7041 
December 02 4.9838 33.5342 
January 03 4.9554 45.2311 
February 03 3.7695 20.7416 
   
Mean 5.2590 31.5237 
TABLE 4.2.4.1: FORECASTING ERRORS IN THE DISTURBED SCENARIO WITH MOVING 
AVERAGE 
 
Error results obtained are worse than the original results. The moving average predictor does 

























4.2.5. STOCHASTIC FORECASTING METHOD. AR(3) MODEL 
 
After analyzing the results, we concluded that the best results were obtained with a number of 




 Average Error (%) Maximum Error (%) 
March 02 7.3276     60.9983    
April 02 5.4915     37.7259    
May 02 5.0038     30.6744    
June 02 5.6716     28.3192    
July 02 4.1977     15.4071    
August 02 4.4742     20.2534    
September 02 4.0810     17.2629    
October 02 2.7346     13.3175    
November 02 6.9986     34.9784    
December 02 4.9189     31.5733    
January 03 5.0878     37.9153    
February 03 3.6098 18.9825 
   
Mean 4.9664 28.9507 
TABLE 4.2.5.1: FORECASTING ERRORS IN THE DISTURBED SCENARIO WITH AR 
 
 
Error results obtained are, as we see, worse than the original results. The stochastic forecasting 









4.3. ANALYSIS OF THE RESULTS OBTAINED FOR VECTOR “B” 
 
Once the results have been showed and commented, we are ready to affirm that this method 
proposed is not giving the results that somebody could expect before simulating it in a practical 
case. 
 
Only better results are obtained when new persistence method is the one chosen to do the 
WPG forecasting. Despite of this fact, results are not satisfactory because this improvement is 
insignificant. The best mean average error obtained has a value of 4.8532%, which is not 
enough to consider it a good error value, because it exceeds our established forecasting error 
(3% from real load values). This can be due to the fact that WPG forecasting error still reaches 






4.4. REDUCTION OF THE WPG FORECASTING TIME HORIZON 
 
One thing that we can do in order to reduce WPG forecasting errors is reducing the forecasting 
time horizon. What we have been doing until now is forecasting the WPG with a looking-ahead 
time of 24 hours. In other words, we are forecasting WPG value for an “x” hour from data 
recorded, at least, 24 hours prior to that hour, i.e., from data recorded previous to the “x-24 “ 
hour. As seen, autocorrelation of WPG data decreases rapidly, so from a determinate hour, 
more or less 6 hours, data recorded before that hour is not correlated to the actual value. So it 
makes no sense using values recorded prior to the 6th previous hour. 
FIGURE 4.4.1: AUTOCORRELATION GRAPHIC OF WIND POWER DATA WITH THE 
PREVIOUS 2 DAYS 
Because of that, the next step consists on reducing the forecasting time horizon in order to try to 
make the WPG forecasting error be decreased. 
The previous forecasts are based in a forecasting that is carried out 24 hours in advance. The 
forecasting errors obtained were, as we have seen, higher than allowed values. So the next 
step will be forecasting WPG with a smaller time horizon, and taking into account only values 
that are close to the value that is going to be forecasted. Before carrying out the simulation, we 
are ready to affirm that WPG forecasting errors are going to be reduced with regard to the other 
ones obtained before. This has its own explanation in the fact that, now, we are using values to 




First of all, we are going to show the graphic of WPG forecasting errors obtained with simple 
persistence and new persistence methods through a forecasting time horizon that varies from 1 
hour to 24 hours. 
 
 
FIGURE 4.4.2: GRAPHIC OF WPG FORECASTING ERRORS FOR SIMPLE PERSISTENCE 
AND NEW PERSISTENCE METHODS (%) 
 
We have to specify that the new persistence forecasting method carried out calculates the 
average term as the average values of WPG recorded during the 365 days previous to the 
forecasted hour. 
As we see, the closer to the forecasted hour the time horizon is, the more accurate the 
forecasting is. In both methods, the best forecasting results (5.22% of error) are obtained with a 









The following table contents the forecasting error values for simple persistence, new 









AR(25) ERROR (%) 
1 5.2211     5.2204     3.6423  R2=0.9932 
2 9.0049    9.0002    6.3217  R2=0.9790 
3 12.3560    12.3429    8.7658  R2=0.9590 
4 15.4302    15.4002    11.1036  R2=0.9339 
5 18.3613    18.3064    13.3811  R2=0.9037 
6 21.1163    21.0095    15.6306  R2=0.8692 
7 23.6729 23.5177     
8 25.9962    25.7841     
9 28.1381    27.8459     
10 30.0095    29.6397     
11 31.3317    30.9099     
12 32.4229    31.9215     
13 33.3234 32.7503  
14 33.9667    33.3584     
15 34.4405    33.7818     
16 34.7331    34.0398     
17 34.8830    34.1958     
18 34.9909    34.2815     
19 35.0783    34.3483     
20 35.1814    34.4343     
21 35.4163    34.6498     
22 35.7930    35.0137     
23 36.3696    35.5610     
24 37.1636 36.2660  
TABLE 4.4.1: WPG FORECASTING ERRORS FOR SIMPLE PERSISTENCE, NEW 
PERSISTENCE AND AR METHODS 
 
AR method has been implemented taking into account twenty-five regression coefficients, 









We are going to show WPG forecasting results obtained through each method, but for three 
specific cases, i.e., with a forecasting time horizon of four hours, two hours and one hour. The 










HORIZON 1 HOUR 
Stochastic AR(25) model 11.1036 6.3217 3.6423 
Simple Persistence 15.4302 9.0049 5.2211 
New Persistence (average 
made for 365 days prior to 
the forecasted hour) 
15.4002 9.0002 5.2204 
New Persistence (average 
made for data from the 1st 
year) 
15.4013 9.0004 5.2204 
Average Value 52.7621 52.7621 52.7621 
Moving Average Predictors 
(n=24) 27.6980 25.3508 24.1243 
Moving Average Predictors 
(n=5) 20.3216 14.6388 11.4409 
TABLE 4.4.2: WPG FORECASTING ERRORS FOR A FORECASTING HORIZON OF 4, 2 
AND 1 HOURS 
 
Then, we are going to try to improve again the forecasting using the method carried out before. 
The forecasting error without applying any correction reaches the value of 4.8727% of error, 





































5.0127 5.0207 4.9381 
Correcting with simple 
Persistence 4.8727 4.8727 4.8727 
Correcting with New 
Persistence (average 
made for 365 days prior 
to the forecasted hour) 
4.8521 4.8658 4.8705 
Correcting with New 
Persistence (average 
made for data from the 
1st year) 
4.8521 4.8658 4.8705 
Correcting with Average 
Value 5.5993 5.4293 5.3506 
Correcting with Moving 
Average Predictors 
(n=24) 
4.7764 4.7404 4.7323 
Correcting with Moving 
Average Predictors 
(n=5) 
4.7993 4.7968 4.8016 
TABLE 4.4.3: FORECASTING ERRORS AFTER APPLYING WPG CORRECTION METHODS. 
TIME HORIZON: 4, 2, 1 HOURS 
 
As we can see, the best results obtained can reduce the initial forecasting error, but minimally.  
Best results are obtained using a WPG forecasting time horizon of 1 hour and applying the 
correction based in Moving Average Predictors (n=24). Initial forecasting error is reduced from 
an initial value of 4.8727% to a value of 4.7323% after applying the correction method. But this 
error from real load values is higher than 3%, and so already exceeds our established 
forecasting error. 
 
After getting these disappointing results, the use of the explained method in order to reduce the 
error has to be discarded. The next step consists in developing, implementing and analyzing 
another correction method that could satisfy our initial purposes, reducing the forecasting error 
until values lower than 3% from real load values. This method consists in adding to the load 
forecasting method other regression variables, i.e., new parameters. These new regression 
variables are based on different values of WPG. We have to analyze if new regression variables 





5. IMPROVEMENT OF NET LOAD FORECASTING IN SYSTEMS WITH SIGNIFICANT WIND 
POWER GENERATION. MODEL 2 
 
The next step consists in developing, implementing and analyzing another method that could 
reduce the forecasting error in the same disturbed scenario studied in the previous section 
(section 4.2) until values lower than 3% from real load values. This method consists in adding 
another regression variable to the load forecasting method. This new regression variable is 
going to be the WPG. We have to analyze if this new regression variable is going to be added to 
the load oscillations forecasting or to the daily average load forecasting. 
 
5.1. ANALYSIS OF THE BEHAVIOUR OF THE LOAD OSCILLATIONS AND THE DAILY 
AVERAGE VALUES IN FRONT OF THE INCLUSION OF WPG 
 
Our next goal is analyzing how the inclusion of the WPG in the isolated values is affecting, but 
now separating it into load oscillations and daily average values, and checking which one of 
them is the most affected by the presence of WPG. Now we are using again the addition of 10 





5.1.1. LOAD DAILY AVERAGE 
 
Two different vectors are compared. One of them is the daily average without disturbing it with 
WPG values, and the other one is the daily average resulting of the inclusion of WPG on it. The 
difference between them, in terms of percentage with regard to values without any disturbance, 
is graphically represented below: 
 
FIGURE 5.1.1.1: DIFFERENCE (%) BETWEEN DAILY AVERAGE WITHOUT DISTURBANCE 
AND DAILY AVERAGE INCLUDING WPG 
 
Represented in a red line, we can see the average difference in percentage, and it reaches the 
value of 10.5626% of difference between non disturbed daily average values and values 










5.1.2. LOAD OSCILLATIONS 
 
Now we are going to compare load oscillations vectors, i.e., values of hourly load subtracting 
the daily average from them, in order to check how the presence of WPG is affecting them. One 
the one hand, we have got the load oscillations vector original, without disturbing it with WPG 
values, and on the other hand we have got the load oscillations vector resulting of the inclusion 
of WPG on the system. The difference between them, in terms of percentage with regard to 
values without any disturbance, is graphically represented below: 
 
 
FIGURE 5.1.2.1: DIFFERENCE (%) BETWEEN LOAD OSCILLATIONS WITHOUT 
DISTURBANCE AND LOAD OSCILLATIONS INCLUDING WPG 
 
We can easily realize that, in several cases, difference reaches high values. This is due to that, 
in those particular cases, load oscillations values without disturbance are close to null values. 
This causes that increment of the percentage of difference, because we are dividing by close to 
zero values. Because of those peaks, the average difference reaches the value of 47.6771% of 







If the average difference is calculated without taking into account the highest difference peaks, it 
is reduced to values lower than the other ones obtained for daily average values. Finally, we 
can conclude that daily average values are more affected by the presence of WPG than load 
oscillations, and because of that the addition of the WPG as a new regression variable is going 
to be done to the daily average load forecasting. 
We also need to know how the WPG data is affecting to the load oscillations, and so the study 
of the correlation between load oscillations (in absolute value) disturbed with WPG and the 
WPG used for disturbing them is carried out in this section. Graphic results are shown below: 
 
 
FIGURE 5.1.2.2: CORRELATION BETWEEN LOAD OSCILLATIONS (ABSOLUTE VALUE) 
DISTURBED AND WPG FOR THE PREVIOUS 7 DAYS 
 
We can see that correlation values for the first 7 days are close to value 1. It means that a clear 








5.2. IMPLEMENTING THE NEW FORECASTING METHOD. WIND POWER 
GENERATION AS A NEW REGRESSION VARIABLE IN THE AUTOREGRESSIVE 
FORECASTING OF THE LOAD DAILY AVERAGE 
 
Our next goal consists on including the WPG as a new regression variable when forecasting the 
load daily average. In order to do it, the first step involves calculating the daily average values of 
WPG, as well as the daily maximum and minimum values. 
Now we are working again with the vector created after the addition of 10 scrolled WPG data 
series (from vector “B”). Average, maximum and minimum values are calculated from hourly 
data recorded during one whole day. We will call them PWPGMed, PWPGMax and PWPGMin, 
respectively. 
Before applying any correction, the load daily average was forecasted from an autoregressive 
model that based on autoregression variables referred to daily load values and temperature 
values, as we have seen in (1.3.1) and (1.3.2).
  
The forecasting errors obtained before applying any correction have already been simulated 
and are shown in TABLE 4.2.1. As seen, the mean of the monthly average errors reaches a 
value of 4.8727%. This value is too high for our purposes, because it exceeds the established 
limit of 3% of error. In order to reduce this error, WPG is going to be included as a new 
parameter in the forecasting of the load daily average.  
After adding WPG values as new regression variables, the final expression is: 
 
Pkmed = β0 + β1TkMed + β2TkMax + β3TkMin + β4Pk-1med + β5Tk-1Med + β6Tk-1Max + 
+ β7Tk-1Min + β8Pk-7med + β9Med(P(k-7),(k-14),(k-21),(k-28)med) + 
+ β10Max(P(k-7),(k-14),(k-21),(k-28)med) + β11Min(P(k-7),(k-14),(k-21),(k-28)med) + 
+ β12PWPG,kMed + β13PWPG,kMax + β14PWPG,kMin + β15PWPG,k-1Med + β16PWPG,k-1Max + 
+ β17PWPG,k-1Min + β18εk-1 
 
For the previous day, k-1, values of WPG used are real values recorded, and for the day that is 
being taken into account, k, values of WPG used are forecasted values. To forecast these WPG 
values, we have used a stochastic AR method as the one explained in FIGURE 3.4.3, because 





The WPG forecasting error obtained with the AR method reaches the value of 26.3770%, for a 
looking-ahead time period of 12 hours. 
Load oscillations forecasting algorithms remain as they were in the original method, and so 
expressions are the same that in (1.2.1), (1.2.2), (1.2.3), (1.2.4), (1.2.5), (1.2.6), (1.2.7), (1.2.8), 
(1.2.9). 
Once the new method is developed and tested, we show in the following table the forecasting 
errors obtained: 
 Average Error (%) Maximum Error (%) 
March 02 5.5173 45.3761 
April 02 4.0644     27.4625 
May 02 4.1390     22.6536 
June 02 3.9599     23.6091 
July 02 2.3476     11.0925 
August 02 3.2937     18.0501 
September 02 3.0140     13.8506 
October 02 2.3502     14.9096 
November 02 3.7217     20.5312 
December 02 3.9153     20.5616 
January 03 4.0491     28.3994 
February 03 2.1335 13.0710 
   
Mean 3.5421 21.6306 
TABLE 5.2.1: FORECASTING ERRORS AFTER ADDING WPG AS A REGRESSION 
VARIABLE 
 
Obtained values for all regression coefficients (for load daily average and for load oscillations) 
are shown in APPENDIX A. 
With the addition of WPG as a regression variable, we have achieved a reduction of all of the 
monthly average errors. As a result of that, the mean of the monthly average errors has been 
reduced to a level of 3.5421% of error, in front of the 4.8727% that we had before. So it means 
that the method carried out can reduce the forecasting error in a scenario with presence of 
WPG, to values that are close to the fixed goal of 3% of error. 
The following figures show the improvement occurred for two of the months taken into account 
in the study. The first month chosen is November 02, which has the best monthly average error 
reduction. Before applying any correction, monthly average forecasting error for November 02 
was 6.9680%. After adding WPG as a regression parameter, the forecasting error decreases 






FIGURE 5.2.1: HOURLY TOTAL LOAD FOR NOVEMBER 02 (MW) 
 
Real load values before disturbing the scenario are represented in blue. Real load values after 




FIGURE 5.2.2: LOAD DAILY AVERAGE VALUES FOR NOVEMBER 02 (MW) 
 
Real values are represented in blue, forecasted values before applying any correction in green 





FIGURE 5.2.3: LOAD DAILY ERRORS BETWEEN REAL VALUES AND FORECASTED 
VALUES FOR NOVEMBER 02 (%) 
 




FIGURE 5.2.4: TOTAL LOAD VALUES FOR THE LAST 15 DAYS OF NOVEMBER 02 (MW) 
 
Real values are represented in blue, forecasted values before applying any correction in black 





FIGURE 5.2.5: TOTAL ERRORS BETWEEN REAL VALUES AND FORECASTED VALUES 
FOR NOVEMBER 02 (%) 
 
Errors before applying any correction appear in green and errors after correction in red. We can 















The second month chosen was October 02, which has the worst monthly average error 
reduction. Before applying any correction, monthly average forecasting error for October 02 was 
2.6401%. After adding WPG as a regression parameter, the forecasting error decreases until 
reaching the value of 2.3502%. So the difference between both values is 0.2899%. 
 
FIGURE 5.2.6: HOURLY TOTAL LOAD FOR OCTOBER 02 (MW) 
Real load values before disturbing the scenario are represented in blue. Real load values after 
disturbing with the inclusion of WPG appear in red. 
 
 
FIGURE 5.2.7: LOAD DAILY AVERAGE VALUES FOR OCTOBER 02 (MW) 
Real values are represented in blue, forecasted values before applying any correction in green 





FIGURE 5.2.8: LOAD DAILY ERRORS BETWEEN REAL VALUES AND FORECASTED 
VALUES FOR OCTOBER 02 (%) 
 
Errors before applying any correction appear in green and errors after correction in red. 
 
 
FIGURE 5.2.9: TOTAL LOAD VALUES FOR THE LAST 15 DAYS OF OCTOBER 02 (MW) 
 
Real values are represented in blue, forecasted values before applying any correction in black 





FIGURE 5.2.10: TOTAL ERRORS BETWEEN REAL VALUES AND FORECASTED VALUES 
FOR OCTOBER 02 (%) 
Errors before applying any correction appear in green and errors after correction in red. We can 
see also monthly average error before correction in blue, and after correction in black. 
 
We have just seen that the method carried out achieves a good reduction of the total 
forecasting error for this particular case, i.e., for the WPG data vector chosen (vector “B”). The 














5.3. TESTING THE NEW FORECASTING METHOD WITH DIFFERENT WPG VECTORS 
 
 
As commented in other sections, WPG data vectors provided have got errors due to a failure of 
the system during the recording of the data. Because of that, the accuracy of the WPG 
forecasting depends on which vector is used to do the forecasting. The WPG forecasting error 
obtained (with the best forecasting method) varies immensely, from a range that covers from 
26.3370% to 542.1257%. After studying each vector provided, the best results were obtained 
with the vector used before (vector “B”). We are going to test the new forecasting method with 
the other two vectors that give the best results. 
First of all, forecasting will be carried out recalculating all the regression coefficients, i.e., load 
daily average coefficients and load oscillations coefficients. For each one of the new WPG 
vectors, new regression coefficients are recalculated trying to minimize the sum of the quadratic 
errors for each case. 
After analyzing the results obtained, forecasting will be implemented again, but now 
recalculating only load oscillations coefficients, and maintaining load daily average coefficients 
that were obtained when forecasting vector “B”. As we have seen in (5.2.1), these regression 

















5.3.1. TEST 1 WITH VECTOR “C” 
 
When forecasting this new WPG vector, created after the addition of 10 scrolled WPG data 
series, the best forecasting error reaches the value of 33.1755%, and it is obtained with the AR 
method described in FIGURE 3.4.3. 
After applying any correction, the forecasting of this scenario gives the following error results: 
 
 Average Error (%) Maximum Error (%) 
March 02 7.9162 37.6276 
April 02 6.7190 51.2335 
May 02 7.1569 50.3199 
June 02 6.4838 34.7528 
July 02 4.0896 14.8588 
August 02 3.4510 20.0093 
September 02 4.3063 24.0126 
October 02 3.7669 21.2714 
November 02 5.5378 34.1632 
December 02 5.8973 30.8282 
January 03 7.4927 37.0708 
February 03 5.4647 25.3412 
   
Mean 5.6902 31.7908 
TABLE 5.3.1.1: FORECASTING ERRORS WITHOUT APPLYING ANY CORRECTION. WPG 
VECTOR “C” 
 
As we see, mean of monthly average errors obtained exceeds allowed limits (5.6902% is higher 











First of all, the forecast will be carried out recalculating all the regression coefficients, i.e., load 
daily average coefficients and load oscillations coefficients. New regression coefficients are 
obtained again in order to minimize the sum of the quadratic errors. 
Once the new method is developed and tested, we show in the following table the forecasting 
errors obtained: 
                                                                                                           
 Average Error (%) Maximum Error (%) 
March 02 6.0867 34.1010 
April 02 4.8994 33.9197 
May 02 4.6652 50.3199 
June 02 5.2833 34.7528 
July 02 3.0516 16.7375 
August 02 2.8097 14.0577 
September 02 3.2024 14.5893 
October 02 2.4731 16.1432 
November 02 4.4278 27.8596 
December 02 5.2909 24.8333 
January 03 5.1652 26.0481 
February 03 3.2060 19.3974 
   
Mean 4.2134 26.0633 
TABLE 5.3.1.2: FORECASTING ERRORS AFTER ADDING WPG AS A REGRESSION 
VARIABLE. WPG VECTOR “C” 
 
Obtained values for all load daily average regression coefficients are shown in APPENDIX B. 
As we can see, monthly average error has been reduced for each month taken into account. 
Mean of monthly average errors has an initial value of 5.6902% and it decreases until reaching 
a value of 4.2134% after applying the correction method. Because of that, the forecasting 










After getting these satisfactory results, forecasting method will be implemented recalculating 
only load oscillations coefficients, and maintaining the load daily average coefficients that were 
obtained when forecasting vector “B”. 
 
 Average Error (%) 
March 02 13.8724 
April 02 11.6034 
May 02 25.3910 
June 02 34.4057 
July 02 4.9093 
August 02 4.7454 
September 02 6.2184 
October 02 6.9015 
November 02 7.1234 
December 02 279.0330 
January 03 10.9008 
February 03 347.3718 
  
Mean 62.7064 
TABLE 5.3.1.3: FORECASTING ERRORS AFTER ADDING WPG AS A REGRESSION 
VARIABLE. WPG VECTOR “C”, LOAD DAILY AVERAGE COEFFICIENTS FROM VECTOR 
“B” 
 
Average levels have suffered a high increase with regard to the values obtained if all the 
regression coefficients are recalculated. Mean of monthly average errors reaches a value of 













5.3.2. TEST 2 WITH VECTOR “D” 
 
When forecasting this new WPG vector, created after the addition of 10 scrolled WPG data 
series, the best forecasting error reaches the value of 34.7326%, and it is obtained with the AR 
method described in FIGURE 3.4.3. 
After applying any correction, the forecasting of this scenario gives the following error results: 
 
 Average Error (%) Maximum Error (%) 
March 02 8.2756 33.1281 
April 02 6.7437 48.6533 
May 02 7.2052 54.2415 
June 02 6.0136 35.6169 
July 02 3.9029 19.2599 
August 02 3.3462 17.4177 
September 02 3.9606 18.1891 
October 02 3.4617 20.2813 
November 02 4.9306 32.6357 
December 02 5.7967 33.4309 
January 03 7.5815 40.2855 
February 03 5.8578 24.6420 
   
Mean 5.5897 31.4818 
TABLE 5.3.2.1: FORECASTING ERRORS WITHOUT APPLYING ANY CORRECTION. WPG 
VECTOR “D” 
 
As we see, mean of monthly average error obtained exceeds allowed limits (5.5897% is higher 











First of all, the forecast will be carried out recalculating all the regression coefficients, i.e., load 
daily average coefficients and load oscillations coefficients. New regression coefficients are 
obtained again in order to minimize the sum of the quadratic errors. 
Once the new method is developed and tested, we show in the following table the forecasting 
errors obtained: 
 
 Average Error (%) Maximum Error (%) 
March 02 5.8410 35.2435 
April 02 4.6784 34.8223 
May 02 4.0651 54.2415 
June 02 5.2549 29.4590 
July 02 2.4103 15.1100 
August 02 2.3301 11.0644 
September 02 3.0324 14.2133 
October 02 2.2761 14.9452 
November 02 3.6219 25.8778 
December 02 4.8464 27.9175 
January 03 4.8097 31.5257 
February 03 2.8734 15.4874 
   
Mean 3.8366 25.8256 
TABLE 5.3.2.2: FORECASTING ERRORS AFTER ADDING WPG AS A REGRESSION 
VARIABLE. WPG VECTOR “D” 
 
Obtained values for all load daily average regression coefficients are shown in APPENDIX C. 
As we can see, monthly average error has been reduced for each month taken into account. 
Mean of monthly average errors has an initial value of 5.5897% and it decreases until reaching 
a value of 3.8366% after applying the correction method. Because of that, the forecasting 











After getting these satisfactory results, forecasting method will be implemented recalculating 
only load oscillations coefficients, and maintaining the load daily average coefficients that were 
obtained when forecasting vector “B”. 
 
 Average Error (%) 
March 02 12.7807 
April 02 13.0740 
May 02 16.0440 
June 02 74.6155 
July 02 5.5279 
August 02 4.4385 
September 02 10.6694 
October 02 6.0344 
November 02 13.4365 
December 02 295.3852 
January 03 8.4500 
February 03 244.0731 
  
Mean 58.7108 
TABLE 5.3.2.3: FORECASTING ERRORS AFTER ADDING WPG AS A REGRESSION 
VARIABLE. WPG VECTOR “D”, LOAD DAILY AVERAGE COEFFICIENTS FROM VECTOR 
“B” 
 
Average levels have suffered a high increase with regard to the values obtained if all the 
regression coefficients are recalculated. Mean monthly average error reaches a value of 













5.3.3. ANALYSIS OF RESULTS OBTAINED 
 
As we see, the method developed in this section is capable to cope with the presence of the 
disturbance introduced by WPG, when regression coefficients are recalculated for each WPG 
vector that is taken into account to disturb the scenario. The method can reduce forecasting 
errors obtained until reaching permitted levels. It works properly with the three different WPG 
vectors tested. 
But if the implemented method recalculates only load oscillations coefficients, maintaining the 
load daily average coefficients that were obtained when forecasting another WPG vector (in our 
case vector “B”), forecasting errors suffer a high increase. This is absolutely logical, after 
studying regression coefficients obtained for each WPG vector (see TABLE 8.1.9, TABLE 8.2.1 
and TABLE 8.3.1). It has its explanation in the fact that regression coefficients values obtained 
when forecasting load daily average vary immensely from one vector to another. If they were 
more similar, then regression coefficients obtained from a WPG vector would be useful to 
forecast any scenario, regardless of whether the WPG vector used to disturb the scenario was 




















The forecasting model developed for a non-disturbed scenario, without taking into account the 
presence of WPG, was not working properly applied to a scenario disturbed with WPG. 
Along this work we have tried to find a model that could improve the load forecasting average 
error carried out with a looking ahead-time of 24 hours, for a mixed scenario with uncertain 
WPG and load. 
Two methods were carried out to minimize the effects of the errors derived from high levels of 
WPG penetration. 
Our goal was finding a way to counteract the effect of WPG and, in this way, minimize load 
forecasting error. 
The first method developed, called in this paper Model 1, could not reduce the initial forecasting 
error, or it reduced it but minimally. After getting forecasting results that were not better than 
original values, the use of this method in order to reduce the error had to be discarded. 
 
The second method carried out, called Model 2, is based on adding to the load forecasting 
method other regression variables or parameters. These new regression variables consist of 
different values of WPG, added to those that we already had for daily average load forecasting. 
Those new included parameters are average, maximum and minimum daily WPG values, for 
the forecasted day and for its previous day. It means that six new regression variables are 
added to the daily average load forecasting method and, therefore, six new regression 
coefficients have to be calculated. The method developed is capable to cope with the presence 
of the disturbance introduced by WPG, reducing forecasting errors obtained until reaching 
permitted levels. It works properly with different disturbing WPG vectors. Best results obtained 
can reduce forecasting errors from an initial 4.8727% to a final value of 3.5421%, comparable to 
the results obtained for most of the scientific papers consulted. 
 
For a near future, the wind power penetration increase will make necessary the development of 
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8.1. APPENDIX A. REGRESSION COEFFICIENTS FOR VECTOR “B” 
 
 
 β0 β1 β2 β3 β4 β5 β6 β7 β8 
Mar 02 -0.0000 0.7567 -0.0528 -0.7293 0.2455 1.0138 -0.0867 -0.1617 0.0627 
Apr 02 -0.0000 0.9234 0.0842 -0.1589 0.3416 -0.0766 0.0479 -0.0188 -0.0661 
May 02 0.0000 0.1693 0.0181 0.0480 0.1572 0.2643 0.1403 0.2369 -0.0112 
Jun 02 0.0000 0.1438 -0.7523 1.1092 0.6158 -0.3912 -0.4476 -1.0768 1.3143 
Jul 02 0.0000 -0.0123 0.1604 -0.0239 0.1440 0.4181 0.4383 -0.1360 -0.0046 
Aug 02 0.0000 0.4444 -0.1009 0.6229 0.1752 0.0272 -0.2685 -0.0406 0.1732 
Sep 02 0.0000 0.7438 0.0824 0.2882 -0.1366 -0.0200 0.0353 -0.1280 0.1921 
Oct 02 0.0000 -0.0959 0.3278 -0.0675 0.4000 0.5905 -0.0306 -0.1051 -0.0438 
Nov 02 -0.0000 0.0569 0.8438 -0.0924 0.0768 0.6665 -0.5452 0.0119 0.0512 
Dec 02 0.0000 0.3862 -0.1182 0.5627 -0.3903 0.3540 0.0680 0.7851 -0.7344 
Jan 03 -0.0000 1.0702 0.4024 -0.0998 -0.4852 0.1492 0.1017 -0.2524 0.0168 
Feb 03 -0.0000 0.5727 0.2769 -0.2520 0.3022 -0.1771 -0.0082 0.0002 0.2355 
TABLE 8.1.1: REGRESSION COEFFICIENTS FOR LOAD OSCILLATIONS FORECASTING 
FOR MONDAYS 
 
 β0 β1 β2 β3 β4 β5 β6 β7 β8 
Mar 02 0.0000 0.6296 0.2981 0.3071 -0.4450 0.1764 -0.0018 0.0259 -0.0162 
Apr 02 0.0000 0.2149 -0.1818 0.0557 0.0841 0.5497 -0.1756 0.1103 0.2984 
May 02 -0.0000 0.4884 -0.0100 -0.3564 0.1612 0.4179 0.4922 -0.3033 0.0666 
Jun 02 0.0000 -0.1340 0.2595 0.0032 -0.2533 0.1476 0.2833 0.6163 0.1074 
Jul 02 -0.0000 0.2746 -0.0350 0.2547 0.0662 0.0361 0.0960 0.2380 -0.0160 
Aug 02 -0.0000 0.6543 0.2457 -0.1290 0.3723 -0.2335 0.0081 -0.2530 0.2776 
Sep 02 -0.0000 0.7523 0.4111 -0.0818 0.0968 -0.0533 0.0480 -0.2816 0.0990 
Oct 02 -0.0000 0.7042 -0.0156 0.1437 -0.1969 0.3326 -0.1115 0.1423 -0.0172 
Nov 02 0.0000 0.1841 0.2516 0.0483 0.5671 0.0587 -0.1732 0.1265 0.0037 
Dec 02 0.0000 1.0054 0.4492 -0.1827 -0.1873 0.3307 -0.3615 -0.2446 0.1749 
Jan 03 -0.0000 -0.0076 0.6657 0.5908 -0.1529 -0.2476 -0.0854 0.1196 0.0577 
Feb 03 0.0000 0.3056 0.1635 -0.4200 0.5786 -0.3154 0.5948 0.0544 0.0782 







 β0 β1 β2 β3 β4 β5 β6 β7 β8 
Mar 02 -0.0000 0.5218 0.6383 -0.2190 -0.3630 0.4036 0.1297 -0.1011 -0.0598 
Apr 02 -0.0000 0.8483 0.1797 -0.1111 -0.2246 0.2794 0.0336 0.1126 -0.1571 
May 02 0.0000 0.0388 0.0543 -0.0754 1.0428 -0.0018 -0.1979 0.0580 0.0179 
Jun 02 -0.0000 0.6828 -0.1773 0.0005 0.0219 0.2799 0.0152 0.2595 -0.1348 
Jul 02 -0.0000 0.3703 0.1430 0.0828 0.3269 0.0934 -0.0405 0.1623 -0.1318 
Aug 02 -0.0000 0.1948 0.6486 0.1947 0.1764 -0.2235 -0.0271 -0.1290 0.1525 
Sep 02 0.0000 0.6792 0.0623 0.3012 0.6516 -0.5863 0.1659 -0.3703 0.1529 
Oct 02 -0.0000 0.3846 0.3762 -0.0363 0.0513 0.0440 0.2121 0.0191 -0.0860 
Nov 02 -0.0000 0.2318 0.4808 -0.0554 0.6922 0.0794 -0.7370 -0.2758 0.6505 
Dec 02 -0.0000 0.3644 0.8044 0.8329 0.0806 -0.6889 0.0353 -0.4081 -0.1451 
Jan 03 0.0000 0.7264 0.2089 -0.0864 0.1334 0.2368 -0.1743 0.0595 -0.1486 
Feb 03 -0.0000 0.3612 0.7671 0.2487 -0.1881 0.2525 -0.3171 -0.1544 0.0558 




 β0 β1 β2 β3 β4 β5 β6 β7 β8 
Mar 02 -0.0000 0.8130 -0.2633 0.3528 0.1295 -0.0734 -0.0215 0.1368 -0.1352 
Apr 02 0.0000 1.1424 -0.1313 -0.5124 0.1642 -0.4060 -0.0643 -0.3673 1.0616 
May 02 0.0000 0.1818 -0.5471 1.7731 0.0715 -0.8775 -0.0553 0.2194 -0.1158 
Jun 02 0.0000 0.6874 -0.0878 0.0776 0.2415 -0.1673 0.0034 0.0469 0.1939 
Jul 02 0.0000 0.4885 -0.0593 0.1686 -0.0931 0.0140 0.1573 0.1177 0.2635 
Aug 02 0.0000 1.0859 -0.7262 0.4769 0.0105 0.0889 -0.0561 0.0476 -0.1296 
Sep 02 0.0000 0.1880 0.2920 -0.0094 0.5817 0.1054 -0.0281 -0.1117 -0.0329 
Oct 02 0.0000 0.3124 0.2113 0.1690 0.3009 -0.1346 0.2715 -0.0367 -0.0771 
Nov 02 0.0000 0.5616 0.0961 0.1284 0.0511 -0.1027 0.1435 -0.0727 0.1923 
Dec 02 -0.0000 0.2378 -0.2132 0.4043 -0.0319 0.0061 0.7089 0.1666 -0.3079 
Jan 03 0.0000 -0.3705 0.5138 -0.1209 0.2286 0.7923 -0.4990 0.1363 0.3791 
Feb 03 -0.0000 0.1609 0.3307 -0.1204 0.0919 0.1520 0.5635 0.1482 -0.3418 










 β0 β1 β2 β3 β4 β5 β6 β7 β8 
Mar 02 0.0000 1.4260 -0.4178 -0.5670 0.3301 -0.0868 -0.1389 0.2107 0.0320 
Apr 02 0.0000 0.1571 0.3034 0.6758 -0.3236 0.2412 -0.1326 0.0023 0.0634 
May 02 -0.0000 0.2791 0.0698 0.0171 0.6289 -0.2338 -0.0307 0.0250 0.1935 
Jun 02 -0.0000 0.1696 0.2943 0.1717 0.0349 0.0835 0.3225 0.0786 -0.0839 
Jul 02 -0.0000 0.1601 0.6130 0.2054 -0.1830 0.1468 -0.1254 -0.0605 0.2544 
Aug 02 -0.0000 0.6041 -0.0519 0.4564 0.2537 -0.2832 -0.0664 -0.0566 0.1548 
Sep 02 -0.0000 0.2661 0.1153 0.2059 0.1146 0.4957 -0.3159 0.0788 0.0428 
Oct 02 -0.0000 0.5670 -0.1405 -0.2724 0.3221 0.4069 -0.0293 0.5256 -0.4160 
Nov 02 0.0000 0.6116 -0.2635 0.5608 0.7745 -0.4691 -0.1958 -0.1268 -0.1582 
Dec 02 0.0000 0.3487 0.1350 -0.1421 0.5514 -0.2282 0.2903 -0.0087 0.0544 
Jan 03 0.0000 0.3512 -0.0623 0.4003 -0.3183 0.4706 0.0836 -0.1473 0.2835 
Feb 03 -0.0000 0.1655 0.0902 0.3797 -0.0305 -0.4125 0.5320 0.1113 0.1141 





 β0 β1 β2 β3 β4 β5 
Mar 02 -0.0000 -0.1470 0.5792 0.1865 0.0411 0.1909 
Apr 02 -0.0000 0.4429 0.0671 -0.2512 0.3457 0.4048 
May 02 0.0000 -0.0070 0.8124 0.0189 -0.0183 0.1019 
Jun 02 -0.0000 0.0278 0.2778 0.1956 0.4127 0.0725 
Jul 02 -0.0000 0.0631 0.1073 0.3636 0.1378 0.1519 
Aug 02 0.0000 0.2128 0.2314 0.1660 0.0664 0.3498 
Sep 02 0.0000 -0.0541 0.5527 0.2728 0.3027 -0.0024 
Oct 02 -0.0000 0.2337 0.2319 0.4323 0.0629 0.1404 
Nov 02 -0.0000 0.3627 0.3421 0.1839 0.1307 0.1542 
Dec 02 0.0000 0.1515 0.5107 -0.0382 0.3467 0.0298 
Jan 03 0.0000 0.1921 -0.0988 0.3765 0.6510 -0.0922 
Feb 03 -0.0000 -0.0996 0.8458 0.1675 -0.0076 0.0664 









 β0 β1 β2 β3 β4 β5 
Mar 02 0.0000 0.7045 0.5017 0.2171 -0.5283 0.1740 
Apr 02 0.0000 0.6438 -0.0750 0.1974 0.1625 0.0097 
May 02 -0.0000 0.1628 0.2107 0.2864 0.2668 -0.0187 
Jun 02 -0.0000 0.0577 0.2209 0.0936 -0.0634 0.6366 
Jul 02 -0.0000 0.0038 0.1891 0.4374 0.1243 0.2267 
Aug 02 0.0000 0.1815 0.3600 -0.0447 0.2509 0.1427 
Sep 02 -0.0000 0.2959 0.1786 0.4271 0.0361 0.2301 
Oct 02 0.0000 0.0729 0.6995 0.2396 -0.0321 0.0134 
Nov 02 -0.0000 0.2218 0.9117 -0.2371 0.3980 -0.0898 
Dec 02 0.0000 0.0722 0.2641 0.2381 0.5019 -0.0648 
Jan 03 0.0000 0.5764 0.6710 -0.7932 0.4384 0.1901 
Feb 03 -0.0000 0.1993 0.5997 -0.0160 0.1141 0.0795 





 β0 β1 β2 β3 β4 
Mar 02 -0.0000 1.0500 0.0512 0.4355 -0.4732 
Apr 02 -0.0000 0.9870 -0.0489 -0.0057 0.0237 
May 02 0.0000 0.0450 0.5523 0.2450 -0.0675 
Jun 02 -0.0000 0.7719 0.6166 0.6835 -0.9984 
Jul 02 0 0 0 0 0 
Aug 02 0.0000 0.2533 0.1224 0.8340 -0.5556 
Sep 02 0 0 0 0 0 
Oct 02 0 0 0 0 0 
Nov 02 0.0000 0.8444 -0.4013 1.0189 -0.5616 
Dec 02 -0.0000 1.8495 -1.0081 -0.7667 0.9134 
Jan 03 -0.0000 1.3489 0.4722 -0.2724 -0.7485 
Feb 03 0 0 0 0 0 










 β0 β1 β2 β3 β4 β5 β6 
March 02 26.8519 -1.3372 0.2892 -0.4764 0.5279 1.6424 -1.2911 
April 02 13.2004 0.5656 -0.2160 -0.9395    0.3051 1.2285 -0.9921 
May 02 2.1067 -0.1270 0.2238 0.2352 -0.0196 -2.7188 1.7728 
June 02 -2.3507 -2.1419 1.9460 -1.0566 0.1191 2.7923 -1.1481 
July 02 2.1731 0.4564 -0.0805 -0.8151 0.2876 2.4389 -1.1242 
August 02 5.9539 2.0709 -0.9918 -0.8926 0.2079 1.1547 -0.4820 
September 02 -10.1697 -0.2919 0.0225 -0.3199 0.2568 1.3077 -0.2455 
October 02 -9.0515 0.3239 -0.0773 -0.1157 0.0851 0.9851 -0.5605 
November 02 26.9891 1.2096 -2.5438 -0.7125 0.2680 0.4097 0.1072 
December 02 7.0847 0.2181 -3.0327 0.6577 0.5925 0.2296 -0.4995 
January 03 60.7428 -0.7389 -0.1749 0.6163 0.0082 -3.1887 1.0109 
February 03 70.9496 -1.7401 -1.3740 1.7691 -0.2340 2.1888 -1.9099 
                                         
 β7 β8 β9 β10 β11 β12 β13 
March 02 -0.1498 0.2580 -2.3573 1.6096 0.8210 -7.4819 2.0275 
April 02 -0.8795 -0.0188 1.4023 -0.1296 -0.5096 4.0986 -1.4237 
May 02 0.7084 0.0240 1.9667 -0.7248 -0.3519 -2.4285 0.4629 
June 02 -1.7682 -0.1220    3.5310 -1.1538 -1.1586 1.1671 -0.9676 
July 02 -1.0732 -0.1419 0.9575 0.1590 -0.0984 -3.1728 0.2511 
August 02 -0.3691 0.5072    -0.2458 0.3773 -0.0627 0.3729 -1.6902 
September 02 -0.2917 -0.1756    0.6607 0.6990 -0.3023 -1.8142 -0.3798 
October 02 0.0824 0.4508 -0.2009 0.3709 0.2542 -5.1853 0.7288 
November 02 -0.4386 -0.2007 0.9093 0.0812 0.2706 -3.8746 0.8422 
December 02 -1.2230 0.3821 0.2515 0.2987 0.0101 2.3622 -0.6022 
January 03 0.6919 0.1249 -1.1995 1.2423 0.3107 1.3715 -2.3626 
February 03 -1.2289 0.2146 2.1503 -0.9664 -0.3240 -4.8008 2.7043 
                                                             
 β14 β15 β16 β17 β18 
March 02 2.4044 0.4137 1.2296 1.0808 -0.0946 
April 02 -3.5140 -1.3830 0.7527 0.0072 -0.0480 
May 02 -0.4059 0.4040 0.2486 0.3683 -0.5881 
June 02 -2.2292 5.0741 -0.9657 -3.7489 1.1359 
July 02 -0.5200 2.0152 -0.8118 0.7340 -0.0309 
August 02 0.5561 0.4263 0.1930 0.1516 -0.3097 
September 02 -1.2136 4.2429 -1.0048 -0.9987 -0.3236 
October 02 2.3129 -1.2009 2.0734 2.1876 0.3987 
November 02 -0.1474 2.9340 -0.8577 -0.1436 -0.5361 
December 02 -1.2837 -4.8909 3.2244 0.9230 -1.0994 
January 03 -0.8265 -0.2671 0.3535 1.2461 -0.0980 
February 03 -0.6464 5.0239 -2.6561 -3.5628 -0.9769 
TABLE 8.1.9: REGRESSION COEFFICIENTS FOR LOAD DAILY AVERAGE 






8.2. APPENDIX B. REGRESSION COEFFICIENTS FOR VECTOR “C” 
 
 β0 β1 β2 β3 β4 β5 β6 
March 02 53.1467 -1.4314 0.5596 0.7107 0.1023 0.8012 -1.1701 
April 02 33.0850 2.1007 -1.0198 -2.0527 0.1780 0.7450 -0.8487 
May 02 22.9022 -2.6378 1.5931 0.7871 -0.0265 -0.0518 0.0476 
June 02 14.7994 -0.3902 0.7102 -0.6213 -0.1950 0.0332 0.3313 
July 02 12.3565 2.1128 -1.2251 -1.1685 0.2857 3.4688 -1.7156 
August 02 2.6322 1.8026 -0.9923 -0.7797 -0.0000 2.2015 -0.4907 
September 02 -8.3870 2.5263 -0.7500 -0.9273 -0.0439 2.2172 -0.8212 
October 02 18.8847 -0.2345 -0.1248 0.2441 -0.1104 -0.7268 0.2727 
November 02 24.4434 1.8102 -1.8502 -0.9700 0.2921 0.7116 -0.8916 
December 02 56.2895 -2.7067 -1.0313 2.3848 0.3572 -3.2886 0.5028 
January 03 119.8402 -1.2483 -1.0397 0.2775 -0.3342 -1.9572 -0.1158 
February 03 36.5610 0.8307    -1.0434   -0.2342 0.1761 0.4925 -0.6611 
           
 β7 β8 β9 β10 β11 β12 β13 
March 02 -0.7157 0.3160 0.7161 -0.5921 0.2173 -2.6228 0.1020 
April 02 -0.0516 0.2342 -0.5380 0.6500 0.2889 -1.2472 -0.2761 
May 02 0.2286 -0.4421 0.0242 0.0362 1.0968 2.2606 -1.6129 
June 02 -0.6817 -0.6742 1.2797 0.3829 0.1707 1.0548 -1.3762 
July 02 -1.4616 -0.2902 1.3477 0.1520 -0.4607 -2.8156 -0.5827 
August 02 -0.9319 0.3733 0.8036 -0.1186 -0.3261 -2.6395 -0.1757 
September 02 -0.5191 -0.1451 0.4110 0.8364 -0.2960 -0.8827 -0.8613 
October 02 0.0866 -0.2895 0.2285 0.9226 0.1594 -0.3304 -1.2262 
November 02 -0.5288 -0.3587 1.2927 0.0763 -0.0812 -4.8553 1.4624 
December 02 1.4726 0.5131 0.2141 -0.1315 -0.0974 -4.2367 1.5596 
January 03 2.0083 -0.0268 -0.8641    1.3284 -0.2421 -1.0448 -0.8382 
February 03 -1.0154 -0.2436 2.5967 -1.4366 -0.3432 -14.1765 7.8455    
                                                                                                                                                             
 β14 β15 β16 β17 β18 
March 02 0.0548 1.5744 -0.5053 0.0694 -0.3931 
April 02 -0.5865 -0.7186 1.2595 0.4528 -0.5020 
May 02 -2.6165 0.8413 0.4139 -0.5566 -0.3749 
June 02 -1.0878 -1.5115 0.4039 1.7345 0.7327 
July 02 0.1010 5.3024 -0.9530 -2.4892 0.3313 
August 02 -0.8607 5.0693 -0.5350 -3.5811 -0.2090 
September 02 -1.4802 4.2460 -0.9110 -2.4961 -0.1057 
October 02 0.7966 -0.5572 -0.2441 1.5701 -0.0938 
November 02 1.1129 2.5267 -0.3474 -0.8706 -0.0497 
December 02 1.2279 2.5856 -0.3104 -1.5327 0.0062 
January 03 -1.0517 2.1535 0.0288 -0.8083 1.0746 
February 03 4.2772 4.3397 -1.1330 -1.6809 -0.6104 
TABLE 8.2.1: REGRESSION COEFFICIENTS FOR LOAD DAILY AVERAGE 





8.3. APPENDIX C. REGRESSION COEFFICIENTS FOR VECTOR “D” 
 
 β0 β1 β2 β3 β4 β5 β6 
March 02 65.3298 -1.4417 0.8676 0.4470 -0.0219 -0.0541 -0.7781 
April 02 28.3366 2.7491 -1.3298 -2.6137 0.2047 0.9299 -0.7961 
May 02 14.8109 0.0307 0.0281 0.3675 0.0264 0.3270 -0.0938 
June 02 4.0321 -0.8704 1.2025 -0.6992 -0.1773 -0.0229 0.4567 
July 02 -1.3834 1.3318 -1.0143 0.0300 0.3075 0.8564 -0.4229 
August 02 5.7723 1.1905 -0.7050 -0.4189 0.0657 2.8459 -1.1114 
September 02 1.7086 0.5462 -0.1953 -0.6516 -0.0453 1.6420 -0.4987 
October 02 -1.7511 -0.0662 0.1062 0.1639 0.0473 0.7684 -0.7054 
November 02 7.1901 2.2639 -1.1108 -1.1618 0.4254 1.0108 -1.6327 
December 02 59.6596 -2.6276 -0.3487 1.9310 0.2446 -1.8843   -0.0836 
January 03 75.7976 0.7175 -0.4248    -1.7306 -0.0927 -0.7067 -0.6013 
February 03 89.6101 -0.7750 -1.5744 1.4940 -0.2527 -0.1949 -1.5887 
                   
 β7 β8 β9 β10 β11 β12 β13 
March 02 -0.4986 0.2124 0.0206 -0.4121 0.8241 -1.6852 -0.3787 
April 02 -0.0739 0.2128 -0.7041 0.7572 0.3875 -2.9902 0.6211 
May 02 0.2215 -0.4034 0.7452 -0.1726 0.4947 -0.6564 0.0395 
June 02 -0.5398 -0.7043 1.8422 0.0442 -0.0906 -4.6687 1.9633 
July 02 -0.0709 -0.0382 0.9884 -0.0283 -0.1509 -4.6550 0.8314 
August 02 -1.2958 0.3397 0.6316 0.0687 -0.3142 0.1179 -1.3084 
September 02 -0.5688 -0.0029 0.3815 0.3248 0.2707 -1.2137 -0.2994 
October 02 0.1067 0.3347 -0.1540 0.7162 0.0712 1.3340 -1.6004 
November 02 -0.5145 -0.1016 1.8030 -0.5354 -0.1997 -3.3625 0.9986 
December 02 0.7103 0.3572 0.5099 -0.1220 -0.2539 2.3240 -1.7909 
January 03 0.8375 0.1412 -1.3176 1.4235 0.0884 3.3357 -2.7387 
February 03 -0.0281 0.2633 2.4567 -0.9974 -0.9452 -2.1047 0.8753 
 
 β14 β15 β16 β17 β18 
March 02 0.0506 1.0266 -0.6103 0.1689 -0.3811 
April 02 0.7746 -0.8437 0.9594 0.4909 -0.4032 
May 02 -1.6023 0.9033 -0.1945 0.3932 -1.2054 
June 02 1.1832 2.1800 -0.5616 -1.1837 0.6615 
July 02 1.1257 2.3120 0.1426 -1.0713 0.5740 
August 02 -1.4101 2.2620 -0.2326 -1.4089 -0.1638 
September 02 -1.3173 1.1380 0.5819 -0.8257 -0.0440 
October 02 0.0131 -1.2369 0.1481 1.9086 0.3441 
November 02 0.2754 3.7703 -1.5789 -1.1734 -0.1490 
December 02 -1.9112 1.6315 -0.2319 -1.1388 0.5094 
January 03 -2.6506 -0.2421 0.8326 0.1610 -0.0186 
February 03 -0.3955 2.0583 -0.4540 -1.2956 0.9103 
TABLE 8.3.1: REGRESSION COEFFICIENTS FOR LOAD DAILY AVERAGE 
FORECASTING. WPG VECTOR “D” 
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