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LARGE-SCALE REGULARITY OF NEARLY INCOMPRESSIBLE
ELASTICITY IN STOCHASTIC HOMOGENIZATION
SHU GU AND JINPING ZHUGE
Abstract. In this paper, we systematically study the regularity theory of the
linear system of nearly incompressible elasticity. In the setting of stochastic ho-
mogenization, we develop new techniques to establish the large-scale estimates of
displacement and pressure, which are uniform in both the scale parameter and
the incompressibility parameter. In particular, we obtain the boundary estimates
in a new class of Lipschitz domains whose boundaries are smooth at large scales
and bumpy at small scales.
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1. Introduction
1.1. Motivations. The system of linear elasticity for a homogeneous isotropic ma-
terial is called Lame´ system given by
µ∆u+ (µ+ λ)∇(∇ · u) = F, (1.1)
where the vector-valued function u = (u1, u2, · · · , ud) represents the displacement
field in equilibrium state, and the scalar constants µ and λ are usually referred as
Lame´’s first and second parameters. In terms of the modulus of elasticity E and
Poisson ratio ν (−1 < ν < 1
2
), one has
µ =
E
2(1 + ν)
, λ =
Eν
(1 + ν)(1− 2ν) .
The quantity 2
3
µ + λ = 1
3
E/(1 − 2ν) is called the bulk modulus, which measures
the compressibility. A material tends to be incompressible, if the bulk modulus
2
is large, or equivalently, if the Poisson ratio ν is close to 1
2
. The endpoint ν = 1
2
corresponds to the incompressible materials and reduces the system into a Stokes
system. In the real world, all materials are more or less compressible, while the
Poisson ratio for some materials could be very close to 1
2
. For example, the typical
nearly incompressible material, natural rubber, has a Poisson ratio of 0.4999 [33].
Due to many applications of nearly incompressible materials in engineering, the
Lame´ system (1.1) with large λ has been studied extensively in physics and numerical
analysis (see, e.g., [39, 24, 40, 31, 23, 32, 13] and references therein). However, to
the best of the authors’ knowledge, only sparse results are known on the theoretical
analysis of the nearly incompressible elasticity.
In this paper, we study the system of linear elasticity for inhomogeneous, anisotropic,
nearly incompressible materials [35, 26]. Precisely, let D ⊂ Rd be a bounded do-
main occupied by a material body and consider the system with Dirichlet boundary
condition {∇ · (A(x)∇u) +∇(λ(x)∇ · u) = F in D,
u = f on ∂D,
(1.2)
where A(·) = (aαβij (·)) : Rd 7→ Rd2×d2 is a tensor-valued function and λ(·) : Rd 7→
[0,∞) is a scalar function. We point out that λ(·) plays a role, similar as Lame´’s
second parameter or bulk modulus, in measuring the incompressibility of the mate-
rial.
Our primary hypothesis for the coefficients A and λ (measurable and determinis-
tic) are as follows:
• Ellipticity condition: there exists a fixed constant Λ > 0 so that
Λ−1|ξ|2 ≤ aαβij (x)ξαi ξβj ≤ Λ|ξ|2 for any x ∈ Rd, ξ ∈ Rd×d. (1.3)
(The Einstein summation convention will be used throughout the paper.)
• Symmetry condition:
aαβij = a
βα
ji for any 1 ≤ i, j, α, β ≤ d. (1.4)
• Compressibility condition: there is a constant λ0 ≥ 0 so that
λ0 ≤ λ(x) ≤ λ0 + Λ. (1.5)
Note that (1.3) and (1.4) are the usual ellipticity and symmetry conditions for the
system of elasticity. However, the “incompressibility parameter” λ0 in the compress-
ibility condition (1.5) is allowed to be arbitrarily large which makes the system (1.2)
very ill-conditioned. In this paper, we are interested in the uniform regularity of the
solutions that are independent of λ0.
Observe that the upper bound of (1.5) also implies that the oscillation of λ is
bounded by a fixed constant Λ, though its magnitude could be arbitrarily large.
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This assumption is purely technical but crucial for our analysis, because it allows us
to reduce (1.2) to a simpler situation. Indeed, we may write λ(x) = λ0 + b(x) and
∇ · (A(x)∇u) +∇(λ(x)∇ · u) =
[
∇ · (A(x)∇u) +∇(b(x)∇ · u)
]
+∇(λ0∇ · u)
= ∇ · (A˜(x)∇u) +∇(λ0∇ · u),
(1.6)
where A˜ = (a˜αβij ) is defined by
a˜αβij (x) = a
αβ
ij (x) + b(x)δ
α
i δ
β
j . (1.7)
Clearly, A˜ still satisfies the ellipticity and symmetry conditions. Hence, without
loss of generality, we may simply assume λ ≥ 0 is constant and concentrate on the
following Dirichlet boundary value problem{∇ · (A(x)∇uλ) + λ∇(∇ · uλ) = F in D,
uλ = f on ∂D,
(1.8)
where A satisfies (1.3) and (1.4) and λ ≥ 0 is an arbitrary constant.
1.2. General regularity theory. Nowadays, the regularity theory for elliptic equa-
tion/system and Stokes system has been well-understood. The system (1.8) can be
viewed as an intermediate state between elliptic system and Stokes system. Intu-
itively, the uniform regularity should be expected thanks to the fine regularity of
the endpoint systems. However, the regularity for (1.8) uniform in λ seems to be
a mathematically different and harder problem, compared to the usual elliptic or
Stokes systems. For example, the fundamental Caccioppoli inequality for (1.8) does
not hold uniform in λ. Actually, if ∇ · (A(x)∇uλ) + λ∇(∇ · uλ) = 0 in B2r, we can
only show
−
ˆ
Br
|∇uλ|2 ≤ Cλ
r2
−
ˆ
B2r
|uλ|2. (1.9)
Note that λ, appearing in front of the L2 norm of uλ, makes the ienquality useless
in the study of the uniform regularity. Fortunately, we invent a novel variation of
(1.9), which will be called the generalized Caccioppoli inequality,
−
ˆ
Br
|∇uλ|2 ≤ C
r2
−
ˆ
B2r
|uλ|2 + C
r2
‖λ∇ · uλ −−
ˆ
B2r
λ∇ · uλ‖2H−1(B2r)
+ C sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
B2kr
λ∇ · uλ −−
ˆ
B2`r
λ∇ · uλ
∣∣∣∣2. (1.10)
We emphasize that, in (1.10) and all the estimates involved in this paper, λ is
harmless when it comes together with∇·uλ. As a whole, λ∇·uλ has obvious physical
and mathematical meaning, namely, the “pressure”. The additional structures with
the pressure in (1.10) gives a taste why the uniform regularity of (1.8) should be
expected, but meanwhile more complicated.
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The first part of this paper is devoted to the uniform regularity of (1.2) or (1.8)
in the non-homogenization setting without ε. Besides the energy estimates and
the generalized Caccippoli inequality mentioned above, our main tool to study the
uniform regularity for large λ is the following asymptotic expansion (also see [39])
uλ =
∞∑
k=0
λ−kvk in H1 and λ∇ · uλ − λ〈f〉D =
∞∑
k=0
λ−kpk in L2, (1.11)
where (vk, pk), k ≥ 0, are the solutions of certain λ-independent iterative Stokes
systems whose regularity are known (see Theorem 3.2), and 〈f〉D is a constant
defined in (3.2). In particular, the pair (uλ, λ∇ · uλ − λ〈f〉D), as λ→∞, converges
quantitatively to (v0, p0) which is the solution of a Stokes system
∇ · (A(x)∇v0) +∇p0 = F in D,
∇ · v0 = 〈f〉D in D,
v0 = f on ∂D.
The above asymptotic behavior of uλ provides us at least two approaches to study
the uniform regularity: (1) exploring the regularity for all (vk, pk) in (1.11); (2) a
real variable perturbation argument. It turns out these two approaches are effective
in different situations. For instance, the first approach is useful in Schauder estimate
(Theorem 3.8), while the second one is more efficient in Caldero´n-Zygmund estimate
(Theorem 3.10). These basic regularity estimates uniform in λ are of independent
interest and crucial for studying the uniform regularity in homogenization.
1.3. Regularity in homogenization. The larger part of this paper will be devoted
to the uniform regularity in stochastic homogenization. Recently, there have been
lots of interests in the uniform regularity in homogenization theory in either random
(e.g., [7, 2, 5, 3, 4, 17, 18, 34]) or deterministic settings (e.g., [8, 9, 28, 6, 20, 22]).
In particular, the uniform regularity for Stokes system in periodic homogenization
has been studied in [20, 21, 22, 41]. In this paper, we consider the system of nearly
incompressible elasticity in a bounded Lipschitz domain with an additional tiny
scale parameter ε > 0:
∇ · (Aε∇uελ) +∇(λε∇ · uελ) = 0 in D, (1.12)
where Aε(x) = A(x/ε), λε(x) = λ(x/ε) and the solution uελ depends both on ε
and λ0.
1 We are interested in the interior and boundary uniform estimates that
are independent of both ε ∈ (0, 1) and λ0 ∈ (0,∞). Notice that the expansion
(1.11) also applies to the system (1.12). Therefore, we expect to obtain the uniform
estimate for the system (1.12) by Theorem 3.2, as long as the same uniform estimate
holds for the Stokes system. This straightforward strategy actually works for the
W 1,p estimate with p ∈ (1,∞); see Theorem 3.4 for example (in periodic setting).
However, it fails for the Lipschitz estimate of uελ, due to the following two essential
1Without ambiguity, we write uελ, instead of u
ε
λ0
, for short.
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reasons: (1) Lipschitz estimate is optimal in homogenization. This means that it is
impossible to prove a higher regularity, say C1,α estimate, that implies the Lipschitz
estimates. (2) The L∞ estimate of the pressure (corresponding to the Lipschitz
estimate of uελ) is not preserved through the iterative Stokes system (3.8), since the
map pk−1 7→ pk is a singular integral which definitely is not bounded in L∞.
In this paper, we will make substantial modifications to the excess decay method
developed recently to establish the uniform Lipschitz and pressure estimates for
(1.12) in stochastic homogenization. Moreover, we generalize the large-scale bound-
ary estimates to a class of Lipschitz domains whose boundaries are “smooth” only
above ε-scale and could be very rough at or below ε-scale.
Before stating the main result, we first set up the random environment in quan-
titative homogenization theory. We will follow the approach developed recently in,
e.g., [7, 2, 5, 3], which is based on the natural stationarity and ergodicity assump-
tions on the coefficient fields. Precisely, denote the set of all the possible coefficient
fields by
Ω := {(A, λ) : Rd 7→ Rd2×d2 × R satisfying (1.3)− (1.5)}, (1.13)
which is endowed by a family of σ-algebras {FD}, where FD is the σ-algebra repre-
senting the information of the coefficient fields restricted in D, formally generated
by
FD := the σ-algebra generated by the random elements
(A, λ) 7→
( ˆ
Rd
aαβij (x)φ(x),
ˆ
Rd
λ(x)ψ(x)
)
, φ, ψ ∈ C∞0 (D), 1 ≤ i, j, α, β ≤ d.
Let F = FRd be the largest σ-algebra in the family {FD}. We further assume that
there is a probability measure P satisfying the following assumptions:
• Stationarity with respect to Zd-translations:
P ◦ Tz = P, where (Tz(A, λ))(x) = (A(x+ z), λ(x+ z)). (1.14)
• Unit range of dependence:
FD and FE are P-independent for every Borel
subset pair D, E ⊂ Rd satisfying dist(D,E) ≥ 1. (1.15)
Throughout this paper, we will use the following notation, which has been com-
monly used in many recent references, to control the size of a random variable. For
a random variable X : Ω→ [1,∞), we write X ≤ Os(θ) for some s > 0, θ > 0, if
E
[
exp
(
(X/θ)s
)]
≤ 2, (1.16)
where E[Y ] denotes the expectation of the random variable Y . Note that (1.16)
implies that, for any t ≥ 1,
P[X ≥ t] ≤ 2 exp((−t/θ)s). (1.17)
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Conversely, (1.17) implies X ≤ Os(21/sθ). As a convention, we write X ≤ Y +Os(θ)
if X − Y ≤ Os(θ).
Now we state the main theorem for the interior estimate.
Theorem 1.1. Let (Ω,F ,P) be as above. For any s ∈ (0, d) and λ0 ∈ [0,∞), there
exist a constant C0 = C0(s, d,Λ) and a random variable X = Xs,λ : Ω 7→ [1,∞)
satisfying
X ≤ Os(C0), (1.18)
such that if uελ ∈ H1(B2;Rd) is a weak solution of
∇ · (Aε∇uελ) +∇(λε∇ · uελ) = 0 in B2 = B2(0), (1.19)
then for any r ∈ [εX , 1], we have(
−
ˆ
Br
|∇uελ|2
)1/2
+
(  
Br
|λε∇·uελ−
 
B2
λε∇·uελ|2
)1/2
≤ C
(
−
ˆ
B2
|∇uελ|2
)1/2
, (1.20)
where Br = Br(0) and C depends only on s, d and Λ.
Before all else, we should emphasize that the nontrivial point of Theorem 1.1
is that the constants involved are independent of both ε and λ0. The first part
of (1.20) is called the large-scale Lipschitz estimate of the displacement. In other
words, the “average deformation” of the material at relatively large scales (r ≥ εX )
is controlled by the average deformation at macroscopic scale (r = 2). Particularly,
this guarantees the continuity of the material and no “cracks” will be seen at scales
greater than εX . Since there is no regularity assumption on the coefficients (A, λ),
we cannot expect any continuity for uελ at scales less than ε. The second part
of (1.20) is called the large-scale oscillation estimate of the pressure, which is an
exclusive feature of the system of elasticity or Stokes system. This particularly
implies that the “average pressure” at a relatively large scale (r ≥ εX ) has uniform
bounded oscillation, i.e.,∣∣∣∣ 
Br(x)
λε∇ · uελ −
 
Br(y)
λε∇ · uελ
∣∣∣∣ ≤ C(−ˆ
B2
|∇uελ|2
)1/2
,
for any x, y ∈ B1(0) and r ∈ [εX , 1]. If λ0 is large, this estimate actually implies that
the spatial change of ∇ · uελ is small as we expected for the nearly incompressible
materials. We also mention that the estimate (1.20) together with the ranges of
s ∈ (0, d) and r ∈ [εX , 1] is optimal in stochastic integrability [4]. Of course,
because of (1.18) and (1.17), the random variable X is large only with a small
probability (decaying exponentially). Precisely, Theorem 1.1 implies that
P
[
(1.20) holds for r
] ≥ 1− 2 exp(− ( r
C0ε
)s)
. (1.21)
Note that this probability (depending on r/ε) is independent of λ0.
7
Now, let us consider the boundary estimates. As we mentioned earlier, we will
establish the boundary estimates in a class of Lipschitz domains, defined as follows.
Definition 1.2. Let α ∈ (0, 1] and D be a bounded Lipschitz domain with 0 ∈ ∂D.
We say that D satisfies the ε-scale C1,α condition at 0, if there exist C0 > 0 and
r0 > 0 such that for any r ∈ (ε, r0), there exists a unit vector nr such that{
y ∈ Rd : y · nr < −C0r
[
rα + (ε/r)α
]} ∩Br(0)
⊂ D ∩Br(0) ⊂
{
y ∈ Rd : y · nr < C0r
[
rα + (ε/r)α
]} ∩Br(0). (1.22)
From the above definition, we see that the local boundary ∂D ∩ Br(0) is con-
tained between two parallel hyperplanes with distance comparable to rζα(r, ε), where
ζα(r, ε) := r
α + (ε/r)α. In particular, this class of domains covers the classical C1,α
domains and the so called bumpy Lipschitz domains. Obviously, the C1,α domains
correspond to the case rζα(r, ε) = r
1+α. On the other hand, in [29] and [30], Kenig
and Prange studied the Lipschitz estimate by the compactness argument in the
bumpy Lipschitz domain whose boundary is the graph of the function
xd = εψ(x
′/ε), (1.23)
where ψ ∈ W 1,∞(Rd−1). This actually corresponds to the special case rζ1(r, ε) =
ε = r(ε/r) in Definition 1.2. From these two typical exampls, we notice that the
two parts of the function ζα come from two different sources, namely, smoothness
and small bumps, which dominates at large-scales and small scales, respectively.
Particularly, Definition 1.2 includes the domain whose boundary is the local graph
of
xd = ψ0(x
′) + εψ1(x′/ε),
where ψ0 ∈ C1,α(Rd−1) and ψ1 ∈ W 1,∞(Rd−1).
Figure 1. A Lipschitz domain bumpy at small scales
Remark 1.3. In Definition 1.2, we assume in priori that D is a Lipschitz domain.
This assumption actually is not essential in the proof of the large-scale regularity.
It is only required for Lemma 2.1 which affects the basic energy estimate for the
Stokes system and the system of elasticity with large λ0. It is possible to relax
this assumption to even more general domains with fractals (such as John domains
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[27, 1, 36]). For simplicity, however, we will not explore this direction in the present
paper.
Remark 1.4. Oscillating boundaries given by (1.23), with additional structure such
as periodicity, have been widely studied in the analysis of the wall law for the
Navier-Stokes equations with rough boundaries; see [10, 14, 15, 11, 12] for some
recent references. Most recently, Higaki and Prange [25] obtained the large-scale
Lipschitz estimate for the stationary Navier-Stokes equations over bumpy Lipschitz
boundaries without any structure by a compactness method.
Our main result for the boundary estimate is stated as follows.
Theorem 1.5. Let D be a bounded Lipschitz domain satisfying the ε-scale C1,α
condition at 0 ∈ ∂D. Define Dt = D∩Bt(0) and ∆t = ∂D∩Bt(0). Let (Ω,F ,P) be
as before. For any s ∈ (0, d) and λ0 ∈ [0,∞), there exist a constant C0 = C0(s, d,Λ)
and a random variable X = Xs,λ : Ω 7→ [1,∞) satisfying
X ≤ Os(C0),
such that if uελ ∈ H1(D2;Rd) is a weak solution of{∇ · (Aε∇uελ) +∇(λε∇ · uελ) = 0 in D2,
uελ = 0 on ∆2,
(1.24)
then for any r ∈ [εX , 1],(
−
ˆ
Dr
|∇uελ|2
)1/2
+
(  
Dr
|λε∇·uελ−
 
D2
λε∇·uελ|2
)1/2
≤ C
(
−
ˆ
D2
|∇uελ|2
)1/2
. (1.25)
The above theorem gives the expected boundary estimates parallel to Theorem
1.1. The main novelty of Theorem 1.5 is that the boundary is not necessarily smooth
below ε-scale. This phenomenon seems physically and experimentally natural, as the
microscopic structure of the bumpy boundary (which is always the case in reality)
should not have a visible influence if only the large-scale or macroscopic regularity
is concerned. In other words, the following philosophy should be valid:
The large-scale smoothness of the boundary
=⇒ the large-scale smoothness of the solutions.
Furthermore, it seems very promising that the quantitative method in this paper
may also apply to other types of equations, such as Navier-Stokes equations.
Remark 1.6. By forcing λ ≡ 0, our main theorems recover the results for the usual
elliptic system. Particularly, Theorem 1.5 recovers Kenig and Prange’s work [30]
for the large-scale boundary estimate. On the other hand, by taking λ0 → ∞
(literally, replacing λε∇·uελ by pε in (1.20) and (1.25)), the results in this paper also
implies the large-scale regularity for Stokes system (namely, the system of completely
incompressible elasticity).
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1.4. New ingredients of the proofs. We will prove our main theorems by a
method of excess decay iteration. The key step in this method is to show an algebraic
rate of convergence for (1.12) (which will first be reduced to the case with constant
λ). Precisely, if uελ ∈ H1(D;Rd) is a weak solution of{∇ · (Aε∇uελ) + λ∇(∇ · uελ) = 0 in D,
uελ = f on ∂D,
(1.26)
for some f ∈ W 1,2+δ(D;Rd) with δ > 0, then we show that this system homogenizes
to {
∇ · (Aλ∇u0λ) + λ∇(∇ · u0λ) = 0 in D,
u0λ = f on ∂D,
(1.27)
with a rate of convergence
‖uελ − u0λ‖L2(D) + ‖λ∇ · uελ − λ∇ · u0λ‖H−1(D)
≤ C(εβ(d−s) + (X ε)αs)‖∇f‖L2+δ(D), (1.28)
for some α, β ∈ (0, 1), where the random variable satisfies X = Xs,λ ≤ Os(C0).
Note that the pressures only have a weak convergence in H−1(D). Surprisingly, this
is sufficient for us to establish the optimal pressure estimates. Also, it should be
pointed out that the homogenized matrix Aλ, depending on λ implicitly, satisfies
the ellipticity condition (1.3) uniform in λ. Moreover, Aλ = Â+O(λ
−1) as λ→∞,
where Â is the homogenized matrix of a Stokes system; see Section 4.
A crucial principle in our mind to prove (1.28) is that (1.12) could be viewed as an
elliptic system for relatively small λ and could be approximated by a Stokes system
for relatively large λ, due to (1.11). The precise threshold we will use is λ = ε−σ
for some small σ ∈ (0, 1) independent of ε and λ. If λ < ε−σ, the convergence rate
follows from the result for elliptic system. In this case, we need to track how the
constant C depends on λ. If λ > ε−σ, with an explicit error, (1.11) may be first
reduced to a Stokes system for which a convergence rate may be obtained similarly
as elliptic system (Theorem 4.8). This process may be described by the diagram in
Figure 2.
∇ · Aε∇uελ +∇(λ∇ · uελ) ∇ · Aλu0λ +∇(λ∇ · u0λ)
∇ · Aε∇vε +∇pε ∇ · Â∇v0 +∇p0 ∇ · Aλ∇v0λ +∇p0λ
λ>ε−σ
λ<ε−σ
Homogenization of elliptic system
Homogenization
Stokes system
|Â−Aλ|.λ−1
Error.λ−1
Figure 2. A sketch of the proof of the convergence rate
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With the explicit convergence rate, we are able to control the excess decays in
an iterative argument. Our method follows from Shen’s elegant framework in [37],
which originates from [7, 6]. Because of the generalized Caccioppoli inequality (1.10),
however, our argument is much more complicated than the usual elliptic/Stokes
system. In the following context, we would like to describe our main idea to tackle
the boundary estimate (the interior estimate is similar). In [29] and [30], Kenig and
Prange introduced the boundary layer correctors to prove the large-scale Lipschitz
estimate by a compactness argument in bumpy Lipschitz domains. In this paper, we
adopt a more effective quantitative perturbation argument which can be beautifully
unified into the aforementioned method of excess decay iteration. The quantified
excess we are going to use for the boundary estimate is defined by
H(t) =
1
t
inf
q∈Rd
(
−
ˆ
Dt
|uελ − (nt · x)q|2
)1/2
+
1
t
‖λ∇ · uελ −−
ˆ
Dt
λ∇ · uελ‖H−1(Dt)
+ sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Dkt
λ∇ · uελ −−
ˆ
D`t
λ∇ · uελ
∣∣∣∣, (1.29)
where nt is the unit vector given in Definition 1.2 which may be understood as an
approximate outer normal to the large-scale smooth boundary. We do need this
specified directions because of the lack of regularity of the real normal or tangen-
tial directions along the Lipschitz boundary at small scales. Also, the particular
structure is designed corresponding to the generalized Caccioppoli inequality (1.10).
The advantage of this new structure in (1.29) involving the pressure is that we can
obtain the Lipschitz estimate (for the displacement) and the pressure estimate si-
multaneously, which were proved separately in the previous work [20, 22] for the
Stokes system.
With the excess quantity given as above, we show that there exists some constant
θ ∈ (0, 1/4) such that for r ∈ (εX , 1)
H(θr) ≤ 1
2
H(r) + small error. (1.30)
This eventually leads to the desired estimates by Lemma 6.7, which is an iteration
argument generalizing [37, Lemma 8.5]. Finally, let us explain the key idea for
proving (1.30). First of all, Definition 1.2 implies that for any mesoscopic scale
r ∈ (ε, 1), the localized boundary is close to be flat with a controllable error. This
fact allows us to construct an approximate solution vελ in a nicer domain with flat
boundary, in which the excess decay estimate for the approximate solution could
be established in a familiar way. Meanwhile, the errors between the approximate
and real solutions could be estimated quantitatively via the Meyers’ estimate which
holds in any Lipschitz domains. Collecting all these errors, we obtain (1.30).
1.5. Organization of the paper. The organization of the paper is as follows. In
Section 2, we give the definitions of variational solutions, energy estimates and the
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generalized Caccioppoli inequality. In Section 3, we prove the asymptotic expansion
and apply it to the regularity theory in non-homogenization setting. In Section 4
and 5, we establish the algebraic convergence rates for Stokes system and system of
elasticity, respectively. Finally, in Section 6 and 7, we prove Theorem 1.1 and 1.5,
respectively.
Acknowledgment. Both of the authors would like to thank Professor Fanghua
Lin for the helpful comments after the second author reporting the results of this
paper in the SUSTech PDE Workshop in Shenzhen.
2. Variational Solutions and Energy Estimates
In this section, we will define the variational solution for the system of elasticity
and establish the enery estimates. The classical theory for the Stokes system may
be found in [16, 39]. We begin with an important lemma for the Stokes system.
Denote by H−1(D) and W−1,p
′
the dual spaces of H10 (D) and W
1,p
0 (D), respec-
tively. Define L20(D) = {f ∈ L2(D) :
´
D
f = 0}.
Lemma 2.1. Let D be a Lipschitz domain and f ∈ Lp(D). Then
C−1‖∇f‖W−1,p′ (D) ≤ ‖f −
 
D
f‖Lp(D) ≤ C‖∇f‖W−1,p′ (D),
where C depends only on d and D. In particular, if p = 2,
C−1‖∇f‖H−1(D) ≤ ‖f −
 
D
f‖L2(D) ≤ C‖∇f‖H−1(D).
Proof. This is the duality of the solvability of the divergence equation ∇ · u = g ∈
Lp(D), u ∈ W 1,p0 (D), which has been proved in [1] in any bounded John domains
(including Lipschitz domains). 
2.1. Stokes system. Let A = A(x) : D 7→ Rd2×d2 satisfy (1.3). Consider the
general (compressible) Stokes system
∇ · (A(x)∇v) +∇p = F in D,
∇ · v = g in D,
v = f on ∂D.
(2.1)
We say a pair (v, p) ∈ H1(D;Rd)× L20(D) is a weak solution of (2.1) if it holdsˆ
D
A(x)∇v · ∇w +
ˆ
D
p∇ · w = −〈F,w〉
for any w ∈ H10 (D;Rd), and ∇ · v = g in L2(D), v − f ∈ H10 (D;Rd).
The following theorem includes the wellposedness of (2.1) and the energy estimate.
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Theorem 2.2. Let D be a bounded Lipschitz domain and the compatibility conditionˆ
D
g dx =
ˆ
∂D
f · n dσ (2.2)
be satisfied. Then the Stokes system (2.1) has a unique weak solution (v, p) ∈
H1(D;Rd)× L20(D). Moreover,
‖∇v‖L2(D) + ‖p‖L2(D) ≤ C
(‖F‖H−1(D) + ‖g‖L2(D) + ‖f‖H1/2(D)),
where C depends only on d,Λ and D.
2.2. System of elasticity. Let A satisfy (1.3) and consider (1.8) with constant
λ ≥ 0. We say uλ ∈ H1(D;Rd) is the weak solution of (1.8), ifˆ
D
A(x)∇uλ · ∇w +
ˆ
D
λ∇uλ · ∇w = −〈F,w〉
for any w ∈ H10 (D;Rd) and uλ − f ∈ H10 (D;Rd). The following theorem gives the
energy estimate of the elasticity system with arbitrary λ ≥ 0.
Theorem 2.3. Let D be a bounded Lipschitz domain. Then the elasticity system
(1.8) has a unique weak solution uλ ∈ H1(D;Rd) satisfying
‖uλ‖H1(D) + ‖λ∇ · uλ −
 
D
λ∇ · uλ‖L2(D) ≤ C
(‖F‖H−1(D) + ‖f‖H1(D)), (2.3)
where C depends only on d,Λ and D.
Proof. If we view (1.8) as an elliptic system with a large ellipticity constant, then
the classical Lax-Milgram theorem implies that uλ ∈ H1(D;Rd). It suffices to show
(2.3) with constant C independent of λ. By Lemma 2.1,
‖λ∇ · uλ −−
ˆ
D
λ∇ · uλ‖L2(D) ≤ C
(‖F‖H−1(D) + ‖∇uλ‖L2(D)). (2.4)
Now, by adding a constant, we write the system in (1.8) as
∇ · (A(x)∇uλ) +∇
(
λ∇ · uλ −
 
D
λ∇ · uλ
)
= F in D.
Integrating this system against uλ− f and using the integration by parts, we arrive
at ˆ
D
A(x)∇uλ · ∇uλ +
ˆ
D
(
λ∇ · uλ −
 
D
λ∇ · uλ
)
∇ · (uλ − f)
= 〈F, uλ − f〉+
ˆ
D
A(x)∇uλ · ∇f.
(2.5)
Substituting
∇ · (uλ − f) =
(
∇ · uλ −
 
D
∇ · uλ
)
+
 
D
∇ · uλ −∇ · f
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into the second term of (2.5), we obtain
ˆ
D
A(x)∇uλ · ∇uλ +
ˆ
D
λ
(
∇ · uλ −
 
D
∇ · uλ
)2
≤ C‖F‖H−1(D)(‖∇uλ‖L2(D) + ‖∇f‖L2(D))
+ ‖λ∇ · uλ −
 
D
λ∇ · uλ‖L2(D)
(∣∣∣∣  
D
∇ · uλ
∣∣∣∣+ ‖∇f‖L2(D))
+ Λ‖∇uλ‖L2(D)‖∇f‖L2(D)
≤ 1
2Λ
‖∇uλ‖2L2(D) + C
(‖F‖2H−1(D) + ‖∇f‖2L2(D)),
(2.6)
where in the second inequality, we have used (2.4), the Cauchy-Schwarz inequality
and the fact  
D
∇ · uλ = 1|D|
ˆ
∂D
f · ndσ =
 
D
∇ · f.
It follows from the ellipticity condition that
‖∇uλ‖L2(D) ≤ C
(‖F‖H−1(D) + ‖∇f‖L2(D)). (2.7)
Finally, the estimate (2.3) follows from the Poincare´ inequality and (2.4). 
2.3. A generalized Caccioppoli inequality. We introduce the scale-invariant
space H−1. Let D be a Lipschitz domain. Define the scale-invariant H1 norm by
‖v‖H1(D) := |D|−1/d
(
−
ˆ
D
|v|2
)1/2
+
(
−
ˆ
D
|∇v|2
)1/2
.
Then, we define
‖u‖H−1(D) := sup
{
−
ˆ
D
uv : v ∈ H10 (D) and ‖v‖H1 ≤ 1
}
.
Observe that if u ∈ L2(D), then
‖u‖H−1(D) ≤ |D|1/d
(
−
ˆ
D
|u|2
)1/2
. (2.8)
Theorem 2.4. Let uλ ∈ H1(B2;Rd) be a weak solution of
∇ · A(x)∇uλ +∇(λ∇ · uλ) = 0 in B2. (2.9)
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Then there exists a constant C depending only on Λ and d such that
−
ˆ
B1
|∇uλ|2 +−
ˆ
B1
|λ∇ · uλ −−
ˆ
B1
λ∇ · uλ|2
≤ C−
ˆ
B2
|uλ|2 + C‖λ∇ · uλ −−
ˆ
B2
λ∇ · uλ‖2H−1(B2)
+ C sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
B2k
λ∇ · uλ −−
ˆ
B2`
λ∇ · uλ
∣∣∣∣2.
Proof. Since x|x| · uλ ∈ L2(B2), the co-area formula impliesˆ 2
1/2
ˆ
∂Bt
( x
|x| · uλ
)2
dt =
ˆ 2
1/2
ˆ
∂Bt
(n · uλ)2dt ≤ C
ˆ
B2
|uλ|2,
where n is the unit outer normal of ∂Bt. Let
T (t) = −
ˆ
Bt
∇ · uλ.
Then the divergence theorem yieldsˆ 2
1/2
T (t)2dt ≤ C
ˆ 2
1/2
ˆ
∂Bt
(n · uλ)2dt ≤ C
ˆ
B2
|uλ|2. (2.10)
Let φ ∈ C∞0 (Bt) be a nonnegative cut-off function so that φ(x) = 1 for x ∈ B1
and |∇φ| ≤ C. Integrating the system (2.9) against uλφ2 and using the integration
by parts, we obtainˆ
B2
A∇uλ · ∇uλφ2 +
ˆ
B2
λ(∇ · uλ)2φ2
= −2
ˆ
B2
A∇uλφ · (uλ ⊗∇φ)−
ˆ
B2
λ(∇ · uλ)(uλ · 2φ∇φ)
= −2
ˆ
B2
A∇uλφ · (uλ ⊗∇φ)−
ˆ
B2
λ(∇ · uλ − T (t))(uλ · 2φ∇φ)−
ˆ
B2
T (t)uλ · 2φ∇φ.
This implies thatˆ
B2
|∇uλ|2φ2
≤ C
ˆ
B2
|uλ|2|∇φ|2 + ‖λ∇ · uλ − λT (t)‖2H−1(B2) + CT (t)2
≤ C
ˆ
B2
|uλ|2|∇φ|2 + ‖λ∇ · uλ − λT (2)‖2H−1(B2) + C|λT (t)− λT (2)|2 + CT (t)2.
Finally, integrating in t over [1/2, 2] and using (2.10), we obtain the desired estimate.

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Remark 2.5. By considering rescaling and the fact that uλ − q with any constant
q ∈ Rd is also a solution, we actually prove that
−
ˆ
Br
|∇uλ|2 +−
ˆ
Br
|λ∇ · uλ −−
ˆ
Br
λ∇ · uλ|2
≤ C
r2
inf
q∈Rd
−
ˆ
B2r
|uλ − q|2 + C
r2
‖λ∇ · uλ −−
ˆ
B2r
λ∇ · uλ‖2H−1(B2r)
+ C sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
B2kr
λ∇ · uλ −−
ˆ
B2`r
λ∇ · uλ
∣∣∣∣2.
(2.11)
Similarly, one may also show the generalized boundary Caccioppoli inequality as
follows. Let 0 ∈ ∂D,Dt = D ∩ Bt(0) and ∆t = ∂D ∩ Bt(0).Let uλ ∈ H1(D2;Rd) be
a weak solution of{∇ · A(x)∇uλ + λ∇(∇ · uλ) = 0 in D2r,
uλ = 0 on ∆2r.
(2.12)
Then, we have
−
ˆ
Dr
|∇uλ|2 +−
ˆ
Dr
|λ∇ · uλ −−
ˆ
Dr
λ∇ · uλ|2
≤ C
r2
−
ˆ
D2r
|uλ|2 + C
r2
‖λ∇ · uλ −−
ˆ
D2r
λ∇ · uλ‖2H−1(D2r)
+ C sup
t∈[1/4,1]
∣∣∣∣−ˆ
D2kr
λ∇ · uλ −−
ˆ
D2`r
λ∇ · uλ
∣∣∣∣2.
(2.13)
The generalized Caccioppoli inequalities (2.11) and (2.13) will be useful for us.
3. Asymptotic Behaviors and General Regularity
It is well-known in physics and numerical analysis that the solution uλ of{∇ · (A(x)∇uλ) + λ∇(∇ · uλ) = F in D,
uλ = f on ∂D,
(3.1)
converges to the solution of a Stokes system as constant λ approaches infinity. This
property allows people to design efficient numerical algorithm to solve the system
of nearly incompressible elasticity [39]. In this section, we will prove a complete
asymptotic expansion in terms of the solutions of certain iterative Stokes systems
and use it to study the uniform regularity of the system of nearly incompressible
elasticity.
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3.1. A proof of asymptotic expansion. To describe the limiting system of (3.1),
we define
〈f〉D = 1|D|
ˆ
∂D
f · ndσ. (3.2)
Roughly speaking, the quantity 〈f〉D represents the averaging volume change of
the material body. For nearly incompressible materials, 〈f〉D is small under a mild
physical condition, and could be large under high pressure.
Lemma 3.1. Let D be a Lipschitz domain and uλ the weak solution of (3.1). Let
v0 be the weak solution of
∇ · (A(x)∇v0) +∇p0 = F in D,
∇ · v0 = 〈f〉D in D,
v0 = f on ∂D.
(3.3)
Then
‖uλ− v0‖H1(D) +‖λ∇·uλ−−
ˆ
D
λ∇·uλ−p0‖L2(D) ≤ Cλ−1
(‖F‖H−1(D) +‖f‖H1/2(∂D)),
(3.4)
where C depends only on d,Λ and D.
Proof. The proof is well-known. We provide a proof for completeness. By the
divergence theorem, 〈f〉D = −´D∇ · uλ. Let w0 = uλ − v0 and consider the Stokes
system for w0
∇ · (A(x)∇w0) +∇(λ∇ · w0 − p0) = 0 in D,
∇ · w0 = ∇ · uλ −−
ˆ
D
∇ · uλ in D,
w0 = 0 on ∂D.
(3.5)
As a consequence, it follows from Theorem 2.2 and Lemma 2.3 that
‖uλ − v0‖H1(D) + ‖λ∇ · uλ −−
ˆ
D
λ∇ · uλ − p0‖L2(D)
≤ C‖∇ · uλ −−
ˆ
D
∇ · uλ‖L2(D)
≤ Cλ−1(‖F‖H−1(D) + ‖f‖H1/2(∂D)).
This completes the proof. 
Divided by λ, (3.4) yields
∇ · uλ −−
ˆ
D
∇ · uλ − λ−1p0 ≤ O(λ−2). (3.6)
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Observe that λ−1p0 may be used to correct system (3.5) with a higher-order error
O(λ−2) and thus the first-order term may be determined. It turns out that iterating
this argument leads to a complete asymptotic expansion in λ for the solution uλ.
Theorem 3.2. Let D be a bounded Lipschitz domain and A satisfy (1.3) and (1.4).
Suppose uλ is the weak solution of (3.1) with F ∈ H−1(D;Rd) and f ∈ H1/2(D;Rd).
Then there exists C0 > 0 depending only on d,Λ and D, such that if λ > C0,
uλ =
∞∑
k=0
λ−kvk in H1 and λ∇ · uλ − λ〈f〉D =
∞∑
k=0
λ−kpk in L20. (3.7)
where (v0, p0) is the weak solution of (3.3) and (vk, pk) with k ≥ 1 are the solutions
of a sequence of iterative Stokes systems
∇ · (A(x)∇vk) +∇pk = 0 in D,
∇ · vk = pk−1 in D,
vk = 0 on ∂D.
(3.8)
Proof. The theorem is proved by induction with Lemma 3.1 being the base case.
Let w` = uλ −
∑`
k=0 λ
−kvk and pi` = λ∇ · uλ − λ〈f〉D −
∑`
k=0 λ
−kpk. We prove that
‖w`‖H1(D) + ‖pi`‖L2(Ω) ≤ C0C`1λ−`−1, (3.9)
where C0 depends only on d,Λ, D and the data (F, f), and C1 depends only on d,Λ
and D. Definitely, if we let λ > λ0 := C0, then the right-hand side of (3.9) converges
to zero as `→∞, which leads to (3.7).
To show (3.9), we first consider the base case ` = 0. Note that (w0, pi0) =
(uλ − v0, λ∇ · uλ − λ〈f〉D − p0) satisfies
∇ · (A(x)∇w0) +∇pi0 = 0 in D,
∇ · w0 = ∇ · uλ − 〈f〉D in D,
w0 = 0 on ∂D.
Thus, Lemma 3.1 implies
‖w0‖H1(D) + ‖pi0‖L2(Ω) ≤ C0λ−1,
where C0 depends only on d,Λ, D and the data (F, f).
To clearly see our idea, let us work out the first iteration step for (w1, pi1) =
(w0, pi0)− λ−1(v1, p1). By the definition of (v1, p1) in (3.8), one has
∇ · (A(x)∇w1) +∇pi1 = 0 in D,
∇ · w1 = λ−1pi0 in D,
w1 = 0 on ∂D.
Then the energy estimate for the Stoke system yields
‖w1‖H1(D) + ‖pi1‖L2(Ω) ≤ C1λ−1‖pi0‖L2(D) ≤ C0C1λ−2,
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where C1 depends only on d,Λ and D.
In general, assume that (w`, pi`) = (w`−1, pi`−1)− λ−`(v`, p`) with ` ≥ 1 satisfies
∇ · (A(x)∇w`) +∇pi` = 0 in D,
∇ · w` = λ−1pi`−1 in D,
w` = 0 on ∂D,
(3.10)
and
‖w`‖H1(D) + ‖pi`‖L2(Ω) ≤ C0C`1λ−`−1. (3.11)
Now, let (w`+1, pi`+1) = (w`, pi`) − λ−`−1(v`+1, p`+1). In view of (3.10) and (3.8), we
see that (w`+1, pi`+1) is the solution of
∇ · (A(x)∇w`+1) +∇pi`+1 = 0 in D,
∇ · w`+1 = λ−1pi` in D,
w`+1 = 0 on ∂D,
where we have used the construction pi` = pi`−1 − λ−`p`. By (3.11), the last system
implies
‖w`+1‖H1(D) + ‖pi`+1‖L2(Ω) ≤ C1λ−1‖pi`‖L2(D) ≤ C0C`+11 λ−`−2.
This proves (3.9). 
3.2. Global estimates. The asymptotic expansion in Theorem 3.2 is a powerful
tool to study the global regularity of the system of nearly incompressible elasticity,
provided the same regularity holds for the Stokes systems. The result may be
described in an abstract setting. Let X0(D;Rd) be a subspace of L1(D;Rd) endowed
with norm ‖·‖X0 , namely,
X0(D;Rd) = {f ∈ L1(D;Rd) : ‖f‖X0 <∞}. (3.12)
Define X1(D;Rd) = {f ∈ X0(D;Rd) : ∇f ∈ X0(D;Rd×d)} and ‖f‖X1 = ‖f‖X0 +
‖∇f‖X0 .
Theorem 3.3. Let D be a Lipschitz domain. Suppose there exists a constant M > 0
such that for any h ∈ X0(D;Rd×d), g ∈ X0(D;R) and f ∈ X1(D;Rd), the solution
(v, p) of the Stokes system
∇ · (A(x)∇v) +∇p = ∇ · h in D,
∇ · v = g in D,
v = f on ∂D
(3.13)
satisfies
‖v‖X1 + ‖p‖X0 ≤M(‖f‖X1 + ‖h‖X0 + ‖g‖X0). (3.14)
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Then if λ > 2M , and uλ is the weak solution of{∇ · (A(x)∇uλ) +∇(λ∇ · uλ) = ∇ · h in D,
uλ = f on ∂D,
(3.15)
then
‖uλ‖X1 + λ‖∇ · uλ − 〈f〉D‖X0 ≤ 2M(‖f‖X1 + ‖h‖X0). (3.16)
Theorem 3.3 may be proved directly by using Theorem 3.2. Note that Theorem
3.3 applies only for λ ≥ 2M . However, for 0 ≤ λ ≤ 2M , the system (3.15) is the
classical elliptic system whose regularity theory is well-understood.
Particularly, Theorem 3.3 applies to X0 = W
k,p, X1 = W
k+1,p or X0 = C
k,α, X1 =
Ck+1,α for p ∈ (1,∞) and k ∈ N, α ∈ (0, 1). To give a concrete example, in the
following, we apply Theorem 3.3 to show the W 1,p (or Cα) regularity of (3.15) in the
context of periodic homogenization, for the Stokes system has been well-studied in
[20, 41, 21, 22]. Precisely, we assume that the coefficient pair (A, λ) satisfies (1.3),
(1.5) and the following assumptions:
• Periodicity:
A(x+ z) = A(x), λ(x+ z) = λ(x), for any x ∈ Rd, z ∈ Zd.
• Uniform VMO condition:
lim
r→0
sup
y∈[0,1]d
( 
Br(y)
|A(x)−
 
Br(y)
A|dx+
 
Br(y)
|λ(x)−
 
Br(y)
λ|dx
)
= 0. (3.17)
Let D be a bounded C1 domain and consider the system{∇ · (Aε∇uελ) +∇(λε∇ · uελ) = ∇ · h in D,
uελ = f on ∂D,
(3.18)
where Aε(x) = A(x/ε) and λε(x) = λ(x/ε).
Theorem 3.4. Let D and (A, λ) satisfy the above assumptions. Suppose p ∈
(1,∞), h ∈ Lp(D;Rd×d) and f ∈ W 1,p(D;Rd). Then the weak solution of (3.18)
satisfies
‖uελ‖W 1,p(D) + ‖λε∇ · uελ − λ0〈f〉D‖Lp(D) ≤ C(‖f‖W 1,p(D) + ‖h‖Lp(D)), (3.19)
where C depends only on d,D,Λ and the VMO modulus of (A, λ). In particular, C
is independent of λ0 and ε.
Proof. This follows from 3.3 and [20, Theorem 1.4]. 
Remark 3.5. We should emphasize that the asymptotic expansion does not apply to
the Lipschitz estimate of uελ for (3.18), because the uniform boundedness of |∇uελ|
is not preserved under the iterative Stokes system (3.8). In other words, (3.14)
is generally wrong for X0 = L
∞. This failure is due to a well-known fact that the
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singular integral (or Riesz transform) is not bounded in L∞. In the rest of the paper,
we will develop a new approach, using the regularity theory for Stokes system only
in the case of constant coefficients, to resolve the problem.
3.3. Local estimates. In this subsection, we will prove two local estimates, i.e., the
Meyers’ estimate and C1,α estimate, which are crucial in the study of quantitative
homogenization. For the system of elasticity with large λ, the local estimates are
technically more involving.
To show the local C1,α regularity of the system of elasticity, we need the same
regularity for the Stokes system. For convenience, define
[f ]Cα(D) := sup
x,y∈D
|f(x)− f(y)|
|x− y|α .
Theorem 3.6 ([16]). Let D be a bounded C1,α domain and A be constant. There
exits C > 0 depending only on d,Λ and D such that if (v, p) is a weak solution of
∇ · (A∇v) +∇p = ∇ · h in D2r,
∇ · v = g in D2r,
v = f on ∆2r,
(3.20)
with h ∈ Cα(D2r;Rd×d), g ∈ Cα(D2r) and f ∈ C1,α(∆2r;Rd), then (∇v, p) ∈
Cα(Dr;Rd × R) and
[∇v]Cα(Dr) + [p]Cα(Dr)
≤ C
(
1
rα
(
−
ˆ
D2r
|∇v|2
)1/2
+ [h]Cα(D2r) + [g]Cα(D2r) + [∇f ]Cα(∆2r)
)
.
As a corollary, we may show the following lemma.
Lemma 3.7. Let the same conditions as (3.6) hold. Let (v, p) be the solution of
(3.20) with r = 1. Then for any s ∈ (0, 2)
[∇v]Cα(Ds) + [p]Cα(Ds) ≤
C
(2− s)d/2+α
(
−
ˆ
D2
|∇v|2
)1/2
+ C
(
[h]Cα(D(2+s)/2) + [g]Cα(D(2+s)/2) + [∇f ]Cα(∆(2+s)/2)
)
.
Proof. The case s ∈ (0, 1) is obvious. Fix s ∈ (1, 2). Let x, y ∈ Ds. Then
dist(x, ∂D(2+s)/2 \∆2) ≥ (2− s)/2 and dist(y, ∂D(2+s)/2 \∆2) ≥ (2− s)/2. Now, if
|x − y| < (2 − s)/4, we can find a ball B˜ with radius (2 − s)/8 containing both x
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and y so that 2B˜ ⊂ B(2+s)/2. It follows from Theorem 3.6 that
[∇v]Cα(B˜∩D2) + [p]Cα(B˜∩D2)
≤ C
(
1
(2− s)α
(
−
ˆ
2B˜∩D2
|∇v|2
)1/2
+ [h]Cα(2B˜∩D2) + [g]Cα(2B˜∩D2) + [∇f ]Cα(2B˜∩∆2)
)
≤ C
(
1
(2− s)d/2+α
(
−
ˆ
D2
|∇v|2
)1/2
+ [h]Cα(D(2+s)/2) + [g]Cα(D(2+s)/2) + [∇f ]Cα(∆(2+s)/2)
)
.
Now, assume |x− y| > (2− s)/4. Because D(2+s)/2 is a Lipschitz domain, we can
find a sequence of balls {Brk(xk)}Nk=M (a Harnack chain) connecting the points x
and y. Moreover, the radius rk are comparable to θ
k(2− s) for some θ > 1 and
2Brk(xk) ⊂ B(2−s)/2 for all k = M,M + 1, · · · , N.
The largest radius is comparable to |x−y|, i.e., θN(2−s) ' |x−y|. The idea is that
we apply Theorem 3.6 on each ball Brk(xk) and then estimate |∇v(x)−∇v(y)| and
|p(x)− p(y)| by connecting a path through the chain of balls. Precisely, we have
|∇v(x)−∇v(y)|+ |p(x)− p(y)|
≤ C
∑
k
(
−
ˆ
2Brk (xk)∩D2
|∇v|2
)1/2
+ C
∑
k
rαk
(
[h]Cα(2Brk (xk)∩D2) + [g]Cα(2Brk (xk)∩D2) + [∇f ]Cα(2Brk (xk)∩∆2)
)
≤ C
(2− s)d/2
(
−
ˆ
D2
|∇v|2
)1/2
+ C|x− y|α
(
[h]Cα(D(2+s)/2) + [g]Cα(D(2+s)/2) + [∇f ]Cα(∆(2+s)/2)
)
.
This implies the desired estimate since |x− y| > (2− s)/4. 
Theorem 3.8. Let D be a bounded C1,α domain and A be constant. There exists
C > 0 depending only on d,Λ and D such that if uλ is a weak solution of{∇ · (A∇uλ) +∇(λ∇ · uλ) = ∇ · h in D2r,
uλ = f on ∂D2r,
(3.21)
with h ∈ Cα(D2r;Rd×d) and f ∈ C1,α(∆2r;Rd), then uλ ∈ C1,α(Dr;Rd) and
[∇uλ]Cα(Dr) + [λ∇ · uλ]Cα(Dr)
≤ C
{
1
rα
(
−
ˆ
D2r
|∇uλ|2
)1/2
+ [h]Cα(D2r) + [∇f ]Cα(∆2r)
}
.
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Proof. It suffices to show the estimate for λ > 2C for some constant C > 0, while
the case with small λ follows from the classical Schauder estimate for the elliptic
system.
By rescaling and normalization, we assume r = 1 and(
−
ˆ
D2
|∇uλ|2
)1/2
+ [h]Cα(D2) + [∇f ]Cα(∆2) = 1.
Applying Theorem 3.2 in D2, we may write
uλ =
∞∑
k=0
λ−kvk in H1 and λ∇ · uλ − λ〈f〉D =
∞∑
k=0
λ−kpk in L2.
where (v0, p0) solves (3.3) with F = ∇ · h and (vk, pk) with k ≥ 1 solves (3.8). By
the energy estimate, it is not hard to see
‖∇vk‖L2(D2) + ‖pk‖L2(D2) ≤ Ck+1. (3.22)
Now, applying Lemma 3.7 to (3.3), we have
[∇v0]Cα(Ds) + [p0]Cα(Ds) ≤
C2
(2− s)d/2+α .
On the other hand, applying Lemma 3.7 to (3.8) and using (3.22), we obtain, for
any s ∈ (0, 2),
[∇vk]Cα(Ds) + [pk]Cα(Ds) ≤
Ck+2
(2− s)d/2+α + C[pk−1]Cα(D(2+s)/2).
Next, without much difficulty, we may prove by induction that
[∇vk]Cα(Ds) + [pk]Cα(Ds) ≤
(k + 1)Ck+2
(2− s)d/2+α for all k ≥ 0, s ∈ (0, 2).
This implies the desired estimate if λ is large. Indeed, if λ > 2C,
[∇uλ]Cα(Ds) + [λ∇ · uλ]Cα(Ds) ≤
∞∑
k=0
λ−k
(
[∇vk]Cα(Ds) + [pk]Cα(Ds)
)
≤
∞∑
k=0
(2C)−k
(k + 1)Ck+2
(2− s)d/2+α
≤ C
(2− s)d/2+α .
This implies the desired estimate by setting s = 1. 
Next, we are going to show the Meyers’ estimate for the system of elasticity which
is independent of λ. To this end, let us recall the local Meyers’ estimate of Stokes
system with bounded measurable coefficients.
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Theorem 3.9 (Meyers’ estimate for Stokes system). Let D be a Lipschitz domain.
There exists p0 > 2, depending only on d,Λ and Lip(D) so that if (v, p) is a weak
solution of 
∇ · (A(x)∇v) +∇p = ∇ · h in D2r,
∇ · v = g in D2r,
v = f on ∆2r,
with h ∈ W 1,p0(D2r;Rd×d), g ∈ Lp0(D2r) and f ∈ W 1,p0(D2r;Rd), then (v, p) ∈
W 1,p0(Dr;Rd)× Lp0(Dr) and(
−
ˆ
Dr
|∇v|p0
)1/p0
+
(
−
ˆ
Dr
|p−−
ˆ
Dr
p|p0
)1/p0
≤ C
{(
−
ˆ
D2r
|∇v|2
)1/2
+
(
−
ˆ
D2r
|h|p0
)1/p0
+
(
−
ˆ
D2r
|g|p0
)1/p0
+
(
−
ˆ
D2r
|∇f |p0
)1/p0}
,
where C depends only on d,Λ and Lip(D).
Of course, the Meyers’ estimate for the system of elasticity could be proved by
the similar strategy as Theorem 3.8. Here we will use an alternative approach which
takes advantage of a real variable perturbation argument by Shen [38, Chapter 3].
Theorem 3.10. Let D be a Lipschitz domain. There exists q0 > 2, depending only
on d,Λ and D so that if uλ is the weak solution of{∇ · (A(x)∇uλ) +∇(λ∇ · uλ) = ∇ · h in D2r,
uλ = f on ∆2r,
(3.23)
with h ∈ W 1,q0(D2r;Rd×d) and f ∈ W 1,q0(D2r;Rd), then uλ ∈ W 1,q0(Dr;Rd) and(
−
ˆ
Dr
|∇uλ|q0
)1/q0
+
(
−
ˆ
Dr
|λ∇ · uλ −−
ˆ
Dr
λ∇ · uλ|q0
)1/q0
≤ C
{(
−
ˆ
D2r
|∇uλ|2
)1/2
+
(
−
ˆ
D2r
|h|q0
)1/q0
+
(
−
ˆ
D2r
|∇f |q0
)1/q0}
,
where C depends only on d,Λ and D.
Proof. Again, it suffices to consider the case when λ is large. By rescaling, assume
r = 1. Now, let x ∈ ∆2 and D2s(x) ⊂ D2. We construct an approximation of uλ in
D2s(x). Actually, let (v
r
x, p
r
x) be the weak solution of
∇ · (A(x)∇vrx) +∇prx = ∇ · h in D2s(x),
∇ · vrx = 〈uλ〉D2s(x) in D2s(x),
vrx = uλ on ∂D2s(x).
(3.24)
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Then Lemma 3.1 implies(
−
ˆ
D2s(x)
|∇uλ −∇vrx|2
)1/2
≤ C
λ
{(
−
ˆ
D2s(x)
|∇uλ|2
)1/2
+
(
−
ˆ
D2s(x)
|h|2
)1/2}
. (3.25)
Next, we will reduce (3.24) to a homogeneous system. To this end, let wrx be the
solution of 
∇ · (A(x)∇wrx) +∇pirx = ∇ · h in D2s(x),
∇ · wrx = 〈f〉D2s(x) in D2s(x),
wrx = f on ∂D2s(x).
(3.26)
Clearly, the energy estimate implies(
−
ˆ
D2s(x)
|∇wrx|2
)1/2
≤ C
{(
−
ˆ
D2s(x)
|h|2
)1/2
+
(
−
ˆ
D2s(x)
|∇f |2
)1/2}
Combined with (3.25), this leads to(
−
ˆ
D2s(x)
|∇uλ −∇(vrx − wrx)|2
)1/2
≤ C
λ
(
−
ˆ
D2s(x)
|∇uλ|2
)1/2
+ C
{(
−
ˆ
D2s(x)
|h|2
)1/2
+
(
−
ˆ
D2s(x)
|∇f |2
)1/2}
.
(3.27)
On the other hand, observe that the difference vrx − wrx satisfies
∇ · (A(x)∇(vrx − wrx)) +∇(prx − pirx) = 0 in D2s(x),
∇ · (vrx − wrx) = 〈uλ − f〉D2s(x) in D2s(x),
vrx − wrx = 0 on ∂D2s(x) ∩D2.
(3.28)
Now, Theorem 3.9 implies that there exists some p0 > 2 depending only on d,Λ and
D so that(
−
ˆ
Ds(x)
|∇(vrx − wrx)|p0
)1/p0
≤ C
{(
−
ˆ
D2s(x)
|∇(vrx − wrx)|2
)1/2
+ |〈uλ − f〉D2s(x)|
}
≤ C
{(
−
ˆ
D2s(x)
|∇uλ|2
)1/2
+
(
−
ˆ
D2s(x)
|h|2
)1/2
+
(
−
ˆ
D2s(x)
|∇f |2
)1/2}
.
(3.29)
In view of (3.27) and (3.29), which actually holds in any D2s(x) ⊂ D2, we may
apply [38, Theorem 4.2.6] to conclude that for any q0 ∈ (2, p0), there exists η > 0
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such that if C/λ < η, then(
−
ˆ
Ds(x)
|∇uλ|q0
)1/q0
≤ C
{(
−
ˆ
D2s(x)
|∇uλ|2
)1/2
+
(
−
ˆ
D2s(x)
|h|q0
)1/q0
+
(
−
ˆ
D2s(x)
|∇f |q0
)1/q0}
,
for any Ds(x) so that D4s(x) ⊂ D2. This particularly gives the desired estimate for
∇uλ with r = 1. Finally, the estimate of the pressure follows from Lemma 2.1. 
4. Homogenization of Stokes System
In this section, we study the quantitative homogenization of Stokes system with
coefficient matrix in a probability measure space (Ω,F ,P), where
Ω := {A : Rd 7→ Rd2×d2 satisfying (1.3)− (1.4)}.
Notice that we redefined (Ω,F ,P) with a slight abuse of notation since it has been
defined as the probability measure space for the system of elasticity in Section 1.3.
Fortunately, this will cause no ambiguity in this section.
Given an open set D ⊂ Rd. Let FD be the σ-algebra generated by the random
elements
A 7→
ˆ
Rd
aαβij (x)φ(x), φ ∈ C∞0 (D), 1 ≤ i, j, α, β ≤ d.
Let F be the largest σ-algebra containing all FD with D ⊂ Rd. We assume the
probability measure P satisfies the following assumptions:
• Stationarity with respect to Zd-translations:
P ◦ Tz = P, where Tz(A)(x) = A(x+ z).
• Unit range of dependence:
FD and FE are P-independent for every Borel
subset pair D, E ⊂ Rd satisfying dist(D,E) ≥ 1.
4.1. Finite volume correctors. In this subsection, we will introduce several cor-
rectors and obtain some quantitative estimates in the case of Stokes system, following
the standard work in [4] for the elliptic equation. Since the key results and their
proofs are actually very similar to the elliptic equation, we will briefly describe this
process with a few key steps and skip the most details.
First of all, we define the solenoidal space Hsol0 by
Hsol0 (D) := H
1
0 (D) ∩ L2sol(D) = {f ∈ H10 (D,Rd) : ∇ · f = 0}
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and Hsol by
Hsol(D) := H1(D) ∩ L2sol(D) = {f ∈ H1(D,Rd) : ∇ · f = 0}.
For each P ∈ Rd×d, we introduce the subadditive quantity µ(D,P ) defined by
µ(D,P ) : = inf
ν∈`P+Hsol0 (D)
−
ˆ
D
1
2
∇ν · A∇ν
= inf
w∈Hsol0 (D)
−
ˆ
D
1
2
(P +∇w) · A(P +∇w),
(4.1)
where `P := Px is the affine function with slope P . The quantity µ(D,P ) is the
energy of its unique minimizer
ν(·, D, P ) := argmin
ν∈`P+Hsol0 (D)
µ(D,P ),
which turns out to be the Dirichlet corrector, i.e., the weak solution of
∇ · (A∇ν) +∇ς = 0 in D,
∇ · ν = Tr(P ) in D,
ν = `P on ∂D.
(4.2)
Note that the pressure ς in the above system is not defined directly in (4.1).
Proposition 4.1. Let D be a bounded Lipschitz domain in Rd. Then µ(D,P ) and
its minimizer satisfy the following properties:
• Representation as quadratic form: there exist an symmetric AD such that
Λ−1I ≤ AD ≤ ΛI,
and, for P ∈ Rd×d,
µ(D,P ) =
1
2
P · ADP. (4.3)
• Subadditivity. Let {Di}Ni=1 ⊂ D be a partition of D of bounded Lipschitz
domains, in the sense that Di ∩Dj = ∅ if i 6= j and∣∣∣∣∣D \
N⋃
i=1
Di
∣∣∣∣∣ = 0.
Then, for every P ∈ Rd×d,
µ(D,P ) ≤
N∑
i=1
|Di|
|D| µ(Di, P ).
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• Quadratic response. For every w ∈ `P +Hsol0 (D),
1
2Λ
 
D
|∇w −∇ν(·, D, P )|2 ≤
 
D
1
2
∇w · A∇w − µ(D,P )
≤ Λ
2
 
D
|∇w −∇ν(·, D, P )|2.
For each integer m ≥ 1, define the triadic cube
m :=
(
− 1
2
3m,
1
2
3m
)d
⊂ Rd.
If 1 ≤ n < m, then m can be partitioned (up to a set of zero Lebesgue measure)
into exactly 3d(m−n) subcubes which are Zd-translations of n.
Now, for each P ∈ Rd×d, the subadditivity of µ and stationarity of the probabil-
ity measure space (Ω,F ,P) imply the monotonicity of E[µ(m, P )] in m, namely,
E[µ(m+1, P )] ≤ E[µ(m, P )] for all m ≥ 1. By the monotone convergence theorem,
we may define
µ̂(P ) := lim
m→∞
E[µ(m, P )].
Using the Proposition 4.1, one sees that for any P ∈ Rd×d, there is a unique sym-
metric matrix Â such that
µ̂(P ) =
1
2
P · ÂP,
Moreover, Λ−1I ≤ Â ≤ ΛI. We will call Â the homogenized matrix of the Stokes
system with stochastic coefficient matrix A.
The homogenized matrix Â defined above is sufficient for us to establish the qual-
itative homogenization for Stokes system. However, it is not enough for quantitative
analysis. To this end, for each Q ∈ Rd×d, we define the dual subadditive quantity
µ∗(D,Q) by
µ∗(D,Q) : = sup
w∈Hsol(D)
−
ˆ
D
(
−1
2
∇w · A∇w +Q∇w
)
, (4.4)
The quantity µ∗(D,Q) is the energy of its unique maximizer
ν∗(·, D,Q) := argmax
w∈Hsol(D)
µ∗(D,Q),
where (ν∗, ς∗) turns out to be the Neumann corrector, i.e., the weak solution of
∇ · (A∇ν∗) +∇ς∗ = 0 in D,
∇ · ν∗ = 0 in D,
n · A∇ν∗ + nς∗ = nQ on ∂D.
(4.5)
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Proceeding as [4], we can verify µ(D,P ) + µ∗(D,Q) ≥ P · Q and then define a
crucial quantity
J(D,P,Q) = µ(D,P ) + µ∗(D,Q)− P ·Q, (4.6)
which allows to carry out quantitative analysis of correctors. To study the basic
properties of J , we introduce the set of “A-Stokes functions” in D
A(D) = {u ∈ H1(D) : ∇ · A∇u+∇pi = 0 in D for some pi ∈ L2(D)}.
Then, we have the following properties for J(D,P,Q).
Proposition 4.2. Let D be a bounded Lipschitz domain in Rd and P,Q ∈ Rd×d.
Then
J(D,P,Q) = sup
w∈A(D)
 
D
(
− 1
2
∇w · A∇w − P · A∇w +Q · ∇w
)
.
Moreover, the maximizer v(·, D, P,Q) is equal to ν∗(D,Q)− ν(D,P ).
Proposition 4.3. Let D be a bounded Lipschtiz domain in Rd. Then the quantity
J(D,P,Q) and its maximizer v(·, D, P,Q) satisfy the following properties:
• Representation as quadratic form. The mapping (P,Q) 7→ J(D,P,Q) is a
quadratic form and there exist AD, A∗D ∈ Rd2×d2 such that
Λ−1I ≤ A∗D ≤ AD ≤ ΛI,
and
J(U, P,Q) =
1
2
P · ADP + 1
2
Q · A−1∗DQ− P ·Q.
Moreover, the matrices AD and A∗D are characterized by the following rela-
tionships:
ADP = −
 
D
A∇v(·, D, P, 0),
A−1∗DQ =
 
D
∇v(·, D, 0, Q).
• Subadditivity. Let {Di}Ni=1 ⊂ D be a partition of D of bounded Lipschitz
domains, in the sense that Di ∩Dj = ∅ if i 6= j and∣∣∣∣∣D \
N⋃
i=1
Di
∣∣∣∣∣ = 0.
Then, for every P,Q ∈ Rd×d,
J(D,P,Q) ≤
N∑
i=1
|Di|
|D| J(Di, P,Q).
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• Quadratic response. For every w ∈ A(D) and P,Q ∈ Rd×d, 
D
1
2
(∇w −∇v(·, D, P,Q)) · A(∇w −∇v(·, D, P,Q))
= J(D,P,Q)−
 
D
(
− 1
2
∇w · A∇w − P · A∇w +Q · ∇w
)
.
Proposition 4.2 and 4.3 may be proved by the similar method as ([4, Lemma
2.1 and 2.2]). Then, following the argument there, we are able to establish all
the quantitative estimates of the correctors. Most importantly, we can show the
following rate of convergence for the Dirichlet correctors.
Theorem 4.4. Let s ∈ (0, d). There exists C(d,Λ) <∞ such that, for every m ∈ N
and ‖P‖2 ≤ 1,
3−m‖∇ν(·,m, P )− P‖Ĥ−1(m) + 3
−m‖A∇ν(·,m, P )− ÂP‖Ĥ−1(m)
≤ C3−mσ(d−s) +O1(C3−ms).
Note that the pressure term does not appear explicitly in the variational method
of Stokes system and therefore no estimate of the pressure can be derived directly.
In Lemma 4.6, we will see that a weaker estimate for the pressure may be reduced
to the estimate of the displacement.
Next, we construct the “finite volume corrector” (an approximation of the true
corrector) which is crucial in the study of the convergence rates in homogenization.
For each n ∈ N and P ∈ Rd×d, define (Φβn,j,Πβn,j) by
Φβn,j(x) = ν(x,n, P βj )− P βj x, Πβn,j(x) = pi(x,n, P βj ),
where P βj = e
β ⊗ ej. Observe that (Φβn,j,Πβn,j) solves
∇ · (A∇Φβn,j) +∇Πβn,j = −∇ · (AP βj ) in n,
∇ · Φβn,j = 0 in n,
Φβn,j = 0 on ∂n.
(4.7)
The following theorem is a rescaling of Theorem 4.4.
Theorem 4.5. Fix s ∈ (0, d). There exists σ = σ(d,Λ) > 0 so that
ε‖Φβn,j‖L2(εn) + ‖A(·/ε)(∇Φβn,j(·/ε) + P βj )− ÂP βj ‖H−1(εn) ≤ Cεσ(d−s) + CεsO1(1),
where ε = 3−n.
Again, the above theorem does not include the estimate of the pressure Πn. The
following lemma reduces the estimate of Πn to the estimate of Φn.
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Lemma 4.6. Let D be a bounded Lipschitz domain. Let W ∈ L2(D;Rd×d) and
pi ∈ L20(D) satisfy ∇·W +∇pi = 0 in D. Then, there exists δ = δ(d,Λ,Lip(D)) > 0
so that
‖pi‖H−1(D) ≤ C‖W‖δH−1(D)‖W‖1−δL2(D),
where C depends only on d,Λ and Lip(D).
Proof. This can be proved by duality and the Meyers’ estimate. By rescaling, we
may assume |D| = 1. Let φ ∈ H1(D) with ´
D
φ = 0 and let (u, p) solve
∆u+∇p = 0 in D,
∇ · u = φ in D,
u = 0 on ∂D.
(4.8)
Note that φ ∈ H1(D) implies φ ∈ Lp1 where p1 = 2d/(d− 2). Since D is Lipschitz,
by the global version of Theorem 3.9, there exists p0 ∈ (2, p1] so that
‖∇u‖Lp0 (D) + ‖p‖Lp0 (D) ≤ C‖φ‖Lp0 (D) ≤ C‖φ‖H1(D). (4.9)
On the other hand, the interior H2 regularity implies u ∈ H2loc(D;Rd). Moreover,
if D′ ⊂⊂ D
‖∇2u‖L2(D′) ≤ C
dist(D′, ∂D)
‖φ‖H1(D). (4.10)
Now, given any t ∈ (0, 1), define Dt = {x ∈ D : dist(x, ∂D) ≥ t}. Let ηt ∈ C∞0 (D)
be a cut-off function so that ηt(x) = 0 if x ∈ D \ Dt and ηt(x) = 1 if x ∈ D2t.
Moreover, |∇ηt(x)| ≤ Ct−1. For any matrix P ∈ Rd×d, the integration by parts
yields ˆ
D
piφ =
ˆ
D
pi∇ · u
= −
ˆ
D
∇pi · u
=
ˆ
D
(∇ ·W ) · u
= −
ˆ
Dt
W · ηt∇u−
ˆ
D\D2t
W · (1− ηt)∇u.
The first integral is bounded by
‖W‖H−1(D)‖ηt∇u‖H1(Dt) ≤ Ct−1‖W‖H−1(D)‖φ‖H1(D),
where we have used Theorem 2.2 and (4.10). The second integral is bounded by
‖W‖L2(D)‖∇u‖L2(D\D2t) ≤ C|D \D2t|
1
2
− 1
p0 ‖W‖L2(D)‖∇u‖Lp0 (D)
≤ Ct 12− 1p0 ‖W‖L2(D)‖φ‖H1(D),
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where we have used (4.9) in the last inequality. It follows that∣∣∣∣ ˆ
D
piφ
∣∣∣∣ ≤ (Ct−1‖W‖H−1(D) + Ct 12− 1p0 ‖W‖L2(D))‖φ‖H1(D). (4.11)
Now choose
t =
(‖W‖H−1(D)
‖W‖L2(D)
) 1
1+12− 1p0 , β =
1
2
− 1
p0
1 + 1
2
− 1
p0
.
Then we obtain the desired estimate from (4.11) by duality. 
Theorem 4.7. Fix s ∈ (0, d). There exists σ > 0, δ > 0 so that
‖Πβn,j(·/ε)‖H−1(εn) ≤ Cεσ(d−s) + C(εsO1(1))δ,
where ε = 3−n.
Proof. This follows from Theorem 4.5 and Lemma 4.6. 
4.2. Convergence rates. With Theorem 4.5 and 4.7, we are able to prove the an
algebraic rate of convergence for Stokes system in Lipschitz domains.
Theorem 4.8. Let δ > 0, s ∈ (0, d), and D be a bounded Lipschitz domain. There
exist exponents α, β > 0, a constant C > 0 (depending only on δ, s, d,Λ and Lip(D))
and a random variable X = Xs : Ω→ [0,∞) satisfying
X ≤ O1(C),
such that for every ε ∈ (0, 1] and the solution pairs (uε, pε), (u0, p0) of the Stokes
systems 
∇ · (Aε∇uε) +∇pε = 0 in D,
∇ · uε = 〈f〉D in D,
uε = f on ∂D,
and 
∇ · (Â∇u0) +∇p0 = 0 in D,
∇ · u0 = 〈f〉D in D,
u0 = f on ∂D,
with u0 ∈ W 1,2+δ(D;Rd), we have
‖uε − u0‖L2(D) + ‖∇uε −∇u0‖H−1(D) + ‖Aε∇uε − Â∇u0‖H−1(D) + ‖pε − p0‖H−1(D)
≤ C
(
εβ(d−s) + (εsX )α
)
‖∇u0‖L2+δ(D).
The proof of Theorem 4.8 uses the same idea from [4, Theorem 1.17], as well as
some useful computation for Stokes system from [19]. We omit the detailed proof.
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5. Homogenization of Elasticity System
In this section, we will establish the convergence rate for the linear system of
nearly incompressible elasticity.
5.1. Reduction to constant λ. Let the probability measure space (Ω,F ,P) satisfy
(1.13), 1.14 and (1.15). Let uελ be the weak solution of{∇ · (Aε∇uελ) +∇(λε∇ · uελ) = 0 in D,
uελ = f on ∂D.
In order to reduce the system to the case with constant λ, use the splitting technique
in (1.6) and (1.7), and write (1.12) as{
∇ · (A˜ε∇uελ) + λ0∇(∇ · uελ) = 0 in D,
uελ = f on ∂D,
(5.1)
where λ(x) = λ0 + b(x) and A˜ = (a˜
αβ
ij ) is defined by
a˜αβij (x) = a
αβ
ij (x) + b(x)δ
α
i δ
β
j . (5.2)
Denote the map (A, λ) 7→ (A˜, λ0) by S, i.e., (A˜, λ0) = S(A, λ). Now, note that
in (5.1), λ0 is a fixed constant and A˜ is a new (tensor-valued) random variable on
Ω satisfying the similar hypothesis as A. Define a new probability measure space
(Ω˜, F˜ , P˜) endowed by (Ω,F ,P) via the map S, where
Ω˜ = {(A˜, λ0) = S(A, λ) : (A, λ) ∈ Ω},
F˜ = S(F) and P˜[ω] = P[S−1(ω)] for every ω ∈ F˜ .
The following proposition shows that the probability measure space (Ω˜, F˜ , P˜)
satisfies the same conditions as in Section 4.
Proposition 5.1. The probability measure space (Ω˜, F˜ , P˜) satisfies the following
conditions:
• Stationarity with respect to Zd-translations:
P˜ ◦ Tz = P˜, where (Tz(A˜, λ0))(x) = (A˜(x+ z), λ0).
• Unit range of dependence:
F˜D and F˜E are P-independent for every Borel
subset pair D, E ⊂ Rd satisfying dist(D,E) ≥ 1.
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Because of the above reduction, without loss of generality, it suffices to consider
the case with constant λ. In other words, we consider{∇ · (Aε∇uελ) + λ∇(∇ · uελ) = 0 in D,
uελ = f on ∂D,
(5.3)
where λ ≥ 0 is constant and (1.13) - (1.15) are satisfied.
5.2. Small λ case. For λ relatively small (compared to ε−σ), the system of elasticity
may be viewed as the elliptic system. In this case, the homogenization theory may
be established by the standard method developed in [7, 5, 2, 4]. One of the goals in
this subsection is to identify the structure of the homogenized operator depending
on λ, which is not obvious.
Let Cλ = (c
αβ
λ,ij) be defined by
cαβλ,ij(x) = a
αβ
ij (x) + λδ
α
i δ
j
β.
Thus, the system (5.3) may be written as{∇ · (Cελ∇uελ) = 0 in D,
uελ = f on ∂D.
(5.4)
Clearly, the random variable Cλ also satisfies the stationarity and the unit-range de-
pendence assumptions. However, in this case, the ellipticity constant of Cλ depends
on λ, namely,
Λ−1|ξ|2 ≤ cαβλ,ij(x)ξαi ξβj ≤ (2Λ + λ)|ξ|2 for any x ∈ Rd, ξ ∈ Rd×d. (5.5)
In this case, we need to figure out how the homogenized operator and the convergence
rate depend on the parameter λ. As in [4], define
µλ(D,P ) := inf
ν∈`P+H10 (D;Rd)
−
ˆ
D
1
2
∇ν · Cλ∇ν
= inf
ν∈`P+H10 (D;Rd)
−
ˆ
D
(
1
2
∇ν · A∇ν + 1
2
λ(∇ · ν)2
)
,
(5.6)
where `(P ) := Px is an affine function. Recall that the unique minimizer νλ =
νλ(·, D, P ) (also called the Dirichlet corrector) is the solution of{∇ · (Cλ∇νλ) = ∇ · (A∇νλ) + λ∇(∇ · νλ) = 0 in D,
νλ = `(P ) on ∂D.
(5.7)
Proposition 5.2. The minimum energy µλ(D,P ) satisfies the following properties:
(i) Representation as quadratic form: there exists an symmetric Aλ(D) such
that
Λ−1I ≤ Aλ(D) ≤ ΛI,
34
and for each P ∈ Rd×d
µλ(D,P )− 1
2
λTr(P )2 =
1
2
P · Aλ(D)P.
(ii) Subadditivity: Let {Di}Ni=1 ⊂ D be a partition of D of bounded Lipschitz
domains, in the sense that Di ∩Dj = ∅ if i 6= j and∣∣∣∣∣D \
N⋃
i=1
Di
∣∣∣∣∣ = 0.
Then, for every P ∈ Rd×d,
µλ(D,P ) ≤
N∑
i=1
|Di|
|D| µλ(Di, P ).
Proof. Part (ii) is the same as in [4] for elliptic equations. It suffices to prove Part
(i). As in [4], we know in priori that µλ(D,P ) is a symmetric quadratic form of P .
For ν ∈ `P +H10 (D;Rd), using the divergence theorem, we have
−
ˆ
D
1
2
λ(∇ · ν)2 = −
ˆ
D
1
2
λ(∇ · ν − Tr(P ))2 + 1
2
λTr(P )2.
It follows that
µλ(D,P )− 1
2
λTr(P )2 = inf
ν∈`P+H10 (D;Rd)
−
ˆ
D
(
1
2
∇ν ·A∇ν+ 1
2
λ(∇·ν−Tr(P ))2
)
. (5.8)
Now, by choosing ν = `P , we have ∇ · ν = Tr(P ) and therefore
µλ(D,P )− 1
2
λTr(P )2 ≤ 1
2
−
ˆ
D
P · AP ≤ 1
2
Λ|P |2. (5.9)
On the other hand, let ν = `P + w with w ∈ H10 (D;Rd). Then, the Ho¨lder’s
inequality and the divergence theorem imply
µλ(D,P )− 1
2
λTr(P )2 ≥ inf
w∈H10 (D;Rd)
−
ˆ
D
1
2
∇(P +∇w) · A∇(P +∇w)
≥ 1
2Λ
inf
w∈H10 (D;Rd)
−
ˆ
D
|P +∇w|2
≥ 1
2Λ
inf
w∈H10 (D;Rd)
∣∣∣∣−ˆ
D
(P +∇w)
∣∣∣∣2
=
1
2Λ
|P |2.
(5.10)
Since we already know µλ(D,P ) − 12λTr(P )2 is a symmetric quadratic form, (5.9)
and (5.10) leads to the desired representation and estimate. 
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Let m be the triadic cube defined as in Section 4. Then the subadditivity
property implies that the limit of E[µλ(m, P )] exists as m→∞. Denote this limit
by µλ(P ). It turns out that the limit
µλ(P )−
1
2
λTr(P )2 = lim
m→∞
E
[1
2
P · Aλ(m)P
]
exists and is a quadratic form. Hence, there exists a constant Âλ satisfying
Λ−1I ≤ Aλ ≤ ΛI, (5.11)
so that
µλ(P ) =
1
2
P · AλP + 1
2
λTr(P )2.
This particularly indicates that the homogenized operator of ∇·Aε∇+λ∇(∇·) takes
a form of ∇ · Aλ∇+ λ∇(∇·). In fact, we have the following rate of convergence.
Theorem 5.3. Let δ > 0 and D be a bounded Lipschitz domain. Let s ∈ (0, d) and
λ ∈ [0,∞). There exists a random variable X = Xs,λ and constants α, β, C0 > 0
(independent of ε and λ) satisfying
X ≤ O1(C0), (5.12)
such that if uελ and u
0
λ are the weak solutions of{∇ · (Aε∇uελ) + λ∇(∇ · uελ) = 0 in D,
uελ = f on ∂D,
(5.13)
and {
∇ · (Aλ∇u0λ) + λ∇(∇ · u0λ) = 0 in D,
u0λ = f on ∂D,
(5.14)
respectively, with f ∈ W 1,2+δ(D;Rd), then
‖uελ−u0λ‖L2(D) +‖∇uελ−∇u0λ‖H−1(D) ≤ C(λ+1)
(
εβ(d−s) +εsX )‖∇f‖L2+δ(D). (5.15)
Proof. By viewing (5.13) as an elliptic system with ellipticity constant Λ + λ, the
result may be seen by examining the proof [4, Theorem 2.18]. 
Remark 5.4. Given s ∈ (0, d), let σ = β(d− s)/2 and s′ = s+σ ∈ (0, d). If λ ≤ ε−σ,
the above theorem particularly implies
‖uελ−u0λ‖L2(D) +‖∇uελ−∇u0λ‖H−1(D) ≤
(
εβ(d−s
′)−σ +(εX ′)s′−σ)‖∇f‖L2+δ(D), (5.16)
where X ′ = (X )1/(s′−σ) = X 1/s ≤ Os(C ′0) (since X ≤ O1(C0)). Now, without loss of
generality, by making β smaller in (5.16), we have
‖uελ − u0λ‖L2(D) + ‖∇uελ −∇u0λ‖H−1(D) ≤
(
εβ(d−s) + (εX ′)s)‖∇f‖L2+δ(D), (5.17)
with X ′ = X ′s,λ ≤ Os(C).
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For the same reason, if λ ≤ ε−σ, (5.15) also implies the rate of convergence for
the pressure
‖λ∇ · uελ − λ∇ · u0λ‖H−1(D) ≤ C
(
εβ(d−s) + (εX ′)s)‖∇f‖L2+δ(D), (5.18)
with the same X ′.
We should point out that even though the homogenized matrix Aλ and the random
variable Xs,λ may vary as λ varies, both of them are fortunately in the classes that
are in dependent of λ; see (5.11) and (5.12).
5.3. Large λ case. To obtain a rate of convergence for the system of elasticity
when λ is relatively large, we have to employ the result of Stokes system. Let us
state the main result of this subsection.
Theorem 5.5. Let the same assumptions of Theorem 5.3 hold. There exist a ran-
dom variable X ′′ = X ′′s and constants α, β, C0 > 0 (independent of ε and λ) satisfying
X ′′ ≤ Os(C0),
so that
‖uελ − u0λ‖L2(D) + ‖λ∇ · uελ − λ∇ · u0λ‖H−1(D)
≤ C(λ−1 + εβ(d−s) + (X ′′ε)αs)‖∇f‖L2+δ(D).
where uελ and u
0
ε are the weak solutions of (5.13) and (5.14), respectively.
To prove this theorem, we need the following lemma.
Lemma 5.6. For any λ ∈ (0,∞), we havve |Aλ − Â| ≤ Cλ−1.
Proof. Let µ(D,P ) and µλ(D,P ) be defined in (4.1) and (5.6), respectively. Let
ν∞ ∈ `P + Hsol0 (D;Rd) and νλ ∈ `P + H10 (D;Rd) be the minimizers of (4.1) and
(5.6), respectively. Because Hsol0 (D;Rd) ⊂ H10 (D;Rd), we have
µλ(D,P ) ≤ −
ˆ
D
(
1
2
∇ν∞ · A∇ν∞ + 1
2
λ(∇ · ν∞)2
)
= −
ˆ
D
(
1
2
∇ν∞ · A∇ν∞
)
+
1
2
λTr(P )2
= µ(D,P ) +
1
2
λTr(P )2,
(5.19)
where we have used the fact ∇ · v∞ = Tr(P ).
On the other hand, by Lemma 3.1 and rescaling,(
−
ˆ
D
|∇vλ −∇v∞|2
)1/2
≤ Cλ−1|P |.
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Consequently,
µ(D,P ) = −
ˆ
D
1
2
∇ν∞ · A∇ν∞
= −
ˆ
D
1
2
∇νλ · A∇νλ +−
ˆ
D
1
2
(∇ν∞ −∇νλ) · A(∇ν∞ +∇νλ)
≤ µλ(D,P )− 1
2
λTr(P )2 + Cλ−1|P |2,
(5.20)
where we have used (5.8) in the last inequality.
Combining (5.19) and (5.20),
|µλ(D,P )− 1
2
λTr(P )2 − µ(D,P )| ≤ Cλ−1|P |2.
Now, let D = m. Taking expectations and sending m → ∞, in view of the
definition of Aλ and Â, we have∣∣∣1
2
P · AλP − 1
2
P · ÂP
∣∣∣ ≤ Cλ−1|P |2.
This implies the desired estimate. 
Proof of Theorem 5.5. Let vελ be the weak solution of
∇ · (Aε∇vε) +∇pε = 0 in D,
∇ · vε = 〈f〉D in D,
vε = f on ∂D,
(5.21)
and let v0 be the weak solution of
∇ · (Â∇v0) +∇p0 = 0 in D,
∇ · v0 = 〈f〉D in D,
v0 = f on ∂D.
(5.22)
It follows from Lemma 3.1 that
‖uελ − vε‖H1(D) + ‖λ∇ · uελ −−
ˆ
D
λ∇ · uελ − pε‖L2(D) ≤ Cλ−1‖∇f‖L2(D). (5.23)
On the other hand, Theorem 4.8 implies
‖vε − v0‖L2(D) + ‖pε − p0‖H−1(D) ≤ C
(
εβ(d−s) + (εX ′′)αs)‖∇f‖L2+δ(D), (5.24)
for some random variable X ′′ = X ′′s ≤ Os(C0) with some absolute constant C0.
Next, using Lemma 3.1 again, we obtain
‖v0λ − v0‖H1(D) + ‖λ∇ · v0λ −−
ˆ
D
λ∇ · v0λ − p0‖L2(D) ≤ Cλ−1‖∇f‖L2(D), (5.25)
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where v0λ is the weak solution of{
∇ · (Â∇v0λ) + λ∇(∇ · v0λ) = 0 in D,
v0λ = f on ∂D.
(5.26)
Finally, comparing (5.14) and (5.26)) and using Lemma 5.6 and the energy esti-
mate, we obtain
‖v0λ − u0λ‖H1(D) + ‖λ∇ · v0λ − λ∇ · u0λ‖L2(D) ≤ Cλ−1‖∇f‖L2(D), (5.27)
where we also used the fact
−
ˆ
D
(λ∇ · v0λ − λ∇ · u0λ) = 0.
Combining (5.23), (5.24), (5.25) and (5.27), we obtain the announced estimate. 
5.4. Global convergence rate. Combing Theorem 5.3 and 5.5, we obtain a global
convergence rate uniform for any λ ≥ 0.
Theorem 5.7. Let the same assumptions of Theorem 5.3 hold. There exist a ran-
dom variable X = Xs,λ and constants α, β, C > 0 (independent of ε and λ) satisfying
X ≤ Os(C),
so that
‖uελ − u0λ‖L2(D) + ‖λ∇ · uελ − λ∇ · u0λ‖H−1(D)
≤ C(εβ(d−s) + (X ε)αs)‖∇f‖L2+δ(D),
where uελ and u
0
ε are the weak solutions of (5.13) and (5.14), respectively.
Proof. Let X ′ = X ′s,λ ≤ Os(C0) be the random variable in (5.17) and (5.18). Let
X ′′ = X ′′s ≤ Os(C0) be the random variable in Theorem 5.5. Choose X = Xs,λ =
max{X ′,X ′′}. Observe that X ≤ Os(C) for some absolute constant C. In fact,
since X ′ ≤ Os(C0) and X ′′ ≤ Os(C0),
E
[
exp
(
(X/C)s)] ≤ E[ exp ((X ′/C)s)+ exp ((X ′′/C)s)] ≤ 4,
as desired.
Then, given any fixed λ ≥ 0, by considering λ < ε−σ and λ > ε−σ separately with
appropriate σ depending on s ∈ (0, d), Theorem 5.3 and 5.5 together implies that
there exist α, β > 0 so that
‖uελ − u0λ‖L2(D) + ‖λ∇ · uελ − λ∇ · u0λ‖H−1(D) ≤ C
(
εβ(d−s) + (εX )αs)‖∇f‖L2+δ(D),
where C is independent of ε and λ. 
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6. Large-Scale Regularity: Interior Estimates
In this section, we investigate the large-scale interior estimate for the system of
elasticity
∇ · (Aε∇uελ) + λ∇(∇ · uελ) = 0 in B2, (6.1)
where B2 = B2(0) and λ ≥ 0 is a constant.
6.1. Excess quantities and properties. Let uελ be a weak solution of (6.1). We
define two critical excess quantities. Define
Φ(t) =
1
t
inf
q∈Rd
(
−
ˆ
Bt
|uελ − q|2
)1/2
+
1
t
‖λ∇ · uελ −−
ˆ
Bt
λ∇ · uελ‖H−1(Bt) + sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bkt
λ∇ · uελ −−
ˆ
B`t
λ∇ · uελ
∣∣∣∣.
For any v ∈ H1(Bt;Rd), define
H(t; v) =
1
t
inf
M∈Rd×d
q∈Rd
(
−
ˆ
Bt
|v −Mx− q|2
)1/2
+
1
t
‖λ∇ · v −−
ˆ
Bt
λ∇ · v‖H−1(Bt) + sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bkt
λ∇ · v −−
ˆ
B`t
λ∇ · v
∣∣∣∣.
For simplicity, if v = uελ, we also write H(r) = H(r;u
ε
λ). Then it is not hard to see
H(r) ≤ Φ(r) ≤ C
(
−
ˆ
Br
|∇uελ|2
)1/2
≤ CΦ(2r), (6.2)
where the second inequality follows from the Poincare´ inequality and Lemma 2.1,
and the third inequality follows from (2.11).
Two useful properties of H and Φ are given below.
Lemma 6.1. There exists a function h : (0, 2) 7→ [0,∞) so that for any r ∈ (0, 1)
h(r) ≤ C(H(r) + Φ(r))
Φ(r) ≤ H(r) + h(r)
sup
r≤s,t≤2r
|h(s)− h(t)| ≤ CH(2r).
Proof. Let Mr be the matrix in Rd×d that minimizes H(r), namely,
H(r) =
1
r
inf
q∈Rd
(
−
ˆ
Br
|uελ −Mrx− q|2
)1/2
+
1
t
‖λ∇ · uελ −−
ˆ
Br
λ∇ · uελ‖H−1(Br) + sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bkr
λ∇ · uελ −−
ˆ
B`r
λ∇ · uελ
∣∣∣∣.
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Define h(r) = |Mr|. In view of the definition, it is obvious that Φ(r) ≤ H(r) +h(r).
Also,
h(r) ≤ C
r
inf
q∈Rd
(
−
ˆ
Br
|Mrx+ q|2
)1/2
≤ C
r
inf
q∈Rd
(
−
ˆ
Br
|uελ −Mrx− q|2
)1/2
+
1
r
inf
q∈Rd
(
−
ˆ
Br
|uελ − q|2
)1/2
≤ C(H(r) + Φ(r)).
Finally, if r ≤ s, t ≤ 2r,
|h(s)− h(t)| ≤ |Ms −Mt|
≤ C
r
inf
q∈Rd
(
−
ˆ
Br
|(Ms −Mt)x+ q|2
)1/2
≤ 1
r
inf
q∈Rd
(
−
ˆ
Br
|uελ −Msx− q|2
)1/2
+
1
r
inf
q∈Rd
(
−
ˆ
Br
|uελ −Mtx− q|2
)1/2
≤ C
s
inf
M∈Rd×d
q∈Rd
(
−
ˆ
Bs
|uελ −Mx− q|2
)1/2
+
C
t
inf
M∈Rd×d
q∈Rd
(
−
ˆ
Bt
|uελ −Mx− q|2
)1/2
≤ C
2r
inf
M∈Rd×d
q∈Rd
(
−
ˆ
B2r
|uελ −Mx− q|2
)1/2
≤ CH(2r).
The proof is complete. 
Lemma 6.2. Suppose uελ is a weak solution of (6.1). There exists a constant C so
that for any r ∈ (0, 1), we have
sup
s∈[r,2r]
Φ(s) ≤ CΦ(2r).
Proof. We estimate the three parts of H(s) separately. First, it is obvious that
1
s
inf
q∈Rd
(
−
ˆ
Bs
|uελ − q|2
)1/2
≤ C
2r
inf
q∈Rd
(
−
ˆ
B2r
|uελ − q|2
)1/2
≤ CΦ(2r).
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Second, using the fact that H10 (Bs) ⊂ H10 (B2r) and (2.8), we have
1
s
‖λ∇ · uελ −−
ˆ
Bs
λ∇ · uελ‖H−1(Bs)
≤ 1
s
‖λ∇ · uελ −−
ˆ
B2r
λ∇ · uελ‖H−1(Bs) +
∣∣∣∣−ˆ
Bs
λ∇ · uελ −−
ˆ
B2r
λ∇ · uελ
∣∣∣∣
≤ 1
s
‖λ∇ · uελ −−
ˆ
B2r
λ∇ · uελ‖H−1(B2r) + sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bk2r
λ∇ · uελ −−
ˆ
B`2r
λ∇ · uελ
∣∣∣∣
≤ 2Φ(2r).
Finally, it suffices to estimate
sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bks
λ∇ · uελ −−
ˆ
B`s
λ∇ · uελ
∣∣∣∣ ≤ 2 sup
k∈[1/4,1]
∣∣∣∣−ˆ
Bks
λ∇ · uελ −−
ˆ
Br
λ∇ · uελ
∣∣∣∣.
If r ≤ ks ≤ 2r, then by definition of Φ(2r), the above inequality is bounded by
2Φ(2r). If r/4 < ks < r, we have∣∣∣∣−ˆ
Bks
λ∇ · uελ −−
ˆ
Br
λ∇ · uελ
∣∣∣∣ ≤ C(−ˆ
Br
|λ∇ · uελ −−
ˆ
Br
λ∇ · uελ|2
)1/2
≤ C
(
−
ˆ
Br
|∇uελ|2
)1/2
≤ CΦ(2r),
where we have used Lemma 2.1 and (2.11). The desired estimate then follows
readily. 
6.2. Excess decay estimates. This is done via a sequence of lemmas.
Lemma 6.3. For each s ∈ (0, d), there exists a random variable X = Xs,λ : Ω →
[1,∞) and a constant C > 0 satisfying
X ≤ Os(C),
such that for each r ∈ (ε, 1), we have(
−
ˆ
Br
|uελ − u0,rλ |2
)1/2
+ ‖λ∇ · uελ − λ∇ · u0,rλ ‖H−1(Br) ≤ Crη(εX/r)Φ(4r), (6.3)
where
η(ρ) = ρ
1
3
min{αs,β(d−s)}, (6.4)
and u0,rλ is the weak solution of{
∇ · (Aλ∇u0,rλ ) + λ∇(∇ · u0,rλ ) = 0 in Br,
u0,rλ = u
ε
λ on ∂Br.
(6.5)
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Proof. By rescaling, it suffices to prove the result for r = 1. By the Meyers’ estimate,
we know that uελ ∈ W 1,2+δ(B1;Rd) for some δ > 0 and
‖∇uελ‖L2+δ(B1) ≤ C‖∇uελ‖L2(B2).
Then the desired estimate follows immediately from Theorem 5.7 and (2.11). 
Lemma 6.4. Let u0,rλ be a solution of (6.5). There exists some θ ∈ (0, 14), depending
only on Λ and d, so that
H(θr;u0,rλ ) ≤
1
2
H(r;u0,rλ ). (6.6)
Proof. First of all, for any M ∈ Rd×d and q ∈ Rd, u0,rλ −Mx − q is a weak solu-
tion of (6.5) with constant coefficients. By the interior C1,α estimate uniform in λ
(analogous to Theorem 3.8), for any θ ∈ (0, 1/4), we have
H(θr;u0,rλ ) ≤ Cθα inf
M∈Rd×d
q∈Rd
(
−
ˆ
Br/2
|∇(u0,rλ −Mx− q)|2
)
,
where we also used the fact (see (2.8))
‖λ∇ · v −−
ˆ
Bt
λ∇ · v‖H−1(Bt) ≤ Ct
(
−
ˆ
Bt
|λ∇ · v −−
ˆ
Bt
λ∇ · v|2
)1/2
.
Combined with the generalized Caccioppoli inequality (2.11), we obtain
H(θr;u0,rλ ) ≤ CθαH(r;u0,rλ ).
Finally, the desired estimate follows by choosing a proper θ so that Cθα ≤ 1/2. 
Lemma 6.5. There exists θ ∈ (0, 1
4
), for each r ∈ (εX , 1),
H(θr) ≤ 1
2
H(r) + C 3
√
η(εX/r)Φ(4r). (6.7)
Proof. This is a corollary of Lemma 6.3 and Lemma 6.4. Let u0,rλ and θ ∈ (0, 14) be
as in Lemma 6.4. Observe that the triangle inequality for H implies
|H(t; f)−H(t; g)| ≤ H(t; f − g).
Applying this to (6.6), we get
H(θr;uελ) ≤ H(θr;u0λ) +H(θr;uελ − u0λ)
≤ 1
2
H(r;u0λ) +H(θr;u
ε
λ − u0λ)
≤ 1
2
H(r;uελ) +H(θr;u
ε
λ − u0λ) +H(r;uελ − u0λ).
Then it suffices to estimate H(θr;uελ − u0λ) with θ ∈ (0, 1] by Lemma 6.3. Let us
consider the three terms of the function H(θr;uελ − u0λ) separately.
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First, it is clear from (6.3) that
1
θr
inf
M∈Rd×d
q∈Rd
(
−
ˆ
Bθr
|(uελ − u0,rλ )−Mx− q|2
)1/2
≤ Cθ
r
(
−
ˆ
Br
|uελ − u0,rλ |2
)1/2
≤ Cθη(εX/r)Φ(4r).
(6.8)
Next, since H10 (Bθr) is continuously embedded into H
1
0 (Br), we trivially have
1
θr
‖λ∇·uελ−λ∇·u0,rλ ‖H−1(Bθr) ≤
1
θr
‖λ∇·uελ−λ∇·u0,rλ ‖H−1(Br) ≤ Cθη(εX/r)Φ(4r).
(6.9)
Finally, it suffices to estimate
−
ˆ
Bkθr
(λ∇ · uελ − λ∇ · u0,rλ ) (6.10)
for any k ∈ (1/4, 1). This follows from the following lemma:
Lemma 6.6. Let F ∈ L2(Br). Then for any θ ∈ (0, 1),∣∣∣∣−ˆ
Bθr
F
∣∣∣∣3 ≤ Cθr ‖F‖H−1(Br)−
ˆ
Br
|F |2.
We postpone the proof of Lemma 6.6 and apply it to estimate (6.10)∣∣∣∣−ˆ
Bkθr
(λ∇·uελ−λ∇·u0,rλ )
∣∣∣∣ ≤ Cθk 3√η(εX/r)Φ(4r)(−ˆ
Br
|λ∇·uελ−λ∇·u0,rλ |2
)1/3
. (6.11)
Now, let t ∈ [3/2, 2] be given as in Lemma 6.3. From the boundary condition of
(6.5)
−
ˆ
Btr
(λ∇ · uελ − λ∇ · u0,rλ ) = 0.
Consequently, by the triangle inequality and Lemma 2.1, one has(
−
ˆ
Br
|λ∇ · uελ − λ∇ · u0,rλ |2
)1/2
≤
(
−
ˆ
Btr
|λ∇ · uελ − λ∇ · u0,rλ |2
)1/2
≤
(
−
ˆ
Btr
|λ∇ · uελ −−
ˆ
Btr
λ∇ · uελ|2
)1/2
+
(
−
ˆ
Btr
|λ∇ · u0,rλ −−
ˆ
Btr
λ∇ · u0,rλ |2
)1/2
≤ C
(
−
ˆ
Btr
|∇uελ|2
)1/2
≤ CΦ(4r).
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Inserting this into (6.11), we obtain∣∣∣∣−ˆ
Bkθr
(λ∇ · uελ − λ∇ · u0,rλ )
∣∣∣∣ ≤ C 3√η(εX/r)Φ(4r). (6.12)
Combining (6.8), (6.9) and (6.12), we obtain the estimate for H(θr;uελ − u0λ) and
hence complete the proof. 
Proof of Lemma 6.6. By rescaling, it suffices to prove the case r = 1. Let θ ∈ (0, 1)
be fixed and t ∈ (0, θ) to be determined. Suppose φ ∈ C∞0 (Bθ) is a test function so
that φ(x) = 1 for x ∈ Bθ−t and |∇φ| ≤ C/t. Then∣∣∣∣ ˆ
Bθ
F
∣∣∣∣ = ∣∣∣∣ˆ
Bθ
Fφ
∣∣∣∣+ ∣∣∣∣ˆ
Bθ\Bθ−t
F (1− φ)
∣∣∣∣
≤ C‖F‖H−1(B1)‖φ‖H1(B1) + |Bθ \Bθ−t|1/2‖F‖L2(B1)
≤ Ct−1‖F‖H−1(B1) + Ct1/2‖F‖L2(B1).
Choosing
t =
‖F‖2/3
H−1(B1)
‖F‖2/3L2(B1)
,
we obtain ∣∣∣∣ ˆ
Bθ
F
∣∣∣∣3 ≤ C‖F‖H−1(B1)‖F‖2L2(B1),
as desired. 
6.3. Iteration. The following lemma is a generalization of [37, Lemma 8.5].
Lemma 6.7. Suppose ηi : (0, 1] 7→ [0, 1], with i = 1, 2, are increasing continuous
functions so that ηi(0) = 0 andˆ 1
0
ηi(r)
r
dr <∞ for i = 1, 2. (6.13)
Let H,Φ, h : (0, 2] 7→ [0,∞) be nonnegative functions. Suppose that there exist
θ ∈ (0, 1/4) and C0 > 0 so that
H(θr) ≤ 1
2
H(r) + C0
{
η1(ε/r) + η2(r)
}
Φ(4r) (6.14a)
H(r) ≤ C0Φ(r) (6.14b)
h(r) ≤ C0(H(r) + Φ(r)) (6.14c)
Φ(r) ≤ C0(H(r) + h(r)) (6.14d)
sup
r≤t≤2r
Φ(t) ≤ C0Φ(2r) (6.14e)
sup
r≤s,t≤2r
|h(s)− h(t)| ≤ C0H(2r) (6.14f)
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for all r ∈ [ε, 1]. Then there is a constant C > 0 depending only on C0 and ηi(i =
1, 2) such that ˆ 2
ε
H(r)
r
dr + sup
ε≤r≤2
Φ(r) ≤ CΦ(2). (6.15)
Proof. We start from an estimate of h. The assumption (6.14f) on h implies h(r) ≤
h(2r) + CH(2r). Hence, given any t ∈ (ε, 1)
ˆ 1
t
h(r)
r
dr ≤
ˆ 1
t
h(2r)
r
dr + C0
ˆ 1
t
H(2r)
r
dr
=
ˆ 2
2t
h(r)
r
dr + C0
ˆ 2
2t
H(r)
r
dr
It follows in sequence from (6.14c), (6.14b) and (6.14e) that
ˆ 2t
t
h(r)
r
dr ≤ CΦ(2) + C
ˆ 2
2t
H(r)
r
dr.
Hence, by using (6.14f) again, for every t ∈ (ε, 1),
h(t) ≤ CΦ(2) + C
ˆ 2
t
H(r)
r
dr. (6.16)
Let α > 1 be a large number and β < 1/2 be a small number to be determined.
Without loss of generality, assume ε < α−1β. Integrating (6.14a) over the interval
[αε, β], we have
ˆ β
αε
H(θr)
r
dr ≤ 1
2
ˆ β
αε
H(r)
r
dr + C0
ˆ β
αε
{
η1(ε/r) + η2(r)
}
Φ(4r)
dr
r
. (6.17)
Using the condition (6.14d), we have
ˆ β
αε
{
η1(ε/r) + η2(r)
}
Φ(4r)
dr
r
≤ C0
ˆ β
αε
{
η1(ε/r) + η2(r)
}
(H(4r) + h(4r))
dr
r
.
Now, we observe that the monotonicity of ηi and (6.16) imply
ˆ β
αε
{
η1(ε/r) + η2(r)
}
H(4r)
dr
r
=
ˆ 4β
4αε
{
η1(4ε/r) + η2(r/4)
}
H(r)
dr
r
≤ {η(α−1) + η(β)}ˆ 4β
4αε
H(r)
dr
r
,
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andˆ β
αε
{
η1(ε/r) + η2(r)
}
h(4r)
dr
r
≤ CΦ(2)
ˆ β
αε
{
η1(ε/r) + η2(r)
}dr
r
+ C
ˆ β
αε
{
η1(ε/r) + η2(r)
}ˆ 2
r
H(s)
s
dsdr
≤ CΦ(2) + C
{ˆ α−1
0
η1(r)
r
dr +
ˆ β
0
η2(r)
r
dr
}ˆ 2
αε
H(s)
s
ds.
Combining the last four inequalities, we obtainˆ θβ
θαε
H(r)
r
dr
≤ CΦ(2) +
[
1
2
+ C
{
η1(α
−1) + η2(β) +
ˆ α−1
0
η1(r)
r
dr +
ˆ β
0
η2(r)
r
dr
}]ˆ 2
αε
H(r)
r
dr.
Next, by choosing α sufficiently large and β sufficiently small so that
1
2
+ C
{
η1(α
−1) + η2(β) +
ˆ α−1
0
η1(r)
r
dr +
ˆ β
0
η2(r)
r
dr
}
≤ 3
4
,
we have ˆ 2
θαε
H(r)
r
dr ≤ CΦ(2) + 3
ˆ 2
θβ
H(r)
r
dr ≤ CΦ(2), (6.18)
where we also used (6.14b) and (6.14e) in the last inequality. In view of (6.16), this
gives
h(r) ≤ CΦ(2), for any r ∈ (θαε, 2). (6.19)
Therefore, for any t ∈ (θαε, 2), by (6.14d), (6.18) and (6.19),ˆ 2t
t
Φ(r)
r
dr ≤ C0
ˆ 2t
t
H(r)
r
dr + C0
ˆ 2t
t
h(r)
r
dr ≤ CΦ(2).
In view of (6.14e) again, this implies that
Φ(r) ≤ CΦ(2), for any r ∈ (θαε, 2). (6.20)
Note that (6.18) and (6.20) almost give the desired estimate (6.15), except for the
interval (ε, θαε). However, since θα is a fixed number depending only on C0, η1 and
η2, by repeatedly using (6.14e) finitely many times, we recover the estimate (6.20)
for r ∈ (ε, θαε). Also, using (6.14b), we recover
ˆ θαε
ε
H(r)
r
dr ≤ C0
ˆ θαε
ε
Φ(r)
r
dr ≤ C0(θα− 1) sup
r∈(ε,θα)
Φ(r) ≤ CΦ(2).
This completes the proof. 
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Theorem 6.8. For any s ∈ (0, d), λ ∈ [0,∞), there exists a random variable X =
Xs,λ : Ω 7→ [1,∞) satisfying
X ≤ Os(C),
such that if r ∈ [εX , 1], then(
−
ˆ
Br
|∇uελ|2
)1/2
+
(  
Br
|λ∇ · uελ −
 
B2
λ∇ · uελ|2
)1/2
≤ C
(
−
ˆ
B2
|∇uελ|2
)1/2
. (6.21)
Proof. Let H and Φ be defined as in Section 6.1. Note that the conditions of H and
Φ are verified by Lemma 6.1, 6.4 and 6.5. Let η1(r) =
3
√
η(r) = rσ with σ > 0 and
η2 = 0. Applying Lemma 6.7 with ε replaced by X ε, we obtainˆ 2
εX
H(r)
r
dr + sup
εX≤r≤2
Φ(r) ≤ CΦ(2). (6.22)
This, together with (6.2), implies(
−
ˆ
Br
|∇uελ|2
)1/2
≤ C
(
−
ˆ
B2
|∇uελ|2
)1/2
. (6.23)
To estimate the pressure, note that the first part of (6.22) gives
ˆ 2
εX
sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bkt
λ∇ · uελ −−
ˆ
B`t
λ∇ · uελ
∣∣∣∣dtt ≤ C
(
−
ˆ
B2
|∇uελ|2
)1/2
.
For a given r ∈ (εX , 1), there is an integer N ≥ 0 so that 2Nr ∈ (1/2, 1]. Now, for
any 0 ≤ j ≤ N − 1, note that∣∣∣∣−ˆ
B
2jr
λ∇ · uελ −−
ˆ
B
2j+1r
λ∇ · uελ
∣∣∣∣ ≤ 2ˆ 2j+2r
2j+1r
sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bkt
λ∇ · uελ −−
ˆ
B`t
λ∇ · uελ
∣∣∣∣dtt .
It follows that∣∣∣∣−ˆ
Br
λ∇ · uελ −−
ˆ
B
2Nr
λ∇ · uελ
∣∣∣∣ ≤ N−1∑
j=0
∣∣∣∣−ˆ
B
2jr
λ∇ · uελ −−
ˆ
B
2j+1r
λ∇ · uελ
∣∣∣∣
≤ 2
ˆ 2N+1r
2r
sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Bkt
λ∇ · uελ −−
ˆ
B`t
λ∇ · uελ
∣∣∣∣dtt
≤ C
(
−
ˆ
B2
|∇uελ|2
)1/2
.
On the other hand, since 2Nr ∈ (1, 2], Lemma 2.1 implies∣∣∣∣−ˆ
B
2Nr
λ∇ · uελ −−
ˆ
B2
λ∇ · uελ
∣∣∣∣ ≤ C(−ˆ
B2
|∇uελ|2
)1/2
.
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Consequently, for any r ∈ (εX , 1),∣∣∣∣−ˆ
Br
λ∇ · uελ −−
ˆ
B2
λ∇ · uελ
∣∣∣∣ ≤ C(−ˆ
B2
|∇uελ|2
)1/2
. (6.24)
Finally, using (6.24), Lemma 2.1 and (6.23), we obtain( 
Br
|λ∇ · uελ −
 
B2
λ∇ · uελ|2
)1/2
≤
(  
Br
|λ∇ · uελ −
 
Br
λ∇ · uελ|2
)1/2
+
∣∣∣∣  
Br
λ∇ · uελ −
 
B2
λ∇ · uελ
∣∣∣∣
≤ C
(
−
ˆ
Br
|∇uελ|2
)1/2
+ C
(
−
ˆ
B2
|∇uελ|2
)1/2
≤ C
(
−
ˆ
B2
|∇uελ|2
)1/2
,
as desired. 
Proof of Theorem 1.1. By (1.6) and (1.7), as well as the reduction in Section 5.1,
the system may be reduced to the case with constant λ = λ0. Then, by Theorem
6.8, we obtain(
−
ˆ
Br
|∇uελ|2
)1/2
+
(  
Br
|λ0∇ · uελ −
 
B2
λ0∇ · uελ|2
)1/2
≤ C
(
−
ˆ
B2
|∇uελ|2
)1/2
.
Finally, λ0 may be replaced by λ
ε due to the assumption (1.5) and the estimate of
|∇uελ| in the last inequality. This finishes the proof. 
7. Large-Scale Regularity: Boundary Estimates
In this section, we study the uniform large-scale estimate near the boundary
which is of ε-scale C1,α at 0 ∈ ∂D. Unfortunately, the previous argument for the
interior estimate does not apply identically since the boundary below ε-scale is
only Lipschitz, which means the local C1,α regularity cannot be expected even for
the homogenized system. To overcome this difficulty, we introduce a new idea of
boundary perturbation to modify the excess decay iteration method which allows
the boundary to be bumpy at microscopic scales.
7.1. Boundary geometry. Let α ∈ (0, 1) be fixed and D a bounded ε-scale C1,α
domain and 0 ∈ ∂D. As usual, define Dt = D ∩ Bt(0) and ∆t = ∂D ∩ Bt(0). By
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Definition 1.2, there exists a constant C0 so that for any t ∈ (ε, 1), there exists a
unit “outer normal” vector nt ∈ Sd−1 such that
T−t := {x ∈ Rd : x · nt < −C0tζ(t, ε)} ∩Bt(0)
⊂ Dt ⊂ T+t := {x ∈ Rd : x · nt < C0tζ(t, ε)} ∩Bt(0),
where ζ(t, ε) = tα + (ε/t)α. This particularly implies that both T−t and T
+
t approx-
imate Dt well at almost all scales with ε t 1. Moreover,
|T+t \ T−t | . tdζ(t, ε) ' ζ(t, ε)|Dt|.
The outer normal nt of the flat boundary of T
±
t will play an important role in our
proof. Intuitively, it represents a macroscopically approximate direction perpendic-
ular to the boundary near 0 at t-scale and coincides with the usual outer normal
if the boundary is smooth (i.e., C1,α). The following lemma shows that nt changes
gently with t ∈ (ε, 1).
Lemma 7.1. Let ε ≤ s ≤ r ≤ 1, then
|nr − ns| ≤ C rζ(r, ε)
s
.
This is a simple geometric observation and the proof will be omitted.
7.2. Excess quantities and properties. Let λ ≥ 0 and uελ ∈ H1(D2;Rd) be the
weak solution of {∇ · (Aε∇uελ) +∇(λ∇ · uελ) = 0 in D2,
uελ = 0 on ∆2.
(7.1)
We redefine Φ and H in the boundary case as follows:
Φ(t) =
1
t
(
−
ˆ
Dt
|uελ|2
)1/2
+
1
t
‖λ∇ · uελ −−
ˆ
Dt
λ∇ · uελ‖H−1(Dt)
+ sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Dkt
λ∇ · uελ −−
ˆ
D`t
λ∇ · uελ
∣∣∣∣ (7.2)
and for v ∈ H1(Dt;Rd)
H(t; v) =
1
t
inf
q∈Rd
(
−
ˆ
Dt
|v − (nt · x)q|2
)1/2
+
1
t
‖λ∇ · v −−
ˆ
Dt
λ∇ · v‖H−1(Dt)
+ sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Dkt
λ∇ · v −−
ˆ
D`t
λ∇ · v
∣∣∣∣. (7.3)
Put H(t) = H(t;uελ) for short.
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To apply Lemma 6.7, as before, we need some basic properties of Φ and H. As
in the interior case, we still have
H(r) ≤ Φ(r) and sup
r≤s≤2r
Φ(s) ≤ CΦ(2r). (7.4)
Also, we have the following key property which is slightly different from Lemma 6.1.
Lemma 7.2. There exists a function h : (0, 2) 7→ [0,∞) so that for any r ∈ (0, 1)
h(r) ≤ C(H(r) + Φ(r))
Φ(r) ≤ H(r) + h(r)
sup
r≤s,t≤2r
|h(s)− h(t)| ≤ CH(2r) + Cζ(r, ε)Φ(2r).
Proof. The proofs for the first two inequality are similar to Lemma 6.1. We only
prove the third inequality here. Let qr be the vector that minimizes H(r), namely,
H(r) =
1
r
(
−
ˆ
Dr
|v − (nr · x)qr|2
)1/2
+
1
r
‖λ∇ · v −−
ˆ
Dr
λ∇ · v‖H−1(Dr)
+ sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Dkr
λ∇ · v −−
ˆ
D`r
λ∇ · v
∣∣∣∣. (7.5)
Define h(r) = |qr|. Then h(r) ≤ C(H(r) + Φ(r)) ≤ CΦ(r). Let s, t ∈ [r, 2r], one has
|qs − qt| ≤ C
r
(
−
ˆ
Dr
|(n2r · x)(qs − qt)|2
)1/2
≤ C
r
(
−
ˆ
Dr
|uελ − (n2r · x)qs)|2
)1/2
+
C
r
(
−
ˆ
Dr
|uελ − (n2r · x)qt)|2
)1/2
.
(7.6)
We estimate the first term. Using Lemma 7.1 and (7.4), we have
1
r
(
−
ˆ
Dr
|uελ − (n2r · x)qs)|2
)1/2
≤ C
r
(
−
ˆ
Ds
|uελ − (ns · x)qs)|2
)1/2
+ |n2r − ns||qs|
≤ C
s
inf
q∈Rd
(
−
ˆ
Ds
|uελ − (ns · x)q)|2
)1/2
+ Cζ(2r, ε)Φ(2r)
≤ C
s
(
−
ˆ
Ds
|uελ − (ns · x)q2r)|2
)1/2
+ Cζ(2r, ε)Φ(2r)
≤ C
2r
(
−
ˆ
D2r
|uελ − (n2r · x)q2r)|2
)1/2
+ |n2r − ns||q2r|+ Cζ(2r, ε)Φ(2r)
≤ CH(2r) + Cζ(r, ε)Φ(2r),
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where we have used the fact ζ(2r, ε) ≤ Cζ(r, ε) since ζ(r, ε) = rα + (ε/r)α. The
estimate for the second term of (7.6) is similar. Hence, for any s, t ∈ [r, 2r],
|h(s)− h(t)| ≤ |qs − qt| ≤ CH(2r) + Cζ(r, ε)Φ(2r),
as desired. 
7.3. Boundary perturbation. We construct an approximate solution in T+t at
each scale t > ε which admits a better regularity due to the smoothness of the
boundary. Let uελ ∈ H1(D2;Rd) solves (7.1). We extend the function uελ to the
entire B2 by
u˜ελ(x) =
{
uελ(x) for x ∈ D2
0 for x ∈ B2 \D2. (7.7)
Then u˜ελ ∈ H1(B2;Rd) and ‖u˜ελ‖H1(Br) = ‖uελ‖H1(Dr) for any r ∈ (0, 2). Now, fix
r ∈ (εXs, 1), let vελ be the weak solution of{
∇ · (Aε∇vελ) + λ∇(∇ · vελ) = 0 in T+2r,
vελ = u˜
ε
λ on ∂T
+
2r.
(7.8)
The following is the key lemma.
Lemma 7.3. There exists γ > 0, depending only on d,Λ and the Lipschitz constant
of ∆2, so that for any λ > 0,(
−
ˆ
T+2r
|∇u˜ελ−∇vελ|2
)1/2
+
(
−
ˆ
T+2r
|λ∇· u˜ελ−λ∇·vελ|2
)1/2
≤ Cζ(r, ε)γ
(
−
ˆ
D4r
|∇uελ|2
)1/2
.
(7.9)
Proof. First of all, by the system (7.8) and Theorem 2.3, we have
‖∇vελ‖L2(T+2r) + λ‖∇ · v
ε
λ −−
ˆ
T+2r
∇ · vελ‖L2(T+2r)
≤ C‖∇u˜ελ‖L2(T+2r) = C‖∇u
ε
λ‖L2(D2r).
(7.10)
Let φr be a cut-off function so that φr(x) = 1 on {x · n2r ≤ −4C0rζ(2r, ε)} and
φr(x) = 0 on {x · n2r > −2C0rζ(2r, ε)} and |∇φr(x)| ≤ C[rζ(r, ε)]−1. Then it is not
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hard to show
ˆ
B2r
Aε∇(u˜ελ − vελ) · ∇(u˜ελ − vελ) + λ
ˆ
B2r
|∇ · (u˜ελ − vελ)|2
=
ˆ
B2r
Aε∇(u˜ελ − vελ) · ∇
[
(u˜ελ − vελ)φr
]
+ λ
ˆ
B2r
∇ · (u˜ελ − vελ)∇ ·
[
(u˜ελ − vελ)φr
]
+
ˆ
B2r
Aε∇(u˜ελ − vελ) · ∇
[
(u˜ελ − vελ)(1− φr)
]
+ λ
ˆ
B2r
∇ · (u˜ελ − vελ)∇ ·
[
(u˜ελ − vελ)(1− φr)
]
.
(7.11)
Now observe that (u˜ελ − vελ)φr ∈ H10 (T−2r;Rd). Hence, by the integration by parts,
the first two terms in the right-hand side of the last identity vanishes since u˜ελ − vελ
is a weak solution in T−2r which is a subset of D2r ⊂ T+2r. So it suffices to estimate
the third and forth terms. We will estimate the forth term only and the estimate of
the third term is similar and easier. Note that u˜ελ and v
ε
λ are supported in D2r and
T+2r, respectively. Thus u˜
ε
λ − vελ ∈ H10 (B2r;Rd) yields
ˆ
B2r
∇ ·
[
(u˜ελ − vελ)(1− φr)
]
= 0.
Hence, by inserting constants in the forth term of (7.11) and using the triangle
inequality, the CauchySchwarz inequality and (7.10), we obtain
∣∣∣∣λˆ
B2r
∇ · (u˜ελ − vελ)∇ ·
[
(u˜ελ − vελ)(1− φr)
]∣∣∣∣
≤
{
λ
( ˆ
D2r
|∇ · u˜ελ −−
ˆ
D2r
∇ · u˜ελ|2
)1/2
+ λ
( ˆ
T+2r
|∇ · vελ −−
ˆ
T+2r
∇ · vελ|2
)1/2}
×
( ˆ
T+2r
∣∣∣∇ · [(u˜ελ − vελ)(1− φr)]∣∣∣2)1/2
≤ C‖∇uελ‖L2(D2r) ×
( ˆ
T+2r
∣∣∣∇ · [(u˜ελ − vελ)(1− φr)]∣∣∣2)1/2.
(7.12)
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Next, by the Poincare´ inequality( ˆ
T+2r
∣∣∇ · [u˜ελ(1− φr)]∣∣2)1/2 ≤ ( ˆ
D2r∩{x·n2r≥−4C0rζ(2r,ε)}
∣∣∇u˜ελ∣∣2)1/2
+ C[rζ(2r, ε)]−1
( ˆ
D2r∩{x·n2r≥−4C0rζ(2r,ε)}
∣∣u˜ελ∣∣2)1/2
≤ C
( ˆ
D2r∩{x·n2r≥−4C0rζ(2r,ε)}
∣∣∇u˜ελ∣∣2)1/2.
Note that D2r ∩ {x · n2r ≥ −4C0rζ(2r, ε)} ⊂ B2r ∩ {−4C0rζ(2r, ε) ≤ x · n2r <
2C0rζ(2r, ε)}, which implies |D2r ∩ {x · n2r ≥ −2C0rζ(2r, ε)}| ≤ Crdζ(r, ε). It
follows from the Ho¨lder’s inequality and the Meyers’ estimate (Theorem 3.10) that( ˆ
D2r∩{x·n2r≥−4C0rζ(2r,ε)}
∣∣∇u˜ελ∣∣2)1/2
≤ |D2r ∩ {x · n2r ≥ −4C0rζ(2r, ε)}|
1
2
− 1
p0
( ˆ
D2r
∣∣∇u˜ελ∣∣p0)1/p0
≤ C[ζ(r, ε)] 12− 1p0
( ˆ
D4r
∣∣∇u˜ελ∣∣2)1/2.
Consequently, we arrive at(ˆ
T+2r
∣∣∣∇ · [(u˜ελ − vελ)(1− φr)]∣∣∣2)1/2 ≤ C[ζ(r, ε)] 12− 1p0(ˆ
D4r
∣∣∇u˜ελ∣∣2)1/2.
Substituting this into (7.12), we obtain the estimate of (7.11). Particularly,( ˆ
T+2r
|∇u˜ελ −∇vελ|2
)1/2
≤ Cζ(r, ε)γ
( ˆ
D4r
|∇uελ|2
)1/2
. (7.13)
This implies the first part of (7.9).
To obtain the estimate for pressure, note that it follows easily from (7.13) and
Lemma 4.6 that(
−
ˆ
D2r
|λ∇ · u˜ελ − λ∇ · vελ|2
)1/2
≤ Cζ(r, ε)γ
(
−
ˆ
D4r
|∇uελ|2
)1/2
.
On the other hand, in T+2r \ D2r, using the Meyers’ estimate for λ∇ · vελ again and
the fact |T+2r \D2r| ≤ Crζ(r, ε), we have(
−
ˆ
T+2r\D2r
|λ∇ · vελ|2
)1/2
≤ Cζ(r, ε)γ
(
−
ˆ
D4r
|∇uελ|2
)1/2
.
Combining these estimates and using the fact u˜ελ = 0 in T
+
2r \ D2r, we obtain the
desired estimate. 
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Remark 7.4. Since u˜ελ − vελ = 0 on B2r \ T+2r, whose volume is comparable to rd, the
Poincare´ inequality implies(
−
ˆ
T+2r
|uελ − vελ|2
)1/2
≤ Crζ(r, ε)γ
(
−
ˆ
D4r
|∇uελ|2
)1/2
. (7.14)
7.4. Excess decay estimate and iteration. Now we consider the homogenization
of the approximate solution vελ. Let v
0
λ be the weak solution of the corresponding
homogenized system{
∇ · (Aλ∇v0λ) + λ∇(∇ · v0λ) = 0 in T+2r,
v0λ = v
ε
λ on ∂(T
+
2r).
(7.15)
Note that Theorem 3.10 implies u˜ελ ∈ W 1,2+δ(T+2r;Rd) and vελ ∈ W 1,2+δ(T+2r;Rd).
Therefore, Theorem 5.7 implies that there exists a random variable X = Xs,λ ≤
Os(C) with s ∈ (0, d) such that(
−
ˆ
T+2r
|vελ − v0λ|2
)1/2
+ ‖λ∇ · vελ − λ∇ · v0λ‖H−1(T+2r) ≤ Crη(εX/r)
(  
D4r
|∇uελ|2
)1/2
.
(7.16)
Next, we consider the smoothness of the homogenized solution. To this end, we
will take a special form adapted to the boundary situation:
H˜(r, θ; v0λ) =
1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|v0λ − (nθr · x)q|2
)1/2
+
1
θr
‖λ∇ · v0λ −−
ˆ
T+2r∩Bθr
λ∇ · v0λ‖H−1(T+2r∩Bθr)
+ sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
T+2r∩Bkθr
λ∇ · v0λ −−
ˆ
T+2r∩B`θr
λ∇ · v0λ
∣∣∣∣.
Recall that n2r is roughly the outward normal of the flat boundary of T
+
2r, which can
be viewed as a large-scale normal vector of ∂D at 0. The linear function (nθr · x)q
is particularly effective in approximating v0λ, since v
0
λ vanishes on the flat boundary
and hence the tangent derivatives on the flat boundary vanishes.
Lemma 7.5. There exists a constant θ ∈ (0, 1/4), depending only on d and Λ, so
that for any r ∈ (ε, 1)
H˜(r, θ; v0λ) ≤
1
2
H˜(r, 2; v0λ) + Cζ(r, ε)
(
−
ˆ
T+2r
|∇v0λ|2
)1/2
.
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Proof. First of all, by the C1,α regularity of v0λ (Theorem 3.8), we know
[∇v0λ]Cα(T2r∩Br/2) + [λ∇ · v0λ]Cα(T2r∩Br/2) ≤ Cr−α
(
−
ˆ
T+2r∩Br
|∇v0λ|2
)1/2
. (7.17)
Let x2r be the point on ∂T
+
2r ∩ Br (flat boundary) that is the closest to the origin.
By our assumption, |x2r| ≤ Crζ(r, ε). Clearly, since v0λ is identically zero on the flat
boundary, v0λ(x2r) = 0 and the tangential derivative vanishes, i.e.,
(Id×d − n2r ⊗ n2r)∇v0λ(x2r) = 0,
where Id×d is the d× d identity matrix. It follows that
∇v0λ(x2r) = (n2r ⊗ n2r)∇v0λ(x2r) = n2r(n2r · ∇v0λ(x2r)). (7.18)
Now, if θ ∈ (0, 1/4) (to be determined) and x ∈ T+2r ∩Bθr, (7.17) implies
|v0λ(x)− v0λ(x2r)− (x− x2r) · ∇v0λ(x2r)| ≤ C(θr)1+αr−α
(
−
ˆ
T+2r∩Br
|∇v0λ|2
)1/2
.
Combined with (7.18), this implies
|v0λ(x)− (x · n2r)(n2r · ∇v0λ(x2r))| ≤ Cθα(θr)
(
−
ˆ
T+2r∩Br
|∇v0λ|2
)1/2
+ |x2r|
(
−
ˆ
T+2r∩Br
|∇v0λ|2
)1/2
≤ Cθr(θα + θ−1ζ(r, ε))(−ˆ
T+2r∩Br
|∇v0λ|2
)1/2
.
Moreover, in view of Lemma 7.1, we may replace (x ·n2r) by (x ·nθr) with the same
error as above. Consequently, one arrives at
1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|v0λ − (nθr · x)q|2
)1/2
≤ C(θα + θ−1ζ(r, ε))(−ˆ
T+2r∩Br
|∇v0λ|2
)1/2
.
Together with the estimates of the pressure (which is obvious due to (7.17)), we
have
H˜(r, θ; v0λ) ≤ C
(
θα + θ−1ζ(r, ε)
)(−ˆ
T+2r∩Br
|∇v0λ|2
)1/2
.
56
Next, observe that v0λ − n2r · (x − x2r)q is a weak solution vanishing on the flat
boundary for any q ∈ Rd. Then (2.13) gives
(
−
ˆ
T+2r∩Br
|∇v0λ|2
)1/2
≤ C
r
inf
q∈Rd
(
−
ˆ
T+2r∩B3r/2
|v0λ − n2r · (x− x2r)q|2
)1/2
+
C
r
‖λ∇ · v0λ −−
ˆ
T+2r
λ∇ · v0λ‖H−1(T+2r)
+ C sup
t∈[1/2,2]
∣∣∣∣−ˆ
T+2r∩Bkr
λ∇ · v0λ −−
ˆ
T+2r∩B`r
λ∇ · v0λ
∣∣∣∣
≤ CH˜(r, 2; v0λ) + C|x2r|
(
−
ˆ
T+2r
|∇v0λ|2
)1/2
.
Combining the previous two estimates, we obtain
H˜(r, θ; v0λ) ≤ CθαH˜(r, θ; v0λ) + Cθζ(r, ε)
(
−
ˆ
T+2r
|∇v0λ|2
)1/2
.
Choosing θ ∈ (0, 1/4) small enough, we obtain the desired estimate. 
Lemma 7.6. There exists θ ∈ (0, 1/4) so that for any r ∈ (εX , 1)
H˜(r, θ; vελ) ≤
1
2
H˜(r, 2; vελ) + C
(
ζ(r, ε) + 3
√
η(εX/r)
)(
−
ˆ
D4r
|∇uελ|2
)1/2
.
Proof. This follows from a similar argument as Lemma 6.5 by using (7.16) and
Lemma 7.5. 
Combining (7.3) and Lemma 7.6, we obtain
Lemma 7.7. There exists θ ∈ (0, 1/4) so that for each r ∈ (εX , 1), we have
H(θr) ≤ 1
2
H(r) + C
(
ζ(r, ε)γ + 3
√
η(εX/r)
)
Φ(8r).
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Proof. By the triangle inequality, Lemma 7.6 and (2.13),
H(θr) = H(θr;uελ) ≤ H(θr; vελ) +H(θr;uελ − vελ)
≤ H˜(r, θ; vελ) + |H˜(r, θ; vελ)−H(θ; vελ)|+H(θr;uελ − vελ)
≤ 1
2
H˜(r, 2; vελ) + C
(
ζ(r, ε)γ + 3
√
η(εX/r)
)
Φ(8r)
+ |H˜(r, θ; vελ)−H(θr; vελ)|+H(θr;uελ − vελ)
≤ 1
2
H(2r;uελ) + C
(
ζ(r, ε)γ + 3
√
η(εX/r)
)
Φ(8r)
+ |H˜(r, θ; vελ)−H(θr; vελ)|+H(θr;uελ − vελ)
+ |H˜(r, 2; vελ)−H(2r; vελ)|+H(2r;uελ − vελ)
=
1
2
H(2r;uελ) + C
(
ζ(r, ε)γ + 3
√
η(εX/r)
)
Φ(8r)
+ I + II + III + IV.
(7.19)
It suffices to estimate I and II, while the estimates of III and IV are the same.
Part (i): Estimate of I. We will compare the three terms of H˜(r, θ; vελ) and
H(θr; vελ) separately. Note that the quantities H˜ and H are defined for the same
function vελ over different domains Dθr and T2r ∩ Bθr. Recall that Dθr ⊂ T+2r ∩ Bθr
and |T+2r ∩ Bθr \Dθr| ≤ Crdζ(r, ε) ≈ ζ(r, ε)|Dθr| ≈ ζ(r, ε)|T2r ∩ Bθr|. This fact and
the Meyers’ estimate will be our main ingredients for the estimate of I. We begin
with the first term of H(θr; vελ):
1
θr
inf
q∈Rd
(
−
ˆ
Dθr
|vελ − (nθr · x)q|2
)1/2
≤ 1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|vελ − (nθr · x)q|2
)1/2( |T+2r ∩Bθr|
|Dθr|
)1/2
≤ 1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|vελ − (nθr · x)q|2
)1/2(
1 + Cζ(r, ε)
)1/2
≤ 1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|vελ − (nθr · x)q|2
)1/2
+ Cζ(r, ε)1/2
(
−
ˆ
T+2r∩Bθr
|∇vελ|2
)1/2
≤ 1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|vελ − (nθr · x)q|2
)1/2
+ Cζ(r, ε)1/2Φ(4r),
where we also used the energy estimate of vελ and the generalized Caccioppoli in-
equality (2.13) in the last inequality. To prove the other direction, let qθr be the
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vector that minimizes
1
θr
inf
q∈Rd
(
−
ˆ
Dθr
|vελ − (nθr · x)q|2
)1/2
.
Then
|qθr| ≤ C
θr
(
−
ˆ
Dθr
|(nθr · x)qθr|2
)1/2
≤ C
θr
(
−
ˆ
Dθr
|vελ|2
)1/2
≤ CΦ(4r).
Hence,
1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|vελ − (nθr · x)q|2
)1/2
≤ 1
θr
(
−
ˆ
T+2r∩Bθr
|vελ − (nθr · x)qθr|2
)1/2
≤ 1
θr
(
−
ˆ
Dθr
|vελ − (nθr · x)qθr|2
)1/2( |Dθr|
|T+2r ∩Bθr|
)1/2
+
1
θr
(
1
|T+2r ∩Bθr|
ˆ
T+2r∩Bθr\Dθr
|vελ − (nθr · x)qθr|2
)1/2
≤ 1
θr
inf
q∈Rd
(
−
ˆ
Dθr
|vελ − (nθr · x)q|2
)1/2
+ Cζ(r, ε)Φ(8r).
Consequently,
∣∣∣∣ 1θr infq∈Rd
(
−
ˆ
Dθr
|vελ − (nθr · x)q|2
)1/2
− 1
θr
inf
q∈Rd
(
−
ˆ
T+2r∩Bθr
|vελ − (nθr · x)q|2
)1/2∣∣∣∣
≤ Cζ(r, ε)1/2Φ(8r).
(7.20)
Next, we consider the second part of H˜ and H. We would like to show∣∣∣∣‖λ∇ · vελ −−ˆ
Dθr
λ∇ · vελ‖H−1(Dθr) − ‖λ∇ · vελ −−
ˆ
T+2r∩Bθr
λ∇ · vελ‖H−1(T+2r∩Bθr)
∣∣∣∣
≤ Cζ(r, ε)γΦ(4r).
(7.21)
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By the definition of H−1,
‖λ∇ · vελ −−
ˆ
Dθr
λ∇ · vελ‖H−1(Dθr)
≤ ‖λ∇ · vελ −−
ˆ
T+2r∩Bθr
λ∇ · vελ‖H−1(Dθr) +
∣∣∣∣−ˆ
T+2r∩Bθr
λ∇ · vελ −−
ˆ
Dθr
λ∇ · vελ
∣∣∣∣
≤ |T
+
2r ∩Bθr|
|Dθr| ‖λ∇ · v
ε
λ −−
ˆ
T+2r∩Bθr
λ∇ · vελ‖H−1(T+2r∩Bθr)
+
∣∣∣∣−ˆ
T+2r∩Bθr
λ∇ · vελ −−
ˆ
Dθr
λ∇ · vελ
∣∣∣∣.
The second term on the right-hand side of the last inequality is bounded by ζ(r, ε)1/2Φ(4r)
due to the fact |T+2r ∩Bθr \Dθr| ≤ Crdζ(r, ε). Also observe that |T+2r ∩Bθr|/|Dθr| =
1 + Cζ(r, ε). It follows that
‖λ∇ · vελ −−
ˆ
Dθr
λ∇ · vελ‖H−1(Dθr)
≤ ‖λ∇ · vελ −−
ˆ
T+2r∩Bθr
λ∇ · vελ‖H−1(T+2r∩Bθr) + Cζ(r, ε)
1/2Φ(4r).
(7.22)
Conversely, to prove the other direction, we claim the following fact
‖F‖H−1(T+2r∩Bθr) ≤ ‖F‖H−1(Dθr)
|Dθr|
|T+2r ∩Bθr|
+ Cζ(r, ε)γ
(
−
ˆ
T2r∩Bθr
|F |p
)1/p
,
with γ = 1/2−1/p and p > 2. Applying the above fact to F = λ∇·vελ−−´T+2r∩Bθr λ∇·v
ε
λ
and using the Meyers estimate of vελ, we have
‖λ∇ · vελ −−
ˆ
T+2r∩Bθr
λ∇ · vελ‖H−1(T+2r∩Bθr)
≤ ‖λ∇ · vελ −−
ˆ
T+2r∩Bθr
λ∇ · vελ‖H−1(Dθr) + Cζ(r, ε)γΦ(4r)
≤ ‖λ∇ · vελ −−
ˆ
Dθr
λ∇ · vελ‖H−1(Dθr) + Cζ(r, ε)γΦ(4r).
This, combined with (7.22), gives (7.21).
Finally, for any k, ` ∈ [1/4, 1], it is not hard to show∣∣∣∣∣∣∣∣−ˆ
Dkθr
λ∇ · vελ −−
ˆ
D`θr
λ∇ · vελ
∣∣∣∣− ∣∣∣∣−ˆ
T+2r∩Bkθr
λ∇ · vελ −−
ˆ
T+2r∩B`θr
λ∇ · vελ
∣∣∣∣∣∣∣∣
≤ 2 sup
k∈[1/4,1]
∣∣∣∣−ˆ
Dkθr
λ∇ · vελ −−
ˆ
T+2r∩Bkθr
λ∇ · vελ
∣∣∣∣
≤ Cζ(r, ε)1/2Φ(4r).
60
This, together with (7.20) and (7.21), implies
|H˜(r, θ; vελ)−H(θr; vελ)| ≤ Cζ(r, ε)γΦ(8r),
which is the desired estimate of I.
Part (ii): Estimate of II. Recall that
H(θr;uελ − vελ) =
1
θr
inf
q∈Rd
(
−
ˆ
Dθr
|uελ − vελ − (nθr · x)q|2
)1/2
+
1
θr
‖λ∇ · (uελ − vελ)−−
ˆ
Dθr
λ∇ · (uελ − vελ)‖H−1(Dθr)
+ sup
k,`∈[1/4,1]
∣∣∣∣−ˆ
Dkθr
λ∇ · (uελ − vελ)−−
ˆ
D`θr
λ∇ · (uελ − vελ)
∣∣∣∣.
Then it follows from Lemma 7.3 and Remark 7.4 that
H(θr;uελ − vελ) ≤ Cζ(r, ε)γΦ(8r).
Hence, we have proved the estimates for I and II. Similar argument gives the same
estimates for III and IV. Therefore, the desired estimate follows from (7.19). 
Finally, following the similar argument as the interior estimate and using the full
version of Lemma 6.7, we obtain
Theorem 7.8. For any s ∈ (0, d), λ ∈ [0,∞), there exists a random variable X =
Xs,λ : Ω 7→ [1,∞) satisfying
X ≤ Os(C),
such that if r ∈ [εX , 1], then
(
−
ˆ
Dr
|∇uελ|2
)1/2
+
(  
Dr
|λ∇ · uελ −
 
D2
λ∇ · uελ|2
)1/2
≤ C
(
−
ˆ
D2
|∇uελ|2
)1/2
. (7.23)
Proof. Let H,Φ and h be defined as before. In view of Lemma 7.2, the condition
(6.14f) in Lemma 6.7 is not satisfied exactly. However, if we set H∗(r) = H(r) +
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ζ(r, ε)Φ(r). Thus, H∗,Φ and h satisfy
H∗(θr) ≤ 1
2
H(r) + C0
{
ζ(r, ε)γ + ζ(θ−1r, ε) + 3
√
η(εX/r)}Φ(8r)
(7.24a)
H∗(r) ≤ C0Φ(r) (7.24b)
h(r) ≤ C0(H∗(r) + Φ(r)) (7.24c)
Φ(r) ≤ C0(H∗(r) + h(r)) (7.24d)
sup
r≤t≤2r
Φ(t) ≤ C0Φ(2r) (7.24e)
sup
r≤s,t≤2r
|h(s)− h(t)| ≤ C0H∗(2r). (7.24f)
Recall that for any r ∈ (εX , 1)
ζ(r, ε)γ + ζ(θ−1r, ε) + 3
√
η(εX/r) ≤ Crαγ + C(ε/r)αγ + (εX/r)ρ/3.
Thus, Lemma 6.7 applies (with ε replaced by εX ) and givesˆ 2
εX
H∗(r)
r
dr + sup
εX≤r≤2
Φ(r) ≤ CΦ(2).
Now, we may proceed as the proof of Theorem 6.8 and obtain the desired estimate.

Proof of Theorem 1.5. The proof is the same as Theorem 1.1 by using Theorem
7.8. 
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