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LINEAR DIOPHANTINE EQUATIONS IN
PIATETSKI-SHAPIRO SEQUENCES
TOSHIKI MATSUSAKA AND KOTA SAITO
Abstract. A Piatetski-Shapiro sequence with exponent α is a sequence of integer
parts of nα (n = 1, 2, . . .) with a non-integral α > 0. We let PS(α) denote the set of
those terms. In this article, we study the set of α so that the equation ax + by = cz
has infinitely many pairwise distinct solutions (x, y, z) ∈ PS(α)3, and give a lower
bound for its Hausdorff dimension. As a corollary, we find uncountably many α > 2
such that PS(α) contains infinitely many arithmetic progressions of length 3.
1. Introduction
Let ⌊x⌋ denote the integer part of x ∈ R. For a non-integral α > 0, the sequence
(⌊nα⌋)∞n=1 is called the Piatetski-Shapiro sequence with exponent α and let PS(α) =
{⌊nα⌋ : n ∈ N}. We say that an equation f(x1, . . . , xn) = 0 is solvable in PS(α) if
there are infinitely many pairwise distinct tuples (x1, . . . , xn) ∈ PS(α)n satisfying this
equation. In this article, we investigate the solvability in PS(α) of linear Diophantine
equations
(1.1) ax+ by = cz
for all fixed a, b, c ∈ N. For example, the solvability of the equation y = θx + η for
θ, η ∈ R with θ 6∈ {0, 1} has been studied by Glasscock [Gla17,Gla20]. He asserts that
if the equation y = θx+ η has infinitely many solutions (x, y) ∈ N2, then for Lebesgue-
a.e. α > 1 it is solvable or not in PS(α) according as α < 2 or α > 2. As a direct
consequence, for Lebesgue-a.e. 1 < α < 2, the equation y = −(a/b)x+(c/b) is solvable
for all a, b, c ∈ N with gcd(a, b)|c. In other words, the equation (1.1) with gcd(a, b)|c is
solvable in PS(α). On the other hand, for α > 2, we did not know at all whether the
equation (1.1) is solvable in PS(α) or not.
Our main result provides an answer to this question. We consider the set of α in
a short interval [s, t] ⊂ (2,∞) so that (1.1) is solvable. Then the following theorem
asserts that its Hausdorff dimension is positive. To state the theorem, let {x} be the
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fractional part of x ∈ R, and dimH X the Hausdorff dimension of X ⊆ R, of which
definition will be given in Section 2.
Theorem 1.1. Let a, b, c ∈ N. For all positive real numbers 2 < s < t, we have
dimH({α ∈ [s, t] : ax+ by = cz is solvable in PS(α)})
≥


(
s+
s3
(2 + {s} − 21−⌊s⌋)(2− {s})
)−1
if a = b = c
2
(
s+
s3
(2 + {s} − 21−⌊s⌋)(2− {s})
)−1
otherwise.
The positiveness of the Hausdorff dimension implies that this set is uncountable for
any closed interval [s, t] ⊂ (2,∞). Moreover, we can easily conclude the following.
Corollary 1.2. For any closed interval I ⊂ (2,∞), the set of α ∈ I such that ax+by =
cz is solvable in PS(α) is uncountable and dense in I.
In particular, for a = b = 1, c = 2, a pairwise distinct tuple (x, z, y) satisfying (1.1)
forms an arithmetic progression of length 3. Therefore Corollary 1.2 implies
Corollary 1.3. For any closed interval I ⊂ (2,∞), the set of α ∈ I such that PS(α)
contains infinitely many arithmetic progressions of length 3 is uncountable and dense
in I.
There are some related works on arithmetic progressions and Piatetski-Shapiro se-
quences. Frantzikinakis and Wierdl [FW09] showed that PS(α) contains arbitrarily long
arithmetic progressions for all 1 < α < 2. They also considered any set of positive inte-
gers with positive upper density, and proved that every such set contains arbitrarily long
arithmetic progressions whose gap difference belongs to PS(α) for all non-integral α > 1.
Here we say that A ⊆ N has positive upper density if limN→∞ |A∩ {1, . . . , N}|/N > 0.
This result is one of extensions of Szemere´di’s theorem [Sze75]. Furthermore, the second
author and Yoshida [SY19] gave another extension of Szemere´di’s theorem to Piatestki-
Shapiro sequences. They showed that for any A ⊆ N with positive upper density, the
set {⌊nα⌋ : n ∈ A} with 1 < α < 2 contains arbitrarily long arithmetic progressions,
and posed a question.
Question 1.4 ( [SY19, Question 13]). Is it ture that
sup{α ≥ 1: PS(α) contains arbitrarily long arithmetic progressions} = 2?
We do not get any answer to this question here, but surprisingly by Corollary 1.3,
the supremum of α such that PS(α) contains infinitely many arithmetic progressions
of length 3 is positive infinity. Glasscock also posed a related question to the equation
(1.1) for a = b = c = 1.
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Question 1.5 ( [Gla17, Question 6] ). Does there exist an αS > 1 with the property
that for Lebesgue-a.e. or all α > 1, the equation x+ y = z is solvable or not in PS(α)
according as α < αS or α > αS?
By Corollary 1.2, the case with “all α > 1” in Question 1.5 is false since the supremum
of α > 0 such that (1.1) is solvable in PS(α) is positive infinity. However, the case with
“Lebesgue-a.e.” in Question 1.5 is still open.
The rest of the article is organized as follows. First in Section 2 we define the
discrepancy of the sequences and the Hausdorff dimension, and describe some known
useful results. In Section 3 and 4, we prove a series lemmas. Finally we provide a proof
of Theorem 1.1.
Notation 1.6. Let N be the set of all positive integers, Z the set of all integers, Q the
set of all rational numbers, and R the set of all real numbers. For x ∈ R, let ⌊x⌋ denote
the integer part of x, {x} denote the fractional part of x, and ⌈x⌉ denote the minimum
integer n such that x ≤ n. A tuple (x1, . . . , xk) ∈ Rk is called pairwise distinct if
#{x1, . . . , xk} = k. Let
√−1 denote the imaginary unit, and define e(x) by e2pi
√−1x for
all x ∈ R.
2. Preparations
For all x = (x1, x2, . . . , xd) ∈ Rd, define {x} = ({x1}, {x2}, . . . , {xd}). Let (xn)1≤n≤N
be a sequence composed of xn ∈ Rd for all 1 ≤ n ≤ N . We define the discrepancy of
the sequence (xn)1≤n≤N by
D(x1, . . . ,xN) = sup
0≤ai<bi≤1
1≤i≤d
∣∣∣∣∣∣
#
{
n ∈ N ∩ [1, N ] : {xn} ∈
∏d
i=1[ai, bi)
}
N
−
d∏
i=1
(bi − ai)
∣∣∣∣∣∣ .
In order to evaluate an upper bound for the discrepancy, we use the following inequality
which is shown by Koksma [Kok50] and Szu¨sz [Szu¨52] independently: there exists
Cd > 0 which depends only on d such that for all K ∈ N, we have
(2.1) D(x1, . . . ,xN) ≤ Cd

 1K +
∑
0<‖k‖∞≤K
k∈Zd
1
ν(k)
∣∣∣∣∣ 1N
N∑
n=1
e2pi
√−1〈k,xn〉
∣∣∣∣∣

 ,
where we let 〈·, ·〉 denote the standard inner product and define
‖k‖∞ = max{|k1|, . . . , |kd|}, ν(k) =
d∏
i=1
max{1, |ki|}.
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This inequality is sometimes reffered as the Erdo˝s-Tura´n-Koksma inequality. We re-
fer [DT97] to the readers for more details on discrepancies and a proof of (2.1). This
inequality reduces the estimate of the discrepancy to that of exponential sums. Fur-
thermore, the exponential sum is evaluated by the following lemma.
Lemma 2.1 (van der Corput’s k-th derivative test). Let f(x) be real and have contin-
uous derivative up to k-th order, where k ≥ 4. Let λk ≤ f (k)(x) ≤ hλk (or the same as
for −f (k)(x)). Let b− a ≥ 1. Then there exists C(h, k) > 0 such that∣∣∣∣∣
∑
a<n≤b
e2pi
√−1f(n)
∣∣∣∣∣ ≤ C(h, k)
(
(b− a)λ1/(2k−2)k + (b− a)1−2
2−k
λ
−1/(2k−2)
k
)
.
Proof. See Titchmarsh’s book [Tit86, Theorem 5.13]. 
We next introduce the Hausdorff dimension. For every U ⊆ R, write the diameter of
U by diam(U) = supx,y∈U |x− y|. Fix δ > 0. For all F ⊆ R and s ∈ [0, 1], we define
Hsδ(F ) = inf
{ ∞∑
j=1
diam(Uj)
s : F ⊆
∞⋃
j=1
Uj , (∀j ∈ N) diam(Uj) ≤ δ
}
,
and Hs(F ) = limδ→+0Hsδ(F ) is called the s-dimensional Hausdorff measure of F . Fur-
ther,
dimH F = inf{s ∈ [0, 1] : Hs(F ) = 0}
is called the Hausdorff dimension of F . Note that the Hausdorff dimension can be
defined on all metric spaces, but we use only R in this article. By the definition, the
following basic properties hold:
• (Monotonicity) for all F ⊆ E ⊆ R, we have dimH F ≤ dimH E;
• (Countable stability) if F1, F2, . . . ⊆ R is a countable sequence of sets, then we
have dimH
⋃∞
n=1 Fn = supn∈N Fn.
We refer Falconer’s book [Fal14] for the readers who want to know more details on
fractal dimensions. In order to prove Theorem 1.1, we construct a general Cantor set
which is a subset of the set of all α such that (1.1) is solvable in PS(α). In Falconer’s
book [Fal14, (4.3)], we can see a general construction of Cantor sets and a technique
to evaluate the Hausdorff dimension of them as follows: Let [0, 1] = E0 ⊇ E1 ⊇ E2 · · ·
be a decreasing sequence of sets, with each Ek a union of a finite number of disjoint
closed intervals called k-th level basic intervals, with each interval of Ek containing at
least two intervals of Ek+1, and the maximum length of k-th level intervals tending to
0 as k →∞. Then let
(2.2) F =
∞⋂
k=0
Ek.
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Lemma 2.2 ( [Fal14, Example 4.6 (a)]). Suppose in the general construction (2.2) each
(k−1)-st level interval contains at least mk ≥ 2 k-th level intervals (k = 1, 2, . . .) which
are separated by gaps of at least δk, where 0 < δk+1 < δk for each k. Then
dimH F ≥ lim
k→∞
logm1 · · ·mk−1
− log(mkδk) .
Since the Hausdorff dimension is stable under similarity transformations, the initial
interval E0 may be taken arbitrarily closed set. Moreover, let E
′
k be the set of inner
points of Ek for all k ∈ N. Then the Hausdorff dimension of
⋂∞
k=0E
′
k is equal to that
of
⋂∞
k=0Ek. In fact, let Nk be the boundary of Ek, that is, the set of all end points of
k-th level intervals. We easily see that
N := F \
( ∞⋂
k=0
E ′k
)
⊂
∞⋃
k=0
Nk =: N∞.
Since each Nk is a finite set, the set N∞ is a countable set. By the monotonicity, and
the fact that the Hausdorff dimension of a countable set is 0, we get
0 ≤ dimH N ≤ dimH N∞ = 0,
that is, dimH N = 0. Therefore by the countable stability, we have
dimH F = max
{
dimH
( ∞⋂
k=0
E ′k
)
, dimH N
}
= dimH
( ∞⋂
k=0
E ′k
)
.
By summarizing this discussion, we have the following:
Lemma 2.3. Let E0 be any open interval, and let E0 ⊇ E1 ⊇ E2 · · · be a decreasing
sequence of sets, with each Ek a union of a finite number of disjoint open intervals,
and the maximum length of k-th level intervals tending to 0 as k → ∞. Suppose each
(k−1)-st level interval contains at least mk ≥ 2 k-th level intervals (k = 1, 2, . . .) which
are separated by gaps of at least δk, where 0 < δk+1 < δk for each k. Then
dimH
∞⋂
k=0
Ek ≥ lim
k→∞
logm1 · · ·mk−1
− log(mkδk) .
3. Lemmas I
We write O(1) for a bounded quantity. If this bound depends only on some pa-
rameters a1, . . . , an, then for instance we write Oa1,a2,...,an(1). As is customary, we
often abbreviate O(1)X and Oa1,...,an(1)X to O(X) and Oa1,...,an(X) respectively for
a non-negative quantity X . We also say f(X) ≪ g(X) and f(X) ≪a1,...,an g(X) as
f(X) = O(g(X)) and f(X) = Oa1,...,an(g(X)) respectively, where g(X) is non-negative.
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Let us consider the solvability of the equation (1.1). In this and next sections, we
fix a, b, c, d ∈ N with d ≥ 2 and β, γ ∈ R with d < β < γ < d + 1. Unless it causes
confusion, we do not indicate their dependence hereinafter. Take a large parameter
x0 = x0(a, b, c, d, β, γ) > 0. For all integer x ≥ x0, we define
Ja,b,c(x) =


((
b
cx2 log x
+
a
c
)1/γ
x, (a/c)1/β x
)
N
\ {nx : n ∈ N} if c < a,
((
a
c− b(x2 log x)−1
)1/β
x, (a/c)1/γ x
)
N
if a < c,
(
21/γ
(
x+
1
x⌈log x⌉
)
, 21/βx
)
N
if a = b = c,
where let (s, t)N denote (s, t) ∩ N. Note that Ja,b,c(x) is non-empty if x0 is sufficiently
large. In the case when a = c and b 6= c, Ja,b,c(x) is not defined above, however this case
comes down to the case when a 6= c by switching the roles of (a, x) and (b, y). Thus the
three cases in the definition of Ja,b,c(x) are essential.
Lemma 3.1. Assume that a 6= c. Then there exists C > 0 such that for all integer
x ≥ x0 and for all z ∈ Ja,b,c(x), we can find α = α(x, z) ∈ (β, γ) so that axα + b = czα,
and
(3.1)
∣∣∣∣α− log(a/c)log(z/x)
∣∣∣∣ ≤ Cx2 log x.
Proof. Fix any x ≥ x0 and z ∈ Ja,b,c(x). For all u ∈ R, define a continuous function
f(u) = axu + b− czu. We prove the claim by considering two cases a > c and c > a.
Step 1. In the case a > c, let
α0 =
log(a/c)
log(z/x)
, α1 =
log(a/c+ b/(cx2 log x))
log(z/x)
.
Then, z ∈ Ja,b,c(x) implies β < α0 < α1 < γ. It follows that f(α0) = b > 0. If necessary,
by taking a larger x0, we have
f(α1) = x
α1(a+ bx−α1 − c(z/x)α1) ≤ xα1(a+ b/(x2 log x)− c(z/x)α1) = 0.
Therefore, by the intermediate value theorem, there exists a zero α = α(x, z) of f such
that β < α0 ≤ α ≤ α1 < γ. We obtain (3.1) since
|α1 − α0| = log(1 + b/(ax
2 log x))
log(z/x)
≪a,b,c log(a/c)
log(z/x)
· 1
x2 log x
≤ γ
x2 log x
.
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Step 2. In the case c > a, let
α0 =
log(c/a)
log(x/z)
, α′1 =
log(c/a− b/(ax2 log x))
log(x/z)
.
By z ∈ Ja,b,c(x), β < α′1 < α0 < γ and x ≪a,b,c,β,γ z hold. Then by the calculation in
Step 1, f(α0) ≥ 0. Further x≪ z implies z−α′1 ≤ z−β ≪ x−β. Thus if x0 is sufficiently
large, we have z−α
′
1 ≤ 1/(x2 log x), which yields that
f(α′1) ≤ zα
′
1(a(x/z)α
′
1 + bz−α
′
1 − c) ≤ zα′1(a(x/z)α′1 + b/(x2 log x)− c) = 0.
Therefore, by the intermediate value theorem, there exists a zero α = α(x, z) of f such
that β < α′1 ≤ α ≤ α0 < γ. We obtain (3.1) since
|α0 − α′1| =
| log(1− b/(cx2 log x))|
log(x/z)
≪a,b,c log(c/a)
log(x/z)
· 1
x2 log x
≤ γ
x2 log x
.

Lemma 3.2. There exists C > 0 such that for all integer x ≥ x0 and z ∈ J1,1,1(x), we
can find α = α(x, z) ∈ (β, γ) so that xα + (x+ (x⌈log x⌉)−1)α = zα, and
(3.2)
∣∣∣∣α− log 2log(z/x)
∣∣∣∣ ≤ Cx2 log x.
Proof. Take any x ≥ x0 and z ∈ J1,1,1(x). For all u ∈ R, define a continuous function
f(u) = xu + (x+ (x⌈log x⌉)−1)u − zu, and set
α0 =
log 2
log(z/x)
, α1 =
log 2
log
(
z
x+ (x⌈log x⌉)−1
) .
By z ∈ J1,1,1(x), β < α0 < α1 < γ holds. By the definitions of α0 and α1, we have
f(α0) > z
α0
(
1
2
+
1
2
− 1
)
= 0, f(α1) < z
α1
(
1
2
+
1
2
− 1
)
= 0.
Therefore, by the intermediate value theorem, there exists a zero α = α(x, z) of f such
that α0 ≤ α ≤ α1. Further, we conclude (3.2) since
|α1 − α0| ≤ γ
2
log 2
log
(
1 +
1
x2 log x
)
≤ γ
2
log 2
· 1
x2 log x
.

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Lemma 3.3. Let ε > 0 be an arbitrarily small real number. For all X, Y, Z ∈ N, and
α ∈ R with β < α < γ, if we have
(3.3) aXα + bY α = cZα,
then there exists n0 ∈ N such that
a⌊(n0X)α⌋+ b⌊(n0Y )α⌋ = c⌊(n0Z)α⌋,(3.4)
max({(n0X)α}, {(n0Y )α}, {(n0Z)α}) < 1
2
,(3.5)
n0 ≪ε (X + Y )γ2/((2+{β}−21−⌊β⌋)(2−{γ}))+ε.(3.6)
Proof. Choose X, Y, Z ∈ N and α with β < α < γ satisfying (3.3). For all n ∈ N,
c⌊(nZ)α⌋ = c(nZ)α − c{(nZ)α} = a⌊(nX)α⌋+ b⌊(nY )α⌋+ δ(n),
where define δ(n) = a{(nX)α}+ b{(nY )α} − c{(nZ)α}. Let
A =
{
n ∈ N : |δ(n)| < 1, max({(nX)α}, {(nY )α}, {(nZ)α}) < 1
2
}
,
then any n ∈ A satisfies (3.4) and (3.5). Let us show the existence of n ∈ A satisfying
(3.6). Take a sufficiently large parameter R = R(a, b, c, d, β, γ, ε), and put
(3.7) N =
⌈
R(X + Y )γ
2/((2+{β}−21−⌊β⌋)(2−{γ}))+ε
⌉
.
Take a small ξ = ξ(d, β, γ, ε) > 0, and put ψ = {β} − 2 + (2d+2 − 2)(1/2d − 2ξ). Since
this is reformulated to
(3.8) ψ = 2 + {β} − 21−⌊β⌋ +O(ξ),
we have 0 < ψ < α for a small enough ξ. Moreover, we let L(h1, h2) = (h1X
α+h2Y
α)/c.
Step 1. We firstly discuss the case when
(3.9) |L(h1, h2)| ≥ N−ψ
holds for all h1, h2 ∈ Z with 0 < max{|h1|, |h2|} ≤ N ξ. In this case, define
(3.10) A1 =
{
n ∈ N : 0 ≤ {(nX)α/c} < 1
4ac
, 0 ≤ {(nY )α/c} < 1
4bc
}
.
Then we have A1 ⊆ A. In fact, take any n ∈ A1. We see that
(3.11) (nX)α = c⌊(nX)α/c⌋+ c{(nX)α/c}.
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Since the first term on the right-hand side of (3.11) is an integer and the second term
belongs to [0, 1) by n ∈ A1, we get {(nX)α} = c{(nX)α/c}. This yields that {(nX)α} <
1/(4a). Similarly, {(nY )α} < 1/(4b) holds. Further,
{(nZ)α} = {a(nX)α/c+ b(nY )α/c} ≤ a{(nX)α/c}+ b{(nY )α/c} < 1
2c
.
Hence we have
|δ(n)| ≤ a{(nX)α}+ b{(nY )α}+ c{(nZ)α} < 1
4
+
1
4
+
1
2
= 1.
Therefore A1 ⊆ A holds.
We now evaluate the distribution of A1. LetD1(N) be the discrepancy of the sequence
((nX)α/c, (nY )α/c)N<n≤2N . The inequality (2.1) with K = ⌊N ξ⌋ implies that
D1(N)≪ N−ξ +
∑
0<‖(h1,h2)‖∞≤Nξ
1
ν(h1, h2)
∣∣∣∣∣ 1N
∑
N<n≤2N
e(L(h1, h2)n
α)
∣∣∣∣∣ .
For all u ∈ R, define f(u) = L(h1, h2)uα. For each N < u ≤ 2N ,
|L(h1, h2)|Nα−(d+2) ≪ |f (d+2)(u)| ≪ |L(h1, h2)|Nα−(d+2).
Therefore Lemma 2.1 with k = d+ 2 yields that
1
N
∑
N<n≤2N
e(L(h1, h2)n
α)
≪ (|L(h1, h2)|Nα−(d+2))1/(2d+2−2) + (|L(h1, h2)|N
α−(d+2))−1/(2
d+2−2)
N1/2d
≪ (L(N ξ, N ξ)N{γ}−2)1/(2d+2−2) + N
(2−{β}+ψ)/(2d+2−2)
N1/2d
.
By the definition of ψ, it follows that (2− {β}+ ψ)/(2d+2 − 2)− 1/2d = −2ξ. Then
1
N
∑
N<n≤2N
e(L(h1, h2)n
α)≪ ((X + Y )γN{γ}−2+ξ)1/(2d+2−2) +N−2ξ.
Therefore, since logN ≪t N t for all t > 0, we have
(3.12) D1(N)≪ξ N−ξ +
(
(X + Y )γN{γ}−2+2ξ
)1/(2d+2−2)
.
Let E1(N) be the right-hand side of (3.12). By the definition of the discrepancy,
#(A1 ∩ (N, 2N ])
N
=
1
16abc2
+Oξ (E1(N)) .
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By (3.7), we have
(3.13) (X + Y )γN{γ}−2+2ξ ≪ R{γ}−2+2ξ(X + Y )e.
Here the exponent e of (X + Y ) on the right-hand side of (3.13) is negative since
e = γ + ({γ} − 2 + 2ξ)
(
γ2
(2 + {β} − 21−⌊β⌋)(2− {γ}) + ε
)
= γ
(
1− γ
2 + {β} − 21−⌊β⌋
)
− ε(2− {γ}) +O(ξ)
≤ γ · 2 + {β} − γ
2 + {β} − 21−⌊β⌋ − ε(2− {γ}) +O(ξ) < 0
holds for a small enough ξ. This yields that
E1(N)≪ξ R−ξ +R({γ}−2+2ξ)/(2d+2−2).
Therefore if ξ is sufficiently small and R is sufficiently large, then the following holds:
1
16abc2
+Oξ (E1(N)) ≥ 1
32abc2
.
Hence, in this case, #(A ∩ (N, 2N ]) ≥ #(A1 ∩ (N, 2N ]) ≥ N/(32abc2) > 0, which
implies that there exists n0 ∈ A satisfying (3.6).
Step 2. We next discuss the case when (3.9) is false, that is to say, there exist
h1, h2 ∈ Z with 0 < max{|h1|, |h2|} ≤ N ξ such that
(3.14) |L(h1, h2)| < N−ψ.
We observe that h1 has the opposite sign of h2, since if not, 1/c ≤ |L(h1, h2)| < N−ψ
holds, which causes a contradiction when R is sufficiently large. Thus we may assume
that h1 < 0 < h2 by multiplying the both sides of (3.14) by |(−1)| if necessary. Let
h′1 = −h1, and θ = L(h1, h2)/h2.
In the case θ ≥ 0, by letting
(3.15) A2 =
{
n ∈ [1, Nψ/α/(8bc)1/α] ∩ N : 0 ≤ {(nX)α/(ch2)} < 1
8abcN ξ
}
,
A2 ⊆ A holds. In fact, suppose n ∈ A2. Then (nX)α/c = h2⌊(nX)α/(ch2)⌋ +
h2{(nX)α/(ch2)}, of which the first term is an integer and the second term belongs
to [0, 1). This yields that {(nX)α/c} = h2{(nX)α/(ch2)}. Thus we obtain 0 ≤
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{(nX)α/c} < 1/(4ac). Further, since
(nY )α/c =
h′1
ch2
(nX)α + nαθ = h′1⌊(nX)α/(ch2)⌋+ h′1{(nX)α/(ch2)}+ nαθ,
h′1⌊(nX)α/(ch2)⌋ ∈ Z, 0 ≤ h′1{(nX)α/(ch2)}+ nαθ <
1
8bc
+
1
8bc
=
1
4bc
,
we have {(nY )α/c} = h′1{(nX)α/(ch2)} + nαθ and 0 ≤ {(nY )α/c} < 1/(4bc). Hence,
we obtain A2 ⊆ A1 ⊆ A.
We next evaluate the distribution of A2. Let V = N
ψ/α/(2(8bc)1/α), and D2(N) be
the discrepancy of the sequence ((nX)α/(ch2))V <n≤2V . Then by the inequality (2.1),
D2(N)≪ 1
N2ξ
+
∑
0<|h|≤N2ξ
1
|h|
∣∣∣∣∣ 1V
∑
V <n≤2V
e((h/(ch2))X
αnα)
∣∣∣∣∣ .
From Lemma 2.1 with k = d+ 2 and K = ⌊N2ξ⌋, the following holds:
D2(N)≪ 1
N2ξ
+
∑
0<|h|≤N2ξ
1
|h|


( |h|Xα
ch2
V α−d−2
)1/(2d+2−2)
+
(
|h|Xα
ch2
V α−d−2
)−1/(2d+2−2)
V 1/2d


≪ 1
N2ξ
+
(
XγN2ξV {γ}−2
)1/(2d+2−2)
+N ξV (−1+2
−d)/(2d+1−1)
≪ 1
N2ξ
+
(
XγN2ξ+ψ({γ}−2)/γ
)1/(2d+2−2)
+N ξ+ψ(−1+2
−d)/(γ(2d+1−1)).
Let E2(N) be the most right-hand side. Now by (3.7), we have
(3.16) XγN2ξ+ψ({γ}−2)/γ ≪ R2ξ+ψ({γ}−2)/γ(X + Y )e′.
The exponent e′ of (X + Y ) on the right-hand side of (3.16) is equal to
e′ = γ +
(
2ξ +
ψ
γ
({γ} − 2)
)(
γ2
(2 + {β} − 21−⌊β⌋)(2− {γ}) + ε
)
= γ − γ · 2 + {β} − 2
1−⌊β⌋ +O(ξ)
2 + {β} − 21−⌊β⌋ − ε ·
ψ
γ
(2− {γ}) +O(ξ)
= −ε · ψ
γ
(2− {γ}) +O(ξ).
Here we use (3.8). This yields that for a small enough ξ,
E2(N)≪ N−2ξ + (R2ξ+ψ({γ}−2)/γ(X + Y )e′)1/(2d+2−2)+N ξ+ψ(−1+2−d)/(γ(2d+1−1)) ≪ N−2ξ.
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Therefore, if necessary, by making ξ smaller and R larger, we get
#(A2 ∩ (V, 2V ])
V
=
1
8abcN ξ
+O(E2(N)) ≥ 1
16abcN ξ
> 0.
Hence by ψ < α, there exists n0 ∈ A such that
n0 ≪ε ((X + Y )ψ/α)γ2/((2+{β}−21−⌊β⌋)(2−{γ}))+ε ≤ (X + Y )γ2/((2+{β}−21−⌊β⌋)(2−{γ}))+ε,
which is the inequality (3.6). In the case θ < 0, let θ′ = L(h1, h2)/h1 > 0. By switching
the roles of (θ,Xα) and (θ′, Y α) and repeating a similar discussion to the case θ ≥ 0,
we also find n0 ∈ A satisfying (3.6). 
Lemma 3.4. For all α > 0 and X, Y, Z ∈ N, define
η(α,X, Y, Z) = min
{
log ((⌊W α⌋+ 1)W−α)
logW
: W = X, Y, Z
}
.
For all α > 0 and X, Y, Z ∈ N, if a⌊Xα⌋ + b⌊Y α⌋ = c⌊Zα⌋ holds, then for all τ ∈
(α, α+ η(α,X, Y, Z)), we have
a⌊Xτ⌋+ b⌊Y τ⌋ = c⌊Zτ⌋.
Proof. The claim is clear since we observe that
⌊Xα⌋ = ⌊Xτ⌋, ⌊Y α⌋ = ⌊Y τ⌋, ⌊Zα⌋ = ⌊Zτ⌋
for all τ ∈ (α, α + η(α,X, Y, Z)). 
4. Lemmas II
Let x0 > 0 be a large parameter. For each x ≥ x0, let K(x) ⊆ N be a non-empty finite
set. For each x ≥ x0 and z ∈ K(x), let θ(x, z) and ℓ(x, z) be positive real numbers,
and define an interval I(x, z) = (θ(x, z), θ(x, z) + ℓ(x, z)). For each x ≥ x0, define
Gx =
⋃
z∈K(x)
I(x, z).
Let us consider the following conditions:
(C1) for all integer x ≥ x0, K(x) does not contain the multiples of x;
(C2) for all integers x ≥ x0 and z ∈ K(x), the gap between z and the minimum
z′ ∈ K(x) such that z < z′ is at most 2;
(C3) there exists Q1 > 0 such that for all x ≥ x0,
max
(
inf{|β − α| : α ∈ Gx}, inf{|γ + x−2 − α| : α ∈ Gx}
) ≤ Q1x−1;
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(C4) there exists a real number κ ∈ (0,∞)\{1} such that for all x ≥ x0 and z ∈ K(x),
θ(x, z) =
log κ
log(z/x)
+O
(
1
x2 log x
)
;
(C5) there exist Q2, Q3 > 0 and q > 2 such that for all x ≥ x0 and z ∈ K(x),
Q2x
−q ≤ ℓ(x, z) ≤ Q3x−β ;
(C6) for all integer x ≥ x0, Gx ⊆ (β, γ + x−2) holds;
(C7) for all integers x ≥ x0 and z ∈ K(x), there exists a pairwise distinct tuple
(X(x, z), Y (x, z), Z(x, z)) ∈ N3 such that for all τ ∈ I(x, z),
a⌊X(x, z)τ⌋+ b⌊Y (x, z)τ⌋ = c⌊Z(x, z)τ⌋, X(x, z) ≥ x.
Proposition 4.1. Suppose that there exist x0, K(x), θ(x, z), and ℓ(x, z) satisfying (C1)
to (C7). Then we have
dimH({α ∈ [β, γ] : ax+ by = cz is solvable in PS(α)}) ≥ 2
q
.
Remark 4.2. The idea of the proof of Proposition 4.1 comes from the proof of Jarn´ık’s
theorem in Falconer’s book [Fal14, Theorem 10.3]. Jarn´ık’s theorem states that for
every q > 2 the set of α ∈ [0, 1] such that there exist infinitely many x, z ∈ N satisfying
|α− z/x| ≤ x−q has Hausdorff dimension 2/q.
The goal of this section is to prove Proposition 4.1. Suppose that there exist x0, K(x),
θ(x, z), and ℓ(x, z) satisfying the conditions (C1) to (C7), and choose such x0, K(x),
θ(x, z), and ℓ(x, z). Take constants Q1, Q2, Q3, κ, q which appear in the conditions
(C3) to (C5). Let x1 > 0 and U1 > 0 be large parameters depending on a, b, c, d,
β, γ, Q1, Q2, Q3, κ, x0, q. We do not indicate the dependence of those parameters,
hereinafter. Let p denote a variable running over prime numbers.
Lemma 4.3. There exists B1 > 0 such that for all p ≥ x1 and distinct z, z′ ∈ K(p), two
intervals I(p, z) and I(p, z′) are separated by a gap of at least B1p−1 if x1 is sufficiently
large.
Proof. By the conditions (C4) and (C6), for all p ≥ x1 and z ∈ K(p), we have
(4.1)
β
2
≤ log κ
log(z/p)
≤ 2γ
if x1 is sufficiently large. This implies that
(4.2) p≪ z ≪ p.
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By the condition (C4) and the inequalities (4.1) and (4.2), there exists B0 > 0 such
that
|θ(p, z)− θ(p, z′)| =
∣∣∣∣∣ log κlog z
p
− log κ
log z
′
p
+O
(
1
p2 log p
)∣∣∣∣∣ ≥ | log κ|| log
z′
z
|
| log z
p
|| log z′
p
| +O
(
1
p2 log p
)
≥ β
2
4| log κ| log
(
z + 1
z
)
+O
(
1
p2 log p
)
≥ B0p−1
for all p ≥ x1 and all z, z′ ∈ K(p) with z < z′. Further, since ℓ(p, z) ≤ Q3p−2 holds
by (C5), there exists B1 > 0 such that for all p ≥ x1 and distinct z, z′ ∈ K(p), two
intervals I(p, z) and I(p, z′) are separated by a gap of at least
(4.3) B0p
−1 −Q3p−2 ≥ B1p−1
if x1 is sufficiently large. 
Now we call the open interval I(p, z) (z ∈ K(p)) a basic interval of Gp for all p ≥ x1.
For each U ≥ U1, define
HU =
⋃
U<p≤2U
p: prime
Gp.
For all U < p ≤ 2U , we also call the basic interval of Gp a basic interval of HU .
Lemma 4.4. There exist B2, B3 > 0 such that for any U ≥ U1, all distinct basic
intervals of HU are separated by gaps of at least B2U
−2, and the length of each basic
interval of HU is at least B3U
−q if U1 is sufficiently large.
Proof. We take distinct prime numbers p and p′ with U < p, p′ ≤ 2U . Then, for all
z ∈ K(p) and z′ ∈ K(p′), the condition (C4), the inequality (4.1), and the mean value
theorem imply that
|θ(p, z)− θ(p′, z′)| ≥
∣∣∣∣ log κlog(z/p) − log κlog(z′/p′)
∣∣∣∣+O
(
1
U2 logU
)
≥ β
2
4| log κ|
∣∣∣∣zp − z
′
p′
∣∣∣∣min
{
p
z
,
p′
z′
}
+O
(
1
U2 logU
)
.
We may assume that p′/z′ > p/z. By the condition (C1), z and p are coprime, which
yields that |zp′ − z′p| ≥ 1. Therefore we obtain∣∣∣∣zp − z
′
p′
∣∣∣∣min
{
p
z
,
p′
z′
}
=
∣∣∣∣zp − z
′
p′
∣∣∣∣ pz ≥ 1p′z ≫ U−2
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by the inequalities (4.2) and U < p, p′ ≤ 2U . Therefore for all U ≥ U1, we have
(4.4) |θ(p, z)− θ(p′, z′)| ≫ 1
U2
if U1 is sufficiently large. Further, for all U < p ≤ 2U and z ∈ K(p), we have ℓ(p, z)≪
U−β. Hence there exists D1 > 0 such that for all distinct prime numbers U < p, p′ ≤ 2U ,
z ∈ K(p), and z′ ∈ K(p′), the intervals I(p, z) and I(p′, z′) are separated by gaps of
at least D1U
−2. By combining with Lemma 4.3, there exists D2 > 0 such that distinct
basic intervals of HU are separated by gaps of at least D2U
−2. Furthermore by (C5),
for all U < p ≤ 2U and z ∈ K(p), we have Q2 · 2−qU−q ≤ ℓ(p, z). In conclusion, we find
that all distinct basic intervals of HU are separated by gaps of at least B2U
−2, and has
length of at least B3U
−q, where we let B2 = D2 and B3 = Q2 · 2−q. 
Lemma 4.5. There exists B4 > 0 such that the following statement holds: for every
U ≥ U1, if an open interval I ⊂ (β, γ + p−2) satisfies
(4.5) 3B4/diam(I) < U < p ≤ 2U,
then the open interval I completely includes at least
(4.6)
U2
6B4 logU
· diam(I)
basic intervals of HU .
Proof. By (C4), (4.1), and (4.2), there exists D3 > 0 such that for every z ∈ K(p) and
the minimum z′ ∈ K(p) with z′ > z,
|θ(p, z)− θ(p, z′)| =
∣∣∣∣ log κlog(z/p) − log κlog(z′/p) +O
(
1
p2 log p
)∣∣∣∣
≤ 4γ
2
| logκ| ·
1
z
· |z − z′|+O
(
1
p2 log p
)
≤ D3p−1.(4.7)
Here we apply (C2) when we deduce the last inequality. From (C3) ,(C6) and (4.7),
there exists B4 > 0 such that
(β, γ + p−2) ⊆ (β, β +B4p−1) ∪

 ⋃
z∈K(p)
(
θ(p, z), θ(p, z) +B4p
−1)


∪ (γ + p−2 −B4p−1, γ + p−2) .
Therefore for all U ≥ U1 and U < p ≤ 2U , any open interval I ⊂ (β, γ+p−2) with (4.5)
completely includes at least B−14 p · diam(I)− 2 ≥ (3B4)−1U · diam(I) basic intervals of
Gp. Hence, by the prime number theorem, the open interval I completely includes at
least (4.6) basic intervals of HU for a large enough U1. 
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Proof of Proposition 4.1. Let B3 and B4 be constants as in Lemma 4.4 and Lemma 4.5,
respectively. Let u1 = U1. For every k = 2, 3, . . ., we put
uk = max{ukk−1, ⌈3(B4/B3)uqk−1⌉, uk−1 + 1},
and B5 = B3/(6B4). Let E1 be the open interval (β, 2γ). For every k = 2, 3, . . ., let Ek
be the union of basic intervals of Huk which are completely included by Ek−1. Let F
be the intersection of all Ek’s. Define m1 = 1, and for k ≥ 2, define
mk =
u2k
6B4 log uk
B3u
−q
k−1 = B5
u2ku
−q
k−1
log uk
.
Then each (k−1)-st level interval of F includes at least mk k-th level intervals. In fact,
it follows by applying Lemma 4.5 and Lemma 4.4 that each (k − 1)-st level interval of
F has length at least B3u
−q
k−1. In addition, by Lemma 4.4, disjoint k-th level intervals
of F are separated by gaps of at least δk = B2u
−2
k . Therefore, Lemma 2.3 implies that
dimH F ≥ lim
k→∞
log (m1m2 · · ·mk−1)
− log(δkmk)
= lim
k→∞
2 log uk−1 + log
(
Bk−25 u
−q
1 (u2 · · ·uk−2)2−q(log u2)−1 · · · (log uk−1)−1
)
q log uk−1 + log k + log log uk−1 − log(B2B5) .
Since we have uk+1 ≥ uk for all k ≥ 1 and uk = ukk−1 for a large enough k ≥ 1, we have∣∣log (Bk−25 u−q1 (u2 · · ·uk−2)2−q(log u2)−1 · · · (log uk−1)−1)∣∣ ≪ log uk−2.
Therefore, since log uk−2/ log uk−1 = 1/(k − 1)→ 0 as k →∞, we get
dimH
( ∞⋂
k=1
Ek
)
≥ 2
q
.
We finally show that for any τ ∈ F , the equation ax + by = cz is solvable in PS(τ)
and τ ∈ [β, γ]. If this claim is true, we get the conclusion of Proposition 4.1 by the
monotonicity of the Hausdorff dimension.
Take any τ ∈ F . It is clear that τ ∈ [β, γ] since the condition (C6) yields Huk ⊆
(β, γ + u−2k ), which implies F ⊆ [β, γ]. Further, by (C7), for all k > 1, there exist a
prime number uk < pk ≤ 2uk and zk ∈ K(pk) such that we find a pairwise distinct
tuple (X(pk, zk), Y (pk, zk), Z(pk, zk)) ∈ N3 such that
a⌊X(pk, zk)τ⌋ + b⌊Y (pk, zk)τ⌋ = c⌊Z(pk, zk)τ⌋, X(pk, zk) ≥ pk.
Since X(pk, zk) ≥ pk ≥ uk → ∞ as k → ∞, the equation ax + by = cz is solvable in
PS(τ). 
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5. Proof of Theorem 1.1
Fix any a, b, c ∈ N. Let ε > 0 be an arbitrarily small real number. Let d = ⌊s⌋ and
choose real numbers β, γ with d ≤ s < β < γ < min{t, d+ 1}. By the monotonicity of
the Hausdorff dimension, we have
dimH({α ∈ [s, t] : ax+ by = cz is solvable in PS(α)})
≥ dimH({α ∈ [β, γ] : ax+ by = cz is solvable in PS(α)}).(5.1)
Take α(x, z) as in Lemma 3.1 and Lemma 3.2. Let K(x) = Ja,b,c(x), θ(x, z) = α(x, z).
We give ℓ(x, z) later. Let us check the conditions (C1) to (C7), and apply Proposi-
tion 4.1.
Step 1. In the case a > c, by Lemma 3.1, for all x ≥ x0 and z ∈ Ja,b,c(x),
axα(x,z) + b = czα(x,z)
holds. Thus by Lemma 3.3, there exists n0 ∈ N such that
a⌊(n0x)α⌋+ b⌊nα0 ⌋ = c⌊(n0z)α⌋,(5.2)
max({(n0x)α}, {(n0)α}, {(n0z)α}) < 1/2,(5.3)
n0 ≪ε xγ2/((2+{β}−21−⌊β⌋)(2−{γ}))+ε.(5.4)
Define η as in Lemma 3.4. Let ℓ(x, z) = η(α(x, z), n0x, n0, n0z). The condition (C1) is
clear from the definition of Ja,b,c(x). The condition (C2) is also clear since we find at
most one multiple of x in any 3-consective integers if x0 ≥ 3. Lemma 3.1 implies (C4).
By Lemma 3.4, for each x ≥ x0 and z ∈ Ja,b,c(x), each τ ∈ (α(x, z), α(x, z) + ℓ(x, z))
satisfies
a⌊(n0x)τ⌋+ b⌊nτ0⌋ = c⌊(n0z)τ⌋, n0x ≥ x.
Therefore we have (C7). Let us show (C3), (C5), (C6).
We show (C3). Let x be an integer with x ≥ x0. For each i ∈ {1, 2}, let
z1,i =
⌊(
b
cx2 log x
+
a
c
)1/γ
x
⌋
+ i, z2,i = ⌊(a/c)1/βx⌋ − i.
Remark that Ja,b,c(x) does not contain multiples of x. Thus we do not know whether
z1,i, z2,i ∈ Ja,b,c(x) for each i ∈ {1, 2}. However, by (C2), there exist i1, i2 ∈ {1, 2} such
that z1,i1 , z2,i2 ∈ Ja,b,c(x). Lemma 3.1 implies that
α(x, z1,i1) =
log(a/c)
log(z1,i1/x)
+O
(
1
x2 log x
)
.
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Here we have
log(z1,i1/x) = log
((
b
cx2 log x
+
a
c
)1/γ
+O(x−1)
)
=
1
γ
log(a/c) + log
(
1 +O
(
b
aγx2 log x
)
+O(x−1)
)
=
1
γ
log(a/c) +O(x−1).
Therefore
α(x, z1,i1) =
log(a/c)
1
γ
log(a/c) +O(x−1)
+O
(
1
x2 log x
)
= γ + O(x−1).
Similarly, we have α(x, z2,i2) = β +O(x
−1). Hence we obtain (C3).
We next show (C5). For all x ≥ x0 and z ∈ Ja,b,c(x), x < z holds by the definition of
Ja,b,c(x). Hence we obtain
ℓ(x, z) = η(α(x, z), n0x, n0, n0z) =
log ((⌊W α⌋+ 1)W−α)
logW
,
where W is one of n0x, n0, or n0z. By β < α(x, z), we have ℓ(x, z) ≤ log(1+(n0x)−β) ≤
x−β. Further, by the facts (5.3), (5.4), and 1 < x < z, we have
ℓ(x, z) ≥ log(1 + 2
−1W−α)
logW
≫ 1
(n0z)γ log(n0z)
≫ε x−q,
where let
q = q(β, γ, ε) = (γ + ε)
(
γ2
(2 + {β} − 21−⌊β⌋)(2− {γ}) + 1 + ε
)
.
Therefore (C5) holds. The remaining condition (C6) is clear since β < α(x, z) < γ and
α(x, z) + ℓ(x, z) < γ + x−2 by (C5).
Step 2. In the case c > a, define n0, ℓ(x, z), q(β, γ, ε) by the same way in Step 1.
The condition (C1) is clear since z < x by the definition of Ja,b,c(x). The condition
(C2) is also clear since Ja,b,c(x) forms a set of consecutive integers. Lemma 3.1 implies
(C4). Similarly to the discussion in Step 1, we have (C5), (C6), and (C7). Let us show
the remaining condition (C3). Let x be an integer with x ≥ x0. Let
z1 =
⌊(
a
c− b(x2 log x)−1
)1/β
x
⌋
+ 1, z2 = ⌊(a/c)1/γx⌋ − 1.
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We observe that z1, z2 ∈ Ja,b,c(x) if x0 is sufficiently large. Lemma 3.1 implies that
α(x, z1) = β +O (x
−1) and α(x, z2) = γ +O (x−1). Therefore we have (C3).
Step 3. In the case a = b = c, without loss of generality, we may assume that
a = b = c = 1. By Lemma 3.2, for all x ≥ x0 and z ∈ J1,1,1(x), by letting X =
X(x, z) = x2⌈log x⌉, Y = Y (x, z) = x2⌈log x⌉ + 1, Z = Z(x, z) = zx⌈log x⌉, we have
Xα(x,z) + Y α(x,z) = Zα(x,z).
Therefore, from Lemma 3.3, there exists n0 ∈ N such that
⌊(n0X)α⌋+ ⌊(n0Y )α⌋ = ⌊(n0Z)α⌋,
max({(n0X)α}, {(n0Y )α}, {(n0Z)α}) < 1/2,(5.5)
n0 ≪ε (X + Y )γ2/((2+{β}−21−⌊β⌋)(2−{γ}))+ε.
Here by letting r = r(γ, β, ε) = γ2/((2 + {β} − 21−⌊β⌋)(2− {γ})) + ε, we obtain
(5.6) n0 ≪ε x(2+ε)r.
Let ℓ(x, z) = η(α(x, z), n0X, n0Y, n0Z).
The condition (C1) is clear since x < z < 2x by the definition of J1,1,1(x). The
condition (C2) is also clear since J1,1,1(x) forms a set of consecutive integers. Lemma 3.2
implies (C4). By Lemma 3.4, for all x ≥ x0, z ∈ J1,1,1(x), each τ ∈ (α(x, z), α(x, z) +
ℓ(x, z)) satisfies
⌊(n0X)τ⌋ + ⌊(n0Y )τ⌋ = ⌊(n0Z)τ⌋, n0X ≥ x.
Therefore (C7) holds. Therefore it suffices to show (C3), (C5), and (C6).
Let us show (C3). Take any integer x ≥ x0. Let
z1 =
⌊
21/γ(x+ (x⌈log x⌉)−1)⌋+ 1, z2 = ⌊21/βx⌋ − 1.
It follows that z1, z2 ∈ J1,1,1(x) if x0 is sufficiently large. Then Lemma 3.2 implies that
α(x, z1) = γ +O (x
−1) and α(x, z2) = β +O (x−1). Therefore we have (C3).
We next show (C5). Let x be an integer with x ≥ x0 and z ∈ J1,1,1(x). They are
clear that x < z and X(x, z) < Y (x, z) < Z(x, z). Recall that
ℓ(x, z) = η(α(x, z), n0X, n0Y, n0Z) =
log ((⌊W α⌋ + 1)W−α)
logW
,
where W is one of n0X, n0Y , or n0Z. Therefore, by β < α, we have ℓ(x, z) ≤ log(1 +
(nZ)−β) ≤ Z−β ≤ x−β . Further, by the facts (5.5) and (5.6), we obtain
ℓ(x, z) ≥ log(1 + 2
−1W−α)
logW
≫ 1
(n0Z)γ log(n0Z)
≫ε x−(2+ε)(γ+ε)(r+1).
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Hence, (C5) holds. The condition (C6) is clear since β < α(x, z) < γ and α(x, z) +
ℓ(x, z) < γ + x−2 by (C5).
Step 4. By summarizing the above discussion, define
Da,b,c(β, γ, ε) =


2
(2 + ε)(γ + ε)(r(β, γ, ε) + 1)
if a = b = c,
2
q(β, γ, ε)
otherwise.
Step 1, Step 2, Step 3 and Proposition 4.1 imply that
dimH({α ∈ [β, γ] : ax+ by = cz is solvable in PS(α)}) ≥ Da,b,c(β, γ, ε).
Therefore, by (5.1) and by letting ε→ +0, γ → β, β → s, we have
dimH({α ∈ [s, t] : ax+ by = cz is solvable in PS(α)}) ≥ Da,b,c(s, s, 0).
By the definitions of q and r, we get the conclusion of Theorem 1.1.
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