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Abstract
Disease maps display the spatial pattern in disease risk, so that high-
risk clusters can be identified. The spatial structure in the risk map is
typically represented by a set of random effects, which are modelled with
a conditional autoregressive (CAR) prior. Such priors include a global
spatial smoothing parameter, whereas real risk surfaces are likely to in-
clude areas of smooth evolution as well as discontinuities, the latter of
which are known as risk boundaries. Therefore, this paper proposes an
extension to the class of CAR priors, which can identify both areas of
localised spatial smoothness and risk boundaries. However, allowing for
this localised smoothing requires large numbers of correlation parameters
to be estimated, which are unlikely to be well identified from the data.
To address this problem we propose eliciting an informative prior about
the locations of such boundaries, which can be combined with the infor-
mation from the data to provide more precise posterior inference. We test
our approach by simulation, before applying it to a study of the risk of
emergency admission to hospital in Greater Glasgow, Scotland.
Keywords: Conditional Autoregressive priors; Disease mapping; Lo-
calised spatial smoothing
1 Introduction
Disease maps display the spatial pattern in disease risk over a city or country,
which enables areas at high risk to be identified. The identification of such areas
informs government policy on health provision, such as which sub-populations
should be targeted for an educational campaign about key risk factors, or where
should a new hospital be built. Disease maps are produced using population
level disease counts relating to small non-overlapping areal units, because the
exact locations of individual cases are often not available for confidentiality
reasons. Thus, these maps display population level summaries of disease risk,
rather than relating to specific individuals. The area of disease mapping is now
well established, and is the subject of numerous books (for example Elliott et al.
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(2000) and Lawson (2008)) and research articles (for example Knorr-Held and
Raßer (2000), MacNab (2003), Wakefield (2007) and Lee (2011)). The growth in
this research area is due in part to the wide availability of the required data, with
examples including the Surveillance Epidemiology and End Results (SEER) can-
cer database in the USA, and the neighbourhood statistics databases in the UK.
Bayesian hierarchical models are typically used to produce disease maps,
which represent the spatial pattern in disease risk by a vector of covariates and
a set of random effects. The latter act as a surrogate for unknown or unmeasured
covariates, which induce spatial correlation into the disease data but cannot be
modelled directly. Typically, Conditional Autoregressive (CAR, Besag (1974))
models are specified for the random effects, with examples including the com-
monly used BYM model (Besag et al. (1991)), as well as alternatives developed
by Leroux et al. (1999) and Stern and Cressie (1999). The spatial correlation
structure induced by CAR models is determined by geographical adjacency, so
that if two areas share a common border their random effects are correlated,
otherwise they are conditionally independent given the values of the remaining
random effects.
These models thus provide a global representation of spatial correlation,
because the random effects can range from being spatially smooth everywhere
through to independent everywhere. However, this global interpretation is likely
to be overly simplistic for real disease data, which are instead likely to contain
areas of strong spatial correlation as well as locations at which abrupt step
changes occur. Such step changes may occur where different communities, such
as those that are rich and poor, border each other, and are therefore likely to
have very different disease risks despite sharing a common border. An example
of this phenomena is provided by Figure 2, which displays the standardised in-
cidence ratio (SIR) for emergency admissions to hospital in Greater Glasgow,
Scotland during 2010. The map exhibits highly localised spatial structure, and
suggests that the existing global CAR models are unlikely to adequately cap-
ture the spatial pattern in these data. Furthermore, the identification of such
neighbourhood boundaries are of interest in their own right in a sociological
context, because their locations may reflect changes in the biological, physical
or social processes underlying the response (Jacquez et al. (2000)).
A number of extensions have been proposed to CAR priors to accommodate
localised spatial smoothing and the identification of boundaries, including recent
papers by Lu et al. (2007), Ma et al. (2010), Li et al. (2011), Lee and Mitchell
(2012a) and Lee and Mitchell (2012b). The main idea underlying these exten-
sions is to jointly model the spatial adjacency structure of the random effects in
addition to the remaining model parameters, rather than basing the former on
geographical adjacency. Specifically, pairs of random effects that relate to geo-
graphically adjacent areas can be modelled as either conditionally independent
or correlated, rather than having correlation enforced upon them. However, the
main statistical challenge with these extensions is the large numbers of addi-
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tional parameters to be estimated, which far outnumber the data and are thus
likely to be only weakly identifiable. For example, in the Greater Glasgow re-
gion considered in Section 5 there are 271 data points and 701 parameters that
control the spatial adjacency structure of the random effects.
Therefore, in this paper we propose augmenting the information from the
data with an informative prior distribution, which should lead to more infor-
mative posterior inference about the localised spatial structure of the random
effects. However, obtaining such prior information is far from straightforward,
and we propose eliciting it from a second data set comprising disease counts
for an earlier time period. Due to the large availability of small-area statistics
data from multiple years are typically available, and should exhibit very simi-
lar spatial structure to the response (unless large-scale re-generation has taken
place between the two time periods). To assess the utility of this approach we
compare it to using a number of weakly informative priors, which provide little
information about the spatial structure of the random effects.
The remainder of this paper is structured as follows. Section two provides
a brief review of Bayesian disease mapping, while Section three outlines our
methodological innovation, including the elicitation of an informative prior dis-
tribution. In Section 4 the efficacy of our approach is assessed via simulation,
while in Section 5 it is applied to emergency hospital admissions data in Greater
Glasgow in 2010. Finally, the paper ends with a concluding discussion in Section
6, highlighting avenues for future work.
2 Bayesian disease mapping
2.1 Notation and likelihood model
The region under study is partitioned into n non-overlapping areal unitsA1, . . . , An,
which are typically administrative districts such as electoral wards or cen-
sus tracts. The response variable is a vector of disease counts denoted by
Y = (Y1, . . . , Yn), where Yk is the number of cases of the disease in question
in areal unit k in a specified time period (e.g. a year). In addition, a vec-
tor E = (E1, . . . , En) comprising the expected numbers of disease cases is also
available, which is computed by external standardisation and used to adjust
for the varying population demographics in each area. Using these data the
simplest measure of disease risk is the standardised incidence ratio, which for
area k is computed as SIRk = Yk/Ek. However, this is an unstable estimate of
disease risk, especially if the expected numbers of cases are small. Therefore,
disease risk is more commonly estimated using a Bayesian hierarchical model,
the likelihood component of which is given by
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Yk|Ek, Rk ∼ Poisson(EkRk) for k = 1, . . . , n,
ln(Rk) = x
T
kβ + φk. (1)
Disease risk in area k is denoted by Rk, and is modelled by a vector of p co-
variates xk = (1, xk1, . . . , xkp) (including an intercept term) and a random effect
φk, the latter of which allows for over dispersion and spatial correlation in the
disease data caused by the existence of unmeasured or unknown confounders.
The corresponding regression parameters β = (β0, β1, . . . , βp) are assigned in-
dependent Gaussian priors, where a large variance is typically chosen to make
them weakly informative.
2.2 Random effects model
The random effects φ = (φ1, . . . , φn) are typically assigned a conditional au-
toregressive prior, which is a special case of a Gaussian Markov Random Field
(GMRF). A general representation of this class of models is φ ∼ N(0, τ2Q(W )−1),
where Q(W ) is a sparse precision matrix that may or may not be invertible. The
sparsity comes from a binary n×n neighbourhood or adjacency matrix W , where
wkj equals one if areal units (k, j) share a common border (denoted k ∼ j) and is
zero otherwise (denoted k  j). In the latter case Q(W )kj also equals zero, and
(φk, φj) are conditionally independent given the values of the remaining random
effects. A number of CAR priors have been proposed in the disease mapping
literature, and a comparison and review is provided by Lee (2011). One such
model was proposed by Leroux et al. (1999), which has precision matrix:
Q(W,ρ) = [ρ(diag(wk+)−W ) + (1− ρ)I]. (2)
In the above equation ρ is a global spatial correlation or smoothing pa-
rameter, while diag(wk+) is a diagonal matrix containing the row sums of
W . The precision matrix Q(W,ρ) is invertible if ρ ∈ [0, 1), and the cor-
responding univariate full conditional distribution for φk|φ−k (where φ−k =
(φ1, . . . , φk−1, φk+1, . . . , φn)) is given by
φk|φ−k ∼ N
(
ρ
∑n
i=1 wkiφi
ρ
∑n
i=1 wki + 1− ρ
,
τ2
ρ
∑n
i=1 wki + 1− ρ
)
, (3)
where the conditioning is in fact only on the random effects in geographically
adjacent areas (those having wki = 1). An attractive feature of this model is
that when ρ = 0 the random effects are independent with a constant variance,
while when ρ = 1 the intrinsic model proposed by Besag et al. (1991) is obtained.
The partial correlations between (φk, φj) implied by this model are given by
Corr[φk, φj |φ−kj ] =
ρwkj√
(ρ
∑n
i=1 wji + 1− ρ)(ρ
∑n
i=1 wki + 1− ρ)
, (4)
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which is zero for non-neighbouring areas. The equation also shows that if
there is substantial spatial correlation between the majority of pairs of random
effects (i.e. if ρ is estimated as close to one), then all pairs of random effects that
share a common border (have wkj = 1) will be correlated, and the strength of
the partial correlation will depend on the number of other neighbouring areas.
This is a reasonable assumption if the surface to be modelled has a single level
of spatial smoothness, because the more neighbours a pair of areas have the less
strongly they are related to each other conditional on their remaining neigh-
bours. However, in the more realistic situation of having sub-regions of spatial
smoothness separated by boundaries this model is not appropriate, because it
will smooth over the random effects across the boundaries, resulting in poorer
estimation of disease risk.
Inference for the parameters Θ = (φ,β, ρ, τ2) is most commonly based on
Markov Chain Monte Carlo (MCMC) simulation, although Integrated Nested
Laplace Approximations (INLA) can also be used (for example Schrodle and
Held (2011)). A number of software packages are available that fit the hier-
archical model outlined above using MCMC simulation, including WinBUGS
(Lunn et al. (2000)), BayesX (Belitz et al. (2009)) and the CARBayes package
in the statistical software R, (R Development Core Team (2009)) .
2.3 Extensions to localised spatial smoothing
The majority of research that has extended the class of CAR priors to account
for localised spatial smoothing has treated the neighbourhood matrix W as a
collection of additional random quantities, rather than being fixed and based
on geographical adjacency. Specifically, the set of {wkj |k ∼ j} are treated as
binary random quantities, where as the set {wkj |k  j} remain fixed at zero.
Treating the former as random allows (φk, φj) to be conditionally independent
(wkj = 0) or correlated (wkj = 1), and if wkj is estimated as zero a boundary
is said to exist between the two random effects. One of the first models in this
vein was developed by Lu et al. (2007), who proposed the logistic regression
model
wkj ∼ Bernoulli(pkj) ∀ k ∼ j,
logit(pkj) = α0 + α1zkj ,
where zkj is a non-negative quantity summarising the level of dissimilarity
between areas (Ak, Aj). To overcome the weak identifiability of these param-
eters an informative prior is specified for α1, although as argued by Li et al.
(2011), such prior knowledge is unlikely to be available for a regression parame-
ter that relates a measure of dissimilarity to the spatial structure of the random
effects. A similar approach was proposed by Ma et al. (2010), who replace
the logistic regression model with either a second stage CAR prior or an Ising
model. However, this approach requires tuning parameters to be specified by
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the user, the values of which appear to affect the results (see Tables 1 and 2
in the on-line appendix accompanying the paper). A related approach to that
of Lu et al. (2007) was proposed by Lee and Mitchell (2012a), who collectively
model the set {wkj |k ∼ j} as a function of measures of dissimilarity, rather than
modelling each element individually. However, while this approach largely over-
comes the parameter identifiability problems encountered by Lu et al. (2007), it
is restrictive in the sense that if ztu > zrs then P(wtu = 1|Y) < P(wrs = 1|Y),
no deviation from the ordering of the dissimilarity measures {zkj} is allowed.
An alternative approach was suggested by Lee and Mitchell (2012b), who
propose an iterative algorithm that re-estimates W and the remaining model pa-
rameters in turn, conditional on the current value of the other. Their algorithm
is implemented using Integrated Nested Laplace Approximations (INLA, Rue
et al. (2009)) rather than MCMC for computational speed, and has the draw-
back that only an estimate of each wkj is provided, rather than the posterior
probability that wkj = 1. A further alternative was proposed by Li et al. (2011),
who consider different W matrices as different models, and use the Bayesian In-
formation Criterion (BIC) to choose between them. However, the number of
possible models is 21
TW1/2, and to get around the large model space they only
consider models that have one boundary, as part of a data mining technique.
3 Methods
We propose a two-stage approach to simultaneously estimating the model pa-
rameters Θ and the spatial structure of the random effects {wkj |k ∼ j}, the
first of which elicits a set of informative prior distributions, {P(wkj = 1)|k ∼ j},
while the second jointly estimates both sets of parameters using MCMC simu-
lation. The motivation for an informative prior is that {wkj |k ∼ j} are likely to
be only weakly identifiable from the single set of spatial data Y, because they
are large in number, and control the correlation between the random effects
rather than being in the mean function for Y. The likely weak identifiability of
these parameters has also been discussed by Li et al. (2011), and is borne out
empirically by the simulation study presented in Section 4 of this paper.
3.1 Stage 1 - Eliciting informative priors for {wkj|k ∼ j}
Eliciting prior information about the spatial structure of the random effects is
not straightforward, because while one may have qualitative prior knowledge
about the study region, for example about its underlying deprivation structure,
using that to create {P(wkj = 1)|k ∼ j} is far from straightforward. There-
fore, we propose obtaining this prior information from a second data set, which
comprises the same disease count data but for an earlier time period. Disease
count data are typically available for multiple time periods, and unless large-
scale urban re-generation has been undertaken, the spatial structure in these
earlier data should be similar to that of the response. We note that in practice
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one could use the response variable for this purpose rather than earlier data,
but this uses the data twice and is not in keeping with the notion of prior beliefs.
Consider a vector of prior information φ∗ = (φ∗1, . . . , φ
∗
n), which represents
the spatial structure in the random effects surface for an earlier time period. For
example, if no covariates are included in (1) then the random effects quantify
the overall spatial structure in the log risk surface, and φ∗k = ln(Y
∗
k /E
∗
k), the
natural log of the ratio of the observed and expected disease count for area k
from an earlier time period. In contrast, in the presence of covariates the random
effects represent the spatial pattern in the residual surface, in which case φ∗k =
ln(Y ∗k /E
∗
k) − xTk βˆ. The aim is to use these data to elicit {P(wkj = 1)|k ∼ j},
the set of probabilities that each pair of adjacent random effects are spatially
correlated. Two commonly used global measures of spatial correlation for the
entire region are Geary’s C (Geary (1954)) and Moran’s I (Moran (1950)), which
are given by
Geary’s C =
(n− 1)∑k 6=j wkj(φ∗k − φ∗j )2
2[
∑
k 6=j wkj ]
∑n
i=1(φ
∗
i − φ¯∗)2
,
Moran’s I =
n
∑
k 6=j wkj(φ
∗
k − φ¯∗)(φ∗j − φ¯∗)
[
∑
k 6=j wkj ]
∑n
i=1(φ
∗
i − φ¯∗)2
.
These statistics are weighted averages of the similarity of the response be-
tween all pairs of adjacent areas, and capture the level of spatial correlation
globally across the entire region. However, as the aim is to quantify each
P(wkj = 1) separately, natural statistics are the individual ordinates (φ∗k −φ∗j )2
and (φ∗k − φ¯∗)(φ∗j − φ¯∗). We elicit P(wkj = 1) by comparing the relative size
of these ordinates for (φ∗k, φ
∗
j ) to a reference distribution, which is the set of
the nC2 values created from all possible pairs of (φ∗r , φ∗s) over the study region.
Thus, the reference distributions for the Geary’s C and the Moran’s I ordinates
are
PG = {(φ∗r − φ∗s)|1 ≤ r < s ≤ n)},
PM = {(φ∗r − φ¯∗)(φ∗s − φ¯∗)|1 ≤ r < s ≤ n)}.
The set of prior probabilities are then computed as
PG(wkj = 1) =
|{x ∈ PG|x > (φ∗k − φ∗j )2}|
|PG| ,
PM (wkj = 1) =
|{x ∈ PM |x < (φ∗k − φ¯∗)(φ∗j − φ¯∗)}|
|PM | ,
the proportion of the values from the reference distribution that correspond
to bigger differences than that observed for (φ∗k, φ
∗
j ). If random effects from
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neighbouring areas are spatially correlated they will have similar values, and
PM (wkj = 1) and PG(wkj = 1) should be close to one because the sets (PM ,PG)
contain large numbers of bigger values from geographically distant and hence
uncorrelated areas. In contrast, if a neighbouring pair of random effects are
very different, then PM (wkj = 1) and PG(wkj = 1) will be much closer to zero,
suggesting a higher probability of there being a boundary between them.
3.2 Stage 2 - overall hierarchical model
Combining the elicited informative prior for {wkj |k ∼ j} with the hierarchical
model outlined by (1) and (3) gives the following joint model for (Θ,W ):
Yk|Ek, Rk ∼ Poisson(EkRk) for k = 1, . . . , n,
ln(Rk) = x
T
kβ + φk,
βi ∼ N(0, 1000),
φk|φ−k ∼ N
(
ρ
∑n
i=1 wkiφi
ρ
∑n
i=1 wki + 1− ρ
,
τ2
ρ
∑n
i=1 wki + 1− ρ
)
, (5)
τ2 ∼ Uniform(0, 1000),
ρ ∼ Uniform(0, 1),
wkj ∼ Bernoulli(pkj) for k ∼ j.
Here pkj is equal to either PG(wkj = 1) or PM (wkj = 1), depending on
whether Geary’s C or Moran’s I ordinates are being used. Inference for this
model uses MCMC simulation, and can be implemented in the CARBayes pack-
age in the statistical software R. We note that this software can also fit models
with Gaussian and binomial responses.
3.3 Modelling uses
The model described above can be used in two distinct ways, depending on
the goal of the analysis. If the goal is to explain the spatial pattern in the
response, then covariates should be included in the linear predictor, and the
random effects will capture the residual spatial structure. Note, in this case the
boundaries that are identified in the random effects surface do not correspond
to boundaries in the disease risk surface. In contrast, if the goal is to identify
boundaries in the risk surface, then the model can be fitted without covariates,
because this ensures the random effects and risk surfaces have the same spatial
structure, as Rk = exp(β0 + φk). In this case ρ should be fixed close to one,
such as 0.99, so that globally the random effects are spatially smooth, with a
boundary occurring between (φk, φj) if wkj = 0. We do not set ρ = 1 in this
scenario because the precision matrix Q(W,ρ = 1) would be singular and the
univariate conditional distribution φk|φ−k would be undefined if
∑n
j=1 wkj = 0.
To assess the utility of using an informative prior for {wkj |k ∼ j} we compare it
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to the following weakly informative alternatives, which allow the data to speak
for themselves.
Prior A - f({wkj |k ∼ j}) =
∏
k∼j Bernoulli(wkj |0.5).
Prior B - f({wkj |k ∼ j}, α) =
∏
k∼j Bernoulli(wkj |α)×Uniform(α|0, 1).
Prior C - f({wkj |k ∼ j},α = {αkj |k ∼ j}) =
∏
k∼j Bernoulli(wkj |αkj)
×∏k∼j Uniform(αkj |0, 1).
Prior model A shows no preference for each wkj equalling one or zero, al-
though across the complete set the expectation is that half would equal one.
Prior model B relaxes this constraint, and instead allows the proportion of
{wkj |k ∼ j} that equal one to be estimated from the data. Prior model C
relaxes this still further, and allows each wkj to have its own probability of
equalling one. Preliminary analyses using simulated data showed that Priors
A and C produced almost identical results, while Prior B performed badly by
identifying almost no boundaries in all cases. The latter occurs because in the
simulated data there were fewer boundaries than non-boundaries, which resulted
in a low value of α thus making boundaries hard to identify. Therefore, the only
weakly informative prior considered further in this paper is Prior A.
4 Simulation study
This section presents a simulation study, which compares the performance of
the global smoothing model proposed by Leroux et al. (1999), as well as the
local smoothing model described in Section 3.2. The latter is applied with three
different prior distributions for {wkj |k ∼ j}, which include those elicited from
earlier data using Geary’s C and Moran’s I ordinates, as well as the weakly
informative Prior A model. This choice of models enable us to examine the
effects of global versus local smoothing, as well as the effectiveness of using
informative or weakly informative priors for the spatial structure of the random
effects.
4.1 Data generation and study design
Simulated data are generated for the n = 271 Intermediate Geographies (IG)
that comprise the Greater Glasgow and Clyde health board, which is the study
region used in the case study in Section 5. The disease counts are generated from
model (1), where the expected numbers E are the emergency admissions data
used in the case study. The log risk surface is represented by a single covariate
and a set of random effects, the former being realisations of independent and
identically distributed standard normal random variables. The corresponding
regression parameter for this covariate is β = 0.1, which is fixed for all simulated
data sets and scenarios. In contrast, a new set of random effects are generated
for each simulated data set, so that the results are not affected by a particular
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realisation of φ. Each scenario in this study is based on 200 simulated replicate
data sets, each of which consists of two sets of random effects (φ,φ∗), which
are used to create corresponding response vectors (Y,Y∗). The first of these is
the response variable while the second is the data from an earlier time period,
and they have a correlation of 0.95 which corresponds to the value observed
for the emergency admissions data analysed in the next section. We note that
our proposed method would not be appropriate if the correlation between the
earlier data and the response was weak.
Localised spatial structure is induced into the random effects by generating
them from a multivariate Gaussian distribution, where the mean is piecewise
constant, while the covariance matrix is specified by the spatially smooth Matern
correlation function. For the latter, the spatial smoothness parameter is fixed
at 2.5 (so that the surface is twice mean square differentiable), while the spatial
range is chosen so that the median correlation between all pairs of areas is 0.5.
The localised spatial smoothness follows the template shown in Figure 1, where
the expectation of φ is equal to zero for the large white region and equal to
M in the 5 smaller grey regions. The latter represent the locations of high risk
clusters, and thus boundaries in the random effects surface occur where white
and grey regions border each other (the bold lines in Figure 1). This template
results in 74 boundaries, which is around 10% of the total number of boundaries
in the study region (701). The values of M used in this study are M = 0.5 and
M = 1, with the larger value corresponding to greater differences between the
random effects in these areas (larger boundaries).
4.2 Results - Prior elicitation
The performance of the prior elicitation using the Geary’s C and the Moran’s
I ordinates is summarised in Table 1. The table displays both the sensitivity,
the proportion of times a boundary is correctly identified, and the specificity,
the proportion of times a non-boundary is correctly identified. The sensitiv-
ity is calculated by computing the proportion of the true boundaries that have
P(wkj = 0) > c, where c = 0.5, 0.75, 0.9, while the specificity is the propor-
tion of the non-boundaries that have P(wkj = 1) > c, for the same values of
c. For each simulated data set the prior elicitation approach is applied to the
residuals φˆ∗k = ln(Y
∗
k /Ek) − xkβˆ, which result from applying a Poisson gen-
eralised linear model to the data from an earlier time period. Table 1 shows
that both methods perform well relative to the weakly informative specifica-
tion that P(wkj = 0) = 0.5 ∀ k ∼ j, with the sensitivity and specificity at the
lowest probability threshold of 0.5 ranging between 0.6 and 1.0 for both values
of M . These values reduce as the threshold level c becomes more stringent as
expected, but they remain between 0.39 and 0.77 at the 0.75/0.25 threshold.
Finally, the results from the Geary’s C ordinates almost always outperform the
Moran’s I values, with differences as large as 0.2. In contrast, in the few cases
where Moran’s I is superior the differences are less than 0.05.
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Figure 1: Locations of the boundaries (bold black lines) in the simulated random
effects surfaces.
4.3 Results - Posterior inference
The performance of the four models is summarised in Tables 1 and 2, which
summarise the boundary identification and estimation performance respectively.
Table 2 displays the bias and root mean square error (RMSE) for β and R =
(R1, . . . , Rn), where both quantities are presented as percentages of their true
values. All models produce close to unbiased results for (β,R) for both values
of M , with percentage biases being less than 0.5% in all cases. However, in the
presence of localised spatial structure the global Leroux model performs worse
in terms of RMSE than the three local models for both β and R, with differ-
ences ranging between 0.66% and 3.53%. The differences between the three local
models are small for both values of M , and we do not over interpret these results.
In terms of boundary identification, Table 1 shows that the model using the
weakly informative Prior A can identify a sizeable proportion of the boundaries,
with sensitivities of around 0.86 (c=0.5), 0.55 (c=0.75) and 0.44 (c=0.9) respec-
tively for both values of M . However, its specificity is very poor, with values of
around 0.65 (c=0.5), 0.03 (c=0.25) and 0.01 (c=0.1). In contrast, the models
with informative priors perform much better, with improvements of between
0.03 and 0.33 in sensitivity and 0.11 and 0.37 in specificity depending on M and
c. In common with the prior elicitation, the Geary’s C model outperforms the
Moran’s I one in almost all cases, and these models do exhibit some prior to
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Table 1: Sensitivity and specificity for the identification of boundaries based on
the proportion of boundaries satisfying P(wkj = 0) > c and the proportion of
non-boundaries satisfying P(wkj = 1) > c.
Threshold
Prior elicitation Posterior inference
Geary Moran Geary Moran A
Sensitivity c=0.5 1.00 0.80 0.98 0.96 0.86
M=1 c=0.75 0.77 0.66 0.82 0.81 0.55
c=0.9 0.23 0.25 0.77 0.75 0.44
Sensitivity c=0.5 0.79 0.59 0.93 0.89 0.86
M=0.5 c=0.75 0.44 0.38 0.72 0.64 0.54
c=0.9 0.14 0.13 0.64 0.55 0.43
Specificity c=0.5 0.89 0.77 0.84 0.80 0.66
M=1 c=0.75 0.51 0.46 0.40 0.37 0.03
c=0.9 0.21 0.26 0.21 0.23 0.01
Specificity c=0.5 0.80 0.73 0.78 0.76 0.65
M=0.5 c=0.75 0.45 0.42 0.36 0.35 0.02
c=0.9 0.19 0.23 0.18 0.21 0.01
posterior learning.
5 Case study
We illustrate the methodology by mapping the spatial pattern in the risk of
emergency admission to hospital in Greater Glasgow, Scotland in 2010, which
will be of interest to health professionals who deal with resource allocation. We
address two different epidemiological questions in this study: (i) what is the
spatial pattern in respiratory disease risk and what factors affect it? and (ii)
where and how many boundaries are there in the estimated risk surface?
5.1 Data description
The study region is the health board comprising the city of Glasgow and the
river Clyde estuary, which in 2010 contained just under 1.2 million people. For
the purposes of this study it is partitioned into n = 271 Intermediate Geogra-
phies (IG), which are administrative units constructed based on population size
rather than geographical area (on average just over 4,000 people live in each
area). The data used in this study come from the Scottish Neighbourhood
Statistics (SNS) database (http://www.sns.gov.uk), and the response variable is
the number of emergency admissions to non-psychiatric and non-obstetric hos-
pitals in each IG in 2010. The data used to elicit the set of priors for {wkj |k ∼ j}
is the same variable but for 2009, and in both cases the expected numbers of
admissions were calculated by external standardisation, using age and sex spe-
cific rates for the whole of Scotland. The SIR is displayed for the 2010 data in
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Table 2: Bias and root mean square error (RMSE) of β and the fitted risk
surface R for each of the four models. All results are presented as percentages
of their true values.
Metric M
Model
Leroux Geary Moran A
Bias β 1 0.309 0.195 0.163 0.425
0.5 0.245 0.344 0.087 0.206
RMSE β 1 4.862 1.464 1.558 1.296
0.5 2.682 1.405 1.531 1.287
Bias R 1 -0.058 -0.026 -0.027 -0.025
0.5 -0.095 -0.048 -0.051 -0.043
RMSE R 1 4.074 3.253 3.372 3.217
0.5 4.289 3.431 3.631 3.387
Figure 2, which shows that the risks are highest in the heavily deprived east
end of Glasgow (east of the study region), as well as along the southern bank
of the river Clyde, both in and out-with the city. The correlation between the
SIR values for the two years is 0.95, suggesting that the 2009 data should be
appropriate for eliciting prior probabilities for the spatial structure of the 2010
data.
We consider three potential covariates in this study, which are likely to affect
the risk of emergency admission to hospital. The first of these is a measure of
socio-economic deprivation (Reid et al. (1999)), specifically, the percentage of
people in each IG that are defined to be income deprived (are in receipt of a
combination of means-tested benefits). The second is a measure of ethnicity,
because it is likely that the level of risk inducing behaviour (such as excessive
consumption of alcohol) will differ between ethnic groups. The only variable
available to measure ethnicity is the percentage of school children in each IG
from ethnic minorities (non-white), which we appreciate is imperfect in many
ways (for example, it does not differentiate between different ethnic groups).
Finally, a variable measuring the time taken to drive to a doctors surgery is also
available, which may affect their decision as to whether to go to hospital.
5.2 Modelling
Initially, a model including all three covariates but without the random effects
was fitted to the data, to determine the existence of any residual spatial cor-
relation. However, the ethnicity covariate is highly skewed to the right, as the
majority of the intermediate geographies have a very small (or zero) percentage
of people who are non-white. Therefore, a log transform of this covariate was
used instead, where a constant of 0.5 was added to prevent the occurrence of
ln(0). The adequacy of this covariate only model was then assessed, and sub-
stantial overdispersion was found (overdispersion parameter equal to 8.27), as
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Figure 2: Standardised Incidence Ratio (SIR) for emergency admission to hos-
pital.
well as spatial correlation in the residuals. The latter was assessed by computing
Geary’s C (C = 0.7769) and Moran’s I (I = 0.2398) statistics, and both showed
substantial evidence of residual spatial correlation. To alleviate these problems
random effects were added to the model, and we compare the four models used
in the simulation study, where the informative priors are elicited from the 2009
data.
In addition, the random effects models listed above are also applied to the
data without the covariates, because this enables the number and locations of
any boundaries in the risk surface to be identified. Recall, that if covariates
are included in the model then the boundaries only relate to the random effects
surface, and do not relate to the risk surface. Posterior inference for all models is
based on 3 parallel Markov chains, which were burnt in for 50,000 iterations (by
which time convergence was assessed to have been reached) and then run for an
additional 50,000 iterations, yielding 150,000 samples in total. The goodness-
of-fit of these models is summarised by the Deviance Information Criterion
(DIC, Spiegelhalter et al. (2002)), where smaller values represent a better fitting
model. Without the covariates the DIC values were: Leroux - 2690.5, Prior A
- 2689.6, Prior Geary - 2674.0, and Prior Moran - 2680.7, suggesting that the
global Leroux model provides the worst fit to the data, although the difference
between it and the local model with a weakly informative prior is very small.
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Table 3: Estimated covariate effects (posterior medians) and 95% credible
intervals for a one standard deviation increase (listed in row 1) in each covariate.
Model Covariate effects
Drive time Ethnicity Income deprivation
SD 0.715 1.005 12.75
Leroux 0.987 (0.966, 1.007) 0.969 (0.949, 0.991) 1.277 (1.255, 1.302)
Prior Geary 0.991 (0.974, 1.008) 0.968 (0.948, 0.987) 1.282 (1.260, 1.304)
Prior Moran 0.991 (0.972, 1.011) 0.970 (0.950, 0.991) 1.282 (1.259, 1.304)
Prior A 0.991 (0.971, 1.011) 0.969 (0.947, 0.989) 1.280 (1.255, 1.302)
In contrast, the local spatial smoothing models with priors elicited using the
Geary’s C and the Moran’s I ordinates fit the data much better, with DIC
values that are smaller than the Leroux prior by 15.5 and 9.8 respectively. The
inclusion of the covariates reduced the DIC values of all four models by around
25, but their relative sizes remain unchanged.
5.3 Results
5.3.1 Covariate effects
The covariate effects are shown in Table 3, which displays posterior medians as
well as 95% credible intervals. All results are presented on the relative risk scale,
for a one standard deviation increase in each covariates value. There is strong
evidence that income deprivation affects emergency admission to hospital, with
populations exhibiting nearly 13% higher levels of income deprivation having
between a 27% and a 29% increased risk. The proportion of the population
who are non-white also affects emergency admissions, with higher proportions
having smaller risks by around 3%. In contrast, the time taken to drive to a
GP’s surgery does not appear to affect emergency admission to hospital, as the
95% credible intervals for all models include the null risk of one. The estimated
relative risks for the income deprivation and drive time covariates differ between
the global Leroux and the local models, and the simulation study suggests that
the latter estimates are likely to be more accurate.
5.3.2 Estimated risk maps
The estimated risk maps from two of the localised spatial smoothing models
are presented in Figure 3, where the top panel displays the estimate from the
Prior Geary model, while the bottom panel relates to the Prior A model. The
results from the Prior Moran model are somewhat similar to those from the
Prior Geary model, and for brevity are not shown. The scale on the maps is
the same as that used in Figure 2, with higher risk areas having darker shading.
Both maps display the results from models without covariate effects, but the
estimated spatial risk patterns remain similar when covariates are included in
the model. Qualitatively, the maps display the same spatial structure as the
raw SIR values presented in Figure 2 as expected, although they are spatially
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smoother and exhibit less extreme values. One of the most notable features of
these maps is that they display largely the same spatial pattern as that of the
income deprivation covariate (map not shown), with the affluent west end of
Glasgow (middle of the map) being at very low risk, where as the deprived east
and north of the city are at much higher risk. The mean risk across the Greater
Glasgow region is 1.168, which suggests that on average Greater Glasgow has
a 16.8% increased risk of emergency admission to hospital compared with the
overall Scottish average.
5.3.3 Boundary identification
Table 4 and Figures 3 and 4 summarise the numbers and locations of the bound-
aries that have been identified, both in the prior elicitation process and as a
result of fitting model (5) with different priors. For brevity, only the results
from the models without covariate effects are included, and the residual bound-
aries corresponding to models including covariates are not discussed. The table
shows that the prior elicitation based on Geary’s C and Moran’s I ordinates
has identified around 33% of the borders as boundaries based on the balance
of probability (i.e c=0.5), while for the more stringent threshold of c = 0.75
this reduces to around 10%. At the c = 0.75 threshold Geary’s C has identified
69 boundaries compared to 81 for Moran’s I, of which 61 of these have been
identified by both ordinates. The differences between the prior elicitation and
the posterior distributions for wkj for all 3 models are displayed in Figure 4,
where in all cases the results presented are the prior and posterior probability
that each wkj equals zero. The line of equality is added to each plot to aid the
presentation. The figure shows that there is some prior to posterior learning,
because the points are not all concentrated on the line of equality. However, as
would be expected the prior does have a sizeable impact on the posterior, as
only 4 out of the 701 P(wkj = 0) values changed by more than 0.5 for both the
Prior Geary and Prior Moran models.
The locations of the boundaries are displayed as white lines in Figure 3.
The thickness of the line corresponds to the size of the posterior probability
that a border is a boundary, i.e. to P(wkj = 0|Y). The thin lines correspond to
posterior probabilities between 0.5 and 0.75, the medium lines to probabilities
between 0.75 and 0.9, while the thick lines are probabilities greater than 0.9.
The boundaries that have been identified by the Prior Geary and Prior A mod-
els are very different, both in their numbers and locations. Table 4 shows that
the weakly informative Prior A model has identified 41% of the borders as being
a boundary if the threshold is the balance of probability (i.e. greater than 0.5),
which decreases rapidly to only 3.1% when a 0.75 cutoff is used. In fact, for this
model 95.3% of the posterior probabilities for {wkj |k ∼ j} are between 0.25 and
0.75, suggesting that in the absence of prior information the data have largely
been unable to distinguish between boundaries and non-boundaries. This is also
illustrated by Figure 3, which shows large numbers of thin white lines (based
on a 0.5 threshold) that do not appear to correspond to sizeable changes in the
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Figure 3: Maps displaying the estimated spatial pattern in disease risk and
the location of the boundaries. The top panel displays the estimate from the
elicited prior using Geary’s C ordinates, while the bottom one relates to the
weakly informative prior model A. The white lines denote the locations of the
boundaries, as defined by having P(wkj = 0|Y) > c, with c = 0.5 (thin line),
c = 0.75 (medium line) and c = 0.9 (thick line).
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Figure 4: Prior and posterior probabilities that each wkj = 0 from the Prior
Geary, Prior Moran and Prior A models.
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estimated risk surface.
In contrast, the results from the Prior Geary model appear to be much more
reasonable, as the boundaries that have been identified correspond to sizeable
changes in disease risk. This model has identified 37.2% of borders as boundaries
at the 0.5 level, which drops to 13.7% at the 0.75 level. The addition of prior
information has also managed to better distinguish between boundaries and
non-boundaries, with only 53.9% of the posterior probabilities for {wkj |k ∼ j}
being between 0.25 and 0.75. The other interesting aspect of these results is that
the majority of the boundaries are open, and thus do not completely enclose
a region or set of regions. The identification of closed boundaries would be
more interesting from a cluster detection viewpoint, because it enables sub-
regions to be identified as having ‘different’ values from all of their neighbours.
However, Figure 3 shows that the spatial structure in these disease data is
far more complex, and forcing the boundaries to be closed would not provide
an appropriate representation of this structure if the goal of the analysis is to
quantify this structure. Finally, we note that areas on opposite banks of the
river Clyde (the thin white line running south east) are not assumed to be
neighbours, which explains the absence of boundaries in this area.
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Table 4: Summary of the numbers of boundaries identified in the risk surface
(without covariates) from both prior elicitation and posterior inference
Percentage of boundaries identified
Model based on P(wkj = 0|Y) > c
c = 0.5 c = 0.75 c = 0.9
Prior Prior Geary 32.1% 9.8% 2.7%
elicitation Prior Moran 34.3% 11.6% 2.7%
Prior A 0% 0% 0%
Posterior Prior Geary 37.2% 13.7% 8.0%
inference Prior Moran 31.0% 10.6% 6.8%
Prior A 41.1% 3.1% 0.6%
6 Discussion
This paper has highlighted the limitations of using global spatial smoothing
models in a disease mapping context, which are overly restrictive because real
disease data are likely to contain areas of smooth evolution as well as locations
where sharp changes (boundaries) occur. This problem is overcome by mod-
elling the elements of the neighbourhood matrix {wkj |k ∼ j} as binary random
quantities, and this extension is relatively new in a disease mapping context,
with Section 2.3 providing a brief review of the work to date in this area. The
inherent problem in modelling the elements of the neighbourhood matrix is the
large numbers of additional correlation parameters that need to be estimated,
which outnumber the data and are likely to be only weakly identifiable. The
approach proposed here overcomes this problem by eliciting an informative prior
for each wkj , based on the well known Geary’s C and Moran’s I measures of
spatial autocorrelation. The prior information is obtained from data relating
to an earlier time period than the response, which should be straightforward to
obtain due to the wide availability of small-area data. This approach has advan-
tages over existing alternatives, such as the ease of eliciting prior information
(compare with Lu et al. (2007)), not requiring tuning parameters (see Ma et al.
(2010)), and being fully Bayesian (see Lee and Mitchell (2012b)).
The simulation study presented in Section 4 illustrates 3 main points. Firstly,
in the presence of localised spatial structure, global smoothing models produce
poorer estimates of covariate effects and disease risk (in terms of RMSE) com-
pared to models that can capture localised spatial structure (see Table 2). Sec-
ondly, while using a weakly informative prior for {wkj |k ∼ j} does not adversely
affect the estimation of covariate effects and disease risk, it cannot accurately
identify boundary locations. In particular, the majority of the posterior proba-
bilities {P(wkj = 0|Y)|k ∼ j} are close to 0.5, the prior value, and the sensitivity
and especially the specificity at the more stringent thresholds are poor. Thirdly,
the study shows that eliciting prior information improves the sensitivity and
specificity at all thresholds, with the prior based on Geary’s C outperforming
the Moran’s I prior in almost all cases. The case study presented in Section 5
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largely reinforces these conclusions, as the Geary’s C prior model provides the
best fit to the data (measured via DIC) compared to the remaining models.
In addition, the boundaries identified by this model appear to correspond to
sizeable changes in the risk surface, a feature which is not the case when using
a weakly informative prior for {wkj |k ∼ j}.
This paper suggests two natural avenues for future work. The first is the
extension of these methods to a spatio-temporal or multiple disease context,
which could address the question of whether the locations of risk boundaries
changed over time or between multiple diseases. A hidden Markov model for
each wkj might be an appropriate in this context, which would control the
evolution of W over time or across diseases. The second extension is to force the
boundaries to be closed, for example see Knorr-Held and Raßer (2000), which
would allow clusters of high risk areas to be singled out from their neighbours.
This problem could be addressed by modelling {wkj |k ∼ j} in the manner
proposed here, but additional constraints would have to be enforced on this set
to ensure the boundaries were always closed.
Acknowledgements
This research was funded by the Economic and Social Research Council (RES-
000-22-4256).
References
Belitz, C., A. Brezger, T. Kneib, and S. Lang (2009). BayesX - Software for
Bayesian inference in structured additive regression models.
Besag, J. (1974). Spatial interaction and the statistical analysis of lattice sys-
tems. Journal of the Royal Statistical Society Series B 36, 192–236.
Besag, J., J. York, and A. Mollie (1991). Bayesian image restoration with two
applications in spatial statistics. Annals of the Institute of Statistics and
Mathematics 43, 1–59.
Elliott, P., J. Wakefield, N. Best, and D. Briggs (2000). Spatial Epidemiology:
Methods and Applications (1st ed.). Oxford University Press.
Geary, R. (1954). The Contiguity Ratio and Statistical Mapping. The Incorpo-
rated Statistician 5, 115–145.
Jacquez, G., S. Maruca, and M. Fortin (2000). From fields to objects: A review
of geographic boundary analysis. Journal of Geographical Systems 2, 221–241.
Knorr-Held, L. and G. Raßer (2000). Bayesian Detection of Clusters and Dis-
continuities in Disease Maps. Biometrics 56, 13–21.
20
Lawson, A. (2008). Bayesian Disease Mapping: Hierarchical Modelling in Spa-
tial Epidemiology (1st ed.). Chapman and Hall.
Lee, D. (2011). A comparison of conditional autoregressive model used in
Bayesian disease mapping. Spatial and Spatio-temporal Epidemiology 2, 79–
89.
Lee, D. and R. Mitchell (2012a). Boundary detection in disease mapping studies.
Biostatistics 13, 415–426.
Lee, D. and R. Mitchell (2012b). Locally adaptive spatial smoothing using
conditional autoregressive models. arXiv preprint , arXiv:1205.3641.
Leroux, B., X. Lei, and N. Breslow (1999). Estimation of disease rates in small
areas: A new mixed model for spatial dependence, Chapter Statistical Models
in Epidemiology, the Environment and Clinical Trials, Halloran, M and Berry,
D (eds), pp. 135–178. Springer-Verlag, New York.
Li, P., S. banerjee, and A. McBean (2011). Mining boundary effects in areally
referenced spatial data using the Bayesian information criterion. Geoinfor-
matica 15, 435454.
Lu, H., C. Reilly, S. Banerjee, and B. Carlin (2007). Bayesian areal wombling via
adjacency modelling. Environmental and Ecological Statistics 14, 433–452.
Lunn, D., A. Thomas, N. Best, and D. Spiegelhalter (2000). WinBUGS - A
Bayesian modelling framework: Concepts, structure and extensibility. Statis-
tics and Computing 10, 325–337.
Ma, H., B. Carlin, and S. Banerjee (2010). Hierarchical and Joint Site-Edge
Methods for Medicare Hospice Service Region Boundary Analysis. Biomet-
rics 66, 355–364.
MacNab, Y. (2003). Hierarchical Bayesian Modelling of Spatially Correlated
Health Service Outcome and Utilization Rates. Biometrics 59, 305–316.
Moran, P. (1950). Notes on continuous stochastic phenomena. Biometrika 37,
17–23.
R Development Core Team (2009). R: A Language and Environment for Statis-
tical Computing. Vienna, Austria: R Foundation for Statistical Computing.
ISBN 3-900051-07-0.
Reid, F., D. Cook, and A. Majeed (1999). Explaining variation in hospital ad-
mission rates between general practices: cross sectional study. British Medical
Journal 319, 98–103.
Rue, H., S. Martino, and N. Chopin (2009). Approximate bayesian inference for
latent gaussian models using integrated nested laplace approximations (with
discussion). Journal of the Royal Statistical Society Series B 71, 319–392.
21
Schrodle, B. and L. Held (2011). A primer on disease mapping and ecological
regression using INLA. Computational Statistics 26, 241–258.
Spiegelhalter, D., N. Best, B. Carlin, and A. Van der Linde (2002). Bayesian
measures of model complexity and fit. Journal of the Royal Statistical Society
series B 64, 583–639.
Stern, H. and N. Cressie (1999). Inference for extremes in disease mapping,
Chapter Disease mapping and Risk Assessment for Public Health. Lawson, A
and Biggeri, D and Boehning, E and Lesaffre, E and Viel, J and Bertollini,
R (eds). Wiley.
Wakefield, J. (2007). Disease mapping and spatial regression with count data.
Biostatistics 8, 158–183.
22
