In this article, a finite difference scheme for coupled nonlinear Schrödinger equations is studied. The existence of the difference solution is proved by Brouwer fixed point theorem.
Introduction
The time-dependent Schrödinger equation is one of the most important equations in quantum mechanics. This model equation also arises in many other branches of science and technology, e.g. optics, seismology and plasma physics. Recently, a growing interest is on the numerical solution to the Coupled Nonlinear Schrödinger (CNLS) Equations. Many authors investigated the finite difference methods for solving CNLS equations, including the conservation, solvability, stability, convergence and the symplectic geometry [1] [2] [3] [4] [5] [6] [7] [8] [9] .
Consider CNLS equations i∂ t u + k∂ xx u + (|u| 2 + β|v| 2 )u = 0, 0 < x < 1, 0 < t ≤ T , (1.1)
3)
where u(x, t) and v(x, t) are complex unknown functions, k describes the dispersion in the optic fiber, β is defined for birefringent optical fiber coupling parameter. If k = β = 1, (1.1)-(1.2) is known as the Manakov system. In all the other cases the situation is much complicated from different points of view. The solution of (1.1)-(1.4) satisfies the following density and energy conservation laws [8] ).
The authors of [4, [6] [7] [8] (1.10)
Wang et al. [8] showed that the difference scheme (1.7)-(1.10) is symplectic and preserves the density of the solution. They also proved that the difference scheme is uniquely solvable and convergent with the convergence order of (τ
norm under some constraints on the stepsizes. Sepúlveda and Vera [9] presented an another difference scheme for (1.1)-(1.4)
(1.14)
They pointed out that the difference scheme preserves the densities and the energy of the solution.
In this article, we will analyze the difference scheme (1.11)-(1.14). The remainder of the article is arranged as follows. In Section 2, the existence of the difference solution is shown by the Brouwer fixed point theorem. Then with the aid of the conversations of the difference solution, the boundedness and uniqueness of difference solution are proved. In Section 3, the convergence of the difference scheme is discussed. The difference scheme is proved to be convergent with the convergence order of O(τ
In Section 4, an iterative algorithm for the difference scheme with the proof of the convergence is given. A short conclusion section ends the article.
The existence of the difference solution
In this section, we will prove that the finite difference scheme (1.11)-(1.14) exists a solution.
be the space of complex grid functions on Ω h . Given any complex grid functions u, v ∈ V h , denote the inner product We need the following lemmas.
Lemma 1 ([10]). For any discrete functions
Lemma 2 (Brouwder Fixed Point Theorem [11] 
Then, there exists an element x * ∈ H such that w(x * ) = 0 and x * ≤ α.
Theorem 1. The solution of difference scheme (1.11)-(1.14) exists. 
[|s|] 
If we have u
The Eqs. (2.3) and (2.4) can also be written as
It is easy to know that w is continuous.
Computing the inner product of (2.6) and (2.7) with s = [s 1 , s 2 ], we obtain
(2.8)
Taking the real part of (2.8) and using Cauchy-Schwarz inequality, we have
. By Lemma 2, there exists an element s * ∈ W and [|s * |] ≤ α such that w(s * ) = 0. It is easily seen that
satisfies difference scheme (1.11)-(1.14). This completes the proof.
The boundedness and uniqueness of the difference solution Lemma 3 ([12]).
For any discrete function v ∈ V h , and p ≥ 2, there is
, where c is a constant independent of p and h.
Lemma 4 ([12]). For any x
Now we cite the results of the conservation of the difference solution.
Theorem 2 ([9]).
The difference solution of (1.11)-(1.14) is conservative. In more precisely, let {u n , v n } be the solution of (1.11)-(1.14), we have
Using Theorem 2, we can obtain
Proof. Applying Lemma 3 with p = 4 and Lemma 4, for any positive constant , we have
Similarly, we have
According to Theorem 2, we have
Using Lemma 1, we have
This completes the proof.
Lemma 5. For any complex functions
Proof. It is easy to know
Thus (3.3) is valid and this completes the proof.
Theorem 4.
The difference solution of (1.11)-(1.14) is unique.
5). Then according to
Theorem 3, we have
where
According to Lemma 5 and noticing (3.4)-(3.5), there exists a constant c 2 such that |a j | ≤ max 2u
Multiplying (3.6) and (3.7) by h(χ 1 ) j and h(χ 2 ) j , respectively, summing up for j from 1 to J − 1, adding the results, then using Lemma 1 and taking the imaginary part, we can obtain
Substituting (3.11) and (3.12) into (3.13), we have
This completes the proof. 
Lemma 7 (Gronwall Inequality [10] ). Assume {G n |n ≥ 0} is a nonnegative sequence, and satisfies 
Proof. Define the grid functions
Using the Taylor expansion with integral remainder, one can get . Therefore there exists a constant c 3 such that (G 1 ) (4.20)
In the same way, we can obtain
2 . 
, we have
According to Lemma 7, we get Consequently, we have
(4.26)
and
Therefore, n(τ 
(4.29)
Similarly, we have 
Let c 6 = (T + 2)c 5 + 2(2 + T )c 
Lemma 8 yields
Using Lemma 1 yields
Iterative algorithm
In this section, we provide an iterative method to compute the solution of the difference scheme. 
In the same way, we have ζ We can also prove that the difference scheme (6.5)-(6.8) is convergent to the solution of the problem (6.1)-(6.4) with the convergence order of O(τ
