We investigate degree-degree correlations for scale-free graph sequences. The main conclusion of this paper is that the assortativity coefficient is not the appropriate way to describe degreedependences in scale-free random graphs. Indeed, we study the infinite volume limit of the assortativity coefficient, and show that this limit is always non-negative when the degrees have finite first but infinite third moment, i.e., when the degree exponent γ + 1 of the density satisfies γ ∈ (1, 3). More generally, our results show that the correlation coefficient is inappropriate to describe dependencies between random variables having infinite variance.
Introduction
Large self-organizing networks, such as the Internet, the World Wide Web, social and biological networks, often exhibit power-law degrees. In simple words, a random variable X has a power-law distribution with tail exponent γ > 0 if its tail probability P(X > x) is roughly proportional to x −γ , for large enough x. Power-law distributions are heavy tailed since the tail probability decreases much more slowly than negative exponential, and thus one observes extremely large values of X much more frequently than in the case of light tails. In the network context, such networks are called scale free, and the vertices having huge degrees are called hubs. Statistical analysis of complex networks characterized by power-law degrees has received massive attention in recent literature, see e.g. [10, 17, 22] for excellent surveys. Nevertheless, there still are many fundamental open problems. One of them is how to measure dependencies between network parameters.
An important property of networks is the dependence between the degrees of direct neighbours. Often, this dependence is characterized by the assortativity coefficient of the network, introduced by Newman in [20] . The assortativity coefficient is the correlation coefficient between the vector of degrees on each side of an edge, as a function of all the edges. See [20, Table I ] for a list of assortativity coefficients for various real-world networks. The empirical data suggest that social networks tend to be assortative (i.e., the assortativity coefficient is positive), while technological and biological networks tend to be disassortative. In [20, Table I ], it is striking that, typically, larger disassortative networks have an assortativity coefficient that is closer to 0 and therefore appear to have approximate uncorrelated degrees across edges. Similar conclusions can be drawn from [21] , see in particular [21, Table II ]. In this paper, we explain this effect mathematically, and conclude that the assortativity coefficient is not the way to describe dependencies between degrees on edges in the case of scale-free networks.
Instead, we propose a solution based on the ranks of degrees to deal with degree-degree dependencies in networks. This rank correlation approach is in fact standard and even classical in the area of multivariate analysis, falling under the category of 'concordance measures' -dependency measures based on order rather than exact values of two stochastic variables. The huge advantage of such dependency measures is that they work well independently of the number of finite moments of the degrees, while the assortativity coefficient, despite the fact that it is always in [−1, 1], suffers from a strong dependence on the extreme values of the degrees. This was already noted in the 1936 paper by H. Hotelling and M. R. Pabst [11] : 'Certainly where there is complete absence of knowledge of the form of the bivariate distribution, and especially if it is believed not to be normal, the rank correlation coefficient is to be strongly recommended as a means of testing the existence of relationship.' Among recent applications of rank correlation measures, such as Spearman's rho [26] and the closely related Kendall's tau [13] , is measuring concordance between two rankings for a set of documents in web search. In this application field many other measures for rank distances have been proposed, see e.g. [14] and references therein.
We will show in numerical experiments that statistical estimators for degree-degree dependencies, based on rank correlations, are consistent. That is, for graphs of different sizes but similar structure (e.g. Preferential Attachment graphs of 1.000 and 100.000 nodes, respectively), these estimators give consistent values, and the variance of the estimator decreases as the size of the graph grows. We also analytically and numerically show that the assortativity coefficient absolutely does not have this basic property when degree distributions are heavy-tailed! The paper is organized as follows. We start with formal definitions of the sample correlation coefficient and the sample rank correlation in Section 2. In Section 3 we study a model with linear dependencies and demonstrate that, when sample size grows to infinity, the sample correlation coefficient (assortativity) does not converge to a constant but rather to a random variable involving stable distributions. We also verify numerically that the rank correlation provides a consistent statistical estimator for this model. Next, in Section 4 we prove that if random variables are heavy-tailed and non-negative, then the sample correlation coefficient never converges to a negative value. Thus, such sequence will never be classified as 'disassortative'. We illustrate this result by an example of two nonnegative but negatively correlated random variables. This result is extended to random graphs in Section 5, where also numerical results are provided for assortativity coefficient and rank correlations in three different Configuration Models, and a Preferential Attachment graph.
Correlations between random variables 2.1 Sample correlation coefficient
The assortativity coefficient is in fact a statistical estimator of a correlation coefficient ρ for the degrees on the two ends of an arbitrary edge in a graph. In this section we formally define such estimator. The correlation coefficient ρ for two random variables X and Y with Var(X), Var(Y ) < ∞ is defined by
By Cauchy-Schwarz, ρ ∈ [−1, 1], and ρ measures the linear dependence between the random variables X and Y . We can approximate ρ from a sample by computing the sample correlation coefficient
denote the sample variances.
It is well known that, again under the assumption that Var(X), Var(Y ) < ∞, the estimator ρ n of ρ is consistent, i.e., ρ n P −→ ρ, where P −→ denotes convergence in probability. In practice, however, we tend not to know whether Var(X), Var(Y ) < ∞, since S 2 n (X) < ∞ and S 2 n (Y ) < ∞ clearly always hold a.s., for any sample, and, therefore, one might be tempted to always use the sample correlation coefficient ρ n in (2.1). In this paper we investigate what happens to ρ n when Var(X), Var(Y ) = ∞, and show that the use of ρ n in random graphs is uninformative, and it leads to deceptive behavior in the context of a linear dependence, such as in (3.1) below.
Rank correlations
, let r X i and r Y i be the rank of an observation X i and Y i , respectively, when the sample values (X i ) n i=1 and (Y i ) n i=1 are arranged in a descending order. The idea of rank correlations is in evaluating statistical dependences on the data ((
Rank transformation is convenient, in particular because the two components of the resulting vector (r X i , r Y i ) are realisations of identical uniform distributions, implying many nice mathematical properties.
The statistical correlation coefficient for the rank is known as Spearman's rho [26] :
where l i = r X i − r Y i , see [11] . The mathematical properties of the Spearman's rho have been extensively investigated in the literature. In particular, if ((X i , Y i )) n i=1 consists of independent realizations of (X, Y ), and the joint distribution function of X and Y is differentiable, then ρ rank n is a consistent estimator, and its standard deviation is of the order 1/ √ n (see e.g. [8] , where exact asymptotic expressions are derived).
Linear dependencies
It is well known that ρ in general measures linear dependence between two random variables. Thus, it is natural to check how this measure, and our proposed alternative measures, perform when the relation between X and Y are described through the following linear model:
where U j , j = 1, . . . , m, are independent identically distributed (i.i.d.) random variables with regularly varying tail, and tail exponent γ. By definition, the random variable U is regularly varying with index γ > 0, if
where L(x) is a slowly varying function, that is, for u > 0, L(ux)/L(x) → 1 as x → ∞, for instance, L(u) may be equal to a constant or log(u). Note that the random variables X and Y have the same distribution when (β 1 , . . . , β m ) is a permutation of (α 1 , . . . , α m ). Our main result in this section is the following theorem:
, and where (U j ) m j=1 are i.i.d. random variables satisfying (3.2) with γ ∈ (0, 2), so that Var(U j ) = ∞. Then, In order to prove the theorem we need the following technical result: [2] be i.i.d. random variables satisfying (3.2) for some γ ∈ (0, 2). Then there exists a sequence a n with a n = n 2/γ (n), where n → (n) is slowly varying, such that
where Z 1 is stable with parameter γ/2 and P −→ denotes convergence in probability.
Proof. Denote by F the distribution function of U . The proof of the first statement in (3.5) is classical when we note that the distribution function of U 2 equals u → F ( √ u), which, by (3.2), is in the domain of attraction of a stable γ/2 random variable. In particular, we can identify a n = [1 − F ] −1 (1/n 2 ). To prove the second part of (3.5), we write Indeed, assume that F has a density f (w) = cw −(γ +1) , for w ≥ 1. Then
Clearly, 1 − F (w) = c w −γ for w ≥ 1 and 1 − F (w) = 1 otherwise. Substitution of this yields
When F satisfies (3.6), then U 1 and U 2 are stochastically upper bounded by U * 1 and U * 2 with distribution function F * satisfying 1 − F * (w) = c w −γ ∨ 1, where (x ∨ y) = max{x, y}, and the claim in (3.7) follows from the above computation.
By the bound in (3.7), the random variables U i,1 U i,2 are stochastically bounded from above by random variables P i that are in the domain of attraction of a stable γ random variable. As a result, there exists b n = n 1/γ (n), where n → (n) is slowly varying, such that
where W is stable γ . By choosing γ > γ/2, we get b n /a n → 0, so we obtain the second statement in (3.5)
Proof of Theorem 3.1. We start by noting that
and
We continue to identify the asymptotic behavior of
, which are i.i.d. copies of a random variable U . In terms of these random variables, we can identify
The sums n i=1 U 2 i,j are i.i.d., and by Lemma 3.2,
is of a smaller order. Hence, from (3.10) we obtain that 1 a n
Therefore, by taking α = β, we also obtain
and these convergence hold simultaneously. As a result, (3.3) follows. It remains to establish properties of the limiting random variable ρ in (3.3). The density of Z i is strictly positive on (0, ∞), so that the density of ρ is strictly positive on (−1, 1) when the sign of α i β i is both positive as well as negative. When α i β i ≥ 0 for every i, on the other hand, the density of ρ is strictly positive on the support of ρ, which is (a, 1), where
Denote the function that is minimized by a(z 1 , . . . , z m ). Note that rescaling z j = cz j , j = 1, . . . , m, does not change the value of a(z 1 , . . . , z m ). In particular, we can choose c = (max{z 1 , z 2 , . . . , z m }) −1 . Thus, without loss of generality, we can assume that z j ∈ (0, 1], j = 1, 2, . . . , m and z k = 1 for at least one k = 1, 2, . . . , m. In that case, a is a continuous function of z j ∈ [0, 1], j = k. Taking a derivative of a with respect to z j we obtain that the sign of the derivative is defined by the sign of the expression
Since (3.13) is decreasing in a, the derivative of a(z 1 , . . . , z m ) w.r.t. z j cannot equal zero. (Indeed, if (3.13) is zero in some point z * j , then (3.13) is positive on (z * j , z * j + ε) for some small ε only if a is decreasing on (z * j , z * j + ε), thus, we obtain a contradiction.) We conclude that a achieves its minimum when all z j 's equal either zero or one, and at least one of the values must equal one. Finally, if only one value z j is equal to one and the rest are equal to zero, then we obtain a = 1, which is a maximal possible value of a. Thus, at least two values of z j must equal one.
To illustrate the result of Theorem 3.1, consider the example with U j 's from a Pareto distribution satisfying P(U > x) = 1/x 1.1 , x ≥ 1, so L(x) = 1 and γ = 1.1 in (3.2). The exponent γ = 1.1 is as observed for the World Wide Web [9] . In (3.1), we choose m = 3 and α i , β i , i = 1, 2, 3, as specified in Table 1 . We generate N data samples ((X i , Y i )) n i=1 and compute ρ n and ρ rank n for each of the N samples. Thus, we obtain the vectors (ρ n,j ) N j=1 and (ρ rank n,j ) N j=1 of N independent realisations for ρ n and ρ rank n , respectively, where the sub-index j = 1, . . . , N denotes the jth realization of (
The results are presented in Table 1 . We clearly see that ρ n has a significant standard deviation, of which estimators are similar for different values of n. This means that in the limit as n → ∞, ρ n is a random variable with a significant spread in its values, as stated in Theorem 3.1. Thus, by evaluating ρ n for one sample ((X i , Y i )) n i=1 we will obtain a random number, even when n is huge. The convergence to a non-trivial distribution is directly seen in Figure 1 because the plots for the two values of n almost coincide. Note that in all cases, the density is fairly uniform, ensuring a comparable probability for all feasible values and rendering the value obtained in a specific realization even more uninformative.
On the other hand, from Table 1 we clearly see that the behaviour of rank correlations is exactly as we can expect from a good statistical estimator. The obtained average values are consistent while the standard deviation of ρ rank n decreases approximately as 1/ √ n as n grows large. Therefore, ρ rank n converges to a deterministic number. Table 1 : Estimated mean and standard deviation of ρ n and ρ 
Sample correlation coefficient for non-negative variables
In this section, we investigate correlations between non-negative heavy-tailed random variables. Our main result in this section shows that the correlation coefficient is asymptotically non-negative:
be i.i.d. copies of non-negative random variables (X, Y ), where X and Y satisfy
with γ X , γ Y ∈ (0, 2), so that Var(X) = Var(Y ) = ∞. Then, any limit point of the sample correlation coefficient is non-negative.
We illustrate Theorem 4.1 with a useful example. Let (U i ) n i=1 be a sequence of i.i.d. random variables satisfying (3.2) for some γ ∈ (0, 2), and where U ≥ 0 a.s. Let (X, Y ) = (0, 2U ) with probability 1/2 and (X, Y ) = (2U, 0) with probability 1/2. Then, XY = 0 a.s., while
The asymptotics in (4.2) is quite reasonable, since the random variables (X, Y ) are highly negatively dependent: When X > 0, Y must be equal to 0, and vice versa. Instead, when (U i ) n i=1 is a sequence of i.i.d. random variables satisfying (3.2) for some γ ∈ (0, 2), and where U ≥ 0 a.s., then ρ n P −→ 0, which is not what we would like. Table 2 shows the empirical mean and standard deviation of the estimators ρ n and ρ rank n . Here P(U > x) = x −1.1 , x ≥ 1, as in Table 1 . As predicted by Theorem 4.1, the sample correlation coefficient (assortativity) converges to zero as n grows large, while ρ rank n consistently shows a clear Table 2 : The mean and standard deviation of ρ n and ρ
, where X = 2U I, Y = 2U (1 − I), I is a Bernoulli(1/2) random variable, P(U > x) = x −1.1 , x ≥ 1.
negative dependence, and the precision of the estimator improves as n → ∞. This explains why strong disassortativity is not observed in large samples of power-law data.
We next prove Theorem 4.1:
.
It remains to show that if Var
< ∞ by the strong law of large numbers, and from (4.1), (2.2) and Lemma 3.5 it follows that S n (X) = n 2/γ X +o(1)−1 → ∞ as n → ∞. When γ ∈ (0, 1], instead,X n = n 1/γ X −1+o (1) , so that X n /S n (X) = n −1/γ X +o(1) P −→ 0. This proves the claim.
Applications to random graph models
The correlation coefficient is particularly important in the setting of degree-degree correlations in real-world networks. Let G = (V, E) be a graph with vertex set V and edge set E. The assortativity coefficient of G is equal to (see, e.g., [20, (4) ])
where the sum is over directed edges of G, and D i is the degree of vertex i, i.e., ij and ji are two distinct edges. The assortativity coefficient is equal to the correlation coefficient of the sequence of random variables ((D i , D j )) ij∈E . Thus, the assortativity coefficient is the correlation coefficient between two sequences of non-negative random variables, as studied in Theorem 4.1. We refer to [23] for an extensive introduction to networks, their empirical properties and models for them. This section is organized as follows. In Section 5.1 we show that all limit points of the assortativity coefficients for sequences of growing scale-free random graphs with power-law exponent γ < 3 are non-negative, a result that is similar in spirit to Theorem 4.1. We highlight this statement by presenting theoretical and numerical results for several random graph examples where the assortativity coefficient yields unexpected and unwanted results. In Section 5.2 we present an example of a sequence of random graphs where the assortativity coefficient converges to a proper random variable, as observed in the i.i.d. setting in Theorem 3.1.
No disassortative scale-free random graph sequences
We compute that
Thus, ρ(G) can be written as
Consider a sequence of graphs (G n ) n≥1 , where n denotes the number of vertices n = |V | in the graph. Since many real-world networks are quite large, we are interested in the behavior of ρ(G n ) as n → ∞. Note that this discussion applies both to sequences of real-world networks of increasing size, as well as to graph sequences of random graphs. We start by generalizing Theorem 4.1 to this setting:
Theorem 5.1 (Asymptotic non-disassortativity of scale-free graphs). Let (G n ) n≥1 be a sequence of graphs of size n satisfying that there exist γ ∈ (1, 3) and 0 < c < C < ∞ such that cn ≤ |E| ≤ Cn,
. Then, any limit point of the assortativity coefficients ρ(G n ) is non-negative.
Proof. We note that D i ≥ 0 for every i ∈ V , so that, from (5.1)
By assumption, i∈V
This proves the claim.
In the literature, many examples are reported of real-world networks where the degree distribution obeys a power law (see [1, 22] for surveys of real-world networks and their degree properties). In particular, for scale-free networks, the proportion p k of vertices of degree k is close to p k ≈ ck −γ−1 , and most values of γ reported in the literature are in (1, 3) , see e.g., [1, Table I ] or [22, Table I ]. When this is the case, we can expect that
when γ > p, cn p/γ−1 when γ < p,
In particular, the conditions of Theorem 5.1 hold and ρ(G n ) → 0 when γ < 3. Thus, the asymptotic degree-degree correlation of the graph sequence (G n ) n≥1 is non-negative. As a result, there exist no disassortative scale-free graph sequences.
We next consider four random graph models to highlight our result. In the remainder of this section we first describe three models: Configuration model, Configuration model with intermediate vertices, and Preferential Attachment model. Then we present the numerical results for these models in Table 3 . As we see from the results, in all these models assortativity converges to zero as n grows.
The configuration model. The configuration model was invented by Bollobás in [5] , inspired by [4] . Its connectivity structure was first studied by Molloy and Reed [18, 19] . It was popularized by Newman, Srogatz and Watts [24] , who realized that it is a useful and simple model for real-world networks. Given a degree sequence, namely a sequence of n positive integers d = (d 1 , d 2 , . . . , d n ) with n = i∈[n] d i assumed to be even, the configuration model (CM) on n vertices and degree sequence d is constructed as follows:
Start with n vertices and d i half-edges adjacent to vertex i. The graph is constructed by randomly pairing each half-edge to some other half-edge to form an edge. Number the half-edges from 1 to n in some arbitrary order. Then, at each step, two half-edges that are not already paired are chosen uniformly at random among all the unpaired half-edges and are paired to form a single edge in the graph. These half-edges are removed from the list of unpaired half-edges. We continue with this procedure of choosing and pairing two unpaired half-edges until all the half-edges are paired. Although self-loops may occur, these become rare as n → ∞ (see e.g. [6] or [12] for more precise results in this direction). We consider both the cases where the self-loops are removed and we collapse multiple edges to a single edge, as well as the setting where we keep the self-loops and multiple edges. As we will see in the simulations, these two cases are qualitatively similar.
We investigate the CM where the degrees are i.i.d. random variables, and note that the probability that two vertices are directly connected is close to d i d j / n . Since this is of product form in i and j, the degrees at either end of an edge are close to being independent, and in fact are asymptotically independent. Therefore, one expects the assortativity coefficient of the configuration model to converge to 0 in probability, irrespective of the degree distribution.
Configuration model with intermediate vertices.
We next adapt the configuration model slightly, by replacing every edge by two edges that meet at a middle vertex. Denote this graph bȳ G n = (V n ,Ē n ), while the configuration model is G n = (V n , E n ). In this model, there are n + n /2 vertices and 2 n edges (recall that ij and ji are two different edges). For st ∈Ē n , the degree of either vertex s or vertex t equals 2, and the degree of the other vertex in the edge is equal to D i , where i is the unique vertex in the original configuration model that corresponds to s or t. Therefore,
and for p ≥ 2,
where
The fact that the degree-degree correlation is negative is quite reasonable, since in this model, vertices of high degree are only connected to vertices of degree 2, so that there is negative dependence between the degrees at either end of an edge. When γ < 3, on the other hand, µ 3 = E[D 3 ] = ∞, and thus
which is inappropriate, as the negative dependence of the degrees persists.
Preferential Attachment model. We consider the basic version of the undirected Preferential Attachment model (PAM), where each new vertex adds only one edge to the network, connecting to the existing nodes with probability proportional to their degrees. In this case, it is well known that γ = 2 (see e.g., [2] or [7] ). We see that the assortativity converges to zero, as indicated in Theorem 5.1, while Spearman's rank correlation indicates that degrees are negatively dependent. This can be understood by noting that the majority of edges of vertices with high degrees, which are old vertices, come from vertices which are added late in the graph growth process and thus have small degree. On the other hand, by the growth mechanism of the PAM, vertices with low degree are more likely to be connected to vertices having high degree, which indeed suggests negative degree-degree dependencies.
Numerical results. To illustrate our results, we have generated the two configuration models and the Preferential Attachment model of different sizes. For fair comparison, we chose γ = 3 for the configuration model: P(D ≥ x) = x −2 , x ≥ 1. Since in the configuration model self-loops and multiple edges are possible, we considered two versions: the original model with self-loops and double edges present, and the model where self-loops and double-edges are removed.
The rank correlation coefficient ρ rank (G) is computed using (2.3) as follows. We define the random variables X and Y as the degrees on two ends of a random undirected edge in a graph (that is, when rank correlations are computed, ij and ji represent the same edge). For each edge, when the observed degrees are a and b, we assign [X = a, Y = b] or [X = b, Y = a] with probability 1/2. Furthermore, many values of X and Y will be the same because a degree d will appear at the end of an edge d times. We resolve the draws by adding independent random variables, uniformly distributed on [0, 1], to each value of X and Y . The results are presented in Table 3 . Within the same model, the graphs of different sizes are constructed by the same algorithm. Thus, their mixing patterns are exactly the same. As we predicted, the assortativity reduces in absolute value with the graph size, resulting in asymptotically neutral mixing for all models. On the contrary, the rank correlation coefficient consistently shows neutral mixing for the configuration model, moderately disassortative mixing for the Preferential Attachment graph, and strongly disassortative mixing for the configuration model with intermediate edges.
Random graphs with asymptotically random assortativity
Finally, we discuss the possibility that ρ(G n ) in (5.1) converges to a random variable when the number of vertices tends to infinity. Under the assumptions of Theorem 5.1, we have that
Further, from the proof of Theorem 5.1, we know that
where we see that (5.6) is vanishing compared to (5.5). The convergence of (5.1) to a random variable can only take place if the crossproducts on the left-hand side of (5.2 -5.4) are of the same order of magnitude as the left-hand side of (5.5). As we see from the above, this is possible for γ ∈ (1, 3) . However, the convergence will be slow because an easy calculation shows that the maximal difference in the order of magnitude between the right-hand sides of (5.2) and (5.6) is n 1/2 . Below we present an example where we prove that ρ(G n ) indeed converges to a random variable, and illustrate numerically how the distribution of ρ(G n ) changes as n grows large. However, due to the slow convergence, a substantially larger computational capacity is needed in order to (almost) achieve the limiting distribution.
A collection of complete bipartite graphs. Take ((X i , Y i )) n i=1 to be an i.i.d. sample of random variables as in (3.1), where α 1 = α 2 = β 1 = b, β 2 = ab for some b > 0 and a > 1. Then, for i = 1, . . . , n, we create a complete bipartite graph of X i and Y i vertices, respectively. These n complete bipartite graphs are not connected to one another. We denote such collection of n bipartite graphs by G n . The graph
Assume that the U j satisfy (3.2) with γ ∈ (3, 4), so that
where Z 1 and Z 2 and two independent stable distributions with parameter γ/4. As a result,
which is a proper random variable taking values in (2a/(1 + a 2 ), 1). Table 4 : Estimated mean and standard deviation of ρ(G n ) and ρ rank (G n ) for the collection of n complete bipartite graphs. The number of realizations for each graph size is N = 100.
In Table 4 we present numerical results for ρ(G n ) and ρ rank (G n ). Here we choose b = 1/2, a = 2, and U has a generalized Pareto distribution P(U > x) = ((1.8 + x)/2.8) −2.8 , x > 1.
Note that in this model there is a genuine dependence between the correlation measure and the graph size. Indeed, if n = 1 then the assortativity coefficient equals −1 because nodes with larger degrees are connected to nodes with smaller degrees. However, when the graph size grows, the positive correlations start dominating because of the positive linear dependence between X and Y . We see that again the rank correlation captures the relation faster and gives consistent results with decreasing dispersion of values. Finally, Figure 2 shows the changes in the empirical distribution of ρ(G n ) as n grows. It is clear that a part of the probability mass is spread over the interval (0.8, 1). Figure 2 : The empirical distribution function P(ρ(G n ) ≤ x) for the N = 100 observed values of ρ(G n ), where G n is a collection of n complete bipartite graphs.
In the limit, ρ(G n ) has a non-zero density on this interval. The difference between the crossproducts and the expectation squared in ρ(G n ) is only of the order n 1/γ , which is n 1/2.8 in our example, thus, the convergence is too slow to observe it at n = 100.000.
Discussion
In this paper, we have investigated dependency measures for power-law random variables. We have argued that the correlation coefficient, despite its appealing feature that it is always in [−1, 1], is inappropriate to describe dependencies between heavy-tailed random variables since it yields insensible results. Indeed, the two main problems with the sample correlation coefficient are that (a) it can converge to a proper random variable when the sample size tends to infinity, indicating that it fluctuates tremendously for different samples, and (b) that it is always asymptotically non-negative when dealing with non-negative random variables (even when these are obviously negatively depen-dent). In the context of random graphs, the first deficiency means that the assortativity can have a non-vanishing variance even when the size of the graph is huge, the second means that there do not exist asymptotically disassortative scale-free graphs. We give proofs for the facts stated above, and illustrate the results using simulations.
Further research is needed to study rank correlations on graphs. Although the numerical results suggest consistency of the Spearman's rho estimator on random graphs, the values of the vectors (X i , Y i ) ij∈E are in general not independent. Indeed, if one edge emanates from a node with degree 250, the there are 499 other edges (ij and ji being different edges) for which either X i or Y i is equal to 250. Thus, the consistency of the estimator does not generally follow and needs a case by case proof.
Rank correlations are a special case of the broader concept of copulas that are widely used in multivariate analysis, in particular in application in mathematical finance and risk management. There is a heated discussion in this area about the adequacy and informativeness of such measures, see e.g. [16] and consequent reactions. There are several points of criticism. In particular, Spearman's rho uses rank transformation, which changes the observed values of the degrees. Then, first of all, what exactly does Spearman's rho tell us about the dependence between the original values? Second of all, no substantial justification exists for the rank transformation, besides its mathematical convenience. We thus do not claim that Spearman's rho is the solution for the problem. The main point of this paper is rather that the assortativity coefficient is not a solution at all, and that better solutions must be sought and can be found.
Raising the discussion to a higher level, random variables X and Y are positively dependent when a large realization of X typically implies a large realization of Y . A strong form of this notion is when P(X > x, Y > y) ≥ P(X > x)P(Y > y) for every x, y ∈ R, but for many purposes this notion is too restrictive. The covariance for non-negative random variables is obtained by integrating the above inequality over x, y ≥ 0, so that it is true for 'typical' values of x, y. In many cases, however, we are particularly interested in certain values of x, y. Another class of methods for measuring rank correlations is based on the angular measure, a notion originating in the theory of multivariate extremes, for which the above inequality is investigated for large x and y, so that it describes the tail dependence for a random vector (X, Y ), that is, the dependence between extremely large values of X and Y , see e.g. [25] . Such tail dependence is characterized by an angular measure on [0, 1]. Informally, a concentration of the angular measure around the points 0 and 1 indicates independence of large values, while concentration around some other number a ∈ (0, 1) suggests that a certain fraction of large values of Y comes together with large values of X. In [27, 28] a first attempt was made to compute the angular measure between in-degree of a node and its importance measured by the Google PageRank algorithm. Strikingly, completely different dependence structures were discovered in Wikipedia (independence), Preferential Attachment networks (complete dependence) and the Web (intermediate case).
