多様な基準の下でのクラスタリング手法に関する研究 by ハルナ, リョウ & 春名, 亮
Osaka University
Title多様な基準の下でのクラスタリング手法に関する研究
Author(s)春名, 亮
Citation
Issue Date
Text Versionnone
URL http://hdl.handle.net/11094/47288
DOI
Rights
― 919 ― 
氏        名  春
はる
  名
な
    亮 
りょう
 
博士の専攻分野の名称  博 士（情報科学） 
学 位 記 番 号  第  ２１３０７  号 
学 位 授 与 年 月 日  平成 19 年３月 23 日 
学 位 授 与 の 要 件  学位規則第４条第１項該当 
            情報科学研究科情報数理学専攻 
学 位 論 文 名  多様な基準の下でのクラスタリング手法に関する研究 
論 文 審 査 委 員  （主査） 
            教 授 石井 博昭 
            （副査） 
            教 授 森田  浩  教 授 沼尾 正行 
            東北大学経済学研究科助教授 伊藤  健 
論 文 内 容 の 要 旨 
 情報化社会の進展とともに、大量のデータが計算機で処理され、その中から何らかの意味をもつ情報抽出の必要性
が高く、知識発見手法の一種としてクラスタリング手法が用いられている。本論文では、認知科学、医療診断、多目
的決定問題へ応用したクラスタリング手法の研究を扱っている。 
 fMRI 実験を用いた脳機能画像に関する研究では、英語力を向上させるための効果的な方法として行われるように
なった。英文想起実験中の脳機能分析から得た fMRI データをファジィ c-回帰分析を適用して解析を行い、さらに回
帰係数の t-検定統計量を用いて脳の機能と賦活部位の対応関係に関する知識発見法を示す。 
 医療診断では、莫大なデータベースからクラスタリングなどの手法で分類されたデータから治療方法に関する知識
発見が必要とされる。そこで、疾患データからの類似度による分類手法として林の数量化分析４類とファジィクラス
タリングの同時適用法を提案する。 
 数理的意思決定問題の大半は単一の評価基準を頻繁に利用するが、それはクラスタリングでも同様の状況である。
従来のクラスタリングでは、基本的なクラスターの様々な形に従わないかもしれない唯一の評価基準を利用する。こ
こでは、実際には評価基準が複数である場合へ拡張して、多目的クラスタリングにファジィ c-平均法を融合した解法
アルゴリズムを考察する。 
 最後に、本研究の総括を行い、さらに残された研究課題や今後の展開について述べている。 
論 文 審 査 の 結 果 の 要 旨 
 情報化社会の進展とともに、大量のデータが計算機で処理されるようになるに伴い、その中から何らかの意味をも
つ情報抽出の必要性が高まり、そのための知識発見手法の一種としてクラスタリング手法が用いられるようになって
きた。本論文では、認知情報科学、親近性発見問題、多目的分類問題へ応用できる新たな解法として、クラスタリン
グ手法と融合した幾つかの方法の開発を行っている。 
 まず fMRI 実験を用いた脳機能画像の研究では、英文想起実験中の脳機能分析から得た fMRI データをファジィ c-
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回帰分析を適用して解析を行い、さらに回帰係数の t-検定統計量を用いて脳の機能と賦活部位の対応関係に関する知
識発見法を提案している。 
 次に医療診断に関する応用すべき方法について取り扱っている。このためには莫大なデータベースについてクラス
タリングなどの手法で分類されたデータから治療方法に関する知識発見が必要である。そこで、疾患データからの類
似度による分類手法として林の数量化分析４類とファジィクラスタリングの同時適用法を提案している。 
 最後に多目的クラスタリングの開発として新しい手法を示している。数理的意思決定問題の大半は単一の評価基準
を頻繁に利用するが、それはクラスタリングでも同様の状況である。従来のクラスタリングでは、データとクラスタ
ーの代表値との２乗誤差を最小化する唯一の評価基準を利用しているが、実際には評価基準が複数である場合が多い
ことより、多目的クラスタリングにファジィ c-平均法を融合した解法アルゴリズムを考察している。 
 よって、博士（情報科学）の学位論文として価値あるものと認める。 
