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One of the most central questions in network science is: which nodes are most important? Often this question is
answered using topological properties such as high connectedness or centrality in the network. However it is unclear
whether topological connectedness translates directly to dynamical impact. To this end, we simulate the kinetic Ising
spin model on generated and a real-world networks with weighted edges. The extent of the dynamic impact is assessed
by causally intervening on a node state and effect on the systemic dynamics. The results show that topological features
such as network centrality or connectedness are actually poor predictors of the dynamical impact of a node on the rest
of the network. A solution is offered in the form of an information theoretical measure named information impact. The
metric is able to accurately reflect dynamic importance of nodes in networks under natural dynamics using observations
only, and validated using causal interventions. We conclude that the most dynamically impactful nodes are usually
not the most well-connected or central nodes. This implies that the common assumption of topologically central or
well-connected nodes being also dynamically important is actually false, and abstracting away the dynamics from a
network before analyzing is not advised.
Keywords Information theory ⋅ Causality ⋅ Drive-node identification
1 Introduction
Understanding complex dynamical systems is a fundamental problem for the 21st century [27]. A complex system
per definition is a system with a heterogeneous structure of interactions. When governed by a certain dynamic these
systems are said to form a complex dynamical system. A key feature of many complex dynamical systems is their
absence of a central control unit, i.e. the complex systemic behavior is said to ‘emerge‘ from the network through local
often non-linear interactions. Emergent behavior exists by virtue of these interactions and cannot be found in isolated
elements. Importantly, emergent behavior pervades nature at all spatio-temporal scales such a galaxies emerging from
its stars [49], ecosystems emerging from food-webs [6], human cognition from the interaction of populations of neurons
[33, 60], cellular regulatory processes from protein-protein interactions [1], or atoms from elementary particles [49].
Providing understanding to the inner-workings of these systems is a central issue for many scientific disciplines and is
crucially important for the public at large.
Obtaining explanations in complex dynamic systems may start with asking ‘What node is dynamically most important?’,
i.e. what node drives the systemic behavior. For example, it is desirable to understand how to effectively stop a viral
infection from becoming a pandemic by shutting down the airport that would lead to catastrophic results if not shutdown,
understanding what brain area X is dynamically most important for cognitive function Y , or how traffic could be
rerouted to attenuate traffic jams. However, current available theories and algorithms for inferring causal influence of
dynamic variables are not readily applicable to complex systems. Previous studies fail to address three primary issues
relating to (i) assumptions on the mechanisms that generate system dynamics, (ii) intervention methods, and (iii) the
applicability of structural methods and metrics when considering form versus function in complex systems.
First, most methods for analyzing complex systems are developed using at least one of the following assumptions
(see [63] for overview): stationarity of system state dynamics, (local) linearity of dynamics, time-independence of the
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interactions, or dynamics having reached equilibrium. An advantage of these assumptions is that they often lead to
analytical expressions and/or closed-form solutions of the problem [49]. However, real-world dynamical systems are
notoriously non-linear in general where small variations in the input of a system may results in non-intuitive systemic
behavior. The aforementioned assumptions on dynamics offer a temporary gain in the reduction of complexity and
provide insights in how simpler systems work [49]. The translation of the simpler model to its real-world counterpart
offers a varying degree of accuracy regarding how the real-world system functions. This poses a problem for theory
building and providing causal explanations in the long run.
Second, the dynamic importance of nodes is often determined through overwhelming interventions. An overwhelming
intervention is an external influence similar to knocking out a gene from a cell’s regulation processor replacing a
signal altogether [13, 20, 37, 46, 67, 68]. Interventions are essential in determining causal influence as it allows for
experimental control in determining cause from effect, i.e. they are crucial in obtaining causal explanations for observed
systemic behavior [47, 64–66]. One of the aims of science is to provide causal explanations for natural phenomena. The
aim is to understand what mechanism M caused behavior B. This is achieved by performing controlled interventions
on M such that M ′ induces a changed systemic behavior B′. In the worst case overwhelming interventions change M
in such a way that yields behavior B′ that is independent from B. As a consequence, it does not provide any novel
insights in what parts of M was relevant for B. The smaller the intervention, the higher the correlation between B and
B′ and as such the stronger the claims about M .
Lastly, dynamic importance is often studied from a structural perspective; the most important node is identified based
on the intuition of flow, i.e. the more outward connections a node has, the more opportunity it has for spreading
perturbations in the network [2, 10, 24, 25, 35, 41, 69]. In recent years, applying structural methods to complex systems
has gained popularity. Specifically, the use of centrality measures has been used in a variety of different systems ranging
from pandemics [59], social networks [17], brain networks [32] to networks of psychosymptoms [18]. These measures
rank nodes using a real-valued function based on some structural property [3, 4, 7, 18, 59]. Borgatti et al. argued
that from a graph theoretical perspective all centrality metrics quantify the walk structure of a network [3, 4]. This
can be interpreted from a complex system perspective as assuming a particular type of dynamics which the nodes
use to pass on information. For example, betweenness centrality, ranks nodes based on how often a node acts as a
bridge along the shortest path between any two other nodes in the network. In other words, betweenness centrality,
assumes that information flows along the short path. However, not all dynamics in a network assume shortest path
dynamics. If a river overflows, the water may not follow the shortest path to the sea, rather it follows the path of least
resistance. Depending on the complex system considered, the network structure alone may not be indicative of the
types of dynamics that are exerted on the network. In other words, the connectedness of nodes may not be indicative
of the nodal dynamical importance. The relation between network structure and dynamic importance was recently
shown by Harush et al.[25]. By varying the dynamics on the network on but keeping the structure constant, their results
showed show that the steady state dynamics embody a non-linear relation between the network’s structure and the
governing systemic dynamics. Importantly, the dynamic importance of a node could drastically change as the dynamics
of the systems are changed. This implies that the interaction of system structure with the systemic dynamics is the
cause of failure of many of the structural methods applied to complex dynamic systems. Therefore, if there is no a
priori knowledge about the dynamics governing the system or substitutes as a approximation that could lead to reliable
estimates of systemic behavior, it would be unsafe in general to use centrality measures or any other structural method
as a guide for finding driver-nodes.
Thus, there is a need for a model-free approach that is able the capture the underlying causal mechanism that causes
the system behavior reliably without assumptions on dynamics and structure of the network. One promising approach
was proposed by Ay and Polani [2]. Their methods relate concepts from information theory to Pearl’s do-formalism
[47]. Conditional Shannon mutual information was able to to deduce the causal hierarchy in directed acyclic graphs.
Similar approaches include transfer entropy [58], information bottleneck [9], Granger causality [23], relative entropy
[12]. The main aim of these approaches is to reconstruct the complete network of causal interactions by evaluating the
(short-term) causal influence between every pair of nodes [63]. However, many of these approaches either overestimate
or underestimate the influence of so-called synergistic and redundant information [12, 29, 52]. Estimating synergistic
information is currently a hot area of research and it remains an open question what the proper approach is to quantify
and study this phenomenon, e.g. see [29].
Quax et al. offered a solution by not conditioning on a node or set of nodes, but rather comparing the influence of a
node with the entire system state, i.e. using the regular non-conditional mutual information [51, 53]. The non-linear
interaction between nodes or sets of the network would be captured by the total system entropy. They introduced the
concept of information diffusion time which embodies the non-linear correlation of a node with the system dynamics
using time-delayed Shannon mutual information. Dynamic importance can therefore be quantified by the amount of
information a node shares with the system state over time. Importantly, their analytical results show that for infinitely
sized, unitary weight, scale-free networks that not nodes with high degree were dynamically most important [51].
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Rather, intermediately connected nodes were found to be more dynamically relevant. This striking result puts into
question whether the assumption that topologically central or well-connected nodes in a network necessarily correspond
to dynamically important nodes. However, for practical purposes a network is never infinitely sized, or necessarily
tree-like, and it should be investigated whether this holds for real-world networks of arbitrary size.
The aim of this paper is to test the hypothesis that well-connectedness translates to dynamic importance in a real-world
weighted network consisting of pyschological symptoms obtained from [18]. Temporal data is simulated using Glauber
dynamics. It will be shown that structural metrics provide no reliable predictive power in determining the driver-node.
A solution is offered by means of a novel metric based on time-delayed Shannon mutual information named information
impact without assumptions on dynamics or structural dependencies. The metric is validated using causal interventions
with varying intensity. The results of this study provide scientists of all fields a novel, reliable and accurate metric for
the identification of driver nodes, and enable them to climb the ladder of causation [48].
2 Material and methods
2.1 Terminology
A system is defined as S = {s1, . . . , sn} with static network structure indicated by edges E = {(si, sj), (sk, sl), . . .}
where each node in the system is governed by dynamics D. Each node state si is determined through nearest neighbor
interaction Li, i.e. node si chooses its next state p(st+1i ∣Lti) with Li = {x ∶ (si, x) ∈ E}. This is also known as a
Markov network.
2.1.1 Node dynamics
For dynamics D this papers considers the kinetic Ising spin dynamics. The kinetic Ising model corresponds to one of
the simplest models for real complex systems and is believed to provide a sensible description of a large number of
physical systems. The model was originally developed to study the behavior of ferromagnetism in statistical mechanics
[8]. A prominent property of the Ising model in higher dimensions (two or more) is the phase transition between
an ordered phase to a disordered phase by increasing the noise parameter β (fig. 1B). The increase in noise allows
the probabilistic local interactions to produce macroscopic qualitative change of behavior from tending to align their
states with their neighbors (ordered phase) to a being more independent of their neighbors (unordered phase). Both the
simplicity of the model as well as its phase transition has led researchers to successfully model a variety of different
behavior ranging from consensus emerging through social interactions [22, 34], the behavior of lattice gas and fluids
[21], and the behavior of neurons [28].
The Ising model consists of binary distributed variables dictated by the Gibbs distribution that interact through nearest
neighbor interactions;
P (st+1i = x∣Lti) = 1Zi exp(−βE(x)) (1)
E(x) = −∑
j
Jijxsj − hix
Zi =∑
x
E(x) (2)
where x ∈ X is a node state, S = {s1, s2, . . . , sn} is the system state, β is the inverse temperature 1T , Jij are the
interaction (edge weights) between si and sj , hi represents external influence on node i, and Zi is the partition function.
2.1.2 Information as a measure of dynamic impact
Each node in the system can be considered as an information storage unit. Over time, the information stored in a node
will percolate throughout the system while at the same time decaying due to noise. The longer the information of a
node stays in the system, the longer it can affect the systemic dynamics. Therefore, dynamic impact of a node can be
measured by the amount of information a node shares with the entire system [51–53].
How does one measure information stored in a node? A node si dictated by some dynamic D can be considered a
random variable where the node is able to assume different states. In information theory information is quantified in
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bits, i.e. yes/no questions concerning the outcome of a random variable. The average information a random variable can
encode is called entropy and is defined as:
H(si) = ∑
si=xP (x) logP (x). (3)
Note all log are base 2 in this paper unless specified otherwise.
Entropy can also be interpreted as the amount of uncertainty of a random variable. In the extremes the random variable
either conveys no uncertainty (i.e. a node always assumes the same state), or is randomly chosen between all possible
state (uniform distribution). For example consider a coin flip. One may ask how much information does a single coin
flip encode? If the coin is fair, i.e. there is equal probability of the outcome being heads or tails, the amount of questions
needed to determine the outcome is exactly 1. In other words, a fair coin encode 1 bit of information. However, when
the coin is unfair the information encoded is less than one. In the extreme case where the coin always turns up heads,
the entropy is exactly 0.
The information shared between a node state si and a system state S can be quantified by mutual information [12,
30, 51–53]. Mutual information can be informally thought of as a non-linear correlation function. Formally, mutual
information quantifies the reduction in uncertainty of random variable X by knowing the outcome of random variable
Y [12]:
I(X;Y ) =∑
x,y
PX,Y (x, y) log PX,Y (x, y)
PX(x)PY (y)=H(X) −H(X ∣Y ) (4)
where PX and PY are the marginals of PX,Y over X and Y respectively, and H(X ∣Y ) is the conditional entropy of X .
The conditional entropy H(X ∣Y ) is similar to the entropy; it quantifies the reduction in uncertainty of the outcome X
by knowing the outcome of Y . Please note that the yes/no question interpretation even applies to continuous variables;
although it may take an infinite amount of questions to determine the outcome of a continuous random variable.
2.2 Information impact
The driver-node would be the node si whose mutual information with the system S is the largest over time. This can be
achieved by using the mutual information and shifting one random variable with respect to another over time. As such
information impact is defined as the integral of mutual information of a node with the system state over time
µi = ∞∑
t=0 I(st0+ti ;St0)∆t (5)
where St0 is the system state at some time t0 and st0+ti is the state of a node t away from that system state. At time t0
the value I(st0i ;St0) =H(si) for any node, and for ergodic Markovian systems the delayed mutual information will
always decay to zero as t→∞ [12, 51]. The question is how fast this decay takes place for each node, and consequently
how much information impact the node will have on the system. This property is also known as data-processing
inequality [12] and states that information can only decrease in Markov chains without external information injection, a
proof is provided in appendix A.
The observant reader may have noticed that the definition of causal impact and information impact is ambiguous to the
whether t is positive or negative. Namely, if the node state st0±1i is captured in forward in time or backward in time
with respect to some state St0 . For undirected graphs there exists time symmetry with respect to how causal influence
flows through the network (see appendix C). However, for directed graphs this is not the case. Numerically, it is more
convenient to apply a forward method than a backward method. As the network analyzed here is undirected, the forward
method was used.
2.2.1 Correlation and mutual information
The driver-node is the node that has the most dynamic impact on the system state. Consequently, it shares the most
mutual information with the system over time. However, for all other nodes it is possible for its mutual information
value to be inflated due to non-causal correlations. Mutual information can be decomposed in two parts; Icausal which is
the information that is due to a causal relation between the state variables and Icorr which is due to spurious correlations
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that does not overlap with the causal information. Non-causal correlation may occur if the unit si and sj both causally
depend on a third confounder variable e such that I(e ∶ (st0+ti ∶ st0j )) < I(e ∶ st0+ti ) + I(e ∶ st0j ). This can lead to a
non-zero mutual information I(st0+ti ∶ st0j ) among the two units, even if the two units would not directly depend on
each other in a causal manner.
It is not possible for the node with the highest information impact to have non-causal long-term correlation as there
exists no other node in the system which influenced both the driver node as well as the system state. If there would
exists such a node, this would lead to a second node having shared information with the system state over time, and as
such that would have yielded a larger information impact.
To give a better intuition for the cause of Icorr, consider a Markov system consisting of two disjoint directed path graphs
with a common source (fig. 1D). A directed edge from node i to node j means the new state probabilities of node j
depend on the current state of node i. Due to this causal dependency, the state of node 1 will store information about the
previous state of node 0. Similarly, node 2 will store information about 1 and so on. The information about the states of
node 4 and 5 will be immediately lost since they cannot influence any other node state; they have no outgoing arrows to
any other node in the system. Their states are thus ‘overwritten’ each simulation step. From the network structure, we
can deduce that the causal influence will be the highest for node 0; its information will be lost after at most 5 time steps
for sufficiently low temperature. The non-causal correlation issue arises for node 5 which will strongly correlate with
node 0. Namely, both 1 and 5 will share a significant, non-zero amount of information about node 1. For this reason
the information impact of node 5 will be similar to that of node 1 even though 5 has no ability to influence the system
directly. If the network structure is unknown, then there is no way of knowing which node’s correlation are causal or
non-causal in general. Even if the network structure could be observed, it would still be challenging to correctly identify
all the information impact values other than the largest. Consider, for example, if an edge would be added between 5 →
2. There is currently no known method of determining exactly how much information in node 1 is uniquely from 5,
uniquely from 1, or jointly from 1 and 5 [29, 40, 44, 52]. This is known as the information decomposition problem and
is still an active area of research.
Therefore, we can only be certain that the node with the largest information impact will correspond to the node with
the largest causal impact (driver-node), whereas for all other µi information impact could be significantly inflated by
non-causal correlations.
2.3 Causal impact
How does one quantify causal influence? A common idea entails that a cause raises the probability of its effects,
i.e P (effect ∣ cause) > P (effect). However, this does not hold in case of a confounder when only observations are
used (fig. 1D). Pearl and Woodward noted that the only way to disentangle spurious causal relations is by means of
intervening on the system [47, 64]. To illustrate this, consider a simple barometer. A barometer is a device which
measures the atmospheric pressure. It can be observed that whenever the barometer levels drop, it starts to rain.
Consequently, conditioning on the barometer level, one may conclude that it causes rain. Rain, however, is caused by a
fall in atmospheric pressure. Consequently, the barometric reading is not causally related to causing rain. By physically
intervention on the barometer reading, e.g. by setting the needle of the barometer and observing whether it rains or not,
one is able to falsify the relation that low barometer readings causes rain.
An intervention e is an external influence that changes the distribution of a random variable. External in this context
means not part of the closed system. For the Ising model this can be conceptualized as an unobserved node with a
directed edge to a node part of the model. Recall that in Markovian systems the node probability is given as
P (sti) = ∑
Lt−1i =xP (sti ∣x)P (x) (6)
where Li represents the nearest neighbors of si. An intervention changes this distribution to
P ′(sti) = ∑
Lt−1i ′=x′ P (sti ∣x′)p(x′) (7)
where Lt−1i ′ = Lti ∪ {eti}. The effect of the intervention will percolate throughout the network over time. A node with
large causal influence will cause a large change in the system behavior. Given that dynamics D for closed systems
corresponds to P , the dynamics D′ under intervention e can be understood as the system using a different mechanism
to generate system behavior. Alternatively, one can interpret this as the system using a different code. Consequently, the
question arises ‘How much information does the intervention encode?’ Nodes important for the system dynamics will
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encode more information, whereas nodes that have no causal influence will yield no information. As such we define
causal influence of node δi by intervention eti at time t as
δt0+ti ∶= N∑
j
DKL(P ′(sj)t0+t∣∣P (sj)t0+t) (8)
where DKL(P ′t0+t∣∣P t0+t) is the Kullback-Leibler divergence (KL-divergence)
DKL(P ′(sti)∣∣P (sti)) = EP ′(sti) [log(P ′(sti)P (sti) ]=∑
x
P ′(sti) log(P ′(sti)P (sti) ) .
(9)
KL-divergence is also known as relative entropy and represents the extra number of bits needed to identify a value x
drawn from si if a code was used corresponding to P ′ rather than the distribution P . Alternatively, KL-divergence
can be understood in terms of Bayesian inference; it represents the updating of one’s belief from prior distribution
P to the posterior distribution P ′. When the new code P ′ is the same as the old code P , KL-divergence yields
DKL(P ′∣∣P ) = 0↔ P ′ = P . This represents the case when an intervention yields no change in mechanisms driving
system behavior.
KL-divergence has some desired properties for an expression of causal influence. In particular it is non-negative and
invariant under parameter transformation. Additionally, KL-divergence is asymmetric, i.e. generally DKL(P ∣∣P ′) ≠
DKL(P ′∣∣P ). The asymmetry is a non-issue for the aims of this paper as the rationale is that P represents the true
dynamics of the system, i.e. the unperturbed system. As such we we are interested in finding the driver-node for the
unperturbed dynamics D and not D′. Lastly, it should be noted that under certain conditions mutual information can
be expressed in terms of KL-divergence and has been used in other causality work using directed acyclic graphs (see
appendix B, and [31]).
Next, we define causal impact as the integral of causal influence
γi ∶= ∞∑
i=0 δti∆t. (10)
Casual impact embodies the combined effect of using intervention eti on node si on the system S over time.
2.3.1 Intervention size
In many experiments concerned with measuring causal flows in networks, overwhelming interventions are used to
determine the causal impact of nodes [20, 38, 68, 71]. In complex dynamic systems the size of the intervention is
crucial for the observed systemic behavior. Consider for example a system S = {s1, s2} as depicted in fig. 1C. One can
map the state dynamics in a so-called phase plot that shows the relation among variables. From the phase plot in fig. 1C,
we observe an unstable point at the origin, a stable limit cycle at s21 + s22 = 1 and an unstable limit cycle at s21 + s22 = 2. A
stable limit cycle is a trajectory for which any system within a certain radius will converge to this trajectory as t→∞.
An intervention can be conceptualized as a small perturbation from the system input vector, i.e. it’s position in state
space from unperturbed dynamics D. Small perturbations will not drastically alter the system dynamics. Consider for
example a trajectory starting out near the origin. The intervention has caused a divergence between D such that the state
is set to [0.01,0.01] (dark blue trajectory). The system will converge to the stable limit cycle as t→∞. If however, the
intervention causes the state to be set such that it is outside the unstable limit cycle, e.g. [1.01,1.01] (orange trajectory),
the system may be unstable and change boundlessly. The main point here is that depending on how the system reacts to
an intervention, it may or may not lead to dynamics D′ that are relevant to unperturbed dynamics D. It is more likely
however that smaller interventions are closer to the original dynamics.
As such, our secondary aim is to test whether there is a relation between intervention strength and dynamic importance.
Recall that an intervention in Ising model can be conceptualized as an external node which inputs energy on a node
which does not interact with the rest of the system. A grid-search was applied with intervention sizes (injected energy)
0.5 ≤ η ≤ 5 in 10 steps. In addition overwhelming intervention was used as η =∞. As a function of nudge size, the
state of a node will be pinned as ηk increases and it will induce transient artificial behavior unnatural relative to the
unperturbed dynamics. Importantly, for increasing η = c ∈ R there will be a minimally valued size η∗ for which the
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driver-node will match the node with the largest informational impact given that the system is closed for dynamics D.
For values ηi ≤ η∗, the causal impact will not offer enough resolution. Namely, starting from ηi = 0 causal impact will
be zero since P ′ = P . As ηi increases so will the divergence between the perturbed P ′ and unperturbed distribution.
2.4 Structural methods
Network analysis has traditionally resulted in analyzing the structure of the graph. A fundamental concept within
network science is centrality, and how to measure the centrality of nodes has become an essential part of understanding
networked systems such as social networks, the internet, biological networks, traffic and ecological networks. At its
core, a centrality measure quantifies the ‘importance’ of a node based on some structural property. It allows to rank
nodes based on a real-valued function.
There is, however, a long-standing debate concerning what centrality metrics actually measure for networked systems
[3, 4, 7, 59]. From a graph theoretical perspective most centrality measures, e.g. betweenness, closeness, eigenvector
and degree centrality, essentially classify the ‘walk structure’ of a network [3, 4]. A walk from node i to node j is a
sequence of adjacent nodes that begins with i and ends with j. The structure of walks can be divided along different
criteria. For example a trail is a walk in which no edge (i.e. adjacent pair of nodes) is repeated. In contrast, a path is a
trail in which no node is visited more than once. Similarly, one could define a walk structure by only using the shortest
path from one node to another, or by using random movements between nodes (random walks).
Alternatively, from a complex systems perspective, centrality metrics implicitly assume dynamics on the network
structure. Betweenness centrality for example, computes centrality based on how often a node acts as a bridge along the
shortest path between two other nodes. If one assumes that the network has dynamics D where information between
nodes follows shortest path, this metric may be a valid description to use and identify dynamically important nodes.
In the best case, a centrality metric is fully predictive for identifying important nodes a complex system. Consequently,
the centrality metric can be used to understand the system. However, an issue with the use of centrality metrics is
determining which centrality metric to use. Consider for example fig. 1E; different centrality metrics can identify
different nodes as most central. This has lead to the common observation that some centrality measures can ‘get it wrong’
when the aim is to predict dynamical important structure in networked systems. Additionally, the ranking produced
through some centrality metric does not quantify inter-rank differences. This potentially leads to underestimation of
nodal influence when used in dynamic context [59].
We will show how centrality measures have no meaningful prediction power of the most causal node in nodes dictated
by the Gibbs measure. We are aware that centrality measures do not embody the full extent of what structural methods
embody, or what network science in particular has to offer. However, many structural methods share the common
characteristics listed above, i.e. they quantify the walk structure of a graph. For our analysis, we used the weighted
variants of degree centrality, betweenness centrality, information centrality, and eigenvector centrality. What follows is
a brief description of commonly used centrality metrics.
2.4.1 Degree centrality
Degree centrality is the best-known measure of all the centrality measures. It is often thought that degree centrality is
indicative for the dynamic importance of a node. This intuition is based on the concept of flow: the more connection
a node has, the more interaction potential that node has and therefore the more important a node must be. Freeman
defined centrality measure as the count of the number of edges incident upon a given node [17]:
cdegi =∑
j
aij (11)
where aij is the row/column of node i in the adjacency matrix A of the network. Please note that the entries aij are
weighted and not binary.
2.4.2 Betweenness centrality
Betweenness centrality quantifies the number of times a node acts as a bridge along the shortest path between two
other nodes. It was introduced as a measure for quantifying the control of communication among humans in social
networks by Freeman [17]. Nodes that have a high probability to occur on a randomly chosen shortest path between
two randomly chosen vertices have a high betweenness. Formally, this can be written as:
cbetwi =∑
j,k
σ(j, k∣i)
σ(j, k) (12)
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where σ(j, k) represents the number of shortest paths between node j and k, and σ(j, k∣i) is the subset that goes
through node i. We use the normalized version of betweenness that divides the betweenness score by the number of
pairs of vertices (not including node i);
cbetwi = 1Z ∑j,k σ(j, k∣i)σ(j, k)
Z = ((n − 1)(n − 2))
2
(13)
2.4.3 Closeness centrality
Closeness centrality is defined as the reciprocal sum of the length of shortest paths between the node i and all other
nodes in the network j ∈ N :
cclosei = 1∑Nj d(i, j) . (14)
From a complex system perspective it assumes that information is transferred along its shortest paths. A node with
short distance to many other nodes will be able to quickly transfer its information to other nodes in the graph.
2.4.4 Eigenvector centrality
Eigenvector centrality is the most difficult centrality measure to give an intuitive feeling for. Where A is the adjacency
matrix of the system, eigenvector centrality of node i is defined as:
cevi = 1λ∑j aijxj ↔ xA = λx (15)
For any square matrix of rank n, the matrix will have at most n eigenvector-eigenvalues pairs. A common choice for
eigenvector centrality is motivated by The Perron-Frobenius theorem, and involves choosing the eigenvector x with
the largest eigenvalue λ [14, 19]. This has the desired property that if A is irreducible, or equivalently if the graph is
strongly connected, that the eigenvector x is both unique and positive.
The sign and size of the eigenvalue are important for the relation between the value and importance of a node. In linear
differential equations negative eigenvalues correspond to non-oscillatory exponentially stable solutions. In contrast
in difference equations it indicates an oscillatory behavior. Geometrically speaking, negative eigenvector embodies a
linear transformation across some axis.
Intuitively speaking, eigenvector centrality quantifies the influence of a node in the network. It assigns relatives scores
to all nodes in the network based on the concept that connections to high-scoring nodes contribute more to the score of
the node in question than equal connections to low-scoring nodes. A high eigenvector score implies that the node is
connected to many other nodes that themselves have high scores. Google PageRank and Katz centrality are variants of
eigenvector centrality [36]. A node with high eigenvector centrality is not necessarily a node that has many connection
(incoming or outgoing). For example a node may have a high eigenvector centrality if it has few connections but those
connections are connected to nodes that are of high importance.
2.5 Data
2.5.1 Random graphs
In total Ngraphs = 16 random graphs were generated consisting of N = 10 nodes each and connection probability
uniformly sampled between (0,1).
2.5.2 Real-world network: psychosymptomps
The data originates from the Changing Lives of Older Couples (CLOC) and compared depressive symptomology
assessed via 11-item Center for Epidemologic Studies Depression Scale (CES-D) among those who lost their partner
(N=241) with still-married control group (N=274) [18]. Each of the CES-D items were binarized with the aid of a
causal search algorithm using Ising model developed by [61] and represented as a node with weighted connections (??).
For more info on the procedure see [16, 18, 61]. The 11 CES-D items are (abbreviated names used in the remainder of
this text in brackets): ‘I felt depressed’ (depr), ‘I felt that everything I did was an effort’ (effort), ‘My sleep was restless’
(sleep), ‘I was happy’ (happy)’, ‘I felt lonely’ (lonely), ‘People were unfriendly’ (unfr), ‘I enjoyed life’ (enjoy), ‘My
appetite was poor’ (appet), ‘I felt sad’ (sad), ‘I felt that people disliked me’ (dislike), and ‘I could not get going’ (getgo).
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2.6 Numerical methods
2.6.1 Magnetization matching
In the kinetic Ising model the temperature parameter embodies the external noise. The phase change from congruent to
incongruent behavior is not only caused by this external noise (fig. 1B). In addition to the temperature, the connections
between nodes also determine the exact shape of the phase change. Consequently, the absolute magnetization is
representative of both the external noise induced by temperature as well as the inter-node noise interactions. As
such, we matched the noise level in the system based on absolute mean magnetization ∣<M >∣ = 1
N ∑i ∣si∣ to get an
estimate of the accuracy of information impact on causal impact. Specifically, the temperature was matched with
Mr = [0.8, 0.5, 0.2] fraction of the maximum magnetization by means of regression, see fig. 1. A sigmoid kernel∣<M >∣ = a(1 + exp(−b(t − c)))−1 was used to estimate the required temperature for the given magnetization levels
listed above.
For unitary weight kinetic Ising models the maximum magnetization changes from full magnetization ∣<M >∣ = 1 at
T = 0 and decays sigmoidally to zero as T →∞ (fig. 1) [21]. Simulations were performed for the Ising model between
the range 0 ≤ T ≤ 5 with a resolution of N∣<M>∣ = 1000 for N∣<M>∣step = 10 000.
2.6.2 Base procedure
For each temperature, Nrun = 1000 independent Markov chains are run for simulation steps with Ninter = 10 000 steps
(fig. 1A). Every simulation step follows Glauber dynamics:
1. Pick a node at random from the system with equal probability;
2. Compute energy using Eq. (2);
3. Flip the node state with probability Eq. (1).
From this set, the distribution over states P (St0) was constructed. For each of the unique states, Monte-Carlo methods
are used to construct the conditional P (st+t0i ∣St0) using Nrep = 10 000 repeats for Nstep = 30 time-steps.
2.6.3 Software
A general toolbox was developed for analyzing any discrete systems using information impact, e.g. Susceptible-
Infected-Recovered [43], Random Boolean networks [26]. The core engine is written in Cython 0.28.5 with Python
3.7.2 and offers C/C++ level performance1, for more information see appendix G. As such we invite scientists from all
disciplines to easily include information impact on past and future experiments.
2.7 Data pre-processing
2.7.1 Area under the curve estimation
The mutual information over time and KL-divergence over time were rescaled in the range (0,1) per trial set. This
transformation does not affect the relative ordering nodal decay curves as the sample data is multiplied by a scalar. A
double exponential, was fit y = a exp(−b(t − c)) + d exp(−e(t − f)) to estimate the causal and information impact (Eq.
(5) and (10)) using least squares regression. The double exponential was determined based on observations of raw data
crossings in the data. Additionally, the data was zero padded with N = 5 points to enhance the fitting procedure. The
padded data was added at δ ∗ 10 < x < δ ∗ 15 in order to prevent discontinuous jumps. The kernel showed to be a good
fit in general as indicated by the low fit error (fig. 6, fig. 7.
2.7.2 Sampling bias correction
Empirical estimates for mutual information are inherently contaminated due to sampling bias. In order to correct for
this, Panzeri-Treves correction was applied [45]. This methods offers a good performance in terms of signal to noise
and computational complexity.
2.8 Driver-node identification and statistical procedure
The driver-nodes are identified through boostrapping causal impacts per node. A total of N = 10 000 bootstrap samples
were conducted with replacement. For each node a gaussian kernel density was estimated. Due to the random nature of
1cvanelteren.github.io
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Figure 1: (A) Numerical setup. Using Ninter = 10000 independent changes the systems equilibrated using Ninter = 1000 step from which a state distribution
is estimated P (S). For each of the states conditional distributions are estimated for N = 30 time-steps from which mutual information is estimated I(st0+ti ;St0).
(B) Illustration of temperature matching. The noise level was matched to the magnetization ratio of the max magnetization. For increase in temperature the noise level
increases. (C) Illustration of abstract system consisting of two variables s1, s2. The system dynamics are given as s˙1 = s1(s21 + s22 − 1)(s21 + s22 − 2) − s2 and
s˙2 = s2(s21 + s22 − 1)(s21 + s22 − 2). The dynamics of this system has 2 limit cycles; one stable at s21 + s22 = 1 and one unstable at s21 + s22 = 2. Additionally, it has
an unstable point at (s1, s2) = (0,0). Within the unstable limit cycle, the system converges to the stable limit cycle (e.g. dark blue state trajectory). If however some
external influence pushes the system further than the unstable limit cycle, it will produce boundless behavior (orange state trajectory). (E) Krackhardt kite graph in
which the size of the circles are proportional to the nodal centrality rank. Notice how depending on the chosen centrality metric, the importance of the node can change.
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the generated graphs, it was a priori unknown how many nodes would have similar impact. Consequently, an iterative
approach was used to identify the set of nodes that had the highest causal impact (algorithm 1). This procedure was
repeated for informational impact.
Algorithm 1: Driver-node detection algorithm
Let β be the overlap threshold, and D be the a matrix that is S× V where S is the number of samples and V are the
nodes in the network;
Create sampling distributions per node D¯ from D by taking N samples with replacement of size ∣S∣ ;
Define driver-set Λ = {arg max D¯}, and denote the distribution of this driver-node as PΛ. ;
for ( i ∈ V /Λ ) {
if ∫R min[PD¯i(x), PΛ(x)]dx > β;
then
Λ = Λ ∪ {i} ;
else
continue;
end}
A Jaccard score of 1 means perfect overlap, i.e. driver-node set identified by causal impact and predictor set by
informational impact or one of the centrality metrics are identifical. Conversely a Jaccard score of 0 means completely
disjoint driver-sets. The most important node for the centrality metrics was however based on the set that contained the
largest value, i.e. :
Λi = arg max[max ci] (16)
where i ∈ {cbetw, cbetw, cclose, cev}. A overlap threshold overlap of β = .5 was maintained. The bootstrap procedure
could not be repeated as there exists only one centrality rank assignment per network structure. The identified for the
predictors were compared with the ground-truth, i.e. the driver-node set identified based on causal impact for every
intervention size. An overlap score was computed using the Jaccard similarity metric:
J = A ∩B
A ∪B . (17)
For every graph, intervention size and temperature the similarity metric was computed. The performance per predictor
was evaluated by computing the similarity ratio between information impact and the centrality metric separately. The
ratios were boostrapped (N = 100 000) and tested for significance at α = 0.01.
3 Results
Random graph results
Jaccard (overlap) scores are depicted in fig. 2A. Three crucial observations can be made from the Jaccard scores. First,
for nearly all systems there exists an intervention size for which informational impact obtains a Jaccard score of 1 (perfect
overlap). Whereas this is not always the case for the centrality metrics, e.g. system 7, 8, 12. Secondly, informational
impact is predictive nearly only for non-overwhelming intervention sizes, i.e. intervention sizes smaller than infinite
size. In contrast, centrality metrics are mainly predictive for overwhelming interventions. The statistical results reflect
these observations (fig. 2D/E): Regardless of network structure, noise level or intervention size, informational impact
yielded sinificantly higher Jaccard scores than the best matched centrality metric (fig. 2E, P << 0.01). This reflects a
situation in which the experimenter only has observations from the system, but does not know the structure, noise level
or intervention to use. When more information is present about the system, it can be noted that informational impact
remains a significant better predictor for identifying driver-nodes when non-overwhelming intervention sizes are used
(fig. 2D, P << 0.01).
In fig. 2C average decay curves (±2SEM )are shown for informational impact (top) and different intervention sizes
(middle) and overwhelming interventions (bottom) for the markers indicated in fig. 2A. Comparing overwhelming
interventions (bottom) with a more moderate intervention strength (middle) the system indicated by the green marker
highlights that the driver-node causal importance of nodes can significantly differ depending on the intervention size
applied to the system. The ordering of the nodes has completely flipped when comparing the green marker middle and
bottom plot in fig. 2C.
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The number of driver-nodes in per predictor and intervention size are shown in fig. 3. The number of driver-nodes
are higher for lower noise size and tend to decrease for higher noise levels. In contrast, the ground truth driver-nodes
remain relatively constant as a function of intervention size.
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Real-world networks: psychosymptomps
The psychosymptomps system reveals similar results to the random graphs (fig. 4). Namely, irregardles of noise level
informational impact yielded significantly higher Jaccard scores than centrality metrics for low causal intervention
(fig. 4E, P << 0.01), but not for overwhelming interventions. In addition, overwhelming interventions yield different
causal structures than low causal interventions. For overhwelming intervention ‘dislike’ and ‘lonely’ are identfied as the
driver-node.
Crucially, as a function of noise in the system it can be observed that the driver-node changes from ‘sleep’ to ‘sad’
(fig. 4 C (left versus middle right column). This highlights one major flaw in centrality metrics: they cannot account for
a change in driver-nodes due to a change in dynamics. The implicit assumption on dynamics that each centrality metric
holds, only provides one estimate per network structure. In contrast, informational impact is blind to what mechanisms
are dicated in the system. Instead, it harnasses the distribution dictated in the system which match the true driver-nodes.
4 Discussion
4.1 Centrality measures fail to identify the driver-node
The structure of a network is crucial for the observed behavior of a system. This has lead to the implicit assumption
that the connectedness of a nodes can be related to its dynamic importance [11, 38, 39, 41, 50, 70]. The results show
that this assumption does not always hold for complex systems. In order to understand the system behavior, a metric
needs to account for a wide range of behavior that the system exhibits. For example, fig. 4C shows how the driver-node
changes as a function of noise. For low noise levels ‘sleep’ is the driver-node. However, as the noise levels increase a set
of nodes obtain similar causal influence. Namely, ‘depr’, ‘lonely’, and ‘sad’ have similar causal influence. By definition
the structural methods do not have the ability to change their predictions for the driver-node based on a change in
dynamics only, i.e. they always produce the same prediction regardless of the behavior of the system. Consequently,
this raises the the question whether of applying centrality metrics to complex systems is appropriate in general.
In particular, the network used in this study stems from bereavement scores in elderly people showing depressive
symptoms (see [18] and appendix F). The symptom ‘appet‘ has a relatively high betweenness score. Recall that
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betweenness centrality ranks nodes based on how often a nodes acts as bridge between other nodes. In other words, a
high betweenness score indicates that the node can be used to quickly travel between distance nodes of the network.
However, ‘appet’, is not associated with a high causal impact score in general. As as consequence, centrality metrics
provide inappropriate interpretations if they are assumed to provide information regarding dynamic importance when no
assumption on the dynamics governing the system are known or can be assumed. The concerns regarding the validity of
the use structural metrics in psychological networks were recently highlighted by Bringmann et al. [7]. They argue that
from the onset, it is not clear what centrality metrics actually measure in networks of psychological symptoms. The
issues raised by Bringmann et al. were on an conceptual level without actual data. The results from this study combined
with the theoretical results from [51] strengthen their casus with quantative data on real-world and artificial networks.
4.2 Information impact: an excellent predictor for unperturbed dynamics
One of the primary aims of science is to provide causal explanations of natural phenomena. As a consequence, a
scientist’s goal is to understand what causes the observed systemic behavior. Interventions allow for a controlled
approach to determine cause from effect and are essential to the scientific method [47, 48, 64–66]. Overwhelming
interventions are ‘drastic’ changes to a system similar to knocking out a gene, or replacing a systemic signal altogether
[11, 28, 38, 39, 41, 50, 55–57, 70]. They are often preferred as they maximize the experimental effect, and by
extension maximize the information gained from the experiment. The effect of intervention size can be clearly seen
in fig. 2C. Namely, large causal interventions generated a different ordering in the causal structure compared to
low intervention. Importantly, the driver-node changed as well. This raises the question whether the system after
overwhelming intervention is still similar the unperturbed system. If the goal is to provide causal explanations for the
unperturbed system, overwhelming interventions are inappropriate as it induces artificial system dynamics that do not
in occur in the unperturbed system.
Notably, information impact mirrored the driver-node identified by low causal influence only. Consequently, information
impact can be used as a tool to provide insights into what drives systemic behavior. Additionally, as information impact
is computed based on observations only, it can be used in situations where direction intervention is difficult, e.g. in
systems that work on time-scales that succeed human life or are physically hard to observe.
4.3 Future directions
Generalization to other types of dynamics and graph structures
The results show that for Gibbsian dynamics in a weighted real-world networks and artificial structural methods are
not predictive for causal influence. Although Gibbsian dynamics represent a general class of dynamics, future studies
should investigate if this holds for other types of dynamics such as epidemic, biochemical, regulatory or population.
The advantage of the proposed information theoretical method is that it allows for direct comparison of different types
of dynamics under the condition that it can be expressed in terms of probabilities.
Additionally, future should investigate the interaction of network structure and dynamics governing the nodes similar to
[25]. The results here show that atleast for Erdos-Renyi graph the results seem to generate well. However, the size of
the network remain relatively small with respect to other types of graph. For larger N different network motives may
emerge for which informational impact needs to proove its worth. In addition, other types of network generators hould
be tested.
4.3.1 Detecting transient dynamical structures
Information impact was originally derived from a time-based measure using delayed mutual information [51]. The
area under the curve removes time in favor of a singular value for comparison. Complex dynamical systems can
behave at different temporal time scales. An interesting direction would be to determine in systems with varying
temporal time-scales how information impact can be used to detect transient systemic behavior in systems by shifting
integral range. For example in Ising models there is a common observation that nodes with high-degree (hubs) can
flip sporadically over time. This has large scale effects on systemic properties such as mean magnetization. Quax et
al. postulated that this flip is caused by bottom-up interactions where nodes with lower degree flip, causing a chain
reaction that moves as a ripple through the network eventually causing a node with higher degree to flip [54]. The exact
nature and conditions under which such a flip occurs, may provide insights in riot dynamics, swinging the popular vote
in elections, or how damage in DNA can cause cellular failure.
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4.3.2 Unraveling a larger causal structure
As mentioned mutual information values can be inflated for all other nodes other than the driver-node. However,
given large enough network size, it is highly likely of two nodes having equal causal influence. As such not all the
information impact values will be confounded. Equal causal influence of nodes may be resolved by computing the
mutual information of nodes directly. For example consider two nodes si and sj with equal causal influence and
corresponding similar information impact. By computing I(si ∶ sj) one can conclude whether si and sj are separate
driver-nodes. Namely, if I(si ∶ sj) = 0 it can be concluded that si and sj are in fact separate driver-nodes. This raises
the question how much of the causal structure can be extracted using observed data and information impact. Lastly, the
gridsearch procedure adopted here as to be optimized in order to be valuable for systems with larger number of nodes.
5 Conclusion
The goal of this paper was to show that structural methods provide unreliable estimates of the driver-node in complex
dynamical systems. The results from this study undeniably show that the common assumption of topologically central
or well-connected nodes being dynamically most important is actually false. Furthermore, it implies that we cannot
abstract away the dynamics of a complex dynamic system before analyzing it. The proposed novel metric, information
impact, was able to reliably identify the driver-node for natural dynamics in complex systems, and enables scientists to
climb to the ladder of causation [48].
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A Data-processing inequality
The data-processing inequality can be used to show how no clever manipulation of the data can improve the infrerences
made from that data.
Definition 1 Random variables X → Y → Z are said to form a Markov chain if the conditional distribution of Z
depends only on Y and is conditionally independent of X . Specifically, X,Y,Z form a Markov chain if the joint
probablity can be written as:
p(x, y, z) = p(x)p(y∣x)p(z∣y) (18)
Theorem 1 (Data-processing inequality) If X → Y → Z, then I(X;Y ) ≥ I(X;Z).
Proof: By the chain rule, the mutual information can be expanded in two different ways:
I(X;Y ;Z) = I(X;Z) + I(X;Y ∣Z)= I(X;Y ) + I(X;Z ∣Y ) (19)
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Since X and Z are conditionally independent given Y , we have I(X;Z ∣Y ) = 0. Conversely, if I(X;Y ∣Z) ≥ 0, this
would give
I(X;Y ) ≥ I(X;Z). (20)
Thus we only have equality if and only if I(X;Y ∣Z) = 0 for Markov chains. Similarly, one can prove that I(Y ;Z) ≥
I(X;Z)∎.
Corollary 1 If Z = g(Y )→ I(X;Y ) ≥ I(X; g(Y ))
Proof: X → Y → g(Y ) forms a Markov chain ∎.
This result implies that no function g(Y ) can can increase the information about X .
Corollary 2 If X → Y → Z, then I(X;Y ∣Z) ≤ I(X;Y )
From Eq. (19) it is noted that I(X;Z ∣Y ) = 0 due to the definition of independence of the Markov chain and I(X;Z) ≥ 0.
Therefore:
I(X;Y ∣Z) ≤ I(X;Y )∎ (21)
The dependence of X and Y is decreased or remains unchanged by the observation of a "downstream" random variable
Z. The observant reader may recognize that I(X;Y ∣Z) > I(X;Y ) when the set X,Y,Z does not form a Markov
chain. To illustrate, let X,Y,Z be independent fair binary random variables with Z =X + Y . Then I(X;Y ) = 0, but
I(X;Y ∣Z) =H(X ∣Z) −H(X ∣Y,Z) =H(X ∣Z) = P (Z = 1)H(X ∣Z = 1) = 1
2
bit.
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B Mutual information and causality
Under certain conditions causal influence of nodes reduces to mutual information. In this section we will show when
that is the case.
In a Markov system each node is updated as
P (si ∣ PAi)
where PAi represents the inputs or parents of node si. Hence we have
P (si) = ∑
PAi=xP (x)P (si ∣ x)
The causal influence from si → sj can be defined as
Ci→j =DKL(P (sj ∣ si)∣∣P (sj))
with DKL(P (sj ∣ si)∣∣P (sj)) representing the Kullback-Leibler divergence (KL-divergence).
Theorem 2 Ey[DKL(P (sj ∣si)∣∣P (sj))] = I(si; sj) when si and sj have no common neighbors.
Proof: For any Markov system the Markov condition holds, i.e. P (sj ∣ PAi) = P (sj) and P (si ∣ PAj) = P (si) ⇐⇒
PAi ∪ PAj = ∅. Therefore we can write:
Esi[Csi→sj ] = Esi [Esj ∣si [log P (sj ∣ si)P (sj) ]]=∑
si
P (si)∑
sj
P (sj ∣ si) log P (sj ∣ si)
P (sj)=∑
si
P (si)∑
sj
logP (sj ∣ si) logP (sj ∣ si) −∑
sj
P (sj) logP (sj)
=H(sj) −H(sj ∣ si)= I(si ∶ sj)∎
(22)
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Figure 5: Example of time symmetry in directed and undirected graphs. 5a shows the asymmetry that occurs when information flow is directed. The time before the
system state t < t0 can be interpreted as information sending. Namely, nodes that have the most impact on the current system state St0 . In contrast, information for
t > t0 as information receiving; nodes that receive information from St0 . The most striking example is node 4 which has a sharp decay for t < t0 but a relatively fat
tail for t > t0. This change is due to the difference in meaning of the information impact measure, e.g. sending vs receiving.
5b shows that for undirected graphs there is no difference between node importance before or after t0; information flows both directions.
C Mutual information and time symmetry
The methods applied in the main text imply that the metric can be used in a symmetric manner. For partical purposes,
mutual information was performed in a ‘forward‘ manner. Namely, the system state was simulated for positive t from
some t0. For undirected graphs there is a symmetry with regard to where information flows. Information is not bounded
by any directionality of edges (fig. 5b).
It is important to emphasize that this (generally) is not the case for directed graphs. If information is constricted to
flow in one direction, the mutual direction of time simulation is crucial. Additionally, directed graphs show that the
metric can be applied for different purposed. This can be seen in fig. 5a, where forward simulations gives ‘information
sincs’ and backward simulation provides ‘information sources’. Information impact in directed graphs will provide
information about what nodes receives the most information over time. In contrast, simulating backwards shows what
nodes has most impact on the instantaneous state of the system. The different properties of this finding shall be the
subject of further studies.
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D Data correction and fit errors
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Figure 6: Average mean squared error ±2SEM per system.
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Figure 7: Average mean squared error ±2SEM for psychosymptom system.
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Figure 8: Boostrap distribution kernel density estimates for Erdos-Renyi graphs. X indicates area under the curve for mutual information or causal impact respectively.
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F Validation with Fried et al. [18]
From the results, the most causal node ‘sleep’ was correctly identified by information impact for low noise. As the
noise in the system increases, nodes that were first not causally relevant began to drive the system, specifically, ‘depr’,
‘lonely‘ and ‘sad’. In the original study, the bereavement score was most affected by ‘lonely’, and showed weak negative
associations with ‘happy‘ and ‘effort’ (fig. 9 adopted from [18]). Consequently, it seems that medium to high thermal
noise is most congruent with the original study. Fried et al. postulated that ‘lonely’ was the gateway from which
information spreads through the network, i.e. bereavement was embodied mainly by ‘loneliness’ which then percolated
its effect to the other symptoms. Since the nature of the data was cross-sectional, the comparison with the results from
this study relies on the assumption that binary dynamics are representative of the absence and presence of psychological
symptoms. If correct, the results from this study give a causal perspective on the associative results from [18]. The
results from this study postulate that ‘depr’, ‘lonely’ and ‘sad’ have similar causal effect for moderate to high thermal
noise.
Figure 9: Main results from Friend et al. [18]. The graph represents the output from a Multiple Indicators Multiple Causes (MIMIC) model. The red lines indicate
significant direct effects of spousal loss on Center for Epidemological Studies Depression Scale(CES-D items); standardized estimates of these affects are represented in
red below the symptoms. There was no significant loading of loss on the latent factorD. For more info see [18].
It is important to emphasize that a quantification is given in terms of absolute effect size and not directed effects. This
means that nudging for instance ‘sleep’ has some effect X on the psycho-symptom network, in what direction that
effect is, or whether it has a positive or negative effect on the bereavement score / cognitive load of the patient is not
clear, and should be the subject of future studies.
As a final note, the field of psychometrics is concerned with relating the how observables (e.g. behavior, responses
on questionnaires, etc) relate to theoretical cognitive constructs such as intelligence or mental disorders. A common
approach in understanding high level phenomena such as depression is to use a latent variable model, i.e. assuming
some high abstract feature to be the cause of the observables (or vice versa). Only recently has this paradigm shifted
from a latent variable model to a network based approach [5, 15, 62]. Marsman et al. recently reconciled these two
approached by showing statistical equivalence between the Ising model and canonically used latent variable models in
psychometrics [42]. The two approaches thus highlight different aspects in theory building; measurement invariance
and correlation structure may be interesting from a common cause approach but not from a network perspective which
is more interested in dynamical aspects of the system. Both approaches, however, aid in highlighting different aspects
of the psychological constructs.
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G Code Manual
Accompanying this paper, I developed a general framework for analyzing discrete systems using information impact.
The code is written in python 3.7.2 and uses cython 0.28.2 for c/c++ level performance. The code is freely available on
cvanelteren.github.io includes the latest build instructions.hat follows here is a brief overview of the framework.
26
