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Abstract
Auto-regressive text generation models usu-
ally focus on local fluency, and may cause
inconsistent semantic meaning in long text
generation. Further, automatically generating
words with similar semantics is challenging,
and hand-crafted linguistic rules are difficult to
apply. We consider a text planning scheme and
present a model-based imitation-learning ap-
proach to alleviate the aforementioned issues.
Specifically, we propose a novel guider net-
work to focus on the generative process over
a longer horizon, which can assist next-word
prediction and provide intermediate rewards
for generator optimization. Extensive experi-
ments demonstrate that the proposed method
leads to improved performance.
1 Introduction
Text generation is an important area of investiga-
tion within machine learning. Recent work has
shown excellent performance on a number of tasks,
by combining reinforcement learning (RL) and
generative models. Example applications include
image captioning (Ren et al., 2017; Rennie et al.,
2016), text summarization (Li et al., 2018b; Paulus
et al., 2017; Rush et al., 2015), and adversarial text
generation (Guo et al., 2017; Lin et al., 2017; Yu
et al., 2017; Zhang et al., 2017; Zhu et al., 2018).
The sequence-to-sequence framework (Seq2Seq)
(Sutskever et al., 2014) is a popular technique for
text generation. However, models from such a
setup are typically trained to predict the next token
given previous ground-truth tokens as input, caus-
ing what is termed exposure bias (Ranzato et al.,
2016). By contrast, sequence-level training with
RL provides an effective means of solving this chal-
lenge, by treating text generation as a sequential
decision-making problem. By directly optimizing
an evaluation score (cumulative rewards) (Ranzato
et al., 2016), state-of-the-art results have been ob-
tained in many text-generation tasks (Paulus et al.,
2017; Rennie et al., 2016). However, one problem
in such a framework is that rewards in RL training
are particularly sparse, since a scalar reward is typ-
ically only available after an entire sequence has
been generated. Furthermore, the recurrent models
focus more on local fluency, and may cause incon-
sistent semantic meanings for long text generation.
For RL-based text generation, most existing
works rely on a model-free framework, which has
been criticized for its high variance and poor sam-
ple efficiency (Sutton and Barto, 1998). On the
other hand, while model-based RL methods do
not suffer from these issues, they are usually diffi-
cult to train in complex environments. Further, a
learned policy is usually restricted by the capacity
of an environment model. Recent developments on
model-based RL (Gu et al., 2016; Kurutach et al.,
2018; Nagabandi et al., 2017) combine the advan-
tages of these two approaches, and have achieved
improved performance by learning a model-free
policy, assisted by an environment model. In addi-
tion, model-based RL has been employed recently
to solve problems with extremely sparse rewards,
with curiosity-driven methods (Pathak et al., 2017).
In this paper, we propose a model-based
imitation-learning method to overcome the afore-
mentioned issues in text-generation tasks. Our
main idea is to employ an explicit guider network
to model the generation environment in the feature
space of sentence tokens, used to emit intermediate
rewards by matching the predicted features from
the guider network and features from generated
sentences. The guider network is trained to encode
global structural information of training sentences,
and thus is useful to guide next-token prediction
in the generative process. Within the proposed
framework, to assist the guider network, we also
develop a new type of self-attention mechanism
to provide high-level planning-ahead information
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and maintain consistent semantic meaning. Our
experimental results demonstrate the effectiveness
of proposed methods.
2 Background
Text Generation Model Text generation models
learn to generate a sentence Y = (y1, . . . , yT ) of
length T , possibly conditioned on some context
X . Here each yt is a token from vocabulary A.
Starting from the initial state s0, a recurrent neu-
ral network (RNN) produces a sequence of states
(s1, . . . , sT ) given an input sentence-feature repre-
sentation (e(y1), . . . , e(yT )), where e(·) denotes a
word embedding function mapping a token to its d-
dimensional feature representation. The states are
recursively updated with a function known as the
cell: st = h(st−1, e(yt)). One typically assigns
the following probability to an observation y at lo-
cation t: p(y|Y<t) = [softmax(g(st))]y. Together
(g, h) specifies a probabilistic model pi, i.e.,
log pi(Y ) =
∑
t
log p(yt|Y<t). (1)
To train the model pi, one typically uses max-
imum likelihood estimation (MLE), via mini-
mizing the cross-entropy loss, i.e., JMLE(pi) =
−E[log pi(Y )]. In order to generate sentence Y s
from a (trained) model, one iteratively applies the
following operations:
yst+1 ∼ Multi(1, softmax(g(st))), (2)
st = h(st−1, e(yst )) , (3)
where Multi(1, ·) denotes one draw from a multi-
nomial distribution.
Model-Based Imitation Learning Text genera-
tion can be considered as an RL problem with a
large number of discrete actions, deterministic tran-
sitions, and deterministic terminal rewards. It can
be formulated as a Markov decision process (MDP)
M = 〈S,A, P, r, γ〉, where S is the state space,
A is the action space, P is the deterministic en-
vironment dynamics, r(s, y) is a reward function,
and γ ∈ (0, 1) is the discrete-time discount factor.
The policy piφ, parameterized by φ, maps each state
s ∈ S to a probability distribution over A. The
objective is to maximize the expected reward:
J(pi) =
∞∑
t=1
EP,pi
[
γt−1 · r(st, yt)
]
. (4)
In model-based imitation learning (Baram et al.,
2017; Cheng et al., 2019), a model is built to make
predictions for future state st+4t conditioned on
the current state1, which can be used for action se-
lection, e.g., next-token generation. This model is
typically a discrete-time system, taking the current
state-action pair (st, yt) as input, and outputting an
estimate of the future state st+4t at time t +4t.
At each step t, yt is chosen based on the model,
and the model will re-plan with the updated infor-
mation from the dynamics. This control scheme is
different from a standard model-based method, and
is referred to as model-predictive control (MPC)
(Nagabandi et al., 2017). Note that in our setting,
the state in RL typically corresponds to the current
generated sentences Y1,...,t instead of the RNN state
of generator (decoder).
3 Proposed Model
The model is illustrated in Figure 1, with an au-
toeocoder (AE) structure for sentence feature ex-
traction and generation. The encoder is shared
for sentences from both training data and gener-
ated data, as explained in detail below. Overall,
text generation can be formulated as an imitation-
learning problem. At each timestep t, the agent,
also called a generator (which corresponds to the
LSTM decoder), takes the current LSTM state as
input, denoted as st. The policy piφ(·|st) parame-
terized by φ is a conditional generator, to generate
the next token (action) given st, the observation
representing the current generated sentence. The
objective of text generation is to maximize the total
reward as in (4). We detail the components for our
proposed model in the following subsections.
3.1 The Guider Network
The guider network, implemented as an RNN with
LSTM units, is adopted to model environment dy-
namics to assist text generation. The idea is to
train a guider network such that its predicted sen-
tence features at each time step are used to assist
next-word generation and construct intermediate
rewards, which in turn are used to optimize the
sentence generator. Denote the guider network as
Gψ(sGt−1,f t), with parameters ψ and input argu-
ments (sGt−1,f t) at time t, to explicitly write out
the dependency on the guider network latent state
sGt−1 from the previous time step. Here f t is the
input to the LSTM guider, which represents the
feature of the current generated sentence extracted
1 4t > 1; the model predicts future states based on the
collected trajectories.
fGt
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d2
<latexit sha1_base64="Fv7li54WDO588UBZM8eW5QHBXGQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lqQY8 FLx4r2g9oQ9lspu3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5EPOqLHSQzioDcoVt+ouQNaJl5MK5GgOyl/ 9MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKiEZxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea4Y2fcZmkBiVbLhqmgpiYzP8mIVfIjJhaQpni9lbCxlRRZmw6JRuCt/ryOmnXqt5VtXZfrzTqeRxFOINzuAQPrqEB d9CEFjAYwTO8wpsjnBfn3flYthacfOYU/sD5/AHrxY2D</latexit>
dN
<latexit sha1_base64="s5EZQSSlOiaFe5srLhmUajDJVcQ=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4Kkkt6LH gxZNUtB/QhrLZTNqlm03Y3Qil9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSq4Nq777aytb2xubRd2irt7+weHpaPjlk4yxbDJEpGoTkA1Ci6xabgR2EkV0jgQ2A5GNzO//YRK80Q+mnGKfkwHkkecUWOlh7B/1y+V3Yo7B1klXk7KkKPRL33 1woRlMUrDBNW667mp8SdUGc4ETou9TGNK2YgOsGuppDFqfzI/dUrOrRKSKFG2pCFz9ffEhMZaj+PAdsbUDPWyNxP/87qZia79CZdpZlCyxaIoE8QkZPY3CblCZsTYEsoUt7cSNqSKMmPTKdoQvOWXV0mrWvEuK9X7Wrley+MowCmcwQV4cAV1 uIUGNIHBAJ7hFd4c4bw4787HonXNyWdO4A+czx8WRI2f</latexit>
. . .
<latexit sha1_base64="1e352gWfrlvf16wMEbX2S1ZUQCQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRVUG8FLx4r2A9oQ9lsN u3azW7YnQil9D948aCIV/+PN/+N2zYHbX0w8Hhvhpl5YSq4Qc/7dgpr6xubW8Xt0s7u3v5B+fCoZVSmKWtSJZTuhMQwwSVrIkfBOqlmJAkFa4ej25nffmLacCUfcJyyICEDyWNOCVqp1RORQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXU kkSZoLJ/Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8Abq4jzM=</latexit>
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f t , Enc(Yt)
<latexit sha1_base64="AKcj5fvmasMsiN7WICN1wBdgRPs=">AAACF3icbVBNS8NAEN34bf2qevSyWAS9lEQF9V YQwaOC/ZCmhM12Uhc3m7g7EUvov/DiX/HiQRGvevPfuK05aPXBso/3ZpiZF6ZSGHTdT2dicmp6ZnZuvrSwuLS8Ul5da5gk0xzqPJGJboXMgBQK6ihQQivVwOJQQjO8Ph76zVvQRiTqAvspdGLWUyISnKGVgnI198NEdk0/th+NBgFSH7Vg qifhxlK4Q8T8RPHB9mWAO0G54lbdEehf4hWkQgqcBeUPv5vwLAaFXDJj2p6bYidnGgWXMCj5mYGU8WvWg7alisVgOvnorgHdskqXRom2TyEdqT87chab4ea2MmZ4Zca9ofif184wOuzkQqUZgj1tNCjKJMWEDkOiXaGBo+xbwrgWdlfKr5 hmHG2UJRuCN37yX9LYrXp71d3z/UrtqIhjjmyQTbJNPHJAauSUnJE64eSePJJn8uI8OE/Oq/P2XTrhFD3r5Bec9y/a2qBN</latexit>
CNN
MLP
wt
<latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="X/BbPPQRM1pmBhxdK1enSbL+gJw=">AAAB2HicbZDNSgMxFIXv1L86Vq1rN8EiuCozbtSd4MZlBccW2qFk Mnfa0ExmSO4IpfQFXLhRfDB3vo3pz0KtBwIf5yTk3pOUSloKgi+vtrW9s7tX3/cPGv7h0XGz8WSLygiMRKEK00u4RSU1RiRJYa80yPNEYTeZ3C3y7jMaKwv9SNMS45yPtMyk4OSszrDZCtrBUmwTwjW0YK1h83OQFqLKUZNQ3Np+GJQUz7ghKRTO/UFlseRiwkfYd6h5jjaeLce cs3PnpCwrjDua2NL9+WLGc2uneeJu5pzG9m+2MP/L+hVl1/FM6rIi1GL1UVYpRgVb7MxSaVCQmjrgwkg3KxNjbrgg14zvOgj/brwJ0WX7ph0+BFCHUziDCwjhCm7hHjoQgYAUXuDNG3uv3vuqqpq37uwEfsn7+AaqKYoN</latexit><latexit sha1_base64="8LiqqkOr4yReyvWhWMTnLMjkC0c=">AAAB3nicbZDNSgMxFIXv+Ftr1erWTbAIrsqMG3UnuHFZ0bGFdiiZ 9E4bmskMyR2llD6CGxcqPpY738b0Z6GtBwIf5yTk3hPnSlry/W9vbX1jc2u7tFPereztH1QPK482K4zAUGQqM62YW1RSY0iSFLZygzyNFTbj4c00bz6hsTLTDzTKMUp5X8tECk7Oun/uUrda8+v+TGwVggXUYKFGt/rV6WWiSFGTUNzaduDnFI25ISkUTsqdwmLOxZD3se1Q8xR tNJ6NOmGnzumxJDPuaGIz9/eLMU+tHaWxu5lyGtjlbGr+l7ULSi6jsdR5QajF/KOkUIwyNt2b9aRBQWrkgAsj3axMDLjhglw7ZVdCsLzyKoTn9at6cOdDCY7hBM4ggAu4hltoQAgC+vACb/DuKe/V+5i3teYtajuCP/I+fwDA+Yxi</latexit><latexit sha1_base64="8LiqqkOr4yReyvWhWMTnLMjkC0c=">AAAB3nicbZDNSgMxFIXv+Ftr1erWTbAIrsqMG3UnuHFZ0bGFdiiZ 9E4bmskMyR2llD6CGxcqPpY738b0Z6GtBwIf5yTk3hPnSlry/W9vbX1jc2u7tFPereztH1QPK482K4zAUGQqM62YW1RSY0iSFLZygzyNFTbj4c00bz6hsTLTDzTKMUp5X8tECk7Oun/uUrda8+v+TGwVggXUYKFGt/rV6WWiSFGTUNzaduDnFI25ISkUTsqdwmLOxZD3se1Q8xR tNJ6NOmGnzumxJDPuaGIz9/eLMU+tHaWxu5lyGtjlbGr+l7ULSi6jsdR5QajF/KOkUIwyNt2b9aRBQWrkgAsj3axMDLjhglw7ZVdCsLzyKoTn9at6cOdDCY7hBM4ggAu4hltoQAgC+vACb/DuKe/V+5i3teYtajuCP/I+fwDA+Yxi</latexit><latexit sha1_base64="8TPj8pW5mg7rIVNuDPD9nlC068k=">AAAB6XicbVBNT8JAEJ3iF+IX6tHLRmLiibRe1BvRi0eMVkigIdtl Cxu222Z3qiENP8GLBzVe/Ufe/Dcu0IOCL5nk5b2ZzMwLUykMuu63U1pZXVvfKG9WtrZ3dveq+wcPJsk04z5LZKLbITVcCsV9FCh5O9WcxqHkrXB0PfVbj1wbkah7HKc8iOlAiUgwila6e+phr1pz6+4MZJl4BalBgWav+tXtJyyLuUImqTEdz00xyKlGwSSfVLqZ4SllIzrgHUs VjbkJ8tmpE3JilT6JEm1LIZmpvydyGhszjkPbGVMcmkVvKv7ndTKMLoJcqDRDrth8UZRJggmZ/k36QnOGcmwJZVrYWwkbUk0Z2nQqNgRv8eVl4p/VL+verVtrXBVplOEIjuEUPDiHBtxAE3xgMIBneIU3RzovzrvzMW8tOcXMIfyB8/kD2/mNsg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit><latexit sha1_base64="q3UT9ytxi6JaGM3Y4Fl9wHXpOGM=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvt pl262YTdiVJCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqRQGXffbWVpeWV1bL22UN7e2d3Yre/sPJsk04z5LZKJbITVcCsV9FCh5K9WcxqHkzXB4PfGbj1wbkah7HKU8iGlfiUgwila6e+pit1J1a+4UZJF4BalCgUa38tXpJSyLuUImqTFtz00xyKlGwSQflzuZ4SllQ9rnbUs VjbkJ8umpY3JslR6JEm1LIZmqvydyGhszikPbGVMcmHlvIv7ntTOMLoJcqDRDrthsUZRJggmZ/E16QnOGcmQJZVrYWwkbUE0Z2nTKNgRv/uVF4p/WLmve7Vm1flWkUYJDOIIT8OAc6nADDfCBQR+e4RXeHOm8OO/Ox6x1ySlmDuAPnM8f3TmNtg==</latexit>
{X}
<latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="X/BbPPQRM 1pmBhxdK1enSbL+gJw=">AAAB2HicbZDNSgMxFIXv1L86Vq1rN8EiuCozbtSd4 MZlBccW2qFkMnfa0ExmSO4IpfQFXLhRfDB3vo3pz0KtBwIf5yTk3pOUSloKgi +vtrW9s7tX3/cPGv7h0XGz8WSLygiMRKEK00u4RSU1RiRJYa80yPNEYTeZ3C3y 7jMaKwv9SNMS45yPtMyk4OSszrDZCtrBUmwTwjW0YK1h83OQFqLKUZNQ3Np+G JQUz7ghKRTO/UFlseRiwkfYd6h5jjaeLcecs3PnpCwrjDua2NL9+WLGc2uneeJ u5pzG9m+2MP/L+hVl1/FM6rIi1GL1UVYpRgVb7MxSaVCQmjrgwkg3KxNjbrgg 14zvOgj/brwJ0WX7ph0+BFCHUziDCwjhCm7hHjoQgYAUXuDNG3uv3vuqqpq37u wEfsn7+AaqKYoN</latexit><latexit sha1_base64="kvu14BGDB IhRlFRIGu9Z3vMYUyg=">AAAB7nicbVC9TsMwGPxS/kopkLKyWFRITFXCAmxIL IxFIrRSE1WO47RWHTuyHVAV+igsDIB4HDbeBqftAC0nffLpzpbvuzjnTBvP+3 ZqG5tb2zv13cZec//g0G01H7QsFKEBkVyqfow15UzQwDDDaT9XFGcxp714clP5 vUeqNJPi3kxzGmV4JFjKCDZWGrqtsAxjyRM9zeyB+uFs6La9jjcHWif+krRhi e7Q/QoTSYqMCkM41nrge7mJSqwMI5zOGmGhaY7JBI/owFKBM6qjch59hk6tkqB UKjvCoLn6+0WJM11lszczbMZ61avE/7xBYdLLqGQiLwwVZPFRWnBkJKp6QAlT lBg+tQQTxWxWRMZYYWJsWw1bgr+68joJzjtXHf/OgzocwwmcgQ8XcA230IUACD zBC7zBu/PsvDofi7ZqzrK2I/gD5/MHbU6SgA==</latexit><latexit sha1_base64="kvu14BGDB IhRlFRIGu9Z3vMYUyg=">AAAB7nicbVC9TsMwGPxS/kopkLKyWFRITFXCAmxIL IxFIrRSE1WO47RWHTuyHVAV+igsDIB4HDbeBqftAC0nffLpzpbvuzjnTBvP+3 ZqG5tb2zv13cZec//g0G01H7QsFKEBkVyqfow15UzQwDDDaT9XFGcxp714clP5 vUeqNJPi3kxzGmV4JFjKCDZWGrqtsAxjyRM9zeyB+uFs6La9jjcHWif+krRhi e7Q/QoTSYqMCkM41nrge7mJSqwMI5zOGmGhaY7JBI/owFKBM6qjch59hk6tkqB UKjvCoLn6+0WJM11lszczbMZ61avE/7xBYdLLqGQiLwwVZPFRWnBkJKp6QAlT lBg+tQQTxWxWRMZYYWJsWw1bgr+68joJzjtXHf/OgzocwwmcgQ8XcA230IUACD zBC7zBu/PsvDofi7ZqzrK2I/gD5/MHbU6SgA==</latexit><latexit sha1_base64="SdOLOhyvh at7GhdSUzXLfg4piJ4=">AAAB+XicbVC9TsMwGPzCbyl/KYwsFhUSU5WwAFsFC 2ORCK3URJXjOK1VJ45sB1SFPgoLAyBW3oSNt8FpM0DLSZZPd98nny/MOFPacb 6tldW19Y3N2lZ9e2d3b99uHNwrkUtCPSK4kL0QK8pZSj3NNKe9TFKchJx2w/F1 6XcfqFRMpHd6ktEgwcOUxYxgbaSB3fALPxQ8UpPEXKjnTwd202k5M6Bl4lakC RU6A/vLjwTJE5pqwrFSfdfJdFBgqRnhdFr3c0UzTMZ4SPuGpjihKihm0afoxCg RioU0J9Vopv7eKHCiymxmMsF6pBa9UvzP6+c6vggKlma5pimZPxTnHGmByh5Q xCQlmk8MwUQykxWREZaYaNNW3ZTgLn55mXhnrcuWe+s021dVGzU4gmM4BRfOoQ 030AEPCDzCM7zCm/VkvVjv1sd8dMWqdg7hD6zPH8lok+A=</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit><latexit sha1_base64="U0gMhYyty hJ9OiNIMQF4cMzJCYs=">AAAB+XicbVC9TsMwGPxS/kr5S2FksaiQmKoEIQFbB QtjkQit1ESV47itVceJbAdUhT4KCwMgVt6EjbfBaTNAy0mWT3ffJ58vTDlT2n G+rcrK6tr6RnWztrW9s7tn1/fvVZJJQj2S8ER2Q6woZ4J6mmlOu6mkOA457YTj 68LvPFCpWCLu9CSlQYyHgg0YwdpIfbvu536Y8EhNYnOhrj/t2w2n6cyAlolbk gaUaPftLz9KSBZToQnHSvVcJ9VBjqVmhNNpzc8UTTEZ4yHtGSpwTFWQz6JP0bF RIjRIpDlCo5n6eyPHsSqymckY65Fa9ArxP6+X6cFFkDORZpoKMn9okHGkE1T0 gCImKdF8YggmkpmsiIywxESbtmqmBHfxy8vEO21eNt3bs0brqmyjCodwBCfgwj m04Aba4AGBR3iGV3iznqwX6936mI9WrHLnAP7A+vwByqiT5A==</latexit>
ӗ
y1
<latexit sha1_base64="JR+aWz1bKb96XAl ht4qXnK5V3Sk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoN4KXjxWtB/QhrLZbtqlm 03YnQih9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZ eJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38789hPXRsTqEbOE+xEdKhEKRtFKD1nf65crb tWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hOqUTDJp6VeanhC2ZgOeddSRSNu/Mn81Ck5s 8qAhLG2pZDM1d8TExoZk0WB7YwojsyyNxP/87ophtf+RKgkRa7YYlGYSoIxmf1NBkJzhjKzhD It7K2EjaimDG06JRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmsBgCM/wCm+OdF 6cd+dj0Vpw8plj+APn8wcLz42c</latexit>
y2
<latexit sha1_base64="IFc9IR7Y2FURO1C UBKJKIRNh7aw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoN4KXjxWtB/QhrLZbtqlm 03YnQih9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZ eJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38789hPXRsTqEbOE+xEdKhEKRtFKD1m/1i9X3 Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9CdUo2CST0u91PCEsjEd8q6likbc+JP5qVNyZ pUBCWNtSyGZq78nJjQyJosC2xlRHJllbyb+53VTDK/9iVBJilyxxaIwlQRjMvubDITmDGVmCW Va2FsJG1FNGdp0SjYEb/nlVdKqVb2Lau3+slK/yeMowgmcwjl4cAV1uIMGNIHBEJ7hFd4c6b w4787HorXg5DPH8AfO5w8NU42d</latexit> <latexit sha1_base64="1Gq4R7h6xweUtWp NBqA5VPExBCY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoN4KXjxWtB/QhrLZbtqlm 03YnQih9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZ eJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38789hPXRsTqEbOE+xEdKhEKRtFKD1kf++WKW 3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6C/oRqFEzyaamXGp5QNqZD3rVU0YgbfzI/dUrOr DIgYaxtKSRz9ffEhEbGZFFgOyOKI7PszcT/vG6K4bU/ESpJkSu2WBSmkmBMZn+TgdCcocwsoU wLeythI6opQ5tOyYbgLb+8Slq1qndRrd1fVuo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnR fn3flYtBacfOYY/sD5/AFxW43f</latexit>
. . .
<latexit sha1_base64="1e352gWfrlvf16w MEbX2S1ZUQCQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRVUG8FLx4r2A9oQ9lsNu3az W7YnQil9D948aCIV/+PN/+N2zYHbX0w8Hhvhpl5YSq4Qc/7dgpr6xubW8Xt0s7u3v5B+fCoZ VSmKWtSJZTuhMQwwSVrIkfBOqlmJAkFa4ej25nffmLacCUfcJyyICEDyWNOCVqp1RORQtMvV 7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe 2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0 sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6 OcF+fd+Vi0Fpx85hj+wPn8Abq4jzM=</latexit>
. . .
<latexit sha1_base64="1e352gWfrlvf16w MEbX2S1ZUQCQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRVUG8FLx4r2A9oQ9lsNu3az W7YnQil9D948aCIV/+PN/+N2zYHbX0w8Hhvhpl5YSq4Qc/7dgpr6xubW8Xt0s7u3v5B+fCoZ VSmKWtSJZTuhMQwwSVrIkfBOqlmJAkFa4ej25nffmLacCUfcJyyICEDyWNOCVqp1RORQtMvV 7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe 2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0 sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6 OcF+fd+Vi0Fpx85hj+wPn8Abq4jzM=</latexit>
. . .
<latexit sha1_base64="1e352gWfrlvf16wMEbX2S1ZUQCQ=">AAAB7XicbVBNS8NAEJ3Ur 1q/qh69BIvgqSRVUG8FLx4r2A9oQ9lsNu3azW7YnQil9D948aCIV/+PN/+N2zYHbX0w8Hhvhpl5YSq4Qc/7dgpr6xubW8Xt0s7u3v5B+fCoZVSmKWtSJZTuhMQwwSVrIkfBOqlmJAkFa4ej2 5nffmLacCUfcJyyICEDyWNOCVqp1RORQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M /rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8Abq4jzM=</late xit>
. . .
<latexit sha1_base64="1e352gWfrlvf16wMEbX2S1ZUQCQ=">AAAB7XicbVBNS8NAEJ3Ur 1q/qh69BIvgqSRVUG8FLx4r2A9oQ9lsNu3azW7YnQil9D948aCIV/+PN/+N2zYHbX0w8Hhvhpl5YSq4Qc/7dgpr6xubW8Xt0s7u3v5B+fCoZVSmKWtSJZTuhMQwwSVrIkfBOqlmJAkFa4ej2 5nffmLacCUfcJyyICEDyWNOCVqp1RORQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M /rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8Abq4jzM=</late xit>
. . .
<latexit sha1_base64="1e352gWfrlvf16w MEbX2S1ZUQCQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRVUG8FLx4r2A9oQ9lsNu3az W7YnQil9D948aCIV/+PN/+N2zYHbX0w8Hhvhpl5YSq4Qc/7dgpr6xubW8Xt0s7u3v5B+fCoZ VSmKWtSJZTuhMQwwSVrIkfBOqlmJAkFa4ej25nffmLacCUfcJyyICEDyWNOCVqp1RORQtMvV 7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe 2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0 sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6 OcF+fd+Vi0Fpx85hj+wPn8Abq4jzM=</latexit> sGt
<latexit sha1_base64="Va3fPcn6Rb3yvHO OY8apDZiOsUA=">AAAB/HicbVDNS8MwHE39nPOruqOX4BA8jXYO9DjwoMcJ7gO2WtI03cLSp CSpUMr8V7x4UMSrf4g3/xvTrQfdfBDyeO/3Iy8vSBhV2nG+rbX1jc2t7cpOdXdv/+DQPjruK ZFKTLpYMCEHAVKEUU66mmpGBokkKA4Y6QfT68LvPxKpqOD3OkuIF6MxpxHFSBvJt2v5KBAsV FlsLqhmvn648e2603DmgKvELUkdlOj49tcoFDiNCdeYIaWGrpNoL0dSU8zIrDpKFUkQnqIxG RrKUUyUl8/Dz+CZUUIYCWkO13Cu/t7IUayKeGYyRnqilr1C/M8bpjq68nLKk1QTjhcPRSmDWs CiCRhSSbBmmSEIS2qyQjxBEmFt+qqaEtzlL6+SXrPhXjSad616u1XWUQEn4BScAxdcgja4BR 3QBRhk4Bm8gjfryXqx3q2PxeiaVe7UwB9Ynz8FgZT1</latexit>
sG1
<latexit sha1_base64="lcGuLgGfKDo+lT5 W7YvrAQHMVGI=">AAAB/HicbVDNS8MwHE39nPOruqOX4BA8jXYO9DjwoMcJ7gO2WtI03cLSp CSpUMr8V7x4UMSrf4g3/xvTrQfdfBDyeO/3Iy8vSBhV2nG+rbX1jc2t7cpOdXdv/+DQPjruK ZFKTLpYMCEHAVKEUU66mmpGBokkKA4Y6QfT68LvPxKpqOD3OkuIF6MxpxHFSBvJt2v5KBAsV FlsLqhmvvtw49t1p+HMAVeJW5I6KNHx7a9RKHAaE64xQ0oNXSfRXo6kppiRWXWUKpIgPEVjM jSUo5goL5+Hn8Ezo4QwEtIcruFc/b2Ro1gV8cxkjPRELXuF+J83THV05eWUJ6kmHC8eilIGtY BFEzCkkmDNMkMQltRkhXiCJMLa9FU1JbjLX14lvWbDvWg071r1dqusowJOwCk4By64BG1wCz qgCzDIwDN4BW/Wk/VivVsfi9E1q9ypgT+wPn8An2CUsg==</latexit>
sG2
<latexit sha1_base64="AOaENu4cNGyJsWp Ph3RkawI7B5E=">AAAB/HicbVDNS8MwHE39nPOruqOX4BA8jXYO9DjwoMcJ7gO2WtI03cLSp CSpUMr8V7x4UMSrf4g3/xvTrQfdfBDyeO/3Iy8vSBhV2nG+rbX1jc2t7cpOdXdv/+DQPjruK ZFKTLpYMCEHAVKEUU66mmpGBokkKA4Y6QfT68LvPxKpqOD3OkuIF6MxpxHFSBvJt2v5KBAsV FlsLqhmfvPhxrfrTsOZA64StyR1UKLj21+jUOA0JlxjhpQauk6ivRxJTTEjs+ooVSRBeIrGZ GgoRzFRXj4PP4NnRglhJKQ5XMO5+nsjR7Eq4pnJGOmJWvYK8T9vmOroysspT1JNOF48FKUMag GLJmBIJcGaZYYgLKnJCvEESYS16atqSnCXv7xKes2Ge9Fo3rXq7VZZRwWcgFNwDlxwCdrgFn RAF2CQgWfwCt6sJ+vFerc+FqNrVrlTA39gff4AoOaUsw==</latexit>
fG1
<latexit sha1_base64="G/jybduzgTnG+MY LRrvPdHTmX8w=">AAAB/nicbVBPS8MwHE3nvzn/VcWTl+AQPI12DvQ48KDHCW4OtlrSNN3C0 qQkqTBKwa/ixYMiXv0c3vw2plsPuvkg5PHe70deXpAwqrTjfFuVldW19Y3qZm1re2d3z94/6 CmRSky6WDAh+wFShFFOuppqRvqJJCgOGLkPJleFf/9IpKKC3+lpQrwYjTiNKEbaSL59lA0Dw UI1jc0Fo9zP3Pzh2rfrTsOZAS4TtyR1UKLj21/DUOA0JlxjhpQauE6ivQxJTTEjeW2YKpIgP EEjMjCUo5goL5vFz+GpUUIYCWkO13Cm/t7IUKyKgGYyRnqsFr1C/M8bpDq69DLKk1QTjucPRS mDWsCiCxhSSbBmU0MQltRkhXiMJMLaNFYzJbiLX14mvWbDPW80b1v1dqusowqOwQk4Ay64AG 1wAzqgCzDIwDN4BW/Wk/VivVsf89GKVe4cgj+wPn8AXbCVsQ==</latexit>
fG2
<latexit sha1_base64="yL3s04Bp/VqGkJ3 0G8qCMamWTQg=">AAAB/nicbVBPS8MwHE3nvzn/VcWTl+AQPI12DvQ48KDHCW4OtlrSNN3C0 qQkqTBKwa/ixYMiXv0c3vw2plsPuvkg5PHe70deXpAwqrTjfFuVldW19Y3qZm1re2d3z94/6 CmRSky6WDAh+wFShFFOuppqRvqJJCgOGLkPJleFf/9IpKKC3+lpQrwYjTiNKEbaSL59lA0Dw UI1jc0Fo9zPmvnDtW/XnYYzA1wmbknqoETHt7+GocBpTLjGDCk1cJ1EexmSmmJG8towVSRBe IJGZGAoRzFRXjaLn8NTo4QwEtIcruFM/b2RoVgVAc1kjPRYLXqF+J83SHV06WWUJ6kmHM8fil IGtYBFFzCkkmDNpoYgLKnJCvEYSYS1aaxmSnAXv7xMes2Ge95o3rbq7VZZRxUcgxNwBlxwAd rgBnRAF2CQgWfwCt6sJ+vFerc+5qMVq9w5BH9gff4AXzeVsg==</latexit>
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Figure 1: Model overview of text generation with a guider network. Solid lines mean gradients are backpropagated
in training; dash lines mean gradients are not backpropagated. CNN is the feature extractor, and MLP outputs the
parameters of the Gaussian density which is compatible with the initial state of the LSTM Guider and Decoder.
by an encoder network. Specifically, let the cur-
rent generated sentence be Y1...t (encouraged to be
the same as parts of a training sentence in train-
ing), with f t calculated as: f t = Enc(Y1...t). The
initial state of the guider network is the encoded
feature of a true input sentence by the same convo-
lutional neural network (CNN), i.e., sG0 = Enc(X),
where Enc(·) denotes the encoder transformation,
implemented with a CNN (Zhang et al., 2017). Im-
portantly, the input to the guider network, at each
time point, is defined by features from the entire
sentence generated to that point. This provides an
important “guide” to the LSTM decoder, account-
ing for the global properties of the generated text.
Text Generation with Planning We first ex-
plain how one uses the guider network to guide
next-word generation for the generator (the LSTM
decoder in Figure 1). Our framework is inspired
by the MPC method (Nagabandi et al., 2017), and
can be regarded as a type of plan-ahead attention
mechanism. Given the feature f t at time t from
the current input sentence, the guider network pro-
duces a prediction Gψ(sGt−1,f t) as a future feature
representation, by feeding f t into the LSTM guider.
Since the training of the guider network is based
on real data (detailed in the next paragraph), the
predicted feature contains global-structure informa-
tion of the training sentences. To utilize such infor-
mation to predict the next word, we combine the
predicted feature with the output of the decoder by
constructing an attention-like mechanism. Specifi-
cally, we first apply a linear transformation ϕ on the
predicted feature Gψ(sGt−1,f t), forming a weight
vector wt , ϕ
(
Gψ(sGt−1,f t)
)
. The weight wt
is applied to the output Ot of the LSTM decoder
by an element-wise multiplication operation. The
result is then fed into a softmax layer to generate
the next token yt. Formally, the generative process
is written as:
Ot = g(st−1), wt = ϕ(Gψ(sGt−1,f t)), (5)
yt ∼ Multi(1, softmax(Ot ·wt)), (6)
sGt = h
G(sGt−1,f t), st = h(st−1, e(yt)) . (7)
Guider Network Training Given a sentence of
feature representations (f1, f2, . . .fT ) for a train-
ing sentence, we seek to update the guider net-
work such that it is able to predict f t+c given f t,
where c > 0 is the number of steps that are looked
ahead. We implement this by forcing the predicted
feature, Gψ(sGt ,f t), to match both the sentence
feature f t+c (first term in (8)) and the correspond-
ing feature-changing direction (second term in (8)).
This is formalized by maximizing an objective func-
tion of the following form at time t:
JψG = Dcos
(
f t+c, G
ψ(sGt−1,f t)
)
(8)
+Dcos
(
f t+c − f t, Gψ(sGt−1,f t)− f t
)
,
where Dcos(·, ·) denotes the cosine similarity2. By
maximizing (8), an ideal guider network should
be able to predict the true next words conditioned
on the current word in a sentence. As a result,
the prediction is used to construct an intermediate
reward, used to update the generator (the LSTM
decoder), as described further below.
3.2 Feature-Matching Rewards and
Generator Optimization
As in many RL-based text-generation methods,
such as SeqGAN (Yu et al., 2017) and LeakGAN
(Guo et al., 2017), the generator is updated based
on policy-gradient methods. As a result, collect-
ing rewards in the generation process is critical.
2We found that the cosine similarity worked better than
the l2-norm.
Though SeqGAN (Yu et al., 2017) has proposed
to use rollout to get rewards for each generated
word, the variance of the rewards is typically too
high to be useful practically. In addition, the com-
putational cost may be too high for practical use.
We below describe how to use the proposed guider
network to define intermediate rewards, leading to
a definition of feature-matching reward.
Feature-Matching Rewards We first define an
intermediate reward to generate a particular word.
The idea is to match the ground-truth features from
the CNN encoder in Figure 1 with those generated
from the guider network. Equation (8) indicates
that the further the generated feature is from the
true feature, the smaller the reward should be. To
this end, for each time t, we define the intermediate
reward for generating the current word as:
rgt =
1
2c
c∑
i=1
(Dcos(f t, fˆ t)+
Dcos(f t − f t−i, fˆ t − f t−i)) ,
where fˆ t = G
ψ(sGt−c−1,f t−c) is the predicted fea-
ture. Intuitively, f t−f t−i measures the difference
between the generated sentences in feature space;
the reward is high if it matches the predicted fea-
ture transition fˆ t − f t−i from the guider network.
At the last step of text generation, i.e., t = T ,
the corresponding reward measures the quality of
the whole generated sentence, thus it is called a
final reward. The final reward is defined differently
from the intermediate reward, discussed below for
both the unconditional- and conditional-generation
cases.
Note that a token generated at time t will influ-
ence not only the rewards received at that time
but also the rewards at subsequent time steps.
Thus we propose to define the cumulative reward,∑T
i=t γ
irgi with γ a discount factor, as a feature-
matching reward. Intuitively, this encourages the
generator to focus on achieving higher long-term
rewards. Finally, in order to apply policy gradient
to update the generator, we combine the feature-
matching reward with the problem-specific final
reward, to form a Q-value reward specified below.
Similar to SeqGAN, the final reward is defined as
the output of a discriminator, evaluating the quality
of the whole generated sentence, i.e., the smaller
the output, the less likely the generation is a true
sentence. As a result, we combine the adversarial
reward rf ∈ [0, 1] by the discriminator (Yu et al.,
Algorithm 1 Model-based Imitation Learning for
Text Generation
Require: generator policy piφ; guider network
Gψ; a sequence dataset {X1...T } by some ex-
pert policy.
1: Initialize Gψ, Dθ with random weights.
2: while Imitation Learning phase do
3: Update generator piφ, guider Gψ with MLE
loss.
4: end while
5: while Reinforcement Learning phase do
6: Generate a sequence Y1...T ∼ piφ.
7: Compute Qt, and update piφ.
8: end while
2017) with the guider-matching rewards, to define
a Q-value reward as Qt = (
∑T
i=t γ
irgi )× rf .
Generator Optimization The generator is ini-
tialized by pre-training on sentences with an au-
toencoder structure, based on MLE training. Af-
ter that, the final Q-value reward Qt is used as a
reward for each time t, with standard policy gradi-
ent optimization methods to update the generator.
Specifically, the policy gradient is
∇φJ = E(st−1,yt)∼ρpi [Qt∇φ log p(yt|st−1;φ, ϕ)] ,
∇ϕJ = E(st−1,yt)∼ρpi [Qt∇ϕ log p(yt|st−1;φ, ϕ)] ,
where p(yt|st−1;φ, ϕ) is the probability of gener-
ating yt given st−1 in the generator. Algorithm
1 describes the proposed model-based imitation
learning framework for text generation.
Model-based or Model-free Text generation
seeks to generate the next word (action) given
the current (sub-)sentence (state). The generator
is considered as an agent that learns a policy to
predict the next word given its current state. In
previous work (Ranzato et al., 2016), a metric re-
ward is given and the generator is trained to only
maximize the metric reward by trial, thus this is
model-free learning. In the proposed method, the
guider network models the environment dynamics,
and is trained by minimizing the cosine similar-
ity between the prediction and the ground truth
on real text. For generator training, it maximizes
the reward which is determined by the metric and
guider network, and thus is model-free learning
with model-based boosting (Gu et al., 2016). The
model predictive control scheme is included in our
method, where the guider network is used to help
next-word selection at each time-step.
CNN
MLP Decoder
(Content)
Guider
(Style)
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Adversarial
Figure 2: Guided style transfer: the Guider network
controls the sentiment in the higher level, and the Gen-
erator focuses on preserving content in the lower level.
4 Extension to Non-parallel Text Style
Transfer
As illustrated in Figure 2, our framework naturally
provides a way for style transfer, where the guider
network plays the role of style selection, and the
generator only focuses on maintaining content with-
out considering the styles. To make the guider net-
work focus on the guidance of styles, we assign the
label l as the initial state sG0 of the guider network.
Specifically, at each step t, we feed the current sen-
tence representation f t and label l into the guider
network:
Ot = g(st−1), wt = ϕ(Gψ(sGt−1, [f t, l])), (9)
yt ∼ Multi(1, softmax(Ot ·wt)). (10)
For the generator, we put an adversarial
regularizer on the encoded latent s0(X) and
penalize it if it contains the sentiment in-
formation, by maximizing the entropy, i.e.,
max
∑
l p(l| s0(X)) log p(l| s0(X)), where p is
a pre-trained classifier. Intuitively, the generator
gives candidate words represented by Ot, while the
guider makes a choice implicitly bywt based on the
sentiment information. The sentiment information
is contained in wt, while the content of the original
sentence is represented by Ot. To achieve style-
transfer, one feeds the original sentence X with
the target style label l to get the transferred sen-
tence Y with style l. Following previous work (Hu
et al., 2017; Yang et al., 2018; Cheng et al., 2020),
we adopt a classifier as the discriminator and the
soft-argmax approach (Kusner and Miguel, 2016)
for the update of generator instead of policy gradi-
ent (Sutton and Barto, 1998).
5 Related Work
We first review related works that combine RL and
GAN for text generation. As one of the most rep-
resentative models in this direction, SeqGAN (Yu
et al., 2017) adopts Monte-Carlo search to calcu-
late rewards. However, such a method introduces
high variance in policy optimization. There are
a number of works proposed subsequently to im-
prove the reward-generation process. For example,
RankGAN (Lin et al., 2017) proposes to replace the
reward from the GAN discriminator with a ranking-
based reward, MaliGAN (Che et al., 2017) modifies
the GAN objective and proposes techniques to re-
duce gradient variance, MaskGAN (Fedus et al.,
2018) uses a filling technique to define aQ-value re-
ward for sentence completion, RelGAN (Nie et al.,
2019) uses a relational memory based generator
for the long-distance dependency modeling, FM-
GAN (Chen et al., 2018) uses a feature mover dis-
tance to match features of real and generated sen-
tences inspired by optimal transport (Chen et al.,
2019; Zhang et al., 2018), and LeakGAN (Guo
et al., 2017) tries to address the sparse-reward is-
sue for long-text generation with hierarchical RL
by utilizing the leaked information from a GAN
discriminator. One problem of LeakGAN is that it
tends to overfit the training data, yielding generated
sentences that are often not diverse. By contrast,
by relying on a model-based imitation learning
approach, our method learns global-structure infor-
mation, which generates more-diverse sentences,
and can be extended to conditional text generation.
Zhang et al. (2020) designed a differentiable nested
Wasserstein distance for semantic matching, which
can be applied for further improvement.
RL techniques can also be used in other ways for
text generation (Bachman and Precup, 2015). For
example, Ranzato et al. (2016) trained a Seq2Seq
model by directly optimizing the BLEU/ROUGE
scores with the REINFORCE algorithm. To reduce
variance of the vanilla REINFORCE, Bahdanau
et al. (2017) adopted the actor-critic framework for
sequence prediction. Furthermore, Rennie et al.
(2016) trained a baseline algorithm with a greedy
decoding scheme for the REINFORCE method.
Note that all these methods can only obtain reward
after a whole sentence is generated. Planning tech-
niques in RL have also been explored to improve
text generation (Gulcehre et al., 2017; Serdyuk
et al., 2018). Zhang et al. (2020) introduced the self-
imitation scheme to exploit historical high-quality
sentences for enhanced exploration. Compared to
these related works, the proposed guider network
can provide a planning mechanism and intermedi-
ate rewards.
Method Test-BLEU-2 3 4 5 Self-BLEU-2 3 4
SeqGAN (Yu et al., 2017) 0.820 0.604 0.361 0.211 0.807 0.577 0.278
RankGAN (Lin et al., 2017) 0.852 0.637 0.389 0.248 0.822 0.592 0.230
GSGAN (Kusner and Miguel, 2016) 0.810 0.566 0.335 0.197 0.785 0.522 0.230
TextGAN (Zhang et al., 2017) 0.910 0.728 0.484 0.306 0.806 0.548 0.217
LeakGAN (Guo et al., 2017) 0.922 0.797 0.602 0.416 0.912 0.825 0.689
MLE (Caccia et al., 2018) 0.902 0.706 0.470 0.392 0.787 0.646 0.485
GMGAN (ours) 0.949 0.823 0.635 0.421 0.746 0.511 0.319
Table 1: Test-BLEU (↑) and Self-BLEU (↓) scores on Image COCO.
Method Test-BLEU-2 3 4 5 Self-BLEU-2 3 4
SeqGAN (Yu et al., 2017) 0.630 0.354 0.164 0.087 0.728 0.411 0.139
RankGAN (Lin et al., 2017) 0.723 0.440 0.210 0.107 0.672 0.346 0.119
GSGAN (Kusner and Miguel, 2016) 0.723 0.440 0.210 0.107 0.807 0.680 0.450
TextGAN (Zhang et al., 2017) 0.777 0.529 0.305 0.161 0.806 0.662 0.448
LeakGAN (Guo et al., 2017) 0.923 0.757 0.546 0.335 0.837 0.683 0.513
MLE (Caccia et al., 2018) 0.902 0.706 0.470 0.392 0.787 0.646 0.485
GMGAN (ours) 0.923 0.727 0.491 0.303 0.814 0.576 0.328
Table 2: Test-BLEU (↑) and Self-BLEU (↓) scores on EMNLP2017 WMT News.
6 Experiments
We test the proposed framework on unconditional
and conditional text generation tasks, and analyze
the results to understand the performance gained
by the guider network. We also perform an abla-
tion investigation on the improvements brought by
each part of our proposed method, and consider
non-parallel style transfer. All experiments are
conducted on a single Tesla P100 GPU and im-
plemented with TensorFlow and Theano. Details
of the datasets, the experimental setup and model
architectures are provided in the Appendix.
6.1 Implementation Details
Encoder as the feature extractor For uncondi-
tional generation, the feature extractor that gener-
ates inputs for the guider network shares the CNN
part of the encoder. We stop gradients from the
guider network to the encoder CNN in the training
process. For conditional generation, we use a pre-
trained feature extractor, trained similarly to the
unconditional generation.
Training procedure As with many imitation-
learning models (Bahdanau et al., 2017; Rennie
et al., 2016; Sutskever et al., 2014), we first train
the encoder-decoder part based on the off-policy
data with an MLE loss. Then we use RL training to
fine-tune the trained generator. We adaptively trans-
fer the training from MLE loss to RL loss, similar
to (Paulus et al., 2017; Ranzato et al., 2016).
Initial states We use the same initial state for
both the generator and the guider networks. For
conditional generation, the initial state is the en-
coded latent code of the conditional information
for both training and testing. For unconditional
generation, the initial state is the encoded latent
code of a target sentence in training and random
noise in testing.
6.2 Adversarial Text Generation
We focus on adversarial text generation, and com-
pare our approach with a number of related works
(Guo et al., 2017; Lin et al., 2017; Yu et al., 2017;
Zhang et al., 2017; Zhu et al., 2018). In this setting,
a discriminator in the GAN framework is added to
the model in Figure 1 to guide the generator to gen-
erate high-quality sentences. This is implemented
by defining the final reward to be the output of the
discriminator. All baseline experiments are imple-
mented on the texygen platform (Zhu et al., 2018).
We adopt the BLEU score, referenced by the test
set (test-BLEU, higher value implies better qual-
ity) and itself (self-BLEU, lower value implies bet-
ter diversity) (Zhu et al., 2018) to evaluate quality
of generated samples, where test-BLEU evaluates
the reality of generated samples, and self-BLEU
measures the diversity. A good generator should
achieve both a high test-BLEU score and a low
self-BLEU score. In practice, we use4t = c = 4
and γ = 0.25. We call the proposed method guider-
matching GAN (GMGAN) for unconditional text
generation. More details of GMGAN are provided
in Appendix D.
Short Text Generation: COCO Image Captions
We use the COCO Image Captions Dataset, in
which most sentences have a length of about 10
words. Since we consider unconditional text gener-
ation, only image captions are used as the training
data. After preprocessing, we use 120,000 random
sample sentences as the training set, and 10,000
as the test set. The BLEU scores with different
methods are listed in Table 1. We observe that GM-
GAN performs significantly better than the base-
line models. Specifically, besides achieving higher
test-BLEU scores, the proposed method also gen-
erates samples with very good diversity in terms
of self-BLEU scores. LeakGAN represents the
state-of-the-art in adversarial text generation, how-
ever, its diversity measurement is relatively poor
(Zhu et al., 2018). We suspect that the high BLEU
score achieved by LeakGAN is due to its mode
collapse on some good samples, resulting in high
self-BLEU scores. Other baselines achieve lower
self-BLEU scores since they cannot generate rea-
sonable sentences.
Long Text Generation: EMNLP2017 WMT
Following (Zhu et al., 2018), we use the News sec-
tion in the EMNLP2017 WMT4 Dataset as our
training data. The dataset consists of 646,459
words and 397,726 sentences. After preprocess-
ing, the training dataset contains 5,728 words and
278,686 sentences. The BLEU scores with dif-
ferent methods are provided in Table 2. Com-
pared with other methods, LeakGAN and GMGAN
achieve comparable test-BLEU scores, demonstrat-
ing high-quality generated sentences. Again, Leak-
GAN tends to over-fit on training data, leading to
much higher (worse) self-BLEU scores. Our pro-
posed GMGAN shows good diversity of long text
generation with lower self-BLEU scores. Other
baselines obtain both low self-BLEU and test-
BLEU scores, leading to more random generations.
Human Evaluation Simply relying on the above
metrics is not sufficient to evaluate the proposed
method (Caccia et al., 2018). Following previous
work (Guo et al., 2017), we perform human eval-
uations using Amazon Mechnical Turk, evaluat-
ing the text quality based on readability and mean-
ingfulness (whether sentences make sense) on the
EMNNLP2017 WMT News dataset. We ask the
worker to rate the input sentence with scores scal-
Scores Criteria
5 (Best) It is consistent, informative, grammatically correct.
4 It is grammatically correct and makes sense.
3 It is mostly meaningful and with small grammatical
error.
2 It needs some time to understand and has grammat-
ical errors.
1 (Worst) Meaningless, not readable.
Table 3: Human evaluation rating criteria.
Methods MLE SeqGAN RankGAN GSGAN
Human scores 2.45±0.14 2.57±0.15 2.91±0.17 2.48±0.14
Methods textGAN LeakGAN GMGAN Real
Human scores 3.11±0.16 3.47±0.15 3.89±0.15 4.21±0.14
Table 4: Results of human evaluation with different
methods on EMNLP2017 WMT dataset.
ing from 1 to 5, with 1 as the worst score and 5 as
the best. The detailed criteria is listed in Table 3.
We require all the workers to be native English
speakers, with approval rate higher than 90% and
at least 100 assignments completed.
We randomly sample 100 sentences generated
by each model. Ten native English speakers on
Amazon Mechanical Turk are asked to rate each
sentence. The average human rating scores are
shown in Table 4, indicating GMGAN achieves
higher human scores compared to other methods.
As examples, Table 5 illustrates some generated
samples by GMGAN and its baselines. The perfor-
mance on the two datasets indicates that the gen-
erated sentences of GMGAN are of higher global
consistency and better readability than SeqGAN
and LeakGAN. More generated examples are pro-
vided in the Appendix.
Ablation Study We conduct ablation studies on
long text generation to investigate the improve-
ments brought by each part of our proposed method.
We first test the benefits of using the guider net-
work. Among the methods compared, Guider is
the standard MLE model with the guider network.
We further compare RL training with i) only final
rewards , ii) only feature-matching rewards, and iii)
combining both rewards, namely GMGAN. The re-
sults are shown in Table 6. We observe that guider
network plays an important role in improving the
performance. RL training with final rewards given
by a discriminator typically damages the genera-
tion quality, but feature-matching reward produces
sentences with much better diversity due to the
ability of exploration.
Method COCO Image Captions EMNLP2017 WMT News
SeqGAN (1) A person and black wooden ta-
ble.
(2) A closeup of a window at night.
(1) She added on a page where it was made clear more old but public got
said.
(2) I think she’re guys in four years , and more after it played well enough.
LeakGAN (1) A bathroom with a black sink and
a white toilet next to a tub.
(2) A man throws a Frisbee across
the grass covered yard.
(1)"I’m a fan of all the game, I think if that’s something that I’ve not,"
she said, adding that he would not be decided.
(2) The UK is Google’ s largest non-US market, he has added "20, before
the best team is amount of fewer than one or the closest home or two
years ago.
GMGAN (1) Bicycles are parked near a row
of large trees near a sidewalk.
(2) A married couple posing in front
of a piece of birthday cake.
(1) "Sometimes decisions are big, but they’re easy to make," he told The
Sunday Times in the New Year.
(2) A BBC star has been questioned by police on suspicion of sexual
assault against a 23-year-old man , it was reported last night.
Table 5: Examples of generated samples with different methods on COCO and EMNLP datasets.
Methods MLE Guider Final Stepwise GMGAN
Test-BLEU-2 0.761 0.920 0.843 0.914 0.923
BLEU-3 0.468 0.723 0.623 0.704 0.727
BLEU-4 0.230 0.489 0.390 0.457 0.491
BLEU-5 0.116 0.289 0.221 0.276 0.303
Self-BLEU-2 0.664 0.812 0.778 0.798 0.814
BLEU-3 0.338 0.589 0.525 0.563 0.576
BLEU-4 0.113 0.360 0.273 0.331 0.328
Table 6: Ablation study on EMNLP2017 WMT.
(a) (b)
Figure 3: Guider-Matching Rewards Illustrations.
Case Study of Guider-Matching Rewards Fig-
ure 3(a) illustrates the feature-matching rewards
in the generation. Figure 3(a) shows an example
of failure generation in the training stage, when
two sentences are combined by the word ‘was’.
It is grammatically wrong to select ‘was’ for the
generator, thus the guider network gives a small
reward. We can see that the rewards become lower
with more time steps, which is consistent with the
exposure bias. Figure 3(b) shows a successful gen-
eration, where the rewards given by the guider are
relatively high (larger than 0.5). These observa-
tions validate that: (i) exposure bias exists in MLE
training. (ii) RL training with exploration can help
reduce the effects of exposure bias. (iii) Our pro-
posed feature-matching rewards can provide mean-
ingful guidance to maintain sentence structure and
fluency.
Model Acc(%) BLEU BLEU-ref
CVAE (Shen et al., 2017) 73.9 20.7 7.8
Controllable (Hu et al., 2017) 86.7 58.4 -
BackTrans (Prabhumoye et al., 2018) 91.2 2.8 2.0
DeleteAndRetrieval (Li et al., 2018a) 88.9 36.8 14.7
Guider (Ours) 92.7 52.1 25.4
Table 7: Non-parallel text style transfer results on the
test set with human references.
6.3 Non-parallel Text-style Transfer
We test the proposed framework on the non-parallel
text-style-transfer task, where the goal is to transfer
one sentence in one style (e.g., positive) to a similar
sentence but with a different style (e.g., negative).
Pair-wise information should be inferred from the
training data, which becomes more challenging.
For a fair comparison, we use the same data and its
split method as in (Shen et al., 2017). Specifically,
there are 444,000, 63,500, and 127,000 sentences
with either positive or negative sentiments in the
training, validation and test sets, respectively.
To measure whether the original sentences (in
the test set) have been transferred to the desired sen-
timent, we follow the settings of (Shen et al., 2017)
and employ a pretrained CNN classifier, which
achieves an accuracy of 97.4% on the validation
set, to evaluate the transferred sentences. We also
report the BLEU scores with original sentences
(BLEU) and human references (BLEU-ref) (Li
et al., 2018a), to evaluate the content preservation
of transferred sentences. Results are summarized
in Table 7. Our proposed model exhibits higher
transfer accuracy and better content preservation,
indicating the guider network provides good senti-
ment guidance to better preserve the content infor-
mation.
From positive to negative
Original: all the employees are friendly and helpful .
Transferred: all the employees are rude and unfriendly .
Original: i ’m so lucky to have found this place !
Transferred: i ’m so embarrassed that i picked this place .
From negative to positive
Original: the service was slow .
Transferred: the service was fast and friendly .
Original: i would never eat there again and would probably not stay there either .
Transferred: i would definitely eat this place and i would recommend them .
Table 8: Generated samples of guided style transfer.
7 Conclusions
We have proposed a model-based imitation-
learning framework for adversarial text genera-
tion, by introducing a guider network to model
the generation environment. The guider network
provides a plan-ahead mechanism for next-word
selection. Furthermore, this framework can alle-
viate the sparse-reward issue, as the intermediate
rewards are used to optimize the generator. Our pro-
posed models are validated on both unconditional
and conditional text generation, including adversar-
ial text generation and non-parallel style transfer.
We achieve improved performance in terms of gen-
eration quality and diversity for unconditional and
conditional generation tasks.
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A Additional Experiments
More Generated Samples of Text Generation
Table 13 lists more generated samples on the pro-
posed GMGAN and its baselines. From the experi-
ments, we can see, (i) SeqGAN tends to generate
shorter sentences, and the readability and fluency
is very poor. (ii) LeakGAN tends to generate very
long sentences, and usually longer than the origi-
nal sentences. However, even with good locality
fluency, its sentences usually are not semantically
consistent. By contrast, our proposed GMGAN
can generate sentences with similar length to the
original sentences, and has good readability and
fluency. This is also validated in the Human evalu-
ation experiment.
Image Captioning We conduct experiments on
image captioning (Karpathy and Fei-Fei, 2015), in-
vestigating benefits brought by the Guider network.
In image captioning, instead of using a discrimina-
tor to define final rewards for generated sentence,
we adopt evaluation metrics computed based on
human references. The final rewards appear more
important as they contain reference (ground-truth)
information. Feature-matching rewards work as a
regularizer of the final rewards. We call our model
in this setting a guider-matching sequence train-
ing (GMST) model. An overview of GMST is
provided in the Appendix. We test our proposed
model on the MS COCO dataset (Karpathy and
Fei-Fei, 2015), containing 123,287 images in to-
tal. Each image is annotated with at least 5 cap-
tions. Following Karpathy’s split (Karpathy and
Fei-Fei, 2015), 5,000 images are used for both val-
idation and testing. We report BLEU-k (k from 1
to 4), CIDEr (Vedantam et al., 2015), and ME-
TEOR (Banerjee and Lavie, 2005) scores. We
consider two settings: (i) using a pre-trained 152-
layer ResNet (He et al., 2016) for feature extraction,
where we take the output of the 2048-way pool5
layer from ResNet-152, pretrained on the ImageNet
dataset; and (ii) using semantic tags detected from
the image as features (Gan et al., 2017). We use
an LSTM with 512 hidden units with mini-batches
of size 64. Adam (Kingma and Ba, 2014) is used
for optimization, with learning rate 2× 10−4. We
pretrain the captioning model for the maximum 20
epochs, then use the reinforcement learning to train
it for 20 epochs and test on the best model on the
validation set.
The results are summarized in Table 9. When
Method BLEU-3 BLEU-4 METEOR CIDEr
No attention, Greedy, Resnet-152
MLE 37.2 26.5 23.1 83.9
Guider 38.0 27.3 23.9 85.4
MIXER (BLEU) 39.1 29.3 22.3 79.7
SCST (BLEU) 41.6 31.6 23.1 87.5
GMST (BLEU) 41.8 32.1 23.4 87.9
MIXER (CIDEr) 39.1 27.7 23.0 90.9
SCST (CIDEr) 41.2 30.0 24.3 98.6
GMST (CIDEr) 41.3 30.3 24.4 100.1
No attention, Greedy, Tag
MLE 39.4 28.8 24.4 91.3
Guider 39.6 29.0 24.6 92.7
MIXER (BLEU) 42.4 32.2 23.7 90.4
SCST (BLEU) 43.9 33.6 24.5 95.9
GMST (BLEU) 44.3 33.9 24.5 97.1
MIXER (CIDEr) 42.1 30.8 24.7 101.2
SCST (CIDEr) 43.6 32.1 25.4 105.5
GMST (CIDEr) 44.1 32.6 25.5 107.4
Table 9: Results for image captioning on the MS
COCO dataset; the higher the better for all metrics.
comparing an AutoEncoder (AE) with a variant
implemented by adding a guider network (Guider),
improvements are observed. We compare the pro-
posed GMST with SCST. Note the main differ-
ence between GMST and SCST is that the former
employs our proposed feature-matching reward,
while the latter only considers the final reward
provided by evaluation metrics. GMST achieves
higher scores compared with SCST on its opti-
mized metrics. The gain of GMST compared with
SCST comes from the immediate rewards, which
can maintain the semantic consistency and sen-
tence structure, preventing language-fluency dam-
age caused by only focusing on evaluation metrics.
Specifically, the average length of generated sen-
tence with a Guider is 15.7, and 12.9 for traditional
generator.
Comparison with MLE The guider network
models the long-term dependency and overcome
the issue of sparse reward inspired by model predic-
tive control (MPC). The experiments aim to quan-
tify the gain when incorporating MPC for imitation
learning, i.e., MLE and RL finetune.
We provide an additional comparison with Cac-
cia et al. (2018) and evaluate the diversity and qual-
ity with BLEU scores. We also report the F1-BLEU
which considers both diversity and quality:
B Discussions of the Guider Network
Guider network can be regarded as a model of the
text-generation environments, namely the model
of dynamics. It takes current st and at as input,
and outputing an estimate of the next state st+4t
at time t+4t. In the text generation setting, when
Method Test-BLEU-2 3 4 Self-BLEU-2 3 4 F1-BLEU-2 3 4
MLE (Caccia et al., 2018) 0.902 0.706 0.470 0.787 0.646 0.485 0.345 0.472 0.491
Guider (MLE) 0.920 0.723 0.489 0.812 0.589 0.360 0.312 0.524 0.554
GMGAN (Ours) 0.923 0.727 0.491 0.814 0.576 0.328 0.310 0.537 0.567
Table 10: Additional Comparison with MLE (Caccia et al., 2018) .
4t = 1, we can exactly get the feature representa-
tion of the current generated sentence if the guider
does not help the word selection. If not, we cannot
exactly get this feature extraction since the guider’s
prediction partly determine next token. In practice,
we use 4t = c = 4, to give the guider planning
ability, to help for word selection and guide sen-
tence generation.
C Experimental Setup
C.1 Adversarial Text Generation
For Image COCO, the learning rate of the gen-
erator is 0.0002, the learning rate of the guider
0.0002, the maximum length of sequence is 25.
For WMT, the learning rate of the guider 0.0002,
the learning rate of the guider 0.0002, the maxi-
mum length of sequence is 50. We use c = 4 cho-
sen from [2, 3, 4, 5, 8] and γ = 0.25 chosen from
[0.1, 0.25, 0.5, 0.75, 0.99]. We use Adam (Kingma
and Ba, 2014) optimization algorithm to train the
guider, generator and discriminator.
For both tasks, the LSTM state of dimension
for the generator is 300, and the LSTM state of
dimension for the generator is 300. The dimension
of word-embedding is 300. The output dimension
of the linear transformation connecting guider and
generator is 600×10. The learning rate of Discrim-
inator is 0.001.
C.2 Conditional Generation
For Image Captioning, the learning rate of the
guider 0.0002, the learning rate of the guider
0.0002, the maximum length of sequence is 25.
For Style transfer, the learning rate of the guider
0.0001, the learning rate of the guider 0.0001, the
maximum length of sequence is 15.
C.3 Network Structure of Models
The LSTM state of dimension for the generator
is 300, and the LSTM state of dimension for the
guider is 300. The dimension of word-embedding
is 300.
(Sub-)sequence to latent features
Input 300× Seq. Length Sequences
5× 300 conv. 300 ReLU, stride 2
5× 1 conv. 600 ReLU, stride 2
MLP output 600, ReLU
Table 11: Architecture of Encoder.
Sequence to a scalar value
Input 300× Seq. Length Sequences
5× 300 conv. 300 ReLU, stride 2
5× 1 conv. 600 ReLU, stride 2
MLP output 1, ReLU
Table 12: Architecture of Discriminator.
D Algorithm Details
Algorithm 2 Guider Matching Generative Adver-
sarial Network (GMGAN)
Require: generator policy piφ; discriminator Dθ;
guider network Gψ; a sequence dataset S =
{X1...T }.
1: Initialize Gψ, piφ, Dθ with random weights.
2: Pretrain generator piφ, guider Gψ and discrimi-
nator Dθ with MLE loss.
3: repeat
4: for g-steps do
5: Generate a sequence Y1...T ∼ piφ.
6: Compute Qt via (5), and update piφ with
policy gradient via (8).
7: end for
8: for d-steps do
9: Generate a sequences from piφ.
10: Train discriminator Dθ.
11: end for
12: until GMGAN converges
Res152-SCST:  a group of zebras 
standing in a eld .
Res152-GMST:   a herd of zebras 
standing in a eld of grass .
Tag-SCST: a zebra and a zebra 
drinking water from a eld of grass .
Tag-GMST:  a group of zebras 
drinking water in the eld of grass .
Res152-SCST:  a group of people 
walking down a skateboard .
Res152-GMST:   a group of people 
standing on a street with a skateboard .
Tag-SCST: a woman walking down a 
street with a skateboard .
Tag-GMST:  a black and white photo of 
a man riding a skateboard .
Res152-SCST:  a baby sing next to a 
baby girae .
Res152-GMST:  a lile baby sing 
next to a baby holding a teddy bear .
Tag-SCST: a black and white photo of 
a woman holding a teddy bear .
Tag-GMST:  a black and white photo 
of a man and a woman holding a 
teddy bear .
Res152-SCST: a trac light on a street 
with a in the .
Res152-GMST:  a trac light on the 
side of a street .
Tag-SCST: a trac light on a street with 
a green .
Tag-GMST:  a red trac light sing on 
the side of a road .
Figure 4: Examples of image captioning on MS COCO.
Algorithm 3 Guider Matching Sequence Training
(GMST)
Require: generator policy piφ; discriminator Dθ;
guider network Gψ; a sequence dataset S =
{Y1...T } and its condition information I =
{X}
1: Initialize Gψ, piφ, Dθ with random weights.
2: Pretrain generator piφ, guider Gψ and discrimi-
nator Dθ with MLE loss.
3: repeat
4: Generate a sequence Y1...T ∼ piφ.
5: Compute evaluation scores based on refer-
ences.
6: Compute Qst via (6), and update pi
φ with
policy gradient via (8).
7: until GMST converges
Method Generated Examples
Real Data What this group does is to take down various different websites it believes to be criminal and leading to terrorist acts .
Over 1 , 600 a day have reached Greece this month , a higher rate than last July when the crisis was already in full swing .
" We ’ re working through a legacy period , with legacy products that are 10 or 20 years old ," he says .
’ The first time anyone says you need help , I ’ m on the defensive , but that ’ s all that I know .
Out of those who came last year , 69 per cent were men , 18 per cent were children and just 13 per cent were women .
He has not played for Tottenham ’ s first team since and it is now nearly two years since he completed a full Premier League match for the club .
So you have this man who seems to represent this way to live and how to be a good citizen of the world .
CNN : You made that promise , but it wasn ’ t until 45 years later that you acted on it .
This is a part of the population that is notorious for its lack of interest in actually showing up when the political process takes place .
They picked him off three times and kept him out of the end zone in a 22 - 6 victory at Arizona in 2013 .
The treatment was going to cost £ 12 , 000 , but it was worth it for the chance to be a mum .
But if black political power is so important , why hasn ’ t it made more of a difference in the lives of poor black people in Baltimore such as Gray
?
Local media reported the group were not looking to hurt anybody , but they would not rule out violence if police tried to remove them .
The idea was that couples got six months ’ leave per child with each parent entitled to half the days each .
The 55 to 43 vote was largely split down party lines and fell short of the 60 votes needed for the bill to advance .
Taiwan ’ s Defence Ministry said it was " aware of the information ," and declined further immediate comment , Reuters reported .
I ’ m racing against a guy who I lost a medal to - but am I ever going to get that medal back ?
Others pushed back their trips , meaning flights early this week are likely to be even more packed than usual .
" In theory there ’ s a lot to like ," Clinton said , " but ’ in theory ’ isn ’ t enough .
If he makes it to the next election he ’ ll lose , but the other three would have lost just as much .
SeqGAN Following the few other research and asked for " based on the store to protect older , nor this .
But there , nor believe that it has reached a the person to know what never - he needed .
The trump administration later felt the alarm was a their doctors are given .
We have been the time of single things what people do not need to get careful with too hurt after wells then .
If he was waited same out the group of fewer friends a more injured work under it .
It will access like the going on an " go back there and believe .
Premier as well as color looking to put back on a his is .
So , even though : " don ’ t want to understand it at an opportunity for our work .
I was shocked , nor don ’ t know if mate , don ’ t have survived ,
So one point like ten years old , but a sure , nor with myself more people substantial .
And if an way of shoes of crimes the processes need to run the billionaire .
Now that their people had trained and people the children live an actor , nor what trump had .
However , heavily she been told at about four during an innocent person .
LeakGAN The country has a reputation for cheap medical costs and high - attack on a oil for more than to higher its - wage increase to increase access to
the UK the UK women from the UK ’ s third nuclear in the last couple of weeks .
I ’ ve been watching it through , and when the most important time it is going to be so important .
I ’ m hopeful that as that process moves along , that the U . S . Attorney will share as much as far as possible .
The main thing for should go in with the new contract , so the rest of the Premier League is there to grow up and be there ," she said .
I think the main reason for their sudden is however , I didn ’ t get any big thing ," he says , who is the whole problem on the U . S . Supreme
Court and rule had any broken .
The average age of Saudi citizens is still very potential for the next year in the past year , over the last year he realised he has had his massive and
family and home .
" I think Ted is under a lot of people really want a " and then the opportunity to put on life for security for them to try and keep up .
The new website , set to launch March 1 , but the U . S is to give up the time the case can lead to a more than three months of three months to be
new home .
It ’ s a pub ; though it was going to be that , but , not , but I am not the right thing to live ," she said .
" I ’ m not saying method writing is the only way to get in the bedroom to get through the season and we ’ ll be over again ," he says .
I ’ m not suggesting that our jobs or our love our years because I have a couple of games where I want it to be .
The German government said 31 suspects were briefly detained for questioning after the New Year ’ s Eve trouble , among them not allowed to
stay in the long - term .
It was a punishment carried out by experts in violence , and it was hard to me he loved the man and he ’ s got off to support me in the future .
" I ’ ve known him , all that just over the last two weeks and for the last 10 years , I ’ ll have one day of my life ," she said .
The main idea behind my health and I think we saw in work of our country was in big fourth - up come up with a little you ’ ve ever .
he Kings had needed scoring from the left side , too , and King has provided that since his return are the of the first three quarters of the game .
The average number of monthly passengers arriving at the University of January 1 . 1 million people and another average visit men were on the
year .
It ’ s going to be a good test for us and we are on the right way to be able to get through it on every day on the year .
GMGAN But it ’ s grown up a little now , and might be ready for actually putting into your house .
More than a dozen Republicans and a handful of Democrats have announced they are running for their party ’ s 2016 presidential nomination ,
and when they were wealthy in 2010 right , what he has .
And with a growing following of more than 45 , 000 people on Facebook , awareness of their work is on the rise .
In all age groups , for instance , more people cited retirement as the reason for being out of the labour force , and it wasn ’ t a problem in big .
I had to train really , really hard and that ’ s the advice I can give , because if you don ’ t work hard somebody else will .
I am picking up two cars tomorrow and taking them down south tomorrow if all goes according to plan ," he said .
The team looked into the influence of marriage on weight loss after surgery - as well as the effects of surgery on the quality of his administration
and rest on the world .
Two former prime ministers were set to face off in the second round of a presidential election in New Hampshire .
A third more complaints were made about the accounts between April and December last year than in the whole of 2014 / 15 .
United Airlines subsequently worked to get those passengers back in the air so they could get to Colorado , the airline spokesman said .
Mr Brown was standing in the kitchen when he started to feel a bit cold - and he noticed the door had disappeared .
She has focused instead on where she parts ways with her rival on other issues , like to have someone with a president has revealed .
Once , an ex - boyfriend and I lived with her for two months after we came back from travelling .
He had faced 10 years in prison on the charges but the first government have been made at the recent peak .
" We weren ’ t exposed to things we didn ’ t have in the same way kids these days are ," said Obama .
I have no idea what it is , but there is definitely an intelligence - a higher intelligence - at work you have you want to make sure you are going
into the local community .
His current club have confirmed they would be willing to listen to offers for the attacking midfielder , but we did not have the right manager -
there ’ s summer to be in a big .
We are in the last 16 and the target is always to win in the Champions League and will continue at the best level to be the coach .
People are seeing that you can go into real estate and do really well and do something we want and if we make the right decision , and how we
will be doing it is .
Table 13: Generated Examples on EMNLP2017 WMT.
Original: i ’m so lucky to have found this place !
Guider: i ’m so embarrassed that i picked this place .
Original: awesome place , very friendly staff and the food is great !
Guider: disgusting place , horrible staff and extremely rude customer service .
Original: this was my first time trying thai food and the waitress was amazing !
Guider: this was my first experience with the restaurant and we were absolutely disappointed .
Original: thanks to this place !
Guider: sorry but this place is horrible .
Original: the staff was warm and friendly .
Guider: the staff was slow and rude .
Original: great place and huge store .
Guider: horrible place like ass screw .
Original: the service is friendly and quick especially if you sit in the bar .
Guider: the customer service is like ok - definitely a reason for never go back ..
Original: everything is always delicious and the staff is wonderful .
Guider: everything is always awful and their service is amazing .
Original: best place to have lunch and or dinner .
Guider: worst place i have ever eaten .
Original: best restaurant in the world !
Guider: worst dining experience ever !
Original: you ’ll be back !
Guider: you ’re very disappointed !
Original: you will be well cared for here !
Guider: you will not be back to spend your money .
Original: they were delicious !
Guider: they were overcooked .
Original: seriously the best service i ’ve ever had .
Guider: seriously the worst service i ’ve ever experienced .
Original: it ’s delicious !
Guider: it ’s awful .
Table 14: Sentiment transfer samples on Yelp dataset (positive→ negative).
Original: gross !
Guider: amazing !
Original: the place is worn out .
Guider: the place is wonderful .
Original: very bland taste .
Guider: very fresh .
Original: terrible service !
Guider: great customer service !
Original: this place totally sucks .
Guider: this place is phenomenal .
Original: this was bad experience from the start .
Guider: the food here was amazing good .
Original: very rude lady for testing my integrity .
Guider: very nice atmosphere for an amazing lunch !
Original: they recently renovated rooms but should have renovated management and staff .
Guider: great management and the staff is friendly and helpful .
Original: this store is not a good example of sprint customer service though .
Guider: this store is always good , consistent and they ’re friendly .
Original: one of my least favorite ross locations .
Guider: one of my favorite spots .
Original: horrible in attentive staff .
Guider: great front desk staff !
Original: the dining area looked like a hotel meeting room .
Guider: the dining area is nice and cool .
Original: never ever try to sell your car at co part !
Guider: highly recommend to everyone and recommend this spot for me !
Original: i ordered the filet mignon and it was not impressive at all .
Guider: i had the lamb and it was so good .
Table 15: Sentiment transfer samples on Yelp dataset (negative→ positive).
