Abstract. In this paper, we study linear differential equations arising from Bessel polynomials and their applications. From these linear differential equations, we give some new and explicit identities for Bessel polynomials.
Introduction
As is well known, the Bessel differential equation is given by (1.1) x 2 d 2 y dx 2 + x dy dx + x 2 − α 2 y = 0, (see [17] ) .
for an arbitrary complex number α. The Bessel functions of the first kind J α (x) are defined by the solution of (1.1).
For n ∈ Z, J n (x) are sometimes also called cylinder function or cylindrical harmonics.
It is known that , (see [1, 16, 17] ) .
The generating function of Bessel functions is given by J n (x) t n , and J n (x) can be also represented by the contour integral as (1.4) J n (x) = 1 2πi˛e
x 2 (t− 1 t ) t −n−1 dt, (see [17] ) , where the contour encloses the origin and is traversed in a counterclockwise direction. The Bessel polynomials are defined by the solution of the differential equation
dy dx − n (n + 1) y = 0, (see [1-6, 15, 16] ) .
Indeed, the solutions of (1.5) are given by
where
We note that y n (x) are very similar to the modified spherical Bessel function of the second kind.
The first few are given as
Carlitz reverse Bessel polynomials are defined by
, (see [4, 15] ) .
These polynomials are also given by the generating function as
The explicit formulas for them are
The first few polynomials are
Recently, several authors have studied non-linear differential equations related to special polynomials (see [7] [8] [9] [10] [11] [12] [13] [14] ).
The reverse Bessel polynomials are used in the design of Bessel electronic filters.
In this paper, we consider linear differential equations arising from Carlitz reverse Bessel polynomials and give some new and explicit identities for Bessel polynomials.
Identities involving Bessel polynomials arising from linear differential equations
Let us put
Thus, by (2.1), we get
and
Continuing this process, we set
From (2.6), we note that
By replacing N by N + 1 in (2.6), we get
F.
By comparing the coefficients on both sides (2.7) and (2.8), we have (2.12)
Thus, by (2.12), we have (2.13)
From (2.9), we note that
and, by (2.10), we see N − 1, x) . . .
The matrix (a i (j, x)) 0≤i≤N −1,1≤j≤N is given by
From (2.11), we obtain
Continuing this process, we get
where j = 1, 2, . . . , N − 1. Now, we give explicit expressions for a j (N + 1, x) (j = 1, 2, . . . , N − 1) . From (2.14) and (2.16), we can easily derive the following equation:
By (2.17), (2.18) and (2.19), we get
Therefore, we obtain the following theorem.
Theorem 1. For N ∈ N, the linear differential equations
, where Thus, by (2.25), we get
On the other hand, by Theorem 1, we get 
