Robust loss minimization is an important strategy for handling robust learning issue on noisy labels. Current robust loss functions, however, inevitably involve hyperparameter(s) to be tuned, manually or heuristically through cross validation, which makes them fairly hard to be generally applied in practice. Besides, the non-convexity brought by the loss as well as the complicated network architecture makes it easily trapped into an unexpected solution with poor generalization capability. To address above issues, we propose a meta-learning method capable of adaptively learning hyperparameter in robust loss functions. Specifically, through mutual amelioration between robust loss hyperparameter and network parameters in our method, both of them can be simultaneously finely learned and coordinated to attain solutions with good generalization capability. Four kinds of SOTA robust loss functions are attempted to be integrated into our algorithm, and comprehensive experiments substantiate the general availability and effectiveness of the proposed method in both its accuracy and generalization performance, as compared with conventional hyperparameter tuning strategy, even with carefully tuned hyperparameters.
Introduction
DNNs have recently obtained remarkable performance on various applications [15, 22] . Its effective training, however, often requires to pre-collect large scale finely annotated samples. When the training dataset contains certain amount of noisy (incorrect) labels, the overfitting issue tends to easily occur, naturally leading to their poor performance in generalization [58] . In fact, such biased training data are commonly encountered in practice, since the data are generally collected by coarse annotation sources, like crowdsourcing systems [4] or search engines [26, 61] . Such robust deep learning issue is thus critical in machine learning and computer vision.
One of the most classical methods for handling this issue * Deyu Meng is the corresponding author:dymeng@mail.xjtu.edu.cn. [13] , GCE [59] , SL [53] and Bi-Tempered [1] , respectively.
is to employ robust losses, that are not unduly affected by noisy labels, to replace the conventional noise-insensitive ones to guide the training process [31] . For example, as compared with the commonly used cross entropy (CE) loss, the mean absolute error (MAE), as well as the simplest 0-1 loss for classification, can be more robust against noisy labels [10] due to their evident suppression to large loss values (as clearly depicted in Fig.1 ), and thus inclines to reduce the negative influence brought by the outlier samples with evidently corrupted labels. Beyond other robust learning techniques for defending noisy labels, like sample reweighting [23, 6, 52, 20, 40, 42] , loss correction [12, 45, 37, 16] , and label correction [24, 25, 51, 47] , such robust-loss-designing methodology is superior in its concise implementation scheme and solid theoretical basis of robust statistics and generalization theory [18, 27, 32, 37] Along this research line, besides the aforementioned MAE and 0-1 loss, various forms of robust losses have been designed against such robust learning issue on noisy labels. For example, 0-1 loss is verified to be robust for binary classification [31, 11] . However, since 0-1 loss is not continuous and the corresponding learning algorithm is hardly to be efficiently and accurately executed, many surrogate loss functions have been proposed to approximate it [2, 32, 35] , such as ramp loss [5] and unhinged loss [50] , which are also proved to be robust to label noise under certain conditions [11] . Specifically, [31] formally defines a "noise-tolerant" robust loss if the minimization under it with noisy labels would achieve the same solution as that with noise-free labels. [10] further relaxes the definition with loss bounded conditions to make the definition useful in guiding construction of rational robust losses in practice. Inspired by this formulation, several losses have been designed very recently and proved to satisfy loss bounded conditions, like the GCE [59] and SL [53] , both originated from the CE loss by introducing some noise-robust factor.
Although these robust loss functions help improve the robustness of a learning algorithm on noisy labels, they still have evident deficiencies in practice. On the one hand, they inevitably involve hyperparameter(s) to control their robustness extents against different noise rates. These hyperparameters need to be manually preset or tuned by heuristic strategies like cross-validation, naturally conducting efficiency issue and difficulty in practical implementations. On the other hand, the relatively complex form of robust loss will increase the non-convexity of the objective function used for training the network. Together with the non-convexity brought by the complicated network architectures, the minimization with all involved network parameters is highly non-convex, making the problem easily trapped to an unexpected solution with poor generalization capability even under properly preset hyperparameters in the robust loss. It is thus still challenging to construct a generally useful algorithm for the problem.
To alleviate the aforementioned issues, this paper presents an adaptive hyperparameter learning strategy to automatically tune the hyperparameter and thus learn the robust loss from data. Specifically, this study mainly made three-fold contributions.
• The proposed algorithm realizes a mutual amelioration between automatically tuning proper hyperparameters involved in a robust loss and learning suitable network parameters. To the best of our knowledge, this is the first work to handle the robust loss (with explicit and concise forms) adaptive learning under noisy labels.
• Four kinds of STOA robust loss functions, including GCE [59] , SL [53] , Bi-Tempered [1] and PolySoft [13] , are attempted to be integrated into our algorithm, showing the generality of our algorithm on adaptive robust loss learning with noisy labels. Especially, besides GCE and SL, which have been proved to be theoretically robust under loss bounded condition, we also prove that the loss bounded conditions for Bi-Tempered and PolySoft, implying their intrinsic ro-bustness. These robust losses are thus all with sound theoretical guarantee and potentially useful.
• Comprehensive experiments substantiate the effectiveness of the proposed algorithm, especially its superiority beyond conventional hyperparameter setting strategy. Specifically, from the experiments, it is interestingly seen that through iteratively ameliorating both robust loss hyperparameters and deep network parameters, our algorithm is capable of exploring good solution for the problem with evidently better generalization than that extracted by conventional hyperparameter tuning strategy with even carefully tuned hyperparameters. This might show a new potential way for exploring solutions with better generalization for such highly non-convex robust learning problems.
The paper is organized as follows. Section 2 reviews the related works. Section 3 introduces the four robust loss forms used in this paper, and proves the theoretical robustness theory for Bi-Tempered and PolySoft. Our main algorithm for adaptive robust loss learning is also presented in this section. Experiments are demonstrated in Section 4, and a conclusion is finally made.
Related Work
Deep learning with noisy labels. There are various approaches raised for handling robust learning issues under noisy labels, which can be roughly divided into four categories: label correction, loss correction, sample reweighting and robust loss setting.
The label correction approach aims to correct noisy labels to their true ones via a supplemental clean label inference step, characterized by directed graphical models [55] , conditional random fields [49] or knowledge graphs [25] . Comparatively, the loss correction approach assumes that there exists a noise transition matrix defining the probability of one class changed to another. Typically, [45, 12] modeled the matrix using a linear layer on the top of the DNNs, Forward [37] used the noise transition matrix to modify the loss function, and GLC [16] used additional meta data to estimate the transition matrix.
Robust loss approach. Based on the noise-tolerant definition given by [34] , it has been proven that 0-1 loss, sigmoid loss, ramp loss, and probit loss are all noise-tolerant under some conditions [11] . [11] further relaxed this definition as bounded loss condition to make the theory better feasible in practice. Recently, curriculum loss, a tighter upper bound of the 0-1 loss was proposed in [28] , which can adaptively select samples for training as a curriculum learning process. Generalized to multi-class problem, MAE (Mean Absolute Error) is proved to be robust to symmetric label noise and class-conditional noise.
Under the advanced noise-robust understanding provided by [10] , some new robust losses have been designed on the basis of classical CE loss very recently expected to be finely performed in real practice. Zhang et al. [59] demonstrated that it is hard to train DNN with MAE, and proposed to combine MAE and CE losses to obtain a new loss function, GCE, which behaves very like a weighted MAE, to handle the noisy label issue. [53] observed that the learning procedure of DNNs with CE loss is class-biased, and proposed a Reverse Cross Entropy (RCE) to help robust learning. Besides, [1] also presented a robust loss called Bi-Tempered by introducing two tunable temperatures to the traditional softmax layer and CE loss, which makes the loss be bounded and heavy-tail. Xu et al., [57] also provided a novel information-theoretic robust loss function different from the distance-based loss as aforementioned.
Sample reweighting approach. The main idea of this approach is to assign weights to losses of all training samples, and iteratively update these weights based on the loss values during the training process [23, 19, 60] . Such a lossweight function is generally set as monotonically decreasing, enforcing a learning effect that samples with larger loss, more possible to be noisy labeled as compared with small loss samples, are with smaller weights to suppress their effect to training. In this manner, the negative influence of noisy labels can be possibly alleviated. An interesting result is that when this monotonically decreasing weighting function makes this re-weighting learning process equivalent to solving an implicit robust loss function [33] , which constructs a close relationship between this strategy with robust loss approach. Very recently, some advanced sample reweighting methods have been raised inspired by the idea of meta-learning [42] , which possesses a much more complicated weighting scheme to the conventional reweighting strategies. This makes them able to deal with more general data bias cases other than noisy labels, like class imbalance. The fine theoretical basis, like noise tolerant, however, is also lost and almost impossible to be further prompted due to their complex implementation formats.
Learning adaptive loss. Some other methods have also attempted to directly learn a good proxy for an underlying evaluation loss. For example, learning to teach [54] dynamically learned the loss through a teacher network outputting the coefficients matrix of the general loss function. Xu et al., [56] learned a discrete optimization schedule that alternates between different loss functions at different time-points. Adaptive Loss Alignment [17] extended work in [54] to loss-metric mismatch problem. [14] tried to learn the surrogate losses for non-differentiable and nondecomposable loss function. These methods, however, generally attain losses with complicated forms, making them hardly to be theoretically analyzed with robust loss theory.
Hyperparameter optimization. Hyperparameter opti-mization was historically investigated by selecting proper values for each hyperparameter to obtain better performance on validation set. Typical methods include grid search, random search [3] , Bayesian optimization [44, 46] , etc. Recently, meta-learning based strategy has been gradually more investigated [9, 8, 30, 38] . This paper can be seen as a specific exploration of this methodology on adaptive robust loss learning issue on noisy labels.
Adaptive Robust Loss Learning

Preliminaries
We consider the problem of c-class classification. Let X ⊂ R d be the feature space, and Y = {1, 2, · · · , c} be the label space. Assume the DNN architecture is with a softmax output layer. Denote the network as a function with input x ∈ X and output as f (
for any loss function L, the (empirical) risk of the network classifier is defined as:
The commonly used CE loss can be written as:
where y ij denotes the j-th component of y i . Generally in all components of y i , only one is 1 and all others are 0.
Typical Robust Loss Forms
We first introduce the forms of some typical robust losses.
Generalized Cross Entropy (GCE). To exploit the benefits of both the noise-tolerant property of MAE and the implicit weighting scheme of CE for better learning, Zhang et al., [59] proposed the GCE loss as follows:
where j i denotes the j's index of the term y ij = 1 for each i, and q ∈ (0, 1]. GCE loss degenerates to the CCE when q approaches to 0 and becomes to MAE loss when q = 1. Symmetric Cross Entropy (SL). Wang et al. [53] proposed an extra term for CE to make it noise tolerant and designed the Reverse Cross Entropy (RCE):
where A < 0 is a preset constant. The SL loss is defined as:
Bi-Tempered logistic Loss (Bi-Tempered). Amid et al. [1] replaced the logarithm and exponential of the logistic loss with corresponding "tempered" versions function log t , exp t , to make the loss functions bounded to handle large-margin outliers and softmax function heavy-tailed to handle small-margin mislabeled examples. Specifically,
, where [·] + = max{·, 0}. The Bi-Tempered Loss function is then defined as [1] :
where
Polynomial Soft Weighting loss (PolySoft). Self-paced learning (SPL) is a typical sample reweighting strategy to handle noisy labels by setting monotonically decreasing weighting function [23, 19, 60] . It has been proved that such re-weighting learning process is equivalent to minimizing an latent robust loss [33] , and it thus can also be seen as a standard robust loss method. Recently, Gong et al. [13] proposed a polynomial soft weighting scheme for SPL, which can generally approximate monotonically decreasing weighting functions. By setting the CE loss as the basis loss form, the latent robust loss of this method is:
where L CE is defined as in Eq. (1).
Adaptive Robust Loss Learning Algorithm
It can be observed that all aforementioned robust loss functions contain hyperparameter(s), e.g., (4)) and λ, d in L P oly (Eq.(5)). Instead of manually presetting or tuning them by cross-validation, we provide the following algorithm to adaptively learn these hyperparameter(s), by borrowing the idea of recent meta-learning techniques [41, 48, 7, 9, 43, 42] .
The Meta-learning Objective. Given training dataset D, the net parameters are trained by optimizing the following minimization problem under certain robust loss L T rain :
Algorithm 1 The Adaptive Robust Loss (ARL) Algorithm
Input: Training data S, meta data Smeta, batch size n, m, max iterations T . Output: Classifier network parameter w, robust loss hyperparameter Λ. 1: Initialize classifier network parameter w (0) and robust loss LR hyperparameter Λ (0) . 2: for t = 0 to T − 1 do 3:
{x, y} ← SampleMiniBatch(S, n).
4:
{x (m) , y (m) } ← SampleMiniBatch(Smeta, m).
5:
Update Λ (t) by Eq. (8). 6: Update w (t) by Eq. (10). 7: end for where Λ denotes the hyperparameter set of L T rain .
Our method aims to automatically learn the hyperparameters Λ in a meta-learning manner [7, 40, 42] . Specifically, assume that we have a small amount meta-data set (i.e., with clean labels)
, representing the meta-knowledge of ground-truth sample-label distribution, where M is the number of meta-samples, and M N . We can then formulate a meta-loss minimization problem with respect to Λ as:
where L M eta represents the loss imposed on meta data.
Since meta data are all clean, it is employed as the conventional loss forms without hyperparameter, like CE loss. Learning Algorithm. Calculating the optimal w * and Λ * requires two nested loops of optimization, which is expensive to obtain the exact solution [9] . Here we adopt an online approximation strategy [7, 42] to jointly update both sets of parameters in an iterative manner to guarantee the efficiency of the algorithm.
At iteration step t, we need to update hyperparameter Λ (t) on the basis of the net parameter w (t−1) and hyperparameter Λ (t−1) obtained in the last iteration by minimizing the meta loss defined in Eq. (7) . To guarantee efficency and general feasibility, SGD is employed to optimize the parameters on m mini-batch samples D m from D meta , i.e.,
where the following equation is used to formulatẽ w (t) ((Λ)) on a mini-batch training samples D n from D:
which is inspired from MAML [7] , and α, β is the step size.
When obtained the parameter Λ (t) , the network parameters w (t) can then be updated by:
The Adaptive Robust Loss (ARL) Algorithm can then be summarized in Algorithm 1. All computations of gradients can be efficiently implemented by automatic differentiation techniques and easily generalized to any deep learning architectures. The algorithm can be easily implemented using popular deep learning frameworks like PyTorch [36] . The algorithm can then be easily integrated with any robust loss to make their hyperparameter automatically learnable. Specifically, we denote the ARL algorithms on robust losses defined in Eq.(2),(3),(4) and (5) as A-GCE, A-SL, A-Bi-Tempered and A-PolySoft, respectively.
Noise-robust Properties of Utilized Losses
It can be seen from Fig.1 the adopted GCE, SL, Bi-Tempered and PolySoft losses are all robust amelioration from CE loss to noisy labels. All of them tend to be flat when loss becomes larger so as to suppress the negative influence by large losses brought by noisy samples with incorrect labels. In theory, actually they all satisfy loss bounded conditions, and are noise-tolerant under certain conditions. This property has been proved for GCE [59] and SL [53] , and we then provide the related results for the other two.
Denote the true label of x asŷ, in contrast to its noisy label y, and D c and D n as the underlying distributions of clean and noisy data, respectively. Let R L (f ) = E Dc [L(f (x),ŷ)] be the risk of classifier f under clean labels, and R η L (f ) = E Dn [L(f (x), y)] as the risk of classifier f under label noise rate η. A loss function L is defined to be noise tolerant [31, 10] iff on noisy data has the same misclassification probability as that of f * on clean data, wherê f and f * are the global minimizers of R η L (f ) and R L (f ), respectively. To make this definition more feasible in practice, Ghosh et al. [10] further relaxed this definition as the bounded loss condition and proved that under it the loss also possesses certain robustness capacity in theory [59] , as proved for GCE [59] and SL [53] . We can further prove that the PolySoft and Bi-Tempered also possess these properties, as provided in the following theorems. The detailed proofs are listed in the supplementary material. 
. The theorem clarifies that the PolySoft loss is with loss bounded condition, and noise tolerant when λ = log c.
Theorem 2 Under the symmetric noise with η ≤ 1− 1 c , and 0 ≤ t 1 < 1, t 2 > 1, the Bi-Tempered loss in Eq.(4) satisfies
This theorem illustrates that the Bi-Tempered loss satisfies loss bounded condition. Albeit not noise tolerant, it still possesses certain theoretical robustness [59] .
Experimental Results
To evaluate the capability of the ARL algorithm, we implement experiments on CIFAR-10, CIFAR-100, TinyIm-ageNet, as well as a large-scale real-world noisy dataset Clothing1M.
Experimental Setup
Datasets. We first verify the effectiveness of our method on two benchmark datasets: CIFAR-10 and CIFAR-100 [21] , consisting of 32 × 32 color images arranged in 10 and 100 classes, respectively. Both datasets contain 50,000 training and 10,000 test images. We random select 1,000 clean images in the validation set as meta data. Then, we verify our method on a larger and harder dataset called Tiny-ImageNet (T-ImageNet briefly), containing 200 classes with 100K training, 10K validation, 10K test images of 64 × 64. We random sample 10 clean images per class as meta data. These datasets are popularly used for evaluation of learning with noisy labels in the previous literatures [39, 37, 12] .
Noise setting. We test two types of label noise: symmetric noise and asymmetric (class-dependent) noise. Symmetric noisy labels are generated by flipping the labels of a given proportion of training samples to one of the other class labels uniformly [58] . For asymmetric noisy labels, we use the setting in [42] , where the label of each sample is independently flipped to two classes with same probability. Also, we consider a more realistic hierarchical corruption in CIFAR-100 as described in [16] , which applies uniform corruption only to semantically similar classes.
Baselines. We compare ARL algorithm with the following state-of-art methods, and implement all methods with default settings in the original paper by PyTorch. 1) CE, which uses CE loss to train the DNNs on noisy datasets. 2) Forward [37] , which corrects the prediction by the label transition matrix. 3) DMI [57] , which uses mutual information based robust loss to train the DNNs. 4) Meta-Weight-Net [42] , which uses a MLP net to learn the weighting function in a data-driven fashion, representing the SOTA sample weighting methods. 5) PolySoft [13] , 6) GCE [59], 7) SL [53], 8) Bi-Tempered [1] represent the STOA robust loss methods. The meta-data in these methods are used as validation set for cross-validation to search the best hyperparameters except for Meta-Weight-Net.
Network structure. We use ResNet-32 [15] as our classifier network models for CIFAR-10 and CIFAR-100 dataset, and a 18-layer Preact ResNet [15] for T-ImageNet. Experimental setup. We train the models with SGD, at an initial learning rate 0.1 and a momentum 0.9, a weight decay 1 × 10 −3 with mini-batch size 100. For our proposed methods, ResNet-32 models, the learning rate decays 0.1 at 40 epochs and 50 epochs for a total of 60 epochs; Preact ResNet-18 models, the learning rate decays 0.1 at 30 epochs and 60 epochs for a total of 90 epochs. We use SGD to optimize hyperparameters, and the learning rate setting is the same as the classifier for different experiments.
Hyperparameter setting. For the methods in PolySoft, GCE, SL, Bi-Tempered, we used the optimal hyperparameter in the original paper or carefully searched by crossvalidation. For our method, those hyperparameters are automatically learned.
Robustness Performance Evaluation
Results on CIFAR-10 and CIFAR-100. The classification accuracies of CIFAR-10 and CIFAR-100 under symmetric and asymmetric noise are reported in Table 1 with 5 random runs. As can be seen, our ARL algorithm (in color blue) improves on the original algorithm via a large margin for almost all noise rates and all datasets. Table 2 shows classification accuracies of more realistic hierarchical label corruption on CIFAR-100 dataset. Our ARL algorithm can also improve the accuracy of the original algorithm and A-PolySoft outperforms all other baselines methods.
Combining Table 1 and 2, it can be observed that: 1) PolySoft and Bi-Tempered's performance drop quickly as the noise rate exceeds 0.4, and A-PolySoft and A-Bi-Tempered improve the accuracy around 5% on CIFAR-100 thereafter. 2) SL drops more quickly on CIFAR-100 than CIFAR-10, and A-SL improves the accuracy more evidently, over 10% on CIFAR-100 with 20% noise rate.
3) A-PolySoft outperforms the STOA sample reweighting method Meta-Weight-Net, possibly attributed to its monotonically decreasing form of robust loss, making it noise robust, as illustrated in Section 4.3.
Results on T-ImageNet. To verify our approach on a more complex scenario, we summarize in Table 3 the test accuracy on T-ImageNet with different noise setting. As we can see, for both noise settings with different noise rates, A-PolySoft outperforms other baselines. Meanwhile, our ARL algorithm improves the original algorithm stably.
Towards Understanding of ARL Algorithm
How ARL adapt to noise extents. To understand how the ARL algorithm automatically fit noise extents, we plot the learned loss under different noise rates on CIFAR10 dataset in Fig.1 . It is easy to see that when the loss value is small, learned loss is almost the same as CE loss; while when loss becomes larger and exceeds a certain threshold, learned loss tends to be flat thereafter, behaving as suppressing the effect of samples with incorrect labels often with large losses. Furthermore, the learned loss tends to be flat earlier when the noisy rate is higher, which implies ARL algorithm can adjust loss function according to noise amounts to better encode and alleviate the noisy label effectly. Such noisy-rate adapting capability of our algorithm finely ex- plains its superior robustness depicted in our experiments.
Reweighting mechanism visualization. To better understand why our algorithm contributes to learn more robust models during training, we plot the weight distribution variations of clean and noisy training samples during the learning process of A-PolySoft in Fig.2 . To better visualize this point, we also compare such weight distribution of Meta-Weight-Net. It can be seen the weights extracted by A-PolySoft clearly distinguish clean and noisy samples, much more evident than those obtained by Meta-Weight-Net. Specifically, through the iteration of our algorithm, the weights of clean samples are with larger values gradually than those on noisy ones (most approximates 0), and thus the negative influence of these noisy labels tends to be effectively reduced. This clearly explains why our algorithm is able to consistently outperform the Mete-Weight-Net. Representation Demonstration. We further investigate the representations learned by ARL algorithm compared to other baselines. We extract the high-dimensional representations of data at the second last dense layer of the learned classifiers by different methods, and then project them to a 2D embedding by using t-SNE [29] . As shown in Fig.3 , it is evident that the representations learned by A-Bi-Tempered algorithm (other methods are presented in the supplemental file) are obviously better than that by CE and Bi-Tempered with more separated and clearly bounded clusters.
Ablation Study
ARL algorithm tries to mutually ameliorate robust loss hyperparameters and net parameters in an iterative manner. An important problem is whether or not the mutual amelioration process helps explore better generalization solution. To clarify this, Fig.4 compares four strategies as: 1) SL: conventional SL method using the hyperparameter optimally tuned by cross-validation; 2) SL-Opt1: conventional SL method using the hyperparameter learned by A-SL at the last step; 3) SL-Opt2: run conventional SL in each step of A-SL by using the hyperparameter obtained by the latter in its current step as its initialization; 4) A-SL: our algorithm. It can be easily observed: 1) SL-Opt1 performs worse than SL, which means the hyperparameter adaptively learned by A-SL is actually not the optimal one for SL, with fixed hyperparameter throughout its iteration. 2) SL-Opt2 outperforms SL, implying the A-SL adaptively finds a proper hyperparameter for its robust loss and simultaneously explores a good initialization net parameter for this loss under its current hyperparameter in a dynamical mutual updating way. 3) ASL outperforms SL-Opt2, showing such adaptive learning manner for both robust loss hyperparameter and net parameters should be a more suitable manner for simultaneously obtaining optimal values for both of them rather than only updating one under the other fixed, even the fixed one could be set possibly optimal. All of these observations inspire such a meta-learning regime might provide a rational learning manner for exploring better generalization solutions for such non-convex robust learning problem.
Experiments on Real-world Noisy Dataset
We then verify the applicability of our algorithm on a real-world large-scale noisy dataset: Clothing1M, which contains 1 million images of clothing from online shopping websites with 14 classes, e.g., T-shirt, Shirt, Knitwear. The labels are generated by the surrounding text of images and are thus extremely noisy. The dataset also provides 50k, 14k, 10k manually refined clean data for training, validation and testing respectively, but we did not use the 50k clean data. We use the validation dataset as the meta dataset.
Experimental setup. Following the previous works [37, 47] , we used ResNet-50 pre-trained on ImageNet. For preprocessing, we resize the image to 256 × 256, crop the cen-ter 224 × 224 as input, and perform normalization. We used SGD with a momentum 0.9, a weight decay 10 −3 , an initial learning rate 0.01, and batch size 32. The learning rate of ResNet-50 is divided by 10 after 5 epochs (for a total 10 epochs). We use SGD to optimize hyperparameters with an initial learning rate 0.1, and divided by 10 after 5 epoch.
Results. The results are summarized in Table 4 . The conventional algorithm need to search a proper hyperparameter from a candidate set by cross-validation to obtain a satisfied result, which is often expensive and hard to be reproduced in real-world settings. Our ARL algorithm provides a new way to mutually ameliorate between hyperparameter and network parameters to reduce the barrier of practical implementations. It can be seen that ARL algorithm can consistently improve the performance of the original algorithm, and A-PolySoft obtains the highest performance compared to the baselines.
Conclusion
In this paper, we have proposed an adaptive hyperparameter learning strategy to learn the form of robust loss function directly from data by automatically tuning the hyperparameter. Four STOA robust loss functions are chosen to be integrated into our ARL framework, to verify its validity. Comprehensive experiments have been conducted, and the empirical results show that the propose method can perform superior than conventional hyperparameter setting strategy. The learning fashion of iterative amelioration betwen hyperparameter and network parameter has shown good potential for providing a new thought to explore solutions with better generalization for such highly non-convex robust loss optimization problems.
