Let G be a complex symplectic group. We construct a certain Gvariety N, which shares many nice properties with the nilpotent cone of G.
Introduction and main results
Let G = Sp(2n, C) be a complex symplectic group of rank n. Let B be its Borel subgroup. Then, we have the moment map
where N G ⊂ g is the nilpotent cone of G. This map, sometimes called the Springer resolution, is very important in representation theory since it is deeply connected with the Springer representation of the Weyl group and the Lusztig realization of the Hecke algebra (cf. [CG97] and [KL87] ). In this paper, we construct a certain variant N of N G which shares many nice properties with N G . It is even "better" in the sense that it admits two mutually commutative C × -actions. Let T be a maximal torus of B. We denote by X * (T ) the character group of T . Let R be the root system of (G, T ) and let R + be its positive part defined by B. We embed R and R + into a n-dimensional Euclid space E = ⊕ i Cǫ i as:
We define V 1 := C 2n and V 2 := (∧ 2 V 1 )/C. These representations have B-highest weights ǫ 1 and ǫ 1 + ǫ 2 , respectively. We put V := V 1 ⊕ V 2 and call it the exotic representation of Sp(2n). For a G-module V , we define its weight λ-part (with respect to T ) as V In order to prove Theorem A, we provide the following theory of Jordan normal form:
where
. We define the support of X as suppX := {i ∈ [1, n]; X(±ǫ i ) = 0 or X(±ǫ i ±ǫ j ) = 0 for some sign and j ∈ [1, n]}.
Definition C. A Jordan block J(λ) of length λ and position i is one of the following vectors in V:
.
Here we assume 0 ≤ j ≤ λ and we regard
Theorem D (Jordan normal form). A vector X ∈ N is G-conjugate to a Jordan normal form.
We prove this theorem by using the restriction to GL(n, C) ⊂ Sp(2n, C). The point is that every Jordan normal form can be seen as the sum of a nilpotent element of gl n and an element of its vector representation. Our theory of Jordan normal forms yields:
Theorem E. The number of G-orbits in N is finite.
Theorem F (= Corollary 1.4). Every non-open G-orbit in N has codimension at least two.
These theorems, combined with Dadok-Kac's theory of polar representations, give necessary results to apply the arguments of Bernstein-Lunts [BL96] and Chriss-Ginzburg ([CG97] Proof of Theorem 6.7.3). This proves Theorem A 1) and 2). To prove 3), we need to consider the fixed point of a certain oneparameter subgroup and apply the usual structural result about the Springer fibration.
The above theorems A-E naturally motivates us to study K G (F × N F ) as a convolution algebra (cf. Ginzburg [Gi97] ). The answer is a certain localization of Hecke algebras with unequal parameters. In particular, we obtain the Deligne-Langlands type classification and K-theoretic realizations of representations of Hecke algebras with unequal parameters of type C
(1) n . It is treated in the companion paper ( [Ka06b] ). There, Theorem 1.7 plays a prominent role.
Some part of our results may have a counterpart in more general setting of Dadok-Kac [DK85] or Schwarz [Sc78] . I adopt the present setting since it is deeply connected to the representation theory and I am not sure how extent the results of this paper hold in the general setting.
Theory of Jordan normal forms
Before the proof of Theorem D, we need some preparation. We define
We regard E ∼ = t via the natural inner product. Let s 0 := exp(
The subspace LieG s0 ⊂ LieG is a Lie subalgebra isomorphic to gl(n, C). We denote the corresponding connected algebraic subgroup as G 0 . It is isomorphic to GL(n, C). The group G 0 acts on V 0 2 . By the comparison of weights, we conclude V 0 2 ∼ = sl(n, C) as G 0 -module. Moreover, the eigenvalue of s 0 splits
Let X α ∈ g be a non-zero root vector corresponding to α ∈ R. We put v i,j := exp(X ǫi−ǫj ) and u i,j := exp(X ǫi+ǫj ).
Proof of Theorem D. By the definition of N, we first assume X ∈ V + . Write
We may regard X 0 2 as an element of gl n via the embedding V 0 2 ∼ = sl n ⊂ gl n . We put d X := suppX 2 − suppX 0 2 . We define n X as an integer such that (X does not naturally act on some space, the definition of r X and n X might look strange. But we only use them as invariants under the GL(n, C)-action, which make sense in this setting.) ( Step 1) By means of G 0 -action, we can assume that X 0 2 is a Jordan normal form of sl n via the isomorphism V 0 2 ∼ = sl n as G 0 -modules. I.e.
and we have r (−)nẇX > r X . We replace X with (−) nẇ X and again apply the procedure of (Step 1). We can do this operation only finitely many times since r X ≤ n. As a consequence, we can assume that suppX 2 = suppX 
It follows that we can rearrange X by an appropriate product
holds. We replace X with uX. Notice that this operation is consistent with the operations in (Step 1) and (Step 2). Therefore, the repeated use of procedures in (Step 1)-(Step 3) terminates.
(Step 4) We can assume
for an appropriate choice of µ i ∈ Z ≥0 . Rearranging X 2 by the action of N G0 (T ), we can assume µ 0 ≥ µ i for every i. If X(ǫ i + ǫ j ) = 0 for every i ∈ [1, µ 0 ] and j ∈ [1, µ 0 ], then we forget the first Jordan block and restrict our attention to
and n (−)p+1···(−)nẇpX > n X . Since we have n X ≤ n, the repeated use of this operation terminates. Repeating this procedure and that of (Step 1), we conclude that X is expressed as the form
up to G-conjugation.
(
Step 5) It suffices to prove the result when X 2 = J (0) (n) 0 . By the weight consideration, there exists c i,j ∈ C such that
. By means of U -action, we assume that X 1 (−ǫ p ) = 0 holds for a unique p ∈ [1, n]. By rearranging X by (−) 1 · · · (−) nẇ 0 0 if necessary before the U -conjugation, we further assume X 1 (ǫ n−q ) = 0 for q ≤ p. Thus, we can choose appropriate c n , c n−1 , . . . , c p to obtain g cn n g
cn−1
n−1 · · · g cp p X 1 (ǫ n−q ) = 0 for each 1 ≤ q ≤ n. Therefore, we obtain
as desired.
Proof. Since N is the image of F , it follows that N is an irreducible variety of dimension ≤ dim F . We have dim F = dim G/B +dim V + = 2 dim G/B. Hence, it suffices to prove that the Lie algebra of the stabilizer of J (n) (n) 0 in G has dimension n. Let B − be the opposite Borel subgroup of B with respect to T . It is easy to see that the action of LieB − on J (n) (n) 0 is infinitesimally free. Hence, it suffices to show that the action of Lie[B, B] has n-dimensional infinitesimal stabilizer. We have
(i = j and sign is +) up to T -action. The image of the above action spans
This space has dimension dim V + − n = dim[B, B] − n. Therefore, a dimension counting yields the result. Proof.
If J consists of at least two Jordan blocks (say J (m1) (µ 1 ) 0 and J (m2) (µ 2 ) µ1 ), then exp(t 1 X −2ǫµ 1 + t 2 X −2ǫµ 1 +µ 2 + t 3 X −ǫµ 1 −ǫµ 1 +µ 2 ) acts on J trivially (for some t 1 , t 2 , t 3 ∈ C). If µ 1 = n and j 1 = n, then exp(X −2n ) acts on J trivially. In both cases, we have dim(G.J ∩ V + ) < dim V + , which yields the result.
Although we do not need the following result in this paper, we need it in the companion paper.
Definition 1.5 (Admissible parameters).
1) A pair (a, X) = (s, q 1 , q 2 , X 1 ⊕ X 2 ) ∈ G × V is called a quasi-admissible parameter if s is semisimple, the both of q 1 and q 2 are not root of unities, X 1 ⊕ X 2 ∈ N, s 2 X 1 = q 2 1 X 1 , and sX 2 = q 2 X 2 hold. 2) A pair (s, q 1 , q 2 , X 1 ⊕ X 2 ) ∈ G × V is called an admissible parameter if it is a quasi-admissible parameter and sX 1 = q 1 X 1 hold. Definition 1.6 (Quasi-Jordan normal form). A quasi-Jordan normal form J 0 is a sum J + J − , where 1) Let (a, X) be a quasi-admissible parameter. Then, there exists g ∈ G such that gsg −1 ∈ T and gX is a quasi-Jordan normal form;
2) Let (a, X) be an admissible parameter. Then, there exists g ∈ G such that gsg −1 ∈ T and gX is a Jordan normal form.
Proof. The proof is almost the same as that of Theorem D. Thus, we check that each step of the proof of Theorem D is valid as a proof of Theorem 1.7. We start by assuming s ∈ T and X ∈ V 1 ⊕ V + 2 by the G-action. Here we need to take conjugate of a if we take conjugation of X. Notice that the conjugation of a by G s is trivial. Steps 1-4 deal with V 2 -part, while step 5 deals with V 1 part. Thus, steps 1-4 of the proof of Theorem D work without change if we restrict u i,j and v i,j to be unipotent elements in G s . By a weight consideration, we do not need to apply
Step 5. Instead, we sucessively apply elements 1) in N G0 (T ) which sends X 2 to a Jordan normal form, and 2) of the form (−) p . . . (−) nẇ 0 p which acts an identically on X 2 (up to T -action). It gives a Jordan normal form if X 1 is an eigenvector of s. It gives a quasi-Jordan normal form if X 1 is a sum of two eigenvectors of s. The latter case occurs only if (a, X) is not admissible.
Proof of Theorem A
We retain the setting as in the previous section. We define
In particular, we have F 0 = F . We define µ and µ h by the following diagram:
. Moreover, it factors through S n . We call an element h ∈ V[0] generic if the number of elements in W h is equal to n! (= |S n |).
We for some non-zero constants {c α } α∈R . Thus, the Lie algebra of the stabilizer is equal to ⊕ i CX −2ǫi , which has dimension n.
Our representation V is a polar representation with a Cartan subspace V[0] in the sense of Dadok-Kac (c.f. [DK85] p510 Definition and p522 Table 1 ). Its Weyl group W V is defined as
Proof. We know W V ∼ = S n by the classification of [DK85] 
n , which corresponds to the long roots of G. In particular, a lift of a non-trivial element of S n ⊂ W to N G (T ) defines a non-trivial automorphism of Z G (V[0] ). Thus, the natural map
Corollary 2.4. The subset
Proof. The dimension of the LHS is
Thus, the result follows since V is an irreducible algebraic variety.
Theorem 2.5 ([DK85] Theorem 2.9). The restriction map
Corollary 2.6. The inclusions
which respects the grading.
Proof. All algebras are isomorphic as graded algebras. Each map respects the grading by construction. Since the composition map is an isomorphism by Theorem 2.5, the result follows.
Thanks to Theorem 2.5, we have a morphism
Lemma 2.7. The map µ is surjective. Proof. The variety Imµ h is the G-saturation of h + V + . Since the fiber of ad is G-stable, it suffices to show µ (h + V
G has weight 0 as T -module. It follows that f is constant along h + V + since V + is the positive part. Therefore, we obtain
Lemma 2.9. We have N = ad −1 (0).
Proof. Lemma 2.7 and Lemma 2.8 show that w∈W Imµ wh = ad −1 (h).
Applying it to h = 0, the result follows. Proposition 2.13. The differentials dp 2 , . . . , dp n are linearly independent on N up to codimension two locus.
Proof. By Theorem D, every element of N (= Imµ) is G-conjugate to an element of V 1 ⊕V 0 2 . By Theorem A 1), the V 1 -factor of X does not effect p i (i = 2, . . . , n). Thus, restricting from T * V to T * (V 1 ⊕ V . By the corresponding linear independence assertion on the principal nilpotent orbit of SL(n, C), we deduce that dp 2 , . . . , dp n are linearly independent on the dense open orbit in N. Therefore, Corollary 1.4 yields the result.
