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A REAL-TIME AUTOMATED TRANSCRIPTION TOOL FOR
TACTICAL COMMUNICATIONS ASSESSMENT
David T. Williamson
Robin A. Snyder Jr.
Human Effectiveness Directorate
Wright-Patterson AFB, Ohio
1Lt Mathew D. Purtee
Human Effectiveness Directorate
Mesa, Arizona
This paper describes the development of a real-time automated transcription tool for assessing tactical
communications in a DIS environment.
Java-based tools were developed to capture simulated radio
communications data from tactical training exercises conducted at the Warfighter Training Research Division of the
Air Force Research Laboratory’s Human Effectiveness Directorate. A representative set of audio data was handtranscribed and used as training material for a class-based statistical language model using a commercially available
speech recognition system. The language model was designed to allow run-time input of callsign data to provide
increased flexibility. The resulting system is a real-time automated speech-to-text transcription tool that logs the
audio data obtained from signal PDUs as a standard wave file and produces a text transcription, aiding in assessing
tactical communications effectiveness. To test the capabilities of this system, an evaluation was performed using
DIS log data from similar training exercises. Preliminary results indicate that overall word error rates across all
participants were around 18%. For individual stations, however, word error rates less than 4% were obtained.
Additional efforts are underway to refine the language model to achieve further reductions in error rate. Also
discussed are efforts to further develop the Java DIS tools to provide scanner, logger, and basic radio functionality.
Background
Scientists at the Air Force Research Laboratory (AFRL)
are involved in an effort to provide technological
advances that will pay off for information management
and training development for years to come. According
to Version 6 of the Department of Defense Joint
Technical Architecture (2003),
“For US forces to counter current and future
threats successfully, they must operate worldwide
with speed, agility, and flexibility. Key to achieving
this required level of responsiveness is providing the
quality,
share
situational
awareness,
and
understanding necessary to make sound individual
and collective judgments.”
The emphasis of this doctrine is for continual
development and maximum training of situational
awareness and communications with team members
from different backgrounds. Currently, there is a need
for automatic scoring of radio communication during
Distributed Mission Operation (DMO) events and
training system applications for Air Force linguists
(Air Force Policy Directive 33-1, 2001). In order to
accomplish this, AFRL is evaluating available
Speech-To-Text
(STT)
applications
and
incorporating Latent Semantic Analysis (LSA) in
order to develop, demonstrate, and integrate in near
real time automatic speech evaluation capabilities in
training disciplines. Another goal is the automatic

ability to transfer languages other than English in
communication amongst team members.
Known as the Warfighter Communications Assessment
System (WCAS) (Figure 1), this effort will provide Air
Combat Command (ACC) with a comprehensive speech
recognition, database, and analysis capability that will
be instrumental to future readiness assessments and
training delivery. This will be accomplished by
assessing the feasibility of automated communications
evaluation for training and demonstrating the capability
of using standard scores as a criterion for training and
rehearsal. Given success of this developing technology,
automatic scoring will provide objective training
effectiveness and proof of concept retention on paper as
well as provide capabilities to communicate in
languages other than English.
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Figure 1. Warfighter Communications Assessment
System (WCAS)
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The first applicable domain of WCAS will be the F16 four ship scenario. This need is outlined in Air
Force Instruction (AFI) 11-2F-16, Flying Operations
(2002):
“Units will design training programs to achieve the
highest degree of combat readiness consistent with
flight safety and resources availability. Training must
balance the need for realism against the expected
threat, pilot capabilities, and safety.”
Benefits from this advanced training tool will most
likely include enhanced mission effectiveness,
reduced fratricide, enhanced training needs, and
improved training. A highly proficient cadre of
operators for these domains will be more readily
available for current and future mission needs.
Directed by AFRL/HEAS (Warfighter Skill Division
and Training Branch) and supported by efforts from
HEC (Warfighter Interface Division) and KAT
(Knowledge Analysis Technologies), this concept
will be achieved through a number of significant
milestones. The first is to develop an intelligent
information retrieval workstation with a speech
recognition system integrated and then fed into a
LSA tool – an advanced statistical algorithm
methodology - used to score aircraft communications.
The second milestone is to assess the impact of lessthan-ideal STT data basing on the accuracy of
embedded content assessment, data flagging, and
monitoring. These findings will then be developed
for demonstration and integration of the WCAS
capabilities into other key operational settings such as
tactical communications, Battlestaff commander
action planning and decision making, and
information warfare. The final effort of the program
is to demonstrate the transferability of the tools,
methods, and data to languages other than English.
Latent Semantic Analysis is a mathematical tool for
evaluating the contextual-usage meaning of words by
means of statistical computations (Landauer, Foltz, &
Laham, 1998). The WCAS program was first based
upon an LSA-based tool for tracking and scoring text
through research AFRL sponsored as part of a Small
Business Innovative Research effort (Laham,
Bennett, & Derr, 2001). This work demonstrated very
basic speech recognition and LSA analysis
capabilities which validated basic concepts and
highlighted applications, such as career field and
information operations applications, and discussed
challenges with real time processing and further
research this current effort will address.
This paper describes the first two steps in the overall
WCAS implementation: the audio extraction and

logging of DIS signal PDUs and the subsequent
recognition and transcription of these communication
events. The design and implementation of the
extraction and transcription processes will be
described along with the results of evaluations on
sample scenario data. Also discussed are efforts to
further develop the Java-based DIS tools to provide
scanner and basic radio functionality.
Language Model Development
One of the features of the speech recognition system
is the ability to use statistical language models
(SLMs) to represent the target domain. This SLM
technique was used in a recent study to assess
performance on a NATO Native and Non-Native
(N4) speech database (Williamson & Snyder, 2002).
This approach, combined with a feature called robust
natural language interpretation, provides a powerful
capability to recognize a wide variety of commands.
The steps required in creating an SLM grammar are
1) create the training set; 2) optionally create a
vocabulary file, 3) determine the order of the SLM,
4) train the SLM, and 5) incorporate the SLM in the
application. These steps applied to the WCAS
domain are described below.
Training Set
The first step in generating an SLM was the creation
of the training set. This involved the manual
transcription of a set of DMO training sessions that
represented the potential range of communications
events that were likely to occur in this domain.
Seven DMO sessions were used for the training set
development. To maximize the effectiveness of the
training set, a number of grammar rules or classes
were created for those vocabulary items that were
likely to change from one session to the next. Two of
these classes were Fighter and AWACS callsigns.
By substituting specific callsigns in the training data
with generic placeholders for Fighter and AWACS,
the resulting SLM is able to recognize any callsigns
provided at runtime. Other classes included items
such as Heading, Altitude and Range values.
Vocabulary File
The next step was the generation of the vocabulary
list. While this step was optional, it provided the
ability to constrain the model to only those
vocabulary items relevant to the domain, excluding
items such as word fragments or other disfluencies.
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SLM Order

SLM Training
The next step was training the SLM. This was done
using a utility that takes the training set, vocabulary
file and model order as inputs and provides a
resulting file that can be incorporated into the
application grammar.
Application Grammar
The final step in the overall language modeling
process was the creation of the application grammar.
Here, specific callsigns are inserted dynamically prior
to a given data collection session. The application
grammar also provided for semantic tagging of
specific data items, such as AWACS and fighter
callsigns, which were returned by the robust natural
language interpretation engine upon recognition of a
given utterance.
Language Model Evaluation
To test the performance of the language model, an
evaluation was performed on the six remaining
session logs that were not used in training the model.
Figure 2 shows the average word error rates across
the five players, AWACS and Fighters 1-4. This
overall error rate combines substitution errors, where
an incorrect word is substituted for the correct word,
deletions, where a word is spoken but not returned in
the recognition result, and insertions, where
additional words are incorrectly inserted in the result
when the speaker did not speak them.
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Figure 2. Overall Word Error Rates by Session
The performance of the language model on the
individual station positions for each of the six test
sessions is shown in Table 1.
Table 1. Individual Word Error Rates by Session by
Station
Session
1
2
3
4
5
6

AWACS
11.1
3.6
5.9
9.3
10.3
11.0

F1
21.4
30.7
26.0
24.9
37.3
34.1

F2
22.9
32.9
22.0
23.8
19.7
26.3

F3
25.2
32.0
13.4
23.8
21.7
28.3

F4
29.3
24.1
24.1
26.9
27.5
27.7

Figure 3 shows the average word error rate across the
six test sessions for each of the five stations. Clearly,
the AWACS station achieved the best overall
performance. AWACS also represented the greatest
percentage of total words spoken with 44.6%,
followed by Fighter 1 (20.8%), Fighter 3 (17.1%),
Fighter 2 (20.8%), and Fighter 4 (7.9%).
35
30

Word Error Rate (%)

Next, the order of the SLM was determined. The
order of an SLM refers to the probability assigned to
words that occur in groups of N. In a bigram model,
this probability is calculated for groups of two words.
To find the optimum value of N for the n-gram
language model, several recognition experiments
were conducted varying the order from a bigram to a
trigram model. In the end, the trigram model was
chosen as providing the best balance of performance
with overall model complexity.
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Figure 3. Average Word Error Rates by Station
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Transcription Tool Development
The transcription tool is broken into three parts, the
Courier, Transcriber, and Recognizer and is depicted
in Figure 4. Each part has its own unique
responsibilities and is described below.
Courier

Transcriber

Recognizer

Receive PDUs
Separate Entities
Filter PDUs
Buffer Complete Utterance
Recognize Utterance
NL Interpretation
Send Results to LSA
Log Audio and Results
Display Results

Figure 4. Activity Diagram
Courier
The Courier is the interface to the IP network. Its sole
responsibility is to send and receive Protocol Data
Units (PDUs). The Courier listens on port 3000, as
specified in the IEEE standard, for UDP network
traffic. All UDP packets are received and analyzed to
determine if they are PDUs. If the packet is found to
be a PDU, it is then sent to the Transcriber.
Transcriber
The Transcriber processes the PDUs, preparing them
for recognition, and then logs and displays the
results. The first step is to separate the PDUs based
on their Entity ID and Radio ID placing the PDU into
its entities sorted list. When the PDUs are added to
the list, they are filtered and sorted. The PDUs are
filtered according to type and timestamp. The filter
first checks to see if the PDU is either a signal or
transmitter, as these are the only PDUs necessary for
audio extraction. If the PDU is of these types, the
timestamp is then checked to be within the time
window of the PDUs contained in the sorted list. The
list is sorted by timestamp and then by type. A
transmitter that specifies the radio is on and
transmitting has higher priority than a signal.
Transmitters with the other transmit states, off and on
and not transmitting, have lower priority than signals.
A complete utterance is made up of the following

PDU sequence: a transmitter PDU indicating on and
transmitting, a series of signal PDUs containing
audio data and a transmitter PDU indicating the radio
is not transmitting. This utterance is then written out
to a file as a standard wave file. This wave file is then
forwarded to the Recognizer.
Recognizer
The Recognizer processes the file, returning the
transcription of the utterance. Information is
extracted using the Natural Language Interpretation.
Please see the section on the speech recognition
system for more information. The results are then
sent to the Latent Semantic Analysis (LSA).
Control is then returned to the Transcriber. Here the
audio, transcription, and results are logged. The
results and transcription are displayed and color
coded according to the confidence score from the
speech recognition engine (Figure 5). The process
ends by giving control back to the Courier.

JAVA DIS Tools
Several tools have been created that use the DIS
library. These include a Scanner, Radio, and Logger
tool. The Scanner tool, (Figure 6), allows live
playback of audio traffic on the network. Just like a
regular radio scanner, frequencies can be selected to
play or be turned off. Each entity can also be turned
on or off. The Scanner works much the same as the
Transcriber, it separates each entity’s PDUs.
However, it doesn’t buffer the entire utterance. It
buffers a tenth of a second of audio and then starts
the playback. More than one entity can be heard at a
time. Active entities and frequencies are color coded
with green representing currently transmitting entities
and red representing online but not currently
transmitting. The Radio tool (Figure 7), is build upon
the Scanner. It has the same functionality as the
Scanner, but adds the feature of talking live across a
DIS network.
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Discussion
The tools described in this paper provide an initial
capability to help automate the communications
assessment process in a DMO environment. Initial
performance results indicate that less than 20 percent
word error rates (WERs) are achievable with the
current statistical language modeling technique,
which exceeds the initial program goal of 40 percent
WER. Additional research is underway to attempt to
improve upon this baseline performance. This
includes producing separate language models, one for
AWACS and one for the fighter group, as well as
using additional data sets for the SLMs.
Figure 5. Transcriber Tool

The use of separate SLMs would allow a more
representative
modeling
of
the
specific
communication events for each group. This would
require multiple SLMs running simultaneously with
the Recognizer module routing the specific command
to the appropriate model based on the entity ID
contained in the signal PDU.
The performance of SLM-based speech recognition
systems is based on the data used in training the
models. The use of additional data sets will result in
better overall coverage of the domain and improve
accuracy.

Figure 6. DIS Scanner Tool

The more general purpose DIS Scanner and Radio
tools are also being refined and expanded upon to
increase their functionality. One enhancement to the
Radio tool is the incorporation of 3D audio
spatialization which combines location information
from GPS and head tracker sources with the audio
data to present localized audio to the players.
Another enhancement is the ability to receive text
messages over signal PDUs containing application
specific data and converting them to speech for
simulating additional communications traffic.
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