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 本論文の構成は次の通りである．第 1 章「序論」では，本研究の背景と目的，および本論
文の構成を述べ，第 2 章「関連研究」では，感情推定に使用した生体信号について紹介す
る．第 3 章「実験」では，行った実験の内容や計測機器，アンケートなどについて説明し，
第 4 章「解析」では，取得した生体信号の処理方法と解析手法を説明する．第 5 章「結果と










の速さによって δ 波（0.5～3[Hz]），θ 波（4～7[Hz]），α 波（8～13[Hz]），β 波（14～30[Hz]），
γ 波（31[Hz]以上）に区分されており，δ 波，θ 波は睡眠時に出現する[7]．リラックス状態


























 心電図の波形には，図 1 のように P 波，Q 波，R 波，S 波，T 波，U 波と名前が付けられ




























第 3 章 実験 
3.1 実験内容 
 35 本の映像を被験者に提示し，視聴中の基礎律動，瞳孔径，RRI，顔動画を取得した．実





 基礎律動の計測には Emotiv 社製脳波計 Epoc X（14 チャンネル，128[Hz]計測）を，瞳
孔径の計測には Tobii Technology 社製アイトラッカ Tobii X60（60[Hz]計測）を，RRI の計
測には Polar 社製心拍センサ H10 および同社製スポーツウォッチ V800 を，顔動画の撮影
















図 3.1 脳波計の計測チャンネル（引用：参考文献[18]の図 1） 
 
3.3 被験者 
 実験は 11 名（男性 6 名，女性 5 名，平均年齢 22.64 歳，標準偏差 1.15）に対して行った















4. 対光反射補正に用いる，輝度値が 0 と 255 に交互に変化する映像を見せ，そのときの
輝度値と瞳孔径を取得する． 
5. 映像再生プログラムを実行し，視聴中の瞳孔径と顔動画を取得する． 
6. 映像を 1 本見終えるごとに，視聴中に生起した感情を問うアンケートに答えてもらう． 
7. 5.と 6.を全ての映像について行う．ただし，1 回目の実験では 5 映像視聴後，2 回目と
3 回目の実験では 6 映像視聴後に 5 分程度の休憩を入れ，休憩後はもう一度キャリブ
レーションを行う． 




映像，すごい映像をそれぞれ 5 本ずつ，計 35 本提示した．各映像の概要と長さ，および何
回目の実験で使用したかを表 3.1 に示す．それぞれの映像は動画共有サービス[20]を用いて











































① ホラー 5分03秒 1回目
② ホラー 5分50秒 2回目
③ ホラー 4分10秒 2回目
④ ホラー 3分58秒 3回目
⑤ ホラー，心霊映像 4分14秒 3回目
① 子供 3分51秒 1回目
② 国会答弁 5分24秒 1回目
③ 実話再現 4分59秒 2回目
④ 子供 5分19秒 3回目
⑤ 実話再現，その他 4分18秒 3回目
① 実話再現 6分07秒 1回目
② フィクション 6分10秒 2回目
③ 実話再現 5分58秒 2回目
④ フィクション 5分25秒 3回目
⑤ フィクション 3分47秒 3回目
① ドミノ 4分26秒 1回目
② 自然 4分03秒 1回目
③ 花火 5分43秒 2回目
④ 自然 4分15秒 2回目
⑤ 自然 5分05秒 3回目
① 動物 3分56秒 1回目
② 子供，動物 4分03秒 1回目
③ 動物 4分09秒 2回目
④ 自然 4分40秒 3回目
⑤ 動物 4分53秒 3回目
① バラエティ 4分56秒 1回目
② 漫才 4分19秒 2回目
③ バラエティ 3分55秒 2回目
④ バラエティ 4分13秒 3回目
⑤ YouTuber 4分32秒 3回目
① スポーツ，手品 4分46秒 1回目
② パフォーマンス 5分02秒 1回目
③ ものまね 4分57秒 2回目
④ スポーツ 4分14秒 2回目













 アンケート用紙の 1 例を図 3.2 に示す．アンケート用紙には，提示した映像の 10 秒おき
の画像と感情の項目が記載してあり，該当する 10 秒間に感情が生起した場合に，その感情
の欄にチェックを付けてもらった．10 秒ごとに 0～2 個のチェックを可能とした．感情の項































































 計測用のソフトウェア EmotivPRO[24]から得られた α 波，β 波，γ 波の周波数成分をも









4. 0.25 秒ごとに左右の平均値を求めた． 
5. 刺激を受けてから変動が現れるまでの遅延時間を考慮し，先行研究[13]を参考に，基礎




1. RRI が 0.375 秒未満または 1.5 秒より大きいものは，異常値として取り除いた． 
2. 5 秒未満の欠損に対しては線形補間を行い，0.25 秒ごとの RRI を求めた． 
3. RRI 変化率を以下の式（4.1）で定義し，各時刻の RRI 変化率を算出した． 
                                   RRI 変化率 =
該当時刻の RRI
映像視聴時の全 RRI の平均値






 以下の手順でデータ処理を行った．なお，手順 3.から手順 6.は，顔の傾きと大きさを補
正するための処理である． 
1. OpenCV を用いて顔動画から 1 フレームごとに画像を切り出し，dlib によって顔特徴
点の座標を取得した．得られる特徴点は図 4.1 に示す 68 点である． 
2. 眉と輪郭の点は髪の毛などにより正確に取得できない可能性があるため，解析から除い
た． 
3. 鼻の頭の点（図 4.1 の点 30）を中心に，左右の目尻の点（図 4.1 の点 37 および点 46）
の y 座標が一致するように回転移動を行った． 
4. 鼻の付け根の点（図 4.1 の点 28）の x 座標を x 座標に，左右の目頭の点（図 4.1 の点
40 および点 43）の y 座標の平均を y 座標に持つ点を点 A とし，点 A の座標が一定と
なるように平行移動を行った． 
5. 口の一番下の点（図 4.1 の点 58）の y 座標が一定となるように，点 A より下側を拡大
または縮小した． 

























 取得した生体信号に 4.1.1 から 4.1.4 の処理を施し，基礎律動 28 次元分（14 チャンネル
分の β/α および γ/α），瞳孔径 3 次元分（基礎律動と同時刻，1 秒後，2 秒後の瞳孔径），
RRI1 次元分（RRI 変化率），顔特徴点 61 次元分（基準点を除く目と口の x 座標および y
座標）の計 93 次元を解析データとして使用した．なお，各次元において 35 映像分のデー
タを用いて正規化を行った． 










 解析では，まず 35 映像分のデータを，怖い映像，イライラする映像，悲しい映像，退
屈な映像，安らぐ映像，愉快な映像，すごい映像のデータがそれぞれ 1 本分ずつ含まれる
ように，5 つのグループに分けた．この時，1 つのグループに，各回の実験のデータが 2
映像分または 3 映像分含まれるようにした．各グループに含まれる映像と，それぞれの映
像が何回目の実験で使用されたものかを表 4.1 に示す． 
 


































怖い映像② 2回目 怖い映像⑤ 3回目
イライラする映像② 1回目 イライラする映像① 1回目
悲しい映像③ 2回目 悲しい映像④ 3回目
退屈な映像⑤ 3回目 退屈な映像③ 2回目
安らぐ映像⑤ 3回目 安らぐ映像③ 2回目
愉快な映像③ 2回目 愉快な映像② 2回目








怖い映像④ 3回目 怖い映像③ 2回目
イライラする映像⑤ 3回目 イライラする映像④ 3回目
悲しい映像① 1回目 悲しい映像② 2回目
退屈な映像④ 2回目 退屈な映像① 1回目
安らぐ映像② 1回目 安らぐ映像④ 3回目
愉快な映像⑤ 3回目 愉快な映像① 1回目
















 DNN（Deep Neural Network）とは，人間の神経細胞（Neuron）の仕組みを模したシス
テムである NN（Neural Network）をベースにした，教師あり学習の手法の 1 つである．
教師あり学習とは，入力データから出力クラスを推定できるように，正解ラベル付きのデー





また，解析 1 における DNN の実行条件を表 4.2 に，解析 2 における DNN の実行条件を表
4.3 に，解析 3 における DNN の実行条件を表 4.4 に，解析 4 および解析 5 における DNN












図 4.2 DNN の構造（引用：参考文献[31]の図 1） 
 







































































 学習モデル全体の評価には Accuracy（正確度）を，感情ごとの評価には F-measure（F
値）を使用した．Accuracy は全体の正解率であり，全データのうち，アンケートの回答結
果と DNN の推定結果が一致したデータの割合を表す．F-measure は Precision（適合率）










     Precision =
a
a + b
    （4.2）                   Recall =
a
a + c
     （4.3）  
                F - measure =
2 ∙ Precision ∙ Recall
Precision + Recall
       （4.4） 
 
4.2.4 解析 1 
解析 1 では，先行研究[6]に近い条件で解析を行った．解析データから顔特徴点のデータ
を除き，4.2.1 でグループ分けしたデータのうち，1 グループ分のデータを学習には用いな
いテストデータ 2 とした．別の 1 グループ分のデータについて，アンケートで回答された
感情を正解とし，各正解ラベルを有するデータの 8 割を学習データ，2 割をテストデータ 1
として DNN を適用した．このときの学習データおよびテストデータ 1 と，テストデータ 2
の組み合わせの 1 例を図 4.3 に示す．表 4.7 の全ての組み合わせで解析を行い，テストデー






































4.2.5 解析 2 
 解析 2 では，生体信号数の増加による推定精度の変化を調べるため，顔特徴点のデータ
を加えて解析 1 と同様の解析を行った． 
 
4.2.6 解析 3 
 解析 3 では，学習データ数の増加による推定精度の変化を調べるため，学習データおよ
びテストデータ 1 のデータ数を，1 グループ分から 4 グループ分に増やして解析 2 と同様
の解析を行った．このときの学習データおよびテストデータ 1 と，テストデータ 2 の組み































図 4.4 解析 3 のデータ分けの 1 例 
 








4.2.7 解析 4 
 解析 4 では，感情の項目の決め方について検討を行うため，一部の感情をグループ化し
て解析 3 と同様の解析を行った．グループの分け方については，Russell の円環モデルおよ

























4.2.8 解析 5 
 解析 5 では，Russell の円環モデルに則して感情の項目を決めることに対する妥当性を検
討するため，グループ化の方法を変えて解析 4 と同様の解析を行った．このときのグルー
プの分け方を図 4.6 に示す．“怖い”以外の 6 つの感情について，解析 4 では Russell の円




















第 5 章 結果と考察 
5.1 結果 
 
5.1.1 解析 1 の結果 

















5.1.2 解析 2 の結果 
 解析 2 における各被験者のチャンスレベルと Accuracy を表 5.2 に示す．平均値の算出方
法は解析 1 と同様である． 
 












被験者1 0.143 0.828 0.308
被験者2 0.143 0.703 0.263
被験者3 0.143 0.788 0.250
被験者4 0.143 0.697 0.218
被験者5 0.167 0.664 0.322
被験者6 0.143 0.908 0.258
被験者7 0.143 0.890 0.166
被験者8 0.143 0.824 0.363




被験者1 0.143 0.894 0.379
被験者2 0.143 0.777 0.278
被験者3 0.143 0.884 0.278
被験者4 0.143 0.795 0.232
被験者5 0.167 0.772 0.292
被験者6 0.143 0.949 0.291
被験者7 0.143 0.918 0.162
被験者8 0.143 0.935 0.427





5.1.3 解析 3 の結果 
 解析 3 における各被験者のチャンスレベルと Accuracy を表 5.3 に，テストデータ 1 の
F-measure を表 5.4 に，テストデータ 2 の F-measure を表 5.5 に示す．表 5.4 および表
5.5 では，“イライラする”と回答したデータが無い被験者 5 の結果は除いている．表 4.8
に示した全ての組み合わせの結果から平均値を算出した． 
 































被験者1 0.143 0.835 0.382
被験者2 0.143 0.669 0.316
被験者3 0.143 0.761 0.330
被験者4 0.143 0.667 0.289
被験者5 0.167 0.654 0.303
被験者6 0.143 0.853 0.297
被験者7 0.143 0.917 0.262
被験者8 0.143 0.892 0.420
被験者9 0.143 0.852 0.338
チャンスレベル
Accuracy
怖い イライラする 悲しい 退屈 安らぐ 愉快 すごい・興奮
被験者1 0.954 0.725 0.795 0.720 0.842 0.892 0.784
被験者2 0.799 0.621 0.753 0.477 0.617 0.778 0.598
被験者3 0.915 0.610 0.795 0.678 0.761 0.795 0.700
被験者4 0.746 0.564 0.728 0.293 0.678 0.730 0.684
被験者6 0.954 0.823 0.864 0.779 0.906 0.816 0.726
被験者7 0.991 0.915 0.948 0.911 0.914 0.906 0.851
被験者8 0.970 0.725 0.922 0.861 0.891 0.854 0.846
被験者9 0.934 0.782 0.873 0.751 0.823 0.907 0.816
怖い イライラする 悲しい 退屈 安らぐ 愉快 すごい・興奮
被験者1 0.865 0.039 0.067 0.017 0.435 0.665 0.027
被験者2 0.505 0.040 0.213 0.160 0.270 0.570 0.116
被験者3 0.599 0.123 0.154 0.173 0.331 0.424 0.229
被験者4 0.396 0.120 0.251 0.046 0.329 0.385 0.220
被験者6 0.632 0.059 0.159 0.170 0.425 0.245 0.173
被験者7 0.794 0.165 0.076 0.177 0.342 0.194 0.076
被験者8 0.857 0.000 0.352 0.004 0.310 0.499 0.238
被験者9 0.666 0.026 0.249 0.096 0.187 0.669 0.224
23 
 
5.1.4 解析 4 の結果 
 解析 4 における各被験者のチャンスレベルと Accuracy を表 5.6 に，テストデータ 1 の F-
measure を表 5.7 に，テストデータ 2 の F-measure を表 5.8 に示す．表 5.7 および表 5.8
では被験者 5 の結果は除いており，平均値の算出方法は解析 3 と同様である．感情のグル
ープ化を行っているため，全ての被験者においてチャンスレベルが 0.250 となっている． 
 
































被験者1 0.250 0.852 0.471
被験者2 0.250 0.740 0.477
被験者3 0.250 0.802 0.437
被験者4 0.250 0.724 0.382
被験者5 0.250 0.704 0.405
被験者6 0.250 0.894 0.485
被験者7 0.250 0.931 0.451
被験者8 0.250 0.899 0.447
被験者9 0.250 0.874 0.461
チャンスレベル
Accuracy
グループ1 グループ2 グループ3 グループ4
被験者1 0.954 0.809 0.840 0.853
被験者2 0.811 0.742 0.604 0.766
被験者3 0.915 0.802 0.766 0.775
被験者4 0.776 0.731 0.685 0.727
被験者6 0.952 0.898 0.903 0.851
被験者7 0.990 0.951 0.914 0.899
被験者8 0.971 0.879 0.888 0.879
被験者9 0.934 0.871 0.830 0.867
グループ1 グループ2 グループ3 グループ4
被験者1 0.867 0.333 0.399 0.472
被験者2 0.455 0.486 0.271 0.499
被験者3 0.621 0.465 0.319 0.357
被験者4 0.346 0.452 0.284 0.357
被験者6 0.626 0.544 0.420 0.348
被験者7 0.765 0.445 0.309 0.424
被験者8 0.819 0.263 0.296 0.460
被験者9 0.660 0.490 0.188 0.427
24 
 
5.1.5 解析 5 の結果 
 解析 5 における各被験者のチャンスレベルと Accuracy を表 5.9 に，テストデータ 1 の F-
measure を表 5.10 に，テストデータ 2 の F-measure を表 5.11 に示す．表 5.10 および表
5.11 では被験者 5 の結果は除いており，平均値の算出方法は解析 3 と同様である． 
 
































被験者1 0.250 0.856 0.404
被験者2 0.250 0.721 0.395
被験者3 0.250 0.811 0.460
被験者4 0.250 0.712 0.339
被験者5 0.250 0.699 0.425
被験者6 0.250 0.882 0.369
被験者7 0.250 0.916 0.377
被験者8 0.250 0.892 0.424
被験者9 0.250 0.870 0.392
チャンスレベル
Accuracy
グループ1 グループ2 グループ3 グループ4
被験者1 0.950 0.843 0.849 0.821
被験者2 0.797 0.636 0.781 0.687
被験者3 0.916 0.762 0.784 0.829
被験者4 0.772 0.697 0.758 0.638
被験者6 0.952 0.886 0.868 0.840
被験者7 0.990 0.920 0.919 0.863
被験者8 0.971 0.879 0.881 0.859
被験者9 0.933 0.797 0.893 0.859
グループ1 グループ2 グループ3 グループ4
被験者1 0.865 0.415 0.379 0.066
被験者2 0.467 0.239 0.477 0.360
被験者3 0.633 0.345 0.334 0.525
被験者4 0.366 0.345 0.385 0.230
被験者6 0.610 0.335 0.288 0.308
被験者7 0.779 0.501 0.145 0.142
被験者8 0.849 0.337 0.409 0.185






 生体信号数の増加による推定精度の変化を調べるため，解析 1 と解析 2 の Accuracy を比
較した．2 つの解析の違いは，顔特徴点のデータを使用しているか否かである．表 5.1 と表
5.2 をまとめたものを表 5.12 に示す．テストデータ 1 とテストデータ 2 のそれぞれについ
て，解析 1 と解析 2 のうち，Accuracy がより高い方の値を赤字で示している． 
 













表 5.12 より，全ての解析結果がチャンスレベルを上回っていることから，DNN を用い
ることで，生体信号とアンケート回答の学習により映像視聴者の感情を推定できる可能性
があると分かった．また，解析 1 と解析 2 の Accuracy を比較すると，テストデータ 1 につ
いては全ての被験者において，テストデータ 2 については 9 名中 7 名の被験者において，
解析 1 よりも解析 2 の方が高い Accuracy を得られていることが見て取れる．このことか
ら，解析に用いる生体信号数を増やすことで，映像視聴者の感情推定精度を向上させられる
可能性があると分かった． 





解析1 解析2 解析1 解析2
被験者1 0.143 0.828 0.894 0.308 0.379
被験者2 0.143 0.703 0.777 0.263 0.278
被験者3 0.143 0.788 0.884 0.250 0.278
被験者4 0.143 0.697 0.795 0.218 0.232
被験者5 0.167 0.664 0.772 0.322 0.292
被験者6 0.143 0.908 0.949 0.258 0.291
被験者7 0.143 0.890 0.918 0.166 0.162
被験者8 0.143 0.824 0.935 0.363 0.427






 学習データ数の増加による推定精度の変化を調べるため，解析 2 と解析 3 の Accuracy を
比較した．2 つの解析には，学習データおよびテストデータ 1 に用いたデータ数が，1 グル
ープ分であるか 4 グループ分であるかの違いがある．表 5.2 と表 5.3 をまとめたものを表
5.13 に示す．テストデータ 1 とテストデータ 2 のそれぞれについて，解析 2 と解析 3 のう
ち，Accuracy がより高い方の値を赤字で示している． 
 













表 5.13 より，テストデータ 1 については全ての被験者において解析 2 の Accuracy の方
が高く，テストデータ 2 については 9 名中 8 名の被験者において解析 3 の Accuracy の方
が高くなっていることが見て取れる．ここから，学習データ数を増やしたことによって，テ










解析2 解析3 解析2 解析3
被験者1 0.143 0.894 0.835 0.379 0.382
被験者2 0.143 0.777 0.669 0.278 0.316
被験者3 0.143 0.884 0.761 0.278 0.330
被験者4 0.143 0.795 0.667 0.232 0.289
被験者5 0.167 0.772 0.654 0.292 0.303
被験者6 0.143 0.949 0.853 0.291 0.297
被験者7 0.143 0.918 0.917 0.162 0.262
被験者8 0.143 0.935 0.892 0.427 0.420







 感情の項目の決め方について検討を行うため，解析 3，解析 4，解析 5 の結果を比較した．
解析 3 では 7 つの感情に対して解析を行い，解析 4 と解析 5 ではそれらの感情を 4 つのグ
ループに分けて解析を行った．解析 4 と解析 5 の違いは，Russell の円環モデルに則したグ
ループ分けを行っているか否かである．それぞれの解析について，各感情または各グループ
における，被験者 5 を除く 8 名の被験者の学習データ数の平均値を求め，表 5,4，表 5.5，
表 5.7，表 5.8，表 5.10，表 5.11 から求めた F-measure の平均値と共に表にまとめた．解
析 3 の平均値を表 5.14 に，解析 4 の平均値を表 5.15 に，解析 5 の平均値を表 5.16 に示す．
また，解析 4 と解析 5 については Accuracy の比較も行った．表 5.6 と表 5.9 をまとめたも
のを表 5.17 に示す．テストデータ 1 とテストデータ 2 のそれぞれについて，解析 4 と解析
5 のうち，Accuracy がより高い方の値を赤字で示している． 
 




































     F-measure（平均）
テストデータ1 テストデータ2
怖い 2389 0.908 0.664
イライラする 1404 0.721 0.072
悲しい 2634 0.835 0.190
退屈 2090 0.684 0.105
安らぐ 4083 0.804 0.329
愉快 2949 0.835 0.456
すごい・興奮 2417 0.751 0.163
学習データ数
（平均）
     F-measure（平均）
28 
 
























 まず，表 5.4 および表 5.5，表 5.14 より，解析 3 の F-measure について考察を行う．テ
ストデータ 1 については，全ての被験者の全ての感情において，チャンスレベルを上回る
F-measure が得られていることが見て取れる．8 名の平均値は，全ての感情で 0.684 以上
























     F-measure（平均）
解析4 解析5 解析4 解析5
被験者1 0.250 0.852 0.856 0.471 0.404
被験者2 0.250 0.740 0.721 0.477 0.395
被験者3 0.250 0.802 0.811 0.437 0.460
被験者4 0.250 0.724 0.712 0.382 0.339
被験者5 0.250 0.704 0.699 0.405 0.425
被験者6 0.250 0.894 0.882 0.485 0.369
被験者7 0.250 0.931 0.916 0.451 0.377
被験者8 0.250 0.899 0.892 0.447 0.424







の，テストデータ 2 の F-measure の平均値には大きな差が出ていることが見て取れる．し
たがって，学習データ数の影響のみによらない，感情ごとの推定難易度の差があると考えら
れた．さらに，“怖い”については，テストデータ 1 とテストデータ 2 のそれぞれにおいて，




 次に，表 5.7 および表 5.8 より，解析 4 の F-measure について考察を行う．テストデ
ータ 1 については，全ての被験者の全てのグループにおいて，チャンスレベルを上回る F-




のばらつきを小さくさせることができると分かった．続いて，表 5.14 および表 5.15 より，
解析 3 と解析 4 の F-measure の平均値を比較する．解析 3 の“怖い”と解析 4 のグループ
1，および解析 3 の“安らぐ”と解析 4 のグループ 3 については，含まれるデータが同じで
あるため，F-measure の平均値にも大きな差が出ていないことが見て取れる．解析 4 のグ
ループ 2 は，“イライラする”，“悲しい”，“退屈”のデータから成るグループであるが，テ
ストデータ 1 の F-measure の平均値は，解析 3 におけるこれら 3 感情の平均値の中で最大
であった，“悲しい”の平均値と同じ値となっていることが見て取れる．加えて，テストデ
ータ 2 の F-measure の平均値は，解析 3 におけるそれら 3 感情の平均値の和よりも大きく
なっていることが見て取れる．ここから，“イライラする”，“悲しい”，“退屈”のデータは，
互いに区別が困難なデータである可能性があると分かった．また，解析 4 のグループ 4 に







 最後に，表 5.14 および表 5.15，表 5.16 より，解析 3，解析 4，解析 5 の F-measure の
平均値を比較し，Russell の円環モデルに則して感情の項目を決めることに対する妥当性を
検討する．1 つの例として“愉快”に注目すると，解析 4 では“すごい・興奮”とグループ
化されており，解析 5 では“悲しい”とグループ化されていた．解析 3 においては，“すご




タ 2 の F-measure については“悲しい”の方が 0.027 大きな値となっていることが見て取
れる．ここで，解析 4 と解析 5 の結果を比較すると，“愉快”と“すごい・興奮”から成る
解析 4 のグループ 4 の方が，“愉快”と“悲しい”から成る解析 5 のグループ 3 よりも，テ





5.17 より，解析 4 と解析 5 の Accuracy を比較すると，テストデータ 1 とテストデータ 2
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