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Introduction
Chlorine-based inductively coupled plasmas are widely used for surface etching in the fabrication of microelectronics [1] . The low dissociation energy of chlorine leads to significant dissociation rates in these plasmas. Moreover, the large electron affinity of atomic chlorine leads to high degrees of electronegativity. In applications a wide range of operation parameters is used, with a pressure range 1-100 mTorr and power input variation within 100-1000 W. Furthermore, the power is applied either continuously or in a modulated mode, with periods in the microsecond [2, 3] or millisecond timescales [4] . The use of pulsed plasmas allows different process regimes to be accessed, in which the gas fragmentation and the reactive neutral to ion flux ratios to the substrate can be controlled.
Chlorine atoms can only recombine to form Cl 2 molecules at the chamber walls, with a rate that is described by a wall recombination probability. This process has a major effect on the atomic and molecular chlorine densities in the plasma. This recombination rate has been measured by several groups, which have shown that it can depend on numerous parameters such as the atomic to molecular chlorine density ratio [5] , the gas temperature [6] , the pressure [7] , the wall material [6, 8] , and even the surface coating history [9] . The role of the recombination probability has been studied via models by Lee et al [10] and is further discussed by Meeks et al [11] with experimental comparisons. However, a detailed discussion is mostly absent and an up to date analysis is necessary due to recent improvements in the chemical kinetics [5, 12, 13] . The gas temperature is another parameter that can have a major effect on the plasma characteristics due to its impact on the gas density, the volume chemical reaction rates and the interactions at the plasma boundary. Nonetheless, the plasma sensitivity to a gas temperature variation has not been analysed up to now. In this study, we address these issues by providing a detailed analysis of the plasma response with respect to the recombination probability and the gas temperature.
Global (volume-averaged) models [1, 14] are simple but powerful tools to analyse systematic trends. They have less computational load and simulation results are easily analysed compared with spatially resolved hybrid (kineticfluid) models [15, 16] . Global models have been employed for a long time in simple [17, 18] and detailed forms of chemical kinetics [10, 19] . Recently, they were compared with various other models, where their validity has been discussed in detail [20, 21] , while practical recommendations are also provided [22] . Time-dependent global plasma models can be also used to investigate the effect of power modulation [23] . Good agreement with the measurements is reported in modulated argon plasmas [24, 25] , yet benchmarking against measurements is sparse in chlorine plasmas [25] . Here we attempt to fill this gap by providing extensive comparison with experimental data available in the literature.
Thorsteinsson et al recently published a series of global model studies of radio-frequency chlorine plasma in continuous [19, 26, 27] and in modulated power input [25] , with a modulation period in the microseconds range. In this study, we additionally include spin-orbit-excited chlorine atoms, and we use updated cross-sections for vibrational excitation of molecular chlorine. Heavy particle quenching of the vibrational levels are also incorporated. Furthermore, we extend the modulation period to the millisecond range, for which an ion-ion plasma appears after the power is cut-off.
In this work we investigate an inductively coupled chlorine plasma [28] , with focus on the role of the wall recombination probability and the gas temperature. We employ a global model in the investigation that covers both continuous and millisecond scaled modulated power inputs, while comparison with available experimental data is also provided. The simulations are performed using the modular plasma simulation platform Plasimo [29] . We firstly introduce the setup and global model in section 2. The chemical reactions and species are discussed in section 3. Section 4 contains the details about the implementations of the quasi-neutrality constraints and results are presented in section 5.
Global (volume-averaged) model
Global models concern volume-averaged quantities under the assumption that the sheath length is negligible [1] . For these quantities, particle or energy transport inside the plasma volume is irrelevant and only the net transport at the plasmasheath boundary is influential. The transport phenomena at the boundary is effectively taken into account, based on a combination of analytic models [14] . This eradicates the computational load due to the transport and allows a significantly larger number of distinct species to be taken into account compared with spatially resolved models.
In the model, we assume that the power is distributed uniformly inside the chamber and the plasma is spatially homogeneous, i.e. the spatial particle profiles do not change significantly compared with their volume averages. We use a two-temperature description: one temperature is assigned to electrons and the other to heavy particles both with the assumption of Maxwellian distribution functions. Governing equations include particle balance equations for various species and the electron energy balance equation; all are integrated over the volume [14] . Particle balance equations determine all particle densities except for the electrons. The electron density is calculated from the quasi-neutrality assumption. This assumption, however, is implemented in different ways for the continuous and modulated power inputs due to faster recombination of electrons compared with millisecond scale modulation periods. The quasi-neutrality implementation in the power modulation is explained in section 4. The electron temperature is derived from the electron energy balance equation, while the heavy particle temperature is provided externally.
Setup
We simulate several different experimental setups composed of cylindrical chambers and particularly the one presented in [28] . In this setup, the plasma forms inside a (hollow) cylindrical chamber with length L = 1.0 × 10 −1 m and radius R = 2.75 × 10 −1 m. The chamber wall is composed of hard anodized aluminum. Inductive power coupling is realized by an external four-turn planar spiral coil operated at a radio-frequency of f = 13.56 MHz. Pure Cl 2 gas at T in = 300 K is introduced into the chamber with a mass flow rate of Q = 50 sccm.
Particle balance equation
For a species i, the volume-averaged particle balance equation can be expressed by the relation [14]
where n i is the particle density and S i is the source. The source is located either inside the plasma or at its boundary. These locations distinctively characterize the nature of the source. Source terms inside the volume are defined by the chemical reactions among the species, whereas at the boundary, they are determined by the chamber wall and the particle transport. In order to denote these two source types, we use the subscripts V and W that symbolize the volume and the wall, respectively. The source includes the reactions, in which the species i is produced and destructed. The former is represented by {P } and the latter by {D}. Based on these notations, the source is written as [19]
where j is a particular reaction and R j i is the rate of the reaction involving the species i.
Reaction rates.
The volume reactions are composed of the chemical interactions between the individual plasma species, and their rates are distinctively characterized by the reactants. For a volume reaction j , the rate is expressed by the relation
where k j is the rate coefficient and ν ji is the stoichiometric coefficient of reactant i. The rate coefficient either depends on the electron temperature T e or the gas temperature T h when all the reactants are heavy particles.
Unlike the volume reactions, the wall reactions are induced by the chamber wall and effectively derived from the particle transport. These reactions are uniquely defined by the particle charge and state. The positive ions recombine at the wall and return back to the plasma as neutrals. On the other hand, the potential drop at the sheath traps most of the negative ions; therefore, their wall losses are negligible. The neutral particles diffuse towards the boundary, where they recombine or de-excite at the chamber wall and return back into the volume. In addition to these processes, the convection due to mass flow carries all the species out of the plasma and feeds the chamber with the input gas.
For a positive ion labelled by p, the ion flux towards the boundary explicitly depends on the density located at the wall n p W . This wall density is coupled to its volume-averaged equivalent n p by a ratio h p : n p W = n p h p . Furthermore, it is assumed that the ion reaches the Bohm velocity u Bp = (eT e /m p ) 1/2 at the wall, where m p identifies the mass. Hence, the ion flux towards the boundary is defined by the expression n p h p u Bp . With the assumption that every ion that collides with the wall neutralizes, the ion wall loss rate is conventionally expressed by the relation [30] 
where V is the plasma volume, A eff,p is the effective wall area and superscript '+' denotes the positive ions. The effective wall area represents the total plasma surface and embodies the ratio h p , which, in general differs in radial and axial surfaces. For a cylinder, it satisfies
where h L,p , h R,p are the axial and the radial edge ratios, respectively. The ion ratios, h p , are derived from analytic models of electronegative radio-frequency plasmas [30] . According to these models, they are defined by a number of spatial ion profiles, that are combined by an ansatz [22] . As a caveat; the electronegativity modifies the Bohm velocity with respect to the electropositive plasmas [31] and the modification is internally taken into account in the ratios. We adapt the ansatz
, which combines a low-pressure electropositive edge and a flat-topped electronegative profile:
where γ = T e /T h , α 0 ≈ (3/2)α is the central electronegativity [10] , n − is the total negative ion density, and
Here 
where P is the gas pressure and σ is the effective scattering cross-section. We set an average value for the cross-section σ = 7 × 10 −19 m 2 based on [19] . The neutral particles are lost at the boundary due to the outward diffusive flux. Their collisions with the wall provoke reactions that are unique for each species and the consequent products return to the plasma. A superscript N is introduced to represent their rates and for a neutral particle i, the wall reaction rate is given by [32, 33] 
where D i is the diffusion coefficient [1] , v i the mean neutral velocity, and γ i is the wall reaction probability. The effective diffusion length 0 for a cylinder is [33] 
The mass flux simply feeds the chamber with Cl 2 on one side and drains the plasma species on the other. In this respect, the Cl 2 flow-in rate is formulated as
where C = 1.6667 × 10 −8 is a conversion unit from sccm to m 3 s −1 , Q is the mass flow rate in sccm, P atm is the atmospheric pressure and T in = 300 K is the temperature of the input gas. Similarly, a particle i flows out of the chamber at a rate 
where p e = 3/2n e T e is the energy density, the right-hand side represents the source and the unit eV is used to describe the electron temperature. The source contains the power absorbed or released by the electronic reactions. Additionally, it includes the loss rate due to elastic electron collisions and absorption of energy, which is applied externally
where Q abs is the absorbed input power, Q Che is the chemical loss in the volume, Q W is the loss at the plasma wall and, Q Ela represents the elastic losses within the plasma. We assume that the electrical energy provided to the chamber is mostly absorbed by the electrons and then distributed to the rest of the plasma species. The electronic reaction energies are either absorbed or released by the electrons, i.e. they are the ultimate energy reservoir in the particle interactions. In view of this, the absorption is written as
where β is the power transfer efficiency (see table 1 ) and P is the input power. The chemical source term Q Che contains the electronic reactions in the following
where E j is the reaction energy and R j e is the reaction rate. The reaction rate is defined in the previous section and the reaction energy represents the net amount of energy absorbed by the reaction. It is the sum of internal energies of the products subtracted from those of the reactants
where i is the internal energy of the particle. The internal energies are shown in the energy diagram figure 10. With the assumption that the electron temperature is much bigger than the gas temperature we define the elastic loss [34] 
where k El ei is the elastic rate coefficient and m i represents the mass of a particle. The elastic rate coefficient is computed from the corresponding collision cross-section and is a function of the electron temperature.
The wall energy losses are due to the positive ions lost by the transport at the plasma boundary
where E e = 2T e is the mean energy loss per electron, E s , E P are the sheath and the plasma potentials, respectively. We use the sheath potential expression [19]
where v e and v − are the electron and negative ion mean thermal velocities, respectively, α s = n − /n e | W is the degree of electronegativity at the sheath edge and u B = p n p u B ,p / p n p is the density weighted positive ion Bohm velocity. The electronegativity changes the Bohm velocity by a factor that is provided by Braithwaite et al [31] . Conventionally, this factor is included in the effective area for the ion wall loss rate (see equation (4)). In the sheath potential we explicitly express the factor within the relation
The plasma potential for an electronegative plasma is given by [1] 
The sheath electronegativity α s is related to the presheath electronegativity α b by [14]
We employ a fit function for γ > 10, presented in [19] , with the assumption that α b is equal to the central degree of electronegativity.
Numerical approach
We introduce a vector notation for the sake of simplicity in the numerical implementation. Let n = {n i , p e } be the density vector that includes the particle densities complemented with the electron energy density. Similarly, we define the source vector S = {S i , Q e }. By definition the source vector explicitly depends on the density vector and the system of equations takes the form dn dt = S(n).
Providing an initial value at time t 0 , n(t 0 ), the set is solved iteratively for a variable time-step t until time T . For the iterative solution, we use the Livermore Solver for Ordinary Differential Equations (LSODE) [35] . We set T large enough for steady-state solutions, i.e. after T the solution does not change any more. 
Chemical model
The set of species, that are contained in the model, are shown in table 2 and the energy diagram is depicted in figure 10 together with the internal energies. Compared with similar chlorine studies [10, 19] , we explicitly include the atomic excited levels Cl( 2 P 1/2) and Cl( 1 P 5/2). The reactions and the rate coefficients are listed in table 4. The rate coefficients of the electronic reactions are numerically calculated from the corresponding cross-sections with the assumption that the electron energy distribution function is Maxwellian. These numerical data are parametrically fit to functions of the electron temperature.
Most of the fit functions are adapted from a paper by Thorsteinsson et al [26] , whereas certain rate coefficients are directly computed from the cross-sections (reactions 10, 17, 18, 20, 21 in table 4). A recently updated vibrational excitation cross-section (reaction (10)) by Gregório et al [12] is preferred over the one used in the paper [26] , since it improves the agreement with experimental observations. The electronic excitation cross-section to level Cl( 2 P 1/2) (reaction (17)) is calculated by Wang et al [13] and to level Cl( 1 P 5/2) (reaction (18)) by Griffin et al [36] . We estimate an ionization rate coefficient from level Cl( 2 P 1/2) (reaction (20)) based on the electronic Cl ionization (reaction (19)). The ionization cross-section from atomic level Cl( 1 P 5/2) (reaction 21) and the radiative decay coefficient are taken from [37] . Backward reactions of the excitations are also included in the model by detailed balancing [1, 38] . Additionally, the heavy particle quenching reactions (35)- (37) are incorporated. The elastic momentum transfer cross-sections are provided by [36] .
The neutral wall reactions are shown in table 3. The Cl recombination probability at a hard anodized aluminum wall has been experimentally determined by Booth et al [7] . It depends on the gas pressure and we use an average value for the parameter range in this study
where subscript A1 stands for this anodized aluminum measurement. It is also measured by Guha et al [5] , and lower values are reported that also depend on the n Cl /n Cl 2 density ratio. Additionally, such a dependence is also observed for a stainless steel wall by Stafford et al [8] . 
where A2 denotes the aluminum wall measurement by Guha et al [5] , and γ S is the measurement for the stainless steel by Stafford et al [8] . We observe that the plasma is not sensitive to the variations of Cl( 2 P 1/2) and Cl( 1 P 5/2) de-excitation probabilities at the wall. Over the range of Cl( 2 P 1/2) de-excitation probability 10 −3 −1 the simulation results, except Cl( 2 P 1/2) density, change at most with a ratio of 1.09 for the parameters given in table 1. The same variation of the Cl( 1 P 5/2) de-excitation probability does not alter the results. Consequently, both probabilities are estimated by unity in the simulations.
The wall recombination together with the volume reactions identify the degree of dissociation
The gas temperature determines the mutual recombination coefficients between the positive and the negative ions. It is also influential on the interactions at the boundary such as ion recombination, neutral reaction rates at the wall and the flow-out rates.
Quasi-neutrality implementations
For a continuous power input, the electron density is computed from the quasi-neutrality assumption
where i represents an ion and q i is its charge. In the previous global model studies that consider the modulated power input with the modulation periods in the microsecond time-scale [23, 25, 56] , the electron density is calculated from the same quasi-neutrality implementation. In these cases, the power modulation periods overlap with the electron recombination time-scale and electrons are still present even at the end of the period. For larger modulation periods, such as milliseconds, the electrons quickly recombine and vanish in the poweroff region. Afterwards, the quasi-neutrality implementation induces non-physical negative electron densities due to the electronegativity. In order to prevent this a different approach is employed to impose the quasi-neutrality. We multiply the particle balance equation of each species with its charge q i , and their summation defines a volume-averaged charge continuity equation:
where ρ represents the total charge density. The net volume source vanishes due to the charge conservation in the reactions and only the wall flux remains. According to this expression, if initially quasi-neutrality is satisfied, it is further conserved [36] in time, when the total flux-or the net current-to the wall vanishes
Accordingly, we explicitly solve the electron particle balance equation but impose a constraint on its wall flux
A caveat about the approach: the numerical integration schemes that use large time-steps can produce deviations. As the power is switched off, the electron temperature steeply drops in microseconds, together with the plasma and sheath potential. A minimum value for the electron temperature is identified by the gas temperature with the assumption that electrons and background gas are in thermal equilibrium. Afterwards, all the electrons recombine, which is defined by a minimal density condition in the model. The ion wall rates R + p W that are derived in the presence of the electrons and a power input, are no longer valid and they are switched off. The chemical kinetics, mass flow and the wall flux define an ion recombination time-scale. In case this timescale is larger than that of electrons, the ions remain in the chamber and they form a quasi-neutral ion-ion plasma.
In the chlorine plasma, the ion recombination time-scales are relatively large and a quasi-neutral ion-ion plasma appears after the electrons disappear. In this respect, we define two separate regions with respect to time: (1) the plasma, (2) the ion-ion plasma (afterglow). The transition between these regions is defined by a minimal electron density condition. After the electrons disappear, the electron and the ion wall flux rates R + p W are switched off and only the flow rates and the neutral wall reactions are kept. Similarly, the quasi-neutrality is imposed with negative ion wall flux
Results
In this section, we firstly compare the simulation data with various experimental results obtained from the literature. The comparison covers both continuous and modulated power inputs. Secondly, the simulation results for the recombination probabilities γ A1 , γ A2 and γ S are compared with each other in the continuous mode. The recombination probability and the gas temperature are varied within a large spectrum to observe their role on the plasma. Finally, their influence on the power modulation is provided at the end of the section.
Experimental comparison
For steady power input we compare the simulation results with the measurements realized by Efremov et al [57] and Hebner et al [58] . The former are carried out on a setup with a radius of R = 1.5 × 10 −1 m, a length of L = 1.4 × 10 −1 m at a flow rate of Q = 20 sccm and a power input of 400 W. We assume that 300 W is absorbed by the plasma and the gas temperature is T h = 500 K adapted from [19] . The second setup is a cylinder with R = 5.5 × 10 −2 m and L = 3.8 × 10 −2 m . The mass flow rate is 30 sccm and the power input is fixed at 240 W. For this case, we estimate the β factors and the gas temperatures from the measurements listed in table 1 by interpolation. The chamber walls in both setups are composed of stainless steel and the corresponding wall recombination probability, γ S , is used in the simulations. The comparisons of the electron, negative ion densities and the electron temperature with respect to the pressure are shown in figures 1(a) and (b). The simulation results mostly show good agreement with the experimental measurements for these cases. The agreement is fair for the electron density profile at 1.5 mTorr pressure and for the electron temperature profile at 1 mTorr and 25 mTorr.
Sirse et al [59] recently measured the e, Cl and Cl( 2 P 1/2) densities in a setup identical to the one described in section 2.1. We also compare the calculated e, Cl and Cl( 2 P 1/2) densities at 50 mTorr with these measurements. The comparison is shown with respect to the power input in figure 1(c) . In general, the results agree well with the experimental data, though the agreement is fair for the excited state density and deviates the most at 100 W.
In pulsed mode we compare the simulation results with the experimental data obtained by Ahn et al [60] . The plasma is formed inside a glass Pyrex tube with R = 1.6 × 10 −1 m and L = 1.6 × 10 −1 m. The power input is 400 W and the pressure is fixed at 8 mTorr. The period of the modulation is 100 µs with a 50% duty ratio. For the glass wall, we assume a chlorine wall recombination constant of γ G = 0.15 proposed by Ashida et al [23] . The absorbed power is estimated by a factor of β = 0.9 based on table 1. The setup is connected to a diffusion chamber with identical gas pressure. Ramamurthi et al [3] showed in a similar setup that the plasma does not diffuse into this chamber for the same modulation parameters. Since the period is very small compared with the flow time-scale, we also observed that a mass flow rate of 30 sccm and 0 sccm does not change the calculations. Hence, the plasma expansion into the downstream region directed towards the diffusion chamber is neglected. The electron, negative ion densities and the electron temperature data in one modulation period are shown in figure 2(a) . Generally, good agreement is observed between the calculations and the measurements. The agreement for the electron density and temperature is valid throughout the modulation period; however, the model proposes a fairly smaller time-scale for the electron temperature decay. The negative ion density measurements deviate from the simulation mostly between 50 and 55 µs. Since the experimental data are inconsistent by rapid fluctuations at this interval, it is possible that the disagreement is due to the experimental errors.
Bodart et al [4] recently measured the atomic and the molecular chlorine densities with a completely different modulation period compared with the previous case. The measurements are carried out for a period of 0.66 ms with a 15% duty ratio. The setup dimensions are identical to the one described in the section 2.1. It is operated at 800 W input power, 20 mTorr pressure, 100 sccm mass flow rate and gas temperature of 800 K. Considering the increment of the factor β with the power input (see table 1), we assume that all of the power is absorbed within the plasma. The gas temperature identifies the flow-out rate. If it is not properly defined in the pulse off region, the mass flow drains excessive amount of species from the chamber with the pulse on value of 800 K. Regarding this, we estimate a cooling time-scale about 20 ms that is based on the observations by Cunge et al [61, 62] . In this respect, we assume that the gas temperature drops to the ambient temperature in 20 ms. The calculated and the measured data are given in figure 2(b) that show good agreement with each other throughout the modulation period. However, the model predicts a fairly smaller decay time-scale in chlorine density compared with the experimental observation.
Wall recombination probability and gas temperature variations
In this section, we fix the power input at 200 W and use the setup described in section 2.1 for the analysis. In the simulations we employ the β and gas temperature measurements of the setup (see table 1), whenever necessary. We firstly compare the different recombination probability measurements γ A1 , γ A2 and γ S discussed in section 3. The pressure-resolved densities of electron, Cl and Cl( 2 P 1/2) species and the electron temperature for these probabilities are shown in figure 3 , together with the experimental data [59] . The measurement, γ A1 , is the largest among the wall recombination probabilities and it is a constant number. However, γ A2 and γ S vary with the pressure due to different n Cl /n Cl 2 ratio. They satisfy 0.006 < γ A2 < 0.1, 0.003 < γ S < 0.04 and peak at 2 mTorr, where the n Cl /n Cl 2 is relatively larger. Their difference with γ A1 rises with the pressure. The highest difference is at 50 mTorr, consequently, the corresponding profiles disagree most at this value. This disagreement is more obvious for the Cl and Cl( 2 P 1/2) densities, compared with electron density and temperature. Their profiles for these recombination probabilities fairly agree with each other in the presented pressure range.
In order to observe its influence on the plasma, the Cl wall recombination probability is hypothetically varied within the range 0.001-1. In the investigation, we denote this hypothetical probability by γ rec covering a pressure range 5-50 mTorr. The particle densities are shown as a function of γ rec at 5 mTorr and 50 mTorr pressure in figure 4 : (a) charged particles at 5 mTorr, (b) charged particles at 50 mTorr, (c) neutral particles at 5 mTorr and (d) neutral particles at 50 mTorr. According to these figures, there are two distinct chemical partitions and corresponding reaction channels with respect to γ rec variation. The first partition is composed of excited atomic states and Cl + that are mainly produced from Cl. The second partition consists of vibrational excited states, Cl + 2 and Cl − that are dominantly produced from Cl 2 . Since the wall recombination probability determines the dominant neutral in the plasma, either Cl or Cl 2 , these two channels respond oppositely to the wall recombination probability.
Generally, the electron density depends on the species from both chemical partitions described above. It directly relies on all the ions in the plasma by the quasi-neutrality requirement and is indirectly determined by the neutrals as the source of the charged particle production. However, the electron density behaves similar to the first partition in the studied parameter range. This is mostly caused by the larger negative ion density that limits the electron density via quasineutrality. Otherwise (for example at 500 W), we observe that the electrons behave proportionally to the dominant positive ion. The pressure plays a significant role on the densities and their aforementioned variations. As a consequence, it defines a distinctive behaviour for the electron density together with the wall recombination probability. At a low pressure of 5 mTorr, Cl + is the dominant positive ion for small γ rec , whereas the dominant ion switches to Cl + 2 abruptly as γ rec increases. At the transition, the electron density shows a slight bump and then decreases with the wall recombination probability. At 50 mTorr, the positive ions are dominated by Cl + 2 in the whole γ rec range. Since the negative ions are equally important as the dominant positive ion, the electron density behaviour is mostly identified by Cl + at this pressure due to quasi-neutrality. The degree of dissociation κ d = n Cl /(n Cl + 2n Cl 2 ), the degree of electronegativity α = n Cl − /n e and the electron temperature T e variations with respect to γ rec are shown in figure 5: (a) κ d and α (b) T e . The wall recombination probability dramatically reduces the degree of dissociation with a steeper drop at lower pressures. On the other hand, it increases the degree of electronegativity with a similar profile. The electron temperature is almost linearly proportional to γ rec for γ rec > 0.02. Below this point, the relation depends on the pressure. At 5 mTorr and 10 mTorr, the temperature slightly decreases with increasing γ rec , while at 50 and 20 mTorr the temperature shows an increasing trend. The transition between these two trends corresponds to the dominant ion transition, and the electron density shows a slight bump (see figure 4(a) ) that causes such an electron temperature behaviour. We observe that the well in the electron temperature for γ rec < 0.002 deepens for a higher electron density bump (for example at 500 W).
Finally, the influence of the gas temperature on the plasma is investigated by externally varying its value, where the recombination probability γ A1 is used in the simulations. This can also be physically achievable, for example, by the control of the chamber wall temperature. The resultant particle density profiles are shown in figure 6 : (a) charged particles at 5 mTorr (b) charged particles at 50 mTorr (c) neutral particles at 5 mTorr and (d) neutral particles at 50 mTorr. The gas temperature variation barely alters the molecular and the negative ion densities. The largest effect on the charged particles is the increase in the electron and Cl + densities. These behaviours agree with the observations by Thorsteinsson et al [19] . The magnitude of the increase at 50 mTorr is significantly larger than the one at 5 mTorr. All the neutral densities are inversely proportional to the gas temperature, which is more apparent at 5 mTorr.
The degree of electronegativity α, the degree of dissociation κ d and the electron temperature T e , profiles at different pressure values are shown in figure 7: (a) α, κ d and (b) T e . The gas temperature does not affect the degree of dissociation; however, it decreases the degree of electronegativity with an identical trend for all the pressure values. The electron temperature is almost linearly proportional with the gas temperature regardless of the pressure.
Power modulation.
In this section, we investigate the role of the wall recombination probability and the gas temperature on the plasma for a modulated power input. In the investigation, a square wave power modulation is applied with a period of 100 ms and a duty ratio of 50% at a 200 W peak power input and pressure 50 mTorr. We use the gas temperature and β measurements given in table 1, whenever necessary. profiles are observed for the wall recombination probabilities γ A1 and γ A2 . However, γ A2 produces larger electron and atomic positive ion densities and slightly lower electron temperatures. The difference is more obvious for the cases of γ rec = 0.001 and γ rec = 1.0. For γ rec = 1.0, the electron temperature and the Cl + densities are smaller, while the electron temperature is higher. The Cl + 2 and Cl − profiles do not alter for these two wall recombination probabilities. Secondly, the comparison of two extreme cases of the gas temperature is shown that are T h = 300 K and T h = 1500 K, respectively, where we employ the recombination probability γ A1 in the simulations. The resultant charged particle densities and the electron temperature are shown with respect to time in figure 9 : (a) T h = 300 K and (b) T h = 1500 K. The molecular and negative ion profiles are invariant with respect to the gas temperature variation. On the other hand, the electron and Cl + densities and the electron temperature increase.
In all of the power modulation cases, the electron temperature initially shows a very steep peak due to the low electron density, which is also measured by Ahn et al [60] . The quantities during the pulse on are slightly larger than those for the continuous power input. However, the role of the wall recombination probability is identical for the modulated and continuous power inputs that is also observed for the gas temperature. As shown in the continuous case (see figure 4 (a)), we also observe that at 5 mTorr, Cl + is the dominant ion at most of the pulse on time for γ rec = 0.001. As the power is cut-off, the electron temperature and the plasma potential immediately drop within 50 µs, and shortly after the electrons vanish in the chamber. Cl + follows the electrons within 200 µs, which is in an agreement with the observations [2] . Afterwards, an ion-ion plasma that is composed of Cl + 2 and Cl − appears in the chamber. These ions mutually recombine, as well as they slowly flow out due to the net mass flow rate. The dominant loss mechanism of the ions is initially the mutual recombination then the dominance switches to the flow out rate. In the model we do not set any wall diffusion for these ions, which may lower the ion-ion plasma lifetime.
Conclusion and discussion
We analysed a chlorine inductively coupled-radio frequency plasma for continuous and modulated power input modes with a global model. The model shows good agreement with the various experimental data from the literature for both power input modes. In the model a novel quasi-neutrality implementation is employed for the power modulation and we observed an agreement with the conventional approach in the pulse on mode. In the pulse off mode an ion-ion plasma composed of Cl − and Cl + 2 appears in the chamber and the quasi-neutrality is imposed by a similar condition on the negative ion. For an ion-ion plasma composed of multiple dominant negative ions the quasi-neutrality condition is to be applied to all negative ions, for example, by a density weighted flux.
In the analysis, a comparison of the plasma for distinct measurements of the Cl wall recombination probability is provided. Furthermore, the roles of the wall recombination and the gas temperature variations on the plasma are investigated and it is shown that they have a significant influence. The wall recombination releases energy at the wall and this reaction may directly alter the gas temperature, or indirectly by changing the plasma features. In the model we do not calculate the gas temperature but it is provided externally from measurements.
Further analysis with a consistent gas heating requires a model self-consistently coupled to a volume-averaged heavy particle energy balance equation. Additionally, we assume that all the heavy particles are in thermal equilibrium and deviation from this, for example large ion temperature, may alter the influence of the gas temperature.
We observe that the updated vibrational excitation crosssection [12] produces significantly larger Cl 2 (v = 1) density compared with the one provided in [46] . On the other hand, the rest of the vibrational excited levels Cl 2 (v = 2, 3) do not change and up to date excitation cross-sections are also necessary for these levels. Furthermore, this updated cross-section relatively increases the electron temperature and reduces the electron density; hence, it improves the overall agreement with the experimental data. The quenching reactions of the vibrational levels also play similar role; however, these reactions barely affect the plasma. The influence of the atomic excited chlorine levels is negligible within the parameter range. It is also observed that stepwise ionization from the considered atomic and molecular excited levels are insignificant. Additionally, the plasma is not sensitive to variation of the wall de-excitation probabilities of these excited levels. 
