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Abstract
In this paper we want to introduce two commutative diagrams for weight n=2
and n=3 with six faces on each. These diagrams describe the relations between
Grassmannian complex in geometric configurations, Bloch-Suslin’s complex for
weight n=2 and Goncharov’s complex for weight n=3 and the variants of Cathe-
lineau’s complexes for weight n=2,3. Here we are putting all complexes together
to see a bigger picture.
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1 Introduction:
Grassmannian complex with geometric configurations is first defined by A. A. Suslin
([13]) and morphisms between this and Bloch-Suslin complex are introduced by A.
B. Goncharov ([9],[10]). He also introduces the morphisms of latter complexes with
motivic complexes (the groups involve in this complex are classical polylogarithmic
groups) for generic and degenerate configurations (see [9] and [10]). On the other hand
Cathelineau describes the infinitesimal version of motivic complexes and F-vector
spaces which involve the groups of infinitesimal polylogarithms(see [3])
We suggest variants of Cathelineau’s complex and describe their relation through
morphisms with Grassmannian complex in configurations (see [8]). In this article we
are using Lemma 2.1, and we see that its exploitation will give some useful relations
between the three complexes discussed above.
2 Preliminaries and Background:
Throughout the note F means field with characteristic zero and F•• = F − {0, 1}. In
this section we will cover some primary concepts which are essential for this paper.
2.1 Grassmannian Complex:
For a set X, let (x˜1, . . . , x˜n) ∈ Xn for all x˜i ∈ X, take the modulo group action of G on
Xn then we will have (x1, . . . , xn) ∈ Xn for all xi ∈ X and it is called as the configuration
of n-points in X. We replace X by Vn where Vn is an n-dimensional vector space over
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the field F. We take the group action of GLn(F) on Vn then (x1, . . . , xm) represents the
configuration of m-vectors in n-dimensional vector space Vn.
Introducing the free abelian group Cm,n generated by the configuration of m-vectors
(x1, . . . , xm) in n-dimensional vector space. Further define a differential map d as
d : Cm,n → Cm−1,n
by
d : (x1, . . . , xm) 7→
m∑
i=1
(−1)i(x1, . . . , xˆi, . . . , xm)
thus we define a complex (C∗,n, d) called Grassmannian complex with the degree of d
is -1.(see [8],[9] and [10])
2.2 Polylogathmic Groups(Classical):
Define B1(F) := F×
2.2.1 Weight 2:
First define R2(F) ⊂ [F] generated by
4∑
i=0
(−1)i [r(x0, . . . xˆi . . . , x4)]
where r(x0, . . . , x3) = ∆(x0 ,x3)∆(x1 ,x2)∆(x0 ,x2)∆(x1 ,x3) is the cross-ratio of 4-points and x0, . . . , x3 ∈ F and
∆(xi, x j) is the 2 × 2 determinant.
Now introducing B2(F), which is defined as the quotient of [F] by R2(F) that is
B2(F) := [F]R2(F)
This group can be put in the famous Bloch-Suslin complex BF(2) : B2(F) δ−→ ∧2F×
where ∧2F× = F× ⊗ F×/〈x ⊗ x|x ∈ F×〉 and δ([a]2) = (1 − a) ∧ a
2.2.2 Weight 3:
First define the map r3 : C6,3 → [F] by
r3(x0, . . . , x5) = Alt6
[
∆(x0, x1, x3)∆(x1, x2, x4)∆(x2, x0, x5)
∆(x0, x1, x4)∆(x1, x2, x5)∆(x2, x0, x3)
]
R3(F) ⊂ [F] is generated by seven-term relation∑6i=0(−1)ir3(x0, . . . , xˆi, . . . , x6) which
is a big result and was very helpful to prove Zagier’s conjecture for weight 3 (see [10]).
Thus Goncharov define the weight 3 motivic groupB3(F) is the quotient group of[F]
by R3(F), that is
B3(F) = [F]R3(F)
These groups can be placed in the sequence to form the Goncharov’s complex of weight
3.
BF(3) : B3(F) δ−→ B2(F) ⊗ F× δ−→ ∧3F×
where δ([a]3) = [a]2 ⊗ a and δ([a]2 ⊗ b) = (1 − a) ∧ a ∧ b
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2.3 Polylogarithmic Groups(Infinitesimal):
In fact here we will discuss F-vector spaces, but before that it is necessary to define
general derivation in F-vector spaces. Let D be the derivation map D ∈ Der(F, F)
which means if a ∈ F then D(a) ∈ F and satisfies the following conditions.
1. D(a + b) = D(a) + D(b)
2. D(ab) = aD(b) + bD(a)
for all a, b, D(a), D(b) ∈ F
Cathelineau ([3],[4]) has defined the infinitesimal versions of Goncharov’s groups
Bn(F)
2.3.1 Weight 2:
Let 〈a〉 generates the vector space F[F] over the field F and we set ~aD := D(a)
a(1−a) 〈a〉,
we define another quotient space βD2 (F) of F[F] by ρD2 (F), where ρD2 (F) ⊂ F[F] gen-
erated by the following five term relation.















This vector space βD2 (F) is the variant of Cathelineau’s vector β2(F) (see [8], [3], [4]).
We construct a complex
βD2 (F)
∂D
−→ F ⊗ F×
where ∂D(~aD2 ) = −D log(1 − a) ⊗ a + D log a ⊗ (1 − a) and D log(a) = D(a)a
2.3.2 Weight 3:




where ρD3 (F) is the kernel of the following map
∂D : F[F] → βD2 (F) ⊗ F× ⊕ F ⊗ B2(F)
∂D(~aD3 ) = ~aD2 ⊗ a + (1 − a) ⊗ [a]2
we can make a complex by using the above vector spaces.
βD3 (F)
∂D
−→ βD2 (F) ⊗ F× ⊕ F ⊗ B2(F)
∂D
−→ F ⊗ ∧2F×
Lemma 2.1. (Elbaz-Vincent–Gangl)(see Lemma 6.1 and Proposition 6.2 of [7]) Let















⊕ (F ⊗ Bn−1(F))
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Where fD : [a] 7→ D(a)a(1−a) [a]
δn : [a] 7→

[a]n−1 ⊗ a for n > 2
(1 − a) ∧ a for n = 2
∂n : [a] 7→

~aD
n−1 ⊗ a + (1 − a) ⊗ [a]n−1 for n > 2
−
D(a)
1−a ⊗ a +
D(a)
a
⊗ (1 − a) for n = 2
gnD : [a]n−1 ⊗ b 7→ ~aDn−1 ⊗ b +
D(b)
b ⊗ [a]n−1
Proof. Proof requires direct computation(see the proof of Lemma 6.1 and Proposition
6.2 in [7]). 
3 Morphisms in weight 2 complexes:










B2(F) δ // ∧2 F×
(3.1a)
for the following maps
f 20 (x0, x1, x2) = ∆(x0, x1) ∧ ∆(x0, x2) − ∆(x0, x1) ∧ ∆(x1, x2) + ∆(x0, x2) ∧ ∆(x1, x2)
and






where d is defined in §2.1 and δ is defined in §2.2 above.
Lemma 3.1. The diagram (3.1a ) is commutative, i.e. f 20 ◦ d = δ ◦ f 21
Proof. Proof requires direct computations (see [9],[10] for the proof) 
In [8], we introduced similar diagram which provide the morphisms between Grass-











// F ⊗ F×
(3.1b)
where βD2 (F) and ∂D are defined in §2.3, we define





∆(xi, xi+2) ⊗ ∆(xi, xi+1)
−
D{∆(xi+1, xi)}
∆(xi+1, xi) ⊗ ∆(xi, xi+2)
}
i mod 3
τ21 : (x0, . . . , x3) 7→ ~r(x0, . . . , x3)D2
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Lemma 3.2. τ20 ◦ d = ∂D ◦ τ21
Proof. See [8] for the proof. 
Lemma 2.1 and diagrams (3.1a ) and (3.1b) will give us the following prism like
diagram which has six faces and the next result in this section will show that all faces







































// F ⊗ F×
(3.2b)
where (see §6.1 in [7])







Corollary 3.3. The diagram (3.2b) above is commutative, i.e. there is a morphism of
complexes between all three complexes used in diagram (3.2b).
Proof. We only need to show that g12,D◦ f 20 (x0, x1, x3) = τ20(x0, x1, x3) and τ2D◦ f 21 (x0, . . . , x3) =
τ21(x0, . . . , x3).
g12,D ◦ f 20 (x0, x1, x3) =g12,D (∆(x0, x1) ∧ ∆(x0, x2) − ∆(x0, x1) ∧ ∆(x1, x2) + ∆(x0, x2) ∧ ∆(x1, x2))
=
D (∆(x0, x1))
∆(x0, x1) ⊗ ∆(x0, x2) −
D (∆(x0, x2))
∆(x0, x2) ⊗ ∆(x0, x1)
−
D (∆(x0, x1))
∆(x0, x1) ⊗ ∆(x1, x2) +
D (∆(x1, x2))
∆(x1, x2) ⊗ ∆(x0,1 )
+
D (∆(x0, x2))
∆(x0, x2) ⊗ ∆(x1, x2) −
D (∆(x1, x2))
∆(x1, x2) ⊗ ∆(x0, x2)
=τ20(x0, x1, x3)
and














4 Morphisms in Weight 3 complexes:
Similar to weight n=2, Goncharov constructed morphisms between Grassmannian















B3(F) δ // B2(F) ⊗ F× δ // ∧3 F×
(4.1a)
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is commutative for the following maps







∆(x0, . . . , xˆ j, . . . , x3),









and f 32 is defined via alternation sum for generic points.




∆(x0, x1, x3)∆(x1, x2, x4)∆(x2, x0, x5)
∆(x0, x1, x4)∆(x1, x2, x5)∆(x2, x0, x3)
]
3
where δ ([x]3) = [x]2 ⊗ x for all x , 0, 1 ∈ F× and δ([x]2) = (1 − x) ∧ x.
Theorem 4.1. Diagram (4.1a) is commutative, i.e.
1. f 30 ◦ d = δ ◦ f 31
2. f 31 ◦ d = δ ◦ f 32
Proof. See [10] for (1) and appendix of [11] for the proof of (2). 
In [8], we introduced another diagram which gives the morphisms between Grass-






















τ30 : (x0, . . . , x3) 7→
3∑
i=0
(−1)i D∆(x0, . . . , xˆi, . . . , x3)
∆(x0, . . . , xˆi, . . . , x3) ⊗
∆(x0, . . . , xˆi+1, . . . , x3)
∆(x0, . . . , xˆi+2, . . . , x3)
∧
∆(x0, . . . , xˆi+3, . . . , x3)
∆(x0, . . . , xˆi+2, . . . , x3) (1)














j,i ∆(xˆi, xˆ j)
)
∏
j,i ∆(xˆi, xˆ j)
⊗ [r(xi|x0, . . . , xˆi, . . . , x4)]2
}




∆(x0, x1, x3)∆(x1, x2, x4)∆(x2, x0, x5)























⊗ a ∧ b − D(a)
a
⊗ (1 − a) ∧ b + x ⊗ (1 − y) ∧ y
Theorem 4.2. Diagram (4.2a) is commutative, i.e.,
1. τ30 ◦ d = ∂
D ◦ τ31
2. τ31 ◦ d = ∂
D ◦ τ32
Proof. 
So, we can combine diagrams (4.1a) and (4.2a), again exploit Lemma 2.1 to get













































































βD2 (F) ⊗ F×
)





where (see §6.1 in [7])





g13,D(x ∧ y ∧ z) =
D(x)
x
⊗ y ∧ z −
D(y)
y
⊗ x ∧ z +
D(z)
z
⊗ x ∧ y
Note that all the morphisms here are well-defined and the well-definedness of f 20 , f 21 , f 30 , f 31 , f 32
were shown in [10] while the well-definedness of τ20, τ21, τ30, τ31, τ32 were shown in [8].
Corollary 4.3. The diagram (4.2b) above is commutative, i.e. there is a morphism of
complexes between all three complexes used in diagram (4.2b).
Proof. We only need to show that g13,D◦ f 30 (x0, . . . , x3) = τ30(x0, . . . , x3), g23,D◦ f 31 (x0, . . . , x4) =
τ31(x0, . . . , x4) and τ3D ◦ f 32 (x0, . . . , x5) = τ32(x0, . . . , x5)
















D (∆(x0, . . . , xˆi, . . . , x4))
∆(x0, . . . , xˆi, . . . , x4) ⊗
∆(x0, . . . , xˆi+1, . . . , x4)
∆(x0, . . . , xˆi+2, . . . , x4) ∧
∆(x0, . . . , xˆi+2, . . . , x4)



























(xˆi, xˆ j) ⊗ [r (xi|x0, . . . , xˆi, . . . , x4)]2





∆(x0, x1, x3)∆(x1, x2, x4)∆(x2, x0, x5)








∆(x0, x1, x3)∆(x1, x2, x4)∆(x2, x0, x5)
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This paper consists on one chapter of the author’s doctoral thesis at University of
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