Abstract. We study constacyclic codes, of length np s and 2np s , that are generated by the 
Introduction
The minimum Hamming distance of cyclic codes, of length 2 s , over the Galois ring GR(2 a , m) is determined in [4] . In [5] , the techniques introduced in [4] are used to compute the minimum Hamming distance of cyclic codes, of length p s , over a finite field of characteristic p.
It has been shown, in [2] , that the minimum Hamming distance of a repeated root cyclic code can be expressed in terms of a simple root cyclic code. Using this result in [6] , we have shown that the main result of [5] can be obtained immediately. More explicitly, we have shown that the minimum Hamming distance of a cyclic code, of length p s , over a finite field of characteristic p can be found using the results of [2] via simpler and more direct methods compared to those of [5] . Later in [7] , we extended our methods, again using the results of [2] , to cyclic codes, of length 2p s , over a finite field of characteristic p, where p is an odd prime, and we determined the minimum Hamming distance of these codes.
In this study, we generalize the results of [5] , [6] and [7] to certain classes of repeated-root constacyclic codes. Namely, we compute the minimum Hamming distance of constacyclic codes of length np s and 2np s , that are generated by the polynomials (x n + λ) ℓ and (x n − ξ) i (x n +ξ) j respectively, where x n +λ, x n −ξ and x n +ξ are irreducible over the alphabet F p a . As a particular case, we determine the minimum Hamming distance of cyclic and negacyclic codes, of length 2p s , over a finite field of characteristic p.
This paper is organized as follows. In Section 2, we give some preliminaries and fix our notation. In Section 3, we determine the minimum Hamming distance of constacyclic codes, of length np s , over a finite field of characteristic p, where these code are generated by the irreducible polynomial x n + γ. In Section 4, we determine the minimum Hamming distance of constacyclic codes, of length 2np s , over a finite field of characteristic p, that are of the form (x n − ξ) i (x n + ξ) j where x n − ξ and x n + ξ are irreducible. In Section 5, we give several examples as applications of the main results of Section 3 and Section 4.
Preliminaries
Let p be a prime number and F q be a finite field of characteristic p. Let N be a positive integer. Throughout this paper we identify a codeword c = (c 0 , c 1 , . . . , c N −1 ) over F q with the polynomial c(x) = c 0 + c 1 x + · · · + c N −1 x N −1 ∈ F q [x] .
The Hamming weight of a codeword is defined to be the nonzero components of the codeword and the Hamming weight of a polynomial is defined to be the number of nonzero coefficients of the polynomial. Let c and c(x) be as above. We denote the Hamming weight of c and c(x) by w H (c) and w H (c(x)), respectively. Obviously, the Hamming weight of a codeword and the Hamming weight of the corresponding polynomial are equal, i.e., w H (c) = w H (c(x)).
The minimum Hamming distance of a code C is defined as min{w H (u − v) : u, v ∈ C and u = v}, and is denoted by d H (C). If C is a linear code, then it is well-known that
Let λ ∈ F q \ {0} and I = x N − λ . The λ-shift of a codeword c = (c 0 , c 1 , . . . , c N −1 ) is defined to be (λc N −1 , c 0 , c 1 , · · · , c N −2 ). If a linear code C is closed under λ-shifts, then C is called a λ-cyclic code and in general, such codes are called constacyclic codes (c.f. [1, Section 13.2]). It is well-known that λ-cyclic codes, of length N , over F q correspond to the ideals of the finite ring
In particular, cyclic (respectively negacyclic) codes, of length N , over F q correspond to the ideals of the ring R a = F q [x]/a (respectively R b = F q [x]/b), where a = x N − 1 (respectively b = x N + 1 ). Additionally if N is divisible by p, then C is said to be a repeated-root constacyclic code. Any element of R can be represented uniquely as f (x) + I where deg(f (x)) < N . The codeword which corresponds to f (x) + I is (f 0 , f 1 , . . . , f N −1 ), where f (
is a principal ideal domain, R is also a principal ideal domain. So, for any ideal J of R, there exists a unique monic polynomial g(x) ∈ F q [x] with deg(g(x)) < N and g(x) | x N − λ such that J = g(x) . The polynomial g(x) is said to be a generator of J.
The following lemma gives us a trivial lower bound for the minimum Hamming distance of all constacyclic codes.
Then there is αx e ∈ C for some α ∈ F q \ {0} and for some nonnegative integer e. Since α and x are units, αx e is a unit in R. Being a proper ideal of R, C can not contain a unit. Thus we get a contradiction. Hence d H (C) ≥ 2. Now we will partition the set {1, 2, . . . , p s − 1} into three subsets. These subsets naturally arise from the technicalities of our computations as described in Section 3 and Section 4. If i is an integer satisfying 1 ≤ i ≤ (p − 1)p s−1 , then there exists a uniquely determined integer β such that 0 ≤ β ≤ p − 2 and
Moreover since
there exists a uniquely determined integer k such that 1 ≤ k ≤ s − 1 and
Besides if i is an integer as above and k is the integer satisfying 1 ≤ k ≤ s − 1 and (2.1), then we have
So for such integers i and k, there exists a uniquely determined integer τ with 1 ≤ τ ≤ p − 1 such that
gives us a partition of the set {1, 2, . . . , p s − 1}.
Here we fix some notation concerning division and remainders in
where either 0 ≤ deg(r(x)) < deg(f (x)) or r(x) = 0. We define
and we use the notation f (x) ≡ r(x) mod g(x) in the usual sense.
Let e > 0 be an integer. For any nonnegative integer a < p e , there exist uniquely determined integers 0 ≤ a 0 , a 1 , . . . , a e−1 ≤ p − 1 such that
The expression (2.3) is called the p-adic expansion of a.
Let N be a positive integer and γ ∈ F q \ {0}. Our computations in Section 3 and Section 4 are based on expressing the Hamming weight of an arbitrary nonzero codeword in terms of w H ((x n + γ) N ). In [3] , the Hamming weight of the polynomial (x n + γ) N is given as described below. Let e, n, N and 0 ≤ b 0 , b 1 , . . . , b e−1 ≤ p − 1 be positive integers such that N < p e and let γ ∈ F q \ {0}. Let
be the p-adic expansion of N . Then, by [3, Lemma 1], we have
As suggested in [3] , identifying x with x n in (2.4), we obtain
The following two lemmas are consequences of (2.5) and we will use them in our computations frequently.
Proof. Since
. . , a s−2 ≤ p − 1 and 0 ≤ a s−1 ≤ p − β − 1 are integers such that a ℓ < p − 1 for some 0 ≤ ℓ < s − 1. According to the p-adic expansion of m, we consider the following two cases. First, we assume that m = Lp s−1
Second, we assume that m = a s−1 p s−1 + · · · + a 1 p + a 0 . Then the p-adic expansion of m + βp s−1 + 1 is of the form
Let k be the least nonnegative integer with a k < p − 1. Then it follows that
So, using (2.5), (2.6) and (2.7), we get
According to the p-adic expansion of m, we consider the following two cases. First, we assume that m = Lp
So, using (2.5), we get
It is easy to see that
Let ℓ 0 be the least nonnegative integer with 0 ≤ a ℓ 0 < p − 1. Then
Using (2.8), (2.9) and (2.5), we get
In [3] , the authors have shown that the polynomial (x n + γ) N has the so-called "weight retaining property" (see [3, Theorem 1.1]). As a result of this, they gave a lower bound for the Hamming weight of the polynomial g(x)(x n + γ) N where g(x) is any element of
Let n, N, γ and g(x) be as above. Then, by [3, Theorem 1.3 and Theorem 6.3], the Hamming weight of g(x)(x n + γ) N satisfies
As the last remark of this section, we examine the Hamming weight of the polynomials (x n + γ 1 ) p s (x n + γ 2 ) i where 0 < i < p s . Let 0 < i < p s be an integer and
where a 0 , a 1 , . . . , a i are the binomial coefficients. Note that
Therefore
3. Constacyclic codes of length np s Let n and s be positive integers. Let γ, λ ∈ F q \ {0} such that γ p s = −λ. All λ-cyclic codes, of length np s , over F q correspond to the ideals of the finite ring
Suppose that x n + γ is irreducible over F q . Then the monic divisors of x np s − λ = (x n + γ) p s are exactly the elements of the set {(x n + λ) i : 0 ≤ i ≤ p s }. So if x n + λ is irreducible over F q , then the λ-cyclic codes, of length np s , over F q are of the form (x n + λ) i where
e., C is the whole space F np s q , and if i = p s , then C = {0}. For the remaining values of i, we consider the partition of the set {1, 2, . . . , p s − 1} given in (2.2).
If
For p s−1 < i < p s , we first find a lower bound on the Hamming weight of an arbitrary nonzero codeword of C in Lemma 3.2 and Lemma 3.4. Next in Corollary 3.3 and Corollary 3.5, we show that there exist codewords in C, achieving these previously found lower bounds. This gives us the minimum Hamming distance of C. We summarize our results in Theorem 3.6. We close this section by showing that Theorem 3.6 gives the minimum Hamming distance of negacyclic codes, of length 2p s , over F p a where p ≡ 3 mod 4 and a is an odd number.
Proof. The claim follows from Lemma 2.1 and the fact that
where q(x), r(x) ∈ F q [x] and 0 ≤ deg(r(x)) < np s − ni or r(x) = 0 . We observe that
, where we consider this equality in
. Therefore the Hamming weight of c ∈ C is equal to the nonzero coefficients of r(x)(
In the following lemma, we give a lower bound on d H (C) when p s−1 < i.
We may assume that deg(f (x)) < np s − nβp s−1 − n = (p − β)np s−1 − n. We choose m to be the largest nonnegative integer with (
by our choice of m, so
Now using (3.1), (3.2) and (2.10), we obtain
This completes the proof.
Next we show that the lower bound given in Lemma 3.2 is achieved when p s−1 < i ≤ (p − 1)p s−1 and this gives us the exact value of d H (C).
We know, by (2.5), that
Combining (3.3) and (3.5), we get d H (C) = β + 2.
Having covered the range p s−1 < i ≤ (p − 1)p s−1 , now we give a lower bound on d H (C) when (p − 1)p s−1 < i < p s in the following lemma.
We may assume that
Let m be the largest nonnegative integer with (
The maximality of m implies x n + γ ∤ g(x) and therefore g(x) mod x n + γ = 0. So we have
Now using (2.10), (3.7) and (3.8), we obtain
.5 where we show the existence of a codeword that achieves the lower bound given in Lemma 3.4.
Combining (3.9) and (3.11), we get d H (C) = (τ + 1)p k .
We summarize our results in the following theorem.
Theorem 3.6. Let p be a prime number, F q a finite field of characteristic p, γ ∈ F q \ {0} and n be a positive integer. Suppose that x n + γ ∈ F q [x] is irreducible. Then the λ-cyclic codes over 
Remark 3.7. If we replace n with 1 and γ with −1 in Theorem 3.6, then we obtain the main results of [5] and [6] . Namely, we obtain [5, Theorem 4.11] and [6, Theorem 3.4] .
In the rest of this section, we assume that p is an odd prime number and a is a positive integer. Now we will apply Theorem 3.6 to a particular case. Namely, we will consider the negacyclic codes over F p a of length 2p s . In order to apply Theorem 3.6, the polynomial x 2 + 1 must be irreducible over F p a . A complete irreducibility criterion for x 2 + 1 is given in the following lemma.
Lemma 3.8. Let p be an odd prime and a be a positive integer. The polynomial
is irreducible if and only if p = 4k + 3 for some k ∈ N and a is odd.
Proof. If p = 4k + 3 and a is odd, then p a = 4k 1 + 3 for some k 1 ∈ N. So F p a \ {0} has 4k 1 + 2 elements. Now assume that there exists ω ∈ F p a \ {0} with ω 2 = −1. Then ω 4 = 1. This implies that the multiplicative group of F p a has an element of order 4. This is a contradiction. Therefore x 2 + 1 has no root in F p a and hence x 2 + 1 is irreducible. For the converse, if p = 4k + 1, then p a = 4k 2 + 1 for some k 2 ∈ N. So F p a \ {0} has 4k 2 elements and therefore there exists α ∈ F p a \ {0} such that α 2k 2 = −1. Having a root in F p a , x 2 + 1 is reducible over F p a . If p = 4k + 3 and a is even, then again we have p a = 4k 3 + 1 for some k 3 ∈ N and similarly x 2 + 1 is reducible over F p a . This completes the proof.
Let C be a negacyclic code of length 2p s over F p a . If x 2 + 1 is irreducible over F p a , then the minimum Hamming distance of C is given in the following theorem.
For the other values of p and a, x 2 + 1 is reducible over F p a and in this case, we compute the minimum Hamming distance of C in Section 4.
Constacyclic codes of length 2np s
We assume that p is an odd prime number, n and s are positive integers, F q is a finite field of characteristic p and λ, ξ, ψ ∈ F q \ {0} throughout this section.
Suppose that ψ p s = λ and x 2n − ψ factors into two irreducible polynomials over F q as
In this section, we will find the minimum Hamming distance of λ-cyclic codes, of length 2np s , over F q where (4.1) is satisfied. As mentioned before, such λ-cyclic codes correspond to the ideals of the finite ring
Since the monic polynomials dividing x 2np s − λ are exactly the elements of the set {(x n − ξ) i (x n + ξ) j : 0 ≤ i, j ≤ p s }, the λ-cyclic codes, of length 2np s , over F q are of the form
For the remaining values of (i, j), we consider the partition of the set {1, 2, . . . , p s − 1} given in (2.2).
In order to simplify and improve the presentation of our results, from Lemma 4.4 till Corollary 4.21, we consider only the cases where i ≥ j explicitly. We do so because the cases where j > i can be treated similarly as the corresponding case of i > j. If
is computed in Lemma 4.8 and Corollary 4.9.
is computed in Lemma 4.10 and Corollary 4.11. At the end of this section, we summarize our results in Theorem 4.22. We begin our computations with the case where i = 0 or j = 0.
Proof. By Lemma 2.1, we have d H (C) ≥ 2 and
where q(x), r(x) ∈ F q [x] and, either r(x) = 0 or deg(r(x)) < 2np s − ni − nj. Since
we may assume, without loss of generality, that deg(f (x)) < 2np
Let i 0 and j 0 be the largest integers with (x n − ξ) i 0 |f (x) and (x n + ξ) j 0 |f (x). Then there
For such cases, the following lemma will be used in our computations. 
Proof. Since i 0 ≥ p s − i and −j 0 ≥ −p s + j + 1, we have i 0 − j 0 ≥ j − i + 1 or equivalently
.
for some q(x), r(x) ∈ F q [x] with r(x) = 0 or deg(r(x)) < 2n. Let θ 1 and θ 2 be any roots of x n − ξ and x n + ξ, respectively, in some extension of F q . Obviously θ 1 and θ 2 are roots of (x 2n − ξ 2 )q(x). First we observe that r(θ 1 ) = 0 as θ 1 is a root of LHS of (4.2). Second we observe that r(θ 2 ) = 0 as θ 2 is not a root of LHS of (4.2). So it follows that r(x) is a nonzero and nonconstant polynomial implying w H (r(x)) ≥ 2. Therefore
Using (2.10) and (4.3), we obtain
Now we have the machinery to obtain the minimum Hamming distance of C for the ranges p s−1 < i ≤ p s and 0 < j ≤ p s .
In what follows, for a particular range of i and j, we first give a lower bound on d H (C) in the related lemma. Then in the next corollary, we determine d H (C) by showing the existence of a codeword that achieves the previously found lower bound.
We compute d H (C) when 0 < j ≤ p s−1 < i ≤ 2p s−1 in the following lemma and corollary.
with deg(f (x)) < 2np s −np s−1 −2n. Let i 0 and j 0 be the largest integers with (x n − ξ) i 0 |f (x) and (x n + ξ) j 0 |f (x). Then f (x) is of the form f (x) = (x n − ξ) i 0 (x n + ξ) j 0 g(x) for some g(x) ∈ F q [x] with x n − ξ ∤ g(x) and x n + ξ ∤ g(x). Note that i 0 < p s − p s−1 − 1 or j 0 < p s − 1 holds. If i 0 < p s − p s−1 − 1, then, by Lemma 2.2,
Moreover the inequality
holds since x n − ξ ∤ g(x). Now using (2.10), (4.4) and (4.5), we obtain
(4.6)
Now combining (4.6) and (4.7), we obtain w H (c(x)) ≥ 3, and hence d H (C) ≥ 3. 
For 2p s−1 < i < p s and 0 < j ≤ p s−1 , d H (C) is computed in the following lemma and corollary.
with deg(f (x)) < 2np s −np s−1 −2n. Let i 0 and j 0 be the largest integers with (x n − ξ) i 0 |f (x) and (
holds. Now using (4.8), (4.9) and (2.10), we obtain
Corollary 4.7. Let 2p s−1 < i < p s and 0 < j ≤ p s−1 be integers, and let C = (
Proof. Since C ⊂ (x n − ξ) 2p s−1 +1 (x n + ξ) , we know, by Lemma 4.
Next we consider the cases where p s−1 < j ≤ i ≤ p s . We begin with computing d H (C) when p s−1 < j ≤ i ≤ (p − 1)p s−1 in the following lemma and corollary.
We consider the cases β = β ′ and β < β ′ separately.
First, we assume that
. Let m be the largest nonnegative integer with (
by Lemma 2.2, we get
. So g(x) mod x 2n − ξ 2 = 0 and therefore
So if β = β ′ , then using (4.10), (4.11) and (2.10), we get
Second, we assume that
λ, let i 0 and j 0 be the largest integers with (x n − ξ) i 0 |f (x) and (
Using (2.10), (4.12) and (4.13), we obtain
(4.14)
), we use Lemma 2.2 and get
Combining (4.15) and (4.16), we obtain
So if β ′ < β, then, by (4.14) and (4.17), we get that
In both cases, namely β = β ′ and β ′ < β, we have shown that
Proof. We know, by Lemma 4.8, that d H (C) ≥ min{β + 2, 2(β ′ + 2)}. So it suffices to show
By (2.5), we get
Second, we consider (x n − ξ) p s (x n + ξ) (β+1)p s−1 ∈ C. Using (2.5) and the fact that p s > (β + 1)p s−1 , we get
Combining (4.18) and (4.19), we deduce that d H (C) = min{β + 2, 2(β ′ + 2)}. Therefore
The following lemma and corollary deals with the case where
. Let i 0 and j 0 be the largest integers with (x n − ξ) i 0 |f (x) and (x n +ξ) j 0 |f (x). Then f (x) is of the form f (x) = (x n −ξ) i 0 (x n +ξ) j 0 g(x) for some g(x) ∈ F q [x] such that x n −ξ ∤ g(x) and x n +ξ ∤ g(x).
Using (4.20), (4.21) and (2.10), we obtain
For w H ((x 2 − ξ 2 ) j 0 +βp s−1 +1 ), we use Lemma 2.2 and get 
by Lemma 2.5. So, using the fact that p s > βp s−1 + 1, we obtain
So d H (C) ≤ 2(β + 2), and hence d H (C) = 2(β + 2).
From Lemma 4.12 till Corollary 4.15, we compute
Let i 0 and j 0 be the largest integers with (x n − ξ) i 0 |f (x) and (
, we have g(x)(x n + ξ) j 0 +j ≡ 0 mod x n − ξ and therefore
Using (4.24), (4.25) and (2.10), we obtain
For w H ((x 2n − ξ 2 ) j 0 +j ), we use Lemma 2.3 and get
Combining (4.27) and (4.28), we obtain
Now, using (4.26) and (4.29), we deduce that w H (c(x)) ≥ min{2(τ
First, we consider (
Second, we consider (
By Lemma 2.5, we get
Now combining (4.30) and (4.31), we deduce that
Lemma 4.14.
, we have (x n + ξ) j 0 +j g(x) mod x n − ξ = 0 and therefore
Using (4.32), (4.33) and (2.10), we obtain
Now combining (4.34) and (4.35), we obtain w H (c(x)) ≥ 2(τ
By Lemma 2.5, we have
Finally it remains to consider the cases where i = p s and 0 < j < p s .
Let i 0 and j 0 be the largest nonnegative integers such that (x n − ξ) i 0 |f (x) and (x n + ξ) j 0 |f (x). Clearly i 0 + j 0 < p s − 1 as deg(f (x)) < np s − n. So, since i 0 ≥ p s − p s = 0 and j 0 < p s − 1, by Lemma 4.3, we get
Obviously w H ((x 2n − ξ 2 ) j 0 +1 ) ≥ 2 and therefore, by (4.36), we obtain w H (c(x)) ≥ 4. Hence 
Proof. Since (x n − ξ) p s (x n + ξ) ∈ C, we know, by Lemma 4.16 
Theorem 4.22. Let p be an odd prime, a, s, n be arbitrary positive integers and q = p a . Let λ, ξ, ψ ∈ F q \ {0} such that λ = ψ p s . Suppose that the polynomial x 2n − ψ factors into two irreducible polynomials as x 2n − ψ = (x n − ξ)(x n + ξ). Then all λ-cyclic codes, of length 2np s , over F q are of the form
, and if (i, j) = (p s , p s ), then C is the zero space {0}. For the remaining values of (i, j), the minimum Hamming distance of C is given in Table 1 .
Remark 4.23. There are some symmetries in most of the cases, so we made the following simplification in Table 1 . For the cases with *, i.e., the cases except 2 and 7, we gave the minimum Hamming distance of C when i ≥ j. The corresponding case with j ≥ i has the same minimum Hamming distance. For example in 1*, the corresponding case is i = 0 and 0 ≤ j ≤ p s , and the minimum Hamming distance is 2. Similarly in 6*, the corresponding case is βp s−1 + 1 ≤ i ≤ (β + 1)p s−1 and p s − p s−k + (τ − 1)p s−k−1 + 1 ≤ j ≤ p s − p s−k + τ p s−k−1 , and the minimum Hamming distance is 2(β + 2). Table 1 . The minimum Hamming distance of all non-trivial constacyclic codes, of the form (x n −ξ) i (x n +ξ) j , of length 2np s over F q . The polynomials x n − ξ and x n + ξ are assumed to be irreducible. The parameters 1 ≤ β ′ ≤ β ≤ p − 2, 1 ≤ τ (2) < τ (1) ≤ p − 1, 1 ≤ τ, τ (3) , τ ( 
Examples
We give examples of constacyclic codes of length np s and 2np s that satisfies the conditions given in Section 3 and Section 4 respectively. Example 5.1. First we fix our alphabet as F 16 . Let ω be a generator of the multiplicative group F 16 \ {0}. Having no root in F 16 , the polynomial x 3 + ω 2 is irreducible over F 16 . Let s be a positive integer and λ = w 2·2 s . Then λ-cyclic codes, of length 3 · 2 s over F 16 correspond to the ideals of the ring
So all such λ-cyclic codes are of the form (x 3 +ω 2 ) i for some 0 ≤ i ≤ 2 s . Let C = (x 3 +ω 2 ) i . According to Theorem 3.6, the minimum Hamming distance of C is given by Example 5.2. We let the alphabet to be F 13 . Clearly the polynomials x 3 − 2 and x 3 + 2 are irreducible over F 13 . Let s be a positive integer and θ = 4 13 s . Then θ-cyclic codes, of length 6 · 13 s , over F 13 correspond to the ideals of the ring
So all such θ-cyclic codes are of the form (x 3 − 2) i (x 3 + 2) j for some integers 0 ≤ i, j ≤ 13 s . Using Theorem 4.22, we determine the minimum Hamming distance of C as in Table 1 , where p is replaced by 13, n is replaced by 3 and ξ is replaced by 2.
The following example shows that the main result of [7] is a particular case of Theorem 4.22.
Example 5.3. Let p be an odd prime and s is a positive integer. The cyclic codes, of length 2p s , over F q are of the form (x − 1) i (x + 1) j where 0 ≤ i, j ≤ p s . Using Theorem 4.22, we determine the minimum Hamming distance of C as in Table 1 , where we consider ξ = 1, n = 1 and p to be an odd prime.
Example 5.4. Let p be an odd prime. If p ≡ 1 mod 4 or a is even, then by Lemma 3.8, the polynomial x 2 + 1 is reducible over F p a . Let ξ and −ξ be the roots x 2 + 1, i.e., x 2 + 1 = (x − ξ)(x + ξ). Suppose that p ≡ 1 mod 4 or a is even. Then the negacyclic codes, of length 2p s , over F p a are of the form (x − ξ) i (x + ξ) j where 0 ≤ i, j ≤ p s . Let C = (x − ξ) i (x + ξ) j . Then the minimum Hamming distance of C is given in Table 1 where we consider n = 1.
