In normal conditions, brain connectomes follow LCP organization [11] , therefore they are characterized by high LCP-corr, which is in general higher than 0.8.
The small-worldness [1, 2] was proposed for the characterization of a given network as smallworld (SW), meaning that it exhibits a high average clustering coefficient and a low characteristic path length [3] . It relies on comparing a given network with an equivalent random network and lattice network on the basis of the average clustering coefficient, a local measure, and the characteristic path length, a global measure. In 2006 a coefficient called 'σ' for characterizing SW networks was introduced by Humphries et al. [1] . To calculate this measure, the average clustering coefficient C and characteristic path length L of the network are compared to and of an equivalent random network (with similar node degree distribution), obtaining the SW coefficient:
A condition for a network to exhibit small-worldness is that the characteristic path length should be close to that of an equivalent random network, ≈
. At the same time, the average clustering coefficient should be close to that of an equivalent lattice network, which also implies that C should be much higher than that of equivalent random network, ≫
. These boundary conditions, if met, restrict the value of > 1 for small-world networks. The problem with this coefficient is that even small variations in the already low value of the average clustering coefficient for random networks, , significantly influences the value of the ratio ⁄ . To overcome this problem, a new robust measure was introduced by Telesford et al. [2] which is called ' '. The characteristic path length L is compared to of an equivalent random network and the average clustering coefficient C is compared to of an equivalent lattice network, obtaining the SW coefficient:
Note that is not considered, therefore this measure neglects its fluctuations. Since the boundary conditions for small-worldness are ≈ and ≈ , the values of are expected to be close to 0 in small-world networks. The equation suggests that the typical range for the coefficient is ∈ [−1,1], with positive values representing a network closer to a random one ( ≈ and ≪ ), and negative values representing a network closer to a lattice ( ≫ and ≈ ). Taking into account the abovementioned limitations for , in the present study we decided to calculate the SW coefficient.
The modularity [4, 5] is a global measure that indicates the possible presence of segregated modules or communities in a network. In networks with high modularity, the modules tend to interact densely within themselves but sparsely or not at all between each other. The modularity index Q measures the quality of the best possible partition of nodes, which maximizes the intramodule connectivity and minimizes the inter-modules connectivity. It has been introduced according to the following formula [4] :
Where M is a partition of the nodes (whose elements u are called modules) and is the proportion of links in module u connecting to module v. If the number of intra-module edges is no better than random, Q is close to 0, whereas values approaching to the maximum Q = 1 indicates strong community structure, although values for such networks typically fall in the range (0.3, 0.7) [4] . Several methods for finding the optimal modularity of a network has been proposed [4] [5] [6] and they rely on different heuristics for sampling the partition space [6] . The randomness in the sampling procedure leads to the stochasticity in the measure.
The structural consistency [7] is a global measure that quantifies the link predictability of a complex network. The link predictability characterizes the inherent difficulty to predict the missing or non-observed links of a network regardless of the specific algorithm used for the prediction. Its evaluation relies on a random perturbation (which is origin of stochasticity) and first-order approximation of the adjacency matrix. It is based on the hypothesis that a group of links is highly predictable if their addition does not cause huge structural changes, therefore a network is highly predictable if the removal or addition of a set of randomly selected links does not significantly change the network's structural features. [7] . The measure assumes values in the interval [0,1], where 0 indicates absence of link predictability and 1 indicates full link predictability.
Deterministic measures
The characteristic path length (L) [2, 3] is a global measure and describes the average of the shortest path lengths between all the pairs of vertices. It is defined as:
Where is the shortest path length between a pair of nodes ( , ) ∈ and ( ) is the number of possible node pairs in an undirected network. A small value of L in a connectome means that the information flow between the nodes across the network is facilitated, and that the nodes are able to exchange messages between each other easily. In other words, the nodes across connectomes are functionally convergent.
The average efficiency (Eglob) [8, 9] is a global measure that quantifies how efficiently the information is exchanged within the network. It is inversely proportional to the L, therefore a network with low characteristic path length is highly efficient.
Where is the shortest path length between a pair of nodes ( , ) ∈ and ( ) is the number of possible node pairs in an undirected network.
The average local efficiency (Eloc) reflects the extent of integration between the immediate neighbors of a given node. In this way, local efficiency can be considered a generalization of the clustering coefficient that explicitly takes into account paths. The clustering coefficient only counts the direct connections between the neighbors of a node, whereas both indirect paths and direct connections are considered by local efficiency. It has been argued that local efficiency also provides a measure of fault tolerance that indicates how efficiently the neighbors of a node are able to communicate when that node is disrupted.
where Gi denotes the subgraph comprising all nodes that are immediate neighbors of the ith node. The average clustering coefficient (C) [3] is a local measure and offers an average evaluation of the cross-interaction density between the first neighbours of each node in the network.
Where is the number of cross-interactions that occur between the first neighbours of the node ∈ and ( ) is the total number of possible cross-interactions that could occur between them. It assumes values in the range [0, 1] , large values indicate that the nodes in the network tend to have highly connected neighbours. The average node betweeness centrality (NBC) [10] is a global measure based on the node betweenness centrality, an indicator of node centrality that evaluates how crucial a particular node is in maintaining a path of optimum information flow between any other pair of nodes. The average measure calculates the average stress of information burden on the network nodes. For a single node it is defined as:
Where , , ∈ , is the total number of shortest paths between j and k and ( ) is the number of those paths passing through i. NBC is obtained as average over the nodes ∈ .
In contrast to the existing node-neighbourhood-based local measures, a new strategic shift has been introduced recently in which the focus is no longer only on groups of nodes and their common neighbours, but also on the organization of the links between them [11] . This new idea inspired a theory, which is known as the local community paradigm (LCP-theory) and is valid both in monopartite [11] and in bipartite [12, 13] undirected unweighted networks. The LCP-theory was proposed to mechanistically and deterministically model local-topology-dependent link-growth in complex networks, and holds that for modelling link prediction in complex networks, the information content related with the common neighbour nodes (CNs) of a given link should be complemented with the topological information emerging from the interactions between them. The cohort of CNs and their cross-interactions-which are called local community links (LCLs)-form what is called a local community. This first part of the theory inspired the Cannistraci variation of the classical CN-based similarity indices for link prediction, named also LCP-based link predictors, for details refers to Cannistraci et al. [11] [12] [13] .
Furthermore, the LCP-theory holds that in many complex network topologies, the number of CNs of each link in the network is positively correlated with the respective number of LCLs. This second part of the LCP-theory motivated a new network measure called local-community-paradigm correlation (LCP-corr) [11] [12] [13] , which is a local measure that represents an exception with respect to the majority of the previous ones, for two main reasons. Firstly, it is not related with only the node neighbourhood but with the node/link neighbourhood. Secondly, the general statistic used to obtain a unique value is not the average but the Pearson correlation. The formula for computing the LCPcorr is:
where cov indicates the covariance operator and σ the standard deviation. This formula is clearly a Pearson correlation between the CN and LCL variables. CN indicates a one-dimensional array. Its length is equal to the number of links in the network that have at least one common neighbour, and it reports the number of common neighbours for each of them. LCL indicates a one-dimensional array of the same size as CN, and it reports the number of local community links between the common neighbours. Mathematically the value of LCP-corr would be in the interval [−1,1]. But, extensive tests on many artificial and real complex networks demonstrate that an inverse correlation between CN and LCL is unlikely, therefore the interval is in general between [0,1]. In particular, it was revealed that LCP networks (with high LCP-corr, i.e., > 0.7) are very frequent to occur, and they are related to dynamic and heterogeneous systems that are characterised by weak interactions (relatively expensive or relatively strong) that in turn facilitate network evolution and remodelling. These are typical features of social and biological systems, where the LCP architecture facilitates not only the rapid delivery of information across the various network modules, but also the local processing. In contrast, non-LCP networks (with low LCP-corr, i.e., < 0.4) are less frequent to occur and characterise steady and homogeneous systems that are assembled through strong (often quite expensive) interactions, difficult to erase. This non-LCP architecture is more useful for processes where: (i) the storage of information (or energy) is at least as important as its delivery; (ii) the cost of creating new interactions is excessive; (iii) the creation of a redundant and densely connected system is strategically inadvisable. An emblematic example is the road networks, for which the money and time costs of creating additional roads are very high, and in which a community of strongly connected and crowded links resembles an impractical labyrinth. Table S1 . List of the fifty-four edges connecting thirty-two different cortical areas in the subnetwork of decreased functional connectivity in UWS patients compared to the MCS patients in the β1 frequency. Figure S1 . Topological measure curves between UWS and MCS patients across a range of proportional thresholds (35% < PT < 1%). Proportional thresholding was performed on the functional connectivity matrices by selecting the proportional thresholded (PT%) strongest connections of the derived LPS-weighted connectivity matrix and setting these connections to 1, whereas all other connections to 0. Proportional thresholding of a functional connectivity matrix thus resulted in a binary graph with a density of PT%. We examined a range of levels of PT from 35% to 1% in steps of 1% so to depict the trend of the topological measures in UWS and MCS patients across the whole range of thresholds. Considering the robustness of the curves and results, we have then defined to use the specific cut-off of PT 20% to illustrate results, in line with previous works [14, 15] . Figure S2 . Average overall functional connectivity (FC) strength between the UWS and MCS patients, computed as the mean of the absolute values of the edge weights (strengths) in the connectomes. We performed a Mann-Whitney test to compare (for each of the 6 EEG frequency types) the overall FC in UWS and MCS patients in order to investigate the extent to which a biasing effect for overall FC was present in the data. In this way, it is possible to exclude that the altered topology of a network is dependent from the FC between groups. No statistically significant changes (p > 0.05) have been detected between the two groups.
