Abstract-This paper derives distributed conditions that guarantee the system-wide stability for power systems with nonlinear and heterogeneous bus dynamics interconnected via power network. Our conditions are built on the input-output properties, which require each bus dynamics should satisfy certain passivity-like conditions with a large enough passivity index. The indices uniformly quantify the impacts on the systemwide stability of individual bus dynamics and the coupling strength from the power network. Furthermore, taking three typical bus dynamics as examples, we show that these conditions can be easily fulfilled via proper control design. Simulations on a rudimentary 3-bus example and the IEEE 39-bus system well verify our results under both small and large disturbances.
I. INTRODUCTION
S TABILITY is the primary concern of power systems and is usually analyzed by centralized methods, such as timedomain simulation [1] , eigenvalue analysis [2] , and direct methods [3] , all of which rely on the fact that the entire system can be effectively studied as a whole due to the underlying dynamics of power systems only consists of some large synchronous generators (SGs). However, with the proliferation of renewable and distributed energy technologies, the power systems will no longer be dominated by a few large SGs, but by massive small devices with various dynamical characteristics [4] . In such a power system with massive heterogeneous dynamics, traditional centralized methods may fail due to the computational burden, communication failures, or even privacy concerns [5] , [6] . Thus, it is necessary to develop distributed stability analytics which is adaptable to heterogeneity and scalability. In this paper, we aim to derive distributed conditions to ensure the system-wide stability for power systems with heterogeneous nonlinear bus dynamics.
One distributed approach is based on decomposition of Jacobian matrix, such as re-constructing the system-wide Jacobian matrix at each agent [7] , abstracting the interconnection part [8] , and regarding the effect of interconnection as disturbance [9] . However, this approach is limited to linear dynamics and small-signal stability. Other approaches include using linear matrix inequalities [10] , sum-of-square technique and vector Lyapunov functions [11] . These methods may overlook the structural property of the power network and, again, may suffer from computational burden when there are a huge number of bus dynamics.
A more favorable approach is based on the concept of passivity or dissipativity. This concept has been one of the cornerstones of nonlinear control theory since the 1970s and is widely used in the study of interconnected dynamical systems [12] , [13] . In the literature of power systems, it is usually combined with the port-Hamiltonian system framework [14] to study the problem of stability [15] , [16] and controller design [17] - [19] . However, in these works, the network is either assumed to be dissipative [16] , [18] or is analyzed centrally [15] , [20] . Another useful concept is the passivity index, which is adaptable to more general cases for both passive and non-passive systems [21] - [23] . Passivity index quantifies the excess or shortage of passivity of a dynamical system, which is closely related to stability. And the shortage can be compensated by the excess from other interconnected systems to enforce closed-loop stability [21] .
In this paper, we tailor the passivity index to the case where the supply rate has differential at one port. Leveraging this specialized concept, distributed conditions for bus dynamics are derived to ensure the system-wide stability. The main contributions of this paper are twofold:
• The system-wide stability certification is localized on individual bus dynamics, leading to distributed stability conditions that admit heterogeneous nonlinear bus dynamics and further empower scalable stability analytics of power systems.
• A passivity-like index is constructed to quantitatively evaluate the impact of individuals and the coupling strength on the system-wide stability, which can further guide scalable controller designs. The results are illustrated and verified by simulations on a 3-bus example and the IEEE 39-bus benchmark power systems.
The rest of the paper is organized as follows. Section II introduces the system model under consideration. The distributed conditions are presented and proved in Section III. In Section IV, we study control designs for three typical bus dynamics to fulfill the proposed conditions. Section V verifies our results through simulations on the 3-bus and IEEE 39-bus power systems. Finally, Section VI concludes the paper.
Notations: R (R >0 ) is the set of (positive) real numbers; col(x 1 , x 2 ) = (x T 1 , x T 2 ) T is a column vector with entries x 1 and x 2 . For a vector x ∈ R n , diag{x} denotes the diagonal matrix with entries from x. For a square matrix A, let λ min (A) denote its minimal eigenvalue. For a vector x ∈ R n and a positive semi-definite matrix M ∈ R n×n , define x M := (x T Mx) 1/2 . If M = I, it is the Euclidean norm and is simply denoted by
x . For a positive number δ > 0 and x * ∈ R n , U δ (x * ) := {x ∈ R n : x − x * < δ } denotes the δ -neighborhood of x * . For a symmetric matrix A ∈ R n×n , A > (≥)0 means A is positive definite (resp. positive semi-definite). Given another symmetric matrix B ∈ R n×n , A > (≥)B means A − B > (≥)0.
II. PRELIMINARIES AND FORMULATIONS

A. Modeling Heterogeneous Bus Dynamics
Consider a network-reduced power system composed of n buses and transmission lines connecting them. It can be abstracted as an undirected graph G = (V , E ), where V is the set of buses and E is the set of lines. Each bus in G is associated with a phasor voltage V i ∠θ i and a complex power injection P i + √ −1Q i . V i ∈ R >0 is the magnitude, θ i ∈ R is the phase angle, P i ∈ R and Q i ∈ R is the real and reactive power injection, respectively.
Each bus i ∈ V is attached to a dynamical power device. For adapting to the heterogeneity, we consider a generic nonlinear input-output model for bus dynamics:
where
is the state variable of bus dynamics i, and ξ i ∈ R n i is the auxiliary state variable which stands for the heterogeneous dynamics of each component. The input is defined as the power output at the bus u i = (−P i , −Q i /V i ) T . 1 The output is selected to be
We generally refer to (1) as bus dynamics since it determines a dynamical relation between the complex voltage and the complex power injection. The generic model (1) covers a broad class of dynamical models in power systems, such as classical synchronous generators [18] , inverter-interfaced power devices [8] , [24] , [25] , and load with frequency/voltage response [26] . Specific examples of model (1) are presented in Section IV.
B. Modeling the Power Network
All these sub-systems are interconnected through (lossy) transmission lines, which are represented by the standard admittance matrix Y = G + jB. The power flow balance equations at each bus i ∈ V are given as follows.
1 Here, for the simplicity of notation, we set the second term in u i as −Q i /V i instead of −Q i directly. Note this formulation does not affect the generality of (1) since f i (x i , u i ) is a general function of x i and u i and hence Q i can be obtained by
where N i is the set of nodes who are adjacent to node i, B i j and G i j are elements in the admittance matrix. Let u := −col(P 1 , . . . , P n , Q 1 /V 1 , . . . , Q n /V n ) and y := col(θ 1 , . . . , θ n ,V 1 , . . . ,V n ). The network model (2) is a mapping from y to u and can be re-written in a compact form as u = g(y).
C. Modeling the Overall Interconnected System
Combining (1) with (2), the overall power system can be abstractly formulated in a compact form as follows.
The overall system can be further represented as an inputoutput feedback interconnection between the network and individual bus dynamics as shown in Fig.1 .
Input-output relation of the bus dynamics and the power network.
Note that by (1) and (2) the map from x * to u * , y * is oneto-one. We denote by (u * , x * , y * ) the input-state-output triplet associated with the equilibrium x * .
Assumption 1.
The equilibrium x * exists and is isolated.
Assumption 1 is trivial and commonly used in stability analysis. In the presence of an angle reference, resulting from taking a reference node, the COI coordinate, or an angledroop control, the equilibrium of the power system is usually isolated or hyperbolic [27] , [28] . We aim to construct certain distributed conditions on individual bus dynamics (1) such that the equilibrium x * of the interconnected nonlinear power system (3) under Assumption 1 can be ensured stable.
D. Passivity and Passivity Index
We now introduce the classical concept of passivity and passivity index, which will be tailored with derivative at the output and employed as the main theoretical tool in this paper. Consider a general input-output nonlinear dynamical system H :
where x ∈ R n , u ∈ R m and y ∈ R m . For the simplicity of notations, we assume the zero inputstate-output triplet (u * , x * , y * ) = (0, 0, 0). Note, however, all the following definitions are still valid for nonzero inputstate-output triplet (u * , x * , y * ) by simply replacing u, x, and y by u − u * , x − x * , and y − y * . Definition 2 (dissipativity and passivity [21] , [29] , [30] ). System H is said to be dissipative w.r.t. a supply rate w(t) if there exists a non-negative real continuously differentiable function S : R n → R ≥0 , called a storage function, such that for all x ∈ R n and u ∈ R ṁ
If w(t) = u T y, then H is said to be passive.
Definition 3 (output feedback passivity [21] , [30] ). System H : u → y is said to be output feedback passive (OFP) if it is dissipative w.r.t. the supply rate
for some σ ∈ R, denoted as OFP(σ ).
The real number σ quantifies the excess or shortage of passivity of system H and is referred to as passivity index. A positive σ indicates excess of passivity while a negative σ indicates shortage [21] , [30] .
In the next section, we will tailor this concept to the case where the supply rate has differential at the output port. Based on that, we will derive distributed stability conditions for power systems with heterogeneous nonlinear bus dynamics.
III. DISTRIBUTED STABILITY CONDITIONS
The interconnected power system can be divided into two parts: individual bus dynamics, and the electric coupling strength among them. Motivated by the concept of passivity index, we quantify the shortage of passivity in the coupling, based on which distributed conditions are derived for individual bus dynamics to ensure the system-wide stability.
A. Distributed Conditions for Bus Dynamics
We present distributed conditions for bus dynamics in this subsection, which rely on the input-output property rather than specific dynamical models, such that the heterogeneity of bus dynamics can be dealt with in a unified framework.
Given an equilibrium x * of the power system (3) and the corresponding input-state-output triplet (u * , x * , y * ). For each bus dynamics, consider the following conditions. Condition 1 (Passivity index). For each bus dynamics (1), there exist a continuously differentiable function S i (x i ), called storage function, and a positive number σ i which will be specified latter, such that x * i is a local minimum of S i anḋ
where ϕ i is a positive-definite function with ϕ i (0) = 0.
Remark 1. Condition 1 can be regarded as a passivity-like condition w.r.t. the following supply rate
By defining the incremental inputũ = −col(P i − P * i ,
, the supply rate equivalently reads
Note that, compared with the classical passivity, or dissipativity [21] , [29] , [30] , the supply rate (6) is a function of not onlyũ,ỹ but also the differential of outputẏ. This form of supply rate is related to the Brayton-Moser formulation [31] , [32] and the power shaping control technique [20] , [33] . Differentials at one port usually rise up when the power, instead of the energy, perspective is adopted for modeling and analysis. The first two terms of (6) −(
)V i have a long history in power system community. It appeared in the energy functions [28] , [34] , [35] , and was explained as the transient energy flow [36] , [37] .
The third term −σ i (y i − y * i ) Tẏ i is related to the passivity index which we slightly tailored with a differential at the output. Similar to the classical Definition 3, the real number σ i quantifies the excess or shortage of passivity and is also referred to as passivity index in this paper. As will be shown later, the index σ i quantifies the impact of each bus dynamics on the system-wide stability. And we will prove that when each individual has enough excess passivity to compensate the non-passivity in the coupling, the stability is ensured.
The last term, ϕ i (ẏ i ), is a positive-definite function which makes the inequality strict for any non-zeroẏ i . This term is similar to the classical definition of strictly output passivity (e.g. [30, Chapter 6] ), in which a positive-definite function of output y is employed. Also, the term is indeed technically necessary to derive the asymptotic convergence in Theorem 2 and 3.
Condition 2 (Steady-state observability). For each bus dynamics (1), a steady output implies a steady state, i.e.
Remark 2. Condition 2 can be viewed as a relaxed variation of the classical concept of zero-state observability [30] . The distinction is that only a steady state, i.e.ẋ = 0, is implied in the former, while the specific state x = 0 is implied in the latter. In the context of power systems, this condition means when the voltage V i and the phase angle θ i of bus dynamics remain constant, the whole state variable x i should remain constant as well. Physically, this requires the power device should be stable when it is connected to an ideal voltage source, which holds a constant V i ∠θ i . And this is widely satisfied for power system devices in practice.
We emphasize that both Condition 1-2 are built on the input-output property rather than the detailed model, which enables us to deal with the heterogeneity. And it will be shown in Section IV that such conditions can be fulfilled by very simple existing controllers.
B. System-Wide Stability: Non-Passivity in The Coupling v.s.
Passivity in Bus Dynamics
The coupling strength plays an important role in the stability of interconnected systems. We will show in this subsection that the system-wide stability can boil down to the competition between non-passivity (shortage of passivity) in the coupling and the (excess) passivity in bus dynamics.
In the context of power systems, the electric coupling is depicted by nonlinear power flow equations (2) . It is noticeable that (2) consists of B i j -related terms and G i jrelated terms. To streamline the presentation of our results, we first consider the lossless case, i.e. G i j = 0.
1) Lossless power system: Given G i j = 0, it can be shown that the gradient of the following functionW B :
corresponds to the power flow P and Q/V , i.e.
where the second equality in each sub-equation holds due to G i j = 0. Note thatW B (y) roots in energy functions of power systems in transient analysis and corresponds to the network part [3] , [28] , [34] , [35] . Given an equilibrium triplet (u * , x * , y * ), we claim that the non-passivity in the coupling of power system (3) is quantified by the smallest eigenvalue of the matrix as follows.
where ∇ 2W B is the Hessian matrix ofW B (y). Our main theoretical result is that if the passivity of each bus dynamics is enough to compensate the non-passivity in the coupling, i.e. the index in Condition 1 satisfies σ i > −λ , ∀i ∈ V , the system-wide stability of (3) is guaranteed.
To streamline the presentation of the stability result we introduce the following function. For any equilibrium triplet (u * , x * , y * ) of (3), consider the network storage function
where Σ := diag{(σ 1 , . . . , σ n )}, and
Lemma 1. Consider λ defined in (9) . Let σ := min i∈V {σ i }.
If σ > −λ , then there exists δ > 0, such that the network storage function S N satisfies S N (y * ) = 0 and S N (y) > 0, ∀y ∈ U δ (y * ) \ {y * }.
The proof can be found in Appendix A. Lemma 1 indicates the requirement of σ such that S N is positive-definite in a certain domain, which will be used later to ensure the systemwide stability. An interesting observation is that a lager σ can result in a lager U δ (y * ) in which S N (y) is positive-definite. This property relates σ to the stability region, as discussed in Section III-C. Now we are ready to present the main theoretical result.
Theorem 2 (Lossless power network). Consider a power system (3) with a lossless network. Assume its equilibrium x * satisfies Assumption 1, and λ is defined as (9) . If each bus dynamics i ∈ V satisfies 1) Condition 1 with σ i > −λ , then x * is Lyapunov stable.
2) Condition 1 with σ i > −λ and Condition 2, then x * is asymptotically stable.
The proof can be found in Appendix B. As a function of y * , λ varies with the network operation points, which quantifies the impact of the coupling strength on the systemwide stability. Our simulation results suggest that λ < 0 appears in most cases, which implies non-passivity and a negative influence, while we may have λ > 0 when the power flow is light. It is also suggested that λ decreases as loads grow and power delivery becomes heavy. This means the stability margin shrinks when the system load is getting heavier, which is consistent with the practice.
Theorem 2 bridges the gap between component-wide passivity and system-wide stability. It is implied that when the excess of passivity in bus dynamics is sufficient to compensate the non-passivity in the coupling, i.e. σ i + λ > 0, the stability of the interconnected system can be ensured.
2) Lossy power system: Now we consider the lossy power system with non-zero G i j . The power flow related to the transfer conductance G i j is given as follows.
Let Φ(y) := col(φ p1 , . . . , φ pn , φ q1 , . . . , φ qn ). Consider again the functionW B (y) defined in (7). For lossy power system we have for all i ∈ V
Unlike B i j -related terms, the G i j -related part has always been an obstacle to deriving Lyapunov function or energy function for the lossy power system. It can be shown that Φ(y) is a non-conservative vector field and thus causes pathdependent integral, which hinders the construction of a welldefined Lyapunov function [3] . Although extensive efforts have been put into this challenging issue, unfortunately, no successful solution is obtained yet. Alternatively, the socalled numerical energy function is widely adopted in the power system community [3] , [38] , which is essentially an approximation of G i j -related term. Despite the theoretical imperfection, this kind of function has been shown to be a highly acceptable approximation with satisfactory performances in both simulations and industrial practices [39] .
In this paper, we follow the lines of numerical energy functions to deduce the stability result for lossy power systems. For any given equilibrium triplet (u * , x * , y * ), consider the quadratic function as follows.
Invoking Taylor expansion, we know that
Omitting the higher-order infinitesimal leads to
In this way, the path-dependency of Φ(y) is avoided. Such an approximation can be regarded as a variant of the linear-path approximation used in [3] and [38] .
In this context, we claim that the non-passivity in the coupling of power system (3) can be quantified by the smallest eigenvalue of the matrix as follows.
Similar to Theorem 2, the system-wide stability can be ensured if the passivity in individual bus dynamics is sufficient to compensate all the non-passivity in the coupling, which in this case is quantified by λ in (17) instead of (9).
Theorem 3 (Lossy power network). Consider a lossy power system (3) with approximation (16) . Assume its equilibrium x * satisfies Assumption 1, and λ is defined as (17) . If each bus dynamics i ∈ V satisfies 1) Condition 1 with σ i > −λ , then x * is Lyapunov stable.
The proof can be found in Appendix C.
Remark 3. Theorem 3 reveals that network loss essentially affects the non-passivity in the electric coupling and may undermine the system-wide stability as a consequence. In this case, more passivity should be provided by bus dynamics to ensure stability. While Theorem 3 is established based on the approximation (16), our simulations empirically justify its validation, which will be illustrated in Section V.
C. Discussion on the Stability Region
Theorems 2 and 3 claim that σ i > −λ , combined with other conditions, leads to the asymptotic stability. Then another question arises naturally: what if an even bigger σ i is provided? Here we provide a simple discussion on it by considering the relation between σ i and the stability region.
Assume a power system (3) with all individual bus dynamics satisfying Conditions 1-2. In the proofs of Theorems 2 and 3, the function W (x) defined as (A.
Based on this observation, we suggest, that without proof but backed up by simulations, the bigger σ i is (within certain saturation extend), the larger stability region will be.
IV. FULFILL THE CONDITIONS VIA CONTROL In this section, we aim to show how the proposed conditions can be fulfilled by the existing power devices. Three typical examples of the generic model (1) are studied here for the purpose of illustration. It is proven that very simple controllers with proper parameters are enough to equip these devices with desired properties.
A. Synchronous Generators
A typical power device of model (1) is the flux-decay model of SG as follows [18] .
where E qi ∠δ i is the q-axis transient internal voltage. ω i is the frequency derivation. M i is the moment of inertia. D i is the damping coefficient. T di is the q-axis open-circuit transient time constant. x di and x di are the d-axis synchronous reactance and transient reactance, respectively. For a realistic SG, x di > x di . P g i and E f i are control signals, which stand for the power generation and the excitation voltage, respectively. P i and Q i are the output active and reactive power, respectively. Proposition 4 (Synchronous Generator). For any given σ i ∈ R, set the control of (18) as
and E * f i are the steady-state inputs up to the setting point. Then the bus dynamics (18) satisfies Condition 1-2.
The proof is given in Appendix D. Note that (19a) is a standard PI controller with the frequency derivation ω i as input, and (19b) is simply a negative feedback. This simple and classical controller is enough to meet Condition 1-2.
B. Conventional Droop-Controlled Inverters
Another typical bus dynamics of model (1) is the inverterinterfaced device with conventional P − θ and Q −V droop control as follows [8] .
where τ i1 , τ i2 are the time constants and D i1 , D i2 are the droop gains. Note that (20) could be either a source or a load depending on the sign of P * i and Q * i . Proposition 5 (Conventional Droop). For any given σ i ∈ R, let the droop gains D i1 ∈ R >0 and D i2 ∈ R >0 in (20) satisfy
Then the bus dynamics (20) satisfies Condition 1-2.
The proof is given in Appendix E.
C. Quadratic Droop-Controlled Inverters
We now consider another typical bus dynamics in the literature, which is known as the quadratic droop controller in the literature [25] . Its dynamics can be expressed as follows.
where u * i is a constant satisfying
Proposition 6 (Quatratic Droop). For any given σ i ∈ R, let the droop gains D i1 ∈ R >0 and D i2 ∈ R >0 in (22) satisfy
Then the bus dynamics (22) satisfies Condition 1-2.
The proof is given in Appendix F. Proposition 5 and 6 both require the droop gains lower than certain values, which is consistent with the result that a too large gain can cause instability [40] .
Remark 4. It is worth mentioning that the applicable scope of our method is not limited to these illustrative examples. The proposed Condition 1 and Condition 2 are applicable to general dynamics (1), provided a suitable storage function S i is found. Since we adopt the general framework of passivity, many well-developed techniques can be exploited to construct S i , e.g. the LMI technique and the SOS method [13] , [30] . Note, however, it may not be trivial to find a suitable storage function for the SG with no frequency integral. The stability issue, in that case, falls in a more general topic-the stability of synchronization. One possible way to extend our methods to that more general case is following the line of [41, Proposition 5.9], which transfers the requirement on θ to V dynamics.
Remark 5 (Implementation issues.). The system-wide stability is ensured if each bus dynamics properly sets its controllers such that its passivity index σ i is greater than the network-side index −λ . Since λ is only dictated by the steady-state power flow and is independent of specific bus dynamics, it enables a distributed approach to assess the system-wide stability. For practical implementation, there are different ways to realize such a distributed framework. Here, we provide two possible approaches. First, with substantial historical power flow data which is generally available at dispatch centers, the system operator can estimate the value of λ for certain operation situations and set it as an access protocol for power devices in the grid. This approach may be conservative but is free from equilibrium changes. Second, provided a well-developed communication network, the system operator can calculate λ online and broadcast it to every connected power device. Then each device can adjust its control parameters accordingly. In this way, the conservativeness can be reduced but certain communication infrastructure is necessary.
V. CASE STUDY
A. The 3-Bus Power System
For the purpose of illustration, we first give a 3-Bus power system example consisting of a SG, a conventional droop (CD), and a quadratic droop (QD) as shown in Fig.2 . Impedance r + jx of each line in per unite (p.u.) is depicted in Fig.2 as well. Other parameters are listed in Tab. I. To solve the power flow and obtain the system equilibrium, we set bus 1 as the V θ node, bus 2 as a PV node, and bus 3 as a PQ node. The base load profile is P 2 = 1, P 3 = −1.5, Q 3 = −0.1. In order to show the characteristics of λ changing with the load, the base profile is multiplied by a scale factor s, from 0.5 to 2.5, to simulate different load conditions.
We set the controls of each bus dynamics according to Proposition 4-6 with a uniform passivity index σ = σ 1 = σ 2 = σ 3 . And for each scale factor s, to verify our theoretical results, the proposed condition σ > −λ is compared to the exact minimal σ for maintaining stability, which is obtained by the system-wide eigenvalue analysis. It should be noted that our theoretical results are based on nonlinear approaches, in which the Lyapunov function is provided and can be further exploited for other nonlinear anaylsis, e.g. to estimate the stability region [30] . Since the small-signal stability is a necessary condition and a natural corollary of the large-signal stability, we just used Fig. 3(A) (and also following Fig. 4 , 6 and 8) as verification of our results.
The result is displayed in Fig.3A . It is shown that σ > −λ is sufficient for system-wide stability and it seems to be also necessary for this case. It is also noticeable that the more stressful the system is, the more non-passivity shows up in the coupling and the more passivity from each bus dynamics should be injected into the network to ensure system-wide stability. To illustrate the relation between σ and the stability region, consider the equilibrium in the base load profile. We first calculate the stability boundary of the original system then project it to the phase angle plane with θ 1 as the reference, on which other state variables except θ i are fixed at their steady-state values. The results under different σ are depicted in Fig.3B . It is suggested that larger passivity indices result in larger stability regions, which confirms our conjecture in Section III-C. Now consider each bus dynamics has a non-uniform passivity index. With load scale factor s = 1.5, our proposed condition requires σ i > −λ = 0.4599 for i = 1, 2, 3. Assume devices in bus #1 and #2 take varying passivity indexes while bus #3 fixes its index at σ 3 = 0.46. The region of our proposed condition and the boundary for system-wide smallsignal stability are shown in Fig. 4 . This verifies our results as a sufficient condition for system-wide stability. Given all σ i > −λ , no matter uniform or not, the system-wide stability is always ensured. On the other hand, if some bus dynamics fail to meet the requirement, then the system is possibly (but not necessarily) unstable.
The non-uniform case rises up an interesting implication about the responsibility for system-wide stabilization. Since the passivity index quantifies the impact of each bus dynamics, it quantifies the responsibility as well. If every participant in the power system should equally share the responsibility for stabilization, it is fair to blame the bus dynamics with σ i < −λ for the possible instability, while others are not liable. The equal-share principle seems to be a promising solution for a future power system with massive distributed devices and it the starting point of our study.
B. The IEEE 39-Bus System
To demonstrate the scalability of our results, now consider the IEEE 39-bus power system benchmark. In our simulation, we alter the original system by substituting four SGs into four QDs and equipping twelve loads with eight CDs and four QDs, as shown in Figure 5 . The parameters of SGs and the power network can be found in [42] . The time constants of droops are listed in Tab. II. There are in total 22 dynamical components that form 50th-order differential equations. To show the characteristics of λ changing with the load, the original power flow setting in [42] is multiplied by a scale factor s, from 0.5 to 2, to simulate different load levels.
We again set the controls of each bus dynamics according to Proposition 4-6 with a uniform passivity index σ i = σ , ∀i ∈ V . And for each scale factor s, we calculate the proposed condition σ > −λ and the exact minimal σ for stability obtained by eigenvalue analysis. The results are shown in Fig.6 . It shows that the coupling has a deficit and its index decreases as the loads scale up, which implies that the stability margin deteriorates and bus dynamics should support more passivity to maintain system-wide stability. It is clear that the system-wide stability is always guaranteed if every bus obeys σ i > −λ , which justifies our theoretical results. The gap between these two lines indicates the conservativeness of our conditions. It is worth mentioning that the difference between the two curves does not result from the approximation (16), since (16) holds strictly if only the small-signal stability is concerned. However, the error caused by the approximation has to be noted when the transient stability is concerned. Now we illustrate the relation between passivity index and the system-wide transient stability. Consider the base load profile, i.e. s = 1. A three-phase short circuit fault occurs at six different buses, respectively. For each fault, we vary the uniform passivity index σ from −λ to −λ +4. For each case, the critical clearing time (CCT) is calculated via detailed numerical simulation. The results of CCTs are shown in Fig.7 , as well as the trajectories of angle derivation for fault at bus 14 with σ = −λ and σ = −λ + 4, respectively. Fig.7A shows that CCTs increase with σ for all faults, which implies a larger stability region of the power system. In addition, comparing Fig.7B and C shows that a larger σ results in better transient response. These observations suggest that the more passivity provided by bus dynamics, the more transient stable the system is.
In order to demonstrate the scalability of our method, we now connect more dynamical components to the power system depicted in Fig.5 . Firstly, we further equip the loads at buses 18 and 21 with a CD and a QD, respectively, such that the system possesses 24 heterogeneous bus dynamics in total. Secondly, buses 28 and 29 are also connected to a CD and a QD resulting in 26 dynamical buses. The stability verification results of these two augmented power systems are displayed in Fig.8 . It is shown that no matter how many dynamical components are interconnected, the system-wide stability is always ensured as long as each participant obeys the proposed distributed conditions. 
A. B.
proposed condition exact boundary 
VI. CONCLUDING REMARKS
In this paper, we derive distributed conditions for systemwide stability of lossy power systems with nonlinear heterogeneous bus dynamics. From the perspective of input-output interconnection, the system is divided into bus dynamics and the coupling strength. Leveraging the concept of passivity index, we quantitatively evaluate the impact of each part and the assessment of system-wide stability is boiled down to a simple comparison between the coupling and the bus dynamics. Moreover, such an index can instruct proper controller designs, which is shown by three typical dynamical examples in the power systems.
The proposed conditions offer a new approach to assess the system-wide stability in a distributed manner, shedding new light on the scalable stability analytic for the future power system with massive heterogeneous dynamic components. In this regard, a crucial and attractive implication is that, it may allow constructing a certain "stability protocol" to canonicalize the behaviors of a great variety of dynamic components connected to the power system, such that the system-wide stability can be well retained. An extension to the DAE power system model and controller designs for more general dynamics are our ongoing works. 
Calculating the second-order partial derivatives (the Hessian matrix) of S N (y) yields
B (ψ)))I According to the definition (9) of λ , the condition σ > −λ yields σ > −λ min (∇ 2W B (y * )) and, hence, ∇ 2 S N (y * ) > 0. SinceW B (y) is a smooth function of y, entries of ∇ 2W B (y) are smooth in y as well. Since eigenvalues of a matrix is continuous in its entries, by the continuity of composition, λ min (∇ 2W B (y)) is continuous in y. Therefore, there exists δ > 0 such that σ > −λ min (∇ 2W B (y)) holds ∀y ∈ U δ (y * ). It follows from (A.1) that ∀y ∈ U δ (y * ) \ {y * } we have S N (y) > 0, which completes the proof.
APPENDIX B PROOF OF THEOREM 2
Proof. 1) Consider the following Lyapunov candidate
where S N (y) and S i (x i ) are defined in (10) and Condition 1, respectively. Since σ i > −λ holds ∀i ∈ V , it follows from Lemma 1 that S N (y) is locally positive-definite in some neighborhood of y * . In addition, Condition 1 requires ∀i ∈ V , x * i is the local minimum of S i (x i ). Hence, it is guaranteed that there exists a neighborhood U δ (x * ) of x * such that W (x * ) = 0 and W (x) > 0, ∀x ∈ U δ (x * ) \ {x * }.
Calculating the time derivative of S N (y) yieldṡ
2) where the first two terms of the second equality result from (8) , and matrix Σ := diag{(σ 1 , . . . , σ n )}.
From (5), we havė
Since Condition 1 requires ϕ i (ẏ i ) to be a positive-definite function, we haveẆ ≤ 0. Thus, W (x) is a (weak) Lyapunov function in D := U δ (x * ) and x * is Lyapunov stable.
2) Based on 1) W (x) is a (weak) Lyapunov function in D. Hence, for a sufficiently small level value l, there exists a compact set Ξ := {x ∈ D : W (x) ≤ l}, which is positively invariant of the interconnected system (3). Since x * is an isolated equilibrium by Assumption 1, for a sufficiently small l, Ξ contains no other equilibrium except x * . By LaSalle's invariance principle [30] , any trajectory of system (3) starting with the finite initial value x(0) ∈ Ξ converges to the largest invariant set of ϒ := Ξ ∩ {x :Ẇ (x) = 0}. It follows from (A.3) and the positive-definiteness of ϕ i (ẏ i ) thatẆ (x) = 0 implieṡ y i = 0, ∀i ∈ V . By Condition 2,ẏ i = 0, ∀t ≥ 0 indicatesẋ i = 0, ∀t ≥ 0. Therefore, the largest invariant set of ϒ contains only the equilibrium points of system (3). Thus, the trajectory converges to the unique equilibrium point x * in ϒ, which completes the proof.
APPENDIX C PROOF OF THEOREM 3
Proof. 1) Let the network storage function bê
where S N (y) and W G (y) are defined as (10) and (14), respectively. It follows from (10) (11) and (14) thatŜ N (y * ) = 0 and ∇Ŝ N (y * ) = 0. Calculating the Hessian matrix ofŜ N (y) yields
where Σ := diag{(σ 1 , . . . , σ n )}. Following the lines in Lemma 1, one can prove that the condition σ i > −λ yields that there existsδ > 0 such that ∇ 2Ŝ N (y) > 0, ∀y ∈ Uδ (y * ) and consequentlyŜ N (y) > 0, ∀y ∈ Uδ (y * ) \ {y * }. Now consider the following Lyapunov candidatê
Similarly, resulting from the positive-definiteness ofŜ N (y) and Condition 1, there exists a neighborhood Uδ (x * ) of x * such thatŴ (x * ) = 0 andŴ (x) > 0, ∀x ∈ Uδ (x * ) \ {x * }. Calculating the time derivative ofŜ N (y) leads tȯ
Bearing in mind (13) and the approximation (16), we havė
Thus,Ŵ (x) is a (weak) Lyapunov function inD := Uδ (x * ) and x * is Lyapunov stable.
2) Based on 1)Ŵ (x) is a (weak) Lyapunov function in D. Hence, for a sufficiently small level value l, there exists a compact set Ξ := {x ∈ D :Ŵ (x) ≤ l}, which is positively invariant of the interconnected system (3). Since x * is an isolated equilibrium by Assumption 1, for a sufficiently small l, Ξ contains no other equilibrium except x * . By LaSalle's invariance principle [30] , any trajectory of system (3) ( 1
And its Hessian matrix is
Clearly, we have ∇S i (x * i ) = 0. Bearing in mind V i > 0 and
Thus, (21) yields ∇ 2 S i (x * i ) > 0. Therefore, x * i = (θ * i ,V * i ) T is a strict local minimum of S i (x i ).
In addition, calculating its time derivative yieldṡ
Tẏ i (D.1) By the first equation of (20), we have
Dividing the second equation of (20) by V i , yields which meets Condition 1. Since in this case x i = y i = col(θ i ,V i ), Condition 2 is trivially satisfied, which completes the proof.
APPENDIX F PROOF OF PROPOSITION 6
Proof. Consider the following storage function
The parameter range (24) yields that x * i = (θ * i ,V * i ) T is a minimum of S i (x i ) and S i (x i ) > 0, ∀x i = x * i . Calculating its time derivative, we havė 
where the second equality is obtained by eliminating u * i according to (23) . Consequently, this leads to
Substituting (E.2) and (E.3) into (E.1) yieldṡ
which meets Condition 1. Since in this case x i = y i = col(θ i ,V i ), Condition 2 is trivially satisfied, which completes the proof.
