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a b s t r a c t
Data discretization is the process of setting several cut-pointswhich can represent attribute
values using different symbols or integer values for continuous numeric attribute values.
A hybrid method based on neural network and genetic algorithm is proposed to select and
optimize the cut-points for numeric attribute values. The values of cuts are trained through
the four-layer neural network and the number of cut-points is optimized by the genetic
algorithm. The results for intervals through the presented method can be more precise.
The experimental results show that the cut-points are well obtained compared with the
other method.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Many classification algorithms require that training examples are with discrete categorical values. Discretization is one
of the important techniques in machine learning and data mining [1,2]. When the feature space of data includes continuous
attributes only or mixed type of attributes (continuous type along with discrete type), some classification methods need
only discrete values. After discretization the continuous attribute value range is divided into several cut-points which
can represent the values using different symbols or integer values. Although discretization influences significantly the
effectiveness of classification algorithms, not many studies have been done because it usually has been considered a
peripheral issue [7].
In [8], it is summarized that three different axes to classify discretization methods are suggested: supervised vs.
unsupervised, global vs. local and static vs. dynamic. Global methods are applied before the learning process while local
methods produce partitions that are applied to localized regions of the instance space. The difference between static and
dynamic methods is that in static methods, attributes are discretized independently of each other, while dynamic methods
take into account the interdependencies among the attributes. Supervisedmethods use the information of class labels while
unsupervised methods do not. Simple techniques such as equal distance method and equal frequency method fall into the
unsupervised ones and it is hard for them to obtain good results of discretization since they do not take the classification
information into account,while the supervised ones such as entropy-basedmethod, Bayesian decisionmethod, etc., consider
class information and often have better results. However, the process of these supervised methods mentioned above is
independent and these methods are prone to producing unreasonable and redundant cut-points without consideration of
the correlation and complementarity of the obtained results.
Several discretization methods have been presented with the development of data mining and machine learning [7].
Nguyen and Skowron [3] used the genetic algorithmas aheuristic searchingmethod,whichdescribed cut-points for different
decision attribute values as points on a hyperplane. Ghosh and Taha [4] proposed a discretization model based on fuzzy
theory and neural network.
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Fig. 1. The process of the discretization method.
In this paper we present a discretization method to select and optimize cut-points for numeric attribute values. The
method based on a four-layer neural network employs the BP algorithm to train the values of cuts and optimizes the number
of cut-points by the genetic algorithm. The obtained intervals are independent on the candidates of cut-point sets and the
denoted values can bemore precise. The experimental results indicate that themethod is effective and the output cut-points
are well set and obtained comparing with the other method.
2. The discretization method
The proposed method consists of two steps shown in Fig. 1.
The functions of the two steps are described as the following:
Discretizing in a neural network: employs a four-layer BP neural network to get discretized cut-point values. There are nA
input units corresponding to n condition attributes in the input layer. The first hidden layer is the discretization
layer corresponding to nC cut-points of numeric attributes where C = C1 ∪ C2 · · · Cn and Ci denotes the cut-point
set of the attribute i. The second hidden layer called rule layer corresponds to nR rules. The output layer is the
decision layer with d units corresponding to the decision attribute values where d denotes the number of decision
attribute values.
Optimizing with genetic algorithm: uses the genetic algorithm to optimize the number of cut-points. The fitness is
determined by the output error of the decision layer.
The two steps of the method are described in detail in the following two sections. From the model, we can get
discretized cut-point values (see Fig. 2).
3. Discretizing in neural network
The method first puts data into a four-layer BP neural network, which consists of four layers: input layer, discretization
layer, rule layer and decision layer. The input layer is partially connected to the discretization layer. Theweightwji is initiated
to 1. When the cut-point i in the hidden layer is incorrelate with the attribute j in the input layer, the weightwji is set to 0.
3.1. Activation function
Activation functions in the discretization layer are Gaussian function, which are defined as Formula (1).
fi(x) = e−
1
2 (
x−µi
σi
)2 (1)
where µi and σi denote the center and the width respectively. The input intervals are separated by different Gaussian
functions [4]. When the input data approaches the center of the Gaussian function, the units in the discretization layer
will generate a larger output and vice versa. The inputs of the unit in the discretization layer are defined as y = ∑wjixj,
where xj denotes the input value of the attribute j. Becausewji is either 1 or 0, the input xj of the attribute j is propagated to
the corresponding units and then the corresponding values are obtained by Gaussian functions. The larger value is regarded
to fall into the interval and vice versa. The neural network can be trained to obtain appropriate values for µi and σi.
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Fig. 2. Algorithm for getting the cut-point values.
The activation functions of the second hidden rule layer and input layer are the sigmoid function fi (x) = 11+e−x and the
units are fully connected. The weights of the connections are initiated to random values within [0,1].
3.2. From the beginning
wji: The weightwji between the input layer and the discretization layer. When the cut-point i in the discretization layer
is incorrelate with the attribute j in the input layer, wji is set to 0; otherwise, wji is set to 1. wji keeps its initial value for it
denotes correlation only.
The parameter µi and σi of the Gaussian function: Because n curves of Gaussian functions represent n intervals and the
parameter µi and σi determine the basic range of a interval, µi and σi can be initiated according to the candidates of the
cut-point set. The candidates of the cut-point set are defined as in paper [3]: In neural network, µi and σi is initiated as
shown in Formula (2) and (3)
µi = cai =
vai−1 + vai
2
(i = 1 . . . ka) (2)
σi = 1ka (max(ci)−min(ci)) (i = 1, . . . , ka). (3)
According to Formula (2) and (3) we set µi and σi to the value of the candidate of cut-points and the average width which
may speed up the network training and quicken the convergence.
3.3. Neural network learning method
The conventional BP algorithm is used in the training. The error E is shown in Formula (4)
E = 1
2
(y− y)2 (4)
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where y is the actual output, y is the expected output. The formula for calculating output in every layer is shown as the
following:
The output of the discretization layer is:
f (x) =
∑
j=1,...,n
wjie
− 12 (
x−µi
σi
)2 (5)
where n denotes the number of attributes, wji denotes the weight of the connection from the attribute j to the cut-point i,
x denotes the attribute input. When the cut-point i in the discretization layer is incorrelate with the attribute j in the input
layer,wji is set to 0; otherwise,wji is 1. Then:
f (x) = e− 12 (
x−µi
σi
)2
. (6)
The output of the rule layer:
g(x) = 1
1+ e
− ∑
i=1,...,h1
vijx
(7)
where x is the input of the rule layer, h1 is the number of units in the discretization layer, vij is the weight of the connection
from the cut-point i in the discretization layer to the unit j in the rule layer.
The output of the decision layer:
y = t(x) = 1
1+ e
−
h2∑
j=1
ujkx
(8)
where x is the input of the decision layer, h2 is the number of units in the rule layer, ujk is the weight of connection from the
cut-point j in the rule layer to the unit k in the decision layer.
Combining Formula (6)–(8), when the input of discretization is x, the actual output yk is shown as
yk = 1
1+ e
−
h2∑
j=1
ujk· 1
1+e
−
h1∑
i=1
vij ·e
− 12 (
x−µi
σi
)2
. (9)
According to the method of gradient descent,
∆µi = −γ
h1∑
i=1
vij
(
h2∑
j=1
ujk(yk − yk)yk(1− yk)gj(1− gj)
)(
x− µi
σ 2i
)
· e− 12 (
x−µi
σi
)2 (10)
∆σi = −η
h1∑
i=1
vij
(
h2∑
j=1
ujk(yk − yk)yk(1− yk)gj(1− gj)
)(
(xi − µi)2
σ 3i
)
· e− 12 (
x−µi
σi
)2 (11)
where yk is the expected output, yk is the actual output, gj is the output of the rule layer, x is the input of attribute values.
There is no need to modify the input weight w during the learning process, for it is initiated according to correlation
between the attribute and the cut-point. It is one reason why the learning process can be sped up.
4. Optimizing with genetic algorithm
The number of cut-points in the discretization layer varies along with the learning. Theoretically either a trial-error
method or an exhaustive method is helpful for the choice of the number of cut-points, but it is not feasible for their practical
costs. In ourmethodwepropose a novelmethod that takes advantage of the adaptive searching capacity of genetic algorithm
to search for the optimal number of cut-points, and then the results are fed back to the discretization layer (see Fig. 3).
The genetic algorithm converts the number of cut-points into a bit string. The length of a chromosome is the sum of bits.
The cut-points for each attribute must be considered respectively. In this section, the crossover between individuals uses
a single-point crossover on the bit string of cut-points of each attribute rather than the standard crossover for the whole
string. The crossover probabilities of the string of every attribute are set to the same value. The binarymutation is applied to
every individual and the mutation probabilities of all genes are set to the same value. Fig. 3 shows details of the algorithm.
1022 L. Shang et al. / Computers and Mathematics with Applications 57 (2009) 1018–1023
Fig. 3. The algorithm to optimize the number of cut-points.
5. Experiments
In this section we present experimental results and analysis on two datasets to demonstrate the effectiveness of the
discretization method. The data comes from the Iris dataset of UCI Repository of Machine Learning Databases [5] and paper
[3]. The Iris dataset includes 150 objects which fall into three decision classes, 4 continuous condition attributes and the
number of candidates of cut-points is 114. The information table from paper [3] includes 7 objects, 2 condition attributes, 1
decision attribute and the number of candidates of cut-points is 7.
5.1. Experimental method
In the experiments the parameterMAXEPOCH , themaximum of the training times, is set to 200 and other parameters are
initiated in the way described in Section 3.2. The population size NIDN in the optimization module is set to 20, the number
of generations MAXGEN is set to 200, the crossover probability PC and the mutation probability Pm is set to 0.7 and 0.01
respectively.
Experiment (1): For dataset from the UCI Repository
Fivefold cross-validations are employed. Table 1 gives results of the experiment on the Iris dataset by our
method, ‘‘Precision’’ gives the testing precision, ‘‘Best’’ gives the fitness of the best individual, ‘‘WIB’’ gives theworst
fitness in the generation producing the best, The column entitled ‘‘AIB’’ gives the average fitness in the generation
producing the best.
Comparing the results of Experiment (1) with the entropy-based method [6], the sum of cut-points and the
average of testing precision is shown in Table 2.
Experiment (2): For dataset from paper [3]
We divide the dataset into a training set and a testing set in the proportion of 5:2 randomly. Table 3 whose
columns have the same meanings as those in Table 1 gives the results.
Comparing the results of the second time of Experiment (2) with that of the method presented in paper [3], the
values of cut-points are shown in Table 4.
5.2. The analysis of the experimental results
The results of Experiment (1) on the Iris dataset can be seen from Table 1. High testing precision through evolution can
be achieved. From Table 2 the testing precision increases 9.3% (99.4%–90.1%) comparing with the entropy-based method,
whereas the total number of cut-points grows 7. It is worth noticing that the total growth rate is only 6.14% (7/114) and the
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Table 1
The experimental results on the Iris dataset by our method.
Precision Best WIB AIB
1 99.6796 0.000016532 0.000025325 0.00001967
2 99.5667 0.000018595 0.000031237 0.000023141
3 99.5614 0.000018567 0.000028235 0.000022526
4 99.0555 0.000024292 0.000048161 0.000032273
5 99.1741 0.000015216 0.000021611 0.000017758
Average 99.40746 0.000018640 0.000030913 0.000023073
Table 2
The comparison of results of Experiment (1).
Entropy-based method Ours
Total 19 26
Average 4.8 6.5
Precision 90.1 99.4
Table 3
The results of the experiment on the dataset from paper [3] by our method.
Precision Best WIB AIB
1 99.35 0.0006848 0.003531 0.0013
2 98.4938 0.0006508 0.003082 0.0014
Average 98.9219 0.0006678 0.003307 0.00135
Table 4
The results of the experiment on the dataset from the literature [3].
Attribute Number of cut-points for candidate Number of cut-points Ratio
[3] ours [3] ours
A 4 2 2 50% 50%
B 3 1 2 33.33% 66.67%
average growth of the number of the four attributes in the Iris dataset is only 1.7, which can explain the little increase of the
complexity.
The effectiveness of our discretizationmethod for small size of samples can be seen through Experiment (2). From Table 3
we can see that high testing precision can be obtained. Comparing cut-points we can see from Table 4 that the number of
cut-points selected for the attribute A in paper [3] is the same with that selected by our method, for the attribute B there
is one more cut-point selected by our method. The results of Experiment (2) are almost the same with that of [3]. In short,
both of the experiments above demonstrate the effectiveness of our method in searching for the appropriate cut-points.
6. Conclusions
The discretization method proposed in this paper combines neural network and genetic algorithm to find cut-point sets.
The intervals obtained are independent on the candidates of cut-point sets and expressed more precisely with a better
adaptive capability. Further work is to improve the activation function in the discretization layer so as to produce a larger
output when the input data approaches the center of the function and vice versa. This can divide the input intervals more
effectively.
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