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Abstract
In this paper we introduce and investigate a new class of graphs called algebraic forests for
which isomorphism testing can be done in time O(n3 log n). The class of algebraic forests admits
a membership test of the same complexity, it includes cographs, trees and interval graphs, and
even a joint superclass of the latter two, namely, rooted-directed path graphs. In fact, our class
is much larger than these classes, since every graph is an induced subgraph of some algebraic
forest. The key point of our approach is the study of the class of forestal cellular algebras
dened inductively from one-point algebras by taking direct sums and wreath products. In fact,
algebraic forests are exactly the graphs the cellular algebras of which are forestal. We prove that
each weak isomorphism of two forestal algebras is induced by a strong isomorphism. This implies
that all forestal algebras are compact cellular algebras and so all algebraic forests are weakly
compact graphs. We also present a complete description of cellular algebras of disconnected
graphs. c© 2000 Published by Elsevier Science B.V. All rights reserved.
1. Introduction
This paper deals with compact cellular algebras and weakly compact graphs. The
term compact used here denotes a combinatorial property rather than a topological
one. This property has nothing to do with the compactness of topological spaces.
Combinatorial compactness has a short history. Compact graphs was introduced by
Tinhofer in [21] in order to create a non-standard approach to the graph isomorphism
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problem. A graph   is called compact if
DS( )=Conv(Aut( )); (1)
where DS( ) is the set of all doubly stochastic matrices commuting with the adja-
cency matrix of   and Conv(Aut( )) is the convex hull of the permutation matrices
corresponding to the automorphisms of  . Birkho’s theorem which states that every
doubly stochastic matrix is a convex combination of permutation matrices establishes
that complete graphs are compact. In the subsequent papers [22,20] several classes of
compact graphs have been introduced and studied in some detail. In [23] it was proved
that compact graphs allow a very simple isomorphism test. In all these papers no deep
algebraic tools have been involved into the treatment of the topic.
In [21] compact graphs have been called Birkho graphs. The notation compact
graph is due to Brualdi and appeared rst in the paper [6]. Brualdi introduced the
even stronger graph property of super-compactness and presented various interesting
examples of super-compact or at least compact graphs. In a more recent contribution
[16] Godsil discussed the role of equitable partitions of the vertex set of a graph in the
context of compactness. He also showed that a regular compact graph has a generously
transitive automorphism group whose rank equals the number of distinct eigenvalues
of the graph. A short treatment of compact graphs appeared also in [7].
Very recently Evdokimov et al. extended the notion of compactness to cellular al-
gebras. They called a cellular algebra W compact if every doubly stochastic matrix
X which commutes with all elements A2W is a convex combination of permutation
matrices corresponding to the automorphisms of W . Further, they introduced a new
class of graphs by calling a graph weakly compact if it generates a compact cellu-
lar algebra. In [10] a comprehensive discussion of compactness is given. Perhaps the
most important result of this paper is that compact algebras are Schurian, i.e. coincide
with the centralizer algebras of permutation groups. Further, the authors showed that
the compactness of two cellular algebras W1 and W2 is equivalent to the compactness
of the direct sum W1  W2, the wreath product W1 oW2 and, if one of the algebras
is semi-regular, also to the tensor product W1 ⊗ W2: This enabled them to present
examples of compact and non-compact cellular algebras, compact and non-compact
graphs. Weakly compact graphs form a larger class than compact ones and still admit
an ecient isomorphism test. Namely, the authors showed that for compact cellular
algebras, and hence for weakly compact graphs, canonical labelings can be computed
in polynomial time by a repeated application of the Weisfeiler{Leman algorithm.
As mentioned above combinatorial compactness is connected with the graph iso-
morphism problem which is one of the famous unsettled problems of computational
complexity theory. Up to the present many classes of graphs have been found for the
members of which isomorphism testing can be done by polynomial-time algorithms
(see [2]). Some of them are handled by using a combination of combinatorial and
permutation group techniques. On the other hand, numerous graph classes are known
for which isomorphism testing can be done in polynomial time by purely combinatorial
means, among those are for example trees [1], interval graphs [5] and cographs [8].
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In this paper we introduce and investigate a new class of graphs for which isomor-
phism testing can be done very eciently by exploiting the structure of the cellular
algebras generated by these graphs. We call them algebraic forests. Algebraic forests
are weakly compact, they include cographs, trees and interval graphs, and even a joint
superclass of the latter two, namely rooted directed path graphs (briey rdp-graphs).
In fact, our class is much larger than these classes, since any graph is an induced
subgraph of some algebraic forest. In addition the class of algebraic forests admits an
ecient membership test.
Let us describe the results of the paper more formally. The key notion of our tech-
nique is a cellular (coherent) algebra introduced in [25] (resp. [18]) as a subalgebra
of MatV closed under the Hadamard (componentwise) multiplication, the Hermitian
conjugation and containing the identity matrix and the all-one matrix. (Here MatV is
the set of all complex matrices whose rows and columns are indexed by the elements
of a nite set V .) The automorphism group Aut(W ) of the cellular algebra W consists
by denition of all permutations g of V such that the permutation matrix corresponding
to g centralizes W . As already mentioned above, W is called compact if
DS(W )=Conv(Aut(W ));
where DS(W ) is the polytope of all doubly stochastic matrices centralizing W (cf. (1)).
Let us associate to each graph   the smallest cellular algebra W ( ) containing its
adjacency matrix. The importance of this algebra lies in the well-known fact that
Aut( )=Aut(W ( )) (see Section 5:1). The graph   is called weakly compact if
W ( ) is a compact cellular algebra. Thus, all compact graphs are obviously weakly
compact.
In Section 4 we dene the class of forestal cellular algebras playing the central role
in the paper. The term is explained in Proposition 6.4 which states that each forestal
algebra coincides with the restriction of the cellular algebra of some forest to the set of
its leaves. Our denition is constructive in the sense that each forestal algebra can be
obtained from one-point cellular algebras by means of taking direct sums and wreath
products by symmetric groups (these operations are dened and studied in Section 3).
Similar operations are well-known in permutation group theory and we prove (Theorem
4.4) that forestal algebras are just the centralizer algebras of permutation groups which
can be obtained from the identity group by means of taking direct sums and wreath
products by symmetric groups. 3 This fact is the consequence of the following very
strong property of forestal algebras: each weak isomorphism of them is induced by a
bijection of their point sets (Theorem 4.2). (By a weak isomorphism of cellular alge-
bras we mean a matrix algebra isomorphism preserving the Hadamard multiplication.)
Another consequence of this fact is that forestal algebras are compact (Corollary 4.3).
In Section 6 we dene the class of algebraic forests consisting by denition of all
graphs the cellular algebras of which are forestal. Our denition implies that each
3 This class of groups goes back to C. Jordan (1869) who studied the automorphism groups of trees (see
[2, p. 1457] and Corollary 6.6 of this paper).
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algebraic forest is a weakly compact graph (Theorem 6.1). We prove that forests
(and so trees), cographs and rdp-graphs (and so interval graphs) are algebraic forests
(Theorems 6.3, 6.7 and 6.9, respectively). The proof of these facts is based on the
description of cellular algebras of disconnected graphs as direct sums or wreath products
by symmetric groups (Theorem 5.1).
In Section 7 we consider algorithmic problems concerning forestal algebras and
algebraic forests. First we present an O(n2) algorithm which, given a cellular algebra
on n points, tests whether this algebra is forestal or not. This enables us to describe
O(n3 log n) membership and isomorphism tests for n-vertex algebraic forests (Theorems
7.3 and 7.4). As a consequence we improve the upper bound of the isomorphism
test complexity for rdp-graphs given in [4]. Another interesting consequence of our
results is an n3 upper bound for the cardinality of a complete set of invariants of an
n-vertex algebraic forest. We complete the paper by discussing an algorithm (of the
same complexity) which given a semisimple algebra with a selected linear base tests
whether this algebra has a faithful forestal representation taking the base to the standard
basis of the corresponding forestal algebra.
A preliminary version of this paper is [13].
The surveys [2] and [14] might be helpful for understanding the graph isomorphism
problem and cellular algebras respectively.
Notation. As usual we denote the complex eld by C.
Throughout the paper V denotes a nite set with n= jV j elements. A subset of VV
is called a relation on V . For a relation R on V we dene its support VR to be the
smallest set U V such that RUU .
By an equivalence E on V we always mean an ordinary equivalence relation on a
subset of V (coinciding with VE). The set of equivalence classes of E will be denoted
by V=E:
The algebra of all complex matrices whose rows and columns are indexed by the
elements of V is denoted by MatV ; its unit element (the identity matrix) by IV and
the all-one matrix by JV : Given A2MatV and u; v2V , we denote by Au;v the element
of A in the row indexed by u and the column indexed by v.
For U V the algebra MatU can be treated in a natural way as a subalgebra of
MatV : If A2MatV , then AU will denote the submatrix of A corresponding to U , i.e.
the matrix in MatU such that (AU )u;v=Au;v for all u; v2U .
The adjacency matrix of a relation R is denoted by A(R) (this is a f0; 1g-matrix of
MatV such that A(R)u;v=1 i (u; v)2R). For U;U 0V let JU;U 0 denote the adjacency
matrix of the relation UU 0:
The transpose of a matrix A is denoted by AT , its Hermitian conjugate by A:
Each bijection g :V !V 0 (v 7! vg) denes a natural algebra isomorphism from
MatV onto MatV 0 : The image of a matrix A under g will be denoted by Ag, thus
(Ag)ug; vg =Au;v for all u; v2V .
The group of all permutations of V is denoted by Sym(V ):
For an integer s we denote the set f1; : : : ; sg by [s] and the group Sym([s]) by
Sym(s):
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2. Cellular algebras
In our exposition of cellular algebras we follow papers [9{12].
2.1. By a cellular algebra on V we mean a subalgebra W of MatV for which the
following conditions are satised:
(C1) IV ; JV 2W ;
(C2) 8A2W :A 2W ;
(C3) 8A; B2W :A  B2W ,
where A  B is the Hadamard (componentwise) product of the matrices A and B. It
follows from (C2) that W is a semisimple algebra over C. The elements of V are
called the points, the set V is called the point set of W .
It can be shown that each cellular algebra W on V has a uniquely determined linear
basis R=R(W ) (the standard basis of W ) consisting of f0; 1g-matrices such thatX
R2R
R= JV and R2R, RT 2R: (2)




R;ST where R; S 2R, are called
the structure constants of W .
Set Cel(W )= fU V : IU 2Rg and Cel(W )= f
S
U 2 S U : S Cel(W )g. 4 Each el-






The algebra W is called homogeneous if jCel(W )j=1 (cf. [19]).
For U;U 0 2Cel(W ) set RU;U 0 = fR2R :R  JU;U 0 =Rg. Then
R=
[
U;U 0 2Cel(W )
RU;U 0 (disjoint union):
Also, since for any cells U;U 0 and any R2RU;U 0 the uth diagonal element of the
matrix RRT equals the number of 1’s in the uth row of R, it follows that the number
of 1’s in the uth row (resp. vth column) of R does not depend on the choice of u2U
(resp. v2U 0).
For each U 2Cel(W ) we view the subalgebra IUWIU of W as a cellular algebra
on U , denote it by WU and call the restriction of W to U . The basis matrices of WU
are in 1{1 correspondence to the matrices of RU;U . If U 2Cel(W ) we call WU the
homogeneous component of W corresponding to U .
Each matrix R2R being a f0; 1g-matrix is the adjacency matrix of some relation
on V called a basis relation of W . By (2) the set of all of them forms a partition of
4 Despite the fact that sign  is used also for the Hermitian conjugation, its meaning is always clear from
the context.
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VV which can be interpreted as a coherent conguration on V (see [19]). We use
all the notions and notations introduced for basis matrices also for basis relations.
2.2. A large class of cellular algebras comes from permutation groups as follows (see
[24, p. 38]). Let G6Sym(V ) be a permutation group and
Z(G)= fA2MatV :Ag=A; g2Gg
be its centralizer algebra. Then Z(G) is a cellular algebra on V . Its basis relations are
exactly the 2-orbits of G, i.e. the orbits of the coordinatewise action of G on VV .
In particular, Cel(Z(G))=Orb(G) where Orb(G) is the set of G-orbits of V .
Let W and W 0 be cellular algebras on V and V 0, respectively, and let g :V !V 0 be a
bijection such that W 0= fAg :A2Wg: Then W and W 0 are called strongly isomorphic
and g is called a strong isomorphism from W to W 0: Clearly, g induces a bijection
between the sets R(W ) and R(W 0). The group of all strong isomorphisms from W to
itself contains a normal subgroup
Aut(W )= fg2Sym(V ) :Ag=A; A2Wg
called the automorphism group of W . We stress that each g2Aut(W ) induces the
identical map of W and so not every possible strong isomorphism from W to itself
belongs to Aut(W ).
If W =Z(Aut(W )), then W is called Schurian. In this case the basis relations and
cells of W are exactly the 2-orbits and orbits of its automorphism group.
2.3. The set of all cellular algebras on V is partially ordered by inclusion. The largest
and the smallest elements of this set are the full matrix algebra MatV and the algebra
Z(Sym(V )), respectively. For cellular algebras W and W 0 on V we write W6W 0 if
W is a subalgebra of W 0.
Given X MatV , we denote by [X ] the cellular closure of X , i.e. the smallest cellular
algebra on V containing X . For A2MatV we write [A] instead of [fAg].
3. Weak isomorphisms, direct sums and wreath products
3.1. Along with the notion of a strong isomorphism for cellular algebras we consider
also weak isomorphisms (see [24,9,12]). 5 Cellular algebras W on V and W 0 on V 0
are called weakly isomorphic if there exists a matrix algebra isomorphism ’ :W !W 0
such that
(WI) ’(A  B)=’(A)  ’(B) for all A; B2W .
Any such ’ is called a weak isomorphism from W to W 0. It immediately follows
from the denition that ’ takes f0; 1g-matrices to f0; 1g-matrices and also ’(IV )= IV 0 ,
’(JV )= JV 0 . We observe that the composition of weak isomorphisms and the inverse of
5 In [24, p. 33] they were called weak equivalences.
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a weak isomorphism are also weak isomorphisms. Evidently, each strong isomorphism
from W to W 0 induces a weak isomorphism between these algebras.
The set of all weak isomorphisms from W to W 0 is denoted by Isow(W;W 0). If
W =W 0 we write Isow(W ) instead of Isow(W;W ). Clearly, Isow(W ) forms a group
containing a subgroup isomorphic to Iso(W )=Aut(W ). By statement (1) of Lemma 3.1
below it is isomorphic to a subgroup of Sym(R(W )).
The following statement proved in [12, Lemma 4.1] establishes some of the simplest
properties of weak isomorphisms.
Lemma 3.1. Let W6MatV and W 06MatV 0 be cellular algebras and ’2 Isow(W;W 0)
a weak isomorphism. Then
(1) ’(R)=R0 where R=R(W ) and R0=R(W 0). Moreover; ’(RT )=’(R)T for all
R2R.
(2) ’ induces a natural bijection U 7! U’ from Cel(W ) onto Cel(W 0) preserving
cells such that ’(IU )= IU’ . Moreover; jU j= jU’j and; in particular; jV j= jV 0j.





for all U1; U2 2Cel(W ).
It follows from statement (1) of Lemma 3.1 that the corresponding structure con-
stants of weakly isomorphic algebras coincide. More exactly, if ’2 Isow(W;W 0), then
cTR;S = c
’(T )
’(R);’(S) for all R; S; T 2R(W ).
3.2. Let W be a cellular algebra on V and E be an equivalence on V . The following
denitions were introduced in [9]. We say that E is an equivalence of W if it is the
union of basis relations of W . In this case its support VE is a cellular set of W . A
nonempty equivalence E of W is called indecomposable (in W ) if E is not a disjoint
union of two nonempty equivalences of W . 6 We observe that any equivalence of a
homogeneous algebra is obviously indecomposable whereas it is not the case for a
non-homogeneous one (the simplest example is the equivalence the classes of which
are cells). The equivalence E is called decomposable if it is not indecomposable. In
this case E=E1 [ E2 for some nonempty equivalences E1 and E2 of W with disjoint
supports. It is easy to see that each equivalence of W can be uniquely represented
as a disjoint union of indecomposable ones called indecomposable components of it.
Besides, it follows from statement (2) of Lemma 3.2 below that given an equivalence
of W , the support of an indecomposable component of it coincides with the smallest
cellular set of W containing any given class of this component.
Let E be an equivalence of W with classes V1; : : : ; Vs. For each i2 [s] we view the
subalgebra IViWIVi of MatV satisfying obviously conditions (C2) and (C3) as a cellular
algebra on Vi and denote it by WE;Vi . Its standard basis is of the form
R(WE;Vi)= fRVi :R2R(W ); IViRIVi 6=0g: (3)
6 We recall that according to Notation equivalences are subsets of VV and so the disjoint union of them
is meant as the disjoint union of the corresponding subsets.
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It follows from (3) and the rst part of (2) that each basis matrix of WE;Vi can be
uniquely represented in the form RVi for some R2R(W ).
Lemma 3.2 (Evdokimov et al. [9, Lemma 2:6]). If E is an indecomposable equiva-
lence of W; then
(1) the mapping  Vi;Vj :WE;Vi !WE;Vj such that  Vi;Vj (AVi)=AVj for all A2W is a
well-dened weak isomorphism from WE;Vi to WE;Vj for all i; j2 [s].
(2) jVi \U j= jVj \U j> 0 for all cells U VE and i; j2 [s]. In particular; all classes
of E are of the same cardinality.
Set WE =A(E)  W = fA(E)  B :B2Wg. Then WE is a subalgebra of W closed
with respect to the Hadamard multiplication and the Hermitian conjugation. In fact
Lemma 3.2 shows that if E is indecomposable, then the mapping
 Vi :WE !WE;Vi ; A 7! AVi (4)
is a matrix algebra isomorphism satisfying (WI), and also  Vi;Vj =  
−1
Vi  Vj for all i; j2 [s].
The following statement shows that equivalences of a cellular algebra are preserved
by weak isomorphisms.
Lemma 3.3. Let W6MatV and W 06MatV 0 be cellular algebras and ’2 Isow(W;W 0).
Then ’ induces a natural bijection E 7! E’ from the set of all equivalences of W
to the set of all equivalences of W 0 such that ’(A(E))=A(E’). Moreover; E is an
indecomposable equivalence i so is E’. In addition; jVE j= jV 0E’ j and jV=Ej= jV 0=E’j.
Proof. It suces to prove the lemma for indecomposable equivalences. Let E be an
indecomposable equivalence of W and A=A(E). Then by statement (2) of Lemma 3.2,
all classes of E have the same cardinality, say c. Therefore, A2 = cA, which implies
’(A)2 = c’(A). Besides, since A is a symmetric f0; 1g-matrix, the matrix ’(A) also has
this property. Thus, ’(A) is the adjacency matrix of some equivalence E0 with support
V 0E0 =(VE)
’. This equivalence is indecomposable, since otherwise after applying ’−1
we would have a nontrivial decomposition of E. Set E’=E0: By statement (2) of
Lemma 3.1 we have jVE j= jV 0E’ j: All classes of E and E’ have the same cardinality
c. Thus jV 0=E’j= jV=Ej.
3.3. Here we follow papers [11] and [12]. Throughout the subsection we denote by Wi
(resp. W 0i ) a cellular algebra on a set Vi (resp. V
0











on the disjoint union V of Vi’s is called the direct sum of Wi’s. Obviously, it does not
depend on the ordering of the summands. Any set Vi is a cellular set of this algebra.
S. Evdokimov et al. / Discrete Mathematics 225 (2000) 149{172 157
Any of its basis relations contained in ViVj coincides with a basis relation of Wi (for
i= j) or equals the Cartesian product of a cell of Wi and a cell of Wj (for i 6= j).










coinciding with ’i on Wi and taking JX;Y to JX 0 ;Y 0 where X 2Cel(Wi), Y 2Cel(Wj),
i 6= j, and X 0=X’i , Y 0=Y’j , is obviously a weak isomorphism. We say that it is
induced by ’i’s.
Let W6MatV be a cellular algebra and  Isow(W ) be a group of its weak isomor-
phisms. Then according to [11] the set W= fA2W :’(A)=A, ’2g is a cellular
algebra on V . One can see that W6W and the basis relations of W are in 1{1
correspondence with the orbits of the action of the group  on R(W ).
Let now W= fWigsi= 1 and 	= f i; jgsi; j= 1 with  i; j 2 Isow(Wi;Wj) such that
 i; j  j;k =  i;k ; i; j; k 2 [s]: (6)
It is easy to see that  i; i= idWi and  
−1
i; j =  j; i for all i; j. Any permutation g2Sym(s)
induces s weak isomorphisms  i; ig :Wi!Wig , i2 [s], and hence by (5) a weak isomor-
phism ’g :W !W where W = si= 1 Wi. Obviously, given a group G6Sym(s) the
set (	;G)= f’g : g2Gg is a subgroup of Isow(W ). The following denition was
introduced in [12].
Denition 3.4. The cellular algebra W with =(	;G) is called the wreath product
of the family W by the group G with respect to 	 and is denoted by W o	G. 7
It follows from [12, formulas (21){(23)] that





The form of the basis matrices of the wreath product W o	G with W= fWigsi= 1
and 	= f i; jgsi; j= 1 is especially simple for a transitive group G6Sym(s). In this case
they are divided into two parts. The rst part consists of the block-diagonal matricesPs
i= 1  i(R) where R2R(W1) and  i=  1; i, i2 [s]. The matrices from the second part
are of the form
P
(i; j)2O JU i ;U 0 j where U;U
0 2Cel(W1) and O is a 2-orbit of the
group G that is not contained in the set f(i; i) : i2 [s]g. For example, if G=Sym(s)
we get the matrices
P
i; j2 [s]; i 6= j JU i ;U 0 j .
Comparing the denition of the wreath product of two cellular algebras from [10,
p. 257] with Denition 3.4 one can easily prove the following statement.
Lemma 3.5. Let W= fWigsi= 1; 	= f i; jgsi; j= 1 and G6Sym(s). If  i; j is induced by
a strong isomorphism for all i; j; then W o	G is strongly isomorphic to the wreath
product W1 oZ(G) as dened in [10].
7 If G is transitive and Wi is homogeneous for all i, then the wreath product dened above is a special case
of the construction in [25, p. 45].
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Let W6MatV be a cellular algebra and E be an indecomposable equivalence of
W . Set WE = fWE;Vigsi= 1 and 	E = f Vi;Vjgsi; j= 1 where V1; : : : ; Vs are the classes of E
and WE;Vi and  Vi;Vj are dened in Section 3:2. In this case the family 	E satises
(6) by Lemma 3.2 and so for any G6Sym(s) the wreath product WE o	EG can be
considered.
The equivalence E=E(W) with classes V1; : : : ; Vs is obviously an equivalence of
the algebra W o	G. We call it the standard equivalence of this wreath product. The
next lemma demonstrates some nice properties about E and shows that the algebra
W o	Sym(s) is minimal in some sense.
Lemma 3.6. The following statements hold:
(1) If G is a transitive group; then the standard equivalence E of the wreath product
W o	G is indecomposable. Moreover; in above notation with W =W o	G we
have W=WE and 	=	E .
(2) If E is an arbitrary indecomposable equivalence of a cellular algebra W6MatV
with VE =V; then W>WE o	ESym(s) where s is the number of classes of E.
Proof. Each indecomposable component of E must contain any basis relation ofW o	G
meeting it and so by the transitivity of G coincides with E. Therefore, E is indecompos-
able and W=WE . Moreover, it follows from the above description of the basis rela-
tions of the wreath product by a transitive group and the denition of 	E , that 	E =	.
This proves statement (1). To prove statement (2) we observe rst that WE =W 0E where
W 0=WE o	ESym(s). So Cel(W )=Cel(W 0) and each cell is of the form
S
i2 [s] Ui with
Ui 2Cel(Wi) such that U i; ji =Uj. To complete the proof we show that any basis rela-
tion of W contained in VVnE is a subset of some basis relation of W 0. Indeed, let
R2R(W ) be such a relation. Then RUU 0nE for some U;U 0 2Cel(W ). However,
taking into account the form of the cells of W , we have
UU 0nE=
[
i; j2 [s]; i 6= j
UiU 0j ; (8)
where Ui=U \ Vi, U 0j =U 0 \ Vj. Since the right side of (8) is a basis relation of W 0,
we are done.
3.4. Now we are ready to prove the main result of this section which states that the
property of a cellular algebra to be direct sum or wreath product is preserved under
weak isomorphisms.
Theorem 3.7. Let W6MatV ; W 06MatV 0 be cellular algebras and ’2 Isow(W;W 0).
Then




i =’(Wi); i=1; 2;
(2) if W =W o	Sym(s); then W 0=W0 o	0Sym(s) for someW0 and 	0.More exactly;
if W=WE and 	=	E where E is the standard equivalence of W o	Sym(s);
then W0=WE’ and 	0=	E’ . Besides; ’(WE)=WE’ .
S. Evdokimov et al. / Discrete Mathematics 225 (2000) 149{172 159
Proof. To prove the rst statement we note that Wi=WVi where Vi is the point set of




from the denition of the direct sum that jRU1 ;U2 j=1 for all U1; U2 2Cel(W ) such that
UiVi, i=1; 2. So by statement (3) of Lemma 3.1 we obtain that jR0U 01 ;U 02 j=1 for all
U 01; U
0
2 2Cel(W 0) such that U 0i V’i , i=1; 2. This proves statement (1).
Let us prove the second statement. It follows from statement (1) of Lemma 3.6
that the equivalence E’ is an indecomposable equivalence of W 0. Lemma 3.3 im-
plies that jV 0=E’j= jV=Ej= s. Thus, using statement (2) of Lemma 3.6 we nd that
W 0>WE’ o	E’Sym(s). On the other hand, ’(WE)=W 0E’ , and hence according to (4)
the algebras WE;Vi and W
0
E’;V 0j
are weakly isomorphic for all i; j2 [s] where V 0j 2V 0=E’.
Therefore,
dim(W 0)= dim(W )= dim(W o	Sym(s))= dim(WE’ o	E’Sym(s)):
The last equality follows from the fact that the dimension of the algebra
W o	Sym(s) depends only on the numbers dim(W1), jCel(W1)j and s. Thus W 0=
WE’ o	E’Sym(s).
4. Forestal cellular algebras
4.1. Let us recursively dene a class F of cellular algebras as follows:
(F1) any cellular algebra on a one-point set belongs to F;
(F2) if W;W 0 2F, then W W 0 2F;
(F3) if W= fWigsi= 1 with Wi 2F, then W o	Sym(s)2F for all 	.
Obviously, the class F is closed under strong isomorphisms. A member of F is called
a forestal cellular algebra. The term will be explained in Section 6 (Proposition 6.4).
Let us describe some of the simplest properties of forestal algebras.
Lemma 4.1. The following statements hold:
(1) W 2F implies [W; IU ]2F for all U V ;
(2) W 2F implies WU 2F for all nonempty U 2Cel(W );
(3) W W 0 2F i W;W 0 2F;
(4) W o	Sym(s)2F i Wi 2F for all i2 [s].
Proof. We prove statement (1) by the induction on the size of the point set V of
the algebra W . If W =W1W2 with Wi6MatVi , i=1; 2, then a straightforward check
shows that
[W; IU ] = [W1; IU1 ] [W2; IU2 ];
where Ui=U\Vi, i=1; 2 (we make use of the equalities IU = IU1+IU2 and IUi = IUIVi).
Thus, we are done. Let now W =W o	Sym(s)2F with W= fWigsi= 1 and
	= f i; jgsi; j= 1. Denote by S1; : : : ; St the classes of the equivalence on [s] consisting of
160 S. Evdokimov et al. / Discrete Mathematics 225 (2000) 149{172
all pairs (i; j) for which  i; j can be extended to a weak isomorphism  0i; j : [Wi; IUi ]!
[Wj; IUj ] such that  
0
i; j(IUi)= IUj where Ui=U \ Vi, i2 [s]. Then it suces to prove
that





whereW0k = f[Wi; IUi ]gi2 Sk and 	0k = f 0i; jgi; j2 Sk . Let us prove that [W; IU ]6W 0 where
W 0 is the right side of (9). Since IU =
Ps
i= 1 IUi obviously belongs to W
0, we need
only to show that this algebra contains W . Set G=tk = 1 Sym(Sk) (as to the operation
 for permutation groups see Section 4:2). Then it follows from the denition of the










where Wk = fWigi2 Sk , 	k = f i; jgi; j2 Sk . Conversely, let ~W = [W; IU ]. Then obviously
~WE;Vi>[Wi; IUi ]; i2 [s], where E is the standard equivalence of W . Since ~W6W 0 we
conclude that ~WE;Vi = [Wi; IUi ] for all i and hence by statement (1) of Lemma 3.2
~WE =W 0E . In particular, the sets of indecomposable components of E in ~W and in W
0
coincide. It follows that the set Xk =
S
i2 Sk Vi is a cellular set of
~W for all k 2 [t]. By
statement (1) of Lemma 3.6 applied to W0k o	0kSym(Sk) the last set coincides with the
support of some indecomposable component of E in W 0. Thus by statement (2) of the










(we make use of the fact that the direct sum is the smallest algebra over all celular
algebras on the same point set the restriction of which to the point sets of summands
coincide with these summands). This completes the proof of (9).
Statement (2) follows by induction after taking into account the obvious equali-
ties WU =(W1)U1  (W2)U2 in the direct sum case and WU =WU o	USym(s) where
WU = f(Wi)Uigsi= 1 with Ui=U \ Vi and 	U = f 0i; jgsi; j= 1 with  0i; j being the restric-
tion of  i; j to (Wi)Ui in the wreath product case. The nontrivial implication ‘)’ of
statement (3) obviously follows from statement (2). To prove statement (4) let us
consider a wreath product W =W o	Sym(s) with W= fWigsi= 1. Then by (7) we
have Wi= [W; IVi ]Vi for all i. So the required fact is a consequence of statements
(1) and (2).
Forestal cellular algebras form a nice class from the point of view of isomorphism
testing. The following statement provides a theoretical background.
Theorem 4.2. The class F is closed under weak isomorphisms. Each weak isomor-
phism of cellular algebras belonging to F is induced by a strong isomorphism.
Proof. Let W be a forestal cellular algebra on V and ’ :W !W 0 be a weak iso-
morphism from W to a cellular algebra W 0 on V 0. We prove the both statements
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of the theorem simultaneously by induction on n= jV j. For n=1 all is trivial. Oth-
erwise, we consider two cases according to conditions (F2) and (F3). Suppose rst
that W =W1  W2 for some forestal algebras W1 and W2. Then by statement (1) of




i =’(Wi), i=1; 2. From the
induction hypothesis we deduce that W 0i 2F and the restriction weak isomorphism
’i :Wi!W 0i is induced by a bijection gi :Vi!V 0i . Thus, the bijection g :V !V 0 coin-
ciding with gi on Vi for i=1; 2, is a strong isomorphism from W to W 0 inducing ’.
Let W =W o	Sym(s) for some W= fWigsi= 1 and 	= f i; jgsi; j= 1. Then by state-
ment (1) of Lemma 3:6W=WE and 	=	E for the standard indecomposable equiva-
lence E of W . So by statement (2) of Theorem 3.7 we conclude that W 0=
W0 o	0Sym(s) where W0=WE0 , 	0=	E0 and ’(WE)=W 0E0 with E0=E’. Let
V 0=E0= fV 0i gsi= 1 and W 0i =WE0 ;V 0i . Since ’(WE)=W 0E0 , ’ induces by (4) a weak iso-
morphism ’i :Wi!W 0i for all i. By the induction hypothesis this implies that W 0i 2F
and ’i is induced by a bijection gi :Vi!V 0i . So W 0 2F and the bijection g :V !V 0
coinciding with gi on Vi for all i2 [s], is a strong isomorphism from W to W 0 induc-
ing ’.
Corollary 4.3. Each forestal algebra is compact.
Proof. Since the direct sum of compact algebras is compact (see [10], Theorem 4:1),
it suces to check that if W= fWigsi= 1 is a family of compact forestal algebras and
	= f i; jgsi; j= 1 is a family of weak isomorphisms satisfying (6), then W o	Sym(s)
is also compact. By Theorem 4.2 the weak isomorphism  i; j is induced by a strong
isomorphism for all i; j. By Lemma 3.5 this implies that the algebra W o	Sym(s) is
isomorphic to W1 oZ(Sym(s)). However, according to Theorem 4.2 of [10], the last
algebra is compact, since so are W1 and Z(Sym(s)) (the rst one by the assumption
and the second one by Birkho’s theorem).
In [10] the following question was formulated: is it true that two weakly isomorphic
compact cellular algebras are isomorphic? It follows from Theorem 4.2 and Corol-
lary 4.3 that the answer is ‘yes’ at least in the case of the subclass F of the class of
all compact algebras.
4.2. Now we turn into the description of the class F in permutation group terms. To
do this we recursively dene a class G of permutation groups as follows:
(G1) any permutation group on a one-point set belongs to G;
(G2) if G;G0 2G, then G G0 2G;
(G3) if G 2G, then G oSym(s)2G for all positive integer s,
where for G6Sym(V ) and G06Sym(V 0) the permutation group G  G0 (resp.
G oSym(s)) consists of all permutations on the disjoint union of V and V 0 (resp.
on V[s]) the restriction of which to V and V 0 belongs to G and G0 (resp. belonging
to the wreath product of G and Sym(s), see [14, p. 102]). We note that by (G1) and
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(G3) the class G contains any symmetric group Sym(s). As the following statement
shows the maps Aut :F!G and Z :G!F are bijections inverse to each other.
Theorem 4.4. All forestal algebras are Schurian. Moreover; a cellular algebra is fore-
stal i it coincides with the centralizer algebra of a permutation group from the class
G. Besides; the automorphism group of a forestal algebra belongs to G.
Proof. The rst statement follows from Corollary 4.3 and Theorem 3:4 of [10] which
states that any compact cellular algebra is Schurian. To prove the second statement we
make use of the following permutation group identities:
Aut(W W 0)=Aut(W ) Aut(W 0) (10)
and
Aut(W o	Sym(s))=Aut(W ) oSym(s); (11)
where W= fWigsi= 1, 	= f i; jgsi; j= 1 with Wi=Wj =W and  i; j = idW for all i; j (by
Theorem 4.2 any wreath product by Sym(s) with Wi 2F is strongly isomorphic to the
wreath product of this kind). The rst was proved in [24, p. 42]. The second follows
from the explicit description of the basis relations of the wreath product W o	G with
transitive G given after Denition 3.4 (cf. [24, p. 46]).
To prove the necessity it suces to verify that Aut(W )2G for any forestal algebra
W6MatV (indeed, each forestal algebra is Schurian and hence W =Z(Aut(W ))).
However, this immediately follows by induction on jV j with the help of the permutation
group identities (10) or (11) depending on whether the algebra W is a direct sum or a
wreath product. The converse statement also follows by induction with (10) and (11)
replaced by the identities of the corresponding centralizer algebras:
Z(G G0)=Z(G)Z(G0); Z(G oSym(s))=Z(G) oZ(Sym(s)):
The rst can be found in [24, p. 43]. The second is obtained with the help of Lemma
3.5 by comparing the 2-orbits of the wreath product G oSym(s) with the basis relations
of the wreath product W o	Sym(s) where W consists of s copies of Z(G) and 	
consists of identical weak isomorphisms between them (cf. [24, p. 47]).
Statement (3) follows from the equalities (10), (11) and the denition of the
class G.
In Section 6 we will need one more property of the automorphism groups of forestal
algebras.
Lemma 4.5. Given W 2F and U 2Cel(W ) the restriction mapping Aut(W )!
Aut(WU ) is a surjection.
Proof. The required statement follows by induction along the lines of the denition of
the class F, formulas (10), (11) and the equalities from the proof of statement (2) of
Lemma 4.1.
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5. Cellular algebras of disconnected graphs
5.1. Throughout this section the word ‘graph’ means an undirected graph without loops
and multiple edges. We consider the edge set of a graph as a symmetric binary relation
on its set of vertices that does not meet the diagonal. For a graph  =(V; E) with vertex
set V =V ( ) and edge set E=E( ) let  (u)= fv2V : (u; v)2Eg where u2V . Given
U V we set  U =(U; (UU ) \ E) and call this graph the subgraph of   induced
by U .
The adjacency matrix of the graph   is denoted by A( ). By the cellular algebra of
  we mean W ( )= [A( )]. It was observed in [24, p. 17] that Aut( )=Aut(W ( ))
where Aut( ) is the automorphism group of  . It follows in particular that any auto-
morphism of   xes cells of W ( ) and that any two vertices of   belonging to the
same cell have the same degree in  .
5.2. In this subsection we describe the cellular algebras of disconnected graphs. The
next theorem states in fact that they are direct sums or wreath products by symmetric
groups.






where S1; : : : ; St are the classes of the equivalence on [s] consisting of all pairs (i; j) for
which there exists a weak isomorphism  i; j :W ( i)!W ( j) such that  i; j(A( i))=
A( j); and Wk = fW ( i)gi2 Sk ; 	k = f i; jgi; j2 Sk .
Proof. The matrix A( ) being a block-diagonal matrix with blocks A( i) belongs to the
algebra si= 1W ( i)= 
t
k = 1 (i2 Sk W ( i)). By the equalities  i; j(A( i))=A( j),
i; j2 Sk , and the denition of the wreath product this implies that A( )2W 0 where W 0
is the algebra in the right side of (12). Thus, W ( )6W 0. Conversely, let W =W ( ).
Then obviously WE;Vi>W ( i) for all i2 [s] where Vi=V ( i) and E=
Ss
i= 1 ViVi (E
is an equivalence of W , since it coincides with the transitive closure of the edge set
of  ). Since W6W 0 we conclude that WE;Vi =W ( i) for all i and hence by statement
(1) of Lemma 3.2 WE =W 0E . In particular, the sets of indecomposable components of
E in W and in W 0 coincide. It follows that the set Uk =
S
i2 Sk Vi is a cellular set of
W for all k 2 [t]. By statement (1) of Lemma 3.6 applied to Wk o	kSym(Sk) the last
set coincides with the support of some indecomposable component of E in W 0. Thus,










which completes the proof.
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Corollary 5.2. Let   be a disconnected graph with components  1; : : : ;  s. Then ex-
actly one of the following statements holds:
(1) W ( )=W ( 0) W ( 00) where  0 and  00 are nonempty subgraphs of   the
disjoint union of which equals  ;
(2) W ( )=W o	Sym(s) for W= fW ( i)gsi= 1 and some 	.
6. Algebraic forests
6.1. A graph   is called an algebraic forest if W ( ) is a forestal cellular algebra. It
follows from the denition that the class of algebraic forests includes all graphs whose
cellular algebras are full matrix algebras. Less trivial examples of algebraic forests
will be described below. Our interest in algebraic forests is explained by the following
fundamental statement which is an immediate consequence of Corollary 4.3.
Theorem 6.1. Each algebraic forest is weakly compact.
The following statement shows a simple way for constructing algebraic forests from
smaller ones.
Lemma 6.2. The class of algebraic forests is closed under taking the complement of
a graph and taking the disjoint union of graphs.
Proof. The rst statement immediately follows from the fact that the cellular algebras
of a graph and its complement coincide. The second one can be proved inductively by
using Corollary 5.2.
We note that the class of algebraic forests cannot be characterized in terms of forbidden
subgraphs. Indeed, any graph is an induced subgraph of a graph the cellular algebra
of which is a full matrix algebra. However, the latter is obviously an algebraic forest.
6.2. Our rst example of algebraic forests is the class of trees. It was proved in [21]
that trees are compact graphs. Due to a result in [10] this implies that the cellular alge-
bra of a tree is Schurian, i.e. coincides with the centralizer algebra of its automorphism
group. However, it follows from [15] that the automorphism group of a tree belongs to
the class G (see Section 4). So by Theorem 4.4 we conclude that the cellular algebra
of a tree is forestal. With the help of Lemma 6.2 this gives a proof of the following
statement.
Theorem 6.3. Each forest (in particular; each tree) is an algebraic forest.
The converse statement explaining the term ‘forestal algebras’ is also true in the
following sense.
S. Evdokimov et al. / Discrete Mathematics 225 (2000) 149{172 165
Proposition 6.4. Let W6MatV be a forestal algebra. Then there exists a forest (even
tree)   such that V is the set of all leaves of   and W =W ( )V .
Remark 6.5. Since the leaves of a forest are exactly vertices of degree at most 1, the
set V is a cellular set of the algebra W ( ).
Proof. We rst prove the following fact: given a forest   there exists a tree  0 with
the same set of leaves as   such that V ( ) is a cellular set of the algebra W ( 0)
and W ( ) coincides with the restriction of W ( 0) to V ( ). To show this we observe
that the cellular algebra of a forest is Schurian by Theorems 6.3 and 4.4. On the
other hand, for an arbitrary permutation group G and an invariant set U of it we
have Z(GU )=Z(G)U where GU is the set of restrictions to U of permutations of G.
Thus, using this equality for G=Aut( 0) and U =V ( ) we see that it suces to nd
a tree  0 with the same set of leaves as   for which the set V ( ) is Aut( 0)-invariant
and Aut( 0)V ( ) =Aut( ). We now construct such a tree  0 in two steps. First we
transform each connected component of   having exactly two central vertices into a
tree with a unique central vertex by replacing if necessary the two central vertices by
a path of length two. (Here, central vertices are by denition those vertices of a tree
which are on the midpoint of a longest path in the tree. There can be at most two
central vertices, and if there is exactly two, they must be joined by an edge.) Then we
transform the forest obtained in such a way (with the same number of components as
 ) into the required tree by adding a new vertex connected with the central vertices
of the components by some paths. The lengths of these paths are chosen in such a
way that rst the new vertex is a unique central vertex of the tree and secondly the
paths corresponding to isomorphic components have the same length. Since the set of
central vertices of a tree is invariant with respect to its automorphisms, we are done.
Let us prove the statement of the proposition. It is trivial for jV j=1. Applying
induction on jV j we consider two cases depending on whether the algebra W is a direct
sum or a wreath product by a symmetric group. Let W =W ( 1)V1 W ( 2)V2 where
 i is a forest with Vi being the set of all its leaves, i=1; 2. By the above paragraph we
can assume that  1 and  2 are trees with distinct number of vertices. Set   to be the
disjoint union of  1 and  2. Then   is a forest and V =V1[V2 is the set of all leaves
of  . Moreover, it follows from the choice of  1 and  2 that the algebras W ( 1)
and W ( 2) are not weakly isomorphic. Thus, W ( )=W ( 1)W ( 2) according to
Theorem 5.1. We complete the case by observing that W ( )V =W ( 1)V1 W ( 2)V2 .
Suppose now that W =W o	Sym(s) where W= fWigsi= 1, 	= f i; jgsi; j= 1 and Wi6
MatVi is a forestal algebra for all i. By the induction hypothesis there exists a forest
 1 such that W1 =W ( 1)V1 and V1 is the set of all leaves of  1. Without loss of
generality we assume that  1 is a tree. By Theorem 4.2 the weak isomorphism  1; i is
induced by a strong isomorphism gi from W1 to Wi for all i. Denote by  i the tree
with adjacency matrix A( i)=A( 1)hi where hi is any bijection with domain V ( 1)
extending the bijection gi. Obviously, Vi=V
hi
1 is the set of all leaves of  i. Set   to
be the forest consisting of the disjoint union of  i’s. Then obviously, V =
Ss
i= 1 Vi is
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the set of all leaves of  . By Theorem 5.1 we see that W ( )=W0 o	0Sym(s) where
W0= fW ( i)gsi= 1 and 	0= f 0i; jgsi; j= 1 with  0i; j induced by g−1i gj for all i; j. Since
W ( )V =W o	Sym(s)=W , we are done.
Proposition 6.4 enables us to characterize groups of the class G dened in Section
4:2. Let G 2G be a permutation group on V . By Theorem 4.4 there exists a forestal
algebra W such that Aut(W )=G. According to Proposition 6.4 one can nd a tree  
with the set of leaves V for which W ( )V =W . By Theorem 6.3 and Lemma 4.5 the
restriction mapping from Aut(W ( ))=Aut( ) to Aut(W )=G is a surjection. Since,
obviously, the automorphism group of any tree acts faithfully on the set of leaves,
this mapping is also injective. Thus, every group belonging to G is isomorphic to the
automorphism group of a tree. Taking into account Theorems 6.3 and 4.4 we come to
the following well-known result.
Corollary 6.6 (Jordan, 1869). The class of the automorphism groups of nite trees
coincides up to isomorphism with the class G.
6.3. Let us consider the class of cographs which are dened as exactly those graphs
that contain no induced path on four vertices. It is a well-known fact (see [8]) that
cographs can be constructed from one-vertex graphs by means of the following two
operations: taking the complement of a graph and taking the disjoint union of graphs.
With the help of Lemma 6.2, this observation leads to the following statement.
Theorem 6.7. Each cograph is an algebraic forest.
It follows from Theorems 6.1 and 6.7 that cographs are weakly compact. However,
the following example shows that not all of them are compact. Let  m;n be a disjoint
union of m undirected cycles with three vertices and n undirected cycles with four
vertices. Then, it is easy to see that  m;n is a cograph and so is weakly compact. On
the other hand, it is not compact for n>1 and m>1, since it is a regular graph (of
degree two) with intransitive automorphism group (see [23, Section 4]).
The last theorem can easily be generalized by the same argumentation to any class of
graphs produced from a given subclass of algebraic forests by taking complements and
disjoint unions. Choosing trees as such a subclass we come to tree-cographs dened
in [22].
Theorem 6.8. Each tree-cograph is an algebraic forest.
6.4. A graph   is called a rooted directed path graph (rdp-graph) if there exists a
rooted tree T and a mapping f :V ( )! 2V (T ) such that the subgraph Tf(v) is a directed
path of T for all v2V ( ) and (u; v)2E( ) i f(u) \ f(v) 6= ; (cf. [4]). Since each
tree is obviously an rdp-graph, the following statement (which is proved in Section 8)
generalizes Theorem 6.3.
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Theorem 6.9. Each rdp-graph is an algebraic forest.
Observing that interval graphs (the intersection graphs of line segments) are rdp-graphs,
we obtain the following consequence of Theorem 6.9.
Theorem 6.10. Each interval graph is an algebraic forest.
7. Algorithms
7.1. We start with the membership test for the class F of forestal algebras. An input
cellular algebra W will be given by the list of its basis relations each of which is
represented by the adjacency list of the corresponding directed graph (see [1]). Thus
its size (in computational sense) is O(n2) where n is the number of points of W .
In the body of the algorithm we use the following auxiliary undirected graph asso-
ciated to a cellular algebra W with the set of basis relations R:
 W =(Cel(W ); f(U;U 0) : jRU;U 0 j> 1g):
Algorithm RECOGNIZING F
Input: a cellular algebra W on V .
Output: ‘W 2F’ or ‘W =2F’.
Step 1. If jV j=1, output ‘W 2F’.
Step 2. Find the connected components C1; : : : ; Cs of the graph  W . For each i2 [s]
set Wi=WU 0 where U 0=
S
U 2 V (Ci)U . If s>2, recursively apply the algorithm to each
cellular algebra Wi and output ‘W 2F’ if Wi 2F for all i and ‘W =2F’ otherwise.
Step 3. Fix a cell U of W . For each cell U 0 set RU 0 to be a basis relation from RU;U 0
of maximal cardinality that does not meet the diagonal. Find the smallest equivalence
E of W containing all the relations UU 0nRU 0 . Output ‘W =2F’ if E is not an in-
decomposable equivalence of W such that VE =V , E 6=VV and W =WE o	ESym(s)
where s= jV=Ej.
Step 4. Fix a class U of E. Recursively apply the algorithm to the cellular algebra
WE;U . Output ‘W 2F’ if WE;U 2F and ‘W =2F’ otherwise.
Remark 7.1. In fact, the algorithm produces a representation of a forestal algebra by
direct sums and wreath products by symmetric groups starting from one-point algebras.
Theorem 7.2. The above algorithm correctly recognizes whether a cellular algebra
W on n points is forestal or not; within time O(n2).
Proof. Let us prove the correctness of the algorithm. This is obvious for Step 1.
Further, it immediately follows from the denition of the direct sum and the graph
 W that if the algorithm terminates at Step 2, then W = si= 1 Wi. So the correctness
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of this step follows from statement (3) of Lemma 4.1. At Step 3 the algebra W
cannot be decomposed in the direct sum of cellular algebras. So by statement (4)
of Lemma 4.1 and statement (1) of Lemma 3.6 we conclude that W 2F i there
exists an indecomposable equivalence E0 of W with VE0 =V and WE0 ;U 2F for all
U 2V=E0, such that W =WE0 o	E0Sym(s), s> 1. It follows from the description of
the basis relations of the wreath product by a symmetric group (just after Denition
3.4) and statement (2) of Lemma 3.2 that if such an equivalence E0 exists, then
(UU 0)nE0=RU 0 for all U 0. So E0=E where E is the equivalence found at Step 3.
Thus, the termination condition at Step 3 does not hold i W =WE o	ESym(s) with
E=E0. This proves the correctness of Step 3 and by using Theorem 4.2 also of Step 4.
Let us denote by T (W ) the running time of the algorithm applied to W . The cost
of Step 2 is at most O(n2) +
Ps
i= 1 T (Wi) where the rst summand is the complexity
of nding the connected components of the graph  W with at most n vertices (see
[1]). The running time of Step 3 is found in the following way. First, we need to nd
the relations RU 0 which can be done in time O(n2) by inspecting all pairs of UV .
Then we construct the equivalence E, for this goal we have to apply an algorithm for
nding the connected components to a symmetric relation on V . Finally, we test the
termination condition of Step 3 by checking that E is an indecomposable equivalence
of W with VE =V dierent from VV (i.e. that any class of E nontrivially intersects
all cells of W ) and that (U 0U 00)nE is a basis relation of W for all U 0; U 00 2Cel(W )
(i.e. that W is the wreath product). All this can be done in time O(n2). Thus the cost
of Step 3 is at most O(n2). Finally, the complexity of Step 4 equals T (WE;U ) with
jU j6n=2.
To complete the proof we observe that Step 2 is never repeated immediately, but only
after Step 3 has been performed. Thus taking into account all the obtained estimations
and the fact that the size of the point set of WE;U is reduced to at most half the size
of the point set of W , we conclude that T (W )=O(n2) (cf. [1, Theorem 2:1]).
It was proved in [3] that a cellular algebra of an n-vertex graph can be constructed
in time O(n3 log n). Thus by Theorem 7.2 we obtain the following statement.
Theorem 7.3. Given an n-vertex graph one can recognize whether it is an algebraic
forest or not in time O(n3 log n).
7.2. Let us turn to the isomorphism problem for algebraic forests. Since each of them
is weakly compact (see Theorem 6.1), a canonical form for it can be constructed in
polynomial time using the algorithm presented in [10]. Here we point out another,
more ecient way to test isomorphism of two algebraic forests  1 and  2. It follows
from Lemma 6.2 that their disjoint union   is an algebraic forest. So the algebra
W ( ) is Schurian by Theorem 4.4. Thus, the graphs  1 and  2 are isomorphic i the
relation
S2
i= 1 V ( i)V ( i) is an indecomposable equivalence of the algebra W ( )
(see Theorems 4.2 and 5.1). This shows that the isomorphism problem for algebraic
forests is in fact reduced to constructing the cellular algebra of a graph.
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Theorem 7.4. The isomorphism of two n-vertex algebraic forests can be tested in
time O(n3 log n).
We complete the subsection by making a remark that Theorem 4.2 provides one more
way to test the isomorphism of algebraic forests. Indeed, it follows from [24, p. 17] that
there is a canonical linear order on the standard basis of the cellular algebra of a graph,
so that two graphs are isomorphic i the linear isomorphism of their algebras dened
by the order preserving bijection of their standard bases is induced by a bijection of
their point sets. So the theorem establishes that the set of all structure constants of the
cellular algebra of an algebraic forest forms a complete set of invariants of this graph
(determining it up to isomorphism). However, one can see that the number of nonzero
structure constants of any cellular algebra on n points does not exceed n3. This implies
that each n-vertex algebraic forest has a complete set of invariants of cardinality O(n3).
(This set also can be found in time O(n3 log n) by the algorithm of [3].)
7.3. The purpose of this subsection is to show that one of the most important problems
in algebraic combinatorics has a very simple solution in the classF of forestal algebras.
Problem 7.5. Let C be a class of cellular algebras closed under strong isomorphisms
and A be a -algebra 8 with a linear base R. Find (or prove that there does not
exist) a faithful linear -representation  :A!Matn (n is a positive integer) such
that (A) is a cellular algebra from C with the standard basis (R).
Such a problem arises, for instance, in the theory of distance-regular graphs where
a typical question can be formulated as follows: is there a distance-regular graph with
prescribed intersection numbers? These parameters dene a commutative -algebra with
a special linear base, so that if such a graph does exist, then this algebra is isomorphic
to the Bose{Mesner algebra of it. Thus, we face Problem 7:5 with C being the class
of commutative cellular algebras.
An intrinsic diculty of the problem consists in the fact that the algebra A can have
several representations  producing cellular algebras from C which are not strongly
isomorphic. However, if C is the class of forestal algebras, Theorem 4.2 guarantees
that the image of a ‘forestal representation’ is uniquely determined up to strong iso-
morphisms of cellular algebras. In fact, the following statement holds.
Theorem 7.6. If C is the class of forestal algebras on n points; then Problem 7:5 can
be solved for a pair (A;R) in polynomial time in its size and n. Moreover; if the
representation  does exist; the cellular algebra (A) does not depend on  up to a
strong isomorphism.
8 Here by a -algebra we mean an associative algebra over C with unity and a semilinear involutory anti-
automorphism ; a linear -representation of such an algebra is an algebra homomorphism of it to a full
matrix algebra respecting .
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Sketch of the proof. Let A and R be as in Problem 7:5. Without loss of generality we
assume that the structure constants of the algebra A with respect to the linear base R
are nonnegative integers and that 1=
P
U 2C IU where the set fIUgU 2C consists of all
the idempotents ofA belonging to R. A necessary condition forA to have a prescribed
representation is that R=
S
U;U 0 2C RU;U 0 (disjoint union) where RU;U 0 = IURIU 0 for
all U;U 0 2C. Now we make use of the algorithm for recognizing forestal algebras and
take into account Remark 7.1. Since the sets RU;U 0 have been already dened Step 2
is clear. To implement Step 3 all we need is to dene ‘cardinality’ of R2RU;U 0 as
the structure constant cIUR;R , and the ‘transitive closure’ of a subset S of R as the set
of all elements of R entering some power of
P
R2S R. The equivalence E found at
Step 3 corresponds to the element E0 of A such that E0E0= tE0 for a positive integer
t. In particular, E0=
P
R2E R for some ER and also the elements of E0 generate a
subalgebra of A. We use this subalgebra instead of the algebra WE;U at Step 4.
8. Proof of Theorem 6:9
8.1. Let   be an undirected graph and V its vertex set. A vertex v2V is called
simplicial if its neighbourhood  (v) induces a complete subgraph. An ordered partition
V =
Ss
i= 1 Vi of V is called a simplicial partition for   if for all j2 [s] each vertex
v2Vj is simplicial for the subgraph induced by the set
Ss
i= j Vi: It is well-known (see
e.g. [17]) that   has a simplicial partition i it is a chordal (triangulated) graph, i.e.
one possessing for each cycle of length at least 4 an edge joining two non-consecutive
vertices. The following lemma shows that cellular partitions of chordal graphs are
simplicial and even regular simplicial (see [4]), i.e. those for which the number j (v)\
Vjj depends only on i with v2Vi and j.
Lemma 8.1. Let   be a chordal graph and W be a cellular algebra on the set V ( )
containing the algebra W ( ). Then the partition of V ( ) into the cells of W after
ordering them appropriately becomes a regular simplicial partition.
Proof. Since any simplicial partition for   the classes of which are cells of W is a
regular one (we use the fact that E( ) is a union of basis relations of W ), it suces
to construct a simplicial partition. Let v be a simplicial vertex of the graph   and U
be the cell of W that contains v. Then
j (u)j= j (v)j for all u2U: (13)
Besides, since v is simplicial, the statement
(A2)u;w = j (u)j − 1 for all w2 (u); (14)
where A=A( ), holds for u= v and therefore for all u2U . It follows from (13) and
(14) that the subgraph of   induced by the set  (u) is complete for all u2U , i.e.
U consists of simplicial vertices of  . It is clear that the graph  VnU is a chordal
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one and WVnU>W ( VnU ) where V =V ( ). So the assertion of the lemma follows by
induction on jV j.
The following assertion is based on Theorem 2 of [4].
Lemma 8.2. Let  =(V; E) be a connected rdp-graph. Then there exists a nonempty
set F E such that
(1) the graph  F =(V; EnF) is an rdp-graph;
(2) the group Aut( ) equals the subgroup of Aut( F) leaving xed any cell of
W ( );
(3) F is a union of basis relations of W ( ).
Proof. It follows from [17, Theorem 4:8] that any rdp-graph is a chordal one. So
by Lemma 8.1 there exists an ordering U1; : : : ; Us of the cells of W ( ) such that
the corresponding ordered partition of V is regular simplicial. Therefore, the graph
  together with this partition satises the hypothesis of Theorem 2 of [4]. Accord-
ing to this theorem there exists a nonempty set F E for which statements (1) and
(2) of the lemma hold. Moreover, it follows from the denition of F (see [4, p. 555
Case 1 and p. 556, Subcases 2.1, 2.2]) that the adjacency matrix of it can be obtained
from the adjacency matrices of the relations E( ) \ (UiUj), i; j2 [s], using the ma-
trix and Hadamard multiplications, the transposition and linear operations. This proves
statement (3).
8.2. Let us now prove Theorem 6.9 which states that any rdp-graph   is an algebraic
forest. We apply induction on the number jV ( )j + jE( )j. If   is disconnected,
then the assertion follows from the induction hypothesis by using Lemma 6.2 and
the fact that the class of rdp-graphs is obviously closed with respect to taking induced
subgraphs. Otherwise by Lemma 8.2 there exists a nonempty subset F of E( ) for
which statements (1){(3) of this lemma hold. Statement (3) implies that
W ( )>[W ( F); IU1 ; : : : ; IUs ]; (15)
where U1; : : : ; Us are the cells of W ( ). On the other hand, it follows from statement
(1) and the induction hypothesis that the graph  F is an algebraic forest. This implies
that the algebra in the right side of (15) is forestal (see statement (1) of Lemma 4.1)
and hence is Schurian by Theorem 4.4. Besides, by statement (2) the automorphism
groups of the cellular algebras in the left and right sides of (15) coincide. Thus, in
fact W ( )= [W ( F); IU1 ; : : : ; IUs ] and so W ( ) is a forestal algebra.
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