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Algebraic geometric codes (or AG codes) provide a way to correct errors that occur
during the transmission of digital information. AG codes on curves have been studied
extensively, but much less work has been done for AG codes on higher dimensional
varieties. In particular, we seek good bounds for the minimum distance.
We study AG codes on anticanonical surfaces coming from blow-ups of P2 at points
on a line and points on a conic. We can compute the dimension of such codes exactly
due to known results. For certain families of these codes, we prove an exact result on
the minimum distance. For other families, we obtain lower bounds on the minimum
distance. We also investigate and obtain some results for codes on blow-ups of Pr,
where r ≥ 3. We include tables of code parameters as well as Magma functions which
can be used to generate the codes.
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1Chapter 1
Introduction
Coding theory is the study of how to efficiently and reliably send information across a
communications channel. A linear code C is a vector subspace of a finite dimensional
vector space Fn over a finite field F. If k = dimC and q = |F|, we say C is a q-ary
code of length n and dimension k. The Hamming distance between two codewords is
the number of coordinate positions in which they differ. An important parameter of
a linear code is the minimum distance d, which is equal to the smallest Hamming dis-
tance among all pairs of distinct codewords in the code. A linear code with minimum
distance d can correct up to
⌊
d−1
2
⌋
bit errors that occur during transmission; so the
larger d is, the more errors the code can correct. In classical coding theory one seeks
to find codes with large minimum distance d relative to the length and dimension of
the code. Computing the parameter d is, in general, NP-hard [34].
In 1981, V.D. Goppa introduced algebraic geometric (AG) codes [8]. Goppa’s
codes were obtained by evaluating functions at points on algebraic curves. Some
of these codes have very good parameters. In fact, in 1982, Tsfasman, Vla˘dut¸ and
Zink [33] demonstrated a family of curves yielding AG codes with minimum distance
greater than that given by the well-known Varshamov-Gilbert Bound on a certain
2interval. The AG code construction is easily generalized to points on other algebraic
varieties, although much less is known about such codes and the parameters k and d
are often difficult to compute.
In [10], J. P. Hansen obtained some exact results and bounds on the dimension
and minimum distance for AG codes on toric surfaces. Rational anticanonical sur-
faces preserve many of the nice properties of toric surfaces and are more general. In
particular, a smooth projective toric surface is always a rational anticanonical surface
but not vice versa. In this dissertation, we study AG codes on anticanonical surfaces
coming from blow-ups of P2 at points on a line and points on a conic; we call these
codes anticanonical surface codes.
Chapters 2 and 3 cover the necessary background material for understanding blow-
ups of P2, anticanonical surfaces and the fundamentals of coding theory. In Chapter 4,
we investigate various families of anticanonical surface codes. In Section 4.1, we
compute the dimension and a lower bound on the minimum distance for codes whose
corresponding divisor class is numerically effective. In Sections 4.2 and 4.3 we obtain
an exact result for d for three families of codes. In Section 4.5, we obtain a lower
bound on d in terms of the minimum distances of codes whose divisor classes sum to
that of the original code. In Chapter 5, we obtain some results for codes on varieties of
dimension greater than two; namely, on blow-ups of Pr, where r ≥ 3. In Appendix A,
we give tables of code parameters for certain families of anticanonical surface codes.
Appendix B contains Magma functions which can be used to generate the results in
Appendix A.
3Chapter 2
Algebraic Geometry Background
2.1 Basic Definitions and Theorems
We begin with some basic definitions. Our main source is [17]. Let k be an alge-
braically closed field. By projective variety we mean a closed, irreducible subset of
Pn. A quasi-projective variety is an open subset of a projective variety. Sometimes
we use the notation Pn(k) to emphasize the field we are working over.
Definition 2.1.1. Let Y ⊂ Pn be a quasi-projective variety. A function f : Y → k
is regular at a point P ∈ Y if there is an open neighborhood U with P ∈ U ⊆ Y ,
and homogeneous polynomials g, h ∈ S = k[x0, ..., xn], of the same degree, such that
h is nowhere zero on U , and f = g/h on U . For any subset V of Y , we say that f is
regular on V if it is regular at every point of V .
Definition 2.1.2. The function field k(Y ) of Y is defined as follows: an element of
k(Y ) is an equivalence class of pairs 〈U, f〉 where U is a nonempty open subset of Y
and f is a regular function on U , and where we identify two pairs 〈U, f〉 and 〈V, g〉 if
f = g on U ∩ V . The elements of k(Y ) are called rational functions on Y .
4Definition 2.1.3. A morphism φ : X → Y of quasi-projective varieties is a con-
tinuous map such that for every open set V ⊆ Y , and for every regular function
f : V → k, the function f ◦ φ : φ−1(V )→ k is regular.
Next we define a rational map, which is more general than a rational function. In
fact, a rational function is just a rational map to the field k.
Definition 2.1.4. A rational map φ : X → Y is an equivalence class of pairs 〈U, φU〉
where U is a nonempty open subset of X and φU is a morphism from U to Y , and
where 〈U, φU〉 and 〈V, φV 〉 are equivalent if φU and φV agree on U ∩ V .
Definition 2.1.5. A birational map φ : X → Y is a rational map which admits an
inverse. If there is a birational map from X to Y , we say that X and Y are birationally
equivalent or simply birational.
The following fact is Corollary I.4.5 in [17].
Proposition 2.1.6. Let X and Y be quasi-projective varieties. Then X and Y are
birational if and only if k(X) ∼= k(Y ) as k-algebras.
By curve we mean a smooth (see [17]), projective variety of dimension 1. Similarly,
by surface we mean a smooth, projective variety of dimension 2. In this dissertation
we will work with a blow-up of projective space at a finite set of points; the resulting
projective variety is always smooth. A rational surface is a surface which is birational
to P2.
2.2 Divisors and the Riemann-Roch Theorem
Throughout this section we work on a smooth projective variety X. For the develop-
ment and definitions in this section, we refer to [2], [17] and [37].
5Definition 2.2.1. Let Div(X) denote the free abelian group generated by all irre-
ducible subvarieties of X of codimension 1. We define a divisor to be an element
of Div(X); so we can write a divisor D as D =
∑
niDi, where the ni are integers
and the Di are irreducible subvarieties of codimension 1. The support of the divisor
D =
∑
niDi is suppD = {Di|ni 6= 0}. We say that D =
∑
niDi is effective if ni ≥ 0
for all i, and in this case we write D ≥ 0.
Definition 2.2.2. Let X be a smooth, projective, absolutely irreducible curve defined
over the finite field Fq. A point of degree n on X over Fq is a set P = {P0, ..., Pn−1}
of n distinct points in X(Fqn) such that Pi = σiq,n(P0) for i = 1, ..., n− 1, where σq,n
is the Frobenius map. The Frobenius map acts on X(Fq), i.e., the Fq-points of X,
via σq,n((a0 : a1 : a2)) = (a
q
0 : a
q
1 : a
q
2).
Note that a point of degree n on a curve X is an irreducible (over Fq) subvariety
of dimension 0 (and hence of codimension 1). Thus a divisor on a curve is just a sum
of points of arbitrary degree. If D =
∑
niDi is an Fq-divisor on a curve X, we say the
degree of D is degD =
∑
ni(degDi). A divisor on a surface is a sum of curves. We
now briefly recall the theory needed to define Cl(X) and Pic(X). For further details,
see [17].
Definition 2.2.3. We say two divisors D and D′ on X are linearly equivalent if
D −D′ is a principal divisor, i.e., if D −D′ = div(f), for some rational function f .
The divisor class group of X, denoted Cl(X), is given by the group Div(X) modulo
linear equivalence. We denote an element of Cl(X) by [D], where D ∈ Div(X). The
Picard group of X, denoted Pic(X), is the group of isomorphism classes of line bundles
(or, equivalently, of invertible sheaves) on X.
Remark. The groups Cl(X) and Pic(X) can be quite complicated; but for the varieties
we will work with, they are free abelian groups of finite rank. In Section 2.3 we give
6an explicit basis for Pic(X) when X is a blow-up of projective space at a finite set of
points.
By Corollary II.6.16 of [17], there is a natural isomorphism between Cl(X) and
Pic(X).
Definition 2.2.4. We say that a divisor class [D] ∈ Cl(X) is effective if it is the
linear equivalence class of an effective divisor.
The definition of anticanonical divisor takes some development. We briefly recall
the theory here. In Section 2.3, we give the class of the anticanonical divisor explicitly
in terms of the basis for Pic(X) when X is a blow-up of P2 at a finite set of points.
For a more detailed definition of canonical sheaf, see Section II.8 of [17]. Also, see
[17] or [20] for details regarding the exterior algebra and nth exterior power.
Definition 2.2.5. Let X be an n-dimensional smooth variety over k. Let T ∗X be
the cotangent bundle of X, i.e., the dual of the tangent bundle TX . We define the
canonical line bundle ωX of X to be ωX =
∧n T ∗X , the nth exterior power of the
cotangent bundle.
Definition 2.2.6. Any divisor KX in the linear equivalence class corresponding to
ωX is called a canonical divisor. A divisor of the form −KX is called an anticanonical
divisor. By abuse of notation, we often use −KX and [−KX ] interchangeably, so we
sometimes refer to −KX as the anticanonical divisor since the anticanonical divisor
class is, in fact, unique.
Definition 2.2.7. An anticanonical variety is a variety which has an effective anti-
canonical divisor.
Definition 2.2.8. Let D be a divisor on a smooth variety X, where D and X are
defined over a finite field Fq. The space of rational functions associated to D is the
7vector subspace
L(D) := {f ∈ Fq(X)| div(f) +D ≥ 0} ∪ {0}
of the function field Fq(X).
A very useful theorem in algebraic geometry is the theorem of Riemann-Roch. We
give two statements of the theorem here. The first is for a smooth, projective, abso-
lutely irreducible curve and the second is for a smooth, projective, rational surface.
See Sections IV.1 and V.1 of [17] for more details. We state the theorems here over
a finite field Fq. The dimension of L(D) over the field Fq is equal to its dimension
over the algebraic closure Fq, since tensoring by a field extension is exact and hence
commutes with cohomology (see the proof of III.12.2 in [17] and the paragraph before
Corollary 4.5 in [30]).
Recall that H0(X,OX(D)) is the group of global sections of the line bundle
OX(D). We can also define groups H i(X,OX(D)) for i > 0 in a standard coho-
mological way (see [17] for details). We let hi(X,OX(D)) denote the dimension of
H i(X,OX(D)) for i ≥ 0. For convenience, we write hi(X,D) for hi(X,OX(D)).
Theorem 2.2.9 (Riemann-Roch for Smooth Curves). Let X be a smooth, projective,
absolutely irreducible curve of genus g defined over a finite field Fq and let D be an
Fq-divisor on X. Then dimL(D) − h1(X,D) = degD + 1 − g. Furthermore, if
degD > 2g − 2, then
dimL(D) = degD + 1− g.
Theorem 2.2.10 (Riemann-Roch for Rational Surfaces). Let X be a smooth, projec-
tive, rational surface defined over the field Fq and let D be an Fq-divisor on X. Then
dimL(D)− h1(X,D) + h2(X,D) = (D2 −KX ·D)/2 + 1, where KX is the canonical
8divisor. Furthermore, if D is effective, then h2(X,D) = 0 and so
dimL(D)− h1(X,D) = (D2 −KX ·D)/2 + 1.
The “furthermore” clause of the previous theorem is Lemma 2(b) of [13].
2.3 Blowing-up of a Point and its Properties
Definition 2.3.1. Let x1, ..., xn be affine coordinates of affine n-space, denoted An.
Let y1, ..., yn be homogeneous coordinates of Pn−1. Let O = (0, ..., 0) be the origin in
An. Then the blowing-up of An at the point O is the closed subset X of An × Pn−1
defined by the equations {xiyj = xjyi|i, j = 1, ..., n}. There is a natural morphism
pi : X → An, called the blow-up morphism, obtained by restricting the projection
map An × Pn−1 → An to X:
X
pi
%%KK
KKK
KKK
KKK
  // An × Pn−1

An
The blowing-up X of An at the point O has four important properties. For the
proofs, see p. 28-29 of [17].
1. If p ∈ An, p 6= O, then pi−1(p) consists of a single point. In fact, pi gives an
isomorphism of X − pi−1(O) onto An −O.
2. pi−1(O) ∼= Pn−1
3. The points of pi−1(O) are in 1-1 correspondence with the set of lines through O
in An.
4. X is irreducible.
9We now define the blowing-up of a point on a closed subvariety of An.
Definition 2.3.2. Let Y be a closed subvariety of An passing through O. Let
pi : X → An be the morphism for the blowing-up of An at the point O. We de-
fine the blowing-up of Y at the point O to be Y˜ = pi−1(Y −O), i.e., Y˜ is the closure
of pi−1(Y − O) in X. We denote also by pi : Y˜ → Y the morphism obtained by
restricting pi : X → An to Y˜ . To blow up at a point p ∈ An other than O, choose
coordinates x1, ..., xn on An such that p is the origin. We sometimes refer to Y˜ as the
blow-up of Y at the point p.
Let S be a smooth projective variety. Let Xb
pib→ Xb−1 pib−1→ · · · pi1→ X0 = S be
a sequence of blow-ups pii : Xi → Xi−1 at points pi ∈ Xi−1. By composition, we
have morphisms Πi,j = pii · · · pij : Xj → Xi−1 for i < j. Let E1, ..., Eb be the divisors
Π−1i,b (pi) on Xb.
Definition 2.3.3. We say that the point pj is infinitely near pi if pj ∈ Π−1i,j (pi).
By Exercise II.8.5(a) of [17], the groups Pic(X) and Pic(S)⊕ [E1]Z⊕ · · · ⊕ [Eb]Z
are isomorphic. Thus a basis for Pic(X) is given by a basis for Pic(S) together with
the classes [E1], ..., [Eb] of the line bundles corresponding to E1, . . . , Eb.
Now let B = {p1, ..., pb} ⊂ Pn and let pi : PnB → Pn be given by the sequential
blowing up of the points of B. By Proposition II.6.4(c) of [17], we know Pic(Pn) =
[H]Z, where [H] is the class of a general hyperplane in Pn. If n = 2, we will use L, for
line, instead of H. Thus, a basis for Pic(PnB) is given by [H] together with the classes
of the line bundles [Ei] corresponding to E1, . . . , Eb.
If n = 2, we also have an intersection product on Pic(P2B) induced by the rules
[L] · [L] = 1, [Ei] · [Ei] = −1, [Ei] · [L] = 0 and [Ei] · [Ej] = 0 for i 6= j. See
Theorem V.1.1, Example V.1.4.1, Example V.1.4.2 and Proposition V.3.1 of [17] for
details.
10
Definition 2.3.4. We say a divisor class [D] ∈ Pic(P2B) is numerically effective if
[D] · [G] ≥ 0 for every effective class [G] ∈ Pic(P2B). We say that a divisor D is
numerically effective whenever its class [D] is numerically effective.
Remark. To each effective divisor D there is an associated numerically effective and
effective divisor D′ such that D −D′ is effective and L(D) = L(D′). The divisor D′
is given by subtracting off all reduced, irreducible curves C that meet D negatively,
since any such curve C is a component of every element of the linear system |D| of
effective divisors with class [D].
We can determine the anticanonical divisor of a blow-up using Proposition V.3.3
of [17], which we now state:
Proposition 2.3.5. If X and S are smooth projective surfaces and if pi : X → S is
the morphism obtained by blowing up a point of S, then KX = pi
∗(KS) + Ep, where
Ep = pi
−1(p) and pi∗ is the natural map pi∗ : Pic(S)→ Pic(X).
By Example II.8.20.1 of [17], [K] = [−3L] for P2. Then, by Proposition 2.3.5, we
have that the class of the canonical divisor on P2B is [K] = [−3L + E1 + · · · + Eb].
Note that [−K] = [3L − E1 − · · · − Eb] is effective if and only if the points p1, ..., pb
lie on a curve of degree 3 or less in P2. Thus P2B is anticanonical if and only if the
points of B lie on a cubic curve.
By Proposition I.5.2 of [12], one can easily show that if B is contained in a single
line in P2 then the divisor class [D] = [mL−m1E1−· · ·−mbEb] is numerically effective
if and only if m,m1, ...,mb ≥ 0 and m ≥
∑b
i=1mi. Similarly, by Proposition I.5.3 of
[12], if the points of B are contained in two lines, say L1 and L2, in P2, then the
divisor class [D] = [mL − m1E1 − · · · − mbEb] with m1 ≥ m2 ≥ · · · ≥ mb ≥ 0 is
numerically effective if and only if the following conditions hold:
(i) m−m1 −m2 ≥ 0
11
(ii) m ≥
∑
pi∈L1∩B
mi and
(iii) m ≥
∑
pi∈L2∩B
mi.
By Lemma 3.1.1(b) of [15], if the points of B are contained in a conic (i.e., a
curve of degree two) in P2 and if [D] is numerically effective, then [D] is effective
and h1(X,D) = 0. Hence, in this case, by Riemann-Roch for Rational Surfaces
(Theorem 2.2.9), we have that
dimL(D) = (D2 −KX ·D)/2 + 1.
One can then verify that if [D] = [mL−m1E1 − · · · −mbEb], then
dimL(D) =
(
m+ 2
2
)
−
b∑
i=1
(
mi + 1
2
)
.
Remark. The results of [15] are for an algebraically closed field. In this dissertation,
we will be working over a finite field Fq. If the points of B have coordinates in Fq
and if D is an Fq-divisor, then when computing a basis for L(D), whether over Fq or
over the algebraic closure Fq, all of the computations will be over Fq. Hence a basis
of L(D) over Fq is also a basis over Fq. Thus we can still use the results of [15] (see
also the paragraph before Corollary 4.5 in [30]).
The next proposition holds by Corollary V.5.4 of [17].
Proposition 2.3.6. Any birational morphism X → S of smooth surfaces factors as
a sequence of blow-up morphisms X = Xb
pib→ Xb−1 pib−1→ · · · pi1→ X0 = S, where Xi is a
smooth surface for i = 1, ..., b.
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2.4 Fat Point Subschemes of Projective Space
In Section 2.3, we computed dimL(D) for a numerically effective divisor D when B
is contained in a conic. In this section we recall a recursive formula (based on the
results of [6] and [5]) to compute dimL(D) for certain divisors D on PnB with n ≥ 2.
We will use this formula in Chapter 5 to compute the dimension of (or to find bounds
on the dimension of) some codes on PnB. Throughout this section k is any field.
Definition 2.4.1. Let f 6= 0 be a homogeneous polynomial in R = k[x0, . . . , xn]
and let p ∈ Pn(k). Let h be the image of the function f under the linear change
of coordinates which moves p to the point (0 : · · · : 0 : 1). We say f has a zero of
multiplicity at least t at the point p if h(x0, x1, ..., xn−1, 1) has no terms of degree less
than t.
Given a set of points B = {p1, ..., pb} ⊂ Pn(k) and positive integers m1, ...,mb, let
Z denote the formal sum m1p1 + · · · + mbpb, and let I(Z) denote the ideal in R =
k[x0, . . . , xn] generated by all homogeneous polynomials with a zero of multiplicity at
least mi at each pi ∈ B. It is convenient to allow the multiplicities mi to be zero,
but these do not affect the ideal since every polynomial vanishes with multiplicity at
least 0 at every point. We refer to the set of points {pi : mi > 0} as the support of
Z. The ideal I(Z) defines a closed 0-dimensional subscheme which topologically is
just the set of points p1, . . . , pb, but which is reduced if and only if mi = 1 for each i.
We use Z to denote this subscheme since the subscheme is completely determined by
the points of B and the integers m1, ...,mb. A fat point subscheme is any subscheme
defined in this way. (The word fat refers to the fact that the subscheme need not be
reduced.)
Let I(Z)m denote the homogeneous component of I(Z) of degree m. This is
the k-vector space spanned by all homogeneous polynomials F ∈ R of degree m in
13
I(Z). This vector space is canonically isomorphic to H0(X,D), where X = PnB is the
sequential blowing-up of Pn at the points of B and [D] = [mH −m1E1− · · · −mbEb],
where H is a hyperplane.
When n = 2, we can use the results in Section 2.3 to compute dimL(D) =
h0(X,D), at least when D is numerically effective and B is contained in a conic. We
now recall an alternate approach (see [6] and [5]) for B contained in a hyperplane.
Given any homogeneous polynomial F ∈ R of degree m, we can write F =
F0+xnF1+ · · ·+xmn Fm ∈ (k[x0, ..., xn−1])[xn], where each Fi is homogeneous of degree
m−i and doesn’t involve xn, so that the coefficients Fi are uniquely determined. Now
assume that the points of B all lie in the hyperplane defined by xn = 0.
Claim 1: If F = F0 + xnF1 + · · ·+ xmn Fm ∈ I(Z)m, then F0 ∈ I(Z)m.
Proof. We just need to show that F0 vanishes with multiplicity at least mi at each
pi. Since the nth coordinate of pi is already 0 by the hypothesis that pi is in the
hyperplane xn = 0, to check the multiplicity of F0 at each pi, we can do a linear
change of coordinates that takes a given pi to (1 : 0 : · · · : 0), and which involves
only x0, . . . , xn−1. This change of variables converts F to a polynomial G. Let F ∗j
be the result of applying the same change of coordinates to Fj. Since our coordinate
change did not involve xn, we have Gj = F
∗
j for each j, where G1, ..., Gm give the
canonical decomposition G = G0 + xnG1 + · · · + xmn Gm of G as a polynomial in xn
with coefficients in k[x0, . . . , xn−1]. Since F has multiplicity at least mi at pi, we
know that no monomial term of G(1, x1, . . . , xn) has degree less than mi. Thus each
term of G0(1, x1, . . . , xn), and hence of F
∗
0 (1, x1, . . . , xn), has degree at least mi; so
F0 ∈ I(Z)m, as claimed.
Now let Z(i) denote the subscheme (m1− i)+p1+ · · ·+(mb− i)+pb where (mj− i)+
is the maximum of mj− i and 0, so that Z(i) is the result of reducing each multiplicity
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of Z by i but never making it less than 0.
Claim 2: We have F = F0+xnF1+ · · ·+xmn Fm ∈ I(Z)m if and only if Fi ∈ I(Z(i))m−i
for 0 ≤ i ≤ m.
Proof. If Fi ∈ I(Z(i))m−i for 0 ≤ i ≤ m, then clearly xinFi ∈ I(Z)m for each i, hence
F ∈ I(Z)m. Conversely, say F ∈ I(Z)m. Then F0 ∈ I(Z)m, but Z(0) = Z, so
F0 ∈ I(Z(0))m. Also, F − F0 = xnF1 + · · · + xmn Fm ∈ I(Z)m. Hence, dividing out a
factor of xn, we have F1 + · · · + xm−1n Fm ∈ I(Z(1))m−1. So now, as for F0, we have
F1 ∈ I(Z(1))m−1. Continuing in this way gives Fi ∈ I(Z(i))m−i for 0 ≤ i ≤ m.
Given any fat point subscheme Z = m1p1 + · · ·+mbpb ⊂ Pn whose support lies in
a hyperplane H, let Z ′ denote the fat point subscheme Z∩H regarded as a subscheme
of H = Pn−1; i.e., Z ′ = m1p1 + · · ·+mbpb ⊂ Pn−1. Then Claim 2 really just says:
Corollary 2.4.2. I(Z)m = ⊕0≤i≤mxinI(Z(i)′)m−i
Thus computing h0(X,D) and finding a basis of H0(X,D) is equivalent to com-
puting the dimension of and finding a vector space basis for I(Z)m, which reduces to
doing so for I(Z(i)
′
)m−i for each i. In the case where the points of B lie on a line in
Pn, finding a vector space basis for I(Z(i)′)m−i eventually reduces to the case of fat
points in P1.
Suppose Z = m1p1 + · · · + mbpb ⊂ P1. Choose coordinates such that x0 does
not vanish at any point of B. Then we can write pi = (1 : ai) for i = 1, ..., b. Let
F = (x1 − a1x0)m1 · · · (x1 − abx0)mr . If m < m1 + · · · + mb, then I(Z)m = (0). If
m ≥ m1 + · · ·+mb, then a basis for I(Z)m is given by
{F · f : f is a monomial of degree m− (m1 + · · ·+mb)}.
Thus when the points of B lie on a line in PnB, we can easily compute h0(X,D).
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2.5 Justification for Studying P2B
The purpose of this section is to show that studying P2B is a reasonable thing to do
for the initial research on anticanonical surface codes. Not every smooth, rational,
anticanonical surface is obtained by blowing up points of P2. However, we will show
in Proposition 2.5.2 that for any smooth, rational, anticanonical surface X there is a
birational morphism Y → X where Y is anticanonical and has a birational morphism
(not just a birational map) Y → P2, i.e., Y is a sequential blowing-up of P2 at some
set of points B = {p1, ..., pb}. Thus, after blowing up some additional points of X (if
necessary), any anticanonical surface X becomes an anticanonical surface which is a
blow-up of P2.
A Hirzebruch surface is a P1-bundle over P1. A fiber F of the P1-bundle satisfies
F 2 = 0. Each Hirzebruch surface has a section B with B2 = −n for a unique n with
n ≥ 0. Any two such Hirzebruch surfaces are isomorphic and denoted by Hn. By
Lemma V.2.10 of [17], [−KHn ] = [2B+(n+2)F ] and [−KHn ]·[B] = 2−n. In particular,
−KHn is effective and always has B as its component of least self-intersection (see
Section V.2 of [17] for further details).
The surfaces P2, H0, H2, H3,... are relatively minimal models. That is, every
smooth, rational, projective surface X has a birational morphism either to Hn for
some n 6= 1 or to P2. If X is either P2 or Hn for some n 6= 1, then any birational
morphism from X to a smooth rational projective surface Y is an isomorphism. For
more details, see [17].
We use a theorem of Castelnuovo to define the blowing-down of a curve C on a
surface X (see Theorem V.5.7 of [17]).
Theorem 2.5.1 (Castelnuovo). If C is a curve on a smooth surface X with C ∼= P1
and C2 = −1, then there exists a morphism pi : X → X0 to a smooth projective
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surface X0, and a point p ∈ X0, such that X is isomorphic via pi to the blowing-up
of X0 at p, and C is the curve pi
−1(p). We call such a map pi the blowing-down of C
or, equivalently, the blowing-up of the point p.
Blowing up a point p ∈ Hn and then blowing down the proper transform
pi−1(Fp) − Ep of the fiber Fp through p is called an elementary transformation. An
elementary transformation gives a birational transformation from Hn to Hm, where
m = n + 1 if p ∈ B and where m = n − 1 otherwise. By blowing-up p one obtains
a surface Y and a birational morphism Y → Hn. By Castelnuovo’s Theorem (The-
orem 2.5.1), Fp contracts to a smooth point. By blowing down Fp ⊂ Y one obtains
another birational morphism Y → X to some X. Thus both Pic(X) and Pic(Hn) are
subgroups of Pic(Y ).
We know Pic(Hn) = [B]Z ⊕ [F ]Z by Proposition V.2.3 of [17]. Then Pic(Y ) =
[B]Z ⊕ [F ]Z ⊕ [Ep]Z by Proposition V.3.2 of [17] and the discussion in Section 2.3.
Now we can determine Pic(X) as a subgroup of Pic(Y ). If p ∈ B, Pic(X) is spanned
in Pic(Y ) by [B−Ep] and [F ]. If p 6∈ B, then Pic(X) is spanned by [B+F −Ep] and
[F ]. Using [F ] on X, one can verify that X is a ruled surface (i.e., a surface whose
function field is of a product P1 × C, where C is a curve). Also, using the basis for
Pic(X) described above, one can show that X has at most one irreducible subvariety
of codimension 1 with negative self-intersection. The self-intersection of this negative
curve determines the m for which X = Hm.
Proposition 2.5.2. Let X be a smooth, rational surface. Then there is a birational
morphism Y → X (hence Y is obtained by blowing-up points on X, possibly infinitely
near) such that Y has a birational morphism Y → P2. If X is anticanonical, then Y
can also be chosen to be anticanonical.
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Proof. If there is a birational morphism X → P2, take Y = X. If not, then let
X → Hn be a birational morphism, which we know exists with n 6= 1 by Theo-
rem V.5.8 of [17]. Let [B], [F ], [E1], . . . , [Eb] be the basis of Pic(X) corresponding to
the morphism X → Hn (see Proposition 2.3.6 and the discussion in Section 2.3).
If n = 0 and b > 0, then X already has a birational morphism to P2 given by
pi2 · · · pib, where pii is defined as in Proposition 2.3.6. If n = 0 and b = 0, then X = H0
and we can blow up any point of X to get Y . Then Y has a birational morphism to
P2 given by Y → H1 → P2 (see p.87 of [29] and Proposition 3 of [25]).
Now we can assume that n > 1. Pick a point p not on B ∪ E1 ∪ · · · ∪ Eb. Let Y
be the surface obtained by blowing-up p and let Ep = pi
−1(p) be the curve obtained
by blowing-up p. The blow-up morphism gives us the birational morphism Y → X.
But now Y blows down to Hn−1 by contracting E1, . . . , Eb and F − Ep. (This is
the same as blowing X down to Hn, then doing the elementary transformation given
by blowing up p on Hn and then contracting F − Ep.) Thus by picking a point p
which avoids a finite number of curves on X, we obtain Y → Hn−1. We see that by
picking points p1, . . . , pn−1 avoiding a finite number of curves on X, blowing up all of
the points pi gives a birational morphism Y → X, from which by iteration we get a
birational morphism Y → H1. We can compose this with H1 → P2 to get the desired
birational morphism Y → P2.
To show that Y can be chosen to be anticanonical if X is, we just have to show
that no effective anticanonical divisor on X is supported on B ∪E1 ∪ · · · ∪Eb. Then
we can choose our first point p = p1 to avoid B ∪ E1 ∪ · · · ∪ Eb yet still be on the
anticanonical divisor on X. Then −KY ′ = pi∗(−KX)−Ep by Proposition 2.3.5, where
Y ′ is obtained from X by blowing up p. Furthermore, −KY ′ is effective since p is on
−KX , and so Y ′ is anticanonical. We choose p2, . . . , pb similarly so that the final Y
is also anticanonical.
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To see that no effective anticanonical divisor −KX on X is supported on
B ∪ E2 ∪ · · · ∪ Eb, recall that we have a birational morphism X → Hn for some
n, so any effective anticanonical divisor on X contains the proper transform of some
effective anticanonical divisor KHn on Hn. The only way the support of this proper
transform could be contained in B ∪ E1 ∪ · · · ∪ Eb is if KHn were supported on B,
which would mean that −KHn is a multiple of B, which is never the case, since
[−KHn ] = [2B + (n+ 2)F ] by Lemma V.2.10 of [17]. This completes the proof.
Remark. If our field k is the algebraic closure of some finite field Fq and X is defined
over Fq, then Y → X and Y → P2 are defined over some finite extension of Fq, if not
over Fq itself.
2.6 Toric Varieties and Polytopes
We begin with the definitions of torus and toric variety given by Fulton in [7]. We give
these definitions for context; we only need to know the lattice polygon corresponding
to a (smooth, complete) toric surface to construct the corresponding code (see Sections
2.7 and 3.3).
Definition 2.6.1. Let k be a field. The torus T over k is the algebraic group
k∗ × · · · × k∗.
Definition 2.6.2. A toric variety is a normal variety X (see [17] for a definition of
normal) that contains the torus T as a dense open subset, together with an action
T ×X → X of T on X that extends the natural action of T on itself.
In Definition 4.3 of [35], David Joyner gives a construction for a complete projec-
tive toric variety over a finite field Fq, which depends only on a lattice polytope (i.e.,
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the convex hull of a finite set of points in some lattice). Lisa Byrne [4] gives a nice
exposition of this approach over the complex numbers, which we briefly recall here.
Given t = (t1, ..., tn) ∈ (C∗)n and a = (a1, ..., an) ∈ Zn, define ta = ta11 ta22 · · · tann .
Let P be a (convex) lattice polytope in Rn with P ∩ Zn = {a0, ..., am}, where ai =
(ai1, ..., ain). Define φP : (C∗)n → Pm(C) by φP (t) = [ta0 : ... : tam ]. The closure of
the image of φP in Pm(C) is the projective toric variety XP .
2.7 Correspondence between Polygons and Divi-
sors
Toric surface codes are specified by Hansen [11] in terms of polygons. Our construc-
tions of anticanonical surface codes are in terms of divisors. In order to compare
the two, it is helpful to determine the divisor which arises from the polygon P . We
outline the major steps in this process here and we refer the reader to Section 3 of
[24] and Chapters 1 and 2 of [7] for more details.
Let P ⊂ Z2 be a convex polygon. Let v0, ...,vs+1 be the smallest integer vectors
that are perpendicular to the sides of P and which point toward the interior of P . La-
bel the vectors in a counterclockwise direction to obtain the ordered list {(ai, bi)}s+1i=0 .
In order to have a smooth toric surface, we need a list which satisfies the determinant
condition:
det
(
ai−1 ai
bi−1 bi
)
= 1 for i = 0, ..., s+ 1, (2.1)
where we define
(
a−1
b−1
)
=
(
as+1
bs+1
)
.
We force this condition to be satisfied by adding additional vectors to, or refining,
the ordered list {(ai, bi)}s+1i=0 . Suppose det
(
ai−1 ai
bi−1 bi
)
= d > 1 for some i. The number
d is equal to the area of the parallelogram J determined by
(
ai−1
bi−1
)
and
(
ai
bi
)
(see
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p. 26-29 of [16] for details). Since d > 1, there is an integer lattice point (a′, b′)
in the interior of J (see Theorem 34 of [16]). Let v′ be the shortest integer vector
with the same direction as
(
a′
b′
)
. Then v′ subdivides J into two parallelograms of
smaller area. We insert v′ between
(
ai−1
bi−1
)
and
(
ai
bi
)
in our list of vectors and relabel
to maintain the counterclockwise ordering. We continue this process of subdividing
parallelograms and inserting new vectors into our ordered list until all parallelograms
formed by consecutive vectors have area 1 (i.e., until the determinant condition is
satisfied). In the end we have the ordered list: {(ai, bi)}n+1i=0 , where n ≥ s.
Following [7], one can generate a smooth toric surface XP using the ordered list of
vectors {(ai, bi)}n+1i=0 . (The ordered list of vectors is the fan.) Then, as in Sections 3.1
and 3.2 of [24], we can find curves C0, ..., Cn+1 such that each Ci is isomorphic to P1
and such that the Picard group Pic(XP ) of the toric surface XP is freely generated by
C1, ..., Cn. (Note that we do not need to use the linear transformation in [24] which
forces
(
a0
b0
)
=
(
0
1
)
and
(
an+1
bn+1
)
=
(
1
0
)
, but then we do not know a priori which of
the n+ 2 curves will generate the Picard group Pic(XP ).)
The canonical divisor is KXP = −
∑n+1
i=0 Ci. Hence the anticanonical divisor
−KXP =
∑n+1
i=0 Ci is effective and so the resulting surface is anticanonical. Thus
we see that all smooth projective toric surfaces are anticanonical. There are anti-
canonical surfaces which are not toric, but we will not show this here.
The curves Ci form a cycle and their self-intersections are given by:
Ci · Cj =

−(ai−1bi+1 − ai+1bi−1) if j = i;
1 if j = i± 1
0 otherwise,
where we define C−1 = Cn+1 and Cn+2 = C0.
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The divisor DP corresponding to the polygon P is given by DP =
∑n
i=1miCi,
where mi is the smallest integer such that mi +aix+ biy ≥ 0 for all points (x, y) ∈ P .
It follows that the intersection of the half planes defined by mi + aix+ biy ≥ 0 is the
polygon P . We give two examples for computing DP and XP .
Example 2.7.1. Let P ⊂ Z2 be the quadrilateral with vertices (0, 0), (d, 0), (d, e+rd),
and (0, e), where d, e and r are positive integers (see Figure 2.7.1).
Figure 2.7.1: Quadrilateral with Vertices (0, 0), (d, 0), (d, e+ re) and (0, e)
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Since the edge joining (0, e) and (d, e+ rd) has slope r, the smallest integer vector
perpendicular to this edge is
(
r
−1
)
. Listing all of the smallest integer vectors perpen-
dicular to the edges of P in a counterclockwise fashion, we have:
(
0
1
)
,
(−1
0
)
,
(
r
−1
)
and
(
1
0
)
. These vectors already satisfy the determinant condition (2.1). The corre-
sponding system of inequalities is:

m0 + y ≥ 0
m1 − x ≥ 0
m2 + rx− y ≥ 0
m3 + x ≥ 0.
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By minimizing each mi over the points of P , we see that m0 = 0, m1 = d, m2 = e
and m3 = 0. Hence DP has the form DP = 0C1 + dC1 + eC2 + 0C3 = dC1 + eC2,
where C1 and C2 can be found explicitly as curves on XP using [24].
Using Fulton [7], we can determine the toric surface XP corresponding to the
polygon P using the list of vectors
{(
0
1
)
,
(−1
0
)
,
(
r
−1
)
,
(
1
0
)}
as the fan. In this
case, however, it is easy to determine XP from the self-intersections of the curves
C0, ..., C3. Since H0,P2, H2, H3, ... are relatively minimal models, we know that XP
must be a blow-up of one of these surfaces. Since the rank of Pic(XP ) is 2 (by
Lemma 2 of [24]), we know that XP must be equal to Hn for some n ≥ 2 or n = 0.
The self-intersections of C0, ..., C3 are r, 0, −r and 0, respectively. Hence XP = Hr
in this case.
Example 2.7.2. Let P ⊂ Z2 be the isosceles triangle with vertices (0, 0), (d, d) and
(0, 2d), where d is a positive integer (see Figure 2.7.2).
Figure 2.7.2: Isosceles Triangle with Vertices (0, 0), (d, d) and (0, 2d)
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The smallest integer vectors perpendicular to the edges of P are
(−1
1
)
,
(−1
−1
)
and
(
1
0
)
. We add the vector
1
2
(−2
0
)
=
(−1
0
)
as the second in this list so that
det
(
ai−1 ai
bi−1 bi
)
= 1 for i = 0, ..., 3.
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The corresponding system of inequalities is:

m0 − x+ y ≥ 0
m1 − x ≥ 0
m2 − x− y ≥ 0
m3 + x ≥ 0.
By minimizing each mi over the points of P , we see that m0 = 0, m1 = d, m2 = 2d
and m3 = 0. Hence DP has the form DP = dC1 + 2dC2, where we can find C1 and
C2 explicitly as curves on XP using [24]. Since the rank of Pic(XP ) is 2 and since
the self-intersections of C0, ..., C3 are 0, -2, 0 and 2, respectively, we know the toric
surface corresponding to P is H2.
We have shown how to find the divisor DP corresponding to a polygon P . In
Section 3.4 of [24], Murray shows explicitly how to find the polygon P corresponding
to a divisor D on a smooth toric surface S.
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Chapter 3
Coding Theory Background
3.1 Basic Definitions and Theorems
Coding theory is the study of how to efficiently and reliably send information across
a communications channel. We are not concerned with keeping messages secret but
only with detecting and correcting errors that occur during transmission. When a
message is sent through a channel, noise causes errors to occur in the message. For
example, if messages are sent in binary, some of the bits may become “flipped” to the
opposite value (a zero to a one or a one to a zero). Additional bits can be attached
to each message so that the receiver can detect and correct the errors that occur. We
wish to find efficient ways to attach additional information to messages so that the
receiver can correct as many errors as possible. We now give the formal definition of
a code.
Definition 3.1.1. A linear code C is a vector subspace of a finite dimensional vector
space Fn over a finite field F. The vectors in the code are called codewords. If
k = dimC and q = |F|, we say C is a q-ary code of length n and dimension k and we
refer to C as an [n, k] code. By code, we shall always mean a linear code.
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Definition 3.1.2. The Hamming distance between two codewords is the number of
coordinate positions in which they differ. The minimum distance d of a code C is
equal to the smallest Hamming distance among all pairs of distinct codewords in C.
If C is an [n, k] code with minimum distance d, we often say C is an [n, k, d] code.
As seen in the next Proposition, which is Theorem 2 of [26], the minimum distance
tells us the error-correcting capability of a code.
Proposition 3.1.3. Let d be the minimum distance of a code C. Then C can correct
any
⌊
d− 1
2
⌋
or fewer errors.
By Proposition 3.1.3, we see that the larger d is, the more errors the code can
correct. In classical coding theory one seeks to find codes with large minimum distance
d relative to the length and dimension of the code. The parameter d is, in general,
difficult to compute for large codes.
Definition 3.1.4. The Hamming weight of a codeword c is the number of nonzero
coordinates in c. The minimum weight of a code C is the smallest weight of any
nonzero codeword in C.
For a linear code, the minimum weight is equal to the minimum distance. This is
due to the fact that the difference of two codewords is a codeword. We will use this
fact frequently when computing the minimum distance.
A natural question is to ask how large the minimum distance d of an [n, k] code
C can be. A first result is the Singleton Bound (see Corollary 4 of [26]).
Proposition 3.1.5 (Singleton Bound). For an [n, k, d] code C, we have
d ≤ n− k + 1.
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A code whose parameters satisfy d = n − k + 1 is called a Maximum Distance
Separable code, or simply an MDS code. Another “bound” on the code parameters
is the Varshamov-Gilbert Bound. This bound helps us to determine whether a code
with parameters [n, k, d] exists over a given finite field Fq (see Corollary 3.3 of [27]).
Proposition 3.1.6 (Varshamov-Gilbert Bound). Given n, k and q, there exists a q-
ary [n, k] code with minimum distance d or more, provided that d satisfies the following
inequality:
(q − 1)
(
n− 1
1
)
+ (q − 1)2
(
n− 1
2
)
+ · · ·+ (q − 1)d−2
(
n− 1
d− 2
)
< qn−k − 1. (3.1)
Remark. Note that the Varshamov-Gilbert Bound does not tell us that the parameters
of a q-ary [n, k, d] code must satisfy Inequality 3.1, but only that if the inequality is
satisfied then such a code exists. The proof of the bound is constructive in a sense,
but the procedure is not practical to carry out.
It turns out that in many situations we wish to use long codes, i.e., codes with
large length. Therefore we are also interested in asymptotic bounds on the code
parameters. Before we give an asymptotic bound, we need a definition.
Definition 3.1.7. Let C be an [n, k, d] code. The rate of C is R = k/n. The relative
minimum distance of C is δ = d/n.
An infinite family of codes (with q fixed) is said to be asymptotically good if both
the rate and relative minimum distance are bounded away from 0 as the length n
approaches infinity. Proposition 3.1.8 shows asymptotically good families of codes
exist (see Section 3 of [27] for details).
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Proposition 3.1.8 (Asymptotic Varshamov-Gilbert Bound). Let q be fixed.
There exist infinite families of q-ary codes, called Varshamov-Gilbert codes, which
satisfy
1−R ≈ ϕ(δ),
where ϕ(x) = x logq(q − 1) − x logq x − (1 − x) logq(1 − x) and where “ ≈ ” means
asymptotic equality as n→∞.
For more than twenty years, it remained plausible the Asymptotic Varshamov-
Gilbert Bound was the best possible [33]. In the next section we discuss AG codes,
some of which beat the “bound” in Proposition 3.1.8 on a certain interval.
An important code construction in coding theory is that of concatenated codes.
Concatenated codes perform well for correcting burst errors, i.e., errors that are clus-
tered together. The development we use here is adapted from Section 5.5 of [18].
Definition 3.1.9. Let A be an [n, k, d] code over Fq. Let Q = qk and ψ : FQ → A be
a bijective Fq-linear map. Let B be an [N,K,D] code over FQ. The concatenation of
A and B is the code
C = {(ψ(b1), ..., ψ(bN))|(b1, ..., bN) ∈ B}.
The code C is called a concatenated code with inner code A and outer code B.
Theorem 3.1.10. Let C be the concatenated code with inner code A and outer code
B. Then C is a linear [nN, kK] code over Fq whose minimum distance is at least dD.
A common construction for concatenated codes is to use an MDS code as the
outer code and to choose an inner code so that the resulting code is binary.
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3.2 Algebraic Geometric Codes
Algebraic geometric (AG) codes on curves were first introduced by V.D. Goppa [8].
The AG code construction can easily be generalized for codes on other varieties, as
described in Section 3.1.1 of [32].
Definition 3.2.1. Let X be a smooth, irreducible, projective variety defined over
the finite field Fq. Let D be an effective Fq-divisor on X and let P = {P1, ..., Pn} be
a finite set of Fq-points on X such that suppD∩P = ∅. Let evP : L(D)→ Fnq be the
evaluation map given by evP(f) = (f(P1), ..., f(Pn)). Then the algebraic geometric
code, or AG code, over Fq associated to X, P and D is Cq(X,P , D) = evP(L(D)).
When q is clear from context, we write C(X,P , D) for Cq(X,P , D).
It is not too difficult to compute the dimension of an AG code in the case where
X is a smooth, projective, absolutely irreducible curve. One can also obtain a lower
bound on the minimum distance of the code in this case. We give a proof of the
results here, following that of Theorem 6.4 in [37].
Theorem 3.2.2. Let X be a smooth, projective, absolutely irreducible curve of genus
g, defined over the field Fq. Let P ⊂ X(Fq) be a set of n distinct Fq-rational points on
X, and let D be a divisor on X satisfying 2g − 2 < degD < n and P ∩ suppD = ∅.
Then the algebraic geometric code C := C(X,P , D) is linear of length n, dimension
k = degD + 1− g, and minimum distance d, where d ≥ n− degD.
Proof. The length of C is |P| = n. Note that dimL(D) = degD+ 1− g by Riemann-
Roch for Curves (Theorem 2.2.9) since degD > 2g − 2. The dimension of the code
C is equal to dimL(D) if and only if the map evP is injective, i.e., if and only if the
kernel of evP is trivial. Let f ∈ ker(evP); so f(P1) = · · · = f(Pn) = 0. Then each Pi
has coefficient at least one in div(f). Since no Pi is in the support of D, we have that
29
div(f) + D − P1 − · · · − Pn ≥ 0 and so f ∈ L(D − P1 − · · · − Pn). Since degD < n,
the divisor D−P1− · · ·−Pn has negative degree and so L(D−P1− · · ·−Pn) = {0}.
Hence f ≡ 0 and so the kernel of evP is indeed trivial. This completes the proof that
k = degD + 1− g.
We have left to show that the minimum distance d of C is at least n − degD.
Let evP(f) = (f(P1), ..., f(Pn)) be a codeword of nonzero weight d. Without loss of
generality, suppose f(Pd+1) = · · · = f(Pn) = 0. Then div(f) + D − Pd+1 − · · · − Pn
is effective and thus has nonnegative degree. Hence degD − (n − d) ≥ 0, i.e., d ≥
n− degD.
Remark. Finding exact results and good bounds for AG codes on varieties of higher
dimension is much more complicated. Even the dimension of such a code is difficult
to compute since dimL(D) is unknown in general.
One of the reasons that algebraic geometric codes are so exciting is that in 1982,
Tsfasman, Vla˘dut¸ and Zink demonstrated a family of curves yielding AG codes with
minimum distance greater than that given by the Asymptotic Varshamov-Gilbert
Bound (Proposition 3.1.8) on a certain interval [33].
3.3 Toric Surface Codes
In 1998, Johan P. Hansen introduced toric surface codes [10], which are algebraic
geometric codes on toric surfaces. We recall the definition of toric code given in the
paper by Little and Schenck [21].
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Definition 3.3.1. Let Fq be a finite field with primitive element γ. Let P ⊂ R2 be an
integral convex polygon such that P is contained the square [0, q−2]× [0, q−2] ⊂ R2.
For 0 ≤ i, j ≤ q− 2 let Pij = (γi, γj) in F∗q ×F∗q. For each m = (m1,m2) ∈ P ∩Z2, let
evm(Pij) = (γ
i)m1(γj)m2 .
The toric code CP (Fq) over Fq associated to P is the code of length (q− 1)2 spanned
by the vectors {(evm(Pij))i=0,...,q−2;j=0,...,q−2|m ∈ P ∩ Z2}. When the field Fq is clear
from context, for brevity we write CP for CP (Fq).
In [11], Hansen proved that the dimension of a toric code CP is equal to the
number of integral points in the polygon P . Using cohomology and intersection
theory, Hansen obtained exact results on the minimum distance of CP for certain
polygons. In [19], David Joyner demonstrated an 8-ary [49, 11, 28] toric code whose
parameters were better than any other known code at the time. Joyner also presented
a list decoding algorithm for toric codes.
In [21], Little and Schenck employed a new approach to obtain lower bounds on
the minimum distance of toric codes. The Minkowski sum of two polygons Q and R is
Q+R = {x+ y : x ∈ Q, y ∈ R}. Using a Minkowski sum decomposition of a polygon
P =
∑`
i=1 Pi, Little and Schenck were able to obtain a lower bound on the minimum
distance of CP in terms of the minimum distances of the codes CPi (see Theorem 1.2
of [21]). This approach can be applied to some polygons for which Hansen did not
prove results on the minimum distance.
In this dissertation, we will work with algebraic geometric codes on anticanon-
ical surfaces. Recall that every smooth toric surface is anticanonical, as shown in
Section 2.7. Not every smooth, rational, anticanonical surface is a toric surface, how-
ever, since it need not be obtained from a convex polygon in the manner described
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in Section 2.7 for toric surfaces. We will obtain some exact results and lower bounds
on the dimension and minimum distance of AG codes on anticanonical surfaces. In
Section 4.5, we give a lower bound on the minimum distance of a code C(B,P , D) in
terms of the minimum distances of codes whose corresponding divisors sum to D. In
this sense, our result is similar to Theorem 1.2 of Little and Schenck. Work has also
been done on r-dimensional toric codes; see [28] and [22]. In Chapter 5, we investigate
codes on Pr.
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Chapter 4
Anticanonical Surface Codes
In this chapter we begin a study of algebraic geometric codes associated to anticanon-
ical surfaces X, which we call anticanonical surface codes. Recall by Proposition 2.5.2
and its subsequent remark that, after possibly increasing the field size and blowing
up additional points, any smooth, projective, rational, anticanonical surface is iso-
morphic to a surface obtained by blowing up points of P2. Hence we will focus on
anticanonical surfaces of the form P2B, where pi : P2B → P2 is the successive blowing-up
of P2 at the points of B, where B = {p1, ..., pb} is a set of Fq-points in P2.
Let L ⊂ P2B be the total transform of a general line on P2, i.e., let L = pi−1(L∗),
where L∗ is a general line on P2. Let E1, ..., Eb be the blow-ups of p1, ..., pb ∈ B,
respectively. Since [L], [E1], ..., [Eb] form a basis for Pic(P2B) (see Section 2.3), we can
uniquely express the class [D] of a divisor D on P2B by [D] = [mL−m1E1−· · ·−mbEb],
for some m,m1, ...,mb ∈ Z (see Section 2.3 for details). Since dimL(D) = 0 if m < 0
and since we have a canonical isomorphism L(D) ∼= L(D + miEi) if mi < 0, the
divisors of interest to us will always have m,m1, ...,mb ≥ 0.
Let x, y and z be projective coordinates on P2. We assume B is contained in
the two lines defined by xy = 0. Since the points of B are contained in a conic,
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the resulting surface P2B is anticanonical (see Section 2.3). Later we will work with
a standard set of evaluation points (see Definition 4.1.6), but for now P is any set
of points in P2(Fq) such that B ∩ P = ∅. (Away from B, the blow-up morphism
pi : P2B → P2 establishes an isomorphism, and thus we can use projective coordinates
on P2 to identify points of P2B not in pi−1(B).)
Let D be an effective divisor such that suppD ∩ P = ∅. Recall that L(D) =
{f ∈ Fq(P2B)| div(f) + D ≥ 0} ∪ {0}. By Proposition 2.1.6, this is equivalent to
{f ∈ Fq(P2)| div(f) + D ≥ 0} ∪ {0}. Also recall from Definition 3.2.1 that the
algebraic geometric code C(P2B,P , D) corresponding to P2B, P and D is the image of
the evaluation map evP : L(D) → Fnq , where n = |P|. We say C(P2B,P , D) is an
anticanonical surface code since P2B is an anticanonical surface. Finally, for brevity,
we write C(B,P , D) for C(P2B,P , D).
4.1 First Results
The purpose of the first few results in this section is to show that the parameters of
an anticanonical surface code depend only on the divisor class [D] of D and not on
the specific divisor D. (This is also true for AG codes on the curve P1.)
Notation. Let R = Fq [x, y, z]. Let Rm denote the vector space spanned by the set of
homogeneous polynomials in R of degree m. For f ∈ Rm, let Z(f) denote the set of
zeros of f in P2(Fq). If fh is a rational function, i.e., if both f and h are elements of
Rm with h 6= 0, then let Z(fh) = Z(f) ∩Dom(fh), where Dom(fh) is the domain of fh .
Definition 4.1.1. Let 0 6= f ∈ Rm and let p ∈ P2(Fq). Let h be the image of
the function f under the linear change of coordinates which moves p to the point
(0 : 0 : 1). We say f has a zero of multiplicity at least t at the point p if h(x, y, 1) has
no terms of degree less than t.
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Example 4.1.2. Let q = 9 and γ be a primitive element of F9. Let f = x2− y2 ∈ R2
and p = (γ : γ : 1) ∈ P2(F9). The linear change of coordinates which takes p to the
point (0 : 0 : 1) takes f to the function h = (x−γz)2−(y−γz)2 = x2−2γxz−y2+2γyz.
Since h(x, y, 1) has no terms of degree 0, f has a zero of multiplicity at least one at p.
(Since h(x, y, 1) does have terms of degree one, we say that f has a zero of multiplicity
exactly one at p.)
Definition 4.1.3. Let [D] = [mL − m1E1 − · · · − mbEb] be effective with
m,m1, ...,mb ≥ 0. Define
F ([D]) = {f ∈ Rm : f has a zero of multiplicity at least mi at each pi ∈ B}.
For any h ∈ Rm with Z(h) ∩ P = ∅, define
Lh([D]) =
{
f
h
: f ∈ F ([D])
}
.
Let evhP : L
h([D]) → Fnq be the evaluation map on Lh([D]), where n = |P|. We
define the code Ch(B,P , [D]) to be the image of the evaluation map evhP . Note that
dimL(D) = dimLh([D]).
Our first proposition and the subsequent corollary show that the choice of denom-
inator for the rational functions does not affect the code parameters.
Proposition 4.1.4. Let [D] = [mL − m1E1 − · · · − mbEb] be effective with
m,m1, ...,mb ≥ 0. The parameters [n, k, d] of Cg(B,P , [D]) and Ch(B,P , [D]) are
the same for any g, h ∈ Rm satisfying Z(g) ∩ P = Z(h) ∩ P = ∅.
Proof. The length of each code is |P|. Since Lg([D]) and Lh([D]) are finite dimensional
vector spaces and since evgP and ev
h
P are linear transformations, we have the following
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equalities:
dimLg([D]) = dim evgP(L
g([D])) + dim(ker evgP) and (4.1)
dimLh([D]) = dim evhP(L
h([D])) + dim(ker evhP). (4.2)
Let φ : Lg([D])→ Lh([D]) be the map given by multiplication by g
h
. Then φ is an
isomorphism of vector spaces. Note that Z(f
g
)∩P = Z(φ(f
g
))∩P = Z(f
h
)∩P since g
and h are nonzero on P . Hence ker evhP = φ(ker evgP). Since φ is an isomorphism, we
have dim(ker evhP) = dim(ker ev
g
P) and dimL
g([D]) = dimLh([D]). By equations 4.1
and 4.2, we have dim evhP(L
h([D])) = dim evgP(L
g([D])), i.e., dim(Ch(B,P , [D])) =
dim(Cg(B,P , [D])).
Finally, since Z(f
g
) ∩ P = Z(f
h
) ∩ P for all f ∈ Rm, we have
dCg(B,P,[D]) = (q − 1)2 −max
{∣∣∣∣Z (fg
)
∩ P
∣∣∣∣ : fg ∈ Lg([D]), f 6≡ 0 on P
}
= (q − 1)2 −max
{∣∣∣∣Z (fh
)
∩ P
∣∣∣∣ : fh ∈ Lh([D]), f 6≡ 0 on P
}
= dCh(B,P,[D]).
Corollary 4.1.5. Let D be an effective divisor such that suppD ∩ P = ∅ and [D] =
[mL − m1E1 − · · · − mbEb] with m,m1, ...,mb ≥ 0. The parameters of the code
C(B,P , D) are the same as those of Ch(B,P , [D]) for any h ∈ Rm with Z(h)∩P = ∅.
Proof. We can write the functions of L(D) with a fixed denominator g ∈ Rm such
that Z(g) ∩ P = ∅. The parameters of C(B,P , D) are thus the same as those of
Cg(B,P , [D]). By Proposition 4.1.4, the parameters of Cg(B,P , [D]) are the same as
those of Ch(B,P , [D]) for any h ∈ Rm such that Z(h) ∩ P = ∅.
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Remark. By Corollary 4.1.5, we see that the parameters of an anticanonical surface
code depend only upon B, P and [D]. Also, constructing Ch(B,P , [D]) is simpler
than constructing C(B,P , D) because we can find the functions in F ([D]) by checking
multiplicities at prescribed zeros. Finding the functions in L(D) requires knowledge
of the specific divisor D ∈ P2B. Thus, for the remainder of this chapter, we will study
anticanonical surface codes of the form Ch(B,P , [D]), where Z(h) ∩ P = ∅.
To obtain exact results and good bounds on the dimension and minimum distance
of anticanonical surface codes it is helpful to fix the set of evaluation points P .
Definition 4.1.6. We define the standard set of evaluation points, or simply, the
standard set, as follows:
P = {(a0 : a1 : a2) ∈ P2(Fq) : a0a1a2 6= 0}.
Remark. Note that |P| = (q − 1)2 if P is the standard set. If h = zm with m ≥ 0,
then Z(h) ∩ P = ∅. Also, since B ⊂ Z(xy), we have B ∩ P = ∅.
To obtain results for the dimension and minimum distance of Ch(B,P , [D]), we
need to bound the number of zeros in P of a function f ∈ F ([D]). Serre [31] gives
a bound for the number of zeros in Pr(Fq) of any nonzero homogeneous polynomial.
Since our functions f ∈ F ([D]) have additional restrictions regarding multiplicities of
certain zeros and since we wish to bound the zeros of f in the standard set P ( P2(Fq),
we adapt Serre’s proof to obtain a (sharp) bound for |Z(f)∩P|. Later, we will make
improvements on this bound in certain cases.
Lemma 4.1.7. Let P be the standard set and [D] = [mL − m1E1 − · · · − mbEb]
be effective with m,m1, ...,mb ≥ 0, where B ⊂ Z(xy). Let 0 6= f ∈ F ([D]). If
q ≥ 2m −∑bi=1mi, then |Z(f) ∩ P| ≤ m(q − 1). Furthermore, if f is not a product
of linear polynomials over Fq, then |Z(f) ∩ P| ≤ m(q − 1)− (q − 2m+
∑b
i=1mi).
37
Proof. Let S = Z(f) ∩ P and let N = |S|. Let g1, ..., gδ be the distinct linear factors
of f over Fq and let G1, ..., Gδ be the lines of P2(Fq) defined by g1, ..., gδ. Let G be
the point set given by the union of the G1, ..., Gδ. We have two cases.
Case 1. S ⊂ G
This is the case where f is a product of linear polynomials over Fq. Since each Gi
has no more than q − 1 zeros in P and since δ ≤ deg(f) = m, we have
N ≤ δ(q − 1) ≤ m(q − 1).
Case 2. S * G
This is the case where f is not a product of linear polynomials. Let P ∈ S \ G.
If L is a line of P2(Fq) passing through P , the restriction of f to L is not identically
zero, by the choice of P . Since deg(f |L) = m, we have |Z(f) ∩ L| ≤ m for every line
L through P . If a line L through P passes through two points, say pi and pj, of B,
then |S∩L| ≤ m−mi−mj since S = Z(f)∩P is disjoint from B. If a line L through
P passes through exactly one point, say p`, of B, then |S ∩L| ≤ m−m`. Let t be the
number of lines of P2(Fq) through P that pass through two points of B. Reorder the
mi’s (and corresponding pi’s) if necessary so that {m1,m2}, {m3,m4}, ..., {m2t−1,m2t}
correspond to pairs of points {pi, pi+1} ⊂ B such that the line through pi and pi+1
also passes through P .
Now let A be the set of pairs (P ′, L′) where P ′ ∈ S \{P} and L′ is the line passing
through P and P ′. On the one hand, there are N−1 points P ′ ∈ S \{P} and exactly
one line L′ passing through P and P ′, so
|A| = N − 1. (4.3)
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On the other hand, there are (q + 1) lines L′ passing through P . The number of
points in (S \ {P}) ∩ L′ is exactly one less than |S ∩ L′|. We know t of the lines L′
pass through two points of B, b− 2t of the lines pass through exactly one point of B
and the remaining (q + 1)− (b− t) lines pass through no points of B. Hence
|A| ≤
t∑
i=1
(m−m2i−1−m2i−1)+
b∑
i=2t+1
(m−mi−1)+((q+1)− (b− t))(m−1). (4.4)
Note that since P ∈ S \G, we know m−m2i−1 −m2i − 1 ≥ 0 for i = 1, ..., t and
m −mi − 1 ≥ 0 for i = 2t + 1, ..., b. Combining Equations (4.3) and (4.4), we have
that N is bounded above by
t∑
i=1
(m−m2i−1 −m2i − 1) +
b∑
i=2t+1
(m−mi − 1) + ((q + 1)− (b− t))(m− 1) + 1,
which is equal to m(q−1)−
(
q − 2m+
b∑
i=1
mi
)
. This proves the “furthermore” part
of the lemma. Since q ≥ 2m −∑bi=1mi, we have that N ≤ m(q − 1) in this case as
well.
We are now able to compute the dimension of the code Ch(B,P , [D]). Though
the following proposition is stated for a numerically effective divisor class, recall that
we can always reduce an effective divisor D to a numerically effective divisor D′ such
that L(D) = L(D′) (see the remark after Definition 2.3.4). Thus the parameters of
the code C(B,P , D) are the same as those of Ch(B,P , [D′]).
Proposition 4.1.8. Let [D] = [mL − m1E1 − · · · − mbEb] be numerically effective
and let P be the standard set. Then for all q ≥ max{m + 2, 2m −∑bi=1mi}, the
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dimension of Ch(B,P , [D]) (with h = zm) is
k = dimL(D) =
(
m+ 2
2
)
−
b∑
i=1
(
mi + 1
2
)
.
Proof. Recall that we have the evaluation map evhP : L
h([D]) → Fnq , with k =
dim evhP(L
h([D])) and
dimLh([D]) = dim evhP(L
h([D])) + dim(ker evhP).
We now show that ker evhP = 0. Let
f
h
6≡ 0 be in Lh([D]). By Lemma 4.1.7 and
the fact that m < q − 1, we have |Z(f
h
) ∩ P| = |Z(f) ∩ P| ≤ m(q − 1) < (q − 1)2.
Thus f
h
(p) 6= 0 for some p ∈ P and so f
h
/∈ ker evhP . Hence ker evhP = 0 and so
dim evhP(L
h([D])) = dimLh([D]). Thus,
k = dimLh([D]) = dimL(D) =
(
m+ 2
2
)
−
b∑
i=1
(
mi + 1
2
)
,
where the last equality holds since [D] is numerically effective and the points of B lie
on the conic defined by xy = 0 (see Section 2.3).
Together, Lemma 4.1.7 and Proposition 4.1.8 give us the following theorem on the
code parameters of an anticanonical surface code.
Theorem 4.1.9. Let [D] = [mL−m1E1−· · ·−mbEb] be numerically effective and let
P be the standard set. Then for all q ≥ max{m + 2, 2m −∑bi=1mi}, Ch(B,P , [D])
(with h = zm) is a
[
(q − 1)2,
(
m+ 2
2
)
−
b∑
i=1
(
mi + 1
2
)
, d
]
code,
where d ≥ (q − 1)2 −m(q − 1).
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Proof. The dimension is given by Proposition 4.1.8. To compute the minimum dis-
tance d, note that the weight of a codeword evP(
f
h
) is equal to (q − 1)2 minus the
number of points of P at which f
h
vanishes. Hence by Lemma 4.1.7, we have
d = (q − 1)2 −max
{∣∣∣∣Z (fh
)
∩ P
∣∣∣∣ : fh ∈ Lh([D]), fh 6= 0
}
= (q − 1)2 −max {|Z(f) ∩ P| : f ∈ F ([D]) , f 6= 0}
≥ (q − 1)2 −m(q − 1).
Note that since q ≥ m+2, the bound is nontrivial, i.e., d ≥ (q−1)2−m(q−1) > 0.
Example 4.1.10. Let [D] = [3L − E1 − E2 − E3], so m = 3 and mi = 1 for
i = 1, 2, 3. Note that q = 5 satisfies the hypothesis of Theorem 4.1.9. Suppose B =
{(0 : 1 : 1), (0 : 2 : 1), (0 : 3 : 1)}. By Theorem 4.1.9, the dimension of the code is
k =
(
5
2
) − 3 = 7 and d ≥ 42 − 3 · 4 = 4. Let f = (y − z)(y − 2z)(y − 3z) ∈ F ([D]).
The zero set of f is shown below in Figure 4.1.1 with solid lines. (The curved lines in
the figure are a convenient way of representing straight lines in P2.) The open circles
are the points of B and the solid dots are the other points of P2(F5).
Figure 4.1.1: Zero set of f = (y − z)(y − 2z)(y − 3z)
y = 0 z = 0
x = 0
• ◦ ◦ ◦ • •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
Since f has 3 · 4 = 12 zeros in P , we see that the bound on d of Theorem 4.1.9
is sharp in this example, i.e., Ch(B,P , [D]) is a 5-ary [16, 7, 4] code. The minimum
distance of Ch(B,P , [D]) is 2 less than that guaranteed by the Varshamov-Gilbert
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Bound (Proposition 3.1.6) and it is 3 less than that of the best known linear code
with the same field size, length and dimension [9].
4.2 An Exact Result in a Special Case
In this section we restrict ourselves to the case where the points of B lie on the line
defined by x = 0. In doing so, we obtain an exact result on the minimum distance
when [D] = [bL − E1 − · · · − Eb]. (Note that xb ∈ F ([D]) and so F ([D]) 6= 0.) In
Example 4.5.5 of Section 4.5, we will see how this exact result can help us to find
improved lower bounds on the minimum distance for other divisors and point sets B.
A significant parameter throughout this and the following sections is the number c
of coordinate vertices of P2 in B. For example, if (0 : 0 : 1) and (0 : 1 : 0) are in B, then
c = 2. Note that we always have c = 0, 1 or 2 when the points of B are contained in the
line x = 0. We will also frequently refer to the set S := Z(x) \ {(0 : 0 : 1), (0 : 1 : 0)}.
Table A.1 in Appendix A shows the parameters for a family of codes Ch(B,P , [D])
with B ⊂ Z(x), P the standard set, [D] = [bL− E1 − · · · − Eb] and c = 2.
An important method of proof in this and the next section is to bound the number
of zeros of a function 0 6= f ∈ F ([D]) on “vertical” lines in P2, i.e., lines defined by
polynomials in 〈y, z〉 ⊂ Rm. Similarly, by a “horizontal” line, we mean a line defined
by a polynomial in 〈x, z〉 ⊂ Rm. Figure 4.2.1 shows all the vertical and horizontal
lines in P2(F5).
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Figure 4.2.1: Horizontal and Vertical Lines in P2(F5)
y = 0 z = 0
x = 0
• • • • • •
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horizontal line
x− 4z = 0
-vertical line
y − z = 0
We begin with a lemma which demonstrates the existence of a polynomial
f ∈ F ([D]) with b(q − 1) − c(b − c) zeros. This result will help us to obtain an
upper bound on the minimum distance and to show that if f maximizes |Z(f) ∩ P|,
then f must be a product of linear polynomials (Corollary 4.2.2).
Lemma 4.2.1. Let B ⊂ Z(x), [D] = [bL − E1 − · · · − Eb], P be the standard set
and c be the number of coordinate vertices of P2 in B. Then for all q and b such
that q − 1 ≥ b > c, there exists a function f ∈ F ([D]) which is a product of linear
polynomials and satisfies |Z(f) ∩ P| = b(q − 1)− c(b− c).
Proof. If c = 0, let the factors of f be those corresponding to the vertical lines through
the points of B. Then |Z(f) ∩ P| = b(q − 1) since each line contains q − 1 points in
P and none of these lines intersect in P .
If c = 1, let b − 1 of the factors of f correspond to the vertical lines through
the points of B ∩ S. If (0 : 0 : 1) ∈ B, let the remaining factor of f be (x − y). If
(0 : 1 : 0) ∈ B, let the remaining factor of f be (x − z). Since the lines x = y and
x = z pass through each of the b− 1 vertical lines exactly once in P , in either case f
has exactly b(q − 1)− (b− 1) zeros in P .
If c = 2, the function f is a little more complicated. Let VB be the set of functions
in R1 (homogeneous linear polynomials in Fq [x, y, z]) whose zero sets are vertical lines
through points of B∩S. Fix a factor h = (y−γiz) ∈ VB, where γ is a generator of the
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multiplicative group F∗q and i ∈ {0, ..., q − 2}. We know there exists such an h since
b > 2 and B ⊂ Z(x). Let f be the function whose factors are those of VB together
with (x− y) and (x− γiz). Since f(p) = 0 for all p ∈ B we have that f ∈ F ([D]).
Each factor of f has (q − 1) distinct zeros in P . Three of its factors, (x − y),
(x− γiz) and h = (y − γiz), have one common zero, (γi : γi : 1), in P , so these three
factors have 3(q−1)−2 distinct zeros. The remaining b−3 factors of f are of the form
(y−γjz), j 6= i, and have no zeros in P in common with each other. Each has exactly
two zeros, namely, (γj : γj : 1) and (γi : γj : 1), in common with the first three factors.
Hence the number of distinct zeros of f in P is 3(q−1)−2+(b−3)(q−1)−2(b−3) =
b(q − 1)− 2(b− 2).
Now we can say something interesting about a function f ∈ F ([D]) which maxi-
mizes |Z(f) ∩ P|: we can say that f must be a product of linear polynomials.
Corollary 4.2.2. Let B ⊂ Z(x), P be the standard set and c be the number of
coordinate vertices of P2 in B. Let [D] = [bL − E1 − · · · − Eb]. Let 0 6= f ∈ F ([D])
such that |Z(f) ∩ P| is as large as possible. If q − 1 ≥ b > c and q − b > c(b − c),
then f is a product of linear polynomials, none of which is x, y or z.
Proof. The fact that f is a product of linear polynomials follows from Lemma 4.1.7
and Lemma 4.2.1 since in this case,
m(q − 1)−
(
q − 2m+
b∑
i=1
mi
)
= b(q − 1)−
(
q − 2b+
b∑
i=1
1
)
= b(q − 1)− (q − b)
< b(q − 1)− c(b− c).
Moreover, if a function g ∈ F ([D]) contains x, y or z as a factor, then |Z(g) ∩ P| ≤
b(q − 1)− (q − 1) < b(q − 1)− c(b− c).
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The next lemma will help us to obtain a lower bound on the minimum distance
in the case where c = 2.
Lemma 4.2.3. Suppose (0 : 0 : 1), (0 : 1 : 0) ∈ B ⊂ Z(x) and b > 2. Let
[D] = [bL− E1 − · · · − Eb] and P be the standard set. Let 0 6= f ∈ F ([D]). Suppose
f is a product of linear polynomials, none of which is x, y or z, and none of which
give vertical lines through points of S = Z(x) \ {(0 : 0 : 1), (0 : 1 : 0)}. Then
|Z(f) ∩ P| ≤ b(q − 1)− 2(b− 2).
Proof. Since f is a product of b linear factors, none of which is x, there is a one-to-
one correspondence between the factors of f and the points of B, i.e., for each point
p ∈ B, there is exactly one linear factor whose zero set includes p.
Let l1, ..., lb−2 be the linear factors of f whose zero sets L1, ..., Lb−2 pass through
the points of B∩S. Let l′ and l′′ be the factors whose zero sets L′ and L′′ pass through
(0 : 0 : 1) and (0 : 1 : 0), respectively.
We wish to bound |Z(f) ∩ P| =
∣∣∣(L′ ∪ L′′ ∪⋃b−2i=1 Li) ∩ P∣∣∣. Since no Li is a
vertical line and since every line in P2(Fq) passes through the three coordinate axes,
we know |Li ∩P| = q− 2 for i = 1, ..., b− 2. Hence, by the Principle of Inclusion and
Exclusion, the number of zeros in P ∩⋃b−2i=1 Li is
(b− 2)(q − 2)−
∑
I⊂{1,...,b−2},|I|≥2
(−1)|I||LI ∩ P|,
where LI =
⋂
i∈I Li.
The lines L′ and L′′ each contain q−1 zeros in P since they pass through coordinate
vertices of P2, and they have one zero in P in common. Hence the number of additional
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zeros coming from (L′ ∪ L′′) ∩ P is
(2(q − 1)− 1)−
b−2∑
i=1
|Li ∩ (L′ ∪ L′′) ∩ P|+
∑
I⊂{1,...,b−2},|I|≥2
(−1)|I||LI ∩ (L′ ∪ L′′) ∩ P|,
where LI =
⋂
i∈I Li as before.
Note that every Li will pass through (L
′ ∪ L′′) at one or more points of P with
one possible exception: if the line L joining the point of L′ ∩ Z(z) and the point of
L′′∩Z(y) is one of the Li’s, then for this line alone, we will have |L∩(L′∪L′′)∩P| = 0.
Hence
∑b−2
i=1 |Li ∩ (L′ ∪ L′′) ∩ P| ≥ b− 3.
Next note that |LI ∩ (L′ ∪L′′)∩P| ≤ |LI ∩P| for all I ⊂ {1, ..., b− 2}. Using this
fact, we have that the total number of zeros in
(
L′ ∪ L′′ ∪⋃b−2i=1 Li) ∩ P is no more
than
(b− 2)(q − 2) + 2(q − 1)− 1− (b− 3) = b(q − 1)− 2(b− 2).
We now show that any 0 6= f ∈ F ([D]) must satisfy |Z(f)∩P| ≤ b(q−1)−c(b−c).
Combining this with Lemma 4.2.1 allows us to obtain an exact result on the minimum
distance for the divisor class [D] = [bL− E1 − · · · − Eb] (see Theorem 4.2.5).
Lemma 4.2.4. Let B ⊂ Z(x), P be the standard set, and c be the number of coor-
dinate vertices of P2 in B. Let [D] = [bL − E1 − · · · − Eb]. If q − 1 ≥ b > c and
q − b > c(b− c), then
max{|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0} = b(q − 1)− c(b− c).
Proof. By Lemma 4.2.1, we have that max{|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0} ≥
b(q − 1)− c(b− c). So we have left to show the other inequality.
46
Let f ∈ F ([D]) such that f 6≡ 0. By Corollary 4.2.2, since we wish to find an
upper bound for |Z(f) ∩ P|, we may assume that f is a product of linear factors,
none of which is x, y or z. Let V be the set of distinct linear factors of f whose zero
sets are vertical lines through points of S. Let VB ⊂ V be the factors in V whose zero
sets pass through a point of B. Let v = |V | and let vB = |VB|. Let f ′ = f∏
g∈V g
mg
,
where mg is the multiplicity of the factor g of f .
We wish to bound |Z(f) ∩ P|. We do this by summing the maximum number of
zeros of f on each of the q − 1 vertical lines through the points of S. A vertical line
` through a point of S falls into one of the following three categories:
(1) ` is the zero set of a factor in V
(2) ` is not the zero set of a factor in V but ` passes through a point of B
(3) ` is not the zero set of a factor in V but ` passes through a point of S \ B
There are v lines in case (1), each of which contains q − 1 distinct zeros of f in
P . When considering cases (2) and (3), we need only bound the number of zeros of
f ′ since all the zeros of
∏
g∈V g
mg have been counted. There are (b− c)− vB lines in
case (2). Since deg(f ′) ≤ deg(f) − v = b − v and since f ′ must pass through all the
points of B which are not contained in lines of V , we know Z(f ′) ∩ P has at most
b− v − 1 points on a line in case (2). There are (q − 1)− v − ((b− c)− vB) lines in
case (3). Each of these lines contains at most b− v zeros of f ′. Thus, the maximum
number of zeros of f in P is
N ≤ v(q − 1) + ((b− c)− vB)(b− v − 1) + ((q − 1)− v − ((b− c)− vB))(b− v)
= v(q − 1) + (q − 1− v)(b− v)− (b− c) + vB. (4.5)
We know 0 ≤ vB ≤ v ≤ b = deg(f) and 0 ≤ vB ≤ b − c. If c = 1 or c = 2, we
cannot cover all the points of B with vertical lines through points of S, so in these
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two cases we must have v ≤ b− 1. Furthermore, if c = 2 and v = b− 1, then the only
way for f to vanish at the remaining two points of B is for f to have x as a factor,
which we assumed is not the case. Hence we have must have 0 ≤ vB ≤ v ≤ b− c for
c = 0, 1 and 2.
We see that the right-hand side of (4.5) is largest when vB is as large as possible,
so we rewrite it setting vB = v to obtain
N ≤ v(q − 1) + (q − 1− v)(b− v)− (b− c) + v.
This simplifies to
N ≤ v2 + (1− b)v + (b(q − 1)− (b− c)). (4.6)
The right-hand side of (4.6) achieves its maximum value at one of the endpoints
v = 0 or v = b− c. If v = b− c we obtain b(q − 1)− c(b− c) and if v = 0 we obtain
N ≤ b(q − 1) − (b − c). However, in the case where v = 0 and c = 2 we know by
Lemma 4.2.3 that in fact N ≤ b(q − 1) − 2(b − 2). The right-hand side of (4.6) is
equal to b(q − 1) − 2(b − 2) when c = 2 and v = 1 (the next smallest value of v to
consider). Thus, the maximum number of zeros of a function f ∈ F ([D]) such that
f 6= 0 is b(q − 1)− c(b− c).
We now have an exact result on the minimum distance for Ch(B,P , [D]) when
[D] = [bL− E1 − · · · − Eb] and B ⊂ Z(x).
Theorem 4.2.5. Let B ⊂ Z(x), P be the standard set and c be the number of
coordinate vertices of P2 in B. Let [D] = [bL− E1 − · · · − Eb]. If q − 1 > b > c and
q − b > c(b− c), then Ch(B,P , [D]) (with h = zm) is a
[
(q − 1)2, b
2 + b+ 2
2
, (q − 1)2 − b(q − 1) + c(b− c)
]
code.
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Proof. By Proposition 4.1.8, the dimension of Ch(B,P , [D]) is equal to
(
b+ 2
2
)
−
b∑
i=1
(
1 + 1
2
)
=
b2 + b+ 2
2
.
The minimum distance is
dCh(B,P,[D]) = (q − 1)2 −max
{∣∣∣∣Z (fh
)
∩ P
∣∣∣∣ : fh ∈ Lh([D]), fh 6≡ 0
}
= (q − 1)2 −max {|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0}
= (q − 1)2 − b(q − 1) + c(b− c),
where the last line holds by Lemma 4.2.4.
Example 4.2.6. Let B = {(0 : 0 : 1), (0 : 1 : 0), (0 : 1 : 1), (0 : γ : 1), (0 : γ2 : 1)},
where γ is a generator of the multiplicative group F∗q. Then b = 5 and c = 2.
Note that q = 16 satisfies the hypotheses of Theorem 4.2.5. Hence the anticanonical
surface code Ch(B,P , [D]) has length 152 = 225, dimension 52+5+2
2
= 16 and minimum
distance 152 − 5 · 15 + 2(5 − 2) = 156. The guaranteed minimum distance from the
Varshamov-Gilbert Bound (Proposition 3.1.6) is 170.
4.3 Results for Blowing Up Points on Two Lines
In this section we consider the more general case where B ⊂ Z(xy). We consider two
extreme cases: first, where the number of coordinate vertices in B is c = 0 and second,
where c = 3. We will again obtain an exact result on the minimum distance for a
specific divisor class, but we will also need the configuration of the points of B to meet
certain criteria (see Theorems 4.3.1.8 and 4.3.2.8). For more general configurations,
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we obtain upper and lower bounds on the minimum distance (see Theorems 4.3.1.4
and 4.3.2.4).
Let S = Z(x) \ {(0 : 1 : 0), (0 : 0 : 1)} and let R = Z(y) \ {(0 : 0 : 1), (1 : 0 : 0)}.
Let s = |S ∩B| and r = |R∩B|. Without loss of generality, we assume s ≥ r. We also
need to assume r ≥ 1 for the proofs in this section. This is a reasonable assumption
for nontrivial two-line codes.
4.3.1 Two-Line Codes with c = 0
Here we assume that c = 0, s ≥ 2 and s ≥ r ≥ 1. Note that s ≥ 2 is a reasonable
assumption: if s = r = 1 and c = 0 then the points of B lie on a single line.
Analogous to the previous section, we primarily work with [D] =
[sL−E1−· · ·−Eb], since s is the minimum value of m such that [mL−E1−· · ·−Eb]
is numerically effective (see Section 2.3 or Proposition I.5.3 of [12]). Table A.2 in Ap-
pendix A gives the parameters for a family of codes Ch(B,P , [D]) with B ⊂ Z(xy),
P the standard set, [D] = [sL− E1 − · · · − Eb] and c = 0.
Our first lemma will lead to an upper bound on the minimum distance and help
us to show that any nonzero function which maximizes |Z(f)∩P| must be a product
of linear polynomials (Corollary 4.3.1.2).
Lemma 4.3.1.1. Let [D] = [sL − E1 − · · · − Eb], P be the standard set, c = 0,
s ≥ 2 and s ≥ r ≥ 1. Then there exists a function f ∈ F ([D]) which is a product of
linear polynomials and satisfies |Z(f)∩P| ≥ s(q− 1)− (sr − (r
2
))
. (Here we use the
convention
(
r
2
)
= 0 if r < 2.)
Proof. Let s−r of the factors of f correspond to vertical lines through distinct points
of S ∩ B. These factors contribute (s− r)(q − 1) zeros to |Z(f) ∩ P|.
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Let the remaining r factors of f correspond to lines connecting the remaining
points of S to the points of R ∩ B. (There will be one line for each pair of points.)
These factors have r(q − 2) zeros but may intersect with the previous factors and
with each other. The number of points of intersection (counted with appropriate
multiplicities) is no more than r(s − r) + (r
2
)
= r(s − r) + 1
2
r(r − 1). Hence these r
factors contribute at least r(q− 2)− r(s− r)− 1
2
r(r− 1) zeros to |Z(f)∩P|. Adding
the two quantities of zeros together and simplifying, we have that
|Z(f) ∩ P| ≥ (s− r)(q − 1) + r(q − 2)− r(s− r)− 1
2
r(r − 1)
= s(q − 1)−
(
sr −
(
r
2
))
.
Corollary 4.3.1.2. Let [D] = [sL − E1 − · · · − Eb], P be the standard set, c = 0,
s ≥ 2 and s ≥ r ≥ 1. Suppose q satisfies q − 2s + b > sr − (r
2
)
. Then any function
f ∈ F ([D]) maximizing |Z(f) ∩ P| is a product of linear polynomials.
Proof. Since s(q − 1) − (q − 2s + b) < s(q − 1) − (sr − (r
2
))
, by Lemma 4.1.7 and
Lemma 4.3.1.1, we know that a function f ∈ F ([D]) maximizing |Z(f)∩P| must be
a product of linear polynomials.
The next lemma will lead to a lower bound on the minimum distance for an
anticanonical surface code with B ⊂ Z(xy), c = 0 and [D] = [sL− E1 − · · · − Eb].
Lemma 4.3.1.3. Let [D] = [sL−E1− · · · −Eb], P be the standard set, c = 0, s ≥ 2
and s ≥ r ≥ 1. Suppose q satisfies q − 2s+ b > sr − (r
2
)
. Then
max{|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0} ≤ s(q − 1)− s.
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Proof. The notation and method of proof are similar to that of Lemma 4.2.4. Let
f ∈ F ([D]) such that f 6≡ 0. By Corollary 4.3.1.2, since we wish to find an upper
bound for |Z(f) ∩ P|, we may assume that f is a product of linear polynomials over
Fq. Let V be the set of distinct linear factors of f whose zero sets are vertical lines
through points of S := Z(x) \ {(0 : 0 : 1), (0 : 1 : 0)}. Let VB ⊂ V be the factors
in V whose zero sets pass through a point of B. Let v = |V | and let vB = |VB|. Let
f ′ =
f∏
g∈V g
mg
, where mg is the multiplicity of the factor g of f .
We wish to bound |Z(f) ∩ P|. We do this by summing the maximum number of
zeros of f on each of the (q− 1) vertical lines through the points of S. A vertical line
` through a point of S falls into one of the following three categories:
(1) ` is the zero set of a factor in V
(2) ` is not the zero set of a factor in V but ` passes through a point of B
(3) ` is not the zero set of a factor in V but ` passes through a point of S \ B
There are v such lines in case (1), each of which contains q− 1 distinct zeros of f
in P . When considering cases (2) and (3), we need only bound the number of zeros
of f ′ since all the zeros of
∏
g∈V g
mg have been counted. There are s−vB lines in case
(2). Since deg(f ′) ≤ deg(f)− v = s− v and since f ′ must pass through all the points
of B which are not contained in lines of V , we know Z(f ′) ∩P has at most s− v − 1
points on a line in case (2). There are (q− 1)− v− (s− vB) lines in case (3). Each of
these lines contains at most s − v zeros of f ′. Thus, the maximum number of zeros
of f in P is
N ≤ v(q − 1) + (s− vB)(s− v − 1) + ((q − 1)− v − (s− vB))(s− v)
= v(q − 1) + (q − 1− v)(s− v)− s+ vB. (4.7)
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In order for f to vanish at the points of R ∩ B not all the factors of f can be in
V . Since deg(f) = s, we must have v ≤ s− 1. Hence 0 ≤ vB ≤ v ≤ s− 1.
We see that the right-hand side of (4.7) is largest when vB is as large as possible,
so we rewrite it setting vB = v to obtain
N ≤ v(q − 1) + (q − 1− v)(s− v)− s+ v.
This simplifies to
N ≤ v2 + (1− s)v + (s(q − 1)− s). (4.8)
The right-hand side of (4.8) achieves its maximum value at one of the endpoints
v = 0 or v = s− 1. If v = 0 or v = s− 1, we obtain s(q− 1)− s. Thus, the maximum
number of zeros of a function 0 6= f ∈ F ([D]) is s(q − 1)− s.
Combining Lemmas 4.3.1.1 and 4.3.1.3 gives us the following theorem.
Theorem 4.3.1.4. Let [D] = [sL − E1 − · · · − Eb], P be the standard set, c = 0,
s ≥ 2 and s ≥ r ≥ 1. Suppose further that q− 2s+ b > sr− (r
2
)
and q ≥ s+ 2. Then
Ch(B,P , [D]) (with h = zm) is a
[
(q − 1)2,
(
s+ 2
2
)
− b, d
]
code, where
(q − 1)2 − s(q − 1) + s ≤ d ≤ (q − 1)2 − s(q − 1) +
(
sr −
(
r
2
))
.
Proof. The dimension holds by Proposition 4.1.8. Noting that
d = (q − 1)2 −max{|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0},
the bounds on d hold by Lemmas 4.3.1.3 and 4.3.1.1.
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Remark. The upper bound in Theorem 4.3.1.4 is equal to the lower bound when r = 1,
so in this case we have an exact result for the minimum distance. The upper bound
is strictly greater than the lower bound when r > 1.
We now give two examples to show that it is possible to attain the upper bound in
Theorem 4.3.1.4 as well as intermediate values for the minimum distance when r > 1.
Example 4.3.1.5. Let q = 8 and let γ be a generator for F∗q. Let
B = {(0 : 1 : 1), (0 : γ2 : 1), (1 : 0 : 1), (γ : 0 : 1)}.
Then s = r = 2 and c = 0. Note that q, c, s and r satisfy the hypotheses of
Theorem 4.3.1.4 and so we have n = 49, k = 2 and 37 ≤ d ≤ 38. A Magma [3]
computation yields d = 38. The guaranteed minimum distance from the Varshamov-
Gilbert Bound (Proposition 3.1.6) is 40. The best known linear code with the same
q, length and dimension has d = 43 [9].
Example 4.3.1.6. Let q = 9 and let γ be a generator for F∗q. Let
B = {(0 : 1 : 1), (0 : γ2 : 1), (0 : γ4 : 1)} ∪ {(1 : 0 : 1), (γ : 0 : 1), (γ3 : 0 : 1)}.
Then s = r = 3 and c = 0. Note that q, c, s and r satisfy the hypotheses of
Theorem 4.3.1.4 and so we have n = 64, k = 4 and 43 ≤ d ≤ 46. A Magma [3]
computation yields d = 45. The guaranteed minimum distance from the Varshamov-
Gilbert Bound (Proposition 3.1.6) is 49. The best known linear code with the same
q, length and dimension has d = 54 [9].
The next lemma will be used to obtain an upper bound on the minimum distance
when the points of B satisfy certain criteria. This upper bound is equal to the lower
bound on d from Theorem 4.3.1.4, as we will see in the proof of Theorem 4.3.1.8.
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Lemma 4.3.1.7. Let [D] = [sL−E1− · · · −Eb], P be the standard set, c = 0, s ≥ 2
and q − 1 ≥ s ≥ r ≥ 1. Let pi be a point of S ∩ B and let pj be a point of R ∩ B.
Let ` be the line through pi and pj. Let p
′ be the point of intersection of ` and the
line defined by z = 0. Suppose that the points of B are arranged so that all r − 1 of
the lines joining p′ with the points of (R ∩ B) \ {pj} pass through distinct points of
(S ∩B)\{pi} (see Figure 4.3.1.1). Then there exists a function f ∈ F ([D]) such that
|Z(f) ∩ P| = s(q − 1)− s.
Figure 4.3.1.1: Meeting the conditions of Lemma 4.3.1.7 for q = 5
y = 0 z = 0
x = 0
• ◦ ◦ ◦ • •
◦
◦
•
•
•
•
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•
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p′
,
,
,
,
,
,
,
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`
Proof. Let one of the factors of f correspond to the line ` through pi and pj. Let r−1
of the factors of f correspond to the lines through p′ and the points of (R∩B)\{pj}.
Finally, let the remaining s − r factors of f correspond to the lines through p′ and
the points of S ∩ B not yet covered by lines.
Each of the s lines has q−2 zeros and the only intersection point of the lines is p′,
which is not in the standard set P . Hence |Z(f) ∩ P| = s(q − 2) = s(q − 1)− s.
Remark. It is not too difficult to show that the point set
B = {(0 : 1 : 1), (0 : γ : 1), ..., (0 : γs−1 : 1)} ∪ {(1 : 0 : 1), (γ : 0 : 1), ..., (γr−1 : 0 : 1)}
satisfies the conditions of Lemma 4.3.1.7. If we let pi = (0 : 1 : 1) and pj = (1 : 0 : 1),
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then p′ = (1 : −1 : 0). The line `i through (γi : 0 : 1) and p′ also passes through
(0 : γi : 1) for i = 1, ..., r − 1.
Theorem 4.3.1.8 states that when the points of B satisfy the conditions of
Lemma 4.3.1.7, the lower bound of Theorem 4.3.1.4 is sharp. Thus we see that
the arrangement of the points on Z(xy) affects the minimum distance d and that our
lower bound cannot be improved without additional restrictions on the distribution
of the points of B.
Theorem 4.3.1.8. Let [D] = [sL − E1 − · · · − Eb], P be the standard set, c = 0,
s ≥ 2 and s ≥ r ≥ 1. Suppose the points of B are arranged to meet the conditions
in Lemma 4.3.1.7. Suppose further that q − 2s + b > sr − (r
2
)
and q ≥ s + 2. Then
Ch(B,P , [D]) (with h = zm) is a
[
(q − 1)2,
(
s+ 2
2
)
− b, (q − 1)2 − s(q − 1) + s
]
code.
Proof. The lower bound on d in Theorem 4.3.1.4 is now exact since Lemma 4.3.1.7
demonstrates the existence of a function with s(q − 1) + s zeros in P .
Example 4.3.1.9. Let q = 7. Then 3 is a generator of F∗7. Let
B = {(0 : 1 : 1), (0 : 2 : 1), (0 : 3 : 1)} ∪ {(1 : 0 : 1), (3 : 0 : 1)}.
Then s = 3, r = 2 and c = 0. Note that q, c, s and r satisfy the hypotheses
of both Lemma 4.3.1.7 and Theorem 4.3.1.8. One can check that the line through
(0 : 1 : 1) and (1 : 0 : 1) is defined by x + y − z = 0 and passes through the
point p′ = (1 : −1 : 0) in Z(x). The line through p′ and (3 : 0 : 1) is defined by
x + y − 3z = 0 and passes through (0 : 3 : 1) ∈ S ∩ B. Hence the points of B satisfy
the hypothesis of Lemma 4.3.1.7 and so by Theorem 4.3.1.8 we have n = 36, k = 5
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and d = 21. The guaranteed minimum distance from the Varshamov-Gilbert Bound
(Proposition 3.1.6) is 23.
4.3.2 Two-Line Codes with c = 3
Now we consider the case where c = 3, i.e., we assume that (0 : 0 : 1), (0 : 1 : 0),
(1 : 0 : 0) ∈ B. Here we only assume s ≥ r ≥ 1 (and not s ≥ 2) since s = r = 1 does
not imply that the points of B lie on a line when c = 3.
We work with the divisor class [D] = [(s + 2)L − E1 − · · · − Eb], since in this
case s+ 2 is the minimum value of m such that [mL− E1 − · · · − Eb] is numerically
effective (see Section 2.3 or Proposition I.5.3 of [12]). Table A.3 in Appendix A shows
the parameters for a family of codes Ch(B,P , [D]) with B ⊂ Z(xy), P the standard
set, [D] = [(s+ 2)L− E1 − · · · − Eb] and c = 3.
Our first lemma will lead to an upper bound on the minimum distance and help
us to show that any nonzero function which maximizes |Z(f)∩P| must be a product
of linear polynomials (Corollary 4.3.2.2).
Lemma 4.3.2.1. Let [D] = [(s+ 2)L− E1 − · · · − Eb], P be the standard set, c = 3
and s ≥ r ≥ 1. Then there exists a function f ∈ F ([D]) which is a product of linear
polynomials and satisfies |Z(f) ∩ P| ≥ (s+ 2)(q − 1)− (s(r + 1)− (r−1
2
))
. (Here we
use the convention
(
r−1
2
)
= 0 if r − 1 < 2.)
Proof. Let one of the factors of f correspond to the vertical line through a point
pi ∈ S ∩B. Let another factor of f correspond to the horizontal line through a point
pj ∈ R ∩ B. Let a third factor of f correspond to the line through (0 : 0 : 1) and
the point where the first two factors of f intersect. Note that these three factors
contribute exactly 3(q − 1)− 2 zeros to |Z(f) ∩ P|.
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Let s − r of the factors of f correspond to vertical lines through distinct points
of (S ∩ B) \ {pi}. These factors contribute (s − r)(q − 1) − 2(s − r) new zeros to
|Z(f) ∩ P|.
Let the remaining r − 1 factors of f correspond to lines connecting the remain-
ing points of S ∩ B to the points of (R ∩ B) \ {pj}. (There will be one line for
each pair of points.) These factors have (r − 1)(q − 2) zeros but may intersect
with the previous factors and with each other. The number of points of intersection
(counted with appropriate multiplicities) is no more than (r− 1)(s− r+ 3) + (r−1
2
)
=
(r − 1)(s − r + 3) + 1
2
(r − 1)(r − 2). Hence these r − 1 factors contribute at least
(r − 1)(q − 2)− (r − 1)(s− r + 3)− 1
2
(r − 1)(r − 2) zeros to |Z(f) ∩ P|.
Adding the three quantities of zeros together and simplifying, we have that
|Z(f) ∩ P| ≥ (s+ 2)(q − 1)− (2s+ ((s− r) + 2)(r − 1) + 1
2
(r − 1)(r − 2))
= (s+ 2)(q − 1)−
(
s(r + 1)−
(
r − 1
2
))
.
Corollary 4.3.2.2. Let [D] = [(s+ 2)L−E1−· · ·−Eb], P be the standard set, c = 3
and s ≥ r ≥ 1. Suppose q satisfies q − 2(s + 2) + b > s(r + 1) − (r−1
2
)
. Then any
function f ∈ F ([D]) maximizing |Z(f) ∩ P| is a product of linear polynomials.
Proof. Since (s+2)(q−1)− (q−2(s+2)+ b) < (s+2)(q−1)−(s(r + 1)− (r−1
2
))
, by
Lemma 4.1.7 and Lemma 4.3.2.1, we know that a function f ∈ F ([D]) maximizing
|Z(f) ∩ P| must be a product of linear polynomials.
The next lemma will lead to a lower bound on the minimum distance for an anti-
canonical surface code Ch(B,P , [D]) with B ⊂ Z(xy), c = 3 and [D] =
[(s+ 2)L− E1 − · · · − Eb].
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Lemma 4.3.2.3. Let [D] = [(s+ 2)L− E1 − · · · − Eb], P be the standard set, c = 3
and s ≥ r ≥ 1. Suppose q satisfies q− 2(s+ 2) + b > s(r+ 1)− (r−1
2
)
and q− 1 ≥ 2s.
Then
max{|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0} ≤ (s+ 2)(q − 1)− 2s.
Proof. The notation and method of proof are similar to that of Lemma 4.2.4. Let
f ∈ F ([D]) such that f 6≡ 0. By Corollary 4.3.2.2, since we wish to find an upper
bound for |Z(f) ∩ P|, we may assume that f is a product of linear polynomials over
Fq. Let V be the set of distinct linear factors of f whose zero sets are vertical lines
through points of S := Z(x) \ {(0 : 0 : 1), (0 : 1 : 0)}. Let VB ⊂ V be the factors
in V whose zero sets pass through a point of B. Let v = |V | and let vB = |VB|. Let
f ′ =
f∏
g∈V g
mg
, where mg is the multiplicity of the factor g of f .
We wish to bound |Z(f) ∩ P|. We do this by summing the maximum number of
zeros of f on each of the (q− 1) vertical lines through the points of S. A vertical line
` through a point of S falls into one of the following three categories:
(1) ` is the zero set of a factor in V
(2) ` is not the zero set of a factor in V but ` passes through a point of B
(3) ` is not the zero set of a factor in V but ` passes through a point of S \ B
There are v such lines in case (1), each of which contains q− 1 distinct zeros of f
in P . When considering cases (2) and (3), we need only bound the number of zeros
of f ′ since all the zeros of
∏
g∈V g
mg have been counted. There are s − vB lines in
case (2). Since deg(f ′) ≤ deg(f) − v = (s + 2) − v and since f ′ must pass through
all the points of B which are not contained in lines of V , we know Z(f ′) ∩ P has at
most (s + 2) − v − 1 points on a line in case (2). There are (q − 1) − v − (s − vB)
lines in case (3). Each of these lines contains at most (s + 2) − v zeros of f ′. Thus,
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the maximum number of zeros of f in P is
N ≤ v(q − 1) + (s− vB)((s+ 2)− v − 1) + ((q − 1)− v − (s− vB))((s+ 2)− v)
= v(q − 1) + (q − 1− v)(s+ 2− v)− s+ vB. (4.9)
We need at least two lines not in V in order for our function f to vanish at
(0 : 0 : 1), (0 : 1 : 0) and the points of R ∩ B. Since deg(f) = s + 2, we must have
v ≤ s. In order for f to vanish at (1 : 0 : 0), we need at least one factor of f to
correspond to a vertical line. If y or z is a factor of f , then
|Z(f) ∩ P| ≤ (s+ 2)(q − 1)− (q − 1) ≤ (s+ 2)(q − 1)− 2s.
Hence we may assume that neither y nor z is a factor of f and so we have v ≥ 1 and
0 ≤ vB ≤ v ≤ s.
We see that the right-hand side of (4.9) is largest when vB is as large as possible,
so we rewrite it setting vB = v to obtain
N ≤ v(q − 1) + (q − 1− v)(s+ 2− v)− s+ v.
This simplifies to
N ≤ v2 − (s+ 1)v + ((s+ 2)(q − 1)− s). (4.10)
The right-hand side of (4.10) achieves its maximum value at one of the endpoints
v = 1 or v = s. If v = s or v = 1, we obtain (s+ 2)(q− 1)− 2s. Thus, the maximum
number of zeros of a function 0 6= f ∈ F ([D]) is (s+ 2)(q − 1)− 2s.
Combining Lemmas 4.3.2.1 and 4.3.2.3 gives us the following theorem.
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Theorem 4.3.2.4. Let [D] = [(s+2)L−E1−· · ·−Eb], P be the standard set, c = 3,
s ≥ r ≥ 1 and q − 1 ≥ 2s. Suppose further that q − 2(s + 2) + b > s(r + 1) − (r−1
2
)
and q ≥ s+ 4. Then Ch(B,P , [D]) (with h = zm) is a
[
(q − 1)2,
(
s+ 4
2
)
− b, d
]
code, where
(q − 1)2 − (s+ 2)(q − 1) + 2s ≤ d ≤ (q − 1)2 − (s+ 2)(q − 1) + s(r + 1)−
(
r − 1
2
)
.
Proof. The dimension holds by Proposition 4.1.8. Noting that
d = (q − 1)2 −max{|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0},
the bounds on d hold by Lemmas 4.3.2.3 and 4.3.2.1.
Remark. The upper bound in Theorem 4.3.2.4 is equal to the lower bound when r = 1,
so in this case we have an exact result for the minimum distance. The upper bound
is strictly greater than the lower bound when r > 1.
We now give two examples to show that it is possible to attain the upper bound in
Theorem 4.3.2.4 as well as intermediate values for the minimum distance when r > 1.
Example 4.3.2.5. Let q = 9 and let γ be a generator for F∗q. Let
B = {(0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0), (0 : 1 : 1), (0 : γ : 1), (1 : 0 : 1), (γ : 0 : 1)}.
Then s = r = 2 and c = 3. Note that q, c, s and r satisfy the hypotheses of
Theorem 4.3.2.4 and so we have n = 64, k = 8 and 36 ≤ d ≤ 38. A Magma [3]
computation yields d = 38. The guaranteed minimum distance from the Varshamov-
Gilbert Bound (Proposition 3.1.6) is 42.
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Example 4.3.2.6. Let q = 8 and let γ be a generator for F∗q. Let B =
{(0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0)} ∪ {(0 : 1 : 1), (0 : γ : 1), (0 : γ2 : 1)}∪
{(1 : 0 : 1), (γ : 0 : 1), (γ2 : 0 : 1)}. Then s = r = 3 and c = 3. Note that q, c,
s and r satisfy the hypotheses of Theorem 4.3.2.4 and so we have n = 49, k = 12
and 20 ≤ d ≤ 27. A Magma [3] computation yields d = 22. It is interesting to
note that the best known minimum distance of a code with the same q, length and
dimension is 27 [9]. The guaranteed minimum distance from the Varshamov-Gilbert
Bound (Proposition 3.1.6) is 25.
The next lemma will be used to obtain an upper bound on the minimum distance
when the points of B satisfy certain criteria. This upper bound is equal to the lower
bound on d from Theorem 4.3.2.4, as we will see in the proof of Theorem 4.3.2.8.
Lemma 4.3.2.7. Let [D] = [(s + 2)L − E1 − · · · − Eb], P be the standard set,
c = 3 and q − 1 ≥ s ≥ r ≥ 1. Let pi be a point of S ∩ B and let pj be a point of
R ∩ B. Let p′ ∈ P be the point of intersection of the vertical line through pi and the
horizontal line through pj. Suppose that the points of B are arranged so that all r− 1
of the lines joining p′ with the points of (R ∩ B) \ {pj} pass through distinct points
of (S ∩ B) \ {pi} (see Figure 4.3.2.1). Then there exists a function f ∈ F ([D]) such
that |Z(f) ∩ P| = (s+ 2)(q − 1)− 2s.
Figure 4.3.2.1: Meeting the conditions of Lemma 4.3.2.7 for q = 5
y = 0
z = 0
x = 0
◦ ◦ ◦ ◦ • ◦
◦
◦
•
•
◦
•
•
•
•
pi
pj •p
′
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Proof. Let two of the factors of f correspond to the vertical line through pi and the
horizontal line through pj. Let a third factor of f correspond to the line through
(0 : 0 : 1) and p′. These three factors give 3(q − 1)− 2 distinct zeros of |Z(f) ∩ P|.
Let r−1 of the factors of f correspond to the lines joining the points of (R∩B)\{pj}
with p′. Each of these factors has (q−2) zeros in P and intersects the previous factors
in exactly one point: p′. Hence these r − 1 factors yield (r − 1)(q − 2)− (r − 1) new
zeros.
Let the remaining s − r factors of f correspond to lines joining p′ with points of
S ∩ B not already covered by the lines through p′ and the points of R ∩ B. These
factors yield (s− r)(q − 2)− (s− r) new zeros.
Adding these three quantities of zeros together, we have that
|Z(f) ∩ P| = (s+ 2)(q − 1)− 2s.
Theorem 4.3.2.8 states that when the points of B satisfy the conditions of
Lemma 4.3.2.7, the lower bound of Theorem 4.3.2.4 is sharp. Thus we see also for
c = 3 that the arrangement of the points on Z(xy) affects the minimum distance d
and that our lower bound cannot be improved without additional restrictions on the
distribution of the points of B.
Theorem 4.3.2.8. Let [D] = [(s + 2)L − E1 − · · · − Eb], P be the standard set,
c = 3, s ≥ r ≥ 1 and q − 1 ≥ 2s. Suppose the points of B are arranged to meet the
conditions in Lemma 4.3.2.7. Suppose further that q− 2(s+ 2) + b > s(r+ 1)− (r−1
2
)
and q ≥ s+ 4. Then Ch(B,P , [D]) (with h = zm) is a
[
(q − 1)2,
(
s+ 4
2
)
− b, (q − 1)2 − (s+ 2)(q − 1) + 2s
]
code.
63
Proof. The lower bound on d in Theorem 4.3.2.4 is now exact since Lemma 4.3.2.7
demonstrates the existence of a function with (s+ 2)(q − 1) + 2s zeros in P .
We conclude with a proposition which gives an upper bound on the minimum
distance for the divisor class [D] = [bL − E1 − · · · − Eb] when c = 3. (Note that
m = b = s+ r+ 3 instead of m = s+ 2.) We use this bound to show that some of our
examples in the next section have the best minimum distance possible. Table A.4 in
Appendix A shows the parameters for a family of codes Ch(B,P , [D]) with B ⊂ Z(xy),
P the standard set, [D] = [bL− E1 − · · · − Eb] and c = 3.
Proposition 4.3.2.9. Let [D] = [bL − E1 − · · · − Eb], P be the standard set,
c = 3 and s ≥ r ≥ 1. Let q be such that q − 1 ≥ s + 2, and let γ be a genera-
tor of the multiplicative group F∗q. Let B = {(0 : 0 : 1), (0 : 1 : 0), (0 : 0 : 1)}∪
{(0 : γ0 : 1), ..., (0 : γs−1 : 1)} ∪ {(γ0 : 0 : 1), ..., (γr−1 : 0 : 1)}. Then the minimum
distance of Ch(B,P , [D]) satisfies d ≤ (q − 1)2 − b(q − 1) + (s+ 2)(r + 1).
Proof. It suffices to show that there exists a function f ∈ F ([D]) with
b(q−1)−(s+2)(r+1) zeros in P . Let s+2 of the factors of f be (x−γ0z),...,(x−γs+1z).
Let r of the factors of f be (y − γ0z),...,(y − γr−1z). Let x− y be the final factor of
f . Note that f has (s+ 2) + r + 1 = b factors.
Now each of the factors of f has q− 1 zeros. The s+ 2 vertical lines have (s+ 2)r
zeros in common with the r horizontal lines and s+ 2 zeros in common with the line
defined by x− y = 0. Since all of the common zeros are accounted for, we know that
f has b(q − 1)− (s+ 2)r − (s+ 2) = b(q − 1)− (s+ 2)(r + 1) zeros. Finally, since f
vanishes at all the points of B, we have f ∈ F ([D]).
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4.3.3 Comparison of Two-Line Codes with c = 0 and c = 3
We are now ready to make some comparison between the parameters of two-line codes
with c = 0 and two-line codes with c = 3. We will see that the range for the minimum
distance in Theorem 4.3.1.4 almost always includes the range in Theorem 4.3.2.4 when
the dimensions of the codes are the same, so we cannot tell from these theorems which
type of code has better parameters in general. When Theorems 4.3.1.8 and 4.3.2.8
can be applied, we will see that the minimum distance is better when c = 3. We
conclude with an example where it is advantageous to choose c = 0.
If we apply Theorem 4.3.2.4 to the divisor class [D] = [(s+2)L−E1−· · ·−Eb] with
c = 3, we obtain a code C with dimension
(
s+4
2
)−b and minimum distance d satisfying
both d ≥ (q−1)2−(s+2)(q−1)+2s and d ≤ (q−1)2−(s+2)(q−1)+s(r+1)−(r−1
2
)
.
Applying Theorem 4.3.1.4 to the divisor class [D′] = [s′L − E1 − · · · − Eb′ ] with
c = 0, s′ = s + 2 and r′ = r + 1, we obtain a code C ′ with dimension
(
s+4
2
) − b and
minimum distance d′ satisfying both d′ ≥ (q − 1)2 − (s + 2)(q − 1) + (s + 2) and
d′ ≤ (q − 1)2 − (s+ 2)(q − 1) + (s+ 2)(r + 1)− (r+1
2
)
.
The dimension of C ′ is the same as that of C. The lower bound on d′ is less than
or equal to the lower bound on d for s ≥ 2. One can show that the upper bound on
d′ is exactly 3 greater than the upper bound on d (for r ≥ 1). Hence the range for d′
given by Theorem 4.3.1.4 includes the range for d given by Theorem 4.3.2.4 whenever
s ≥ 2.
Let B and B′ satisfy the conditions of Theorem 4.3.2.8 and 4.3.1.8, respectively.
Then the lower bounds on the minimum distance from Theorems 4.3.2.4 and 4.3.1.4
are sharp, so in this case it is advantageous to choose c = 3 for s > 2.
We conclude with an example which demonstrates two codes, C and C ′, with
c = 3 and c = 0, respectively, such that s > 2 but the parameters of C ′ are better
than those of C.
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Example 4.3.3.1. Let q = 7 and let γ be a generator of the multiplicative group F∗7.
We first construct a code with c = 3. Let
B = {(0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0), (0 : 1 : 1), (1 : 0 : 1)}
and [D] = [3L − E1 − · · · − E5]. A Magma [3] computation shows that C :=
Ch(B,P , [D]) is a [36, 5, 20] code. To construct a comparable code with c = 0, we let
B′ = {(0 : 1 : 1), (0 : γ3 : 1), (0 : γ4 : 1), (1 : 0 : 1)}, (γ : 0 : 1)}
and [D′] = [3L−E1 − · · · −E5]. A Magma [3] computation shows that the resulting
code C ′ := Ch(B′,P , [D′]) has parameters [36, 5, 22].
For further examples where choosing c = 0 appears to be advantageous, we refer
the reader to Tables A.2 and A.3.
4.4 Comparison of One-Line and Two-Line Codes
The purpose of this section is to investigate whether it is advantageous to have
B ⊂ Z(xy) instead of just B ⊂ Z(x). It turns out that for the families of codes
for which we have exact results, the one-line codes have better parameters. However,
by looking at some other examples of two-line codes, we see that there are situations
in which two-line codes have better parameters.
If we apply Theorem 4.2.5 to the divisor class [D] = [bL − E1 − · · · − Eb] with
c = 2, we obtain a one-line code C with dimension
(
b+2
2
) − b and minimum distance
(q − 1)2 − b(q − 1) + 2(b − 2). Applying Theorem 4.3.2.8 to the divisor class [D′] =
[(s + 2)L − E1 − · · · − Eb′ ] with c = 3, we obtain a two-line code C ′ with minimum
distance (q− 1)2− (s+ 2)(q− 1) + 2s and dimension (s+4
2
)− b′, where b′ = s+ r+ 3.
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To compare the two codes, choose s so that s = b − 2. Then C ′ has minimum
distance (q− 1)2− b(q− 1) + 2(b− 2) and dimension (b+2
2
)− b− r− 1. Note that the
minimum distance of C is the same as that of C ′ and the dimension of C is greater
than that of C ′. Hence C, the one-line code, has better parameters.
We now give two examples of pairs of codes for which the two-line code has better
parameters.
Example 4.4.1. Let q = 7 and let γ be a generator of the multiplicative group F∗7.
First, we construct our one-line code Ch(B,P , [D]). Let
B = {(0 : 0 : 1), (0 : 1 : 0), (0 : 1 : 1), (0 : γ : 1), (0 : γ2 : 1), (0 : γ3 : 1)}
and [D] = [6L−E1 − · · · −E6]. A Magma [3] computation shows that Ch(B,P , [D])
is a [36, 22, 6] code. To construct a comparable two-line code, we let
B′ = {(0 : 0 : 1), (0 : 1 : 0), (0 : 0 : 1), (0 : 1 : 1), (0 : γ : 1), (1 : 0 : 1)}.
Note that |S ∩B| = 2 and |R∩B| = 1 in this case. Let [D′] = [6L−E1−· · ·−E6]. A
Magma [3] computation shows that the resulting code C ′(B′,P , [D′]) has parameters
[36, 22, 8]. It is interesting to note that 8 is precisely the guaranteed minimum distance
from the Varshamov-Gilbert Bound (Proposition 3.1.6).
Example 4.4.2. Let q = 8 and let γ be a generator of the multiplicative group F∗8.
Again, we first construct our one-line code C. Let
B = {(0 : 0 : 1), (0 : 1 : 0), (0 : 1 : 1), (0 : γ : 1), (0 : γ2 : 1), (0 : γ3 : 1)}
and [D] = [6L − E1 − · · · − E6]. A Magma [3] computation shows that C :=
Ch(B,P , [D]) is a [49, 22, 14] code.
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Now let B′ = {(0 : 0 : 1), (0 : 1 : 0), (0 : 0 : 1), (0 : 1 : 1), (0 : γ : 1), (1 : 0 : 1)} and
[D′] = [6L−E1− · · · −E6]. A Magma [3] computation shows that the resulting code
C ′ := Ch(B′,P , [D′]) has parameters [49, 22, 15]. In this case, 16 is the guaranteed
minimum distance from the Varshamov-Gilbert Bound (Proposition 3.1.6).
In both examples we saw that the two-line code had better parameters than the
one-line code. One might wonder why we didn’t consider larger values of q or b. The
reason is that the minimum distance takes an increasingly long time to compute.
In both examples, the value of q for the one-line code was too small to apply
our main Theorem (4.2.5) from Section 4.2. It is interesting to note that in both
examples the minimum distance of the two-line code attained the upper bound given
in Proposition 4.3.2.9. More work needs to be done to determine if and when there
exist entire families of two-line codes with better parameters than one-line codes.
Remark. This section is similar, at least in spirit, to the work of Gretchen Matthews
in [23]. Matthews compares one-point and two-point AG codes on Hermitian curves.
She shows that some two-point codes on the curve yq + y = xq+1 over Fq2 have better
parameters than any one-point code of the same dimension on the same curve.
4.5 Induced Bound
In this section we consider an effective divisor class [D] which is a sum [D] =
∑`
k=1[Dk]
of effective divisor classes [Dk]. Let d denote the minimum distance of C
h(B,P , [D])
and let dk denote the minimum distance of C
hk(B,P , [Dk]) for k = 1, ..., `. When
B ⊂ Z(x), we obtain a bound for d in terms of d1, ..., d` (see Theorem 4.5.4). In this
way, we obtain improvements on the lower bound in Theorem 4.1.9 for divisor classes
other than those already studied. We begin with some notation and a lemma.
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Let B = {p1, ..., pb} ⊂ Z(x). Let S := Z(x) \ {(0 : 1 : 0), (0 : 0 : 1)} and
s = |S ∩ B|. Let c be the number of coordinate vertices of P2 in B. So b = s+ c.
Our first lemma will help us to show that any nonzero polynomial f ∈ F ([D])
which maximizes |Z(f) ∩ P| is a product of linear polynomials (Corollary 4.5.2).
Although the lemma can also easily be applied to obtain an upper bound on the
minimum distance, we do not state this result explicitly here. Instead we apply its
corollary to obtain a lower bound on the minimum distance (Theorem 4.5.4).
Notation. In the proof of Lemma 4.5.1 and the results that follow, we will use the
notation
m˜i =

mi − 1 if pi ∈ B ∩ S and
mi if pi ∈ B \ S.
Lemma 4.5.1. Let B ⊂ Z(x) and let P be the standard set. Let [D] =
[mL − m1E1 − · · · − mbEb] with m ≥
∑b
i=1mi and mi ≥ 1 for each i = 1, ..., b.
Let s = |S ∩ B|. Suppose q satisfies the following two conditions:
(i) q − 1 ≥ s+m−∑bi=1mi
(ii) q − 1 ≥ mi for i = 1, ..., b
Then there exists a function f ∈ F ([D]), which is a product of linear polynomials,
and satisfies
|Z(f) ∩ P| ≥ m(q − 1)−
(m+ 1)( b∑
i=1
m˜i
)
− 1
2
(
b∑
i=1
m˜i
)2
− 1
2
(
b∑
i=1
m˜i
2
) .
Proof. We define our nonzero function f ∈ F ([D]) as follows. Let s of the factors
of f be those corresponding to the vertical lines through the points of S ∩ B. Let
m −∑bi=1mi of the factors correspond to vertical lines through distinct points of
S \ B. This is possible provided that q satisfies (i). These s + m −∑bi=1mi factors
yield (s+m−∑bi=1mi)(q − 1) zeros in P .
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For each point pi ∈ B \ S, choose mi distinct, nonvertical, nonhorizontal lines
through pi. For each point pi ∈ B ∩ S, choose mi − 1 distinct nonvertical, nonhor-
izontal lines through pi. These choices are possible if q satisfies (ii). Then we have∑b
i=1mi−s nonvertical lines with at least q−2 zeros each. The maximum number of
intersection points of the nonvertical lines with the s+m−∑bi=1mi vertical lines is
(s+m−∑bi=1mi)(∑bi=1mi− s). The maximum number of intersection points of the
nonvertical lines with each other in P is
(∑b
i=1mi − s
2
)
−
b∑
i=1
(
m˜i
2
)
.
We subtract off
b∑
i=1
(
m˜i
2
)
because distinct lines through a point of B cannot
intersect in P . The total number of new zeros on the nonvertical lines is at least
(
b∑
i=1
mi − s
)
(q−2)−
(
s+m−
b∑
i=1
mi
)(
b∑
i=1
mi − s
)
−
(∑b
i=1mi − s
2
)
+
b∑
i=1
(
m˜i
2
)
.
Adding to this the number of zeros on the vertical lines and then doing some simpli-
fication, we see that
|Z(f) ∩ P| ≥ m(q − 1)−
(m+ 1)( b∑
i=1
m˜i
)
− 1
2
(
b∑
i=1
m˜i
)2
− 1
2
(
b∑
i=1
m˜i
2
) .
Notation. For future reference we define
g([D]) := (m+ 1)
(
b∑
i=1
m˜i
)
− 1
2
(
b∑
i=1
m˜i
)2
− 1
2
(
b∑
i=1
m˜i
2
)
,
where B = {p1, ..., pb} and [D] = [mL−m1E1 − · · · −mbEb].
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Corollary 4.5.2. Let B ⊂ Z(x) and let P be the standard set. Let [D] =
[mL − m1E1 − · · · − mbEb] with m ≥
∑b
i=1mi and mi ≥ 1 for i = 1, ..., b. Sup-
pose q satisfies conditions (i) and (ii) of Lemma 4.5.1 and in addition:
(iii) q − 2m+∑bi=1mi > g([D]).
Then a function f ∈ F ([D]) maximizing |Z(f) ∩ P| is a product of distinct linear
polynomials, none of which is equal to x, y or z.
Proof. Since m(q − 1)− (q − 2m+∑bi=1mi) < m(q − 1)− (g([D])), by Lemma 4.1.7
and Lemma 4.5.1, we know that a function f ∈ F ([D]) maximizing |Z(f) ∩ P|
must be a product of linear polynomials. Moreover, if a function g ∈ F ([D]) is
a product of linear polynomials and has x, y or z as a factor, then |Z(g) ∩ P| ≤
m(q−1)−(q−1). Similarly, if a function g ∈ F ([D]) is a product of linear polynomials
and has a repeated factor, then by the proof of Lemma 4.1.7, we have |Z(g) ∩ P| ≤
m(q − 1)− (q − 1). Since m ≥∑bi=1mi, in either case we have
q − 1 ≥ q −m ≥ q −m−
(
m−
b∑
i=1
mi
)
= q − 2m+
b∑
i=1
mi > g([D]).
Hence, such polynomials g have fewer zeros than a polynomial of the form described
in Lemma 4.5.1.
The next lemma is the most significant in this section. It will help us relate d to
d1,...,d` (Theorem 4.5.4). The thrust of the proof is in the claim that if 0 6= f ∈ F ([D])
maximizes |Z(f) ∩ P|, then f can be written as a product f = ∏`k=1 gk such that
gk ∈ F ([Dk]) for k = 1, ..., `. This claim does not always hold in the case where
B ⊂ Z(xy) (see Example 4.5.6), so the proof of Lemma 4.5.3 does not easily generalize.
Lemma 4.5.3. Let B ⊂ Z(x) and let P be the standard set. Let [D] =
[mL −m1E1 − · · · −mbEb] with m ≥
∑b
i=1mi and mi ≥ 1 for each i = 1, ..., b. Let
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{[Dk]}`k=1 be numerically effective divisor classes, i.e., [Dk] =
[m(k)L−m(k)1 E1−· · ·−m(k)b Eb] with m(k) ≥
∑b
i=1m
(k)
i and m
(k),m
(k)
1 , ...,m
(k)
b ≥ 0 for
k = 1, ..., `. Suppose [D] =
∑`
k=1[Dk]. Suppose q satisfies (i) and (ii) of Lemma 4.5.1
and condition (iii) of Corollary 4.5.2. Then
max{|Z(f) ∩ P| : f ∈ F ([D])} ≤
∑`
k=1
max{|Z(fk) ∩ P| : fk ∈ F ([Dk])}.
Proof. First, we prove a claim.
Claim: Let [D], [D1], ..., [D`] be as above. Let f ∈ F ([D1 + · · ·+D`]) be a product
of distinct linear polynomials, none of which is equal to x, y or z. Then we can write
f as a product f =
∏`
k=1 gk such that gk ∈ F ([Dk]) for k = 1, ..., `.
We induct on ` to prove the claim. If ` = 1 we obtain the result by setting g1 = f .
Now let f ∈ F ([D1 + · · ·+D`]) be a product of distinct linear polynomials, none of
which is equal to x, y or z. The zero set of a linear factor of f contains either no
points of B or exactly one point of B.
Since f has a zero of multiplicity at least mi at each point pi ∈ B, we can find
(disjoint) sets Fp1 , ...,Fpb of linear factors of f such that |Fpi | = mpi for each
i = 1, ..., b and such that g(pi) = 0 for all g ∈ Fpi . Let F denote the set of lin-
ear factors of f which are not in any of the sets Fpi . Note that the choice of the Fpi
is not unique since there may be elements g of F which satisfy g(pi) = 0 for some
i = 1, ..., b.
Choose subsets Gp1 ⊂ Fp1 , Gp2 ⊂ Fp2 , ..., and Gpb ⊂ Fpb such that |Gpi | = m(`)i for
i = 1, ..., b. Choose a subset G ⊂ F of size m(`)−∑bi=1m(`)i . Let g` denote the product
of all the factors in Gp1 , ...,Gpb together with the factors in G . Then g` ∈ F ([D`]).
Also, h = f/g` ∈ F ([D1 + · · ·+D`−1]) is a product of distinct linear polynomials,
none of which is x, y or z. By the induction hypothesis, we can write h as a product
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h =
∏`−1
k=1 gk such that gk ∈ F ([Dk]) for k = 1, ..., ` − 1. Since f =
∏`
k=1 gk, this
completes the proof of the claim.
Now let f ′ ∈ F ([D]) be such that |Z(f) ∩ P| is maximized. By Corollary 4.5.2,
f ′ is a product of distinct linear polynomials, none of which is x, y or z. By the
claim, we can write f ′ =
∏`
k=1 gk such that gk ∈ F ([Dk]) for k = 1, ..., `. Then
|Z(f ′) ∩ P| = |Z(∏`k=1 gk) ∩ P| ≤ ∑`k=1 |Z(gk) ∩ P| since the gk’s may have some
zeros in common. Since
∑`
k=1 |Z(gk) ∩ P| ≤
∑`
k=1 max{|Z(fk) ∩ P| : fk ∈ F ([Dk])},
this proves the result.
We can now state our main theorem and obtain a bound on d in terms of d1,...,d`.
This result is analogous to Theorem 1.2 in the paper by Little and Schenck [21] in the
sense that we use the decomposition of a divisor class [D] into a sum of other divisor
classes to induce a bound on d.
Theorem 4.5.4. Let B ⊂ Z(x) and let P be the standard set. Let [D] =
[mL −m1E1 − · · · −mbEb] with m ≥
∑b
i=1mi and mi ≥ 1 for each i = 1, ..., b. Let
{[Dk]}`k=1 be such that [Dk] = [m(k)L−m(k)1 E1− · · ·−m(k)b Eb] with m(k) ≥
∑b
i=1m
(k)
i
and m(k),m
(k)
1 , ...,m
(k)
b ≥ 0 for k = 1, ..., `. Let dk denote the minimum distance
of Chk(B,P , [Dk]), where hk = zm(k), for k = 1, ..., `. Suppose [D] =
∑`
k=1[Dk].
Suppose q satisfies conditions (i) and (ii) of Lemma 4.5.1 and condition (iii) of
Corollary 4.5.2. Suppose further that q ≥ m + 2. Then Ch(B,P , [D]) (with h = zm)
is a
[
(q − 1)2,
(
m+ 2
2
)
−
b∑
i=1
(
mi + 1
2
)
, d
]
code, where
d ≥
∑`
k=1
dk − (`− 1)(q − 1)2. (4.11)
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Proof. Note that the class [D] is numerically effective by Section 2.3 since m ≥∑b
i=1mi and mi ≥ 1 for each i = 1, ..., b. Thus the dimension of Ch(B,P , [D]) is(
m+ 2
2
)
−
b∑
i=1
(
mi + 1
2
)
by Proposition 4.1.8. To see the inequality regarding d,
note that d is equal to
(q − 1)2 −max{|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0}
≥ (q − 1)2 −
∑`
k=1
max{|Z(fk) ∩ P| : fk ∈ F ([Dk]) , fk 6≡ 0}
=
∑`
k=1
(
(q − 1)2 −max{|Z(fk) ∩ P| : fk ∈ F ([Dk]) , fk 6≡ 0}
)− (`− 1)(q − 1)2
=
∑`
k=1
dk − (`− 1)(q − 1)2.
We can use Theorems 4.1.9, 4.2.5, and 4.5.4 in combination to obtain an induced
bound on d, where [D] is a divisor class not studied in Section 4.2 or Section 4.3. The
next example demonstrates how to combine these theorems.
Example 4.5.5. Suppose B = {p1, p2, p3} ⊂ Z(x), where p2 and p3 are coordinate
vertices. Let [D] = [5L−E1−2E2−E3], [D1] = [3L−E1−E2−E3] and [D2] = [2L−
0E1−E2−0E3]. Note that [D] = [D1]+[D2]. Let q = 19. By checking the hypotheses,
one sees that q = 19 is sufficiently large so that the hypotheses of Theorems 4.1.9,
4.2.5 and 4.5.4 are satisfied for D2, D1 and D, respectively. By Theorem 4.1.9, we have
d2 ≥ 182−2 ·18 = 288. By Theorem 4.2.5, we know d1 = 182−3 ·18+2(3−2) = 272.
Finally, by Theorem 4.5.4, we have d ≥ d1 +d2−182 ≥ 236. Note that if we had used
Theorem 4.1.9 directly to compute d, we would have obtained d ≥ 182− 5 · 18 = 234.
The following example shows that the claim in the proof of Lemma 4.5.3 does not
always hold in the case where B ⊂ Z(xy) and B * Z(x). However, the conclusion of
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Lemma 4.5.3 still holds with the decomposition in this example. Therefore, it may
be possible to prove an analogous result to Lemma 4.5.3 for the case B ⊂ Z(xy) but
this will require further work.
Example 4.5.6. Let q ≥ 4 and let γ be a generator of F∗q. (We choose q ≥ 4 so
that 1, γ and γ−1 are all distinct.) Let B = {p1, p2, p3, p4}, where p1 = (0 : 1 : 1),
p2 = (1 : 0 : 1), p3 = (γ : 0 : 1) and p4 = (0 : γ : 1). Let [D] = [2L−E1−E2−E3−E4].
Let [D1] = [L−E1− 0E2−E3− 0E4] and let [D2] = [L− 0E1−E2− 0E3−E4]. Note
that [D], [D1] and [D2] satisfy the conditions of Lemma 4.5.3.
There exists a line L12 through p1 and p2 which is defined by x + y − z = 0.
There exists a line L34 through p3 and p4 which is defined by x + y − γz = 0. The
polynomial f ′ = (x + y − z)(x + y − γz) is in F ([D]) but f ′ cannot be factored so
that f ′ = g1 · g2 with g1 ∈ F ([D1]) and g2 ∈ F ([D2]). This shows that the claim in
the proof of Lemma 4.5.3 does not hold in this case.
However, one can show that, for sufficiently large q, a polynomial in F ([D]) which
maximizes |Z(f) ∩ P| must be a product of two lines, each of which passes through
two points of B. Hence 2(q − 2) is the maximum number of zeros in P of a function
in F ([D]), i.e., max{|Z(f) ∩ P| : f ∈ F ([D])} = 2(q − 2). Furthermore, since
polynomials in F ([D1]) and F ([D2]) have degree one and do not pass through any
coordinate vertices of P2, we have max{|Z(f) ∩ P| : f1 ∈ F ([D1])} = q − 2 and
max{|Z(f) ∩ P| : f2 ∈ F ([D2])} = q − 2. Hence
max{|Z(f) ∩ P| : f ∈ F ([D])} =
2∑
k=1
max{|Z(f) ∩ P| : fk ∈ F ([Dk])},
which satisfies the conclusion of Lemma 4.5.3.
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4.6 An Asymptotically Good Family of Codes
(with q Increasing)
Let B ⊂ Z(x) and P be the standard set. Let q be a power of 2 such that q ≥
max{4, 2b}. Let [D] = [1
2
qL−E1 − · · · −Eb], i.e., m = 12q and mi = 1 for i = 1, ..., b.
Note that [D] is numerically effective since 1
2
q ≥ b (see Section 2.3 or Proposition I.5.2
of [12]). Also, note that q ≥ 1
2
q+ 2 = m+ 2 and q ≥ q− b = 2m−∑bi=1mi. Thus by
Theorem 4.1.9, the dimension of Ch(B,P , [D]) is k = ( 12 q+2
2
) − b and the minimum
distance is at least (q − 1)2 − 1
2
q(q − 1). We let our family of codes be indexed by
` = 2, 3, 4, ..., where q = 2`. This family has rate k/n = (1
8
q2 + 3
4
q + 1− b)/(q − 1)2,
which approaches 1
8
as ` → ∞. Similarly, the relative minimum distance d/n is at
least ((q − 1)2 − 1
2
q(q − 1))/(q − 1)2, which approaches 1
2
as `→∞.
Hence, we have found an infinite family of codes for which both the rate and
relative minimum distance are bounded away from zero as n = (q − 1)2 approaches
infinity. The problem is that q must increase in order to obtain larger codes, and this
increases the complexity of encoding.
It may be possible to employ the concatenated code construction (see Definition
3.1.9 and the subsequent theorem) to obtain an infinite family of codes with q fixed,
using our codes as the outer codes and a family of binary codes as the inner codes.
The family of inner codes would need to have dimension ` (where q = 2` as described
above). They would also need to have sufficiently large minimum distance d′ relative
to their length n′ so that d · d′/(n · n′)→  > 0 as `→∞. Such a result is still being
investigated.
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Chapter 5
Codes on PrB
Our goal is to generalize the construction in Chapter 4 to Pr, where r is the dimension
of the projective space in which we are working. That is, we blow up a set of points
B ⊂ Pr(Fq) and try to find bounds and exact results on the parameters of the AG code
C(PrB,P , D). In order to compute the dimension of these codes, we restrict ourselves
to the case where the points of B lie on two intersecting lines in a hyperplane of
Pr. The resulting surfaces PrB are anticanonical, but we will not use this fact when
obtaining results on the parameters k and d since no analog of the results of [12], [14]
or [15] is known for higher dimensions. We will need to change our set of evaluation
points (see Definition 5.1.5) so that we can obtain a result analogous to Lemma 4.1.7,
which will lead to a lower bound on the minimum distance.
Definition 5.0.1. Let x0, ..., xr be projective coordinates on Pr. Define T2 := Z(x2)
and Tr := Z(x0x1) ∩ (
⋂r
i=3 Z(xi)) for r ≥ 3.
We will assume that B ⊂ Tr, so the points of B lie on two (or fewer) lines in the
hyperplane defined by xr = 0. Let P be a set of points in Pr(Fq) such that B∩P = ∅.
Later we will work with a specific P (see Definition 5.1.5). Let D be an effective
divisor such that suppD ∩ P = ∅. Then the algebraic geometric code C(PrB,P , D)
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associated to PrB, P and D is the image of the evaluation map evP : L(D) → Fnq ,
where n = |P|. For brevity, we write C(B,P , D) for C(PrB,P , D).
We begin this chapter with results which parallel those at the beginning of Chap-
ter 4, in order to show that the parameters of a code on PrB do not depend on the
divisor but only on the divisor class.
5.1 First Results
In this section, we show that the parameters of C(B,P , D) depend only on the divisor
class [D] of D and not on the specific divisor D.
Let H ⊂ PrB be the total transform of a general hyperplane on Pr. Let E1, ..., Eb
be the blow-ups of p1, ..., pb ∈ B, respectively. Since [H], [E1], ..., [Eb] form a basis
for Pic(PrB), we can uniquely express the class [D] of a divisor D on P2B by [D] =
[mL −m1E1 − · · · −mbEb], for some m,m1, ...,mb ∈ Z (see Section 2.3 for details).
As in the previous chapter, we work with the case where m,m1, ...,mb ≥ 0.
Notation. Let R = Fq [x0, ..., xr]. Let Rm denote the vector space spanned by the set
of homogeneous polynomials in R of degree m. For f ∈ Rm, let Z(f) denote the set
of zeros of f in Pr(Fq). If fh is a rational function, i.e., if both f and h are elements
of Rm, then let Z(
f
h
) = Z(f) ∩Dom(f
h
), where Dom(f
h
) is the domain of f
h
.
Definition 5.1.1. Let 0 6= f ∈ Rm and let p ∈ Pr(Fq). Let h be the image of
the function f under the linear change of coordinates which takes p to the point
(0 : · · · : 0 : 1). We say f has a zero of multiplicity at least t at the point p if
h(x0, x1, ..., xr−1, 1) has no terms of degree less than t.
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Definition 5.1.2. Let [D] = [mH − m1E1 − · · · − mbEb] be effective with
m,m1, ...,mb ≥ 0. Define
F ([D]) = {f ∈ Rm : f has a zero of multiplicity at least mi at each pi ∈ B}.
For any h ∈ Rm with Z(h) ∩ P = ∅, define
Lh([D]) =
{
f
h
: f ∈ F ([D])
}
.
Let evhP : L
h([D]) → Fnq be the evaluation map on Lh([D]), where n = |P|. Define
the corresponding code to be Ch(B,P , [D]) = evhP(Lh([D])).
The next proposition and corollary show that the choice of denominator for the
rational functions does not affect the resulting code parameters.
Proposition 5.1.3. Let [D] = [mH − m1E1 − · · · − mbEb] be effective with
m,m1, ...,mb ≥ 0. The parameters [n, k, d] of Cg(B,P , [D]) and Ch(B,P , [D]) are
the same for any g, h ∈ Rm satisfying Z(g) ∩ P = Z(h) ∩ P = ∅.
Proof. The length of each code is |P|. The proof that the two codes have the same
dimension and minimum distance is the same as that of Proposition 4.1.4.
Corollary 5.1.4. Let D be an effective divisor such that suppD ∩ P = ∅ and [D] =
[mH − m1E1 − · · · − mbEb] with m,m1, ...,mb ≥ 0. The parameters of the code
C(B,P , D) are the same as those of Ch(B,P , [D]) for any h ∈ Rm with Z(h)∩P = ∅.
Proof. The proof is the same as that of Corollary 4.1.5 except that we apply Propo-
sition 5.1.3 in place of Proposition 4.1.4.
Remark. By Corollary 5.1.4, the parameters of C(B,P , D) depend only upon B, P
and [D]. As in Chapter 4, constructing Ch(B,P , [D]) is simpler than constructing
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C(B,P , D) because we can find the functions in F ([D]) by checking multiplicities at
prescribed zeros. Finding the functions in L(D) requires knowledge of the specific
divisor D ∈ PrB. Thus, for the remainder of this chapter, we will study codes of the
form Ch(B,P , [D]).
We now fix the set of evaluation points P in order to obtain more precise results
on the dimension and minimum distance.
Definition 5.1.5. For any r ≥ 1, we define the regular set of evaluation points, or
simply, the regular set, as follows:
P = {(a0 : · · · : ar) ∈ Pr(Fq) : ar 6= 0}.
Remark. Note that |P| = qr if P is the regular set. If h = xmr with m ≥ 0, then
Z(h) ∩ P = ∅. Also, since B ⊂ Tr ⊂ Z(xr) for r ≥ 2, we have B ∩ P = ∅.
Table A.5 in Appendix A gives the parameters for a family of codes on P3B with
B ⊂ Z(x0x1)∩Z(x3), P the regular set, [D] = [bH −E1− · · · −Eb] and c = 2, where
c is the number of coordinate vertices of P3 in B.
5.2 Bounds on k and d
Our first result is analogous to that in the paper by Serre [31] and will lead to a lower
bound on the minimum distance. The difference between this result and that of Serre
is that we bound the number of zeros of a polynomial f ∈ Rm in the regular set P
instead of in the entire space Pr(Fq).
Lemma 5.2.1. Let r ≥ 1, let P be the regular set and let 0 6= f ∈ Rm. If q ≥ m,
then |Z(f) ∩ P| ≤ mqr−1.
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Proof. Let S = Z(f) ∩ P and let N = |S|. We prove the result by induction on r. If
r = 1, we know |Z(f) ∩ P| ≤ m. So we may assume r ≥ 2.
Let ni = |Pi(Fq)| = qi + qi−1 + · · ·+ 1 for i = 0, ..., r. Let g1, ..., gδ be the distinct
linear factors of f over Fq and let G1, ..., Gδ be the hyperplanes of Pr(Fq) defined by
the gi. Let G be the point set given by the union of the Gi. We have two cases.
Case 1: S ⊂ G
In this case, each Gi has nr−1 points in Pr(Fq), and at least nr−2 of these points
lie on the hyperplane xr = 0. Hence |Gi ∩ P| ≤ nr−1 − nr−2 = qr−1 for i = 1, ..., δ.
Thus,
N ≤ δqr−1 ≤ mqr−1
since the degree of f is m.
Case 2: S * G
Let P ∈ S \G. If H is a hyperplane of Pr(Fq) passing through P , the restriction
of f to H is not identically zero, by the choice of P . Since deg(f |H) = m, by the
induction hypothesis, we have |S ∩H| ≤ mqr−2.
Now let A be the set of pairs (P ′, H ′) where P ′ ∈ S \ {P} and H ′ is a hyperplane
passing through P and P ′. On the one hand, there are N − 1 points P ′ ∈ S \ {P}
and exactly nr−2 hyperplanes H ′ (defined over Fq) that pass through P and P ′, so
|A| = (N − 1)nr−2. (5.1)
On the other hand, there are nr−1 hyperplanes H ′ passing through P . The number
of points in (S \ {P}) ∩H ′ is exactly one less than |S ∩H ′|. Hence
|A| ≤ nr−1(mqr−2 − 1). (5.2)
81
Combining Equations 5.1 and 5.2, we have
(N − 1)nr−2 ≤ nr−1(mqr−2 − 1). (5.3)
Substituting nr−1 = qnr−2 + 1 into (5.3) and rearranging terms, we have
Nnr−2 ≤ (qnr−2 + 1)(mqr−2 − 1) + nr−2
= mqr−1nr−2 − (qr−1 −mqr−2).
Thus, we have
N ≤ mqr−1 − (qr−1 −mqr−2)/nr−2
≤ mqr−1,
where the last line holds since q ≥ m.
We now prove some lemmas which will help us compute the dimension of the
codes for various divisor classes.
Lemma 5.2.2. Let r ≥ 2 and let B ⊂ Tr. Let D be an effective divisor such that
[D] = [mH −m1E1 − · · · −mbEb] with m,m1, ...,mb ≥ 0. Then dimL(D) ≤
(
m+r
r
)
.
Proof. The number of monomials of degree m in R is
(
m+r
r
)
. This is the dimension
of the space of functions L(D′), where [D′] = [mH]. By imposing the conditions
{f has a zero of multiplicity at least mi at each pi ∈ B},
we can only decrease the dimension.
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Lemma 5.2.3. Let r ≥ 2 and let B ⊂ Tr. Let D be an effective divisor such that
[D] = [mH − E1 − · · · − Eb] with m ≥ b. Then dimL(D) =
(
m+r
r
)− b.
Proof. We give two proofs. The first is for the algebraic geometer and the second is
for the more general reader.
Proof 1: The condition m ≥ b guarantees that none of the points of B is a base
point of the linear system of hyperplanes in Pr of degree m which pass through the
rest of the points of B. Thus the points of B impose independent conditions. Since
dimRm =
(
m+r
r
)
we subtract b from this to obtain the result.
Proof 2: We prove the result using induction on r. If r = 2, then dimL(D) =(
m+2
2
) − b by Section 2.3. So suppose r ≥ 3. Let Z be the subscheme defined
by p1 + · · · + pb (see Section 2.4). Recall that L(D) is canonically isomorphic to
I(Z)m, the vector space spanned by all homogeneous polynomials of degree m in
R = Fq [x0, ..., xr]. Let W = Z(xr). Then by Corollary 2.4.2, we have that
dim I(Z)m =
m∑
`=0
dim I(Z(`)
′
)m−`,
where Z(`)
′
is the subscheme ((1− `)+p1 + · · ·+ (1− `)+pb) ∩WB regarded as a sub-
scheme of WB = Pr−1B . Here (1− `)+ is the maximum of 1− ` and 0, so when ` = 0
we have I(Z(`)
′
)m−` = F ([mH ′ − E ′1 − · · · − E ′b]), where H ′ is the proper transform
of H restricted to WB and E ′i is the proper transform of Ei restricted to WB. When
` = 1, ...,m, we have I(Z(`)
′
)m−` = F ([mH ′ − 0E ′1 − · · · − 0E ′b]) = F ([mH ′]).
Since D|WB=Pr−1B is effective, by the induction hypothesis, we have dim I(Z
(0)′)m =
dimF ([mH ′ − E ′1 − · · · − E ′b]) =
(
m+ r − 1
r − 1
)
− b. For ` = 1, ...,m, it is clear that
dim I(Z(`)
′
)m−` = dimF ([(m− `)H ′]) =
(
m− `+ r − 1
r − 1
)
since there are no condi-
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tions imposed by p1, ..., pb. Hence we have:
m∑
`=0
dim I(Z(`)
′
)m−` =
(
m+ r − 1
r − 1
)
− b+
m∑
`=1
(
m− `+ r − 1
r − 1
)
.
Using the combinatorial equality
(
n− 1
k − 1
)
=
(
n
k
)
−
(
n− 1
k
)
for integers n and
k, and noting the telescoping series, we continue the chain of equalities:
=
(
m+ r − 1
r − 1
)
− b+
m∑
`=1
((
m− `+ r
r
)
−
(
m− `+ r − 1
r
))
=
(
m+ r − 1
r − 1
)
− b+
(
m− 1 + r
r
)
=
(
m+ r
r
)
− b.
Remark. The condition m ≥ b implies that [D] is effective. For each i = 1, ..., b, let
Hi be a hyperplane in Pr through pi that does not pass through any pj with j 6= i.
Let Hb+1, ..., Hm be hyperplanes in Pr that do not pass through any of the points of
B. Let H ′i be the proper transform in PrB of Hi for i = 1, ...,m. Then D′ =
∑m
i=1H
′
i
is clearly effective and satisfies [D′] = [mH − E1 − · · · − Eb] = [D]. Hence [D] is an
effective divisor class.
Lemma 5.2.4. Let r = 3 and B ⊂ Z(x0x1) ∩ Z(x3) = T3. Let D be a divisor on P3B
such that the restriction of [D] = [mH −m1E1− · · · −mbEb] to the proper transform
of the plane W := Z(x3) containing T3 is numerically effective. Then
dimL(D) =
m∑
`=0
((
m− `+ 2
2
)
−
b∑
i=1
(
mi − `+ 1
2
))
.
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Proof. Let Z be the subscheme defined by m1p1 + · · · + mbpb (see Section 2.4). Re-
call that L(D) is canonically isomorphic to I(Z)m, the vector space spanned by all
homogeneous polynomials of degree m in R = Fq [x0, ..., x3]. Then by Corollary 2.4.2,
we have that
dim I(Z)m =
m∑
`=0
dim I(Z(`)
′
)m−`,
where Z(`)
′
is the subscheme ((m1 − `)+p1 + · · ·+ (mb − `)+pb) ∩ WB regarded as
a subscheme of WB. (Here (mj − `)+ is the maximum of mj − ` and 0.) Thus
I(Z(`)
′
)m−` = F ([(m− `)H ′ − (m1 − `)+E ′1 − · · · − (mb − `)+E ′b]), where H ′ is the
proper transform of H restricted to WB and E ′i is the proper transform of Ei restricted
to WB.
We assumed that [D|WB ] = [mH ′ −m1E ′1 − · · · −mbE ′b] is numerically effective,
so by Section 2.3 (after possibly reordering the mi’s), we have m − m1 − m2 ≥ 0,
m ≥
∑
pi∈Z(x0)∩B
mi and m ≥
∑
pi∈Z(x1)∩B
mi. Then we have:
(i) (m− `)− (m1 − `)+ − (m2 − `)+ ≥ 0,
(ii) m− ` ≥
∑
pi∈Z(x0)∩B
(mi − `)+ and
(iii) m ≥
∑
pi∈Z(x1)∩B
(mi − `)+ for ` = 0, ...,m.
So [(m− `)H ′− (m1− `)+E ′1− · · ·− (mb− `)+E ′b] is also numerically effective. Hence
dim I(Z(`)
′
)m−` = dimF ([(m− `)H ′ − (m1 − `)+E ′1 − · · · − (mb − `)+E ′b])
=
(
m− `+ 2
2
)
−
b∑
i=0
(
mi − `+ 1
2
)
,
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where the last line holds by Section 2.3. Finally, we have
m∑
`=0
dim I(Z(`)
′
)m−` =
m∑
`=0
((
m− `+ 2
2
)
−
b∑
i=0
(
mi − `+ 1
2
))
,
where we use the convention
(
mi−`+1
2
)
= 0 whenever mi − ` < 0.
We now prove three propositions which give the dimension (or a bound on the
dimension) for codes coming from various divisor classes.
Proposition 5.2.5. Let r ≥ 2, B ⊂ Tr and P be the regular set. Let [D] =
[mL − m1E1 − · · · − mbEb] be effective with m,m1, ...,mb ≥ 0. Then for all q, the
dimension of Ch(B,P , [D]) (with h = xmr ) is less than or equal to dimL(D). In
particular, we have
k ≤
(
m+ r
r
)
.
Proof. Recall that we have the evaluation map evhP : L
h([D]) → Fnq , with k =
dim evhP(L
h([D])) and
dimLh([D]) = dim evhP(L
h([D])) + dim(ker evhP).
Hence
dim evhP(L
h([D])) ≤ dimLh([D]) = dimL(D) ≤
(
m+ r
r
)
,
where the last inequality holds by Lemma 5.2.2.
Proposition 5.2.6. Let r ≥ 2, B ⊂ Tr and P be the regular set. Let [D] =
[mH−E1−· · ·−Eb] with m ≥ b. Then for all q > m, the dimension of Ch(B,P , [D])
(with h = xmr ) is equal to dimL(D). In particular, we have
k =
(
m+ r
r
)
− b.
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Proof. The proof is similar to that of Proposition 4.1.8. Recall that we have the
evaluation map evhP : L
h([D])→ Fnq , with k = dim evhP(Lh([D])) and
dimLh([D]) = dim evhP(L
h([D])) + dim(ker evhP).
We now show that ker evhP = 0. Let
f
h
6≡ 0 be in Lh([D]). By Lemma 5.2.1, since
q > m, we have |Z(f
h
) ∩ P| = |Z(f) ∩ P| ≤ mqr−1 < qr. Thus f
h
(p) 6= 0 for some
p ∈ P and so f
h
/∈ ker evhP . Hence ker evhP = 0 and so dim evhP(Lh([D])) = dimLh([D]).
Thus,
k = dimLh([D]) = dimL(D) =
(
m+ r
r
)
− b,
where the last equality holds by Lemma 5.2.3.
Proposition 5.2.7. Let r = 3, B ⊂ Z(x0x1) ∩ Z(x3) = T3 and P be the regular set.
Let [D] = [mH −m1E1− · · · −mbEb] be such that the restriction of [D] to the proper
transform of the plane containing T3 is numerically effective. Then for all q > m, the
dimension of Ch(B,P , [D]) (with h = xm3 ) is equal to dimL(D). In particular, we
have
k = dimL(D) =
m∑
`=0
((
m− `+ 2
2
)
−
b∑
i=1
(
mi − `+ 1
2
))
.
Proof. The proof is the same as that of Proposition 5.2.6 except that we apply
Lemma 5.2.4.
We can now state three theorems (corresponding to the previous three propo-
sitions) which give bounds or exact results on the code parameters [n, k, d] for the
various divisor classes. All of these theorems employ the bound in Lemma 5.2.1.
Theorem 5.2.8. Let r ≥ 2, B ⊂ Tr and P be the regular set. Let [D] =
[mH −m1E1 − · · · −mbEb] be effective with m,m1, ...,mb ≥ 0. Then for all q > m,
Ch(B,P , [D]) (with h = xmr ) is a [qr, k, d] code, where k ≤
(
m+r
r
)
and d ≥ qr−mqr−1.
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Proof. The proof is similar to that of Theorem 4.1.9. The upper bound on the di-
mension is given by Proposition 5.2.5. To compute the minimum distance d, note
that the weight of a codeword evP(
f
h
) is equal to qr minus the number of number of
points of P at which f
h
vanishes. Hence by Lemma 5.2.1, we have
d = qr −max
{∣∣∣∣Z (fh
)
∩ P
∣∣∣∣ : fh ∈ Lh([D]), fh 6≡ 0
}
= qr −max {|Z(f) ∩ P| : f ∈ F ([D]) , f 6≡ 0}
≥ qr −mqr−1.
Theorem 5.2.9. Let r ≥ 2, B ⊂ Tr and P be the regular set. Let [D] =
[mH − E1 − · · · − Eb] with m ≥ b. Then for all q > m, Ch(B,P , [D]) (with h = xmr )
is a [qr, k, d] code, where k =
(
m+r
r
)− b and d ≥ qr −mqr−1.
Proof. The dimension is given by Proposition 5.2.6. We use the argument in the
proof of Theorem 5.2.8 to obtain the lower bound on the minimum distance.
Theorem 5.2.10. Let r = 3, B ⊂ Z(x0x1) ∩ Z(x3) = T3 and P be the regular set.
Let [D] = [mH −m1E1− · · · −mbEb] be such that the restriction of [D] to the proper
transform of the plane containing T3 is numerically effective. Then for all q > m,
Ch(B,P , [D]) (with h = xm3 ) is a [q3, k, d] code where d ≥ q3 −mq2 and
k =
m∑
`=0
((
m− `+ 2
2
)
−
b∑
i=1
(
mi − `+ 1
2
))
.
Proof. The dimension is given by Proposition 5.2.7. We use the argument in the
proof of Theorem 5.2.8 to obtain the lower bound on the minimum distance.
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5.3 Asymptotic Results
The construction in Definition 5.0.1 yields infinite families of codes with q fixed. (We
obtain such a family by fixing q and a divisor class [D] and then letting r →∞.) We
will see that the relative minimum distance d/n is bounded away from 0 as n→∞,
but that the rate k/n approaches 0 as n→∞.
By Proposition 5.2.5, we know that for r ≥ 2 the dimension of Ch(B,P , [D]) for
any divisor class [D] = [mH −m1E1 − · · · −mbEb] with m,m1, ...,mb ≥ 0 is at most(
m+r
r
)
. Let q be fixed. Then
k/n ≤
(
m+r
r
)
qr
=
(
m+ r
qr
)(
m+ r − 1
q(r − 1)
)
· · ·
(
m+ 1
q
)
=
r∏
i=1
m+ i
qi
.
Now lim
r→∞
r∏
i=1
m+ i
qi
= 0 since
m+ r
qr
→ 1/q < 1 as r → ∞. Hence an infinite family
of codes with a fixed divisor class [D] and field size will have a rate which approaches
0 as the dimension r of projective space approaches infinity.
On the other hand, by Theorem 5.2.8 we have that d/n ≥ q
r −mqr−1
qr
= 1−m/q.
Hence an infinite family of codes will always have relative minimum distance bounded
away from zero, provided that q > m.
This leads us to believe that there is potential for asymptotically good codes with
a similar construction to that in Definition 5.0.1, but we would need to use a larger
space of functions than L(D) or we would need to evaluate at a smaller point set than
the regular set P = {(a0 : · · · : ar) ∈ Pr(Fq) : ar 6= 0}.
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5.4 Comparison of Codes on PrB
Even though the rate or relative minimum distance of a family of codes may approach
0, it is possible that many good codes exist if the convergence is slow. We investigate
this possibility in this section for the construction in Definition 5.0.1. Table 5.1 shows
the upper bound on the rate k/n from Theorem 5.2.8 for various values of q and r ≥ 2.
We use m = q − 1 to obtain as large a rate as possible, while maintaining the lower
bound on the minimum distance from Theorem 5.2.8.
Table 5.1: Upper bounds for rates of codes on PrB, where B ⊂ Tr
r q = 2 q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11 q = 13 q = 16
2 .75 .67 .63 .60 .57 .56 .56 .55 .54 .53
3 .50 .37 .32 .28 .24 .23 .23 .21 .21 .20
4 .31 .19 .14 .11 .09 .08 .08 .07 .06 .06
5 .19 .09 .05 .04 .03 .02 .02 .02 .02 .01
6 .11 .04 .02 .01 .01 .01 .01 .00 .00 .00
7 .06 .02 .01 .00 .00 .00 .00 .00 .00 .00
We see that the convergence of k/n to zero as r →∞ is quite fast, so one is most
likely to use a code with, say, r ≤ 3. Results on the minimum distance for r = 3
are still being investigated (see, for example, Table A.5). To get families of codes
with higher rates, one could decrease the size of the set of evaluation points P , as
mentioned at the end of Section 5.3.
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Appendix A
Code Tables
A.1 One-Line Codes with [D] = [bL − E1 − · · · − Eb]
and c = 2
Table A.1 shows the parameters for a family of one-line codes with P the standard
set, [D] = [bL− E1 − · · · − Eb] and
B = {(0 : 0 : 1), (0 : 1 : 0)} ∪ {(0 : 1 : 1), (0 : γ : 1), ..., (0 : γb−3 : 1)},
where γ is a primitive element of the finite field Fq. (Note that c = 2.) The Magma
function in Section B.2 can be used to generate the codes Ch(B,P , [D]). The results in
Table A.1 were either obtained using Magma [3] (for small q) or using Theorem 4.2.5
of Section 4.2. An entry is marked “n/a” if q is too small for the points of B to
be distinct. An entry is marked with a “-” if q is too large to easily compute the
minimum distance using Magma [3] and too small to apply Theorem 4.2.5. Note that
we start with q = 3 since anticanonical surface codes over F2 have length one and are
therefore trivial.
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Table A.1: Parameters k, d of one-line codes with [D] = [bL−E1−· · ·−Eb] and c = 2
q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11 q = 13 q = 16
b n = 4 n = 9 n = 16 n = 36 n = 49 n = 64 n = 100 n = 144 n = 224
2 4,1 4,4 4,9 4,25 4,36 4,49 4,81 4,121 4,196
3 4,1 7,2 7,6 7,20 7,30 7,42 7,72 7,110 7,182
4 4,1 9,1 11,4 11,16 11,25 11,36 11,64 11,100 11,169
5 n/a 9,1 14,2 16,12 16,20 16,30 16,- 16,90 16,156
6 n/a n/a 15,2 22,6 22,14 22,- 22,- 22,- 22,143
7 n/a n/a n/a 27,4 29,7 29,- 29,- 29,- 29,-
8 n/a n/a n/a 30,4 35,5 37,- 37,- 37,- 37,-
9 n/a n/a n/a n/a 39,5 44,- 46,- 46,- 46,-
A.2 Two-Line Codes with [D] = [sL− E1 − · · · − Eb]
and c = 0
Table A.2 shows the parameters for a family of two-line codes with P the standard set,
[D] = [(s+ 2)L−E1 − · · · −Eb] and B = {(0 : 1 : 1), (0 : γ2 : 1), ..., (0 : γ2(s−1) : 1)}∪
{(1 : 0 : 1), (γ : 0 : 1), ..., (γr−1 : 0 : 1)}, where γ is a primitive element of the finite
field Fq. (Note that c = 0.) The Magma function in Section B.3 can be used to
generate the codes Ch(B,P , [D]). An entry in Table A.2 is marked “n/a” if q is too
small for the points of B to be distinct. (We need q − 1 ≥ 2s − 1 if q is odd and
q−1 ≥ s if q is even.) An entry is marked with a “-” if q is too large to easily compute
the minimum distance using Magma [3].
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Table A.2: Parameters k, d of two-line codes with [D] = [sL − E1 − · · · − Eb] and
c = 0
q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11
b s r n = 4 n = 9 n = 16 n = 36 n = 49 n = 64 n = 100
2 1 1 1,3 1,7 1,13 1,31 1,43 1,57 1,91
2 2 0 n/a 4,3 4,8 4,24 4,35 4,48 4,80
3 2 1 n/a 3,5 3,10 3,26 3,37 3,50 3,82
3 3 0 n/a 6,3 n/a 7,18 7,28 7,40 7,70
4 2 2 n/a 2,5 2,11 2,27 2,38 2,51 2,83
4 3 1 n/a 6,3 n/a 6,21 6,31 6,43 6,73
4 4 0 n/a n/a n/a n/a 11,21 11,32 11,60
5 3 2 n/a 5,3 n/a 5,22 5,32 5,44 5,75
5 4 1 n/a n/a n/a n/a 10,25 10,36 10,64
5 5 0 n/a n/a n/a n/a 16,14 n/a 16,-
6 3 3 n/a 4,3 n/a 4,23 4,33 4,45 4,75
6 4 2 n/a n/a n/a n/a 9,25 9,38 9,66
6 5 1 n/a n/a n/a n/a 15,19 n/a 15,-
6 6 0 n/a n/a n/a n/a 22,7 n/a n/a
7 4 3 n/a n/a n/a n/a 8,27 8,39 8,66
7 5 2 n/a n/a n/a n/a 14,19 n/a 14,-
7 6 1 n/a n/a n/a n/a 21,13 n/a n/a
7 7 0 n/a n/a n/a n/a 28,- n/a n/a
8 4 4 n/a n/a n/a n/a 7,28 7,40 7,68
8 5 3 n/a n/a n/a n/a 13,19 n/a 13,-
8 6 2 n/a n/a n/a n/a 20,13 n/a n/a
8 7 1 n/a n/a n/a n/a 28,- n/a n/a
8 8 0 n/a n/a n/a n/a n/a n/a n/a
9 5 4 n/a n/a n/a n/a 12,19 n/a 12,-
9 6 3 n/a n/a n/a n/a 19,13 n/a n/a
9 7 2 n/a n/a n/a n/a 27,- n/a n/a
9 8 1 n/a n/a n/a n/a n/a n/a n/a
9 9 0 n/a n/a n/a n/a n/a n/a n/a
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A.3 Two-Line Codes with [D] =
[(s + 2)L− E1 − · · · − Eb] and c = 3
Table A.3 shows the parameters for a family of two-line codes with P the standard
set, [D] = [(s + 2)L − E1 − · · · − Eb] and B = {(0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0)}∪
{(0 : 1 : 1), (0 : γ : 1), ..., (0 : γs−1 : 1)} ∪ {(1 : 0 : 1), (γ : 0 : 1), ..., (γr−1 : 0 : 1)},
where γ is a primitive element of the finite field Fq. (Note that c = 3.) The Magma
function in Section B.4 can be used to generate these codes. An entry in Table A.3 is
marked “n/a” if q is too small for the points of B to be distinct. An entry is marked
with a “-” if q is too large to easily compute the minimum distance using Magma [3].
Table A.3: Parameters k, d of two-line codes with [D] = [(s + 2)L − E1 − · · · − Eb]
and c = 3
q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11
b s r n = 4 n = 9 n = 16 n = 36 n = 49 n = 64 n = 100
3 0 0 3,2 3,6 3,12 3,30 3,42 3,56 3,90
4 1 0 4,1 6,2 6,6 6,20 6,30 6,42 6,72
5 1 1 4,1 5,2 5,6 5,20 5,30 5,42 5,72
5 2 0 4,1 9,1 10,4 10,16 10,25 10,36 10,64
6 2 1 4,1 9,1 9,4 9,16 9,25 9,36 9,64
6 3 0 n/a 9,1 14,2 15,12 15,20 15,30 15,-
7 2 2 4,1 8,1 8,4 8,16 8,26 8,38 8,64
7 3 1 n/a 9,1 14,2 14,12 14,20 14,30 14,-
7 4 0 n/a n/a 15,2 21,6 21,14 21,- 21,-
8 3 2 n/a 9,1 13,2 13,12 13,20 13,30 13,-
8 4 1 n/a n/a 15,2 20,8 20,15 20,- 20,-
8 5 0 n/a n/a n/a 27,4 28,7 28,- 28,-
9 3 3 n/a 8,2 12,2 12,12 12,22 12,30 12,-
9 4 2 n/a n/a 15,2 19,8 19,15 19,- 19,-
9 5 1 n/a n/a n/a 27,4 27,- 27,- 27,-
9 6 0 n/a n/a n/a 30,4 35,- 36,- 36,-
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A.4 Two-Line Codes with [D] = [bL− E1 − · · · − Eb]
and c = 3
Table A.4 shows the parameters for a family of two-line codes with P the standard
set, [D] = [bL − E1 − · · · − Eb] and B = {(0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0)}∪
{(0 : 1 : 1), (0 : γ : 1), ..., (0 : γs−1 : 1)} ∪ {(1 : 0 : 1), (γ : 0 : 1), ..., (γr−1 : 0 : 1)},
where γ is a primitive element of the finite field Fq. (Note that c = 3.) The Magma
function in Section B.4 can be used to generate these codes. An entry in Table A.4 is
marked “n/a” if q is too small for the points of B to be distinct. An entry is marked
with a “-” if q is too large to easily compute the minimum distance using Magma [3].
Table A.4: Parameters k, d of two-line codes with [D] = [bL − E1 − · · · − Eb] and
c = 3
q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11
b s r n = 4 n = 9 n = 16 n = 36 n = 49 n = 64 n = 100
3 0 0 4,1 7,2 7,6 7,20 7,30 7,42 7,72
4 1 0 4,1 9,1 11,4 11,16 11,24 11,36 11,-
5 1 1 4,1 9,1 15,2 16,12 16,20 16,30 16,-
5 2 0 4,1 9,1 15,2 16,12 16,20 16,- 16,-
6 2 1 4,1 9,1 16,1 22,8 22,15 22,- 22,-
6 3 0 n/a 9,1 16,1 22,6 22,- 22,- 22,-
7 2 2 4,1 9,1 16,1 29,4 29,- 29,- 29,-
7 3 1 n/a 9,1 16,1 29,4 29,- 29,- 29,-
7 4 0 n/a n/a 16,1 28,4 29,7 29,- 29,-
8 3 2 n/a 9,1 16,1 33,3 37,5 37,- 37,-
8 4 1 n/a n/a 16,1 32,3 37,5 37,- 37,-
8 5 0 n/a n/a n/a 31,3 36,5 37,- 37,-
9 3 3 n/a 9,1 16,1 35,2 42,4 46,- 46,-
9 4 2 n/a n/a 16,1 35,2 42,4 46,- 46,-
9 5 1 n/a n/a n/a 34,2 41,4 46,- 46,-
9 6 0 n/a n/a n/a 33,3 40,4 45,6 46,-
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A.5 One-Line Codes on P3B with [D] =
[bH − E1 − · · · − Eb] and c = 2
Table A.5 shows the parameters for a family of one-line codes on P3 with P the regular
set, [D] = [bH − E1 − · · · − Eb] and
B = {(0 : 0 : 1 : 0), (0 : 1 : 0 : 0)} ∪ {(0 : 1 : 1 : 0), ..., (0 : γb−3 : 1 : 0)},
where γ is a primitive element of the finite field Fq. (Note that c = 2.) The Magma
function in Section B.5 can be used to generate these codes. An entry in Table A.5 is
marked “n/a” if q is too small for the points of B to be distinct. An entry is marked
with a “-” if q is too large to easily compute the minimum distance using Magma [3].
Table A.5: Parameters k, d of one-line codes on P3B with [D] = [bH − E1 − · · · − Eb]
and c = 2
q = 2 q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11
b n = 8 n = 27 n = 64 n = 125 n = 343 n = 512 n = 729 n = 1331
2 7,2 8,9 8,32 8,75 8,245 8,384 8,567 8,-
3 8,1 16,6 17,16 17,50 17,- 17,- 17,- 17,-
4 n/a 22,3 30,12 31,25 31,- 31,- 31,- 31,-
5 n/a n/a 42,8 50,- 51,- 51,- 51,- 51,-
6 n/a n/a n/a 69,- 78,- 78,- 78,- 78,-
7 n/a n/a n/a n/a 112,- 113,- 113,- 113,-
8 n/a n/a n/a n/a 148,- 156,- 157,- 157,-
9 n/a n/a n/a n/a n/a 202,- 210,- 211,-
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Appendix B
Magma Functions for Computing
Codes
B.1 Using the Magma Functions
We first give an example of how to use the Magma function ChBPD1L defined in
Section B.2 to compute the parameters of an anticanonical surface code. Use of the
other Magma functions (ChBPD2Lnoc, ChBPD2L and ChBPD1LP3) is similar. In
each function the parameter q is a prime power corresponding to the size of the finite
field Fq.
Example B.1.1. Let q = 9 and γ be a generator of the multiplicative group F∗q. Let
B = {(0 : 0 : 1), (0 : 1 : 0), (0 : 1 : 1)}, [D] = [3L − E1 − E2 − E3] and P be the
standard set. Then Ch(B,P , [D]) is a one-line code with c = 2. Note that B is the
same as that defined in the Magma code of Section B.2 for b = 3. Our inputs to the
function are q = 9, m = 3 and b = 3. A sample Magma session follows, where the
user input immediately follows the “>”. We assume the text in Section B.2 has been
saved in a file named ChBPD1L file in the MAGMA directory.
97
> load "ChBPD1L_file";
Loading "ChBPD1L_file"
> C:=ChBPD1L(9,3,3);
> Length(C);
64
> Dimension(C);
7
> MinimumDistance(C);
42
Thus C is a 9-ary [64,7,42] code. This matches the result in Table A.1.
B.2 One-Line Code with [D] = [mL − E1 − · · · − Eb]
and c = 2
//Filename: ChBPD1L_file
//This program defines the function ChBPD1L(q,m,b) which returns
//the anticanonical surface code C=C^h(B,P,[D]) over F_q where:
//B={(0:0:1),(0:1:0)} U {(0:1:1),...,(0:g^(b-3):1)},
//P is the standard set,
//[D]=[mL-E_1-...-E_b] and
//h=z^m.
////////////////////////////////////////////////////////////////////
ChBPD1L:=function(q,m,b)
//We define the finite field F_q and a primitive element g of F_q.
F_q:=GF(q);
g:=PrimitiveElement(F_q);
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//We define the points of B as a matrix, where each row contains the
//coordinates of a single point.
if b eq 1 then
B:=Matrix(F_q,1,3,[1,0,0]);
else
B:=ZeroMatrix(F_q,b,3);
B[1]:=Vector(F_q,3,[0,0,1]);
B[2]:=Vector(F_q,3,[0,1,0]);
for i in [1..b-2] do
B[i+2]:=Vector(F_q,3,[0,g^(i-1),1]);
end for;
end if;
//We now define the polynomial ring R:=F_q[x,y,z].
R<x,y,z>:=PolynomialRing(F_q,3);
//Next we define the vector R_m of monomials in R of degree m.
//Note that these generate all the homogeneous polynomials
//in R of degree m.
R_m:=[];
index:=0;
for j in [0..m] do
for k in [0..(m-j)] do
index:=index+1;
R_m[index]:=x^j*y^k*z^(m-j-k);
end for;
end for;
R_mLength:=#R_m;
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R_m:=Vector(R,R_mLength,R_m);
//We now define the matrix M whose entries are the values of the
//monomials in R_m at the points of B.
M:=ZeroMatrix(F_q,R_mLength,b);
for i in [1..R_mLength] do
for j in [1..b] do
M[i,j]:=Evaluate(R_m[i],[B[j,1],B[j,2],B[j,3]]);
end for;
end for;
//Next we find a basis for the nullspace of M.
//This gives us a basis for the functions in F([D]).
N:=NullspaceMatrix(M);
//Now we define the vector whose entries are a basis for the
//polynomials in F([D]).
FD:=[];
index:=0;
for j in [1..NumberOfRows(N)] do
poly:=0;
index:=index+1;
for k in [1..R_mLength] do
poly:=poly+N[j,k]*R_m[k];
end for;
FD[index]:=poly;
end for;
k:=#FD;
FD:=Vector(R,k,FD);
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//We are now ready to compute the matrix G whose rows are the
//vectors ev_P(f) for f in FD. The linear span of these vectors
//is our code.
G:=ZeroMatrix(F_q,k,(q-1)^2);
for t in [1..k] do
for i in [0..(q-2)] do
for j in [0..(q-2)] do
G[t,(q-1)*i+j+1]:=Evaluate(FD[t],[g^i,g^j,1])/
Evaluate(z^m,[g^i,g^j,1]);
end for;
end for;
end for;
//Finally, we construct the code C^h(B,P,[D]), which is the
//linear subspace of F_q^n spanned by the rows of the matrix G.
C:=LinearCode(G);
return C;
end function;
B.3 Two-Line Code with [D] = [mL − E1 − · · · − Eb]
and c = 0
//Filename: ChBPD2Lnoc_file
//This program defines the function ChBPD2Lnoc(q,m,s,r) which returns
//the anticanonical surface code C=C^h(B,P,[D]) over F_q where:
//B={(0:1:1),(0:g^2:1),...,(0:g^(2*(s-1)):1)} U
//{(1:0:1),(g:0:1),...,(g^(r-1):0:1)},
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//P is the standard set,
//[D]=[mL-E_1-...-E_b] and
//h=z^m.
////////////////////////////////////////////////////////////////////
ChBPD2Lnoc:=function(q,m,s,r)
//We define the finite field F_q and a primitive element g of F_q.
F_q:=GF(q);
g:=PrimitiveElement(F_q);
//We have the following equality for b since c=0.
b:=s+r;
//We define the points of B as a matrix, where each row contains the
//coordinates of a single point.
B:=ZeroMatrix(F_q,b,3);
for i in [1..s] do
B[i]:=Vector(F_q,3,[0,g^(2*(i-1)),1]);
end for;
for j in [1..r] do
B[s+j]:=Vector(F_q,3,[g^(j-1),0,1]);
end for;
//We now define the polynomial ring R:=F_q[x,y,z].
R<x,y,z>:=PolynomialRing(F_q,3);
//Next we define the vector R_m of monomials in R of degree m.
//Note that these generate all the homogeneous polynomials in R
//of degree m.
R_m:=[];
index:=0;
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for j in [0..m] do
for k in [0..(m-j)] do
index:=index+1;
R_m[index]:=x^j*y^k*z^(m-j-k);
end for;
end for;
R_mLength:=#R_m;
R_m:=Vector(R,R_mLength,R_m);
//We now define the matrix M whose entries are the values of the
//monomials in R_m at the points of B.
M:=ZeroMatrix(F_q,R_mLength,b);
for i in [1..R_mLength] do
for j in [1..b] do
M[i,j]:=Evaluate(R_m[i],[B[j,1],B[j,2],B[j,3]]);
end for;
end for;
//Next we find a basis for the nullspace of M.
//This gives us a basis for the functions in F([D]).
N:=NullspaceMatrix(M);
//Now we define the vector whose entries are a basis for the
//polynomials in F([D]).
FD:=[];
index:=0;
for j in [1..NumberOfRows(N)] do
poly:=0;
index:=index+1;
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for k in [1..R_mLength] do
poly:=poly+N[j,k]*R_m[k];
end for;
FD[index]:=poly;
end for;
k:=#FD;
FD:=Vector(R,k,FD);
//We are now ready to compute the matrix G whose rows are the
//vectors ev_P(f) for f in FD. The linear span of these vectors
//is our code.
G:=ZeroMatrix(F_q,k,(q-1)^2);
for t in [1..k] do
for i in [0..(q-2)] do
for j in [0..(q-2)] do
G[t,(q-1)*i+j+1]:=Evaluate(FD[t],[g^i,g^j,1])/
Evaluate(z^m,[g^i,g^j,1]);
end for;
end for;
end for;
//Finally, we construct the code C^h(B,P,[D]), which is the
//linear subspace of F_q^n spanned by the rows of the matrix G.
C:=LinearCode(G);
return C;
end function;
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B.4 Two-Line Code with [D] = [mL − E1 − · · · − Eb]
and c = 3
//Filename: ChBPD2L_file
//This program defines the function ChBPD2L(q,m,s,r) which returns
//the anticanonical surface code C=C^h(B,P,[D]) over F_q where:
//B={(0:0:1),(0:1:0),(1:0:0)} U {(0:1:1),...,(0:g^(s-1):1)} U
//{(1:0:1),...,(g^(r-1):0:1)},
//P is the standard set,
//[D]=[mL-E_1-...-E_b] and
//h=z^m.
////////////////////////////////////////////////////////////////////
ChBPD2L:=function(q,m,s,r)
//We define the finite field F_q and a primitive element g of F_q.
F_q:=GF(q);
g:=PrimitiveElement(F_q);
//We have the following equality for b since c=3.
b:=s+r+3;
//We define the points of B as a matrix, where each row contains the
//coordinates of a single point.
B:=ZeroMatrix(F_q,b,3);
B[1]:=Vector(F_q,3,[0,0,1]);
B[2]:=Vector(F_q,3,[0,1,0]);
B[3]:=Vector(F_q,3,[1,0,0]);
for i in [1..s] do
B[i+3]:=Vector(F_q,3,[0,g^(i-1),1]);
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end for;
for j in [1..r] do
B[s+j+3]:=Vector(F_q,3,[g^(j-1),0,1]);
end for;
//We now define the polynomial ring R:=F_q[x,y,z].
R<x,y,z>:=PolynomialRing(F_q,3);
//Next we define the vector R_m of monomials in R of degree m.
//Note that these generate all the homogeneous polynomials
//in R of degree m.
R_m:=[];
index:=0;
for j in [0..m] do
for k in [0..(m-j)] do
index:=index+1;
R_m[index]:=x^j*y^k*z^(m-j-k);
end for;
end for;
R_mLength:=#R_m;
R_m:=Vector(R,R_mLength,R_m);
//We now define the matrix M whose entries are the values of the
//monomials in R_m at the points of B.
M:=ZeroMatrix(F_q,R_mLength,b);
for i in [1..R_mLength] do
for j in [1..b] do
M[i,j]:=Evaluate(R_m[i],[B[j,1],B[j,2],B[j,3]]);
end for;
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end for;
//Next we find a basis for the nullspace of M.
//This gives us a basis for the functions in F([D]).
N:=NullspaceMatrix(M);
//Now we define the vector whose entries are a basis for the
//polynomials in F([D]).
FD:=[];
index:=0;
for j in [1..NumberOfRows(N)] do
poly:=0;
index:=index+1;
for k in [1..R_mLength] do
poly:=poly+N[j,k]*R_m[k];
end for;
FD[index]:=poly;
end for;
k:=#FD;
FD:=Vector(R,k,FD);
//We are now ready to compute the matrix G whose rows are the
//vectors ev_P(f) for f in FD. The linear span of these vectors
//is our code.
G:=ZeroMatrix(F_q,k,(q-1)^2);
for t in [1..k] do
for i in [0..(q-2)] do
for j in [0..(q-2)] do
G[t,(q-1)*i+j+1]:=Evaluate(FD[t],[g^i,g^j,1])/
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Evaluate(z^m,[g^i,g^j,1]);
end for;
end for;
end for;
//Finally, we construct the code C^h(B,P,[D]), which is the
//linear subspace of F_q^n spanned by the rows of the matrix G.
C:=LinearCode(G);
return C;
end function;
B.5 One-Line Code on P3B with [D] =
[mH − E1 − · · · − Eb] and c = 2
//Filename: ChBPD1LP3_file
//This program defines the function ChBPD1LP3(q,m,b) which returns
//the anticanonical surface code C=C^h(B,P,[D]) over F_q where:
//B={(0:0:1:0),(0:1:0:0)} U {(0:1:1:0),...,(0:g^(b-3):1:0)},
//P is the regular set in P^3,
//[D]=[mH-E_1-...-E_b] and
//h=x_3^m.
////////////////////////////////////////////////////////////////////
ChBPD1LP3:=function(q,m,b)
//We define the finite field F_q and a primitive element g of F_q.
F_q:=GF(q);
g:=PrimitiveElement(F_q);
//We define the points of B as a matrix, where each row contains the
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//coordinates of a single point.
if b eq 1 then
B:=Matrix(F_q,1,4,[1,0,0,0]);
else
B:=ZeroMatrix(F_q,b,4);
B[1]:=Vector(F_q,4,[0,0,1,0]);
B[2]:=Vector(F_q,4,[0,1,0,0]);
for i in [1..(b-2)] do
B[i+2]:=Vector(F_q,4,[0,g^(i-1),1,0]);
end for;
end if;
//We now define the polynomial ring R:=F_q[x_0,x_1,x_2,x_3].
R<x_0,x_1,x_2,x_3>:=PolynomialRing(F_q,4);
//Next we define the vector R_m of monomials in R of degree m.
//Note that these generate all the homogeneous polynomials
//in R of degree m.
R_m:=[];
index:=0;
for j in [0..m] do
for k in [0..(m-j)] do
for l in [0..(m-j-k)] do
index:=index+1;
//
R_m[index]:=x_0^j*x_1^k*x_2^l*x_3^(m-j-k-l);
end for;
end for;
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end for;
R_mLength:=#R_m;
R_m:=Vector(R,R_mLength,R_m);
//We now define the matrix M whose entries are the values of the
//monomials in R_m at the points of B.
M:=ZeroMatrix(F_q,R_mLength,b);
for i in [1..R_mLength] do
for j in [1..b] do
M[i,j]:=Evaluate(R_m[i],[B[j,1],B[j,2],B[j,3],B[j,4]]);
end for;
end for;
//Next we find a basis for the nullspace of M.
//This gives us a basis for the functions in F([D]).
N:=NullspaceMatrix(M);
//Now we define the vector FD whose entries are a basis for the
//polynomials in F([D]).
FD:=[];
index:=0;
for j in [1..NumberOfRows(N)] do
poly:=0;
index:=index+1;
for k in [1..R_mLength] do
poly:=poly+N[j,k]*R_m[k];
end for;
FD[index]:=poly;
end for;
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k:=#FD;
FD:=Vector(R,k,FD);
//We are now ready to compute the matrix G whose rows are the
//vectors ev_P(f) for f in FD. The linear span of these vectors
//is our code.
G:=ZeroMatrix(F_q,k,q^3);
//
for t in [1..k] do
for i in [0..(q-1)] do
for j in [0..(q-1)] do
for l in [0..(q-1)] do
G[t,q^2*i+q*j+l+1]:=Evaluate(FD[t],
[Ceiling(i/q)*g^i,Ceiling(j/q)*g^j,Ceiling(l/q)*g^l,1])/
Evaluate(x_3^m,[Ceiling(i/q)*g^i,Ceiling(j/q)*g^j,Ceiling(l/q)*g^l,1]);
end for;
end for;
end for;
end for;
//Finally, we construct the code C^h(B,P,[D]), which is the
//linear subspace of F_q^n spanned by the rows of the matrix G.
C:=LinearCode(G);
return C;
end function;
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