



(M.Sc. in Biostatistics, LUC Belgium)
A THESIS SUBMITTED
FOR THEDEGREEOFMASTEROF SCIENCE




Firstly, I would like to express my heartfelt gratitude to my supervisor, Associate
Prof. Zhang Jin-ting, for his continuous support during these two-year study. He
taught me how to express my ideas, as well as showedme different ways to approach
a research problem. He has constantly given me much advice and encouragement.
Without his help, this thesis would not have been completed.
Next, I thankmy friends for their support and help, especially Chok Kang and Peil-
ing who gave me valuable advice on how this thesis is to be written.
I express my deepest respect to the teachers who helped me broaden my knowl-
edge in Statistics, with special thanks to Prof. Bai Zhidong, Associate prof. Chen Zhe-
hua, Associate prof. Chua Tin Chiu, and Assistant Prof. Chakraborty Biman.




Finally, to the university and Department for supporting me through my years in
the Department.
Summary
We consider the application of nonparametric kernel smoother with the presence
of outliers. Previous researches on the similar fields have been focused on the direct
application of Huber’s M-estimator to the nonparametric smoothers, which is both
computationally and theoretically difficult. Besides, the classical robust smoother
defines a fixed cut-off value, which may not be efficient for data with nonconstant
variation. To cope with these problems, we adopt the idea of pseudo data, with the
implementation of which, the robust estimate can be obtained from least squared
kernel smoother. We also propose to select the cut-off value according to the lo-
cal variation of data. Results from theoretical exercise suggest that the pseudo data
and least squared kernel smoother is asymptotically equivalent to the robust kernel
smoother, numerical results show that robust kernel smoother with nonconstant cut-
off value is superior in the performance than the one with fixed cut-off value.
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CHAPTER 1
Introduction
Let F = f (y,x) be a family of probability density function defined on a compact in-
terval x ∈ [0,1], and letm(x)= ∫ y f (y,x)dy be the smooth function of y on x. Define
observations:
yi =m(xi )+²i 1≤ i ≤ n (1.1)
where 0 ≤ x1 ≤ x2 . . . ≤ xn ≤ 1 and ²i are independent random errors with the expec-
tation E(²i ) = 0. Our aim is to estimate the unknown smooth function m(x) based
on the observations (x1, y1), . . . , (xn , yn). One of the most commonly used smoothing
methods to handle this problem is nonparametric regression, and the simplest one is
a kernel smoother. When data are contaminated with unusual observations or when
the error distribution is too skewed, robust remedies need to be considered. The
most common technique is Huber’s maximum likelihood estimator (M-estimator),
obtained byminimizing a criterion insensitive to outliers. This class of estimator aims
1
2to weaken the effect of data points with extreme observations, that is, those beyond
a pre-defined scale, known as cut-off value in the literature. Recent years have seen
numerous investigations on the theory and applications of the M-type nonparamet-
ric smoothers, often involving non-linear optimization. Within these studies, it was
suggested that smoothing parameters should also be selected based on robust meth-
ods (Cantoni and Ronchetti, 2001)(1), which further complicate the calculation and
theoretical inference.
In this thesis, we adopt the idea of pseudodata so that a nonlinear robust smoother
can be transformed into the more conventional least squares smoother. Besides, the
traditional M-estimator defines a fixed cut-off value for all the data points regard-
less of local variation. Although this has been proven as an efficient remedy in most
cases, further adjustment might be needed for data with non-constant variance. To
cope with this problem, we propose that instead of selecting a cut-off value based
on global variation of data, we select it according to the local variation. In this the-
sis, we show that the estimates obtained from pseudo data and least squared ker-
nel smoother are asymptotically equivalent to those obtained from the M-type ro-
bust kernel smoother, and both enjoy smaller variance compared with the classical
method. Simulation studies suggest that in the application of robust smoothers, the
proposed robust kernel smoother with nonconstant cut-off values is more efficient
than that with a fixed cut-off value.
The organization of this thesis is as follows. Chapter 2 reviews literatures on the
related topics, including kernel smoother, moving median filter and M-estimator.
Chapter 3 elaborates the methodology of robust kernel smoother proposed in this
3thesis, asymptotic properties are also studied in this chapter. In Chapter 4, simula-
tion studies are performed to evaluate the performance of our proposed robust kernel
smoother. Its application to the real data is studied in Chapter 5. Lastly, concluding
remarks are given in Chapter 6.
CHAPTER 2
Literature Review
A few widely used smoothing techniques will be reviewed in this chapter. The
development and methodology of kernel smoother will be introduced in Section 1;
a robust nonlinear smoothing algorithm, moving median filter, will be focused on
in Section 2; finally in Section 3, Huber’s M-estimator will be reviewed, starting with
its methodology and development, then we discuss its application in nonparametric
smoothers. The idea of pseudo data is also introduced in this section.
2.1 Ordinary Kernel Smoothers
Themathematical analysis of smoothing techniques dates back to the fifties. Rosen-
blatt (1956)(13) used kernel method to estimate the density function for independent
identically distributed data. This idea was then extended to nonparametric curve
4
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estimation. Kernel smoother was first proposed by Nadaraya (1964)(11) as an ap-
proximation to the regression curve, the same idea was also proposed by Watson
(1964)(17) on hazard estimation. Thus kernel smoother is also known as Nadaraya-
Watson (N-W) estimator. It is the simplest nonparametric smoothing method, de-
fined as a weighted average of the observations within a smoothing window. Let x
be a fixed point in the domain of the mean function m(x), we define a smoothing
window (x−h,x+h) around x, where h is a fixed parameter known as bandwidth or









ai (x)yi , (2.1)
where ai (x) = Kh(xi−x)∑n
j=1Kh(x j−x)
is the weight function, and the kernel function Kh(x) =
K ( xh )/h, K (.) is usually a symmetric probability function defined on [−1,1], specifying
the weight of the observations. Furthermore, K (.) is nonnegative, Lipschitz continu-
ous and satisfies
∫ 1
−1K (x)dx = 1. The two widely used kernel functions are:
Gaussian kernel: K (x)= exp(−x2/2)/p2pi, (2.2)
and uniform kernel: K (x)= 1
2
I(x ∈ (−1,1)).
The smoothing parameter h specifies the size of the local neighborhood and controls
the trade off between bias and variance of the smoother, that is, smaller h leads to an
estimate with smaller bias and larger variance, and vice versa. An optimal one min-
imizes the prediction error, often measured by Mean Squared Error MSE(mˆh(x0)) =
E [(mˆh(x0)−m(x0))2] orMean Integrated SquaredErrorMISE(mˆh)=
∫
MSE(mˆ(x))w(x)dx,
where w(x) be a pre-specified weight function. The selection of h is crucial to the es-
timator, thewidely usedmethod is cross-validation (CV), which selects h tominimize
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Figure 2.1 Kernel smoother and 3RSSH(2) fit. The observations are denoted by circles and
outliers are numbered 1 and 2. The curve in the left panel corresponds to kernel smoother fit





[yi −mˆ(−i )h (xi )]2, (2.3)
where mˆ(−i )h (xi ) is the fitted value at xi , using all data points except (xi , yi ) and smooth-
ing parameter h. However, such conventional cross validation is sensitive to outliers.
When the residuals are normally distributed, an appropriate estimate form(x) can
be obtained from the above linear smoother defined in (2.1) with smoothing param-
eter h properly selected using the conventional cross validation. But when the resid-
uals follow a long-tailed distribution, the kernel estimator (2.1) will suffer from the
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robust problem. This can be seen from the left panel in Figure 2.1. On this plot, we
present the data points by circles and label the two outliers as 1 and 2. The smooth
function is estimated using kernel smoother. It can be detected that the estimated
smooth function departure downwards from the observed values due to the effect of
outliers. To overcome this problem, robust techniques need to be considered. The
right panel presents a robust fit using a robust method 3RSSH(2), which will be de-
scribed in the next section.
2.2 Movingmedian filter
One of the earlier robust techniques for estimating m(x) in (1.1) is known as the
moving median filter, which is developed from the moving mean filter. A moving
mean filter with an odd span υ= 2k+1 is defined as:
mean(yi−k , yi−(k−1), . . . , yi+(k−1), yi+k), i = 1,2, . . . ,n. (2.4)
Such a smoother is sensitive to the departure of the Gaussian distribution due to its
averaging property. A more robust smoothing method replaces the above means by
medians, known as moving median filter:
median(yi−k , yi−(k−1), . . . , yi+(k−1), yi+k), i = 1,2, . . . ,n. (2.5)
However, the odd-span moving median filter defined above passes monotone se-
quences unchanged. To cope with these difficulties, Velleman (1975)(15) proposed
an even-spanmovingmedian filter. The idea is to first obtain the fitter values mˆ(xi− 12 )
2.2Movingmedian filter 8
and mˆ(xi+ 12 ) in its span and then take their average. For instance, with span υ = 2k
the smoother at location i can be obtained from
mˆ(xi )= 1
2
[median(yi−k , . . . , yi+k−1)+median(yi−k+1, . . . , yi+k)] (2.6)
Further improvements on the application of moving median filter were often based
on combination of each other or with linear filters. Tukey (1977)(14) originally pro-
posed smoothers 53H and (53H , twice), where ′5′ and ′3′ were abbreviations for
movingmedianwith span 5 and 3 respectively, that is, y (1)i =median[yi−2, yi−1, . . . , yi+2]
and y (2)i =median[y (1)i−1, y (1)i , y (1)i+1]; ′H ′ denoted a linear smootherwithweights 14 , 12 , 14 :
y (3)i = 14 y (2)i−1+ 12 y (2)i + 14 y (2)i+1. In 1977, he proposed repeated moving median with span
3 until no further changes, denoted as 3R. This procedure was defined as follows:
Let (a) the initial values y (0)i = yi , the smoothing sequence y at the (l+1)th iteration
was calculated by (b) y (l+1)i =median[y (l )i−1, y (l )i , y (l )i+1] until |y l+1−y (l )| ≤ δ, δ is a small
positive value. For the end values, it is suggested that we could either copy without
modification or apply an end value rule: y (l )1 =median(3y (l )2 −2y (l )3 , y (l−1)1 , y (l−1)2 ).
Velleman (1980)(16) compared severalmedian smoothers and suggested that 3RSSH
(twice) (Tukey, 1977)(14) was highly resistant to outliers and relatively easier to com-
pute. The calculation of the 3RSSH (twice) can be done from the following procedure:
(a) Apply 3R on the original data and obtain smoothed sequence y (1)1 , . . . , y
(1)
n ;
(b) Split the resulting flat stretches of two consecutive points, that is, wherever









i+2−2y (1)i+3, y (1)i+1, y (1)i+2). This step was denoted
by SS;
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4 , denoted by H;
(d) Repeat the above three steps on the residuals;
(e) Add the smoother obtained from (c) to the smoother obtained from (d).
This method has substantially improved the robustness comparing with the sim-
plemovingmedian smoothers, but the resulting smoother is often lack of smoothness
due to the nature of its calculation. The smooth curve in the right panel of Figure 2.1
is fitted using 3RSSH(2), when compared with the kernel smoother fit given in the
left panel, it can be noticed that the fitted curve is less affected by outliers, but not as
smooth as the kernel smoother fit.
2.3 M-estimator
"Robust" refers to "outlier resistant" in this thesis, robust statistics are different
from classical statistics in that it produces estimators that are not unduly affected by
the outliers.
Huber (1964)(4) first introduced the idea of maximum likelihood type estimator
(M-estimator). In his later paper (Huber, 1973)(5), M-estimator was more clearly de-
fined as the minimizer of a sum of less rapidly increasing functions of the residuals





ρ(yi −m(xi )). (2.7)
Function ρ(t ) was assumed to be convex to guarantee the asymptotic uniqueness
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of the solution. It was typically not monotone and symmetric about zero, quadratic
in the neighborhood of zero when t ∈ (−c,c) and increasing at a rate slower than t2
when t ∈ (−∞,−c) or t ∈ (c,∞), where c is called cut-off value or tuning constant in
the literature. The well knownHuber’s ρ function, which had been cited frequently in
the literature, is defined as:
ρ(t )=

t2, if |t | ≤ c,
c(2|t |− c), otherwise.
(2.8)
Letψ(t ) be the first derivative of ρ(t ), i.e. ψ(t )= ρ′(t ), then the correspondingHuber’s
ψ function is:
ψ(t )= 2max[−c,min(c, t )]. (2.9)
Huber (1983)(7) modified the above M-estimator and proposed a generalized M-
estimator motivated by minimax arguments. Its estimator could be considered as
solutions to a weighted least squares equation, which down weighted the outliers or
high leverage points, that is, points with large values hi on the diagonal of hat matrix
H = X (X T X )−1X T of the linear regressionmodelY = Xβ+². Kelly (1992)(8) examined
the performance of the different choices of cut-off value c, X−distribution and error
distribution, and showed that the choice of cut-off value c was critical in the trade off
between bias and variance.
The application of M-estimator in nonparametric regression has been studied by
many authors. Ha¨rdle and Gasser (1982)(3) pointed out that the kernel smoother
defined in (2.1) was not appropriate when residuals were of long-tailed distribution.




ai (x)ψ(Yi −m(xi )), (2.10)
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where ai (x) is the weight function defined in (2.1), function m(x) was estimated at
zero ofHn(x, .),ψ(µ) was a bounded odd function, often derived from the first deriva-
tive of the ρ function. Ha¨rdle andGasser (1982) proved the asymptotic normality and
consistency of this robust estimator. However, the robust problem in smoothing pa-
rameter selection had not been studied until Cantoni and Ronchetti (2001) pointed
out that with the presence of outliers, conventional cross validation could lead to se-
riously biased estimate ofh such that the resulting smoother did not differmuch from
the classical least squared estimate and still affected by outliers. In this paper, they
studied the robust selection techniques for smoothing parameter of M-type smooth-
ing splines and proposed rescaled weighted predictive squared error and the robust
version of Mallows’s Cp . A similar study was conducted by Leung (2005)(10), where
a robust cross validation was proposed to cope with smoothing parameter selection
problem in kernel smoothers when outliers presented. This robust cross validation




ρ[yi −mˆ−i (xi )]. (2.11)
It can be used as a surrogate for ASE(h) and MASE(h), differ from the conventional
cross validation in that it discounts the extreme prediction errors.
The nonlinearity of the M-estimator complicates the calculation and theoretical
inference of the robust estimate mˆ. As an alternative, we can adopt the idea of pseudo
data proposed by Cox (1983)(2):
y˜i =m(xi )+ ψ(²i )
Eψ′
. (2.12)
With the assumption that ψ have continuous second derivative or ψ ∈C2(−∞,+∞);
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the expectation satisfy: Eψ= 0 and Eψ′ 6= 0. Cox (1983) proved the asymptotic equiv-
alence of aM-type smoothing spline and a least squared smoothing spline on pseudo
data. The use of pseudo data simplifies the asymptotics of M-estimator and was later
implemented bymany researchers. Cantoni and Ronchetti (2001) also suggested that
besides robust Cp or cross validation, a robust smoothing parameter could be ob-
tained by applying ordinary cross-validation to the pseudo data. This suggestion en-
ables us not to use the nonlinear robust selection procedure for smoothing parame-
ter h when pseudo data was used instead of the original data. The implementation
of pseudo data could be found in Oh, Nychka and Lee (2005)(12), where they applied
this idea in the study of robust penalized smoothers. They improved Cox’s pseudo
data by replacing the unknownparametersm and ² by their corresponding estimates,
and simplified the original definition by replacing the denominator Eψ′ by a constant
2. This was known as empirical pseudo data in their study:
zi = mˆ(xi )+ ψ(yi −mˆ(xi ))
2
. (2.13)





Consider model (1.1), when random errors ²1,²2, . . . ,²n are distributed with heavy
tails, robust approaches need to be applied to estimate the smooth function m(x).
This thesis will focus on the study of robust kernel smoothers.
A frequently used approach is theM-type kernel smoother. It differs from the con-
ventional one in that it truncates the extreme or unusual observations. This approach
is illustrated in the following.
For an M-type kernel smoother, within the local neighborhood [x0 − h,x0 + h],
where x0 is the given data point and h is the smoothing parameter, the corresponding
robust kernel smoother can be defined as the minimizer mˆ of the following M-type
13
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or equivalently, the minimizer mˆ solves the following equation:
n∑
i=1
ψ(yi −m(x0))Kh(xi −x0)= 0, (3.1)
where ρ refers to Huber’s function defined in (2.6), and K (.) is the kernel function
specifying how the observations contribute to the kernel fit at x0 (Wu and Zhang,
2006)(18). In this thesis, we use Gaussian kernel (2.2) which gives larger weights to
points closer to x0. The h is the smoothing parameter which controls the trade-off
between the bias and the variance of the estimate. It has been shown in the literature
that when data are contaminated with outliers, an efficient estimator requires that
the smoothing parameter is selected using a robust technique.
As an alternative, we can adopt the idea of pseudo data proposed by Cox (1983), in
which he proved that estimates obtained from an M-type smoothing method enjoy
the same asymptotic properties as the least squares estimates obtained from pseudo
data. Besides, applying the pseudo data approach to estimate the smooth function
m(x) relaxes the consideration of robust technique in smoothing parameter selection
(Cantoni and Ronchetti, 2001). The pseudo data defined in (2.7) can be looked as a
summation of two parts: a mean function taking the same form as the least squares
estimate, and a residual term adjusted by Huber’s M-estimator. However, this func-
tion involves an unknown functionm(x) and the resulting residual ². Later develop-
ment on the pseudo data made it solvable by replacing the unknown functions by
their corresponding estimates, the denominator Eψ′ was simplified and replaced by
2, which corresponds to the first derivative of Huber’s ψ function when no outlier
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presents (2.13).
The final estimate of m(x) can be obtained at the convergence of z or mˆ(x). The
algorithm used to solve this problem involves updating mˆ and z in each iteration,
given the previous estimate mˆ and Huber’s ψ-function. One problem remained is
the choice of cut-off value c in the ψ function, which is often chosen according to
data variation. Kelly (1996)(9) studied the effect of cut-off value on M-estimator and
suggested that a proper choice could lead to more efficient results and small values
of c protect again long-tailed distributions with a lack of efficiency for the normal
model.
The definition of the cut-off value given in the literature is determined by a known
positive constant κ and a standard deviation related variable s, or c = κs. In Huber
(1981)(6) andmany related literatures, s was chosen to bemedian absolute deviation
(MAD), that is, for the response vector y = (y1, y2, . . . , yn):
MAD =median[|y −median(y)|]. (3.2)
SinceMAD is the robust alternative of standard deviation, the outliers determined
in the empirical pseudo data (2.13) using this cut-off value c can be explained as data
points lying κ standard deviations away. In this sense, we can define a robust band
(mˆ−c,mˆ+c), where mˆ and c are fitted vectors of the smooth function and the cut-off
value respectively. Outside this band, the observations will be truncated. It can be
noted that the robust adjustment only applies to the data points whose estimates de-
viate from the observed values by no less than κMAD , in despite of the data distribu-
tion in the neighborhood. This would be adequate for data with a constant variance,
but for data with too skewed distribution or variance dependent on location, further
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adjustment in cut-off value is needed.
In the rest of this chapter, we first demonstrate the limitation of the conventional
selection of a fixed cut-off value, and propose the possible improvement; then we
focus on the implementation of the proposed robust kernel smoother using pseudo
data, including the discussion on the estimationmethods for the initial curve mˆ0 and
different selections for cut-off value c; finally, we illustrate the algorithmused to solve
the empirical pseudo data.
3.2 Motivation
In the following example, wewill use themotorcycle data to demonstrate the inad-
equacy of the conventional choice of the fixed cut-off value c and suggest a possible
improvement. This data set has 133 observations, the head acceleration in g (ac-
celeration due to gravity) of a test object after simulated impact on motorcycle was
recorded as a function of time (in milliseconds). Motorcycle data is a typical exam-
ple with data variation being dependent on the location, more specifically, the data
variation is small in the region x ∈ (0,13) and large in the region x ∈ (30,45). In this
thesis, the observations will be denoted as (x, y), where x denotes the design time
points ranging from 0 to 60, and y denotes the response ranging from -134 to 75. It
is not easy to spot out potential outliers in the original data, thus for convenience,
three observations (4,−2.7), (10.2,−5.4) and (47.8,−14.7) are edited and replaced by
(4,13), (10.2,10) and (47.8,90) respectively, these edited observations are obviously
outliers within the associated local neighborhoods, since in the region x ∈ (2.4,13.8)
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Figure 3.1 Scatter plots of the edited original data and the pseudo data. The left panel
presents the edited original data and the pseudo data estimates using robust kernel smoother
with fixed cut-off value; the right panel presents the edited original data and the pseudo data
estimates using robust kernel smoother with nonconstant cut-off value. It is seen that the out-
liers 1 and 2 are truncated when a fixed cut-off value was used and all the three edited outliers
were truncated when nonconstant cut-off values were used.
the corresponding head acceleration of a motorcycle y ∈ (−5.4,0) and in the region
x ∈ (44,57.6) the corresponding y ∈ (−26.8,10.7). The scatter plot of the edited orig-
inal data are presented by circles in Figure 3.1, it is obvious that the three edited ob-
servations are outliers within the neighborhood.
3.2Motivation 18
The robust kernel smoother using pseudo data will be applied to the edited origi-
nal data, the resulting pseudodata estimates at the first iteration of (2.13)were recorded
andpresented by stars in Figure 3.1. Wefirst select a fixed cut-off value c = 1.345MAD(yi−
mˆ0(xi )) for ψ function in (2.13), where the initial estimate mˆ0 is obtained by apply-
ing the moving median filter with size 5 on the edited original data. At the first it-
eration, the empirical pseudo data estimate zˆ11i takes exactly the same value as yi
if |yi − mˆ0(xi )| ≤ c, and mˆ0(xi )+ c elsewhere. The pseudo data estimates penalize
observations which deviate much from their estimates. A visual assessment of the
fixed cut-off value method is given in the left panel. Comparing with the edited
original data, it is obvious that (47.8,90) is identified as an outlier and is truncated
to (47.8,13.035) in the pseudo data estimates. However, the other two observations
(4,13) and (10.2,10) are treated as normal observations based on the pre-determined
cut-off value c, which is calculated using all data points. More specifically, c is the
median absolute deviation of all observations and their estimates. Thus, although
these two observations deviate significantly from their estimates in the neighborhood
x ∈ [0,13], the deviations are still smaller than the predefined fixed cut-off value and
fall outside the range of truncation, according to the definition ofψ function in (2.13).
To cope with this problem, the cut-off value c should be selected to vary according
to the local variation. As an alternative, we choose local cut-off value ci as the surro-
gate for local variation at xi , estimated by applying a smoothing method to the abso-
lute deviation of the observations and their estimates. Following the similar proce-
dure as mentioned above, the pseudo data estimates zˆ21i can be obtained. The corre-
sponding scatter plot of zˆ21i is given in the right panel of Figure 3.1. In this plot, all the
three edited values are identified as outliers, and are truncated to (4,2.7), (10.2,−2.7)
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and (47.8,25.935) in the pseudo data estimates. This is due to the fact that noncon-
stant cut-off values take into account the data variation in the neighborhood, thus in
the region where data are densely distributed, the corresponding cut-off values are
small and in region where data are sparsely distributed, the corresponding cut-off
values are large.
Comparing these two plots, it can be noted that in the region x ∈ (0,13) the pseudo
data estimates in the right panel are more densely distributed and in the region x ∈
(30,45) the estimates aremore sparsely distributed. It indicates that the robust kernel
smoother with nonconstant cut-off value preserves properties of data distribution,
and might be more efficient than the one with fixed cut-off value.
3.3 Estimation for Initial Curve mˆ0
Refer to the empirical pseudo data (2.13), the estimate mˆ(x) and the cut-off value
c determine which observations fall in the robust interval, thus affect the robustness
of the final estimate. The first step in solving (2.13) requires the initial estimate of
mˆ0(x) to be specified, a variety of methods can be used and the final results will not
be highly affected due to the repetition of the algorithm. But a proper choice will save
computation time and result in a more efficient final estimate.
We recommend to apply a robust method for the estimation of the initial curve.
Since these estimates are not sensitive to outliers, the outliers defined in the empirical
pseudo datawill not differmuch from the original data. In Figure 3.2, we demonstrate
the effect of initial estimates by comparing the robust interval estimated from the
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moving means filter (2.2) and the moving median filter (2.3). Robust interval is used
because it determines the pseudo data estimates, that is, observations not within this
interval will be treated as outliers andM-type truncation will be applied. The 60 data
points y are generated from a sine function and a contaminated noise. The data are
presented by circles, the initial smooth curve mˆ0 in the left panel is estimated using
the moving median filter and that in the right panel is estimated using the moving
means filter. The corresponding robust band is constructed using mˆ0± 1.345c and
presented by the joined lines in the plot, where the cut-off value c =MAD(y − mˆ0).
The robust band in the left panel is obtained using the moving median filter and the
right panel using the moving means filter. Comparing the two plots, it can be seen
that the robust band in the right panel is highly influenced by the few outlying ob-
servations, as a result, some normal observations (labeled as a, b, c) are identified as
outliers according to the robust band defined by the moving means filter. While the
robust band in the left panel seems to be resistent to outliers. The effect may not be
severe due to the robust remedies in the estimation algorithm, butmore iteration and
computation time will be needed.
In this thesis, we will apply the moving median filter with size 5 to the edited orig-
inal data to obtain the initial estimate mˆ0. Since it is the robust estimate of the edited
original data and possesses its major features and relatively easy to apply.
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Figure 3.2 Effect of the initial estimates on the robust band.
3.4 Selection of the Cut-off Value
The cut-off value c in the empirical pseudo data (2.13) can either be selected as
fixed for all data points or nonconstant, varying with the local variation. Refer to the
ψ function in (2.13), this value can be used to construct a robust interval around the
smooth estimate at the i th iteration mˆi , within which the observations are consid-
ered normal while those fall outside the interval are identified as outliers, and robust
remedies will be applied.
In this thesis, a fixed cut-off value c is formulated as c = κMAD(y−mˆi ), where κ is
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a positive constant and mˆi refers to the estimate of the smooth functionm at the i th
iteration. Median absolute deviation (MAD) is used since it is the robust alternative
of standard deviation, thus insensitive to the outlying observations. But as pointed
out in Chapter 2, robust smoother with a fixed cut-off value might not be efficient
for data variation dependent on locations, since the robust interval determined as
such has the same width regardless of local variation of the data, thus at locations
with small variation, outliers within local neighborhood may not be identified, while
at locations with large varation, even the normal observations might be identified as
outliers. Such robust method may distort some features of the original data and lead
to misleading results.
As an alternative, we can select the cut-off value according to the local variation.
Ideally, the resulting robust bandwill be wider at locations where data are distributed
more sparsely and narrower where data are densely distributed. This idea is based on
the normalized Euclidean distance:
d(x1,x2)=
√∑ (x1i −x2i )2
σ2i
. (3.3)
It suggests that the normalized distance between two set of random vectors x1,
x2 not only depend on their Euclidean distance, but also the relative distance with
respect to standard deviation, represented by
√
σ2i in the above formula. Referring
to this definition, we suggest that the selection of cut-off value should take into ac-
count local variation of the data, so that the outliers in pseudo data estimates can
be regarded as those fall κ standard deviations away from the estimates. In this the-
sis, we first calculate the residual terms |y − mˆ|, which is the absolute deviation be-
tween fitted and the observed data, then apply Tukey’s 3RSSH(2) to obtain its robust
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smoother. This resulting smoother will be defined as s and used to construct cut-off
value c.
3.5 Implementation
The first two sections discussed the methods we will use to estimate the initial
value and the cut-off value. In this section, we will illustrate the implementation of
the robust kernel smoother using pseudo data in estimating smooth function mˆ(x).
The precision of the estimate can be improved by iteratively updating mˆ(x) and z˜, at
the convergence when we expect no more changes on z˜. That is, the estimate at the
i th iteration is not significantly different from that obtained at the (i +1)th iteration:
|z˜i − z˜i+1| ≈ 0. The algorithm can be described as follows:
1. Specifying an initial estimate mˆ0. The initial estimate ofm(x) needs to be spec-
ified in order to start constructing the empirical pseudo data z˜1. The choice of this
initial estimate can be flexible. In this thesis, we use the moving median filter with
size 5, since it gives robust and smooth initial estimates of the underlying function
and relatively easy in computation.
2. Specifying the cut-off value c. Knowing that the cut-off value is calculated by
c = κs, this step involves specifying the constant κ and standard deviation related
variable s. For a normal model, κ= 1.345 corresponds to 95% efficiency and κ= 1.95
corresponds to 80% efficiency (Cantoni and Ronchetti, 2001). Thus these two values
will be considered in the following chapters. The discussion on s was given in the
previous section, it can be either fixed or non-constant.
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3. Given mˆ0 and c, the initial estimates of empirical pseudo data can be calculated
and we denote them as a vector z˜1.
4. The vector z˜1 obtained in the previous step is the robust version of the original
data. In this step, we apply kernel smoother to z˜1, the resulting least squares estimate
mˆ1 will replace mˆ0 and update c to calculate empirical pseudo data z˜2.
Steps 2− 4 will be repeated until convergence, that is, when |z˜ii − z˜i+1i | is small
enough.
3.6 Asymptotic Properties
In this section, we will show that the robust estimate obtained from the kernel
smoother and the pseudo data is asymptotically equivalent to the estimate obtained
using the M-type robust kernel smoother. The asymptotic equivalence is given as
follows:
Let the estimate at convergence be denoted as mˆ∗, and the corresponding em-
pirical pseudo data be z˜∗. Following step 4 mentioned in the previous section, the





(z˜∗i −mˆ∗(xi ))2Kh(xi −x).




(z˜∗i −mˆ∗(xi ))Kh(xi −x)= 0. (3.4)
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According to the definition of the empirical pseudo data (2.13), we can easily ob-
tain the following relationship: 2(z˜∗i − mˆ∗(xi )) = ψ(yi − mˆ∗(xi )), substitute ψ(yi −




ψ(yi −mˆ∗(xi ))Kh(xi −x)= 0
This takes exactly the same form as the M-type kernel smoother (3.1). Therefore,
the estimate at convergence mˆ∗ is also the solution to the M-type kernel smoother
equation.
The asymptotic bias and variance of the resulting robust estimate mˆ∗ are given in
the Appendix. Comparing these results with those obtained from the ordinary kernel
smoother, it can be noted that both estimates share the same asymptotic bias, but the
robust one enjoys a smaller asymptotic variance.
CHAPTER 4
Simulation Study
In this chapter, we evaluate the performance of the robust kernel smoother pro-
posed in the previous chapter via simulation. Like in many simulation studies for
smoothingmethods, sine is considered and the regression functionm(x) used in this
simulation study is defined as:
m(x)= 2sin(2pi(1−x)2),x ∈ (0,1). (4.1)
We randomly generate x1,x2, . . . ,xn from a uniform distributionU (0,1). The response
values y1, y2, . . . , yn are formed by adding randomerror terms ²1,²2, . . . ,²n to the above
functionm(x) respectively. That is,
yi =m(xi )+ (1+xi )
1
2 ²i , i = 1, . . . ,n.
The errors ²1,²2, . . . ,²n used in this thesis are generated from several symmetric
distributions, ranging from short tailed uniform distribution to relatively long tailed
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Table 4.1 Error distributions and tail indices.
Error Distribution τ(F )
Uniform(1) U(0,1) 0.57
Normal(2) N (0,1) 1
Contaminated Normal(3) 0.9N (0,1)+0.1N (0,16) 2.07
Contaminated Normal(4) 0.7N (0,1)+0.3N (0,16) 2.35
Contaminated Normal(5) 0.7N (0,1)+0.3Cauchy(0,1) 3.82







where F and Φ are the cumulative distribution functions of the underlying error dis-
tribution and the standard normal distribution respectively. Table 4.1 illustrates the
error distributions used in this simulation study and the corresponding estimated tail
indices. Contaminated normal noise (3) is generated from 90% standard normal and
10% N (0,42), such an error distribution has a moderate tail index; similarly, contam-
inated noise (5) is generated from 70% standard normal and 30% standard Cauchy, it
has a relatively long tail index.
Smoothing methods we consider in the simulation study include:
¦Method 1: Tukey’s 3RSSH(2),
¦Method 2: Combination of Tukey’s 3RSSH(2) and kernel smoother,
¦Method 3: Robust kernel smoother with fixed cut-off value,
¦Method 4: Robust kernel smoother with nonconstant cut-off value.
For each combination of test function and error terms, we generate 100 samples
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of size N = 200. For each sample, we apply different smoothing methods mentioned
above and record the resulting estimates. We compare the performance of these
methods by mean squared error (MSE), which assesses the quality of an estimator






Boxplot ofMSE is used as the graphical version to compare the performance of the
above smoothers. A boxplot gives the extreme observations, the median, the lower
and upper quartiles. Lower location of a box implies smaller MSE values. Histogram
of MSE ratio is used for pair-wise comparison. It shows the proportion of cases fall
into the specified categories. When there is no significant difference between the two
MSE values, we would expect a large proportion of ones in the histogram. Statistical
tests implemented in this chapter are two sample t-test and Wilcoxon rank sum test.
The latter is the nonparametric equivalent to the two-sample t-test with the alterna-
tive hypothesis that the two distributions differ in median.
In this study, we first compare the performance of the robust kernel smoothers
with the classical smoothers; thenwe investigate whether the robust kernel smoother
is sensitive to the selection of cut-off value c = κs. This is accomplished by studying
the effect of constant κ and the standard deviation related variable s separately.
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4.1 Study Design
Classical smoothers used in this section are Tukey’s 3RSSH(2) (method 1) and its
combination with kernel smoother (method 2). Although 3RSSH(2) has been con-
sidered superior to other combinations of the moving median smoothers in that it is
resistent to outliers and can smooth out toughs of the original data, the resulting esti-
mate is often not smooth enough due to the nature of its computation. On the other
hand, kernel smoother fit can be rather smooth, but it is sensitive to outliers. As such,
a combination of these two (method 2) will be used in the comparison. Refer to the
empirical pseudo data defined in (2.13), the robust estimate form(x) can be obtained
by iteratively updating mˆ(x) and z˜, and the robustness of the estimates depends onψ
function (2.9). To evaluate the effect of different cut-off value c = κs on the efficiency
of robust estimate, we will look at κ and s separately. Asmentioned before that s is re-
lated to data variation, classical choice is median absolute deviation (MAD) obtained
basing on all the observations. In this thesis we introduce another selection method,
which estimates s according to the local variation. The constant κ is another factor
thatmay affect the efficiency of the robust kernel smoother, different values κ= 1.345
and κ = 1.95 are considered in each method to check whether the robust smoothers
are sensitive to this constant.
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4.2 Robust Smoother vs Classical Smoother
Figure 4.1 gives the boxplots of the MSE values obtained from each smoothing
method when the error terms are generated from uniform and standard normal dis-
tributions. The left panel presents MSE values when noise are generated from the
uniform distribution. The spread and median of the boxplots do not significantly
differ from each other, indicating that for short-tailed distribution, the robust ker-
nel smoothers are essentially equivalent to the classical smoothers. For normal noise
given in the right panel, it appears that the MSE obtained from the robust smoothers
are slightly smaller than those from the classical ones. However, this difference be-
comes neglectable when we take into account the scale of the y-axis.
Boxplots of log (MSE) for longer tailed distributions are given in Figure 4.2. The
log transformation is taken to change the scale of y-axis. It can be seen from all
the three panels that the MSE obtained from the robust smoothers are smaller than
that obtained from the classical smoothers. A comparison between the two robust
smoothers reveals that the MSEs obtained from the one with nonconstant cut-off
value enjoys smaller location parameters and smaller variation. To verify the above
conclusions, the location parameters ofMSE are presented in Table 4.2, for each error
distribution and each method, we calculate mean, standard deviation and median.
The difference between MSE mean and median is neglectable for uniform noise dis-
tribution, thus only the means are presented. Generally speaking, the mean and me-
dian MSE from the robust smoothers are smaller than the corresponding ones from
the classical smoothers, and this is especially so for the longer tailed distributions.
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Figure 4.1 Boxplots of the MSEs corresponding to different smoothing methods for the
uniform and normal noise distributions. Smoothing method(1) is 3RSSH(2), method(2) is
3RSSH(2) and kernel smoother, method(3) and (4) are robust kernel smoother with fixed and
nonconstant cut-off value respectively, both with constant κ= 1.345.
In conclusion, the robust smoothers are essentially equivalent to the classical ones
for datawith short-tailed noise distributions. But for longer tailed noise distributions,
the robust smoothers aremore efficient than the classical ones. The following studies
will focus on the robust kernel smoothers, thus the short-tailed uniform noise distri-
bution will not be considered.
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Figure 4.2 Boxplots of the log(MSE) corresponding to different smoothingmethods for longer
tailed noise distributions. Smoothing method(1) is 3RSSH(2), method(2) is 3RSSH(2) and ker-
nel smoother, method(3) and (4) are robust kernel smoother with fixed and nonconstant cut-off
value respectively, both with constant κ= 1.345.
4.3 Choice of Cut-off Value
Theprevious section reveals that the robust kernel smoother outperforms the clas-
sical ones for longer tailed error distributions. In this section, we will study the effect
of cut-off value c = κs on the robust kernel smoother. We first set constant κ fixed
and compare the effect of s by setting it fixed for all data points or varying with the
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Method Mean(SD) Mean(SD) Mean(SD) Median
Method1 0.43(0.05) 0.48(0.10) 0.65(0.15) 0.62
Method2 0.42(0.05) 0.37(0.09) 0.51(0.13) 0.51
Method31.345 0.40(0.04) 0.22(0.17) 0.34(0.34) 0.23
Method41.345 0.38(0.04) 0.13(0.12) 0.16(0.23) 0.11
Method31.95 0.38(0.04) 0.11(0.07) 0.21(0.29) 0.11
Method41.95 0.38(0.04) 0.09(0.05) 0.16(0.21) 0.10
0.3N(0,16) 0.3Cauchy(0,1)
Method Mean(SD) Median Mean(SD) Median
Method1 1.31(0.54) 1.16 0.75(0.31) 0.69
Method2 1.01(0.43) 0.89 0.58(0.25) 0.54
Method31.345 0.78(0.77) 0.52 0.94(2.68) 0.22
Method41.345 0.29(0.36) 0.68 0.93(2.10) 0.15
Method31.95 0.50(0.69) 0.20 0.41(0.96) 0.13
Method41.95 0.26(0.22) 0.19 0.41(1.01) 0.13
data variation. Then we check whether the performance of the smoothers are sen-
sitive to the choice of κ by taking different values κ = 1.345 and κ = 1.95 seperately.
Histograms of the MSE ratios are given in the Appendix and statistical test results are
presented in Table 4.3.
For the normal error distribution, t-test is conducted and the location differences
4.3 Choice of Cut-off Value 34
presented in the table are themeandifferences; for longer-tailed distributions,Wilcoxon
rank sum test is conducted and the location differences are the mean score differ-
ences. Test results suggest that the robust kernel smoother with nonconstant cut-
off value outperforms the smoother with fixed cut-off value (p-value< 0.0001) when
constant κ is small (κ = 1.345). However, this difference seems to be neglectable for
longer tailed error distributions when value of constant is large (κ= 1.95). Same con-
clusions can be drawn from the histograms of the MSE ratios between the robust
kernel smoother with nonconstant and fixed cut-off values. Figure B.1 shows that
most of the ratios fall on the left-side of 1, indicating smaller MSE for the smoother
with non-constant cut-off value. However, most ratios are concentrated around 1 in
Figure B.2, suggesting a non-significant difference between choices of cut-off value
when κ= 1.95.
Previous studies on theM-estimator pointed out that the choice ofκwas crucial to
the estimate. Thus the following study is to check whether the robust smoothers are
sensitive to the different values of this constant. The same test statistic is performed
and the results for each error distribution are presented in Table 4.4. It appears that
the location parameters of MSE are significantly different only when s is fixed for all
data points, indicating that the robust smoother with fixed cut-off value is sensitive
to the choice of constant κ, while nonconstant cut-off value may relax the consid-
eration of κ. The same conclusion can be inferred from the histograms given in the
Appendix. Figure B.3 presents the histograms of MSEκ=1.345/MSEκ=1.95 for the ro-
bust kernel smoother with nonconstant cut-off value. It is seen that large proportion
of ratios are concentrated around one, indicating that this method is not sensitive to
the value of constant κ. In contrast, there is more deviation from one in Figure B.4,
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Table 4.3 Test for MSE location differences between the robust kernel smoothers
with fixed and nonconstant cut-off values.
Method Location difference p-value
(a) Error distribution: N(0,1)
Method3 vs Method4 (κ= 1.345) 0.11 < 0.0001
Method3 vs Method4 (κ= 1.95) 0.04 < 0.0001
(b) Error distribution: 0.9N(0,1)+0.1N(0,16)
Method3 vs Method4 (κ= 1.345) 34.42 < 0.0001
Method3 vs Method4 (κ= 1.95) 6.70 0.41
(c) Error distribution: 0.7N(0,1)+0.3N(0,16)
Method3 vs Method4 (κ= 1.345) 40.35 < 0.0001
Method3 vs Method4 (κ= 1.95) 8.86 0.33
(d) Error distribution: 0.7N(0,1)+0.3Cauchy(0,1)
Method3 vs Method4 (κ= 1.345) 27.23 0.0008
Method3 vs Method4 (κ= 1.95) -3.57 0.66
suggesting that the robust kernel smoother with fixed s is sensitive to the choice of
constant κ.
The boxplot of MSE obtained from the robust smoothers when κ takes different
values are given in Figure 4.3. It appears that for both moderate and longer tailed
error distributions, the robust kernel smoother with nonconstant cut-off value leads
to smaller MSE values. The difference seems to be more obvious as the tail index of
the error distribution increases. Besides, for all the above error distributions, MSE
corresponding to nonconstant cut-off value with κ taking different values seems to
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Table 4.4 Test for the effect of constant κ on the robust kernel smoother.
Method Location difference p-value
(a) Error distribution: N(0,1)
Method3 (κ= 1.345vs κ= 1.95) 0.02 < 0.0001
Method4 (κ= 1.345vs κ= 1.95) 0.09 < 0.0001
(b) Error distribution: 0.9N(0,1)+0.1N(0,16)
Method3 (κ= 1.345vs κ= 1.95) 3.65 0.65
Method4 (κ= 1.345vs κ= 1.95) 27.29 0.0009
(c) Error distribution: 0.7N(0,1)+0.3N(0,16)
Method3 (κ= 1.345vs κ= 1.95) -1.97 0.81
Method4 (κ= 1.345vs κ= 1.95) 27.71 0.0007
(d) Error distribution: 0.7N(0,1)+0.3Cauchy(0,1)
Method3 (κ= 1.345vs κ= 1.95) -2.09 0.79
Method4 (κ= 1.345vs κ= 1.95) 26.71 0.001
have similar locationparameters and variation. While this is not the case for fixed cut-
off value. Indicating that the robust kernel smoother with nonconstant cut-off value
is not sensitive to different values of constant κ, thus resulting in a more consistent
conclusion.
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Figure 4.3 MSE corresponding to robust kernel smoother with different cut-off values for
different error distributions. Method3 and method4 are robust kernel smoother with fixed and
nonconstant cut-off value respectively.
CHAPTER 5
Real Data Application
The proposed robust kernel smoother using pseudo data will be applied to the
edited motorcycle data. We will compare the performance of the robust smoother
with nonconstant and fixed cut-off values. As mentioned in Chapter 3, the motor-
cycle data is used due to its spread being dependent on the location. The three ob-
servations are edited to create outliers, labeled as 1, 2 and 3 respectively in Figure
5.1. In this Chapter, we will look at the pseudo data estimates and their correspond-
ing robust intervals, the patterns of the cut-off values, and the final estimates mˆ(x)
obtained from the robust smoother with both nonconstant and fixed cut-off values.
Let us look at the results. In Figure 5.1, pseudo data estimates at convergence
and the edited original data are presented. The robust band corresponding to the
estimates mˆ∗(x)± c(x) is drawn in the Figure 5.1, where mˆ∗(x) is the final estimate
of mˆ(x) and c(x) is the associated cut-off value curve. It can be seen from the left
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panel that when using the smoother with fixed cut-off value, the robust band has a
consistent vertical width. Although the edited observations 1 and 2 are local outliers
within the region x ∈ (0,13), they are not identified since their corresponding devia-
tions from the estimates are smaller than the predefined cut-off value c, thus falling
in the robust band and are treated as normal observations. On the contrary, in the
region x ∈ (30,45) where data are sparsely distributed, many observations fall out-
side the robust region and are treated as "outliers". A closer investigation shows that
within this region, data variation are relatively large and those that fall outside the
robust region may carry important information about the relationship of motorcycle
head acceleration over time, and are not actually outliers within the neighborhood.
The robust band in the right panel is obtained using robust kernel smoother with
nonconstant cut-off value. It can be seen that the robust band captures the main
features of data distribution, that is, in the region x ∈ (0,13) where data are densely
distributed, the corresponding robust band is narrow, thus the labeled observations
1 and 2 are identified as "local outliers". While in the region x ∈ (30,45) where data
are sparsely distributed, the robust band is wider, thus less outliers are identified, as
compared to the left panel. We note that for both methods, the edited observation 3
is identified as outliers due to its large deviation from the neighborhood.
Figure 5.2 shows the patterns of the cut-off values at convergence. The fixed cut-
off value is represented by the horizontal line, calculated frommedian absolute devi-
ation of the differences between all the observed values and their estimates. It takes
into account all the data points, thus it is a global scale. The nonconstant cut-off
value is represented by the joined line, taking values as smoothing estimates of the
deviation between the observed value and its estimate. As a result, the nonconstant
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Figure 5.1 Edited original data (circles), pseudo data estimates (stars) and the associated ro-
bust bands (solid curve) for the motorcycle data. The left panel presents the estimates obtained
using the robust smoother with fixed cut-off values and the right panel with nonconstant cut-
off values.
cut-off value at a certain location depends on the deviation in its neighborhood, thus
it is a local scale. It reflects the local variation of data, that is, in the region x ∈ (0,13)
where data are densely distributed, the nonconstant cut-off value is smaller than the
fixed cut-off value; while in the region x ∈ (13,45) where data are sparsely distributed,
the nonconstant cut-off value tends to be larger. These explain why the edited ob-
servations 1 and 2 are identified as local outliers with nonconstant cut-off value and
treated as normal observations with fixed cut-off value.
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Figure 5.2 Patterns of fixed and nonconstant cut-off values at convergence.
Based on the pseudo data estimates and the cut-off values, we then obtain the
robust kernel estimates form(x). The same kernel smoother is applied and the band-
width h is selected using cross-validation (2.3). The results are given in Figure 5.3,
where the estimate using robust smoother with fixed cut-off value is presented by a
connected line and that with nonconstant cut-off value is presented by a dashed line.
It can be seen from this plot that the final estimate mˆ∗(x) obtained using nonconstant
cut-off value is smoother than that obtained using fixed cut-off value, that is, it is less
sensitive to the local fluctuation of the observations.
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In this thesis, we studied the robust kernel smoother using pseudo data and its
cut-off value selection. The robustness of the estimate is achieved via theM-estimator
in the pseudo data, for which the selection of cut-off value is essential. We proposed
to select nonconstant cut-off value, motivated by normalized Euclidean distance,
which differs from the conventional fixed cut-off value in that it takes different val-
ues according to the local variation.
Results from theoretical exercise show that the estimates obtained from thepseudo
data and a least squared kernel smoother is equivalent to those obtained from the
classical robust kernel smoother. Simulation studies suggest that the robust kernel
smoother with nonconstant cut-off value leads to a superior mean squared error per-
formance compared to fixed cut-off value, and it is not sensitive to the choice of con-
stant κ, while for the smoother with fixed cut-off value, different values of κ result
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in different final estimates. Application of the robust kernel smoother suggests that
nonconstant cut-off value is more accurate in identifying local outliers and preserv-
ing data properties compared to fixed cut-off value.
We acknowledge the limitation of the selection method for nonconstant cut-off
value proposed in this thesis. Further improvement will be needed on its formulation
and theoretical properties. Besides, the idea of nonconstant cut-off value seems to be
especially helpful for error distribution dependent on locations, a special investiga-
tion needs to be carried out on this topic.
Furthermore, the idea of nonconstant cut-off value can be generalized to any M-
type estimator.
APPENDIX A
Appendix 1: Asymptotic Properties
Denote the estimate at convergence as mˆ∗, in this part we will show its asymptotic
bias and variance. Firstly, a briefly introduction of some notations and assumptions
will be given in the following.
(1) Non-negative kernel function is defined as Kh(x−Xi )= 1hK ( x−Xih ).
(2) The kernel density estimate is defined by fˆ (x)= (nh)−1∑K ( x−Xih ).
(3) Kernel function is symmetric, Lipschitz continuous and satisfies:
∫
K (t )dt = 1
and
∫
tK (t )dt = 0.
(4) We denote: V (K )= ∫ t2K (t )dt and R(K )= ∫ K 2(t )dt .
(5) Assume that theψ function is normalized and Eψ(²i )= 0.
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(6) Assume that mˆ∗(x)→m(x).
At the convergence, we expect no further changes on z˜i and mˆ(xi ) in the next it-
eration, as explained in Chapter 3. As this estimate can be regarded as least squared
kernel smoother obtained from pseudo data, at the convergence, the estimate mˆ∗(x)






















Under assumption (5) and (6), the conditional expectation of the above kernel smoother
is:
E [mˆ∗(x)|x1, . . . ,xn]=
(nh)−1[
∑
k( xi−xh )m(xi )]
f (x)
(1+op(1))





Define ti−th =ω, then:
E [mˆ∗(x)|x1, . . . ,xn]= 1
f (x)
∫
K (ω)m(x+hω) f (x+hω)dω
Applying Taylor expansion tom(x+hω) and f (x+hω), we finally obtain
E [mˆ∗(x)|x1, . . . ,xn]=m(x)+ 1
2
h2
m′′(x) f (x)+2m′(x) f ′(x)
f (x)
V (K )+o(h2)
Thus the conditional bias is:
Bias[mˆ∗(x)|x1, . . . ,xn]= 1
2
h2
m′′(x) f (x)+2m′(x) f ′(x)
f (x)
V (K )+o(h2) (A.2)
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This conditional bias is equivalent to that obtained from ordinary kernel smoother.
Similarly, the conditional variance can be obtained in the following way:








K ( xi−xh )ψ(²i )
2Σ xi−xh
]







K 2( xi−xh )var (ψ(²i )|x1, . . . ,xn)
4(
∑
K ( xi−xh ))
2
It is obvious that the first part vanishes, for the second part, refer to the definition of
ψ(x), we have that in region |t | ≤ c:
Var [mˆ∗(x)|x1, . . . ,xn]=
∑




K ( xi−xh ))
2
= h
−1E [K 2( xi−xh )]σ
2(x)
nh f 2(x)
define ti−th =ω, we have:








In region |t | > c, ψ function will be a constant, thus the associated variance is zero.
Thus, the variance is:
Var [mˆ∗(x)|x1, . . . ,xn]=
∑
K 2( xi−xh )σ
2(x)∑
[K ( xi−xh )]
2




I (|x| ≤ c)
(A.3)
The variance is smaller than the ordinary kernel smoother. Thus, the estimate ob-
tained using robust kernel smoother shares the same conditional bias as the conven-
tional kernel smoothing estimate, but it enjoys a smaller conditional variance. These
results are expected since pseudo data are constructed to have the samemean struc-
ture as the original data, but truncate the extreme residual terms by anM-estimator.
APPENDIX B
Appendix 2: Plots
Figure B.1 MSE ratios between robust kernel smoother with nonconstant cut-off point and
the smoother with fixed cut-off point when constant κ= 1.345.
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Figure B.2 MSE ratios between robust kernel smoother with nonconstant cut-off point and
the smoother with fixed cut-off point when constant κ= 1.95.
50
FigureB.3 MSE ratios corresponds to robust kernel smoother with nonconstant cut-off point
between κ= 1.345 and κ= 1.95.
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Figure B.4 MSE ratios corresponds to robust kernel smoother with fixed cut-off point be-
tween κ= 1.345 and κ= 1.95.
BIBLIOGRAPHY
[1] Cantoni, E. and Ronchetti, E. (2001) “Resistant Selection of the Smoothing Pa-
rameter for Smoothing Splines." Statistics and Computing. 11, 141-146.
[2] Cox, D.D. (1983) “Asymptotics for M-type Smoothing Splines." The Annals of
Statistics. 11, 530-551.
[3] Ha¨rdle, W. and Gasser, T. (1982) “Robust Non-parametric Function Fitting."
Journal of the Royal Statistical Society Ser. B. 46, 42-51.
[4] Huber, R.J. (1964) “Robust Estimation of a Location Parameter." The Annals of
Mathematical Statistics. 35, 73-101.
[5] Huber, R.J. (1973) “Robust Regression: Asymptotics, Conjectures and Monte
Carlo." The Annals of Statistics. 1, 799-821.
[6] Huber, P.J. (1981) “Robust Statistics." New York: Wiley.
52
Bibliography 53
[7] Huber, R.J. (1983) “Minimax Aspects of Bounded-Influence Regression." Journal
of the American Statistical Association. 78, 66-72.
[8] Kelly, G.E. (1992) “Robust Regression Estimators - the choice of tuning con-
stants." Statistician. 41, 303-314.
[9] Kelly, G.E. (1996) “Adaptive Choice of Tuning Constant for Robust Regression
Estimators." Statistician. 45, 35-40.
[10] Leung, D.H.Y. (2005) “Cross-Validation in Nonparametric Regression with Out-
liers." The Annals of Statistics. 33, 2291-2310.
[11] Nadaraya, E.A. (1964) “On Estimating Regression." Theory of Probability and its
Applications. 9, 141-142.
[12] Oh, H-S., Nychka, D. and Lee, T.C. (2005) “The Role of Pseudo Data for Robust
Smoothing with Application to Wavelet Regression." Biometrika. to appear.
[13] Rosenblatt, M. (1956) “Remarks on Some Nonparametric Estimates of a Density
Function." Annals of Mathematical Statistics. 27, 832-835.
[14] Tukey, J.W. (1977) “Exploratory Data Analysis." Addison-Wesley Publishing Co.
[15] Velleman, P.F. (1975) “Robust Nonlinear Data Smoothers: Theory, Definitions
and Applications." PHD thesis, Princeton University, Dept. of Statistics.
[16] Velleman, P.F. (1980) “Definitions and Comparison of Robust Nonlinear Data
Smoothing Algorithms." Journal of the American Statistical Association. 745,
609-615.
[17] Watson, G.S. (1964) “Smooth Regression Analysis." Sankhya. 26, 101-116.
Bibliography 54
[18] Wu, H. and Zhang, J-T. (2006) “Nonprametric Regression Methods for Longitu-
dinal Data Analysis." Wiley Series in Probability and Statistics.
