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Metamaterials are engineered materials, whose spatially periodic ar-
rangement of their constituent materials endows the composite assembly with
rather unconventional properties, when macroscopically observed. In the con-
text of the three wave-supporting physics regimes –elastodynamics, acoustics,
and electromagnetics– metamaterials present unique opportunities for previ-
ously unimaginable user control over the resulting wave behavior.
To date, the design of metamaterials is mostly done on an ad hoc ba-
sis, relying mostly on one-of-a-kind or incremental physical experiments and
forward computational modeling.
This dissertation introduces a systematic methodology, rooted in in-
verse problem theory, for engineering the dispersive properties of periodic me-
dia to meet a priori, user-defined, wave control objectives. Both scalar and
vector waves are considered.
ix
In the developed methodology, the material properties and geometry
parameters of the unit cell of the periodic medium become the inversion vari-
ables. The inversion is driven by the user-defined wave control objective,
constrained by the dispersive characteristics of the unit cell.
Though the methodology is flexible enough and can accommodate fairly
broad dispersion engineering objectives, here the focus is on band-gaping prop-
agating waves at user-defined frequency ranges. Numerical results in the fre-
quency domain demonstrate that the inversion process yields unit cells that
indeed attain the user-defined dispersive behavior. The inverted-for unit cells
are then used to build metamaterial assemblies of not only finite periodicity, as
opposed to infinite, but of fairly narrow periodicity, and are tested in the time
domain against broadband excitations: it is shown that it is possible to attain
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This dissertation introduces a systematic method, rooted in inverse
problem theory, for engineering the unit cell of a periodic medium as a means
of controlling wave propagation within the medium.
A wave is a physical phenomenon that carries energy in space and time
through a wave-supporting medium. In general, waves propagate with different
speeds at different frequencies and/or along different directions: the particular
wave behavior is dictated by the material composition and the geometry of
the medium. Mathematically, the complex wave motion characteristics are
uniquely and completely described by the medium’s dispersion relation: thus,
engineering the dispersive properties of a medium is a suitable vehicle for
controlling energy propagation.
Engineering the dispersive properties of a unit cell of a periodic medium
may result in unconventional behavior of the periodic assembly at the macro
scale, effectively endowing the periodic medium with metamaterial status. Of
particular interest in this dissertation are metamaterials that allow for band-
gaping propagating waves –giving rise to wave steering, lensing or focusing,
and shielding.
1
To engineer the unit-cell’s dispersive behavior, we develop a design
methodology that, mathematically, is cast as a dispersion-constrained inverse
medium problem. The Lagrangian of the inverse problem consists of an ob-
jective functional and of the side-imposed Floquet-Bloch unit cell eigenvalue
problem –the latter representing the physical constraint. Any suitably param-
eterized unit-cell material property or geometric quantity can be used as design
or inversion variable. For example, herein, for the elastic metamaterial case,
we used the Lamé parameters, the mass density, and geometric parameters as
the design variables.
Selecting a suitable objective functional is challenging: when interested
only in band-gap design, we propose the Floquet-Bloch problem discriminant
as the objective functional, whereas for general dispersion engineering, we
propose a group-velocity-based objective functional.
To validate the theoretical development, numerical results show that
the inverse metamaterial design methodology can robustly render unit-cell
designs achieving the user-defined target dispersive behavior, including uni-
directional and, more importantly, omni-directional band-gaps, for the scalar,
as well as the more challenging vector (elastic) wave case. Furthermore: we
use time-domain experiments to demonstrate that, even though the unit-cell
designs are predicated on infinite periodicity, metamaterial assemblies of fairly
narrow periodicity can quite satisfactorily result in the target wave-controlling
behavior, including steering and shielding.
2
1.1 Thesis organization
This dissertation consists of three journal articles on the inverse design
of metamaterials for scalar and vector waves. Two of three articles have already
been published, while the third one is under review.
Chapter 2 introduces an inverse approach for designing band-gap meta-
materials for a given user-defined target frequency range. We propose using the
discriminant of the quadratic form of the Floquet-Bloch eigenvalue problem
to drive the inverse problem; the discriminant serves as a numerically robust
identifier of propagating and non-propagating states for each eigenmode. We
demonstrate the design method by inverting for the material properties of a
unit cell supporting scalar waves.
Chapter 3 introduces an inverse approach for more general dispersion
engineering of metamaterials. Here, the inversion is driven by a user-defined
group velocity profile, thus allowing wave control objectives that include, yet
transcend band gaps. The method is demonstrated by designing material
properties of unit cells for scalar wave control.
Chapter 4 extends the group velocity-driven inversion approach of the
preceding chapter to the more challenging problem of vector waves. We show
that the proposed design method can simultaneously control P and SV waves
in elastodynamics. Uni- and omnidirectional band-gap designs are realized,
while various time-domain analyses are used to demonstrate the efficacy of
the designs in wave steering and shielding.
3
The methodology outlined in Chapters 2 to 4 focuses on inversion for
the material properties of the unit cell; in Chapter 5, we extend the method-
ology to encompass unit-cell geometric parameters as inversion variables.
Concluding remarks are discussed in Chapter 6.
4
Chapter 2
Inverse metamaterial design for controlling
band gaps in scalar wave problems1
We are concerned with the design of metamaterials capable of exhibit-
ing a user-defined frequency band gap in periodic media supporting scalar
waves. We cast the metamaterial design problem as an inverse medium prob-
lem, and seek to reveal the properties of the metamaterial unit cell that would
enforce the gap. To drive the inversion, we use a scalar objective functional
–the negativity of a discriminant of the coefficients of a quadratic wavenum-
ber eigenvalue problem– that defines uniquely the evanescent state associated
with the gap. We use the medium’s dispersion characteristics to side-impose
the underlying wave physics in the objective functional, and demonstrate the
proposed inverse metamaterial design with numerical examples in both the
frequency and time domains for the scalar wave case in one and two dimen-
sions. The approach is systematic and can be generalized to the vector wave
case, provided that the eigenvalue problem remains Hermitian.
1This chapter has been published in: Heedong Goh and Loukas F. Kallivokas, Inverse
metamaterial design for controlling band gaps in scalar wave problems, Wave Motion,
88:85–105, 2019. The dissertation author had significant contributions to the article that
included the development of the methodology, its implementation, the numerical results,
and the related discussion.
5
2.1 Introduction
The need to design materials capable of exhibiting band gaps is driven,
with increasing intensity, by applications in various engineering fields: whereas
electronic band gaps have long been central to developments in the semicon-
ductor industry [29], applications involving photonic and phononic crystals are
currently driving novel applications in sensing and imaging [35,45]. A photonic
crystal and a phononic crystal are spatially periodic composite structures ca-
pable of exhibiting electromagnetic or acoustic band gaps, respectively. In this
context, a band gap is a frequency range where the propagation of waves is
arrested. The crystal’s spatially periodic structure is realized by assemblies of
unit cells; typically, each unit cell is itself heterogeneous, with spatially varying
optical or acoustic properties. Whereas the unit cell’s constituent materials
are real, the crystal’s homogenized properties may assume non-physical val-
ues, thus granting metamaterial status to the crystal. Depending on the type
of crystal, the wave type to be arrested in a band gap is different: de Broglie
waves in the “electronic” crystal case, electromagnetic and sound waves, in the
photonic and phononic crystal cases, respectively. Band-gap behavior similar
to that exhibited in photonic or phononic crystals is also possible for elastic
waves in elastic metamaterials. Whereas the one-dimensional elastic band-cap
case is very similar to the photonic and phononic crystal cases, designing ma-
terials to exhibit band gaps in higher dimensions remains a challenge due to
the presence of multiple directions and of different wave types that travel at
different velocities (e.g., shear and compressional waves).
6
Most of the early studies on band-gap materials were the purview of
solid-state physics (the electronic band gap) [4,29]. The photonic crystal case,
and more recently the phononic case, have seen considerable development, es-
pecially since technological challenges in the fabrication of the crystals were
overcome [33, 40]. More generally, the interest in understanding how waves
interact with periodic structures possibly predates all the aforementioned de-
velopments and it seems to have originated in studies of the behavior of elastic
or stress waves in periodic structures [8]. Irrespective of the underlying physics,
the inverse design problem, or equivalently, the question of what should the
unit cell be made of in order to deliver a prescribed or desired band gap has
not been systematically addressed, relying mostly on ad hoc approaches, with
very few exceptions [48,52,53,56,62].
In this paper, we are concerned with devising one such systematic ap-
proach for the material design of a metamaterial unit cell, when given a target
design band gap. Herein, we focus exclusively on the scalar wave problem,
which is common to acoustics, particular polarization cases in electromagnet-
ics (e.g., TE or TM cases), and elastodynamics (e.g., SH case). Since the goal
is to construct the spatial distribution of material properties driven by given
data (or a sought performance outcome), the problem belongs to the class of
inverse medium problems encountered in various other fields (e.g., geophysics):
we thus borrow from our own past developments in the treatment of inverse
medium problems using PDE-constrained optimization [18, 28], with suitable
modifications to accommodate the band-gap objective. Specifically, we show
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that the negativity of the discriminant of the coefficients of the problem’s
eigenvalue problem (cast in terms of the wavenumber) is sufficiently unique
in delineating the band gap, and thus is a good choice to base the objective
functional on. To form the Lagrangian, instead of side-imposing the govern-
ing PDE, we augment the objective functional with the side imposition of the
problem’s dispersion characteristics, or equivalently, the eigenvalue problem.
Following the satisfaction of the first-order optimality conditions, the prop-
erties of the unit cell are obtained, leading to a metamaterial exhibiting the
target band gap. We demonstrate the methodology with numerical results,
leading to unit cell designs with either piecewise constant properties, or made
of functionally-graded materials, in one and two spatial dimensions.
2.2 Preliminaries
To justify the particular choice of the objective functional that would
drive the inversion for the metamaterial unit cell, we discuss first the dynamics
of a periodic structure that lead to an eigenvalue problem for the unit cell.
The eigenvalue problem characterizes fully the dispersion behavior and the
frequency band structure of the metamaterial.
2.2.1 Bloch theorem and Bloch boundary condition
Consider the one-dimensional elastic metamaterial shown in Fig. 2.1,
consisting of one-dimensional unit cells. In the frequency domain, the wave











+ ω2ρ(x)U(x) = 0, ∀x ∈ R, (2.1)
where ω is a temporal frequency and the two material properties µ (elastic
modulus) and ρ (mass density) are periodic with periodicity p, i.e., µ(x+p) =
µ(x), and ρ(x + p) = ρ(x); consequently, the Helmholtz operator in (2.1) is
periodic. Then, by virtue of the Bloch theorem [4], the wavefunctions U(x)
that are solutions to (2.1) are Bloch waves, i.e.:
U(x) = eikxu(x), (2.2)
where u(x+ p) = u(x) ∀x, and k is the (Bloch) wavenumber. Expression (2.2)
leads also to the Bloch boundary condition:
U(x+ p) = eikpU(x), (2.3)




piecewise constant unit cell
ρ, µ




Figure 2.1: Typical one-dimensional metamaterial
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We note that (2.1) is equally applicable to the acoustic, electromag-
netic (polarized cases), and elastic cases, with different ascription of physical
meaning to the material properties ρ and µ [33].
2.2.2 Eigenvalue problems and band structures
Next, we are interested in deriving the unit cell’s eigenvalue problem.
Since we intend to use finite elements for the numerical treatment of the in-
verse material design problem, the eigenvalue problem is derived in a weak
or weighted-residual sense: we multiply (2.1) by a test function V (x), where
V (x) = eikxv(x), with v(0) = v(p), and a bar (·) over a variable denoting




















































− V ω2ρ eikxu
]
dx. (2.4)
Equation (2.4) is a Hermitian form, which yields the Bloch eigenvalue problem

















In the above u, v ∈ V, where V is defined as:
V =
{
u ∈ H1(0, p)
∣∣, u(0) = u(p)} . (2.6)
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There are two paths one can follow to obtain the band structure from the
eigenvalue problem: for a given wavenumber k, one can solve for ω2, which
gives rise to a linear eigenvalue problem, or, alternatively, one can solve for
the wavenumber k for a given ω, which gives rise to a quadratic eigenvalue
problem.
A classical band structure, as that shown in Fig. 2.2(a), results from
the solution of the linear eigenvalue problem: in the figure, ω̂ = ωp/ca and
k̂ = kp/π are normalized frequency and wavenumber, respectively, where ca
is an average wave velocity. The bands are symmetric about the origin of the
Brillouin zone2 Γ, and they are periodic. Thus, the bands between Γ and the
center of the face X contain all the information of the band structure. We note
that to solve the linear eigenvalue problem, we use real-valued wavenumbers
k, and since the associated forms are Hermitian, ω2 is always real-valued.
Therefore, the resulting classical band structure can express propagating states
only, with the evanescent states corresponding to band gaps that are only
indirectly recoverable: the shadowed region in Fig. 2.2(a) corresponds to a
no-solution condition for ω. Due to the above indirect definition of the band
gap, the linear eigenvalue problem does not appear to be the best driver for
the inverse problem. By contrast, the quadratic eigenvalue problem offers a
direct definition of the evanescent state/band gap, as is discussed next. We
note that, in the quadratic eigenvalue problem, for a given (real) ω, we solve
2The Brillouin zone is a unit cell in the spatial Fourier transform of the periodic domain.
The first Brillouin zone contains the origin k̂ = 0, which is denoted by Γ. The boundary of











(a) Classical band structure



















(b) Complex band structure
Figure 2.2: Band structures: (a) The classical band structure plotted using
the periodic zone scheme. (b) The complex band structure plotted using the
reduced zone scheme; Re{k̂} is in the middle panel, the non-zero Im{k̂} for
Re{k̂} = 0 is in the left panel, and the non-zero Im{k̂} for Re{k̂} = 1 is in the
right panel. Band gaps correspond to the shadow zones.
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for k, which is, in general, complex. To illustrate, we rearrange the weak form
(2.5) to yield the quadratic eigenvalue problem:
Given ω ∈ R, find k ∈ C and u ∈ V \ {0} such that:
0 = a0 (v, u) + ka1 (v, u) + k
2a2 (v, u) ≡ P (k) (v, u) , ∀v ∈ V (2.7)
where



























Fig. 2.2(b) depicts the band structure resulting from the quadratic eigenvalue
problem, where, because of the symmetry and the periodicity, the band struc-
ture is plotted only between Γ and X. We note that the band gaps correspond
to the regions where =m{k̂} is non-zero; in particular, the left panel corre-
sponds to Re{k̂} = 0, whereas the right panel corresponds to <e{k̂} = 1.
Clearly, whether recovered by the linear or the quadratic eigenvalue problems,
the band gaps coincide, as shown in Fig. 2.2(a) and Fig. 2.2(b), respectively.
However, the quadratic eigenvalue problem offers a sharper criterion for es-
tablishing the band gap than its linear counterpart, as it can be readily seen
in Fig. 2.2(b): the criterion is a non-zero imaginary wavenumber part, which
will be further exploited in defining the objective functional.
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2.2.3 Eigenvalue problem discriminant
We revisit the eigenvalue problem (2.7) and replace the test function
v with the eigenfunction u: there results a simple quadratic equation in the
wavenumber k, i.e.,
0 =P (k) (u, u)
=a0 (u, u) + ka1 (u, u) + k
2a2 (u, u)
=c+ bk + ak2, (2.9)
where the coefficients a = a2 (u, u), b = a1 (u, u), and c = a0 (u, u) are always
real-valued because they are the products of Hermitian forms operating on








where the discriminant D is defined as:
D = b2 − 4ac. (2.11)
The negativity of the discriminant (2.11) ensures a non-zero imaginary
part for the wavenumber: the latter was associated in the previous section with
the presence of a band gap. Fig. 2.3 depicts the discriminant as a function
of the temporal frequency ω, side-by-side with the band structure. Clearly,
positive discriminants are associated with propagating states, while negative
discriminants appear at evanescent states.
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10 0 10 20 30 40 50
D= b 2 − 4ac
Figure 2.3: A typical band structure (left) and the discriminant of the asso-
ciated quadratic eigenvalue problem (right): the discriminants are real-valued
and are smoothly varying over the frequency range. Negative discriminants
correspond to band gaps (shaded zones).
Thus, in summary, band gaps are equivalently characterized by either
wavenumbers with non-zero imaginary parts or by negative discriminants, for a
given temporal frequency. Either of the two band-gap indicators (Im{k} 6= 0 or
D < 0) could be used to drive the inverse metamaterial design: however, only
the discriminant-based indicator allows for differentiable objective functionals.
2.3 Inverse metamaterial design in 1D
2.3.1 Discriminant-based objective functional
Suppose we want to design a material that exhibits a band gap at fre-
quencies between ωs and ωf . Then, the design goal in terms of the discriminant
becomes:
15
Find ρ and µ such that
D < 0, ω ∈ (ωs, ωf ), (2.12)
or, by restating the above inequality problem as a minimization problem:
Given ωi ∈ (ωs, ωf ), find ρ and µ such that:
minD [ρ, µ, u] . (2.13)
The target band-gap interval is discretized into N frequencies ω(i), with i =
1, 2, . . . , N . Then, given ω(i) ∈ (ωs, ωf ), the objective functional can be written
as:





















































In the above, we use u
(i)
0 to denote the fundamental eigenfunction at each
frequency ω(i), and u to represent the set of all u
(i)
0 across the target band gap.
Similarly, D
(i)
0 denotes the i-th discriminant of the fundamental mode eigen-
value problem. In one spatial dimension, the objective functional consists of
the sum of the fundamental-mode discriminants D
(i)
0 at the target frequencies
ω(i), and was proven sufficient for driving the inverse design. However, the fun-
damental mode may not be sufficient for waves in higher spatial dimensions,
as is discussed in section 2.4, where suitable augmentations are presented.
16
2.3.2 The Lagrangian and the dispersion constraint
Resolution of the minimization problem (2.13) requires the direct sensi-
tivity analysis of the objective functional D. Alternatively, an adjoint method
could be enlisted to compute the gradient that drives the material parameter
updates during the inversion process. To this end, the objective functional D
could be augmented by the side imposition of a constraint – typically, a math-
ematical description of the underlying wave physics. Such an often-used con-
straint is the problem’s partial differential equation (e.g., [18,28]); here we opt
to instead use the associated eigenvalue problem, effectively constraining the
minimization by the dispersive properties of the target medium (e.g., [1, 36]).
The resulting Lagrangian functional becomes:
L [ρ, µ, u, k, v, ξ] = D [ρ, µ, u] + E [ρ, µ, u, k, v, ξ] , (2.15)
where the constraint E [ρ, µ, u, k, v, ξ] is defined as:






































0 is the fundamental mode eigenfunction (or the eigenfunction
that is associated with the smallest eigenvalue), k
(i)
0 is the corresponding fun-
damental eigenvalue, v
(i)
0 is an adjoint eigenfunction, and ξ
(i)
0 is an adjoint




0 , and v
(i)
0 are denoted by
k, ξ, and v, respectively). Thus, the first term in (2.16) is the eigenvalue prob-
lem (2.7); without loss of generality, we impose the real part of the eigenvalue
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problem to ensure its derivative is real-valued. The second term in (2.16) is
the orthonormality condition that would guarantee a unique solution for the
eigenvectors. With the above definition for the Lagrangian, the inverse design
problem (2.13) is replaced by:
minL [ρ, µ, u, k, v, ξ] . (2.17)
The minimization of the Lagrangian L would ensure the simultaneous mini-
mization of the objective functional D (band-gap goal), and the satisfaction
of the eigenvalue problem.
2.3.3 Optimality conditions
Next, we seek a stationary point of the Lagrangian (2.15) by requiring
the satisfaction of the first-order optimality conditions. Accordingly, the first
(Gâteaux) derivatives of L with respect to the state variables, to the adjoint
variables, and to the (unknown) design material variables, are forced to vanish.
The derivatives with respect to the adjoint variables lead to the state eigenvalue
problem, whereas the derivatives with respect to the state variables lead to
the adjoint eigenvalue problem. The derivatives with respect to the design
variables lead to a control problem, from which we obtain the gradient of
L for given trial designs of ρ and µ. The definitions of the derivatives are
given in appendix section 2.8; here, we provide the final form of the optimality
conditions:
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1. State eigenvalue problem
Given trials ρ and µ, find k
(i)
0 ∈ C and u
(i)






























∀ξ̃(i)0 ∈ R. (2.18b)
2. Adjoint eigenvalue problem




0 , find ξ
(i)
0 ∈ R and
v
(i)






























































































∀k̃(i)0 ∈ C. (2.19b)
3. Gradient of L















































































































































































































u ∈ H0(0, p)|u(0) = u(p)
}
, (2.21)
and gρ and gµ are the Fréchet derivatives, or gradients, of L with respect
to ρ and µ, respectively.
The search directions dρ and dµ are constructed from the gradients
gρ and gµ, and the properties are then updated using any gradient-based
scheme [49], e.g., steepest descent, conjugate gradient, etc. Given appropriate
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step sizes αρ and αµ, the material profiles are updated by
ρ← ρ+ αρdρ, (2.22a)
µ← µ+ αµdµ. (2.22b)
The overall inversion algorithm, including the computational details for the
search directions and the step sizes, is discussed in section 2.3.5.
2.3.4 Band gap width control
An algorithm based on the described minimization of the Lagrangian
would, in general, drive the discriminants for the band gap frequencies to
negative territory, but would not necessarily stop from enlarging the band gap
beyond the target regime, since no stopping criterion has been prescribed thus
far. In this section, we discuss two approaches for limiting the band-gap width
to the target size.
The simplest method is to implement a termination criterion by moni-
toring the negativity of the discriminants D
(i)
0 at discrete frequencies ω
(i) within
the target band gap. Let ND denote the number of frequencies at which the
discriminant becomes negative. Then, the inversion is terminated when
ND ≥ N, (2.23)
i.e., when the number of frequencies at which the discriminant becomes nega-
tive exceeds the number of discrete frequencies within the target band gap.
Alternatively, one could replace the summations in (2.14) and (2.16)
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with conditional summations, per:
D [ρ, µ, u] =
N∑




E [ρ, µ, u, k, v, ξ] =
N∑


































That is, the summations are carried only over the number of frequencies within
the target band gap for which the associated (fundamental mode) discriminant
is positive. By definition, the objective functional (2.24) has a lower bound
(zero): the inversion process stops automatically when the discriminant be-
comes negative for every frequency ω(i) in the target band gap. This second
method is particularly useful for higher-dimensional problems, as it will be
shown, where multiple modes and multiple directions are present.
In reporting numerical results, we used the first stopping criterion (2.23)
for one-dimensional problems, and the second criterion (2.24)-(2.25) for two-
dimensional problems.
2.3.5 Inversion process
We discuss next the inversion process that iteratively updates the unit
cell properties to yield a metamaterial assembly capable of exhibiting a pre-
scribed band gap. Other inverse design problems can be similarly accommo-
dated depending on particular manufacturing constraints that may limit the
22
range of considered material properties.
First, we choose initial guesses ρ0 and µ0 for the material properties ρ
and µ. Then, using the trial material properties, the state eigenvalue problem




0 . Then, using the
state variables and the trial properties, the adjoint eigenvalue problem (2.19)




0 . Next, armed with both
the state and adjoint variables, the reduced gradient of the Lagrangian L
is computed, per (2.20). The search directions for the material properties are
obtained from the gradient of L using any gradient-based scheme; here, we opt
for a nonlinear conjugate gradient method [21, 49]. The step size is obtained
using a backtracking algorithm [49], and, finally, the properties are updated
using (2.22). The process is repeated until the inverted material satisfies the
termination criterion (2.23). We also stop the iterations when the backtracking
algorithm fails to satisfy the sufficient-decrease condition; in such a case, we
restart the inversion with different initial search length or initial guess for the
material properties.
The most computationally-intensive parts of the inversion process are
the state and the adjoint solutions, which contain N number of eigenvalue
solutions, and N number of linear system solutions. However, the computation
of the eigenvalue solution and the linear system solution for each frequency ω(i)
in the target band gap is independent from each other, and thus, the inversion
process can be efficiently parallelized.
The details of the inversion process are listed in Algorithm 1.
23
Algorithm 1 Inversion process
1: Define the frequency range and the number of frequency points N in the
target band gap
2: Define the geometry of the unit cell (e.g. period, number of distinct ma-
terial elements, etc.)
3: Set the initial search length
4: Set initial guess for the material properties ρ0 and µ0
5: Set ND = 0
6: Initialize the iteration counter l← 0
7: for ND < N do
8: Solve the state eigenvalue problem . equation (2.18)
9: Compute ND . equation (2.23)
10: Solve the adjoint eigenvalue problem . equation (2.19)
11: Compute the gradient of L . equation (2.20)
12: Obtain the search direction (e.g., conjugate gradient method)
13: Update the material properties ρl+1 and µl+1 using backtracking algo-
rithm; stop if sufficient-decrease condition is violated
14: Set l← l + 1.
15: end for
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2.3.6 Extensions for topology design
Thus far, in the outlined inversion methodology, it is only the material
parameters ρ and µ that have been considered as unknown design variables,
whereas the topology of the unit cell has been considered fixed (the material
thicknesses are set a priori). However, the same framework can be used to
accommodate unknown thicknesses (or, more generally, unknown topology),
with the addition of an equality constraint to the Lagrangian (the sum of the
thicknesses must equal the size of the unit cell), and suitable modifications to
the control problem. Specifically, of the three optimality conditions discussed
in section 2.3.3, the state and adjoint eigenvalue problems would remain the
same, but the gradients of L (the control problem) would have to be com-
plemented by the derivatives of L with respect to the unknown thicknesses.
Thus, it would be possible to simultaneously invert for both the topology and
the properties, using the same discriminant-based objective functional.
2.4 Generalization to higher spatial dimensions
We claim that the discriminant-based objective functional (2.14) can
also be used to drive the inverse design problem for scalar waves in higher
dimensions, since the negativity of the discriminant is still a unique indicator
of a band gap owing to the fact that the associated sesquilinear forms, a0(v, u),
a1(v, u), and a2(v, u), remain Hermitian. Higher spatial dimensions introduce
additional complexities associated with the presence of multiple directions (in
wavenumber space), and multiple modes. Yet, as it will be discussed, the inver-
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sion framework presented in section 2.3 is capable of accommodating multiple
modes and multiple user-defined directions, including omni-directional band
gap targets.
To fix ideas, consider the n-dimensional (n = 2, 3) scalar Helmholtz
equation:
div [µ(x)gradU(x)] + ω2ρ(x)U(x) = 0, ∀x ∈ Rn, (2.26)














= ρ(x), ∀mi ∈ Z; pi ∈ R are primitive lattice vectors, which define the meta-
material topology when given a unit cell. Then, the Bloch theorem suggests
U(x) = u(x)eik·x, (2.27)
where u (x+
∑n
i=1mipi) = u(x), and k denotes wavevector.
2.4.1 Eigenvalue problem and band structure
Following lines similar to those described in section 2.2.2, and while
setting k = kd + d0, we obtain the weak form of the quadratic eigenvalue
problem corresponding now to the n-dimensional equation (2.26):
Given ω, d, and d0, find k ∈ C and u ∈W \ {0} such that
0 = a0 (v, u) + ka1 (v, u) + k






























d0v · µd0udΩ, (2.29b)
a1 (v, u) = i
∫
Ω




[dv · µd0u+ d0v · µdu] dΩ, and (2.29c)
a2 (v, u) =
∫
Ω
dv · µdudΩ. (2.29d)
In the above, Ω is the domain of the unit cell and ∂Ω is its boundary. Then, the
complex band structure can be obtained by solving (2.28) for different choices
of direction d and offset d0 (the offset d0 is required for the high-symmetry
line that is not connected to the center of the Brillouin zone Γ, otherwise d0 =
0). For example, for a square unit cell with a typical triangular irreducible





d0 = 0 for Γ-M; and d = (0, 1) and d0 = (1, 0) for X-M.
Similarly to the one-dimensional case, we are interested in comparing
the complex band structure to the one obtained by considering the sign of the
problem’s discriminant. The discriminant, using (2.28), is again expressed in
terms of the sesquilinear forms, as:
D = a1(u, u)a1(u, u)− 4a0(u, u)a2(u, u). (2.30)
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To highlight the equivalency between the complex band structure and
the discriminant sign, we focus on a prototype square unit cell, as shown in
Fig. 2.4(b). The unit cell consists of a square inclusion of dimensions (0.5×0.5)
embedded concentrically within a square of unit sides. The properties of the
inclusion are ρ1 = 1.9, µ1 = 1.7, whereas the background medium has ρ2 = 0.5
and µ2 = 0.6. The figure’s gray shading is driven by the wave speeds of
the two media (c1 = 0.95 and c2 = 1.1). Figs. 2.4(a) and 2.4(c) depict the
real and imaginary part, respectively, of the complex band structure that was
obtained by solving the quadratic eigenvalue problem (2.28), plotted along the
high-symmetry lines of the irreducible Brillouin zone (see insert in Fig. 2.4(a)).
The shaded zones in both Figs. 2.4(a) and 2.4(c) correspond to band
gaps, and are characterized by a nonzero imaginary part (Im{k̂} 6= 0). We
note that there are multiple modes depicted in the figures. More interestingly,
Fig. 2.4(d) depicts the discriminant for each of the modes shown in the complex
band structure and for the same range of frequencies. We note that the regions
where all modal discriminants are negative coincide with the band gaps shown
in the complex band structure.
2.4.2 Lagrangian in higher dimensions
To define the Lagrangian in higher dimensions, we follow the concepts
outlined in the one-dimensional formulation of section 2.3.2, while account-
ing for multiple directions and multiple modes. We denote the number of

























































(d) Discriminant, D× 103
Figure 2.4: (a), (c): Real and imaginary parts of a typical band structure of
a two-dimensional scalar wave problem; (b) unit cell topology and material
properties; (d) discriminant of the associated quadratic eigenvalue problem.
Multiple modes are present in each direction; band gaps are observed where
all modal discriminants are negative (gaps highlighted with gray shading)
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dimensional definitions (2.24) and (2.25) for the objective functional and the
constraint, respectively, using conditional summations, to yield:






s | D(i,j)s >0
D(i,j)s
 and (2.31)





































In the above, index i is used to denote different temporal frequencies ω(i) (i =
1, . . . , N), index j is used to denote different directions d(j) (j = 1, . . . , nd),
and s is used to denote the s-th modal quantities (ks, us of the state pair,
and ξs, vs of the adjoint pair), with s = 1, . . . , nm. The higher-dimensional
Lagrangian is defined again as L = D + E.
The conditional summation in (2.31) implies, by construction, a lower
bound for the objective functional D, and allows for a simple termination
criterion, as discussed in section 2.3.4. We note that if a uni-directional band
gap is aimed for, then nd = 1, whereas for an omni-directional band gap,
nd > 1. In general, the minimum number for nd depends on the topology
and the sought type of band gap (uni-, multi-, or omni-directional). In our
experience, driving the inversion with directions from the origin to the high-
symmetry points of the Brillouin zone proved sufficient for an omni-directional
band gap, without requiring multiple directions spanning the entire Brillouin
zone. For example, in the case of the square unit cell, d(1) = (1, 0) (from
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2) (from Γ to M), are sufficient for an omni-
directional band gap.
2.4.3 Optimality conditions
The first-order optimality conditions are obtained similarly to the one-
dimensional case, by enforcing the vanishing of the Lagrangian’s first deriva-
tives. There results:
1. State eigenvalue problem
Given ρ and µ, find k
(i,j)
























∀ξ̃(i,j)s ∈ R. (2.33b)
2. Adjoint eigenvalue problem
Given ρ, µ, k
(i,j)
s , and u
(i,j)
s , find ξ
(i,j)


































































∀k̃(i,j)s ∈ C. (2.34b)
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3. Gradient of L

























































































































grad v(i,j)s · µ̃d(j)u(i,j)s






































































In this section, we demonstrate the performance of the band-gap-driven
material inversion with numerical examples in one and two dimensions. We
discuss first the one-dimensional cases.
We perform inversions with different target band-gap ranges and dif-
ferent unit-cell material arrangements. All inversions are performed in the
frequency-domain; a time-domain simulation with the (multi-cell) metamate-
rial that resulted from the inversion methodology is also included to attest to
the effect the metamaterial has in arresting the propagation of the targeted
frequency band.
The objective functional (2.13) is capable of accommodating various
material arrangements. Herein, for most of the numerical examples, we fix
the topology, i.e., we constrain the number of different materials and their
respective extent within the unit cell, using piecewise constant approximations
for the density ρ and the modulus µ. We note that a continuously-varying or
functionally-graded material can also be accommodated, as it will be shown,
by simply increasing the number of allowed materials within the unit cell.
We choose the same initial guesses for ρ and µ for all one-dimensional
examples, thus setting ρ = 3000 kg/m3 and µ = 2.0×1011 N/m2. The length of
the unit cell is set to 1 m. We use standard quadratic elements to approximate
the state and adjoint eigenfunctions. Small perturbations (of unit magnitude)
are added to the material properties of all elements of the mesh except for
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the two out-most elements, in order not to start the inversion with a perfectly
homogeneous initial guess (if the initial guess is homogeneous, the inversion
will yield a constant gradient due to the periodicity). We use PETSc [5]. and
SLEPc [10,51] to implement the inversion.
2.5.1 Band-gap targets with different central frequencies
We invert first for a unit cell comprising 5 materials, and for band gaps
exhibiting the same gap width (1000 Hz), but different central frequencies
(5500 Hz, 6500 Hz, and 7500 Hz, respectively). Specifically, Figs. 2.5, 2.6,
and 2.7 depict the results for band gaps of 5000 − 6000 Hz, 6000 − 7000 Hz,
and 7000 − 8000 Hz, respectively. In all three figures, the left column shows
both the Brillouin zone and the discriminant as a function of frequency, while
the band-gap region is shown as shaded. The right column shows the inverted
material profile (density and modulus) responsible for the resulting band gap.
It can be seen that in all cases the targeted band-gap regions have been sharply
recovered.
2.5.2 Band-gap targets with different frequency width
We perform inversions with different target frequency widths using
again 5 material elements. Figs. 2.8 and 2.9 show the results for band gaps in
the 5000− 7000 Hz, and 5000− 9000 Hz range, respectively. Both the narrow
(2 kHz) and the wider (4 kHz) band gaps are well delineated, as shown with
the shaded regions. Notice that in the first case (Fig. 2.8), the first gap that
35

























D= b 2 − 4ac























(b) Unit-cell density and modulus distribu-
tion
Figure 2.5: Inversion for 5 material elements with a target band gap of 5− 6
kHz
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(b) Unit-cell density and modulus distribu-
tion
Figure 2.6: Inversion for 5 material elements with a target band gap of 6− 7
kHz
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(b) Unit-cell density and modulus distribu-
tion
Figure 2.7: Inversion for 5 material elements with a target band gap of 7− 8
kHz
appears in the band structure is the target band gap; however, in the second
case (Fig. 2.9), the inversion led to a unit cell that exhibits a first gap at lower
frequencies (around 3 kHz) than the target gap, in addition to the target band
gap (5-9 kHz).
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(b) Unit-cell density and modulus distribu-
tion
Figure 2.8: Inversion for 5 material elements with a target band gap of 5− 7
kHz
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(b) Unit-cell density and modulus distribu-
tion
Figure 2.9: Inversion for 5 material elements with a target band gap of 5− 9
kHz
2.5.3 Band-gap targets with different number of unit-cell material
elements
Next, we relax the 5-material constraint for the unit cell to allow for 40
different piecewise-constant materials of equal thickness, thus approximating
a materially continuously-varying unit cell. The desired band gap is set to
5000 − 6000 Hz. Fig. 2.10 depicts the resulting density and modulus unit-
cell distributions, alongside with the band-gap structure. Moreover, Fig. 2.11
shows the resulting material distribution when the material constraint for the
unit cell has been reinstated and set to 3. We note that the band-gap struc-
tures are identical between the two cases: this is evidence of multiplicity, i.e.,
different unit-cell material arrangements are capable of exhibiting the same
band-gap. In practice, manufacturing constraints on the number and/or the
type of materials could drive the inversion for a fixed topology.
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(b) Unit-cell density and modulus distribu-
tion
Figure 2.10: Inversion for 40 material elements with a target band gap of 5−6
kHz
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(b) Unit-cell density and modulus distribu-
tion
Figure 2.11: Inversion for 3 material elements with a target band gap of 5− 6
kHz
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2.5.4 Metamaterial time-domain simulations
Next, we use the inverted 5-material unit cell design depicted in Fig.
2.8(b) to construct a metamaterial by stacking 8 unit cells (8m-long) together,
within a 10m-long domain (Fig. 2.12). We subject the metamaterial block to
a dichromatic sinusoidal load given by:
f(t) = sin(2πf1t) + sin(2πf2t), (2.37)
where f1 = 6000Hz and f2 = 2000Hz. Near the origin and to the left of the
applied source (source at x = 0.067m) and at x = 10m we apply absorbing











Figure 2.12: Metamaterial time-domain simulation schematic
the inverse design, a band gap between 5000−7000Hz. Thus, the propagation
of f1 should be arrested, and the resulting signal should be monochromatic
at the f2 frequency. Fig. 2.13 depicts the time-domain results. The first-
row figures (Fig. 2.13(a) and 2.13(b)) depict the response of a homogeneous
medium. By comparing the signal at the entry point (x = 0m) with the sig-
nal at the domain end (x = 10m) in the waterfall plot, it can be seen that
the dichromatic signal’s frequency content remains intact during the propa-
gation. By contrast, the waterfall plot in Fig. 2.13(c), which corresponds to
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the metamaterial, shows that the entering dichromatic signal was reduced to
a monochromatic signal at exit, with only the f2 frequency component surviv-
ing, as intended. To illustrate the effect with broader-band driving signals, we






















(b) Material profiles of the homogeneous case






















(d) Material profiles of the metamaterial case
Figure 2.13: Time-domain simulation of a metamaterial block subjected to a
dichromatic load: (a) dichromatic signal with f1 = 2000Hz and f2 = 6000Hz
propagates within the homogeneous medium without frequency component
loss; (c) dichromatic signal is reduced to a monochromatic signal when prop-
agating through the metamaterial block (f2 = 6000Hz is arrested).
next subject the same metamaterial structure to a Ricker pulse with a central
frequency at 10kHz. The Ricker pulse is defined as:
f(t) =
(0.25u2 − 0.5)e−0.25u2 − 13e−13.5
0.5 + 13e−13.5






where u = ωrt − 3
√
6 and ωr = 2π · 10000 is the central circular frequency.
The response is again recorded at x = 10m and its discrete Fourier Transform
is shown in Fig. 2.14 together with the band structure. The dashed line rep-
resents the DFT of the homogeneous material response, whereas the solid line
represents the DFT of the metamaterial response. We note that the band gap
between 5− 7kHz worked well by forcing the response to near silence. Notice
that the metamaterial exhibits a second band gap between 11.8 − 12.4kHz,
which also had an amplitude-reducing effect on the response.






























Figure 2.14: DFT response of a homogeneous material and metamaterial sub-
jected to a Ricker pulse: waves are attenuated at the band-gap regions (high-
lighted with shades).
Asymmetric material profiles The preceding examples have all resulted
in symmetric material profiles. This is due to the fact that the initial guesses
were symmetric. Using asymmetric distributions as initial guesses, one can
obtain asymmetric material profiles through inversion. To illustrate, we start
with an initial guess with the same amount of perturbation on the properties
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as the one we used for all the preceding examples. However, in this case we
perturb only the properties of the second element to force an asymmetric initial
guess. The results are depicted in Fig. 2.15). The target band-gap region is
identical to the one we obtained previously (Fig. 2.5), yet the recovered unit-
cell is asymmetric.
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(b) Unit-cell density and modulus distribu-
tion
Figure 2.15: Inversion for 5 material elements with a target frequency range of
5− 6 kHz: asymmetric material properties are obtained by asymmetric initial
guesses.
2.5.5 Omni-directional band gap design in 2D
We discuss the application of the inversion methodology to two dimen-
sions. Our reference unit cell is a square with sides p, with a concentrically
embedded square inclusion with sides equal to 0.5p. Under this fixed topology,
we seek to invert for the material properties of both the inclusion (ρ1 and µ1)
and of the background square host (ρ2 and µ2). The primitive lattice vectors
are p1 = (1, 0) and p2 = (0, 1), where ‖p1‖ = ‖p2‖ = 1 ≡ p. We are inter-
ested in an omni-directional band gap, and to this end, we use two directions
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(nd = 2), d




2) (Γ to M). We set
the number of modes to nm = 4, and the number of frequencies in the target
band gap to N = 30. We discuss three examples with different target band
gaps: 3− 4, 4− 5, and 4− 6 rad/s.
We start with the initial material profile of ρ1 = 1.1, µ1 = 1.1, ρ2 = 1.0,
and µ2 = 1.0 for all three examples. The band structure of the initial guess
is shown in Fig. 2.16: it is very similar to that of a homogeneous medium,






























































(c) Discriminant, D× 103
Figure 2.16: Complex band structure and discriminant of the initial guess
Figs. 2.17, 2.18, and 2.19 show the results of the inverse designs for
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the different target band gaps, 3− 4, 4− 5, and 4− 6 rad/s, respectively. In
each figure, subplots (a) show the trajectory of the objective functional as the
number of iterations increases (semi-log plot): there is, roughly, a four-order
reduction from the initial guess. Subplots (b) show the converged material
profile, i.e., the inverted-for material parameters ρ1, µ1, ρ2, and µ2 (the shading
is driven by the wave speeds). Subplots (c) show the real part, while subplots
(d) show the imaginary part of the band structure of the designed unit cell.
Subplots (e) show the associated discriminant. As it can be seen, in all cases,
the targeted omni-directional band gaps (shown in subplots (c), (d), and (e)
with shaded strips) have been realized.
We note that, in all cases, an, unduly, small search length was used
(10−7), resulting in a moderate number of iterations. For the examples re-
ported herein, the search length can be reduced significantly (2 orders of mag-
nitude) without affecting the quality of the converged profiles. The number of
iterations can be further reduced by increasing the sampling frequency points
in the target band gap.
2.6 Conclusions
We discussed an approach for the inverse design of metamaterials,
driven by a user-defined band gap. To this end, we showed that the sign
of the discriminant of the associated quadratic eigenvalue problem serves as
a sharp indicator of propagating and evanescent states. Then, we formulated
an inverse medium problem using the discriminant as the driving objective
45





























































































(e) Discriminant, D× 103
Figure 2.17: Inversion for 2 materials elements for an omni-directional band
gap at 3− 4 rad/s; band gap shown shaded
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(e) Discriminant, D× 103
Figure 2.18: Inversion for 2 materials elements for an omni-directional band
gap at 4− 5 rad/s; band gap shown shaded
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(e) Discriminant, D× 103
Figure 2.19: Inversion for 2 materials elements for an omni-directional band
gap at 4− 6 rad/s; band gap shown shaded
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functional, and the associated eigenvalue problem as a side constraint. We
demonstrated the performance of the inversion method with various numeri-
cal examples in one and two dimensions using scalar waves.
In summary, we conclude:
• The discriminant uniquely identifies propagating and evanescent states,
and, thus, forms an ideal basis for band-gap design;
• The proposed discriminant-based objective functional does not require
prior knowledge of the exact band structure;
• The proposed discriminant-based objective functional is differentiable,
which is necessary for gradient-based optimization algorithms;
• The inversion process is capable of designing band-gap materials with
various target band gaps; and
• The inverted band-gap materials can be used in metamaterials to atten-
uate incoming waves at the band-gap frequencies.
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2.8 Appendix: Gâteaux derivatives of L







F [u+ εũ], (2.39)
where ũ is the direction of the Gâteaux derivative. The Fréchet derivative gu
is defined as [57] ∫
Ω
ũgudΩ = δuF [u](ũ). (2.40)
The (Gâteaux) derivatives of the Lagrangian L are given below; to
reduce the notational congestion, we replace [ρ, µ, u, k, v, ξ] with [. . .].

















































































































































































































































































































































The derivatives with respect to the design variables (ρ and µ) are:
δρL [. . .] (ρ̃) = δρD [. . .] (ρ̃) + δρE [. . .] (ρ̃) and (2.49)
δµL [. . .] (µ̃) = δµD [. . .] (µ̃) + δµE [. . .] (µ̃) , (2.50)
where





































































































































































































































































































Group velocity-driven inverse metamaterial
design1
We are concerned with controlling wave propagation in elastic media by
engineering their dispersive properties. To this end, we discuss a flexible and
systematic framework for designing the material composition of the unit cell
of a periodic medium when given a target dispersion relation or, equivalently,
a target group velocity profile at a user-defined frequency range. We cast
the inverse medium design problem as a dispersion-constrained optimization
problem that minimizes the distance between the target and the computed
group velocity profiles. We rely on the Hellmann-Feynman theorem to obtain
the computed group velocity of a trial unit cell, and use a gradient-based al-
gorithm to drive the engineered medium’s material properties to convergence.
We demonstrate numerically the capabilities of the approach using scalar waves
in one and two dimensions. We also use the method to design metamateri-
als exhibiting user-defined omni-directional band gaps, and provide numerical
1This chapter has been published in: Heedong Goh and Loukas F. Kallivokas,
Group velocity-driven inverse metamaterial design, Journal of Engineering Mechanics,
145(12):04019094, 2019. The dissertation author had significant contributions to the ar-
ticle that included the development of the methodology, its implementation, the numerical
results, and the related discussion.
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evidence of the metamaterial’s intended performance via time-domain simula-
tions.
3.1 Introduction
The interest in understanding and modeling wave propagation in pe-
riodic structures is centuries old, originating possibly with the modeling of
spring-mass chains; important contributions can be found in the seminal works
of Newton [42], Rayleigh [50], and Brillouin [8]. Recent renewed attention to
waves in periodic structures is due to the ability to design and manufacture
periodic media at various length scales that exhibit unconventional proper-
ties [41], which, in turn, can be harnessed to advantage. Whereas the periodic
structure’s unit cell constituent materials have conventional properties (e.g.,
positive mass density and positive elastic modulus) the composite periodic
structure’s homogenized properties may exhibit singly-negative, or doubly-
negative material properties, thus endowing the structure with metamaterial
status.
The exotic or unconventional properties of metamaterials are exploited
to drive novel applications in solid state physics, in photonics, and in phonon-
ics; related contributions of note include the works of [35,45] in subwavelength
focusing, and of [3, 9, 43, 55] in invisibility cloaking. The aforementioned, as
well as similar developments in optics have fueled interest in extending the
gains realized therein to the case of media supporting elastic waves, most
notably for seismic shielding applications [2, 15, 30, 37, 38, 44], despite the dif-
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ficulties imposed by the presence of two different bulk wave types and large
wavelengths.
Whether in optics or elastodynamics, key interests include the design of
metamaterials capable of steering or channeling waves, band-gaping, filtering,
focusing, etc [13, 14, 16, 17, 20, 26, 59]. Irrespective of the application field, to
date, metamaterial design is done on an ad hoc basis, driven mostly by physical
insight: no systematic process has been proposed to guide either the topologi-
cal or material inverse problems associated with the design of a metamaterial
when given a target outcome. Examples of a few exceptions include band-
gap maximization [48, 56], wave amplitude control [7, 52], design for effective
medium properties [62], a topological optimization for optical waveguides [11],
optimal design of seismic metamaterials [61], and the systematic approach for
metamaterial band gap design in [23].
Specifically, in [23], we proposed a method for designing a metamaterial
exhibiting a user-defined band gap, using the discriminant of the associated
quadratic eigenvalue problem as the inverse medium problem driver. Though
systematic, the approach is limited to band gaps: broader design considera-
tions, including wave directivity control, spectrum-specific wave speed control,
multiple target band gaps, etc, can only be accommodated if the design ap-
proach considers the dispersive behavior in a holistic manner. Thus, to design
the topology or the material properties of a metamaterial in order for it to
exhibit a user-prescribed behavior, requires engineering the metamaterial’s
dispersive characteristics, or, equivalently, its dispersion curve(s)/surface(s).
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A suitable metric –perhaps the most suitable– for engineering the dispersion
curve is its “derivative,” i.e., the group velocity, for it readily allows for the
simultaneous consideration of several of the aforementioned design targets.
It is noted that engineering the dispersion curve(s), or equivalently the
group velocity profile, is a bona fide inverse medium problem. In this article,
we describe a systematic method for designing a metamaterial unit cell to
exhibit a user-defined group velocity profile. The associated inverse medium
problem borrows from the systematic framework used in related work in inverse
medium geoscience problems [18,28,31,36].
The structure of the article is as follows: we briefly review the dispersive
characteristics of a periodic medium and discuss the complex band structure,
band gaps, and group velocity. Then, we define the metamaterial unit cell
design problem driven by a target group velocity profile, and describe the
resolution of the associated inverse medium problem. Numerical examples
resulting in the design of one- and two-dimensional unit cells are provided
to demonstrate the method’s capabilities in the frequency domain, including
the design of a unit cell exhibiting an omni-directional user-defined band gap.
Lastly, we reinforce the findings via time-domain simulations, with limited-
width metamaterial blocks that show subwavelength performance.
3.2 Preliminaries
We are interested in controlling a medium’s dispersive properties. To fix
ideas, we use a target group velocity profile to drive the inverse metamaterial
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design problem. Band gaps and other similar design goals emerge as particular
cases of the group velocity design problem. To describe the approach, we
appeal first to the properties of the eigenvalue problem of a periodic medium.
3.2.1 The periodic medium and its complex dispersion relation
A periodic medium is characterized by a dispersion relation exhibit-
ing band gaps, backward propagating waves, slow and fast waves, mode con-
versions, etc. To arrive at the dispersion relation of a periodic medium, we
begin with a quadratic eigenvalue problem. To this end, consider the scalar
Helmholtz equation in Nd-dimensional space, i.e.,
0 = div [µ (x) gradU (x)] + ρ (x)ω2U (x) , x ∈ RNd , (3.1)
where, for a scalar elastodynamic problem, U (x) is the displacement, µ (x) is
shear modulus, ρ (x) is density, and ω denotes the temporal frequency. For a
periodic medium, the spatial distribution of the material properties satisfy















∀x ∈ RNd , ∀mi ∈ Z. (3.2b)
Each primitive vector pi ∈ RNd defines the periodicity in the i-th direction,
and mi is an arbitrary integer. For example, a choice of p1 = (1, 0) and
p2 = (0, 1) defines a square periodic unit cell in a two dimensional plane.
Then, the Bloch theorem [4] provides the general solution of equation (3.1)
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under the periodicity relations (3.2), as
U (x) = eik·xu (x) , (3.3)
where the displacement-like quantity u (x) is also periodic with the same pe-
riodicity pi of the medium, and k is the Bloch wavevector. Thus, the general
solution U (x) consists of a plane wave eik·x enveloped by the periodic func-
tion u (x). The Bloch theorem allows us to obtain an eigenvalue problem
defined over a unit cell Ωcell by substituting the general solution (3.3) into the






(−ikdv + grad v) · µ (ikdu+ gradu)− vρ ω2u
]
dΩ. (3.4)
In equation (3.4), k = k · d is the wavevector in any direction of interest d,
v is a test function, and an overline ( ) denotes complex conjugation of the
subtended quantity. For a given real-valued ω, the eigenvalue problem (3.4)
can be solved for a complex-valued k. Specifically, we rearrange the weak
form (3.4) to obtain the following quadratic eigenvalue problem:
Given ω ∈ R and d ∈ RNd , find k ∈ C and u ∈ V \ {0} such that
0 = a0(v, u) + ka1(v, u) + k




















grad v · µ gradu− vω2ρ u
]
dΩ, (3.6b)
a1 (v, u) = i
∫
Ωcell
[grad v · µdu− dv · µ gradu] dΩ, and (3.6c)
a2 (v, u) =
∫
Ωcell
dv · µdudΩ. (3.6d)
Notice that the dispersion relation is symmetric about k = 0, and periodic with
periodicity of 2πqi. Moreover, qi are the reciprocal primitive vectors satisfying
pi · qj = 2πδij, where δij is a Kronecker delta. The complete dispersion
relation, or equivalently, the band structure is the collection of dispersion
curves obtained from solving (3.5).
We note that the quadratic eigenvalue problem (3.5) is also character-
ized by a discriminant D, which allows distinguishing between propagating
and non-propagating states [23]. Specifically, by replacing the test function v
with u in (3.5), we obtain
0 =P (k)(u, u)
= a0(u, u) + ka1(u, u) + k
2a2(u, u)
= c+ bk + ak2, (3.7)
where a, b, and c are real-valued scalars due to the Hermitian character of
ai(·, ·). Then, the discriminant of the quadratic equation (3.7) is given by
D = b2 − 4ac. (3.8)
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A positive D implies a propagating state, or a real-valued k, and a negative
D implies a non-propagating state, or a complex-valued k. If the sole aim of
the unit cell design is to engineer the periodic structure to exhibit user-defined
band gaps, the design problem can be driven by the discriminant, as was done
in [23]. If, however, broader design goals are of interest, e.g., a target slow-
wave region, lensing, or focusing, then relying on the discriminant alone is not
sufficient. The more general problem of engineering the dispersive properties
requires consideration of the group velocity: in the next section, we relate the
group velocity to the parameters of the eigenvalue problem (3.5).
3.2.2 Group velocity in terms of the eigenpair
The group velocity vg is defined as the real part of the complex group
velocity [39], i.e.,









where ei are orthonormal bases. Substituting v with u, and taking a partial











































In deriving (3.10), we decomposed a0(v, u) into two parts: a term with no
ω-dependency, denoted by a0,0(v, u), and a term exhibiting ω
2-dependency,
denoted by ω2a0,2(v, u), i.e.,
a0(v, u) = a0,0(v, u) + ω
2a0,2(v, u). (3.11)



































Assuming ∂u/∂k ∈ V, the terms involving ∂u/∂k in (3.12) vanish because u is
the eigenvector satisfying (3.5). Then, the group velocity in the direction d,
or vg · d, is written in terms of the eigenpair (u, k) as:







−a1(u, u) + 2k a2(u, u)
2ω a0,2(u, u)
}
= −a1(u, u) + 2Re {k} a2(u, u)
2ω a0,2(u, u)
. (3.13)
Equation (3.13) can be regarded as the (scalar) elastodynamic equivalent of the
Hellmann-Feynman theorem in quantum mechanics, which relates the deriva-
tive of the total energy to the derivative of the associated Hamiltonian. A
similar approach for computing the group velocity in optics is reported in [54].
As it can be seen from equation (3.13), the group velocity in a given di-
rection d is expressed explicitly in terms of the eigenvectors and eigenvalues of
the associated eigenvalue problem. Thus, engineering the dispersive properties
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of a unit cell to achieve a user-defined wave control outcome is equivalent to
prescribing the group velocity along user-defined directions d. Wave-steering,
lensing, focusing, band gaps, etc, can all be cast in terms of a target group
velocity profile (along one or multiple directions). For example, designing for
a user-defined band gap requires that the target group velocity, for a set of
desired directions, vanish, i.e.,
vg = vg · d = −
a1(u, u) + 2Re {k} a2(u, u)
2ω a0,2(u, u)
= 0. (3.14)
We note that the band-gap criterion D < 0 established in [23] is equivalent to
prescribing a zero group velocity (See Appendix section 3.7.1 for proof).
We capture schematically the preceding discussion by considering the
square unit cell depicted in Fig. 3.1, composed of 2 concentric square zones of

















, and k∗ = kp, (3.15)
where p = max |pi| and ( )avg is used for area-averaged quantities. The av-
erage wave speed cavg is computed by
√
µavg/ρavg. Then, Fig. 3.2(a) and
Fig. 3.2(b) show the dispersion relation in terms of the complex band struc-
ture. In Fig. 3.2(a), hollow gray circles are used to denote the real part of the
complex-valued k∗, whereas black dots are used for real-valued k∗. Because of
the symmetry and periodicity of the dispersion relation, the band structure is
provided only along the high symmetry lines Γ-X, Γ-M, and X-M, which cir-
cumscribe the irreducible Brillouin zone. The shaded zone shown in Fig. 3.2(a)
62
corresponds to an omni-directional band gap in the range ω∗ ∈ (3.3, 3.6).
Fig. 3.2(b) shows the imaginary part of the band structure: notice that the
region corresponding to nonzero Im {k∗} represents the band gap. Similarly,
Fig. 3.2(c) shows the discriminant D distribution: notice that the range of ω∗
for which D < 0 identifies uniquely the band gap. Lastly, Fig. 3.2(d) shows the
group velocity, where clearly the zone where the velocity vanishes delineates
the same band gap identified in Figs. 3.2(a), 3.2(b), and 3.2(c): for band gaps,




Figure 3.1: A square unit cell prototype
3.3 Group velocity control
In this section, we introduce the inverse problem and the associated
solution method for designing a unit cell of a periodic medium when a target
group velocity profile is given. We begin by defining the objective functional














(a) Real part of the band structure
4 0 4









Im{k ∗} (Γ - X)
4 0 4
Im{k ∗} (X - M)
(b) Imaginary part of the band structure
-5 0 5









D×106 (Γ - X)
-5 0 5
D×106 (X - M)
(c) Discriminant D
1 0 1









ω∗/ k ∗ (Γ - X)
1 0 1
ω∗/ k ∗ (X - M)
(d) Group velocity vg
Figure 3.2: Complex band structure, discriminant, and group velocity: an
omni-directional band gap is shown shaded in the range ω∗ ∈ (3.3, 3.6); (a)
real part of the band structure: real-valued k∗ are shown as dots, whereas
hollow circles are used for complex-valued k∗; (b) imaginary part of the band
structure: non-propagating states (band gap) have nonzero imaginary part; (c)
discriminant D distribution: non-propagating states (band gap) correspond
to negative D values; (d) group velocity: non-propagating states (band gap)
correspond to zero vg
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minimization problem. Then, we introduce a gradient-based inversion process
to iteratively update the trial design variables ρ and µ to converge to the
optimum. The design variables depend on the desirable parameterization of
the unit cell, e.g., they can be material properties when the topology is fixed,
or topological parameters when material properties are fixed, etc. Herein, we
choose material properties ρ and µ as design variables, for a fixed unit cell
topology.
3.3.1 Objective functional
We use a misfit functional to drive the inverse medium problem. The
misfit functional M is defined using the distance between the computed group
velocities of a trial unit cell and the prescribed target group velocities at dif-
ferent temporal frequencies, modes, and directions, i.e.,






































where, Nfreq, Ndir, and Nmode denote the number of frequencies, directions, and






Indices, α, β, and γ are used to denote the individual frequency, direction,








, vg = (vg)α,γ , d = dβ,
u = uα,β,γ, k = kα,β,γ, and ω = ωα. (3.17)
We note that, should a band gap be a design target, then vmg should be set to
zero.
Next, we augment the misfit functional M by side-imposing the disper-
sion relation using Lagrangian multipliers, i.e., let
L [ρ, µ, u, k, v, ξ] = M [ρ, µ, u, k] + E [ρ, µ, u, k, v, ξ] , (3.18)
where L denotes the unit cell’s Lagrangian, and E is the associated eigenvalue
problem constraint defined as

















[a2(u, u)− 1] . (3.19)
In (3.19), the first term is the eigenvalue problem, whereas the second term
is the side-imposition of the orthonormality condition that ensures a unique
set of eigenvectors; v and ξ are the adjoint variables corresponding to u and
k, respectively, where the indices α, β and γ have been again omitted. The
unknown design variables µ and ρ are scalar quantities. Therefore, the inverse
metamaterial design problem is defined as:
Given vmg , find ρ and µ such that
minL [ρ, µ, u, k, v, ξ] . (3.20)
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Various algorithms can be used to solve the minimization problem (3.20). For
a differentiable L, gradient-based algorithms are, in general, computationally
efficient when compared to gradient-free algorithms. We discuss next the op-
timality conditions, and a gradient-based approach to resolve the unit cell’s
properties.
3.3.2 Optimality conditions and adjoint sensitivity analysis
We seek a stationary point for L (3.20). Equivalently, we seek to satisfy
the first-order optimality conditions, which read:




∀ξ̃ ∈ R; (3.21a)




∀k̃ ∈ C; and (3.21b)
0 = δρL [. . .] (ρ̃) ∀ρ̃ ∈W, 0 = δµL [. . .] (µ̃) ∀µ̃ ∈W. (3.21c)
We use [. . .] to abbreviate [ρ, µ, u, k, v, ξ] and (̃ ) to denote the direction of














We use an adjoint method to bypass a direct sensitivity analysis, which is,
typically, required of any gradient-based algorithm. Accordingly, the first two
optimality conditions (3.21a) and (3.21b) are first enforced for trial ρ and µ,
and then the third optimality condition (3.21c) is used to define the Fréchet
derivatives of L with respect to ρ and µ, denoted by gρ and gµ, respectively. We
note that (3.21c) will be satisfied only at the optimum. The detailed expression
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of the Gâteaux derivatives implicated in the optimality conditions (3.21) are
given in Appendix section 3.7.2. Enforcing (3.21a) yields the state eigenvalue
problem:
Given ρ ∈W, µ ∈W, and ω ∈ R, find k ∈ C and u ∈ V \ {0} such that




[a2(u, u)− 1] ∀ξ̃ ∈ R. (3.23b)
The enforcement of (3.21b) yields the adjoint eigenvalue problem:
Given ρ ∈ W, µ ∈ W, ω ∈ R, k ∈ C, and u ∈ V \ {0}, find ξ ∈ R and v ∈ V
such that
0 =P (k)(v, ũ) + ξa2(u, ũ)−












∀ũ ∈ V and (3.24a)






∀k̃ ∈ C. (3.24b)
Lastly, given ρ ∈ W, µ ∈ W, ω ∈ R, the solution of the state eigenvalue
problem (3.23) (u, k), and the solution of the adjoint eigenvalue problem (3.24)
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(vg − vmg )





















































































 (vg − vmg )
 ∀µ̃ ∈W. (3.25b)
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Next, armed with the gradients (3.25), we use a conjugate gradient scheme
to update the unit cell’s properties per the details given in the next session.
3.3.3 Inversion process
The stationary point of the Lagrangian is reached only when all of
the optimality conditions (3.21) are satisfied for some distributions of ρ and µ.
Otherwise, the properties ρ and µ must be updated at each inversion iteration;
the updates can be cast as:
ρ(k+1) = ρ(k) + α(k)ρ d
(k)
ρ and (3.26a)
µ(k+1) =µ(k) + α(k)µ d
(k)
µ , (3.26b)
where, ρ(k+1), µ(k+1), ρ(k), and µ(k) denote properties at the (k + 1)-th and





























µ , k > 0
. (3.27)
The search lengths are obtained using the backtracking algorithm [49]. The
updates (3.26) are repeated until trials ρ and µ converge. To robustify the
inversion process, we also use a frequency continuation scheme, discussed in the
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numerical results section. We summarize the inversion process in Algorithm 2.
Algorithm 2 Inversion process
1: Sample the target group velocity vmg (v
m
g = 0 for band gaps) at discrete
frequencies
2: Define the geometry of the unit cell (e.g., periodicity, number of distinct
material elements, etc.)
3: Set the error tolerance ε.
4: Initialize the iteration counter l← 0
5: Set the initial search length
6: Set initial guesses for the material properties ρ0 and µ0
7: for ‖Ml+1 −Ml‖ > ε ‖Ml‖ do
8: Solve the state eigenvalue problem and evaluate Ml . equations (3.16)
and (3.23)
9: Solve the adjoint eigenvalue problem . equation (3.24)
10: Compute the gradient of L . equation (3.25)
11: Obtain the search direction (e.g., conjugate gradient method)
12: Update the material properties ρl+1 and µl+1 using backtracking algo-
rithm; stop if sufficient-decrease condition is violated
13: Set l← l + 1
14: end for
3.4 Numerical results
The inverse metamaterial design algorithm was implemented using fi-
nite elements in a parallel C code with the aid of PETSc [5] and SLEPc [51].
We describe next one- and two- dimensional examples that help demonstrate
the capability and performance of the methodology.
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3.4.1 Unit cell design in 1D
We consider first the case of a 3-material unit cell, whose target group
velocity profile is given. The unit cell’s topology is fixed, consisting of 3











(Fig. 3.3(a)). We seek the properties that will result in the given target group
velocity profile shown in Fig. 3.3(b). The group velocity profile is sampled
at 21 points, marked with ×’s in Fig. 3.3(b); notice that the given profile
includes a band gap between ω∗ = 1.8 and ω∗ = 4.4. The inversion process












ρ*2, μ*2ρ*1, μ*1 ρ*3, μ*3
1/3 1/3
(a) Unit cell’s topology










(b) Target group velocity vmg
Figure 3.3: (a) Topology; (b) target group velocity profile of 1D unit cell design
exhibiting a single band gap: solid line shows the synthetic group velocity
profile, with × marking the sampling points
The optimizer resulted in the material distribution shown in Fig. 3.4(a);
Fig. 3.4(b) depicts the group velocity and band structure of the unit cell using
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the converged material parameters. As it can be seen, the inversely designed





















(a) Inverted material profile














(b) Inverted group velocity and band struc-
ture
Figure 3.4: (a) Inverted properties; (b) inverted group velocity profile and
associated band structure exhibiting a single band gap
Using the same 3-material unit cell topology, we target next a design
that ought to exhibit two band gaps, one in the (2, 3) range, and a second one
in the (4.5, 5.5) range. We used 22 frequency points to populate the target







and ρ∗2 = µ
∗
2 = 0.9. Fig. 3.5(a) shows the properties of the converged unit
cell, characterized by ρ∗1 = ρ
∗




3 = 0.92, ρ
∗
2 = 0.68, and µ
∗
2 =
0.36, while Fig. 3.5(b) depicts the group velocity profile and associated band





















(a) Inverted material profile














(b) Inverted group velocity and band struc-
ture
Figure 3.5: (a) Inverted properties; (b) inverted group velocity profile and
associated band structure exhibiting two band gaps
3.4.2 Unit cell design in 2D
To demonstrate the agility of the method, we consider next the design
of a unit cell in two dimensions, where the design goal is for the metamate-
rial to exhibit an omni-directional band gap at a prescribed frequency range.
Consider the 3-material, 4 meter-wide square unit cell depicted in Fig. 3.6(a);
the Brillouin zone is shown in Fig. 3.6(b). The target band gap is set at
f ∈ (4.77, 10.25) Hz. The initial guesses are ρ1 = 8, 250 kg/m3, µ1 = 31.99
MPa, ρ2 = 8, 071 kg/m
3, µ2 = 19.72 MPa, ρ3 = 7, 919 kg/m
3, µ3 = 3.06 MPa;
the initial guesses are informed by a one-dimensional design problem target-
ing a similar band gap. We use 70 frequency points to mark the band gap





3 modes (Nmode = 3). Moreover, we use a staggered process, akin to frequency
continuation, where we invert for the cell’s properties by first driving the in-
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version with a portion of the target band gap at (4.77, 5.57) Hz. We then feed
the converged material properties as initial guesses for a second stage, where
the band gap is now defined between (4.77, 6.37) Hz. We proceed similarly for
a total of 7 stages by increasing the target range by 0.8 Hz at each stage, until
the target band gap is completely covered.















Figure 3.6: 2D design problem: (a) square unit cell; p = 4 m; (b) corresponding
Brillouin zone and high symmetry lines Γ-M, Γ-X, and X-M
Fig. 3.7(a) shows the progression of the misfit functional M with the
number of inversion iterations: notice that the end of each of stage is marked
by a 7-order of magnitude reduction in the misfit. Fig. 3.7(b) shows the unit
cell’s inverted properties, while Fig. 3.8 shows the associated band structure,
discriminant, and group velocity at the end of the first stage: a narrow band
gap can be observed at the target range of the first stage, i.e., at (4.77, 5.57)
Hz. Fig. 3.9 shows the band structure, discriminant, and the group velocity
at the end of the third stage: notice that, now, a wider band gap is achieved
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at the target range of the third stage, i.e., at f ∈ (4.77, 7.16) Hz, as intended.
The band gap after the final stage is completed, is shown in Fig. 3.10: as it can
be seen the target omni-directional band gap has been successfully attained
at f ∈ (4.77, 10.35) Hz.










































(b) Inverted unit cell material properties
Figure 3.7: 2D design example of an omni-directional band gap: (a) misfit
functional progression under a 7-stage continuation scheme; (b) inverted unit
cell material profile
3.4.3 Time-domain analyses
The 2D unit cell constructed in the preceding section’s numerical ex-



















(a) Real part of the band structure
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Im{k} (Γ - X)
1 0 1
Im{k} (X - M)
(b) Imaginary part of the band structure
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(c) Discriminant D
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ω/ k (Γ - X)
50 0 50
ω/ k (X - M)
(d) Group velocity vg
Figure 3.8: 2D omni-directional design example: band structure, discriminant,



















(a) Real part of the band structure
1 0 1













Im{k} (Γ - X)
1 0 1
Im{k} (X - M)
(b) Imaginary part of the band structure
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ω/ k (Γ - X)
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ω/ k (X - M)
(d) Group velocity vg
Figure 3.9: 2D omni-directional design example: band structure, discriminant,



















(a) Real part of the band structure
1 0 1













Im{k} (Γ - X)
1 0 1
Im{k} (X - M)
(b) Imaginary part of the band structure
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D×109 (Γ - X)
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ω/ k (Γ - X)
50 0 50
ω/ k (X - M)
(d) Group velocity vg
Figure 3.10: 2D omni-directional design example: band structure, discrimi-
nant, and group velocity at the end of the final inversion stage
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odicity. However, in practice, a metamaterial can be realized only by stacking
together a finite number of cells, thereby weakening periodicity. It is then
of interest to assess a finite metamaterial block’s (henceforth referred to as
metablock) performance, especially in the time domain, which is typically the
case with the strongest practical interest.
We use the unit cell depicted in Fig. 3.7(b) to create a metablock that
is only 2 unit cells wide. The metablock occupies Ωm and is embedded within
a homogeneous domain Ω, as shown in Fig. 3.11. With the insertion of Ωm,
the homogeneous domain is partitioned into two parts, Ω1 and Ω2, such that
Ω = Ω1∪Ω2∪Ωm. Moreover, the physical domain Ω is surrounded by a buffer
of Perfectly-Matched-Layers (PMLs) ΩPML to simulate wave propagation in
an unbounded domain. Then, the computational domain becomes Ω ∪ ΩPML.
The material properties of the homogeneous domain Ω1 ∪ Ω2 are ρ = 2000




















Figure 3.11: Computational domain for time-domain analyses; the metablock
is placed in the shaded region
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To examine whether an only 2-cell wide metablock is still capable of
exhibiting an omni-directional band gap, we center the 8m-wide metablock at
(x, y) = (−36, 0)m. A point source is placed at (x, y) = (−50, 0)m, and two
observation stations are set at (x, y) = (−22, 0)m and (−22, 12)m, respectively.
Two types of sources are used: monochromatic and a narrow-band Ricker
pulse. To numerically simulate wave propagation within the heterogeneous
metablock Ωm its homogeneous host Ω1∪Ω2, and the surrounding buffer ΩPML,
we use a symmetric mixed-field PML formulation, serendipity isoparametric
finite elements, and a Newmark method for time integration; the details can
be found in [32].
3.4.3.1 Monochromatic sources
To demonstrate the band-gap behavior of the metablock, we consider
first two monochromatic sources: p1t and p
2
t driven at f1 = 2.5 Hz and f2 = 8
Hz, respectively, where
pit = sin (2πfit) , i = 1 or 2. (3.28)
Recall that the frequency f1 = 2.5 Hz is below the design band gap, while
f2 = 8 Hz is within the design band gap (Fig. 3.10). The first column of
Fig. 3.12 shows snapshots, taken at t = 4s, of the wavefields resulting from p1t
for a homogeneous medium, i.e., in the absence of the metablock, whereas the
second column of Fig. 3.12 depicts the wavefields generated in the presence
of the metablock. As designed, and despite the small number of cells, the
metablock allows the propagation of the 2.5Hz wave (Fig. 3.12(a) and 3.12(b)),
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while arresting the propagation of the 8Hz wave (Fig. 3.12(c) and 3.12(d)).
The third row of Fig. 3.12 shows the effect of the metablock on a dichromatic
source driven by both frequencies (it is, effectively, the superposition of the
two individual wavefields). It is noteworthy that the metablock’s width (8m)
is smaller than one-third of the shortest wavelength (25 m), which alludes to
the metablock’s subwavelength performance.
(a) Monochromatic source at f1 = 2.5 Hz;
without metablock
(b) Monochromatic source at f1 = 2.5 Hz;
with metablock
(c) Monochromatic source at f2 = 8 Hz;
without metablock
(d) Monochromatic source at f2 = 8 Hz; with
metablock
(e) Dichromatic source with f1 = 2.5 Hz and
f2 = 8 Hz; without metablock
(f) Dichromatic source with f1 = 2.5 Hz and
f2 = 8 Hz; with metablock
Figure 3.12: Snapshots at t = 4s of a wavefield induced by monochromatic
and dichromatic sources
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3.4.3.2 Ricker pulse - metablock width effect
Next, the same domain is excited using a source with a continuous
narrow-band spectrum; specifically, we use a Ricker pulse with a central fre-
quency of fr = 6 Hz, or ωr = 2π · 6 rad/s, defined as:
prt =
(0.25q2 − 0.5) e0.25q2 − 13e−13.5
0.5 + 13e−13.5





where q = ωrt − 3
√
6. Fig. 3.13(a) shows the time evolution of the wavefield
in a homogeneous domain (no metablock), for reference. First, we compare
the response when using metablocks of different widths: a 2 unit-cell-wide and
a 4 unit-cell-wide metablock. Fig. 3.13(b) and Fig. 3.13(c) shows snapshots
of the associated wavefields. Visually, it can be verified that low frequencies
(below the band gap) pass undisturbed through the metablock in both cases.
For a more detailed analysis, we use the time-domain response at the two
observations stations.
Specifically, Figs. 3.14(a) and 3.14(b) compare the time traces with
and without the metablocks: clearly, the 4 unit-cell-wide metablock’s response
shows a smoother response. The DFTs shown in Figs. 3.14(c) and 3.14(d) are
more revealing: the presence of the design band gap between 4.77 Hz and 10.35
Hz is evident at both stations, suggesting also the omni-directionality feature
of the metablock. Notice also that there is amplification (compared to the
homogeneous case) at frequencies at the edges of the band gap, with stronger
amplification at frequencies to the left than to the right of the band gap. If
the amplification effect is undesirable, then the insertion of small material
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(a) Homogeneous domain
(b) With a 2 unit-cell-wide metablock at x ∈
(−40,−32) m
(c) With a 4 unit-cell-wide metablock at x ∈
(−40,−24) m
Figure 3.13: Various snapshots of a wavefield induced by a Ricker pulse with
a central frequency of fr = 6 Hz
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(a) Time trace at station 1 (-22,0)m



















(b) Time trace at station 2 (-22,12)m




















(c) DFT at station 1 (-22,0)m




















(d) DFT at station 2 (-22,12)m
Figure 3.14: (a),(b): Time traces at two observation stations; (c), (d): corre-
sponding DFTs due to a Ricker pulse with fr = 6 Hz; the target band gap is
shaded in gray
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damping in the unit cell could alleviate the response, without affecting the
band gap (alternatively, the damping can also become part of the inversion
problem). To demonstrate the effect, we introduce only in the metablock a
1% proportional damping [12] at f = 2.5 Hz. The resulting effect is shown in
the time traces and the associated DFT of Fig. 3.15, where the amplification
below the band gap has been reduced, with no appreciable effect on the band
gap itself.
3.5 Conclusions
We proposed a systematic and general framework to design a unit cell
of a periodic medium when given a user-defined target group velocity profile.
The method can readily accommodate designing unit cells exhibiting one or
more target band gaps. The inverse design metamaterial problem was cast
as a dispersion-constrained optimization problem, which was then solved by
enlisting an adjoint approach. We demonstrated the method with numerical
results in one and two dimensions, including a problem involving the design of
a two-dimensional unit cell exhibiting an omni-directional band gap. We also
demonstrated the performance of the inversely designed metamaterials with
numerical simulations in the time domain. The methodology is general and
can be extended to three dimensions as well as to the case of vector waves.
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4 unit-cell-wide metablock 
 with 1% damping
(a) Time trace at station 1 (-22,0)m


















4 unit-cell-wide metablock 
 with 1% damping
(b) Time trace at station 2 (-22,12)m



















4 unit-cell-wide metablock 
 with 1% damping
(c) DFT at station 1 (-22,0)m



















4 unit-cell-wide metablock 
 with 1% damping
(d) DFT at station 2 (-22,12)m
Figure 3.15: (a),(b): Time traces at two observation stations; (c),(d): corre-
sponding DFTs due to a Ricker pulse with fr = 6 Hz; comparison of a lossless
and lossy (1%) metablock; target band gap is shaded in gray
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3.7 Appendix
3.7.1 Group velocity and band gap
We show that the vanishing of the group velocity at band gaps, i.e.,
that vg · d = 0, is equivalent to the negativity of the discriminant D < 0
defined in (3.8). Taking the imaginary part of (3.5), when v is replaced by u,
results in:
0 = Im {P (k)(u, u)}
= Im {k} a1(u, u) + 2Re {k} Im {k} a2(u, u)
= Im {k} [a1(u, u) + 2Re {k} a2(u, u)] . (3.30)
When D < 0, then and only then is Im {k} 6= 0, and from the above equation
it must then also hold that:
0 = a1(u, u) + 2Re {k} a2(u, u), (3.31)
which is the numerator of the group velocity in the direction d in equation
(3.13); qed.
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3.7.2 Gâteaux derivatives of L
The Fréchet derivative gu, or the gradient of L, is defined as [57]∫
Ωcell
ũgudΩ = δuL[u](ũ), (3.32)







The Gâteaux derivatives with respect to the adjoint variables are
δvL [. . .] (ṽ) = Re {P (k) (ṽ, u)} and (3.34a)











[a2 (u, u)− 1]
}
. (3.34b)
The Gâteaux derivatives with respect to the state variables are
δuL [. . .] (ũ) = δuM [. . .] (ũ) + δuE [. . .] (ũ) and (3.35a)














δuM [. . .] (ũ) = Re
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a1(u, u) + 2ka2(u, u)
ω [a0,2(u, u)]








































δuE [. . .] (ũ) = Re {P (k) (v, ũ)}+ Re {ξa2 (u, ũ)} , and (3.36c)






k̃a1 (v, u) + 2kk̃a2 (v, u)
}
. (3.36d)
The Gâteaux derivatives with respect to the design variables are
δρL [. . .] (ρ̃) = δρM [. . .] (ρ̃) + δρE [. . .] (ρ̃) and (3.37a)
δµL [. . .] (µ̃) = δµM [. . .] (µ̃) + δµE [. . .] (µ̃) , (3.37b)
where

































(vg − vmg )
 , (3.38a)


























 (vg − vmg )
 , (3.38b)
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Inverse band gap design of elastic
metamaterials for P and SV wave control1
We describe a systematic approach for engineering the dispersive prop-
erties of elastic metamaterials in order to band-gap, at user-defined frequency
ranges, the propagation of elastic waves, accounting simultaneously for both
P and SV waves. To this end, we focus on the inverse design of a metamate-
rial’s unit cell, and cast the design problem as an optimization problem, driven
by the desired band gap, and constrained only by the cell’s dispersive char-
acteristics; the latter are expressed in terms of the Floquet-Bloch eigenvalue
problem. Numerical results in the time-domain, using metamaterial assemblies
with only narrow periodicity, demonstrate that the engineered metamaterial
attains the desired behavior. Extensions to wave steering, shielding, and other
wave-control applications, follow naturally.
1This chapter has been submitted as a journal article for possible publication: Heedong
Goh and Loukas F. Kallivokas, Inverse band gap design of elastic metamaterials for P
and SV wave control, Computer Methods in Applied Mechanics and Engineering, 2020. The
dissertation author had significant contributions to the article that included the development
of the methodology, its implementation, the numerical results, and the related discussion.
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4.1 Introduction
Fueled by recent advances in solid state physics, photonics, and phonon-
ics, dispersion engineering refers to the emerging field of engineering the prop-
erties of materials in order to achieve user-defined behavior, often uncommon
in nature (thus giving rise to the metamaterial designation of such materi-
als), which, in the context of wave propagation, would allow for novel ways
of wave motion control. To attain the desired behavior, the materials need
not necessarily be engineered ab initio; instead, for example, one could engi-
neer the spatial arrangement of real materials in periodic (or even aperiodic)
assemblies, in a manner that would then endow the assembly with the target
dispersive behavior. In this way, wave-steering [46], wave-control [58], cloak-
ing [3,43,55], band-gapping [47], lensing [35,45], and other wave-control effects
become possible.
To date, engineering the dispersive behavior has been attempted mostly
on an ad hoc basis, and primarily in the context of acoustics or electromagnet-
ics, which enjoy the benefit of a single wave type/wave velocity. By contrast,
in elastodynamics, the presence of two distinct wave types turns the engineer-
ing of the medium’s dispersive characteristics into a particularly challenging
task.
Engineering material behavior, based on user-defined performance met-
rics, is, fundamentally, an inverse medium problem, and, therefore, it can be
treated using established mathematical approaches for inversion. Here, we
build upon recent advances in engineering metamaterials for band-gapping
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scalar waves (single wave type) [22, 23], to the all important and more chal-
lenging case of vector waves (two wave types). The goal is to be able to
intercept propagating waves with suitably engineered metabarriers in order to
arrest (filter) the propagation of elastic waves at user-defined frequency ranges
(the band gaps). While the discussion herein is driven by band gaps, other
wave control objectives can be similarly pursued by appropriately adapting
the developed framework.
4.2 Preliminaries
Let us assume that the metamaterial, whose dispersive behavior we
intend to engineer, consists of identical, periodically distributed, unit cells
(Fig.4.1): due to the periodicity, it is sufficient to engineer the unit cell in order
to endow the metamaterial with the desired target behavior. The dispersive
behavior of the unit cell is completely defined by the associated eigenvalue
problem (EP), cast over the unit cell and subject to periodic boundary condi-
tions. While the EP captures the unit cell’s dispersive characteristics, it cannot
be readily manipulated to meet a specific design goal: instead, we use the EP
to extract the band structure, i.e., the dispersion curves/surfaces associated
with the irreducible Brillouin zone (IBZ). The IBZ affords us the necessary
flexibility to accommodate wave-control design goals, and in particular when
targeting directionality constraints. We highlight next the steps leading to the
unit-cell design informed by the IBZ: in short, dispersion engineering design
goals are first translated to specific group velocity design profiles, which are,
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in turn, shown to uniquely depend on the characteristics of the unit cell’s EP
and IBZ.
Figure 4.1: The unit cell and the metamaterial assembly consisting of period-
ically arranged heterogeneous unit cells
4.2.1 The eigenvalue problem for elastic waves in periodic media
In the frequency domain, the propagation of elastic waves in a hetero-
geneous domain is described by Navier’s equations:
0 = div C (x) [grad U (x)] + ρ (x)ω2U (x) , x ∈ RNd , (4.1)
where Nd denotes the order of the spatial dimensionality, U (x) is the dis-
placement vector, ω is the circular frequency, ρ (x) is mass density, and C (x)
is the elasticity tensor. We use regular font to denote scalars, and boldfaced
font for vectors, matrices, and first-rank tensors; a single underline is used for
second-rank tensors; and a double underline is used for fourth-rank tensors.
The elasticity tensor C for a linear isotropic medium reads:
C (x) [ ] = µ (x) [ ] + µ (x) [ ]ᵀ + λ (x) tr [ ] I, (4.2)
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where λ (x) and µ (x) are the Lamé parameters, I is the identity tensor and
[ ]ᵀ denotes the transpose of the subtended quantity. The problem implied
by (4.1) becomes periodic when the material properties are periodic, i.e., when

























In the above, pi ∈ RNd is the primitive vector that defines the periodicity in
the i-th spatial direction. Then, the Floquet-Bloch theorem [4] provides the
general solution of the periodic problem as:
U (x) = eik·xu (x) , (4.4)
where the displacement-like quantity u (x) is periodic with the same period-
icity of the original problem, and k denotes the Floquet-Bloch wavevector.
Substituting (4.4) into the Navier equation (4.1), yields the Floquet-Bloch EP.
In weak form, the EP reads: given ω ∈ R and d ∈ RNd , find k ∈ C and
u ∈ VNd \ {0} such that




















grad v : C [grad u]− v · ω2ρu
}
dΩ, (4.6b)











(v ⊗ d) : C [u⊗ d] dΩ. (4.6d)
In the above, Ωcell is the domain of a unit cell, v is a test function, an overline
( ) denotes a complex-conjugate of the subtended quantity, ( : ) denotes double
contraction, ⊗ denotes tensor product, and d is a direction of interest such
that k = kd, with |d| = 1.
We prefer to drive the unit cell’s design using the quadratic EP (4.5),
cast in terms of the wavenumber k, instead of the more common choice of
the linear EP (cast in terms of ω2), since, as discussed in [23], the quadratic
EP provides a direct, quantitative, description of the band gaps, whereas the
linear EP can only offer an indirect description. Thus, given a (real-valued)
circular frequency ω, we use (4.5) to find the complex-valued wavenumbers
(wavevectors) k (k): the set of all dispersion curves/surfaces relating ω to k
forms the band structure of the unit cell. We note that the Floquet-Bloch
wavevector k is periodic in the wavevector space (or reciprocal space); the
periodicity in the reciprocal space is captured by the reciprocal primitive vector
qi, which is related to the physical space’s primitive vector pi via pi·qj = 2πδij,
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with δij denoting the Kronecker delta. Similarly, the dispersion curves of a
periodic problem are also periodic in the wavevector space with periodicity
equal to that of the primitive vector qi.
To study the band structure we turn to the unit cell (the Wigner–-
Seitz cell) in the reciprocal space: the Wigner-Seitz cell defines the Brillouin
zone, which is, effectively, the (periodic) trace of the dispersion curves in the
wavevector space. The dispersion curves have symmetries that allow a further
reduction of the Brillouin zone to the, so-called, irreducible Brillouin zone
(IBZ), which is delineated off of the Brillouin zone while ensuring that no in-
formation is lost. Practically, dispersion curves are often plotted over only the
high-symmetry lines, which are the edges of the IBZ. For example, a square
unit cell in the physical space has a square Wigner-Seitz cell in the recip-
rocal/wavevector space (i.e., a square Brillouin zone), which, upon reduction,
results in a triangular IBZ (Fig. 4.2). The vertices of the triangular IBZ are de-
noted by Γ, X, and M , and the three high-symmetry lines are Γ-X, Γ-M , and
X-M . In this paper, we plot dispersion curves for wavevectors corresponding
only to the propagating states to avoid congesting the plots.
We remark that to compute the band structure on the high-symmetry
lines that do not connect back to the origin Γ, e.g., X-M in Figure 4.2, an
offset direction do is required, such that k = kd + do: the associated EP with










Figure 4.2: The Brillouin zone and the IBZ of a square unit cell in wavevector
space
4.2.2 Group velocity, energy velocity, and the band gap
We are interested in engineering the unit cell to exhibit user-defined
dispersive behavior, and in particular, to adhere to a user-prescribed group ve-
locity profile. Band gaps are only a particular case of a group velocity profile.
Specifically, a band gap is a frequency range G for which there are no propagat-
ing states: at the band gap frequencies, the Floquet-Bloch wavenumbers are
complex-valued with nonzero imaginary parts (Im {k} 6= 0, ∀ω ∈ G), whereas
outside the gap the wavenumbers are purely real-valued (k ∈ R, ∀ω /∈ G). As
will be discussed, band gaps arise when the group velocity vanishes. Then, to
set up the inverse design problem, it is necessary to relate the group velocity
to the unit-cell EP.
The group velocity vg is defined as [39]:
vg = Re {gradkω} , (4.7)
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while the directional group velocity along d is:

























In the above, the last term vanishes, assuming that ∂u/∂k ∈ VNd . Then, by
taking the real part of the remainder of (4.9), while considering (4.8), yields:
vg = −




a0,2 (v,u) = −
∫
Ωcell
v · ρu dΩ. (4.11)
Expression (4.10) is the sought relation between the (directional) group ve-
locity vg and the eigenpair (u, k) of the Floquet-Bloch unit-cell EP: it can
be viewed as the elastodynamic equivalent of the Hellmann-Feynman theorem
in quantum mechanics, and it is a key element in the inverse unit-cell design
problem, since, by specifying the left-hand-side of (4.10), it is possible to invert
for the unit-cell properties associated with the eigenpair (u, k) that appears
on the right-hand-side of (4.10). If, for example, it is of interest to realize a
100
band gap along any particular direction d, then the directional group velocity
must vanish [22], i.e.,
vg = 0, ∀ω ∈ G, (4.12)
or, equivalently, by virtue of (4.10):
a1 (u,u) + 2Re {k} a2 (u,u) = 0. (4.13)
We note that the group velocity is defined with respect to the Floquet-Bloch
wavevector corresponding to the ansatz (4.4), which differs from the usual
definition for plane waves, and obscures the physical interpretation of the
group velocity. However, as it is shown below, for propagating states, the
group velocity is identical to the energy velocity, i.e.,
vg = ve, ∀ω /∈ G (4.14)





where 〈 〉 denotes spatial average, F is the time-averaged Umov-Poynting
vector, and E is time-averaged energy [60]. The time-averaged Umov-Poynting
vector F and time-averaged energy E (assuming an e−iωt harmonic factor) are
defined as:
F = − 1
2
τ ᵀ(−iω) U, and (4.16)
E =U +K =
1
4
Re {ε : τ}+ 1
4
ρ(−iω) U · (−iω) U, (4.17)
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where U is time-averaged strain energy, K is time-averaged kinetic energy, τ is
a stress tensor, ε is a strain tensor. Then, the time-averaged Umov-Poynting
vector in the direction d is:


























ωi (u⊗ d) : C [grad u] + 1
2
ωk (u⊗ d) : C [u⊗ d] . (4.18)
In the above, the identity (Aᵀa) ·b = tr (Aᵀa⊗ b) = A : (a⊗ b) is used [25].
Taking the spatial average of the real part of (4.18), yields:





























C [grad u] : (u⊗ d)

















ω [a1 (u,u) + 2Re {k} a2 (u,u)] , (4.19)







Re {τ : ε}+ 1
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ρω2u · u. (4.20)

















































ω2a0,2 (u,u) . (4.21)
Substituting (4.19) and (4.21) into (4.15), yields
ve =
Re {〈F · d〉}
〈E〉
= −a1 (u,u) + 2Re {k} a2 (u,u)
2ω a0,2 (u,u)
, ω /∈ G. (4.22)
This completes the proof: equation (4.22) is identical to (4.10) and confirms
that the group velocity is, for propagating states, physically identical to the
energy velocity.
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4.3 The metamaterial unit-cell design
In general, the unit-cell design is driven by a user-defined group ve-
locity profile: this, for example, could drive designs that allow for slow or
fast wave regimes at specific frequency ranges. Moreover, for the applications
considered herein, a user-defined band gap is tantamount to requiring that
the group velocity vanish within the desired frequency range. We describe
next the inverse medium framework that would produce the unit-cell’s design
parameters, when given a target group velocity profile.
4.3.1 Dispersion-constrained inverse problem
The design problem is cast as a dispersion-constrained inverse problem,
where the Lagrangian L consists of a misfit objective functional M , and of the
dispersion constraint E. Accordingly, it reads: given vmg ∈ R, find ρ ∈ W,
λ ∈W, and µ ∈W such that
minL [u, k,v, ξ, ρ, λ, µ] , (4.23)
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where,
L [u, k,v, ξ, ρ, λ, µ] =M [u, k, ρ, λ, µ] + E [u, k,v, ξ, ρ, λ, µ] , (4.24a)















































In the above, M is an objective functional defined as the misfit between the
target (vmg ) and the trial (vg) group velocities, where the latter are computed
based on trial unit-cell design parameters. In addition, E is the dispersion
constraint, side-imposed in (4.24a) in terms of the Floquet-Block EP P (k) of
(4.5) and the corresponding orthonormality condition for the eigenfunctions
u; v is the adjoint eigenfunction, and ξ is the adjoint eigenvalue. We note
that Nfreq is the set of the discrete frequencies spanning the target band gap
G, Ndir are the user-defined directions along which the propagating waves will
be band-gaped, and Nmode is the number of modes. For an omnidirectional
band gap, the set of directions Ndir must cover the entire IBZ, or, at a min-
imum contain all the high-symmetry lines. It should be noted that for each
frequency, direction, and mode, a separate EP arises, and thus, the dispersion
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constraint E consists of Nfreq×Ndir×Nmode eigenvalue problems: this explains
the triple αβγ subscripting of the EP in (4.24b), and of the computed vg,αβγ
and prescribed vmg,αβγ group velocities, respectively; however, henceforth, we
drop the subscripting to reduce notational congestion.
4.3.2 Solution method
We seek solutions for the design variables of the unconstrained mini-
mization problem (4.23) by requiring that the first-order optimality conditions
be satisfied, i.e., by setting to zero the first-order derivatives of the Lagrangian
(M + E) with respect to the state variables (u and k), adjoint variables (v
and ξ), and design variables (λ, µ, and ρ). The process is iterative: first, we
choose a trial solution for the triad of the design variables; then, the derivative
of L with respect to the adjoint variables v and ξ, yields:
State problem: given ρ ∈W, λ ∈W, and µ ∈W, find u ∈ VNd \{0} and k ∈ C
such that
P (k) (ṽ,u) = 0 ∀ṽ ∈ VNd and (4.25a)
ξ̃
2
{a2 (u,u)− 1} = 0 ∀ξ̃ ∈ R. (4.25b)
Next, we take derivatives of L with respect to the state variables u and k,
which results in the
Adjoint problem: given the solutions to the state problem u ∈ VNd \ {0}, and
k ∈ C, and the triad of trial design variables ρ ∈W, λ ∈W, and µ ∈W, find
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v ∈ VNd and ξ ∈ R such that
P (k) (v, ũ) + ξa2 (u, ũ) =





− a1 (u,u) + 2Re {k} a2 (u,u)
ω [a0,2 (u,u)]




∀ũ ∈ VNd and (4.26a)






∀k̃ ∈ C. (4.26b)
Finally, given the state and adjoint solutions, we take derivatives of L with
respect to the design variables ρ, λ, and µ to obtain the gradients gρ, gλ, and
gµ, respectively, i.e.,
Gradient of L: given v ∈ VNd , ξ ∈ R, u ∈ VNd \ {0}, k ∈ C, ρ ∈ W, λ ∈ W,
























































































grad v : δλC [u⊗ d]































(v ⊗ d) : δλC [u⊗ d] dΩ
}






















































grad v : δµC [u⊗ d]



































δλC [ ] = λ̃ tr [ ] I and (4.28a)
δµC [ ] = µ̃ [ ] + µ̃ [ ]
ᵀ . (4.28b)
The detailed derivations are provided in section 4.7.2. The gradients (4.27)
vanish only at a stationary point of the Lagrangian L; they are used, in the
context of a conjugate gradient method [49], in order to update the design
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variables. The algorithm for the inverse metamaterial design is summarized
in Algorithm 3.
Algorithm 3 Inverse design process
1: Sample the target group velocity vmg (v
m
g = 0 for band gaps) at discrete
frequencies, directions, and modes
2: Define the geometry of the unit cell (e.g., periodicity, number of distinct
material elements, etc.)
3: Set the error tolerance ε.
4: Initialize the iteration counter l← 0
5: Set the initial search length
6: Set initial guesses for the material properties ρ0, λ0, and µ0
7: for ‖Ml+1 −Ml‖ > ε ‖Ml‖ do
8: Solve the state problem and evaluate Ml . equations (4.24b) and (4.25)
9: Solve the adjoint problem . equation (4.26)
10: Compute the reduced gradient of L . equations (4.27)
11: Obtain the search direction (e.g., conjugate gradient method)
12: Update the material properties ρl+1, λl+1, and µl+1 using backtracking
algorithm; stop if sufficient-decrease condition is violated
13: Set l← l + 1
14: end for
4.4 Metamaterial band-gap design examples
The proposed design method can invert for a unit cell’s properties when
provided with a user-defined group velocity profile. In the following exam-
ples, we demonstrate the method by inverting for the mass density and the
Lamé parameters of multi-material unit cells to effect either uni- or omnidirec-
tional user-defined band gaps. In all cases, we use finite elements (biquadratic
serendipity elements) to solve the state and adjoint problems.
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4.4.1 An omnidirectional band gap
First, we attempt to invert for the properties of a square unit cell to
effect an omnidirectional band gap at G = (5, 10) Hz. The unit cell consists of
three concentric squares of different materials, with sides 4m, 8/3m, and 4/3m,
respectively (Fig. 4.3); the properties were seeded to ρ1 = 10081.370 kg/m
3,
λ1 = 63.266 MPa, µ1 = 33.266 MPa, for the innermost square, ρ2 = 7730.992
kg/m3, λ2 = 41.213 MPa, µ2 = 21.213 MPa, for the middle, and ρ3 = 73.61
kg/m3, λ3 = 7.443 MPa, µ3 = 3.843 MPa for the outermost square.
We use fifty frequencies (Nfreq = 50) to span G, and ten directions to
sweep over the IBZ (Ndir = 10) in order to enforce omnidirectional behavior;
the number of modes Nmode equals the number of wavenumbers within the first
Brillouin zone, and, thus, it varies per frequency. The target group velocities
for all of the Nfreq frequencies, the Ndir directions, and the Nmode modes are set
to zero, i.e., vmg,αβγ = 0. Figure 4.3(a) depicts the unit cell’s converged mate-
rial properties, while Fig. 4.3(b) and Fig. 4.3(c) show the band structure and
group velocity profiles along the high-symmetry lines, respectively. As it can
be deduced from the band structure the target band gap, shown in the figures
with the shaded strip, was indeed realized (to minimize graphical congestion
in the band structure, only the real-valued wavenumbers are plotted). Fig-
ure 4.4 shows the complete three-dimensional dispersion surfaces in the IBZ
(Figure 4.4(a)), and by using graphic mirroring, in the Brillouin zone as well
(Figure 4.4(b)): each plane represents a single wavevector computation, the
width of which is proportional to the magnitude of the wavevector, and the
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slope is guided by the group velocity.
4.4.2 Two omnidirectional band gaps
Next, we exercise the inversion algorithm by seeking a metamaterial
that would exhibit simultaneously two user-defined band gaps, that is,
G = (5, 10) Hz ∪ (13, 15) Hz. We seed the inversion algorithm with the con-
verged properties of the preceding example’s unit cell. Figure 4.5(a) shows
the converged material profile, while Figs. 4.5(b) and 4.5(c) depict again the
corresponding band structure and group velocity profiles, respectively. As it
can be seen, the inversion algorithm successfully resulted in opening a second
band gap at the target frequency range (13,15) Hz, while still maintaining the
first gap at (5,10) Hz. Figure 4.6 shows the metamaterial’s three-dimensional
dispersion map.
4.4.3 A unidirectional band gap at (5, 10) Hz
Next, we target a unidirectional band gap at (5, 10) Hz along Γ-X
only. Figure 4.7 shows that a unidirectional band gap is achieved exactly at
the target frequency range. Figure 4.8 shows the three-dimensional dispersion
map.
4.5 Metabarrier time-domain performance
The preceding development is predicated upon infinite periodicity,
whereas, in practice, one may be able to install only a finite number of unit
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(a) Inverted unit-cell material properties
(b) Band structure along the high-symmetry lines
(c) Group velocity along the high-symmetry lines
Figure 4.3: Unit cell design for an omnidirectional band gap at G = (5, 10) Hz
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(a) Dispersion surfaces of the irreducible
Brillouin zone - IBZ
(b) Dispersion surfaces of the Brillouin
zone
Figure 4.4: Band structure showing an omnidirectional target band gap at
G = (5, 10) Hz
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(a) Inverted unit-cell material properties
(b) Band structure along the high-symmetry lines
(c) Group velocity along the high-symmetry lines
Figure 4.5: Unit cell design for two omnidirectional band gaps at G = (5, 10)∪
(13, 15) Hz
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(a) Dispersion surfaces of the irreducible
Brillouin zone - IBZ
(b) Dispersion surfaces of the Brillouin
zone
Figure 4.6: Band structure showing two omnidirectional band gaps at G =
(5, 10) ∪ (13, 15) Hz
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(a) Inverted unit-cell material properties
(b) Band structure along the high-symmetry lines
(c) Group velocity along the high-symmetry lines
Figure 4.7: Unit cell design for a unidirectional band gap at G = (5, 10) Hz
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(a) Dispersion surfaces of the irreducible
Brillouin zone - IBZ
(b) Dispersion surfaces of the Brillouin
zone
Figure 4.8: Band structure showing an unidirectional band gap at G =
(5, 10) Hz
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cells in a host medium. In this section, we assess the performance of the unit
cells in the time-domain –where it matters most for applications– by using the
inverted-for unit cells to construct finite-size metabarriers, where the unit cells
appear with a fairly narrow periodicity –only 2- or 4-unit-cell wide. The intent
is to study via numerical simulations whether the metabarriers could still re-
alize the directional or omnidirectional band gaps their constituent unit cells
were designed for, even when the infinite periodicity assumption is violated.
4.5.1 An omnidirectional P and SV metabarrier
First, we discuss the P and SV omnidirectional band-gap case. As
shown in Figure 4.9, a two-unit-cell-wide metabarrier Ωm is embedded within
an infinite homogeneous domain, truncated by Perfectly-Matched-Layers
(PMLs) [19, 32]. The metabarrier is constructed using the unit cell of the
first design example exhibiting a band gap at G = (5, 10) Hz (Figure 4.3). The
host medium’s properties are ρ = 2000 kg/m3, λ = 160 MPa, and µ = 80
MPa. A Ricker pulse with a central frequency of fc = 9 Hz is applied at
(x, y) = (−36, 0) m. The point source creates cylindrical wave fronts imping-
ing on the metabarrier at various angles of incidence.
Figures 4.10(a) and (b) depict snapshots of the displacement-field at
t = 0.26 s for cases without and with the metabarrier, respectively. Visu-
ally, it appears that the metabarrier, despite its narrow periodicity, effectively
arrested the propagation of the waves past the barrier. Figures 4.10 show













-42.2 -40-36 -20 -12 0 40 42.2
source
Ωm
Figure 4.9: Schematic of an omnidirectional P and SV metabarrier
sponds to the case without the metabarrier, whereas the dashed and solid lines
correspond to a two-unit-cell-wide and a four-unit-cell-wide metabarriers, re-
spectively. The shaded strip delineates the frequency range of the design band
gap: as it can be seen both barriers suppressed the motion at the band gap,
as intended. Moreover, notice that even though the suppression is somewhat
stronger with the four-unit-cell-wide metabarrier, the difference between the
two is relatively small.
4.5.2 An omnidirectional vertical screen
We are interested in assessing whether the same finite-width engineered
metabarrier of the preceding example can be used as a vertical screen in a
halfspace, when the halfspace is subjected to a surficial line load in the vicinity
of the screen. While the unit cell has been engineered for band-gapping P and
SV waves, the line load on the halfspace’s surface introduces additional waves
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(a) Without metabarrier;
snapshot at t = 0.26 s
(b) With metabarrier (two-unit-cell-wide);
snapshot at t = 0.26 s


















(c) DFT responses at (x, y) = (0, 0) m


















(d) DFT responses at (x, y) = (0, 22) m
Figure 4.10: Omnidirectional metabarrier performance: snapshots and DFT
response of wavefields induced by a Ricker pulse with a central frequency of
fc = 9 Hz
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(Rayleigh, and the S head wave) that were not accounted for in the unit-cell
design. Figure 4.11 captures the setting: a two-unit-cell-wide and eleven-unit-
cell-long metabarrier is embedded in a two-dimensional semi-infinite domain
truncated by PMLs. We use the unit cell of the first design example exhibiting
a band gap at G = (5, 10) Hz to construct the metabarrier/vertical screen. A
vertical line load is applied on the surface of the host medium. We visualize
the response using waterfall plots, i.e., a horizontal stack of displacement-field
















t (s) (time axis for waterfall plots)
Figure 4.11: Schematic of an omnidirectional vertical screen
Three different signals are used to exercise the screen. A monochro-
matic source with frequency of f = 2.5 Hz is used first: the frequency lies
outside of the unit cell’s band gap, and, thus, propagation should not be ar-
rested. Indeed, as shown in the waterfalls of Fig. 4.12(a),(b), the wave front
propagates unimpeded through the screen, albeit with a phase delay. By con-
trast, when the monochromatic source operates at 8 Hz, which lies within the
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design band gap, the waves are reflected by and/or trapped in the screen,
effectively arresting propagation in the forward scatter region of the screen
(Fig. 4.12(c),(d)). Next, we apply a Ricker pulse with a central frequency
of fc = 9 Hz; the Ricker pulse has a broad spectrum support, roughly be-
tween 3 and 27 Hz (three times the central frequency on each side of fc).
Figures 4.12(e),(f) capture the effect of the screen: as it can be seen, it ap-
pears that propagation has been arrested, as it was expected for at least the
range for which the screen was designed (5 to 10 Hz). To better quantify our
observations we compute the DFT of the response at four locations, two in the
backscatter region (between the source and the metabarrier), and two in the
forward scatter region of the metabarrier. In Fig. 4.13, the top row pertains
to two points on the surface of the halfspace, whereas the second row pertains
to two points at depth. The shaded strip in the DFT spans the design band
gap: as it can be seen from the right column, which corresponds to points in
the forward scatter region, the screen, almost perfectly, arrested propagation
for frequencies within the gap. The DFT on the left column shows that there
is motion amplification in the backscatter region at depth, but not on the sur-
face; however, as shown in [22], introducing small amounts of damping in the
screen can reduce the amplification in the backscatter zone.
4.5.3 Wave steering and shielding
Next, we turn to applications that could benefit from an omnidirec-
tional design. First, we consider an infinite two-dimensional domain, which
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(a) Monochromatic source at f = 2.5 Hz /∈ G;
without metabarrier
(b) Monochromatic source at f = 2.5 Hz /∈ G;
with metabarrier
(c) Monochromatic source at f = 8 Hz ∈ G;
without metabarrier
(d) Monochromatic source at f = 8 Hz ∈ G;
with metabarrier
(e) Ricker pulse with fc = 9 Hz;
without metabarrier
(f) Ricker pulse with fc = 9 Hz;
with metabarrier
Figure 4.12: Response of an engineered vertical metabarrier to various excita-
tions
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(a) (x, y) = (−45, 0) m


















(b) (x, y) = (−27, 0) m


















(c) (x, y) = (−45,−14) m


















(d) (x, y) = (−27,−14) m
Figure 4.13: DFT responses at various locations before (left column) and after
(right column) the metabarrier
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we truncate to a finite computational domain of 140 m × 48 m, surrounded
on all sides by PMLs. We impregnate the mid half of the domain (80 m × 48
m) with the engineered unit cells (each cell is 4 m × 4 m) of the first design
example, exhibiting an omnidirectional band gap at (5, 10) Hz. Then, we in-
tentionally modify part of the metastructure, by creating a one-unit-cell-wide
channel made of the same material as the infinite domain. We then trigger a
point load, located in the exterior of the metastructure and in the vicinity of
the channel. The generated waves impinge at various angles on the metastruc-
ture: owing to the omnidirectional band gap, the motion in the metastructure
is inhibited, allowing the waves to propagate only within the channel, effec-
tively steering the waves through the artificial waveguide. Figure 4.14 shows
a snapshot in time of the waveguide effect.
Figure 4.14: Wave steering in a homogeneous medium impregnated with meta-
materials
Next, we use again the same unit-cell design, and create a hollow rect-
angle (Fig. 4.15) of two-unit-cell width. The intent is to examine whether the
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interior of the rectangle could be protected/shielded from propagating waves
that originate in the exterior of the shield, and impinge, asynchronously, on
the shield at various angles. To this end, we place four point sources in the
exterior of the shield (Fig. 4.15), which are triggered at different moments in
time (Ricker pulses operating at a central frequency of fc = 9 Hz), along dif-
























Figure 4.15: Schematic of a wave shield
the unshielded case, we compute the energy density EΩe , normalized by the
input energy, in order to track energy propagation within the computational
























f ·Ut dΩ dt
, (4.29)
where Ut is the displacement field in the time-domain, and f is the source.
Figure 4.17 depicts the energy density without and with the shield. We note
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(a) West source triggered; snap-
shot at t = 0.0975 s
(b) South and east sources trig-
gered; snapshot at t = 0.1875 s
(c) All sources triggered; snap-
shot at t = 0.2625 s
(d) Shield fully engaged; snap-
shot at t = 0.3375 s
(e) Shield fully engaged; snap-
shot at t = 0.4875 s
(f) Shield fully engaged; snap-
shot at t = 0.8250 s
Figure 4.16: Snapshots of a wave shield’s response to asynchronously triggered
sources
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the near-silent center section of the domain, attesting to the shielding effi-
cacy of the finite metabarrier, under the asynchronous P and SV wave load
impinging on the shield at arbitrary angles.
(a) Without the shield (b) With the shield
Figure 4.17: Normalized energy density distribution due to four point source
Ricker pulses operating at fc = 9 Hz
4.6 Conclusions
We proposed a systematic design method for engineering the dispersive
properties of periodic media as a means of controlling elastic wave propagation.
Specifically, we cast the design problem as a dispersion-constrained inverse
problem, comprising: a) a misfit functional between the design group velocity
profile and the group velocity profile corresponding to trial design unit-cell
variables, and: b) the side-imposition of the unit-cell Floquet-Bloch eigen-
129
value problem. The group velocity is expressed in terms of an eigenpair, thus
readily allowing the use of any standard optimization scheme to resolve the
inverse problem. The proposed inverse design framework can handle various
unit-cell variables, including geometric and material parameters. We demon-
strated the proposed method by designing unit cells exhibiting unidirectional
or omnidirectional band gaps at user-specified frequency ranges. The time-
domain analyses showed that metabarriers constructed with only a few unit
cells, i.e., by severely limiting the periodicity, can still harness the benefits of
the engineered unit-cell dispersive behavior. We showed that the developed
framework can lead to metamaterial designs capable of band-gapping, wave
steering, and shielding, in the presence of both P and SV waves, and, in fact,
proved effective even for surface interface waves.
4.7 Appendix
4.7.1 Floquet-Bloch eigenvalue problem with an offset direction
A non-zero offset direction do is required for high-symmetry lines that
do not connect to the origin Γ. Decomposing the Floquet-Bloch wavevector
as k = kd + do, the EP (4.5) is rewritten as
Given ω ∈ R, d ∈ RNd , and do ∈ RNd , find k ∈ C and u ∈ VNd \{0} such that
0 = b0 (v,u) + kb1 (v,u) + k




















(v ⊗ do) : C [u⊗ do] dΩ, (4.31a)

















(v ⊗ d) : C [u⊗ d] dΩ. (4.31c)
For example, the directions for a two-dimensional square Brillouin zone are
d = (1, 0) and do = (0, 0) for Γ-X; d = (1, 1)/
√
2 and do = (0, 0) for Γ-M ;
and d = (0, 1) and do = (π/p, 0) for X-M ; where p = |pi| is the width of a
square unit cell.
4.7.2 The Gâteaux derivatives of the Lagrangian L
The gradient of a functional L [u] with respect to u, denoted by gu, is
defined as [57]: ∫
Ωcell
ũ · gudΩ = δuL [u] (ũ) . (4.32)
In the above, the Gâteaux derivative δuL [u] (ũ) is defined as:





L [u + εũ] , (4.33)
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where ũ is a direction of the Gâteaux derivative. Then, the first-order opti-
mality conditions read




= 0 ∀ξ̃ ∈ R (4.34a)




= 0 ∀k̃ ∈ C and (4.34b)




= 0 ∀λ̃ ∈W,
δµL [. . .] (µ̃) = 0 ∀µ̃ ∈W. (4.34c)
In the above, [. . .] is used to abbreviate arguments. First, the Gâteaux deriva-
tives with respect to the adjoint variables (4.34a) are:
δvL [. . .] (ṽ) = Re {P (k) (ṽ,u)} and (4.35a)











Secondly, the Gâteaux derivative with respect to the state variables (4.34b)
are:
δuL [. . .] (ũ) = δuM [. . .] (ũ) + δuE [. . .] (ũ) and (4.36a)















δuM [. . .] (ũ) = −






a1 (u,u) + 2Re {k} a2 (u,u)
ω [a0,2 (u,u)]















δuE [. . .] (ũ) = Re {P (k) (v, ũ)}+ Re {ξa2 (u, ũ)} , and (4.37c)






k̃a1 (v,u) + 2kk̃a2 (v,u)
}
. (4.37d)
Finally, the Gâteaux derivative with respect to the design variables (4.34c)
are:
δρL [. . .] (ρ̃) = δρM [. . .] (ρ̃) + δρE [. . .] (ρ̃) , (4.38a)













δµL [. . .] (µ̃) = δµM [. . .] (µ̃) + δµE [. . .] (µ̃) , (4.38c)
where






























































































grad v : δλC [u⊗ d]































(v ⊗ d) : δλC [u⊗ d] dΩ
}
, (4.39d)




















































grad v : δµC [u⊗ d]































(v ⊗ d) : δµC [u⊗ d] dΩ
}
. (4.39f)
In the above, we used:
δλC [ ] = λ̃ tr [ ] I and (4.40a)




Topology design of periodic media for group
velocity control
We are interested in designing the topology of the unit cell when a user-
defined group velocity profile is given. We use the framework of the inverse metama-
terial design approach introduced in previous chapters, suitably modified to account
for design variables parameterizing the geometry of the unit cell. The modifications
affect only the gradient of the Lagrangian, thus leaving the state and the adjoint
problems intact.
5.1 Introduction
We revisit the group velocity-driven design framework [22, 24] with a
modification on the choice of design variables to allow inversion for geometric
parameters of a unit cell instead of the material properties. Topology design
entails manufacturability advantages, especially in light of recent developments
in 3D printing technologies that facilitate manufacturing of complex structures
at various length scales.
We demonstrate the approach by considering a unit cell exhibiting in-
ternal cavities, while its outer boundary remains fixed. The internal bound-
136
aries are parameterized, while using the same Lagrangian introduced in [22,24].
Then, the first two optimality conditions, leading to the state and adjoint prob-
lems, remain the same. In this chapter, we focus mainly on the derivation of
the gradient of the Lagrangian, i.e., on the third optimality condition, when
the geometry of the unit cell becomes the design objective.
5.2 Problem definition
Consider a unit cell in Nd dimension encompassing internal cavities of






+ ρω2U = 0 x ∈ Ωcell. (5.1)
In the above, U is displacement field, C is the elasticity tensor, ρ is mass
density, and Ωcell is the unit cell’s domain. The boundary of the unit cell is
denoted by Γcell = ΓB ∪ ΓC, where ΓB is the outer boundary (fixed) of the
unit cell and ΓC is the union of the boundaries of all internal cell cavities.
Each cavity boundary is denoted by ΓCi , i = 1, 2, . . . , n, and thus, ΓC =
ΓC1∪ΓC2∪ . . .∪ΓCn . We apply the Floquet-Bloch periodic boundary condition
on ΓB, and homogeneous Neumann boundary conditions on ΓC, i.e.,
C [grad U] n = 0, x ∈ ΓC and (5.2a)
U (x)− e±ik·piU (x± pi) = 0, x ∈ ΓB, i = 1, 2, . . . , Nd. (5.2b)
In the above, n is an outward normal vector on the boundary, pi are primitive







Figure 5.1: Two-dimensional unit cell with two cavities
Alternatively, one can formulate the Floquet-Bloch eigenvalue problem
by replacing U with the Floquet-Bloch wave, i.e.,
U (x) = eik·xu (x) . (5.3)
In the above, u is a periodic function with the same periodicity as that of the
unit cell. Then, the weak form of the Floquet-Bloch eigenvalue problem (EP)
reads
Floquet-Bloch EP : given ω ∈ R and d ∈ RNd , find k ∈ C and u ∈ VNd \ {0}
such that




















grad v : C [grad u]− v · ω2ρu
}
dΩ, (5.5b)











(v ⊗ d) : C [u⊗ d] dΩ. (5.5d)
In the above, v is a test function, an overline ( ) denotes a complex-conjugate
of the subtended quantity, ( : ) denotes double contraction, ⊗ denotes tensor
product, and d is a direction of interest such that k = kd, with |d| = 1.
The directional group velocity along d can be expressed in terms of the
above functionals as:









a0,2 (v,u) = −
∫
Ωcell
v · ρu dΩ. (5.7)
We note that the cavities boundary ΓC is parameterized, and its param-
eters are treated as the inversion variables, which, consequently, are updated
at each inversion iteration. This process forces the evolution of ΓC at each
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inversion iteration, from ΓC to Γ
′
C (Figure 5.2). Accordingly, let the point on
the boundary x evolve to x′, i.e., let
x′ = x+ ∆x. (5.8)
In the above, the update amount ∆x at any position on the boundary x ∈ ΓC is
parameterized by a vector of nodal coordinate updates s ∈ RNbn·Nd , where Nbn
is the number of nodes resulting from the parameterization of the boundary




Figure 5.2: Evolving boundary
Thus, the inverse design problem is defined as
Inverse metamaterial design: given vmg ∈ R and initial topology of a unit cell
Ωcell, find s ∈ RNbn·Nd such that
minL [u, k,v, ξ, s] , (5.9)
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where,
L [u, k,v, ξ, s] =M [u, k, s] + E [u, k,v, ξ, s] , (5.10a)



































In the above, M is an objective functional, E is the dispersion constraint, u
is the eigenfunction, k is the eigenvalue, v is the adjoint eigenfunction, and
ξ is the adjoint eigenvalue. Nfreq is the set of the discrete target frequencies,
Ndir are the user-defined directions, and Nmode is the number of modes. In the
following, we drop the indices α, β, and γ to reduce notational congestion.
5.3 Isoparametric boundary
We parameterize positions x and, therefore ∆x as well, using the same









element summation. For a finite element with Nnode number of elemental
nodes, ∆xe is parameterized by




where Φ is a two-dimensional array with the size of Nd × Nnode · Nd, and se
is an elemental vector of nodal updates of size Nd ·Nnode. For example a two




Φ11 Φ12 Φ13 Φ14 . . . Φ1(11) Φ1(12)




N1 0 N2 0 · · · N6 0





x1 y2 x2 y2 . . . x6 y6
)ᵀ
. (5.13b)
In the above, each shape function Ni is a function of three parent coordinates
qi, i = 1, 2, 3 called barycentric or area coordinates such that
∑
i
qi = 1, i.e.,
N1 = (2q1 − 1)q1, (5.14a)
N2 = (2q2 − 1)q2, (5.14b)
N3 = (2q3 − 1)q3, (5.14c)
N4 = 4q1q2, (5.14d)
N5 = 4q2q3, and (5.14e)
N6 = 4q3q1. (5.14f)
Figure 5.3 shows the numbering for the elemental nodes and the area coordi-
nates of a quadratic triangular element. Note that a parameterized quantity
on the side of an element only depends on the nodal values on the same side;








Figure 5.3: Quadratic triangular element
Since the cavities boundary ΓC evolves during inversion iterations, the
boundary and domain integrals have to be evaluated over, effectively, “moving”
boundaries and “moving” domains. In this sense, the problem is no different
than moving boundary problems in time. Accordingly, we use the Reynolds
transport theorem to differentiate functionals with respect to each entry of
the nodal update vector s. The theorem is written in terms of a pseudo-time-













w · nf (t) dΓ, (5.15)
where f is an arbitrary scalar function, n is the normal vector on the boundary,
and w is the velocity of the evolving domain. Let si denote the i-th component






























wi · nf (s) dΓ. (5.17)
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Let x(l) denote the coordinate at the l-th inversion iteration; then, the coor-
dinate of the next iteration can be written as
x(l+1) = x(l) + ∆x. (5.18)
Thus, in the above discretized evolution, we evaluate the derivative with re-
spect to si, at s = 0. In general, the most complete evolution of the boundary
should allow for boundary nodes to move along two possible directions (in
2D) (e.g., tangential and normal to the boundary). However, for small incre-
ments, it is sufficient to constrain the boundary updates such that the position
x moves only in the direction perpendicular to the boundary, i.e., along the
outward normal vector directions. In such a case, we replace ∆x with ∆X,
i.e.,
∆X = (n⊗ n) ∆x. (5.19)
In the above, n is the normal vector of the boundary and ∆X is the constrained













We seek a stationary point of the optimization problem by satisfying

















= 0, i = 1, 2, . . . , Nd ·Nbn. (5.21c)
In the above, δL/δx denotes a Fréchet derivative of a functional L with re-
spect to a function x. The optimality conditions are not satisfied unless we
evaluate them at a stationary point. Otherwise, the first two optimality con-
ditions, (5.21a) and (5.21b), yield the state and adjoint problems, respectively,
identical to those defined in [24]. The left-hand-side of the third optimality
condition (5.21c) gives the gradient of L with respect to s. Then, any gradient
based algorithm, e.g., conjugate gradient method, can be used to update the
cell’s trial topology.
5.4.1 State and adjoint problems
Because the state and adjoint problems are identical to those defined
in [24], we omit the derivations and restate them below in weak form.
State problem: given a trial domain Ωcell, find u ∈ VNd \ {0} and k ∈ C such
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that
P (k) (ṽ,u) = 0 ∀ṽ ∈ VNd and (5.22a)
ξ̃
2
{a2 (u,u)− 1} = 0 ∀ξ̃ ∈ R. (5.22b)
Adjoint problem: given the solutions to the state problem u ∈ VNd \ {0}, and
k ∈ C, find v ∈ VNd and ξ ∈ R such that
P (k) (v, ũ) + ξa2 (u, ũ) =





− a1 (u,u) + 2Re {k} a2 (u,u)
ω [a0,2 (u,u)]




∀ũ ∈ VNd and
(5.23a)






∀k̃ ∈ C. (5.23b)
In the above, a tilde (̃ ) denotes the direction of a Gâteaux derivative which









F [x + εx̃] . (5.24)
Note that the vanishing of a Gâteaux derivative for all directions is equivalent
to the vanishing of the corresponding Fréchet derivative; thus, the vanishing of
the above weak forms implies the satisfaction of the first and second optimality
conditions (5.21a) and (5.21b), respectively.
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5.4.2 Reduced gradient of L
We use (5.17) to take the derivatives of functionals with respect to s.






grad v : C [grad u]− v · ω2ρu
}
dΓ, (5.25a)





grad v : C [u⊗ d]






wi · n (v ⊗ d) : C [u⊗ d] dΓ, and
bi0,2 (v,u)Γcell = −
∫
Γcell
wi · n (v · ρu) dΓ. (5.25c)





































































































bi0 (v,u)Γcell + kb
i






























are omitted on the right-hand-
side of equations. Finally, we have
Reduced gradient of L: given the solutions to the state and adjoint problems















































bi0 (v,u)ΓC + kb
i










i = 1, 2, . . . , Nbn ·Nd. (5.27)
Note that, assuming ∂v/∂si, ∂u/∂si ∈ VNd , all terms involving ∂/∂si vanish
when the state and adjoint problems are satisfied. In addition, we constrain
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ΓB to be constant; thus, we integrate along ΓC only.
5.4.3 Inversion process
We update the boundary ΓC informed by the reduced gradient of L.
Let p(l) denote the nodal coordinate at the l-th inversion iteration; then, the
nodal coordinates of the next iteration is
p(l+1) = p(l) + ζd(l), (5.28)
where d(l) is the search direction and ζ ∈ R is the step length. The steepest








































i , l > 0
. (5.31)
Backtracking algorithm can be used to determine ζ [49]. Any update of x
requires re-meshing the domain when evaluating the misfit functional M . To
reduce computational cost, however, we omit the re-meshing at each step of
the backtracking algorithm resulting in an inexact evaluation of M . Instead,
we re-mesh only at the end of each inversion iteration.
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The inverse design process is summarized in Algorithm 4.
Algorithm 4 Inverse topology design
1: Sample the target group velocity vmg (v
m
g = 0 for band gaps) at discrete
frequencies, directions, and modes
2: Define the material properties ρ, λ, and µ
3: Set the error tolerance ε.
4: Initialize the iteration counter l← 0
5: Set the initial search length
6: Set initial topology (mesh) of the unit cell.
7: for ‖Ml+1 −Ml‖ > ε ‖Ml‖ do
8: Solve the state problem and evaluate Ml . equations (5.10b) and (5.22)
9: Solve the adjoint problem . equation (5.23)
10: Compute the gradient of L . equations (5.27)
11: Obtain the search direction (e.g., conjugate gradient method)
12: Update the topology of the unit cell using backtracking algorithm; stop
if sufficient-decrease condition is violated
13: Re-mesh the domain Ωcell
14: Set l← l + 1
15: end for
5.5 Summary remarks
In the above, we formulated a topology design problem to engineer the
group velocity profile of a periodic medium using the same framework of the
material design problems [22, 24]. We used the geometric parameters of the
internal boundaries of a unit cell as the design variables of the inverse problem.
The state and adjoint problems remained the same as those associated with
the inverse material design problems. We use the Reynolds transport theorem




A systematic design method for engineering the dispersive properties
of periodic wave-supporting media is developed, leading to novel metamaterial
designs.
The design problems are cast as dispersion-constrained inverse prob-
lems, where two objective functionals are proposed to serve different design
objectives: (1) a discriminant-driven method suitable for band-gap designs
only; and (2) a group velocity-driven method for general dispersion engineer-
ing.
The design/inversion variables can be chosen to be either the material
properties or topology parameters, or both, of a unit cell of a periodic medium,
thus allowing for a fairly flexible unit-cell design framework.
The proposed inversion methodology is demonstrated in settings in-
volving scalar and vector waves, while time-domain simulations showed the
subwavelength performance capabilities of narrow periodicity metastructures
constructed using the inverted-for unit cells. It was further shown that the
inversion methodology led to the design of metamaterials capable of exhibiting
omni-directional band gaps in the presence of both P and SV waves.
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