Abstract. Numerical simulations of crystal defects are necessarily restricted to small computational domains, supplying artificial boundary conditions to simulate the effect of embedding the defect in an effectively infinite crystalline environment.
Introduction
Crystalline solids can contain many types of defects. Two of the most important classes are dislocations, which give rise to plastic flow, and point defects, which can affect both elastic and plastic material behaviour as well as brittleness.
Determining defect geometries and defect energies are a key problem of computational materials science [45, Ch. 6] . Defects generally distort the host lattice, thus generating long-ranging elastic fields. Since practical schemes necessarily work in small computational domains they cannot explicitly resolve these fields but must employ artificial boundary conditions (periodic boundary conditions appear to be the most common). The purpose of this paper is to introduce a numerical analysis approach to assess the relative efficiency and accuracy of these various types of boundary conditions. The framework we introduce encompasses both point defects and straight dislocation lines (in reduced two-dimensional descriptions).
Another key motivation for our work is the analysis of multiscale methods. Several atomisticto-continuum multiscale methods have been proposed to accelerate crystal defect computations (for example the quasicontinuum method [27] ; see [23] for a general introduction and further references), and our framework provides a natural set of benchmark problems to assess their relative accuracy and efficiency. Moreover, it provides a machinery for the optimisation of the (non-trivial) set of approximation parameters in a/c schemes.
Traditionally, the mathematical analysis of crystalline defects has largely focused on dislocations [17, 1] and on electronic structure models [11, 8] (see also [7] for a comprehensive recent review focused on point defects). The novelty of the present work is that we rigorously establish explicit convergence rates in terms of computational cell size, taking into account the long-ranged elastic fields.
Outline. Our approach consists in placing the defect in an infinite crystalline environment, for simplicity say Z d , where d ∈ {2, 3} is the space dimension, applying only a far-field boundary condition which encodes the macroscopic state of the system within which the defect is embedded. That is, we require y( ) ∼ y 0 ( ) as | | → ∞, where y : Z d → R m is the unknown deformation and y 0 some reference deformation defining the far-field boundary condition. We formulate the condition for an equilibrium configuration as a (local) energy minimisation problem, u ∈ arg min E (u) u ∈Ẇ 1,2 , (1.1) over a suitable infinite-dimensional function spaceẆ 1,2 ("energy space"), where u = y − y 0 is the displacement and E (u) is the energy difference between y 0 + u and y 0 . (See § 2.) We remark here that the choice of y 0 is crucial and cannot be arbitrary. In essence, it is required that y 0 is an "approximate equilibrium" in the far-field. Thus, y 0 can also be thought of as a predictor, and u as a corrector. For the case of dislocations, the choice of y 0 is non-trivial, as the "naive" linear elasticity predictor does not take lattice symmetries correctly into account. In § 2.4 we present a new construction that remedies this issue.
Next, we analyze the "regularity" of an equilibrium displacement field,ū ∈ arg min E . More precisely, we estimate the rate in terms of distance to the defect at whichū (and its discrete gradients of arbitrary order) approach zero. (See § 3).
These regularity estimates then allow us to establish various approximation results. For example, we can now estimate the error committed by projecting an infinite lattice displacement field u to a finite domain by truncation. This motivates the analysis of a Galerkin projection to (1.1),ū N ∈ arg min E (u) u ∈Ẇ 
This is a finite dimensional optimisation problem with dim(Ẇ

1,2
N ) ≈ N , and our framework yields a straightforward proof of the error estimate (here stated for point defects)
ū −ū N Ẇ 1,2 ≤ CN −1/2 , where ū −ū N Ẇ 1,2 is an appropriate energy norm; see § 4.1 for a complete description. Note that N is directly proportional to the (idealised) computational cost of solving (1.2) . It is interesting to note here that the rate N −1/2 is generic; that is, it is independent of the particular defect.
We prove a similar error estimate for periodic boundary conditions in § 4.2. Both analytically and computationally (see § 6) we cannot find a genuine advantage of periodic boundary conditions over Dirichlet type constraints.
Finally, in § 5 we study two types of boundary conditions that use elasticity models to improve the far field corrector. First, in § 5.1 we use linearised lattice elasticity to construct an improved far-field predictor. Second, in § 5.2 we analyze the effect of using nonlinear continuum elasticity to improve the far-field boundary condition. This effectively leads us to formulate an atomisticto-continuum coupling scheme within our framework. For both methods we show that, in the point defect case this yields substantial improvements over the simple truncation method, but surprisingly, for dislocations the methods are in general comparable to the simple truncation scheme. A possible conclusion to draw from this is that it may be unnecessary in practise to solve the exterior linearised lattice elasticity problem to obtain boundary conditions for the defect core, but one may simply use the linearised continuum elasticity predictor. In the case of nonlinear elasticity the conclusion is less clear. Indeed, our analysis points the way towards improvements of atomistic-to-continuum coupling methods in order to render them computationally superior.
Our numerical experiments in § 6 mostly confirm that our analytical predictions are sharp. However, we also show some cases where they do not capture the full complexity of the convergence behaviour.
In summary, our philosophy is to leave the determination of the defect core details to a numerical scheme and only focus on the analysis of the associated elastic far fields and the accuracy of numerically resolving them. If we were to employ a linear elasticity model, then a range of analytical techniques exist [2] to compute elastic far fields explicitly. However, we focus on nonlinear interaction potentials, which practical simulations rely upon.
Restrictions. Our analysis in the present paper is restricted to static equilibria under classical interatomic interaction with finite interaction range. We see no obstacle to include LennardJones type interactions, but this would require finer estimates and a more complex notation. However, we explicitly exclude Coulomb interactions or any electronic structure model and hence also charged defects (see, e.g., [11, 8] ). Due to the computational cost involved in these latter models, obtaining analogous convergence results for these, would be of considerable interest.
As reference atomistic structure we admit only single-species Bravais lattices. We see no conceptual obstacles to generalising to multi-lattices, however, some of the technical details may require substantial additional work.
As already mentioned above we only focus on "compactly supported" defects, but exclude curved line defects, grain or phase boundaries, surfaces or cracks, but hope that some of the concepts we develop can be employed to treat genuine line defects or surface defects. Moreover, we exclude the case of multiple or indeed infinitely many defects [7, 4] but hope that our new analytical results on single defects will aid future studies of this setting.
Finally, we remark that in the present work we establish only convergence rates, but do not attempt to estimate prefactors or make predictions about pre-asymptotic regimes.
Notation. Notation is introduced throughout the article. We only briefly remark on some generic points. The symbol ·, · denotes an abstract duality pairing between a Banach space and its dual. The symbol | · | normally denotes the Euclidean or Frobenius norm, while · denotes an operator norm.
The constant C is a generic positive constant that may change from one line of an estimate to the next. When estimating rates of decay or convergence rates then C will always remain independent of approximation parameters (such as N ), of lattice position (such as ) or of test functions. However, it may depend on the interatomic potential or some fixed displacement or deformation field (e.g., on the boundary condition and the solution). The dependencies of C will normally be clear from the context, or stated explicitly.
For a differentiable function f , ∇f denotes the Jacobi matrix and ∇ r f = ∇f ·r the directional derivative.
2. Interatomic potential model of lattice defects 2.1. Reference and deformed configurations. It is convenient to use a physical atomistic configuration (or a projected configuration in the case of 2D dislocation models) as the reference configuration Λ ⊂ R d , d ∈ {2, 3}. We assume that, outside some defect core, Λ is identical to a Bravais lattice:
(L) ∃ R def > 0 and A ∈ SL(d) such that Λ \ B R def = (AZ d ) \ B R def , and B R def ∩ Λ is finite.
Let m ∈ {2, 3} be the range dimension. For example, m = d = 3 for a 3D point defect model, but for dislocation models we shall also consider d = 2, m = 3 (in-plane and anti-plane deformation) and d = 2, m = 1 (only anti-plane deformation). Deformed configurations are described by a deformation, which is a map y : Λ → R m .
Throughout our analysis we need to prevent accumulation of atoms. To formulate these conditions, we define a distance between by atoms, which is the physical distance if d = m ∈ {2, 3} and the in-plane distance for certain 2D models: let y be a deformation, , k ∈ Λ, then we define If y is a proper deformation then Dy( ) is a proper deformation stencil for all ∈ Λ. We will often consider the homogeneous lattice AZ d , parallel with the defective lattice Λ, and will then denote R hom := AZ d \ {0}.
We will employ higher-order finite differences only on the homogeneous lattice. If ρ = (ρ 1 , . . . , ρ j ) ∈ R 
We refer to Figure 1 for two-dimensional examples of such triangulations. For each u : Λ → R m we denote its continuous and piecewise affine interpolant with respect to T Λ by Iu. With this identification we can define the (piecewise constant) gradient ∇u := ∇Iu : R m → R m×d .
The following lemma is an immediate consequence of norm-equivalence in finite-dimensional spaces hence we do not provide a proof. We shall use the estimates contained therein throughout the paper, without further comment.
Lemma 2.1. For each ∈ Λ let N ⊂ R such that, if ( , + ρ) is an edge of the triangulation T Λ , then ρ ∈ N . Then there exist constants C 1 , C 2 such that
In particular, there exist constants C 3 , C 4 such that
2.1.3. Discrete function spaces. The set of compact displacements is defined bẏ
Its closure with respect to the semi-norm
in the sense that for each u ∈Ẇ 1,2 (Λ) there exists u n ∈Ẇ c (Λ) such that ∇u n − ∇u L 2 → 0. The factor space of equivalence classes {u + c | c ∈ R m } is a Banach space. These statements are immediate consequences of [29, Prop. 9 ]. When we wish to emphasize that the range is R m (e.g., when we consider spaces with different ranges), then we will writeẆ c (Λ; R m ) anḋ W 1,2 (Λ; R m ).
2.2.
The energy difference functional.
2.2.1. The interatomic potential. We formulate generic assumptions on a site energy of the form V (Dy( )) that are compatible with commonly employed interatomic potentials (Lennard-Jonesw with cut-off, EAM, . . . ) yet convenient for our analysis. We assume that, for each site ∈ Λ we are given a site potential V : dom(V ) → R, where dom(V ) ⊂ (R m ) R is the domain of V . In addition, we assume that we are given a corresponding site potential for the homogeneous lattice,
We make the following standing assumptions on V, V :
Assumption (V): Let, either, X = V and R = R hom , or, X = V and R = R for some ∈ Λ.
(V.reg) Regularity: dom(X) is non-empty and open with respect to the norm |g| R := max ρ∈R |ρ| −1 |g ρ |. There exists k ∈ N, k ≥ 2 (independent of the choice of X, R), such that X possesses k partial derivatives at each g ∈ dom(X), which are denoted by
Any proper deformation stencil belongs to dom(X). Moreover, for any c 1 > 0, j ∈ N there exists a constant M = M (c 1 , j) (independent of the choice of X, R) such that, for any proper deformation stencil g ∈ (R m ) R satisfying (2.2), and for any ρ ∈ R j , we have
(V.loc) Finite interaction range: There is a finite interaction radius r cut > 0, formalized as follows: For g ∈ (R m ) R we define the interaction neighbourhood N (g) := {ρ ∈ R | dist Λ (g ρ ) ≤ r cut } and g| N := (g ρ ) ρ∈N (g) . We say that g| N = h| N if and only if N (g) = N (h) and g ρ = h ρ for ρ ∈ N (g). With this notation, we require that
(V.hom) Homogeneity outside the defect core:
(ii) Using the assumptions and notation of (V), if g ∈ dom(V ) and |h| D < ∞, then we can write δV (g), h) = ρ∈R|g V ,ρ (g)h ρ .
(iii) Assumption (V.loc) simply states that the interatomic potential has a finite cut-off radius in deformed configuration. An immediate corollary of the assumption is that X ,ρ (g) = 0 if ρ = (ρ 1 , . . . , ρ j ) ∈ R j , and dist Λ (g ρ i ) ≥ r cut for any i. (iv) Assumption (V.hom) simply states that all atoms outside of the defect core Λ ∩ B R def belong to the same species.
2.2.2.
The energy difference functional. We first define an energy difference functional for compact displacements: for configurations y, z : Λ → R m such that y − z ∈Ẇ c and such that Dz( ), Dy( ) ∈ dom(V ) for all ∈ Λ, let
Given a deformation y 0 , prescribing the far-field boundary condition (or, a predictor), we wish to define the set of admissible deformations as those for which y( ) ∼ y 0 ( ) as | | → ∞ in some well-defined sense. Clearly, if y = y 0 + u for some u ∈Ẇ c , then y should be admissible and we can define an energy difference functional of displacements, formally for now, by
We shall now show that the energy-difference functional can be extended to relative displacements from the spaceẆ 1,2 (Λ), provided that the far-field configuration y 0 is an asymptotic equilibrium (i.e., the internal forces acting on the the configuration y 0 tend to zero sufficiently rapidly at infinity). This procedure was used, e.g., in [33] for the case that y 0 is homogeneous, and in [19] when y 0 is the linear elasticity solution for a screw dislocation.
We now state the abstract extension theorem.
then the following statements are true:
→ R is continuous, and hence there exists a unique continuous and translation invariant extension to dom(E ), which we still denote by E .
dom(E ) ⊂Ẇ 1,2 is open and E is k times continuously Fréchet differentiable in dom(E ).
Proof. Our result is an adaption of those presented in [33, 19] , and we therefore give only a brief sketch of the idea here, but postpone the complete proof to Appendix B. Since y 0 is a proper deformation, (V) implies that the Gateaux derivatives of E inẆ c (Λ), at u = 0, up to order k, are all well-defined. Hence, we may write
The assumption that δE (0) ∈Ẇ −1,2 implies that δE (0), u is continuous on (Ẇ c (Λ), · Ẇ 1,2 ). Further, each term in the sum defining F is (formally) quadratic in Du, and one therefore show that F is indeed well-defined and continuous onẆ 1,2 (Λ).
It is also not difficult to conclude that E is k times Fréchet differentiable in its domain. 9) where y = y 0 + u and
It is, moreover, easy to see that the expression is also valid whenever ∇v i ∈ L p i ,
and we then have the bound
(ii) The first variation can also be written in terms of (negative) forces: if f ( ) := δE (u), ϕ , where ϕ (η) := δ ,η , then
2.2.3. The boundary value problem. In all explicit examples we shall make precise below, the computation of the defect geometry amounts to solving the variational problem
where we understand "arg min" to denote the set of local minimisers. For the remainder of this paper we make one of the two sets of standing assumptions (pP) or (pD), which will, respectively, be introduced on page 9 and 13.
In either case, it follows that the conditions of Theorem 2.3 are satisfied. Hence, (2.11) is a well-formulated problem, and Remark 2.4 implies that, ifū solves (2.11), then it is a second-order critical point,
As usual, we will require a stronger notion of stability. We shall call a critical pointū strongly stable, if there exists γ > 0 such that
Since in both (pP) and (pD) we assumed k ≥ 3 and hence E is three times differentiable at u ∈ dom(E ) it follows that, ifū is a strongly stable solution to (2.11), then it is a local minimiser with respect to theẆ 1,2 -semi-norm.
Remark 2.5. We measure distance of configurations with respect to theẆ 1,2 -norm since Theorem 2.3 indicates that this is the weakest norm with respect to which the energy difference E is continuous. Thus, formally, stability means "stability under small energy perturbations". Conveniently, this choice of topology also gives rise to a tractable analytical setting.
An auxiliary energy functional.
For future reference, we introduce and discuss an energy difference functional on the homogeneous lattice. Let F ∈ R m×d such that FR hom ∈ dom(V ) and N (FR hom ) is finite, then Theorem 2.3 implies that the following is well-defined:
(To apply the theorem, we set Λ = AZ d , V ≡ V , y 0 = Fid, and remark that (2) and (3) are both trivially satisfied, the latter because δE F (0) = 0 due to translation invariant of AZ d .)
Proposition 2.6. Suppose that the conditions of Theorem 2.3 are satisfied and that there exists u ∈Ẇ 1,2 (Λ) such that (2.12) holds. Moreover, suppose that there exists F ∈ R m×d , n ∈ Λ, | n | → ∞, and r n ↑ ∞ such that
Proof. The elementary proof is given in §B.1.3.
Point defects.
We now demonstrate how to setup models for various types of point defects.
Strictly speaking, such defects only occur in three-dimensional lattices, but toy models may also be considered in two dimensions. In all the examples of this section, we assume that d = m ∈ {2, 3} and assume that y 0 (x) ≡ x.
1
Since all forces outside some core radius now vanish due to symmetry, it is easy to see that Theorem 2.3 applies.
Lemma 2.7. All assumptions in Theorem 2.3 are satisfied, and hence the energy difference functional E is well-defined on dom(E ).
(a) Impurity (b) Vacancy (c) Self-interstitial Figure 1 . Three examples of point defects in a 2D square lattice, with a finite element mesh used to define the interpolation operator I (see § 2.1.2).
Proof. As y 0 is clearly a proper deformation we only need to prove that δE (0) ∈Ẇ −1,2 . To that end, we first note that, if Λ = AZ d and V ≡ V for all , then summation by parts implies that δE (0), v = 0 for all v ∈Ẇ c (i.e., δE Id (0) = 0). Subtracting the finite-dimensional and hence bounded component
δV (Dy 0 ( )), Dv( ) , we obtain that
is a bounded functional. Returning to general Λ, V , and adding the finite-dimensional and hence bounded component
Remark 2.8. 1. The defect formation energy for point defects can be defined as
, where
is an approximation to E form obtained when neglecting geometry relaxation. 2. In order to obtain the correct formation energy it must be ensured that the relative energies V − V are correct. Otherwise, by adding a constant to a site energy V , any arbitrary formation energy can be obtained. In all the examples we consider below, except in the impurity case, there are natural choices of V , so that this issue does not arise.
3. Any local minimiser containing a defect should be considered. Indeed, some defects such as the Frenkel pair can only ever exist as local minimisers (if all ground states are crystalline). However, it is in principle possible that several local minimisers containing the same defect exist; e.g., different positions of a vacancy or interstitial. Even in that case, we would not restrict ourselves to the one with lowest energy (the global minimizer) since it may be of interest to map the formation energy as a function of defect position. This makes the formation energy a somewhat vague concept and depending on the actual computed minimiser rather than only the variational problem.
2.3.1. Impurity. An impurity is a lattice site where a foreign species is introduced; cf. Figure  1(a) . To model an impurity at site = 0, we define Λ = AZ d and simply replace all interactions of that site with all other interactions. For example, suppose that the homogeneous crystal consists of species A, and interacts via a pair potential φ AA . Suppose, moreover, that the impurity is of species B and that the interaction between species A and B is governed by another pair potential φ AB . Then we can define
A vacancy is a lattice site that is missing an atom; see Figure 1 (b). To model this (or indeed more general vacancy-type defects such as di-vacancies, or micro-cavities) let Λ ⊂ AZ 2 such that V := AZ 2 \Λ is finite. The potential V for the homogeneous lattice needs to be replaced with a modified potential V that removes the interaction with the vacancy site. For example, if the homogeneous crystal interacts via a pair potential φ, so that V (Dy) = ρ∈R hom φ(D ρ y), then
is a suitable definition for the modified potential.
2.3.3.
Interstitial. An interstitial is an atom that is added in addition to crystal lattice sites; see Figure 1 (c). To model this defect, we introduce an additional site into the lattice and define
For example, if the interaction is governed by a pair potential φ, then
2.3.4.
Other examples of point defects. In § 2.3.1-2.3.3 we briefly discussed three defects that require a modification to the lattice Λ, or to the interatomic potential V . There are also important types of defects, that can be understood simply as deformed configurations, leaving E ≡ E 0 , i.e., Λ = AZ d and V ≡ V . Two typical examples are • a Frenkel pair: combination of a vacancy and an interstitial;
• dislocation loops: obtained by shearing a subsection of the crystal lattice by a lattice vector. Our theory applies in principle to both of these examples as well, however dislocation loops are probably better understood as line defects while within our framework where they would simply be considered point defects (which indeed they are from a macroscopic point of view). In the next section, we describe how to model straight dislocation lines within our framework.
2.3.5. Standing assumptions for point defects. When discussion point defects, we shall make the following standing assumptions:
Point defect problem (pP): Assumptions (L) and (V) with k ≥ 3 are satisfied; the energy is strongly stable in the reference configuration: (2.14) holds with F = Id; and y 0 (x) ≡ x. Set F 0 := Id.
Dislocations.
A strength of our framework is that it incorporates straight dislocation lines. We now describe how to formulate these models, in part motivated by the descriptions in [1, 18] . For general introductions to dislocations, including modeling aspects as well as analytical and computational solution strategies we refer to [6, 17] .
2.4.1. Projected lattice. Let B ∈ SL(3) and let BZ 3 denote a 3D reference crystal. We assume that the dislocation core is a straight line (the dislocation line) along a lattice direction ν ∈ BZ 3 , and that the deformed lattice will be periodic in that direction. Upon possibly rotating and dilating the 3D reference crystal we may assume, without loss of generality, that ν = (0, 0, 1) T = e 3 . Let P : R 3 → R 2 denote the projection
which "flattens" the 3D lattice BZ 3 into a 2D Bravais lattice Λ := AZ 2 for some A ∈ SL(2). For example: (i) if BZ 3 = Z 3 is the cubic lattice and ν = (1, 0, 0) T , then the projected lattice AZ 2 = Z 2 is the square lattice; (ii) if BZ 3 = Z 3 ∪ (Z 3 + (1/2, 1/2, 1/2) T ) is a BCC lattice, and 2 To see that PBZ 3 is again a Bravais lattice, one uses the fact that a countable set Λ without accumulation points is a Bravais lattice (i.e., of the form AZ d ) if and only if , ∈ Λ implies ± ∈ Λ.
choosing the dislocation line direction ν ∝ (1, 1, 1), then the projected lattice AZ 2 is a triangular lattice (see § 6.2). We choose Λ := AZ 2 as the reference configuration, and hence R ≡ R hom =: R. Each deformation y : Λ → R 3 (i.e., m = 3)
3 induces a deformation of the 3D reference crystal defined by
Let V 3D be the site potential for the 3D crystal and R 3D hom the associated interaction range, then the projected site potential and interaction range are given by
The homogeneous "reference configuration" of Λ corresponding to the 3D reference configuration y 3D (x) = id is given by y(x) = (x 1 , x 2 , 0) T = P T x. It is straightforward to see that strong stability of y 3D under the potential V 3D implies strong stability of P T x under the effective 2D potential V . Moreover, we know from Proposition 2.6 that this is a necessary condition for the existence of strongly stable equilibria. Thus, we shall assume in the following that there exists γ > 0 such that
where we recall the definition of E P T from (2.13).
2.4.2.
The reference deformation. The presence of the dislocation is enforced by employing a far-field boundary condition y 0 : R 2 → R 3 with a prescribed Burgers vector b ∈ BZ 3 and to consider the energy-difference functional
Since the Burgers vector of any u ∈Ẇ 1,2 is zero, each deformation of the form y 0 + u has again the Burgers vector b; see [19, Sec. 2.5] for more detail. We will formulate conditions on V to admit lattice slip without energy penalty in § 2.4.3 below. In addition to requiring that y 0 has Burgers vector b, it is crucial that it is a far-field equilibrium (cf. the condition δE (0) ∈Ẇ −1,2 in Theorem 2.3). It therefore seems natural at first (but we shall later modify this construction) to choose y 0 (x) = P T x +ū lin (x), whereū lin is a linear elasticity solution for the dislocation. To define this, letx ∈ R 2 denote the position of the dislocation core, and let Γ := {x + (x 1 , 0) | x 1 > 0} be a branch-cut (or, slip-plane). We assume thatx is chosen so that Γ ∩ Λ = ∅.
For a function u : R 2 \ Γ → R m that has traces from above and below, we denote these traces, respectively, by u(x±). Then we seekū lin ∈ C ∞ (R 2 \ Γ; R 3 ) satisfyinḡ 17) where the tensor C is the linearised Cauchy-Born tensor (derived from the interaction potential; see § A.2 for more detail). Due to (2.15), C satisfies the strong Legendre-Hadamard condition, and it is then shown in [17, Sec. 12-3, Eq. 13-78] that one can always find a solution of the form
18)
3 We have assumed m = 3 throughout for the sake of a unified presentation. That is, the crystal can be deformed in all three dimensions but the deformation may depend only on x1 and x2. For pure screw dislocations one often employs an anti-plane model where the y1, y2 components are frozen and only displacement in the y3 component is admitted. For pure edge dislocations one often employs an in-plane model where the displacement in the y3 component is frozen.
where the logarithms are chosen with branch-cut (Γ −x) and B i,n , p n ∈ C, i, n = 1, 2, 3 are parameters that are determined to satisfy (2.17).
4
Due to C satisfying the Legendre-Hadamard condition, which ensures a positive definite strain energy functional, the parameters p n have non-zero imaginary part [17, p. 439] . This readily implies that ∇u lin ∈ C ∞ (R 2 \ {0}; R 3 ) with
For special cases, such as pure screw or pure edge dislocations, with specific lattice symmetries, more explicit formulas than (2.18) can be obtained; see, e.g., [17, .
As already hinted at above, the seemingly natural predictor choice y 0 = P T x +ū lin is unfortunately not suitable for our analysis, for reasons that will become apparent momentarily. Instead, it is more convenient to modify y 0 by first defining a deformation of R 2 ,
, where b 12 = P T b = (b 1 , 0) and arg(x) is the angle in (0, 2π) between b 12 and x −x. We then choose 20) and
all j ≥ 0, whereR is a parameter that we need to determine.
To analyze y 0 we define the slip operator
We now state a lemma showing that, ifR is sufficiently large, then y 0 is well-defined and a proper deformation, and moreover state two key properties that crucially enter our analysis.
Lemma 2.9. (i) IfR is sufficiently large, then ξ :
(ii) IfR is chosen sufficently large, then y 0 is a proper deformation.
(iii) Define the half space Ω := {x 1 >R + b 1 }, and let x ∈ Γ ∩ Ω, then
In particular, after extending
Proof. The proof is given in § B.1.4.
Statement (iii) implies that the net-Burgers vector of y 0 (and hence of any y 0 +u, u ∈ dom(E )) is indeed b. Moreover, the fact that y 0 • S ∈ C ∞ will allow us to perform Taylor expansions of finite differences. Henceforth, we shall simply treat y 0 • S as a C ∞ function on the slab {x 1 >R+b 1 }. Statement (iv) indicates that y 0 is a far-field equilibrium, i.e., that δE (0) ∈Ẇ −1,2 , which we shall establish next.
Far-field equilibrium.
A crucial idea in our analysis, which we borrow (and extend) from [19] is to decompose deformations into an elastic strain and plastic slip. Unfortunately, the edge (in-plane) and screw (anti-plane) components must be treated in different ways. We begin by formulating a minimal condition on V that guarantees invariance under lattice slip. The condition we formulate can be derived as an immediate consequence of invariance of V 3D under lattice permutations and isometries. A second consequence of that assumption is point symmetry of V , which we will also require later on in the analysis and formulate here as well.
(ii) Point symmetry: Let g ∈ dom(V ) and h = (−g −ρ ) ρ∈R hom , then h ∈ dom(V ) and
We can now demonstrate that E is well-defined, which is an extension of [19, Sec. 4] treating the nearest-neighbour anti-plane model. Lemma 2.10. Suppose that k ≥ 3, that the symmetry condition (V.sym) and the stability condition (2.15) are satisfied, and that y 0 is given by (2.20) . Then, for R def sufficiently large, y 0 is a proper deformation and δE (0) ∈Ẇ −1,2 .
That is, all assumptions of Theorem 2.3 are satisfied.
Proof. The statement that y 0 is a proper deformation has already been established in Lemma 2.9. We are left to prove that δE (0) ∈Ẇ −1,2 . We write δE (0) in the force-displacement representation. Let v ∈Ẇ c (Λ) then, using summation by parts, we can write
Since y 0 is a proper deformation, we know that there exists r > 0 such that N (Dy 0 ( )) ⊂ B r ( ) for all ∈ Λ. We only need to estimate f ( ) for | | large, so we may also assume that
Suppose, first, B r ( ) ∩ Γ = ∅, then y 0 is smooth in B r ( ) and can be expanded in a Taylor series. Employing the fact that y 0 is an approximate solution of the linearised elasticity equation, and the point symmetry assumption in (V.sym), we prove in §B.
Now suppose that B r ( ) does cross Γ. Then, y 0 has a jump discontinuity across Γ which prevents a Taylor expansion. Thus, we first apply the slip operator, to remove the jump discontinuity. Applying the slip invariance in (V.sym)we observe that
where e( ) = (e ρ ( ) ρ∈R , is given by
We note that (e ρ ( )) 12 = (D ρ (y 0 • S)( )) 12 , but that this is false for the third component. Namely, if the integral crosses Γ, then (e ρ ( )
(We can think of e( ) the "elastic component" of Dy 0 ( ).) Since y 0 • S is smooth, we can again apply a Taylor expansion to estimate |f ( )| | | −3 ; see again §B.3.3 for the details.
From |f ( )| | | −3 and Lemma B.6 one readily deduces that δE (0) ∈Ẇ −1,2 .
2.4.4.
The in-plane and anti-plane models. Up until now, we have assumed that the corrector displacement u can deform the lattice both in in-plane and anti-plane directions. In this case,
If the dislocation is a pure screw dislocation, that is, if b = (0, 0, 1), then one sometimes neglects the in-plane component of the deformation. (Though this commits an additional error that we cannot analyze here.) Thus, in the anti-plane screw dislocation problem we set d = 2, m = 1, but we can re-use the definitions and notation from the foregoing sections by identifying each anti-plane displacement u 3 : Λ → R with a vectorial displacement u = (0, 0, u 3 ) and hence still use the energy difference functional E defined in (2.16), but with arguments restricted to a subspaceẆ 1,2 (Λ) :
Analogously, for a pure edge dislocation, that is b = (b 1 , 0, 0), one may neglect the anti-plane component of the deformation. In the in-plane edge dislocation problem we set d = m = 2 and identify a displacement map u 12 : Λ → R 2 with a corresponding full displacement u = (u 1 , u 2 , 0) and hence still use the energy difference functional E defined in (2.16), but with arguments restricted to the subspanceẆ 1,2 (Λ) :
2.4.5. Standing assumptions for dislocations. For the remainder of the paper, when discussing dislocations, we shall make the following standing assumptions:
Dislocation problem (pD): Assumptions (L), (V) with k ≥ 3 and (V.sym) are satisfied, the projected energy is strongly stable in the homogeneous configuration: (2.14) holds with F = P T (or, equivalently, (2.15) holds), and y 0 is given by (2.20) . Set F 0 := P T .
Far-Field Regularity
Recall that the main goal of this work is to develop an error analysis for crystal defect computations. A key ingredient to this is a regularity theory, which we establish in the present section. More precisely, we will establish decay estimates on D ρū ( ) as | | → ∞, as well as on higher-order finite differences. Throughout the remainder of § 3, we prove the following theorem, which summarises our results.
Assume that the set of assumptions (pP) or (pD) are satisfied, and that
Moreover, there exists a constant c such that
The estimates (3.1) and (3.2) with j = 1 may also be written, respectively, as
for |x| sufficiently large, where
3.1. Linearisation and first-order residual estimate for (pP). Ifū ∈Ẇ 1,2 (Λ) solves (2.11), then ∇ū ∈ L 2 and hence D ρū ( ) → 0 uniformly as | | → ∞ for all ρ ∈ R hom . Consequently, for | | large, linearised lattice elasticity provides a good approximation to the forcebalance equation δE (ū) = 0, and we therefore expect that the rate of decay of (derivatives of) ∇ū will be qualitatively the same as for linearised elasticity. To make this precise for the case (pP), we now derive a linear equation for u := Iū| AZ d . The case (pD) requires some modifications of the argument, and we will therefore treat it separately. Let H := δ 2 E F 0 (0) (see § 2.2.3 and § 2.2.4) then H is a homogeneous finite difference operator with finite interaction neighbourhood N 0 ⊂ R hom ∩ B ρcut , which can be written in the form
The assumptions (pP) requires that H is stable (2.14) . N 0 is bounded due to the fact that y 0 is a proper deformation. We can trivially write Hu, v = g , Dv where g ( ) = δ 2 V (F 0 R hom )Du( ). By exploiting homogeneity of y 0 and the fact thatū is a critical point, we can construct g such that g, Dv = g , Dv , and in addition satisfying certain decay estimates. We summarise this result and give a sketch of the proof, postponing the full proof to the appendix.
Lemma 3.2 (First-Order Residual Estimate for (pP)).
Under the assumptions of Theorem 3.1 (pP) there exist a finite set
Then, we rewrite the residual Hu, v as
Since N 1 contains the interaction neighbourhood, the first group can be written as
where
Since g 1 ( ) is a linearisation remainder and from the facts established in the first paragraph of the proof it is straightforward to see that, for | | sufficiently large,
The second group is the residual of the exact solution after projection to the homogeneous lattice AZ d . Writing this group in "force-displacement" format,
we observe that f ( ) = ρ∈N 1 D −ρ V ,ρ (R hom + Du( )) has zero mean as well as compact support due to symmetry of the lattice. Because of the mean zero condition, we can write it in the form f, v = g, D N 1 v where g also has compact support (cf. Lemma B.6).
Finally, the third group vanishes identically, which can for example be seen by summation by parts. This completes the proof.
3.2.
The Lattice Green's Function. Given the linear equation (3.6), we require estimates for the associated lattice Green's function in order to obtain estimates on Dū. We expect that these are, to some extent known, but we could not find rigorous statements in the literature in the generality that we require. Here, we admit F 0 of either the cases (pP) or (pD).
Using translation and inversion symmetry of the lattice, the homogeneous finite difference operator H defined in (3.5) can be rewritten in the form
where N 0 := {ρ + ς | ρ, ς ∈ N 0 } \ {0} and A ρ ∈ R m×m .
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To analyse the discrete Green's function associated with H we shall require that the homogeneous lattice is stable, that is, (2.14) holds with F = F 0 (this is in fact included in the assumptions (pP) and (pD)). Written in terms of H, there exists γ > 0 such that
5 Written in terms of aρ,ς , Aρ = ς,τ ∈R,ς−τ =ρ aς,τ . Alternatively, one can define Aρ = −2
and arrive at the same result; cf. [18, Lemma 3.4] .
Next, we recall the definitions of the semi-discrete Fourier transform and its inverse,
where B ⊂ R d is the first Brillouin zone. As usual, the above formulas are well-formed for
, and are otherwise extended by continuity. Transforming (3.9) to Fourier space, we get
Lattice stability (3.10) can equivalently be written asĤ(k) ≥ γ |k| 2 Id. Thus, if (3.10) holds, then the lattice Green's function can be defined by
We now state a sharp decay estimate for G. The proof is given in § B.2.
Lemma 3.3. Let H be a homogeneous finite difference operator of the form (3.9) satisfying the lattice stability condition (3.10), and let G be the associated lattice Green's function. Then, for any ρ ∈ R j hom , j ≥ 0, there exists a constant C such that
3.3. Decay estimates for Du. In this section we prove Theorem 3.1 for the case (pP), j = 1.
(The case j = 0 is an immediate corollary.) Since it will be useful later on we consider a more general case.
Lemma 3.4. Let H be a homogeneous finite difference operator of the form (3.9) satisfying the stability condition (3.10).
, and where N 1 ⊂ R hom is finite. Then, for any ρ ∈ R hom , there exists C ≥ 0 such that, for | | ≥ 2,
Proof. Recall the definition of the Green's function G from § 3.2 and its decay estimates stated in Lemma 3.3. Then, for all ∈ AZ d , it holds that
and hence, for all ς ∈ N 1 ,
Applying Lemma 3.3 and the assumption (3.13), we obtain
(3.14) 6 We note that, if d = 3, then the |k| −2 singularity is integrable, hence the standard formula (3.11) can be used to evaluate G. If d = 2, then one may define it, for example by subtracting and adding the continuum Green's function; see the proof of Lemma 3.3 for a similar argument.
For r > 0, let us define w(r) := sup ∈AZ d , | |≥r |D N 1 u( − k)|. Our goal is to prove that there exists a constant C > 0 such that
for all r > 0, (3.15) where z(r) = 1 if p > d and z(r) = log(2 + r) if p = d. The proof of (3.15) is divided into two steps.
Step 1: We shall prove that there exists a constant C > 0 and η : R + → R + , η(r) −→ 0 as r → +∞, such that for all r > 0 large enough,
Step 1a: Let us first establish that, for all | | ≥ 2r, we have
We split the summation into |k| ≤ r and |k| > r. We shall write |k|≤r instead of k∈AZ d ,|k|≤r , and so forth.
For the first group, the summation of |k| ≤ r, we estimate
We now consider the sum over |k| > r. If p > d, then (1 + | − k|) −p is summable and we can simply estimate
we introduce an exponent δ > 0, which we will specify momentarily, and estimate
Applying the bound
Finally, we verify that, choosing δ = 1/ log(2 + r) ensures (2 + r) δ δ −1 = e log(2 + r), and hence we conclude that
Combining (3.18), (3.19) and (3.20) yields (3.17).
Step 1b: Let us now consider the remaining group in (3.14),
which we must again estimate for all | | ≥ 2r.
Recall that h, |D N 1 u| ∈ 2 . Definingh(r) := sup |k|≥r h(k), we haveh(r) → 0 as r → +∞, and
Combining this estimate with (3.17) we have proved (3.16) with η(r) := C h (r).
Step 2: Let us define v(r) := r d z(r) w(r) for all r > 0. We shall prove that v is bounded on R + , which implies the desired result. Multiplying (3.16) with
There exists r 0 > 0 such that, for all r > r 0 , Cη(r) ≤ 1 2 . This implies that, for all r > r 0 ,
Denoting F := sup r≤r 0 v(r) and reasoning by induction, we obtain that, for all r > r 0 ,
where N (r) ≤ C log(2 + r). Finally, the above inequality implies that v(r) ≤ C + F and thus v is bounded on R + . This implies (3.15) and thus completes the proof of the lemma.
Proof of Theorem 3.1, Cases (pP), j = 0, 1. The case j = 1 is an immediate corollary of Lemma 3.4 and Lemma 3.2.
To establish the case j = 0, stated in (3.3), we first note that, due to |D ρū ( )| ≤ C| | −d for all ρ it can be easily shown thatū( ) → c uniformly as | | → ∞. Thus,
Choosing ρ such that | + iρ| ≥ c(| | + i), we obtain the stated bounds.
3.4. Decay estimates for higher derivatives, case (pP). From Lemma 3.4 we already know that |D ρ u( )| ≤ C| | −d for | | sufficiently large, and more generally we can hope to, inductively, obtain that
hom . Using this induction hypothesis we next establish additional estimates on the right-hand side g in (3.6).
Lemma 3.5 (Higher Order Residual Estimate for (pP)). Suppose that the assumptions of Lemma 3.2 are satisfied, for the case (pP). Assume, moreover, that
Then, for each ρ ∈ N 1 , there exist R 2 , C such that
Proof. The proof is elementary and given in § B.3.2.
The lemma motivates that we require the following generalisation of Lemma 3.4 to complete the proof of the far-field regularity Theorem 3.1 in the point defect case. Lemma 3.6. Let the conditions of Lemma 3.4 be satisfied. In addition suppose that 2 ≤ j and
where h i ∈ q for some q < ∞. Then, for | | ≥ 2, i = 1, . . . , j and ρ ∈ R i hom , there exists C > 0 such that
Proof. For the sake of brevity, we will skip some details of the proof that follow similar ideas as those used in the proof of Lemma 3.4. Indeed, we shall only carry out the details for the case j = 2, which will immediately reveal how to proceed for j > 2.
We define w 2 (r) := sup | |≥r |D 2 N 1 u( )| and (cf. (3.16)) we again aim to prove that, for all r > 0 sufficiently large,
Once this is established, we employ analogous arguments as those used in
Step 2 in the proof of Lemma 3.4 to deduce that w 2 (r) ≤ Cz(r)(1 + r) −(d+1) , and hence the result follows.
Let us now briefly comment on how (3.22) can be proved. For all ∈ AZ d , ς, ς ∈ N 1 , we have
We again split the summation over |k| ≤ r and |k| > r. In the set |k| < r, we carry out a summation by parts,
where χ r,ς (k), ν r,ς (k) ∈ {−1, 0, 1}. The summation over |k| ≤ r + |ς | can be bounded using estimates analogous to
Step 1a in the proof of Lemma 3.4 and the decay estimates (3.21). (We only remark that h i need not belong to 2 now since we have already established in Lemma 3.4 that |Du| ∈ t and hence |D 2 u| ∈ t for all t > 1, hence the product
The "boundary terms" in (3.24) can be estimated as follows:
Thus, we can conclude that
The second term in (3.23), summing over |k| > r, can be treated analogously as in
Step 1b in the proof of Lemma 3.4, using again the fact that |D 2 u| ∈ t for all t > 1. This establishes (3.22) and thus completes the proof of Lemma 3.6.
Proof of Theorem 3.1, Case (pP), j ≥ 2. The statement of Theorem 3.1, Case (pP), j ≥ 2, is an immediate corollary of Lemmas 3.5 and 3.6, provided that ρ ∈ N j 1 . But since we can choose N 1 arbitrarily large (as long as it is finite), this is no restriction of generality. Hence, the result follows.
3.5. Linearisation and residual estimates for the dislocation case (pD). We now begin to adapt the arguments of the foregoing sections for the dislocation case. We begin with the crucial observation that D N 1 y 0 ( ) does not converge to F 0 N 1 as | | → ∞, but only if | | → ∞ away from the branch-cut Γ. We must therefore replace Dy 0 ( ) in the linearisation argument with the elastic strain e( ) defined in (2.23).
Let u :=ū and y := y 0 + u. Recall again that N (Dy( )) ⊂ N 1 ⊂ B ρcut for all ∈ Λ = AZ d . We shall, moreover, assume without loss of generality, that
An alternative way to write the slip-invariance in (V.sym) is
We deduce that, for all ∈ Λ, | | sufficiently large so that 0 ∈ B ρcut ( ),
we may now linearise (we suppress the argument),
Thus, upon defining the linear operator
we obtain that
We can now generalise Lemma 3.2 and Lemma 3.5 as follows. 
Proof. After the preparations outlined before the statement of the result and those in § 2.4, its proof proceeds along much the same lines as those of Lemma 3.2 and Lemma 3.5. We present the detailed computations in § B.3.
3.6. Proof of Theorem 3.1 for (pD). The main obstacle to extending the proofs for the point defect case (Lemma 3.4 and Lemma 3.6) are the "incompatible finite difference stencils" D v( ), which are related to incompatible gradients in continuum plastiticy theory. Interestingly, we can overcome this obstacle without conerning ourselves too much with their structure, but using a relatively simple boot-strapping argument. We begin by proving a first sub-optimal estimate.
Lemma 3.8 (Suboptimal estimate for Du). Under the conditions of Theorem 3.1, (pD), there exists R 1 > 0 such that
Proof.
Step 1: Harnack type estimate. We first consider the case that B 3 4 | | ( ) does not intersect the branch-cut Γ. We will then extend the argument to cases when it does intersect. In the following let u :=ū.
Let
For the first group in (3.26), and assuming that | | is sufficiently large, B s 1 ( ) + B ρcut does not intersect the branch-cut Γ, hence we have
Using the decay estimates for G established in Lemma 3.3 and the assumptions on η 1 it is straightforward to show that
, and hence we can continue to estimate 27) where ψ (k) := (1 + | − k|) −1 .
To estimate the second group in (3.26) we note that
where A ρ w( ) = 1 2 (w( ) + w( + ρ)). Applying the bounds for η 1 and G again, we obtain that
and that this stencil is non-zero only for |k − | ≥ s 1 /2 − ρ cut ≥ s 1 /4, say, provided that | | is chosen sufficiently large. Thus, we can estimate
To summarize the proof up to this point, we have shown that, if | | is sufficiently large and if
Step 2: extension of (3.28). We now prove that (3.28) holds also if we remove the assumption that B | | ( ) ∩ Γ S = ∅, i.e., the ball does not intersect the reflected branch-cut. We can now repeat Step 1 verbatim to obtain (3.28) again.
Step 3: Conclusion of the proof. We begin by noting that 
We can now apply the argument of Step 2 in the proof of Lemma 3.4 verbatim to obtain that w(r) r −1 and hence
Having established a preliminary pointwise decay estimate on Dū, we now apply a bootstrapping technique to obtain an optimal bound.
Proof of Theorem 3.1, Case (pD), j = 1. We define a "strip" surrounding Γ, U Γ := Λ ∩ (Γ + B ρcut ). We again define v and η as in the proof of Lemma 3.8 and write
Moreover, π k (ρ) = ρ if the bond (k, k + ρ) does not cross Γ. Thus, we write
where B N 1 is the restricted operator ((B N 1 ) ρ,ς ) ρ,ς∈N 1 . We now assume ∈ Λ such that B 3 4 | | ( ) ∩ U Γ = ∅, and moreover, that belongs to the left half-space, i.e., 2 <x 2 . We will later remove this restriction.
In this case, we have g(k) (1 + |k|) −2 and |D N 1 v(k)| (1 + | − k|) −2 and hence,
using the fact that the set U Γ is effectively one-dimensional and | − k| |k| + | | for k ∈ U Γ . It only remains to consider the case when lies in the right quadrant. In this case, we apply again the slip operator and consider u :=ū • S instead of u and repeat the foregoing argument verbatim.
We are left to prove the higher-order decay estimates for the dislocation case. 
The first group in (3.30) is already estimated in the proof of Lemma 3.6, where it is shown that
The second group in (3.30) is estimated in the same way as in the proof of the case j = 1,
where the second estimate holds, provided that lies in the left quadrant, B 3 4 | | ( ) ∩ U Γ = ∅, and | | is sufficiently large.
For the case when belongs to the right quadrant, we apply the slip operator again to obtain the analogous result (see the proofs of Lemma 3.8 and of the case j = 1 for analogous arguments.)
We have now completed the proof of the main regularity result, Theorem 3.1.
Boundary conditions for atomistic simulations
In the remainder of the paper we consider four different types of far-field boundary conditions for atomistic simulations and analyse the associated errors. The first two classes of computational schemes that we consider are purely atomistic simulations without corrections for long-range elastic far-fields. These are the most common schemes used in the computational materials literature.
4.1. Dirichlet boundary conditions. Letū be a strongly stable solution to (2.11), for either a point defect (pP) or a dislocation problem (pD), then Theorem 3.1 implies that |∇ū( )| | | −2 . One may therefore expect that restricting u( ) = 0 outside some computational domain Ω ⊂ Λ will commit a controllable approximation error. (Equivalently, we may think of this as restricting deformations by y( ) = y 0 ( ) in Λ \ Ω.)
Applying these Dirichlet boundary conditions outside Ω amounts to restricting displacements to the finite-dimensional subspacė
The corresponding computational task is to solve
which is a finite-dimensional optimisation problem and therefore (in principle) tractable. 
where C is independent of N .
Remark 4.2.
Suppose that #Ω N ≤ c 1 N , which is consistent with the assumptions of Theorem 4.1, and that a nonlinear solver with linear complexity in the number of degrees of freedom is used. Then, the computational cost of solving (4.1) is proportional to N = #Ω N . That is, (4.2) and (4.3) are estimates for the error per unit computational cost.
Since (4.1) is a Galerkin projection of (2.11), it is naturally stable and consistent. The only technical ingredient required for the proof of Theorem 4.1 is therefore an approximation result.
Lemma 4.3.
Let η ∈ C 1 (R d ) be a cut-off function satisfying η(x) = 1 for |x| ≤ 3/4 and η(x) = 0 for |x| ≥ 1. For R > 0 we define
Iu(x) dx.
Fix ρ cut > 0 and let
where C is independent of R and u.
Proof. The proof is a simple variation of the proof of [32, Thm. 2.1].
Proof of Theorem 4.1. Let w N := Π N 1/dū. Since w N →ū strongly inẆ 1,2 and since dom(E ) is open it follows that, for N sufficiently large, w N ∈ dom(E ). Since E ∈ C 2 (dom(E )) we can deduce that δ 2 E (w N ) → δ 2 E (ū) in the operator norm. Therefore, for N sufficiently large,
where c 0 > 0 is the stability constant forū from (2.12). Moreover, we can also deduce that
The inverse function theorem, Lemma B.8, implies that, for N sufficiently large, there exists u N ∈Ẇ (Ω N ), which is a strongly stable solution to (4.1), and satisfies
Applying first Lemma 4.3 and then the regularity estimate, Theorem 3.1, yields (4.2):
where r = 0 in the case (pP) and r = 1 in the case (pD).
The estimate (4.3) is a standard corollary: For N sufficiently large, E is differentiable along the segment {(1 − s)ū + sū N | s ∈ [0, 1]} and hence
4.2. Periodic boundary conditions for point defects. For simulating point defects (and occasionally even dislocations), periodic boundary conditions appear to be the most popular choice, most likely due to computational convenience. To implement periodic boundary conditions, let ω ⊂ R d be connected and
Let Ω := ω∩Λ be the periodic computational domain and Ω per := α∈Z d (Bα+Ω) the periodically repeated domain (and infinite lattice of defects). For simplicity, suppose that ω is compatiable with T Λ , i.e., there exists a subset T Ω ⊂ T Λ such that clos(ω) = ∪T Ω . The space of admissible periodic displacements is given bẏ
To formulate the variational problem it is most convenient to do so with reference to a specific atomistic solution. Let, therefore,ū ∈ dom(E ) be a strongly stable solution to (2.11), and y = y 0 +ū. Then we know from Lemma B.2 that there exists ρ cut > 0 such that N (Dy( )) ⊂ B ρcut−1 for all ∈ Λ. Let N := Λ ∩ B ρcut . In what follows the periodic energy functional and variational problems depend on the parameter ρ cut , which, in practise, can be determined from a "reasonable guess".
The energy difference functional for periodic relative displacements u ∈Ẇ per (Ω N ) is given by
, is a modified interaction potential that takes into account the periodic boundary conditions. We assume throughout the remainder of the section that V (g) = V per (g| N ) for all g ∈ dom(V ) such that N (g) ⊂ N . The computational task is to solve the finite-dimensional optimisation problem
The fact that (4.5) is not a Galerkin approximation to (2.11) makes its analysis more involved. Nevertheless we are able to establish the same convergence rate as for the Dirichlet approximation (4.1). 
where C is independent of N . 
where C is independent of u, Ω N .
Proof. The result is an immediate corollary of Lemma 4.3.
Using this lemma, we can obtain a consistency estimate. 
Since N (Dy( )) ⊂ N , we can estimate the first group on the right-hand side of (4.9) by 
To estimate the second group on the right-hand side of (4.9) we first note that, since v is periodic, w = v in Ω N , and at the same time w ∈Ẇ c (Λ), we have Inserting this identity into the second group the right-hand side of (4.9) we obtain
It only remains to show that ∇w 2 ≤ C ∇v 2 , but this follows easily from Lemma 4.3 and from the fact that B 2cN 1/d can contain at most a fixed finite number of images of ω N .
The second and main challenge for the proof of Theorem 4.4 is that, sinceẆ per (Ω N ) ⊂ W 1,2 (Λ), the positivity of
is not an immediate consequence of positivity of δ 2 E (ū) and continuity of δ 2 E . Establishing stability requires a more involved argument, which we provide next. 
Then, for N sufficiently large, the stability constants
are well-defined, and λ N → λ as N → ∞.
The proof is essentially a concentration compactness argument and relies on the following auxiliary lemma. Lemma 4.9. Let w j ∈Ẇ 1,2 (Λ) such that ∇w j ∇w, weakly in L 2 , for some w ∈Ẇ 1,2 . Then there exist radii R j ↑ ∞ such that, for any sequence R j ↑ ∞, R j ≤ R j ,
Proof. Since weak convergence implies strong convergence in finite dimensions, it follows that ∇w j | T → ∇w| T for all T ∈ T Λ . Therefore, ∇w j − ∇w L 2 (B R ) → 0 for any R > 0. Hence, there exists a sequence S j ↑ ∞, such that ∇w j − ∇w L 2 (B S j ) → 0. Let R j := S j − 3ρ cut and let R j ≤ R j , then
where, in the second line, we used the fact that
, which is a consequence of (4.4).
Proof of Theorem 4.8. The statement that λ N is well-defined for N sufficiently large follows immediately from the convergence ∇u − ∇u N ∞ (Ω N ) → 0, which ensure that D N u N ( ) ∈ dom(V per ) for all ∈ Ω N and for sufficiently large N . Let H := δ 2 E a (u) and
. Throughout the proof suppose that N is sufficiently large so that all statements and operations are meaningful. Taking the infimum over all v we obtain that λ ≤ λ.
2. Decomposition:
As in the proof of Lemma 4.7 let
where C is independent of N . Upon extracting another subsequence we may assume without, loss of generality, that there exists v ∈Ẇ 1,2 (Λ) such that
Without loss of generality, we now drop the subscripts and assume that λ N → λ and that ∇w N ∇v weakly in L 2 . According to Lemma 4.9 there exists a sequence R N ↑ ∞ such that 2(R def + r cut ) ≤ R N ≤ N 1/d /2, and defining
Moreover, noting that w N ∈Ẇ c (Λ) as well as w N ∈Ẇ per (Ω N ), we can define z N := v N − w N and write
3. Estimating r N : It is easy to see from the definition of w N that 
where N → 0 as N → ∞.
Next, we observe that we have chosen R N such that D N w N ( ) = D N v( ) and hence D N z N ( ) = 0 for all ∈ Λ ∩ B R def . Therefore, H 0 N z N , z N is independent of the defect core structure, which we can express as
Define also the lattice homogeneous finite difference operator H hom := δ 2 E F 0 (0), that is,
and let
Then it is easy to see (see [18, Theorem 3.6] for an analogous argument) that λ per N → λ hom as N → ∞. Moreover, Proposition 2.6 implies that λ hom ≥ λ.
Combining the foregoing calculations we obtain that 13) where N → 0 as N → ∞. 5. Estimating s N : Let z N := w N − w N ∈Ẇ 1,2 (Λ). As in step 3, it can be easily seen that
where we used the fact that Hw N , z N only depends on values of z N within Ω N . Since ∇z N 0 weakly in L 2 it follows that D ρ z N | Λ\B R def +|ρ| 0 weakly in 2 (Λ \ B R def +|ρ| ), for any |ρ|. Further, since ∇w N converges strongly in L 2 it follows also that D ρ w N | Λ\B R def +|ρ| convergence strongly in 2 and consequently g N ( ) := (δ 2 V (R hom )Dw N ( )) N 1 | Λ\B R def +ρ cut converges strongly in 2 (Λ \ B R def +ρcut ) as well. Thus, we can deduce that
(4.14)
6. Completing the proof: Combining (4.11), (4.12), (4.13), (4.14) we obtain that
We now observe that
L 2 (ω N ) = 1 and ∇w N , ∇z N → 0 due to ∇z N 0 and ∇w n converging strongly.
Thus we conclude that lim inf
which completed the desired result. The geometry error estimate (4.6) follows from
To estimate the energy error, arguing similarly as in the proof of Theorem 4.1, and using the fact that E
Applying the projection error estimate (4.4), the regularity estimate (3.1) with j = 1 and the error estimate (4.15), we obtain (4.7).
Boundary conditions from elasticity models
Linearised lattice elasticity.
In this section we analyze the error committed when modelling the elastic far-field of the crystal using linearised lattice elasticity. The idea is to define a computational domain Ω ⊂ Λ and to use the lattice Green's function (or other means) to explicitly compute the displacement field and energy in Λ \ Ω as predicted by linearised elasticity. Our formulation is inspired by (though not identical to) classical as well as recent multiscale methods of this type [43, 41, 39, 20] , employed primarily in the simulation of dislocations.
Let (pP) or (pD) be satisfied. Recall the definition of D S from § 3.7 and define D S := D in the case (pP). We fix a computational domain Ω ⊂ Λ and we linearise the interaction outside of Ω by approximating (employing (V.sym))
where z = y 0 + u − F 0 x, g := δV (F 0 R hom ) and A := δ 2 V (F 0 R hom ). Thus, the approximate energy difference functional is defined by
We then aim to computeū
Remark 5.1. The optimisation problem (5.1) is still infinite-dimensional, however, by defining Ω := ∈Ω R( ) and the effective energy functional
for any u : Ω → R m , it can be reduced to an effectively finite-dimensional problem. The reduced energy E red Ω can be computed efficiently employing lattice Green's functions or similar techniques [43, 41, 39, 20] . This process likely introduces additional approximation errors, which we ignore subsequently. Thus, we only present an analysis of an idealised scheme, as a foundation for further work on more practical variants of (5.1). 
Remark 5.3. 1. It is interesting to note that, for dislocations, solving the relatively complex exterior problem yields virtually no improvement over the basic Dirichlet scheme presented in § 4.1. Indeed, if the cost of solving the exterior problem is taken into account as well, then the scheme (5.1) may in practice become more expensive than the much more basic scheme (4.1). 2. If, instead of linearising V about the homogeneous lattice configuration R( ), we linearise V about the predictor deformation Dy 0 ( ), then the rate of convergence for dislocations would become the same (up to log factors) as for point defects. However, since lattice Green's function and similar techniques are no longer available we cannot conceive of an efficient implementation of such a scheme without reverting again to complex coarse-graining techniques.
To prove Theorem 5.2 we first estimate the consistency error committed in replacing E with E lin .
Lemma 5.4.
Suppose the conditions of Theorem 5.2 are satisfied, then E lin Ω N satisfies the following consistency estimates: (i) In the case (pP) we have
(ii) In the case (pD), d = 2, we have
Proof. In the case (pP) let g( ) := Du( ). In the case (pD) let g( ) := e( ) + D S u( ) − F 0 R hom , where e is the elastic strain defined in (2.23). Then, N (g( )) is uniformly bounded and |g( )| N | ≤ C| | −α , where α = d in the case (i) (pP) and α = 1 in the case (ii) (pD). Therefore, 
Moreover, using an analogous linearisation argument it is straightforward to establish that
where α > 0 and where · denotes theẆ 1,2 → (Ẇ 1,2 ) * operator norm. This implies that
In particular, for N sufficiently large, δ 2 E lin N is uniformly stable. The inverse function theorem, Lemma B.8, implies that, for N sufficiently large, there exists a strongly stable solutionū lin N ∈ W 1,2 to (5.1) satisfying (5.2).
Energy error estimate:
To prove the convergence rate for the energy (5.3), let g 0 := 0 in the case (pP) and g 0 := e − F 0 R hom in the case (pD). Then, supressing the argument ( ), and
Therefore,
, in the case (pP), N −1 log |N |, in the case (pD), completes the proof.
5.2.
Cauchy-Born finite deformation elasticity. The final computational scheme that we consider is chosen from a class of multiscale schemes, atomistic-to-continuum coupling methods (a/c methods), that has received considerable attention in the numerical analysis literature in recent years. We refer to the review article [23] for an introduction and comprehensive references. The main conceptual difference between a/c methods and the methods we considered in § 4 and § 5.1 is that they exploit higher-order regularity, that is, the decay of D 2ū , rather than only decay of Dū. Methods of this kind were pioneered, e.g., in [27, 37, 38, 44] . Due to the relative complexity of a/c coupling schemes we shall not present comprehensive results in this section, but instead illustrate how existing error estimates can be reformulated within our framework. This extends previous works such as [31, 28, 34] and presents a framework for future development of a/c methods.
A second restriction of this section is that we cover only pure screw dislocations but dislocations with edge component. That is, we assume that the Burgers vector b has only an anti-plane component, i.e., b = (0, 0, b 3 ). The reason for this restriction is that, if the dislocation also has an edge component, then the finite element mesh should be constructed in the deformed configuration, which requires additional non-trivial algorithmic ideas.
For each N ∈ N, we choose an atomistic region Ω a N ⊂ Λ and an interface region Ω i N and assume as before that
Let T N be a regular triangulation of ω N with nodes that do not lie on Γ. Let h(x) := max T ∈T N ,x∈T diam(T ).
As space of admissible displacements we definė 
To specify the continuum model, let the Cauchy-Born strain energy function be defined by
where A is the matrix defining the underlying Bravais lattice AZ d ; see (L).
We define the a/c coupling energy difference functional, for u ∈Ẇ h , y := y 0 + u, as
and aim to compute
(5.7) An implicit assumption in (5.6) is that the deformation y does not introduce any plastic slip additional to the one that is already contained in y 0 . ***!*** The choice of the interface site-potentials V i is the key component in the formulation of a/c couplings. Many variants of a/c couplings exist that fit within the above framework [23] . In order to demonstrate how to apply our framework to this setting, we shall restrict ourselves to QNL type schemes [38, 14, 34] , but our discussion applies essentially verbatim to other forceconsistent energy-based schemes such as [35, 36, 25] . For other types of a/c couplings the general framework is still applicable.
We shall make the following two key assumptions, both of which are non-trivial to verify. Much of the numerical analysis literature on a/c coupling has focused on rigorously establishing such results. We will present a detailed review of these issues in § 5.2.1 and § 5.2.2.
Assumption (ACcons):
for some finite stenciel N 1 ⊂ R hom that depends only onũ. The occurrence ofỹ instead of u on the right-hand side is due to the fact that both the a/c modelling error as well as the interpolation in (5.6) depend onỹ. Assumption (ACstab): The a/c coupling is stable, that is, there exists c 0 > 0 independent of N , such that
whereū is a strongly stable solution of (2.11) and Π R is defined in Lemma 4.3. Finally, we need a boundedness assumption on the interface site potentials. Although it may appear largely technical, it is in fact crucial to ensure this control. For example, if the geometric reconstruction parameters in [14, 46] were to become unbounded in the limit N → ∞, then (ACbound) would fail.
Assumption (ACbound):
The site potentials are three times continuously differentiable with uniform bounds. Stated more precisely, ifū is the strongly stable solution of (2.11) that we aim to approximate, y := y 0 +ū, then there exist , M > 0 such that, for all ∈ Ω i N and g ∈ (R m ) R with |g − Dy( )| R , it holds that g ∈ dom(V i ) and
Proposition 5.5. Letū be a strongly stable solution of (2.11), and assume that either (pP) or (pD) with b = (0, 0, b 3 ) (pure screw dislocation) is satisfied. Suppose, moreover, that (ACcons), (ACstab) and (ACbound) hold and that T N and R c N satisfy the following quasioptimality conditions
and
Then, for all sufficiently large N , there exists a strongly stable solutionū ac N to (5.7) satisfying
Remark 5.6. We have not stated a convergence rate on the a/c coupling energies due to the fact that our theoretical predictions, in the general context we consider here, fall short of any numerically oberved rate. We suspect that the energy convergence rates for a/c couplings may not be as generic as geometry convergence rates.
Proof of Proposition 5.5. To unify the following argument, let α = 0 in the case (pP) and α = 1 in the case (pD). Let Ω i,c
Nū
. We require, in addition to the assumptions of Lemma 4.3 
Arguing as in the proof of Theorem 4.1, we obtain
We split hD 2ỹ
, and we will prove in § B.4.1 that 13) where N 1 is a finite interaction neighbourhood that depends only onū. The regularity results of Theorem 3.1, imply |D
and (2.19) implies that |D 2
y 0 ( ) = 0 in the case (pP).) It is a somewhat lengthy but fairly straightforward calculation to deduce from these bounds and from (5.13) that
The remainder of the proof is a straightforward application of the Inverse Function Theorem, applying (ACstab) to ensure stability and (ACbound) to show that δ 2 E ac is Lipschitz continuous in a neighbourhood of I T Nũ N , uniformly in N .
Remark 5.7. The 1D result of [13] suggests that a natural limit for QNL type a/c coupling accuracy, which no choice of continuum discretisation or domain size R c N can overcome, is
A careful investigation whether reaching these optimal rates is computationally worthwhile has not been undertaken.
Discussion of consistency.
A major issue in the field of a/c coupling, and largely still considered unsolved, is to construct a/c coupling energies E ac without ghost forces. Within our notation, this means that E ac should satisfy the energy and force-consistency conditions
Recall that the energy E ac is dependent on the choice of y 0 .) For d = 1, 2 and the point defect case (pP) it was shown in [28] that the conditions (EC) and (FC) imply (ACcons). The question whether (EC), (FC) in general imply (5.8) in three dimensions is still open, though preliminary results [46] suggest that this remains true.
A more nuanced consistency estimate for a specific type of a/c coupling of the form (5.6) is given in [34] , incorporating in particular the second-order accuracy of the Cauchy-Born model. For the sake of simplicity, we have not aimed at exploiting such improved estimates in the present work.
For the 2D bond-density method [35] a consistency estimate analogous to (ACcons) is given in [31] . We see no obstacle to exting this estimate also to the 3D bond-density method [36] or to problems involving dislocations.
5.2.2.
Discussion of stability. In one dimension the stability of QNL-type a/c couplings is wellunderstood. In particular, it is shown in [30] and [23] how to construct stable a/c couplings, and how to stabilise a/c couplings that satisfy (FC). The stability of a/c couplings in dimension greater than one is an essentially open question. A general framework for force-based coupling is proposed in [22] , but the abstract conditions are difficult to verify in practice. For QNL-type schemes [30] obtain some preliminary results for nearest-neighbour many-body interactions in two dimensions. It is shown there, that it is unlikely that a general stability result can be expected, but rather that each method must be analysed for each problem on a case by case basis.
Numerical Tests
To conclude the paper we present some simple numerical tests to illustrate the extent to which the rigorous theoretical convergence rates established in § 4 and § 5 are of relevance in the regime normally accessed in practical simulations.
All our numerical tests are formulated for the 2D triangular lattice and nearest neighbour (EAM-type) many-body interactions; that is,
for all | | outside the defect core region, where Q 6 denotes the rotation through π/3. Thus, we admit only a finite interaction neighbourhood in the reference configuration instead of the deformed configuration. For our anti-plane screw dislocation example in § 6.2 this is consistent with our assumptions and analysis, but for the point defect example, it is not fully consistent. We remark, however, that all results are readily extended to that case (as a matter of fact, in the earlier version [16] of the present paper this case is considered).
These choices were primarily motivated by ease of implementation. In particular, for this setting, there exists an a/c coupling method that is straightforward to formulate and implement, and for which all the assumptions in § 5.2 can be readily verified [34, 30] . (By contrast, the three remaining methods are straightforward to implement within most molecular modelling packages, the only restriction being that the lattice linear elasticity boundary conditions require evaluation of hessians.)
While our results largely agree with our predictions, we also emphasize that they are nevertheless only illustrative. Although our rigorous theoretical results guarantee an upper bound on the asymptotic convergence rates we expect that for some types of defects, especially with complex and spread out core structure (e.g., dissociated dislocation cores), the pre-asymptotic regime may be significant.
In the following we use the acronyms ATM-DIR, ATM-PER, LIN and AC to denote the four different types of boundary conditions that we defined, respectively, in § 4.1, § 4.2, § 5.1 and § 5.2.
6.1. Numerical results for point defects.
6.1.1. Setup. We present two examples of "hypothetical" point defects in a 2D lattice, a vacancy and an interstitial, both displayed in Figure 1 . For the vacancy, let Λ = AZ 2 \ {0}. For the interstitial, let Λ = AZ 2 ∪ {(1/2, 0)}. 7 For each ∈ Λ, let R( ) denote the set of directions connecting to , defined by the bonds displayed in Figure 1 . Then, the site energy is defined by
with parameters α = 4, β = 3, γ = 5, s 0 = 6ψ(0.9).
To compute the equilibria we employ a robust preconditioned L-BFGS algorithm specifically designed for large-scale atomistic optimisation problems [12] . It is terminated at an ∞ -residual of 10 −7 .
We exclusively employ hexagonal computational domains. We slightly re-define N , letting it now denote the number of atoms in the inner computational domain, that is, #Ω N in the ATM-DIR, ATM-PER and LIN methods and #Ω a N in the AC method. We make come final remarks concerning the LIN and AC methods:
LIN: For the experiments in this paper, we did not implement an efficient variant based on Green's functions or fast summation methods. Instead, we chose as an inner domain Ω N a hexagon of side-length K (then, N ≈ 3K 2 ) within a larger domain of a hexagon of side-length K 3 . It can be readily checked that this modification of the method does not affect the errors committed. AC: To generate the finite element mesh, we first generate a hexagonal inner domain Ω a N with sidelength K (then, N ≈ 3K 2 ), with an inner triangulation. The triangulation is then extended by successively adding layers of elements, at all time retaining the hexagonal shape of the domain, until the sidelength reaches K 2 ≈ N . This construction is the same as the one used in [21, 24] . 6.1.2. Discussion of results. The graphs of N versus the geometry error and the energy error for the vacancy problem are presented in Figure 3 and for the insterstitial problem in Figure 4 .
The slopes are as predicted with mild pre-asymptotic regimes for the ATM-PER and AC methods. The main feature we wish to point out is the difference of at least an order of magnitude in the prefactor for the geometry error and of three orders of magnitude in the prefactor for the 7 We tested various positions for the interstitial and the centre of a bond between two nearest neighbours appeared to be the only stable one for the interaction potential that we employ. Figure 3 . Rates of convergence, in the vacancy example, of four types of boundary conditions for (a) the geometry error and (b) the energy error. N denotes the number of atoms in the inner computational domain; see § 6.1.1 for definitions.
energy error. Most likely, this discrepancy is simply due to the fact that the interstitial causes a much more substantial distortion of the atom positions. The prefactor is a crucial piece of information about the accuracy of computational schemes that our analysis did not reveal. Ideally, one would like to establish estimates of the form Dū
, where C * and p can be given explicitly, however much finer estimates would be required to achieve this.
Numerical results for dislocations.
For the simulation of dislocations we only consider the methods ATM-DIR, LIN and AC.
6.2.1. Setup. We consider the anti-plane deformation model of a screw disloction in a BCC crystal from [19] , the main difference being that we admit nearest neighbour many-body interactions instead of only pair interactions. Thus, we only give a brief outline of the model setup. The choice of dislocation type is motivated by the fact that the linearised elasticity solution is readily available. In the following we use the notation from § 2.4. Briefly, let BZ 3 = Z 3 ∪ (Z 3 + (1/2, 1/2, 1/2) T ) denote a BCC crystal, then the dislocation core and Burgers vector point in the ν = (1, 1, 1) T direction. Upon rotating and possibly dilating, the projection AZ 2 of the BCC crystal is a triangular lattice, hence we again assume (6.1). The linear elasticity predictor is now given by u lin (x −x) = 1 2π arg(x −x), where we assumed that the Burgers vector is b = (0, 0, 1) T andx is the centre of the dislocation core. We shall slightly generalise this, by admitting
arg(x −x), which is equivalent to applying a shear deformation of the form
to the rotated BCC crystal, and is thus still included within our framework.
Let the unknown for the anti-plane model, the displacement in e 3 direction, be denoted by z( ) := y 3 ( ), then we use the EAM-type site potential
The 1-periodicity of φ, ψ emulates the fact that displacing a line of atoms by a full Burgers vector leaves the energy invariant. We apply again the remaining remarks in § 6.1.1.
6.2.2. Discussion of results. We consider three numerical experiments:
The results are shown in Figure 6 . We observe precisely the predicted rates of convergence. However, it is worth noting that although the asymptotic rates for ATM-DIR, LIN and AC are identical (up to log-factors), the prefactor varies by orders of magnitude.
The "dip" in the energy error for the LIN method is likely due to a change in sign of the error. Figure 6 . Rates of convergence, in the first dislocation test, of the ATM-DIR, LIN and AC methods. N denotes the number of atoms in the inner computational domain; see § 6.1.1 for definitions.
T is the centre of a triangle: The results are shown in Figure 7 . In this case, the AC method exhibits the predicted convergence rate, while both the ATM and LIN methods show subtantially better rates. The explanation for ATM is, simply, that the solution displacementū has threefold symmetry, from which one can formally deduce easily the improved decay estimate |Dū( )| ≤ C| | −4 . This readily implies the observed rate.
This test demonstrates that, in general, our estimates are only upper bounds, but that in special circumstances (e.g., additional symmetries), better rates can be obtained. It is moreover interesting to note that the most basic scheme, ATM-DIR, is the most accurate with this setup.
The results are shown in Figure 8 . In this final test, we chose F to push the dislocation core close to instability. We included this test to demonstrate that one cannot always expect the clean convergence rates displayed in the point defect tests, or in the first screw dislocation test, but that there may be significant asymptotic regimes. 
Conclusion
In this paper we have introduced a new framework to study the effect of artificial boundary conditions in crystal defect atomistic simulations. We have analyzed simple variants of some of the most commonly employed schemes: Dirichlet boundary conditions, periodic boundary conditions, far-field approximation via linearised lattice elasticity and via nonlinear continuum elasticity (Cauchy-Born, atomistic-to-continuum coupling).
Our aim is to inspire an effort to "benchmark" various computational schemes within a rigorous framework such as the one we developed here.
There are numerous practical and theoretical questions that have arisen during our work on this paper. The following list is a small selection:
• If the LIN method is implemented using lattice Green's functions or fast summation methods, then how does the error committed in the far-field force and energy evaluations affect the convergence rates? • How do higher order continuum models and/or higher order finite element methods affect the accuracy and thus competitiveness of a/c coupling as an artificial boundary condition? • If a non-conservative (force-based) coupling between the atomistic model and the elasticity model is taken (see [41, 21, 3 ] and references therein), then how can force integrals be guaranteed to yield accurate energy differences approximations? • Are the predicted convergence rates still correct for electronic structure models (see, e.g., [9, 10, 40, 41] and references therein)? • What is the effect of using an inaccurate far-field predictor y 0 for a dislocation problem?
A typical example would be to employ an isotropic linear elasticity solution when the true linearised elasticity model of § A.2 is anisotropic.
• To what extent can other defect simulations, such as saddle-point calculations, be analyzed within our framework?
Appendix A. Continuum Elasticity
We briefly review formal derivations of the two continuum elasticity models that we employ in the present work.
A.1. Cauchy-Born model. Consider a Bravais lattice AZ d with site potential V : (R m ) R hom → R ∪ {+∞}. Consider the homogeneous continuous "deformation" field y : R d → R m , y(x) = Fx for some F ∈ R m×d . Then interpreting y as an atomistic configuration, the energy per unit undeformed volume in the deformed configuration y is
More generally, if y, y 0 : R d → R m are both "smooth" (i.e., |∇ 2 y(x)|, |∇ 2 y 0 (x)| 1), then
is a good approximation to the atomistic energy-difference E(y; y 0 ). The potential W : R m×d → R ∪ {+∞} is called the Cauchy-Born strain energy function. Detailed analyses of the Cauchy-Born model are presented in [5, 15, 33] . In these references it is shown that both the Cauchy-Born energy and its first variation are second-order consistent with atomistic model, and resulting error estimates are derived.
A.2. Linearised elasticity. A continuum linear elasticity model that is consistent with the atomistic description can be obtained by expanding W to second order. Let F 0 ∈ R m×d be the reference strain (cf. (pP) and (pD) in § 2.4), then
where we employed summation convention.
, then employing cancellation of the linear terms, we obtain the linearised energy-difference functional (for a displacement u from the reference configuration)
and the associated equilibrium equation is
(This equation becomes non-trivial when supplied with boundary conditions or an external potential, either or both arising from the presence of a defect.)
If the lattice AZ d is stable in the sense that
where E 0 is defined in (2.13), then the tensor C satisfies the Legendre-Hadamard condition and hence the linear elasticity equations are well-posed in a suitable function space setting [42, 18] . Finally, we remark that, the linear elasticity model can also be obtained by first deriving a quadratic expansion of E F 0 and then taking the long-wavelength limit (continuum limit). This yields the relationship between the continuum Green's function and the lattice Green's function exploited in the proof of Lemma 3.3. Proof. First, we observe that
where c 3 depends on u but not on or |ρ|. Therefore, there exists s 1 such that, for all ∈ Λ and |ρ| > s 1 ,
Since there are only finitely many such ρ, it follows that there exists
We can combine these two statements to obtain the stated result. 
where c 3 depends on ∇v L 2 ≤ r. Therefore,
Thus, there exists ρ cut such that, for |ρ| ≥ ρ cut , we have |D ρ y( )| > r cut , and hence N (Dy( )) ⊂ B ρcut .
B.1.2. Proof of Theorem 2.3 (definition of the energy-difference functional)
. First, we show that F is well-defined on dom(E ). Let u ∈ dom(E ) and y := y 0 + u. According to Lemma B.1 there exists R > 0 such that D(y 0 +θu)( ) is a proper deformation stencil and thus belongs to dom(V ). We can therefore expand
for some θ ∈ [0, 1] and according to (V.reg) there exists a constant M 2 such that
The estimate (2.3) implies therefore that
and thus F is well-defined. Using similar lines of argument one can prove that F ∈ C k (dom(E )). For a very similar argument that can be followed almost verbatim see [33] . The key technical result required is the following elementary lemma.
Lemma B.3. Let y 0 be a proper deformation and u ∈ dom(E ). Then, there exist , ρ cut , r > 0 such that, for all v ∈Ẇ 1,2 with ∇v − ∇u 
and v (n) ( ) = 0 otherwise, which is well-defined for sufficiently large n; say, n ≥ n 0 .
From Lemma B.3 we obtain that N (Dy 0 ( )) is uniformly bounded, hence it follows that also N (Dy( )) is uniformly bounded by some radius s 2 , say. Suppose n 0 is sufficiently large so that s 3 := s 1 + s 2 ≤ r n for all n ≥ n 0 .
Using ∇u ∈ L 2 , it follows that ∇y −F L ∞ (Bs 3 ( n)) → 0 as n → ∞. Employing (V.hom), this readily implies that V n+η,ρ (Dy) → V ρ (FR hom )| as n → ∞, for all η ∈ B s 3 and ρ ∈ R hom ∩ B s 1 . Thus, we may write (for n sufficiently large so that | n | ≥ R def + s 3 )
Hence, the result follows.
B.1.4. Proof of Lemma 2.9 (properties of the dislocation predictor). Before we prove the statements, we establish some facts about ξ. To simplify the notation let ζ := ξ −1 throughout.
Lemma B.4. (a) IfR is sufficiently large, then ξ :
(c) The map ξ −1 • S can be continuously extended to the half-space Ω := {x 1 >R + b 1 }, and after this extension we have ξ −1 • S ∈ C ∞ (Ω).
Proof. (a)
Suppose that x, x ∈ R 2 \ (Γ ∪ BR /4 and ξ(x) = ξ(x ), then x 2 = x 2 and since x 2 ) ) is clearly injective, it follows x 1 = x 1 as well. (b) The map ξ leaves the x 2 coordinate unchanged and only shifts the x 1 coordinte by a number between 0 and b 1 . Thus, forR/4 > |b 1 |, the statement clearly follows.
(c) To compute that jump in ζ let x ∈ Γ, x 1 >R + b 1 , then we see that ξ(x+) = x, ξ(x−) = x − b, and hence ζ(x+) = x and ζ(x−) = x + b. Thus, we have
Next, as a consequence, we note that ∇ζ(x) = ∇ξ(ζ(x)) −1 and that ∇ξ ∈ C ∞ (R 2 \ {0}), and hence,
The proof for higher derivatives is a straightforward induction argument.
Proof of (i): y 0 is well-defined. The statements follow immediately from Lemma B.4 (a, b). Proof of (ii): y 0 is a proper deformation. It is easy to show that, forR sufficiently large, ∇u 0 L ∞ ≤ 1/2. Let , + ρ ∈ Λ such that the bond ( , + ρ) does not cross Γ, then
and hence
Since ρ crosses Γ and b 12 is parallel to Γ it is easy to see that |τ | |ρ|. This completes the proof of (ii). Before we prove (iii) and (iv) we establish another auxiliary result.
Lemma B.5. Let ∂ α , α ∈ N 2 be the usual multi-index notation for partial derivatives, then there exist maps g α,β ∈ C ∞ (R 2 \ Γ) satisfying |∇ j g α,β | |x| −1−j−|α| 1 +|β| 1 such that
Moreover, for all α, β, g α,β • S can be extended to a function in C ∞ (Ω).
Proof. We only need to consider |x| >R + |b|. For α = 0 the result is trivial (with g 0,0 = 0). For the purpose of illustration, consider α = e s , s ∈ {1, 2}, which we treat as the entire gradient:
Since |∇ξ −1 (x) − Id| |x| −1 , the result follows for this case.
In general the proof proceeds by induction. Suppose the result is true for all α with |α| 1 ≤ m.
We use induction over |α| 1 . For |α| 1 = 0 the result is trivial with g 0,0 = 0. Let |ᾱ| 1 = n−1 ≥ 0, α =ᾱ + e s for some s ∈ {1, 2}. Then, for some g α,β that depend on gᾱ ,β and its derivatives and has the same regularity and decay as stated for g α,β . Finally, the coefficient functions (∂ s ζ i − δ is ) are readily seen to also satisfy the same regularity and decay as stated for g α,β with any |β| 1 = |α| 1 . This concludes the proof.
Proof of (iii) Let x ∈ Γ ∩ Ω, then
which establishes the first statement. For derivatives of arbitrary order, the result is an immediate consequence of (B.1) and of Lemma B.4(c). For illustration only, we show directly that ∇y 0 is continuous across Γ: if x ∈ Γ ∩ Ω, then, employing Lemma B.4 in the second identity,
Proof of (iv): This statement is an immediate consequence of (B.1).
B.2. Proof of Lemma 3.3 (lattice Green's function). The strategy of the proof is to compare the lattice Green's function with a continuum Green's function.
Step 1: Modified Continuum Green's Function: Let G denote the Green's function of the associated linear elasticity operator
, where we note that lattice stability assumption (3.10) immediately implies that ρ∈R hom (ρ · k) 2 A ρ ≥ γ |k| 2 Id, where γ > 0. We shall exploit the well-known fact that
, withη(k) = 1 in a neighbourhood of the origin. Then, it is easy to see that its inverse (whole-space) Fourier transform η := F −1 [η] ∈ C ∞ (R d ) with decay faster than any rational polynomial. From this and (B.2) it is easy to deduce that
where C = C(j, H) and α is the multi-index defined in the statement of the theorem.
Step 2: Comparison of Green's Functions: Our aim now is to prove that
which implies the stated result. (In fact, it is a stronger statement.) We write
The explicit representations ofĜ andĜ make it straightforward to show that (one employs the fact thatĜ −1 −Ĝ −1 has a power series starting with quartic terms)
for k ∈ B , while ∆ n (Ĝ −ηĜ) is bounded in B \ B . Thus, if d − 1 + j is even and we choose 2n :
, which implies that
which is the desired result (B.4). If d−1+j is odd, then we can deduce (B.4) from the result for a larger multi-index α = (α, ρ ) of length j . Namely, fix ∈ AZ d and choose ρ a nearest-neighbour direction pointing away from the origin, then
from which (B.4) easily follows.
This concludes the proof of Lemma 3.3.
B.3. Decay of residual forces. Here, we collect proofs of results related to the decay of residual forces, used in Lemma 2.10 to show that the energy difference functional for the dislocation problem is well-defined, and in § 3 to prove the decay estimates for solutions. Before we prove the various estimates, we establish a crucial auxiliary result.
B.3.1. Auxiliary result: conversion to divergence form. The decay estimates we plan to establish require that we are able to convert pointwise forces into divergence form without sacrificing any decay properties. This will be achieved by the following result. ) := C(f (n) , g (n) ) for all n ∈ Z + .
Since p > d, we obtain that [f (n) ] p → 0. Moreover, since ∈Z d f (n) ( ) = 0 for all n it follows that f (n) 1 → 0. Further, (B.8) implies
and hence the series ∞ n=0 g (n+1) −g (n) converges. Let g( ) := lim n→∞ g (n) ( ), then (B.7) implies that g satisfies the identity in (B.5), and the bound on g p−1 implies the inequality in (B.5). It remains to note that if f = f ( ) = 0 outside the region | | ∞ ≤ L for some L, then f (n) , g (n) , and hence g, are also zero outside this region.
To show the first inequality in (B.8), we fix = 0, express f + ( ) through f ( ), and estimate
The second inequality in (B.8) is based on the following two estimates:
where we denote again (f ,g) := C d (f, g) and ∆g := (g − g) · e d . The first estimate follows from arguments similar to the above. The second estimate, for = (¯ , d ) with d ≤ 0, is proved in the following calculation: The analogous estimates hold for applications of C d−1 , . . . , C 1 and combining these yields the second inequality in (B.8).
B.3.2. Proof of Lemma 3.5 : Higher-order residual decay for point defects. We begin by remarking that a discrete product rule can be obtained by writing
where ρ ∈ R hom and A ρ f ( ) := Let α = (α 1 , . . . , α j ) ∈ N j 1 be a multi-index. For any "proper subset" α = (α i ) i∈I , I {1, . . . , j}, we have by the assumptions made in Lemma 3.5 that
Thus, applying the discrete product rule (B.9), we obtain, for τ ∈ N s 1 , s ≥ 2,
Using, moreover, the estimates , we can conclude that
This completes the proof of Lemma 3.5.
B.3.3. Proof of Lemma 3.7(a) : First-order residual estimate for dislocations. In this setting, we have Λ = AZ 2 and hence Iū =ū; that is, δE a (ū) = 0. Recall from § 3.5 that we have written
The first two groups are linearisation errors and it is easy to see that, for | | ≥ R 1 , with R 1 chosen sufficiently large, we have
The third group is critical. We will exploit the fact thatū lin is a solution of linearised elasticity and thus we expect that y 0 is an approximate solution of nonlinear lattice elasticity.
For | | ≥ R 1 , with R 1 chosen sufficiently large, we expand g (3) to second order. Let e ( ) := e( ) − P T R hom , then where Θ s = P T R hom + se ( ). It follows from (2.19) that |e ρ ( )| ≤ C| | −1 and hence |g (3, 3) ( )| ≤ C| | −2 . Moreover, g (3, 1) , Dv = 0. It remains to estimate g (3, 2) , which is easier after conversion to pointwise forces, Since u lin solves (2.17) (cf. § A.2) and ∇ 2 u 0 = ∇ 2ūlin + O(|x| −3 ) we obtain (see Lemma 2.9) we obtain that |f ( )| ≤ C| | −3 . Applying Lemma B.6, there existsg (3, 2) : Λ → (R m ) N 1 such that g (3, 2) , D N 1 v = f, v = g (3, 2) , D N 1 v and |g (3, 2) ( )| ≤ | | −2 .
In conclusion, setting g := g (1) + g (2) +g (3, 2) + g (3, 3) , we obtain that Hu, v = g, D N 1 v and |g( )| | | −2 . This completes the proof of Lemma 3.7(a).
B.3.4. Proof of Lemma 3.7(b) : Higher-order residual estimate for dislocations. Recall first the definitions and notation from § B.3.3 as well as the notation from § B.3.2. For most terms the estimates are very similar to estimates that we have proven in the three preceding sections, hence we only give a brief outline.
The term g (1) : From the bound (2.19) it is easy to show that, if i ≤ k − 2, then
Hence, and recalling the discrete product formula (B.9), we obtain
The term g (2) : The higher-order estimate for the term g (2) can be performed precisely as in the point defect case in § B.3.2, but replacing Du with e + D S u. Combining the decay assumption on |D i The term g (3, 3) : The term g (3, 3) can be estimated similarly as the term g (1) , simply applying the finite differences to the definition. Here, and only here, we require that j ≤ k − 3. Then, we obtain
The termg (3, 2) : Since finite differences commute,
Taylor expansions of D α 1 · · · D α j f , as those performed in § B.3.3, yields
exploiting again Lemma 2.9. A direct calculation (we do not apply Lemma B.6 here) implies that
Conclusion: Summarising the estimates for difference operators applied to g (1) , g (2) ,g (3, 2) and g (3, 3) , and recalling that g = g (1) + g (2) +g (3, 2) + g (3, 3) we obtain the decay estimate claimed in Lemma 3.7(b).
B.4. Approximation results. In this section we collect two proofs of results required in Sections 4-5. B.4.1. Proof of (5.13). We first establish a discrete Poincaré inequality on an annulus. Lemma B.7. Let 0 < R 1 < R 2 , Σ := Λ ∩ (B R 2 \ B R 1 ) and Σ := Λ ∩ T ∈T Λ ∈Σ ( + T ). Then, there exists a contant C P that is independent of R 1 , R 2 , such that
Proof. Let S := B R 2 \ B R 1 , then it easily follows that u − a 2 (Σ) ≤ C I(u − a) L 2 (S) .
Let a := − S Iu dx, then the continuous Poincaré inequality on S, which scales with the diameter of the domain yields u − a 2 (Σ) ≤ R 2 C ∇u L 2 (S) .
We now proceed to prove (5.13). Throughout this proof, set u =ū, u R =ũ N , R = R c N and r = r N . Then, h( ) ≤ C(| |/r) β . Let η and Π R be defined as in Lemma 4.3, and let recall the definition of the averaging operator A ρ from § B.3.2.
Let ρ, ς ∈ R hom , then Lemma B.8. Let X, Y be Hilbert spaces, w ∈ X and F ∈ C 2 (B X R (w); Y ) with Lipschitz continuous hessian, δ 2 F (x) − δ 2 F (y) L(X,Y ) ≤ M x − y X for x, y ∈ B X R (w). Suppose, moreover, that there exist constants c, r > 0 such that 
