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Abstract 
Distributed Emulation can be carried out between real world applications with a simulator. NCTUns-6.0 is 
a simulator based on kernel re-entering and distributed Emulation simulation methodology, with this 
methodology a more realistic network model can be simulated for real time applications. Coordinator is a 
Program that sets up communication between the GUI and Dispatcher in NCTUns-6.0 I, a network 
simulator running on Fedora-13. We have given in this paper how problems faced in communication set up 
of Coordinator with  GUI and Dispatcher are overcomed . This paper focuses on how to overcome the 
above problems and execute simulations in real time. This paper also deals with KDE, SELINUX, iptables, 
environment variables and X-server for NCTUns-6.0 simulation engine 
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1. Introduction 
Network Emulation can be conducted by connection real world devices to a single machine. Distributed 
emulation  is a novel methodology that allows multiple machines to cooperatively conduct an emulation 
case. By using this methodology, the System resource required to run an emulation case can come from 
multiple machines (e.g., multiple servers). 
NCTUns is a kernel based network simulator that integrates user-level processes, operating system kernel, 
and the user-level simulation engine into a cooperative network simulation system, To meet the paper 
limitation limit NCTUns is briefly explained in  
The purpose of our research is to find effective and efficient means of communication setup between the 
the Coordinator and Dispatcher and GUI program.. In this paper, we use some simple basic solutions to 
solve the problems. We further claim that it will improve the quality and performance of Network 
Emulations. This paper gives solution for all users of NCTUns, but still there are problems which we are 
focusing in future. 
The paper is organized as follows. In section 2 we describe the brief concept of Distribution Emulation 
Architecture. In section 3 we portray the Coordinator and Dispatcher and GUI concepts. Section 4 gives the 
details about the Problems faced and solutions, conclusion and future works are discussed in the last section  
 
 
 
Computer Engineering and Intelligent Systems   www.iiste.org 
ISSN 2222-1719 (Paper) ISSN 2222-2863 (Online) 
Vol 2, No.6, 2011 
62 
 
2. DistributionEmulation Architecture 
 
 
 
Fig 1: Distributed Emulated architecture 
 
The Distributed Emulated architecture for NCTUns is shown above , it has a main controller called 
NCTUns GUI connected to dispatcher , A Dispatcher is a program which connects several emulation 
machines ( coordinator)  The main controller manages all the emulated machines . 
 
3 Related Work. 
We have refered several papers and web sites to solve all problems occurred between. To meet the paper 
length limitation, we listed below. 
3.1 Definition and Examples 
Definition 
We first give simple definitions for key terms as they will be used in the rest of this paper: 
 Coordinator: Coordinator is a program to  communicate with GUI and dispatcher, the coordinator is 
responsible for reporting the status of simulation study. 
 Dispatcher: Dispatcher program can simultaneously manage and use multiple simulation servers[ie, 
emulation machines] to increase the aggregate simulation throughput. It can be run on a separate machine 
or on a simulation server. 
 GUI : GUI  is graphics user interface , helps the user to  edit  a network topology and execute it in 
easy way. It uses TCP/IP sockets to communicate with other components. 
 NCTUnsclient: It is a program in NCTUns that performs the following six main functions: Topology 
Editor: An environment to specify a network topology Edit Property. Node Editor: An environment to 
configure which modules to be used inside a node, Simulation Operation Front-End Interface An interface 
to control the execution of simulations Packet Animation Player::A player to play back logged packet 
transfer trace Performance Monitor: It is for monitoring and used  to plot and display logged performance 
metrics over time. Retrieve Results: An interface to view and control submitted background jobs  
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 SELinux: SELinux (Security-Enhanced Linux) in Fedora is an implementation of mandatory access 
control in the Linux kernel using the Linux Security Modules (LSM) framework.  It is set to permissive or 
enforcing mode. 
 Firewall or IPtables: IPtables is administration tool / command for IPv4 packet filtering and NAT. You 
need to use the following tools: 
 
Fig 1: Real Router connected with  Emulation machine 
 
An real router is connected to two emulation machines, The IP address are shown in figure. The Dispatcher 
and main controller(GUI) are running on the emulated machine with IP address 192.168.1.1 , and we are 
running the coordinator program in emulated machine with IP address 192.168.1.2. 
Steps for communication set up: 
Step 1:  All the above machines are physically connected to form a network  
Step 2: Dispacter program is set to run on the emulated machine [192.168.1.1] 
Step 3: Coordinator Program is set to run on the emulated machine [192.168.1.2], before it is set to run 
modify the Dispatcher IP parameter in configuration file of coordinator. 
Step 4: Run the GUI on the emulated machine [192.168.1.1] and specify the IP address [192.168.1.1] to 
dispatcher . 
Step 5: In GUI edit network topology , and run simulation. 
 The GUI will split in to two networks as shown I figure and give their configuration files to the 
corresponding emulated machine  
 
4 Problem Faced and solutions 
4.1 Details about the Problem 
In this section, we discuss the Problems that occurred in communication setup  of NCTUns-6.0 Network 
simulator. 
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FEDORA Version KERNAL version NCTUns 
version 
Fedora-7 2.6.21.5 NCTUns-allinone-linux-2.6.21.5-f7.20070724.tar.gz 
Fedora-7 2.6.21.5 NCTUns-allinone-linux-2.6.21.5-f7.20070801.tar.gz 
Fedora-7 2.6.21.5 NCTUns-allinone-linux-2.6.21.5-f7.20070928.tar.gz 
Fedora-7 2.6.21.5 NCTUns-allinone-linux-2.6.21.5-f7.20071030.tar.gz 
Fedora-8 2.6.23.8 NCTUns-allinone-linux-2.6.23.8-f8.20071127.tar.gz 
Fedora-8 2.6.23.8 NCTUns-allinone-linux-2.6.23.8-f8.20071205.tar.gz 
Fedora-8 2.6.23.8 NCTUns-allinone-linux-2.6.23.8-f8.20071221.tar.gz 
Fedora-8 2.6.23.8 NCTUns-allinone-linux-2.6.23.8-f8.20080213.tar.gz 
Fedora-8 2.6.24.2 NCTUns-allinone-linux-2.6.24.2-f8.20080225.tar.gz 
Fedora-10 2.6.27.7 NCTUns-allinone-linux-2.6.27.7-f10.20090402-2.tar.gz 
Fedora-7 2.6.27.7 NCTUns-allinone-linux-2.6.27.7-f7.20090401.tar.gz 
Fedora-10 2.6.27.7 NCTUns-allinone-linux-2.6.27.7-f10.20090401.tar.gz 
Fedora-11 2.6.28.9 NCTUns-allinone-linux-2.6.28.9-f11.20090908.tar.gz 
Fedora-8 2.6.24.2 NCTUns-allinone-linux-2.6.24.2-f8.20080225.tar.gz 
Fedora-9 2.6.25.9 NCTUns-allinone-linux-2.6.25.9-f9.20080826.tar.gz 
Fedora-12 2.6.31.6 NCTUns-allinone-linux-2.6.31.6-f12.20100113.tar.gz 
 
We have given Linux version development vs Year of release in the above graph , It is seen that the current 
version is Linux Kernel 2.6.33 and year of release is 2010 
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Fig 2: Linux Kernel Version (vs.) Year of release 
 
Initially all users will follow the rules, but still the problem persists and they don’t know the basic operation 
and how to overcome it . They have to avoid by cross checking whether the system accepts the rules or not 
and also the communication is carried out in specific IP address between the coordinator and Dispatcher 
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and GUI of  NCTUns-6.0  
4.1.1 Problem-1 
Choose the correct version of NCTUns that matches the kernel version of Fedora Linux. We have given in 
table, the latest version and their kernel numbers that should be matched. There are several versions of it 
currently it is NCTUNS 6.0 [kernel numbers 2.6.28.9 and 2.6.31.6, for Fedora 11 and 12] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.1.2 Problem-2 
Turning off SELinux temporarily 
For the operating system as a whole, there is two kinds of disabling:  
Permissive - switch the SELinux kernel into a mode where every operation is allowed. Operations that 
would be denied are allowed and a message is logged identifying that it would be denied. The mechanism 
that defines labels for files which are being created/changed is still active.  
Disabled - SELinux is completely switched off in the kernel. This allows all operations to be permitted, and 
also disables the process which decides what to label files & processes with.  
Disabling SELinux temporarily, if the problem you are experiencing is related to your SELinux settings. To 
turn it off, you will need to become the root users on your system and execute the following command:  
# echo 0 > /selinux/enforce 
This temporarily turns off SELinux until it is either re-enabled or the system is rebooted. To turn it back on 
you simply execute this command:  
# echo 1 > /selinux/enforce 
[root@Test ~]# cat /selinux/enforce 
1 [root@Test ~]# echo 0 >/selinux/enforce 
[root@Test ~]# cat /selinux/enforce 
0[root@Test ~]#  
[root@Test grub]# cd 
[root@Test ~]# cat /selinux/enforce 
1[root@Test ~]# selinux=0 
[root@Test ~]# cat /selinux/enforce 
1[root@Test ~]# echo 0 >/selinux/enforce 
[root@Test ~]# cat /selinux/enforce 
0[root@Test ~]# cat /selinux/enforce 
0[root@Test ~]# cat /selinux/enforce 
0[root@Test ~]# echo 1 >/selinux/enforce    
[root@Test ~]# cat /selinux/enforce 
1[root@Test ~]#echo 0 >/selinux/enforce   
[root@Test ~]# cat /selinux/enforce 
0[root@Test ~]# cat /selinux/enforce 
0[root@Test ~]# 
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As you can see from these commands what you are doing is setting the file /selinux/enforce to either '1' or 
'0' to denote 'true' and 'false'. 
 
 
 
 
 
 
 
 
 
 
Disabling SELinux could lead to problems if you want to re-enable it again later. When the system runs 
with file labelling disable it will create files with no label - which could cause problems if the system is 
booted into Enforcement mode 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.1.3 Problem-3 
How Do I Disable IPtables? 
First login as the root user. 
Next enter the following three commands to disable firewall. 
 # service iptables save 
 # service iptables stop 
 # chkconfig iptables off 
If you are using IPv6 firewall, enter: 
 # service ip6tables save 
[root@Test ~]# service iptables save 
iptables: Saving firewall rules to /etc/sysconfig/iptables:[  OK  ] 
[root@Test ~]# service iptables stop 
iptables: Flushing firewall rules: [ OK  ] 
iptables: Setting chains to policy ACCEPT: filter[OK] 
iptables: Unloading modules:[  OK  ] 
[root@Test ~]# chkconfig iptables off 
[root@Test ~]# service iptables status 
Table: filter 
Chain INPUT (policy ACCEPT) 
num  target  prot opt source               destination          
Chain FORWARD (policy ACCEPT) 
num  target  prot opt source               destination          
Chain OUTPUT (policy ACCEPT) 
num  target  prot opt source               destination   
Use the following procedure to disable the SELinux using the GUI. 
 Open the System menu of Fedora , By using mouse point to Administration and then click 
Security Level and Firewall to display the Security Level Configuration dialog box. 
 Then click the SELinux tab. 
 In the SELinux Setting select either Disabled, Enforcing or Permissive, and then click OK. 
 If you changed from Enabled to Disabled or vice versa, you need to restart the machine for the 
change to take effect. 
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 # service ip6tables stop 
 # chkconfig ip6tables off 
 
Communication SetUp: 
1. Disatcher Program is set to run: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. Coordinator Program is set to run 
 
 
 
 
 
 
[test@Test ~]$ ls 
[test@Test ~]$ cd /usr/local/nctuns/bin/ 
[test@Test bin]$ ls 
coordinator  dispatcher  nctunsclient.bin  nctunsse 
[test@Test bin]$ ./dispatcher 
Sorry!! dispatcher needs root's privilege to operate properly. 
Please switch to root to run dispatcher 
[test@Test bin]$ su root 
Password:  
[root@Test bin]# ./dispatcher 
Environment "NCTUNSHOME" not set 
[root@Test bin]# export NCTUNSHOME=/usr/local/nctuns/ 
[root@Test bin]# export NCTUNS_TOOLS=/usr/local/nctuns/tools 
[root@Test bin]# export NCTUNS_BIN=/usr/local/nctuns/bin 
[root@Test bin]# ./dispatcher 
ServerSocket listen to port:9810 
ServerSocket listen to port:9800 
(Active:0| fd:3)   (Active:1| fd:4)    
--->New Server 
Server accepted: 5 2 
(Active:0| fd:3)   (Active:1| fd:4)   (Active:2| fd:5)    
[From Server...] register|127.0.0.1|9830|9840|IDLE 
(Register Complete!) 
<ServerList>:127.0.0.1:FREE  
(Active:0| fd:3)   (Active:1| fd:4)   (Active:2| 
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[nctuns@Test ~]$ su root 
Password:  
[root@Test nctuns]# cd /usr/local/nctuns/bin/ 
[root@Test bin]# export NCTUNSHOME=/usr/local/nctuns 
[root@Test bin]# export NCTUNS_BIN=/usr/local/nctuns/bin 
[root@Test bin]# export NCTUNS_TOOLS=/usr/local/nctuns/tools 
[root@Test bin]# ls 
coordinator  nctunsclient      nctunsse     printPtr     sat.sim  sat.xtpl 
dispatcher   nctunsclient.bin  nctunsxterm  sat.results  sat.tpl 
[root@Test bin]# ./nctunsclient 
mkdir /root/.nctuns 
mkdir /root/.nctuns/etc 
mkdir /root/.nctuns/tmp 
Session management error: None of the authentication protocols specified are supported 
mkdir /usr/local/nctuns/bin/satdemo1.sim 
mkdir /usr/local/nctuns/bin/satdemo1.results 
[root@Test bin]#  
 
 
 
 
 
 
 
 
 
 
 
3. nctunsclient  program is set to run 
 
 
5. Conclusions and Future Works  
Thus Distributed Emulation can be carried out between real world applications with a simulator. Thus 
NCTUns-6.0 is a simulator based on kernel re-entering and distributed Emulation simulation methodology, 
with this methodology a more realistic network model can be simulated for real time applications. Here 
Coordinator is a Program that sets up communication between the GUI and Dispatcher in NCTUns-6.0 I, a 
network simulator running on Fedora-13. This paper presents problems faced in communication set up of 
Coordinator with  GUI and Dispatcher . This paper focuses on how to overcome the above problems and 
execute simulations in real time. This paper also deals with KDE, SELINUX, iptables, environment 
variables and X-server for NCTUns-6.0 simulation engine 
[test@Test ~]$ su root 
Password:  
[root@Test test]# cd /usr/local/nctuns/bin/ 
[root@Test bin]# export NCTUNSHOME=/usr/local/nctuns/ 
[root@Test bin]# export NCTUNS_BIN=/usr/local/nctuns/bin 
[root@Test bin]# export NCTUNS_TOOLS=/usr/local/nctuns/tools 
[root@Test bin]# ./coordinator 
/usr/local/nctuns//bin/ 
ServerSocket listen to port:9830 FD:4 
ServerSocket listen to port:9840 FD:5 
ServerSocket listen to port:9880 FD:6 
UnixDomainSocket Bind Path:/tmp/nctuns FD:7 
[To Dispatcher...] register|127.0.0.1|9830|9840|IDLE 
[From Dispatcher...] OK 
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