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Abstract
To describe a massive particle with fixed, but arbitrary, spin on d = 4 anti-de
Sitter space M4, we propose the point-particle model with configuration space
M6 = M4×S2, where the sphere S2 corresponds to the spin degrees of freedom.
The model possesses two gauge symmetries expressing strong conservation of
the phase-space counterparts of the second- and fourth-order Casimir operators
for so(3, 2). We prove that the requirement of energy to have a global positive
minimum Eo over the configuration space is equivalent to the relation Eo > s, s
being the particle’s spin, what presents the classical counterpart of the quantum
massive condition. States with the minimal energy are studied in detail. The
model is shown to be exactly solvable. It can be straightforwardly generalized
to describe a spinning particle on d-dimensional anti-de Sitter space Md, with
M2(d−1) = Md × S(d−2) the corresponding configuration space.
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1 Introduction
Not long ago, there were constructed twistor formulations for the massless Brink-
Schwarz superparticle in dimensions d = 3, 4, 6 and 10 [1,2] and later [3] for the
heterotic d = 10 Green-Schwarz superstring, which possess manifest invariance un-
der both target-space supersymmetry and a world-line (world-sheet) general covari-
ance supergroup and provide a geometric origion for Siegel’s κ-symmetry. A central
point in setting up these formulations was the use of bosonic twistor-like variables
parametrizing the sphere Sd−2 regarded as a homogeneous space of the d-dimensional
Lorentz group [4,5].
In a recent paper [6], we proposed the model for a massive particle of arbitrary
spin in d = 4 Minkowski space R3,1 as a Poincare´-invariant dynamical system on
R3,1 × S2, where S2 is the space of spin degrees of freedom. The model is based
on simple physical and geometrical principles. Its quantization leads to the unitary
massive representations of the Poincare´ group. The physical wave-functions for par-
ticles of all integer spins span the space of on-shell scalar fields on R3,1 × S2. For a
given spin, the wave-functions form an eigenspace of a relativistic spherical Laplacian.
Our model admits natural higher-dimensional and supersymmetric generalizations [7],
with Rd−1,1 × Sd−2 being the bosonic part of the configuration space.
The results of Refs. [1–3] and [6,7] indicate that extended space-times of the form
d-dimensional space-time ×Sd−2
deserve serious study. Their use may be relevant not only in the superstring context
but also for constructing a consistent theory of higher-spin fields. It is worth noting
that Rd−1,1 × Sd−2 is the minimal homogeneous space of the d-dimensional Poincare´
group, which contains the Minkowski space as a submanifold. In a curved space, on
the other hand, the local Lorentz group can be naturally identified with a localized
version of the conformal group of Sd−2. Manifolds of the above structure arise most
simply in the framework of a massless spinless dynamics [2]. Below we are going to
show the relevance of such manifolds for describing a massive spin dynamics in the
case of space-times with constant curvature.
In the present paper, we generalize the model of Ref. [6] to the case of d = 4 anti-
de Sitter (AdS) space and discuss higher-dimensional extensions. The AdS space is
known to be a maximally symmetric solution to the Einstein vacuum equations with
a negative cosmological term (see, e.g., [8]). There are three basic grounds in favour
of the AdS space as compared to the de Sitter space (positive cosmological constant).
(i) The symmetry algebra of the AdS space, so(3,2), has unitary representations with
bounded energy [9–11]. The positive-energy irreps, denoted D(Eo, s), are classified
by minimal energy and Eo and spin s, s = 0,
1
2
, 1, . . ., with Eo restricted by unitarity
as follows (in dimensionless units for energy):
Eo ≥ s + 1
2
, s = 0,
1
2
Eo ≥ s+ 1, s ≥ 1.
1
D(1
2
, 0) and D(1, 1
2
) correspond to the Dirac singletons [12], the irreps D(2, 0) and
D(s+1, s), for any s, describe massless particles [11,13]; finally, massive particles are
associated with the choice Eo > s + 1. (ii) Similarly to Minkowski space, the AdS
space can be supersymmetrized. It presents itself the even part of AdS superspace
[14,15] that originates as a maximally symmetric solution of the superfield dynamical
equatons in N = 1, d = 4 minimal supergravity with a cosmological term (see, e.g.,
[16,17]). (iii) This is the AdS space, neither flat nor de Sitter ones, that can arise as a
classical vacuum solution in consistent theories of higher-spin massless fields including
gravity [18,19].
To describe a spinning particle on the AdS space denoted below M4, we consider
manifoldM6 = M4×S2 as the configuration space. M6 turns out to be a coset space
of the AdS group, i.e. the symmetry group of M4. The chief dynamical principle
underlying our model is the requirement of strong conservation for classical phase-
space counterparts of the Casimir operators of the AdS group. This principle leads to
unique gauge-invariant action functional overM6. What is more, it implies automatic
fulfilment of the classical version Eo > s for the quantum massive condition Eo > s+1,
for s ≥ 1, which was postulated in Ref. [20] in the framework of a realization of
the AdS group as a curved phase space. Namely, by construction, the theory is
characterized by two parameters ∆1 and ∆2 which are the values of the second- and
fourth-order Casimir phase-space functions, respectively, and can be algebraically
reexpressed via some auxiliary parameters Eo and s. Then it turns out that, first,
the energy is positive definite over the phase space if and only if Eo ≥ s; second,
the energy possesses a global minimum when Eo > s. In the latter case, Eo is the
minimal value of the energy, while s coincides with the total angular momentum at
any phase-space point with the minimal energy. Therefore, the condition Eo > s
specifies massive spinning particles on the AdS space.
Another remarkable feature of the model is the fact that any physical observable,
i.e. a gauge-invariant scalar field over the phase space, proves to be a function of the
Hamilton generators of the AdS group only. As a result, the covariant quantization
of the model is equivalent to realizing the unitary massive representations of the AdS
group in function spaces over M6.
The paper is organized as follows. In section 2 we consider an AdS-covariant
parametrization of M6 shown to be a homogeneous space of the AdS group. In
section 3 the action functional of the model is derived, in an AdS-covariant way,
and its local invariances are discussed both in the first- and second-order approaches.
The main results of sections 2 and 3 can be easily extended to the cases of d = 3
and higher dimensions, with M2(d−1) = Md × Sd−2 being the configuration space,
where Md is a d-dimensional AdS space. In section 4 we investigate the conditions
under which the energy is positive definite over the phase space and possesses a global
positive minimum. Section 5 is devoted to the description of the model in terms of the
inner M6–geometry. Here we also consider some obstructions to a straightforward
generalization of our model to the case of arbitrary curved background. Dynamical
histories with the minimal energy are studied in section 7. In conclusion we discuss
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the results and some perspectives.
2 Covariant realization for the configuration space
We start with describing a covariant realization for the configuration space M6 =
M4 × S2, where M4 presents itself an ordinary anti-de Sitter space, S2 a two-
dimensional sphere. It is useful for us to treat M4 as a hyperboloid embedded into a
five-dimensional pseudo-Euclidean space R3,2, with coordinates yA, A = 5, 0, 1, 2, 3,
and defined by
ηABy
AyB = −r2 ηAB = diag(−−+++) (1)
R = −12r−2 is the curvature of the AdS space. M4 has the topology S1×R3 and, as a
consequence, possesses closed timelike geodesics. That is why the universal covering
space M˜4 of M4 is standardly chosen to be the genuine AdS space. However, for
studying the local physical properties, that we will be mainly interested in, one can
equally well make use of M4 as a model space. All our subsequent results are readily
extended to the case of M˜4.
Similarly to M4,M6 can be endowed with the structure of a homogeneous trans-
formation space for an AdS group chosen below to be the connected component of the
identity in O(3, 2) and denoted by SO↑(3, 2) (the elements of SO↑(3, 2) are specified
by the conditions that their diagonal 2 × 2 and 3 × 3 submatrices, numbering by
indices 5,0 and 1,2,3, respectively, have positive determinants). In order to explain
this statement, let us consider the tangent bundle T (M4) that will be parametrized
by 5-vector variables (yA, bA) under the constraints
yAyA = −r2 (2.a)
yAbA = 0. (2.b)
The latter requirement simply expresses the fact that bA∂/∂yA is a tangent vector to
the point y ∈ M4. Embedded into T (M4) is the O(3, 2)-invariant subbundle Tl(M4)
of non-zero lightlike tangent vectors
bAbA = 0 (3.a)
{bA} 6= 0. (3.b)
It turns out that M6 can be identified with the factor-space of Tl(M4) with respect
to the equivalence relation
bA ∼ λbA ∀λ ∈ R \ {0}. (4)
Really, there always exists a smooth mapping
G :M4 → SO↑(3, 2) (5)
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such that G(y) moves a point (y, b) at Tl(M4) to (y,b) having the form
yA = GAB(y)yB = (r, 0, 0, 0, 0) (6)
and
bA = GAB(y)bB = (0,ba) a = 0, 1, 2, 3 (7.a)
ηabb
abb = 0 (7.b)
{ba} 6= 0. (7.c)
For example, one can choose
G(y) =

y5
r
y0
r
− y
0
ρ
y5
ρ
...
... −
y1
r − y
2
r − y
3
r
0 0 0
. . . . . . . . . . . . . . . . . .
... . . . . . . . . . . . . . . . . . . . . .
− y
1y5
rρ − y
1y0
rρ
− y
2y5
rρ − y
2y0
rρ
− y
3y5
rρ − y
3y0
rρ
... δij +
yiyj
r(ρ+ r)

(8)
where
ρ =
√
(y5)2 + (y0)2 i, j = 1, 2, 3.
From Eq. (7) we see that the fiber {(y,b)} over y in Tl(M4) looks exactly like
the punctured light-cone in Minkowski space. The equivalence relation (4) proves to
reduce the light-cone to S2. Now, since the AdS group brings any equivalent points
to equivalent ones, we conclude that SO↑(3, 2) naturally acts on the factor-space
M4 × S2. Therefore, Eqs. (2–4) present an AdS-covariant realization of M6.
There exists some inherent arbitrariness in the choice of G defined by Eqs. (5)
and (6). Such a mapping can be equally well replaced by another one
G ′AB(y) = ΛAC(y)GCB(y) (9.a)
where Λ takes it values in the stability group of the marked point y
ΛAB(y)y
B = yA (9.b)
and has the general structure
Λ :M4 → SO↑(3, 2)
ΛAB(y) =

1
... 0
.
... . . . . . .
0
... Λab(y)
 Λab(y) ∈ SO↑(3, 1). (10)
4
The set of all smooth mappings (10) forms an infinite-dimensional group isomorphic
to a local Lorentz group of the AdS space. This group acts on T (M4) by the law
(y, b) −→ (y,G−1(y)Λ(y)G(y)b) (11)
G being a fixed solution of Eqs. (5), (6). As it is obvious, the local Lorentz group
naturally acts on M6.
For writing down the explicit action of SO↑(3, 2) on M6, it appears useful from
the very beginning to replace the AdS-covariant parametrization (yA, bA) of T (M4)
with a Lorentz-covariant one (yA,ba), where the 4-vector ba is related to bA as in Eq.
(7.a). Given a group element g ∈ SO↑(3, 2), it moves (y, b) to (gy, gb), hence (y,b)
to (gy,Λg(y)b), where
Λg(y) ≡ G(gy)gG−1(y) (12)
is a Lorentz transformation of the form (10). One readily finds
Λg1(y)Λg2(y) = Λg1g2(y) (13)
for arbitrary g1, g2 ∈ SO↑(3, 2). We thus arrive at a nonlinear representation of the
AdS group. Now, the problem simly reduces to making use of the known action of
the Lorentz group on the light-cone (7.a–c).
The covariant realization ofM6 described is based on the use of a lightlike vector
variable to parametrize S2. Another realization, which involves a constrained spinor
variable and appears to be most suited for constructing generalized AdS-coherent
states, will be given in a forthcoming publication [21].
3 Derivation of the action functional
We set about deriving the action functional of a point particle on M6. Our main
dynamical principle is the requirement of strong conservation for classical counterparts
of the Casimir operators of so(3, 2). Let us recall that these operators can be chosen
(see, for example, [11]) in the form
Ωˆ1 =
1
2
LˆABLˆAB (14.a)
Ωˆ2 = Wˆ
AWˆA (14.b)
where WˆA is the Pauli-Lubanski vector
WˆA =
1
8
εABCDELˆBCLˆDE (15)
LˆAB being the generators of so(3, 2).
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We start with an extended phase space parametrized by unconstrained coordinates
yA, bA and their canonical momenta pA, kA with respect to the standard Poisson
structure
{yA, pB} = {bA, kB} = δAB (16)
other brackets vanish. Obviously, the AdS group acts on the phase space by canonical
transformations. This action induces special representation of this group in the space
of smooth functions on the phase space. For an infinitesimal group transformation
δyA = θA By
B θA B = −θB A
the corresponding change of a phase-space function Φ(y, b, p, k) is given in terms of
the Poisson bracket as follows
δΦ =
1
2
θAB{JAB,Φ}
where the Hamilton generators read
JAB = pAyB + kAbB − (A↔ B). (17)
Next we introduce two sets of AdS invariant phase-space constraints: kinematical
T1 = y
2 + r2 (18.a)
T2 = (y, p) (18.b)
T3 = (y, b) (19.a)
T4 = (y, k) (19.b)
T5 = b
2 (20)
T6 = (b, k) (21)
and dynamical
−T7 = Ω1 −∆1 (22)
T8 = Ω2 −∆2. (23)
Here ∆1 and ∆2 are constant parameters. Evolution of the mechanical system is
postulated to develop on the full surface of constraints
TI ≈ 0 I = 1, . . . , 8. (24)
Let us shortly discuss the structure and physical origion of the constraints. The
kinematical constraints are introduced in order to define 6+6 dimensional phase space
over M6, while the dynamical ones lead to unique choice of the action functional.
The constraints T1, . . . , T4 determine the cotangent bundle of T (M
4), and T6 generates
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the equivalence relation (4). With respect to the Poisson bracket (16), the full set of
constraints is decomposed into two groups: second-class constraints T1, . . . , T4
1
2
{T1, T2} = {T3, T4} = −r2 (25)
and first-class constraints T5, . . . , T8. The constraints T1, . . . , T4 can be eliminated
by means of introducing local independent coordinates on M4. To keep the AdS-
covariance explicitly, however, we prefer to use the constrained variables. It is worth
noting that the constraints T2 and T4 can be treated as a particular gauge fixing
for the set of first-class constraints T1, T3, T5, . . . , T8. Our subsequent results could
be obtained without imposing T2 and T4, but the use of these constraints leads to
maximally simple expressions for the classical counterparts of the operators (14)
Ω1 ≈ −r2p2 Ω2 ≈ r2(b, p)2k2. (26)
Assuming the theory to be reparametrization invariant, the Hamiltonian is a linear
combination of the constraints and the first-order (Hamilton) action reads
S =
∫
dτ
(
pAy˙
A + kAb˙
A − 1
2
8∑
I=1
λITI
)
. (27)
Here τ is the evolution parameter, λ’s are Lagrange multipliers associated to the
constraints. The action can be readily brought to a second-order (Lagrange) form by
eliminating the momenta pA, kA and kinematical multipliers λ1, . . . , λ6 with the aid
of their equation of motion
δS
δpA
=
δS
δkA
=
δS
δλi
= 0 i = 1, . . . , 6. (28)
This leads to
S =
∫
dτL
L = 1
2e1
(y˙2 − ∆1
r2
e21) +
1
2e2
(( b˙2
(y˙, b)2
+
1
r2
)
e21 +
∆2
r2
e22
)
. (29)
Here e1 ≡ r2λ7, e2 ≡ r2λ8 and the variables yA and bA are restricted to satisfy the
holonomic constraints (18.a), (19.a) and (20).
The first-order action possesses four gauge invariances associated with the first-
class constraints T5, . . . , T8. After passing to the second-order action, there remain
only three gauge symmetries related to T6, T7 and T8. Each gauge transformation can
be represented as a combination of some reparametrization of the world line
δǫy
A = ǫy˙A, δǫb
A = ǫ b˙A, δǫei =
d
dτ
(ǫei) i = 1, 2 (30)
local b-rescaling
δµb
A = µ bA, δµy
A = δµei = 0 (31)
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and reparametrization-like transformation of the form
δνy
A = νpA, δνb
A =
ν
r2
(y˙, b)
e1
yA, δνe1 = ν˙, δνe2 = 0 (32)
where
pA =
y˙A
e1
− e
2
1
e2(y˙, b)3
{b˙2 + 1
r2
(y˙, b)2}bA. (33)
Here ǫ, ν and µ are arbitrary, modulo boundary conditions, functions of τ .
It should be pointed out that all gauge symmetries (30–32) of the action (29)
remain intact in the case when yA and bA are considered to be d + 1 vectors in
Rd−1,2 subject to Eqs. (2,3). Therefore, we naturally obtain a model of a spinning
particle in d-dimensional AdS space Md. The gauge invariance (31) implies that the
configuration space of the model is Md × Sd−2.
4 Physical observables, energy and spin
The Hamilton generators (17) determine the transformation law of phase-space func-
tions under the action of the AdS group. On the other hand, they generate the total
set of physical observables of the system. A phase-space function F is said to be a
(strong) physical observable if it commutes with the first-class constraints
{F , TI}DB = 0 I = 5, . . . , 8 (34)
with respect to the Dirac bracket related to the second-class constraints T1, . . . , T4:
{yA, yB}DB = {yA, bB}DB = {yA, kB}DB = {bA, bB}DB = {kA, kB}DB = 0
{pA, pB}DB = − 1
r2
JAB
{yA, pB}DB = {bA, kB}DB = ηAB + 1
r2
yAyB (35)
{bA, pB}DB = 1
r2
yAbB {kA, pB}DB = 1
r2
yAkB.
By direct analysis one can show that any physical observable is a function of the
Hamilton generators only
F = F(JAB) (36)
on the total surface of constraints. The same fact follows from more simple consid-
eration. Because of the presence of four second-class and four first-class constraints,
physical phase space is eight-dimensional. Hence it can be parametrized by 10 vari-
ables JAB subject to the constraints T7, T8. As a result, the Hamilton generators of
the AdS group completely specify gauge-invariant properties of the system.
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We turn now to more deep study of the constraints (22,23). It will be shown
that for special values of ∆1 and ∆2 the system is characterized by two physical
parameters: minimal positive energy Eo and spin s, energy E of the particle being
defined as follows
E ≡ J 05 = p0y5 − p5y0 + k0b5 − k5b0. (37)
Below we will assume ∆1 and ∆2 to be positive, what implies p
A is a timelike 5-vector
and kA is a spacelike one.
The fact that the energy (37) might be globally positive definite, on a connected
component of the constrained surface, lies mainly in the algebraic structure of the
AdS group. For recalling let us consider, for a moment, the model of a massive
spinless particle on the AdS space with the Lagrangian
L = 1
2e
(y˙2 − ∆
r2
e2) ∆ > 0 (38)
which is dynamically equivalent to our model in the case ∆2 = 0. Here the constrained
surface is given by
T1 = y2 + r2 T2 = (y, p) T3 = r2p2 +∆. (39)
and, as a topological space, consists of two connected components determined by the
AdS-covariant conditions
p0y5 − p5y0 > 0 (40.a)
p5y0 − p0y5 < 0. (40.b)
Really, having mutually orthogonal timelike 5-vectors p = (pA) and y = (yA) one can
construct an orthonormal 5-frame {hB}
hB = (h
A
B) (hB, hC) = ηBC
such that h5 =
1
r
y, h0 =
r√
∆
p. The matrix
h = (hA B)
belongs to O(3, 2), hence
|h5 5h0 0 − h5 0h0 5| ≥ 1. (41)
It is now obvious that sign of the energy
E = p0y5 − p5y0 (42)
is AdS-invariant as well as we have
|E| ≥
√
∆ (43)
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at any point of the constrained surface. Direct computation of E for the phase-space
domain (40.a) leads to the expression
E =
√
∆(
ρ
r
)2 + ρ2~p 2 − (~y, ~p)2 . (44)
Similarly to the spinless case, the constrained surface in our model involves two
connected components specified by the conditions (40). Let us analyse the function
of energy (37) for the points of the component (40.a). It is useful to express the
variables (p, b, k), parametrizing the fiber over some point y of the AdS space, via
those for the fiber over the marked point (6)
(p, b, k) = G−1(y)(p,b,k) (45)
G(y) is given by Eq. (8). We have
pA = (0,p0, ~p) p0 =
√
∆1
r2
+ ~p2
bA = (0,b0, ~b) |b0| = |~b| 6= 0 (46)
kA = (0,k0, ~k) k0 =
1
b0
(~b, ~k)
where we have accounted the constraints. The momenta p and p are related by the
rule
p5 = −y
0
ρ
p0 +
y5
rρ
(~y, ~p)
p0 =
y5
ρ
p0 +
y0
rρ
(~y, ~p) (47)
~p = ~p+
~y
r(ρ+ r)
(~y, ~p)
and similarly for the rest variables. Now, one readily finds
E = ρp0 − 1
r
b0(~y, ~w) (48)
where
~w = ~k− ~b(
~b, ~k)
~b2
. (49.a)
It is important that the 3-vector just introduced possesses the properties
(~w, ~b) = 0 ~w2 = k2 = k2. (49.b)
Then, further use of the constraints allows to get the following unequality∣∣∣∣1rb0(~y, ~w)
∣∣∣∣ ≤
√
∆2
∆1
|~y|(p0 + |~p|) (50)
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and hence
E ≥ ρp0 −
√
∆2
∆1
|~y|(p0 + |~p|). (51)
The expressions in both sides coincide under the conditions
~y ‖ ~w ~p ‖ ~b b0 > 0 (52.a)
and therefore
~y ⊥ ~b ~p ‖ ~b (52.b)
as a consequence of Eqs. (47), (49.b). Here we have used the fact that the energy is
invariant under the transformations b → λb, k → λ−1k, hence b0 can be chosen to
be positive.
Because of Eq. (51), the lower boundary of values of the energy E = E(y, p, b, k)
is given by the function
f(u, v) =
√
(r2 + u2)(
∆1
r2
+ v2)−
√
∆2
∆1
u
v +
√
∆1
r2
+ v2
 (53.a)
u = |~y| v = |~p| 0 ≤ u, v ≤ ∞. (53.b)
This function proves to be positive definite if and only if
2
√
∆2 ≤ ∆1. (54)
Thus the case ∆1 < 2
√
∆2 is unphysical, for the energy can take zero and negative
values, and should be ruled out from our consideration.
The choice
2
√
∆2 = ∆1 (55)
is very special, since the energy can sink down to zero in a limit of infinite |~y| and
|~p|. A similar situation takes place for the massless spinless particle (see Eq. (44)
with ∆ = 0); here the energy is positive definite but can approach zero for |~p| → 0.
Finally, the case
2
√
∆2 < ∆1 (56)
is characterized by the property
lim
u, v → +∞ f(u, v) = +∞. (57)
The same behaviour is characteristic of the massive spinless particle, in accordance
with Eq. (44). Thus we are tempted to treat the choices (55) and (56) to be char-
acteristic of massless and massive spinning particles, respectively. From now on, we
restrict ourselves to the consideration of the case (56).
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Introducing new parameters Eo and s defined by
E2o ≡
∆1
2
+
√(
∆1
2
)2
−∆2 s2 ≡ ∆1
2
−
√(
∆1
2
)2
−∆2 (58)
Eq. (56) is seen to be equivalent to the relation
s < Eo (59)
and the original parameters are expressed as follows
∆1 = E
2
o + s
2 (60.a)
∆2 = E
2
os
2. (60.b)
In the domain of non-zero u and v, f proves to possess the only extremal point
| ~y |= rs√
E2o − s2
(61.a)
| ~p |= s
2
r
√
E2o − s2
(61.b)
in which f is equal to Eo. Then, Eq. (57) and the obvious relations
Eo < f(0, v) Eo < f(u, 0) (62)
imply that Eo is the global minimum of the energy
E ≥ Eo. (63)
The global minimum is achieved in those points of the constrained surface which obey
the relations (52) and (61). In every such point, the Hamilton generators turn out to
have the form
J AB =

0 −Eo ... 0
Eo 0
... 0
. . . . . .
... . . .
0 0
... J ij

∑
i<j
(J ij)2 = s2 (64.a)
and the classical Pauli-Lubanski vector (15) reads
WA = (0, 0,W i) W i =
1
2
Eoε
ijkJ jk. (64.b)
Thus, the parameter s has the sence of the total angular momentum of a particle
with the minimal energy. That is why we can identify s with spin.
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It should be remarked that the massive spinning particle having the minimal
energy remains to stay at the finite distance (61.a) from the origion ~y = 0 and its
“3-momentum” has the constant non-zero value (61.b). The particle moves along
a circle, with center at the origion, that lies in the plane orthogonal to ~W (64.b).
This picture drastically differs from that for the massive spinless particle which gets
the minimum of the energy only when ~y = 0 and ~p = 0. In accordance with Eq.
(61), the dynamical behaviour of the spinning particle looks similar to that of the
spinless one only when Eo ≫ s. For Eo ≈ s, however, the spin effects become very
strong and cause the particle with E = Eo to be located far away from the origion.
Another important remark is that the conditions (61), characterizing the states with
the minimal energy, are invariant with respect to the gauge transformations induced
by the constraints.
5 Spinning particle and inner AdS-geometry
In this section, the model will be reformulated as a dynamical system on a curved
space. We start with resolving the second-class constraints (18,19) and the Dirac
bracket (35) via unconstrained variables on the cotangent bundle of T (M4) and re-
lated geometric objects. Then we describe the model in terms of inner coordinates
on M6.
Let xm, m=0,1,2,3, be local coordinates on the surface (1). The induced metric
ds2 = ηABdy
AdyB reads
ds2 = gmn(x)dx
mdxn (65)
gmn being a metric of constrant negative curvature R = −12/r2. Now the cotangent
bundle of T (M4) can be parametrized by unconstrained variables (xm,pa,ba,ka),
where p, b and k are defined by the rule (45), for G(y) a solution of Eqs. (5,6).
Obviously, p, b and k transform as 4-vectors with respect to the local Lorentz group
and as scalars under the general covariance group of M4. Associated with G(y) is a
vierbein em
a(x) of the metric that converts curved-space indices into flat-space ones.
Really, let us define
em
A ≡ GA B ∂y
B
∂xm
= −∂G
A
B
∂xm
yB = (0, em
a) (66)
where we have used the identity
G5 B = −1
r
yB. (67)
Since G(y) belongs to O(3, 2), one readily gets the relations
gmn = em
aen
bηab. (68)
13
By construction, the functions x(y) and G(y) are defined only on the AdS hyper-
boloid. They can be uniquely extended onto the subspace of R3,2 [13]
W = {y ∈ R3,2, y2 < 0} (69)
if one restricts them to have zeroth order of homogeneity in y
∂xm
∂yC
yC = 0
∂GA B
∂yC
yC = 0. (70)
Thus the variables xm and σ, σ ≡ (−yAyA)−1/2, can be chosen to parametrize W
instead of yA (note, σ commutes with any phase-space function with respect to the
Dirac bracket (35)). Introducing
eA
m ≡ ∂x
m
∂yB
(G−1)B A = (0, ea m) (71)
one finds
ea
mem
b = δba (72)
therefore ea
m(x) is the inverse vierbein.
Another geometric object, the torsion-free spin connection ωmab(x), defined by
ωmab = −ωmba Tmna = ∂nema − ∂mena + ωna bemb − ωma benb = 0
can be represented in the form
ωm
a
b = GaC
∂(G−1)Cb
∂xm
. (73)
Let us pass from pa to new variables pm defined as follows
pa = ea
mpm pm = pm − 1
2
ωmcdMcd (74)
where
Mcd = kcbd − kdbc. (75)
It is now an instructive exercise to verify, with the help of Eqs. (66–73), that the
Dirac brackets (35) are equivalent to the canonical commutation relations for the
variables xm, pn, b
a and kb :
{xm, pn}DB = δmn {ba,kb}DB = δab (76)
the other brackets vanish. Eq. (75) defines the Hamilton generators of the Lorentz
transformations acting on ba and kb and leaving x
m and pn inert. In the phase-space
variables inroduced, the second class constraints are completely eliminated and we
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rest with the first-class constraints (20–21). Finally, the Lagrangian (29) takes the
form
L = 1
2e1
(gmnx˙
mx˙n − ∆1
r2
e21) +
1
2e2
( •
b
a
•
ba
(x˙mem cbc)2
e21 +
∆2
r2
e22
)
(77)
where •
b
a = b˙a + x˙mωm
a
cb
c (78)
is the Lorentz-covariant derivative of ba along the world-line. Here ba is constrained
to be a lightlike 4-vector.
The above Lagrangian is a minimal curved-space extension of that recently pro-
posed in Ref. [6] for the massive spinning particle in Minkowski space:
Lflat = 1
2e1
(x˙ax˙a − (me21)) +
1
2e2
(
b˙ab˙a
(x˙cbc)2
e21 + (mse2)
2
)
. (79)
The action functional in Minkowski space possesses three types of local symmetries
which can be read off from Eqs. (30–33) by making obvious replacements and setting
r−2 = 0. The Lagrangian (77) is formally well-defined not only for the AdS space
but for arbitrary curved space-time. However, choosing in (77) em
a(x) to be the
vierbein of a space-time with non-constant curvature Rmnab, the action turns out to
be invariant only under the general coordinate transformations and local b-rescalings.
The existence of three local symmetries takes place if and only if the curvature of
space-time is constant. This can be seen as follows. The “covariant derivatives” (74)
satisfy the commutation relations
{pm,pn} = − 1
r2
em
aen
bMab (80)
in the AdS space and
{pm,pn} = 1
2
Rmn abMab (81)
in general case. For the constraints T7 and T8 (22,23,26) rewritten in the form
1
r2
T7 = g
mnpmpn +
∆1
r2
≈ 0 (82.a)
1
r2
T8 = (b
aea
mpm)
2kckc − ∆2
r2
≈ 0 (82.b)
Eqs. (76), (81) give
1
r4
{T7, T8} = 2(p,b)k2bapbRabcdMcd. (83)
The expression in the r.h.s of (83) vanishes on the surface of constraints T5, T6 if and
only if
Rabcd = 1
12
R(ηacηbd − ηadηbc)
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where the scalar curvature R is a constant, as a consequence of the Bianchi identities.
Therefore, the constraints T5, . . . , T8 can form a first-class algebra only in the case of
space-times with constant curvature.
Now, let us reformulate the model in terms of internal variables on M6. We
standardly cover S2 = C ∪ {∞}, considered as a one-dimensional complex manifold,
by two open patches U1 = C and U2 = C
∗∪{∞} parametrized by complex coordinates
z and ω, respectively, which are related in the overlap U1 ∩ U2 = C∗ by the rule
ω = −1/z.
The Lorentz group SO↑(3, 1) ∼= SL(2,C)/Z2 acts on S2 by fractional linear trans-
formations of the form
z′ =
az − b
−cz + d ‖N‖ = Nα
β =
(
a b
c d
)
∈ SL(2,C). (84)
This implies that the two-component objects
zα = (z)α = (1, z) α = 0, 1
ωα = (ω)
α = (1, ω) = −z−1 εαβzβ (85)
transform under the action of the Lorentz group (84) simultaneously as left Weyl
spinors and spinor fields on S2:
z′α =
(
∂z′
∂z
)1/2
zβ(N−1)β
α
ω′α =
(
∂ω′
∂ω
)1/2
(N)α
βωβ. (86)
Our two-component spinor notations and conventions coincide with those adopted in
[22], in particular, εαβ is the spinor metric.
The lightlike variable ba, entering the Lagrangian (77), can be parametrized as
follows
ba = ξaϕ(b) = ζaψ(b) (87)
where
ξa = (σa)αα˙z
αz¯α˙
ζa = (σa)αα˙ω
αω¯α˙ (88)
and
ψ(b) = |ω|2ϕ(b)
for some function ϕ(b). Here (σa)αα˙ are the Pauli matrices [22], z¯
α˙ and ω¯α˙ are the
complex conjugates of zα and ωα, respectively. Then, with the use of the identity
εαβ = zα∂zz
β − zβ∂zzα (89)
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the Lagrangian (77) can be rewritten in the form
L = 1
2e1
(gmnx˙
mx˙n − ∆1
r2
e21) +
1
2e2
(
4
•
|z| 2
(x˙mem aξa)2
e21 +
∆2
r2
e22
)
(90)
where
•
z= z˙ +
1
2
x˙mωmab(x)Σ
ab (91)
Σab = −(σab)αβzαzβ (92)
with σab the spin matrices [22]. Contrary to z˙,
•
z is changed homogeneously with
respect to the local Lorentz transformations.
The multipliers e1 and e2 can be eliminated with the aid of their equations of
motion. Then L turns into
L = −1
r
√√√√√−gmnx˙mx˙n
(
∆1 − 2
√
∆2
2r
•
|z|
|x˙mem aξa|
)
. (93)
The Lagrangian is well defined if the admissible values of particle’s velocity in the
internal space S2 are constrained on the manner
∆1 > 2
√
∆2
2r
•
|z|
|x˙mem aξa|
in addition to the causal restriction gmnx˙
mx˙n < 0 in the space-time.
6 Dynamical histories
We finally turn to the analysis of dynamical histories in the model. To completely
describe the mass shell, it is sufficient in fact to determine solutions of the dynamical
equations with the minimal energy. The trajectories with E > Eo can be simply
restored from those with E = Eo by applying all possible AdS-transformations.
The Hamiltonian action leading to the Lagrangian (77) reads
S =
∫
dτ
(
pmx˙
m + kab˙
a − 1
2
8∑
I=5
λITI
)
. (94)
where T5 = b
2, T6 = (b,k), and the constraints T7, T8 are given by Eqs. (82,74,75).
The corresponding equations of motion can be represented, with the aid of the con-
straints, in the form
x˙m − r2λ7pm −∆2λ8 b
m
(b,p)
= 0 (95.a)
•
p a − 1
2
Rabcdx˙mem bM cd = 0 (95.b)
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•
b
a − 1
2
λ6b
a − r2λ8(b,p)2ka = 0 (95.c)
•
k
a + λ5b
a +
1
2
λ6k
a +∆2λ8
pa
(b,p)
= 0. (95.d)
Here the covariant differentiation is defined by the rule (78), Rabcd is the curvature
tensor of the AdS space
Rabcd = − 1
r2
(ηacηbd − ηadηbc).
The equations of motion should be supplemented by the global restriction on Lagrange
multipliers
∆1λ7 > ∆2λ8 (96)
that guarantees the timelikeness of x˙m at any point of the world line.
The above action possesses four gauge symmetries related to the constraints.
Those associated with T5 and T6 can be fixed by imposing the following AdS-invariant
gauge conditions
(p,k) = 0 (97.a)
(p,b) = −1. (97.b)
Then on the mass shell, λ5 and λ6 are completely determined in the form
λ5 = −∆2
r2
(λ7 −∆1λ8) λ6 = 0. (98)
Importantly enough, Eq. (97.a) implies
k0 = 0 (99)
for any dynamical history with the minimal energy.
Let us now choose a useful coordinate system {xm} on M4 as follows
y5 = ρ cos(x0/r)
y0 = ρ sin(x0/r) (100)
~y = ~x.
Here 0 ≤ x0 < 2πr for M4 and −∞ < x0 < ∞ for the universal covering space of
M4. We also set G(y) up as in Eq. (8). Then the vierbein reads
em
a =

ρ
r
... 0
.
... . . . . . . . . . . . . .
0
... δij − xixj
ρ(ρ+ r)
 i, j = 1, 2, 3 (101)
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and the spin connection wabc = ea
mwmbc looks like
w0i0 = −w00i = xi
rρ
wi0j = 0
wijk =
1
r(ρ+ r)
(δijxk − δikxj) (102)
where i, j, k = 1, 2, 3.
For the trajectories with the minimal energy, the equations of motion are drasti-
cally simplified. The relations (52,98) and gauge conditions (97) imply that in this
case the only time-dependent functions to be determined are x0(τ), ~m(τ) and ~n(τ),
where
~m =
~y
|~y| =
~k
|~k| ~n =
~p
|~p| =
~b
|~b| (103)
It is natural here to recall that the 3-vectors ~m, ~n and ~W (64.b) form an orthonormal
set at each moment of time evolution, ~W being time-independent. With the use of
the expressions (101,102), we derive from (95) the following equations
x˙0
r
= Eo(λ7 − s2λ8) (104)
~˙m = s~n(λ7 − E2oλ8) (105.a)
~˙n = −s~m(λ7 − E2oλ8). (105.b)
It follows from Eq. (96) that the r.h.s in (104) is strictly positive at each point of
the world line
λ7 − s2λ8 > 0. (106)
Thus we are able to fix the gauge freedom associated with T7 by imposing the gauge
condition
x0 = rτ (107)
which relates the evolution parameter to the physical time. There is no physically
preferable way to fix the gauge freedom related to T8. The most elegant gauge con-
dition seems to be
λ8 = 0. (108)
Then on the mass shell, b is covariantly constant modulo local b-rescalings, in accor-
dance with (95.c), and strictly covariantly constant in the gauge (97). Choosing the
gauge conditions (107,108), the equations (105) take the form
~˙m =
s
Eo
~n ~˙n = − s
Eo
~m. (109)
In this gauge, the trajectories for s 6= 0 are in general globally defined only on the
universal covering space of M4. The same feature is known for the on-shell fields
describing free particles with spin on the AdS space [9,13].
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7 Conclusion
Let us give a brief overview of the results and some comments. In this paper we have
suggested the model for a spinning particle on d-dimensional anti-de Sitter space as
a mechanical system with the configuration space M2(d−1) = Md × Sd−2. In any
space-time dimensions, the model possesses two gauge symmetries. Their origion lies
in the fact that the phase-space counterparts of the second- and fourth-order Casimir
operators of so(d− 1, 2) are constrained to have constant values ∆1, ∆2 on the phase
space.
We have thoroughly studied the model in four dimensions. For ∆2 = 0 < ∆1,
our model is equivalent to the theory of a massive spinless particle (38). The case of
massive spinning particles is specified by the condition 0 < 2
√
∆2 < ∆1. Only under
the choice 0 ≤ 2√∆2 < ∆1, the energy proves to have a global positive minimum
Eo over the phase space, Eo given by Eq. (58). The last condition appears to be
equivalent to the relation Eo > s ≥ 0, where s (58) is the value of the total angular
momentum in any state with the minimal energy. Thus, s can be naturally identified
with the spin of the particle. It is worth noting that the inequality Eo > s has been
postulated in Ref. [20] to be the classical analogue of the quantum massive condition
Eo > s+ 1.
In summary, in d = 4 and for the restricted set of parameters 0 ≤ 2√∆2 < ∆1,
our model can be conceptually treated as a minimal and unified model of a massive
particle with fixed, but arbitrary, spin on the AdS space. The model is minimal,
because its configuration manifold has minimally possible dimension to describe the
evolution in space-time and spin dynamics. It is unified, since the configuration
space is spin-independent; the dynamics is specified by the choice of parameters ∆1,
∆2 entering the Lagrangian.
When 2
√
∆2 = ∆1, the energy remains positive over the phase space, but has no
global minimum and can approach zero in some limiting directions. This choice of
the parameters should correspond to massless particles. However, a simple counting
shows that for ∆2 > 0 the model has too many degrees of freedom to describe a true
massless dynamics. It is still unclear whether there exists a universal configuration
space for massless spinning particles or not.
As we have demonstrated in sec. 6, the dynamical equations of the model can
be readily integrated after specifying simple gauge conditions. But since the original
equations of motion (95) involve arbitrary functions λ5, . . . , λ8, which get fixed only
upon putting gauge conditions up, the explicit structure of dynamical trajectories is
gauge dependent and hence has no direct physical interest. Among gauge invariant
properties of the model are the conditions (61) that characterize the states with the
minimal energy. Eq. (61.a) leads to a rather unusual effect, from the point of view
of our flat-space intuition. It is seen that when Eo approaches its lower bounbary,
Eo ≈ s, the particle with E = Eo turns out to be located far away from the origion
~y = 0. Nevertheless, this result is very natural for the AdS universe and can be
explained similar to what have been said (see, for example, [11]) to demonstrate
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the statement that singleton are physically unobservable. Indeed, let us pass from
dimensionless units for energy to standard ones by redefining E → r−1E. Then the
relation Eo ≈ s turns into energy = r−1×angular momentum, r−2 being proportional
to the curvature of the AdS space and hence very small. Therefore, the particle moves
at distances of the same order as the “radius”of the AdS space.
Finally, let us shortly comment on quantization of the model. It has been argued,
in sec. 4, that every physical observable in the model is a function of the Hamil-
ton generators of so(3, 2). So, the covariant operatorial quantization of the model
reduces to constructing unitary, positive-energy representatios of so(3, 2), what has
been worked out in Ref. [10]. A non-trivial question, however, is how to construct
a coordinate realization for this (constrained) quantum mechanics, i.e. to realize the
massive, positive-energy AdS-representations in some function spaces over M6 with
an apropriate Hilbert space structure. In the case of flat space-time, the analogous
problem has been exhaustively studied in our previous paper [6] where all such real-
izations were classified. We intend to give a similar consideration for the AdS case in
a forthcoming publication [21].
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