Abstract. Genetic programming evolves Lisp-like programs rather than fixed size linear strings. This representational power combined with generality makes genetic programming an interesting tool for automatic programming and machine learning. One weakness is the enormous time required for evolving complex programs. In this paper we present a method for accelerating evolution speed of genetic programming by active selection of fitness cases during the run. In contrast to conventional genetic programming in which all the given training data are used repeatedly, the presented method evolves programs using only a subset of given data chosen incrementally at each generation. This method is applied to the evolution of collective behaviors for multiple robotic agents. Experimental evidence supports that evolving programs on an incrementally selected subset of fitness cases can significantly reduce the fitness evaluation time without sacrificing generalization accuracy of the evolved programs.
Introduction
Genetic programming (GP) is a method for finding the most fit computer programs by means of artificial evolution. A population of computer programs are generated at random. They are evolved to better programs using genetic operators. The ability of the program to solve the problem is measured as its fitness value.
The genetic programs are usually represented as trees. A genetic tree consists of elements from a function set and a terminal set. Function symbols appear as nonterminal nodes. Terminal symbols are used to denote actions taken by the program. Since Lisp S-expressions can be represented as trees, genetic programming can, in principle, evolve any Lisp programs. Due to this powerful expressiveness, GP provides an effective method for automatic programming and machine learning.
One difficulty in genetic programming is, however, that it requires enormous computational time. The time for evolution is proportional to the product of population size, generation number, and the data size needed for fitness eval-uation. Typical population size for GP ranges from a few hundreds to several thousands [4] . A typical run requires fifty to hundreds of generations. The data size depends on the application. Fitness evaluation takes the most of evolution time in GP since it requires programs to be executed against fitness cases.
In this paper we present two methods for reducing computational costs for genetic programming by evolving programs on a selected subset of given fitness cases. The idea of active data selection in supervised learning was originally introduced in 1991 by one of the authors for efficient training of neural networks [11, 7, 8] . Motivated by this work Gathercole et al. used training subsets for genetic programming [1, 2] . Our approach is different from that of Gathercole et al. in that we increase the training set incrementally as generation goes on, rather than using the same number of fitness cases. The effectiveness of the presented methods was tested on a multiagent learning problem in which a group of mobile agents are to transport together a large table to the goal position.
The paper is organized as follows. Section 2 describes the multiagent task. Section 3 presents the genetic programming approach with active data selection. Section 4 shows experimental results. Section 5 discusses the result.
Evolving Multiagent Strategies Using Genetic Programming
The table transport problem that will be used in our experiments is an example of multi-robot applications [9] . In an n × n grid world, a single table and four robotic agents are placed at random positions, as shown in Figure 1 . A specific location is designated as the destination. The goal of the robots is to transport the table to the destination in group motion. The robots need to move in herd since the table is too heavy and large to be transported by single robots. The robots activate A i 's in parallel to run a team trial. At the beginning of the trial, the robot locations are chosen at random in the arena. They have different positions and orientations. During a trial, each robot is are granted a total of S max elementary movements. The robot is allowed to stop in less than S max steps if it reaches the goal. At the end of the trial, each robot i gets a fitness value which was measured by summing the contributions from various factors.
The objective of a GP run is to find a multi-robot algorithm that, when executed by the robots in parallel, causes efficient table transport behavior in group. The terminal and function symbols used for GP to solve this problem are listed in Table 1 All the robots use the same control program. To evaluate the fitness of robots, we made a complete run of the program for one robot before the fitness of another is measured. The fitness value, f ij (g), of individual i at generation g against case j is computed by considering various penalty factors. These include the distance between the target and the robot, the number of steps moved by the robot, the number of collisions made by the robot, the distance between starting and final position of the robot, and the penalty for moving away from other robots. More details can be found elsewhere [9] .
The fitness, F i (g), of program i at generation g is measured as the average of its fitness values f ij (g) for the cases j in the training set:
where S is the number of fitness cases.
In the following section we present the active data selection method for genetic programming.
Genetic Programming with Incremental Data Selection
With each program is associated a small set of initial training cases of size n 0 , chosen from the base training set D (N ) of size N . Individuals are evolved by the usual genetic programming. In addition, the algorithm has an additional step, i.e. incremental data inheritance (IDI), in which data sets are evolved.
For the initial data population, a small subset of fitness cases, D(0), is chosen from the base training set D (N ) of size N :
After individuals are evolved by the usual evolutionary process (fitness evaluation, selection, and mating to generate offsprings), a portion of training set, ∆(g), is chosen from the previous candidate set C(g − 1)
where
. And it is mixed with the previous training set to make a new training set D(g) for the next generation
That is, the sequence of training sets for GP active is
where G is the number of maximum generation. We use a variant of uniform crossover to produce offspring data from their parent data. Two parent data sets, D i (g) and D j (g), are crossed to inherit their subsets to two offspring data sets, D i (g + 1) and D j (g + 1). In uniform data crossover, the data of parents' are mixed into a union set which are then redistributed to two offspring:
where the size of offspring data sets are equal to n g+1 = n g + λ, where λ ≥ 1 is the data increment size.
To ensure performance improvement, it is important to maintain the diversity of the training data as generation goes on. The diversity of data set D i (g) is measured by the ratio of distinctive examples:
where d i = 0 if the parents have the same data and d i = 1 if parents have no common training examples. To maintain the diversity, a portion ρ of the diversity factor d i is used to import examples from the base data set.
For example, assume that the current parents have data sets, D i (g) and D j (g), of size n g = 40 each and |D i+j (g)| = 60. Let the parameters be ρ = 0.3, λ = 3. Then, we need to generate two training sets of size n g+1 = n g + λ = 43 for the offspring (Figure 2 
Experimental Results
Experiments have been performed using the parameter values listed in Table  2 . The terminal set and function set consist of six primitives, respectively, as summarized in Table 1 . A total of 100 training cases were used for evolving the programs for standard GP runs. GP runs with active data selection used 10 + 3g examples out of the given data set, i.e. n 0 = 10, λ = 3, for fitness evaluation. For all methods, a total of 100 independent worlds were used for evaluating the generalization performance of evolved programs.
We compared the performance of the GP with active data selection to the GP with random data selection. Results are shown in Figure 3 . GPs with IDI and incremental random selection (IRS) achieved better than GP without active selection (GP standard). Figure 4 shows the fitness of three methods with repect to the total number of evaluations. Since the GP with active data selection uses variable data size, we calculated the number of evaluations at generation g by a product of the population size and the data size at generation g. The active GP methods achieved a speed-up factor of approximately two compared with that of the standard GP. The results are summarized in Table 3 . Though the GP with active data selection methods used a smaller set of fitness cases, its training and test performance were slightly better than those of the standard GP. Though further experiments are necessary for more definite conclusion, it seems that the active GP has a potential to evolve smaller programs than the standard GP since small data usually tends to require smaller programs. This seems interesting from the Occam's razor principle point of view [10, 6] . 
Conclusions
We have presented a method for accelerating evolution speed of genetic programming by selecting a subset of given fitness cases. Since the fitness evaluation step is a bottleneck in GP computing time, this method can make an essential contribution to improving the GP performance.
Experimental results have shown that by reducing the fitness cases the evolution speed of GP can be enhanced without loss of generality of the evolved programs. This is especially true for problem settings in which a large amount of fitness cases are available. In this case, the active data selection can exploit the redundancy in the data, while the standard GP blindly re-evaluates all the fitness cases.
