Abstract. The hypergeometric zeta function is defined in terms of the zeros of the Kummer function M (a, a + b; z). It is established that this function is an entire function of order 1. The classical factorization theorem of Hadamard gives an expression as an infinite product. This provides linear and quadratic recurrences for the hypergeometric zeta function. A family of associated polynomials is characterized as Appell polynomials and the underlying distribution is given explicitly in terms of the zeros of the associated hypergeometric function. These properties are also given a probabilistic interpretation in the framework of Beta distributions.
Introduction
The zeta function attached to a collection of non-zero complex numbers A = {a n = 0 : n ∈ N}, is defined by The most common choice of sequences A includes those coming from the zeros of a given function f :
(1.2) A(f ) = {z ∈ C : f (z) = 0} = {z n ∈ C : f (z n ) = 0, n ∈ N}, to produce the associated zeta function
The prototypical example is the classical Riemann zeta function
coming from (half of) the zeros A = {z n = n > 0} of the function f (z) = sin πz πz . The literature contains a variety of zeta functions ζ A and their study is concentrated in reproducing the basic properties of (1.4). For example ζ(s), originally defined in the half-plane Re s > 1, admits a meromorphic extension to the complex plane, with a single pole at s = 1. Moreover, the function ζ(s) admits special values (1.5) ζ(2n) = (−1) n+1 (2π)
where the Bernoulli numbers B n are defined by the generating function (1.6) t e t − 1 = ∞ n=0 B n t n n! , |t| < 2π.
Carlitz introduced in [5] coefficients β n by
β n x n n! and stated that nothing is known about them. Howard [15] used the notation A s = 1 2 β s , and in [16] he introduced the generalization A k,r by In the case b ∈ N, these numbers are the coefficients A k,r defined by Howard in (1.8) (with k = b and r = n). These numbers are discussed in Section 4. The function Φ 1,2 (z) recently appeared in [7] in the asymptotic expansion of n!. Indeed, it can be shown that the coefficients a k in the expansion
. K. Dilcher [10, 9] considered the zeta function ζ 
where {j a,n } are the zeros of J a (z)/z a , with J a (z) the Bessel function of the first kind
Papers considering ζ Bes,a include [2, 11, 14, 21] . A second example is the Airy-zeta function, defined by
where {a n } are the zeros of the Airy function
This is considered by R. Crandall [6] in the so-called quantum bouncer. Special values include the remarkable
A third example is the zeta function studied by A. Hassen and H. Nguyen [12, 13] . This is defined by the integral
The main results presented here include a relation among the Kummer function Φ a,b (z) and the hypergeometric zeta function ζ H a,b defined in (1.12) . This is
and it appears in Proposition 3.1. It is shown that the function ζ H a,b satisfies a couple of linear recurrence relations:
appearing in Theorem 3.2 and
established in Theorem 7.12, where B (a,b) n are the so-called hypergeometric Bernoulli numbers introduced in Section 7. The third recurrence is quadratic
This is given in Theorem 3.4. n extending the von Staudt-Clausen theorem for Bernoulli numbers. Section 6 introduces a probabilistic technique to approach these questions and Section 7 discusses a family of polynomials introduced by K. Dilcher and proposes a natural generalization.
This work provides linear identities linking three types of functions: the classical beta function, the hypergeometric Bernoulli polynomials and the hypergeometric zeta function. Explicitly, Theorem 3.2 gives a linear recurrence involving the beta function and the hypergeometric zeta function, Theorem 7.8 gives a linear recurrence involving the beta function (written as binomial coefficients) and the hypergeometric Bernoulli polynomials and, finally, Theorem 7.12 gives a relation between the hypergeometric Bernoulli numbers and the hypergeometric zeta function.
Notation. It is an unfortunate fact that many of the terms used in the present work are denoted by the letter B. The list below shows the symbols employed here. The function
defined in terms of the Kummer function M (a, b; z) is the main object considered in the present work. The function M (a, b; z) satisfies the differential equation
obtained from the standard hypergeometric equation
by scaling z → z/b, letting b → ∞ and replacing the parameter c by b.
The first result shows that the special case a = 1 gives the function considered by Howard [16] .
Proof. This follows directly from the expansion
The next property of Φ a,b (z) is a representation as an infinite product. The result comes from the classical Hadamard factorization theorem for entire functions. A preliminary lemma is given first.
Proof. This comes directly from formula
which is entry 13.3.15 on page 325 of [19] .
The next step is to analyze the factorization of the function Φ a,b (z). Recall that the order of an entire function h(z) is defined as the infimum of α ∈ R for which there exists a radius r 0 > 0 such that
The order of h(z) is denoted by ρ(h). See [4] for information on the order of entire functions. The main result used here is Hadamard's theorem stated below.
Assume h is an entire function of finite order ρ = ρ(h). Let {a n } be the collection of zeros of h repeated according to multiplicity. Then h admits the factorization
where g(z) is a polynomial of degree q ≤ ρ, p = ⌊ρ⌋ and m ≥ 0 is the order of the zero of h at the origin.
The next result establishes the order of Φ a,b (z).
is an entire function of order 1.
Proof. The ratio test shows that the function Φ a,b (z) is entire. Moreover
This proves ρ(h) ≤ 1.
To establish the opposite inequality, use the asymptotic behavior
, as z → ∞ (see [19] , page 323) to see that, for every 0 ≤ ε < 1 and z ∈ R,
Hence, for any given r 0 > 0, there is r > r 0 such that
This proves ρ(h) ≥ 1 and the proof is complete.
The factorization of Φ a,b (z) in terms of its zeros {z a,b;k } is discussed next. Section 13.9 of [19] states that if a and b = 0, −1, −2, · · · , then Φ a,b (z) has infinitely many complex zeros. Moreover, if a, b ≥ 0, then there are no real zeros. The growth of the large zeros of M (a, a + b; z) is given by
where n is a large positive integer, and the logarithm takes its principal value.
Theorem 2.6. The function Φ a,b (z) admits the factorization
Proof. Hadamard's theorem shows the existence of two constants A, B such that
Evaluating at z = 0, using Φ a,b (0) = 1, gives B = 0. To obtain the value of the parameter A, take the logarithmic derivative of (2.18) and use Lemma 2.3 to produce
Expanding both sides near z = 0 gives
This gives A = a/(a + b), completing the proof.
Corollary 2.7. The hypergeometric zeta function has the special value
.
Proof. Compare the coefficients of z in (2.20).
The next statement presents additional properties of the Kummer function which will be useful in the next section. It appears as entries 13.4.12 and 13.4.13 in [1] .
Lemma 2.8. The Kummer function satisfies
Recurrence for the hypergeometric zeta function
This section describes some recurrences for the values ζ 
where ψ(z) = 
Proof. The relation (2.22) gives
The fraction on the right-hand side is the logarithmic derivative of the product in Theorem 2.6. This yields
To establish the result, use the expansion
and expand the last term as the sum of a geometric series. Since min k {|z a,b;k |} = 0, this series has a positive radius of convergence.
The next result gives a linear recurrence for the hypergeometric zeta function. This involves the beta function
with values
Theorem 3.2. The hypergeometric zeta function satisfies the linear recurrence
Proof. Proposition 3.1 gives
Matching the coefficient of z p gives the identity This simplifies to produce the result. 
The initial condition given in (2.21) shows that, for p ∈ N, the value ζ 
The authors were unable to discern the patterns in ζ 
Proof. The function f (z) = Φ a,b+1 (z)/Φ a,b (z) satisfies the differential equation
This can be verified directly using the results of Lemma 2.8. Now use Theorem 3.1 to match the coefficients of z p and produce
which, after simplification, yields the result. 
The hypergeometric Bernoulli numbers
This section considers properties of the hypergeometric Bernoulli numbers B
n , defined by the relation
These are precisely the numbers A b,n studied by Howard [16] . This follows from Theorem 2.1 and (1.8). The special case b = 1 corresponds to the Bernoulli numbers.
The next result appears in [16] in the case b = 2. n are expressed in terms of the hypergeometric zeta function as
Proof. The product representation of Φ 1,b (z) given in Theorem 2.6 is
On the other hand, Theorem 2.1 gives
and logarithmic differentiation produces
The conclusion follows by comparing coefficients of powers of z. p.
Some arithmetical conjectures
In particular, the denominator of B 2n is even (actually always divisible by 6) and it is square-free. In the case of the hypergeometric Bernoulli numbers, computer experiments suggest an extension of these properties. Let 
A probabilistic approach
This section presents an interpretation of the Kummer function Φ a,b (z) as the expectation of a complex random variable. For a random variable R with a continuous distribution function r(x), the expectation operator is defined by
for the class of functions u for which the integral is finite. The techniques employed here were recently used in [3] to solve a problem proposed by D. Zeilberger related to the Narayana polynomials discussed in [18] . Definition 6.1. Let a, b > 0. The random variable B a,b is called beta distributed, or simply a beta random variable, if its distribution function is given by
Here B (a, b) is the beta function (3.6).
The integral representation [1, 13.2.1]
shows that Φ a,b (z) is the moment generating function of a beta random variable B a,b :
where E is the expectation operator.
This representation is used to construct a new random variable. Some preliminary discussion is given first.
A random variable Γ is said to be exponentially distributed if its distribution function is given by
The moment generating function of an exponentially distributed random variable Γ is (6.6) E e zΓ = 1 1 − z , for |z| < 1.
Note 6.2. The authors hope that not too much confusion will be created by using the symbol Γ for this kind of random variables. The choice of name is clear: if Γ is exponentially distributed, then
Consider a sequence {Γ k } k≥1 of independent identically distributed random variables, each with the same exponential distribution (6.5). Definition 6.3. Let {z a,b;k : k ∈ N} be the collection of zeros of the Kummer function Φ a,b (z). The complex-vaued random variable Z a,b is defined by
Some properties of Z a,b are given below. The main relation between Z a,b and the Kummer function Φ a,b (z) is stated first. .
For example, (6.14) shows that B a,b and Z a,b are conjugate.
Definition 6.9. Let X be a random variable. The moment generating function of X is
The sequence of cumulants κ X (n) is defined by
Example 6.10. The cumulant generating function for the B a,b distribution is
so the cumulants are
For a general random variable X, the moments EX n and its cumulants κ X (n) are related by
See [20] for details. In the special case of a random variable with a beta distribution, this gives
that is equivalent to the linear recurrence identity in Theorem 3.2.
The generalized Bernoulli polynomials
K. Dilcher introduced in [10] the generalized Bernoulli polynomials by
These polynomials are now interpreted as moments.
Theorem 7.1. The generalized Bernoulli polynomials are given by
Proof. This follows directly from Theorem 6.4.
Dilcher [10] used generating functions to provide the following recursion for these polynomials. 
A probabilistic proof is presented next. A preliminary result is stated first.
Lemma 7.3. Let B a,b be a random variable with a beta distribution and g ∈ C 1 [0, 1]. Then, for a, b > 1,
For a = 1 and b > 1
Proof. A direct calculation shows
The result follows by simplification. The case a = 1 is straightforward.
The formula (7.5) can be extended directly to higher order derivatives.
To prove Dilcher's theorem, replace x by x + B 1,b and take the expectation with respect to B 1,b to see that Theorem 7.2 is equivalent to the identity
This is precisely the statement of Lemma 7.4 for g(x) = x k .
The expression for the polynomials B k (x) given in Theorem 7.1 provides a natural way to extend them to a two-parameter family. 
The next result appears, in the special case x = 0, as Proposition 2.1 in [10] .
The result gives a change of basis formula from B (x) = 1 and, for n ≥ 1,
Proof. Theorem 6.6, with f (x) = x n gives (7.12)
The binomial theorem now gives
The moments of the beta random variable B a,b are
The expression (7.13) is now expressed as and this is equivalent to the stated result.
The probabilistic approach presented here, provides a direct proof of a symmetry property established in [10] . It extends the classical relation B n (1 − x) = (−1) n B n (x) of the Bernoulli polynomials. Theorem 7.10. Let X and Y be conjugate random variables. Define the polynomials (7.17) P n (z) = E(z + X) n and Q n (z) = E(z + Y ) n .
Then P n and Q n satisfy the recurrences (7.18) P n+1 (z) − zP n (z) = n j=0 n j κ X (j + 1)P n−j (z) and (7.19) Q n+1 (z) − zQ n (z) = − n j=0 n j κ X (j + 1)Q n−j (z).
Proof. Let X 1 and X 2 be two independent random variables distributed as X and let
Theorem 3.3 in [8] shows that the cumulants satisfy The function f (z) may also be expressed as
The relation E(Y +X 2 ) j = δ j holds since X 2 and Y are conjugate random variables. This reduces the previous expression for f to (7.23) f (z) = EX 1 (X 1 + z) n − EX 1 P n (z).
This can be simplified using
The function f has been expressed as (7.24) f (z) = P n+1 (z) − (z + κ X (1))P n (z) using E(X) = κ X (1). The recurrence for P n comes by comparing (7.21) and (7.24). The second identity is obtained by replacing X and Y and remarking that κ X (p) = −κ Y (p) and E(X + Y ) = 0, since X and Y are conjugate random variables.
