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Abstract
We consider algebras in a modular tensor category C. If the trace pairing of an algebra A in C is non-
degenerate we associate to A a commutative algebra Z(A), called the full centre, in a doubled version of
the category C. We prove that two simple algebras with non-degenerate trace pairing are Morita-equivalent
if and only if their full centres are isomorphic as algebras. This result has an interesting interpretation in
two-dimensional rational conformal field theory; it implies that there cannot be several incompatible sets of
boundary conditions for a given bulk theory.
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1. Introduction and summary
It is well known that two Morita-equivalent rings have isomorphic centres (see e.g. [1, §21]).
The converse is in general not true, a counterexample is provided by the real numbers and the
quaternions. On the other hand, for simple algebras over C (or any algebraically closed field) the
converse holds trivially, since all such algebras are of the form Matn(C) and all have centre C.
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finite-dimensional C-vector spaces one allows for more general tensor categories. For example,
for the categories of integrable highest weight representations of the affine Lie algebras ŝl(2)k ,
k = 1,2, . . . , one finds an ADE-pattern for the Morita classes, see e.g. [32]. These representation
categories are in fact examples of so-called modular tensor categories, which are the class of
categories we are considering in this paper.
We call an algebra non-degenerate if the trace pairing (or rather the appropriate categorical
formulation thereof) is non-degenerate. We prove in this paper that two simple non-degenerate
algebras in a modular tensor category are Morita-equivalent if and only if they have isomorphic
‘full centres.’ The latter is a commutative algebra which is a generalisation of the centre of an
algebra over C, but which typically lives in a different category than the algebra itself.
Our motivation to study the relation between Morita classes of algebras and their centres
comes from two-dimensional conformal field theory. It has recently become clear that there is
a close relationship between rational CFT and non-degenerate algebras in modular tensor cate-
gories, both in the Euclidean and the Minkowski formulation of CFT, see e.g. [7,10,15,21,23,27].
In the Euclidean setting, the modular tensor category arises as the category of representations of
a vertex operator algebra with certain additional properties [14,15], which we will refer to as
‘rational.’ The non-degenerate algebra A then is an algebra of boundary fields [10], i.e. an open-
string vertex operator algebra [16]. It turns out that A and the rational vertex operator algebra
together uniquely determine a CFT [5,7,10]; however, to ensure its existence, some complex an-
alytic and convergence issues remain to be settled. As a consequence of the uniqueness, one can
obtain from A the algebra of bulk fields [7], i.e. a full field algebra [17]. An important question
then is if two non-Morita-equivalent open-string vertex operator algebras can give rise to the
same full field algebra, or – in more physical terms – if there may exist several incompatible sets
of boundary conditions for a given bulk CFT. Our result implies that for a CFT which is rational
(in the sense that its underlying vertex operator algebra is rational), this cannot happen.
Recall that an algebra in a tensor category C with associator αU,V,W and unit constraints
lU , rU is a triple A = (A,m,η) where A is an object of C, m (the multiplication) is a morphism
A ⊗ A → A such that m ◦ (m ⊗ idA) ◦ αA,A,A = m ◦ (idA ⊗ m), and η (the unit) is a morphism
1 → A such that m ◦ (idA ⊗ η) = idA ◦ rA and m ◦ (η ⊗ idA) = idA ◦ lA. We will only consider
unital algebras. In the following we will also assume that all tensor categories are strict to avoid
spelling out associators and unit constraints.
In the same way one defines left-, right-, and bimodules. For example, given two alge-
bras A and B , an A–B-bimodule is a triple X = (X,ρl, ρr) where ρl : A ⊗ X → X and
ρr : X ⊗ B → X are the representation morphisms; ρl obeys ρl ◦ (mA ⊗ idX) = ρl ◦ (idA ⊗ ρl)
and ρl ◦ (ηA ⊗ idX) = idX , and similar for ρr . Furthermore the left and right actions commute,
i.e. ρr ◦ (ρl ⊗ idB) = ρl ◦ (idA ⊗ ρr).
With the help of bimodules we can now define when an algebra is simple, namely when it
is simple as a bimodule over itself, and when two algebras A, B are Morita-equivalent, namely
when there exist an A–B-bimodule X and a B–A-bimodule Y such that X ⊗B Y ∼= A and Y ⊗A
X ∼= B as bimodules.
Let now C be a modular tensor category (see [34] and e.g. [3]), i.e. a semisimple C-linear
abelian ribbon category with End(1) = C id1, having a finite number of isomorphism classes of
simple objects and whose braiding obeys a certain non-degeneracy condition. (This definition
is slightly more restrictive than the original one in [34].) We will express morphisms in ribbon
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[5, Appendix A.1]. Given an algebra A we can define the morphism ΦA : A → A∨ as
ΦA = . (1.1)
As in [12] we call an algebra A non-degenerate iff ΦA is invertible (the definition still makes
sense in a tensor category with dualities). This generalises the condition that the trace pairing
a, b → tr(a · b) of a finite-dimensional algebra over a field is non-degenerate. We will list some
properties of non-degenerate algebras in Section 2.1 below.
Given an algebra A in C, the non-trivial braiding leads to two notions of centre, namely the
left centre Cl(A) and the right centre Cr(A) of A [8,32,35]. Denoting the braiding of C by
cU,V : U ⊗V → V ⊗U , the left centre is the largest subobject Cl(A) ιl−→ A such that m ◦ cA,A ◦
(ιl ⊗ idA) = m ◦ (ιl ⊗ idA) and the right centre the largest subobject Cr(A) ιr−→ A such that
m ◦ cA,A ◦ (idA ⊗ ιr ) = m ◦ (idA ⊗ ιr ). We will give a formulation of the left centre of a non-
degenerate algebra as the image of an idempotent in Section 2.3 below.
The final ingredient we need to state our main result is a doubled version of C, namely C  C˜.
Here the category C˜ is obtained from C by replacing braiding and twist with their inverses, and
the product C  C˜ is the completion with respect to direct sums of C × C˜ (where the objects are
pairs of objects in C and the Hom-spaces are tensor products of the two corresponding Hom-
spaces in C). C  C˜ is again a modular tensor category. In fact, there is a notion of a ‘centre’ Z
of a tensor category, and for a modular tensor category C one finds Z(C) ∼= C  C˜ [30].
Apart from the tensor unit, the category C C˜ contains another canonically given commutative
non-degenerate algebra, defined on the object R =⊕i∈I Ui × U∨i [8,19,30]. Here the (finite)
set I indexes a choice of representatives Ui of the isomorphism classes of simple objects in C.
The multiplication and further properties of R are given in Section 2.2.
For a non-degenerate algebra A in C we can now define the full centre Z(A) as the left centre
of the algebra (A × 1) ⊗ R in C  C˜ [6,7]; our convention for the tensor product of algebras
and some properties of the full centre will be discussed in Section 2.3. As opposed to the left
and right centres, the full centre is not a subobject of A, in fact it is not even an object of the
same category. On the other hand, one can recover Cl(A) and Cr(A) from Z(A) by applying
suitable projections. Furthermore, if C is the category Vectf (C) of finite-dimensional complex
vector spaces then also C  C˜ ∼= Vectf (C), and the notions of left, right and full centre coincide
and agree with the usual definition of the centre of an algebra over a field.
The full centre turns out to be a Morita-invariant notion and our main result is that it can be
used to distinguish Morita classes of non-degenerate algebras.
Theorem 1.1. Let C be a modular tensor category and let A, B be simple non-degenerate alge-
bras in C. Then the following two statements are equivalent.
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(ii) Z(A) and Z(B) are isomorphic as algebras.
Remark 1.2. (i) In the special case C = Vectf (C) a simple non-degenerate algebra is isomorphic
to the full matrix algebra Matn(C) for some n, and the full centre Z is just the usual centre, which
in the case of Matn(C) is C. The above theorem then just states that any two full matrix algebras
over C are Morita-equivalent.
(ii) An algebra is called haploid iff dim Hom(1,A) = 1 [13]. Denote by Cmax(C  C˜) the
set of isomorphism classes [B] of haploid commutative non-degenerate algebras B in C  C˜
which obey in addition dim(B) = Dim(C), where Dim(C) =∑i∈I dim(Ui)2. (It follows from
[24, Theorem 4.5] that this is the maximal dimension such an algebra can have.) Note that [R] ∈
Cmax(C  C˜), with R defined as above. Let further Msimp(C) be the set of Morita classes {A}
of simple non-degenerate algebras A in C. We will see in Remark 3.4(ii) that the assignment
z : {A} → [Z(A)] is a well-defined map from Msimp(C) to Cmax(C  C˜). For example, z({1}) =
[R]. Theorem 1.1 shows that z is injective. A result recently announced by Müger [31] shows
that z is also surjective. (An independent proof of surjectivity has subsequently appeared in [25,
Sect. 3.3].)
(iii) A closed two-dimensional topological field theory is the same as a commutative Frobe-
nius algebra B over C, see e.g. [22]. In the case that B is semisimple, the possible boundary
conditions for the theory defined by B can be classified by K0(B-mod) [28,29]. For a (rational)
two-dimensional conformal field theory the boundary conditions can be classified by K0(A-mod)
where A is a non-degenerate algebra in C, and C in turn is the representation category of a rational
vertex algebra V [10]. The algebra A comes from the boundary fields – i.e. from an open-string
vertex algebra over V – for one of the possible boundary conditions [10,16,20]. For the topolog-
ical theory, the category C is given by C = Vectf (C) and for B one can choose the centre of A.
(If A is not simple this choice is not unique, see [26] and [7, Remark 4.27].) For Vectf (C), A
and B=Z(A) are Morita-equivalent, and so K0 of A-mod and B-mod agree. In general one finds
that, for A a simple non-degenerate algebra in a modular tensor category C and B = Z(A) the
full centre,
#(isocl. of simple B-left modules in C  C˜) = #(isocl. of simple A–A-bimodules C).
This can be computed from [10, Theorem 5.18] together with the fact that Z(A) has a unique (up
to isomorphism) simple local left module, namely Z(A) itself. Thus in general, K0(B-mod) – the
Grothendieck group of the category of B-left modules in C C˜ – is related to defect lines (see [10,
Remark 5.19] and [9]), and its relevance for the classification of boundary conditions is special
to the topological case. Nonetheless, there is a connection between B and boundary conditions:
We will see in Section 4 that via the tensor functor T : C  C˜ → C one obtains an algebra T (B)
in C which is a direct sum of simple non-degenerate algebras, all of which are Morita-equivalent
to A. In fact (cf. Proposition 4.3 below) one has that K0(T (B)-mod) ∼= K0(A-mod)×n, where n
is the number of isomorphism classes of simple A-left modules in C.
The rest of the paper is organised as follows. In Section 2 we collect some results on non-
degenerate algebras and the full centre. Section 3 we prove that statement (i) in Theorem 1.1
implies (ii) and in Section 4 we prove the converse.
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2.1. Properties of non-degenerate algebras
Not all the properties discussed in this section require us to work with the full structure of
a modular tensor category and we therefore state them in the appropriate context. However, all
these properties do in particular hold for modular tensor categories.
Let C be a (strict) tensor category. In the same way that one defines an algebra in C one can
define a coalgebra A = (A,Δ,ε) where Δ : A → A⊗A and ε : A → 1 obey co-associativity and
the counit condition.
Definition 2.1. A Frobenius algebra A = (A,m,η,Δ, ε) is an algebra and a coalgebra such
that the coproduct is an intertwiner of A-bimodules, i.e. (idA ⊗ m) ◦ (Δ ⊗ idA) = Δ ⊗ m =
(m ⊗ idA) ◦ (idA ⊗ Δ).
We will use the following graphical representation for the morphisms of a Frobenius algebra,
m = , η = , Δ = , ε = . (2.1)
A Frobenius algebra A in a k-linear tensor category, for a field k, is called special iff m ◦ Δ =
ζ idA and ε ◦ η = ξ id1 for non-zero constants ζ , ξ ∈ k. If ζ = 1 we call A normalised-special.
A (strictly) sovereign tensor category is a tensor category equipped with a left and a right
duality which agrees on objects and morphisms (see e.g. [2,13] for more details). We will write
the dualities as
= dU : U∨ ⊗ U → 1, = d˜U : U ⊗ U∨ → 1,
= bU : 1 → U ⊗ U∨, = b˜U : 1 → U∨ ⊗ U (2.2)
(n.b., ‘b’ stands for birth and ‘d’ for death). Given these dualities one can define the left
and right traces of a morphism f : U → U as trl (f ) = dU ◦ (idU∨ ⊗ f ) ◦ b˜U and trr (f ) =
d˜U ◦ (f ⊗ idU∨) ◦ bU , as well as the left and right dimension of U , diml/r (U) = trl/r (idU). If
U ∼= U∨, then diml(U) = dimr (U) [13, Remark 3.6.3]. In a modular tensor category (and more
generally in a spherical category) the left and right traces and dimensions always coincide.
Let now C be a sovereign tensor category. A Frobenius algebra in C is symmetric iff
. (2.3)
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in (2.3) are in fact isomorphisms (see e.g. the proof of Lemma 3.7 in [10]), and so A ∼= A∨. We
will write dim(A) ≡ diml/r (A).
In a k-linear sovereign category with End(1) = kid1 we will identify diml/r (U) with the
corresponding element of k via trl/r (idU) = diml/r (U)id1. In this case one finds that for a
normalised-special symmetric Frobenius algebra one has ε ◦ η = dim(A)id1 [13, Section 3];
in particular, dim(A) = 0.
Definition 2.2. An algebra A in C is non-degenerate if the morphism ΦA in (1.1) is invertible.
The relation between non-degenerate algebras and Frobenius algebras is summarised in the
following lemma.
Lemma 2.3. Let C be a sovereign tensor category.
(i) Let A be a non-degenerate algebra in C. Taking Δ = (Φ−1A ⊗ m) ◦ (b˜A ⊗ idA) and ε =
η∨ ◦ΦA turns A into a symmetric Frobenius algebra which obeys m ◦Δ = idA and ε ◦ η =
dim(A).
(ii) Let A be a symmetric Frobenius algebra in C such that m ◦ Δ = idA. Then A is a non-
degenerate algebra.
(iii) Two non-degenerate algebras A and B are isomorphic as algebras if and only if they are
isomorphic as Frobenius algebras (with counit and coproduct as given in (i)).
(iv) If C is in addition k-linear with End(1) = kid1 and A is a non-degenerate algebra in C with
dim(A) = 0, then A is special.
This lemma can be proved by combining and adapting Lemmas 3.7, 3.11 and 3.12 of [10].
Part of the proof of (i) involves showing that ΦA in (1.1) is also equal to the morphism ob-
tained by ‘reflecting’ the graph along a vertical axis (cf. [10, Eq. (3.33)]), and that equally
Δ = (m ⊗ Φ−1A ) ◦ (bA ⊗ idA). In this sense, the Frobenius algebra structure on a non-degenerate
algebra does not involve any arbitrary choices.
Whenever we will consider a non-degenerate algebra as a Frobenius algebra we mean the
coproduct and counit given in part (i) of the above lemma.
In the setting we will work with below, C is a modular tensor category and one can con-
vince oneself that a simple non-degenerate algebra in C necessarily has dim(A) = 0, cf. [9,
Lemma 2.6]. In particular, a simple non-degenerate algebra is then always also normalised-
special symmetric Frobenius.
Let now C be an abelian sovereign tensor category. Let A be a non-degenerate algebra in C
and let M be a right A-module and N be a left A-module. The tensor product M ⊗A N can be
written as the image of the idempotent
P⊗A = . (2.4)
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rA ◦ eA = idM⊗AN and eA ◦ rA = P⊗A. One can convince oneself that rA : M ⊗ N → M ⊗A N
fulfils the universal property of the coequaliser of ρM ⊗ idN and idM ⊗ ρN .
2.2. Modular tensor categories
Let C be a modular tensor category. Recall from Section 1 that we chose representatives
{Ui | i ∈ I} for the isomorphism classes of simple objects. We also fix U0 = 1 and for an index
k ∈ I we define the index k¯ by Uk¯ ∼= U∨k . The numbers si,j ∈ C are defined via
si,j id1 = tr(cUi,Uj ◦ cUj ,Ui ). (2.5)
They obey si,j = sj,i and s0,i = dim(Ui), see e.g. [3, Section 3.1]. The non-degeneracy condition
on the braiding of a modular tensor category is that the |I|×|I|-matrix s should be invertible. In
fact,
∑
k∈I
sikskj = Dim(C)δi,j¯ (2.6)
(cf. [3, Theorem 3.1.7]), where as above Dim(C) =∑i∈I dim(Ui)2. In particular, Dim(C) = 0.
One can show (even in the weaker context of fusion categories over C) that Dim(C)  1 [4,
Theorem 2.3].
Let us fix a basis {λα(i,j)k}
Nkij
α=1 in Hom(Ui ⊗ Uj ,Uk) and the dual basis {Υ (i,j)kα }
Nkij
α=1 in
Hom(Uk,Ui ⊗ Uj). The duality of the bases means that λα(i,j)k ◦ Υ (i,j)kβ = δα,β idUk . We also
fix λ(0,i)i = λ(i,0)i = idUi . We denote the basis vectors graphically as follows:
λα(i,j)k = , Υ (i,j)kα = . (2.7)
As in Section 1 let R be the object in C  C˜ given by R = ⊕i∈I Ui × U∨i . We define a
unit morphism ηR : 1 × 1 → R to be the natural embedding and a multiplication morphism
mR : R ⊗ R → R as
mR =
⊕
i,j,k∈I
Nkij∑
α=1
× . (2.8)
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independent of the choice of bases. Using (2.8), one can compute ΦR (defined in (1.1)) explicitly,
resulting in ΦR = Dim(C)⊕i∈I fi × gi where fi : Ui → U ∨¯ı and gi : U∨i → U∨∨ı¯ are given by
fi =
(
λ1(i,ı¯)0 ⊗ idU ∨¯ı
) ◦ (idUi ⊗ bUı¯ ), gi = (δUı¯ ⊗ d˜Ui ) ◦ ((c−1Uı¯,Ui ◦ Υ (i,ı¯)01 )⊗ idU∨i ), (2.9)
and δU : U → U∨∨ is the isomorphism (d˜U ⊗ idU∨∨) ◦ (idU ⊗ bU∨). It follows from [30, Propo-
sition 4.1] (see also [8, Lemma 6.19] and [19, Theorem 5.2]) that the three morphisms ηR , mR
and ΦR give R the structure of haploid commutative non-degenerate algebra. Thus it is also
normalised-special symmetric Frobenius. (The algebra R can also be defined in more general
categories, see [8,30].)
2.3. Properties of the full centre
From hereon we will always take C to be a modular tensor category. Most of the constructions
in this section can be carried out in greater generality, see e.g. [8], but for the purpose of the proof
of Theorem 1.1 this will not be necessary.
An algebra A in a braided tensor category has a left centre and a right centre [32,35], both of
which are sub-algebras of A. We will only need the left centre. The following definition is the
one used in [8], which in our setting is equivalent to that of [32,35].
Definition 2.4. The left centre Cl(A) of a non-degenerate algebra A in C is the image of the
idempotent Pl(A) : A → A, where
Pl(A) = . (2.10)
That is, there are morphisms Cl(A)
ιl−→ A and A rl−→ Cl(A) such that rl ◦ ιl = idCl(A) and
ιl ◦ rl = Pl(A). This follows from Definition 2.31 and Remark 2.34 of [8]. (In [8] the algebra A
is assumed to be special, but the relevant proofs only use m ◦ Δ = idA, which is satisfied by a
non-degenerate algebra according to Lemma 2.3(i).) The proof of the following lemma can be
found in [8, Proposition 2.37].
Lemma 2.5. Let A be a non-degenerate algebra in a modular tensor category C.
(i) Cl(A) is a commutative symmetric Frobenius algebra.
(ii) If Cl(A) is simple and dim(Cl(A)) = 0, then Cl(A) is in addition special.
Given two algebras A and B we define a multiplication on the tensor product A ⊗ B as
mA⊗B = (mA ⊗mB) ◦ (idA ⊗ c−1A,B ⊗ idB) and a unit morphism as ηA⊗B = ηA ⊗ ηB . This turns
A ⊗ B into an algebra. Note that one can also define a different multiplication m′ by usingA⊗B
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for the opposed algebra, see [10, Remark 3.23]. We will always use mA⊗B .
For two coalgebras we similarly set ΔA⊗B = (idA ⊗ cA,B ⊗ idB) ◦ (ΔA ⊗ ΔB) and εA⊗B =
εA ⊗ εB . This turns A ⊗ B into a coalgebra. One easily checks that if A and B share any of
the properties non-degenerate, Frobenius, symmetric, special, then the property is inherited by
A ⊗ B . On the other hand, even if A and B are commutative, A ⊗ B is generally not.
For an object U of C denote by R(U) the object in C C˜ given by R(U) = (U ×1)⊗R. (R(·)
can be understood as the adjoint of the functor T mentioned in Remark 1.2(iii); more details can
be found in [25, Sect. 2.4].) If A is a non-degenerate algebra in C then A× 1 is a non-degenerate
algebra in C  C˜ and the above discussion gives a non-degenerate algebra structure on R(A).
Definition 2.6. (See [7, Definition 4.9].) The full centre Z(A) of A is defined to be Cl(R(A)).
Proposition 2.7. Let A be a non-degenerate algebra in a modular tensor category C.
(i) Z(A) is a commutative symmetric Frobenius algebra with dim(Z(A)) = d ·Dim(C) for some
integer d  1.
(ii) If A is simple then Z(A) is a haploid commutative non-degenerate algebra with
dim(Z(A)) = Dim(C). Furthermore, Z(A) is normalised-special.
Proof. The first statement in part (i) follows from Lemma 2.5(i) together with the above obser-
vation that R(A) is a non-degenerate algebra in C  C˜. For the statement about the dimension,
let Zij = dim Hom(Z(A),Ui × Uj ). By combining [6, Eq. (A.3)] (note that in [6] Z(A) has a
different meaning, namely the object given in Eq. (3.9) there) with Eq. (5.65) and Theorem 5.1
of [10] it follows that ∑k∈I Zikskj =∑l∈I silZlj . Using this we can compute
dim
(
Z(A)
)=∑
i,j
Zij dim(Ui)dim(Uj ) =
∑
i,j
s0iZij sj0 =
∑
j,k
Z0kskj sj0
=
∑
k
Z0kδk,0 Dim(C) = Z00 Dim(C). (2.11)
It follows from the equalities (A.2) in [6] that Z00 = dim HomA|A(A,A), where HomA|A(·, ·)
denotes the space of bimodule intertwiners. Since idA is a bimodule intertwiner we have Z00  1.
For (ii) note that in the present setting, A is simple iff it is absolutely simple, i.e. iff
HomA|A(A,A) = C idA, which is equivalent to Z00 = 1. Therefore, A is simple iff Z(A) is
haploid. Since by assumption in (ii), A is simple, (2.11) holds with Z00 = 1. Recall from above
that Dim(C) 1, so that altogether we see that Z(A) is simple (since it is haploid) and has non-
zero dimension. By Lemma 2.5(ii), Z(A) is then also special. We can rescale the coproduct (and
the counit) to make Z(A) normalised-special and it then follows from Lemma 2.3(ii) that Z(A)
is non-degenerate. 
L. Kong, I. Runkel / Advances in Mathematics 219 (2008) 1548–1576 15573. Morita equivalence implies isomorphic full centre
Let A, B be two non-degenerate algebras in a modular tensor category C. Given an A–B-
bimodule X define the morphism QX : R(B) → R(A) as
QX = . (3.1)
The morphism QX is closely related to the linear map DUVX defined in [12], but is slightly more
general as here we work with A–B-bimodules instead of A–A-bimodules.
Lemma 3.1. Let A,B,C be non-degenerate algebras in C, let X,X′ be A–B-bimodules and Y
a B–C-bimodule.
(i) If X ∼= X′ then QX = QX′ .
(ii) QA = Pl(R(A)), with Pl as defined in (2.10).
(iii) QX ◦ QY = QX⊗BY .
(iv) QX ◦ Pl(R(B)) = QX = Pl(R(A)) ◦ QX .
Proof. Part (i) is proved in the same way as the corresponding statement for DUVX , see [12,
Eq. (22)]. Namely, if f : X → X′ is an isomorphism of bimodules, one inserts the identity idX =
f−1 ◦ f anywhere on the X-loop in the pictorial representation (3.1) of QX . One then drags f
around the loop until it combines with f−1 to f ◦f−1 = idX′ . This results in the morphism QX′ .
The equality in (ii) can be seen by comparing the pictorial representations and using that R is
(in particular) commutative and normalised-special; it also follows from the proof of [8, Propo-
sition 3.14(i)].
Claim (iii) can be proved in the same way as [12, Lemma 2]. Part (iv) is then a consequence
of applying (i)–(iii) to X ⊗B B ∼= X ∼= A ⊗A X. 
Using QX we define a morphism DX : Z(B) = Cl((B × 1)⊗R) → Z(A) = Cl((A× 1)⊗R)
by composing with the corresponding embedding and restriction morphisms,
DX = rl ◦ QX ◦ ιl . (3.2)
As a direct consequence of Lemma 3.1 we have DX = DX′ for two isomorphic bimodules X
and X′, as well as, for X, Y as in Lemma 3.1,
DA = idZ(A), DX ◦ DY = DX⊗BY . (3.3)
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bimodule, such that dim(A), dim(B) and dim(X) are non-zero and the identities
= dim(X)
dim(A)
idA, = dim(X)dim(B) idB, (3.4)
and
= dim(A)
dim(X)
(3.5)
hold. Then φX := dim(X)dim(B)DX : Z(B) → Z(A) is an isomorphism of Frobenius algebras.
The precise form of the dimension-factors appearing in conditions (3.4) and (3.5) is not an
extra condition, but is in fact uniquely fixed. For example composing the first equation in (3.4)
with εA from the left and ηA from the right gives the first constant. Also note that X∨ is naturally
a B–A-bimodule, see e.g. [9, Section 2.1].
Proof of Lemma 3.2. (a) A ∼= X ⊗B X∨ as A–A-bimodules: We define two morphisms
f1 : A → X ⊗B X∨ and f2 : X ⊗B X∨ → A by
f1 = dim(A)dim(X)rB ◦
(
ρA ⊗ idX∨
) ◦ (idA ⊗ bX),
f2 = (idA ⊗ d˜X) ◦
(
idA ⊗ ρA ⊗ idX∨
) ◦ ((ΔA ◦ ηA) ⊗ eB). (3.6)
Notice first that both f1 and f2 are A–A-bimodule maps. It is easy to see that the condition (3.4)
implies f2 ◦ f1 = idA and the condition (3.5) implies f1 ◦ f2 = idX⊗BX∨ . Therefore, A ∼= X ⊗B
X∨ as bimodules and an isomorphism is given by f1.
(b) B ∼= X∨ ⊗A X as B–B-bimodules: This can be seen by a similar argument as used in (a).
(c) φX is an isomorphism: First note that taking the trace of (3.5) and using (3.4) results in the
identity
dim(X)2 = dim(A)dim(B). (3.7)
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φX∨ ◦ φX = dim(X)dim(A)
dim(X)
dim(B)
DX∨ ◦ DX = DX∨⊗AX = DB = idZ(B). (3.8)
In the same way one checks that φX ◦ φX∨ = idZ(A). Thus φX is an isomorphism.
(d) φX is an algebra map: The unit property φX ◦ ηZ(B) = ηZ(A) can be seen as follows,
dim(X)
dim(B)
= dim(X)
dim(B)
= . (3.9)
The compatibility with the multiplication, mZ(A) ◦ (φX ⊗ φX) = φX ◦ mZ(B), amounts to the
identities
(
dim(X)
dim(B)
)2
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(
dim(X)
dim(B)
)2
(2)= dim(X)
3
dim(B)2 dim(A)
(3)= dim(X)
dim(B)
.
(3.10)
The left-hand side is obtained by writing out the definitions of the various morphisms in
mZ(A) ◦ (φX ⊗ φX). In step (1) the two projectors ιl ◦ rl = Pl(R(A)) have been omitted us-
ing Lemma 3.1(ii, iv), and the uppermost multiplication morphism of A has been replaced by
a representation morphism of the bimodule X. In step (2) we used property (3.5). For step (3)
note that the B × 1-ribbon connecting X × 1 to itself can be rearranged (using that B is sym-
metric Frobenius, as well as the representation property) to the projector Pl(R(B)) which can
be omitted against ιl . Using the representation property on the remaining two B × 1-ribbons, as
well as (3.7), gives the right-hand side of (3.10). Replacing QX = QX ◦Pl(R(B)) = QX ◦ ιl ◦ rl
finally shows that the right-hand side is equal to φX ◦ mZ(B).
(e) φX is a coalgebra map: For this part of the statement, the coproduct and counit of Z(A)
and Z(B) have to be normalised as in the proof of [8, Proposition 2.37]. That is, while the
multiplication and unit on Z(A), say, is given by mZ(A) = rl ◦ mR(A) ◦ (ιl ⊗ ιl) and ηZ(A) =
rl ◦ ηR(A), for the coproduct and counit we choose
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ζ = dim(Z(A))
Dim(C)dim(A) . (3.11)
(That dim(Z(A)) = 0 follows from Proposition 2.7(i).) In this normalisation one has εZ(A) ◦
ηZ(A) = dim(Z(A)). That φX is a coalgebra map can now be verified similarly as in part (d) ex-
cept that at one point one needs the equality between the first and last morphism in the following
chain of equalities,
= = dim(A)
dim(X)
, (3.12)
where in the second step (3.5) is substituted. One also needs to use that dim(Z(A)) = dim(Z(B)),
which follows from part (c).
This completes the proof of the lemma. 
Lemma 3.3. Let A, B be simple non-degenerate algebras and X an A–B-bimodule, Y a B–A-
bimodule such that A ∼= X ⊗B Y and B ∼= Y ⊗A X as bimodules. Then
(i) Y ∼= X∨ as bimodules,
(ii) X is simple,
(iii) the assumptions in Lemma 3.2 hold.
Proof. That Y ∼= X∨ and that X is simple is proved in Lemma 3.4 of [9]. Since A, B , X, and Y
are all simple as bimodules, by [9, Lemma 2.6] their dimensions are non-zero. We also have
A ∼= X ⊗B X∨ and B ∼= X∨ ⊗A X as bimodules. Using this, property (3.5) follows as a special
case from [9, Eq. (4.8)]. Property (3.4) is proved in Lemma 4.1 of [9]. 
Proof of (i)⇒ (ii) in Theorem 1.1. By assumption the simple non-degenerate algebras A and B
are Morita-equivalent. Therefore there exists an A–B-bimodule X and a B–A-bimodule Y such
that A ∼= X ⊗B Y and B ∼= Y ⊗A X as bimodules. Lemma 3.3 ensures that the conditions of
Lemma 3.2 are met. Thus the morphism φX : Z(B) → Z(A) is an isomorphism of algebras. 
Remark 3.4. (i) If condition (i) in Theorem 1.1 is met then by Proposition 2.7, Z(A) and Z(B)
are non-degenerate algebras. The coalgebra structure on Z(A) and Z(B) defined in Lemma 2.3
is the same as the one used in (3.11). Lemma 2.3 also implies that Z(A) and Z(B) are even
isomorphic as Frobenius algebras.
(ii) Recall the definitions of Msimp(C) and Cmax(C C˜) from Remark 1.2(ii). The above proof
shows that the algebra-isomorphism class [Z(A)] is constant on Morita classes of simple non-
degenerate algebras A. From Proposition 2.7(ii) we know that Z(A) is a haploid commutative
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Morita class of A by {A} it follows that we get a well-defined map z : Msimp(C) → Cmax(C  C˜)
by setting z({A}) = [Z(A)], as announced in Remark 1.2(ii).
4. Isomorphic full centre implies Morita equivalence
4.1. The functor T
In this section we define a tensor functor T : C  C˜ → C for a braided tensor category C. For
concreteness, we will spell out associators and unit constraints explicitly. The monoidal structure
on C consists of the unit object 1 and the tensor-product bifunctor ⊗ : C × C → C, together with a
left unit isomorphism lU : 1⊗U → U , a right unit isomorphism rU : U ⊗1 → U for each U ∈ C,
and an associator αU,V,W : U ⊗ (V ⊗ W) → (U ⊗ V ) ⊗ W for any triple objects U,V,W ∈ C.
The bifunctor ⊗ can be naturally extended to a functor T : C C˜ → C. Namely, T (⊕Ni=1 Ui ×
Vi) = ⊕Ni=1 Ui ⊗ Vi for all Ui,Vi ∈ C and N ∈ N. Let ϕ0 : 1 → T (1 × 1) be l−11 . For
U,V,W,X ∈ C, notice that
T (U × V ) ⊗ T (W × X) = (U ⊗ V ) ⊗ (W ⊗ X),
T
(
(U × V ) ⊗ (W × X))= (U ⊗ W) ⊗ (V ⊗ X). (4.1)
We define ϕ2 : T (U × V ) ⊗ T (W × X) → T ((U × V ) ⊗ (W × X)) by
ϕ2 := αU,W,V⊗X ◦
(
idU ⊗ α−1W,V,X
) ◦ (idU ⊗ (c−1WV ⊗ idX)) ◦ (idU ⊗ αV,W,X) ◦ α−1U,V,W⊗X.
(4.2)
The above definition of ϕ2 can be naturally extended to a morphism T (M1) ⊗ T (M2) →
T (M1 ⊗ M2) for any pair of objects M1,M2 in C  C˜. We still denote the extended morphism
as ϕ2. (We hide the dependence of ϕ2 on M1,M2 in our notation for simplicity.) We have
Lemma 4.1. The functor T together with ϕ0 and ϕ2 is a tensor functor.
Note that T takes algebras to algebras (see for example [20, Proposition 3.7]) but in general
does not preserve commutativity. Explicitly, if (B,mB,ηB) is an algebra in C C˜, then the triple
(T (B),mT (B), ηT (B)), where
mT (B) := T (mB) ◦ ϕ2, ηT (B) := T (ηB) ◦ ϕ0, (4.3)
is an algebra in C.
4.2. The full centre transported to C and simple modules
Let now C again be a (strict) modular tensor category, and let A be a simple non-degenerate
algebra in C. As observed in Section 1, this implies in particular that dim(A) = 0. The category
of left A-modules is again semisimple and abelian [13, Propositions 5.1 and 5.24] with a finite
number of isomorphism classes of simple objects (this follows e.g. by combining the fact that C
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Let {Mκ | κ ∈ J } be a set of representatives of the isomorphism classes of simple left A-modules.
Lemma 4.2. Let A be a non-degenerate algebra in C and let M be a left A-module.
(i) M∨ ⊗A M is an algebra with unit eA ◦ b˜M and multiplication rA ◦ (idM∨ ⊗ d˜M ⊗ idM) ◦
(eA ⊗ eA).
(ii) M is simple if and only if M∨ ⊗A M is haploid.
Proof. Part (i) is a straightforward calculation, see e.g. [11, Eq. (2.48)]. Claim (ii) follows since
HomA(M,M) ∼= Hom(M∨ ⊗A M,1). The first space is one-dimensional iff M is simple, and the
second space is one-dimensional iff M∨ ⊗A M is haploid. 
We define two algebras CA and TA in C as follows,
CA = T
(
Z(A)
)
, TA =
⊕
κ∈J
M∨κ ⊗A Mκ. (4.4)
From the discussion in Section 4.1 we see that CA is naturally an algebra in C, and by Lemma 4.2
the same holds for TA. Note that CA is not necessarily commutative, even though Z(A) is.
Proposition 4.3. CA ∼= TA as algebras.
As an isomorphism between objects, rather than algebras, this statement can already be found
in the conformal field theory literature, see [33, Eq. (4.2)].
The proof of Proposition 4.3 needs a bit of preparation and will be given at the end of this
section. We start by recalling the definition of local morphisms in Hom(A ⊗ U,V ) from [10,
Section 5.3]. Define the morphism P lA(U) : A ⊗ U → A ⊗ U as
P lA(U) = . (4.5)
One verifies that P lA(U) is an idempotent, cf. [10, Lemma 5.2]. Note that the idempotent defining
the left centre can be written as Pl(A) = P lA(1). We set
Homloc(A ⊗ U,V ) =
{
f : A ⊗ U → V ∣∣ f ◦ P lA(U) = f }. (4.6)
The morphisms in Homloc(A ⊗ U,V ) are called local. Let {μiα} be a basis of Hom(A ⊗ Ui,Ui)
such that μiα is local for α = 1, . . . ,N loci and μiα ◦ P lA(Ui) = 0 for α > N loci . Let {μ¯iα} be the
basis of Hom(Ui,A ⊗ Ui) that is dual to μi in the sense that μi ◦ μ¯i = δα,β idU .α α β i
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sition 2.7(ii), Z(A) is haploid and so N loc0 = 1. Let us agree to choose the basis vector in
Homloc(A,1) to be μ01 = dim(A)−1εA, and consequently also μ¯01 = ηA.
Using these bases of local morphisms we can define numbers sAκ,iα and s˜
A
iα,κ as in [10, Sec-
tion 5.7],
sAκ,iα = , s˜Aiα,κ = , (4.7)
where κ ∈ J , i ∈ I and α = 1, . . . ,N loci . We have
∑
i∈I
N loci∑
α=1
sAκ,iαs˜
A
iα,λ = Dim(C)δκ,λ,
∑
κ∈J
s˜Aiα,κ s
A
κ,jβ = Dim(C)δi,j δα,β, (4.8)
where in the first equality κ,λ ∈ J and in the second equality i, j ∈ I have to be chosen such
that N loci > 0 and N
loc
j > 0. These equalities are proved in [10, Propositions 5.16 and 5.17].
They imply in particular that sA and s˜A are square matrices,
∑
i∈I N loci = |J |. We are now in a
position to prove the following lemma.
Lemma 4.4.
∑
κ∈J
dim(Mκ)
Dim(C) = δi,0εA. (4.9)
Proof. Denote the left-hand side of (4.9) by f and the morphism represented pictorially
by fκ , s.t. f = Dim(C)−1∑κ dim(Mκ)fκ . A calculation similar to the one needed to show that
P lA(Ui) is an idempotent shows that fκ ◦ P lA(Ui) = fκ . Thus also f ◦ P lA(Ui) = f and hence
f ∈ Homloc(A ⊗ Ui,Ui). We can therefore expand f in the basis μiα as f =
∑N loci
β=1 cβμ
i
β . To
determine the constants cβ we compose both sides with the dual basis element μ¯iα from the right.
This results in Dim(C)−1∑κ dim(Mκ)fκ ◦ μ¯iα = cαidUi . The constant cα can then be extracted
by taking the trace on both sides,
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∑
κ∈J
dim(Mκ) trUi
(
fκ ◦ μ¯iα
)
= dim(A)
dim(Ui)Dim(C)
∑
κ∈J
sAκ,01s˜
A
iα,κ = dim(A)δi,0δα,1, (4.10)
where in the second step we used that sAκ,01 = dim(Mκ)/dim(A) (recall the choice μ01 =
dim(A)−1εA) and trUi (fκ ◦ μ¯iα) = s˜Aiα,κ which follows by comparing the pictorial representa-
tions of the morphisms on either side. The third step is a consequence of the second equality
in (4.8). Substituting this result for cα back into f =∑N lociβ=1 cβμiβ then yields (4.9). 
We will also need the following identity.
Lemma 4.5.
∑
i∈I
dim(Ui) = δα,β Dim(C)dim(Mα) . (4.11)
Proof. Let {xkν } be a basis of HomA(Mα ⊗ Uk,Mβ) and let {x¯kν } be the basis of HomA(Mβ,
Mα ⊗Uk) dual to xkν in the sense that xkμ ◦ x¯kν = δμ,ν idMβ . For k = 0 and α = β there is only one
basis vector in each space, and we choose x01 = x¯01 = idMα .
Using the identity [9, Eq. (4.8)] (actually we need the ‘vertically reflected’ version) in the
special case of A–1-bimodules, we obtain
∑
i∈I
dim(Ui) =
∑
i,k,ν
dim(Ui)
dim(Uk)
dim(Mβ)
. (4.12)
Using further (4.9) in the special case A = 1 (or directly Eq. (3.1.19) in [3]) one finds that the
right-hand side of (4.12) is equal to
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k
dim(Uk)
dim(Mβ)
Dim(C)δk,0δα,β b˜Mα ◦ dMα , (4.13)
which in turn is equal to the right-hand side of (4.11). 
For ιl : Z(A) → R(A) and rl : R(A) → Z(A) the embedding and restriction morphisms of
the full centre as in Section 2.3, let
eC = T (ιl) : CA → T
(
R(A)
)
and rC = T (rl) : T
(
R(A)
)→ CA. (4.14)
Note that T (R(A)) =⊕i∈I A⊗Ui ⊗U∨i . Let further ei : CA → A⊗Ui ⊗U∨i and ri : A⊗Ui ⊗
U∨i → CA be given by the compositions
ei = CA eC↪→T
(
R(A)
)
A ⊗ Ui ⊗ U∨i and ri = A ⊗ Ui ⊗ U∨i ↪→ T
(
R(A)
) rCCA.
(4.15)
For TA =⊕κ∈J M∨κ ⊗A Mκ we define in the same way eκ : TA → M∨κ ⊗ Mκ and rκ : M∨κ ⊗
Mκ → TA to be the compositions
eκ = TAM∨κ ⊗A Mκ
eA
↪→M∨κ ⊗ Mκ and rκ = M∨κ ⊗ Mκ
rAM∨κ ⊗A Mκ ↪→ TA.
(4.16)
Using these ingredients we define two morphisms ϕ : CA → TA and ϕ¯ : TA → CA by
ϕ =
∑
i∈I
∑
κ∈J
and ϕ¯ =
∑
i∈I
∑
κ∈J
dim(Ui)dim(Mκ)
Dim(C) .
(4.17)
Lemma 4.6. ϕ ◦ ϕ¯ = idTA .
Proof. Let ciλ := dim(Ui)dim(Mλ)/Dim(C). Consider the equalities
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∑
i,κ,λ
ciλ
(2)=
∑
i,κ,λ
ciλ
(3)=
∑
i,κ,λ
ciλ
(4)=
∑
i,κ,λ
ciλ
(5)=
∑
κ,λ
δκ,λ . (4.18)
Step (1) amounts to the definition of ϕ and ϕ¯ and to the identity ei ◦ri = P lA(Ui)⊗ idU∨i . Steps (2)
and (3) show that the idempotent P lA(Ui) can be cancelled against rκ . To this end rκ is replaced
by rκ ◦ P⊗A and the multiplication morphism is moved to the Mκ -ribbon, as indicated. In doing
so one uses that A is symmetric Frobenius and that Mκ is a left A-module. In step (3) one uses
the representation property once more, as well as the fact that A is normalised-special. Step (4) is
just a deformation of the ribbon graph so that one can apply Lemma 4.5. This is done in step (5),
and after ‘straightening’ the Mκ -ribbons and using
∑
κ∈J rκ ◦ eκ = idTA , one finally obtains that
the right-hand side of (4.18) is equal to idTA . 
Lemma 4.7. ϕ¯ ◦ ϕ = idCA .
Proof. As in the proof of the previous lemma we set ciκ := dim(Ui)dim(Mκ)/Dim(C). Consider
the equalities
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(1)=
∑
i,j,κ
ciκ
(2)=
∑
i,j,κ
ciκ
(3)=
∑
i,j,κ
ciκ
(4)=
∑
i,j,l,κ,ν
dim(Ui)dim(Mκ)dim(Ul)
Dim(C)dim(Uj ) . (4.19)
Equality (1) follows by substituting the definitions of ϕ and ϕ¯, and using eκ ◦ rλ = δκ,λP⊗A.
The A-ribbon in the idempotent P⊗A can be rearranged to form the idempotent P lA(Ui) using
the representation property of Mκ and that A is symmetric Frobenius. This is done in step (2).
In step (3) one uses that ri ◦ (P lA(Ui) ⊗ idU∨i ) = ri , as well as the representation property of A
so that there is now only one A-ribbon attached to the Mκ -ribbon. In step (4) the Ui and Uj -
ribbons are replaced by a sum over Ul which amounts to the decomposition of the tensor product
U∨i ⊗ Uj ; the precise identity employed is [9, Eq. (4.8)] (or rather a vertically reflected version
thereof) for 1–1-bimodules. On the right-hand side of (4.19) one can now apply Lemma 4.4, and
after cancelling all the factors and using that
∑
i∈I ri ◦ ei = idCA one arrives at the statement of
the lemma. 
L. Kong, I. Runkel / Advances in Mathematics 219 (2008) 1548–1576 1569Proof of Proposition 4.3. Lemmas 4.6 and 4.7 imply that ϕ is an isomorphism. It remains to
check that it is an algebra map.
(a) eC is an algebra map: Recall the definition of eC and rC in (4.14). By definition, ηCA =
T (rl ◦ ηR(A)). We have
eC ◦ ηCA = T (ιl ◦ rl ◦ ηR(A)) = T (ηR(A)) = ηT (R(A)), (4.20)
where in the first step we used that T is a functor, in the second step we used [8, Lemma 3.10] to
omit the idempotent ιl ◦ rl , and the third step is just the definition of the unit of T (R(A)). For the
multiplication we have, again by definition, mCA := rC ◦ mT (R(A)) ◦ (eC ⊗ eC). Along the same
lines as in (4.20) one computes
eC ◦ mCA (1)= T (ιl) ◦ T (rl) ◦ T (mR(A)) ◦ ϕ2 ◦
(
T (ιl) ⊗ T (ιl)
)
(2)= T (ιl) ◦ T (rl) ◦ T (mR(A)) ◦ T (ιl ⊗ ιl) ◦ ϕ2 (3)= T
(
Pl
(
R(A)
) ◦ mR(A) ◦ (ιl ⊗ ιl)) ◦ ϕ2
(4)= T (mR(A) ◦ (ιl ⊗ ιl)) ◦ ϕ2 (5)= mT (R(A)) ◦ (eC ⊗ eC), (4.21)
where in the first step the definitions in (4.3) and (4.14) have been substituted, and in step (2)
we used that ϕ2 is a natural transformation, see Section 4.1. Step (4) is a consequence of [8,
Lemma 3.10]. In step (5) one reverses step (2) and substitutes the definition of eC .
(b) ϕ ◦ mCA = mTA ◦ (ϕ ⊗ ϕ): For ϕ ◦ mCA consider the equalities
ϕ ◦ mCA (1)=
∑
k,κ
(2)=
∑
i,j,k,κ,α
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∑
i,j,κ
. (4.22)
Here step (1) is the definition of ϕ. In step (2) we use part (a) of the proof showing that eC is an
algebra map, allowing us to replace the multiplication of CA by that of T (R(A)). In step (3) the
sum over k and α is carried out, joining the two Ui -ribbons and the two Uj -ribbons, see e.g. [10,
Eq. (2.31)]. For mTA ◦ (ϕ ⊗ ϕ) consider the equalities
mTA ◦ (ϕ ⊗ ϕ) (1)=
∑
μ,σ,κ,i,j
(2)=
∑
κ,i,j
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∑
κ,i,j
(4)=
∑
κ,i,j
.
(4.23)
The first equality follows again by substituting the definitions and step (2) follows from eμ ◦
rκ = δμ,κP⊗A. In step (3) we have first removed the idempotent marked ‘1’ by rearranging it to
become the idempotent P lA(Ui) sitting on top of the ei morphism, where it can be omitted. Then
the representation morphism marked ‘2’ is dragged to the right, and the representation property
as well as that A is symmetric Frobenius is used to move the A-ribbon along the projector.
In step (4), one now removes the remaining P⊗A idempotent as before by rearranging it to be
the idempotent P lA(Uj ) and omitting it against the ej morphism. One also uses once more the
representation property of Mκ . The result is easily seen to agree with the right-hand side of (4.22).
(c) ϕ ◦ ηCA = ηTA : This is an immediate consequence of combining ei ◦ ηCA = δi,0ηA ⊗ id1 ⊗
id1 with the definition of ϕ and using that ηTA =
∑
κ rκ ◦ b˜Mκ .
Altogether we established that ϕ (and hence also ϕ¯) is an isomorphism of unital algebras. 
In the special case that A = 1, the fact that ϕ is an algebra map already follows from the proof
of Theorem 5.19 in [21].
4.3. A surjection from T (Z(A)) to A
Let now A be a haploid non-degenerate algebra in C. (Thus A is in particular simple.) Recall
the definitions of CA in (4.4) and ei , ri in (4.15). Define the morphisms ι : CA → A and ι¯ : A →
CA as
ι =
∑
i∈I
(idA ⊗ d˜Ui ) ◦ ei and ι¯ =
∑
i∈I
dim(A)dim(Ui)
Dim(C) ri ◦ (idA ⊗ bUi ). (4.24)
As mentioned in Section 2.1, for simple non-degenerate A we automatically have dim(A) = 0.
Lemma 4.8. ι ◦ ι¯ = idA.
Proof. Let {xiα} be a basis of Hom(Ui,A) and let {x¯iα} be the basis of Hom(A,Ui) dual to xiα in
the sense that x¯iα ◦ xiβ = δα,β idUi . Since A is haploid, for i = 0 there is only one basis vector in
each space, and we choose x0 = ηA and x¯0 = dim(A)−1εA. We have1 1
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∑
i
dim(A)dim(Ui)
Dim(C) =
dim(A)
Dim(C)
∑
i,k,α
dim(Ui)
= dim(A)
∑
k,α
δk,0 . (4.25)
Since A is haploid, the last sum over α only contains one term, and by our convention on x01
and x¯01 the right-hand side is then just equal to idA. 
Lemma 4.9. ι is an algebra map.
Proof. We have
ι ◦ mCA (1)=
∑
i,j,k,α
(2)=
∑
i,j
(3)= mA ◦ (ι ⊗ ι). (4.26)
In the first step, as in the second step of (4.22) we use that eC is an algebra map to replace the
multiplication of CA by that of T (R(A)). In step (2) we carry out the sum over k,α (as in step (3)
of (4.22)), and equality (3) is then immediate by deforming the ribbons. For the unit we get, using
also (4.20),
ι ◦ ηCA =
∑
i∈I
(idA ⊗ d˜Ui ) ◦ ηT (R(A)) = ηA.  (4.27)
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The following proposition establishes that the Morita class of a simple non-degenerate algebra
always contains a haploid representative. This fact will be used in the proof of Theorem 1.1.
Proposition 4.10. Let A be a simple non-degenerate algebra in a modular tensor category.
(i) Given a left A-module M with dim(M) = 0, the algebra M∨ ⊗A M is simple, non-
degenerate, and Morita-equivalent to A.
(ii) A is Morita-equivalent to a haploid non-degenerate algebra.
Proof. (i) The algebra structure on B := M∨ ⊗A M was given in Lemma 4.2(i). As men-
tioned in Section 2.1 for simple non-degenerate A we automatically have dim(A) = 0. Thus
by Lemma 2.3(i, iv) A is simple normalised-special symmetric Frobenius, and we can apply [11,
Proposition 2.13] to conclude that also B is simple normalised-special symmetric Frobenius (this
uses dim(M) = 0). By Lemma 2.3(ii) B is then in particular simple and non-degenerate. That A
and B are Morita-equivalent follows from [11, Theorem 2.14].
(ii) Let M be a simple left A-module. Applying [9, Lemma 2.6] in the special case of A–1-
bimodules shows that dim(M) = 0. By part (i), M∨ ⊗A M is Morita-equivalent to A and by
Lemma 4.2(ii), M∨ ⊗A M is haploid. 
The proposition essentially also follows from [32, Section 3.3], which however works in a
slightly different setting. Note also that the above proof does not make use of the modularity (or
even the braiding) of C. We restrict our attention to the modular case because we want to avoid
changing the categorical framework repeatedly.
We have now gathered all the ingredients to complete the proof of Theorem 1.1.
Proof of (ii)⇒ (i) in Theorem 1.1. We are given two simple non-degenerate algebras A, B in C
such that Z(A) ∼= Z(B) as algebras. By Proposition 4.10(ii) we can find a haploid non-degenerate
algebra B ′ that is Morita-equivalent to B . To prove that A and B are Morita-equivalent it is
enough to show that A and B ′ are Morita-equivalent. In Section 3 we have established that (i) ⇒
(ii) in Theorem 1.1, and so Z(B) ∼= Z(B ′) as algebras. Without loss of generality we can thus
assume that B is haploid.
(a) A surjective algebra map from TA to B: Let f : Z(A) → Z(B) be an algebra isomorphism.
We define a map h : TA → B by the following composition of maps
h = TA ϕ¯−→ T
(
Z(A)
) T (f )−−−→ T (Z(B)) ι−→ B, (4.28)
where ϕ¯ was defined in (4.17) and ι in (4.24). By (the proof of) Proposition 4.3, ϕ¯ is an algebra
map, T (f ) is an algebra map since T is a tensor functor, and ι is an algebra map according to
Lemma 4.9. Thus h is an algebra map. Let h¯ := ϕ ◦ T (f−1) ◦ ι¯. Then by Lemmas 4.8 and 4.7,
we obtain h ◦ h¯ = idB . Thus h is also surjective.
Let jκ : M∨κ ⊗A Mκ → TA and πκ : TA → M∨κ ⊗A Mκ the embedding and projection for the
subobject M∨κ ⊗A Mκ of TA. Define S ⊂ J to consist of all κ such that h ◦ jκ = 0, and set
T ′A =
⊕
κ∈S M∨κ ⊗A Mκ . Let j ′ =
⊕
κ∈S jκ : T ′A → TA be the embedding of the subobject T ′A
into TA and π ′ : TA → T ′A the projection onto T ′A. Let h′ = h ◦ j ′, i.e. h′ is the restriction of h
to T ′ .A
1574 L. Kong, I. Runkel / Advances in Mathematics 219 (2008) 1548–1576(b) h′ is an algebra map: Note that j ′ obeys j ′ ◦mT ′A = mTA ◦ (j ′ ⊗ j ′). (However, for S = J
j ′ does not preserve the unit.) Since h is an algebra map it follows that also h′ ◦ mT ′A = mB ◦
(h′ ⊗ h′). It remains to verify that h′ preserves the unit. Note that ηT ′A = π ′ ◦ ηTA and hence
h′ ◦ ηT ′A = h ◦ j ′ ◦ π ′ ◦ ηTA =
∑
κ∈S
h ◦ jκ ◦ πκ ◦ ηTA =
∑
κ∈J
h ◦ jκ ◦ πκ ◦ ηTA
= h ◦ ηTA = ηB. (4.29)
(c) h′ is surjective: Suppose that f ◦h′ = 0 for some morphism f : B → U and some object U .
Then
f ◦ h =
∑
κ∈J
f ◦ h ◦ jκ ◦ πκ =
∑
κ∈S
f ◦ h ◦ jκ ◦ πκ
= f ◦ h ◦ j ′ ◦ π ′ = f ◦ h′ ◦ π ′ = 0. (4.30)
Since h is surjective, this implies that f = 0. Altogether we see that f ◦ h′ = 0 ⇒ f=0 and thus
also h′ is surjective.
(d) h′ is injective: Denote by mκ and ηκ the multiplication and unit of M∨κ ⊗A Mκ . Just as was
the case for j ′, the morphism jκ obeys jκ ◦ mκ = mTA ◦ (jκ ⊗ jκ). This implies that the kernel
of jκ will be a sub-bimodule of M∨κ ⊗A Mκ , seen as a bimodule over itself. The same holds for
the combination h′ ◦ jκ . But M∨κ ⊗A Mκ is simple, and hence h′ ◦ jκ is either injective or zero.
In particular, for κ ∈ S, h′ ◦ jκ is injective.
By assumption, B is haploid and there exist constants λκ ∈ C such that h′ ◦ jκ ◦ ηκ = λκηB .
Let U be an object in C and f : U → T ′A a morphism. Suppose that h′ ◦ f = 0. Then
h′ ◦ f = 0 (1)⇒ mB ◦ (λκηB ⊗ idB) ◦ h′ ◦ f = 0 (2)⇒mB ◦
(
(h′ ◦ jκ ◦ ηκ) ⊗ h′
) ◦ f = 0
(3)⇒ h′ ◦ mT ′A ◦
(
(jκ ◦ ηκ) ⊗ idT ′A
) ◦ f = 0 (4)⇒h′ ◦ jκ ◦ mκ ◦ (ηκ ⊗ πκ) ◦ f = 0
(5)⇒ h′ ◦ jκ ◦ πκ ◦ f = 0 (6)⇒πκ ◦ f = 0 for all κ ∈ S (7)⇒
∑
κ∈S
jκ ◦ πκ ◦ f = 0
(8)⇒ idT ′A ◦ f = 0. (4.31)
Step (1) follows from the unit property of B , in step (2) the above observation on the relation
between ηB and ηκ is substituted, and step (3) follows since h′ is an algebra map. To see implica-
tion (4) one observes that mT ′A ◦ (jκ ⊗ idT ′A) = jκ ◦mκ ◦ (id ⊗πκ), step (5) is the unit property of
M∨κ ⊗AMκ , and step (6) is implied by injectivity of h′ ◦jκ . Steps (7) and (8) are clear. Altogether,
h′ ◦ f = 0 implies f = 0, and hence h′ is injective.
(e) A and B are Morita-equivalent: Combining parts (b), (c) and (d) we see that h′ : T ′A → B
is a bijection of algebras. Since B is haploid, T ′A can only consist of one summand, i.e. |S| = 1.
Let κ be the unique element of S. Then h′ is a bijection of algebras between M∨κ ⊗A Mκ and B .
By Proposition 4.10(i), the algebra M∨κ ⊗A Mκ is Morita-equivalent to A and thus also B is
Morita-equivalent to A. 
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theories, Adv. Math. 171 (2002) 183–227, math.QA/0101219.
[25] L. Kong, I. Runkel, Cardy algebras and sewing constrains, I, arXiv:0807.3356 [math.OA].
[26] A.D. Lauda, H. Pfeiffer, Open–closed strings: Two-dimensional extended TQFTs and Frobenius algebras, Topology
Appl. 155 (2008) 623–666, math.AT/0510664.
[27] R. Longo, K.H. Rehren, Local fields in boundary conformal QFT, Rev. Math. Phys. 16 (2004) 909–960, math-
ph/0405067.
1576 L. Kong, I. Runkel / Advances in Mathematics 219 (2008) 1548–1576[28] G.W. Moore, Some comments on branes, G-flux, and K-theory, Internat. J. Modern Phys. A 16 (2001) 936–944,
hep-th/0012007.
[29] G.W. Moore, G. Segal, D-branes and K-theory in 2D topological field theory, hep-th/0609042.
[30] M. Müger, From subfactors to categories and topology II. The quantum double of tensor categories and subfactors,
J. Pure Appl. Algebra 180 (2003) 159–219, math.CT/0111205.
[31] M. Müger, Talk at workshop ‘Quantum Structures’, Leipzig, 28 June 2007, in preparation.
[32] V. Ostrik, Module categories, weak Hopf algebras and modular invariants, Transform. Groups 8 (2003) 177–206,
math.QA/0111139.
[33] A.N. Schellekens, Y.S. Stanev, Trace formulas for annuli, J. High Energy Phys. 0112 (2001) 012, hep-th/0108035.
[34] V.G. Turaev, Quantum Invariants of Knots and 3-Manifolds, de Gruyter, New York, 1994.
[35] F. Van Oystaeyen, Y.H. Zhang, The Brauer group of a braided monoidal category, J. Algebra 202 (1998) 96–128.
