Abstract. In this paper we present some extensions of the AilonRudnick Theorem, which says that if f, g ∈ C[T ], then gcd(f n − 1, g m − 1) is bounded for all n, m ≥ 1. More precisely, using a uniform bound for the number of torsion points on curves and results on the intersection of curves with algebraic subgroups of codimension at least 2, we present two such extensions in the univariate case. We also give two multivariate analogues of the Ailon-Rudnick Theorem based on Hilbert's irreducibility theorem and a result of Granville and Rudnick about torsion points on hypersurfaces.
1. Introduction 1.1. Motivation. Let a, b be multiplicatively independent positive integers and ε > 0. Bugeaud, Corvaja and Zannier [9] have proved that gcd (a n − 1, b n − 1) ≤ exp(εn)
as n tends to infinity. Corvaja and Zannier [10] have generalised this result and replaced a n , b n with multiplicatively independent S-units u, v ∈ Z.
In the function field case, Ailon and Rudnick [1, Theorem 1] proved that if f, g ∈ C[T ] are multiplicatively independent polynomials, then there exists h ∈ C[T ] such that (1.1) gcd(f n − 1, g n − 1) | h for all n ≥ 1. Examining their argument one can easily see that the same statement holds in a larger generality; namely there exists h ∈ C[T ] such that (1.2) gcd(f n − 1, g m − 1) | h for all n, m ≥ 1.
In the case of finite fields F q of characteristic p, Silverman [35] proves that even more restrictions on the polynomials f, g ∈ F q [T ] does not allow a similar conclusion as the result of [1] . In particular, Silverman proves that the analogue of (1.1) is false in a very strong sense: there exists a constant c(f, g; q), depending only on f , g and q, such that deg gcd(f n − 1, g n − 1) ≥ c(f, g; q)n for infinitely many n.
More results in positive characteristic are obtained in [13, 15] , as well as variants for elliptic divisibility sequences [36, 37] .
In this paper we present some extensions of the Ailon-Rudnick Theorem [1, Theorem 1] over C, both in the univariate and multivariate cases. Although the method of proof in the univariate case is similar to, or reduces to using, [1] , we find these extensions exciting and we hope they will be of independent interest. Moreover, as we explain below, in certain situation we reduce our problem to applying [1, Theorem 1] , however for this we need a uniform bound for (1.1) that depends only on the degree of the polynomials f and g.
Besides the generality of results, the new ingredients of the paper are employing results [5, 6, 7, 27] on the number of points on intersections of curves in the n-dimensional multiplicative torus G n m with algebraic subgroups. We also present two multivariate generalisations that are based on the use of Hilbert's irreducibility theorem [30] and a transformation using the Kronecker substitution to reduce the problem to the univariate case, as well as a result of Granville and Rudnick [20] about torsion points on hypersurfaces.
1.2. Conventions and notation. As usual, we denote C[X 1 , . . . , X ℓ ] the polynomial ring in ℓ variables and C(X 1 , . . . , X ℓ ) the field of rational functions F/G, F, G ∈ C[X 1 , . . . , X ℓ ]. When working with univariate polynomials we reserve the variable T . All polynomials in C[T ] are denoted with small letters f, g, . . ., and for polynomials in C[X 1 , . . . , X ℓ ] we use capital letters F, G, . . ..
Throughout the paper, for a univariate polynomial f ∈ C[T ], the notation d f will be used for the degree of f .
For a family of polynomials F 1 , . . . , F s ∈ C[X 1 , . . . , X ℓ ], we denote by Z(F 1 , . . . , F s ) their zero set in C m . Throughout the paper we assume that the greatest common divisor of two (or more) polynomials is monic, so it is well-defined.
We also define here the main concept of this paper. s and a ∈ C * such that
We present now in more details the main results of this paper.
1.3.
Our results: univariate case. Section 2 is dedicated to outlining the tools and results needed along the paper. In particular, in Section 2.1 we recall the result of [1, Theorem 1] and, using a uniform bound for the number of points on a curve with coordinates roots of unity due to Beukers and Smyth [5] , we derive in Lemma 2.2 a version of (1.2) that gives an upper bound on deg gcd(f n − 1, g m − 1) that depends only the degrees of f and g (rather than on the polynomials themselves).
Such a uniform bound is crucial for some of our main results presented below and proved in Section 3. In particular, our first extension of [1, Theorem 1], which is proved in Section 3.1, is based on this uniform bound.
. If f and g are multiplicatively independent in C(T ) * /C * , then for all n, m ≥ 1 we have
For the second extension of [1, Theorem 1], which is proved in Section 3.2, we apply the finiteness result of [7, 27] , see also [6] , for the number of points on the intersection of curves in G n m with algebraic subgroups, see Lemma 2.3. No uniform bounds are known so far for such finiteness results.
We recall that for a polynomial f ∈ C[T ], we denote by Z(f ) the set of zeros of f in C.
Then we have:
i. For all n 1 , . . . , n ℓ , ν 1 , . . . , ν k , m 1 , . . . , m r , µ 1 , . . . , µ s ≥ 0, there exists a polynomial h ∈ C[T ] such that
then there exists a finite set S and monoids L t ⊆ N ℓ+k+r+s , t ∈ S, such that the remaining set
is of positive asymptotic density and for any vector
we have
Although we prefer to keep the language of polynomials, one can easily see that Theorem 1.3 can be reformulated in terms of S-units in C[T ] and implies that for any set of S-units, there exists a polynomial h ∈ C[T ] such that for any multiplicatively independent S-units U, V we have
In particular, this extension of [1] is fully analogous to the aforementioned extension of [10] over [9] .
We also compare Theorem 1.3, which for multiplicatively independent S-units U, V , gives a uniform bound for deg gcd(U − 1, V − 1), while the result of Corvaja and Zannier [12, Corollary 2.3] gives
However, [12, Corollary 2.3] applies to more general situations. It is interesting to unify Theorems 1.2 and 1.3 and obtain a similar result for
. Similar ideas may work for this case however they require a uniform bound for the number of points on intersections of curves in G ℓ+r m with algebraic subgroups of dimension k ≤ ℓ + r − 2 in Lemma 2.3. We note that for ℓ = r = 1 this was possible due to the uniform bounds of [5] . However, no such bounds are available in the more general case that we need.
1.4.
Our results: multivariate case. For our first result in the multivariate case, we reduce the problem to the univariate case using Hilbert's irreducibility theorem (see Section 2.4), and to control the degree for such specialisation we also couple this approach with a transformation involving the Kronecker substitution. We obtain:
We note that if h 1 = h 2 = T − 1 as in [1, Theorem 1], then in Theorem 1.4 we need F, G to be just multiplicatively independent. Theorem 1.4 is proved in Section 3.3.
Another natural extension of [1, Theorem 1] to the multivariate case is related to the fact that the greatest common divisor of two univariate polynomials is given by their common zeros. Thus [1, Theorem 1] says that the number of common zeros of f n − 1 and g m − 1, for two polynomials f, g ∈ C[T ], is bounded by a constant depending only on f and g for all n, m ≥ 1, and Lemma 2.2 gives a uniform bound.
For positive integers ℓ, D ≥ 1, we denote
We now obtain the following result proved in Section 3.4. This multivariate generalisation is based on a result of Granville and Rudnick [20, Corollary 3.1] , which describes the structure of torsion points on hypersurfaces, see Lemma 2.5. We recall that by the prime number theorem, for an integer k ≥ 1,
We note that the bound on the number of algebraic subgroups that contain the points on H with coordinates roots of unity may also follow from [2, Theorem 1.1 and Lemma 2.6], which says that, for a hypersurface defined by H ∈ C[X 1 , . . . , X s ], s ≥ 2, of degree D, the number of maximal torsion cosets contained in H is at most
We also note that any argument that is based on the Bezout Theorem ultimately leads to bounds that depend on the exponents n 1 , . . . , n ℓ+1 , while the bounds of Theorem 1.5 depend only on the initial data.
We conclude the paper with comments on future work.
Preliminaries
2.1. The Ailon-Rudnick Theorem. The Ailon-Rudnick theorem is based on a well-known conjecture of Lang, proved by Ihara, Serre and Tate [23] , which says that a plane curve, which does not contain a translate of an algebraic subgroup of G 
Proof. The proof, except the explicit bound for the degree, is given in [1, Theorem 1] . To see the degree bound, we just apply Lemma 2.1.
Our curve is given in parametric form {(f (t), g(t)) : t ∈ C} and we need to find the degree of the implicit form H such that H(f (t), g(t)) = 0, t ∈ C. This is obtained using resultants, that is
which is a polynomial of degree deg g in X 1 and deg f in X 2 . Thus, the total degree of H is at most deg f + deg g.
Let H be an absolutely irreducible factor of H and assume that H(f (t), g(t)) = 0 for infinitely many t ∈ C. As H(f (T ), g(T )) is a univariate polynomial , we must have the identity H(f (T )), g(T )) = 0. Then, by Lemma 2.1 applied with the curve defined by the polynomial H, we obtain that H is of the form X
= ω, for some root of unity ω and integers n 1 , n 2 not both zero. This implies that f, g are multiplicatively dependent, which contradicts the hypothesis. Thus, there is no such absolutely irreducible divisor of H. One of the main tools in our paper is a result on the finiteness of the number of points on the intersection of a curve in G k m with algebraic subgroups of codimension at least 2, initially obtained in [6] for curves over Q, and later on extended over C, see [7, 27] and references therein. We present it in the following form.
Remark 2.4. As explained in [6] , the condition of Lemma 2.3 that the monomial X 
Torsion points on hypersurfaces.
Results regarding uniform bounds on the number of torsion points in subvarieties of G k m go back to work of Bombieri and Zannier [8] , Schlickewei [31] and Evertse [14] . For example, Evertse [14] , improving bounds of Schlickewei [31] , shows that the number of non-degenerate solutions in roots of unity to the equation
For our results we use the following result of Granville and Rudnick, see [20, Corollary 3 .1], which describes the structure of the algebraic subgroups that contain the roots of unity on a hypersurface. Although the statement of their result does not contain the bound for the degree or the number of the polynomials defining the algebraic subgroups, this follows directly from or is explicitly stated in their proof. Moreover, we recall this result only for the case of hypersurfaces, however their result holds for any algebraic variety.
degree D and with s(H) terms. There exists a finite list B of at most
where the product runs over all primes p ≤ s(H), such that if ξ ∈ H is a torsion point, then ξ ∈ ∪ B∈B W B , where
Proof. The proof is essentially given in [20, Corollary 3.1]. Indeed, each matrix B corresponds to a partition of the set {1, 2, . . . , s(H)}, and thus, the number of matrices B in the set B is given by the number of such partitions, which, by [4 
, Theorem 2.1], is at most N(H).
The number of rows n B of a matrix B ∈ B is not specified in [20, Corollary 3.1]. However, we can choose the largest linear independent set of these vectors b j , which is of cardinality at most k, and all other varieties of the form Z X
are defined by combinations of these vectors. Thus, we can consider n B ≤ k. Repeating some rows if necessary we can take n B = k which concludes the proof.
2.4.
Hilbertian fields and multiplicative independence. For the first multivariate generalisation of [1, Theorem 1] we need a result which says that given F 1 , . . . , F s ∈ C[X 1 , . . . , X ℓ ] that are multiplicatively independent in C(X 1 , . . . , X ℓ ) * /C * , there exists a specialisation (α 2 , . . . , α ℓ ) ∈ C ℓ−1 such that F i (X 1 , α 2 , . . . , α ℓ ), i = 1, . . . , s, are multiplicatively independent in C(X 1 ) * /C * (see Lemma
Furthermore, this also follows from previous work of Néron [28] (see also [32, Chapter 11] ), Silverman [33, Theorem C] and Masser [25] (see also [39, Notes to Chapter 1] where Masser's method is explained) on specialisations of finitely generated subgroups of abelian varieties. In particular, Masser's result [25] gives explicit bounds for the least degree of a hypersurface containing the set of exceptional points, that is, points that lead to multiplicative dependence, of bounded degree and height.
Although the above results are sufficient for our purpose, for the sake of completeness we now give a simple self-contained proof that follows directly from Hilbert's irreducibility theorem, see [30, Theorem 46] . Moreover, this proof does not appeal to the notion of height and applies to arbitrary Hilbertian field (see Definition 2.6 below), rather than to just finite extensions of Q. Definition 2.6. We say that a field K is Hilbertian if for any irreducible polynomials P 1 , . . . , P r ∈ K[X 1 , . . . , X ℓ ] over K there exists a specialisation (α 2 , . . . , α ℓ ) ∈ K ℓ−1 such that P i (X 1 , α 2 , . . . , α ℓ ), i = 1, . . . , r, are all irreducible over K.
In particular, by the famous Hilbert's irreducibility theorem, any finite extension of Q is a Hilbertian field. Furthermore, by [30, Theorem 49] every finitely generated infinite field and every finitely generated transcendental extension of an arbitrary field are Hilbertian.
We also need the following simple fact. 
* /K * , but there exist integers i 1 , . . . , i ℓ not all zero, such that
is , and thus we obtain a contradiction.
For the other implication, assume
and integers i 1 , . . . , i s not all zero. From here we get again that a = (F *
is (we note that if F k (0) = for some k, then we need to have i k = 0 as otherwise we get a = 0, which is a contradiction).
Thus we obtain again a contradiction with the fact that the polynomials
We note that the conclusion of Lemma 2.7 holds with any α ∈ K ℓ , that is, F 1 , . . . , F s ∈ K[X 1 , . . . , X ℓ ] are multiplicatively independent in K(X 1 , . . . , X ℓ ) * /K * if and only if
, . . . ,
are multiplicatively independent for any α ∈ K ℓ , where as before
The following result is easily derived from Lemma 2.7.
Lemma 2.8. Let K be a Hilbertian field and F 1 , . . . , F s ∈ K[X 1 , . . . , X ℓ ] multiplicatively independent polynomials in K(X 1 , . . . , X ℓ ) * /K * . Then, there exists a specialisation (α 2 , . . . , α ℓ ) ∈ K ℓ−1 such that the polynomials F i (X 1 , α 2 , . . . , α ℓ ), i = 1, . . . , s, are multiplicatively independent in K(X 1 ) * /K * .
Proof. By Lemma 2.7 the polynomials F 1 , . . . , F s are multiplicatively independent in K(X 1 , . . . , X ℓ ) * /K * if and only if
, . . . , We denote
, i = 1, . . . , s. Let P 1 , . . . , P r ∈ K[X 1 , . . . , X ℓ ] be the distinct irreducible factors of G 1 , . . . , G s , that is, we have the factorisation
r , i = 1, . . . , s. We note that the polynomials G 1 , . . . , G s being multiplicatively independent is equivalent with the matrix (e i,j ) 1≤i≤s 1≤j≤r having full rank.
Since K is Hilbertian, there exists a specialisation (α 2 , . . . , α ℓ ) ∈ K ℓ−1 such that P j (X 1 , α 2 , . . . , α ℓ ), j = 1, . . . , r, are all irreducible over K and for i = 1, . . . , s, we have the factorisation
If the polynomials G i (X 1 , α 2 , . . . , α ℓ ), i = 1, . . . , s, are multiplicative dependent over K, then there exist integers ℓ 1 , . . . , ℓ s , not all zero such that
This is equivalent to the fact that the matrix (e i,j ) 1≤i≤r 1≤j≤s does not have full rank, which contradicts the fact that the initial polynomials
Recalling the definition of the polynomials G i , i = 1, . . . , s, and applying again Lemma 2.7, we get that the polynomials F i (X 1 , α 2 , . . . , α ℓ ), i = 1, . . . , s, are multiplicatively independent in K(X 1 ) * /K * , which concludes the proof.
Multiplicities of zeroes.
To prove Theorem 1.3 we need a uniform bound for the multiplicities of zeros of polynomials of the form f
We present such a result below, as well as deduce as a consequence a similar uniform bound for rational functions, which we hope to be of independent interest.
For a rational function h ∈ C(T ), we denote by M(h) the largest multiplicity and by Z(h) the set of zeros of h in C, respectively. We also recall that for a polynomial f ∈ C[T ], we use the notation d f for the degree of f .
Proof. We denote n = (n 1 , . . . , n ℓ ) ∈ N ℓ and m = (m 1 , . . . , m r ) ∈ N r . Writing the factorisation into linear factors, we have
where a n,m ∈ C is the leading coefficient of f
For simplicity we denote by
. Let M = max t∈Sn,m e t be the largest multiplicity of the zeros of f
The bound for M follows immediately from the polynomial ABC theorem (proved first by Stothers [38] , and then independently by Mason [24] and Silverman [34] ). Indeed, we apply the polynomial ABC theorem with A = a n,m t∈Sn,m (T − t) 
which concludes the proof.
We present now a similar result for rational functions.
Proof. We note that Z (h
The result now follows directly from Lemma 2.9 applied with r = ℓ and m i = n i , i = 1, . . . , ℓ.
Algebraic dependence.
We need the following result [29, Theorem 1.1] which gives a degree bound for the annihilating polynomial of algebraically dependent polynomials, which is always the case when the number of polynomials exceeds the number of variables. The result holds over any field, but we present it only over C. 
where
Thus, we reduce the problem to estimating the degree of each
For simplicity we use the notation ω 1 and ω 2 for any two roots of h 1 and h 2 , respectively, and we denote
Thus, as in Lemma 2.2, we need to bound the number of t ∈ C such that f (t) n = ω 1 and g(t) m = ω 2 for some positive integers n and m. For every n, m ≥ 1, we fix an element t n,m ∈ C such that
(if no such t n,m exists then we immediately have deg D n,m (ω 1 , ω 2 ) = 0). We define new polynomials
As f and g are multiplicatively independent in C(T ) * /C * , we obtain that f n,m and g n,m are multiplicatively independent for every n, m.
Thus, we can apply Lemma 2.2 and conclude that
From (3.1) and the definition of f n,m and g n,m , we have
and thus, for every n, m ≥ 1, we get
As this holds for any roots ω 1 , ω 2 of h 1 and h 2 , respectively, we get
2. Proof of Theorem 1.3. We use the same idea as in the proof of [1, Theorem1] combined with Lemma 2.3. First, we note that for any zero t ∈ C of
We apply Lemma 2.3 with k replaced by L = ℓ + k + r + s and with the curve
As the vectors (v, 0), (0, w) ∈ Z L are linearly independent, by Lemma 2.3 we obtain that there are finitely many t ∈ C such that (3.2) holds for some vectors v, w as above. We denote by S the set of such t ∈ C. For v, w, we denote
We see from the above that set of zeros Z(D v,w ) belongs to some fixed set that depends only on the above curve C and thus only on the polynomials in the initial data. To give the upper bound for deg D v,w we only need to prove that the multiplicity of the roots t ∈ S of D v,w can be bounded uniformly for all integer vectors v, w. This is given by Lemma 2.9 applied with the polynomials
i . Indeed, if we denote by M 1 and M 2 the largest multiplicity of roots in S of the first and second polynomials, respectively, we get
Thus, there exists a polynomial
such that D v,w | h for every vectors v, w as above. This concludes the proof of Part i. For Part ii, for each t ∈ S, let
We note that L s is actually a monoid as the sum of any two elements in L t is also an element of L t . As the set S is finite, there are finitely many such monoids L t , t ∈ S, such that deg
We are left to show that ∪ t∈S L t is not the entire space N L . Indeed this follows directly from [1, Theorem 1] as for the diagonal case, that is v = n(1, . . . , 1 ℓ , 0, . . . , 0) ∈ N ℓ+k and w = n(1, . . . ,
infinitely often. Thus, for any (v, w) outside ∪ t∈S L t , we have D v,w = 1, and we conclude the proof. We
We define the polynomials
Moreover, we note that the polynomials F , G are also multiplicatively independent in C(X 1 , . . . , X ℓ ) * /C * . Indeed, if this would not be the case, then there exist i 1 , i 2 not both zero and a ∈ C such that
Composing this polynomial identity with the polynomial automorphism
we obtain that the polynomials F, G are multiplicatively dependent in C(X 1 , . . . , X ℓ ) * /C * and thus we get a contradiction. Let K be the finite extension of Q by the coefficients of the polynomials F, G. By the Hilbert's irreducibility theorem, see [30, Theorem 46] , K is a Hilbertian field. We apply now Lemma 2.8 with the polynomials F , G, and thus there exists a specialisation (α 2 , . . . , α ℓ ) ∈ K ℓ−1 such that F (X 1 , α 2 , . . . , α ℓ ) and G(X 1 , α 2 , . . . , α ℓ ) are multiplicatively independent in C(X 1 ) * /C * . For simplicity, we denote f = F (X 1 , α 2 , . . . , α ℓ ) and g = G(X 1 , α 2 , . . . , α ℓ ).
We denote
. Moreover, we note that
We denote E n,m = gcd h 1 F n , h 2 G m , and for the specialisation (α 2 , . . . , α ℓ ) one has
In particular, we have
We make here the remark that using the automorphism (3.3) was essential to have these degree inequalities, as if one just uses Hilbert's irreducibility theorem applied directly with the polynomials F and G, we cannot guarantee that when we make specialisations we get that deg
. We apply now Theorem 1.2 and using the fact that deg f, deg g < (D + 1) ℓ we conclude that
which finishes the proof.
3.4.
Proof of Theorem 1.5. We define
By Lemma 2.11 there exists a polynomial R ∈ C[Z 1 , . . . , Z ℓ+1 ] of degree at most D ℓ such that R(F 1 , . . . , F ℓ+1 ) = 0. In other words, any point of H is a point on the hypersurface defined by the zero set of R in C ℓ+1 . In particular, any point α ∈ C ℓ such that F i (α) n i = 1, i = 1, . . . , ℓ + 1 gives a point on the hypersurface defined by the zero set of R with coordinates roots of unity.
From Lemma 2.5 we get that there are at most
algebraic subgroups, each defined by the zero set of at most ℓ + 1 polynomials of the form
where the product runs over all primes p ≤ s(R), that contain all the points in Z(R) with coordinates roots of unity. In particular, all points (F 1 (α), . . . , F ℓ+1 (α)) such that F i (α) n i = 1, i = 1, . . . , ℓ+1, lie in these algebraic subgroups. It remains to estimate s(R).
As R is a polynomial in ℓ + 1 variables and deg R ≤ D ℓ , we have that s(R) ≤ γ ℓ (D), where γ ℓ (D) is defined by (1.4) .
Thus, the points α such that F i (α) n i = 1, i = 1, . . . , ℓ + 1, lie in at most N(H) algebraic varieties, each defined by at most ℓ + 1 polynomials of the form F
− 1 (note that these polynomials are non constant since F 1 , . . . , F ℓ+1 are multiplicatively independent) of degree at most
where the product runs over all primes p ≤ γ ℓ (D). More generally, one can ask for the number of solutions to f (x, y) = 0, with x n , y m ∈ S for some nonzero integers n and m, where S is the group of S-units of some fixed number field. This leads again to further generalisations.
It is certainly interesting to obtain a similar result as Theorem 1.4 for gcd (H 1 (F F 1 , . . . , F s , G 1 , . . . , G r ∈ C[X 1 , . . . , X ℓ ].
If one chooses [35] . That is, investigating the greatest common divisors of polynomials iterates.
More precisely, let K be a field and f, g ∈ K[X]. We define
and similarly for g. We note that some conditions on f, g are certainly needed in Problem 4.2 as, for example, if f and g have 0 as fixed point, that is, f (0) = g(0) = 0, then f (n) and g (m) are never coprime. We note that there are many results regarding the arithmetic structure of polynomial iterates. For example in [18, 19, 21, 22] and references therein, results regarding the irreducibility of iterates are given. Irreducible polynomials f ∈ Q[X] such that all the iterates f (n) , n ≥ 1, remain irreducible are called stable polynomials. For quadratic polynomials the stability is given by the presence of squares in the orbit of the critical point of the polynomial. Thus, if f, g ∈ K[X] are stable, then f (n) and g (m) are coprime for every n, m ≥ 1. For h 1 , h 2 ∈ K[X], one can also consider the more general case
.
We note that, following the ideas of [1, Theorem 1] and of this paper, bounding the zeros of G n,m reduces to proving the finiteness (or even finding uniform bounds) of the number of t ∈ C such that (f (n) (t), g (m) (t)) ∈ V , where V is the set of zeros of {h 1 (X 1 ), h 2 (X 2 )}. This naturally leads to the question of counting the occurrences
for an arbitrary variety V ⊆ C 2 and a sufficiently large integer N ≥ 1. For a fixed t and the diagonal case n = m, this is of the same flavour as the uniform dynamical Mordell-Lang conjecture, which, for a fixed (t 1 , t 2 ) ∈ C 2 asserts that the iterates n, m ≥ 1 such that f (n) (t 1 ), g (m) (t 2 ) ∈ V , see [3, 16, 17] and references therein, lie in finitely many arithmetic progressions (which number does not depend on t 1 , t 2 ).
