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For a prime p and a poset (1,2) = (τ1, τ2 < τ3) of types, p-reduced
almost completely decomposable groups with critical typeset (1,2)
and a p-power as regulating index are called (1,2)-groups. The
number of near-isomorphism types of indecomposable (1,2)-
groups depends on the exponent pk of the regulator quotient.
It is shown that indecomposable (1,2)-groups with a regulator
quotient of exponent  p3 have rank  4, and if the types τi
and the prime p are ﬁxed, then there are precisely four near-
isomorphism types of indecomposable groups. It is unknown for
which exponent pk0 of the regulator quotient exist inﬁnitely many
near-isomorphism types of indecomposable (1,2)-groups.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
A torsion-free abelian group G of ﬁnite rank is called almost completely decomposable if it has a
completely decomposable subgroup of ﬁnite index. By (1,2) = (τ1, τ2 < τ3) we denote a poset of
types and p denotes a ﬁxed prime. A torsion-free abelian group is called p-reduced if the maximal p-
divisible subgroup is trivial. A p-reduced almost completely decomposable group with critical typeset
(1,2) and regulating index a p-power is called a (1,2)-group. Its regulator R , a completely decompos-
able subgroup, is the unique regulating subgroup, cf. [8, 4.5.4]. The isomorphism types of the regulator
and the regulator quotient are isomorphism invariants of an almost completely decomposable group,
and near-isomorphism invariants, cf. [8, 8.1.13 and 8.2.8]. We refer to the books of Adolf Mader [8] and
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3822 O. Mutzbauer, E. Solak / Journal of Algebra 320 (2008) 3821–3831of David M. Arnold [2] that provide perspectives on classiﬁcation of almost completely decomposable
groups.
We are interested in identifying and classifying indecomposable (1,2)-groups. Since an almost
completely decomposable group is indecomposable if and only if it is nearly isomorphic to an in-
decomposable group, by a result of Arnold [1, 12.9], we establish a matrix equivalence between
representing matrices of nearly isomorphic groups. This matrix equivalence depends on the isomor-
phism type of the regulator quotient as a ﬁnite p-group and on the poset (1,2), but not on the
speciﬁc types τi , since near-isomorphism is type isomorphism, cf. [8, 9.2.4].
Clearly, if there is a bound for the rank of indecomposable (1,2)-groups with ﬁxed types and ﬁxed
exponent pk of the regulator quotient, then there are only ﬁnitely many near-isomorphism classes of
indecomposables, since up to isomorphism all such groups G are contained in the interval R ⊂ G ⊂
p−kR .
By Zm we denote a cyclic group of order m and Zlm is the direct sum of l copies of Zm . We
prove that (1,2)-groups with regulator quotient isomorphic to (Zpk )
l1 ⊕ (Zpk−1 )l2 are decompos-
able, cf. Theorem 5.2, and that indecomposable (1,2)-groups with regulator quotient isomorphic to
(Zpk )
l1 ⊕ (Zp)l2 , k 3, are of rank 4 with l1 = l2 = 1, cf. Theorem 5.3. If the types τi and the prime p
are ﬁxed, then there are precisely four near-isomorphism types of indecomposable (1,2)-groups with
regulator quotient of exponent  p3, cf. Corollary 5.5. This is a partial answer to the open Question 1
in [2, p. 164].
The PhD-thesis of Ebru Solak [9] contains most of these results and additionally it is proved, that
indecomposable (1,2)-groups with regulator quotient of exponent p4 are of rank  5.
2. Equivalence of representing matrices
Fix a positive integer k. The r × n integer matrices M,M ′ are called congruent modulo pk , i.e.,
M ≡ M ′ mod pk , if all entries of the difference matrix, M − M ′ , are divisible by pk . The p-rank of M
is its rank modulo p. A square integer matrix M of size n is called p-invertible if it is invertible
modulo p, i.e., detM is relatively prime to p. The integer matrix M−1 is called the pk-inverse of M , if
MM−1 ≡ E = En mod pk , with identity matrix E .
We need a well-known description of automorphisms of ﬁnite abelian p-groups. Let G ∼=⊕ f
h=1(Zpkh )
lh , with k = k1 > · · · > k f  1, lh  1, be a ﬁnite p-group of exponent pk and rank
r =∑ fh=1 lh . Let S = diag(p−kh Elh | 1  h  f ). The union of the bases of those summands (Zpkh )lh
forms a basis of G . Each automorphism of G allows a description by a p-invertible integer matrix U ′
of size r relative to the given basis, and U ′ describes an automorphism of G if and only if there
is an integer matrix U such that U ′S = SU , cf. [7, Section 3.11, Theorem 3.15]. Clearly, U is also p-
invertible of size r. The pair (U ′,U ) is called an S-pair. An S-pair has an inverse S-pair modulo pk ,
since U ′S = SU implies U ′−1S = SU−1 for a suitable choice of U ′−1,U−1 modulo pk .
The matrix S induces in a natural way a block structure on an S-pair (U ′,U ), i.e., U =
(Uh,m)1h,m f , where the block Uh,m is an lh × lm matrix. This allows a straightforward character-
ization of the second component of an S-pair.
Proposition 2.1. Let k = k1 > k2 > · · · > k f  1, lh  1. Then S = diag(p−kh Elh | 1  h  f ) is of size
r =∑ fh=1 lh . The p-invertible r × r block matrix U = (Uh,m)1h,m f is the second component of an S-pair
(U ′,U ) if and only if all entries of the block Uh,m are divisible by pkh−km if hm.
In particular, all p-invertible lower block triangular matrices U , i.e., Uh,m = 0 for all h <m, serve as second
components of S-pairs (U ′,U ).
Let R =⊕ni=1 Sixi ⊂ G ⊂ QR be a completely decomposable group with coeﬃcient groups Z ⊂ Si ⊂
Q. We call this a decomposition of R . The type of a subgroup S ⊂ Q is denoted by t(S), and  is the
order relation in the lattice of types. Let P be a ﬁnite set of primes. If for all p ∈ P either pSi = Si or
p−1 /∈ Si , and if Si ⊂ S j for t(Si)  t(S j), then the set X = (x1, . . . , xn) is called a P-Koehler basis for
the given decomposition of R , cf. [8, adjusted basis]. We use the term p-Koehler basis if P = {p}. There
are enough Koehler bases to decide on all decomposition problems, shown next.
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positions R = ⊕ni=1 S ′i x′i = ⊕ni=1 T ′i y′i , where S ′i ∼= T ′i , there are two p-Koehler bases (x1, . . . , xn) and
(y1, . . . , yn), there are subgroups Z ⊂ S1, . . . , Sn ⊂ Q and there is a p-invertible integer matrix (ρi, j) such
that
(1) R =⊕ni=1 Sixi =⊕ni=1 Si yi , where xi ∈ S ′i x′i and yi ∈ T ′i y′i ,
(2) xi =∑nj=1 ρi, j y j , where ρi, j = 0 if Si 	⊂ S j .
Proof. Let χ Rq (x) denote the q-height of x in R . There are relations x
′
i =
∑n
j=1 ρ ′i, j y
′
j with ρ
′
i, j rational.
Now let P be the union of the following three ﬁnite sets of primes. First the set of all primes that
occur in the denominators of the ρ ′i, j , second the set of all primes q for which χ
R
q (x
′
i) 	= χ Rq (y′i) and
thirdly the set of primes q for which χ Rq (x
′
i)  χ
R
q (x
′
j) or χ
R
q (y
′
i)  χ
R
q (y
′
j) if t(S
′
i) t(S ′j). In general
for any ﬁnite set P of primes and a pure subgroup T x, with coeﬃcient group T , of any torsion-free
group R there is a y ∈ T x and a coeﬃcient group S such that T x = Sy with χ Rq (y) = χ Sq (1) ∈ {0,∞}
for all q ∈ P . Hence there are (P ∪ {p})-Koehler bases and coeﬃcient groups Si as claimed in (1) and
we have the new relations xi =∑nj=1 ρi, j y j , with ρi, j = κi, j/λi, j rational, canceled and λi, j S j = S j .
Let λ j = lcm(λi, j | i) be the least common multiple and choose the new elements λ−1j y j instead of y j ,
then these elements form again a (P ∪ {p})-Koehler basis and the coeﬃcient groups Si in (1) will not
change. But the resulting coeﬃcients, again denoted by ρi, j , in the new relations between those two
Koehler bases are now integers.
By choice of the set P we have ρi, j = 0 if Si 	⊂ S j , and since we have p-Koehler bases, det(ρi, j) is
relatively prime to p, showing the rest. 
Let R be a p-reduced completely decomposable group. A bijective linear map ρ of the divisible
hull QR of R is called an (R, p)-automorphism if
(1) ρ(QR(τ )) ⊂ QR(τ ) for all types τ , i.e., ρ preserves the divisible hulls of the type subgroups of R;
(2) there is a p-Koehler basis of R such that ρ is described by an integer matrix Y = (ρi, j), with
determinant relatively prime to p.
In particular, an (R, p)-automorphism ρ is p-invertible. The transition with the matrix Y = (ρi, j)
from one p-Koehler basis of R to another p-Koehler basis, as in Proposition 2.2 by ρ(yi) = xi =∑n
i=1 ρi, j y j , is an (R, p)-automorphism.
A completely decomposable subgroup of ﬁnite index in a (1,2)-group G is a direct sum R =
R1 ⊕ R2 ⊕ R3, where the Ri are homogeneous (i.e., all elements have the same type) completely
decomposable of rank ri , i.e., rankG = r1+r2+r3, and types τi = t(Ri), where (1,2) = (τ1, τ2 < τ3). By
Proposition 2.2 an integer matrix Y describes an (R, p)-automorphism if, with p-invertible matrices
Y1, Y2, Y4,
Y =
( Y1 0 0
0 Y2 Y3
0 0 Y4
)
. (2.1)
We ﬁx a p-Koehler basis (x1, . . . , xr1 ; y1, . . . , yr2 ; z1, . . . , zr3) of R , i.e., R1 = 〈x1, . . . , xr1 〉∗ etc., and
for the p-heights χ Rp (xl) = χ Rp (yi) = χ Rp (z j) = 0. Let (g j + R | 1  j  r) be a basis of the regulator
quotient G/R ∼=⊕ fh=1(Zpkh )lh ,
g j = p−kh
( r1∑
α ji xi +
r2∑
β ji yi +
r3∑
γ ji zi
)
, (2.2)i=1 i=1 i=1
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∑h−1
i=1 li < j 
∑h
i=1 li for 1 h  f . Then S = diag(p−kh Elh | 1 h  f ) is the diagonal matrix
that allows to determine the matrix description of the automorphisms of G/R . The r × r1, r × r2,
r × r3 matrices α = (α ji), β = (β ji), γ = (γ ji), respectively, may be assumed to have integer entries,
cf. [8, 11.3.2]. Throughout, we use square brackets to compose the matrices horizontally, for instance
[α,β,γ ]. Then S[α,β,γ ] is called the representing matrix of G relative to the bases of R and of G/R .
A representing matrix determines G uniquely as a subgroup of QR relative to a ﬁxed p-Koehler basis
of R , cf. (2.2). If R is the regulator of G , all invariants of the regulator and the regulator quotient can
be read off the representing matrix, except for the speciﬁc critical types τ1, τ2, τ3.
Lemma 2.3 (Regulator criterion). Let G be a (1,2)-group with completely decomposable subgroup R of ﬁnite
index and a representing matrix S[α,β,γ ]. Then R is the regulator of G if and only if α and [β,γ ] are of
p-rank r.
Proof. A completely decomposable (1,2)-subgroup R = R1 ⊕ R2 ⊕ R3 of ﬁnite index in G with ho-
mogeneous completely decomposable Ri is the regulator of G if and only if R1 and R2 ⊕ R3 are pure
in G , since for (1,2)-groups the regulator is regulating, cf. [8, 4.5.4]. The rows of [α,β,γ ] describe a
basis of G/R , cf. (2.2), thus this matrix has p-rank r, and R2 ⊕ R3 and R1 are pure if and only if α
and [β,γ ] are of p-rank r. 
Remark 2.4. For decomposition questions it is enough to consider (R, p)-automorphisms. If a (1,2)-
group G is decomposable, then there is a p-Koehler basis (x1, . . . , xn) of its regulator such that
G = 〈x1, . . . , xs〉∗ ⊕ 〈xs+1, . . . , xn〉∗ , the sum of two pure subgroups in G . Thus, there is a basis of
the regulator quotient such that a corresponding representing matrix is the direct sum of two ma-
trices, i.e., it is a block diagonal matrix. By Proposition 2.2 an (R, p)-automorphism allows the cross
over between arbitrary decompositions of the regulator. Note that an (R, p)-automorphism induces a
type-isomorphism and that type-isomorphism is near-isomorphism, cf. [8, 9.2.3 and 9.2.4]. Thus for
decompositions of (1,2)-groups it is enough to use (R, p)-automorphisms and automorphisms of the
regulator quotient, illustrated by example [8, 8.2.8].
It is folklore that the classiﬁcation problem (isomorphism or near-isomorphism) for almost com-
pletely decomposable groups can be rephrased as an equivalence problem for the representing matri-
ces. We specialize to (1,2)-groups.
Proposition 2.5. Let G,G ′ be (1,2)-groups with isomorphic regulators and isomorphic regulator quotients of
exponent pk, and S[α,β,γ ] and S[α′, β ′, γ ′] as representing matrices, respectively.
Then G,G ′ are nearly isomorphic if and only if there is an S-pair (U ′,U ) and an (R, p)-automorphism Y
as in (2.1) such that
[α′, β ′, γ ′] ≡ [UαY1,UβY2,Uγ Y4 + UβY3] mod pk.
Proof. If G , G ′ are nearly isomorphic we may assume R ⊂ G , G ′ ⊂ p−kR with the common regula-
tor R , and ρ¯(G/R) = G ′/R with a type-automorphism ρ¯ , cf. [8, 9.2.4]. This type-automorphism ρ¯ lifts
to an (R, p)-automorphism ρ that maps a p-Koehler basis of R to another p-Koehler basis. In particu-
lar, ρ is described by a matrix Y as in (2.1). Since the diagonal matrix S reﬂects the isomorphism type
of the regulator quotient G/R ∼= G ′/R , there is an S-pair (U ′,U ) such that G ′ has a representing ma-
trix S(U [α,β,γ ]Y ), if G has the representing matrix S[α,β,γ ], i.e., [α′, β ′, γ ′] ≡ U [α,β,γ ]Y mod pk .
Conversely, let the representing matrices of the (1,2)-groups G,G ′ be in the indicated relation.
The corresponding S-pairs and (R, p)-automorphisms have p-inverses. So by the above direction G,G ′
given by S(U [α,β,γ ]Y ) and S[α,β,γ ], are nearly isomorphic. 
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We need some more techniques for integer matrices. All statements in this section can be shown
by standard matrix arguments. We present them in an adequate form with short proofs.
Let p be a prime and let k be a natural number. We call an integer u a p-unit, if u is not divisible
by p. An entry ai0, j0 of an integer matrix A = (ai, j) is called a row pk-pivot, if there is a nonnegative
integer t < k such that ai0, j0 ∈ ptZ \ pt+1Z and ai0, j ∈ ptZ, for all j. The row pk-pivot ai0, j0 is called
strict if ai0, j ∈ pt+1Z, for all j 	= j0, similarly for columns.
Since later the p-power pk will be the exponent of the regulator quotient and ﬁxed throughout, we
often suppress p, and use brieﬂy the terms row pivot, column pivot and unit. Moreover, if not denoted
otherwise congruent means congruence modulo pk .
The next lemma is a modiﬁcation of the Gauß algorithm for the rows or the columns of a matrix,
respectively.
Lemma 3.1. Let p be a prime, k a natural number, t < k a nonnegative integer, and an integermatrix A = (ai, j).
If ai0, j0 ∈ ptZ\ pt+1Z, then there are p-invertible matrices U , Y with U A ≡ (bi, j) and AY ≡ (ci, j)modulo pk
such that for all i 	= i0 and j 	= j0 .
(1) bi0, j0 = ci0, j0 = pt ,
(2) bi, j0 ≡ ai, j0 , ci0, j ≡ ai0, j mod pt and 0 bi, j0 , ci0, j < pt ,
(3) bi, j = ci, j = ai, j − p−tuai, j0ai0, j , respectively, where uai0, j0 ≡ pt mod pk.
In particular, if ai0, j0 is a column or row pivot then bi, j0 = 0 for all i 	= i0 and ci0, j = 0 for all j 	= j0 , respec-
tively.
Proof. With the matrix units Ei, j the following matrices do the job:
U = E + (u − 1)Ei0,i0 − p−tu
∑
i 	=i0
ai, j0 Ei,i0 and Y = E + (u − 1)E j0, j0 − p−tu
∑
j 	= j0
ai0, j E j0, j . 
It is convenient to call an integer r × n matrix D = (di, j) p-diagonal if all entries di, j = 0 for i 	= j
and the diagonal entries are p-powers or 0, i.e., di,i = psi for nonnegative integers si , or di,i = 0.
The following lemma is a modiﬁcation of the elementary divisor theorem for integer matrices,
cf. [7].
Lemma 3.2. Let p be a prime, let l, r,n,k be natural numbers and let l < r. For an r × n integer matrix M
there are p-invertible matrices U = ( U1 pU2U3 U4 ) and Y , where U1 is a (p-invertible) l × l matrix, such that UMY
is congruent to a p-diagonal matrix D modulo pk. In particular, the diagonal entries of D with indices in [1, l]
and in [l + 1, r] are unique up to rearrangement, respectively.
Proof. By the elementary divisor theorem the upper l rows of M may be assumed to form an l × n
p-diagonal matrix diag(D1, D2), where the diagonal entries of D1 are column pivots for M and the
diagonal entries of D2 are not. So we may annihilate downward by the Gauß algorithm, cf. Lemma 3.1,
and obtain 0-columns below D1. Below D2 all columns contain strict pivots. These allow with a
suitable choice of pU2 to annihilate upward, i.e., D2 is annihilated. Again by the elementary divisor
theorem the lower r − l rows of M may be assumed to form a matrix [0, D3] with a p-diagonal
matrix D3. Altogether we obtain for M the form
( D1 0
0 0
0 D3
)
, with p-diagonal matrices D1, D3. Clearly,
the diagonal entries of D1 are invariants of the ﬁrst l rows of M and the diagonal entries of D3 are
invariants of the remaining rows. 
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tively, with [β ′, γ ′] of p-rank r. Then there are p-invertible matrices U and Y = ( Y2 Y30 Y4 ), where Y2, Y4 are of
size r2, r3 , respectively, such that, if m is the p-rank of β ′ , then there is an integer matrix N such that modulo pk
U [β ′, γ ′]Y = [Uβ ′Y2,Uγ ′Y4 + Uβ ′Y3] ≡
[(
Em 0
0 pN
)
,
(
0 0
Er−m 0
)]
. (3.1)
Proof. By the elementary divisor theorem there are p-invertible matrices V , Z2 of size r × r and
r2 × r2, respectively, such that V β ′ Z2 ≡ diag(Em, pN ′), where m is the p-rank of β ′ . With the r × r3
matrix V γ ′ = (wi, j) we deﬁne an r2 × r3 matrix Z ′ = (zi, j) by zi, j = wi, j for all 1 i m, 1 j  r3
and zi, j = 0 otherwise. Note that m r and m r2. Then
V [β ′, γ ′]
(
Z2 −Z2 Z ′
0 Er3
)
≡
[(
Em 0
0 pN ′
)
,
(
0 0
Q R
)]
,
where [Q , R] is an (r−m)×r3 matrix. Since [β ′, γ ′] has p-rank r, there are by Lemma 3.2 p-invertible
matrices V2, Z3 of size r −m and r3, respectively, such that V2[R, Q ]Z3 ≡ (Er−m,0). Hence
(
Em 0
0 V2
)[(
Em 0
0 pN ′
)
,
(
0 0
Q R
)](
Er2 0
0 Z3
)
≡
[(
Em 0
0 pV2N ′
)
,
(
0 0
Er−m 0
)]
.
Collecting the matrices multiplying [β ′, γ ′] from the left and the right, respectively, we obtain the
claimed result. 
In the following we deﬁne special matrices that occur later as representatives of equivalence
classes.
Deﬁnition. Let p be a prime. Let r2, f ,kh, lh ∈ N and mh ∈ Z for 1 h  f . Let 0mh  lh , k = k1 >
k2 > · · · > k f  1, r :=∑ fh=1 lh , s :=∑ fh=1(lh −mh).
Let [β,γ ] be a pair of integer matrices, where β,γ are r× r2 and r× s matrices, respectively. Then
[β,γ ], or brieﬂy β , is said to be regular with block parameters [r2, f , (kh), (lh), (mh)] if
[β,γ ] = [β, E|β ] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Em1 0
pμ1 pρ1
Em2 0
pμ2 pρ2
. . .
.
.
.
Em f 0
0 0 0 0 pμ f
,
0m1×s
El1−m1 0
0m2×(s−l1+m1)
El2−m2 0
. . .
.
.
.
0
0 0 0 El f −m f
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where all (lh − mh) × mh+1 blocks pμh are p-diagonal and all entries above Emh in the block row
[pμt , pρt], for t < h, are nonnegative and less than pkt−kh . In particular, the nonzero (diagonal) entries
in pμt are pqi where 1 qi  kt − kt+1 − 1. All other entries of the blocks pρh are nonnegative and
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and less than pk f . Moreover, a nonzero entry in pμh , 1 h < f , is a strict row pivot for [pμh, pρh].
Blocks with row or column number 0, i.e., mh ∈ {0, lh}, are omitted in the scheme.
The right block matrix above is an r× s integer matrix, denoted by E|β . It is completely determined
by the block parameters of β and has no 0-columns. In particular, the submatrix of E|β obtained by
omitting all 0-rows is the identity matrix Es .
By Proposition 2.5, representing matrices S[α,β,γ ] of nearly isomorphic (1,2)-groups are equiv-
alent. We show that there are representatives in those equivalence classes that can be denoted using
regular [β,γ ].
Proposition 3.4. Let p be a prime. Let r1, r2, r3, lh ∈ N and mh ∈ N0 for 1  h  f with 0  mh  lh , let
k = k1 > k2 > · · · > k f  1. Let S = diag(p−kh Elh | 1  h  f ), a diagonal matrix of size r :=
∑ f
h=1 lh .
Let α′, β ′, γ ′ be r × r1 , r × r2 and r × r3 integer matrices, respectively, with α′ and [β ′, γ ′] both of p-rank r.
Then there is an S-pair (U ′,U ) and a p-invertible matrix Y as in (2.1) such that modulo pk
[Uα′Y1,Uβ ′Y2,Uγ ′Y4 + Uβ ′Y3] ≡
[[E,0], β, [E|β,0]], (3.2)
where β ≡ Uβ ′Y2 mod pk, is regular with [r2, f , (kh), (lh), (mh)] as block parameters.
Proof. We start an induction with f = 1. If m1 ∈ {0, l1}, then either pμ1 = pρ1 and E|β = El1 or
β = El1 and E|β = 0, and there is nothing to show. By Lemma 3.3 there is a p-invertible matrix U and
a block matrix Y as in (2.1) with Y1 ≡ (Uα′)−1 such that U [α′, β ′, γ ′]Y ≡ [[Er,0], β, [E|β,0]] with
regular [β,γ ] ≡ [diag(Em1 , pμ1), E|β ].
We assume the statement to be correct for f − 1. Let S = diag(S f−1, p−k f El f ), let (U ′,U ) =
(diag(U ′f−1, El f ),diag(U f−1, El f )), and let
[α′, β ′, γ ′] =
[(
α f−1
A
)
,
(
β f−1
B
)
,
(
γ f−1
C
)]
,
where α′, β ′, γ ′ are r × r1, r × r2, r × r3 matrices, respectively. Clearly, r  r1, r  r2 + r3, since α′ and
[β ′, γ ′] are of p-rank r. Also A, B,C are l f ×r1, l f ×r2 and l f ×r3 matrices, respectively. By hypothesis
[α f−1, β f−1, γ f−1] ≡
[[Es f−1 ,0], β f−1, [E|β f−1 ,0]],
with regular β f−1 and [r2, f − 1, (kh) f−1h=1 , (lh) f−1h=1 , (mh) f−1h=1 ] as block parameters.
Since [β f−1, E|β f−1 ] is regular, the entries 1 are in different rows and in different columns. So, us-
ing these entries as column pivots we annihilate the entries below, ﬁrst in C and then in B . Thus we
obtain instead [0, B1] and [0,C1], without changing [β f−1, E|β f−1 ]. Hence we get [α′′, β ′′ =
( β f−1
0 B1
)
,
γ ′′ = ( γ f−10 C1 )], where B1,C1 are l f × (r2 −∑ f−1h=1 mh) and l f × (r3 −∑ f−1h=1 (lh −mh)) matrices, respec-
tively. To obtain this new form we only multiplied lower block triangular matrices from the left, i.e.,
matrices that are second components of S-pairs.
The part of the matrix we want to change is the (l f + l f−1 −m f−1) × (r2 + r3 −∑ f−1h=1 lh) matrix( pμ f−1 0
B1 C1
)
.
By Lemma 3.3, there are p-invertible matrices V and Z = ( Z2 Z30 Z4 ) where V is of size l f , and Z2, Z4
are of size r2 −∑ f−1h=1 mh and r3 −∑ f−1h=1 (lh −mh), respectively, such that
V [B1,C1]Z = [V B1 Z2, V B1 Z3 + V C1 Z4] ≡
[(
Em f 0
0 pN
)
,
(
0 0
E 0
)]
,l f −m f
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ing. Let [M1,M2] := [pμ f−1 Z2, pμ f−1 Z3] with an (l f−1 −m f−1) ×m f matrix M1. Then
(
El f−1−m f−1 0
0 V
)(
pμ f−1 0
B1 C1
)(
Z2 Z3
0 Z4
)
≡
[( M1 M2
Em f 0
0 pN
)
,
( 0 0
0 0
El f −m f 0
)]
. (3.3)
By the elementary divisor theorem we may transform M2 to a p-diagonal matrix, and pN changes
to pN ′ . Applying the Gauß algorithm for the columns of [M1,M2] with the diagonal entries of M2 as
row pivots, cf. Lemma 3.1, we obtain that all nonzero entries of M1 are strict row pivots for [M1,M2]
and we obtain ﬁll-ins below the block Em f . Those ﬁll-ins can be annihilated using the entries 1 in Em f
as column pivots. Altogether, with the same letters, we obtain the original form back as in (3.3), but
with the additional property that all nonzero entries in M1 are strict row pivots for [M1,M2].
There are p-invertible matrices U , Y of size l f−1 −m f−1 and m f , respectively, such that UM1Y is
p-diagonal. With t = r2 + r3 −m f −∑ f−1h=1 lh we obtain
(U 0 0
0 Y−1 0
0 0 El f −m f
)[( M1 M2
Em f 0
0 pN
)
,
( 0 0
0 0
El f −m f 0
)](
Y 0
0 Et
)
≡
[(UM1Y UM2
Em f 0
0 pN
)
,
( 0 0
0 0
El f −m f 0
)]
.
Hence pμ f−1 = UM1Y and pρ f−1 = UM2, since the original matrix [M1,M2] is equivalent to the
original pμ f−1.
By the elementary divisor theorem the nonzero entries in UM1Y are still strict row pivots for
[UM1Y ,UM2]. Moreover, by further equivalence we obtain that pN = pμ f is p-diagonal.
The above transformation of the submatrix
( pμ f−1 0
B1 C1
)
obviously induces a transformation of the
whole matrix [α′′, β ′′, γ ′′] ﬁlling up with identity matrices. We obtain on the left matrices that are
second components of an S-pair and on the right matrices that are of type as in (2.1). There are
effects in the columns above pμ f and above C1. But above pμ f there are the submatrices pρh for
h < f , and the only condition for them is that the entries are divisible by p, which is maintained.
Above C1 there is the 0 matrix, that will not change. By Lemma 3.1, all entries above Emh in the block
row [pμt , pρt], for t < h, are nonnegative and less than pkt−kh .
Since α′ has p-rank r there exists always a p-invertible matrix Y1 such that α′Y1 ≡ [Er,0]. Finally
we obtain the form (3.2) with regular β . 
4. Representing matrices of (1,2)-groups
Proposition 3.4 and the regulator criterion allow a strongly reduced form of the representing ma-
trices of (1,2)-groups. The proof of Proposition 3.4 is explicit and constructive and may replace a
lengthy example.
Theorem 4.1. Let G be a (1,2)-group with regulator R = R1 ⊕ R2 ⊕ R3 , where Ri is homogeneous completely
decomposable of rank ri and type τi . Let f ,kh, lh ∈ N, mh ∈ Z for 1 h  f . Let k1 > k2 > · · · > k f  1 and
0mh  lh . Let G/R ∼=⊕ fh=1(Zpkh )lh and let G/(R2 ⊕ 〈R1 ⊕ R3〉G∗ ) ∼=⊕ fh=1(Zpkh )mh , where 〈R1 ⊕ R3〉G∗
is the pure hull and summands with mh = 0 are omitted. Let S = diag(p−k1 El1 , . . . , p−k f El f ) be a diagonal
matrix of size r :=∑ fh=1 lh .
Then G is nearly isomorphic to a group with S[(Er,0), β, (E|β,0)] as a representing matrix relative to R,
where β is regular with [r2, f , (kh), (lh), (mh)] as block parameters, and [Er,0], [E|β,0] have r1, r3 columns,
respectively. The block parameters of β are near-isomorphism invariants of G.
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with S[[Er,0], β, [E|β,0]] as a representing matrix relative to the regulator, where β is regular with
[r2, f , (kh), (lh), (mh)] as block parameters. The natural numbers r1, r2, r3 and the types τ1, τ2, τ3 are
the isomorphism invariants of the regulator, r, f , (kh)h, (lh)h are the isomorphism invariants of the
regulator quotient, and (mh)h are invariants relative to type automorphisms of the regulator quotient,
hence near-isomorphism invariants. 
The diagonal entries of pμh need not be near-isomorphism invariants.
An integer matrix A = (ai, j) has a cross if there is a position (i0, j0) such that ai0, j0 	≡ 0 mod pk
and ai0, j ≡ ai, j0 ≡ 0 mod pk for all i 	= i0 and j 	= j0. This is trivial for a 1×1 matrix. The representing
matrix of a (1,2)-group without direct summands of rank  3 has special properties.
Proposition 4.2. A (1,2)-group with regulator quotient of exponent pk without direct summands of rank 3
has a representing matrix S[Er, β, E|β ], with regular β and [r2, f , (kh), (lh), (mh)] as block parameters such
that
(1) β has no 0-row, no 0-column and no cross,
(2) β has no unit in the ﬁrst l1 rows, i.e., m1 = 0 and k 2,
(3) m1 =m2 = 0 if k2 + 1 = k1 and β has no unit in the ﬁrst l1 + l2 rows.
In particular, rankG  2r + l f −m f  3.
Proof. Since there are no summands of rank 1,2,3, there is no 0-column, no 0-row and no cross
in β . If m1 	= 0, then we obtain a cross by Lemma 3.1, and in particular, k 2. This shows (1) and (2).
If k2 + 1 = k1 and m2 	= 0, then by Lemma 3.1 and since there is no unit in the ﬁrst l1 rows of β ,
we obtain a cross using an entry 1 as column pivot in one of the rows with index between l1 and l2,
a contradiction, proving (4).
The submatrix pμ f is p-diagonal, hence by (1) it is square of size l f − m f without 0-columns.
Thus, the shape of [β, E|β ] and of pμ f , together with lh  1, lead to the bound for the rank of G .
Clearly, r  1 implies rankG  3. 
A matrix without 0-rows and 0-columns is called decomposable if there are row and column per-
mutations that transform it to a block diagonal form
( A 0
0 B
)
.
Corollary 4.3. A (1,2)-group with representing matrix S(Er, β, E|β) and decomposable, regular β is
decomposable. Conversely, a decomposable (1,2)-group has some representing matrix S[Er, β, E|β ] with de-
composable, regular β .
Proof. If β is decomposable, then G is decomposable. Conversely, cf. Remark 2.4, if G is decompos-
able, i.e., G = 〈L1〉∗ ⊕ 〈L2〉∗ with regulator R = L1 ⊕ L2, then the representing matrices of 〈L1〉∗ and
of 〈L2〉∗ glued together form a decomposition of the representing matrix S[Er, β, E|β ] of G , and thus
induce a decomposition of β . 
5. Indecomposable groups
The proofs of Theorems 5.3 and 5.4 allow to read off the techniques establishing decomposability
or ﬁnding bounds for the rank of indecomposables.
With the block parameters and additional invariants, “∗”, we denote the near-isomorphism type
[r2, f , (kh), (lh), (mh),∗] of an indecomposable (1,2)-group.
Theorem 5.1. (See [2, 5.3.3].) A uniform, indecomposable (1,2)-group G has rank 3 and the regulator quotient
is cyclic of order  p2 .
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j  k − 1 and 2 k:
G = G[1,1, (k), (1), (0), j]
= [〈x〉∗ ⊕ 〈y〉∗ ⊕ 〈z〉∗]+ p−kZ(x+ p j y + z).
Theorem 5.2. A (1,2)-group with regulator quotient of exponent pk, isomorphic to (Zpk )
l1 ⊕ (Zpk−1 )l2 ,
where k, l1, l2  1, is decomposable.
Proof. Such groups are by Proposition 4.2 of rank  4, since l1, l2  1, and assuming that there
are no direct summands of rank  3 we have a representing matrix S[Er, β, E|β ], where S =
diag(p−k El1 , p1−k El2 ) and β has at least two rows, but no 0-rows and no 0-columns. By Lemma 3.2
there is a matrix U that serves as a second component of an S-pair and a p-invertible Y2 such that
β ′ = UβY2 is congruent to a p-diagonal matrix modulo pk , i.e., obviously decomposed, and the group
is decomposable by Corollary 4.3. 
Theorem 5.3. An indecomposable (1,2)-group G with regulator quotient of exponent pk, isomorphic to
(Zpk )
l1 ⊕ (Zp)l2 , l1, l2  1, with k 3, is of rank 4, and the regulator quotient is isomorphic to Zpk ⊕ Zp .
For a ﬁxed prime p and a ﬁxed critical typeset (1,2), there are precisely the following near-isomorphism
types for 1 j  k − 2 and 3 k:
G = G[1,2, (k,1), (1,1), (0,1), j]
= [〈x1〉∗ ⊕ 〈x2〉∗ ⊕ 〈y〉∗ ⊕ 〈z〉∗]+ p−kZ(x1 + p j y + z)+ p−1Z(x2 + y).
Proof. By Proposition 4.2, those groups are of rank  4, and assuming that there are no direct sum-
mands of rank  3 they have a representing matrix S[Er, β, E|β ], where S = diag(p−k El1 , p−1El2 )
and regular β = ( pμ pρE 0 ) and the nonzero diagonal entries of pμ are strict row pivots for [pμ, pρ].
Clearly, pμ 	= 0, since β has no cross. With one of the strict row pivots we obtain a 0-row in pρ , cf.
Lemma 3.1. The corresponding ﬁll-ins right of E are all divisible by p, since the pivot is strict. Hence
we may disregard them. Thus, by a suitable indexing the pure subgroup 〈x1, xl1+1, y1, z1〉∗ is a direct
summand of rank 4 and there are no indecomposable groups of higher rank. The regulator quotient
is isomorphic to Zpk ⊕ Zp .
It remains to prove that the groups above are indecomposable and not nearly isomorphic for dif-
ferent j. The representing matrices are
S[E2, β, E|β ] =
(
p−k 0
0 p−1
)[
E2,
(
p j
1
)
,
(
1
0
)]
,
with β = ( p j
1
)
. By Corollary 4.3 the group G is indecomposable since a,d are p-units and 1 j  k−2,
and consequently no entry of the column vector
(
a pk−1b
c d
)(
p j
1
)= ( ap j+bpk−1
cp j+d
)
is 0. Moreover, j is a near-
isomorphism invariant, since pk− jG + R is decomposable and pk− j−1G + R is indecomposable. 
For a regulator quotient of exponent p3 there remain the isomorphism types (Zp3 )
l1 ⊕ (Zp2)l2 ⊕
(Zp)l3 .
Theorem 5.4. A (1,2)-group with regulator quotient (Zp3 )
l1 ⊕ (Zp2 )l2 ⊕ (Zp)l3 , where 1  l1, l2, l3 , is de-
composable.
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rank  6, and assuming that there are no direct summands of rank  3 those groups have a rep-
resenting matrix S[Er, β, E|β ], where S = diag(p−3El1 , p−2El2 , p−1El3 ), regular β =
( pρ ′1 pρ ′′1
0 pρ2
El3 0
)
and
E|β =
( El1 0
0 El2
0 0
)
. Clearly pρ2 	= 0, and has an entry in pZ \ p2Z. If the entries in this column of pρ ′′1
are in p2Z, we obtain a cross in β . There will be ﬁll-ins right of El1 which can be annihilated by
column transformations, reestablishing E|β . This is a contradiction. Thus there is an entry in this col-
umn of pρ ′′1 , that is in pZ \ p2Z. Using this entry as pivot for the row and the column we obtain a
cross in β . There will be ﬁll-ins left of El2 that can be annihilated by column transformations, again
a contradiction. Thus, those groups are decomposable. 
Corollary 5.5. There are precisely four near-isomorphism types of indecomposable (1,2)-groups with regula-
tor quotient of exponent  p3 for ﬁxed prime p and ﬁxed critical types. More precisely,
(1) G[1,1, (2), (1), (0),1] has rank 3 and regulator quotient Zp2 .
(2) G[1,1, (3), (1), (0),1] and G[1,1, (3), (1), (0),2] have rank 3 and regulator quotient Zp3 .
(3) G[1,2, (3,1), (1,1), (0,1),1] has rank 4 and regulator quotient Zp3 ⊕ Zp .
Proof. The isomorphism types of the regulator quotients discussed in the theorems of this section
cover all possibilities up to exponent p3. Theorem 5.1 provides the three near-isomorphism types
of (1) and (2), Theorem 5.3 provides the indecomposable groups of rank 4 in (3). 
In the PhD thesis [9, Theorems 10.1 and 10.2] it is proved that indecomposable (1,2)-groups with
regulator quotient of exponent p4 are of rank  5, but there is no complete list of indecomposables.
Meanwhile we know that the bound 5 is sharp and we know the complete list of indecomposables.
We intend to continue this approach. These results for p4 are not at all direct consequences of the
case p3, since there are more complicated regulator quotients and resulting matrix equivalences.
It is a blessing in disguise that it is possible, as stated in Theorems 5.1, 5.2 and 5.3, that some
bigger classes for the isomorphism type of the regulator quotient, for unrestricted k, do not allow in-
decomposable (1,2)-groups. Probably there is a ﬁrst exponent pk0 of the regulator quotient such that
there are inﬁnitely many near-isomorphism types of indecomposable (1,2)-groups. Results in [2–6],
suggest the conjecture that k0  7.
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