grated time series. This proposition therefore casts serious doubts on the usefulness of those measures for assessing the magnitude of the permanent component of a time series. Without explicitly identifying the underlying economic disturbances, a researcher cannot quantify the relative importance of permanent and transitory components.
To see the implications of this arbitrary smoothness result, recall some well-known assertions in the literature: Nelson and Plosser (1982) and Campbell and Mankiw (1987) have criticized traditional models of economic fluctuations by observing that US GNP might be better characterized as integrated rather than trend stationary. According to these investigators' reasoning, traditional macroeconomic models predict at most transitory effects of disturbances to output. In contrast, Nelson and Plosser (1982) and Campbell and Mankiw (1987), separately, put forward two claims-both claims based on univariate characterization of GNP's time series properties: one, that GNP's permanent component is highly volatile and, two, that disturbances to GNP have significant and long-lived effects. The accuracy of the univariate time series models that these investigators used remains controversial (see, e.g., Watson (1986) , Cochrane (1988) , Perron (1989) , and Christiano and Eichenbaum (1990)). But, according to the results in the current paper the accuracy of those measurements turns out to be irrelevant for whether permanent disturbances are important for GNP fluctuations and for whether most disturbances to GNP have long-lived effects. The analysis below shows that a time series can be integrated and can show significant persistence in its innovations, but nevertheless still have its fluctuations dominated by transitory disturbances. Thus this paper makes explicit an important general message: Because studying the univariate time series characterizations of a variable leaves unidentified the sources of that variable's fluctuations, without additional ad hoc restrictions those characterizations are completely uninformative for the relative importance of the underlying permanent and transitory components.
To sharpen understanding of the arbitrary smoothness property, I derive below explicit lower bounds for two natural measures of the importance of a permanent component when that permanent component is restricted to be an ARIMA sequence. Choosing the permanent component to be a random walk-i.e., to have serially uncorrelated increments-turns out to maximize both these lower bounds. This therefore makes precise a sense in which a random walk specification for the permanent component biases the analysis towards finding the permanent component to be important.
Section 2 provides rigorous statements of our theoretical decomposition results in a general setting; Section 3 does the same for permanent components a priori restricted to be ARIMA processes. While those two sections consider the lack of identifiability of arbitrary permanent and transitory components, some positive results are in fact available. Section 4 considers permanent and transitory components subject to certain orthogonality and informational restrictions. I show that under those restrictions these components are unique; further, whether such components exist can be tested by a Granger-causality characterization. The paper then concludes with Section 5. The Technical Appendix contains all the proofs.
GENERAL RESULTS
This section shows that every integrated sequence admits a decomposition into permanent and transitory components with the increments of the permanent component having arbitrarily small variance-this decomposition is possible even when the permanent and transitory components are uncorrelated at all leads and lags. Next, make precise the decompositions that we are investigating: Then (X1, XO) is an orthogonal PT decomposition for an integrated sequence whose increments have the given spectral density S.
Theorem 2.2 asserts that under regularity conditions the second moments of an arbitrary integrated sequence are consistent with a wide range of dynamics in the underlying permanent and transitory components.2 Since the sum of orthogonal sequences has spectral density equal to the sum of the spectral densities of the underlying sequences, it is obvious that AX1 + XO has spectral density S = qfS + (1 -q)S. Thus, the only subtlety in Theorem 2.2 is whether XO (a sequence with increments AXO) could be covariance stationary. But this follows 2The alert reader will notice that Theorem 2.2 only gives a pair (Xl, XO) whose second moments sum correctly to match a given spectral density S. The Theorem does not show how to construct processes (X1, XO) that will sum to a given process Y, where the last has increments with spectral density S. In the terminology of stochastic differential equations, Theorem 2.2 gives only a solution in the weak sense. A strong sense solution for our problem is available-it is given in Theorem A.1 in the working paper version of this paper (Quah (1991)). Lemma 1) we can instead use "f is the spectral density of a random sequence that has 1/2-summable Wold moving average coefficients, with qf(O) = 1" and "S is the spectral density of a random sequence that has 1/2-summable Wold moving average coefficients."3 Although we are interested in obtaining general PT decompositions, the formal discussion considers only the orthogonal case. The reasons for doing so are two-fold: first, if we can find an orthogonal PT decomposition satisfying certain properties, then we will always be able to find a nonorthogonal PT decomposition otherwise satisfying the same properties. Second, for certain applications (e.g., Quah (1990) ), that the PT decomposition is orthogonal is essential.
Theorem 2.2 provides, for an integrated sequence with given second moments, a range of feasible orthogonal PT decompositions. Significantly, that range always includes a decomposition where the permanent component is arbitrarily smooth, i.e., where the permanent component has increments with arbitrarily small variance. That the lower bound on the importance of the permanent component is zero may at first seem puzzling. We can get some intuition for this zero lower bound property by studying more restricted and more explicit decompositions where the permanent components are constrained to be ARIMA sequences-less trivial bounds then result. That analysis forms the content of the next section.
FINITE ARIMA COMPONENTS
This section specializes the analysis to ARIMA permanent components; doing so allows explicit formulas for the lower bounds on Var(AY1). Some additional notation will be needed: If W is covariance stationary, let innov(W) denote its innovation, i.e., the residual in the minimum mean square error linear predictor of W based on its own lagged values. Finally, since a purely autoregressive model is simply a restriction of a mixed moving average autoregressive model, the result for a first order autoregression applies directly to general ARMA models for AY1.
IDENTIFICATION UNDER ORTHOGONALITY AND INFORMATIONAL RESTRICTIONS
In certain applications, e.g., Shapiro and Watson (1988) and Blanchard and Quah (1989), a researcher wishes to explicitly construct permanent and transitory components, where these components are somehow restricted so that they are uniquely identified. For instance, the researcher might be interested in those orthogonal permanent and transitory components contained in the history of output and unemployment or in that of income and consumption. Such an informational restriction will be made precise below.
This section answers two questions: (1) Can one test whether there exist any such permanent and transitory components, and (2) if such PT decompositions do exist, how rich is their class? We will see that a Granger-causality characterization is available for the existence property-thus, the usual exclusion tests in a vector autoregression can be used to establish if a particular orthogonal PT decomposition exists. Further, under certain conditions, such an orthogonal PT decomposition is unique and can be straightforwardly obtained from the Wold representation of the variables of interest. This result drives the analysis in Blanchard and Quah (1989) , and is one way of allowing a researcher to uniquely identify permanent and transitory components. But Blanchard and Quah (1989) never confronted the existence issue directly and therefore never needed to discuss the Granger-causality characterization. Finally, one can show that if such a PT decomposition exists, then it can be used to construct all the PT decompositions of Theorem 2.2.4 That construction therefore explicitly produces the arbitrarily smooth permanent components as functions of observable variables.
Throughout, let Y be the integrated sequence of interest for which we seek an orthogonal PT decomposition. First, following Rozanov (1967), let H (t) denote the space spanned by square-summable linear combinations of {f(t), ((t -1), ((t -2) , ... }, complete under mean square norm. The convolution operator * is such that for b and X sequences with X covariance stationary and defined over all the integers, the tth element of b * X is Ejb(j)X(t -j). Also, the discussion will be more transparent if we use the frequency-zero smoothness conditions in time domain form, as discussed above in Section 2. The following result gives an equivalence between existence and uniqueness of a specific orthogonal PT decomposition for Y and the failure of AY to be Granger-causally prior in some system. In summary, the attention that has been devoted to measuring the size of the permanent component in GNP, as the spectral density at frequency zero of its increments, is unwarranted-without explicitly identifying the underlying economic disturbances, it is simply not possible to gauge the magnitude of the permanent component in a time series.
Finally, I have provided exact lower bounds on the magnitude of permanent components that are restricted to be ARIMA processes. Those bounds imply that restricting the permanent component to be a random walk maximizes its theoretical minimum importance. Since D12(0) = 0 and D12 is 1/2-summable, YO can be chosen to be covariance stationary. Thus (Y1,Yo) is potentially the orthogonal PT decomposition satisfying the desired conditions, and if it exists, it is also the only such decomposition. Suppose then that AY is Granger-causally prior to W. This implies that C(j) is lower triangular for all j, so that V is the identity and D12 is zero. But then Var (YO) = 0; consequently, a PT decomposition of the desired form does not exist. Conversely, if AY is not Granger causally prior to W, then C12(j) # 0 for some j, and Cl is not proportional to C12. But then, neither Dl nor D12 can vanish; thus both AY, and zYO have strictly positive variance.
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