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Equivalence classes of time independent, linear, real Hamiltonian systems can he 
identified, up to canonical transformations. with the orbits of the adjoint action of 
the real symplectic group on its Lie algebra. A new set of representatives, also 
called normal forms, for these orbits is given. Versa1 deformations of systems in 
normal form are constructed. Applications of versa1 deformations to the study of 
bifurcations of linear systems with small codimension are indicated. 
0. GENERAL INTRODUCTION 
Let G be a Lie group and L be its Lie algebra. G acts on L naturally by 
conjugation, called the adjoint action, as follows: 
Describing all orbits in L under this action is an important and much 
studied problem in many branches of mathematics, the Jordan normal form 
being the most familiar example in the case where G is the general linear 
group GL(n, C) and L its Lie algebra gl(n, C). 
The question of finding normal forms for real linear homogeneous 
Hamiltonian differential equations with constant coefficients up to canonical 
transformations can be reduced to finding representatives for the orbits in the 
real symplectic algebra sp(n, IF’) under the adjoint action of the real 
symplectic group Sp(n, ip). 
This problem was first solved by Williamson [ 331. but his arguments did 
not provide a way of effectively computing either the normal form of an 
arbitrary element of sp(n, IR) or a conjugating element of Q(n, IF?). Since 
Williamson’s work, many people have written on this problem 19, 23, 29 1. 
Recently, Burgoyne and Cushman gave a very satisfactory unified treatment 
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of the conjugacy problem for all classical groups and their algebras over any 
perfect field of characteristic not 2 [IO]. 
After giving a precise formulation of the normal form problem for real 
linear Hamiltonian systems of differential equations, we reproduce in 
Section 1 a complete list of normal forms as given by Burgoyne and 
Cushman in 191, along with some additional information. In order to 
facilitate later computations, however, we found it necessary to devise a 
different set of normal forms. Our version is contained in List II. 
Roughly speaking, a versa1 deformation of a system of differential 
equations is a “grand” perturbation depending on parameters so that by 
adjusting the parameters all nearby differential equations can be obtained 
from the fixed one. For linear systems, construction of versa1 deformations 
can be reduced to the purely algebraic problem of finding direct sum 
complements to the tangent spaces of the orbits of systems in normal forms 
in an appropriate Lie algebra; gl(n, i;,) and gl(n, i: ) for linear differential 
equations with real and complex coefficients. respectively, and sp(n, P:) for 
real linear Hamiltonian differential equations. 
Section 2 gives an outline of the theory of versa1 deformations of linear 
systems, mostly extracted from the work of Arnold ]3,4 ]. Actual 
construction of versa1 deformations is done in Section 3. As an application, 
we conclude with a study of bifurcations of linear Hamiltonian systems in 
general position with small codimension. 
1. NORMAL FORMS 
1.1. The Normal Form Problem 
In this section we give an invariant characterization of real linear time- 
independent Hamiltonian differential equations and a precise algebraic 
statement of the normal form problem. 
Let V be an n-dimensional vector space over the real numbers iF:. The 
group of all linear automorphisms of V, under composition, is called the 
general linear group GL(n, IF?). Its Lie algebra, the general linear algebra 
gl(n, iR), is the set of all endomorphisms of V with Lie bracket given by 
[A,B]=AoB-BOA forA,BEgl(n,P). 
A bilinear mapping LU: V x V-1 IF? is called symplecfic if for all X, y E V it 
has the properties 
(i) w(x, y) = -w( y, x), that is, o is skew symmetric: 
(ii) the linear mapping 
w#: v-+ v*:x~u(x,~) 
is an isomorphism, that is, o is nondegenerate, where V* denotes the dual 
space of V. 
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Note that the nondegeneracy of w forces V to be even dimensional. The 
pair (V, w) is called a symplectic vector space. 
The real symplectic group Sp(n, R) is defined to be the subgroup of 
GL(2n, R) of all elements which leave w invariant, that is, 
W(Ax, Ay) = 0(x, y). 
Similarly, the Lie subalgebra of g1(2n, R) of all elements satisfying 
(‘1 
o(Ax, y) + w(x, Ay) = 0 (2) 
is called the real symplectic algebra sp(n, R). The elements of Sp(n, R) and 
of sp(n, R) are called, respectively, symplectic and inJnitesimally symplectic 
linear mappings. The matrix analogs of the defining equations (1) and (2) 
can be written as 
A’w#A = w”, (3) 
A’w#+w#A=O (4) 
and the matrix of w# can be chosen to be 
where I, is the n x n identity matrix, in an appropriate basis of V. called a 
symplectic basis. 
Let H: V-1 R be a quadratic form on (V, w) given by H(x) = +c?(x, x), 
where fi is a symmetric bilinear form. Differentiating H gives a linear 
mapping DH: V-t V* defined by x tt I?@, .), which is symmetric. The 
symplectic gradient of H is the real linear map 
A-,, : V-, V: x t, (w*) I DH(x) 
on (V, 0); it is the real linear Hamiltonian vector field associated to H. A 
curve y: R + V is an integral curve of this Hamiltonian vector field if and 
only if, for t E R, 
; v(t) = X,,W>>. (5) 
In a symplectic basis of V if we let x = (p, q) with x E V and p, q n-vectors, 
then Eq. (5) can be written as 
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where (D,H(p, q), D,H(p, q)) is the matrix of DH(p, q). The system of 
differential equations (6) is the usual form of Hamilton’s equations. 
PROPOSITION 1.10. Let Q(V, R) be the vector space of quadratic 
functions on V, a 2ndimensional real vector space. The map 
K: sp(n, in)+ Q(V, R):A tt K(A), 
K(A)x = w(Ax, x) 
is an isomorphism of vector spaces and its inverse is given by 
K-‘:Q(V,R)-sp(n,R):Ht,X,. 
PROPOSITION 1.11. The elements of Sp(n, Ii) are the canonical transfor- 
mations of real linear Hamiltonian systems sp(n, H) and 
P-‘X,P=X HoP, 
whereHoP:V+R:xttH(Px). 
The propositions above are proved in 19, 111. 
Two elements X, and X,. of sp(n, IR) are said to be symplecticalfy 
conjugate if there exists a P E Sp(n, iR) such that P- ‘X,,P = X,,,. 
Symplectic conjugacy is an equivalence relation and determining a represen- 
tative of each equivalence class is the normal form problem for real linear 
Hamiltonian differential equations. 
1.2. List of Normal Forms 
This section contains the statement of the normal form theorem along with 
a list of normal forms. To facilitate the presentation, we begin with several 
algebraic concepts 191. 
Consider the pair (A 1 W, W), where A E sp(n, F?) and W is an LC)- 
nondegenerate, A-invariant subspace of a 2n-dimensional symplectic vector 
space (V, w). Two pairs (4, 1 W, , W,) and (A z 1 W,, W,) are equivalent if 
and only if there is a real symplectic mapping P E Sp(n, R) such that 
P( W,) = W, and (P- ‘A, P) / W, = A 2 / W,. An equivalence class of pairs is 
called a type. 
Suppose that the pair (A / W, W) is an element of the type, say A, and 
there are proper A-invariant, w-nondegenerate, w-orthogonal subspaces W, 
and W, such that W = W, @ W,. Then we write A = A, + A,, where 
(A 1 Wi, Wi) E Ai for i = 1, 2. A type A is an indecomposable type if it 
cannot be written as the sum of two types. 
THEOREM 1.21. Every type is the sum of indecomposable types which are 
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uniquely determined up to the order of the summands. Furthermore, List I 
contains all possible indecomposable types. 
For the proof of this theorem, which is rather long and intricate linear 
algebra, the reader is referred to [9, lo]. 
In order to make the list of indecomposable types comprehensible and 
useful as a reference, a little more linear algebra is needed. 
A linear endomorphism S of V is called semisimple if for every S- 
invariant subspace U of V there is an S-invariant subspace W such that 
V= U @ W. Since the field of real numbers is not algebraically closed, 
semisimple linear transformations, in general, are not diagonalizable. A 
linear endomorphism N of V is called nilpotent of index m if N” # 0 on V, 
but Nm+’ = 0. 
PROPOSITION 1.22. Let A E End(V), the set of linear endomorphisms of 
V. Then, 
(i) There exist unique S, N E End(V) satisfying the conditions: A = 
S f N, S is semisimple, N is nilpotent, S and N commute. 
(ii) There exist polynomials p, q in one indeterminate, without constant 
terms, such that S = p(A) and N = q(A). In particular, S and N commute 
with any endomorphism which commutes with A. 
For a proof of this proposition see [2 11. 
The decomposition A = S + N is called the (additive) Jordan-Cheualley 
decomposition of A; S and N are called, respectively, the semisimple and the 
nilpotent parts of A. If A is infinitesimally symplectic, so are its semisimple 
and nilpotent parts [21]. In Lists I and II note that semisimple and nilpotent 
parts of indecomposable A E sp(n, R) are in general decomposable and not 
in normal form. 
If A = S + N with N having index of nilpotency m, then m is called the 
height of (A, V) E A and it is an invariant of the type A. 
Suppose that 1 is an eigenvalue of A E sp(n, R), then -1, 1 and -1 are 
also eigenvalues of A. This fact is called the infinitesimally symplectic eigen- 
value theorem [ 11. 
Throughout List I, bases of V are chosen so that the matrix of w# is equal 
to 
-I, 
[19, I 0 . 
In these bases Hamilton’s equations have their usual form. 
Finally, E is a parameter with possible values 1 or -1; e, , e, are 
normalized, but otherwise arbitrary vectors in V. 
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In Section 3, first we will have to construct versa1 deformations of 
elements of gZ(n, R). The real Jordan normal form is unsuitable for this 
purpose. The normal form is List 0, due to Galin [ 141, is the appropriate one 
to use. The indecomposable blocks in this list will be called quasi-Jordan 
blocks. 
N s 
I 
0 
1 0 
1 . . . 
10 r 
a 
m+l a 
+ 
I ... a 
List 0: Indecomposable normal forms for gl(n, R) 
(1) Eigenvalue: Q (real) 
Height: m 
Basis of V: {e,, Ne, ,..., N”‘e,} 
Jordan-Chevalley decomposition: A = N + S 
(2) Eigenvalues: a f i/3 (a,P real and ,8 # 0) 
Height: m 
Basis of V: e, , Ne, ,..., Nme,, 
$ (S - a)e,, +(S - a)Ne, ,..., $ (S - a)N%, ( 
Jordan-Chevalley decomposition: A = N + S 
N 
0 I 
1 0 
I 
I’.. j 
lo! 
/O 
/1 0 
1 ‘.. 
10 
m+l 
+ 
mS1 
.s 
ci -P 
a -P 
-P 
I__ljit____ 
P a 
P a 
P a 
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List I: Indecomposable normal forms for sp(n, R) in the symplectic basis 
(1) Eigenvalue: 0 (zero) 
Height: m, odd 
Basis of V: {e,, Ne ,,..., N(‘+‘)“e,, 
ENme,, +Nm-‘e, ,..., (-l)‘“-“I* &NCm4 ““e,) 
with 
EZ== 1, w(e,, Nmel) = F, /J = (-l)‘“-“/*e 
Matrix of A: 
A= 
0 
1 0 
1 .., 
10 
0 0 -1 
... 
o-1 
0 
6 
1 ,.. 
-1 
0 
Cm + W 
Cm + Q/2 
Note that there are two inequivalent types, depending on whether 
6= 1 or 6=-l. 
(2) Eigenvalue: 0 (zero) 
Height: m, even 
Basis of V: (e, , Ne, ,..., N”‘e,, 
Nme2, -Nm-‘e2,..., (-l)“ez] 
with 
w(e,, Nme2) = 1 
Matrix of A : 
A= 
I 
0 -1 
0 -1 
I 2 
mfl 
m+l 
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(3) Eigenvalues: ip, -ifi v > 0, real) 
Height: m, odd 
e,,LSe,,Ne,,i~Ne ,,..., 
P P 
Non- I,/2 
el, $ SN(m-‘)/2e,, 
eNme,, 5 
P 
SN”e,, --EN”‘-‘e,, -$ SN”-‘e, ,,.., 
(_l)(m-1)/2EN(m+13/2~3, (-1)‘ml/i~~~(m+l)/2~,~ 
with 
E2= I, w(el, Nmel) = E and 
Define a= [,” iD] and I= 1; y] 
Matrix of A: 
A= 
a 
I a I 
I ‘.. 
la 
0 . . -1 
61 .a 
Cm + W 
Cm + W 
Note that there are two inequivalent types depending on whether 
6= 1 or 6=-l. 
(4) Eigenvalues: i/I, -ip (,LI > 0, real) 
Height: m, even 
Basis of V: e,, Ne, ,..., Nmel, 
5 SN”e, , - 6 SN”- ‘e, ,..., 
P 
(-1)$&z, 1 
with 
E2= 1 and =E 
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Matrix of A: 
A= 
0 
1 0 
1 . . * 
1 0 
&P 
-&P 
&P 
-&P 
&P 
0 -1 
0 -1 
‘. -1 
0. 
m+l 
m+l 
Note that there are two inequivalent types depending on whether 
E= 1 or F=-1. 
(5) Eigenvalues: (r, -a (a > 0, real) 
Height: m (odd or even) 
Basis of V: {e,,Ne, ,..., N”‘e,, Nme2, -Nm-‘e2 ,..., (-l)“e2} 
with 
Matrix of A: 
u(e,, Nme,) = 1. 
r 
mfl 
1 a 
A= 
a 
1 a 
1 . . . 
m+l 
. - 1 
L -a 
(6) Eigenvalues: a + i/I, a - i/3, -a + i/l, -a - i/3 (a, p > 0) 
Height: m (odd or even) 
Basis of V: e,, L p (S-a)e,,Ne,,$(S-a)Ne ,,..., 
N”‘e,, $ (S - a)N”e, , 
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Nmez, -!- (S + a)Nme,, 
P 
-N”--‘e,, - $ (S + a)N”mu ‘e2 
,..., (-l)“e2, (-l)m $ (S + a)e2 1 
with 
w(e,, Nme2) = 1. 
Define b= [r ~~1 and I= [i y] 
Matrix of A : 
A= 
b 
Z b 
1 . . . 
I b 
/ 
-b’ -I 
-b’ -I 
, -I 
-6’ 
m+l 
It is evident from the previous list that an indecomposable type is deter- 
mined by three invariants (m, II, E), where m is the height, 1 is an eigenvalue 
and F is f 1. Since from Theorem 1.21 every type can be uniquely written as 
a sum of indecomposable types, the unordered sequence { (mi, Ai, si)) is a 
complete set of invariants for the conjugacy class of A E: sp(n, R) and we say 
that A is of type ((m,, /li, ai)}. In practice, however, one usually deals with a 
specific Hamiltonian and faces the problem of conjugating it to a normal 
form given in List I. Burgoyne and Cushman in [9] present a constructive 
algorithm to resolve this question. A numerical analysis of their algorithm is 
an interesting, yet untouched, problem. To this end, the paper of Golub and 
Wilkinson [ 171 on the computational aspects of the Jordan normal form 
should be very helpful. 
1.3. Another List of Normal Forms 
Most of the future calculations, such as construction of versa1 defor- 
mations, are unmanageably cumbersome if one tries to use the normal forms 
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in List I. These computations, although still lengthy, become feasible if one 
employs the normal forms in List II, which we have devised for this purpose. 
In List II, the bases of V are chosen so that matrices of nilpotent parts of 
infinitesimally symplectic matrices become the classical Jordan normal form. 
In these new bases the matrix of the symplectic form w is no longer the 
standard one. Matrices of the new symplectic form are included in the 
second list. 
In local problems of Hamiltonian mechanics, the usual form of the 
symplectic from is almost sacred. We are not the first one to step out of 
bounds, however; the proof of Lyapunov’s theorem, for example, commits 
this sort of sin [ 11. 
The determination of List II is comparable with that of List I as done in 
191, so we omit the details. In both lists we have included the bases of the 
underlying vector spaces so that, if necessary, the theorems we prove in the 
nonstandard basis can be pulled back to the symplectic basis. 
List II: Indecomposable normal forms for sp(n, ‘F;‘) 
(1) Eigenvalues: 0 (zero) 
Height: m, odd 
Basis of V: (e, , Ne, , N’e, ,..., N”e, ) 
Jordan-Chevalley decomposition: A = N (no semisimple part) 
i 0 1 0 1 ‘.. 1 0 1 m+l 
Matrix of o: w(e,, N”e,) = c with e2 = 1 
& 1 -1 1 ... -1 1 I m+ 1. 
(2) Eigenvalue: 0 (zero) 
Height: m, even 
Basis of V: (e,, Ne, ,..., N”‘e,, e,, Ne, ,..., N”e,) 
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Jordan-Chevalley decomposition: A = N (no semisimple part) 
0 
1 0 
1 . . . 
1 0 
0 
1 0 
1 . . . 
I 0 
Matrix of o: u(el, Nmez) = 1 
-1 
1 
1 
-1 
-1 
I 
(3) Eigenvalues: ij?, -ip @ > 0, real) 
Height: m, odd 
Basis of V: e,, Ne, , N*e, ,..., N”‘e, Y 
m+l 
mi-1 
m+l 
mfl 
iSe,,$SNe,,iSN’e ,,..., iSNme, . i 
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Jordan-Chevalley decomposition A=N+S 
N 
0 
1 0 
1 . . . 
4 
1 0 
0 
1 0 
1 ... 
1 0 
m+l 
+ 
mfl 
s 
-P 
-P 
Matrix of w: w(e,, N”e,) = F with c2 = 1 
1 
-1 
1 
-1 
1 
-1 
1 
-1 
(4) Eigenvalues: i/3, -ip (/3 > 0, real) 
Height: m, even 
Basis of V: e,, Ne,, N’e, ,..., N”e,, 
-P 
mfl 
m+l 
$Se,,$SNe ,,..., $SN”e, 
1. 
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Jordan-Chevalley decomposition: A = N + S 
0 
1 0 
1 . . . 
1 
N 
0 
m 
-____- 
0 
1 0 
1 ... 
1 0 
m+l 
+ 
m+l 
P 
P 
P 
Matrix of o: o(e,, N”Se,) = E with e =I 
& -1 
I 
-1 
-- 1 
1 
-1 
1 
1 
-D 
-D 
m+l 
m+l 
(5) Eigenvalues: ~1, --LT (u > 0, real) 
Height: m (odd or even) 
Basis of V: (e,, Ne, , N’e, ,..., N”‘e,, e,, Ne,, N’e, ,..., N”‘e,} 
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Jordan-Chevalley decomposition: A = N + S 
N 
Matrix of w: o(e,, Nme2) = 1 
a 
S 
-a 
-U 
-a 
(6) Eigenvalues: a + @, a - ip, -a - i/?, -a + ip (a > 0, /3 > 0) 
Height: m (odd or even) 
Basis of V: e,, Ne,, N’e ,,..., Nme,, 
f (S - a)el, $ (S - a)Ne ,,..., i (S -- a)N”e,, 
f (S + a)e,, f (S + a)Ne, ,..., $ (S i- a)N”e,. 
e,, Ne,, N2e2 ,..., Nme2 
i 
Jordan-Chevalley decomposition A=N+S 
505/51,3 6 
N= 
s== 
0 
1 0 
1 '.. 
1 0 
a 
a 
a 
P 
P 
P 
0 
1 0 
I ‘.. 
1 0 1 0 
,l 0 
1 . . . 
1 0 
-P 
-P 
-P 
a 
a 
a 
0 
1 0 
1 ‘.. 
I 1 0 J 
-a P 
-a P 
-a P 
__- .__-- 
-P -a 
-P -a 
T . . -p ‘..-a 
/n-c1 
m+l 
m+l 
m+l 
VI+1 
mfl 
m+l 
mfl 
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Matrix of w: w(e,, N”e,) = I 
1.4. In Defense of Reality 
Those who are familiar with the classics of this subject, such as Moser 
and Siegel 1241 and Birkhoff 171, might object to the extensive lists we have 
presented. We have two explanations to offer. 
Birkhoff deals with only purely semisimple infinitesimally symplectic 
transformations without nilportent parts. In physicists’ terms, he ignores the 
“singular” cases. Siegel starts out with a real quadratic Hamiltonian function 
and then finds a complex symplectic change of basis which brings the 
Hamiltonian into a real normal form. By using complex symplectic transfor- 
mations, one loses geometric information about the orientation of the orbits 
relative to the given symplectic structure. Furthermore. normal forms under 
complex symplectic changes of bases do not determine the real normal forms. 
For example, if 
A= and B= 
then a short calculation shows that there is no real symplextic matrix P with 
P-‘AP = B. There exists, however, a complex symplectic matrix 
so that Q-‘AQ =B [S]. 
The difficulty above does not arise in gl(n, iR) since conjugacy over 
GL(n, C) is equivalent to conjugacy over GL(n, IR). Thus, the normal form 
problem is another testimony to the generally accepted feeling that life is 
more subtle in Hamiltonian mechanics. 
2. VERSAL DEFORMATIONS OF LINEAR SYSTEMS 
2.1. Introduction 
The reduction of a matrix to its Jordan normal form, or putting an 
arbitrary infinitesimally symplectic linear mapping into one of the normal 
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forms given in Section 1, is an unstable process since both the normal forms 
themselves and conjugating transformations depend discontinuously on the 
elements of the original matrices. 
In modeling physical systems when investigating questions of stability and 
bifurcations, one studies not a single object, but rather a family of objects 
depending on a number of tunable parameters. Although for fixed values of 
the parameters, equations describing the system can be reduced to suitable 
normal forms, it may not be advisable to do it since during the reduction the 
smoothness or sometimes even the continuity with respect to the parameters 
may be lost. For instance, consider the following very simple matrix 
depending on one parameter ,I, 
0 A 
A(A)= o o .  
I  I  
The Jordan form of this matrix 
0 1 
W)= o o 
I  I  
for A#0 
0 0 
=oo I I 
for I+=0 
is discontinuous at A = 0, and all choices for conjugating matrix C(n). e.g.. 
C(l)= 1; ;, j for A#0 
1 0 
= I 
0 1 
I for I= 0. 
become unbounded as 2 --t 0. 
Thus, we are led to the problem of finding a simple normal form to which 
not only one specific matrix, but a certain family of matrices close to it can 
be reduced smoothly. 
As an important application consider the following problem. Let 
H = ;(P: + s:, + (P: + 4;) 
be the Hamiltonian of a linear oscillator with two degrees of freedom. The 
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corresponding linear Hamiltonian vector field has the infinitesimally 
symplectic matrix 
i+1. 
1 0 
0 2 
x,1 = 
-1 0 
0 -2 
One would like to write down the most general small detuning of this 
oscillator with the smallest number of detuning parameters, so that ,by 
adjusting the parameters one can obtain any other small detuning without 
destroying the Hamiltonian character of the problem. 
The answer turns out to be the two-parameter detuning 
H@,Pu) = (4 + fw: + 47) + (1 + P)(d + 4:) 
with the corresponding vector field 
x,,01TA)= [;;.ij. 
The new normal form incorporating the most general detuning is the 
starting point of the analysis of “passage through 2-l resonance.” For further 
information see the forthcoming reference ] 131. 
Construction of these most general perturbations of the Jordan normal 
form and of the normal forms described in List II is facilitated by the theory 
of versa1 deformations. It is the purpose of this section to make the notion of 
versa1 deformation of a linear system precise and to outline the necessary 
theory for their construction. For further details see Arnold (3.4 ]. 
2.2. Versa1 and Universal Deformations 
Let A, be a fixed element of a real Lie algebra L with its underlying vector 
space structure viewed as a differentiable manifold. Let n k be a small 
neighborhood of the origin of K k for some integer k. A deformation of A ,, is 
a differentiable function of a vector variable 1 
A(A):A”+L with A(O)=A,,. 
Similarly, we can define a deformation of an element of G, the corresponding 
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Lie group of L. A deformation is also called a jiimi&. the vector variable X 
parameters, and the parameter space il = {A} a base of the family. 
TWO deformations A(A) and B(A) of A,, are called equkalent if there exists 
a deformation C(n) of the identity element e of G with the same base such 
that 
A (A) = C(k) B(A) c- ‘(A), C(0) = e. 
Let v, : .4 ’ + Ah be a differentiable map with ~(0) = 0. The mapping cp of 
the parameter space /i’ = {P) into the base of the deformation A (J.) defines a 
new deformation (~*.4)@) of A, as follows: 
(ul”A)Cu) = (A($+)). 
The deformation rp*A is said to be induced by A(A) under the mapping 6”. 
A deformation A(L) of A, is called versa/ if any other deformation B@) of 
A, is equivalent to a deformation induced by A(2) under an appropriate 
change of parameters q, i.e., if there exist C@) and ~1 such that 
WI = CcU> A (v7cU))C ‘($1 with C(O)=e and p(O)= 0. (1) 
A versa1 deformation A(L) of A,, is called universal if o is determined 
uniquely by B@). Of course, C(D) is never unique. 
All of the notions above can be defined for complex Lie groups and 
algebras by simply replacing the word differentiable with holomorphic. 
EXAMPLE 2.20. It is obvious that versa1 deformations of elements of 
gl(n, (1) always exist. One simply takes the HZ-parameter deformation of A,, 
as 
A(l)=A,+ 
Unless A,, happens to be identically zero, depending on the form of A,,. 
one can construct versa1 deformations with fewer parameters than n’. 
EXAMPLE 2.21 13 I]. Consider A, = (y ,“), an element of g1(2. go). The 3- 
parameter deformation A@) = ( i :;t, -f2) of A,, is not versa]. For, another 
deformation B(B) = (y “0) of A,, for example, would have to have the same 
eigenvalues as A(&u)), if (1) were true; one would have 
;i, =plrJ2, ;1, = +‘;‘I, ;i3 =o. 
contradicting the requirement that q be holomorphic at ,D = 0. 
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Surprising as it may be, the 2-parameter deformation (: 1:;) of A,,. 
however, is versa1 and also universal. 
EXAMPLE 2.23. The Brown resonance: Deprit in 1966 showed that the 
quadratic part of the Hamiltonian for the restricted three body problem at 
the Lagrange equilateral triangle equilibrium point L, is given by 
where S > 4 \/2/3. The characteristic polynomial of the associated vector 
field X,, is (t’ + u:)(t’ + ai). where of = 4 + $0. ~5 = .i - $0. with 
8 = (96’ - 32)’ ‘. 
For 6 > 4 \/2/3, since a, and c(? are distinct. X,, is semisimple without 
nilpotent part. The infinitesimally symplectic matrix X,, can be put in the 
following normal form (see List I): 
For 6 = 4\/2/3 we have a, = a2 and the nilpotent part of X,, is no longer 
zero. In this case a normal from for X,, can be shown to be (see List I) 
For the details of the normal form procedure for H above see (8 1. 
From List II we can give another normal form for the quadratic 
Hamiltonian under investigation: 
i 
0 0 10 0 
1 0 0 l/\/2 
x,= J . -l/q5 0 0 0 
0 -1/a 1 1 0 
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A sparse versa1 deformation of X, above with the minimum number 
parameters is the following two-parameter (A,, 1,) deformation: 
The case 6 = 4&/3 is known as the Brown or Trojan resonance and the 
versa1 deformation above is the first step in the investigation of local bifur- 
cations around this resonance [ 1, p. 604; 13; 281. 
The versa1 deformations in the examples above will be evident from the 
general results to be presented later. 
2.3. Versality and Transversality 
Let Q be a smooth submanifold of a manifold L. Also, consider a smooth 
mapping A: A --) L of another manifold /1 into L, and let A be a point in A 
such that A(1) E Q. 
The mapping A is said to be transversal to Q at A: if the tangent space to L 
at A(1) is the vector space sum of the image of the tangent space to /i at A 
under A and the tangent space to Q at A(I), i.e., 
TL /,(I) =A, TA., + TQ,,,,. (2) 
where the asterisk subscript is the induced map between tangent bundles. 
Now consider a Lie algebra L with its underlying vector space viewed as a 
manifold. The Lie group of L. G, acts on L by conjugation, called the 
adjoint action, as follows: 
Ad g(l) = gig ‘. gEG and IEL. 
Look at the orbit Q,,,, of a fixed element A, of L under this action. Q (,, is a 
smooth submanifold of L. Also, recall that a deformation A(A) of A,, is 
defined as a smooth mapping, A : /i --) L, from the parameter space n into 
the Lie algebra L. 
The theorem below, from the theory of singularities of mappings, gives a 
computable characterization of versality. 
THEOREM 2.30. A deformation A(i) of A,, is versa1 if and on!~’ f the 
mapping A is transversal to the orbit of A0 at A= 0. 
The transversality of a versa1 deformation can be shown by simple 
differentiation. The converse implication is a bit harder to prove, but it 
follows from the implicit function theorem. For full details see Arnold (3 1. 
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2.4. Orbit and Centralizer 
It is clear from Example 2.20 that versa1 deformations of elements of a Lie 
algebra always exist if one does not restrict the number of the parameters. 
Therefore, the first important question is to determine the minimum number 
of parameters for any versa1 deformation of A, E L. 
From the previous theorem we know that in a versa1 deformation of A,, the 
number of parameters is minimal when the vector space sum in Eq. (2) is a 
direct sum. Consequently, this minimum number is equal to the codimension 
of the orbit of A, in L. 
We first recall that if L is a Lie algebra with its Lie bracket (., . 1 and A,, 
is a fixed element of L, then the endomorphism of L. ad A,,, is defined by 
adA,:L+L with ad A,(X) = IX, A,]. 
The kernel of this endomorphism, Ker ad A,, , is the centralizer of A 0 in L. 
Now consider the mapping for a fixed A, E L, 
AdA,:G+L:g+gA,,g ‘. 
The image of Ad A, is the orbit of A, in L, Q,,,,,. Take the derivative of this 
map at the identity element e of the group G. Since Ad A,(e) = A,,, we have 
(Ad A,)* : TG, ---t TL ,,, 
defined by 
(Ad A,),(C) = g 1 (efCA,e-“‘) 
I 0 
= (CefCA,e-‘c - erC’A,em “)I, ,, 
=CA,,-AoC 
= IC,A,,l. 
Since TG, and 7’L,l,I are isomorphic to the Lie algebra L, the calculation 
above shows that 
(Ad A,,), = ad A,,. 
Therefore, the tangent space of the orbit of A, at the point A,,, TQ 1,,, is equal 
to Im ad A,, in L. 
HiiSEYiN KOCAK 
Notice that since for ad A, E End(V) 
dim L = dim(Im ad A,) + dim(Ker ad A,,). 
the dimension of the centralizer of A, is equal to the codimension of the orbit 
of A, in L. Therefore, there exists no versa1 deformation of A,, with fewer 
number of parameters than the dimension of the centralizer in L. 
The calculations above also reduce the problem of constructing a versa1 
deformation of A,, with fewest number of parameters to a purely algebraic 
question: find a direct sum complement to Im ad A,, in L. One well-known 
such complement is the dual of the centralizer of A,, in L ( IO, p. 69 (. 
However, there are two major obstacles which make this complement 
undesirable. Although the centralizers of elements of gl(n. !<) and gl(n, 1: ) 
are known 114, 15 1, the knowledge of centralizers in sp(n, IF’). which is the 
important Lie algebra for the present work, is not available. Using the 
normal forms in List II we have determined the centralizers of elements of 
sp(n, F), which will be published in a forthcoming paper (see also (22 I). 
Another difficulty is that the complement above is not as sparse as possible: 
in other words, it does not have the fewest possible number of nonzero 
entries. Therefore, the versa1 deformation will not be the simplest even 
though it contains a minimal number of parameters. In the next section we 
will construct a different complement which will avoid both of these 
problems. 
Our techniques combined with [ 10) are sufficient to construct versa1 
deformations of elements of all classical Lie algebras over the fields of real 
or complex numbers. We will confine ourselves. however, to three physically 
significant algebras: gl(n, P), gl(n, C ) and sp(n, IF?). The first two algebras. in 
a certain sense, constitute the theory of linear ordinary autonomous 
homogeneous differential equations while the last one constitutes the systems 
of linear autonomus homogeneous Hamiltonian differential equations with 
real coefficients. The rest of the classical Lie algebras have no such inter 
pretations. 
2.5. A Word About the Nonlinear Case 
As we have seen, for linear vector fields the theory of versa1 formations is 
complete. Unfortunately, a general theory of versa1 deformations of nonlinear 
vector fields does not exist. One basic obstacle is that the setting is infinite 
dimensional. This problem can be overcome if one restricts one’s attention to 
families of nonlinear vector fields invariant relative to the action of a group 
on the phase space. Depending on the group and the vector field, equivariant 
versa1 deformations can be finite dimensional. Two such examples are 
studied by Arnold (5 1 and Takens 127 1. 
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3. CONSTRUCTION OF VERSAL DEFORMATIONS 
In this section we will present a matrix-free way of calculating versa1 
deformations of elements of gl(n, V) and sp(n. rG) with a minimum number 
of parameters which are also rather sparse. Nilpotent elements of the general 
linear algebra are treated first, and then those of the symplectic algebra. 
Finally, the elements with nonzero semisimple part are taken care of with the 
aid of several facts about the Jordan-Chevalley decomposition due to 
Cushman. The methods of this section have been inspired largely by the 
work of Hesselink 120 1. 
It is clear from the previous discussions on versality that it suffices to 
consider only the elements in normal form. We will use the (lower) Jordan 
and quasi-Jordan form for gl(n. I:-?) given in List 0, and List II for sp(n, 10. 
Although the underlying vector spaces are assumed to be real, the complex 
case is actually contained in our calculations. Analogous theorems for the 
complex symplectic algebra can be obtained by taking the value of the 
parameter E to be + 1. 
3.1. Partitions 
This section describes some notations from the theory of partitions of 
integers which are useful for enumerating indecomposable blocks of nilpotent 
elements in normal form. 
Let n\l denote the set of positive integers. A partition I. is a finite subset of 
b. X N such that if (m, n) E 1 and i < m and j < n. then (i, j) E A. The set of 
partitions is denoted by P. The duality mapping D : P + P is defined by 
(i, j) k+ (j, i). 
If A E P. the nonincreasing sequence A* = {A’) and A* = (.ai} in {O} u h 
are defined by 
Clearly Ai = (DA)j = sup{n E N] j 1’ > i} and dually. A partition is uniquely 
determined by its sequence ,I* or ;C*, Finally, we write #;C for the cardinality 
of /I. 
EXAMPLE. Let 1 be the partition which contains the following pairs of 
integers: 
(1, 1) (2, 1) (3% 1) (1,2) (2.2). 
This can be represented in N X N as follows: 
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The dual partition consists of 
(I, 1) (1.2) (1.3) (2, 1) (2,2) 
and has the following representation in Pal X lb.: 
The sequence A*. is obtained by counting the blocks in each row in the 
representation of A in F, x N. Thus 
/I* = (A, * 2,) = (3, 2). 
The sequence /I* is obtained by counting the blocks in each column in the 
representation of 2 in N x IV. Thus 
/1*=(n’.n2,n’)=(2,2. I). 
Notice that #A can be visualized as the total number of blocks in the 
representation of A in rN X nU, 
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Also, 
The example above can be used to represent the following nilpotent matrix 
in Jordan normal form: 
I 
0 
1 0 
1 0 
0 
10 -1. 
Observe that ,I:F corresponds to the sizes of the indecomposable blocks in 
decreasing order, while ,I’ counts their number. The index of nilpotency of 
this matrix is (1, - 1) and #/1 is its size. 
3.2. Versa1 Deformation of Nilpotent Elements of gl(n, IH) 
In this section we construct versa1 deformations of nilpotent elements of 
gl(n, R), the algebra of linear endomorphism of an n-dimensional vector 
space V. The results are due to Hesselink 1201; we have added the proofs 
and the examples. 
DEFINITION 3.20. NE g&n, P) is called a normal nilpotent element with 
base-data (e, A) if e = (e, . ...) e,.) is a sequence in V and L is a partition such 
that 
(i) lz’=r, 
(ii) {N”ei : 1 < i < r and 0 < a < Ai} is a basis of V, 
(iii) Naei = 0 for a > 1;. 
Remark. Notice that a normal nilpotent element can be thought of as a 
nilpotent matrix in Jordan normal form. 
In the rest of this section (3.2) the letter N will be used to represent a 
normal nilpotent element of gZ(n, IP) with base-data (e, /1). 
Below, we will construct a linear subspace W of gl(n, IR) with the property 
gl(n, IF?) = [ gl(n, P), NJ 0 W. 
Since W is a direct sum complementary subspace to the image of ad N in 
gl(n, ‘F)), it follows from the considerations in Section 2 that N + W is a 
versa1 deformation of N. 
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Let N be a normal nilpotent element with base-data (e, I). Let w be the set 
of pairs of integers (i, a) with 1 ,< i< /I’ and 0 ,< a < A,. Define e(i. a) = 
Naei. Then {e(p) : q E w) is a basis of V. Let (E(q)) be the corresponding 
dual basis of V*. We have the usual pairing of the elements of a basis and 
its dual by 
where 6 is the Kronecker delta. 
The coordinates r(q; q~‘) on gl(n, ‘I?) are defined by 
for any A E gl(n, R). Clearly, the set (r(p; 41’): q~, (D’ E w} is a basis of the 
dual of the Lie algebra gl(n, Ic?). By taking the dual of {((cp; cp’)} we obtain a 
basis of gl(n, R). This basis of gl(n, P) will be denoted by {h(q; cp’)}. 
We can characterize the basis vectors {h(q; q’)} of gl(n, iF?) in terms of the 
basis {e(q)} of V with the following lemma. 
LEMMA 3.21. 4~; ul’) 49”) = 6,‘,,,.. e(p). where p, c,J’, v” belong to q~. 
Proof: Since h(q; o’) and &jo; q’) are duals of each other, we have 
for all q,, ~1, qZ, q~; E q~. From the definition of 5 as coordinates on gl(% FJ) 
we also have 
(1) 
= (E(~,),6,,;.‘,:e(~z)). I 
The next lemma determines the effect of ad N on the basis vectors 
{h(q; v’)) of&n, nj). 
LEMMA 3.22. (h(i,a;j,b),N/=h(i,a;j,b- I)-h(i, a+ l;j,b), where 
any element h(i, a; j, 6) in the formula above will be taken to be zero if the 
indices fall outside the bounds 0 < a < li and 0 < b < /li. 
ProoJ: By the definition of commutator we have 
(h(i, a; j, b), N] = h(i, a; j, b)N - Nh(C a: j7 b). 
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Let us evaluate the first term on the right at e(k, c): 
h(i, a; j, b) Ne(k, c) = h(i, a; j, b) e(k, c + 1) 
= dCj,b),(k,c+ I,4i. a> (by Lemma 3.2 1) 
= 4.i.b- I,.tr.c,4iy a) 
= h(i, a; j. b - 1) e(k. c) (by Lemma 3.2 I ). 
Therefore, h(i, a; j, b)N = h(i, a; j. b - 1). Similarly, for the second term we 
iset 
Nh(i, a; j, b) e(k, c) = N~,i,~~.,~.c,e(f~ a) 
= ,,.b,.,i.i~,4i+ a + 1) 6 
= h(i, a + 1: j, b) e(k, c). 
Again by Lemma 3.21 we have 
Nh(i,u;j,b)=h(i,u+ 1;j.b). 
The next theorem is the main result of this section. 
1 
THEOREM 3.23. Let NE gl(n, !i) be a normal nilpotenl element with 
base-data (e, A) and let gl(n, F?)ii, Wii and W be subspaces of gl(n, Q’) 
defined by 
gl(n, Il’)ii = \’ Fh(i, a; j, b), 
a.6 
Wii = \‘ IF?h(i, a: j, Ai - 1) with 0 < a < min(ii, 1,). 
Then, 
gl(n, F,)ij = 1 gl(n, F,),,, N] @ Wji 
and 
d(n. m> = I gl(n, I-‘), Nj @ W. 
COROLLARY 3.24. The dimension of the complementary subspuce W is 
equal to Ci(2i- l)Ai. 
Therefore, there exists no versa1 deformation of N with fewer than 
xi (2i - l)& real parameters. 
The complementary subspace W constructed above is by no means 
unique, although its dimension is. This particular choice is made for its 
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readily recognizable pattern in matrix representation, as will be illustrated in 
the example below. 
Proof of Theorem 3.23. The proof of this theorem is purely 
combinatorial. To follow the argument, the interested reader would do best 
by writing out all the “h-vectors” and their images under the ad N map in a 
low-dimensional case, for example, Ai = 4, Aj = 5. 
Fix i and j, and consider the following sets of basis vector h(i, a; j, 6) of 
g/(n, R)ij parametrized by 1 
{h(i,a;j,b):a==b+l=k with k = 0. 1, 2 ,..., min(A,. A,) - I }. 
For each I, 1 = 0, l,..., min(/l,. A,j) - 1, the dimension of the span of each set 
of vectors defined above will be exactly one more than the dimension of the 
image of the set under ad N. The dimension of the span of the basis vectors 
of gl(n, E), not in any of the sets above will remain the same under ad N. 
Consequently, the dimension of gl(n, P)ij will go down by min(Ai, Ai) under 
the ad N map. To complete the argument, notice that none of the min(A;, A,) 
vectors in Wii is in Im ad N. I 
EXAMPLE 3.25. Some of the entities defined so far will be explicitly 
calculated in this specific example. To make the pattern of the versa1 defor- 
mation given by Theorem 3.23 recognizable we will work with matrices. 
Let N be the following nilpotent matrix in Jordan normal form: 
N= 
D 
I 0 
1 0 
1 ( 
0 
1 0 
1 0 
1 0 
L 
0 
1 0 
I 0. 
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We first describe the base-data (e, A) of N. The partition of this normal 
nilpotent element is il, where 
IL:, = (A,, A?, A,, A,) = (4,4, 3, 3) 
A” = (A’, A2, A’, AJ) = (4,4,4. 2). 
#/I = 14. 
Let V= [<I”, and let (c’,,..., vlj} be the standard basis of V. Thus c’( is the 
column vector of length 14 with ith entry 1 and others 0. Following 
Definition 3.20 we put 
e, = v,, e,=v,, e3 = vq, e, = ~1,~‘ 
and take as a basis of V 
(e,, Ne,, N’e,, N3e,, e,, Ne,, N’e,, N3e2, e,, Ne,, N?e,, e,. Ne,, N’e,}. 
This is the same as the basis {vi). 
Let H,, i be the 14 X 14 matrix with (i,j)th entry 1 and others 0. Using 
Lemma 3.21 and the basis (vi) of V above, we obtain the standard basis of 
g1(14 p)>, e.g., 
h(l, 0; 1, 3) = H,.,, h(1, 1: 1. 3)= Hz.,. 
By Theorem 3.23 we have the following complementary subspace W to 
Im ad N in gl(14, R): 
where 
Wii = y lF?h(i, a; j, Ai - 1) 
with i < i, j < 4 and 0 < a < min(,I,, Ai). The dimension of M/’ is equal to 52. 
Finally, the versa1 deformation of N given by N + W has the following 
matrix representation: 
505/s 113~7 
390 HidEYiN KOCAK 
N-f W= 
-0 aI 
10 a, 
1 0 a3 
1 a4 
el 
4 
e2 
e3 
e4 
ml 
----I 
m2 
m3 
b, ’ Cl 
b, ! C? 
P3 / 
d, 
dz 
d3 
0 
__~- 
h, 
hz 
4 
0 
where each letter with a subscript is an independent real parameter. 
This versa1 deformation is essentially that of Arnold. He works with the 
upper Jordan normal form instead of the lower one. 
3.3. Versa1 Deformations of Nilpotent Elements of sp(n, 1’) 
In this section we construct versa1 deformations of nilpotent elements of 
sp(n, Ii), the real symplectic algebra. The basic setup is similar to the one 
used for gl(n, IT!) and the specialization to sp(n, IF) is achieved with the aid 
of the symplectic form LU. 
DEFINITION 3.30. NE sp(n, I/<) is called a normal nifpotent element with 
base-data (e, 1,~. E) if N is a normal nilpotent element of gl(n, P) with base- 
data (e, 2). u is a permutation of ( 1, 2 ,..., T}. where r = ;1’, and 
t’: (l,...,r)+ (-1, l} 
is a mapping such that 
w(N”e,, N”e,) = (-1)” s(i) ifj=a(i)anda+b+ 1 =I,. 
w(Naei, N*e,) = 0 otherwise. 
Remark. A normal nilpotent element of sp(n, R?) should be thought of as 
a nilpotent intinitesimally symplectic matrix which is a direct sum of 
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indecomposable nilpotent types presented in (1) and (2) of List II. The 
conditions on cu simply record its matrix in the basis {e) of V. 
Notice that u* = identity, A,(i) = Ji and s(a(i)) = (-l)“! s(i). 
In the rest of this section (3.3) the letter N will be used to represent a 
normal nilpotent element of sp(n, R) with base-data (e, /1, (I, E). 
As in the case of the general linear algebra, let v/ be the set of pairs of 
integers (i, a) with 0 < a < Izi and put e(i, a) = Naei. Then (e(o) : o E r,~) is a 
basis of V. 
The coordinates ~(o; cp’) on sp(n, R) are defined by 
for any A E sp(n, R). Since r(q; c+Y’) = r](q’; cp), we have a basis for the dual 
of the Lie algebra sp(n, R) consisting of the set 
By taking the dual of the dual basis above, we obtain a basis for sp(n, R) 
which will be denoted by 
( v(i, a; j, b) : i < j, or i = j and a < b). 
If the dimension of V is #A = 2n, then the dimension of sp(n, IR) is equal to 
2n2 + n. 
The next two lemmas allow us to express the basis elements of sp(n, R) in 
terms of those of gl(n, R), thus making it possible to obtain matrix represen- 
tations of versa1 deformations in sp(n, R). 
Since w is nondegenerate, use the linear isomorphism 0”: V-1 V* to 
identify V and V* so that 
(E, e) = o(o#~ ‘E, e), 
where {e) and {E} are bases of V and V*, respectively. Below, E and its 
image under this identification will be denoted by the same letter. 
LEMMA 3.3 1. 
(i) (-1)” c(i) e(i, a) = E(o(i), ki - 1 - a), and 
(ii) (- 1)” E(i) q(i, a; j, b) = <(a(i), Izi - 1 - a; j, b) ( sp(n, R). 
Proof. We will verify only the first identity. From Definition 3.30 it is 
clear that the evaluation of the bilinear form o on two basis vector of V is 
nonzero only when 
o(e(i, a), e(a(i), di - 1 - a)) = (-l)O c(i). 
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Equivalently, 
~H((-l)~c(i) e(i, a), e(a(i), Ai - 1 - a)) = 1. 
Since (E(v), e(ul’>) = 6,,,, , from the identification of V and V* we obtain 
the desired formula. I 
LEMMA 3.32. 
(i) j(i, a: j, b) = (-l)‘&(i) h(o(i), Ai - 1 - a; j, b) 
+ (-l)b~(j) h(a(j), /lj - 1 - b: i, a) ifi<j,ori=janda<b, 
(ii) JJ(i, a; i, a) = (-1)” c(i) h(a(i), Ai - 1 - a; i, a), 
(iii) y(i, a; j, b) = 0 otherwise. 
Proof: We will prove only the second identity. Observe that since q and 
.r are dual to each other, 
rl(~l:(D~)(?‘(W*:~I))=S,,,yZbV,.U? 
for all q,, pz, vi, ~7; E li/. From the definition of the coordinate functions, 
this equation can be written as follows: 
44u?,), 4’Ch; ~$1 e(d) = d,,.,2 6,i,,,i. 
For q, = qz = (i, a) and ~7j = q; = (i, a) the formula above becomes 
co(e(i, a), y(i, a; i, a) e(i, a)) = 1. 
If we set ~7, = qz = (a(i), Ai - 1 - a) and ql = ql = (i, a), then Eq. (1) in the 
proof of Lemma 3.21 becomes 
(E(a(i). /li - 1 - a), h(a(i), Ai - 1 - a; i, a) e(i, a)) = 1. 
Finally, by using (i) of Lemma 3.3 1 and the nondegeneracy of w, we obtain 
the desired result. I 
Lemma 3.33 below determines the effect of ad N on the basis { y(w: cp’)} of 
v(n, IF;‘). 
LEMMA 3.33. 
(i) [ y(i,a; j, b), N] = y(i, a; j, b - 1) + y(i, a - 1; j, 6) if i < j. or 
i=janda<b-1, 
(ii) [ y(i, a; i, a + l), N] = y(i, a - 1; i, a + 1) + 2y(i, a; i, a), 
(iii) [ y(i, a; i, a), NI = y(i, a - 1; i, a). 
ProoJ Use Lemma 3.32 to express each basis element Y(Y; cp’) in the 
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identities above in terms of the basis elements h(cp; q’) of gl(n, 17). Apply 
Lemma 3.22 to finish the proof. I 
The next theorem is the main result of this section. 
THEOREM 3.34. Let N be a normal nilpotent element of sp(n, l?) with 
base-data (e, A, a, F). Consider the subspaces of sp(n, R) defineti by 
sp(n, lP)ii = \,: Wy(i, a; j, b) 
a.h 
Yji = y Ry(i, Ai - 1; j, b) 
if i< j,ori:= janda<b, 
if i < j, 
Y,, = \7 Ry(i, Ai - 1 - a; i, Ii - 1 -a) withO<a<+(,l- l), 
a 
Y= 1‘ Yii. 
i<i 
Then we have 
sp(n, R)ij = [sp(n, ‘)ij, N] 0 Yij 
w(n, R> = [v(n, R), Nl 0 Y. 
COROLLARY 3.35. If NE sp(n, R) with partition A, = (A,, 1, ,..., AL), 
then the complementary subspace Y above has dimension 
~cyni t $(number of odd Ai} + C?(i - l)A,. 
Therefore, there exists no versa1 deformation of N with fewer number qf 
parameters than the dimension of Y above. 
Proof of Theorem 3.34. Fix i and j with i < j. Consider the sets of basis 
vectors y(i, a; j, b) with a + b = c, where c = 0, 1, 2 ,..., /lj - 1. For each c, the 
dimension of the subspace spanned by the set of vectors above is exactly one 
more than the dimension of the image of this subspace under ad N. 
Therefore, the dimension of Im ad N in sp(n, R),, is Ai less than the 
dimension of sp(n, R),. Finally, observe that the set of vectors 
{ y(i, 1; - 1; j, b): 0 < b < ,Ij} is disjoint from the image of ad N in sp(n, R)i,, 
proving that, for i < j, 
vh ‘)ii= [sp(n, ‘)i,j, NI @ Yii. 
The case i = j can be proved by a similar counting argument. 
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EXAMPLE 3.36. Let NE sp(7, R) be a normal nilpotent element with 
base-data (e, 1, u, e) where c:, A are the same as in Example 3.25 and 
u(l)= 1, u(2) = 2. a(3)=4, o(4) = 3. 
E(1) = 1, E(2) = 1, e(3) = 1. E(4) = -1. 
The matrix of N in the basis e is the same as in Example 3.25 and the matrix 
of the bilinear form w is given by 
CO= 
1 
-1 
1 
1 
-1 
, 
r 
1 
-1 
-1 
1 
-1 
I 
1 
-1 
1 
From Theorem 3.34 we have 
Y, = y Ry(i, lti - 1; j, b) 
with i, j = l,..., 4 and i< j, O<b<;lli, 
Yii = \‘ Ry(i, Ai - 1 - a; i, Izi - 1 - a) 
a 
with i = I,..., 4 and 0 ,< a < i(Ai - l), and the complementary subspace Y is 
given by 
Y= \‘ Yii. 
Zi 
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Corollary 3.35 yields 
395 
dim Y = f(4 + 4 + 3 + 3) + +(2) + 4 + 2 . 3 + 3 . 3 = 27. 
The matrices of the basis elements of Y can be calculated with the aid of 
Lemmas 3.32 and 3.21. For example, 
y( 1, 3; 2,0) = -h(l, 0; 2,0) + h(2, 3; 1, 3) = -H,,, + H,.,. 
The 27.parameter versa1 deformation N + Y of N has the following matrix 
representation: 
N+Y= 
~0 a1 
1 0 a, 
1 0 
1 0 
b, 
4 
b, 
b, 
d3 
4 
d, 
c3 
c2 
Cl 
-b, b, -4 b, -c, c2 -c: 
0 el 
1 0 e2 
1 0 
1 0 
g3 
g2 
gl 
f3 
f2 
f, 
-A f2 93 
0 h3 
1 0 h2 
1 h, 
HI 
n2 
d, -4 d, 
gl 32 g3 
ml 
m2 
-h, h, -h, 
1 0 
1 0 
where each letter with a subscript is an independent real parameter. 
3.4. Nonnilpotent Elements of gl(n, R) 
Construction of a versa1 deformation of an element with nonzero 
semisimple part can be done along the lines of Section 3.2. However, some of 
the counting arguments get a bit cumbersome. Therefore, with the aid of the 
following lemmas about the Jordan-Chevalley decomposition of a linear 
mapping, we first explain how to restrict our calculations to the centralizer 
of the semisimple part. This simplification is due to Richard Cushman and 
has been reproduced by Van der Meer [ 28 1. 
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LEMMA 3.41. If S E End(V) is a semisimple linear mapping. then 
V=ImS@KerS, 
where Im S is the image of S and Ker S is the kernel of S. 
ProojI Since Ker S is S-invariant and S is semisimple, there is an S- 
invariant subspace W with V= Ker S @ W. Therefore, Im S = S(W). 
Furthermore, S is invertible on W, implying S(W) = W. I 
LEMMA 3.42. Let A E End(V) and A = N + S be its Jordan-Chevalley 
decomposition. Then, we have 
(i) Ker A = Ker Nn Ker S, 
(ii) Im A = Im S @ (Im N n Ker S). 
ProojI Because N is nilpotent, there is a m E [N with N”’ # 0 and N” = 0 
for n E [N, n > m. Therefore, on Im S we have (N $ S) ’ = 
S-‘(I- (S-IN) + (S-IN)* - ... (S ‘N)m 1. Thus A is invertible on Im S. 
Furthermore, Im S and Ker S are both S and N-invariant. Thus 
Im(A / Im S) = Im S, Im(A 1 Ker S) = Im(N / Ker S) = Im N n Ker S and 
Ker(A / Im S) = 0; Ker(A ( Ker S) = Ker(N / Ker S) = Ker S f’ Ker N. Now 
(i) and (ii) follow from the previous lemma. 1 
COROLLARY 3.43. Suppose Y is a complementary subspace to 
ImNnKerS in KerS; that is, KerS=Y@(ImNnKerS). Then Y is a 
complement of Im A in V, i.e., V = Im A @ Y. 
Proof. This follows from the previous two lemmas: 
V=ImS@KerS by Lemma 3.4 1, 
=ImS@(ImNnKerS)@ Y by definition of Y, 
=ImA@Y by Lemma 3.42. I 
If A = N + S is an element .of a finite-dimensional Lie algebra L, then 
ad A is an endomorphism of L. Furthermore, ad S is semisimple, ad N is 
nilpotent and its Jordan-Chevalley decomposition is given by ad A = 
ad N + ad S 1211. Therefore, if we apply the corollary above to ad A, we 
obtain the following recipe for construction of a versa1 deformation of A: 
find a direct sum complement to Im ad N n Ker ad S in Ker ad S. In the 
case of quadratic Hamiltonians, this particular choice for a versa1 defor- 
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mation has the advantage that the semisimple part of A is a first integral, a 
conserved quantity, of the corresponding deformed Hamiltonian /13,28 I. 
DEFINITION 3.44. Let A = N + S be an element of gl(n, R) with eigen- 
values a i i/I where /I # 0. A is said to be a normal element with base-data 
(e, A) if N is a normal nilpotent element with base-data (e, A) such that 
(i) ii G 0 (mod 2), 
(ii> ei+l = (l/P>(S - alei, i odd, 
(iii) [(l//?)(S -a)]’ = -I. 
A normal element of gl(n, R) should be thought of as a matrix consisting 
of quasi-Jordan blocks, ordered in decreasing size, given in List 0. Notice 
that (i) implies that li = Ai+, for i odd. 
Following the setup in Lemma 3.22 and noting that Ker ad S = 
Ker ad(S - a), it is an easy metter to determine a basis for Ker ad S. In the 
remainder of this section we will omit proofs which are almost identical to 
the ones already given. 
LEMMA 3.45. 
Ker ad S = C R Ih( i,a;j,b)+h(i+ l,a;j+ l,b)\ 
+lR[h(i,a;j+ l,b)-h(i+ l,a;j,b)l 
where the sum is taken over odd i and j, and all a, b. 
THEOREM 3.46. Let A be a normal element of gl(n, IF) with base-data 
(e, /1), and for i, j odd consider the subspaces defined bJ> 
gl(n, f?)ii = x F?h(i, a; j, b) + Rh(i + 1, a;j + 1,b) 
u . h 
+ Rh(i + 1, a;j, b) + INh(i, a; j + 1, b). 
Wii=xRm(h(i,a;j,Aj- l)+h(i+ l.a;j+ l,A,- l)\ 
+R[h(i+ 1,a; j,,Ii- 1)-h(i,a;j+ l,Ai- l)I, 
w= 2: wii. 
i. iodd 
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Then 
and 
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gl(n, R);i = 1 gl(n, F?);j, A ) 0 wi, 
gl(n,R)=lgl(n,R),Al@ w. 
COROLLARY 3.4% The dimension of the complementary subspace W is 
equal to 2 Ci,odd Mi. 
EXAMPLE 3.48. Let A = N + S be a normal element of gl( 14, R) with 
purely imaginary eigenvalues *$I where A and N are as in Example 3.25 and 
Following Definition 3.44, we take the set 
1 
e,,Ne,,N’e,,N”e,,- Se,, ?- SNe,, L SN’e, , f SN3e,. 
P P p 
1 
e,.Ne,,N’e,,- 
P 
Se,, $ SNe,, L SN2e, 1 
P 
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as a basis of V. By Theorem 3.46, we have a 26.parameter versa1 defor- 
mation A + W of A, where W is given by 
w= 
c 
- 
0 aI 
0 a2 
0 a3 
a4 
-6, 
-b2 
-4 
-b4 
el 
e2 
e3 
-I-, 
-f2 
3-3 
b, 
b, 
b, 
b, 
0 aI 
0 a2 
0 a3 
a4 
.f, 
f2 
.f3 
el 
e2 
e3 
Cl 
c2 
c3 
-d, 
-4 
-d, 
0 g, 
0 g2 
g.2 
-h, 
-A, 
-h, 
d, 
4 
4 
Cl 
c2 
c, 
h, 
h, 
h, 
0 gl 
0 g2 
3.5. Nonnilpotent Elements of sp(n, IR) 
Depending on eigenvalues, there are three cases to consider. 
Case I. Purely imaginary eigenvalues ((3) and (4) of List II). 
DEFINITION 3.50. Let A = N + S E sp(n, R) with eigenvalues Tip, p # 0. 
A is said to be a normal element with purely imaginary eigenvalues and base- 
data (e, ;I, u, a) if N is a normal nilpotent element with base-data (e, A, o, E) 
such that 
(i) A’ 3 0 (mod 2) 
(ii) ei+l = (I/P) Se,, i odd, 
(iii) S((l/j3)Se,) = -bei. 
THEOREM 3.5 1. Let A be a normal element of sp(n, IR) with eigenvalues 
iiD and base-data (e, A, u, F). For i and j odd consider the subspaces defined 
b? 
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sp(n, R)ij = 2: Ry(i, a; j, 6) + Ry(i + 1, a; j + 1, b) 
a.6 
+ Ry(i, a; j + 1,b) + Ry(i + 1, a; j, b) 
fori<j,ori=j and a<b, 
Yii=~~[R[(i,~i-l;j,b)+y(i+l,~i-l;j+l,b)l 
b 
+~~~(i,~i-l;j+l,b)-~(~+l,~~-l~j,b)l for i<jl 
yii = .<,g ,,,z 
R[y(i,li- 1 -aa;i,Li- 1 -a) 
x I 
+y(i+ l,Ai- 1 -a;i+ l,li- 1 -a)/ 
+ ,Td, IR[y(i,Ai- l;i+ l,,I- l-b) 
-y(i,Ai- 1-b;i+ l,&- I)], 
Y=2] Yij for i < j and i, jodd. 
i,i 
Then 
sP(nl m)ij = [sP(n, IR)fjY A ]  0 yij 
and 
Remark. In the definition of sp(n, R),i, notice that y(i + 1, a; i, 6) = 0. 
COROLLARY 3.53. The dimension of the complementary subspace Y 
above is Ci.odd Ai. 
EXAMPLE 3.53. Let A E sp(7, R) be as in Example 3.48, with base-data 
as in Example 3.36. Theorem 3.51 yields a 13-parameter versa1 deformation 
A + Y, where Y is given by 
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Y= 
- 
b, 
- 
aI 
a2 
b2 
6, 
b, 
-b, -b, ‘-c, c2 -c. 
-b, 
e’ e, !‘;I 
d, --d2 d, 
d, -6 / 
4 -A 
d, 
fl 
J 
el 
el 
Case II. Real eigenvalues ((5) of List II). 
DEFINITION 3.54. Let A = N + S E sp(n, K) with eigenvalues ia, u # 0 
and real. A is said to be a normal element with real eigenvalues and base- 
data (e, A, CT, E) if N is a normal nilpotent element with base-data (e. 1. U, F) 
such that 
(i) A’ 3 0 (mod 2), 
(ii) Se, = aei for i odd; and Se, = --cLei for i even. 
THEOREM 3.55. Let A be a normal element as in Definition 3.54 above. 
For i, j odd consider the subspaces sp(n, Ni)ij as defined in Theorem 3.5 1 and 
by 
Yij = y IF?y(i, ;li - 1; j, b) + IF;y(i + 1, Li - 1; j + 1,b) for i < j, 
Yii=yRy(i,Ai- l;i+ l,b), 
Y= \,: Yij, i and j odd. 
i<j 
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Then 
sp(n, l~‘);i = Isp(n, c,)ii, A ) @ Y,; 
and 
COROLLARY 3.56. The dimension of Y above is Ci.odd i;li. 
Case III. Complex eigenvalues ((6) of List II). 
DEFINITION 3.57. Let A = N + S E sp(n, F) with eigenvalues iu * ip. 
u > 0, p > 0. A is said to be a normal element with complex eigenvalues and 
base-data (e, 2, u, E) if N is a normal nilpotent element with base-data 
(e, /1, u, E) such that 
(i) 1’ = 0 (mod 4), 
(ii) ei, , - ’ S p( -cr)e, and ei+,=i(S+n)ei.i for is 1 (mod4). 
(iii) Se, = clei + p [ fi (S - u)ei I. 
1 
S - (S - a)e, = -De, t a 
P I 
$ (S - a)e; 1. 
S L(S+aki+, 
I P 
j=-@i,3-a j+-(S+a)e;+3/. 
Se,+, = -aeis3 
1 
for i= 1 (mod4). 
THEOREM 3.58. Let A be a normal element of sp(n, ‘I!) with eigenvalues 
*a * iP and base-data (e, 1, o, E). For i, j = 1 (mod 4) consider the subspaces 
defined bJ1 
sp(n, l<)ij = \‘ lJ?J’(i + u, a; j + 2:. 6) for u, 1: = 0. 1, 2, 3. 
‘l.h.ll.1 
yii = ;, ii: 1 y(i + 0, jLi - 1; j + 8, b) 
+y(i+Q+ l,~i- I;j+B+ l,b)] 
+r;(y(i+e,J.- 1:j+e+ 1,b) 
- ~fi + 8 + 1. li 1; j - + 8, 6) 1 
for i < j and 8 = 0,2, 
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Then 
rii=~R(y(i,ii- l;i,b)+y(i+ l,Ai- l;i+ l,b)] 
+R[y(i,Ai- l;i+ l,b)-Y(i+ l,l;- 1:&b)], 
y= \’ Yij i and j = 1 (mod 4). 
i4i 
and 
sp(n, ‘)ij = Isp(n, p)jj. A 1 0 Y;j 
sp(n, r’) = Isp(n, F), A ) @ Y, 
Remark. Some of the basis elements in sp(n. ‘F;);; as given above may be 
zero (see Lemma 3.32). 
COROLLARY 3.59. The dimension of Y above is 2 zi.,,dd ijbzi~ , . 
4. FAMILIES IN GENERAL POSITION 
This section contains some remarks on families of real linear Hamiltonian 
systems in general position and their bifurcations as an application of the 
explicit knowledge of versa1 deformations from the previous section and the 
transversality theorem. Information of this sort was first obtained by Arnold 
for linear differential equations with complex coefficients ] 3,4]. In [ 141 
Galin applied Arnold’s theory to linear differential equations with real coef- 
ficients. Similar results for real linear Hamiltonian systems have been 
announced in Appendix 6 of [6 ]. 
4.1. Stratification by Colored Orbits 
Under the adjoint action of its Lie group G, a finite-dimensional linear Lie 
algebra L is stratified into disjoint manifolds of orbits of similar matrices. 
Since eigenvalues are similarity invariants. this stratification is not finite, but 
has continuously many strata. With the transversality theorem in mind, we 
must first eliminate eigenvalues and obtain a finite stratification. 
A colored orbit in sp(n, R) is defined to be the set of elements of sp(n, ITi) 
whose normal forms, as given in List II, differ only by their eigenvalues. 
Each colored orbit is a semialgebraic smooth submanifold, and division into 
colored orbits is a finite stratification. 
Results of the previous chapter yield that codimension of a colored orbit is 
equal to 
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(i) dim Y (Corollary 3.35) if it contains a normal nilpotent element 
as in Definition 3.30, 
(ii) dim Y - 1 (Corollary 3.52) if it contains a normal element as in 
Definitions 3.50 or 3.54, 
(iii) dim Y - 2 (Corollary 3.59) if it contains a normal element as in 
Definition 3.57. 
Let A : ,4 + L be a smooth map between two smooth manifolds. If Q i L is a 
stratified submanifold of L consisting of a finite union of disjoint smooth 
submanifolds (the strata), then the map A is said to be transversal to the 
stratification Q if it is transversal to each stratum of Q. 
THE TRANSVERSALITY THEOREM 4.10. Let A,L be smooth marufolds 
and Q be a stratl@?ed submanifold of L with finite!11 many strata. Then the 
smooth maps from A into L that are transversal to Q form a residual subset 
(intersection of a countable family of open everyjwhere dense in the Jne 
topology) of the set of all functions A : A + L. Furthermore, the codimension 
of a stratum Q, in L is equal to the codimension of A ‘(Q,) in A 12, 18). 
By taking L to be a finite-dimensional Lie algebra. A parameter space and 
Q the finite stratification of L consisting of colored orbits, we have the 
following corollary: 
COROLLARY 4.11. In the space of all families of elements of L, the 
families transversal to all the colored orbits from a residual subset (see also 
I25 1). 
Families that are transversal to all the colored orbits are said to be in 
general position. 
4.2. Bifurcation Diagrams 
Recall that a family of elements of L is a map A : A --t L from the 
parameter space into the Lie algebra. The stratification of L by colored 
orbits allows one to divide the parameter space into a union of submanifolds. 
The bifurcation diagram of a family in general position is a decomposition 
of the parameter space into a finite union of submanifolds by taking the 
inverse images of the colored orbits of L. 
It is a consequence of the transversality theorem that the codimension of a 
submanifold of the bifurcation diagram in the parameter space of a family in 
general position is equal to the codimension of the colored orbit 
corresponding to this submanifold. 
In a family in general position almost all the matrices have simple eigen- 
values and the corresponding submanifolds of the parameter space have zero 
codimension. The exceptional parameter values corresponding to matrices 
NORMAL FORMS AND VERSAL DEFORMATIONS 405 
with multiple eigenvalue have nonzero codimension. The singularities of the 
bifurcation diagrams are obtained by analyzing the zero set of discriminants 
of characteristic polynomials of matrices for small values of the parameters 
around zero. 
In the following, we will denote a matrix in normal form by the deter- 
minants of its indecomposable blocks. For example. O4 will denote the 
matrix 
i 0 1 0 1 A, 0 1 /I2 0 i ) 
where A, and A, are real parameters. The characteristic polynomial of this 
matrix is 
t4 - t2/1, - 1,. 
which is a quadratic polynomial in t2 with discriminant 4;1> $ ;I:. Therefore, 
its bifurcation diagram looks like 
We conclude this paper by listing families in general position with small 
codimension in sp(n, R): 
(i) One-parameter families: 
02, (M)‘, (*a)’ 
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(ii) Two-parameter families: 
o*(*ip)*, 0*(*-a)*, wP,)*wP?)*, 
(*~P)‘(ia>‘, (*%>*(*a*>* and 
04, (iiP>‘, (+a>“, (*a f i/3>‘. 
(iii) Three-parameter families: 
~‘~~~P,~‘(*~/3*>‘, o’(*i/3>*(fa)*, 02(fa,)2(*a*)2. 
~~i~,~2~~i~2>2~~i~‘>*~ (*~P,>2(*~D2)2(fa)2, 
(*~P,)‘(~a,>‘(*a2)‘, (*_-a,)‘(*a2)*(ia,)*, 
0*(*-i/3)“, 02(fcz)‘, O*(fa i i/3)', 
(*i/3)*0", (*iPI)*(*iP2)‘, (*iP)‘(+a)‘, (*$,)*(*a2 5 iP2)‘, 
(*a)*04, (*a)'(+iP)", (*a,)'(*aJ'. 
(*",)*(*a* k i/3,)’ and 
06, (*a)“. 
For the bifurcation diagrams of these families the reader is referred to 
1221. 
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