Ensemble Kalman filter (EnKF) has the limitation of applications for multipoint geostatistics because it assumes Gaussian random field. It also uses all ensembles to get covariance matrix, even though they have different permeability field each other, resulting in filter divergence. The proposed method suggests the concept of clustered covariance by grouping initial ensembles using a distance-based method. Hausdorff distance is used for calculating similarity between permeability fields and they are separated by kmeans clustering. When EnKF is applied to a 2D channel field, it shows overshooting problem and mismatches the true production data. The proposed method gives better history matching and future performance prediction without overshooting problems. Furthermore, it shows stable results for sensitivity analyses over the number of total ensembles. The more accurate covariance is calculated by clustering, the better results are obtained.
INTRODUCTION
History matching is essential for estimating reservoir performances and reservoir management. However, it is not easy since reservoir models have a strong nonlinearity with dynamic data causing a complex inverse problem. Many optimization methods have been researched for history matching. Naevdal and Vefring (2002) applied ensemble Kalman filter (EnKF) to reservoir engineering for the first time. It has been widely used to history matching because of many advantages over other methods. They are easy to utilize commercial numerical models and one forward simulation is sufficient to assimilate each ensemble member. Besides, we use only the latest updated model variables whenever we obtain additional observation data without performing all previous procedures again.
EnKF has shown promising results for Gaussian random fields created by twopoint geostatistics. The covariance matrix, which has an important role in the assimilation, is suitable for conserving two-point geostatistics. Also, it assumes the prior probability density function as Gaussian distribution even though channel field has bimodal distribution (Evensen et al., 2007) . Therefore, there are limitations to apply to multi-point geostatistics or non-Gaussian fields such as channelized field (Sarma and Chen, 2009 ). When EnKF is applied to those cases, two typical problems happen: overshooting problem and filter divergence problem. The application of EnKF for non-Gaussian field has been researched. Shin et al. (2010) proposed non-parametric approach with EnKF for highly non-Gaussian. Nejadi et al. (2011) used entropy weighted concept with EnKF for two facies model. Zhang et al. (2011) suggested polynomial chaos expansion for the probabilistic collocation based Kalman filter on two facies model. The three methods mentioned were applied only to two-point geostatistics and there is no channel geometry. EnKF is applied for channelized reservoir for a simple reference field with large (more than 300) initial ensembles (Jafarpour and McLaughlin, 2009) . Filter divergence can happen in case of small ensembles and at least 100 ensemble members, sometimes more than 400, are needed for a stable result (Van Leeuwen, 1999; Wen and Chen, 2007) . From the level set function, EnKF updates distances instead of facies to conserve channel geometry (Lorentzen et al., 2009) . Although these schemes give improved results, they need lots of initial ensembles and modification from the standard EnKF method. The kernel EnKF conserves channel geometry, but it cannot match well channel distribution and observation data (Sarma and Chen, 2009) .
The main aim of this paper is to improve the accuracy of EnKF for channel fields. The proposed method, which reduces heterogeneity by clustering to get proper covariance matrix, is applied to a 2D synthetic channelized reservoir with various initial ensemble sizes.
METHODOLOGY
EnKF. In EnKF, a state vector is used to represent realization models. The state vector of i-th realization at time t, y t,i , consists of three elements as given by Equation 1.
( 1) where, m t s , m t d and d t correspond to the static parameters, the dynamic parameters, and the model predictions, respectively. A bold small letter means vector and a bold capital does matrix. EnKF consists of two steps: forecast step and assimilation step. In the forecast step, forward simulation is performed by Equation 2 until the next time t. 
where, superscripts a and p indicate the assimilated and the previous one, respectively. H and C D represent the measurement operator and the observation error covariance, respectively. If the true state vector is equal to the average of ensemble members, y -, C p Y is defined by Equation 5. (5) where, N e is the number of total ensembles. These two steps are repeated whenever new observation data are obtained.
Clustered covariance. Wang et al. (2009) showed that C y in EnKF plays a similar role with the product of C M and G T in one iteration of Gauss-Newton method. It can be understandable easily when we compare Equation 3 with Equation 6, which is a conditional realization with randomized maximum likelihood (Zafari and Reynolds, 2007) . (6) where, C M is the static variable covariance and G T is the transpose of sensitivity. Now, it is clear that the covariance between model parameters and observation data is critical to assimilate in EnKF. However, it is difficult to get a representative sensitivity for all ensemble members since sensitivities for each realization are different from each other. Therefore, the covariance, which is calculated using all ensemble members, does not represent ensembles properly.
In the proposed method, there is no modification for EnKF equations except for the concept of Kalman gain as shown in Figure 1a . EnKF uses all ensemble members for one Kalman gain. The proposed method only uses clustered members for group's representative Kalman gain. In other words, similar ensembles are gathered as a cluster to get their own Kalman gain. Figure 1b shows the flow chart of the proposed method. To apply this concept, we have to group heterogeneous realizations into several clusters.
Hausdorff distance and multidimensional scaling. There has been interest in distance-based methods which have been applied to model variability in realizations Honarkhah and Caers, 2010) . A distance is defined as dissimilarity between two realizations. In other words, the larger the distance is from two models, the more the difference in them. Table 1 shows methods and parameters used. Hausdorff distance is one of the object matching methods as shown in Equation 7. When it is used to measure similarity between channel fields, it suitably classifies them as groups (Suzuki and Caers, 2008) . (7) where, a, b represent the point sets of each realization. They consist of grid position of the channel facies.
Multidimensional scaling method is used to convert D, which is a symmetric N e × N e distance matrix, into points in n-dimension (n-D) space. It conserves the original distance as much as possible (Honarkhah and Caers, 2010) .
K-means clustering. The realizations in n-D space are divided into several groups by clustering tools. It means that realizations in the same cluster are apart from the members of other clusters. In this paper, k-means algorithm, which is one of the easiest methods, is used for clustering. It consists of two iterative steps: assignment step and update step. At first, initial k centroids among realizations are chosen randomly. At the assignment step, each realization is assigned to the closest centroid by comparing the distances from a realization to the centroids. Next, at the update step, new k representative points are determined as the centroids of assigned members in the k clusters. These two steps will continue until the centroids do not move any more (Mackay, 2003) .
RESULTS
The proposed method is applied to a 2D synthetic channelized field. The reference field and initial ensembles are created by multi-point geostatistics. Training image (TI) serves as spatial distribution in multi-point geostatistics instead of variogram in twopoint geostatistics. TI is a prior conceptual depiction and unconditional realization as shown in Figure 2a . It is used to make the reference field (Fig. 2b ) and 200 initial ensembles (Fig. 2c ) from single normal equation simulation. TI has 250 × 250 grids and realizations consist of 25 × 25 grids with ∆x = ∆y = 30 ft. Well information and hard data used are shown in Table 2 . 14% of facies is sand with 100 md and residual is background with 1 md. Table 3 shows petrophysical properties used and ECLIPSE 100 is used for forward simulation.
Initial ensembles are separated into 10 groups. Four ensemble members in different three clusters are shown in Figure 2c . Covariance matrix is calculated by own cluster members instead of all ensembles. Figure 3a shows updated average channel fields for the standard EnKF and the proposed method. The standard EnKF displays overshooting problem and cannot maintain channel geometry. However, the proposed method controls overshooting problem keeping overall channel geometry. We extract three ensembles from different clusters in Figure 2c to check individual ensemble. In Figure 3b , the standard EnKF has overshooting problem and loses a stream of channel. However, the proposed method maintains channel geometry without severe overshooting. Figure 4a is the boxplot for the ratio of predicted total productions to the true value at 1800 days. The proposed method gives proper range of uncertainty including the true value in the oil and water productions. However, the standard EnKF results in wrong estimated values which are worse than initial ensembles' prediction. It predicts the water production too much because of overshot permeability.
When production well No. 4 is compared for oil production rate and water cut, the proposed method shows better performance than the standard EnKF (Fig. 4b) . Especially, the standard EnKF forecasts the start point of water cut much later than the true time and it will be a critical problem for the operation of production wells. It results from relatively low permeability nearby well No. 4 compared to high permeability (overshooting) on the right side as shown in Figure 3b . The proposed method predicts a rational range of uncertainty even though initial ensembles have a wide range of uncertainty. Figure 4 . Estimated future productions at 1,800 days for the standard EnKF and the proposed method. (a) box plot for the ratio of predicted cumulative production to the true value and (b) oil production (left column) and water cut (right column) at production well No. 4 (red line is the true value and the blue line is average of ensembles' performance).
Furthermore, when the last assimilation is conducted at 600 days, the proposed method can predict future performance using only 10 ensembles (one ensemble from each cluster). It will save cost and time while we get the same uncertainty with 200 ensembles for future production.
The number of ensemble is changed to 100 and 300 cases and root mean square (RMS) error for the logarithm of horizontal permeability is calculated by Equation 8. Jafarpour and McLaughlin(2009) said more than 300 ensembles are needed for EnKF to apply to channel fields. However, the standard EnKF shows wrong future performance in 300 ensembles even though RMS error is reduced under 2.0, which is much less than the 200 case (Figs. 5a and 5b) . It results from the complexity of the reference field. In other words, the reference field in this research is more complex than their reference field.
(8)
In case of 100 ensembles, the standard EnKF's RMS error is over 3.0 and future performance becomes worse than that of initial ensembles (Fig. 5c ). In contrast, the proposed method still shows a stable RMS error under 2.0 and reliable prediction for uncertainty in future productions (Fig. 5c ).
CONCLUSIONS
This paper has researched applications of EnKF for channel fields. The standard EnKF shows overshooting and filter divergence problems. It loses the characteristic of channel distribution and can cause even worse estimations of productions than initial ensembles'. It cannot give reliable results for individual well due to the limitations of EnKF for channel fields. They are the assumption of Gaussian random field and the usage of one covariance matrix for all ensembles.
The proposed method preserves a stream of channel controlling overshooting problem. It presents a proper range of future production as it covers the true value. Furthermore, it provides reliable information for each production well and enables us to control water production. As an additional advantage of clustering, a few ensembles from each cluster can give the uncertainty with whole ensembles.
When the number of ensembles is changed, the proposed method shows stable results. In 300 ensembles, RMS errors of the standard EnKF and the proposed method have almost the same value under 2.0. However, the band of future production from the standard EnKF cannot include the true value. In 200 and 100 ensembles, RMS errors of the standard EnKF increase over 3.0 while the proposed method sets stable RMS error under 2.0 like 300 ensembles.
The distance-based method successfully separates initial ensembles into several clusters based on similarity. Better results are obtained by suitable Kalman gain from cluster's members. The proposed method makes a contribution to research applications of EnKF for channel fields. It also reduces time to predict the uncertainty of future performance by clustering. case.
