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1. I~vTR~DucTI~N 
Let D be a bounded open subset of Rk with smooth boundary 8D and let 
g: D - R be a function which attains both positive and negative values. Con- 
sider the linear eigenvalue problem 
-Au(x) = hg(x) u(x) for x E D; 
Bu(x) = 0 for x E aD 
(1) 
where A denotes the Laplacian and either Bu 1 u (Dirichlet boundary condi- 
tions) or Bu = au/&z where a/& denotes differentiation along the outward 
normal (Neumann boundary conditions). The purpose of this paper is to 
determine the eigenvalues of (1) for which the corresponding eigenfunction does 
not change sign. The problem was studied in the case of ordinary differential 
equations by Bother [l] ( see also Ince [2]) who proved 
THEOREM 1.1. Let g: [a, b] ---f R be continuous and change sign. 
(a) For the eigenvalue problem 
-u”(x) = hq(x) u(x) forx~(a, 6); 
u(a) = 0 = u(b) 
there exist two injkite sequences of eigenvalues 0 < A,-: < A,+ < ..’ and 
0 > A,- > A,- > ... such that the eigenfunction corresponding to A,* has exactly n 
zeros in (a, 6). In particular, there exists a unique positive eigenvalue whose COY- 
responding eigenfunction does not vanish in (a, 6). 
* Present address: College of Engineering, National Chiao Tung University, Hsinchu, 
Taiwan. 
112 
OO22-247X/80/050112-O9$02.OO/O 
Copyright Q 1980 by Academic Press, Inc. 
POSITIVE EIGENFUNCTIONS 113 
(b) Consider the eigenvalue problem 
-u”(x) = hg(x) u(x) for x E (a, b); 
u’(a) = 0 = u’(b). 
I f  Jzg dx = 0, then 0 is the only eigenvalue for which the corresponding eigen- 
junction does not vanish on (a, 6). I f  jig dx # 0, there exists a unique nonzero 
eigenvalue A, for which the corresponding eigenfunction does not vanish; A, >$O if 
gdx<O and x,<o ;f gdx>O. 
The above result for ordinary differential equations is proved using the Sturm 
Comparison Theorem and, of course, this technique does not apply to partial 
differential equations. Equation (1) is of current interest as it is the linearization 
of a nonlinear equation arising in population genetics (see Fleming [3]). In 
Section 2 we discuss this nonlinear equation and show that the only way physic- 
ally interesting solutions can arise from bifurcation is by bifurcation from an 
eigenvalue of an equation with the same form as (1) possessing an eigenfunction 
which does not vanish on D. In Section 3 we establish a result for (1) analogous 
to Theorem 1.1. Our approach relies on several results proved by Fleming in 
[3]. Equation (1) and the corresponding nonlinear equation have also been 
studied by Saut and Scheurer in [4] where a lower bound is established for the 
first positive eigenvalue of (1) with Neumann boundary conditions. 
2. A NONLINEAR EQUATION FROM POPULATION GENETICS 
Consider the semilinear elliptic boundary value problem 
--de-9 = Mx)f(+4) for x E D; 
g(x) = 0 for x E %D 
where X > 0 and f: R + R is a smooth function satisfying 
f(0) = 0 =f(l), f'(O) > 0, f'(l) -CO 
f(u) > 0 for0 <U < 1. 
(2) 
We shall also assume in this section that D c R” where K = 1, 2 or 3. 
The above problem, which is studied by Fleming in [3], arises from population 
genetics. The unknown function u corresponds to the frequency of a certain 
allele and so solutions satisfying 0 < u < 1 are of particular interest. For all 
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h > 0 (2) has solutions u ~~: 0, u -= 1. The existence of nonconstant solutions 
of (2) can be investigated by seeking bifurcation points on the above branches of 
constant solutions. 
We shall say that h is a bifurcation point for (2) on the branch of solutions 
u = 0 if there exist sequences {A,} and {+} such that (An, u,) satisfies (2), 
0 < u, < 1 and u, $ 0 for each n, lim,,, A, = h and (un} converges uniformly 
to the zero function on D. 
Bifurcation points on the branch of solutions u -C 1 are similarly defined. 
We nqw introduce the function spaces which we require. Let L2(D) be the 
Hilbert space of all square integrable functions on D and let the usual norm and 
inner product be denoted by I/ jl and ( , ). Let F(D) = (fgL2(D): all the 
generalized derivatives off of order <k are in L2(D)). Then H”(D) is a Hilbert 
space with the usual Sobolev norm which we shall denote by 11 Ilk. 
THEOREM 2.1. If  h > 0 is a bifurcation point of (2) on the branch of solutions 
u = 0, then h is an ezienvalue of 
-h(x) = Ag(x)f’(O) u(x) for x E D; 
tg (x) = 0 for x E aD 
such that there exists a corresponding eigenfunction v  such that v(x) > 0 for all 
XED. 
Proof. There exist sequences {An} and {u,} such that (A,, u,) satisfy (2), 
0 < u, < 1 and u, + 0 for each n, lim,,, An = h and {uR} converges uniformly 
to the zero function on D. Hence, for all 12, 
h,(x) + &g(x) f '(0) %(X) + 44 %(4 = 0 (4) 
where {e,} converges uniformly to the zero function on D and so lim,,, E, =: 0 
in L2(D). 
Let vu, = u,/il u, 11. Then for all n 11 vu, 11 = 1 and by (4) 
It follows from (5) that {AU,} is a bounded sequence in L2(D) and so by an 
interpolation theorem {v,> is bounded in W(D). Hence there exists a subse- 
quence of {v,}, which for convenience we also denote by (v,}, such that {wII} 
converges to some function o in L2(D). Now, by (5) we must have that 
limn+a, AU, = ---h&‘(O) v in L2(D) and so (w,} converges in H2(D). Since 
limnem v, = v in L2(D), lim,,, v, = ZJ in W(D) and so lim,,, Au, = Au. 
Hence 
-h(x) = hg(x) f '(0) v(x) for x E D. 
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Since lim,,, w, = v in H2(D) and D C Rk where K < 3, {v,) converges to v 
uniformly on D and so v(x) 2 0 for all x E D. Moreover it follows from a trace 
theorem that lim,,,(aa,/&z) = &/an in La(aD) and so (%/an) (x) = 0 for 
x E aD. Therefore X is an eigenvalue of (3) corresponding to the nonnegative 
eigenfunction v. 
It is easy to see that a result analogous to Theorem 2.1 also holds in the case 
of Dirichlet boundary conditions. 
3. THE EXISTENCE OF POSITIVE EIGENFUNCTIONS 
We shall assume for the rest of the paper that g: D + R is a bounded 
measurable function which attains both positive and negative values on subsets 
of D of positive measure. We shall also assume that D C R” where K = 1,2 or 3. 
This latter assumption is made only to simplify considerations of regularity and 
is not essential. 
We consider first the eigenvalue problem with Dirichlet boundary conditions, 
i.e., 
-Au(x) = hg(x) u(x) forxED; 
u(x) = 0 for x E aD. 
(6) 
By multiplying (6) by u(x) and then integrating over D, it is easy to show that all 
the eigenvalues of (6) are real. 
It is well known that the differential operator L defined by Lu = --Au for 
all u E D(L) = {u E H2(D): u(x) = 0 f or x E aD> is a densely defined self- 
adjoint operator on L2(D) whose spectrum contains only the eigenvalues 
O<y1<y2<.... For all veD(L) we define 
Q*(v) = (Lv, v) - x J-Dgv2 ax. 
The following theorem considerably narrows the range of possible eigenvalues 
corresponding to nonnegative eigenfunctions. 
'I'HEOREM 3.1. I f  there is a nonnegative eigenfunction corresponding to an 
eigenvalue A of (6), then Q,,(v) 3 0 for all v  E D(L). 
Proof. Suppose that u is a nonnegative eigenfunction corresponding to the 
eigenvalue A. Then u is an eigenfunction corresponding to the eigenvalue 
/.L=Oof 
-h(x) - Ag(x) u(x) = p(x) for u E D; 
u(x) = 0 forxEaD. 
(7) 
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Let T: D(L) --f L2(D) be defined by 
(Tu) (x) = La(x) - hg(x) u(x). 
Clearly the eigenvalues and eigenfunctions of T correspond to the eigenvalues 
and eigenfunctions of (7). It is well known that T is a self-adjoint operator 
whose spectrum contains only eigenvalues p1 < pLz < ... and that the eigenvalue 
pL1 is simple and the corresponding eigenfunction vr does not change sign in D. 
Hence u is not orthogonal to or and so, since eigenfunctions corresponding to 
distinct eigenvalues are orthogonal, u must be an eigenfunction corresponding 
to pr , i.e. pL1 = 0. By the spectral theorem (TV, v) > pr(v, v) = 0 for all u E D(T), 
i.e. QA(v) 3 0 for all 71 E D(L). 
Consider the “Rayleigh quotient” 
and let 
K(w) = 1 / Vv I2 d~//~gz+ dx (8) 
Clearly 
A1 = inf K(v): ‘u E D(L) and 
I s 
gv2 dx > 0 . 
4 I 
QA1(w) = s { / Vv [ 2 - X,gv2) dx 2 0 
D 
for all v E D(L). 
Moreover, by the spectral theorem, (Lv, v) > yl(v, v) for all v E D(L) where 
yr > 0 is the first eigenvalue of L. Hence, if v G D(L) and sogv2 dx > 0, then 
gv2 dx b ydv, v)is, gv2 dx 
Hence 
THEOREM 3.2. If X > Al, then h is not an eigenvalae of (6) possessing a non- 
negative eigenfunction. 
Proof. If A > A, there exists v E D(L) such that sDgvz dx > 0 and K(o) < A, 
i.e. 
s, ( Vv I2 dx/lD gv2 dx < X 
and so Qn(v) < 0. The required result is now an immediate consequence of 
Theorem 3.1. 
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THEOREM 3.3. If0 < h < A,, then there exists a > 0 (u depends on A) such 
that Qh(v) > a // v  /I2 for all v  E D(L). 
Proof. Let h =(l -s)A, where 0 < s < 1. Then, if ‘LI E D(L), we have 
By the spectral theorem (Lv, v) >, yr(w, v) for all v  E D(L). Hence QA(v) > 
yr I] v  112 and the result is proved. 
COROLLARY 3.4. If  h > 0 and h # A, , then A is not an eigenvalue of (6) 
possessing a non-negative eigenfunction. 
THEOREM 3.5. A, is an eigenvalue of (6). Moreover A, is simple and the cor- 
responding eigenfunction w1 can be chosen so that wl(x) > 0 for all x E D. 
Proof. Consider the linear eigenvalue problem 
-h(x) - X,g(x) u(x) = p(x) for x E D; 
u(x) = 0 for x E 8D 
(9) 
and define S: D(L) -+L2(D) by 
(S4 (4 = w (4 - M4 64~ 
It is easy to see that A, is an eigenvalue for (6) with corresponding eigenfunction 
w if and only if 0 is an eigenvalue of S and so of (9) with corresponding eigen- 
function w. The least eigenvalue (or of S is given by 
01~ = inf 
II 
{I Vv I2 - h,gv*j dx: v  E D(L) 
= inf{QAy(v): v  E D(L)}. 
1 
Since QA,(w) > 0 for all v  E D(L), aI > 0. Because of how we defined A, , there 
exists a sequence {v,J C D(L) such that sogv,” dx = 1 and limn+,ar K(vJ = 
Em,,, SD ] Vu, I2 dx = A, . Therefore lim,,, QA,(et,) = 0 and so 0~1 < 0. Hence 
01~ = 0 is the least eigenvalue of (9) and so 01~ is simple and the corresponding 
eigenfunction can be chosen to be positive on D. This completes the proof. 
We now consider the eigenvalue problem with Neumann boundary conditions, 
i.e. 
-Au(x) - Ag(x) U(X) = 0 
g (x) = 0 
for x E D; 
for x E aD. 
(10) 
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As for the Dirichlet problem it is easy to show that all eigenvalues of (10) are 
real. 
The differential operator L, defined by L,u = -Au for u E D(L,) = 
(24 e P(D): (au/an) (x) = 0 f or x E aD> is a densely defined self-adjoint operator 
on L2(D) whose spectrum consists only of the eigenvalues 0 = q < 01~ < ... 
For all v E D(L,) we define 
QJv) = (Lp, v) - h s, gv2 dx. 
It can be proved, exactly as in the proof of Theorem 3.1, that if there is an 
eigenfunction of (IO) which d oes not change sign thenQ,(v) > 0 for all r~ E D(L,). 
Let K(w) be defined as in (8) and let 
X, = inf K(v): v E D(L,) and 
I 
gv2 dx > 0 . 
D I 
Then the following result analogous to Theorem 3.2 holds. 
THEOREM 3.6. If  h > X, , then h is not an eigenvalue of (10) possessing a non- 
negative eigenfunction. 
The situation now becomes more complicated than for the Dirichlet problem 
as we no longer necessarily have that h, > 0. 
THEOREM 3.7. If  JDg dx 3 0, then h, = 0. 
Proof. Clearly QA,(v) > 0 f or all ~1 E D(L,). We prove the result by showing 
that for any h > 0 there exists v E D(L,) such that QA(v) < 0. 
Suppose SD g dx > 0. Then, if v = 1, 
Qn(v) = --A jDg dx < 0. 
Suppose now that Jog dx = 0. Choose any v E D(L,) such that SD gv dx > 0 
and let s E R. Then 
QA(1 + sv) = s2 j I Vv I2 dx - X jDg{l + 2s~ + s”v”} dx 
D 
= s2QA(v) - 2sX j gv dx - h [ g dx < 0 
D ‘D 
if s is chosen sufficiently small and positive. 
COROLLARY 3.8. I f  Jog dx 3 0, then (10) h as no eigenvalue h > 0 possessing 
a non-negative eigenfunction. 
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When, however, SD g dx < 0 the situation is different. The key to the situation 
is the following lemma which is stated by Fleming in [3]. For the sake of com- 
pleteness we supply a proof. 
LEMMA 3.9. If  SD g dx < 0, then there exists E > 0, ‘1 > 0 such that 
JD 1 Vv 12 dx > e JI, v2 dx for all v  E D(L,) such that SD gv2 dx > -7 SD v2 dx. 
Proof. We prove the result by contradiction. Suppose {v,} C D(L,) such that 
S Dv,2 dx = 1, Jo 1 Vv, I2 dx < l/n and Sogvn2dx > -l/n for all n. Then 
{vn} is bounded in W(D) an d so has a subsequence, (Q} say, converging to v in 
L2(D). Since SD 1 VW, I2 dx < l/k f or all 12, {v~} is a Cauchy sequence in W(D) 
and so converges to v in W(D). Then 
I 
v2dx = 1, 
s D’vv’2dx=o 
and 
D s 
gv2 dx 3 0. 
D 
Since Jo v2 dx = 1 and SD 1 Vv I2 dx = 0, we must have that v = c for some non- 
zero constant c. But this implies 
s gv2 dx = c2 g dx < 0 D s D 
and this is a contradiction. 
THEOREM 3.10. Zf SD g dx < 0, then h, > 0. 
Proof, If ,fDgv’ dx > 0, then 
s, I Vv I2 dx/sDgv2 dx > .c, I VW I2 W%F I g(x)1 f, a2 dx 
and so 
THEOREM~.~~. IffDgdx<OandO<h<&, thenthereexistsa>O(a 
depends on A) such that QA(v) > a II v  (I2 for all v  E D(L,). 
Proof. Let h = (1 - s) A, where 0 < s < 1. It can be shown, exactly as in 
the proof of Theorem 3.3, that 
QA(v) > s 
s 
1 VW I2 dx. 
D 
Let E and r] be the constants described in Lemma 3.9. Suppose v E D(L,). If 
sDgV2 dx > -7 SD V2 dx we have 
Q&4 2 s s, I Vv I2 dx > .w II v II2 
409/75/I-9 
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and, if SD gv2 dx < -7 SD v2 dx, we have 
Q,(v) = J^, (I Vv I2 - Agv”) dx 3 AT I/ v  1’;: 
and the proof is complete. 
COROLLARY 3.12. I f  SD g dx < 0, h > 0 and h # A1 , then A is not an eigen- 
value of (10) possessing a non-negative eigenfunction. 
An argument almost identical to that used in Theorem 3.5 shows that, if 
Jog dx < 0, h, is a simple eigenvalue of (10) such that the corresponding 
eigenfunction wr can be chosen so that q(x) > 0 for x E D. Hence the following 
theorem, analogous to Theorem I. I(b), summarizes our results on the eigenvalue 
problem with Neumann boundary conditions. 
THEOREM 3.13(a). If Jog dx > 0, then 0 is the only non-negative e&make 
for which the corresponding eigenfinction does not vanish on D. 
(b) Ifs,@ CO, th ere exists a unique nonzero eigenvalue 
’ h, = inf iID / CC I2 dx/Jbgvz dx: v  E D(L,) and J‘ogo” dx > 01 
for which the corresponding eigenfunction does not vanish on D. 
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