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Abstract. In this manuscript, we study the theory of conformal relativistic viscous hy-
drodynamics introduced in [4], which provided a causal and stable first-order theory of
relativistic fluids with viscosity. The local well-posedness of its equations of motion has
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well-posedness in Sobolev spaces.
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1
2 Conformal tensor
1. Introduction
Relativistic hydrodynamics is an essential tool in several branches of physics, including
high-energy nuclear physics [3], astrophysics [33], and cosmology [36], and it is also a fer-
tile source of mathematical problems (see, e.g., the monographs [2, 9–11, 33] and references
therein). This paper is concerned with the local well-posedness of the Cauchy problem to
the equations of motion of relativistic viscous fluids.
More precisely, we consider the energy-momentum tensor for a relativistic conformal fluid
given by
Tαβ = (ε+ A)(uαuβ + 1
3
Παβ)− ησαβ + uαQβ + uβQα, (1.1)
where
A = 3χ(
1
θ
uµ∇µθ+ 1
3
∇µuµ),
Qα = λ(
1
θ
Πµα∇µθ + uµ∇µuα),
σαβ = Π
µ
α∇µuβ + Πµβ∇µuα −
2
3
Παβ∇µuµ.
Above, ε is the fluid’s energy density; u is the fluid’s four-velocity, which satisfies the con-
straint
gαβu
αuβ = −1, (1.2)
where g is the spacetime metric1; Π is the projection onto the space orthogonal to u, given
by Παβ = gαβ + uαuβ; θ is the temperature that satisfies ε = ε0θ
4, where ε0 > 0 a constant;
η, χ, and λ are transport coefficients, which are known functions of ε and model the viscous
effects in the fluid; and ∇ is the covariant derivative associated with the metric g. Indices
are raised and lowered using the spacetime metric, lowercase Greek indices vary from 0 to 3,
Latin indices vary from 1 to 3, repeated indices are summed over their range, and expressions
such as zα, wαβ, etc. represent the components of a vector or tensor with respect to a system
of coordinates {xα}3α=0 in spacetime, where the coordinates are always chosen so that x0 = t
represents a time coordinate. We will consider the fluid dynamics in a fixed background, so
that the metric g is given.
The equations of motion are given by
∇αT αβ = 0 (1.3)
supplemented by the constraint (1.2).
We now state our result. After the statement, we discuss our assumptions and provide
some further context. We note that in view of (1.2), it suffices to provide the components
of u tangent to {t = 0} as initial data; this explains the statement involving the projector
P in the Theorem.
Theorem 1.1. Let g be the Minkowski metric on R×T3, where T3 is the three-dimensional
torus. Let η : (0,∞) → (0,∞) be an analytic function, χ = a1η, and λ = a2η, where a1
and a2 are positive constants satisfying a1 > 4 and a2 ≥ 3a1/(a1 − 1). Let ε(0) ∈ Hr(T3,R),
ε(1) ∈ Hr−1(T3,R), u(0) ∈ Hr(T3,R3), and u(1) ∈ Hr−1(T3,R3) be given, where Hr is the
Sobolev space and r > 7/2. Assume that ε(0) ≥ C > 0 for some constant C.
1By “metric” we always mean a “Lorentzian metric.”
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Then, there exists a T > 0, a function
ε ∈ C0([0, T ), Hr(T3,R)) ∩ C1([0, T ), Hr−1(T3,R)) ∩ C2([0, T ), Hr−2(T3,R)),
and a vector field
u ∈ C0([0, T ), Hr(T3,R4)) ∩ C1([0, T ), Hr−1(T3,R4)) ∩ C2([0, T ), Hr−2(T3,R4))
such that equations (1.2) and (1.3) hold on [0, T )× T3, and satisfy ε(0, ·) = ε(0), ∂tε(0, ·) =
ε(1), Pu(0, ·) = u(0), and P∂tu(0, ·) = u(1), where ∂t is the derivative with respect to the
first coordinate in [0, T )× T3 and P is the canonical projection from the tangent bundle of
[0, T ) × T3 onto the tangent bundle of T3. Moreover, (ε, u) is the unique solution with the
stated properties.
One of the main challenges in the theory of relativistic viscous hydrodynamics is to con-
struct physically meaningful theories that respect causality, (linear) stability, and local well-
posedness. The literature on this topic is vast and we refer the reader to [3, 16, 17, 22–24,
33–35] and references therein for discussion and background. Despite the importance of rel-
ativistic viscous hydrodynamics in the study, for example, of the quark-gluon-plasma that
forms in heavy ion-collisions [3,22] or in neutron star mergers [1], very few models have been
showed to be causal, stable, and locally well-posed, and typical results of this nature have
been only partial [5, 12, 13, 19, 26].
The energy-momentum (1.1) was introduced in [4], where a new approach to the formu-
lation of relativistic viscous hydrodynamics was proposed for the case of a conformal fluid.
The equations of motion derived from (1.1), i.e., (1.2) and (1.3), were showed to be causal,
linearly stable, and locally well-posed in Gevrey spaces in [4, 15]. In this work, we extend
these results by establishing local well-posedness in Sobolev spaces2.
Conformal fluids satisfy the property that the ratio between any two transport coefficients
is constant [3,6], which explains our assumptions on χ and η. The hypothesis on a1 and a2,
in turn, are the same as in [4, 15], and ensure the causality and linear stability of solutions.
We work on T3 for simplicity, since using the domain of dependence property (proved in
[15]) one can adapt the proof to R3. The assumption ε0 ≥ C > 0, on the other hand, is
crucial. Without it the equations can degenerate, resulting in a free-boundary dynamics, a
problem that remains largely open even in the case of a relativistic perfect fluid [7, 8, 14, 18,
20, 21, 25, 30–32]
2. A new system of equations
In this section we derive a new system of equations that will allow us to establish Theorem
1.1. In order to do so, throughout this section, we assume to be given a sufficiently regular
solution to (1.2)-(1.3).
Using (1.2) to decompose ∇αT αβ in the directions parallel and orthogonal to u, we can
rewrite (1.3) as
uα∇αA+ 4
3
A∇αuα +∇αQα +Qαuλ∇λuα − 1
2
ησµνσµν +
4
3χ
ε0θ
4A = 0, (2.1a)
1
3
Παµ∇αA+
4
3
Auα∇αuµ − η∇ασαµ +
η
2
σαβσαβuµ + 3ησµλu
α∇αuλ + uα∇αQµ
2However, only the case of a fixed background Minkowski metric is treated here, whereas in [4, 15] the
coupling of (1.1) with Einstein’s equations has been studied.
4 Conformal tensor
− uµQλuα∇αuλ +∇αuαQµ +Qα∇αuµ + 4ε
3λ
Qµ − 3η
λ
σµνQ
ν = 0. (2.1b)
Introducing
S βα = Π
µ
α∇µuβ,
Sα = uµ∇µuα,
we find
uµ∇µA+∇µQµ + r1 = 0, (2.2a)
Παµ∇µA+ 3uµ∇µQα +B αµλν ∇λS νµ + r2 = 0, (2.2b)
−1
χ
Παµ∇µA + 3
λ
uµ∇µQα − 3uµ∇µSα + Παµ∇µS νν + r3 = 0, (2.2c)
uµ∇µS βα − Πνα∇νSβ + r4 = 0, (2.2d)
1
θ
uµ∇µθ+ 1
3
∇µuµ + r5 = 0, (2.2e)
1
θ
Παµ∇µθ+ uµ∇µuα + r6 = 0, (2.2f)
where
B αµλν = −3η(δανΠµλ + δλνΠαµ −
2
3
δµνΠ
αλ),
and ri, i = 1, . . . , 6 are smooth functions of A, Q
α, Sα, S βα , θ, and u
α; no derivative of such
quantities appears in the ri’s. Above and throughout, δ is the Kronecker delta.
The derivation of (2.2) is as follows: equations (2.2a) and (2.2b) are equations (2.1a)
and (2.1b), respectively; equations (2.2e) and (2.2f) are simply the definition of A and Qα;
equations (2.2c) and (2.2d) follow from contracting the identities
∇µ∇νθ−∇ν∇µθ = 0,
∇µ∇νuα −∇ν∇µuα = R αµν λuλ = 0,
with uµ and then with Πνλ. We also used the identities
1
θ
∇αθ = − 1
3χ
uαA+
1
λ
Qα +
1
3
uαS
µ
µ − ΠαµSµ,
∇αuβ = −uαSβ + S βα .
We write equations (2.2) as a quasilinear first order system for the the variable Ψ =
(A,Qα, Sα, S α0 , S
α
1 , S
α
2 , S
α
3 , θ, u
α)T , with T being the transpose, as
Aα∇αΨ +R = 0, (2.3)
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where R = (r1, . . . , r6)T and Aα is given by
Aα =


uα δαν 01×4 01×4 01×4 01×4 01×4 0 01×4
Πµα 3uαI4 04×4 B
µ0α
ν B
µ1α
ν B
µ2α
ν B
µ3α
ν 04×1 04×4
−Πµα
χ
3uα
λ
I4 −3uαI4 δ0νΠµα δ1νΠµα δ2νΠµα δ3νΠµα 04×1 04×4
04×1 04×4 −Πα0 I4 uαI4 04×4 04×4 04×4 04×1 04×4
04×1 04×4 −Πα1 I4 04×4 uαI4 04×4 04×4 04×1 04×4
04×1 04×4 −Πα2 I4 04×4 04×4 uαI4 04×4 04×1 04×4
04×1 04×4 −Πα3 I4 04×4 04×4 04×4 uαI4 04×1 04×4
0 01×4 01×4 01×4 01×4 01×4 01×4
uα
θ
δαν
3
04×1 04×4 04×4 04×4 04×4 04×4 04×4
Π
µα
θ
I4 u
α


.
Equation (2.3) is the main equation we will use to derive estimates.
3. Diagonalization
Here, we show that under assumptions consistent with those of Theorem 1.1, we can
diagonalize the principal part of (2.3).
Proposition 3.1. Let ξ be a timelike vector and assume that χ > 4η > 0 and that λ ≥ 3χη
χ−η
.
Then:
(i) det(Aαξα) 6= 0;
(ii) For any spacelike vector ζ, the eigenvalue problem Aα(ζα + Λξα)V = 0 has only real
eigenvalues Λ and a complete set of eigenvectors V .
Remark 3.2. In practice we will take ξ = (1, 0, 0, 0) and ζ = (0, ζ1, ζ2, ζ3). We note that
the assumptions on χ, λ, and η on Theorem 1.1 imply the assumptions on these coefficients
in the Proposition.
Proof. Let a and b be the projection of ζ + Λξ on the direction orthogonal and parallel to
u, i.e., aα = Παµ(ζµ + Λξµ) and b = (ζα + Λξα)u
α. Then
aµaµ = Π
αµΠαν(ζµ + Λξµ)(ζ
ν + Λξν) = (gαµ + uαuµ)(ζµ + Λξµ)(gαν + uαuν)(ζ
ν + Λξν)
= (ζα + Λξα)(ζ
α + Λξα) + b2.
To simplify the notation, set Ξα = ζα + Λξα. Then
det(ΞαAα) =det


b ΞT 01×4 01×4 01×4 01×4 01×4 0 01×4
a 3bI4 04×4 D
µ0
ν D
µ1
ν D
µ2
ν D
µ3
ν 04×1 04×4
−a
χ
3b
λ
I4 −3bI4 δ0νa δ1νa δ2νa δ3νa 04×1 04×4
04×1 04×4 −a0I4 uαI4 04×4 04×4 04×4 04×1 04×4
04×1 04×4 −a1I4 04×4 bI4 04×4 04×4 04×1 04×4
04×1 04×4 −a2I4 04×4 04×4 bI4 04×4 04×1 04×4
04×1 04×4 −a3I4 04×4 04×4 04×4 bI4 04×1 04×4
0 01×4 01×4 01×4 01×4 01×4 01×4
b
θ
ΞT
3
04×1 04×4 04×4 04×4 04×4 04×4 04×4
a
θ
bI4


= m1m2,
6 Conformal tensor
where we write ΞT to emphasize that ΞT represents a 1× 4 piece, and D αµν = B αµλν Ξλ. m2
is given by
m2 =det
[
b
θ
ΞT
3
a
θ
bI4
]
=
b3
3θ
(3b2 − ΠαβΞαΞβ),
whereas
m1 = det


b ΞT 01×4 01×4 01×4 01×4 01×4
a 3bI4 04×4 D
µ0
ν D
µ1
ν D
µ2
ν D
µ3
ν
−a
χ
3b
λ
I4 −3bI4 aδ0ν aδ1ν aδ2ν aδ3ν
04×1 04×4 −a0I4 bI4 04×4 04×4 04×4
04×1 04×4 −a1I4 04×4 bI4 04×4 04×4
04×1 04×4 −a2I4 04×4 04×4 bI4 04×4
04×1 04×4 −a3I4 04×4 04×4 04×4 bI4


(3.1)
= b9 det

 1 Ξ
T 01×4
a 3b2I4 D
µα
ν aα
−a
χ
3b2I4
λ
−3b2I4 + aµaν

 (3.2)
= b9 det

3b
2I4 a E
µ
ν
ΞT 1 01×4
3b2
λ
I4 −aχ −3b2I4 + aµaν

 (3.3)
= 27b15 det
[
3b2 − aµaµ −ΞµEµν
λ+χ
λχ
a 3b2I4 − aµaν + E
µ
ν
λ
]
(3.4)
= 27b15 det
[
F dν
cµ hµν
]
=
27b15
F 3
det(Fhµν − cµdν) (3.5)
=
27b15
F 3
det(FGδµν −Hνaµ) = 27b15G3(FG−Hµaµ) (3.6)
= 27b15G3(FG− λ+ η
λ
F (aµaµ)− κ). (3.7)
We now detail how the computations (3.1)-(3.7) were carried out. These computations made
successive use of the formula
det
[
M1 M2
M3 M4
]
= det(M1) det(M4 −M3M−11 M2) (3.8)
= det(M4) det(M1 −M2M−14 M3) (3.9)
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when M−11 or M
−1
4 exist, and we defined
Eµν = −3η(aαaαδµν + aµΞν −
2
3
aµaν),
F = 3b2 − aµaµ,
dν = −2ηaαaα(aν − 3Ξν),
cµ =
λ+ χ
λχ
aµ,
hµν = 3b
2δµν − aµaν +
Eµν
λ
= 3(b2 − a
αaαη
λ
)δµν −
λ− 2η
λ
aµaν − 3η
λ
aµΞν ,
G = 3(b2 − a
αaαη
λ
),
Hν = F (
λ− 2η
λ
aν +
3η
λ
Ξν) +
λ+ χ
λχ
dν ,
Hµa
µ =
λ+ η
λ
F (aµaµ) + κ
κ = cµdµ =
4η(λ+ χ)
λχ
(aαaα)
2.
(3.10)
From (3.1) to (3.2) we used (3.8) by setting
M1 =

 b Ξ
T 01×4
a 3bI4 04×4
−a
χ
3b
λ
I4 −3bI4


with M2, M3, and M4 following accordingly. Although det(M4) = b
16, we multiplied lines 2
to 9 by b and divided column 1 by b. Then, the overall multiplicative factor was modified
by b16b8b−1 = b9, resulting in (3.2). After that, we performed the following permutations
in (3.2): the fifth line was brought to the first line after 4 line permutations and the fifth
column became the first column after 4 column permutations, obtaining (3.3), where Eµ was
defined in (3.10). From (3.3) to (3.4) we made again use of (3.8) by setting M1 = 3b
2I4,
where M2, M3, and M4 are chosen accordingly. The resulting matrix has the overall factor
multiplied by detM1 = 81b
8, but since we multiplied the first line of the resulting matrix
by 3b2, it reduces to 27b6 and, then, by changing the sign of the last 4 lines, Eq. (3.4) is
obtained. The first equality in (3.5) corresponds to (3.4) with the definitions that appear
in (3.10). In the second equality it was applied (3.9) with M1 = F , where M2, M3, and
M4 are chosen accordingly. The F
−3 factor appears as we multiplied all lines by F , then
det(M1)F
−4 = F−3. The first equality of (3.6) corresponds to the second equality in (3.5)
by using the definitions in (3.10). From the first to the second equality in (3.6), we used the
formula
det(Aδµν + α
µβν) = A
4 + A3αµβµ
with A = FG, αµ = aµ, and βν = −Hν . Finally,
det(ΞαAα) = m1m2 = 9b
18
θ
G3(3b2 − aµaµ)(FG− F λ+ η
λ
aµaµ − κ).
8 Conformal tensor
We set det(ΞαAα) equal to zero to find the eigenvalues and eigenvectors. Thus, we need
to find the roots Λ of b = 0 with multiplicity 18, G = 0 (which gives a total of two roots
with multiplicity 3), 3b2 − aµaµ (which gives a total of 2 roots with multiplicity 1), and
FG − F λ+η
λ
aµaµ − κ = 0 (which gives a total of 4 roots with multiplicity 1), and the
corresponding eigenvectors in all cases.
b18 = 0 gives
Λ1 = −u
αζα
uβξβ
.
There are 18 corresponding linearly independent eigenvectors given by

 0wνa
025×1

 ,
[
026×1
wνa
]
,


χfλλ
08×1
f ν0
f ν1
f ν2
f ν3
05×1


,
where wνa = {wν1 = uν , wν2 , wν3} are 3 linearly independent vectors orthogonal to ζλ + Λ1ξλ,
and f νλ totalizes 16 components that define the entries in the last vector. However, since
these 16 components are constrained by the 4 equations χfλλ a
µ +D µλν f
ν
λ = 0 (where a
α is
as above but with Λ = Λ1), we end up with 12 independent entries. Then, 3 + 3 + 12 = 18,
which equals the multiplicity of the root Λ1.
3b2 − aµaµ = 0 can be written as b2 − βaµaµ = 0, where β = 13 . The roots are then
Λ2,± = (−uµζµuνξν + βΠµνξµζν ±
√
∆)/((uµξµ)
2(1− β)− βξµξµ), where
∆ = β(((uµξµ)
2 − Πµνξµξν)(Παβζαζβ − (uαζα)2) + (uµξµuνζν + Πµνξµζν)2
+ (1− β)(ΠµνξµξνΠαβζαζβ − (Πµνξµζν)2)).
We note that these roots are always real when 0 < β < 1 because Παβξ
αξβ < (ξαu
α)2,
Παβζ
αζβ > (ζαu
α)2, and (Πµνξµζν)
2 ≤ ΠµνξµξνΠαβζαζβ. Thus, Λ2,± has two distinct roots
giving two linearly independent eigenvectors.
G3 = 0 can also be written as b2 − βaµaµ = 0, where β = ηλ . The roots are written the
same way as Λ2,± with the particularity that now each one has multiplicity 3. We note that
these roots are real because 0 < β < 1. The corresponding eigenvectors are

C±
Dν±
eν±
a±0 e
ν
±
b±
a±1 e
ν
±
b±
a±2 e
ν
±
b±
a±3 e
ν
±
b±
05×1


,
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where a± is as a above but with Λ = Λ3,±, b± is as b above but with Λ = Λ3,± (so that
b2± = β(a±)
µ(a±)µ),
C± = − λ
λ+ χ
((2λ+ χ)(e±)
µ(Ξ±)µ − λ
3η
(2η+ χ)(a±)
µ(e±)µ),
Dµ± =
λ + χ
3b2±λ
((a±)
ν(e±)ν(a±)
µ − 3b2±χ(e±)µ − (e±)νD µλν (a±)λ),
where Ξ± is as Ξ above but with Λ = Λ3,±, and e± obeys the following constraint
λ+ χ
λχ
c±b± − 3η
λ
(Ξ±)
µ(e±)µ +
2η− λ
λ
(a±)
µ(e±)µ = 0.
Thus, the eigenvectors are written in terms of 3 independent components of eµ for each root,
giving a total of 6 eigenvectors.
FG− F λ+η
λ
aµaµ − κ = 0 can be written as
9λχb4 − 6(λ+ 2η)χaµaµb2 + λ(χ− 4η)(aµaµ)2 = 0.
This is a quadratic equation for b2 that has positive discriminant, i.e.,
(aµaµ)
2ηχ(λ2 + ηχ+ λχ) > 0.
In order to obtain real roots Λ, we need
0 <
b2
aµaµ
=
2χ(λ+ η)±√ηχ(λ2 + ηχ+ λχ)
3λχ
≤ 1.
This gives the condition
2χ(λ+ η)−
√
ηχ(λ2 + ηχ+ λχ) > 0,
which is satisfied in view of χ > 4λ, and
2χ(λ+ η) +
√
ηχ(λ2 + ηχ+ λχ)
3λχ
≤ 1,
which is satisfied in view of λ ≥ 3χλ
χ−λ
. We also observe that these four roots are distinct, so
that we obtain four linearly independent eigenvectors.
Finally, we notice that condition (i) can be verified upon setting ζ = 0 in the above
computations. 
From the above Proposition, we immediately obtain:
Corollary 3.3. Assume that χ > 4η > 0 and that λ ≥ 3χη
χ−η
. Then, the system (2.3) can be
written as
∇0Ψ+ A˜i∇iΨ = R˜, (3.11)
where A˜i = (A0)−1Ai and R˜ = −(A0)−1R, and the eigenvalue problem (A˜iζi − ΛI)V = 0
possesses only real eigenvalues Λ and a set of complete eigenvectors V .
10 Conformal tensor
4. Energy estimates
4.1. Preliminaries. We first set down some notations. Let I = [0, T ] for some T > 0.
We use K : R+ → R+ to denote a continuous function which may vary from line to line.
Similarly, KI : R+ → R+ denotes a continuous function depending on I. Further, the
notation R always denotes a pseudodifferential operator (ΨDO) whose mapping property
may vary from line to line. We denote the L2 based Sobolev space of order r by Hr, with
norm ‖ · ‖r.
Due to the quasilinear nature of our equations, we will need to employ a pseudodifferential
calculus for symbols with limited smoothness. Such a calculus can be found in [27–29], to
which we will refer frequently. We denote the class of symbols on T3 of order r with Sobolev
regularity k by Sr0(k, 2)(T3). Given a ∈ Sr0(k, 2)(T3), we denote the left quantization of
a by Op(a) and the resulting space of rth order ΨDO’s by OPSr0(k, 2). For the reader’s
convenience, we recall the definition of these symbols and quantizations on R3 which then
yield a ΨDO calculus on any smooth closed manifold by the coordinate invariance of the
definition and standard arguments (see [29, Theorem 5.1, Corollary 5.2]).
Definition 4.1. [29] Let r ∈ R and k > 3/2. Define Sr0(k, 2)(R3) = Sr0(k, 2)(R3,C) to be the
space of all symbols a : R3 × R3 → C such that for all spatial multi-indices ~α = (α1, α2, α3)
|∂~αζ a(x, ζ)| ≤ C~α(1 + |ζ|)r−|~α|,
‖∂~αζ a(x, ζ)‖Hk ≤ C~α(1 + |ζ|)r−|~α|.
For a matrix-valued symbol a : R3×R3 → Ch×l with h, l ∈ N, we say a ∈ Sr0(k, 2)(R3,Ch×l)
if all the entries of a belong to Sr0(k, 2)(R3). The left quantization, Op(a), of a symbol
a ∈ Sr0(k, 2)(R3,Ch×l) is defined by
Op(a)f(x) :=
1
(2π)n
∫
R3
eix·ζa(x, ζ)fˆ(ζ) dζ
for f ∈ S(R3,Cl), the space of Schwartz functions in R3.
Since we will be working exclusively on T3, we will simply write Sr0(k, 2) instead of
Sr0(k, 2)(T3), and we will not typically specify if the symbol is scalar or matrix valued since
the context will be clear. The (flat) Laplacian on T3 is denoted by ∆, and we define
〈∇〉 := (1−∆) 12 ,
an element of OPS10(k, 2) for every k ∈ R. Finally, we recall that
‖ · ‖r ≃ ‖〈∇〉r · ‖0.
4.2. Main estimates. We consider the linear system associated with (3.11). Given v˜, we
define the operator F(v˜) by
F(v˜)u˜ = ∂tu˜+ A˜i(v˜)∇iu˜,
where A˜i(v˜) corresponds to the matrix A˜i = (A0)−1Ai of Corollary 3.3, but with the entries
of the matrix computed using v˜. Then the first order system (2.3), or, equivalently, the
system (3.11), can be written as
F(u˜)u˜ = R˜(u˜), u˜(0) = u˜0, (4.1)
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where R˜(u˜) = −(A0)−1(r1, . . . , r6)T . Above and in what follows, we make the following
change of notation. We will use u˜ for a solution of (4.1) (and v˜ for the coefficients of the
corresponding linear system) instead of Ψ. This is because at this point we will think of a
solution in abstract terms, i.e., as a map from a time interval to a suitable function space,
and so we use a different notation to highlight this point of view.
The goal of this section is to prove the following energy estimates.
Proposition 4.2. Let r > 7/2, I ⊂ R and
E1(I) = C(I;H
r) ∩ C1(I;Hr−1).
There exist increasing functions M˜, ω : [0,∞)→ (0,∞) such that if u˜, v˜ ∈ C∞(I×T3) satisfy
F(v˜)u˜ = R˜(v˜), on I × T3, (4.2)
then for all t ∈ I,
‖u˜(t)‖2r ≤ M˜(‖v˜‖L∞(I;Hr−1))etω(‖v˜‖E1(I))
[
‖u˜0‖2r +
∫ t
0
‖R˜(v˜(s))‖2r ds
]
(4.3)
Proof. For ζ = ζidx
i ∈ T ∗T3, let A˜ = A˜(v˜, ζ) = A˜i(v˜)ζi and U = Op(A˜). From the
discussion in Section 3, there exist a matrix S = S(v˜, ζ) and a diagonal matrix D˜ = D˜(v˜, ζ)
such that
SA˜ = D˜S.
We put S := Op(S) and D˜ := Op(D˜). Based on the expression of A˜i(v˜)ζi, it is not hard
to see that all its entries belong to S10 (r, 2). Denote by Λk = Λk(v˜, ζ) all the (distinct)
eigenvalues of A˜. Note that ∂~αζ A˜(v˜, ζ) is homogeneous of degree 1 − |~α| for |~α| ≤ 1 and
∂~αζ A˜(v˜, ζ) = 0 for |~α| > 1. We thus infer that Λk/|ζ| is homogeneous in ζ of degree zero.
Because the map [(v˜, ζ) 7→ Λk(v˜, ζ)] ∈ C∞(Hr × T ∗T3, Hr), it follows that
‖Λk(v˜, ζ)‖r ≤ C, |ζ| = 1
for some C = C(‖v˜‖r). By the homogeneity of Λk/|ζ|, we can derive that
‖Λk(v˜, ζ)‖r ≤ C(1 + |ζ|),
for all ζ and some C = C(‖v˜‖r). Differentiating the characteristic polynomial of A˜ with
respect to ζ and using induction immediately yield
‖∂~αζ Λk(v˜, ζ)‖r ≤ C~α(1 + |ζ|)1−|
~α|, (4.4)
for all ζ and some C~α = C~α(‖v˜‖r). By Sobolev embedding, this implies that Λk ∈ S10 (r, 2)
and thus
D˜ ∈ OPS10(r, 2).
The projection onto the eigenspace associated to the eigenvalue Λk is given by
Pk = Pk(v˜, ζ) =
1
2πi
∫
γk
(z − A˜(v˜, ζ))−1 dz, (4.5)
where γk is a smooth contour enclosing only one pole Λk. Note that with properly chosen
contours γk, we can always make the eigenvalues Λ˜i(z, v˜, ζ) of (z − A˜(v˜, ζ))−1 satisfy
‖Λ˜i(z, v˜, ζ)‖r ≤ C = C(‖v˜‖r), |ζ| ≤ 1, z ∈ γk
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for all k. From the homogeneity of A˜ and Λk, we infer that Pk is homogeneous of degree 0
in ζ. Combining with (4.4) and (4.5), we can derive that
‖Pk(v˜, ζ)‖Hr ≤ C = C(‖v˜‖r), |ζ| = 1.
In view of the homogeneity of Pk(v˜, ·), this implies for all ζ
‖Pk(v˜, ζ)‖Hr ≤ C = C(‖v˜‖r).
Note that, for a given pair of (v˜, ζ), we can choose the contour γk in (4.5) to be fixed in a
neighborhood of (v˜, ζ). Applying a similar argument to the ζ-derivatives of Pk and using the
homogeneity of ∂~αζ A˜, direct computations lead to Pk ∈ S00 (r, 2). This implies that
S = S(v˜, ζ) ∈ S00 (r, 2) (4.6)
and thus
S = S(v˜) ∈ OPS00(r, 2)
with norm depending on ‖v˜‖r.
Then it follows from [29, Corollary 3.4] that
SU = D˜S+R
with
R ∈ L(Hs, Hs), 1− r < s ≤ r − 2.
We write U = iA〈∇〉. Let A = A(ζ) denote the symbol of A, i.e. A = −iA˜/(1 + |ζ|2) 12 .
Hence A ∈ OPS00(r, 2). Then there exists a ΨDO D with symbol D ∈ S00 (r, 2) such that
SA = DS
and thus
SA = DS+R
with
R ∈ L(Hs−1, Hs), 1− r < s ≤ r − 1. (4.7)
We rewrite (4.2) as
∂tu˜ = iA(v˜)〈∇〉u˜+ R˜(v˜),
or
∂tu˜ = U(v˜)u˜+ R˜(v˜).
Denote by S∗ the conjugate transpose matrix of S. We further set S˜ := Op(S∗). Note
that S˜ = S˜(v) ∈ OPS00(r, 2). Since S is homogeneous of degree 0 in ζ, combining with the
discussion in Section 3, we infer that
u˜TS∗(v, ζ)S(v, ζ)u˜ ≥ C0|u˜|2
for some C0 = C0(‖v˜‖∞) > 0. Let B = B(v˜, ζ) =
√
S∗(v˜, ζ)S(v˜, ζ)− C0
2
I and B = Op(B).
Here I is the identity matrix and, for a positive definite matrix A, B =
√
A denotes the
square-root matrix of A, i.e. B∗B = A. It is not hard to conclude that B ∈ S00 (r, 2) via the
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Cholesky algorithm. Putting B˜ = Op(B∗) ∈ OPS00(r, 2), it follows from [29, Corollaries 3.4
and 3.6] that
R =S˜ ◦S− C0
2
I −B∗B
=[(S˜ ◦S− C0
2
I)− B˜ ◦B] + (B˜ ◦B− B˜B) + (B˜B−B∗B) ∈ L(Hs−1, Hs) (4.8)
for all 1− r < s < r. Define
Nr(t) := 〈∇〉r(C0
2
I +B∗B)〈∇〉r.
It is an immediately conclusion from its definition that
(Nr(t)u˜, u˜) ≥ C0
2
‖u˜‖2r. (4.9)
We have
Nr =〈∇〉r(C0
2
I +B∗B− S˜ ◦S)〈∇〉r + 〈∇〉r(S˜ ◦S− S˜S)〈∇〉r
+ 〈∇〉r(S˜−S∗)S〈∇〉r + 〈∇〉rS∗S〈∇〉r.
It follows from [29, Corollary 3.4] that
S˜ ◦S− S˜S ∈ L(Hs−1, Hs), 1− r < s ≤ r, (4.10)
and from [29, Corollary 3.6] that
S˜−S∗ ∈ L(Hs−1, Hs), 1− r < s < r, (4.11)
We compute
d
dt
(Nru˜, u˜) = (Nr
d
dt
u˜, u˜) + (Nru˜,
d
dt
u˜) + (N ′ru˜, u˜)
= (NrUu˜, u˜) + (NrR˜, u˜) + (Nru˜,Uu˜) + (Nru˜, R˜) + (N ′ru˜, u˜)
= ((NrU+ U
∗Nr)u˜, u˜) + (NrR˜, u˜) + (Nru˜, R˜) + (N ′ru˜, u˜),
where ′ = d
dt
. We have
NrU+ U
∗Nr =[〈∇〉r(C0
2
I +B∗B)〈∇〉r]iA〈∇〉
− i〈∇〉A∗[〈∇〉r(C0
2
I +B∗B)〈∇〉r]
=i[〈∇〉r(C0
2
I +B∗B)〈∇〉rA〈∇〉
− 〈∇〉A∗〈∇〉r(C0
2
I +B∗B)〈∇〉r].
Note that 〈∇〉r ∈ OPSr0(k, 2) for any k. We can infer from (4.8), (4.10) and (4.11) that
NrU =iNrA〈∇〉
=i〈∇〉rS∗S〈∇〉rA〈∇〉 +R,
where R = R(v) ∈ L(Hr, H−r).
14 Conformal tensor
To estimate the first term in the second line, we first notice that [29, Corollary 3.4] implies
b = b(v˜) := [〈∇〉r,A(v)] ∈ L(Hr−1, H0),
and again, its norm depends on ‖v˜‖r. Thus we have that
〈∇〉rS∗S〈∇〉rA〈∇〉 = 〈∇〉rS∗SA〈∇〉〈∇〉r +R,
where R = R(v˜) ∈ L(Hr, H−r). Now observe that by (4.7)
SA〈∇〉 = DS〈∇〉+R
= D〈∇〉S+R,
where in the second equality we used [29, Corollary 3.4]. Here and below the operator R
may vary from line to line, but all these R satisfy
R = R(v˜) ∈ L(Hs, Hs) for all − r + 1 < s ≤ r − 1.
Therefore,
NrU = i〈∇〉rS∗D〈∇〉S〈∇〉r +R,
where R = R(v) ∈ L(Hr, H−r) and its norm depends on ‖v˜‖r.
We can carry out a similar analysis for the term U∗Nr. More precisely, first notice that
U∗Nr =− i〈∇〉A∗〈∇〉rS∗S〈∇〉r
− i〈∇〉A∗[〈∇〉r(C0
2
I +B∗B− S˜ ◦S)〈∇〉r
+ 〈∇〉r(S˜ ◦S− S˜S)〈∇〉r]
+ 〈∇〉r(S˜−S∗)S〈∇〉r.
Using (4.8), (4.10), (4.11) and [29, Theorem 2.4], we infer that the last three terms on the
right-hand side belong to L(Hr, H−r). As
−i〈∇〉A∗〈∇〉rS∗S〈∇〉r = [i〈∇〉rS∗S〈∇〉rA〈∇〉]∗,
we conclude that
NrU+ U
∗Nr =i[〈∇〉rS∗D〈∇〉S〈∇〉r
− 〈∇〉rS∗〈∇〉D∗S〈∇〉r] +R0,
=i〈∇〉rS∗[D〈∇〉 − 〈∇〉D∗]S〈∇〉r +R0,
where R0 = R0(v˜) ∈ L(Hr, H−r) with norm depending on ‖v˜‖r. The term in the parenthesis
is bounded in L(H0) due to [29, Corollary 3.6]. We thus have
d
dt
(Nru˜, u˜) =i(〈∇〉r[S∗D〈∇〉S−S∗〈∇〉D∗S]〈∇〉ru˜, u˜)
+ (R0u˜, u˜) + (NrR˜, u˜) + (Nru˜, R˜) + (N ′ru˜, u˜). (4.12)
We have
|i(〈∇〉r[S∗D〈∇〉S−S∗〈∇〉D∗S]〈∇〉ru˜, u˜)| ≤ C1‖u˜‖2r,
|(R0u˜, u˜)| ≤ C2‖R0u˜‖−r‖u˜‖r ≤ C2‖u˜‖2r,
|(NrR˜, u˜)|+ |(Nru˜, R˜)| ≤ C3‖u˜‖r‖R˜‖r ≤ C4‖u˜‖2r +
1
2
‖R˜‖2r .
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Here the constants Ci all depend on ‖v˜‖r. To estimate the last term in (4.12), observe that
N ′(t) = 〈∇〉r∂[B∗(v˜)B(v˜)]v˜′〈∇〉r.
Here ∂ stands for the Freche´t derivative. From (4.5) and (4.6), it is not hard to see that
∂B(v˜)v˜′ ∈ S00 (r − 1, 2).
Hence [29, Theorem 2.3] implies that
∂B(v˜)v˜′ = Op(∂B(v˜)v˜′) ∈ L(H0).
As ∂B∗(v˜)v˜′ = [∂B(v˜)v˜′]∗, we immediate conclude that
∂[B∗(v˜)B(v˜)]v˜′ ∈ L(H0).
Now it follows that
|(N ′ru˜, u˜)| ≤ C6‖N ′ru˜‖−r‖u˜‖r ≤ C6‖u˜‖2r,
where C6 depends on ‖v˜‖E1(I). In summary,
d
dt
(Nru˜, u˜) ≤ C7‖u˜‖2r + C5‖R˜‖2r (4.13)
with C7 = C7(‖v˜‖E1(I)). As a direct conclusion from (4.9) and Gro¨nwall’s inequality, we have
‖u˜(t)‖2r ≤ M˜etω(‖v˜‖E1(I))
[
‖u˜0‖2r +
∫ t
0
‖R˜(v˜(s))‖2r ds
]
where M˜ is a constant argument depending on ‖v˜‖∞, and thus, on ‖v˜‖r−1 by Sobolev em-
bedding. 
5. Local existence and uniqueness
In this section, we use the energy estimate of Proposition 4.2 to establish local well-
posedness for the system (2.3), which in turn will imply Theorem 1.1.
5.1. Approximating sequence. We take a sequence of smooth initial data u˜0,n → u˜0 in
Hr with r > 7/2. Then we inductively study
F(u˜n−1)u˜n = R˜(u˜n−1), u˜n(0) = u˜0,n. (5.1)
Let ‖u˜0‖2r ≤ K. We may assume
‖u˜0,n‖2r ≤ K + 1. (5.2)
Further, we define continuous functions Ki : R+ → R+ with i = 1, 2 such that
‖A(v˜)‖L(Hr−1) ≤ K1(‖v˜‖r)
and
‖R˜(v˜)‖s ≤ K2(‖v˜‖s), s = r − 1, r.
We next make the inductive assumption
H(n− 1) : ‖u˜k‖C(I;Hr) ≤ C1 and ‖∂tu˜k‖C(I;Hr−1) ≤ C2 for k = 1, 2, · · · , n− 1.
Note that it follows from H(n− 1) and (5.2) that by choosing T small enough, we have
‖v˜k(t)‖r−1 ≤M, k = 1, 2, · · · , n− 1 and t ∈ [0, T ]
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for some sufficiently large uniform constant M independent of Ci. As a direct consequence,
we can take the constant M˜ in (4.3) to be uniform in the following iteration argument.
Furthermore, we choose Ci in H(n− 1) large enough so that√
M˜(2K + 4) ≤ C1
and
M ′K1(C1)C1 + K2(C1) ≤ C2,
where M ′ = ‖〈∇〉‖L(Hr,Hr−1). Now we will use (4.3) to estimate
‖u˜n(t)‖2r ≤M˜etω(‖u˜n−1‖E1(I))[‖u˜0,n‖2r +
∫ t
0
‖R˜(u˜n−1(s))‖2r ds]
≤M˜etω(C1+C2)[K + 1 + tK2(C1)],
By choosing T small enough, we can control
‖u˜n(t)‖2r ≤ M˜(2K + 4) for all t ∈ [0, T ],
which gives
‖u˜n‖C(I;Hr) ≤ C1.
We plug this estimate into (5.1) and thus obtain
‖∂tu˜n(t)‖r−1 ≤M ′K1(C1)C1 + K2(C1) ≤ C2.
This completes the verification of H(n). One thus infers that
‖u˜n‖E1(I) ≤ C (5.3)
for all n and some C > 0.
5.2. Energy estimate for the difference of two solutions. For i = 1, 2, we consider
F(v˜i)w˜i = R˜(v˜i), w˜i(0) = w˜0,i.
Set v˜ = v˜2− v˜1 and w˜ = w˜2− w˜1. Taking the difference of the above two systems, we obtain
∂tw˜ = U(v˜2)w˜ + [U(v˜1)− U(v˜2)]w˜1 + R˜(v˜2)− R˜(v˜1), w˜(0) = w˜0,2 − w˜0,1. (5.4)
Let
F = [U(v˜1)− U(v˜2)]w˜1 + R˜(v˜2)− R˜(v˜1)
and
E0(I) := C(I;H
r−1) ∩ C1(I;Hr−2).
By (4.3), we have
‖w˜(t)‖2r−1 ≤ M˜etω [‖w˜0,2 − w˜0,1‖2r−1 +
∫ t
0
‖F(s)‖2r−1 ds].
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Here M˜ = M˜(‖v˜2‖r−2) and ω = ω(‖v˜2‖E0(I)). We estimate
‖[U(v˜1)− U(v˜2)]w˜1‖r−1 ≤
∫ 1
0
‖∂U(sv˜1 + (1− s)v˜2)(v˜)w˜1‖r−1ds
≤
∫ 1
0
‖∂A(sv˜1 + (1− s)v˜2)(v˜)〈∇〉w˜1‖r−1ds
≤K (‖v˜1‖r−1 + ‖v˜2‖r−1)‖v˜‖r−1‖w˜1‖r.
Similarly,
‖R˜(v˜2)− R˜(v˜1)‖r−1 ≤ K (‖v˜1‖r−1 + ‖v˜2‖r−1)‖v˜‖r−1.
This yields
‖w˜(t)‖2r−1 ≤M˜etω [‖w˜0,2 − w˜0,1‖2r−1
+ t(1 + ‖w˜1‖2r)K (‖v˜1‖r−1 + ‖v˜2‖r−1)‖v˜‖2r−1]. (5.5)
Using (5.4), we further have
‖∂tw˜‖r−2 ≤ K (‖v˜2‖r−2)‖w˜‖r−1 + ‖F‖r−2. (5.6)
5.3. Convergence. Now we choose v˜2 = w˜1 = u˜n−1, v˜1 = u˜n−2 and w˜2 = u˜n. Note that as
in Section 5.1, the constant M˜ in (5.5) can be taken to be independent of n. (5.5) and (5.6)
show that
‖u˜n − u˜n−1‖E0(I)
≤
√
M˜e
T
2
ω(C)[‖u˜0,n − u˜0,n−1‖r−1 +
√
T (1 + C)KI(C)‖u˜n−1 − u˜n−2‖E0(I)]
+ KI(C)
√
M˜e
T
2
ω(C)[‖u˜0,n − u˜0,n−1‖r−1 +
√
T (1 + C)KI(C)‖u˜n−1 − u˜n−2‖E0(I)]
+ KI(C) sup
t∈I
‖u˜n−1(t)− u˜n−2(t)‖r−2.
In the last line, we can use (5.5) once more to obtain
sup
t∈I
‖u˜n−1(t)− u˜n−2(t)‖r−1
≤
√
M˜e
T
2
ω(C)[‖u˜0,n−1 − u˜0,n−2‖r−1 +
√
T (1 + C)KI(C)‖u˜n−2 − u˜n−3‖E0(I)]
We can choose T small and (u˜0,n) in such a way that
(1 + KI(C))
√
M˜e
T
2
ω(C)(‖u˜n−1(t)− u˜n−2(t)‖r−1 + ‖u˜0,n−1 − u˜0,n−2‖r−1) ≤ 2−n,
√
M˜e
T
2
ω(C)
√
T (1 + C)K 2I (C) ≤ 1/16,
and √
M˜e
T
2
ω(C)
√
T (1 + C)(K 2I (C) + KI(C)) ≤ 1/4.
Putting an = ‖u˜n − u˜n−1‖E0(I). We thus infer that
an ≤ 2−n + an−1/4 + an−2/16.
By induction, one can show that
an ≤ sn
22n−3
+
Fn
22n−4
a2 +
Fn−1
22n−2
a1, (5.7)
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where Fn is the n−th term of Fibonacci sequence (starting from 0) and
sn = 2
n−3 + sn−1 + sn−2.
Let b = (1−√5)/2. Then
sn − bsn−1 =2n−3 + (1− b)(sn−1 − bsn−2)
b(sn−1 − bsn−2) =2n−4b+ b(1− b)(sn−2 − bsn−3)
...
bn−3(s3 − bs2) =bn−3 + bn−3(1− b)(s2 − bs1).
We sum these expressions to conclude
sn − bn−2s2 =
n−3∑
k=0
2kbn−3−k + (1− b)(sn−1 − bn−2s1).
We perform a similar computation and sum to obtain
sn − (1− b)sn−1 =
n−3∑
k=0
2kbn−3−k + bn−2s2 − (1− b)bn−2s1
(1− b)(sn−1 − (1− b)sn−2) =(1− b)
n−2∑
k=0
2kbn−2−k + (1− b)bn−3s2 − (1− b)2bn−3s1
...
(1− b)n−3(s3 − (1− b)s2) =(1− b)n−3 + (1− b)n−3bs2 − (1− b)n−2bs1
This yields
sn − (1− b)n−2s2 =[
n−3∑
k=0
2kbn−3−k + (1− b)
n−2∑
k=0
2kbn−2−k + (1− b)n−3]
+ s2
n−2∑
k=1
bk(1− b)n−2−k + s1
n−2∑
k=1
bn−1−k(1− b)k
and thus
sn ≤ (n− 2)2n−2 + 2n−2s2 + 2n−1s1.
Plug this expression into (5.7). We infer
an ≤ n− 2
2n−1
+
s1
2n−1
+
s1
2n−1
+
a2
2n−4
+
a1
2n−2
.
Then
‖u˜n − u˜n+j‖E0(I) ≤ ‖u˜n − u˜n+1‖E0(I) + · · · ‖u˜n+j−1 − u˜n+j‖E0(I)
can be made arbitrarily small by taking n large. We conclude that (u˜n) is Cauchy in
C(I;Hr−1) ∩ C1(I;Hr−2) and thus converges in this space.
We denote the limit by u˜ ∈ C(I;Hr−1) ∩ C1(I;Hr−2). We can let n → ∞ in (5.1) and
thus u˜ satisfies
F(u˜)u˜ = R˜(u˜), u˜(0) = u˜0.
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Next, notice that it follows from (5.3) that
‖u˜(t)‖r + ‖∂tu˜(t)‖r−1 ≤ C, t ∈ [0, T ].
We remark that since we have an estimate for the difference of two solutions, uniqueness
also follows from the above arguments.
5.4. Continuity of solution. The weak continuity of the solution u˜ can be proved by a
similar argument to that of quasilinear wave equations, since in that proof the structure of
the equation is not necessary but only the convergence u˜n → u˜ in C(I;Hr−1) ∩ C1(I;Hr−2)
and an estimate of the form (5.3) matter.
We put
K(t) =
√
C0
2
I + (B(u˜(t)))∗B(u˜(t))
and
Ar(t) = Ar(u˜(t)) = K(t)〈∇〉r.
Hence
Nr(t) = Nr(u˜(t)) = Ar(u˜(t))∗Ar(u˜(t)).
Recall that B ∈ OPS00(r, 2). It follows from [29, Theorems 2.2 and 2.4] that
K(t) ∈ L(Hs), −r < s < r − 1. (5.8)
Fix t0 ∈ [0, T ], let us first show that Ar(t0)u˜(t) is weakly continuous in H0. Given any ǫ > 0
and φ ∈ H0, take a sequence of Schwarts functions φj → φ in H0. Then
(Ar(t0)u˜(t)−Ar(t0)u˜n(t), φ)
=(Ar(t0)u˜(t)−Ar(t0)u˜n(t), φ− φj) + (Ar(t0)u˜(t)−Ar(t0)u˜n(t), φj)
The first term is bounded by
|(Ar(t0)u˜(t)−Ar(t0)u˜n(t), φ− φj)| ≤ K (C)‖φ− φj‖0
in view of (5.3). By choosing j large enough, we can make this term less than ǫ/2. Then
fixing j in the second term, we have
|(Ar(t0)u˜(t)−Ar(t0)u˜n(t), φj)|
=|(〈∇〉r−1(u˜(t)− u˜n(t)), 〈∇〉K∗(t)φj)|
Since u˜n → u˜ in C(I;Hr−1), taking into consideration [29, Theorem 2.4] and (5.8), we have
|(Ar(t0)u˜(t)−Ar(t0)u˜n(t), φj)| < ǫ/2
for all n ≥ n0 with some large enough n0. In sum,
|(Ar(t0)u˜(t)−Ar(t0)u˜n(t), φ)| < ǫ for all n ≥ n0 and t ∈ [0, T ].
This shows that Ar(t0)u˜n(t) converges to Ar(t0)u˜(t) uniformly in t in the weak topology.
Thus, Ar(t0)u˜(t) is weakly continuous in t with respect to the norm of H0.
In the next step, we will show u(t) ∈ C(I;Hr). In view of the weak continuity of u(t), it
suffices to demonstrate that the map
[t 7→ ‖u˜(t)‖r] is continuous.
20 Conformal tensor
Applying (4.13) to (4.1) and in view of (5.3), we infer that
d
dt
‖Ar(t)u˜(t)‖20 ≤ K (C).
This implies that
‖Ar(t)u˜(t)‖20 =: Y (t) is Lipschitz continuous in t. (5.9)
Now consider
‖Ar(t0)u˜(t)‖20 − ‖Ar(t0)u˜(t0)‖20
=(‖Ar(t0)u˜(t)‖20 − ‖Ar(t)u˜(t)‖20) + (‖Ar(t)u˜(t)‖20 − ‖Ar(t0)u˜(t0)‖20).
The first term on the RHS can be estimated as follows.
|(‖Ar(t0)u˜(t)‖20 − ‖Ar(t)u˜(t)‖20)|
=|‖Ar(t0)u˜(t)‖0 − ‖Ar(t)u˜(t)‖0|(‖Ar(t0)u˜(t)‖0 + ‖Ar(t)u˜(t)‖0)
≤K (C)‖(K(t)− K(t0))〈∇〉ru˜(t)‖0
≤K (C)‖K(t)− K(t0)‖L(H0).
As elements in L(H0), it is not hard to check that K(u˜) depends continuously on ‖u˜‖r−1.
Combining with (5.9), this observation shows that [t 7→ ‖Ar(t0)u˜(t)‖0] is continuous at t0;
and thus
Ar(t0)u˜(t) is continuous in t at t0 w.r.t. H0.
Since t0 is arbitrary, from
‖u˜(t)− u˜(t0)‖2r ≤ C‖Ar(t0)u˜(t)−Ar(t0)u˜(t0)‖20,
we infer that u˜ ∈ C(I;Hr). Using this fact and equation (5.1), we immediately conclude
that
u˜ ∈ C(I;Hr) ∩ C1(I,Hr−1).
5.5. Solution to the original system. For Gevrey-regular data, equations (1.2) and (1.3)
admit a unique Gevrey-regular solution [4,15]. Solution to (1.2) and (1.3) for Sobolev regular
data, as in Theorem 1.1, thus follows by a standard approximation argument, applying our
energy estimates to the approximating Gevrey solutions.
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