The Coupled Model Intercomparison Project Phase 5 (CMIP5) provides data, which is widely used to assess global and regional climate change. In this study, we evaluated the ability of 37 global climate models (GCMs) of CMIP5 to simulate historical precipitation in Central Asia (CA). The relative root mean square error (RRMSE), spatial correlation coefficient, and Kling-Gupta efficiency (KGE) were used as criteria for evaluation. The precipitation simulation results of GCMs were compared with the Climatic Research Unit (CRU) precipitation in 1986-2005. Most models show a variety of precipitation simulation capabilities both spatially and temporally, whereas the top six models were identified as having good performance in CA, including HadCM3, MIROC5, MPI-ESM-LR, MPI-ESM-P, CMCC-CM, and CMCC-CMS. As the GCMs have large uncertainties in the prediction of future precipitation, it is difficult to find the best model to predict future precipitation in CA. Multi-Model Ensemble (MME) results can give a good simulation of precipitation, and are superior to individual models.
Introduction
Climate change presents a range of challenges for agriculture, forest, and water management practices [1] . A large number of studies have shown that climate change can also significantly affect the distribution of water resources. Therefore, governments should also make corresponding adjustments in the planning and management policies of water resources [2, 3] . Climate change has a significant impact on the distribution of water resources in space and time, which will make a great difference in precipitation in different seasons and regions, and also affect the amount of water resources. As a key climate variable, precipitation plays a crucial role in the water cycle [4] . Therefore, current and future water-related issues are major national and international relations issues, which means that it is especially important to evaluate the magnitude and change in precipitation [5] .
In the past several decades, there have been a variety of studies using global climate models to explore climate change in different areas and aspects. Most models overestimate precipitation in Africa and Asia, but in Europe, these show low biases. However, the ability of the climate models to simulate precipitation in Central Asia (CA) is still unknown. Assessing and quantifying future precipitation changes is one of the fundamentals for developing future water management and planning strategies in CA; thus, it is critical to use some metrics to perform the evaluation of climate models. As reported by Gleckler et al. [6] , the assessment of the performance of climate models should not only focus on 
Data
Thirty-seven global climate models were selected in this study. Table 1 lists information about climate models, including the name of the modeling center, its institute ID, and its horizontal resolution. The monthly mean precipitation data in the historical experiment was selected for research. The duration of historical experiment data is from 1850 to 2005, but we followed the Intergovernmental Panel on Climate Change (IPCC) 5th Assessment Report and selected the reference period from 1986 to 2005 (from http://cmip-pcmdi.llnl.gov/cmip5/index.html). The spatial correlation coefficient was generally used to compare the major Empirical Orthogonal Functions (EOFs), which are derived from GCMs data and observation [18] [19] [20] [21] . Kioutsioukis et al. applied the root mean square error (RMSE) to compare the differences between models and observation [22] . The Kling-Gupta efficiency (KGE) has been demonstrated to be superior the Nash-Sutcliffe efficiency [23] . In this study, we investigated precipitation simulations over the CA regions with relative root mean square error (RRMSE) and the spatial correlation coefficient, based on the 37 GCMs from CMIP5 models in the historical experiment (years 1986-2005) . Our research focuses Water 2018, 10, 1516 3 of 14 on the following questions: (1) Can GCMs reproduce the characteristics of precipitation in Central Asia? (2) Which models can better simulate precipitation in CA and can be used to predict future precipitation variation in CA? Additionally, the assessment of precipitation simulations from CMIP5 models in CA can provide better corresponding measures for future water resource management and planning strategies.
Thirty-seven global climate models were selected in this study. Table 1 lists information about climate models, including the name of the modeling center, its institute ID, and its horizontal resolution. The monthly mean precipitation data in the historical experiment was selected for research. The duration of historical experiment data is from 1850 to 2005, but we followed the Intergovernmental Panel on Climate Change (IPCC) 5th Assessment Report and selected the reference period from 1986 to 2005 (from http://cmip-pcmdi.llnl.gov/cmip5/index.html). [24] . The CRU dataset was widely used to assess model skill in simulation [25] [26] [27] [28] . The CRU datasets have a high reliability, especially after 1930 in CA [29] . The dataset is available from http://www.cru.uea.ac.uk.
Methods
For ease of comparison, the CMIP5 model data and CRU TS v4.01 were remapped to a 0.5 • × 0.5 • grid by using bilinear interpolation [30] . The correlation coefficient was used between the observation and the simulation [31] [32] [33] . In order to compare the simulation capability of the precipitation interannual variability, the standard deviation was calculated between the simulation and observation. The root mean square error (RMSE) was calculated to quantify the accuracy of the CMIP5 model simulation [34] [35] [36] [37] . The mean differences between the simulated and observed climate variable, can be described by RMSE. RMSE can be calculated as follows:
where O m i and S m i denote the observed and simulated precipitation, and n is the number of pairs in the analysis. The relative root mean square error (RRMSE) was calculated to measure a model's performance relative to the other models, with respect to the observation.
where RMSE median is the median of RMSE for all individual models. The index RRMSE may vary from −1 to positive infinity. The smaller the RRMSE, the better the simulation effect. A negative RRMSE indicates that the corresponding model performs better than the majority (50%) of models [38] . If the correlation coefficient between the simulation and observation is higher than 0.75, we consider that the model simulates well [39] .
The projected precipitation changes, both monthly and seasonal are summarized using box-and-whisker plots. These plots consist of the multi-model median, the interquartile model spread (the range between the 25th and 75th quantiles, box), and the full inter-model range (whiskers). The multi-model median is taken to be the projected change, while the interquartile model spread and inter-model range visualize uncertainties in the projection and can also indicate model agreement or disagreement on the direction of the projected change.
For higher-level comparison, empirical orthogonal function (EOF) analysis is applied to investigate the spatial variations of precipitation. Over the past few decades, many studies have applied EOF analysis to derive the principle components of climate variability [40] [41] [42] [43] . EOF analysis is a technique that is used to identify optimal representation of patterns (main signals). EOF analyses the precipitation data and reduces it to spatial patterns by its own EOFs, which explains most of the variance in precipitation. Moreover, EOF analysis produces a new set of orthogonal functions; this helps us to simplify the relevant factors efficiently [44] . In this study, the first two EOFs of thirty-seven models were retained and these share 90% of the total variance of the each model. The EOF analysis can be expressed simply as
where i = 1, . . . , m; j = 1, . . . , n; m is the number of grids; n is the time series length; x ij are ith components of the jth random vector for the normalized data; V ki are the components of the 
where p is the variance contribution rate, λ is the eigenvalue of covariance matrix, i is the number of eigenvalues, i = 1, . . . , n. Statistical analysis of the comparison of models and observations is necessary. RRMSE, correlation coefficient, and Nash-Sutcliffe model efficiency were widely used to evaluate the goodness of fit between simulations and observations. However, their suitability as metrics has been questioned. The KGE considered the correlation coefficient, bias, and variability between simulations and observations, and the method proved to be more efficient than the commonly used Nash-Sutcliffe efficiency, while clearly time-sensitive. In addition, KGE solves the problems caused by the interactions between these components, such as the fact that variability is underestimated. In a perfect model with no data errors, the KGE value is equal to 1. Therefore, for better comparison between the CRU and CMIP5 models, we applied the Kling-Gupta efficiency (KGE) approach to our research. The KGE was proposed by Gupta et al. [45] . The KGE can be described by
where r is the linear correlation in the simulated and observed values, α is the ratio of standard deviation of observed and simulated value, and β is the ratio of mean values of simulations and observations, s represents the simulations and o represents the observations. The most widely used metrics for model evaluation are correlation coefficients, the mean squared error (MSE), root mean squared error (RMSE), and Nash-Sutcliffe efficiency (NSE). We added KGE into the metrics, which is a supplement to the correlation coefficient and RRMSE as the metrics. It is expected that the best climate model for precipitation simulation can be selected. In addition, KGE has been demonstrated to be more appropriate than NSE as metrics for model evaluation. Therefore, we consider that correlation coefficient, RMSE, and KGE are sufficient as metrics to select the optimal model. In this study, the CRU data were collected for the period of 1986 to 2005, for comparison with the GCMs data. The monthly precipitation data were also accumulated to create the annual data. Besides, as we know, different models have different horizontal resolutions, which is troublesome. This makes it important to unify the horizontal resolution among different models. Kim et al. show that the details in the Climate model simulations of the monsoon demarcation were improved as the resolution increases [46] . The high-resolution simulations do obtain realistic distributions of precipitation; the position and amount of precipitation simulated by the higher resolution climate models are more consistent with observations than low-resolution simulations. The CMIP5 dataset is useful and widely relied on for assessing the future precipitation. However, CMIP5 projections conducted at a low horizontal resolution are difficult to use for determining crucial topographic effects and small-scale processes. This is why we chose the higher horizontal resolution grid. Thus, in order to facilitate the comparison with CRU, the monthly CMIP5 models precipitation were remapped to a resolution of 0.5 • , identical with that of CRU.
Results

The Comparison of Observation and Simulation Using Conventional Statistics
We first tested whether the CMIP5 models can reproduce the spatial distribution characteristics of precipitation based on the Multi-Model Ensemble (MME). Thus, we compared the spatial pattern of the observations and simulations from 1986 to 2005. Figure 2a shows the spatial distribution of mean annual precipitation in 1986-2005 from CRU and the MME (Figure 2b ) from CMIP5. There is good agreement between the observation and simulation. The highest precipitation occurs over southeastern CA. The lowest precipitation is observed over southwestern CA, especially in Turkmenistan and Uzbekistan. In general, CMIP5 MME can reproduce the spatial distribution of annual precipitation reasonably in CA. However, compared with CRU, CMIP5 MME slightly overestimates the precipitation magnitude in many regions of CA (Figure 2a,b) .
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Results
The Comparison of Observation and Simulation Using Conventional Statistics
We first tested whether the CMIP5 models can reproduce the spatial distribution characteristics of precipitation based on the Multi-Model Ensemble (MME). Thus, we compared the spatial pattern of the observations and simulations from 1986 to 2005. Figure 2a shows the spatial distribution of mean annual precipitation in 1986-2005 from CRU and the MME (Figure 2b ) from CMIP5. There is good agreement between the observation and simulation. The highest precipitation occurs over southeastern CA. The lowest precipitation is observed over southwestern CA, especially in Turkmenistan and Uzbekistan. In general, CMIP5 MME can reproduce the spatial distribution of annual precipitation reasonably in CA. However, compared with CRU, CMIP5 MME slightly overestimates the precipitation magnitude in many regions of CA (Figure 2a,b) . Figure 2c shows the RMSE of annual mean precipitation in 1986-2005 from the CMIP5 MME and CRU. As can be seen from Figure 2c , the RMSE of Uzbekistan and Turkmenistan is less than 0.02 mm/day, which shows that the CMIP5 MME can simulate the annual average precipitation in this area well. The RMSE of the eastern part of Kazakhstan is also below 0.02 mm/day. The RMSE of the northwestern part of Kazakhstan is about 0.06 mm/day, indicating that the climate model has slightly overestimated precipitation in this region. In Tajikistan and eastern Kyrgyzstan, the RMSE is about 0.1 mm/day. Especially in the Pamir area, the RMSE reaches the maximum of 0.17 mm/day, indicating that the CMIP5 MME also overestimated precipitation in this region. However, the RMSE in most of CA is below 0.04, indicating that CMIP5 MME can better simulate the historical precipitation characteristics of CA in 1986-2005. In order to assess the simulation capacity of CMIP5 MME on the interannual variability of precipitation, we calculated the difference of the standard deviation between CMIP5 MME and observation (MME minus CRU). As shown in Figure 2d , the high value center of precipitation interannual variability appears in eastern Kyrgyzstan and eastern Tajikistan. In contrast to Figure 2c , the interannual precipitation variation of the high value center and the RMSE of the high value area are basically consistent. In areas with a large precipitation, the interannual variability of precipitation is large. Figure 3 shows the box-and-whisker plot of the monthly average precipitation in CA from 1986 to 2005. The red diamond represents the mean values of MME, and the blue circle represents the mean values of observation. The blue box represents the maximum, upper quartile, median, lower quartile, and minimum of the precipitation simulated by MME.
It can be seen from Figure 3 that the MME can simulate the monthly variation characteristics of precipitation well. The simulated values of MME show the same variation characteristics as the observation. However, the monthly precipitation of the CA region simulated by the MME is slightly higher than the observation. Especially in February, MME overestimated the average precipitation and the difference between the MME and observation is 13.2 mm/month. The best simulation months of MME run from May to September, and the difference between the simulated value and the observed value is below 4.21 mm/month. Among them, the best simulation month is August, wherein the simulated value and the observed value are basically equivalent, the difference being 0.1 mm/month. 
RMSE is about 0.1 mm/day. Especially in the Pamir area, the RMSE reaches the maximum of 0.17 mm/day, indicating that the CMIP5 MME also overestimated precipitation in this region. However, the RMSE in most of CA is below 0.04, indicating that CMIP5 MME can better simulate the historical precipitation characteristics of CA in 1986-2005. In order to assess the simulation capacity of CMIP5 MME on the interannual variability of precipitation, we calculated the difference of the standard deviation between CMIP5 MME and observation (MME minus CRU). As shown in Figure 2d , the high value center of precipitation interannual variability appears in eastern Kyrgyzstan and eastern Tajikistan. In contrast to Figure 2c , the interannual precipitation variation of the high value center and the RMSE of the high value area are basically consistent. In areas with a large precipitation, the interannual variability of precipitation is large. Figure 3 shows the box-and-whisker plot of the monthly average precipitation in CA from 1986 to 2005. The red diamond represents the mean values of MME, and the blue circle represents the mean values of observation. The blue box represents the maximum, upper quartile, median, lower quartile, and minimum of the precipitation simulated by MME.
It can be seen from Figure 3 that the MME can simulate the monthly variation characteristics of precipitation well. The simulated values of MME show the same variation characteristics as the observation. However, the monthly precipitation of the CA region simulated by the MME is slightly higher than the observation. Especially in February, MME overestimated the average precipitation and the difference between the MME and observation is 13.2 mm/month. The best simulation months of MME run from May to September, and the difference between the simulated value and the observed value is below 4.21 mm/month. Among them, the best simulation month is August, wherein the simulated value and the observed value are basically equivalent, the difference being 0.1 mm/month. In order to assess the ability of each CMIP5 model in reproducing the observed climatological monthly and seasonal precipitation variations, we calculated the area-averaged monthly and seasonal RRMSE of precipitation from 1986 to 2005. It can be clearly seen from Figure 4 that the RRMSE is less than 0 (blue), which means that the simulation effect of this model is better than the median level of all models, and the RRMSE is greater than 0 (red), indicating that the simulation effect of this model is lower than the median. The simulation effect of precipitation at each time scale of CCSM4, GISS-E2-H, GISS-E2-H-CC, and GISS-E2-R is not good, indicating that the four CMIP5 models lack a basic simulation capability of precipitation over CA. The models with good simulation ability are BNU-ESM, CanCM4, CMCC-CESM, CMCC-CM, CMCC-CMS, and CSIRO-Mk3-6-0 and so on. In order to assess the ability of each CMIP5 model in reproducing the observed climatological monthly and seasonal precipitation variations, we calculated the area-averaged monthly and seasonal RRMSE of precipitation from 1986 to 2005. It can be clearly seen from Figure 4 that the RRMSE is less than 0 (blue), which means that the simulation effect of this model is better than the median level of all models, and the RRMSE is greater than 0 (red), indicating that the simulation effect of this model is lower than the median. The simulation effect of precipitation at each time scale of CCSM4, GISS-E2-H, GISS-E2-H-CC, and GISS-E2-R is not good, indicating that the four CMIP5 models lack a basic simulation capability of precipitation over CA. The models with good simulation ability are BNU-ESM, CanCM4, CMCC-CESM, CMCC-CM, CMCC-CMS, and CSIRO-Mk3-6-0 and so on. 
The Simulation of Historical Precipitation from 1986 to 2005 in Central Asia
Based on the monthly precipitation data of CRU from 1986 to 2005, EOFs were calculated, which represent the modes of interannual precipitation variability, and the eigenvectors and eigenvalues of the annual precipitation series were obtained. The variance contribute rate of the first two EOFs of CRU is 87.88%. In order to investigate whether two EOFs are independent of each other, this study used the North et al. equation 24 to evaluate if eigenvalues are significantly separated [47] . Among them, the variance contribution rate of EOF1 is 74.09% and EOF2 is 13.79%, both passing the significance test. The main characteristic of EOF1 is that all the Central Asian regions show positive signals (Figure 5a ). The high-value center is located in Tajikistan and the low-value center is located in northern Turkmenistan and western Uzbekistan. The EOF analysis was also performed on the annual precipitation from 1986 to 2005 for the CMIP5 multi-model ensemble (Figure 5b) , and the significance of the eigenvalues was also tested by the North test. EOF1 passed the significance test with a variance contribution rate of 91.99%, which better characterizes the interannual precipitation in CA. The EOF2 failed the significance test; the analysis was not performed for this case.
The spatial distribution characteristics of the first EOF in the CMIP5 MME and CRU were compared and analyzed. The first EOF can reflect the spatial variability of precipitation. If the value of a certain region is large, it means that the precipitation variability is large. Similarly, the first EOF can represent the average precipitation characteristics of Central Asia in the past 20 years. It was found that the similarity of EOF1 between CMIP5 MME (Figure 5a ) and CRU precipitation data 
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The spatial distribution characteristics of the first EOF in the CMIP5 MME and CRU were compared and analyzed. The first EOF can reflect the spatial variability of precipitation. If the value of a certain region is large, it means that the precipitation variability is large. Similarly, the first EOF can represent the average precipitation characteristics of Central Asia in the past 20 years. It was found that the similarity of EOF1 between CMIP5 MME (Figure 5a ) and CRU precipitation data The EOF analysis was also performed on the annual precipitation from 1986 to 2005 for the CMIP5 multi-model ensemble (Figure 5b) , and the significance of the eigenvalues was also tested by the North test. EOF1 passed the significance test with a variance contribution rate of 91.99%, which better characterizes the interannual precipitation in CA. The EOF2 failed the significance test; the analysis was not performed for this case.
The spatial distribution characteristics of the first EOF in the CMIP5 MME and CRU were compared and analyzed. The first EOF can reflect the spatial variability of precipitation. If the value of a certain region is large, it means that the precipitation variability is large. Similarly, the first EOF can represent the average precipitation characteristics of Central Asia in the past 20 years. It was found that the similarity of EOF1 between CMIP5 MME (Figure 5a ) and CRU precipitation data (Figure 5b) was very high, with a spatial correlation coefficient of 0.89. The EOF1 can reflect the characteristics of consistent change of precipitation in CA well, and the observation and simulation have a close correlation. Therefore, the CMIP5 MME can reproduce the main mode of CRU very well.
As shown in Table 2 , the variance contribution rate of EOFs, the spatial correlation coefficient and relative root mean square error between CMIP5 models and CRU was calculated. The purpose of this was to assess the simulation results for each CMIP5 model for the reproduction of the precipitation in CA from 1986 to 2005. The first two EOFs of 37 models can explain more than 80% of the total variance. It is indicated that the first two EOFs of the 37 climate models can well represent the spatial characteristics of precipitation in Central Asia. Besides this, the variance contribution rate of simulation is in good agreement with the observation. GISS-E2-H, GISS-E2-R, and GISS-E2-H-CC have a good simulation effect on the first two EOFs, but it can be seen from Figure 4 that they have a poor simulation capability of multi-time scale precipitation. This suggests that the assessment of climate models should take into account both time and space scales, rather than a one-sided conclusion.
Most climate models have high spatial correlation coefficients with CRU, and the maximum value of the spatial correlation coefficient is 0.89 (HadGEM2-AO). The spatial correlation coefficient between the simulation and observation of the climate model is higher than 0.75, which is defined as a good model for precipitation simulation [39] . There are 21 CMIP5 models that meet this criterion: ACCESS 1.0, ACCESS 1.3, CMCC-CM, CMCC-CMS, CNRM-CM5, HadCM3, HadGEM2-AO, INMCM4, HadGEM2-ES, IPSL-CM5A-LR, IPSL-CM5B-LR, MIROC4h, MIROC5, MIROCESM-CHEM, MIROC-ESM, MPI-ESM-LR, MPI-ESM-MR, MPI-ESM-P, MRI-ESM1 etc. The spatial correlation coefficient of the other 18 models was lower than 0.75, and some models had negative correlation coefficients, indicating that these models are relatively bad at simulating precipitation in Central Asia.
RRMSE provides a metric to measure a model's performance between the simulations and observation. When the RRMSE is less than 10%, the simulation effect of the model is considered excellent. If the RRMSE is between 10% and 20%, it is considered good. If the RRMSE is between 20% and 30%, the model is acceptable. If RRMSE is greater than 30%, the simulation effect of the model is considered poor [48] . It can be seen from Table 2 , the RRMSE value ranged from −16.81% to 70.30%. There are 29 models with the RRMSE value less than 10%, which is the excellent level. The model with the smallest value of RRMSE is MIROC5. There are four models that did not reach the desired level. They are GISS-E2-H, GISS-E2-R, GISS-E2-H-CC, GISS-E2-R-CC.
Moreover, according to the KGE values we selected the best model, which has the optimal simulation capability. When the KGE value is closer to 1, this indicates the simulation effect of this model is better. In Table 2 , we chose the model with the maximum value of KGE as the "optimal" model. According to this metric, the KGE value of HadCM3 is 0.79, which is the best model for precipitation simulation in CA, followed by MIROC5, MPI-ESM-LR, MPI-ESM-P, CMCC-CM, and CMCC-CMS. Therefore, as seen in Table 2 , the top six models were selected from 37 CMIP5 models, which have good simulation of precipitation in CA, for which the spatial correlation coefficient (EOF1) is greater than 0.8, the RRMSE is less 10%, and the KGE larger than 0.7. According to the above criteria, the top six models are HadCM3, MIROC5, MPI-ESM-LR, MPI-ESM-P, CMCC-CM, and CMCC-CMS.
The correlation coefficients between the first two principal components (PCs) of the six top models and the two major large scale climate indices North Atlantic Oscillation (NAO) and Pacific Decadal Oscillation (PDO) are given in Table 3 . The PC1 is significantly correlated with NAO (p < 0.05). This shows that there is very close relationship between the EOF1 and NAO. The PC2 is significantly correlated with NAO and PDO (p < 0.05), which indicates EOF2 are closely related to the NAO and PDO. 
Discussion and Conclusions
Whether for scientific research or practical application, it is necessary to estimate and evaluate precipitation. The precipitation data was released by GCMs including a historical (1850-2005) and a future period (2006-2100). There is an amount of research showing that GCMs have systematic and nonstationary biases [49, 50] , and this makes it particularly important to assess the accuracy of climate models. The aim of this study was to determine which climate models can simulate the historical precipitation well relative the CRU. Thus, the results should provide confidence for later research of climate projection.
The performances of the 37 GCMs in simulating precipitation for the historical reference period (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) over Central Asia were assessed against observations. The EOF analysis was applied to analyze the spatial distribution of precipitation in Central Asia, and the following conclusions were obtained:
(1) Most GCMs models can capture the characteristics of annual mean, seasonal, monthly, and spatial variations of the precipitation in CA. The CMIP5 MME can reproduce the spatial distribution characteristics, and it has good agreement with observations. However, most of CMIP5 models have overestimated the interannual variability of precipitation in CA; (2) The CMIP5 MME has a good ability to simulate the seasonal variation of precipitation from winter to summer. However, there are some differences between simulation and observation, especially in February; (3) Assessing the precipitation of each CMIP5 model in different time scales, there are four models that lack basic simulation capability for the precipitation in climatological monthly and seasonal mean, such as CCSM4, GISS-E2-H, GISS-E2-H-CC, and GISS-E2-R; (4) The GCMs can simulate EOF1 of precipitation in Central Asia well, and have some simulation capabilities on the EOF2, but lacks simulation capability for EOF3, EOF4. Thirty-seven models can simulate the first two EOFs of precipitation in CA, but the models with a spatial correlation coefficient greater than 0.8, an RRMSE less than 0, and a KGE larger than 0.7 are MIROC5, MPI-ESM-LR, MPI-ESM-P, CMCC-CM, CMCC-CMS.
In this study, we assessed the ability of 37 climate models in reproducing precipitation over CA from 1986 to 2005. Most models can simulate the spatial and temporal variation of precipitation in Central Asia, but some models overestimate precipitation. Some models fail to reproduce the precipitation in CA. We consider that the possible common source to their biases is complex topography in CA. Giorgi and Marinucci found that the topography dominates the simulation of precipitation, especially in mountainous areas with more complex topography [51] .
Finally, HadCM3, MIROC5, MPI-ESM-LR, MPI-ESM-P, CMCC-CM, and CMCC-CMS were selected because of their relatively good simulation of precipitation. These top six models have a strong ability to simulate the interannual variability of precipitation in Central Asia and can be used to predict the spatial and temporal distribution of precipitation in Central Asia in the future. At the same time, in order to provide valuable evidence for climate change and impact assessment, multiple climatic factors need to be evaluated, which will be discussed further in future studies.
The precipitation of the CRU is interpolated by the nearest method to the grid of the same horizontal resolution as the CMCC-CESM, HadCM3, and IPSL-CM5B-LR, respectively. By comparing low-resolution data with high-resolution data, it is found that the correlation coefficient of observation and simulation, KGE value does not increase with the increase of horizontal resolution, and RMSE is reduced. The MME has made errors in some areas, mainly due to the improper handling of the terrain by the climate model or the inadequate description of the air-sea interactions. The metrics (correlation coefficients, RRMSE, and KGE) of the two matrices, the observed value and the simulated value are calculated, and finally a value is returned. Metrics are not associated with individual grid, and are the result of two matrices.
It is difficult to find a best model that can reproduce the climate of the past and predict the climate of the future. The best model can only work in the particular period. The CMIP5 MME can eliminate the difference of the forecast results between different climate models and make the forecast more reliable. Are the climate models with good precipitation simulation effect equally good for temperature simulation in CA? We will answer this question by evaluating the ability of climate models in reproducing temperature variation in CA in our next work. 
