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Abstract— The raise of collaborative robotics has led to wide
range of sensor technologies to detect human-machine inter-
actions: at short distances, proximity sensors detect nontactile
gestures virtually occlusion-free, while at medium distances,
active depth sensors are frequently used to infer human
intentions. We describe an optical system for large workspaces
to capture human pose based on a single panoramic color
camera. Despite the two-dimensional input, our system is able
to predict metric 3D pose information over larger field of
views than would be possible with active depth measurement
cameras. We merge posture context with proximity perception
to reduce occlusions and improve accuracy at long distances.
We demonstrate the capabilities of our system in two use cases
involving multiple humans and robots.
I. INTRODUCTION
Proximity perception is an active research field, aiming to
equip robotics with nontactile near-field sensors to advance
robot autonomy and human-machine interoperability. While
proximity sensing is a compelling concept on close-up range,
it fails to recognize spatio-temporal events on moderate
distances from the robot [1]. These events, however, provide
important information to create a more robust and intuitive
set of interaction patterns.
In previous works, optical systems were increasingly used
to close this information gap. Many approaches integrate
active depth cameras to detect human key points and measure
distances between objects in the environment. The downsides
of active depth sensors are the short operating range, the
sensitivity to extraneous light and the increased occlusion
caused by the camera-projector arrangement.
We describe an optical system that complements proximity
perception by observing human and machines from a bird’s-
eye perspective (see Figure 1). Even though our system
works solely with color images from one single panoramic
camera, it delivers pose information for humans and robots
in a metric space. We combine the provided pose informa-
tion with near-field measurements from proximity sensors
to robustly detect human-machine interaction patterns. We
demonstrate the benefits of merging complementary input
modalities in two use cases involving multiple robots and
humans 1.
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1Demonstration video https://youtu.be/1X0xF3m36BA
Fig. 1. Our system complements proximity sensing (left) with global
perception from a bird’s-eye perspective in real-time (right). Based on a
color input image, we estimate the following features shown superimposed
in the right image: human pose (dots connected by lines), worker orientation
(white triangle) and the recent movement trajectory (red path on floor).
The majority of these measurements are available in a metric 3D space
and combined with proximity perception to coordinate human-machine
interactions.
A. Related Work
Vision based human-machine interaction has been studied
before. Guanglong et al. [2] combine RGB-D cameras and
inertial measurement units to detect human gestures for robot
learning. Zimmermann et al. [3] use depth-based devices to
record human instructions for teaching a service robot.
Systems based on depth cameras are also used to study
human-robot safety aspects. Fabrizio et al. [4] describe
a depth sensing enabled device to compute distances to
dynamic obstacles for collision avoidance. Sˇvarny` et al. [5]
propose using 2D keypoint detection merged with RGB-
D data to measure distances between a robot and a single
human operator.
B. Contributions
The proposed system has a number of benefits. Our
system works with a readily available single wide-angle color
camera, eliminating the range limitations of active depth
devices. The inference step builds on recent advances in pose
estimation, enabling our system to answer complex image
related queries robustly. In addition to instantaneous pose,
we track individual humans to provide pose trajectories over
time. Although the detection step takes place in image space,
the majority of predictions are elevated to a metric 3D space,
enabling natural fusion with near-field sensors to create a
richer set of human-machine interactions.
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II. METHOD
Figure 3 illustrates the core components of our system.
These are detailed in the following sub-sections.
A. View Synthesis
In order to process panoramic color images, we first syn-
thesize one or more synthetic rectilinear views (see Figure 2).
View synthesis assumes a virtual pinhole camera P that is
potentially rotated with respect to the physical source frame
S. Next, every virtual camera pixel uP is mapped to a
corresponding source pixel uS using the method described
in [6]. The computed pixel position is bilinearly interpolated
to determine the final color value associated with uP .
Fig. 2. View synthesis from panoramic color images. A virtual rectilinear
camera image (right) is created from a highly distorted spherical image
region (left).
B. Pose Estimation
To compute the 2D pose of humans and robots, we first
predict 2D keypoints from synthesized color views (see Fig-
ure 7 b,d). We use neural network architectures, depicted in
Figure 4 based on works of Cao et al. [7] and Heindl et al. [8]
to perform keypoint localization. Each network, composed of
a series of Deep Convolutional Neural Networks (DCNNs),
regresses keypoint coordinates by transforming the input
color images xP ∈ R3×H×W into keypoint belief maps
bˆP ∈ RC×H×W . Here H,W are image height and width
and C is the number of output keypoints (6 for robots,
25 for humans). Each belief map encodes the likelihood of
observing a particular keypoint in a specific image region.
We train these networks with both real [7] and artificially
generated images [8].
In a subsequent step, 2D poses are transformed into a
metric space via a set of homographies. In particular, we
propose the use of an image-to-ground homography HGP ∈
R3×3, to map image positions to metric ground coordinates
as follows
uG = D
(
HGP
[
uPx , u
P
y , 1
]T)
, (1)
where D(·) is the dehomogenization operator [x′, y′] =[
x/z, y/z
]
. Because such mappings are accurate only for
body parts sufficiently close to the ground (such as foot
positions), we use a statistical body model to gain the
ability to map extra keypoints such as hips and shoulders.
360° Camera
View Synthesis 3D Pose Estimation
Robot Control
Near-Field Sensor
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Fig. 3. System Overview. Our approach considers panoramic images as
input; these are synthesized to form one or more rectilinear views. Deeply
learned neural networks then predict 2D human and robot pose keypoints.
These detections are subsequently lifted to a 3D metric space using
homographies of planes. Next, our system fuses near-field measurements
with human/robot pose context to create location-aware events. These events
in turn lead to environmental reactions defined by the application scenario.
These additional points serve to predict body orientation
and to stabilize body positions in case of partial occlusions.
Regarding robots, we map only the base joints to determine
their location.
C. Multiple Object Tracking
We filter and track human trajectories using a Kalman
filter, assuming a linear dynamic motion model (see Figure 1,
7d). All operations are performed in ground plane coordi-
nates to avoid perspective effects. To assign newly detected
poses to existing ones, we create a bipartite graph: Given
a set of pose detections Dt and a set of forward predicted
poses Pt at time t, we add an edge edp for every possible
combination of detected d ∈ Dt and tracked p ∈ P t poses to
the graph. The cost Cdp associated with edge edp is computed
as the Euclidean distance between the ground positions of
d and p. We use the method of Kuhn et al. [9] to solve
for the optimal assignments and update the Kalman filters
correspondingly.
x VGG DCNN1
f
+
b1 DCNNi
bi
b
repeats (N-1)x
P P P
P
Fig. 4. Joint localization architecture [8]. First, base features f are
extracted from input image xP . An initial Deep Convolutional Neural
Network (DCNN) performs initial joint belief prediction bP1 . A series of
DCNNs then refines belief prediction to generate the final prediction bˆP .
D. Merging Pose Information with Proximity Measurements
Pose information alone has already proven useful in our
experiments with human-robot interaction. However, line-of-
sight occlusions and large object distances limit the system’s
ability to measure small movements accurately. Therefore,
we merge global pose context with gestures detected by a
proximity device2.
2https://www.leapmotion.com/
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In particular, we treat data fusion as a probabilistic clas-
sification problem and consider the presence of gestures
intended for robot r to be latent random variables C ∈ {0, 1}.
At each time-step we observe the following noisy features: a)
a confidence level of the (possibly carried) proximity sensor
for an active gesture Fg ∈ [0, 1], b) the relative position of
the operator closest to the robot in ground plane coordinates
Fxy ∈ R2 and c) the orientation of the operator with
respect to the robot, expressed as the cosine of the angle
Fo ∈ [−1, 1]. Given the observations F = {Fg, Fxy, Fo},
we compute the posterior probability of the presence of a
command p(C | F) using Bayes theorem
p(C | F) = p(F | C)p(C)
p(F) .
For computational reasons, we introduce the following inde-
pendence assumptions
(f ⊥ g | C) ∀f, g ∈ F , f 6= g.
That is, all observed features are independent from each other
given the state of command C. Thus, the posterior probability
simplifies to
p(C | F) = 1
Z
p(C)
∏
f∈F
p(f | C),
where Z is the partition function given by
Z =
∑
c∈{0,1}
p(C=c)
∏
f∈F
p(f | C=c).
Our model, shown graphically in Figure 5, follows the
structure of a naı¨ve Bayes classifier. We assume the following
underlying probability distributions
C ∼ Bernoulli(θ)
Fg | C=c ∼ Beta(ac, bc)
Fxy | C=c ∼ Categorical(αc)
Fo | C=c ∼ Normal(µc, σc).
Here, Categorical(αc) refers to a two-dimensional distribu-
tion with bin probabilities αc. We have chosen to model the
conditional probability p(Fo | C) using a normal distribu-
tion for practical reasons. Strictly speaking, using a normal
distribution is an improper assumption because its support is
(−∞,∞) and not [0, 1]. However, probabilities beyond ±3σ
quickly drop to zero and therefore do not pose a problem for
our use case.
The parameters of our model are estimated in a semi-
supervised fashion. That is, we consider F to be observed for
all training samples. In addition, we observe C for a fraction
of training samples. The parameters of each distribution
are estimated by maximizing the joint likelihood of fully
observed and partially observed samples using a variant of
expectation maximization (see Appendix A for details).
C
Fg
Fxy
Fo
F
Bernoulli
θ
Beta
ac bc
N
µc σc
Cat
αc
Fig. 5. Probabilistic data fusion. The presence of a command intended for
robot r is modelled as a binary latent random variable C. Our model jointly
considers a) gesture device confidence Fg , b) position of human Fxy and
c) orientation of operator Fo to predict the posterior probability of C.
III. EVALUATION
A. Experimental Setup
We perform all experiments in an environment that covers
the volume of 10× 8× 3.5 m using a single color cam-
era with resolution 2464× 2056 px, mounted 3.5 m above
ground. We estimate the ground plane homography using
a chessboard object. Our setup consists of two robots: an
UR10 and a KUKA iiwa, both of which are placed in close
proximity to each other (see Figure 7a). We use a standard
computing unit equipped with a single NVIDIA GeForce
GTX 1080 Ti for pose estimation at 15 Hz. The gesture
sensing device is connected to a portable Laptop. ZeroMQ3
is used to exchange messages between all computing entities.
B. Pose Estimation Accuracy
In this work we consider metric accuracies, as image
accuracies have been reported previously [6], [8]. Assuming
an error-free intrinsic camera matrix, the uncertainty in
detecting point correspondences for homography estimation
is measured to be σC = 3.5 px. The parameter uncertainties
of HGP are estimated using the method of Criminsi et al. [10].
The uncertainty of 2D keypoint detection is σP = 15 px. We
transform input uncertainties to measurement uncertainties
by propagating errors through Equation 1 to the first order.
Table I lists measurement uncertainties as a function of
object-to-camera distance.
Distance Uncertainty
3 m 0.05 m
10 m 0.30 m
TABLE I
MEASUREMENT UNCERTAINTIES AS A FUNCTION OF OBJECT DISTANCE.
C. Classification Accuracy
To evaluate the data fusion approach, we conduct several
experiments using the robot orchestration use case (see Sec-
tion IV). For training we record 4500 observations of F . This
3https://zeromq.org/
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corresponds to 5 min of possible human-robot interaction.
In a downstream step, we manually label C based on visual
inspection. We then train several types of classifiers assuming
a fully observed (FO), i.e. F ∪ {C}, to partially observed
(PO), i.e. just F , ratio of 2 %. Figure 6 shows the advantages
of our proposed naı¨ve Bayes method using semi-supervised
training compared to a) naı¨ve Bayes without unlabeled data
usage, b) SVM and c) a neural network (Appendix C lists
hyper-parameters). All classifiers are evaluated on a separate
fully annotated test set of 5000 samples.
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Fig. 6. Gesture classification performance. Each curve represents the
precision/recall of one of the following classifiers: naı¨ve Bayes (NB), naı¨ve
Bayes trained with unlabelled data (NB-SEM), support vector machine
(SVM), shallow neural network (NN). All classifiers are trained on 2 %
of annotated data. Only NB-SEM additionally makes use of unlabeled data.
Also shown: Average Precision (AP) and macro F1 score.
IV. DEMONSTRATIONS
We demonstrate the interaction potential of our system in
two use cases (UCs)4:
UC1 We orchestrate multiple robots by placing a near-
field gesture-sensitive device in the hands of an op-
erator. The operator’s position and orientation with
respect to the robots is used to predict the intended
receiver of gesture commands (see Figure 7 a,b).
UC2 We show an adaptive robot speed control to
simplify human-machine cooperation. As humans
approach, we automatically decelerate the robot.
Likewise, we accelerate the robot to full operating
speed as humans leave (see Figure 7 c,d).
V. CONCLUSION AND DISCUSSION
We present a single monocular camera-based system to
provide real-time pose detection for human-machine inter-
action at large scales. Albeit our system does not sense
depth directly, we develop a homography based solution
to lift pose predictions to a metric 3D space. Furthermore,
we show that merging global vision context and proximity
4Video link is provided in footnote 1.
Fig. 7. Use Cases (UCs); (a,b) UC1 Robot orchestration - operator’s
position and orientation selects the intended robot to receive near-field
gesture commands; (c,d) UC2 Robot Interaction - adjusting robot speed
in human presence for near-field interaction.
data in a probabilistic framework helps to maintain robust
detection over long distances. Finally, we present the results
of a semi-supervised learning approach to data fusion that
increases classification accuracy when only a few marked
training samples are available.
REFERENCES
[1] Dana Hughes, John Lammie, and Nikolaus Correll. A robotic skin for
collision avoidance and affective touch recognition. IEEE Robotics
and Automation Letters, 3(3):1386–1393, 2018.
[2] Guanglong Du, Mingxuan Chen, Caibing Liu, Bo Zhang, and Ping
Zhang. Online robot teaching with natural human–robot interaction.
IEEE Transactions on Industrial Electronics, 65(12):9571–9581, 2018.
[3] Christian Zimmermann, Tim Welschehold, Christian Dornhege, Wol-
fram Burgard, and Thomas Brox. 3D human pose estimation in RGB-
D images for robotic task learning. In IEEE International Conference
on Robotics and Automation (ICRA), pages 1986–1992. IEEE, 2018.
[4] Flacco Fabrizio and Alessandro De Luca. Real-time computation of
distance to dynamic obstacles with multiple depth sensors. IEEE
Robotics and Automation Letters, 2(1):56–63, 2016.
[5] Petr Sˇvarny`, Zdenek Straka, and Matej Hoffmann. Versatile distance
measurement between robot and human key points using RGB-D
sensors for safe HRI. In Proceedings of the 1st Workshop on Proximity
Perception in Robotics at IROS, 2018.
[6] Christoph Heindl, Thomas Po¨nitz, Andreas Pichler, and Josef
Scharinger. Large area 3D human pose detection via stereo reconstruc-
tion in panoramic cameras. In Proceedings of the OAGM Workshop,
2018.
[7] Zhe Cao, Tomas Simon, Shih-En Wei, and Yaser Sheikh. Realtime
multi-person 2D pose estimation using part affinity fields. In Pro-
ceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), volume 1, page 7, 2017.
[8] Christoph Heindl, Sebastian Zambal, Thomas Po¨nitz, Andreas Pichler,
and Josef Scharinger. 3D robot pose estimation from 2D images. In
International Conference on Digital Image & Signal Processing, 2019.
[9] Harold W Kuhn. The hungarian method for the assignment problem.
Naval research logistics quarterly, 2(1-2):83–97, 1955.
[10] Antonio Criminisi, Ian Reid, and Andrew Zisserman. A plane
measuring device. Image and Vision Computing, 17(8):625–634, 1999.
[11] Christoph Heindl and Josef Scharinger. Notes on semi-supervised
expectation maximization. 10.5281/zenodo.3484301, October 2019.
[12] Arthur P Dempster, Nan M Laird, and Donald B Rubin. Maximum
likelihood from incomplete data via the em algorithm. Journal of
the Royal Statistical Society: Series B (Methodological), 39(1):1–22,
1977.
2nd Workshop on Proximity Perception
2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS 2019), Macau, China
Published under the Creative Commons license (CC BY-NC-ND) at KITopen
APPENDIX
A. Semi-Supervised Expectation Maximization
In semi-supervised training we assume that for a fraction
of training samples we know the value of the latent variable
C, while for a usually much larger fraction of data we
don’t. Following the notation introduced in Section II-D, we
assume to be given N complete observations corresponding
to the set {(Ci,F i)}i≤N of random variables. In addition
M partial observations of {F˜ j}j≤M are provided. All ob-
servations are considered to be independent and identically
distributed. The model’s global parameters are collected
in Ω = {θ, ac, bc, αc, µc, σc}. Figure 8 shows a graphical
representation illustrating the situation.
Ci
F i
Ω C˜j
F˜ j
i ≤ N j ≤M
Fig. 8. Generative latent variable model with random variables grouped
into fully and partially observed samples. Global model parameters are
collected in Ω.
The joint probability given Ω factors as follows
p(C,F , C˜, F˜ | Ω) =
N∏
i=1
p(Ci,F i | Ω)
M∏
j=1
p(C˜j , F˜ j | Ω). (2)
where we denote {Ci}i≤N by C and do similar for the other
variables. We seek to optimize Ω by maximizing the log-
likelihood of the observables
Ω∗ = arg max
Ω
log p(C,F , F˜ | Ω),
which requires integrating over latent C˜. Following
the objective of semi-supervised expectation maximiza-
tion (EM) [11] gives
(qˆ, Ωˆ) = arg max
q,Ω
L(q,Ω)
= arg max
q,Ω
[
log p(C,F | Ω)+
EC˜∼q(C˜) log
p(C˜, F˜ | Ω)
q(C˜)
]
, (3)
where q is a tractable distribution over C˜. Expectation
maximization then iteratively optimizes for q (E-step) and Ω
(M-step) in an alternating scheme, until a (local) maximum
is reached. At iteration t + 1, the solution to the E-step for
our model is given by
qt+1(C˜) = p(C˜ | C,F , F˜ ,Ωt)
=
M∏
j=1
p(C˜j | F˜ j ,Ωt) =
M∏
j=1
qt+1j (C˜
j) (4)
where we made use of the independence assumptions under-
lying our model. The E-Step is thus equal to the original EM
algorithm [12]. The M-step updates the parameters Ω of our
model as follows
Ωt+1 = arg max
Ω
L(qt+1,Ω)
= arg max
Ω
[(
N∑
i=1
log p(Ci|Ω) + log p(F i|Ci,Ω)
)
+
M∑
j=1
∑
c∈{0,1}
qt+1j (C˜
j=c) log p(C˜j=c, F˜ j | Ω)
]
, (5)
which follows from Equation 3 by applying the models
independence assumptions and considering qt+1(C˜) to be
constant. In Equation 5 the fully observed samples serve as
a guidance bias for the optimization procedure. Finally, we
solve for Ωt+1 by setting the gradient to zero
∇Ω L(qt+1,Ω) = 0.
At https://github.com/cheind/proximity-fusion we
provide source code for reproducibility.
B. Additional Classification Experiments
Table II compares the macro F1 scores of different classi-
fication approaches at varying fractions of full observations.
Especially when only few annotated data points are available,
our method outperforms the other classifier variants.
NB NB-SEM SVM NN
Fraction FO
0.02 0.79 0.92 0.84 0.74
0.20 0.91 0.93 0.91 0.93
0.80 0.92 0.94 0.93 0.94
TABLE II
F1 MACRO SCORES OF GESTURE CLASSIFIERS AT VARYING LEVELS OF
FULLY OBSERVED DATA (FO). SEE FIGURE 6 FOR ABBREVIATIONS.
C. Classifier Hyper-Parameterization
The variants of naı¨ve Bayes (NB, NB-SEM) discretize
Fxy into 4 by 4 bins. NB-SEM balances the observed/latent
terms in Equation 5, so that the influence is independent
of the number of samples. NB uses closed-form maximum
likelihood estimators. Additionally, for FO samples a gain of
factor 10 is used when Ci=1 to account for imbalanced class
distributions. NB-SEM is trained using BFGS with analytic
gradients. SVM uses a RBF kernel with γ=3 and a penalty
term of 1. The NN uses 5 hidden units, ReLU activation, L2
weight regularization α=1e− 5 and is trained using BFGS.
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