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Abstract
We investigate some scalar transmission problems between a classical positive material and a negative
one, whose physical coefficients are negative. First, we consider cases where the negative inclusion is a
disk in 2d and a ball in 3d. Thanks to asymptotics of Bessel functions (validated numerically), we show
well-posedness but with some possible loses of regularity of the solution compared to the classical case of
transmission problems between two positive materials. Noticing that the curvature plays a central role, we
then explore the case of flat interfaces in the context of waveguides. In this case, the transmission problem
can also have some loses of regularity, or even be ill-posed (kernel of infinite dimension).
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1 Introduction
In recent decades, physicists and engineers have studied and developed metamaterials, i.e. artificial materials
with unusual electromagnetic properties through periodic microscopic structures that resonate. In particu-
lar, some of them exhibit effective permittivity ε and/or permeability µ that are negative in certain ranges
of frequencies (see Pendry (2004); Smith et al. (2004), the mathematical justification of these effective be-
haviours is based on the so-called high contrast homogenization, see for instance Bouchitté & Schweizer
(2010b); Lamacz & Schweizer (2013)). Such media are subject of intense researches due to promising ap-
plications (Cui et al. (2010)): super-lens, cloaking, improved antenna, etc.
In this paper, we study scalar transmission problems in the frequency domain between a positive mate-
rial, that is to say a medium with both positive ε and µ , and a negative material, with both negative ε and
µ . Since the permittivity and permeability change sign through the interface between the two materials, we
refer to these problems as (scalar) transmission problems with sign-changing coefficients.
∗valentin.vinoles@epfl.ch
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From a mathematical point of view, they raise new and interesting questions that require specific tools.
There is already a relatively abundant mathematical literature on these problems. We refer to the survey Li
(2016). Without being exhaustive, let us mention first the pioneering work of Costabel & Stephan (1985) us-
ing boundary integral techniques, followed by Ola (1995). There are also the works around the cloaking and
the so-called “anomalous localized resonances” (e.g. Bouchitté & Schweizer (2010a); Milton & Nicorovici
(2006)). Another important contribution is the series of papers by Bonnet-Ben Dhia et al. using the T-
coercivity method (see for instance Bonnet-Ben Dhia et al. (2012, 2013) and references therein). An alter-
native method is the reflecting technique introduced by Nguyen (2015, 2016). Finally, some authors studied
the links between these problems and some transmission problems in the time domain, based on the limiting
amplitude principle (Cassier (2014); Gralak & Maystre (2012)).
It is nowadays well-known that well-posedness of transmission problems with sign-changing coefficients
is related to the contrasts, defined as the ratios of the values of the coefficients on each side of the interface
between the two materials. In order to ensure well-posedness in the classical H1 framework, the contrast in
the principal part of the operator (for scalar problems) must lie outside an interval called the critical interval
that contains {−1} (see e.g. Bonnet-Ben Dhia et al. (2012)). If the interface is smooth, this interval reduces
to {−1}.
The critical case of contrasts equal to −1 has not been much studied. As pointed out by Ola (1995)
and Nguyen (2016), this case can lead to loses of regularity of the solutions in the sense that they are less
regular than in the classical case (i.e. transmission problems between two positive materials). In this paper,
we want to investigate more on these loses of regularity. We restrain ourselves to particular geometries for
which one can use modal decomposition techniques based on the separation of variables (Morse & Feshbach
(1953)). While these methods are well-known and widely used, their application to transmission problems
with sign-changing coefficients are not without interest: they manage to fully describe the well-posedness
of our problems and the regularity of the solutions, and gives optimal results. Incidentally, as we will see,
mention that they are well adapted to the description of the radiation conditions which can be tricky in
negative materials (Malyuzhinets (1951); Ziolkowski & Heyman (2001)). Let us mention that the present
paper is a revised version of the study presented in the PhD thesis of the author (Vinoles (2016)).
This text is organized as follows. First, in Section 2 we settle the transmission problems with sign-
changing coefficients we study. In Section 3, we explore the case where the negative material is a disk (in
2d) and a ball (in 3d). The analysis requires estimates for Bessel and Hankel functions that are not totally
standard (proved in the Appendix and verified numerically). We also study what happens when the curvature
tends to 0. That motivates the study of Section 4 in which we investigate some cases where the interface is
flat. We conclude in Section 5 with some comments and perspectives.
2 Setting of the problem and objectives
Consider for the moment a generic non-empty simply connected open set Ω− (not necessarily bounded) of
Rd where d > 1 is the dimension and define its exterior Ω+ by
Ω+ := Rd \Ω−. (1)
We assume that Ω+ 6= /0 and that the interface Γ between Ω+ and Ω− is smooth. We denote by n the
outward-pointing normal of ∂Ω− (see Figure 1). The domain Ω+ (resp. Ω−) represents the positive (resp.
negative) material. More precisely, we consider two functions ε and µ , representing for instance the permit-
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ΓΩ−
ε− < 0, µ− < 0
Ω+
ε+ > 0, µ+ > 0
n
Figure 1: Geometry of the problem (in the case Ω− bounded).
tivity and the permeability, such that
ε(x) :=
{
ε+ > 0 for x ∈ Ω+,
ε− < 0 for x ∈ Ω−, and µ(x) :=
{
µ+ > 0 for x ∈ Ω+,
µ− < 0 for x ∈ Ω−, (2)
where ε+ and µ+ (resp. ε− and µ−) are positive (resp. negative) constants. We define ω > 0 the frequency
with the convention of the time dependence e−iωt . Introduce k+ and k− the wave numbers such that
k+ := ω
√
ε+µ+ and k− := ω
√
ε−µ−. (3)
Notice that these quantities are positive.
Let us now introduce the couple (σ ,ς) equal indifferently to (ε−1,µ) or (µ−1,ε). We look for a solution
u of the Helmholtz equation
∇ · (σ(x)∇u(x))+ω2ς(x)u(x) = 0, x ∈ Rd , (4)
that can be written as {
∆u+(k±)2u = 0, in Ω±,
[u]Γ = 0, [σ∂nu]Γ = 0,
(5)
where [ · ]Γ stands for the jump through Γ from Ω+ to Ω− (here ∂nu := ∇u · n). Notice that the change of
sign in (5) only appears in the jump of the fluxes through Γ and not in equations in Ω+ and Ω−.
Consider now an incident field uinc that satisfies
∆uinc +(k+)2uinc = 0, in Ω+, (6)
and split u as, on the one hand, the sum of the incident wave uinc and a scattered one denoted by u+ in Ω+
and, on the other hand, as a transmitted wave denoted by u− in Ω− :
u(x) =
{
uinc(x)+ u+(x) for x ∈ Ω+,
u−(x) for x ∈ Ω−. (7)
Using (7), the transmission conditions of (5) write
u−
∣∣
Γ− u+
∣∣
Γ = f and ∂nu−−κ∂nu+ = g, (8)
where f := uinc∣∣Γ, g := κ∂nuinc and where κ is the contrast defined by
κ :=
σ+
σ−
< 0. (9)
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In order to close (5), one needs to add Radiation Conditions (RCs) when |x| tends to +∞. There are two
possible cases. When Ω− is bounded, one must impose the RCs in the positive medium Ω+ only. In this
case, one classically uses the Sommerfeld radiation condition (Cakoni & Colton (2005); Colton & Kress
(2012)):
lim
R→+∞
∫
|x|=R
∣∣∣∣ ∂∂ r u− ik+u
∣∣∣∣
2
dr = 0. (10)
The other case where Ω− is unbounded is less classical. This case is handled later on in Section 4.1.
At the end, we obtain the following transmission problem:

∆u±+(k±)2u± = 0, in Ω±,
u−− u+ = f , on Γ,
∂nu−−κ∂nu+ = g, on Γ,
+ RCs, when |x| →+∞.
(11)
Let ( f ,g) ∈ Hs(Γ) be the given data of (11), where we define
Hs(Γ) := Hs(Γ)×Hs−1(Γ), s > 0, (12)
Notice that this space is “natural” as the data come from the trace and the normal trace of the incident field
uinc on Γ.
When Ω− is bounded and κ 6= −1, this is well-known that for all ( f ,g) ∈ Hs(Γ), s > 0, (11) admits a
unique solution (u−|Γ,u+|Γ) ∈ Hs(Γ)2 (see for instance Costabel & Stephan (1985)). In other words, there
is no regularity loss. In dimension d > 3, when κ =−1 and Ω− is bounded and strictly convex, Ola (1995)
(and Nguyen (2016) later on in a more general setting) proved that for all ( f ,g) ∈ Hs(Γ), s > 1, (11) admits
a unique solution (u−|Γ,u+|Γ) ∈ Hs−1(Γ)2 (one order of regularity lost).
Studying (11) for general domains Ω+ and Ω− appears to be difficult. In this paper, we shall use a
more modest approach using modal decompositions, also called (generalized) Lorentz-Mie method in the
physics/engineer communities. Recall (see Cakoni & Colton (2005); Colton & Kress (2012); Morse & Feshbach
(1953); Taflove & Hagness (2005)) that it is based on the separation of variables that allows to reduce (11)
to a countable family of linear systems. The solvability of (11) boils down to the solvability of all these
systems and the regularity of the solutions is linked to the asymptotics of their modal coefficients. Let us
also mention that the radiation conditions are easily handled by modal decompositions, one just needs to
select the modes that satisfy such conditions. Finally, this method gives optimal results, in the sense that it
gives the best regularity of the solution for a given regularity of the data.
In the next section (Section 3), we deal with cases where Ω− is a disk (in 2d) and a ball (in 3d). For
d = 3, we recover the results of Ola (1995) and Nguyen (2016) and gives new results for d = 2. In particular,
this later case leads to larger loses of regularity. We also study what happens when the curvature tends to 0,
that is to say when the radius tends to infinity. In Section 4, cases with unbounded Ω− and flat interfaces are
explored.
As we will see, three situations can be encountered:
• the standard case κ 6=−1 (corresponding to σ−/σ+ 6=−1 and ς−/ς+ 6=−1). Here, nothing unusual
happens and we recover the standard result of no regularity loss;
• the critical case κ =−1 and k+ 6= k− (corresponding to σ−/σ+ =−1 but ς−/ς+ 6=−1). In this case,
although (11) can be uniquely solved, we can have some regularity losses.
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• the super-critical case κ = −1 and k+ = k− (corresponding to σ−/σ+ = ς−/ς+ = −1) Here, the
regularity losses are at least as important as the ones in the critical case. In some situations, (11) can
even be ill-posed.
Remark 1. In the following we focus on the regularity of the traces (u−|Γ,u+|Γ). Indeed, since the change
of sign of (11) only appears in the transmission conditions and not in the volume equations, one has the
standard regularity result: for (u−|Γ,u+|Γ) ∈ Hs(Γ)2, one gets (u−,u+) ∈ Hs+1/2(Ω−)×Hs+1/2(Ω+).
3 The case where the negative material is a ball or a disk
We consider now that Ω− is a disk (in 2d) or a ball (in 3d) of radius R > 0 centred at the origin (see Figure
2). As mentioned before, since Ω− is bounded, the radiation condition is simply the Sommerfeld radiation
condition (10). Thus the transmission problem (11) rewrites

∆u±+(k±)2u± = 0, in Ω±,
u−− u+ = f , on Γ,
∂nu−−κ∂nu+ = g, on Γ,
u+ satisfies (10), when |x| →+∞.
(13)
Ω
−
Ω
+
O
R
Ω
−
Ω
+
RO
Figure 2: Geometry of the problem (13) for d = 2 (left) and d = 3 (right)
3.1 Reduction to linear systems
Here we deal with Helmholtz equations in geometries with radial symmetries. Using separation of variables
(we denote (r,θ ) the polar coordinates in 2d and (r,θ ,φ) the spherical coordinates in 3d), it is well-known
(see for instance Colton & Kress (2012); Morse & Feshbach (1953)) that solutions can be expressed as se-
ries.
• In Ω− one has
u−(r,θ ) = ∑
n∈Z
u−n
Jn(k−R)
Jn
(
k−r
)
ψn(θ ), (d = 2),
u−(r,θ ,φ) = ∑
ℓ∈N
+ℓ
∑
m=−ℓ
u−ℓ,m
jℓ (k−R) jℓ
(
k−r
)
ψℓ,m(θ ,φ), (d = 3),
(14)
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where Jn (resp. jℓ) is the Bessel function (resp. spherical Bessel function) of the first kind of order
n (resp. order ℓ), ψn the standard Fourier basis (ψ0 = 1/
√
2pi and ψn = einθ/
√
2pi) and ψℓ,m are the
so-called spherical harmonics:
ψℓ,m(θ ,φ) :=
√
2ℓ+ 1
4pi
(ℓ−m)!
(ℓ+m)!
Pmℓ (cosθ )eimφ , ℓ ∈ N, m ∈ {−ℓ, . . . , ℓ}, (15)
where Pmℓ is the associated Legendre polynomial of order (ℓ,m). Here, u−n and u
−
ℓ,m are the modal
coefficients to determine (we have normalised by Jn(k−R) and jℓ(k−R) to simplify the incoming com-
putations).
• In Ω− one has
u+(r,θ ) = ∑
n∈Z
u+n
Hn (k+R)
Hn
(
k+r
)
ψn(θ ), (d = 2),
u+(r,θ ,φ) = ∑
ℓ∈N
+ℓ
∑
m=−ℓ
u+ℓ,m
hℓ (k+R)
hℓ
(
k+r
)
ψℓ,m(θ ,φ), (d = 3),
(16)
where Hn (resp. hℓ) is the Hankel function (resp. spherical Hankel function) of first kind of order n
(resp. order ℓ). Here, u+n and u+ℓ,m are the modal coefficients to determine.
For more details about Bessel and Hankel functions, see Appendix B (also Olver (2010); Watson (1995)).
Remark 2. Notice that the radiation condition of (13) is taken into account very simply thanks to the modal
decomposition. Indeed, both Hn and hℓ verifies (10) but this is not the case for the Hankel functions and
spherical Hankel functions of the second kind. That is why these do not appear in (16).
Since (ψn)n (resp. (ψℓ,m)ℓ,m) is a Hilbert basis of L2(S1) (resp. L2(S2)), plugging (14) and (16) in the
transmission conditions of (13) leads to a countable family of 2×2 linear systems. For d = 2, we get, for all
n ∈ Z,
An
[
u−n
u+n
]
=
[ fn
gn
]
, where An :=

 1 −1k−J′n(k−R)
Jn(k−R)
−κ k
+H ′n(k+R)
Hn(k+R)

 . (17)
For d = 3, we get for all ℓ ∈ N and m ∈ {−ℓ, . . . , ℓ}
Bℓ
[
u−ℓ,m
u+ℓ,m
]
=
[ fℓ,m
gℓ,m
]
, where Bℓ :=

 1 −1k− j′nℓ(k−R)
jℓ(k−R) −κ
k+h′ℓ(k+R)
hℓ(k+R)

 . (18)
The unique solvability of (17)–(18) is ensured if the determinants D (2)n := detAn and D (3)ℓ := detBℓ given
by
D
(2)
n =
k−J′n(k−R)
Jn(k−R)
−κ k
+H ′n(k+R)
Hn(k+R)
, n ∈ Z,
D
(3)
ℓ =
k− j′ℓ(k−R)
jℓ(k−R) −κ
k+h′ℓ(k+R)
hℓ(k+R)
, ℓ ∈ N,
(19)
never vanish.
Lemma 1. For all n ∈ Z and for all ℓ ∈N, D (2)n 6= 0 and D (3)ℓ 6= 0.
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Proof. See Appendix B.
Thus we can uniquely solve (17) and (18):
[
u−n
u+n
]
= (An)
−1
[ fn
gn
]
=
1
D
(2)
n


−κk+ H
′
n(k+R)
Hn(k+R)
1
−k− J
′
n(k−R)
Jn(k−)
1


[ fn
gn
]
, (d = 2), (20)
and [
u−ℓ,m
u+ℓ,m
]
= (Bℓ)
−1
[ fℓ,m
gℓ,m
]
=
1
D
(3)
ℓ


−κk+ h
′
n(k+R)
hn(k+R)
1
−k− j
′
n(k−R)
jn(k−) 1


[ fℓ,m
gℓ,m
]
, (d = 3). (21)
3.2 Asymptotic analysis
The u−n and u+n (resp. the u−ℓ,m and u+ℓ,m) are now uniquely determined. We want to know the regularity
of the corresponding solutions u− and u+ given by (14) and (16). This regularity is linked to the rate of
decaying of u+n and u−n when n →±∞ (resp. of u+ℓ,m and u−ℓ,m when ℓ→+∞). Indeed, one has the following
characterization of Sobolev spaces for s > 0 (see e.g. Iorio Jr & de Magalhães Iorio (2001)):
Hs(S1) =
{
u ∈ L2(S1) : ∑
n∈Z
(
1+ n2
)s |un|2 <+∞
}
,
Hs(S2) =
{
u ∈ L2(S2) : ∑
ℓ∈N
+ℓ
∑
m=−ℓ
(
1+ ℓ2
)s ∣∣uℓ,m∣∣2 <+∞
}
,
(22)
where un := 〈u,ψn〉L2(S1) and uℓ,m := 〈ψ ,ψℓ,m〉L2(S2). These definitions can be extended by duality to nega-
tive exponents:
H−s(S1) =
{
φ ∈ C ∞(S1)∗ : ∑
n∈Z
(
1+ n2
)−s |φn|2 <+∞
}
,
H−s(S2) =
{
φ ∈ C ∞(S2)∗ : ∑
ℓ∈N
+ℓ
∑
m=−ℓ
(
1+ ℓ2
)−s |φℓ,m|2 <+∞
}
,
(23)
where φn := φ(ψn) = φ(ψ−n) and φℓ,m := φ(ψℓ,m).
In the classical case of a transmission between two positive materials, it is enough to perform an asymp-
totic at order 0 to be able to conclude. For our problem, it is necessary to go further because the first terms
of the asymptotic may cancel. Before doing the asymptotic analysis, the first thing to notice is that, for the
2d case, J−n(·) = (−1)nJn(·) and H−n(·) = (−1)nHn(·) for all n ∈ Z thus one just need to treat the case
n →+∞. Moreover, we need some asymptotics of Bessel and Hankel functions:
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Proposition 1. Let r > 0 and N ∈ N∗. One has the asymptotics when n →+∞:
Jn(r) =
rn
2nn!
[
N
∑
k=0
(−1)kn!
k!(n+ k)!
( r
2
)2k
+O
(
1
nN+1
)]
,
J′n(r) =
rn−1
2n(n− 1)!
[
N
∑
k=0
(−1)k(n+ 2k)(n− 1)!
k!(n+ k)!
( r
2
)2k
+O
(
1
nN+1
)]
,
Hn(r) =
−i
pi
2n(n− 1)!
rn
[
N
∑
k=0
(n− k− 1)!
k!(n− 1)!
( r
2
)2k
+O
(
1
nN+1
)]
,
H ′n(r) =
i
pi
2nn!
rn+1
[
N
∑
k=0
(n− 2k)(n− k− 1)!
k!n!
( r
2
)2k
+O
(
1
nN+1
)]
,
(24)
and when ℓ→+∞:
jℓ(r) = r
ℓ
(2ℓ+ 1)!!
[
N
∑
k=0
(−1)k(2ℓ+ 1)!!
k!(2ℓ+ 2k+ 1)!!
(
r2
2
)k
+O
(
1
ℓN+1
)]
,
j′ℓ(r) =
ℓrℓ−1
(2ℓ+ 1)!!
[
N
∑
k=0
(−1)k(ℓ+ 2k)(2ℓ+ 1)!!
k!(2ℓ+ 2k+ 1)!!ℓ
(
r2
2
)k
+O
(
1
ℓN+1
)]
,
hℓ(r) =−i (2ℓ− 1)!!
rℓ+1
[
N
∑
k=0
(2ℓ− 2k− 1)!!
k!(2ℓ− 1)!!
(
r2
2
)k
+O
(
1
ℓN+1
)]
,
h′ℓ(r) = i
(ℓ+ 1)(2ℓ− 1)!!
rℓ+2
[
N
∑
k=0
(ℓ+ 1− 2k)(2ℓ− 2k−1)!!
k!(ℓ+ 1)(2ℓ− 1)!!
(
r2
2
)k
+O
(
1
ℓN+1
)]
,
(25)
where !! stands for the double factorial, defined by 0!! = 1, p!! = 2× 4× ·· ·× p for p ∈ {2,4,6, . . .} and
p!! = 1× 3×·· ·× p for p ∈ {1,3,5, . . .}.
Proof. See Appendix B.
We can now give the asymptotics of the determinants D (2)n and D (3)ℓ :
Proposition 2. One has
D
(2)
n ∼
n→+∞


1+κ
R
n if κ 6=−1,
R
(
(k+)2− (k−)2) n−1 if κ =−1 and k+ 6= k−,
R(k+)2 n−2 if κ =−1 and k+ = k−,
(26)
and
D
(3)
ℓ ∼ℓ→+∞


1+κ
R
ℓ if κ 6=−1,
−1
R
if κ =−1.
(27)
Proof. Plugging (24) and (25) in the definitions (19) of D (2)n and D (3)ℓ , one gets the results after tedious but
straightforward calculations.
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Thanks to (20) (resp. (21)), we can now deduce the asymptotics of u−n and u+n (resp. of u−ℓ,m and u+ℓ,m):
Proposition 3. For d = 2, one has
[
u−n
u+n
]
∼
n→+∞


1
κ + 1
Mn,κ(0)
[ fn
gn
]
if κ 6=−1,
2
R[(k+)2− (k−)2] Mn,−1(2)
[ fn
gn
]
if κ =−1 and k+ 6= k−,
1
R2(k+)2 Mn,−1(3)
[ fn
gn
]
if κ =−1 and k+ = k−,
(28)
and for d = 3
[
u−ℓ,m
u+ℓ,m
]
∼
ℓ→+∞
−ℓ6m6ℓ


1
κ + 1
Mℓ,κ(0)
[ fℓ,m
gℓ,m
]
if κ 6=−1,
−Mℓ,−1(1)
[ fℓ,m
gℓ,m
]
if κ =−1,
(29)
where Mm,κ(p) is the matrix
Mm,κ(p) :=
[
κ mp Rmp−1
−mp Rmp−1
]
. (30)
3.3 Conclusion
Thanks to the introduction of the matrix Mm,κ(k), it is really easy to read the asymptotics of (u−n ,u+n )
and (u−ℓ,m,u
+
ℓ,m) in term of the ones for ( fn,gn) and ( fℓ,m,gℓ,m). For instance, in dimension d = 2, both
u−n and u+n are equivalent to C1np fn +C2np−1gn where C1 and C2 are non-zero constants. Thus, using the
characterisations of Sobolev spaces (22) and (23), we can give the final result of this section:
Theorem 1. Let s > 0 be fixed. For ( f ,g) ∈ Hs+p(Γ), (13) has a unique solution (u−|Γ,u+|Γ) ∈ Hs(Γ)2
where p ∈ N is called the order of regularity lost and is given by the Table 1.
This result is optimal in the sense that if ( f ,g) ∈ Hs+p(Γ) but not in ( f ,g) ∈ Hs+p+ε for all ε > 0 then
one cannot expect a better regularity than (u−|Γ,u+|Γ) ∈ Hs(Γ)2.We recover the results of Ola (1995) and
Nguyen (2016) for the dimension d > 3 when Ω+ is strictly convex.
Remark 3. Actually one can do the same computations in any dimension d > 3 using generalised spherical
harmonics (Stein & Weiss (1971)) and generalised spherical Bessel and Hankel functions r1−d/2Jn+1−d/2(r)
and r1−d/2Hn+1−d/2(r). One can show that the conclusion of Theorem 1 for d > 3 are the same as the ones
for d = 3 (the only particular case is d = 2).
One can reinterpret the conclusion of Theorem 1 in term of external source, that is to say the original
Helmholtz equation (4) becomes ∇ · (σ∇u)+ω2ςu = F where F ∈ L2(Ω+). By standard regularity results,
uinc (defined now as the solution of ∆uinc +(k+)2uinc = F) has a H2 regularity, so ( f ,g) ∈ H3/2(Γ). Using
Theorem 1, u has the standard H2 regularity (outside Γ) for the classical case but is less regular in the other
cases. In dimension d = 2, u has only a L2 regularity for the critical case and a H−1 regularity for the
super-critical case. For d > 3, u has only a H1 regularity for both the critical and the super-critical case.
Remark 4. One could argue that theses loses of regularity does not matter in practice, since ( f ,g) often
belongs to C ∞(Γ)2 because, from (6), uinc|Γ is smooth by standard regularity results (in the case of an
9
d = 2 d > 3
standard case κ 6=−1 p = 0 p = 0
critical case κ =−1 and k+ 6= k− p = 2 p = 1
super-critical case κ =−1 and k+ = k− p = 3 p = 1
Table 1: Values of p that appear in Theorem 1 (see Remark 3 for d > 3).
external source ∆uinc +(k+)2uinc = F , this is true as soon as the support of F is compactly embedded in
Ω+). As a consequence, (u−|Γ,u+|Γ) belongs to C ∞(Γ)2 too. However, the loses of regularity coming from
the change of sign have an impact on numerical methods: the standard H1 functional framework does not
applies here when κ =−1 thus convergence of standard numerical method (for instance finite elements) are
not ensured. We refer to Carvalho (2015) and references therein for more details on these issues. See also the
end of Section 4.2.3 for a case where ( f ,g) ∈ C ∞(Γ)2 is not enough to ensure smoothness of (u−|Γ,u+|Γ).
3.4 Numerical validations
In order to verify the asymptotics given in Proposition 3, we compute numerically the inverses of the matrices
An and Bℓ defined in (17) and (18) using the MATLAB software for n = ℓ = 1, . . . ,100, R = 1. For the
standard case, we use κ = −3 and k+ = k− = 2; for the critical case, we use κ = −1, k+ = 1 and k− = 3
and for the super-critical case, we use κ =−1 and k+ = k− = 2.
The results are shown in Figure 3 in log-log scale. More precisely we plot (the logarithm of) the values
of the entries of (An)−1 and (Bℓ)−1 as functions of (the logarithm of) n and ℓ respectively. We recover the
claimed results of Proposition 3: the slopes of the curves are the same as the values of p in Mn,κ(p) and
Mℓ,κ(p) in each different case.
3.5 When the curvature degenerates
One could ask what happens when the radius R tends to +∞, namely when the curvature tends to 0, since it
was pointed out in Ola (1995) and Nguyen (2016) that the strict convexity of Ω+ plays a central role. We
focus on what happens for the dimension d = 2, similar results holds for d > 3. If one takes directly the
limit R→+∞ in (20) with fixed n, nothing interesting occurs. This is due to the fact that one needs to scale
n according to R, otherwise the limit problem could be seen as a zero-frequency problem. More precisely
we must impose that the ratio between n and R remains constant. Doing so, one gets the following result:
Proposition 4. Let n ∈ N∗ and R > 0 be such that the ratio ξ := n/R is fixed and verifies ξ > max(k−,k+).
Then one has
D
(2)
n (R) −→
R→+∞
n=Rξ
√
ξ 2− (k−)2 +κ
√
ξ 2− (k+)2. (31)
In particular, the limit value in (31) is not zero for the standard case κ 6=−1 and the critical case (κ =−1
and k− 6= k+), except maybe for one value of ξ , and vanishes for all ξ > max(k−,k+) in the super-critical
case (κ =−1 and k− = k+). In this last case, at the limit R→+∞, the systems (20) become non-invertible.
Proof. Since ξ > max(k−,k+), one could define α := sech−1(k−/ξ ) and β := sech−1(k+/ξ ). Thus one has
D
(2)
n
(
n
ξ
)
= k− J
′
n(nsechα)
Jn(nsechα)
+κk+H
′
n(nsechβ )
Hn(nsechβ ) . (32)
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Figure 3: Plot of the entries of (An)−1 and (Bℓ)−1 as functions of n and ℓ respectively, in log-log scale
(notice that (A −1n )12 = (A −1n )22 and (B−1ℓ )12 = (B−1ℓ )22).
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Using Debye’s expansions (Olver (2010); Watson (1995)), one has
Jn(nsechα) ∼
n→+∞
en(tanhα−α)√
2pin tanhα
, J′n(nsechα) ∼
n→+∞ e
n(tanhα−α)
√
sinh2α
4pin
,
Hn(nsechβ ) ∼
n→+∞
−ien(β−tanhβ )√
pi
2 n tanhβ
and H ′n(nsechβ ) ∼
n→+∞ e
in(β−tanhβ )
√
sinh2β
pin
.
(33)
By standard hyperbolic trigonometric identities, one gets
D
(2)
n
(
n
ξ
)
=
k−√
2
√
sinh2α tanhα +κ
k+√
2
√
sinh2β tanhβ = k− sinhα −κk+ sinhβ . (34)
Now, using sinhsech−1 z =
√
1−z2
z , z ∈ (0,1), gives us
sinhα = sinhsech−1
(
k−
ξ
)
=
√ξ 2− (k−)2
k− and sinhβ =
√ξ 2− (k+)2
k+ . (35)
Plugging this in (34) gives (31).
Remark 5. The variable ξ in Proposition 4 plays the role of the Fourier variable of a limit problem that is
a transmission problem between two half-planes. The conditions ξ > max(k−,k+) means that we deal with
evanescent waves. These facts must be linked to some results of Section 4 (see Remark 8).
4 Some cases with flat interfaces
Proposition 4 shows additional difficulties may appear when the curvature of the interface Γ tends to 0, i.e.
when Γ becomes flat. We shall now investigate more on this case. In order to stay in the pleasant framework
of modal decomposition, we deal with waveguides. More precisely, now the dimension is d > 2 (d can be
greater than 3). We define a waveguide B := R×Γ where Γ is a non-empty bounded connected open set of
Rd−1 with Lipschitz boundary.
In the following, x ∈ R denotes the variable in the longitudinal direction and y ∈ Rd−1 the variables in
the transverse section.
Remark 6. Here we chose not to consider the case where Ω+ and Ω− are half-spaces in order to avoid
technical difficulties (that appear even without changes of sign): the standard technique would be to perform
a Fourier transform with respect to y. But since we are dealing with unbounded domains, solutions are not in
L2 and the radiation conditions to impose are not straightforward any more. It would require to use involved
tools like generalised Fourier transforms (beyond the scope of this paper, see for instance Weder (2012) that
deals with perturbed stratified media or Bonnet-Ben Dhia et al. (2009) for perturbed open waveguides).
Using separation of variables, one can show that a solution u of the Helmholtz equation ∆u+ k2u = 0 on
B with some Boundary Conditions (BCs) on ∂B that does not depend on x (thus it is sufficient to impose
them on ∂Γ) can be expressed as
u(x,y) = ∑
n∈N
une
uβ+n xψn(y), x ∈R, y ∈ Γ. (36)
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Here, the (ψn)n are the eigenfunctions of the standard eigenvalue problem:{
−∆yψ = λ ψ , in Γ,
+ BCs on ∂Γ. (37)
We shall stay rather vague about the boundary conditions, but in order to perform a modal analysis, we have
to suppose that they are choosen such that the operator ∆y is self-adjoint with compact resolvent (Davies
(1996)). For instance, this is the case for homogeneous Dirichlet or Neumann conditions. We assume that
it is the case in the following. Then, the problem (37) admits a countable number of non-trivial solutions
(λn,ψn) where the λn are the positive eigenvalues of finite multiplicity tending to +∞ and the associated
eigenfunctions (ψn)n form a Hilbert basis of L2(Γ).
The β±n in (36) are solution of (βn)2 = k2−λn. We make the following choices for the square roots: we
set, for all n ∈ N,
β+n :=
{√
(k+)2−λn if λn < (k+)2
i
√
λn− (k+)2 if λn > (k+)2
β−n :=
{√
(k−)2−λn if λn < (k−)2
−i
√
λn− (k−)2 if λn > (k−)2.
(38)
Remark 7. In order to avoid some technical issues that are intrinsic to waveguides but have nothing to do
with the changes of sign, we suppose that k+ and k− are not cut-off wave numbers, that is to say β+n 6= 0 etβ−n 6= 0 for all n ∈N, or equivalently (k−)2 6= λn and (k+)2 6= λn for all n ∈N. This could happen only for a
finite numbers of β+n and β−n and does not change the conclusion of Theorems 2 and 3 (see also Remark 9).
4.1 A case where the negative material is unbounded
We first consider the case Ω− = (0,+∞)×Γ. Its exterior is then Ω+ = (−∞,0)×Γ (see Figure 4). Since
Ω
−
Ω
+ Γ
x < 0 x > 0x = 0
Figure 4: Geometry of the problem (40).
Ω− is not bounded, one need to impose a radiation condition when x tends to +∞ but since Ω− is a negative
material, the “correct” (i.e. physically relevant) radiation condition is not the usual one. One can show that,
due to the presence of negative coefficients, the radiation condition (10) is now (notice the change of sign)
lim
R→+∞
∫
|x|=R
∣∣∣∣ ∂∂ r u+ ik−u
∣∣∣∣
2
dr = 0. (39)
For a justification of this, see the Appendix A (see also Malyuzhinets (1951); Vinoles (2016); Ziolkowski & Heyman
(2001) for more details).
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We look for the following transmission problem:

∆u++(k+)2u+ = 0, in (−∞,0)×Γ,
∆u−+(k−)2u− = 0, in (0,+∞)×Γ,
u−− u+ = f , on {0}×Γ,
∂nu−−κ∂nu+ = g, on {0}×Γ,
u+ verifies (10), when x→−∞,
u− verifies (39), when x→+∞,
+ BCs on R× ∂Γ.
(40)
4.1.1 Reduction to linear systems
We now use the separation of variable (36). Taking into account the radiation conditions and the fact that we
discard exponentially growing solutions, the solutions of (40) are given by
u+(x,y) = ∑
n∈N
u+n e
−iβ+n xψn(y), x < 0, y ∈ Γ,
u−(x,y) = ∑
n∈N
u−n e
−iβ−n xψn(y), x > 0, y ∈ Γ,
(41)
where u+n and u−n are modal coefficients to determine. The transmission conditions of (40) write, using (41),
as a countable family of 2× 2 linear systems:
An
[
u+n
u−n
]
=
[ fn
−ign
]
, where An :=
[ −1 1
κβ+n −β−n
]
, (42)
for all n ∈N. Denote Dn := β−n −κβ+n the determinants associated to (42). Contrary to Section 3, these can
actually vanish.
Proposition 5. For κ 6=−1 (standard case) or for κ =−1 and k+ 6= k− (critical case), the determinants Dn
do not vanish except perhaps for a finite number of n. But for κ =−1 and k+ = k− (super-critical case), Dn
vanishes for sufficiently large n.
Proof. Let be n ∈ N. Recall that we have excluded the cut-off wave numbers, β−n 6= 0 and β+n 6= 0 (or
equivalently λn 6= (k−)2 and λn 6= (k+)2). We distinguish three cases:
1. λn < min((k−)2,(k+)2). Both β−n and β+n are positive numbers according to (38). Thus Dn = β−n −
κβ+n 6= 0 since κ < 0.
2. min((k−)2,(k+)2)< λn <max((k−)2,(k+)2) (can only happens if k− 6= k+). Among β−n and β+n there
are one non-zero real number and one non-zero imaginary number, so Dn 6= 0.
3. λn > max((k−)2,(k+)2). Using (38), one has
Dn = 0 ⇐⇒
√
λn− (k−)2 +κ
√
λn− (k+)2 = 0. (43)
If κ =−1 and k+ = k−, (43) holds. If κ =−1 and k+ 6= k−, (43) does not hold. For the case κ 6=−1,
(43) holds if and only if
λn =
κ2(k+)2− (k−)2
κ2− 1 . (44)
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That means that if such a λn exists, it is unique, so there could be only a finite number of n such that
Dn = 0 (the multiplicity of λn).
This ends the proof.
When Dn vanishes, the corresponding system (42) has a non-empty kernel of dimension 1 spanned by
(1,1)T. Consequently, the transmission problem (40) has a non-empty kernel (in the sense that there are
non-trivial solutions of (40) for ( f ,g) = (0,0)). In the standard case, if it is non-empty, that is to say if (44)
holds, its dimension is finite equal to the multiplicity of the corresponding λn. For the super-critical case, the
kernel is always of infinite dimension because (43) holds as soon as λn > max((k−)2,(k+)2). In both cases,
the kernel is spanned by the functions
Gn(x,y) := ψn(y)e−iβ
−
n |x| = ψn(y)e−iκβ
+
n |x|, x ∈R, y ∈ Γ. (45)
These functions are symmetric with respect to x = 0 and evanescent on each side on the interface, i.e. they
are localised near the interface Γ. Such solutions are called surface plasmons (Maier (2007)).
Remark 8. Equation (43) is similar to the limit value of (31), where λn plays the role of ξ 2. Furthermore,
λn > max((k−)2,(k+)2) means that we are dealing with evanescent waves on both side of the interface, as
mentioned in Remark 5.
4.1.2 Asymptotic analysis
Now we investigate the case where the determinant Dn does not vanish, (i.e. not the super-critical case
κ = −1 and k+ = k−). As done in Section 3.2, we link the regularity of the solution (u+,u−) to the decay
of the modal coefficients (u+n ,u−n ) by introducing the space Hs(Γ), s > 0, defined as
Hs(Γ) :=
{
u ∈ L2(Γ) : ∑
n∈N
(1+λn)s|un|2 <+∞
}
, (46)
where un := 〈u,ψn〉L2(Γ). This definition can be extended by duality to negative exponents:
H−s(Γ) :=
{
φ ∈ C ∞(Γ)∗ : ∑
n∈N
(1+λn)−s|φn|2 <+∞
}
, (47)
where φn := φ(ψn). One can characterise these spaces using the interpolation theory between Hilbert spaces
(see Huet (1976); Lions & Magenes (2012)). This characterisation crucially depends on the dimension but
also on the boundary conditions imposed on ∂Γ. For instance (see Hazard & Lunéville (2008)), if Γ =
(0,1)⊂ R with homogeneous Neumann conditions u′(0) = u′(1) = 0, then
H
s(Γ) =


Hs(Γ) if 0 6 s < 3/2,
{u ∈ Hs(Γ) : u′(0) = u′(1) = 0} if 3/2 6 s < 7/2,
{u ∈ Hs(Γ) : u′(0) = u′(1) = u′′′(0) = u′′′(1) = 0} if 7/2 6 s < 11/2,
(48)
and so on: the boundary condition u2n−1(0) = u2n−1(1) = 0 appears as soon as it makes sense, i.e. as soon
as s > (4n− 1)/2. In other words, the convergence of the series in (46) depends not only on the Sobolev
regularity of u but also on its behaviour on ∂Γ. In the following, we will not try to characterise Hs(Γ) since
all the analysis remains the same for all dimension d > 2 and for any boundary conditions that makes ∆y
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self-adjoint with compact resolvent. Instead we stick with the spaces Hs(Γ) and just focus on the Sobolev
regularity through the asymptotic behaviour of un.
We now follow the steps of Section 3.2. Solving (42) leads to
An
[
u+n
u−n
]
= (An)
−1
[ fn
−ign
]
=
−1
Dn
[ β−n 1
κβ+n 1
][ fn
−ign
]
. (49)
Proposition 6. One has
Dn ∼
n→+∞


i
√
λn(1+κ) if κ 6=−1 (standard case)
i
(k+)2− (k−)2
2
√
λn
if κ =−1 and k+ 6= k− (critical case).
(50)
Proof. We can suppose that the λn are large enough such that (see (38))
β−n =−i
√
λn− (k−)2 =−i
√
λn
[
N
∑
j=0
(−1) j
(
1/2
j
)(
(k−)2
λn
) j
+O
(
1
(λn)N+1
)]
,
β+n = i
√
λn− (k+)2 = i
√
λn
[
N
∑
j=0
(−1) j
(
1/2
j
)(
(k+)2
λn
) j
+O
(
1
(λn)N+1
)]
,
(51)
Then we get
Dn = κβ+n −β−n = i
√
λn
[
(1+κ)− (k
−)2 +κ(k+)2
2λn
+O
(
1
λ 2n
)]
. (52)
It is now easy to conclude: if κ 6=−1, the first term in the asymptotic does not vanish and we get the desired
result. Now if κ = −1 and k− 6= k+ , this first term vanishes but the not the second one, and the result
follows.
We can now give the asymptotics of u−n and u+n :
Proposition 7. One has
[
u−n
u+n
]
∼
n→+∞


1
1+κ
Mn,κ(0)
[ fn
−ign
]
if κ 6=−1
2
(k+)2− (k−)2 Mn,−1(2)
[ fn
−ign
]
if κ =−1 and k+ 6= k−
(53)
where Mn,κ(p) is the matrix
Mn,κ(p) :=
[
κ(λn)p/2 (λn)(p−1)/2
−(λn)p/2 (λn)(p−1)/2
]
. (54)
Proof. Combine (49), (50) and (51).
4.1.3 Conclusion
As we did in Section 3, by gathering the results and using the characterisations (46) and (47), we can
conclude:
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κ 6=−1 κ =−1
k+ 6= k− 0 2
k+ = k− 0 kernel of infinite dimension
Table 2: orders of regularity lost solving (40).
Theorem 2. Let s > 0 and consider the transmission problem (40). Then
• if κ 6= −1 (standard case), for ( f ,g) ∈ Hs(Γ)×Hs−1(Γ), (40) has a unique solution (u−|Γ,u+|Γ) ∈
Hs(Γ)2 (no order of regularity lost), except in the exceptional situation where (43) holds; it has a
kernel of finite dimension equal to the multiplicity of the corresponding λn spanned by the evanescent
functions (45);
• if κ =−1 and and k+ 6= k− (critical case), for ( f ,g) ∈Hs+2(Γ)×Hs+1(Γ) , (40) has a unique solution
(u−|Γ,u+|Γ) ∈ Hs(Γ)2 (2 orders of regularity lost);
• if κ = −1 and k+ = k− (super-critical case), (40) has a kernel of infinite dimension spanned by the
evanescent functions (45) for all n such that λn > max((k−)2,(k+)2).
These results are summarised in Table 2. We have a strongly ill-posed problem for the super-critical case
κ = −1 and k+ = k− (for instance it escapes the Fredholm framework). We can also reinterpret the results
in terms of volume source as we done at the end of Section 3.3 for the standard and the critical cases.
Remark 9. As claimed before, excluding cut-off wave numbers does not change the conclusion of the The-
orem 2. Indeed, it would eventually just add a finite numbers of elements to the kernel.
4.2 A case where the negative material is bounded
The previous situation is in some sense the “worst” we can encounter. Let us take a look to a case where Ω−
is bounded. For instance, consider Ω− = (0,2L), with L > 0, so that Ω+ = (−∞,−0)∪ (2L,+∞). For this
problem, it is more convenient to decompose the solution as the sum of two functions that are respectively
symmetric and skew-symmetric (with respect to x = L). Doing so, our problem boils down to the study of
two problems with Ω− = (0,L) and Ω+ = (−∞,0) (see Figure 5), with the addition of an homogeneous
Dirichlet condition (resp. homogeneous Neumann condition) at x = L corresponding to the skew-symmetric
part (resp. symmetric part). In the following, we focus on the Dirichlet case, however all the conclusions
still hold for the Neumann case, thus for the original problem Ω− = (0,2L).
The transmission problem we look for is (see Figure 5)

∆u++(k+)2u+ = 0, in (−∞,0)×Γ,
∆u−+(k−)2u− = 0, in (0,L)×Γ,
u−− u+ = f , on {0}×Γ,
∂nu−−κ∂nu+ = g, on {0}×Γ,
u− = 0, on {L}×Γ,
u+ verifies (10), when |x| → −∞,
+ BCs on R×Γ.
(55)
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Ω
−
Ω
+ Γ
x < 0 x = Lx = 0
Figure 5: Geometry of the problem (55).
4.2.1 Reduction to linear systems
Following the same steps as before, we look for solutions under the form
u+(x,y) = ∑
n∈N
u+n e
−iβ+n xψn(y), x < 0, y ∈ Γ,
u−(x,y) = ∑
n∈N
(
u−n,+e
iβ−n x + u−n,−e−iβ
−
n x
)
ψn(y), x ∈ (0,L), y ∈ Γ,
(56)
where β−n et β+n are defined by (38). The transmissions conditions of (55) and the Dirichlet boundary
condition at x = L leads to a countable family of 3× 3 linear systems:
An

 u+nu−n,+
u−n,−

=

 fngn
0

 , where An :=

 −1 1 1κβ+n β−n −β−n
0 eiβ−n L e−iβ−n L

 . (57)
The determinants Dn associated to (57) are
Dn :=−2β−n cos(β−n L)+ 2iκβ+n sin(β−n L). (58)
Proposition 8. For all n ∈N, one has Dn 6= 0 except perhaps for a finite number of n.
Proof. Since we excluded cut-off wave numbers, β−n 6= 0 and β+n 6= 0. Notice that cos(β−n L) and sin(β−n L)
cannot vanish simultaneously. We distinguish 3 cases:
1. λn < min((k−)2,(k+)2). Both β−n and β+n are real according to (38). Thus Dn 6= 0.
2. min((k−)2,(k+)2) < λn < max((k−)2,(k+)2)(k−)2 (can only happens if k− 6= k+). There are two
possibilities:
• k+ > k−, so (k−)2 < λn < (k+)2. According to (38), β−n is purely imaginary whereas β+n is real,
so −2β−n cos(β−n L) is purely imaginary and 2iκβ+n sin(β−n L) is real, thus Dn 6= 0.
• k+ < k−, so (k+)2 < λn < (k−)2. According to (38) and (58), the equation Dn = 0 becomes√
(k−)2−λn cos
(√
(k−)2−λn
)
+ 2κ
√
λn− (k+)2 sin
(√
(k−)2−λn
)
= 0. (59)
Seen as an equation of unknown λn, (59) could only have a finite number of solutions in ((k+)2,(k−)2)
because its left hand-side defines a non-zero holomorphic function on the ball centred in ((k−)2+
(k+)2)/2 of radius (k+)2− (k−)2.
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3. λn > max((k−)2,(k+)2). According to (38) and (58), the equation Dn = 0 becomes√
λn− (k−)2 cosh
(√
λn− (k−)2
)
+κ
√
λn− (k+)2 sinh
(√
λn− (k−)2
)
= 0. (60)
Again, seen as an equation in λn, (59) could only have a finite number of solutions in I =(max((k−)2,(k+)2),+∞).
In each bounded subset of I, it could have only a finite number of zero (again because the left hand-side
of (59) defines a non-zero holomorphic function on the half-space {z ∈ C : ℑz > max((k−)2,(k+)2})
and for λn large enough Dn does not vanish (see the asymptotics of Proposition 9).
This ends the proof.
When Dn vanishes, the corresponding system (57) has a non-empty kernel of dimension 1 spanned by
(2isin(β−n L),−eiβ−n L,eiβ−n L)T. Consequently, the transmission problem (55) has a non-empty kernel of finite
dimension, spanned by
Gn(x,y) :=
{
2isin(β−n L)ψn(y)e−iβ+n |x| for x < 0, y ∈ Γ,
2iψn(y)sin(β−n (L− x)) for x > 0, y ∈ Γ.
(61)
When (59) holds, it means that (k+)2 < λn < (k−)2 so β+n is real whereas β−n is purely imaginary. Con-
sequently, the corresponding Gn are evanescent in Ω+. Thus these functions correspond to the so-called
trapped modes (in the sense that Gn is localised in the bounded domain Ω−). Notice that they could exist
without change of sign: (59) can hold even when κ > 0 (see Linton & McIver (2007) for more details about
trapped modes). When (60) holds, since λn > max((k−)2,(k+)2), both β−n and β+n are purely imaginary,
thus the corresponding Gn is evanescent of each side of the interface (surface plasmons). Such solution
cannot exist when κ > 0, i.e. without changes of sign.
4.2.2 Asymptotic analysis
Following the same steps as in the previous section, when Dn 6= 0 we can first solve (57):
 u+nu−n,+
u−n,−

= (An)−1

 fngn
0

 , where (An)−1 = 1
Dn

2β
−
n cos(β−n L) 2icos(β−n L) −2β−n
−κβ+n e−iβ−n L −e−iβ−n L κβ+n −β−n
κβ+n eiβ−n L eiβ−n L −κβ+n −β−n

 . (62)
We now compute the asymptotic of Dn:
Proposition 9. One has
Dn ∼
n→+∞


i(1+κ)
√
λneL
√
λn if κ 6=−1,
i
(k+)2− (k−)2
2
1
λn
eL
√
λn if κ =−1 and k+ 6= k−,
2i
√
λne−L
√
λn if κ =−1 and k+ = k−.
(63)
Proof. The first two cases are obtained exactly like the ones of Proposition 26. For κ = −1 and k+ = k−,
notice that Dn = 2β+n eiβ+n L = −2β−n e−iβ−n L (for n large enough). The result in this case is thus straightfor-
ward.
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Finally, one gets the asymptotics of the modal coefficients:
Proposition 10. One has

 u+nu−n,+
u−n,−

 ∼
n→+∞


1
1+κ
Mn,κ ,1(0)

 fngn
0

 , if κ 6=−1,
2
(k+)2− (k−)2 Mn,−1,2(2)

 fngn
0

 , if κ =−1 and k+ 6= k−,
1
2
e2L
√
λnMn,−1,3(0)

 fngn
0

 , if κ =−1 and k+ = k−,
(64)
where Mn,κ , j(p) is the matrix
Mn,κ , j(p) :=

 −1 −i(λn)
(p−1)/2 2e−L
√
λn
−κ(λn)p/2e−2L
√
λn i(λn)(p−1)/2e−2L
√
λn δ je−2L
√
λn
κ(λn)p/2 −i(λn)(p−1)/2 (1−κ)e−L
√
λn

 , (65)
with
δ j =


(1+κ) if j = 1 (κ 6=−1),
(k+)2−(k−)2
2 if j = 2 (κ =−1 and k+ 6= k−),
0 if j = 3 (κ =−1 and k+ = k−).
(66)
4.2.3 Conclusion
Notice that, in the super-critical case κ = −1 and k+ = k−, one gets a factor e2L
√
λn in front of Mn,−1,3(0).
Thus we need to introduce the following weighted spaces analogous to (46) for s > 0 and L > 0:
GsL(φ) :=
{
u ∈ L2(φ) : ∑
n∈N
e2L
√
λn(1+λn)s|un|2 <+∞
}
. (67)
Notice that we have the following inclusions for s′ > s > 0 and L′ 6 L 6 0:
G
s′
L (Γ)⊂GsL(Γ) and GsL′(Γ)⊂GsL(Γ). (68)
The condition ∑n∈N e2L
√
λn(1+λ sn)|un|2 <+∞ is restrictive because it imposes an exponential decay of the
modal coefficients of the functions belonging to GsL(Γ). We can extend the definition of GsL(Γ) by duality to
negative exponents:
G−s(Γ) :=
{
φ ∈ C ∞(Γ)∗ : ∑
n∈N
e2L
√
λn(1+λn)−s|φn|2 <+∞
}
. (69)
It is now possible to conclude:
Theorem 3. Let s > 0 and consider the transmission problem (55):
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κ 6=−1 κ =−1
k+ 6= k− 0 2
k+ = k− 0 ∞
Table 3: orders of regularity lost solving (55).
• if κ 6=−1 (standard case), for ( f ,g) ∈Hs(Γ)×Hs−1(Γ), (55) admits a unique solution (u−|Γ,u+|Γ) ∈
Hs(Γ)2 (no order of regularity lost);
• if κ =−1 and and k+ 6= k− (critical case), for ( f ,g) ∈Hs+2(Γ)×Hs+1(Γ), (55) has a unique solution
(u−|Γ,u+|Γ) ∈ Hs(Γ)2 (2 orders of regularity lost);
• if κ =−1 and k+ = k− (super-critical case), for ( f ,g) ∈GsL(Γ)×Gs−1L (Γ), (55) has a unique solution
(u−|Γ,u+|Γ) ∈ Hs(Γ)2 (“infinite" order of regularity lost);
except in the exceptional situations when (59) or (60) holds. In this case, it has a kernel of finite dimension
spanned by the evanescent functions (61) (trapped modes or evanescent modes).
Notice that Remark 9 still holds in this situation. These results are summarised in Table 3. We can
also reinterpret the results in term of volume source as we done at the end of Sections 3.3 and 4.1.3 for the
standard and the critical cases.
For the super-critical case, the concluding observation of Remark 4 when the source F is compactly
supported in Ω+ does not hold any more. Indeed, one can have f ∈ C ∞(Γ) without having f ∈ GsL(Γ).
Denote by d(S,Γ) the Hausdorff distance between the support S of F and the interface Γ, and denote by h
the trace of uinc on ΓF := {−d(S,Γ)}×Γ located at x = −d(S,Γ). Then uinc is the outgoing solution of the
problem ∆uinc +(k+)2uinc = 0 on (−d(S,Γ),+∞)×Γ with the condition uinc = h on ΓF . It can be given
explicitly:
uinc(x,y) = ∑
n∈N
hneiβ
+
n (x+d(S,Γ))ψn(y). (70)
where hn = 〈h,ψn〉L2(Γ). It means that the modal coefficients fn of f = uinc|Γ satisfy fn = hneiβ
+
n d(S,Γ) so
using (38) one gets
e2L
√
λn fn = e2L
√
λneiβ+n d(S,Γ)hn ∼
n→+∞ e
(2L−d(S,Γ))√λnhn. (71)
Suppose now that h∈Hs(Γ), s > 0. If d(S,Γ)> 2L, (71) combined with (46) and (67) gives fn ∈GsL(Γ). In a
similar way, one has also g∈Gs−1L (Γ)). Thus, using Theorem 3, (55) is well-posed and we get (u−|Γ,u+|Γ)∈
Hs(Γ)2. Now if d(S,Γ) < 2L, coming back to (64) and using (71), one can see that the modal coefficients
u+n , u
−
n,+ and u−n,− are growing exponentially. This means that the corresponding u+|Γ and u−|Γ are not even
distributions on Γ of finite order. In other words, the condition ( f ,g) ∈ GsL(Γ)×Gs−1L (Γ) in Theorem 3 is
truly restrictive since it imposes that the source F must be supported far away from the interface Γ, at a
distance at least 2L.
5 Discussion and prospects
Even if our analysis was able to finely characterise the loses of regularity of the considered problems, it is
inevitably limited to particular geometries for which separation of variables is possible. For more general
domains, when Ω− is bounded, only partial results have been proved, for d > 3 and when Ω− is strictly
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convex in Ola (1995) and Nguyen (2016). This approach can also handle the case d = 2 with k+ 6= k−
(critical case) but seems to fail irremediably when Ω− is not strictly convex for d > 3 and when k+ = k−
(super-critical case) for d = 2. It appears that we need some new idea to tackle these two cases.
Another interesting problem is to deal with the full Maxwell equations (for d = 3) instead of the
Helmholtz equation. When κ = −1, very few has been done for these equations when involving sign-
changing coefficients, even for smooth interfaces or simple geometries. Let us mention the paper Bonnet-Ben Dhia et al.
(2014) where the authors use results on scalar problems with sign-changing coefficients to deduce results on
the full Maxwell equations. This approach could be certainly used in other situations.
To conclude, let us mention that tremendous difficulties appear when the interface is not smooth any
more (when it has corners for instance). In this case, in order to have well-posedness in H1, the contrasts
must lie outside an interval called the critical interval that contains {−1}. If they do not (but are different of
−1), solutions exhibit strongly oscillating behaviour near the corners (Bonnet-Ben Dhia et al. (2012, 2013)).
One has to add some radiation conditions at the corners and to change the functional framework to recover
well-posedness (as we did in this paper for the critical and super-critical cases). It is now well understood
for d = 2 but, as mentioned before, for d = 3 (Maxwell equations) there is a lot to investigate, due to the fact
that the geometries in 3d can much more complex than in 2d (it can have corners, edges, conical points, etc.).
Finally, to our knowledge, the case where the contrasts are equal to −1 when the interface is not smooth has
never been investigated.
A Appendix: justification of the radiation conditions for negative ma-
terials
In this Section, we justify that the “correct” (i.e. physically relevant) radiation condition in media for which
the coefficients are negative is (39) instead of (10).
For simplicity, we restrict ourselves to the dimension d = 1, but one can proceed similary for higher
dimensions. The method consists in using the limiting absorption principle (Èidus & Hill (1963)). It charac-
terised the “correct” solution as the limit, when the dissipation tends to 0, of the unique solution of the same
problem when the medium is absorbing, i.e. the coefficients have a non-zero imaginary part.
More precisely, consider the Helmholtz equation u′′+k2u = 0 where k := ω√εµ is a fixed wave number
with (ε,µ) := (ε+,µ+) or (ε,µ) := (ε−,µ−). We want to determine what is the radiation condition to
impose when x tends to +∞ (the case −∞ is analogous). Suppose that the background medium is slightly
absorbing, so that one has a permittivity εη and a permeability µγ which are now complex numbers:
εη := ε + iη and µγ := µ + iγ, (72)
where η > 0 and γ > 0 represent the absorption terms (see Remark 10). We now define the corresponding
wave number kη,γ such that kη,γ = (ω2εη µγ )1/2, where we choose for the square root the ones which has
R+ for the branch cut (this choice is arbitrary, another choice would lead to the same results):
z1/2 :=
√
|z|eiarg z/2, z ∈ C\R∗+, argz ∈ (0,2pi). (73)
The solutions uη,γ of the Helmholtz equation u′′η,γ +(kη,γ)2uη,γ = 0 are given by
uη,γ (x) = Aeikη,γ x +Be−ikη,γ x, (74)
for some constants A and B. Since the imaginary part of kη,γ is always positive (see (73)), eikη,γ x is bounded
when x tend to +∞ but e−ikη,γ x is not. So one must impose B = 0, and doing so one gets uη,γ(x) = Aeikη,γ x.
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Moreover, using εη µγ = (εµ − ηγ) + i(εγ + µη), the imaginary part of εη µγ is positive when (ε,µ) =
(ε+,µ+) and negative when (ε,µ) = (ε−,µ−). We obtain, according to (73), that
Rekη,γ > 0 if (ε,µ) = (ε+,µ+) and Rekη,γ < 0 if (ε,µ) = (ε−,µ−). (75)
Thus, we get
lim
η,γ→0
kη,γ =
{
k+ if (ε,µ) = (ε+,µ+),
−k− if (ε,µ) = (ε−,µ−), (76)
and this implies
lim
η,γ→0
e−ikη,γ x =
{
e−ik
+x if (ε,µ) = (ε+,µ+),
eik
−x if (ε,µ) = (ε−,µ−).
(77)
Classically, e−ik+x verifies the Sommerfeld radiation condition (10) but eik−x does not. Nevertheless this last
quantity satisfies the “reversed” condition (39). This justifies the radiation conditions used in (40).
Remark 10. The choice of the sign for the imaginary part of εη and µγ is linked to the time convention
e−iωt . Indeed, under reasonable physical assumptions (passivity and causality) and with this convention,
it is possible to show that εη and µγ (as function of ω) are necessarily Herglotz functions, i.e. analytical
functions of the upper half-plane with positive imaginary parts (see for instance Nussenzveig (1972); Vinoles
(2016)).
B Appendix: Bessel and Hankel functions
Recall (see e.g. Olver (2010); Watson (1995)) that the Bessel functions are defined as the solutions of the
ODE
r2
d2y
dr2 + r
dy
dr +(r
2−ν2)y = 0, (78)
where ν ∈ C is a parameter (in our case an integer or half an integer). Equation (78) admits two linearly
independent solutions Jν (Bessel function of the first kind) and Yν (Bessel function of the second kind)
defined by
Jν(r) :=
+∞
∑
k=0
(−1)k
k!Γ(k+ν + 1)
( r
2
)2k+ν
, r > 0 (79)
where Γ is the Gamma function and by
Yν(r) :=
Jν(r)cos(νpi)− J−ν(r)
sin(νpi)
, r > 0. (80)
This last expression has to be understood as the limit value when ν = n ∈ Z: Yn = limν→n Yν . The spherical
Bessel functions jν and yν are defined using the Bessel functions:
jν (r) =
√
pi
2r
Jν+1/2(r) and yν(r) =
√
pi
2r
Yν+1/2(r). (81)
We also define the Hankel (reps.spherical Hanekl) function of the first kind Hn := Jn + iYn (resp. hℓ =
jℓ+ iyℓ).
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The linear independence of Jν and Yν can be specified through the Wronskian formula: for all ν ∈ C et
r > 0, one has (the derivatives are w.r.t. r)
Jν(r)Y ′ν (r)− J′ν(r)Yν (r) =
2
pir
. (82)
Recall that we first want to prove Lemma 1. Actually we can prove the more general result:
Lemma 2. Let α,β > 0 and λ ∈ R∗. For any ν > 0 such that α is not a zero of Jν and β is not a zero of
Hν , one has
J′ν(α)
Jν(α)
+λ H
′
ν(β )
Hν(β ) 6= 0. (83)
Proof. Let ν > 0 fixed. By contradiction, suppose that there exist α,β > 0 and λ ∈ R∗ such that the left
hand-side of (83) is zero. Taking its imaginary part and using the fact that Hν = Jν + iYν one gets
Jν(β )Y ′ν(β )− J′ν(β )Yν(β )
Jν(β )2 +Yν(β )2 = 0. (84)
This contradicts the Wronskian formula (82).
Now we want to prove the asymptotics (24) and (25). We start with a lemma concerning Jν .
Lemma 3. Assume ν ∈R∗ and r > 0. Then
Jν(r) =
rν
2νΓ(ν + 1)
[
N
∑
k=0
(−1)kΓ(ν + 1)
k!Γ(k+ν + 1)
( r
2
)2k
+O
(
1
(ν + 1)N+1
)]
. (85)
Proof. From (79), one gets
Jν(r) =
rν
2νΓ(ν + 1)
[
N
∑
k=0
(−1)kΓ(ν + 1)
k!Γ(k+ν + 1)
( r
2
)2k
+ ∑
k>N+1
(−1)kΓ(ν)
k!Γ(k+ν + 1)
( r
2
)2k]
. (86)
Since Γ(k+ν + 1)/Γ(ν + 1)> (ν + 1)N+1 for k > N + 1, by denoting RN the second sum of (86), one has
|RN |6 1
(ν + 1)N+1 ∑k>N+1
1
k!
( r
2
)2k
. (87)
Observing that this series is convergent, one gets (85).
We can already deduce some results from this lemma. For the asymptotic of Jn(r) in (24), one just need
to take ν = n ∈ N∗ in (85) (since Γ(n+ 1) = n!). For jℓ(r), recall that jℓ(r) =
√
pi/(2r)Jℓ+1/2(r), so taking
ν = ℓ+ 1/2, ℓ ∈ N in (85) and using
Γ
(
ℓ+
1
2
)
=
√
pi
(2ℓ− 1)!!
2ℓ
, ℓ ∈N, (88)
gives the asymptotic of jℓ(r) in (25). The asymptotics for J′n(r) and j′ℓ(r) are deduced easily from the ones
of Jn(r) and jℓ(r). Concerning the Hankel functions Hn and hℓ, we first need the ones for Yn and yℓ. For the
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last, it is straightforward: using yℓ(r) = (−1)ℓ+1
√
pi/(2r)J−(ℓ+1/2)(r) and taking ν = −(ℓ+ 1/2) in (85)
lead to
yℓ(r) =− (2ℓ− 1)!!
rℓ+1
[
N
∑
k=0
(2ℓ− 2k− 1)!!
k!
1
(2ℓ− 1)!!
(
r2
2
)k
+O
(
1
ℓN+1
)]
. (89)
To deduce the result for hℓ in (25), it suffices to notice that jℓ is negligible compared to yℓ, so hℓ(r)∼ iyℓ(r)
when ℓ tends to +∞ so the asymptotic of hℓ(r) in (25) is directly given by (89) and the ones for h′ℓ(r) are
deduced easily from them.
For the asymptotic of Yn, we cannot do it directly. We have to use that
Yn(r) =
2
pi
[
log
( r
2
)
+ γ
]
− 1
pi
n−1
∑
k=0
(n− 1− k)!
k!
(
2
r
)n−2k
− 1
pi
+∞
∑
k=0
(−1)k
k!(n+ k)!
( r
2
)2k+n
[ψ(k+ n)+ψ(k)] ,
(90)
where
ψ(k) :=
k
∑
m=1
1
m
and γ := lim
k→+∞
(ψ(k)− log(k))≈ 0,5772 · · · , (91)
are respectively the partial sums of the harmonic series and the Euler-Mascheroni constant. First notice that
the first term of (90) does not depend on n, so 2[log(r/2)− γ]/pi = O(1). The third term is bounded with
respect to n too, because ψ(n+ k) = log(n+ k)+ γ +O(1/n) (see for instance Conway & Guy (2012)) and
rn log(k+ n)/(n+ k)! is bounded. Thus we get from (90)
Yn(r) =
1
pi
2n(n− 1)!
rn
[
N
∑
k=0
(n− k− 1)!
k!(n− 1)!
( r
2
)2k
+O
(
1
nN+1
)]
. (92)
To deduce the result for Hn in (24), it suffices to notice that Jn is negligible compared to Yn, so the asymptotic
of Hn in (25) is directly given by (89). The ones for H ′n(r) are then deduced easily.
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