The maximum edge-weight clique problem is to find a clique whose sum of edge-weight is the maximum for a given edge-weighted undirected graph. The problem is NP-hard and some branch-and-bound algorithms have been proposed. In this paper, we propose a new exact algorithm based on branch-and-bound. It assigns edge-weights to vertices and calculates upper bounds using vertex coloring. By some computational experiments, we confirmed our algorithm is faster than previous algorithms.
Introduction
For a simple undirected graph G = (V, E), a vertex subset C ∈ V is called a clique if any pair of vertices in C are adjacent. Given a simple undirected graph G = (V, E), the maximum clique problem (MCP) is to find the clique of maximum cardinality. MCP has lots of practical applications: bioinformatics [2] , coding theory [10, 4] , economics [5] and more. MCP is known to be NPhard [12] , and the decision version is one of the Karp's 21 NP-complete problems [15] . Since it has theoretical importance, there have been a number of studies in decades [31] .
Given a simple undirected graph G = (V, E) and non-negative weight w(·, ·) for each edge, the maximum edge-weight clique problem (MEWCP) is to find the clique of maximum weight. Obviously, MEWCP is a generalization of MCP. Because of edge-weights, MEWCP has practical applications that cannot be handled by MCP: pattern recognition [19] protein side-chain packing [1, 6] , market basket analysis [7] , communication analysis [9] and so on.
To obtain exact solutions of MEWCP, there are two approaches in previous works. One approach is formulating MEWCP into mathematical programming and solve it by existing solvers. Formulations based on integer programming (IP) [13] and mixed integer programming (MIP) [23] were proposed.
The other approach is based on branch-and-bound. Branch-and-bound algorithms recursively divide subproblems into smaller subproblems to search optimal solutions. For each subproblem, it calculates upper bounds of the weight of feasible solutions and prunes unnecessary subproblems that have no possibility to improve the incumbent (current best solution). Variety of algorithms adopt different strategies in branching strategy, search strategy and pruning rule. The branching strategy is how to divide a given problem into subproblems. The search strategy is the order in which subproblems are explored. The pruning rule is how to calculate upper bounds to prune unnecessary subproblems. A survey of branch-and-bound is shown in [18] . For MEWCP, CBQ proposed in [14] uses quadratic relaxation to obtain upper bounds. Our previous algorithm EWCLIQUE is also based on the branch-and-bound [24] . EWCLIQUE decomposes edge-weights of each subproblem into three components, and calculates an upper bound for each of them.
In this paper, we propose a new branch-and-bound algorithm MECQ for MEWCP. For each subproblem, our algorithm assigns weights of edges to vertices. To obtain upper bounds using the assigned vertex weights, our algorithm calculates vertex coloring that is a procedure to divide the vertex set into a collection of independent sets. By some computational experiments, we confirm our algorithm is faster than previous methods.
The remainder of this paper is organized as follows. Our algorithm MECQ is described in Section 2. The results of computational experiments are in Section 3. We conclude the paper in Section 4.
Our algorithm MECQ
The proposed algorithm MECQ is based on the branch-and-bound. Hereafter let P (C, S) be a subproblem of MEWCP, where C is a constructed clique and S is a set of candidate vertices to be added to C. Note that C ⊆ N (v) must be satisfied for any element v ∈ S, where N (v) is the set of adjacent vertices of v. P (∅, V ) corresponds to the instance of MEWCP. In this section, we first describe pruning rules of our algorithm. Next, we show the branching strategy that divides P (C, S) into subproblems, and the search strategy to determine the order of subproblems to be solved.
Pruning Rules
First, we describe an upper bound calculation for graphs where both vertices and edges are weighted. Then, we show that an upper bound of P (C, S) can be calculated in the same way.
For a graph G = (V, E), let w(v) and w(u, v) denote the weight of vertex v and the weight of edge (u, v), respectively. Hereafter we define w(u, v) = 0 for any (u, v) / ∈ E for simplicity. Let G(S) be a subgraph of G induced by a 
Upper bound of vertex-and-edge-weighted graph
Vertex coloring is to color vertices such that no adjacent vertices have the same color. A vertex set of each color forms an independent set. The smallest number of colors needed to color a graph G is called chromatic number χ(G). Let ω(G) be the clique number (the number of vertices in a maximum clique). Since at most one vertex can be included in a clique from each independent set, χ(G) is an upper bound of ω(G). Therefore heuristic vertex coloring is often used to obtain upper bounds for MCP [27, 29] . For the maximum weight clique problem (MWCP), the sum of the maximum vertex weight of each independent set is used as an upper bound [16, 25] . To calculate upper bounds of the MEWCP, we consider assigning edge weights to incident vertices. Let τ (v) be the index of the independent set including vertex v. Namely, τ (v) = i for all v ∈ I i . Let σ[v] be the total weight assigned to the vertex v as follows:
An example G ex of a vertex-and-edge-weighted graph is shown in Figure 1 . Numbers in parentheses are the vertex weights. For G ex , Figure 2 shows the assignment of independent set indices τ (·) and the weight σ[·] of equation 1. At most one vertex of I 1 ∩ N (v 5 ) = {v 1 , v 6 } can be included in a clique since I 1 is an independent set. Therefore we assign only the larger weight of edges (v 1 , v 5 ) and (v 5 , v 6 ) to v 5 for upper bound calculation. We can ignore smaller weights to tighten upper bounds.
The following lemma shows that an upper bound of the MEWCP can be calculated by using vertex coloring.
Lemma 1. For a clique C in a vertex-and-edge-weighted graph, the following inequality holds where
Proof. Since at most one vertex in
Therefore following inequality is obtained:
Our algorithm uses Lemma 1 to obtain upper bounds. In the example G ex , the clique of maximum weight is {v 4 , v 5 , v 6 } and its weight is 35. Using σ[·] of Figure 2 , an upper bound can be calculated by Lemma 1 as follows:
(10)
Upper bound calculation for MEWCP
Let F be any feasible solution of a subproblem P (C, S) of MEWCP. F is a union of C and a subset of S. W (F ) can be calculated as follows:
In the branch-and-bound, our algorithm calculates upper bounds of W (F ) to prune unnecessary subproblems. Since the term W (C) is obviously obtained in branching steps, we have to calculate an upper bound of u∈C v∈S∩F w(u, v)
To obtain vertex-and-edge-weighted graphs, our algorithm assigns edge-
be the total edge-weight assigned to v ∈ S ∩ F as follows:
Hereafter w ρ (v) denotes w ρ (C, v) when C can be obviously identified. Using w ρ (v) and equation 11, following equation holds:
Note that the assigned weight w ρ (·) and equation 13 is originally proposed in our previous work [24] . For the vertex induced subgraph G(S) of P (C, S), let G(C, S) be the subgraph that can be obtained by assigning the weight w ρ (v) to each vertex in G(S). The proposed algorithm uses the vertex-and-edge-weighted graph G(C, S) to calculate an upper bound of W (F ). Equation 13 indicates that the sum of W (C) and an upper bound of clique weight in G(C, S) is an upper bound of W (F ). Hence the proposed algorithm calculates an upper bound of W (F ) for P (C, S) as follows:
1. Obtain the vertex-and-edge-weighted graph G(C, S) using w ρ (·) of equation 12.
2. Divide S into mutually disjoint independent sets I 1 , I 2 , . . . , I k by vertex coloring.
Calculate σ[·]
for each vertex in G(C, S) using equation 1.
4. Calculate an upper bound of W (F ) using Lemma 1.
Branch-and-bound
Algorithm 1 shows the main part of the proposed algorithm. The inputs are a graph G = (V, E), edge-weights w(·, ·) and an initial solution C initial . It searches
Algorithm 2 Solving a subproblem
INPUT: a subproblem P (C, S) OUTPUT: Update C max to a better clique if it exists. GLOBAL VARIABLES: C max 1: procedure expand(C, S)
C max ← C for each p i in order of Π do
end if 13: end for 14: end procedure for solutions by the recursive procedure EXPAND. Our algorithm accepts a feasible solution C initial as an initial incumbent. Although our algorithm works when C initial is empty, given non-empty C initial , our algorithm can use it as a lower bound and can efficiently prune subproblems in some cases.
Algorithm 2 shows the recursive procedure EXPAND to update the best solution so far. When S is empty, it is the base case that updates the optimal solution C max (lines from 2 to 7). Otherwise, at line 8, the function CALC SEQ AND UB returns a sequence Π = [p 1 , p 2 , . . . , p |S| ] of vertices in S and an array upper[·] of upper bounds using vertex coloring (described in 2.2.1). In the loop of lines from 9 to 13 in Algorithm 2, it recursively searches solutions at line 11. The branching strategy, pruning rules and search strategy of our algorithm are as follows:
Branching Strategy
For each p i of Π, our algorithm generates a child subproblem P (C ∪ {p i }, (S \ {p j | j < i}) ∩ N (p i )). Excepting the order of vertices in Π, this strategy is same as previous algorithm EWCLIQUE [24] and is widely used in branch-and-bound algorithms of MCP and MWCP [22, 28, 26, 11] . 
Pruning Rules
It is used at line 10 of Algorithm 2. Π is ordered in non-increasing of upper[·] and is used in branching strategy and search strategy.
Here we describe the detail of Algorithm 3. At line 3, it initializes σ[·] to w ρ (·). Each iteration of the while loop from line 7 to 22, it increments k and constructs a maximal independent set I k , appends the vertices in I k to Π, and updates σ[·]. The loop terminates when all vertices are added to Π. In the loop of lines from 11 to 18, it constructs a maximal independent set. In line 15, it appends the vertices in I k to the head of Π in order of assignment to independent sets. In the maximal independent set construction, X is the set of candidate vertices to be added to the independent set. At line 12, our algorithm picks vertices from X in non-decreasing order of σ[·]. This makes Π non-increasing order of upper bounds. At line 20, our algorithm updates σ[·] for vertices that are not added to any independent set and are adjacent to vertices in the constructed independent set.
Computational experiments
We implemented our algorithm MECQ in C++ to compare with previous algorithms. In the experiments, our algorithm received an initial solution C initial calculated by phased local search (PLS) [20] . PLS is a heuristic based on local search. To avoid to be trapped into local optimums, it switches three phases that have different search policies. The one iteration of PLS consists of 50 searches of random phase, 50 searches of penalty phase and 100 searches of degree phase. Our algorithm used PLS with 10 iterations and used the best solution found by the PLS as an initial solution. for v ∈ S do 3:
end for 5:
k ← 0 ⊲ number of independent sets 7:
while S ′ = ∅ do 8:
I k ← ∅
10:
X ← S ′ ⊲ candidate vertex set to add to I k
11:
while X = ∅ do
12:
v ← a vertex of minimum σ[·] in X 13:
Append v to the head of Π.
16:
17:
end while
19:
for v ∈ S ′ do 20:
end for
22:
23:
return Π, upper[·] 24: end procedure
Random graphs
We generated uniform random graphs. Edge-weights were uniform random integer values from 1 to 10. The compared algorithms are EWCLIQUE [24] and mathematical programming formulations of MIP proposed in [23] . We used the C++ implementation of EWCLIQUE that was used in our previous work [24] . For the formulations of MIP, we used the mathematical programming solver IBM CPLEX 12.5.
The compiler is g++ 5.4.0 with optimization option -O2. The OS is Linux 4.4.0. The CPU is Intel R Core TM i7-6700 CPU 3.40 GHz. RAM is 16GB. Note that CPLEX is a multi-thread solver based on branch-and-cut, and our algorithm is a single-thread solver based on branch-and-bound. Table 1 shows the CPU time for random graphs. The symbol ǫ shows that the CPU time is less than 0.01 sec. The column LB shows the weight of initial solutions given by PLS. For all conditions, our algorithm MECQ obtained optimal solutions in a shorter time than previous methods. For the random graphs, the initial solution given by PLS does not improve performance. Table 2 shows the number of recursive iterations of MECQ and EWCLIQUE. The value of the time [µs] is calculated by CPU time per iteration. The value of the iteration ratio is the ratio of iterations of MECQ and EWCLIQUE. From the result, we confirm that although the computation time of upper bounds of MECQ is longer than EWCLIQUE, the iterations of MECQ is less than our previous algorithm EWCLIQUE. The difference of CPU time can be explained by this. One reason is MECQ calculates upper bounds of equation 13 at once. EWCLIQUE calculates upper bounds in two steps and calculates the sum of two upper bounds.
DIMACS benchmarks
DIMACS is a set of benchmarks for MCP [30] . We used them as benchmarks of MEWCP by giving weights to edges in the same way as [24, 20, 13, 14] . For each edge (v i , v j ), we gave the weight w(v i , v j ) = (i + j) mod 200 + 1.
For the DIMACS benchmarks, the results of computational experiments for previous methods are shown in [14, 13] . Hence we also compared our algorithm with the branch-and-bound algorithm CBQ [14] and mathematical programming formulations proposed in [13] . We quote the results shown in [14, 13] to our result tables. The CPU used in [14] is Intel R Core TM i7 2.90 GHz. The CPU used in [13] is Intel R Core TM i7 3.40 GHz. Table 3 shows the CPU time for DIMACS. Table 4 shows the number of recursive iterations of MECQ and EWCLIQUE. Except for hamming8-2 and san200 0.9 1, our algorithm MECQ obtained optimal solutions in a shorter time than others. For hamming8-2 and san200 0.9 1, MECQ has usable performance. Only the MECQ with PLS solved all instances in the table in 1000 sec. Although the initial solutions given by PLS did not improve performance in random graphs, they worked well in DIMACS. Especially for benchmark families gen and san, it reduced a lot of computation time. 
Conclusion
We proposed a branch-and-bound algorithm MECQ for MEWCP. Our algorithm calculates upper bounds using vertex coloring. In the vertex coloring procedure, our algorithm assigns edge weights to vertices to calculate upper bounds. By some computational experiments, we confirmed our algorithm is faster than previous ones. Although modern techniques are proposed for MCP [17, 21] , they cannot be directly applied to MEWCP because of edge weights. To apply such techniques to MEWCP, modifying them is a future work.
Recently, quantum annealer is studied to solve NP-hard problems including MCP [8, 3] . Quantum annealer can solve the quadratic unconstrained binary optimization (QUBO) problem. Since quantum annealer solvers are heuristic, efficient exact solvers are required to evaluate them. QUBO can be formulated as MEWCP by the vertex-and-edge-weighted complete graphs where negative weight is allowed. Hence handling negative weight is one future work.
