As a new distributed computing model, crowdsourcing lets people leverage the crowd's intelligence and wisdom toward solving problems. This article proposes a framework for characterizing various dimensions of quality control in crowdsourcing systems, a critical issue. The authors briefly review existing quality-control approaches, identify open issues, and look to future research directions.
C
rowdsourcing has emerged as an effective way to perform tasks that are easy for humans but remain difficult for computers. 1, 2 For instance, Amazon Mechanical Turk (MTurk; www.mturk.com) provides on-demand access to task forces for micro-tasks such as image recognition and language translation. Several organizations, including DARPA and various world health and relief agencies, are using platforms such as MTurk, CrowdFlower (http://crowdflower.com), and Ushahidi (http:// ushahidi.com) to crowdsource work through multiple channels, including SMS, email, Twitter, and the World Wide Web. As Internet and mobile technologies continue to advance, crowdsourcing can help organizations increase productivity, leverage an external (skilled) workforce in addition to a core workforce, reduce training costs, and improve core and support processes for both public and private sectors.
On the other hand, the people who contribute to crowdsourcing might have different levels of skills and expertise that are sometimes insufficient for doing certain tasks. 3 They might also have various and even biased interests and incentives. 1, 4 Indeed, in recent years, crowdsourcing systems have been widely subject to malicious activities such as collusive campaigns to support people or products, and fake reviews posted to online markets. 5 Additionally, ill-defined crowdsourcing tasks that don't provide workers with enough information about the tasks and their requirements can also lead to low-quality contributions from the crowd. 6 Addressing these issues requires fundamentally understanding the factors that impact quality as well as quality-control approaches being used in crowdsourcing systems.
Categorizing Quality Control
To crowdsource a task, its owner, also called the requester, submits the task to a crowdsourcing platform. People who can accomplish the task, called workers, can choose to work on it and devise solutions. Workers then submit these contributions to the requester via the crowdsourcing platform.
The requester assesses the posted contributions' quality and might reward those workers whose contributions have been accepted. This reward can be monetary, material, psychological, and so on. 7 A task's outcome can be one or more individual contributions or a combination of accepted ones. The requester should choose contributions that reach his or her accepted level of quality for the outcome.
Quality is a subjective issue in general. Some efforts have proposed models and metrics to quantitatively and objectively assess quality along different dimensions of a software system, such as reliability, accuracy, relevancy, completeness, and consistency. 8 In this sur vey, we adopt Crosby's definition of quality as a guide to identify quality-control attributes, including dimensions and factors. 9 This definition emphasizes "conformance to requirements" as a guiding principle to define qualitycontrol models. In other words, we define the quality of outcomes of a crowdsourced task as "the extent to which the provided outcome fulf ills the requirements of the requester."
T he over a l l outcome qua l it y depends on the definition of the task that's being crowdsourced and the contributing workers' attributes. 1, 2 We characterize quality in crowdsourcing systems along two main dimensions: worker profiles and task design. We propose a taxonomy for quality in crowdsourcing systems, as Figure 1 illustrates.
Worker Profiles
The quality of a crowdsourced task's outcome can be affected by workers' abilities and quality. 2 As Figure 1a shows, a worker's quality is characterized by his or her reputation and expertise. Note that these attributes are correlated: a worker with high expertise is expected to have a high reputation as well. We distinguish them because reputation is more general in nature. In addition to workers' expertise (which is reflected in the quality of their contributions), we might compute reputation based on several other parameters, such as the worker's timeliness or the quality of evaluators. Also, reputation is a public, community-wide metric, but expertise is task-dependent. For example, a Java expert with a high reputation score might not be qualified to undertake a SQL-related task.
Reputation. The trust relationship between a requester and a particular worker reflects the probability that the requester expects to receive a quality contribution from the worker. At the community level, because members might have no experience or direct interactions with other members, they can rely on reputation to indicate the community-wide judgment on a given worker's capabilities. 10 Reputation scores are mainly built on community members' feedback about workers' activities in the system. 11 Sometimes, this feedback is explicit -that is, community members explicitly cast feedback on a worker's quality or contributions by, for instance, rating or ranking the content the worker has created. In other cases, feedback is cast implicitly, as in Wikipedia, when subsequent editors preserve the changes a particular worker has made.
Expertise. A worker's expertise demonstrates how capable he or she is at doing particular tasks. 4 Two types of indicators point to worker 
Task Design
Task design is the model under which the requester describes his or her task; it consists of several components. When the requester designates a task, he or she provides some information for workers. The requester might put a few criteria in place to ensure that only eligible people can do the task, or specify the evaluation and compensation policies. We identify four important factors that contribute to quality as regards this dimension (see Figure 1b) : task definition, user interface, granularity, and compensation policy.
Task definition.
The task definition is the information the requester gives potentia l worker s regarding t he crowdsourced task. A main element is a shor t description of the task explaining its nature, time limitations, and so on. 6 A second element is the qualification requirements for performing the task. These specify the eligibility criteria by which the requester will evaluate workers before accepting their participation. For example, in MTurk, requesters can specify that only workers with a specified percentage of accepted works (for example, larger than 90 percent) can participate, or that only those workers living in the US can take part in a particular survey. Previous studies show that the quality of the provided definition (such as its clarity or the instructions' usefulness) for a task affects outcome quality.
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User interface. The task UI refers to the interface through which the workers access and contribute to the task. This can be a Web UI, an API, or any other kind of UI. A userfriendly interface can attract more workers and increase the chance of a high-quality outcome. A simple interface, such as one with nonverifiable questions, makes it easier for deceptive workers to exploit the system. 1 On the other hand, an unnecessarily complicated interface will discourage honest workers and could lead to delays.
Granularity. We can divide tasks into two broad types: simple and complex. Simple tasks are the self-contained, appropriately short tasks that usua l l y ne e d l it t le e x p e r t i s e to b e solved, such as tagging or describing. 13 Complex tasks usually need to be broken down into simpler subtasks. Solving a complex task (such as writing an article) might require more time, costs, and expertise, so fewer people will be interested or qualified to perform it. Crowds solve the subtasks, and their contributions are consolidated to build the final answer. 13 A complex task workflow defines how these simple subtasks are chained together to build the overall task.
14 This workflow can be iterative, parallel, or a combination. 14, 15 Designing workf lows for complex tasks greatly affects outcome quality. 1, 2, 5 For instance, one study demonstrated that designing a poor outline for an essay that the crowd will write can result in a low-quality essay. 13 Improving the quality of an outline using crowd contributions increases the corresponding written essay's quality.
Incentives and compensation policy.
Choosing suitable incentives and a compensation policy can affect the crowd's performance as well as outcome quality. 7, 12 Knowing about evaluation and compensation policies helps workers align their work based on these criteria and produce contributions with higher quality. 12 We broadly categorize incentives into two types: intrinsic incentives, such as personal enthusiasm or altruism, and extrinsic incentives, such as monetar y reward. Intrinsic incentives in conjunction with extrinsic ones can motivate honest users to participate in the task. Moreover, in some cases, the intrinsic incentives' positive effect on t he outcome's quality is more significant than the impact of the extrinsic incentives. 16 Look ing at monetar y rewards, wh ic h a re com mon, t he rewa rd amount attracts more workers and affects how fast they accomplish the task , but increasing t he amount doesn't necessarily increase outcome quality. 16 Some research also shows that the payment method might have a bigger impact on outcome quality than the payment amount itself. 6, 16 For example, in a requested task that requires finding 10 words in a puzzle, paying per puzzle will lead to more solved puzzles than paying per word. 
Quality-Control Approaches
Researchers and practitioners have proposed several qualit y-control approaches that fall under the aforementioned quality dimensions and factors. We broadly classify existing approaches into two categories: design-time (see Table 1 ) and runtime (see Table 2 ). These two categories aren't mutually exclusive. A task can employ both approaches to maximize the possibility of receiving high-quality outcomes.
At design time, the requesters can leverage techniques for preparing a well-designed task and just allow a suitable crowd to contribute to the task. Although these techniques increase the possibility of receiving highquality contributions from the crowd, there is still a need to control the quality of contributions at runtime. Even high-qualit y workers might submit low-qualit y contributions because of mistakes or misunderstanding. Therefore, requesters must still put in place runtime qualitycontrol approaches when the task is running as well as when the crowd contributions are being collected and probably aggregated to build the final task answer. We discuss both A lthough researchers have proposed and used several qualitycontrol approaches so far, many open issues and challenges remain for defining, measuring, and managing quality in crowdsourcing systems, and these issues require further research and investigation.
One serious limitation of existing approaches is their reliance on pr i m it i v e s a nd h a r d-w i r e d quality-control techniques. These approaches are typically embedded in their host systems, and requesters can't customize them based on their specific requirements. Defining new approaches is another challenge that requesters struggle with. Although some tools -such as TurKit -that rely on current crowdsourcing systems let users define some qualitycontrol processes, using these tools requires programming skills such as Java or C++.
Endowing crowdsourcing services with customizable, rich, and robust quality-control techniques is key to crowdsourcing platforms' Output agreement If workers independently and simultaneously provide the same description for an input, they are deemed correct.
ESP Game
Input agreement Independent workers receive an input and describe it to each other. If they all decided that it's a same input, it's accepted as a quality answer.
Tag-A-Tune
Ground truth Compares answers with a gold standard, such as known answers or common sense facts to check the quality.
CrowdFlower, MTurk
Majority consensus
The judgment of a majority of reviewers on the contribution's quality is accepted as its real quality.
TurKit, Threadless.com, MTurk
Contributor evaluation Assesses a contribution based on the contributor's quality. Wikipedia, Stack Overflow, MTurk
Real-time support Provides shepherding and support to workers in real time to help them increase contribution quality.
Reference 12
Workflow management Designs a suitable workflow for a complex task; workflow is monitored to control quality, cost, and so on, on the fly.
References 13,14
wide ranging success -whether it's suppor ting micro and commodit y tasks or high-value processes (such as business processes or intelligence data gathering). Requesters can achieve this functionality using a generic quality-control framework that lets them define new qualitycontrol approaches and reuse or customize existing ones. Such a framework should also be capable of bei ng sea m lessly i ntegr ated w it h e x ist ing crowdsourcing platforms to let requesters benefit from both crowdsourcing and qualitycontrol systems simultaneously. Bui lding such a f ramework can be an interesting future direction for research in the crowdsourcing arena.
A not he r m ajor l i m it at ion of existing quality-control approaches comes from the subjective nature of qualit y, par ticularly in crowdsourcing systems. The quality of a task's outcome might depend on several parameters, such as requesters' requirements, task properties, crowd interests and incentives, and costs. Currently, quality-control techniques are domain-specific -that is, a technique that performs well for some tasks might perform poorly on new and different ones. For instance, approaches that are suitable for checking a written essay's quality are different from those to control quality in an image-processing task. Finding a suitable approach based on a particular situation is a challenge that needs more investigation.
One solution to this limitation is a recommender system, which gives requesters a list of adequate qualitycontrol approaches. Such a recommender could use machine learning techniques to provide more precise recommendations. It should offer the requester a list of approaches that best suit the situation based on the requester's profile (social relations, history, interests, and so on), the task's type and attributes, the history of the existing crowd, and t he qua lit y requirements of t he task , a long wit h many more options. Designing such a system can be a suitable direction for further study.
Thanks to Web 2.0 technologies and the rapid growth of mobile computing in the form of smartphones, tablets, and so on, a tremendous amount of human computation power is available for accomplishing jobs almost for free. On the other hand, artificial intelligence and machine learning are fast-growing areas in computer science. We envision that, in the near future, combining the crowd and machines to solve problems will be easily feasible. 17 This will raise some interesting research challenges. Topics such as machine ver su s hu ma n t r u st wor t h i ness, workflow design for such tasks, and conflict resolution between human and machine judgments will all need to be addressed.
Moreover, people are at the core of crowdsourcing systems. However, they're also distributed among separated online communities, and a requester can't easily employ crowds from several communities. We foresee that this will be simplified in the near future via service composition middleware. Building such middleware will require addressing several issues, including how to share peoplequality indicators such as reputation and expertise between different communities and how to build a public global picture for each individual based on his or her available history of activities in different possible crowd communities. Addressing these issues will be another interesting research direction for crowdsourcing systems. 
