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1. INTRODUCTION 
Ever since the introduction of adjoint boundary conditions by Liouville 
in his study of eigenfunction expansions for certain boundary value problems, 
the concept of adjointness has played a central role in the study of linear 
differential operators. However, its fundamental significance was not realized 
until von Neumann gave an abstract definition in his development of the 
theory of linear operators in a Hilbert space [ZU], [ZZ], [Z2], [Z3]. Up until 
this time, the adjoint notion took the form of what we shall call the fhmzl 
adjoint of differential operators. 
The first general definitions of the formal adjoint were given by Birkhoff [I] 
for boundary value problems for nth-order equations and by Bounitzky [2] 
for first-order systems. Their definitions were motivated by a study of the 
properties of the Green’s function. The relationship between the adjoint 
and the formal adjoint was studied by von Neumann [Z2], [Z3], Stone [Z6], 
and Halperin [6]. Their results show that the adjoint of a differential operator, 
whose domain is defined by linear homogeneous boundary conditions, is 
simply the closure of the formal adjoint acting on a similar domain. 
Other types of conditions have been used to define the domain of differential 
operators, some of which have physical significance. For a more complete 
discussion of the properties of these operators, see [Z7] and [Z8]. The 
discussion here will be limited to the effect these conditions have on the 
adjoint (in pa). 
The basic fact concerning the adjoint of differential operators whose 
domains are not defined by boundary conditions is that it is not a differential 
operator. More precisely, a differential operator is to be understood as a 
closed restriction of the maximal operator of a given differential expression. 
The adjoint of a differential operator is then an extension of the minimal 
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operator of the formal adjoint. However, as is well known, differential 
operators which extend the corresponding minimal operator are defined by 
boundary conditions only. 
How, then, does one find the adjoint in general? There are numerous 
results dating back to Wilder [19] which indicate that interior point conditions 
lead to jump discontinuities in the domain of the adjoint, and that the 
adjoint acts like the formal adjoint between these discontinuities. Moreover, 
when global conditions are imposed, the adjoint contains terms in addition 
to the formal adjoint. Examples of this can be found in the works of Feller [S], 
Phillips [14], Cole [3], and Krall [7], [8]. 
These results suggest that the .X2 adjoint and the formal adjoint, when 
applied to the domain of the adjoint in the sense of distributions, yield 
different results. The main purpose here is to determine how these differ 
and to use this information to determine the ~%a adjoint. 
To avoid problems at the boundary of the interval1 on which the differential 
operator is defined, it is necessary to consider the space of distributions over 
the reals, 5@‘(R), instead of @(I). This requires an embedding of 5$(I) into 
L@‘(R). The natural embedding is obtained by extending the functions in 
LZa(1) so that they are zero outside of I. Under this embedding, it will be seen 
in Section 5 that the difference between the 2a adjoint and the formal adjoint 
is a distribution which is orthogonal to the domain of the given operator 
and conversely. 
As an example of this fact, consider a domain for a differential operator 
given by the condition 
s u(x) dF(x) = 0, I 
where F is a function of bounded variation. It is well known that a large class 
of conditions can be written in this form (e.g., see [17]). By extending u and F so that they are constant outside of 1, this condition simply states that u is 
orthogonal in the sense of distributions to the distributional derivative F’ of F 
(taken over the whole real line). Also, it is easily seen that all distributions 
orthogonal to the domain of the operator are of the form cF’ for some constant 
c. Hence, in this case, the adjoint and the formal adjoint applied in the sense 
of distributions differ by cF’ for some c. 
The above example is not completely general since there are other types 
of conditions which can be used to define the domain of a differential operator. 
A class of such conditions will be studied in Section 6. However, there is one 
feature of the above example that does generalize. That is, that the domain 
of any differential operator can be given as the orthogonal complement of 
a certain space of distributions, which will be called a space of conditions. 
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For the class of operators considered here, such spaces can be readily 
characterized as will be seen in Section 4. 
Having determined the difference between the adjoint and the formal 
adjoint, the next step will be to determine the behavior of the elements 
of the domain of the adjoint and to give the adjoint in terms of classical 
derivatives. The basic result, which is found in Section 5, is that functions 
in the domain of the adjoint essentially behave like a primitive of an element 
in the space of conditions plus a smooth function. Also, the adjoint operator 
equals the formal adjoint acting on this smooth function (in the classical way) 
plus a readily determined correction term, which in general is not zero. 
These results are then used to determine the adjoint of the class of operators 
studied in Section 6. 
2. NOTATION 
This section will consist of a summary of the facts and notation from 
the theory of distributions (see [2.5]) which will be necessary in the later 
discussion. 
For any open interval I of the reals R, 9(I) shall denote the space of all 
n-component vector-valued distributions on I. Recall that this is the dual 
space of C:(I), the space of all n-component vector-valued infinitely 
differentiable functions with compact support in I, together with a suitable 
topology. ForfE 9’(I) and v E C;(I), (f, P)~ will denote the evaluation of the 
linear functional f at v, and when I = R, the subscript will be dropped. 
For f E .9’(I), Df will denote the derivative off. 
Pa(I) will denote the space of all distributions on I which are square 
integrable on I, and (f, g),, will denote the usual inner product off, g E 5$(I). 
For ease of discussion, 2X2(I) will be occasionally denoted by I&(I). The 
natural embedding of .Epz(I) into B’(R) is obtained by defining for each 
f E 9a(I) the function 
Then, for any test function IJI E C:(l), 
where 9, II denotes the restriction of Q to I. 
The other types of distributions to be used in the following belong to 
certain Sobolev spaces. In particular, let 
H,(I) = (24 E -g(I): D?J E 92(I)}. 
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This is a Hilbert space with an inner product given by 
As is well known (see Schwartz [25]), H,(Z) consists of those functions in 
ss(Z) which are absolutely continuous on bounded subintervals of Z and 
whose derivatives are in Pr(Z). 
It will be necessary to extend these functions to continuous functions 
defined on R. In particular, for u E H,(Z), define [u]~ to be the continuous 
function on R which equals u on Z and is constant on Zc. Observe that 
Wl~ = P40 7 u E H,(Z). (2-l) 
Although H,(Z) is canonically isomorphic to its dual space, a different 
representation of the dual will be more useful. First, recall that Y(R) 
denotes the space of all tempered distributions and 6 denotes the Fourier 
transform of v E Y’(R). Define 
H-,(Z) = {ZJ E Y’(R): 6(f)(l + f2)-l12 E P2(R) and TJ = 0 on I”>. 
This is a Hilbert space with inner product 
(u, v)-1 = 1, zi(E) . d(iT)(l + t2)-’ d5, 21, v E H-,(Z). 
In the case when Z = R, H-JR) is the dual space of H,(R) with the duality 
given by the bilinear form 
(see Schwartz [Z.5]). In general, H-,(Z) is also the dual of H,(Z). The duality 
is now given by the bilinear form 
<v, u> = <v, @ll>, 
where 0 is any scalar P function on R which is one in a neighborhood of I 
and vanishes for all large x in f” (see Lions [9]). 
A useful feature of these spaces is that D is a continuous operator from ,Eez(Z) 
into H-r(Z); i.e., D[92(Z)], C X1(Z). However, the inclusion is proper. For 
example, if y EZ, then no primitive of 6(x - r) is in [P2(Z)]e. On the other 
hand, it can be shown that those elements in B’(Z) which are in He, on any 
compact subinterval are derivatives of functions which are locally in g2. 
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3. DIFFERENTIAL OPERATORS 
The operators involved here will be derived from differential expressions 
of the form 
A = aD + b, 
where a and b are n x n matrices of functions defined on R. It will be 
assumed that b is continuous, and a is continuously differentiable and 
nonsingular. The formally adjoint differential expression is then 
A = -Da* + b*, 
where * denotes the adjoint matrix. 
To avoid any confusion with operators in LX2 , Au will always be taken in 
the sense of distributions. In the particular case where u E 0, this agrees with 
the classical interpretation. Also, note that when u E ,Epz(I) and p E C,“(I), 
Thus, the domain of the maximal operator for A can be given by 
H,(I) = {u E ,Epz(I): Au E 2$(I)} 
since it is the g2 adjoint of A acting on C,“(I) (see [4]). Using the graph 
topology, HA4 b ecomes a Hilbert space with inner product 
(u, 4 = (u, 4,, + (Au, 4,. 
Now, a differential operator L which acts like A will be a densely-defined 
closed operator in Z2(I) which equals A on its domain: 
Lu = Au, u E 2(L). 
These operators are then the restrictions of the maximal operator whose 
domains are closed in H,(I) and dense in oEp,(I). As mentioned above, their 
adjoints are not, in general, differential operators. 
Since A is assumed nonsingular, the elements of H,@) are in HI on 
bounded subintervals of 1, but the behavior at co is as yet undetermined. 
To avoid the necessity of boundary conditions at co, it will be assumed that 
functions in H,(I) with bounded support are dense in H,(I). This assumption 
also leads to a useful representation of H,(I)‘, the dual of H,(I). 
505/4/3-3 
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LEMMA 3.1. H,(I)’ z’s isomorphic to 
mcl + mo :f, B E -wN- 
PYOO~. If f, g E Z,(1), then for any v E Cc(R) 
mo + &10 9 v> = CL v Id0 + (& 4 Ido. 
Since C,“(R)], is dense in H,(I), the right-hand side defines a continuous 
linear functional on H,(I). Further, if this is the zero linear functional, then 
[flo + &I, = 0. F’ ma 11 y, since H,(I) is a Hilbert space, every continuous 
linear functional on H,(I) can be written in the above form by taking g = Af, 
some f E H,(I). 
For later purposes, it will be convenient to identify these two spaces. 
COROLLARY. 
It follows from this lemma that elements of H,(I)’ are locally in H-i . 
However, the behavior of elements of H,(I)’ near f co (when I is unbounded) 
depends on the behavior of a and b near + co. No attempt will be made here 
to explore this relationship. 
4. SPACE OF CONDITIONS 
There are numerous ways in which one can define the domain of a 
differential operator. All of these amount to an orthogonality condition 
imposed on the elements of the domain. The approach taken here will be to 
define the domain as the orthogonal complement of a certain space of 
distributions. As will be seen, this yields a simple and direct method for 
computing the adjoint operator. 
DEFINITION 4.1. A space of conditions for A is a closed subspace 52 of 
H,(I)’ such that 2 n 9s(R) = (0). 
Thus, 2 is a space of conditions for A if and only if the orthogonal 
complement P is the domain of a (densely-defined) differential operator 
which acts like A. 
To define a space of conditions one simply takes any space of distributions 
which are locally in H-i , which have support in I, and which have suitable 
behavior at +co, and close this space in H,(I)‘. 
EXAMPLES. Consider the case where I = (0, 1). 
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(1) When 2 consists of linear combinations of S(X) and 8(x - 1) 
only, it is a space of conditions for any differential expression. The corre- 
sponding operators are then defined by boundary conditions. 
(2) Let Fl ,..., F,, be functions of bounded variation on R which are 
linearly independent modulo Hl and which are constant outside of I. The 
span of DFi ,...) OF,,, is then a space of conditions. The corresponding 
operator has a domain consisting of those u E H,(I) satisfying 
u dFi = 0, j = I,..., m. 
I 
(3) More general spaces of conditions are obtained by taking the 
span of any subset H-,(I) of the form {zlr ,..., w,} which is linearly independent 
modulo 2f2(R). If, for example, z+ = (x - i>” near x = & for some 
- Q < 01 < -1, then w1 is not the derivative of a function of bounded 
variation. 
(4) Multipoint and/or integral conditions are special cases of either 
(2) or (3). In particular, take 
k=l 
j = l,..., m 
where fj E Sa(‘,(I), j = l,..., m, y1 ,..., yN are in [0, 11, and (vi,,.) considered 
as an m x nN matrix has rank m. 
5. ADJOINTS 
Although the method of defining a differential operator via a space of 
conditions is one of many equivalent schemes, its significance lies in the fact 
that it is also the range of the difference between the 9a adjoint and the 
formal adjoint applied in the sense of distributions. 
THEOREM 5.1. o E .9(L*) ;f and only if w E P2(I) and d[wlo E P2(R) 
mod !i?. In particular, when w E g(L*), 
P*40 = 44 (mod 2). 
AZso, ij z E 2, there exists a w E 9(L*) such that [L*w],, = a[~],, + z. 
Remark. Since 9 trivially intersects .Epz(R), there is always at most one 
f~ ..Y#) such that [f& - A[w], E f?. Thus, when such an f exists, it must 
equal L*w. 
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Proof. For f ,  v E 2a(I) and q~ E C,“(R), observe that 
Wlll - 440 P 50) = (f, V IAl - (v, 4 IA” ’ 
Since Cz(I?)lr is dense in H,(I), it follows that [f10 - A[v10 E 2 if and only if 
(f, 40 = (vu,L4, , u E 9(L). 
Therefore A[v],, = [f IO mod 2 for some f  in ,Epz(l) if and only if v E Q(L*) 
and f  = L*v. Finally, note that if x E 2, then by Lemma 3.1, z = [f IO - a[~],, 
for some f ,  v  E ,Epz(I). 
The next goal will be to remove the singularities from v so that d may be 
applied in the classical way. 
THEOREM 5.2. If  v  E g(L*), then there exist w and f  in 9%(R) such that 
(i) f  -AwE!G; 
(ii) [v10 - w E HJ(R); 
(iii) L*v = A(v - w) + f  on I. 
Conversely, if v  E &(I) and there exist f ,  w in Sg(R) satisfying (i) and (ii), 
then v  E .9(L*). 
Proof. Let v E B(L*). Then by Theorem 5.1, 
[L*v10 - J[v10 = x 
for some z E 2. Since 2 C H,(I)‘, by Lemma 3.1 there exist w and f  in 9Yz(R) 
such that 
f-Aw=z. 
Clearly (i) holds. Also, [VI,, - w E 9Tz(R) and 
A{[,],, - w} = [L*v], -f E &(R). (5.1) 
Thus (ii) holds. Finally, restricting (5.1) to I, (iii) follows. Conversely, 
suppose there are functions w and f  in Ye(R) such that (i) and (ii) hold. Then 
A[v], + f  - Aw = f  + A{[4 - w} 
is in AQR). Hence d[v], E SQR) mod 2 and by Theorem 5.1, v E B(L*). 
Let w,, , fO satisfy (i) and (ii) of the above theorem, and let J be any bounded 
interval. Then there is a u E H,(R) such that D(a*u) = fO - b*w, on J. 
Clearly, 
w=w,+u and f=fo+ Au 
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also satisfy (i), (ii). But thenf - Aw = D(a*w) on J. Therefore, w can be 
chosen so that a*w is a primitive of an element of 2 on J. Hence, 9(L*) 
essentially contains those elements PI whose singularities are the same as 
(a*)-’ times a primitive of an element of 2. 
6. CONDITIONS WITH A FINITE NUMBER OF SINGULARITIES 
Many of the conditions explicitly studied in the literature correspond 
to a finite-dimensional space of conditions whose elements have a finite 
number of singularities. The adjoints of operators defined by such conditions 
will then have domains consisting of functions with corresponding 
singularities at the same points. In each of these cases, the adjoints can be 
determined by the methods outlined above. Here, we shall content ourselves 
with finding the adjoint when the singularities are of a special form. 
First, for y E I, let (X - 7);’ be the distribution given by 
((x - Y)?, Y,> = j-,(x - Y)-’ d4 dx, v E w9 (6.1) 
LEMMA 6.1. (x - y);l~ Hl(I)‘for any A. 
Proof. Let 6’ be a nonnegative function in C:(l) such that 0 = 1 in a 
neighborhood of y. Then (1 - 0)(x - y)-l is in &(R), and if x1 is the 
characteristic function of 1, 
X1(1 - 6(x - YY E =%(I9 
Also, 0’& ) x - y 1 is in 2X2(R). Finally, since O/n 1 x - y 1 is in Y.(R) and 
has compact support, its derivative must be in Hz(R)‘. Therefore 
cx - y);l = xI(i - e)cx - y)-l + qe tn 1 x - y 1) - 8' h 1 x - y 1 
is in H,-(R)‘. Finally, note that (x - r);i has support in f and hence is in 
HN- 
Next, let 
be N real numbers such that yl(yN) is the left (right) endpoint of I when I is 
bounded below (above) respectively. Then assume that !i? consists of distri- 
butions of the form 
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where hj = 0 when ‘yj E i3I and 
(Al >.*-I AN ; Pl ,.*‘> tLN ; g) = @, tL, g) 
ranges over a subspace A of CnN x CnN x Tz(I). Further assume that 
Jh! n ((0, 0,g): g E J%(O) = (0). (6.3) 
LEMMA 6.2. J? has a jinite dimension m < 2nN. 
Proof. (6.3) implies that the projection map (A, CL, g) - (A, p) is an 
isomorphism of A! onto a subspace of CsnN, 
LEMMA 6.3. L! is a space of conditions for any dzzerential operator. 
Proof. Every term of (6.2) is in Hx(I)’ and thus f? is a subspace of Hz(l)‘. 
Since !G is finite dimensional, it is closed. Condition (6.3) is equivalent to 
2 n [=Qw)l, = @I* 
Since the singularities of the functions in .9(L*) are essentially the same 
as those of the primitives of elements of f?, the singularities here are a 
combination of logarithmic and jump discontinuities. 
DEFINITION. Let ZI E 9,(l). When the limits exist, define forj = l,..., N, 
djw = lipid {a*(x)[w],(x) - Ajw A / x - yj 1) 
f  
Remark. [~]s has been chosen instead of o in taking the above limits 
for a definite reason. Essentially we wish to avoid considering the special 
cases where yi or yN E a1. In these special cases it will turn out that it is 
necessary for d,o or ANw to be zero and for d,w or -A Nw to be the appropriate 
boundary value. It is easily seen that the above definitions have these 
properties. Therefore, as a result of the next theorem, we see that the notion 
of boundary values is only a very special case of the discontinuities of [w],, . 
THEOREM 6.1. B(L*) consists of all those functions w in &(Z) such that 
(i) LljV and djw exist, j = l,..., N; 
(ii) w - a*-l C,“=, (Aiwn 1 x - yj 1 + A jw(~ - yJ+O) is in HI in a 
neiphborkood C$ [yl , yN], and w is in Hx on I - [yl , yN]; 
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(iii) for some g in 2X2(I) 
(A,v )..., ANO; A,v )...) AN”; g) E “M. 
Furthermore, ;f v E @L*), then on I - {yI ,..., yN} 
L*V = Aw + g + ; &.J . (x - ,#. 
+l 
Proof. Let w E Pr(Z) satisfy (i), (ii), (iii). We wish to choose w and ,f so 
that the conditions of Theorem 5.2 hold. First, let 
WI = U*(X)-’ f {AjO lf2 1 X - yj 1 + AjV(X - yj)+O}, (6.4) 
i=l 
and let 0 be some real-valued function in C,“(R) such that 0 = 1 in a 
neighborhood of [ri , yN]. Then define 
w, = ew, (6.5) 
and 
fw = g + ; AjW{(X - yjp - e(x - n)-‘} - a*e’w, + b*w, . (6.6) 
1 
It is clear that w, E 9?(R) and since 0 has compact support, w, E Pa(R). 
Also, since 0 = 1 near yj , (X - rj);’ - 0(x - rj)-l is zero near y, (when 
‘yi ~1) and thus is in 9a(R). In the case where ‘yj E 81, simply note that 
condition (iii) and the assumption on & imply /I@ = 0. Hence it follows 
that fu E &(R). A straightforward computation shows that 
and thus by (iii), f  - Aw E 2. Finally, by the definition of the /I’s and A’s 
and (ii) we have that [v]~ - w is continuous on P and indeed (ii) implies 
that [v]~ - w E Hx(R). Therefore, by Theorem 5.2, w E 9(L*). 
Conversely, let r~ E Q(L*) and choose w and f  as in Theorem 5.2. Then 
f-Awd 
and by (6.2), there exists (h, 11, g) in .M such that 




where 8 is as chosen above, we have by a computation similar to the first 
part of the proof that 
A(w - u) E Li$(R) 
and thus w - u E Hx(R). But by Theorem 5.2, w - [w10 is also in HJ(R). 
Therefore, [~]s - u E H,(R). In particular, [vlo - u is continuous and hence 
(i) holds. Moreover, 
Ap = hj ) Ap = /+ , j = I,..., N. 
Hence (iii) holds. Finally, since 0 = 1 on [rl , yN], and since u is in HAI on 
I - [rr , ~~1, (ii) holds. 
Observe that by Theorem 5.2, 
L*v = A(0 - w,) +fu on I. 
Using (6.4), (6.5), and (6.6), we have on 1 -{n ,..., yN}, 
L*v = a, + g + f Aj(X - y&l. 
j=l 
As a corollary, one essentially obtains the adjoint given by Wilder [19] 
for multiple-point conditions by taking g = 0 and h = 0. Similarly, the case 
h = 0 immediately yields the adjoint of operators defined by multiple-point 
and integral conditions as given by Cole [3] and Krall [S]. 
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