Although novel technologies are rapidly emerging, the cDNA microarray data accumulated is still and will be an important source for bioinformatics and biological studies. Thus, the reliability and applicability of the cDNA microarray data warrants further evaluation. In cDNA microarrays, multiple clones are measured for a transcript, which can be exploited to evaluate the consistency of microarray data. We show that even for pairs of RCs, the average Pearson correlation coefficient of their measurements is not high. However, this low consistency could largely be explained by random noise signals for a fraction of unexpressed genes and=or low signalto-noise ratios for low abundance transcripts. Encouragingly, a large fraction of inconsistent data will be filtered out in the procedure of selecting differentially expressed genes (DEGs). Therefore, although cDNA microarray data are of low consistency, applications based on DEGs selections could still reach correct biological results, especially at the functional modules level.
Introduction
T he cDNA-based microarray experiments are usually burdened with substantial amounts of noise, which may arise from nonspecific hybridization of the labeled samples to probes printed on the microarrays, print-tip effects, slide inhomogeneities, and variations in RNA isolation, purity, labeling and detection (Bilban et al., 2002) . Among others, all these factors may introduce irreproducible measurements and thus low consistency of differentially expressed genes (DEGs) selected for a disease, which frequently raises doubts about the reliability of microarray applications (Ein-Dor et al., 2005; Frantz, 2005; Miklos and Maleszka, 2004) . However, we recently demonstrated that the consistency between DEG lists detected from cDNA and oligo microarray data for a complex disease is high in the sense that different studies have actually detected similar results for the disease . This result suggests that both cDNA and oligo microarray systems could capture true DEGs in complex diseases. Although more reliable data of gene expression profiles can be produced along with the rapid development of novel technologies, the cDNA microarray data accumulated in the past decades is still and will be an important source for various bioinformatics analyses and biological comparison studies. Therefore, the reliability and applicability of the cDNA microarray data warrant careful evaluation.
Microarrays often yield measurements of multiple probe sets or clones representing the same transcript. For Affymetrix oligonucleotide microarrays, by analyzing the correlation of measurements of multiple probe sets representing the same transcript, studies have investigated the data quality influenced by probe designs and annotations (Chalifa-Caspi et al., 2004; Gautier et al., 2004; Harbig et al., 2005; Hwang et al., 2004; Nimgaonkar et al., 2003; Stalteri and Harrison, 2007; Zhang et al., 2005) . For cDNA microarrays, it is also a common practice to measure multiple clones (sequence segments) for a transcript (Churchill, 2002) , where the multiple clones can be classified into two types: different clones (referred to as DCs for short) for a transcript and replicate clones (referred to as RCs) for a transcript. Ideally, if a transcript is expressed in the microarrays, multiple clones representing the same transcript should have similar measurements, which can be exploited to evaluate the consistency of microarray data.
Here, using three cDNA microarray datasets, we show that the average Pearson correlation coefficient (PCC) of the measurements of DC pairs in each of the datasets is low, although it can be improved by updating clone annotations (Draghici et al., 2006) . Even for pairs of RCs in each dataset, the average PCC of their measurements is only about 0.3 and above 12% of the pairs show negative correlations, which, however, could largely be explained by random noise signals for a fraction of unexpressed genes and=or low signal-to-noise ratios for low abundance transcripts in biological samples. On the other hand, in each dataset, over 80% of the RC pairs show positive correlations, indicating that cDNA microarrays can produce informative data for most of the expressed genes. More encouragingly, the procedure of selecting DEGs can statistically filter many inconsistent data. Indeed, most of the RC pairs with negative or low correlations will not be selected as DEGs in the three datasets. Therefore, despite the low data consistency for a fraction of the microarray data, applications based on DEG selections can still reach correct biological results especially at the functional modules level. This will increase our confidence on the reliability of many applications based on cDNA microarray data.
Materials and Methods

cDNA microarray data and clone annotation
The three large cDNA microarray datasets analyzed in this study are described in Table 1 . Clones were annotated to Unigenes (Dai et al., 2005; Mecham et al., 2004) (Gautier et al., 2004) . However, because current knowledge of alternative splicing for most genes is still far from complete (Dai et al., 2005) , a DC pair according to current annotations might match to different alternative splicing products of a gene (Stalteri and Harrison, 2007) , and thus the correlation of their measurements could be low. With the accumulation of the knowledge of alternative splicing, this problem could be gradually solved. As shown in Table 1 , in the gastric (Chen et al., 2003) , liver (Chen et al., 2004) , and prostate (Lapointe et al., 2004) cancer datasets, respectively, the numbers of the UniGenes mapped with DCs decreased greatly from 22,731, 9,872 and 24,741 in October 2006 to 14,685, 6,137, and 16,412 in April 2008 , whereas the numbers of the UniGenes mapped with RCs decreased slightly from 1,648, 611, and 1,472 to 1,554, 575, and 1,394.
Data preprocessing
Data were preprocessed by logarithmic transformation and median normalization as adopted in the Oncomine database (Rhodes et al., 2007) . The clones with missing rates above 20% were deleted and the other missing data were replaced by using the KNNimpute algorithm (k ¼ 15) (Troyanskaya et al., 2001; Wang et al., 2006; Zhang et al., 2008) . Because all the current normalization procedures are debatable (Do and Choi, 2006) , we additionally tried LOWESS (Yang et al., 2002) and global median normalizations (Quackenbush, 2002) in our analysis. Similar results based on different normalization methods were observed (not shown in this note).
Pearson correlation coefficient
In each dataset, the PCC of the measurements of the DC and the RC pairs were calculated, respectively (Bergmann et al., 2004; Carter et al., 2004; Lee et al., 2003) and their distributions within different signal intensity ranges were analyzed. Here, the signal intensity of a clone in a dataset was defined as the average of the red and green intensity of the clone across all the samples in the dataset.
Similarly, as Carter et al. (2004) did, in each dataset, we estimated the random correlation distribution by independently permuting the sample labels of each clone and then computed the PCCs for all the clone pairs. The p-value of an observed correlation between two clones was calculated as the percentage of the permutated correlations exceeding the observed one. The FDR control procedure proposed by (Benjamini and Hochberg, 1995) was used to select clone pairs with significant correlation [false discovery rate (FDR) < 5%].
Selection of DEG
For a UniGene measured by multiple clones, we used the average of the measurements of the multiple clones in a sample as the expression value of the UniGene in the sample (Breslin et al., 2005; Kapp et al., 2006) . Then, in a dataset, DEGs were selected by SAM (Tusher et al., 2001) , t-test (Cui and Churchill, 2003) , and fold change (defined as the difference between the sample means of log-expressions) , respectively. The multiple tests were controlled by the FDR loosely defined as the expected percentage of false positives among the claimed DEGs (Benjamini and Hochberg, 1995) . The distributions of the correlations for the DC and RC pairs included in the DEG lists selected from each dataset were analyzed respectively.
Results
The measurement correlations for DC and RC pairs
The distributions of the correlations for the DC pairs in the three cancer datasets are shown in Figure 1 . In the gastric, liver, and prostate datasets, respectively, the average PCCs for the DC pairs were only 0.18, 0.17, and 0.18 when using the annotation data in October 2006, which increased to 0.32, 0.30, and 0.27 when using the updated annotation data in April 2008. In the three datasets respectively, 26, 29, and 26% of the DC pairs showed negative correlation when using the annotation data in October 2006 and the percentages decreased to 14.71, 16.17, and 16.94% when using the annotation data in April 2008. As shown in Figure 1 , in each dataset, the PCCs of Klebanov and Yakovlev (2007) . In the three datasets, we could estimate the noise levels as 0.67, 0.62, and 0.57 respectively, which, however, could be overestimated because some clones excluded in April 2008 might represent multiple genes (Harbig et al., 2005; Stalteri and Harrison, 2007) and introduce biological variations. Thus, the noise levels estimated in such a way might be much higher than the true ones and thus could not be used to filter the rest of the clones. The distributions of the correlations for the RC pairs in the three cancer datasets are shown in Figure 2 . When using the annotation data in October 2006, the average PCCs for the RC pairs in the gastric, liver, and prostate datasets were still low as 0.29, 0.32, and 0.28, respectively. When using the annotation data in April 2008, the results (0.30, 0.33, and 0.27) were not improved. Specifically, the average PCCs of the RC pairs that were annotated in October 2006 but excluded in April 2008 were 0.26, 0.34, and 0.28 in the three datasets, showing no large difference from the results when using the annotation data in April 2008. This result suggests that the specificity of clone annotations has little influence on the measurement correlation of RC pairs. As shown in Figure 2 , in the three datasets, respectively: 17.96, 14.10, and 16.03% of the RC pairs showed negative correlation when using the annotation data in October 2006, which were similar to the results (17.62, 12.54, and 16.36%) when using the annotation data in April 2008.
Obviously, when measurement variances exist, even the RC pairs may show low or negative correlation for transcripts with no or very low biological signals. As shown in Figure 3 , in all the three datasets, the average PCCs for both the DC and 
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RC pairs decreased as the signal intensity decreased. Therefore, the low average PCCs of the DC and RC pairs in a dataset could be a reflection of the complex biological reality that a high percentage of genes may not express or express at very low levels in tissue samples in a microarray experiment (Draghici et al., 2006; Shi et al., 2006) . Intuitively, compared with the DCs, the RCs with exactly the same sequence should be more likely to have similar measurements because their hybridization specificity is certainly the same. However, in two of the three datasets, the DCs actually show a somewhat stronger correlation than the RCs. To explain this unexpected result, we compared the intensity values of the RC and DC pairs in the three datasets, respectively. As shown in Table 2 , in both the gastric and prostate cancer datasets, the DC pairs have significantly higher intensity than the RC pairs. After DEG selection, this bias still existed. This bias could explain the results in these two datasets that the average PCC of the DC pairs are higher than those of the RC pairs and the negative correlation percentages of the DC pairs are lower than those of the RC pairs. In liver cancer dataset, the RC and DC pairs are not significantly different in intensity both before and after the DEG selection. According to the annotation in April 2008, in the three datasets, the percentages of significant PCCs among all the negative PCCs for both the DC and RC pairs are zero. In contrast, the percentages of significant PCCs among all the positive PCCs for the DC pairs are 30.15, 34.73, and 19.12%, and the values for the RC pairs are 17.75, 30.96, and 10.03%. We note that many nonsignificant positive PCCs of the DC and RC pairs might be introduced by, especially for some lowly expressed genes, the inefficient sample sizes of the datasets and some others might indicate that current ''new'' annotations of clones may still contain errors.
The DEG selection procedure as a filtering process for inconsistent data According to the annotation data in April 2008, we analyzed the correlation distribution of multiple clones mapping to the same transcripts selected as DEGs. In the gastric, liver, and prostate datasets, respectively, 6,467, 3,840, and 2,151 UniGenes were selected as DEGs by SAM at 0.01 FDR control level. In the three datasets respectively, there were 4,931, 1,770, and 1,631 DC pairs corresponding to the selected DEGs. The average PCCs of these DC pairs increased to 0.41, 0.46, and 0.51, and the percentages of these DC pairs showing negative correlations decreased to 8.87, 7.64, and 6.11%, as shown in Figure 4 . The numbers of the RC pairs corresponding to the selected DEGs were 227, 86, and 68, among which the average PCCs increased to 0.36, 0.51, and 0.48, and the percentages of the pairs with negative correlation decreased to 14.98, 2.33, and 7.35%.
There were 735, 308, and 689 DC pairs corresponding to the top 1,000 DEGs selected from the three datasets, respectively. The average PCCs of these DC pairs increased to 0.54, 0.62, and 0.57, whereas the percentages of the DC pairs with negative correlation decreased to 3.67, 2.60, and 4.50%. For the 36, 19, and 42 RC pairs from the top 1,000 DEGs in the three datasets, respectively, the average PCCs increased to 0.58, 0.48, and 0.55, whereas the numbers of the pairs with negative correlation decreased to 2, 1, and 3. Thus, a large fraction of the inconsistent clones were filtered out in the process of selecting DEGs. Similar results were observed when the DEGs were ranked and selected by t-test statistics or fold change, as shown in Figure 4 .
Notably, in gastric cancer dataset, the DEG selection procedure filters a smaller fraction of negative correlation data. In 
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this dataset, there are only 29 normal samples, which may be insufficient to represent the characteristics of the normal population and reduce the efficiency of the detection of DEGs.
Besides, in this dataset, the tumor sample size is more than three times over the normal sample size, and this sample imbalance could increase both the Type I error (false positives) and the Type II error (false negatives) for identifying DEGs (Yang et al., 2006) . Thus, the DEG selection procedure in this dataset may be less efficient in filtering the inconsistent data.
Discussion
In each of the three cDNA datasets under this study, the average correlation of the measurements for either the DC or RC pairs mapping to the same UniGene was not high. For the DC pairs, the correlations can be improved by updating clone annotations. Thus, clones need to be carefully chosen to avoid ambiguous sequences, which may actually hybridize to transcripts from other genes (i.e., crosshybridization) or may be alternative splice variants of the same gene (Dai et al., 2005; Stalteri and Harrison, 2007; Tomiuk and Hofmann, 2001; Yu et al., 2007) . However, even for the RC pairs, the average correlation of their measurements in each of the three datasets was not high and above 12% of these pairs showed negative correlations. This could possibly be produced by, besides the experimental errors mentioned in the Introduction, random noise signals for many unexpressed genes and=or low signalto-noise ratios for low abundance transcripts. It is known that only about 10-30% of the genes are expressed in a human cell (Li et al., 2002; Snijders et al., 2000) , and thus about half of the human genes might be unexpressed or lowly expressed in tissue samples in a microarray experiment (Geschwind, 2000; Su et al., 2004) . Obviously, only random noise signals are detectable for the clones representing the unexpressed genes, and thus their corresponding DC or RC pairs should show correlations randomly distributed around zero, supposing the background noise follows a normal distribution (Tu et al., 2002) . Because of the existence of a fraction of unexpressed genes or lowly unexpressed genes in biological samples, results should be interpreted carefully when using multiple clones mapping to the same transcript for evaluating the consistency of cDNA microarray data as well as for calibrating normalization protocols of microarray experiments (Fan and Niu, 2007; Fan et al., 2004; Lee et al., 2000; Smyth et al., 2005) .
Notably, above 80% of the RC pairs in each dataset showed positive correlation, suggesting that the change directions of gene expressions can be reliably detected for the majority of expressed genes in a microarray experiment. Encouragingly, the DEG selection procedure can statistically filter a large fraction of inconsistent or noisy data. Thus, although many noises and measurement variations exist in microarray experiments, most DEGs selected from the cDNA microarray data could still be true discoveries. As recently demonstrated by us , even when technical measurement variations are small, DEGs lists separately determined from current microarray studies for a complex disease may each capture only a small fraction of all the correlated molecular changes in the disease and thus be highly inconsistent. Fortunately, major functional modules significantly enriched with DEGs in a disease could be captured by only a small fraction of DEGs in the disease (Yang et al., 2008) . Additionally, because functional modules for a disease are statistically determined by a set of DEGs, the results can become more robust to noisy data (Hosack et al., 2003; Yang et al., 2008) . Therefore, although some uncertainty exists at the individual genes level, based on DEG selection in current cDNA microarray experiments, applications at functional modules level can still reach correct biological conclusions Hosack et al., 2003; Subramanian et al., 2005; Zhu et al., 2007) . Finally, we note that one important trend in microarray data analysis is to find significant functional categories by using continuous measures of gene expressions rather than preselecting DEGs (Breitling et al., 2004; Subramanian et al., 2005) , which might be reasonable because the alterations of gene expressions should be continuous rather than discrete. However, lacking the process of selecting DEGs, such approaches might be less efficient in filtering noisy data, and thus their performances in studying noisy cDNA microarray data warrant our future studies.
