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Abstract
This dissertation provides a study of the error of Lagrange’s Polynomial Interpo-
lation. It consists of seven chapters that include some topics of the Numerical
Analysis.
Firstly, we will have introduced a series of basic tools that are also very useful
in other fields of Numerical Analysis and that we will use throughout the project.
Secondly, we will recall the main results related to the approximation of a func-
tion of a real variable by an algebraic polynomial. After that, we will study the
error of polynomial interpolation when the nodes are equidistant.
In addition, we will analyse the problem of minimizing the oscillations produced
in the extremes in the Runge phenomenon and we will study the existence of the
polynomial of best approximation.
From here, the Weierstrass Theorem is deduced and the approximation of a
class C1 function is studied by polynomials that interpolate it to the zeros of the
Chebyshev polynomials.
Finally, we will conclude the dissertation by considering which choice of nodes
uniformly approximate regular functions.
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Resumen
En este trabajo se lleva a cabo un estudio del error de la interpolacio´n polino´mica de
Lagrange. Consta de siete cap´ıtulos que recoge algunos temas del Ca´lculo Nume´rico.
En los cap´ıtulos 1 y 2, hemos introducido una serie de herramientas ba´sicas que
tambie´n son muy u´tiles en otros campos del ana´lisis nume´rico y que utilizaremos a
lo largo del trabajo.
En el cap´ıtulo 3, recordamos los principales resultados relativos a la aproximacio´n
de una funcio´n de una variable real por un polinomio algebraico. Comenzamos
el cap´ıtulo introduciendo el concepto de la interpolacio´n polino´mica de Lagrange,
citando un resultado de existencia y unicidad del polinomio de interpolacio´n y una
expresio´n del error de interpolacio´n, ya estudiada en el grado.
En el cap´ıtulo 4, estudiaremos el error de la interpolacio´n polino´mica cuando los
nodos son equidistantes y veremos lo que puede ocurrir en los extremos del intervalo
cuando estudiamos el feno´meno de Runge.
En el cap´ıtulo 5, analizaremos el problema de minimizar las oscilaciones produci-
das en los extremos en el feno´meno de Runge mediante otra eleccio´n de los nodos,
en este caso, los ceros de los polinomios de Chebyshev, dando una mejor estimacio´n
del error.
En el cap´ıtulo 6, estudiaremos la existencia del polinomio de mejor aproximacio´n,
introduciendo el concepto de Constante de Lebesgue y probando la acotacio´n del
grado de aproximacio´n (mı´nima distancia entre la funcio´n y el polinomio de mejor
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aproximacio´n de grado n) por el mo´dulo de continuidad de la funcio´n en el intervalo
b− a
n
.
De aqu´ı se deduce el Teorema de Weierstrass y se estudia la aproximacio´n de una
funcio´n de clase C1 por polinomios que la interpolan a los ceros del los polinomios
de Chebyshev.
Finalmente concluiremos el trabajo viendo que´ eleccio´n de los nodos aproximan
uniformemente a funciones regulares.
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Cap´ıtulo 1
Introduccio´n
Una cuestio´n que encontramos con frecuencia en las ciencias experimentales y en
ingenier´ıa es tratar de construir una funcio´n denominada “funcio´n interpolante”
de la cual se conoce una serie de valores en ciertos puntos denominados “datos de
interpolacio´n”.
En ocasiones, este problema comprende tambie´n otros datos, especialmente los
valores de las derivadas de la funcio´n en ciertos puntos. Estos datos pueden ser
obtenidos, por ejemplo, a partir de observaciones realizadas en un determinado ex-
perimento.
El objetivo sera´ determinar una funcio´n cuyos valores en los puntos considera-
dos coincidan con los datos y que adema´s sea fa´cil de construir y manipular. Los
polinomios se usan con frecuencia como funciones interpolantes porque son fa´ciles
de evaluar y por el hecho fundamental de que dados n+1 puntos de abscisa distinta,
(x0, y0), (x1, y1), . . . , (xn, yn), existe exactamente un polinomio Pn(x) de grado no su-
perior a n, que pasa por dichos puntos, es decir, tal que Pn(xi) = yi, i = 0, 1, 2 . . . , n.
En la interpolacio´n lineal, la funcio´n se sustituye por la recta que pasa por dos
puntos.
Tres datos se interpolan con un polinomio de segundo grado, gra´ficamente una
para´bola que pasa por esos tres puntos.
Una vez que se ha determinado la funcio´n interpolante, en nuestro caso se tratar´ıa
del polinomio interpolante, uno puede estimar el valor que el experimento de partida
habr´ıa tomado en puntos pro´ximos a los datos de interpolacio´n evaluando la funcio´n
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interpolante en los mismos.
Pero cabe tambie´n considerar el problema donde se tiene una funcio´n conocida
definida en el intervalo [a,b] en el que se toman una serie de puntos (abscisas) que
junto con los respectivos valores de la funcio´n en ellos (ordenadas) constituyen los
datos de interpolacio´n.
Se construye as´ı un polinomio que coincide con la funcio´n en una serie de puntos y
cabe preguntarse por el error ma´ximo cometido entre ambas funciones e incluso, si
al aumentar el nu´mero de puntos de coincidencia que se relaciona con el grado del
polinomio, se obtendra´ mejor aproximacio´n.
Segu´n co´mo sean los datos de interpolacio´n, podemos considerar los siguientes
tipos de interpolacio´n:
Se denomina Interpolacio´n de Lagrange si los datos son los valores de la funcio´n
en distintos puntos. Se denomina Interpolacio´n de Taylor cuando se conoce el valor
de la funcio´n y sus derivadas sucesivas en un punto y, por u´ltimo, se llama Interpo-
lacio´n de Hermite si se conocen los valores de la funcio´n y sus derivadas en distintos
puntos. En este trabajo nos ocuparemos de la primera de ellas.
1.1 Generalidades
Un problema de interpolacio´n en general puede enunciarse de la siguiente forma:
Dado un conjunto de datos, generalmente valores de una funcio´n y/o sus derivadas
en determinados puntos xi, i = 0, 1, . . . , n, que llamaremos nodos, nuestro objetivo es
construir otra funcio´n que coincida con la funcio´n dada en los datos de interpolacio´n.
En general, las funciones interpolantes forman un espacio vectorial de dimensio´n
finita, es decir, son del tipo:
ψ(x) = a0ψ0(x) + a1ψ1(x) + . . .+ anψn(x),
donde ψ0(x), ψ1(x), . . . , ψn(x), son funciones dadas que forman base del espacio
vectorial correspondiente y ai, i = 0, 1, . . . , n son nu´meros reales a determinar.
Dependiendo del tipo de funciones que utilicemos como funciones interpolantes,
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la interpolacio´n se llamara´ polino´mica, racional, trigonome´trica,. . . Entre las dife-
rentes funciones interpolantes, los polinomios son los utilizados con mayor frecuencia
en problemas de interpolacio´n.
A lo largo de este trabajo iremos dando respuesta a cada una de estas preguntas.
Supongamos que tenemos una funcio´n continua definida en un intervalo [a, b].
Supongamos que construimos pn(x) el polinomio de interpolacio´n de esta funcio´n en
n+ 1 nodos:
a) ¿ Se verifica que l´ımn−→∞ pn(x) = f(x) en el sentido de la convergencia uni-
forme?.
b) En caso negativo, ¿que´ cota de error se comete?.
c) ¿Que´ nodos hay que escoger para que la aproximacio´n sea la mejor posible?.
9
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Cap´ıtulo 2
Resultados previos
2.1 Teor´ıa de series
Teorema 2.1 (Criterio de Stolz). Sean {an} y {bn} dos sucesiones de nu´meros
reales. Asumiendo que {bn} sea positiva, estrictamente creciente y no acotada y que
exista el siguiente l´ımite:
l´ım
n→∞
an+1 − an
bn+1 − bn = λ.
Entonces podemos asegurar que el l´ımite l´ım
n→∞
an
bn
existe y es igual a λ.
Este criterio se utiliza para probar la convergencia de una sucesio´n. Su aplicacio´n
permite la resolucio´n de algunos tipos de indeterminaciones, como por ejemplo la
siguiente proposicio´n.
Proposicio´n 2.2 Se verifica:
l´ım
n→∞
n∑
k=1
1
k
· 1
Ln(n)
= 1.
Demostracio´n:
l´ım
n→∞
1 + . . .+
1
n
Ln(n)
= l´ım
n→∞
1 +
1
2
+ . . .+
1
n
Ln
(
2 · . . . · n− 1
n− 2 ·
n
n− 1
) =
11
Cap´ıtulo 2. Resultados previos
= l´ım
n→∞
1 +
1
2
+ . . .+
1
n
Ln(2) + Ln
(
3
2
)
+ . . .+ Ln
(
n
n− 1
) .
Aplicando el criterio de Stolz:
l´ım
n→∞
1
n
· 1
Ln
(
n
n− 1
) = l´ım
n→∞
1
n
· 1
Ln
 1
1− 1
n

l´ım
n→∞
1
n · [Ln(1)− Ln(1− n)] = l´ımn→∞
1
−n · Ln
(
1− 1
n
) =
l´ım
n→∞
1
Ln
(
1− 1
n
)−n = 1
Ln
[
l´ımn→∞
(
1− 1
n
)−n] .
Pero
l´ım
n→∞
(
1− 1
n
)−n
= l´ım
n→∞
(
n
n− 1
)n
=
= l´ım
n→∞
(
1 +
1
n− 1
)n
= e.
Por tanto,
l´ım
n→∞
1 +
1
2
+ . . .+
1
n
Ln(n)
=
1
Ln(e)
= 1
Con esto hemos probado que
n∑
k=1
1
k
∼ Ln(n). (2.1)

Proposicio´n 2.3 (Fo´rmula de Stirling). Se verifica:
l´ım
n→∞
n!√
2pin · nn · e−n = 1. (2.2)
Podemos usar esta fo´rmula para calcular el l´ımite de sucesiones en las que aparece
el te´rmino n!.
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2.2 Resultados de variable compleja
A continuacio´n, introduciremos aquellos resultados previos que utilizaremos a lo
largo del trabajo. As´ı pues, empezaremos dando la primera proposicio´n.
Proposicio´n 2.4 (Fo´rmula integral de Cauchy). Sea R una regio´n simplemente
conexa y sea f(z) ∈ A (R). Sea z0 ∈ R y supongamos que C es una curva simple,
cerrada y rectificable que esta´ en R y que se encuentra alrededor de z0 en sentido
positivo. Luego:
f (n)(z0) =
n!
2pii
∫
C
f(z)
(z − z0)n+1 dz (2.3)
Proposicio´n 2.5 (Fo´rmula de De Moivre) La fo´rmula de De Moivre afirma que
para cualquier nu´mero complejo y para cualquier entero n se verifica que:
(cos θ + i sin θ)n = cos (nθ) + i sin (nθ) . (2.4)
2.3 Otros resultados
Teorema 2.6 (Fo´rmula del binomio de Newton). Sean a y b nu´meros reales y
adema´s n y k nu´meros enteros, tal que 0 ≤ k ≤ n, entonces :
(a+ b)n =
n∑
k=0
(
n
k
)
an−kbk (2.5)
Siendo (
n
k
)
=
n!
k!(n− k)!
13
14
Cap´ıtulo 3
Interpolacio´n polino´mica
Comenzamos este cap´ıtulo introduciendo el concepto de la interpolacio´n polino´mica
de Lagrange y obteniendo un resultado de existencia y unicidad del polinomio de
interpolacio´n. Presentaremos un algoritmo de construccio´n del polinomio de inter-
polacio´n y una expresio´n del error de interpolacio´n.
A la vista de la expresio´n del error obtenida, analizamos el problema de minimizar
dicho error, usando para ellos la sucesio´n de polinomios de Chebyshev que veremos
en el cap´ıtulo 5.
Definicio´n 3.1 Sea f(x) una funcio´n continua definida f: [a, b]→ R y consideremos
unos valores conocidos de esta en n+ 1 puntos distintos xi, i = 0, 1, . . . , n con xi ∈
[a, b].
La interpolacio´n polino´mica de Lagrange consiste en obtener un polinomio Pn(x) de
grado no superior a n tal que se cumpla que en los nodos, las ima´genes de f(x) y
Pn(x) coincidan, es decir,
Pn(xi) = f(xi), i = 0, . . . , n.
Al polinomio Pn(x) se le conoce como polinomio interpolador de Lagrange y forma
parte del conjunto de los polinomio de grado menor o igual que n y, por tanto, Pn(x)
sera´ de la forma:
Pn(x) = anx
n + an+1x
n+1 + . . .+ a1x+ a0.
15
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y, para determinarla, habra´ que hallar los n+ 1 coeficientes reales a0, a1, . . . , an.
Nota 3.2 Diremos que Pn(x) tiene grado n en el caso que an sea no nulo.
Supongamos que aproximamos f(x) por Pn(x) en dichos nodos. Con Pn(x) estimamos
el valor de f(x), cometiendo un error cuya cota es interesante determinar.
En el siguiente resultado recordaremos la existencia y unicidad del polinomio de
interpolacio´n Pn(x).
3.1 Fo´rmula de interpolacio´n de Lagrange
Teorema 3.3 (Fo´rmula de interpolacio´n de Lagrange) Sean f :[a,b] → R,
{x0, x1, . . . , xn} n+ 1 puntos distintos del intervalo [a,b]. Entonces, existe un u´nico
polinomio Pn(x) de grado menor o igual que n, que verifica:
Pn(xi) = f(xi), i = 0, . . . , n. (3.1)
A este polinomio se le denomina polinomio de interpolacio´n de f en los nodos
x0, x1, . . . , xn y viene dado por:
Pn(x) =
n∑
i=0
f(xi) Li(x), (3.2)
donde
Li(x) =
n∏
j=0,j 6=i
x− xj
xi − xj , para cada i ∈ {0, 1, . . . , n}.
Nota 3.4 : Ver [4]
• La expresio´n (3.2) se conoce como fo´rmula de Lagrange del polinomio de in-
terpolacio´n. El Teorema anterior proporciona un me´todo constructivo para
obtener el polinomio de interpolacio´n Pn(x) mediante la fo´rmula (3.2).
• Podr´ıamos omitir el ca´lculo de Lj(x) si algu´n dato es f(xj) = 0.
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• Los polinomios Lk(x) so´lo dependen de los nodos de interpolacio´n {x0, x1, . . . , xn}.
De modo que, una vez calculado cada Lk(x) se construyen los polinomios de
interpolacio´n poniendo los f(xk) como coeficientes de una combinacio´n lineal,
lo cual es una ventaja si queremos resolver varios problemas de interpolacio´n
como los mismos nodos xk. En este sentido, {L0(x), L1(x), . . . , Ln(x)} es la
base del espacio vectorial de los polinomios de interpolacio´n asociados a los
nodos {x0, x1, . . . , xn}.
• La fo´rmula de Lagrange (3.2) tiene el inconveniente de que hay que realizar
numerosos ca´lculos y al an˜adir un dato ma´s de interpolacio´n, hay que volver
a calcular todos los polinomios Lk(x).
3.2 Estimacio´n del error
En este apartado analizaremos el error en la interpolacio´n polino´mica de una funcio´n
f(x). El teorema que introduciremos a continuacio´n permite estudiar el error de la
interpolacio´n por polinomios cuando la funcio´n dada posee derivadas de hasta orden
(n + 1). Mediante este resultado se puede obtener una estimacio´n del error que
estamos cometiendo al aproximar f(x ) por Pn(x).
Teorema 3.5 (Error de la interpolacio´n polino´mica de Lagrange) .
Sea f : [a,b]→ R, con f(x) continua en [a,b] y n+1 veces derivable en dicho intervalo.
Consideremos x0, x1, x2, . . . , xn ∈ [a,b] nodos distintos dos a dos. Sea Pn(x) el poli-
nomio de interpolacio´n de grado ≤ n tal que Pn(xi) = f(xi), x ∈ [a, b], ∀i = 0, . . . , n.
Entonces, existe ξ ∈[a,b] tal que:
|Rn(f ;x)| = |f(x)− Pn(x)| ≤ |f
n+1(ξ)|
(n+ 1)!
|(x− x0)(x− x1) · · · (x− xn)|. (3.3)
Observamos que aparecen dos factores en la cota, f n+1 (ξ) y
∏n
i=0 |(x− xi)|.
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Nota 3.6 El teorema anterior resulta ser una extensio´n del Teorema del Valor Me-
dio para ma´s de un punto. En efecto, para n = 0 y S = x0, la expresio´n se reduce a
lo siguiente:
|f(x)− f(x0)| ≤ |f ′(ξx)| · (x− x0).
A continuacio´n, introduciremos un corolario en el cual acotaremos el te´rmino f (n+1 )(ξ).
Corolario 3.7 Sea f(x) ∈ A(R) donde R es una regio´n que contiene [a,b]. Sea C
una curva cerrada que contiene a [a,b] en su interior y sea L(C) la longitud de la
curva C, MC = ma´xz∈C |f(z)| es el valor ma´ximo que puede tomar dicha curva y δ
es la mı´nima distancia de C a [a,b]. Luego:
|Rn(f ;x)| = |f(x)− Pn(x)| ≤ n!L(C)MC
2piδn+2
|x− x0||x− x1| · · · |x− xn|. (3.4)
Demostracio´n: Tomando valor absoluto en la proposicio´n (2.3) obtenemos la
siguiente expresio´n:
|f (n)(z0)| ≤ n!
2pi
∫
C
|f(z)|
|z − z0|n+1 |dz| ≤
n!
2pi
ma´xz∈C |f(z)|
mı´n |z − z0|n+1 L(C),
donde L(C) es la longitud de la curva C, ma´xz∈C |f(z)| es el valor ma´ximo que
puede tomar dicha curva y mı´n |z − z0|n+1 el valor mı´nimo de la distancia entre los
puntos de la curva y z0.

En los siguientes cap´ıtulos, estudiaremos diversas cotas de
∏n
i=0 |(x−xi)| en funcio´n
de la eleccio´n de los puntos.
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Interpolacio´n polino´mica para
puntos de abscisas equidistantes
4.1 Estudio de
∏n
i=0 |(x−xi)| en el caso de abscisas
equidistantes
En este cap´ıtulo estudiaremos el error de la interpolacio´n polino´mica cuando los
nodos son puntos equidistantes. Veremos co´mo el ca´lculo del polinomio de interpo-
lacio´n se simplifica cuando los nodos esta´n igualmente espaciados.
Proposicio´n 4.1 Dados {x0, x1, . . . , xn} (n + 1) puntos igualmente espaciados en
el intervalo [a,b] con x0 = a, xn = b, existe C > 0 tal que:
ma´x
x∈[a,b]
|
n∏
i=0
(x− xi)| ≤ C e
−n
√
n Ln(n)
(b− a)n+1, ∀n > 1. (4.1)
Donde
∏n
i=0(x − xi) es el te´rmino de la fo´rmula del error de interpolacio´n en el
punto x.
Demostracio´n: Dividiremos la demostracio´n en varias etapas:
Primera etapa:
Esta etapa va a consistir en reducir el problema al intervalo [0,n].
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Sea:
x = a+ s
(
b− a
n
)
, s ∈ [a, b].
xi = a+ i
(
b− a
n
)
, i = 0, 1, . . . , n.

Luego (x− xi) =
(
b− a
n
)
(s− i).
Por tanto,
n∏
i=0
(x− xi) =
∣∣∣∣(s− 0)(b− an
)
· (s− 1)
(
b− a
n
)
· . . . · (s− n)
(
b− a
n
)∣∣∣∣ =
=
(
b− a
n
)n+1
|s · (s− 1) · . . . · (s− n)|, con s ∈ [0, n].
Consideremos la funcio´n f(s) = |s(s − 1) · . . . · (s − n)| definida para s ∈ [0, n]
y que alcanza su ma´ximo en un punto sn. Vamos a estudiar la posicio´n de sn y el
valor del ma´ximo de f, dando paso a la siguiente etapa.
Segunda etapa:
Aqu´ı vemos la simetr´ıa de la funcio´n f(s) = |s(s− 1) · . . . · (s− n)|. Tomamos s′ =
s− n
2
y sustituyendo obtenemos:
∣∣∣(s′ + n
2
)
·
(
s′ +
n
2
− 1
)
· . . . ·
(
s′ +
n
2
− n+ 1
)
·
(
s′ +
n
2
− n
)∣∣∣
que simplificando quedar´ıa:
∣∣∣(s′ + n
2
)
·
(
s′ +
n
2
− 1
)
· . . . ·
(
s′ − n
2
+ 1
)
·
(
s′ − n
2
)∣∣∣ .
De aqu´ı concluimos que s′ tiene exponente par, ya que el producto entre el primer
te´rmino y el u´ltimo queda un te´rmino de segundo grado, de igual forma pasar´ıa con
el segundo te´rmino y el penu´ltimo, y as´ı sucesivamente, dando lugar al producto de
20
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polinomios de exponente par, lo que implica que la funcio´n es sime´trica respecto de
s =
n
2
.
Por tanto, el ma´ximo se da en la primera mitad del intervalo [0, n], es decir, en[
0,
n
2
]
.
Tercera etapa:
En esta etapa, veremos co´mo la funcio´n f puede describirse a partir de sus valores
en [0, 1], alcanzando su ma´ximo en algu´n valor sn que pertenece al intervalo
[
0,
1
2
]
.
Veamos ahora que f(s+`) es una funcio´n decreciente de ` con ` = 0, . . . ,
[n
2
]
−1.
f(s+ `) = |(s+ `)(s+ `− 1)(s+ `− 2) · . . . · (s+ `− n+ 1)(s+ `− n)|.
f(s+ `− 1) = |(s+ `− 1)(s+ `− 2) · . . . · (s+ `− n+ 1)(s+ `− n)(s+ `− n− 1)|.
Por tanto,
f(s+`) = f(s+`−1)· s+ `
n+ 1− s− `, definida para s ∈ [0, 1) y ` ∈ {1, 2, · · · ,
[n
2
]
− 1}.
La fo´rmula da, en forma recursiva, los valores de f a partir de los valores en [0, 1].
Luego,
f(s+ `)
f(s+ `− 1) =
s+ `
1 + n− s− ` < 1 y por tanto f(s+ `) < f(s+ `− 1).
Ahora la analizaremos en el intervalo [0, 1] y cogeremos la primera mitad para faci-
litar, es decir, cogeremos s ∈
(
0,
1
2
)
.
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f
(
1
2
+ s
)
=
∣∣∣∣(12 + s
)(
s− 1
2
)(
s− 3
2
)
· . . . ·
(
s+
1
2
− n+ 1
)
·
(
s+
1
2
− n
)∣∣∣∣ =
=
(
1
2
+ s
)
·
(
1
2
− s
)
·
(
3
2
− s
)
· . . . ·
(
n− s− 1
2
)
f
(
1
2
− s
)
=
∣∣∣∣(12 − s
)(
s− 1
2
)(
s− 3
2
)(
s− 5
2
)
· . . . ·
(
1
2
− s− n
)∣∣∣∣ =
=
(
1
2
− s
)
·
(
1
2
+ s
)
·
(
3
2
+ s
)
· . . . ·
(
n+ s− 1
2
)

=⇒
=⇒ f
(
1
2
+ s
)
< f
(
1
2
− s
)
para s ∈
(
0,
1
2
)
.
Por lo tanto, f alcanza su ma´ximo en un punto sn ∈
[
0,
1
2
]
.
Cuarta etapa:
Tomamos logaritmos para obtener la derivada ma´s fa´cilmente:
Ln(f(s)) = Ln(s) + Ln(1− s) + . . .+ Ln(n− s).
Por tanto, para s ∈
[
0,
1
2
]
f ′(s)
f(s)
=
1
s
−
(
1
1− s + . . .+
1
n− s
)
.
En el ma´ximo, f ′(sn) = 0 :
1
sn
−
(
1
1− sn + . . .+
1
n− sn
)
= 0.
De donde obtenemos
1
sn
=
1
1− sn + . . .+
1
n− sn =
n∑
k=1
1
k − sn . (4.2)
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Entonces,
1
sn
≥
n∑
k=1
1
k
que por (2.1) se comporta como Ln(n) cuando n→∞. Por tanto,
1
sn
≥
n∑
k=1
1
k
∼ Ln(n)→∞, si n→∞.
Luego debe ser,
l´ım
n→∞
sn = 0.
Ahora veamos que
1
sn
−
n∑
k=1
1
k
= sn
n∑
k=1
1
k(k − sn) . (4.3)
En efecto,
n∑
k=1
1
k(k − sn) =
n∑
k=1

1
sn
k − sn −
1
sn
k
 = 1
sn
n∑
k=1
(
1
k − sn −
1
k
)
=⇒
=⇒ sn
n∑
k=1
1
k(k − sn) =
n∑
k=1
1
k − sn −
n∑
k=1
1
k
=
1
sn
−
n∑
k=1
1
k
, por (4.3).
Por lo que obtenemos la igualdad (4.3). Como sn ∈
[
0,
1
2
]
entonces,
sn <
1
2
−→ k − sn > k − 1
2
−→ 1
k − sn <
1
k − 1
2
.
Y al ser una serie geome´trica de exponente dos, converge y esta´ acotada por una
constante que llamaremos C.
n∑
k=1
1
k(k − sn) ≤
n∑
k=1
1
k(k − 1
2
)
≤ C,
sigue que
0 <
1
sn
−
n∑
k=1
1
k
≤ C · sn.
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Por u´ltimo, dividimos en (4.3) por
∑n
k=1
1
k
, de modo que
0 <
1
sn∑n
k=1
1
k
− 1 ≤ C · sn∑n
k=1
1
k
.
Tomando l´ımites, el miembro de la derecha tiende a 0 y despejamos:
l´ım
n→∞
1
sn∑n
k=1
1
k
= 1
y aplicando (2.1) obtenemos que
l´ım
n→∞
1
sn
1
Ln(n)
= 1.
Por tanto, cuando n −→∞,
f(sn) = |sn(1− sn) · . . . · (n− sn)| ≤ n! · sn ≤ C · n!
Ln(n)
Puede justificarse que tambie´n existe otra cota inferior C1 > 0 tal que:
f(sn) ≥ n! · C1
Ln(n)
.
Sea
Ln
[
Ln(n)
n!
· f
(
1
Ln(n)
)]
=
n∑
k=1
Ln
(
1− 1
k · Ln(n)
)
=
=
n∑
k=1
Ln
(
− 1
k · Ln(n) + 0 ·
1
k2Ln2(n)
)
= − 1
Ln(n)
·
n∑
k=1
1
k
+ 0 · 1
Ln2(n)
∼ −1.
Es decir,
Ln
[
Ln(n)
n!
· f
(
1
Ln(n)
)]
∼ −1.
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Y despejando obtenemos
f
(
1
Ln(n)
)
∼ n!
Ln(n)
· 1
e
, cuando n −→∞.
Por otra parte,
sn ≤ 1
Ln(n)
y f(sn) ≥ f
(
1
Ln(n)
)
≥ C · n!
e · Ln(n) = C1 ·
n!
Ln(n)
Y deshaciendo los cambios,
|x− x0| · . . . · |x− xn| ≤ C
(
b− a
n
)n+1
n!
Ln(n)
, aplicando (2.2) obtenemos:
|x− x0| · . . . · |x− xn| ≤ C2
(
b− a
n
)n+1 √
2npi · e−n · nn√
n · Ln(n) =
= C2
(b− a)n+1 · √2pi · e−n ·nn+1


nn+1 · √n · Ln(n) = C2
(b− a)n+1 · e−n√
n · Ln(n) .

Teorema 4.2 (Cota global) La expresio´n del Teorema 3.3 viene acotado por:
C2 · L(C) ·Mc · n!
2piδn+2
· (b− a)
n+1 · e−n√
n · Ln(n) = K ·
(b− a)n
(e · δ)n ·
nn · √2npi · e−n√
n · Ln(n) =
= K · (b− a)
n
(e · δ)n ·
nn
Ln(n)
= K · (b− a)
n
(e · δ)n ·
n!√
n · Ln(n)
donde C es una curva cerrada que contiene a [a,b] en su interior y L(C) la longitud
de la curva C, MC = ma´xz∈C |f(z)| es el valor ma´ximo que puede tomar dicha curva
y δ es la mı´nima distancia de C a [a,b].
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4.2 Feno´meno de Runge
El feno´meno de Runge fue descubierto por Carl David Tolme´ Runge cuando explora-
ba el comportamiento de los errores al usar interpolacio´n polino´mica para aproximar
determinadas funciones por polinomios de alto grado utilizando nodos equidistantes.
En este caso se garantiza que el error ma´ximo se incrementa al aumentar el orden
polino´mico.
Este feno´meno consiste en tratar de interpolar esta funcio´n con un so´lo polinomio de
Lagrange. Cuando se intenta reducir el error de interpolacio´n se puede incrementar
el nu´mero de particiones del polinomio que se usan para construir el spline, en lugar
de incrementar su grado.
Nota 4.3 Si f(x) es una funcio´n continua cualquiera y Pn(x) es el polinomio que
interpola f en los nodos x0, x1, . . . , xn no es cierto, en general, que:
l´ım
n→∞
Pn(x) = f(x) en [a, b].
A continuacio´n, veremos un ejemplo para observar este feno´nemo con el fin de mos-
trar que el feno´meno de Runge manifiesta que los polinomios de grado alto no son,
en general, aptos para la interpolacio´n.
4.2.1 Ejemplo
Ejemplo 4.4 Consideramos la funcio´n f(x) =
1
(1 + 25x2)
. Sea Pn(x) un polinomio
que interpola a f(x), en n+ 1 nodos igualmente espaciados en el intervalo [−1, 1].
En primer lugar, construiremos una gra´fica donde compararemos el comportamiento
de f(x) y Pn(x) para n = 5, 10, 15 y 20.
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Figura 4.1: Comportamiento de f(x) y P (x) para n = 5.
Figura 4.2: Comportamiento de f(x) y P (x) para n = 10.
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Figura 4.3: Comportamiento de f(x) y P (x) para n = 15.
Figura 4.4: Comportamiento de f(x) y P (x) para n = 20.
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La funcio´n f(x) es una funcio´n indefinidamente derivable en el intervalo [−1, 1],
incluso en R. Adema´s es acotada, positiva y su ma´ximo valor es 1 que se alcanza
cuando x = 0.
Como podemos observar en las gra´ficas anteriores, se produce ma´s oscilaciones a
medida que incrementa el grado del polinomio interpolador, es decir, observamos
que la diferencia entre la funcio´n f(x) y el polinomio interpolador Pn(x) es cada vez
ma´s notoria conforme nos acercamos a los extremos [−1, 1]. Estas oscilaciones son
conocidas como el feno´meno de Runge.
Se puede probar que el error de interpolacio´n tiende a infinito cuando crece el grado
del polinomio:
l´ım
n→∞
(
ma´x
−1≤x≤1
|f(x)− Pn(x)|
)
=∞.
Esto nos muestra que una funcio´n continua no puede aproximarse, en general,
de manera arbitrariamente precisa mediante polinomios de interpolacio´n relativos a
soportes equidistantes.
Ma´s au´n, se puede comprobar que para cada eleccio´n de soportes (Sn) ⊂ [a, b], existe
f ∈ C0([a, b]) tal que
l´ım
n→∞
‖f − pSn‖∞ 6= 0.
Buscaremos la eleccio´n de los nodos para que la aproximacio´n sea o´ptima y pues
nos preguntamos si en este caso se tendra´ aproximacio´n uniforme.
4.2.2 Explicacio´n del Feno´meno de Runge
Sea la funcio´n f(x) =
1
(1 + 25x2)
en el intervalo [-1,1]. Definimos f˜ como
f˜ =
1
5x− i =
5x+ i
25x2 + 1
=
5x
1 + 25x2
+
1
1 + 25x2
· i
Deducimos que f(x) = Im
(
1
5x− i
)
y que su derivada k-e´sima es:
(
1
5x− i
)k)
= Im
(
1
5x− i
)k)
= (−1)k · 5k · k! · Im
(
1
5x− i
)k+1
.
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Aplicando (3.3) en la primera desigualdad y (4.1) en la segunda:
∣∣∣∣ 11 + 25x2Pn(x)
∣∣∣∣ ≤ |fn+1(ξ)|(n+ 1)! ·ma´x
∣∣∣∣∣
n∏
i=0
(x− xi)
∣∣∣∣∣ ≤ |fn+1(ξ)|(n+ 1)! C e−n√n Ln(n)(2)n+1 ≤
≤ n! · 5
n
(n+ 1)!
· 2
n+1
√
n Ln(n) en
≤ C 10
n
(n+ 1)
√
n Ln(n)en
−→∞.
Lo que permite que en los extremos la cota del error tienda a infinito, como
anteriormente pudimos observar en las gra´ficas.
Definicio´n 4.5 (Spline). Un spline es una curva diferenciable definida en porcio-
nes mediante polinomios.
En los problemas de interpolacio´n, se utiliza a menudo la interpolacio´n mediante
splines porque da lugar a resultados similares requiriendo solamente el uso de poli-
nomios de bajo grado, evitando as´ı las oscilaciones, indeseables en la mayor´ıa de las
aplicaciones, encontradas al interpolar mediante polinomios de grado elevado.
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En esta seccio´n veremos co´mo podemos solucionar el problema presentado por el
feno´meno de Runge.
Para minimizar las oscilaciones producidas en los extremos usaremos los polinomios
de Chebyshev en lugar de nodos de abscisa equidistante, como vimos en el cap´ıtulo
anterior. En este caso se garantiza que el error ma´ximo disminuye al crecer el orden
polino´mico.
Estos polinomios reciben este nombre en honor al matema´tico ruso Pafnuti Chebys-
hev. Se trata de una familia de polinomios ortogonales que esta´n relacionados con
la fo´rmula de De Moivre y son definidos de forma recursiva con facilidad.
Normalmente se hace una distincio´n entre polinomios de Chebyshev de primer tipo
que son denotados Tn y polinomios de Chebyshev de segundo tipo, denotados Un.
Los polinomios de Chebyshev son importantes en la teor´ıa de la aproximacio´n puesto
que las ra´ıces de los polinomios de Chebyshev de primer tipo Tn, tambie´n llamadas
nodos de Chebyshev, son usadas como nodos en interpolacio´n polino´mica.
5.1 Mejores estimaciones de errores reales: Poli-
nomios de Chebyshev
La estimacio´n del error
ma´x
a≤x≤b
|fn+1(x)| · |x− x0| · |x− x1| · · · |x− xn|
(n+ 1)!
(5.1)
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para el polinomio de interpolacio´n esta dividida en dos partes.
La primera parte, ma´xa≤x≤b |fn+1(x)| que depende de la funcio´n interpolada pero
no depende de la forma en la cual la interpolacio´n se realiza.
La segunda parte,
|x− x0| · |x− x1| · · · |x− xn|
(n+ 1)!
es independiente de la funcio´n
pero depende de los puntos .
La estimacio´n (5.1) se ha obtenido de sustituir |fn+1(ξ)| por ma´xa≤x≤b |fn+1(x)|.
En muchos casos, el error predicho por (5.1) sera´ mucho mejor que el error (3.4).
Consideremos la cantidad ma´xa≤x≤b |(x− x0) · (x− x1) · · · (x− xn)| que depende de
los puntos x0, x1, . . . , xn.
Esto nos lleva a plantear la siguiente pregunta: ¿Co´mo podemos seleccionar los
puntos x0, x1, . . . , xn en [a,b] de forma que el ma´ximo sea lo ma´s pequen˜o posible?.
La respuesta al problema viene dada por los ceros del polinomio de Chebyshev.
Si tomamos x = cos θ en la fo´rmula (2.4) con θ ∈ [0, pi], entonces sen θ =
√
1− x2 ≥ 0. Luego,
(cosnθ + i sinnθ) = (x+ i
√
1− x2)n.
Si desarrollamos esta expresio´n por el teorema del Binomio, cogemos la parte real
del resultado de la ecuacio´n y sustituimos el valor de x = cos θ, obtenemos:
cos(n(arc cosx)) = cos(nθ) =
(
n
0
)
xn(x2−1)0+
(
n
2
)
xn−2(x2−1)+
(
n
4
)
xn−4(x2−1)2+. . .
As´ı, cos(nθ) es un cierto polinomio de grado n en cos θ
Definicio´n 5.1 Se define el polinomio de Chebyshev de grado n como:
Tn(x) = cos(n arc cosx) = x
n +
(
n
2
)
xn−2(x2 − 1) + . . . , para n = 0, 1, . . . (5.2)
Los polinomios definidos por (5.2) son los que se denominan Polinomios de Chebys-
hev por antonomasia.
Es fa´cil calcular los primeros los polinomios de Chebyshev expl´ıcitamente y para
ellos usaremos (5.2). De esta forma obtenemos:
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T0(x) = cos(0) = 1
T1(x) = cos(arc cosx) = x
T2(x) = cos(2 arc cosx) =
(
2
2
)
x2−2(x2 − 1) + x2 = 2x2 − 1
T3(x) = 4x
3 − 3x
T4(x) = 8x
4 − 8x2 + 1
T5(x) = 16x
5 − 20x3 + 5x
T6(x) = 32x
6 − 48x4 + 18x2 − 1
A continuacio´n, incluiremos algunas gra´ficas que pertenecen a los anteriores po-
linomios:
Figura 5.1: Funcio´n T0(x)
Figura 5.2: Funcio´n T1(x)
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Figura 5.3: Funcio´n T2(x)
Figura 5.4: Funcio´n T3(x)
Teorema 5.2 Los polinomios de Chebyshev verifican la siguiente relacio´n de recu-
rrencia.
Tn+1(x) = 2xTn(x)− Tn−1(x) n = 1, 2, ... (5.3)
Demostracio´n: Usando identidades trigonome´tricas adecuadas, obtenemos:
cos(n+ 1)θ = cosnθ cos θ − sinnθ sin θ
cos(n− 1)θ = cosnθ cos θ + sinnθ sin θ
Suma´ndolas obtenemos:
cos(n+ 1)θ + cos(n− 1)θ = 2 cosnθ cos θ
y despejando,
cos(n+ 1)θ = 2 cosnθ cos θ − cos(n− 1)θ
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A continuacio´n, tomamos:  x = cos θcosnθ = Tn(x)
Finalmente, sustituimos y se obtiene lo deseado:
Tn+1(x) = cos((n+ 1) · arc cosx) = 2 · (n arc cosx) · cos(arc cosx)−
cos((n− 1) · arc cosx) = 2xTn(x)− Tn−1(x).

Corolario 5.3 Se verifica:
Tn(x) = 2
n−1xn + te´rminos de menor grado. (5.4)
Teorema 5.4 Tn(x) tiene ceros simples, es decir, puntos que anulan a la funcio´n
pero no a su derivada,en los n puntos.
xk = cos
(
2k − 1
2n
)
pi para k = 1, 2, . . . , n. (5.5)
En el intervalo cerrado x ∈ [−1, 1], Tn(x) tiene valores extremos en los n+1 puntos,
x′k = cos
(
2k
2n
)
pi para k = 0, 1, . . . , n
donde toma los valores alternativos (−1)k.
Demostracio´n: Por definicio´n de los polinomios de Chebyshev y aplicando (5.4)
obtenemos:
Tn(xk) = cos(n arc cosxk) = cos
(
n arc cos
(
cos
(
2k − 1
2n
)
pi
))
=
= cos
(
2k − 1
2
)
pi = 0, k = 1, 2, . . . , n.
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Estas son las n ra´ıces que puede tener el polinomio Tn(x) de grado n.
Sea su derivada,
T ′n(xk) =
n√
1− x2k
sin(n arc cosxk)
y aplicando (5.5) tenemos,
T ′n(xk) =
n√
1− x2k
sin
(
n arc cos
(
cos
(
2k − 1
2n
)
pi
))
=
=
n√
1− x2k
sin
(
2k − 1
2
)
pi 6= 0
y los ceros deben ser simples.
Adema´s,
T ′n(x
′
k) =
n√
1− cos2
(
kpi
n
) sin(kpi) = 0, para k = 1, 2, . . . , n− 1.
Tomamos ahora:
Tn(x
′
k) = cos
(
n arc cos
(
cos
2kpi
2n
))
= cos(kpi) = (−1)k.
Esto es va´lido para k = 0, 1, . . . , n. Pero para x ∈ [−1, 1],
Tn(x) = cos(n arc cosx)
y por lo tanto, |Tn(x)| ≤ 1. Esto nos muestra que los puntos x′k son puntos extremos
en −1 ≤ x ≤ 1.

Definicio´n 5.5 Denotamos:
T˜n(x) =
1
2n−1
Tn(x).
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Notaremos que T˜n(x) = x
n + te´rminos de menor grado.
Teorema 5.6 (Chebyshev). Dado Pn que designa la clase de todos los polinomios
de grado n con coeficiente principal 1. Entonces, para cualquier p ∈ Pn tenemos,
ma´x
−1≤x≤1
|T˜n(x)| ≤ ma´x−1≤x≤1 |p(x)|.
Demostracio´n: En −1 ≤ x ≤ 1, |T˜n| toma su valor ma´ximo, 1
2n−1
, n + 1 veces en
los puntos x′k = cos
(
kpi
n
)
, k = 0, 1, . . . , n.
Supongamos que hay un p ∈ Pn, con ma´x−1≤x≤1 |p(x)| < 1
2n−1
.
En forma de diferencia tenemos Q(x) = T˜n(x)− p(x). Claramente, Q(x) ∈ Pn−1
como ma´ximo. Sea ahora,
Q(x′k) = T˜n(x
′
k)− p(x′k) =
(−1)k
2n−1
− p(x′k), k = 0, 1, . . . , n.
Estas cantidades son alternativas tanto positivas como negativas ya que |p(x′k)| <
1
2n−1
.
Por lo tanto, hay n + 1 puntos donde Q(x) toma valores con signos alternados. De
modo que, Q(x) tiene n ceros.
Ya que Q ∈ Pn−1, debe anularse de forma ide´ntica. As´ı, p(x) ≡ T˜n(x) lo que indica
que:
1
2n−1
= ma´x
−1≤x≤1
|T˜n(x)| = ma´x−1≤x≤1 |p(x)| <
1
2n−1
llegando a contradiccio´n. Por tanto,
ma´x
−1≤x≤1
|T˜n(x)| ≤ ma´x−1≤x≤1 |p(x)|.

Para finalizar este cap´ıtulo nos preguntamos si cua´ndo n −→∞, los polinomios
que interpolan la funcio´n en los ceros de los polinomios de Chebyshev como nodos
verifica pn −→ f .
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Aproximacio´n de funciones
continuas
6.1 Existencia del polinomio de mejor aproxima-
cio´n
En este cap´ıtulo estudiaremos la existencia del polinomio de mejor aproximacio´n.
Sea un espacio vectorial E de funciones definidas en un subconjunto de R, previsto
de una norma ‖ ‖E y tal que Pn ⊂ E.
Teorema 6.1 Para toda funcio´n f ∈ E, existe al menos un polinomio pn ∈ Pn, tal
que:
‖f − pn‖E = ı´nf
q∈Pn
‖f − q‖E.
Demostracio´n: Sea f ∈ E y Pn([a, b]) ⊂ E el espacio vectorial de polinomios de
grado n que tiene dimensio´n finita.
El teorema de Bolzano Weierstrass nos dice que en un espacio vectorial normado de
dimensio´n finita, todo conjunto compacto tiene un punto de acumulacio´n.
Sea
{‖f − q‖ ≥ 0, q ∈ Pn}
un conjunto de nu´meros reales acotado inferiormente y que tiene un ı´nfimo, al que
denotaremos α. Existe {qn} ⊂ Pn de forma que ‖f − qn‖ → α.
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Probemos que {‖qn‖} esta´ acotada:
Dado ε, existe n0 tal que n ≥ n0 y ‖f − qn‖ ≤ α + ε.
Por otra parte,
‖qn‖ = ‖qn − f + f‖ ≤ ‖qn − f‖+ ‖f‖ ≤ α + ε+ ‖f‖
la cual es una cota independiente de n y va´lida para n ≥ n0.
Por tanto, ‖qn‖ ≤ ma´x(‖q1‖, ‖q2‖, . . . , ‖qn0‖, α + ε+ ‖f‖).
Entonces, existe una subsucesio´n de {qn} que converge a p∗ por Bolzano-Weierstrass,
a la que denotamos {q∗n}.
El conjunto {q∗n} esta´ contenido en {qn} entonces {‖f − q∗n‖} ⊂ {‖f − qn‖} que es
una sucesio´n de nu´meros reales.
Adema´s sabemos que ‖f − qn‖ −→ α y, por tanto, ‖f − q∗n‖ −→ α.
Entonces
l´ım
n−→∞
‖f − q∗n‖ = α
y por ser la norma continua
l´ım
n−→∞
‖f − q∗n‖ = ‖f − l´ım
n−→∞
q∗n‖ = ‖f − p∗‖ = α.
De aqu´ı deducimos que ‖f − p∗‖ = α.
De modo que existe un polinomio p∗ que logra el mı´nimo ‖f − q‖ si q ∈ Pn, es decir,
mı´nq∈Pn ‖f − q‖ = ‖f − p∗‖, donde α = mı´n ‖f − q‖ es el grado de aproximacio´n de
una funcio´n.

Definicio´n 6.2 (Polinomio de mejor aproximacio´n). Un polinomio pn ∈ Pn
que verifica el teorema anterior, se denomina polinomio de mejor aproximacio´n de
f en un espacio vectorial E.
Tengamos en cuenta que no siempre tenemos la unicidad del mejor polinomio de
aproximacio´n en un espacio vectorial normado E pero si E = C0([a, b], ‖ · ‖∞) o si
E es un espacio de Hilbert hay unicidad.
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Por el contrario, no hay unicidad en general L1(a, b) o L∞(a, b) como podemos ver
en los siguientes ejemplos:
Ejemplo 6.3 E = L1(−1, 1); f(x) = 1 si x > 0, f(x) = −1 si x ≤ 0.
Se puede comprobar fa´cilmente que ∀α ∈ [−1, 1], p0(x) ≡ α logra la mejor aproxi-
macio´n L1 de f para un polinomio de grado cero y ‖f − p0‖L1(−1,1) = 2.
Ejemplo 6.4 E = L∞(−1, 1); f(x) = 1 si x > 0, f(x) = −1 si x ≤ 0.
Se puede comprobar que ∀α ∈ [0, 2], p1(x) = αx logra la mejor aproximacio´n L∞ de
f para un polinomio de grado cero y ‖f − p1‖L∞(−1,1) = 1.
En el caso donde f ∈ C0[a, b] podemos probar la unicidad del polinomio de mejor
aproximacio´n en L1(a, b) y L∞(a, b).
Nota 6.5 Consideremos en adelante el caso en que E = C0([a, b], ‖ · ‖∞).
Definicio´n 6.6 (Grado de aproximacio´n): La cantidad
En(f) = ı´nf
q∈pn
‖f − q‖∞
se conoce como el grado de aproximacio´n de la funcio´n f para aquellos polinomios
de grado ≤ n, en el sentido esta´ndar de convergencia uniforme.
6.2 Constante de Lebesgue
La constante de Lebesgue da una idea de que´ tan bueno es el interpolador de una
funcio´n, dependiendo de un conjunto de nodos y de su taman˜o, en comparacio´n con
la mejor aproximacio´n polino´mica de la funcio´n.
La constante de Lebesgue para polinomios de grado como ma´ximo n y para el
conjunto de n + 1 nodos T generalmente se denota por Λn(T ). Estas constantes
llevan el nombre de Henri Lebesgue.
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Definicio´n 6.7 (Constante de Lebesgue): Se denomina Λn (respectivamente
la funcio´n λn) a la constante de Lebesgue(respectivamente) asociada a los puntos
x0, x1, . . . , xn en el intervalo [a, b], definida as´ı:
λn(x) =
n∑
i=0
|Li(x)|, Λn = ‖λn‖∞.
De acuerdo con la definicio´n anterior, las cantidades λn(x) y Λn aparecen as´ı como
constantes de estabilidad en la interpolacio´n de Lagrange, adema´s, sera´ interesante
que estas constantes sean lo ma´s pequen˜as posible. A continuacio´n daremos otra
interpretacio´n de la constante Λn .
Consideremos la aplicacio´n lineal Sn que asocia a cada f ∈ C0([a, b], ‖ · ‖∞) su poli-
nomio de interpolacio´n Lagrange con los puntos x0, x1, . . . , xn, por lo que Sn(f) = pn.
Nota 6.8 Notamos de inmediato que esta aplicacio´n es lineal puesto que: (Ver en
[1])
1) Sn(f + g) =
n∑
i=0
(f(xi) + g(xi)) · Li(x) =
n∑
i=0
(f(xi) · Li(x) + g(xi) · Li(x)) =
=
n∑
i=0
f(xi) · Li(x) +
n∑
i=0
g(xi) · Li(x) = Sn(f) + Sn(g).
2) Sn(λf) =
n∑
i=0
(λ · f(xi) · Li(x)) = λn
n∑
i=0
f(xi) · Li(x) = λn · Sn(f).
y que:
∀q ∈ Pn, Sn(q) = q.
Definicio´n 6.9 : Definimos la norma de la aplicacio´n lineal entre los espacios de
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Banach como:
‖Sn‖ = ma´x
f∈C0[a,b];f 6=0
‖Sn(f)‖∞
‖f‖∞
Probaremos que la constante Λn representa la norma del operador Sn relacionado
con la norma de la convergencia uniforme en C0[a, b]. Adema´s, se obtiene el teorema
fundamental de acotacio´n del error de interpolacio´n.
Proposicio´n 6.10 Se da la siguiente igualdad:
‖Sn‖ = Λn
Demostracio´n: Demostraremos esta igualdad por doble desigualdad:
Por un lado tenemos que:
(Sn(f))(x) =
n∑
i=0
f(xi)Li(x).
De modo que:
|(Sn(f))(x)| = |
n∑
i=0
f(xi)Li(x)| ≤
n∑
i=0
|f(xi)||Li(x)| (6.1)
y como ‖f‖∞ = ma´xx∈[a,b] |f(x)| , tenemos que:
|(Sn(f))(x)| ≤ ‖f‖∞
n∑
i=0
|Li(x)| ≤ ‖f‖∞ · Λn.
Por tanto, ‖Sn(f)‖ ≤ ‖f‖∞ · Λn entonces:
ma´x
f∈C0([a,b]);f 6=0
‖Sn(f)‖
‖f‖ ≤ Λn,
obteniendo as´ı ‖Sn|‖ ≤ Λn.
Por otro lado, faltar´ıa probar ‖Sn|‖ ≥ Λn. Se busca una funcio´n en la que ‖Sn|‖ =
Λn.
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Construiremos una funcio´n f˜ para la que se cumpla la siguiente igualdad:
‖Sn(f˜)‖
‖f˜‖ = Λn
Con lo que se deducira´:
ma´x
f∈C0([a,b]);f 6=0
‖Sn(f)‖
‖f‖ = ‖Sn‖ ≥ Λn.
Sabemos que Λn = ma´x
∑n
i=1 |Li(x)|, entonces ∃ x¯ tal que ma´x
∑n
i=1 |Li(x¯)| = Λn.
Definimos f˜(xi) = sign(Li(x¯)). Y se define f˜ de forma lineal para cualquier x ∈
[a, b]− {x0, x1, . . . , xn}.
Entonces,
Sn(f˜) =
n∑
i=0
f˜(xi) · Li(x) =
n∑
i=0
sign(Li(x¯)) · Li(x).
Aplicando la norma obtenemos que:
‖Sn(f˜)‖ = ma´x |
n∑
i=0
sign(Li(x¯)) · Li(x)| ≥
n∑
i=0
sign(Li(x¯)) · Li(x¯),
y como el producto de un nu´mero por su signo es su valor absoluto, llegamos a que:
n∑
i=0
sign(Li(x¯)) · Li(x¯) =
n∑
i=0
|Li(x¯)| = Λn.
Ya que ‖f˜‖ = 1, concluimos que ‖Sn(f˜)‖‖f˜‖ ≥
Λn
1
= Λn.
As´ı pues, concluimos la demostracio´n con la igualdad que quer´ıamos probar.

Teorema 6.11 Dada una funcio´n f ∈ C0[a, b] y su polinomio pn de interpolacio´n
de Lagrange en sus nodos x0, x1, . . . , xn. Se tiene:
‖f − pn‖∞ ≤ (1 + Λn) · En(f), (6.2)
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con
En(f) = infq∈Pn‖f − q‖∞.
Demostracio´n: Para todo q ∈ Pn:
Como Sn es lineal, obtenemos que Sn(f − q) = Sn(f)− Sn(q) = pn − q. Por tanto,
f − pn = (f − q)− (pn − q) = (f − q)− Sn(f − q).
Donde sabemos que Sn(f) =
∑n
i=0 f(xi) · Li(x).
Entonces tenemos que:
‖f − pn‖∞ ≤ ‖f − q‖∞ + ‖Sn(f − q)‖∞.
Como hemos visto anteriormente, ‖Sn‖ = Λn por lo que
‖Sn(f − q)‖∞ = ‖Sn‖ · ‖f − q‖∞ = Λn · ‖f − q‖∞.
As´ı pues,
‖f − pn‖∞ ≤ ‖f − q‖∞ + ‖Sn(f − q)‖∞ ≤ ‖f − q‖∞(1 + Λn).

Examinemos ahora los diferentes te´rminos en el aumento (6.2). La cantidad Λn
depende so´lo de la eleccio´n de los puntos x0, x1, . . . , xn en [a, b], mientras que la
cantidad En(f) depende u´nicamente de la funcio´n f .
Echemos un vistazo a lo que sucede para la constante Λn, y supongamos primero
n fijo.
Al igual que en el estudio de la estabilidad, tenemos intere´s en elegir puntos x0, x1, . . . , xn
para que Λn sea lo ma´s pequen˜o posible.
Notemos por Λ¯n al l´ımite inferior, para todas las opciones posibles de puntos
x0, x1, . . . , xn de las constantes de Lebesgue. Se ha demostrado que Λ¯n ∼ 2
pi
Log(n)
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(cuando n →∞).
Adema´s, se ha logrado caracterizar los puntos de interpolacio´n dados para la
constante Lebesgue Λ¯n.
Desafortunadamente, el ca´lculo de estos puntos es demasiado complicado como
para presentar un intere´s pra´ctico. Si uno elige para interpolar puntos los ceros del
polinomio de Chebyshev de grado (n+ 1), es decir,
xni =
a+ b
2
+
b− a
2
· cos(2i+ 1)pi
2n+ 2
, para i = 0, 1, . . . , n.
Se tiene que Λn > Λ¯n, si n 6= 1, pero se tiene todav´ıa que:
Λn ∼ 2
pi
Log(n), cuando n→∞,
por lo que los puntos de Chebyshev son casi o´ptimos. En muchas aplicaciones, es
necesario elegir puntos de interpolacio´n equidistantes, xni = a + i ·
b− a
n,
, donde
i = 0, 1, . . . , n.
Se sabe que en este caso que:
Λn ∼ 2
n+1
e · n · Log(n) , cuando n→∞
que es mucho peor que para los puntos anteriores de Chebyshev. No es sorprendente,
por lo tanto, ver fuertes inestabilidades cuando n se vuelve grande y de ah´ı el ejemplo
de Runge.
6.3 Mo´dulo de continuidad
Estudiemos ahora la cantidad En(f) y su comportamiento cuando n tienda hacia el
infinito. Veremos que este estara´ relacionado con la regularidad de la funcio´n f y
ma´s particularmente con su mo´dulo de continuidad denotado por ω(f ;h).
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Definicio´n 6.12 Se define mo´dulo de continuidad de una funcio´n f de la siguiente
manera:
ω(f ;h) = ma´x
t,t′∈[a,b]; |t−t′|≤h
|f(t)− f(t′)|.
A continuacio´n, veamos que se verifican las siguientes propiedades del mo´dulo de
continuidad.
Proposicio´n 6.13 Las propiedades el mo´dulo de continuidad son las siguientes:
1) La funcio´n h→ ω(f ;h) definida para R+ es positiva y creciente.
2) Es subaditiva: ω(f ;h1 + h2) ≤ ω(f ;h1) + ω(f ;h2).
3) Si n ∈ N, ω(f ;n · h) ≤ n · ω(f ;h)
4) Si λ ∈ R, ω(f ;λ · h) ≤ (1 + λ)ω(f ;h)
5) Si f ∈ C0([a, b]) entonces limh→0ω(f ;h) = 0 y la funcio´n h → ω(f ;h) es
continua para R+.
6) Si f ∈ C1[a, b], ω(f ;h) ≤ h‖f ′‖∞.
Demostracio´n:
1) Al aumentar h, aumenta el taman˜o del intervalo sobre el que se ten´ıa el ma´ximo
y por tanto el valor de este ma´ximo o, al menos, se queda igual.

2) Sea ω(f ;hi) = ma´xt,t′∈[a,b]; |t−t′|≤hi |f(t)− f(t′)| con i = 1, 2 de forma que
|f(t)− f(t′)| ≤ |f(t)− f
(
t · h2 + t′ · h1
h1 + h2
)
|+ |f
(
t · h2 + t′ · h1
h1 + h2
)
− f(t′)|
≤ ω(f ;h1) + ω(f ;h2).
Y tomando ma´ximo tenemos que ω(f ;h1 + h2) ≤ ω(f ;h1) + ω(f, h2).

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3) Sale directa de la anterior, aplicando induccio´n.
4) Sea λ un nu´mero real positivo. Todo nu´mero real esta´ comprendido entre
dos nu´meros naturales a los que denotaremos [λ] y [λ] + 1. Por ser creciente,
tenemos:
ω(f ;λ · h) ≤ ω(f ; ([λ] + 1)h) ≤ (1 + [λ]) · ω(f ;h) ≤
≤ ω(f ;h) + [λ] · ω(f ;h) ≤ ω(f ;h) + λ · ω(f ;h) = (1 + λ) · ω(f ;h)

6) Sea f ∈ C1([a, b]). Por el Teorema del Valor Medio tenemos: f(t) − f(t′) =
f ′(ξ)(t− t′), adema´s:
|f(t)− f(t)| − |f ′(ξ)||t− t′| ≤ ‖f ′‖∞|t− t′|.
Por otro lado, sabemos que
‖f ′‖∞ = ma´x
ξ∈[a,b]
|f ′(ξ)|
Entonces,
ω(f ;h) = ma´x
t,t′∈[a,b]; |t−t′|≤h
|f(t)−f(t′)| ≤ ma´x
t,t′∈[a,b]; |t−t′|≤h
‖f ′‖∞|t−t′| ≤ ‖f ′‖∞·h

A continuacio´n, enunciaremos el teorema de Jackson que demuestra que
l´ım
n−→∞
En(f) = 0
Teorema 6.14 Existe un real M , (independiente de n, a ,b) tal que para todo n ≥ 1
y todo f ∈ C0[a, b],
0 ≤ En(f) ≤M · ω
(
f ;
b− a
n
)
.
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Corolario 6.15 (Teorema de Weierstrass). Si [a, b] es un intervalo cerrado y
acotado de R, el conjunto de funciones polino´micas es denso en C0[a, b] para la to-
polog´ıa de la convergencia uniforme.
Demostracio´n: En efecto, por la propiedad 5 del mo´dulo de continuidad,
se tiene
limn→∞
(
f ;
b− a
n
)
= 0
y como resultado limn→∞En(f) = 0, para toda funcio´n f ∈ C0[a, b].

Nota 6.16 Si la funcio´n es de clase p, la estimacio´n del Teorema de Jackson puede
mejorarse.
Corolario 6.17 Suponemos que f ∈ Cp[a, b], p ≥ 0. Tenemos que para todo n > p :
En(f) ≤Mp+1 (b− a)
p
n(n− 1) . . . (n− p+ 1) · ω
(
f (p);
b− a
n− p
)
. (6.3)
Demostracio´n: Lo demostraremos por induccio´n.
De acuerdo con el teorema de Jackson, el corolario se cumple para p = 0. Suponga-
mos, ahora, que se cumple para cualquier funcio´n f ∈ Cp[a, b] para un entero p.
Hay que probar que se cumple para un f ∈ Cp+1[a, b] y en este caso, tenemos que
f ′ es de clase Cp, es decir, f ′ ∈ Cp[a, b] donde ∀n > p+ 1.
En−1(f) ≤Mp+1 (b− a)
(n− 1)(n− 2) . . . (n− p) · ω
(
f (p+1);
b− a
n− 1− p
)
.
Existe un polinomio q de mejor aproximacio´n de f ′, donde q ∈ Pn−1 tal que:
‖f ′ − q‖∞ = En−1(f ′).
Llamamos p(x) =
∫ x
a
q(t)dt y ϕ(x) = f(x)− p(x).
Para p ∈ Pn, se tiene En(f) = En(ϕ) y adema´s que ‖ϕ′‖∞ = ‖f ′ − q‖∞ = En−1(f ′)
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y aplicando el teorema de Jackson a la funcio´n ϕ y la propiedad (6) del mo´dulo de
continuidad se obtiene:
En(f) = En(ϕ) ≤Mω
(
ϕ;
b− a
n
)
≤Mb− a
n
· ‖ϕ′‖∞
Por lo tanto,
En(f) ≤Mp+2 (b− a)
p+1
n(n− 1) . . . (n− p) · ω
(
f (p+1);
b− a
n− p− 1
)
.

6.4 Casos particulares
Usando los resultados anteriores, las estimaciones que hemos dado para las cons-
tantes de Lebesgue y el teorema (6.2), obtenemos las siguientes cotas en el error de
interpolacio´n de Lagrange si f ∈ Cp[a, b].
a) En el caso de los nodos xi equidistantes tenemos:
‖f − pn‖∞ ≤ (1 + Λn) · En(f) ≤
(
1 + C · 2
n+1
e · nLog(n)
)
· En(f)
Y aplicando (6.3) obtenemos que
‖f − pn‖∞ ≤
(
1 + C · 2
n+1
e · nLog(n)
)
· En(f) ≤
≤
(
1 + C · 2
n+1
e · nLog(n)
)
·Mp+1 (b− a)
p
n(n− 1) . . . (n− p+ 1) · ω
(
f (p);
b− a
n− p
)
≤
≤ Cp (b− a)
p · 2n
np+1 Log(n)
·
(
f (p);
b− a
n− p
)
.
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b) En el caso de los puntos de interpolacio´n de Chebyshev tenemos:
‖f − pn‖∞ ≤
(
1 + C · 2Log(n)
pi
)
En(f) ≤ C · Log(n) · ω
(
f ;
b− a
n
)
≤
Cp(b− a)pLog(n)
np
ω
(
f (p);
b− a
n− p
)
.
Nota 6.18 Usando este resultado con p = 0, encontramos el resultado de Bernstein
que dice que la interpolacio´n de Lagrange en los puntos de Chebyshev converge a f
tan pronto como l´ımh→∞ ω(f ;h) · Log(h) = 0 si f ∈ Cp[a, b], es decir, para p = 0
tenemos:
‖f − pn‖ ≤ C · Log(n) · ω
(
f ;
b− a
n
)
Y aplicando la propiedad (6) del mo´dulo de continuidad:
‖f − pn‖∞ ≤ C · Log(n) · ‖f ′‖∞ · b− a
n
donde C · Log(n)
n
tiende a cero cuando n −→∞.
De aqu´ı deducimos que Chebyshev consigue que la funcio´n de clase C1 se aproxime
uniformemente.
6.5 Ejemplo considerando los ceros del polinomio
de Chebyshev
Ejemplo 6.19 Consideremos de nuevo la funcio´n f =
1
1 + 25x2
del ejemplo de
Runge que utilizamos en el cap´ıtulo 4 y calculamos su polinomio de interpolacio´n,
pero esta vez, en los nodos del polinomio de Chebyshev.
A continuacio´n, veremos co´mo a partir de las gra´ficas podemos deducir que a
medida que aumentamos el grado del polinomio, la funcio´n converge uniformemen-
te. Es decir, que el me´todo de Chebyshev resulta o´ptimo para la minimizacio´n de
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la distancia existente entre la funcio´n que se desea aproximar y el polinomio de
interpolacio´n.
Figura 6.1: Relacio´n entre la funcio´n f(x) y el polinomio Pn(x) de grado 5.
Figura 6.2: Relacio´n entre la funcio´n f(x) y el polinomio Pn(x) de grado 10.
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Figura 6.3: Relacio´n entre la funcio´n f(x) y el polinomio Pn(x) de grado 15.
Figura 6.4: Relacio´n entre la funcio´n f(x) y el polinomio Pn(x) de grado 20.
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Anexos
A continuacio´n, presentaremos los respectivos programas que se han usado en MATLAB
para observar el feno´meno de Runge y para los polinomios de Chebyshev respecti-
vamente.
7.1 Co´digo Matlab
7.1.1 Feno´meno de Runge
f = @(x)1./(1 + 25 ∗ x.2);
Para n=5
figure(1)
*Nu´mero de nodos es n+1:
n=5;
*Eleccio´n de n+ 1 puntos igualmente espaciados en [−1, 1]
nodos=linspace(-1,1,n+1);
*Valores de la funcio´n en los nodos:
valores=f(nodos);
*Polinomio de interpolacio´n:
p=polyfit(nodos,valores,n);
*500 puntos del intervalo [−1, 1] igualmente espaciados:
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t=linspace(-1,1,500);
*Dibujo de la funcio´n, los nodos y su polinomio interpolador:
subplot(1,2,1),plot(t,f(t),’r’,nodos,valores,’ko’,t,polyval(p,t),’b’,’LineWidth’,1.5)
*Ventana gra´fica, x en [−1.1, 1.1] y en [−0.2, 1.2]:
axis([-1.1,1.1,-0.2,1.2])
*Le ponemos t´ıtulo:
title(’ n = 5’,’fontsize’,15)
legend(′f(x)′,′Nodos′,′ Pn(x)′,′ Location′,′Best′)
7.1.2 Interpolaciones de Polinomios de Chebyshev
f = @(t)1./(1 + 25 ∗ t.2)
figure(1)
*Nu´mero de nodos es n+1:
n=5
s = 0; fork = 1 : n; s = s+ 1;x(n+ 1− s) = cos(((2 ∗ k − 1)/(2 ∗ n)) ∗ pi); end;x;
*Calculamos el valor de la funcio´n f en x.
pn = polyfit(x, f(x), n− 1)
*En el intervalo [−1, 1]:
r = linspace(−1, 1)
*Dibujo de la funcio´n y su polinomio interpolador:
plot(r,f(r),’b’,r,polyval(pn,r),’r’)
*Le ponemos t´ıtulo:
legend(′f(x)′,′ Pn(x)′,′ Location′,′Best′)
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