In this paper the integer valued ω-index theory parameterized by all ω on the unit circle for paths in the symplectic group Sp(2n) is established. Based on this index theory, the Bott formula of the Maslov-type index theory for iterated paths in Sp(2n) is estalished, the mean index for periodic solutions of Hamiltonian systems is defined, and the increasing estimate of the iterated Maslov-type index in terms of the mean index is proved.
Introduction and main results.
For n ∈ N, the set of natural numbers, as usual we define the symplectic group Sp(2n) ≡ Sp(2n,
where J = 0 −I n I n 0 , I n is the identity matrix on R n , and L(R 2n ) is the space of 2n×2n real matrices. When there is no confusion, we shall omit the subindex of the identity matrices. The metric on Sp(2n) is inherited through L(R 2n ) from that of R 4n 2 . For τ > 0, suppose H ∈ C 2 (S τ × R 2n , R), where S τ ≡ R/(τ Z). Let x be a τ -periodic solution of the nonlinear Hamiltonian system (1.1)ẋ(t) = JH (t, x(t)), x∈R 2n .
Then the fundamental solution of the linearized Hamiltonian system (1.2)ẏ = JB(t)y, y ∈ R 2n , with B(t) = H (t, x(t)), is a path γ x ∈ C 1 ([0, +∞), Sp(2n)) with γ x (0) = I. In order to study the property of periodic solutions of (1.1), C. Conley and E. Zehnder defined their index theory for nondegenerate paths in Sp(2n) starting from the identity matrix in their celebrated work [CZ] for the case of n ≥ 2. This index theory was extended by E. Zehnder and the author in [LZ] to nondegenerate paths in Sp(2), by the author in [Lo1] and C. Viterbo in [Vi2] independently via different methods to degenerate paths which are fundamental solutions of linear Hamiltonian systems (1.2) for any B ∈ C(S τ , L s (R 2n )), where L s (R 2n ) is the set of all real symmetric 2n × 2n matrices, and recently by the author in [Lo8] to any degenerate paths in Sp(2n) using ideas of [Lo1] and [Lo5] together with an axiom characterization of this index theory. In this paper we call it the Maslovtype index theory. Denote by P τ (2n) = {γ ∈ C ([0, τ] , Sp(2n)) | γ(0) = I}.
This index theory assigns a pair of integers (i τ (γ), ν τ (γ)) ∈ Z × {0, . . . , 2n} to each γ ∈ P τ (2n). For any γ ∈ P τ (2n), define the iteration pathγ ∈ C([0, +∞), Sp(2n)) of γ bỹ
for jτ ≤ t ≤ (j + 1)τ and j ∈ {0} ∪ N.
Let γ k =γ| [0,kτ ] . Then we can associate to γ throughγ a sequence of Maslov-type indices {(i kτ (γ), ν kτ (γ))} k∈N . When γ : [0, +∞) → Sp(2n) is the fundamental soluton of (1.2) with B ∈ C(S τ , L s (R 2n )), there holds (γ| [0,τ ] ) ∼ = γ. Thus for B(t) = H (t, x(t)) this index sequence with γ = γ x reflects important properties of the τ -periodic solution x of (1.1).
In order to gain more information on the iterated Maslov-type indices, in Section 2 of this paper, the Maslov-type index theory is generalized to the ω-index theory for all ω ∈ U, where U is the unit circle in the complex plane C. This ω-index theory assigns a pair of integers (i τ,ω (γ), ν τ,ω (γ)) ∈ Z × {0, . . . , 2n} to each γ ∈ P τ (2n). When ω = 1, the ω-index theory coincides with the above mentioned Maslov-type index theory. The following are our main results on the ω-index theory in this paper. We denote by Ω 0 (M ) the path connected component of Ω(M ) which contains M , and call it the homotopy component of M in Sp(2n). For ω ∈ U, define
We denote by Ω 0 ω (M ) the path connected component of Ω ω (M ) which contains M , and call it the ω-homotopy component of M in Sp(2n).
For any M ∈ Sp(2n), define [M ] = {N ∈ Sp(2n) | N = P −1 MP for some P ∈ Sp(2n)}. Then [M ] ⊂ Ω 0 (M ) ⊂ Ω 0 ω (M ) for all ω ∈ U. Theorem 1.2. For any τ > 0, γ ∈ P τ (2n), and ω ∈ U, the ω-index pair (i τ,ω (γ), ν τ,ω (γ)) of γ is completely determined by the homotopy class of γ in P τ (2n) in the sense of Definition 2.2 below. More specially, i τ,ω (γ) is completely determined by the ω-homotopy component Ω 0 ω (γ(τ )) of γ(τ ) in Sp(2n) up to an additive constant, and ν τ,ω (γ) is completely determined by Ω 0 ω (γ(τ )).
The idea of our ω-index theory is closely related to those of [CZ] , [LZ] , [Lo1, Lo2, Lo5, Lo8] , and [DL] , but is very different from those of [Bo] , [Ed] , [CD] , [Ek] , and [Vi1] . Our method is rather elementary and intuitive. The establishment of the ω-index theory and the proof of Theorem 1.2 are based on the understanding of the topological structures of the singular hypersurface Sp(2n) 0 ω , which contains all symplectic matrices possessing the eigenvalue ω, and its complement Sp(2n) * ω in Sp(2n) obtained in the papers [CZ] , [LZ] , [Lo1] - [Lo6] , and [LD] . Fix ω ∈ U. For any γ ∈ P τ (2n) we define ν τ,ω (γ) to be dim C ker C (γ(τ ) − ωI). Since Sp(2n) is homeomorphic to a product of U and a simply connected space, any path γ ∈ P τ (2n) can be viewed as rotating around the unit circle part in Sp(2n). Because Sp(2n) * ω possesses precisely two path connected components and Sp(2n) * ω is simply connected in Sp(2n), we can give a way to count this rotation suitably for every non-degenerate path γ, i.e. ω ∈ σ(γ(τ )), which defines the ω-index i τ,ω (γ) ∈ Z. For any degenerate path γ ∈ P τ (2n), i.e. ω ∈ σ(γ(τ )), using the topology of Sp(2n) near Sp(2n) 0 ω , we construct topologically two families of non-degenerate paths γ −s and γ s near γ for s ∈ (0, 1] satisfying i τ,ω (γ s ) − i τ,ω (γ −s ) = ν τ,ω (γ). We also prove analytically in Section 4 that γ −s and γ s takes the minimum and maximum values of i τ,ω among all nondegenerate path in P τ (2n) near γ. Then we define this minimum to be i τ,ω (γ). In Theorem 2.11 below, we give an axiom characterization of the ω-index theory as an integer valued map defined on ∪ n≥1 P τ (2n) via the homotopy invariance, symplectic additivity, and the values of it on P τ (2).
In Section 4 we introduce the concept of splitting numbers: Theorem 1.3. For any M ∈ Sp(2n) and ω ∈ U, choose τ > 0 and γ ∈ P τ (2n) with γ(τ ) = M, and define
Then these two integers are independent of the choice of the path γ. They are called the splitting numbers of M at ω. We also prove that the splitting numbers coincide with the ultimate type of ω ∈ U for M , a new concept introduced in the following Definition 4.8. Specially we prove that splitting numbers of M at ω are constants on Ω 0 (M ), and give a complete characterization of splitting numbers.
Based on the ω-index theory and the idea of R. Bott in [Bo] , in Section 5 we are able to establish the following Bott-type formulae of the Maslov-type index theory for iterations of any path in P τ (2n). Theorem 1.4. For any τ > 0, γ ∈ P τ (2n), and k ∈ N, there hold
As a direct consequence of Theorem 1.4, the mean index per τ for any path γ ∈ P τ (2n) can be defined and an estimate on i kτ is obtained. Theorem 1.5. For any τ > 0 and γ ∈ P τ (2n) there hold
Specially,î τ (γ) is always a finite real number, which is called the mean index per τ of γ.
Theorem 1.6. For any τ > 0 and γ ∈ P τ (2n), there holds
Then through the fundamental solution γ x of (1.2) with B(t) = H (t, x(t)) the mean index per period τ of a τ -periodic solution x of the nonlinear system (1.1) can be defined byî τ (x) =î τ (γ x ). When τ is the minimal period of x, we denote byî(x) =î τ (x). This yields a new invariant to each periodic solution of the system (1.1).
Since Bott's celebrated work [Bo] in 1956, iteration properties of various Morse and Maslov type index theories have been studied by [Ed] , [CD] , [Kl] , [Ek] , [Vi1] , [DL] , [Lo5] , and others. But upto the author's knowledge, the Bott-type formula were established only by H. Edwards for the Sturm form with finite Morse indices (cf. [Ed] ), by I. Ekeland (cf. [Ek] ) for convex Hamiltonian systems, and by C. Viterbo (cf. [Vi1] ) for star-shaped Hamiltonian systems under certain nondegeneracy conditions. In Section 6, we prove that our ω-index theory generalizes the Bott functions Λ(ω) and N (ω) defined in [Bo] and Ekeland's index functions defined in [Ek] . Therefore from Theorem 1.4, we recover their formulae for iterations. Our results also generalizes those in [Vi1] . Results obtained in the current paper have been applied to the study of the existence, multiplicity, and stability of periodic solutions of nonconvex Hamiltonian systems in our other papers.
In Section 7, for reders convenience, we briefly introduce results obtained in [LD] on the basic normal forms of symplectic matrices, in [Lo6] on the topological structures of the hypersurface Sp(2n) 0 ω and its complement in Sp(2n), and study properties of homotopy components of symplectic matrices, which are fundamental for our discussion in this paper.
The ω-index theory.
In this section, we define the ω-index theory as a generalization of the Maslov-type index theory, and study its basic properties. In the following we fix n ∈ N and use notations introduced in Section 7.
For any τ > 0, we define the metric of P τ (2n) to be the one induced from the usual metric of C ([0, τ] , Sp(2n)). For ω ∈ U, we define two subsets of P τ (2n) by
We define the following subfamilies of paths in P τ (2n) which are fundamental solutions of Hamiltonian systems (1.2) with continuous symmetric and τ -periodic coefficients.
Let the metric ofP τ (2n) be the one induced from the usual metric of
Note that for any γ ∈ P τ (2n), we can choose a C 1 -path β ∈ P τ (2n) possessing the same end points as γ and as C 0 -close to γ as we want. Now composing β with a suitable function
Definition 2.1. For any τ > 0 and γ ∈ P τ (2n), we define
Definition 2.2 (cf. [Lo1] ). For τ > 0 and ω ∈ U, given two paths γ 0 and
and we write γ 0 ∼ γ 1 .
As well known, every M ∈ Sp(2n) has its unique polar decomposition M = AU , where A = (MM T ) 1/2 is symmetric, positive definite, and symplectic, U is orthogonal and symplectic. Therefore U has the form
So for every path γ ∈ P τ (2n) we can associate to γ a path u : [0, τ] → U(n) in the unitary group U (n). If ∆(t) is any continuous real function satisfying det u(t) = exp( √ −1∆(t)), the difference ∆(τ ) − ∆(0) depends only on γ but not on the choice of the function ∆(t). Therefore we may define the rotation number of γ on [0, τ] by
Note that ∆ τ : P τ (2n) → R is continuous.
This is a well known result as mentioned in [YS] . It can also be proved by using the function ρ n : Sp(2n) → U of [SZ] and the topological structure of the symplectic groups.
For any γ ∈ P * τ,ω (2n), by Theorem 7.1 we can connect γ(τ ) to M − n or M + n by a path β within Sp(2n) * ω and get a product path β * γ defined by
Then k is an integer, and by Theorem 7.1, it is independent of the choice of the path β. In this case we write γ ∈ P * τ,ω (2n, k). These P * τ,ω (2n, k)'s give a homotopy classification of P * τ,ω (2n). Definition 2.4. We define
if and only if β ∼ ω γ. Next we study the degenerate paths. Fix ω ∈ U and γ ∈ P 0 τ,ω (2n). Using Theorem 7.5, there exists P ∈ Sp(2n) such that (7.8) 
) be the open ball in Sp(2n) centered at γ(τ ) with radius . Choose > 0 to be sufficiently small so that B (γ(τ )) is contractible and possesses no intersection with Sp(2n) 0 ω \Σ 1 (ω, γ(τ )). Let θ 0 ∈ (0, π 8n ) and the integers {m 1 , . . . , m p+2q } be the numbers defined in (7.9). For s i ∈ [−1, 1] with 1 ≤ i ≤ p + 2q, we define
where the constant a k = 1 or 2.
For
, 1] and converges to γ in C 0 as s → 0, and (2.7)
Theorem 2.5. For γ ∈ P 0 τ,ω (2n), the rotational perturbation paths of γ defined above by (2.6) satisfy
Proof. Without loss of generality, we assume τ = 1. Note that this theorem has been proved in [Lo8] for ω = 1, and the case of ω = −1 follows directly from the case of ω = 1 by the fact
with D ±1 defined in Section 7. Here we only prove the theorem for ω ∈ U\R. Fix ω ∈ U\R, > 0, and γ ∈ P 0 1,ω (2n). Define γ s for s ∈ [−1, 1] by (2.6). In the following we fix an s ∈ (0, 1].
where
Assume the following equalities hold, (2.10)
Summing (2.10) up from k = 1 to k = p + 2q, by Remark 7.4 and Theorem 7.5 we obtain (2.8). Therefore the proof of Theorem 2.5 is reduced to that of (2.10). Write α k for α s,k for notational simplicity. 1] with fixed end points. Therefore we obtain α k ∼ η * α k−1 with fixed end points. Then (2.10) becomes
When a k = 2, (2.11) follows from the corresponding proof for Lemma 3 of [Lo1] or Theorem 3.2 of [Lo8] with the aid of Lemma 7.10. When a k = 1, (2.11) follows from the corresponding proof of Theorem 3.2 in [Lo8] with the aid of Theorem 7.2. Then the proof is complete.
where the paths γ −s and γ s are defined by (2.6) for s ∈ (0, 1], B 0 (γ) is the open ball centered at γ with radius in P 1 (2n).
The proof of the Theorem 2.6 is postponed to Section 3. Then Theorem 2.6 yields:
Corollary 2.7. For γ ∈ P 0 τ,ω (2n) and s ∈ (0, 1], the perturbation paths of γ defined by (2.6) satisfy (2.13)
Proof. Without loss of generality, suppose τ = 1. Fix an ω ∈ U, a path γ ∈ P 0 1,ω (2n), and an s
Then the path γ −s is homotopic to the joint path ζ s * γ. Thus these two paths possess the same rotation numbers.
Then we obtain
Definition 2.10. For every path γ ∈ P τ (2n), Definitions 2.1, 2.4, and 2.8 assign a pair of integers to γ:
This pair of integers is called the ω-index of γ. We call i τ,ω (γ) the ω-rotation index of γ and ν τ (γ) the ω-nullity of γ.
Using -product defined in Section 7, for any paths γ j ∈ P τ (2n j ) with j = 0 and 1, define γ 0 γ 1 (t) = γ 0 (t) γ 1 (t) for all t ∈ [0, τ]. For any τ > 0, n ∈ N, and k ∈ Z using notations in Section 7 we define a sequence of zigzag standard paths α n,k,τ in P τ (2n) as follows.
The following theorem gives a characterization of our ω-index theory. 
Proof. When ω = 1, this theorem is proved in [Lo8] . From the fact D −1 (M ) = D 1 (−M ) for all M ∈ Sp(2n), the case of ω = −1 follows from that of ω = 1. In the following we fix an ω ∈ U\R with ω = exp(θ √ −1) and only prove the theorem for this case. Without loss of generality we suppose τ = 1. By our above discussions, similar to the proof in [Lo8] , the index function i 1,ω : ∪ n∈N P 1 (2n) → Z defined by Definition 2.10 satisfies these five axioms.
Suppose we have another index function µ : ∪ n∈N P 1 (2n) → Z satifying these five conditions. It suffices to prove µ = i 1,ω on P 1 (2n). Let M = γ(1) in Corollary 7.11, we obtain a path f ∈ Ω 0 ω (γ(1)) with f (0) = γ(1) and f (1) is given by (7.14). Choose γ j ∈ P 1 (2) with
Thus by 3 • , the value of µ on P 1 (2n) is completely determined by the value of µ on P * 1,ω (2). By 1 o these values are completely determined by µ on the standard paths α 1,k,1 's. By 3 o , 4 o and 5 o we obtain µ(α 1,k,1 ) = k for all k ∈ Z. Thus µ(γ) = i 1,ω (γ) holds for every γ ∈ P 1 (2n). This completes the proof.
Remark 2.12. It is easy to construct examples to show that the five axioms in Theorem 2.11 are independent from each other. Theorem 1.2 is a direct consequences of Theorem 2.11. Note that when ω = 1 the ω-inedx theory defined above coincides with the Maslov-type index theory defined in [CZ] , [LZ] , [Lo1] , [Lo8] , and [Vi2] . Thus when ω = 1, we simply write
Theorem 2.13. (Inverse homotopy invariant.) For any two paths γ 0 and
The proof of this theorem is similar to that of Theorem 6.4 in [Lo8] and thus is omitted.
Remark 2.14. For any end point free curve
By our above study of the index i τ,ω it is easy to see that i ω (f ) only depends on f itself. Similar to Theorem 2.11, an axiom characterization of this index can be given.
Morse indices and ω-indices.
In this secion we study the relationship between the ω-indices of the linear Hamiltonian system (1.2) and the Morse indices of the corresponding functionals defined on the truncated loop space, and prove Theorem 2.6.
where there holds
Then A is continuous and symmetric, i.e. it satisfies
each eigenvalue λ ± k of A has multiplicity 2n and the corresponding eigenspace is E
We consider the linear Hamiltonian system (1.2) for y ∈ E ω τ . Then τ -periodic solutions of (1.2) are one to one correspondent to critical points of the functional
Then f τ,ω : E ω τ → R is smooth in the topology of L τ . Using the saddle point reduction method (cf. [Ch] ) we obtain a subspace
with a sufficiently large m 0 ∈ N (cf. Section 4.2.1 of [Ch] ), an injection map
Note that the origin of Z ω τ as a critical point of a τ,ω corresponds to the origin of E ω τ as a critical point of f τ,ω . Denote by m * τ,ω for * = +, 0, and −, the positive, null, and negative Morse indices of the functional a τ,ω at the origin respectively. Denote by 2d τ,ω = dim C Z ω τ .
Theorem 3.1. Let γ ∈P τ (2n) be the fundamental solution of (1.2) with B(t) given above. For any ω ∈ U, there hold
Proof. For the case of ω = 1, this theorem was proved in [CZ] , [LZ] , [Lo1] , and [Lo8] . The case of ω = −1 can be proved similarly and is left to the readers. Thus we fix an ω ∈ U\R and prove the theorem for this case only. Without loss of generality, we suppose τ = 1.
Step
where O m is the m × m zero matrix. Then β k ∼ ωαn,k,1 for all k ∈ Z. Therefore there exists a k ∈ Z such that β k ∼ ω γ. By an analogue of Lemma 4.2 of [Lo8] for Z ω 1 and Definition 2.4, it suffices to prove (3.6)-(3.8) for γ = β k with any k ∈ Z.
Fix k ∈ Z. Define B(t) ≡ B k of (3.9) in (1.2). Since B k is a symmetric constant matrix, the corresponding functional a τ,ω satisfies (cf. Theorem 3.2.1 of [Lo4] )
Thus a τ,ω (0) = A − B k . Denote its Morse indices by m * k for * = +, 0, and −. We obtain (3.7) by the definition of β k .
In order to verify (3.6) and (3.8), we consider properties of (
Then there holds
Thus A − B k possesses the following four eigenvalues:
where Λ 1 and Λ 3 are double eigenvalues, Λ 2 and Λ 4 are (2n − 2)-fold eigenvalues. Since β k is nondegenerate, there hold
Now we distinguish the study in three cases. Suppose k > 0. By (3.12) there hold
Summing up total numbers of positive and negative eigenvalues respectively for all m ∈ [−m 0 , m 0 ] defined in (3.4) we obtain
By similar computations, when k < 0, we get (3.13), and when k = 0, we obtain m
This completes the proof of Step 1.
Step 2. The case of γ ∈P 0 τ,ω (2n). Similar to the proof in [Lo8] for ω = 1 we obtain (3.14)
Define the perturbation paths γ s for
Denote the functionals and maps on E ω 1 and the truncated space
as s → 0. Therefore by choosing 2d 1,ω = dim C Z ω 1 to be large enough, the space Z ω 1 can be defined uniformly for all s ∈ [−1, 1]. Denote by m * s for * = +, 0, and −. The origin z = 0 is a nondegenerate isolated critical point of a s when s = 0. By Step 1, Theorem 3.1 holds for B s when s = 0, i.e.
We also have a s converges to a in C 2 as s → 0. When |s| > 0 is sufficiently small, the matrix a s (0) 
By Theorem 2.5, the above (3.15) can be rewritten into
Note that dim Z ω 1 = 2d 1,ω . We then obtain (3.18)
Thus equalities must hold in (3.18) and they yield
Now (3.14) and (3.19) finish
Step 2. The proof of Theorem 3.1 is complete. Now we can give:
Proof of Theorem 2.6. Without loss of generality we suppose τ = 1. We prove Theorem 2.6 in two steps.
Step 1. Firstly we suppose γ ∈P 1 (2n). Fix s ∈ (0, 1]. We claim that there exists = (γ) > 0 depending on γ such that (2.12) holds for any path α ∈P * 1,ω (2n) ∩ B 1 (γ), where B 1 (γ) is the open ball centered at γ with radius inP 1 (2n).
We prove the left inequality of (2.12) indirectly by assuming that there exist α k ∈P * 1,ω (2n) for k ∈ N such that α k converges to γ in C 1 as k → ∞, and there holds 
. Together with Theorem 3.1, we get the following contradiction
This proves the left inequality in (2.12). The right inequality in (2.12) follows by a similar proof.
Step 2. Fix γ ∈ P 0 1,ω (2n), chooseγ ∈P 1 (2n) such thatγ(1) = γ(1) and γ ∼ γ. Specially this implies ∆ 1 (γ) = ∆ 1 (γ). Thus by the construction in the proof of Theorem 2.5, we obtainγ s (1) = γ s (1) andγ s ∼ γ s for all s ∈ [−1, 1] providedγ being sufficiently C 0 close to γ. By the homotopy invariant of the ω-index for non-degenerate paths, we obtain
For the constant = (γ) > 0 given by the step 1, let B 0 /2 (γ) be the open ball centered at γ with radius /2 in P 1 (2n) under the C([0, 1], Sp(2n)) topology. By further requiring this > 0 to be much smaller, we can assume
Then we obtain |∆ 1 (α) − ∆ 1 (α)| ≤ 1. This then implies ∆ 1 (α) = ∆ 1 (α). By Lemma 2.3, this impliesα ∼ α. Then by the homotopy invariant for the non-degenerate paths, we obtain i 1,ω (α) = i 1,ω (α). Thus by (2.12) proved in Step 1 forγ, we obtain (2.12) for γ, γ −s , γ s , and α. The proof is complete.
Corollary 3.2. Fix ω ∈ U and γ ∈ P 0 τ,ω (2n). For any paths α and β ∈ P * τ,ω (2n) which are sufficiently C 0 -close to γ, there hold
Splitting numbers.
Fix n ∈ N, τ > 0 and a path γ ∈ P τ (2n). In this section, we study the properties of the ω-indices of γ,
as functions of ω ∈ U. By definition we obtain
Lemma 4.1. i τ is locally constant on U\σ(γ(τ )), and thus is constant on each connected component of U\σ(γ(τ )). There holds
Proof. Note that U ∩ σ(γ(τ )) contains at most 2n points. For any ω 0 ∈ U\σ(γ(τ )), let N (ω 0 ) be an open connected neighborhood of ω 0 in U\σ(γ(τ )). By definition we obtain ν τ (ω) = 0 for all ω ∈ N (ω 0 ). Thus (4.3) holds and γ ∈ P * τ,ω (2n) for all ω ∈ N (ω 0 ). By Theorem 7.1, there is a path β :
By the compactness of the image of β and the openness of Sp(2n) * ω 0 in Sp(2n), we can further require N (ω 0 ) to be so small that β is completely located within Sp(2n) * ω for all ω ∈ N (ω 0 ). Then by definition, this implies i τ (ω) = i τ (ω 0 ) for all ω ∈ N (ω 0 ), and proves the lemma. Proof. We prove the theorem in two steps.
Step 1. Claim 1. S ± M (ω) is independent of the path γ in its definition. In fact, for γ in (1.3) using (2.5) and a sufficiently small a > 0, we define
Then we obtain 
Thus S + M (ω) is independent of the choice of γ. By Theorem 7.1, this number is also independent of the choices of the above a > 0 and paths β and β 0 , and then is completely determined by M and ω.
Step 2. Claim 2. S 
The proof is complete.
Note that Theorem 1.3 is contained in Lemma 4.5. Lemma 4.6. For M ∈ Sp(2n) and ω ∈ U, there hold
For any M i ∈ Sp(2n i ) with i = 0 and 1, there holds
Proof. This is a direct consequence of Definition (1.3), Theorem 2.11, and Lemma 4.5.
In order to give a complete explanation of the splitting number, we introduce the concept of ultimate type of any ω ∈ U as an eigenvalue of M ∈ Sp(2n) as follows. We use the notation of basic normal forms introduced in Section 7. Definition 4.7. A basic normal form matrix M given by Definition 7.7 is trivial, if for sufficiently small a > 0, MR((t−1)a) n possesses no eigenvalue on U for t ∈ [0, 1), and is nontrivial otherwise.
Note that by direct computations , N 1 (1, −1), N 1 (−1, 1), N 2 (ω, B) and 
We define the ultimate type of ω for M by (p, q). Proposition 4.9. The ultimate type of ω ∈ U for M is uniquely determined by ω and M , therefore is well defined. It is constant on
Proof. It suffices to notice that the -product (7.12) is uniquely determined by M module the arranging order of {M 1 , . . . , M k , M 0 } and the choice of the symplectic matrix M 0 satisfying ω ∈ σ(M 0 ), and (7.12) holds for any N ∈ Ω 0 (M ). But these two factors make no change on the ultimate type defined above.
Lemma 4.10. For ω ∈ U and M ∈ Sp(2n), denote the Krein type and the ultimate type of ω for M by (P, Q) and (p, q). Then there holds
Proof. Note that (4.7) holds for all basic normal forms of eigenvalues in U. By the Krein Theorem (Theorem III.1.3 of [YS] ), whenever the eigenvalue ω leaves U by a perturbation on M , both the Krein positive and negative type numbers of ω must decrease by the same integer. Therefore by the proof of Theorem 7.8, (4.7) must hold. Proof. By Lemmas 4.5, 4.6 and Theorem 7.8, it suffices to prove (4.8) for M being the one of basic normal forms N 1 (±1, B) with B = 1, 0, −1, N 1 (ω, B) and N 2 (ω, B) ∈ M 1 ω (2n) for ω ∈ U\R defined in Section 7. We continue the proof according to different basic normal forms. N 1 (1, B) with B = ±1 or 0.
Define f B (t) = N 1 (1, tB) for t ∈ [0, 1]. The matrix M = N 1 (1, B) is nontrivial when B = 1 or 0 and possesses both the Krein type and the ultimate type (1, 1) of the eigenvalue 1. The matrix M = N (1, −1) is trivial, and possesses the Krein type (1, 1) and the ultimate type (0, 0) of the eigenvalue 1. Then using the R 3 cylindrical coordinate representation introduced in [Lo2] , it is easy to see that for any > 0 sufficiently small there hold The proof of the case of ω = −1 is similar by using the R 3 -cylindrical coordinate representation of [Lo2] and is left to the readers.
Fix ω = e θ √ −1 ∈ U\R. By Lemma 4.6 it suffices to prove (4.8) for θ ∈ (0, 2π) and M = R(θ). Fix a γ ∈ P τ (2) in (1.3).
When θ ∈ (0, π), note that σ(R(θ)) consists of two simple eigenvalues ω and ω. By direct computation, R(θ) possess (p, q) = (0, 1) as the Krein type and ultimate type of ω.
On the other hand, let λ(± ) = exp(± √ −1)ω with > 0 sufficiently small. When θ ∈ (0, π), the matrix γ −1 (1) can be connected to D(2) within Sp(2) + ω , where γ −1 is the perturbation path of γ defined by (2.6). Note also that the matrix R(θ) can be connected to D(2) within Sp(2) + λ( ) , and the matrix R(θ) can be connected to D(−2) within Sp(2)
Therefore we obtain (4.8).
When θ ∈ (π, 2π), similarly the matrix γ −1 (1) can be connected to D(−2) within Sp (2) Next we continue our study for M = N 2 (ω, B) ∈ M 1 ω (4) with ω = e θ √ −1 ∈ U\R in two cases. By Lemma 4.6, it suffices to consider the case of ω ∈ σ (N 2 (ω, B) ) with θ ∈ (0, π) ∪ (π, 2π). In the following we always suppose θ ∈ (0, π). The case of θ ∈ (π, 2π) can be studied similarly and is left to the readers. Since N 2 (ω, B) is nontrivial, by direct computation we obtain that ω as an eigenvalue of M possesses both the Krein type and the ultimate type (1, 1) . Define (4.10)
for some small α ∈ (0, θ/2]. Note that there holds
Then denoting s = sin θ, c = cos θ, s 1 = sin((t − 1)α) and c 1 = cos((t − 1)α) for j = 1 and 2 there, we obtain that for sufficiently small α > 0 and t ∈ [0, 1),
where s 1 = sin((t − 1)α) < 0. Here the condition s(b 2 − b 3 ) < 0 is crucial. Thus by Lemma 7.9, for 0 ≤ t < 1 the matrix ξ(t) possesses two pairs of simple eigenvalues {λ 1 (t), λ 1 (t), λ 2 (t), λ 2 (t)} such that for j = 1 and 2, λ j ∈ C([0, 1], U), λ j (1) = ω, λ j (t) = ω and |λ j (t)−ω| is sufficiently small provided α > 0 is small enough for t ∈ [0, 1). Denote by λ j (t) = exp(β j (t) √ −1) with β j ∈ C([0, 1], R) for j = 1 and 2, and β 1 (1) = β 2 (1) = θ . Note that ξ(t) is the fundamental solution of the system (1.2) with B(t) = −Jξ(t)ξ(t) −1 being negative definite in the sense of [Ek] . So When 0 ≤ t < 1, λ 1 (t) and λ 2 (t) must have different Krein type. Without loss of generality, for 0 ≤ t < 1 we assume that λ 1 (t) is Krein positive and λ 2 (t) is Krein negative. By the proof of Propositions I.3.2 of [Ek] , we obtain (4.14)
and β 1 (t) and β 2 (t) are strictly decreasing and increasing respectively when t increases to 1. By (4.12), we have ξ(0) ∈ Sp(4) − ω . Thus there is a path η : 
Recall that we have supposed θ ∈ (0, π). So we can fix > 0 sufficiently small so that for χ(± ) = e ± √ −1 ω there hold
Choose r ∈ (0, 1) close to 1 enough so that
By (4.14) and the discussion there, λ 1 (r) and λ 2 (r) are Krein positive and negative respectively. By (4.20) and (4.21), both β 1 (r) and β 2 (r) are in (0, π). Thus by Theorem 7.6 there exists P ∈ Sp(4) such that P ξ(r)
Then the conjugate path ζ connects ξ(r) to R(2π − β 1 (r)) R(β 2 (r)). Define
By (4.14), there holds β 1 (r) > θ > β 2 (r). Thus by Theorem 2.11 and a direct computation for paths in Sp(2), we obtain i 1,ω (f ) = 1 + 0 = 1, (4.24)
By (4.15) and the definitions ofξ and ζ we obtain
In Figure 4 .1, this computation is intuitively explained via the R 3 -cylindrical representation of Sp (2) (4) by (4.10) for some small α ∈ (0, θ/2]. By the notations of Case 4, we obtain that for sufficiently small α > 0 and t ∈ [0, 1) as in (4.12) and (4.13) there hold:
Similar to our study in Case 1, by (4.30) we obtain that M + 2 can be connected to ξ(0) by a path η :
Define ψ = α 2,0,1 of Section 2. Then ψ connects I 4 to M + 2 and satisfies i 1,λ (ψ) = 0 for all λ ∈ U. Together with (4.32) there holds
Similar to the proof of (4.18), using Lemma 7.10, we get that for γ = ξ * η * ψ there holds
Fix > 0 so small that (4.19) holds for χ(± ) = e ± √ −1 ω ∈ U\R. By (4.33) and (4.34), χ(± ) ∈ σ(γ(t)) for 0 ≤ t ≤ 1. Since γ passes through M The proof is complete.
Now we obtain the following results immediately.
Corollary 4.13. For any ω ∈ U and M ∈ Sp(2n), there holds
Corollary 4.14. The integer valued splitting number pair (S Sp(2n) are uniquely determined by the following axioms:
) coincides with the ultimate type of ω for M when M is any basic normal form given by Definition 7.7.
Remark 4.15. Our Theorem 4.11 and Corollary 4.14 give a complete understanding of the splitting numbers for all M ∈ Sp(2n). Consequently, the ultimate type is also characterized by Corollary 4.14. Note that Example II on page 181 of [Bo] coincides with our Theorem 4.11. Since [Bo] uses the same J as we do, the Theorem IV of [Bo] should be corrected by exchanging the positive and the negative Krein numbers.
Bott-type formulae and the mean index.
Based on the results of the previous sections, following the idea of [Bo] , we now prove Theorems 1.4, 1.5 and 1.6 for the Maslov-type index theory.
Proof of Theorem 1.4. Fix τ > 0 and B
be the fundamental solution of (1.2). Fix k ∈ N. The bilinear form φ kτ on E 1 kτ corresponding to f kτ,1 in Section 3 is given by
Two subspaces F 1 and F 2 of E 1 kτ are φ kτ -orthogonal and is denoted by F 1 ⊥ F 2 , if there holds φ kτ (x, y) = 0 for all x ∈ F 1 and y ∈ F 2 . We denote by F 1 ⊕ F 2 the φ kτ -orthogonal product of F 1 and F 2 . For ω ∈ U define
In the following for notational simplicity we identify
Thus (5.1) holds, and then (5.2) follows.
We consider the functional f kτ,1 defined by (3.3). For any α i ∈ C and
This yields
Now we carry out the saddle point reduction for f kτ,1 on E 1 kτ , and obtain the functional a kτ,1 = f kτ,1 • u kτ,1 defined on Z 1 kτ . Simultaneously this induces saddle point reductions for f τ,
. Denote the Morse indices of a τ,1 (τ, ω i ) at the origin bym * τ (ω i ) for * = +, 0, and −. Then these Morse indices coincide with the Morse indices m * τ (ω i ) of the functional a τ,ω i on Z ω τ at the origin defined next to (3.5). Therefore from (5.2) and (5.3) we obtain
Note that there holds
Combining (5.4), (5.5), and Theorem 3.1, we have proved the special case of the Bott formula Theorem 1.4 for γ ∈P τ (2n). Now fix γ ∈ P τ (2n). Choose β ∈P τ (2n) such that β(τ ) = γ(τ) and β ∼ γ. We obtain i τ,ω (β) = i τ,ω (γ) for all ω ∈ U. From β ∼ γ with fixed end points, this homotopy can be extended to [0, 1] × [0, kτ]. By Theorem 2.11, we then obtain β k ∼ γ k . Thus i kτ (β k ) = i kτ (γ k ) holds. Then the Bott-type formula for β implies that for γ. This completes the proof of Theorem 1.4.
Remark 5.1. Theorem 1.4 can also be proved based on Theorem 2.11 of the ω-index theory by reducing the path γ ∈ Sp(2n) to paths in Sp(2), and then by direct verifications without using the above analytic method of R. Bott.
Fix τ > 0 and γ ∈ P τ in the rest of this section. Let i kτ (ω) = i kτ,ω (γ) and ν kτ (ω) = ν kτ,ω (γ) for ω ∈ U and k ∈ N.
Proof of Theorem 1.5. By Theorem 1.4, there hold
By Lemma 4.1, the function i τ (ω) is locally constant and ν τ (ω) is locally zero on U except at finitely many points. Therefore the right hand sides of (5.6) are Riemannian sums, and converge to the corresponding integrals as k → ∞.
As a direct consequence of Theorem 1.5, we obtain (5.7)î kτ = kî τ , ∀k ∈ N.
Next we give:
Proof of Theorem 1.6. Based on the results of splitting numbers in Section 4, the proof is completely parallel to that of Theorem 1.4 of [Rd] , and therefore is omitted.
Remark 5.2. Recently based on our above results, the following increasing estimate for any γ ∈ P τ (2n) is proved by C. Liu and the author in [LL] ,
This estimate is optimal on both sides of (5.8) as shown in [LL] .
Relations with other index functions.
In this section we study the relationship between our ω-index theory and the index functions of R. Bott defined in [Bo] and I. Ekeland defined in [Ek] . Firstly we consider the real periodic Sturm system:
where P , Q, and R ∈ C 1 (S τ , L(R n )), P (t) and R(t) are symmetric, and P (t) is positive definite for all t. R. Bott defined his index function Λ(ω) and N (ω) in Section 1 of [Bo] for such systems and ω ∈ U. Define
.
Then our ω-index theory is defined for the linear Hamiltonian system (1.2) with this B(t), which we denote by (i τ (ω), ν τ (ω)) for ω ∈ U.
Theorem 6.1. Under the above assumptions, there hold
Proof. Note that the second equality holds by definition of the two sides.
To prove the first equality, denote by BS ± M (ω) the splitting numbers defined on the page 180 of [Bo] . Then by a direct verification we obtain
) satisfies the four axioms in Corollary 4.14 for all M ∈ ∪ n≥1 Sp(2n). Therefore it coincides with our splitting numbers (S
By [Vi2] or [LA] we obtain that the right hand side of (6.4) is zero. Thus the first equality in (6.3) holds.
For τ > 0 denote by E τ (2n) the set of γ ∈P τ (2n) which are fundamental solutions of the systems (1.2) with negative definite B(t) for all t ∈ [0, τ] . In his celebrated work [Ek] , I. Ekeland systematically studied such Hamiltonian systems and defined his index theory via dual action principle. For any γ ∈ E τ (2n), denote the Ekeland index by (j τ,ω (γ), n τ,ω (γ)) for all ω ∈ U via Definition I.5.3 of [Ek] . Note that i E τ (γ) = j τ,1 (γ) and ν E τ (γ) = n τ,1 (γ) is the Ekeland index defined by Definition I.4.3 of [Ek] . The following result give the relation between our index theory and Ekeland's.
Theorem 6.2. For any
We need: Lemma 6.3. For τ > 0 and γ ∈ E τ (2n), denote by (p, p) the ultimate type of 1 ∈ σ(γ(τ )), by m 0 the total multiplicity of 1 ∈ σ(γ(τ )) and by 2r − 0 the number of Floquet multipliers which arrive on the unit circle at 1 along γ as defined in the Definition I.3.6 of [Ek] . Then there holds
Proof. Set τ = 1. Firstly note that the definition of r N 1 (1, B) with B = ±1 or 0. Then (6.8) of these three cases follows by direct computation. Note that the perturbation path D(1 + t ) in the cases 1 and 2 of the proof of Theorem 7.8 should be replaced by D(1 + t )R(tθ) with a small −θ > 0 and a much smaller > 0.
Proof of Theorem 6.2. Without loss of generality, we suppose τ = 1. Note that (6.5) follows from the Flouqet theory.
Next we consider the proof of (6.6) when ν 1 (γ) = 0. Similar to our discussions in Section 2, by a sufficiently small rotational perturbation, γ is homotopic to a nearby -product path β of paths β j in E 1 (2) ∪ E 1 (4) for 1 ≤ j ≤ k with some k ∈ [1, n] and each β j (1) possessing only simple eigenvalues. If β j ∈ E 1 (4), by extending it within E 1 (4) to reach a matrix possessing a double eigenvalue pair on R\{0, ±1}, then by a small perturbation, similar to our discussions in Sections 2 and 4 we can use a -product of two paths in E 1 (2) to replace this β j . Thus without loss of generality, we can assume all β j ∈ E 1 (2). Note that Ekeland index for nondegenerate paths is constant under small perturbations and is symplectic additive. Therefore the proof of (6.6) for γ is reduced to that for each β j . Here we leave the details of the above discussion to the readers. By direct computation we obtain
. Then together with (6.6) for γ 1 and Theorem 2.5, we obtain (6.6) for γ.
To prove (6.7), by Theorem 4.11, we obtain lim where (p, p) is the ultimate type of 1 ∈ σ(γ(1)). By Proposition I.3.5 of [Ek] , there holds lim →0 + j 1,exp(
Thus together with Proposition I.5.11 of [Ek] , we obtain lim
Using (I.5.54) of [Ek] and our (4.2) we then obtain
Then (6.7) holds for all ω ∈ U\(σ(γ(1)) ∪ {1}) by Proposition I.5.9 of [Ek] and Theorem 4.11. Suppose ω ∈ σ(γ(1)) ∩ (U\{1}). Choose the perturbation paths γ s with s ∈ [−1, 1] of γ defined by (2.6) sufficiently close to γ so that γ s ∈ E 1 (2n) and there holds
Similar to the proof of (6.6), using (6.7) for paths in P * 1,ω (2n) and Theorem 2.5 we obtain
Then we obtain j 1,ω (γ) = j 1,ω (γ 1 ). Then together with (6.7) for γ 1 and Theorem 2.5 we obtain
This proves (6.7) for ω ∈ σ(γ(1)) ∩ (U\{1}).
Corollary 6.4. For τ > 0 and γ ∈ E τ (2n), denote by (p 0 , q 0 ) and (p, q) the Krein type and the ultimate type of ω ∈ σ(γ(τ )) ∩ (U\{1}) respectively, and by 2r − 0 the number of Floquet multipliers which arrive on the unit circle at ω along γ as defined in Definition I.3.6 of [Ek] . Then there hold
Proof. This corollary follows from Proposition I.5.11 of [Ek] and Theorem 6.2 .
As Lemma 6.3, (6.10) can also be proved directly. Now from Theorems 1.4 and 6.1, we recover the Bott formula for the Morse index theory of closed geodesics. From Theorems 1.4 and 6.2 we recover the Bott-type formula Corollary I.5.4 of [Ek] for the Ekeland index theory of convex Hamiltonian systems. By Theorems 1.5 and 6.2 the corresponding mean indices satisfyî τ (x) = −î E τ (x). Remark 6.5. Our choice of the standard symplectic matrix J on R 2n in Section 1 coincides with those in [Bo] , [Ra] , [CZ] , [LZ] , [Lo1] - [Lo9] , [DL] and [LD] . Note that there is a sign difference of this matrix between our choice and [YS] and [Ek] . Because of this reason, there is a sign difference between our Corollary 4.12 and Proposition I.5.9 of [Ek] . If we take the same J as defined in Section 1 to be the standard symplectic matrix, then (6.6) should be replaced by i τ (γ) = i E τ (γ)+n for all γ ∈ E τ (2n), which was proved by Theorem II.C.1 of [Br] when ν τ (γ) = 0 and by Lemma 1.3 of [Lo7] when ν τ (γ) > 0. In [Br] , the Conley-Zehnder index theory i T defined in [CZ] is extended with J being replaced by −J to the degenerate linear Hamiltonian systems by Definition II.D.1 of [Br] , and two extensions i ± T = m ± 1/2,T of i T are obtained. In Theorem III.C.1 of [Br] , the indices i ± T are extended to functions j ± : U → Z, and the corresponding Bott-type formulae (III.C.5.1) and (III.C.5.2) of [Br] for i ± T in terms of j ± are claimed without any proofs.
These two formulae are incorrect, since they make no distinction between trivial and nontrivial normal forms. To see this for (III.C.5.1) of [Br] , let T = 1 and H(t) = diag(π/2, π/2) for all t ∈ [0, 1] in the notations of [Br] . Then there holds i + 4 = 3 = 1 = ω 4 =1 j + (ω). For (III.C.5.2) of [Br] , one can consider H(t) = (h i,j ) with h 2,2 = 1 or −1, and all other h i,j = 0 with 1 ≤ i, j ≤ 2.
Normal forms and homotopy components.
In this section we briefly recall results obtained in [Lo6] on topological structures of ω-subsets, in [LD] on normal forms for eigenvalues in U, and study the homotopy components for symplectic matrices.
Given any two symplectic matrices of square block form:
we define an operation -product of M 1 and M 2 to be the
Note that the -multiplication is associative, and the -product of any two symplectic matrices is symplectic. For θ ∈ R and a ∈ R\{0} denote by D(a) = diag(a, 1/a),
For any ω ∈ U and M ∈ Sp(2n) define
An intuitive picture of these sets can be found in [Lo2] and Figure 4 .1 by the R 3 -cylindrical representation of Sp(2) introduced in [Lo2] . and the distance between σ ± and σ is not greater than twice of the distance between N and NR 1 (α).
Next we consider normal forms of symplectic matrices for eigenvalues on U studied in [LD] . The matrix N 2k (ω, B) is of the following form with 2k × 2k real matrices A 2k (ω), B, and C 2k (ω): When k = 1, N 1 (ω, 0) = R(θ) and N 1 (ω, 0) = R(2π − θ) ∈ M 1 ω (2). When k = 2m + 1 ≥ 2, the following matrix N k (ω, B) ∈ M 1 ω (2k) with 2m × 2m matrices A 2m (θ), B, C 2m (θ), defined in (7.5), and 2m × 1 matrices D, E, F , G: for all sufficiently small |α| > 0. Note also that t(N n (ω, B)) = 2 if and only if ω = ±1 and n ≥ 2, or ω ∈ U\R and n ≥ 3.
Theorem 7.5 (cf. [LD] ). For any M ∈ Sp(2n) and ω = e θ √ −1 ∈ U, there exist P ∈ Sp(2n) and two nonnegative integers p and q satisfying 1 ≤ p + q ≤ n, first type normal forms H i ∈ Sp(2h i ) and second type normal forms K j ∈ Sp(2k j ) belonging to the eigenvalue ω for 1 ≤ i ≤ p and 1 ≤ j ≤ q defined above, and M 0 ∈ Sp(2n − 2m) * ω with m =
In this case setting k 0 = h 0 = 0, we define Next using normal forms, we study the homotopy components. For any M ∈ Sp(2n), to find much simpler elements in Ω 0 (M ) or Ω 0 ω (M) than (7.10). Case 1. M = N n (1, B) ∈ M 1 1 (2n) with n ≥ 2. For > 0 small enough, we define
Applying Theorem 7.6 to f (1), we obtain P ∈ Sp(2n) such that P f ( Applying Theorem 7.6 to g (1), we obtain a path h in Ω 1 (g(1)) which connects g(1) to N 2 (1, c) M 0 with σ(M 0 ) ∩ U = ∅. Define 4 × 4 matrix paths φ(t) = N 2 (1, (1 − t)c) and ψ(t) = (ψ i,j (t)) with ψ 1,1 (t) = ψ 3,3 (t) = 1, ψ 2,2 (t) = ψ 4,4 (t) −1 = 1 + t, ψ 1,2 (t) = 1 − t 2 , ψ 4,3 (t) = t − 1, and all other Case 3. M = N n (ω, B) ∈ M 1 ω (2n) is a normal form of the eigenvalue ω ∈ U\R.
For > 0 small enough, we define
where k = 2 if M is given by (7.5) or (7.7), and k = 1 if M is given by (7.6). Then f (t) ∈ Ω 0 (M ) for all t ∈ [0, 1]. Thus together with Theorem
