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Winda b s t r a c t
In order to accurately assess air pollution risks, health studies require spatially resolved
pollution concentrations. Land-use regression (LUR) models estimate ambient concentra-
tions at a ﬁne spatial scale. However, spatial effects such as spatial non-stationarity and
spatial autocorrelation can reduce the accuracy of LUR estimates by increasing regression
errors and uncertainty; and statistical methods for resolving these effects – e.g., spatially
autoregressive (SAR) and geographically weighted regression (GWR) models – may be
difﬁcult to apply simultaneously.
We used an alternate approach to address spatial non-stationarity and spatial autocorre-
lation in LUR models for nitrogen dioxide. Traditional models were re-speciﬁed to include a
variable capturing wind speed and direction, and re-ﬁt as GWR models. Mean R2 values for
the resulting GWR-wind models (summer: 0.86, winter: 0.73) showed a 10–20%
improvement over traditional LUR models. GWR-wind models effectively addressed both
spatial effects and produced meaningful predictive models. These results suggest a useful
method for improving spatially explicit models.
 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Long term exposure to air pollution has been linked
with a variety of adverse health effects including
respiratory, cardiovascular, developmental, reproductive,
gastrointestinal, and neurological health outcomes
(Brunekreef and Holgate, 2002; Pope et al., 2002; Miller
et al., 2007; Ryan et al., 2007; Kaplan et al., 2010, 2013).
Approximately 21,000 Canadians die annually from expo-
sures to air pollution, and health costs associated with air
pollution have been estimated to exceed $8 billionannually (Canadian Medical Association, 2008). In order
to properly characterize health risks associated with air
pollution, epidemiological studies require accurate infor-
mation about ambient pollution concentrations at ﬁne
spatial resolution. However, collection of individual level
exposure data is infeasible in large, population-based
studies. Surveillance monitoring networks lack the cover-
age to provide ﬁne scale spatial estimates, and methods
used to interpolate pollutant concentrations based on
distance to the monitoring site introduce a high degree of
error compared with more advanced modeling techniques
(Marshall et al., 2008; Gulliver et al., 2011; Lee et al., 2014).
Physical air quality models and satellite remote sensing
provide more extensive spatial coverage, but typically
lack detailed area resolution, and therefore the ﬁne
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gradients (Alexeeff et al., 2014).
Land use regression (LUR) models (Hoek et al., 2008)
provide ﬁne scale spatial estimates of air pollution, which
can be used to assign household-level exposure in commu-
nity health studies, by combining land use information
(e.g., trafﬁc indicators, industrial facilities, population
density, and zoning) with air monitoring data collected
through saturation monitoring of the urban airshed
(Jerrett et al., 2005; Hoek et al., 2008). LUR models are
described by standard regression equations. Over the past
decade, land use regression (LUR) modeling has emerged
as a preferred method for assessing exposure to spatially
heterogeneous pollutants, including NO2 (Health Effects
Institute, 2010). Despite their advantages, LUR models rely
on spatial data; therefore, they are subject to the spatial
effects associated with the properties of these data.
Hence, standard estimation methods, e. g., OLS, are prone
to errors, which, unaddressed, can propagate uncertainty
in risk assessment and epidemiological models.
Spatial data areknown toexhibit spatial non-stationarity
and spatial autocorrelation (Anselin, 1988). Spatial
non-stationarity can be deﬁned as inconstant spatial
variability, which can imply inconstant relationships
among variables over space. This property leads to spatial
instability of regression coefﬁcients, and can be associated
with heteroskedastic regression residuals (Fotheringham
et al., 1998). Spatial autocorrelation can be deﬁned as
self-similarity of observations over short distances (Getis,
2007). Heteroskedastic or autocorrelated residuals can
increase the uncertainty of the regression estimates and
impact most of the standard inferential procedures (e.g.,
t tests, F tests) (Anselin, 2002). Further, LURmodels estimate
air pollution values at unsampled locations using regression
coefﬁcients estimated at sampled locations; therefore, LUR
coefﬁcients are implicitly assumed to be constant over
space, an assumption that can be violated by spatial
non-stationarity.
Spatial non-stationarity is usually addressed by geo-
graphically weighted regression (GWR), (Fotheringham
et al., 1998). GWR applies a spatial weighting function to
the spatial coordinates (latitude and longitude) of each
data point to subdivide the study area is into numerous
local neighbourhoods. Each local neighbourhood is
deemed small enough to ensure local stationarity, and a
local regression is estimated over each of them. Typically,
the local neighbourhoods are as many as the sample points
(Fotheringham et al., 1998). As a result, the GWR method
calculates multiple local regressions, each one mathemati-
cally equivalent to the standard model, on the same
predictors, but on a smaller sample.
Spatial autocorrelation is commonly addressed by
spatially autoregressive (SAR) modeling (Anselin, 1988).
The SAR model addresses the residual spatial autocorrela-
tion by introducing in the model an autoregressive term,
multiplied by a spatial weights matrix. The spatial weights
matrix selects the spatial units deemed spatially autocor-
related (Getis and Aldstadt, 2004). Therefore, the SAR
model contains the k predictors of the standard model,
plus the spatially autoregressive term, i.e., in total, k + 1
regressors.Spatial non-stationarity and spatial autocorrelation
are related properties, often occurring simultaneously
(Anselin, 1988). However, no single spatial analytical
technique has been shown conclusively to address both
properties, and the integration of SAR and GWR methods
remains problematic (Grifﬁth, 2008; Fotheringham,
2009). As a result, a SAR model may not address spatial
non-stationarity, which would inﬂate error variance;
likewise, a GWR model may not address spatial autocorre-
lation, which would also inﬂate the error variance.
Furthermore, only a few LUR studies to date have
employed spatial analytical methods such as GWR or
SAR. For example, Bertazzon et al. (2011) developed a
geographically weighted LUR; Kanaroglou et al. (2013)
developed a spatially autoregressive LUR; and Lee and
Mitchell (2014) addressed spatial and temporal autocorre-
lation within hierarchical Bayesian models.
In this study, we applied a novel approach to address
spatial effects in LUR modeling. Brieﬂy, we identiﬁed a
meteorological variable (wind speed and direction) that
addressed the spatial autocorrelation in the traditional
LUR model residuals. The meteorological variable was
included as an additional predictor in the standard
regression model. For the sake of simplicity, we refer to
the latter model as wind-LUR. The wind-LUR model is
mathematically identical to the standard linear model; it
contains the same predictors plus the meteorological
variable, resulting in a total of k + 1 regressors, that is, as
many as the SAR model.
The meteorological variable is a plausible predictor of
air pollution, and can potentially capture processes associ-
ated with the LUR residual spatial autocorrelation, even
though further research is required on the relationship
between air pollution and wind (Arain et al., 2007; Hoek
et al., 2008). In addition, the meteorological variable can
increase the explanatory power of the traditional model
using an explicit predictor (i.e., the wind), in contrast to
the spatially autoregressive term employed by the SAR
model. The addition of the wind predictor does not
increase the model complexity, as the wind-LUR contains
as many regressors as the SAR model. Finally, the
wind-LUR model presents an important advantage: owing
to its mathematical simplicity, it can be directly imple-
mented in a geographically weighted speciﬁcation, or
GWR-wind-LUR. Integrating the meteorological variable
into a geographically weighted speciﬁcation can simulta-
neously address spatial autocorrelation and spatial
non-stationarity; further, the GWR-wind-LUR can also
assess the stability of regression coefﬁcients over space.
We present this approach as a general method to specify
a single model that can account for two pervasive sources
of spatial error variance (i.e., spatial non- stationarity and
spatial autocorrelation) in LUR modeling.
We developed traditional LUR, wind-LUR, and
GWR-wind-LUR models to estimate ambient nitrogen
dioxide (NO2) concentrations during summer and winter
in Calgary, Alberta, Canada. Wind-LUR models effectively
addressed residual spatial autocorrelation detected in tra-
ditional LUR models, while increasing their goodness of
ﬁt. Further, GWR-wind-LUR models addressed inconstant
spatial variability of regression coefﬁcients, yielding a
S. Bertazzon et al. / Spatial and Spatio-temporal Epidemiology 14–15 (2015) 9–21 11more detailed spatial pattern of predicted NO2 pollution.
The models identify trafﬁc as a major source of NO2
pollution in the summer, while the winter pattern is also
associated with population density; industrial emissions
were signiﬁcant predictors of NO2 in both seasons.
GWR-Wind-LUR models effectively addressed both spatial
autocorrelation and non-stationarity in a single model.2. Methods
2.1. Study region
Calgary is one of the largest Canadian cities, with a
population of almost 1.2 million (The City of Calgary,
2014a). Located east of the Rocky Mountains, Calgary’s
climate is dry, with cold and long winters (Fig. 1). The ele-
vation of the downtown core is 1050 m, with a difference
of almost 300 m between the highest and lowest resi-
dences (The City of Calgary, 2014b). The city is exposed
to strong north winds that carry cold, dry Arctic air, and
west winds that blow warmer, moister air from the
Paciﬁc Ocean over the Rocky Mountains (Nkemdirim,
1984). Most industrial activities are located on the east
side of the city. The urban area extends over a wide land
area (approximately 725 km2), with sprawling suburbsFig. 1. Study area and obdominated by single-family dwellings. In 2006, Calgary
had the second largest average commute distance in
Canada; more than 75% of commuters used a personal
vehicle and over 60% of these carried a single occupant
(Bailie and Beckstead, 2010). In 2008, 68% of NOx emissions
were attributed to transportation (CRAZ, 2012).2.2. Temporal analysis, location–allocation model, and NO2
data
Optimal periods for summer and winter sampling cam-
paigns were identiﬁed by analyzing historic hourly data
collected by Environment Canada’s National Air Pollution
Surveillance (NAPS) (Henderson et al., 2007). The summer
campaign was conducted from August 4 to August 18,
2010, and the winter campaign from January 29 to
February 11, 2011. Three NAPS stations provided continu-
ous air pollution records at the time of the sampling
campaigns: Calgary North-West, Calgary Central, and
Calgary East (Fig. 1).
Sampling locations for the NO2 monitors were selected
to optimize spatial coverage and representativeness, using
a modiﬁed version of the location–allocation method sug-
gested by Kanaroglou et al. (2005). A demand surface was
generated using land-use variables known to be associatedserved NO2 values.
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land use zoning, and industrial sources. Of the 50 deployed
NO2 monitors, three samples in each season were lost due
to equipment failure, and one sample collected in summer
was removed from the analyses due to suspected contam-
ination. A total of 46 summer samples and 47 winter
samples were used in the LUR models (sampling site
locations are shown in Fig. 1).
NO2 was measured using Ogawa passive samplers and
pre-treated ﬁlters purchased from Ogawa (Ogawa &
Company, Pompano Beach, FL) (Sather et al., 2006). NOx
badges with carbonate-coated quartz-ﬁber ﬁlters were
used to collect NOx. Carbonate-coated ﬁlters were
extracted with 0.09% (v/v) hydrogen peroxide. Extracts
were analyzed using ion chromatography (IC) performed
by Dionex DX-300 or DX-600 IC systems (Dionex,
Sunnyvale, California, USA). Nitrate and other anions in
the carbonate-coated ﬁlter extracts were analyzed using
a Dionex-AS4A column with carbonate/bicarbonate eluent.
Calibration checks were performed daily prior to the
analysis of ﬁeld samplers and for every 10–15 samples
using standards prepared from NIST-traceable standards,
resulting in overall uncertainties on the order of 10%.
2.3. Predictor variables
Land use information was obtained from the City of
Calgary through an agreement with the University of
Calgary. Land-use categories included commercial, institu-
tional, parks, residential, industrial, and water bodies.
Population and dwelling densities were calculated using
census variables obtained from Statistics Canada (2006)
on the 2006 Census of Population. Road network data,
including expressways, primary highways, major roads,
and local roads, were obtained from DMTI Spatial.
Elevation was determined from a Digital Elevation Model
(DMTI Spatial, 2010). Trafﬁc volume data, deﬁned as
average annual weekday trafﬁc (AAWT) (The City of
Calgary, 2010) were publically available in raster format
on the City of Calgary website. Industrial point source data
on locations of facilities reporting NO2 emissions were
obtained from the 2008–2010 National Pollutant Release
Inventory (Environment Canada, 2014).
Wind speed and direction were collected from three
continuous weather stations: two co-located with the
Calgary North–West and Calgary East NAPS stations, and
one Environment Canada station located at the Calgary
International Airport, in the North-East (Fig. 1). Four direc-
tional wind variables were calculated following
Nkemdirim (1984). The wind rose, or compass, was divided
into four quadrants, deﬁned by radii traced at 45, 135, 225,
and 315 degrees, so that each quadrants is centered on the
East, South, West, and North directions, respectively.
Hourly data from each station over each sampling period
were queried and, based on the recorded direction,
assigned to one of the four quadrants. Then the recorded
hourly speed for each station and each quadrant was aver-
aged over each sampling period. These average values
were interpolated geographically using an inverse distance
weighted (IDW) method to obtain values at each of the 50
air monitoring locations. E.g., the winter WS_N variablerepresents the IDW interpolated average of all wind blow-
ing from the north—as measured at each weather station—
during the winter sampling period.
Predictor variables were generated by drawing circular
buffers ranging from 100 to 6000 m (Hoek et al., 2008)
around each sampling location (Table 1). Buffers were
intersected with pertinent spatial data layers, and the
sum of all instances was calculated, e.g., total number of
NO2 emission facilities, total length of major roads, or total
number of dwellings within each buffer. In addition, dis-
tance variables were calculated as the shortest distance
from each monitoring site to the nearest occurrence of
the relevant feature (e.g., nearest highway, major road, or
industrial facility).
Wind rose buffer variables were also calculated to
examine the inﬂuence of prevailing wind directions on
potential sources (Zhang et al., 2015). Wind rose buffer
shapes representing prevailing wind directions during
each seasonal sampling period were generated using
WindRose PRO3 (Enviroware, 2014). In comparison with
predictor variables based on circular buffers, wind rose
variables included only potential sources (e.g., roads or
industrial facilities) that were upwind of each monitoring
site. Wind rose buffers with 1500, 3000, and 5000-m radii
(based on the largest circular area within the wind rose
shape) were calculated for all the land use, trafﬁc, and
industrial variables.
A total of 169 land use and environmental predictor
variables were considered (Table 1). Predictor variables
were calculated for each monitoring site and, for the pur-
pose of prediction, for the centroid of each dissemination
block (DB). DBs are typically equivalent to the size of a city
block, and there are 7655 of them in Calgary. They are
deﬁned by Statistics Canada as follows: ‘‘A dissemination
block is an area bounded on all sides by roads and/or
boundaries of standard geographic areas. The dissemina-
tion block is the smallest geographic area for which popu-
lation and dwelling counts are disseminated’’ (Statistics
Canada, 2007).
2.4. Regression models
Traditional LUR models are described by standard
regression equations (Eq. (1)), where the response variable
at location i, i.e., yi, (e.g., observed NO2 values), is expressed
as a function of k land use predictors, i.e., xi1 through xik,
such as those detailed in Table 1. The b0 through bk
regression coefﬁcients were estimated using ordinary least
squares (OLS), (Burt et al., 2009).
yi ¼ b0 þ
X
k
bkxik þ ei ð1Þ
Model selection was guided mainly by theoretical rele-
vance and interpretability of predictors. The initial pool of
169 variables (Table 1) was narrowed in two stages, similar
to the approach used by Smith and colleagues (2006). First,
potential predictors were grouped by variable type—e.g.,
major roads (MRD), primary highways and expressways
(EXPHW), and Industrial NO2 emissions (NO2_EM).
Within each group, we retained the variable that was most
highly correlated with NO2 in the expected direction.
Table 1
Response and predictor variables.
Response variable Name Unit
NO2 (ppb) NO2 ppb Parts per billion
Land use variables Name Unit or description Circular buffers (meters) Windrose buffer
(meters)
Distance
Local roads LRD
Total length of road segments
within buffer, in meters
100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
U
Major (arterial) roads MRD 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
U
Primary highways PHW 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
U
Expressways EXPW 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
U
Sum of major roads, primary
highways, expressways
SMRD Sum of segments of MRD, PHW,
and EXPW
100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Sum of primary highways and
expressways
EXPHW Sum of segments of PHW, and
EXPW
100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Trafﬁc volume TV Average annual weekday trafﬁc 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Population density POP_den Pop. in DB  DB portion in
buffer/intersected area
100, 200, . . ., 500, 750, 1000,
1500, 2000, 2500
1500, 3000,
5000
Dwelling density DWL_den Dwell. in DB  DB portion in
buffer/intersected area
100, 200, . . ., 500, 750, 1000,
1500, 2000, 2500
1500, 3000,
5000
Land use: residential LU_res Zoning category 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Land use: parks LU_park Zoning category 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Land use: institutional LU_inst Zoning category 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Land use: commercial LU_com Zoning category 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Land use: industrial LU_ind Zoning category 100, 200, . . ., 500, 750, 1000 1500, 3000,
5000
Industrial NO2 emissions NO2_EM Reportd emitting points 1000, 2000, 3000, 4000, 5000,
6000
1500, 3000,
5000
U
Environmental predictors Name Unit Cardinal direction
Elevation Elev meters N/A
Wind speed WS_N
km/hr, at 10 m height
North
WS_E East
WS_S South
WS_W West
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ables that were highly correlated (Pearson’s r > 0.65) by
retaining the predictor that was more highly correlated
with NO2. This process resulted in approximately ten pre-
dictors that were considered in each seasonal regression.
A backward selection procedure further eliminated vari-
ables that were not signiﬁcantly associated with the
dependent in the multivariate model speciﬁcation. Each
model was assessed by standard regression diagnostics,
inferential procedures, and leave-one-out cross validation
(LOOCV) (Cressie, 1993; Rogerson, 2001; Mukerjee et al.,
2009).
Spatial autocorrelation in the variables was assessed
using Moran’s I (Getis, 2008), an index ranging from 1
for perfect negative spatial autocorrelation (dispersion, or
regular pattern) to +1 for perfect positive spatial autocorre-
lation (clustering), with a value of 0 indicating absence of
spatial autocorrelation, or spatial randomness. The
Lagrange multiplier (LM) test (Anselin et al., 1996) was
used to assess spatial autocorrelation in the model residu-
als. Spatial non-stationarity was assessed using the Getis–
Ord G⁄ statistic (Getis and Ord, 1992), which assesses the
degree of spatial clustering. Signiﬁcant positive values of
the z-score associated with G⁄ indicate clustering of highvalues; signiﬁcant negative z-score values indicate cluster-
ing of low values; non-signiﬁcant z-score values indicate
spatial randomness, or independence of observations
(Getis and Ord, 1992). The Breusch–Pagan test (Florax
et al., 2003) was used to assess heteroskedasticity in model
residuals.
When detected by spatial autocorrelation, model mis-
speciﬁcation can be in the form of a missing variable that
is correlated over space (Florax et al., 2003). For this pur-
pose, a few variables, including elevation, wind speed,
and wind direction were inspected as potential missing
variables for the model re-speciﬁcation. Following a for-
ward stepwise approach (Florax et al., 2003), each of the
selected variables was in turn included in the model.
Each re-speciﬁed model was assessed by the above stan-
dard regression diagnostics and inferential procedures to
identify the ﬁnal wind-LUR model (Eq. (2)).
yi ¼ b0 þ
X
kþ1
bkþ1xiðkþ1Þ þ ei ð2Þ
The wind-LUR model is mathematically identical to the
standard linear model (Eq. (1)); it contains the same (k)
predictors plus the meteorological variable, i.e., wind
(+1), resulting in a total of k + 1 regressors. The wind-LUR
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the model predictors at the centroid of each dissemina-
tion block, yielding wind-LUR predicted pollution
concentrations.
A spatially autoregressive model (SAR) was calculated
to assess the performance of the wind-LUR model against
this more conventional model. The SAR model (Eq. (3))
contains an autoregressive term (qyi), multiplied by a
spatial weights matrix (W), which selects spatially
autocorrelated units (Getis and Aldstadt, 2004).
yi ¼ b0 þ
X
k
bkxik þ qWyi þ ei ð3Þ
The SAR model contains the k predictors of the stan-
dard model (Eq. (1)), plus the spatially autoregressive term
(qyi); that is, k + 1 regressors, or as many as the wind-LUR
model.
Further, geographically weighted regression (GWR)
(Eq. (4)) was employed. GWR applies a spatial weighting
function on the spatial coordinates of each data point
(i.e., ui, vi) to subdivide the study area into local neighbour-
hoods, where local regressions are calculated.
yi ¼ b0ðuiv iÞ þ
X
k
bkðuiv iÞxik þ ei ð4Þ
Owing to its mathematical simplicity, the wind-LUR
model (Eq. (2)) was directly implemented in a geographi-
cally weighted speciﬁcation (Eq. (5)) as GWR-wind-LUR.
yi ¼ b0ðuiv iÞ þ
X
kþ1
bkþ1ðuiv iÞxiðkþ1Þ þ ei ð5Þ
As the sample units of this study (i.e., air monitoring
sites) were not distributed regularly over space, adaptive
kernels were used to delineate local neighbourhoods
(Bivand et al., 2008). These kernels (a.k.a. moving win-
dows, or quantiles) cover a variable area, while containing
a ﬁxed number of neighbouring units. The number of
neighbours (i.e., kernel size) was determined by the
cross-validation (CV) criterion to maximize the model ﬁt
(Bivand et al., 2008). This procedure yielded local neigh-
bourhoods, circular in shape, and centered on each sample
point, where local GWR-wind-LUR regressions were esti-
mated. Once estimated, GWR-wind-LUR coefﬁcients
(Eq. (5)) were interpolated using an IDW method and
extracted to each dissemination block: there, the extracted
local coefﬁcients were multiplied by the calculated values
of the model predictors, yielding GWR-wind-LUR predicted
pollution concentrations.
3. Results
The NO2 pollution concentrations observed over the
summer and winter monitoring campaigns are summa-
rized in Table 2. Observed NO2 values exhibited higher
values and larger ranges in the winter. The values were
distributed normally in both seasons (Shapiro–Wilk
normality test, Table 2). They exhibited signiﬁcant spatial
clustering (Getis G⁄) and spatial autocorrelation (Moran’s
I) in both seasons (Table 2).
Fig. 1 shows the summer and winter monitoring site
location and the recorded NO2 values, along with anoverview of the study area and selected major relevant
features.
Traditional LUR models (Eq. (1)) for both seasons
are summarized in Table 3, where predictors are
rank-ordered by their signiﬁcance (t value) in the summer
model, and corresponding predictors in the two seasons
are listed side by side to ease comparability. The summer
model presented a substantially higher goodness of ﬁt than
the winter model. Model predictors were similar across
seasons. Industrial land use within 1000 m (LU_ind1000)
and Major roads within 200 m (MRD200) were signiﬁcant
in both summer and winter models. Expressways were
represented by Sum of expressways and highways within
400 m (EXPHW400) in the summer model, and by
Distance from expressways (EXPW_dist) in the winter
model. Conversely, Distance from NO2 emission points
(NO2_dist) was signiﬁcant only in the summer model,
and Population density within 2500 m (POP_den2500) was
signiﬁcant only in the winter model.
The Lagrange multiplier test (LM, Table 3) showed that
residual spatial autocorrelation was signiﬁcant in the
winter model, and present, though non-signiﬁcant
(p(LM) = 0.12) in the summer model. The residual spatial
autocorrelation was considered an indication of model
misspeciﬁcation, in the form of a missing variable. Of the
potential variables identiﬁed, Wind speed: North (WS_N)
was preferred due to its relevance (Arain et al., 2007;
Hoek et al., 2008), its signiﬁcance in the model, and the
model’s performance according to regression diagnostics
and inferential procedures. The re-speciﬁed models,
referred to as wind-LUR models (2), are summarized in
Table 4a. Table 4b summarizes a SAR model (Eq. (3)),
which is compared with the proposed wind-LUR model
(Eq. (2)).
In the winter model, the wind-LUR re-speciﬁcation
drastically reduced the residual spatial autocorrelation, as
shown by the Lagrange multiplier (LM, Tables 3 and 4).
Further, the meteorological variable (WS_N) substantially
increased the model’s goodness of ﬁt (R2, AIC,
Tables 3 and 4), becoming the most signiﬁcant predictor
and exhibiting the highest partial R2. The relative
contribution of the other predictors remained essentially
the same as in the LUR model, as shown by their t values,
while their relative R2 decreased proportionally. In the
summer model, the meteorological variable was barely
signiﬁcant. Its inclusion in the model yielded a modest
reduction of the residual spatial autocorrelation (which
was already non-signiﬁcant), and had only a modest
positive impact on the model’s goodness of ﬁt (R2, AIC,
Tables 3 and 4). LUR and wind-LUR model performance
was further examined using mean standardized prediction
residuals (MSPR) and root mean square of standardized
prediction residuals (RMS) generated by leave-one-out
cross validation (LOOCV). Both LUR and wind-LUR models
performed well in both seasons, with 0 6MSPR 6 0.01
and 1 6 RMS 6 1.01.
The SAR models (Eq. (3)) summarized in Table 4b repre-
sent a method commonly used to deal with residual spatial
autocorrelation. As shown in Table 4a, the proposed wind
LUR models (Eq. (4)) represent a valuable alternative.
The meteorological variable in the wind-LUR model
Table 2
Summary statistics of observed NO2 values.
NO2 ppb Sample Min. Max. Range Mean Std. Dev. S–W test p (SW) Moran I p (I) Getis G p (G)
Summer 46 5.48 20.47 14.99 12.23 3.52 0.98 0.64 0.46 0.00 4.32 0.00
Winter 47 12.56 37.51 24.95 24.99 5.98 0.98 0.74 0.58 0.00 3.35 0.00
Table 3
LUR model.
Summer LUR model Winter LUR model
Response var: NO2 (ppb) Std. b Std. error t value P(>|t|) Partial R2 NO2 (ppb) Std. b Std. error t value P (>|t|) Partial R2
Intercept 11.84 0.67 17.55 0.00 Intercept 22.59 1.44 15.72 0.00
NO2_dist 0.45 0.00 4.70 0.00 0.31
LU_ind1000 0.44 0.00 4.68 0.00 0.27 LU_ind1000 0.56 0.00 5.05 0.00 0.25
MRD200 0.38 0.00 4.44 0.00 0.11 MRD200 0.28 0.00 2.16 0.04 0.08
EXPHW400 0.22 0.00 2.56 0.01 0.04 EXPW_dist 0.35 0.00 3.22 0.00 0.12
POP_den2500 0.35 0.91 2.69 0.01 0.10
R2 0.73 Adjusted R2 0.70 R2 0.55 Adjusted R2 0.51
AIC 197.3 Deg. Freed. 41 Akaike Inform.
Criterion
274.7 Deg. Freed. 42
Res. standard error 1.92 Sigma 1.79 Res. standard error 4.19 Sigma 3.96
Langrange Multiplier test 0.11 p (LM test) 0.12 Langrange Multiplier
test
0.25 p (LM test) 0.00
Breusch-Pagan test 5.30 p (BP test) 0.26 Breusch–Pagan test 4.95 p (BP test) 0.29
Table 4a
Wind-LUR models.
Summer wind-LUR model Winter wind-LUR model
Response var: NO2
(ppb)
Std. b Std. error t value P (>|t|) Partial R2 Response var: NO2
(ppb)
Std. b Std. error t value P (>|t|) Partial R2
Intercept 7.29 2.68 2.72 0.01 Intercept 0.43 4.58 0.09 0.93
WS_N 0.17 0.24 1.75 0.09 0.09 WS_N 0.49 0.40 5.00 0.00 0.34
NO2_dist 0.43 0.00 4.68 0.00 0.30
LU_ind1000 0.36 0.00 3.54 0.00 0.22 LU_ind1000 0.31 0.00 3.01 0.00 0.14
MRD200 0.33 0.00 3.85 0.00 0.10 MRD200 0.20 0.00 1.94 0.06 0.06
EXPHW400 0.21 0.00 2.46 0.02 0.03 EXPW_dist 0.28 0.00 3.25 0.00 0.10
POP_den2500 0.31 0.73 2.93 0.01 0.09
R2 0.75 Adjusted R2 0.72 R2 0.72 Adjusted R2 0.69
AIC 196 Deg. Freed. 40 AIC 254 Deg. Freed. 41
Res. standard error 1.88 Sigma 1.73 Res. standard error 3.34 Sigma 3.12
Langrange Multiplier test 0.09 p (LM test) 0.12 Langrange Multiplier test 0.01 p (LM test) 0.43
Breusch–Pagan test 3.21 p (BP test) 0.67 Breusch–Pagan test 7.48 p (BP test) 0.19
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model. Both models effectively address the residual spatial
autocorrelation in the winter model (LM tests). SAR-LUR
and wind-LUR models exhibit similar goodness-of-ﬁt for
both seasons. For the winter, both models achieve a sub-
stantial improvement over the traditional LUR models, as
shown by the R2 of the wind-LUR and, for the SAR-LUR,
by the pseudo R2, calculated as the squared correlation
between observed and predicted values (Anselin, 1988).
Both SAR-LUR and wind-LUR models only marginally
improve the summer model, in terms of goodness-of-ﬁt,
as well as in terms of residual spatial autocorrelation.
Further, the autoregressive term (q) is marginally signiﬁ-
cant in the summer model (p(z(q)) = 0.01), while it is sig-
niﬁcant and higher in value in the winter model
(Table 4b). Likewise the wind predictor is barely signiﬁcant
and a modest contributor in the summer, but a signiﬁcantand substantial contributor in the winter (Table 4a).
Following Grifﬁth and Lane (1999) cross-validation was
not computed for SAR or GWR models. In the SAR models,
the difference between pseudo R2 and the sum of partial
R2s suggests that the autoregressive term accounts for a
large portion of the model ﬁt. This difference is comparable
to the partial R2 of the wind term in the winter model,
whereas in the summer model it is much larger than the
partial R2 of the meteorological variable, and is accompa-
nied by a substantial reduction in the partial R2s of the
model predictors.
The coefﬁcients of the summer and winter wind-LUR
models were used to predict NO2 concentrations at the
DB level for the entire city of Calgary (Fig. 2).
Spatial non-stationarity can take several forms (Florax
et al., 2003), and while residual heteroskedasticity was
rejected by BP tests, spatial clustering was detected by
Table 4b
SAR-LUR models.
Summer SAR-LUR model Winter SAR-LUR model
Response var: NO2
(ppb)
Std. b Std.
error
t value P (>|t|) Partial R2 Response var: NO2
(ppb)
Std. b Std.
error
t value P (>|t|) Partial R2
Intercept 8.23 1.46 5.63 0.00 Intercept 10.69 3.00 3.56 0.00
NO2_dist 0.40 0.00 4.71 0.00 0.07
MRD200 0.34 0.00 4.58 0.00 0.10 LU_ind1000 0.36 0.00 3.80 0.00 0.16
LU_ind1000 0.36 0.00 4.00 0.00 0.16 MRD200 0.29 0.00 2.94 0.00 0.09
EXPHW400 0.22 0.00 2.99 0.00 0.01 EXPW_dist 0.25 0.00 2.89 0.00 0.09
POP_den2500 0.16 0.74 1.47 0.14 0.04
Peudo-R2 0.77 Rho 0.29 Peudo-R2 0.69 Rho 0.51
AIC 192.0 p (z (rho)) 0.01 AIC 262.0 p (z (rho)) 0.00
Asympt.res.std error 0.11 Sigma 1.67 Asympt.res. std error 0.12 Sigma 3.28
Langrange Multiplier test 1.63 p (LM test) 0.20 Langrange Multiplier test 2.75 p (LM test) 0.10
Breusch–Pagan test 3.77 p (BP test) 0.44 Breusch–Pagan test 7.85 p (BP test) 0.10
Fig. 2. wind-LUR model predictions at the dissemination block level.
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(GWR-wind-LUR, Eq. (5)) were speciﬁed for two reasons:
to address potential residual non-stationarity, and to
assess potential spatial instability of regression coefﬁ-
cients. GWR-wind-LUR models yielded 46 local regressions
for the summer and 47 for the winter, summarized in
Table 5. The table shows the mean and range of regression
coefﬁcients (beta) and t values over the 46 and 47 local
models, respectively. Although they provide important
information about the GWR-wind-LUR models, these mean
values should not be compared directly with the single val-
ues pertaining to global models presented in Tables 3, 4.
On average, the GWR-wind-LUR local regressions per-
formed better than the wind-LUR model in the summer,while the improvement was marginal for the winter model
(quasi-global R2, AIC, Table 5). The spatial variability of the
regression coefﬁcients was greater in the summer than in
the winter, as shown by the range of the beta coefﬁcients.
Their signiﬁcance also exhibited greater variability in the
summer, as shown by the range of the t values. A major dif-
ference between summer and winter model was their ker-
nel size (shown by Adaptive Quantile in Table 5): each local
regression in the summer was calculated on approximately
15% of the study area, whereas each winter local regression
was calculated on approximately 96% of the study area.
Hence, GWR-wind-LUR yielded truly local regressions in
the summer, in contrast with numerous, yet largely over-
lapping local regressions in the winter.
Table 5
Geographically weighted atmospheric LUR (GWR-wind-LUR) models.
Summer GW-ALUR model Winter GW-ALUR model
Response var: NO2 (ppb) Std. b t value Response var: NO2 (ppb) Std. b t value
Mean Range Mean Range Mean Range Mean Range
Intercept 8.91 13.55 2.16 3.48 Intercept 0.66 1.87 0.14 0.41
WS_N 1.07 2.66 1.26 3.49 WS_N 3.83 1.19 5.00 0.45
NO2_dist 0.50 2.12 3.62 6.33
LU_ind1000 0.18 1.24 1.97 4.16 LU_ind1000 0.17 1.18 2.89 0.48
MRD200 0.13 1.07 3.17 2.98 MRD200 0.10 0.85 1.86 0.16
EXPHW400 0.08 0.77 1.57 4.14 EXPW_dist 0.37 1.03 3.28 0.37
POP_den2500 0.34 1.53 2.94 0.23
Quasi-global R2 0.86 Points 8.7 Quasi-global R2 0.73 Points 44
AIC 167.9 Deg. Freed. 27.32 AIC 245.2 Deg. Freed. 39.83
Adaptive Quantile 0.15 Sigma 1.66 Adaptive Quantile 0.96 Sigma 3.33
Moran test 0.14 p (M test) 0.38 Moran test 0.01 p (M test) 0.35
Getis G 0.07 p (Getis G) 0.86 Getis G 0.07 p (Getis G) 0.67
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in Fig. 3. Compared with the wind-LUR predictions
(Fig. 2), the summer GWR-wind-LUR emphasized major
trafﬁc corridors, with NO2 pollution declining rapidly as
distance from trafﬁc-related sources increased. There are
only minor differences between wind-LUR and
GWR-wind-LUR winter predictions.
In addition to conventional model cross-validation, the
wind-LUR and GWR-wind-LUR model predictions were
compared with pollution data recorded by Environment
Canada at NAPS stations (Table 6) over the concurrent
sampling period.
NAPS concentrations represent averages from hourly
data, as opposed to our two-week records. NAPS data were
not used to estimate our models and our monitors were
located at some distance, and different height, in compar-
ison (Fig. 1). Unfortunately, with data available for only
three stations, no meaningful statistical testing of differ-
ences between LUR estimates and NAPS measurements
could be computed. However, NAPS versus LUR concentra-
tions were informally compared, using percentage errors,
reported in Table 6. In the winter, The LUR model tended
to over predict, whereas wind-LUR and GWR-wind-LUR
yielded reasonably accurate predictions, with both models
yielding very similar values. Predictions were less accurate
in the summer, when both traditional and spatial LUR
models over-predicted all the recorded values. However,
the traditional LUR errors were larger than those of the
spatial LUR models. Further, the GWR-wind-LUR predic-
tions were closer to the recorded values than the
wind-LUR predictions, except for Calgary East, where the
difference between the two models was relatively minor,
and the accuracy was greater.4. Discussion
Wind-LUR and GWR-wind-LUR models performed well
compared with previous LUR models reported in the liter-
ature (Kanaroglou et al., 2013). The Calgary study revealed
major seasonal differences in the levels of NO2 pollution,
with greater range and variability of NO2 pollution in the
winter than in the summer. The spatial models effectivelycaptured these differences, predicting a seasonal dichot-
omy, with a diffused spatial pattern of pollution from
multiple sources in the winter, versus a localized pattern
of high pollution levels along the main trafﬁc corridors in
the summer.
Seasonal variations in human activities, were repre-
sented in the models by different sets of predictors. For
example, Population density within 2500 m was only
signiﬁcant in the winter models, likely due to household
emissions associatedwith domestic heating, as well as with
increased local residential trafﬁc in the winter, when cold
temperatures promote driving even over short distances.
Conversely, the summer models contained two indicators
of industrial pollution (Distance from NO2 emission points
and Industrial land use within 1000 m), as opposed to one
in the winter (Industrial land use within 1000 m). Trafﬁc buf-
fers were smaller than industrial buffers in both seasons,
suggesting a more local-scale pattern of trafﬁc-source
versus industrial-source and residential-source pollution.
The atmospheric variable (wind) used in the wind-LUR
speciﬁcation may represent directly seasonal differences
associated with wind and temperature, i.e., effects of colder
temperature and stronger winds on air circulation.4.1. Spatial effects and wind
Incorporating meteorological processes in LUR models
has been identiﬁed as a priority in LUR research (Hoek
et al., 2008), and previous studies have used differentmeth-
ods to incorporate wind data with mixed results (Arain
et al., 2007; Mavko et al., 2008; Abernethy et al., 2013).
In this study, wind was a signiﬁcant predictor of NO2,
and inclusion of a variable capturing wind speed and direc-
tion (WS_N) addressed the residual spatial autocorrelation
identiﬁed in the traditional LUR models. Northerly winds
were particularly signiﬁcant in winter models, possibly
because cold arctic winds tend to keep air masses in valley
bottoms, where Calgary’s major trafﬁc corridors lie. The
wind variable, identiﬁed as the missing variable in the tra-
ditional LUR models, was highly correlated with elevation,
and also highly correlated with the city quadrant (e.g.,
WS_N was highest in the southeast and lowest in the
Fig. 3. GWR-wind-LUR model predictions at the dissemination block level.
Table 6
NAPS recorded data and model predictions.
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the northeast and southwest). Although the variable was
interpreted as a meteorological effect, it may also have
acted as a surrogate for a complex interaction between
wind, elevation, and sources, or other latent processes
associated with the spatial distribution of NO2.
Using vector representation of scalar wind speed and
direction as west–east and north–south vectors may be
problematic when these values are averaged over a period
of time during which the wind direction may vary
considerably, as it does in Calgary, under the inﬂuence of
different weather systems. Under those conditions,
southerly winds will counteract northerly winds resulting
in an unrealistically low average north–south vector value.
In contrast, the representation we used in the current
study (Nkemdirim, 1984) may depict the different weather
patterns occurring in each season.
Although wind rose predictors were highly correlated
with NO2, they did not appear in the ﬁnal LUR models. In
this regression-based study, the impact of atmospheric
variables in the models was assessed by statistical mea-
sures. These measures indicated that the meteorological
variable improved the LUR models in two major ways,
but we cannot conclude that this was the ‘true’ missing
variable. Our study shows that the north wind is a signiﬁ-
cant and plausible model predictor. We can further argue
that, even if this is not the ‘true’ missing variable, it
provides an effective proxy variable, capturing latent
processes associated with the spatial distribution of NO2.
The signiﬁcance of wind in the Calgary models reﬂects
the association between atmospheric wind and NO2
reported previously in the literature (Su et al., 2009); yet,
further research is required to better understand the
relationship between NO2 pollution and wind in Calgary
and elsewhere (Nkemdirim, 1984; Arain et al., 2007).
4.2. Wind-LUR models and spatial autocorrelation
Until recently, the LUR literature has focused limited
attention to spatial effects, rarely employing SAR or GWR
models. In this study, spatial autocorrelation detected in
LUR model residuals was interpreted as a sign of model
misspeciﬁcation in the form of a missing spatially autocor-
related variable. This work contributes to the LUR litera-
ture by providing a simple method to deal with residual
spatial autocorrelation, as an alternative to SAR modeling.
The procedure discussed in this paper can be viewed as a
general method for LUR modeling, owing to its simplicity,
its potential role in capturing atmospheric phenomena
affecting urban air pollution, as well as the feasibility of
geographically weighted wind-LUR models, which can
address simultaneously residual spatial autocorrelation
and spatial non-stationarity, while assessing spatial insta-
bility of regression coefﬁcients. Compared to a SAR model,
the wind-LUR model achieves a similar goodness of ﬁt;
both models are based on k + 1 predictors; however, the
wind-LUR model is mathematically simpler, and its
goodness-of-ﬁt is obtained through a set of explicit land
use and meteorological predictors. Conversely, a large por-
tion of the goodness-of-ﬁt of the SAR model is obtained
through a spatially autoregressive term, that is, a term thatweights NO2 pollution in the vicinity of each spatial unit.
Experimentally, the wind predictor was included in SAR
speciﬁcation. For these wind-SAR-LUR models, the meteo-
rological variable was non-signiﬁcant in the summer,
whereas the autoregressive term was non-signiﬁcant in
the winter. These results corroborate the hypothesis that
the meteorological variable provides a valid alternative to
the spatially autoregressive term.
4.3. GWR-wind-LUR models and spatial non-stationarity
Spatial non-stationarity is not easily assessed, as spa-
tial autocorrelation measures (Lagrange multiplier test),
spatial clustering (Getis G⁄), and heteroskedasticity tests
(Breusch–Pagan) assess different hypotheses and may not
provide consistent results. The application of geographi-
cally weighted regression can also be regarded as an alter-
native way of evaluating spatial non-stationarity. In this
study, the GWR-wind-LUR model was presented both as
a method for addressing residual spatial non-stationarity,
and as a tool for assessing the variability of regression
coefﬁcients over space. The summer model yielded small
kernels (or local neighbourhoods) and substantial coefﬁ-
cient variability, whereas the winter model yielded large
kernels, with overlapping regressions and modest
coefﬁcient variability. In GWR models, small kernel size
(determined by the cross-validation criterion) yields truly
local regressions, yet these regressions rely on a small
sample size, and are prone to local multicollinearity and
local model misspeciﬁcation. These limitations can be
overcome by further work, for example by adjusting model
selection locally, by locally controlling for multicollinear-
ity, and by modifying the kernel selection criteria.
The summer GWR-wind-LUR yielded greater spatial
detail than the wind-LUR model: the coefﬁcient linking
NO2 to trafﬁc indicators varied as a function of distance
from roads, essentially producing a distance decay effect
from trafﬁc pollution sources (refer to Fig. 3). Similarly,
the coefﬁcient linking NO2 with the wind exhibited the lar-
gest range among all the predictors: its values were higher
near pollution sources and declined with increasing
distance.
5. Conclusions
Air pollution is often estimated from sparse ﬁxed
monitoring sites or from air quality models that provide
estimates at a coarse spatial resolution. Land use regres-
sion models (LUR) have emerged as a preferred method
for estimating ﬁne scale pollution concentrations, yet rela-
tively little attention has been paid to the effects of spatial
data properties on LUR estimates. Spatial non-stationarity
(inconstant spatial variability) and spatial autocorrelation
(self-similarity over short distances) are ubiquitous prop-
erties of spatial data and tend to increase regression errors
and estimate uncertainty. Addressing these analytical
properties is important for spatially heterogeneous pollu-
tants, such as nitrogen dioxide (NO2).
We developed models for NO2 air pollution that address
two major sources of spatial uncertainty. LUR residual spa-
tial autocorrelation was interpreted as a sign of model
20 S. Bertazzon et al. / Spatial and Spatio-temporal Epidemiology 14–15 (2015) 9–21misspeciﬁcation, in the form of a missing variable. Wind
speed and direction was identiﬁed as a plausible predictor,
and included in a wind-LUR model, in alternative to a
spatially autoregressive model (SAR). By adding a meteoro-
logical variable, our method addresses a gap identiﬁed in
the LUR literature. Compared to a SAR model, the
wind-LUR model is mathematically simpler, allowing for
a geographically weighted speciﬁcation (GWR-wind-LUR).
The latter model can address potential residual spatial
non-stationarity while simultaneously assessing the
spatial variability of the regression coefﬁcients. The
wind-LUR model effectively reduced the residual spatial
autocorrelation of the winter LUR model, while increasing
the model’s ﬁt, through the explicit contribution of the
meteorological variable. The GWR-wind-LUR addressed
the spatial variability of the summer coefﬁcients, yielding
a spatial pattern of NO2 characterized by high pollution
levels around the main trafﬁc routes. The winter model
predicted a diffused pollution pattern, linked to trafﬁc,
industrial emissions, and residential sources.
The wind-LUR models developed in this study offer a
simple and effective method to address spatial autocorre-
lation and non-stationarity in a single model, thereby
reducing spatial errors induced by both of these spatial
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