Let G be a connected graph and W = {w 1 , w 2 , . . . , w k } ⊆ V (G) be an ordered set.
Introduction
Let G = (V, E) be a finite simple graph. The distance between two vertices u and v, denoted by d (u, v) , is the length of a shortest path between u and v in G. The diameter of G * E-mail addresses:
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is the maximum distance between the vertices of G and is denoted by diam(G).
Suppose that G and H are two simple graphs. The tensor product of G and H is denoted by G ⊗ H and is a graph with V (G ⊗ H) = {(u, v) : u ∈ V (G), v ∈ V (H)} and two vertices (u, v) and (x, y) are adjacent if and only if ux ∈ E(G) and vy ∈ E(H). For t ≥ 3, the tensor product of G 1 , . . . , G t is defined by induction.
A complete graph of order n is denoted by K n and is called a clique. Also, K m,n denotes the complete bipartite graph, whose two parts are of size m and n. A subset M ⊆ E(G)
is called a matching, if no two edges in M have a common end vertex. A matching M is called a perfect matching if every vertex of G is incident with some edge in M . Throughout the paper, we suppose that V (K m ) = {u 1 , . . . , u m } and V (K n ) = {v 1 , . . . , v n }.
Let A 1 , . . . , A k be nonempty sets and T ⊆ A 1 × · · · × A k , in which the product is Cartesian product. By T (i) ⊆ A i we mean all elements of A i which are appeared as the i-th coordinate of some element of T .
For an ordered set W = {w 1 , w 2 , . . . , w k } of vertices and a vertex v in a connected graph of a resolving set for G is its metric dimension and is denoted by dim(G). The metric dimension in general graphs was firstly studied by Harary and Melter [6] , and independently by Slater [10] . In graph theory, metric dimension is a parameter that has appeared in various applications, as diverse as network discovery and verification [2] , strategies for the Mastermind game [4] , combinatorial optimization [9] and so on.
Finding the parameters of products of graphs is one of the well-known problems in graph theory. The metric dimension of the Cartesian product of graphs is studied in [3] . Also, Jannesari and Omoomi studied the metric dimension of the Lexicographic product of graphs, see [8] . In this article, we study the metric dimension of the tensor product of cliques. Also, we determine the metric dimension of the tensor product of two cliques. Our main result is as follows.
In section 2, we prove some bounds for the metric dimension of tensor product of cliques and section 3 is dedicated to the proof of Theorem 1.
Some Bounds
In this section, we present some bounds for the metric dimension of
First, we present two following lemmas. The proof of the first lemma is easy and we omit it.
Then the followings hold:
Proof. By Lemma 1, we conclude that diam(G) = 2. Note that if u = (u 1 , . . . , u t ) and
On the contrary, suppose that there exist 1 ≤ i ≤ t and two distinct vertices x, y ∈ K m i , such that x, y / ∈ W (i). With no loss of generality, we may assume that i = 1.
Now, the following corollary is clear.
In the following propositions, we present upper and lower bounds for dim(
Proof. Let W be a resolving set of G. Define W (1) as follows.
. This is a contradiction and implies that Note that Proposition 4 will show that the previous bound is sharp. Now, we present an upper bound for the metric dimension of the tensor product of cliques.
where {i 1 , . . . , i t−1 } and {j 1 , . . . , j t−1 } are two distinct subsets of {m 1 , . . . , m t }.
and W ′ t as follows.
. . , x t ) and y = (v 1 , . . . , y t ) be two distinct vertices of G. Thus x i = y i , for some 1 ≤ i ≤ t. With no loss of generality, we assume that i = 1 and
(u 1 , . . . , u t−1 ) ∈ W t }, then r(x | X) = r(y | X) and therefore r(x | W ) = r(y | W ). Note that if i = 1, then the similar method, by using W ′ 1 , implies that r(x | W ) = r(y | W ). This implies that W is a resolving set of G and completes the proof. 4 
Proof of Theorem 1
This section is dedicated to the proof of Theorem 1. We divide the proof into three parts, i.e. Propositions 3, 4 and 5. In [1] the following theorem was proved.
Theorem 2. Let G = K n,n \ I, in which I is a perfect matching and n ≥ 3. Then dim(G) = n − 1. Now, we prove the following proposition.
Proof. It is clear that K 2 ⊗ K n is isomorphic to K n,n \ I, where I is a perfect matching. Now, Theorem 2 completes the proof.
So, we may assume that m, n ≥ 3. First, we prove the following theorem. Proof. Note that Corollary 1 implies dim(G) ≥ n − 1. We construct a resolving set of size n − 1 and this completes the proof. Define W ⊆ V (G) as follows:
Clearly, |W | = n − 1. Now, we show that W is a resolving set of G. Let (u, v) and (x, y) be two distinct vertices of G. Without loss of generality, we may assume that (u, v) and (x, y) are not in W . Now, we consider two cases.
Suppose that u = x. Thus v = y and hence v or y is not equal to v n . Suppose that y = v n . Therefore, there exists an element u k ∈ V (K m ), such that (u k , y) ∈ W . Since (u, y) / ∈ W , we conclude that u k = u. Then the coordinates corresponding to (u k , y) in r((u, v) | W ) and r((u, y) | W ) have different values.
Case 2. u = x and v = y. We consider two subcases:
Subcase 2.1. u m ∈ {u, x} or v n ∈ {v, y}.
Let u = u m . If v = v n , then r((u, v)|W ) = (1, . . . , 1) and this implies that r((u, v) | W ) = r((x, y) | W ). So, we may assume that v = v n .
Since u = x, we have x ∈ W (1) and by the structure of W , there are at least two elements in W such as (x, v k ) and (x, v l ). Now, at most one of the coordinates corresponding to
is equal to two while both of them in r((x, y) | W ) are equal to two. This implies that r((u, v) | W ) = r((x, y) | W ).
Subcase 2.2. u m / ∈ {u, x} and v n / ∈ {v, y}.
By the structure of W , there are (x, v k ) and (x, v l ) in W such that v k , v l = y. Now, coordinates corresponding to (x, v k ) and (x, v l ) in r((x, y) | W ) are equal to two. Since u = x we can conclude that at most one of these components is equal to two in r((u, v) | W ).
This implies that r((u, v) | W ) = r((x, y) | W ) and completes the proof.
We have the following lemma.
Proof. It is easy to see that all coordinates of r((u, y) | W ) and r((x, v) | W ) are equal to one, except the coordinates corresponding to (u, v) and (x, y).
Now, we determine the metric dimension of
First, we present the lower bound for dim(G) in the following lemma and in the next proposition we show that this bound is the exact value of dim(G).
Proof. Let W be a minimal resolving set and M ⊆ W be of maximum size, such that if (u, v), (x, y) ∈ M , then u = x and v = y. Suppose that |M | = k. Without loss of generality, we may assume that M = {(u 1 , v 1 ), . . . , (u k , v k )}. We find a lower bound for |W |. By Lemma 2, we have
. Since W is a resolving set, there , v), (a, b) ). Now, we consider two cases:
This implies that:
⌋.
⌉, then it is not hard to see that
has its minimum value at k = ⌈ m+n−2 3
⌉.
⌉. So, we have:
⌋. Hence, if W is an arbitary minimal resolving set of G and s = t = 1,
Case 2. s = 0 or t = 0.
Assume that s = 0. We have:
Then the similar method, to the previous case, shows that f (k) has its minimum value in
Hence if W is an arbitrary minimal resolving set of G, then |W | ≥ ⌈
Now, we prove the following proposition which completes the proof of Theorem 1.
Proof. By Lemma 4, it sufficies to find a resolvable set of size ⌈ 2 3 (m + n − 2)⌉. Let V be defined as follows and k = ⌊ m+n−2 3
where we use mod k arithmetic for indices of v i and u m−k−1+i in V 2 and V 3 , respectively.
We claim that W is a resolving set of G. Note that |V 2 ∪ V 3 | ≥ |V 1 | and this implies that if
Let (u, v) and (x, y) be two distinct vertices of G. Without loss of generality, we assume that (u, v) and (x, y) are not in W . We consider two cases.
Suppose that u = x. Therefore, v = y and we may assume that y = v m . Hence y ∈ W (2).
So, there exists (u k , y) ∈ W , where u k = u. Then the coordinate corresponding to (u k , y)
in r((u, v) | W ) is equal to one and in r((u, y) | W ) is two.
Case 2. u = x and v = y. We consider two subcases in this case:
(1, . . . , 1) and this implies that r((u, v) | W ) = r((x, y) | W ). Also, if y ∈ W (2), then there exists (u k , y) ∈ W such that u k = x. Thus, the coordinate corresponding to (u k , y) in r((u, v) | W ) is one and in r((x, y) | W ) is two. So, we may assume that y / ∈ W (2) and
By contrary, if r((u, v) | W ) = r((x, y) | W ), then both of them have exactly one coordinate equal to two in their representation and this coordinate is corresponding to (x, v). Thus (x, v) ∈ W and both of x and v are only appeared in (x, v). By the structure of W , this is impossible and this completes the proof in this subcase.
By contrary, suppose that r((u, v) | W ) = r((x, y) | W ). Since u ∈ W (1) and v ∈ W (2), there exist (u, v k ), (u l , v) ∈ W such that v k = v and u l = u.
If there exists (u, v r ) ∈ W such that v r = v k , then without loss of generality, we may On the other hand, since r((u, v) | W ) = r((x, y) | W ), so they have the same value at the coordinate corresponding to (u, v k ). This implies that v k = y and therefore (u, y) ∈ W .
Note that if there exists (s, y) ∈ W such that s = u, then one can show that r((u, v) | W ) = r((x, y) | W ), a contradiction. So, (u, y) ∈ W with this property that u and y are only appeared in this element of W . By the structure of W , this is impossible and this completes the proof.
