Abstract-New control paradigms are needed for large networks of wireless sensors and actuators in order to efficiently utilize system resources. In this paper we consider when feedback control loops are formed locally to detect, monitor, and counteract disturbances that hit a plant at random instances in time and space. A sensor node that detects a disturbance dynamically forms a local multi-hop tree of sensors and fuse the data into a state estimate. It is shown that the optimal estimator over a sensor tree is given by a Kalman filter of certain structure. The tree is optimized such that the overall transmission energy is minimized but guarantees a specified level of estimation accuracy. A sensor network reconfiguration algorithm is presented that leads to a suboptimal solution and has low computational complexity. A linear control law based on the state estimate is applied and it is argued that it leads to a closed-loop control system that minimizes a quadratic cost function. The sensor network reconfiguration and the feedback control law are illustrated on an example.
I. INTRODUCTION
Control over large resource-constrained infrastructures requires new design paradigms beyond traditional sampleddata control. Difficulties that are inherit of these systems are (i) lack of global synchronization, (ii) constrained communication capabilities, and (iii) limited energy resources. (i) In most cases a centralized control strategy is unrealistic for these systems, since network nodes are executed asynchronously. Instead local control objectives should be defined that lead to that the desired global task is accomplished. (ii) Communication between network nodes is limited, particularly, if nodes are located physically far way from each other. It takes time to transfer information from one node to another, and in many cases this time increases if the information needs to be reliably delivered. (iii) An increasing number of nodes are battery powered. To extend the life time of such nodes, it is important to limit the amount of communication and computation they do.
The main contribution of this paper is to tackle these networked control problems by letting the communication topology adapt to the control task. We propose a new control structure such that if a local disturbance hits the system, sensors close to the event inform a local controller to make a decision of the action to take. To extend the battery lifetime to the receiver node [10] . Some recent work addresses how to couple data routing with the sensing task using information theoretic measures [11] .
For control over wireless sensor networks, the experienced delays and packet losses are important parameters. Randomized routing protocols that gives probabilistic guarantees on delay and loss are proposed in [12] , [13] . A compensation scheme in the controller for the variations on the transport layer that such routing protocols give rise is presented in [14] . A robust control approach to control over multihop networks is discussed in [15] . A general cross-layer approach to control and data routing seems to be an open and rather difficult topic due to many practical constraints. Our approach is different in that we make the assumption that a tree-structured sensor topology with certain properties can be superimposed on the sensor network. The routing of individual packets is not considered, but instead a number of paths are dynamically established between the sensor nodes and the controller.
The rest of the paper is organized as follows. The problem setup is described in Section II. Some definitions and preliminary facts on Kalman filter is provided at Section III. Optimal estimation over a sensor tree using a Kalman filter is discussed in Section IV. How to find a tree that uses a minimum transmission energy is described in Section V. This estimate is combined with a linear control law and Section VI shows that the closed-loop system solves an LQG control problem. An example is presented in Section VII to illustrate both the sensor reconfiguration algorithm for finding energy efficient sensor trees and the closed-loop control performance under varying input disturbances. The paper is concluded in Section VIII with a discussion on future work.
II. PROBLEM SET-UP

A. Mathematical Models
Consider the feedback control system in Figure 1 . The plant is given by
where (A, B) is controllable, A −1 exists and w k is white Gaussian noise with zero-mean and covariance matrix Q k ≥ 0.
1 A wireless sensor network is used to measure the state. The measurement equation for sensor S i is given by
where v i k is white Gaussian noise with zero-mean and covariance matrix Π i > 0.
Each sensor can potentially communicate via a single-hop connection with a subset of all the sensors by adjusting its transmission power. Let us introduce a sensor S 0 , which we denote the fusion center, and consider a tree T with root S 0 (see Figure 2 ). We suppose that there is a non-zero single-hop communication delay, which is smaller than the sampling 
B. Problems of Interest
We are interested in the following problems.
1) Optimal Control Over Sensor Tree:
One of the main objectives of the paper is to study how we can close the loop of control over the wireless sensor network. In particular, we pose the standard LQG optimal control problem as follows.
Problem 2.1:
Given a tree T representing the sensor communications with S 0 , find the static gain control law
where Φ ≥ 0 and Ψ > 0.
2) Optimal Estimation Over Sensor Tree: By the Separation Principle, Solving Problem 2.1 relies on the solution to the following optimal estimation problem.
Problem 2.2:
Given a tree T representing sensor communications with S 0 , compute the optimal state estimatex k (T ).
3) Minimum Energy Routing Tree: Since the network life is largely determined by how fast individual node consumes energy, it is natural to let the network operates at an energy level that is as low as possible, thus we seek the solution to 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrB10.3
the following problem which is rephrased in mathematical terms in Section V.
Problem 2.3:
How should the tree T be established such that the total network energy cost is minimum yet the network provides a guaranteed level of estimation accuracy? These three problems are examined in detail in the rest of the paper. We first study the optimal estimation problem as it will form the basis to solve other two problems.
III. DEFINITIONS AND KALMAN FILTER PRELIMINARIES
A. Definitions
Define the following terms for a given a tree T representing sensor communications with S 0 .
• Node(T ): The nodes of T , a subset of {S i }.
The subtree of T that is rooted at S i .
• Par T (S i ): The parent node of S i in T .
• Edge(T ): The edges of T . We use the notation S T = Node(T ). Sometimes with write S i ∈ T to mean S i ∈ S T . The depth of T is denoted h T , i.e., the length of the path between S 0 and the leave of T furthest away. For all notations in the paper, we drop the subscript T when the considered tree follows from the context.We suppose T can be modified by each sensor S i = S 0 via the following two simple operations:
• S i breaks its link to Par(S i ), i.e., T := T \ Fam(S i ).
• S i breaks its link to Par(S i ) and connects to S 0 , i.e., Par(S i ) := S 0 . The first operation corresponds to removing the sensors Fam(S i ) from T . The second operation corresponds to reducing the number of hops between the sensors Fam(S i ) and S 0 . Let T all denote all trees that these operations can lead to for a given initial tree T 0 . We will provide an algorithm to construct such an initial tree T 0 rooted at S 0 in Section V-B.1. Note that T all is typically a strict subset of all trees with root S 0 and nodes from S.
Next, we formalize estimation over a sensor tree under communication energy constraints, in which the operations above can be used to improve the performance.Let us define the following state estimates and other quantities at S 0 :
, if the limit exists.
B. Kalman Filter Preliminaries
Consider the following discrete time system
where w k−1 and v k are white Gaussian noises with zeromean and covariances Q k ≥ 0 and R k > 0, respectively.
The estimatesx k and P k can be computed as
where KF denotes the Kalman filter which is given bŷ
It can be shown that P − k evolves as
In the case C k = C, Q k = Q, R k = R and the limit exists, P − k in steady state satisfies
IV. OPTIMAL ESTIMATION OVER A TREE
Let the tree T that represents the sensor communications with S 0 be given. Recall that T has depth h. Thus at time k, S 0 has the following measurements: Figure 2 , at time k, S 0 has measurements
as all the measurement available for time k − i + 1 at time k. Notice that Y 1 k−1 are the available measurements at time k−1. However at time k, the available measurements for time
Hence we can obtain a better estimate of x k−1 at time k than at time k − 1. This inspired us to regenerate the optimal estimate of the previous states and use them as input to generate the current estimate. That is the basic idea contained in Theorem 4.1 where we generated the optimal estimate of x k−h+1 , · · · , x k−1 at time k and then make use of the updated estimates to generate the current estimatex k . Similar idea was presented in [16] when estimation over a queuing network was considered. Figure 3 shows the overall estimation scheme at time k.
Let S ij be the node that is j hops away from S 0 . Define
46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrB10.3 1)x k and P k can be computed from h parallel filter as
whereP ∞ is the unique solution to
We know that the estimatex k is generated from the estimate ofx k−1 together with all the available measurements at time k through a traditional Kalman filter. Similarly, the estimatex k−1 is generated from the estimate ofx k−2 together with all the available measurements for time k − 1 at time k, etc. This recursion for h steps corresponds to the parallel filter stated in the theorem. 2) From Eqn (9), P − k−i+1 satisfies
Hence P − k and P − ∞ satisfy Eqn (10) and (11).
V. MINIMUM ENERGY COMMUNICATION OVER SENSOR TREES
Let us incorporate the cost of communication by defining an optimization problem over the total transmission power used by the sensor tree. Define E i to be the energy cost for S i sending the measurements of Fam(S i ) to Par(S i ). The total energy cost for a tree T is denoted as
The transmission power typically grows rapidly with the distance to the receiver. 2 Hence, it is desirable to communicate only with close nodes to save energy. On the other hand, low transmission power, leads to many hops between some sensors and the fusion center, which adds delays to the measurements gathered in the fusion center. It is thus natural to seek a tree T ∈ T all with desired estimation accuracy P desired > 0 and minimum communication energy cost. We rephrase Problem 2.3 as follows Problem 5.1:
We write P ∞ (T ) ≤ P desired in the trace sense later. We first analyze the complexity of the problem by seeking the optimal solution, which is shown to be intractable. We then present some heuristic algorithms to tackle the problem, which are efficient but at the price of only producing local optimal solution in general.
A. Optimal Solution Via Exhaustive Search
Let N be the total number of sensors in T 0 . Then
as a tree in T all can have i sensors, 1 ≤ i ≤ N , and each sensor has the choice of disconnecting to its parent, connecting to its parent or to the fusion center directly (except those sensors that are 1 hop away from S 0 ). Problem 5.1 is an optimization problem over the discrete set T all . From Eqn (13), it is apparent that the optimal solution via exhaustive search is intractable for large N .
B. Tree Reconfiguration Algorithm
In this section, we present a Tree Reconfiguration Algorithm (Figure 4 ) which solves Problem 5.1 efficiently. However, the solution from this algorithm may not be the optimal one in general.
The Tree Reconfiguration Algorithm consists of three subroutines. The first subroutine is called by executing the Tree Initialization Algorithm to produce the initial tree T 0 (the top rectangular block in Figure 4 ). Depending on whether T 0 provides enough required accuracy, two other subroutines are called by executing the Switching Tree Topology Algorithm (the middle right rectangular block) and the Minimum Energy Subtree Algorithm(the bottom rectangular block) respectively. These algorithms are presented in details next. 2 An estimate of E i can be be computed based on the considered wireless technology. A common model is that if the distance between S i and Par(S i ) 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrB10.3 
1) Tree Initialization Algorithm:
Let T 0 denote the tree which represents the initial connection of the sensors with S 0 . T 0 is constructed via the Tree Initialization Algorithm presented graphically in Figure 5 . The idea is that S 0 first establishes direct connections with its neighbor sensors. After that, its neighbor sensors establish further connections with their own neighbor sensors. This process continues until a tree of depth h T is formed. The actual implementation of the algorithms is provided in Section A of the Appendix.
2) Switching Tree Topology Algorithm: For a given tree T t , if P ∞ (T t ) > P desired , the tree needs to be adjusted in a way that the accuracy is improved. The Switching Tree Topology Algorithm provides such a way.
We assume if S i breaks connection with Par(S i ) and connects directly to S 0 , E i (Par(S i )) ≤ E i (S 0 ) and define this operation as π(T t , S i ), i.e., Node π(T t , S i ) = Node(T t ) and
Further define S 2hop
{S i : Par(Par(S i )) = S 0 }. The algorithm is then given as follows.
Switching Tree Topology Algorithm
• Init: T t .
• Compute S i = arg min Si∈S 2hop P ∞ (π(T t , S i )).
• Return T t+1 := π(T t , S i ).
3) Minimum Energy Subtree Algorithm:
For a given tree T t with P ∞ (T t ) ≤ P desired , The Minimum Energy Subtree Algorithm finds the subtree T ′ rooted at S 0 with the property that P ∞ (T ′ ) ≤ P desired , and E(T ′ ) ≤ E(T ) for any subtreẽ T of T t rooted at S 0 . The idea is that all possible subtrees T rooted at S 0 and satisfying P ∞ (T ) ≤ P desired are found in an efficient way utilizing the structure of the initial tree T 0 . Then the subtree T ′ which has the least communication energy is returned. The actual implementation of the algorithm and an example are provided in Section B of the Appendix.
C. Performance Analysis of the Algorithms
The performance of the Tree Reconfiguration Algorithm in previous section is summarized in the following theorem.
Theorem 5.2:
(1) Given a tree T with P ∞ (T ) > P desired , the Switching Tree Topology Algorithm returns T ′ ∈ T all such that
(2) Given a tree T with P ∞ (T ) ≤ P desired , the Minimum Energy Subtree Algorithm returns T ′ ⊂ T rooted at S 0 such that
for any otherT ⊂ T that is rooted at S 0 . (3) If ∃ T ∈ T all such that P ∞ (T ) ≤ P desired , then the output T ′ from the Tree Reconfiguration Algorithm satisfies P ∞ (T ′ ) ≤ P desired . Proof: (1) We provide the proof for the line topology ( Figure 6 ). It is straightforward to extend the proof for a general tree. Following the notations in Section IV, for T ,
where the inequality is from Corollary 1.3 in Appendix C. Therefore
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) is the subtree that has the least energy expenses.
Similarly, S(i 1 i 2 · · · i m ) ∈ D r and so T * = T \ S(i 1 i 2 · · · i m ) is returned by the Tree Reconfiguration Algorithm as we assume T * is the subtree that has the least energy expense.
(3) Since P total ≤ P ∞ (T ) for all T ∈ T all , if such T exists with P ∞ (T ) ≤ P desired , we have P total ≤ P ∞ (T ).
Otherwise, the Tree Reconfiguration Algorithm continues until direct connections between all sensors with S 0 are established, in which case P ∞ (T t ) = P total ≤ P desired . Hence P ∞ (T ′ ) ≤ P desired .
VI. OPTIMAL LQG CONTROL OVER ENERGY EFFICIENT WIRELESS SENSOR NETWORK
The theorem below provides an answer to Problem 2.1. Theorem 6.1: For a given T , let the optimalx k (T ) and corresponding P ∞ (T ) be generated as in Theorem 4.1. Then
where S ∞ ≥ 0 is the unique solution to
Furthermore, J(T ) can be computed as
where
. Proof: Following from [17] and together with Theorem 4.1.
Notice that S ∞ is a fixed quantity, hence Tr(S ∞ Q) is independent of T . Also notice that F P ∞ F ′ is quadratic in P ∞ , therefore in order to keep J(T ) ≤ J desired , P ∞ has to satisfy P ∞ ≤ P desired , which is the reason we choose the minimum energy subtree subject to the estimation constraint.
VII. EXAMPLE
We consider an integrator chain as an example in this section. The discrete time system dynamics is given by Eqn There are three sensors available. The measurement equations are given by
where v i k are white Gaussian with zero-mean and covariances Π 1 = 0.25, Π 2 = 0.5 and Π 3 = 0.5. Assume sensor i is i hops away from S 0 (Figure 7) .
Further assume that if S i is connected to S i−1 , i = 1, 2, 3, the energy of communication is e; if S i is connected to S i−2 , i = 2, 3, the energy is 4e and if S 3 is connected to S 0 , the energy is 8e. The control law u k is computed as in Theorem 6.1. Suppose it is required that Tr(P desired ) ≤ 10 for this system. Initially, assume Q k = Q 0 for all k ≤ k 1 = 200, where Q 0 = 0.2I. After T 0 is set up, S 0 computes Tr(P ∞ (T 0 )) = 4.1297 < 10. Thus it starts to run the Minimum Energy Subtree Algorithm to find out T ′ . In this case T ′ = T 0 \ S 3 with Tr(P ∞ (T ′ )) = 9.6411 and E(T ′ ) = 2e.
We model the disturbance to the plant as changes to Q k . Suppose at time k 1 , Q k changes to 4Q 0 and will last for 100 time steps. We assume the changes in Q k is known to S 0 . 4 In this case, T 0 \ S 3 no longer provides enough accuracy as P ∞ (T ′ ) changes to 34.9300. Thus S 0 executes the Tree Reconfiguration Algorithm again to find the desired tree. Now only the star topology T 2 , with Tr(P ∞ (T 2 )) = 9.6369, provides enough accuracy. The price to pay for reconfiguring to T 2 is that E(T 2 ) = 13e. Figure 10 shows how the different tree location changes in the E − P ∞ diagram for these two scenarios. Later when Q k changes back to Q 0 at k 2 = 300, T 2 is reconfigured to T 0 \ S 3 as well. Figure 8-9 show the evolution of the first and fourth component of x k and the estimation error e k with and without the tree reconfiguration. As we can see from the lower half of the Figures, the state and the estimation remain almost the same after the tree reconfiguration, while if the tree is kept the same, there is a big fluctuation in the state and the estimation error during the time Q k changes to higher values. In this paper, we have considered an optimal control problem over a wireless sensor network. By dynamically reconfiguring the sensor network, the desired performance can be met minimum energy usage. We present optimal estimation and control schemes over a tree of wireless sensors. We also provide algorithms that seeks the minimum energy subtree.
There are a number of interesting extensions of the current work that we shall pursue in the future. We will include the analysis of the time complexity of the algorithm presented in Section V. We will also explore the case where an estimator of the plant input disturbance Q k is included and see how the uncertainties in estimating Q k relates to the uncertainties in J(T ). 
A. Tree Initialization Algorithm
We have represented the Tree Initialization Algorithm graphically in Figure 5 in Section V-B.1. In this section, we provide the actual implementation of the algorithm. Define the following quantities.
• S(t): Sensors added to T 0 at step t.
• ∆S(t): Newly added sensors at step t.
• V ∆E (S i ) {S j : S j is reachable by S i using ∆E energy }.
The Tree Initialization Algorithm is presented in its flow diagram form in Figure 11 .
B. Minimum Energy Subtree Algorithm
We present the Minimum Energy Subtree Algorithm with mathematical detail here. To make the presentation clear and easy to follow, we divide the algorithm into several key steps and provide an example to illustrate each step. Before we introduce the algorithm, let us define
where it is assumed i 1 ≤ i 2 ≤ · · · ≤ i l . The example we will use is given as follows.
Example 1.1: Consider the tree T with 4 sensor nodes in Figure 12 . Assume the following: 1) T provides enough estimation accuracy, i.e., P ∞ (T ) ≤ P desired .
2) No single sensor provides enough estimation accuracy, i.e., P ∞ (S(i)) > P desired , i = 1, 2, 3, 4.
3) Among the two sensor pairs, only sensor 1 and 4 can provide enough estimation accuracy, i.e., P ∞ (S(ij)) ≤ P desired iff {i, j} = {1, 4}.
4) Any three sensors except (S 2 , S 3 , S 4 ) can provide enough estimation accuracy, i.e., P ∞ (Ω(i)) ≤ P desired , i = 2, 3, 4.
5) The energy cost of single hop communication is e. By the above assumptions, it is easy to see that the minimum energy subtree T ′ is given byT 4 with E(T ′ ) = 2e.
Let us examine the case when we take T as an input to the Minimum Energy Subtree Algorithm which consists of the following key steps.
Step 1 • Init: T • t := 0, D t := {S ip ∈ T : P ∞ (Ω(i p )) ≤ P desired }.
In this step, D 0 holds all single sensor node without which, the rest sensors still satisfy the accuracy requirement. Therefore in Example 1.1 D 0 = {S 2 , S 3 , S 4 }.
Step 2 • t := t + 1, D t := D t−1 • ∀ S ip ∈ D t−1 with P ∞ (Ω(i p )) < P desired -∀ q > p and S iq ∈ Fam(S ip ), if P ∞ (Ω(i p i q )) ≤ P desired , D t := D t S(i p i q ).
In this step, D 1 holds all single sensor or two sensor pair without which, the rest sensors still satisfy the accuracy requirement. The third line of step 2 eliminates the redundancy in listing the subtrees as S(i p i q ) = S(i q i p ), and if S ip is removed from a tree, so is Fam(S ip ). Therefore in Example 1.1 D 1 = {S 2 , S 3 , S 4 , S(23)}.
Step 3
• t := t + 1, D t := D t−1 • ∀ S(i p i q ) ∈ D t−1 with P ∞ (Ω(i p i q )) < P desired -∀ l > q and S i l ∈ (Fam(S ip ) Fam(S iq )), if P ∞ (Ω(i p i q i l )) ≤ P desired , D t := D t S(i p i q i l ).
Similar to step 3, D 2 holds all single sensor, two sensor pair or three sensor group without which, the rest sensors still satisfy the accuracy requirement. The algorithm continues in this way until D r = D r−1 at step r ≤ h.
Step r • Return T ′ = arg min Ω(·)∈D E(Ω(·))
In Example 1.1, D 2 = {S 2 , S 3 , S 4 , S(23)} = D 1 . Hence the algorithm stops and returns T ′ = Ω(23) = S(14) =T 4 with P ∞ (T ′ ) ≤ P desired and E(T ′ ) = 2e. It is easy to verify that |T all | = 25 in this case and the algorithm only calculates 7 of them. In general, the time complexity of executing the Minimum Energy Subtree Algorithm is significantly less than solving Problem 5.1 via exhaustive search.
C. Some Background
Let C i , R i , g Ci (X) be defined as
Lemma 1.2: Let 1 ≤ i ≤ j ≤ h be given. Then
Proof: The proof is omitted due to space limitation. Corollary 1.3: For all i = 1, · · · , n − 1, and all X ≥ 0, g Ci+1 (X) ≤ g Ci (X).
