Introduction
Let S = C[x 1 , . . . , x n+1 ] be the set of polynomials in n+1 variables over C (usually corresponding to the homogeneous coordinate ring of P n ). Let ≻ be the reverse lexicographical order on the monomials of S. Given a homogeneous ideal I in S, gin(I), the generic initial ideal of I, is the Borel-fixed monomial ideal associated to I. (For details see [B] , [BM] , [BS] or [Gr] .) The generic initial ideal reflects much of the structure of the original ideal, for example, it has the same Hilbert function and the same regularity. Also, many geometric problems can be reduced to combinatorial ones which may be phrased in terms of generic initial ideals. Thus, we would like to have some rules governing the kinds of Borel-fixed monomial ideals which can occur from geometry. The first set of rules are supplied by a result of Gruson and Peskine ([GP] Associated to a space curve there are invariants which generalize the invariants of points in P 2 (see below). The main result of this paper is to show This result greatly restricts the kind of Borel-fixed monomial ideal which can occur as the generic initial ideal of such curves and thus gives us quite a lot of control over their Hilbert functions. The paper is broken into parts as follows: In Section 1, we will prove the Connectedness Theorem. The proof incorporates the ideas used in the proof of the Gruson, Peskine result ( [GP] , [EP] ) and a more differential approach due to Strano ([S] ). In Section 2, we will give some further restrictions on the generic initial ideal of a reduced, irreducible, non-degenerate curve in P 3 . We will generalize a result of Strano on the effect of certain generators of the generic initial ideal of the curve on the syzygies of the hyperplane section ideal to a larger group of ideals. We will also generalize another result of Strano on complete intersections to curves whose hyperplane sections have invariants of which the first few are like those of a complete intersection. I believe this last result will lead to some interesting results on the gaps of Halphen ( [E] ). Acknowledgement. This paper is taken from my dissertation and I would like to take this opportunity to thank my advisor Mark Green, for his insight and patience.
1 Proof of the Connectedness Theorem
A pictorial description of monomial ideals
We will first give an description, due to M. Green ([Gr] ), of how an ideal I whose generators are monomials in three variables may be described pictorially. Hopefully, this desciption will make subsequent explanations clearer. First, draw a triangle corresponding to the monomials
∈ I for all k ≥ 0) put a circle in the (i, j) position, if 0 < f (i, j) < ∞ put the number f (i, j) in the (i, j) position, and if f (i, j) = 0 put an X in the (i, j) position. Thus the triangle
2 ). Note: For (i, j) not in the picture, it is assumed that x i 1 x j 2 ∈ I. Remark: It is the Borel-fixedness that ensures the step like look. In this example the invariants are as follows:
The invariants of this monomial ideal are connected. To prove Theorem 1, we will first show in section 1.2, that if there is an i and j, with 0 ≤ i < s j − 1, such that µ i+1 (j) + 2 < µ i (j), then for generic hyperplanes H, H ′ , the ideal J = (I| H : (H ′ ∩ H) j ) can be "split" so that there exists a homogeneous polynomial X of degree i + 1 such that gin(X) ∩ gin(J) = gin(X ∩ J). We will then show in section 1.3, that if I arises as the ideal of a reduced, irreducible, non-degenerate curve C ∈ P 3 , such an X cannot exist.
(in particular this will occur if degh i ≤ n) or x J j does not divide in(h i ) for all 1 ≤ j ≤ N, in which case in(h i ) is a new generator of gin(I) satisfying the conditions stated in the theorem. Now let P = in(h) be a generator of gin(I) n+1 , h = f i g i . Let i 0 be such that, in(f i 0 g i 0 ) is maximal, and of the maximal in(f i 0 g i 0 ), g i 0 has maximal degree, and among those g i 0 of the same maximal degree in(g i 0 ) is minimal.
. We now want to show that x i |in(f i 0 ) for some i < max(J i 0 ), where in(
A , x B be generating monomials of a Borel-fixed monomial ideal, I, such that |A| > |B| and
Proof of Claim.
Let A = (a 1 , . . . , a s , 0, . . . , 0), and B = (b 1 , . . . , b s , b s+1 , . . . , b n+1 ), assume that s = max(A). Suppose b i ≤ a i for all i ≤ s, then we may apply elementary moves to B to getB such that xB ∈ I withb i ≤ a i for all i, and as |B| = |B| < |A|, this would imply x
A cannot be a generator. Therefore there exists b i > a i for some i ≤ s, and if i < s we are done. If b i ≤ a i for all i < s but b s > a s we may again apply elementary moves to B and get the same conclusion. Therefore there exists b i > a i for i < s.
. Then there exists s such that a k = b k for all k > s and a s > b s . As the degrees are the same, there must exist a i < b i for some i < s and hence x i |in(f i 0 ) for some i < s ≤ max(J i 0 ). Thus, in either case we have x i |in(f i 0 ) with i < max(J i 0 ). Consider the syzygy
and let h * be the element of I obtained from this syzygy, as above.
, and by Theorem 3 either
* , where
Therefore we may assume in(h) = in(h * ), and so either in(h 1 ) = in(h * ) or in(h 1 ) = in(h). In the first case we get P = in(h) ≺ in(h * ) ≺ x i x J i 0 , and we are done. If dege i 0 ≥ 1, h * = 0 and in(h 1 ) = in(h) = P . Therefore we are left with the case in(h 1 ) = P , however in adding the multiple of h * , we only added terms which either have initial term less than the term in(f i 0 g i 0 ), or if the term has the same initial term as the
. Therefore we may proceed by induction and get the required result. ⋄ Now suppose that gin(I) is such that there exists i and j such that
Let K be the ideal generated by elements of degree ≤ i + ν i+1 (0) + 2 in J. We want to show that there exists an ideal
Corollary 5 All elements of gin(K) are divisible by
is a generator of gin(J) and so
is a generator of gin(K) d+1 , and hence by Theorem 4
some generator of gin(K) d and k < max(J). However, by the claim x J has an x 3 term and thus
after a possible change of basis, there exists a homogeneous polynomial
We will need to use the following Proposition to prove Lemma 6 and later, to prove Theorem 2 
Then X H is a constant up to a multiple of H, for generic H.
Assuming Y = 0 generically (otherwise we are done), we get
and hence
for some α, β and γ.
and we have
and similarly
We may vary X H continuously by any multiple of H without changing the hypothesis or claims of the Proposition, so letting X ′ H = X H − HU we get
Therefore we may assume that X H is such that
Differentiating again we get
and so
for all i, j, and hence there exists α such that α i = ∂α ∂t i for all i. Thus we may assume
Therefore we may assume 
Thus considering the X H as elements of C[x 1 , x 2 , x 3 ], the X H satisfy the hypothesis of Proposition 7 and so X = X H | H is independent of H.
Differentiating with respect to H we get 0 = (
Differentiating with respect to H, k times, we get
. Therefore we may assume B H = O and hence Y = XA H ∈ (X). ⋄ Let K be an ideal contained in J maximal with respect to the properties that K = XK ′ with in(X) = x i+1 1 , and (
Proof. By Galligo's Theorem ( [Ga] ), we may assume gin(I) = in(I) for all ideals I = (X), J or K. 1 . This however contradicts the maximality of K, therefore gin(X) ∩ gin(J) ⊂ gin(X ∩ J). ⋄
Proof of the Connectedness Theorem
Proposition 9 X is constant up to a multiple of H.
, and so p and X cannot have a common factor.) Then (H ′ ) j pX + HA ∈ I for some A = A(H, H ′ ).
Keeping H ′ fixed and letting H = t i x i vary and differentiating with respect to the t i we get
∈ (X). Therefore, for generic H, X H = X, satisfy the hypothesis of Proposition 7 and hence we may assume X is constant up to a multiple of H. ⋄
Proof of Theorem 2
Keeping H ′ fixed and letting Y = (H ′ ) j X, we have for all hyperplanes H and all
Y )} will be a 1-dimensional space and S ⊂ C, C is reduced and irreducible therefore S is dense in C and hence
X) and as C is nondegenerate, this would imply C ⊂ V (X). However, i < s j −1 ≤ s 0 −1 and so i+1 < s 0 . But s 0 is the smallest degree of elements of I, therefore C ⊂ V (X). Therefore for generic H,
. This concludes the proof of the main part of Theorem 2. Now suppose s k < s 0 , and µ s k −1 (k) ≥ 3. For generic hyperplane sections H and
, and so there exists a homogeneous polynomial A H,H ′ such that
Keeping H ′ fixed and differentiating with respect to H = t i x i , we get
Thus by Proposition 7, X H,H ′ is constant with respect to H. Let X H,H ′ = X H ′ , Fix H ′ and let Γ H be a generic hyperplane section of C.
But as the points of Γ H are in general position, there must exist at least one point of Γ H ∈ V (X H ′ ). But varying H as above would imply that C ⊂ V (X H ′ ), and hence that s k ≥ s 0 , which is a contradiction. This completes the proof of Theorem 2. 
Proof. If we were to keep H ′ fixed, the coefficients of F and A would be homogeneous polynomials in the coefficients t i of H = t i x i . We will choose F , which is a bihomogeneous polynomial in t i and x i , such that the degree of F with respect to t i is minimal. We will also assume that gin(J) = in(J) and that in(F ) = x i 1 x j 2 x k−a 3 . Differentiating with respect to H, keeping H ′ fixed we get
is a syzygy of J in degree m + 2. Suppose J does not have a syzygy in degree ≤ m + 2, then
Rewriting, we get
As we have assumed the degree of F is minimal with respect to t i we get that F is constant up to a multiple of H. Hence, by an argument similar to that of Theorem 2, F ∈ I C . This, however, is a contradiction. ⋄
Example.
The following diagram can not correspond to a generic initial ideal of a curve, even though it is connected.
Complete Intersections and Almost Complete Intersections
The result in this section is inspired by the work of Ellia ([E] ) and again generalizes a result of Strano ([S] ):
Theorem 12 
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