Cross-validation (CRV) methods were designed to simulate genomic selection (GS) for yield in a wheat (Triticum aestivum L.) breeding program with data of 318 genotypes grown over an 11-yr period at six locations in France. Two methods, CVSWO (cross-validation-specifi c without location as factor) and CVSW (cross-validation-specifi c with location as factor), included 11 folds, each comprising genotypes grown during a specifi c year and each representing target populations, while the remaining folds comprising genotypes grown during the other 10 yr represented training populations. These methods were compared with CVRWO (cross-validation-random without location as factor) and CVRW (cross-validation-random with location as factor), designed to simulate standard CRV while retaining the structure of the fi rst two CRV methods; the same 318 genotypes were used to create 11 folds, each comprising randomly selected genotypes. Results suggest the accuracy of the CRV methods using specifi cally selected genotypes (correlation coeffi cient between (marker based) estimate of breeding value and observed phenotype [r M ] = 0.20) based on years grown were signifi cantly less than methods using randomly selected genotypes (r M = 0.40-0.50). These results imply wheat yield is more diffi cult to predict for unknown, futuristic years than standard CRV methods suggest. An alternative measure of accuracy based on predicted genotypic ranks, termed predicted rank conversion (PRC), was implemented for the purpose of improving accuracies and reducing the differences between CRV methods.
P
LANT GENOMIC SELECTION (GS) investigations have suggested the possibility of predicting breeding value of traits with a dense and uniform set of molecular markers. Th e impetus behind GS is the convenience of predicting the performance of crop plants without the usual drudgery of fi eld tests at multiple locations over several years. Genomic selection, though, may not replace the need for fi eld tests and may take a more integrative role in a wheat breeding program. Heff ner et al. (2010) suggested 2 yr could be eliminated from fi eld trials and parents might be selected in 3 rather than 4 yr for subsequent breeding cycles.
Small grain GS empirical studies include barley (Hordeum vulgare L.), maize (Zea mays L.), and wheat (Albrecht et al., 2011; Burgueño et al., 2012; Crossa et al., 2010; Heff ner et al., 2011; Heslot et al., 2012; Lorenzana and Bernardo, 2009; Poland et al., 2012; Zhao et al., 2012; Zhong et al., 2009 ). Heff ner et al. (2011 analyzed 374 wheat genotypes, grown at three locations over 2 yr, genotyped with 1158 Diversity Arrays Technology (DArT) markers and phenotyped for 13 traits using four statistical models-ridge regression best linear unbiased predictor (RRB), BayesA, BayesB, and BayesC-for genomic estimate of breeding value (GEBV); prediction accuracies were 28% greater than marker-assisted selection and 5% less accurate than phenotypic selection. Crossa et al. (2010) analyzed 599 wheat genotypes, grown in four megaenvironments, genotyped with 1279 DArT markers and phenotyped for yield using three statistical models-RRB, Bayesian least absolute shrinkage and selection operator (LASSO) (BL), and reproducing kernel Hilbert spacewith marker and/or pedigree information for GEBV.
Th e statistical models make diff erent assumptions about marker numbers and eff ects, possibly aff ecting GEBV and prediction accuracies of diff erent data sets. Several statistical models estimate marker eff ects for some or all markers in a dataset, including BayesA, BayesB, BL, Bayesian ridge regression (BRR), and RRB (Meuwissen et al., 2001; Park and Casella, 2008; Pérez et al., 2010; Whittaker et al., 1997) . Two models, RRB and BRR, assume there are many quantitative trait loci (QTLs) with small eff ects ; one model, BayesB, assumes many QTLs with no eff ects and a few QTLs with some, possibly large, eff ects (Meuwissen et al., 2001) ; and two models, BayesA and BL, assume many QTLs have small eff ects and a few QTLs have large eff ects (Meuwissen et al., 2001; Pérez et al., 2010) . At least one model, genomic relationship best linear unbiased predictor (BLUP) (GB), derives genetic relationships from markers and estimates breeding values from the relationship matrix using a BLUP animal model (VanRaden, 2008) although the basis of GB is similar to RRB (Piepho, 2009) . Each model derives genotypic and phenotypic information from the entire training population for an estimation of marker eff ects. Th e training and target populations comprise individuals genotyped with the same markers and may consist of any number of individuals grown at any number of sites during any number of years.
Accuracies are measured as correlations between the observed and predicted phenotypes using a crossvalidation (CRV) method; the CRV method randomly partitions the genotypes into folds and isolates folds as target populations while omitting the target's phenotypic data. Th e remaining folds of genotypes with their phenotypic data intact are used as the training dataset; this process is repeated for each fold . Standard CRV methods have reported correlations between predicted and observed yields up to 0.61 in wheat and 0.74 in maize (Albrecht et al., 2011) . Burgueño et al. (2012) altered the CRV method to more closely mimic the use of GS in a breeding program, which will have new, untested genotypes, and their results suggest the accuracy of predictions is reduced without some fi eld testing by up to 31%. A breeding program would ultimately hope to eliminate fi eld testing and rely on GS predictions, and this should be possible for some traits of some organisms. For example, some dairy breeding companies have relied on GS predictions to reveal a young bull's (Bos taurus) merit, and already some bulls have been marketed with GEBV and no pedigreetesting information (Hayes et al., 2009) .
Quantitative traits strongly infl uenced by genotype × environment (G×E) interactions, such as wheat yield, would be more diffi cult to predict due the change of varietal ranks.
Heff ner et al. (2009) reasoned GS accuracies would be stable, despite G×E eff ects, due to a breeder's intentional and unintentional selection of alleles appropriate for a particular region. Crossa et al. (2010) indicated marker eff ects diff ered in diff erent environments, implying G×E or, more specifi cally, QTL × environment (Q×E) was the cause. Some genotypes are more resistant to G×E eff ects than others. For example, in the Colorado State University winter wheat breeding program, some top ranked varieties, such as Byrd and Snowmass, are predictably high yielders from year to year and location to location. A breeding program tends to select for this consistency aft er 3 yr of yield trials. If the consistently high yields are a predictable trait, accuracies may improve if the top ranked genotypes are isolated for analysis.
Th is investigation analyzed elite French winter wheat genotypes (breeding lines) grown during an 11-yr period at six locations with four statistical models to simulate the use of GS in wheat breeding program to determine the accuracy of predicting uncharacterized genotypes in a futuristic growing season. Another objective was to determine if the measure of accuracy would improve by ranking the genotypes and retaining only the top-ranked genotypes.
Materials and Methods

Population
Yield data was taken from 318 elite winter wheat genotypes developed by the Institut National de la Recherche Agronomique in the applied breeding program from crosses between varieties and elite breeding genotypes and grown over 10 yr at six locations with two replications in France. Each genotype was grown for an average of 3.3 yr between 2000 and 2010. Th ese genotypes were developed in the "continuous improvement program" involving 300 crosses each year between breeding genotypes and recently registered varieties. Wheat plants from the F 2 to F 4 generations were bulked into families with about 2000 plants per cross, and the F 5 grains from selected spikes were sown in single rows using a classical pedigree design. Bulked grains of F 6 genotypes were sown in two replicated trials with randomized 6-to 10-m 2 plots in a single location. Th e best F 7 and the most advanced F 8 to F 9 genotypes were evaluated in a network of 8 to 10 locations with four replications, according to their precocity group. For a more balanced design, data from six locations-Clermont-Ferrand (CF), Dijon (DI), Estrées-Mons (EM), Le Moulon (LM), Lusignan (LU), and Rennes (RE)-were used due to a more balanced genotypic representation. Th erefore, 30 to 50 new genotypes were entered into the most advanced evaluation network. Some genotypes were evaluated 1 to 3 yr before the best were registered. Since breeding genotypes were used as genitors one time, suffi cient phenotypic data are available during the selection cycle. In this study, genotypes had been evaluated in the complete multisite network between 2000 and 2010. Th ere were 318 genotypes aft er discarding genotypes with incomplete data. Th e parents of the 318 lines are for half of them the recently registered French varieties and for the second half breeding lines from former generations of the program. Th erefore, they belong to the same breeding group and are not or little genetically structured (i.e., in subgroups). However, they are related to each other, with an average coeffi cient of co-ancestry of 0.22 (range of 0 to 0.98, i.e., a few lines are quite similar, likely derived from the same F 4 plant), which might suggest that co-ancestry based methods should be effi cient.
Statistical Models for Genomic Estimate of Breeding Value
Th e single-environment linear, statistical models of this investigation may be described by
in which y i is the phenotype of the ith individual, μ is the overall mean, x ij is the marker covariate of the ith individual and jth marker, β j is a regression coeffi cient of the jth marker, and ε i is the residual. Th e statistical models-RRB, BRR, and BL-estimated marker eff ects for each of the markers in the training population and used these marker eff ects to calculate GEBV for genotypes in the target population. Ridge regression BLUP used maximum-likelihood solutions for mixed models (Endelman, 2011) ; it assumed markers had random eff ects, a common variance, and eff ects that were equally shrunken toward zero using a penalty parameter λ 2 = σ is the marker eff ect variance (Piepho, 2009) . Bayesian ridge regression uses a Gaussian prior distribution with a variance common to each marker eff ect (de los Campos and Pérez et al., 2010) . Th e prior residual variance and degree of freedom were S ε = 4.5 and df ε = 3, respectively, and the prior variance of marker eff ects were S βR = 0.009 and df βR = 3. Estimates of lambda were based on a broad-sense heritability (H 2 ) = 0.37. Th e number of iterations used as burn-in was 20,000 and the number of iterations made in the Gibbs sampler was 60,000. Bayesian LASSO uses a Gaussian prior distribution with a markerspecifi c prior variance for a diff erential shrinkage of each marker eff ect (de los Campos and Pérez et al., 2010) . Th e prior residual variance and degree of freedom were S ε = 4.5 and df ε = 3, respectively, and the prior variance of marker eff ects were S βR = 0.009 and df βR = 3.
Estimates of lambda were based on H 2 = 0.37. Th e number of iterations used as burn-in was 20,000 and the number of iterations made in the Gibbs sampler was 60,000. Genomic relationship BLUP assumes pedigree relationships in the training population, based on marker genotypes, and then estimates breeding values using a BLUP animal model (Henderson, 1975; Costner, 2010) . Piepho (2009) showed GB and RRB are similar.
Data Analysis
Marker genotypes were produced with 2236 Diversity Array Technology (Triticarte Pty. Ltd, Canberra, Australia; http:// www.triticarte.com.au [accessed 1 Oct. 2011]); genotypes were scored as 1 for "present" and 0 for "absent."
Th e R package (R Development Core Team, 2011), linear mixed eff ects models using S4 classes (lme4), was used to estimate variance components for heritability (H) described as y = μ + E + g + ε, in which y is a response vector, E a fi xed "environment" (i.e., year × location) eff ect parameter, g a random genotypic eff ect vector, and ε a per-observation noise term (Bates et al., 2011) .
Genomic estimates of BV were derived from 318 genotypes, each used with four CRV methods (Table 1) : the CRV methods described in Table 1 were designed to compare methods that predict yields of genotypes selected specifi cally for years grown with and without location as factor (cross-validation-specifi c without location as factor [CVSWO] and cross-validationrandom with location as factor [CVRW] ) with methods that predict yields of genotypes selected randomly with and without location as factor (cross-validation-random without location as factor [CVRWO] and CVRW). For each CRV method, genotypes were separated into 11 folds, one fold for each of 11 growing seasons from 2000 to 2010. Th e folds were composed of randomly or specifi cally selected genotypes with regression coeffi cients derived with and without location as factor (Table 1) . Th e diff erence between cross-validationspecifi c with location as factor (CVSW) and CVSWO was an estimation of mean yield for each location (CVSW) or an estimation of mean yield without regarding location as an explanatory variable. For example, if genotypes 1 to 62 were grown during the year 2000, they comprised one fold and this fold could be the target population predicted by the training population comprising the other 10 folds; this fold, in turn, may be part of the training population in another CRV analysis. Linear regression coeffi cients were derived from the genotypes with or without location as a factor using a linear model (lm) [1] (R Development Core Team, 2011). Crossvalidation-random with location as factor (CVRW) and CVRWO included the same fold numbers and sizes as CVSW and CVSWO, but the folds comprised randomly selected genotypes grown during any of 11 yr. For example, genotypes 1 to 10, 50 to 60, 100 to 110, 150 to 160, 200 to 210, and 250 to 262 may have been grown during any of the years and would have been placed in any fold with any other genotypes. Again, linear regression coeffi cients were derived from the genotypes with or without location as a factor using a lm [1] .
Each line was grown for an average of 3.3 yr although each line was represented in only one fold and could not be part of both the training and target populations. Th e fold compositions were infl exible due to the basis of CVSW and CVSWO, which comprised genotypes grown during specifi c years and could only be grouped among genotypes grown during the same year; therefore, the folds could not be reassembled and reanalyzed in a resampling procedure. In CVRW and CVRWO there was no resampling, as well, to align the CRV methods as closely as possible.
Th e Pearson correlation coeffi cient, r, measured the degree of correlation coeffi cient between (marker based) estimate of breeding value and observed phenotype, expressed as r M , marker-based prediction accuracy (Heff ner et al., 2011; Heslot et al., 2012) . A t test compared the prediction accuracies of the four models using CVSWO vs. CVRWO and CVSW vs. CVRW. Bar graphs and line graphs represent means and error bars represent SD; graphs were produced with the R package "sciplot" (Morales 2010 ).
Predicted Rank Conversion
An alternative to Pearson correlations, termed predicted rank conversion (PRC), ranked the predicted yields of genotypes for methods CVSWO and CVRWO and selected the top 10% and compared these predicted ranks with the observed ranks and converted the predicted 10% in terms of their observed rankings. For example, if the number one predicted genotype was actually ranked number 12th out of 100, this genotype was scored a rank of 0.12 because it was assumed, in a breeding program, the top 10% of predicted genotypes would be selected for further development, and the logic of the conversion was to set the predicted genotypes in terms of their observed rankings; so, in this example, the number one genotype would probably have been selected for further development when actually the number 12 genotype was selected. All top 10% predicted ranks were converted to observed ranks, and an average score was calculated for CVSWO and CVRWO. Th e best possible score was estimated from a perfect match between the predicted and observed ranks and classifi ed under the "best" model.
Results and Discussion
Prediction Accuracy of Cross-Validation Methods
Th e historical wheat data described in Materials and Methods was used to gain insight into the utility of GS for breeding wheat. Th e objective was to determine if there were diff erences in prediction accuracies, which may have implications for appropriate GS models for wheat. Th e methods were compared for prediction accuracies, and the results suggest signifi cant diff erences for each comparison ( Fig. 1 and 2, respectively) : the CRV methods based on randomly selected genotypes were more accurate than methods based on specifi cally selected genotypes. Th e four statistical models produced very similar results. Crossa et al. (2010) concluded certain markers had diff erent eff ects at diff erent locations, suggesting they were infl uenced by Q×E. Th e objective of deriving regression coeffi cients from each location, CVRW and CVSW, was to determine if accuracies were more consistent when location was a factor and was used to estimate prediction accuracies rather than deriving coeffi cients when location was not a factor. In most cases, accuracies decreased for the methods using specifi cally selected genotypes at each location ( Fig. 3 and 4) . A t test indicates diff erences between the methods at four locations and no diff erences at two locations (Supplemental Table S1 ), suggesting yields were less predictable at some locations-CF, DI, LM, and LU-and were more predictable at other locations, EM and RE, during an 11 yr period. One interpretation of this result highlights the regional diff erences and possible inherent predictabilities of some regions due to more consistent climates; RE, for instance has an oceanic climate, buff ering plants from temperature and precipitation extremes.
Th e measure of accuracy for these initial results was a correlation, r M, between predicted and observed yields, which included all observations in the analysis. Wheat breeders, however, typically rank candidate genotypes and select the top percentage for further evaluations. In an attempt to simulate a breeding program, the PRC measurement was evaluated to determine if accuracies changed for the CRV methods. Only CRV methods, CVRWO and CVSWO, were compared graphically and by method t test, and again, diff erences were signifi cant (Fig. 5) .
Cross-Validation Accuracy
Th e decreased prediction accuracies between the CRV methods were the result of predictions based on genotypes grown during one specifi c year rather than 1 to 11 random, Figure 1 . Prediction accuracies, the correlation coeffi cient between (marker based) estimate of breeding value and observed phenotype (r M ) , of four models were compared between cross-validation-specifi c without location as factor (CVSWO) and cross-validation-random without location as factor (CVRWO) cross-validation methods. Accuracies were measured by correlations, r M, between genomic estimate of breeding values and observed phenotypic values. See Supplemental Table S2 for respective values. ***Signifi cant P < 0.001 using a t test. RRB, ridge regression best linear unbiased predictor; GB, genomic relationship best linear unbiased predictor; BRR, Bayesian ridge regression; BL, Bayesian least absolute shrinkage and selection operator. Table S2 for respective values. ***Signifi cant P < 0.001 using a t test. RRB, ridge regression best linear unbiased predictor; GB, genomic relationship best linear unbiased predictor; BRR, Bayesian ridge regression; BL, Bayesian least absolute shrinkage and selection operator. nonspecifi c years. Th is alteration of genotypic selection caused changes in the relative order of genotypes, according to predicted yields. An interaction eff ect may explain the change of genotypic order, and a reasonable interaction to implicate is a QTL × environment interaction (Q×E). When the training and target populations comprised randomly selected genotypes (CVRWO and CVRW) marker eff ects were estimated from genotypes representing each year of the target population and the prediction accuracies were r M = 0.50 and 0.40, respectively, but when the target population comprised specifi cally selected genotypes (CVSWO and CVSW) marker eff ects were estimated in the training population from genotypes with no growing years in common with the target population and prediction accuracies decreased to r M = 0.20 and 0.21, respectively. If the environmental conditions induced specifi c marker eff ects for each year, these year-specifi c eff ects were not available for CVSWO and CVSW, due to the target population containing all the genotypes grown during 1 yr-this is analogous to a real breeding program that would predict the value of genotypes for futuristic, unknown years. Cross-validation methods using training populations comprising genotypes grown during single years was not used for GEBV in the current investigation. However, Heff ner et al. (2011) In practical terms, according to these results, a plant breeder would realize low prediction accuracies when using training populations comprising genotypes grown over several years to predict the yield of genotypes grown for 1 yr at one or six locations. A classical breeding program, described by Heff ner et al. (2010), would subject F 5 -derived genotypes to 3 yr and at least three locations for yield trials. In the current study, the mean yield for each genotype was estimated from an average of 3.3 yr of growth at six locations, and these genotypes represent genotypes a breeding program may strive to predict using statistical models; a plant breeder using GS may hope to replace 3 yr and at least three locations with GEBV to predict the best genotypes if these predictions could be as reliable and accurate as classical methods.
Th e diffi culty predicting uncharacterized genotypes may be partly addressed with parameter adjustments: investigations involving simulations have determined the Figure 5 . Predicted rank conversion (PRC) represents the average scores for methods cross-validation-random without location as factor (CVRWO) and cross-validation-specifi c without location as factor (CVSWO) for each statistical model over 11 years. The y axis represents the average top 10% ranks of predicted genotypes converted in terms of their observed ranks. The best or lowest possible score is represented by the "best" model in yellow; it was calculated from a perfect match between predicted and observed ranks. ***Signifi cant P < 0.001 using a t test. RRB, ridge regression best linear unbiased predictor; GB, genomic relationship best linear unbiased predictor; BRR, Bayesian ridge regression; BL, Bayesian least absolute shrinkage and selection operator. most controllable parameters are training population sizes and marker numbers (Goddard 2009; Hayes et al., 2009) . Regarding marker numbers, Poland et al. (2012) used over 41,000 single nucleotide polymorphisms (SNPs) in 254 wheat genotypes and indicated there were no accuracy diff erences with 1827 SNPs. Regarding training population size, a few recent studies have concluded population size was an important variable determining prediction accuracies in wheat, maize, and barley (Heff ner et al., 2011; Iwata and Jannink 2011; Zhao et al., 2012) . Heff ner et al. -(1/2) σ g < h (in which y i is the average performance of the ith line, g i is the genetic value of the ith genotype, n i is the number of replicates of the ith genotype, and ε i is a model residual), indicating correlations may be greater than h for replicated data, because this sqrt of H is higher than H defi ned for a single replicate level. For the population of the current investigation, CVRWO, correlation (g i ,y i ) = r M = ~0.50 and h = 0.61 (Table 2) ; accordingly, the models were accurate for the CRV methods although genetic variation remains to be captured for all CRV methods. Th e relationship between correlation, r M , and sqrt of H may be a guide for the identifi cation of an optimal marker density and training population size for GS, possibly defi ned empirically through a balance between prediction accuracy and economic cost of materials and methods.
In the previous sections, prediction accuracies were based on correlations, r M, between predicted and observed yields of respective genotypes. Th is measurement was expeditious but included some unused information in a breeding program. A plant breeding program, for example, may seek to identify the top 10% of progeny derived from a parental cross. Th e top 10% could be the primary focus of GS as well, if they were isolated from the GEBV analysis and featured for purposes of comparing models, markers, and populations. Th e impetus for evaluating other measurements of accuracy was to optimize accuracies. It is possible the correlation measurement of accuracy includes less predictable genotypes, those more prone to G×E eff ects, while the top-ranked genotypes may be more consistent across environments and typically selected under conventional breeding methods.
An alternative measurement, termed PRC in Materials and Methods, converts the predicted top 10% of genotypes in terms of observed genotypic ranks. A PRC measurement would more directly connect to the objectives of a breeding program than correlations involving all predicted genotypes (including 90% of the genotypes a breeding program would not consider). A PRC would allow a breeder to establish a limit, a PRC range of confi dent predictions. Predicted rank conversion was used to compare methods CVRWO and CVSWO, but the diff erences were signifi cant (Fig.  5) , as with correlations (r M ) . Th e PRC, however, indicates the average observed rank predicted by each model: with method CVRWO, the average observed rank was in the top 21% of the population predicted by RRB. Th is average over 10 yr included 66 genotypes predicted in the top 10%. Th irty-four of these genotypes had observed yields that were equal to or less than 10% of the population rank, and the remaining 32 (48%) genotypes had observed yields greater than 10% (data not shown); a plant breeder using GS would have selected 48% of predicted genotypes that were greater than the top 10% of ranks. Th e lowest possible score would be an average of 0.06, equivalent to a perfect correlation (Fig. 5) , and the worst possible average score would be an average of 0.94 (data not shown).
Conclusions
Cross-validation methods (CVSWO and CVSW) were designed to simulate GS in a breeding program using historical data of 318 genotypes for the assemblage of 11 folds, each comprising genotypes grown during a specifi c year. Specifi cally selected genotypes for each of 11 folds had 1 yr in common-they all grew during the same year-and were used as a target populations while the remaining genotypes were used as the training populations. Th ese CRV methods were compared with methods CVRWO and CVRW, designed to simulate more standard CRV methods using the 318 genotypes for an assemblage of 11 folds, each comprising randomly selected genotypes; these methods are more expeditious and fl exible, due to the sampling possibilities. Th e methods CVSWO and CVSW had lower prediction accuracies for the trait, yield, of this investigation. Th e only diff erences between CVSWO vs. CVRWO and CVSW vs. CVRW were the fold genotypic compositions. Th ese results have implications for a wheat breeding program seeking to use the predictive capabilities of GS because results suggest accuracies for predicting yield are r M = 0.20 and probably not useful for reliably predicting the best genotypes. One explanation for the reduced accuracies may be a Q×E eff ect changing the performance of some genotypes in diff erent environments and making them less predictable. If some genotypes are less aff ected by Q×E eff ects and tend to emerge near the top of rankings, due to consistently high yields, then predictability may be improved if the top-ranked genotypes were isolated for estimates of accuracy. Th e PRC was designed as an alternative measure of accuracy to determine if accuracies might be improved following the approach of plant breeding programs by selecting the top ranked genotypes and discarding the others. However, the diff erence between CVRWO and CVSWO was signifi cant. Th e low accuracies revealed by GS for predicting genotypes separated according to years may be a shared problem with phenotypic selection (Heff ner et al., 2011) , which also had low accuracies of r p = 0.20. Using GS, a breeding program may seek a reduction of years and locations for testing F 5 -derived genotypes, as described by Heff ner et al. (2010) . Th e prediction of traits using GS is measured against classical breeding methods, stated as a correlation between the two methods, r M = 0.20, a measure of accuracy. As discussed in the fi rst section, this correlation can be at least the sqrt of H. With a much larger training population, a greater marker density, the incorporation of Q×E information in models, GS may address the poor accuracies for predicting yield in wheat.
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Supplemental Table S1 . Average prediction accuracies, correlation coeffi cient between (marker based) estimate of breeding value and observed phenotype (r M ), for the cross-validation methods tested with four statistical models: ridge regression best linear unbiased predictor (RRB), genomic relationship best linear unbiased predictor (GB), Bayesian ridge regression (BRR), and Bayesian least absolute shrinkage and selection operator (BL).
Supplemental Table S2 . Pairwise, t-test comparisons of correlations between cross-validation methods crossvalidation-specifi c with location as factor (CVSW) and cross-validation-random with location as factor (CVRW) at each of the six locations shown in Fig. 4 and 5.
