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Chapter 1
Introduction
Bose-Einstein condensation (BEC) was predicted by Einstein in 1925 [1], based on the
work of Bose on the statistics of photons [2]. Einstein considered a gas of noninteracting
bosons and concluded that a phase transition associated with the condensation of particles
in the lowest-energy single-particle state occurs at a certain critical temperature as a
consequence of quantum statistical eﬀects. As the temperature decreases, the thermal
de Broglie wavelength increases. At the critical temperature, the de Broglie wavelength
becomes comparable to the mean interparticle distance, and a Bose condensate forms.
In 1938 superﬂuidity of liquid 4He was discovered by Kapitza [3] and, independently
Allen and Misener [4]. London suggested the relevance of BEC to superﬂuidity in liquid
4He [5], despite the strong interaction in this system. The ﬁrst self-consistent theory of
superﬂuids was developed by Landau in 1941 by introducing the concept of elementary
excitations [6]. He predicted that the spectrum of elementary excitations has phonons at
low momenta and rotons at higher momenta and this ensures the stability of superﬂuid
ﬂow. In 1947 Bogoliubov developed theories of a weakly interacting dilute Bose gas on
the basis of the concept of BEC and showed that the excitation spectrum has a phonon
spectrum at low momenta [7], which is consistent with Landau’s prediction. Penrose and
Onsager generalized the deﬁnition of BEC to a system of interacting particles by regarding
the largest eigenvalue of the one-body reduced density matrix as the condensate fraction
N0 [8]. They pointed out that the oﬀ-diagonal long-range order of the one-body reduced
density matrix is closely related to the presence of Bose condensates. They also estimated
the value of N0 and showed that BEC can occur in liquid
4He (N0 ∼ 0.08N where N is
the total number of particles). Direct evidences both for the phonon and roton dispersion
of elementary excitations and the presence of BEC in liquid 4He have been obtained in
experiments using inelastic neutron scattering [9].
Bose-Einstein condensation in atomic gases has been ﬁrst achieved by the experimen-
tal groups of Cornell and Wiemann at Boulder [10] and of Ketterle at MIT [11] in 1995.
In these experiments, atoms are collected in a magneto-optical trap and cooled to micro-
Kelvin temperatures using laser cooling techniques. After transferred to a magnetic trap,
they are further cooled to nano-Kelvin temperature, which is below the transition tem-
perature of BEC, using evaporative cooling techniques. The obtained ultracold atomic
gas is released from the trap and its momentum distribution is observed by time-of-ﬂight
imaging techniques. A sharp peak in the momentum distribution clearly indicates the
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occurrence of BEC.
BEC in dilute atomic gases has several advantages for investigations of quantum phe-
nomena. A major advantage is that experimental data can be quantitatively compared
with microscopic theories in contrast to liquid 4He. This is because interatomic interaction
is approximated very well by an eﬀective contact interaction and properties of the gases
is well described by the mean-ﬁeld theory due to diluteness of the gases [12, 13, 14, 15].
Another advantage is that relaxation times of the gases is so long that dynamic proper-
ties, such as collective oscillations [16, 17, 18] and sound propagation [19], can be directly
probed in experiments by observing density proﬁles of the gases.
A further advantage is that external potentials for atoms can be controlled variedly
and precisely by adequately manipulating electromagnetic ﬁelds and Bose condensates can
be created in various non-uniform potentials. Blue-detuned laser beams act as repulsive
potentials for atoms. Focusing the laser beam into the center of a magnetic trap, one can
create a double-well potential. A beautiful experiment on the matter-wave interference,
which is a clear evidence of the coherent nature of Bose condensates, was performed by
Andrew et al. using Bose condensates trapped in the double-well potential [20]. Optical
lattices are created by the interference of two counter-propagating laser beams and act as
periodic potentials for atoms. Anderson and Kasevich ﬁrst achieved Bose condensates in
the optical lattice [21]. Using two counter-propagating laser beams with slightly diﬀerent
frequencies, one can move an optical lattice. Stability of superﬂuid ﬂow of Bose con-
densates in the moving optical lattice has been experimentally studied [22, 23]. Several
recent papers have reported realization of Bose condensates in random potentials created
with optical speckles [24, 25, 26, 27]. It is worth noting that Bose condensates has been
created in an optical box trap by Meyrath et al. without using a harmonic magnetic
trap [28]. In this experiment, the condensates are strongly conﬁned in two dimensions,
and are uniform in the other direction except for the edges of the system.
These advantages have provided unique opportunities for exploring superﬂuidity and
quantum tunneling. As for superﬂuidity, Steinhauer et al. have measured excitation spec-
tra of trapped Bose condensed gases using Bragg spectroscopy techniques and demon-
strated that the excitation spectrum agrees well with the Bogoliubov spectrum, which
ensures the stability of superﬂuid ﬂow [29]. Superﬂuidity of a Bose condensed gas has
been experimentally investigated by moving a blue-detuned laser beam through the con-
densate and it has been observed that strong heating occurs when velocity of the beam
exceeds a certain critical value [30, 31]. The critical velocity qualitatively agrees with the
local sound speed, and this is consistent with Landau’s prediction. Direct evidences for
superﬂuidity of Bose condensates have been also obtained from experiments of nucleation
of quantized vortices [32, 33].
Superﬂuidity of Bose condensates in a moving optical lattice has been vigorously
studied and several intriguing properties speciﬁc to this system has been found. Wu and
Niu pointed out that superﬂuid ﬂow of Bose condensates in a moving optical lattice breaks
down due to Landau and dynamical instabilities [34, 35]. The breakdown of superﬂuid
ﬂow has been observed in recent experiments [22, 23, 36, 37, 38]. Moreover, a swallow-tail
energy loop was theoretically found in the band structure of Bose condensates in a periodic
potential [39, 40]. Mueller suggested that the swallow-tail is a generic sign of hysteresis,
and is a manifestation of superﬂuidity of Bose condensates in an optical lattice [41].
3As for quantum tunneling, Josephson eﬀects of atomic Bose-condensed gases has been
studied by many theorists and various types of Josephson eﬀect have been predicted [12,
13, 73, 74, 44, 45, 46] since the ﬁrst achievement of Bose condensates in a double-well
trap [20]. Recently, Albiez et al. has succeeded in creating Josephson weak links of
atomic Bose condensates and observed two types of Josephson eﬀects, called as Josephson
plasma oscillation and self-trapping [47]. Pasquini et al. observed the quantum reﬂection
of ultracold atoms from the attractive potential of a solid surface [48]. Following this
experiment, several theoretical papers on the tunneling of solitons have been reported [49,
50, 51].
Kovrizhin [52] and Kagan et al. [53] studied the tunneling problem of Bogoliubov ex-
citations and predicted that a potential barrier is transparent for low-energy excitations.
They called this behavior as anomalous tunneling. It is well known that properties of a
wave function of a single particle in non-uniform potentials, e.g. the band structure in a
periodic potential [54] and the Anderson localization length in a random potential [55],
explicitly depend on tunneling properties for a single barrier, such as transmission coeﬃ-
cient and phase shift. By analogy with the single particle case, the anomalous tunneling
is expected to be relevant to properties of elementary excitations of non-uniform Bose
condensates, which are crucial for understanding thermodynamics, dynamics and super-
ﬂuidity of Bose condensed gases.
The physical picture of the anomalous tunneling is still ambiguous. Kagan et al. tried
to explain the physical picture of the anomalous tunneling by regarding it as a kind of
resonant tunneling [53]. The condensate density acts as a kind of potential for excitations
and creates a potential well around a potential barrier by decreasing around the barrier.
They argued that the potential well induces a quasi-bound state and excitations with a
certain resonance energy perfectly transmit though the potential barrier. However, this
explanation is inconsistent because the size of the potential well is much smaller than the
wave length of the excitations exhibiting the anomalous tunneling.
In this thesis, based on the mean-ﬁeld theory, we study Bose condensed gases in non-
uniform potentials. We focus our eﬀorts on the tunneling of elementary excitations of
Bose condensates and attempt to understand striking features speciﬁc to BEC, such as
Josephson eﬀects and superﬂuidity, from the viewpoint of the anomalous tunneling. Clear
relevances of the anomalous tunneling to Josephson eﬀects and superﬂuidity will be seen.
This thesis is organized as follows:
In Chapter 2, we start from reviewing the mean-ﬁeld theory. We present two deriva-
tions of the basic mean-ﬁeld equations, i.e., the Gross-Pitaevskii (GP) equation and Bo-
goliubov equations, and discuss the similarity and diﬀerence between elementary excita-
tions and normal modes. An emphasis is placed on a way to specify Landau and dynamical
instabilities in terms of excitation spectra. We introduce one-dimensional (1D) treatment
of the mean-ﬁeld theory and discuss its validity. We show three simple examples of ap-
plication of the mean-ﬁeld theory.
In Chapter 3, we study tunneling of Bogoliubov excitations across a potential bar-
rier. As clearly demonstrated in experiments of Josephson eﬀects [47] and matter-wave
interference [20, 56], two Bose condensates separated by a potential barrier have a phase
diﬀerence ϕ in general. One of our main goals in this chapter is to clarify how the presence
of the phase diﬀerence aﬀects tunneling properties of elementary excitations, especially the
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anomalous tunneling. We analytically solve the time-independent GP equation and show
that the relation between the supercurrent and phase diﬀerence obeys the Josephson re-
lation, where the supercurrent is proportional to sinϕ, for a strong potential barrier. The
Bogoliubov equations are analytically solved and the transmission coeﬃcient and phase
shift are calculated. We ﬁnd that they strongly depend on the phase diﬀerence, and that
the perfect transmission of low-energy excitations disappears at the critical value of ϕ,
which gives the maximum supercurrent. We discuss the physical picture of the anomalous
tunneling from a diﬀerent viewpoint from the resonant tunneling. We also discuss the
experimental feasibility of observing the anomalous tunneling. It is worth noting that
analytic solutions of the Bogoliubov equations for the single barrier problem obtained in
this chapter will be employed for calculations in Chapters 4 and 5.
In Chapter 4, we study elementary excitations of Bose condensates in a double-well
potential. In particular, we focus our attention on the lowest-energy excitation exhibit-
ing the crossover from the dipole mode to the Josephson plasma mode as the potential
strength increases. We ﬁrst consider a Bose condensate in a box-shaped double-well.
The time-independent GP equation and Bogoliubov equations are analytically solved and
the Josephson plasma energy and excitation spectra are calculated. It is found that the
anomalous tunneling of low-energy excitations determines the crossover from the dipole
mode to the Josephson plasma mode. We next consider a Bose condensate in a double-well
consisting of a harmonic conﬁnement and a gaussian potential barrier. It is found that
the interpretation of the crossover in terms of the anomalous tunneling is also adequate
in this realistic double-well potential.
In Chapter 5, we study elementary excitations of Bose condensates in a 1D periodic
potential. By using the Kronig-Penney (KP) model, the condensate and Bogoliubov
bands are analytically calculated and the stability of condensates in a periodic potential
is discussed. The Landau and dynamical instabilities occur in a KP potential when the
quasimomentum of the condensate exceeds certain critical values as in a sinusoidal poten-
tial. It is found that the onsets of the Landau and dynamical instabilities coincide with
the point where the perfect transmission of low-energy excitations through each poten-
tial barrier is forbidden, i.e., the anomalous tunneling is absent. The Landau instability
is caused by the excitation with small q and the dynamical instability is caused by the
excitations with q = π/a at their onsets, where q is the quasimomentum of excitation
and a is the lattice constant. A swallow-tail energy loop appears at the edge of the ﬁrst
condensate band when the mean-ﬁeld energy is suﬃciently larger than the strength of
the periodic potential. We ﬁnd that the the eﬀective mass can be negative in the lower
portion of the swallow-tail. This fact means that Muller’s explanation for swallow-tails
based on the hysteresis fails. It is also found that the upper portion of the swallow-tail
is always dynamically unstable, but the second Bogoliubov band has a phonon spectrum
reﬂecting the positive eﬀective mass.
Chapter 2
Mean-ﬁeld theory
In this chapter, we brieﬂy review the mean-ﬁeld theory, which describes weakly interacting
dilute Bose gases in non-uniform potentials. In Sec. 2.1, two derivations of the time-
independent Gross-Pitaevskii (GP) equation and the Bogoliubov equations are presented.
In Sec. 2.2, we introduce the mean-ﬁeld theory in one-dimension (1D) and discuss its
validities. In Sec. 2.3, we solve the time-independent GP equation and the Bogoliubov
equations for three simple cases which can be treated analytically.
2.1 Gross-Pitaevskii equation and Bogoliubov equa-
tions
In this section, based on Refs. [12, 15, 57], we shall present two derivations of the time-
independent GP equation and the Bogoliubov equations. In the ﬁrst derivation, a Bo-
goliubov transformation is used to diagonalize the grand-canonical hamiltonian for a col-
lection of interacting bosons and express it as the form of a collection of noninteracting
quasiparticles. The Bogoliubov equations describe elementary excitations of a BEC in
this case. In the second derivation, the Bogoliubov equations correspond to the linearized
equations of the time-dependent GP equation and describe normal modes of a BEC. We
shall show that a normal mode with frequency ωj can be quantized and is equivalent to
the elementary excitation with energy ωj if ωj is real and amplitudes of the normal mode
satisfy a certain orthonormality condition.
2.1.1 Elementary excitations
We consider a system of bosonic atoms whose temperature is well below the transition
to a condensed phase. The grand canonical hamiltonian is written in terms of the ﬁeld
operator as
Kˆ ≡ Hˆ − µNˆ
=
∫
drψˆ†(r)
[
−
2∇2
2m
+ Vext(r)− µ + U0
2
ψˆ†(r)ψˆ(r)
]
ψˆ(r), (2.1)
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where m is the atomic mass, µ is the chemical potential, and Vext(r) is the external
ﬁeld potential. The potential of the interatomic interaction is approximated by a delta
function, and the coupling constant U0 is expressed as U0 =
4π 2as
m
, where as is the s-wave
scattering length.
The boson ﬁeld operators ψˆ(r) and ψˆ†(r), respectively annihilate and create an atom
at position r and satisfy the commutation relations
[ψˆ(r), ψˆ†(r′)] = δ(r − r′), (2.2)
[ψˆ(r), ψˆ(r′)] = [ψˆ†(r), ψˆ†(r′)] = 0. (2.3)
Under the Bogoliubov approximation, the condensate is assumed to contain most of the
atoms so that N −N0  N0, where N0 is the number of condensate atoms and N is the
total number of condensate and noncondensate atoms. In this case, the ﬁeld operator
can be written as the sum of a c-number condensate wave function, ψ0(r), and a small
correction, δψˆ(r),
ψˆ(r) = ψ0(r) + δψˆ(r), (2.4)
where ψ0(r) satisﬁes the normalization condition,∫
dr|ψ0(r)|2 = N0. (2.5)
Substituting Eq. (2.4) into Eq. (2.1) and neglecting terms higher than quadratic in δψˆ(r),
Kˆ is expressed as
Kˆ =
∫
drψ∗0(r)
[
−
2∇2
2m
+ Vext(r)− µ + U0
2
|ψ0(r)|2
]
ψ0(r)
+
∫
drψ∗0(r)
[
−
2∇2
2m
+ Vext(r)− µ + U0|ψ0(r)|2
]
δψˆ(r)
+
∫
drδψˆ†(r)
[
−
2∇2
2m
+ Vext(r)− µ + U0|ψ0(r)|2
]
ψ0(r)
+
∫
drδψˆ†(r)
[
−
2∇2
2m
+ Vext(r)− µ + 2U0|ψ0(r)|2
]
δψˆ(r)
+
1
2
U0
∫
dr
[
(ψ∗0(r))
2δψˆ(r)δψˆ(r) + δψˆ†(r)δψˆ†(r)(ψ0(r))2
]
. (2.6)
The ﬁrst term in the above equation is a c-number and the second and third terms will
vanish identically if ψ0(r) satisﬁes the time-independent GP equation[
−
2∇
2m
+ Vext(r)− µ + U0|ψ0(r)|2
]
ψ0(r) = 0. (2.7)
The Bogoliubov-approximate grand canonical hamiltonian, KˆB, then takes the form
KˆB =
∫
drψ∗0(r)
[
−
2∇2
2m
+ Vext(r)− µ + U0
2
|ψ0(r)|2
]
ψ0(r)
+
∫
drδψˆ†(r)
[
−
2∇2
2m
+ Vext(r)− µ + 2U0|ψ0(r)|2
]
δψˆ(r)
+
1
2
U0
∫
dr
[
(ψ∗0(r))
2δψˆ(r)δψˆ(r) + δψˆ†(r)δψˆ†(r)(ψ0(r))2
]
. (2.8)
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KˆB can be diagonalized by the Bogoliubov transformation
δψˆ(r) =
∑
j
[
uj(r)αj − v∗j (r)α†j
]
, (2.9)
δψˆ†(r) =
∑
j
[
u∗j(r)α
†
j − vj(r)αj
]
, (2.10)
where αj and α
†
j are the quasiparticle annihilation and creation operators and j is the
quantum number. uj(r) and vj(r) are the wave functions of the j-th elementary excitation
and satisfy the orthonormality conditions∫
dr
[
u∗j(r)uk(r)− v∗j (r)vk(r)
]
= δjk, (2.11)∫
dr [uj(r)vk(r)− vj(r)uk(r)] = 0, (2.12)
so that αj and α
†
j satisfy the commutation relations
[αj , α
†
k] = δjk, (2.13)
[αj , αk] = [α
†
j , α
†
k] = 0. (2.14)
Note that the condensate part is not included in the sum of Eqs. (2.9) and (2.10).
Substituting Eqs. (2.9) and (2.10) into Eq. (2.8), one obtains
KˆB =
∫
drψ∗0
[
−
2∇2
2m
+ Vext − µ + U0
2
|ψ0|2
]
ψ0
+
∑
jk
∫
dr
{
α†jαk
[
u∗jLuk −
1
2
U0
(
(ψ∗0)
2v∗juk + (ψ0)
2u∗jvk
)]
+ αjα
†
k
[
vjLv
∗
k −
1
2
U0
(
(ψ∗0)
2ujv
∗
k + (ψ0)
2vju
∗
k
)]
+ αjαk
[
vjLuk − 1
2
U0
(
(ψ∗0)
2ujuk + (ψ0)
2vjvk
)]
+ α†jα
†
k
[
u∗jLv
∗
k −
1
2
U0
(
(ψ∗0)
2v∗j v
∗
k + (ψ0)
2u∗ju
∗
k
)]}
, (2.15)
where
L = −
2∇2
2m
+ Vext(r)− µ + 2U0|ψ0(r)|2. (2.16)
KˆB can be reduced to a collection of noninteracting quasiparticles if uj(r) and vj(r) satisfy
the Bogoliubov equations(
L −U0(ψ0(r))2
U0(ψ
∗
0(r))
2 −L
)(
uj(r)
vj(r)
)
= εj
(
uj(r)
vj(r)
)
, (2.17)
8 CHAPTER 2. MEAN-FIELD THEORY
where εj is the energy of the j-th elementary excitation. It can be proved from Eq. (2.17)
that εj is positive if the orthonormality conditions Eqs. (2.11) and (2.12) are satisﬁed [57].
Substituting Eqs. (2.11), (2.12) and (2.17) into Eq. (2.15), the ﬁnal form of KˆB is given
by
KˆB = E0 +
∑
j
εjα
†
jαj, (2.18)
where
E0 ≡
∫
drψ∗0
[
−
2∇2
2m
+ Vext − µ + U0
2
|ψ0|2
]
ψ0 −
∑
j
εj
∫
dr|vj(r)|2. (2.19)
Once Eq. (2.17) is solved and εj and (uj(r), vj(r)) are obtained, the thermodynamic
quantities of the system can be calculated by regarding the system as a gas of noninter-
acting quasiparticles. This assumption is valid as long as the temperature is so low that
the elementary excitations do not interact with each other and one can safely use the
Bogoliubov-approximate hamiltionian Eq. (2.18).
We assume the system is in a thermal equilibrium. The average occupation number
Nj of the j-th elementary excitations is given by
Nj ≡ 〈α†jαj〉 =
1
eβεj − 1 , (2.20)
where β ≡ 1/kBT . The free energy F is deﬁned as
F = 〈KˆB〉 − TS, (2.21)
where S is the entropy. Substituting
S = kB
∑
j
[
βεj
eβεj − 1 − ln
(
1− e−βεj)] (2.22)
into Eq. (2.21), one obtains
F = E0 + kBT
∑
j
ln
[
1− e−βεj] . (2.23)
The thermal contribution to F , namely the second term in Eq. (2.23), is aﬀected by
two-body interactions through the dependence of εj on the interaction coupling constant
U0. The number of condensate atoms can be calculated through the relation
N0 = N −
∫
dr〈δψˆ†(r)δψˆ(r)〉
= N −
∑
j
∫
dr
[
|vj(r)|2 + |uj(r)|
2 + |vj(r)2|
eβεj − 1
]
. (2.24)
The interatomic interaction causes the presence of noncondensate atoms even at absolute
zero due to the quantum ﬂuctuation.
2.1. GROSS-PITAEVSKII EQUATION AND BOGOLIUBOV EQUATIONS 9
2.1.2 Small-amplitude oscillations
Using the commutation relations Eqs. (2.2) and (2.3), the Heisenberg equation of motion
is easily derived as
i
∂
∂t
ψˆ(r, t) = [ψˆ(r, t), Hˆ] =
[
−
2∇2
2m
+ Vext(r) + U0ψˆ
†(r, t)ψˆ(r, t)
]
ψˆ(r, t), (2.25)
where ψˆ(r, t) and ψˆ†(r, t) are the boson ﬁeld operators in the Heisenberg representation.
To the lowest-order approximation and at very low temperatures, one can simply replace
the ﬁeld operator ψˆ(r, t) with a classical ﬁeld ψ(r, t). ψ(r, t) obeys the time-dependent
GP equation
i
∂
∂t
ψ(r, t) =
[
−
2∇2
2m
+ Vext(r) + U0|ψ(r, t)|2
]
ψ(r, t). (2.26)
The energy of the condensate is given by
Egp =
∫
drψ∗(r, t)
[
−
2∇2
2m
+ Vext(r) +
U0
2
|ψ(r, t)|2
]
ψ(r, t). (2.27)
The stationary solution ψ0(r) of Eq. (2.26) satisﬁes the time-independent GP equation
Eq. (2.7). Considering small ﬂuctuations from ψ0(r), the condensate wave function can
be written as
ψ(r, t) = e−
iµt
 
[
ψ0(r) +
∑
j
(
uj(r)e
−iωjt − v∗j (r)eiω
∗
j t
)]
. (2.28)
Substituting Eq. (2.28) into Eq. (2.26) and keeping only linear terms of the ﬂuctuation,
one obtains the linearized equations of the time-dependent GP equation(
L −U0(ψ0(r))2
U0(ψ
∗
0(r))
2 −L
)(
uj(r)
vj(r)
)
= ωj
(
uj(r)
vj(r)
)
. (2.29)
Equation (2.29) takes the same form as the Bogoliubov equations Eq. (2.17). ωj and
(uj(r), vj(r)) denote the frequency and amplitude of the j-th normal mode of the con-
densate.
From Eq. (2.29), one can easily derive the orthonormality conditions
(ωj − ω∗k)
∫
dr(u∗juk − v∗j vk) = 0, (2.30)
∫
dr(ujvk − vjuk) = 0. (2.31)
If ωj is real, Eq. (2.30) reduces to∫
dr(u∗juk − v∗j vk) = Nj δjk, (2.32)
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where Nj is a normalization constant. Equations (2.31) and (2.32) take the same form as
the orthonormalization conditions Eqs. (2.11) and (2.12) of elementary excitations except
for the normalization constant. On the other hand, if ωj has the imaginary part, Eq.
(2.30) reduces to ∫
dr(u∗juk − v∗j vk) = 0. (2.33)
Substituting Eq. (2.28) into Eq. (2.27), the energy of the condensate is given by
Egp = E
(0)
gp +

2
∑
ij
∫
dr
[
(ωj + ω
∗
i )u
∗
iuje
i(ω∗i −ωj)t − (ω∗j + ωi)viv∗j ei(−ωi+ω
∗
j )t
+(ω∗j − ω∗i )u∗i v∗j ei(ω
∗
i +ω
∗
j )t − (ωj − ωi)viujei(−ωi−ωj)t
]
. (2.34)
Using Eqs. (2.31), (2.32) and (2.33), one ﬁnds
Egp = E
(0)
gp +
∑
j
′Nj ωj, (2.35)
where the primed summation means that normal modes with complex frequencies are not
included in the sum.
If ωj is real and the orthonormality condition Eq. (2.32) is satisﬁed, one can quantize
the normal modes and regard them as elementary excitations. From a comparison of Eqs.
(2.18) and (2.35), the quantity Nj is interpreted as the number of elementary excitations
carrying energy ωj , which are driven by the classical oscillation Eq. (2.28). Thus, the
linearized solutions of the time-dependent GP equation are the classical counterpart of
the elementary excitations described by the Bogoliubov theory. We hereafter call ε and
(u(x), v(x)) as the energy and the wave function of an elementary excitation. Strictly
speaking, elementary excitations with complex energies do not exist, because the normal-
ization condition Eq. (2.32) is not satisﬁed if ε is not real. However, we use this term by
implicitly meaning normal modes with complex frequencies.
The stability of BECs can be studied by calculating the excitation energy. Equations
(2.18) and (2.35) exhibit that the appearance of excitations with negative energies signals
the Landau (energetic) instability. It reveals that the solution Ψ0 of the time-independent
GP equation corresponds to a local maximum in the energy landscape and creation of
such excitations lower the energy of the system [12, 34, 35]. This means that the process
of spontaneous creation of excitations can take place and the system becomes unstable [6].
On the other hand, one can clearly see from Eq. (2.28) that the appearance of excitations
with complex energies signals the dynamical instability which means exponential growth
of the ﬂuctuation in time. The detail of the diﬀerence between the Landau and dynamical
instabilities has been discussed in Refs. [58, 59].
2.2 One-dimensional treatment
In the previous section, we introduced the mean-ﬁeld theory of Bose-condensed gases in
a three-dimensional (3D) geometry. In typical experiments, Bose gases are conﬁned in a
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magnetic trap with cylindrical symmetry. Using a suﬃciently tight conﬁnement in the
radial direction, a 1D trapped Bose gas can be created. Go¨rlitz et al. have realized such
1D Bose gases in a highly anisotoropic cigar-shaped trap and pointed out the diﬀerent
behavior between 1D and 3D BECs1 in the aspect ratio of expanded gases [60]. Meyrath
et al. created 1D BECs in a box-shaped trap consisting of a strong radial conﬁnement
and optical endcaps in the axial direction [28].
Throughout this thesis, we study 1D BECs in non-uniform potentials based on the
mean-ﬁeld theory. However, it is well known that 1D Bose gases can not be generally
described by the mean-ﬁeld theory [12]. For safe use of the mean-ﬁeld theory in 1D, one
needs to identify the regime in which the mean-ﬁeld theory is applicable.
In this section, we discuss the applicability of the mean-ﬁeld theory in 1D. We consider
that a Bose gas at absolute zero is conﬁned in an external ﬁeld potential
Vext(r) = V (x) +
1
2
mω2⊥(y
2 + z2), (2.36)
where ω⊥ is the frequency of the radial harmonic conﬁnement. It is assumed that ω⊥ is
much larger than the mean-ﬁeld interaction energy U0|ψ0(r)|2 and the excitation energy
εj. In this case, the radial motion of atoms is essentially frozen and is governed by the
Gaussian ground state of the radial harmonic oscillator, Then, ψ0(r) and (uj(r), vj(r))
can be decomposed as
ψ0(r) = Ψ0(x)φ(y, z), (2.37)
(uj(r), vj(r)) = (uj(x), vj(x))φ(y, z), (2.38)
where
φ(y, z) =
1√
πa⊥
e
− y2+z2
2a2⊥ . (2.39)
a⊥ =
√
 
mω⊥
is the radial harmonic oscillator length. Multiplying Eqs. (2.7) and (2.17)
by φ(y, z) and integrating them, one obtains the time-independent GP equation and the
Bogoliubov equations in one dimension:[
− 
2
2m
d2
dx2
− µ¯ + V (x) + g|Ψ0(x)|2
]
Ψ0(x) = 0, (2.40)
(
H0 −gΨ0(x)2
gΨ0(x)
∗2 −H0
)(
uj(x)
vj(x)
)
= εj
(
uj(x)
vj(x)
)
, (2.41)
H0 ≡ − 
2
2m
d2
dx2
− µ¯ + V (x) + 2g|Ψ0|2, (2.42)
1In an inﬁnite 1D system, the ﬂuctuations of the phase of the order parameter rule out the occurrence
of long-range order and Bose-Einstein condensation even at absolute zero [61]. On the other hand,
Bose-Einstein condensation can occur at very low temperatures in a ﬁnite system, because the long-wave
ﬂuctuations of the phase are suppressed [62].
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where µ¯ = µ−ω⊥. We hereafter omit the bar in µ¯ and the index j in εj and (uj(x), vj(x))
just for simplicity.
The mean-ﬁeld coupling constant in 1D is given by [62, 63]
g =
22as
ma2⊥
. (2.43)
Equation (2.43) holds under the assumption a⊥  as where the interatomic interaction
have a 3D character and can be characterized by the 3D scattering length as. If this
condition is not satisﬁed, the 1D scattering length should be properly renormalized [63].
Lieb and Liniger obtained an exact solution of the many-body problem of a 1D Bose
gas interacting with a repulsive zero range force [64, 65]. The solution of the problem
depends on a dimensionless parameter γ ≡ 2as
n1Da
2
⊥
, where n1D is the 1D density. γ can
be rewritten as γ = d
2
4ξ2
, and expresses the competition between the average interatomic
distance d = n−11D and the healing length ξ =
 √
mgn1D
. When γ  1, the atoms behave
like impenetrable object and the one-bady density matrix of the system does not have
long-range order (the Tonks-Girardeau limit) [66]. The mean-ﬁeld theory completely fails
in this regime. When γ  1, the ground state energy and excitation spectrum calculated
from the Lieb-Liniger theory show a good agreement with those from the mean-ﬁeld
theory, and the mean-ﬁeld theory is applicable to investigate 1D Bose gases. For example,
γ is ∼ 10−5 and ∼ 10−3 in the experiments of Go¨rlitz et al. [60] and Meyrath et al. [28],
respectively. These values of γ clearly justify the use of the mean-ﬁeld theory in 1D.
2.3 Simple examples
2.3.1 Bogoliubov excitations in a uniform system
We consider a uniform condensate moving with momentum Q [57]. The condensate wave
function is given by (we set  = 1 from now on)
Ψ0(x) =
√
n0 e
iQx, (2.44)
where n0 ≡ N0L is the condensate density and L is the system size. Substituting Eq. (2.44)
into Eq. (2.40), one obtains the chemical potential
µ = U0n0 + Q, (2.45)
where Q ≡ Q22m . For a uniform system, the solutions of Eq. (2.41) may be chosen to be of
the form (
u(x)
v(x)
)
=
1√
L
(
uke
i(k+Q)x
vke
i(k−Q)x
)
. (2.46)
Inserting Eqs. (2.45) and (2.46) into Eq. (2.41), the Bogoliubov equations are(
k +
kQ
m
+ U0n0 −U0n0
U0n0 −k + kQm − U0n0
)(
uk
vk
)
= ε
(
uk
vk
)
. (2.47)
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Equation (2.47) yields the excitation energy
ε =
kQ
m
+
√
k(k + 2U0n0). (2.48)
The second term in Eq. (2.48) is the Bogoliubov excitation spectrum for a current-free
condensate [7]. Equation(2.48) can be obtained by the transformation laws of energy and
momentum under the Galilean transformation [12, 6]. With the orthonormality condition
Eq. (2.11), one obtains the well-known Bogoliubov transformation coeﬃcients
uk =
√
gn0 + k + ε− Qkm
2(ε− Qk
m
)
, (2.49)
vk =
√
gn0 + k − ε + Qkm
2(ε− Qk
m
)
. (2.50)
When k  gn0, vq approaches zero and the excitation energy takes the form
ε 	 k + Qk
m
+ gn0. (2.51)
This means that excitations with large momenta behave as single particles. When k 
gn0, uk and vk are comparable in magnitude and the excitation energy takes a linear form
ε =
⎧⎨
⎩
(
c0 +
Q
m
) |k|, k > 0,
(
c0 − Qm
) |k|, k < 0, (2.52)
where c0 ≡
√
gn0
m
is the sound velocity. It is obvious from Eq. (2.52) that when the velocity
of the condensate exceeds the sound velocity, there exist excitations with negative energies
and the Landau instability occurs.
2.3.2 Two-mode approximation in a double-well potential
We consider a Bose-Einstein condensate trapped in a symmetric double-well potential. It
is assumed that the overlap between left and right condensates is small. We employ the
two-mode approximation [42, 43, 46] and write variational wave functions as
Ψ0(x) = ΦLfL(x) + ΦRfR(x), (2.53)
u(x) = uLfL(x) + uRfR(x), (2.54)
v(x) = vLfL(x) + vRfR(x), (2.55)
where fL(x) (fR(x)) is assumed to be localized on the left (right) well and satisfy the
orthonormality condition∫
dxfl(x)fm(x) = δlm, l,m = L,R. (2.56)
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Substituting Eqs. (2.53), (2.54) and (2.55) into Eqs. (2.40) and (2.41), the time-independent
GP equations and the Bogoliubov equations reduces to
−JΦR + (UNL − µ)ΦL = 0, (2.57)
−JΦL + (UNR − µ)ΦR = 0, (2.58)
and⎛
⎜⎜⎝
2UNL − µ −J −UNL 0
−J 2UNR − µ 0 −UNR
UNL 0 −2UNL + µ J
0 UNR J −2UNR + µ
⎞
⎟⎟⎠
⎛
⎜⎜⎝
uL
uR
vL
vR
⎞
⎟⎟⎠ = ε
⎛
⎜⎜⎝
uL
uR
vL
vR
⎞
⎟⎟⎠ , (2.59)
respectively. Here, NL (NR) is the number of atoms occupying the left (right) well. The
on-site interaction energy U and the hopping energy J are expressed as
U = g
∫
dx|fL,R(x)|4, (2.60)
J = −
∫
dxfL(x)
[
− 1
2m
d2
dx2
+ V (x)
]
fR(x). (2.61)
We ﬁrst solve Eqs. (2.57) and (2.58) and calculate the condensate wave function.
Substituting Eq. (2.57) into Eq. (2.58) and factorizing it, one ﬁnds
(UNL − µ− J)(UNL − µ + J)((UNL)2 − µUNL + J2) = 0. (2.62)
Equation(2.62) and the deﬁnition of the total number of atoms NT = NL +NR yield four
solutions of Eqs. (2.57) and (2.58)
(µ,ΦL,ΦR) =
(
UNT
2
− J,
√
NT
2
,
√
NT
2
)
, (2.63)
(
UNT
2
+ J,
√
NT
2
,−
√
NT
2
)
, (2.64)
(
UNT ,
√
NT + ND
2
,−
√
NT −ND
2
)
, (2.65)
(
UNT ,
√
NT −ND
2
,−
√
NT + ND
2
)
, (2.66)
where ND is the population diﬀerence between the left and right well given by
ND = NT
√
1− 4J
2
(UNT )2
. (2.67)
The ﬁrst solution Eq. (2.63) is symmetric with respect to the center of the double-well
potential and its phase diﬀerence between the left and right condensates is zero. The
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second solution Eq. (2.64) is antisymmetric and its phase diﬀerence is π. The third and
fourth solutions Eqs. (2.65) and (2.66) break the left-right symmetry and their phase
diﬀerences are π. It is obvious in Eq. (2.67) that these symmetry-breaking solutions are
not present when 2|J | > |U |NT . The symmetry breaking solutions have been calculated
by solving the time-independent GP equation Eq. (2.40) for a quartic double well [67]
and a square double well [68, 69, 70].
Comparing the chemical potentials of the solutions, one can see that for the repulsive
interaction U > 0 the symmetric, antisymmetric and symmetry-breaking solutions are
the ground, ﬁrst-excited, and second-excited states, respectively. For the attractive in-
teraction U < 0 the symmetric, antisymmetric and symmetry-breaking solutions are the
ﬁrst-excited, second-excited, and ground states, respectively, if the symmetry-breaking
solutions is present.
We consider elementary excitations of the stationary states in the repulsive case. Solv-
ing Eq. (2.59) with the symmetric condensate wave function of Eq. (2.63) under the
normalization condition ∑
l=L,R
(|ul|2 − |vl|2) = 1, (2.68)
one obtains
ε =
√
4J2 + 2JUNT , (2.69)
and
uL = −uR =
√
UNT + 4J + 2ε
8ε
, (2.70)
vL = −vR =
√
UNT + 4J − 2ε
8ε
. (2.71)
The excitation of Eq. (2.69) corresponds to a Josephson oscillation mode [42, 43]. If
J  UNT , ε/ coincides with the Rabi frequency 2J . In the opposite limit, the excitation
energy approaches the Josephson plasma energy
√
2JU . In Chap. 4, we will discuss the
detail of the Josephson plasma mode without using the two-mode approximation.
For the antisymmetric state Eq. (2.64), we solve Eq. (2.59) and obtain
ε = −
√
4J2 − 2JUNT , (2.72)
and
uL = uR =
√
−UNT + 4J − 2ε
−8ε , (2.73)
vL = vR = −
√
−UNT + 4J + 2ε
−8ε . (2.74)
If 2J > UNT , the excitation energy is negative and the antisymmetric state is energetically
unstable. If 2J < UNT , the excitation energy is pure imaginary and the antisymmetric
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state is dynamically unstable [43]. Note that the normalization condition Eq. (2.68) is
not satisﬁed when the dynamical instability occurs.
For the asymmetric state Eq. (2.65), we solve Eq. (2.59) and obtain
ε = −
√
(UNT )2 − 4J2, (2.75)
and
uL = 0, uR =
√
UNT − ε
−2ε (2.76)
vL = −
√
UNT + ε
−2ε , vR = 0. (2.77)
Obviously, the excitation energy is always negative and the asymmetric state is energeti-
cally unstable.
2.3.3 Tight-binding approximation in a periodic potential
We consider a Bose-Einstein condensate with repulsive interactions in a periodic potential.
It is assumed that the periodic potential is deep enough to make the wave functions well
localized on the individual sites. We employ the tight-binding approximation [35, 58, 59,
71, 72, 73, 74, 75, 76] and write the wave functions as
Ψ0(x) =
∑
l
Φlf(x− la), (2.78)
u(x) =
∑
l
ulf(x− la), (2.79)
v(x) =
∑
l
vlf(x− la), (2.80)
where a is the lattice constant. The function f(x− la) localized on the l-th site satisﬁes
the orthonormality condition∫
dxf(x− la)f(x−ma) = δl,m. (2.81)
Substituting Eqs. (2.78), (2.79) and (2.80) into Eqs. (2.40) and (2.41), the time-independent
GP equation and the Bogoliubov equations reduce to
−J(Φl−1 + Φl+1) + (−µ + U |Φl|2)Φl = 0, (2.82)
and
−J(ul−1 + ul+1) + (−µ + 2U |Φl|2)ul − UΦ2l vl = εul, (2.83)
−J(ul−1 + ul+1) + (−µ + 2U |Φl|2)vl − UΦ∗ 2l ul = −εvl, (2.84)
respectively.
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We assume that solutions of Eq. (2.82) take the Bloch form
Φl =
√
νeiKla, (2.85)
where K is the quasimomentum of the condensate, ν ≡ NT
I
is the number of atoms per
site and I is the number of lattice sites. Substituting Eq. (2.85) into Eq. (2.82), the
chemical potential is given by
µ = Uν − 2J cos(Ka). (2.86)
Solutions of Eqs. (2.83) and (2.84) takes the Bloch form(
ul
vl
)
=
1√
I
(
u˜qe
i(q+K)la
v˜qe
i(q−K)la
)
, (2.87)
where q is the quasimomentum of the excitation. Inserting Eqs. (2.86) and (2.87) into
Eqs. (2.83) and (2.84), the Bogoliubov equations are[
4J cos(Ka) sin
(qa
2
)
+ 2J sin(Ka) sin(qa) + Uν
]
u˜q − Uνv˜q = εu˜q, (2.88)[
4J cos(Ka) sin
(qa
2
)
− 2J sin(Ka) sin(qa) + Uν
]
v˜q − Uνu˜q = −εv˜q. (2.89)
Solving Eqs. (2.88) and (2.89) under the normalization condition
|u˜q|2 − |v˜q|2 = 1, (2.90)
one obtains
ε = 2J sin(Ka) sin(qa) + 2
√
4J2 cos2(Ka) sin4
(qa
2
)
+ 2JUν cos(Ka) sin2
(qa
2
)
, (2.91)
and
u˜q =
√
4J cos(Ka) sin2
(
qa
2
)
+ Uν
2(ε− 2J sin(Ka) sin(qa)) +
1
2
, (2.92)
v˜q =
√
4J cos(Ka) sin2
(
qa
2
)
+ Uν
2(ε− 2J sin(Ka) sin(qa)) −
1
2
. (2.93)
When qa 1, the excitation energy takes a linear form
ε =
⎧⎪⎨
⎪⎪⎩
(√
2JUν cos(Ka) + 2J sin(Ka)
)
|q|, q > 0,
(√
2JUν cos(Ka)− 2J sin(Ka)
)
|q|, q < 0.
(2.94)
The critical quasimomentum KLan of the Landau instability can be calculated by equating
the slope of the linear dispersion Eq. (2.94) to zero. One ﬁnds
cos(KLana) =
−Uν +√(Uν)2 + 16J2
4J
. (2.95)
When KLan < K <
π
2a
, there exist excitations with negative energies and the Landau
instability occurs. When K > π
2a
, ε has the imaginary part and the dynamical instability
occurs. This result was ﬁrst obtained by Smerzi and Trombettoni [72, 73].

Chapter 3
Tunneling of Bogoliubov excitations
In this chapter, we study the tunneling problem of Bogoliubov excitations across a single
potential barrier. This chapter is organized as follows. In Sec. 3.1, solving the time-
independent Gross-Pitaevskii (GP) equation, we calculate the condensate wave function
and the relation between the supercurrent and the phase diﬀerence. In Sec. 3.2, the trans-
mission and reﬂection coeﬃcients for the scattering problem of Bogoliubov excitations are
deﬁned. In Sec. 3.3, we analytically solve the Bogoliubov equations and obtain the trans-
mission coeﬃcient. In Sec. 3.4, a mechanism of the anomalous tunneling is discussed. In
Sec. 3.5, we discuss the feasibility of observing the anomalous tunneling in real systems.
This chapter is based on the results reported in Ref. [77].
3.1 Condensate wave function and Josephson rela-
tion
We consider a 1D Bose condensate at the absolute zero of temperature in a double-well
potential consisting of a box-shaped trap [28] and a single potential barrier. It is assumed
that the axial size L of the system is so large that eﬀects of the edges of the system can
be neglected. The potential barrier is assumed to take a δ-function form
V (x) = V0δ(x). (3.1)
where V0 is the potential strength.
Since the purpose of our study is to investigate the relation between phase diﬀerence
and the tunneling of elementary excitations, we need to obtain the condensate wave
function with phase diﬀerence from Eq. (2.40). It corresponds to a solution of Eq. (2.40)
which has a steady current. We look for such a solution assuming
Ψ0(x) =
√
n0e
i(Qx+C±) (3.2)
far from the potential barrier |x|  ξ0, where n0 is the condensate density at |x|  ξ0
and ξ0 ≡ (mgn0)− 12 is the healing length. Q denotes the superﬂuid momentum and the
supercurrent is given by n0Q
m
. C± expresses the phase of the condensate wave function
at x → ±∞. If there is no interatomic interaction, or g = 0, the solution of Eq. (2.40)
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Figure 3.1: Schematic picture of the system.
satisfying the boundary condition Eq. (3.2) does not exist. This is because ﬁnite fraction
of the incident wave is inevitably reﬂected by the potential barrier. On the other hand, if
there is repulsive interatomic interaction, the solution satisfying Eq. (3.2) exists as shown
in Refs. [78, 79]. This means that Bose condensates with repulsive interaction go through
the potential barrier without reﬂection, and this behavior clearly reﬂects the superﬂuidity
of the Bose condensates. One can realize such a situation in experiments by moving the
potential barrier at the velocity of −Q
m
. The schematic picture of the system is shown in
Fig. 3.1.
The condensate wave function can be written as Ψ0(x) =
√
n0A(x)e
iS(x), where A(x)
and S(x) mean the amplitude and phase of the condensate. Thus, Eq. (2.40) is reduced
to a set of equations as
− 1
2m
d2A
dx2
+
Q2
2m
A−3 + V (x)A− µA + gn0A3=0, (3.3)
A2
dS
dx
= Q. (3.4)
Equation (3.4) is the equation of continuity. The superﬂuid momentum Q and the su-
percurrent n0Q
m
are conserved for the static solution and independent of x. Note that the
eﬀect of the δ-function potential barrier appears only through the boundary condition at
x = 0.
From the boundary condition Eq. (3.2), A(x) satisﬁes the boundary conditions
A(±∞) = 1, (3.5)
dA
dx
∣∣∣∣
±∞
= 0. (3.6)
The boundary condition at x = 0 can be obtained by integrating Eq. (3.3) from −0 to
+0 as
dA2
dx
∣∣∣∣
+0
=
dA2
dx
∣∣∣∣
−0
+ 4mV0A
2(0). (3.7)
Equations (3.3), (3.5) and (3.6) yield the chemical potential
µ = gn0 + Q. (3.8)
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Multiplying Eq. (3.3) by dA
dx
and using Eqs. (3.5) and (3.6), Eq. (3.3) can be integrated as(
A
dA
dx
)2
=
1
ξ20
(
1− A2)2 (A2 − (Qξ0)2) . (3.9)
Integrating Eq. (3.9) again, one obtains
A2 = γ(x)2 + (Qξ0)
2, (3.10)
where
γ(x) ≡
√
1− (Qξ0)2 tanh
(√
1− (Qξ0)2(|x|+ x0)
ξ0
)
. (3.11)
Substituting Eq. (3.10) into Eq. (3.4), one can obtain the phase S(x)
S(x)− S(0) =
∫ x
0
dx
Q
A2
= Qx + sgn(x)
[
tan−1
(
γ(x)
Qξ0
)
− tan−1
(
γ(0)
Qξ0
)]
. (3.12)
From Eqs. (3.10) and (3.12), the condensate wave function is expressed as
Ψ0(x) = e
i(Qx−sgn(x) θ0) (γ(x)− sgn(x) iQξ0) , (3.13)
where
eiθ0 ≡ γ(0)− i(Qξ0)√
γ(0)2 + (Qξ0)2
. (3.14)
The condensate wave function Eq. (3.13) takes the similar form to that of a gray soli-
ton [80, 81]. The only diﬀerence between them is the constant x0 in γ(x) which depends
on the potential strength V0 and the superﬂuid momentum Q. Substituting Eq. (3.13)
into Eq. (3.7), one obtains the equation to determine x0,
γ(0)3 +
V0
gn0ξ0
γ(0)2 − (1− (Qξ0)2)γ(0) + V0Q
2ξ0
gn0
= 0. (3.15)
The time-independent GP equation Eq. (2.40) has two solutions for a given V0 and Q
if Q is smaller than a certain critical value. In the limit of V0 → 0, one coincides with the
condensate wave function of Eq. (2.44), whose density is uniform, and the other coincides
with a condensate wave function of a gray soliton [80, 81]. We hereafter call the former
and the latter as a normal solution and a solitonic solution, respectively. Solving Eq.
(3.15), the normal and solitonic solutions are calculated and shown in Figs. 3.2. These
solutions have been obtained in Refs. [78, 79].
We shall next deﬁne the phase diﬀerence ϕ and express the momentum Q and the
constant x0 (or γ(0)) by using ϕ. According to Ref. [82], the phase diﬀerence is deﬁned
by
ϕ ≡ Q
∫ ∞
−∞
dx
(
1
A2
− 1
)
. (3.16)
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Figure 3.2: Amplitude A(x) of the condensate wave function when V0 = 5gn0ξ0 and
Q = 0.05ξ−10 . The solid line and dashed line represent the normal solution and solitonic
solution, respectively.
Figure 3.3: Phase S(x) of the condensate wave function when V0 = 5gn0ξ0 and Q =
0.05ξ−10 . The solid line, dashed line and gray lines represent the normal solution, solitonic
solution, and asymptotic solution Qx + sgn(x) + ϕ/2, respectively.
Substituting Eq. (3.12) into Eq. (3.16), one obtains
ϕ = 2
[
tan−1
(√
1− (Qξ0)2
Qξ0
)
− tan−1
(
γ(0)
Qξ0
)]
. (3.17)
The phase diﬀerence can be interpreted as a phase jump across the potential barrier as
shown in Fig. 3.3. The phase diﬀerence of a solitonic solution is always larger than that
of a normal solution.
Equations (3.15) and (3.17) yield Q and γ(0) as functions of V0 and ϕ. If Eqs. (3.15)
and (3.17) are expanded into power series of gn0ξ0
V0
assuming V0  gn0ξ0, one obtains
Q 	 gn0
2V0
sinϕ, (3.18)
γ(0) 	 gn0ξ0
2V0
(1 + cosϕ) , (3.19)
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Figure 3.4: Solid lines represent the superﬂuid momentum as a function of V0 and ϕ. The
dashed lines represent an approximate value given by Eq. (A.5) for V0  gn0ξ0.
Figure 3.5: Solid lines represent γ(0) as a function of V0 and ϕ. The dashed lines represent
an approximate value given by Eq. (A.6) for V0  gn0ξ0.
In Figs. 3.4 and 3.5, Q and γ(0) are shown as functions of V0 and ϕ. In Eq. (3.18) and Fig.
3.4, we can clearly see the well-known Josephson relation between the supercurrent and
phase diﬀerence [83] in the limit of V0  gn0ξ0. The higher order terms of gn0ξ0V0 are not
shown here just for avoiding the complication of the equations. The higher order terms of
the expansion are shown in Appendix A, because they are necessary for the calculations
in the following sections.
For a given V0, there exists a critical superﬂuid momentum Qc above which Eq. (3.15)
does not have any positive γ(0) and the GP equation does not have any stationary so-
lutions. Qc and the critical phase diﬀerence ϕc, which gives Qc, are determined by the
condition
dQ
dϕ
= 0. (3.20)
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Figure 3.6: Solid line represents the critical superﬂuid momentum Qc. The dashed line
represents an approximate value given by Eq. (A.7) for V0  gn0ξ0.
When V0  gn0ξ0, Qc and ϕc can be calculated from Eqs. (3.18) and (3.20) as
Qc 	 gn0
2V0
, (3.21)
ϕc 	 π
2
. (3.22)
In Fig. 3.6, Qc is shown as a function of V0. One sees in Fig. 3.6 that Qc monotonically
decreases as V0 increases. In the limit of V0 → 0, the critical velocity Qm coincides with
the sound velocity c0 which is the Landau critical velocity of uniform Bose condensates.
From Eq. (3.21) and Fig. 3.6, the critical current Qc equals to zero when g = 0. Note
that the critical current has been previously obtained in Ref. [78].
3.2 Deﬁnition of transmission and reﬂection coeﬃ-
cients
In the scattering problem of a single particle, the transmission and reﬂection coeﬃcients
are deﬁned by the equation of continuity for the probability current [84]. Let us consider
a single particle incident on a potential barrier Vpb(x). The Scho¨dinger equation has a
left-incident scattering solution φlsp and a right-incident scattering solution φ
r
sp given by
φlsp(x) =
{
eik−x + alsp e
−ik−x, x→ −∞,
blsp e
ik+x, x→∞, (3.23)
φrsp(x) =
{
brsp e
−ik−x, x→ −∞,
e−ik+x + arsp e
ik+x, x→∞, (3.24)
where the momentum k± is related to the energy of the particle E as
k± ≡
√
2m(E − Vpb(±∞)). (3.25)
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Figure 3.7: Momenta k1 and k2 of the excitation as functions of ε and Q (a) k1. (b) k2.
The equation of continuity for the probability current gives the relations:
|alsp|2 +
k+
k−
|blsp|2 = 1, (3.26)
|arsp|2 +
k−
k+
|brsp|2 = 1, (3.27)
These equations yield the deﬁnition of the transmission coeﬃcient T lsp (T
r
sp) and the re-
ﬂection coeﬃcient Rlsp (R
l
sp) for the left-incident (right-incident) case as
T lsp =
k+
k−
|blsp|2, Rlsp = |alsp|2. (3.28)
T rsp =
k−
k+
|brsp|2, Rrsp = |arsp|2. (3.29)
We shall deﬁne the transmission coeﬃcient T and the reﬂection coeﬃcient R for ele-
mentary excitations. The left-incident scattering solution ψl(x) and right-incident scat-
tering solutions ψr(x) of the Bogoliubov equations Eq. (2.41) can be written as
ψl(x) =
(
ul(x)
vl(x)
)
=
⎧⎪⎪⎨
⎪⎪⎩
(
uk1
vk1
)
eik1x + rl
(
uk2
vk2
)
eik2x, x→ −∞,
tl
(
uk1
vk1
)
eik1x, x→∞,
(3.30)
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and
ψr(x) =
(
ur(x)
vr(x)
)
=
⎧⎪⎪⎨
⎪⎪⎩
tr
(
uk2
vk2
)
eik2x, x→ −∞,(
uk2
vk2
)
eik2x + rr
(
uk1
vk1
)
eik1x, x→∞,
(3.31)
respectively. k1 and k2 are real roots of the Bogoliubov spectrum Eq. (2.48) for a given
ε. For ε gn0, k1 and k2 can be expanded into the power series of εgn0 as
k1ξ0 	 ε
gn0(1 + Qξ0)
. (3.32)
k2ξ0 	 − ε
gn0(1−Qξ0) . (3.33)
k1(ε) and k2(ε) are shown in Fig. 3.7. It is obvious from Fig. 3.7, Eqs. (3.32) and (3.33)
that k1 is positive and k2 is negative when Q < ξ
−1
0 . The Bogoliubov transformation
amplitudes uk and vk are given by
uk =
√
gn0 + k + ε− Qkm
2(ε− Qk
m
)
ei(Qx+sgn(x)
ϕ
2
), (3.34)
vk =
√
gn0 + k − ε + Qkm
2(ε− Qk
m
)
e−i(Qx+sgn(x)
ϕ
2
). (3.35)
If ε is real, one can prove from the Bogoliubov equations that the Wronskian deﬁned
by
W(ψj∗,ψi)=uj∗
d
dx
ui−ui d
dx
uj∗+vj∗
d
dx
vi−vi d
dx
vj∗ (3.36)
is independent of x when ψj and ψi are the solutions with the same energy. By evaluating
W (ψl∗, ψl) and W (ψr∗, ψr), one obtains
−k2(|uk2|2 + |vk2 |2)−Q
k1(|uk1|2 + |vk1|2) + Q
|rl|2 + |tl|2 = 1, (3.37)
k1(|uk1|2 + |vk1|2) + Q
−k2(|uk2|2 + |vk2|2)−Q
|rr|2 + |tr|2 = 1, (3.38)
which express the conservation law of the energy ﬂux [53]. From Eqs. (3.37) and (3.38),
the reﬂection coeﬃcient Rl (Rr) and transmission coeﬃcient T l (T r) for the left-incident
(right-incident) are deﬁned by
Rl =
−k2(|uk2|2 + |vk2|2)−Q
k1(|uk1|2 + |vk1|2) + Q
|rl|2, T l = |tl|2, (3.39)
Rr =
k1(|uk1|2 + |vk1|2) + Q
−k2(|uk2|2 + |vk2|2)−Q
|rr|2, T r = |tr|2. (3.40)
By evaluating W (ψr∗, ψl), one also obtains(
k2
(|uk2|2 + |vk2 |2)+ Q) rltr∗ = (k1 (|uk1|2 + |vk1|2)+ Q) rr∗tl. (3.41)
Equations (3.37), (3.38) and (3.41) yield T l = T r and Rl = Rr, and we write the trans-
mission and reﬂection coeﬃcients as T and R.
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3.3 Anomalous tunneling
In this section, we shall discuss the tunneling of Bogoliubov excitations through a potential
barrier Eq. (3.1). We solve the Bogoliubov equations with the condensate wave function
Eq. (3.13) and show that the tunneling properties, such as transmission coeﬃcient and
phase shift, strongly depend on the phase diﬀerence.
Since the condensate wave function of Eq. (3.13) takes the similar form to that for a
gray soliton, the solution of the Bogoliubov equations can be calculated by the solution for
a gray soliton which was obtained in Ref. [81]. Substituting Eq. (3.13) into the Bogoliubov
equations, one can obtain four particular solutions
un(x) = Λne
i[(kn+Q)x+sgn(x)
ϕ
2
]
{(
1 +
(knξ0)
2gn0
2ε
)
γ(x)− i sgn(x)
×
[
Qξ0 +
knξ0gn0
2ε
(
1− (Qξ0)2 − γ(x)2 + ε
gn0
)
+
(knξ0)
3gn0
4ε
]}
, (3.42)
vn(x) = Λne
i[(kn−Q)x−sgn(x)ϕ2 ]
{(
1− (knξ0)
2gn0
2ε
)
γ(x) + i sgn(x)
×
[
Qξ0 +
knξ0gn0
2ε
(
1− (Qξ0)2 − γ(x)2 − ε
gn0
)
+
(knξ0)
3gn0
4ε
]}
, (3.43)
for 1 ≤ n ≤ 4. k3 and k4 are imaginary roots of the Bogoliubov spectrum Eq. (2.48) for
a given ε and satisfy k4 = k
∗
3. For ε  gn0, k3 can be expanded into the power series of
ε
gn0
as
k3ξ0 	 −2i
√
1− (Qξ0)2 + Qξ0ε
gn0(1− (Qξ0)2) . (3.44)
k3(ε) is shown in Fig. 3.8. (u1(x), v1(x))
t and (u2(x), v2(x))
t describe the scattering com-
ponents. (u3(x < 0), v3(x < 0))
t and (u4(x > 0), v4(x > 0))
t describe the localized com-
ponents around the potential barrier. (u4(x < 0), v4(x < 0))
t and (u3(x > 0), v3(x > 0))
t
describe the component which diverge for |x| → ∞. The normalization constant Λn is
given by
Λn =
⎧⎪⎪⎨
⎪⎪⎩
eiα1
 
2

ε
gn0
−Qk1ξ20

n = 1, 3, 4
eiα2
 
2

ε
gn0
−Qk2ξ20

, n = 2
, (3.45)
where
eiαn ≡ 2gn0ε + ε
Qkn
m
+ 2(gn0 − 2Q)kn + kn Qknm
2ε
√
gn0
(
gn0 + kn + ε− Qknm
)
+i
gn0
√
1− (Qξ0)2knξ0(ε− Qknm + kn)
2ε
√
gn0
(
gn0 + kn + ε− Qknm
) . (3.46)
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Figure 3.8: Momentum k3 of the excitation as a function of ε and Q. (a) The real part of
k3. (b) The imaginary part of k3.
The normalization constant of the scattering components is determined to satisfy Eq.
(3.35).
Two independent eigenfunctions of Eq. (2.41) corresponding to two types of scattering
process are obtained by omitting divergent components. One is the left-incident scattering
solution (ψl(x)) and the other is the right-incident scattering solution (ψr(x)). Schematic
pictures of the solutions of the single-barrier problem are shown in Fig. 3.9. Here we
consider the former written as
ψl(x) =
(
ul
vl
)
=
⎧⎪⎪⎨
⎪⎪⎩
(
u1
v1
)
+ rl
(
u2
v2
)
+ al
(
u3
v3
)
, x < 0,
tl
(
u1
v1
)
+ bl
(
u4
v4
)
, x > 0.
(3.47)
The coeﬃcients rl, al, tl, and bl are the amplitudes of the reﬂected, the left localized, the
transmitted, and the right localized components, respectively. They are functions of the
energy ε, the potential strength V0 and the phase diﬀerence ϕ.
The boundary conditions at x = 0 are given by
ψl(+0) = ψl(−0), (3.48)
dψl
dx
∣∣∣∣
+0
=
dψl
dx
∣∣∣∣
−0
+ 2mV0ψ
l(0). (3.49)
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Figure 3.9: Schematic picture of the solutions of the single-barrier problem. (a) the left-
incident scattering solution, and (b) the right-incident scattering solutions. The solid
curves, solid arrows, dashed curves, and dashed arrows describe the condensate wave
functions, scattering components, localized components and condensate supercurrent, re-
spectively.
Equation(3.49) can be obtained by integrating Eq. (2.41) from −0 to +0. The coeﬃcients
rl, al, tl, and bl are determined from Eqs. (3.48) and (3.49). When ε  gn0 and V0 
gn0ξ0, Eqs. (3.48) and (3.49) are expanded into the power series of
ε
gn0
and gn0ξ0
V0
. Then,
analytic expressions of the coeﬃcients are obtained as
rl =
V0ε
zl
(3.50)
al =
−gn0ξ0 cosϕ ε
2zl
(3.51)
tl =
i(gn0)
2ξ0 cosϕ
zl
(3.52)
bl =
gn0ξ0 cosϕ ε
2zl
(3.53)
zl = V0ε + i (gn0)
2ξ0 cosϕ. (3.54)
The higher order terms of the expansion are shown in Appendix A. Using the relations
between the coeﬃcients in ψl and ψr
rr(ε, ϕ) = rl(ε,−ϕ), ar(ε, ϕ) = al(ε,−ϕ),
tr(ε, ϕ) = tl(ε,−ϕ), br(ε, ϕ) = dl(ε,−ϕ), (3.55)
one can also calculate ψr.
When ϕ is not equal to ϕc, one easily obtains the transmission coeﬃcient T = |tl|2
from Eqs. (3.52) and (3.54) as
T =
∆2
∆2 + ε2
, (3.56)
where
∆ =
(gn0)
2ξ0
V0
cosϕ. (3.57)
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Figure 3.10: Transmission coeﬃcient T for ϕ = 0 as a function of ε. (a) the transmission
coeﬃcients at a low energy region. (b) the transmission coeﬃcients up to a higher energy
region.
The transmission coeﬃcient has a peak at ε = 0 and the peak has Lorentzian shape with
half width ∆. This means that the potential barrier is transparent for excitations with
low energies. This behavior has been predicted for a current-free condensate and called as
anomalous tunneling [52, 53]. One can see from Eq. (3.57) that the peak width decreases
as ϕ approaches ϕc 	 π2 , and it becomes inﬁnitesimal for ϕ → ϕc. When ϕ reaches ϕc,
the transmission coeﬃcient is expressed as
T 	 4(gn0ξ0)
2
V 20
. (3.58)
Obviously, the anomalous tunneling behavior does not exist any longer, and the transmis-
sion coeﬃcient has only a small residual value. Note that Eqs. (A.8), (A.13) and (A.15)
in Appendix A was used to derive Eq. (3.58).
We shall obtain further analytic expressions of tl for ϕ = 0, because they are necessary
for calculations in Chapters 4 and 5. When ϕ = 0 each coeﬃcient in ψl is equal to that
in ψr because of the left-right symmetry of the system and we write tl and rl as t and r.
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Figure 3.11: Phase shift δ of t for ϕ = 0 as a function of ε.
When ϕ = 0 and ε gn0, expanding t into the power series of εgn0 , one obtains
|t| 	 1− α
(
ε
gn0
)2
, (3.59)
δ 	 β ε
gn0
. (3.60)
where δ = arg(t). The coeﬃcients α and β are
α =
2(V0−gn0ξ0)(V 30 +νV 20 +2ν(gn0ξ0)2 − 4(gn0ξ0)3) + 9(gn0ξ0V0)2
8(gn0ξ0ν)2
, (3.61)
β =
V 20 + νV0 − 3gn0ξ0ν + 6(gn0ξ0)2
2gn0ξ0ν
, (3.62)
where
ν =
√
V 20 + 4(gn0ξ0)
2. (3.63)
In Figs. 3.10 and 3.11, the transmission coeﬃcient T and the phase shift δ for ϕ = 0 are
shown as functions of ε. It is clear in Eq. (3.57) and Fig. 3.10 that as V0 increases, the
half width ∆ decreases in proportion to V −10 .
In Figs. 3.12 and 3.13, the transmission coeﬃcient T and the phase shift δl ≡ arg(tl)
are shown as functions of ε and ϕ. It is clearly seen in Fig. 3.12(a) that the anomalous
tunneling is present when ϕ = ϕc and absent when ϕ = ϕc. In the region far from the
anomalous tunneling peak, T increases with ε in a conventional way and its ϕ-dependence
disappears as shown in Fig. 3.12(b). This is because the condensate potential terms
in the Bogoliubov equations, written as |Ψ0|2, Ψ20 and Ψ∗20 , begin to become so small
compared to the kinetic energy term that the Bogoliubov excitations behave as single
particle excitations.
While we adopted the δ-function potential barrier of Eq. (3.1) in the above calculations,
the width of a potential barrier is ﬁnite in real systems. However, the treatment of
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Figure 3.12: Transmission coeﬃcient T as a function of ε and ϕ, where V0 = 10gn0ξ0.
(a) Transmission coeﬃcients at a low energy region are shown. (b) T s are shown up to a
higher energy region.
the problem using the δ-function potential barrier gives us valuable qualitative insights,
because it enables us to analytically calculate physical quantities such as the transmission
coeﬃcient. In fact, the result of the calculation of the transmission coeﬃcient for the δ-
function potential barrier [52] is qualitatively the same as that for the rectangular potential
barrier [53] in the case of current-free condensate. Moreover, comparing Eq. (3.18) to Eq.
(B.17) in Appendix B, we can see that the relation between the supercurrent and the
phase diﬀerence for the δ-function potential is also qualitatively the same as that for the
rectangular potential. Accordingly, we expect that the ϕ-dependence of the transmission
coeﬃcient is valid not only for the δ-function potential barrier but also for a potential
barrier with ﬁnite width.
3.4 Origin of the anomalous tunneling
Since the anomalous tunneling exhibits behaviors speciﬁc to the resonant tunneling, it
is expected that its origin can be attributed to the appearance of quasi-bound states
with lifetime τqb ∼ 1∆ . In fact, Kagan et al. argued that the quasi-bound states were
induced by spatial changes of the condensate density. Their argument is as follows. The
condensate density acts as a kind of potential for excitations. It inevitably reduces near
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Figure 3.13: Phase shift δl of tl as a function of ε and ϕ, where V0 = 10gn0ξ0.
a potential barrier, and consequently creates a potential well for excitations as shown in
Fig. 3.1. By analogy with the resonant tunneling of a single particle, it is expected that
such a potential well induces a quasi-bound state and excitations can resonantly transmit
through the potential barrier due to the quasi-bound state.
However, this interpretation disagrees with a fundamental concept of quasi-bound
states. It is generally believed on the quantum-tunneling problem that a quasi-bound state
appears when wavelength of the incident wave matches the typical size of the potential
well. Since the size of the potential well created by the reduction of the condensate density
is comparable to the healing length ξ0, the quasi-resonance energy, in which the quasi-
bound state appears, should be comparable to the chemical potential µ. However, it is
much smaller than the chemical potential, and this inconsistency makes the interpretation
of the anomalous tunneling obscure.
Here we try to elucidate mechanisms of the anomalous tunneling from another view-
point by calculating the probability density of each component in the left-incident state
ψl. Since we are considering excitations with real energies, the normalization condition
for (u(x), v(x))t is given by
∫
dx(|u(x)|2 − |v(x)|2) = 1. (3.64)
Then, the probability densities are deﬁned as |u1(x)|2 − |v1(x)|2 for the incident com-
ponent, |rl|2(|u2(x)|2 − |v2(x)|2) for the reﬂected component, |al|2(|u3(x)|2 − |v3(x)|2) for
the left localized component, |tl|2(|u1(x)|2 − |v1(x)|2) for the transmitted component and
|bl|2(|u4(x)|2−|v4(x)|2) for the right localized component. When V0  gn0ξ0 and ε gn0,
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Figure 3.14: The probability densities at x = 0 of the the transmitted component (TC)
and the right localized component (LC) as a function of ε and ϕ, where V0 = 10. (a)
They are shown in a low energy region. (b) They are shown up to a higher energy region.
one obtains the probability densities at x = 0
|u1(−0)|2 − |v1(−0)|2 ∼ 1
2
+
gn0ξ0
2V0
sinϕ, (3.65)
|rl|2(|u2(−0)|2 − |v2(−0)|2) ∼ |rl|2
(
1
2
− gn0ξ0
2V0
sinϕ
)
, (3.66)
|al|2(|u3(−0)|2 − |v3(−0)|2) ∼ (gn0)
2
ε2
|al|2
(
− 2− gn0ξ0
V0
(3 + 3 cosϕ + sinϕ)
)
, (3.67)
|tl|2(|u1(+0)|2 − |v1(+0)|2) ∼ |tl|2
(
1
2
+
gn0ξ0
2V0
sinϕ
)
, (3.68)
|bl|2(|u4(+0)|2 − |v4(+0)|2) ∼ (gn0)
2
ε2
|bl|2
(
− 2− gn0ξ0
V0
(3 + 3 cosϕ + sinϕ)
)
. (3.69)
The probability densities at x = 0 of the transmitted component (TC) and the lo-
calized component (LC) are shown in Fig. 3.14. We can see from Eq. (3.68) and Fig.
3.14(a) that the maximum value at ε = 0 of the probability density of the transmitted
component increases slightly as the phase diﬀerence increases. However, the maximum
of the transmission coeﬃcient does not change, because the probability density of the
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incident component also increases slightly as seen in Eq. (3.65). When ϕ is not equal
to ϕc, the localized components prominently appear around ε = 0 where the anomalous
tunneling occurs. When ϕ is equal to ϕc, the localized components are absent. This
result suggests that the localized components are crucial to understand the anomalous
tunneling. It is worth noting that the probability densities of the localized components
are negative1. Due to their negativity, the probability density of scattering components
can be comparably large even near the potential barrier without totally raising the prob-
ability density of ψl(0). Accordingly, the localized components have a role to spread the
scattering components across the potential barrier, and the appearance of the localized
component is one of the origins of the anomalous tunneling.
3.5 Observation of the anomalous tunneling
Since width of a potential barrier is ﬁnite in experiments, we assume a rectangular po-
tential barrier,
Vrec(x) = V θ
(
d
2
− |x|
)
, (3.70)
where V and d are the height and the width of the potential barrier, respectively. The
anomalous tunneling is predicted also for this rectangular potential barrier [53]. When
1
κ0ξ0
, e−κ0d  1, an analytical expression of the transmission coeﬃcient is given by
Trec 	
16
(
ε
κ0ξµ
)2
e−2κ0d
{( ε
µ
)2 + [4(κ0ξ)−2 − ( εµ)2]e−2κ0d}2
, (3.71)
where
κ0 =
1
d
∫ d
2
− d
2
dx
√
2m
2
(Vrec(x)− µ). (3.72)
Solving the equation Trec =
1
2
, one obtains the half width of the peak of Trec,
∆rec
µ
	 2
√
2e−κ0d
κ0ξ
. (3.73)
One needs to create excitations with energies comparable to ∆rec for the observation of the
anomalous tunneling in experiments. From Eq. (3.73), the values of two parameters with
length dimension are restricted. One is the barrier width d corresponding to thickness of
the laser beam and the other is the system size L. The healing length ξ0 and the barrier
intensity V determine the restrictions.
We consider the experimental setup of Ref. [28]. A condensate is conﬁned in a box-
shaped trap. The radial conﬁnement is so strong that the condensate is eﬀectively 1D.
1The localized components always appear in states ψl and ψr superposed with the scattering compo-
nents and the local probability density of the states always remains positive totally.
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The healing length is ξ ∼ 1µm in that experiment, because the total number of 87Rb
atoms, the system size and the radial harmonic trap frequency are N ∼ 3000, L ∼ 80µm
and ω⊥/2π ∼ 40kHz. We see from Eq. (3.73) that the peak width decreases as the barrier
width increases. This means that the potential barrier should be as narrow as possible.
Since one can narrow down the laser beam waist, which corresponds to the barrier width,
to the value comparable to the wavelength, the laser width can be d ∼ 1µm experimentally
with barriers created by a blue detuned laser.
The anomalous tunneling occurs in a low energy region where the Bogoliubov spectrum
is phononlike. One can create phonons with energies comparable to or smaller than ∆rec if
L is larger than the wavelength λ∆, where λ∆ ∼ κ0ξ20eκ0d. We set d = 1µm and ξ = 1µm.
With a barrier height of κ0 = 3ξ
−1
0 , L should be larger than 60 µm. Since the system size
is L 	 80µm in the experimental setup of Ref. [28], this restriction is barely overcome.
Moreover, one can enlarge the system size by changing the position of the optical end
caps. Thus, the anomalous tunneling is expected to be observed in the Bose condensate
trapped in the box-shaped potential if one can use a suﬃciently narrow laser beam to
create the potential barrier.
A procedure to observe the anomalous tunneling is as follows. We consider two Bose
condensates separated by a potential barrier. One can control the phase diﬀerence by
moving the potential barrier at the velocity −Q
m
, where Q is given by Eq. (B.17) (see
Appendix B). The potential barrier should be moved around the center of the trap so
that the edges do not aﬀect the experiment. At ﬁrst, one stimulates the condensate on
the left hand side into phonon excitations with energy comparable or smaller than ∆rec by
using the Bragg pulse. The phonon with wavelength λ takes λ
cs
to pass through the barrier.
After longer time than λ∆
cs
, one detects the number of transmitted excitations nt and that
of reﬂected excitations nr by the time of ﬂight absorption images, and the transmission
coeﬃcient is given by T = nt/(nt+nr). Thus, the observation of the anomalous tunneling
may be possible in an optimized setup.
The dramatic ϕ-dependence of the transmission coeﬃcient discussed in Sec. 3.3 enables
us to determine or estimate the phase diﬀerence between two condensates by measuring
the transmission coeﬃcient. The phase diﬀerence is near nπ if most excitations at low
energy transmit across the potential barrier, while it is near (n + 1
2
)π if most excitations
at low energy are reﬂected by the potential barrier, where n is an arbitrary integer.
Chapter 4
Bogoliubov excitations in a
double-well potential
One of the most intriguing features in Bose-condensed systems is the coherent nature of
the order parameter, which appears on a macroscopic scale. Josephson eﬀects , which was
ﬁrst predicted for superconductor tunnel junctions [83], clearly exhibits the coherence of
Bose condensates. Recently, the Josephson plasma oscillation and self-trapping have been
observed by Albiez et al. in Bose condensates of atomic gases trapped in a double-well
potential. In this chapter, motivated by the observation of the Josephson eﬀects, we study
Bose condensates in a double-well potential.
Since the Josephson plasma mode is a small amplitude oscillation from a static equi-
librium, it can be treated as a kind of elementary excitations [85]. When the potential
barrier separating the condensate does not exist, the lowest-energy excitation is the dipole
mode. In contrast, when the potential barrier is so strong that the two mode approxima-
tion can be valid, the lowest excitation energy accords with the Josephson plasma energy.
In other words, the crossover from the dipole mode to the Josephson plasma mode occurs
in the lowest-energy excitation.
Salasnich et al. numerically solved the Bogoliubov equations for a double-well trap
with a harmonic conﬁnement and a Gaussian potential barrier to obtain the excitation en-
ergies. [86] They found that the lowest excitation energy decreases as the barrier strength
increases; however they did not refer to the relation between the reduction of the lowest
excitation energy and the crossover to the Josephson plasma mode.
The excitation energy in a double-well potential can be determined by a solution of a
scattering problem of Bogoliubov excitations through the potential barrier. It is expected
that the anomalous tunneling of low-energy excitations can be related to the crossover to
the Josephson plasma mode.
This chapter is organized as follows. In Sec. 4.1, solving the time-independent Gross-
Pitaevskii equation with a box-shaped double-well potential, we analytically calculate
the condensate wave function and the Josephson plasma energy. In Sec. 4.2, solving the
Bogoliubov equations with the box-shaped double-well potential, excitation spectra of
condensates are obtained. In Sec. 4.3, we discuss the crossover from the dipole mode
to the Josephson plasma mode. We show that the anomalous tunneling properties is
crucial for understanding the crossover. In Sec. 4.4, we numerically calculate the lowest
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Figure 4.1: Schematic picture of a condensate in a box-shaped double-well potential.
Black solid line represents the condensate wave function.
excitation energy for a condensate in an experimentally accessible double-well potential.
This chapter is based on the results reported in Ref. [87].
4.1 Condensate wave functions and Josephson plasma
energy
We ﬁrst consider a 1D Bose condensate at absolute zero in a box-shaped double-well
potential consisting of end caps at x = ±a and a potential barrier at x = 0. Adopting
rigid walls and a δ-function potential barrier as the end caps and the barrier respectively,
the double-well potential is written as
V (x) =
{
V0δ(x), |x| < a,
∞, |x| ≥ a, (4.1)
The schematic picture of the system is shown in Fig. 4.1.
In Sec. 4.3, we will discuss the crossover from the dipole mode to the Josephson plasma
mode by comparing the lowest excitation energy to the Josephson plasma energy. In order
to calculate the Josephson plasma energy, we need to obtain not only the lowest-energy
symmetric solution (Ψsm0 ) but also antisymmetric solution (Ψ
an
0 ) of the time-independent
GP equation Eq. (2.40). Ψsm0 satisﬁes the boundary conditions
Ψsm0 (±a) = 0, (4.2)
dΨsm0
dx
∣∣∣∣
±a
= ∓ µsm
gξsm
Bsm, (4.3)
dΨsm0
dx
∣∣∣∣
+0
=
dΨsm0
dx
∣∣∣∣
−0
+ 2mV0Ψ
sm
0 (0). (4.4)
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Figure 4.2: Symmetric solution Ψsm0 (x). Dashed lines and solid lines represent the exact
solution Eq. (4.9) and and the approximate solution Eq. (4.11), respectively. (a, V0) =(a)
(10ξsm, 5µsmξsm) and (b) (3ξsm, 5µsmξsm).
Ψan0 satisﬁes the boundary conditions
Ψan0 (±a) = 0, (4.5)
dΨan0
dx
∣∣∣∣
±a
=
µan
gξan
Ban, (4.6)
Ψan0 (0) = 0. (4.7)
µsm(an) and ξsm(an) are the chemical potential and the healing length of the symmetric
(antisymmetric) state. Since the boundary conditions Eqs. (4.2) and (4.5) prohibit Ψsm0
and Ψan0 from having a supercurrent, one can regard Ψ
sm
0 and Ψ
an
0 as real without loss of
generality.
Multiplying Eq. (2.40) by
dΨi0
dx
and using Eqs. (4.2), (4.3), (4.5) and (4.6), Eq. (2.40)
can be integrated as
(
dΨi0
dx
)2
=
1
ξ2i
(
1 +
√
1− B2i −
g
µi
(Ψi0)
2
)(
1−
√
1− B2i −
g
µi
(Ψi0)
2
)
, (4.8)
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Figure 4.3: Antisymmetric solution Ψsm0 (x). Dashed lines and solid lines represent the
exact solution Eq. (4.10) and and the approximate solution Eq. (4.12), respectively.
(a, V0) =(a) (10ξan, 5µanξsm) and (b) (3ξan, 5µanξan).
where i = sm, an. Integrating Eq. (4.8) again [88], Ψsm0 and Ψ
an
0 are given by
Ψsm0 (x)=
√
µsm
g
(
1−
√
1−B2sm
)
sn
⎛
⎝ Bsm(−|x|+ a)√
1−√1−B2smξsm ,
√
1−√1− B2sm
1 +
√
1− B2sm
⎞
⎠ , (4.9)
Ψan0 (x)=
√
µan
g
(
1−
√
1− B2an
)
sn
⎛
⎝ Ban(x− a)√
1−√1−B2anξan ,
√
1−√1−B2an
1 +
√
1−B2an
⎞
⎠ , (4.10)
where sn(w, l) denotes the Jacobi elliptic sine function. Bsm and Ban can be determined
by Eqs. (4.4) and (4.7), respectively. In Figs. 4.2 and 4.3, the exact solutions Eqs. (4.9)
and (4.10) of Ψsm0 (x) and Ψ
an
0 (x) for (a, V0) = (10ξi, 5µiξi) and (3ξi, 5µiξi) are shown with
dashed lines. In these cases, Bsm = 0.999999955 and 0.940746200 while Ban = 0.999999934
and 0.908918473.
In order to calculate the Josephson plasma energy and the excitation spectrum an-
alytically, we assume that the system size is much larger than the healing length and
the condensate wave function near the center of each well is not aﬀected by the poten-
tial barrier and the rigid walls. Then, one can approximately obtain the symmetric and
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antisymmetric solutions of Eq. (2.40) as
Ψsm0 (x) =
√
µsm
g
×
{
tanh
(
|x|+x0
ξsm
)
, |x| < a
2
,
tanh
(
−|x|+a
ξsm
)
, a
2
≤ |x| < a,
(4.11)
Ψan0 (x) =
√
µan
g
×
⎧⎨
⎩
tanh
(
− x
ξan
)
, |x| < a
2
,
sgn(x) tanh
(
|x|−a
ξan
)
, a
2
≤ |x| < a,
(4.12)
A constant x0 is determined by the boundary condition Eq. (4.4) as
tanh
x0
ξsm
=
−V0 +
√
V 20 + 4(µsmξsm)
2
2µsmξsm
. (4.13)
In Figs. 4.2 and 4.3, the approximate solutions Eqs. (4.11) and (4.12) of Ψsm0 (x) and Ψ
an
0 (x)
are shown with solid lines, where V0 is chosen as V0 = 5µiξi. One sees in Figs. 4.2(a) and
4.3(a) that the exact and approximate solutions show a good agreement when a ξi. In
contrast, the diﬀerence between the exact and approximate solutions is relatively large in
Figs. 4.2(b) and 4.3(b), because the condition a ξi is not satisﬁed.
We next calculate the Josephson plasma energy εJP =
√
EJEC, which is easily derived
from the Josephson Hamiltonian:
HJ =
ECz
2
2
− EJ cosϕ, (4.14)
where z and ϕ represent the population diﬀerence and the phase diﬀerence between the
two wells [12]. The Josephson coupling energy EJ expresses the overlapping integral of
condensate wave functions in the two wells, and the capacitive energy EC is proportional
to inverse of the compressibility. They are deﬁned as
EJ =
Ean −Esm
2
, (4.15)
EC = 4
dµsm
dN0
, (4.16)
where Esm(an) is the energy of the condensate of the symmetric (antisymmetric) state [12].
Hence, we need to calculate the chemical potential and the energy of the condensate in
order to obtain the Josephson plasma energy.
The chemical potential is related to the number N0 of condensate atoms by the nor-
malization condition: ∫ a
−a
dx|Ψ0(x)|2 = N0. (4.17)
Substituting Eqs. (4.11) and (4.12) into the normalization condition, we derive the rela-
tions between the chemical potentials and N0:
µsm
gnav
(
1− 2ξsm
a
+
ξsm
a
tanh
x0
ξsm
)
= 1, (4.18)
42CHAPTER 4. BOGOLIUBOV EXCITATIONS IN A DOUBLE-WELL POTENTIAL
Figure 4.4: Chemical potentials µsm (solid line) and µan (dashed line) as functions of the
potential strength V0 are shown.
µan
gnav
(
1− 2ξan
a
)
= 1, (4.19)
where nav ≡ N02a is the averaged density of the condensate. One can obtain approximate
solutions of Eq. (4.18) in the limits of V0  gnavξav and V0  gnavξav, where ξav ≡
(mgnav)
− 1
2 . When V0  gnavξav, expanding Eq. (4.18) into power series of ξava and gnavξavV0 ,
one obtains
µsm
gnav
	 1 + 2ξav
a
+
2ξ2av
a2
− gnavξ
2
av
aV0
+
ξ3av
a3
− 3gnavξ
3
av
a2V0
. (4.20)
In a similar way, when V0  gnavξav, expanding Eq. (4.18) into power series of ξava and
V0
gnavξav
, one obtains
µsm
gnav
	 1 + ξav
a
+
ξ2av
2a2
+
V0
2agnav
+
ξ3av
8a3
+
ξavV0
4a2gnav
− V
2
0
8aξav(gnav)2
. (4.21)
The solution of Eq. (4.19) is
µan
gnav
= 1 +
2ξ2av
a2
+ 2
ξav
a
√
1 +
ξ2av
a2
,
	 1 + 2ξav
a
+
2ξ2av
a2
+
ξ3av
a3
. (4.22)
In Eqs. (4.20), (4.21) and (4.22), we express the expansions up to the third order of
the small parameters. In Fig. 4.4, the chemical potentials µsm and µan are shown as
functions of the potential strength V0. While µan is constant, µsm increases monotonically
and approaches µan as V0 increases. This means the degeneracy of the symmetric and
antisymmetric states in the strong potential limit V0 →∞.
The energy E can be calculated using the expression
E =
∫ a
−a
dxΨ∗0(x)
[
− 1
2m
d2
dx2
+ V (x) +
g
2
|Ψ0(x)|2
]
Ψ0(x). (4.23)
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Figure 4.5: Josephson plasma energy εJP as a function of the potential strength V0 is
shown.
In the limit of V0  gnavξav, one can approximately obtain
Esm
N0gnav
	 1 + 4ξav
3a
+
2ξ2av
a2
− gnavξ
2
av
2aV0
+
2ξ3av
a3
− 2gnavξ
3
av
a2V0
, (4.24)
Ean
N0gnav
	 1 + 4ξav
3a
+
2ξ2av
a2
+
2ξ3av
a3
, (4.25)
where Esm(an) is the energy of the condensate of the symmetric (antisymmetric) state.
Substituting Eqs. (4.20), (4.24) and (4.25) into Eqs. (4.15) and (4.16), one obtains
EJ
gnav
	 N0gnavξ
2
av
4V0a
(
1 +
4ξav
a
)
, (4.26)
EC
gnav
	 4
N0
(
1 +
ξav
a
)
, (4.27)
when V0  gnavξav. These equations yield the Josephson plasma energy
εJP
gnav
	
√
gnavξ2av
V0a
(
1 +
5ξav
2a
)
, V0  gnavξav. (4.28)
The Josephson plasma energy is shown in Fig. 4.5, as a function of the potential strength.
In Sec. 4.3, we will see that the lowest excitation energy coincides with this Josephson
plasma energy for a suﬃciently strong potential.
4.2 Excitation spectrum in a box-shaped double-well
potential
In this section, we solve the Bogoliubov equations Eq. (2.41) with the condensate wave
function Eq. (4.11) and calculate the excitation spectrum of a condensate in a box-shaped
double-well potential. We separate the system into three regions, or−a < x ≤ −a
2
, |x| < a
2
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and a
2
≤ x < a. The excitation spectrum is obtained by solving the Bogoliubov equations
analytically in each region and imposing the boundary conditions at |x| = a
2
on each
solution. Note that hereafter µ and ξ denotes µsm and ξsm, respectively.
Since the Bogoliubov equations are linear diﬀerential equations, a general solution of
the equations can be described as a linear combination of independent solutions with
the same energy. A general solution of the Bogoliubov equations in the central region
(|x| < a
2
) can be written as a linear combination of a left-incident scattering solution
ψl(x) and a right-incident scattering solution ψr(x) for ϕ = 0 1:
ψ(x) = ηψl(x) + ζψr(x). (4.29)
In the left and right side regions (a
2
≤ |x| < a), one can obtain an analytical solution
of the Bogoliubov equations. The solution is constructed by superposing a wave function
moving towards the end cap potential and one reﬂected by the end cap potential. Imposing
the boundary condition at x = ±a, one obtains
uside(x) =
√
2µ
ε
[(
1 +
(k1ξ)
2µ
2ε
)
tanh
( |x| − a
ξ
)
cos (k1(|x| − a))
+
k1ξµ
2ε
(
(k1ξ)
2
2
+ 1− tanh2
( |x| − a
ξ
)
+
ε
µ
)
sin (k1(|x| − a))
]
, (4.30)
vside(x) =
√
2µ
ε
[(
1− (k1ξ)
2µ
2ε
)
tanh
( |x| − a
ξ
)
cos (k1(|x| − a))
−k1ξµ
2ε
(
(k1ξ)
2
2
+ 1− tanh2
( |x| − a
ξ
)
− ε
µ
)
sin (k1(|x| − a))
]
, (4.31)
where k1 for ϕ = 0 is expressed as
k1 = −k2 =
√
2m
(√
µ2 + ε2 − µ
)
. (4.32)
Using the solutions of Eqs. (4.29), (4.30) and (4.31), a solution in all regions can be
written as
ψ(x) =
⎧⎪⎪⎨
⎪⎪⎩
Fψside(x) −a < x ≤ −a
2
,
ηψl(x) + ζψr(x) |x| < a
2
,
Gψside(x) a
2
≤ x < a,
(4.33)
where η = ζ and F = G are satisﬁed for excitations with even parity or η = −ζ and
1Since the Bogoliubov equations can be considered as a linear diﬀerential equation for u(x) of fourth
order, there should be four independent solutions with the same eigenenergy. Two solutions of them
are the unphysical divergent components omitted in Sec. 3.3, and they are also omitted in Eq. (4.29).
Consequently, the solution of Eq. (4.29) is a superposition of ψl(x) and ψr(x).
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F = −G for those with odd parity. Imposing the boundary conditions at |x| = a
2
ψ(±a
2
+ 0) = ψ(±a
2
− 0), (4.34)
dψ
dx
∣∣∣∣
± a
2
+0
=
dψ
dx
∣∣∣∣
± a
2
−0
, (4.35)
one obtains the equation to determine the excitation spectrum:
(r ± t) exp (i(2k1a + γ)) = 1, (4.36)
where
γ ≡ tan−1
( −k1ξ
1− 1
4
(k1ξ)2
)
. (4.37)
r and t are the reﬂection and transmission amplitudes of the Bogoliubov excitation, re-
spectively, which have been calculated in the previous Chapter. The positive (negative)
sign in the left-hand side of Eq. (4.36) represents the excitations with even (odd) par-
ity. One can see from Eq. (4.36) that tunneling properties of the Bogoliubov excitations
through the potential barrier aﬀect the excitation spectrum explicitly.
When ϕ = 0, the relations Eqs. (3.37), (3.38) and (3.41) between the transmission
and reﬂection coeﬃcients reduce to
|t|2 + |r|2 = 1, (4.38)
and
t = |t|eiδ, r = ±i|r|eiδ. (4.39)
Equations (4.38) and (4.39) yield
|r ± t| = 1. (4.40)
Using Eq. (4.40), Eq. (4.36) is simpliﬁed as
2k1a + γ + φ± = 2πn, (4.41)
where φ± is the phase of r ± t and n is an integer.
Solving Eq. (4.41) for excitation energy ε, we obtain the excitation spectra which
consist of discrete energy levels as shown in Fig. 4.6. Parity of quantum numbers expresses
parity of the wave function of the excitations. In the strong potential limit V0 →∞, the
excitations labeled by 2l and 2l + 1 are degenerate, because the condensate is completely
divided into each well. Hence, as the potential barrier becomes stronger, energy of the
even parity excitation labeled by 2l increases and energy of the odd parity excitation
labeled by 2l + 1 decreases so that both energies approach. The change of energies of
the odd parity excitations is more pronounced than that of the even parity excitations,
and such a tendency is consistent with the numerical results in the case of a double-well
traps with harmonic conﬁnement [86]. The less the excitation energy is, the slower the
change according to growth of the potential barrier is. This implies that the anomalous
tunneling behavior of low energy excitations buﬀers the eﬀect of the potential barrier.
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Figure 4.6: Excitation spectra in the double-well traps with V0 = 0gnavξav, V0 = 10gnavξav
and V0 = 100gnavξav are shown, where a = 10ξav.
4.3 Crossover from dipole mode to Josephson plasma
mode
In this section, we shall discuss eﬀects of the anomalous tunneling on the lowest-energy
excitation. Solving Eq. (4.41) with n = 0 and odd parity, we obtain the lowest excitation
energy εlow as a function of the potential strength, which is represented by the solid line
in Fig. 4.7. In order to elucidate eﬀects of the anomalous tunneling on the lowest-energy
excitation, we calculate εlow analytically in two limits.
On the one hand, when gnavξav
V0
 ξav
a
, substituting the low energy expansion of the
transmission amplitude of Eqs. (3.59) and (3.60) into Eq. (4.41), one obtains
εlow
gnav
	 πξav
2a
[
1 +
ξav
a
(
3
2
− β
2
−
√
α
2
−
√
V 20 + 4(gnavξav)
2 − V0
4gnavξav
)]
, (4.42)
which is plotted in Fig. 4.7 by the dotted line. Obviously, the inﬂuence of the potential
barrier on the lowest excitation is relatively small, because the correction of εlow due to
the potential barrier is included in the small term of O( ξav
a
) in Eq. (4.42). On the other
hand, when gnavξav
V0
 ξav
a
, substituting Eqs. (A.11), (A.13) and (A.15) in Appendix A into
Eq. (4.41), an approximate expression of the lowest excitation energy can be given by
εlow
gnav
	
√
gnavξ2av
V0a
(
1 +
5ξav
2a
)
. (4.43)
This energy coincides with the Josephson plasma energy of Eq. (4.28), and this result
explicitly justiﬁes treatment of the Josephson plasma oscillation by the two mode ap-
proximation for a suﬃciently strong potential barrier. In Fig. 4.7, one can see that the
crossover from the dipole mode to the Josephson plasma mode occurs.
It is crucial to understand the physics of the crossover that competition between the
two energy scales, gnavξav
a
and (gnav)
2ξav
V0
, determine whether the lowest-energy excitation
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Figure 4.7: Black solid line is the lowest excitation energy for a = 10ξav as a function of
V0. Dotted line is the corrected dipole mode energy of Eq. (4.42), while the dashed line
is the Josephson plasma energy shown in Fig. 4.5. Gray solid line is the half-width of the
peak of the transmission coeﬃcient.
is the Josephson plasma mode or the dipole mode. The former is comparable to the
dipole mode energy. The latter is comparable to the half-width ∆ of the peak of the
transmission coeﬃcient |t|2 as seen in Eq. (3.57). In other words, the potential barrier
is almost transparent for the excitations with energy less than (gnav)
2ξav
V0
. The crossover
is determined by whether the anomalous tunneling is eﬀective or not for the lowest-
energy excitation. When ξav
a
 gnavξav
V0
, the potential barrier is almost transparent for
the lowest-energy excitation due to the anomalous tunneling; the dipole mode is hardly
aﬀected by the potential barrier. As the potential strength V0 increases, contribution of
the anomalous tunneling diminishes gradually and the lowest-energy excitation comes to
be signiﬁcantly aﬀected by the potential barrier. Consequently, when ξav
a
 gnavξav
V0
, the
lowest-energy excitation becomes the Josephson plasma mode. In Fig. 4.7, the half-width
of the anomalous tunneling (gray line) divides the lowest excitation energy into regions
of the dipole mode and the Josephson plasma mode, and this clearly conﬁrms such an
interpretation of the crossover.
4.4 Realistic double-well potential
In the preceding sections, we considered the case of the double-well potential Eq. (4.1)
with rigid walls and a δ-function potential barrier. In this section, we numerically solve
the time-independent GP equation and the Bogoliubov equations in case of a realistic
double-well potential.
Considering a double-well potential consisting of the magnetic trap and the blue-
detuned laser beam, which is realized in the experiment of Ref. [20], we adopt a double-well
48CHAPTER 4. BOGOLIUBOV EXCITATIONS IN A DOUBLE-WELL POTENTIAL
Figure 4.8: Closed circles represent the lowest excitation energy, and open circles repre-
sent the Josephson plasma energy. Triangles represent the half-width of the peak of the
transmission coeﬃcient. We consider a condensate of 23Na atoms. The values of param-
eters are as follows; the number of the condensed atoms is N0 = 3000, the frequency of
the radial conﬁnement is ω⊥ = 250 × 2π Hz, the frequency of the axial conﬁnement is
ωx = 10×2π Hz, the s-wave scattering length is as = 3nm and the width of the potential
barrier is σ = 1.33µm.
potential with a harmonic conﬁnement and a Gaussian potential barrier:
Vgau(x) =
mω2xx
2
2
+ U0 exp
(
−x
2
σ2
)
, (4.44)
where ωx is the frequency of the harmonic potential. The height U0 and the width σ of
the potential barrier can be controlled in experiments by varying the intensity and the
aperture of the laser beam, respectively.
The lowest symmetric and antisymmetric solutions of the time-independent GP equa-
tion with the double-well potential Eq. (4.44) are numerically calculated. Substituting the
obtained condensate wave functions into Eqs. (4.15) and (4.16), EJ and EC are calculated.
Then, one obtains the Josephson plasma energy εJP. On the other hand, substituting the
lowest symmetric solution into the Bogoliubov equations, the lowest excitation energy is
numerically calculated.
Open circles and closed circles in Fig. 4.8 represent the lowest excitation energy and the
Josephson plasma energy, respectively. In Fig. 4.8 one can see that the lowest excitation
energy reduces as height of the potential barrier increases; ﬁnally it coincides with the
Josephson plasma energy for a suﬃciently high barrier. Thus, the crossover from the
dipole mode to the Josephson plasma mode is conﬁrmed in the case of a realistic double-
well potential.
In order to elucidate the role of the anomalous tunneling in the crossover, we next
estimate half-width ∆ of the peak of the transmission coeﬃcient for a Gaussian poten-
tial barrier. Replacing Vrec(x) by Vgau(x) in Eq. (3.72), one can estimate ∆ from Eq.
(3.73). Triangles in Fig. 4.8 represent the half-width ∆ of the peak of the transmission
coeﬃcient. When U0 = 0, the lowest excitation energy εlow coincides with the harmonic
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oscillator energy ωx. This means that the lowest-energy excitation approaches the pure
dipole mode in the limit of U0 → 0. When the dipole mode energy is much smaller than
the half-width, namely ωx  ∆, the anomalous tunneling is eﬀective for the lowest
excitation energy. Accordingly, the lowest-energy excitation is hardly aﬀected by the po-
tential barrier. When ωx ∼ ∆, the lowest excitation energy remarkably changes because
the excitation begins to perceive the potential barrier. When ωx  ∆, the anomalous
tunneling is no longer eﬀective; consequently, the lowest-energy excitation becomes the
Josephson plasma mode. Therefore, the interpretation of the crossover discussed in the
previous section is also appropriate for the double-well potential of Eq. (4.44)

Chapter 5
Bogoliubov excitations in a
Kronig-Penney potential
Since its ﬁrst achievement [21], Bose condensates in an optical lattice have been stud-
ied vigorously [89]. Various interesting phenomena have been observed in such systems,
including the superﬂuid-Mott insulator transition [90, 91], formation of bright gap soli-
tons [92], the Josephson eﬀect [93, 94], and breakdown of superﬂuidity [22, 23, 36, 37, 38].
In particular, breakdown of superﬂuidity has attracted much attention. Recently, the
stability of Bose condensates in an optical lattice moving at constant velocity has been
experimentally investigated and it was demonstrated that the Landau and dynamical
instabilities occur when the velocity of the lattice potential exceeds certain critical val-
ues [23].
Swallow-tail energy loops have been theoretically found in the band structure of con-
densates in a periodic potential [39, 40, 41, 95, 96, 97] and attracted much interests.
Mueller pointed out that a Bloch state in the upper portion of swallow-tails corresponds
to a saddle point in the energy landscape and it is dynamically unstable [41]. In fact, Sea-
man et al. have shown the instability of a Bloch state in the upper portion of swallow-tails
by numerically solving the time-dependent Gross-Pitaevskii (GP) equation [96]. However,
the stability of swallow-tails has not been fully investigated because a detail study of linear
stability problem is still lacking. One needs to identify the unstable modes of excitations
by solving the Bogoliubov equations.
In this chapter, in order to understand the superﬂuidity of Bose condensates in an
optical lattice and swallow-tail energy loops, we study Bose condensates in a periodic
potential by using the Kronig-Penney (KP) model. It is well-known in solid state physics
that the KP model is useful for understanding the band structure of electrons [98, 99].
The KP model is also useful for the study of condensates in a periodic potential and
has remarkable advantages. First, it allows one to calculate the whole band structure of
condensate energy and excitation spectrum analytically. Another advantage is that the
band structure of excitation spectrum can be calculated from the tunneling problem of
Bogoliubov excitations through a single potential barrier.
We solve the Bogoliubov equations using the solution of the tunneling problem of
Bogoliubov excitations obtained in Chapter 3, and discuss the stability of condensates
with supercurrents. We will show that the Landau and dynamical instabilities occur
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when the quasimomentum of the condensate exceeds certain critical values. We identify
the unstable modes causing the Landau and dynamical instabilities. We will also show
that the Bloch state of the upper portion of swallow-tail is dynamically unstable, but the
excitation spectrum has a phonon branch due to the positive eﬀective mass.
This chapter is organized as follows. In Sec. 5.1, we solve the time-independent GP
equation with a KP potential and calculate the ﬁrst condensate band, group velocity and
eﬀective mass. The condition for the presence of swallow-tails are discussed. In Sec.
5.2, we solve the Bogoliubov equations and calculate the band structure of the excitation
spectrum. In Sec. 5.3, we discuss the stability of Bose condensates with superﬂuid currents
in a periodic potential. This chapter is based on the results reported in Refs. [100, 101].
5.1 Condensate band and swallow-tail
In this section, we shall obtain the Bloch state solution of the time-independent GP
equation Eq. (2.40) with a KP potential and calculate the energy of the condensate E,
group velocity vg and eﬀective mass m
∗ as functions of the condensate quasimomentum
K. Assuming that the lattice constant is much larger than the healing length, analytic
expressions of these quantities are obtained. Hereafter, we call the band structure of the
energy of the condensate E(K) as the condensate band.
5.1.1 Kronig-Penney model
We consider a 1D Bose condensate at the absolute zero of temperature conﬁned in a
combined potential of a box-shaped trap and a one-dimensional periodic potential. It is
assumed that the axial size of the system is so large that eﬀects of edges of the system can
be neglected. We consider condensates with supercurrents ﬂowing through the periodic
potential. This situation can be realized by an optical lattice consisting of two counter-
propagating laser beams with a frequency diﬀerence and moving in a constant velocity [22,
23].
The periodic potential is assumed to be a special type of KP potential,
V (x) = V0
∑
j
δ(x− ja), (5.1)
where a is the lattice constant, and V0 is the strength of the δ-function potential barriers,
expressing the lattice depth. Note that V0 and a are independent parameters. Although
a KP potential is generally a periodic array of rectangular potentials, we use a simpliﬁed
form of Eq. (5.1) for an analytical treatment of the problem. A schematic picture of the
system is shown in Fig. 5.1.
The periodic potential of optical lattices in experiments is sinusoidal. One of the most
signiﬁcant diﬀerences between KP and sinusoidal potentials is the energy-level distribution
in a single well. As a sinusoidal potential becomes deep, the conﬁnement of each well
becomes tigher and the interval of energy levels in a single well increases. In contrast,
the interval of energy levels in a single well in a KP potential hardly depends on the
potential strength V0. In spite of this diﬀerence, the KP model provides us with valuable
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Figure 5.1: Schematic picture of a current-carrying condensate in a KP potential. The
solid lines, gray bars and dashed arrow express the condensate density |Ψ0(x)|2, potential
barriers and supercurrent, respectively.
insights. Bose condensates in a KP potential have the same properties as those in a
sinusoidal potential, such as the band structure [96, 97]. As we discuss later, the Landau
and dynamical instabilities of Bose condensates occur in a KP potential as in a sinusoidal
potential.
5.1.2 Condensate wave function
The condensate wave function is written as Ψ0(x) =
√
n0A(x)e
iS(x), where A(x) and S(x)
obey Eq. (3.3) and (3.4). A(x) is normalized by the density at the center of each site
n0 ≡ |Ψ0 ((j + 1/2) a) |2.
Throughout this chapter, we assume that the condensate sits in the ﬁrst condensate
band. In this case, the condensate wave function has no node in a single well [96] as
shown in Fig. 5.2.
Since the amplitude of the condensate wave function in the ﬁrst band has a maximum
at the center of each well, A(x) satisﬁes the boundary condition
dA
dx
∣∣∣∣
(j+1/2)a
= 0. (5.2)
From the deﬁnition of the central density n0, A(x) also satisﬁes
A
((
j +
1
2
)
a
)
= 1. (5.3)
The boundary condition at x = ja can be obtained by integrating Eq. (3.3) from ja− 0
to ja + 0 as
dA2
dx
∣∣∣∣
ja+0
=
dA2
dx
∣∣∣∣
ja−0
+ 4mV0A
2(ja). (5.4)
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Figure 5.2: Amplitude A(x) of the condensate wave function when V0 = 5gn0ξ0, a = 15ξ0,
and Q = 0.09ξ−10 . The dashed and solid lines represent the exact solution Eq. (5.6) and
the approximate solution Eq. (5.9), respectively.
Multiplying Eq. (3.3) by dA
dx
and using Eqs. (5.2) and (5.3), Eq. (3.3) can be integrated
as (
A
dA
dx
)2
=
1
ξ20
(1−A2)
(
−(Qξ0)2 +
(
2µ
gn0
− 1
)
A2 − A4
)
. (5.5)
Integrating Eq. (5.5) again [88], the solution of Eq. (3.3) in the region
(
j − 1
2
)
a < x <(
j + 1
2
)
a is given by
A(x)2 = (1− β−)sn2
(√
β+ − β−(|x− ja|+ x0)
ξ0
,
√
1− β−
β+ − β−
)
+ β−, (5.6)
where
β± ≡ µ
gn0
− 1
2
± 1
2
√(
2µ
gn0
− 1
)2
− 4(Qξ0)2. (5.7)
µ and x0 are determined as functions of V0, a and Q by solving Eq. (5.3) and Eq. (5.4).
Once the amplitude A(x) is obtained, the phase S(x) can be calculated as
S(x)− S(ja) =
∫ x
ja
dx
Q
A2
. (5.8)
The exact solution of Eq. (5.6) and (5.8) has been obtained in Refs. [96, 102, 103, 104].
The exact solution in a unit cell for (a, V0, Q) = (15 ξ0, 5 gn0ξ0, 0.09 ξ
−1
0 ) is shown in
Figs. 5.2 and 5.3 with dashed lines. From the exact solution, µ and x0 are given by
(µ, x0) = (1.0040520 gn0, 0.1364985 ξ0).
For further analytic calculations, we assume that the lattice constant is much larger
than the healing length. The condensate wave function far from each potential barrier
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Figure 5.3: Phase S(x) of the condensate wave function when V0 = 5gn0ξ0, a = 15ξ0,
and Q = 0.09ξ−10 . The dashed line, thick solid line and thin solid line represent the
exact solution Eq. (5.8), approximate solution Eq. (5.11), and asymptotic solution Qx +
sgn(x)ϕ/2, respectively.
asymptotically approaches the wave function of a uniform condensate. Accordingly, the
chemical potential is given by Eq. (3.8). Substituting Eq. (3.8) into Eq. (5.6), an
approximate solution of Eq. (3.3) in the region
(
j − 1
2
)
a < x <
(
j + 1
2
)
a can be obtained
as
A(x)2 = γ(x)2 + (Qξ0)
2, (5.9)
where
γ(x) ≡
√
1− (Qξ0)2tanh
(√
1− (Qξ0)2(|x− ja|+ x0)
ξ0
)
. (5.10)
Substituting Eq. (5.9) into Eq. (5.8), the phase S(x) in the region
(
j − 1
2
)
a < x <(
j + 1
2
)
a is given by
S(x)− S(ja) =
∫ x
ja
dx
Q
A2
= Q(x− ja) + sgn(x)
[
tan−1
(
γ(x)
Qξ0
)
−tan−1
(
γ(ja)
Qξ0
)]
. (5.11)
From Eqs. (5.9) and (5.11), the condensate wave function is expressed as
Ψ0(x) =
√
n0e
i(Qx−sgn(x) θ0) (γ(x)− sgn(x) iQξ0) , (5.12)
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where
eiθ0 ≡ γ(ja)− iQξ0√
γ(ja)2 + (Qξ0)2
. (5.13)
The wave function Eq. (5.12) takes the same form as that of Eq. (3.13). Substituting
Eq. (5.12) into Eq. (5.4), one obtains Eq. (3.15) which determines x0 as a function of
Q and V0. The approximate solution of the amplitude Eq. (5.9) and phase Eq. (5.11)
in a unit cell are shown in Figs. 5.2 and 5.3 with solid lines. V0 and Q are chosen as
(V0, Q) = (5 gn0ξ0, 0.09 ξ
−1
0 ). One sees that the exact and approximate solutions show a
good agreement when a ξ0. From the approximate solution, µ and x0 can be obtained
as (µ, x0) = (1.0040500 gn0, 0.1364977 ξ0) which are very close to the values calculated
from the exact solution. We will also apply this approximation to the calculation of the
excitation spectrum in Sec. 5.2.
5.1.3 Condensate band, group velocity and eﬀective mass
Since the condensate wave function Eq. (5.12) takes the same form as Eq. (3.13), the phase
diﬀerence ϕ between the condensates in the neighboring sites ϕ is given by Eq. (3.17).
Using Eq. (3.17), we shall express the energy of the condensate, group velocity and
eﬀective mass as functions of ϕ, which is easily related to the condensate quasimomentum
K by the Bloch theorem.
The normalization condition is given by∫ (j+1)a
ja
|Ψ0(x)|2 dx = NC, (5.14)
where NC is the number of condensate atoms per site. Substituting Eq. (5.12) into Eq.
(5.14), one obtains
1− 2ξ0
a
√
1− (Qξ0)2 + 2ξ0
a
γ(ja) =
nav
n0
, (5.15)
where nav ≡ NCa is the average density. The healing length for the average density nav is
deﬁned by ξav ≡ (mgnav)− 12 .
Equations(3.15), (3.17) and (5.15) yield Q, γ(ja) and µ as functions of a, V0 and ϕ. If
Eqs. (3.15), (3.17) and (5.15) are expanded into the power series of gnavξav/V0 and ξav/a
assuming V0  gnavξav and a ξav, one obtains
Q 	 gnav
2V0
sinϕ, (5.16)
γ(ja) 	 gnavξav
2V0
(1 + cosϕ), (5.17)
µ
gnav
	 µ|ϕ=0
gnav
+
gnavξ
2
av
aV0
(1− cosϕ) + (gnavξav)
2
8V 20
sin2ϕ, (5.18)
µ|ϕ=0
gnav
	 1 + 2ξav
a
+
2ξ2av
a2
− 2gnavξ
2
av
aV0
. (5.19)
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Figure 5.4: Chemical potential µ as a function of the quasimomentum K. The thick
black line, the gray line and the thin black line represent the chemical potentials with
(a, V0) = (15 ξav, 5 gnavξav), (15 ξav, 7.5 gnavξav) and (15 ξav, 15 gnavξav), respectively.
The energy of the condensate per site is given by
E =
∫ (j+1)a
ja
dxΨ∗0
[
− 
2
2m
d2
dx2
+ V (x) +
g
2
|Ψ0|2
]
Ψ0. (5.20)
Substituting Eqs. (5.12), (5.16), (5.17) and (5.18) into Eq. (5.20), the energy of the
condensate is
E
NCgnav
	 E|ϕ=0
NCgnav
+
gnavξ
2
av
2aV0
(1− cosϕ) + (gnavξav)
2
8V 20
sin2ϕ, (5.21)
E|ϕ=0
NCgnav
	 1
2
+
4ξav
3a
+
2ξ2av
a2
− gnavξ
2
av
aV0
. (5.22)
We have rescaled all the variables by the averaged density nav instead of the center density
n0, because nav (n0) is independent (dependent) of the condensate quasimomentum K.
The higher order terms of gnavξav/V0 and ξav/a are not shown just for avoiding the
complication of the equations. The higher order terms of the expansion are shown in
Appendix C, because they are necessary for the calculations in the following sections.
Imposing the Bloch theorem
Ψ0(x + a) = Ψ0(x)e
iKa (5.23)
on the condensate wave function Eq. (5.12), the relation between K and ϕ is derived as
Ka = Qa + ϕ. (5.24)
Substituting Eq. (5.24) into Eqs. (5.18) and (5.21), µ(K) and E(K) can be calculated
as shown in Figs. 5.4 and 5.5. A loop structure of µ(K) and a swallow-tail of E(K) are
present at the edge of the ﬁrst Brillouin zone for relatively small V0 (thick black lines).
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Figure 5.5: Energy E of the condensate per site as a function of the quasimomentum K,
namely the ﬁrst condensate band. The thick black line, the gray line and the thin black line
represent the ﬁrst condensate bands with (a, V0) = (15 ξav, 5 gnavξav), (15 ξav, 7.5 gnavξav)
and (15 ξav, 15 gnavξav), respectively.
The loop structure and swallow-tail become smaller as V0 increases and they disappear
for a certain critical value of V0 (gray lines). The condition for the presence of swallow-
tail (loop structure) is obtained from Eq. (5.24) as follows. A swallow-tail is present if
there are two values of ϕ which satisfy Eq. (5.24) with Ka = π, while a swallow-tail is
not present if there is only one value of ϕ which satisﬁes Eq. (5.24) with Ka = π. This
condition yields the threshold
V0 =
gnava
2
, (5.25)
which agrees with the result obtained by the numerical calculations in Ref. [96].
The ﬁrst derivative of the condensate band gives the group velocity,
vg =
∂E
∂K
. (5.26)
Assuming V0  gnavξav and substituting Eq. (5.21) into Eq. (5.26), vg is given by
vg
cs
	 gnavξav
2V0
sinϕ, (5.27)
where cs ≡
√
gnav
m
is the sound velocity for a uniform condensate. Substituting Eq. (5.24)
into Eq. (5.27), vg(K) is obtained as shown in Fig. 5.6. When V0 is small, vg(K) has a
reentrant structure reﬂecting the presence of the swallow-tail (thick black line). When the
potential strength is larger than the critical value of Eq. (5.25), the reentrant structure is
absent.
In the limit of V0  gnava, the ﬁrst condensate band and group velocity take the form
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Figure 5.6: Group velocity vg as a function of the quasimomentum K. The thick black
line, the gray line and the thin black line represent the group velocities with (a, V0) =
(15 ξav, 5 gnavξav), (15 ξav, 7.5 gnavξav) and (15 ξav, 15 gnavξav), respectively.
of the tight-binding approximation [35, 73, 74],
E
NCgnav
	 E|ϕ=0
NCgnav
+
gnavξ
2
av
2aV0
(1− cosKa), (5.28)
vg
cs
	 gnavξav
2V0
sinKa. (5.29)
One can deﬁne another type of group velocity by
vµ =
∂µ
∂K
. (5.30)
Assuming V0  gnavξav and substituting Eq. (5.18) into Eq. (5.30), vµ is given by
vµ
cs
	
gnav
V0
sinϕ
(
ξav
a
+ gnavξav
4V0
cosϕ
)
∂K
∂ϕ
, (5.31)
∂K
∂ϕ
	
(
1
a
+
gnav
2V0
cosϕ
)
. (5.32)
Substituting Eq. (5.24) into Eq. (5.31), vµ(K) is obtained as shown in Fig. 5.7. vµ diverges
at the edge of the swallow-tail (thick black line).
It is important to remark about the physical meaning of vg and vµ. vg can be regarded
as a superﬂuid velocity of a condensate ﬂowing through a periodic potential, because navvg
is equal to the supercurrent n0Q
m
. On the other hand, the velocity of Bogoliubov phonons
propagating in the opposite (same) direction to the supercurrent reduces (increases) by vµ
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Figure 5.7: Group velocity vµ as a function of the quasimomentum K. The thick black
line, the gray line and the thin black line represent the group velocities with (a, V0) =
(15 ξav, 5 gnavξav), (15 ξav, 7.5 gnavξav) and (15 ξav, 15 gnavξav), respectively.
and that the Landau instability occurs when vµ exceeds the Bogoliubov sound velocity [74,
95, 105, 106]. We will discuss the detail of this issue in Sec. 5.2.
The eﬀective mass is deﬁned by the inverse of the second derivative of the condensate
band as
m∗ =
(
∂2E
∂K2
)−1
=
(
∂vg
∂K
)−1
. (5.33)
Assuming V0  gnavξav and substituting Eq. (5.21) into Eq. (5.33), m∗ is given by
m∗
m
	 2V0
gnavcosϕ
∂K
∂ϕ
. (5.34)
Substituting Eq. (5.24) into Eq. (5.34), m∗(K) is obtained as shown in Fig. 5.8. The
sign of the eﬀective mass changes when the group velocity takes its extremum. m∗(K)
also changes its sign at the edge of the swallow-tail, because ∂vg
∂K
diverges there. m∗(K) is
always positive in the upper portion of the swallow-tail and negative near the edge of the
swallow-tail in the lower portion. This is consistent with the result of the exact solution
Eqs. (5.6) and (5.8), which is shown in Appendix D.
Since the sound velocity in a periodic potential is given by [107]
cb =
√
nav
m∗
∂µ
∂nav
, (5.35)
the negative eﬀective mass leads to the dynamical instability due to long-wavelength
phonons [74, 95, 96, 105], and the formation of bright gap solitons follows after the dynam-
ical instability [92, 108]. Condensates are expected to be stable for the long-wavelength
perturbation in the upper portion of a swallow-tail, because of the positive eﬀective mass.
However, the upper portion of a swallow-tail corresponds to energy saddle points in the
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Figure 5.8: Eﬀective mass m∗. The thick black line, the gray line and the thin black line
represent the eﬀective masses with (a, V0) = (15 ξav, 5 gnavξav), (15 ξav, 7.5 gnavξav) and
(15 ξav, 15 gnavξav), respectively.
two-state approximation and is predicted to be unstable [41]. The dynamical instability
of the upper portion of a swallow-tail has been shown by numerically solving the time-
dependent GP equation [96]. We will calculate the excitation spectrum in the following
sections and show that the spectrum has a phonon branch but also has a diﬀerent branch
causing the dynamical instability.
Mueller has explained that the presence of swallow-tails is due to the hysteresis of the
superﬂuid condensate [41]. The explanation is as follows. As a superﬂuid, the condensate
can screen out the periodic potential and behave as if the periodic potential does not
exist as long as the superﬂuid momentum is smaller than the critical value. Then, if
the critical momentum is larger than π
a
, the condensate quasimomentum can penetrate
through the edge of the Brillouin zone and there are two separate local minima in the
energy landscape for a given quasimomentum. When there are two local minima in a
energy landscape, there must be a saddle point between them, which corresponds to the
upper portion of the swallow-tail. However, the fact that the eﬀective mass can be negative
in the lower portion of the swallow-tail is a counter-example to the explanation. Since the
condensate is dynamically unstable when the eﬀective mass is negative, the condensate
does not always screen out the periodic potential in the lower portion. Moreover, the
dynamically unstable condensate does not correspond to an energy local minimum, but
an energy saddle point. Since the presence of two energy local minima is assumed in the
explanation based on the hysteresis, the explanation is inconsistent with the fact that the
eﬀective mass can be negative in the lower portion.
From Fig. 5.8, it can be seen that the eﬀective mass changes its sign twice for positive
K. Since the sign of the eﬀective mass is closely related to the stability of condensates,
it is important to calculate the quasimomentum KM at which the eﬀective mass changes
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Figure 5.9: Condensate quasimomentum KM which gives the maximum group velocity.
Figure 5.10: Condensate quasimomentum KE which gives the edge of the swallow-tail.
its sign. KM is determined by the condition of maximum group velocity as
∂vg
∂K
∣∣∣∣
KM
= 0. (5.36)
Assuming V0  gnavξav, the phase diﬀerence ϕM when K = KM and vg(KM) can be
calculated from Eqs. (5.36) and (C.12) in Appendix C as
cosϕM =
gnavξav
V0
− gnavξ
2
av
aV0
− (gnavξav)
2
2V 20
, (5.37)
vg(KM) 	 gnavξav
2V0
(
1 +
4ξav
a
+
8ξ2av
a2
− 2gnavξ
2
av
aV0
− (gnavξav)
2
2V 20
)
. (5.38)
Substituting Eq. (5.37) into Eq. (5.24), KM is obtained as shown in Fig. 5.9. KMa
asymptotically approaches π
2
in the limit of V0  gnava, because the group velocity takes
the form of Eq. (5.29). The maximum supercurrent navvg(KM) in the KP potential has
been previously obtained in Refs. [102, 103]. navvg(KM) of Eq. (5.38) agrees with the
previous results in the limit of a ξav and V0  gnavξav.
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The eﬀective mass changes its sign at the edge of the swallow-tail K = KE. KE is
determined by the condition,
m∗ = 0. (5.39)
Assuming V0  gnavξav, the phase diﬀerence ϕE when K = KE is obtained by Eqs. (5.39)
and (C.13) in Appendix C,
cosϕE = − 2V0
gnava
+
gnavξav
V0
− 4V0ξav
gnava2
− (gnavξav)
2
2V 20
+
2ξ2av
a2
. (5.40)
Substituting Eq. (5.40) into Eq. (5.24), KE is obtained as shown in Fig. 5.10. The size of
the swallow-tail monotonically decreases until the potential strength reaches the critical
value V0 =
gnava
2
.
As we will discuss in Sec. 5.3, the condensate quasimomentum Kc, at which the anoma-
lous tunneling of low-energy excitations is absent, is also important for understanding the
stability of condensates. We found in Sec. 3.3 that the anomalous tunneling is absent when
the superﬂuid momentum Q takes its maximum value, namely ϕ = ϕc. ϕc is determined
by the condition
∂Q
∂ϕ
= 0. (5.41)
When V0  gnavξav, ϕc can be calculated from Eqs. (5.41) and (C.6) (see Appendix C)
as
cosϕc 	 gnavξav
V0
+
gnavξ
2
av
aV0
− (gnavξav)
2
2V 20
. (5.42)
Substituting Eq. (5.42) into Eq. (5.24), Kc corresponding ϕc can be calculated. Comparing
Eqs. (5.42) and (5.37), one can see that |Kc|, at which the anomalous tunneling is absent,
is always smaller than |KM|, which gives the maximum supercurrent 1.
5.2 Bogoliubov band
In this section, we shall solve the Bogoliubov equations and calculate the excitation spec-
trum of a current-carrying condensate in a KP potential. We hereafter call the band
structure of excitation spectrum as the Bogoliubov band.
A periodic potential can be viewed as a periodic array of potential barriers. The
band structure of a single particle in a periodic potential can be expressed in terms of the
tunneling properties of the particle in the presence of a single barrier potential [54]. When
one solves the Schro¨dinger equation with a single barrier, the wave function including
the transmission amplitude is obtained. By imposing the Bloch’s theorem on the wave
function, one obtains an equation to determine the band structure [54]. In a similar way
1The quasimomentum Kc, which gives the maximum value of the superﬂuid momentum Q, does not
coincide with the quasimomentum KM, which gives the maximum value of the supercurrent n0Qm , because
the center density n0 of the condensate also depends on the quasimomentum K.
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to the case of a single particle, the Bogoliubov band can be calculated using the solutions
of the Bogoliubov equations in the single barrier problem, which was obtained in Sec. 3.3.
Since the Bogoliubov equations are linear diﬀerential equations, a general solution of
the equations can be described as a linear combination of independent solutions with
the same energy. A general solution of the Bogoliubov equations with a single potential
barrier can be written as a linear combination of ψl(x) and ψr(x)
ψ(x) = χψl(x) + ζψr(x), (5.43)
where χ and ζ are arbitrary constants.
The solution of the Bogoliubov equations with the periodic potential Eq. (5.1) can
be calculated by imposing the Bloch theorem to Eq. (5.43). However, the non-diagonal
element of Eq. (2.41) does not have the periodicity of a when the condensate has a
supercurrent, because Ψ0(x) satisﬁes the Bloch theorem Eq. (5.23). Introducing Φ0(x)
and (uB(x), vB(x)) by
Ψ0(x) = Φ0(x)e
iKx, (5.44)
(u(x), v(x)) =
(
uB(x)e
iKx, vB(x)e
−iKx) , (5.45)
the Bogoliubov equations are rewritten as(
HK −gΦ0(x)2
gΦ0(x)
∗2 −H∗K
)(
uB(x)
vB(x)
)
= ε
(
uB(x)
vB(x)
)
, (5.46)
HK = − 1
2m
d2
dx2
− iK
m
d
dx
+ K − µ + V (x) + 2g|Φ0|2. (5.47)
The non-diagonal element has the periodicity of a in Eq. (5.46) and the Bloch theorem
can be applied to ψB(x) ≡ (uB(x), vB(x)) as
ψB(x + a) = ψB(x)e
iqa, (5.48)
dψB
dx
∣∣∣∣
x+a
=
dψB
dx
∣∣∣∣
x
eiqa, (5.49)
where q is the quasimomentum of the excitation. Solving Eqs. (5.48) and (5.49) at x = −a
2
,
one obtains
exp
[
i
(−k1 + k2)a
2
]
+ (tltr − rlrr)exp
[
i
(k1 − k2)a
2
]
=
tlexp
[
i
(−2q + k1 + k2)a
2
]
+ trexp
[
i
(2q − k1 − k2)a
2
]
. (5.50)
The Bogoliubov band ε(q) can be calculated by solving Eq. (5.50). Since we are as-
suming a  ξav, the localized components around the potential barriers, which decay
exponentially and vanish at |x| = a
2
, do not appear explicitly in Eq. (5.50).
If ε is real, substituting Eqs. (3.37), (3.38) and (3.41) into Eq. (5.50), the relation
between ε and q can be simpliﬁed as
cos
[
(k1−k2)a
2
+ δ
l+δr
2
]
|t| = cos
[
(2q − k1 − k2)a
2
+
−δl + δr
2
]
, (5.51)
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Figure 5.11: Bogoliubov band of a current-free condensate in a KP potential when a =
10ξav and V0 = 5gnavξav. Shaded areas express band gaps. The band structure is shown
in (a). The left-hand side of Eq. (5.53) as a function of energy is shown in (b).
where
tl = |t|eiδl , tr = |t|eiδr. (5.52)
It should be recalled that Eqs. (5.50) and (5.51) are valid only when a  ξav. It is clear
in Eq. (5.51) that the tunneling properties in the single-barrier problem determine the
Bogoliubov band. Equation (5.51) is not valid when ε is complex, because ε is assumed
to be real in the derivation. We have to solve Eq. (5.50) when complex ε(q) exists.
5.2.1 Current-free condensate
In this subsection, we calculate the Bogoliubov band, phonon velocity and band gap of
condensates from Eq. (5.51) when K = 0. We shall show that the ﬁrst Bogoliubov band
in a KP potential takes the form of the tight-binding approximation when V0  gnava.
Since δl = δr ≡ δ and k1 = −k2 ≡ k when K = 0, Eq. (5.51) reduces to
cos (ka + δ)
|t| = cos (qa) . (5.53)
This relation takes exactly the same form as that in the case of a single particle [54].
Solving Eq. (5.53) for ε, the Bogoliubov band ε(q) is obtained as shown in Fig. 5.11(a).
In Fig. 5.11(a), the ﬁrst Bogoliubov band has a phonon spectrum for q  π
a
.
In Fig. 5.11(b), the left-hand side of Eq. (5.53) as a function of ε is shown. There
exists no solution of Eq. (5.53) when the absolute value of the left-hand side exceeds
unity, because the absolute value of the right-hand side is equal to or less than unity. The
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Figure 5.12: Sound velocity Eq. (5.55) in Kronig-Penney potentials for a = 10ξav and
20ξav as a function of the potential strength V0.
energy regions for no solutions correspond to the band gaps. They are expressed as the
shaded regions in Fig. 5.11.
Substituting Eqs. (3.32), (3.59) and (3.60) into Eq. (5.53) and expanding Eq. (5.53)
around q = 0, one obtains
ε 	 cb|q|, (5.54)
where
cb =
√
µa2
m ((a + βξ)2 − 2ξ2α) . (5.55)
Thus, the anomalous tunneling properties of Eqs. (3.59) and (3.60) lead to the phonon
dispersion. The phonon spectrum implies stability of the superﬂuidity of condensates.
In fact, we will see in Sec. 5.3 that condensates with supercurrents are stable in a KP
potential when K < Kc. The phonon spectrum can also be thought of as the Goldstone
mode of the Bose-condensed gas that is a consequence of the spontaneous broken U(1)
phase symmetry of the system [109].
When V0  gnavξav, Eq. (5.55) can be approximated as
cb 	 cs
√
gnava
2V0 + gnava
(
1 +
5ξav
2a
)
. (5.56)
When V0  gnavξav, Eq. (5.55) can be approximated as
cb 	 cs
(
1− 3V
2
0
16aξav(gnav)2
)
. (5.57)
The phonon velocities for a = 10ξav and 20ξav as functions of V0 are shown in Fig. 5.12.
The phonon velocity decreases monotonically as the barrier strength increases, and this
behavior is consistent with the case of a sinusoidal potential [75].
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Figure 5.13: Band gap between the lowest and the second lowest band for a = 10ξav as
a function of the potential strength V0. The dashed (dotted) line shows an approximate
value of the band gap in the limit of V0  gnava (V0  gnavξav).
The j-th band gap ∆jth is determined by the excitation energies of the top of lower
band and the bottom of higher band, and they are obtained by solving Eq. (5.53) at
q = ± π
a
. The ﬁrst band gap ∆1st between the lowest and the second lowest band, as a
function of the potential strength V0 is shown in Fig. 5.13. In Fig. 5.13, the band gap
increases monotonically with the potential strength.
When V0  gnava, the ﬁrst band gap is much larger than the ﬁrst band width. In
this case, one can approximately obtain
∆1st	 πgnavξav
a
(
1 +
2ξav
a
)
−gnav
√
gnavξ2av
V0a
(
1 +
5ξav
2a
)
. (5.58)
When V0  gnavξav, one can obtain
∆1st 	 πξavV0
a2
. (5.59)
The ﬁrst term of the right-hand side of Eq. (5.58) corresponds to the lowest excitation
energy of a condensate in a single well. Since the second term vanishes in the limit of
V0 →∞, the band gap becomes the lowest excitation energy in a single well.
When the potential is suﬃciently strong V0  gnava, one can approximately solve
Eq. (5.53) and obtain the ﬁrst band of the excitation spectrum. Since the excitation
energy in the ﬁrst band is much smaller than the chemical potential in this situation, the
approximate expression of t of Eqs. (A.13) and (A.15) in Appendix A is valid. One can
rewrite Eqs. (A.13) and (A.15) for ϕ = 0 as
cos δ = |t|
(
1 +
ε2V0
µ3ξ
)
, (5.60)
sin δ = |t| ε
µ
(
V0
µξ
− 2
)
, (5.61)
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where
|t| = µ
2ξ√
ε2V0(V0 − 2µξ) + µ4ξ2
. (5.62)
Substituting Eq. (5.60), (5.61) and (5.62) into Eq. (5.53), one obtains
ε 	 gnav
√
2gnavξ2av
aV0
(
1 +
5ξav
2a
) ∣∣∣sin(qa
2
)∣∣∣ , (5.63)
where µ is replaced with gnav by using Eq. (5.19).
On the other hand, the ﬁrst band of the excitation spectrum has been calculated using
the tight-binding approximation in many theoretical papers [71, 72, 73, 74, 75, 76]. For a
very deep lattice, the spectrum takes the form
ε 	
√
2η
κ
∣∣∣sin(qa
2
)∣∣∣ , (5.64)
where κ is the compressibility of the condensate and η is the lowest energy bandwidth of
stationary current-carrying states of the condensate [75]. The compressibility κ is deﬁned
by the thermodynamic relation
1
κ
= nav
∂µ
∂nav
. (5.65)
η is related to the eﬀective mass m∗ through the relation
η =
22
m∗a2
. (5.66)
Using Eqs. (5.65) and (5.66), one can obtain
1
κ
	 gnav
(
1 +
ξav
a
)
, (5.67)
η 	 (gnavξav)
2
aV0
(
1 +
4ξav
a
)
. (5.68)
Here we have used Eqs. (5.19) and (5.34) to calculate κ and η. Substituting Eqs. (5.67)
and (5.68) into Eq. (5.64), we see that our calculation of the ﬁrst band of the excitation
spectrum is consistent with the result of the tight-binding approximation when V0  gn0a.
5.2.2 Current-carrying condensate
Solving Eq. (5.51), the Bogoliubov band ε(q) can be calculated. The Bogoliubov band
for a = 15 ξav, V0 = 5 gnavξav and K =
Kc
2
is shown in Fig. 5.14(a). Since ε(q) is real
and positive, the condensate with superﬂuid ﬂow is stable when K = Kc
2
. In contrast to
the case of a current-free condensate in Fig. 5.11(a), ε(q) is asymmetric with respect to
q = 0. This is because the existence of the supercurrent breaks the left-right symmetry
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Figure 5.14: Bogoliubov band of a current-carrying condensate in a KP potential for
a = 15ξav, V0 = 5gnavξav and K =
Kc
2
. The band structure is shown in (a) and the
left-hand side of Eq. (5.51) as a function of energy is shown in (b).
of the system. In Fig. 5.14(b), the left-hand side of Eq. (5.51) as a function of ε is shown.
Band gaps are expressed as the shaded regions.
If one expands Eq. (5.50) assuming q  π
a
, the linear dispersion of the excitation
spectrum is obtained as
ε =
{
(cb + vµ)|q|, q > 0,
(cb − vµ)|q|, q < 0, (5.69)
where cb and vµ are given by Eqs. (5.35) and (5.30), respectively. Equation(5.69) has been
derived previously by using the hydrodynamic analysis [95], the systematic q-expansion of
the Bogoliubov equations [105] and the tight-binding model [74, 106]. The change in the
slope of the linear dispersion by vµ is analogous to the change of the phonon dispersion
in a uniform system due to the Galilean transformation.
5.3 Stability of superﬂuid ﬂow
In Fig. 5.15, a magniﬁcation of a swallow-tail energy loop in the ﬁrst condensate band is
shown, and Kc, KM and KE are indicated by arrows. We ﬁrst consider a condensate with
a positive group velocity vg in the lower portion of the swallow-tail (the region shown
by the black solid line in Fig. 5.15). The Landau (energetical) instability occurs if there
exists any excitation with negative energy. One can clearly see from Eq. (5.69) that the
Landau instability occurs if vµ > cs. We conﬁrmed the fact that the onset of the Landau
instability is due to excitations with small q by numerically solving Eq. (5.50). Therefore,
the onset of the Landau instability is given by the condition
vµ = cs. (5.70)
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Figure 5.15: Magniﬁcation of the swallow-tail energy loop in the ﬁrst condensate band
for (a, V0) = (15 ξav, 5 gnavξav) shown in Fig. 5.5.
Assuming V0  gnavξav and solving Eq. (5.70), one obtains
cosϕLan 	 gnavξav
V0
+
gnavξ
2
av
aV0
− (gnavξav)
2
2V 20
, (5.71)
where ϕLan is the phase diﬀerence corresponding to the critical quasimomentum for the
Landau instability KLan. From Eqs. (5.42) and (5.71), one sees that the onset of the
Landau instability coincides with the point at which the anomalous tunneling is absent,
namely KLan = Kc.
Dynamical instability occurs if there exists any excitation with complex energy. From
Eqs. (5.35) and (5.69), one can see that excitations around q = 0 cause the dynamical
instability if the eﬀective mass is negative, namely K > KM. On the other hand, it can
be expected that the dynamical instability sets in at K < KM due to excitations around
q = π
a
, because crossing of phonon and anti-phonon branches, which is crucial to the
appearance of excitations with complex energies, occurs initially at q = π
a
[34, 35, 105].
We calculate the critical value of K for the dynamical instability caused by excitations
around q = π
a
. The ﬁrst Bogoliubov band is analytically expressed by assuming K ∼ Kc.
For avoiding the complication of equations, we introduce a variable b deﬁned as
b =
aV0
gnavξav
(cosϕc − cosϕ) , (5.72)
where −2 ≤ b ≤ 2. b is a function of K, for example, b(Kc) = 0 and b(KM) = 2. Assuming
V0  gnavξav and substituting Eq. (5.72) into Eq. (5.50), one obtains
ε
gnav
	 gnavξ
2
av
aV0
(
sin(qa)±
√
sin2(qa)− 2b sin2
(qa
2
))
. (5.73)
Expanding Eq. (5.73) around q = π
a
, it reduces to
ε
gnav
	 gnavξ
2
av
aV0
(
π − qa +√−2b
)
. (5.74)
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Figure 5.16: First Bogoliubov band with K ≤ Kc for (a, V0) = (15 ξav, 5 gnavξav).
One can see from Eq. (5.74) that the dynamical instability due to excitations with q = π
a
starts at K = Kc. Therefore, both the Landau and dynamical instabilities start to
occur at K = Kc. In the case of condensates in a sinusoidal potential, the onset of
the Landau instability asymptotically approaches that of the dynamical instability in the
limit of gnav  ER, where ER = π22ma2 is the recoil energy [95]. Since our assumption
of suﬃciently large lattice constant compared to the healing length corresponds to the
condition gnav  ER, our result is consistent with that of condensates in a sinusoidal
potential.
In Figs. 5.16 and 5.17, the ﬁrst Bogoliubov bands in the regions K ≤ Kc and Kc ≤
K ≤ KM are shown, respectively. In these ﬁgures, one can clearly see that the Landau and
dynamical instabilities start simultaneously at K = Kc. It is also clear that condensates
in the region of Kc < K < KM are always unstable due to both Landau and dynamical
instabilities. As K increases and approaches Kc, the slope of the linear dispersion reduces.
The slope becomes zero at K = Kc (Fig. 5.16). When K exceeds Kc, excitations with
negative energies appear (Fig. 5.17(a)). At the same time, the imaginary part of the
excitation energy grows around q = π
a
(Fig. 5.17(b)). For K > KM, all the excitations in
the ﬁrst Bogoliubov band have complex energies.
In Refs. [102, 103], navvg(KM) is considered as the critical current in the KP potential
in the sense that there does not exist the stationary solution of the GP equation with
a larger current than navvg(KM). However, since the critical current should be deﬁned
as the supercurrent above which the stable stationary solution does not exist, it is not
navvg(KM) but navvg(KA), according to our results of the linear stability analysis.
We consider a condensate with a positive group velocity vg around the edge of the
swallow-tail K = KE, including the upper portion of it. In Figs. 5.18 and 5.19, the
ﬁrst and second Bogoliubov bands around K = KE are shown, respectively. Since there
always exist excitations with complex energies in the ﬁrst Bogoliubov band (Fig. 5.18),
the upper portion of the swallow-tail is dynamically unstable. This result agrees with
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that of the numerical simulation by the time-dependent GP equation in Ref. [96]. On
the other hand, we ﬁnd in Fig. 5.19 that there also exists a phonon spectrum in the
upper portion, reﬂecting the positive eﬀective mass. As K in the lower portion of the
swallow-tail approaches KE, the bottom of the second Bogoliubov band approaches the
origin. The second Bogoliubov band turns into a gapless dispersion when K reaches KE,
and it has a phonon spectrum in the upper portion.
Thus, the stability of the condensate in a KP potential has been revealed in all the
regions of the ﬁrst condensate band. To conclude this section, we show the stability phase
diagram in Fig. 5.20.
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Figure 5.17: First Bogoliubov band with Kc ≤ K ≤ KM for (a, V0) = (15 ξav, 5gnavξav).
(a) The real part of the ﬁrst Bogoliubov band. (b) The imaginary part of the ﬁrst
Bogoliubov band.
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Figure 5.18: First Bogoliubov band around the edge of the swallow-tail for (a, V0) =
(15 ξav, 5 gnavξav). (a) The real part of the ﬁrst Bogoliubov band. (b) The imaginary part
of the ﬁrst Bogoliubov band.
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Figure 5.19: Second Bogoliubov band around the edge of the swallow-tail for (a, V0) =
(15 ξav, 5 gnavξav).
Figure 5.20: Stability phase diagram of the condensate in a KP potential when (a, V0) =
(15 ξav, 5 gnavξav). The light shaded area and the dark shaded area correspond to the
regions of the Landau instability and the dynamical instability, respectively. This ﬁgure
is focused to the swallow-tail energy loop.

Chapter 6
Conclusion and outlook
In this thesis, we have studied Bose-Einstein condensates in one-dimensional (1D) non-
uniform potentials based on the mean-ﬁeld theory. We have seen that the anomalous
tunneling of low-energy excitations is closely relevant to important properties of the con-
densates, such as Josephson eﬀects and superﬂuidity.
In Chapter 3, we have studied the scattering problem of Bogoliubov excitations. We
have extended recent theories of Refs. [52, 53] for a current-free condensate to a current-
carrying condensate by employing solutions of the Bogoliubov equations for a gray soliton.
We have analytically solved the time-independent Gross-Pitaevskii (GP) equation and
calculated the superﬂuid currents as a function of the phase diﬀerence ϕ, which becomes
the Josephson relation for a strong potential barrier. Solving the Bogoliubov equations
analytically, the transmission coeﬃcient T and phase shift δl of the transmission amplitude
have been found to depends on the phase diﬀerence signiﬁcantly as follows. When ϕ = 0,
T approaches unity and δl approaches zero as the excitation energy ε approaches zero,
i.e. the anomalous tunneling is present. As ϕ increases, the half width of the peak of T
decreases. When ϕ reaches ϕc 	 π/2, which gives the maximum superﬂuid momentum,
the half width becomes zero and the anomalous tunneling is absent. As ϕ increases further
from ϕc, the half width increases and the anomalous tunneling appears again. We have
discussed the physical picture of the anomalous tunneling by calculating the probability
densities of localized components around the potential barrier. We have shown that
the localized component arises only when the anomalous tunneling is present. Since the
probability density of the localized components is negative, the localized components play
a role to spread the scattering components across the potential barrier and allow them
to exhibit the anomalous tunneling. We have discussed the feasibility of observing the
anomalous tunneling in experiments and suggested that the anomalous tunneling may be
observed in Bose condensates trapped in a box-shaped potential.
In Chapter 4, we have studied elementary excitations of a condensate in a double-
well potential. We have analytically solved the Bogoliubov equations with a box-shaped
double-well potential and calculated the excitation spectrum. In the lowest excitation, it
has been found that the crossover from the dipole mode to the Josephson plasma mode
occurs as the potential barrier separating the condensate becomes strong. The crossover
is dominated by the anomalous tunneling of Bogoliubov excitations. When the lowest
excitation energy is smaller than the half width of the peak of the transmission coef-
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ﬁcient, which characterizes the anomalous tunneling, the potential barrier is eﬀectively
transparent for the lowest-energy excitation. Then, the lowest-energy excitation remains
the dipole mode. As the potential barrier becomes strong, the peak becomes narrow in
proportion to V −10 , where V0 is the strength of the potential barrier. When the lowest
excitation energy becomes larger than the half width, the lowest-energy excitation sig-
niﬁcantly aﬀected by the potential barrier, and turns into the Josephson plasma mode.
We have numerically calculated the lowest excitation energy and the Josephson plasma
energy for a condensate in a double-well potential consisting of a harmonic conﬁnement
and a Gaussian potential barrier. We have conﬁrmed from the numerical calculation that
the interpretation of the crossover in terms of the anomalous tunneling is valid in this
realistic potential.
In Chapter 4, while only condensates at T = 0 has been considered in our calculations,
the Josephson plasma oscillation of condensates in ﬁnite temperature is known to exhibit
dissipative behaviors due to the presence of the thermal depletion [46]. It will be inter-
esting to study the excitations of the condensates at ﬁnite temperature in the double-well
potential, and to discuss the relation between the damping of the collective oscillation
and the anomalous tunneling of the Bogoliubov excitations.
While we have considered collective excitations of Bose condensates around the ground
state, macroscopically excited Bose-condensed states have attracted much interest in the
ﬁeld of atomic BEC, such as the quantized vortices [32, 33] and matter-wave solitons [110,
111]. As is well known, a π-state is the ﬁrst excited state of a Bose condensate in a
double-well and has peculiar dynamic properties [43]. For instance, let us consider a Bose
condensate in a double-well potential whose interatomic interaction is suﬃciently strong
that the healing length of the condensate is much smaller than the system size. When
the potential barrier separating the condensate is strong, it has been predicted from the
two-mode approximation that a π-state is dynamically unstable [43] (see also Sec. 2.3.2).
On the other hand in the limit of weak potential barrier the π-state is exactly the same
as a dark soliton, and is known to be dynamically stable when the radial conﬁnement
is suﬃciently strong [112]. The transition from the dynamically stable soliton to the
unstable π-state is expected to occur as the strength of the potential barrier increases.
One can identify the transition point by solving the Bogoliubov equations. By analogy
with the crossover from the dipole mode to the Josephson plasma mode, the anomalous
tunneling may be relevant to the transition. Such a theoretical work would be useful if
the π-state would be realized in future experiments.
In Chapter 5, we have studied the stability and excitations of Bose condensates with
superﬂuid ﬂow in a Kronig-Penney potential. Solving the time-independent GP equation,
analytic form of the condensate wave function in the ﬁrst condensate band has been
obtained. Using this solution, the condensate band structure, group velocity and the
eﬀective mass have been calculated. It has been found that the ﬁrst condensate band has
a swallow-tail energy loop if 2V0 < gnava, where V0 is the strength of the periodic potential,
g is the mean-ﬁeld coupling constant in 1D, nav is the averaged condensate density, and
a is the lattice constant. This condition agrees with the result obtained by numerical
calculations in Ref. [96]. We also found that the eﬀective mass can be negative in the
lower portion of swallow-tails, and this means that Mueller’s explanation, in which the
swallow-tails are interpreted as a manifestation of superﬂuidity, is inconsistent. Swallow-
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tails appear just because of the nonlinearity of the GP equation. Imposing the Bloch
theorem on the solution of the Bogoliubov equations in the single-barrier problem, we
have calculated the Bogoliubov band and investigated the stability of the condensate.
We have found that the onsets of the Landau instability caused by excitations around
q = 0 and the dynamical instability caused by excitations around q = π
a
coincide, and
anomalous tunneling of low-energy phonons for each potential barrier is absent at this
point, where q is the quasimomentum of excitation. When the eﬀective mass is negative,
condensates are dynamically unstable due to the excitations in the ﬁrst Bogoliubov band.
It has been found that the second Bogoliubov band has a phonon spectrum in the upper
portion of a swallow-tail, while the system is always dynamically unstable there due to
the excitations in the ﬁrst Bogoliubov band.
By using optical speckles, Bose condensates in a disordered potential have been created
in recent experiments and attracted much attention [24, 25, 26, 27]. Bilas and Pavloﬀ
have studied elementary excitations of a current-free condensate in a disordered array
of δ-function potentials [113]. They have calculated the Anderson localization length of
the excitations and shown that the anomalous tunneling leads to the delocalization of
the excitations for small energies. Their theory can be extended to a current-carrying
condensate, in which the anomalous tunneling strongly depends on the supercurrent, by
using the solutions of the Bogoliubov equations for the single-barrier problem obtained
in Chapter 3. It would be interesting to investigate the Anderson localization of Bogoli-
ubov excitations of a Bose condensate with superﬂuid ﬂow and discuss how this strong
dependence of the anomalous tunneling on the supercurrent aﬀects the localization of the
Bogoliubov excitations.

Appendix A
Analytic expressions of physical
quantities I
In this appendix, we show the details of the calculations in Chapter 3. For simplicity, we
introduce the following notation,
c = cosϕ, (A.1)
s = sinϕ, (A.2)
V¯0 =
V0
gn0ξ0
, (A.3)
k¯ = kξ0. (A.4)
The superﬂuid momentum Q and γ(0) are expanded into the power series of V¯ −10 as
Qξ0 = Q¯ 	 s
2V¯0
(
1 +
c
V¯0
+
−2− c + 3c2
2V¯ 20
+
4− 21c− 12c2 + 21c3
8V¯ 30
+
7 + 14c− 25c2 − 16c3 + 20c4
4V¯ 40
)
(A.5)
γ(0) 	 1 + c
2V¯0
(
1 +
−1 + c
V¯0
+
−1− 4c + 3c2
2V¯ 20
+
17− 5c− 33c2 + 21c3
8V¯ 30
+
−2 + 30c− 4c2 − 36c3 + 20c4
4V¯ 40
)
(A.6)
Q¯c 	 1
2V¯0
− 1
4V¯ 30
+
5
16V¯ 50
, (A.7)
cosϕc 	 1
V¯0
− 1
2V¯ 20
− 5
8V¯ 30
+
1
V¯ 40
. (A.8)
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An approximate form of kn for ε¯ 1 are given by
k¯1,2 	 ± ε¯
1± Q¯ ∓
ε¯3
8(1± Q¯)4 ±
(7± Q¯)ε¯5
128(1± Q¯)2 , (A.9)
k¯3,4 	 ∓2i
√
1− Q¯2 + Q¯ε¯
1− Q¯2 ∓ i
(1 + 2Q¯2)ε¯2
4(1− Q¯2) 52
−(Q¯ + Q¯
3)ε¯3
2(1− Q¯2)4 ± i
5(1 + 12Q¯2 + 8Q¯4)ε¯4
64(1− Q¯2) 112 . (A.10)
Assuming ε¯ 1 and V¯0  1, we can obtain analytical solutions of them within the second
order of ε¯ or 1
V¯0
,
rl =
[
V¯0ε¯ +
(4 + 3c + s)ε¯
2
+
(3 + 24c + 21c2 + 8s + 10 c s)ε¯
8V¯0
−i
(
V¯0ε¯
2 +
(4 + 3c + s)ε¯
2V¯0
)]/
zl, (A.11)
al = ε¯
[
− c + 2− 2c− 4c
2 + c s
2V¯0
+ i(c + s)ε¯
]/
(2zl), (A.12)
tl =
[
(c + 2s)ε¯ +
−2 + 4c + 6c2 + 8s + 9 c s
2V¯0
+i
(
c +
−1 + 2c + 3c2
V¯0
+
−6− 15c + 22c2 + 31c3
4V¯ 20
+
(17c− 16s)ε¯2
8
)]/
zl,(A.13)
bl = ε¯
[
c +
−2 + 2c + 4c2 − s c
2V¯0
− i c ε¯
]
/(2zl), (A.14)
zl = V¯0ε¯ +
(4 + 3c)ε¯
2
+
(9 + 16c + 7c2)ε¯
4V¯0
+ V¯0ε¯
3
+i
(
c +
−1 + 2c + 3c2
V¯0
+
−6− 15c + 22c2 + 31c3
4V¯ 20
+
(−8 + 13c)ε¯2
8
)
.(A.15)
Appendix B
Josephson relation for a rectangular
potential barrier
We have already obtained the relation between the supercurrent of the condensate and
the phase diﬀerence for a strong δ-function potential barrier given by Eq. (5.16), and we
have shown that the relation satisﬁes the Josephson relation. In this appendix, we shall
calculate the relation between the supercurrent of the condensate and the phase diﬀerence
for a rectangular potential barrier, and show that the Josephson relation is satisﬁed also
in this case.
We consider a BEC in the box-shaped trap mentioned in Sec. II. Instead of a δ-function
potential barrier, we adopt a rectangular potential barrier with width d expressed in the
dimensionless form as
V (x) = V θ(
d
2
− |x|). (B.1)
We shall solve Eqs. (3.3) and (3.4) for this potential barrier and obtain the relation
between Q and ϕ.
Outside the barrier, one obtains the solution of the same form as Eqs. (3.10) and
(3.12),
A2 = γ˜(x)2 + (Qξ0)
2, (B.2)
S(x)− S(±d
2
) =
∫ x
± d
2
dx
Q
A2
= Q(x∓ d
2
) + sgn(x)
[
tan−1
(
γ˜(x)
Qξ0
)
− tan−1
(
γ˜(±d
2
)
Qξ0
)]
, (B.3)
where
γ˜(x) ≡
√
1− (Qξ0)2 tanh
(√
1− (Qξ0)2(|x| − d2 + x0)
ξ0
)
. (B.4)
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Under the barrier, the general solution takes the form [82]
A2 = a2 +
sn2(
√
β+
x
ξ0
, σ)
cn2(
√
β+
x
ξ0
, σ)
β−. (B.5)
where
a = A(0), (B.6)
σ2 =
β+ − β−
β+
, (B.7)
β± =
3a2 + (κ0ξ0)
2 ±
√
((κ0ξ0)2 + a2)2 − 4(Qξ0)2a2
2
, (B.8)
κ0 =
√
2m(V − µ). (B.9)
Here cn(w, l) and sn(w, l) are the Jacobi elliptic functions. Assuming κ0ξ0, e
κ0d  1, one
can neglect the last term of Eq. (3.3). In this case, one ﬁnds the solution
A2 =
a2 +
(
Q
κ0a
)2
2
cosh2κ0x +
a2 −
(
Q
κ0a
)2
2
, (B.10)
S
(
d
2
)
− S
(
−d
2
)
=
∫ d
2
− d
2
dx
Q
A2
	 π − 2 tan−1
(
κ0a
2
Q
)
. (B.11)
The constants x0 and a can be determined by the boundary conditions at x =
d
2
,
Ψ0
(
d
2
+ 0
)
= Ψ0
(
d
2
− 0
)
, (B.12)
dΨ0
dx
∣∣∣
d
2
+0
=
dΨ0
dx
∣∣∣
d
2
−0
. (B.13)
Substituting Eqs. (B.3) and (B.11) into Eq. (3.16), we obtain
ϕ = π − 2 tan−1
(
κ0a
2
Q
)
+ Qd + 2
[
tan−1
(
γ˜(x)
Qξ0
)
− tan−1
(
γ˜(±d
2
)
Qξ0
)]
, (B.14)
Expanding Eqs. (B.12), (B.13) and (B.14) into power series of (κ0ξ0)
−1 and e−κ0d, one
obtains
γ˜(
d
2
) 	 1
κ0ξ0
, (B.15)
a 	
√
2(1 + cosϕ)
κ0ξ0
e−
κ0d
2 , (B.16)
Q 	 2e
−κ0d
κ0ξ0
sinϕ. (B.17)
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We can clearly see from Eq. (B.17) that the relation between the supercurrent and the
phase diﬀerence for the rectangular potential barrier takes the form of the Josephson
relation as well as the case of the δ-function potential barrier.

Appendix C
Analytic expressions of physical
quantities II
In this appendix, we show the details of the calculations in Chapter 5. The higher order
terms of the physical quantities expanded into the power series of gnavξav/V0 and ξav/a
are expressed. For simplicity, we introduce the following notation,
c = cosϕ, (C.1)
s = sinϕ, (C.2)
V˜0 =
V0
gnavξav
, (C.3)
a˜ =
a
ξav
, (C.4)
K˜ = Kξav. (C.5)
The superﬂuid momentum Q, γ(ja), chemical potential µ, energy of the condensate E,
group velocities vg and vµ, and eﬀective mass m
∗ are expressed as
Q˜ = Qξav 	 s
2V˜0
(
1 +
2
a˜
+
c
V˜0
+
2
a˜2
+
−1 + 2c
a˜V˜0
+
−2− c + 3c2
2V˜ 20
)
, (C.6)
γ(ja) 	 1 + c
2V˜0
(
1 +
1
a˜
+
−1− c
V˜0
+
1
2a˜2
+
−5 + 3c
2a˜V˜0
+
−1− 4c + 3c2
2V˜ 20
)
, (C.7)
µ˜ =
µ
gnav
	 µ˜|ϕ=0 + (1− c)
(
1
a˜V˜0
+
1 + c
8V˜ 20
+
3
a˜2V˜0
+
5 + 5c
4a˜V˜ 20
+
c + c3
4V˜ 30
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+
4
a˜3V˜0
+
1 + 3c
a˜2V˜ 20
+
−7 + 5c + 8c2
4a˜V˜ 30
+
−2− 3c + 3c2 + 4c3
8V˜ 40
)
, (C.8)
µ˜|ϕ=0 	 1 + 2
a˜
+
2
a˜2
− 2
a˜V˜0
+
1
a˜3
− 6
a˜2V˜0
− 8
a˜3V˜0
+
4
a˜2V˜ 20
+
2
a˜V˜ 30
, (C.9)
E˜ =
E
NCgnav
	 E˜|ϕ=0 + (1− c)
(
1
2a˜V˜0
+
1 + c
8V˜ 20
+
2
a˜2V˜0
+
1 + c
a˜V˜ 20
+
c + c3
4V˜ 30
+
4
a˜3V˜0
+
2 + 3c
a˜2V˜ 20
+
−5 + 7c + 10c2
6a˜V˜ 30
+
−2− 3c + 3c2 + 4c3
8V˜ 40
)
, (C.10)
E˜|ϕ=0 	 1
2
+
4
3a˜
+
2
a˜2
− 1
a˜V˜0
+
2
a˜3
− 4
a˜2V˜0
+
4
3a˜4
− 8
a˜3V˜0
+
2
a˜2V˜ 20
+
2
3a˜V˜ 30
. (C.11)
vg
cs
=
∂E˜
∂K˜
	 s
2V˜0
(
1 +
4
a˜
+
c
V˜0
+
8
a˜2
+
−2 + 3c
a˜V˜0
+
−2− c + 3c2
2V˜ 20
)
, (C.12)
vµ
cs
=
∂µ˜
∂K˜
	 s
V˜0
(
1
a˜
+
c
4V˜0
+
3
a˜2
+
5c
2a˜V˜0
+
−1 + 2c− 3c2 + 4c3
4V˜ 20
+
4
a˜3
+
−2 + 6c
a˜2V˜0
+
−6− 3c + 12c2
2a˜V˜ 20
+
1− 12c− 3c2 + 16c3
8V˜ 30
)/
∂K˜
∂ϕ
, (A13)
m∗
m
=
(
∂2E˜
∂K˜2
)−1
	
∂K˜
∂ϕ
c
2V˜0
+ 2c
a˜V˜0
+ −1+2c
2
V˜ 20
+ 4c
a˜2V˜0
+ −3−2c+6c
2
2a˜V˜0
+ 1−8c−2c
2+9c3
4V˜ 30
, (C.13)
where
∂K˜
∂ϕ
	 1
a˜
+
c
2V˜0
+
c
a˜V˜0
+
−1 + 2c2
2V˜ 20
+
c
a˜2V˜0
+
−2− c + 4c2
2a˜V˜ 20
+
1− 8c− 2c2 + 9c3
4V˜ 30
. (C.14)
Equations (C.6), (C.12) and (C.13) are necessary for the calculation of Eqs. (5.42), (5.37)
and (5.40), respectively.
Appendix D
Negative eﬀective mass in a
swallow-tail energy loop
In their recent paper, Seaman et al. studied the band structure of Bose-Einstein conden-
sates in a Kronig-Penney potential by solving the Gross-Pitaevskii equation [96]. Accord-
ing to their argument, when a swallow-tail is present in the band structure, the eﬀective
mass is always positive. In this appendix, however, recalculating the band structure by
using the exact solution Eqs. (5.6) and (5.8) of the time-independent Gross-Pitaevskii
equation, we show that the eﬀective mass can be negative in the lower portion of a
swallow-tail.
Substituting Eqs. (5.6), (5.8) and (5.23) into Eq. (5.20), one obtains the energy of
the condensate as a function of the quasimomentum, namely the ﬁrst condensate band.
In Fig. D.1, we show the ﬁrst condensate band at a = 5ξav and V0 = 1gnavξav, where a
swallow-tail is present. The ﬁrst and second derivatives of the energy band give the group
velocity and the eﬀective mass, which are shown in Figs. D.2 and D.3, respectively. It is
obvious that although the swallow-tail exists in the condensate band, there is a region in
the lower portion close to the swallow-tail edge where the eﬀective mass is negative.
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Figure D.1: First condensate band, where V0 = 1gnavξav and a = 5ξav.
Figure D.2: Group velocity, where V0 = 1gnavξav and a = 5ξav.
Figure D.3: Eﬀective mass, where V0 = 1gnavξav and a = 5ξav.
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