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The thermal design of a liquid-lens system for cooling picture tubes in
projection television receivers is evaluated using an experimentally benchmarked
numerical model. Because of the intense brightness in the visual image, excessive
waste heat is generated as the by-product of light emission fi‘om the phosphor screen
as the electron beam sweeps across the raster region at the back of the face panel.
Projection tube specifications indicate a maximum allowable temperature at the
face-panel center and a maximum allowable temperature differential between the
center and perimeter points. To cool the tube’s face, an optical liquid (liquid lens)
fills the space between the face panel and a meniscus lens directly in front of it. A
metallic enclosure frame serves as support for the meniscus lens and a container for
the liquid. Heat is transferred by natural convection from the face panel to the
enclosure frame and from there to the interior environment of the television cabinet
by convection and radiation.
A boundary-fitted, finite-volume-based numerical model of the conjugate heat
transfer and fluid flow processes within the liquid-lens system was developed and
benchmarked with experimental data for nominal operation with the tube face
oriented upward, making 30° with the horizontal. Results proved the thermal
design adequate, with additional performance margin. Approximately 94% of the
electrical input power is converted into heat at the phosphor screen (6% into visible
light). Of that heat, 79% is transferred to the face-panel front by conduction, 19% to
the tube interior by radiation, and 2% to the face panel sidewalls by conduction.
Thermal performance is virtually unaffected by changes in the enclosure frame
dimension, meniscus-lens design and position, or by variations in the tilt angle
between 0° (face up) and 130°. Thermal performance is virtually insensitive to the
meniscus lens thermal conductivity, but it can be enhanced using an optical liquid
having higher thermal conductivity, density, specific heat, and volume expansivity
or lower kinematic viscosity. If the need arises for enhancements in thermal
performance; that is, lower temperatures or smaller temperature gradients on the
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j
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1 Vector and tensor units are for the individual components
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 3 a( )Gradient operator, e.g. 2 EL-
6()
Partial derivative of ( ) with respect to x: a—, where x is an
x
independent variable
Difference operator for the first derivative with respect to x, where x
is an independent variable




















Set of neighbor nodes associated to node i
Indicates that ( ) is evaluated at the cell-node location on the negative
(-) or positive (+) side of the j-face based on the j-parametric
coordinate direction (j=1,2,3)
Indicates that () is referenced to the parametric-coordinate negative
(-) or positive (+) side of the face
Denotes evaluation of ( ) is made at the control volume’s negative (-) or

























































































1.1. Motivation for the Present Research
This research was motivated by the need of North American Philips
Consumer Electronics Corporation (NAPCEC) to investigate the thermal design of a
so-called liquid-lens system used in their commercial projection television receivers.
This system plays the dual role of serving as an active element in the optical system,
while cooling the picture tube. The lack of directly applicable heat transfer research
in the open literature prompted the need for the use of both experimental and
numerical techniques to evaluate the adequacy of the thermal design of the liquid-
lens system.
1.2. A Typical Projection Television Receiver
Projection television receivers use the same principle for image reproduction
as standard direct-view television receivers, that is, a visual image is reproduced on
the picture tube screen, but utilize projection techniques to project such image on a
viewing screen. In this manner, the viewing image can be on a screen much larger
than the original image reproduced on the picture tube screen.
1.2.1. Description of Major Components
Figure 1-1 shows front and lateral views of a typical projection television
receiver. The main components are the cabinet, the monochrome projectors, the
back mirror, the viewing screen, and the power supply and electronics. The cabinet
is a frame of wood and metal construction that houses all of the components in the
receiver. The viewing screen and the control panel are on the front side of the
cabinet. The power cable and other input-output sockets are on the back of the
cabinet. There are three monochrome projectors: one for red, one for green, and one
for blue images. The monochrome projectors are subassemblies in projection TV
receivers; each composed of a monochrome picture tube and an optical system,
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Figure 1-1. Schematic Views of a Typical Projection Television
Receiver
whose function is to convert the video signals into visible images and to project the
image into a viewing screen. The projection TV receiver used in the present
research had the three monochrome projectors mounted on a frame near the bottom
of the cabinet and oriented toward a rectangular mirror located in the rear-upper
corner of the cabinet. These optical axes were tilted at 60° above the horizontal.
Most of the electronic components are mounted on the bottom half of the cabinet.
1.2.2. Components of a Monochrome Projector
Figure 1-2 shows plan views of the green (central) monochrome projectors,
and Figure 1-3 shows a cut-away view of the assembly. Each monochrome projector
consists of a projection picture tube (cathode-ray tube or CRT), an enClosure frame,
an expansion chamber, a meniscus lens, a focusing lens, optical liquid, and
supporting assembly hardware. The enclosure frame is mounted against the
picture-tube face panel and serves as a support for the meniscus lens and a









 Front View  


















152 4 mm ———
>/












   


















   
Face Panel
        Electron Gun /
Glass Tube Glass Funnel





Figure 1-3. Monochrome Projector Cut-Away—View
and the enclosure frame to prevent fluid leakage (see Figure 1-3). The meniscus lens
is mounted with the convex side toward the face panel. An O-ring is mounted
between the enclosure frame and the meniscus lens to prevent leakage (see
Figure 1-3). A mounting flange holds the meniscus lens in place by the use of screws
(not shown) extending from the mounting flange to the enclosure flame. The
focusing lens is an assembly of lenses capable of sliding within a cylindrical housing,
which is bolted to the mounting flange.
1.2.3. Components of a Picture Tube
The picture tube consists of three basic components: a glass bulb with a face
panel, an electron gun, and a focus/deflection coil, as shown in Figure 1-4. The glass
bulb and the face panel form a sealed container, which is evacuated upon assembly.
The glass bulb has a cylindrical extension (neck), which houses the electron gun.
The electron gun consists of a series of annular electrodes aligned along the tube’s
neck longitudinal axis. The first electrode is the cathode. Here, electrons are
released at ground potential (zero VDC). All other electrodes are anodes with
-4-
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Figure 1-4. Major Components of a Picture Tube
positive electric potential. In projection applications, these anodes are maintained
at an electric potential typically around 25 kV, but it can be as high as 50 kV in
special picture tubes [21]]. The electron beam current in projection applications is
typically 500 um [21]. The focus/deflection coil deflects the beam and focuses it on
the face-panel phosphor screen. Focusing and directional control is usually achieved
by applying a magnetic field generated by external coil, although this can also be
achieved by electrostatic means. The face panel has a thin electrically conducting
phosphor layer on the back surface (interior), which emits light upon electron beam
collision. The thickness of the phosphor layer is determined in order to maximize
the light output. A typical thickness is 16 pm [144]. As electrons hit the atoms in
the phosphor layer, light is emitted carrying a fraction of the kinetic energy in the
electron beam. Light is emitted in all directions, and therefore nearly half is emitted
backward into the CRT interior. To reduce light losses from the back of the face
panel, a thin aluminum coating of typically 0.10 to 0.14 pm in thickness [25] is
 
1 Numbers enclosed in brackets [] indicate references listed in the “List of
References” section.
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applied on top of the phosphor screen. This coating is effectively a mirror, reflecting
the light that otherwise would be emitted into the CRT interior into the forward
direction. The aluminized phosphor layer is also the final anode of the tube, which
in projection applications is subject to an electrical potential typically no less than
25 kV. The frequency in which the electron beam sweeps the phosphor screen is
such that the image appears as “continuous” to the eye. This effect is due to light
“persistance” in the phosphor screen -- a property that allows for some light output
even after the electron beam excitation has been stopped. A typical persistance is 5
ms [25].
1.2.4. Image Reproduction Process
Electronic image signals are processed, amplified, and fed into the picture
tube. Electrons are released from the cathode, and then they are accelerated by the
anode grids, and focused into a beam. This beam is forced to sweep the phosphor
screen in a line-by-line pattern by the action of the magnetic field created by the
focus/deflection coil. The image is formed as light is emitted from every spot in the
phosphor screen on which the electron beam has made contact. Light rays from the
phosphor screen travel directly to the meniscus-lens/air interface. Light is refracted
at such interface and redirected into the focusing lens array. A series of lenses in
the focusing lens array realign light rays so they are ready for projection. Light
leaving the lens array of each of the monochrome projectors is directed toward the
rectangular mirror, to be reflected forward onto the viewing screen. Once in focus,
the three monochromatic images are combined into the viewing color image on the
viewing screen.
1.3. The Liquid-Lens System
Figure 1-5 shows a schematic of the liquid-lens concept. The liquid lens
system is composed of the picture tube face panel, the meniscus lens, the optical
liquid, and its enclosure. The name “liquid lens” refers to the fluid serving as an
optical lens, with a shape conforming to the face panel on one side and the meniscus
lens on the other. The idea behind the liquid lens concept is to form an optical
~6-
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Figure 1-5. Liquid-Lens Concept and System Definition
system that “appears” as a single lens to the visible light. The concept is derived
from the fact that light passing across an interface between materials of identical
index of refraction does not diffract. Therefore, if the picture-tube face panel, the
optical liquid, and the meniscus lens have identical indices of refraction, the
assembly of these components would appear as a single lens to light. Light leaves
the meniscus lens exterior surface as a collimated beam ready for focusing and
projection.
Besides having an index of refraction that closely matches that of the face
panel and meniscus lens, an important factor in the selection of the liquid coolant is
corrosion. Low corrosion liquids are desirable. Following several tests with various
liquid mixtures [132], NAPCEC selected for production an optical liquid resulting
from a mixture of 69% ethylene glycol, 30 % glycerin, and 1 % stabilizing
ingredients, manufactured by Dow Chemical [86], and designated “Developmental
Heat Transfer Fluid.” The optical liquid serves also the important role of cooling the
picture tube face panel. Without adequate cooling, the face panel could be subject to
-7-
overheating and/or uneven heating, which could ultimately lead to picture tube
failure. Overheating could lead to the deterioration of the phosphor-screen material,
while uneven heating could lead to temperature gradients, in turn, resulting in
stress-related fracture of the face-panel glass.
1.4. Modes of Heat Transfer
Figure 1-6 summarizes the various modes of heat transfer involved within
the liquid-lens system. As the electron beam sweeps the CRT face panel back,
electrons in the beam are absorbed as kinetic energy is converted into
electromagnetic emissions and internal energy of the phosphor material. Most of
the electromagnetic emission is in the form of visible light, and a small amount is in
the form of X-rays. A greater fraction is converted into internal energy of the
phosphor material producing a temperature rise. This rise in temperature results in
infrared thermal radiation and conduction heat transfer. Most of the infrared
thermal radiation is directed backwards towards the CRT interior surfaces. A
negligible amount of the thermal radiation is directed forward into the face-panel
glass material, as glass can be regarded as opaque to infrared radiation. The rise in
temperature also results in heat conduction within the face panel material.
A fraction of the heat within the CRT face panel goes directly to the face
panel lateral (perimeter) surfaces by conduction and the rest goes to the face-panel
front surface. Heat from the face-panel front surface is transferred by convection to
the liquid. Then natural convection in the liquid carries the heat to the enclosure
and meniscus lens walls. Heat is again transferred by conduction through the
enclosure and meniscus-lens walls, and finally transferred by convection and
radiation fiom the outer surfaces to the environment.
As mentioned earlier, visible light from the phosphor screen is emitted in all
directions. Therefore, a fraction of this light does not reach the meniscus lens
exterior (concave) surface. Instead, this light hits the enclosure walls and lateral
walls along the perimeter of the face panel. As these surfaces have a black coating,
most of the light is absorbed, and the energy converted directly into internal energy.
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Figure 1-6'. Modes ofHeat Transfer in the Liquid-Lens System
small fraction lost in the transmission process through the solid and liquid media,
and the interfaces between them. This fraction is converted into internal energy.
1.5. Liquid-Lens Thermal Performance
Thermal performance is ultimately dictated by the maximum temperature of
the phosphor layer and the maximum temperature gradients across the CRT face
panel material (glass) in steady-state operation. However, performance must be
measurable by the use of practical, feasible non-intrusive means. Measuring the
temperature directly on the phosphor screen, therefore, is avoided. Instead, picture-
tube manufacturers base their specifications on externally measured temperatures.
Hitachi, the manufacturer of the projection CRT used in the present research,
requires that the exterior temperature on the face-panel center does not exceed 90
°C, and that the temperature difference between this point and points near the
periphery along the major (horizontal) and minor (vertical) axes does not exceed
21 °C [15]. Figure 1-7 shows the thermal performance requirements for the face
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Figure 1- 7. CRT Face Panel Thermal Performance Requirements
1.6. Statement of the Problem
The objectives of this research were to evaluate the adequacy of the thermal
design of a typical liquid-lens cooling system as part of a projection television
receiver, and to provide insight into the heat transfer mechanisms to enable
improvements in the thermal design. The general approach to achieve the above
goals consists of completing the following tasks:
(1) Review related heat transfer work to gain insight into the problem and to
clearly shape the method of solution.
(2) Conduct experimental measurements using a typical liquid-lens system
for cooling projection picture tubes,
(3) Construct a numerical model to simulate the three-dimensional heat
transfer and fluid flow processes in the liquid-lens system,
(4) Benchmark the numerical model with experimental data,
(5) Use the numerical model in conjunction with experimental data to
evaluate the thermal design of the liquid-lens system,
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(6) Conduct sensitivity studies of the major performance parameters, and
(7) Provide guidelines for the improvement of the thermal design.
The experimental measurements were made using the liquid-lens system in a
1987-model, 46-inch Magnavox projection monitor, provided by NAPCEC [89]. The
numerical model was based on a boundary-conforming finite-volume approach.
1.7. Chapter Contents
Chapter 2 reviews the related published research on conjugate natural
convection flows (flows that are coupled with wall conduction and/or radiation
within the fluid) in enclosures. Chapter 3 discusses the laboratory measurements of
the liquid-lens experimental apparatus. Chapter 4 reviews the various techniques
available for use in the numerical model. Chapter 5 contains the assumptions used
and the derivation of the mathematical model governing equations for the liquid-
lens system. Chapter 6 contains the derivation of the boundary-conforming, finite-
volume numerical model. Chapter 7 contains the steps for benchmarking the
numerical model of the liquid-lens with experimental data and-the evaluation of the
adequacy of the thermal design. Chapter 8 presents field visualization for the
benchmark results in Chapter 7. Chapter 9 examines the effects of geometry
variations better understand the basic flow structure and heat transfer mechanisms.
Chapter 10 presents alternative cooling methods for enhancing thermal
performance. Chapter 11 examines the effects of varying basic parameters related to
properties, boundary conditions, as well as the orientation of the system. Chapter 12
contains the conclusions of the evaluation and recommendations for thermal design
improvements.
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2. BACKGROUND, RELATED HEAT TRANSFER RESEARCH,
AND DETAILED SOLUTION APPROACH
2.1. Introduction
The liquid-lens system is composed of a liquid contained in a tilted enclosure
with a conductive plate (face-panel glass) on one side and a curved, conducting wall
(meniscus lens) on the opposite side. The system is heated by applying a heat flux
below the conductive plate, and cooled on the other walls. An initial search did not
report enclosure systems with similar characteristics, therefore, and alternative
approach was needed. The approach was to review the effects due to contributions
from the individual features involved and then to assemble a composite picture of
the processes. Therefore, the review focused first on natural convection in two- and
three-dimensional rectangular enclosures of finite aspect ratio, and then on
enclosures with geometries or boundary conditions similar to those in the liquid-lens
system. Furthermore, the review was limited to laminar natural convection, as this
was the regime suggested by preliminary estimates. Conjugate natural convection
was also reviewed to gain insight into the effect of wall conduction. Finally, thermal
radiation was reviewed regarding media participation.
2.2. Natural Convection in Enclosures
Fundamentals of natural convection in enclosures will be reviewed, followed
by natural convection in enclosures. Research on so-called conjugate problems
involving coupled natural convection and wall conduction will also be discussed.
2.2. 1. Fundamentals
Natural convection occurs as a result of buoyancy forces caused by non-
uniform density distributions resulting from temperature gradients in the fluid.
Usually an increase in temperature produces a decrease in density, resulting in a
lighter, more buoyant fluid. In an enclosure, the fluid is heated either by contact
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with an enclosure wall and/or by volumetric heating. As the fluid is heated, it tends
to rises, while the cooler fluid tends to sink. Eventually the fluid reaches the
vicinity of a wall at a lower temperature, where it is cooled. As the fluid is cooled, it
becomes heavier, which causes it to sink, giving rise to a recirculation pattern.
The most frequently studied natural convection flows are those in
rectangular enclosures. Rectangular enclosures can be classified as up-right and
tilted enclosures. Up-right enclosures can be heated and cooled either on the
vertical walls or on the horizontal walls. The relevant parameters describing the
geometry for natural convection in two-dimensional rectangular enclosures is shown
in Figure 2-1.
The aspect ratio (Ar) is usually defined in terms of the principal heat-transfer
direction. Therefore, for vertical enclosures heated and cooled on the sides, the
aspect ratio is defined as the height-to-width ratio, Ar = H/W, where H is the
enclosure height, and Wis the enclosure width and also the principal heat-transfer
direction. A formal definition has not been established, but vertical enclosures
usually refer to up-right enclosures having an aspect ratio equal or greater than one,
while horizontal enclosures refer to up-right enclosures having an aspect ratio less
than one. Unless otherwise indicated, the temperatures are specified on the two
vertical walls. In tilted enclosures, the angle of inclination usually refers to the
angle between the horizontal and the heated or cooled wall. The base-flow
circulation indicates the tendency for fluid movement in stable conditions: the
heated (lower-density) fluid should rise near the hot wall, and the cooled (higher-
density) fluid should sink near the cold wall.
The heat transfer rate in the enclosures above can be calculated as
q=hA(Th—Tc), (2.1)
where h is the heat transfer coefficient and A is the area of the heated wall. The
heat transfer coefficient can be calculated once the Nusselt number is known. The
Nusselt number is defined in terms of the heat transfer coefficient, h, the
characteristic length, L, and the fluid thermal conductivity, k, as
-13-
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The Nusselt number is the ratio of heat transfer by convection to heat transfer by
conduction in the hypothetical situation in which the fluid is motionless, and
provides an indication of the rate of heat transfer. The Nusselt number is a function
of the Rayleigh number, RaL’ the Prandtl number, Pr, and the aspect ratio:
h
NuL =m=f(RaL,Pr,Ar) (2.3)
where L denotes an appropriate characteristic length. The Rayleigh number, in turn
is the product of the Grashof number and the Prandtl Number:
RaL =GrL Pr. (2.4)




GrL = 2 , (2.5)
v
and the Prandtl number is the ratio of momentum diffusivity and thermal
diffusivity, given as:
Pr = 1, (2.6)
a
where vis the kinematic viscosity and a is the thermal diffusivity. Substituting




In the situations where heat flux is specified, a scale for temperature must be
found to replace the temperature differential in the above equations. A scale for
temperature can be obtained using Fourier law and assuming that one-dimensional




where a" is the heat rate per unit area and k is the fluid thermal conductivity.
Substitution of the above equation for temperature scale into Eq. (2.7) yields an
expression for a modified Rayleigh number based on heat flux:
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2.2.2. Two-Dimensional Enclosures
Extensive effort has been devoted to the study of natural convection in
vertical, horizontal, and tilted rectangular enclosures. Two-dimensional laminar
natural convection flows have received most of the attention [55], because they are
easier to analyze and are more suitable for experimental measurements, as
compared to flows in three-dimensional enclosures. Heat transfer correlations are
available for a wide range of Rayleigh number, Prandtl number, and aspect ratio,
and they can be found in standard heat-transfer books (see Refs. [35],[48],[62]). It
must be noted that although the intention of these studies is aimed at two-
dimensional flows, experiments are always carried-out in three-dimensional,
prismatic cavities. In order to minimize end-wall effects, the dimension along the
third direction is made significantly larger than the other two dimensions defining
the enclosure height and width, and measurements are made as far away as possible
from the end walls. Despite of these measures, three-dimensional effects are always
present, not necessarily because the finite length in the transverse direction, but
also because physical instabilities inducing flow in the transverse direction.
Differentijallv Heafiad Up-Right Enclosures Heatedfiand Cooled from the
Sides
Extensive research has been done on natural convection flows in vertical
enclosures. The general flow depends on the Rayleigh number, Prandtl number, and
aspect ratio. For large aspect ratios, heat transfer is dictated by conduction in the
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transverse direction, as there is little cross-flow, and therefore, advection between
the vertical walls, except in the regions near the upper and lower ends. For aspect
ratios of order of magnitude one, both the heat transfer and the flow structure are
closely tied to the Rayleigh number. Figure 2-2 shows the major natural-convection-
flow regimes for vertical enclosure flows. The base (primary) flow is unicellular with
the fluid rising near the heated wall, and falling near the cooled wall. Low Rayleigh
numbers (typically Ra < 103) produce a unicellular circulation with a well-behaved,
elliptic-like flow pattern, and nearly vertical isotherms. Between Rayleigh numbers
of 103 and 105 the flow enters into a transition regime, where heat advection begins
to dominate conduction. As the Rayleigh number increases past Ra ~ 105, a
boundary-layer type flow develops, resulting in nearly horizontal isotherms in the
central core flow in the enclosure. This is accompanied by the appearance of
secondary cells. Aspect ratios larger than one may result in the appearance of
multiple cells, as the boundary layer is formed and is detached at regular intervals
along the vertical walls. Aspect ratios smaller than one may result in multiple cells
with alternating rotation direction.
Differentially Hgated Tilted Enclosures
A wide range of the parameter base for tilted enclosures has been studied and
correlated. Natural convection research in inclined boxes and layers has been
carried-out by Liang and Acrivos [78], Hart [41], Unny [129], and Hollands and
Konicek [44] (among others) to study flow instabilities leading to the formation of
transverse and longitudinal rolls. Catton, Ayyaswamy, and Clever [18] studied the
natural convection flow in rectangular slots tilted at angles 60° S (us 165°, Rayleigh
numbers up to 2 x 106, and aspect ratios from 0.1 to 20. They reported flow
distributions, temperature profiles, and heat transfer rates. Ozoe, Sayama, and
Churchill [92] studied the natural convection heat transfer in square channels for
tilt angles between 0° and 90°. They conducted two-dimensional numerical runs and
experimental measurements in a long square channel, and reported Nusselt number
dependency and the type of secondary rolls involved. Ozoe, et al. [96] extended the
previous study into rectangular enclosures. They conducted two-dimensional
-17-
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Figure 2-2. Isotherms and Flow Structure in Natural Convection
Enclosure Flows
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numerical runs with aspect ratios of 1, 2, 3, 4, and co, Rayleigh numbers of 2000,
4000, and 8000, and tilt angles from 0° to 180°. They compared results against
experimental data and reported preferred circulation, and Nusselt number
dependency. Ozoe, Sayama, and Churchill [93] complemented the preceding study
with experimental measurements in rectangular channels of aspect ratios from 1 to
15.5, Rayleigh numbers from 3 x 103 to 105, and the same tilt-angle range. Arnold,
Catton, and Edwards [3] conducted experiments to study the natural convection in
rectangular channel of aspect ratios from 1 to 12, and Rayleigh numbers between
103 and 106, and made comparisons with previous theoretical work. They reported
correlations for the Nusselt number. Hollands et al [45] conducted experimental
measurements of air in rectangular enclosures of high aspect ratios, Rayleigh
numbers up to 105, and for tilt angles between 0° and 70°. They reported Nusselt
number correlations. Ozoe, Sayama, and Churchill conducted experimental
measurements and photography [94], and three-dimensional numerical runs [95] to
study the natural convection patterns in an inclined rectangular channel of aspect
ratio of 2. They reported oblique cells for tilt angles less than ~7° and longitudinal
roll cells for angles greater than ~7°. Linthorst, Schinkel, and Hoogendoorn [79]
conducted experiments to study the flow structure in air-filled rectangular channels
of aspect ratio 0.25 S (us 7, tilt angles from 0° to 90°, and Rayleigh numbers from 5
x 103 to 2.5 x 105. They reported conditions for the transitions between steady and
unsteady flows, as well as from two-dimensional to three-dimensional rolls. Wirtz,
Righi, and Zirilli conducted experiments to study the three-dimensional natural
convection of water in boxes of aspect ratios of 0.1 and 0.2 with the enclosure depth
comparable to its height. The Rayleigh number ranged from 105 to 4 x 107, and the
tilt angle was varied from 0° to 90°. Nusselt number correlations were reported.
Symons and Peck [125] conducted experimental measurements and flow
visualization to study the natural convection in rectangular enclosures of large
aspect ratios and small depth aspect ratio, and small aspect ratio and large depth
aspect ratio. Flow circulation and Nusselt number dependency were reported.
The heat transfer rates in tilted enclosures is very much related to the
structure of the flow. This is why it is important to have a basic insight into the flow
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structure. The flow in tilted enclosures can be understood in terms of a base flow
describing the gross circulation and instability flows leading to rolls with axes not
necessarily aligned with the base-flow circulation axis. Two limiting enclosure
orientations do not have an inherent base flow. They are the heated-from-above
orientation (w: 180°), and the heated-from-below orientation (w: 0°). The heated-
from-above orientation, where lighter fluid stays at the top, and heavier fluid stays
at the bottom of the enclosure, results in a motionless flow field and heat is
transferred by conduction. The heated-from-below orientation results in an
inherently unstable thermally stratified field. As the fluid in the layers near the
bottom wall is heated, its density drops, and it becomes lighter than the fluid in
upper layers, giving rise to a potentially unstable situation. At that point, the fluid
is motionless, but thermally unstable. As the Nusselt number is increased above
certain critical value, thermal instability causes the breakdown of the unstably
stratified layer, as the lighter fluid finds its way upward, and the heavier fluid above
finds its way downward. Then, a flow pattern is established with counter-rotating
rolls, each of them occupying the entire vertical dimension and with their axes in the
horizontal direction and parallel to the slim dimension of the enclosure. The fluid
is then subject to cyclical heating and cooling within every single roll. In the case of
rectangular channels (with relatively large depths), the shorter horizontal direction
is that in the direction between the insulated sidewalls. Such rolls are also called
longitudinal rolls.
Flow patterns in tilt angle other than those discussed above are significantly
more complex. Figure 2-3 shows typical flow configurations for various tilt angles.
As the enclosure is tilted away from the heated-from-below orientation, a new flow
instability develops, responsible for the unicellular base flow similar to that in
differentially heated vertical enclosures, as well as secondary transverse rolls. The
lighter fluid near the bottom wall tends to rise along the slope of the hot surface, and
the heavier fluid near the top wall tends to sink along the slope of the cold surface.
The fluid ultimately detaches from these walls by the action of the prevailing
longitudinal rolls, giving rise to the so-called oblique rolls. As the enclosure tilt
angle is increased, hydrodynamic instability responsible the base-flow type of
-20-
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Figure 2-3. Tilted Enclosure Typical Flow Configurations
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circulation begins to overcome the thermal instability responsible for the
longitudinal rolls. At certain critical tilt angle (u/ = V) longitudinal rolls are no
longer the preferred mode of circulation, and a base-flow type of circulation becomes
the preferred mode. Depending on parameters such as the aspect ratio, the Prandtl
number, and the Rayleigh number, transverse roll instability may emerge, leading
to multiple secondary transverse rolls with axes oriented in the horizontal direction
(into the channel). Hydrodynamic instabilities leading to transverse rolls tend to
decay with increasing tilt angle. Eventually, as the tilt angle approaches yr: 180°,
thermal and hydrodynamic instabilities vanish, resulting in the motionless,
thermally stable stratified field of the heated-from-above orientation.
Figure 2-4 illustrates the dependency of Nusselt number on the enclosure tilt
angle. The minimum Nusselt number (Nu = 1) occurs when the enclosure is heated
from above (w: 180°), as the stable thermal stratification results in heat transfer by
conduction. (Exceptions are cases in which the fluid contracts with increasing
temperature, such as water near the freezing point.) As the enclosure is tilted away
from this orientation, the flow begins to rise along the heated wall as it begins to fall
along the cooled wall, giving rise to the base flow structure. As this occurs, the
Nusselt number begins to increase due to advection. A local maximum occurs at
certain angle (tac ), which depends strongly on the enclosure aspect ratio and
,max
weakly on the Rayleigh number. At large aspect ratios (Ar > 12) the critical tilt
angle for the local maximum in the heat transfer approaches 90°. At large aspect
ratios, further decrease in the tilt angle results in Nusselt number increases until an
absolute maximum is reached at W: 0° (heated-from-below orientation). At
moderate aspect ratios (1<Ar<12), the critical tilt angle for the local maximum in the
heat transfer is less than 90°. Further decreases in the tilt angle results in Nusselt
number decreases until a local minimum is reached at certain critical tilt angle for
minimum heat transfer (uerm). Both the critical angle for heat transfer local
), and local minimum ((11 ) decrease with decreasing aspect ratio.max1mum (guC c’min
,max
As the tilt angle is further reduced past the angle for the heat transfer rate local
minimum, the Nusselt number begins to increase until a second maximum is
reached in the heated-from-below orientation (w: 0°). It is presumed that for
-22-
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Figure 2—4. Typical Nusselt Number Dependency on Enclosure Tilt
Angle and Aspect Ratio
moderate to high aspect ratios the local minimum in the heat transfer rate is caused
by a change in the flow instability preferred direction from transverse rolls to
longitudinal rolls [3]. This, however, is not the case for small aspect ratios (Ar << 1),
where the flow transition occurs at intermediate Nusselt numbers [135]. For small
aspect ratios and for tilt angles less than 90°, the Nusselt number is a weak function
of tilt angle. For such aspect ratios, and in contrast to trends for moderate-to-high
aspect ratios, the Nusselt number decreases as the tilt angle approaches 0° (heated-
from-below orientation).
Rectangular Enclosurges Heated from Below with Side-Wall Coolipg
November and Nansteel [91] conducted numerical studies of the two-
dimensional natural-convection of water in a square enclosure heated from below
and cooled on one side, as shown in Figure 2-5(a). Both the heated and the cooled
surfaces were kept isothermal. Results were obtained for the range of 0 S Ra S 10°.
They calculated the Nusselt number as the ratio of the rate of heat transfer by
convection to the rate of heat transfer obtained by forcing the fluid to remain
motionless. Their calculations showed a unicellular base flow structure such that
-23-
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fluid near the cooled sidewall falls and the fluid near the opposite (insulated) wall
rises.
Ganzarolli and Milanez [33] conducted numerical studies of the two-
dimensional natural-convection in rectangular enclosures with isothermal sidewalls,
an insulated top wall, and a heated bottom wall subject to either uniform
temperature or uniform heat flux, as shown in Figure 2-5(b). The enclosure aspect
ratios studied ranged between 1/2 and 1/9. The Rayleigh number based on the
enclosure height was varied from .103 to 107, and the Prandtl number from 0.7 to 7.
They assumed a symmetric flow about the vertical centerline to simplify
calculations. The base flow consisted on two counter-rotating cells (one on each side
of the vertical centerline), with flow circulating such that the fluid in the central
region rises, and the fluid near the cooled walls falls. The enclosure of aspect ratio
of 1/2 did not show secondary rolls. However, for smaller aspect ratios, secondary
cells appeared as the Rayleigh number was increased.
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Differentially Heated Enclgsures with Cross-Sections Similar to thJat of the
Liquid Lens
Besides rectangular enclosures, research has been carried-out in other
enclosure geometries, such as triangular and cylindrical enclosures among others,
which do not provide significant additional insight into the present problem.
Exceptions were the numerical investigations by Lee and Lee [72], Karyakin [59],
and Martyneko et al. [83] who studied differentially heated vertical enclosures with
the upper wall shaped as a sine wave, as shown in Figure 2- 6.
Lee and Lee [72] conducted numerical studies for height aspect ratios
1.25 S Hc/Hh S 2 and Hh/L = 1 for air (Pr = 0.71) and 104 S Ra S 106 and calculated
streamlines and Nusselt numbers. They concluded that the “S” shaped enclosure
had slightly lower Nusselt numbers than an enclosure of similar dimensions, but
with a straight, tilted upper wall. Karyakin model a similar geometry numerically
Hh/L =1/2 and Hc/L = 1 for Pr =- 0.7 and 102 S Gr S 106. He reported that isotherms
changed from nearly vertical for the smaller Grashof number to nearly horizontal in
the central region for the larger Grashof number, which indicates the presence of
thermal stratification. His results showed a unicellular circulation with the
circulation center moving upwards as the Grashof number was increased.












Figure 2—6’. Natural Convection in 0 Vertical Enclosures with the
Upper Wall Shaped as a Sine—Wave
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enclosure is similar to the cross-section of the liquid lens along the major axis with
the symmetric half-side removed. However, boundary conditions are incompatible to
the extent that further analogies between the two problems should not be pursued.
2.2.3. Three-Dimensional Enclosures
Experimental and numerical studies on natural convection in three-
dimensional enclosures are not as abundant as those intended for two-dimensional
natural enclosures. Non-invasive field measurement, as the Mach-Zender
interferometry cannot be used and flow visualization becomes difficult to carry out,
and theoretical analyses are limited to perturbation methods [55]. This leaves
numerical analysis as the best alternative. Even so, little published research was
found regarding numerical studies on natural convection in three-dimensional
enclosures. Studies of flows in very simple enclosure geometries, such as vertical
boxes are available. A new parameter, the depth aspect ratio (Ad), is introduced
when dealing with vertical boxes, defined as the ratio between the depth of the
enclosure (in the third dimension) and the enclosure with, as defined previously for
two-dimensional enclosures. Ozoe et al. [97] conducted numerical studies on the
three-dimensional natural convection flow in box-like enclosures heated from below.
The numerical solution was based on the vector-potential/vorticity formulation [136].
They reported that solutions for a cubical cavity depended on the initial condition.
Comparisons were made with prior theoretical results, showing good agreement.
Mallinson and de Vahl Davis [82] conducted numerical studies on the three-
dimensional natural convection flow in differentially heated, vertical boxes of square
cross-sections with aspect ratios Ar 2 1. Their numerical solutions were based on
the vector-potential/vorticity formulation. Studies on a square cross-section and
depth aspect ratio Ad = 2 indicated the presence of a single roll for Ra S 6 x 104 and
0.1 S Pr S 100. They indicated that the general flow resulted from the superposition
of axial flow (moving away from the insulated vertical walls in the third dimension)
and the two-dimensional enclosure flow. For higher Rayleigh numbers, they
reported two secondary rolls (equivalent to those found in two-dimensional flows),
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resulting in a more complex flow pattern. They reported Nusselt numbers slightly
lower than predicted by two-dimensional models.
Chao, Ozoe, and Churchill [19] conducted numerical studies of the effect of
having a non-uniform surface temperature on the natural convection in a box. They
reported that circulation patterns were not significantly affected by surface
temperature distributions, and that the Nusselt number magnitude increased with
temperature non-uniformity, especially in heated-from-below orientations.
Other three-dimensional studies involve the flow in cylindrical cavities [10],
hemispherical enclosures [118], the region between concentric spheres [16], and
between bodies and their spherical enclosure [107].
2.2.4. Conjugate Natural Convection Flows: The Effect ofWall
Conduction
The effect of wall conduction on natural convection in enclosures has received
little attention. Kim and Viskanta [63] conducted analytical and experimental
studies on the effect of wall conduction on the transient, natural convection flow.
The study focused on a 2-dimensional square enclosure with two thick horizontal
walls, insulated on their outer surfaces, and two thick vertical walls kept at
different, but uniform and constant temperature. They indicated that wall
conduction increased flow stability and reduced temperature differences across the
enclosure, thereby, reducing convection heat transfer.
Kaminski and Prakash [56] conducted a numerical study on the natural-
convection heat transfer in an air-filled differentially heated vertical square cavity
with a thick conductive wall between the heated surface and the fluid. They
concluded that the temperature distribution within the conductive wall became two-
dimensional for Grashof numbers greater than 105. The two-dimensional
temperature distribution resulted in a non-uniform wall temperature, which, in turn
produced asymmetrical flow with respect to the fluid cavity center. They also
pointed-out that nearly the same result for the overall heat transfer could be
obtained using a lumped model, a one-dimensional, or a two-dimensional heat
transfer model.
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2.3. Effect of Thermal Radiation
Thermal radiation in non-participating media has the general effect of
reducing the magnitude of temperature differentials throughout the region. The less
“transparent” the media (the more opaque to thermal radiation), the larger the
temperature differential across the region. Most materials transparent to visible
light are Opaque to infrared thermal radiation. This applies to solids and liquids. In
the visible range, these materials have high transmittance; that is, they behave as
non-participating media in this range.
Infrared thermal radiation in solids and liquids, however, is usually
neglected; that is, they are assumed opaque to thermal radiation. The spectral
transmittance for a fused-quartz plate of 6 mm in thickness drops from
approximately 0.9 at A. z 3 pm to zero at ,1 z 5 pm, and remains zero thereafter [48].
This means that such plate of glass should absorb most of the thermal radiation in
the near-infrared range and beyond. Other types of glass, such as the type used in
the face panel and meniscus lens should exhibit a similar behavior. Radiative
properties of particular liquids are seldom available, as it was the case for the liquid
coolant used in the liquid lens system. Spectral transmittance for individual
components of the optical liquid, Ethylene Glycol and Glycerin, were not found in
the literature reviewed. It is evident that these two liquids and the resulting
mixture are transparent to visible light, however, as in the case of most liquids, they
should be opaque to thermal radiation in the infrared range. For instance, water, is
essentially transparent to thermal radiation in the visible range (0.4 pm < A <
0.7 pm); however, at wavelengths of ,1 z 1 pm, the absorption coefficient begins to
increase, and becomes larger for larger wavelengths [121]. Therefore, water may be
considered opaque for wavelengths greater than 1 pm (the near infrared range and
beyond).
2.4. Summary of the Review and Discussion
A review of the open literature was made to gain insight into the problem and
to establish the best solution approach. The review covered the fundamentals of
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natural convection, studies of natural convection in two- and three-dimensional
enclosures of similar geometries, conjugate heat transfer including the effect of wall
conduction and thermal radiation, and the basic experimental and analysis
techniques. The review led to the following conclusions:
(1) Studies on three-dimensional natural convection in enclosures with
shapes similar to that of a liquid-lens system were not found in the open
literature.
(2) Studies of two-dimensional natural convection in an enclosure with
geometry similar to that of the liquid-lens geometry were found. The
enclosure, however, had a different set of boundary conditions, and
therefore, results were not directly applicable.
(3) General heat transfer correlations are available for two-dimensional
enclosures. No correlations exist for the liquid-lens configuration or for
similar three-dimensional enclosures.
(4) Wall conduction tends to reduce temperature differences within the fluid
domain, and to add stability to the flow.
(5) The glass in the face panel and meniscus lens and the optical liquid can
be assumed transparent for the radiation visible range. All of the
materials, however, may be assumed opaque to infrared thermal
radiation.
(6) Three-dimensional, non-invasive field characterization is difficult to
achieve experimentally, and the use of perturbation methods has limited
theoretical applicability. This leaves numerical analysis as the best
viable alternative.
In spite of the lack of studies on enclosures with geometries and boundary conditions
similar to those in the liquid-lens system, the principle of superposition can be used
to attempt to anticipate the three-dimensional base-flow circulation in the liquid
lens. It is reasonable to expect that the three-dimensional base flow pattern should
involve the superposition of the two-dimensional base flows acting on the three
perpendicular planes. A basic idea of the base flow patterns in each of these planes
can be derived from boundary conditions and the direction of the gravitational
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acceleration. The first plane to be considered is the vertical-plane cross-section of
the liquid-lens system perpendicular to the CRT face panel, as shown in Figure 2- 7.
Since the geometry and boundary conditions for this configuration are not readily
available in the open literature, some simplifications must be made. First, the CRT
face panel and the meniscus lens are removed, and isothermal walls are assumed.
Furthermore, boundary conditions are decomposed into two sets applied to enclosure
problems, for which base flow patterns can be anticipated. The first problem is that
of natural convection in a differentially heated vertical enclosure, and the second
problem is the natural convection in a horizontal enclosure heated from below and
cooled on the sides. If the velocity fields for these two enclosure flows was known,
the principle of superposition could be applied to obtain a “first-cut” approximation
of the base flow for the actual problem. The resultant base flow may be composed of
two counter-rotating cells, as shown in the figure, or a single cell (not shown),
depending on the enclosure tilt angle. It will be assumed, for the moment, that the
tilt angle is small enough so that the base flow for the plane being considered is
composed of two counter-rotating cells, as shown. Flow instabilities may result in
longitudinal and/or transverse secondary rolls. A similar thought process can be
followed for the remaining two planes to arrive at their respective base-flow
patterns.
Figure 2-8 summarizes the anticipated base-flow circulation patterns for the
three system cross-sections under the above assumptions, and assuming that the
flow is symmetric with respect to the vertical midplane. Four base-flow circulation
cells are shown. Two of these cells are counter-rotating, with rotation axes in the
horizontal direction and parallel to the face panel. A third base-flow cell rotates
about an axis along the slope of the CRT face panel with the heated fluid rising in
the face-panel central region, and with the cooled fluid moving downward near the
enclosure lateral wall. A fourth base-flow cell rotates about an axis perpendicular to
the CRT face panel, with the flow rising in the face-panel central region and moving
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Figure 2—8. Anticipated Three-Dimensional Base Flow Circulation
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As in the case of the natural convection flows in rectangular slots, flow
instabilities have the potential to induce secondary rolls. Based on preliminary
calculations, longitudinal rolls are more likely than transverse rolls, as the enclosure
critical angle is greater than the actual tilt angle. The calculations assumed natural
convection in a rectangular channel heated from below, with an aspect ratio of 3.82
(based on enclosure dimensions), for which the critical angle is approximately 60°
[3]. The potential, however, still exists for secondary rolls in all of the three
directions because of the complexity in geometry and boundary conditions.
Due to the lack of heat transfer correlations directly applicable to the liquid-
lens system, only a “first-cut” estimate of the face panel temperature can be made
using correlations intended for natural convection in rectangular enclosures of
infinite depth. The calculation procedure, however, must be modified because of the
differences in boundary conditions, the presence of the meniscus lens, and the finite
enclosure depth. For more accurate reSults, experimental or numerical models
should be used.
The mathematical model for heat transfer within the liquid lens may be
simplified if the liquid and the glass in the face-panel and meniscus lens are
assumed opaque to infrared thermal radiation. Visible light, can be assumed to
travel without being absorbed, diffracted, or reflected through the glass and liquid.
Only that fraction of the light emitted at the phosphor screen and directed to the
enclosure and face panel sidewalls is assumed absorbed right at these surfaces. This
implies that some amount of heat will be generated by the conversion of
electromagnetic energy in the light into internal energy in the surface material,
although this amount is believe to be small.
2.5. Detailed Solution Approach
As stated earlier, no studies were found on problems with geometries and
boundary conditions like those of the liquid-lens system. Therefore, experimental
and numerical models are needed to provide sufficient knowledge that will enable
the evaluation of the thermal design. The approach is to use experimental data to
benchmark the numerical model, and to use the numerical model as the analysis
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tool. For the lack of better data, preliminary estimates of the mean temperature of
the CRT face panel front and back surfaces can be obtained using Nusselt number
correlations for differentially heated tilted enclosures. This can be achieved by
constructing a lumped-parameter heat transfer model, as will be described in the
next chapter. These results will be used as reference for experimental and
numerical results.
Experimental measurements are necessary to gather enough data to validate
the numerical model. Such measurements were conducted on a liquid-lens system
as part of a projection TV receiver. Due to the limited amount of time, only one
experimental run was made, so only one set of steady-state data was available to
validate the numerical model. The numerical model should involve the solution in
three-dimensional space of the equations for conservation of mass, momentum, and
energy within the CRT face panel, the meniscus lens, and the enclosed liquid. The
equations involved are elliptic. Therefore, the results within the solution domain
require the specification of boundary conditions on all of the domain boundaries.
The numerical model is benchmarked with experimentally measured temperatures
and heat transfer data under steady-state conditions. Input model data consists of
external temperatures and heat flux data. The model should recover experimental
temperatures at points internal to the solution domain. If the numerical model
captures all the physics involved, and it reproduces the experimental results, then
this model can be used to provide a complete parametric analysis for the conditions
observed during the experiment. Furthermore, the model can be used as a
prediction tool for other flow conditions (as long as they do not depart drastically
from those used to validate the original solution).
The task was to design an experiment from which boundary conditions could
be measured to fulfill the above objective. Exterior system temperatures can be
measured without much difficulty. The challenge was to measure the amount of
heat generated at the phosphor screen, and the dimensions of the area where heat is
generated. Heat transfer applied to the back of the face panel is not measurable by
direct means, but it may be calculated indirectly from input electrical power. The
remaining source of uncertainty is the size of the raster area where the heat is
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generated. It was decided that internal temperatures to be used to benchmark the
numerical model were measured on the face-panel front surface at pre-established
locations. This decision was made (1) because previous practices by the tube’s
manufacturer involved measuring temperatures on the face panel exterior [90], and
(2) because quantification of thermal performance involves the knowledge of
temperatures on this surface. Temperature measurement on the face panel back
was not pursued, because it would disrupt the equipment operation and temperature
and velocity measurement within the fluid was avoided to prevent disturbing the
delicate natural convection flow. Neither of these options was acceptable.
Once the numerical model has been benchmarked, a series of runs are
conducted to determine the effects of modifying the system’s thermal design without
affecting the optical design. This requires that the geometry of the CRT face panel
and the meniscus lens be left intact, which leaves only the enclosure width, height,
and depth as candidates for modification. In addition, boundary conditions applied
to the enclosure will be modified to examine the effects on thermal performance. In
particular, the use of forced convection will be examined, which can be implemented
by feeding flow from the enclosure lower wall and removing it from the upper wall.
The meniscus lens design will be modified to check thermal performance sensitivity
to the optical design. Finally, a series of runs is aimed at examining the effects of
variation in the input heat, thermophysical properties of the CRT face panel,
meniscus lens, and optical fluid, system tilt angle, and heated region dimensions.
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3. EXPERIMENTAL EVALUATION OF THE LIQUID-LENS
SYSTEM
3.1. Experimental Apparatus
Experimental measurements were made using the liquid-lens system in a
production-model projection TV monitor provided by North American Philips
Consumer Electronic Corporation (NAPCEC). The following description will
concentrate on the liquid-lens system, and pertinent equipment. Details regarding
the projection monitor and hardware specifications are in APPENDIX A.
3.1.1. Description of the Liquid-Lens System
The liquid-lens system is composed of the face-panel of a projection picture
tube and a meniscus lens mounted in an aluminum frame (enclosure), as shown in
Figure 3-1. A liquid coolant fills the enclosed space between the tube and the lens,
leaving a small air volume to allow for thermal expansion.
The face panel is a uniform thickness semi-rectangular glass piece with flat
front (exterior) and back (interior) surfaces that are parallel to each other. The
projection tube face panel thickness was measured as 7.1 mm (following the
experiment). The face panel outer-envelope dimensions were 154.0 mm (width) by
136.0 mm (height). The actual dimensions of the glass material were measured at
150.0 mm (width) by 122.0 mm (height).
The enclosure frame was made of cast aluminum with inner base dimensions
measured at 122.4 mm (width) by 97.4 mm (height). The interior depth (base-to-
front wall) was measured at 25.3 mm. The overall thickness was 3.18 mm. A “d-
shape” cross-section ring is placed along the perimeter at the enclosure base to seal
against the face panel surface, with an installed thickness of 0.2 mm. This added
thickness results in a distance of 25.5 mm, measured from the face panel exterior to
the enclosure-frame front wall (interior side). The meniscus lens is a glass piece
with two surfaces of spherical cross-section of radii 39.5 mm on the concave side and
-36-
Left-Side Cut-Away Front View
 
  
   
 
 
   
 
          
  






   
 
Enclosure Meniscus I—PB’










s. g;- — - — ----- i--- s











\ Left Side i Right Side l
Enclosure i
X-Ray Mounting ‘ i L l I
- Flange ‘ .
Shield I | I
B lo 1 1 . \
Section B—B’ ‘ 52 4
Lower-Side Cut-Away View
“ H ' I
0 -R1ng ! 1 ‘5‘00
I
N H.
y I” “d”-Ring j
i z A ll
2” ' e lO , H
All dimensions shown Section A'A I;
are in mm 4 122.4 ;
4 150.0 ;  
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56.0 mm on the convex side. The thickness along the symmetry axis is 4.0 mm. The
meniscus lens is installed such that the convex side faces the face panel. The
meniscus lens rests against O-rings inserted along circular slots on the enclosure-
frame fiont. A mating flange (not shown) presses against the meniscus rim on the
front side to ensure sealing against the O-rings. When installed, the meniscus lens
is positioned with the center point of the convex side 5.2 mm away from the face
panel surface at the center.
A side View showing the hardware as installed during the experiment is
shown in Figure 3-2. The liquid-lens system sits at an angle such that the face-
panel minor axis makes a 30°-angle with the horizontal. The major axis is
horizontal. An air volume was left inside the enclosure forming a free surface
intersecting the meniscus-lens convex surface, as shown. An expansion chamber
and a focusing lens were part of the original equipment and were left in place. The
expansion chamber serves as a pressure-relief space as the liquid-coolant volume




























CRT Face Panel Meniscus Lens
(Glass)






Raster Region on Phosphor Layer
(Face Panel back)
Figure 3-2. Liquid-Lens Configuration During the Experiment
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holding the meniscus lens in place. There are gaps between the focusing lens
moving piece (set of lenses) and the housing, allowing air to move in and out of the
space adjacent to the meniscus lens.
3. 1.2. Instrumentation
The experimental apparatus was instrumented for temperature and voltage
measurement. Temperatures were measured using copper-constantan
thermocouples and thermometers. Voltage measurements were made using a digital
multi-meter, in order to calculate the input electrical power to the electron beam.
Instrumentation for Temperature Measurement
Thermocouple junctions were affixed to the CRT face panel exterior, the
enclosure frame exterior, the meniscus lens, and the focusing lens array. In total, 20
thermocouples were used in the experiment. Their description is shown in
Table 3-1. For reference, it is assumed that the projector assembly is viewed in the
direction from the front to back (the electron gun points away from the observer).
One thermocouple (Channel #0) was used to establish the ice-point reference
temperature. One thermocouple (Channel #1) was used to measure the air
temperature inside the cabinet, 1 cm fi‘om the bottom, below the green CRT.
Figure 3-3 shows thermocouple locations on the meniscus lens and enclosure frame.
Two thermocouples were used to measure meniscus surface temperature: one on the
convex side (Channel #2) and one on the concave side (Channel #3). Three
thermocouples were used to measure enclosure frame temperatures. One was
placed at the center of the upper horizontal surface (Channel #4), one at the center
the lateral vertical surface (Channel #5), and one at the center of the lower
horizontal surface (Channel #6). Twelve thermocouples were used to measure face
panel temperatures, as shown in Figure 3—4. Three thermocouples (Channels #7, #8,
and #9) were placed at edge locations, and nine (Channels #10 through #18) were
arranged in the form of a 3x3 grid. From the three edge thermocouples, two were
positioned along the vertical centerline, 56 mm above and below the face panel
center, and one along the horizontal centerline, 69 mm to the right side of the
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Figure 3—4. Location of Thermocouple Junctions: CRTFace Panel
face panel center (Channel #9). The 3x3 grid was constructed by placing the
thermocouple junctions at intersections between horizontal and vertical lines
(parallel to the major and minor axes, respectively). The horizontal gridlines were
the horizontal centerline, and two lines parallel to it, one 35 mm above, and one 35
mm below. The vertical gridlines were the vertical centerline and two lines parallel
to it, one at 25 mm and another at 50 mm to the right. Coordinate locations for the
above thermocouples on the face panel are shown in Table 3-2. Finally, one
thermocouple junction (Channel #19) was attached to the center of the most interior
lens of the focusing lens array, as shown in Figure 3-5.
Instrumentflion for Voltaga Mezfiurement
Input power was obtained indirectly by measuring voltages. To measure the
input electrical power to the electron beam, the beam electrical current and the
anode voltage are required. Figure 3-6 shows a circuit diagram with the elements
involved in voltage and current measurement. To measure the beam electrical
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Table 3-2. CRT Face Panel Thermocouple Junction Coordinates
and Channel Number
 
X2 (mm) X1=0mm Xl=25mm X1=50mm X1=69mm
56 (O,+56) #09
35 (0,+35) #18 (25,+35) #17 (50,
+35) #16
0 (0, 0)#15 (25, 0)#14 (50, 0)#13 (69, 0)#08
-35 (0,35) #12 (25,-35) #11 (50,-35) #10
-56 (0,-56) #07
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Figure 3-6'. Voltage Measurement Circuit Diagram
current, a voltmeter was used to read the voltage across resistor R10 on the circuit
board that connects to the CRT. Resistor R10 has a resistance of 954 Q, and has one
of its terminals connected to pin #8. This pin connects directly to the CRT cathode.
The anode voltage was taken from the anode electrode on the CRT-funnel side and
measured with respect the ground voltage at the cathode terminal (pin #8). The
voltages were measured with a digital voltmeter.
3.1.3. Experimental Setup
The major components of the experimental apparatus and data acquisition
system are shown in Figure 3- 7. Temperature was measured using copper-
constantan thermocouples and two thermometers. Voltage measurements were
taken using a Micronta Digital Multi-meter Model No. 22-196U. The data
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Figure 3-7. Instrumentation Setup
Unit Model HP 3497A, a computer model HP9826, and a printer model HP2671G.
The video signal used during testing was provided by a standard video camera.
3.2. Experimental Results
The room air temperature at the end of data collection was 21.7 °C i 0.1 °C.
The variables involved in the calculation of electron-beam power are shown in
Table 3-3. The average anode voltage was 27.8 kV, and the average voltage drop
across resistor R10 was 0.487 V. Averages were from two readings. The resistance
of resistor R10 was measured at 0.954 0 immediately following data collection, when
the material was still warm. The cathode current was calculated from steady-state
values of voltage across resistor R10 and its resistance. The value was calculated as
510 11A. The input electrical power was calculated as the product of the anode
voltage and resistor R10 current. The result was 14.2 W. Uncertainties are shown
in the table.
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Table 3-3. Variables Related to Electron-Beam Input Power
 
Variable Units Value Uncertainty
Anode Voltage (measured) kV 27.8 10,55
Resistor R10 Voltage (measured) V 0.487 i0,005
Resistor R10 Resistance (measured) 0 954 i410
Cathode Current (calculated) 11A 510 :27 iiiiiiiiiiiiiiiiiiiiii
Electrical Input Power (calculated) W 14.2 i0,7
3.2.1. Transient Temperature Measurements
Temperature data was collected from the 20 channels every 10 minutes, at
the end of which 10 samples were collected and averaged per channel, spaced at
0.05 s from each other. Raw temperature data is in APPENDIX B. At the end of the
data collection period, the internal cabinet environment temperature was rising at
the rate of 0.2 to 0.3 °C per hour. This rate of increase may be considered small
enough when compared to the rates of increase at the start of the experiment. In
view of this, condition at the end of the experiment can be deemed “steady state.”
The temperatures at the end of the experiment kept fluctuating slightly between
data acquisition events; therefore, averaging data points to get steady—state
temperatures was avoided since the result depended on an arbitrary number of data
points used. To get steady-state temperatures, a curve-fit function was used to
extrapolate the data to steady state.
3.2.2. Extrapolation of Transient Temperatures to Steady-State
To be able to arrive at a set of uniform and consistent data, and to be able to
extrapolate to steady state, curve-fitting functions were used. Standard exponential
functions, resulting from lumped-parameter heat-transfer models did not work
satisfactorily, as they only fitted part of the data. The reasoning was that these
models do not take into account the “inertia” or “impedance” of the system. These
models are analog to a spring-damper system (no mass). The data can be curve-
fitted surprisingly well by adding the “mass” to the spring-damper system. Details
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about the derivation of the curve-fitting equations are in APPENDIX B. Curve fits
were obtained using an n optimization process that resulted in a damping ratio of
unity (critically damped motion) or slightly below unity (under-damped motion) for
all data channels. The resulting curve fits depict the experimental data quite well
throughout the entire data-collection period, as shown in Figures 3-8 through 3-12.
3.3. Steady-State Experimental Temperatures on the CRT Face
Panel
Once the curve-fitting functions were obtained, extrapolation to steady state
was trivial. Steady-state temperatures obtained from curve-fitting functions for all
channels at infinite time are shown in Table 3-4. Table 3-5 shows the steady-state
temperatures on the face panel locations. These results are illustrated in
Figure 3-13 as temperature profiles at constant Xl-coordinate locations. Notice that
dashed lines in these profiles were used to indicate that they do not necessarily
represent the actual values between data points, and are used for visual
convenience. A preliminary lumped-parameter model, using a convection coefficient
derived from two-dimensional enclosure natural convection was used to check
temperature levels. The model used is shown schematically in Figure .B-I. The
lumped-parameter model predicts a face-area-weighed mean temperature of 60.3 °C
for the face panel exterior, which is within the range of experimental data (50.4 °C to
64.9 °).
-47-





O 2 4 6 8 10
Elapsed Time (h)
Figure 3-8. Temperature Curve Fits: Meniscus Lens






O 2 4 6 8 10
Elapsed Time (h)
Figure 3-9. Temperature Curve Fits: Enclosure Frame
-48-



















O 2 4 6 8
Elapsed Time (h)
Figure 3—10. Temperature Curve Fits: CRTFace Panel Edge
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Table 3-4. Steady—State Experimental Temperatures









1 PTV Interior Environment (below CRT, 1 cm 239
above cabinet bottom) .-__-. ....
2 Meniscus Lens Interior (Convex Side), Center 54.8
3 Meniscus Lens Exterior (Concave Side), Center
4 Enclosure Frame Exterior Upper Surface 53,9
5 Enclosure Frame Exterior Lateral Surface 53.9 ..........
6 Enclosure Frame Exterior Lower Surface iiiiiiiiiiiiii 51.8
7 Face Panel at (0, -56) mm ...... 50.21 IIIIIIII
8 Face Panel at (69, 0) mm 53.5
9 Face Panel at (0, +56) mm ...... 52.7 ......................
10 Face Panel at (50, -35) mm 54.7
11 Face Panel at (25, -35) mm 56.3
12 Face Panel at (O, -35) mm 57.0 iiiiiiiiiiiiiiii
13 Face Panel at (50, 0) mm ....................... 59.9
14 Face Panel at (25, 0) mm -649
-. 15 Face Panel at (0, 0) mm 568
16 FacePahel at (50, +35) mmw fl - 7’ 575i If
8888 17 Face Panel at (25, +35) mm 596
18 Face Panel at (0, +35) mm 61.4 iiiiiiiii
19 Focusing Lens Closest to Meniscus Lens, Center 275
Steady-state temperatures were calculated using curve-fit functions and
extrapolating to infinite time (see Appendix B).
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4. REVIEW OF NUMERICAL METHODS IN HEAT TRANSFER
AND FLUID FLOW
4.1. Introduction
A numerical technique is required to resolve the natural convection flow in
the liquid lens system. The equations to be solved are the differential equations for
mass, momentum, and energy within the solid and fluid domains. The steps for
solving the conservation equations of mass, momentum, and energy are as follows.
First, a formulation of the mathematical model in differential form is developed;
second, the set of differential equations is transformed into a set of algebraic
equations; and third, the set of algebraic equations is solved numerically.
In natural convection flows, the differential equations for momentum and
energy are coupled, as temperature appears in the body-force term of the momentum
equations. Therefore, the momentum differential equations cannot be solved
independently from the energy differential equation. These equations are solved in
an iteration process, as direct methods may prove very costly. The solution of the
energy equation becomes immediately available once the flow field is known. On the
other hand, the flow field is dictated by the momentum equations, which include the
temperature as an independent variable. The momentum equations must be
combined with the mass conservation equation to resolve the pressure and velocity
fields. In an iterative process, these equations are solved systematically with the
solution being updated throughout the process until conservation is satisfied.
4.2. Dependent and Independent Variables
The conservation equations are usually available in terms of primitive
variables, where temperature, velocity, and pressure are the dependent variables,
and time and position-vector are the independent variables. There are methods for
solving the energy equation, in which internal energy or enthalpy are used instead
of temperature. Once the internal energy or enthalpy field is solved, temperature
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becomes readily available by a functional relation. Other methods for solving the
mass and momentum equations use a scalar potential, a vector potential, and the
vorticity as the dependent variables, the velocities and pressure becoming available
as a post-solution calculation. The flow field in the problem at hand belongs to the
class of Newtonian flows. Thus, the attention will be focused to the solution of the
Navier-Stokes equations. A review of the most common types of formulations for
solving the Navier-Stokes equations is presented next.
4.3. Formulations for Solving the Navier-Stokes Equations
There are various ways to approach the solution of the Navier-Stokes
equations, with each approach yielding a mathematical statement of the problem in
differential form as a set of partial differential equations along with boundary and
initial conditions. The most widely known formulation types are (1) the
vorticity/stream-function formulation, (2) the vorticity-velocity formulation, (3)
vector/scalar-potential formulation, (4) the vector-potential/vorticity formulation,
and (5) the primitive-variable formulation.
4.3.1. Vorticity/Stream—Function Formulation
In the vorticity/stream-function formulation, the vorticity and the stream
function are defined in terms of the velocities and introduced as new dependent
variables to replace the pressure and the velocities. The result is the transformation
of a set of three differential equations in three dependent variables (the pressure
and two velocities) into a set of two differential equations in two dependent
variables. The advantage of this formulation is that continuity is satisfied
automatically. The disadvantages of using the vorticity/stream-function formulation
are that (1) the solution cannot be applied to three-dimensional flows, and (2) that




The vorticity-velocity formulation uses the vorticity as a new variable, and
the momentum equations are written in the vorticity transport form. This leads to
the elimination of the pressure from the problem statement. In two dimensions, one
vorticity component exists --the one normal to the plane of the solution-- which
results in one vorticity transport equation and two Poisson equations for obtaining
the velocity components. The two Poisson equations result from taking derivatives
of the equation defining the vorticity and combining with the continuity equation.
The advantage is that the formulation applies to three-dimensional flows. The
disadvantage is that in three-dimensional cases, the formulation requires six
dependent variables to just solve the Navier-Stokes equations: three velocity
components and three vorticity components. This results in three vorticity transport
equations and three Poisson equations to compute the velocities. Fusegi and Farouk
[32] report that the vorticity-velocity formulation produces stable results for high
Reynolds and Grashof numbers.
4.3.3. Vector-Scalar Potential Formulation
The vector-scalar potential formulation uses a scalar potential function, a
vector potential function, and a vorticity vector function as the flow dependent
variables. The velocity vector is obtained in terms of the gradient of a scalar
potential field plus the curl of a vector potential function. The equation for the
scalar potential is obtained by substituting the resulting expression for the velocity
vector into the continuity equation, and assuming a solenoidal vector potential field.
The vorticity vector equation is obtained by taking the curl of the momentum
equations. An equation relating the vorticity and the vector potential is obtained by
taking the curl of the velocity as defined above. Boundary conditions must be
determined for the scalar potential, the vector potential components, and the
vorticity vector components, which is usually difficult to accomplish. The advantage
of this formulation is that it can treat three-dimensional flows. Among the
disadvantages is the increased number of equations to solve. Another disadvantage
is that boundary-condition discontinuities in the scalar potential may lead to
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spurious solutions as noted by Tutty [128], who also suggests that the alternative
vector-potential/vorticity formulation should eliminate this problem.
4.3.4. Vector-Potential/Vorticity Formulation
The vector-potential/vorticity formulation uses the vorticity vector and the
vector-potential as dependent variables, yielding two vector equations. An equation
for the vorticity vector is obtained by taking the curl of the momentum equations,
thus eliminating the pressure. The velocity vector is expressed as a function of the
curl of a vector potential function plus a complement vector field. The type of such
vector field depends on the problem. Wong and Reizes [136] require in their
formulation that the added vector field be both solenoidal and irrotational. Tutty
[128] states this to be an over-requirement, and suggests that the vector field be
required only to be solenoidal. A relationship between the vorticity vector and the
vector potential is obtained by taking the curl of the velocity vector as defined above.
Boundary conditions must be determined for the vorticity vector components and for
the vector potential components. The advantage of this formulation is the ability to
solve three-dimensional problems in simply or multiply connected regions, as
reported by Wong and Reizes [137]. The major disadvantage is the difficulty in the
determination of the boundary condition for the vector potential, and having to find
an appropriate complement vector field.
4.3.5. Primitive-Variable Formulation
In the primitive-variable formulation, a solution of the Navier-Stokes
equations is sought in terms of the primitive variables of the problem, that is, the
pressure and the velocity components. The energy equation is solved. in terms of the
temperature, enthalpy, or internal energy. The advantage of this formulation is that
it can be applied to two- or three-dimensional flows. The disadvantage of this
method is that an additional equation for pressure must be derived by combining the
continuity and the momentum equations.
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4.3.6. Summary
All of the above formulations lead to a set of differential equations and initial
and boundary conditions, and with the exception of the vorticity/stream-line
formulation, all of the formulation types can treat three-dimensional problems.
However, all with the exemption of the primitive variable formulation require the
introduction of additional variables, which in turn require the restatement of the
differential equations and their initial and boundary conditions. The drawback is
increasing the chances for mistakes and the difficulty associated with the
restatement of boundary conditions, which in some cases may not be feasible,
especially in three-dimensional situations. The primitive-variable formulation, on
the other hand, keeps the original forms of the equations without introducing
additional variables and boundary conditions. As will be shown in subsequent
sections, there are methods available for solving the set of equations formulated in
terms of primitive variables, which prove to be more generally applicable to various
types of domain geometry and boundary conditions. Based on the above
considerations, it was decided to use the primitive-variable formulation.
4.4. Methods for Solving Differential Equations
The first step toward the numerical solution of the partial differential
equations is to use a discretization method to transform the set of differential
equations along with their initial and boundary conditions into a set of algebraic
equations. This involves the discretization of space, time, and fluxes, leading to the
solution of the dependent variable on a finite set of points throughout the solution
domain. There are three major methods used to discretize differential equations: (1)
the finite-difference method, (2) the finite-element method, and (3) the finite volume
method.
4.4.1. The Finite-Difference Method
The finite-difference method is based on the direct application of Taylor
series expansion to the derivatives in the differential equation. Approximations of
-57-
these derivatives are then written as linear combinations of truncated Taylor series
in terms of the dependent variable (or variables) (See Refs. [52] and [1]). The
resulting equation is of algebraic form, and then can be solved numerically. The
main advantage of the finite difference method is its ease of implementation. The
major disadvantage is that satisfaction of conservation laws cannot be guaranteed.
The second disadvantage is that domains with curved boundaries cannot be easily
modeled. Implementation of this method is straight forward in regions where the
physical boundaries match coordinate boundaries. However, application of this
method to regions with non-conforming coordinate surfaces requires special
treatment at the boundary nodes. The accuracy, however, is poor because of the
rough approximation of the boundary contour. Results are improved if the number
of nodes is increased, or if curvilinear coordinates are substituted to obtain a new set
of partial-differential equations such that coordinate surfaces conform to domain
boundaries.
4.4.2. The Finite-Element Method
In contrast with the finite-difference method, which provides point-wise
approximations to the differential equations, finite-element methods provides
regional approximations to the differential equations (See Refs. [52] and [6]). Unlike
finite differences, finite elements can be used directly in regions with curved
boundaries, but the resulting set of equations to be solved becomes much more
complex even in two-dimensional fields.
4.4.3. The Finite-Volume Method
In the finite-volume method, the solution domain is partitioned into "control
volumes" or cells where the differential equations are integrated. Each cell is
assigned a node, usually at the volume centroid, Where the dependent variable is
evaluated. The governing differential equations are integrated over the volume of
each cell. To ensure global conservation, that is conservation through the whole
domain, volume integrals of “fluxed” quantities in these equations are converted into
surface integrals. Examples of these are advection and diffusion terms. Expressions
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for the fluxes are set in terms of the cell-node dependent variable by the use of
appropriate interpolation schemes. A set of one equation per cell results, which is
solved iteratively. Theoretically, this method can be used to integrate the partial
differential equations directly within physical space. This requires that the space is
discretized such that boundary faces are conforming to domain boundaries.
Alternatively, this method can be applied to integrate the equations following a
coordinate transformation, involving the transformation of partial differential
equations by substituting curvilinear coordinates that ensure that domain
boundaries conform to grid boundary faces. Either approach provides the same
solution.
4.5. Discretization of the Differential Equations in Domains with
Curved Boundaries
Integration and discretization of differential equations is relatively straight
forward, when domain boundaries conform to coordinate surfaces, as boundary
conditions can be applied directly to boundary discretization nodes. When domain
boundaries do not conform to coordinate surfaces, special treatment must be applied
to boundary conditions.
The partial differential equations can be discretized using any of the
following methods:
( 1) Direct integration in physical space based on the coordinate system
available and the use of step-wise approximation of boundaries,
(2) Use of coordinate transformation to transform both the solution domain
and the set of equations to a transformed space, where the equations are
integrated and discretized, and
(3) Direct integration in physical space based on control-volume space
discretization.
4.5.1. Direct Integration with Step-Wise Approximation
This approach seems the easiest, but significant errors are introduced by the
step-wise approximation of boundaries. Step-wise approximation of boundaries
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results in excessive surface area at boundary cells, which somehow must have to be
adjusted to properly account for boundary fluxes, or else, boundary fluxes must be
adjusted to math the total flux.
4.5.2. Solution of the Partial Differential Equations in the Transformed
Domain
If a curvilinear coordinate system can be implemented such that the walls of
the physical domain overlap curvilinear coordinate planes, the physical space can be
mapped into the transformed space. Once the differential equations are rewritten in
terms of the curvilinear coordinates, integration and discretization are conducted in
transformed space of rectangular shape (Refs. [2], [28], [126], [127]). Integration is
achieved by any of the methods readily available, for instance, finite-difference. A
drawback of solving the equations in transformed space is that the resulting set of
equations may be quite involved, especially if the curvilinear coordinates are non-
orthogonal. Vector quantities can be stated in terms of Cartesian, covariant or
contravariant base vectors. Covariant base vectors are defined as partial derivatives
of Cartesian coordinates with respect to each of the curvilinear coordinates.
Contravariant base vectors are defined as the gradient of the curvilinear
coordinates. Thus, three covariant- and three contravariant- base vectors exist at
every point. Expression of the Cartesian velocity components in the momentum
equations in terms of Cartesian base vectors is preferred as no “curvature terms” are
involved towards satisfaction of these equations. Advection velocities are usually
written as contravariant velocities. Enforcement of mass conservation is best
achieved using contravariant velocities.
Once the differential equations are stated in transformed space. Integration
and discretization may be done by any of the methods available, i.e. finite difference,
finite element, or finite volume methods. Most of the research has been devoted to
two-dimensional problems. Methods involving non-orthogonal two-dimensional
domains have been proposed by various investigators such as Faghri et a1. [30], Shyy
et al. [120], Hadjisophocleous et a1. [38], Karki and Patankar [58] and others.
Methods involving orthogonal two-dimensional domains have been proposed by
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Raithby et al. [110]. Most of these procedures use variations of the SIMPLE method
for coupling mass and momentum equations.
Very few references were found treating three-dimensional domains. Among
these are publications by Peric [105], and Braaten and Shyy [11]. Peric presented a
thorough and detailed solution procedure for three-dimensional flows, and uses a
hexahedral, co-located (non-staggered) variable/grid arrangement and non-
orthogonal curvilinear a coordinates to transform the differential equations. The
grid is completely defined in terms of the eight vertices of hexahedral cells. Peric
starts by writing the original conservation equations in terms of primitive variables
and in a strong conservation form. (The strong conservation form refers to the form
of the momentum equations in which each term is expressed as the divergence of a
vector or tensor [31].) Cartesian velocity components are calculated at cell nodes
and contravariant velocity components are used at face nodes. Integration is
carried-out in the transformed domain using a finite-volume approach. Coordinate
transformation metrics in the algebraic equations are discretized such that surface
areas and volumes recover their values in physical space. One observation
regarding Peric’s work is that integration of the pressure terms in the momentum
equations is done in terms of volume integrals of the pressure gradient. Therefore,
global conservation is not necessarily enforced for momentum. The work by Braaten
and Shyy dealt with three-dimensional nonorthogonal coordinate transformation
using hexahedral grid structure applied to duct-type flows, but was more oriented
toward the study of pressure-correction methods.
As emphasized by Peric, in getting the discretized equations, care must be
exercised such that volumes, areas, and fluxes are consistent with those in the
physical space. In other words, finite volume equations in the physical space must
be recovered for the solution to be physically realistic. It would seem that having to
introduce additional coordinates to transform the differential equations, and at the
end having to recover their forms in physical space creates an unnecessary “loop”
conducive to additional sources of error. It also seems logical that this loop of could
be avoided altogether if integration of the differential equations is conducted directly
within the physical space domain, as will be seen next.
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4.5.3. Solution of the Partial Differential Equations with Conforming
Boundaries in the Physical Domain
This approach requires that the physical space be subdivided into control
volumes. Domain boundaries then must overlap boundaries of some of the control
volumes. Solution of the partial differential equations requires that volume
integrals of flux terms be converted into surface integrals. This can be achieved
using Gauss’ divergence theorem. This method is very attractive as compared to
the previous one, because all of the calculations are done in physical space without
the need to introduce additional space transformation metrics.
There are several advantages in using this approach. One of them is that
equations stay as they were initially derived, as no additional coordinates are
introduced. Another advantage is that vector directions can be visualized in
physical space, making it easier to follow directions in the three-dimensional space.
Vector Visualization may be difficult, or even impossible when vector components are
expressed in terms of covariant or contravariant base vectors for curvilinear
coordinates.
The strategy for implementing this method is diverse. One way of
implementing this method is based on the so-called “control-volume-based finite
element method,” in which control volumes are assembled from parts of triangular
or quadrilateral elements. The method was implemented with triangular elements
by Baliga and Patankar [8] and Masson et al. [85]. Schneider and Raw [115] used
quadrilateral elements. The above strategies may prove cumbersome when
extending them to three-dimensional geometries. A more general strategy is that in
which control-volumes are not assembled, but directly created in terms of the
associated cell faces. This is the strategy to be used in the present research.
4.6. Space Discretization
Discretization of the spatial domain involves partitioning the domain into
control volumes such that those control volumes adjacent to domain boundaries have
faces that conform to the boundaries of the solution domain. In principle, only a
boundary-conforming grid is required. This allows for both structured and
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unstructured grids. Structured grids refer to those that use a coordinate direction to
establish a geometrical order. This is convenient mainly for identifying which
control volumes are associated with any particular control volume in terms of a
coordinate system. The major disadvantage of structured grids is that computer
space may be wasted if array locations are not assigned to “active” cells.
Unstructured grids, on the other hand, have no coordinate associated for the
organization of the grid, and they are best suited for highly irregular geometries. N0
computer storage space is wasted, since the array containing cell information is now
one-dimensional. Only information as to which faces and which neighboring control
volumes are associated to the current control volume is needed. Solution of the
algebraic equations requires some form of search or look-up table specifying the grid
connectivity. Structured grids, on the other hand, have a coordinate direction
implicit in them, making it easier locating neighboring control volumes or faces.
Structured grids can be generated by the use of any of the grid generation systems
shown next.
Boundary-conforming grid generation is used to create a structured grid in
domains whose boundaries do not conform to the coordinate system in which the
governing partial differential equations are based. Grid generation in this manner
should provide not only a grid in which coordinate surfaces conform to the domain
boundaries, but also an ordered, structured grid. This grid structure is very useful
when solving the system of equations when trying to locate neighboring nodes. The
grid structure is provided by a curvilinear coordinate system based on the
transformed domain. The problem is to obtain the physical-space coordinates in
such a domain by specifying the physical-space coordinates on the boundaries of the
transformed domain. Figure 4-1 serves to illustrate the case where a Cartesian
coordinate system is used to describe position (X1, X2) within the physical space. If
Y 1 and Y2 are the curvilinear coordinates, the problem becomes finding the
functions
X1 = X1(Y1,Y2), (4.1.a)
X2 = X2(Y1,Y2). (4.1.10)
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Figure 4-1. Coordinate Transformation Problem
There are various boundary-conforming grid-generation techniques. They
are second-order-differential-type systems, algebraic systems, orthogonal systems,
conformal mapping systems, and adaptive systems ([128],[127],[126]). Each of these
grid generation systems is briefly described next. For additional details about these
grid-generation techniques, the reader may consult the reference by Thompson, et
al. [127].
Grid generation by second-order-differential-type systems can be sub-
classified into elliptic-, parabolic-, and hyperbolic-type systems. These systems
consist of second-order linear partial differential equations of elliptic, parabolic, or
hyperbolic types [34] written with the physical-space coordinates as dependent
variables, and the curvilinear coordinates as independent variables. One partial
differential equation must be solved for each physical-space coordinate. The
equations are stated as boundary-value problems, or a combination of boundary-
value and free-boundary problem, depending on the type of equation, with the value
of the Cartesian coordinate is specified on the boundary. The mean value theorem
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ensures that the solution within the domain will not have extrema exceeding
boundary values. In other words, solution values for the physical-space coordinates
are guaranteed to be unique for every point. Elliptic systems are used when points
are specified along all of the domain boundaries. Parabolic and hyperbolic systems
can generate grids when points are specified along part of the boundary. Hyperbolic
systems are used when points are specified along one boundary only.
Algebraic systems involve the use of algebraic functions to express
dependency on curvilinear coordinates. The value of the physical-space coordinate is
determined by uni-directional or multi-directional interpolation, depending whether
the dependency is on one or more curvilinear coordinates.
Orthogonal grid-generation systems ensure that grid lines intersect at right
angles in the physical domain. There are two basic types, the one in which
orthogonal trajectories are constructed based on non-orthogonal systems, and the
one based on the solution of partial differential equations.
Conformal mapping systems use complex variable transformations [14] to
generate the grid. The disadvantage is that this system can not be used to generate
the grid in three dimensions, except for trivial cases.
Adaptive systems allow the grid to re-adjust itself during the solution process
of the governing equations such that grid lines become closer to each other in regions
where the dependent variables show large spatial variations.
From the above grid-generation systems, algebraic systems are the easiest to
implement if the Cartesian coordinates of the domain boundaries can be expressed
as a function of curvilinear coordinates. The algebraic grid-generation system was
selected for the present problem, since the domain boundaries can be made to
comply with the above condition.
4.7. Time Discretization
The transient solution of the governing partial-differential equations consists
of solving an initial-value problem of a parabolic-type partial-differential equation in
time. This problemis well posed, as time is specified at the initial-time boundary.
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Numerical solutions methods for well-posed initial boundary-value problems can be
classified as either explicit or implicit formulation methods [130].
Explicit formulation methods assume that the dependent variables appearing
in non-time-derivative terms are evaluated at the “previous” time level. Thus, the
dependent variable appearing in the time-derivative term is expressed in terms of
“previous” values of the dependent variable. This method can be unstable if the
discretization time interval is too large. A stability criterion can be derived by
expressing the dependent variable in terms of a Fourier series, and substituting it
into the discretized equation. This stability criterion results in a maximum time
interval for stability of
A, (A9; (4.2)
27
where Ax is the characteristic grid spacing, and yis the diffusivity, which depends on








Implicit formulation methods remove the restriction of having to evaluate the
dependent variables appearing in terms not containing time derivatives at the
“previous” time level. Some of the established implicit formulation methods are the
backward-differencing method, the Crank-Nicolson method, and the Dufort-Frankel
method. The Backward-differencing (fully implicit) method assumes that the
dependent variable appearing in the terms not containing time derivatives are
evaluated at the “new” time level. This method is unconditionally stable, providing
a solution for any discretization time-interval size. The Crank-Nicolson method uses
values of the dependent variable at both “previous” and “new” time levels. The
Dufort-Frankel method uses values of the dependent variable from three time levels:
the “new” time level, the “previous” time level, and the “before-previous” time level.
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Other time-discretization formulation methods have been developed, but they will
not be mentioned here. For further details, the reader may consult Ref. [130] by
Vemuri and Karplus, or any book in numerical solutions of differential equations.
Due to its simplicity, and good stability characteristics, the fully implicit, backward-
differencing formulation method will be used for time discretization in the present
numerical model.
4.8. Flux Discretization
The finite-volume method yields a set of conservation equations with fluxes
crossing cell faces expressed in terms of the dependent variable and its derivatives.
Since the dependent variable is evaluated at cell nodes, some interpolation scheme
must be used to express the value of the dependent variable and its derivatives in
terms of the dependent variable at cell nodes. In selecting interpolation schemes for
advection and diffusion fluxes, three characteristics are important. First, the
scheme must be stable and provide a physically realistic solution; that is, it must
provide a bounded solution (in the absence of sources) for cell-node variables.
Second, it must provide adequate, if not minimal false diffusion. False diffusion is a
deficiency in a numerical method resulting from the approximation of fluxes,
producing an artificial “spread” of the physical quantity at a rate above theoretical
levels. The effect is similar to that produced by an increased diffusivity. Third, the
discretization scheme must use the minimum possible number of interpolating nodes
and variables, so its implementation into computer coding becomes as simple as
possible, requiring minimal storage.
Some of the most common interpolation schemes are the central-differencing
scheme (CDS), the upwind-differencing scheme (UDS), the quadratic-upwind-
differencing scheme (QUDS), the skew-upwind-differencing scheme (SUDS), the
exponential-differencing scheme (EDS), the power-law-differencing scheme (PLDS),
and the locally-analytic-differencing scheme (LOADS).
The central differencing scheme (CDS) is one of the simplest interpolation
schemes for face fluxes. This scheme requires that the dependent variable be
available at two adjacent cell nodes. A linear interpolation provides the value of the
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dependent variable and its derivative at the face-node location. False diffusion
occurs in flows, where the “cell” Peclet number representing the face flow is different
from zero. The cell Peclet number, (also “Peclet” number), is defined as the ratio of
advection to diffusion of a given physical conservation quantity (momentum or
energy) within a characteristic grid size, L:
Pe =fl, (4.4)
7
where u is the fluid velocity and 7is the diffusivity.
A stability criterion for uniform grids results in a limiting Peclet number of
two. When the Peclet number reaches that limit, the dependent variable at the face
node reaches the value at one of its cell-node neighbors. For Peclet numbers greater
than two, the interpolated variable at the face-node location exceeds the values at its
neighboring cell nodes. This may lead to instability in the numerical convergence
process in high-velocity, or more precisely, high cell Peclet-number flows [52, p.82].
Therefore, CDS should be used only for low Peclet-number flows.
The simplest way to eliminate the unboundedness of CDS is to calculate the
advection flux by setting the value of the dependent variable at the face-node equal
to the upstream cell node. This scheme is known as the upwind differencing scheme
(UDS). The diffusion flux could still be calculated via CDS. The UDS resolves the
stability problem found in CDS, since the interpolated variable is guaranteed to fall
within the range of cell-node values. This is, however, at the cost of additional false
diffusion in low-velocity flows.
To take advantage of the stability of UDS at high flow velocities, and the
lower amount of false diffusion of CDS at low flow velocities, a hybrid scheme can be
devised based on these two schemes. The hybrid-differencing scheme (HDS) uses
velocity-dependent weighing factors that favor CDS when advective rates are low
and UDS when advective rates are high. There are various versions of HDS,
depending on the type of functional velocity dependency of the weighting factors.
The unweighted version of this scheme uses CDS for Pe < 2 and UDS for-Pe _>_ 2.
The quadratic upwind differencing scheme (QUDS, also known as QUICK
[74]) is a second-order differencing scheme that, in one-dimensional applications,
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uses one nodal point downstream, and two nodal points upstream of the desired
interpolation location. Therefore, five points are used per control volume in one-
dimension. In two-dimensional problems using quadrilaterals, nine points are used,
and in three-dimensional problems using hexahedra, 13 points are used. A two-
dimensional version of the scheme uses 12 points instead of five for two-dimensional
problems. The extra points are added to the corners of the quadrilateral cell. A
three-dimensional version uses 35 interpolation points instead of the 13 used in the
one-dimensional version, with the extra 12 points added along the edges of the
hexahedra. QUDS has been shown to have a lower amount of false diffusion as
compared to first-order schemes, such as the CDS. However, as with any other
polynomial schemes, QUDS may yield unrealistic solutions if the advective flux
becomes large [138]. In one-dimensional flows, the scheme becomes unstable when
the cell Peclet number exceeds two, as was tested by the author, and to avoid this
problem additional cells must be added until the cell Peclet number drops below two.
The skew-upwind differencing scheme (SUDS) is similar to the UDS in that
upstream values are used as face-node values. The difference is that the upstream
point is aligned along the flow direction. The dependent variable is interpolated at
this point, and its value assigned to the face node location.
The above interpolation schemes are based on polynomial functions. A
second class of differencing schemes can be derived based on the solution of partial
differential equation of the general advection/diffusion equation. The simplest of
them is the exponential differencing scheme. The exponential differencing scheme
(EDS) is a two-point interpolation scheme, based on the exact solution of the one-
dimensional advection/diffusion partial-differential equation, with no sources. It
provides the value of the dependent variable and its derivatives at any location
within the integration interval. With known values of the independent variable at
cell-node locations, and a known face-node velocity, EDS provides the value of the
dependent variable and its derivative at the face-node location. EDS provides a
smooth behavior as the flow velocity changes. EDS provides the exact solution for
one-dimensional advection/diffusion with no sources. In the case of two- and three-
dimensional flows, and flows with volumetric sources, this scheme may provide a
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reasonable approximation for the dependent variable. This, however, is at the
expense of added false diffusion.
The power-law-differencing scheme (PLDS) is a fifth-degree-polynomial
approximation to the exponential differencing scheme [103].
The locally analytic differencing scheme (LOADS), proposed by Wong and
Raithby [138] is based on an exponential scheme with a source added. The source
takes into account cross-flow effects and other sources appearing in the differential
equation.
The CDS, UDS, QUDS, and SUDS are insensitive to the strength of
advection. That is, the “shape” of the interpolation function does not depend on flow
velocity, but on the dependent variable at cell nodes. This is a deficiency, and a
potential source of instability, which could lead to physically unrealistic solutions
and even divergence.
Leschhziner [77] (1980) compares the unweighed HDS, a hybrid CDS-SUDS
(CSUDS), and a weighed variation of QUDS (WQUDS) against the UDS.
Leschhziner reported that the UDS might result in severe solution errors in high
velocity, skew-flow regions. CSUDS and WQUDS were found to produce better
solutions, but they presented some unboundedness problems.
Huang et al. [47] (1985) compared the PLDS, QUDS, SUDS, and LOADS.
The schemes were tested in six cases against analytical solutions or highly accurate
numerical solutions. They reported that all of these schemes were more accurate
than the upwind scheme and suggested avoiding PLDS, unless the grids were closely
aligned. They indicated that LOADS might fail to converge because of the iterative
nature of the scheme. SUDS was reported as accurate, in general, but in some cases
it provided results no better than PLDS (exponential power law). QUDS was
reported as the most accurate, but it required approximately 65% more
computational time than PLDS using a similar mesh. It may be argued that QUDS
may be made stable by adding more cells, as computer memory becomes larger and
less expensive. However, this is at a cost of additional computational time. An
additional problem is that as with most problems, the final flow solution is not
known in advance and, therefore the velocity field. The implications are that
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perhaps several trials could be needed until the grid is fine enough to produce stable
results. One more disadvantage is that the implementation of adaptive grid
procedure could not guarantee successful convergence, since the process involves the
use of a coarse mesh at various stages along the process.
There is no restriction as to having to select the same scheme for both
advection and diffusion fluxes. As in the case of the upwind differencing scheme, the
dependent variable and its derivative may be calculated using two different
functions. In the present research, QUDS was initially selected because of its
attractive reduction of false diffusion, but later abandoned and replaced with the
EDS because of stability concerns.
4.9. Grid/Variable Arrangement
In principle, the physical space could be discretized differently for each
equation, as long as conservation holds for each of the discretized equations.
However, thismight be impractical, and it is best to establish an order to facilitate
addressing variables from one equation to the next. The most basic types of grid
arrangement for hexahedral topology are shown in Figure 4-2. These are (1) the co-
located (non-staggered) grid arrangement, (2) the staggered grid arrangement, and
(3) the dual grid arrangement.
In the co-located (non-staggered) grid arrangement, pressure, temperature,
and velocity nodes are co-located at cell-node locations. The conservation laws
associated with these variables are applied to a single control volume (cell)
(Figure 4-2.a). Geometry specification for this arrangement is the simplest, as there
is one set of control volumes in the whole domain. The staggered grid arrangement,
evaluates pressure and temperature at main cell-node locations, while velocities are
evaluated at face-node locations. In Cartesian coordinates, velocity components are
staggered in the respective coordinate direction. This arrangement is the most
complex from the geometry viewpoint, as one geometry set is required for each.
staggered direction, demanding additional computer storage and processing
resources. In hexahedral topology, for instance, staggered grids have four cell
geometry sets, one for the main control volume, and one for each staggered velocity
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control volume (Figure 4-2. b). The dual grid arrangement, in which the pressure
and temperature are evaluated at cell nodes, while the velocities are evaluated at
the cell-vertex nodes. Dual grids have two cell geometry sets, one for the main cells
(for evaluation of pressure and temperature), and one for the velocity cells
(Figure 4-2.c). This suggests that geometry-related bookkeeping should be easier to
handle as compared to the staggered-grid arrangement.
The staggered grid arrangement introduced by Harlow and Welch [40],
results in the simplest set of equations to solve, with the fewest variables. This grid
arrangement is suitable for equations where the velocities are aligned with the
coordinate lines, as in Cartesian, cylindrical, and polar coordinate systems. A
version of the dual grid was used in two dimensions by Hirt, Amsden, and Cook [43].
This version had the boundaries of the velocity control volumes running along
diagonal lines connecting pressure cell nodes. No published research was found
using this approach for three-dimensional applications.
A very limited use of the co-located grid arrangement has been found in the
past because of inconsistencies in the way the pressure equation was obtained.
Peric [105] was successful in using the co-located grid arrangement for the general
three-dimensional solution of the Navier-Stokes equations in non-orthogonal grids,
producing satisfactory results for flows in pipe networks. The co-located grid is
attractive because only one set of parameters is used to describe the geometry for
the grid structure.
Shih, Tan, and Hwang [117] studied the accuracy of these and other grid
arrangements in the solution of two-dimensional, Navier-Stokes-type flows, and
concluded that the dual grid arrangement shown in Figure 4-2.c, was the best
arrangement in terms of “overall performance”, and that adequate solutions were
obtained by the staggered-grid arrangement. They reported that the co-located
arrangement provided high accuracy, using higher order interpolating functions.
4.10. Iteration Structure for an Initial-Value Problem
Solving an initial-value problem involves a procedure for advancing the
solution along the time axis. A discretization scheme should provide the solution at
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discrete locations along the axis. Depending whether an accurate transient solution
is required, a “true” or “false” advancing scheme may be used -- the difference being
whether the transient solution at the discrete steps is accurate. Within each time
step, iterations may be needed to produce acceptable solutions. These iterations are
called outer iterations and are made within an outer loop. Outer-loop iteration steps
may involve sub-iterations to resolve the individual variables in what are called
inner-loop iterations. A schematic of this process is shown in Figure 4-3.
4.11. Derivation of the Pressure Equation and Solution of the
System of Mass-Momentum Equations
The most challenging problem in the solution of the system of equations is to
solve the system of mass and momentum equations. When using primitive
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Value Problem
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variables, a pressure equation is obtained by combining the mass and momentum
conservation equations. It can be initially obtained in differential form or in
discretized form. To obtain a pressure equation in differential form, the divergence
of the momentum equation in vector form is taken, which results in a Poisson
equation for pressure. This equation is, then integrated and discretized to obtain an
algebraic form of the pressure equation. To obtain a pressure equation initially in
discretized form, the velocities in the algebraic forms of the momentum equations
are substituted in the algebraic form of mass conservation, which results in an
algebraic form of the pressure equation. In order for the two methods to produce the
same result, discretization of the divergence operator in the mass-conservation
equation, and the pressure-gradient operator appearing in the momentum equations
must be done consistently for the two methods. If the divergence and/or gradient
operators are discretized incorrectly, conservation of mass and/or momentum may
not hold for the discretized space. To avoid this problem, it is best to construct the
pressure equation from the algebraic forms of mass and momentum equations.
The system of mass and momentum conservation equations is an initial-
value problem, and discretization algebraic equations may be solved using time
explicit or time-implicit methods. The discussion in the sections below assumes a
rectangular, staggered-grid arrangement for the sake of simplicity, but without
compromising generality to other types of grids. In this arrangement, pressure is
evaluated at the mass-conservation cell node, and velocities are evaluated at
staggered momentum cells, with cell nodes at the locations of mass-conservation face
nodes.
4.11.1. Time-Explicit Methods
Most of the early effort in the development of time-explicit methods was done
by researchers at Los Alamos Laboratory in the 1960’s and 1970’s. In a time-explicit
method, the dependent variables at the new time level are calculated based on
values at the previous time level. If n denotes the time-step level, the velocity at the




u n+1_ n u j n -_
ai ui —. E aj ui,j+bi—p —Z[A p ] ,i—1,2,3, (4.5)
j=nb(i) j=1 j-
where the most recent set of velocities must be corrected for mass conservation at
the new time level:
j+
3
u’-’+1A ] = 0 4.EJ , , f < 6)
Time-explicit methods advance the solution one time-step at a time without
the need of iterations, but as discussed earlier, these methods require careful control
of the time-step size, or divergence may occur. Many times an accurate transient
solution is not needed; this is the case in steady-state problems, where the solution
is desired at steady state, but it can be obtained using false-transient methods. In
order to have a solution procedure applicable to both these types of situations, an
implicit method is preferred.
4.11.2. Time-Implicit Methods
In fully implicit methods, the dependent variable is evaluated at the new
time-step level. This applies to both mass and momentum equations. In the
momentum equations, cell-node velocities are calculated in terms of the cell-






un+1_ Z ajuun+l+ p—le:Aj pn+1] , i = 1, 2,3 , (4.71))
j:—nb(i) 1:1 j—
where bib_p is the constant term containing all of the remaining terms contributing
to momentum, except terms involving pressure. Similarly to explicit methods, cell-
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face velocities must be somehow adjusted to satisfy mass conservation at the new
time-step level:
j+
:1 [$1.41.] = 0 (4.8)
J
In fully implicit iterations methods, iterations are usually made within one time step
to obtain the mass- and momentum-conserving solutions.
For the derivations ahead, it is more convenient to drop the time—step index,





a? u, = Z a? ui,j+bf‘_p—Z[AJ p ] ,i=1,2,3. (4.9.b)
j=nb(i) j=1 j-
Robustnes_s ofa Solution Procedure
An iterative solution is robust if at the end of each iteration step, both mass
and momentum are satisfied. This is not so easily achieved, and most methods
attempt to satisfy these equations at least individually once through the iteration
step. Self-consistency is another factor affecting robustness. An algorithm in which
both pressure and velocity are calculated self-consistently to produce the desired
conservation equation is, in principle more robust than one in which velocities and
pressure values are calculated without self consistency; however, converged
solutions are still possible.
A Basic Solution Advancing Scheme
A simple solution advancing method [31] uses the properties of the existing
velocity field to calculate a pressure field that is forced to satisfy mass conservation.
The basic idea is to “split” the algebraic operators in the momentum equations along
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the iteration axis such that the “corrected” velocities at them of the current
iteration are expressed in terms of intermediate velocities at the current iteration
and the pressure at them of the current iteration. This may be done as follows.
The first step is to rewrite the momentum equation 4.9(b) in terms of the updated
(intermediate) velocities and the previous-iteration pressure values as follows:
j-l-
3 .




where ugn 1s a “pseudo-velomty,” expressed as:
* 1 *




Gil = —. (4.12)
G?“
The second step is to “split” the velocity operators in Eq. (4. 10) along the
iteration axis (m), such that the velocities at the end of the iteration cycle is
expressed in terms of intermediate velocities and pressure values at the end of the
cycle. The new momentum equation becomes:
j+
3 .
ugn=agn —Z[GJ pm] , i=1,2,3. (4.13)
j=1 ._
J
If this new set of velocities are substituted into the equation for mass conservation,
the resulting pressure field, pm , mu_st be consistent with mass conservation.
Substituting Eq. (4. 13) into Eq. (4.9.a) yields the equation for pressure at the new
iteration level, m:
P m_ P m P
acpc _ Z ajpj +b '
(4.14)
j=nb(c)
The resulting pressure can now be used to calculate the mass-conserving velocities
using Eq. (4.13). The concept for this method is shown as a variable-equation flow
chart in Figure 4-4.
In the above method, pm‘1 and u’”’ are self-consistent for momentum
conservation, while p’" and u’” are self-consistent for mass conservation. Thus, at
the end of the iteration step, only mass is satisfied self-consistently. Momentum was
satisfied at the intermediate step.
Prediction-Correction Advancing Schemes
Most of the effort in the past to advance the pressure-velocity solution
systematically has been focused on prediction-correction methods. In prediction-
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corrections to velocity and pressure to satisfy mass conservation at the end of the
iteration step. These methods are based on the use of velocity and pressure
correction quantities to modify the previous values for consistency with mass
conservation at the end of the iteration cycle. The equations for the variables at the
new iteration level can be written as:
ug” = ug" + u; (4.15.a)
pm = pm”1 + p' (4.15.b)
where “i is the velocity corrector and p’ is the pressure corrector. If the
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respectively, then subtracting Eq. (4.16) from Eq. (4.17), and substituting Eq. (4.15)
yields an equation for the velocity corrector in terms of pressure correctors, as:
J"!-
03%:- =2 0;? U1,--12311[Aj p] ,i=1,2,3.
(4.18)
j:—n b(i) j—




where 1.1;: is the pseudo-velocity-corrector, expressed as:
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., 1 u 1 .
ui :7. Z . a]. um. ,i=1,2,3, (4.20)
at J=nb(t)
and Gj is as defined in Eq. (4.12).
Substitution of Eq. (4.19.a) into Eq. (4.15) yields an equation for the velocity at the
end of the iteration step based on the intermediate velocities, pseudo-velocity
corrector, and pressure corrector:
* 3 ' v
uln=ufn +12; -Z[Gijp:l ,i=1,2,3. (4.21)
The above equation can be used to obtain the corrected, mass-conserving
velocities at the end of the iteration, once the pressure corrector is known. To do so,
Eq. (4.21) is substituted into mass conservation, Eq. (4.19.a), which yields an
equation for the pressure corrector as:
“51" = 2 01’1”} + b”:
(4.22)
j=n b(c)
where bp is a constant term containing intermediate velocities, u£n*, and pse udo-
velocity-correctors, 12'.
At the start of the iteration process, the velocity corrector, u; , is unknown,
and so is the pseudo-velocity corrector, 122, appearing in Eq. (4.21). In principle,
these terms could be either approximated, or calculated as subsequent steps Within
the same iteration. Ultimately, velocities at the end of the iteration step, the process
should result in the set of velocities, corrected for mass conservation, uLm, and the
pressure, pm .
There are a number of implicit methods using primitive variables and a
prediction-correction approach, developed within the past four decades by various
investigators. Some of the most commonly known algorithms are SIMPLE (by
Caretto et al. [13]), SIMPLER (by Patankar [103]), SIMPLEC (by van Doormaal and
Raithby [27]), and PISO (by Issa [51]). These algorithms were originally developed
based on staggered velocity grids. Reviews of the first set of methods above have
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been made by Jang et al. [53] (1986) and Ferziger and Peric [31] (1996). Other
algorithms have been proposed in the past, many of which are variations of
SIMPLE. Examples of other algorithms are in Refs. [12], [111], and [71].
The SIMPLE algorithm (Caretto et al. [13]), first predicts the intermediate
velocity field, uL’n*, from the previous-iteration pressure values, and calculates the
pressure corrector by neglecting the pseudo-velocity-corrector, Ll": , appearing in Eq.
(4.21). This results in the following velocity-correction equation:
J
ufn =ug"*—§3:[Gij p'] ,i=1,2,3. (4.23)
j=1 j—
In this case, the constant term, bp’, in Eq. (4.22) contains only intermediate
velocities, uzn”. Substituting this equation in the discretized equation for mass
conservation yields the pressure corrector equation, which is solved and the
pressure-corrector field obtained is substituted back in the above equation to obtain
correct the corrected velocities. The pressure is calculated by adding the pressure
corrector to the previous-iteration pressure values.
The SIMPLER algorithm proposed (Patankar [103]) uses the same approach,
predicting a velocity field using the previous-iteration velocity and pressure fields,
and corrects the velocity field with the pressure corrector, neglecting the pseudo-
velocity-corrector, Llé. The pressure, on the other hand, is not corrected, but instead
obtained from the corrected velocities, uf” . This approach, however, creates an
inconsistency, as the pressure itself is predicted from the combination of mass and
momentum equations, but not corrected for mass conservation. Hence, the
SIMPLER algorithm has one predictor step for velocity and one predictor step for
the pressure, but correction is done only for velocity.
The SIMPLEC algorithm (van Doormaal and Raithby [27]) uses an
approximation to lessen the impact of neglecting L22. The method subtracts the
term:
3










where the pseudo-velocities are now expressed as:
"-—1— Z a’lu'n —u'- '-123 (426)
ul _ u J
1,“, L t l"- : 7 y
.
at j=nb(i)
and the pressure factors are expressed as:
. ,Aj
Gil = . (4.27)
u u '
ai ‘ 2 “j ui,j
j=nb(i)
 
The newly defined pseudo-velocity corrector, 12;, is neglected, assuming the right-
hand side of Eq. (4.26) is small, resulting in an equation similar to that in SIMPLE,
but with the pressure factors modified, as shown in Eq. (4.27).
The PISO algorithm (Issa [51]) uses one prediction step for the velocity based
on momentum conservation, and several correction steps for velocity and an equal
number of prediction steps for pressure, both of these consistent with mass
conservation. The velocity correction steps are based on the operator-splitting
technique, in which the velocity is discretized explicitly in time and the pressure is
discretized implicitly. The resulting velocities can be substituted into mass
conservation and the resulting equations solved for the pressure, as the first
predictor step. This pressure field is then substituted into the explicit equation just
derived, to obtain the corrected velocities. This process, in theory, can be repeated
any number of times, but Issa suggests that two times to be an acceptable minimum
number. The end if the second correction stage, becomes then the end of a full
iteration step. The main difference between PISO and the former algorithms is that
the iteration step is actually a time step, and the solution after the correction steps
is assumed available as the solution of the “next” time step. Therefore, care must be
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exercised in determining the time-step size when trying to calculate time-accurate
solutions, as the error in the solution depends on it, as indicated by Issa.
A summary of the calculation sequence for the above algorithms is shown in
Figure 4- 5. A summary of the number of prediction and correction steps, as well as
consistency characteristics is shown in Table 4-1. All of the algorithms discussed
have one prediction step for the velocity field based on the equation for conservation
of momentum. SIMPLE, SIMPLER and SIMPLEC have one correction step for the
velocity, whereas PISO allows for several velocity-correction steps. SIMPLE and
SIMPLEC have one pressure correction step. SIMPLER has one pressure prediction
step, but inconsistent with mass conservation, whereas PISO allows for various
pressure prediction steps consistent with mass conservation. All of the algorithms,
except SIMPLER enforce self-consistently between the pressure and velocity fields
with mass conservation at the end of the iteration step. In the SIMPLER algorithm,
only the iteration-final velocities are necessarily consistent with mass conservation.
The pressure is calculated following the velocity correction, in an explicit manner.
In other words, substituting these pressure values back into the velocity equations
would not necessarily reproduce the same velocities. Therefore, the pressure field
that results at the end of each iteration step is not necessarily consistent with mass
conservation, unless a converged solution exists. There can be no assurance that a
solution algorithm for the pressure-velocity-coupled solution will always converge.
Depending on the type of boundary conditions and the magnitude of momentum
sources, under-relaxation may be required to enable convergence, either by using
weighing factors between previous and next solutions, and/or by decreasing the time
step (adding “inertia”).
In their review, Jang et al. [53] indicated that PISO demonstrated robust
convergence in problems where the momentum equations was not coupled with
other scalars, i.e. temperature, and that it required less computational effort than
SIMPLER of SIMPLEC. However for strongly linked problems, SIMPLER and
SIMPLEC exhibit better behavior. No clear superiority was established between
SIMPLER and SIMPLEC, but SIMPLER was reported to have a rather inconsistent













































































































































































































































































































































































































































































































































































































































































Table 4-1. Summary of Common Implicit Prediction-Correction
Pressure-Velocity Solution Algorithms
SIMPLE SIMPLER SIMPLEC PISO
 
 
Velocity Prediction Steps 1 1
1 1
Velocity Correction Steps 1 1 1
various
Pressure Correction Steps 1 0 1
0
Pressure Prediction Steps 0 1 0 var
ious
The Pressure is Necessarily
Self-Consistent with Mass Yes N0 Yes Yes
Conservation
p "l p m p n+1
Variables Consistent with AND u m AND AND
Mass Conservation m m
M}
u u u
In the above methods, the solution is advanced simultaneously for the whole
field at every step through the iteration process. There are other methods, such as
the SIVA solution procedure proposed by Caretto et al. [12] (1972), in which the
solution is advanced on a cell-by-cell basis. That is, the cell pressure and face
velocities are calculated simultaneously to satisfy mass conservation for one cell at a
time. The calculation is repeated for every cell in the domain until convergence is
achieved.
4.12. Summary
This chapter reviewed the methods available to approximate the governing
differential equations and solve them numerically in a domain of arbitrary shape.
The types of formulations were reviewed, namely the vorticity/stream-function
formulation, the vorticity-velocity formulation, the vector/scalar-potential
formulation, the vector-potential/vorticity formulation, and the primitive-variable
formulation. The primitive-variable formulation was selected because it allows for
the solution of the equations without the need for introducing additional variables,
and because there are methods available for the solution of three-dimensional flows.
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Then, the methods for solving the governing differential equations were reviewed,
namely the finite-difference method, the finite-element method, and the finite-
volume method. This was followed by a review of methods for discretizing the
equations in domains with curved boundaries. The finite volume method with direct
integration within physical space was selected because it may be used to solve the
governing equations in domains of arbitrary shape, while allowing for the solution
without the need to transform the differential equations. The various methods to
discretize the space in domains with curved boundaries was reviewed, along with
grid-generation systems, namely second-order-differential systems, algebraic
systems, orthogonal systems, conformal mapping systems, and adaptive systems.
Algebraic grid-generation systems were selected for the present problem geometry
because of the simplicity in the implementation. Methods for time discretization
were reviewed and the fully implicit method was selected because of its
unconditional stability. Flux discretization schemes were reviewed, namely, the
central-differencing scheme (CDS), the upwind-differencing scheme (UDS), the
quadratic-upwind-differencing scheme (QUDS), the skew-upwind-differencing
scheme (SUDS), the exponential-differencing scheme (EDS), the power-law-
differencing scheme (PLDS), and the locally-analytic-differencing scheme (LOADS).
The QUDS was attractive from the point of view of reduction in the false diffusion,
but at a cost of unacceptable sources of instability in high Peclet number flows. This
scheme was initially selected, but later replaced with the exponential-differencing
scheme (EDS) to remove the stability problems at the expense of added false
diffusion. It was also concluded that the levels of false diffusion could always be
reduced, however, by refining the mesh.
The arrangement for placement of nodal points where variables are
calculated in relation to the grid was reviewed. The basic types of arrangements are
the co-located, staggered, and dual grid-variable arrangements. The co-located
arrangement was selected because it requires only one set of geometrical data,
allowing for all of the variables to share the same control volume and faces, thus
minimizing bookkeeping.
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The basic principles behind the iterative processes for solving the set of
equations were reviewed. The terminology and the basic iteration loop structure
applicable to both transient and steady-state problems was defined in terms of the
outer loop and inner loops. The rationale for the derivation of the pressure equation
was presented in terms of time-explicit and time-implicit methods. The concept of
“robust” iteration procedure was introduced requiring that pressure and velocities
were self-consistent with mass and momentum conservation at the end of an outer
iteration cycle. The basic concept of iteration progress by splitting operators was
reviewed, in which the velocity is predicted using the momentum equations, and
then corrected by readjusting the pressure field to enforce mass conservation. This
was followed by a review of common implicit iteration procedures, namely, the
SIMPLE, SIMPLER, SIMPLEC, and PISO procedures. The first three procedures
may involve multiple outer-loop iterations within a time step, while the later
involves a single iteration. All of these procedures are based on the prediction-
correction concept in which a velocity field is predicted based on satisfaction of the
momentum equations, and then corrected based on the satisfaction of mass
conservation. It was concluded that in the above procedures, pressure and velocities
are self-consistent with mass conservation at the end of an outer-loop iteration cycle
with the exception of SIMPLER, in which only the velocity is consistent with mass
conservation. Based on the review on the iteration procedures, no significant
advantages are shown by the predictor-correction implicit procedures over the basic
“projection” procedure using splitting velocity operators. Selection of the final
procedure seems a matter of preference. The SIMPLER algorithm was initially
selected for this research, but as was demonstrated from tests by the author, its
stability depended from the accurate solution of the pressure equation with
sometimes, large over-relaxation. This algorithm was subsequently replaced by the
basic “projection” procedure, which proved to be more robust and stable, producing
solutions with minimal adjustment of relaxation parameters and without having to
solve the pressure equation to a tight tolerance.
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5. THE MATHEMATICAL MODEL
5.1. Scope of the Model
The mathematical model must portray all modes of heat transfer from the
heat source to the surroundings (ultimate heat sink). For convenience, the physical
domain is divided into two sub-domains having separate models: the inner domain,
and the outer domain. The inner domain is defined as the liquid-lens system itself.
It comprises (1) the CRT face panel, (2) the enclosure frame, (3) the meniscus lens
and (4) the liquid coolant. The outer domain comprises that part of the system that
is not included in the inner domain. It includes (1) the portion of the CRT that is not
part of the face panel, (2) the enclosure frame extensions, (3) the mounting frame
itself, (4) the focusing lens, and (5) the cabinet internal environment. The enclosure
frame extensions are plates used to attach the enclosure frame to the mounting
frame. The cabinet internal environment is the “ultimate” heat sink. It consists of
the air (within the TV cabinet) and elements involved in thermal radiation
exchange, such as the cabinet surrounding structure and electronics.
Figure 5-1 shows the liquid-lens system domain and boundary conditions.
The boundary conditions can be modeled in terms of heat-flux type and a convective
type boundary condition. Heat flux is applied to the raster region at the back of the
face panel, and the convection-type boundary condition is applied to all of the liquid-
lens system boundaries. The convective-type boundary condition is modeled in
terms of a “local ambient” temperature associated with a local effective-heat-transfer
coefficient, which may involve convection, conduction, and radiation. Values for the
local ambient temperature and the local effective-heat-transfer coefficient are
associated with each boundary and may vary depending on location. The
mathematical model for the inner domain will involve a numerical solution using
computational fluid dynamics and heat transfer model. Thermal models for the
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5.2. Assumptions in the Derivation of the Numerical Model for the
Heat Transfer and Fluid Flow within the Liquid-Lens System










Mass, momentum, and energy transfer occur in an inertial frame of
reference.
The liquid-lens system is composed of fluid and solid homogeneous
phases.
The fluid and solid phases are isotropic materials; that is,
thermophysical properties are independent of direction.
The fluid is incompressible and the solid is rigid.
The fluid is Newtonian. That is, the shear stress tensor is linearly
dependent on the rate of shearing strain and the coefficient of viscosity is
independent of the rate of shearing strain.
The only body forces acting on the system are gravitational forces.
Both the fluid and solid phases have constant thermophysical properties,
and the density in the body-force terms is dependent only on
temperature. That is, the Boussinesq approximation is valid. The
viscosity, thermal conductivity, and specific heat are constant.
Conduction heat transfer obeys the Fourier-Biot law.
Thermal radiation may be neglected.
(10) The effects of viscous dissipation in the natural convection flow in the
liquid-lens coolant are negligibly small.
5.3. Dependent and Independent Variables
The governing equations shall be stated according to the Eulerian method of
description, with the independent variables being the position vector, X , and time, i‘.
The dependent variables shall be the temperature, T, the velocity vector, (7 , and the




P8 = PS (X, f). (5.3)
5.4. Conservation Laws
The conservation laws in differential form are applied to a differential system
element (elemental system) of mass m and volume 14' moving and deforming through
a three-dimensional space, as shown in Figure 5-2. The elemental system is subject
to surface forces, body forces, and surface heat and work transfers.
5.4.1. Law of Conservation of Mass
The conservation equation for mass for an elemental system is written as
D_/j+pv.z7=o, (5.4)
Dr
where the time derivative denotes total or material derivative, ,0 is the mass density
defined as:
,0: lim 1‘1, (5-5)
M . Control Surface
Volume Element V ”is” My Defining the
(Control V0111 e) 0 ume. Control Volume
Surface Element
 
Figure 5-2. Elemental System
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and I7 is the velocity vector. The equation for conservation of mass can
alternatively be written for an elemental control volume as
Z+ v-(pU)0= (5.6)
5.4.2. Newton’s Second Law of Motion
Newton’s second law of motion states that the mass of a particle (elemental
system) times its acceleration is proportional to the summation of all external forces
acting on it. This law can be stated as a conservation equation for lineat momentum
on a per unit volume basis as [133]:
pzDU 1 1
where fs is the surface force per unit volume, and fb is the body force per unit
volume. If the surface force is expressed in terms of the stress tensor and the body
force in terms of the gravitational acceleration, the above equation can be rewritten
as
DU - ,
p—. = “IF + pg. (5.8)
Dr
where T is the stress tensor and g is the gravitational acceleration vector. It is
convenient to decompose the stress tensor into a pressure component independent of




where 'JI‘S t r is the strain-induced stress tensor containing the stresses produced by
fluid strain alone, and P8 is the static pressure. A linear dependence of stress to
strain yields the following equation form:
p—D—~ _—v{y[(V l7)+(v U)T]+ AV-UII}—VPS + pg, (5.10)
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where [u is the coefficient of viscosity, /1 is the coefficient of bulk viscosity, 1 is the
unit tensor, and ( )T denotes the matrix-transpose operator. For a constant-
viscosity fluid, the above equation reduces to:
a??? = W217 + WT (7.0) + ”(v-(7)11 —VPS + pg. (5.11)
T
For an incompressible-flow, the above equation reduces to
pD—q = pVZU—VPS + pg. (5.12)
Dr
The above equation may be written for an elemental control volume by applying the
total derivative operator on the left-hand side of the equation, which yields.
p[%+ U-v (7] = ,uVZU—VPS + pg. (5.13)
5.4.3. Law of Conservation of Energy
The basic form of the equation for energy conservation originates from the
first law of thermodynamics, which states that energy can be neither created nor
destroyed. This can be stated for a material particle (elemental system) on a per-
unit mass basis as [133]:
D
De __ eout (5.14)
B? — Di ’
where e is the total energy per unit mass, and eout is the net effluxed energy per
unit mass. The effluxed energy is composed of heat and work exerted by the
material particle on its surroundings. The heat component accounts for conduction
heat transfer out of the element. The work component accounts for advection of
kinetic and potential energy, strain-related dissipation, and pressure boundary
work. Substituting expressions for these components into Eq. (5.14) yields
-.




where 6" is the heat flux vector, and (I) is the dissipation function, which accounts for
the transformation of kinetic energy into internal energy, because of fluid strain.
The total energy in the elemental system, e , results from the addition of kinetic
energy, ek, potential energy, e , and internal energy, ei. An expression for the
  
P
total time derivative of the total energy in terms of these components become
_ D ‘ _ De -
P—‘f =U- If—g + f. (5.16)
D I D I D 2'
Substituting this result into the energy conservation equation, Eq. (5.15) yields
- DU _ De- 4 — DU
U- _ l =—V- " U.
pi [Di giro?) q+p [Di
The kinetic and potential terms cancel, yielding the following equation for the
   —g]+cD—PsV-U. (5.17)
conservation if internal energy
Dei 1.” _-
p D? =—V-q +CD—PSV-U. (5.1.8) 
For an incompressible flow, with negligible viscous dissipation, the above equation
reduces to
Dei — v7" (519)
D? I q' '
 p
The preceding conservation equations may be written based on an elemental control
volume by expanding the total time-derivative operator as
%+Vo(p0)=0, (5.20.a)
r
617 — — 2— -
p E+UoVU =,uV U—VPS+pg, (5.20.b)
aei 1.”
p B?+U.Vei =—V'q . (5H200)
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5.4.4. Conservative Forms of the Governing Equations
When integrating the differential equations over a finite volume, it is
convenient to have the equations written in conservative form so that fluxes written
for each pair of control volumes separated by a common control surface are
consistent. In this manner, the flow of the conserved quantity leaving one control
volume is identical to the flow entering the neighbor control volume. This is
necessary for having both local and global conservation. To achieve this, all of the
terms involved in advection or diffusion of fluxes must be written as the divergence
of the flux. The equation for mass conservation is already in conservative form.
Conservative forms of the momentum conservation equation is obtained by rewriting




p 211-+U-VU =apU+Vo(pUU)—U[a—p+V-(pl7)). (5.21)
6 r 6
Substituting the above expression into Eq. (5.20.a) yields
61
+ V-(pUU) = pVZU—VPS + p§+ U[:—:+ V-(pUU, (5.22)
Conservative forms of the internal energy conservation equation is obtained by
rewriting the left-hand side of the equation as
 
1'
6e- 1 6pe- _ a -
L _ 1’ g . — . —p opLa—f-+U-Vei]— 6" +V(pUeL) 9‘16? +V(pU)] (5.23)
substituting the above expression into Eq. (5.20.a) yields
5(Pei) - 4, 6p —
7 +V-(pUei)=—Voq +61£¥+V.(pU))' (5.24)
Notice that the term involving the mass source on the right-hand-side of the
conservation equation was retained intentionally. This was done because this term
must be discretized consistently with mass conservation. Neglecting this term will
assume that mass is always conserved, which may not be necessarily true in
intermediate iteration steps.
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By assuming constant-density, the above conservation equations reduce to
V-(p U) = 0, (5.25.a)
a U -- _ _ -
leg—1+ v.(pUU) = 17./iv U—VPS + pg+ UV-(pU), (5.25.15)
3 - - _ _
—Lap?eQ+V-(pUeL-) =—V-6"+eiV-(pU). (5.25.c)
5.4.5. Using Temperature as the Dependent Variable
In order to have temperature written explicitly in the above equations, a
functional dependency must be available for the internal energy and for the density
in the momentum-equation body-force term.
Temperature Dependency for Internal Energy_e_1nd Heat Conduction
It will be assumed that the internal energy is a linear function of
temperature and that heat conduction obeys Fourier’s law, as stated below.
ei(T)=cU (T—Tref)+ei,ref’ (5.26.a)
21‘" = —kVT (5.26.b)
where Cu is the constant-volume specific heat, Tref is a reference temperature,
ei ref is a reference value for internal energy at the reference temperature, and k is
the thermal conductivity. Substituting the above two expressions in the previous
equation, and setting e- f to zero yields the following
1.,re
6 (p cUT ) _ -
T + V-(pUcUT) = V-kVT + cu (T — Tref)V-(pU). (5.27)
For convenience, the above equation will be stated in terms of the constant-
pressure specific heat. It can be shown that for a constant-density fluid, with both
specific heats expressed as linear functions of temperature, the two specific heats
must be identical. Therefore, the above equation may be written as
———a(pcpT) V U T VkVT T T V U+ 1p ., >- - +c.< at) (p 1222
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where cp is the constant-pressure specific heat.
Temperature Dependency for the Density in the Body-Force Term
The flow in the present problem is driven by natural convection. Therefore, a
small variation must be allowed for the density in the body-force term in the
momentum equation, responding to changes in fluid temperature. It is convenient
to express the density in the body-force term implicitly as a function of temperature.
The simplest function originates from the so-called Boussinesq approximation,
which uses the first two terms in a Taylor-series expansion of density to
approximate its value as a linear function of temperature. If p0 is a density at a
reference temperature, To, and the coefficient of thermal expansion is known, the
density can be approximated as
  
p<T> = p, <1 —/3, AT) (5.29)
where
2123 112—2) ,
p T=To p T=T
and
AT=T—To. (5.31)
Substituting Eq. (5.29) in Eq. (5.22) yields
6 (p (I) i - - 1 - -
7+v-(pUU) = vwv U -VPS + po (1 mo AT)g + Uv.(pU). (5.32)
For convenience, the static pressure gradient and the constant term of the buoyancy
force are combined by introducing the piezometric pressure. The piezometric
pressure gradient is defined as
VP=VPS— pog (5.33)
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Thus, the piezometric pressure becomes the difference between the hydrostatic
pressure within an isothermal field at the reference temperature and the static
pressure at the local point:
P=PS—Phs. (5.34)
The hydrostatic pressure, P hS, is defined as
Phs =Po§'(X—Xo)
(5.35)
where X is the local fluid element position vector, and X0 is the position vector at a
reference location, which may be chosen to be the same as that for the reference
temperature. The relationship among the above variables is depicted in Figure 5-3.
Substituting Eq. (5.33) in Eq. (5.32), and assigning the same value for the density in
all terms, the following form of the momentum equation is obtained.
M6? + V0(p0 UU)=V.#VU—VP—p0§po AT+UV.[pO U). (5.36)
5.4.6. Governing Differential Equations
The set of differential equations the conservation of mass, linear momentum,
 
  
P Local Piezometric Pressure .
P3 Local Static Pressure
F191d at the
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Temperature
  












Figure 5-3. The Concept of the Hydrostatic Reference Field
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and internal energy, for a constant-property system composed of a single
incompressible fluid phase, and M rigid solid phases are as follows:
 
V-(po U) = 0, (5.37.a)
a U _ - _ - -
£62,7—) + v.(p0 UU) = V-(pOV U) — VP — pogpo A T + UV-(pOU), (5.37.b)
6(p c ’ T ) _




p0 is the fluid mass density,
#0 is the fluid coefficient of viscosity,
,60 is the fluid volume expansivity,
pm is the mass density of for material m,
is the constant-pressure specific heat for material m,
Cum
km is the thermal conductivity for material m, and
M is the number of materials.
5.4.7. Coordinate System and Base Vectors
Let X be described by the Cartesian coordinates X1, X2, X3 using a right-
handed convention system. Let the base vectors be the unit vectors in coordinate
directions X1, X2, and X3 be denoted as 61, 52, and 63, respectively. The position


















v = ‘- . .I; a, aXi (5 40)
Substituting the above into Eqs. (5.37) yields the following set of partial
differential equations based on Cartesian coordinates.
3




F1 3 J X1 (5.41.b)
=“(Po giflo ATi+Po UiZI(Uj)X_
j: J
3 3
(cmT)f + 2 [cm U]. T—km(T)XJ =cm T2 ( Uj)X. (5.41.0)
j—l J X]: j=l I
where
p0 is the mass density of the liquid phase;
go is the coefficient of viscosity of the liquid phase;
,60 is the volume expansivity of the liquid phase;
6’- is the Kroenecker delta, defined as
J
- 1,i=j
59: , ,; 5.42
J {0,1,th ( )
cm is the thermal capacity per unit volume for material m, defined as
Cm = pincp,1n ;
(5.43)
km is the thermal conductivity for material m, and
( )2 denotes the partial derivative of ( ) with respect to a generic variable, 2.
5.4.8. General Conservation Equation





J=1 J Xj 1:1 J
01‘
3 (D 3
(can), +£(Fj )X, :3w an]? Uj)Xj , (5.45)
where Fj is the j-component of the flux of the transport quantityCI),
¢ — . — . . :Fj [C UJCD FCDXj +HJ),1 1,2,3. (5.46)
Alternatively, the general conservation equation above can be expressed in
coordinate-independent form as
(ch)f + V.p¢ = S + C q) v-U, (5.47)
where
F¢=CUcp—rv¢+H. (5.43)
is the general flux vector. The last term in the equation above may be expressed in
terms of its components (previously defined) as:
__ 3
J:
The general flux vector may also be decomposed in terms of the advection/diffusion
contribution and a vector field contribution as
F=FAD +FI, (5.50)
where
FAD =C Ucp—I‘ch. (5.51)
The correspondence between the generalized variables in the above
generalized conservation equation and the variables in the particular conservation
equations is shown in Table 5-1.
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Table 5-1. Equivalence between Variables in the Generalized





Generic Mass i-Momentum Energy
Variable (i = 1,2,3)
Dependent Variable (I) 1 U,; T
Time I” f f f
Capacitance C 1% P0 Cm
Diffusion Coefficient F 0 #0 km
Boundary Source (i=1,2,3) Hj 0 (5111’ 0
Advecting Velocity (i=1,2,3) U] Uj Uj U,
Position (i=1,2,3) Xj Xj Xj X1
Volumetric Source S 0 ‘PO 1% flu AT 0
 
5.4.9. Non-Dimensionalization of the Generalized Conservation
Equation
The purpose of this section is to rewrite the governing equations in
dimensionless form. To express the general conservation equation in dimensionless
form, reference scales must be introduced. Dimensionless variables are then defined
in terms of physical variables and reference quantities. It must be noted that the
intention here is not to identify characteristic scales of the problem, but just any
appropriate reference quantity that can be used to non-dimensionalize these
equations. A list of reference quantities and their corresponding physical variables
and dimensionless variables is shown in Table 5-2.
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Dependent Variable (1) ¢ (1)D
Time 5 2; fD
Capacitance C c CD
Diffusion Coefficient P 7 FD
Boundary Source Term Hj’ j =1,2,3 hj’ j = 1,2,3 HD
Veloc1ty Uj,_]=l,2,3 uj,j=1,2,3 UD
Coordmate Xj,J=1,2,3 xj,j=1,2,3 XD
Volumetric Source Term S 3 SD
Flux CD - _ ¢ - _
Fj )1—17223 fj:J_]-:223 FD
 
The dimensionless variables may be defined in terms of the physical

























The physical variables can now be expressed in terms of dimensionless variables as:
(I) =¢c1>D, (5.53.3)
i =1 6D, (5.53.b)
C=c CD, (5.53.c)
rzyr , 653$
H]. =thD, j=1,2,3, (5.53.5)
U]. =uj UD, j=1,2,3, (5.53.1)
ijxj XD, j=1,2,3, (5.53.g)
S =sSD, and (5.53.h)
FJ-(D = f]? FD, j=1,2,3. (5.53.1)
To obtain the general conservation equation in dimensionless form, the above
physical variables are substituted in Eq. (5.45), resulting in the following equation,
[C___D<I>D](c¢),+{gig/3) =(SD)s+[£Q—g§32]c¢i(uj)x . (5.54)
TD ”‘1' j=1 j
Y
Multiplying both sides of the equation by ———D— yields the following
CDUD¢D
dimensionless form of the generalized conservation equation in terms of
dimensionless groups:
XD FD )3 _[____SDXD ]
c¢ —— f- - s+c¢: .(555)
 
J
The dimensionless form of the flux is obtained by substituting the physical




(FD)fJ-=(CDUD<DD)(C uj¢)—[—1))(—DQ](7¢xj)+(HD)hJ-,j = 1,2,3. (5.56)
Multiplying both sides of the equation by [ ] yields the following
CpUD¢D
dimensionless form of the flux equation:
__§12__ ._ . ___ra_( ) ___H_D_ ,
[CDUD¢D]fJ-(C 12,125) [CDUDXD]
775x]. 11100111391)th. (5.57)
The above equations for generalized transport-property conservation contain

















Since these groups are independent, their value may arbitrarily be set to
unity to obtain the final dimensionless form of the conservation equation and flux
equation as:
(C¢)T+i(f1¢)x. =s+c¢z3:(uj)xu, (5.59.a)
1:1 J 1:1 J
fj¢=cuj¢—7¢xj +hj,j=1,2,3, (5.59.5)
or in coordinate-independent form,




is the dimensionless flux vector. The last term in the above equation may be




There are nine reference quantities, as shown in the right column of
Table 5-2, but only five independent equations, as shown in Eqs. (5.58). Therefore,
four reference quantities must have assumed known values. Assume the values for
the reference quantities XD’ CD, UD’ and (DD are known. Then, it follows, from






SD D D D , (5.63.c)
X
D
Next, the above definitions will be applied to each of the particular
conservation equations to obtain the dimensionless forms.
5.4.10. Non-Dimensionalization of the Particular Governing Equations
Following the variable correspondence between particular and generic
variables in Table 5-1, the reference quantities for the main dependent variables are
(I)D = 1 in the mass-conservation equation, (I)D = UD in the momentum-
conservation equation, and (DD = ATD in the energy-conservation equation. The
reference length scale is defined as XD for all conservation equations. The
reference scale for advecting velocity is defined as UD for all conservation
equations. The reference quantities for capacitance for mass-, momentum-, and
energy conservation equations are:
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CD = p0 (mass conservation), (5.64.a)
CE”) = p0 (momentum conservation), (5.64.b)
C3) = c0 (energy conservation). (5.64.0)
For convenience, let the reference density be the one forthe fluid:




U = —0 (5.66)
D
XD
The reference time scale is obtained as:
2
X X
2'5 =_D = D , (5.67)
UD do




___ CD UD (DD = ,00 a0 . (5.68)S
D X 2
D XD









(5.69)H“=C U c5 :53—D D D D 0XD2°
The remaining reference quantities for energy conservation are:
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a
Flt) =CD UD ch =cO—X0—ATD, (5.70.a)
D
: CD UDCDD :cOaOATD
r‘D=CD UD XD =k0, (5.70.5)
Si) and (5.70.b) 
( Hb is not applicable) where k0 is the fluid thermal conductivity
Next, expressions are obtained for each of the dimensionless variables
appearing in the generalized equations for conservation and flux, Eqs. (5.59), in
terms of dimensionless variables in the particular equations. The dimensionless
dependent variables will be expressed in terms of physical variables and reference
quantities for each conservation equation, by applying Eq. (5.52) to the conservation
equations for mass, momentum (Newton’s second law), and energy.
Dimensionless Variables for the Mass Conservation Equation
The physical variables are (see Table 5-1) (I) = 1, C = p0, F = 0,
Hj = 0 (j = 1,2, 3), and S = 0. Substituting these variables, and the reference












Dimensionless Variables for the Momentum Conservation Equation
The physical variables are CD“ = Ui’ C” = po, 1““ = ,uo , H? = 6;- P , and
S“ = —po gi ,60 A T (see Table 5-1). Substituting these variables, and the reference







¢"’ = 2—2 u,- =—”—, (5.72.5)
CD“ U1)
u




7“ =_ = Pr, (5.72.c)
1%
H‘!’ 5;: P .
h‘.‘ = J = = 5‘. p, j=1,2,3, and (5.72.d)
J Hu a 2 J
D o
50 X02
1‘ - AT .




where i = 1,2,3, p is the dimensionless pressure, defined as:
p a P 2 = P 2 , (5.73)
PD UD p “o
0 XD2
g, is the dimensionless gravitational-acceleration component, defined as:
g,- s i, i = 1, 2,3, (5.74)
g
B0 is the Boussinesq number, defined as:
B0 = 0 2 (= Ra - Pr), (5.75)
a
0






Dimensionless Variables for the Energy Comserxation Equation
The physical variables are CDt = T —To, Ct = c Ft - k H;- = O, and
m’ _ m’




= —— :> t = , 5.77.a(15 (D, ATD ( )
t








ht = ——J— = 0, j: 1,2,3, and (5.77.d)
J HtD
t
St = if z 0,
(5.77.e)
SD
where am and 17m are the thermal capacity ratio, and the thermal conductivity ratio
for material “m”, defined as:
c




m = 7:— (5.78.b)
o
A list of the general and particular dimensionless variables is shown in Table 5-3.
5.5. Dimensionless Forms of the Governing Equations
The following conservation equation dimensionless forms for mass,
momentum, and energy are obtained by substituting the results from Eqs. (5.71),
(5.72), and (5.77) into Eqs. (5.59):
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Generic Mass i-Momentum Energy,
Variable (i = 1,2,3) Material
mm
Dependent Variable ¢ 1 “i t
Capacitance c¢ 1 1 cm
Diffusion Coefficient y¢ O Pr ‘
m
Boundary Source h¢ O 51;
(i=1,2,3) , J p
Volumetric Source s¢ O _éiBoAt 0
 






i=1 1 xj j=1 J
A 3 A A
A 3
(cmt)r + 2 [cm uj t —km ( 0x.) =cm t2 ( uj)x. (5.79.c)
j=1 J xj j=1
J
where r is the dimensionless time,
 
~ a
T = r 02 , (5.80)
XD




and m is the sub-domain material index for the fluid or a particular solid.
5.6. Summary
In this chapter, the assumptions used in the development of the
mathematical model of the thermal and fluid transport in the liquid-lens system
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were presented. Then, the governing partial-differential equations of mass,
momentum, and energy were derived. Finally, these equations were non-
dimensionalized. It now remains to solve these equations numerically, which will be
presented in the next chapter.
-113-
6. DEVELOPMENT OF THE FINITE-VOLUME HEAT
TRANSFER AND FLUID FLOW NUMERICAL MODEL
6.1. Introduction
This chapter deals with the numerical solution of the mathematical model.
The basic idea is to transform the set of partial-differential governing equations into
a set of algebraic equations to be solved on a digital computer. Preliminary effort
will be briefly mentioned next, before going into the derivation of the finite-volume
numerical model.
6.2. Preliminary Models
A Cartesian-grid model was built initially to serve as a “test bed” for various
numerical concepts, as well as flux-discretization schemes. This model evolved into
a body—fitted coordinate model in which the equations were transformed into
curvilinear space before integration and discretization. This model was abandoned
because of the presence of artificial flows, which produced velocities with order of
magnitude comparable to that for the natural convection flow in the actual problem
being solved. These artificial flows resulted from spurious momentum sources,
believed due to improper approximations in the transformation metrics. A more
detailed description of the preliminary effort is presented in APPENDIX I. To avoid
having to introduce transformation metrics altogether, it was decided to integrate
the differential equations directly in physical space. This is the subject of the
remainder of this chapter.
6.3. The Finite-Volume Model
The lessons learned above helped in deciding what approach to take for the
final model. It is imperative that the model should not produce residual velocities of
the same or greater order of magnitude as the natural convection velocities.
Transforming the differential equations into curvilinear space requires focusing
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attention on the discretization process to ensure consistency with physical space. To
ensure consistency and solution correctness, the transformed equations must recover
the integrated and discretized forms of the equations in Cartesian space. To add to
the level of complexity, vector quantities become harder to visualize in curvilinear
space, eliminating any intuitive element of vector Visualization from the process of
locating errors and program debugging. Having to transform the equations into
curvilinear space, and having to recover physical quantities for consistency seems to
be adding an unnecessary step to the solution process. It is best to avoid this
unnecessary step altogether, and complete the whole process within Cartesian
space, without transforming the equations. This can be achieved by applying the
Gauss’ divergence theorem to convert the volume integrals of conservation fluxes
into surface integrals. In principle, control-volumes of arbitrary shape can be
treated. The sections remaining will apply this method to the conservation
equations for mass, momentum, and energy in order to arrive at the algebraic set of
equations for the numerical solution of the problem.
6.4. Integration and Discretization of the General Advection-
Diffusion Equation
In a finite-volume method, the solution domain is discretized into a finite set
of volume elements, and integration of the partial-differential conservation
equations is conducted within each of these elements. This section presents the
integration of these equations in space and time within a single volume element, and
the discretization of integral quantities. For ease of presentation, integration will. be
done using the general advection-diffusion equation and later the results will be
applied to the particular equations.
It is assumed that the solution space domain has been discretized into finite-
volume elements, each of them being simply connected, that is, without “holes”, and
that the sum of the finite volumes equals the volume of the solution domain. The
restriction about being simply connected only applies to the volume elements, not to
the solution domain. A general finite volume for space integration is shown in




































-----A Surface Element ’
     \ Differential , " I
~-‘ Volume Element, 6V , x’
1 Solution Domain
Figure 6—1. Finite Volume Used for Integration
boundary and internal interfaces. Volume elements adjacent to domain boundaries
share these boundaries with the domain. Internal boundaries are shared between
volume elements, unless a volume element is isolated.
Domain boundary conditions are directly applied to those volume elements
sharing domain boundaries. Boundary conditions on internal boundaries are
“shared” between the adjacent volume elements. These boundary conditions are
imposed as sets of equations with an equal number of unknowns, which should be
determined as part of the solution, as will be discussed under the flux discretization
section. Time integration will be done through a time interval AI, and space
integration will be done through a finite volume AV for the general volume element,
subject to initial and boundary conditions.
The general conservation equation (as applied to momentum and energy) in






= j Jstdr+ I [WV-1mm:
ATAV ATAV
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Notice that this equation is general for momentum and energy only; since the second
term on the right-hand side of the equation is identically zero in the equation of
mass conservation. Although this equation could be applied generally to all
equations with the understanding that the above restriction must hold during
particularization, it is preferred that integration of mass conservation is treated
separately to avoid adding unnecessary confusion.
Time Dichretiz_ation
A fully implicit differencing scheme will be used to discretize time, such that
conservation is self-consistent at the end of the time interval. Thus, the equation
above can be rewritten as:
31— Ic(¢—¢O)dV+ jv.f¢dV= jsdw jc¢v.adv, (6.2)
T AV AV AV AV
where all variables, except for (250 are evaluated at the end of the integration
time interval.
Space Dficretigation
In order to enforce global conservation, fluxes resulting from vector fields
should be integrated over the area of the volume element. Not doing so may result
in spurious fluxes resulting from discretization, which generally do not ensure
conservation for the domain as a whole. The terms involving gradients above can be
converted to surface integrals using the Gauss’ divergence theorem, since the
volume elements are simply connected. For vector field, (7 , the divergence theorem
states:
[v.5 dV= [5.770 dA, (6.3)
AV A
where 770 is the control-volume outward unit-normal vector.
Applying the above to the second terms on the left- and right-hand sides of the





where the bars denote mean values over the volume element. The mean value for
the dependent variable- will be evaluated at the cell volume centroid. For
convenience the bars will be dropped, with the understanding that these variables
are taken as volumetric mean values. Furthermore, it is assumed that the mean
value of a product can be approximated as the product of mean values. With these
assumptions, the above equation can be rewritten as:
 
c AV - - - 1
(¢C—¢O) Ar +J'f‘é-170dA=sAV+c¢C Iu-nodA, (6.5)
.A .A
The last task remaining is to discretize the area integrals. Since there is a finite set
of internal “shared” and domain boundary interfaces, the area integrals may be
discretized into a finite summation set as:
  
C—AAV(¢C —O¢)+Zf¢ fiJAAJ=sAV+c¢CanO‘JAAJ, (6.6)
j=—1 j=—1
where N is the number of interfaces associated with the particular volume element,
and the bars denote representative mean values over the finite surfaces. Again, for
the sake of clarity, the bars will be dropped, understanding that fluxes are to be
evaluated as mean values over these surfaces:
C—TAAV(¢C —O¢)+Zf¢ njAAJ=sAV+c¢CZuono‘JAAJ. (6.7)
j=1 j=1
The above equation is the general advection-diffusion equation in discretized form.
This equation, in principle could be applied to volume elements of any shape, but for
this equation to be useful for the calculation of the dependent variable, it must be
stated in algebraic form. This can be achieved by discretizing the flux vector as a
function of the dependent variable evaluated at known physical locations. Deploying
these nodes requires some ordering scheme to facilitate addressing them during the
calculations. Therefore, a pre-defined grid structure is preferred along with a
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coordinate system that can be used to locate grid points where variables are
evaluated.
6.5. Grid Structure and Discretization of Surface Areas, Volumes,
and Fluxes for Hexahedral Topology
A structured grid based on hexahedra will be used along with three
parametric coordinates, as shown in Figure 6-2. The volume elements created will
be referred to as cells, and the control surfaces (interfaces) will be referred to as
faces. The grid structure is such that the geometry is fully defined once the
coordinates of cell vertices have been specified. Faces are defined first in terms of
these vertices; then cells are defined in terms of the already defined faces. For
hexahedral topology, there are four vertices per face (eight per cell).
6.5.1. Statement of the Discretized Equation Using A Hexahedral,
Structured Grid
For a hexahedral grid structure with cell-facet node notation as shown in
Figure 6-3, the summation terms in Eq. (6.7) can be rewritten as:
 
  
   
  
0 Cell Node x i : Cartesian Coordinate, i=1,2,3 ij,k: cyclic
. Face Node l,m,n: cyclic
y 1: Parametric Coordinate, l = 1,2,3
x , Surface Area
A l A l Differential
1 TI Element, dA
 























Figure 6-3. Identification ofFace-Node Variables for a Structured-
Grid Hexahedral Control Volume
N g . . 3 - . . f?”
2,475.53 AA] = z[f¢.,71 AAJ]fJ_, (6.8)
j=1 j=1 J'
and
N . . 3 . . {1+
2 a. :73 AA] = Z [a 77! AAJ] ’_ , (6.9)
j=1 j=1 fj
where fij is the face-normal unit vector consistent with the positive parametric
direction, unlike fig , which was outward-oriented with respect to the control-volume
surface. The equation for hexahedral, structure grid can be now obtained by
substituting the above two equations in Eq. (6.7) as:
 
3 . . ff 3 . . f7“
cAV — - _ _
Ar (¢c —¢o)+ Z[f¢°77] AAJLJ. :SAV+C¢CZ[U’° 77] AAJ]fJ_- (6-10)
i=1 1' j=1 j
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6.5.2. Face Area Discretization and Face-Node Positioning
The face area centroids are positioned at the average coordinates of these
vertices; that is,
f 4
xi = 2x”, i=1,2,3, (6.11)
v=1
where v is an index that denotes the face vertex. Face area components are
calculated using Green’s theorem, resulting in the following equation for the
projected l-face area in direction i, with i, j, k cyclic:
Af =cijdsk, (i,l)=1,2,3; (i,j,k) cyclic (6.12)
C
where xj is the j-coordinate dsk is the projection of the arc element, ds in the k-
direction. The above integral can be approximated as:
4 .
A14 = Z [El/13,2] , (i,l)=1,2,3; (i,j,k) cyclic (6.13)
where Ec'j is the segment mid-point coordinate, Ask is the segment length, and ,u is
an index associated with the segment (face edge) connecting vertices.
The face area vector can now be determine by vector summation of its
components:
_. 3 l
Al =ZAL- 7,, l=1,2,3. (6.14)
i=1
The face area, then is calculated as:
1/2
Al: Z[Ai]2 ,l=1,2,3, (6.15)
i=1
The face-normal unit vectors are expressed in terms of their components:
. 3 .
77’ =20; 5,, j=1,2,3. (6.16)
i=1
where the components are calculated based on area ratios above:
. AJ
:Iz—Ly, ', . =1,2,3
6'1777, A] (L J) ( )
6.5.3. Cell Volume Discretization and Cell-Node Positioning
The cell node coordinates are calculated at the cell volume centroid, based on
face geometry information. One method to calculate the coordinates of the volume




and integrating the field throughout the cell volume. The volume can be obtained,
then by applying the Gauss’ divergence theorem to express the volume integral in
terms of area integrals, that is face areas and centroids:
IV-xi 5i dV= [xi 5,470 dA, i=10r2or3 (6.19)
AV A







where x is the i-direction face area centroid, and Ag is the j-face-area component
The coordinates of the cell volume centroid are calculated in a similar
manner as the cell volume, but the vector field in the volume integral this time is
defined as one-half of the square of the coordinate. To find the centroid coordinate
in i-direction, the vector field is defined as:





Application of the divergence theorem to the above vector field yields:
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1 21 1 21 1c _ _
xiAV— JV-in eidV— szi siono dA, (6.22)
AV A




3 2 . J
C_ 1 f J .
xi _2(AV) Z[(xi) Ai , i=1,2,3. (6.23)
j=1 f7
J
6.6. Discretization of Cell-Facet Fluxes
For convenience, cell-facet fluxes appearing in the discretized conservation
equation will be decomposed into an advection/diffusion component, and a flux-
generation component. This is done by rewriting the dimensionless flux vector in
Eq. (5.61) as:
f” = ff’AD +5. (6.24)
where
WAD =c a¢—yv¢ (6.25)
is the advection/diffusion contribution. Discretization of the two contributions types
will be done separately. Substitution of Eq. (6.24) in Eq. (6.10) results in the
following discretized form of the general conservation equation:
 
cAV 3 _ AD , , f2" ~ 3 . . f1?”
A‘r ._ f. ._ f.
J- J J—1 I
where
,. 3 _ . . ft 3 , 1-
b¢=sAV—Z[h-f7‘JAJ]J_=sAV—Z[HJ]J_. (6.27)
j=1 fj j=1 fj
Eq. (6.26) may be rewritten as:
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CAV 3 7¢AD f;
~¢ 3 -fJTL
A (¢c7¢o)+Z[FJ-’ ]_=b +C¢CZ[Q’
]_, (6.28)




Ff'AD =(c a¢—yv¢)-5j Aj (6.29)
is the net advection/diffusion flow crossing the j-face, and
Q] = a. 7777] Al
(6.30)
is the volumetric flow rate crossing the j-face. The discretization of the
advection/diffusion contribution is presented next.
6.6.1. Advection/Diffusion Cell-Facet Flux Discretization
The task in this section is to obtain algebraic equations for the
advection/diffusion fluxes, so they can be substituted in the discretized conservation
equation. The advection/diffusion flow in Eq. (6.29) can be expressed in terms of the
face-normal velocity and the partial derivative of the dependent variable in the face-
normal direction as:





,5 J. = V ¢~r7j. (6.33)
2
c is the general capacity per unit volume, and 71s the general diffysivity.
The volumetric flow rate can alternatively be expressed in terms of the j-face normal
velocity and area as:
Qj = vjAj. (6.34)
The objective now is to find the net advection/diffusion flow in Eq. (6.31) in
algebraic form. Since the primary objective at this point is to have a reliable
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interpolation scheme, whose implementation presents the minimal amount of effort,
an exponential scheme was selected for the discretization of advection-diffusion flux.
It is understood that this scheme results in greater amounts of false when compared
to other more sophisticated schemes. In the event that accuracy becomes an issue,
false diffusion could be reduced by refining the grid. Optimization of the
interpolation scheme will be left for further research, and is not within the scope of
this research.
The face flux is discretized based on the cell-face node arrangement shown in
Figure 6-4. The sketch is shown in two dimensions for clarity, but the actual
locations of the cell nodes and the direction of the velocity vector do not have to lie
necessarily on the plane shown. The central idea for flux discretization consists of
calculating the flux across the face based on the normal velocity and the values of
the dependent variable at auxiliary cell nodes. These nodes are located along lines
orthogonal to the face, and passing through the face node.
The advection/diffusion flow defined in Eq. (6.31) can be rewritten as:
Negative-Side Face ' Positive-Side









Auxiliary Cell Az_j E A21 Auxiliary
Node 5 Cell Node
¢ i. >
Negative Side Control-Volume Positive Side
Interface
Figure 6—4. Geometry Elements Involved in the Facet-Based Flux
Discretization
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FJMD = fngAj, (6.35)
where
17ij =[c vi 45—7452,- l), (6.36)
is face-normal flux for a particular face “j”, c is the general capacity per unit volume,
L7. is the velocity vector, and 7is the general diffusivity. The normal component of
the flux vector can be obtained by performing a scalar product with the face-normal
unit vector. To evaluate the advection term, the assumption is made that no
discontinuities exist in the dependent variable across the interface. It will also be
assumed that only one homogeneous fluid phase exists within each fluid sub-
domain, and that the fluid velocity is continuous. Therefore, the normal velocity
approaching from the two sides of the interface reaches a unique value at the
interface, and so does the dependent variable. For the diffusion term, discretization
of the fluxes must be general enough to allow for different materials on both sides of
an interface, as it may apply for the energy transfer between two solid materials.
The above flux equations can be discretized in terms of Peclet number and
cell-node variables evaluated on the negative (-) and positive (+) of the face sides
(where “+” indicates positive j-direction) using weighing functions of the Peclet
number as:
[FAD = + ___—71”.
Ji Azi
 
4619;) (if. — 4610,54, (6.37)
J Cj j
where the subscripts or superscripts (+) and (-) denote association with the positive
(+) or negative (-) side of the particular face. Peclet numbers are evaluated at either
side of face as:




fj denotes the particular j-face,
6;- denotes the cell auxiliary node on the negative side of the j-face, and
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6‘; denotes the cell auxiliary node on the positive side of the j-face.
Advection/Diffusion Interpolation Scheme
The weighing factor, A(Pe ), depends on the interpolation scheme(s) used to
obtain the dependent variable and its derivative at the face-node location. As
mentioned earlier, the exponential differencing scheme will be used to interpolate
advection and diffusion fluxes at face locations. The interpolation function results
from solving the one-dimensional advection/diffusion differential equation. To
bypass the use of the exponential function in the limit of zero velocity and for large
velocity values a piece-wise function is used as follows:
 
l 1_Pe’ lPel<Pemin
—Pe, Pe < _Pemax
A(Pe)=( 0, pe> )anM (6.39)
———P9 P P





emax = 40. (6.40.b)
The values for these constants were selected to provide an exponential function for a
wide range on Peclet numbers, while avoiding the singularities and overflows in the




This property will be used to rewrite the flux equations in Eq. (6.37) such that the
Peclet number appearing in the function A (P6) has a positive sign for the left-side





2:4an 45,]. :A<:P§>¢é. Wig] (6.42)
J J '
J
To obtain the net advection/diffusion face flux approaching from both sides of the
face, the above equations are substituted in Eq. (6.35):
J J




where it is understood that all of the terms in the bracket are evaluated relative to,
and have meaning only associated with face j. At this point, it is convenient to
introduce the interface conductance coefficients, which will eventually become the
coefficients of the discretization equation as:
 af’ = 71‘. A(:Pei)Aj , (6.44)
J— A2]1t
Two sets of coefficients are associated with each interface: one relates to the cell
node on the positive side, and one relates to the cell node on the negative side.
Substitution of the above definitions in Eq. (6.43) and using the definitions of the
Peclet number in Eq. (6.38) yields the following general equations for the
advection/diffusion flow crossing cell faces:
piADz :5? ¢. iat’ ¢f_ +QJ¢,._,, (6.45)






where Q’ is the net volumetric flow rate crossing the j-cell-face.
Qlculgtion of the Dependent Variable at Auxiliary Cell Nodes
The value of the dependent variable at the auxiliary cell-node locations can
be obtained from cell nodes by adding the increment from the cell node to the
auxiliary node. For the auxiliary cell nodes on the two sides of the interface, the
dependent variable is calculated as:
¢ef = (be? + A (be? , (6.46)
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where
c; denotes the cell node on the negative side of the j-face, and
c} denotes the cell node on the positive side of the j—face.
The increment from the cell node to the auxiliary node can be determined if
the gradient and the position vector of the auxiliary node relative to the cell node are
known. The gradient of the dependent variable can be determined from face values
by applying Gauss’ divergence theorem as follows:
IV-(¢Ei)dV= Maw: J¢§iofidA, i=1,2,3. (6.47)
v v ’ A
The above integral can approximate a men value for the gradient component:
1 3 - - fl
¢x. =—Z[¢f.r7,-’A{] . (6.48)
L V ._ J ff
J —1 J
where
V is the cell volume,
"i, is the dependent variable at the j-face,
¢f. is the i-Cartesian component of the j-face normal unit vector, always
defined in the parametric-coordinate direction, and
14% is the j-face area.
The dependent-variable increments fiom the cell-node to the auxiliary node
can be expressed as:
A (to? = ARlcj; -V ¢|c§ , (6.49)
where i indicates whether the cell node is on the negative or positive side of the
face, andV7 (15 is the gradient of the dependent variable, which is readily available in
terms of its components as:
3
7 ¢ = Z “’35- 5, . (6.50)
.=1
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6.6.2. General Conservation Equation in Algebraic Form
In the preceding section, the advection/diffusion flow crossing any cell face
was discretized in terms of the adjacent cell-node values of the dependent variable.
This result can now be used to arrive at the discretized form of the general
conservation equation. A change of notation is required to express quantities based
on cell nodes as opposed to face nodes. The cell-facet arrangement and notation is
shown for a hexahedral grid in Figure 6-3.
For a general parametric coordinate direction, the advection/diffusion flows
for faces on the positive- and negative-sides relative to the cell node are given as:
MAD =i~a¢+ ,5. 15¢, ¢ i +Q 1¢* , (6.51)
f.— f.- i .— f- f- C 1:
J J fj J J J fj
where
ff denotes the positive-side face node associated with the integration cell,
fj— denotes the negative-side face node associated with the integration cell,
¢é denotes the cell-auxiliary-node value associated with face ff ,
f'l'
J
¢é denotes the cell-auxiliary-node value associated with face fj— ,
fj
and the a-coefficients are defined in terms of the negative-side cell-node with respect
to the positive-side face, and the positive-side cell-node with respect to the negative -
side face:
a¢i = a: , (6.52)
To expressed the quantity-flow equations based on values of the dependent
variable at cell-node locations, the definitions in Eq. (6.46) is applied to Eq. (6.51)
resulting in the following quantity-flow equations:
” ,AD _
Ff"; ziafi ¢C+A¢c+ +5:i ¢f¢+Qf¢ ¢C+A¢c+ , (6.53)
j J' f; j J J f;
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where
A ¢cfi denotes the increment of the dependent variable from the cell node to
J the auxiliary node associated with face f; or face fj— .
Substitution of the above quantity-flow equations in the discretized form of




c r(¢c —¢O )+Z +a¢ ¢CC+A¢ —a¢+ ¢f++ f+ (25C+A¢5C +
J=—1 fJ cfj fJ j j ff /.
— —a¢_ ¢c +A¢c +a¢_ ¢ _ +Q _ ¢c +A¢C = (6.54)
f 7 f f’ £1“ 1"; lJ fj J1
3
_ ¢+C¢CZ[Qf+ -Qf_:'
j=1 j 'J  J
Factoring-out the cell-node dependent variable, and separating summations
containing face values and increment values yields:
  
AAV AV”4.12:1”f++a1]+c2[ _ Q17} _CAT (150+
(6.55)
fl
3 ¢ ¢ 3 ¢ ¢




Notice that the volumetric source on the right hand-side of the equation, which was
 J
retained in when converting from the Lagrangian to the Eulerian method of
description cancels with an identical term on the left-hand side of the equation.





j=1 j J 1:1 J J J
> (6.56)
3 ¢ 45_Z aft '3fo A¢C + + af_ _Qf‘ A¢C _
j=1 J J fj J J fj J
where
¢ _ c AV
a — . 6.57
0 A27 ( )
A final form of the general conservation algebraic equation is stated as:
3





ag’ = ag’ +E [013:3 + a; J, (6.59)
is the coefficient of the cell-node dependent variable, and
\
3 . .
53’ ”Av—12%;, —HJ ]+ag’ ¢o+
'=1 ,- fj
211+ (or -+)+fJ fj J f1 fj— j




from the previous-time-step value of the dependent variable, and the contributions
from cell-node-to-auxiliary-node dependent-variable increments.
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6.6.3. General Boundary Condition
An equation for the general boundary condition can be obtained by enforcing
flux balance on the cell facet. Flux conservation across the cell facet can be stated
as:
fif’AD + S? = ij’AD, (6.61)
+
where Si.) is the quantity-flow generated at the surface. Substituting Eq. (6.45) into
the above equation yields:
+a4’.’ ¢ —a? ¢f. +Q’¢,_ +8? =—a¢ <25... +a"? 1, +QJ¢.+. (6.62)
— J Cj j J j 1+ _] CjJ_ “T 'C] + C
The resulting value of the dependent variable at the face node can be obtained from
the above equation as:
 
 
(a? + ijgfih +(af —Qj]¢h+ + Sf
_ C - 1+ c- J
¢f, = J J , (6.63)
1 [.1 c»)
J_ 1+
or in a more general form:
¢ ¢ ¢
Gj_¢,_. + Gj+¢é+ +Sj
¢f. = ’ J , (6.64)
, (a? m]
J_ J+
where the G’s are conductances analogous to those in a conductor network. For
internal interfaces, the G’s are calculated as
Gf =a¢ :Qj. (6.65)
1: Ji
The above general boundary-condition equation for internal cell boundaries, Eq.
(6.64) can be modified to handle convective-type boundary conditions on solution-
domain (external) boundaries. For the general convective boundary condition




¢f. = J J , (6.66)
J (0") + Gf )
J_ J+
where
G}? = thJ' , (6.67.a)
of? = a? , (6.67.b)
+ +
¢:_ is the “environmental” value of (15 associated with the face, and
J
h? is the effective conductance per unit area associated with the face.
For the eneral convective boundary condition im osed on a cell’s “ ositive-side”g
face, the face-node value is calculated as:
¢ <15 e ¢
Gj_¢a—. +GJ.+ ¢f. +Sj
 
_ J J
¢fj — (GE: + 017:] , (6.68)
where
0;: = (1;: , and (6.69.a)
03?: = hf Aj . (6.69.b)
6.7. Conservation Equations in Algebraic Forms
Next, the above general algebraic conservation equation given above is
applied to each of the conservation equations.
Mass Conservation. The algebraic equation for mass conservation can be




Time cancels from the equation as the fluxes are evaluated as representative
values held constant for the time interval. The following equation is obtained, with
the flux terms evaluated at the end of the time interval, for consistency with the
time-implicit discretization of fluxes used in the general equation:
Iv-adwo. (6.71)
AV
The volume integral can be transformed into a surface integral over the cell
surface by applying Green’s divergence theorem:
[a- 770 dA. (6.72)
A
Discretization of the above equation yields:
3 . . f.+




J- J _ » *J ..
U U —u-77 ’ , (6.74)
f f f 
is the j-face normal velocity, consistent with the parametric direction, and Ag is the
cell-facet area.
Momentum Conservation. The algebraic equation for momentum
conservation uses the following definitions.
_ ¢ _ u 75 _ u _ u J _ J
¢—ui,aC—ac,aj —aj,s—Si,H —Aip. (6.75)
Substitution of the above in Eq. (6.58) and setting VC = AV yields
3
u- .









a}; =a;.‘_ i = $1 A(iPeJ+)AJ (6.77)
J + f] AZ: f?
J
- I30 0’ “0p610 A (6.78)
'u()
3
a? = as + 2(01’3 + (1??)
(6.79)
but 8”“ v 3 A! Aj
c: c—Z Lp+_ ip— +a “1.0+
j=1 fj f1“ ’
(6.80)
3
_2 [0:1 +Qf+JAui1c +[a?_ —Qf._]Aui,C —
j=1 J J
Energy Conservation. The algebraic equation for energy conservation uses
the following definitions.
’-,3 :0, Hi :0. (6.81)
_ ¢_t ¢_
¢—t,aC—ac,aj—aJ
Substitution of the above in Eq. (6.58) yields
 
3
t t t t
aC tc = Z[af+ ’f+ “If." tf._]+bc (6.82)
1:1 J J J J
where
t _ t _ k; J: J
a + —a- — —.- A(iP )A (6.83)
f" ’1 f7: A21 8
J J $ f:
J
. jAz
P10 C“ U. 0 (6.84)
e k
()
t t 3 t t
a =00 + Z of, +af._ (6.85)
j=1 J J
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b: :0; to — 23: [ab +Qf+ JAtc + +[aéf _fo JMC _ (6.86)
j=1 J J fj J J fj
The above equations are written in terms of boundary conditions specified at
the control-volume faces. These boundary conditions may be either imposed, as in
the case of a domain boundary, or calculated as part of the solution, as in the case of
field-internal boundaries, as will be shown next.
6.7.1. Boundary Conditions for the Momentum Conservation Equations
For imposed boundary velocity, “{f- , the face velocity assumes the specified
’ J
value,
um]. =ufffj, i=1,2,3. (6.87)
The equation for the face-node value for “internal” field boundaries of the discretized
space domain is calculated from Eq. (6.64) as:
 
GL9 u G“ u
[ J— iii; 1+ £6?)
uif, = , i=1,2,3 (6.88)
’J (at! +67)
J- J+




and positive directions, respectively, relative to the face, and
G? = a?” + Q], and (6.89.a)
G3! = a3: — Qj (6.89.b)
are the momentum conductances to auxiliary node locations.
For the imposed-normal-velocity boundary condition, the Cartesian face
velocity must be “scaled” to yield the imposed value for the normal velocity. If m and
m-l denote the current and previous outer-loop iteration levels, then the Cartesian
face velocity for the new iteration level is calculated as
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m“i f. = u;nf;1 + ”vim _ Uj’m_1)77ij L , (161’) = 1,23 (6.90)
, J ’ .
J
where nij is the j-face-normal unit-vector component in the i-Cartesian direction.
6.7.2. Boundary Conditions for the Energy Equation
For imposed boundary temperature, if. , the face temperature assumes the
J
specified value:
tf. _ t? . (6.91)
The boundary condition for the energy equation on internal faces is expressed as:
t t t
 t = (6.92)
f.
J t. t.GJ_ + 01+ )
where
o,_ and 1+ are the auxiliary-node Cartesian velocities on the negative- and
c . c .
positive directions, respectively, relative to the face, and directions,
respectively, relative to the face,
Sf is a surface heat-generation term, and the thermal conductances are
J
calculated as:
G; =a§ +Qj, and (6.93.a)
G; =a§ —Qj (6.93.b)
+ +
For the convective boundary condition imposed on the negative side of the face, the
equation becomes
 
t e t t
tf_ = 1t t1 , (6.94)
J . .(0L +GJ+)
and the G’s are calculated as:
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G; =hj. Aj,and (6.95.a)
Ga = ax . (6.95.b)
For the general convective boundary condition imposed on the positive side of the
face, the equation becomes
G’- t,_ +Gt- te +St-
J- C]. J+ f]. J
 tfj = (0;; +G§+ ) 2 (6.96)
and the G’s are calculated as
GJ'- = ”J; ’ and
(6.97.a)
CL = hi Aj . (6.97.b)
The following definitions apply to the convective boundary conditions above:
h;- and h;- denote the heat transfer coefficients as imposed on the negative
+
and positive sides of the face, respectively, and
te denotes the “environmental” temperature at boundary fj .
J
6.7.3. Closure
The algebraic equations for momentum and energy conservation derived
above can be solved only if face velocities are known. Furthermore, the momentum
equations contain face-pressure values, which are yet to be determined. The method
for determining face velocities and pressure values is the subject of the next section.
6.8. Solution Method Requirements
Before initiating the development of the solution procedure, a set of
requirements will be laid out:
(1) the pressure field and the face-velocity field must be self-consistent in
satisfying mass conservation, and
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(2) momentum and energy equations must be solved only after mass
conservation is enforced.
A solution procedure with the above requirements should be “robust” in the
sense that all conservation laws are satisfied self-consistently throughout the
iteration process. Not only the pressure field is self-consistent with mass
conservation, but the energy and momentum equations are solved with mass—
conserving velocities, which should yield better solutions. This is in contrast with
other solution procedures, which solve the momentum equation first based on
“guessed” pressure field, and then correct velocities to enforce mass conservation, as
in the case of the SIMPLE method, for instance.
Since a co-located grid is being used, the variables in the conservation
equations are all calculated at cell nodes. Face velocities, however, need to be
obtained for mass conservation. These velocities must be related to the pressure
field. In order to obtain face velocities “tied” to a pressure field, the momentum
equations at cell nodes are interpolating to face-node locations. This results in a
new set of approximated momentum equations at these locations. The result is a
d_ua_l system of equations: one set with velocities at cell nodes and pressure at face
nodes, and another set with velocities at face nodes and pressure at cell nodes.
These two sets are solved simultaneously to enforce momentum conservation using
the cell-node velocity system, while enforcing mass conservation using the face-node
velocity system.
Expressions for face-normal velocities resulting from this new set can be
substituted into the algebraic equation for mass conservation to obtain a pressure
field consistent with mass conservation first. This pressure field is then used to
calculate face velocities. With face velocities and face pressure available, the
momentum and energy equations can be solved to enforce momentum and energy
conservation. In this manner, all conservation equations are satisfied at the end of
the iteration cycle.
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6.9. System of Equations
Before engaging in the solution of the equations, it is important to stablish
whether a determined system of algebraic equations can be obtained. This is be
done by ensuring that there are as many independent equations as there are
unknowns. If a determined system of equations can be obtained for one single cell
(control volume), then a solution associated with such cell can be found. The same
reasoning can be extended to all cells in the domain. To solve all sets as part of the
same system, an iterative process can be used.
The proof for the existence of a determined system can be very involved,
considering all of the equations involved as part of the solution domain. However,
the point can be illustrated by considering a single cell. For an internal cell, the
following algebraic equations are available for mass, momentum, and energy:
 
f “{Uf. } = 0 (mass), (6.98.a)
\ J j=1,2,...,6
( .
f “i C,tc,{pf_ ,vf. ,ui f} = O, L = 1, 2,3 (momentum), (6.98.b)
( ’ J J ’ J j=1,2,...,6
f (tc,{vf_ ,tf} = 0 (energy), (6.98.c)
( J J j=1,2,...,6
where the j indices relate to each of the six individual control volume facets. In
addition to these equations, a set of equations for interpolating face Cartesian
velocities and face temperature is available based on the differencing scheme used to
get the coefficients of the algebraic equations:
f (of. ,ui f. ] = O, i = 1, 2,3; j = 1, 2,.. . ,6 (face Cartesian velocities) (6.99.a)
J ’ J
f [vfj ,tfj ) = O , j = 1, 2,. . . ,6 (face temperatures) (6.99.b)
The above constitutes a system of 29 equations in 40 unknowns, namely,
the face-node normal velocities, l’fj , j = 1,2,...,6 (6 unknowns) ,
the cell-node velocities, “15¢ (3 unknowns),
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the face-node Cartesian velocities, um]. , i= 1,2,3, j = 1,2,...,6 (18 unknowns),
the face-node pressure, Pf]. , j = 1,2,...,6 (6 unknowns),
the cell-node temperature, tc (1 unknown), and
the face-node temperature, tfj , j = 1,2,...,6 (6 unknowns).
The following variables are presumed known at neighboring cell nodes:




The above system cannot be solved as it is, since there are more unknowns
than equations available. Therefore, more equations are needed. It is possible to
obtain equations for face-normal velocities based on approximated momentum
equations by interpolation from adjacent cell neighbors. This results in six
additional equations, but it adds one more unknown, being the cell pressure, as
shown below:
f Uf',pc,pc.,{ui’c,ui,c.}- ]=O, j=1,2,...,6. (6.101)
1 J J L=1,2,3
The pressure at neighboring cell nodes is presumed known:
pcj, j=1,2,...,6 (6.102)
At this point, the system is composed of 35 equations in 41 unknowns. The six
remaining equations can be obtained from interpolating functions relating face-node
pressure and cell-node pressure through each facet:
f(pf,pc,pc_]=0, j=1,2,...,6. (6.103)
J
The last six equations complete the set of 41 independent equations in 41
unknowns for an internal cell. Therefore, the system of equations is determined,
and it should yield a solution. The variables and equations involved are





















Total Number of Variables 41 30
Table 6-2. Set of Independent Equations
Equation Eq. Number Number of
Equations
Cell Mass Conservation Eq. (6.98.a) 1
Cell Momentum Conservation Eq. (6.98.b) 3
Cell Energy Conservation Eq. (6.98.c) 1
Face-Interpolated Cartesian Velocities Eq. (6.99.a) 18
Face-Interpolated Temperatures Eq. (6.99.b) 6
Face-Based Momentum Conservation Eq. (6.101) 6
Cell-Face Pressure Relations Eq. (6.103) 6
Total Number of Equations 41
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similar, but cell nodes are not available across field boundaries. Instead, the
variables are specified or calculated directly at the boundary face-node-locations.
6. 10. Iteration Scheme
The above set of equations is highly nonlinear, and care must be exercised in
devising the sequence in which calculations are made. An outer iteration cycle will
be defined as the sequence of steps made, where all of the above equations are used
to satisfy all of the requirements stated above. The previous (available) outer loop
iteration will be denoted by m-l, while the current iteration will be denoted by m.
Intermediate-step solutions will be denoted m*, and they are applied to inner
iterations.
To satisfy condition (2), mass conservation, Eq. (6.98.a) must be satisfied at
the current iteration. Therefore, the following must hold at the end of the current
cycle:
f {141?} ]=0 (6.104)
I j=1,2,...,6
The algebraic operators in the face-velocity momentum equations, Eq. (6.101), can
be “split” into current-iteration level for face velocities and pressure, and previou -
iteration level for the Cartesian velocities. In this manner, the face velocities and
the pressure field are self-consistent at the end of the cycle, which satisfies condition
(1). This yields the following equation:
f 0?”,pm,pm., uz’:_1,u£nc_.1 =0, j=1,2,...,6. (6.105)
1 c c! ’ ’1 i=1,2,3
Substitution of this equation into mass conservation Eq. (6.104) yields:
f {p;",pé”,{u£’t’1,u£’gfl} } :0. (6.106)
I ’ ’1 '=123 -
‘ ,, 1:1,2,...,6
This equation can be solved for the cell-node pressure at the end of the cycle, pg” .
The cell-node pressure can be substituted back into the split-operator momentum
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lib
equation Eq. (6. 105) to solve for the face normal velocities, of. . The face pressure
J
can be calculated substituting the cell-node pressure into Eq. (6.103) evaluated at
the current iteration level:
f[p}”,p;”,pé”]=0, j=1,2,...,6. (6.107)
J
At this point in the process, the solution has been advanced one cycle for the face
velocities and the pressure field. Mass conservation is satisfied with self-consistency
between face velocities and the pressure field. The next step is to solve the cell-node
momentum and energy equations.
Since temperature appears explicitly in the momentum equations, it is
convenient to update the temperature by solving the energy equation first, and then
to use the result to update the velocity field by solving the momentum equations.
Since the new velocities will affect the temperature field, another outer-loop
iteration must be started, and the process repeated until convergence. Solution of
the cell-node energy equation, Eq. (6.98.c), must be done simultaneously with face-
node temperature equations, Eq. (6.98.b), at the current iteration level:
f tén,{vg’,tg’ } = 0 (cell temperature) (6108.3)
J J j=1,2,. ..,6
f (01’6” , t?) = 0 , j = 1, 2,. . . ,6 (face temperature) (6.108.b)
J J
Solution of the cell-node momentum equation, Eq. (6.98.b), must be done
simultaneously with face-node Cartesian-velocity equations, Eq. (6.99.a), at the
current iteration level:
f[u£’:,tén,{p?’,v?’,ufl.} J: 0, i = 1, 2,3 (cell Cart. vel.), (6.109.a)
’ J J ’ J
f[v£+n,u;’} ) = 0, i: 1, 2, 3; j = 1,2,.. . ,6 (face Cart. vel.). (6.109.b)
J ’ J
j=1,2,. . . ,6
This point marks the end of an iteration cycle. Mass conservation is satisfied,
the pressure field is consistent with the mass-conserving face velocities and the
previous-step, cell-node Cartesian velocities. Energy conservation is satisfied and
-145-
the temperature is consistent with the current face velocities. Momentum
conservation is satisfied and the cell-node Cartesian velocities are consistent with
the current face velocities. In the next section, the remaining equations are
obtained, and the above solution procedure outlined is implemented.
6.11. Pressure-Velocity Coupling Equations
The algebraic equations for momentum and mass conservation derived above
are “decoupled”. That is, there is no connection yet between the cell-node Cartesian
velocities in the algebraic momentum equations and the face-node normal velocities
in the algebraic mass conservation equations. The basic approach for “coupling” the
set of equations is to “substitute” velocities from the momentum equations into the
mass conservation equation to arrive at a pressure equation. Substitution of these
velocities cannot be done arbitrarily. The approach followed in the present method
is to interpolate momentum equations to face-node locations in order to get
expressions for these velocities in terms of cell-node pressure.
6.11.1. Face-Based Momentum Equations and Velocity Vector
Face-based momentum equations are needed in order to interconnect cell-
node pressure. The reason for using momentum equations is to obtain face-velocity
equations that best model the flow-field physics at such location. Derivation of new
momentum equations with a new set of control volumes would be redundant, adding
unnecessary complexity. Instead, equations can be obtained by interpolating terms
in the existing cell-node momentum equations to face-node locations.
Before proceeding with the interpolation, a slight change must be made to the
treatment of the pressure term. It is critical that the volume integral of the pressure
derivatives in the momentum equations be left as_is_. That is, the divergence
theorem mustM be applied to convert the volume integral of the pressure
derivative terms into surface integrals. Failure to interpolate the pressure term as a
volume integral will introduce additional pressure nodes that not only are
unnecessary, but which could result in an undetermined equation set, and
ultimately yielding the well known checkerboard spatial pressure patterns.
~146-
The resulting algebraic form of the momentum equation is, then, identical to
the previous equation, Eq. (6.76), but with the constant term expressed as
u. _ u. u
bcz _S L VC —Vc(pxi) +aO “15,0 +
C
(6.110)






j:]_ J J J
A vector form of the algebraic momentum equation can be obtained from the
individual components appearing in Eq. (6.76) as:
3 3 3
u - _ Lt
u, Lt- _.
Zac “13,0 5i ‘2 Z[af+ “if?“ +af_— uif7]+bc’
5i, (6111)
i=1 i=1j= J J J 1
which results in the following equation for the cell-node velocity vector:
ac = 510 — of; (Vp)c, (6.112)
where
3
ac =Zui C 3,. (6.113)
i=1
3
0 :20. 3‘. (6.114
is the pseudo-velocity vector, that is, a vector containing the three pseudo-velocity
components,
V
of; = —c— (6.115)
u
ac
is the pressure gradient coefficient, and
3
(vp)c = 2(1)”) 3, (6.116)
. l C
i=1
is the pressure gradient at the cell-node location.
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The components of the pseudo-velocity vector are expressed as:
3
A 1 U" 6
u- =——u— 2&1; uif; +6; uif;]+bcfp ,L=1,2,3, (6.117)
C j=1 J J
where bé’fp is a constant term identical to that in the original algebraic equation for
momentum conservation (with the surface integral of pressure derivatives), but
without the pressure terms:
u- u- u
t — l .bc_p—S IJC+aO um+
3
'2 [0:1 + th JAuifi f.- _




+ [au — Qf.‘ JAui,C
J
The face-node velocity vector can be expressed in terms of the cell-node
pseudo-velocity vector and the pressure gradient by interpolating the cell-node
velocity vector from the algebraic momentum equation in adjacent cell nodes to the
face node location as:
af = 470? + 5306+ , (6.119)
where 6_ and 5+ are weighing fractions for the cell-node values on the negative-
and positive sides 0 the facet. Weighing factors resulting from a linear interpolation










Azf = A2_ + Az+. (6.121)
Substitution of Eq. (6.112) in Eq. (6.119) yields:
[if = (55‘5— + 506, )— (g; (Gqu)é_ + g; (Guvp)é+ ). (6.122)
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The face pseudo-velocity vector is now introduced by interpolating cell-node pseudo-
velocities as:
7: _7: +7:
uf = if ué_ + 4} ué+ . (6.123)
In order to resolve the pressure at the face-node location, the following
approximation is made:




G? = ego; + 5:02: . (6.125)
Substitution of Eqs. (6.123) and (6.124) into Eq. (6.122) yields the following
expression for the face velocity vector based on the face-node pseudo-velocity vector
and the face-node pressure gradient:
12f = 57f — G? (vp)f (6.126)
Expressions for the pseudo-velocity vector components and pressure-gradient factors
at auxiliary cell nodes are obtained in the same manner used previously to find the
dependent variable at these nodes. This is done by adding the cell-node values and
increments from the cell node to the cell auxiliary node:
lJ/iei = aici + Aaici (6.127)
and
of: = G“i + A G“, (6.128)
C— C C-
where symbols “+” and “-“ denote the cell node on the positive (+) side or negative (-)
side with respect to a particular face, and the increments from the cell-node to the
cell auxiliary node is obtained from a vector scalar product of the position of the




1 .V ai’ci , i: 1,2,3 (6.129)
C
and




where the symbols “+” and “-“ denote the cell node on the positive (+) side or
negative (-) side with respect to a particular face,
3





VGC = 2(Gxi )0 8i . (6.132)
i=1
Gradient components of the pseudo-velocities and the pressure-gradient factors at
cell node locations can be calculated from face values as:
ft
3
. 1 . j ' J
[um] =VZ[uif, 7751411]
(6.133)
1’ C Cjzl J fj—
and
ff
G“ —1 G“ JAJ J (6134)
x- —;,—2 f-"i f _- -
L C Cjzl J fj
6.11.2. Cell-Facet Normal Velocity
The j-cell-facet normal velocity can be obtained from the face-velocity vector
derived above as:
at = {if-771' , (6.135)
where fiJ is the face-normal unit vector consistent with the j-parametric direction.
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Substituting the velocity vector from Eq. (6.126) into Eq. (6.135) yields:
“f = 5‘97] ‘ Gi’ (VP)f°'7’ +
(6.136)
which may be rewritten as:
' . ' 6p
_ J u r





is the face-normal pseudo-velocity, which can be expressed in terms of the pseudo-
velocity Cartesian components and the face-normal unit vector components as
. 3 .





[__Ii] = (vp)f.,,J (6.140)
62-7 f
is the pressure derivative in the direction of the face normal in the parametric
direction.
The face pressure gradient must be discretized eventually in terms of cell-
node values. To achieve that, the face pressure gradient is first expressed in terms
of auxiliary-node pressure values by using a difference scheme. Discretization of
face pressure gradient can be made based on pressure values at cell nodes on the
two sides or on cell nodes and face node pressure for each side separately. Both
methods should produce identical results. However, in order to maintain
consistency with the discretization of fluxes in the conservation equations, and to
preserve the generality in situations when the interface lies between a fluid cell and
a solid cell, the latter method was used. Another benefit of using this method is that
a general pressure solver can be used, based on face pressure, as will be shown
below. Otherwise, the pressure solver would have to involve logic to discriminate
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between cell faces interfacing with two fluid cells or one fluid cell and one solid cell.
Discretization of the face pressure derivative must provide the same pressure
derivative regardless of the face side used. Therefore, the following must hold:
5 p61; —pfj
{—3) a :J—., (6.141.a)
6zJ fi A2:L
[LP] {211] , (6.141.b)
5zJ f_ zJ f+
where pressure values at auxiliary nodes can be expressed in terms of cell-node
values and increments from cell nodes to auxiliary nodes as:
p = p i + Apci (6.142)
Elf c
J J J
Pressure increments are calculated in a similar manner as other scalar increments
as
c .
Ap 1 =AR|Ci_-Vp|C¢ (6.143)
J J J
where Vp is the pressure gradient:
3
Vp = Z pxiEi . (6.144)
i=1
whose components can be calculated based on face values as:
1 3 - - fJ
_ J J
Px. “72[Pf.77i Af] _. (6-145)
L C j=1 J fj
The face-node pressure gradient can be expressed explicitly in terms of cell-node
values by substituting Eq. (6.142) into Eq. (6.141) as:
5 p64; " pf Ape;
[J4] = 1 J . i J (6.146)
é'zJ f AzJ,C Azi
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Substitution of the above result into Eq. (6.137) yields a final equations for the face
normal velocity expressed in terms of face-normal pseudo-velocities and pressure




. 2 . fj:
0% :0; x . p._,—pf , (6.147)





0; =6; :1 3? Api (6.148)
It — A4 Cj
are a modified face-normal pseudo-velocities evaluated at cell nodes on the positive
(+) or negative (-) sides of the face, and which contain pressure increment terms.
6.11.3. Enforcement of Mass Conservation
The equation for the face-normal velocity derived in the previous section can
now be used to find a cell-node pressure field that satisfies mass conservation. The
solution is advanced by expressing the face-normal velocities in terms of the
previous-iteration pseudo-velocities and the current-iteration pressure. Thus the
solution is advanced a full iteration cycle. For this reason, it is important to
introduce iteration indices. The previous outer loop iteration will be denoted by m-l,
while the current iteration will be denoted by m. The face-normal velocity can be
written in terms of pseudo-velocities and other terms evaluated at the previous
iteration level, and in terms of pressure evaluated at the current iteration level as
follows:
Gu,Jn—1
. 2 . _ f
UtJJn = Uf’m 1 i i . Pf’.’ _p"; (6149)
i i Azfl J C]-
i-
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Before substitution into mass conservation, it is convenient to write the above
equations as net volumetric flows across faces by multiplying by the cell-facet area:
' 2 ' —1 m m
QJ'm = 1”” i a p —p (6.150)
fi fi fi fJ C}:
where
Q’" = vJ’mAJ (6.151)
fi fi f
are the mass-conserving volumetric flows,
”m—l _ 2j,m-1 j
Q — v Af (6.152)
fi i





are the j-face negative- and positive-side pressure coefficients, respectively.
Substitution of Eq. (6.150) into mass conservation, Eq. (6.73) at the current
iteration step yields:
j=1 cf + + f
3 .. ,.
2 QJm‘l—ap pit—p": — elm—Hap pE—p”: =0 (6.154)
f f J f f J C
‘ ff 6'
A redefinition of pressure variables is needed for pressure, considering that the cell-
node pressure on the negative side of the positive-side face and the cell-node
pressure on the positive side of the negative-side face are the cell-node pressure
itself:
10’”. = pf,” (6.155)
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A final algebraic equation for the cell-node pressure is obtained after substituting
the above definitions into Eq. (6.154) and grouping cell-node pressure terms on the
left-hand side of the equation:
 
3
p m _ p m p m p,m—l
a — a +a +b ,





ag’ = 2 [a5 + aff]. (6.158)
j=1 J J
1 3 2 1 ‘ 1
béD’m— = 2 Q3.— -Q;’:_ - (6.159)
j: J J
6.11.4. Face-Node Pressure Equation
Once the pressure field at cell-nodes is known, face pressure values become
readily available. For faces (between two fluid cells), the face pressure is obtained
by equating the discretized pressure gradient from the two face sides in Eq. (6.141):
p17: AzJ’ + pi’lAzJJr’
m CJ CJ
Pf, = . . . (6.160)
1 (421 + 421)
 
For fluid-boundary faces where the face-normal velocity (or the face volumetric flow)
is specified, the face pressure is calculated using Eq. (6. 150). For an interface with a




m m Qf+ szt
pf.i = pcj; 1' — a (6.161)
J J ft
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Face velocities are obtained if the face pressure is imposed. This is done using Eq.
(6. 150) to calculate the volumetric flow rate, and then the velocity using the face
area. Pseudo-velocity interpolation is one-sided for fluid boundaries, as in the two
cases above when either the face velocity or the face pressure is imposed. Once the
face pressure and the face velocities are available, momentum and energy
conservation equations can be solved.
6.12. Balance of the Conservation-Quantity Fluxes
Balance of the conservation quantity flow is checked both locally and globally.
The local flow balance is checked by calculating the inflow, outflow, storage flow,
and generation flow for each fluid cell as:
,° _ ¢,in
FCJ’ “1 _ Z Fc,f , (6.162)
f: all faces
, t _ ¢,out
FCJ 0“ _ Z Fc’f , (6.163)
f: all faces
AV
FCJSJO = 0‘” (gt — “OJ—47’ (6.164)
FCJ’ge" = sf’ge’JAv, (6.165)
where C¢ is the specific capacitance (mass density for the momentum equations, or
the product of the mass density and specific heat for the energy equation); (25 is the
transport scalar (u1,u2,u3, or t); ¢° is the transport scalar at the previous time step
level; AV is the cell volume; and A 2' is the time-step size. Dimensional consistency
is implied.
A net cell inflow, FC¢,max , is calculated to establish an upper bound for the
calculation of errors. It assumes the maximum of the cell’s net inflow or net outflow
magnitudes. The net inflow is calculated by adding the face inflow, the magnitude of
the generation flow, if this flow is positive, and the magnitude of the generation
flow, if this flow is negative. The net outflow is calculated by adding the face
outflow, the magnitude of the flux generation flow, if this flow is negative, and the
magnitude of the generation flow, if this flow is positive. Domain storage flow and




ac F¢,max , and (6.166)
c
F¢,bal
83’1"” = ___—C + (6.167)F¢,max
c
To check the global flow balance, the program adds all of the fluid+domain-
boundary momentum inflow and outflow, and all of the momentum storage rates
and momentum generation rates from each fluid cell, as follows.
Ff,” = Z 17$”, (6.168)
f= domain faces
Fj’out = Z Ff)?“ , (6.169)
f= domain faces
ngto = Z FC¢,sto ,
(6.170)
c=domain cells
Fc‘f'ge" = 2 F339", (6.171)
c=domain cells
Notice that the solution domain is different for the energy equation and mass and
momentum equations. The solution domain for the energy equation includes all sub-
domains, while the solution domain for the momentum equation includes only the
domain with the fluid phase.
The flow balance is calculated as:
Fjbal : chitjn _Fjput -FC§”S’O + ngen. (6.172)
A net inflow, Fg’max , is calculated to establish an upper bound for the calculation
of errors. It assumes the maximum of the net inflow or net outflow magnitudes.
The net inflow is calculated by adding the face inflow, the magnitude of the
generation flow, if this flux is positive, and the magnitude of the generation flow, if
this flow is negative. The net outflow is calculated by adding the face outflow, the
magnitude of the generation flow, if this flow is negative, and the magnitude of the













A top-level outline of the solution scheme is shown in Figure 6-5. Face-node
values of the dependent variables are initialize. Some of these are treated as
domain-imposed boundary conditions, while others are treated as initial values
subject to subsequent updates. Cell-node values of the dependent variables are
assumed known as initial conditions. The general solution procedure is best done in
a transient loop, in which the equations can be solved in either true or false
transient modes, the difference being whether full flow balance is satisfied at each
time step. A transient loop is preferred even if solving steady-state problems,
because under-relaxation is achieved using a physics-based scheme, based on the
time-derivative discretization and resulting in the storage term in the algebraic
equations. In this manner, a steady-state solution can be obtained in false transient
mode and under-relaxation controlled by the time step size, while limiting the
number of outer loop iterations. Another advantage of this approach is that the time
step for solving momentum and energy equations may be set at different values
based on the time constant.
For each time step, an outer loop takes care of mass conservation compliance,
while inner loops enforce momentum and energy conservation. The outer loop
contains a non-iterative procedure for calculating cell- and face-node pressure and
face-normal velocities, both consistent with mass conservation. Then, one or more
inner loop iterations are allowed for the solution of cell-node and face-node velocities
and temperature base on the algebraic conservation equations. Local and global
flow balance is checked within inner loops for momentum and energy, while mass
conservation checks are done within the outer loop
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Equation-variable flowcharts are shown in Figure 6-6 for the outer loop and
in Figure 6-7 for the inner loops. In these flowcharts, lines and nodes represent
equations and the arrows indicate the resulting variable. Only the most important








































Initialize cell-node and face node velocities, pressure, and. temperature.
Initialize the coefficients of the momentum equations.
Advance the time step level.
Calculate the pressure and face-normal velocities.
Calculate the cell-node pseudo-velocities.
Calculate the face-node pressure coefficients.
Calculate the face-node pseudo-velocities.
Solve the pressure equation set to obtain cell-node and face-node pressure.
Calculate the face velocities.
Update the coefficients of the momentum and energy equations.
. Update the constant term of the energy equation.
Solve the energy equation to obtain cell and face temperatures.
. Update the constant term of the momentum equations.
Solve the momentum equations to obtain cell and face cartesian velocities.
Repeat from step 4 if the local or global energy or momentum flux errors are
larger than a pre-established tolerance.
Repeat from step 3 until desired time has been reached (or until steady
state).
Program Checks
Check cases were run to verify that the solution procedure is doing what it
was intended to do, from the theoretical standpoint. The following check cases were
run:
1. Comparison of solution obtained using a curvilinear grid against that using a
rectilinear grid for the same domain:
1.a. One-dimensional conduction in a cube
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Figure 6- 7. Equation-Variable Flowchart for the Inner Loops
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1.c. Two-dimensional natural convection in a vertical, differentially heated
square enclosure (with grid refinement to test convergence to a grid-
independent solution)
2. Boundary condition checks:
2.a. Imposed temperature
2.b. Imposed heat flux
2.c. Imposed mixed convective boundary condition
2.d. Imposed zero face Cartesian velocities (No-slip condition)
2.e. Imposed face-normal velocity (Intended for slip condition or symmetry plane,
where Cartesian velocities are not specified.)
3. Natural convection in tilted, rectangular channels (comparison against
published data)
All checks above were satisfactory (see APPENDIX D).
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7. NUMERICAL MODEL OF THE LIQUID-LENS SYSTEM
7.1. Introduction
This chapter is aimed at benchmarking the numerical model of the liquid-
lens system derived in the previous chapter against the experimental data from
Chapter 3. The banchmarked model is then used to perform a comprehensive
thermal analysis of the liquid-lens system.
First, the geometry is buit and volume checks are conducted to ensure that
the computational grid reproduced the intended geometry. Then, a hydrostatic case
is used to demonstrate that the numerical model produced a “motionless” field in the
limit of a uniform temperature field. Finally, inputs to the model are adjusted to
optimize the correlation against the experiment.
As will be discussed below, not all of the required thermal boundary
conditions and internal temperatures could be determined experimentally. Instead,
the code was used to “reverse-engineer” the missing or incomplete boundary
conditions, and along with a statistical method, it was used also to identify internal
suspect data points. This was achieved by systematically adjusting input boundary
conditions, running the program, and checking if the resulting internal
temperatures were consistent with experimental data. The procedure was slightly
more complex, as the above process had to be repeated for various sets of internal
temperature data points, in order to check which set produced the highest
correlation coefficient.
7.2. CFD Model Geometry
The physical model used in the numerical calculations includes
approximations of the CRT face panel, the enclosure frame, the meniscus frame, and
the liquid coolant. The so-called internal temperatures are those measured at the
nine thermocouple-grid locations on the CRT face-panel (see Figure 3-4). A View of
the computational model geometry with all of the dimensions involved is shown in
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Figure 7-1. Orthogonal projections are shown in Figure 7-2. Since the liquid-lens
system is symmetrical about the X1=O plane, it is assumed that no fluid flows or
energy transfer occur across this plane. Taking this assumption into account and
with the main purpose of saving computer memory and CPU time, it was decided to
use only one-half of the liquid-lens system in the computational domain. This
symmetry-plane assumption is to be tested subsequently, once the model is
benchmarked against experimental data. The computational model represents the
right half section of the physical domain, for Cartesian coordinates X1 2 0 mm. The
coordinate plane X1 = 0 mm, becomes a symmetry plane for the computational
domain. All of the dimensions describing the model are listed in Table 7-1. The
computational model consists of (1) a base plate, (2) a meniscus wall, and (3) the
liquid coolant contained between the base plate, the meniscus wall, and a
rectangular enclosure shell. Schematic views of the domain showing all of the
boundaries are in Figure 7-3. These boundaries are listed in Table 7-2. Next is a
description of the domains and boundaries in computational model.
Mate
The base plate is a simplified model of the CRT face panel. It consists of a
parallelepiped, measuring 61.2 mm along X1, by 97 .4 mm along X2. Its thickness is
7.1 mm (direction X3). The base plate domain is define as:
The boundaries of the base plate are defined as follows.
Base Plate Lower Surface:
O<X1<L1, X2=—L2, —L3<X3 <0. (7.2)
Base Plate Lateral Surface:
X1=L1, —L2<X2<L2, —L3<X3<O. (7.3)
Base Plate Upper Surface:
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Figure 7-2. Computational Model Dimensions — Orthogonal
Projections
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1 Computational Domain Width L1 61.2
2 Computational Domain Half Height L2 48.7
3 Base Plate Thickness L3 7.1
4 Enclosure Depth L4 25.5
5 Meniscus Wall Gap L5 5.2
6 Meniscus Wall Centerline Thickness L6 4.0
7 Meniscus Wall Overall Depth L7 24.8
8 Meniscus Wall Convex Surface Radius R1 56.0
9 Meniscus Wall Concave Surface Radius R2 39.5
10 Meniscus Wall Outline Cylinder Radius R3 40.0
Base Plate Upper Upper-Side View
Surface \
Enclosure Upper X1 Enclosure Lateral
Surface Surface
' Base Plate
Memscus Wall ‘ X3 Lateral Surface
Front Surface Enclosure Front
(Concave Side) Surface
Base Plate ‘XZ ‘X_
Back / 2
Surface\ / /
Left-Side \ / Right-Side
Mid-Section X> _''''' '_ '“f X< ' '''''' _ View




Meniscus Wall ‘X3 Meniscus Wall
Back Surface | Cylindrical Perimeter
(Convex Side) Surface
Enclosure X
Lower Surface —_ 1 Note: Arrows point to
Base Plate Lower /r’ - surface edges
Surface Lower-Side View
Figure 7-3. Schematic View of the Computational Model Boundaries
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1 Area within Raster Region on Face Panel Back Surface
2 Area outside Raster Region on Face Panel Back Surface
3 Meniscus Lens Exterior, Center (Concave Side)
4 Face Panel Exterior Lower Surface
5 Face Panel Exterior Lateral Surface
6 Face Panel Exterior Upper Surface
7 Enclosure Frame Exterior Lower Surface
8 Enclosure Frame Exterior Lateral Surface
9 Enclosure Frame Exterior Upper Surface
10 Enclosure Frame Exterior Front Surface
11 Meniscus Lens Cylindrical Perimeter Surface
Base Plate Back Surface:
Base Plate Front Surface:
O<X1<L1, _L2<X2<L2, X3=0. (7.6)
Rectangular Enclosure
The rectangular enclosure models the enclosure frame walls. Its dimensions
are 61.2 mm along X1, by 97.4 mm along X2. Its depth is 25.5 mm (direction X3). A
hole of radios R=R3 (40.0 mm) on the front surface allows space for the meniscus






0<X1 <L1, —L2<X2 <L2, X12+X22>R3, X3=L4. (7.10)
Meniscus Wall
The meniscus wall approximates the meniscus lens. Its geometry is defined
by two spheres, a cylinder, and a plane, as follows.
X12 +X22 + (X3 —X3,1)2 < R1, X12 +X22 +(X3 —X3,2)2 > R2,
(7.11)
2 2
X1 +X2 < R3, X3 <X3’3,
where X3,1, X32, and X3,3 are derived coordinates, defined as:
Fluid
The fluid fills the whole space confined by the base plate front surface (X3 =
O), the enclosure walls, and the meniscus wall interior (convex) surface. The air
bubble above the free surface of the liquid in the upper region of the enclosure
reported during the experiment was not modeled. The meniscus wall geometry is
definedas:
2 2 2







Thermophysical properties are known with reasonable certainty, as their
values were obtained from either published data or experimental measurements
conducted as part of this project. Table 7-3 lists all thermophysical properties used.
Fluid properties were evaluated at 56 °C, which is the fluid median temperature,
based on preliminary computer-model results for the experimental run. Uncertainty
values are in parenthesis. Mass density and specific heat for the solid are not
relevant for steady-state results, but are needed for consistency during calculations.
A detailed description of the calculation of thermal properties is in APPENDIX C.
7.4. Grid-Coordinate Parameterization
The purpose of coordinate parameterization is to establish an order for
addressing points in the Cartesian coordinate system within the physical domain. It
must be emphasized that the problem is solved within physical space, and not in. a
transformed domain. The general parameterization functions are:
Xi =Xi(Y1,Y2,Y3), i=1,2,3. (7.14.)
 
 
Table 7-3. Thermophysical Properties Used in the Calculations
. Fluid Base Meniscus
Pmperty UH“: (56 °C) Plate Wall
. kg/m 1134.5 2568(2) 2568
<2)
1 Mass Dens1ty (i0.2%) (1)
. J/kg-K 2588 837 (2) 837(2)
2 Spe01fic Heat (:0.6%) (1)
. . W/m-K 0.268 0.790 0.629
3 Thermal Conduct1v1ty 1 (:0.2%) (1’) (i5.0%) (1) (i5.0%) (1)
. . _ _ mz/s 9.61x10'o
4 Kinematlc V1scos1ty (£1305) (1).
. , 1/K 6.073x10'“
5 Volume Expans1v1ty (10.2%) (1)
(I) Experimentally determined as part of this project
(2) Taken from typical glass plate properties at room temperature.
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For convenience, the origin of the curvilinear coordinate system is set at the origin of
the Cartesian coordinate system, and Y1 and Y2 axes are set parallel, and in the
direction of the X1 and X2 axes, respectively. For the sake of simplicity,
parameterization will be done only for X3 coordinate, that is, parameterizations for
X1 and X2 coordinates are given as:
X =Y1 (7.15.a)
X2 = Y2 (7.15.b)
Parameterization of X3 is done depending of the corresponding sub-domain. There
are three parameterization sub-domains, delimited by parameterization boundaries,
which are designated by “curves” CO, Cl, and C2, as shown in Figure 7-4.
The parametric coordinate value on these curves is obtained as follows.
Parametric Boundary, Curve CO:
 
X3131 X3 =X3<Y ,Y ,Y3 )
H 1 """"‘ Xi = Parameterized Coordinate, i = 1,2,3








   




T """"K Y3 = Y3,Cz
t ------ <\ :
L7 L6 ' ’ Y3 Y3,C1
—-I— E E Parametric “Curve” C1
Y : Y : i
3 ,C ----- : | >3 0 LT : : R
5 R4 R3 R = (Y12 + Y22 )0.5
Parametric “Curve” C0
Figure 7-4. Schematic View of the Computational Model Boundaries
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Parametric Boundary, Curve C1:
2 2 0.5
Y3,c1 =H1 ‘(Ri ‘R3 ) : (7.17)
where






To obtain X3 we proceed as follows. First, the radial position, R, is calculated:
0.5
R =(Y12 + 1’22) (7.22)
Then, the X3 -coordinates are calculated on the parametric curves:
X3,C0 (R) = 0 (7.23)
0.5
X361 (R) = H1 —(R12 —R2) (7.24)
0.5
XM2 (R) = H2 —(R22 472) (7.25)
Coordinate X3 can now be calculated in terms of the above equations as:
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Y3: Y3 S Y3,co
 
 
X =< Y <Y SY (7.26)
3 ’ 3C 3 3,Y3,C1 — 3,60 0 Cl
X32 ~(Yac. -Ya)+Xa,c. (Y, Jae.)
’%q<%3%6
Y3,62 —Y3,Cl ’ ’ 2
k
The above equations were incorporating as part of the program to generate the
computational grid.
7.5. Computational Grid
The numerical model requires the Cartesian coordinates (X1, X2, and X3) of the cell
vertices (face corners) to proceed with the solution. The cell topology for the present
problem was based on hexahedra, so for every cell, 8 vertex locations need to be
determined (or 4 vertex locations per cell face). The computational grid is
considered generated once the coordinates of these vertices are known for all of the
cells in the solution domain. Functions of the Cartesian coordinates (X1, X2, and X3)
are already available in terms of the parametric coordinates (Y1, Y2, and Y3). The
remaining task is to create a grid within parametric space to determine the values of
the parametric coordinates corresponding to cell vertices, and to then feed them into
the available functions to calculate their Cartesian coordinates. Figure 7-5 shows
the geometry and domain sub-divisions within parametric space. Face markers are
specified along each coordinate to separate sub-domains, including domain
boundaries. For the sake of simplicity, a uniform grid was generated within each
sub-domain in the parametric space. Therefore, each of the sub-domain intervals is
uniformly subdivided into segments representing cells (control volumes) in the
physical space domain. The edges of these segments represent face locations. The
number of segments is equal to the number of cells assigned, in the respective
direction. Table 7-4 shows the total number of cells in each direction, the coordinate
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Y3,f4 ——> ------------------- F“. \N,
----------- -'_' 3,3
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Liquid Coolant N32
Y Y _. Y1
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N
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}— 3,,
Legend Ni,n = Number of Cells
 
Where j = Coordinate Direction
11 = Sub-domain number
 
Figure 7-5. Parametric Space Coordinate Markers
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Table 7-4. Domain Cell Distribution within Parametric Space
 
Coordinate Number of Number of Yj,min Yj,max
Direction, j Sub-Domains Cells, NJ. (mm) (mm)
1 1 35 0.0 61.2
2 1 54 -48.7 +487
3 4 19 -7. 1 30.0
Table 7-5. Sub-Domain Cell Distribution within Parametric Space
Coordinate Sub-Domain Number of Y Y
 
j,min j,max
Direction, j Number (n) 09113» ij (mm) (mm)
3 1 4 -7.1 0.0
3 2 12 0.0 22.0
3 3 1 22.0 25.5
3 4 2 25.5 30.0
cells in each of the sub-domains in direction Y3, and the extent of each sub-domain.
Four sub-domains were created in direction Y3. Figure 7-6 shows perspective Views
of the grid generated with the above information for the base plate, liquid coolant
and meniscus wall separately, as an assembly. Figure 7-7 shows projection views of
the grid onto Cartesian coordinate planes.
Volume Checkfium
A comparison between the summation cell volumes for each material in the
CFD grid and the exact volume based on the dimensions and coordinate
parameterization above is shown in Table 7-6.
The base-plate grid has the exact volume. This was expected, since the cells
are not distorted because of domain curvature. The discretized fluid domain has a
volume of 0.03% below the exact value. The maximum volume error occurred for the
meniscus wall, with a volume of 0.49% above the exact value. The total grid volume
was 0.03% above the exact volume. At this point, the geometry of the liquid-lens
system has been completely specified, and the computational grid has been












































































































































































































































































































































































































































































Figure 7-6'. Computational Grid Perspective and Exploded Views
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LateraI-Side View Front View
 
Lower-Side View
Figure 7- 7. Computational Grid Orthogonal Projection Views on
Cartesian Planes and Geometry Model Overlays
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Base Plate 42.322 42.322 0.00%
Fluid 120.862 120.824 -0.03%
Meniscus Wall 20.319 20.419 0.49%
Total Volume 183.502 183.565 0.03%
Before proceeding with benchmarking the numerical model with
experimentally determined boundary conditions, one more check is needed using the
newly generated grid, to ensure that a momentum balance occurs in the limit of a
uniform temperature field (hydrostatic limit).
7.6. Hydrostatic Check Run
Based on experience with previous numerical models, distorted grids may
result in spurious flows whose order of magnitude were comparable to those of
natural convection flows. These spurious flows, although small, may invalidate the
natural-convection solution. These flows are believed due to errors in the numerical
approximation of momentum fluxes. To ensure that errors of this type do not exist,
a case having an isothermal field was used to test the numerical model. The
numerical model should produce a hydrostatic pressure field with zero velocities in
this limit. Details regarding this run are in APPENDIX D. Results were
satisfactory; that is, a zero velocity field with a hydrostatic pressure distribution was
obtained. At this point, the program is deemed ready for running actual cases
involving conditions in the liquid-lens system.
7.7. Computational Run with Nominal Inputs
A case was run using the best information available for geometry,
thermophysical properties, and boundary conditions. This case is referred to as the
“nominal” case. Geometry and thermophysical properties are known within
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reasonable certainty. They have already been specified as inputs into the existing
model. A complete set of boundary conditions, however, is not known with the
desired level of certainty, and equipment-specification nominal values were used
along with some approximations to arrive at the set of boundary conditions.
7.7.1. Boundary Conditions
Boundary conditions have some uncertainty, since not all of them could be
measured directly. Boundary temperature is available at three points along the
CRT face-panel perimeter, and at three points on the enclosure-frame exterior
surface. The meniscus lens exterior temperature was believed unreliable, and was
not used as input to the model. Heat flux data on the CRT face panel back surface is
not available. Instead, the power of 14.2 W is available as input to the picture tube.
The dimensions of the raster area on the rear side of the face panel, where heat is
generated as the waste product of the light emission could not be measured by direct
observation. Instead, minimum, nominal specification values for the equipment are
available. The task at hand is to use the information available to arrive at a set of
boundary conditions that could be used for a nominal run.
Boundary conditions are applied to external boundaries of the base-plate back and
side surfaces, the enclosure side and front surfaces, and the meniscus wall exterior
cylindrical perimeter and front surfaces — both flat and concave. A description of
each of them is presented next.
B_ase Plate Back Surface
As the electron beam hits a “spot” on the phosphor layer, its energy is
absorbed and converted to visible light, X-rays, and internal energy into the
material, as shown in Figure 7-8. The rise in internal energy results in a
temperature rise of the material. The rise in internal energy is itself a
manifestation of heat generation occurring at the spot of impact of the electron
beam. The temperature rise in the material, in turn gives rise to heat conduction











(emitted)  Erad Heat Conduction
 
(1) All ofthe electron beam energy is absorbed E . = E
b,1 b,a
at thephosphor layer.
(2) This energy is converted into light, X-rays,
and internal energy ofthe material
(3) The internal energy is converted into heat U = E d + E
conduction through the glass and thermal ra
radiation emitted to the CRT interior.
Note: U= Internal Energy
Eb a: Electron BeamAbsorbed Energy
   
Figure 7-8. Energy Conversion Model within the Phosphor Layer
layer and the CRT internal glass walls behind the face panel. The fraction of the
electron beam energy that is ultimately converted into internal energy, however, is
unknown. The heat flux applied to the raster area can be estimated by the use of
radiometry and photometry and theory [101]. It is assumed that upon impact, the
electron beam releases visible light, X-rays, and thermal energy within the phosphor
material (see Figure 7-.9). Based on calculations using photometry and radiometry
theory, and using a combination of tube manufacturer’s specifications and tube’s
voltage and current measurements, the fraction of input power that is carried with
visible light from the phosphor screen is approximately 10%. (APPENDIX E,
Section E. 1 contains these calculations.) If energy carried by X—rays and other forms
of non-thermal radiation is neglected, the remaining 90 % of the input power may be
assumed converted into internal energy within the phosphor layer, and ultimately
dissipated by heat conduction and radiation. As indicated in Chapter 3, the electron
beam input power was calculated as 14.2 Watts during the experiment. This implies
-181-
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Figure 7-9. Phosphor-Layer Energy Flow Breakdown
that 90% of this power (12.78 Watts) can be assumed converted into thermal energy
within at the phosphor layer (within the raster region).
The actual dimensions of the effective raster area in the experiment are also
unknown. The manufacturer specifies minimum dimensions for the raster area with
the maximum being the physical dimensions of the face panel back surface. This is
a source of uncertainty. The size of the raster region can only be assumed, or taken
as the minimum dimensions specified by the manufacturer. It is reasonable to
assume minimum dimensions of 101.6 mm (full width) by 76.2 mm (full height) to
establish a reference case. The resulting heat flux becomes
.. 0-9x14~2W ”-78 W #5507512. (7.27)qo=0.1016mx0.0762m:0.00774192 ”,2 m
 
The boundary locations for the area of application of the heat generation rate
above may not coincide with cell face edges. Therefore, the heat-generation flux may
be applied to partial faces. The program handles this by weighing the heat flux by
the partial cell-face area so that the total heat rate is unchanged.
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Heat Transfer Through the Face-Panel Glass
Heat throughout the face panel glass may be assumed by conduction only, as
the radiation exchange through it was estimated at less than one percent. (See
APPENDIX E, Section E.2.)
Heat Transfer from the Face-Panel Back to the Cabinet Environment
Heat transfer occurs between the face panel back surface to the cabinet
internal environment by a combination of radiation, conduction, and convection. A
model for this process is illustrated in Figure 7-10. The process begins by thermal
radiation exchange between the face panel back and the picture tube glass interior
surface (funnel wall interior). Then, heat conduction takes place through the funnel
walls from the interior to the exterior surface. Finally, heat convection and thermal
radiation carry the thermal energy to the cabinet interior environment. Model
details are included in APPENDIX E. The corresponding effective heat transfer
coefficient was calculated to be hR = 3.72 W/mz-K for the average temperature of 71
°C on the face-panel back. This coefficient accounts for the combined effects of
convection, conduction, and radiation. Sensitivity calculations show that the net
heat transfer coefficient does not change by more than 4 % if the temperature is
changed by 10 °C above or below the reference value of 71 °C, as shown in Table 7-7.
The value of 3.72 W/mz-K was applied uniformly over the base-plate back surface.
Small temperature changes should not impact this value significantly.
Boundary Condition within the Raster Region
The boundary condition applied to the raster region is a combination of the
uniform heat flux and the above convective-type boundary condition in the form:
aT .,
—k3 52 = qo —hb (T—Ta), (7.28)
where k3 is the base-plate thermal conductivity, q; is the heat flux, hb is the
effective heat transfer coefficient calculate above, Ta is the cabinet interior
environmental temperature, and Z is the face-local inward-facing spatial coordinate.
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Face Panel :-





e = [ +— + _]
0'3 00,1 01,2 02,3
G0 1 = Thermal conductance for thermal radiation exchange between the CRT
, face-panel back and the funnel interior
01,2 = Thermal conductance for conduction through the funnel walls
G2,3 = Thermal conductance for convection and thermal radiation between the
funnel wall exterior and the cabinet internal environment
hR = Effective heat transfer coefficient  
Figure 7-10. Network Model for Heat Transfer from the Face Panel
Back to the Environment
Table 7-7. Sensitivity of the CRT Face-Panel Back-Surface Net
Heat Transfer Coefficient to Back—Surface Temperature
 
Units Low Mid-Value High
(Reference)
CRT Face Panel Back °C 61.0 71.0 81.0
Surface Temperature
hb W/mz-K 3.740 3.872 4.002
hb - hb,ref W/mZ-K -0132 0 0.131
-3.4% 0 3.4%
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Boundary Condition Outside the Raster Region
A convection-type boundary condition was applied to the area outside the
raster region on the face panel back as:
6T
kBa—Zzhb(T—Ta), (7.29)
where k3 is the base-plate thermal conductivity, hb is the effective heat transfer
coefficient, Ta is the cabinet-interior environmental temperature, and Z is the face-
local inward-facing spatial coordinate.
Base PlaLte Side Surffls
A convective-type boundary condition was applied to the base-plate side
surfaces. Temperature was not imposed because of two major reasons: ( 1) only three
experimental points were available along the perimeter, and (2) the domain
boundaries are too close to the temperature locations that will be used to check the
results against. Because of the poor conduction within the glass, there is no
assurance that the temperature is maintained within reasonable uniformity along
the perimeter. Because of the proximity between the domain boundaries and. the
“internal” experimental points on the thermocouple grid, imposing the temperature
on the boundary may defeat the purpose of using this grid for comparing
experimentally and numerically determined temperatures.
Based on the above arguments, it was decided not to impose boundary
temperatures on the base-plate side surfaces. Instead, a convective-type boundary
condition is imposed with an effective heat-transfer coefficient that accounts for heat
conduction through the portion of the glass outside the computational domain, and
convection from the CRT face-panel side perimeter to the cabinet interior
environment (see Figure 7-11). The above model yields the effective heat transfer
coefficients shown in Table 7-8.
The boundary conditions for the base-plate side surfaces are stated as
follows:
6T
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Figure 7-11. Base-Plate Side Boundary Heat Transfer Coefficients
 
Table 7-8. Base-Plate Side Surface Net Heat Transfer Coefficients








1335—2: 5(T—Ta) :boundary #5 (lateral), and (7.31)
6T
k3a—Z—=h6 (T—Ta) :boundary #6 (upper), (7.32)
where k3 is the base-plate thermal conductivity, h4, h5, and h6 are the effective heat
transfer coefficients for each of the boundaries, as defined above, To is the cabinet-
interior environmental temperature, and Z is the local inward-facing spatial
coordinate on the face.
Enclpsure Side Surfaces
Experimental temperatures were measured at the center point of the exterior
of the enclosure lower surface, the lateral surface, and the upper surface, and
steady-state values are available. For the sake of simplicity, it was assumed that
these temperatures are maintained uniform across each of the corresponding
surfaces in the numerical model. These temperatures were used as boundary
conditions for the enclosure shell lower, lateral, and upper sidewalls as follows:
T4 = 5 2. 0°C for the enclosure lower-side surface, (7.33)
T5 = 53 . 9°C for the enclosure lateral-side surface, and (7.34)
T6 = 5 3 . 9°C for the enclosure upper-side surface. (7.35)
Enclosure Front Surface
The temperature applied to this surface was calculated as the arithmetic
mean of the temperatures of the lower, lateral, and upper enclosure side surfaces
above for the sake of simplicity:
1 O o (
T10=§(52.0+53.9+53.9) 0:532 C. (7.36)
Meniscus-Wall Cylindrical Perimeter Surfefl
This surface has a very small heat transfer area, and it was assumed
insulated for the sake of simplicity.
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Meniscus-Wall Front Surfflg




where k2 is the meniscus wall thermal conductivity, h3 is the linearized heat
transfer coefficient including convection and radiation from the meniscus wall
exterior to the environment, To is the cabinet-interior environmental temperature,
and Z is the local inward-facing spatial coordinate on the face. The boundary
conditions applied to the CFD domain are summarized in Figure 7-12 and Table 7-9.
The tilt angle was set to 30°, and the hydrostatic reference temperature was 56 °C.
7.7.2. Program Results
The program was run in false-transient mode using the same execution
control parameters, namely, the convergence tolerances, iteration limits, under-
relaxation factor, and time-step size as used in the hydrostatic run above. Execution
time was 2.5 hours for the same convergence parameters and number of iterations,
and using the same computer as in the hydrostatic run.
Energy and Momentum Balance
A summary of domain energy and momentum balance, and cell and domain
flux errors is shown in Table 7-10. Energy and momentum conservation was
satisfied — both locally and globally, as shown by the small “balance” errors.
Comparison of Experimental and Numerical Results
Comparison between experimental and numerical temperatures for each
thermocouple grid-point location is shown in Table 7-11. The numerical
temperature at grid pointj is designated as TjN , and experimental temperature at
the same point is designated as TJ-E . Typical errors were within approximately 2 °C,
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Table 7-9. Boundary Conditions for the Liquid-Lens Nominal Case
. . Boundary-
No. Description Condition Type Value
Convective Boundary Condition f n _
with Flux Generation within (S}ur ace F111;: _ 165375
1 Raster Region eneration W/m
Dimensions: _ 0
2W : 101.6 mm ConvectiveQ) Ta _ 240 C’
2 Area outside Raster Region on Convect've (2) Ta = 24.0 °C,
Face Panel Back Surface 1 h = 3.8 W/mZ-K
3 Meniscus Lens Exterior, Center Convective (3) Ta = 24.0 °C,
(Concave Side) h = 12.3 W/mZ-K
4 Face Panel Exterior Lower Convective (3) Ta = 24.0 °C,
Surface h = 2.32 W/mZ-K
5 Face Panel Exterior Lateral Convective (3) Ta = 24.0 °C,
Surface h = 2.42 W/mZ-K
Face Panel Exterior Upper . (3) Ta = 24.0 °C,
6 Surface Convective h = 4.47 W/mZ-K
,7 Enclosure Frame Exterior Lower Value“) T = 52.00 0C
Surface
8 Enclosure Frame Exterior Value“) T: 5390 oC
Lateral Surface
9 Enclosure Frame Exterior Upper Value“) T = 53.90 0C
Surface
10 Enclosure Frame Exterior Front Value“) T: 5320 oC
Surface
11 Meniscus Lens Cylindrical Insulated q” = 0
Perimeter Surface
(1) Assumes 90% of Input Power Distributed over Raster Region of Nominal
Dimensions = 0.9 x 14.2 W /(0.1016 m x 0.0762 in): 1650.75 W/m2
(2) Radiation to CRT Interior, Conduction through CRT walls, and Convection
and Radiation to Environment
(3) Conduction through Part of CRT Glass and Convection to Air
(4) Experimental Surface Temperature
(5) Average of #4, #5, and #6.
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Table 7-10. Energy and Momentum Balance — Nominal Case
 
 
Dependent Variable 9 T U1 U2 U3
Variable Symbol
Cell Storage Error agglol x 109 0.003 0.067 0.022 0.022
Cell Balance Error 55ng x 109 1.394 0.674 0.298 0.298
Units -) (W) (mN) (mN) (mN)
Net, Boundary Influx Fin 5.646 0.320 0.473 0.473
Net, Boundary Efflux FOL” 5.646 0.320 0.549 0.549
Net, Stored FS‘O x 109 7.824 0.022 -0927 -0927
Net, Generated Fge" 0.000 0.000 0.076 0.076
Balance Fbal x 109 10310.3 0.5 -27 -27
Domain Storage Error as” x 109 1.386 0.070 1.689 1.689
Domain Balance Error ebal x 109 1826.3 1.7 4.9 4.9
Table 7-11. Nominal Case Numerical and Experimental
Temperature Comparison at Face Panel Grid Locations
 
Grid Point jv‘ 1 2 4 5 7 .9
X1 (mm) 0 0 25 25 25 50 50
X2 (mm) -35 0 -35 0 35 -35 35 .-
TJ-N (numerical) (C) 57.7 64.4 63.5 57.9 64.2 63.7 55.8 59.8 58.2
TjE (experimental) (C) 57.0 56.8 61.4 56.3 64.9 59.0 54.7 59.9 57.5
Error=TjN—TjE (C) 0.7 7.6 2.1 1.6 -0.7 4.7 1.1 -01 0.7
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7.7 °C occurred at grid-point #2, corresponding to the CRT face-panel center-point.
The second largest error of 4.8 °C occurred at grid point #6, at coordinates
(25,35) mm. Plots of the numerical temperatures along lines parallel to the CRT
face-panel minor axis (“vertical axis”) are shown in Figure 7—13. A discrepancy in
the trend for the temperature profile passing through the CRT center point is
evident in the figure. To quantify the correlation between the numerical and
experimental sets of data, the correlation coefficient must be calculated, as shown
next.
Correlation Coefficient
The numerical solution is effectively a “physics-based” curve fit through
experimental data. To check the quality of such curve fit, a correlation coefficient
[46] can be calculated from experimental and numerical temperatures on the
thermocouple grid. If k denotes such set of Nk points, the correlation coefficient,
rk , is calculated as:
2 1/ 2
rk = 1 —[g%] (if 77k< 0k, otherwise, rk = 0), (7.38)
where 77k is the correlation deviation, and 0k is the standard deviation associated
with the data set k. Notice that if the correlation deviation is greater than the
standard deviation, the correlation coefficient would become an imaginary number.
This situation may occur when the curve fit used for the data is of very bad quality.
In those situations is better to talk in terms of the “square” of the correlation
coefficient, rkz , which although negative, is still a real number. The standard
deviation is calculated as:
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Figure 7-13. Comparison between Numerical and Experimental
Temperatures on the CRTFace Panel Grid — Nominal Case
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where Tk is the experimental-temperature arithmetic mean (average temperature).
The average temperature is calculated as:
_ 1 E
k J=set{k}




where Gk is the correlation error function, defined as the sum of the squares of the
errors as:
Gk = Z (Tl-N {PIE )2. (7.42)
j=set{k}
Results from the above equations are shown in Table 7-12. The curve-fitting
deviation is larger than the standard deviation, yielding an imaginary correlation
coefficient. In this situation, it is better to state the results in terms of the square of
the correlation coefficient, rkz = -0.339. The negative value indicates that there is no
correlation, and that the numerical solution is a bad curve fit for the experimental
data.
The correlation between the experiments and the numerical results could be
changed by removing points from the correlation. Figure 7-14 shows the effect of
removing one point at a time from the correlation, and using only the remaining
points in the calculations. Removing most of the points results in reductions of the
square of the correlation coefficient, except when removing points #2 and #6, which
result in an increase; thereby, improving the correlation. This might suggest that
these two points are “suspects,” but this conclusion should not be made lightly,
unless the problem is analyzed in more detail, and the uncertainty in the boundary
conditions is removed.
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Table 7-12. Nominal-Case Statistics
 
 
Minimization Function Gk (002) 90.065
Number of Points Nk 9
Average Temperature Tk (°C) 58.6
Standard Deviation 0k (902) 3.10
Curve-Fit Deviation "k (902) 3.587




















None #1 #2 #3 #4 #5 #6 #7 #8 #9
Point Being Removed from the Correlation
Figure 7—14. Effect ofRemoving Individual Data Points from the
Calculation of the Correlation Coefficient
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Discussion
From the above results, it was unclear whether the source of such large
discrepancies between the numerical and experimental data can be solely attributed
to the set of heat-flux-raster-dimension chosen. There are at least seven potential
sources for error, which are not exclusive from each other.
The first explanation involves the validity of the thermocouple
measurements. There is the possibility that one or perhaps more thermocouples had
a bad connection. Calibration was made prior to the laboratory measurements to
ensure that temperatures were measured properly. However, there is always the
chance that any physical disturbance, such as relocating equipment, or re-heating
could result in the loss of calibration of the instrumentation. There were nine
electrical contact points per thermocouple, including the thermocouple junction
itself, and any disturbance could potentially change the electrical resistance of these
contacts. In addition, the thermocouple junctions were soldered, not welded.
Soldered thermocouples are more sensitive to this type of problem. A bad or high--
resistance circuit produces “low“ temperature readings. From the experimental
transient temperature plots, no conclusions could be made regarding the status of
the circuitry, as the temperature increase was monotonic from the start, an all of the
transient curves follow the same pattern. This does not suggest that the circuitry
was working properly, but that the proof of faulty circuitry cannot be established.
The second explanation implicates the physical location of the thermocouple
junctions on the face panel. Calculations show that there is a relatively large
temperature gradient within the fluid near the face panel surface. The main
component of the temperature gradient is in the direction normal to the surface.
From computer results, the average magnitude of the temperature gradient in this
direction on the face-panel exterior surface is approximately 3.3 °C/mm only at the
point of contact with the surface. This value increases to 5.5 °C/mm at the face —
panel center. This suggests that any minor gap between the thermocouple and the
face-panel surface may lead to significant errors in the temperature readings. This
might help explain, at least in part, the 7.6 °C and 4.7 °C errors at grid point #2
(face-panel center) and #6, respectively. These would be reported as “low” readings
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by the instrumentation system. There is some likelihood for the presence of low
readings, as thermocouples were much easier to remove from the face panel surface
than anticipated when dismantling the experimental apparatus.
The third explanation implicates the assumptions made for the development
of the mathematical model. The most obvious one has to do with thermal radiation
through the fluid. Neglecting radiation through the face panel glass is not as
significant as neglecting radiation through the fluid, if there is indeed any.
Proximity to the meniscus lens around the face panel center may lead to a reduction
in the face panel surface temperature, if radiation were to take place between this
surface and the meniscus lens through the fluid. Information about radiative
properties of the fluid to pursue this possible source of error was not found.
The fourth explanation implicates the degree of uniformity in the actual rate
of heat being generated per unit raster area. Visual observations showed a uniform
brightness on the projector monitor screen. Therefore, the electron beam flux had to
be uniform, since brightness is directly related to the electron beam flux. Having a
uniform electron beam flux implies that the heat flux at the phosphor layer was
uniform. Consequently, there is no argument to support that the heat generation
rate per unit area (heat flux) wasn’t uniform.
The fifth explanation implicates an error in the derivation of the
mathematical model, or its implementation into computer code. Several checks have
been made to ensure self-consistency within the model, and against published data,
and nothing seems to indicate that this is the case.
The sixth explanation concerns the boundary conditions use as program
inputs. The temperatures imposed on the enclosure walls are believed to be
realistic. The measured temperatures on the lateral and upper sidewalls were
nearly identical, and the measured temperature on the lower wall was slightly
lower. Small errors in these temperatures should only affect the overall
temperature level for the face-panel temperatures — not the trends. Convective-type
boundary conditions were applied to the base-plate back surface, the base-plate side
surfaces, and the meniscus-wall front surface. The temperature on the base-plate
front surface should not be very sensitive to small errors in the heat transfer
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coefficient assigned to these surfaces, as long as the order of magnitude is correct.
The other boundary conditions are the heat flux applied to the face panel back and
the dimensions of the raster region. As mentioned earlier, there is a level of
uncertainty associated with these boundary conditions, especially the raster
dimensions.
Finally, the seventh explanation the values used for the thermophysical
properties for the fluid and solid components. Variation in the fluid viscosity (i.e.,
Prandtl number) has a large effect on the flow pattern, and could, as well have an
effect on the temperature distribution. Variations in the thermal diffusivity also
have an effect on the temperature field. However, significant effort was invested
into determining approximate values for the thermophysical properties, and it is
believed that these values are known with reasonable certainty. Variations within
this certainty should not affect the results significantly.
Conclu§ion§
A set of boundary conditions were determined from a combination of direct
experimental measurements, the use of heat transfer correlations, and equipment
specifications. These boundary conditions were used to numerically solve the
conjugate natural convection and conduction heat transfer in the liquid-lens system.
A poor correlation between numerical results and the original set of experimental
data caused by discrepancies resulting from only two data points. The correlation
could have been increased by selectively removing points from the correlation, but
without having exhausted all of the possible variations in the boundary conditions
with the highest uncertainty, it was preferred to avoid this. The more likely
explanation under the assumption that the radiation model is correct (the glass and
the fluid are opaque to thermal radiation), is that some of the thermocouples were
not in good thermal contact with the face-panel surface.
The next task is to design a method that finds optimum values for the heat
flux and raster area dimensions resulting in the minimization of the correlation
error function. To identify “suspect” data points, this method will be used for
various sets of grid-point combinations used in the correlation.
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7.8. Optimization of the Boundary Conditions
The previous case using nominal inputs resulted in no correlation with
experimental data; that is, the square of the correlation coefficient was negative.
This suggested that either the set of boundary conditions imposed were incorrect,
and/or one or more of the thermocouple temperature measurements used to
calculate the correlation coefficient was incorrect, or was measuring the temperature
correctly, but at the wrong location. Thus, the remaining task is two-fold: finding an
optimized set of boundary conditions, and identifying the non-correlating
temperature point(s).
7.8.1. Optimization Solution Approach
The boundary condition parameters to be optimized are the heat flux, the
raster width, and the raster height. These parameters were selected since they
carry the greatest uncertainty. Raster dimensions are only known within a range
specified by the manufacturer. Initial values were assumed as “minimum” width
and height dimensions. Preliminary estimates for the heat flux were based on these
dimensions along with heat-dissipation estimates using radiometry and photometry
theory. It is believed that the temperature distribution on the face panel is very
sensitive to the above parameters. For the sake of simplicity, the assumption was
made that the raster region was centered within the face panel back. Therefore, a
symmetric raster area was used for the numerical model, resulting in only two
dimensions to adjust (width and height). The criteria for optimization will consist of
finding the set of heat-flux and raster dimensions that minimize an optimization
function. The optimization function is defined as the correlation error function, G,
as defined in Eq. (7.42), which is obtained from numerical results. There are two
ways to calculate the optimization function. The first one involves the generation of
numerical solutions in sequence, depending of the independent variables requested
by the Optimization routine. The second involves a pre-calculating the numerical
solutions and then using an interpolation function to determine the value of the
optimization function.
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Optimization bv Sequential Numerical Calculations
One way is to specify an initial set of heat flux and raster dimensions, and
use an optimization method to find the extrema. This method requires that the CFD
program be run sequentially for each set of boundary conditions. In addition, if the
solution dependency is highly nonlinear on these guesses, an improper selection of
the initial guess may lead to the optimized solution at a local minimum, as depicted
in Figure 7-15. If this is the case, a new initial guess must be used, and the entire
process must be repeated, as the search path may not lie along the previous path.
Optimization by Numericgil Solution Pre-Calculaiion
Another approach is to build a matrix of CFD solutions on the parameter
space, as shown in Figure 7-16, that can be accessed any number of times by the
optimization routine. In this manner, only a set with a finite number of heat flux
and raster dimension combinations is needed. The clear advantage of this approach
is that the CFD cases required to solve each of the grid points can be run in parallel.
If a local minimum were obtained from an improper initial guess, a new guess could
be made, and the process be repeated very rapidly, without having to rerun several
CFD cases, as required by the previous approach. Thus, the latter approach was
chosen because of these advantages.
7.8.2. Process for Identifying Suspect Data Points
In order to identify suspect data points, the optimization process shall allow
the systematic removal of data points from the calculation of the optimization
function, i.e., the correlation error function, G. The maximum number of points
removed shall not exceed 25% of the total number of points. Since there are 9 points
total, a maximum of 2 points can be removed. Sets with all the possible
combinations of none, one, and two points removed from the calculation will be
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Figure 7-16'. Pre-Calculated-Solution Optimization Search
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7.8.3. Optimization Methodology
In principle, the larger the number of CFD-run data points, filling the
parameter space, the higher the quality of the interpolation function that can be
obtained. However, to keep the number of CFD runs to a manageable level, only
three values per parameter will be used.
The three-dimensional grid with three parameter coordinates in each
direction is shown in Figure 7-17. This grid requires 27 CFD runs. A tri-quadratic
interpolation function was used to map the parameter space using these points. The
middle point is assigned nominal inputs for the boundary conditions. This point also
becomes the initial guess. This method should provide adequate solutions if the
optimization function is continuous within the parameter space, and if there are no
double minima, as the interpolation function does not allow it. It is hoped that the
absolute minimum is close enough to the initial guess point. It is possible, however,
in the event that a double minimum is suspected, or if more accuracy is required to
add more points to the grid and run the CFD cases for the new points. A new
interpolation function would, however, be required in this case.
For convenience, 51, 62, and 53 will denote fractions of reference values for
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where q;6f is the reference heat-flux calculated using the measured input power
and nominal raster dimensions, Wref is the CRT specification’s minimum raster
width, and Href is the CRT specification’s minimum raster height. With the
reference raster width and height given as:
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Figure 7-17. Gridded—Solution Optimization Search
the reference heat-flux may be calculated as:
Q.





Values for the parameter fractions were selected as shown in Table 7-13.
Pre—Calculation Matrix CFD Runa
The above fractions were used to calculate inputs for the heat flux, raster
width, and raster height. Cases were numbered from 1 to 27, with case #1 having
all “lows”; that is 4‘] = 0.8, 52 = 0.9, and 4‘3 = 0.9. Then the fractions for each
subsequent case were obtained by increasing first .53 , then 52, and finally 6,, with
case #27 having fractions of if, = 1.0, 4‘2 = 1.1, and 53 = 1.1. All other program inputs
were left identical to those for the nominal case. Program runs were distributed
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Table 7-13. Parameter Fractions for the Optimization Grid
Low Nominal High
 
Heat Flux Density Fraction {1 0.8 0.9 1.0
Raster Region Width Fraction 52 0.9 1.0 1.1
Raster Region Height Fraction 4‘3 0.9 1.0 1.1
among the various computers shown in APPENDIX F for faster execution.
Face-Panel Grid Interpolation
Once CFD runs have been completed for each m-case, m = 1, 2, ..., 27, the
temperature values at the CRT face-panel thermocouple-grid locations were
interpolated from CFD face-node values on the base-plate front surface.
Intra-Run Interpolation
Before the optimization process can be started, a function capable of
interpolating grid-point solutions between runs must be postulated. A tri-quadratic
function is used because of its relative simplicity in code implementation. If there
are J=9 face-panel grid points, M=27 parameter-space grid points, a polynomial of
degree (N-1)=2 can be assembled by adding all of the combinations resulting from
the products of the three parameters, 5n, n=1,2,3, as
Tj(5)= £4: o/gfigfynl"), j=1,2,...,J (7.46)
m=1 n=1
where j denotes each of the face-panel grid point locations (i=1,2,3,...,J), f is the
parameter-space vector, all, (i = 1,2,3,...,N; m=1,2,...,M) is the coefficient associated
with the mth term of the function (not the CFD run) used to interpolate the
temperature at the j-grid-point location, and i(m,n) (m=1,2,...,27; n = 1,2,3) is the
exponent of fin in the mth term of the function. The exponent i(m,n) is an integer
function with the values specified in Table G-1 (APPENDIX G, Section G. 1). As the
temperature at each of the face-panel grid points, Tj (5) (i = 1,2,3,...,J) , is known
from CFD solutions, for all of the M parameter-space grid locations, 5 = (51,52,553) ,
a set ofM linearly independent equations is available associated to each of the j-
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at a time from correlation calculations. The total number of combinations becomes
46, broken-down as follows.
No points removed: 1 combination
One point removed: 9 combinations
Two points removed: 36 combinations
7.8.6. Optimization Solution Implementation
To solve the optimization problem, an initial sub-grid of the independent
variables was created. An initial “search” was made to identify the point resulting
in the minimum error function. This was done to ensure that the final optimization
did not result in a local minimum. This point was used as the starting point for the
final optimization process. The final optimization process was done using the GRG2
optimization program [70]. A computer program was written to read face-panel
surface temperatures from computer run output files and call GRG2. The program
sorts the information in decreasing value of the correlation coefficient. Results are
presented next.
7.8.7 . Optimization Program Results
The temperatures interpolated on the face-panel grid are shown in Listing G-2
(APPENDIX G). The coefficients in the tri-quadratic function are included in
Listing G-4. Optimized values of the independent variables and the correlation
error function, G, are shown in Listing G-5. The correlation coefficient and other
statistical data are included in Listing G-6. Listing G-7 contains the optimized grid
temperatures, and Listing G-7 contains the grid-temperature errors. To sort the
information, each of the combinations was assigned a configuration-ranking index
based on decreasing value of the correlation coefficient. The configuration-ranking
index ranges between 1 and N, where N is the number of combinations for a given
set using no point, one point, or two points removed. Thus, three sets of
combinations have been ranked. The individual combinations within these sets are
arranged such that the configuration-ranking index increases as the correlation
coefficient decreases, resulting in the highest correlation coefficient for the
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face-panel grid-points. Therefore, nine M-by-M matrices must be inverted to get the
coefficients all; . The results are tabulated in Listing G-3 (APPENDIX G,
Section G1).
7.8.4. Optimization Criteria
It was mentioned earlier that bad thermal contact may results in “low”
temperature readings. Therefore, experimental readings “above” numerical values
should have better quality associated as compared to those readings “below”
numerical values. As these points have better quality, the closest the value of the
numerical solution approaching from below the data point, the better the quality of
the results. Incorporating this into the optimization process requires the
quantification of constraints. To simplify the problem, a constraint will be imposed
such that the calculated temperature at the point of maximum experimental
temperature is equal or greater than the experimental value. The experimental
data point with the highest temperature is point #5 with a temperature of 64.9 °C.
Therefore, the optimization constraint will be:
E E
T5 2 T5 (= Tmax)’ (7.47)
7.8.5. Optimization Process
The process starts by optimizing the boundary conditions having all of the
grid points. Then, it proceeds to having one point removed, for instance, grid point
#1. Then, optimization of the boundary conditions starts, with the correlation error
function, G, calculated using all of the points except point #1. The optimization
process should result in optimum values for the independent variables, i.e., the heat
flux, and the two raster dimensions. The process is repeated removing point #2, #3,
and so on until point #9. Then another set of combinations starts, but removing two
points at a time, i.e., points #1, and #2, then #1, and #3, and so on. In total, there
are three optimization sets with combinations of none, one, and two points removed
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configuration index of one. Results are shown in Figure 7-18 for the 46 optimized
grid-point combinations. A zero correlation coefficient may indicate either zero or an
imaginary value. The same order is kept when plotting the correlation error
function for each of these sets.
The optimized values for heat flux and raster dimensions, along with a
complete set of statistics for the combinations having the highest correlation
coefficient among the three sets is provided in Table 7-14. The points removed are
also identified. Based on the results, the optimized solution including all of the grid
points produces a nominal improvement in the correlation, as rk2 increases from
-0.339 to -0.247. If one grid point at-a-time is removed from the calculations, the
best correlation is obtained without point #2 (face panel center). The resulting value
for rkz increases from a negative number to +0.802. This was a significant increase,
since the maximum value for this variable is unity. The correlation coefficient
becomes rk = 0.896. If two grid-points are removed simultaneously from the
calculations, the best correlation is obtained without point #2 and #6 (upper,
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Table 7-14. Optimization Results’ Summary
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middle grid point). Removal of these points yields increases in the square of the
correlation coefficient to 0.983 and in the correlation coefficient to 0.991.
Temperature plots are provided for the above combinations in Figure 7-19. Points
removed from the calculations were also removed fiom the plots.
7.8.8. Selection of the Reference Case
The purpose for having a reference case established is to have a self—
consistent numerical solution that matches experimental results closely enough to
serve as a benchmark for subsequent studies. The above results indicated that the
correlation with experimental data could be substantially improved if data point #2
(face-panel center grid point) and data point #6 (upper middle grid-point) are
removed from the set. Even in the unlikely event that the numerical solution for
these two points was mistaken, a valid comparison could still be made for the others.
In such scenario, the computer model could still be used for further analysis, as long
as temperature results are ignored near these two points. Furthermore, points #2
and #6 did not show experimental maxima; therefore, ignoring them should be of no
consequence for the thermal performance results, since thermal performance is
evaluated in terms of the maximum temperature, which took place at point #5.
Based on the above reasoning, points #2 and #6 will be removed from the validated
experimental set.
7.9. Reference Case Final Run
The previous optimized solution was interpolated from a set of CFD
solutions. Therefore, fluxes are not directly available, and if they are obtained by
interpolation, they may not fully obey conservation laws. In order to get the actual
fluxes an additional CFD case was run with the optimized values for heat flux and
raster dimensions, as shown in Table 7-15. The temperature profiles are shown in
Figure 7-20 for reference purposes, and the data is tabulated in Table 7-16. The
solution is slightly off from the optimized case with two points off, which wasn’t
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Figure 7-19. Comparison of Optimization Results
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Heat Flux Density q (VV/mz) 1993.0
Heated-Region Width W (mm) 99.1
Heated-Region Height H (mm) 67.3
Power Q (W) 13.29
Percent of Input Power (%) 93.6%
Heated-Region Width Ratio (W/L1) 01 0.8096
Heated-Region Width Ratio (H/L2) 02 06910
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Figure 7-20. Comparison ofNumerical and Experimental
Temperatures on the CRTFace Panel
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Table 7-16. Reference Case Numerical and Experimental
Temperature Comparison at CRT Face Panel Grid
 
Locations
Grid Point jv‘ 1 2 3 4 5 6 7 8 9
X1 (mm) 0 o 0 25 25 25 50 50 50
X2 (mm) -35 0 35 -35 0 35 -35 o 35
TJ-N (C) 56.6 65.9 63.3 56.6 65.6 63.1 54.7 60.0 57.3
TJ-E (C) 57.0 61.4 56.3 64.9 54.7 59.9 57.5
Error =Tj-N —TJE (C) 64 1.9 0.3 0.7 0.0 0.1 -02
new set of statistic variables is included in Table 7-15. The correlation coefficient
dropped from 0.991 to 0.965.
Flux Balance Check
A summary of domain fluxes, and cell and domain flux errors is shown in
Table 7~18. Energy conservation was satisfied — both locally and globally, as
suggested by the small flux-balance errors.
7.9.2. Liquid-Lens Thermal Performance
The thermal performance of the liquid lens system is compared with the
manufacturer’s specifications in Table 7~19. The picture tube manufacturer specifies
two requirements for thermal performance. They are that (1) the maximum
temperature on the face-panel surface does not exceed 90 °C at the center, and (2)
that the temperature differential between this point and peripheral points does not
exceed 21 °C. The temperature at the face panel center was calculated at 65.9 °C,
which is below the maximum allowable value of 90°C. The minimum peripheral-
point temperature from the experimental measurements was 50.6 °C. Therefore the
edge-to-center point temperature differential becomes 15.3 °C, which is below the
maximum allowable differential value of 21 °C. The corresponding mean
temperature gradient becomes 0.27 °C/mm, which is below the maximum allowable
value of 0.375 °C/mm. The maximum temperature on the base-plate front surface
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Table 7-17. Reference Case Statistics
 
 
Minimization Function Gk (902) 4.247
Number of Points Nk 7
Average Temperature Th (°C) 58.8
Standard Deviation 0k (902) 3.49
Curve-Fit Deviation 77k (902) 0.922
Square of the Correlation r 2 0.930
Coefficient k
Correlation Coefficient rk 0.965
Table 7~18. Flux Balance — Experimental Reference Case
 
Equation -) T U1 U2 U3
Variable Symbol
Cell Storage Error .9:ng x 109 0.004 0.118 0.029 0.012
Cell Balance Error eff/1x 109 2.781 1.064 0.454 0.064
_ (W) (mN) (mN) (mN)
Net Boundary Influx Fm 5.975 0.382 0.519 0.747
Net Boundary Efflux 17°“t 5.975 0.382 0.650 0974
Net Storage Flux F3“ x 109 11.843 -0.114 034.0 -0144
Net Generated Flux Fge” 0.000 0.000 0.131 0.227
Flux Balance 19b“l x 109 15969.9 .54 7.9 0.8
Storage Flux Error est“ x 109 1.982 0.298 0.524 0.148
Balance Flux Error ebal x 109 2672.8 14.3 12.2 0.9
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Center-Point Temperature (°C) 90 65.9
Center-Point Temperature Differential (°C) 21 15.3
Edge-to-Center-Point Mean Temperature 0.375 0.273
Gradient (°C/mm)
Maximum Temfirature (°C) 90 67.6
was calculated at 67.6 0C at coordinates (13.5, 18.9) mm. This temperature was
higher than the center-point temperature, and should be used instead, for
requirement compliance.
7.9.3. Heat Flux Analysis
Table 7~20 summarizes the heat transfer rates and mean temperature on the
major domain boundaries. The same results are depicted in Figure 7~21. It must be
noted that the CFD domain was half the size of the physical domain, which was
divided by a symmetry plane perpendicular to the face panel. Therefore, the heat
transfer rates reported are half of those in the physical domain.
The net heat-generation rate at the base plate back is 6.647 W. From there,
1.258 W (18.9%) is transferred from the base-plate back to the environment by
conduction, convection, and radiation (tube’s interior, wall, and surroundings). The
total thermal power going forward into the CFD domain from the face panel back
becomes 5.389 Watts (81.1 % of the net input). A very small fraction, which
amounts to 1.7 % of the total heat, is transferred to the face-panel side surfaces. The
remainder (79.3 %) goes forward into the fluid. The heat rates transferred to the
enclosure walls are 8.2%, 14.6%, 16.7%, and 24.1% of the total heat, to the lower,
lateral, upper, and front walls, respectively. The heat transfer going to the meniscus
lens front surface accounts for 15.6% of the total heat. The total thermal power out
from the domain is less than 2 mW below the input value, for a percent error of
~0.03%.
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Table 7-20. Reference Case CFD-Domain Thermal Boundary Fluxes
and Mean Temperatures
 
Thermal Percent Mean Heat
Power Power Temperature Flux Area
(W) (%) (°C) <cm2>
Heat Generation 6.6475 100.0 IN 33.3
Base Plate:
Back (B1, B2) 1.2585 18.9% OUT 68.3 59.6
Lower (B4) 0.0296 0.4% OUT 53.7 4.3
Lateral (B5) 0.0524 0.8% OUT 55.6 6.9
Upper (B6) 0.0358 0.5% OUT 57.0 4.3
Front (fluid interface) 5.2694 79.3% Internal 60.2 59.6
Enclosure:
Lower (B7) 0.5453 8.2% OUT 51.8 15.6
Lateral B8) 0.9717 14.6% OUT 53.9 24.8
Upper (B9) 1.1095 16.7% OUT 53.9 15.6
Front (B10) 1.6026 24.1% OUT 53.2 34.4
Meniscus Wall:
Front (B3) 1.0402 15.6% OUT 50.7 32.4
Energy Balance
Total Power, IN 6.6475 100.00% IN
Total Power, OUT 6.6458 99.97% OUT
Percent Difference ~0.0017 ~0.03%
 
 
on the liquid-lens system’s computationalNote: Bi, denotes boundary number
model
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Figure 7-21. Reference Model Boundary Energy Fluxes
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7.9.4. Comparison against Predictions Using Heat Transfer Correlations
It is interesting to note that the numerical prediction for the face-panel-front
mean temperature was only 0.3 °C below the predicted value using correlations for
two-dimensional natural convection in enclosures and a lumped-parameter heat
transfer network. The heat-transfer model used in Chapter 3, to estimate the mean
temperature on the face-panel-front was used again, with the input heat rate
changed from 90% to 93.6% of the net input power. This was necessary to reflect the
fraction used in the numerical predictions, which corresponds to a net heat rate of
13.29 W. This method resulted in a mean temperature of 60.5 °C, which is close to
the one obtained from CFD calculations of 60.2 °C for the base plate front, as shown
in Table 7-20.
7.9.5. Full-Enclosure Run
A run using the full enclosure dimensions (without the symmetry-plane
assumption) was run. Results showed that the flow was indeed symmetric about the
geometric vertical symmetry plane.
7.9.6. Overall Thermal Characterization
The above CFD results were used to determine what fractions of the total
heat input were output to the frame and directly to the environment. Table 7~21
shows the fractions of heat transfer going to the mounting frame and to the
environment. Heat transfer to the frame accounts for 37 % of the heat transfer
dissipated by the enclosure and 24 % of the heat transfer into the system. The
experimentally validated model was characterized into a lumped-parameter
thermal-network model. This model could be used for sensitivity studies with small
variations in the input heat flux, and variations in the thermal conductance to the
environment based on the configuration tested. That is, same geometry, properties,
and tilt angle. Thermal conductances in the model were derived from heat transfer
and temperature data in Table 7~20 and Table 7~21. This model is included in




Table 7-21. Heat Dissipation Distribution
Heat Transfer to Heat Transfer to
Environment Frame
Flux Area Tm AT Flux Fraction Flux Fraction
W cm2 °C °C W W
Base Plate
Back Surface 2.517 119.2 68.3 44.3 2.517 1.000 0.000 0.000
Lower Surface 0.059 8.69 53.7 29.7 0.059 1.000 0.000 0.000
Lateral Surface 0.105 13.8 55.6 31.6 0.105 1.000 0.000 0.000
Upper Surface 0.072 8.69 57.0 33.0 0.072 1.000 0.000 0.000
Enclosure
Lower Surface 1.091 31.21 51.8 27.8 0.868 0.796 0.223 0.204
Lateral Surface 1.943 49.67 53.9 29.9 1.485 0.764 0.458 0.236
Upper Surface 2.219 31.21 53.9 29.9 0.933 0.421 1.286 0.579
Front Surface 3.205 68.80 53.2 29.2 2.009 0.627 1.196 0.373
Meniscus Wall 2.080 64.82 50.7 26.7 2.080 1.000 0.000 0.000
Totals:
Base Plate 2.753 150.43 2.753 100.0% 0.000 0.0%
Enclosure 8.458 180.89 5.295 62.6% 3.163 37.4%
Meniscus Wall 2.080 64.82 2.080 100.0% 0.000 0.0%




A mathematical model of the experimental setup was solved and numerical
results were obtained. First, a model of the experimental geometry was built into a
CFD grid. Material properties were assigned to the CFD model, reflecting a
combination of standard table, manufacturer-specification, and measured values.
The mathematical model was first tested in the limit of zero-input heat flux with
insulated boundaries to check consistency in hydrostatic conditions. Then, nominal
boundary conditions were applied, and results were obtained with poor correlation
with experimental data. The boundary conditions were optimized, and two suspect
internal temperature data points were removed from the experimental set to
improve the correlation, which resulted in a correlation coefficient of 0.96, indicating
adequate correlation. Momentum and energy balance was checked indicating local
and global conservation. Isobars, isotherms, thermal isoflux lines, and thermal
isograds were plotted on major domain surfaces.
The maximum temperature at the face-panel center and the maximum
temperature differential between face-panel periphery points and center were
calculated for reference purposes in order to verify compliance with manufacturer
specifications. For a room temperature of 21.7 °C, the calculated values were 65.9
0C and 15.3 °C, respectively, which were below the manufacturer’s maximum
allowable values of 90 °C and 21 0C, respectively. The maximum temperature on the
base plate exterior was calculated at 67.6 °C at coordinates (13.1, 18.6) mm. The
maximum temperature-gradient magnitude was used to indicate where fracture of
the glass material is more likely to initiate as a result of thermal stresses. The
maximum temperature-gradient magnitude was calculated at 2.73 °C/mm at
coordinates (7.4, 16.9) mm. The maximum temperature on the base plate back was
calculated at 82.5 °C at coordinates (15.8, 12.8) mm, and the maximum temperature-
gradient magnitude was calculated at 3.08 °C/mm at coordinates (47.9, 14.4) mm.
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8. VISUALIZATION OF NUMERICAL RESULTS
8.1. Introduction
This chapter presents plots for the visualization of various solution fields of
the reference (benchmark) solution obtained in Chapter 7. The variables used for
field visualization are (1) the piezometric pressure, plotted as isobars, (2) the
velocity field, plotted using pathlines, (3) the face-panel temperature field plotted
using isotherms, (4) the face-panel temperature gradient plotted using lines of
constant temperatureogradient magnitude (isograds), and (5) energy-flux field,
plotted using lines of constant heat-flux magnitude (thermal isoflux lines) and with
lines tangent to the energy-flux vector field (heatlines).
8.2. Isobars
Figure 8-1 shows isobars on coordinate planes. Isobars are nearly horizontal
except near the base plate. The maximum and minimum values for static pressure
occur on the lower and upper edges of the domain. The maximum piezometric
pressure occurs near the point of maximum static pressure, but the minimum value
occurs slightly above the base plate center.
8.3. Description of Flow Circulation
Particle pathlines are shown in Figures 8-2 through 8- 7. The pathlines
simulate the trajectories of particles released at selected points in the flow field.
The lines are obtained by integration of the velocity vector. The length of the
pathline depends on the time specified for integration. The arrowhead at the end of
the pathline indicates the direction. Figure 8-2 shows pathlines starting at grid
points 2 mm away from the base plate. The general flow is in the upward direction
along the surface except near the upper edge, where the fluid moves downward. The
fluid in the upper-right area region moves downward and inward (towards the
~220-
 
Contour Lines Piezometric Pressure 1 (Pa)
Coordinates Maxima Minima
X 1 : Base-Plate Horizontal Axis A Piezometric Pressure A
X 2 : Base-Plate Vertical Axis 0 Static Pressure 9
X 3 : Base-Plate Normal Axis
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Figure 8-1. Isobars on Coordinate Planes
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Selected Surfaces: Set I - Reference Case
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Figure 8— 7. Domain Perspective View with Pathlines Departing from




    
     
vertical mid plane). Two flow systems are observed. The first system develops near
the vertical symmetry plane, in which the flow starts to accelerate as it is heated
along the baseplate until it starts to veer toward the symmetry plane in the upper
region. The second system is defined by the edges of a plane draft developed
between X1 = 10 and X1 = 45 mm. The flow near the left edge is drawn to the right
as it moves upwards along the baseplate. The flow coming from the region on the
right is drawn toward the left into the right edge of the plane draft. The structure of
the plane draft created is similar to that formed in a heated horizontal rectangular
plate immersed in an isothermal field (see Ref. [35, p. 185]).
Figure 8-3 shows particle pathlines departing from points on coordinate plane
X3-X1. Particle paths are projected on the X3-X1 and the Xl-X2 planes. Three
distinct drafts moving near the base plate in the X2 direction can be seen. The first
draft is close to the vertical symmetry plane. The second draft passes at
approximately X1 = 10 mm. The third draft passes at approximately X1 = 45 mm,
and points inward. The second and third drafts form actually the edges of the plane
plume that detaches near the upper wall. Some of the flow in the first draft comes
from the region near the meniscus wall from the right, flowing over the second draft.
A clockwise roll is seen near the right lateral wall. The roll is formed by a
combination of a dynamic force from the divergent flow region pushing the flow to
the right, while the flow near the right lateral wall cools and moves downward
because of negative buoyancy forces.
Figure 8-4 shows particle pathlines on the vertical symmetry plane. The flow
moves upward along the baseplate until it meets the downward flow from the top. A
stagnation point forms as a result forcing both flows to detach into a nearly vertical
plume. A counterclockwise cell is formed on one side of the plume, and a clockwise
cell is formed on the other. The flow in the counterclockwise cell moves downward
along the meniscus wall surface until it meets an upward flow from the lower region
to form another stagnation point, this time on the lowest most point on the meniscus
wall. The flow detaches and forms a downward draft moving in the vertical
downward direction. The flow on one side is diverted back upwards along the
baseplate to close the loop for the counterclockwise cell. Towards the bottom region
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a converging/diverging flow region is formed. Cooled flow returning near the
enclosure front surface is directed into the symmetry plane just below the meniscus-
wall lower edge. The flow makes a 90° turn and starts to move in the negative X3-
direction. The dotted line in the figure represents near-stagnation points where the
flow is divided into both sides of the line. Starting at approximately 10 mm from the
baseplate, the flow from both sides moves back towards the line, then it detaches
from the symmetry plane. This flow then moves upward along the baseplate to form
the roots of the first and second drafts referenced to in the previous paragraph (see
also Figure 8-2).
Figure 8-5 shows pathline departing from cross-sectional planes at X1 = 0
mm, X1 = 30.6 mm, and X1 = 59.2 mm (2 mm away fi‘om the lateral sidewall). The
near-vertical plane plume and the two counter-rotating cells in the enclosure upper
region prevail for nearly the entire with of the domain. Near the lateral sidewall,
however, the flow moves downward, back toward the baseplate and toward the lower
sidewall.
Perspective views of the flow field, and pathlines departing from selected
planes are shown in Figure 8-6 and Figure 8- 7. It must be noted that longitudinal
roll pattern exhibited in tilted rectangular channels did not develop.
Flow visualization by complete pathline closure was not sought because
complete closure may take several passes near the starting point [82]. In steady-
state three-dimensional flow fields, particles travel along a “stream-surface,” and
should be free to move anywhere on this surface as long as streamlines on the
surface are not crossed. The distance it takes for closure depends on this path.
Therefore, it is possible for the particle to take infinite time (due to an infinite path
distance) to return to the starting point.
8.4. Isotherms
Isotherms are shown on the baseplate back and fi'ont surfaces in Figure 8-8.
Isotherms on the back surface are more concentrated near the perimeter of the
heated surface, indicating a steep temperature variation. The maximum
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Figure 8-8. Isotherms on the Base Plate Back and Front Surfaces
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(15.8, 12.8) mm. Isotherms on the front surface are more evenly spaced. The
maximum temperature on the front surface was calculated at 67 .6 °C, at coordinates
(13.1, 18.6) mm. Figure 8-9 shows isotherms on the coordinate planes, and
Figure 8-10 shows isotherms on the meniscus lens back and front surfaces.
8.5. Thermal Isoflux Lines
Thermal isoflux lines are defined as lines with constant magnitude of the
thermal energy flux (energy flow per unit area). Thermal isoflux lines were plotted
on various surfaces across the domain. Thermal isoflux lines on the baseplate back
and front surfaces are shown in Figure 8-11. Thermal isoflux lines are concentrated
near the perimeter of the heated area indicating a large variation. The thermal flux
drops from +1800 W/m2 to —100 W/m2 in less than 10 mm. The maximum of
2.09 W/m2 was calculated on the back surface at coordinates (47.2, -30.7) mm.
Thermal isoflux lines on the baseplate front surface are more evenly spaced. A
maximum heat flux of 2.16 W/m2 was calculated at coordinates (7.5, 16.7) mm.
Figure 8-12 shows isoflux lines on the lower, lateral, upper, and front domain
surfaces, and on the X2=0 coordinate plane. Thermal isoflux lines on this plane
show high fluxes over +2000 W/m2 in a wide, narrow region near the baseplate and
below -3000 W/m2 in the region near the enclosure upper wall. These high fluxes are
due to flux advection with the upward flow near the baseplate and downward flow
near the enclosure upper wall. The highest fluxes leaving the domain (of up to 900
W/m2) are seen on the enclosure upper surface, and in the upper corner region of the
enclosure lateral, side surface. Negative values are seen on the enclosure lower
surface because the normal flux goes in the negative parametric direction.
8.6. Thermal Isograds
Thermal isograds are defined as lines connecting points at constant
temperature gradient magnitude. Figure 8-13 shows thermal isograds on the
baseplate back and front surfaces. The trends are similar to isoflux lines, but there
is some difference because the thermal isograds take into account heat transfer in
all directions. Thermal isograds on the baseplate back surface are concentrated
-231-
coordinates Horizontal Symmetry Plane, X2: 0 mm
X 1 : Base-Plate Horizontal Axis
. .-
X 2 : Base-Plate Vertical Axis
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Figure 8-13. Lines of Thermal Isograds on the Base Plate Back and
Front Surfaces
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near the heated-area perimeter. The maximum of 3.08 °C/mm occurs at coordinates
(47.9, 14.4) mm. This is in contrast to the location for maximum normal energy flux
at (4.7, -30.7) mm. Thermal isograds on the baseplate front surface are more evenly
spaced. The maximum of 2.73 °C/mm occurs at coordinates (7.4, 16.9) mm, resulting
in a location very close to that for maximum energy flux at coordinates
(7.5, 16.7) mm. This indicates that heat at such location travels almost entirely in
the direction normal to the baseplate surface.
8.7. Heatlines
Heatlines [9] are lines tangent to the energy flux vector. Heatlines were
obtained by integrating the flux vector from selected starting points. Figure 8-14
shows heatlines on the vertical symmetry plane. Heatlines depart from the back of
the baseplate. The lines cross the baseplate towards the fluid region, except in the
upper and lower region, where they are diverted mostly backwards. This provides
an indication that a small amount of heat leaves the system through the base plate
sides. Fluxline distribution is nearly symmetric within the baseplate. They are
orthogonal to the isotherms, as expected for heat conduction. Once in the fluid, the
heatlines are distorted due to fluid motion. In the lower half of the domain, most of
the heat near the symmetry plane leaves the system through the meniscus wall. In
the upper half, the thermal energy is concentrated in the near-vertical plume. Due
to flow circulation, heatlines turn back to the baseplate to finally leave the domain
through the enclosure upper wall. A perspective view of the domain with thermal
heatlines departing from the baseplate back surface is shown in Figure 8-15.
Heatlines end at domain surfaces. Surface regions with higher concentration of
heatlines suggest higher heat flux levels. These regions should be consistent with
regions of higher energy flux levels in Figure 8-12.
Extrema for temperature, thermal flux, temperature gradient magnitude,
piezometric pressure, and static pressure on the baseplate surfaces are summarized
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Figure 8-15. Heatlines Departing from the Baseplate Back Surface
 
Table 8-1. Maximum Values on the Base-Plate Back and Front
Surfaces - Reference Case
Variable Units Maximum X1 X2
Value (mm) me)
Base-Plate Back Surface
Temperature °C 82.5 15.8 12.8
Energy Flux W/m2 2.09 47.2 -30.7
Temperature-Gradient Magnitude °C/mm 3.08 47.9 14.4
Base-Plate Front Surface
Temperature °C 67.6 13.1 18.6
Energy Flux W/m2 2.16 7.5 16.7
Temperature-Gradient Magnitude oC/mm 2.73 7.4 16.9
Piezometric Pressure Pa 0.421 52.5 -48.7
Static Pressure Pa 271. 53.3 -48.7
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Table 8-2. Minimum Values on the Base-Plate Back and Front
Surfaces — Reference Case
 
Variable Units Minimum X1 X2
Value (mm) (mm)
Base-Plate Back Surface
Temperature °C 50.9 61.2 -48.7
Energy Flux W/m2 -0.32 18.4 36.1
Temperature-Gradient Magnitude °C/mm 0.17 57.7 -48.7
Base-Plate Front Surface
Temperature °C 5 1. 7 58.1 -48. 7
Energy Flux W/m2 -0.19 57.4 46.2
Temperature-Gradient Magnitude oC/mm 0.08 56.9 -48.7
Piezometric Pressure Pa -0.042 3.7 10.5
Static Pressure Pa —270. 2.5 48.7
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9. DIMENSIONLESS PARAMETERS AND SIMPLIFICATION
OF BOUNDARY CONDITIONS
9.1. Introduction
This chapter is aimed at determining the minimum number of dimensionless
parameters that fully specify the numerical model of the conjugate heat transfer
problem in the liquid-lens system. Reference scales for length and velocity are
introduced in order to nondimensionalize the problem. In addition, a sensitivity
study of boundary conditions will be carried out in order to remove those for which
thermal performance sensitivity is negligible, thus reducing the number of
parameters. This will be useful in keeping to a minimum the number of parameters
to be varied in a subsequent parametric performance study.
9.2. Reference Scales and Dimensionless Variables
The steady-state problem of the liquid-lens system is fully defined in terms of
32 independent variables. These variables are sub-classified as computational-
domain dimensions (Table 9-1), thermophysical properties (Table 9-2),
environmental properties (Table 9-3), and boundary conditions (Table 9-4).
























Table 9-1. Independent Variables: Computational Domain
Dimensions
Description Variable
1 Computational Domain Width L1
2 Computational Domain Half Height L2
3 Base Plate Thickness L3
4 Enclosure Depth L4
5 Meniscus Wall Gap L5
6 Meniscus Wall Centerline Thickness L6
7 Meniscus Wall Overall Depth L7
8 Meniscus Wall Convex Surface Radius R1
9 Meniscus Wall Concave Surface Radius R2
10 Meniscus Wall Outline Cylinder Radius R3
Table 9-2. Independent Variables: Thermophysical Properties
Description Variable
1 1 Fluid Mass Density po
12 Fluid Specific Heat CW)
13 Fluid Thermal Conductivity ha
14 Fluid Kinematic Viscosity v0”
15 Fluid Volume Expansivity ,60
16 Baseplate Thermal Conductivity k1
17 Meniscus Wall Thermal Conductivity k2
Table 9-3. Independent Variables: Environmental Properties
Description Variable
18 Gravitational Acceleration g
19 Tilt Angle y/
-242-




20 Heat Flux Q”
21 Heated Area Half Width L8
22 Heated-Area Half Height L9
23 Environmental Temperature Ta
24 Enclosure Lower Surface Temperature T7
25 Enclosure Lateral Surface Temperature T8
26 Enclosure Upper Surface Temperature T9
27 Enclosure Front Surface Temperature T10
28 Baseplate Back Surface Heat Transfer Coefficient hR
29 Baseplate Lower Surface Heat Transfer Coefficient h4
30 Baseplate Lateral Surface Heat Transfer Coefficient ’15
31 Baseplate Upper Surface Heat Transfer Coefficient he
32 Meniscus Wall Front Surface Heat Transfer Coefficient ’13
where
XR =L=L4, (9.2.a)
UR = 330—, (9.2.b)
R
- XR
2' = —, 9.2.cR UR < >
and a is the fluid thermal diffusivity.
Substitution of the definitions in Eqs. (9.1) and (9.2) into the conservation
equations for mass, momentum, and energy yields dimensionless equations written
in terms of the Prandtl number:




and the thermal conductivity ratios for the solids:
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K2 (meniscus lens conductivity ratio). (9.5.b)
The domain dimensions can be converted to nondimensional form by dividing
by the reference length. Temperatures can be nondimensionalized using Eq. (9.1.b)
where
L .,
ATR =——q , and (9.6.a)
k
0
TR = Ta (9.6.b)





The above definitions result in a dimensionless solution as a function of 25
dimensionless parameters and the position vector as:
*
¢=¢(x,RaL,Pr,I//, l1,l2,13,l5,l6,l7, r1,r2,r3, 01,02, (9 8)
"1’K2’ hB’h3’h4’h5’h6’ t7’t8’t9't10)
where l/lis the tilt angle (measured from the heated-from below orientation),
L-
li = —L—" (dimensionless lengths for i=1,2,3,5,6,7), (9.9.a)
ri = —L-"— (dimensionless meniscus-lens radii for i=1,2,3), (9.9.b)
. h
hB = ——B— (dimensionless convection coefficient on face panel back), (9.9.c)
R
hi = h—i (dimensionless convection coefficients on surfaces i=3,4,5,6), (9.9.d)
R
Ti — TR , , .




01 = —-8— (ratio of raster area width to enclosure-frame width), and (9.9.f)
1
L
02 = i( ratio of raster area height to enclosure-frame height). (9.9g)
2
Notice that the tilt angle above can be considered dimensionless, as it can be
expressed in terms of radians (unit length per unit length). To obtain results
involving physical variables, 7 additional known constants are needed to complete
the set of 32 variables. These constants are:
the reference length scale, L,
the fluid thermal conductivity, k0,
the fluid density, p0,
the fluid kinematic viscosity, v0,
the fluid volume expansivity, ,60,
the gravitational acceleration, g, and
the cabinet-interior environmental temperature, Ta.
9.2.1. Nondimensionalization of the Variables Used in the Benchmark
Model
Independent reference scales are shown in Table 9-5. Independent variables
for geometry specification are shown in Table 9-6. The independent dimensionless
groups are shown in Table 9-7. Finally, the independent boundary conditions are
shown in Table 9-8. Derived reference scales are shown in Table 9-9. The total
number of independent variables is 32, out of which, 8 were defined in terms of
independent reference scales, and 24 were defined in terms of independent groups
affecting the dimensionless solution.
Table 9-10 summarizes the numerical results in terms of dimensionless
performance parameters and performance indicators. The performance indicators
shown are subdivided into heat-transfer-effectiveness indicators, and temperature-
level and temperature-gradient-level indicators for the baseplate back and front
surfaces. The heat-transfer-effectiveness indicators are the baseplate effective
conductivity ratio (he/k1), the meniscus wall Nusselt-number contribution (Nul), the
-245-
Table 9-5. Independent Reference Scales and Properties
 
Scale Units Value
1 Length, L = L4 mm 25.5
2 Thermal Conductivity, k W/m-K
2.68 X 10-1
3 Density, p kg/m3 1134.5
4 Temperature, Tref= Ta 00 24,0
5 Kinematic Viscosity, v m2/s 961 x 10'6
6 Volume Expansivity, ,6 UK 6.073 x 10'4
7 Gravitational Acceleration, g m/s2 9.80
8 Tilt Angle (degrees) 91/ 30





1 Dimensionless Domain Width l1 4.80
2 Dimensionless Domain Height 12 3.82
3 Dimensionless Base Plate Thickness 13 0.28
4 Dimensionless Meniscus Wall Gap 15 0.20
5 Dimensionless Meniscus Wall Centerline Thickness ls 0.16
6 Dimensionless Meniscus Wall Overall Depth 17 0.97
7 Dimensionless Meniscus Wall Convex Surface Radius 7‘1 2.20
8 Dimensionless Meniscus Wall Concave Surface Radius 7‘2 1.55
9 Dimensionless Meniscus Wall Outline Cylinder Radius 7‘3 1.57
Table 9-7. Property-Related Dimensionless Parameters
Description Variable Value
10 Prandtl Number Pr 105.4
11 Rayleigh Number (modified) Ra* 214 x 107
12 Baseplate Thermal Conductivity Ratio K1 2.951
13 Meniscus-Wall Thermal Conductivity Ratio K2 2.350
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14 Heated-Region Width Ratio 01 0.8096
15 Heated-Region Height Ratio 02 0.6910
Dimensionless Heat Flux Density q”/q”ref 1
Dimensionless Heat Transfer Coefficient
16 Baseplate Back f,B 0.36864
17 Meniscus-Lens Exterior 53 0.952559
18 Baseplate Lower Surface 54 0.220994
19 Baseplate Lateral Surface £5 0.230519
20 Baseplate Upper Surface ’16 0.425794
Dimensionless Temperature
Environmental ta 0
21 Enclosure Lower Surface t7 0.148
22 Enclosure Lateral Surface t8 0.158
23 Enclosure Upper Surface t9 0.158
24 Enclosure Front Surface t10 0.154
 
Table 9-9. Derived Reference Scales
Scale Units Value
1 Reference Temperature Differential, AT K 1.90 x 102
2 Reference Convection Coefficient, h W/m2-K 10.50
3 Reference Heat Transfer Rate, Q W 1.30
4 Reference Heat Flux Density, q”re/ W/m2 1992.7
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1 Baseplate Effective Conductivity Ratio ke/k1 1.0128
2 Meniscus-Wall Nusselt Number Contribution Nu] 1.17
3 Enclosure-Frame Nusselt Number Contribution Nu2 11.41
4 Net Nusselt Number Nu 12.58
Rayleigh Number based on the baseplate-front- R
a 5
5 surface mean temperature m 8.06x10
6 Rayleigh Number Ratio Ram/Ra* 0.038
Baseplate Back:
7 Dimensionless Mean Temperature in”, 8.19
Maximum Dimensionless Temperature,
t -t
8 Differential ( max m)b 725.
9 Baseplate Width Fraction for tmax’b {I t b 0.26
10 Baseplate Height Fraction for tmm’b 4’2 , b 0.26
Maximum Dimensionless Temperature d
’ t/dx
1 1 Gradient Magnitude max’b 04143
12 Baseplate Width Fraction for dt/dxmax’b 41 ab 0.78
13 Baseplate Height Fraction for dt/dxmax’b {2 g b 030
Baseplate Front:
14 Dimensionless Mean Temperature 13m,f 3.77
Maximum Dimensionless Temperature -
t
t 't l. .
15 Differential ( max "9f '3 81
16 Baseplate Width Fraction for tmaxJ 4’1 t f 021
17 Baseplate Height Fraction for tmax’l {2 t f 0.38
Maximum Dimensionless Temperature d,
t/dx
18 Gradient Magnitude max” 0'36“
19 Baseplate Width Fraction for dt/dxmax’f {I g f 0,12
20 Baseplate Height Fraction for dt/dxmaxj (2%! 0,35
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enclosure-frame Nusselt number contribution (NuZ), and the (net) Nusselt number
(Nu). The baseplate effective conductivity (he) is the hypothetical thermal
conductivity that the baseplate would have if it transfers the actual amount of heat
flow between the back surface and the front surface, as these surfaces are kept at
their corresponding mean temperatures. Its definition is as follows:
_ _I‘Lflfa , (9.10)
e A T A
fp fp
where L3 is the baseplate thickness, ATfp is the baseplate mean temperature
differential between the back surface and the front surface, qu is the net heat flow
from the back surface and the front surface, and Afp is the baseplate area exposed
to liquid-coolant contact.
The temperature-level indicators for the face-panel back and front surfaces
are the dimensionless mean temperature for both of these surfaces (tm b and tm f) and
the maximum dimensionless temperature differentials for both of these surfaces
((tmax-tm)b and (tmax-tm)f). The location for temperature maximum is indicated in
terms of dimensionless coordinates as the baseplate width and height fractions
((41kb) €2,t,b) and ((l’t’f;
{zit/I)» defined as:
X1






for the back surface and
X1
{11f = L— (9.12.3)
1 t,f
X2
52,” = L— (9.12.b)
2 Rf
for the front surface.
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The temperature-gradient indicators for the face-panel back and front
surfaces are the maximum dimensionless temperature-gradient magnitude for both
max,b and dt/dx
dimensionless coordinates as the baseplate width and height fractions ((41.5% b, 423,13)
and ((13% (2&9), defined as:
of these surfaces (dt/dx ). Their location is indicated in terms of
max,
X
413,1, = [7}] (9.13.a)
1 g,b
X2
52,551) = L— (9.13.b)
2 g1)
for the back surface and
X1
€1,g,f= i f (9.14.3)
g,
X2 b
42.8%: 7:2— f (9.14.
)
g,
for the front surface.
The baseplate effective-conductivity ratio being very close to unity suggests
that conduction within the baseplate is essentially one-dimensional. This is in
agreement with Kaminski and Prakash [56], who concluded that one-dimensional
conduction prevailed for Grashof numbers below 105. The Grashof number for the
present case is Gr = 7647.
The Nusselt number of 12.58, which is based on the baseplate front surface
mean temperature, is higher than that corresponding to two-dimensional natural
convection in differentially heated enclosures. This is in part due to heat being
transferred to the enclosure’s upper, lateral, and lower side walls, in addition to that
transferred to the front wall.
It was shown above that a dimensionless solution could be specified in terms
of 25 dimensionless parameters (Ra*, Pr, w, l1, l2, l3, l5, l6, l7, r1, r2, r3, al, 02, K1, K2,
hB, R3, h4,h5, lib. t7, t8, t9, tlo). Before proceeding with the parametric study, it
will be beneficial, for the sake of simplicity in the analysis, to try to reduce the
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number of independent parameters. Reduction in the number of geometry-related
parameters is hard to justify. However, as will be seen, some of the boundary
conditions can be simplified with only negligible effects on the solution. By doing so,
the set of independent parameters is more manageable, and the subsequent
analyses become easier to conduct. This is the subject of the next section.
9.3. Simplification of Boundary Conditions
This section is aimed at simplifying the boundary conditions in order to have
a more manageable problem. In particular it is of interest to examine the effect of
insulating the face panel side surfaces, having an isothermal enclosure and
meniscus lens exterior, and removing the convective-type boundary condition on the
face panel back surface.
(1) Effect of Insulating Face Panel Side Surfaces. As shown by the reference-
case numerical results, heat transfer to the face panel sides represents 1.7 % of the
total heat generation applied to the heated area on the face panel back. Therefore,
heat transfer to these surfaces is relatively small, and insulating these surfaces
should not affect the results significantly. The changes in input variables are as
follows:
h4 = 0 W/m2-K (9.15.a)
h5 = 0 W/mz-K (9.15.b)
h6 = 0 W/mZ-K (9.15.c)
(2) Effect of Having an Isothermal Enclosure Frame. This case checks the
effect of assuming an isothermal enclosure frame. The temperatures applied to the
enclosure frame for the reference case run were 52,0 °C on the lower wall, 53.9 °C on
the lateral sidewall and upper wall, and 53.2 °C on the front wall. The temperature
applied to the walls of the isothermal enclosure frame was arbitrarily set to the
temperature the front wall (53.2 °C). The changes in input variables are as follows:
T7 = 53.2 °C (9.15.d)
T8 = 53.2 °C (9.15.e)
T9 = 53.2 °C (9.151)
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(3) Effect of Having an Isothermal Meniscus lens Exterior. This case checks
the effect of forcing the exterior surface of the meniscus lens to be at the same
temperature as the enclosure front surface. The input changes are:
h3 = 00 W/mz-K (9.15.g)
T3 = 53.2 °C (9.15.b)
(4) Effect of Insulating the Face Panel Back Surface. This case checks the
effect of insulating the face panel back surface while keeping the net heat transfer
into the face panel constant. This is achieved by reducing the heat-generation flux
to compensate for heat that now will not be transferred by radiation from the face
panel back surface. The new heat flux was taken equal to the forward heat flux into
the face panel material from the reference case. The input changes are:
h1 = 0 W/m2-K (9.15.i)
q”= 1616.1 W/m2 (9.15.j)
The resulting modified Rayleigh number becomes Ra" = 1.73 x 107 (laminar flow).
(5) Combined Effects. This case combines all of the above changes.
(6) Effect of Applying Heat Generation to the Entire Face Panel Back. This
case checks the effect of applying the heat flux to the entire face panel back surface.
The input changes are all of the above changes in addition to the following:
= L8/L1 = 1 (L8 = 61.2 mm) (9.15.k)
= L9/L2 = 1 (L9 = 48.7 mm) (9.15.1)
01,max
o2,max
Results from the above cases are summarized in Table 9-11, and will be
described next.
9.3.1. Case 1 — Effect of Insulating Face Panel Side Surfaces
Insulating the face panel sides results in a slight increase in the mean
temperature, and consequently in a slight reduction in the Nusselt number. The
dimensionless temperature gradient within the face panel is reduced from 0,4143 to
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Case 9 #0 #1 #2 #3 #4 #5 #6
Insulated #5/w He.“
Insulated Isothermal Isothermal Face Panel Combination Generation
Reference Face Panel Enclosure Memscus Back, Same (#1 to #4) on Entire
Sides Lens Net Flux In Face Panel
Back
Inputs
Ra* 2.14x10" 2.14x107 2.14x107 2.14x107 1.73x107 1.73x107 1.73x107
Pr 105.4 105.4 105.4 105.4 105.4 105.4 105.4
x, 2.951 2.951 2.951 2.951 2.951 2.951 2.951
x2 2.350 2.350 2.350 2.350 2.350 2.350 2.350
01 0.8096 0.8096 0.8096 0.8096 0.8096 0.8096 1.0000
0'2 0.6910 0.6910 0.6910 0.6910 0.6910 0.6910 1.0000
Outputs
lee/k1 1.0128 1.0000 1.0128 1.0129 1.0135 0.9996 0.9998
Nu1 1.17 1.14 1.15 0.74 1.19 0.69 0.70
Nu2 11.41 11.09 11.29 11.53 11.19 11.06 11.54
Nu 12.58 12.23 12.44 12.26 12.38 11.75 12.24
Ram 8.06x105 8.28x105 8.15x105 8.26x105 7.83x105 8.26x105 1.42x106
Ram/Ra* 0.038 0.039 0.038 0.039 0.045 0.048 0.082
Face-panel back ...........................................
tm,b 8.19 8.34 8.23 8.28 9.73 10.04 17.60
(imax'tmh 7.25 7.14 7.23 7.30 7.88 7.63 1.80
41 0.26 0.26 0.25 0.25 0.26 0.29 0.46
{2 0.26 0.26 0.26 0.25 0.27 0.24 0.49
dt/dxmax,b 0.4143 0.4127 0.4153 0.4146 0.4460 0.4459 0.3418
41 0.78 0.78 0.78 0.78 0.78 0.78 0.50
{2 0.30 0.30 0.27 0.28 0.31 0.25 0.84
Face-panel front
W 3.77 3.88 3.81 3.86 4.52 4.76 8.17
(tmax-tm), 3.81 3.75 3.76 3.83 4.22 4.16 2.59
51 0.21 0.22 0.07 0.20 0.22 0.22 0.42
{2 0.38 0.39 0.24 0.36 0.40 0.35 0.61
dt/dxmaxJ 0.3671 0.3663 0.4966 0.3760 0.4077 0.4270 0.4451
51 0.12 0.12 0.00 0.12 0.12 0.13 0.18
{2 0.35 0.35 0.41 0.36 0.35 0.29 0.05
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0.4127. The face panel effective conductivity ratio is also reduced from 1.0128 to
1.0000. Changes in the coordinates of the maximum dimensionless temperature and
maximum dimensionless temperature gradient magnitude are negligible. The
Rayleigh number (based on the face panel-front mean temperature) increases
slightly from 8.06x 105 to 8.28x 105.
9.3.2. Case 2 - Effect of Having an Isothermal Enclosure Frame
Using an isothermal-enclosure boundary condition results in a slight increase
in the dimensionless mean temperature fiom 3.77 to 3.81. The Nusselt number is
slightly reduced from 12.58 to 12.44. The maximum magnitude of the dimensionless
temperature gradient within the face panel, which occurs on the back, shows a
negligible increase from 0.4143 to 0.4153 (0.2% increase). The coordinates of the
location of maximum temperature and temperature gradient on the face panel back
show negligible changes. The Rayleigh number (based on the face panel-front mean
temperature) increases slightly from 8.06><105 to 8.15x105.
9.3.3. Case 3 — Effect of Having an Isothermal Meniscus lens Exterior
Forcing the meniscus lens exterior to be isothermal at the same temperature
as the enclosure front surface results in a negligible increase in the dimensionless
mean temperature (1% increase). The Nusselt number shows a slight reduction of
2.5% (from 12.58 to 12.26). The maximum magnitude of the dimensionless
temperature gradient within the face panel (on the back) shows a negligible increase
of 0.7%. The face panel effective conductivity ratio is unchanged. The coordinates
for the location of the maximum dimensionless temperature and maximum
dimensionless temperature gradient magnitude experience negligible changes. The
Rayleigh number (based on the face panel-front mean temperature) increases
slightly from 8.06x105 to 8.26x105.
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9.3.4. Case 4 — Effect of Insulating the Face Panel Back Surface
Insulating the face panel back while keeping the net heat flux input to the
face panel constant results in an increase in the dimensionless mean temperature
from 8.19 to 9.73. The Nusselt number is reduced from 12.58 to 12.38 (1.6% drop).
The maximum magnitude of the dimensionless temperature gradient within the face
panel is slightly increased from 0.4143 to 0.4460 (7.6% increase). The face panel
effective conductivity ratio shows a negligible increase from 1.0128 to 1.0135. The
coordinates for the location of maximum dimensionless temperature and maximum
dimensionless temperature gradient magnitude show negligible changes. The
Rayleigh number (based on the face panel-front mean temperature) drops from
8.06x105 to 7.83x105.
9.3.5. Case 5 — Combined Effects
Combining all of the above changes results in an increase of the
dimensionless mean temperature of 22.6% on the face-panel back and 26.3% on the
face panel front. The Nusselt number drops by 6.6 %. The face-panel effective
conductivity ratio drops slightly by 1.3 %. Negligible changes occur to the
coordinates for the location of maximum dimensionless temperature and maximum
dimensionless temperature gradient magnitude on the face panel back. The
Rayleigh number (based on the face-panel-front mean temperature) increases from
8.06x105 to 8.26x105.
9.3.6. Case 6 — Effect ofApplying Heat Generation to the Entire Face
Panel Back
Applying the heat generation flux to the entire face panel back (Case #6)
while keeping all other inputs as in the previous case (Case #5) results in an
increase in the face panel dimensionless mean temperature. The dimensionless
mean temperature increases in approximately the same ratio as the heat generation
area. The Nusselt number increases slightly. The dimensionless temperature
gradient drops on the face panel back, but increases on the face panel front. The
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Rayleigh number (based on the face panel-front mean temperature) increases from
8.26x105 to 1.42x106.
9.4. Selection of Simplified Boundary Conditions to be Used in the
Performance Study
By using the set of boundary-condition parameters in Case 5 above, seven
independent variables are removed from the problem specification. This leaves the
nine dimensionless geometry parameters, three dimensionless parameters involving
thermophysical properties (Pr, K , and [(2) two parameters involving boundary
conditions (K1 and K2), the modified Rayleigh number (Ra*), and the tilt angle (1,11). In
this manner, the problem can be specified in terms of 16 parameters, instead of 25.
The following chapter will examine the effect of varying these parameters on
the thermal performance.
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10.A PERFORMANCE STUDY OF THE LIQUID-LENS SYSTEM
10.1. Introduction
During the design process, it may be of interest to the designer of a liquid-
lens system to anticipate thermal performance trends when trading various
materials or to anticipate what may occur if enclosure dimensions are adjusted or if
the meniscus lens geometry are changed. In addition, it may be of interest to
anticipate trends in thermal performance resulting from uncertainty in the raster
area size, and due to the orientation of the system. This chapter studies these
effects by varying thermophysical properties, heat flux, raster area dimensions, tilt
angle, enclosure-frame dimensions, and meniscus lens geometry.
10.2. Variation in Thermophysical Properties and Boundary
Conditions
This section is aimed at providing the thermal designer or system integrator
with the effects on thermal performance resulting from variation in boundary
conditions and the thermophysical properties of the materials involved, namely, the
liquid coolant, the CRT face panel, and the meniscus lens. The dimensionless
parameters containing such information are the modified Rayleigh number and the
Prandtl number for the liquid coolant, and the conductivity ratios for the CRT face
panel and the meniscus lens. The ratio of raster dimensions to base plate
dimensions will be kept as in the reference case (Chapter 7).
10.2.1. Variation in the Prandtl Number
Figure 10-1 contains plots showing the effect of the variation in the Prandtl
number from 10'1 to 103 on the thermal performance indicators for the reference
heated-region dimensions. In general, the Nusselt number increases very slightly
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Figure 10—1. Effect of Variation in the Prandtl Number with Heat
Generation Applied to the Reference Area
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The dimensionless mean temperature on the face-panel back and front
surfaces drops with increasing Pr, but at a very small rate. As Pr becomes large (Pr
>10) the dimensionless mean temperature becomes insensitive to the Prandtl
number. The Rayleigh number based on the face-panel-front mean temperature
(Ram) experiences approximately the same behavior as the mean temperature.
The maximum dimensionless temperature for both face panel back and front
surfaces decreases slightly from Pr = 0.1 to 2, but thereafter it remains nearly
constant. The point of maximum temperature stays in the upper region of the face
panel between {2 E 0.2 and 0.4 (Figure 10-1e). The horizontal coordinate for the
maximum temperature experiences a steep drop, from {I E 0.4 to 0.1 as Pr increases
from 0.1 to 3. This is followed by an increase to (I E 0.3 on the back surface and {1 s
0.25 on the front surface as Pr increases further. As Pr becomes large, these values
approach 4’1 -:— 0.3 and 0.22, respectively (Figure 10-1c). The dimensionless
temperature gradient on the face-panel back and front surfaces remains nearly
constant at around 0.4 for the above range of Prandtl number.
The most significant result from the above calculations is that the variation
of the Prandtl number within the range of 10 < Pr < 1000 has no effect on
dimensionless temperatures and temperature gradients, while maintaining other
dimensionless parameters constant. Additionally, for constant heat flux and
thermal conductivity, the definition of the reference temperature implies that
temperature and temperature gradients on the face panel should not be affected
under the above assumptions.
10.2.2. Effect of Variation in the Modified Rayleigh Number
The modified Rayleigh number involves a mix of boundary-condition and
thermophysical-property information, namely, the gravitational acceleration, the
fluid’s volume expansivity, viscosity, thermal diffusivity, the heat flux applied to the
raster area, and a characteristic length scale. Figure 10-2 contains plots showing
the effect of increasing the modified Rayleigh number (Ra*) from 1.73 x 10° to 8.67 x
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According to calculations, the Nusselt number increases, While the face-panel
effective conductivity ratio stays nearly constant and close to unity as the modified
Rayleigh number increases. The dimensionless mean temperature on the face panel
back and front surfaces drops with increasing Ra*. The Rayleigh number based on
the face panel-front mean-temperature (Ram) increases with increasing Ra*.
The maximum dimensionless temperature decreases monotonically for both
face panel back and front surfaces. In the case where the heated region has
reference dimensions, the location for maximum temperature stays in the upper
region of the face panel at {2 s 0.3 (Figure 10-2e), and close to the symmetry plane
for Ra* < 9 x 10°. As the Ra* is increased past 107 the point of maximum
temperature moves away from the symmetry plane to 4’1 5 0.3 for the face panel back
surface and {I E 0.2 for the face panel front surface (Figure 10-2c).
The temperature gradient on the face panel back remains nearly constant for
the range of Rayleigh number. The temperature gradient on the face panel front
surface increases with Rayleigh number when the heat-generation region has
reference dimensions, but it drops as the Rayleigh number increases when heat
generation is applied to the entire face panel back. The location of maximum
temperature gradient on the face panel back surface remains at {I s 0.79 and Q E
0.25. On the front surface, both coordinate locations increase as Ra* increases up to
4 x 10°. The coordinate locations remain at a nearly constant level past this value of
Ra* at 41 5 0.1 to 0.15 and {2 E 0.3 to 0.4.
10.2.3. Effects of Variations in the Face-Panel Conductivity Ratio
Figure 10-3 contains plots showing the effect of varying the face panel
conductivity ratio from 0.4 to 40 on the thermal performance indicators for the
reference heated-region dimensions. In general, the Nusselt number remains nearly
constant for the above range in conductivity ratio. The face panel effective-
conductivity ratio stays nearly constant at unity for dimensionless face panel
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Figure 10-3. Effect of Variation in the Face panel Conductivity ratio




As the conductivity ratio becomes large, the dimensionless mean temperature
on the face panel back and front surfaces approach the value of 500 for heated-
region reference dimensions. This means that the face panel becomes isothermal at
this value. As the face panel conductivity ratio decreases, the mean temperature on
the front surface stays approximately the same, but the mean temperature on the
back side increases to infinity as the conductivity ratio approaches zero. The
Rayleigh number based on the face panel-front mean-temperature remains nearly
constant at Ram 5 9 x 105.
The maximum dimensionless temperature and dimensionless temperature
gradient for the face panel back approach infinity as the face panel conductivity
ratio approaches zero. The maximum dimensionless temperature and dimensionless
temperature gradient for the face panel back and front approach zero as the face
panel conductivity ratio approaches infinity (isothermal limit). The location for
maximum temperature stays at {I = 0.2 to 0.3 and (2 between 0.2 and 0.4 for the
face panel conductivity ratio below 8.
Based on the results above, selection of the face panel material with a
smaller thermal conductivity leads to an increase in temperature at the back of the
face panel. This would lead to deterioration of the phosphor layer. In addition,
temperature gradients would rise resulting in higher thermal stresses. Selection of
this material, however, is under the control of the manufacturer of the picture tube,
and not the thermal designer or integrator of the liquid-lens system.
10.2.4. Effects of Variations in the Meniscus Lens Conductivity Ratio
Figure 10-4 contains plots showing the effect of varying the meniscus lens
conductivity ratio from 0.4 to 40 on the thermal performance indicators for the
reference heated-region width and height fractions. In general, the Nusselt number
increases very slightly as the meniscus lens conductivity ratio (K2) increases, but
theoretically, it should approach a finite value as K2 approaches infinity (isothermal
meniscus lens). The increase is due to the contribution from the increase in heat
transfer though the meniscus lens. The contribution to the Nusselt number from
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Figure 10-4. Effect of Variation in the Meniscus lens Conductivity
Ratio with Heat Generation Applied to the Reference Area
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conductivity ratio stays nearly constant at unity for the entire range of meniscus-
wall conductivity ratio, K2. The mean temperature and the Rayleigh number based
on the face panel-front mean-temperature drop very slightly, and again should
approach a finite value as K2 becomes large.
The maximum dimensionless temperature and dimensionless temperature
gradient for the face panel back and front are little affected by variations in K2
Within the range considered.
Based on the results above, variation in the meniscus-lens thermal
conductivity has a negligible effect on thermal performance, that is, face-panel
temperature and temperature gradient.
10.2.5. Discussion
Based on the above results, the dimensionless temperature drops with
increasing modified Rayleigh number, and remains unaffected by changes in the
Prandtl number in the range of 10 < Pr < 1000, and for changes in the thermal
conductivity of the meniscus lens. In order to determine the effects of varying
thermophysical properties on physical temperature, the definition of the reference
temperature must be accounted for. It is assumed that design dimensions are fixed.
The reference temperature was previously defined as (see Eq. (9.6)):
L .,
0
where L is the reference length scale, k0 is the thermal conductivity, and Cl" is the
heat flux. Since this definition involves the thermal conductivity, it is convenient to






and the Prandtl number in Eq. (9.3) as:
v c
Pr = O o , (10.3)
k0
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where CO is the thermal capacity per unit volume (product of density and specific
heat), ,60 is the liquid volume expansivity, Va is the kinematic viscosity, g is the
gravitational acceleration. The temperature can be calculated using Eq. (9.1.a), in
terms of the dimensionless temperature (t), the reference temperature differential
(ATO ), and the reference temperature (To) as:
T=t-ATO+TO. (10.4)
The temperature gradient can be calculated by multiplying the dimensionless
temperature gradient by the reference scale for temperature gradient. The reference
scale for temperature gradient is obtained from Eq. (10.1) as:
d T ' "





From Eq. (10.1), it may be shown that for a fixed heat flux, the reference
temperature can be reduced by increasing the liquid-coolant thermal conductivity
(assuming a fixed reference length scale). Increasing the thermal conductivity
results in reductions of the modified Rayleigh number, and based on the results in
the preceding sections, this is accompanied by increases in the dimensionless
temperature. However, these increases are offset by the increase in the reference
temperature from definition in Eq. (10.1), resulting in reductions in the face-panel
temperature levels. A similar argument can be made for the temperature gradient
using Eq. (10.5).
Thermal Capacity per Unit Volume
The modified Rayleigh number in Eq. (10.2) has the thermal capacity per
unit volume (co) in the numerator, and so does the Prandtl number definition in Eq.
(10.3). Therefore, increasing the thermal capacity per unit volume results in
increases of both the modified Rayleigh number and the Prandtl number. Based on
the above results, increases in Prandtl number alone does not result in changes in
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thermal performance. However, increases in the modified Rayleigh number results
in reductions in the dimensionless temperature levels within the face panel. For
fixed values of the heat flux and the liquid coolant thermal conductivity, the
reference temperature remains fixed, and therefore, based on Eq. (10.4), the
temperature levels within the face panels should drop. A similar argument can be
made for the temperature gradient using Eq. (10.5).
Volume Expansivity
The modified Rayleigh number in Eq. (10.2) has the volume expansivity ( ,60)
in the numerator. Therefore, increasing the volume expansiVity results in increases
in the modified Rayleigh number. From the above results, increases in the modified
Rayleigh number results in dimensionless temperature reductions. For constant
heat flux and thermal conductivity, the reference temperature remains fixed, and
therefore, based on Eq. (10.4), the temperature of the face panel should drop. A
similar argument can be made for the temperature gradient using Eq. (10.5).
Kinematic Viscosity
The modified Rayleigh number in Eq. (10.2) has the kinematic viscosity (v0)
in the denominator, while the Prandtl number definition in Eq. ( 10.3) has the
kinematic viscosity in the numerator. Therefore, drops in the kinematic viscosity
results in increases of the modified Rayleigh number and reductions in the Prandtl
number. It was shown that the variation of the Prandtl number within the range of
10 < Pr < 1000 has no effect on thermal performance. Therefore, variations in the
kinematic viscosity resulting in only variations in the Prandtl number within this
range has no bearing on thermal performance. However, the kinematic viscosity
affects also the modified Rayleigh number, and based on the results above, increases
in the modified Rayleigh number results in drops in the dimensionless temperature.
For constant heat flux and thermal conductivity, the reference temperature remains
fixed, and therefore, based on Eq. ( 10.4), the temperature of the face panel should
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drop. A similar argument can be made for the temperature gradient using Eq.
(10.5).
10.2.6. Conclusion
This section dealt with examining the effects of varying thermophysical
properties on thermal performance. For a constant heat flux, the liquid-lens
thermal performance can be improved by selecting a liquid coolant with a larger
volume expansivity, a larger thermal capacity per unit volume (product of density
and specific heat), smaller kinematic viscosity, or larger thermal conductivity. No
significant effects are predicted by changes in the thermal conductivity of the
meniscus lens. Increasing the thermal conductivity of the face-panel material yields
lower phosphor screen temperatures, and lower temperature gradients within the
face panel, but the selection of this material and its properties is under the control of
the picture tube manufacturer.
10.3. Uncertainty in the Raster Region Dimensions
This section is aimed at providing the designer or integrator of projection
monitors with information as to how the thermal performance can be affected by
variation of the raster region width and height. These parameters are specified in
terms of minimum dimensions, but their precise values cannot be determined with
certainty. In the next sub-sections, the heated-region (raster region) width and
height will be varied throughout the full range of possible values. It is understood
that realistic values for these dimensions expected during actual operation should be
in the range from approximately 70% to 100% of the width and height of the face
panel back.
10.3.1. Effects of the Heated-Region Width Uncertainty
Figure 10-5 contains plots showing the effect of varying the heated-region
width fraction (01) on the thermal performance indicators, using the heated-region
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Figure 10-5. Effect of Variation in the Heated-Region Width Fraction
at the Reference Height Fraction
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width fraction departs from zero, but it then increases more slowly and remains
nearly constant for width fractions above 01 = 0.6. The face-panel effective-
conductivity ratio stays nearly constant at unity for the entire width fraction range.
The mean temperature for both face-panel surfaces increases in a near-linear
dependency with the width fraction. The Rayleigh number based on the face panel-
front mean-temperature increases in the same fashion.
The maximum dimensionless temperature differential increases rapidly as
the heated-region width fraction departs from zero until a maximum is reached at 01
= 0.2. Its value then drops almost linearly until a finite value is reached at width
fraction of unity. The location for maximum temperature stays close to the
symmetry plane for width fractions below 0.6. Past this width fraction, the location
for maximum temperature moves off the symmetry plane in the neighborhood of 0.2
to 0.3 for the heated-region reference-height fraction and 0.4 for a heated-region
height fraction of unity.
The maximum dimensionless temperature gradient also experiences steep
increases as the width fraction is increased from zero, and then it remains at a
nearly constant level in the neighborhood of 0.45 as the width fraction is increased
past 0.5.
10.3.2. Effects of the Heated-Region Height Uncertainty
Figure 10-6 contains plots showing the effect of varying the heated-region
height fraction (02) on the thermal performance indicators, using the heated-region
reference width fraction (01,ref)' The Nusselt number behaves similarly to the case
when the heated-region width was varied. It increases from a finite value at zero
height fraction to a maximum value for a height fraction of unity. The Nusselt
number first increases rapidly as the height fraction departs from zero, but it then
increases more slowly and remains nearly constant for height fractions above 0.6.
The face-panel effective-conductivity ratio stays nearly constant at unity for
the entire range of height fraction. The mean temperature for both face-panel
surfaces increases in a near-linear dependency with the height fraction. The
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same manner. The maximum dimensionless temperature differential increases
rapidly as the heated-region height fraction departs from zero until a maximum is
reached. Its value then drops almost linearly until a finite value is reached at a
height fraction of unity. The location for maximum temperature stays close to the
symmetry plane for height fractions below 0.3. Past this height fraction, the location
for maximum temperature moves off the symmetry plane and approaches the value
of approximately 0.4 as 02 approaches unity. The vertical position for maximum
temperature starts at 4’2 = 0 for 02 = 0, and then increases progressively as 02
increases. For 02 = 1, the vertical location for maximum temperature is in the
neighborhood of {2 = 0.6.
The maximum dimensionless temperature gradient increases more rapidly on
the face panel back surface as compared to the front surface as 02 increases. It then
stays in the neighborhood of 0.45 as the height-fraction approaches unity.
10.3.3. Summary
This section studied the effect of the uncertainty in the raster area width and.
height. Increases in the raster area width and height while maintaining constant
heat flux results in increases in the face panel mean temperatures on the back and
front surfaces. The maximum magnitude of the temperature gradient, however,
remains unaffected. It is then concluded that uncertainty in the raster area width
and height does not affect the temperature-differential requirement in the tube’s
specification. Notice that if the input power to the picture tube is kept constant, the
heat flux applied to the raster area decreases, resulting in smaller temperature
maximums. In this case, uncertainty in the raster dimensions is beneficial as input
power specifications are for raster-area minimum dimensions.
10.4. Variation in the Tilt Angle
This section is aimed at studying the effect of the tilt angle of the liquid-lens
system on thermal performance. For the sake of completeness, all angles were
considered regardless of whether they are practical for the purposes of integration
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within a projection monitor. Figure 10- 7 contains plots showing the effect of varying
the tilt angle (w) from 0° (face panel facing up or heated-from-below orientation) to
180° (face panel facing down or heated-from-above orientation) on the thermal
performance indicators for the reference heated-region width and height fractions.
The Nusselt number has a minimum at the heated-from-above orientation. This
result is consistent with that obtained from differentially heated rectangular
enclosures. However, unlike results for differentially heated rectangular enclosures,
the Nusselt number does not have a maximum in the heated-from-below orientation.
In this orientation, the Nusselt number has a local minimum of Nu = 12.07 when
heat is applied to the entire face panel back surface, and Nu = 11.01 when heat is
applied to the heated-region reference width and height fractions. The absolute
maximum of Nu = 12.34 occurs at w: 18.7° when heat is applied to the entire face
panel back surface, and Nu = 11.99 occurs at w: 7.6° when heat is applied to the
heated-region reference width and height fractions. Past these angles, the Nusselt
number drops at first slowly as the tilt angle increases to up to approximately 150°.
The Nusselt number then experiences a steeper decrease as the tilt angle is further
increased until it reaches a minimum at III: 180°. The minimum Nusselt number is
Nu = 4.44 at w = 180°. The face panel effective-conductivity ratio stays nearly
constant at unity for the entire range of tilt angles. The mean temperature and the
Rayleigh number based on the face panel-front mean-temperature experience effects
similar to the Nusselt number, but with
opposite signs in the first derivative. That is, as the tilt angle is increased from zero,
a small drop occurs in these variables, followed by a monotonic increase.
The maximum dimensionless temperature differential for the face panel back
remains nearly constant for tilt angles between 0° and 130° (Figure 10- 7b). Their
values increase as the tilt angle is increased above 130°. The maximum-
temperature location stays near or at the symmetry plane for tilt angles above 40°
and between {2 = 0.2 and 0.4 for tilt angles between 20° and 170°. At I// = 180°, the
maximum temperature occurs at the face panel center of symmetry. The maximum















































l I I l
I I I I
I I I I
l I I
0.0

























0.0 >- I l l I—‘fi:rfi—
I—I
I I I [J I I #1 
 




























a 40 ’ ' — Nu1
__ 35 — _ _ NU2
-: 30 A Nunet
— 25 8
_: 20 I; """""" keff/k1
—' 15 “5 Temperature ( t )
_. 10 —----- back









104 —I I I I I I l T] [7 r l I l Ifl





’5 0-4 . /;:::.-;7;1»-\‘.
E 0.2 1457‘ \ ————————— \
A ‘l// ‘ I '\ \\
\IN 0.0 I \\ I/ \\ \‘





'1.0 Ijj I I I I I I I I I I l I I I h
0 30 60 90 120 150 80
w (degrees)
Figure 10-7. Effect of Variation in the Tilt Angle with Heat
Generation Applied to the Reference Area
-274-
constant at 0.44 for all tilt angles. On the face-panel front surface, it dr0ps from
0.44 to approximately 0.33 for tilt angles between 40° and 160°.
In summary, thermal performance was evaluated for the range of tilt angles
from the heated-from-below (face-panel up) orientation to the heated-from-above
orientation (face-panel down). Thermal performance was found best when the face
panel points downward (tilt angle zero); that is, temperature and temperature
gradients are minimum. As the system is tilted away from such orientation,
thermal performance begins to degrade, but not significantly until the tilt angle
reaches approximately 130°. For tilt angles between 130° and 180° (heated-from
above) the face panel temperature experiences severe increases. Liquid-lens
orientations in this range of tilt angles should be avoided.
10.5. The Effects of Varying Geometry on Thermal Performance
The sections ahead examine the effects of varying the dimensions of the
enclosure frame and shape of the meniscus lens on thermal performance. It is
assumed that the dimensions of the base plate are fixed, and that the position of the
focusing lens (in front of the liquid-lens system) is fixed. The enclosure frame width
and height were increased up to 20%. The increase is applied only to the enclosure
frame — not to the base plate. This increase will result in additional liquid-coolant
volume while maintaining the same face-panel area. For enclosure depth variations,
it is assumed that the distance from the base plate to the enclosure frame front wall,
can be adjusted as long as no interference is made with the optical path or with the
design space of the focusing lens.
10.5.1. Effect of Variation in the Enclosure Frame Width
This section examines the effect of varying the enclosure width. Two cases
were run with 10% and 20% increases in width. All other inputs were kept the same
as in the reference case (Chapter 7). Table 10-1 shows the thermal performance
results. An increase of 20% in enclosure width produces a drop of only 0.4 °C in the
baseplate-back-surface maximum temperature. The mean temperature on the
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Parameter/Location Units Reference 10% 20%
Case Width Width
Increase Increase
Enclosure Half Width, L1 = mm 61.2 67.1 73.4
......___—___BasePlateBackSurface
Temperature
Mean °C 68.7 68.7 68.6
Maximum °C 82.5 82.3 82.1
X1(max) mm 15.8 16.1 16.0
X2(max) mm 12.8 12.9 13.0
Temperature-Gradient Magnitude
Mean °C/mm 1.69 1.69 1.69
Maximum °C/mm 3.08 3.07 3.15
X1(max) mm 47.9 47.9 47.6
X2(max) mm 14.4 16.3 31.0 IIIIIIIIIIII
”Base-Plate Front Surface
Temperature
Mean °C 60.4 60.3 60.2
Maximum °C 67.6 67.3 67.1
X1(max) mm 13.1 13.3 13.4
X2(max) mm 18.6 19.0 19.2
Temperature-Gradient Magnitude
Mean °C/mm 1.26 1.26 1.26
Maximum °C/mm 2.73 2.72 2.71
X1(max) mm 7.4 7.4 7.4
X2(max) mm 16.9 17.2 17.8
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baseplate back drops by only 0.1 °C. The maximum temperature gradient
magnitude on the baseplate back increases from 3.08 to 3.15 °C/mm, and the mean
temperature gradient magnitude on the baseplate back remains virtually
unchanged. It may be concluded that no signifiCant benefit is achieved by increasing
the enclosure width by as much as 20 %.
10.5.2. Effect of Variation in the Enclosure Height
This section examines the effect of varying the enclosure height. Two cases
were run with 10% and 20% increase in height. All other inputs were kept the same
as in the reference case (Chapter 7). Table 10-2 shows the thermal performance
results. An increase of 20% in enclosure height produces a drop of only 0.4 °C in the
baseplate-back-surface maximum temperature. The mean temperature on the
baseplate back drops by only 0.1 °C. The maximum temperature gradient
magnitude on the baseplate back increases from 3.08 to 3.15 °C/mm. The mean
temperature gradient magnitude on the baseplate back remains virtually
unchanged. It may be concluded that no significant benefit is achieved by increasing
the enclosure height by as much as 20 %.
10.5.3. Effect ofVariation in the Enclosure Depth
This section examines the effect of varying the enclosure depth. Variation in
the enclosure depth was subject to realistic design constraints. The reference
enclosure depth was 25.5 mm. Figure 10-8 depicts these constraints. The minimum
enclosure depth must be such that it does not interfere with the light coming from
the phosphor screen into the meniscus lens. To ensure this, the enclosure depth
must not be less than 22 mm, which is the distance between the baseplate exterior
and the edge of the convex surface facing the baseplate. The maximum enclosure
depth must not be much larger than the distance between the baseplate exterior and
the outer-most surface of the meniscus lens. For convenience that distance will be
chosen as the maximum depth, that distance being 30 mm. Two cases were run
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Parameter/Location Units Reference 10% 20%
Case Height Height
Increase Increase
Enclosure Half Height, L2 = mm 48,7 53,6 58,4
Base-Plate Back Surface
Temperature
Mean °C 68.7 67.6 66.7
Maximum °C 82.5 82.4 82.4
X1(max) mm 15.8 16.0 16.2
X2(max) mm 12.8 12.8 12.7
Temperature-Gradient Magnitude
Mean °C/mm 1.69 1.57 1.44
Maximum °C/mm 3.08 3.08 3.08
X1(max) mm 47.9 47.9 47.9
X2(max) mm 14.4 14.4 14.4
Base-Plate Front Surface
Temperature
Mean °C 60.4 59.8 59.4
Maximum °C 67.6 67.5 67.5
X1(max) mm 13.1 13.4 13.7
X2(max) mm 18.6 19.1 19.6
Temperature-Gradient Magnitude
Mean °C/mm 1.26 1.35 1.41
Maximum °C/mm 2.73 4.35 4.42
X1(max) mm 7.4 42.0 2.7




















Figure 10-8. Variations Limits for the Dimensions of the Enclosure-
Frame Depth
representing these two extremes. The first case uses an enclosure depth of 22 mm,
and the second run used an enclosure depth of 30 mm.
Table 10-3 shows the thermal performance results. Reducing the enclosure
depth from 25.5 mm to 22 mm produces a negligible increase in the baseplate back
maximum and mean temperature of only 0.1 °C. Increasing the enclosure depth to
30 mm produces a small drop in the baseplate back maximum of only 0.4 C, and a
small drOp in the mean temperature of only 0.2 °C. The maximum and mean values
of the temperature gradient magnitude on the baseplate back surface are virtually
unchanged. It may be concluded that no significant benefit is achieved by increasing
the enclosure depth within realistic design allowances.
10.5.4. Effect of Replacing the Meniscus Wall with a Circular Plate
The situation may present in which the thermal designed is faced with the
possibility that the shape of the meniscuslens is altered for any particular reason.
It is, therefore, of interest to determine the effects of changes in the meniscus lens
on thermal performance. For the sake of simplicity, an extreme case will be
considered for analysis. This is the case where the meniscus lens is replaced with a
circular plate.
Figure 10-9 shows the geometry, domain dimensions, and the computational
grid. Table 10-4 compares results for selected variables against the reference case.
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The maximum temperature and maximum temperature gradient magnitude on the
baseplate back stayed at nearly the same levels. Their location also remained nearly
unchanged. On the baseplate fi'ont surface, on the other hand, there was a small
drop in the maximum temperature of 0.6 °C, and drop in maximum temperature
gradient magnitude from 2.73 °C/mm to 2.22 oC/mm. The location for maximum
temperature moved towards the symmetry plane, and the location for maximum
temperature gradient moved towards the coordinate origin (CRT center).
Based on the above results, the presence of the meniscus wall yields a slight
reduction in the baseplate mean temperature, but a slight increase in the maximum
temperature. These changes are not significant. The maximum temperature
gradient on the baseplate back surface experiences a slight drop, as the meniscus
wall is in place. This is not the case on the baseplate front surface, Where the
maximum temperature gradient experiences a significant increase. If the maximum
overall temperature gradient in the baseplate is used as the design parameter for
material structural failure, then the presence of the meniscus wall does not produce
an adverse effect on thermal stresses. Based on the above observations, it is then
concluded that changes in the shape of the meniscus lens does not significantly
influence the liquid-lens thermal performance. The implications are twofold: (1) the
performace of the thermal design can be calculated with a simplified geometry, such
as the one of the circular plate, and (2) given a working thermal design, the
meniscus lens shape/model can be changed without concern about the system
thermal performance.
10.6. Summary
This chapter examined the effects of changing thermophysical properties, tilt
andgle, enclosure frame dimensions, and meniscus lens geometry on thermal
performance. When selecting the optical liquid, it was determined that thermal
performance improves with higher thermal conductivity, density, specific heat, and
volume expansivity, or lower kinematic Viscosity. Thermal performance is virtually
insensitive to the thermal conductivity of the meniscus lens. Uncertainty in the
raster area Width and height are beneficial to thermal performance. For tilt angle
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Parameter/Location Units Reference Minimum Maximum
Case Depth Depth
Enclosure Depth, L3 = mm 25.5 22.0 30.0
Base-Plate Back Surface
Temperature
Mean °C 68.7 68.8 68.5
Maximum °C 82.5 82.6 82.1
X1(max) mm 15.8 16.4 15.9
X2(max) mm 12.8 12.5 13.0
Temperature-Gradient Magnitude
Mean °C/mm 1.69 1.69 1.69
Maximum °C/mm 3.08 3.08 3.08
X1(max) mm 47.9 47.9 47.9
X2<max> mm 1“ ...........147153......................
Base-Plate Front Surface
Temperature
Mean °C 60.4 60.4 60.1
Maximum °C 67.6 67.6 66.1
X1(max) mm 13.1 12.8 6.8
X2(nwx) mm 18.6 17.3 9.2
Temperature-Gradient Magnitude
Mean °C/mm 1.26 1.26 1.26
Maximum °C/mm 2.73 2.80 3.65
X1(max) mm 7.4 7.3 7.4
X2<max) mm 16.9 16.2 19.8
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Figure 10—9. Computational Model Geometry
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Table 10-4. Maxima on the Base—Plate Back and Front Surfaces
 
 
Parameter Units Maximum X1 X2
Value (mm) (mm)
Base-Plate Back Surface
Reference Case Temperature 0C 82.5 15.8 12.8
Present Case Temperature 82.5 0.9 13.4
Energy Flux
Reference Case W/m2 2.09 47.2 -30.7
Present Case 2.09 48.1 -31.6
Temperature-Gradient Magnitude
Reference Case °C/mm 3.08 47.9 14.4
Present Case 3.09 47.9 13.6
Base-Plate Front Surface
Reference Case Temperature °C 67.6 13.1 18.6
Present Case Temperature 67.0 0.9 18.9
Energy Flux
Reference Case W/mz 2.16 7.5 16.7
Present Case 1.75 2.9 -1.2
Temperature-Gradient Magnitude
Reference Case °C/mm 2.73 7.4 16.9
Present Case 2.22 2.9 —1.6
variations, the effects on thermal performance for angles between 0° (face up) and
1300 are negligible. Tilt angles above 130° result in sharp increases in face panel
temperature and temperature gradients. These angles should be avoided. Changes
in enclosure fiame dimensions and in the geometry and position of the meniscus




In Chapter 7 it was shown that thermal resistance calculations based on
mean-temperature differentials resulted in the thermal resistance between the face-
panel front surface and the liquid-lens enclosure to be approximately one quarter of
the thermal resistance between the enclosure and the cabinet interior environment.
This suggests that more benefits could be derived from enhancing the heat transfer
between the liquid-lens system exterior and the cabinet interior environment than is
enhancing the heat transfer within the liquid lens. The effects of enhancing natural
convection within the liquid lens by adding heat transfer area to the enclosure frame
interior are limited, as the face-panel front area -— a major heat transfer path
controlling the overall thermal resistance -- is fixed. An alternative to natural
convection inside the liquid lens is forced convection. This chapter is aimed at
examining the effects of using forced convection inside the liquid lens, and proposing
alternatives for enhancing the heat transfer outside the liquid lens to the cabinet
interior.
11.2. Enhancement of Internal Heat Transfer
This section examines the effect of using forced convection to transfer heat
from the face panel into a recirculating liquid. It is assumed that cold liquid is fed
through the enclosure lower wall, and the heated liquid is withdrawn through the
enclosure upper wall. This can be implemented by the use of reservoirs replacing
these walls and the use of a fine screen to ensure flow uniformity, as shown in
Figure 11-1. The liquid is fed at the reference temperature of the wall itself, that is,
52 °C. The normal velocity on these surfaces is assumed uniformly distributed.
Velocities of 5 and 10 mm/s were used to compare against reference results. The net
volumetric flow rates were 15.6 and 31.2 ml/s, respectively.
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Figure 1 1-1. Internal Forced-Convection Concept
Table 11-1 shows the thermal performance results. Forced convection lowers
the maximum temperature significantly. The maximum temperature on the
baseplate back surface is reduced from 82.5 °C to 76.4 0C with a flow of 31.2 ml/s.
The temperature gradient magnitude is also reduced. Notice that in the case of
forced convection, the overall system temperature is highly dependent on the inlet
fluid temperature. Therefore, it is anticipated that for the same flow rate, lowering
the inlet liquid temperature by certain amount should result in approximately equal
reduction in the maximum baseplate temperature. It may be concluded that forced
convection by flow recirculation with external cooling lowers the temperature
significantly without adverse impact on the temperature gradients.
It has been shown above, that the thermal design of the liquid-lens system
meets the picture tube manufacturer’s thermal requirements for a wide range in
environmental temperature. There are situations, however, that may demand
additional cooling capability. For instance, if a more powerful electron gun is used,




Table 11-1. Effect of Forced Convection on Thermal Performance
Parameter/Location Units Reference Velocity
Cam:
Flow Normal Velocity, V = mm/s 0 5 10
Net Volumetric Flow Rate ml/s 0 15.6 31.2
Base-Plate Back Surface
Temperature
Mean °C 68.7 65.5 64.7
Maximum 0C 82.5 77.7 76.4
X1(max) mm 15.8 6.9 11.5
X2(,nax) mm 12.8 14.8 17.7
Temperature-Gradient Magnitude
Mean °C/mm 1.69 1.66 1.65
Maximum oC/mm 3.08 3.04 3.02
X1(max) mm 47.9 47.9 47.8
X2<max> mm 14.4 13.6 13.5
Base-Plate Front Surface
Temperature
Mean °C 60.4 57.0 56.2
Maximum °C 67.6 62.2 61.1
X1(max) mm 13.1 14.0 17.8
X2<max> mm 18.6 20.3 23.5
Temperature-Gradient Magnitude
Mean °C/mm 1.26 1.25 1.24
Maximum °C/mm 2.73 2.41 2.47
X1(max) mm 7.4 0.0 0.0
X2(max) mm 16.9 .46 -25
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the screen temperature and the face-panel glass temperature gradients, potentially
reaching or surpassing their respective maximum allowable value. The temperature
of the phosphor screen can also be increased if the face panel is made thicker. This
is the case of an improved picture tube model (Hitachi 180AMB22), which uses a
face panel measuring 10.3 mm in thickness, instead of the 7 mm, as used in the
picture tube evaluated.
Improvement of the liquid-lens thermal design itself is not expected to
enhance thermal performance too significantly. It seems clear that natural
convection itself within the liquid lens cannot be significantly improved, as the
mayor thermal resistance being that between the face panel and the mean liquid
temperature depends on the face panel area, which happens to be a fixed parameter.
This thermal resistance accounts for approximately two thirds of the temperature
differential between the face panel and the enclosure walls. Therefore no matter
how natural convection is improved, the temperature differential between the face
panel and the enclosure walls should not drop much below two thirds of the original
reference value. Forced convection within the liquid lens, however, may reduce the
face panel temperature significantly without having a major impact or significantly
negative effect on the face-panel temperature gradients.
Forced convection within the liquid lens can be achieved either by liquid
recirculation, or by a stirring mechanism inside the liquid lens away from the light
path from the raster area and the meniscus lens optical bounds (see Figure 11-2).
Having the stirring mechanism, at the most can bring the face panel temperature
down as close as possible to that of the enclosure walls. In the limit of an infinite
convection coefficient (very intense stirring) the face panel mean temperature can be
brought down by 7°C for the system evaluated under “specification” operating
conditions. If active cooling using liquid recirculation, the face panel temperature
can be brought down by a much larger amount.
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11.3. Enhancement of External Heat Transfer
Thermal resistance external to the liquid-lens system was shown to account
for approximately 80% of the total resistance in the path of heat transfer between
the face panel and the cabinet environment. This suggests that significant
reductions in the face panel temperature can be achieved by improving external
cooling. This can be achieved by various means, for instance, the use of added
external area to the enclosure walls, i.e. using fins, and/or using fans to take
advantage of forced air convection (see Figure 11-3). Alternatives may involve the
use of the use of thermoelectric cooling devices [36] and heat pipes [109].
Thermoelectric coolers are semiconductor devices that operate under the principle of
thermocouples, but in “reverse.” That is, they receive electric power as input and
induce heat transfer flow from a cold region to a hot region. These devices can be
attached to the enclosure frame to enhance heat transfer across its wall to the
environment in the cabinet interior. Heat pipes are sealed vessels containing a
refrigerant that flows back and forth between two ends at different temperatures.
The refrigerant is condensed at the cold end (condenser) and flows to the hot end
(evaporator) in the form of liquid. In the evaporator, the refrigerant absorbs the
heat and is converted into vapor. The vapor then travels back to the condenser to be
converted back into liquid. The evaporator end of a heat pipe can be attached to the
exterior of the enclosure frame to transfer the heat to a remote heat sink.
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(b) Recirculating Liquid Loop
This loop can operate passively as a
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Figure 11-3. Improved Cooling by Enhancing External Heat Transfer
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12. CONCLUSIONS AND RECOMMENDATIONS
12.1. Summary
The thermal design of a liquid-lens system used to cool picture tubes in
projection television receivers was evaluated using an experimentally benchmarked
numerical model. The evaluation was made based on specifications for these tubes
indicating a maximum allowable temperature at the face-panel center and a
maximum allowable temperature differential between the center and perimeter
points. For the present evaluation, these values were 90°C for the maximum
temperature and 21°C for the maximum allowable temperature differential, as
required by the tube manufacturer.
A numerical model was developed to simulate the conjugate heat transfer
and fluid flow processes within the liquid-lens system. A primitive-variable, non-
staggered grid, finite-volume solution procedure was used. The equations were
written in conservative form to enforce local and global conservation of mass,
momentum, and energy. A non-staggered grid was used with the dependent
variables at cell-node locations, and boundary conditions imposed and evaluated at
face-node locations. The concept of finite volumes was strictly used such that cells
were treated as independent control volumes, with boundary conditions applied to
face nodes. A robust method for solving the implicitly derived set of algebraic mass-
momentum-energy equations was developed using a forward four-way prediction
scheme for cell-node pressure, face-node pressure, face-node velocities, and
Cartesian cell-node velocities, in that order. Mass conservation is enforced from the
start of the iteration process by calculating the pressure first. Next, mass-
conserving face velocities are calculated followed by Cartesian cell-node velocities
and other scalars such as temperature, without the need for velocity correction. One
or more iterations can be made within each time step, and the steady-state solution
may be obtained in true or false transient modes. The numerical model reproduces a
hydrostatic field free from spurious momentum sources in the limiting case of an
isothermal field.
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Laboratory temperature measurements were made to gather face-panel
temperature and heat flux data using a 46-inch Magnavox commercial projection
monitor to benchmark the numerical model. An input power of 14.2 Watts resulted
in steady-state face panel temperatures ranging between 50 °C and 65 °C for a room
air temperature of 21.7°C. Good correlation was obtained as the correlation
coefficient based on the face-panel temperatures was calculated at 0.965. Results
suggested that approximately 6% of the electrical input power is converted into
visible light and the remaining 94% into heat.
The thermal performance of the liquid-lens system satisfied all of the design
constraints on temperature and temperature gradients. Thus, the original design
was judged satisfactory. The temperature at the face panel center was calculated at
65.9 °C, which is well below the manufacturer’s requirements of 90 °C. In addition,
the maximum temperature differential between this point and periphery points was
15.3 °C, also below the manufacturer’s requirements of 21 °C. These results provide
adequate performance margins such that the power input to the tube or the
maximum allowable room air temperature in the design specification could be
increased. Specifically, assuming that changes to the heat transfer coefficients are
negligible, the room air temperature could be increased to approximately 36 °C,
without exceeding the maximum allowable face-panel temperature.
Most of the heat (79%) is transferred to the face-panel front by conduction. A
smaller fraction (19%) is transferred from the face panel back to the tube interior by
radiation. The remainder (2%) is conducted to the face panel sidewalls. The
thermal resistance from the liquid-lens enclosure to the cabinet interior
environment is approximately four times larger than the thermal resistance due to
natural convection within the liquid coolant. This suggests that improvements in
heat transfer can have more impact if made outside the liquid lens, fiom the
enclosure to the interior environment of the TV cabinet.
12.2. Effects of Design Changes on Thermal Performance
Thermal performance is nearly insensitive to changes in the shape of the
meniscus lens or the dimensions of the liquid-lens enclosure frame. Thus,
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modifications to the enclosure frame and design and positioning changes of the
meniscus lens can be made without concern for significant changes in the maximum
face-panel temperature or temperature differentials.
12.3. Effects of Orientation Changes on Thermal Performance
Thermal performance is nearly insensitive to variations in the tilt angle of
the liquid-lens system between 0° (face panel pointing upward) and 130°. For tilt
angles greater than 130°, temperature levels within the face panel experience a
sharp rise, with a maximum at the tilt angle of 180° (face panel pointing downward).
Angles between 130° and 180° should be avoided under present operating conditions
and thermal performance requirements.
12.4. Effects of Variation in Material Properties on Thermal
Performance
Variations in the thermal conductivity of the meniscus lens did not result in
significant thermal performance changes. It was shown that improvements in
thermal performance could be obtained by increases in thermal conductivity, mass
density, specific heat, and volume expansivity and reductions in kinematic viscosity.
12.5. Effects of the Uncertainty Raster Area Dimensions on Thermal
Performance
Since the picture tube manufacturer specifies minimum raster area
dimensions and a nominal input power, uncertainty in these dimensions implies
that the area could only increase, which would result in smaller heat fluxes. Since
smaller heat fluxes yield lower levels in the temperature gradient, and better
performance, uncertainty in these dimensions should not present negative effects on
performance.
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12.6. Recommendations for Thermal Design Improvements
The major thermal resistance for the heat flowing to the fluid is that of the
interface between the face panel and the liquid coolant. The heat transfer area for
such thermal resistance, that is, the face panel area, is fixed for a given picture tube.
This suggests that limited improvement can be achieved using natural convection
alone within the liquid lens. Alternatively, thermal performance can be improved by
the use of internal forced convection and/or enhancement of the heat transfer from
the exterior surfaces of the liquid lens assembly to the air in the interior of the TV
cabinet. In this context, internal forced convection refers to forced convection of the
liquid coolant inside the liquid-lens system, while external forced convection refers
to that of the air outside the system (Within the cabinet). Internal forced convection
may be achieved by the use of a circulating loop using the liquid coolant as the heat
transfer media to an external cooler. Improvement of external heat transfer may be
achieved with the use of external fans and/or fins added to the enclosure exterior.
Alternative means for improving external heat transfer could involve
thermoelectric devices or heat pipes attached to the enclosure-frame walls.
Thermoelectric devices are attractive because they do not produce noise, but may be
costly and only transfer heat through small distances. Heat pipes are attractive
because unlike thermoelectric devices, they can transfer the heat to a remote heat
sink, however they may generate noise due the refrigerant flow along the pipes.
Added noise and electromagnetic interference are factors to be considered as part of
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APPENDIX A. EXPERIMENTAL APPARATUS
A.1. Equipment Description
A production model of a 46-inch Magnavox color projection monitor
containing three monochrome picture tubes was used for data collection. Mode].
dimensions and layout of the projection assemblies with the picture tubes is shown
in Figure A-I. A breakdown of the major components of the projection monitor used
for laboratory measurements is shown in Table A-1. The model width was 42.5
inches, the height 49 inches, and the depth 26 inches. The viewing screen diagonal
measured was 46 inches. On the inside, the model had three monochrome projection
units (Red, Green, and Blue projectors), a 28-inch-by-18-inch rectangular mirror, in
addition to all the electronics to process and output the video signal to the projectors.
A.1.1. Monochrome Projectors
The monochrome projectors are self-contained assemblies for image
reproduction and projection. They are mounted on metallic frames towards the
bottom of the unit, with the optical axis tilted 60 degrees above the horizontal, facing
the back mirror. The green projector sits at the center, the red and blue projectors
are to the left and right hand sides of the green projector, and are tilted inward (in
the direction of the back mirror).
Each monochrome projector consists of a projection picture tube (CRT), an
enclosure frame with an expansion chamber, a meniscus lens, a focusing lens, and
supporting assembly hardware. A list of projector components is shown in
Table A-2. The projection picture tubes in these projectors are models 180AXB22(R),
180AXB22(G), and 180AXB22(B), manufactured by Hitachi’s Electron Tube
Division, Hitachi, Ltd. The green tube was selected for instrumentation and data
gathering for two major reasons. First, as the green tube has a symmetric enclosure
frame, the mathematical model should also be simpler to implement. Second, being
in between the red and blue tube, the green tube was presumed to be in the “hottest”
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Picture tube mechanical data is listed in Table A-3, and performance ratings
data is listed in Table A-4. These data were extracted from the manufacturer
specification sheet for the picture tube HITACHI 180AXB22(G).
Figure A-2 shows the major dimensions of the picture tube. A plot of the
relative spectral power distribution for the light from the green CRT 180AXB22(G)
is shown in Figure A-3, and Table A-5 contains the numerical data. Major
dimensions for the enclosure frame, the meniscus lens, and the focusing lens
assembly are shown in Figure A-4, Figure A-5, and Figure A-6, respectively.
 
 
Table A-1. Components of the Projection Monitor
No. Item ID Item Description
1 1 Cabinet/Frame Dimensions: 42.5 x 49 x 26 inches
2 2 Projector Assemblies (Projectors) Overall Assembly Length: 394 mm
3 2.1 Red-Image Projection CRT 180AXB22 (R)
4 2.2 Green-Image Projection CRT 180AXB22(G)
5 2.3 Blue- Image Projection CRT 180AXB22(B)
6 3 Electrical Interface
7 3.1 Beam-Deflection Yoke Mounts to the neck of CRT
8 3.2 CRT Board Connects to Projection CRT end
plug (PTV300-EIA232D)
9 3.3 Power Supply Board for CRT POWER SUPPLY EIA 2220
10 4 Rectangular Back Mirror 28 x 18 in (back reflective coating)
11 5 Viewing Screen Width 939 mm x Height 699 mm
12 6 Projector Mounting Frame Support the Projectors in place
13 7 Miscellaneous Controls, I/O Connectors, and







Table A-2. Projection Assembly Parts
No. Item ID Item Designation Description/Model Qty.
1 1 Projection CRT Hitachi Model 180AXB22(G), NAP 1
P/N 330275-6
2 2 Enclosure Frame NAP P/N 734919-1 1
3 3 Meniscus Lens NAP P/N 645826-1 1
4 4 Focus-Lens Assembly Delta 18-0C, Rev. B, S/N 091587 1
5 5 Expansion Chamber 1
6 6 Liquid Coolant Dow Chemical XUS 11137.01 1
Developmental Heat Transfer Fluid
7 Seals 1
7 .1 d-Ring Seals the gap between the Projection 1
CRT and the Enclosure Frame
9 7.2 O-Ring Seals the gap between the Enclosure 1
Frame and the Meniscus Lens
10 8 Assembly Hardware All necessary hardware to assemble 1
the parts above
11 8.1 CRT Bracket Holds the Projection CRT against the 1
Enclosure Frame
12 8.2 CRT Fasteners Hold the CRT Bracket in place 4
13 8.3 CRT Springs Are placed against the CRT Studs 4
14 8.4 CRT Spacers Serve as “stops” for the CRT 4
Fasteners
15 8.5 CRT Studs Mount against the Enclosure Frame 4
16 8.6 CRT Stud Fasteners 4
17 8.7 Mating Flange NAP P/N 734988-1. Secures the 1
Meniscus Lens in place and serves as
the mounting platform for the Focus-
Lens Assembly
18 8.8 Mating Flange Hold the Mating Flange in Place 4
Fasteners
19 8.9 Mating Flange Serve as “stops” for the Assembly 4
Spacers Flange Fasteners
20 8.10 Mating Flange Nuts Hold the Mating Flange in Place 4
21 8.1 1 Focusing-Lens Hold the Focusing-Lens Assembly in 4
Assembly Fasteners Place    
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Table A-3. Picture Tube Mechanical Data
 
Overall Length






































Table A-4. Picture Tube Performance Ratings
 
Minimum Useful Screen Dimensions:
Diagonal 127.0 mm
Horizontal Axis 101.6 mm
Vertical Axis 76.2 mm
Anode voltage 32,000 V max
25,000 V min.
Anode current 500].LA max.
Input Power (Long-term average) 1'7 mW/mm2
Raster Size (Diagonal) 5.0 inch max.
3.5 inch min.
Temperature of Face Panel (center) 90 °C max.
Temperature Differential between Center and 21 °C max
Peripheral Points
Radiance 4800 cd/m2
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Figure A-3. Relative Spectral Power Distribution for the Green CRT
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IL R,1 k R,1 A R,1
(nm) (nm) (nm)
350 0.000 485 0.250 620 0.100
355 0.000 490 0.240 625 0. 100
360 0.000 495 0.200 630 0.060
365 0.000 500 0.150 635 0.025
370 0.000 505 0.050 640 0.010
375 0.005 510 0.020 645 0.015
380 0.005 515 0.000 650 0.020
385 0.005 520 0.000 655 0.020
390 0.000 525 0.000 660 0.020
395 0.000 530 0.000 665 0.015
400 0.000 535 0.050 670 0.015
405 0.000 540 0.500 675 0.020
410 0.005 545 1.000 680 0.020
415 0.010 550 0.770 685 0.020
420 0.005 555 0.325 690 0.020
425 0.000 560 0.070 695 0.015
430 0.005 565 0.020 700 0.010
435 0.010 570 0.010 705 0.010
440 0.010 575 0.020 710 0.010
445 0.005 580 0.100 715 0.010
450 0.000 585 0.140 720 0.010
455 0.000 590 0.100 725 0.010
460 0.000 595 0.1 10 730 0.010
465 0.000 600 0.050 735 0.010
470 0.000 605 0.010 740 0.010
475 0.000 610 0.010 745 0.010
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A.1.2. Liquid Coolant Characteristics
The liquid coolant was manufactured by Dow Chemical, Midland, MI 48674
The liquid coolant is identified as follows. Product Name: XUS 11137.01
Developmental Heat Transfer Fluid, Effective Date: 12/09/86, Product Code:
1 1 137.0 1
Ingredients
Ethylene Glycol“) CAS# 000107-21-1 69%
Glycerin“) CAS# 000056-81-5 30%
Proprietary Ingredients“) 1%
Physical Data
Boiling Point“) >387 °F (197 °C)
Vapor Pressure“) < 1.0 mmHg @ 20 °C
Vapor Density“) 2.43 (Air = 1)
Solubility in Water“) Miscible
Specific Gravity“) 1.1591 @ 25/25 °C
Appearance“) Colorless Liquid
Odor“) Practically Odorless
Specific Heat<2> 0.58 BTU/lb-°F
Index of Refraction“) 1.4432 @ 25 °C
(1) Material Safety Data Sheet, Product Code 11137.01 (1986) Dow Chemical.
(2) NAPCEC Personal Communication (1987)
A.2. Instrumentation Procedure
Table A-6 lists all of the instrumentation and data acquisition equipment.
The rear and front panels, and the screen of the model were removed to access the
parts to be instrumented. The focusing lens (Delta 18-0C, Rev. B, S/N 091587) was
removed first from the assembly, by removing four screws from the mounting plate
that secures the meniscus lens. An air bubble was noticed at the to of the enclosure
frame with the free-surface level intersecting the point on the meniscus lens on the
edge of the convex surface. The green-tube projection assembly was removed from
-318-
No. Category #





1 1.0 Temperature Measurement
2 1.1 Thermocouple Wire OMEGA Copper-Constantan
Thermocouple, Wire Diameter:
055 mm
3 1.2 Insulated Container Custom Made
4 1.3 Thermometer #1
5 1.4 Thermometer #2
6 2.0 Voltage Measurement
7 2.1 ______ Digital Multi-meter MicrontaNo. 22-196U
8 W30 Data Processifié................................................................................. , .............................................................
9 3.1 Data Acquis1tion and Hewlett-Packard Model HP3497A
Control Unit
10 3.2 Computer " Hewlett-Packard Model HP9826
1 1 3.3 Printer Hewlett-Packard Model HP2671G
12 4.0 Video Signal Generation
13 4:1........................... Video Caesra _____
14 4.2 “pascal. """
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the mounting location. The expansion chamber was loosened and removed, then the
liquid coolant (Dow Chemical XUS 11 137.01 Developmental Heat Transfer Fluid)
was drained and stored in an airtight container. A liquid coolant volume of
approximately 224 ml was measured. The meniscus lens securing plate was
removed by removing four screws from the coupler frame. Then, the meniscus lens
(P/N 645826-1) was removed along with the O-Ring. Next, the enclosure frame
(coupler) (P/N 734919-1) was detached from the picture tube (Model 180AXB22(G),
P/N 330275-6) by removing four spring-loaded screws at the back of the face panel.
The rubber ring that serves as a seal between the coupler and the CRT face panel
glass was removed from the face panel glass.
The exterior of the face panel was marked with horizontal and vertical
centerlines along the major and minor axes of the panel, respectively. Then two
lines were marked at 35 mm above and below the horizontal line (major axis), and
two lines were marked at 25 and 50 mm to the right-hand-side of the vertical
centerline (minor axis). The line intersections form a 3x3 rectangular grid of nine
points. Small groves of no greater than 0.5 mm in depth were carved along these
lines to pass the thermocouple wire. Thermocouple wire was routed along these
groves and the junctions were glued with epoxy to the CRT face panel glass at these
designated locations. Two additional thermocouples were attached along the
vertical centerline at 56 mm off the center, and one additional thermocouple junction
was attached along the horizontal centerline at 69 mm off the CRT center, to the
right-hand side. A schematic of the wire routing is shown in Figure A-7. In total, 12
thermocouple junctions were mounted on the CRT face panel: nine thermocouple
junctions were mounted at grid locations and three at points near the CRT face
panel perimeter. The rubber seal was attached to the coupler, and the coupler was
mounted back to the face panel. The four spring-loaded screws were tightened. A
sealant was added to the perimeter of the face panel to prevent liquid coolant
leakage along the groves carved and the thermocouple wires.
Thermocouples were attached to the enclosure frame and the meniscus lens.
Three thermocouple junctions were attached to the coupler exterior: one at the







Figure A- 7. Schematic of the CRT Face Panel Thermocouple Wire
Routing
center of the lower surface. Two thermocouple junctions were attached to the
meniscus lens -- one to the inner (convex) surface, and one to the outer (concave)
surface. The meniscus lens O-Ring was placed in position on the coupler slot, then
the meniscus lens was carefully positioned to prevent damage to the thermocouple
wire from the inner surface junction. This wire had to be passed between the
meniscus lens glass flange and the O-Ring. The meniscus lens securing plate was
then positioned on top of the meniscus lens and then secured with four screws to the
coupler frame. A thermocouple junction was attached to the center of the innermost
lens of the focusing lens mechanism. The focusing lens was mounted back to the
projection assembly with four screws attached to the meniscus lens securing plate.
The unit was reassembled and it was filled with the same amount of fluid removed
originally.
The instrumented projection tube assembly was mounted back into position
in the projection TV unit. To measure the input electrical power to the electron
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beam, the beam electrical current and the anode voltage are required. To measure
the beam electrical current, a voltmeter was used to read the voltage across resistor
R10 on the circuit board that connects to the CRT. Resistor R10 has a resistance of
954 Q, and has one of its terminals connected to pin #8. This pin connects directly to
the CRT cathode. The anode voltage was taken from the anode electrode on the CRT
funnel side and measured with respect the ground voltage at the cathode terminal
(pin #8). Another reason is that the green tube is in between the red and blue tube,
which was presumed to be the worst location for heat transfer reasons.
-322-
APPENDIX B. DATA COLLECTION
B.1. Preparation
Once instrumented, the projector assembly was mounted into position on the
46-inch projection monitor. The thermocouple wires were routed and connected to
the data acquisition system. A thermocouple junction (Channel #0) was attached to
the bulb of a mercury thermometer and submerged into an insulated container for
an ice/water bath. Another mercury glass thermometer was used to measure the
room air temperature. A video camera was used to generate a “white-screen” image
on the projection monitor screen. The experimental apparatus was shielded from air
currents.
Before the data acquisition session, all instruments were checked and preset
to avoid delays when engaging in data recording. The voltmeter was checked and
voltage reading checks taken. The video camera was set to output a white screen
signal, and the projection monitor was turned on and checked to ensure an adequate
level of brightness. The data acquisition system was checked. All systems were
turned off, and left overnight for the temperatures to stabilize for approximately 12
hours, before the data acquisition session.
B.2. Procedure
The data acquisition system was turned on and checked. Ice and water were
added to the insulated container. The thermometer and attached thermocouple
were submerged and positioned near the middle of the ice/water volume. The
container was closed with lid was placed with a hole in the middle for passing the
thermometer and thermocouple lead. The ice/water temperature was checked using
the glass bulb thermometer until a temperature of 0.0 °C was reached. Temperature
readings from the data acquisition unit were checked against the ice point in the
ice/water bath. The digital voltmeter was turned on and voltage measurements
were tested. The video camera was turned on and the video signal checked to ensure
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a “white screen” image. The room air temperature was recorded. Finally, the
projection monitor was turned on and data recording was initiated simultaneously.
The time of day was recorded for such event. The anode and cathode resistor voltage
were measured and recorded. The room air temperature and the ice/water
temperature were monitored regularly. Voltage readings from the anode and
cathode resistor were monitored regularly. The system was left on and data
recording continued for 8.5 hours. At the end of data recording, voltage readings
from the anode terminal and cathode resistor were taken, and the resistance of
resistor R10 was measured. Temperature and voltage measurements are presented
next.
B.3. Experimental Measurements
Data collection was done every 600 seconds. In each data collection event, 10
samples spaced at 0.05 seconds were collected per each channel. The average of the
10 samples was recorded for each data collection event. After 30600 seconds of data
collection, the temperatures were rising at a rate of 0.2 to 0.3 °C/h, and it was
decided to terminate the experiment (see Table B-1). The room temperature was
measured then at 21.7 °C and the ice/water bath temperature at 0.0 °C. A
compilation of the data acquisition recordings for the 20 channels is shown in
Table B-2 (channels 0—9) and Table B-3 (channels 10-19). Questionable data points
were flagged with a minus (-) sign. The data in row for data collection event #13
-324-




Channel # °C/h Channel # °C/h
0 0.00 10 0.14
1 0.17 11 0.24
2 open 12 0.21
3 open 13 0.33
4 0.22 14 0.17
5 0.21 15 0.25
6 0.21 16 0.25
7 0.26 17 0.30
8 0.22 18 0.34





























































































































































































































































































































































































































































































































































(7200 seconds of elapsed time) was lost during the process, and was flagged as
“-99.99”.
3.4. Steady-State Limit
The objective is to use curve-fitting functions to standardize the data, to
check proximity to steady state to be able to extrapolate to steady-state conditions
for subsequent analyses. Curve-fitting functions that use a standard exponential
function of time of the form
T(t) = A + BeC‘, (B. 1)
where A, B, and C are constants, were used to pass a least-square fit through
experimental data, and provided curves with poor correlation coefficients. The plots
of these curves did not follow the experimental data throughout the whole extent of
the elapsed time of data collection. Part of the reason for the failure, is that such
type of functions is equivalent to those obtained by using a lumped-parameter
method [48], which assumes a constant thermal capacitance and a constant thermal
conductance to dissipate the heat. Before starting to postulate other functions, a
closer look must be given to the physics involved, as it is always best to base curve-
fitting equation on a physics-based model rather than an arbitrary function. The
above exponential function models a linear system with dissipation and restoring
force, but not impedance. The equivalent to such system is a linear mass-spring-
damper system with negligible mass. Thus, one way to improve the curve-fitting
function is to add the mass, or impedance component to the model. The differential
equation modeling the displacement x(t) in a linear mass-spring-damper system of
mass, m, spring constant, k, and damping coefficient, c, subject to an initial
displacement and speed can be expressed as [37, p.97]:
56 + 24wn5c + mix = 0, (B2)
x(0) = x0 , (B.3)
2(0) = 20, (B.4)





and (on is the undamped natural frequency expressed as:
can = \/—,I-:lW-. (B6)
The differential equation above has three solution forms, depending on the value of
Q, namely, over-damped motion for Q> 1, critically damped motion for §=1, and under-
damped motion for C<1. Over-damped motion (Q> 1) will not be considered. The
solution for critically damped motion is given as:
x(t) = e—wnt[x0 + (20 + a) x )t] (q=1), (B.7)
no
and the solution for under-damped motion is given as
x(t) = e—Cwnt [A cos(a)dt) + Bsin(a)dt)] (c<1), (B.8)
where A and B are given as
A = x0 , (B9)
x + a) x
B=———°W n 0, (B.10)
“’d
and 00d is the damped natural frequency defined in terms of the undamped natural
frequency and the damping ratio as:
wdzwn 1—;2 (;<1). (B.11)
These solutions can be now used if x(t) is redefined as the temperature of the
thermal system, and Q and (on are redefined in terms of thermal parameters. These
parameters, as well as the initial conditions, become curve-fitting unknowns, which
are calculated from experimental data. A coordinate transformation must be used,
to resolve the sign of the function and to account for the unknown value of the
temperature at steady state. Let the coordinate transformation be stated as:
W) = yo, — x(t) (B. 12)
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where y,, is the temperature at steady state (infinite time). Substituting Eq. (B.12)
into Eqs. (B3) and (B4) yield expressions for the transformation of the initial
conditions:
x0 = yoo - yo’
(B.13)
x0 = —y'0, (B.14)
where
mm = y, , (13.15)
33(0) = 5’0, (316)
Substituting Eq. ( B12) in Eqs. (B7) and (B8), and using Eqs. (B.13) and (B14)
 
yields:
y(t) = y,, — e‘°n‘ [(y,, - y,> + <—y‘, + «2,6,, — y,>>t] (13.17)
and
‘40) t .
y(t) =yoo.—e n [Acos(a)dt)+Bs1n(a)dt)], (B.18)
where




The curve fitting criteria will be that of least squares, which attempts to
minimize the sum of the squares of the differences between the curve-fitting
function, yj , and the experimental temperature, y? , at each data point, j:
2





where set{k} denotes the set of admissible data points for channel “k”.
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Critically Damped Motion. The solution for a critically damped motion is:
Under-Damped Motion. The solution for under-damped motion is given as:
T(t) = Z3 —exp(—Z5 -Z4 -t )-[A cos(a)d t)+ B sin(a)d t)] , (B.24)
where
Wd = Z4 (ll—Z52
A =Z1 , (B.25)
B = (42 + Z5Z4Z1)/a)d
where the Z’s are defined in Table B-4, and the frequencies and amplitudes are
defined in Table B-5. Results are shown for the temperature in channels 0 through
9 in Table B-6, and channels 10 through 19 in Table B-7. The type of damping mode
chosen is indicated in the tables by “CD” and “UD” for critically damped and under-
damped motions, respectively.
Table B-4. Optimization-Variable Definitions
 
Critically Damped Under-Damped
Z1 °C AT,, AT...,
Z2 °C/s AT/dt AT/dt
Z3 °C T,, Tao
Z4 rad/s a)". con
Z5 1 C








cod =wn 1—.{ ({<1)
A °C Z1
B °C (-Z2 + Z5*Z4*Zl)/ an
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B.5. Uncertainty Analysis
Temperature overall uncertainty from the thermocouple and data acquisition
system used was 0.5 °C. The uncertainty for power is calculated using the





where F is the function ofN variables, F = F(¢1, ¢z, ¢3,..., (in) whose uncertainty is
being calculated, p75i is the measured variable with known uncertainty, wi. Power
uncertainty comes from uncertainty in the anode voltage, the cathode resistor
voltage, and its resistance. Table B-8 shows measured values of these parameters.
The input power is calculated as :
P = Va*I = V; Vr/R = ¢1*¢2/¢3 = F (B27)
where
Va is the anode voltage,
V1, is the cathode resistor voltage, and
R is the cathode resistor resistance.
Substituting Eq. (B.27) into Eq. (B26) and using the values in Table B-8 for the
above variables yields an input power uncertainty of 0.67 Watts.
B.6. Lumped-Parameter Model
Results from a preliminary thermal network lumped-parameter model for the
liquid-lens system used to assess experimental results is shown in Figure B-1. The
enclosure Nusselt number was calculated following the procedure presented in Ref.
[48] (Section 9.7.1, Eqs. (9.37), (9.38), and (9.43) of the reference), based on a critical
angle of [116 = 59° (off the heated-from below orientation), and assuming two-
dimensional natural convection in inclined differentially heated rectangular
enclosures. The convection coefficient for heat transfer between the two isothermal





Table B-6. Summary of Curve-Fitting Results — Channels 0 thru 9
Channel: 0 1 2 3 4 5 6 7 8 9
._i
8 3 a .1 :5
B E z! :1 a
m m a 3 2 A A A
E E E =- .5 O 3i 3 s
, m "* m 8 B E .5 93 :5
Location: E; E E m g; 8 V v V
B F1 E
3 m m m W O: m D: a:
‘3 B D D 3
£11 [:1 O O :3
6 c5 0 0 o
O
Damping Mode: CD UD CD UD UD UD UD UD UD
Variable Units
N points 51 35 22 51 51 51 51 51 20
21 °C 2.83 35.52 1.64 33.60 33.91 32.12 30.77 32.99 32.41
22 x 10‘ °C/s 1.07 75.59 1.06 76.73 74.01 63.51 65.69 59.53 67.37
2. °C 23.9 54.8 22.6 53.9 53.9 51.8 50.4 53.5 52.7
zlx 10‘ rad/s 2.07 3.31 3.97 2.26 3.01 3.25 1.68 3.33 3.33
Z5 1 0.9999 0.9999 0.9999 0.9999 0.9599 0.9999 0.9999
A °C 35.52 33.60 33.91 32.12 30.77 32.99 32.41
B °C 897 -26 661 891 -34 1067 861
max 106 rad/s 4.68 3.20 4.26 4.60 47.09 4.71 4.71
T, °C 21.07 19.31 20.99 20.34 20.02 19.69 19.60 20.55 20.25
T. °C 23.87 54.82 22.63 53.91 53.91 51.80 50.58 53.53 52.65
ATr °C 2.80 35.51 1.64 33.57 33.90 32.11 30.98 32.98 32.40
T... °C 23.9 54.8 22.6 53.9 53.9 51.8 50.4 53.5 52.7
AT... °C 2.83 35.52 1.64 33.60 33.91 32.12 30.77 32.99 32.41
AT/AT... 1 0.989 1.000 1.000 0.999 1.000 1.000 1.007 1.000 1.000
LAT/AT... 1 -0.011 0.000 0.000 -0.001 0.000 0.000 0.007 0.000 0.000
G °C2 4.5 9.8 2.0 7.6 1.3 2.3 14.3 1.5 0.7
T... °C 23.1 47.7 22.0 48.9 49.0 47.1 46.3 48.5 41.6
0 °C 0.945 9.923 0.619 8.235 8.396 8.077 7.930 8.287 9.888
n °C 0.303 0.546 0.315 0.393 0.164 0.217 0.541 0.175 0.201





Table B-7. Summary of Curve-Fitting Results — Channels 10 thru 19




co co “5 o c 8 :93 a ’13 E“
a 3 ”’- s“ s“ ...- o‘ ...- 2— a
Location: 3 3’, 3 E: ‘9“ Z 3 S” g: 2
e- 5- P‘ a: E-1 E-' m
m a: a: a:





Damping Mode: UD UD UD UD UD UD UD UD UD CD
Variable Units
N points 51 51 51 51 51 51 51 51 51 34
Zn °C 34.17 35.09 35.24 37.25 42.38 33.34 36.24 36.07 38.71 7.96
Z2 x 10‘ °C/s 74.44 87.20 88.04 94.15 127.74 81.69 87.91 95.09 105.95 11.27
Z3 °C 54.7 56.3 57.0 59.9 64.9 56.8 57.5 59.0 61.4 27.5
Z4 x 10‘ rad/s 3.40 3.33 2.48 2.53 3.01 2.44 2.42 2.63 2.73 2.11
Z5 0,9999 0.9999 0.9999 0.9998 0.9998 0.9998 0.9999 0.9998 0.9999
A °C 34.2 35.1 35.2 37.3 42.4 33.3 36.2 36.1 38.7
B °C 869 629 -18 0 0 -9 -6 -2 -11
coax 106 rad/s 4.81 4.71 3.51 5.05 6.03 4.87 3.42 5.27 3.86
T. °C 20.50 21.24 21.75 22.69 22.50 23.45 21.25 22.89 22.69 19.51
Tr °C 54.67 56.33 56.97 59.93 64.87 56.77 57.46 58.95 61.39 27.43
ATr °C 34.17 35.09 35.23 37.24 42.38 33.32 36.22 36.06 38.70 7.92
'1‘... °C 54.7 56.3 57.0 59.9 64.9 56.8 57.5 59.0 61.4 27.5
AT... °C 34.17 35.09 35.24 37.25 42.38 33.34 36.24 36.07 38.71 7.96
AT/AT... 1 1.000 1.000 1.000 1.000 1.000 0.999 0.999 1.000 1.000 0.995
LAT/AT, 1 0.000 0.000 0.000 0.000 0.000 -0.001 -0001 0.000 0.000 -0.005
G °C2 5.7 3.0 3.3 24.2 68.3 13.0 7.7 34.2 29.9 15.3
T... °C 50.1 52.1 52.1 54.9 60.0 52.1 52.4 54.2 56.5 25.0
0 °C 8.477 8.480 8.453 8.870 9.180 7.913 8.749 8.211 8.780 2.379
11 °C 0.342 0.246 0.259 0.703 1.181 0.515 0.395 0.836 0.782 0.692
R2 1 0.998 0.999 0.999 0.994 0.983 0.996 0.998 0.990 0.992 0.915
Table B-8. Power-Measurement Related Values and Uncertainty
i Variable Units (ti Wi
1 Anode Voltage , Va (1)1 V 27800 550
2 Resistor R10 Voltage, VI ()2 V 0.487 0.005
3 Resistor R10 Resistance , R ()3 ohm 954 40
_ 1': — * — *
Power (P— Va I— Va Vr/R — (1)1 ¢2/¢3) P W 14.2 0.67      
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Six Conductors Connected from the
 
From heat transfer correlations Fluid Node to the Enclosing Surfaces
in 2.1) Enclosures; with a Convection Coefi‘icient of
h2d=97.5 W/m2-K > h=2 [1,, =195 W/mz-K
  
 









Enclosure Dimensions: . Face Panel
L: 25.5 mm 24.000 Exterior Node
H: 97.4 mm
W: 1224 mm (depth) ‘ Face Panel I'D COIldUCthIL
Heat Transfer from the Face
Panel Back to the Environment:
Properties: hp: 3.78 W/m2-K
Liquid Coolant
Density 1134.5 kg/m3
Specific Heat 2588 kJ/kg-K
Thermal Conductivity 0.268 W/m-K
Kinematic Viscosity 9.61x10'6 m2/s
Volume Expansivity 6.07x10'4 1/K
Face Panel
Thermal Conductivity 0.790 W/m-K
 
Predicted Face-Panel Exterior Mean Temperature: 60.3 °C
(for an input heat rate of 90% x 14.2 W = 12.78 W)
Figure B-1. Lumped-Parameter Model Used to Predict the Face-Panel
Exterior Mean Temperature
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coefficient from the enclosure node to the mean fluid node was assumed as twice
that value to reflect two identical thermal resistance paths in series. Then it was
assumed that the convection heat transfer coefficient was the same for all walls in
the three-dimensional enclosure to calculate the thermal conductances and heat
transfer rates.
-336-
APPENDIX C. THERMOPHYSICAL PROPERTIES
C.1. Fluid Thermophysical Properties
From preliminary CFD and experimental data analyses, it was determined
that the fluid temperature ranged between 53 and 59 °C. Therefore, estimates for
fluid properties in this range are needed. From all of the relevant fluid
thermophysical properties, only specific gravity and specific heat were available,
both at 25 °C. Therefore, some properties needed to be measured and some were
taken from tables and adjusted. Additionally, it was necessary to verify whether the
fluid was Newtonian or Non-Newtonian, so the dynamic viscosity was measured as a
function of rate of strain. Next, laboratory measurements of mass density,
kinematic viscosity, and dynamic viscosity are presented.
C.1.1. Reference Fluid Thermophysical Properties
The fluid reference data for specific gravity and specific heat are as follows.
Fluid Specific Gravity [86] 1.1591 @ 25/25 °C
Fluid Specific Heat [89] 0.58 BTU/lb-°F
Reference properties for the major components in the fluid mixture are in Table C-l
for ethylene glycol, and Table C-2 for glycerin.
Table C-l. Reference Properties for Ethylene Glycol
T T p cp pxio2 vxio6 kx103 axlO’ pr flx106
c K kg/m’ kJ/kg-K Pa-s m‘/s W/m-K m‘/s 1 UK
26.85 300 1111 2.415 1.570 14.10 252. 0.939 151 0.65__________________________
36.85 310 1104 2.460 1.070 9.65 255. 0.939 103 0.65
46.85 320 1096 2.505 0.757 6.91 258. 0.940 73 0.65
56.85 330 1090 2.549 0.561 5.15 260. 0.936 55 0.65
Reference: Incropera, F. P., Fundamentals of Heat and Mass Transfer, 2nd
Ed., John Wiley & Sons (1981)
 
Table C-2. Reference Properties for Glycerin
 
T T p Op ,sz102 v><106 k><103 ax 107 Pr ,Bx106
c K kg/m3 kJ/kg-K Pa-s mz/s W/m-K mZ/s 1 UK
26.85 300 1260 2.427 79.9 634. 286. 0.935 6780 0.48 (1’
36.85 310 1254 2.490 35.2 281. 286. 0.916 3060 0.49 ‘2
46.85 320 1247 2.564 21.0 168. 287. 0.897 1870 0.50 0)
56.85 330 1240 2.630 16.0 120.. 287. 0.880 1363.6 0.51 ‘2’
‘” Reference: Incropera, F. P..W,2nd
Ed., John Wiley & Sons (1981)
Extrapolated
(2)
Thermophysical properties for the mixture will be calculated based on
laboratory measurements and the use of the above reference data.
C.1.2. Measurement of Fluid Mass Density
The fluid mass density was verified by conducting mass and volume
measurements. According to laboratory measurements, the mass density at 80 °F
(26.7 °C) is 1151.1 kg/m3. The temperature-adjusted mass density from
manufacturer’s specifications was calculated at 1154.5 kg/m3 at the same
temperature. The percent difference based on manufacturer’s data is —0.3 %.
Equipment




Empty Mass (m1): 129.6 g
Gross Mass (m2): 244.0 g
Net Mass (m = m2-m1): 114.4 g
Fluid Volume (V): 99.4 ml
Mass Density (p = m/V): 1151. kg/m3 at 80 °F (26.7 °C)
Reference Value“): 1.1591 @ 25/25 °C
Reference Value Adjusted for Temperature: 1154.5 kg/m3 at 300 K (26.8 °C)
Percent Difference from Ref. Value: -0.3 %
(1) Dow Chemical, “Developmental Heat Transfer Fluid” Data Sheet, and adjusted
for temperature.
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C.1.3. Calculation of Mass Density, Specific Heat, and Volume
Expansivity
For the calculation of mass-or volume-dependent properties, such as mass
density, specific heat, and volume expansivity, a fluid mixing model was used. It
was assumed a mixture of 70% ethylene glycol and 30% glycerin. Values were
calculated at the desired temperatures, and then adjusted for consistency with the
reference data at 25 °C. Ratios applied to calculation of mass density and specific
heat are shown in Table C-3.
Mixing Model. Let the ethylene glycol be designated as Component 1, and
the glycerin be designated as Component 2. Let the volume fractions for the two




Let p1 and ,02 denote mass densities for component 1 and component 2, respectively.
The mass density for the mixture is calculated as:
m1 +m2 = Pil’i +92%
V V
 
P=Zg= =§1P1 +52P2- (C2)
Let cpl and cp2 denote specific heats for component 1 and component 2, respectively.





Calculated at 25 C 1155.7 2.428







The specific heat for the mixture is calculated as:
22 _ Cpl + Cp2 : 1il’i Cpl + V2102 Cp2 = ‘51P1 cpl + 52492 Cp2
 
 
p m m PV 51.01 + 52.02
Let ,81 and ,62 denote volume expansivities for component 1 and component 2,
respectively. The volume expansivity for the mixture is calculated as
1 6v 1 av 1 6(I’l+v2)
= — — =— — = —— —— = + . C.4
fl viaTlp viaTip v( 3T élfll 5M2 ( )
P
The models above were used to calculate mixture properties at the reference
temperatures. The results from property calculation are shown in Table C-4.
The above results were curve-fitted and adjusted to reflect available data
using the rations in Table GB. The following equations resulted for density, specific
heat, and volume expansivity:
p(T) = (8.49447 x 10'4 T2 — 7.82236 x 10'1 T + 1.17561 x 103)%- i 0.18% (C.5.a)
111
kJ
cp(T) = (7.98288 x 10'7 T2 + 5.21157 x 10'3 T + 2.29387) k K i 0.60% (C.5.b)
g-
 
,6(T) = (2.99805 x 10'4 T + 5.90561 x 10'1 )K'1 i- 0.15% (C.5.c)
C.1.4. Calculation of Thermal Conductivity
Thermal conductivity was not readily available. Thus, a conduction model had to be
used for the mixture. Two models representing extreme situations were used to
 
 
Table C-4. Fluid Properties Resulting from the Mixture Model
T T p ‘ Cp flx 103
c K kg/m’ kJ/kg-K l/K
26.85 300 1156.0 2.419 0.599
36.85 310 1148.8 2.470 0.602
46.85 320 1141.5 2.524 0.605
56.85 330 1134.7 2.576 0.608
Error 0.2% 0.6% 0.2%
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provide bounds for the value, as shown in Figure C-I. A parallel conduction model
(Model 1) assumed that the fluid is separated into the two components and then
placed side-by-side along slabs of equal lengths. A series conduction model (Model 2)
assumed that fluid is separated into the two components and then placed side-by-
side, along slabs of equal cross-sectional areas.




5 v mn+fim ( 5
v AL
Q 2— 22 m6w
v mq+mn
The parallel conduction model (Model 1) yields the following equation for the
thermal conductivity:
kp = kiéi + [3252- (0'7)










“1 A1 k1 A1 “'2 A2
k9 A9
‘ ‘ <———L1——)(—L2—>
<———L——> 4 L ;
k1 A1
k A _
2 2 A1“ A2
Conduction in Parallel (Model 1) Conduction in Series (Model 2)
Figure C—1. Conduction Models
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The models above were used to calculate the thermal conductivity at the reference
temperatures. A mean thermal conductivity is defined as:
k = 1(k + k ) (c 9)2 p S . .
The maximum error from the mean is calculated as:
km = é’kp — ksl. (0.10)
The above equations are used to calculate the thermal conductivity values at the
reference temperatures. The results are Table C-5. Notice that the thermal
conductivity obtained using the two models are very close to each other — the
maximum percent difference being 0.35%. Since the thermal conductivity will be
specified as the mean value of the two models, the maximum percent error becomes
0.17%. This is the maximum error based on the models, and not the uncertainty.
Results from the above model were curve-fitted into the following equation:




C.1.5. Measurement of Fluid Kinematic Viscosity
The kinematic viscosity of the liquid coolant (Dow Chemical XUS 11137.01 )
was measured using the Fisher/Tag Saybolt Viscosimeter shown in Figure C-2,
according to standard ASTM D-88. Table C-6 lists the equipment used. In total, 28
Table C-5. Conduction Model Results at the Reference
 
Temperatures
T T kp x 103 k3 x 103 k X 103 kerr x 103 %kerr
C K W/m-K W/m-K W/m-K W/m-K %
26.85 300 262.2 261.3 261.8 0.4 0.17%
36.85 310 264.3 263.6 263.9 0.4 0.14%
46.85 320 266.7 266.1 266.4 0.3 0.12%
56.85 330 268.1 267.6 267.8 0.3 0.10%
k=0.5x(kp+ks); kerr=0.5x Ikp—ksl
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measurement samples were taken for a temperature range from 77 to 144 °F.
Table C-7 shows the viscosity experimental measurements. A plot of viscosity vs.
temperature is shown in Figure G3. The kinematic viscosity was curve-fitted using
an exponential least square fit, resulting in the following equation for kinematic
. . . 2 . .
Viscos1ty in m /s as a function of temperature in °C:
2
v(T) = 9.637 x 10'5 exp(—4. 130 x 10'2T) 1“— i- 7.3% (0.12)
S
 
Figure C—2. Fisher/Tag Saybolt Viscosimeter Used for Kinematic
Viscosity Measurements




Measurement Standard ASTM D-88
Flasks 60-ml
Bulb Thermometers ASTM-rated for the temperature range
Stop Watch MEDANA; Resolution: 0.01 seconds from 0 to 30





      
 
    
Table C-7. Kinematic Viscosity Laboratory Data
Sample # T T Saybolt Seconds v v
(°F) (°C) (8) (cs) (m2/s)
1 77 25.0 173 36.0 3.6OE-05
2 78 25.6 173 36.0 3.60E-05
3 79 26.1 161 32.0 3.20E-05
4 80 26.7 151 31.9 3.19E-05
5 81 27.2 147 31.5 3.15E-05
6 95 35.0 110 22.5 2.25E-05
7 100 37.8 97.3 20.0 2.00E-05
8 104 40.0 88.8 17.9 1.79E-05
21 117 . 47.2 73.9 14.0 1.40E-05
20 118 47.8 71.0 13.1 1.31E-05
19 119 48.3 70.2 12.9 1.29E-05
18 120 48.9 67.7 12.4 1.24E-05
17 121 49.4 66.8 12.0 1.20E-05
9 122 50.0 67.0 12.0 1.20E-05
16 122.4 50.2 65.5 11.5 1.15E-05
15 123.4 50.8 64.2 11.3 1.13E-05
14 125 51.7 62.9 10.9 1.09E-05
13 126 52.2 62.9 10.9 1.09E-05
12 128.4 53.6 61.6 10.7 1.07E-05
28 129 53.9 62.4 10.8 1.08E—05
10 130 54.4 61.5 10.4 1.04E-05
27 131.8 55.4 58.7 9.8 9.75E-06
11 132 55.6 59.2 9.9 9.90E—O6
26 134 56.7 57.7 9.5 9.50E-06
25 136.8 58.2 55.3 8.8 8.80E-06
24 139 59.4 54.3 8.5 8.45E-06
23 141 60.6 53.0 8.2 8.20E-06











1.5-06 l I J J,  
20 30 4O 50
T = Temperature (C)
60 70
Figure C-3. Kinematic Viscosity Temperature Dependency
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(3.1.6. Measurement of Fluid Dynamic Viscosity
The kinematic viscosity of the liquid coolant (Dow Chemical XUS 11137.01 )
was measured using the Fisher MacMichael Viscosimeter shown Figure 04 for
sample temperatures of 27.1, 38.3, and 49.2 °C. The rate of strain was varied from
just above unity to 6 s]. The equipment used is listed in Table C-8. Table C-9 shows
the results for dynamic viscosity, compares the corresponding values of kinematic
viscosity against the kinematic viscosity measured previously with the Fisher-Tag
Viscosimeter. The dynamic viscosity is plotted against rate of strain in Figure 05.
As the dynamic viscosity does not change significantly with rate of fluid strain, it is









Table C-8. Equipment for Thermal Conductivity Measurements
Item Description
Viscosimeter Fisher MacMichael Viscosimeter
Torsion Wire B & S Gauge 30
Sample Cup Radius, R2 = 1.5 cm
Plunger Radius, R1 = 1 cm
Bulb Thermometers
Immersion Depth, H = 4.0 cm
ASTM-rated for the temperature range
 
   
Stop Watch MEDANA; Resolution: 0.01 seconds from 0 to 30
minutes, and 1 second after 30 minutes
Table C-9. Dynamic Viscosity Laboratory Data and Comparison
with Kinematic Viscosity Measurements
T (°F) —> 80.8 101.0 120.5 80.8 101.0 120.5
T (°C) —) 27.1 38.3 49.2 27.1 38.3 49.2
Density (kg/m3) ——) 1155.0 1147.8 1140.6  
Rate of Strain Dynamic Viscosity Kinematic Viscosity
 
   
(1/s) (Pa-s) (m2/s)
1.263 3.82E-02 2.21E-02 1.47E-02 3.31E-05 1.92E-05 1.29E-05
1.767 3.78E-02 2.18E-02 1.49E-02 3.27E-05 1.90E-05 1.31E-05
2.178 3.78E-02 2.21E-02 1.52E-02 3.28E-05 1.92E-05 1.33E-05
2.644 3.63E-02 2.18E-02 1.48E-02 3.14E-05 1.90E-05 1.30E-05
3.277 3.66E-02 2.26E-02 1.50E-02 3.17E-05 1.97E-05 1.32E-05
3.840 3.63E-02 2.29E-02 1.51E-02 3.14E-05 2.00E-05 1.33E-05
4.344 3.58E-02 2.28E-02 1.50E-02 3.10E-05 1.99E-05 1.32E-05
4.839 3.52E-02 2.27E-02 1.51E-02 3.05E-05 1.98E-05 1.32E-05
5.222 3.55E-02 2.29E-02 1.51E-02 3.07E-05 1.99E-05 1.33E-05
5.647 3.51E-02 2.27E-02 1.50E-02 3.04E-05 1.98E-05 1.31E-05
6.021 3.52E-02 2.25E-02 1.53E-02 3.04E-05 1.96E-05 1.34E-05
Average—> 3.63E-02 2.24E-02 1.50E-02 3.15E-05 1.96E-05 1.32E-05
Kinematic Viscosity Saybolt Viscosimeter ——> 3.15E-05 1.98E-05 1.26E-05



























0 1 2 3 4 5 6 7
Rate of Strain (1Is)
Figure C-5. Dynamic Viscosity and Fluid Strain Rate
C.1.7. Summary of Fluid Properties
The equations obtained above for the fluid properties are summarized in
Table C-10. Fluid properties were calculated using the equations in Table C-lO for
domain-temperature upper bound, lower bound, and median value of 59, 53, and 56
°C, respectively. The results are shown in Table C-11. Values for the dynamic
viscosity, thermal diffusivity, and Prandtl number were derived from primary
properties obtained from the equations.
C.2. Solid Thermophysical Properties
Thermal conductivity of the CRT face panel and the meniscus lens was
measured using the Lafayette Instrument Company1 Thermal Comparator model
TC-1000. The instrument is shown in Figure C- 6. The equipment used is listed
inTable C-12. A calibration curve was obtained for ebonite, corning glass #7740, and
 
1 Lafayette Instrument Company, PO. Box Sagamore Parkway, North
Lafayette, Indiana 47902
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Property Units Equation Error
(%)
Mass kg -4 2 1 3
Density ——3 (8.49447x10 T —7.82236x10' T+ 1.17561x10 ) (118
p m
Specific kJ
Heat —— (7.98288x10'7T2+5.21157x10'3T+ 2.29387) 0,60
Cp kg-K
__,. Kinematic 2 5 2
Viscosity Ln— (9.637X10' exp(—4.130x10' T)) 7.3
V S
-4 3 -2 2
Thermal W (—2.12744x10 T +2.48786x10 T +
Conductivity —_K .17
k x 103 m' —7.14468x10'1T+ 2.67126x102)
Volume 4 1
Expansivity K.1 (2.99805x10' T+5.90561x10' ) 0,15
[3 x 103
Table C-11. Fluid Properties Used for Interpolation
T T p - cJ9 9x102 v:106 kx103 ax_107 pr flx103
c K kg/m’ kag-K Pa-s m‘/s W/m-K m‘/s 1 UK
59 332.15 1132.4 2.603 0.954 8.43 268.1 0.9095 9.3 0.6082"
56 329.15 1134.5 2.588 1.082 9.54 267.7 0.9118 10.5 0.6073.
53 326.15 1136.5 2.573 1.227 10.80 267.3 0.9141 11.8 0.6065
Error 10.2% i0.6% r7.3% r0.2% 10.2%
~348-
 
Figure C-6‘. Thermal Conductivity Measurement Instrument
Table C-12. Equipment for Thermal Conductivity Measurements
Thermal Comparator Lafayette Instrument Company’s Thermal
Comparator Model TC-1000
Reference Samples Ebonite (k = 0.18 W/m-K)
Corning Glass #7740 (k = 1.15 W/m-K)
Quartz (k = 1.4 W/m-K)
Stop Watch MEDANA; Resolution: 0.01 seconds from 0 to 30
minutes and 1 second after 30 minutes
quartz, of known, reference thermal conductivity.
Subject Material:




Transient EMF readings were taken for the reference samples of known
conductivity, ebonite, glass #7740, and quartz, in various trials. The average of all
trials for each sample is shown in Table C-13. The calibration’s steady-state EMF
and the reference conductivity values are shown in Table C-14. The calibration plot
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relating EMF with thermal conductivity is shown in Figure C- 7. The calibration
function relating EMF and thermal conductivity is given as:
k(E) = C1 eCZE , (C.13)
where E E EMF,
C1 = 0.0936419 (W/m-K), and
C2 = 0.0136616 (1/uV).
The transient measurements of EMF vs. elapsed time are listed for the
reference samples and test materials (meniscus lens and face panel glass) in Table
C-15, and plotted in Figure 08. The thermal conductivity of the meniscus lens and
face panel glass was obtained by applying C.13. These values are shown along with
the uncertainty in Table C-16.






Elapsed Ebonite Glass 7740 Quartz
Time (EMF) (EMF) (EMF)
minutes 11V 11V pV
0 100.0 227.5 238.0
1 74.0 217.0 224.0
2 70.8 209.7 225.0
4 65.0 203.5 219.3
6 61.0 199.7 214.5
8 58.3 196.8 211.0
10 56.0 193.7 208.5
12 54.5 191.8 206.5
14 52.8 190.2 204.5
16 51.8 188.2 203.5
18 51.0 187.0 202.5
20 50.3 186.2 201.5
22 49.5 185.2 200.8
24 49.0 184.8 200.5
26 48.5 184.7 200.5
28 48.0 184.0 196.5









Material: Ebonite Glass 7740 Quartz
Reference Conductivity W/m-C 0.18 1.15 1.4






0.1 . . . . .
0 50 100 150 200 250
EMF(microVolt)
Figure C-7. Thermal Conductivity Calibration Curve
Table C-15. EMF Transient Values for the CRT Face Panel Glass and
the Meniscus Lens Glass
 
 
Elapsed CRT Face- Meniscus- Elapsed CRT Face- Meniscus-
Time Panel Glass Lens Glass Time Panel Glass Lens Glass
EMF EMF EMF EMF
minutes 11V 11V minutes 11V pV
0 212 175 18 162 142
1 199 164 20 161 141
2 194 159 22 159 141
4 185 152 24 159 141
6 179 149 26 158 141
8 174 147 28 158 141
10 170 145 30 158 141
12 167 144 32 157
14 165 143 34 157
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Figure C-8. EMF Transient Values for all Materials
Table C-l6. Experimentally Determined Thermal Conductivity
Values for the CRT Face-Panel Glass and the Meniscus-
Lens Glass
Parameter Units CRT Face- Meniscus-Lens
Panel Glass Glass
EMF 11V 157 141
k W/m-C 0.803 0.641
Uncertainty W/m-C 450.040 i0.032




APPENDIX D. NUMERICAL MODEL BENCHMARK CASES
D.1. Heat Conduction in a Cubical Domain
One-dimensional conduction in a cubical domain of solid material was used to
check the solution of the energy equation for conduction in rectilinear and
curvilinear grids. Figure D-1 shows the domain and computational grid. The
domain was divided by a horizontal plane passing through X2 = 0.5 (mid plane) into
a lower and an upper region with solids of different thermal conductivity. Values for
the dimensionless thermal conductivity of 18:05 and k=2 were assigned to the lower
and upper region, respectively. Two sets of boundary conditions were used. The
first set had imposed temperatures on the lower and upper horizontal surfaces and
imposed zero flux density (insulated) on all other surfaces. The second set had
imposed heat flux density on the lower surface, imposed temperature on the upper
surface, and imposed zero flux density (insulated) on all other surfaces. If a
dimensionless temperature of one is imposed on the lower surface and zero on the
upper surface, the heat flux becomes 0.8 and the mid-plane temperature becomes
0.2. The first set of boundary conditions was used first on a rectilinear grid. Then a
curvilinear grid was used with parameterization of X2-coordinate, then X2-
coordinate, then X3-coordinate, and finally parameterization in of all coordinates
simultaneously. This process was repeated with the second set of boundary
conditions the same grids.
The program was run until energy balance was satisfied within a
convergence tolerance of 1: = 1.E-5. The energy balance error was defined as the
absolute value of the cell’s dimensionless energy flux balance divided by the cell’s
dimensionless volume. Table D-1 shows the result for the first set of boundary
condition (imposed temperature on lower and upper walls and insulated everywhere
else). The theoretical solution was obtained in all cases except for the case having
coordinate parameterization in all directions with a heat flux error of 0.017% (from














0.0 Bottom Wall: T=l 1.0 X1
Left wall, Right Wall, Front Wall, Back Wall: Insulated
Figure D-1. Exterior-Surface-Grid for Conduction in a Cube
 
        
Table D-l. Heat transfer in Differentially Heated Cubical Domain
with Isothermal Lower and Upper Surfaces
Solution/Grid (Imposed) (Imposed) (Calculated) (Calculated) (Calculated)
Temperature Temperature Temperatur Heat Flux Heat Flux
at X2 = 0 at X2 = 1 e at X2 = 0.5 Through Through
Plane at Plane at
X2 = 0 X2 = 1
Theoretical 1 0 0.200000 0.800000 0.800000
Rectilinear 1 0 0.200000 0.800000 0.800000
Curvilinear 1 0 0.200000 0.800000 0.800000
(F24: dir. 1)
Curvilinear 1 0 0.200000 0.800000 0.800000
(F24: dir. 2)
Curvilinear 1 0 0.200000 0.800000 0.800000
(F24: dir. 3)




Table D-2 shows the result for the second set of boundary condition (imposed
heat flux density on the lower wall, imposed temperature on the upper wall, and
insulated everywhere else). Again, the theoretical solution was obtained in all cases
except for the case having coordinate parameterization in all directions with a mean
temperature error of -0.013% (from theoretical) on the lower surface. All cases
satisfied energy balance self-consistently to no less than six significant digits.
Running the program with parameterization of any single coordinate at a
time yields the theoretical solution to an accuracy of six significant digits as tested.
(Obtaining more significant digits was not pursued, but it is possible up to the
computer truncation error limited by the REAL*8 instruction by reducing the
convergence tolerance.) Running the program with parameterization of all
coordinates simultaneously may produce a small deviation from the theoretical
solution. However, in all cases, heat balance was satisfied self-consistently to six




       
Table D—2. Solutions for Imposed Heat Flux and Isothermal Walls
Solution/Grid (Calculated) (Imposed) (Calculated) (Imposed) (Calculated)
Temperature Temperature Temperatur Heat Flux Heat Flux
at X2 = 0 at X2 = 1 e at X2 = 0.5 Through Through
Plane at Plane at
X2 = 0 X2 = 1
Theoretical 1.00000 0 0.200000 0.8 0.800000
Rectilinear 1.00000 0 0.200000 0.8 0.800000
Curvilinear 1.00000 0 0.200000 0.8 0.800000
(F24: dir. 1)
Curv1h'‘near 1.00000 0 0.200000 0.8 0.800000
(F24: dir. 2)
Curv1li''near 1.00000 0 0.200000 0.8 0.800000
(F24: dir. 3)
Curvilinear 0.999869 0 0.200000 0.8 0.800000
(F24: dir. 1,2,3) (mean)
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D.2. Convection Boundary Condition
A case was used to verify that the program processes correctly the convection
boundary condition. The grid consisted of a single cubical cell, as shown in
Figure D-2. The imposed-convection node temperature at X1 = 0 was T”f1 = 1. The
imposed face node temperature at X1 = 1 was Tf1 = 0. The imposed energy flux





The cell-face conductance was set to 0:2 from the cell node to all face nodes. The
convection conductance was set to 0:1 from the convection node to the convection
face node. Figure D-3 shows the equivalent resistor network.
The program calculates the cell-node temperature to be Tc = 0.25, as expected
from the network solution, and the face temperatures at:
chl = l
T =05:10 69 mm
Figure D-2. Domain and Boundary Conditions for Checking the
Solution with Convection Boundary Condition
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Figure D-3. Equivalent Resistor Network
Tf1 = 0.50 at X1 = 0,
Tf2 = 0.25 atX2 = 0,
Tf2 = 0.25 atX2 = 1,
Tf3 = 0.25 at X3 = 0, and
Tf3 = 0.25 atX3 = 1.
D.3. Self-Consistency between Curvilinear and Rectilinear Grids
Cases were run to compare solutions using rectilinear and curvilinear grids on
the same physical domain. The case was that of natural convection heat transfer in
a differentially heated vertical cubical enclosure. The left vertical wall was heated
and the right wall was cooled. Both walls were isothermal. The top and bottom
walls were insulated. Symmetry boundary conditions were applied to the front and
back walls: insulated and normal velocity set to zero. The computational grid is
shown in Figure D-4. Runs were made first on a rectilinear grid having 10 cells in
the horizontal (left-to-right) and vertical directions, and 1 in the front-to-back
direction. Then the number of cells was increased to 20, then 40, and finally 60 in
each direction. Runs were repeated using a curvilinear grid inside the domain. In
these cases, the parameterization was made for the vertical coordinate using a
normalized sine function. The variables compared were heated wall minimum,
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maximum, and mean Nusselt numbers and their respective locations on the left
vertical wall, the vertical mid-plane maximum horizontal velocity, the horizontal
mid-plane maximum vertical velocity, and the vertical mid-plane mean Nusselt
number. Solution results from both the rectilinear and the curvilinear grid
approach the benchmark solution with grid refinement, as shown in Figure D-5 for
centerline maximum velocities, and Figure D-6 for the Nusselt number. The
curvilinear grid produces larger deviations from the benchmark solution. The
numerical solutions satisfy energy balance locally and globally. An excerpt of the
program code with the coordinate parameterization function used to obtain the
results for the curvilinear grid above is included in Listing D-1.
 
Figure D-4. Natural Convection Square Domain Enclosure with
Superimposed 10x10 Rectilinear and Curvilinear Grids
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Figure D-5. Comparison of the Horizontal and Vertical Centerline
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Figure D-6'. Comparison of the Nusselt Number at the Heated-
Wall from Rectilinear and Curvilinear Grid Solutions
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Listing D-l. Parameterization Function for the Curvilinear Grid Used to Check
Self-Consistency with the Rectilinear Grid Solution
 
Parameterization #24
J. A. Lamas, Jan 29, 2001
3-d sine wave transformation for Xi
Symmetric about Yimid
as a function of Y1,Y2,Y3
Independent coordinate parameterization range











! Determine the weighing function
If ((Yj_min.lt.Yj).and.(Yj.lt.Yj_max) .and.
& (Yk_min.lt.Yk).and.(Yk.lt.Yk_max)) Then







If (Yi.gt.Yi_mid) Then ! Parameterizing-function limits
Xc_cntr= 0.8
Xc_edge= 0.7
X_c = Xc_cntr*A+ Xc_edge*(1.- A)
Yic = Xc_edge ! mapping limiting curve location
If (Yi_max.le.Yi) Then
FX_ = Yi ! linear mapping
Else If (Yic.lt.Yi .and. Yi.lt.Yi_max) Then
FX_ = ((Yi-Yic)*X_max + (Yi_max-Yi)*X_c )/(Yi_max-Yic)
ElseIf (Yi .eq. Yic) Then
FX_ = X_c
ElseIf (Yi_mid.lt.Yi .and. Yi .lt. Yic) Then
FX_ = ((Yi-Yi_mid)*X_c + (Yic-Yi)*X_mid)/(Yic-Yi_mid)
End If
Else If (Yi.lt.Yi_mid) Then
Xc_cntr= 0.2
Xc_edge= 0.3
X_c = Xc_cntr*A+ Xc_edge*(1.- A)
Yic = Xc_edge ! mapping limiting curve location
If (Yic.1t.Yi .and. Yi.lt.Yi_mid) Then
FX_ = ((Yi-Yic)*X_mid + (Yi_mid-Yi)*X_c )/(Yi_mid-Yic)
ElseIf (Yi .eq. Yic) Then
FX_ = X_c
ElseIf (Yi_min.lt.Yi .and. Yi .lt. Yic) Then
FX_ = ((Yi-Yi_min)*X_c + (Yic-Yi)*X_min)/(Yic-Yi_min)
ElseIf (Yi .le. Yi_min) Then
FX_ = Yi ! linear mapping
End If
Else If (Yi.eq.Yi_mid) Then
FX_ = Yi ! linear mapping
End If   
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D.4. Calculation Checks on Natural Convection in Tilted
Rectangular Enclosures
This case involves natural convection flow in a tilted differentially heated
enclosure with a long third dimension [93], as shown in the Figure D- 7. A two-
dimensional domain was used to model the natural convection flow in enclosures of
aspect ratios 3 and 4. The aspect ratio, AR, is defined as the ratio of the
heated/cooled wall dimension to the insulated wall dimension. The heated and
cooled walls are parallel to each other, and are kept isothermal. The other two walls
are insulated. The enclosure was tilted from 0° to 1800 in 100 intervals. The tilt
angle, 1'}, is zero in the heated-from-below orientation. It must be pointed-out that
according to experiments, fluid cells are longitudinal for tilt angles below 30°. As
the model is 2-dimensional, cell rotation is forced to be transversal; therefore, good
agreement is not expected with experimental data for this range of tilt angles.
Three sets of Rayleigh and Prandtl numbers were used as shown in Table D3.





Figure D- 7. Geometry and Boundary Conditions for the Case of




   
 
Table D-3. Rayleigh Number, Prandtl Number, and Aspect Ratio for
Cases of Natural Convection in Tilted Enclosure
Aspect Ratio 3 Aspect Ratio 4
Set Ra Pr Ra Pr
1 4600 4270 3050 4300
2 20000 3880 6200 4200
3 16800 3900
% (exp) Ra,o=4600, Pr=4270 —*—- (num) Ra,o=4600, Pr=4270
(exp) Ra,o=20000, Pr=3880 —°— (num) Ra,o=20000, Pr=3880






1.0 . r . . «-
0 30 60 90 120 150 180
AR = 3 \l’ (deg)
Figure D-8. Comparison between Present Numerical Results and
Experimental Data in the Literature for Natural Convection in a
Tilted Differentially Heated Rectangular enclosure ofAspect Ratio
3 and for Various Rayleigh and Prandtl Number Sets
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(exp) Ra,o=3050, Pr=4300 + (num) Ra,o=3050, Pr=4300
(exp) Ra,o=6200, Pr=4200 —A— (num) Ra,o=6200, Pr=4200
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Figure D-9. Comparison between Present Numerical Results and
Experimental Data in the Literature for Natural Convection in a
Tilted Differentially Heated Rectangular enclosure ofAspect Ratio
4, and for Various Rayleigh and Prandtl Number Sets
D.5. Hydrostatic Check Run
This case is intended to validate the solution in the limiting case of a uniform
temperature field with the temperature different from the Boussinesq reference
temperature. The result should be a hydrostatic field with zero velocities.
D.5.1. Boundary and Operating Conditions
The domain orientation angle and boundary conditions are shown in
Figure D-10. The domain was oriented to resemble the experimental hardware,
tilted such that the major-base-plate axis was horizontal and the minor-base-plate
axis made a 30°-angle with the horizontal, with the back surface facing downward.
That is, the Xl-axis was horizontal and the XZ-axis was pointing 30° above the
horizontal. All of the domain boundaries were insulated, and an initial temperature
of 66°C was imposed on the entire computational domain.
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Figure D-10. Computational Model Orientation, Initial, and Boundary
Conditions
Hydrogtflic Solution Mtion Criteria
The program will be considered validated for this limiting case, if it
reproduces the hydrostatic field with a null velocity field and a hydrostatic pressure
distribution. Since the numerical model will produce an approximation to the exact
solution, a tolerance will be specified to judge the results. The numerical solution
will be deemed acceptable if the maximum absolute value of the calculated velocity
is less than 0.1% of a characteristic velocity, and the difference between the exact
and calculated pressure gradient is within 0.1%. The characteristic velocity and
exact pressure gradient are calculated next.
NATURAL CONVECTION VELOCITY UPPER BOUND
Any residual currents should have velocity magnitudes well below those
from a characteristic natural-convection velocity. A value for the characteristic
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natural-convection upper-bound velocity may be calculated by using the piezometric
pressure head and Bernoulli’s equation as
Vmax zflgfloATo)h
(D.1)
where h is the characteristic head, calculated as the net elevation change between
 
the lower most and upper-most fluid boundaries. A value for h can be obtained in
terms of the previously defined dimensions as
h=2L2sin(30°)+L4 cos(30°)=70.8mm. (D2)
The characteristic velocity is calculated as
 
I




This would be the hypothetical exit velocity from an orifice at the top of a container
immersed in a fluid at the reference temperature of 56 °C, and with the fluid in its
interior set at 66 °C. A schematic of the concept is shown in Figure D-11. The
magnitude of the maximum velocity resulting from the program solution should be










   
lg Reservoir Interior
Figure D—11. Natural-Convection Upper-Bound-Velocity Scaling Model
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HYDROSTATIC PRESSURE GRADIENT
Since the program uses the piezometric pressure for all calculations, a
piezometric pressure gradient will be calculated for comparison against the
numerical solution. The piezometric pressure has been defined as the difference
between the static within the solution domain and the hydrostatic pressure in a
reference field (see Eq. (5.34)). The exact solution for the piezometric pressure
gradient is given as:
VPz-pogfloATo, (0.4)








l fl0=6.073x10'4 K'1 (D6)
AT0=10.OK
 k
and gi are the components of the gravitational acceleration in X,- directions (i=1,2,3).
If the domain is oriented in the same manner as during the experiments, that is,
with the Xl-axis horizontal, and the XZ-axis pointing 30° above the horizontal, the
following gravitational acceleration components are obtained:
r g1 =0m/s2
i g2 =—4.9m/s2 (D.7)
g3 =-8.48707rn/s2
L 
The values for the hydrostatic pressure gradient, and the static pressure gradient




=_p0gi , i=1,2,3, (D8)
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5P3 _ 6P + aPhsp
6X, ‘ 6X. 6X.
L L
, i=1,2,3, (D.9) 
where Phs'o is the hydrostatic pressure at the reference field, and PS is the static
pressure in the solution field. The results for the above pressure gradient
components are shown in Table D-4.
D.5.2. Program Run
The program was run in false-transient mode until steady state. That is,
accurate convergence was not sought at each time step. All of the equations were
solved, that is, mass, momentum, and energy. The energy equation was solved to
ensure that there were no residual flux sources or sinks, and to make sure that the
solution was stable in the limit of insulated boundaries with no internal heat
generation.
Exit tolerances and limits on the number of iterations are shown in
Table D-5. The pressure equation was solved using a successive over-relaxation
(SOR) method. The SOR method uses a weighting factor between the “old” and the
“new” solution to calculate the pressure: P = (1-0)) P° + 0) P“, where a) is the over-
relaxation factor, P0 is the “old” pressure solution, and Pn is the “new” pressure
solution. A relaxation factor of 00:09 was used to solve the pressure equation. The
time-step size was 0.1 s for the momentum equations and 1000 s for the energy




i-) 1 2 3
g,- (m/sz) 0 -49 -8.48705
6P




—i°— (Pa/m) 0 5559.0500 -9628.5570
6X,-
6P
6X? (Palm) 0 -5525.2899 -9570.0828
L
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equation. These were chosen differently for convenience, without invalidating the
steady-state solution. The time step for the energy equation was chosen larger to
accelerate convergence. This choice of time-step for the energy equation cuts the
execution time to approximately one tenth, as compared to using the same time-step
size for solving the momentum equations. The program was run on a Pentium IV
Personal Computer with a clock speed of 1.5 GHz, and with 512 MB of RAM
(Computer #3, see APPENDIX F.). The program ran using approximately 180 MB of
RAM. Execution was complete in approximately 2.2 hours for 5000 time steps.
Program results are shown in Table D-5.
Body Force ind Momentum Generation
To verify consistency in the net amount of momentum generation rate, the
exact value of the Boussinesq body force will be checked against program results.
Table D-6 shows the parameters used in the calculation of the body force.
The mass of 0.137 kg is calculated from the exact volume and the fluid
density. The components of the gravitational force (weight) acting in each
coordinate direction is calculated as:
Fui =mgi,i=1,2,3. (D.10)






Transient Loop 10:4 5000




Pressure Solver 10:7 10
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Table D-6. Inputs Used in the Calculation of the Net Body Force
 
Input Description Variable Value Units
Fluid Volume (Cell Summation) V 120.862 cm3
Fluid Mass Density p 1134.5 kg/m3
Fluid Mass (Cell Summation) m 0.137 kg
Gravitational Acceleration g 9.8 m/s2
Tilt Angle V 30.0 degrees
Volume Expansivity fl 6.073x 104 1/K
Fluid Temperature T 56.0 0C
Boussinesq Reference Temperature To 66.0 0C
Boussinesq Temperature Differential ATO 10.0 °C
 
The component of the force contribution due to buoyancy effects (Boussinesq body
force), Fui , is calculated as:
u. u- .
F13" =—F ‘flOATo,L=1,2,3. (D.11)
The body-force results from the above calculations are summarized in
Table D-7.
D.5.3. Program Results
Energy and Momentum Be_ll_ance
A summary of the quantities describing global energy and momentum
balance is shown in Table D-8. A small storage error is an indication of steady state,
while a small balance error is an indication of flux balance. Conservation equations
for momentum and energy were satisfied, both locally and globally, as indicated by
the small domain errors. The net rate of momentum generated within the solution
domain, as reported by the program, is consistent with the theoretical (exact) value
of the Boussinesq body-force calculated previously, as evidenced by the -0.03% error
(last line in the table).
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Grav1tatlonal Acceleratlon gt (m/sz) 0.0 .49 8487049
Component
Gravitational Force u_
(Weight) Component F L (mN) 0.0 -671.9 -1163.7
Boussinesq Body Force u.
Component FB‘
(mN) 0.000 4.080 7.067
Maximum Velocity
The maximum cell-node velocity magnitude was reported by the program at
0.5 x 10'13 cm/s (at coordinates X1: 23.6 mm, X2: 29.8 mm, and X3: 17.6 mm). The
error is 5.4 x 10'13 %, based on the upper bound of 9.18 cm/s calculated above.
1)er Grjadient
The maximum and minimum values of the pressure gradient at cell nodes
were extracted from the solution. The results are shown for the three directions in
Table D-9. The pressure calculated by the program and the exact value match to at
least six significant figures. This yields an error no greater than 1.5 x 10'4 %.
Isobars and Pre_s_sure Distribution
Isobars of the piezometric pressure, hydrostatic pressure, and static pressure
are shown in Figure D-12. All isobars are horizontal, as expected. Plots of
variations of the piezometric pressure and the hydrostatic pressure on the base-plate
surface, along the XZ-coordinate are in Figure D-13. The static pressure wasn’t
shown as it virtually overlaps the hydrostatic reference pressure. As the X2-
coordinate increases, the hydrostatic pressure decreases, while the piezometric








Table D-8. Hydrostatic Problem: Flux Balance and Body-Force
Dependent Variable, ¢ 9 t u1 u2 u3
Variable Symbol
Cell Storage Error sf’sw x 1012 0.080 0.005 0.000
Cell Balance Error ef’bal x 1012 0.280 0.033 0.001
(W) (mN) (mN) (mN)
Net, Boundary Influx Fj’m 0.000 2.601 1.159 2.515
Net, Boundary Efflux Fj'o‘” 0.000 2.601 5.238 9.580
Net, Stored Fj’st" x 1015 0.004 0.019 5.201 0,050
Net, Generated Fj'ge": 0.000 0.000 4.079 7.065
Flux Balance Fj'bal x 1015 0.000 -34 -207.3 978.1
Domain Storage Error 833‘" x 1015 - 0.007 0.993 0.005
Domain Balance Error £3,bal x 1015 - - 1.3 39.6 102.1
Boussinesq Body Force
(BBF) Exact Value BBF, (mN) 0.000 4.080 7.067
Boussinesq Body Force
Error (RESEen BBFE, (%) 0.00% 003% 003%
(BBFE, =th’g /BBF,.- 1)
Table D-9. Pressure Comparison against the Exact Solution
Coordinate Direction i-) 1 2 3
Exact Solution
51’ (Palm) 0 33.7601 58.4742
6X,-
b2;merical Res‘flt max. 0.154357x10'10 33.7601 58.4742
Pa/m
aX- ( ’ min. -.996600x10‘“ 33.7601 58.4742
L
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Figure D-13. Pressure Profiles along the Base Plate Slope
D.5.4. Summary of Results for the Hydrostatic Check Case
The results calculated by the code for the hydrostatic check case reproduce
the exact results with a very high degree of accuracy. This is necessary to ensure
that residual flows from flux imbalance resulting from the distorted, non-orthogonal
grid would not affect the natural convection flows. The above results have increased
the level of confidence for the cases of interest in this investigation, by reassuring
that the program is self-consistent in the hydrostatic limit. Since all of the geometry
and thermophysical properties have already been specified, it only remains to
specify the thermal boundary conditions for the benchmarking case.
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APPENDIX E. APPROXIMATION OF EXPERIMENTAL BOUNDARY
CONDITIONS AS INPUTS TO THE NUMERICAL MODEL
E.1. CRT Face Panel Light Conversion Efficiency
The validation of the mathematical model requires the heat generation rate
distribution on the phosphor screen. A direct measurement of this parameter could
not be made. Instead, the total input power to the electron beam was available. The
following calculations are made to estimate the fraction of the electron beam power
that is converted into light. Once this is done, the rate of heat generation becomes
available if one assumes that the power fraction converted into X-rays is negligible.
The calculations are based on the Hitachi Projection Tube 180AXB22(G) Customer’s
Acceptance Specifications [15].
Data was available from N.A.P. for the radiance of the green picture tube1 along
with spectral power distribution plot. Data for radiance indicated 4800 cd/m2 at an
anode current of 200 ILA. The anode voltage was assumed 28 kV, and the raster area
was assumed to have dimensions of 102 mm (width) by 76 mm (height), as required
by the tube manufacturer (Hitachi) for testing. The luminous flux could be
calculated as the product of the radiance and the raster area:
Pv = Lv x ARASTER = 233.81m, (E.1)
where
Pv is the luminous flux,
Lv is the radiance (4800 cd/mz), and
ARASTER is the raster surface area = 0.007752 m2.
Since the present experiment used a different anode current, a scaling of the
radiance was necessary. This was done by using data available for the radiance as a
function of the peak cathode current. The tables below show radiance as a function
 
1 NAPCEC, Personally handed information (1987)
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anode current.
of peak cathode current from tube specifications, and the scaled radiance for average
 
Peak Cathode Radiance Average Radiance
Current Current
(11A) (ft-L) (11A) (ft-L)
0.2 1550 0.2 1401
0. 5 5200 0. 5 4700
1 10000 1 9039       
Resulting curve fit for the radiance as a function of the average anode current:
Lv = -2899.9 Ik2 + 13027 Ik - 1088.4, (E2)
where Ik is the anode current in mA and Lv is the radiance in ft-L.
Substituting the experimentally determined anode current of 510 mA in the
above equation results in an estimated radiance, Lv of
Lv = 4801 ft-L (= 4801 x 3.426 cd/m2 = 16449 cd/mz). (E.3)
Now, the luminous intensity can be obtained:
Iv = L; AB = 16449 * 0.007752 cd = 127.51 cd. (E4)
The luminous flux can be obtained from the luminous intensity as
Pu: 27: Iv = 2n 127.51 lm = 801.2 lm. (E.5)
At this stage, the luminous flux is known as 801.2 lm, but a connection must be
made to power. To calculate the power emitted as light, the definition of the candela
(cd) is applied, which states that one Watt of radiant flux from a light source at a
wavelength of 555 nm produces 683 lumens of luminous flux (1m). If P is the total
power in the light emitted, and all of the light was emitted at 555 nm, then the
luminous flux would be calculated as
PU=(683 1m/W)P. (E.6)
However, not all of the light is emitted at 555 nm. Light emitted at wavelengths
other than 555 nm produces a smaller amount of lumens per Watt. This amount is
dictated by the product of spectral power of the light emitted, PA , by the spectral
- 376 -
luminous efficiency for photopic vision, V(;t). To cover the whole range of
wavelengths, this product is integrated over the visible range.
750
PU=(6831m/W) 1P, x V(,l) d2. , (E7)
350
where PA is the spectral power in W/nm, and V(/1) is the spectral luminous
efficiency for photopic vision:
V0.) = exp(-285.4(/1—0.559)2). (E8)
The relative spectral power, R21’ is available as a distribution function in the form of
a plot. Figure E-I shows the data and the spectral luminous efficiency. We may
express the spectral power in terms of the peak spectral power and the relative
spectral power as follows:
 
+Relative Spectral Power Distribution




































































350 400 450 500 550 600 650 700 750
Wave Length (nm)   
Figure E-1. Spectral Power Distribution
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max
substituting in Eq. (E.7) yields
 
750
PU=Pmax (6831m/W) [ R, x WA) (14 , (E10)
350
and solving for Pmax yields
Pv
Pmax = 750 -
(E.11)
(6831m/W) IR, x V(/1) d2
350
Integrating the above equation with Pu = 233.8 1m, results in the value of Pmax =
0.06869 W/nm. Once P is known, the power can be found by integration:
max
750
Pzpmax IRA d2=1.42W (E12)
350
The light conversion efficiency can be calculated as the ratio of visible-light power to
input power to the electron gun. With the input power from the present
experimental measurements calculated at 14.2 Watts (Appendix B), the light





B.2. Radiation Heat Transfer through the CRT Face Panel Glass
Heat radiation through the glass is a complex problem, as it involves a
participating media. To estimate the order of magnitude of heat transfer through
the glass, some simplifications can be made. It will be assumed that only the back
surface of the face panel emits radiation heat. Internal layers only allow
transmission, and do not emit radiative heat. To obtain an upper bound on the
forward radiation component, the emissive power at the back surface will be used.
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This is the same as saying that no radiation travels in the opposite direction. A
schematic of the model is shown below.




x1 — —1[expfil'T] J
where C1 = 3.742 x 108 W- #In4/m2 and C2 = 1.439 x 104 ,um-K. To obtain the net heat
Eu; (4» T) =
(E14) 
radiation forward, the above equation is substituted in the following equation,
x1=oo
(Ii—ad = I E35 (451772 d4, (E15)
2:0
where 1,1 is the glass transmittance.
The spectral transmittance for a fused-quartz plate of 6 mm in thickness
drops from approximately 0.9 at A z 3 pm to zero at A z 5 um, and remains zero
thereafter [48]. This information may be used, as the thickness is similar to the one
in the present problem. The figure below shows the black-body emissive power for a
temperature of 344 K and an approximation for the spectral transmittance above.
Integrating Eq. (E. 15) yields a net heat flux density of 8.5 W/mz, which is only 0.5 %
of the nominal flux of 1650 W/mz. It may be concluded that radiation through the
glass is small enough that it may be neglected. Table E-l shows the numerical
values used in the above calculations.
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Black-body Emissive Power and Glass Transmittance









,1 E,1,5(344K) 2", Cumulative
Flux
[1m W/m2-,um W/m2
1.5 3.87E-05 0.9 0
1.6 1.60E-04 0.9 8.93E-06
1.7 5.49E-04 0.9 4.08E-05
1.8 1.62E-03 0.9 1.38E-04
2.0 9.75E-03 0.9 1.16E-03
2.2 4.05E-02 0.9 5.68E-03
2.4 1.28E-01 0.9 2.08E-02
2.6 3.27E-01 0.9 6.17E-02
2.8 7.12E-01 0.9 1.55E-01
3.0 1.36E+00 0.9 3.42E-01
3.2 2.36E+00 0.85 6.68E-01
3.4 3.76E+00 0.8 1.17E+00
3.6 5.59E+00 0.75 1.90E+00
3.8 7.87E+00 0.7 2.87E+00
4.0 1.06E+01 0.6 4.07E+00
4.2 1.36E+01 0.5 5.40E+00
4.4 1.69E+01 0.3 6.62E+00
4.6 2.05E+01 0.2 7.56E+00
4.8 2.42E+01 0.1 8.23E+00
5.0 2.80E+01 0 8.49E+00
5.2 3.17E+01 0 8.49E+00
5.4 3.54E+01 0 8.49E+00
5.6 3.89E+01 0 8.49E+00
5.8 4.22E+01 0 8.49E+00
6.0 4.53E+01 0 8.49E+00
6.2 4.82E+01 0 8.49E+00
6.4 5.08E+01 0 8.49E+00
6.6 5.31E+01 0 8.49E+00
6.8 5.51E+01 0 8.49E+00
7.0 5.68E+01 0 8.49E+00
7.2 5.83E+01 0 8.49E+00
7.4 5.95E+0 1 0 8.49E+00
7.6 6.05E+01 0 8.49E+00
7.8 6.12E+01 0 8.49E+00
8.0 6.17E+0 1 0 8.49E+00
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E.3. Effective Heat Transfer Coefficient for the CRT Face Panel
Back
A conductor network model for heat transfer from the CRT face panel back to
the environment is shown in Figure E-2. An excerpt of the worksheet used to
calculate the thermal conductance values and the effective heat transfer coefficient
based on this model is shown in
-381-
Listing E-1.
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Figure E-2. Network Model for Heat Transfer from the Face Panel







Listing E-l. Calculations of the Linearized Heat Transfer Coefficient for Heat
Transfer from the Face Panel Back to the Environment
Col 2 3 4 5 6 7
Row
4 CRT face panel front surface width Wf 0.15 0.15 0.15
5 CRT face panel front surface height Hf 0.122 0.122 0.122 m
6 Interior
7 CRT face panel back surface width Wb 0.142 0.142 0.142 m
8 CRT face panel back surface height Hb 0.114 0.114 0.114 m
9 Distance from CRT face panel back L 0.14 0.14 0.14
surface to neck
11 Temperature on CRT face panel back T_O 61.0 71.0 81.0 C
surface
12 Temperature on CRT interior surface T_1 43.3 49.3 55.8 C
13 Temperature on CRT exterior surface T_2 43.0 48.9 55.3 C
14 Environmental temperature T_3 24.0 24.0 24.0 C
15 Stefan-Boltzmann constant Sigma 5.67E-08 5.67E-08 5.67E—08 W/m2—K4
l6 Emissivity of CRT face panel back Emiss_1 l 1 1
surface
17 View factor from CRT face panel back F_Ol 1 1 1
surface
18 Area of CRT face panel back surface A_0 0.016188 0.016188 0.016188 HQ
19 CRT wall thermal conductivity k 0.79 0.79 0.79 W/m-K
20 CRT Wall Thickness Lw 0.004 0.004 0.004 m
21 CRT wall conduction area A_12 0.03936 0.03936 0.03936 m2
22 Convection coefficient -- CRT ext. h_23 3 3 3 W/m2-K
surface to environment
23 Surface emissivity of CRT exterior Emiss_2 1 1 1
surface
24 View factor from CRT exterior surface F_23 1 1 1
25 Area of CRT exterior surface A_2 0.03936 0.03936 0.03936 m2
26 Thermal Conductance from CRT face panel G_Ol 0.126279 0.135915 0.14626 W/C
back surface to int. surface
27 Thermal Conductance from CRT int. G 12 7.773531 7.773531 7.773531 W/C
surface to ext. surface
28 Thermal Conductance from CRT ext. G_23 0.118079 0.118079 0.118079 W/C
surface to environment
29 Heat rate from CRT face panel back q_01 2.240179 2.945766 3.692982 W
surface to int. surface
30 Heat rate from CRT int. surface to q_12 2.240179 2.945766 3.692982 W
ext. surface
31 Heat rate from CRT ext. surface to q_23 2.240179 2.945766 3.692982 W
environment
32 G_03 0.060545 0.062676 0.064789 W/C
33 Aref 0.016188 0.016188 0.016188 HQ
34 Effective Heat Transfer Coefficient h_eff 3.740 3.872 4.002 W/m2-K
36 Gross, input 14.2 14.2 14.2 W
37 Light Conversion efficiency 0.1 0.1 0.1
38 Net, input (as heat transfer) 12.8 12.8 12.8
39 heat transfer to back 2.2 2.9 3.7 W
40 heat transfer to front 10.5 9.8 9.1 W
41 heat transfer to front % of Net input 82.5% 77.0% 71.1%      
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The linearized radiation heat transfer coefficient is obtained as follows. Let
the heat flux density due to radiation be written as
q" = Fsa(T,:1 — Tc4) = From? + T62) x (Th + TC) x (Th — Tc). (E. 16)
This equation can be rewritten as
4"=h><(Th ~Tc), (E.17)
where h is the linearized heat transfer coefficient, calculated as
h = Fao(T,‘f + T62) x (Th + Tc). (E18)
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Listing E-2. Program Code for the Calculation of the Net Heat Transfer
Coefficient from the Face Panel Back to the Environment
 
Note: The format for the input function “Cells”, below, is Cells(irow,icol), where irow
is the row number and icol is the column number in the calculation worksheet.
Sub Button_SolveCRTBackO
Application.ScreenUpdating = False
T_O = Cells(ll, 4) + 273 'K
T_3 = Cells(14, 4) + 273 'K
Sigma = Cells(l5, 4) 'W/mZ-K4
Eps_l = Cells(16, 4)
F_01 = Cells(17, 4)
A_O = Cells(18, 4)
k = Cells(l9, 4)
Lw = Cells(20, 4)
A_12 = Cells(21, 4)
h_23 = Cells(22, 4)
Eps_2 = Cells(23, 4)
F_23 = Cells(24, 4)
A_2 = Cells(25, 4)
Call SolveCRTBack('F_0, T_3, Sigma, Eps_l, F_01, A_O, k, Lw, A_12, _
h_23, Eps_2, F_23, A_2, T_1, T_ , G_Ol, G_12, G_23, q_01, q_12, q_23)
Cells(12, 4) = T_1 - 273 'C
Cells(13, 4) = T_2 - 273 'C
Cells(26, 4) = G_Ol 'W/C
Cells(27, 4) = G_12 'W/C
Cells(28, 4) = G_23 'W/C
Cells(29, 4) = q_01 'W
Cells(30, 4) = q_12 'W




Sub SolveCRTBackCI‘_0, T_3, Sigma, Eps_l, F_Ol, A_0, k, Lw, A_12, _








i = i + 1
If (i < imax) Then
G_01 = F_Ol * Sigma * Eps_l * (T_O A 2 + T_1 A 2) * (T_O + T_1) * A_O
G_12 = k / Lw * A_12
Gc_23 = h_23 * A_2
Gr_23 = F_02 * Sigma * Eps_2 * (T_2 A 2 + T_3 A 2) * (T_2 + T_3) * A_2
G_23 = Gc_23 + Gr_23
T_1 = (T_O * G_Ol + T_2 * G_12) / (G_Ol + G_12)
T_2 = (T_1 * G_12 + T_3 * G_23) / (G_12 + G_23)
q_01 = G_Ol * (T_O - T_1)
q_12 = G_12 * (T_1 - T_2)
q_23 = G_23 * (T_2 - T_3)







Base Plate Side Boundary Conditions
 
Enclosure Side Wall Lower Lateral Upper
Boundary No. 4 5 6
Air Heat Transfer
Gravitational g m/sZ 9.8 9.8 9.8
Acceleration
Volume Expansivity beta l/C 0.002463 0.00246305 0.002463
Surface Temperature Ts C 52 52 52
K 325 325 325
Air Temperature Ta C 22 22 22
K 295 295 295
Film Temperature Tavg C 133 133 133
K 406 406 406
Kinematic Viscosity nu m2/s 1.60E—05 1.60E-05 1.60E-05
Thermal Diffusivity alpha m2/s 2.30E-05 2.30E-05 2.30E-05
Thermal Conductivity k W/m-K 2.63E-02 2.63E-02 2.63E-02
Prandtl Number Pr 6.96E-01 6.96E-01 6.96E-01
Characteristic Length L m 0.15 0.122 0.15
Rayleigh Number Ra 6.64E+06 3.57E+06 6.64E+06
Nusselt Number NuL 13.70647 11.7388893 2.74E+01
Heat Transfer h_conv W/m2—K 2.40E+00 2.53E+00 4.81E+00
Coefficient
Face Panel Heat transfer
Conduction Length Lc m 0.0123 0.0138 0.0123
Thermal Conductivity k W/m-K 7.90E-01 7.90E-01 7.90E-01
Heat Transfer h_cod W/mZ-K 6.42E+01 5.72E+01 6.42E+01
Coefficient
Net Heat Transfer h_net W/m2-K 2.32 2 42 4 47
Coefficient
Effective Heat Transfer Coefficient for the Meniscus-Wall
Front Surface
The equation below was used to obtain the Nusselt number for free convection heat










Table E-2. Calculations of the Linearized Heat Transfer Coefficient










Acceleration of Gravity g m/s2
Volume Expansivity beta 0.002463 1/C
Surface Temperature Ts ] C
325 K
Air Temperature Ta " C
295 K
Average (Film) Temperature Tavg 133 C
406 K
Characteristic Length L m
Kinematic Viscosity (air) nu . m2/s
Thermal Diffusivity (air) alpha I m2/s
Thermal Conductivity (air) k ._ . W/m-C
Rayleigh Number Ra 1.01E+06
Prandtl Number Pr 6.96E-01
Nusselt Number (based on L) NuL 16.93487
Convection Coefficient h_conv 5.57E+00 W/m2-C
Stefan-Boltzmann Constant sigma
Emissivity emmis ,.
Linearized Radiation Coefficient h_rad [6.77E+00 
 
[hTet Heat Transfer Coefficient lh_net l1.23E+01 lW/m2-C I
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APPENDIX F. COMPUTER SETUP
All computer runs in this dissertation were made using the computers shown below.











Pentium II Pentium 4 Pentium III
1 2
1.5 GHz 933 MHz
400 MHz 133 MHz






Clock Speed 233 MHz
Bus Speed 66 MHz
RAM 512 MB
SDRAM
   
  
Ell]





APPENDIX G. CALCULATIONS FOR THE NUMERICAL MODEL OF
THE EXPERIMENTAL RUN
G.1. Optimization of Boundary Conditions
Table G-l contains the matrix of exponent values used for the interpolation of
face-panel grid-point temperatures with the parametric coordinates as independent
variables. The exponent, i, is a function of the run index, m, and the parameter
index, n: i = i(m,n), m =1,2,...,M, and n =1,2,3, where M is the number of CFD runs
forming the matrix. Listing G-1 shows the input data for the boundary condition
optimization program. Listing G-2 shows the temperatures obtained from each of
the 27 CFD runs at the 9 experimental grid points. Listing G-3 shows the
interpolation coefficients used to interpolate between CFD run data points for each
experimental location. Listing G-4 shows the optimization program results for all of
the combinations (all points used, one inactive point, and two inactive points) with
configurations sorted in order of decreasing correlation coefficient. Listing G-5
shows statistical parameters (mean, standard deviation, and curve-fitting deviation)
in order of decreasing correlation coefficient. Listing G-6 shows the optimized
temperatures at experimental grid points, and Listing G-7 shows the temperature
differentials (deviations) from experimental values for all of the configurations in
order of decreasing correlation coefficient.
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Table G-l. Exponent of the Parametric Variables in the Cross-
Run Interpolation Function
 
n-—> 1 2 3 n—> 1 2 3 n—> 1 2 3
m m m
1 0 0 O 10 0 0 1 19 0 0 2
2 1 0 0 1 1 1 0 1 20 1 0 2
3 2 0 O 12 2 0 1 21 2 0 2
4 0 1 0 13 0 1 1 22 0 1 2
5 1 1 0 14 1 1 1 23 1 1 2
6 2 1 0 15 2 1 1 24 2 1 2
7 0 2 0 16 0 2 1 25 0 2 2
8 1 2 0 17 1 2 1 26 1 2 2
9 2 2 0 18 2 2 1 27 2 2 2




J:\Cfd\Runs\Liquid-Lens : Run Set Directory
CFDpst_Base—Plate_front.dat : Data File Name
3 37 : Ilmin, Ilmax
3 56 : I2min, I2max
1834.2 0.80 0.90 1.00 : Var1_ref, f1, f2, f3
101.60 0.90 1.00 1.10 : Var2_ref, f1, f2, f3












































































































































No IV1 IV2 IV3 T(l) T(2) T(3) T(4) T(5) T(6) T(7) T(8) T(9)
1 l 1 1 55 169 62 889 61 154 55 395 62.275 60 739 53 192 56 478 55 420
2 l l 2 56 704 63 152 61 524 57 044 62.644 62 207 53 851 56 652 56 036
3 1 l 3 58 019 63 256 62 214 58 431 62 990 63 081 54 460 56 837 56 624
4 1 2 l 55 406 63 299 59 047 55 577 62.649 60 963 54 208 58 864 56 483
5 l 2 2 56 982 63 441 60 448 57 261 63.060 62 561 55 318 59 06? 57 572




7 l 3 1 55.621 63.359 58.919 55.722 62.962 61.168 55.133 61.160 57.502
8 1 3 2 57.220 63.719 60.502 57.431 63.405 62.869 56.629 61.422 59.048
9 1 3 3 58.565 63.907 62.277 58.872 63.808 64.158 57.872 61.623 60.430
10 2 1 1 55.713 63.939 61.853 55.872 63.345 61.648 53.437 56.952 55.799
11 2 1 2 57.450 64.105 62.945 57.700 63.763 63.309 54.164 57.162 56.492
12 2 1 3 58.908 64.327 63.542 59.226 64.134 64.529 54.825 57.368 57.148
13 2 2 1 55.965 64.270 62.093 56.071 63.767 61.946 54.558 59.574 56.972
14 2 2 2 57.724 64.438 63.465 57.934 64.216 63.707 55.779 59.790 58.184
15 2 2 3 59.203 64.668 63.029 59.497 64.632 65.135 56.808 59.989 59.261
16 2 3 1 56.183 64.545 62.222 56.231 64.115 62.164 55.582 62.119 58.104
17 2 3 2 57.964 64.759 61.245 58.125 64.607 63.960 57.236 62.395 59.810
18 2 3 3 59.456 65.006 63.193 59.713 65.053 65.523 58.599 62.611 61.335
19 3 1 1 56.260 64.828 62.660 56.345 64.404 62.515 53.681 57.428 56.176
20 3 1 2 58.167 65.099 64.136 58.344 64.863 64.381 54.467 57.664 56.944
21 3 1 3 59.758 65.387 64.785 60.006 65.276 65.909 55.177 57.890 57.668
22 3 2 1 56.510 65.181 62.889 56.560 64.863 62.839 54.905 60.276 57.462
23 3 2 2 58.434 65.454 64.625 58.597 65.358 64.760 56.233 60.515 58.796
24 3 2 3 60.046 65.741 65.612 60.300 65.816 66.364 57.345 60.736 59.977
25 3 3 1 56.706 65.530 62.873 56.733 65.249 63.068 56.025 63.062 58.701
26 3 3 2 58.660 65.804 61.942 58.807 65.787 64.970 57.832 63.356 60.570


















































































































































































































































































































Listing G-4. Program Validation Optimization Analysis: Face Panel Active










Configuration Ranking Index (in order of decreasing correlation
coefficient); Cnfg Configuration Number
= Heat Flux Fraction of Nominal Value (Optimization-Final)
Raster Area Width Fraction of Nominal Value (Optimization-Final)




I Cnfg 1 2 3 4 5 6 7 8 9
l 1 1 1 1 l l l 1 1 1
Inactive Points: 1
I Cnfg 1 2 3 4 5 6 7 8 9
1 3 1 0 l l l l 1 1 1
2 9 l l l l 1 1 l 0 1
3 2 0 l 1 1 1 l l l l
4 4 1 l 0 l 1 l 1 1 1
5 5 l l 1 0 1 l l l 1
6 6 l 1 l l 0 l 1 l 1
7 7 1 1 l l l 0 1 1 1
8 8 1 l 1 1 l 1 0 1 1
9 10 l l 1 1 1 1 1 1 0
Inactive Points: 2
I Cnfg 1 2 3 4 5 6 7 8 9
l 22 1 0 l 1 l 0 1 1 1
2 11 0 0 1 1 1 l l 1 l
3 25 1 0 1 1 1 1 1 l 0
4 24 1 0 1 1 1 1 1 O l
5 20 1 0 1 0 1 1 1 1 1
6 19 l 0 0 1 1 1 l 1 l
7 23 1 0 1 1 l 1 0 1 1
8 21 l 0 l l 0 1 1 1 l
9 46 l 1 l l l 1 l 0 0
10 13 0 l 1 0 l l 1 1 1
11 18 0 1 1 1 l 1 1 1 0
12 17 0 l 1 1 1 l l 0 l
13 44 l 1 1 1 1 1 0 0 1
14 36 l 1 1 O 1 l l l 0
15 35 1 1 l 0 1 1 1 0 1
16 12 0 l 0 l l l 1 1 1
17 14 0 l l l 0 1 1 l 1
18 15 0 1 l 1 l 0 l 1 1
19 16 0 1 1 1 1 l 0 1 1
20 26 l 1 0 0 1 1 1 1 l
21 27 1 l 0 1 0 1 1 l l
22 28 l 1 0 l 1 0 1 1 1
23 29 1 l 0 1 1 1 0 1 l
24 30 1 l 0 1 l l 1 0 1
25 31 1 l 0 l l l 1 1 0
26 32 1 1 1 0 0 1 l 1 1
27 33 l 1 1 0 l 0 1 1 l
28 34 1 1 1 0 l 1 0 l l
29 37 1 1 l 1 0 0 1 1 l
30 38 1 1 l 1 0 1 0 1 l
31 39 l l 1 1 0 l 1 0 1
32 40 1 l 1 1 0 1 l 1 0
33 41 1 l l 1 1 0 0 1 1
34 42 1 l 1 1 1 0 l 0 1
35 43 l l 1 1 l 0 l l 0





































































































































































































Listing G-5. Program Validation Optimization Analysis: Statistical Parameters



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Listing G-6. Program Validation Optimization Analysis: Numerical
Temperatures at Face Panel Grid Points for Each Configuration,
Sorted in Order of Decreasing Correlation Coefficient
 
Legend
I = Configuration Index (in order of decreasing correlation coefficient)
Cnfg = Configuration Number; T(1) = Temperature for Channel #12
T(2) = Temperature for Channel #15; T(3) = Temperature for Channel #18
T(4) = Temperature for Channel #11; T(5) = Temperature for Channel #14
T(6) = Temperature for Channel #17; T(7) = Temperature for Channel #10
T(8) = Temperature for Channel #13; T(9) = Temperature for Channel #16
Inactive Points: 0
I Cnfg T(1) T(2) T(3) T(4) T(5) T(6) T(7) T(8) T(9)
l 1 55.989 63.510 60.028 56.177 62.971 61.641 54.677 59.203 56.969
Inactive Points: 1




















I Cnfg T(1) T(2) T(3) T(4) T(5) T(6) T(7) T(8) T(9)
1 22 56.384 64.115 61.892 56.525 63.680 62.269 55.105 60.056 57.494
2 11 55.242 64.221 61.394 55.286 63.599 61.172 54.314 60.339 56.762
3 24 55.529 63.986 61.465 55.567 63.506 61.309 55.023 61.711 57.483
4 25 55.572 64.158 61.437 55.650 63.587 61.481 54.502 60.086 56.922
5 20 55.458 64.180 61.424 55.521 63.593 61.368 54.479 60.296 56.911
6 19 55.664 64.143 61.461 55.747 63.590 61.560 54.623 60.224 57.041
7 30 54.950 57.040 46.919 54.714 62.715 59.760 55.372 64.796 57.822
8 23 55.645 64.129 61.419 55.727 63.572 61.535 54.606 60.204 57.022
9 42 58.627 57.203 61.377 59.007 62.205 57.864 54.829 56.370 56.663
10 21 55.680 63.949 60.972 55.783 63.392 61.491 54.647 60.082 57.033
11 12 54.537 57.244 37.154 54.589 61.558 59.159 54.761 61.861 56.942
14 31 54.644 57.347 42.338 54.702 61.580 59.365 54.928 62.010 57.127
15 13 53.684 58.414 61.225 53.364 62.753 58.378 53.588 64.247 56.127
  
Listing G-7. Program Validation Optimization Analysis: Temperature
Deviation with Respect to Experimental Values at Face Panel Grid




I = Configuration Index (in order of decreasing correlation coefficient)
Cnfg = Configuration Number; Err(1)=(Tnum — Texp) for Channel #12
Err(2)= (Tnum - Texp) for Channel #15; Err(3)= (Tnum - Texp) for Channel #18
Err(4)= (Tnum - Texp) for Channel #11; Err(5)= (Tnum - Texp) for Channel #14
Err(6)= (Tnum - Texp) for Channel #17; Err(7)= (Tnum - Texp) for Channel #10
Err(8)= (Tnum — Texp) for Channel #13; Err(9)= (Tnum — Texp) for Channel #16
Inactive Points: 0
I Cnfg Err(1) Err(2) Err(3) Err(4) Err(5) Err(6) Err(7) Err(8) Err(9)
1 1 -1.420 8.449 0.317 -0.748 0.000 2.990 -0.558 0.055 -0.746
Inactive Points: 1
I Cnfg Err(1) Err(2) Err(3) Err(4) Err(5) Err(6) Err(7) Err(8) Err(9)
1 3 -l 450 8.456 0.336 -0.782 0.000 2.961 -0.516 0.265 -0.700
2 9 -1.125 3.687 -0.315 -0.658 0.770 4.420 -2.956 -7.465 -3.190
3 2 -2.003 8.429 -0.062 -1.381 0.000 2.430 -0.980 -0.106 -l.l34
4 4 -l.323 8.450 0.422 -0.643 0.001 3.081 -0.474 0.119 -0.667
5 5 —1.727 8 446 0.072 -1.081 0.000 2.697 -0.773 0.012 -0.942
6 6 -1.419 8.449 0.318 -0.747 0.000 2.991 -0.557 0.056 -0.745
7 7 -0.720 8.426 1.109 0.010 0.001 3.648 -0.118 -0.016 -0.347
8 8 -1.536 8 442 0.194 -0.875 0.000 2.879 -0.685 -0.120 -0.868
9 10 -1.561 8.439 0 170 -0 902 0.000 2 856 -0 721 -0 190 -0 903
Inactive Points: 2
I Cnfg Err(1) Err(2) Err(3) Err(4) Err(5) Err(6) Err(7) Err(8) Err(9)
1 22 -0.462 8 941 0.491 0 222 0.691 4.081 -0 044 0.199 -0 178
2 11 -1.869 8 460 0.072 -1 235 0.000 2.567 -0 780 0.361 -0 936
3 25 -1.539 8 452 0.226 -0 878 0.000 2.877 -0 618 0.121 -0 798
4 24 -l.492 8 473 0.492 -0 827 0.000 2.926 -0 407 0.743 -0 581
5 20 -1.697 8 461 0.161 -l 048 0.001 2.729 -0 669 0.327 “0 836
6 19 -l.373 8 457 0.426 -0 698 0.001 3.034 -0 443 0.331 -0 631
7 23 -l.525 8.454 0.247 -0 863 0.000 2.890 -0 596 0.165 -0 777
8 21 -1.448 8 457 0 338 -0 780 0.000 2.963 -0 515 0.266 -0.699
9 46 -1.123 3 695 -0 216 -0 656 0.770 4.420 -2 957 -7.465 —3 191
10 13 -4.275 5 178 -0 344 -4 166 0.784 0.244 -2 299 -2 058 -2 352
ll 18 -4.242 5 210 -0 345 -4 129 0.789 0.280 -2 287 -2 057 —2 340
12 17 -3.985 5 442 -0 512 -3 843 0 826 0.557 -2 193 -2 062 -2 249
13 44 -1.124 3 690 -0 280 -0 657 0 770 4.420 -2 956 -7 465 -3 191
14 36 -4.277 5 174 -0 358 -4 168 0 784 0.242 -2 300 -2 059 -2 353
15 35 -4.089 5 341 -0 526 -3 959 0 811 0.446 -2 231 -2 065 -2 286
16 12 -2.017 8 427 -0 067 -l 397 0 000 2.416 -0 992 -0 118 -l 145
17 14 -2.003 8 429 -0 062 -1 381 0.000 2.430 -0 980 -0 106 -1 134
18 15 -0.932 8 436 0 842 -0 221 0 000 3.449 -0 249 0 010 -0 467
19 16 -4.241 5 213 -0.331 -4 127 0 789 0.280 -2 287 -2 056 —2 340
20 26 -l.702 8 447 0.091 -1 054 0 000 2.721 -0 751 0 031 -0 922
21 27 -1.323 8.450 0.421 -0 644 0 000 3.081 -0 474 0 119 -0 667
22 28 -0.145 8.386 1.885 0 631 0 000 4.181 0 249 -0 052 -0 010
23 29 -1.468 8 445 0.256 -0 801 0 000 2.944 -0 628 -0 075 -0 815
24 30 -1.310 8 466 0.640 -0 631 0 000 3.092 -0 276 0 733 -0 462
25 31 -1.507 8 441 0.215 -0 843 0 000 2.907 -0 677 -0 157 -0 862
26 32 -1.729 8 445 0.071 -1 084 0 000 2.695 -0 774 0 011 -0 944
27 33 -0.717 8 425 1.113 0 013 0 000 3.651 -0 116 -0 016 -0 345
28 34 -4.277 5 175 -0.347 -4 168 0 783 0.242 -2 300 -2 058 -2 353
29 37 -0.720 8 425 1.109 0 009 0 000 3.648 -0 118 -0 016 -O 347
30 38 -1.535 8 442 0.195 -0.874 0 000 2.880 -0 685 -0 121 -0 868
31 39 -1.125 3 687 -0.319 -0.659 0 770 4.420 -2 956 -7 465 —3 190
32 40 -1.561 8 439 0.170 -0 902 O 000 2.855 -0 721 -0 190 -0 903
33 41 -0.739 8 426 1.080 -0.011 0 000 3.630 -0 144 -0 050 —0 372
34 42 -0.718 8 425 1.108 O 011 0 000 3.650 -0 129 —0 048 -0 359
35 43 -0 771 8 427 1.032 -0.045 0 000 3.602 -0 189 -0 116 -0 417
36 45 -l 860 8 393 0.033 -1 228 0 000 2.567 -1 035 -0 693 -1 205   
G.2. Experimental Reference Case
G.2.1. Thermal Network Model
The lumped-parameter thermal network used to characterize the heat
transfer process throughout the liquid-lens system is shown in Figure G-I. Nodes
are represented by hollow circles, and identified by numbers in bold. The Q’s
represent the heat transfer rates, and the G’s represent the thermal conductances.
The sub-indices in Q and G denote the resistor number (identifier). Listing G-8
shows node data and Listing G-9 shows resistor data. The thermal network is
shown with numerical values for nodal temperatures, and resistor’s heat flow and
thermal conductance in Figure G2.
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Figure G-I. Network Model for Lumped-System Analysis
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1 Base Plate Back 68.3 13.295
2 Base Plate Front 60.2 0.000
3 Meniscus Lens Front 50.7 0.000
4 Base Plate Lower Surface 53.7 0.000
5 Base Plate Lateral Surface 55.6 0.000
6 Base Plate Upper Surface 57.0 0.000
7 Enclosure Lower Surface 51.8 0.000
8 Enclosure Lateral Surface 53.9 0.000
9 Enclosure Upper Surface 53.9 0.000
10 Enclosure Front Surface 53.2 0.000
101 Environmental Node for the 24.0 0.000
Base Plate Back
Natural-Convection Environmental Air Nodes:
103 Meniscus Lens 24.0 0.000
104 Base Plate Lower Surface 24.0 0.000
105 Base Plate Lateral Surface 24.0 0.000
106 Base Plate Upper Surface 24.0 0.000
107 Enclosure Lower Surface 24.0 0.000
108 Enclosure Lateral Surface 24.0 0.000
109 Enclosure Upper Surface 24.0 0.000
110 Enclosure Front Surface 24.0 0.000
Thermal Radiation Environmental Nodes:
207 Enclosure Lower Surface 24.0 0.000
208 Enclosure Lateral Surface 24.0 0.000
209 Enclosure Upper Surface 24.0 0.000
210 Enclosure Front Surface 24.0 0.000
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U) (4) (5) (4) (3) (0) U) j?”
n i j T(0 TO) £96.17 ATM) 0031')
(°C) (°C) (W) (° C) (W/C)
1 1 2 68.3 60.2 10.539 -8.0 1.3119
2 1 4 68.3 53.7 0.059 -14.6 0.0041
3 1 5 68.3 55.6 0.105 -12.7 0.0082
4 1 6 68.3 57.0 0.072 -11.3 0.0063
5 2 3 60.2 50.7 2.080 -9.6 0.2172
6 2 7 60.2 51.8 1.091 -8.4 0.1293
7 2 8 60.2 53.9 1.943 -6.3 0.3067
8 2 9 60.2 53.9 2.219 -6.3 0.3502
9 2 10 60.2 53.2 3.205 -7.0 0.4555
10 1 101 68.3 24.0 2.517 -44.3 0.0569
11 3 103 50.7 24.0 2.080 -26.7 0.0780
12 4 104 53.7 24.0 0.059 -29.7 0.0020
13 5 105 55.6 24.0 0.105 -31.6 0.0033
14 6 106 57.0 24.0 0.072 -33.0 0.0022
15 7 107 51.8 24.0 0.868 -27.8 0.0312
16 7 207 51.8 24.0 0.223 -27.8 0.0080
17 8 108 53.9 24.0 1.485 -29.9 0.0497
18 8 208 53.9 24.0 0.458 -29.9 0.0153
19 9 109 53.9 24.0 0.933 -29.9 0.0312
20 9 209 53.9 24.0 1.286 -29.9 0.0430
21 10 110 53.2 24.0 2.009 -29.2 0.0688









n = Conductor Index
i = “From” Node
j = “To” Node
T(i) = Temperature at Node i
T(i) = Temperature at Node j
Heat Transfer Rate fro—m Node i t_o Node j
Temperature Change firm Node i t_o Node j
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00 : Conductor Number
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0.000 W: Heat Transfer Rat
I 000°Cl: Node
—----d
 I24.0 °C'I24.0°CI  
Figure G-2. Network Modelfor the Experimental Reference Case
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APPENDIX H. MATHEMATICAL BACKGROUND
H.1. Material Time Derivative Operator
The material time-derivative operator is a kinematic operator that
transforms the total time derivative of a property relative to an observer moving
with the particle to one that is at an independent location. If ¢ is a physical
property, the total time derivative can be decomposed into local and advective time
derivatives as shown below.
D¢ 5¢ -
__=_ U-V , H.1
Dt 6i+ ¢ ( ’
where
53¢
_t is the local time derivative,
U is the velocity vector in the field,
and V (15 is the gradient of the property.
All of the above evaluated at the local point, relative to the independent observer.
H.2. Vector Operations
H.2.1. Gradient of a scalar function
Given a scalar field as a function of position, ¢ = ¢(X) , the gradient of (15 is
denoted as grad(¢) or, alternatively, V¢. If X = (X1,X2,X3) is the Cartesian
coordinate position vector, with Q, i=1,2,3, the unit coordinate vectors, the gradient







H.2.2. Scalar (Dot) Product of Two Vectors
Given two vector fields, A = (A1, A2,A3) and B = (Bl,BZ,B3) , the scalar
product of A and B is denoted as A-B. If A and B are defined in terms of
Cartesian directions,
3
A = 2 4,5,, and (H3)
i=1
1 3
B = 2 Big, (H.4)
i=1
where 51:, i=1,2,3, are the unit coordinate vectors, the scalar product of A and B is
expressed as
3




The unit matrix is defined as
1 0 0
ll: 0 1 0 (H6)
0 0 1
H.3.2. Transpose Operator.


























 6X1 6X2  0X31
Transposed Velocity Vector Gradient
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V-U
Divergence of the Transposed Velocity Vector Gradient
(H. 12)
APPENDDC I. Preliminary Numerical Models
1.]. Preliminary Cartesian Model
A CFD program was written first in Cartesian coordinates to test the various
features that the final program should posses. Among these were the choice for the
flux-discretization interpolation scheme, and the treatment of internal fluid-solid
boundaries. The program was developed initially using a staggered grid
arrangement with Cartesian velocity nodes on the faces of the mass-conservation
control volumes. The mass-conservation control volume was used also for energy
conservation. Thus, conservation of mass fluxes ensured conservation of advected
energy fluxes. Pressure and temperature were co-located at the central nodes of
these control volumes. The SIMPLER algorithm was used to solve the pressure-
velocity-coupling problem, which at the time was believed adequate, despite of its
inconsistency in the treatment of pressure. The initial flux-discretization scheme
was the Patankar’s power-law [103] differencing scheme (PLDS), because the
simplicity of its implementation. This code was used as a benchmark for testing
further improvements. One of the improvements dealt with a better choice for the
flux-discretization interpolation schemes.
1.2. Preliminary Advection-Diffusion Interpolation Schemes
It was desired that the interpolation scheme be simple enough to implement
into the numerical solution, and that it provided bounded solutions, that is, stable
solutions, while providing reasonable levels of false diffusion. After reviewing the
flux-discretization interpolation schemes above, it was concluded that QUDS was a
good candidate. QUDS was presumed more accurate, but required six more three-
dimensional coefficient arrays, and required more effort as part of the
implementation. From reviews of the literature, QUDS seemed to be the most
appropriate, because it is known to reduce the amount of false diffusion as compared
to PLDS or other exponential-type schemes. QUDS was implemented for testing
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into the preliminary Cartesian CFD program. However, successful computer runs
required a very fine grid, otherwise the solution was unstable, that is, it resulted in
computer-overflow. Troubleshooting the problem revealed that the cause was
having grid Peclet numbers well in excess of the critical value of two.
Tests were conducted to compare against the solution using PDLS with
similar grids. Results indicated that PLDS produced solutions were very close to
those obtained using QUDS, with QUDS requiring additional computation time.
Subsequent tests were conducted using hybrid versions of QUDS and PDLS, with
added computational effort. It was then decided, in order to keep the interpolation
scheme as simple as possible to drop QUDS.
Additional tests were conducted to check a new version of the exponential
scheme. This version used the exact solution to the one-dimensional
advection/diffusion problem for magnitudes of the grid-Peclet number between Pemin
and P ' a linear interpolation for Pe < Pe ' and asymptotic values when the
emax’ min’
magnitude of the grid-Peclet number is greater that Pemax. The values for Pemin and






These values were selected to provide good resolution of the exponential
function, while avoiding singularities and numerical overflows in the limits of Fe = 0
and infinity. Results were satisfactory, as solutions were compared against the
exact solution (EDS) and PDSL, showing a virtual overlap between the solutions for
a wide range of Peclet numbers — both positive and negative. Execution time for the
new interpolation scheme was shorter than with PDLS. This scheme was adopted
instead of PDLS for the final calculations.
The Cartesian CFD program was tested successfully using standard cases of
internal natural-convection flows in rectangular boxes. Heat transfer across solid-
fluid boundaries was validated, as well as local and global energy balance. The next
step was to extend the capabilities of this model to solve problems with non-
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conforming boundaries. That is, boundaries not lying along Cartesian coordinate
surfaces. The most logical step was to use coordinate transformation to write the
partial differential equations in terms of curvilinear coordinates, and integrate the
equations in the transformed domain, while using the previous grid structure to
solve the equations.
1.3. Preliminary Advection-Diffusion Interpolation Schemes
A boundary-conforming grid system was used, along with curvilinear
coordinate to transform the system of equations from Cartesian space into the
transformed domain. The first step in constructing the model involves the selection
of the grid topology.
Selection of the Grid Topolqu
Figure I-1 shows four grid topologies that were considered as potential candidates.
These were (a) a cylindrical-coordinate-based non-orthogonal grid, (b) a cylindrical-
coordinate-based orthogonal grid, (c) a Cartesian-coordinate-based non- orthogonal
grid, ((1) a Cartesian-coordinate-based orthogonal grid. The Cartesian coordinates
are denoted as x1, x2, and x3 and the curvilinear coordinates are denoted as y1, y2,
and y3.
Selection of the type of grid was based on the complexity in the transformed
equations, and in generating the grid. Complexity in the transformed equations is
dictated mainly by the orientation of coordinate surfaces with respect to the
Cartesian system, and the angle of intersection between curvilinear coordinate lines
and coordinate surfaces. A Cartesian grid is the simplest to implement, as
coordinate surfaces have only one projection component on Cartesian coordinate
planes, and the coordinate lines are always orthogonal to coordinate surfaces.
Table I-1 contains the components of the face-normal unit vectors in each Cartesian
direction, and the Jacobian of the discretized Space. Values for these parameters are
shown for the Cartesian grid as reference. This table provides an indication of the
number of “outer” partial derivatives of the advection-diffusion terms in the
-409-
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Figure I-1. Options for Grid Coordinate Parameterization
Table I-l. Surface/Volume-Discretization Metrics for Various Grid
 
Options
Option-9 Cartesian Grid “A” Grid “B” Grid “C” Grid “D”
Grid
7711 1 f0’Iy’) f0’Iy2,y3) 1 f0’.y2Iy3)
7;; 0 f0’Iy2) f0’Iy2Iy3) 0 f0’Iy2Iy3)
I); 0 0 ftvlazIy") 0 f01.y2.y3)
7712 0 f0’Iy2) f0’,y2.y3) 0 f0’Iy2,y3)
77% 1 f0’Iy2) f01Iy2Iy3) 1 f0’IyZIy3)
77% 0 0 fCYIIy’Iy’) 0 fOIIIyZIyB)
I)? 0 f0’Iy2Iy3) f0’Iy2Iy3) f0‘IyZIy3) f0’Iy’Iy3)
773 0 f0’Iy2Iy3) f6’IyZIy3) fU’Iszy") f0’Iy2Iy3)
773 1 f0‘Iy2Iy3) f0’.y’.y3) f0’Iy2Iy") f0’.y’.y3)
Jawbian 1 fOIIyZIyE’) f0’Iy2Iy3) flley’n/P’) f0’Iy2Iy3)
 
transformed equations. The options with orthogonal grids involve nine outer-
derivative terms. Option “C” with coordinate parameterization in direction x3
involves only five outer derivatives. For all options, the Jacobian of the
transformation is a function of position.
Another important feature relevant to flux discretization is the orthogonality
of local coordinates and the face area. Table I2 summarizes the local-coordinate
orthogonality for the options considered. The orthogonal grids in Options “B” and
“D” are locally orthogonal. That is, the face fluxes should not contain cross-
derivatives. Option “A” involves flux cross-derivatives on y3-constant faces, and
Option “C” involves flux cross-derivatives in all faces.
Orthogonal grids require the least amount of effort in discretizing the flux
terms, but the generation of the grid itself may require the solution of elliptic
systems. On the other hand, using non-orthogonal grids, as in Option “C,” requires
the least amount of effort in the grid generation, but the flux discretization requires
the greatest amount of effort. Option “C” was selected because of the simplicity in
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Table I-2. Flux-Discretization Node-Cluster Coordinate
Orthogonality for Various Grid Options
Optioné Cartesian Grid “A” Grid “B” Grid “C” Grid “D”
 
Grid
yl Yes Yes Yes No Yes
y2 Yes Yes Yes N0 Yes
y3 Yes N0 Yes N0 Yes
“Yes” indicates that the lines joining the face node and adjacent cell nodes are
normal to the face surface.
“No” indicates otherwise.
generating the grid using algebraic grid generation. This, in turn,requires
the derivation of a solver capable of handling non-orthogonal grids, which are
significantly more complex than orthogonal-grid solvers. The major advantage of
this approach is the flexibility of being able to use other types of grids if the
algebraically generated grid proves to be deficient.
Integratiomd Discretiziltion
Integration and discretization of the scalar equations for temperature and
the three velocities was carried-out in the transformed domain. The process was
relatively simple, once the derivation for a generalized advection/diffusion equation
is applied to these equations, and the concept of cyclical indices is used. The general




3 — 3 — 1 3 _ 3 _
yi (1.2)
. . “k . . _
+2 coJ¢—yZJng(Ji¢yk]+ZJghi AaJ=sJAQ,
j=1 i=1 k=1 i=1 yj
where:
c is the capacity density,
(15 is the generic dependent variable,
vj is the transformed velocity,
y is the diffusivity,
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Ji, is the area equivalence factor for face fluxes,
IIL“ is the area equivalence factor for diffusion cross derivatives,
hi is a generic face flux,
A 0"” is the transformed area element,
s is the volumetric flux source,
5 is the Jacobian of the transformation, and
A0 is the transformed volume element.
The most critical issue was to discretize the transformation metric
parameters consistently with physical space. The Jacobian of the transformation,
.7, maps the volume from one domain to the other, and is defined as the
transformed-Space-to-physical-space volume ratio and given by:
7:92. (1.3)
AV
The area equivalence factor is defined as the ratio of the face-area Cartesian





 (i, l) :1, 2,3. (1.4)
The transformed velocities are defined in terms of summation involving Cartesian
velocities and area equivalence factors,
vj=Z3:(JijuL-),j=1,2,3. (1.5)
i=1
Details of the derivations are in APPENDIX J.
Flux discretization was done in the same manner as with the Cartesian
program to treat advection and diffusion fluxes in each of the coordinate directions.
Face fluxes resulting from cross-derivatives were treated explicitly.
Programming of the calculation procedure for solving these variables as
scalar quantities was relatively simple, as each cell node had only six associated
neighboring nodes in the algebraic equations, and the procedure for one scalar was
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identical as the others. The challenge was to devise a coupling scheme for the
pressure-velocity solution.
Grid/Variable Arrangement
The original intention was to reuse the Cartesian model based on the
SIMPLER algorithm and perform some modifications to treat the transformed
equations as if they were solved in Cartesian space. However, this proved difficult
because of the extent of the modifications required. The best option was to develop a
program from the ground-up to treat curvilinear grids. The best candidates
available for grid arrangement were the co-located grid, the staggered grid, and the
dual grid arrangement. Because the idea was to apply the notion of the staggered-
grid arrangement in SIMPLER to the new solver, the co-located arrangement was
ignored. The staggered arrangement required a cumbersome treatment of the
pressure-velocity coupling if the face was not orthogonal to any of the Cartesian
coordinate directions, and was also rejected. The dual-grid arrangement could be
used along with the SIMPLE procedure to produce face-normal velocities (or
equivalent contra-variant velocities in transformed space). The dual grid was used
despite the knowledge that no published research showed its applicability to three-
dimensional problems. However, extension from two-dimensions to three-
dimensions seemed obvious at the time. The pressure-velocity node cluster is shown
in Figure I-2. Pressure and temperature were evaluated at the “main” control-
volume nodes, whereas the velocities were evaluated at “dual” control-volume nodes
located at the cell’s vertices. This arrangement resulted in two sets of control
volumes and two sets of geometrical parameters, one associated with the main grid
structure, and the other associated with the dual grid structure.
Solution Method for the Pressure-Velocity System
Each of the velocity equations had associated eight pressure nodes. Since the
SIMPLER procedure was used, the velocities written in terms of pseudo-velocities
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Figure I-2. Pressure Node Cluster for the Dual Grid Arrangement
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The mass conservation equation operates on the main cells. Therefore
averages of the four velocity nodes per face had to be substituted per main-cell face,
and there were six faces. The result was a pressure equation with 27 pressure
nodes. The pressure corrector was calculated based on these nodes to correct the
velocity field, and the pressure was updated based on the corrected velocities.
The resulting program was tested, but severe problems existed due to the
manner in which the pressure was calculated. The system of pressure equations
had more unknowns than equations, yielding an undetermined system, which
allowed seemingly independent node pressure systems to coexist and produce a
checkerboard-like pressure field, resulting in a correct velocity field. This, however
would not be a major problem, as the average pressure on the velocity control
volumes was the physical pressure. The more serious and challenging problem was
keeping the program from diverging. Two-dimensional cases did not show problems
as severe as three-dimensional cases. Several benchmark problems were solved
successfully for natural convection in enclosures. Two-dimensional solutions were
compared against the benchmark numerical solution (De Vahl Davis [24]), the
experimental measurements of natural convection flow in a vertical, square cavity
(Krane and Jesse [65]), and the experimental measurements of natural convection
flow in the annulus between two differentially heated horizontal, concentric
cylinders (Kuehn and Goldstein [67]). All of these numerical solutions compared
- well with experimental data.
Three-dimensional problems required, in most cases, extremely small time-
step intervals and large under-relaxation were required to prevent the solution from
diverging. This was unacceptable for program execution time. Problems similar to
the one encountered, i.e. the checkerboard pressure patterns, have been reported in
the past by Shih, Tan, and Hwang [117] and van der Wijngaart [134]. Wijngaart
proposed a method to “filter” the calculated pressure field and produce an
“oscillation-free” pressure field.
The above solution would have been sufficient if it had not been for self-
consistency in the limit of a uniform temperature field. In such a field, the correct
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solution is a hydrostatic pressure field with a null velocity field. The program
produced the exact solution in one-, two-, or three-dimensional problems using
Cartesian and orthogonal grids, but not when the grid was non-orthogonal. A model
for the geometry of interest was set-up and, spurious flow currents prevailed at
steady state. The magnitude of the velocities were small (a few millimeters per
second), but comparable to those in natural convection at similar boundary
temperatures.
Attempts to correct the problem were unsuccessful, and the approach was
abandoned. The next attempt used a technique similar to that presented by Peric
[105]. A coordinate transformation procedure very similar to that of Peric was used
with a co-located grid arrangement. The major difference was in the treatment of
the pressure. Peric treats momentum fluxes due to pressure as volume integrals,
but this approach would not enforce global momentum conservation. The approach
taken used area integrals, instead, resulting in face values. The SIMPLER
procedure was no longer used as the pressure-velocity-coupling algorithm. Instead,
an approach similar to the operator-splitting procedure (Issa [51]) was used, in
which the velocities are written explicitly along the iteration coordinate instead of
time, and a one prediction/correction pass is made. In this manner, several outer-
loop iterations within a single time step are allowed, in contrast to Issa’s procedure,
which proceeds to the next time level following the correction steps. This was done
by repeating the prediction step for the velocities using the momentum equation
following a correction. This procedure proved to be more robust than SIMPLER,
producing converged solutions without having to continually adjust convergence
parameters. (More detail about the solution procedure will be shown in subsequent
sections.)
Unfortunately, the approach adopted above, namely, the coordinate
transformation part, did not produce satisfactory solutions to the hydrostatic
problem. The source of the problem was not believed existed in the method for
discretizing the scalar conservation equations for temperature and velocity, or in the
prediction-correction concept, but in the method for interpolating parameters
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involved when assembling the pressure equation. Problems with the individual
scalar equations were ruled-out because tests of these equations indicated full
compliance with conservation laws when mass-conserving velocities were imposed
on control-volume faces. As the pressure equation is assembled and solved in
curvilinear space, there is the chance that some error prevailed for the calculation of
“distances” resulting in inconsistencies between the Cartesian space and the
curvilinear space. The discretization of distances used for interpolating variables
related to the pressure equation, i.e., cell-to-face pseudo-velocity, and cell-to-face
pressure interpolation, is crucial for the reproduction of a hydrostatic field. The
discretization of such distances must be consistent with physical space. No errors
are allowed. Any minor approximation could lead to an imbalance resulting in the
spurious currents mentioned above, which in natural convection are unacceptable
because of the order of magnitude of the velocities in these flows.
At this point, it was decided to abandon any effort to transform the equations
and instead, to solve the problem directly in physical space using a Cartesian
coordinate system and Cartesian unit vectors as base vectors.
1.4. Summary
This chapter focused on the assumptions used for the mathematical model
and the preliminary efforts in the numerical approximation. The problem was
decomposed into the thermal and fluid flow phenomena within the liquid-lens
system and heat transfer outside the liquid-lens system to the surroundings. The
numerical model was intended to handle the process within the liquid-lens system,
and the process outside the system was model through boundary conditions applied
to the liquid-lens system. Assumptions for the mathematical model were listed.
A discussion was presented regarding a preliminary Cartesian model and the
selection of thesolution advancing procedure and the interpolation scheme. It was
concluded that the exponential differencing scheme was more stable than the
quadratic-differencing scheme, and that it would be selected for further calculations.
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Four options for grid-coordinate parameterization were presented, and the
Cartesian-coordinate-based non-orthogonal grid system was selected for grid
discretization. The integrated form of the transformed advection-diffusion general
equation was presented. Grid/variable arrangement was discussed, and the dual-
grid arrangement was selected for implementation of the SIMPLER algorithm.
Problems encountered in trying to calculate the pressure field were mentioned,
resulting in spurious currents, and it was concluded that a direct integration within
physical space was preferable.
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APPENDIX J. COORDINATE TRANSFORMATION
J.1. Base Vectors
Figure J-I shows the Cartesian and curvilinear coordinates, as well as the
covariant and contravariant base vectors. The covariant base vector is tangent to
curvilinear coordinate lines, while the contravariant base vector is orthogonal to
curvilinear surfaces. These are defined as [127]
db- _=_ 0_x [= a? i), i = 1, 2,3 (covariant base vector), and (J. 1)
0yL 3’
(ii a Vy”, i = 1, 2,3 (contravariant base vector), (J.2)









x2 (i,j,k) above : cyclic
x1 y i Curvilinear Coordinate, i = 1,2,3
21:. Covariant Base Vector, i = 1,2,3
  
Cli Contravariant Base Vector, i = 1,2,3
Figure J-1. Schematic of Curvilinear Coordinates and Base Vectors
in Cartesian Space
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J.2. Length, Area, and Volume Elements
Arc length, area, and volume elements can be expressed in terms of
curvilinear parameters as
66’ =l6il5yi' i=1,2,3, (J.3)
54'? = [aj eoklooi, i=1,2,3; (i, j,k)cyclic, and (J4)
6V =J60, (J.5)
where 6y” is the transformed-domain displacement element in the yi coordinate
direction, 50'” is the transformed-domain surface element in the i-contravariant
direction, defined as
(Sal =5ym6y”, l=1,2,3; (l,m,n) cyclic, (J6)
and 60 is the transformed-domain volume element, defined as
5Q=6yic5yj6yk, (i,j,k)cyclic. (J.7)
The factor appearing in the volume element equation is the Jacobian of the
transformation, which may be expressed in terms of covariant base vectors products
as [127]
J E (ii oc’ij ®ak , (i,j,k)cyclic. («J-8)
The Jacobian of the transformation is essentially a Cartesian-to-transformed space
volume ratio.
J.3. Area Element Relationships
The surface area element in the Cartesian domain can be expressed in terms
of curvilinear base vectors and coordinate displacements as
_.l l _ _. —. m n _ . '
77 5A — am ®an 6y 6y , l— 1,2,3, (l,m,n) cyclic, (J.9)
where
r)" is the surface normal unit vector in contravariant direction l, l = 1,2,3,
6Al is the surface element area associated with 77’ , l = 1,2,3,
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dl is the covariant base vector in direction 1, l = 1,2,3, and
dyl is the curvilinear displacement in direction l, l = 1,2,3.
But it may be shown [127] that
am ® on = Jail, 1: 1,2,3; (l,m,n) cyclic, (J.10)
where 6’ is the contravariant base vector in direction l, l = 1,2,3, and J is the
Jacobian of the transformation. Substituting Eq. (J.10) in Eq. (J.9) yields
77l6Al = Jdl §ym6y”’, 1: 1,2, 3; (l,m,n) cyclic. (J.11)
Applying a scalar product with 5i on both sides of the equation yields
Ei-filcSAl = Ei-Jdl 6ym6yn, i,l = 1,2,3; (l,m,n) cyclic, (J.12)
which may be conveniently expressed as
7755.41: Jali 6ym6y”. i,l = 1,2,3; (lIm,n) cyclic. (J.13)
where
77: a fil'gi’ i,l = 1, 2,3; (l, m,n) cyclic, and (a) (J 14)
ali s til-5i, i,l =1,2,3; (l, m, n) cyclic. (b)
Substituting this definition into Eq. (J.12) yields a fundamental relationship
between Cartesian-space and curvilinear-space area elements in terms of unit-
normal, and contravariant projections on Cartesian unit vectors as
l l _ l. l . _
77,;514 —Ja 1,50“ , i,l—1,2,3. (J.15)
For convenience, the above equation is rewritten as
l l _ l l - _
771' 5A —Ji60 , i,l—1,2,3. (J.16)
where JL’ is the l-i area equivalence factor, which is projection of the l-contravariant




The factor J1? above, when multiplied by the transformed area element associated,
produces an area projection equivalent to that of the physical area element projected
on the plane normal to the Cartesian coordinate direction i. This holds for l = 1,2,3,
and i =1,2,3.
J.4. Transformation of the General Advection/Diffusion Equation
The transformation of conservation partial-differential equations can be generalized
by writing these equations in the general advection/diffusion form for ¢ as the
dependent variable, (x1,x2,x3) as the Cartesian coordinates, and r as time:
[ 3




If [y‘, y", y”) are the curvilinear coordinates, such that points in the transformed
domain map to unique points in the Cartesian domain, the following equality holds
¢(x1.x2.x3)=¢(y1,y2,y3)- (.119)
Applying chain rule yields the following equation for the transformation of the
partial derivative of ¢ with respect to any of the Cartesian coordinates.
3 ,-
“x: =E£¢yj yxi ], L =1,2,3, (J.20)







where JL] is as defined in Eq. (J.17).
Equation (J.21) is written in non-conservative form. Application of this form
to transform the outer partial derivative will not ensure global flux conservation. To
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ensure global flux conservation the operator for the transformation of partial
derivatives must be expressed in conservative form. It may be shown that the above
equation can be rewritten in conservative form as
¢xi
3
¢:—.]I.221(Jj¢)fl ,i=1, 2, 3 (conservative). (J22)
The above operator is now applied to the outer partial derivative, which
results in the following equation
(c¢) +—ZZ(J-J(cu ¢— 7¢xmil»_=s. (J23)
i=1j=1 y]
Rearranging terms,
1 3 3 j 3 . 3 .
(at)? +72 c 2(Jiui )c—yZJichi +ZJL-Jhi n=s (J.24)
j=1 i=1 i=1 i=1 y;
01‘
3
(c¢)T +712[cvj¢- yZJjgix+2th] .:8 (J25)
y]=1 i=1-1
where v] is the “transformed” velocity, expressed as
. 3 .
J _ J ' _
v —Z(Jiui)’J-1’2’3' (J.26)
i=1
There is no restriction for the inner derivative of the dependent variable in the
general A/D equation, since this term represents the diffusion model for the
conservation equation. However, it is convenient to write the transformed




3 3 3 .
¢)+Zl[c vj¢—yZJij—Jk12(jik¢yk)+ ZJiJhi] = 3 (J27)
=1yji:1 i=1
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Notice that a distinction was made between the area equivalence factors from the
conservative operator applied to the outer derivative, JLJ , and the one from the non-
conservative operator applied to the inner derivative, Jik . This is done because the
discretization scheme for the two does not necessarily have to be the same. Before
integration, it is convenient to multiply both sides of the equation by the Jacobian to
obtain the following equation
3

















6150].":1 i:1 L=1 y].
= [ [Jamar
6rd!)
A fully implicit time discretization scheme yields the following integrated form of the
conservation equation, assuming that the variables within the integrals are
representative means over the integration surface elements. For the sake of
simplicity, the bars representing the mean will be applied to the transformed
velocity, the Jacobian and area equivalence factors, J, Jl Jk ,as shown below.
c(¢—¢°)jAA:’+ 
_ yl (J.30)3 , 3 ——. 3 — . _
+2 ch¢—7ZJiJ%Z[Jk¢ykj+Zthi AO'J =sJAQ
i=1 k=1'
:1 yl
where y! and yi are the integration limits along curvilinear coordinate in I-
direction.
The value of J and JLJ in the above equation cannot be approximated
arbitrarily. They must be calculated consistently with the discretization of space in
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the physical domain resulting from the coordinate transformation. If J is
discretized incorrectly, volumes in the transformed space may not map to volumes in
the Cartesian space. If the factors JL] are not discretized properly, control-volume
face areas may not map correctly between Cartesian and transformed spaces. In
addition, the transformed velocities may be imprOperly evaluated, as this variable is
used in their calculation. The result is improper accounting of volumes, surfaces,
and mass flux, which in turn, may result in overall flux imbalance, even if the flux
discretization scheme works as intended.
To properly account for volume and surface areas, the Jacobian, J, must be
calculated based on the integrated version of the equation used in its definition in
Eq. (J.5). Integrating this equation yields
[512 = [Jam (J.31)
an an
01‘
AV = JAQ, (J.32)
which results in the following equation for the Jacobian
- A
J = —Q— . (J.33)
AV
In the same manner, to properly account for surface areas, the area
equivalence ratio, Ji, , must be calculated based on the integrated version of the
equation used in its definition in Eq. (J.16). Integrating this equation yields
j 27,? 6A1: ij50l, (i,l)=1,2,3, (J.34)
501 501
01‘
_z l__l l - _
"i AA —JiAa , (L,l)—1,2,3. (.135)
In the above equation, 77% and JLl are representative means over the surface
integral area. The area equivalence factors may be obtained, once the Cartesian




 , (i,l) = 1, 2,3, (J.36)
L
where the representative mean of the unit-normal vector projection, "i , is
calculated based on the representative mean of the unit-normal vector of the control-
volume face area as
77,4 = 771.5,, (i,l) =1,2,3. (J.37)
The transformed velocities can be calculated using the above results as
—T 3 —.
u! = Z[Jijui J ,j=1,2,3. (J.38)
i=1
Qw—une
If the above transformation parameters are calculated correctly, and the
results substituted into the integrated advection/diffusion equation obtained above,
the Cartesian version of this equation should be recovered, as if it were integrated
within Cartesian space. This is done by first substituting back the transformed





] A 0'] = SJAQ
3 3 ——. 3 -—, 3 —:— 3
——7
+z[c 2(Jzu. )¢—rZJ.-J§Z[Jf¢ Jim.
j=1 i=1 i=1 k=1 y i=1 yZ
Then, substitution of Eqs. (J.33) and (J.36), yields the following finite-volume




3 3 ——- 3-—.1




j=1 i=1 i=1 k=1 i=1 yi
where the integration limits, yi and yi, denote opposite boundary locations along a
curvilinear coordinate. This equation can be further reorganized as
j
AV 3 3 1 3 A—k —, y+ ,
c(¢—¢°)Z—T+ Z cui¢—7:I—Z{Ji¢yk]+hi "i AAJ=sAv,(J.41)
j=1 i=1 k=1 j
3’.
which may be rewritten in terms of the flux density as
AV 3 3 ‘7 yi -
C(¢_¢O)E+Z[ 212%,! ] AAJ=sAv, (J.42)
j=1 i=1 yi
 
where fi¢ is the discretized flux density of (15 in Cartesian direction i:
1 3 -.—k ‘
fi¢= cui¢—ij(Ji ¢ykJ+hi ,i=1,2,3. ((1.43)
k=1
Both Eqs. (J.30) and (J.40) are equivalent and should yield the same results when
implemented into computer code.
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