The purpose of this paper is a study of computation that can be done locally in a distributed network. By
There is a variant of the dining philosophers problem which can be solved locally.
Randomization cannot make an LCL problem local; i.e., if a problem has a local randomized algorithm then it has a local deterministic algorithm.
It is undecidable, in general, whether a given LCL has a local algorithm.
However, it is decidable whether a given LCL has an algorithm that operates in a given time t.
Any LCL problem that has a local algorithm haa one which is order-invariant (the algorithm depends only on the order of the processor id's). Our work has three goals: first, to lay some groundwork for studying the question of what can and cannot be computed locally; second, to establish some basic, general results; and third, to study particular examples.
A network is modeled as an undirected graph where each node represents a processor and edges represent direct connections between processors. We consider only networks of bounded degree. We restrict attention to computational problems of producing '(labelings" of the network. Since our subject is constant time algorithms, it makes sense to restrict to labelings such that the validity of a labeling can be checked locally (i.e., by checking wit hin some fixed radius from the node). We call these locally checkable labelings (L CL'S). Familiar examples of LCL'S are vertex coloring, edge coloring, and maximal independent set (MIS In light of previous work on locality, two questions come to mind:
. Can any nontrivial LCL problem be solved in constant time?
q If the answer to the first question is "yes", can we characterize the LCL'S which can be solved in constant time?
One of our results is that the answer to the first question is "yes". Define a weak c-coloring of a graph to be a coloring of the vertices with c colors such that each non-isolated vertex has at least one neighbor colored differently.
It is easy to see that a weak 2-coloring exists for every graph. We show the following for every fixed d. l&tuWy, Lini~gives a lower bound of ft(log" n) on r@5s 'f size n, which matches to within a constant factor an upper bound of Cole and Vishkin [6] . This result is the best possible in three senses: The proof is by a Ramsey theory argument similar to ones in [15, 7, 11] . This is in contrast to the non-constant-time case, where for instance an order-invariant algorithm for 3-coloring the ring would take time @(n), but the Cole-Vishkin is a deterministic algorithm which runs in time t and solves L on any graph in~.
We now outline the remainder of the paper. Section 2 gives our definitions of LCL'S and local algorit hms. In Section 3 we state the result that every local algorithm can be replaced with an order-invariant one.
The subject of Section 4 is undecidability and decidability of questions about local solvability.
In Section 5
we show that randomization does not help in solving LCL'S locally.
The subject of Section 6 is weak coloring. In Section 7, the local algorithm for weak coloring is used, together with other ideas, to give a local solution to the formal-dining philosophers problem. In Section 8, we suggest some open questions raised by our work. Many proofs are omitted from this extended abstract. All proofs can be found in the full paper [12] .
Definitions
We first give some definitions and notations concerning graphs.
All graphs in this paper are simple and undirected. We now define the notion of a "locally checkable labeling" (LCL). For simplicity, we give the definition only for vertex labelings. A similar definition can be given for edge labelings (e.g., edge colorings or edge orientations), To make the definition somewhat more general, we allow the vertices of the graph to be initially labeled with "input labels". Formally, then, an LCL Z consists of a positive integer r (called the radius of f,), a finite set X of input labels, a finite set I' of output labels, and a finite set C of locally consistent labelings.
Each element of C is a centered graph of radius at most r where each vertex is labeled with a pair from X x I'.
Given a graph G = (V, E) and a labeling A : V~Xxr, the labeling A is Z-1egal if, for every u c V, there is a (~,s)~C and an isomorphism n mapping~G (u, r) to H such that m(u) = s and such that r respects the labeling, i.e., for every w, the label-pair of w equals the label-pair of r(w for every G~G and every input labeling of G, if A labels G correctly for every id numbering drawn from S then A' labels G correctly for every id numbering.
Undecidability
In this section we consider the problem, for a fixed class~of graphs, of deciding whether a given LCL & can be solved in constant time for g. The answer could be "no" for an uninteresting reason, namely, that there is some G c g which has no Z-1egal labeling. Therefore we restrict attention to L's for which every G c~has an L-1egal labeling. We also restrict attention to LCL'S wit bout input; since our main result is an undecidabilit y result, this just makes the result stronger. Define Y(@ (resp., N(@) to be the set of LCL'S L without input such that every G E~has an L-1egal labeling and there is (resp., is not) a constant t such that some local algorithm with time bound t solves L for~. Recall that sets Y and N are recursively separable if there is a Turing machine which answers "yes" on every input from Y and answers "no" on every input from N (and we do not care about its answer otherwise). The basic idea of the proof can best be explained by letting g be the class of 2-dimensional grid graphs where one corner of the grid is marked as "special".
Given a Turing machine 34, the LCL C is constructed so that a legal labeling of the grid corresponds to a com- To run P on a graph G which is id-numbered and input-labeled, first randomly and independently choose for each vertex a random number in the range [1, b(l) ], where / is the largest id in G; then run A on the resulting graph. We assume no upper bound on the growth rate of b(n).
We say that P solves L for G with error probability & if, for every input-labeled and id-numbered G E~, P produces an Z-1egal labeling with probability at least 1-E. It is easy to verify that this yields a weak 2-coloring, Every v which recolors itself using the second rule clearly has a neighbor recolored differently. Suppose that v recolors itself O using the first rule. Then it must have a neighbor w with original color j > i. Then w will recolor itself using the second rule during round j, and it will recolor itself 1 since it has a neighbor (namely, v) recolored O at an earlier round (namely, i). We therefore get: Theorem 6.1 Let~d be the class of graphs of maximum degree d wheTe the degree of every vertex is odd.
For every fixed d there is a local algorithm with time bound O(log"d) which solves the weak 2-coloring problem for~d.
Remark.
In Section 7 we will want to apply the weak coloring algorithm to graphs which may have vertices of even degree, and we will use the following additional property of the algorithm. Say that v is properly colored if it has at least one neighbor colored differently.
Suppose that the weak 2-coloring algorithm is applied to an arbitrary (bounded degree) graph G. If v is not properly colored then (1) Impossibility y of weak coloring graphs of even degree
In this section we note that it is impossible in general to weakly color all graphs with even degree. In particular we show that for any c and k it is impossible to weakly c-color any class of graphs which contains the kdimensional meshes. The vertex set of a k-dimensional mesh is {O, 1, ..., m}~for some m, and two vertices are connected by an edge if the L1-dist ante between them is 1. A k-dimensional mesh has (some) vertices of even degree d = 2k. Proof. Theorem 3.1 says that if there exists a local algorithm for an LCL problem then there is one that uses only the relative order of the id's. For a vertex v of a mesh M, let RM(v, t) be the graph ll~(v, t) (the neighborhood of radius t around v) where each vertex u is labeled with the rank of its id among the id's in 13~ (v, t) . By Theorem 3.1 it is sufficient to come up with a way to assign id's to vertices such that for any t there will be a k-dimensional mesh M and a vertex v such that, for all neighbors u of v, ll~(v, t)and RM(u, t) are the same. (I.e., v and its neighbors see the same relatively ordered t-neighborhood.) Let M have diameter at least 2(t + 1) and assign id's so that id(u) > id(w) iff u is lexicographically larger than w. Hence any vertex that is of distance at least t+ 1 from every boundary of the mesh has the property we are after. The same result holds for a class of (2k)-regular graphs, the k-dimensional analogue of torus graphs.
A consequence of this result is that if we extend the definition of weak coloring so that each vertex v must have at least 2 neighbors colored differently than v (call this 2-weak c-coloring), then for every fixed d and c a coloring cannot be found in constant time for d-regular graphs even if d is odd. Because it is easy to see that a local algorithm which finds a 2-weak c-coloring in graphs of odd degree 2k + 1 can be modified to give a local algorithm which finds a weak c-coloring in graphs of even degree 2k.
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A Locally Solvable Resource Allocation Problem
We show how to solve the formal-dining philosophers problem mentioned in the Introduction.
What we assume about the underlying graph is that the minimum degree is three. (If the minimum degree is two, then we cannot hope to solve it locally, as we discuss below.)
We first start with a coloring with three colors {O, 1,*} with the following property:
all vertices colored c E {O, 1} have at least one neighbor colored 1 -c. If v is colored with a * or if any of the neighbors of v is colored with a *, then the degree of v is even and half the neighbors of v have an id smaller than id(v). This coloring is a product of the method described in Section 6.1. Suppose that we run the algorithm described there. Since we do not assume here that every vertex has odd degree, the algorithm could fail at some vertices v, meaning that all the neighbors of v are colored the same as v. Suppose that if the algorithm fails at v, then v recolors itself with a *. By the Remark following Theorem 6.1, the coloring fails at v only when the degree d of v is even, its rank rv(v) among its neighbors is d/2+1, every neighbor w of v has degree d, and rW(w) = d/2 + 1 as well.
The algorithm for the formal-dining philosophers problem is a combination of two algorithms:
one for the problem on graphs that are weakly 2-colored and the other for the case where half the neighbors of a vertex have a smaller id. The vertices colored * essentially grab two of the adjacent cuff links permanently. More precisely, a vertex u colored * picks two neighbors v and w such that id(u) > id(v) and id(u) > id(w), and assigns the cuff links on (u, v) and (u, w) to u permanently. After this we have that every vertex with color c c {O, 1} still has at least two non-assigned edges adjacent to it and at least one of its neighbors has color 1 -c. This is true since if it is a neighbor of a *, then its degree is even (at least 4) and its rank among its neighbors is half the degree plus one. Hence at most half of its adjacent edges are grabbed permanently. Unlike the * colored vertices, the {0, 1} colored vertices must run a dynamic algorithm in order to get cuff links.
As for the {O, 1} colored vertices, it is convenient for the exposition to first assume that we have a coloring of the graph with the property that every vertex has at least one neighbor colored O and at least one neighbor colored 1.2 We will later remove this assumption. As a preliminary step, every vertex colored c G {O, 1} selects a particular neighbor colored c as its "first neighbor" and a particular neighbor colored 1 -c as its "second neighbor". When we say that a vertex p "requests" a cuff link, we mean that it tries to grab the cuff link; if the other vertex q sharing this cuff link currently has it, then p waits for q to release it. Now the protocol for a vertex colored c E {O, 1} is:
1. Request cuff link from the first neighbor (colored c).
2. Request cuff link from the second neighbor (colored 1-c).
3. Eat.
Release cuff links.
Claim 7.1 The maximum length of a waiting chain in the above protocol is two.
Proof. If a vertex is waiting at Step 1, then the vertex it is waiting for must be at least at Step 2, since they are both colored c. If a vertex is waiting at Step 2, then the neighbor it is waiting for must be at Steps 3 or 4.
u Suppose now that all we can say is that a vertex colored c E {O, 1} has at least one neighbor colored 2 Though @ the LOVMZ LoCd
Lemma such a coloring 'Xists in regular graphs with sufficiently large degrees,it is impossible to find such a coloring locally evenin odd-degreegraphs. 1 -c, i.e., all its neighbors might be colored 1 -c. If at Steps 1 and 2, arbitrary neighbors colored 1 -c are approached, then we are not guaranteed to be deadlock free anymore. Theselection ofsecond neighbors should be done in a way that does not induce long "neighborly" chains. Towards this end, we differentiate between the vertices colored O and 1. Each vertex colored 1 chooses a particular neighbor colored O as its second neighbor. These choices are announced to their neighbors. A vertex u colored O waits to hear whether it has been chosen as the second neighbor by any of its neighbors. If it has, then it tries to match their choices. I.e., if any of u's neighbors haa designated it as a second neighbor, u picks it (or one of them in case there are several) as u's second neighbor. Otherwise, u chooses an arbitrary neighbor colored 1 as its second neighbor. Each vertex colored O or 1 then chooses an arbitrary neighbor, other than its second neighbor, to be its first neighbor. (of course, u should not choose a neighbor w colored * if w has permanently grabbed the cuff link on the edge (u, w). On the other hand, if w is colored * and has not grabbed the cuff link then it never will, so u can choose this w, and u will never have to wait for to.) Claim 7.2 Given any assignment of first and second neighbors consistent with the above description, the maximum length of a waiting chain is at most 4.
Proof. A configuration that the preliminary step as described above assures won't occur is ss follows: three vertices WI, W2 and W3 colored 1,0 and 1, respectively, such that W2 is the first neighbor of W3, W2 is the second neighbor of WI, and W3 is the second neighbor of W2. This cannot occur since W2 was chosen to be a second neighbor of at least one vertex (namely, WI), but W2 is not the second neighbor of W3. Hence W2 would not choose W3 as its second neighbor. Consider now a contradiction to the claim, i.e., six vertices Uo, U1, U2, U3, U4, U5 such that each vi is waiting for Ui+l for O < i~4. Let c be the color of U1. Since UI, U2, U3 and U4 are waiting at Step 2, it must be the case that U2 is colored 1 -c, U3 is colored c, U4 is colored 1-c, and ub is colored c. Also for 1~i < 3 we have that Ui is the first neighbor of ui+l, and for 1 < i < 4 we have that ui+l is the second neighbor of Ui. Therefore if c = O then the trio {U2, us, U4J constitutes a forbidden configuration, and if c = 1 then {ul, U2, U3} constitutes a forbidden configuration. u Since this argument remains valid if some of the Ui are the same, the argument shows that a deadlock (a waiting cycle) cannot occur, since a waiting cycle would produce, in effect, a waiting chain of arbitrary length.
Therefore the combined protocol is:
Run the coloring algorithm of Section 6.1 resulting in a {O, 1,*} coloring.
All the vertices colored * permanently grab two cuff links as described above.
All {O, 1} colored vertices find first and second neighbors as described above.
When a vertex becomes hungry, then if it is colored * it simply uses its permanently assigned cufflinks. Otherwise it runs the protocol above. A consequence of bounded-length waiting chains is that the failure locality of the protocol is constant. As defined by Choy and Singh [5] , a protocol has failure locality m if every vertex v remains starvation free even if processors at distance larger than m from v fail. To justify our requirement that the conflict graph have minimum degree three, we can argue that if the confllct graph is a ring then the formal-dining philosophers problem (which is the same as the usual dining philosophers problem in this case) cannot be solved locally, meaning in particular that the failure locality is const ant. For such a local algorithm would give a local algorithm for finding an MIS in rings, contradicting a result of Linial [9] . (A similar argument shows that the usual dining philosophers problem, where a vertex needs cent rol of all incident edges in order to eat, cannot be solved locally on d-regular graphs for any d z 2.) A sketch of the argument follows. Given an arbitrary id-numbered ring, run the assumed dining philosophers algorithm starting in the configuration where all vertices are initially hungry, This gives, in constant time, a labeling of the vertices with E (eating) or iV (not eating) such that (i) the E-1abeled vertices are an independent set, and (ii) for every vertex v labeled IV, there is some vertex w labeled E such that the distance from v to w is at most m, where m is the failure locality. For if (ii) does not hold, there would be some v which would starve if all processors at distance larger than m from v fail. Therefore, in an additional time O(m), the independent set of (i) can be extended to an MIS.
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Open Questions
This is an early attempt to study what can and cannot be computed locally, and many questions remain open. A general direction for future work is to obtain more information about what sorts of labeling problems and resource allocation problems can be solved locally. In particular, the following specific questions are suggested by our work.
1.

2.
3.
4.
Generalize the formal-dining philosophers problem so that a philosopher can eat when he has obtained any k edges (forks, resources). Is it true that for every k there is a d such that this problem can be solved locally in graphs of minimum degree d?
Consider the problem of assigning an orientation to some edges of the graph so that every vertex has either no edge directed in or two edges directed in, and the assignment is maximal with respect to the number of vertices that have two edges directed in. This problem (the mazimal in-degree 2 problem) was suggested by the formal-dining philosophers problem. In the case that all philosophers are initially hungry, such an orientation corresponds to an assignment of cuff links that is maximal with respect to the number of philosophers who are eating. We can show that this problem cannot be solved in constant time for d-regular graphs where d <4. Can it be solved in constant time for some d25?
We have shown that a weak 2-coloring can be found in time O(log*d) in odd-degree graphs of maximum degree d. Is this the best possible time as a function of d? Or is there some fixed time t which is sufficient for all d?
We have shown that a weak c-coloring cannot be found in constant time for certain graphs having vertices of even degree (meshes). Does the same hold for trees where every non-leaf has even degree? We conjecture that the result holds for any class of even-degree edge-transitive graphs. Is t his conjecture true?
