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Abstract
By using Leggett–Williams’ fixed-point theorem, a class of p-Laplacian boundary value problem is stud-
ied. Sufficient conditions for the existence of triple positive solutions are established.
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1. Introduction
This paper deals with the existence of multiple positive solutions to the p-Laplacian boundary
value problem (BVP)(
ϕp(u
′)
)′ + a(t)f (u,u′) = 0, 0 t  1, (1)
u′(0) = u(1) = 0, (2)
where ϕp(s) = |s|p−2s, p > 1, (ϕp)−1 = ϕq , 1p + 1q = 1.
In this article, we assume that:
✩ This paper is supported by Mathematical Tianyuan Foundation (No. A0324625) of PRC NSFC and PRC NSFC
(No. 10371006).
* Corresponding author.
E-mail addresses: zhaodongxia6@sina.com (D. Zhao), wanghongzhou@bit.edu.cn (H. Wang).0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.05.073
D. Zhao et al. / J. Math. Anal. Appl. 328 (2007) 972–983 973(A) f ∈ C(R2, (0,∞));
(B) a ∈ C([0,1], (0,+∞)), mint∈[0,1] a(t) = ϕp(m), maxt∈[0,1] a(t) = ϕp(M), and m < M .
There are many literatures about equation(
ϕp(u
′)
)′ + a(t)f (u) = 0 (3)
with the boundary conditions (2), for example, Sun and Ge established in [1] some existence
theorems by using Krasnoselskii’s fixed-point theorem. In paper [2], Liu Bing obtained suffi-
cient conditions for the existence of infinitely many positive solutions to (3) with the three-point
boundary value conditions
u′(0) = 0, u(1) = βu(η). (4)
Since in many mathematical and physical models the nonlinear term always includes the deriva-
tive argument, Li studied in [3] the boundary value problem
−x′′ = f (x, x′), (5)
x(0) = x(1) = 0. (6)
The author found that there should exist at least three symmetric nonnegative solutions provided
that certain conditions were imposed on f .
Motivated by the results mentioned above, here we apply Leggett–Williams’ fixed-point theo-
rem to establish some sufficient conditions for the existence of three positive solutions to (1)–(2).
Obviously, Eq. (5) is just a special case of Eq. (1).
Although Leggett–Williams’ fixed-point theorem is used extensively in yielding triple pos-
itive solutions for second-order or higher-order ordinary differential equations and certain
p-Laplacian boundary value problems, see [4–7] and references therein, this method has not
been used to study those p-Laplacian boundary value problems which involve the derivative
argument. So this paper may be regarded as an illustration of Leggett–Williams’ fixed-point the-
orem in a new area.
2. Preliminaries
Firstly we present here some necessary definitions and notations.
Definition 2.1. Let E be a real Banach space and P ⊂ E be a closed, convex set. P is a cone if
the following conditions are satisfied:
(i) λx ∈ P if λ 0 and x ∈ P ;
(ii) If x ∈ P and −x ∈ P , then x = 0.
Definition 2.2. Let E be a real Banach space and P ⊂ E be a cone. A function α :P → [0,∞)
is called a nonnegative continuous concave functional if α is continuous and
α
(
tx + (1 − t)y) tα(x) + (1 − t)α(y)
for all x, y ∈ P and 0 t  1.
Let a, b, r > 0 be constants, Pr = {u ∈ P : ‖u‖ < r}, P(α,a, b) = {u ∈ P : a  α(u),
‖u‖ b}.
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nonnegative continuous concave functional on P such that α(u) ‖u‖, ∀u ∈ P c . Suppose there
exist a, b, d with 0 < a < b < d  c, such that
(i) {u ∈ P(α,b, d): α(u) > b} 
= Φ and α(Au) > b for all u ∈ P(α,b, d);
(ii) ‖Au‖ < a for all u ∈ Pa ;
(iii) α(Au) > b, for all u ∈ P(α,b, c) with ‖Au‖ > d .
Then A has at least three fixed points u1, u2, and u3 satisfying
‖u1‖ < a, b < α(u2), ‖u3‖ > a and α(u3) < b.
3. Existence of triple positive solutions
Firstly, we can easily find that BVP (1)–(2) is equivalent to the integral equation
u(t) =
1∫
t
ϕq
( s∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
ds.
Let E = C1[0,1] with norm ‖u‖ = max{‖u‖0,‖u′‖0}, where ‖u‖0 = max0t1 |u(t)|. Define
A :E → E by
(Au)(t) =
1∫
t
ϕq
( s∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
ds, ∀u ∈ E.
Apparently, we have two conclusions about A:
(1) If u = Au, u ∈ E, then u(t) is a solution of BVP (1)–(2);
(2) ‖Au‖ = max{(Au)(0), |(Au)′(1)|} = |(Au)′(1)|.
Lemma 3.1. D ⊂ E is relative compact if and only if ∀u ∈ D, u and u′ both are uniformly
bounded and equicontinuous on [0,1].
Proof. An application of the Arzela–Ascoli’s theorem completes the proof. 
Lemma 3.2. A :E → E is completely continuous.
Proof. Notice that f (u, v) is continuous, we can easily check the continuity of A.
Giving to
(Au)(t) =
1∫
t
ϕq
( s∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
ds,
(Au)′(t) = −ϕq
( t∫
a(r)f
(
u(r), u′(r)
)
dr
)
,0
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equicontinuous on [0,1]. It follows from Lemma 3.1 that AD is relative compact. Therefore,
A is completely continuous. 
Next we define the cone P in E by
P = {u ∈ E: u(t) is nonnegative, decreasing and concave on [0,1]}.
Lemma 3.3. AP ⊂ P .
Proof. Obviously, ∀u ∈ P , Au ∈ E and (Au)(t) 0, ∀t ∈ [0,1]. It follows from
(Au)′(t) = −ϕq
( t∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
 0
that (Au)(t) is decreasing on [0,1].
Meanwhile, (Au)′(t) is also decreasing on [0,1]. So (Au)(t) is concave on [0,1]. As a result,
AP ⊂ P . 
Now we define the nonnegative continuous concave functional α :P → [0,∞) by
α(u) = min
ηt1−η u(t), η ∈
(
0,
1
2
)
, ∀u ∈ P.
Obviously, the following two conclusions hold:
(1) α(u) = u(1 − η) ‖u‖0  ‖u‖, ∀u ∈ P ;
(2) α(Au) = (Au)(1 − η).
Theorem 3.1. Assume there exist a, b, c, d with
0 < a < b ηm
M
d < d  c, L = ϕq
( 1−η∫
0
a(r) dr
)
,
and f satisfies
(H1) f (u, v) ϕp( aM ), for all 0 u a, −a  v  0;
(H2) f (u, v) ϕp( cM ), for all 0 u c, −c v  0;
(H3) f (u, v) > ϕp( bηL), for all b u d , −d  v  0;
(H4) minu∈[0,c],v∈[−c,0] f (u, v) · ϕp(Mm )
∫ 1−η
0 a(t) dt maxu∈[0,c],v∈[−c,0] f (u, v) ·
∫ 1
0 a(t) dt .
Then BVP (1)–(2) has at least three positive solutions u1, u2, and u3 satisfying
‖u1‖ < a, b < α(u2), ‖u3‖ > a and α(u3) < b.
Proof. We complete the proof by three steps.
Step 1. Show APc ⊂ P c , APa ⊂ Pa .
Firstly, Lemma 3.3 guarantees APc ⊂ P . Secondly, ∀u ∈ P c , we have 0 u c, −c u′  0
and then by (H2),
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( 1∫
0
a(t)f
(
u(t), u′(t)
)
dt
)
 ϕq
(
ϕp(M)ϕp
(
c
M
))
= c,
∥∥(Au)′∥∥0  ϕq
( 1∫
0
a(t)f
(
u(t), u′(t)
)
dt
)
 c.
Therefore, ‖Au‖ c and APc ⊂ P c.
Similarly, Au ∈ Pa for all u ∈ Pa .
Step 2. Show{
u ∈ P(α,b, d): α(u) > b} 
= φ (∗)
and
α(Au) > b, if u ∈ P(α,b, d). (∗∗)
Let u = b+d2 , then u ∈ P , ‖u‖ = b+d2  d and α(u) = b+d2 > b. That is, (∗) holds.
For u ∈ P(α,b, d), we have
b u(t) d, −d  u′(t) 0, if 0 t  1 − η,
then by (H3),
α(Au) = (Au)(1 − η)
=
1∫
1−η
ϕq
( s∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
ds
 ηϕq
( 1−η∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
> η · ϕq
(
ϕp
(
b
ηL
) 1−η∫
0
a(r) dr
)
= η · b
ηL
ϕq
( 1−η∫
0
a(r) dr
)
= b.
Hence (∗∗) holds.
Step 3. Show α(Au) > b, for all u ∈ P(α,b, c) and ‖Au‖ > d .
If u ∈ P(α,b, c) and ‖Au‖ > d , then 0 u(t) c, −c u′(t) 0, and by (H4),
ϕp
(
M
m
) 1−η∫
a(t)f
(
u(t), u′(t)
)
dt 
1∫
a(t)f
(
u(t), u′(t)
)
dt,0 0
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1−η∫
0
a(t)f
(
u(t), u′(t)
)
dt 
∫ 1
0 a(t)f (u(t), u
′(t)) dt
ϕp(
M
m
)
holds. It follows that
α(Au) = (Au)(1 − η)
=
1∫
1−η
ϕq
( s∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
ds
 ηϕq
( 1−η∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
 ηϕq
(∫ 1
0 a(r)f (u(r), u
′(r)) dr
ϕp(
M
m
)
)
= ηm
M
ϕq
( 1∫
0
a(r)f
(
u(r), u′(r)
)
dr
)
= ηm
M
∣∣(Au)′(1)∣∣
= ηm
M
‖Au‖
>
ηm
M
· d
 b.
Hence, an application of Lemma 2.1 completes the proof. 
Corollary 1. Assume there exist a, b, c, d with
0 < a < b < d = c, L = ϕq
( 1−η∫
0
a(r) dr
)
,
and f satisfies (H1)–(H3), then BVP (1)–(2) has at least three positive solutions u1, u2, and u3
satisfying
‖u1‖ < a, b < α(u2), ‖u3‖ > a and α(u3) < b.
Theorem 3.2. Assume there exist a, b, c, d with
0 < a < b ηm
M
d < d  c, L = ϕq
( 1−η∫
0
a(r) dr
)
,
f satisfies (H1)–(H3) and
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(H6) ϕp(Mm )
∫ 1
0 a(t) dt∫ 1−η
0 a(t) dt
.
Then BVP (1)–(2) has at least three positive solutions u1, u2, and u3 satisfying
‖u1‖ < a, b < α(u2), ‖u3‖ > a and α(u3) < b.
Proof. Here we just show α(Au) > b when u ∈ P(α,b, c) and ‖Au‖ > d .
For u ∈ P(α,b, c), we have 0 u(t) c, −c  u′(t) 0, u(t) and u′(t) are all decreasing.
Because of (H5), we have
1∫
1−η
a(t)f
(
u(t), u′(t)
)
dt 
1∫
1−η
a(t)f
(
u(1 − η),u′(1 − η))dt,
1−η∫
0
a(t)f
(
u(t), u′(t)
)
dt 
1−η∫
0
a(t)f
(
u(1 − η),u′(1 − η))dt,
then ∫ 1
1−η a(t)f (u(t), u
′(t)) dt∫ 1−η
0 a(t)f (u(t), u
′(t)) dt

∫ 1
1−η a(t)f (u(1 − η),u′(1 − η)) dt∫ 1−η
0 a(t)f (u(1 − η),u′(1 − η)) dt
=
∫ 1
1−η a(t) dt∫ 1−η
0 a(t) dt
,
which yields∫ 1
0 a(t)f (u(t), u
′(t)) dt∫ 1−η
0 a(t)f (u(t), u
′(t)) dt

∫ 1
0 a(t) dt∫ 1−η
0 a(t) dt
.
Then by (H6),
ϕp
(
M
m
)

∫ 1
0 a(t)f (u(t), u
′(t)) dt∫ 1−η
0 a(t)f (u(t), u
′(t)) dt
.
Similar to step 3 in the proof of Theorem 3.1, we can complete the proof of Theorem 3.2. 
Theorem 3.3. Assume there exist a, b, c, d with
0 < a < b ηm
M
d < d  c, L = ϕq
( 1−η∫
0
a(r) dr
)
,
f satisfies (H1)–(H3) and
(H7) f (u, v) ϕp(d)−ϕp(
b
η
)
ηϕp(M)
, if 0 u c, −c v  0.
Then BVP (1)–(2) has at least three positive solutions u1, u2, and u3 satisfying
‖u1‖ < a, b < α(u2), ‖u3‖ > a and α(u3) < b.
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For u ∈ P(α,b, c), we have 0 u(t) c, −c u′(t) 0. At the same time, (H7) implies
f (u,u′)
ϕp(d) − ϕp( bη )∫ 1
1−η a(s) ds
.
Hence,
max
0uc,−cu′0
f (u,u′)
ϕp(d) − ϕp( bη )∫ 1
1−η a(s) ds
.
So we have
1∫
1−η
a(s)f
(
u(s), u′(s)
)
ds  ϕp(d) − ϕp
(
b
η
)
,
that is
−ϕp(d) +
1∫
1−η
a(s)f
(
u(s), u′(s)
)
ds −ϕp
(
b
η
)
. (7)
If ‖Au‖ > d , then (Au)′(1) < −d , thus
ϕp
(
(Au)′(1)
)
< ϕp(−d) = −ϕp(d). (8)
From
ϕp
(
(Au)′(1)
)− ϕp((Au)′(1 − η))= −
1∫
1−η
a(s)f
(
u(s), u′(s)
)
ds
and (7), (8), we have
ϕp
(
(Au)′(1 − η))= ϕp((Au)′(1))+
1∫
1−η
a(s)f
(
u(s), u′(s)
)
ds
< −ϕp(d) +
1∫
1−η
a(s)f
(
u(s), u′(s)
)
ds
−ϕp
(
b
η
)
= ϕp
(
−b
η
)
,
thus
(Au)′(1 − η) < −b .
η
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(Au)′(t) < −b
η
, t ∈ [1 − η,1].
By integrating both sides of the inequality from 1 − η to 1, one has
(Au)(1) − (Au)(1 − η) < −b
η
· η = −b.
Then
α(Au) = (Au)(1 − η) > b.
Similarly to Theorem 3.1, we complete the proof. 
4. Examples
Here we present two examples for Theorems 3.1, 3.2 and 3.3.
Example 1. Let p = 3,
a(t) =
{
1, 0 t  1325 ,
− 29991440 t + 74 98736 000 , 1325  t  1,
and
f (u, v) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
60u5 + 2+sinv160 , 0 u 1,−π2  v  0,
60u5 + 1160 , 0 u 1, v −π2 ,
60 20
√
u + 2+sinv160 , u 1,−π2  v  0,
60 20
√
u + 1160 , u 1, v −π2 .
Then the boundary value problem(|u′|u′)′ + a(t)f (u,u′) = 0, 0 t  1, (9)
u′(0) = u(1) = 0, (10)
has at least three positive solutions.
Proof. Let η = 1225 . By the definition of a(t), we know M = 1, m = 13000 , L =
√
13
25 .
Let a = 18 , b = 1, d = 6250, c = 6300, we can easily check that
0 <
1
8
< 1
12
25 × 13000
1
× 6250 < 6250 6300,
and
ϕp
(
a
M
)
=
(
1
8
)2
= 1
64
, ϕp
(
c
M
)
= (6300)2,
ϕp
(
b
ηL
)
=
(
1
12
25 ·
√
13
5
)2
= 15 625
1872
= 8 649
1872
,
ϕp(d) − ϕp( bη )
ηϕp(M)
= 6250
2 − ( 2512 )2
12 × 12 .25
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(H1) If 0 u 18 , − 18  v  0, f (u, v) 60 × ( 18 )5 + 140 < 164 ;(H2) If 0 u 6300,−6300 v  0, we have
f (u, v) 60 + 1
40
< (6300)2, 0 u 1,
f (u, v) 60 20
√
6300 + 1
40
< (6300)2, 1 u 6300.
(H3) If 1 u 6250, −6250 v  0, f (u, v) > 60 20√6300 > 8 6491872 ;(H4) Giving to
min
u∈[0,6300],v∈[−6300,0]f (u, v) =
1
160
,
max
u∈[0,6300],v∈[−6300,0]
f (u, v) = 60 20√6300 + 1
80
,
ϕp
(
M
m
)
= (3000)2,
1−η∫
0
a(t) dt = 13
25
,
1∫
0
a(t) dt = 9501
12 500
,
we have(
60 20
√
6300 + 1
80
)
· 9501
12 500
 5000 1
160
· 30002 · 13
25
= 29 250,
that means (H4) holds;
(H5) Obviously, f (u, v) is increasing both in u and in v provided that u 0 and v  0;
(H6) We can easily check that
1∫
13
25
a(t) dt 
13
25∫
0
a(t) dt;
(H7) If 0 u 6300, −6300 v  0, we have
f (u, v) < 60 + 1
40
<
62502 − ( 2512 )2
12
25 × 12
, 0 u 1,
f (u, v) < 60 20
√
6300 + 1
40
<
62502 − ( 2512 )2
12
25 × 12
, 1 u 6300.
Therefore, by Theorems 3.1, 3.2 or Theorem 3.3, BVP (9)–(10) has at least three positive
solutions u1, u2, and u3 satisfying
‖u1‖ < 18 , 1 < α(u2), ‖u3‖ >
1
8
and α(u3) < 1. 
Example 2. In Example 1, let p = 3, a = 14 , and
f (u, v) =
{
9u3 + 2+sinv160 , 0 u 1,
9
√
u + 2+sinv , u 1.160
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and (H7) hold. So it follows from Theorem 3.1 or Theorem 3.3 that BVP (9)–(10) has at least
three positive solutions u1, u2, and u3 satisfying
‖u1‖ < 14 , 1 < α(u2), ‖u3‖ >
1
4
and α(u3) < 1.
Note. f (u, v) is not monotone in v, so we cannot apply Theorem 3.2 to Example 2.
5. Remarks
Similarly, we can establish some sufficient conditions for the existence of three positive solu-
tions to the boundary value problem(
ϕp(u
′)
)′ + a(t)f (u,u′) = 0, 0 t 1, (11)
u(0) = u′(1) = 0. (12)
Define T :E → E and cone P ⊂ E by:
(T u)(t) =
t∫
0
ϕq
( 1∫
s
a(r)f
(
u(r), u′(r)
)
dr
)
ds, ∀u ∈ E,
P = {u ∈ E: u(t) is nonnegative, increasing and concave on [0,1]}.
The definition of nonnegative continuous concave functional α remains unchanged. Similar to
the third section of this paper, we have
(i) If u = T u, then u(t) is a solution of boundary value problem (11)–(12);
(ii) α(u) = u(η) ‖u‖, ∀u ∈ P ;
(iii) α(T u) = (T u)(η);
(iv) ‖T u‖ = max{(T u)(1), (T u)′(0)} = (T u)′(0).
Then we have
Theorem 5.1. Assume there exist a, b, c, d with
0 < a < b ηm
M
d < d  c, L = ϕq
( 1∫
η
a(r) dr
)
,
f satisfies (H1)–(H3). Furthermore, one of the following conditions holds:
(i) minu∈[0,c],v∈[−c,0] f (u, v) · ϕp(Mm )
∫ 1
η
a(t) dt maxu∈[0,c],v∈[−c,0] f (u, v) ·
∫ 1
0 a(t) dt ;
(ii) f (u, v) is increasing in u and decreasing in v on [0, c] × [−c,0]; a(t) satisfies
ϕp
(
M
m
)

∫ 1
0 a(t) dt∫ 1
η
a(t) dt
;
(iii) (H7) holds.
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‖u1‖ < a, b < α(u2), ‖u3‖ > a and α(u3) < b.
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