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Abstract
In this paper it is investigated the problem which polynomials
over Cayley-Dickson algebras (of quaternions, octonions, etc.) have
zeros expressible with the help of roots and which polynomials have
decompositions as products of linear terms (z − z0,j), where z0,j are
zeros.
1 Introduction
Functions of real variables with values in Clifford algebras were investigated,
for example, in [3]. In this article we continue our investigations of functions
of variables belonging to noncommutative superalgebras [22] considering here
also functions of octonion variables and also of more general Cayley-Dickson
algebras Av, v ≥ 4, containing the octonion algebra as the proper subal-
gebra. The Cayley-Dickson algebras of larger dimensions are not already
alternative and proceedings for them are heavier. Nevertheless, using their
power-associativity and distributibity it is possible to investigate their poly-
nomials.
Dirac had used biquaternions (complexified quaternions) in his investiga-
tions of quantum mechanics. The Dirac equations Dzf1−Dz˜f2 = m(f1+ f2)
and Dz˜f1 + Dzf2 = m(f1 − f2) on the space of right superlinearly (z, z˜)-
superdifferentiable functions of quaternion variable can be extended on the
space of (z, z˜)-superdifferentiable functions f1(z, z˜) and f2(z, z˜) (see [22, 23])
gives evident physical interpretation of a solution (f1, f2), v ≥ 2, as spinors,
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where m is a mass of an elementary particle. We extend the operator
(D2z+D
2
z˜) from the space of right superlinearly (z, z˜)-superdifferentiable func-
tions on the space of (z, z˜)-superdifferentiable functions f , hence we get the
Klein-Gordon equation (D2z +D
2
z˜)f = 2m
2f in the particular case of quater-
nions and Av-algebras, v ≥ 3.
While development their theory Yang and Mills known in theoretical and
mathematical physics had actively worked with quaternions, but they have
felt lack of the available theory of quaternion functions existing in their time.
Yang also have expressed the idea, that possibly in quantum field theory it is
worthwhile to use quaternion time (see page 198 [8]). It is known also the use
of complex time through the Wick rotation in quantum mechanics for getting
solutions of problems, where the imaginary time is used for interpretations
of probabilities of tunneling under energy barriers (walls). Using the special
unitary group embedded into the quaternion skew fieldH it makes equivalent
under isomoprphism with SO(3) all spatial axes. On the other hand, the ma-
jor instrument for measurement is the spectrum. When there are deep energy
wells or high energy walls, then it makes obstacles for penetrating electro-
magnetic waves and radiation, that is well known also in astronomy, where
black holes are actively studied (see page 199 and §3.b [8] and references
therein). W. Hamilton in his lectures on quaternions also tackled a question
of events in H and had thought about use of quaternions in astronomy and
celestial mechanics (see [9, 25] and references therein). Therefore, in general
to compare the sequence of events it may be necessary in definite situations to
have the same dimensional time space as the coordinate space. On the other
hand, spatial isotropy at least local in definite domains makes from each axis
under rotations and dilatations SU(2)×R isomorphic with H. Therefeore, it
appears that in definite situations it would be sufficent to use H4 instead of
the Minkowski space-time R1,3, where R1,3 has the embedding into H. Since
H as the R-linear space is isomorphic with R4, then there exists the embed-
ding ζ of R1,3 into H such that ζ(x1, xi, xj , xk) = x1+xii+xjj+xkk, where
the R1,3-norm is given by the equation |x|1,3 = (x
2 + x˜2)/2 = Re(x2) =
x21 − x
2
i − x
2
j − x
2
k and the R
1,3 scalar product is given by the equality
(x, y)1,3 := (xy + y˜x˜)/2 = Re(xy) = x1y1 − xiyi − xjyj − xkyk, where
x = x1 + xii + xjj + xkk, x1, ..., xk ∈ R. This also can be used for em-
beddings of hyperbolic manifolds into quaternion manifolds. Then H4 can
be embedded into the algebra A4 of sedenions. It is also natural for de-
scribing systems with spin, isospin, flavor, color and their interactions. The
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enlargement of the space-time also is dictated in some situations by sym-
metry properties of differential equations or a set of operators describing a
system. For example, special unitary groups SU(n), for n = 3, ..., 11, etc.,
exceptional Lie groups, are actively used in theory of elementary particles [8],
but these groups can be embedded into the corresponding Cayley-Dickson
algebra Av [1]. Indeed, U(m) ⊂ GL(n,C) ⊂ C
n2 while Cm has the embed-
ding into Ar, where m = 2
r−1, such that Cm ∋ (x1 + iy1, ..., xm + iym) =:
ξ 7→ z := (x1 + i1y
1) + i2(x
2 + i∗2i3y
2) + ...+ i2m−2(x
m+ i∗2m−2i2m−1y
m) ∈ Ar,
since (i∗l ik)
2 = −1 for each l 6= k ≥ 1, where {i0, i1, ..., i2m−1} is the basis of
generators of Ar, i0 = 1, i
2
k = −1, i0ik = iki0, ilik = −ikil for each k 6= l ≥ 1,
i = (−1)1/2, z∗ = x1− i1y
1− i2x
2− i3y
2− ...− i2m−2x
m− i2m−1y
m, the norm
(zz∗)1/2 =: |z| = (
∑m
k=1 |x
k + iyk|2)1/2 =: |ξ| satisfies the parallelogramm
identity and induces the scalar product.
This paper continuous investigations of function theory over Cayley-Dickson
algebras [22, 23]. Cayley-Dickson algebras Av over the field of real numbers
coincide with the field C of complex numbers for v = 1, with the skew field of
quaternions, when v = 2, with the division nonassociative noncommutative
algebra K of octonions for v = 3, for each v ≥ 4 they are nonassociative
and not division algebras. The algebra Av+1 is obtained from Av with the
help of the doubling procedure. Considering the completion of the limit of
the direct system of Cayley-Dickson algebras {Av : v ∈ N} relative to the l2
norm, we get the Cayley-Dickson algebra A∞ with infinite number of gen-
erators (see [23]). Denote by Iv the set of all z ∈ Av such that Re(z) = 0,
where Re(z) := (z + z∗)/2. In the paper [11] there were written formulas for
zeros of square polynomials of particular type over quaternions.
In this paper it is investigated the problem which polynomials over Cayley-
Dickson algebras Av with v ≥ 2 have zeros expressible with the help of
roots and which polynomials have decompositions as products of linear terms
(z − z0,j), where z0,j are zeros.
The results of this paper can serve for subsequent investigations of special
functions of Cayley-Dickson algebra variables, noncommutative sheaf theory,
manifolds of noncommutative geometry over Cayley-Dickson algebras, their
groups of loops and diffeomorphisms (see also [18, 19, 20, 21, 24]).
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2 Zeros of polynomials.
1. Remark. Let Pn(z) be a polynomial over the Cayley-Dickson algebra
Av, v ≥ 2, such that
Pn(z) =
∑
0≤|k|≤n
(ak, z
k),
where ak = (ak1 , ..., akm), m = m(k) ∈ N, ak1, ..., akm ∈ Av, z ∈ Av,
(ak, z
k) := {ak1z
k1 ...akmz
km}q(2m), k = (k1, ..., km), 0 ≤ kl ∈ N for each
l = 1, ..., m, |k| = k1 + ...+ km, q(m) is the vector indicating on the order of
subsequent multiplications in {∗} [23]. A number z0 ∈ Av is called as usu-
ally a zero of Pn if Pn(z0) = 0. Denote by deg(Pn) := max{|k| : there exist
ak1 6= 0, ..., akm 6= 0, k = (k1, ..., km)} =: n the degree of Pn.
2. Definition. Let M be a set such that M =
⋃
j Uj , M is a Hausdorff
topological space, each Uj is open in M , φj : Uj → φj(Uj) ⊂ A
m
v are home-
omorphisms, φj(Uj) is open in Av for each j, if Ui ∩ Uj 6= ∅, the transition
mapping φi ◦ φ
−1
j is Av-holomorphic on its domain. Then M is called the
Av-holomorphic manifold and m ∈ N is its dimension over Av.
3. Definition. Let G be a group (may be without associativity axiom)
such that G has also the structure of an Av-holomorphic manifold and the
mapping G2 ∋ (g, h) 7→ gh−1 ∈ G is continuous (Av-holomorphic), then G we
call the Cayley-Dickson-Lie group (Av-holomorphic). We also suppose that
gh = 0 is not excluded for some g, h ∈ G, when v ≥ 4, where 0G = G0 = {0},
G is an additional zero element, while G is considered as the multiplicative
group with the unit element 1.
4. Definition. Let Pn be a polynomial over Av, v ≥ 2. Denote by
Gl(Pn, 0) := {g ∈ A
•
v : there exist z0 and z1 with Pn(z0) = 0 and Pn(z1) = 0
such that gz0 = z1 and g
−1z1 = z0}, Gl(Pn) := {g ∈ A
•
v : Pn(gz) = Pn(z)∀z ∈
Av}, analogously Gr(Pn, 0) and Gr(Pn) are defined with respect to the right
action.
5. Lemma. Let Pn, Gl(Pn, 0) and Gl(Pn) be as in Definition 4, then
Gl(Pn, 0) and Gl(Pn) are subgroups of the multiplicative Cayley-Dickson-Lie
group A•v, where 2 ≤ v ≤ ∞.
Proof. Suppose that 0 ∈ Gl(Pn) × Gl(Pn), that is, there exist g, h ∈
Gl(Pn) such that gh = 0 ∈ Av. Consider z ∈ Av such that hz 6= 0 and
h−1(hz) = z, which is possible due to the embedding K →֒ Av. Then
also h(h−1z) = z. Therefore, Pn(g(h(h
−1z)) = Pn(gz) = Pn(z). Take any
z ∈ R, then Pn(g(hz)) = Pn((gh)z) = Pn(0), consequently, Pn(z) = Pn(0)
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for each z ∈ R. This means that degPn(z) = 0, since Pn(0) = a0. Therefore,
Gl(Pn) = A
•
v. Evidently, A
•
v is the Cayley-Dickson-Lie group the atlas of
which can be chosen consisting of one chart. Mention, that this case is
impossible for v = 2 and v = 3 and nontrivial Pn, since H and K are division
algebras.
Suppose now that 0 /∈ Gl(Pn) × Gl(Pn), then Gl(Pn) has not divisors
of zero, consequently, Gl(Pn) can be embedded into K. For g, h ∈ Gl(Pn)
choose z ∈ ΥMg,Mh →֒ H, where ΥMg,Mh is the minimal subalgebra of Av
containing Mg and Mh and hence g and h also, g = ρg exp(Mg) is the polar
decomposition with ρg ≥ 0 and Mg ∈ Iv, then Pn(g(hz)) = Pn((gh)z) =
Pn(z) for each z ∈ Υg,h, since H is associative. If |g| 6= 1 and deg(Pn) ≥ 1,
then from Pn(g
kz) = Pn(z) for each z ∈ ΥMg,Mξ = H →֒ Av, where |z| 6= 0 in
particular can be taken, k ∈ Z is arbitrary it follows, that limk→∞ Pn(g
kz) =
0 for |g| > 1 and limk→−∞ Pn(g
kz) = 0 for |g| < 1, consequently, Pn(z) =
0 for each z ∈ Av, that contradicts our assumption. It remains the case
|g| = 1 for each g ∈ Gl(Pn), then g = exp(Mg) with Mg ∈ Iv due to the
polar decomposition of Cayley-Dickson numbers. Therefore, there exists the
embedding ΥMg,Mh,Mz →֒ K →֒ Av for corresponding Mg,Mh,Mz (see also
[13]) for each z = ρz exp(Mz) ∈ Av with ρz ≥ 0 andMz ∈ Iv, since ΥMg,Mh →֒
H. But gK = K for each g 6= 0, g ∈ K, consequently, Pn(g(hz)) = Pn(hz) =
Pn(z) = Pn((gh)(h
−1η)) = Pn(h
−1η) = Pn(η) for each z ∈ ΥMg,Mh,Mz →֒ K
due to the alternative property ofK, where η := hz. If hz = 0, then h−1z = 0
and Pn((gh)(h
−1z)) = Pn(0) = Pn(h
−1z). In general, z = z1 + z2, where
z1 ∈ ΥMg,Mh,Mz1 →֒ K, hz2 = 0, then Pn((gh)(h
−1z)) = Pn((gh)(h
−1z1)) =
Pn(h
−1z1) = Pn(h
−1z) = Pn(z). Then Pn(g(g
−1z)) = Pn(g
−1z) = Pn(z) for
each z ∈ Kg, where Kg is any copy of K containing g ∈ Av, gg
−1 = 1,
Pn(1z) = Pn(z) for all z ∈ Av. Therefore, g
−1 ∈ Gl(Pn) for each g ∈ Gl(Pn)
and 1 is the unit element of Gl(Pn), hence Gl(Pn) is the group by Definition
3.
Consider now Gl(Pn, 0), then Pn(g(hz0)) = Pn(hz0) = Pn(z0) = 0, Pn(g
−1z1) =
Pn(z0) = 0 for some zeros z0 and z1 (Pn(z1) = 0 and Pn(z0) = 0) of Pn with
gz0 = z1 and g
−1z1 = z0. Thus g
−1 ∈ Gl(Pn, 0) for each g ∈ Gl(Pn, 0) and
gh ∈ Gl(Pn, 0) for each g, h ∈ Gl(Pn, 0).
6. Corollary. If v = 2, then Gl(Pn) and Gl(Pn, 0) are associative, if
v = 3, then they are alteranative, in both cases v = 2 and v = 3 they have
not divisors of zero.
7. Corollary. Gl(Pn) ⊂ Gl(Pn, 0), Gl(PnPm) ⊃ Gl(Pn) ∩ Gl(Pm) for each
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Pn and Pm over Av.
8. Definition. We say that a zero z0 of Pn is expressed in roots, if there
exist nj ≥ 2, polynomials fp and a polynomial ξ such that
z0 = ξ(f
1/ni(1)
i(1) ◦ f
1/ni(2)
i(2) ◦ ... ◦ f
1/n(i(k))
i(k) , ..., f
1/ni(w)
i(w) ◦ f
1/ni(w+1)
i(w+1) ◦ ... ◦ f
1/n(i(t))
i(t) ),
where i(1), ..., i(t) ∈ {1, ..., p}, fi are polynomials of (ak : k) or also of others
polynomials or their roots, all roots are certainly with 1 ≤ ni ≤ n.
9. Lemma. Let M,N ∈ Iv, N = N1 + N2, where M ⊥ N2 relative to
the scalar product (x, y) := Re(xy∗), v ≥ 2, N1 = βM , where β ∈ R, then
the commutator of eM and eN is:
[eM , eN ] = 2[(sin |M |)/|M |][(sin |N |)/|N |]MN2.
Proof. Since Re(MN∗) = 0 and N∗ = −N , then Re(MN) = 0. We have
eNeM = (cos |M |)eN + [(sin |M |)/|M |]MeN1−N2 and eMeN = (cos |M |)eN +
[(sin |M |)/|M |]MeN (see Formula 3.3 in [23]). Therefore, eMeN − eNeM =
[(sin |M |)/|M |][eN − eN1−N2 ]. On the other hand, |N |2 = −N21 − N
2
2 =
|N1 − N2|
2 and eN1−N2 = cos |N | + [(sin |N |)/|N |](N1 − N2), consequently,
eN − eN1−N2 = 2[(sin |N |)/|N |]N2.
10. Corollary. If M,N ∈ Iv, v ≥ 2, then [e
M , eN ] = 0 if and only if
|N | = πl or |M | = πl or M ‖ N , where 0 ≤ l ∈ Z.
Proof. The condition M ‖ N is equivalent to MN2 = 0.
11. Lemma. Let M,N ∈ Iv and M ⊥ N relative to the scalar product
(x, y) := Re(xy∗), v ≥ 2, then the commutator of eM and eN is:
[eM , eN ] = 2[(sin |M |)/|M |][(sin |N |)/|N |]MN .
Proof. Since eNeM = (cos |M |)eN +[(sin |M |)/|M |]Me−N , consequently,
[eM , eN ] = eMeN − eNeM = [(sin |M |)/|M |]M(eN − e−N), where eN − e−N =
2[(sin |N |)/|N |]N .
12. Lemma. Let M,N ∈ Iv, N = N1 + N2, where M ⊥ N2, v ≥ 2,
N1 = βM , where β ∈ R, then the anticommutator of e
M and eN is:
{eM , eN} = 2(cos |M |)eN+2[(sin |M |)/|M |]M(cos |N |+[(sin |N |)/|N |]N1).
Proof. As follows from §9:
{eM , eN} := eMeN + eNeM = 2(cos |M |)eN + [(sin |M |)/|M |]M [eN + eN1−N2 ],
where eN + eN1−N2 = 2 cos |N |+ 2[(sin |N |)/|N |]N1.
13. Corollary. If M,N ∈ Iv, then {e
M , eN} = 0 if and only if either
{|N2| = π/2+πl and N1 = 0 and |M | = π/2+πk} or {|M2| = π/2+πk and
M1 = 0 and |N | = π/2 + πl}, where 0 ≤ l, k ∈ Z, N1 = βM and N2 ⊥ M ,
M1 = αN and M2 ⊥ N , N = N1 +N2, M = M1 +M2, α, β ∈ R.
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14. Lemma. Let K ∈ Iv, ∞ ≥ v ≥ 2, then there exists N ∈ Iv such that
eN(eKeN) ∈ R. Moreover, the manifold of such N has the real codimension
2 for eK /∈ R and 1 for eK ∈ R.
Proof. For |K| = 0 (modπ) this is trivial. Consider |K| 6= 0 (modπ).
At first eKeN = eN cos |K| + eN1−N2 [(sin |K|)/|K|]K, where N = N1 + N2,
N1 = βK, N2 ⊥ K, β ∈ R. Then
eN(eKeN) = e2N cos |K|+ eN(eN1−N2 [(sin |K|)/|K|]K).
On the other hand, eN = cos |N |+ [(sin |N |)/|N |]N ,
eN1−N2 = cos |N |+ [(sin |N |)/|N |](N1 −N2),
eNeN1−N2 = cos2 |N |+[(sin2 |N |)/|N |2](N21−N
2
2+2N2N1)+(cos |N |)[(sin |N |)/|N |]2N1,
since N1 ⊥ N2 and N1N2 = −N2N1, where N1N2 ∈ Iv, since N1 ⊥ N2 ∈ Iv.
Since Re(KN2) = 0, then
Im(e−N (eKeN )) = 0 if and only if
[(sin |2N |)/|N |]N cos |K|+
(cos2 |N |+ [(sin2 |N |)/|N |2](N21 −N
2
2 + 2N2N1)[(sin |K|)/|K|]K = 0.
Evidently, the manifold Ψ(K) of N ∈ Iv satisfying these conditions has
codimRΨ(K) = 2 for each v ≥ 2.
15. Lemma. Let n ≥ 2 be a natural number, r > 0, then the manifold
Φn(r) of all ζ ∈ Av such that ζ
n = r has codimRΦn(r) = 2 for each 2 ≤ v ≤
∞.
Proof. Represent ζ ∈ Φn(r) as the product ζ = ρz, where ρ > 0 and
z ∈ Φn(1), ρ
n = r. Therefore, it is sufficient to describe Φn(1). Consider
M ∈ Iv such that (e
M)n = enM = 1. In view of Formulas (3.2, 3) [23] it is
the case if and only if |M | = 2πk, where 0 ≤ k ∈ Z. This defines manifold
Φn(1) of codimension 2 in Av.
16. Lemma. Let ζ ∈ Av, 2 ≤ v ≤ ∞, n ≥ 2, z 6= 0, then the manifold
Φn(ζ) of all z ∈ Av such that z
n = ζ has codimRΦn(ζ) = 2 and Φn(ζ) is
locally connected.
Proof. In the polar form ζ = reK , where r > 0, K ∈ Iv. In view
of Lemma 15 it remains to consider ζ ∈ Av \ [0,∞). In accordance with
Lemma 14 there exists the 2-codimensional manifold of N ∈ Iv such that
e−N(eKe−N) ∈ R. In particular, take N = K/2. Represent each z ∈ Φn(ζ) in
the form z = ρeN (eMeN ), where ρ > 0 and ρn = r. For this verify that each
0 6= z ∈ Av can be written in such form, when N is given. For this consider
the minimal subalgebra ΥL,N of Av containing L and N , where z = ρe
L,
L ∈ Iv. For the corresponding N such that N ⊥ L and |NL| = |N ||L|
we have the embedding ΥL,N →֒ H. Therefore, e
M = ρ−1(e−Nz)e−N from
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which the existence of M ∈ ΥL,N follows, where ρ := |z|, since |e
N | = 1 and
hence |(e−Nz)e−N | = ρ. Therefore, we have the equation (eN(eMeN))n = eK .
Since codimRΦn(e
−N(eKe−N)) = 2 and for each z ∈ Φn(e
−N(eKe−N)) there
exists M ∈ Iv such that e
N (eMeN) = z. Then codimRΦn(ζ) = 2. From the
formulas above it follows, that Φn(ζ) is locally connected.
17. Theorem. Let Pn be a polynomial, n ≥ 2, z0 be its zero ex-
pressed in roots, then the connected component S(z0) of z0 in the set of
all zeros O(Pn) := {z ∈ Av : Pn(z) = 0} is a positive dimensional real
algebraic submanifold of O(Pn) embedded into Av, 2 ≤ v ∈ N. The group
Gl(Pn, 0) is the locally connected unique up to isomorphism subgroup of A
•
v
and codimRGl(Pn, 0) ≤ 2.
Proof. In view of Lemma 16 codimRΦn(ζ) = 2 for each 0 6= ζ ∈ Av,
n ≥ 2. The application of k-roots to Φn(ζ) with k ≥ 2 gives codimRΦk(z) = 2
for each z ∈ Φn(ζ), consequently, codimRΦk(Φn(ζ)) ≤ 2. Therefore, for each
zero z0 ∈ O(Pn) we have codimRS(z0) ≤ 2 and S(z0) is connected. Con-
sider a local subgroup Gl(Pn, 0; ζ0) of A
•
v elements of which relate all corre-
sponding pairs z0, z1 ∈ S(ζ0). In view of Lemma 16 for dimR(S(ζ0)) > 0
and dimR(S(ζ1)) > 0 for each ζ0 6= ζ1 ∈ Av there exists the embedding
Gl(Pn, 0; ζi) →֒ Gl(Pn, 0; ζj) defined up to group isomorphisms for either
(i = 1, j = 2) or (i = 2, j = 1), since e−N((Φn(z))e
−N) = Φn(|z|) for z ∈ Av
and the corresponding N ∈ Iv. In view of formulas for Φn(z) these local
subgroups generate the group Gl(Pn, 0) after addition transition elements be-
tween corresponding connected components arising from the same algebraic
expressions in radicals. The group Gl(Pn, 0) exists in accordance with Lemma
5. Evidenly, Gl(Pn, 0) is locally connected and codimRGl(Pn, 0) ≤ 2.
18. Theorem. Let G be a locally connected subgroup of the unit ball
B := B(A•v, 0, 1) with centre 0, 2 ≤ v ∈ N, then there exists a nonnegative
right-invariant σ-additive measure µ on the Borel algebra B(G) of G.
Proof. Since |zζ | ≤ |z||ζ | for each z, ζ ∈ Av, then B is the multi-
plicative group in accordance with Definition 2. There exists the retraction
f of B on G such that f(z) = z for each z ∈ G and f(B) = G. Sup-
pose that ν is a right-invariant measure ν : B(B) → [0, 1] ⊂ R. Then it
induces the measure ψ(A) := ν(f−1(A)) for each A ∈ B(G). It is right-
quasi-invariant: ψ((dz)g−1) = ρ(g, z)ψ(dz) for each g, z ∈ G, where ρ(g, z) ∈
L1(G,B(G), µ,R). Put µ(dz) := ρ−1(z, 1)ψ(dξ), dξ := (dz)z−1, then µ((dz)g−1) =
µ(dz), since µ({hg : h ∈ A, hg = 0}) = 0 for each A ∈ B(G). It re-
mains to construct ν. For this take the Hermitian metric zζ∗ =: g(z, ζ) in
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Av. Relative to it e
M gives the unitary operator for the quadratic form
g(z, z) = g(zeM , zeM ) for λ-almost every z ∈ Av, preserving the mea-
sure on Av induced by the Lebesgue measure λ on the real shadow R
2v .
Then λ((dz)g) = |g|λ(dz), so put ν(dz) := |z|−1λ(dz) on B(A•v), hence
ν((dz)g−1) = ν(dz), since ν(S) = 0 for each submanifold S of Av with
codimRS ≥ 1 and ν({hg : h ∈ A, hg = 0}) = 0.
19. Definition. Let G be a subgroup of B as above. If {etM : t ∈ [0, 2π]}
is a one-parameter subgroup of B, then take t ∈ [0, π/(2n)]. With this
restriction consider a subset Hn containing intersections with G of such local
subgroups instead of the entire one-parameter subgroup such that H4nn = G,
where H2n = HnHn,...,H
k+1
n = H
k
nHn for each k ∈ N, AB := {ab : a ∈ A, b ∈
B} for two subgroups A and B of a given group G. If Pn is a polynomial
on Av, then put P
G
n (z) :=
∫
Hn Pn(gz)µ(dg), where µ is the right-invariant
measure on G.
20. Theorem. Let Pn be a polynomial on Av, 2 ≤ v ∈ N. Then
PGn (z) = P
G
n (1) for each z ∈ G (see §19).
If v = 2, then Gl(P
G
n ) ⊃ G and (P
G
n )
G = cPGn , where c = const > 0.
If G ⊂ Gl(Pn, 0), then Gl(P
G
n , 0) ⊃ Gl(Pn, 0).
Proof. There are integral equalities:
PGn (z) :=
∫
Hn
Pn(gz)µ(dg) =
∫
Hn
Pn(y)µ((dy)z
−1) =
∫
Hn
Pn(y)µ(dy) = P
G
n (1)
for each z ∈ Hn. Iterating this equations we get the statement of this theo-
rem, since H4nn = G. Verify that this construction gives nontrivial in genereal
polynomial. Indeed
∫
Hn
gkµ(dg) 6= 0 for each 0 ≤ k ≤ n by the definition of
Hn.
In the case of H, v = 2, we have
PGn (xz) =
∫
Hn Pn(g(xz))µ(dg) =
∫
Hn Pn(yz)µ((dy)x
−1)
=
∫
Hn Pn(yz)µ(dy) = P
G
n (z) for each x ∈ Hn,
iterating this equation 1 ≤ k ≤ 4n times, we get the statement for each
x ∈ G. In view of the Fubini theorem
(PGn )
G(z) =
∫
Hn
∫
Hn Pn(g1g2z)µ(dg1)µ(dg2)
=
∫
Hn
(
∫
Hn
Pn(hz)µ((dh)g
−1
2 ))µ(dg2)
=
∫
Hn Pn(hz)µ(dh) = cP
G
n (z),
since µ is right-invariant probability measure,∫
Hn µ(Sg
−1)µ(dg) = µ(S)µ(Hn)
for each S ∈ B(G) and µ(Hn) =: c > 0, Pn(z) =
∑
k Pn,k(z)i2k−1, where
Pn,k(z) is with values in R ⊕ Ri2ki
∗
2k−1 isomorphic with C, {1, i1, ..., i2v−1}
are generators of Av.
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If G ⊂ Gl(Pn, 0) and z0 ∈ O(Pn), g ∈ Gl(Pn, 0), then
PGn (gz0) =
∫
Hn
Pn(g(xz0))µ(dx) = 0.
It remains to verify that PG(z) is also polynomial, if P is a polynomial.
Mention, that if Pk is R-homogeneous of degree k, then after integration the
function PGk is also R-homogeneous: P
G
k (az) = a
kPGn (z) for each a ∈ R,
since the integral
∫
Hn Pk(gz)µ(dg) is R-linear. Therefore, in general P
G
n is
the sum of R-homogeneous terms of degree at most n. The set of all step
functions φ(g) :=
∑m
j=1 χAj (g)f(gjz) is dense in the space L
1(G,B(G), µ,Av)
of Av-valued µ-measurable functions of finite norm ‖f‖L1 :=
∫
G |f(z)|µ(dz),
where |η| is the norm of η in Av, χA is the characteristic function of A ∈
B(G), gj ∈ Aj . Since Hn ∈ B(G), then
∫
Hn
∑m
j=1 χAj(g)Pn(gjz)µ(dg) =
Pn(gjz)µ(Aj ∩ Hn) is the polynomial function of degree n by the variable
z ∈ Av. Therefore, the limit relative to ‖ ∗ ‖L1 of the Cauchy sequence of
such step functions and their integrals by Hn give a sequence converging
to the polynomial PGn (z) of degree n. This convergence is uniform by the
variable z in each ball B(Av, 0, r) with 0 < r < ∞, that follows from the
consideration of integrals of step functions and since Pn is characterized by
the finite family of expansion coefficients.
21. Remarks. To construct polynomials with prescribed dimensions of
S(z0), which can vary from 0 to 2
v − 1 (2v corresponds to the trivial case),
for z0 ∈ O(Pn) it is possible to use projection operators on spanR(ij1, ..., ijk)
from [23] and as well expressions of commutators and anticommutators above,
where (1, i1, ..., i2v−1) are generators of Av, 2 ≤ v ∈ N. Indeed, each pro-
jection πj on Rij has the form πj(z) =
∑
k αj,k(zβj,k), where αj,k and βj,k
are constants in Av independent from z ∈ Av. Therefore, in general a poly-
nomial over Av may have a set of zeros different from discrete, hence the
representation of the type a(z − z1)...(z − zn) is the exceptional case for
v ≥ 2, moreover, for v ≥ 3 because of nonassociativity of Av, where z1, ..., zn
are zeros. Theorems above also show, that in general a polynomial Pn over
Av, v ≥ 2, with n ≤ 4 may have not expressions of zeros through roots apart
from the complex case.
Recall that in accordance with the Abel theorem the general equation
over C of degree n is solvable in radicals if and only if n ≤ 4 (see Proposition
9.8 on page 308 in [12]). Since the general polynomial Pn(z) over Av has a
restriction on C embedded in Av, then the general equation of degree n over
Av, v ≥ 2, is solvable in radicals if and only if n ≤ 4, but this causes also the
restriction on dimensions of S(z0) (see above).
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For A∞ it is possible to define as in §19 P
G
n (z) := limm→∞ P
Gm
n (zm),
where Gm := G ∩Am, zm is the projection of z ∈ A∞ into Am.
22. Corollary. Let Pn be a polynomial on A∞. Then P
G
n (z) = P
G
n (1)
for each z ∈ G.
If G ⊂ Gl(Pn, 0), then Gl(P
G
n , 0) ⊃ Gl(Pn, 0).
Proof. For each g ∈ G and z ∈ A∞ the sequences gm ∈ Gm and zm ∈ Am
converge to g and z respectively, while m tends to the infinity. Therefore,
PGn (z) = limm→∞ P
Gm
n (zm) = limm→∞ P
Gm
n (1) = P
G
n (1) for each z ∈ G.
For each z ∈ A∞ we have P
G
n (z) = limm→∞ P
Gm
n (zm) = limm→∞ P
Gm
n,m(zm),
where Pn,m is the polynomial with coefficients (akj)m ∈ Am instead of akj ∈
A∞. Thus, for each g ∈ Gl(P
G
n , 0) there exists a sequence gm ∈ Gl(P
Gm
n,m, 0)
converging to g, when m tends to the infinity.
The following theorem establishes, that each polynomial over Cayley-
Dickson algebra has zeros.
23. Theorem. Let P (z) be a polynomial on Av, 2 ≤ v ≤ ∞, such
that P (z) = zn+1 +
∑n
η(k)=0(Ak, z
k), where Ak = (a1,k, ..., am,k), aj,l ∈ Av,
k = (k1, ..., km), 0 ≤ kj ∈ Z, η(k) = k1 + ... + km, 0 ≤ m = m(k) ∈ Z,
m(k) ≤ η(k) + 1, (Ak, z
k) := {a1,kz
k1 ...am,kz
ks}q(m+η(k)), z
0 := 1. Then P (z)
has a zero in Av.
Proof. Consider at first v < ∞. Suppose that P (z) 6= 0 for each
z ∈ Av. Consider a rectifiable path γR in Av such that γR([0, 1]) ∩ Av =
[−R,R] and outside [−R,R]: γR(t) = R exp(2πtM), where M is a vector
in Iv with |M | = 1, 0 ≤ t ≤ 1/2. Express P˜ through variable z also
using z∗ = (2v − 2)−1{−z +
∑
s∈bˆv
s(zs∗)}. Since lim|z|→∞ P (z)z
−n−1 = 1,
then due to Theorem 2.11 [23] limR→∞
∫
γR
(PP˜ )−1(z)dz =
∫R
−R(PP˜ )
−1(x)dx
=
∫ R
−R |P (x)|
−2dx ≥ 0. But limR→∞
∫
γR
(PP˜ )−1(z)dz = limR→∞ πR
−2n−1 = 0.
On the other hand,
∫R
−R |P (x)|
−2dx = 0 if and only if |P (x)|−2 = 0 for each
x ∈ R. This contradicts our supposition, hence there exists a zero z0 ∈ Av,
that is, P (z0) = 0. In the case v =∞ use that z = limv→∞ zv.
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