We report on a Dalitz plot analysis of B − → D + π − π − decays, based on a sample of about 383 × 10 6 Υ(4S) → BB decays collected with the BABAR detector at the PEP-II asymmetricenergy B Factory at SLAC. We find the total branching fraction of the three-body decay: 
I. INTRODUCTION
Orbitally excited states of the D meson, denoted here as D J , where J is the spin of the meson, provide a unique opportunity to test the Heavy Quark Effective Theory (HQET) [1, 2] . The simplest D J meson consists of a charm quark and a light anti-quark in an orbital angular momentum L = 1 (P-wave) state. Four such states are expected with spin-parity J P = 0 + (j = 1/2), 1 + (j = 1/2), 1 + (j = 3/2) and 2 + (j = 3/2), which are labeled here as D * 0 , D 2 ), while the j = 3/2 states that decay through a D-wave are expected to be narrow (tens of MeV/c 2 ) [2] [3] [4] . Properties of the L = 1 D 0 J mesons [5] are given in Table I .
The narrow D J mesons have been previously observed and studied by a number of experiments [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . D J mesons have also been studied in semileptonic B decays [17] [18] [19] [20] [21] [22] [23] [24] . Precise knowledge of the properties of the D J mesons is important to reduce uncertainties in the measurements of semileptonic decays, and thus the determination of the Cabibbo-Kobayashi-Maskawa [25] matrix elements |V cb | and |V ub |. The Belle Collaboration has reported the first observation of the broad D * 0 0 and D
′0
1 mesons in B decay [12] . The FOCUS Collaboration has found evidence for broad structures in D + π − final states [13] with mass and width in agreement with the D * 0 0 found by Belle Collaboration. However, the Particle Data Group [5] considers that the J and P quantum numbers of the D * 0 0 and D
1 states still need confirmation.
In this analysis, we fully reconstruct the decays [26] and measure their branching fraction. We also perform an analysis of the Dalitz plot (DP) to measure the exclusive branching fractions of B − → D 
II. THE BABAR DETECTOR AND DATASET
The data used in this analysis were collected with the BABAR detector at the PEP-II asymmetric-energy e 
ple consists of 347.2 fb −1 corresponding to (382.9±4.2)× 10 6 BB pairs (N BB ) taken on the peak of the Υ(4S) resonance. Monte Carlo (MC) simulation is used to study the detector response, its acceptance, background, and to validate the analysis. We use GEANT4 [27] to simulate resonant e + e − → Υ(4S) → BB events (generated by EvtGen [28] ) and e + e − →(where q = u, d, s or c) continuum events (generated by JETSET [29] ).
A detailed description of the BABAR detector is given in Ref. [30] . Charged particle trajectories are measured by a five-layer, double-sided silicon vertex tracker (SVT) and a 40-layer drift chamber (DCH) immersed in a 1.5 T magnetic field. Charged particle identification (PID) is achieved by combining information from a ring-imaging Cherenkov device with ionization energy loss (dE/dx) measurements in the DCH and SVT.
III. EVENT SELECTION
Five charged particles are selected to reconstruct de-
The charged particle candidates are required to have transverse momenta above 100 MeV/c and at least twelve hits in the DCH. A K − candidate must be identified as a kaon using a likelihood-based particle identification algo- 
where E and p are energy and momentum, the subscripts 0 and B refer to the e + e − -beam system and the B candidate, respectively; s is the square of the center-of-mass energy and the asterisk labels the center-of-mass frame. For B − → D + π − π − signal events, the m ES distribution is well described by a Gaussian resolution function with a width of 2.6 MeV/c 2 centered at the B − meson mass, while the ∆E distribution can be represented by a sum of two Gaussian functions with a common mean near zero and different widths with a combined RMS of 20 MeV.
Continuum events are the dominant background. Suppression of background from continuum events is provided by two topological requirements. In particular, we employ restrictions on the magnitude of the cosine of the thrust angle, cos Θ th , defined as the angle between the thrust axis of the selected B candidate and the thrust axis of the remaining tracks and neutral clusters in the event. The distribution of | cos Θ th | is strongly peaked towards unity for continuum background but is uniform for signal events. We also select on the ratio of the second to the zeroth Fox-Wolfram moment [31] , R 2 , to further reduce the continuum background. The value of R 2 ranges from 0 to 1. Small values of R 2 indicate a more spherical event shape (typical for a BB event) while values close to 1 indicate a 2-jet event topology (typical for aevent). We accept the events with | cos Θ th | < 0.85 and R 2 < 0.30. The | cos Θ th | (R 2 ) cut eliminates about 68% (71%) of the continuum background while retaining about 90% (83%) of signal events.
To suppress backgrounds, restrictions are placed on m ES : 5.2754 < m ES < 5.2820 GeV/c 2 , and ∆E: −130 < ∆E < 130 MeV. The selected samples of B candidates are used as input to an unbinned extended maximum likelihood fit to the ∆E distribution. The result of the fit is used to determine the fractions of signal and background events in the selected data sample. For events with multiple candidates (∼ 3.5% of the selected events) satisfying the selection criteria, we choose the one with best χ 2 from the B vertex fit. Based on MC simulation, we determine that the correct candidate is selected at least 65% of the time. We fit the m ES distribution of the selected B − → D + π − π − candidates with a sum of a Gaussian function for the signal and a background function for the background having the probability density,
, where x = m ES /m 0 with m 0 fixed at 5.29 GeV/c 2 and ξ is a shape parameter [32] . The signal parameters (mean, width of Gaussian) and the shape parameter of the background function are free parameters of the fit. The data and the result of the fit are shown in Fig. 3a . We fit the ∆E distribution of the selected B − → D + π − π − candidates with a sum of two Gaussian functions with a common mean for the signal and a linear function for the background. The signal parameters (mean, width of wide Gaussian, width and fraction of narrow Gaussian) and the slope of the background function are free parameters of the fit. The data and the result of the fit are shown in Fig. 3b . The resulting signal yield is 3496 ± 74 events, where the error is statistical only. A clear signal is evident in both m ES and ∆E distributions.
To distinguish signal and background in the Dalitz plot studies, we divide the candidates into three subsamples: the signal region, −21 < ∆E < 15 MeV, the left sideband, −109 < ∆E < −73 MeV, and the right sideband, 67 < ∆E < 103 MeV. The events in the signal region are used in the Dalitz plot analysis, while the events in the sideband regions are used to study the background.
In order to check the shape of the background ∆E distribution, we have generated a background MC sample 
0 is missed and a random track in the event is misidentified as a signal π − . The background histogram in Fig. 3b is fitted with a sum of two Gaussian functions with a common mean for the peaking background, with parameters fixed to those obtained from the fit to data, and a linear function to describe the combinatorial background. The amount of peaking background is estimated at 82 ± 41 events. After peaking background subtraction, the number of signal events above background is N signal = 3414 ± 85. The background fraction in the signal region is (30.4 ± 1.1)%.
IV. DALITZ PLOT ANALYSIS
We refit the D + and B − candidate momenta by constraining the trajectories of the three daughters of the B − meson candidate to originate from a common decay vertex while constraining the invariant masses of
, respectively. The mass-constraints ensure that all events fall within the Dalitz plot boundary.
In the decay of a B − into a final state composed of three pseudo-scalar particles (D + π − π − ), two degrees of freedom are required to describe the decay kinematics. In this analysis we choose the two Dπ invariant mass-squared combinations
as the independent variables, where the two like-sign pions π − 1 and π − 2 are randomly assigned to x and y. This has no effect on our analysis since the likelihood function (described below) is explicitly symmetrized with respect to interchange of the two identical particles.
The differential decay rate is generally given in terms of the Lorentz-invariant matrix element M by
where m B is the B meson mass. The Dalitz plot gives a graphical representation of the variation of the square of the matrix element, |M| 2 , over the kinematically accessible phase space (x,y) of the process. Non-uniformity in the Dalitz plot can indicate presence of intermediate resonances, and their masses and spin quantum numbers can be determined.
A. Probability Density Function
We describe the distribution of candidate events in the Dalitz plot in terms of a probability density function (PDF). The PDF is the sum of signal and background components and has the form:
DP B(x, y)dxdy
where the integral is performed over the whole Dalitz plot, the S(x, y) ⊗ R is the signal term convolved with the signal resolution function, B(x, y) is the background term, f bg is the fraction of background events, and ǫ is the reconstruction efficiency. An unbinned maximum likelihood fit to the Dalitz plot is performed in order to maximize the value of
with respect to the parameters used to describe S, where x i and y i are the values of x and y for event i respectively, and N event is the number of events in the Dalitz plot. In practice, the negative-log-likelihood (NLL) value
is minimized in the fit.
B. Goodness-of-fit
It is difficult to find a proper binning at the kinematic boundaries in the x-y plane of the Dalitz plot. For this reason, we choose to estimate the goodness-of-fit χ 2 in the cos θ (range from -1 to 1) and m 
/c
4 ) plane, which is a rectangular representation of the Dalitz plot. The parameter θ is the helicity angle of the Dπ system and m 2 min (Dπ) is the lesser of x and y. The helicity angle θ is defined as the angle between the momentum vector of the pion from the B decay (bachelor pion) and that of the pion of the Dπ system in the Dπ rest-frame.
The χ 2 value is calculated using the formula
for cells in a 18 × 18 grid of the two-dimensional histogram. In Eq. (7), n total is the total number of cells used, N celli is the number of events in each cell, N fiti is the expected number of events in that cell as predicted by the fit results. The number of degrees of freedom (NDF) is calculated as n total − k − 1, where k is the number of free parameters in the fit. We require N fit ≥ 10; if this requirement is not met then neighboring cells are combined until ten events are accumulated.
C. Matrix element M and Fit Parameters
This analysis uses an isobar model formulation in which the signal decays are described by a coherent sum of a number of two-body (Dπ system + bachelor pion) amplitudes. The orbital angular momentum between the Dπ system and the bachelor pion is denoted here as L. The total decay matrix element
where the first term represents the S-wave (L = 0), Pwave (L = 1) and D-wave (L = 2) nonresonant contributions, the second term stands for the resonant contributions, the parameters ρ k and φ k are the magnitudes and phases of k th resonance, while ρ L and φ L correspond to the magnitudes and phases of the nonresonant contributions with angular momentum L. The functions N L (x, y) and A k (x, y) are the amplitudes for nonresonant and resonant terms, respectively.
The resonant amplitudes A k (x, y) are expressed as:
where
and F L (qr) are the Blatt-Weisskopf barrier factors [33] , and T L (p, q, cos θ) gives the angular distribution. The parameter m (= √ x) is the invariant mass of the Dπ system. The parameter p ′ is the magnitude of the three momentum of the bachelor pion evaluated in the B-meson rest frame. The parameters p and q are the magnitudes of the three momenta of the bachelor pion and the pion of the Dπ system, both in the Dπ rest frame. The parameters p ′ , p, q and θ are functions of x and y. The nonresonant amplitudes N L (x, y) with L = 0, 1, 2 are similar to A k (x, y) but do not contain resonant mass terms:
The Blatt-Weisskopf barrier factors F L (p ′ r ′ ) and F L (qr) depend on a single parameter, r ′ or r, the radius of the barrier, which we take to be 1.6 (GeV/c) −1 , similarly to Ref. [12] . A discussion of the systematic uncertainty associated with the choice of the values of r and r ′ follows below. The forms of F L (z), where z = p ′ r ′ or qr, for L = 0, 1, 2 are:
where z 0 = p v π − , we use an exponential form factor in place of the BlattWeisskopf barrier factor, as discussed in Ref. [12] :
Here, we set p v = 0.038 GeV/c, which gives the best fit, although any value of p v between 0.015 and 1.5 GeV/c gives negligible effect on the fitted parameters compared to their statistical errors.
The resonance mass term R k (m) describes the intermediate resonance. All resonances in this analysis are parametrized with relativistic Breit-Wigner functions:
where the decay width of the resonance depends on m:
where m 0 and Γ 0 are the values of the resonance pole mass and decay width, respectively. The terms T L (p, q, cos θ) describe the angular distribution of final state particles and are based on the Zemach tensor formalism [34] . The definitions of T L (p, q, cos θ) for L = 0, 1, 2 are:
The signal function is then given by:
In this analysis, the masses of D Since the choice of normalization, phase convention and amplitude formalism may not always be the same for different experiments, we use fit fractions and relative phases instead of amplitudes to allow for a more meaningful comparison of results. The fit fraction for the k th decay mode is defined as the integral of the resonance decay amplitudes divided by the coherent matrix element squared for the complete Dalitz plot:
The fit fraction for nonresonant term with angular momentum L has a similar form:
The fit fractions do not necessarily add up to unity because of interference among the amplitudes.
To estimate the statistical uncertainties on the fit fractions, the fit results are randomly modified according to the covariance matrix of the fit and the new fractions are computed using Eq. (23) or (24) . The resulting fit fraction distribution is fitted with a Gaussian whose width gives the error on the given fraction.
D. Signal Resolution Function
The detector has finite resolution, thus measured quantities differ from their true values. For the narrow resonance D * 2 with the expected width of about 40 MeV, the signal resolution needs to be taken into account. In order to obtain the signal resolution on m 2 (Dπ) around the D * 2 mass region, we study a sample of MC generated
with the mass and width of X set to 2.460 GeV/c 2 (D * 2 mass region) and 0 MeV, respectively, and subject these events to the same analysis reconstruction chain. The reconstructed events are then classified into two categories: truth-matched (TM) events, where the B and the daughters are correctly reconstructed, and self-crossfeed (SCF) events, where one or more of the daughters is not correctly associated with the generated particle.
The two-dimensional distribution of cos θ versus m 2 (Dπ) for truth-matched events is shown in Fig. 4 . Since the resolution is independent of cos θ, we fit the distribution of the quantity q ′ = m 2 (Dπ) − m 2 true using a sum of two Gaussian functions with a common mean to obtain the resolution function for truth-matched events (R TM ). The signal resolution for an invariant mass of the Dπ combination around the D * 0 2 region is about 3 MeV/c 2 . The two-dimensional distribution of cos θ versus m 2 (Dπ) for self-crossfeed events is shown in Fig. 5 . The SCF fraction, f SCF , varies from 0.5% to 4.0% with cos θ. We fit the f SCF distribution with a 4th-order polynomial function. The f SCF distribution and the result of the fit are shown in Fig. 6 . The resolution for self-crossfeed events varies between 5 MeV/c 2 and 100 MeV/c 2 with cos θ. We divide the cos θ interval into 40 bins of equal width and use these bins to describe the resolution function (R SCF ) in terms of a sum of two bifurcated Gaussian (BGaussian) functions with different means. The BGaussian is a Gaussian as a function of q ′ with three parameters, q ′ 0 the mean, and the two widths, σ 1 on the left and σ 2 on the right side of the mean. The form of BGaussian is:
where q ′ 0 , σ 1 and σ 2 are free parameters. The signal resolution function is then given by:
The function R(q ′ , cos θ) represents the probability density for an event having the true mass squared m tion is performed using numerical integration:
where S is the signal function in Eq. (22), and q min (q max ) is the lesser (greater) of x and y. The quantity cos θ is determined from q min and q max and is assumed to be constant during convolution. The resolution in cos θ has a negligible effect on the fitted parameters. The quantity q ′ max is computed using the kinematics of three-body decay with q min , q ′ and cos θ. The resolution function and the integration method in Eq. (27) have been fully tested using 262 MC samples with full event reconstruction given below. We have compared D invariant mass resolutions for
+ between data and MC-simulated events and find that they agree within their statistical uncertainties. Estimated biases in the fitted parameters due to uncertainties in the signal resolution function are small and have been included into the systematic errors.
E. Efficiency
The signal term S defined above is modified in order to take into account experimental particle detection and event reconstruction efficiency. Since different regions of the Dalitz plot correspond to different event topologies, the efficiency is not expected to be uniform over the Dalitz plot. The term ǫ(x, y) in Eq. (4) is the overall efficiency for truth-matched and self-crossfeed signal events, hence the efficiency for truth-matched signal events is
In order to determine the efficiency across the Dalitz plot, a sample of simulated the Dalitz plot is generated. Some events are generated with one or more additional final-state photons to account for radiative corrections [35] . As a result, the generated Dalitz plot is slightly distorted from the uniform distribution. The number of generated events is N gen =1252k. Each event is subjected to the standard reconstruction and selection, described in Section III. In addition, we require that the candidate decay is truth matched. After correcting for data/MC efficiency differences in particle identification, which are momentum dependent and thus vary over the Dalitz plot, the total number of accepted events is N acc = 121, 390. We employ an unbinned likelihood method to fit the Dalitz plot distributions for generated and accepted event samples. The PDF for generated events (PDF gen ) is a fourth-order two-dimensional polynomial while the PDF for accepted events (PDF acc ) is a seventh-order two-dimensional polynomial. The efficiency function is then given by: 
F. Background
The background distribution is modeled using MC background events, selected with the same criteria applied to the data and requiring the B candidate to fall into the signal ∆E region defined in Section III. Events in the data ∆E sidebands could also be used to model the background, however in MC studies we find differences between the Dalitz plot distributions of the background in the signal and sideband regions. Since we find the Dalitz plot distributions of sideband events in data and in MC simulation to be consistent within their statistics, we are confident that the MC simulation can accurately represent the background distribution in the signal region. Fig. 8a, 8b and Fig. 9a show the Dalitz plot distributions of sideband events in data, sideband events in the MC sample and background events in the ∆E signal region of the MC sample, respectively. Fig. 8c, 8d and 8e show the comparisons of ∆E sideband events between data and MC simulation in m The parameterization used to describe the background is: 
where the coefficients c 0 to c 19 are free parameters to 
V. RESULTS

A. Branching Fraction B(B
The total B − → D + π − π − branching fraction is calculated using the relation:
where N signal = 3414 ± 85 is the fitted signal yield given in Section III,ǭ is the average efficiency, B(D + ) = (9.22± 0.21)% is the branching fraction for D + → K − π + π + [5, 36] , and the total number of
6 , is determined using N BB and the ratio of Γ(Υ (4S) [5] .
Since the reconstruction efficiencies vary slightly for different resonances, the average efficiency is calculated by weighing the accepted and generated events by S(x, y)
with the values for the parameters of our nominal Dalitz plot model (discussed below):
where w i is the correction factor which depends on x and y due to particle identification efficiency. The valuē ǫ = (8.72 ± 0.05)% is obtained using this method. The measured total branching fraction is
, where the stated error refers to the statistical uncertainty only. A full discussion of the systematic uncertainties follows below.
B. Dalitz plot analysis results
The Dalitz plot distribution for data is shown in Table II . Of these models, model 1 produces the best fit quality with the smallest number of components, and we choose it as the nominal fit model. The components considered in this fit model are D * 0
v and P-wave nonresonant. The P-wave nonresonant component is an addition to the fit model used in the previous measurement from Belle [12] . The sum of the fractions (115 ± 5)% for the nominal fit differs from 100% because of destructive interferences among the amplitudes. The χ 2 /NDF for the nominal fit is 220/153. To better understand the large χ 2 /NDF, we look at the contributions to the total χ 2 from individual cells. We find four cells with χ 2 > 7, which inflate the total χ 2 . The central points in these cells are at: (6.83, −0.722), (6.83, −0.611), (6.83, 0.5) and (8.08, −0.722), where the first value is m 2 min (Dπ), and the second is cos θ. In order to determine the effect on the fitted parameters from these cells, we repeat the nominal fit with these cells excluded. The resulting χ 2 /NDF is 182/149, corresponding to a probability of 3.4%. Assuming these large χ 2 contributions are caused by an unknown systematic problem, removing them from the fit is reasonable. However, under the assumption that these high χ 2 contributions have a statistical origin, the χ 2 probability is 0.04% [37] . The low probability indicates that a model more complex than the isobar model may be necessary to describe the characteristics of the data. The differences in the fitted D * 2 and D * 0 parameters, when these cells are included or excluded, are assigned to systematic uncertainties, and are much smaller than the statistical uncertainties. The removal of these cells does not affect the choice of model 1 as the nominal fit from Table II. Ref. [38] argues for an addition of a Dπ S-wave state near the Dπ system threshold to the model of the Dππ final state. We have performed tests using the models 1-4 in Table II with the D * v replaced by a Dπ S-wave state. Two different parametrizations for Dπ S-wave state amplitude are used: one is the function given by Eq. (8) of Ref. [38] with the numerator set to constant, the other function is the relativistic Breit-Wigner given by Eq. (17) . Among the tests we have performed with these parameterizations, the model with D * 2 , D * 0 , Dπ Swave (using Eq. (8) excluded or with the J P of the broad resonance replaced by other quantum numbers. In all cases, the NLL and χ 2 /NDF values are significantly worse than that of the nominal fit. Fig. 12a illustrates the helicity distributions in the D * 0 0 mass region from hypotheses 2-4; clearly the nominal fit gives the best description of the data. We Table III , respectively. The shaded histograms show the cos θ distributions from ∆E sidebands in data.
conclude that a broad spin-0 state D * 0 0 is required in the fit to the data. The same conclusion is obtained when performing the same test on Models 2-5. As listed in Table IV , the systematic error on the measurement of the total B − → D + π − π − branching fraction is due to the uncertainties on the following quantities: the number of B + B − events in the initial sample, the charged track reconstruction and identification efficiencies, and the D + → K − π + π + branching fraction. The uncertainty in the ∆E background shape, the uncertainty in the average efficiency due to the fit models and a possible fit bias also contribute to the systematic error. The uncertainty on the number of B + B − events is determined using the uncertainties on Γ(Υ(4S) →
and integrated luminosity (1.1%). The uncertainty on the input D + branching fraction is taken from [36] . The uncertainty in the ∆E background shape is estimated by comparing the signal yields between fitting the ∆E distribution with a linear background shape and with higher-order (second and third-order) polynomials. The uncertainty in the fit models is estimated by comparing the average efficiencies in Eq. (32) using Models 2-5 of Table II . The fit bias is estimated to be less than 1% by comparing the generated and the fitted value of B(B − → D + π − π − ) from resonant and continuum MC samples.
B. Uncertainties on Dalitz plot analysis results
The sources of systematic uncertainties that affect the results of the Dalitz Plot analysis are summarized in Table V. These uncertainties are added in quadrature, as they are uncorrelated, to obtain the total systematic error.
The uncertainties due to the background parameterization are estimated by comparing the results from the nominal fit with those obtained when the background shape parameters are allowed to float in the fit. The errors from the uncertainty in the background fraction are estimated by comparing the fit results when the background fraction is changed by its statistical error. We vary the set of cuts on ∆E, m ES , R 2 , cos Θ th and mass of D + , which increase the number of signal events by 25% and the background fraction to 36.5%, and repeat the fits. The difference in the fit results is taken as an estimate of the systematic uncertainty due to the event selection. Fit biases are studied using 1248 parameterized MC samples and 262 MC samples with full event reconstruction. Small biases are observed for some of the parameters. We combine these biases with those coming from high χ 2 cells, as discussed in the previous section, in quadrature to obtain the total systematic contribution from the fit bias. The uncertainties in PID are obtained by comparing the nominal fit results with those obtained when the PID corrections to the reconstruction efficiency are varied according to their uncertainties. The uncertainties in the efficiency and signal resolution parametrization are found to be negligible using the fits to the reconstructed MC samples.
In addition to the above systematic uncertainties, we also estimate a model-dependent uncertainty that comes from the uncertainty in the composition of the signal model and the uncertainty in the Blatt-Weisskopf barrier factors. The model-dependent uncertainties are estimated by comparing the fit results with Models 2-5 in Table II and by varying the radius of the barrier, r ′ and r in Eqs. (14)- (16) where the first and second errors reflect the statistical and systematic uncertainties, respectively, the third one is the uncertainty related to the assumed composition of signal events and the Blatt-Weisskopf barrier factors. The measured masses and widths of both states are consistent with the world averages [5] and the predictions of some theoretical models [39] [40] [41] . We have also obtained exclusive branching fractions for D Our results for the masses, widths and branching fractions are consistent with but more precise than previous measurements performed by Belle [12] .
The relative phase of the scalar and tensor amplitude is measured to be φ D * 0 0 = −2.07 ± 0.06 ± 0.09 ± 0.18 rad.
