Current practice in convolutional neural networks (CNN) remains largely bottomup and the role of top-down process in CNN for pattern analysis and visual inference is not very clear. In this paper, we propose a new method for structured labeling by developing convolutional pseudo-prior (ConvPP) on the ground-truth labels. Our method has several interesting properties: (1) compared with classical machine learning algorithms like CRFs and Structural SVM, ConvPP automatically learns rich convolutional kernels to capture both short-and long-range contexts; (2) compared with cascade classifiers like Auto-Context, ConvPP avoids the iterative steps of learning a series of discriminative classifiers and automatically learns contextual configurations; (3) compared with recent efforts combing CNN models with CRFs and RNNs, ConvPP learns convolution in the labeling space with much improved modeling capability and less manual specification; (4) compared with Bayesian models like MRFs, ConvPP capitalizes on the rich representation power of convolution by automatically learning priors built on convolutional filters. We accomplish our task using pseudo-likelihood approximation to the prior under a novel fixed-point network structure that facilitates an end-toend learning process. We show state-of-the-art results on sequential labeling and image labeling benchmarks.
INTRODUCTION
Structured labeling is a key machine learning problem: structured inputs and outputs are common in a wide range of important applications (Elman, 1990; Lafferty et al., 2001; Shotton et al., 2006) . The goal of structured labeling is to simultaneously assign labels (from some fixed label set) to individual elements in a structured input. Markov random fields (MRFs) (Geman & Geman, 1984) and conditional random fields (CRFs) (Lafferty et al., 2001 ) have been widely used to model the correlations between the structured labels. However, due to the heavy computational burdens in their training and testing/inference stages, MRFs and CRFs are often limited to capturing a few neighborhood interactions with consequent restriction of their modeling capabilities. Structural SVM methods (Tsochantaridis et al., 2005) and maximum margin Markov networks (M 3 N) (Taskar et al., 2003) capture correlations in way similar to CRFs, but they try to specifically maximize the prediction margin; these approaches are likewise limited in the range of contexts, again due to associated high computational requirements. When long range contexts are used, approximations is typically used to trade between accuracy and run time (Finley & Joachims, 2008) . Other approaches to capturing output variable dependencies have proceeded by introducing classifier cascades. For example, cascades models (Tu, 2008; Heitz et al., 2008; Daumé et al., 2009) in the spirit of stacking (Wolpert, 1992) , are proposed to take the outputs of classifiers of the current layer as additional features for the next classifiers in the cascade. Since these approaches perform direct label prediction (in the form of functions) instead of inference as in MRFs or CRFs, the cascade models (Tu, 2008; Heitz et al., 2008 ) are able to model complex and long-range contexts.
However, despite the efforts in algorithmic development with very encouraging results produced in the past, the problem of structured labeling remains a challenge. To capture high-order configurations of the interacting labels, top-down information defined as prior offers assistance in both training and testing/inference. The demonstrated role of top-down information in human perception (Ames Jr, 1951; Marr, 1982; Gibson, 2002) provides a suggestive indication of the form that topdown information could play in structured visual inference. Systems trying to explicitly incorporate top-down information under the Bayesian formulation point to a promising direction (Kersten et al., 2004; Tu et al., 2005; Borenstein & Ullman, 2008) but absent a clear solution. The main difficulty is contributed by the level of complexity in building high-order statistics to capture a large number of interacting components within both short-and long-range contexts. Conditional random fields family models that learn the posterior directly (Lafferty et al., 2001; Tu, 2008; Heitz et al., 2008; Krahenbuhl & Koltun, 2011) alleviates some burdens on learning the labeling configuration.
From another angle, building convolutional neural networks for structured labeling (Long et al., 2015) has resulted in systems that greatly outperform many previous algorithms. Recent efforts in combining CNN with CRF and RNN models (Zheng et al., 2015; Lin et al., 2015) have also shed light onto the solution of extending CNN to structured prediction. However, these approaches still rely on CRF-like graph structure with limited neighborhood connections and heavy manual specification. The explosive development in modeling data using layers of convolution has not been successfully echoed in modeling the prior in the label space.
In this paper, we propose a new structured labeling method by developing convolutional pseudoprior (ConvPP) on the ground-truth labels, which is infeasible by directly learning convolutional kernels using the existing CNN structure. We accomplish our task by developing a novel endto-end fixed-point network structure using pseudolikelihood approximation (Besag, 1977) to the prior that learns convolutional kernels and captures both short-and long-range contextual labeling information. We show state-of-the-art results on benchmark datasets in sequential labeling and popular image labeling.
RELATED WORK
We first summarize the properties of our proposed convolutional pseudo-prior (ConvPP) method: (1) compared with classical machine learning algorithms like CRFs (Lafferty et al., 2001 ), Structural SVM ( (Tsochantaridis et al., 2005) ), and max-margin Markov networks (Taskar et al., 2003) , ConvPP automatically learns rich convolutional kernels for capturing both short-and long-range contexts. (2) Compared with cascade classifiers (Tu, 2008; Heitz et al., 2008) , ConvPP avoids the time-consuming steps of iteratively learning a series of discriminative classifiers and automatically learns the contextual configurations (we have tried to train a naive auto-context type of fully convolutional model instead of modeling prior directly from ground-truth label space but without much success; the overall test error did not decrease after long training with many attempts of parameter tweaking; this is possibly due to the difficulty in capturing meaningful contexts on the predicted labels, which are noisy). (3) Compared with recent efforts combing CNN models with CRFs and RNNs (Zheng et al., 2015; Lin et al., 2015) , ConvPP learns convolution in the labeling space with improved modeling capability and less manual specification. (4) Compared with Bayesian models (Tu et al., 2005; Zhu & Mumford, 2006) ConvPP capitalizes on the rich representation power of CNN by automatically learning convolutional filters on the prior.
In addition, we discuss some other related work. (Krahenbuhl & Koltun, 2011 ) is able to learn a large neighborhood graph but under a simplified model assumption; in (Henaff et al., 2015) deep convolutional networks are learned on a graph but the focus there is not for structured labeling; deep belief nets (DBN) (Hinton et al., 2006) and autoencoder (Snoek et al., 2012) are generative models that potentially can be adopted for learning the prior but it a clear path for structured labeling is lacking. Our work is also related to recurrent neural networks (RNNs) (Elman, 1990) , but ConvPP has its particular advantage in: (1) modeling capability as explicit convolutions on the labels are learned; (2) reduced training complexity as the time-consuming steps of computing recurrent responses are avoided by directly using the ground truth labels as a fixed-point model. In (Bengio et al., 2013) , pseudolikelihood is used to train a deep generative model, but not for learning priors with CNN.
To summarize, ConvPP builds an end-to-end system by learning a novel hybrid model with convolutional pseudo-priors on the labeling space and fully convolutional neural networks (FCN) (Long et al., 2015) for the appearance. It has many advantages over existing structured labeling algorithms.
FORMULATIONS
We first briefly formulate the structured labeling problem and understand it from Bayesian point of view. Let X be the space of input observations and Y be the space of possible labels. Assume any data-label pairs (X, Y) follow a joint distribution p(X, Y). We seek to learn a mapping F : X → Y that minimizes the expected loss. For a new input sample X ∈ X , we want to determine the optimal labeling Y * that maximizes the posterior probability p(Y|X).
In the scenario of structured labeling such as semantic segmentation, intuitively, the labeling decision should be made optimally by considering both the appearance and the prior, based on the Bayes rule in Eq. (1). However, learning both p(X|Y) and p(Y) for complex structures is considered as a very hard task. Our motivation here is to capitalize on the rich representational and compelling computational power of CNN for modeling both the appearance and prior. A large amount of work in the past using CNN has been primarily focused on training good classifiers for predicting semantic labels (a discriminative way of modeling the appearance, (Long et al., 2015) ), but rarely on the prior part (top-down information).
To formulate our structured labeling problem, here we consider a graph, G = (V, E). For example, in a 1-D sequential labeling case, the graph is equivalent to a chain. The edge set E decides the graph topology, and hence the neighborhoods of every node. We denote N i as the neighborhoods of node v i . For each node v i , we have its associated data x i , ground-truth label y i , and ground-truth labels for all the neighborhoods of v i as y Ni . Inspired by pseudo-likelihood (Besag, 1977 ) and the hybrid model in , we make an approximation to the posterior as follows:
where N (Y) encodes a neighborhood structure (contexts) of Y for computing a pseudo-likelihood p(Y|N (Y)) (Besag, 1977) to approximate p(Y), but now as a prior. This hybrid model is of special interest to us since: (1) our end-to-end deep learning framework allows a discriminative convolutional neural network (CNN) to be trained to compute p(y i |X) to model the appearance; (2) by directly working on the ground-truth labels Y, we also learn a convolutional pseudo-prior as p(Y|N (Y)) using pseudo-likelihood approximation.
Given a training data pair p(X, Y (tr) ), to solve an approximated MAP problem with convolutional pseudo-prior,
From another perspective, the above learning/inference scheme can be motivated by the fixed-point model (Li et al., 2013) . Denote Q as the one-hot encoding of labeling Y, and therefore Q (tr) as the one-hot encoding of ground-truth training labeling Y (tr) . The fixed-point model solve the problem with the formulation for a prediction function f ,
where
and
To get the labeling of a structured input graph G, one can solve the non-linear system of equations Q = f (x 1 , x 2 , · · · , x n , Q; w), which is generally a very difficult task. However, (Li et al., 2013) shows that in many cases we can assume f represents so called contraction mappings, and so have an attractive fixed-point (a "stable state") for each structured input. When using the ground-truth labeling in the training process, that ground-truth labeling Q is assumed to be the stable state:
Next, we discuss the specific network architecture design and our training procedure. The pipeline of our framework is shown in Figure 2 consisting of three stages: (1) training w 1 for p(y i |X; w 1 ); (2) training w 2 for p(Y|N (Y); w 2 ); and (3) fine-tuning for p(Y|N (Y); w 2 ) · i p(y i |X; w 1 ) jointly.
At the first stage, we independently train a standard bottom-up CNN on the input data, in our work, we are especially interested in end-to-end architectures such as FCN (Long et al., 2015) . Without loss of generality, we abstractly let the feature representations learned by FCN be H X , and network predictions beŶ X , The error is computed with respect to the ground-truth label Y (tr) and backpropagated during training. Similarly, at the second stage, we train a convolutional pseudo-prior network on the ground-truth label space. Conceptually the prior modeling is a top-down process. Implementation-wise, the ConvPP network is still a CNN. However, the most notable difference compared with a traditional CNN is that, the ground-truth labels are not only used as the supervision for back-propagation, but also used as the network input. We learn hidden representation H Y (tr) and aim to combine this with the hierarchical representation H X learned in the bottom-up CNN model. Thus, with pre-trained bottom-up CNN network and top-down ConvPP network, we build a joint hybrid model network in the third training stage. We concatenate H X and H Y (which can be finetuned) and learn a new classifier on top to produce the predictionŶ X,Y (tr) . The joint network is still trained with back-propagation in an end-to-end fashion.
At inference time, since we do not have the ground-truth label Y (tr) available anymore, we follow the fixed-point motivation discussed above. We iteratively feed predictionsŶ t−1 X made at previous iteration, to the ConvPP part of the hybrid model network. The starting pointŶ 0 X = 0 can be a zero-initialized dummy prediction, or we can simply useŶ 0 X =Ŷ X given the pre-trained bottomup CNN model. This conceptually simple approach to approximate and model the prior naturally faces two challenges: 1) How do we avoid trivial solutions and make sure the ConvPP network can learn meaningful structures instead of converging to an identical function? 2) When the bottom-up CNN is deep and likely involves multiple pooling layers, how do we match the spatial configurations and make sure that, H X and H Y (tr) are compatible in terms of the appearances and structures they learn.
ConvPP network architectures. We will now explain the architecture design in ConvPP network to address the issues above. We have exhaustively explored possible ways to avoid learning a trivial solution, especially in the image labeling tasks. One might already notice, ConvPP essentially can be understood from a perspective of learning a convoltutional auto-encoder on the ground-truth label space. However, we found through experiments that the ConvPP network tends to converge to an identity function during training. We found that the problem is even more severe compared to training auto-encoders on images. We tried different regularization and sparsification techniques presented in recent convolutional autoencoders (e.g. (Makhzani & Frey, 2015) ), but those attempts still fail to prevent the network from learning a trivial solution in our case. We conjecture that the reasons could be (1) the ground-truth labels are much simpler in their appearances, compared with natural images with rich details, thus greatly ease the burden of being identically reconstructed; (2) on the other hand, the structures like class inter-dependencies, shape context and relative spatial configurations are highly complex and subtle, make it really challenging to learn useful representations.
Donut Filter. Here we use a very simple yet somehow aggressive approach to conquer the issues: our ConvPP network contains only a single hidden convolutional layer, where we apply filters referred as "Donut filters". The name comes from the way we modify the traditional convolution kernels: we make a hole in the middle. Figure 1 shows an example where a 3 by 3 hole is in the middle of a 7 by 7 convolution filter. Given that we only have one convolution layer, this means we impose a hard constraint on the ConvPP representation learning process: the reconstruction of the central pixel label will never see its original value, instead it can only be inferred from the neighboring labels. This is also implicitly aligned with our pseudo-prior formulation in Equation (3).
Note that the "Donut Filters" are not supposed to be stacked to form a deep variant, since the central pixel label information, even though cropped from one layer, can be propagated from lower layers which enables the network to learn a trivial solution. Nevertheless, empirically we found that one hidden convolution layer with multiple filters is enough to approximate and model the useful prior in the label space.
Multi-scale ConvPP. A natural question then becomes, if there is only one convolution layer in the ConvPP network, the receptive field size is effectively the Donut filter kernel size. Small kernel size will result in very limited range of context that can be captured. On the other hand, large kernel size will make the learning process extremely hard and often lead to very poor local minimum. The constrained receptive field size also brings up the issue we mentioned before: we need to build spatial correspondences between H X and H (tr) Y . To address this issue, we leverage the unique simplicity of ground-truth labeling maps, and directly downsample the input ground-truth maps through multiple pooling layers to form a set of multi-scale ground-truth maps. The in-network pooling layers also keep the network to be end-to-end trainable. This enables us to arbitrarily learn the ConvPP representations on different scales of the ground-truth label space. The flexibility of the useful context that ConvPP can capture, now comes from two aspects: (1) the convolution filter weights can be automatically learned during training. (2) the context range is also handled explicitly by multi-scale architecture design. One can imagine that ConvPP representations, learned on lowresolution ground-truth maps, are capable of modeling complex long range and high order semantic context, global object shape and spatial configuration, whereas representations learned on highresolutions ground-truth maps are supposed to model local structures like smoothness. Given that we can learn H Y from different scales, the correspondences building process becomes trivial, particularly for the current dominant VGGNet-like fully convolutional models. One can concatenate the H Y to any convolutional feature maps learned in the bottom-up CNN network, as long as they passed through the same number of pooling layers.
Because convolutional pseudo-prior is learned directly from the ground-truth label space, and does not condition on the input data at all, the choice of bottom-up CNN models are pretty flexible. The complementary, structural information provided by the ConvPP allows us to easily improve on stateof-the-art CNN architectures such as Fully Convolutional Neural Networks (FCN). We can even build upon a pre-trained model and reduce the training cost to as low as training a final classifier.
EXPERIMENTS
In this section we show the experimental results on four benchmark datasets across different domains, namely FAQ (Natural language processing), OCR (Sequential image recognition), PascalContext (Semantic segmentation) and SIFT Flow (Scene labeling).
SEQUENTIAL LABELING: 1-D CASE
Here we first explore the effectiveness of our proposed framework on two 1-D structured (sequential) labeling tasks: handwritten OCR (Taskar et al., 2003) and FAQ sentence labelling (McCallum et al., 2000) . In these two 1-D toy examples, the convolutional pseudo-prior learning is equivalent to training a single-hidden-layer MLP directly on ground-truth labels, the donut convolutional filter kernel is equivalent to a 1-D context window with the central label removed. Handwritten OCR This dataset contains 6, 877 handwritten words, corresponding to various writings of 55 unique words. Each word is represented as a series of handwritten characters; there are 52, 152 total characters. Each character is a binary 16 × 8 image, leading to 128-dimensional binary feature vectors. Each character is one of the 26 letters in the English alphabet. The task is to predict the identity of each character. We first resize all the OCR characters to the same size (28 × 28) and build a standard 5-layer LeNet (LeCun et al., 1998) . The label context part has a single-hidden-layer MLP with 100 units. We also normalize each character image to zero-mean and unit-variance.
FAQ The FAQ dataset consists of 48 files collecting questions and answers gathered from 7 multipart UseNet FAQs. There are a total of 55, 480 sentences across the 48 files. Each sentence is represented with 24-dimensional binary feature vector. (McCallum et al., 2000) provides a description of the features). We extended the feature set with all pairwise products of the original 24 features, leading to a 600-dimensional feature representation. Each sentence in the FAQ dataset is given one of four labels: (1) head, (2) question, (3) answer, or (4) tail. The task is to predict the label for each sentence. We train a 3-hidden layer fully-connected network with [32, 64, 128] hidden units respectively. A single-hidden-layer MLP with 100 hidden units is trained on ground-truth labels. We set the context window size to be 5, and the number of iterations during testing to be 10. The results in Table 2 and Table 3 show that our proposed framework is effective in modeling 1-D sequential structures and achieved better results for structured labeling compared to previous methods. Several interesting observations include: 1) on OCR dataset, compared to shallow kernel methods, our deep hybrid model performs worse when dataset is small. But our deep learning approach performs better when the number of training data increases. This is in alignment with the well-known fact that the success of deep learning methods is built on top of big data. 2) ConvPP context window length reflects the range of context needed, we can see that the generalization error converges when the context window length is about 7, which is the typical length of a word in the dataset. 3) With only 3 to 4 iterations at test time, the generalization error is converged. That shows that the inference of our ConvPP model can be really efficient. 4) The experiment in the simple sentence labeling task shows that ConvPP has the potential to be applied on more NLP tasks such as sequence modeling. Table 2 : Performance of structured labeling methods on the OCR dataset. The best performance is boldfaced.
Methods small large Linear-chain CRF (Do & Arti, 2010) 21.62% 14.20% M 3 N (Do & Arti, 2010) 21.13% 13.46% SEARN (Daumé et al., 2009) -9.09% SVM + CRF ( (Hoefel & Elkan, 2008) -5.76% Neural CRF (Do & Arti, 2010) 10.8% 4.44% Hidden-unit CRF (van der Maaten et al., 2011) 18.36% 1.99% Fixed-point (Li et al., 2013) 2.13% 0.89% ConvPP (ours) 6.49% 0.57% Table 3 : Performance of structured labeling methods on the FAQ sentence labeling dataset. The best performance is boldfaced.
Methods accuracy Linear SVM (Do & Arti, 2010) 9.87% Linear CRF (van der Maaten et al., 2011) 6.54% NeuroCRFs (Do & Arti, 2010) 6.05% Hidden-unit CRF (van der Maaten et al., 2011) 4.43% ConvPP (ours)
1.09%
IMAGE SEMANTIC LABELING: 2-D CASE
We then focus on two more challenging image labeling tasks: object/stuff semantic segmentation and scene labeling. Most of deep structured labeling approaches evaluate their performance on the popular Pascal VOC object segmentation dataset (Everingham et al., 2012) , which contains only 20 object categories. Recently, CNN based methods, notably built on top of FCN (Long et al., 2015) , succeeded and dominated the leaderboard where the performance (mean I/U) saturated to around 80%. Here we instead evaluate our models on the much more challenging Pascal-Context dataset (Mottaghi et al., 2014) , which has 60 object/stuff categories and is considered as a fully labeled dataset (with much fewer pixels labeled as background). We believe the top-down contextual information should play a more crucial role in this case. We also evaluated our algorithm on SIFT Flow dataset (Liu et al., 2009 ) to evaluate our algorithm on the task of traditional scene labeling. In both experiments, the performance is measured by mean intersection-over-union (mean I/U). Pascal-Context This dataset contains ground truth maps fully annotated with 60-category labels (including background), providing rich contextual information to be explored. We follow the standard training + validation split as in (Mottaghi et al., 2014; Long et al., 2015) , resulting in 4,998 training images and 5,105 validation images.
Multi-scale integration with FCN. We build our hybrid model using FCN as the bottom-up CNN, and directly use the pre-trained models provided by the authors. FCN naturally handles multi-scale predictions by upgrading its 32-stride (32s) model to 16-stride (16s)/8-stride (8s) variants, where the final labeling decisions are made based on both high-level and low-lever representations of the network. For the 32s model and an input image size 384 × 512, the size of the final output of FCN, after 5 pooling layers, is 12 × 16. As discussed in our formulation, ConvPP can be integrated into FCN by downsampling the ground-truth maps accordingly. See Figure 4 for a illustration showing the integration of ConvPP and FCN-8s model.
Sparse Donut Filter. We choose the kernel size of our Donut Filters in such a way that they can adapt to the FCN output. We use 11 × 11 "Donut filters" with 5 × 5 holes in our experiment so that the kernel covers a large portion of the 32-stride downsampled ground-truth map, and is therefore able to capture long range context. However, these large filters are typically very hard to learn. To reduce the number of learnable parameters while keeping the context range, we zero pad the 11 × 11 kernel for every two pixels and use this sparsified kernel for training. Effectively there are only 6 × 6 parameters to be learned in a filter. This is also reasonable since ground-truth maps, even in a very low resolution, are still redundant, i.e. neighboring pixel labels are most likely to be the same.
Training and Testing process We follow the procedure of FCN to train our multi-scale hybrid model by stages. We train the ConvPP-32s model first, then upgrade it to the ConvPP-16s model, and finally to the ConvPP-8s model. During testing, we found that 3 iterations are typically enough for our fixed-point approach to converge, thus we keep this parameter through out our experiments. The input of ConvPP part is initialized with original FCN prediction since it is readily available. Results. Table 4 shows the performance of our proposed structured labeling approach compared with FCN baselines and other state-of-the-art models. We hope to evaluate our approach in a way that allows fair comparison with FCN, which does not explicitly handle structural information. Therefore we carefully control our experimental settings as follows: 1) We do not train the bottom-up CNN models for all the experiments in Training Stage 1, and use the pre-trained models provided by the authors. 2) We train the top-down ConvPP network (Training stage 2) independently on each scale, namely 32s, 16s and 8s. 3) To train the hybrid models at a certain scale, we only use the pre-trained FCN models at the corresponding scale. (ConvPP-32s can only use the FCN-32s representations.) 4) For all the experiments, we fix the learning rate of the FCN part of the hybrid model, namely all the convolutional layers from Conv1 1 to fc7, to be zero.
Our methods consistently outperform the FCN baselines, and the improvement tends to be more significant when ground-truth maps are used at a finer-scale. Our method also outperforms other state-of-the-art models built on FCN, notably CRF-RNN (Zheng et al., 2015) , which also explicitly handles structured labeling problem by integrating a fully-connected CRF model into the FCN framework; and BoxSup (Dai et al., 2015a) , which is trained with additional COCO data. This clearly shows the effectiveness of our ConvPP model in capturing complex inter-dependencies in structured output space. Figure 5 shows some example results of our ConvPP-8s compared to baseline FCN-8s model. Figure 6 shows how our labeling results are iteratively refined at inference time.
With multi-scale architecture design, our method leverages both short-and long-range context to assist the labeling task. ConvPP is able to recover correct labels as well as suppress erroneous label predictions based on contextual information. In Figure 8 , we visualize 2 learned Donut filters on 32-stride ground-truth maps by displaying label patches that produce top 6 activations (as done in (Zeiler & Fergus, 2014) ). It is shown that our filters are learned to detect complex label context patterns, such as "food-plate-tabel", "cat on the bed" and "cat on the grass". Table 4 : Results on Pascal-Context dataset (Mottaghi et al., 2014) . Our proposed ConvPP performs significantly better than FCN baselines. Our best model outperforms all previous state-of-the-art models.
mean IU O2P (Carreira et al., 2012) 18.1 CFM (VGG+SS) (Dai et al., 2015b) 31.5 CFM (VGG+MCG) (Dai et al., 2015b) 34.4 CRF-RNN (Zheng et al., 2015) 39.3 BoxSup (trained with additional COCO boxes) (Dai et al., 2015a) 40.5 FCN-32s (Long et al., 2015) 35.1 ConvPP-32s (ours) 37.1 FCN-16s (Long et al., 2015) 37.6 ConvPP-16s (ours) 40.3 FCN-8s (Long et al., 2015) 37.8 ConvPP-8s (ours) 41.0 SIFT Flow We also evaluate our method on scene labeling task, where context is also important in accurate labeling. SIFT Flow dataset (Liu et al., 2009 ) contains 2,688 images with 33 semantic categories. A particular challenge for our ConvPP model for this dataset is the relatively small image/ground-truth map size (256×256), which means the 32-stride output is only 8×8. Downsampling the ground-truth map to this scale could potentially lead to loss in useful context information. In addition, the finest model provided by (Long et al., 2015) is FCN-16s instead of FCN-8s. To alleviate this problem, we train our own FCN-8s model (pre-trained with the provided FCN-16s model) as our baseline and build our ConvPP-8s on top of it. The "Donut filters" are of size 7 × 7 with 3 × 3 holes. The testing procedure is the same as that of Pascal-Context dataset.
According to Table 5 , our ConvPP models consistently outperform corresponding FCN baselines. The improvement of ConvPP-16s model is relatively small, which might result from the limited resolution of ground-truth maps (256 x 256). With higher ground-truth resolution, ConvPP-8s outperforms the stronger FCN-8s baseline by 1.2% in mean I/U. This substantiate that our proposed pseudo-prior learning framework is effective in learning structural information from the groundtruth labeling space. (Liu et al., 2009) . Our methods outperform the strong FCN baselines. Improvement of ConvPP-8s vs FCN-8s is more significant than that of ConvPP-16s vs FCN-16s, which suggests that the higher resolution ground truth map can carry more structured information.
mean IU FCN-16s (Long et al., 2015) 39.1 ConvPP-16s (ours) 39.7 FCN-8s (Long et al., 2015) 39.5 ConvPP-8s (ours) 40.7
CONCLUSIONS
We propose a new method for structured labeling by developing convolutional pseudo-prior (ConvPP) on the ground-truth labels. ConvPP learns convolution in the labeling space with improved modeling capability and less manual specification. The automatically learns rich convolutional kernels can capture both short-and long-range contexts combined with a multi-scale hybrid model architecture design. We use a novel fixed-point network structure that facilitates an end-to-end learning process. Results on structured labeling tasks across different domains shows the effectiveness of our method. 
