A general and computable expression for cumulants of a random variables in a semimartingale context is given, with resulting expressions for characteristic and cumulant generating functions. We have been inspired by a formal forest series for expectations of solutions of the Black-Scholes equation [AGR20]. Our proof is of remarkable simplicity and the result is likely to transcend the financial context from which it originates. A variety of examples are presented.
Introduction and main result
Consider a filtered probability space (Ω, F T , (F t ) 0≤t≤T ; P), on which all martingales admit a continuous version. (Itô's representation theorem, e.g. [RY13, Ch.V.3.], states that this holds true for Brownian filtration which covers all situations we have in mind.) Throughout, T ∈ (0, ∞] should be thought of as a fixed parameter. Our main result concerns the computation of cumulants and their generating functions in a (continuous) Itô calculus setting. This involves crucially Definition 1.1. Given two continuous semimartingales A, B with integrable covariation process A, B , the diamond product 1 of A and B is another continuous semimartingale given by
where A, B t,T = A, B T − A, B t .
Although A B only depends on the respective martingale parts of A and B, the (commutative, non-associative) diamond product is in general not a martingale in t ∈ [0, T ]. Theorem 1.1. (i) Let A T be F T -measurable with N ∈ N finite moments. Then the recursion
is well-defined up to K N and, for ξ ∈ R,
which identifies n! × K n t (T ) as the (time t-conditional) n.th cumulant of A T . (ii) If A T has moments of all orders, we have the asymptotic expansion, log E t e iξA T ∼ ∞ n=1 (iξ) n K n t as ξ → 0 .
(1.2) (iii) If A T has exponential moments, so that its (time t-conditional) mgf E t e xA T is a.s. finite for x ∈ R in some neighbourhood of zero, then there exist a maximal convergence radius ρ = ρ t (ω) ∈ (0, ∞] a.s. such that for all z ∈ C with |z| < ρ, log E t e zA T = ∞ n=1 z n K n t .
(1.
3)
The general term K n t (T ) in (1.1) is naturally written as a linear combination of binary "diamond" trees; we hence call (1.2), (1.3) the K-forest expansions of the characteristic function and cumulant generating function, respectively. To see this, it suffices to spell out a few terms in the recursion: writing M as a short-hand for K 1 t (T ) we have
To gain some intuition, we first note that, as an immediate consequence of Itô's isometry for L 2 -martingales M and N, For higher n, Theorem 1.1 encodes relations that are increasingly complex to derive by hand. We illustrate one more case (n = 3). Assuming suitable integrability, we compute
From basic properties of Hermite polynomials (cf. Section 2.4)
T is a martingale increment, with zero (t-conditional) expectation. The desired relation between the third cumulant E t M 3 t,T and E t (M t,T M t,T ) = (M (M M)) t (T ) follows. We now relate Theorem 1.1 to exponential martingales. Corollary 1.1 (Breaking exponential martingales). Let M be a martingale such that E(e M T ) is finite for some > 0. Then, with
we have, for sufficiently small a and b,
For b = −a 2 /2, this becomes the classical martingality of exp aM t − a 2 2 M t .
Corollary 1.1 is an example in which A T (in Theorem 1.1) arises from some process (A t : 0 ≤ t ≤ T ), in this case given by A t = aM t +b M t . Theorem 1.1 is a priori indifferent to this additional structure. However, if this process is a sufficiently integrable semimartingale, it can still be useful, as was seen in the example of the corollary, to decompose
(1.7)
Since K 1 • (T ) and A • are both semimartingales, so must be X = X • (T ). (If A is a martingale, it must coincide with K 1 and X vanishes.) The diamond trees built by the recursion can then be further decomposed into contributions from A and X, amounting to "diamond forests" of trees whose leaves are of different type, say "A" and "X" respectively. For instance, we encounter terms like A X or ((A A) X) A, representable as .
Another reason for this decomposition is the fact that the (conditional) increment X will be small as t is close to T , as opposed to A. An explicit example of such a situation, other than Corollary 1.1,will be given in Section 4.6 where all involved trees are seen to be explicitly computable.
1.1 Relation to existing works and organization of paper. Theorem 1.1 was motivated by the work of Alòs et al. [AGR20] , which gives a (purely formal) forest series for expectations of solutions of the Black-Scholes equation in terms of iterated integrals of derivatives of the solution. The said series is different from our cumulant expansion, but we will see -after suitable forest reordering -that it corresponds to a special case of our K-expansion (cf. Sections 3 and 4.6). The proof of Theorem 1.1 is given in Section 2; Corollary 1.1 is shown in Section 3.
In a Markovian situation our expansion can be related to perturbative expansion of a non-linear parabolic partial differential equation of HJB type. We make this explicit in the case when A = f (B), for a Brownian motion B and suitable f , in which case the K's are described by a cascade of linear PDEs, detailed in Section 4.4, indexed by trees such as (1.4), reminiscent of the "Wild expansion" used in Hairer's KPZ analysis [Hai13] . That said, computing log E t e εA T may also be viewed as a (linear) backward SDE with "Markovian" terminal data given by e εA T = e ε f (B T ) ; upon suitable exponential change of variables this becomes a quadratic BSDE as studied by Kobylanski [NP10] where the authors use Malliavin integration by parts to describe cumulants of certain Wiener functionals, and notably compute cumulants of elements in a fixed Wiener chaos, cf. Section 4.5. In Section 4.3, to demonstrate the computational power of the diamond product and forest expansion, we give an elementary proof of Paul Lévy's classical closed-form formula for the cgf of the Lévy area. Finally, in Section 4.6 we apply Theorem 1.1 to establish a formula for the joint mgf of a process X, its quadratic variation X , and E t [d X T /dT ], quantities that play an important role in stochastic modeling (not only) in finance. The forest expansion is given explicitly for a general (infinite-dimensional affine [GKR19] ) class which covers e.g. Feller square-root diffusion and the popular classical and rough Heston models.
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i.e. are given as power series in a neighbourhood of any t ∈ (a, b). In fact, if [− , ] ⊂ (a, b), the mgf is given by the absolutely convergent series
This and the following lemma are well-known, see e.g. [Mor84, Luk70] .
Lemma 2.1. (i) Let A be a real-valued random variable with n moments, n ∈ N. Then the characteristic function ξ → E e iξA is n times differentiable at zero and, as ξ → 0,
Let A be a real-valued random variable with exponential moments by which we mean that the mgf M(x) = E e xA is finite in neighbourhood of 0. Then, for x in a (possibly smaller) neighbourhood of 0, in terms of cumulants κ n := Λ (n) (0),
This expansion is also valid for x ∈ R replaced by (small) enough z ∈ C.
Proof of part (iii)
Specifically, our assumption implies that the (time t-conditional) mgf of the increment M t,T = M T − M t is finite in some neighbourhood of zero. By Lemma 2.1 its logarithm, the (time t-conditional) cgf of the increment M t,T is analytic near zero and of the form 
Upon setting K 1 := M, the general recursion is then easily seen to be given by, for all n > 0,
as was stated in (1.1).
Proof of part (i)+(ii)
We first show that the diamond recursion is well-posed to the extent that one has sufficient integrability. More precisely, we have Lemma 2.2. Assume A has n moments, n ∈ N. Then the recursion (1.1) is well-defined for j n and yields (K j t (T ) : 0 ≤ t ≤ T ) as a semimartingale with a L n/ j -integrable martingale part and a L n/ j -integrable bounded variation (BV) component.
Proof. If A ∈ L n then also M := K 1 t := E t A ∈ L n . By the Burkholder-Davis-Gundy (BDG) inequality, √ M T ∈ L n or M T ∈ L n/2 . In case n 2,
Call M (2) the martingale part of K 2 ; clearly M (2) is a L n/2 -martingale. For K 3 = K 2 K 1 we first use Cauchy-Schwarz to estimate
By BDG, the right-hand side is the product of random variables in L n/2 and L n respectively. Since 1 n/3 = 1 n/2 + 1 n it follows immediately from the (generalized) Hölder inequality that
with a L n/ j -martingale part and a bounded variation (BV) component, whenever j = 1, . . . n.
The same reasoning gives, by induction in n, the general statement.
The asymptotic expansion of part (ii) follows by definition from the validity of the expansion of part (i) for all integers N. We thus focus on part (i).
Given A T , F T -measurable with N ∈ N finite moments -but whose mgf is not necessarily finite -we work with its two-sided truncation (− ∨ A T ∧ ) =: A T , followed by careful passage → ∞. Indeed, part (iii) applies to A T (bounded!) and hence shows that the K ;n , n = 1, 2, . . . defined by the recursion (1.1), started with K ;1 = E • A T , are well-defined and yield (up to a factorial factor) the n.th conditional cumulants of A T . It is easy to see that the n.th (conditional) cumulant of A T , which exists by Lemma 2.2 for n ≤ N, is the limit (a.s. and in L 1 ) of the corresponding cumulants for A T , using the conditional dominatedconvergence theorem. It remains to be seen that the diamond recursion is also stable under this passage to the limit. The precise integrability properties of the K's, obtained in Lemma 2.2 for A T , are easily made uniform in the truncation parameter ; justification of taking → ∞ in the diamond recursion is then straightforward.
Remarks on the proof

Hermite polynomials
The reader may wonder whether or not there is a direct proof of part (i) that relates K n , n = 1, 2, 3, ... with the corresponding cumulants. This is possible along the following lines. From the key identity (2.1), rewritten with
we can deduce, by definition of Hermite polynomials [RY13, Ch.IV.3.] martingality of
By taking (∂/∂ ) n | =0 we obtain a graded family of martingales, starting with (n = 2)
Applying Itô's Formula over [t, T ] and taking t-conditional expectation then identifies K 2 t (T ) correctly as E t M t,T = (M M) t (T ). Using suitable relations between Hermite polynomials, this argument extends to n > 2 and provides a (not so) different (but much less elegant) route to our K-recursion.
Wick calculus
As already noted, the diamond product is (very) different from the Wick product. Known Wick identities, such as : e aU : = E(e aU ) −1 e aU (see e.g. [GHL + 93, Equ.(1.4)]) are different though vaguely reminiscent of our exponentiation result (1.3). That said, Wick calculus is an efficient tool for computations with Hermite polynomials; it is then conceivable that the (alternative) Hermite approach outlined above can be handled more efficiently using the Wick formalism.
Hopf algebras.
Hopf algebras are a classical tool in quantum field theory to organize the combinatorics of forests expansions, and more recently in the field of (branched) rough paths and regularity structures, see e.g. [FH14] and the references therein. Very recently, Ebrahimi-Fard et al. [EFPTZ18] have studied the combinatorics of Hermite vs. regular polynomials and cumulants vs. moments from a Hopf algebraic point of view. At this stage, we have not seen any advantage in reformulating our findings in a Hopf algebraic framework, although this might be useful for future extensions in a non-commutative setting.
Breaking the exponential martingale
Consider a martingale (aM t ) with stochastic exponential E(aM) T = exp aM T − a 2 2 M T . This is a genuine martingale, for a small enough, provided M T enjoys some exponential integrability (Novikov criterion). Then E t e a M T − a 2 2 M t,T = e a M t (3.1)
with "trivial" right-hand side. This is an interesting example where the individual cumulants have more structure than their sum (given by aM t ). In fact, applied to the left-hand side above, our K-recursion gives
and all terms homogenous in a k , k 2, cancel upon summation of (finitely many) cumulants terms (namely, K j + · · · + K k , where j = k/2 ). Graphically speaking, the root cause is that (with b = −a 2 /2)
is a linear combination of trees with different number of leaves, and this propagates to all further terms in the K-expansion. In fact, appling the K-recursion (1.1) with K 1 given by (3.2), for arbitrary a, b, and neglecting trees with 6 or more leaves, the first few K-forests are given by
We can choose to reorder the K-forest series into forests of trees grouped by number of leaves. Define F to be the (finite) linear combination of trees in the K-expansion with 1 leaves. Since the corresponding F-expansion will be just a reordered version of the K expansion, it will inherit the convergence properties of the cumulant expansion given in Lemma 2.1. Since aM t is the only tree with 1 leaf, F 1 = a M = a . Thus, by definition, in the sense of formal tree expansions,
Reordering the K-forests according to number of leaves, we see that the first few F-forests are given by
(3.5)
From the above, it seems clear that the F-forests must satisfy a recursion relation. The following theorem specifies this recursion.
Theorem 3.1. (F-recursion; proof of Corollary 1.1) With F 2 = 1 2 a 2 + b , we have the recursion for k > 2,
As a consequence, from (1.3), we have for sufficiently small a and b,
provided E t e M T is finite for some > 0.
Proof. Apply Theorem 1.1 with A T = aM T +b M T . The required (exponential) integrability of A T follows from the integrability assumption on M T by a standard argument (e.g. along the proof of Novikov's criterion [RY13, Ch.VIII.1.].) So it remains to reorder the K-expansion into a F-expansion. Note from (1.1) that
is ( + 1)-homogenous in a, b (but not in the number of leaves). Then where each F k contains (by definition) exactly the trees with k leaves, and each T m,n represents a tree with m + n leaves. Now, from the K-recursion (3.8), it is clear that every tree with k ≥ 2 leaves arises precisely either from • 1 2 a T or 1 2 T a with T ∈ F k−1 (i.e. a tree with k − 1 leaves) or from
• 1 2 (T T ) where T ∈ F i has i ≥ 2 leaves, T ∈ F j has j ≥ 2 leaves, and i + j = k.
But this says precisely that
which is exactly (3.6).
Remark 3.1. Note that for the exponential martingale case b = −a 2 /2, the term F 2 vanishes (and hence so does every F , > 2) and we (immediately) recover the exponential martingale identity (3.1). In the case b −a 2 /2, (3.7) can be viewed as breaking the rigid exponential martingality condition b = −a 2 /2. Brownian motion with drift) . Let A t = σB t + µt. Then
and K k ≡ 0 for all k ≥ 3. These are the cumulants of A T − A t ∼ N(µ(T − t), σ 2 (T − t)), as predicted by Theorem 1.1, and the K-forest expansion of the cumulant generating function (1.3) is trivially convergent (with infinite convergence radius).
Example 4.2 (Stopped Brownian motion). Consider the martingale A = B τ , standard Brownian motion B stopped at reaching ±1. We compute
By Theorem 1.1 the second quantity equals the conditional variance
t ) 2 , and thus "contains" familiar identities from optional stopping. With T = ∞, A T = B τ takes values ±1 with equal probability. This is a bounded random variable, with globally defined and real analytic time-t conditional cgf given by
. Its convergence radius is random through the value of B τ t = B τ t (ω) ∈ [−1, 1]. For instance, when t = 0, so that B τ t = 0, have Λ 0 (x) = log cosh(x) with K-forest expansion (1.3) of finite convergence radius ρ 0 = π/2. On the other hand, on the event E := {B τ t = ±1}, the cgf Λ t (x) trivially takes the value log e ±x = ±x so that, on E, we have ρ t (ω) = +∞.
Diamond products of iterated stochastic integrals
At this stage, we feel the reader will be helped to see some systematic diamond computations at arbitrary level. Our example of choice is the set of iterated stochastic integrals, which play a fundamental role in stochastic numerics and rough path theory [KP92, Lyo98] . 
In case i j both diamond products vanish.
Proof. (Stratonovich) Note thatB ai = B a dB i + BV so that, as in the Itô case (but now with non-centered dots),
Using the (known) Stratonovich expected signature of Brownian motion,
Lévy area
We now demonstrate the potential power of diamond calculus and the forest expansion by rederiving the following classical result.
Theorem 4.2 (P. Lévy). Let {X, Y} be 2-dimensional standard Brownian motion and stochastic ("Lévy") area be given by
Then, for T ∈ − π 2 , π 2 , E 0 e A T = 1 cos T .
As a warmup, we compute the first few cumulants, using the K-recursion from Theorem 1.1. By a direct computation (or using a very special case of Theorem 4.1),
In particular, dK 2 s = (X s dX s + Y s dY s )(T − s) + BV . Similarly, recalling that dK 1 s = X s dY s − Y s dX s ,
It is easy to check that this pattern extends to all odd forests, i.e. they all vanish. Using again Theorem 4.1, or a direct computation (as given below),
It is now clear how to extend this computation to all orders. Indeed we see that for each even n, K n t (T ) = a n I (n) t (T ) for some a n ∈ Q where
To compute the forests K n , we need the following lemma.
Lemma 4.1.
Proof.
Thus
Note from above that K 2 = I (2) and K 4 = I (4) . The next nonzero forest is then computed as
In principle, we could go on for ever, computing forests (or cumulants) using Theorem 1.1. With not too much extra effort, we can sum all these cumulants and so recover Lévy's theorem.
Remark 4.1. Levin and Wildon [LW08] obtain -in a combinatorial tour de force -Lévy's theorem from moment (rather than cumulant) considerations.
Proof. (Lévy's theorem) First note that for each n, I (n) 0 (T ) = T n n(n − 1)
.
We now drop references to t and T for ease of notation. Let K n = a n I (n) . From Lemma 4.1, for n > 2, a n I (n) = K n = 1 2 n−2 j=2, j even
a j a n− j I (n) .
Thus a n = 1 2 n−2 j=2, j even 2 ( j − 1) (n − j − 1) a j a n− j , and ∞ n=2,n even a n T n n(n − 1) = a 2 T 2 2 + ∞ n=4,n even 1 2 n−2 j=2, j even 2 ( j − 1)(n − j − 1) a j a n− j T n n(n − 1) = a 2 T 2 2 + ∞ j=2, j even ∞ n= j+2,n even a j j − 1 a n− j n − j − 1 T n n(n − 1) .
Differentiating twice with respect to T gives ∞ n=2,n even a n T n−2 = a 2 + ∞ j=2, j even ∞ n= j+2,n even a j j − 1 a n− j n − j − 1 T n−2 = a 2 + ∞ j=2, j even
Define the function
,n even a n n − 1 T n−1 . 
It satisfies
A Markov perspective and perturbative HJB analysis
For sufficiently nice f we know that
defines the unique (bounded, classical) solution to backward PDE 2
With Cole-Hopf, u ε =: exp(εv ε ), we get the Hamilton-Jacobi-Bellman equation 
The linearization of this equation has explicit solution v := K |∇v • | 2 where K denotes (space-time) convolution with the heat-kernel. Define degree | • | = 1 and then |τ| := |τ 1 | + |τ 2 | whenever τ = [τ 1 , τ 2 ] is obtained by "root joining" of (binary) trees. For example | | = |[•, •]| = 2. Then, noting already the resemblance with the forest
with sum over binary trees and a cascade of linear PDEs given by, for all τ •,
We shall assume that (for a given f ) this cascade of linear PDEs is well-posed, with v τ given by space-time convolution of the forcing term. This is straightforward in case of C ∞ -bounded f , but under more natural assumptions (say, measurable bounded) this is not trivial and requires careful tracking of the gradients. Since this subsection only serves as an illustration, we will pursue this issue any further. 3
Stochastic volatility
We return to the financial mathematics context that originally gave rise to our result. Let S be a strictly positive continuous martingale. Then X := log S is a semimartingale for which we assume the quadratic variation process X to be absolutely continuous. Then stochastic variance and forward variance are given by
Model specification in terms of forward variance, where one specifies directly forward variances -viewed as a family of martingales indexed by their individual time horizon T -is nowadays ubiquitous in (equity) financial modeling. Pricing and hedging of equity and variance options then requires knowledge of the joint law of (log)-price, total and instantaneous stochastic variance at a future time T , as seen from today's time t. This problem is fully resolved in our framework.
Theorem 4.5. For a, b, c ∈ R sufficiently small we have, withb = b − 1 2 a,
where the K k 's are given recursively by (1.1), starting with K 1 = a X +b (X X) + c ξ = a ( ) +b + c ( ) , and then K 2 = 1 2 a 2 +b 2 + c 2 + ab + ac +bc .
Proof. This is a direct consequence of Theorem 1.1: the time-T quantity of interest is A T := a X T + b X t,T + c v T and it suffices to compute (using that X + X /2 is martingale) E t [A T ] = a X t + (b − 1 2 a) (X X) t (T ) + c ξ t (T ) .
Setting b = c = 0 in Theorem 4.5 gives the following corollary which, after reordering as in Section 3, makes rigorous the formal expansion given as Corollary 3.1 of [AGR20] . where the K k 's are given by (1.1), starting with K 1 = a X − 1 2 a (X X) = a − 1 2 a .
Our final point is that diamond trees are in many cases explicitly computable. Following [GKR19] we consider forward variance models of the form
with L 2 -kernel κ and Brownian drivers of correlation d W, Z t /dt = ρ. In this class of models, which includes classical and rough Heston (see below), we now show that all diamond trees take the form of convolutions of the forward variance curve ξ and some function h = h(t). Example 4.4 (Rough Heston). In this case, with α = H + 1/2 ∈ (1/2, 1),
Then, for example,
For a bounded forward variance curve ξ one then sees that diamond trees with k leaves are of order (T − t) 1+(k−2)α . In this case, the F-expansion (forest reordering according to number of leaves) has the interpretation of a short-time expansion, the concrete powers of which depend on the roughness parameter α = H + 1/2 ∈ (1/2, 1), cf. [CGP18, GR19] . . In fact, it is not hard to be more explicit in our computation and obtain the convolutional form E t e a X T +b v T +c X t,T = exp {a X t + (ξ g)(τ; a, b, c) t (T )} . This is consistent (and generalizes) Theorem 2.6 of [GKR19] where the same convolution Riccati equation appears, but with g = g(τ; a) instead of (τ; a, b, c) and different boundary conditions.
