Abstract-Cortical neuroprostheses for movement restoration require developing models for relating neural activity to desired movement. Previous studies have focused on correlating single-unit activities (SUA) in primary motor cortex to volitional arm movements in able-bodied primates. The extent of the cortical information relevant to arm movements remaining in severely paralyzed individuals is largely unknown. We record intracortical signals using a microelectrode array chronically implanted in the precentral gyrus of a person with tetraplegia, and estimate positions of imagined single-joint arm movements. Using visually guided motor imagery, the participant imagined performing eight distinct single-joint arm movements, while SUA, multispike trains (MSP), multiunit activity, and local field potential time (LFPrms), and frequency signals (LFPstft) were recorded. Using linear system 
I. INTRODUCTION
T HIS paper investigated estimation of visually guided imagined single-joint arm movement trajectories in a person with high tetraplegia. This study is part of a larger effort to develop cortically controlled functional electrical stimulation (FES) neuroprostheses for restoring whole-arm movements. Intact nonhuman primates have used action potentials (spikes) from neuronal ensembles to control real-time kinematics of 2-D and 3-D computer cursors [1] , [2] and robotic devices [3] - [6] , as well as predict more cognitive parameters such as task goal [7] , [8] . Temporarily paralyzed primates can control 1-D FES systems for producing wrist torques [9] , [10] , and even recently whole hand grasping [11] , using single or ensemble neuron activities. Many of the aforementioned studies build decoders from signals recorded during actual arm movements of intact primates before using these decoders in closed-loop tasks. Until recently, it was unclear if these successes in healthy animals would translate to persons with permanent and prolonged paralysis, where decoders cannot be built from actual arm movements. Both motor intact and paralyzed persons have now demonstrated control of communication devices and low-dimensional cursor movements using the electroencephalogram, electrocorticogram (ECoG), and local field potentials (LFPs) [12] - [15] . The initial BrainGate Clinical Trial involving persons with high tetraplegia demonstrated continuous 2-D cursor plus two-state control using spike ensembles recorded from a chronically implanted microelectrode array [16] - [20] . Recently, this trial has demonstrated 2-D and 3-D control of robotic arms by persons with high tetraplegia [21] . Humans using brain-computer interfaces (BCIs) have yet to demonstrate cortical control of higher dimensional tasks, such as controlling a multijoint arm in greater than three dimensions (for controlling arm position and hand orientation). In monkeys, full free arm reaching movements can be extracted from a small, local population of neurons in primary motor cortex (M1) [22] . In paralyzed persons, it is unclear what relevant arm control signals can be extracted from a single area of cortex that has not controlled arm movement in many years. Hence, the first aim of this study was to investigate, through the use of visually guided motor imagery (VGMI), if neural activity from M1 in a chronically implanted person with high tetraplegia was systematically and differentially modulated with respect to the trajectories of eight observed and imagined single-joint arm movements.
To date, intracortical BCIs have focused on sorted singleunit action potentials (SUAs) as the neural feature of choice for decoding. However, recent studies in animals have demonstrated that spike trains extracted by applying a simple amplitude threshold can provide directional information, without explicit sorting of the spike waveform [23] , [24] , and can be decoded to yield closed-loop 2-D cursor control in able-bodied monkeys. Applying a simple amplitude threshold may be advantageous because it eliminates "spike sorting," which can be time consuming, computationally burdensome, and imprecise [25] . Other studies suggest that spike detection is unnecessary, rather the continuous super-imposed activity of many neurons (multiunit activity-MUA) can serve as an optimal encoder of upcoming movement parameters [26] , [27] . LFPs, which reflect the localized low-frequency synaptic activity of a population of neurons, have also shown some promise in decoding. Some studies have reported that offline decoding of LFPs recorded from able-bodied monkeys can yield estimates of arm direction and trajectory comparable, and in some cases superior, to those based on sorted spikes [28] , [29] , particularly in the parietal area where cognitive parameters [30] , [31] can be predicted. A pair of studies involving reach-to-grasp movements by monkeys have shown that both low-and high-frequency LFP signals are useful for offline prediction of arm endpoint kinematics and hand aperture, though ultimately reporting the LFP decoding performance to be inferior to SUA [32] , [33] . In summary, no consensus exists as to which neural feature (or combination of features) is best for cortical control. Hence, as a second aim, this study investigated the abilities of different M1 neural features to encode information for predicting the trajectories of VGMI movements in a person with long-term paralysis. Preliminary portions of this work were reported in [34] .
II. MATERIALS AND METHODS

A. Participant Information
The BrainGate2 pilot clinical investigation is conducted under an Investigational Device Exemption (Caution: Investigational Device Limited by Federal Law to Investigational Use.) from the U.S. Food and Drug Administration. At the time of data collection, the participant was a 55-year-old woman who sustained a large pontine infarction nine years pre-enrollment. After completion of informed consent and medical and surgical screening, the 96-channel microelectrode array (Blackrock Microsystems, Salt Lake City, UT) was implanted into the M1 arm area knob using a pneumatic insertion technique [35] . Details of the human surgical procedure and the BrainGate system [19] have been previously reported.
B. Experimental Protocol
Experimental sessions were run 966 and 988 days postimplantation of the microelectrode array. The research participant was seated comfortably in her wheelchair and placed 57 cm in front of a 15-in flat-panel monitor. The monitor displayed a 3-D virtual world developed in-house using the Gamestudio (Conitech Datensysteme GmbH, La Mesa, CA) video game development environment. The participant had a first-person point-of-view of all movements made by an anthropomorphic virtual character displayed on the screen. Within a single block, the participant observed the virtual character performing a series of continuous single-joint arm movements (see Fig. 1 ). The movements included shoulder elevation in the 0
• plane (SE@0) (shoulder ab/adduction), shoulder elevation in the 90
• plane (SE@90) (shoulder flexionextension), shoulder internal-external rotation (SIER), elbow flexion-extension (EFE), forearm pronation-supination (FPS), wrist flexion-extension (WFE), wrist ulnar-radial deviation (WURD), and hand opening-closing (HOC). Each observed joint movement traversed a 0.4-Hz sinusoidal trajectory lasting 45 s, with a 5-s rest period between adjacent movements. Each single block contained two trials of each single-joint movement, with the order of observed movements randomized within a given block. The participant was instructed to "watch the visualization and imagine performing the same single-joint, speed-matched movement." The participant viewed two 13-min blocks of movements each day of recording.
C. Signal Acquisition and Preprocessing
Ninety-six-channel, full broadband neural data (0. Table I .
Prior to the beginning of the movement imagery protocol, SUAs that crossed a manually adjusted threshold were isolated online by a human operator, based upon their waveform shapes relative to a time-amplitude window. Spikes that crossed the threshold but did not fit a time-amplitude window were classified as unsorted, and were included in subsequent analyses. As many as three sorted units and one unsorted unit were observed on a given electrode. On session day 1, there were 83 unsorted units and 67 sorted units, 24 of which had a signal-to-noise ratio (SNR) >2.0. On session day 2, there were 88 and 65 unsorted and sorted units, respectively, with 37 sorted units having an SNR >2.0. Offline, the spiking activities of all unsorted and sorted action potentials on a single electrode were aggregated into the multiple spike train (MSP). Continuous firing rates were determined from the discrete time spikes for all sorted and unsorted SUA and MSP neural data by counting spikes in nonoverlapping rectangular windows 50 ms long. Multiunit neural activity was derived offline for each electrode by notch (60 Hz) and bandpass filtering (300-6000 Hz) the full broadband neural data using eighth-order Butterworth filters. A first-order root-mean-square (RMS) filter at 100 Hz was applied to obtain the signal envelopes, followed by downsampling the signals to 20 Hz.
LFP features were derived offline by notch (60 Hz) and lowpass filtering (200 Hz) the full broadband neural data using (1), 30-kHz raw broadband neural data were continuously collected (2) . Five neural feature types were extracted (3-7; see Section II) and used offline to predict the state and intended trajectories of the participant's VGMI movements. eighth-order Butterworth filters, followed by downsampling to 500 Hz. A 256-sample windowed spectrogram, with a 231-sample overlap, was applied to the neural data to obtain frequency-domain short-time-Fourier-transformed signal (LFPstft), updated at 20 Hz. The time-modulated average powers in the alpha (0-12 Hz), beta (12-30 Hz), gamma (30-60 Hz), and higher gamma (60-201 Hz) frequency bands were determined for each of the 96 electrodes and were used as inputs for the offline decoders. An RMS filter was applied to the timedomain LFP to obtain the time-domain envelope (LFPrms) for each channel.
D. Predictions of Imagined Single-Joint Movements
We examined how much information each individual neural feature (i.e., the SUA of one unit, the MSP from one electrode, the MUA from one electrode, a single LFPstft frequency band from one electrode, and the LFPrms from one electrode) contained about the imagined continuous output trajectory of each observed joint. A neural feature x(t = 1. . .n) was related to an individual joint angle y(t = 1. . .n) through a linear impulse response filter (IRF) using single-input-single-output (SISO) linear system identification (SID) [36] . The IRF estimateĤ xy was determined as the minimum mean squared error estimate that satisfied Y = XH, given bŷ
where m is the memory length of the filter, and Y and the timedelayed X data matrices are given by [37] 
IRFs were determined from training data (random 75% of all data samples) for each SISO combination of an individual feature and an individual joint for each trial on a given day, and used in cross validation (remaining 25% of all data) to predict the trajectories of the remaining imagined movements. The predicted trajectoriesŷ(t) were computed bŷ
where " * " denotes convolution and τ is the neural time history included in the filter. m is related to the time history τ by m = τ ·f, where f = 20 Hz is the update rate. IRFs were estimated with τ ranging from 200 to 4800 ms in 400-ms steps. The goodness of fit of the estimated imagined trajectories relative to the observed joint trajectories was quantified by the variance accounted for (VAF%), defined as
The optimal time history τ i for a given single feature i was obtained by repeating the previously described estimation process 20 times for each "feature-time history" combination (e.g., individual SUA at 600 ms), with the training and testing datasets randomized during each repetition. A 95% confidence interval of the average VAF% of the estimation was obtained for each "feature-time history" combination. A one-way analysis of variance (ANOVA), using multiple comparisons and Bonferroni corrections, determined for each single feature the minimum τ that statistically maximized the average VAF% of the estimation. We then examined how well the population activities of each feature type predicted the angular positions of the visualized movements using multiple-input-single-output (MISO) SID. For a given observed joint, using the SUA signals, we began with the single unit that allowed for the best prediction (i.e., largest VAF%) of the position of the given joint. Using a recursive feature addition (RFA) algorithm with optimized time histories, subsequent units were added to the input feature space based upon which gave the largest increase in VAF% of the cross-validation data. Given inputs x 1..i (t) with optimized memory lengths m 1..i , the input matrix X of (2) becomes (5) as shown at the bottom of the page, and the estimated IRF of (1) becomeŝ
IRFs were built for training data consisting of input sets of 2, 3, 4, etc. . . features until the number of features were exhausted, the cross-validation VAF% statistically significantly dropped below 80% of the maximum achieved VAF% for 5 consecutive iterations, or the VAF% became negative for five consecutive iterations. A negative VAF% implied that the given set of inputs was a worse predictor of the joint position than the position mean alone. Similarly, using RFA, the maximum VAF%s based upon the MSP, MUA, LFPrms, and LFPstft features were determined.
Finally, we examined the effectiveness of combining neural feature types to predict the imagined continuous joint angles. The RFA algorithm was implemented with the input feature space including pairs of feature types. For example, one possible feature space could include the firing rates of several SUAs, as well as the alpha and gamma frequency bands of the LFPstft. RFA was applied to all paired combinations of signal types (e.g., MSP + SUA, MSP + MUA, MSP + LFPrms, etc.) to determine which combination of inputs was most effective at predicting each imagined joint trajectory. Fig. 2 shows an example of the neural responses to each of the eight movement imageries (one panel per imagery). The example SUA shows a clear increase in firing rate after onset of WFE, wrist deviation (WURD), and HOC imageries [panels (f)-(h)]. This increased activity is not observed after onset of other imageries [panels (a)-(e)]. Additionally, after onset of WFE, WURD, and HOC imageries, there is a clear decrease in low-frequency LFP relative power (more blue) and an increase in higher frequency LFP relative power (more red). Similar behavior was observed in other SUAs that showed preferential activity for the other imageries. The systematic changes observed in the high and low LFP bands are qualitatively similar to what has been reported during ECoG-based movement and cognitive tasks [38] .
III. RESULTS
A. Prediction of Single-Joint Positions From Individual Features
SISO SID revealed how well the trajectories of the observed movements were predicted from each individual feature. Across all sessions, 83.2 ± 8.4% of features needed no more than 200 ms of time history included in the SID decoder to statistically maximize the VAF% of their predictions. Fig. 3 shows the amount of movement information (VAF%) contained in individual features for each imagined joint movement, across all recording sessions. The majority of features individually predicted less than 5% of the total variance in the observed movement trajectories, though with some notable exceptions. For example, discrete neural signals (SUA, MSP) had the broadest VAF% distribution of all signal types, and the responses of many SUA and MSP features each accounted for greater than 15% of the predictions of the imagined movement trajectories. This was particularly true during the imagination of shoulder abductionadduction (SE@0), WFE, and HOC. The imagined WFE trajectory could be predicted at greater than 40% VAF by several individual SUA, MSP, and MUA features. The VAF% of the multiunit activities (MUA) primarily concentrated between 0 and 5%. However, again in the cases of SE@0, WFE, and HOC, MUA recorded from several electrodes could each account for more than 15% of the predictions of the imagined movements. The distributions of VAF% of SUA, MSP, and MUA were similar for each imagined movement. The LFPrms and LFPstft single features had VAF% distributions primarily concentrated between 0 and 5% for most movements, though during SIER, LFP features were found that each accounted for 5-20% of the variance.
B. Decoding of Single-Joint Positions From Population Activity
Using RFA with optimized time histories, we determined the optimal set of inputs to include in the MISO decoder for each feature type. As an example, Fig. 4(a) -(e) shows the results of recursively adding more features to the decoder to predict imagined HOC for each feature type. Addition of neural features monotonically increased the accuracies of the predicted trajectories of the imagined joint movements in the training dataset. However, addition of features past the optimal feature set in the cross-validation data actually hindered the prediction accuracy [panels (a)-(e)]. Specifically, the effect of overfitting was to decrease the smoothness of the prediction by introducing of higher frequency noise elements. For imagined HOC, the discrete SUA and MSP features provided more accurate predictions (i.e., higher VAF%) than the continuous MUA-or LFP-based feature sets [panel (f)]. Plots of the observed versus predicted kinematics are shown in Fig. 4(g). Fig. 5 summarizes the accuracies of the RFA-optimized prediction VAF%s for all imagined movements across all recording sessions. These RFA-optimized sets of features were rank ordered for each experimental session and each imagined movement, from best (1) to worst predictor (5). Features that gave statistically similar predictions, based upon the 95% confidence interval of the VAF% mean, were assigned the same ranking. Complete ranking results are reported in Table II . While there existed some variability between session days with respect to the ranking of the signal features for a given imagined movement, some general trends become evident when examining the feature rankings over all imagined movements. LFPstft and SUA features were consistently the two best SESSION DAY predictors of all imagined joint movements, with comparable average rankings of 1.56 and 1.69, respectively. These features were followed in rank order by MSP, MUA, and LFPrms. To assess if these rankings were statistically significant, the results of the RFA were subjected to a nonparametric multiple-repetition Friedman's test. Similar to a balanced two-way ANOVA, Friedman's test assessed the data for effects of the neural feature type, while balancing for any possible effects of the imagined movement type or movement-feature interactions [39] . On both session day 1, and session day 2, the effect of the feature type used for prediction proved to be statistically significant (p < 0.001 for both days). Follow-up pairwise comparison tests, with appropriate Tukey LSD corrections for multiple comparisons, revealed that there was no statistically significant difference between the LFPstft, SUA, and MSP feature types for predicting all imagined movements, though MSP generally lagged both LFPstft and SUA in its overall ranking. MUA and LFPrms produced statistically similar prediction results to each other, but were not statistically similar to LFPstft, SUA, and MSP. These ranking results were consistent across both session days. Fig. 6 shows for both session days prediction results when pairs of feature types (e.g., SUA + MSP, MUA + LFPrms, etc.) were considered for decoding. Each upper triangular color plot shows the mean VAF% resulting from predicting an imagined movements (each column) using decoders which included a single feature type (main diagonal) versus including pairs of feature types (plot interiors). In all cases, there was a significant advantage when combining feature types for neural decoding over using just a single feature type, as evidenced by the darker colors in the plot interiors. Overall, decoding of imagined shoulder movements (SE@0, SE@90, SIER) improved by an average of 12.8%, 18.6%, and 11.7%, respectively, using paired feature types over single feature types. Likewise, decoding of imagined EFE and FPS increased by 19.3% and 20%, respectively. Finally, decoding of imagined distal movements (WFE, WURD, HOC) increased by 14.6%, 13.1%, and 11.0%, respectively. All increases in decoding accuracy were statistically significant based upon the confidence intervals of the mean (p < 0.05, paired t-test). In many cases, differing combinations of features resulted in statistically similarly accurate predictions. Fig. 6 . The top panel shows complete data from the first recording session and the bottom panel shows complete data from the second recording session. The upper triangular color plots compare the results of using a single neural feature type in the decoder (plot diagonals) versus using paired combinations of signal types (plot interiors). Lighter plot diagonals and darker plot interiors indicate that average VAF% was enhanced by using pairs of signal feature types (e.g., SUA + LFPstft) over a single signal feature type. White dots in the interior squares indicate those pairings which gave statistically equivalent maximal VAF%s (Friedman test, p < 0.05) for prediction of the given movement. The corresponding pie chart underneath each color plot shows the contribution of each signal type in the best pairing that was consistent across both recording sessions.
These are designated by white circles in the Fig. 6 triangular plots.
Each pie chart in Fig. 6 shows for each imagined movement the composition of the decoder of paired feature types that resulted in the highest prediction VAF%, consistent across both recording sessions. Each slice in the pie chart represents the portion of the total VAF% of the imagined movement prediction that is attributable to the stated neural feature. Over all movements, the LFPstft feature accounted for the largest portion of the explained variances over any other feature, accounting for 46.9% of the variance explained by the predictions on session day 1 and 56.0% on session day 2. The next most useful signal for prediction in the paired signal analysis was the SUA, which accounted for 40.9% of the variance explained by the predictions on session day 1 and 31.2% on session day 2.
IV. DISCUSSION
The information encoded by a variety of intracortical signals related to executed arm movements has been widely investigated in the able-bodied monkey model. This study demonstrated that in a person with prolonged and severe paralysis, cortical signals remaining postinjury carry significant information for predicting visually guided imagined single-joint arm movements. Statistically, ensemble SUA and LFPstft were equally useful for predicting imagined single-joint arm movements, followed in rank by MSP, and MUA and LFPrms. Additionally, this study demonstrated that using pairs of signal modalities, such as SUA + LFPstft, enhanced the accuracies of the predictions.
Three recent studies have shown that using the same single 96-microelectrode array recording over M1 in a neurologically intact nonhuman primate, 25 arm-related degrees-of-freedom (DOFs) could be predicted with high fidelity based upon sorted unit activities or high-or low-frequency LFPs during random reaches [22] , [32] , [33] . In this study, each of eight singlejoint DOFs were predicted with varying success. Consistent with placement of the array in the distal arm and hand area of M1 [19] , WFE and HOC were predicted more reliably than the other imagined joint movements. The finding of our study, that ensemble LFPstft decoding was on par with, and in some cases exceeded ensemble SUA decoding, is in contrast to two of these studies. Zhuang et al. [33] , using high-frequency LFP bands, and Bansal et al. [32] , using low-frequency LFP bands, suggest that their decoding of arm kinematics in monkeys using LFPs were inferior to using sorted spikes (SUA). More specifically, Bansal et al. noted that while the median decoding accuracy using an individual low-frequency LFP band exceeded that using a single unit, the decoding accuracy using multiple SUAs exceeded that using multiple low-frequency LFP bands as the number of available spikes increased. It should be noted that in many instances, LFP decoding exceeded SUA decoding in the average case (see [32] and Fig. 6 ). The difference in findings of our study may be due to the difference in task (purely imagined versus executed movement), may be due to the current study simultaneously using both low-and high-frequency LFP bands for decoding, or may be because the LFP is possibly better for decoding slower or smoother movements [32] , such as those observed and imagined in the present investigation.
In all cases, including multiple feature types, and particularly the LFPstft features, within the decoder resulted in a more accurate prediction of joint angle position. Other investigations that have reported LFP decoding accuracies to be comparable to SUA decoding accuracies, also have reported this increase in decoding accuracy when combining LFPs with other signal types [28] . This suggests that in the current participant, each of the different signal types, and the LFP in particular, contained partially distinct information about the imagined movements. The superposition and/or interaction of multiple feature types within a single decoder provided a more holistic and accurate picture of the imagined movement kinematics. Thus, future efforts may be better spent decoding the simultaneous activities of multiple feature types, including LFPs, to increase the accuracy of decoding imagined movements.
A critical assumption of this study is that the intended trajectories imagined by the paralyzed participant were the same as those observed. Some studies have suggested that paralyzed persons may exhibit impaired motor imagery ability, including abnormal temporal characteristics [40] , [41] . Despite this potential imagery deficiency, the decoded trajectories of the imagined joint movements matched well with the observed joint movements after optimization of the neural feature set. Persons with spinal cord injury and brainstem stroke retain a good portion of the motor planning program [42] , [43] and thus are able to produce appropriate mental imageries for modulation of neural activities related to arm movement. The use of visual guidance significantly aided the study participant in performing the mental imagery tasks. The instruction of imagining the visually guided movements, rather than making an actual attempt at the movement, was given to allow the study participant to mentally simulate the movements at a reasonable speed, without resulting in self-reported overexertion. Several studies have indicated that, particularly in persons with paralysis, imagined movements result in qualitatively similar neural activity to attempted movements, though with reduced amplitude. Furthermore, typical inhibitory mechanisms for movement suppression are greatly weakened in paralyzed persons [44] , [45] . Thus, the present results would seem to be largely unaffected by any actual attempts at movement by the participant.
There is a question as to whether the observed modulation in the spiking activity for any movement was due to actual imagination of the movement, or due to the presentation of the visual stimulus. A number of studies have suggested that the initial single unit and neural population responses in M1 may be due to the presentation of the visual stimulus and not the desired motor plan. For example, Georgopoulos and colleagues showed that when monkeys are required to make movements in a direction orthogonal to that of the initial visual stimulus, a mental rotation of the neuronal population vector occurs from stimulus direction to movement direction before the actual movement occurs [46] , [47] . Zhang et al. showed similarly that M1 activity encodes aspects of the visual stimulus, the necessary directional transformation between stimulus and target, and finally the movement itself [48] . In both the Georgopoulos and Zhang studies, the transformation in M1 from a visual stimulus related to a behavioral response-related representation was complete in 400 ms. The initial M1 activity in this study may have been in response to the visual input, though it is unlikely that the visual representation dominated over the M1 response-related representation during the entire course of the imagined movements. Because the visual stimulus was continuously present during the current protocol, the associated M1 response may also have been continually present, and our experimentally design would not have been able to tease apart what part of the response was due to each. However, it could be argued that that any apparent visual representation in M1 was most likely due to an automatically activated feed-forward motor program that preceded the movement representation in M1 [48] .
Though this paper focused on decoding single-joint movements from M1, the results have implications for realizing a cortically controlled multijoint FES arm neuroprosthesis. Because of the seminal work of Georgopoulos and colleagues, which showed that the direction of hand movement in global space is encoded in single cell discharges and by the neural population vector [49] - [51] , the field has largely focused on decoding arm endpoint kinematics from neural activities, in the global coordinate frame. Velliste et al. have recently shown that a monkey could cortically operate a five-DOF robotic arm by controlling the endpoint position. The joint angles necessary to achieve the desired endpoint position were determined by an inverse kinematics solution, which had to implement constraints on the elbow elevation angle to achieve natural-looking movements [4] . Previous BrainGate studies also used an inverse kinematics and inverse dynamics model to convert endpoint control of a virtual arm into muscle activations for controlling elbow and shoulder movements in a 2-D plane [20] . This nontrivial inverse kinematics problem is made more complicated when attempting to solve for an eight-DOF arm moving in 3-D space, and even more so when attempting to determine, through inverse dynamics, the muscle activations required to achieve the desired joint angles. A more direct approach may be to decode joint positions (and related joint torques and muscle activations) in the intrinsic body coordinate frame, particularly since FES systems act directly to control these body coordinate frame DOFs. Ethier et al. achieved restored functional hand grasping in a temporarily paralyzed monkey [11] by directly decoding the required muscle activations to achieve the desired joint angles. The results of this study show that joint angle information, in the body coordinate frame, can be directly decoded for the multijoint shoulder, elbow, and wrist, in a person with high tetraplegia. Future work will investigate in parallel 1) cortical control of arm joints in the body coordinate frame, particularly focusing on the coordination of the single-joint movements into a seamless multijoint arm reach, and 2) cortical control of the endpoint in the global coordinate frame, using a real-time 3-D musculoskeletal arm model [52] for solving the inverse kinematics and dynamics.
The two main limitations of this study are that data were only available from one participant, and the data analysis is performed offline, rather than in an online closed-loop experiment requiring coordination. Though there is some debate as to the extent that results from offline analyses can be extrapolated to online closed-loop control experiments due to biofeedback and neural adaptation [53] , the results of this study are informative in regard to the presence in the investigated participant of a variety of neural activities in response to visually guided cues of imagined limb movements, and how best to combine multiple neural features for decoding. These findings provide strong motivation to test the utility of these multimodal arm joint decoders in closed-loop human BCI control studies of the BrainGate2 Clinical Trial.
