The efficiency benefits achievable via cross-training in call and service center environments where agents serve distinct customer types are investigated. This is achieved by first considering specialized agents grouped into N departments according to the customer type they serve. Then, cross-training policies that pool a set of departments into a single larger department that serves all of the pooled call types according to either a first-come-first-served or non-pre-emptive priority service discipline are examined. The impact of system parameters, such as the number of servers, mean service times and service time coefficient of variation, on the decision of which departments to pool in order to minimize the expected delay in the system are characterized by comparing the proposed queueing models via standard queueing approximations and numerical analysis. The results show that if the mean service times of the departments that will be pooled are similar, pooling the departments with the highest service time coefficient of variation reduces the expected delay the most. Sufficient conditions for the mean service times to be considered similar are also provided.
Introduction
The proliferation of call and service centers within the rapidly expanding service economy has elevated interest in their efficient design and management. A practice that is well suited to improving call centers is agent cross-training. Cross-training can improve customer service by offering more choices for matching agents to customer service requests and enhance efficiency by utilizing the existing workforce more effectively to handle a given call load. Effective use of cross-training requires two steps: (i) a design that determines which agents are trained to handle which customer types; and (ii) a control mechanism that dynamically assigns customers to agents. In this paper, we concentrate primarily on the design step by considering situations in which the control step is straightforward due to the structure of the system.
A call center has a departmental structure if the agents can be divided into groups such that each customer type is unambiguously assigned to a single group (department) 
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To understand call centers with departmental structures, we consider environments in which agents are initially grouped into departments based on the customer type(s) they are assigned. We assume that departments differ with respect to parameters such as arrival rate, mean service time, variability in service time and number of agents. Then we examine the impact of pooling, namely combining two or more departments into a larger department with the agents in the pooled department cross-trained to handle all of the call types of those departments. This involves two fundamental issues: (i) how many departments to pool; and (ii) which departments to pool. The specific focus of this paper is to determine how the various system parametersarrival rates, mean service times, variability in service times and the number of agents-affect these pooling decisions.
Pooling has been widely studied in the literature (for example, see Mandelbaum and Reiman (1998) ), usually by comparing the two extreme scenarios of a dedicated system versus a fully pooled system. In a dedicated system, each group of servers is responsible for a specific customer type, whereas in a fully pooled system all servers are merged into a single group that serves all customer types. However, in many real-life situations, and particularly in call centers, cross-training all agents to handle all call types may not be feasible due to cost and/or quality penalties arising from cross-training, excessive agent stress and/or scarcity of agents capable of handling all of the call types. Therefore, while we consider fully pooled systems in this paper, we are particularly interested in partial pooling scenarios consisting of a mixture of pooled and dedicated departments. Specifically, we consider a call center that initially consists of N dedicated departments, and seek to pool k ≤ N departments into a larger department so as to minimize the expected waiting time of customers in the queue. However, because we recognize that using expected waiting time as the objective can lead to policies that degrade service to some customer types, we also derive sufficient conditions for pooling to reduce expected waiting of all customer types. Our results show that mean service times and the service time coefficient of variations are the major factors that affect the decision on what departments to pool when the utilization is the same across all departments.
The remainder of this paper is organized as follows: Section 2 presents a literature review. Section 3 develops models of the pooling strategies we consider. Section 4 evaluates the relative effectiveness of these strategies and draws simple principles on the structure of the pooling decisions. In Section 5, we present a numerical analysis that addresses the impact of the simple principles derived in Section 4 for general systems. Section 6 concludes the paper. All proofs are given in the online Appendix.
Literature review
The literature on call centers has grown rapidly in recent years. and Aksin et al. (2007) provide excellent surveys of this literature. Most of the analytic call center literature has been based on queueing models where the customers and agents are homogenous (see Koole and Mandelbaum (2002) for a thorough review).
A large body of the queueing literature on call centers has focused on dynamic routing of calls to available agents with the right skills. Perry and Nilsson (1992) considered a system in which two classes of calls are served by a single pool of agents (V-design) and determined both the number of agents and the assignment policy needed to yield specified expected waiting times. Bhulai and Koole (2003) also modeled a variant of this system. Stanford and Grassman (2000) considered a call center with two call types and two agent groups where one group can handle both call types and the other can handle only one of them (N-design), and used fixed priority policies and matrix-geometric methods for performance and staffing analysis. Shumsky (2004) considered the same problem and proposed an approximate analysis. Borst and Seri (2000) proposed a dynamic routing rule that prioritizes the call type that is farthest behind schedule, and determined bounds on the number of fully cross-trained agents needed to provide a given service level. Koole and Talim (2000) modeled a multi-skill call center as a network of queues and approximated each queue as an M/M/r loss system to minimize the number of unanswered calls. Gans and Zhou (2003) studied a call routing problem with two call types where one call always has priority over the other and used a Markov decision process model to achieve service level constraints.
Another stream of queueing-based call center research has relied on heavy traffic analysis to obtain asymptotic results. Harrison and Lopez (1999) considered the optimal dynamic assignment of n non-identical servers working in parallel to serve m types of customers with minimal waiting costs. They showed that if server skills overlap in an appropriate manner, then in the limiting Brownian control problem all servers merge into a single service pool. Bell and Williams (2001) proved the asymptotic optimality of threshold controls for the N-design discussed above. In contrast, Van Mieghem (1995) proved the asymptotic optimality of a simple generalized cµ rule for a V-design with convex waiting costs. Harrison and Zeevi (2005) studied the problem of staffing large call centers using stochastic fluid models. Maglaras (2004a, 2004b) considered multi-class, multi-server call centers with a call-back option, and proposed asymptotically optimal routing and staffing policies. Bassamboo et al. (2006) investigated a similar problem with abandonments for large call centers and proposed a method for staffing and routing based on linear programming. It is important to note that our scope does not restrict attention solely to highly utilized systems and also we do not restrict attention to systems with a large number of servers.
The literature most closely related to this paper has focused on choosing appropriate skill sets for servers, usually by comparing dedicated and fully pooled systems. The basic pooling models on which this work is based are described in Kleinrock (1976, pp. 272-290) . Smith and Whitt (1981) and Benjaafar (1995) showed that pooling reduces the average delay if arrivals and service times have the same distribution, but it can increase the average delay when different classes of customers require different service times. Buzacott (1996) considered a serial system with n stages where each customer is served by a distinct server at each stage, and transformed this system into a parallel system with n servers in which each server can perform the operations required for all n stages. He showed that the pooled system where all servers can perform all tasks is superior to the unpooled alternative, and the higher the task variability the greater the advantage. Mandelbaum and Reiman (1998) considered pooling of a Jackson network into an M/PH/1 queue. They compared the pooled and unpooled systems in terms of the steady-state mean sojourn times and showed that depending on the system parameters, pooling can be either good or bad. Argon and Andradóttir (2006) studied the effects of pooling several adjacent stations in tandem lines where servers are cross-trained and two or more servers can work on the same job simultaneously. They showed that the benefits of pooling can be substantial and that the bottleneck station should be among the pooled stations to obtain the greatest improvement. Our research differs from this literature in that: (i) we consider parallel service environments (e.g., call centers); and (ii) by comparing the performance of many (partially) pooled systems we provide insights for managerial decision making.
Finally, some researchers have proposed alternatives to pooling. For example, Sheikhzadeh et al. (1998) and Jordan et al. (2004) studied chaining of servers where each customer can be routed to one of two adjacent servers and each server can process customers from two adjacent classes. These studies showed that chaining has the potential to achieve most of the benefits of pooling with respect to performance measures such as the expected time spent in the system and throughput. Hopp et al. (2004) investigated the value of chaining in CONWIP serial production lines, and showed that the impact of forming a complete chain of skills sets can be substantial in increasing throughput. Iravani et al. (2005) developed a structural flexibility index for systems with cross-trained servers that quantifies the flexibility inherent in an arbitrary system structure and also elucidated the virtues of chaining. Wallace and Whitt (2005) addressed routing and staffing problems in call centers under limited cross-training of agents (e.g., chaining) and demonstrated that when each agent has only two skills, in appropriate combinations, the performance is almost as good as when each agent has all skills.
Pooling strategies
We consider a call or service center that services N customer types. We assume that the system initially has a departmental structure, in which customers of type i are served by agents in department i with c i servers, i = 1, 2, . . . , N. We further assume that type i customers arrive according to a Poisson process with rate λ i , and require a service time drawn from an independent and identicaly distributed (i.i.d.) sequence with finite mean T i and squared coefficient of variation (SCV) ν 2 i . Hence, the initial system can be modeled as N parallel M/G/c queues. We assume that this original system is stable, which requires
We define a pooling strategy by a set K, which represents the set of departments where all servers are cross-trained to handle all customer types in K (see Fig. 1 for an illustration of a case where N = 3 and K = {1, 2}). Our objective is to determine which set of departments to pool in order to achieve the largest reduction in expected long-run average customer waiting time in queue (i.e., expected delay).
Because standard performance measures cannot be expressed in closed form for the M/G/c queue, a variety of approximation methods have been proposed. A number of authors (Krampe et al., 1973; Stoyan, 1976; Hokstad, 1978; Nozaki and Ross, 1978) have independently proposed the following approximation for the expected delay in queue: Consider an M/G/c queue with arrival rate λ, mean service time T, utilization ρ = λT/c and service time SCV ν 2 . Then, the standard M/G/c approximation for expected delay, denoted by W, is
where
, is the expected number of customers in queue for an M/M/c queue with utilization ρ and p 0 (c, ρ) is the probability of an empty system. Equation (1) is a heavy-traffic approximation and is exact for the M/G/1 and M/M/c queues. Whitt (1993) reported that it is usually an excellent approximation, especially when ρ is high. In our analyses, we will use Equation (1) to approximate expected delay. Hence, for the original system with N departments, where each customer type is served by its own department, the standard approximation of the expected delay in department i is given by
, and the standard approximation of the expected delay in the system across all customer types is given by
, the expected delay in the system is
where W K is the approximate expected delay for the pooled departments in set K. Our problem is to choose the set K to minimize D K subject to the constraint |K| = k. That is, we seek the maximum impact from pooling k departments for a given k. Approximating the expected delay in the pooled queue, W K , requires specification of the policy used to serve the k customer types. We consider two policies: First-ComeFirst-Served (FCFS) and Non-Pre-Emptive Priority (NPP) service. Many service systems use FCFS to achieve fairness or because they cannot distinguish customer types until service has begun. However, it is well known that FCFS can increase the expected waiting time when heterogenous service distributions are pooled. Thus, we also consider the NPP discipline to represent systems in which customer types are identified prior to service (e.g., via an interactive voice response phone menu in call centers) and this information is used to prioritize calls. In order to obtain analytical results and clear insights, in the following we will use the above queueing approximations as acceptably accurate models of system behavior.
FCFS service discipline
Suppose departments in the set K = {i 1 , i 2 , . . . , i k } are pooled so that these customer types are served on a FCFS basis by j ∈K c j servers. The SCV for the aggregate service time distribution (ν 2 K ) of the pooled department is given by
Since arrivals of each customer type follow a Poisson process, using Equation (1), we can approximate the expected delay for customers in the pooled department by
and hence, expected system delay can be approximated as
Because customer arrivals are Poisson and service times are i.i.d., all customers within the pooled department experience the same mean wait in queue under the FCFS service discipline.
NPP service discipline
We now consider systems in which customers in the pooled queue are served (non-pre-emptively) in priority order. Suppose departments in the set K = {i 1 , i 2 , . . . , i k } are pooled and the indices in set K are ordered so that customer type i j is given non-pre-emptive priority in service over customer type i l if j < l. There is no exact expression for the expected delay in queueing systems with multiple Poisson arrival streams, multiple servers and general service time distributions. Therefore, we use the following approximation (Buzacott and Shanthikumar 1993) :
In Equation (7), W NPP K,n denotes the approximate delay for customer type i n (i.e., the customer with priority n) in the pooled queue that serves k customer types in the set
is given by Equation (5) and denotes the approximate expected delay in the pooled department when the service discipline is FCFS. W M/G/1:FCFS K is the expected delay for the pooled queue when the original j ∈K c j servers are replaced by a single server that serves customer type i n with a mean service time of T i n / j ∈K c j , i n ∈ K and n = 1, . . . , k, and FCFS is used. Similarly,
is the expected delay of customers with priority n in the pooled queue when the original j ∈K c j servers are replaced by a single server that serves customer type i n with a mean service time of T i n / j ∈K c j , i n ∈ K and n = 1, . . . , k, and NPP is used. Hence, the first term in Equation (7) is the ratio by which the expected delay changes when we shift from one server to j ∈K c j servers under the FCFS service discipline. This approximation is based on the notion that this ratio is relatively insensitive to the service discipline (see, e.g., Buzacott and Shanthikumar (1993, p. 88) for justification and further details.) To complete our description of the approximation in Equation (7) 
where λ is the arrival rate, E(S 2 ) is the second moment of the service time and ρ is the utilization (see, e.g., Kulkarni (1995, p. 379) ). To compute W M/G/1:FCFS K , first note that when departments in the set K = {i 1 , i 2 , . . . , i k } are pooled, the pooled system has an arrival rate of j ∈K λ j and j ∈K c j servers. To model this system as an M/G/1 queue, for
2 as the new mean service time and the corresponding second moment, respectively. Then the second moment of the service time in the pooled queue is
Hence, from Equation (8) the single server pooled system has expected delay:
For a M/G/1 queue with multiple customer types and NPP service discipline, using
2 , i n ∈ K and n = 1, . . . , k, as the new mean service time and the corresponding second moment, respectively, the expected delay for a customer with priority n (i.e., customer type i n ) is given by (see, e.g., Gelenbe and Mitrani (1980, pp. 35-40) ):
expressions are exact.
Using Equations (5), (9) and (11) and substituting into Equation (7), we obtain the approximate expected delay of a customer with priority n as
Hence, the approximate expected system delay under the NPP service policy is
where ρ is given by Equation (10).
Analysis
We now use the above models to examine the impact of the following system parameters on the choice of which departments to pool: (i) mean service times (T i ); (ii) number of servers (c i ) for each department; and (iii) the SCV of the service times (ν 2 i ). The system utilization has a first-order effect on performance, so we must carefully control for this effect. To eliminate utilization as a factor, we assume that all N departments are staffed so that their utilizations are equal to ρ (i.e., ρ i = ρ for i = 1, . . . , N). Koole and Mandelbaum (2002) reported that most call centers operate at a utilization level of approximately 90-95%. As a result, the utilization does not vary significantly across departments. Furthermore, having uniform utilization is fair to agents from different departments. Thus, we make the assumption of uniform utilization across departments, and we investigate the impact of T i , c i and ν i , i = 1, . . . , N on the pooling decision. We perform all of our analyses under both FCFS and NPP service disciplines. In the following, we use the approximations to expected delays that are presented in the previous section. Hence, whenever we say expected delay, it is shorthand for approximate expected delay.
Effect of mean service time
To investigate the role of service time while isolating utilization, we consider systems where
Note that this scales arrival rates so that utilization is held constant as service times vary between departments. As a consequence, the departments with long mean service times have low demand arrival rates.
From Equation (6), the expected system delay under FCFS is given by
Smith and Whitt (1981) showed that when service rates are different, pooling can be counterproductive under the FCFS service discipline. By considering an example where two M/M/1 queues are pooled, they demonstrated that the expected waiting time can be arbitrarily large if the two service rates differ greatly from each other. In Proposition 1, we provide a sufficient condition for pooling to be advantageous in systems with uniform utilization and service time variability under the FCFS service discipline.
, the system with k pooled departments has an approximately smaller expected delay than the original system).
As an example, consider k = 2 and assume that we pool departments i and j . Condition (15) reduces to
Without loss of generality, we can assume T i ≥ T j and define T i = aT j where a ∈ R and a ≥ 1. Then, the last inequality can be written as a 2 − 6a + 1 ≤ 0. The root that satisfies the constraint a ≥ 1 for this quadratic function is a = 3 + 2 √ 2, and the inequality is satisfied when a ≤ 3 + 2 √ 2. Thus, if there exist two departments for which the expected service time of one does not exceed approximately six times that of the other, pooling is always advantageous under the FCFS service discipline.
Assuming that there is at least one k-tuple that satisfies the condition in Proposition 1, the k departments to pool to minimize the expected system delay given by Equation (14) are the ones that minimize i ∈K j ∈K T i /T j . That is, there exist "N choose k" k-tuples for N departments. Let k denote the set of all k-tuples. Then, the set K * ∈ k such that K * = arg min{K ∈ k : i ∈K j ∈K T i /T j } minimizes the expected system delay. Suppose that, without loss of generality, departments are numbered such that T 1 ≤ T 2 ≤ . . . ≤ T N , i.e., the mean service time of department 1 is the smallest and the mean service time of department N is the largest. The following proposition shows that the k departments to pool to minimize the expected system delay should be consecutive based on this ordering. 
This proposition implies that instead of computing i ∈K j ∈K T i /T j for each K ∈ k which results in "N choose k" possible combinations, it is sufficient to compute this function for only sets of size k where the elements are ordered in the sense described above. This results in N + 1 − k computations. In cases where more than one set of k departments achieve the minimum, ties can be broken arbitrarily. Note that i ∈K j ∈K T i /T j is minimal when all service times are equal, and it implies that the k departments to pool should be the ones with mean service times closest to each other.
For instance, for k = 2, the best departments to pool are the pair that satisfy (i,
The intuition behind this result is the following; if two departments, one with very short and the other with very long service times, are pooled, then under FCFS the customers with short processing times will wait longer than they did in the original system because of the customers with long service times who arrive before them and tie up the server.
To examine the "equity" (fairness) issues involved in pooling under FCFS, we can compare the difference in expected delay experienced by customer type n ∈ K without and with pooling; given by
Hence, if k 2 ≥ ( i ∈K T i )/T n , the expected delay for type n customers declines; otherwise, pooling may increase the expected delay of these customers.
To see the impact of pooling under the NPP service discipline when
From Equation (16), the expected delay in the system is minimized when priority is given to the customer type with smaller mean service time. This can be shown by a simple interchange argument once the customers that are served by the pooled department are sequenced in priority order so that T i 1 ≤ . . . ≤ T i k . Pooling k departments and serving the customers in the pooled queue with a NPP service discipline may also result in a longer expected system delay.
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The following proposition presents a sufficient condition for
then D NPP K ≤ D 0 (i.e., the system with k pooled departments has an approximately smaller expected delay than the original system).
Let us define B(n)
If there is at least one k-tuple that satisfies the condition in Proposition 3, the best k departments to pool in order to minimize expected system delay (given by Equation (16)) are the ones that minimize:
Hence, under NPP, the decision of which k departments to pool depends on the mean service times as well as the utilization, which impacts B(n). Equation (18) also implies that the mean service times in the pooled system should be similar. In general, it is possible for pooling to increase expected delay for some customer types. However, since for i n ∈ K:
Hence, if the condition given in Equation (20) holds for all n, then the sufficiency condition in Equation (17) is satisfied, and pooling improves service for all customer types.
We would like to note that the sufficiency condition provided for NPP in Proposition 3 is weaker than the condition provided for FCFS in Proposition 1. We can easily show this by comparing the expressions on the Right-Hand Side (RHS) of inequalities (15) and (17). That is, RHS of Equation (15) − k 2 RHS of Equation (17)
Note that F(0) = 0 and
This implies that F(ρ) ≥ 0 for all 0 ≤ ρ < 1, and hence the RHS of Equation (15) is larger than k 2 times the RHS of Equation (17). We use the results of this section to provide managerial insights on: (i) how many departments to pool (i.e., how to choose k); and (ii) which departments to pool, via two examples. First, we consider a four-department system (N = 4) in which two customer types have short mean service times, while the others require much longer service times. For example, type 1 calls may be arriving from remote repair technicians at independent shops who are requesting simple firmware information, type 2 calls are for product registration and types 3 and 4 are complex technical support and problem solving tasks. Figure 2 presents the minimal expected system delay as we successively pool departments when T 1 = 1, T 2 = 1.2, T 3 = 50, T 4 = 55, ρ = 0.8, c = 2 and ν 2 = 1. For each k, we find the "optimal" set of departments to pool, so that expected system delay is minimized. The case for k = 1 corresponds to the specialist system. Observe that for k = 2 pooling decreases expected system delay under both FCFS and NPP. However, when we further increase the number of pooled departments to k = 3, performance becomes worse so that the resulting expected delay exceeds that of the specialist system. We note that for k = 3, the sufficiency conditions of Propositions 1 and 3 are not satisfied. Finally, when all departments are pooled (k = 4), the expected delay is slightly less than in the specialist system, but only under NPP. Under FCFS, the delay from pooling all departments is better than pooling three departments, but is still worse than that of the specialist system.
We (2), (14) and (16), we can write the difference in the expected system delay between the specialist and the pooled systems as follows:
for i = FCFS, NPP, where
.
We refer to VF as the variability factor since this term corresponds to the SCV of the aggregate service time distribution. As VF increases, the benefit of pooling in reducing expected system delay decreases. In the above example, when two departments are pooled, VF FCFS = 1 and VF NPP = 0.95. As a result, pooling reduces the expected system delay. However, when three departments are pooled, VF FCFS = 10.28 and VF NPP = 3.28. As a result of this steep increase in VF values, pooling three departments performs worse than the specialist system, even though the customers are served by a larger pool of servers. The reason for the increase in VF values is that the mean service time of type 2 customers is much less than that of type 3 and type 4 customers. When all departments are pooled, VF FCFS = 12.54 and VF NPP = 4.42. In this case, VF values also increase; however, the amount of increase in this step is less than the one in the previous step. The expected system delay for the pooled system decreases because of the increase in the number of servers. Note that the variability factor under NPP is always less than the VF under FCFS because customers with shorter mean service times are given priority under NPP, and hence, they do not have to wait for customers with long mean service times.
To summarize, the pooling decision is affected by the trade-off between two factors. As more departments are pooled, the variability factor increases. On the other hand, since pooling increases the number of servers, as more departments are pooled, the value of g(kc, ρ) decreases. Hence, the benefit of pooling depends on whether the increase in the variability factor can be compensated by pooling service capacities. When mean service times of the customers in the pooled system differ greatly (i.e., the sufficiency conditions of Propositions 1 and 3 are not satisfied), the variability factor can be too high and take away the benefit of pooling servers.
Second, we consider a system with heterogenous mean service times (T 1 = 1, T 2 = 3, T 3 = 4.5, T 4 = 10, T 5 = 12 and T 6 = 24 with c = 2 and ν 2 = 1) where the sufficiency conditions are always satisfied as we successively pool departments i = 1, 2, . . . , 6. Figure 3 shows that this results in a steady decrease in expected system delay as k increases under both FCFS and NPP. For each value of k in the figure, the optimal set of departments to pool is also indicated. Note that, under FCFS, the optimal set of departments to pool does not change with utilization. However, under NPP, the optimal set does depend on utilization, as we expect from Equation (16). We observe that as k increases, the optimal set of departments to pool does not change in a greedy way. For instance, under FCFS with ρ = 0.95, it is optimal to pool departments 4, 5 and 6 when k = 3, but it is optimal to pool departments 2, 3, 4 and 5 when k = 4, and department 6 is no longer in the optimal set. Since all departments have the same number of servers in this example, the departments to include in the pooled system as k increases depend on the value of the variability factor induced by pooling these departments, which in turn depend on the values of mean service times. Moreover, Fig. 3 indicates that as utilization increases, the incremental benefit of pooling increases more rapidly with k.
Effect of department size
To consider the impact of department size, we set ρ i = ρ, T i = T and ν i = ν, and ρ/T = λ i /c i , i = 1, . . . , N. That is, departments see different arrival rates but are initially staffed such that their utilization is the same. Expected customer delay in the system under FCFS is given by
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The expected delay in the system is the same under FCFS and NPP because mean service times are equal for all departments as shown in the following proposition.
Proposition 4. When ρ = λ i T/c i and
Pooling decreases the expected system delay for both FCFS and NPP since , and g(c, ρ) is a non-increasing function of c when ρ is fixed. It can also be shown that g(c, ρ) is convex in c when ρ is fixed. This enables us to prove the following theorem.
. , N, pooling the k smallest departments minimizes the expected delay in the system under both FCFS and NPP.
Under NPP, the expected system delay is not affected by the priority order of each customer type served. On the other hand, the priority order affects the individual expected delay of customers. To see what type of priority policy should be used, for K = {i 1 , . . . , i k } we define C(n) = n j =1 c i j , n = 1, . . . , k, and note that expected delay of a customer with priority n under NPP is
By a simple interchange argument in Equation (23), we see that priority should be given to the customer with the smallest arrival rate (equivalently, the smallest number of servers) in order to minimize expected delay in the system. Under both FCFS and NPP, the expected delay for each customer type in the pooled queue is less than or equal to the delay in the specialist system since for n ∈ K:
and
To summarize, when ρ = λ i T/c i and ν i = ν for i = 1, 2, . . . , N, pooling is always beneficial. It is optimal to pool the k smallest departments. The expected system delay and the expected delay for each customer type are decreasing in the number of pooled departments (k). Hence, complete pooling is the best.
Effect of service time coefficient of variation
Next, we consider the case where departments differ only in terms of their service time SCV values (ν 
As in the previous section, D Under the selection rule of Theorem 2, the expected delay in the system decreases as the number of pooled departments increases. To observe this, relabel the departments so that ν i ≥ ν j whenever i < j , and denote K = {1, . . . , k} and K = {1, . . . , k + 1}. Then, using Equation (24), we can show that D K ≥ D K by the following proposition.
Proposition 6. When ρ = λT/c for all departments, and departments may have different service time SCV values the expected system delay (D K ) decreases as the number of pooled departments (k) increases.
However, for n ∈ K:
so that the expected waiting times of priority n customers in the pooled departments will decrease under FCFS if 
Hence, pooling does not increase the expected delay for customers with priority n if the term in the brackets in Equation (25) is non-negative.
Numerical analysis
In the previous sections, we studied the effects of mean service time, number of servers and the service time SCV by varying each at a time, and determined the optimal pooling principles such as pooling the departments with similar processing times, pooling the smallest departments and pooling the departments with highest service time SCV values. In this section, we aim to address the following three questions via a numerical analysis.
1. How much do these simple principles carry over if we consider a general system with various different values for the parameters? 2. Can we approximately order these principles according to their impact in reducing the expected customer delay? 3. How do errors in the approximations that we used for computing the expected delay affect the pooling decisions?
In our numerical study, we considered three-and fourdepartment systems and used the approximations developed in Section 3 for FCFS and NPP service disciplines to determine the best departments to pool in order to minimize the expected customer delay in the system. For each experiment, we computed the expected delay in the system for all possible combinations of departments that can be pooled. We performed this computational analysis for various different systems. Below, we present a representative subset from this analysis.
For the three-department system, we considered ρ = 0.95 for all departments. We set c 1 = 5, T 1 = 3 and ν 2 1 = 0.2 for department 1, and c 2 = 25, T 2 = 5 and ν 2 2 = 0.5 for department 2. We varied c 3 = 10, 15, 20, T 3 = 10, 15, 40 and ν 2 3 = 0.8, 1, 2 resulting in 27 experiments in total as shown in the first four columns of Table 1 . We chose these parameter values so that in all experiments if one uses the principle of pooling the two departments with similar mean service times, then pooling departments 1 and 2 is optimal. If one uses the principle of pooling the two departments with the least number of servers, then pooling departments 1 and 3 is optimal. Finally, if one uses the principle of pooling the two departments with the highest service time SCV values, then pooling departments 2 and 3 is optimal. Column 5 (i.e., D 0 ) of Table 1 gives the expected delay in the system where there is no pooling. Columns 6 and 7 (columns 9 and 10) in Table 1 give the minimum expected delay in the system when two departments are pooled (i.e., |K| = 2), and the departments to pool for the minimum expected delay under FCFS (NPP), respectively. Column 8 (column 11) in Table 1 gives the expected delay in the system if all three departments are pooled (i.e., |K| = 3) under FCFS (NPP) service discipline.
As can be seen from column 7 in Table 1 , the best strategy is either to pool the two departments with similar mean service times or to pool the two departments with the highest service time SCV values. When T 3 = 40, pooling department 3 with any of the other two departments violates the sufficiency condition given in Proposition 1. In other words,
, because the mean service time of department 3 is too long compared to the others. Hence, this department is not pooled with any of the other two departments even if it has the highest service time SCV. As a result, note that when T 3 = 40, increasing the number of pooled departments from k = 2 to k = 3 increases the expected delay. Otherwise, pooling more departments results in a smaller expected delay.
In all other cases (i.e., when T 3 = 40), except for experiments 13, 22 and 23, pooling the two departments with the highest service time SCV values is the best. In experiments 13, 22 and 23, the service time SCV values for all three departments can be considered as, at most, moderate variability. However, when T 3 = 15, this mean service time is significantly larger than the mean service times of the other two departments. Hence, pooling the two departments with similar mean service times (i.e., departments 1 and 2) is better. It is also important to mention that if departments 2 and 3 were pooled, the expected delays would be 3.30, 3.15 and 3.30 for experiments 13, 22 and 23, respectively. These delays are close to the ones obtained by pooling departments 1 and 2. That is, the percentage deviations of expected delay are 1.5, 3.6 and 2.2% when departments 2 and 3 are pooled rather than pooling departments 1 and 2 for experiments 13, 22 and 23, respectively. As a result, the principle of pooling the two departments with the highest service time SCV values is a good general rule when the sufficiency condition Table 1 . Best pooling strategies for a three-department system in Proposition 1 is satisfied. To support this further, note that if departments 1 and 3 (i.e., two departments with the least number of servers) are pooled, the expected delay would be 4.20, 3.80 and 4.06 with percentage deviations from the best (i.e., pooling departments 1 and 2) as 29.2, 25 and 25.7% for experiments 13, 22 and 23, respectively, which is clearly worse than pooling departments 1 and 2, or 2 and 3. Under NPP, pooling the two departments with the highest service time SCV values is the best in all cases. By prioritizing the customers with respect to their mean service times so that higher priority is given to customers with shorter mean service times, the NPP service discipline already reduces the variability caused by different mean service times in the system, and by pooling the two departments with the highest service time SCV values it can further reduce the variability in the system, and hence the expected delay is reduced. Expected delay also reduces as the number of pooled departments increase as a result of prioritization. Table 2 presents the best pooling strategies for a fourdepartment system under FCFS for ρ = 0.9. In our experimental design, we fixed the number of servers, mean service times and service time SCV values for departments 1, 2 and 3 as c 1 = c 3 = 4, c 2 = 10, T 1 = T 3 = 5, T 2 = 10, ν 2 1 = 0.5, Table 2 . When three out of four departments are pooled, pooling the three departments with the highest SCV values is the best strategy for all experiments except for experiments 11, 17, 22, 26 and 27 in Table 2 . In all of the cases where pooling based on the highest service time SCV values is not optimal, the departments with the highest service time SCV values have either very short or very long mean service times with respect to each other. Therefore, the optimal strategy is to pool the two departments with similar mean service times, but still with high service time SCV values. Table 3 presents the best pooling strategies for a fourdepartment system under NPP for the same experiments that we have used for FCFS. In Table 3 , the departments that should be pooled to minimize the expected delay are ordered based on the optimal priority of service to their corresponding customer types. For example, in experiment 1 in Table 3 , when |K| = 2, it is optimal to pool the departments that serve customer types 3 and 2, and customer type 3 has NPP over customer type 2. We also make similar observations for NPP. When two departments out of four departments are pooled, pooling the two departments with the highest SCV values is the best strategy for all experiments except for experiments 3, 9, 18 and 27 in Table 3 . When three out of four departments are pooled, pooling the three departments with the highest SCV values is the best strategy for all experiments except for experiments 7, 16 and 23 in Table 3 . For all cases in Tables 2 and  3 , the expected delay decreases as the number of pooled departments increase.
In the systems that we consider, there are two types of variability. The first type is the variability caused by the differences in mean service times. The second type is the service time variability (i.e., random fluctuations in service durations). As the first type of variability increases, the advantages of pooling decreases as shown in Section 4.1. Mandelbaum and Reiman (1998) made the same conclusion for different systems under heavy traffic. On the other hand, Section 4.3 shows that as the second type of variability increases, pooling becomes more advantageous. This result was also reported in Buzacott (1996) for a different setting.
Our numerical analysis provides guidelines in managing this trade-off between the two types of variability. In general, pooling departments with the highest service time SCV values reduces the expected delay in the system the most given that the sufficiency conditions in Propositions 1 and 3 are satisfied for FCFS and NPP, respectively. In other words, making the pooling decision based on the second type of variability improves the system performance the most if the variability caused by the differences in mean service times is kept under a threshold. However, it is possible that the departments with the highest service time SCV values are the ones with very different mean service times, and hence, the sufficiency conditions are not satisfied. In such cases, it is better to pool the departments with similar mean service times (so that the sufficiency conditions are satisfied) rather than pooling the departments with the highest service time SCV values.
All of our observations summarized above are based on the approximations for the expected delay developed for pooled systems in Section 3. In order to assess the performance of these approximations, we simulated the systems tabulated in Tables 1, 2 and 3. The simulations were performed using a computer code written in C. Each simulation run began with an empty system, and was simulated for 2000 000 service completions, including a warmup period of 200 000 service completions. Each run was replicated 20 times. The standard errors were computed at a confidence level of 99%. In the simulations, we generated service times from a Gamma distribution with shape parameter α and scale parameter β so that the mean and the variance of the service time are αβ and αβ 2 , respectively. Hence, for a department with mean service time of T and service time SCV of ν 2 , we set the shape parameter to α = 1/ν 2 and the scale parameter to β = Tν 2 . For each experiment, we simulated all possible combinations of pooling scenarios, and chose the set of departments that resulted in the minimum mean delay as the optimal set of departments to be pooled. We compared these sets and their corresponding mean delays with the ones we obtained from approximations.
For three-department systems, the optimal sets of departments obtained from simulation exactly match the ones obtained from the approximations for all 108 experiments. The expected delays obtained by the approximations and the simulations are presented in Table 4 for four-department systems when |K| = 2 and |K| = 3 under both FCFS and NPP. In Table 4 , each row corresponds to the experiment given in Tables 2 and 3 . D K * and K * represent the minimum expected delay and the corresponding set of pooled departments obtained by the approximations, respectively. K * values are listed in Tables 2 and 3 . On the other hand, K * * denotes the optimal set of departments to pool that are determined by simulation, andD K * * denotes the corresponding mean delay. The sets K * and K * * are the same for all cases except for the seven instances typed in bold in Table 4 . For example, under FCFS when |K| = 2, for experiment number 18, K * = {2, 3} from Table  2 . However, the optimal set we obtained by simulation for the same experiment is K * * = {2, 4}. When we compute the expected delays for these two sets by using the approximation and simulation, respectively, we obtain D Table 4 . In addition, when we compare the approximate expected delays with the mean delays obtained by simulation for all cases listed in Table 4 , we see that the performances of both approximations (i.e., FCFS and NPP) are good. For FCFS, the average and maximum percentage errors are 1.39% and 11.29%, respectively, out of 54 cases. In 48 of these 54 cases, the percentage error is less than 2%. For NPP, the average and maximum percentage errors are 1.85% and 5.40%, respectively, out of 54 cases. In 35 of these 54 cases, the percentage error is less than 2%.
Conclusions
In this paper, we examined pooling strategies for call centers consisting of multiple departments. For different scenarios of system parameters, we compared expected system delay for specialist and pooled systems, and investigated the impact of different system parameters, including mean service times, service time variability and department size in deciding which departments to pool. In addition to analytical sufficient conditions derived from well-accepted queueing approximations, we are in some cases able to distill the mathematics into straightforward managerial principles. For example, when mean service times are similar, pooling the departments with the highest service time SCV values reduces the expected delay the most. When mean service times differ greatly, pooling may actually result in worse performance than the specialist system, even if with very high utilization.
The pooling structure treated here is a common and relatively tractable type of cross-training structure. However, in many practical settings each server is given a set of skills, and hence a department structure may not exist. Previous studies suggest that partial cross-training can be nearly as effective as full pooling (see e.g., Hopp et al. (2004) and Jordan et al. (2004) ). Thus, an important future research goal is to see whether analogies to the simple pooling principles identified here can be derived for systems using more elaborate patterns of cross-training. (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) and Loyola University of Chicago's School of Business Administration (1999 Administration ( -2005 . In industry, he worked on the research staff of GE Corporate R&D as well as in analysis and simulation for Lear Siegler's Instrument & Avionic Systems Division.
