Introduction
The global financial crisis of 2008 has sparked an interest in and demonstrated the need for better measurement of financial shocks and their impact on the macroeconomy. To this end, recent literature has explored the development of financial conditions indices (FCIs) . In this regard, the reader is referred to Koop and Korobilis (2014) , Alessandri and Mumtaz (2014) and Thompson, Van Eyden and Gupta (forthcoming (a) ) for an overview of the recent literature on FCIs. One of the key objectives of designing an FCI is for policymakers to use it as an early-warning tool of future crises.
Given this, Thompson et al., (forthcoming (a) ) developed a financial conditions index for South
Africa based on monthly data over the period of 1966 to 2011, using a set of sixteen financial variables, which include variables that define the state of international financial markets, asset prices, interest rate spreads, stock market yields and volatility, bond market volatility and monetary aggregates. The authors explore different methodologies for constructing the FCI, and find that rolling-window principal components analysis (PCA) yields the best results in terms of in-sample predictability of output growth, inflation and the interest rate. The intuition behind the rolling-window based FCI outperforming the fullsample FCI was explained by indicating the fact that the importance of the sixteen variables included in the FCI varied considerably over ten-year sub-samples during the period 1966-2011. 1 In a different paper, Thompson, Van Eyden and Gupta, (forthcoming (b) ) tested whether the rolling-window estimated FCI does better than its individual financial components in forecasting output growth, inflation and interest rates. They used the concept of forecast encompassing to examine the forecasting ability of the individual predictors and the FCI for the three key macroeceonomic variables controlling for data-mining. Thompson et al., (forthcoming (b) ) find that the rolling-window estimated FCI has out-of-sample forecasting ability with respect to manufacturing output growth at short-to medium-horizons, but has no forecasting ability with respect to inflation and interest rates.
Against this backdrop, the objectives of the current paper are twofold: (a) Due to the fact that the weights the financial variables carry in the construction of the FCI vary over time, as indicated by Thompson et al., (forthcoming (a) ), we look at an alternative and more sophisticated statistical approach to the rolling-window PCA method, for the construction of the FCI for South Africa based on the same set of 16 variables used by Thompson et al., (forthcoming (a) ). More specifically, we follow Koop and Korobilis (2014) , and employ time-varying parameter factor-augmented vector autoregressive (TVP-FAVAR) models. However, given that we work with a large set of TVP-FAVARs that differ in which financial variables are included in the construction of the FCI, we augment the approach with Dynamic Model Selection (DMS) and Dynamic Model Averaging (DMA) to accommodate for the large model space and the intention to allow for model change. As indicated by Koop and Korobilis (2014) , these methods 1 Thompson et al., (forthcoming (a) ) also developed a recursively generated FCI, but they found that this FCI performed relatively poorly in terms of serving as an early warning system for South Africa. Further details can be found in Thompson et al., (forthcoming (a) ).
forecast at each point in time with a single optimal model (DMS), or reduce the expected risk of the final forecast by averaging over all possible model specifications (DMA), with model selection or model averaging applied in a dynamic manner. More precisely, DMS helps in choosing different financial variables for the construction of the FCI at different points in time, while the DMA constructs a FCI by averaging over many individual FCIs constructed using different financial variables. Clearly then, the weights used in this averaging procedure vary over time.
We compare the DMS and DMA based FCI with the rolling-window PCA FCI of Thompson et al., (forthcoming (a) ) and a standard full-sample FCI where all sixteen variables are included at each point in time, by looking at the ability of the respective indices to predict the South African recession visually, but the formal comparison is based on an extensive out-of-sample forecasting exercise across these three alternative FCIs. Specifically, we look at the ability of the three alternative FCIs in predicting output growth, inflation and interest rate over an out-of-sample period of 1986:1-2012:1, using an in-sample period of 1966:2-1985:12. The starting point of the out-of-sample corresponds to the period of financial liberalization in South Africa and was also used by Thompson et al., (forthcoming (b) ). In addition to the standard benchmarks such as a random-walk (RW), univariate autoregressive (AR) models and classical VAR models, we also look at Bayesian VARs, nonlinear logistic vector smooth transition autoregression (VSTAR) models, non-parametric (NP) and semi-parametric (SP) models, which incorporate the three different FCIs along with the three key variables to be predicted. Note that in case of the VSTAR and in the nonparametric part of the semi-parametric regressions, we use the FCI as the switch variable, or rather the source of nonlinearity as in Alessandri and Mumtaz (2014) . The decision to look at models that capture the nonlinear effects of FCIs on the three macroeconomic variables emanate from the recent work by Balcilar, Thompson, Gupta and Van Eyden (2014) .
The nonlinear logistic VSTAR model used in this paper allows for a smooth evolution of the economy, governed by a chosen switching variable between periods of high and low financial volatility. Balcilar et al. (2014) found that the South African economy responds nonlinearly to financial shocks, and that manufacturing output growth and Treasury Bill rates are more affected by financial shocks during upswings. Inflation was found to respond significantly more to financial changes during recessions. In addition to the forecasting exercise conducted over the recursively estimated out-of-sample period, we also conduct an ex ante forecasting exercise, i.e., without updating the estimates of the parameters based on recursive estimation of the models. This forecasting exercise is conducted over the period 2012:2-2014:2 to gauge the ability of our best performing (over 1986:1-2012 :1) FCIs and models in predicting the turning points in the three variables of concern. To the best of our knowledge this the first attempt in developing a DMS-DMA-based FCI for South Africa, and also comparing the ability of this FCI relative to the existing FCIs in the South African literature in forecasting key macroeconomic variables based on a wider set of linear and nonlinear models.
The rest of the paper is organized as follows: section 2 contains a discussion of the construction of the three different FCIs in terms of the financial and real economic variables used in the construction thereof as well as the techniques used. Section 3 discusses the methodologies used in the forecasting exercises. Section 4 contains the empirical results, while section 5 concludes.
Data
This paper sets out to test the forecasting ability of three FCIs which are estimated using contrasting methodologies. The variables making up each of the FCIs are the same in all three instances, and comprise a set of sixteen monthly financial variables (see Table 1Table 3 in the Appendix) over the period 1966M02-2012M01. The three FCIs are estimated as follows.
The first FCI is estimated in Thompson, et al. (forthcoming (a) ) and is compiled using rollingwindow PCA applied to the set of financial variables, where a common factor, in this case FCI1 t , is extracted from a group of 16 variables, X t . FCI1 t is furthermore purged of any endogenous feedback effects related to output, inflation and monetary policy. Thompson, et al. (forthcoming (b) ) find, using a forecast encompassing approach, that FCI1 t has good out-of-sample forecasting ability for the key macroeconomic variable of growth in manufacturing production. Balcilar, et al. (2014) find, using a nonlinear logistic VSTAR model which incorporates FCI1 t that the South African economy responds nonlinearly to financial shocks. Specifically, manufacturing output growth and Treasury Bill rates are more affected by financial shocks during upswings, while inflation responds significantly more to financial changes during recessions.
The second FCI is compiled using DMA in the context of a TVP-FAVAR, which accounts for the fact that the 16 variables making up the FCI can change in importance over time (see Thompson, et al. (forthcoming (a)) for a discussion of the need for time-varying weights in an FCI). The process followed is similar to Koop and Korobilis (2014) , and the reader is referred to their paper for a discussion on DMA, which "constructs an FCI by averaging over many individual FCIs constructed using different financial variables" (2014:3). Specifically, if X t is again a vector of 16 financial variables used in constructing the FCI, the TVP-FAVAR can be represented as:
( 1) with (2) where , , , and is a latent factor interpreted as FCI2 t .
As with Koop and Korobilis (2014:12-14) , the model above "allows factor loadings, regression coefficients and VAR coefficients to evolve over time according to a random walk, … and all of the error covariance matrices to be time-varying" using exponentially weighted moving average (EWMA) methods combined with Kalman filter recursions.
The third FCI is also compiled using a time-varying VAR (as with FCI2 t ), however DMA is not used to allow varying importance of the financial variables over time. Instead, FCI3 t always includes all of the 16 financial variables, and their probabilities remain the same throughout the sample -i.e. the weights in the FCI are constant. Specifically, in equation (2) a restriction is imposed such that  t = , which means that even though the factor equation will have constant factor loadings, the VAR component of the model will still have time-varying parameters. Koop and Korobilis (2014) refer to this restricted model as a factor-augmented TVP-VAR, or a FA-TVP-VAR.
The three FCI series are subsequently used in a forecasting exercise, where the respective indices are compared in terms of their ability to forecast manufacturing output, inflation and the Treasury Bill rate. All data is sourced from the Global Financial Database (see Table 3 in Appendix). 1967M07 1968M12 1970M05 1971M10 1973M03 1974M08 1976M01 1977M06 1978M11 1980M04 1981M09 1983M02 1984M07 1985M12 1987M05 1988M10 1990M03 1991M08 1993M01 1994M06 1995M11 1997M04 1998M09 2000M02 2001M07 2002M12 2004M05 2005M10 2007M03 2008M08 2010M01 2011M06 FCI1 FCI2 FCI3 3.
Forecasting methodology
In this paper we test the forecasting ability of the three estimated FCIs with respect to the key macroeconomic variables of output growth (y) -the month-on-month rate of change in South Africa's Manufacturing Production Index; a measure of inflation () -the month-on-month rate of change in the consumer price index (CPI); and the 3-month Treasury Bill yield (r).
We do this by forecasting the aforementioned macroeconomic variables based on the information contained in the three alternative FCIs using a Bayesian VAR, nonlinear logistic VSTAR and nonparametric and semi-parametric regressions, and compare the results with the standard benchmarks of a random-walk, autoregressive and classical VAR, where understandably, the RW and AR models incorporate only one of the variables to be predicted, while the VAR includes all three variables chosen for prediction.
Model descriptions
This section describes the models used in our empirical analysis.
Classical Vector Autoregressive (VAR) Model
The VAR model, though 'atheoretical,' is particularly useful for forecasting purposes. VAR models suffer from an important drawback, since they require the estimation of many potentially insignificant parameters. This problem of over-parameterization, resulting in multicollinearity and loss of degrees of freedom, leads to inefficient estimates and large out-of-sample forecasting errors. One solution, often adopted, simply excludes the insignificant lags based on statistical tests. Another approach uses near VAR models, which specify unequal number of lags for the different equations.
An alternative approach to overcoming over-parameterization, as described in Litterman (1981) , Doan et al. (1984) , Todd (1984) , Litterman (1986), and Spencer (1993) , uses a Bayesian VAR (BVAR) model. Instead of eliminating longer lags, the Bayesian method imposes restrictions on the model's coefficients by assuming that these coefficients more likely approach zero than the coefficients on shorter lags. If strong effects from less important variables exist, the data can override this assumption. The researcher imposes restrictions by specifying normal prior distributions with zero means and small standard deviations for all coefficients with the standard deviations decreasing as the lag length increases.
The researcher sets the coefficient on the first own lag of a variable equal to unity, unless the variable is mean reverting or stationary. Generally, following Litterman (1981) , the constant exhibits a diffuse prior.
This specification of the BVAR prior is popularly called the 'Minnesota prior' due to its development at the University of Minnesota and the Federal Reserve Bank at Minneapolis.
We can represent a reduced form VAR using following linear regression specification: (0,Σ) , where Σ denotes a (mm) covariance matrix.
We can rewrite equation (3) as a system of seemingly unrelated regressions (SURs) as follows, where different equations in the VAR can include different explanatory variables:
where 1   t and t  are defined in equation (3);
is an (nx1) matrix. When no parameter restrictions exist, equation (4) is an unrestricted VAR model.
Bayesian Vector Autoregressive (BVAR) Model
For the BVAR based on the Minnesota prior, the means and variances of the Minnesota prior for β take
where
g ×s applying to parameters on own lags and for intercepts respectively, while g =100 . Note that, g 1 (=g 2 ) is obtained to ensure that the average fit of the three variables of interest (output growth, inflation and the interest rate) matches that of the in-sample fit of the VAR model without the specific FCI. To be specific, the BVAR includes a specific FCI one at a time, over and above the variables to be predicted, and hence is made up of four variables rather than three as in the classical VAR. Since we transform the variable used in the forecasting exercise to induce stationarity, we set the prior mean vector min b equal to zero for parameters on the lags of all variables, including the first own lag (Banbura et al., 2010) . The forecasts from the BVAR are based on 30,000 draws from the posterior, discarding the first 2,000 draws. Also, we set the lags in these models to 2, determined by the Bayesian information criterion (BIC). Besides the VAR and BVAR, we also use the standard linear benchmarks, namely the random-walk (RW) and autoregressive (AR) model of order p in our forecasting exercises.
Vector Smooth Transition Autoregressive (VSTAR) Model
Next, we turn our attention to the VSTAR model used by Balcilar et al., (2014) 
where The VSTAR model in equation (5) defines for two regimes, one associated with G(s t ; ,c )  0 and another associated with G(s t ; ,c )  1 . The transition from one regime to the other occurs smoothly, depending on the shape of the G() function. In this paper, we consider a logistic transition function
where  s is the estimate of the standard deviation of transition variable t s . The threshold parameter c determines the midpoint between two regimes at G(c; ,c )  0.5 . The parameter  determines the speed of transition between the regimes with higher values corresponding to faster transition.
To specify the VSTAR model, we follow the procedure presented in Terasvirta (1998) (see, also Lundbergh and Terasvirta, 2002; Van Dijk and Franses, 2003) . First, we specify the lag order of p =2.
Second, we test linearity against the VSTAR alternative. Since the VSTAR model contains parameters not identified under the alternative, we follow the approach of Luukkonen et al. (1988) Alessandri and Mumtaz (2014) , by allowing the nonlinearity to emerge from the FCIs. Explicit analytical point formula for obtaining forecasts do not exist for non-linear (V)AR models even with a Gaussian disturbance term when
where h is the number of steps-ahead for the forecasts.
2 That is, a nonlinear function involving a stochastic variable will arise for  2 h and expected value of the forecast function will depend on the unknown stochastic term, since
Nonparametric (NP) and Semi-Parametric (SP) Models
We now consider nonparametric and semi-parametric regression approaches for forecasting output growth, inflation and the interest rate. We consider two competing multivariate models, and examine their forecasting abilities. These specifications are as follows:
Model 1: Nonparametric regression model (NP model) f y y r r
Model 2: Semi-parametric regression model (SP model)
Here, f i (.) and g i (.), i=1,2 and 3, denote unknown functions that the data estimate. The  it , i=y, r, , are mean-zero errors with unchanged variance over the entire data set. The parameters  0i ,  0i ,  0i ;  1i ,  1i ,  1i ; and  2i ,  2i ,  2i , i=y, r, , are constants estimated from the data. Therefore, we can also describe the semi-parametric model as a partially linear nonparametric model, with the nonlinearity coming from the lagged-values of the FCIs -as with the VSTAR, this is to check if allowing the FCIs to have a nonlinear impact on the key variables improves our forecasts.
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In the time-series context, nonparametric regressions can lead to issues with correlated errors (e.g., Opsomer, et al. 2001) . For instance, the data-driven band-width selection techniques in the kernelsmoothing methodology can break down in this context. In such cases, we could use a correlationcorrected method called CDPI to yield stable results. In our case, for Models 1 and 2, two lags guarantee the absence of autocorrelation. As a result, the responses in equations (7) to (9) and (10) to (12) because they yield the highest R-squared values and the lowest MSE. We generate the forecasts from the NP and SP models using a recursive algorithm. That is, the forecast from origin n is generated for period n+1, and forecast values for period n+1 is inserted for unobserved values when forecasting for period n+2, and so forth.
Empirical results

Posterior inclusion probabilities
Before It is interesting to note that the inclusion probabilities for all of the financial variables, bar one, show, on average, an increasing trend over the sample. The exception is the Rand-Dollar exchange rate, which has a relatively stable (and significant in size) probability of between 0.3 and 0.6 throughout the sample. The exchange rate has traditionally been considered a central variable of concern in the financial conditions literature. The Bank of Canada (BOC) pioneered work on broader financial condition measures in the mid-1990s, when it introduced its monetary conditions index (MCI). For the BOC, the exchange rate was the most important additional variable. Its MCI, therefore, consisted of a weighted average of its refinancing rate and the exchange rate. The weights were determined via simulations with macroeconomic models designed to quantify the relative effect of a given percentage change in each variable on GDP or final demand. In the case of Canada, a relatively open economy, the exchange rate was given a weight equal to about one-third that of the refinancing rate (Freedman, 1994) . With South Africa also being a small open economy, one would likewise expect a fairly constant and significantly large weight, and therefore probability of inclusion.
The three volatility measures included in the FCI (house price volatility (HOUSEP_VOL), government bond volatility (GBINDEX_VOL) and stock return volatility (ALSI_VOL)) all exhibit rapidly rising inclusion probabilities. The four spread measures exhibit similarly increasing inclusion probabilities until approximately the mid-to late-1980s, where after they remain relatively steady. Early research on financial conditions centred on the slope of the yield curve and has been found to outperform other financial variables in terms of predicting recessions (Hatzius et al., 2010) , while stock market performance has been found to be a useful recession predictor as well (Stock & Watson, 1989; Estrella & Hardouvelis, 1991) . The commercial paper-Treasury bill spread has been seen as a measure for credit risk, and been used as a leading indicator of output since the late 1980s (Stock and Watson, 1989) . The period of stability in the probabilities of inclusion for the spread measures coincides with the era of financial liberalisation in South Africa. The political transition to a democracy during the first half of the 1990s, also contributed to greater stability in financial markets as well as the real sector of the economy. 1968M11 1971M08 1974M05 1977M02 1979M11 1982M08 1985M05 1988M02 1990M11 1993M08 1996M05 1999M02 Table 1 are reported relative to the RW RMSE. In the case of manufacturing output growth, it is interesting to note that on average, the nonlinear methods provide superior forecasts to the linear models. In terms of the linear approaches, the BVAR using FCI3 t is slightly superior to the BVAR using FCI1 t (at four decimal points) in providing the best forecast. The best NP and SP forecasts are both achieved using FCI2 t . The best VSTAR forecast is achieved using FCI1 t . Overall, the best forecast of manufacturing output growth is achieved using FCI1 t in a nonlinear VSTAR.
In terms of forecasting inflation -a notoriously autoregressive and persistent variable -it is unsurprising that the best linear forecast is provided by the AR model. In terms of NP and SP models, FCI2 provides the best SP forecasts. The best VSTAR forecast is achieved using FCI2 t , and this also represents the best inflation forecast overall.
The best linear forecast of the Treasury Bill rate is achieved by using FCI3 t in the BVAR. FCI1 t provides the best NP forecast, while FCI3 t presents both the best SP forecast and the best VSTAR forecast.
Overall, the best forecast of the Treasury Bill rate is achieved using FCI3 t in a SP model. 
Weighted Diebold-Mariano (DM) Tests
To further assess the forecast accuracy of the various models above, we conduct pairwise Diebold and Mariano (1995) tests. Specifically, we use a modified version of this test developed by Harvey, Leybourne and Newbold (1997) . This modified DM test is based on a weighted loss function, and basically compares the loss differences between a pair of models to determine if the average is significantly different from zero. Under the null hypothesis of equal forecast performance between a benchmark model, 0, and an alternative model, , the expected loss differential, , , is given by: The modified DM-test statistic (MDM) from Harvey, et al. (1997) is used to "ascertain whether empirical loss differences between two contending models are statistically significant, … (i.e.) compares the forecast accuracy of two models at a time" (Bahramian, et al., 2014:5) and is given as:
where h is the forecast horizon and ̅ is the variance of , , and the MDM is compared to a tdistribution with 1 degrees of freedom. 0Tables 3 through 14 in the appendix present the results of the MDM tests of the best performing linear, NP, SP and VSTAR models for inflation, manufacturing production growth and the Treasury Bill rate respectively, under boom, recession, uniform and tail weighting schemes. Based on the RMSE results contained in Table 1 , the best linear model for inflation is the simple AR model, while the BVAR model using FCI3 t (no DMA) is the best model for both manufacturing output growth and Treasury Bill rate. (For manufacturing output growth, the forecasting performance for the BVAR with rolling-window FCI and no DMA FCI is virtually the same, but BVAR with no DMA FCI has a marginally lower RMSE when considering more decimal digits.)
Tables 3, 4, 5 and 6 report results from the MDM test which compares the forecasting performance of the linear, NP, SP and VSTAR models of inflation based on different weighting schemes and across different forecasting horizons. Under boom weights and at a short horizon (h=1), SP models significantly outperform linear and NP models, while at longer horizons (h=24) NP models are outclassed by both linear and VSTAR models. When using recession weights, NP, SP and VSTAR models outperform the linear model at a one-month horizon, while the linear model is also outperformed by SP and VSTAR models at the 6-month horizon. At longer horizons (h=24), NP models are outperformed by all rival models. At this horizon the VSTAR model also displays better forecasting abilities when compared to linear and SP models. Similar results are found when a tail or uniform weighting scheme is employed -at short horizons, (h=1), all models are significantly better than the linear model while at long horizons NP is outperformed by other models. For the uniform weighting scheme, the VSTAR model outperforms all rival models at a 24-mont horizon. These results are supportive of the out-of-sample forecasting results reported in section 4.2, where the VSTAR model is reported to have the best inflation forecast overall.
Tables 7, 8, 9 and 10 repeat the comparative analysis for manufacturing output growth. Under boom weights, the VSTAR model significantly outperforms all other models at a horizon of 24 months. At a 12-month horizon, it also outperforms all rival models, although the null is only rejected at a 10 per cent level of significance for the linear model. The same holds true for a 6-month horizon, with a rejection of the null for the NP model. The same holds true when a tail weighting scheme is employed, namely that the VSTAR model significantly outperforms all other models, in this case for a short forecasting horizon. When using recession weights, all models outclass the linear model at short horizons (h=1). Under a uniform weighting scheme there are no significant differences between models' forecasting ability, except for the linear model being outperformed by other models at a one-month horizon. Once again, results support the finding in section 4.2 that the VSTAR model has the best overall forecast for manufacturing output growth.
Lastly, tables 11, 12, 13 and 14 report the MDM results, comparing different models for the Treasury Bill rate, again using different weighting schemes and different horizons. Under boom weights at short horizons (h=1), both linear and VSTAR models are significantly outperformed by SP and NP models.
The SP model in turn outperforms the NP model. At longer horizons (h=6, 12 and 24), the null is only significantly rejected for the linear model as benchmark and VSTAR as alternative model, with VSTAR outperforming the linear model. With a recession weighting scheme, the SP model performs significantly better than linear and VSTAR models at short (h=1) horizons. It also outperforms the linear model at a 6-month horizon and the NP model at a 12-month horizon. At short horizons the NP model significantly outperforms the linear and VSTAR model, whereas the VSTAR displays significantly better forecasting performance at medium to longer (h=12, 24) horizons. When using tail weights, only SP model displays better forecasting performance than other models at short horizons (h=1), while linear models are outperformed by VSTAR models at longer horizons (h=12, 24). For a uniform weighting scheme, once again SP models significantly outperform all rival models at a short forecasting horizon (h=1), with
VSTAR showing a significantly better performance than linear models at longer horizons. Out-of-sample forecasting analysis suggested that the SP model achieves the best results, which result is supported by the MDM tests for the Treasury bill rate.
Conclusions
In this paper we set out to compare the forecasting ability of three estimated financial conditions indices Using RMSE as model selection criteria our out-of-sample forecasting results suggest that the VSTAR model performs best in the case of forecasting manufacturing production and inflation, while a SP specification proves to be the best for forecasting the interest rate. Weighted Diebold-Mariano test results lend support to these findings. Overall, our results point to the importance of allowing nonlinear effects of the FCI on macroeconomic variables in order to produce more accurate forecasts relative to linear models. 
