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GRADED DIVISION ALGEBRAS OVER THE FIELD OF REAL
NUMBERS
YURI BAHTURIN AND MIKHAIL ZAICEV
Abstract. We give a full classification, up to equivalence, of finite-dimensional
graded division algebras over the field of real numbers. The grading group is
any abelian group.
1. Introduction
In this paper we will deal only with finite-dimensional algebras over a field F ,
which will be either the field R of real numbers or the field C of complex numbers.
A unital algebra R over a field F graded by a group G is called graded division
if every nonzero homogeneous element is invertible. Each such algebra is graded
simple, that is, R has no proper nonzero graded ideals. As an ungraded algebra, a
graded division algebra does not need to be simple, as shown by the basic example of
the group algebra FG. But it is known (see, e.g. [8]) that graded division algebras
are semisimple, that is, isomorphic to the sum of one or more simple algebras.
According to the graded analogues of Schur’s Lemma and Density Theorem (see, for
example, [11] or [4] or [9]) any finite-dimensional graded simple algebra is isomorphic
to the algebra EndD V of endomorphisms of a finite-dimensional graded (right)
vector space over a graded division algebra D. If, additionally, R is simple, it is
obvious that D must be simple, as well.
In the case where the field F is algebraically closed, all simple graded division
algebras have been described in [2] and [6]. For full account see [9, Chapter 1],
where the authors treat also the case of Artinian algebras. In [3] (see also [7],
for a particular case) the authors treat the case of graded primitive algebras with
minimal one-sided graded ideals. If such algebras are locally finite, the graded
division algebras arising by graded Schur’s Lemma, are finite-dimensional and so
the description provided in the case of finite-dimensional algebras works in this
situation, as well.
In our recent paper [5] we have classified division gradings on simple real finite-
dimensional algebras, up to equivalence. In [12] the author provided another ap-
proach to the classification of division gradings on these algebras, also up to iso-
morphism.
In the present paper we classify all finite-dimensional real graded division alge-
bras. This is done case by case, depending on various factors. In Theorem 5.1 we
deal with algebras endowed with so called Pauli or Sylvester gradings. They come
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from complex graded division algebras, by restriction of the scalars to the field
of real numbers. Theorem 6.4 classifies, up to equivalence, all finite-dimensional
real commutative graded division algebras. In Theorem 8.9 we classify, up to
equivalence, all finite-dimensional real noncommutative graded division algebras
with 1-dimensional homogeneous components. In Theorem 10.4 we classify, up to
equivalence, all finite-dimensional real graded division algebras whose homogeneous
components are 2-dimensional, as in the case of Pauli gradings, but the identity
component is not central. Finally, in Theorem 11.1 we do the same in the case of
algebras with 4-dimensional components. This covers all possible cases.
Our proofs in this paper are not an extension of the arguments in [5] but a
somewhat different argument, which can simplify the approach taken in [5].
A relevant paper is [1], where the authors describe not necessarily associative
graded simple algebras, under certain additional conditions.
2. Preliminaries
A vector space decomposition Γ : V =
⊕
g∈G Vg is called a grading of a vector
space V over a field F by a set G. The subset S of all s ∈ G such that Vs 6= {0} is
called the support of Γ and is denoted by Supp Γ (also as SuppV , if V is endowed
just by one grading). If Γ′ : V ′ =
⊕
g′∈G′ V
′
g′ is a grading of another space, then
a homomorphism of gradings ϕ : Γ → Γ′ is a linear map f : V → V ′ such that for
each element g ∈ G there exists an element g′ ∈ G′ such that ϕ(Vg) ⊂ Vg′ . If ϕ
has an inverse as a homomorphism of gradings, then we say that ϕ : Γ → Γ′ is an
equivalence of gradings Γ and Γ′ (or graded vector spaces V and V ′).
A grading Γ : R =
⊕
g∈GRg of an algebra R over a field F is an algebra grading
if for any s1, s2 ∈ S = SuppΓ such that Rs1Rs2 6= {0} there is s3 ∈ G such that
Rs1Rs2 ⊂ Rs3 . Two algebra gradings Γ : R =
⊕
g∈GRg and Γ
′ : R′ =
⊕
g′∈G′ R
′
g′
of algebras over a field F are called equivalent if there exist an algebra isomorphism
ϕ : R → R′, which is an equivalence of vector space gradings. In this case there is
a bijection α : SuppΓ→ SuppΓ′ such that f(Rg) = R′α(g). The group given by the
set of generators S and defining relations s1s2 = s3 provided that {0} 6= Rs1Rs2 ⊂
Rs3 , is called the universal group of the grading Γ and denoted by U(Γ).
If G is a group then a grading Γ : R =
⊕
g∈GRg of an algebra R over a field F
is called a group grading if for any g, h ∈ G, we have RgRh ⊂ Rgh. Normally, it is
assumed that the grading group G is generated by SuppΓ. If ϕ : Γ→ Γ′ : R→ R′
is an equivalence of gradings of algebras R and R′ by groups G and G′ and the
accompanying bijection α : Supp Γ→ SuppΓ′ comes from an isomorphism of groups
α : G→ G′ then we call ϕ a weak isomorphism and say that Γ and Γ′ (also R and
R′) are weakly isomorphic. Finally, if G = G′ and α = idG then Γ and Γ′ are called
isomorphic.
Note that if, say, Γ is a strong grading, that is, RgRh = Rgh, for any g, h ∈ G,
then Γ and Γ′ are equivalent if and only if they are weakly isomorphic.
If Γ : R =
⊕
s∈S Rs and Γ
′ : R =
⊕
s′∈S′ R
′
s′ are two gradings of the same
algebra labeled by the sets S and S′ then we say that Γ is a refinement of Γ′ if for
any s ∈ S there is s′ ∈ S′ such that Rs ⊂ Rs′ . We also say that Γ′ is a coarsening
of Γ. The refinement Γ is proper if for at least one s the containment Rs ⊂ Rs′ is
proper. A grading which does not admit proper refinements is called fine. Assume
Γ,Γ′ are group gradings, so that G′ = G/T . If R′g =
⊕
g∈g Rg, for all g ∈ G′, then
Γ′ is a coarsening of Γ called factor-grading. In the case of complex gradings all
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division gradings are fine, while in the case of real numbers this is no longer true
(see examples in Section 3 below).
2.1. Tensor products of division gradings. Given groups G1, G2, . . . , Gm and
Gk-graded algebras R1, R2, . . . , Rm, k = 1, . . . ,m, one can endow the tensor prod-
uct of algebras R = R1⊗R2⊗ · · · ⊗Rm by a G = G1 × G2 × · · · × Gm-grading,
called the tensor product of gradings if one sets
R(g1,g2,...,gm) = (R1)g1 ⊗(R2)g2 ⊗ · · · ⊗(Rm)gm .
Here gk ∈ Gk, for all k = 1, 2, . . . ,m.
In the case of division algebras over an algebraically closed field, the tensor
product of two graded division algebras is a graded division algebra. This is no
longer true in our case. Indeed, D1⊗D2, where Di = R,C,H, is a division algebra
if and only if at least one of Di is R. If R is a G-graded division algebra, S an
H-graded division algebra, (R⊗ S)(g,h) = Rg ⊗Sh, for all (g, h) ∈ G×H . Clearly,
all nonzero elements in each homogeneous component are invertible if this is true
for the identity component. As a result, the tensor product of two division gradings
is a division grading only if the identity component of at least one of them is one-
dimensional.
2.2. Basic properties of division gradings. We start with fixing few well-known
useful properties (see e.g. [9, Chapter 2]).
Lemma 2.1. Let Γ : R =
⊕
g∈GRg be a grading by a group G on an (associative)
algebra R over a field F . If Γ is a division grading then the following hold.
(1) The identity component Re of Γ is a division algebra over F ;
(2) Given g ∈ G and a nonzero a ∈ Rg, we have Rg = aRe;
(3) For any g ∈ G, dimRg = dimRe and dimR = | SuppΓ| dimRe;
(4) Supp(Γ) is a subgroup of G isomorphic to the universal group U(Γ). 
Since our base field is R, it follows that Re is one of R, C, or H, the division
algebra of quaternions.
As mentioned above, the support of the division grading is a subgroup in the
grading group. This makes it natural to always assume that the support of R equals
the whole of G. Thus, when we speak about gradings on finite-dimensional division
graded algebras, we may assume that the grading group G is finite.
One notational remark. Given an element g of order n in a group G, we denote
by (g)n the cyclic subgroup generated by g. Given vectors v1, . . . , vm in a real vector
space V , we denote by 〈v1, . . . , vm〉 the linear span of v1, . . . , vm, with coefficients
in R. To avoid confusion with number 1 ∈ R, we will denote the identity element
of a graded division algebra R by I.
3. Simple graded division algebras
We recall some low dimensional simple graded division algebras and the classi-
fication of simple graded division algebras, up to equivalence (see [5] and [12]).
The simplest examples of graded division algebras are R, C and the quaternions
H. These are graded by the trivial group. Given any group G, the group algebras
RG, CG and HG = H⊗RG are further examples of real graded division algebras, of
dimensions |G|, 2|G| and 4|G|, respectively. Also, we can refine the trivial gradings
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on C and H to obtain the Z2-gradings C
(2) and H(2), as follows. If we set Z2 ∼= (α)2,
then
(1) C(2) = 〈1〉e ⊕ 〈i〉α, H(2) = 〈1, i〉e ⊕ 〈j, k〉α.
Also, if we set Z2 × Z2 ∼= (α)2 × (β)2 then a Z2 × Z2-refinement, H(4), on H will
look like the following:
(2) H(4) = 〈1〉e ⊕ 〈i〉α ⊕ 〈j〉β ⊕ 〈k〉αβ .
The matrix algebra M2 = M2(R), with trivial grading, is not a graded division
algebra, but it has Z2- and Z
2
2-refinementsM
(2)
2 andM
(4)
2 , which are graded division
algebras. Recall the Pauli (Sylvester) matrices
(3) A =
(
1 0
0 −1
)
B =
(
0 1
1 0
)
C =
(
0 1
−1 0
)
.
Then A2 = B2 = I, AB = −BA = C. It follows then that C2 = −I, AC = −CA =
B, BC = −CB = −A. So we have the following
(4) M
(2)
2 = 〈I, C〉e ⊕ 〈A,B〉α, M (4)2 = 〈I〉e ⊕ 〈C〉α ⊕ 〈A〉β ⊕ 〈B〉αβ .
The only 8-dimensional real simple algebra is R = M2(C). Since M2(R)⊗C ∼=
M2(C) ∼= H⊗C, we can obtain division gradings on R in various ways. A division
Z2-grading can be obtained asH⊗C(2). A division Z22-grading on R can be obtained
as H(4)⊗C, M (4)2 ⊗C, H(2)⊗C(2) and M (2)2 ⊗C(2). It is known from [5] that the
first two gradings are equivalent, and also the last two are equivalent. A division Z32-
grading on R can be obtained in two equivalent ways: H(4)⊗C(2) or M (4)2 ⊗C(2).
Notice that the natural isomorphism ϕ : H⊗C→M2(R)⊗C defined by ϕ(i⊗ z) =
A⊗ iz, ϕ(j ⊗ z) = B⊗ iz, for any z ∈ C, induces a graded isomorphisms for the
refinements ϕ : H(2)⊗C(2) →M (2)2 ⊗C(2) and ϕ : H(4)⊗C(2) →M (4)2 ⊗C(2).
So far, all division gradings onM2(C) have appeared as tensor product gradings.
However, there are gradings on this algebra, which are not tensor products. Let us
fix a complex number ω such that ω2 = i. Then a Z4-grading on M2(C), denoted
by M2(C,Z4) can be obtained, as follows. We set Z4 ∼= (γ)4. Then
M2(C,Z4) = 〈I, C〉e ⊕ 〈ωA, ωB〉γ ⊕ 〈iI, iC〉γ2 ⊕ 〈ω3A,ω3B〉γ3 .
A Z2×Z4-refinement of M2(C,Z4) is denoted by M (8)2 .We set Z2×Z4 ∼= (α)2 ×
(γ)4. Then
M
(8)
2 = 〈I〉e ⊕ 〈C〉α ⊕ 〈ωA〉γ ⊕ 〈ωB〉αγ ⊕ 〈iI〉γ2 ⊕ 〈iC〉αγ2 ⊕ 〈ω3A〉γ3 ⊕ 〈ω3B〉αγ3 .
We know that H⊗H ∼= M2(R)⊗M2(R). This isomorphism transfers the struc-
ture of graded division algebra from H(4)⊗H to M4(R) ∼= M2(R)⊗M2(R). This
grading of M4(R) is not a tensor product of gradings on the tensor factors M2(R).
Thus R = M4(R) acquires a division Z2 × Z2 ∼= (α)2 × (β)2-grading M (4)4 whose
components are as follows:
Re = 〈I ⊗ I, C ⊗ I, A⊗C,B⊗C〉,(5)
Rα = (I ⊗C)Re, Rβ = (C ⊗A)Re, Rαβ = (C ⊗B)Re,
Finally, given a nonsingular alternating bicharacter β : G × G → C, |G| = n2,
we denote by P(β) the unique, up to equivalence, fine grading on Mn(C) defined
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by β (see the details in Section 4 below). Now let us denote by P(β)R the same
grading, viewed as a grading of an algebra over R. We call P(β)R a Pauli grading.
Theorem 3.1. Any division grading on a real simple algebra Mn(D), D a real
division algebra, is equivalent to one of the following types
D = R : (i) (M
(4)
2 )
⊗ k;
(ii) M
(2)
2 ⊗ (M (4)2 )⊗(k−1), a coarsening of (i);
(iii) M
(4)
4 ⊗(M (4)2 )⊗(k−2), a coarsening of (i);
D = H : (iv) H(4)⊗(M (4)2 )⊗ k;
(v) H(2) ⊗ (M (4)2 )⊗ k a coarsening of (iv);
(vi) H⊗(M (4)2 )⊗ k, a coarsening of (v);
D = C : (vii) C(2)⊗(M (4)2 )⊗ k,
(viii) C(2)⊗M (2)2 ⊗(M (4)2 )⊗(k−1), a coarsening of (vii);
(ix) C(2)⊗H⊗(M (4)2 )⊗(k−1), a coarsening of (vii);
(x) M
(8)
2 ⊗(M (4)2 )⊗(k−1);
(xi) M2(C,Z4)⊗(M (4)2 )⊗(k−1), a coarsening of (x);
(xii) M
(8)
2 ⊗M (2)2 ⊗(M (4)2 )⊗(k−2), a coarsening of (x);
(xiii) M
(8)
2 ⊗H⊗(M (4)2 )⊗(k−2), a coarsening of (x);
(xiv) Pauli gradings.
None of the gradings of different types or of the same type but with different values
of k is equivalent to the other.
Notice that (xii) is missing on the list in [5] but appears in [12]. It is useful to
mention that the components of the gradings in Theorem 3.1 are 1-dimensional in
the cases (i), (iv), (vii) and (x). They are 2-dimensional in (ii), (v), (viii), (xi),
(xii), (xiv) and 4-dimensional in the remaining cases (iii), (vi), (ix) and (xiii).
4. Complex case
Any complex G-graded division algebra R is isomorphic to a twisted group al-
gebra CσG where σ : G × G → C× is a 2-cocycle on G, that is a map satisfying
σ(g, h)σ(gh, k) = σ(g, hk)σ(h, k), for any g, h, k ∈ G. Two twisted group alge-
bras, corresponding to cocycles σ and σ′ are isomorphic if and only if the cocy-
cles are cohomologous, that is, there is a map α : G → C× such that σ(g, h) =
σ′(g, h)α(g)−1α(h)−1α(gh), for all g, h ∈ G. If we set β(g, h) = σ(g, h)
σ(h, g)
then β
is a alternating bicharacter on G, and it does not depend on the choice of σ in
its cohomology class. If we denote by Xg the element of R = C
σG corresponding
to g in CG then, in CσG, we have XgXh = β(g, h)XhXg. An important ob-
servation is that knowing β and the orders of elements of the group, completely
defines R. To see this, let us write G as the direct product of cyclic subgroups
G = (g1)n1 × · · · × (gm)nm of orders n1, . . . , nm. Then consider an algebra A
given by G-graded generators a1, . . . , am of G-degrees g1, . . . , gm and G-graded re-
lations of two kinds: an11 = 1, . . . , a
nm
m = 1 and aiaj = β(gi, gj)ajai. Clearly,
dimA ≤ n1 · · ·nm. On the other hand, if o(g) = n then in Rg one can choose an
element u such that un = z ∈ C; replacing u by v = 1n√zu we obtain an element v
in Rg with v
n = 1. Thus the generators Xg1 , . . . , Xgm of degrees g1, . . . , gm for R
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can be chosen so that Xnigi = I. As a result, A maps G-graded homomorphically
onto R, and dim R = n1 · · ·nm. Hence R ∼= A.
Let us denote such grading by P(β). Since in P(β), we always have
XgXh(Xg)
−1(Xh)−1 = β(g, h)I,
for any g, h ∈ G, it follows that P(β′) is isomorphic to P(β) if and only if β′ = β.
In the case of equivalence (=weak isomorphism) P(β′) ∼ P(β), accompanied by
a group automorphism α : G → G, we must have β′(α(g), α(h)) = β(g, h), for all
g, h ∈ G. In other words, P(β′) is equivalent to P(β) if and only if, β′ belongs
to the same orbit as β under the natural action of AutG on the set of alternating
bicharacters G × G → C×. For instance, if P(β) is a simple algebra then β is
nonsingular. As indicated in [9, Chapter 2], all non-singular alternating bicharacters
on G form one orbit, hence, given a finite abelian group G, all division G-gradings
on Mn(C) are equivalent. Actually, such gradings exist if and only if G ∼= H ×H
where |H | = n.
In the case of commutative algebras, A is just the group algebra CG. So any com-
mutativeG-graded division algebraR over C is isomorphic to the group algebra CG.
In other words, R is isomorphic to the graded tensor productC(g1)n1 ⊗ · · ·⊗C(gm)nm
of group algebras of cyclic groups and is completely determined by the same invari-
ants as the abelian group G.
5. Pauli gradings
Let Γ : R =
⊕
g∈GRg be a division grading of a real algebra R such that
dimRe = 2 and Re is a central subalgebra of R. Then there is an isomorphism of
algebras µ : C→ Re. If I = µ(1) and J = µ(i) then setting (a+ bi)X = (aI+ bJ)X
where a, b ∈ R, X ∈ R turns R to a complex algebra RC endowed with a complex
grading ΓC, which is a division grading. In this grading (RC)g = Rg. By the
previous section, there is an alternating bicharacter β : G × G → C× such that
ΓC ∼= P(β). Since, obviously, (ΓC)R ∼= Γ, we have that any real grading with two-
dimensional central identity component is isomorphic to P(β)R, for an appropriate
alternating complex bicharacter β on G. We call the gradings of the type P(β)
Pauli gradings.
Thus R = P(β)R, as a unital algebra with identity elements I, in terms of
graded generators and defining relations can be given as follows. We choose the
canonical decomposition G = (g1)n1 × . . . × (gm)nm , n1| · · · |nm, and choose the
generators J with trivial grading and Xi of degree gi, for all i = 1, . . . ,m. Then
we impose the relations J2 = −I, Xnii = I, JXi = XiJ , for all i = 1, . . . ,m, and
XiXj = µ(β(gi, gj))XjXi. Here µ : C→ 〈I, J〉 is given, as above.
The first claim of the following theorem is clear from the above.
Theorem 5.1. If Γ : R =
⊕
g∈GRg is a real G-graded division algebra such
that dimRe = 2 and Re is central then there exists an alternating bicharacter
β : G × G → C× such that Γ = P(β)R. Furthermore, P(β)R is isomorphic to
P(β′)R if and only if either β′ = β or β′ = β. Finally, P(β)R is equivalent to
P(β′)R if and only if the orbit of β′ under the action of AutG contains β or β.
Proof. Suppose that ϕ : R = P(β)R → P(β′)R = R′ is an isomorphism of real
algebras such that for some automorphism α : G→ G we have ϕ(Rg) = R′α(g), for
all g ∈ G. Clearly then ϕ(Re) = R′e. If µ′ : C→ R′e is an isomorphism of algebras,
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similar to µ above, then ϕ˜ = (µ′)−1ϕµ : C → C is an automorphism of C over R.
Thus either ϕ˜(z) = z or ϕ˜(z) = z, the complex conjugate of z. As a result, either
ϕ(µ(z)) = µ′(z) or ϕ(µ(z)) = µ′(z).
It remains, for any g, h ∈ G, to compute both sides of the equation
ϕ(XYX−1Y −1) = ϕ(X)ϕ(Y )ϕ(X)−1ϕ(Y )−1,
where 0 6= X ∈ Rg and 0 6= Y ∈ Rh. Then 0 6= ϕ(X) ∈ Rα(g) and 0 6= ϕ(Y ) ∈
Rα(h). Now the value of the left hand side is ϕ(µ(β(g, h)), while for the right
one, we have µ′(β′(α(g), α(h)). Using the above conclusion, in the first case, we
have µ′(β(g, h)) = µ′(β′(α(g), α(h))), that is, β = (β′)α. In the second case,
µ′(β(g, h)) = µ′(β′(α(g), α(h)), that is, β = (β′)α.
Setting α = idG, we obtain the “only if” part of conclusion of the Theorem
about the isomorphism. If α is arbitrary, then we obtain the “only if” part of the
conclusion about the equivalence. It remains to show that R = P(β)R ∼= R′ =
P(β)R (the case of equivalence is left to the reader as an exercise).
Let us use for R = P(β)R a presentation in terms of graded generators and defin-
ing relations, as described earlier. Let the presentation for R = P(β)R be given by
generators J ′, Xi, relations (J ′)2 = −I, (X ′i)ni = I and X ′iX ′j = µ′(β(gi, gj))X ′jX ′i,
with indexes running through the same sets as in the case of P(β)R. If we con-
sider the graded map J → −J , Xi → X ′i then all the relations, with the possible
exception of the last ones, obviously hold. To check this latter one, note that
under our substitution, µ(z) is replaced by µ′(z). Then the relation of P(β)R:
XiXj = µ(β(gi, gj))XjXi is replaced by X
′
iX
′
j − µ′(β(gi, gj))X ′jX ′i, which holds
in P(β)R. Thus our map extends to a graded isomorphism of P(β)R and P(β)R,
because the dimensions of both algebras are the same number 2|G|. Now the proof
is complete. 
The study of non-singular alternating bicharacters over an algebraically closed
field (often called the commutation factors) is performed in the papers [13] and
[14].
6. Commutative case
In the case of real commutative graded division algebras, the situation is different
from the case of complex commutative graded division algebras. Given a natural
number n > 1 and a number ε = ±1, we denote by C(m; ε) the real graded subal-
gebra in the complex group algebra C(g)m of the cyclic group of order m generated
by µg, where µm = ε. Alternatively, one can view C(m; ε) as a graded algebra
generated by one element x of degree g, with defining relation xm = ε I. We will
call this algebra a basic algebra of the first kind. Of course, C(2;−1) ∼= C(2).
Proposition 6.1. Let A be a G-graded commutative division algebra over the field
R of real numbers. Suppose dimAe = 1. Let G = (g1)m1 ×· · ·× (gk)mk be the direct
product of primary cyclic subgroups of orders m1, . . . ,mk. Then
A ∼= C(m1; ε1)⊗ · · · ⊗C(mk; εk),
for a sequence of numbers ε1, . . . , εk = ±1. Here, additionally, we can assume that
εi = 1 in the case where mi is an odd number.
Proof. Clearly, dimA = m1 · · ·mk. We choose in each Agi an element a˜i. Then
a˜mii ∈ Agmi
i
= Ae. If λi = a˜
mi
i > 0 and either λi > 0 or mi is odd, then we can
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replace a˜i by ai =
1
mi
√
λi
a˜i to have a
mi
i = 1. If λi < 0, mi is even, all we can make
is amii = −1. In this case, choose a polynomial ring R[x1, . . . , xk]. Then the map
ϕ : xi → ai extends to a homomorphism ϕ of R[x1, . . . , xk] onto A. The kernel
K = Ker ϕ contains xmii − 1 or xmii + 1. Clearly, in this case, R[x1, . . . , xk]/K
is spanned by the images of the elements xs11 · · ·xskk , where 0 ≤ si < mi. So
dimR[x1, . . . , xk]/K ≤ m1 · · ·mk. Since ϕ is an onto map, we have that A ∼=
R[x1, . . . , xk]/K.
Now let us consider the complex group ring CG. This is a naturally G-graded
real division algebra. Assume that our relations are xmii − 1 for 1 ≤ i ≤ ℓ and
xmii + 1 for ℓ + 1 ≤ i ≤ k. Then there is a G-graded R-subalgebra B gener-
ated by g1, . . . gℓ, ωℓ+1gℓ+1, . . . , ωkgk, where ω
mj
j = −1. The dimension of B over R
equalsm1 · · ·mk. As a result, A can be written as R[x1, . . . , xk]/(xm11 −1, . . . , xmℓℓ −
1, x
mℓ+1
ℓ+1 +1, . . . , x
mk
k +1)
∼= B ⊂ CG, whereB = alg{g1, . . . , gℓ, ωℓ+1gℓ+1, . . . , ωkgk}.
If ni is an odd number and εi = −1 then replacing ai by −ai we will get
(−ai)ni = 1. 
It follows from the above proposition that if we use a primary factorization of
G as the product of cyclic subgroups then we could write G = H ×K where H is
a 2-subgroup of G and K is a subgroup of odd order. As a result, any commuta-
tive graded division algebra A with one-dimensional homogeneous components and
support G can be written as the graded tensor product A ∼= B ⊗ RK, where B is
the commutative graded division algebra whose support is an abelian 2-group H
and RK is the real group algebra of K.
The ungraded structure of real graded commutative division algebras is given by
the following.
Proposition 6.2.
• C(2q; 1) ∼= RZ2q ∼= C⊕ · · · ⊕C⊕R⊕R, for q ≥ 1,
• C(2q;−1) ∼= C⊕ · · ·⊕C, because x2 = −1 is not solvable in R;
• C(2m1 ; 1)⊗ · · · ⊗C(2mt ; 1) ∼= C⊕ · · ·⊕C⊕R⊕ · · · ⊕R︸ ︷︷ ︸
2t
,
• C(2m1 ; η1)⊗ · · · ⊗C(2mt , ηt) ∼= C⊕ · · ·⊕C if at least one ηi = −1.
We leave the proof to the reader as an easy exercise.
To determine the equivalence classes of real graded commutative division alge-
bras, we need the following result.
Lemma 6.3. Let m,n be any natural numbers, m ≤ n. Then
C(2m;−1)⊗C(2n;−1) ∼ C(2m; 1)⊗C(2n;−1).
Proof. We write
C(2m;−1)⊗C(2n;−1) = alg{u, v |u2m = −1, v2n = −1;uv = vu}
C(2m; 1)⊗C(2n;−1) = alg{u1, v1 |u2
m
1 = 1, v
2n
1 = −1;uv = vu}
Here C(2m;−1) is graded by the cyclic group G = (a)2m and C(2n;−1) by the
cyclic group H = (b)2n , so that C(2m;−1)⊗C(2n;−1) is graded by G × H =
(a)2m × (b)2n . The same group grades C(2m; 1)⊗C(2n;−1). Since m ≤ n, then
there is k ≤ n such that (v2k)2m = −1 and (uv2k)2m = 1. The mapping u1 →
uv2
k
, v1 → v extends to an ungraded algebra isoomorphism of C(2m; 1)⊗C(2n;−1)
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to C(2m;−1)⊗C(2n;−1). Actually, this is an isomorphism, accompanied by an
automorphism of G×H , mapping a→ ab2k , b→ b. The proof is complete. 
Now we are ready to prove the main result about the structure of real commu-
tative graded division algebras.
Theorem 6.4. Any real finite-dimensional commutative graded division algebra is
equivalent to exactly one of the following:
(1) A naturally graded real group algebra RG, for a finite abelian group G;
(2) A naturally graded complex group algebra CG, viewed as a real algebra, for
a finite abelian group G;
(3) A tensor product of graded algebras C(2m;−1)⊗RG.
Proof. Let R be a real finite-dimensional commutative graded division algebra. We
must have dimRe = 1 or dimRe = 2. In the second case, Re ∼= C and R is a com-
plex graded division algebra. So this is CG, for a finite abelian group G. Otherwise,
we can use Proposition 6.1 and the remark after the proof of that proposition to
write R as C(2m1 ; ε1)⊗ · · · ⊗C(2mk ; εk)⊗RK. Now C(2m; 1) is just the real group
algebra of the cyclic group of order 2m. So we may assume that all εi in the
latter tensor product equal −1. Applying Lemma 6.3, we can transform this ten-
sor product to C(2m1 ; 1)⊗ · · ·⊗ C(2mk−1 ; 1)⊗C(2mk ;−1)⊗RK and finally to the
form C(2m;−1)⊗RG. So we have proved that real finite-dimensional commutative
graded division algebra is equivalent to one of the algebras in the statement of the
Theorem.
Since the notion of equivalence includes an isomorphism of groups, G is an
invariant in the first two cases. Because the dimensions of homogeneous components
in the first and the third case are 1 and in the second 2, none of the algebras of
second case is equivalent to an algebra in the first or the third case. Since in the
first case, in distinction with the third one, there are no homogeneous solutions
to the equation x2 = −1, the algebras in the first case are not equivalent to the
algebras in the third case.
More precisely, if 1 ≤ m < n, then in C(2n;−1) there is a homogeneous solution
to the equation x2
n
= −1, whereas in C(2m;−1)⊗RG, for any G, such solutions
do not exist. Indeed, a homogeneous element in C(2m;−1)⊗RG has the form of
λxsg, where λ ∈ R, x a graded generator of C(2m;−1), s a natural number, g ∈ G.
Then (λxsg)2
n
= λ2
n
(xs)2
n
g2
n
= λ2
n
(x2
n
)sg2
n
= λ2
n
g2
n 6= −1. As a result, the
equivalent algebras in the third case must have isomorphic supports of the from
(a)2m ×G. So the number m and the group G are defined uniquely. Now the proof
is complete. 
For the proof of the “nonequivalence” part one could also use Proposition 6.2.
But the idea of looking at the homogeneous solutions of certain (sets of) equa-
tions suggested in the above proof will be used in considerably more complicated
situations later in this paper.
7. Noncommutative graded division algebras with 1-dimensional
homogeneous components
Let Γ : R =
⊕
g∈GRg be a division grading of an algebra R over R by an
abelian group G. For a subgroup H of G we denote by RH the sum of all graded
components Rg, where g ∈ H . Then RH is a graded subalgebra of R. If G = H×K
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then, as a vector space, R = RH⊗RK . If, additionally, RH and RK commute, then
R ∼= RH ⊗RK is the tensor product of algebras, endowed with the tensor product
of gradings.
Now let us assume dimRe = 1. Let G = (g1)n1 × · · · × (gq)nq be a primary
cyclic factorization of G, where each gi is an element of order ni, i = 1, . . . , q.
Let g, h ∈ {g1, . . . , gq}. Then for any nonzero a ∈ Rg and b ∈ Rh we should
have aba−1b−1 = λ ∈ R. Since an ∈ Re ∼= R, we must have anba−n = b = λnb.
Hence λn = 1 and then also λ = ±1. If n is odd then we must have λ = 1 so
that Rg is in the center of R. It is also possible that Rg is in the center of R for
some more g ∈ {g1, . . . , gq}. Let H be the subgroup of G generated by all these
elements, K the subgroup generated by the remaining elements in {g1, . . . , gq}.
Then G = H ×K where RH is a commutative H-graded division algebra and RK
is a K-graded division algebra, where K is an abelian 2-group. None of the graded
components Rgi , gi ∈ K, is in the center of RK .
The structure of RH has been described in Theorem 6.4. So from now on we
assume that G = (g1)n1 × · · · × (gq)nq is an abelian 2-group, n1|n2| . . . |nq and
none of Rgi is central. Suppose that k be the least number such that Rg1 does not
commute with Rgk . If also Rg1 does not commute with Rgt1 , . . . , Rgtp , for some
k < t1 < · · · < tp, we replace gtj by gkgtj and Rgtj by Rgkgtj . Since o(gtj ) =
o(gkgtj) and Rgkgtj = RgkRgtj , we will have that now Rg1 commutes with all new
Rgj but one, which is Rgk . Now let 1 < s1 < s2 < . . . < sp be such that Rgk
does not commute with Rgsj . We replace gsj by g1gsj and Rgsj by Rg1gsj . Then
again o(gsj ) = o(g1gsj ) and now Rgk commutes with Rg1gsj = Rg1Rgsj . As a
result, we find that R is a graded tensor product of graded subalgebras R(g1)×(gk)
and RK , where K = (g2)n2 × · · · × (gk−1)nk−1 × (gk+1)nk+1 × · · · × (gq)nq . This
allows us to proceed by induction to finally write a graded tensor product R =
R1⊗R2⊗ · · ·⊗Rn, where each Ri is a graded division algebra whose support is
the product of at most two cyclic 2-groups.
Those algebras with cyclic support have been described in Proposition 6.1. A
graded division algebra R with dimRe = 1, whose support is the product of two
cyclic 2-groups G = (g)k × (h)ℓ can be described, as follows. We choose a ∈ Rg
and b ∈ Rh so that ak = µI and bℓ = νI, where µ, ν = ±1. These elements are
graded generators of the whole of R, and they anticommute: ab = −ba. Since R is
graded, we have dimR = kℓ. It remains to produce a (kℓ)-dimensional G-graded
algebra with generators u, v of the same degrees as a, b, respectively, satisfying the
same relations. To do so, we consider S = RG⊗M2(C) and inside a subalgebra
D(k, ℓ;µ, ν) generated by u = g⊗(εA), v = h⊗(ηB). Here εk = µ, ηℓ = ν and
A, B standard Pauli matrices A =
(
1 0
0 −1
)
, B =
(
0 1
1 0
)
. The reader
easily checks that the required relations are satisfied and that the set of elements
uivj = gihj ⊗ εiηjAiBj , where 0 ≤ i < k, 0 ≤ j < ℓ is linearly independent because
this is true for the set of elements gihj , 0 ≤ i < k, 0 ≤ j < ℓ, forming a basis of
RG. So R admits a graded homomorphism onto S. Comparing dimensions, we can
see that R ∼= D(k, ℓ;µ, ν). As we see, if G = (g)k× (h)ℓ, then, in terms of G-graded
generators and defining relations, this algebra can be given by
D(k, ℓ;µ, ν) = (u, v | uk = µI, vℓ = νI, uv = −vu, deg u = g, deg v = h).
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Recall that µ, ν = ±1. In what follows we will always be assuming that k ≤ ℓ.
We will call D(k, ℓ;µ, ν) a basic algebra of the second kind. A generator u is
called even if µ = 1. Otherwise, u is called odd. We write d(u) = k and call k
the degree of u. The same terminology will be used for v and for the generator of
the basic (commutative) algebra C(m; η). The relations of the form uk = µI will
be called the power relations while those of the form uv = ±vu the commutation
relations.
Notice that the algebras R ∼= D(k, ℓ;µ, ν) generalize both H(4) and M (4)2 . We
have
(6) H(4) = D(2, 2;−1,−1), M (4)2 = D(2, 2; 1, 1) ∼ D(2, 2;−1, 1) ∼ D(2, 2; 1,−1).
They can also be viewed as generalized Clifford algebras.
Taking into account Theorem 6.4, we obtain the following.
Theorem 7.1. Let G be a finite abelian group. Then any real non-commutative
finite-dimensional G-graded division algebra with one-dimensional graded compo-
nents is equivalent to the graded tensor product of several copies of D(2k, 2ℓ;µ, ν),
at most one copy of C(2m;−1) and a group algebra RH, where k, ℓ,m are natural
numbers, k ≤ ℓ, µ, ν = ±1 and H a subgroup, which is a direct factor of G.
8. Equivalence classes of graded division algebras with
1-dimensional graded components
8.1. Basic algebras. The case of basic algebras of the type C(2m; η) was discussed
earlier in Theorem 6.4, we now discuss the question of when R1 = D(k1, ℓ1;µ1, ν1)
is equivalent to R2 = D(k2, ℓ2;µ2, ν2). Let us set ki = 2ri , ℓi = 2si , i = 1, 2.
Notice a technical remark.
Lemma 8.1. Let u, v be two elements of an algebra R such that uv = −vu. Then,
for any natural m,n, p we have
(umvn)p = umpvnp(−1)mn p(p−1)2 .
In particular, if one of m or n is even or p is divisible by 4 then
(umvn)p = umpvnp.
Back to the equivalence classes, first of all, notice that a necessary condition
for the equivalence is r1 = r2 and s1 = s2. Suppose that ϕ : R1 → R2 is a
homomorphism of algebras such that ϕ((R1)g) = (R2)ψ(g), where ψ : G→ G is an
automorphism of the group G. If G = (a) × (b), o(a) = 2r, o(b) = 2s, with r =
r1 = r2, s = s1 = s2, then ψ(a) = a
α11bα12 , ψ(b) = aα21bα22 . If we take generators
xi ∈ (Ri)ai , yi ∈ (Ri)bi , then ϕ(x1) = cxα112 yα122 , ϕ(y1) = dxα212 yα222 . As noted
earlier, c, d = ±1. Let us see, for what values of µ2, ν2 we can have such equations
possible. We must have ϕ(x1)
2r = µ1I, ϕ(y1)
2s = ν1I, ϕ(x1)ϕ(y1) = −ϕ(y1)ϕ(x1).
So, we must have
(cxα112 y
α12
2 )
2r = (xα112 y
α12
2 )
2r = µ1 · I, (dxα212 yα222 )2
s
= (xα212 y
α22
2 )
2s = ν1 · I
and
(xα112 y
α12
2 )(x
α21
2 y
α22
2 ) = −(xα212 yα222 )(xα112 yα122 ).
Performing computations, we find
x2
rα11
2 y
2rα12
2 (−1)α11α12
2r(2r−1)
2 = µ1 · I,
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x2
sα21
2 y
2sα22
2 (−1)α21α22
2s(2s−1)
2 = ν1 · I;
xα11+α212 y
α12+α22
2 (−1)α12α21 = −xα11+α212 yα12+α222 (−1)α22α11 .
It follows from the last equation that the determinant ∆ = α11α22 − α12α21 is an
odd number. It follows from the second equation that
ν1 = µ
2s−rα21
2 ν
α22
2 (−1)α21α222
s−1
.
It follows from the first equation that α12 = 2
s−rβ12, for some integral β12, and
then
µ1 = µ
α11
2 ν
β12
2 (−1)α11α122
r−1
.
Let us first assume that r < s. In this case, the numbers 2s−1, 2s−r and α12 =
2s−rβ12 are even. Since α11α22−α12α21 is an odd number, it also follows that α11
and α22 are odd numbers. As a result, our two latter equations simplify and give
ν1 = ν2 and µ1 = µ2ν
β12
2 . Since β12 can be both even or odd, this tells us that, in
this case, there are three equivalence classes:
{D(2r; 2s, 1; 1)}, {D(2r, 2s;−1, 1)}, {D(2r; 2s;−1,−1),D(2r, 2s; 1,−1)}.
The next case is 2 ≤ r = s. In this case, 2r−1 and 2s−1 are even, α12 = β12. So
we have
µ1 = µ
α11
2 ν
α12
2 , ν1 = µ
α21
2 ν
α22
2 .
Clearly, the values in this equation depend only on the residue classes of αij
mod 2. Recalling that α11α22 − α12α21 is an odd number, we have 6 options (6
being the number of nonsingular 2 × 2-matrices over Z2), for the residue classes,
hence for possible pairs: µ1 = µ2, ν1 = ν2; µ1 = ν2, ν1 = µ2; µ1 = µ2ν2, ν1 = ν2;
µ1 = µ2, ν1 = µ2ν2; µ1 = µ2ν2, ν1 = µ2, and µ1 = ν2, ν1 = µ2ν2.
As a result, we have two equivalence classes:
{D(2r, 2r; 1, 1)}, {D(2r, 2r;−1,−1),D(2r, 2r; 1,−1),D(2r, 2r;−1, 1)}.
One could also use the fact that there are only two orbits of the natural action
of GL2(Z2) on Z
2
2.
Finally, the case 1 = r = s is the case of Clifford algebras (see [5]). In this case
we have two classes:
{H(4) ∼= D(2, 2;−1,−1)}, {M (4)2 ∼= D(2, 2; 1, 1),D(2, 2; 1,−1),D(2, 2;−1, 1)}.
Proposition 8.2. The following are the equivalence classes of algebras of the form
D(2r, 2s;µ, ν)
(1) {H(4) ∼= D(2, 2;−1,−1)};
(2) {M (4)2 ∼= D(2, 2; 1, 1),D(2, 2; 1,−1),D(2, 2;−1, 1)};
(3) {D(2r, 2r; 1, 1)}, where r > 1;
(4) {D(2r, 2r;−1,−1),D(2r, 2r; 1,−1),D(2r, 2r,−1, 1)}, where r > 1;
(5) {D(2r, 2s; 1, 1)}, where 1 ≤ r < s;
(6) {D(2r, 2s;−1, 1)}, where 1 ≤ r < s;
(7) {D(2r, 2s;−1,−1),D(2r, 2s; 1,−1)}, where 1 ≤ r < s.
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8.2. Tensor products of basic algebras. Commutation relations. A much
more complicated case is the equivalence of the tensor products of algebras of the
type D(k, ℓ;µ, ν) or C(m; η). It was mentioned in [5] that H(4)⊗H(4) is equivalent
to M
(4)
2 ⊗M (4)2 . In other words, D(2, 2;−1,−1)⊗D(2, 2;−1,−1) is equivalent to
D(2, 2; 1, 1)⊗D(2, 2; 1, 1). Also, H(4)⊗C(2) is equivalent to M (4)2 ⊗C(2). In other
words, D(2, 2;−1,−1)⊗C(2;−1) is equivalent to D(2, 2; 1, 1)⊗C(2;−1). Thus, an
additional work is necessary to determine when two tensor products of gradings
mentioned in Theorem 7.1 are equivalent to each other.
Before we proceed with our classification, let us remark that if
G = G1 × · · · ×Gk
is the factorization of the group G through its Sylow subgroups, then
R ∼= RG1 ⊗ · · · ⊗RGk .
Moreover, if R ∼ R′, where
R′ ∼= R′G1 ⊗ · · · ⊗R′Gk ,
then RG1 ∼ R′G1 , . . . , RGk ∼ R′Gk . At the same time, if the order of Gi is odd then
RGi ∼ RGi. This enables us to restrict ourselves to the case, where the support of
the grading is an abelian 2-group. Now each tensor product
(7) R = D(2k1 , 2ℓ1;µ1, ν1)⊗ · · · ⊗D(2ks , 2ℓs ;µs, νs)⊗C(2m1 ; η1)⊗ · · · ⊗C(2mt ; ηt)
gives rise to a sequence
(8) χ = {(k1, ℓ1;µ1, ν1), . . . , (ks, ℓs;µs, νs), (m1; η1), . . . , (mt; ηt)}.
Such sequence will be called the characteristic of R and denoted by χ(R). We will
also define the truncated characteristic of R by setting
(9) χ(R) = {(k1, ℓ1), . . . , (ks, ℓs),m1, . . . ,mt}.
Since permuting the components in the characteristic does not change the equiv-
alence class of a related graded division algebra, the equality of two characteristics
will be always understood up to a permutation of its tuples.
Proposition 8.3. If R1 and R2 are equivalent graded division algebras of the form
(7), then χ(R1) = χ(R2).
Proof. Without loss of generality, we may assume that both R1 and R2 are graded
by the same universal abelian 2-group G. In other words, as real vector spaces, R1
and R2 are isomorphic to the group algebra RG. Let {Xg |g ∈ G} be a basis of this
vector space and β1, respectively, β2 the commutation factors for R1, respectively
R2. That is, XgXh = βi(g, h)XhXg in Ri, i = 1, 2. Clearly then that β1 and β2
take values ±1 only. Moreover, βi(g, g) = 1, for all g ∈ G. Now let ϕ : R1 → R2
be an algebra isomorphism and α : G → G a group automorphism such that
ϕ((R1)g) = (R2)α(g). As previously, we must have β2(α(g), α(h)) = β1(g, h), for all
g, h ∈ G. In other words, β1 and β2 must be in the same orbit under the natural
action of AutG on the group of (skew)symmetric bicharacters of G.
In the case where G is an elementary abelian 2-group, one can view G as
a vector space over Z2 and a commutation factor β(g, h) = (−1)γ(g,h) where
γ is a (skew)symmetric bilinear function with values in Z2. Also, α is a lin-
ear transformation of G, which naturally acts on bilinear functions. So a neces-
sary condition for R1 to be equivalent to R2 is that rank γ1 = rank γ2, where
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βi(g, h) = (−1)γi(g,h), i = 1, 2. In this case, both χ(R1) and χ(R2) have the form
of {(1, 1), . . . , (1, 1)︸ ︷︷ ︸
m
, 1, . . . , 1)}, where 2m = rank γ1 = rank γ2.
In the case where G is not an elementary abelian 2-group, we denote by G2 the
subgroup of the squares of the elements in G. Clearly, βi(g,G
2) = 1, i = 1, 2.
This allows one to define bicharacters β1i : G/G
2 × G/G2 → {±1} by setting
β1i (gG
2, hG2) = βi(g, h). If α◦β1 = β2 then α1◦β11 = β12 , where α1(gG2) = α(g)G2.
This completely defines the total number of pairs in χ(Ri).
To obtain a more precise information, denote by Gk the subgroup of the elements
of G whose order divides 2k. Notice that for any k, Gk is invariant under the
automorphisms of G. Let m be the least number such that G = Gm. We now can
proceed with the proof of our proposition by induction on m. If m = 1 then G is
elementary abelian and we are done. If m > 1,we consider Gm−1. The subalgebras
R′1 of R1 and R
′
2 of R2, whose support is Gm−1 are equivalent graded division
algebras, the equivalence produced by the restrictions of ϕ to R′1 and α to Gm−1.
The characteristics for R′1 and R
′
2 are obtained from those for R1 and R2, as follows.
For instance, if R = R1, R
′ = R′1, consider (9). To obtain a characteristic for R
′,
we need to replace all entries of m by m−1 and replace each (ki,m) and (m,m) by
ki,m−1 and m−1,m−1, respectively. By induction, the truncated characteristics
obtained in this way for R′1 and R
′
2 are the same, up to a possible permutation.
That is, the set of pairs where the entries are less than m must be the same, up to
permutation, in χ(R1) and χ(R2).
Let us assume that R1 has k
(1)
ij entries of tensor factors of the type D(2i, 2j;µ, ν)
and ℓ
(1)
i entries of tensor factors of the type C(2i; η). The numbers k(2)ij and ℓ(2)i
denote similar values for R2. By induction, k
(1)
ij = k
(2)
ij , if i, j < m. Now the
supporting grading group G for R1 takes the two form
G ∼= Zk
(1)
11 +
∑
m
j=1 k
(1)
1j +ℓ
(1)
1
21 × Z
k
(1)
22 +
∑
m
j=2 k
(1)
2j +ℓ
(1)
2
22 × · · ·
×Zk
(1)
m−1,m−1+
∑m
j=m−1 k
(1)
m−1,j+ℓ
(1)
m−1
2m−1 × Z
2k(1)mm+ℓ
(1)
m
2m .
Similarly,
G ∼= Zk
(2)
11 +
∑m
j=1 k
(2)
1j +ℓ
(2)
1
21 × Z
k
(2)
22 +
∑m
j=2 k
(2)
2j +ℓ
(2)
2
22 × · · ·
×Zk
(2)
m−1,m−1+
∑
m
j=m−1 k
(2)
m−1,j+ℓ
(2)
m−1
2m−1 × Z
2k(2)mm+ℓ
(2)
m
2m .
So we have m equations:
k
(1)
11 +
m∑
j=1
k
(1)
1j + ℓ
(1)
1 = k
(2)
11 +
m∑
j=1
k
(2)
1j + ℓ
(2)
1 , . . . ,
k
(1)
m−1,m−1 +
m∑
j=m−1
k
(1)
m−1,j + ℓ
(1)
m−1 = k
(2)
m−1,m−1 +
m∑
j=m−1
k
(2)
m−1,j + ℓ
(2)
m−1,
2k(1)mm + ℓ
(1)
m = 2k
(2)
mm + ℓ
(2)
m .
However, using the induction hypothesis, we may write
k
(1)
1m + ℓ
(1)
1 = k
(2)
1m + ℓ
(2)
1 , . . . , k
(1)
m−1,m + ℓ
(1)
m−1 = k
(2)
m−1,m + ℓ
(2)
m−1,(10)
2k(1)mm + ℓ
(1)
m = 2k
(2)
mm + ℓ
(2)
m .
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Now we are going to compare the supports of the centers of R1 and R2. The
centers are graded division algebras moved under equivalences to each other. The
contribution of the center of D(2k, 2ℓ;µ, ν) with basis {x, y} of degrees a, b, (a) ∼=
Z2k , (b) ∼= Z2ℓ to the center of R1 is the graded subalgebra generated by x2, y2 with
the support (a2) × (b2). At the same time, the tensor factors of the type C(2k; η)
are central. Thus the support H of the center of R1, which is the same as for R2,
takes two following forms
H ∼= Z2k
(1)
22 +
∑m
j=2 k
(1)
2j +ℓ
(1)
1
21 × Z
2k
(1)
33 +
∑m
j=3 k
(1)
3j +ℓ
(1)
2
22 × · · · × Z
2k(1)m,m+ℓ
(1)
m−1
2m−1 × Z
ℓ(1)m
2m ,
or
H ∼= Z2k
(2)
22 +
∑
m
j=2 k
(2)
2j +ℓ
(2)
1
21 × Z
2k
(2)
33 +
∑
m
j=3 k
(2)
3j +ℓ
(2)
2
22 × · · · × Z
2k(2)m,m+ℓ
(2)
m−1
2m−1 × Z
ℓ(2)m
2m ,
So we can equate the exponents of primary cyclic factors in both factorizations.
Again, since we proceed by induction on m, we arrive at the following equations
k
(1)
2m + ℓ
(1)
1 = k
(2)
2m + ℓ
(2)
1 , . . . , 2k
(1)
m,m + ℓ
(1)
m−1 = 2k
(2)
m,m + ℓ
(2)
m−1,(11)
ℓ(1)m = ℓ
(2)
m .
Now we compare the systems of equation (10) and (11). The last equation of
(11) reads as ℓ
(1)
m = ℓ
(2)
m . Then from the last equation in (10) we get k
(1)
mm = k
(2)
mm.
Using the second last equation in (11), we then get ℓ
(1)
m−1 = ℓ
(2)
m−1. The second last
equation in (10) yields k
(1)
m−1,m = k
(2)
m−1,m. Proceeding in the same way, we finally
get k
(1)
ij = k
(2)
ij , for all 1 ≤ i, j ≤ m and ℓ(1)j = ℓ(2)j , for all 1 ≤ j ≤ m.
Thus χ(R1) = χ(R2) and the proof is complete.

8.3. Tensor products of basic algebras. Equivalence. We keep assuming that
the grading group of all graded division algebras is a finite abelian 2-group. Note
that the statement of Theorem 7.1 can be made more precise, as follows. If among
the generators of an algebra R in (7) there is a central odd generator whose degree
is greater or equal than the degrees of all other odd generators then this algebra is
equivalent to an algebra where there is only one odd generator, and this is central.
This can be done, using Lemma 6.3, when we deal with the tensor products of basic
algebras of the first kind.
At the same time, the argument of that lemma easily extends to the case where
one of the algebras is of the first kind and the second of the second kind. To simplify
this and many further calculations, we use the following notation:
[µk, νℓ] = D(2k, 2ℓ;µ, ν), [ηk] = C(2k; η).
For instance, we write [1,−2] instead D(2, 4; 1,−1) or [−5] instead of C(32;−1).
We will also omit the sign of tensor product when using the above notation. Given
the tensor product of two basic algebras R⊗S, we will denote by {u, v}{w, z}
the generating set for R⊗S, where {u, v} is the canonical generating set of R =
D(2k, 2ℓ;µ, ν) and {w, z} is the same for S. So we have u2k = µI, v2ℓ = νI,
uv = −vu. As usual, R is naturally graded by Z2k × Z2ℓ . We have uv = −vu,
wz = −zw and the elements in {u, v} commute with those in {w, z}. Likewise,
if we deal with the tensor product D(2k, 2ℓ;µ, ν)⊗C(2m; η) = [µk, νℓ][ηm], the
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canonical generating set will be {u, v}{w}, with the relations u2k = µI, v2ℓ = νI,
w2
m
= ηI, uv = −vu, uw = wu, vw = wv.
Let us check, for instance, that [−k, ℓ][−m] ∼ [k, ℓ][−m], provided that k ≤ m.
Indeed if the canonical set of generators for R = [−k, ℓ][−m] is {x, y}{z}, x2k = −I,
y2
ℓ
= I, z2
m
= −I, Ra = Rx, Rb = Ry, Rc = Rz, G = (a)2k × (b)2k × (c)2m then
the new generators x1 = xz
2m−k , y1 = y, z1 = z whose gradings a1 = ac
2m−k ,
b1 = b and c1 = c, are obtained from a, b, c by an automorphism of the group G,
satisfy all the defining relations of R1 = [k, ℓ][−m] and thus provide us with a weak
isomorphism of R1 and R.
Thus, one of the cases to be considered in the classification of noncommutative
graded division algebras with 1-dimensional components is where the algebras have
the form of
(12) D(2k1 , 2ℓ1 ; 1, 1)⊗· · · ⊗D(2ks , 2ℓs ; 1, 1)⊗C(2m;−1)⊗RH,
where H is a direct factor of G and s,m ≥ 1. If two algebras of this kind are
equivalent then the parameter m must be the same because in an algebra with this
parameter there is a central homogeneous solution of the equation x2
m
= −1 but
there is no solution of x2
n
= −1, if n > m. Once m is fixed, the isomorphism class
of the group H is also fixed. Since the truncated characteristic is an invariant by
Proposition 8.3, it follows that {(k1, ℓ1), . . . , (ks, ℓs)} is also uniquely defined, up to
permutation.
Now if the highest degree of an odd generator in (7) does not appear among
the central generators, then there is no need to consider central odd generators.
The argument is essentially the same as above. For example, let us prove that
R = [k,−ℓ][−m] ∼ R1 = [k,−ℓ][m] if ℓ > m. If {x, y}{z} is the canonical generating
set for R. Then the element y2
ℓ−m
is a central element with grading b2
ℓ−m
, so
switching to {x, y}{y2ℓ−mz}, provides us with the desired equivalence. As a result,
in this case, we need to deal only with the algebras of the form
(13) D(2k1 , 2ℓ1 ;µ1, ν1)⊗ · · ·⊗D(2ks , 2ℓs ;µs, νs)⊗RH,
where µi, νi = ±1 and H is a direct factor of G.
But we are going to show that even these algebras admit a further significant
reduction.
Proposition 8.4. Let G be a finite abelian 2-group. Then any graded division
algebra R with 1-dimensional homogeneous components is equivalent to one of the
following types:
Type 1 Algebras as in (13) where none of the parameters µi, νi equals −1;
Type 2 Algebras as in (12);
Type 3 Algebras as in (13) where exactly one of the parameters µi, νi equals −1
and where there are no factors of the form D(2, 2;−1, 1) or D(2, 2; 1,−1);
Type 4 Algebras of the form D(2, 2;−1− 1)⊗S, where S is of the Type 1.
Recall that
D(2, 2;−1− 1) ∼ H(4), D(2, 2;−1, 1) ∼ D(2, 2; 1,−1) ∼ D(2, 2; 1, 1) ∼M (4)2 .
Proof. To prove this proposition, we need to prove that the number of odd gener-
ators in the tensor product of two basic algebras is at most 1, with the exception
of Type 4. The argument just before formula (13) works also in the case of two or
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more basic algebras of the second kind. Its outcome is that our algebra is equivalent
to an algebra where all odd generators have the same degree.
As a result, we need to consider the product of two basic algebras with odd
generators of the same degree k. Suppose first that k > 1. Using Claim (4) in
Proposition 8.2, we can assume that if we have a product of two basic algebras of
the second kind, each with odd generators, and all generators have the same degree
k, then, in fact, only one generator in each algebra is odd and the other is even.
So we have to consider the (tensor) products [−k, ℓ][−k,m], where k ≤ ℓ ≤ m
or [ℓ,−k][m,−k], where ℓ ≤ m ≤ k, or [−k, ℓ][m,−k], where m ≤ k ≤ ℓ, or
[ℓ,−k][−k,m], where ℓ ≤ k ≤ m (this last case is symmetric with the previous
one). In all cases the procedure of reduction to one odd variable is similar.
For instance, consider R = [−k, ℓ][m,−k], where m ≤ k ≤ ℓ. We will prove
that R ∼ R1 = [−k, ℓ][m, k]. Let {u, v}{w, z} be the canonical set of generators
for R. Let u ∈ Ra, v ∈ Rb, w ∈ Rc and z ∈ Rd. Here o(a) = 2k, o(b) = 2ℓ,
o(c) = 2m and o(d) = 2k. We choose the new generating set {u, vw}{w, uz} for
R. Let us check the power relations: u2
k
= −I, (vw)2ℓ = (v2ℓ)(w2ℓ) = I, because
d(w) ≤ d(v), w2m = I and (uz)2k = (u)2k(z)2k = (−I)(−I) = I. Now we check the
commutation relations: u(vw) = −v(uw) = −v(wu) = −(vw)u, w(uz) = w(zu) =
−z(wu) = −(zu)w = −(uz)w. Finally, uw = wu, u(uz) = (uz)u, (vw)w = w(vw)
and (vw)(uz) = (vu)(wz) = (−(uv))(−(zw)) = (uz)(vw). The gradings of the
elements of the new generating set are {a, bc, c, ad} such that o(a) = 2k, o(bc) = 2ℓ,
o(c) = 2m and o(ad) = 2k. As a result, we see that R ∼ R1. Similar arguments
work in the other cases. Thus, in the case k > 1 the algebra R is equivalent to an
algebra of the type Type II.
Now suppose k = 1. The argument just above works here except that we cannot
assume that in each basic algebra only one generator is odd. The exceptional case is
H(4) = [−1,−1]. First recall a well-known equivalence H(4)⊗H(4) ∼ M (4)2 ⊗M (4)2 .
So [−1,−1][−1,−1] ∼ [1, 1][1, 1]. One more case is R = [−1, ℓ][−1,−1], where ℓ > 1.
We claim that in this case, R ∼ R1 = [−1, ℓ][1,−1]. In this case, if {u, v}{w, z}
is the canonical set of generators for R, one has to choose the new generating set
{u, vz}{uw, z}. Actually, since [1,−1] ∼ [1, 1], we may say that R ∼ [−1, ℓ][1, 1]. It
follows that if one of the factors is H(4) then the product is not an algebra of Type
I or Type II only if it is of Type III.
With this, the proof of Proposition 8.4 is now complete.

8.4. Tensor products of basic algebras. Nonequivalence. We know from
Proposition 8.3 that the truncated characteristics of two algebras with 1-dimensional
components are the same.
Our first goal in this section is to prove that the algebras of different types in
Proposition 8.4 are not equivalent.
In our proofs, we will consider (systems) of equations of the form x2 = ±1
and compare the number of elements in the supports of the sets of homogeneous
solutions. If these numbers for two algebras are different then the algebras are not
equivalent. For instance, the following remark is very useful in the forthcoming
arguments.
Remark 8.5. If k ≥ 2 then the equation x2k = −1 has no homogeneous solutions
in the algebras of Type 1 in Proposition 8.4.
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The following is an easy exercise from the domain of Clifford algebras.
Lemma 8.6. Let us denote by dm± the number of elements in the support of the set
of homogeneous solutions for x2 = ±1 in [1, 1]⊗m, m ≥ 1. We also set d0+ = 1 and
d0− = 0. Then, for all m ≥ 0, we have
dm+1+ = 3d
m
+ + d
m
− , d
m+1
− = d
m
+ + 3d
m
−(14)
dm+ =
4m + 2m
2
, dm− =
4m − 2m
2
(15)
In particular, for each m > 0, one of dm+ , d
m
− is congruent 0 mod 3 while the other
is congruent 1 mod 3. Also, dm+ > d
m
− , for all m ≥ 0. 
By Proposition 8.4, we may assume that, in the characteristics of the algebras
with 1-dimensional homogeneous components, that is, of the form (7), at most one
parameter {µ1, ν1, . . . , µs, νs} is −1, with the exception of D(2, 2;−1,−1)⊗S ∼
H(4)⊗S, where χ(S) has no −1 among these parameters.
For the statement of our results, we single out the algebras of the form
(16) D(2k1 , 2ℓ1;µ1, ν1)⊗ · · · ⊗D(2ks , 2ℓs ;µs, νs).
.
If R is as in (16) and χ = χ(R), we write R = D(χ). If χ has no −1 among
the parameters µi, νi, we call χ even. If χ has exactly one −1 then we call it odd.
Because of the equivalence (6), the odd characteristics containing (1, 1;−1, 1) or
(1, 1; 1,−1) are still called even.
Algebras of Type 1 are completely separated from each other by the parameter
χ, hence also by χ.
8.5. Case of odd generators of degree greater than 2. We first consider the
case where we compare two algebras, as in (7), one of which satisfies an additional
condition that there is an odd generator of degree greater than 2. This algebra
cannot be an algebra of Type 1, as mentioned in Remark 8.5.
Step I. Two algebras are not equivalent if, say, in R1 there is an odd generator
of degree 2k, with k ≥ 2 and in R2 the degree of any odd generator is 2ℓ, with
ℓ < k. This follows because in R1 there is a homogeneous solution to x
2k = −1
whereas in R2 no such solution exist. Indeed, let y = u
α1
1 u
α2
2 · · ·uαmm be such a
solution where u1, u2, . . . , um are some generators of R2. If ui is an odd generator
then d(ui) | 2k−1. Now by Lemma 8.1,
y2
k
= u2
kα1
1 u
2kα2
2 · · ·u2
kαm
m = (u
2k
1 )
α1(u2
k
2 )
α2 · · · (u2km )αm = 1.
As a result, R1 6∼ R2. Additionally, if p1 is the maximal number for R1 such
that there is a homogeneous x with x2
p1
= −1 then the similar number p2 for R2
must be the same, which follows because if, for instance p1 > p2, then x
2p1 = −1
can be solved for homogeneous elements of R1 but not of R2. It follows that two
algebras of Type 2 are equivalent if and only if their characteristics are the same.
Now if R1 is of Type 2, R2 is of Type 3, and R1 ∼ R2, both with odd generator
of degree m ≥ 2. Then in R1 we have a central homogeneous solution of x2m = −1
whereas R2 does not have such solution.
It follows that we only need to consider pairs of algebras R1 and R2 such that
µ
(1)
i = −1 (or ν(1)i = −1) in R1, µ(2)j = −1 (or ν(2)j = −1) in R2 and k(1)i = k(2)j or
ℓ
(2)
j (or ℓ
(1)
i = k
(2)
j or ℓ
(2)
j ). The notation is self-explanatory.
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Step II. We adopt our notation from Proposition 8.4. We first consider a
particular case of the product of two basic algebras. We consider three cases, as
below. One easily checks that they expire all possibilities.
Case (a1) Let R1 = [−k, ℓ][k, ℓ+ p], R2 = [k, ℓ][−k, ℓ+ p], where 2 ≤ k ≤ ℓ and
p ≥ 1. Then, in R2 we have a homogeneous solution of the system of equations
x2
k
= y2
ℓ
= 1, xy = −yx. Meanwhile, in R1 this system has no homogeneous
solutions. Indeed, let {u1, v1}{u2, u2} be the canonical generating set for R1. Let
x = ±uα1 vα
′
1 u
β
2v
β′
2 is a solution in R1 to the equation x
2k = 1 in R1. Then, using
Lemma 8.1,
1 = u2
kα
1 v
2kα′
1 u
2kβ
2 v
2kβ′
2 = (−1)αv2
kα′
1 v
2kβ′
2
It follows that α = 2κ, α′ = 2ℓ−kρ, β′ = 2ℓ+p−kσ, hence
x = ±u2κ1 v2
ℓ−kρ
1 u
β
2v
2ℓ+p−kσ
2 .
Since also y2
ℓ
= 1, we must have y = ±uπ′1 vρ
′
1 u
β′′
2 v
2pσ′
2 . It follows that xy = yx, a
contradiction.
Case (a2) Here R1 = [k,−ℓ][k + p, ℓ], R2 = [k, ℓ][k + p,−ℓ], where k + p ≤ ℓ,
p ≥ 1. Again, in R2, there is a solution of the system x2k = y2ℓ = 1, xy = −yx.
When we solve this system in R1, we obtain
x = uα1 v
2β
1 u
2pγ
2 v
2δ
2 , y = u
α′
1 v
2β′
1 u
γ′
2 v
δ′
2 ,
where we have used the defining relation v2
ℓ
= −1. Again, xy = yx, a contradiction.
Case (a3) Here R1 = [−k, ℓ][t, k], R2 = [k, ℓ][t,−k], where t < k ≤ ℓ. Now we
consider the system x2
t
= y2
k
= 1, xy = −yx. This is solvable in R1. If there is
solution x, y in R2, then
x = u2α1 v
2β
1 u
γ
2v
2δ
2 , y = u
α′
1 v
2β′
1 u
γ′
2 v
2δ′
2 .
As before, we derive that xy = yx, a desired contradiction.
Step III. Now let P and Q be two algebras of the form (7). Suppose that P
is equivalent to Q and P,Q are of Type 3. In this case we can write P = A⊗R1,
Q = A⊗R2, where (R1, R2) is the pair of algebras considered on the previous Step
II (one of the cases (a1), (a2), and (a3)), and A is of Type I.
As shown in each of those cases, there are k, ℓ, where ℓ ≥ k ≥ 2, such that the
system of equations
(17) x2
k
= y2
ℓ
= 1, xy = −yx
has homogeneous solutions in R1 but not in R2. Let us compute the number of
pairs (g, h) ∈ G×G such that there exists x, y, with deg x = g, deg y = h, satisfying
(17) in P and in Q.
Suppose x2
k
= 1 in P . Then we can write x = xx˜, where x ∈ A, x˜ ∈ R1
and x2
k
= x˜2
k
= 1. Similarly, we can write y = yy˜, where y ∈ A, y˜ ∈ R1 and
y2
ℓ
= y˜2
ℓ
= 1.
Remark 8.7. (1) Notice that the condition xy = −yx is equivalent to the
disjunction of two conditions: x y = y x and x˜y˜ = −y˜x˜ OR x y = −y x and
x˜y˜ = y˜x˜;
(2) If (xx˜)2
k
= 1 then x2
k
= α · 1 and x˜2k = β · 1. Since there are no homoge-
neous roots of x2
k
= −1 in A, it follows that α > 0. So an adjustment of x
and x˜ can be done, which allows us to assume α = β = 1.
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Let us denote by X0 the set of homogeneous 2
kth roots of 1 in A. We choose
exactly a half X = {x1, . . . , xM} of X0 so that if a ∈ X then −a 6∈ X . We
also denote by Y = {y1, . . . , yN} the set of all homogeneous 2ℓth roots of 1 in
A. Since ℓ ≥ 2, it follows that for any xi ∈ X it is true that either x commutes
with all elements of Y or x commutes with exactly a half of these elements and
anticommutes with the remaining half of them. Indeed, if x anticommutes with
y ∈ Y and commutes with y1, . . . , ys then yyi ∈ Y , for all i = 1, . . . , s, and x
anticommutes with yy1, . . . , yys. To check this one can use Lemma 8.1.
Now let us write
X = {x1, . . . , xM1 , xM1+1, . . . , xM}, M = M1 +M2,
where x1, . . . , xM1 centralize Y and each of xM1+1, . . . , xM2 does not commute with
at least one of the elements in Y . Then the number of pairs (g, h) in the support
of A such that there are elements x ∈ Ag, y ∈ Ah, satisfying (17), equals
(18) M2 · N
2
while the number of pairs (g, h) in the support of A such that there are elements
x ∈ Ag, y ∈ Ah satisfying
(19) x2
k
= y2
ℓ
= I, x y = y x
equals
(20) M1N +M2 · N
2
= N
(
M1 +
M2
2
)
.
We denote by a0 and a1 the number of pairs (g, h) ∈ G×G such that there are
x ∈ Ag and y ∈ Ah satisfying x2k = y2ℓ = 1 and xy = yx, xy = −yx, respectively.
It follows from (18) and (20) that a0 > a1.
Now let us consider a pair of algebras in Case (a1) of Step II and determine for
them all similar values M(Ri), N(Ri), M1(Ri) and M2(Ri), where i = 1, 2.
The number of elements in the support of the set of homogeneous solutions of
x2
k
= 1 both in R1 and in R2 equals 2
4k−1. Hence M(R1) = M(R2). It is shown
in (II, a1), M2(R1) = 0, M2(R2) > 0.
The number of elements in the support of the set of homogeneous solutions of
y2
ℓ
= 1 equals 22k+2ℓ, that is, N(R1) = N(R2). If we denote by b0, b
′
0 the number
of elements in the supports of the set of homogeneous solutions of (19) in R1 and
R2 and by b1, b
′
1 the respective numbers for (17), then, applying (18) and (20), we
obtain the following.
b1 = 0, b
′
1 > 0, b0 + b1 = M(R1)N(R1) = M(R2)N(R2) = b
′
0 + b
′
1.
The total number of elements in the support of the set of homogeneous solutions
of (17), according to Remark 8.7, can be computed, as follows. In AR1 this number
equals a0b1 + a1b0 = a1b0 = a1(b
′
0 + b
′
1). In AR2 this number equals a0b
′
1 + a1b
′
0.
Since a0 > a1, it follows that
a0b
′
1 + a1b
′
0 > a1(b
′
0 + b
′
1).
Now we can see that P = AR1 and Q = AR2 are not equivalent.
Similarly, in the cases (II, a2) and (II, a3) we have
M(R1) =M(R2), N(R1) = N(R2), M2(R1) = 0, M2(R2) > 0.
GRADED DIVISION ALGEBRAS OVER THE FIELD OF REAL NUMBERS 21
Hence, b0 + b1 = b
′
0 + b
′
1, b1 = 0, b
′
1 6= 0 and a0b′1 + a1b′0 > a0b1 + a1b0.
Conclusion. Two algebras P and Q, as in (7), without odd generators of degree
2, are equivalent if and only if χ(P ) = χ(Q).
8.6. Case of odd generators of degree 2. It remains to consider the case of
two algebras as in (7), satisfying the following condition
(†): if µi = −1 (respectively, νi, ηi = −1) then ki = 1 (respectively, ℓi = mi = 1).
Note that an algebra R1 of Type 2 with this condition cannot be equivalent to
an algebra R2 of any other type, satisfying (†), because in R1 we have a central
homogeneous solution of x2 = −1. In the algebras of other types, there could be
solutions of this equation but they are not central. Since these other algebras are
tensor products of [k, ℓ], [−1, ℓ], [−1,−1], and [m](= C(2m; 1)), one can easily check
the absence of central solutions in each of these algebras separately.
All the the remaining algebras belong to one of the following classes:
(i) Type 1 from Proposition 8.4
(ii) D(2, 2ℓ1 ;µ1, 1)⊗ · · · ⊗D(2, 2ℓs ;µs, 1)⊗B, where there is exactly one µi =
−1, hence by (†) ℓi ≥ 2, and B is as in (i), with all ki ≥ 2;
(iii) Type 4 from Proposition 8.4, that is, D(2, 2;−1,−1)⊗B, where B is in (i).
If both R and R′ belong to the same class (i) or (iii) then R ∼ R′ if and only if
χ(R) = χ(R′) hence χ(R) = χ(R′).
Now suppose both R and R′ are in (ii). In this case R = R1⊗A, R′ = R′1⊗A
where
R1 = [−1, ℓ][1, ℓ+ p][1, 1]⊗ t, R′1 = [1, ℓ][−1, ℓ+ p][1, 1]⊗ t where p ≥ 1, ℓ ≥ 2,
and A is in class (i), without tensor factors [1, 1], in which case it does not have
homogeneous solutions of x2 = −1.
As earlier, we will be counting the homogeneous solutions of (17) and (19) in R1,
R′1, R and R
′. If x2 = 1 and x = x˜x, x˜ ∈ R1, x ∈ A then x˜2 = x2 = 1. Similarly, if
y2
ℓ
= 1 and y = y˜y, y˜ ∈ R1, y ∈ A, then y˜2ℓ = 1 and y2ℓ = 1.
As before, we denote by a0 or a1 the number of pairs (g, h) ∈ G ×G such that
there are x ∈ Ag and y ∈ Ah satisfying x2 = y2ℓ = 1 and xy = yx, in the case of
a0, or xy = −yx, in the case of a1. By b0 and b1 (respectively, b′0 and b′1) we denote
similar numbers for R1 and R
′
1.
Let us first evaluate b0 and b1. If x
2 = 1 and Y denotes the set of all homogeneous
solutions of y2
ℓ
= 1 then either x commutes with all y ∈ Y or with a half of these
elements. Let us write
x = uα1 v
2β
1 u
γ
2v
2δ
2 z, y = u
α′
1 v
β′
1 u
γ′
2 v
2δ′
2 z
′.
Here α, β, γ, δ, α′, β′, γ′δ′ are integers and z, z′ ∈ [1, 1]⊗ t. If x commutes with all
y ∈ Y , then α = 0, z = 1.
The number of elements in the support of the set of homogeneous solutions of
x2 = 1, commuting with the whole of Y , equals 8 while the number of homogeneous
solutions commuting with the half of Y equals 8 ·4t−8. Setting N = |Y |, we obtain
b0 = 8N +
1
2
N(8 · 4t − 8) = 4N(4t + 1), b1 = 1
2
N(8 · 4t − 8) = 4N(4t − 1).
Using Remark 8.7, we find that the number of pairs in the support of the set of
homogeneous solutions of (17) in R equals
a0b1 + a1b0 = 4N(4
t − 1)a0 + 4N(4t + 1)a1.
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Similarly, if x2 = 1 in R′1 then x = u
α
1 v
2β
1 u
γ
2v
2δ
2 z and the number of such x com-
muting with Y equals 4, so that
b′0 = 2N(2 · 4t + 1), b′1 = 2N(2 · 4t − 1).
As a result, the number of pairs in the support of the set of homogeneous solutions
of (17) in R′ equals
a0b
′
1 + a1b
′
0 = 2N(2 · 4t − 1)a0 + 2N(2 · 4t + 1)a1.
Hence the equality a0b1 + a1b0 = a0b
′
1 + a1b
′
0 is possible only if a0 = a1. But we
know that a0 > a1 and hence R and R
′ are not equivalent.
Now let us assume that R is in Class (ii) while R′ in Class (i). Then
R = [−1, ℓ]⊗[1, 1]⊗ t⊗A, R′ = [1, ℓ]⊗[1, 1]⊗ t⊗A,
where t ≥ 0 and A of Type 1 in Proposition 8.4, without factors [1, 1].
Let us recall the numbers dt±, which are the numbers of elements in the support
of the set of homogeneous solutions for x2 = ±1 in [1, 1]⊗ t. Let also T denote the
number of elements in the support of the set of homogeneous solutions for x2 = 1 in
A. Then the number of elements in the support of the set of homogeneous solutions
for x2 = 1 is as follows. In R it is equal to α = (2dt++2d
t
−)T , in R
′ this is β = 4dt+T .
The equality α = β would mean that dt+ = d
t
−. But it follows from (14) that one
of dt+, d
t
− is divisible by 3 while the other is congruent 1 mod 3. It follows that R
and R′ are not equivalent.
Next, let R be in Class (i) and R′ in Class (iii). One can assume that
R = [1, 1]⊗[1, 1]⊗ t⊗A, R′ = [−1,−1]⊗[1, 1]⊗ t⊗A,
where t ≥ 0 and A has no homogeneous roots of x2 = −1. The number of elements
in the support of the set of homogeneous solutions of x2 = 1 in R equals α =
(3dt+ + d
t
−)T and the same number for R
′ equals β = (dt+ + 3d
t
−)T , where d
t
+, d
t
−
and T are the same as in the previous case. Then α = β is equivalent to dt+ = d
t
−,
which is not the case.
And the final case is where R is as in (ii) while R′ is as in (iii). Then
R = [−1, ℓ]⊗[1, 1]⊗ t⊗A, R′ = [1, ℓ]⊗[−1,−1]⊗[1, 1]⊗ t−1⊗A,
where ℓ ≥ 2 and t ≥ 0. Using the same notation for A, T , dt+ and dt−, as earlier,
if t > 1, we obtain α = α(R) = 2T (dt+ + d
t
−) = 8(d
t−1
+ + d
t−1
− )T and β = β(R
′) =
4(dt−1+ + 3d
t−1
− )T . In this case, if we assume α = β then d
t−1
+ = d
t−1
− . So again, in
this case, R 6∼ R′. Now if
R = [−1, ℓ]⊗[1, 1]⊗A, R′ = [1, ℓ]⊗[−1,−1]⊗A,
then the number of elements in the support of homogeneous solutions of x2 = 1 in
R equals (2 · 3 + 2 · 1) · T = 8T , and for R′ this equals 4 · T · 3 = 12T . Again, we
have a contradiction.
As a result, we have the following.
Proposition 8.8. Two graded division algebras P and Q, of the form (7), and
asuming the restrictions of Proposition 8.4, are equivalent if and only if χ(P ) =
χ(Q).
Theorem 8.9. Any finite-dimensional noncommutative real graded division algebra
with 1-dimensional components is equivalent to exactly one algebra on the following
list.
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(1) D(χ)⊗RG, where χ can be even or odd and G a finite abelian group;
(2) C(2m;−1)⊗D(χ)⊗RG, where χ is even and G a finite abelian group;
(3) H(4)⊗D(χ)⊗RG, where χ is even and G a finite abelian group.
This Theorem together with Theorem 6.4 completes the classification of real
graded division algebras with one-dimensional homogeneous components
9. Graded division algebras with noncentral 2-dimensional identity
component
Again, we have R =
⊕
g∈GRg but now dimRe = 2 and Re 6⊂ Z(R). As earlier,
let G = (g1)n1 × . . .× (gq)nq be a primary cyclic factorization of G, where each gi
is an element of order ni, i = 1, . . . , q.
Since Re ∼= C, there is an element J ∈ Re such that J2 = −1 and since Re is
non-central, J 6∈ Z(R). In this case, for any a ∈ Rg, the map x → axa−1, where
x ∈ Re is an automorphism of Re ∼= C, hence aJa−1 = ±J . Also, a2J = Ja2.
If g ∈ G is an element of odd order o(g) = 2s − 1, then (g2)s = g. Given
a ∈ Rg, we then have (a2)s ∈ Rg. Then Rg = Re(a2)s = 〈(a2)s, J(a2)s〉. Since
a2 commutes with J , it follows that the whole of Rg commutes with J . Thus⊕
o(g) oddRg commutes with J .
Therefore, only a ∈ Rgi , with o(gi) a 2-power, can anticommute with J . Using
the same method as in the proof of Theorem 7.1, we can modify our primary cyclic
factorization of G so that
G = (g1)n1 × (g2)n2 × · · · × (gp)np × (gp+1)np+1 × · · · × (gq)nq
is such that n1 and n2| . . . |np are 2-powers, there is a ∈ Rg1 such that aJ = −Ja
while the elements in Rg2 , . . . , Rgq commute with J . We can assume that n1 is
the minimal number with this property. Let us set H = (g2)n2 × . . . × (gq)nq ,
T = (g1)n1 . We have that Q = RH commutes with J while P = RT does not.
Clearly, P , as an algebra, is generated by J and a. Let S be the span of the
set of homogeneous elements x of Q such that xax−1 = λa, where λ is a positive
real number. Notice that for such an element x ∈ Rh, if we take another x′ ∈ Rh
with the same property, we must have x′ ∈ Rx. Indeed, since Rh commutes with
J , the subspace Rh is a 1-dimensional complex space, Re ∼= C being the complex
coefficients. So there is z ∈ C such that x′ = xz. Also, the conjugation of Re
by a is a complex conjugation in Re. So if x
′a(x′)−1 = µa, where µ is a positive
real number, then we must have xzaz−1x−1 = µa, or xzz−1ax−1 = µa. Hence
1
|z|2 z
2(xax−1) = µa. Finally, we find that z2 is a positive real number. It follows
then that z is a real number and so x′ ∈ Rx. Also, if x1 ∈ Rh1 , x2 ∈ Rh2 are
such that xia(xi)
−1 = λia, where λi > 0, for i = 1, 2, then (x1x2)a(x1x2)−1 =
(λ1λ2)a, proving that the space S spanned by such homogeneous elements is a
graded subalgebra with one-dimensional components.
Finally, notice that such x exists in every homogeneous component of Q. Indeed
if x is an arbitrary element of Rh then xax
−1 = ua, for some u ∈ Re. If we replace
x by x′ = xz then, as earlier, x′a(x′)−1 = 1|z|2 z
2(xax−1) = 1|z|2 z
2ua. Taking z such
that z2 = u−1, we will have x′a(x′)−1 = 1|z|2 a so that x
′ is the desired element of
Rh.
As a result, S is a graded division subalgebra of Q and dimS = |H |. We have
described such subalgebras in Section 7. Now we have two graded subalgebras in R:
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P of dimension 2n1 and S of dimension |H |. The bilinear map f : P ×S → R given
by f(aku, x) = akux, where u ∈ Re, k = 0, 1, 2, . . . n1 − 1, x ∈ S, extends to the
linear map f¯ : P ⊗S → R. Clearly, this is a map onto. Since the dimensions of R
and P ⊗S are the same, we have that f¯ is a vector space isomorphism. If we prove
that S and P commute, then f¯−1 is a G-graded algebra isomorphism R ∼= P ⊗S.
To prove that, indeed, P and S commute, we consider the action of a on the
complex space Q. Pick a homogeneous x ∈ Qh then axa−1 = zx where z ∈ Re.
Since a acts by conjugation on Re ∼= C, we have that a2xa−2 = zzx = |z|2x. Now
if n1 = 2m then g
2m
1 = e, and so (a
2)m ∈ Re. Since x commutes with Re, we
have that (|z|2)mx = (a2)mx(a2)−m = x. It then follows that |z|2m = 1 and hence
|z| = 1. Thus a2 commutes with the whole of Q. Since a2 commutes with a and J ,
it follows that a2 is in the center of R.
Now let us take x ∈ Sh. There is positive real λ such that xax−1 = λa. Then
a2 = (xax−1)(xax−1) = λ2a2 so that λ = 1, as needed.
To determine a realization of P , let us set g = g1, n = n1. We remember that n
is a 2-power. Then, for any homogeneous a ∈ P , we must have an = αI+βJ ∈ Re.
If a ∈ Pg is such that also aJ = −Ja then an = αI + βJ so that, if we conjugate
by a, we obtain αI − βJ = αI + βJ . As a result, β = 0 and an = αI, where α is a
real number. If we replace a by 1
n
√
|α|a, we will obtain a
n = ±I.
Now let us take M = R(g)n⊗M2(C), with natural grading by (g)n. Then
choose u = 1⊗C and v = g⊗ωA, where ω is a complex number such that ωn = ε,
where an = εI. Also, A and C are standard Pauli matrices, as defined by (3).
Then consider the subalgebra M̂ = alg{u, v}. Comparing defining relations and
dimensions, we easily obtain P ∼= M̂ as G-graded algebras. Let us denote the
algebra thus described by E(n; ε). This is a basic algebra of the third kind.
Theorem 9.1. Any division grading on a finite-dimensional real algebra with two-
dimensional noncentral identity component is equivalent to the tensor product of one
grading of the form E(n; ε), several gradings of the form D(k, ℓ;µ, ν) and several
gradings C(m; ε) where m,n, k, ℓ are natural numbers > 1, n, k, ℓ are 2-powers, and
ε, µ, ν = ±1. Moreover, n is the minimal positive integer such that the equation
xn = ±1 has a homogeneous solution not lying in the centralizer of Re.
10. Equivalence of graded division algebras with noncentral
2-dimensional identity component
Clearly, E(2k;µ) ∼ E(2ℓ; ν) if and only if k = ℓ and µ = ν. Indeed, the first
equation is guaranteed because the grading group of E(2k;µ) is Z2k . As for the
second equation, if k > 1 then an equation x2
k
= −1 has homogeneous solution in
E(2k;−1) but not in E(2k; 1). If k = 1 then E(2;−1) ∼ H(2), while E(2; 1) ∼M (2)2 .
In what follows, we write (ρk] for E(2k; ρ), where ρ = ±1. In particular, (ρ]
stands for (1] ∼M (2)2 if ρ = 1 and (−1] ∼ H(2) if ρ = −1. By {J, u} we denote the
standard generating set for E(2k;µ), that is u2 = −I, v2k = µI and uv = −vu. Now
deg u = e, deg v = g, where Z2k = (g)2k . We have the following equivalences for
the tensor products of basic algebras E(2k; ρ) = (ρk] and D(2ℓ, 2m;µ, ν) = [µk, νℓ]
or C(2ℓ; η) = [ηℓ]. We write {v, w} for the standard generating set of [µk, νℓ] and
{w} for [ηℓ].
Lemma 10.1. (1) (−k][−ℓ] ∼ (k][−ℓ] if k ≤ ℓ, new generating set {J, uv2ℓ−k}{v};
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(2) (−k][−ℓ] ∼ (−k][ℓ] if k > ℓ, new generating set {J, u}{u2k−ℓv};
(3) (−k][ℓ,−m] ∼ (k][ℓ,−m] if k < m, new generating set {J, uw2m−k}{v, w};
(4) (−k][ℓ,−m] ∼ (−k][ℓ,m] if k > m, new generating set {J, u}{v, u2k−mw};
(5) (−k][ℓ,−k] ∼ (k][ℓ,−k], if ℓ ≥ 2, new generating set {J, uw}{Jv, w};
(6) (−k][1,−k] ∼ (k][1,−k] if k ≥ 2, new generating set {J, uw}{Jvw2k−1 , w};
(7) (−k][−ℓ,m] ∼ (−k][ℓ,m] if k > ℓ, new generating set {J, u}{u2k−ℓv, w};
(8) (−k][−ℓ,m] ∼ (k][−ℓ,m] if k < ℓ, new generating set {J, uwv2ℓ−k}{v, w};
(9) (−k][−k,m] ∼ (k][−k,m], if m ≥ 2, new generating set {J, uv}{v, Jw};
(10) (ρk][−1, νℓ] ∼ (ρk][1, νℓ], if ℓ ≤ k, new generating set {J, uw}{Jv, w};
(11) (ρk][−1,−1] ∼ (ρk][1,−1]], if k ≥ 2, new generating set {J, uw}{Jv, w};
(12) (ρ][−1,−1] ∼ (−ρ][1,−1], new generating set {J, uw}{Jv, w}.
Thanks to this Lemma, tensor factors of Type 4 in Proposition 8.4 do not appear
in the following.
Proposition 10.2. Any graded division algebra with noncentral 2-dimensional
identity component is equivalent to one of the following
(12) E(2k; 1)⊗S, where S is of Type 1 in Proposition 8.4;
(22) E(2k;−1)⊗S, where S is of Type 1 in Proposition 8.4;
(32) E(2k; 1)⊗S, where S is of Type 2 or 3 in Proposition 8.4, without factors
of the form D(2, 2ℓ;−1, 1) with ℓ ≤ k.
Let {J, u} be the canonical generating set of (µk] = E(2k;µ), where µ = ±1. So
Ju = −uJ , J2 = −I, u2 = µI. Let a be the generating element of the grading
group G ∼= Z2k . Any nonzero homogeneous element of degree as can be uniquely
written in the form zus, where z = αI + βJ , where α, β ∈ R, with α2 + β2 6= 0. To
facilitate further arguments, we do some calculations in (µk]. We set z = αI − βJ .
usz =
{
zus if s is even
zus if s is odd
(z1u
r)(z2u
s) =
{
(z1z2)u
r+s if r is even
z1z2u
r+s if r is odd
If 1 ≤ m ≤ k,
(zus)2
m
=
{
z2
m
u2
m+1t if s = 2t
(zz)2
m−1
u2
m+1tu2
m
if s = 2t+ 1
In particular,
(zus)2
k
=
{
z2
k
if s = 2t
(zz)2
k−1
µ if s = 2t+ 1
Let us assume k ≥ 2 and determine the homogeneous solutions of the equations
x2
k
= ±1 in (±k].
Lemma 10.3. The homogeneous solutions of the equation x2
k
= 1 are as follows.
In (k] we have finitely many solutions of the form zu2t, with z2
k
= I, and
infinitely many solutions of the form zu2t+1, where |z| = 1.
In (−k] we have finitely many solutions of the form zu2t, with z2t = −I.
The homogeneous solutions of the the equation x2
k
= −1 are as follows.
In (k] we have finitely many solutions of the form zu2t, with z2
k
= −I.
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In (−k] we have finitely many solutions of the form zu2t, with z2t = −I and
infinitely many solutions of the form zu2t+1, where |z| = 1.
10.1. Nonequivalence. In this section we will be dealing with the three types of
algebras of Proposition 10.2. Since 2k is always chosen to be the least possible
degree of elements not commuting with J , we conclude that the number k must be
the same in two equivalent gradings. Now we are going to show that no algebra of
the Type (22) can be equivalent to an algebra of any of the Types (12) or (32).
Suppose R1 = (k]⊗S, R2 = (−k]⊗S′ are of Types (12), (22), respectively. If
k ≥ 2 then the homogeneous solutions of x2k = −I in each of these algebras are
products of solutions of this equation in (±k] and the finite number of solutions of
x2
k
= I in S or S′. According to Lemma 10.3, the number of these solutions in (k]
is finite and in (−k] infinite. Hence R1 6∼ R2.
In the case k = 1, we have factorizations
R1 = (1]⊗[1, 1]⊗ s⊗A
R2 = (−1]⊗[1, 1]⊗ t⊗B,
where A and B have no homogeneous solutions of the equation x2 = −1.
Once again, we recall the numbers dm+ , (resp., d
t
−) of the elements in the support
of the set of homogeneous solutions of x2 = 1 (resp., x2 = −1) in [1, 1]⊗m. We
know from Lemma 8.6 that dm+ > d
m
− , for all m. Let also p and q be the numbers of
elements in the supports of the sets of homogeneous solutions of x2 = 1 in A and
B, respectively. If a1 and b1 are the number of elements in the support of the set
of homogeneous solutions of x2 = −1, x2 = 1, respectively, in R1, then
a1 = (d
s
+ + 2d
s
−)p, b1 = (2d
s
+ + d
s
−)p.
This follows because (1] is the graded division algebra M
(2)
2 , see (4); one immedi-
ately sees that the number of elements in the support of the set of homogeneous
solutions of x2 = −1 is 1 and in the case of x2 = 1 is 2. Similarly, in the case of
(−1], which is H(2), the respective numbers are 2 for x2 = −1 and 1 for x2 = 1.
Then similar values a2, b2 for R2 are
a2 = (2d
t
+ + d
t
−)q, b2 = (d
t
+ + 2d
t
−)q.
If R1 ∼ R2 then a1 = a2, b1 = b2 and
p
q
=
dt+ + 2d
t
−
2ds+ + d
s−
=
2dt+ + d
t
−
ds+ + 2d
s−
,
so that
(21)
2dt+ + d
t
−
dt+ + 2d
t−
=
ds+ + 2d
s
−
2ds+ + d
s−
.
But, according to Lemma 8.6, the left hand side of (21) is greater than 1 while the
right hand side is less than 1.
Now let R1 be of the Type (22) and R2 of the Type (32). Then
R1 = (−k]⊗[1, 1]⊗ t⊗A,
while R2 is one of two forms
R′2 = (k]⊗[1, 1]⊗ s⊗[−r, ℓ]⊗B.
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or
R′′2 = (k]⊗[1, 1]⊗ s⊗[−r]⊗B.
One more possible case would be
(k]⊗[1, 1]⊗ s⊗[r,−ℓ]⊗B,
but this is quite similar to the first one and the reader might check this, as an
exercise.
In the above equations, A, B have no homogeneous solutions of x2 = −1.
If k ≥ 2, then the homogeneous solutions of x2k = 1 in R1 are products of
the homogeneous solutions to this equation in (−k] and [1, 1]⊗ t⊗A. Using Lemma
10.3, we obtain that this number is finite. At the same time, the number of solutions
of the same equation in (k] is infinite. So it is infinite in each of the above forms of
R2, proving R1 6∼ R2.
In the case k = 1, we denote by dt±, d
s
±, p, q, a1, b1, a2, b2 the same values as
before. Denote also by d˜+ (resp., d˜−) the number of elements in the support of the
set of homogeneous solutions of x2 = 1 (resp., x2 = −1) in [1, 1]⊗ s⊗[−r, ℓ]. Then
d˜+ = 2d
s
+ + 2d
s
− = d˜−
and
a1 = (2d
t
+ + d
t
−)p, b1 = (d
t
+ + 2d
t
−)p
while
a2 = (2d˜+ + d˜−)q = (d˜+ + 2d˜−)q = b2.
But a1 > b1 by (14), hence R1 and R
′
2 are not equivalent.
Now denote also by d+ (resp., d−) the number of elements in the support of the
set of homogeneous solutions of x2 = 1 (resp., x2 = −1) in [1, 1]⊗ s⊗[−r]. Then
d+ = d
s
+ + d
s
− = d−
and
a1 = (2d
t
+ + d
t
−)p, b1 = (d
t
+ + 2d
t
−)p
while
a2 = (2d+ + d−)q = (d+ + 2d−)q = b2.
But a1 > b1 by (14), hence R1 and R
′′
2 are not equivalent.
Now we know that if R = (µk]⊗S, where S is a graded division algebra with
1-dimensional graded components then the numbers µ, k as well as the type of S
are well-defined. It remains to show that the equivalence class of S is well-defined,
too.
Note that if there is an equivalence ϕ : R = P ⊗S → P ⊗S′, where P is
equivalent to (µk], which is an identity map on P , then S ∼ S′. Indeed, let {J, b}
be the canonical generators of P ; consider the centralizer C of b in R. This is
a graded division algebra with 1-dimensional graded components, generated by
central homogeneous element b and S. Applying our results about the equivalence
of algebras with 1-dimensional graded components, we obtain S ∼ S′.
Assume P = alg{J, b}, P ′ = alg{J, b′}. We know from the above, that the
degree n of b′ is the same as the degree of b and the parity (that is, odd or even)
must be the same, too. Let S = alg{u1, v1, u2, v2, . . . , us, vs, w1, w2, . . . , wr}, where
uivi = −viui, for any i = 1, . . . , s while all the other generators commute. It
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follows from the proof of Theorem 9.1 that in any homogeneous component there
is a unique, up to a real multiple, element that commute with b′. Since
b′ = zbδuα11 v
β1
1 · · ·uαss vβss wγ11 · · ·wγrr
where z = pI+qJ , p, q ∈ R, the element u′i from the same component as ui commut-
ing with b′ is either equal to ui or to uiJ , depending on βi. Similar statements holds
for v′i. Thus the commutation relations among new generators u
′
1, v
′
1, . . . , u
′
s, v
′
s re-
main the same as among the old generators. At the same time, the power relation
u2
ki
i = ±1 remains to be the same if ki > 1 but can change to the negative if ki = 1
(similarly, for v′i). Since the degree of b
′ is the same as that of b, it follows that if,
say ℓi > n then βi must be even and so u
′
i = ui satisfies the same power relation
as ui. Thus the power relation can change only for the tensor factor [±1, ℓ] where
ℓ ≤ n, 2n = d(b). If ℓi ≥ 2 then applying item (10) in Lemma 10.1 allows one to
choose the generators with the same power relations.
The parity of vi can change when we switch to v
′
i only if ℓi = 1. In this case, if
we use the new generators u′i = uiJ and v
′
i = viJ then we will replace [µi, νi] by
[−µi,−νi]. Note that thanks to our restrictions in Proposition 10.2, this could be
only when µi = νi = 1 (remember, [−1, 1] ∼ [1,−1] ∼ [1, 1]!). If n ≥ 2, we still can
use Lemma 10.1 to return from (ρn][−1,−1] to (ρn][1,−1] ∼ (ρn][1, 1]. However,
if n = 1, Lemma 10.1 does not help. At the same time, (b′)2 = (bu1v1)2 = −ρ!.
As a reslut, there must be another j 6= i such that the corresponding tensor factor
is [1, 1] and b′ contains a factor of ujvj . In this case, after choosing u′i = uiJ ,
v′i = viJ , u
′
j = ujJ , v
′
j = vjJ , with respect to these generators we will have
1, 1][1, 1] transforms to [−1,−1][[−1,−1], which is equivalent to [1, 1][1, 1].
Since, obviously, the generatorsw1, . . . , wr can be left intact, our argument shows
that we can choose basis generators u′′1 , v
′′
1 , . . . , u
′′
s , v
′′
s , w1, . . . , wr satisfying the same
relations as u1, v1, . . . , wr. As a result, the map ϕ
b→ b′, u1 → u′′1 , v1 → v′′1 , . . . , wr → w′′r
extends to a weak isomorpfismR→ R. Hence S = alg{u′′1 , v′′1 , . . . , u′′s , v′′s , w1, . . . , wr}
is equivalent to S. Moreover, R = P ′S¯.
Finally, we have the following.
Theorem 10.4. Every graded division algebra with noncentral 2-dimensional iden-
tity component is equivalent to exactly one of the following.
(1) E(2k; 1)⊗D(χ)⊗RG, χ even and G a finite abelian group;
(2) E(2k; 1)⊗D(χ)⊗C(2m;−1)⊗RG, χ even and G a finite abelian group;
(3) E(2k;−1)⊗D(χ)⊗RG, χ even and G a finite abelian group;
(4) E(2k; 1)⊗D(χ)⊗RG, χ is odd, without quadruples of the form (1, ℓ;−1, 1)
with ℓ ≤ k and G a finite abelian group;
11. Graded division algebras with 4-dimensional identity component
Let R =
⊕
g∈GRg be a graded division algebra such that Re ∼= H. It follows
from the Double Centralizer Theorem [10, Theorem 4.7] that R ∼= Re⊗C where C
is the centralizer of Re in R. For the completeness, we give a proof, emphasizing
the grading on the algebra.
For each g ∈ G, there is ug ∈ Rg such that Rg = Reug. The map x → ugxu−1g
is an automorphism of Re ∼= H, so that there is q ∈ Re such that ugxu−1g = qxq−1.
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If we denote by Cg the gth homogeneous component of the centralizer C of Re in
R, then q−1ug is a nonzero element in Cg. Now if we assume that already ug ∈ Cg,
suppose that also v ∈ Cg. Since Rg = Reug, we have that v = qug, for some
q ∈ Re. Then, for any x ∈ Re, we should have x = vxv−1 = qugxu−1g q−1 = qxq−1.
Hence q is a quaternion commuting with all other quaternions, that is, q = λ · 1,
where λ ∈ R. Thus Cg = Rug. As a result, we have a graded division subalgebra
C =
⊕
g∈G Cg with one-dimensional components whose elements commute with
the elements of Re ∼= H. Since Rg = ReCg we have that the linear span of the
image of the bilinear map (q, c) → qc from Re × C to R is the whole of R. Thus
we have an isomorphism of vector spaces Re⊗C → R given by q⊗ c → qc. Since
C and Re commute, we have R ∼= Re⊗C ∼= H⊗C. Note that we have described
graded division algebras with 1-dimensional homogeneous components in Section
7.
If R1 and R2 are two graded division algebras with 4-dimensional components
then (Ri)e ∼= H and Ri ∼= Re⊗CRi((R1)e), for i = 1, 2. If we set Ai = CRi(Re) then
Ai is a graded division algebra with 1-dimensional components, for i = 1, 2. Let
f : R1 → R2 be a weak isomorphism of graded divison algebras. Then f((R1)e) =
(R2)e and
f(A1) = f(CR1((R1)e)) = Cf(R1)(f((R1)e)) = CR2((R2)e) = A2.
Hence A1 ∼ A2.
Theorem 11.1. If R =
⊕
g∈GRg is a finite-dimensional real graded division alge-
bra with dimRe = 4 then R is equivalent to exactly one of the following
(1) H⊗D(χ)⊗RG, where χ can be even or odd and G a finite abelian group;
(2) H⊗C(2m;−1)⊗D(χ)⊗RG, χ even and G a finite abelian group;
(3) H⊗H(4)⊗D(χ)⊗RG, χ even and G a finite abelian group;
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