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Abstract  —  This paper presents a method for reducing the 
number of weights in a time series behavioral model for a power 
amplifier. The least-absolute shrinkage and selection operator 
(Lasso) algorithm is used to reduce the kernel size, preserving the 
important kernels, while eliminating the less important kernels. 
The algorithm is evaluated on a behavioral model for a class AB 
amplifier, the algorithm reduces the number of weights by 
greater than 70% without degrading model performance by a 
significant amount.  
 
Index Terms — Behavioral modeling, time series, Volterra, 
system identification, Lasso. 
I.  INTRODUCTION 
Behavioral modeling of power amplification systems is an 
important step in RF system modeling, providing a 
computationally efficient structure with an accurate 
description of the non-linear effects can greatly reduce time 
required to model the entire system. It also provides a 
platform to analyze and develop a solution for the non-linear 
effects, the reduced computational time increases the number 
of possible iterations that can be preformed, greatly increasing 
the speed with which the optimum solution can be found.  
Volterra series offers a powerful time series estimator, 
capable of modeling complex non-linear systems with 
memory. One group of nonlinear dynamic systems are high 
power radio frequency amplifiers. The Volterra series 
calculates every interaction between the given inputs up to a 
defined order of non-linearity, as the number of inputs or the 
order of non-linearity increases the number of coefficients 
rapidly increase. This expansion described as the "curse of 
dimensionality" can greatly reduce the computational 
efficiency of the model as the nonlinear order or memory 
depth of the system to be modeled grows.  
Modern amplification systems such as Doherty [1], 
envelope tracking (ET) [2] and outphasing amplifiers [3] have 
increasingly complex characteristic behavior as they exploit 
more efficient modes of operation of the active devices. In 
some cases a large number of non-linear orders are required to 
accurately identify the system, especially in cases where the 
devices are operated in switch mode. In such systems, higher 
order terms may be required, however using a classical 
Volterra series as the model will generate all intermediate 
coefficients, some of which are not required.  
In [4] a method of generating sparse Volterra kernels is 
presented. A Lasso algorithm introduced in [5] is a method of 
variable selection and shrinkage in linear models. Comparable 
to ridge regression as a method to shrink the set of weights, it 
simultaneously has the ability to set some of the remaining 
coefficients to zero in order to generate a sparse estimation. 
The estimation removes the least important weights, leaving a 
set of core weights. This reduced kernel space is what is used 
to derive the Volterra behavioral model. In this paper we will 
investigate the effectiveness of the method in reducing the 
number of kernels required to identify the behavioral model of 
a power amplification system.  
II. LASSO ALGORITHM 
Parameter reduction is an important tool for data analysis, 
the two main reasons being prediction accuracy and 
interpretation. With a large number of weights the predicted 
system can have a low bias or systematic error, but the 
individual weights can have a large variance, the weights 
derived have a large deviation from their true value. The aim 
of parameter reduction is to reduce the variance while 
maintaining a reasonable bias relationship.  
With a large number of weights it can be difficult to identify 
the most influential ones, though using parameter reduction 
techniques we can remove the least important weights to leave  
core subset which can accurately represent the system 
behavior. For behavioral modeling, parameter reduction is 
employed to achieve the smallest subset of weights which will 
maintain the model accuracy but provide a computational 
saving.  
The Lasso definition for a time series is outlined as follows, 
x
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 are the computed kernels of the 
input signal and yt are a vector of training data. The following 
assumptions, common to regression methods are made: the 
observations (yt) are independent and we assume that xtp is 
normalised so that the mean of xtp is zero and the mean of x
2
tp 
is one. The Lasso estimate [5] is defined by, 
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Where    is the regression estimation of   that minimizes 
the cost function, k ≥ 0 is a tuning parameter and   is a scalar 
used to determine an offset in the dataset yt, given that the 
mean of yt  is zero we can omit α and    without loss of 
generality. By tuning the value of k the reduction function can 
be controlled to find a balance between model accuracy and 
number of remaining weights. In behavioral modeling this 
value of k will be dependent on the characteristics of the 
system being identified, several iterations of the algorithm are 
run with varying values of k, and the best balance is chosen. 
Due to the fact that a power amplifier is a largely deterministic 
system and the input and output data is highly correlated, the 
Lasso method can be very effective in reducing the number of 
weights in the time series.  
III. VOLTERRA SERIES 
Volterra series behavioral modeling is a powerful time 
series estimator for non-linear systems. It has been extensively 
used to model and pre-distort power amplification systems [6]. 
The Volterra series is outlined in equation (3), where P is the 
order of non-linearity and M is the number of memory terms.  
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 The Volterra series is composed of all possible 
combinations of non-linear order and memory terms and as 
the terms P and M increase the number of weights increase 
rapidly. The computational complexity for the Volterra series 
is outlined in equation (4) [7].  The number of operations 
calculated is the total number of complex computations. It is 
clear that increasing the number of either memory or non-
linear polynomial coefficients has a dramatic impact on the 
total number of weights. 
To combat the rate of expansion various reduced Volterra 
kernels have been proposed such as Memory polynomial (MP) 
[8], Cross Memory polynomial (CMP) [9], and sparse Volterra 
series (SVS) [10]. Each method aims to reduce the kernel size 
to increase the efficiency of the behavioral model. In many 
cases such as MP and CMP the resulting kernel structure is 
static. As a result there exists the possibility of missing 
important weights specific to a system. Alternatively 
including unnecessary weights can result in an inefficient 
model.  
        
        
            
 





Utilizing the Lasso [5] function, parameter estimation is 
carried out on the full set of Classical Volterra weights, an m 
by n matrix where m is the total number of Volterra weights 
and n  is the length of the input signal and the target signal, an 
1 by n vector, to derive a sparse-aware Volterra kernel [4], 
derived specifically for the measured system. This estimation 
is carried out in advance of extracting the model weights. 
Depending on the number of Volterra weights the Lasso 
algorithm can be carried out on a subset of the total 
measurement data, reducing the total computation load in the 
parameter reduction function. The system identification 
process is then carried out on the reduced Volterra kernel. 
Through reduction of both kernel calculation and weight 
estimation the total computation complexity of model 
extraction and implementation can be significantly reduced. 
An example of the kernel reduction is presented in Fig 1. The 
data is separated by orders of non-linearity for clarity.  The 
reduced number of unknown coefficients in the model 
prevents the identification process from under determining the 
system due to insufficient measurement data. 
IV. RESULTS 
To evaluate the performance of the model it was applied to 
measurement data of a NXP Class AB power amplifier. The 
amplifier capable of a 10W peak output power was operated 
close to saturation in order to extract a non-linear signal. The 
signal was provided by a Rhode and Schwarz SMU200A 
signal generator and captured by a Rhode and Schwarz FSQ 
vector signal analyzer. In order to minimize measurement 
noise a series of measurements were taken, the individual 
measurements were aligned and an average of six 
measurements was taken, this significantly lowers the noise 
floor of the measurement system. In order to operate the 
amplifier close to saturation for non-linear operation, a linear 
driver amplifier was used, allowing peak output power from 
the Class AB amplifier to be achieved. 
The extraction of the behavioral model was carried out in 
Matlab, the performance of the model was evaluated using the 
normalized mean square error (NMSE) of equation (5). The 
captured data was arranged in separate training and test data 
sets, allowing the model to be independently evaluated. Each 
data set has at least 16000 samples. The Lasso method 
estimated the sparse kernels before system identification, 
Fig 1 . Kernel Reduction utilizing Lasso function. Grey is 
the full Volterra series, Black are the chosen parameters for 
reduced model. 
therefore it does not limit the system identification to a 
particular algorithm. In this paper the least squares method 
with QR decomposition is used for model extraction [11].  
The model is extracted for a series of Volterra kernel sizes and 
compared to the corresponding Lasso reduced model. From 
the table of results it can be seen that the Lasso is capable of 
reducing the number of Volterra kernels on average by 78% 
while maintaining model accuracy.    
 
     
              
 




Table 1. Results from power amplifier modeling, P is the 
order of non-linearity, M is the number of memory terms, and 
the reduction of terms is presented as a percentage. 
 
 Full Volterra Reduced Volterra  
P M NMSE Kernels NMSE Kernels Reduction 
5 4 -45.0 125 -44.8 27 78% 
5 5 -44.8 251 -44.9 57 77% 
7 4 -44.6 329 -45.2 86 74% 
7 5 -43.7 791 -45.1 113 86% 
V. CONCLUSION 
This paper evaluates the effectiveness of the Lasso function 
as a method for parameter reduction in power amplifier 
behavioral models. A 10W class AB power amplifier is used 
in the experimental validation of this approach . It is shown in 
Table 1 that a reduction in the number of weights greater than 
70% could be achieved. This represents a significant reduction 
in computation load. The results also show that model 
accuracy was maintained and in some cases the accuracy 
increased as a result of the reduction of variance in the core 
weight values by removing the least important weights. 
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Fig 2 presents the measured non-linear signal and the reduced 
Volterra model superimposed. The model accurately predicts the 
amplifier non-linearity to -60 dB spectral power. 
