1. Introduction and statement of the Theorem. The well known Goldbach conjecture states that every integer n > 5 is a sum of three primes. The conjecture itself remains unsolved today, but a significant progress has been made by applying either analytical, elementary or sieve theory methods. One of the most important results belongs to I. M. Vinogradov, who in 1937 proved using the Hardy-Littlewood circle method that there exists a natural number n 0 such that every odd n ≥ n 0 is a sum of three primes. J. R. Chen and T. Z. Wang [1] proved recently that one can take n 0 = e e 11.503 . Another line of attack has been proposed byŠnirelman, who proved by elementary means that there exists a positive constant S 0 , now calleď Snirelman's constant, such that every integer > 1 is a sum of at most S 0 primes. The numerical value of S 0 inŠnirelman's original proof was very large; it was then reduced among others by M. Deshouillers [3] (S 0 ≤ 26), H. Riesel and R. C. Vaughan [10] (S 0 ≤ 19) and recently by O. Ramaré [9] (S 0 ≤ 7).
Connections between the Goldbach conjecture and the Riemann Hypothesis (R.H.) that all the non-trivial zeros of the Riemann zeta function lie on the critical line are not clear. In particular, it is not known if the Goldbach conjecture is a corollary to R.H. At least a partial explanation of this phenomenon is that the distribution of zeros of the Riemann zeta function alone does not enter seriously into the circle method when applied to this particular problem. From this point of view assumption of the R.H. in connection with the Goldbach conjecture seems rather modest.
Let us denote by G 2 the least upper bound for the number G with the property that all even natural numbers 4 ≤ n ≤ G are sums of two primes. The Goldbach conjecture asserts obviously that G 2 = ∞. With this notation we have the following result. 
P r o o f. See [8] , pp. 218 and 394.
Let us write as usual
otherwise. Moreover, for x, a > 1 we write
P r o o f. This is a slightly modified Selberg formula (see [12] , Lemma 2).
Lemma 3. Suppose R.H. is true and let
.
(See also [6] and [12] , Lemma 3.) Since
According to (1) we have
2 , and (6)
we can write (5) in the following way:
where
Comparing (4) and (7) we obtain
Since σ − 1/2 = c/ log x the lemma follows.
. Then under the Riemann Hypothesis we have
and
where β = β(a, c, T ) is defined by (14) below and for sufficiently large T is equivalent to e −ac
, and finally
We make use of the following integral formula:
which easily follows from the following well known identity:
We also need the following elementary inequality:
satisfied for every complex |s| < 2.
We split the range of integration on the left-hand side of (8) 
The last inequality follows easily from (1) taking into account the numerical values of the first three zeros lying on the critical line (given for example in [4] , p. 96), and the known value of k 1 (see (6) ). In order to estimate the second integral we use Lemma 3. Writing
say, after applying Minkowski's inequality we obtain 
2 t dt and
Taking now T = x a in the preceding lemma we obtain
Since log m n ≥ log m m−1 > log(1 + 1/T ), all the integrals vanish according to (9) .
Next using (1) we have
Using (9), (10) 
and hence finally,
Now let us define β so that
We easily get
and hence
Now our lemma follows easily from (11), (13) and (16).
Let as usual (x > 1)
Lemma 5. Suppose R.H. is true. Then
and f has the same meaning as in Lemma 4.
P r o o f. The following identity holds (see [12] ):
where τ > 0 and
Thus by the Parseval theorem
Putting on the left-hand side e τ = y and writing θ instead of θ 0 we obtain
For s > 1/2 we have
Inserting this identity to (19) and applying Minkowski's inequality again we obtain
The first integral is estimated in Lemma 4. To estimate I 2 we apply (9), (10) and (1):
Finally, applying (9) and (10) once more we have
Gathering (19), (21) and (22) 
The lemma hence follows.
Proof of the Theorem.
Obviously it is enough to prove our Theorem for integers ≤ n 0 := e In the first interval the situation is clear. According to [16] 
