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Let 1 denote a bipartite Q-polynomial distance-regular graph with diameter
D4. We show that 1 is the quotient of an antipodal distance-regular graph if and
only if one of the following holds.
(i) 1 is a cycle of even length.
(ii) 1 is the quotient of the 2D-cube.  1999 Academic Press
1. INTRODUCTION
Let 1 denote a distance-regular graph with diameter D3 (definitions
appear in Section 2). Suppose 1 is Q-polynomial with respect to some
primitive idempotent, and let %0*, %1* , ..., %*D denote the associated dual
eigenvalue sequence. By Leonard [9], this sequence satisfies
%*i&1&(;+1) %i*+(;+1) %*i+1&%*i+2=0 (0<i<D&1), (1)
for some real scalar ;. We use (1) at i=D&1 to define %*D+1 ; that is, we
set
%*D+1 :=%*D&2&(;+1) %*D&1+(;+1) %*D . (2)
Suppose 1 is bipartite with D4, and 1 is the quotient of an antipodal
distance-regular graph 1 $. Then 1 $ has even diameter [2, p. 141], and by
Terwilliger [10], 1 must satisfy %*D&1=%*D+1 . In this article, we consider
the implications of these results, and our main results are the following.
1.1. Theorem. Let 1 denote a bipartite distance-regular graph with
diameter D3 and valency k3. Suppose 1 is Q-polynomial with respect to
some primitive idempotent E. Let %0*, ..., %*D denote the associated dual eigen-
value sequence, and let ;, %*D+1 be as in (1), (2). Suppose %*D&1=%*D+1 .
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Then either 1 is the quotient of the 2D-cube, or else D=3, ;2, and the
intersection numbers are given by
c2=;, c3=;(;+1). (3)
1.2. Corollary. Let 1 denote a bipartite Q-polynomial distance-regular
graph with diameter D4. Then 1 is the quotient of an antipodal distance-
regular graph if and only if one of the following holds.
(i) 1 is a cycle of even length.
(ii) 1 is the quotient of the 2D-cube.
The proofs of Theorem 1.1 and Corollary 1.2 are contained in Section 3.
2. PRELIMINARIES
In this section, we collect only those definitions necessary to state and
prove our results. For a more complete introduction to distance-regular
graphs, we refer to [1] or [2].
Let 1=(X, R) denote a finite, connected, undirected graph, without
loops or multiple edges, with vertex set X, edge set R, path-length distance
function , and diameter D :=max[(x, y) | x, y # X]. For each x # X and
each integer i, set 1i (x) :=[ y # X | (x, y)=i]. 1 is said to be bipartite
whenever there exists a partition X=X+ _ X& such that the graphs
induced on X+ and X& contain no edges. 1 is said to be distance-regular,
with intersection numbers ci , bi (0iD), whenever for all integers i
(0iD) and for all x, y # X with (x, y)=i, we have |1i&1 (x) &
11 ( y)|=ci , and |1i+1 (x) & 11 ( y)|=b i . Following convention, we set
+ :=c2 , and we refer to k :=b0 as the valency of 1. We say 1 is antipodal
if the relation R0, D :=[xy | (x, y)=0 or D] is an equivalence relation on
X. When 1 is antipodal, we define the quotient of 1 to be the graph whose
vertices are the equivalence classes of R0, D , and where two classes are adja-
cent whenever they contain adjacent vertices of 1.
For the rest of this article, we assume that 1 is bipartite and distance-
regular. It is well known that ci+bi=k (0iD), and we observe that
bD=0, so k=cD .
We now recall the BoseMesner algebra of 1. Let MatX(C) denote the
algebra of matrices over C with rows and columns indexed by X. For
0iD, let Ai denote the matrix in MatX (C) with x, y entry
(Ai)xy={1 if (x, y)=i0 if (x, y){i (x, y # X).
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Note that A1 is the adjacency matrix for 1, and A0 , ..., AD form a basis for
a subalgebra M of MatX (C), known as the BoseMesner algebra. M is
commutative and semisimple; in particular, M has a basis E0 , ..., ED of
mutually orthogonal primitive idempotents. We refer to E0 , ..., ED as the
primitive idempotents of 1. Let E denote any primitive idempotent of 1,
and write E=|X|&1 Di=0 % i*Ai . We refer to %0*, %1*, ..., %*D as the dual
eigenvalue sequence associated with E. We note that %0* equals the rank of
E and is therefore nonzero [1, p. 62]. By the eigenvalue of A1 associated
with E, we mean the real scalar % satisfying A1 E=%E.
Finally, let E denote a primitive idempotent of 1. Observe M is closed
under entry-wise multiplication. 1 is said to be Q-polynomial with respect
to E whenever there exists an ordering E0 , ..., ED of the primitive idem-
potents such that for each i (0iD), the matrix Ei is an entry-wise poly-
nomial of degree exactly i in E. In particular, if 1 is Q-polynomial with
respect to E, then E1=E and E0 is a multiple of the all-ones matrix.
Furthermore, the dual eigenvalues associated with E must be distinct
[1, p. 263]. We say 1 is Q-polynomial whenever 1 is Q-polynomial with
respect to at least one primitive idempotent.
3. PROOFS OF THE MAIN RESULTS
Let 1 denote a bipartite distance-regular graph with diameter D3. Let
E denote any primitive idempotent for 1, and let %0*, ..., %*D denote the
associated dual eigenvalue sequence. It is well known (cf. [2, p. 128]) that
ci %*i&1+bi%*i+1=%% i* (0iD), (4)
where % denotes the eigenvalue of A1 associated with E, and where %*&1 ,
%*d+1 are indeterminates. Setting i=0 in (4) yields %=k%1* %0*. Applying
this to (4) with i=D yields
%0*%*D&1=%1*%*D . (5)
Now assume 1 is Q-polynomial with respect to E. Then the dual eigen-
values are distinct, so substituting bi=k&ci into (4) and again eliminating
%, we obtain
ci=
k
%0* \
%1*%i*&%0*%*i+1
%*i&1&%*i+1 + (1iD&1). (6)
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Setting i=1 in (6), we find that %21* {%0*%2*, and
k=
%0*(%0*&%2*)
%21*&%0*%2*
. (7)
Using these equations, we obtain the following.
3.1. Lemma. With the notation and assumptions of Theorem 1.1,
(i) Assume ;=2. Then
ci=i (1i<D); cD=k=2D. (8)
(ii) Assume ;{2. Then
ci=
(qD+q)(qi&1)
(q&1)(qD+qi)
(1i<D); cD=k=
(qD+q)(qD&1)
(q&1) qD
, (9)
where q+q&1=;. Moreover, the denominators in (9) are nonzero.
Proof. (i) By the recurrence (1), the quantity %*i&1&;%i*+%*i+1 is
independent of i, so
%i*=h1+h2 i+h3 i2 (0iD+1), (10)
for some complex scalars h1 , h2 , h3 . But %*D+1=%*D&1 , so h2=&2Dh3 .
Observe h3 {0; otherwise h2=0, forcing %0*=%1*. So evaluating (5), we
find 2h1=D(2D&1) h3 . Eliminating h1 , h2 in (10) and substituting into
(6), (7) we obtain (8).
(ii) If ;=&2, then since %*D+1=%*D&1 , (2) implies %*D=%*D&2 ,
a contradiction. So ;  [2, &2]. By the recurrence (1), the quantity
%*i&1&;%i*+%*i+1 is independent of i, so there exist complex scalars h1 , h2 ,
h3 such that
%i*=h1+h2qi+h3q&i (0iD), (11)
where q+q&1=;. But %*D+1=%*D&1 , so h2=h3 q&2D. Observe h3 {0;
otherwise h2=0, forcing %0*=%1*. Now by (5) and (11),
0=
%0*%*D&1&%1*%*D
%0*&%*D
=
(q&1)(h1qD(qD+q)+h3 (q+1)(qD+1))
qD+1 (qD&1)
.
Observe q&1 is nonzero since ;{2, so the above implies h1=
&h3 (q+1)(1+q&D)(qD+q)&1. Eliminating h1 , h2 in (11) and substituting
into (6), (7) we obtain (9). K
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3.2. Lemma. With the notation and assumptions of Theorem 1.1,
(i) +2, and
;+2=
+2
+&1
k&2
k&+
. (12)
(ii) ;2, and ; is an integer.
Proof. (i) First assume ;=2. Then +=2, k=2D by Lemma 3.1(i),
and (12) follows. Next assume ;{2. Lemma 3.1(ii) implies
+2 (k&2)=(;+2)(+&1)(k&+). (13)
We are assuming k3, so neither side of (13) is zero, and +2. Now (13)
implies (12).
(ii) Since +2, the first factor on the right side of (12) is at least 4,
and the second factor is at least 1. It follows that the right side of (12) is
at least 4, so ;2.
To see that ; is an integer, assume ;>2. Define polynomials T0 , T1 ,
T2 , ... in Z[*] by T0=2, T1=*, and Ti+1=*T i&Ti&1 (1i<). An
easy induction shows that Ti (;)=qi+q&i for i0, where q+q&1=;.
Moreover, Ti is monic of degree i for i1. Expanding k using (9), we find
k=D&1i=0 Ti (;), so ; is a root of p(*) :=
D&1
i=0 Ti (*)&k. Thus, ; is an
algebraic integer. But ; is rational by (12), so ; is an integer. K
Proof of Theorem 1.1. Recall ;2 by Lemma 3.2(ii). If ;=2, then by
Lemma 3.1(i) and Brouwer [2, p. 264], 1 is either the quotient of the
2D-cube, or else D=3 and line (3) holds as desired.
We now assume ;>2, and show D=3. By way of contradiction,
suppose D>3. Set n=(;&++1)(;&+). By (9) with i=2,
n=
(1&q)(qD+q4)(qD&q3)
(qD+1+q3)2
, (14)
where q+q&1=;. We claim n<0. By Lemma 3.2(ii), q is a positive real
number, and q{1 since ;{2. If 0<q<1, the first two factors in the
numerator of (14) are positive, and the third is negative, so n<0. If q>1,
the first factor in the numerator of (14) is negative, and the second two
factors are positive, so n<0.
In either case, n<0. But by Lemma 3.2(ii), n is nonnegative (being a
product of consecutive integers), so we have a contradiction. It follows that
D=3. Setting D=3 in Lemma 3.1(ii), we get line (3). K
Proof of Corollary 1.2. Suppose 1 is the quotient of an antipodal dis-
tance-regular graph. First assume k=2. Then 1 is a cycle of even length.
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Next assume k3. Fix any primitive idempotent with respect to which 1
is Q-polynomial. By Terwilliger [10, Theorem 2], the associated sequence
of dual eigenvalues must satisfy %*D+1=%*D&1 . Applying Theorem 1.1, we
find that 1 is the quotient of the 2D-cube. The other direction of the
corollary is clear, since the 2D-cycle is the quotient of the 4D-cycle. K
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