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Abstract
Compensated summation algorithms are designed to improve the accuracy of ill-conditioned sums. They
are based on algorithms, such as FastTwoSum, which are proved to provide, with rounding to nearest, the
sum of two ﬂoating-point numbers and the associated rounding error. Discrete stochastic arithmetic enables
one to estimate rounding error propagation in numerical codes. It requires a random rounding mode which
consists in rounding each computed result toward −∞ or +∞ with the same probability. In this paper we
analyse the impact of this random rounding mode on compensated summations based on the FastTwoSum
algorithm. We show the accuracy improvement obtained using such compensated summations in numerical
simulations controlled with discrete stochastic arithmetic.
Keywords: ﬂoating-point arithmetic, rounding errors, discrete stochastic arithmetic, error-free
transformations, compensated algorithms, summation algorithms, CADNA
1 Introduction
The power of computational resources continues to increase. Exascale computing
(1018 operations per second) is planned to be reached within a decade. In ﬂoating-
point arithmetic, each operation is likely to produce a rounding error. These errors
can accumulate and at the end of a computation, the computed result can be very
far from the exact one. Moreover, the more operations are performed, the more the
accumulation of rounding errors is likely to be important.
As a consequence, it is fundamental to have some information on the numerical
quality (for example the number of exact signiﬁcant digits) of the computed result.
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To answer this question, a numerical library called CADNA [1] has been developed.
It implements Discrete Stochastic Arithmetic (DSA) [2] and makes it possible to
provide a conﬁdent interval of the computed result.
But if the accuracy of the computed result is not suﬃcient, it is necessary to
increase the precision of the computation. A well-known and eﬃcient technique for
that is the use of compensated algorithms. These algorithms are based on the fact
that it is often possible to compute exactly the rounding errors of some elementary
operations like addition and multiplication. We now assume that we work with
a ﬂoating-point arithmetic adhering to the IEEE754-2008 Standard [3]. In that
case, if we use rounding to nearest, then the rounding error of an addition is a
ﬂoating-point number that can be computed exactly. The algorithms that enable
the computation of rounding errors are called error-free transformations (EFT).
An algorithm that relies on EFT to increase the accuracy is called a compensated
algorithm (see [4]).
However if we use directed rounding, the error of a ﬂoating-point addition is not
necessarily a ﬂoating-point number. Yet, directed roundings are required in DSA.
As a consequence, it is not clear whether we can use stochastic arithmetic to validate
some numerical codes that heavily rely on the use of error-free transformations.
In this article, we show that we can use stochastic arithmetic to validate com-
pensated summation. Several compensated algorithms exist for summation. The
ﬁrst one is Kahan’s compensated summation [5]. Another one is the doubly com-
pensated summation algorithm by Priest (see [6] or chapter 4 of [7]). We mainly
focus here on the compensated algorithm derived by Ogita, Rump and Oishi [8].
In Section 2, we give some deﬁnitions and notations used in the sequel. In Sec-
tion 3, we present the principles of DSA. In Section 4, we analyse the impact of
directed roundings on an EFT for ﬂoating-point addition, the FastTwoSum algo-
rithm [9]. We show in Section 5 that we can still use stochastic arithmetic with
compensated summation. Section 6 conﬁrms the accuracy of the algorithm and
shows performances.
2 Deﬁnitions and notations
Throughout the paper, we assume to work with a binary ﬂoating-point arithmetic
adhering to IEEE 754 ﬂoating-point standard [3]. We suppose that no overﬂow
occurs. The set of ﬂoating-point numbers is denoted by F, the relative rounding
error by u. For IEEE 754 double precision, we have u = 2−53 and for single precision
u = 2−24.
We denote by ﬂ*(·) the result of a ﬂoating-point computation, where all opera-
tions inside parentheses are done in ﬂoating-point working precision with a directed
rounding (that is to say toward −∞ or +∞). Floating-point operations in IEEE
754 satisfy [7]
∃ ε1 ∈ R, ε2 ∈ R such that
ﬂ*(a ◦ b) = (a ◦ b)(1 + ε1) = (a ◦ b)/(1 + ε2) for ◦ = {+,−} and |εν | ≤ 2u.
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This implies that
|a ◦ b− ﬂ*(a ◦ b)| ≤ 2u|a ◦ b| and |a ◦ b− ﬂ*(a ◦ b)| ≤ 2u| ﬂ*(a ◦ b)| for ◦ = {+,−}.
We use standard notation for error estimations. The quantities γn are deﬁned as
usual [7] by
γn(u) :=
nu
1− nu for n ∈ N,
where we implicitly assume that nu ≤ 1.
3 Principles of Discrete Stochastic Arithmetic (DSA)
Based on a probabilistic approach, the CESTAC method [10] allows the estimation
of rounding error propagation which occurs with ﬂoating-point arithmetic. It uses
a random rounding mode which consists in rounding each computed result toward
−∞ or +∞ with the same probability. The computer’s deterministic arithmetic is
replaced by a stochastic arithmetic where each arithmetic operation is performed
N times before the next one is executed, thereby propagating the rounding error
diﬀerently each time. Therefore, for each computed result, the CESTAC method
furnishes us with N samples R1, . . . , RN . The value of the computed result R is
chosen to be the mean value of {Ri} and, if no overlow occurs, the number of exact
signiﬁcant digits in R can estimated as
CR = log10
(√
N
∣∣R∣∣
στβ
)
, where R =
1
N
N∑
i=1
Ri and σ
2 =
1
N− 1
N∑
i=1
(
Ri − R
)2
. (1)
τβ is the value of Student’s distribution forN−1 degrees of freedom and a probability
level 1− β.
The validity of CR is compromised if both operands in a multiplication or the
divisor in a division are not signiﬁcant [11]. It is essential that such numbers with
no signiﬁcance are detected and reported. Therefore multiplications and divisions
must be dynamically controlled in order to perform a so-called self-validation of the
method. The need for this control has led to the concept of computational zero [12].
A computed result is a computational zero, denoted by @.0, if ∀i, Ri = 0 or CR ≤ 0.
This means that a computational zero is either a mathematical zero or a number
without any signiﬁcance, i.e. numerical noise.
To establish consistency between the arithmetic operators and the relational
operators, discrete stochastic relations [13] are deﬁned as follows. Let X = {Xi}
and Y = {Yi} be two results computed with the CESTAC method,
(i) X = Y if and only if X−Y = @.0,
(ii) X > Y if and only if X > Y and X−Y 	= @.0,
(iii) X ≥ Y if and only if X ≥ Y or X−Y = @.0.
Discrete Stochastic Arithmetic (DSA) is the combination of the CESTAC method,
the concept of computational zero, and the discrete stochastic relationships [2].
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The CADNA 4 software [1] is a library which implements DSA with N = 3 and
β = 0.05. In contrast to interval arithmetic, that computes guaranteed results, the
CADNA software provides, with the probability 95% the number of exact signiﬁcant
digits of any computed result. CADNA allows to use new numerical types: the
stochastic types. In practice, classic ﬂoating-point variables are replaced by the
corresponding stochastic variables, which are composed of three perturbed ﬂoating-
point values. When a stochastic variable is printed, only its exact signiﬁcant digits
appear. Because the library contains the deﬁnition of all arithmetic operations and
order relations for the stochastic types, the use of CADNA in a program requires
only a few modiﬁcations: essentially changes in the declarations of variables and
in input/output statements. During the execution, CADNA can detect numerical
instabilities, which are usually due to the presence of numerical noise. When a
numerical instability is detected, dedicated CADNA counters are incremented. At
the end of the run, the value of these counters together with appropriate warning
messages are printed on standard output.
4 FastTwoSum with faithful rounding
If Algorithm 1 [9] is executed using a binary ﬂoating-point system adhering to IEEE
754 standard, with subnormal numbers available, and providing correct rounding
with rounding to nearest, then it computes two ﬂoating-point numbers s and t such
that
• s+ t = a+ b exactly;
• s is the ﬂoating-point number that is closest to a+ b.
Algorithm 1 FastTwoSum
function [s, t] = FastTwoSum(a, b)
1: if |b| ≥ |a| then
2: exchange a and b
3: end if
4: s ← a+ b
5: z ← s− a
6: t ← b− z
The ﬂoating-point number t is the error on the ﬂoating-point addition of a and b
if Algorithm 1 is executed with rounding to nearest. With another rounding mode
this error may not be exactly representable ([14] page 125). In [15], a condition
on a and b is given for the FastTwoSum algorithm to provide the exact error on
the ﬂoating-point addition of a and b with directed rounding. In this paper, we
aim at analysing the impact of the random rounding mode required by DSA on
Algorithm 1. Therefore in the rest of this section, any arithmetic operation in
Algorithm 1 is rounded using the ﬂ* function deﬁned in Section 2. The results
4 URL address: http://www.lip6.fr/cadna
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given in this section have been established using Sterbenz’s lemma [16] which is
recalled below. As a remark, Sterbenz’s lemma is valid with directed rounding. In
the Propositions presented in Sections 4 and 5, we assume underﬂow may occur be-
cause, in this case, additions or subtrations generate no rounding error if subnormal
numbers are available [17].
Lemma 4.1 (Sterbenz) In a ﬂoating-point system with subnormal numbers avail-
able, if x and y are ﬁnite ﬂoating-point numbers such that y/2 ≤ x ≤ 2y, then x−y
is exactly representable.
In [15], it is shown that the ﬂoating-point number z in Algorithm 1 is computed
exactly with directed rounding. This property is also true with the random rounding
mode. This associated proof is detailed below for completeness.
Proposition 4.2 The ﬂoating-point number z provided by Algorithm 1 using di-
rected rounding is computed exactly, i.e. z = s− a.
Proof. Let us distinguish two cases.
(i) a, b ≥ 0:
Because 0 ≤ b ≤ a,
a ≤ a+ b ≤ 2a (2)
From the monotonicity of the ﬂ* function we deduce
a ≤ ﬂ*(a+ b) ≤ 2a (3)
Then
a ≤ s ≤ 2a (4)
Therefore, according to Sterbenz’s lemma, z = s− a.
(ii) a ≥ 0, b ≤ 0:
• if −b ≥ a2 , then
a ≥ −b ≥ a
2
(5)
So a− (−b) is exactly representable because of Sterbenz’s lemma. Therefore
s = a+ b which implies z = s− a.
• if −b < a2 , then
0 ≥ b > −a
2
(6)
Hence
a ≥ a+ b > a
2
(7)
From the monotonicity of the ﬂ* function we deduce
a ≥ s ≥ a
2
(8)
Therefore, from Sterbenz’s lemma, z = s− a.
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The two cases a, b ≤ 0 and a ≤ 0, b ≥ 0, have a similar proof mainly using −a
and −b. 
In general the correction t computed by Algorithm 1 using directed rounding is
diﬀerent from the rounding error e on the sum of a and b. We establish below a
relation between t and e.
Proposition 4.3 Let s and t be the ﬂoating-point addition of a and b and the
correction both computed by Algorithm 1 using directed rounding. Let e be the error
on s: a+ b = s+ e. Then
|e− t| ≤ 2u|e|.
Proof. From Proposition 4.2, z is computed exactly. However with directed round-
ing, t may not be computed exactly. So δ ∈ R exists such that
t = b− z + δ (9)
and
|δ| ≤ 2u|b− z|. (10)
From Proposition 4.2, we deduce
|δ| ≤ 2u|a+ b− s| (11)
Let e be the error on the ﬂoating-point addition of a and b, then
a+ b = s+ e (12)
with
|e| ≤ 2u|a+ b|. (13)
From Equations (11) and (12), we deduce a bound on |δ| = |e− t|:
|δ| ≤ 2u|e| (14)

5 Compensated summation with faithful rounding
The classic algorithm for computing summation is the recursive Algorithm 2.
Algorithm 2 Summation of n ﬂoating-point numbers p = {pi}
function res = Sum(p)
1: s1 ← p1
2: for i = 2 to n do
3: si ← si−1 + pi
4: end for
5: res ← sn
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If we denote by s =
∑n
i=1 pi the exact summation, S =
∑n
i=1 |pi| and res the
computed summation, it is possible to show [7] that |s − res| ≤ γn−1(2u)|S| with
directed roundings. This accuracy is sometimes not suﬃcient in practice. Indeed,
when the condition number |s|/S is large (greater than 1/u) then the recursive
algorithm does not even return one correct digit.
In Figure 1 and Algorithm 3 [8], a compensated scheme to evaluate the sum
of ﬂoating-point numbers is presented, i.e. the error of individual summation is
somehow corrected. Indeed, with Algorithm 1 (FastTwoSum), one can compute the
rounding error. Algorithm 1 can be cascaded and sum up the errors to the ordinary
computed summation.



 
 




  
 
· · ·
p2 p3 pn−1 pn
q2 q3 qn−1 qn
π2 πn−1 πnπn−2π3p1
⊕ ⊕· · ·⊕ ⊕
⊕
FastTwoSum FastTwoSum FastTwoSum FastTwoSum
Fig. 1. Compensated summation algorithm
Algorithm 3 Compensated summation of n ﬂoating-point numbers p = {pi}
function res = FastCompSum(p)
1: π1 ← p1
2: σ1 ← 0
3: for i = 2 to n do
4: [πi, qi] ← FastTwoSum(πi−1, pi)
5: σi ← σi−1 + qi
6: end for
7: res ← πn + σn
Assuming Algorithm 3 is executed with rounding to nearest, a bound on the
accuracy of the result, established in [8], is recalled in Proposition 5.1.
Proposition 5.1 Let us suppose Algorithm FastCompSum is applied, with rounding
to nearest, to ﬂoating-point numbers pi ∈ F, 1 ≤ i ≤ n. Let s :=
∑
pi and
S :=
∑ |pi|. If nu < 1, then
|res− s| ≤ u|s|+ γ2n−1(u)S with γn(u) =
nu
1− nu . (15)
We aim at analysing the eﬀects of the random rounding mode on Algorithm 3.
In [15], the impact of directed rounding on compensated summation is presented.
However the algorithm considered in [15] is slightly diﬀerent from Algorithm 3.
Moreover in [15], the summation is assumed to be performed using one rounding
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mode, whereas DSA requires frequent changes of the rounding mode. If Algorithm 3
is executed with the random rounding mode, then the EFT are no more exact.
However it is shown in Proposition 5.2 that the accuracy obtained with directed
rounding is similar to the one given in Proposition 5.1. Because in the proof of
Proposition 5.1, rounding mode changes are allowed, we have an upper bound on
the error generated by Algorithm 3 with DSA. As a remark, in this paper, u has
a constant value independent of the roundind mode and previously mentioned in
Section 2.
Proposition 5.2 Let us suppose Algorithm FastCompSum is applied, with directed
rounding, to ﬂoating-point numbers pi ∈ F, 1 ≤ i ≤ n. Let s :=
∑
pi and S :=∑ |pi|. If nu < 12 , then
|res− s| ≤ 2u|s|+ 2(1 + 2u)γ2n(2u)S with γn(2u) =
2nu
1− 2nu . (16)
Proof. Let ei be the error on the ﬂoating-point addition of πi−1 and pi (i = 2, ..., n):
πi + ei = πi−1 + pi (17)
From Proposition 4.3,
|ei − qi| ≤ 2u|ei| (18)
Because s is the exact addition of the n ﬂoating-point numbers pi and πn is the
associated ﬂoating-point addition,
s =
n∑
i=1
pi = πn +
n∑
i=2
ei (19)
The error on the ﬂoating-point number res computed using Algorithm 3 with
the random rounding mode is
|res− s| = | ﬂ*(πn + σn)− s| (20)
Therefore
|res− s| = |(1 + ε)(πn + σn)− s| with |ε| ≤ 2u (21)
and
|res− s| = |(1 + ε)(πn + σn − s) + εs| (22)
From Equation (19),
|res− s| = |(1 + ε)(σn −
n∑
i=2
ei) + εs| (23)
Therefore
|res− s| ≤ (1 + 2u)|σn −
n∑
i=2
ei|+ 2u|s| (24)
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Let us evaluate an upper bound on |σn −
∑n
i=2 ei|.
|σn −
n∑
i=2
ei| ≤ |σn −
n∑
i=2
qi|+ |
n∑
i=2
qi −
n∑
i=2
ei| (25)
The error on σn is [7]
|σn −
n∑
i=2
qi| ≤ γn−2(2u)
n∑
i=2
|qi| (26)
From Equation (18),
|
n∑
i=2
qi −
n∑
i=2
ei| ≤ 2u
n∑
i=2
|ei| (27)
Therefore from Equations (26) and (27),
|σn −
n∑
i=2
ei| ≤ γn−2(2u)
n∑
i=2
|qi|+ 2u
n∑
i=2
|ei| (28)
Let us ﬁrst evaluate an upper bound on
∑n
i=2 |ei| and then an upper bound on∑n
i=2 |qi|. Let us show by induction that
n∑
i=2
|ei| ≤ γn−1(2u)
n∑
i=1
|pi| (29)
From Equation (17), we deduce that if n = 2,
π2 + e2 = π1 + p2 and π1 = p1 (30)
Therefore
|e2| ≤ γ1(2u) (|p1|+ |p2|) (31)
Let us assume that Equation (29) is true for n and that an extra ﬂoating-point
number pn+1 is added. Then
πn+1 = ﬂ*(πn + pn+1) (32)
πn+1 = ﬂ*
(
n+1∑
i=1
pi
)
(33)
From [7],
|πn+1| ≤ (1 + γn(2u))
n+1∑
i=1
|pi| (34)
Let en+1 be the error on the ﬂoating-point addition of πn and pn+1:
πn+1 + en+1 = πn + pn+1 (35)
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From Equation (34),
|en+1| ≤ 2u|πn+1| ≤ 2u (1 + γn(2u))
n+1∑
i=1
|pi| (36)
Hence, assuming that Equation (29) is true for n,
n+1∑
i=2
|ei| ≤ (γn−1(2u) + 2u(1 + γn(2u)))
n+1∑
i=1
|pi| (37)
From Proposition A.1 in the appendix, we deduce
n+1∑
i=2
|ei| ≤ γn(2u)
n+1∑
i=1
|pi| (38)
Therefore by induction Equation (29) is true.
Let us evaluate an upper bound on
∑n
i=2 |qi|:
n∑
i=2
|qi| ≤
n∑
i=2
|ei|+
n∑
i=2
|qi − ei| (39)
From Equations (18) and (29),
n∑
i=2
|qi| ≤ γn−1(2u)
n∑
i=1
|pi|+ 2u
n∑
i=2
|ei| (40)
From Equation (29),
n∑
i=2
|qi| ≤ γn−1(2u)
n∑
i=1
|pi|+ 2uγn−1(2u)
n∑
i=1
|pi| (41)
Therefore
n∑
i=2
|qi| ≤ (γn−1(2u) + 2uγn−1(2u))
n∑
i=1
|pi| (42)
From Proposition A.2 in the appendix, we deduce
n∑
i=2
|qi| ≤ γn(2u)
n∑
i=1
|pi| (43)
From Equations (28), (29) and (43), we deduce
|σn −
n∑
i=2
ei| ≤ γn−2(2u)γn(2u)
n∑
i=1
|pi|+ 2uγn−1
n∑
i=1
|pi| (44)
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Therefore
|σn −
n∑
i=2
ei| ≤ (γn−2(2u)γn(2u) + 2uγn−1(2u))
n∑
i=1
|pi| (45)
From Proposition A.3 in the appendix, we deduce
|σn −
n∑
i=2
ei| ≤ 2γ2n(2u)
n∑
i=1
|pi| (46)
Therefore, from Equations (24) and (46),
|res− s| ≤ 2u|s|+ 2(1 + 2u)γ2n(2u)
n∑
i=1
|pi| (47)

6 Numerical results
In the numerical experiment presented here, the sum of 200 randomly generated
ﬂoating-point numbers is computed in double precision with the CADNA library
using the Sum and the FastCompSum algorithms. In Figure 2, one can observe the
number of exact signiﬁcant digits of the results estimated by CADNA from Equa-
tion (1). Using the Sum algorithm, if the condition number increases, the number
of exact signiﬁcant digits of the result decreases and the result has no more correct
digit for condition numbers greater than 1015. Using the FastCompSum algorithm,
as long as the condition number is less than 1015, the compensated summation
algorithm produces results with the maximal accuracy (15 exact signiﬁcant digits
in double precision). For condition numbers greater than 1015, the accuracy de-
creases and there is no more correct digit for condition numbers greater than 1030.
The results provided by CADNA are consistent with well known properties of com-
pensated summation algorithms [7]: with the current precision, the FastCompSum
algorithm computes results that could have been obtained with twice the working
precision.
The number of numerical instabilities detected during the execution depends on
the condition number. These numerical instabilities are of various types:
• using the Sum algorithm,
· cancellation (subtraction of two very close values which generates a sudden loss
of accuracy)
• using the FastCompSum algorithm,
· cancellation
· unstable branching (due to a non signiﬁcant diﬀerence between the operands in
a relational test)
· non signiﬁcant argument in the absolute value function.
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Fig. 2. Accuracy estimated by CADNA using the Sum and the FastCompSum algorithms with 200 randomly
generated ﬂoating-point numbers
Because no multiplication and no division is performed, no instability related to
the self-validation of DSA can be detected.
Table 1 presents the execution times for the sum of 100 000 ﬂoating-point num-
bers computed in double precision. Execution times have been measured with and
without CADNA on an Intel Core 2 quad Q9550 CPU at 2.83 GHz using g++
version 4.8.3. The code has been run using CADNA with two kinds of instability
detection:
• the detection of all kinds of instabilities;
• no detection of instabilities. With this mode, the execution time can be considered
the minimum that can be obtained whatever instability detection chosen. This
mode is usually not recommended because it does not enable the self-validation
of DSA. However, as previously mentioned, using summation algorithms, no in-
stability can invalidate the estimation of accuracy.
From Table 1 the cost of the FastCompSum algorithm over the classic summation
is about 6 without CADNA and varies from 4 to 9 with CADNA, depending on the
level of instability detection. The cost of CADNA in terms of execution time varies
from 10 to 15 if no instability detection is activated. This overhead is higher if any
instability is detected because of the heavy cost of the cancellation detection.
7 Conclusion and Perspectives
In this article, we have shown that we can validate compensated summation based
on the FastTwoSum algorithm with discrete stochastic arithmetic even if EFT are
not valid as we use directed rounding modes. In a future article, we will generalize
this analysis to other EFT like TwoSum and TwoProduct. Then we will see if we
can still use discrete stochastic arithmetic for validating compensated algorithms
for dot product and polynomial evaluation (compensated Horner scheme).
S. Graillat et al. / Electronic Notes in Theoretical Computer Science 317 (2015) 55–6966
Sum
execution instability detection execution time (s) ratio
IEEE - 3.25E-04 1
CADNA all instabilities 1.40E-02 43.2
no instability 3.40E-03 10.5
FastCompSum
execution instability detection execution time (s) ratio
IEEE - 2.00E-03 1
CADNA all instabilities 6.11E-02 30.6
no instability 2.98E-02 14.9
Table 1
Execution times with and without CADNA for the sum of 100 000 ﬂoating-point numbers
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A Appendix
The same notations as in Section 2 are used. We consider a precision-p binary
ﬂoating-point system. Let u = 2−p and γn(2u) = 2nu1−2nu . Let us assume that
nu < 12 .
Proposition A.1
γn−1(2u) + 2u(1 + γn(2u)) ≤ γn(2u) (A.1)
Proof.
γn−1(2u) ≤ 2(n− 1)u
1− 2nu (A.2)
and
2u(1 + γn(2u)) =
2u
1− 2nu (A.3)
Therefore from Equations (A.2) and (A.3), we deduce
γn−1(2u) + 2u(1 + γn(2u)) ≤ 2nu
1− 2nu (A.4)

Proposition A.2
γn(2u) + 2uγn(2u) ≤ γn+1(2u) (A.5)
Proof. Because nu < 12 ,
γn(2u) <
1
1− 2nu (A.6)
Therefore
γn(2u) + 2uγn(2u) < γn(2u) +
2u
1− 2nu (A.7)
and
γn(2u) + 2uγn(2u) <
2(n+ 1)u
1− 2nu (A.8)
Therefore we can deduce Equation (A.5). 
Proposition A.3
γn−2(2u)γn(2u) + 2uγn−1(2u) ≤ 2γ2n(2u) (A.9)
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Proof.
γn(2u)− 2u = 2nu− 2u+ 4nu
2
1− 2nu (A.10)
Because 1− 2nu > 0 and 2nu+ 4nu2 > 2u, γn(2u)− 2u > 0. Therefore
2u < γn(2u) (A.11)
Furthermore, because γn−1(2u) ≤ γn(2u), we can deduce Equation (A.9). 
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