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Equilibrium macroscopic structure revisited from spatial constraint
Koretaka Yuge1
1 Department of Materials Science and Engineering, Kyoto University, Sakyo, Kyoto 606-8501, Japan
In classical systems, we reexamine how macroscopic structures in equilibrium state connect with spatial con-
straint on the systems: e.g., volume and density as the constraint for liquids in rigid box, and crystal lattice as the
constraint for crystalline solids. We reveal that in disordered states, equilibrium macroscopic structure, depend-
ing on temperature and on multibody interactions in the system, is characterized by a single special microscopic
structure independent of temperature and of interactions. The special microscopic structure depends only on
the spatial constraint. We demonstrate the present findings providing (i) significantly efficient and systematic
prediction of macroscopic structures for possible combination of constituents in multicomponent systems, and
(ii) unique and accurate determination of multibody interactions in given system from measured macroscopic
structure, without performing trial-and-error simulation.
Introduction.— Consider a classical system, where total
energy (E) is the sum of kinetic energy (K) and potential
energy (U) that is a function of positions for constituents.
In equilibrium state, macroscopic structure can be uniquely
specified when we define a complete set of coordinations
(i.e., corresponding complete orthonormal basis functions),{
q1, . . . ,qg
}
. Statistical physics tells us that Qr, macroscopic
structure along a chosen coordination of qr, can be typically
given by canonical average:
Qr (T ) = Z−1 ∑
d
q(d)r exp
(
−E
(d)
kBT
)
, (1)
where Z denotes partition function and summation is taken
over possible microscopic states d. Generally, direct determi-
nation of macroscopic structure through Eq. (1) is nontrivial
since number of possible microscopic states considered as-
tronomically increases with increase of system size. There-
fore, a variety of calculation techniques have been devel-
oped. One of the most successful techniques is Monte Carlo
(MC) simulation with Metropolis algorism,1 which samples
important microscopic states mainly contributing to Qr, and
subsequent modifications have been proposed such as mul-
tihistgram method, multicanonical ensembles and entropic
sampling.2–4 One of the approaches that does not require mul-
tiple states is coherent potential approximation,5 where it con-
siders the average occupation of elements with the lack of
information about geometrical structure. Another approach
without use of multiple states is high-temperature expansion,6
which can efficiently estimate energy as well as other physical
properties at high temperature.
When we consider a wide class of classical systems, their
constituents are typically spatially constrained in various
ways: For example, volume and density as the constraint for
liquids in rigid box, and crystal lattice as the constraint for
crystalline solids. Although quantitative estimations of the
macroscopic structures in equilibrium state have been am-
ply performed by a variety of theoretical studies,7–13 the role
of the spatial constraints on equilibrium properties does not
get sufficient attention so far. It is thus highly expected that
there remains hidden universally in equilibrium macroscopic
structures, which reflect the spatial constraints. Following the
above considerations, we find new representation that clarifies
explicit connection between equilibrium macroscopic struc-
tures and spatial constraints:
Qr (T )≃ 〈qr〉1−
√
pi
2
〈qr〉2 ·
Uprojr
kBT
. (2)
Here, 〈 〉1 and 〈 〉2 respectively denotes taking arithmetic
average and standard deviation over all possible microscopic
states on configuration space, independently of temperature.
Uprojr represents potential energy of a special microscopic
state, which we call “projection state”. Important point here
is that structure of the projection state can be determined from
information of non-interacting system. In other words, 〈qr〉1,
〈qr〉2 and structure of the projection state are determined with-
out any information about interactions of given system or tem-
perature, i.e., they can be known a priori when spatial con-
straint is given.
This result reveals that in classical systems, equilibrium
macroscopic structure depending on temperature and on inter-
actions, can be characterized by a single microscopic structure
independent of temperature and of interactions, which is a sur-
prising fact. We will see the present findings provide great ad-
vantage in practical applications: e.g., (i) efficient and system-
atic prediction of equilibrium macroscopic structure for pos-
sible combination of constituent elements in multicomponent
systems, and (ii) unique determination of multibody interac-
tions from measured macroscopic structure. Derivation, con-
cept, validity and applicability to practical systems are shown
below.
Derivation and concept.— Before we derive Eq. (2), some
notations are needed. It is known from the equipartition
theorem that canonical average for kinetic energy is deter-
mined from temperature. Therefore, to determine equilibrium
macroscopic structure, only configurational average should be
essential. Hereinafter, we thus focus on microscopic states
on configuration space. In classical systems, potential energy
for any microscopic state d on configuration space can be ex-
pressed by a linear combination of a complete basis functions:
U (d) =
g
∑
s=1
〈U |qs〉q(d)s . (3)
Here, 〈a |b〉 means inner product on configuration space, cor-
responding to effective multibody interactions along qr: e.g.,
〈a |b〉 = ρ−1 ∑d a(d) · b(d) for discrete states and 〈a |b〉 =
2ρ−1
∫
(a ·b)dΩ (∫ dΩ means integral over configuration
space, and ρ means normalized constant) for continuous
states.
In multicomponent (including unary and binary) system,
for a wide class of spatial constraint on the system, we find
that density of microscopic states in terms of basis functions
(qss) for almost all microscopic states can be universally given
by multidimensional gaussian distribution, which leads to pro-
viding new representation of physical properties in equilib-
rium states.14 Using the above facts and Eq. (3), we can im-
mediately derive that density of microscopic states in terms
of potential energy and a chosen coordination, g(U,qr), can
always be given by
g(U,qr)≃ 1
2pi |Γ|1/2
exp
[
−1
2
·HΓ−1H T
]
, (4)
where Γ denotes symmetric 2 × 2 covariance matrix
for g(U,qr), and H is a two-component vector of
(U −〈U〉1 ,qr−〈qr〉1). We can then rewrite equilibrium
macroscopic structure by using g(U,qr), namely,
Qr (T ) ≃ Z−1
∫∫
g(U,qr)qr exp
(
− UkBT
)
dUdqr
= 〈qr〉1−
Γ12
kBT
. (5)
Since 〈qr〉1 is constant, temperature dependence of equilib-
rium macroscopic structure is characterized by Γ12, i.e., co-
variance between potential energy and basis function. For
simplicity (without lack of generality), we describe U and qr
measured from their average values, 〈U〉1 and 〈qr〉1. Let us
take a partial average of potential energy over g(U,qr) only
for qr ≥ 0, we get
Uprojr = 2
∫
∞
−∞
∫ qmaxr
0
U ·g(U,qr)dqrdU
= − 2√
2pi
Γ12 〈qr〉−12

e−
(
qmaxr√
2〈qr〉2
)2
− 1


=
√
2
pi
Γ12 〈qr〉−12 , (6)
where we consider a large system, N →∞ (N: number of con-
stituent particles in the system). The last equation can be ob-
tained since qmaxr is the nonzero constant and limN→∞ 〈qr〉2 =
0. Substituting Eq. (6) into Eq. (5), we can vanish Γ12, and
obtain Eq. (2).
Then we show that Uprojr corresponds to potential energy
of a special microscopic state. Let us first define that 〈a〉(+)r
denotes a partial average of scalar quantity a over all micro-
scopic states, whose structure satisfying qr ≥ 0. From Eqs. (3)
and (6), we can rewrite Uprojr as
Uprojr =
〈
g
∑
s=1
〈U |qs〉q(d)s
〉(+)
r
=
g
∑
s=1
〈U |qs〉〈qs〉(+)r . (7)
The last equation can be obtained since inner product, 〈U |qs〉,
does not by definition depend on any linear average over mi-
croscopic states on configuration space. Comparing Eqs. (3)
and (7), we can easily find that when a single microscopic
state has structure of
{
〈q1〉(+)r ,〈q2〉(+)r , . . . ,
〈
qg
〉(+)
r
}
, its po-
tential energy should be identical to Uprojr . We call this special
microscopic state as “projection state”, since potential energy
of this state characterizes temperature dependence of equilib-
rium macroscopic structure projected onto a chosen coordina-
tion. From Eq. (7), it is clear that structure of the projection
state does not depend on temperature or on interactions, since
we can take partial average, 〈qs〉(+)r , without any information
about temperature or energy. This directly means that when
spatial constraint on the system is once given, we can a priori
know structure of the projection state.
To derive the above equations, we only require that distribu-
tion of majority of microscopic states on configuration space
for non-interacting system is well-characterized by multidi-
mensional gaussian. Therefore, the present finding of Eq. (2)
can be universally applied when this requirement is satisfied,
which can be hold for wide class of classical systems. We
should finally make notation in derived Eq. (2) for crystalline
solids: Since their microscopic states are typically described
in terms of static (i.e., equilibrium positions) and lattice vi-
brational part, slight different treatment of canonical average
is required. Since the lifetime of a particular configuration
is typically long enough to achieve vibrational equilibrium,15
partition function for crystalline solids can be given in terms
of the sum over microscopic states on configuration space d,
i.e., Z ≃ ∑d
[
exp
(
−U (d)−F(d)vib /kBT
)]
(F(d)vib is vibrational
free energy for configuration d). This directly means that for
crystalline solids, including the effect of lattice vibration leads
to just replacing potential energy Uprojr in Eq. (2) by the sum of
potential energy in equilibrium position and vibrational free
energy, Fprojr . It is now clear that structure of the projection
state does not depend on whether or not vibrational effects
are included: The vibrational effects can be straightforwardly
included in the present theory.
Applications and discussions.— We first demonstrate valid-
ity and applicability of Eq. (2) to practical systems, which is
compared with a full thermodynamic simulation using multi-
body interactions with canonical Monte Carlo simulation. We
here consider substitutional crystalline solids, whose spatial
constraint (i.e., crystal lattice) is much stronger than liquid
or gas. We employ generalized Ising model16 providing a
set of complete orthonormal basis functions to describe pos-
sible microscopic structures, where for instance occupation of
a chosen lattice site i is specified by Ising-like spin, σi = +1
for A and σi = −1 for B in A-B binary system. We choose
three substitutional systems of equiatomic Cu-Au, Pt-Rh and
Pt-Ru alloys, whose solid solutions are all based on fcc lat-
tice: i.e., spatial constraints of the three systems are the same.
We here construct projection state along nearest-neighbor co-
ordination. Using the Monte Carlo simulation,14 we obtain
projection state consisting of 128-atom, where all linearly-
independent pairs up to 6th nearest neighbor distance and all
3triplet and quartets consisting of up to 4th nearest neighbor
pairs are optimized. Microscopic structure of the constructed
projection state is shown in Fig. 1. Multibody interactions of
FIG. 1: Microscopic structure of constructed projection state along
nearest-neighbor coordination on fcc lattice at equiatomic composi-
tion.
the three alloys are obtained through first-principles calcula-
tion. Briefly, in first-principles, we calculate total energy of
(i) projection state in Fig. 1 for the three alloys, and (ii) to ob-
tain multibody interactions, 302 (280 and 330) ordered struc-
tures (projection state is not included) for Cu-Au (Pt-Rh and
Pt-Ru) system are applied to first-principles, then optimized
twelve multibody interactions up to 4-body are extracted. De-
tails of calculation procedures are described in our previous
papers.14,17,18 The optimized interactions are shown in Fig. 2,
where we find that magnitude and sign of multibody interac-
tions are totally different for the three systems. These inter-
actions are applied to MC simulation under canonical ensem-
ble with 8000 MC step per site to obtain temperature depen-
dence of macroscopic structure according to Eq. (1). Note
that in Eq. (2), potential energy is measured from its aver-
age, 〈U〉1, which is common for all coordinations. To ob-
tain the value of 〈U〉1, we construct a special microscopic
state whose structure have average values (〈qr〉1s), which is
known for crystalline system as special quasirandom struc-
ture (SQS).19 Construction of the structure is described in de-
tail in our previous study.14 Energy for SQS is also obtained
through first-principles. Applying the energy of projection
state measured from that of SQS to Eq. (2), temperature de-
pendence of macroscopic structure is estimated. The results
of the present theory and of the thermodynamic simulation
are summarized in the bottom of Fig. 2, where we describe
structure by Warren-Cowley short-range order parameter.20,21
It has been experimentally and/or theoretically confirmed22–24
that the three alloys take different ground-state ordered struc-
ture (yellow region in Fig. 2): L10 for Cu-Au, CH40 for Pt-Rh
and Z2 for Pt-Ru. For Cu-Au alloy, reported order-disorder
transition temperature ranges 650-680 K.24 Our thermody-
namic simulation successfully predicts the reported three or-
dered structures as well as the transition temperature of∼ 650
K for Cu-Au alloy. We can clearly see that when the system is
in disordered states (green region), the present theory success-
fully predict temperature dependence of the short-range order
for three different alloys. We should emphasize here that al-
though multibody interactions of the three alloys are totally
different (upper figures in Fig. 2), temperature dependence of
their equilibrium macroscopic structures are certainly charac-
terized by a single microscopic state (projection state) that is
common for the three alloys: Validity and applicability of the
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FIG. 2: Upper: Multibody interactions for three binary alloys of
Cu-Au, Pt-Rh and Pt-Ru. Lower: Temperature dependence of equi-
librium macroscopic structure along nearest-neighbor coordination,
predicted by the present theory (solid curves) and full thermody-
namic simulation (open circles with solid curves).
present theory in Eq. (2) is therefore demonstrated.
As seen, the present findings can avoid mapping of com-
plex landscape of potential energy surface over possible mi-
croscopic states to determine equilibrium macroscopic struc-
tures. Instead, along chosen coordination, energy of merely a
single special microscopic structure is required. This provides
systematic and efficient prediction of macroscopic structures
over possible combination of constituents, and also provides
significant advantage especially when the number of compo-
nents is high: e.g., the so-called “high-entropy alloy”25 con-
sisting of more than five elements at nearly equiatomic com-
positions. In these systems, due to the extremely high number
of possible microscopic states, mapping potential energy land-
scape is intractable, where the present approach can overcome
this problem.
Next, we demonstrate another powerful application of the
present theory: When equilibrium macroscopic structure at
a given single temperature T is once measured, then we can
uniquely determine a set of multibody interactions, 〈U |qr〉s,
in the system without performing trial-and-error simulation.
From Eqs. (2) and (7), it is easy to show the relationship be-
tween equilibrium macroscopic structure (Qr (T )s) and multi-
body interactions:
(〈U |q1〉 , . . . ,〈U ∣∣qg〉)= (Q1 (T ) , . . . ,Qg (T )) ·Π−1, (8)
where Qk (T ) = Qk (T )−〈qk〉1 and Π is the g× g square ma-
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FIG. 3: Single snapshot of canonical MC simulation for three sys-
tems (topmost figures), using multibody interactions (closed squares
in bottom figure). Predicted multibody interactions by applying the
equilibrium macroscopic structures to Eqs. (8) and (9) are shown by
closed circles in the bottom figure.
trix satisfying
Πi j =− 1kBT ·
√
pi
2
〈
q j
〉
2 〈qi〉
(+)
j . (9)
Since again, 〈qk〉1,
〈
q j
〉
2 and 〈qi〉
(+)
j can be known a priori for
any set of i and j, we can construct matrix Π without any in-
formation about multibody interactions. Therefore, multibody
interactions in the given system can be uniquely determined
just multiplying measured macroscopic structure by inverse
of Π. We here note that accuracy of the predicted interactions
can be easily confirmed just by applying these interactions to
thermodynamic simulation to obtain equilibrium macroscopic
structure. To demonstrate the validity of Eqs. (8) and (9), we
apply these equations to prediction of multibody interactions
for binary system on two-dimensional (monolayer) triangle
lattice. We artificially prepare three systems, whose multi-
body interactions are totally different: System-1 has pair inter-
actions with gradual decrease with respect to spatial distance,
system-2 is an extreme case, which has pair interactions hav-
ing either single positive or negative value, and system-3 has
pair and 3-body interactions. These interactions are described
by closed squares in bottommost figures in Fig. 3. Applying
the interactions to canonical MC simulation at T = 1000 K
(i.e., full thermodynamic simulation, which is essentially the
same as simulation in Fig. 2), we obtain corresponding three
equilibrium macroscopic structures, where examples of sin-
gle snapshot of MC simulation are shown in topmost figures
in Fig. 3. Then we apply these three equilibrium macroscopic
structures to Eqs. (8) and (9) to predict their multibody inter-
actions, as shown by closed circles in the bottommost figure.
We can clearly see that for the three systems, multibody in-
teractions by the present theory provide successful agreement
with their original values, without performing trial-and-error
simulation: Validity of Eqs. (8) and (9) for prediction of inter-
actions is thus demonstrated.
To conclude, we demonstrate that equilibrium macroscopic
structures in classical systems, depending on temperature and
on multibody interactions, can be characterized by a single
special microscopic structure, independent of temperature and
on interactions. This fact is naturally derived by clarifying
how spatial constraint on the system connects with macro-
scopic structures in equilibrium state. In practical applica-
tions, we show that the present findings not only provide ef-
ficient and systematic prediction of equilibrium macroscopic
structures over possible combination of constituent elements,
but also enable unique determination of multibody interac-
tions from measured macroscopic structures without trial-and-
error simulation.
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