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Abstract
In this paper, we present a new multiscale model reduction technique for the Stokes flows in hetero-
geneous perforated domains. The challenge in the numerical simulations of this problem lies in the fact
that the solution contains many multiscale features and requires a very fine mesh to resolve all details.
In order to efficiently compute the solutions, some model reductions are necessary. To obtain a reduced
model, we apply the generalized multiscale finite element approach, which is a framework allowing sys-
tematic construction of reduced models. Based on this general framework, we will first construct a local
snapshot space, which contains many possible multiscale features of the solution. Using the snapshot
space and a local spectral problem, we identify dominant modes in the snapshot space and use them as
the multiscale basis functions. Our basis functions are constructed locally with non-overlapping supports,
which enhances the sparsity of the resulting linear system. In order to enforce the mass conservation,
we propose a hybridized technique, and uses a Lagrange multiplier to achieve mass conservation. We
will mathematically analyze the stability and the convergence of the proposed method. In addition, we
will present some numerical examples to show the performance of the scheme. We show that, with a few
basis functions per coarse region, one can obtain a solution with excellent accuracy.
1 Introduction
Many application problems, such as fluid flow in heterogeneous porous media, involve perforated domains (see
Figure 1 for an example of perforated domain) where the perforations can have various sizes and geometries.
Due to these features, the solutions of differential equations posed in perforated domains have multiscale
properties. Numerical simulations for these problems are prohibitively expensive, because the computational
cost to recover the fine scale properties between perforations is extremely high. Similar to other types of
multiscale problems, some model reduction methods are necessary in order to improve the computational
efficiency. There are in literature many model reduction techniques that are performed on a coarse grid which
has much larger length scale compared with the size of perforations, such as numerical homogenization ([1,
38, 34, 40, 27, 41, 3, 6, 29, 39, 30, 28, 42]) and multiscale methods ([31, 32, 11, 23, 20, 25, 33, 10, 2, 5, 37, 8]).
In these approaches, macroscopic equations are formulated on a coarse grid with mesh size independent of
the size of perforations. While these approaches are excellent in some cases, they are lack of systematic
enrichment strategies in order to tackle problems with more complicated structures.
The recently developed Generalized multiscale finite element method (GMsFEM) [23, 13] is a framework
that allows systematic enrichment of the coarse spaces and take into account fine scale information for the
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construction of these spaces. The framework therefore provides a convincing approach to solve problems
posed in heterogeneous perforated domains, whose solutions have multiscale features and require sophisti-
cated enrichment techniques. The main idea of GMsFEM is to employ local snapshots to approximate the
fine scale solution space, and then identify local multiscale spaces by performing some carefully selected
local spectral problems defined in the snapshot spaces. The spectral problems give a systematic strategy to
identify the dominant modes in the snapshot spaces, and the dominant modes are selected to form the local
multiscale spaces. By appropriately choosing the snapshot space and the spectral problem, the GMsFEM
requires only a few basis functions per coarse region in order to obtain solutions with excellent accuracy. In
[20, 18], we have developed and analyzed a GMsFEM for elliptic problem, elastic problem and the Stokes
problem in perforated domains using the continuous Galerkin (CG) framework. For this CG approach, we
partition the computational domain as a union of overlapping coarse neighborhoods, and construct a set of
local multiscale basis functions for each coarse neighborhood. We also developed an adaptivity procedure
based on local residuals to enrich the coarse space by adaptively adding new basis functions. However, one
drawback of the CG approach is the need to multiply each basis function by a partition of unity function.
This step may modify the local heterogeneity and cause some difficulties.
In this paper, we propose a new GMsFEM for problems in perforated domains using a discontinuous
Galerkin (DG) approach. The use of the DG approach in GMsFEM has been successfully developed for
many problems, such as the elliptic equations and the wave equations with heterogeneous coefficients ([17,
14, 12, 22, 16]). The main feature of the DG approach is that the basis functions are constructed locally for
each non-overlapping coarse region. This fact allows much more flexibility in the design of the coarse mesh
and in the choice of the local multiscale space. Another advantage of the DG approach is that there is no need
to construct and use any partition of unity functions. We will, in this paper, consider a GMsFEM based on
a DG approach for the Stokes flows in heterogeneous perforated domains. To construct the multiscale basis
functions, we will obtain the local snapshots by solving the Stokes equations for each non-overlapping coarse
region with some suitable boundary conditions. Then, we will construct local spectral problems and identify
dominant modes in the snapshot space. The multiscale space is obtained by the span of all these dominant
modes. Furthermore, it is important to note that the mass conservation is a crucial property for the Stokes
flow. By the construction of the basis functions, the multiscale solution satisfies some local mass conservation
property within coarse regions. However, mass conservation does not in general hold globally in the coarse
grid level. To tackle this issue, we construct a hybridized scheme and introduce additional pressure variables
on the coarse grid edges. This additional pressure variable serves as a Lagrange multiplier to enforce the
mass conservation property in the coarse grid level. Thus, our new GMsFEM provides solutions using only
few basis functions per coarse regions, and having both local and global mass conservation.
To investigate the performance of our proposed method, we will numerically study the Stokes problem
in various perforated domains (see Figure 3) with various choices of boundary conditions and forcing terms.
We will present the construction of the snapshot space using both the standard and the oversampling
approaches ([24, 9]). Local spectral decompositions are also proposed for various approaches of snapshots
correspondingly. Moreover, when constructing multiscale basis, we will test the use of different shapes of
coarse blocks for different types of perforated domains. Numerical results are presented and convergence of
the method is analyzed. Moreover, we will numerically show that the local mass conservation property is
satisfied by the multiscale solution. Our numerical results show that we can approximate the solution using
a fairly small degrees of freedom. In addition, the oversampling technique can be particularly helpful and
improve the accuracy and the convergence.
We organize the paper as follows. In Section 2, we state the model problem and define the fine and coarse
scale discretizations. We present the detailed constructions of the snapshot space and the offline space in
Section 3. Section 4 presents the numerical results for various examples. We analyze the stability and the
convergence of our method in Section 5. A conclusion is given at the end of the paper.
2
2 Problem settings
In this section, we state the Stokes flow in heterogeneous perforated domains and introduce some notations.
Let Ω ⊂ Rn (n = 2, 3) be a bounded domain. We define a perforated domain Ω ⊂ Ω with a set of
perforations denoted by B, that is, Ω = Ω\B. We assume that the set B contains circular perforations
with various sizes and positions. An illustration of a perforated domain is shown in Figure 1. We notice that
the variable sizes and positions of these perforations lead to some multiscale features in the solutions of the
problems posed in perforated domains. Given the source function f and two boundary functions gD, gN , we
consider the following Stokes flow in the perforated domain Ω:
−∆u+∇p = f, in Ω
div u = 0, in Ω
(1)
subject to boundary condition u = gD on ΓD, and (∇u− pI)n = gN on ΓN , where ΓD ∪ ΓN = ∂Ω, n is the
unit outward normal vector on ∂Ω and I is the n× n identity matrix. The unknown variable u denotes the
fluid velocity and p denotes the fluid pressure. Since p is uniquely defined up to a constant, we assume that∫
Ω
p = 0, so that the problem (1) has a unique solution.
Figure 1: An illustration of a perforated domain.
Let V (Ω) = H10 (Ω
)n and Q(Ω) = L20(Ω
), where L20(Ω
) is the set of L2 functions defined in Ω with
zero mean. The variational formulation of (1) is given by: find u ∈ V (Ω) and p ∈ Q(Ω) such that
a(u, v) + b(v, p) = (f, v), for all v ∈ V (Ω)
b(u, q) = 0, for all q ∈ Q(Ω) (2)
where
a(u, v) =
∫
Ω
∇u : ∇v, b(v, q) = −
∫
Ω
q div v
and
(f, v) =
∫
Ω
fv.
It is well known that there is a unique weak solution to (2) (see for example [7]).
For the numerical approximation of the above problem, we first introduce the notations of fine and coarse
grids. Let T H be a coarse-grid partition of the domain Ω with mesh size H. We assume that this coarse
mesh does not necessarily resolve the full details of the perforations. By using a conforming refinement
of the coarse mesh T H , we can obtain a fine mesh T h of Ω with mesh size h. Typically, we assume that
0 < h H < 1, and that the fine-scale mesh T h is sufficiently fine to fully resolve the small-scale information
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of the domain, and T H is a coarse mesh containing many fine-scale feature. We use the notations K and E
to denote a coarse element and a coarse edge in the coarse grid T H .
We let EH be the set of edges in T H . We write EH = EHint ∪ EHout, where EHint is the set of interior edges
and EHout is the set of boundary edges. For each interior edge E ∈ EHint, we define the jump [u] and the average
{u} of a function u by
[u]E = u|K+ − u|K− , {u}E = u|K
+ + u|K−
2
,
where K+ and K− are the two coarse elements sharing the edge E, and the unit normal vector n on E is
defined so that n points from K+ to K−. For E ∈ EHout, we define
[u]E = u|E , {u}E = u|E .
Next we introduce our DG scheme. Similar to the standard derivation of DG formulations [4, 26, 35, 36],
the main idea is to consider the problem in each element K in the coarse mesh, and impose boundary
conditions weakly on ∂K using the value of the velocity function in the neighboring elements. In addition, a
penalizing term which penalize the jump of velocity will be introduced. After obtaining the local problems
in each element, one can sum over all elements to get the global DG scheme. Remark that, in our approach,
we will only assume discontinuity across the coarse edges, but use the standard continuous element inside
coarse blocks. In this work, we also add an additional Lagrange multiplier in order to impose local mass
conservation on the coarse elements. The details are given as follows.
We start with the definitions of the approximation spaces. We let QH be the piecewise constant function
space for the approximation of the pressure p. That is, the restriction of the functions of QH in each coarse
element is a constant. In addition, we will define a piecewise constant space Q̂H for the approximation of
the pressure p̂, which is defined on the set of coarse edges EH . That is, the functions in Q̂H are defined only
in EH and the restriction of the functions of Q̂H in each coarse edge is a constant. We remark that this
additional pressure space is used to enforce local mass conservation in the coarse grid level. Moreover, we
define VH as the multiscale velocity space, which contains a set of basis functions supported in each coarse
block K. To obtain these basis functions, we will solve some local problems in each coarse block with various
Dirichlet boundary conditions to form a snapshot space and use a spectral problem to perform a dimension
reduction. The details for the construction of this space will be presented in the next section.
For our GMsFEM using a DG approach, we define the bilinear forms
aDG(u, v) =
∫
Ω
∇u : ∇v −
∑
E∈EH
(∫
E
{(∇u)n} · [v] + {(∇v)n} · [u]
)
+
γ
h
∑
E∈EH
∫
E
[u] · [v], (3)
bDG(v, q, q̂) = −
∑
K∈T H
∫
K
q div v +
∑
E∈EH
∫
E
q̂ ([v] · n). (4)
Then, we will find the multiscale solution (uH , pH , p̂H) ∈ VH ×QH × Q̂H such that
aDG(uH , v) + bDG(v, pH , p̂H) = (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
+
∫
ΓN
gN · v,
bDG(uH , q, q̂) =
∫
ΓD
(gD · n) q̂,
(5)
for all v ∈ VH , q ∈ QH , q̂ ∈ Q̂H . The derivation of the above scheme follows the standard DG derivation
procedures [4, 26, 35, 36]. We notice that the role of the variable p̂H is to enforce mass conservation on
coarse elements. In particular, taking q = 0 in (5), we have∫
E
q̂ [uH ] · n = 0, ∀E ∈ EHint, ∀ q̂ ∈ Q̂H .
4
This relation implies that ∫
K
q div uH = 0, ∀K ∈ T H , ∀q ∈ QH .
The above is the key to the mass conservation, and we will discuss more in the numerical results section.
We will show the accuracy of our method by comparing the multiscale solution to a reference solution,
which is computed on the fine mesh. To find the reference solution (uh, ph, p̂h), we will solve the following
system
aDG(uh, v) + bDG(v, ph, p̂h) = (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
+
∫
ΓN
gN · v,
bDG(uh, q, q̂) =
∫
ΓD
(gD · n) q̂,
(6)
for all v ∈ V DGh , q ∈ QH , q̂ ∈ Q̂H . We note that the reference velocity uh belongs to the fine scale velocity
space V DGh = {v ∈ L2(Ω)| v|K ∈ C0(K)2 for every K ∈ T H , v|K ∈ (P1(T ))2 for every K ∈ T h}. The
space V DGh contains functions which are piecewise linear in each fine-grid element K and are continuous
along the fine-grid edges, but are discontinuous across coarse grid edges. Moreover, the reference pressure
ph and p̂h belongs to the coarse scale pressure space QH and Q̂H respectively. Notice that the pressure ph
is determined up to a constant, we will achieve the uniqueness by requiring the averaging value of pressure
over whole domain is zero. We remark that this reference solution (uh, ph, p̂h) is obtained using the coarse
scale pressure spaces QH and Q̂H since we only consider multiscale solutions and reduced spaces for the
velocity. The true fine scale solution (ufine, pfine, p̂fine) can be defined by
aDG(ufine, v) + bDG(v, pfine, p̂fine) = (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
+
∫
ΓN
gN · v,
bDG(ufine, q, q̂) =
∫
ΓD
(gD · n) q̂,
for all v ∈ V DGh , q ∈ Qh, q̂ ∈ Q̂h, where Qh and Q̂h are suitable fine scale spaces. One can see that (ufine, pfine)
will converge to the exact solution (u, p) in the energy norm as the fine mesh size h→ 0. Moreover, one can
show that
‖ufine − uh‖2A ≤ C inf
q∈QH ,q̂∈Q̂H
‖(pfine − q, p̂fine − q̂)‖2Q
where the norms are defined in (10) and (11). Thus, the reference solution defined in (6) can be considered
as the exact solution up to a coarse scale approximation error.
3 Construction of multiscale velocity space
In this section, we will present the construction of the multiscale space VH for the coarse scale approximation
of velocity. To construct the coarse scale velocity space, we will follow the general idea of GMsFEM [23, 24],
which contains two stages: (1) the construction of snapshot space, and (2) the construction of offline space.
In the first stage, we will obtain the snapshot space, which contains a rich set of functions containing possible
features in the solution. These snapshot functions are solutions of some local problems subject to all possible
boundary conditions up to the fine grid resolution. Notice that for the generalized multiscale DG scheme
proposed in [14, 15], one solves the local problems in each coarse block. Thus the resulting system is much
smaller compared with that of the CG approach [20, 12, 19], where the local problems are solved in each
overlapping coarse neighborhood. Next, in order to reduce the dimension of the solution space, we will use a
space reduction technique to choose the dominated modes in the snapshot space. This procedure is achieved
by defining proper local spectral problems. The resulting reduced order space is called the offline space and
will be used for coarse scale velocity approximation. Note that for approximating pressure on the coarse grid,
we will use piecewise constant functions as defined before. In Section 3.1, we will present the construction
of the snapshot space, and in Section 3.2, we will present the construction of the offline space.
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3.1 Snapshot space
We will construct local snapshot basis in each coarse block Ki, (i = 1, · · · , N), where N is the number of
coarse blocks in Ω. The local snapshot space consists of functions which are solutions u ∈ Vh(Ki) of
−∆u+∇p = 0, in Ki
div u = c, in Ki
(7)
with u = δki on ∂Ki, (k = 1, · · · ,Mi), where Mi is the number of fine grid nodes on the boundary of Ki,
and δki is the discrete delta function defined on ∂Ki. The above problem (7) is solved on the fine mesh
using some appropriate approximation spaces. For instances, we take the space Vh(Ki) to be the standard
conforming piecewise linear finite element space with respect to the fine grid on Ki. Note that the constant
c in (7) is chosen by the compatibility condition, that is, c = 1|Ki|
∫
∂Ki
δki · nds.
Take these Mi velocity solutions of (7) and denote them by ψ
i,snap
k (k = 1, · · · ,Mi), we get the local
snapshot space
V isnap = span{ψi,snap1 , · · · , ψi,snapMi }.
Combining all the local snapshots, we can form the global snapshot space, that is
Vsnap = span{ψi,snapk , , 1 ≤ k ≤Mi, 1 ≤ i ≤ N}.
In the above construction, the local problems are solved for every fine grid node on ∂Ki. One can also
apply the oversampling strategy [5, 24] in order to reduce the boundary effects. Applying this strategy, one
can solve the local problem for each fine node on the boundary of the oversampled domain. An illustration
of the original local domain K and the oversampled local domain K+ are shown in Figure 2. Notice that in
Figure 2, we present the triangular coarse grid in perforated domain with small inclusions on the left, and
rectangular coarse grid perforated domain with multiple sizes of inclusions on the right. We will solve the
local problem in an enlarged domain K+i of Ki,
−∆u+∇p = 0, in K+i
div u = c, in K+i
with u = δki on ∂K
+
i , where k = 1, · · · ,M+i , where M+i is the number of fine nodes on the boundary of K+i .
After removing linear dependence among these basis by POD, we denote the linearly independent functions
by ψ+,ik , (i = 1, · · · , M˜i). Note that the velocity solutions of these local problems are supported in the
larger domain K+i . There are usually several following choices for identification of basis. One of the straight
forward way is that, we can restrict the basis ψ+,ik on Ki to form the snapshot basis, i.e. ψ
i,snap
k = ψ
+,i
k |Ki .
Then the span of these basis function ψi,snapk will form our new snapshot space. In this case, the local
reduction will be performed in Ki. Another choice is that, one can keep the snapshot basis ψ
+,i
k without
restricting on Ki. But in this case, one needs to solve the offline basis also in the oversampled domain K
+
i
and finally restrict the offline basis on the original local domain Ki. It is known that these oversampling
methods can improve the accuracy of our multiscale methods ([24]).
We remark that one can also use the idea of randomized snapshots (as in [9]) and reduce the computational
cost substantially. In randomized snapshots approach, instead of solving the local problem for each fine node
on the boundary of oversampled local domain, one only computes a few snapshots in each oversampled
domain K+i with several random boundary conditions. These random boundary functions are constructed
by independent identically distributed (i.i.d.) standard Gaussian random vectors defined on the fine degrees
of freedoms on the boundary. The randomized snapshot requires much fewer calculations to achieve a good
accuracy compared with the standard snapshot space.
3.2 Offline space
In this section, we will perform local model reduction on the snapshot space by solving some local spectral
problems. The reduced space consists of the important modes in the snapshot space, and is called the offline
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Figure 2: Illustration of oversampling domain. Left: Oversampling of a triangular coarse block for perforated
domain with small inclusions. Right: Oversampling of a rectangular coarse block for perforated domain with
multiple sizes of inclusions.
space. The coarse scale approximation of velocity solution will be obtained in this space. We have multiple
choices of local spectral problems given the various constructions of snapshot space presented in the previous
section.
First of all, if the snapshot basis obtained in the previous section is supported in each coarse element Ki,
we will solve for (λ,Φ) from the generalized eigenvalue problem in the snapshot space
AΦ = λSΦ (8)
where A is the matrix representation of the bilinear form ai(u, v) and S is the matrix representation of the
bilinear form si(u, v). The choices for ai and si are based on the analysis. In particular, we take
ai(u, v) =
∫
Ki
∇u : ∇v,
si(u, v) =
λ
H
∫
∂Ki
u · v,
where we remark that the integral in si(u, v) is defined on the boundary of the coarse block. In this case,
the number of the spectral problem equals the number of coarse blocks.
We arrange the eigenvalues of (8) in increasing order. We will choose the first few eigenvectors corre-
sponding to the first few small eigenvalues. Using these eigenvectors as the coefficients, we can form our
offline basis. More precisely, assume we arrange the eigenvalues in increasing order
λ
(i)
1 < λ
(i)
2 < · · · < λ(i)Mi .
The corresponding eigenvectors are denoted by Φ
(i)
k = (Φ
(i)
kj )
Mi
j=1, where Φ
(i)
kj is the j-th component of the
eigenvector. We will take the first Li ≤ Mi eigenvectors to form the offline space, that is, the offline basis
functions can be constructed as
φi,offk =
Mi∑
j=1
Φ
(i)
kjψ
i,snap
k , k = 1, · · · , Li.
On the other hand, one can use the snapshot basis ψ+,ik (using oversampling strategy) without restricting
on Ki in the space reduction process. To be more specific, since the snapshot basis are supported in the
7
oversampled domain K+i , we will need another set of spectral problems, namely
A+Φ+ = λS+Φ+ (9)
where A+ and S+ are the matrix representations of the bilinear forms a+,i(u, v) and s+,i(u, v) respectively.
Similar as before, we can choose a+,i, s+,i as follows
a+,i(u, v) =
∫
K+i
∇u : ∇v,
s+,i(u, v) =
λ
H
∫
∂K+i
u · v.
We then arrange the eigenvalues in increasing order
λ
(i)
1 < λ
(i)
2 < · · · < λ(i)M+i .
The corresponding eigenvectors are denoted by Φ
+,(i)
k . We will take the first Li ≤M+i eigenvectors to form
a basis supported in K+i
φ+,ik =
M+i∑
j=1
Φ
+,(i)
kj ψ
+,i
k , k = 1, · · · , Li.
Then we will obtain our offline basis by restricting φ+,ik on Ki, namely
φi,offk = φ
+,i
k |Ki .
Now we can finally form the local offline space, which is the span of these basis functions
V ioff = span{φi,off1 , · · · , φi,offLi }.
The global offline space Voff is the combination of the local ones, i.e.
Voff = span{φi,offk , , 1 ≤ k ≤ Li, 1 ≤ i ≤ N}.
This space will be used as the coarse scale approximation space for velocity VH := Voff.
4 Numerical results
In this section we will present numerical results of our method for various types of perforations, boundary
conditions and sources. We will illustrate the performance of our method using two kinds of perforated
domains: (1) perforated domain with small inclusions and (2) perforated domain with big inclusions as well
as some extremely small inclusions, see Figure 3. We will also illustrate the performance of the oversampling
strategy.
We set Ω = [0, 1]× [0, 1]. The computational domain is discretized coarsely using uniform triangulation
for domain with small inclusions (Figure 3, left), and uniform rectangle coarse partition for domain with big
inclusions (Figure 3, right). The coarse mesh size H = 110 . For the fine scale discretization, the size of the
system is 69146 for domain with small inclusions (Figure 3, left) and 91588 for domain with multiple size of
inclusions (Figure 3, right).
We will consider two different boundary conditions and force terms:
• Example 1 : Source term f = (0, 0), boundary condition u = (1, 0) on ∂Ω and u = (0, 0) on ∂B.
• Example 2 : Source term f = (1, 1), boundary condition ∂u∂n − pn = (0, 0) on ∂Ω and u = (0, 0) on ∂B.
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Figure 3: Illustration of the perforated domain with fine and coarse mesh. Left: perforated domain with
small inclusions. Right: perforated domain with multiple sizes of inclusions.
The errors will be measured in relative L2, H1 and DG norms for velocity, and L2 norm for pressure
||eu||L2 =
‖uh − uH‖L2(Ω)
‖uh‖L2(Ω)
,
||eu||H1 =
‖uh − uH‖H1(Ω)
‖uh‖H1(Ω)
, ||eu||DG =
√
aDG(uh − uH , uh − uH)√
aDG(uh, uh)
,
||ep||L2 =
‖p¯h − pH‖L2(Ω)
‖p¯h‖L2(Ω)
.
where p¯h is the cell average of the fine scale pressure, that is, p¯h =
1
|Ki|
∫
Ki
ph for all Ki ∈ T H .
4.1 Perforated domain with small inclusions
In this section, we show the numerical results for the Stokes problem in perforated domain with small
inclusions (left of Figure 3), see Table 1 for Example 1 and Table 2 for Example 2. Remark that the fine
scale system has size 69146, while our coarse scale systems only have size 1280− 6880 when we take 4 to 32
basis, which are much smaller. We will first take a look at the numerical behavior for the first example, where
we take Dirichlet boundary conditions u = (1, 0) on the global boundary, and u = (0, 0) on the boundary of
inclusions. The force term f = (0, 0). In Table 1, we observe that the errors reduce substantially when we
add more than 4 basis in each coarse block. For example, when we construct basis without oversampling,
the L2 velocity error reduce from 33.2% to 6.5% when the number of basis increase from 4 to 8. Moreover,
the energy error for velocity is 28% and the L2 error for pressure is 12% as we take 32 offline basis for non-
oversampling case. To get a faster convergence, we employ oversampling strategy when calculating the basis,
that is, we solve the local problems in an oversampled coarse domain and then restrict the local velocity
solution to the original coarse block to form our snapshot basis. In our numerical example, the oversampled
domain is the original coarse block plus four fine cells layers neighboring the original domain. We can see
that, the oversampling case gives us better accuracy with respect to velocity energy error and pressure error.
For instance, the velocity energy error reduces from 25% to 18% and the pressure error decreased from 12%
to 2% when the number of offline basis is 32 comparing the non-oversampling with oversampling case.
For the second example in perforated domain with small inclusions, we take Neumann boundary condition
∂u
∂n − pn = (0, 0) on the global boundary and Dirichlet condition u = (0, 0) on the boundary of inclusions.
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The convergence history is shown in Table 2. From this table, we find that the velocity L2 error reduce from
39.9% to 7.6%, and the pressure error reduce from 69.8% to 5.0% when the basis number increase from 4 to
8 for the non-oversampling case. Moreover, the velocity L2 error reduces to 4.9% when we take 32 basis. We
also observe that the oversampling strategy works efficiently to speed up the convergence rate for both the
L2 error and the energy error for velocity. For example, the velocity L2 error is 7.6% when we take 8 basis in
non-oversampling case, however, it is only 2.6% when we take the same number of basis in oversampling case.
The velocity H1 error reduce from 30.5%(for non-oversampling case) to 17.4%(for oversampling case) when
we take 32 basis. In addition, we check the local mass conservation and present the numerically computed
constants
∫
∂Ki
u · nds in Table 3. From the table, we see that the maximum of the values ∫
∂Ki
u · nds is
almost zero for all cases. This shows that we have exact mass conservation in the coarse grid level. We
remark that we also have fine grid mass conservation by the construction of the basis functions.
Figure 4 and Figure 5 shows the corresponding solution plots for Example 1 and Example 2 in perforated
domain with small inclusions, where we compare the fine scale velocity solution with different coarse scale
velocity solution. In Figure 4, we take 8 and 16 basis functions per coarse element for coarse scale com-
putations. We observe that some fine scale features are lost in the solution when we take 8 basis, and the
frame of the coarse edges can be seen in the figure. However, when we take 16 basis, we can observe a much
smoother solution which capture the fine features well. Similar behavior can be found in Figure 5, where we
observe higher contrast between 4 basis per element and 16 basis per element coarse scale solutions.
Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 1280 33.2 96.8 76.8 –
8 2080 6.5 48.8 43.7 38.1
16 3680 2.6 31.9 28.9 12
32 6880 1.9 28.3 25.3 12
Oversampling, K+ = K + 4
4 1280 32.6 85.7 69.9 –
8 2080 6.6 39.6 36.7 23.4
16 3680 1.9 21.7 19.4 2.7
32 6880 1.8 20.3 18.5 2.7
Table 1: Stokes problem in perforated domain with small inclusions. Numerical results for Example 1.
Non-oversampling and oversampling with 4 fine layers.
Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 1280 39.9 87.6 71.2 69.8
8 2080 7.6 49.4 39.5 5.0
16 3680 6.7 36.7 31.8 2.6
32 6880 4.9 35.9 30.5 2.9
Oversampling, K+ = K + 4
4 1280 31.7 69.6 52.6 –
8 2080 2.6 36.7 27.8 16.8
16 3680 1.8 25.5 20.7 3.6
32 6880 1.5 20.3 17.4 3.5
Table 2: Stokes problem in perforated domain with small inclusions. Numerical results for Example 2.
Non-oversampling and oversampling with 4 fine layers.
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Example 1
Moff DOF Non-oversampling Oversampling
4 1280 2.9e-20 -4.4e-22
8 2080 6.6e-18 -4.2e-18
16 3680 5.7e-19 -9.5e-18
32 6880 -4.0e-18 1.2e-15
32 6880 -4.0e-18 1.2e-15
Example 2
Moff DOF Non-oversampling Oversampling
4 1280 -8.4e-22 4.1e-22
8 2080 -1.3e-19 -1.9e-20
16 3680 1.9e-19 -5.8e-22
32 6880 9.7e-20 -5.1e-18
Table 3: Stokes problem in perforated domain with small inclusions. Verification of local mass conservation
on coarse edges by computing the maximum of
∫
∂Ki
u ·nds over all coarse blocks. Top: Example 1. Bottom:
Example 2
4.2 Perforated domain with some extremely small inclusions
In this section, we show the numerical results for the Stokes problem in perforated domain with various size
of inclusions (right of Figure 3), see Table 4 for Example 1 and Table 5 for Example 2. The fine degrees of
freedoms for this domain is 91588, and the coarse degrees of freedoms range only from 680 for 4 basis per
element to 3480 for 32 basis per coarse element. Note that, in this domain we use the coarse mesh where
each block is a rectangle, thus the coarse degrees of freedom is less than that in the previous section where
we used triangular blocks for coarse mesh. From the tables, we can see that for Example 1, the velocity L2
errors can be less than 10% when we take more than 8 basis. Moreover, for Example 2, the velocity L2 errors
are already 6.1% (or 3.5%) for non-oversampling case (or oversampling case) when we take exactly 8 basis.
The convergence results in Table 4 indicate that oversampling helps to reduce the energy errors for velocity.
For example, we take 32 basis, the velocity H1 error become 12.9% in the oversampling case, which is much
smaller than 20.1% in the non-oversampling case. The oversampling strategy works even better to improve
the velocity results for Example 2. Table 5 shows that the velocity L2, H1 and DG errors are almost reduced
by half when we take 8, 16 or 32 basis applying the oversampling strategy. The local mass conservation is
also verified by the data presented in Table 6. Figure 6 and Figure 7 demonstrate the velocity solution plots
for Example 1 and Example 2 respectively. In Figure 6, we compare the fine scale velocity solution with 8
basis coarse scale solution and 16 basis coarse scale solution. It is clear to see that when we take 8 basis, the
higher value regions in the solution shrinks, and some properties of the solution between two inclusions are
not captured well. These drawbacks are recovered better when we take 16 basis, and the solution is more
comparable with fine scale solution. The solution is reported in Figure 7 for Example 2, where we compare
4 basis and 16 basis coarse scale solution with fine scale solution. The behavior is similar as before.
In addition, in Figure 8, we present the comparison the solutions for Example 2 in perforated domain with
small inclusions (left of Figure 3) in oversampling and non-oversampling case respectively. The x-component
of velocity is shown on the top, and the y-component is on the bottom, the results for non-oversampling
are on the left (L2 error 6.7%, H1 error 31.8%), and results using oversampling is on the right (L2 error
1.8%, H1 error 20.7%). Here, we take 16 basis as an example. It can be observed that when we use the
oversampling strategy, the transitions from lower values to the higher values in the solution are smoother
compared with the one without oversampling. This helps us to understand the advantage of oversampling
visually.
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Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 680 46.6 93.4 79.7 –
8 1080 11.5 55.0 52.1 39.6
16 1880 2.9 27.9 25.9 9.1
32 3480 1.9 22.3 20.1 5.6
Oversampling, K+ = K + 4
4 680 50.8 83.3 76.3 –
8 1080 10.8 48.1 45.3 31.6
16 1880 4.5 23.4 21.6 2.5
32 3480 1.6 14.5 12.9 2.1
Table 4: Stokes problem in perforated domain with additional small inclusions. Numerical results for Example
1. Non-oversampling and oversampling with 4 fine layers.
Moff DOF ||eu||L2 ||eu||DG ||eu||H1 ||ep||L2
Non-oversampling
4 680 63.1 96.6 82.1 33.6
8 1080 6.1 47.7 36.5 3.7
16 1880 3.8 28.4 24.2 1.5
32 3480 2.9 26.6 22.3 1.4
Oversampling, K+ = K + 4
4 680 41.6 65.6 54.3 –
8 1080 3.5 29.3 23.1 11.8
16 1880 1.7 15.5 13.0 4.3
32 3480 1.3 12.9 11.0 2.8
Table 5: Stokes problem in perforated domain with additional small inclusions. Numerical results for Example
2. Non-oversampling and oversampling with 4 fine layers.
Example 1
Moff DOF Non-oversampling Oversampling
4 680 2.3e-20 2.6e-20
8 1080 1.8e-20 -5.5e-20
16 1880 -8.2e-18 5.5e-18
32 2480 3.9e-20 3.5e-17
Example 2
Moff DOF Non-oversampling Oversampling
4 680 1.8e-23 1.0e-22
8 1080 -5.1e-22 -1.8e-22
16 1880 4.7e-19 1.2e-19
32 2480 1.4e-20 -5.2e-21
Table 6: Stokes problem in perforated domain with small inclusions. Verification of local mass conservation
on coarse edges by computing the maximum value of
∫
∂Ki
u · nds over all coarse blocks. Top: Example 1.
Bottom: Example 2
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Figure 4: Stokes problem for perforated domain with small inclusions. Numerical solution for Example 1.
Top: x-component of velocity. Bottom: y-component of velocity. Left: Fine-scale solution. Middle: Coarse-
scale solution with 8 basis, non-oversampling. Right: Coarse-scale solution with 16 basis, non-oversampling.
5 Convergence results
In this section, we will present the analysis of our multiscale method (5). First, we will prove the existence
and uniqueness of the problem (5) by showing the coercivity and continuity of aDG, the continuity of bDG
and the discrete inf-sup condition for bDG. Next, we will derive a convergence result for our method. For
our analysis, we define the energy norm
‖u‖2A =
∫
Ω
|∇u|2 + 1
h
∑
E∈EH
∫
E
|[u]|2. (10)
Moreover, we define the following L2 norm
‖(q, q̂)‖2Q = ‖q‖2L2(Ω) +
∑
E∈EH
h‖q̂‖2L2(E). (11)
The notation α . β means that α ≤ Cβ for a constant C independent of the mesh size. We notice that the
Q-norm in (11) is a weaker norm compared with the more usual choice ‖q‖2L2(Ω) +
∑
E∈EH H‖q̂‖2L2(E).
First, we consider the continuity and coercivity of the bilinear form aDG, as well as the continuity of the
bilinear form bDG. These properties are summarized in the following lemma.
Lemma 5.1. Assume that γ = O(1) is large enough. The bilinear form aDG is continuous and coercive,
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Figure 5: Stokes problem for perforated domain with small inclusions. Numerical solution for Example 2.
Top: x-component of velocity. Bottom: y-component of velocity. Left: Fine-scale solution. Middle: Coarse-
scale solution with 4 basis, non-oversampling. Right: Coarse-scale solution with 16 basis, non-oversampling.
that is
|aDG(u, v)| ≤ a1‖u‖A‖v‖A (12)
aDG(u, u) ≥ a0‖u‖2A (13)
and the bilinear form bDG is also continuous:
|bDG(v, q, q̂)| ≤ b1‖v‖A‖(q, q̂)‖Q. (14)
Proof. The proof for continuity and coercivity of aDG is classical [35, 14, 17], and will be omitted here. For
the continuity of bDG, it follows from the Cauchy-Schwarz inequality.
5.1 Inf-sup condition
In this section, we will prove an inf-sup condition for the bilinear form bDG(v, q, q̂). We will assume the
continuous inf-sup condition holds for b(v, q). That is, for any q ∈ L20(Ω), we have
sup
u∈H10 (Ω)
b(u, q)
‖u‖H1(Ω) ≥ β‖q‖L
2(Ω). (15)
We will also assume the following independence condition for the multiscale basis. For every coarse block
Ki ∈ T H , there are at least 4 basis functions, denoted by φi,offj , j = 1, 2, 3, 4, in the local offline space V ioff
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Figure 6: Stokes problem for perforated domain with large inclusions. Numerical solution for Example 1.
Top: x-component of velocity. Bottom: y-component of velocity. Left: Fine-scale solution. Middle: Coarse-
scale solution with 8 basis, non-oversampling. Right: Coarse-scale solution with 16 basis, non-oversampling.
such that there are coefficients djk such that∫
El
( 4∑
j=1
djkφ
i,off
j
)
· n = δkl, k, l = 1, 2, 3, 4, (16)
for all coarse edges El on the boundary of Ki. We remark that the above independence condition says that
we can construct a function in V ioff with normal component having mean value one on one coarse edge and
mean value zero on the other coarse edges. In particular, for each coarse element Ki, and for every edge
Ej ∈ ∂Ki, there is a basis function Ψj such that
∫
Ej
Ψj · n = 1 and
∫
Ek
Ψj · n = 0 for other coarse edges
Ek ∈ ∂Ki.
The next lemma is the main result of this section.
Lemma 5.2. For all q ∈ QH and q̂ ∈ Q̂H , we have
‖(q, q̂)‖Q ≤ Cinfsup sup
v∈VH
bDG(v, q, q̂)
‖v‖A (17)
where Cinfsup > 0 is a constant independent of the mesh size, provided the fine mesh size h is small enough.
Proof. Let q ∈ QH and q̂ ∈ Q̂H be arbitrary. By the continuous inf-sup condition (15), there is u ∈ H10 (Ω)2
such that div u = q and ‖u‖H1(Ω) ≤ β−1‖q‖L2(Ω). By the assumption (16), for each coarse element Ki, and
for every edge Ej ∈ ∂Ki, there is a basis function Ψj such that
∫
Ej
Ψj · n = 1, and
∫
Ek
Ψj · n = 0 for other
15
Figure 7: Stokes problem for perforated domain with large inclusions. Numerical solution for Example 2.
Top: x-component of velocity. Bottom: y-component of velocity. Left: Fine-scale solution. Middle: Coarse-
scale solution with 4 basis, non-oversampling. Right: Coarse-scale solution with 16 basis, non-oversampling.
coarse edges Ek ∈ ∂Ki. Note that we suppress the dependence of Ψj on i to simplify the notations. Then
we define v1 ∈ V off by
v1 =
∑
Ki∈T H
∑
Ej∈∂Ki
cj,iΨj , with cj,i =
∫
Ej
u · n. (18)
It is clear that ∫
Ej
v1 · n =
∫
Ej
u · n, and
∫
Ek
v1 · n = 0.
In addition, we define v1 so that
∫
E
v1 · n = 0 for all boundary edges E ∈ ∂Ω. We also choose the normal
vectors in (18) so that the average jumps of v1 · n across all interior coarse edges are zero. This condition
can be achieved by choosing a fixed normal direction for each coarse edge in the definition (18). By the
definition of bDG, integration by parts and using the definition of v1, we have
bDG(v1, q, q̂) = b(u, q) = ‖q‖2L2(Ω).
Next, we will show that ‖v1‖A ≤ α‖q‖L2(Ω) for some positive constant α. We define the energy Dj of the
basis function Ψj by
Dj :=
∫
Ki
|∇Ψj |2 + 1
h
∫
∂Ki
|Ψj |2.
So, by the definition of ‖ · ‖A, the trace inequality and the continuous inf-sup condition,
‖v1‖2A ≤
∑
Ki∈T H
∑
Ej∈∂Ki
c2j,iDj . α‖q‖2L2(Ω),
16
Figure 8: Stokes problem for perforated domain with small inclusions. Numerical solution for Example 2.
Top: x-component of velocity. Bottom: y-component of velocity. Left: Coarse-scale solution with 16 basis,
non-oversampling. Right: Coarse-scale solution with 16 basis, oversampling with 4 fine layers.
where we define
α = max
Ki∈T H
max
Ej∈∂Ei
Dj .
On the other hand, we can choose v2 ∈ V off such that∫
Ej
v2 · n = 1
2
(hH)q̂, and
∫
Ek
v2 · n = 0
if Ej is an interior edge, or ∫
Ej
v2 · n = (hH)q̂, and
∫
Ek
v2 · n = 0
if Ej is a boundary edge, where n is the outward normal vector on the boundary of Ki. This can be achieved
by defining
v2 =
∑
Ki∈T H
∑
Ej∈∂Ki
dj,iΨj , with dj,i = σ(hH)q̂ (19)
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where σ = 1 or σ = 1/2 depending on the location of the coarse edge Ej . Thus, we have∫
Ej
[v2] · n = (hH)q̂
on all interior coarse edges. By the definition of bDG,
bDG(v2, q, q̂) = −
∑
K∈T H
∫
K
q div v2 + h
∑
E∈EH
‖q̂‖2L2(E).
We can show that ‖v2‖2A ≤ C1α(hH)h
∑
E∈EH ‖q̂‖2L2(E) using arguments similar as above, where the constant
C1 is independent of the mesh size.
Finally, we let v = α1v1 + v2 ∈ V off. Then
bDG(v, q, q̂) = α1‖q‖2L2(Ω) −
∑
K∈T H
∫
K
q div v2 + h
∑
E∈EH
‖q̂‖2L2(E).
Using the Young’s inequality, we have
bDG(v, q, q̂) ≥ α1‖q‖2L2(Ω) −
1
2C1α(hH)
∑
K∈T H
∫
K
div v22 −
C1α(hH)
2
∑
K∈T H
∫
K
q2 + h
∑
E∈EH
‖q̂‖2L2(E)
which implies
bDG(v, q, q̂) ≥ (α1 − C1α(hH)
2
)‖q‖2L2(Ω) +
1
2
h
∑
E∈EH
‖q̂‖2L2(E).
Taking α1 = C1α(hH) and assuming that the fine mesh size h is small enough so that C1α(hH) = O(1), we
obtain
bDG(v, q, q̂) ≥ C‖(q, q̂)‖2Q
where C is a constant independent of the mesh size. Moreover,
‖v‖2A . α21‖v1‖2A + ‖v2‖2A . α21α‖q‖2L2(Ω) + α1h
∑
E∈EH
‖q̂‖2L2(E).
Thus, choosing h small enough, we have ‖v‖2A . ‖(q, q̂)‖2Q.
5.2 Convergence results
In this section, we will derive an error estimate between the fine scale solution uh and coarse scale solution
uH . First, we construct a projection of the fine grid velocity in the snapshot space, and estimate the error
for this projection. Second, we will estimate the difference between this projection and coarse scale velocity.
Combine these two errors, we obtain the results as desired.
Theorem 5.3. Let uh be the fine scale velocity solution in (6), and uH be the coarse scale velocity solution
of (5). The following estimate holds
‖uh − uH‖2A .
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2 +H2‖f‖2L2(Ω),
where usnap is the snapshot solution defined in (20).
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Proof. Let (uh, ph) ∈ V DGh ×QH be the fine scale solution satisfying (6). We will next define a projection,
denoted usnap, of uh in the snapshot space Vsnap. For each coarse element K, the restriction of usnap on K
is defined by solving
−∆usnap +∇psnap = 0, in K
div usnap = c, in K
usnap = uh, on ∂K
(20)
where psnap is a constant, and c is chosen by the compatibility condition, c =
1
|K|
∫
∂K
uh · nds. We remark
that usnap is obtained on the fine grid, and we therefore have usnap ∈ Vsnap. We define uoff as the projection
of usnap in the offline space VH . Using [14], we obtain
‖usnap − uoff‖2A ≤
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2. (21)
Next, by comparing (5) and (6), we have
aDG(uh − uH , v) + bDG(v, ph − pH , p̂h − p̂H) = 0,
bDG(uh − uH , q, q̂) = 0,
(22)
for all v ∈ VH , q ∈ QH , q̂ ∈ Q̂H . Then, using the inf-sup condition (17) and standard arguments, we have
‖uh − uH‖A . ‖uh − uoff‖A. (23)
Finally, we define uh = usnap + u0, where u0 = uh − usnap. Then (22) and (21) imply that
‖uh − uH‖2A .
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2 + ‖u0‖2A. (24)
By (6), we have
aDG(u0, v) = −aDG(usnap, v) + (f, v) +
∫
ΓD
(γ
h
gD · v − ((∇v)n) · gD
)
− bDG(v, ph, p̂h) (25)
for all v ∈ V DGh . By the definition of u0, we see that u0 = 0 on ∂K for all coarse element K ∈ T H . Thus,
using (13) and taking v = u0 in (25), we have
‖∇u0‖2A . −aDG(usnap, u0) + (f, u0). (26)
Notice that
(f, u0) =
∑
K∈T H
∫
K
f u0 ≤
∑
K∈T H
‖f‖L2(K) ‖u0‖L2(K) . H
∑
K∈T H
‖f‖L2(K) ‖∇u0‖L2(K) (27)
where the last inequality follows from the Poincare inequality. So, we obtain
(f, u0) . H‖f‖L2(Ω) ‖u0‖A. (28)
By the definition of aDG and u0, we have
aDG(usnap, u0) =
∫
Ω
∇usnap : ∇u0 −
∑
E∈EH
∫
E
{(∇u0)n} · [usnap].
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Notice that [usnap] = [uh] for all E. Thus, by the results in [14], we obtain∑
E∈EH
∫
E
{(∇u0)n} · [usnap] . ‖u0‖A
( 1
h
∑
E∈EH
∫
E
|[uh]|2
) 1
2
. (29)
By the variational form of (20), we have, for all coarse elements K∫
K
∇usnap : ∇u0 =
∫
K
psnap div u0 = 0
since psnap is a constant and u0 = 0 on ∂K. Combining the above results, we have
‖u0‖2A .
N∑
i=1
H
λ
(i)
Li+1
(1 +
H
hλ
(i)
Li+1
)
∫
∂Ki
|(∇usnap)n|2 +H2‖f‖2L2(Ω). (30)
This completes the proof.
6 Conclusion
In this paper, we develop a new GMsFEM for Stokes problems in perforated domains. The method is based
on a discontinuous Galerkin formulation, and constructs local basis functions for each coarse region. The
construction of basis follows the general framework of GMsFEM by using local snapshots and local spectral
problems. In addition, we use a hybridized technique in order to achieve mass conservation. Our numerical
results show that only a few basis functions per coarse region are needed in order to obtain a good accuracy.
We also show numerically that the multiscale solution satisfies the mass conservation property. Furthermore,
we prove the stability and the convergence of the scheme. In the future, we plan to develop adaptivity ideas
[18, 21] for this method.
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