Abstract. We prove a versions of amplitude inequalities of Iversen, Foxby and Iyengar, and Frankild and Sather-Wagstaff that replace finite generation conditions with adic finiteness conditions. As an application, we prove that a local ring R of prime characteristic is regular if and only if for some proper ideal b the derived local cohomology complex RΓ b (R) has finite flat dimension when viewed through some positive power of the Frobenius endomorphism.
This work is part 3 of a series of papers exploring notions of support and finiteness of R-complexes. It builds on our previous papers [27, 29] , and it is used in the papers [25, 26, 28] . It is heavily influenced by Foxby and Iyengar's paper [10] and the non-local extension in [11] .
A major point of [10] is to prove an amplitude inequality extending a result of Iversen [15] to the realm of unbounded complexes. This implies that, given a local ring homomorphism R → S with complexes X ∈ D f (R) and F ∈ D f b (S) such that F ≃ 0 and fd R (F ) < ∞, then one has X ∈ D b (R) if and only if F ⊗ L R X ∈ D b (R); that is, one has H i (X) = 0 for |i| ≫ 0 if and only if Tor R i (F, X) = 0 for |i| ≫ 0. This is extended to the non-local arena in [11] .
In the current paper, we extend these and other results to the realm of complexes that do not necessarily have finitely generated homology modules, but instead have finitely generated Koszul homology modules and restricted support. These are the "adically finite complexes", introduced in [29] . For instance, an R-module M is a-adically finite if it is a-torsion and has H i (K ⊗ R M ) finitely generated for all i. See Definition 2.4 for the general definition. In this context, our generalization of the results from the previous paragraph is the following, which is a consequence of Theorem 4.1 below. Theorem 1.1. Let ϕ : R → S be a ring homomorphism such that aS = S, and let ϕ * be the induced map Spec(S) → Spec(R). Let F ∈ D b (S) be aS-adically finite such that fd R (F ) < ∞ and ϕ * (supp S (F )) ⊇ V(a) m-Spec(R). Let X ∈ D(R) be such that supp R (X) ⊆ V(a) and K ⊗ The point of this and most of the other results of this paper is that, in the presence of reasonable support conditions, one can relax homologically finite assumptions to adically finite assumptions. Sections 3-5 contains numerous results akin to Theorem 1.1, with various derived functors and finiteness conditions. It should be reiterated that these results are all applied in our subsequent work, especially in [25] . We also note that many of the results of Section 3 are new even when the adically finite condition is replaced with the more restrictive assumption of being in D f b (R). For instance, the next result is a special case of Theorem 3.15. Theorem 1.2. Let F ∈ D f b (R) be such that fd R (F ) < ∞. Let Z ∈ D(R) be such that supp R (Z) ⊆ supp R (F ). One has Z ∈ D b (R) if and only if F ⊗ L R Z ∈ D b (R). Section 6 applies these results to the study of homological properties of local ring homomorphisms. For instance, the next result, contained in Theorem 6.2, is a significant extension of [10, Theorem 3.3] . Theorem 1.3. Let (R, m) be a local ring of prime characteristic, and let ϕ : R → R be the Frobenius endomorphism. For an R-complex X, let ϕ t X denote the complex X viewed as an R-complex by restriction of scalars along the n-fold composition ϕ t . Then the following conditions are equivalent.
(i) R is regular.
(ii) ϕ t is flat for each integer t 1. (iii) One has fd R ( ϕ t RΓ b (R)) < ∞ for some integer t 1 and some ideal b ⊆ m.
(iv) One has fd R ( ϕ t F ) < ∞ for some integer t 1 for some b-adically finite R-complex F ≃ 0 with fd R (F ) < ∞ for some ideal b ⊆ m.
Here RΓ b (R) is the derived local cohomology complex with respect to b. Further applications are contained in the subsequent [25] .
It is worth noting that there are a number of substitutes for homological finiteness (e.g., for finite generation of modules) in the literature. For instance, Simon [30] considers (complexes of) a-adically complete modules. We observe that if X ∈ D(R) is such that co-supp R (X) ⊆ V(a), then X is isomorphic in D(R) to a complex of flat complete R-modules, namely, the complex Λ a (F ) ≃ LΛ a (X) ≃ X where F ≃ X is a semi-flat resolution; see Fact 2.2. However, our a-adically finite complexes are different from this. Indeed, let (R, m, k) be a local ring of positive depth. The injective hull E := E R (k) is not m-adically separated, so it is not isomorphic in D(R) to a complex of complete R-modules. On the other hand, E is m-adically finite by [29, Proposition 7.8(b) ].
Another replacement for homological finiteness is Porta, Shaul, and Yekutieli's notion of cohomological cofiniteness, from [24] . The difference between this notion and ours is discussed in depth in [28, Section 6].
Background
Derived Categories. We expand our menagerie of categories from the introduction to include the next full triangulated subcategories of D(R). D + (R): objects are the complexes X with H i (X) = 0 for i ≪ 0. D − (R): objects are the complexes X with H i (X) = 0 for i ≫ 0. Doubly ornamented subcategories are intersections, e.g.,
Homological Dimensions. An R-complex F is semi-flat 1 if it consists of flat Rmodules and the functor F ⊗ R − respects quasiisomorphisms, that is, if it respects injective quasiisomorphisms (see [2, 1.2.F]). A semi-flat resolution of an R-complex X is a quasiisomorphism F ≃ − → X such that F is semi-flat. An R-complex X has finite flat dimension if it has a bounded semi-flat resolution; specifically, we have
The projective and injective versions of these notions are defined similarly.
For the following items, consult [2, Section 1] or [3, Chapters 3 and 5]. Bounded below complexes of flat modules are semi-flat, bounded below complexes of projective modules are semi-projective, and bounded above complexes of injective modules are semi-injective. Semi-projective R-complexes are semi-flat. Every R-complex admits a semi-projective (hence, semi-flat) resolution and a semi-injective resolution.
Derived Local (Co)homology. The next notions go back to Grothendieck [13] and Matlis [20, 21] ; see also [1, 19] . Let Λ a denote the a-adic completion functor, and let Γ a be the a-torsion functor, i.e., for an R-module M we have
The associated left and right derived functors (i.e., derived local homology and cohomology functors) are LΛ a (−) and RΓ a (−). Specifically, given an R-complex X ∈ D(R) and a semi-flat resolution F ≃ − → X and a semi-injective resolution X ≃ − → I, then we have LΛ a (X) ≃ Λ a (F ) and RΓ a (X) ≃ Γ a (I).
Support and Co-support. The following notions are due to Foxby [9] and Benson, Iyengar, and Krause [5].
Definition 2.1. Let X ∈ D(R). The small and large support and small co-support of X are
where κ(p) := R p /pR p . We have a notion of Co-supp R (X), as well, but do not need it here.
Much of the following is from [9] when X and Y are appropriately bounded and from [4, 5] in general. We refer to [29] as a matter of convenience. 
In addition, we know that supp R (X) ⊆ V(a) if and only if X ≃ RΓ a (X) if and only if each homology module H i (X) is a-torsion, by [ [16, 17] , and Melkersson [22] . (
for some (equivalently for every) finite generating sequence y of a.
is a-adically finite if it satisfies the equivalent conditions of Fact 2.3 and supp R (X) ⊆ V(a).
, then we have supp R (X) = V(b) for some ideal b, and it follows that X is a-adically finite whenever a ⊆ b. (The case a = 0 is from [29, Proposition 7.8] , and the general case follows readily.) (b) K and RΓ a (R) are a-adically finite, by [ 
Bookkeeping. We use some convenient accounting tools, due in this generality to Foxby and Iyengar [8, 10] .
Definition 2.7. The supremum, infimum, amplitude, a-depth, and a-width of an R-complex Z are 
Koszul Complexes. We refer to parts of the following as the "self-dual nature" of the Koszul complex. 
Bounding Homology I: Maximal Support
In this section, we extend results from [8, 10, 11] to the adically finite arena.
Bounding by Ext. We begin with two improvements of a result from [8] to the adically finite realm. Note that each of these results assumes enough boundedness on X and Y to imply that RHom R (X, Y ) ∈ D − (R), in contrast with other results below. The point of our results is to give specific ranges for non-vanishing homology. For instance, Proposition 3.1, in conjunction with Fact 2.8(c), implies that
2 Also, as far as we know, the non-trivial implication in part Proposition 3.1 (b) does not follow just from support considerations; and similarly for other results below.
by Fact 2.6. Thus, the desired inequality is from [8, Proposition 2.2]. The conditions Y ∈ D − (R) and Y ≃ 0 imply that sup(Y ) ∈ Z. Note that we do not need to make a similar assumption for X, since the condition a = R implies that supp R (X) = V(a) = 0, so we have X ≃ 0, and thus sup(X), inf(X) ∈ Z.
3 Note that complexes in [8] are indexed cohomologically, so one has to translate [8, Proposition 2.2] carefully.
Now we prove the inequality sup(Y )
, so the above claim explains the second step in the next display.
The first step is from Fact 2.10(a) because supp R (X) ⊆ V(a). The third step is by adjointness
, and the fourth step is from Fact 2.8(c). The last step is due to the equality inf(K) = 0.
(b) The forward implication is standard. For the converse, assume that we have
Our assumptions guarantee that sup(X) ∈ Z, so we conclude that sup(
Proof. The desired inequality follows from the next sequence.
The first inequality is from Fact 2.8(c), and the second inequality is from tensorevaluation 2.9. Fact 2.2 implies that supp
, so the third inequality is from Proposition 3.1(a). The fourth inequality is from Fact 2.11(a).
Our next results are more along the lines of Theorem 1.1 from the introduction: in the presence of support and (adic) finiteness assumptions, boundedness or triviality of RHom R (P, Y ) implies the same for Y . See Lemma 3.10 for an improvement on the following.
Proof. Note first that the conditions 0 ≃ P ∈ D f b (R) imply that supp R (P ) = V(a) for some a = R.
(a) Because of the assumption supp R (Y ) ⊆ V(a), the first step in the next sequence is from Fact 2.10(a).
The second and third steps are from [10, Propositions 2.10 and 4.6]; note that the third step uses the assumption supp R (P ) = V(a). For the fourth step, we use the conditions 
with the next sequence
where the assumption supp R (P ) = V(a) is used.
(b)-(c) Our assumptions on P imply that inf(P ), sup(P ) ∈ Z. Thus, the desired conclusions follow directly from part (a) because of Fact 2.8(a). 4 See Theorem 3.11 for an improvement on our next result. It should be noted that the condition supp R (Y ) ⊆ V(a) is a bit strange to us: given the co-support formula in Fact 2.2, it would seem more natural to assume co-supp R (Y ) ⊆ V(a); see, however, Theorem 3.6.
The following alternate proof of part (c) is worth noting. By Hom-evaluation [2, Lemma 4.4(I)], the assumptions on P provide an isomorphism This explains the first step in the next display.
The second and last steps are by Fact 2.8(c). The fourth step is from Lemma 3.3(a),
The third step is from the evaluation and adjunction isomorphisms
(b)-(c) Note that our assumptions on P imply that 0 ≃ P ∈ D b (R), so we have inf(P ), sup(P ) ∈ Z. Thus, the desired conclusions follow directly from part (a) because of Fact 2.8(a). Remark 3.5. As in [29] , Theorem 3.4 has the following consequences. Let P ∈ D b (R) be a-adically finite with pd R (P ) < ∞ and V(a) = supp R (P ). Let f : X → Y be a morphism in D(R) with supp R (X), supp R (Y ) ⊆ V(a). Then f is an isomorphism if and only if RHom R (P, f ) is an isomorphism. We resist the urge to document every possible variation on this theme, here and elsewhere in the paper.
Each result like Theorem 3.4 has a version for P ∈ D f b (R) Like Lemma 3.3. While most of these results are new, we resist the urge to document them all, for the sake of brevity. See Theorem 3.13 for an improvement of the next result. Theorem 3.6. Let P ∈ D b (R) be a-adically finite such that pd R (P ) < ∞ and
Proof. It suffices to prove part (a). To this end, the first step in the next sequence is from Fact 2.8(c).
The second step is by tensor-evaluation 2.9, and the third step follows from Theorem 3.4(a) since we have supp
. The last step is from Fact 2.11(a).
Bounding by Tor. Here is a version of Propositions 3.1-3.2 for Tor. As with those results, the point is to guarantee the existence of non-zero Tor-modules, when one assumes enough boundedness on X and
The second and fifth steps are from the faithful injectivity of E, and the third step is from adjointness. For the fourth step, note that a annihilates the homology
, the fourth step follows from Proposition 3.1(a). The sixth step is from Fact 2.10(a).
Assume next that co-supp R (Y ) ⊆ V(a). The first step in the next display is from Fact 2.8(c).
, the second step follows from the previous paragraph. The third step is from Fact 2.11(a).
(b) This follows from part (a), using Fact 2.8(b).
We continue with more results along the lines of Theorem 1.1 See Theorem 3.16 below for an improvement. 
The second step is from Hom-tensor adjointness. The third step is from Theorem 3.4(a), since [27, Theorem 6.1] implies pd R (F ) < ∞. Now we deal with the general case. The complex Z ⊗
Thus, the previous paragraph explains the second step in the next sequence.
The first step is from Fact 2.8(c), and the third step is from Fact 2.11(a), wherein our co-support assumption is used.
(b)-(c) These follow from part (a) and Fact 2.8(c).
See Theorem 3.15 for an improvement of the next result.
Thus, Theorem 3.8(a) explains the second step in the next sequence.
The first and third steps are from Facts 2.8(c) and 2.10(a).
Ext Revisited. Each of the preceding results of this section deals with only one invariant, either sup(RHom R (P, Y )) or inf(F ⊗ L R Z). We now show how to use these results to bootstrap our way to other invariants, e.g., inf(RHom R (P, Y )) and sup(F ⊗ L R Z), beginning with an improvement of Theorem 3.4. Lemma 3.10. Let P ∈ D b (R) be a-adically finite such that p ≃ 0 and pd
(b) For * ∈ {+, −, b}, one has Y ∈ D * (R) if and only if RHom R (P, Y ) ∈ D * (R).
Proof. In light of Fact 2.8 and Lemma 3.3(a), it suffices to prove the first inequality in part (a). Set P * := RHom R (P, R) which is in D f b (R) and has pd R (P * ) < ∞. Also, from Fact 2.8(c), we have sup(P * ) − inf(P ), and thus the last step in the next sequence.
The first step is from Fact 2.10(a). The second step is by Theorem 3.8(a), since
The third step is from Fact 2.8(c), and the fourth step is from the isomorphisms
Theorem 3.11. Let P ∈ D b (R) be a-adically finite such that pd R (P ) < ∞ and
(a) There are inequalities Proof. In light of Fact 2.8 and Theorem 3.4(a), it suffices to prove the first inequality in part (a). To this end, we apply Lemma 3.10(a) to the complex RHom R (K, P ) ∈ D f b (R). For this, note that pd R (RHom R (K, P )) < ∞ and RHom R (K, P ) ≃ Σ −n K ⊗ L R P by Fact 2.9. It follows by assumption that
Thus, Lemma 3.10(a) explains the first step in the next display.
The second step is from Hom-evaluation 2.9 and the isomorphism RHom R (K, P ) ≃ Σ −n K ⊗ L R P noted above. The third step is straightforward, and the fourth one is from Fact 2.8(c).
The next result follows directly from Theorems 3.4 and 3.11 in the special case F = RΓ a (R). In it we use the notation cd a (R) := − inf(RΓ a (R)), which is the cohomological dimension of R with respect to a and the standard interpretation depth a (R) = − sup(RΓ a (R)) of depth in terms of local cohomology. Next, we improve on Theorem 3.6.
Theorem 3.13. Let P ∈ D b (R) be a-adically finite such that pd R (P ) < ∞ and
(a) There are inequalities
Proof. Because of Theorem 3.6(a), we need only prove the first inequality of part (a).
Since we have co-supp R (RHom R (P, Y )) ⊆ supp R (P ) = V(a), the first step in the next sequence is from Fact 2.11(a).
The second step is by tensor-evaluation 2.9, and the third step follows from Theorem 3.11(a) since we have supp
(a). The last step is from Fact 2.11(a).
Remark 3.14. Note that we do not bother to state the special case F = RΓ a (R) of Theorem 3.13, in contrast with Corollary 3.12. The reason is that Theorem 3.13 is trivial in this case. Indeed, the assumption co-supp Tor Revisited. Our next result improves upon Theorem 3.9 and contains Theorem 1.2 from the introduction.
Proof. Recall that [27, Theorem 6.1] implies pd R (F ) < ∞. Let E be a faithfully injective R-module, and set (−) ∨ := RHom R (−, E). It follows from Fact 2.2 that co-supp R (Z ∨ ) ⊆ supp R (Z) ⊆ V(a). Thus, the third step in the next display is from Theorem 3.13(a).
The first and last steps follow from the fact that E is faithfully injective, and the second step is from Hom-tensor adjointness. This explains the second inequality of part (a). The rest of the result follows from Theorem 3.9.
To conclude this section, we improve on Theorem 3.8; the corollary is the special case F = RΓ a (R). 
sup(F ⊗
The remaining steps are by Theorem 3.15(a) and Fact 2.11(a). 
Bounding Homology II: Over a Ring Homomorphism
We continue with the theme from the previous section. For instance, the next result, containing Theorem 1.1 from the introduction, is similar to Theorem 3.15, the differences being fewer restrictions on F and more restrictions on X. For perspective on the assumption ϕ * (supp S (F )) ⊇ V(a) m-Spec(R), note that [27, Proposition 5.6] implies that this condition is less restrictive than the seemingly more natural condition supp R (F ) ⊇ V(a) m-Spec(R). Also, technically, the complex X ⊗ L R F in the next result should be written X ⊗ L R Q(F ) where Q : D(S) → D(R) is the forgetful functor, and similarly for fd R (F ). We choose not to do this, in order to avoid cumbersome notation.
Theorem 4.1. Let ϕ : R → S be a ring homomorphism such that aS = S, and let F ∈ D b (S) be aS-adically finite such that fd R (F ) < ∞ and ϕ
(a) There are inequalities 
For the general case, set
We apply the previous case to the complexes
For this, we need to check the support conditions for these complexes. For the first one, we have
is even easier. The first inequality in the next sequence is from Fact 2.8(c).
The second step is from the isomorphism
R X) and the third step is from the first paragraph of this proof. The fourth step is a combination of Facts 2.8(c) and 2.10(a). This explains the inequality (4.1.1), while (4.1.2) follows similarly:
The remaining conclusions from the statement of the theorem follow readily.
Next, we have a version of Theorem 4.1 for co-support. It is proved like Theorem 4.1, using Fact 2.11(a) instead of 2.10(a).
Theorem 4.2. Let ϕ : R → S be a ring homomorphism such that aS = S, and let F ∈ D b (S) be aS-adically finite such that fd R (F ) < ∞ and ϕ
(a) There are inequalities Ext Re-revisited. The previous two theorems yield more results about RHom. We begin with two results for P ∈ D f b (R). These are extended to the adically finite setting in Theorems 4.5 and 4.6 below.
(b) One has X ≃ 0 if and only if RHom R (P, X) ≃ 0.
(c) For * ∈ {+, −, b}, one has X ∈ D * (R) if and only if RHom R (P, X) ∈ D * (R).
Proof. Set P * := RHom R (P, R). The assumptions P ∈ D f b (R) and pd R (P ) < ∞ imply that P ≃ RHom R (P * , R). In particular, we have P ≃ 0 if and only if P * ≃ 0. For any prime ideal p ∈ Spec(R), it follows that P p ≃ 0 if and only if (P * ) p ≃ 0, so we have Supp R (P ) = Supp R (P * ), that is, supp R (P ) = supp R (P * ) since P, P * ∈ D f b (R). In the next sequence of isomorphisms, the second step is Hom-evaluation [2, Lemma 4.4(I)]
and the other steps are routine. In light of the next (in)equalities
the desired conclusions follow from Theorem 4.1, with ϕ = id R : R → R.
Proof. Argue as for Corollary 4.3, using Theorem 4.2.
Again, in contrast with the results of Section 3, the point of the next results is that we assume less for P but more for X. Theorem 4.5. Let P ∈ D b (R) be a-adically finite such that pd R (P ) < ∞ and
(a) There are inequalities inf(RHom R (P, X)) inf(X) − inf(P ) + 3n (4.5.1)
amp(X) + inf(P ) − pd R (P ) − 5n amp(RHom R (P, X)).
(b) One has X ≃ 0 if and only if RHom R (P, X) ≃ 0. (c) For * ∈ {+, −, b}, one has X ∈ D * (R) if and only if RHom R (P, X) ∈ D * (R).
Proof. We verify (4.5.1) and (4.5.2), using the Hom-evaluation isomorphism
in D(R); see Fact 2.9. This explains the second step in the next sequence.
The first step is by Fact 2.8(c).
Note that we have RHom R (K, P ) ∈ D f b (R), by assumption. Also, we have the self-dual isomorphism
from Fact 2.9. Thus, in the next sequence, the first step is from Fact 2.2.
The last step is by assumption, since supp R (K) = V(a). Now we compute. The first step in the next sequence is from (4.5.4)
The second step is from Fact 2.8(c), and the third follows from the equality inf(K) = 0. This explains the third inequality in the next sequence
The second inequality here is from Corollary 4.3, and the first one is from the first paragraph of this proof. This establishes (4.5.1). For (4.5.2), the first step in the next sequence is from (4.5.4).
The second step is from [2, Theorem 4.1(P)], and the third step is from the equality pd R (Σ −n K) = 0. This explains the last step in the next sequence.
The first step is from Fact 2.8(c), the second one is is from (4.5.3), and the third one is from Corollary 4.3. Theorem 4.6. Let P ∈ D b (R) be a-adically finite such that pd R (P ) < ∞ and
Proof. Argue as for Theorem 4.5, using Corollary 4.4 in place of 4.3.
Bounding Homology III: Modules
The next results show how one can replace a faithfulness hypothesis with appropriate support assumptions, beginning with the projective situation.
Proposition 5.1. Let P be a projective R-module such that
(a) Then we have Supp R (P ) = supp R (P ) ⊇ V(a). (b) There is a projective R-module Q such that P ⊕ Q is faithfully projective and Proof. Being projective, the module P is locally free. It follows readily that we have Supp R (P ) = supp R (P ). This also implies that the characteristic function f : Spec(R) → {0, 1} for Supp R (P ), given by the formula
is locally constant. Thus, there is a decomposition R ∼ = R ′ × R ′′ such that, under the canonical identification Spec(R) = Spec(R ′ ) Spec(R ′′ ), we have Spec(R ′ ) = Supp R (P ). From this, it follows that we have P ∼ = P ′ × 0 for some projective
(We obtain P ′ as the localization of P at the idempotent e 2 = (0, 1).) In particular, P ′ is faithfully projective over R ′ . (a) It remains to show that Supp R (P ) ⊇ V(a), so let p ∈ V(a). Fix a maximal ideal m ⊇ p ⊇ a, so we have
The decomposition Spec(R) = Spec(R ′ ) Spec(R ′′ ) says that we have m = m ′ × R ′′ for some maximal ideal m ′ ∈ m-Spec(R ′ ). Thus, the containment p ⊆ m implies that we have p = p ′ × R ′′ for some prime ideal p ′ ∈ Spec(R ′ ); in other words, we have p ∈ Spec(R ′ ) = Supp R (P ), as desired. (b) We have already seen that P ∼ = P ′ × 0 for some faithfully projective
is faithfully projective. Assume for this paragraph that we have co-supp R (Y ) ⊆ V(a). We prove that this implies that supp R (Y ) ⊆ supp R (P ). The key point here is from [29, Proposition 4.7(b)] which says that supp R (Y ) and co-supp R (Y ) have the same maximal elements with respect to containment. Let p ∈ supp R (Y ), and let q ⊇ p be maximal in supp R (Y ) with respect to containment. It follows that
As in the proof of part (a), the condition p ⊆ q implies that p ∈ supp R (P ).
In the alternate case supp R (Y ) ⊆ V(a), part (a) implies that supp R (Y ) ⊆ supp R (P ). Thus, we assume for the rest of the proof that supp R (Y ) ⊆ supp R (P ) = Spec(R ′ ) = V(e 2 ). It follows that Supp R (Y ) ⊆ V(e 2 ) = Spec(R ′ ) by Fact 2.6. Again localizing at e 2 , we conclude that
. From this we have the following sequence which gives the desired conclusion: 
, so the forward implication in the previous sentence is routine. For the converse, assume that H i (Y ) = 0, and let
It follows that the flat R m -module F m has m ∈ supp Rm (F m ); in other words, F m is faithfully flat over R m . By assumption, we have H i (Y ) m = 0, so
We conclude that H i (F ⊗ R Y ) = 0, as desired. 
The third step here is from Proposition 5.2(a), using the condition supp R (K⊗ L R Y ) ⊆ V(a). The fourth step is from Fact 2.11(a).
For the supremum bound, we argue similarly
using Fact 2.8(c), Proposition 5.2(a), and Fact 2.11(a).
For perspective in the injective versions of this section, we recall the following. Given an injective R-module I ∼ = p∈Spec(R) E R (R/p) (µp) , one has Proof. Assume first that V(a) ⊆ co-supp R (I). Again, it suffices to show that for each i ∈ Z one has H i (RHom R (Y, I)) = 0 if and only if H −i (Y ) = 0. Since I is an injective R-module, we have
so the forward implication in the previous sentence is routine. For the converse, assume that H −i (Y ) = 0, and let p ∈ supp R (H −i (Y )). Note that the condition supp R (Y ) ⊆ V(a) implies that we have
by Fact 2.6. It follows that
We conclude that p ∈ supp R (H −i (Y )) co-supp R (I), so RHom R (H −i (Y ), I) ≃ 0 by Fact 2.2, as desired. Assume next that V(a) m-Spec(R) ⊆ supp R (I). We need to show that V(a) ⊆ co-supp R (I), so let p ∈ V(a). Fix a maximal ideal m of R such that m ⊇ p ⊇ a, so we have m ∈ V(a) m-Spec(R) ⊆ supp R (I) ⊆ co-supp R (I) by the notes preceding the statement of this result. Since we have p ⊆ m ∈ co-supp R (I), these notes also imply that p ∈ co-supp R (I), as desired. Proof. We argue as for Proposition 5.3, using Proposition 5.4. In the next sequence, the first and last steps are from Fact 2.8(c).
The second step here is by Hom-evaluation 2.9. The third step is by Proposition 5.4, since the fact that a annihilates H(RHom R (K, Y )) implies that we have supp R (RHom R (K, Y )) ⊆ V(a). The fourth step is by the self-dual nature 2.9 of K, and the fifth step is routine. This establishes (5.5.1).
For (5.5.2), we being the next sequence with two applications of Fact 2.8(c).
The remaining steps are by Hom-evaluation 2.9, Proposition 5.4, the self-dual nature 2.9 of K, a routine computation, and Fact 2.11(a).
Applications
We end with an indication of some of the applications of our boundedness results, following Foxby and Iyengar [10] . See also [25] for other applications. In particular, the quantities fd Q (R) and fd Q (F ) are simultaneously finite.
Proof. Note that the fact that the map R → S is local implies that aS = S.
The second of our desired inequalities is from [2, Corollary 4.2(bF)]. To verify the first of our desired inequalities, we argue as in [10, Theorem 3.2] , using Theorem 4.1 in place of [10, Theorem 3.1] . The first step in the next display is from Fact 2.8(c).
The second step is from tensor cancellation k ⊗ (i) R is regular.
(ii) ϕ t is flat for each (equivalently, some) integer t 1. (iii) One has fd R ( ϕ t RΓ b (R)) < ∞ for some integer t 1 and some ideal b ⊆ m.
(iv) One has fd R ( 
