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Abstrat
We present a fast, adaptive multiresolution algorithm for applying integral operators
with a wide lass of radially symmetri kernels in dimensions one, two and three.
This algorithm is made eient by the use of separated representations of the kernel.
We disuss operators of the lass (−∆ + µ2I)−α, where µ ≥ 0 and 0 < α < 3/2,
and illustrate the algorithm for the Poisson and Shrödinger equations in dimension
three. The same algorithm may be used for all operators with radially symmetri
kernels approximated as a weighted sum of Gaussians, making it appliable aross
multiple elds by reusing a single implementation.
This fast algorithm provides ontrollable auray at a reasonable ost, ompa-
rable to that of the Fast Multipole Method (FMM). It diers from the FMM by
the type of approximation used to represent kernels and has an advantage of being
easily extendable to higher dimensions.
Key words: Separated representation; multiwavelets; adaptive algorithms; integral
operators.
1 Introdution
For a number of years, the Fast Multipole Method (FMM) [1,2,3℄ has been
the method of hoie for applying integral operators to funtions in dimen-
sions d ≤ 3. On the other hand, multiresolution algorithms in wavelet and
multiwavelet bases introdued in [4℄ for the same purpose were not eient
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enough to be pratial in more than one dimension. Reently, with the in-
trodution of separated representations [5,6,7℄, pratial multiresolution algo-
rithms in higher dimensions [8,9,10,11℄ beame available as well. In this paper
we present a new fast, adaptive algorithm for applying a lass of integral op-
erators with radial kernels in dimensions d = 1, 2, 3, and we briey disuss its
extension to higher dimensions.
In physis, hemistry and other applied elds, many important problems may
be formulated using integral equations, typially involving Green's funtions
as their kernels. Often suh formulations are preferable to those via partial
dierential equations (PDEs). For example, evaluating the integral expressing
the solution of the Poisson equation in free spae (the onvolution of the
Green's funtion with the mass or harge density) avoids issues assoiated with
the high ondition number of a PDE formulation. Integral operators appear
in elds as diverse as eletrostatis, quantum hemistry, uid dynamis and
geodesy; in all suh appliations fast and aurate methods for evaluating
operators on funtions are needed.
The FMM and our approah both employ approximate representations of
operators to yield fast algorithms. The main dierene lies in the type of
approximations that are used. For example, for the Poisson kernel 1/r in
dimension d = 3, the FMM [3℄ uses a plane wave approximation starting from
the integral
1
r
=
1
2π
∫ ∞
0
e−λ(z−z0)
∫ 2π
0
eiλ((x−x0) cosα+(y−y0) sinα)dαdλ, (1)
where r =
√
(x− x0)2 + (y − y0)2 + (z − z0)2. The elegant approximation de-
rived from this integral in [3℄ is valid within a solid angle, and thus requires
splitting the appliation of an operator into diretional regions; the number
of suh regions grows exponentially with dimension. For the same kernel, our
approah starts with the integral
1
r
=
2√
π
∫ ∞
−∞
e−r
2e2s+sds, (2)
and its disretization with nite auray ǫ yields a spherially symmetri
approximation as a weighted sum of gaussians. Other radial kernels an be
similarly treated by a suitable hoie of integrals. The result is a separated
representation of kernels and, therefore, an immediate redution in the ost
of their appliation. This dierene in the hoie of approximation ditates
the dierenes in the orresponding algorithms. In dimension d ≤ 3 both ap-
proahes are pratial and yield omparable performane. The key advantage
of our approah is its straightforward extensibility to higher dimensions [6,7℄.
Given an arbitrary auray ǫ, we eetively represent kernels by a set of ex-
ponents and weights desribing the terms of the gaussian approximation of
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integrals like in (2). The number of terms in suh sum is roughly proportional
to log(ǫ−1), or a low power of log(ǫ−1), depending on the operator. Sine op-
erators are fully desribed up to an auray ǫ by the exponents and weights
of the sum of gaussians, a single algorithm applies all suh operators. These
inlude operators suh as (−∆ + µ2I)−α, where µ ≥ 0 and 0 < α < 3/2,
and ertain singular operators suh as the projetor on divergene-free fun-
tions. Sine many physially signiant operators depend only on the distane
between interating objets, our approah is diretly appliable to problems
involving a wide lass of operators with radial kernels.
We ombine separated and multiresolution representations of kernels and use
multiwavelet bases [12℄ that provide inter alia a method for disretizing inte-
gral equations, as is the ase in quantum hemistry [8,9,11,10℄. This hoie of
multiresolution bases aommodates integral and dierential operators as well
as a wide variety of boundary onditions, without degrading the order of the
method [13,14℄. Multiwavelet bases retain the key desired properties of wavelet
bases, suh as vanishing moments, orthogonality, and ompat support. Due to
the vanishing moments, wide lasses of integro-dierential operators have an
eetively sparse matrix representation, i.e., they dier from a sparse matrix
by an operator with small norm. Some of the basis funtions of multiwavelet
bases are disontinuous, similar to those of the Haar basis and in ontrast to
wavelets with regularity (see e.g. [15,16℄). The usual hoies of saling fun-
tions for multiwavelet bases are either the saled Legendre or interpolating
polynomials. Sine these are also used in the disontinuous Galerkin and dis-
ontinuous spetral elements methods, our approah may also be seen as an
adaptive extension of these methods.
The algorithm for applying an operator to a funtion starts with omputing
its adaptive representation in a multiwavelet basis, resulting in a 2d-tree with
bloks of oeients at the leaves. Then the algorithm adaptively applies the
(modied) separated non-standard form [4℄ of the operator to the funtion by
using only the neessary bloks as ditated by the funtion's tree represen-
tation. We note that in higher dimensions, d ≫ 3, funtions need to be in
a separated representation as well, sine the usual onstrutions via bases or
grids are prohibitive (see [6,7℄).
We start in Setion 2 by realling the basi notions of multiresolution analy-
sis, non-standard operator form and adaptive representation of funtions un-
derlying our development. We then onsider the separated representation for
radially symmetri kernels in Setion 3, and use it to eiently extend the
modied ns-form to multiple spatial dimensions in Setion 4. We pay parti-
ular attention to omputing the band struture of the operator based on one
dimensional information. We use this onstrution in Setion 5 to introdue
the adaptive algorithm for appliation of multidimensional operators in the
modied ns-form, and illustrate its performane in Setion 6. We onsider
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two examples: the Poisson equation in free spae and the ground state of the
Hydrogen atom. We onlude with a brief disussion in Setion 7.
2 Preliminary onsiderations
This setion and Appendix are provided for the onveniene of the reader in
order to keep this paper reasonably self-ontained. We provide bakground
material and introdue neessary notation.
The essene of our approah is to deompose the operator using projetors
on a Multiresolution Analysis (MRA), and to eiently apply its projetions
using a separated representation. We use the deomposition of the operator
into the ns-form [4℄, but we organize it dierently (thus, modied ns-form) to
ahieve greater eieny. This modiation beomes important as we extend
this algorithm to higher dimensions.
In this setion we introdue notation for MRA, desribe the adaptive repre-
sentation of funtions and assoiated data strutures, introdue the modied
ns-form and an algorithm for its adaptive appliation in dimension d = 1 as
bakground material for the multidimensional ase.
2.1 Multiresolution analysis
Let us onsider the multiresolution analysis as a deomposition of L2([0, 1]d)
into a hain of subspaes
V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn ⊂ . . . ,
so that L2([0, 1]d) = ∪∞j=0Vj. We note that our indexing of subspaes (inreas-
ing towards ner sales) follows that in [13℄, and is the reverse of that in [4,15℄.
On eah subspae Vj , we use the tensor produt basis of saling funtions ob-
tained using the funtions φjkl(x) (k = 0, . . . , p− 1) whih we briey desribe
in Appendix.
The wavelet subspaes Wj are dened as the orthogonal omplements of Vj
in Vj−1, thus
Vn = V0 ⊕nj=0 Wj .
Introduing the orthogonal projetor on Vj , Pj : L
2([0, 1]d) → Vj and on-
sidering an operator T : L2([0, 1]d) → L2([0, 1]d), we dene its projetion
Tj : Vj → Vj as Tj = PjTPj. We also onsider the orthogonal projetor
Qj : L
2([0, 1]d)→Wj, dened as Qj = Pj+1 −Pj.
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2.2 Adaptive representation of funtions
Let us desribe an adaptive renement strategy for onstrution multiresolu-
tion representations of funtions f : B → B, where B = [0, 1]d. We proeed
by reursive binary subdivision of the box B, so the basi struture represent-
ing our funtions is a 2d−tree with arrays of oeients stored at the leaves
(terminal nodes) and no data stored on internal nodes. On eah box obtained
via this subdivision, our basis is a tensor produt of orthogonal polynomials of
degree k = 0, . . . , p−1 in eah variable, as desribed in Appendix 8. Therefore,
the leaves arry d-dimensional arrays of pd oeients whih may be used to
approximate funtion values anywhere in the box orresponding to the spatial
region overed by it, via (30) or its equivalent for higher values of d. For on-
iseness, we will often refer to these d-dimensional arrays of oeients stored
at tree nodes as funtion bloks.
This adaptive funtion deomposition algorithm is similar to that used in [17℄.
Suh onstrution formally works in any dimension d. However, sine its om-
plexity sales exponentially with d, its pratial use is restrited to fairly low
dimension, e.g. d . 4. In higher dimensions, alternate representation strate-
gies for funtions suh as [6,7℄ should be onsidered. In high dimensions, these
strategies deal with the exponential growth of omplexity by using ontrolled
approximations that have linear ost in d.
For simpliity, we will desribe the proedure for the one-dimensional ase
sine the extension to dimensions d = 2, 3 is straightforward. Sine we an
not aord to onstrut our representation by starting from a ne sale (es-
peially in d = 3), we proeed by suessive renements of an initial oarse
sampling. This approah may result in a situation where the initial sampling
is insuient to resolve a rapid hange in a small volume; however, in pratial
appliations suh situations are rare and may be avoided by an appropriate
hoie of the initial sampling sale.
Let Bjl = [2
−jl, 2−j(l+1)], l = 0, . . . , 2j − 1, represent a binary subinterval on
sale j. We denote by f jl =
{
f jl (xk)
}p−1
k=0
the vetor of values of the funtion
f on the Gaussian nodes in Bjl . From these values we ompute the oe-
ients
{
sjkl
}p−1
k=0
(see (32) in Appendix) and interpolate f(x) for any x ∈ Bjl
by using (30). We then subdivide Bjl into two hild intervals, B
j+1
2l and B
j+1
2l+1,
and evaluate the funtion f on the Gaussian nodes in Bj+12l and B
j+1
2l+1. We
then interpolate f by using the oeients
{
sjkl
}p−1
k=0
from their parent inter-
val and denote by f˜ j+12l and f˜
j+1
2l+1 the vetors of interpolated values on the
two subintervals. Now, if for a given tolerane ǫ either
∥∥∥f j+12l − f˜ j+12l ∥∥∥ > ǫ or∥∥∥f j+12l+1 − f˜ j+12l+1∥∥∥ > ǫ, we repeat the proess reursively for both subintervals,
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Bj+12l and B
j+1
2l+1; otherwise, we keep the oeients
{
sjkl
}p−1
k=0
to represent the
funtion on the entire interval Bjl . This interval then beomes a leaf in our
tree.
At this stage we use the ℓ∞ norm, thus onstruting an approximation f˜ to
the original funtion f suh that
∥∥∥f − f˜∥∥∥∞ < ǫ, whih immediately implies
that
∥∥∥f − f˜∥∥∥
2
< ǫ. This estimate learly extends to any dimension. One
the approximation with ℓ∞ norm is onstruted, the orresponding tree may
be pruned if an appliation only requires the approximation to be valid in
the ℓ2 norm. We start this proess on the nest sale and simply remove all
bloks whose umulative ontribution is below ǫ. Other norms, suh as H1,
an be aommodated by appropriately weighing the error tolerane with a
sale-dependent fator in the initial (oarse to ne) deomposition proess.
The omplete deomposition algorithm proeeds by following the above reipe,
starting with an initial oarse sale (typially j = 0) and ontinuing reursively
until the stopping riterion is met for all subintervals. In pratie, we hoose a
stopping sale j
max
, beyond whih the algorithm will not attempt to subdivide
any further. Reahing j
max
means that the funtion has signiant variations
whih are not aurately resolved over an interval of width 2−jmax using a basis
of order p. A pseudo-ode listing of this proess is presented as Algorithm 1.
Algorithm 1 Adaptive Funtion Deomposition.
Start at a oarse sale, typially j = 0.
Reursively, for all boxes bj on sale j, proeed as follows:
Construt the list C of 2d hild boxes bj+1 on sale j + 1.
Compute the values of the funtion f(bj) at the pd Gauss-Legendre quadra-
ture nodes in bj .
for all boxes bj+1 ∈ C do
From f(bj), interpolate to the Gauss-Legendre quadrature nodes in bj+1,
produing values f˜(bj+1).
Compute the values of f(bj+1) at the Gauss-Legendre nodes of bj+1, by
diret evaluation.
if
∥∥∥f(bj+1)− f˜(bj+1)∥∥∥∞ > ǫ then
Reursively repeat the entire proess for all boxes bj+1 ∈ C.
end if
end for
# Geting here means that the interpolation from the parent was suessful
for all hild boxes. We store the parent's oeients from bj in the funtion
tree.
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(a) Funtion.
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(b) Pointwise error.
Nnod = 8, ǫ = 1.0e− 04, Nblocks = 17
() Adaptive tree
Nnod = 8, ǫ = 1.0e− 04, Nblocks = 33
(d) Redundant tree
Figure 1. The funtion f(x) = sin(16πx6) shown in (a), is deomposed with p = 8
and ǫ = 10−4; (b) shows the pointwise approximation error. () is the resulting adap-
tive tree, where smaller subdivisions are required in regions with higher frequeny
ontent. (d) is the redundant tree assoiated with this adaptive deomposition, where
all internal nodes have been lled with data.
2.2.1 Tree strutures for representing funtions
The deomposition Algorithm 1 naturally leads to a tree data struture to
represent funtions, with the leaves of the tree orresponding to the spatial
intervals over whih the multiwavelet basis provides a suiently aurate
loal approximation. By using (30) or its higher-dimensional extensions, the
only data needed to approximate f(x) anywhere in B is the array of basis
oeients on these leaves. Thus we use a tree struture where the leaves
store these oeients and the internal nodes do not ontain any data (and
are eetively removed sine we use hash tables for storage). We will refer
to this struture as an adaptive tree. Eah level in the tree orresponds to a
sale in the MRA, with the root node orresponding to the oarsest projetion
f0 ∈ V0.
Now, in order to apply the modied non-standard form of an operator to a
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funtion, we will show in the next setion that we also need the basis oe-
ients orresponding to internal nodes of the tree. Hene, from the adaptive
tree data struture we will ompute a similar tree but where we do keep the
oeients of saling funtions on all nodes (leaves and internal).
The oeients on the internal nodes are redundant sine they are omputed
from the funtion bloks stored in the leaves. We will thus refer to the tree
ontaining oeients on all nodes as a redundant tree. It is onstruted re-
ursively starting from the leaves, by projeting the saling oeients from
all sibling nodes onto their parent node, using the deomposition (41).
Figure 1 shows both the adaptive and the redundant trees for a sample fun-
tion. This gure displays the oarsest sales at the bottom and progressively
ner ones further up, with lled boxes representing nodes where saling o-
eients are stored and empty boxes indiating nodes with no data in them
(these do not need to be atually stored in the implementation).
2.3 Modied ns-form
The non-standard form [4℄ (see also [13℄ for the version speialized for multi-
wavelets) of the operator T is the olletion of omponents of the telesopi
expansion
Tn = (Tn−Tn−1)+(Tn−1−Tn−2)+ · · ·+T0 = T0+
n−1∑
j=0
(Aj+Bj+Cj), (3)
where Aj = QjTQj, Bj = QjTPj, and Cj = PjTQj. The main property
of this expansion is that the rate of deay of the matrix elements of the op-
erators Aj, Bj and Cj away from the diagonal is ontrolled by the number
of vanishing moments of the basis and, for a nite but arbitrary auray ǫ,
the matrix elements outside a ertain band an be set to zero resulting in an
error of the norm less than ǫ. Suh behavior of the matrix elements beomes
lear if we observe that the derivatives of kernels of Calderón-Zygmund and
pseudo-dierential operators deay faster than the kernel itself. If we use the
Taylor expansion of the kernel to estimate the matrix elements away from the
diagonal, then the size of these elements is ontrolled by a high derivative of
the kernel sine the vanishing moments eliminate the lower order terms [4℄.
We note that for periodi kernels the band is measured as a periodi distane
from the diagonal, resulting in lled-in `orners' of a matrix representation.
Let us introdue notation to show how the telesopi expansion (3) is used
when applying an operator to a funtion. If we apply the projetion of the
operator Tj−1 not on its natural sale j − 1, but on the ner sale j, we
denote its upsampled version as ↑ (Tj−1). In the matrix representation of
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Tj−1, this operation results in the doubling of the matrix size in eah diretion.
This upsampling ↑ (·) and downsampling ↓ (·) notation will also be used for
projetions of funtions.
With this notation, omputing g = Tf via (3) splits aross sales,
gˆ0 = T0f0
gˆ1 = [T1− ↑ (T0)]f1
gˆ2 = [T2− ↑ (T1)]f2 (4)
. . . . . . . . .
gˆj = [Tj− ↑ (Tj−1)]fj
. . . . . . . . .
where fj = Pjf .
As in the appliation of the usual ns-form in [4℄, to obtain gn after building
the set {gˆ0, gˆ1, . . . , gˆn}, we have to ompute
gn = gˆn+ ↑ (gˆn−1+ ↑ (gˆn−2+ ↑ (gˆn−3 + . . .+ (↑ gˆ0) . . .))) . (5)
The order of the parentheses in this expression is essential, as it indiates the
order of the atual operations whih are performed starting on the oarsest
subspae V0. For example, if the number of sales n = 4, then (5) yields
g4 = gˆ4+ ↑ (gˆ3+ ↑ (gˆ2+ ↑ (gˆ1 + (↑ gˆ0)))), desribing the sequene of neessary
operations.
Unfortunately, the sparsity of the non-standard form indued by the vanishing
moments of bases is not suient for fast pratial algorithms in dimensions
other than d = 1. For algorithms in higher dimensions, we need an additional
struture for the remaining non-zero oeients of the representation. We will
use separated representations (see Setion 3) introdued in [6,18℄ and rst
applied in a multiresolution setting in [8,9,10,11℄. Within the retained bands,
the omponents of the non-standard form are stored and applied in a separated
representation and, as a result, the numerial appliation of operators beomes
eient in higher dimensions.
2.4 Modied ns-form in 1D
Let us desribe a one-dimensional onstrution for operators on L2([0, 1]) to
introdue all the features neessary for a multidimensional algorithm. Sine
we use banded versions of operators, we need to introdue the neessary book-
keeping.
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The template for the band struture on sale j omes from the band on the
previous sale j − 1. For eah blok on sale j − 1, the upsampling operation
↑ (Tj−1) reates four bloks (all ombinations of even/odd row and olumn
indies). We insist on maintaining the strit orrespondene between these four
bloks and those of Tj . For this reason the desription of the retained bloks
of Tj involves the parity of their row and olumn indies. Let us denote the
bloks in the matrix representing Tj by t
j;ll′
, where l, l′ = 0 . . . 2j−1. Individual
elements within these bloks are indexed as tj;ll
′
ii′ , where i, i
′ = 0, . . . , p−1, and
p is the order of the multiwavelet basis. For a given width of the band bj , we
keep the operator bloks tj;ll
′
with indies satisfying
l − bj + 1 ≤ l′ ≤ l + bj , for even l,
l − bj ≤ l′ ≤ l + bj − 1, for odd l.
(6)
We denote the banded operators where we keep only bloks satisfying (6) as
T
bj
j and ↑ (Tj−1)bj . If we downsample the operator ↑ (Tj−1)bj bak to its
original sale j − 1, then (6) leads to the band desribed by the ondition
l − ⌊bj/2⌋ ≤ l′ ≤ l + ⌊bj/2⌋ , (7)
where ⌊bj/2⌋ denotes the integer part of bj/2. We denote the banded operator
on sale j − 1 as T⌊bj/2⌋j−1 , where we retain bloks satisfying (7).
If we now rewrite (4) keeping only bloks within the bands on eah sale, we
obtain
gˆ0 = T0f0
gˆ1 = [T
b1
1 − ↑ (T0)b1 ]f1 = Tb11 f1− ↑ (T0)b1f1
gˆ2 = [T
b2
2 − ↑ (T1)b2 ]f2 = Tb22 f2− ↑ (T1)b2f2 (8)
. . . . . . . . .
gˆj = [T
bj
j − ↑ (Tj−1)bj ]fj = Tbjj fj− ↑ (Tj−1)bjfj
. . . . . . . . .
For any arbitrary but nite auray, instead of applying the full [Tj− ↑
(Tj−1)], we will only apply its banded approximation.
A simple but important observation is that
↓ ([↑ (Tj−1)]fj) = Tj−1fj−1 , (9)
whih follows from the fat that QjPj = PjQj = 0, sine these are orthogonal
projetions. Thus, we observe that ↓ (↑ (Tj−1)bj ) = T⌊bj/2⌋j−1 ; so instead of ap-
plying ↑ (Tj−1)bjfj on sale j, we an obtain the same result using (9), so that
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Figure 2. Modied non-standard form of the onvolution operator in (11) in a mul-
tiwavelet basis, with white representing 0 and blak representing large values. The
top matrix is the projetion of this operator on V5, resulting in a dense matrix. The
lower half depits the multiresolution representation in (10) with only the bloks
that are atually retained for a given auray. We will all the leftmost matrix in
this series a whole band matrix and all others outer band matries. The two empty
outer band matries on sales j = 0, 1 are explained in the main text.
↑
(
T
⌊bj/2⌋
j−1 fj−1
)
=↑ (Tj−1)bjfj . Therefore, we will ompute only T⌊bj/2⌋j−1 fj−1 on
sale j − 1 and ombine it with omputing Tbj−1j−1 fj−1. Inorporating this into
(5), we arrive at
gn=T
bn
n fn+ ↑
[(
T
bn−1
n−1 −T⌊bn/2⌋n−1
)
fn−1+ (10)
↑
[(
T
bn−2
n−2 −T⌊bn−1/2⌋n−2
)
fn−2 + . . .+
[
↑
[(
T0 −T⌊b1/2⌋0
)
f0
]]
. . .
]]
.
Using this expression yields an eient algorithm for applying an operator,
as on eah sale j, T
bj
j − T[bj+1/2]j is a sparse objet, due to the anellation
whih ours for most of the bloks. In partiular, T
bj
j − T[bj+1/2]j is missing
the bloks near the diagonal, and we will refer to it as an outer band matrix.
We will all T
bj
j a whole band matrix as it ontains both the inner and outer
bands.
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The struture of these matries is illustrated in Figure 2. The two empty
sales j = 0, 1 arise due to the omplete anellation of bloks on these sales.
We note that the modied non-standard form is onstruted adaptively in
the number of sales neessary for a given funtion. For just two sales, this
onstrution will have the sale j = 1 non-empty. Given an adaptive deom-
position of a funtion on n sales, we preompute the modied non-standard
form (depited in Figure 2 for ve sales) on all sales n, n − 1, . . . , 1. For
matries requiring 2n · 2n bloks on the nest sale n, we need to keep and
apply only O(2n) bloks, as with the original non-standard form in [4℄.
2.4.1 Adaptive appliation
Let us show how to use the multisale representation in (10) to apply the
operator T to a funtion f with ontrolled auray ǫ. We desribe an adaptive
appliation of the operator to a funtion, where we assume (as is often the
ase) that the tree struture of the input is suient to adequately desribe
the output with auray ǫ. This assumption will be removed later.
Our algorithm uses the struture shown in Figure 2 in an adaptive fashion.
We opy the struture of the redundant tree for the input funtion, and use
that as a template to be lled for the output g. For eah node of the output
tree we determine whether it is a leaf or an internal node: for leaves, we must
apply a whole band matrix on the sale of that node, suh as the leftmost
matrix for j = 5 in the example shown in Figure 2. For internal nodes, we
apply an outer band matrix (for that sale). We note that our onstrution
of the operator produes both whole and outer band matries for all sales,
and we simply hoose the appropriate kind for eah node of output as needed.
Upon ompletion of this proess, we apply the projetion (5) to onstrut the
nal adaptive tree representing the output.
Algorithm 2 returns an adaptive tree representing the funtion g. This tree
ontains suient information to evaluate g at arbitrary points by interpola-
tion and may be used as an input in further omputations.
We note that Step 2 in Algorithm 2 naturally resolves the problem that is
usually addressed by mortar methods, see e.g. [19,20,21,22℄. Sine adaptive
representations have neighboring bloks of dierent sizes, they enounter dif-
ulties when applying non-diagonal operators, as they require bloks whih
do not exist on that sale. Our approah simply onstruts these as needed
and ahes them for reuse, without requiring any additional onsideration on
the part of the user.
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Algorithm 2 Adaptive non-standard form operator appliation in d = 1,
g = Tf
Initialization: Construt the redundant tree for f and opy it as skeleton
tree for g (see Setion 2.2.1).
for all sales j = 0, . . . , n− 1 do
for all funtion bloks gjl in the tree for g at sale j do
# Step 1. Determine the list of all ontributing bloks of the modied
ns-form T
j
ll′ (see Setion 2.3):
if gjl belongs to a leaf then
Read operator bloks T
j
ll′ from row l of whole band matrix T
bj
j .
else
Read operator bloks T
j
ll′ from row l of outer band matrix T
bj
j −
T
[bj+1/2]
j .
end if
# Step 2. Find the required bloks f jl′ of the input funtion f :
if funtion blok f jl′ exists in the redundant tree for f then
Retrieve it.
else
Create it by interpolating from a oarser sale and ahe for reuse.
end if
# Step 3. Output funtion blok omputation:
Compute the resulting output funtion blok aording to gˆjl =∑
l′ T
j
ll′f
j
l′ , where the operation T
j
ll′f
j
l′ indiates a regular matrix-vetor
multipliation.
end for
end for
# Step 4. Adaptive projetion:
Projet resulting output funtion bloks gˆjl on all sales into a proper adap-
tive tree by using Eq. (5).
Disard from the resulting tree unneessary funtion bloks at the requested
auray.
Return: the funtion g represented by its adaptive tree.
2.4.2 Numerial example
Let us briey illustrate the appliation of the modied ns-form with an exam-
ple of a singular onvolution on the unit irle, the operator with the kernel
K(x) = cot(πx),
(Cf)(y) = p.v.
∫ 1
0
cot(π(y − x)) f(x) dx, (11)
a periodi analogue of the Hilbert transform. In order to nd its representation
in multiwavelet bases, we ompute
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rj; lii′ = 2
−j
∫ 1
−1
K(2−j(x+ l)) Φii′(x) dx = 2−j
∫ 1
−1
cot(π 2−j(x+ l)) Φii′(x) dx ,
(12)
where Φii′(x), i, i
′ = 0, . . . , k − 1 are ross-orrelation funtions desribed
in Appendix 8.4 and l = 0,±1,±2, . . . 2j − 1. We ompute rj; lii′ using the
onvergent integrals
rj; lii′ = 2
−j
i′+i∑
k=i′−i
ckii′
∫ 1
0
Φ+k,0(x)
(
cot(π 2−j(x+ l)) + (−1)i+i′ cot(π 2−j(−x+ l))
)
dx,
where Φ+k,0 is a polynomial desribed in Appendix 8.4. In our numerial ex-
periment, we apply (11) to the periodi funtion on [0, 1],
f(x) =
∑
k∈Z
e−a(x+k−1/2)
2
,
whih yields
(Cf)(y) = −∑
k∈Z
e−a(y+k−1/2)
2
Er[
√
a(y+k−1/2)] = i
√
π
a
∑
n∈Z
sign(n)e−n
2π2/ae2πiny,
(13)
where e−y
2
Er(y) = 2√
π
∫ y
0 e
s2−y2ds. Expression (13) is obtained by rst observ-
ing that the Hilbert transform of e−ax
2
is−e−ay2Er(√ay), and then evaluating
the lattie sum, noting that (see [23, formula 4.3.91℄)
cot(πx) =
1
π
(
1
x
+
∞∑
k=1
2x
x2 − k2 ).
Table 1 summarizes the numerial onstrution of this solution for a = 300,
at various requested preisions. Optimal performane is obtained by adjusting
the order of the basis p as a funtion of the requested preision, to ensure that
the operator remains a banded matrix with small band, and that the adaptive
representation of the input funtion requires a moderate number of sales.
The resulting numerial error (as ompared to the exat analytial solution),
measured in the ℓ2 norm, is shown in the last olumn. Figure 3 shows the
input and results for this example, as well as the point-wise error for the ase
where ǫ
req
= 10−12 and p = 14 (the last row in the table).
3 Separated representations of integral kernels
The approah we've disussed so far does not eiently generalize to the
appliation of non-separable multidimensional integral kernels. Sine several
14
p Sales N
bloks
ǫ E2
5 [2,3,4℄ 8 10−3 1.5 · 10−4
8 [2,4,5℄ 12 10−6 1.3 · 10−7
11 [2,4,5℄ 14 10−9 1.1 · 10−10
14 [3,4,5℄ 16 10−12 4.4 · 10−13
Table 1
Results from evaluating (13) with our algorithm. The order of the basis p is adjusted
as a funtion of the requested preision ǫ. The seond olumn indiates sales present
in the adaptive tree for the input. The third olumn shows the total number of
bloks of oeients in this tree. The last olumn (E2) shows the atual error of the
omputed solution in the ℓ2 norm.
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Figure 3. Results of applying the otangent kernel to a periodized Gaussian using
basis of order p = 14 (the last row in Table 1). The pointwise error is shown on the
right for a requested auray of ǫ = 10−12.
physially important kernels belong to this ategory (e.g. the Poisson kernels
in d = 2 and d=3), additional tools are needed. We now desribe the key idea
that allows us to perform this generalization to d > 1.
We use the separated representation of operators introdued in [6,24℄ to re-
due the omputational ost of the straightforward generalization of the mul-
tiresolution approah in [4℄. Suh representations are partiularly simple for
onvolution operators and are based on approximating kernels by a sum of
Gaussians [24,8,9,11,10℄. This approximation has a multiresolution harater
by itself and requires a remarkably small number of terms. In fat, our algo-
rithm uses the oeients and the exponents of the Gaussian terms as the only
input from whih it selets the neessary terms, sale by sale, aording the
desired auray threshold ǫ. Therefore, our algorithm works for all operators
with kernels that admit approximation by a sum of Gaussians. Examples of
suh operators inlude the Poisson and the bound state Helmholtz Green's
funtions, the projetor on divergene free funtions, as well as regular and
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frational derivative operators. Let us onsider a partiular family of operators
(−∆+ µ2I)−α, where µ ≥ 0 and 0 < α < 3/2. The kernel of this operator
Kµ,α(r) = 2
− 3
2
+α · Cα · (µ
r
)
3
2
−α
K
3
2
−α(µr),
where K
3
2
−α is the modied Bessel funtion, r = ||x − y|| and Cα = 2 ·
2−2απ−
3
2/Γ(α), has an integral representation
Kµ,α(r) = Cα
∫ ∞
−∞
e−r
2e2se−
1
4
µ2e−2s+(3−2α)sds. (14)
Using the trapezoidal rule, we onstrut an approximation valid over a range
of values δ ≤ r ≤ R with auray ǫ, of the form
∣∣∣∣∣Kµ,α(r)−
M∑
m=1
wme
−τmr2
∣∣∣∣∣ ≤ ǫK0,α(r) = ǫΓ(3/2− α) · Cα2r3−2α , (15)
where τm = e
2sm
, wm = hCα e
−µ2e−2sm/4+(3−2α)sm
, h = (B − A)/M and sm =
A + mh. The limits of integration, A, B and the step size h are seleted as
indiated in [24℄, where it is shown that for a xed auray ǫ the number of
terms M in (15) is proportional to log(Rδ−1). Although it is possible to selet
δ and R following the estimates in [25℄ and optimize the number of terms for
a desired auray ǫ, in this paper we start with an approximation that has an
obviously exessive range of validity and thus, an exessive number of terms.
An example of suh approximation is shown in Figure 4. For a requested toler-
ane of ǫ = 10−10, roughly 300 terms are enough to provide a valid approxima-
tion over a range of 15 deades. We then let the algorithm hoose the neessary
terms, sale by sale, to satisfy the user-supplied auray requirement ǫ. This
approah may end up with a few extra terms on some sales in omparison
with that using a nearly optimal number of terms [8,10,11,9℄. Whereas the
ost of applying a few extra terms is negligible, we gain signiantly in having
a muh more exible and general algorithm.
We note that approximation in (15) learly redues the problem of applying
the operator to that of applying a sequene of Gauss transforms [26,27℄, one
by one. From this point of view, the algorithm that we present may be on-
sidered as a proedure for applying a linear ombination of Gauss transforms
simultaneously.
In order to represent the kernel K of the operator in multiwavelet bases, we
need to ompute the integrals,
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Figure 4. Relative error of the Gaussian approximation for the Poisson kernel in 3
dimensions. This unoptimized expansion uses 299 terms to over a dynami range
of roughly 15 deades with ǫ = 10−10 relative auray.
rj; ℓi
1
i′
1
,i
2
i′
2
,i
3
i′
3
=
M∑
m=1
2−3j
∫
B
wm e
−τm‖2−j(x+ℓ)‖2 Φi
1
i′
1
(x1) Φi
2
i′
2
(x2) Φi
3
i′
3
(x3) dx ,
(16)
where Φii′(x) are the ross-orrelations of the saling funtions (see Appendix).
We obtain
rj; ℓi
1
i′
1
,i
2
i′
2
,i
3
i′
3
=
M∑
m=1
wm F
j;m,l1
i
1
i′
1
F j;m,l2i
2
i′
2
F j;m,l3i
3
i′
3
, (17)
where
F j;m,lii′ =
1
2j
∫ 1
−1
e−τm(x+l)
2/4jΦii′(x)dx. (18)
Sine the Gaussian kernel is not homogeneous, we have to ompute integrals
(18) for eah sale. Although in priniple l ∈ Z, in the next setion we explain
how to restrit it to a limited range on eah sale, for a given auray ǫ.
4 Modied ns-form of a multidimensional operator
In this setion, we desribe how the separated representation approximations
of Setion 3 an be used to onstrut a multidimensional extension of the ns-
form representation from Setion 2.3, using only one-dimensional quantities
and norm estimates. This makes our approah viable for d > 1. We use the
modied ns-form as in the one-dimensional ase desribed in Setion 2.3. We
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nd the ns-form essential for adaptive algorithms in more than one dimension,
sine:
(1) Sales do not interat as the operator is applied. All interations between
sales are aounted for by the (inexpensive) projetion at the nal step
of the algorithm.
(2) For the same reason, the subdivision of spae at dierent sales natu-
rally maps into the supporting data strutures. We note that one of the
main diulties in developing adaptive algorithms is in organizing om-
putations with bloks of an adaptive deomposition of a funtion from
dierent sales but with a ommon boundary. The methods for suh om-
putations are known as mortar elements methods. In our approah this
issue does not present any obstale, as all relevant interations are natu-
rally aounted for by the data strutures.
The key feature that makes our approah eient in dimensions d ≥ 2 is
the separated struture of the modied ns-form. Namely, the bloks of Tj− ↑
(Tj−1) are of the form (for d = 3)
Tℓj− ↑ (Tℓj−1)=
M∑
m=1
wmF
j;ml1F j;ml2F j;ml3
− ↑
(
M∑
m=1
wmF
j−1;ml1F j−1;ml2F j−1;ml3
)
=
M∑
m=1
wmF
j;ml1F j;ml2F j;ml3 (19)
−
M∑
m=1
wm ↑ (F j−1;ml1)· ↑ (F j−1;ml2)· ↑ (F j−1;ml3).
As in the ase d = 1, the norm of the operator bloks of Tℓj− ↑ (Tℓj−1) deays
rapidly with ‖ℓ‖, ℓ = (l1, l2, l3), and the rate of deay depends on the number
of vanishing moments of the basis [4℄. Moreover, we limit the range of shift
indies ‖ℓ‖ using only one-dimensional estimates of the dierenes
F j;m,2l
ii′
− ↑ F j;m,l
ii′
and F j;m,2l+1
ii′
− ↑ F j;m,l
ii′
(20)
of operator bloks omputed via (18). The norms of individual bloks F j;m,l
ii′
are illustrated in Figure 5 (a), for sale j = 1.
By seleting the number of vanishing moments for a given auray, it is su-
ient to use ‖ℓ‖∞ ≤ 2 in pratial appliations that we have enountered. Also,
not all terms in the Gaussian expansion of an operator need to be inluded
sine, depending on the sale j, their ontribution may be negligible for a
given auray, as shown in Figure 5 (b). Below we detail how we selet terms
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of the Gaussian expansion on a given sale as well as the signiant bloks of
Tℓj− ↑ (Tℓj−1). This proedure establishes the band struture of the operator.
We then projet the banded operator ↑ (Tbjj−1) bak to the sale j − 1 and
then ombine bloks on the natural sale for eah projetion in order to apply
the operator eiently as was explained in Setion 2.3 for the one-dimensional
ase.
We note that in deiding whih terms to keep in (19), we do not ompute the
dierene between the full three dimensional bloks as it would arry a high
omputational ost; instead we use estimates based on the one dimensional
bloks of the separated representation. We note that sine the resulting band
struture depends only on the operator and the desired auray of its ap-
proximation, one of the options is to store suh band information as it is likely
to be reused.
In order to eiently identify the signiant bloks in Tℓj− ↑ (Tℓj−1) as a
funtion of ℓ, we develop norm estimates based only on the one-dimensional
bloks. The dierene between two terms of the separated representation, say
F1F2F3 −G1G2G3, may be written as
F1F2F3 −G1G2G3 = (F1 −G1)F2F3 +G1(F2 −G2)F3 +G1G2(F3 −G3).
We average six dierent ombinations of the three terms to inlude all dire-
tions in a symmetri manner, whih results in the norm estimate
‖F1F2F3 −G1G2G3‖≤ 1
6
sym [‖F1 −G1‖‖F2‖‖F3‖+ (21)
‖G1‖‖F2 −G2‖‖F3‖+ ‖G1‖‖G2‖‖F3 −G3‖] ,
where the symmetrization is over the three diretions and generates 18 terms.
For the rotationally symmetri operators with Gaussian expansion as in (15)
omputing the right hand side in this estimate involves just three types of one
dimensional bloks and their norms,
N j;m;l
dif
=
∥∥∥F j;m;l− ↑ (F j−1;m;l)∥∥∥ ,
N j;m;lF =
∥∥∥F j;m;l∥∥∥ , (22)
N j;m;l↑F =
∥∥∥↑ (F j−1;m;l)∥∥∥ ,
where index j indiates the sale, m the term in the Gaussian expansion (15),
and l the position of the blok in a given diretion.
These estimates allow us to disard bloks whose norm falls below a given
threshold of auray, namely, for eah multi-index ℓ, we estimate
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(a) Norms of eah one-dimensional
blok omputed via (18) for sale j = 1,
as a funtion of the index m in the sep-
arated representation.
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(b) Norm estimates (23) for sale j = 1
as a funtion of the index m in the sep-
arated representation. Based on these
estimates, only terms above the uto
are atually applied.
Figure 5. Comparison of norms of matrix bloks generated by the Gaussian ap-
proximation for the Poisson kernel in dimension d = 3. In eah piture, the urves
orrespond to the dierent osets l for whih bloks are generated. Figure (b) illus-
trates the estimate in (23) (see main text for details).
∥∥∥Tℓj− ↑ (Tℓj−1)∥∥∥≤ 16
M∑
m=1
wm sym
[
N j;m;l1
dif
N j;m;l2F N
j;m;l3
F + (23)
N j;m;l1↑F N
j;m;l2
dif
N j;m;l3F +N
j;m;l1
↑F N
j;m;l2
↑F N
j;m;l3
dif
]
.
For eah sale j and eah blok Tℓj− ↑ (Tℓj−1) labeled by the multi-index
ℓ = (l1, l2, l3), we ompute all terms of the sum in (23) and identify the range
[m1, m2] whih we need to keep for that blok, by disarding from the sum
terms whose umulative ontribution is below ǫ. If the entire sum falls below ǫ,
this range may be empty and the entire Tℓj− ↑ (Tℓj−1) is disarded. The range
[m1, m2] diers signiantly depending whether or not the blok is aeted
by the singularity of the kernel as is illustrated in Figure 5. In Figure 5 (a)
the rate of deay for the bloks with shift |l| = 2, 3 is signiantly faster than
for the bloks with |l| ≤ 1 aeted by the singularity. We note that all bloks
of the rst 150 terms in the separated representation (17) have norm 1 (and
rank 1 as matries) and are not shown in Figure 5 (a).
Sine the dierene in (23) involves bloks upsampled from a oarser sale, all
shifts |l| ≤ 3 are aeted by the singularity. Figure 5 (b) shows the r.h.s. of
the estimate in (23) for dierent shifts along one of the diretions, where the
bloks along the other two diretions are estimated by the maximum norm
over all possible shifts.
After disarding bloks with norms less that ǫ using the estimate in (23), we
downsample the remaining bloks of ↑ (Tℓj−1) bak to the original sale. This
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leaves only bloks of Tℓj on the sale j and we remove additional bloks of
Tℓj for the shifts |l| = 2, 3 where the deay is suiently fast to make their
ontribution less than ǫ.
This leads us to arrange the bloks on eah sale into several subsets by the
eet the singularity of the kernel has on them and nd the appropriate range
[m1, m2] for eah subset. There are three suh sets in dimension d = 2 and
four sets in dimension d = 3. For eah index l, we will say that the index
belongs to the ore if l = −1, 0, 1 and to the boundary otherwise. The ore
indies orrespond to one-dimensional bloks whose dening integrals inlude
the singularity of the kernel. We then divide all possible values of the multi-
index ℓ = (l1, l2, l3), aording to the number of ore indies it has. In d = 3
this gives us four sets:
• Core: all indies (l1, l2, l3) belong to the ore.
• Boundary-1: two of the indies belong to the ore and one to the boundary
• Boundary-2: one of the indies belongs to the ore, the other two to the
boundary
• Boundary-3: all indies (l1, l2, l3) belong to the boundary.
We then nd the range [m1, m2] for eah subset and apply bloks of eah
subset separately, thus avoiding unneessary omputations with bloks whose
ontribution is negligible. This range analysis only needs to be done one per
operator and the desired auray, and the results may be saved for repeated
use.
5 Multidimensional adaptive appliation of ns-form
In this setion we present an algorithm for applying the modied non-standard
form whih is an extension of (2) (based on (8) and (10)) to higher dimensions.
We are now seeking to ompute
g(x) = [Tf ](x) =
∫
K(y − x)f(y)dy,
where x,y ∈ Rd for d = 2, 3. The separated approximation (19) redues the
omplexity of applying the operator by allowing partial fatorization of the
nested loops in eah sale indiated by the order of summation and illustrated
for d = 3,
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gj;l1l2l3 =
∑
m
wm
∑
l′
1
F j;m;l1−l
′
1
∑
l′
2
F j;m,l2−l
′
2
∑
l′
3
F j;m,l3−l
′
3 −
↑
∑
l′
1
F j−1;m;l1−l
′
1
∑
l′
2
F j−1;m,l2−l
′
2
∑
l′
3
F j−1;m,l3−l
′
3

 f j;l′1l′2l′3.
As desribed in the previous setion, this evaluation is done by regions of in-
dies. These regions of indies are organized so that (for a given auray) the
number of retained terms of the separated representation is roughly the same
for all bloks within eah region. Thus, we perform the summation over the
terms of the separated representation last, applying only the terms that atu-
ally ontribute to the result above the requested auray threshold, aording
to estimate (23). Therefore, we avoid introduing heks per individual blok
and the resulting loss of performane.
Just as in the one-dimensional ase, we use (19) in a `natural sale' manner.
That is, bloks belonging to sale j are only applied on that sale. As in one-
dimensional ase, the interation between sales is ahieved by the projetion
(10) that redistributes bloks aumulated in this manner properly between
the sales to obtain the adaptive tree for the resulting funtion. The overall
approah is the same as desribed in (2). We note that, as expeted, the sep-
arated representation requires more detailed bookkeeping when onstruting
the data strutures for the operator.
Remark 1 Our multiresolution deomposition orresponds to the geometri-
ally varying renement in nite element methods. In this ase the adjoining
boxes do not neessarily share ommon verties, forming what orresponds to
the so-alled non-onforming grid. In nite element methods suh situation
requires additional onstrution provided by the mortar element methods.
Mortar element methods were introdued by Patera and his assoiates, see
e.g. [19,20,21,22℄. These methods permit oupling disretizations of dierent
types in non-overlapping domains. Suh methods are fairly ompliated and
involve, for example, the introdution of interfae onditions through an L2
minimization. In our approah we do not fae these issues at all and do not
have to introdue any additional interfae onditions. The proper onstru-
tion for adjoining boxes is taken are by the redundant tree data struture
and Step 2 of Algorithm 3 for applying the kernel, whih generates the nees-
sary missing boxes on appropriate sales.
Remark 2 Although Algorithm 3 applies onvolution operators, only minor
hanges are needed to use it for non-onvolutions. Of ourse in suh ase, the
separated representation for the modied ns-form should be onstruted by a
dierent approah.
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Algorithm 3 Adaptive non-standard form operator appliation in multiple
dimensions (illustrated for d = 2), g = Tf
Initialization: Construt the redundant tree for f and opy it as skeleton
tree for g (see Setion 2.2.1).
for all sales j = 0, . . . , n− 1 do
for all funtion bloks gjl1l2 in the tree for g at sale j do
# Step 1. Determine the list of all Core, Boundary-1 and Boundary-2
ontributing operator bloks of the modied ns-form F j;m;l1−l
′
1 , F j;m;l2−l
′
2
(see Setion 4):
if gjl1l2 belongs to a leaf then
Read operator bloks F j;m;l1−l
′
1 , F j;m;l2−l
′
2
for Core, Boundary-1 and
Boundary-2, and their weights wm and orresponding ranges from
the separated representation.
else
Read operator bloks F j;m;l1−l
′
1, F j;m;l2−l
′
2
for Boundary-1 and
Boundary-2, and their weights wm and orresponding ranges from
the separated representation.
end if
# Step 2. Find the required bloks f jl′
1
l′
2
of the input funtion f :
if funtion blok f jl′
1
l′
2
exists in the redundant tree for f then
Retrieve it.
else
Create it by interpolating from a oarser sale and ahe for reuse.
end if
# Step 3. Output funtion blok omputation:
For eah set S of indies determined in Step 1 (Core, Boundary-1,
Boundary-2) and the orresponding ranges of terms in the separated
representation, ompute the sum
gˆj;Sl1l2 =
∑
m
wm
∑
l′
1
F j;m;l1−l
′
1
∑
l′
2
F j;m;l2−l
′
2f jl′
1
l′
2
,
Add all omputed sums to obtain gˆjl1l2.
end for
end for
# Step 4. Adaptive projetion:
Projet resulting output funtion bloks gˆjl1l2 on all sales into a proper
adaptive tree by using Eq. (5).
Disard from the resulting tree unneessary funtion bloks at the requested
auray.
Return: the funtion g represented by its adaptive tree.
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5.1 Operation ount estimates
Adaptive deomposition of funtions
The ost of adaptively deomposing a funtion in d dimensions is essentially
that of an adaptive wavelet transform. Speially, it takes O(N
bloks
· pd+1)
operations to ompute suh representation, where N
bloks
is the nal number
of signiant bloks in the representation and p is the order of multiwavelet
basis hosen. In omparison with the usual wavelet transform, it appears to
be signiantly more expensive. However, these O(pd+1) operations proess
O(pd) points, thus in ounting signiant oeients as it is done in the usual
adaptive wavelet transform, we end up with O(p) operations per point.
Operator appliation
The ost of applying an operator in the modied ns-form is O(N
bloks
Mpd+1),
where N
bloks
is the number of bloks in the adaptive representation of the
input funtion, M is the separation rank of the kernel in (15) and p is the
order of the multiwavelet basis. For a given desired auray ǫ, we typially
selet p ∝ log ǫ−1; M has been shown to be proportional to (log ǫ−1)ν , where ν
depends on the operator [24℄. In our numerial experiments, M is essentially
proportional to log ǫ−1, sine we never use the full separated representation,
as disussed in Setion 4 and illustrated in Figure 5.
This operation ount an be potentially redued to O(N
bloks
Mpd) by using
the struture of the matries in 18, and we plan to address this in the future.
Final projetion
After the operator has been applied to a funtion in a sale-independent fash-
ion, a nal projetion step is required as disussed in Setion 2.3. This step
requires O(N
bloks
·pd) operations, the same as in the original funtion deom-
position. In pratie, this time is negligible ompared to the atual operator
appliation.
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6 Numerial examples
6.1 The Poisson equation
We illustrate the performane of the algorithm by solving the Poisson equation
in d = 3
∇2φ(r) = −ρ(r) (24)
with free spae boundary onditions, φ(r)→ 0 and ∂φ/∂r → 0 as r →∞. We
write the solution as
φ(r) =
1
4π
∫
R3
1
|r− r′|ρ(r
′)dr′
and adaptively evaluate this integral. We note that our method an equally
be used for d = 2, sine the orresponding Green's funtion an also be rep-
resented as a sum of Gaussians, and the operator appliation algorithm has
been implemented in for both d = 2 and d = 3.
For our test we selet
φ(r) =
3∑
i=1
e−α|r−r
′|2 ,
so that we solve the Poisson equation with
ρ(r) = −∇2φ(r) = −
3∑
i=1
(4α2 |r− ri|2 − 6α)e−α|r−ri|
2
.
Our parameters are hosen as follows: α = 300, r1 = (0.5, 0.5, 0.5), r2 =
(0.6, 0.6, 0.5) and r3 = (0.35, 0.6, 0.5). These ensure that ρ(r) is well below
our requested thresholds on the boundary of the omputational domain. All
numerial experiments were performed on a Pentium-4 running at 2.8 GHz,
with 2 GB of RAM. The results are summarized in Table 2.
In order to gauge the speed of algorithm in reasonably omputer-independent
terms, we use a similar approah to that of [17℄ and also provide timings of
the Fast Fourier Transform (FFT). Speially, we display timings for two
FFTs as an estimate of the time needed to solve the Poisson equation with
a smooth right hand side and periodi boundary onditions in a ube. As in
[17℄, we ompute the rate that estimates the number of proessed points per
seond. We observe that for our adaptive algorithm suh rate varies between
3.4 · 104 and 1.1 · 105 (see Table 2), whereas for the FFTs it is around 106 (see
Table 3). We note that our algorithm is not fully optimized, namely, we do not
use the struture of the matries in (18) and the symmetries aorded by the
radial kernels. We expet a substantial impat on the speed by introduing
these improvements and will report them separately.
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Requested ǫ = 10−3
p E2 E∞ Time (s) Rate (pts/s)
6 5.0 · 10−3 7.9 · 10−1 1.2 7.2 · 104
8 1.7 · 10−3 1.2 · 10−1 0.51 7.3 · 104
10 4.4 · 10−4 3.7 · 10−2 0.68 1.1 · 105
Requested ǫ = 10−6
p E2 E∞ Time (s) Rate (pts/s)
10 4.7 · 10−6 3.6 · 10−4 10.3 5.7 · 104
12 8.5 · 10−6 4.3 · 10−5 13.5 7.5 · 104
14 6.9 · 10−8 5.2 · 10−6 20.0 8.0 · 104
Requested ǫ = 10−9
p E2 E∞ Time (s) Rate (pts/s)
16 2.5 · 10−10 2.2 · 10−8 68.1 3.5 · 104
18 7.7 · 10−11 3.5 · 10−9 100.3 3.4 · 104
20 1.2 · 10−10 1.8 · 10−8 133.4 3.5 · 104
Table 2
Auray and timings for the adaptive solution of the Poisson equation in (24).
size Time (s) Rate (pts/s)
323 0.02 1.7 · 106
643 0.22 1.2 · 106
1283 2.21 9.5 · 105
2563 20.7 8.1 · 105
Table 3
Timings of two 3D FFTs to estimate the speed of a non-adaptive, periodi Poisson
solver on a ube for smooth funtions.
We note that the multigrid method (see e.g. [28,29℄) is frequently used as a
tool for solving the Poisson equation (and similar problems) in dierential
form. The FFT-based gauge suggested in [17℄ is useful for omparisons with
these algorithms as well.
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Figure 6. A two-dimensional slie of the three-dimensional subdivision of spae by
the saling funtions and an illustration of the soure term for the Poisson equation
(24).
6.2 The ground state of the hydrogen atom
A simple example of omputing the ground state of the hydrogen atom illus-
trates the numerial performane of the algorithms developed in this paper,
and their utility for onstruting more omplex odes. The eigenfuntions
ψ for the hydrogen atom satisfy the time-independent Shrödinger equation
(written in atomi units and spherial oordinates),
− 1
2
∆ψ − 1
r
ψ = Eψ, (25)
where E is the energy eigenvalue. For the ground state, E = −1/2 and the
(unnormalized) wave funtion is ψ = e−r. Following [30℄, we write
φ = −2GµV φ, (26)
where Gµ = (−∆+ µ2I)−1 is the Green's funtion for some µ and V = −1/r
is the nulear potential. For µ =
√−2E the solution φ of (26) has ‖φ‖2 = 1
and oinides with that of (25). We solve (26) by a simple iteration starting
from some value µ0 and hanging µ to obtain the solution with ‖φ‖2 = 1. The
algorithm proeeds as follows:
(1) Initialize with some value µ0 and funtion φ. The number of iterations of
the algorithm is only weakly sensitive to these hoies.
(2) Compute the produt of the potential V and the funtion φ.
(3) Apply the Green's funtion Gµ to the produt V φ via the algorithm of
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Figure 7. Convergene of the iteration to obtain the ground state of the hydrogen
atom omputed via formulation in (26) for the non-relativisti Shrödinger equation.
The requested auray in applying the Green's funtion is set to 10−6.
this paper to ompute
φnew = −2GµV φ.
(4) Compute the energy for φnew,
Enew =
1
2
〈∇φnew,∇φnew〉+ 〈V φnew, φnew〉
〈φnew, φnew〉 .
(5) Set µ =
√−2Enew, φ = φnew/‖φnew‖ and return to Step 2.
The iteration is terminated as the hange in µ and ‖φ‖ − 1 falls below the
desired auray. The progress of the iteration is illustrated in Figure 7. The
omputations in Steps 2 and 4 use the three dimensional extension of the
approah desribed in [13℄, to ompute point-wise multipliations of adaptively
represented funtions and weak dierential operators of the same.
This example illustrates an appliation of our algorithm to problems in quan-
tum hemistry. Multiresolution quantum hemistry developed in [8,9,10,11℄
also uses separated representations. The main tehnial dierene with [8,9,10,11℄
is that we use the modied non-standard form and apply operator bloks on
their natural sale, thus produing a fully adaptive algorithm. We are ur-
rently using this algorithm as part of a new method for solving the multipar-
tile Shrödinger equation and will report the results elsewhere.
7 Disussion and onlusions
We have shown that a ombination of separated and multiresolution repre-
sentations of operators yields a new multidimensional algorithm for applying
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a lass of integral operators with radial kernels. We note that the same algo-
rithm is used for all suh operators as they are approximated by a weighted
sum of Gaussians. This fat makes our approah appliable aross multiple
elds, where a single implementation of the ore algorithm an be reused for
dierent spei problems. The algorithm is fully adaptive and avoids issues
usually addressed by mortar methods.
The method of approximation underlying our approah is distint from that of
the FMM, has similar eieny and has the advantage of being more readily
extendable to higher dimensions. We also note that semi-analyti approxima-
tions via weighted sums of Gaussians provide additional advantages in some
appliations. Although we desribed the appliation of kernels in free spae,
there is a simple extension to problems with radial kernels subjet to periodi,
Dirihlet or Neumann boundary onditions on a ube that we will desribe
separately.
The algorithm may be extended to lasses of non-onvolution operators, e.g.,
the Calderon-Zygmund operators. For suh extensions the separated represen-
tation may not be available in analyti form, as it is for the operators of this
paper, and may require a numerial onstrution. The separated representa-
tion of the kernel permits further generalization of our approah to dimensions
d≫ 3 for applying operators to funtions in separated representation.
A notable remaining hallenge is an eient, high order extension of this teh-
nique to the appliation of operators on domains with ompliated geometries
and surfaes.
8 Appendix
8.1 Saling funtions
We use either the Legendre polynomials P0, . . . , Pp−1 or the interpolating poly-
nomials on the Gauss-Legendre nodes in [−1, 1] to onstrut an orthonormal
basis for eah subspae Vj [12,13℄.
Let us briey desribe some properties of the Legendre saling funtions φk,
k = 0, . . . , p− 1, dened as
φk(x) =

√
2k + 1Pk(2x− 1), x ∈ [0, 1]
0, x /∈ [0, 1]
, (27)
and forming a basis for V0. The subspae Vj is spanned by 2
jp funtions
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obtained from φ0, . . . , φp−1 by dilation and translation,
φjkl(x) = 2
j/2φk(2
jx− l), k = 0, . . . , p− 1, l = 0, . . . , 2j − 1. (28)
These funtions have support on [2−jl, 2−j(l + 1)] and satisfy the orthonor-
mality ondition ∫ ∞
−∞
φjkl(x)φ
j
k′l′(x)dx = δkk′δll′ . (29)
A funtion f , dened on [0, 1], is represented in the subspae Vj by its nor-
malized Legendre expansion
f(x) =
2j−1∑
l=0
p−1∑
k=0
sjklφ
j
kl(x), (30)
where the oeients sjkl are omputed via
sjkl =
∫ 2−j(l+1)
2−j l
f(x)φjkl(x) dx. (31)
As long as f(x) is smooth enough and is well approximated on [2−jl, 2−j(l+1)]
by a polynomial of order up to 2p−1, we may use Gauss-Legendre quadratures
to alulate the sjkl via
sjkl = 2
−j/2
p−1∑
i=0
f(2−j(xi + l))φk(xi)wi, (32)
where x0, . . . , xp−1 are the roots of Pp(2x− 1) and w0, . . . , wp−1 are the orre-
sponding quadrature weights.
In more than one dimension, the above formulas are extended by using a tensor
produt basis in eah subspae. For example, in two dimensions equation (30)
beomes
f(x, x′) =
2j−1∑
l=0
p−1∑
k=0
2j−1∑
l′=0
p−1∑
k′=0
sjkk′ll′φ
j
kl(x)φ
j
k′l′(x
′). (33)
8.2 Multiwavelets
We use pieewise polynomial funtions ψ0, . . . , ψp−1 as an orthonormal basis
for W0 [12,13℄, ∫ 1
0
ψi(x)ψj(x)dx = δij . (34)
Sine W0 ⊥ V0, the rst p moments of all ψ0, . . . , ψp−1 vanish:∫ 1
0
ψi(x)x
idx = 0, i, j = 0, 1, . . . , p− 1. (35)
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The spae Wj is spanned by 2
jp funtions obtained from ψ0, . . . , ψp−1 by
dilation and translation,
ψjkl(x) = 2
j/2ψk(2
jx− l), k = 0, . . . , p− 1, l = 0, . . . , 2j − 1, (36)
and supported in the interval Ijl = [2
−jl, 2−j(l + 1)]. A funtion f(x) dened
on [0, 1] is represented in the multiwavelet basis on n sales by
f(x) =
p−1∑
k=0
s0k,0φk(x) +
n−1∑
j=0
2j−1∑
l=0
p−1∑
k=0
djklψ
j
kl(x) (37)
with the oeients djkl omputed via
djkl =
∫ 2−j(l+1)
2−j l
f(x)ψjkl(x) dx. (38)
8.3 Two-sale relations
The relation between subspaes, V0⊕W0 = V1, is expressed via the two-sale
dierene equations,
φk(x) =
√
2
p−1∑
k′=0
(
h
(0)
kk′φk′(2x) + h
(1)
kk′φk′(2x− 1)
)
, k = 0, . . . , p− 1, (39)
ψk(x) =
√
2
p−1∑
k′=0
(
g
(0)
kk′φk′(2x) + g
(1)
kk′φk′(2x− 1)
)
, k = 0, . . . , p− 1, (40)
where the oeients h
(0)
ij , h
(1)
ij and g
(0)
ij , g
(1)
ij depend on the type of polyno-
mial basis used (Legendre or interpolating) and its order p. The matries of
oeients
H(0) = {h(0)kk′}, H(1) = {h(1)kk′}, G(0) = {g(0)kk′}, G(1) = {g(1)kk′}
are the multiwavelet analogues of the quadrature mirror lters in the usual
wavelet onstrution, e.g., [15℄. These matries satisfy a number of important
orthogonality relations and we refer to [13℄ for omplete details, inluding the
onstrution of the H, G matries themselves. Let us only state how these
matries are used to onnet the saling sjkl and wavelet d
j
kl oeients on
neighboring sales j and j + 1. The deomposition proedure (j + 1 → j) is
based on
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sjkl=
p−1∑
k′=0
(
h
(0)
kk′s
j+1
k,2l + h
(1)
kk′s
j+1
k,2l+1
)
, (41)
djkl=
p−1∑
k′=0
(
g
(0)
kk′s
j+1
k,2l + g
(1)
kk′s
j+1
k,2l+1
)
; (42)
the reonstrution (j → j + 1) is based on
sj+1k,2l =
p−1∑
k′=0
(
h
(0)
kk′s
j
kl + g
(0)
kk′d
j
kl
)
, (43)
sj+1k,2l+1=
p−1∑
k′=0
(
h
(1)
kk′s
j
kl + g
(1)
kk′d
j
kl
)
. (44)
8.4 Cross-orrelation of the saling funtions
For onvolution operators we only need to ompute integrals with the ross-
orrelation funtions of the saling funtions,
Φii′(x) =
∫ ∞
−∞
φi(x+ y)φi′(y)dy. (45)
Sine the support of the saling funtions is restrited to [0, 1], the funtions
Φii′ are zero outside the interval [−1, 1] and are polynomials on [−1, 0] and
[0, 1] of degree i+ i′ + 1,
Φii′(x) =

Φ+ii′(x), 0 ≤ x ≤ 1,
Φ−ii′(x), −1 ≤ x < 0,
0, 1 < |x|,
(46)
where i, i′ = 0, . . . , p− 1 and
Φ+ii′(x) =
∫ 1−x
0
φi(x+ y)φi′(y)dy , Φ
−
ii′(x) =
∫ 1
−x
φi(x+ y)φi′(y)dy . (47)
We summarize relevant properties of the ross-orrelation funtions Φii′ in
Proposition 3
(1) Transposition of indies: Φii′(x) = (−1)i+i′Φi′i(x),
(2) Relations between Φ+and Φ−: Φ−i,i′(−x) = (−1)i+i′Φ+i,i′(x) for 0 ≤ x ≤ 1,
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(3) Values at zero: Φii′(0) = 0 if i 6= i′, and Φii(0) = 1 for i = 0, . . . , p− 1,
(4) Upper bound: maxx∈[−1,1] |Φii′(x)| ≤ 1 for i, i′ = 0, . . . , p− 1,
(5) Connetion with the Gegenbauer polynomials:
Φ+00(x) =
1
2
C
(−1/2)
1 (2x − 1) + 12 and Φ+l0(x) = 12
√
2l + 1C
(−1/2)
l+1 (2x − 1),
for l = 1, 2, . . . , where C
(−1/2)
l+1 is the Gegenbauer polynomial,
(6) Linear expansion: if i′ ≥ i then we have
Φ+ii′(x) =
i′+i∑
l=i′−i
clii′Φ
+
l0(x), (48)
where
clii′ =

4l(l + 1)
∫ 1
0 Φ
+
ii′(x)Φ
+
l0(x)(1 − (2x− 1)2)−1dx, i′ > i,
4l(l + 1)
∫ 1
0 (Φ
+
ii(x)− Φ+00(x)) Φ+l0(x)(1− (2x− 1)2)−1dx, i′ = i,
(49)
for l ≥ 1 and c0ii′ = δii′.
(7) Vanishing moments: we have
∫ 1
−1 Φ00(x) dx = 1 and
∫ 1
−1 x
kΦii′(x) dx = 0
for i+ i′ ≥ 1 and 0 ≤ k ≤ i+ i′ − 1.
Proof of these properties an be found in [25℄.
8.5 Separated representations of radial funtions
As an example, onsider approximating the funtion 1/rα by a olletion of
Gaussians. The number of terms needed for this purpose is merifully small.
We have [24℄
Proposition 4 For any α > 0, 0 < δ ≤ 1, and 0 < ǫ ≤ min
{
1
2
, 8
α
}
, there
exist positive numbers τm and wm suh that∣∣∣∣r−α − M∑
m=1
wme
−τmr2
∣∣∣∣ ≤ r−αǫ, for all δ ≤ r ≤ 1 (50)
with
M = log ǫ−1[c0 + c1 log ǫ−1 + c2 log δ−1], (51)
where ck are onstants that only depend on α. For xed power α and auray
ǫ, we have M = O(log δ−1).
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The proof of Proposition 4 in [24℄ is based on using the trapezoidal rule to dis-
retize an integral representation of 1/rα. Similar estimates may be obtained
for more general radial kernels using their integral representations as in (14).
We note that approximations of the funtion 1/r via sums of Gaussians have
been also onsidered in [31,32,33℄.
8.6 Estimates
By seleting appropriate ǫ and δ in the separated representations of a radial
kernel K (as in Proposition 4), we obtain a separated approximation for the
oeients
tj; ℓii′,jj′,kk′ = 2
−3j
∫
[−1,1]3
K(2−j(x + ℓ)) Φii′(x1) Φjj′(x2) Φkk′(x3) dx . (52)
Sine the number of terms, M , depends logarithmially on ǫ and δ, we ahieve
any nite auray with a very reasonable number of terms. For example, for
the Poisson kernel K(r) = 1/4πr, we have the following estimate [25℄,
Proposition 5 For any ǫ > 0 and 0 < δ ≤ 1 the oeients tj; ℓii′,jj′,kk′ in (52)
have an approximation with a low separation rank,
rj; ℓii′,jj′,kk′ =
M∑
m=1
wm F
m,l1
ii′ F
m,l2
jj′ F
m,l3
kk′ , (53)
suh that if maxi |li| ≥ 2, then
|tj; ℓii′,jj′,kk′ − rj; ℓii′,jj′,kk′| ≤ c02−2jǫ, (54)
and if maxi |li| ≤ 1, then
|tj; ℓii′,jj′,kk′ − rj; ℓii′,jj′,kk′| ≤ 2−2j(c1δ2 + c0ǫ) (55)
where ǫ, δ, M , τm, wm, m = 1, . . . ,M are desribed in Proposition 4 for α = 1
and c0 and c1 are (small) onstants.
As desribed in Setion 4, our adaptive algorithm selets only some of the
terms, as needed on a given sale for the desired auray ǫ.
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8.7 Evaluation of integrals with the ross-orrelation funtions
We need to ompute integrals in (18), where the ross-orrelation funtions
Φii′ are given in (45). We note that using (48), it is suient to ompute
F j;m,li0 =
1
2j
∫ 1
−1
e−τm(x+l)
2/4jΦi0(x)dx
for 0 ≤ i ≤ 2p− 1 rather than p2 integrals in (18). Using the relation between
Φ− and Φ+ in Proposition 3, we have∫ 0
−1
Φ−i0(x)e
−τm(x+l)2dx =
∫ 1
0
Φ−i0(−x)e−τm(−x+l)
2
dx = (−1)i
∫ 1
0
Φ+i0(x)e
−τm(x−l)2dx,
so that
F j;m,li0 =
∫ 1
0
[e−τm(x+l)
2
+ (−1)ie−τm(x−l)2 ]Φ+i0(x)dx.
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