Abstract-De-afferented/efferented neural ensembles can undergo causal changes when interfaced to neuroprosthetic devices. These changes occur via recruitment or isolation of neurons, alterations in functional connectivity within the ensemble and/or changes in the role of neurons, i.e., excitatory/inhibitory. In this work, emergence of a causal network and changes in the dynamics are demonstrated for a deafferented brain region exposed to BMI (brain-machine interface) learning. The BMI was controlling a robot for reach-and-grasp behavior. And, the motor cortical regions used for the BMI were deafferented due to chronic amputation, and ensembles of neurons were decoded for velocity control of the multi-DOF robot. A generalized linear model-framework based Granger causality (GLM-GC) technique was used in estimating the ensemble connectivity. Model selection was based on the AIC (Akaike Information Criterion).
I. INTRODUCTION
Motor cortical regions have polysynaptic innervations to peripheral systems executing motor goals. Chronic amputation causes both motor circuit dysfunction and loss of peripheral actuators, causing de-afferentation and de-efferentation in the brain regions. In such cases, Brain machine interfaces (BMIs) are potential alternatives that can decode neurons towards controlling prosthetic devices through operant conditioning [1] . As BMI learning occurs, the connectivity and information flow within the ensemble of neurons tend to change [2] [3] and the motor behavior becomes more volitional and controllable. These observable changes provide information on the network dynamics that can be potentially harnessed to devise robust neuroprosthetic controllers. Anatomical connectivity of network projections are often estimated using axonal tracing [4] [5] and other anterograde/retrograde methods in micro and meso scales [6] [7] [8] . Digital histology and fMRI are being used to understand the large scale architecture in the brain [9] . Nevertheless, they do not lend direct applicability to BMIs. Statistically inferred functional connectivity and causal changes, however, can be used in systematically designing and adapting decoders for improved BMI performance. Changes in a causal network can occur in one of the three known ways, i.e., by including or excluding neurons in an ensemble controlling the BMI, by modifying the strength and directionality and/or by assuming roles of excitation/inhibition.
In this work, network dynamics of an ensemble of motor neurons were observed using a GLM framework based on Granger Causality. We show that as BMI motor learning occurs with a behavioral task, the causal network dynamics undergo changes in terms of recruitment, strength and role of the ensemble elements. We also show that the localfields also increase their coherencies in the β and the low-γ bands. Spiking activity of neurons were decoded from the motor cortical regions of a non-human primate controlling a multi-DOF robot via a multi-electrode array interface. The region from which the neural signals were acquired was deafferented for several years and hence, the observed network changes are arguably due to the BMI learning.
II. EXPERIMENTAL METHODS

A. Implantation and Neural Recordings
A transradially amputated Rhesus macaque (Macaca Mulatta) was chronically implanted with a 100-electrode array in the motor cortical area (M1) estimated to be controlling the arm/hand muscles. A standard multi-electrode array (MEA) (1.0 mm electrode length and 400 μm pitch from Blackrock Microsystems, Inc. Salt Lake City, UT) was used for the implantation. The surgical and behavioral procedures involved in this study were approved by the University of Chicago Institutional Animal Care and Use Committee and conform to the principles outlined in the Guide for the Care and Use of Laboratory Animals.
B. Brain-machine Interface
The animal was operantly conditioned to control a multiple DOF robot, details of which can be found in [10] . The behavioral task comprised generating, (a) reach-dimension velocities to move the robotic arm towards and away from the target object and (b) grasp velocities, controlling the opening and closing of the aperture formed by the three digits of the robotic hand. Two distinct subset of neural units, dubbed as reach and grasp clusters, controlled the reach and the grasp dimensions independently. The reach cluster was heuristically formed based on spatial proximity and the grasp cluster was chosen through a multi-resolution connectivity algorithm [11] . A 20-tap static Wiener-filter was used to estimate the control velocity from the binned spikes. An unsupervised decoder [12] initialization technique was used to determine the tap weights. Action potential spikes recorded by the MEA were sorted and binned into 50 
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milliseconds bins for the robotic control. Subsequently, the decoded outputs were translated into joint-space velocities.
III. CAUSALITY ANALYSIS Temporal dynamics of individual neurons are often governed by other causally-connected neurons that are spatially distributed. To understand the connectivity within the ensemble of neurons, Granger causality-based technique has been used [13] . A point-process neural spike train can be characterized by its conditional intensity function (CIF), λ (t|H(t)), where H(t) denotes the spiking history of all neurons in the ensemble up to time t. For a linear model implementation [14] , the causality analysis comprises four essential steps (see Table-I) .
Using a generalized linear model (GLM) framework, the log CIF was modeled as a linear combination of the covariates, H(t), which describes the neural activity dependencies [15] . The logarithm of the CIF for neuron i is given as,
where θ i,0 relates to a background level of activity, and θ i,n,m represents the effect of ensemble spiking history R n,m (t) of neuron n on the firing probability of neuron i at time t for n = 1,...,N neurons. The model order, i.e., the history for each neuron needed for best approximation was identified using AIC (Akaike's information criterion). In this work, a history of maximum 60 milliseconds with a 3 milliseconds window was used.
To estimate the causality between two neurons, a loglikelihood ratio was proposed in [13] . Accordingly, it is given by,
Pr(t + 1 of i|past of everyone till t) Pr(t + 1 of i|past of everyone except j till t)
A Γ i j of greater than zero represents a causal relationship between neurons i and j. The point process likelihood function for neuron i, L i (θ i ) was estimated including all the covariates, and subsequently, the relative reduction in the likelihood L i (θ j i ) by excluding the history of neuron j was determined. Thus, the ratio between the two likelihoods is given by If the spiking activity of neuron j has a causal influence on that of neuron i in the Granger sense, the likelihood
). Finally, the directionality, i.e., excitatory or inhibitory, was distinguished by the sign of
which represents the average causal influence.
The computational complexity of the entire GLM GC algorithm is of O(n 2 ). And, the top-level scheduling was handled in a Linux cluster using Swift. Implementation of the computational processes used a three-tier schema comprising of (i) a functional program layer, (ii) parallelizing scripts and (iii) wrapper start-up scripts for configuration and other parameterization. The functional programming was implemented in Matlab and the parallel script was created using Swift. The node-level parallelization was managed using Swift and the core-level management was implemented using parallelization tools from the shell and Matlab. And, the lowlevel algorithmic implementation was coded in Matlab using an adopted version of [13] .
IV. RESULTS
Two independent clusters, i.e., 19 neurons for reach and 10 for grasp velocity control, were analyzed as a single ensemble, and spike trains extracted for behavioral epochs. Thresholds were applied to the z-Scored decoded velocities, and periods with 500 milliseconds of near-zero velocity followed by transitions that were larger than 1.2σ within a 50 milliseconds window and sustained for another 500 milliseconds were considered as epochs. Binned spike trains corresponding to the epochs were chosen for further analyses. The animal was trained over a period of 37 days and the number of excitatory and inhibitory connections that evolved during training is shown in Figure- (Left) shows the network on Day-1, with 6 isolated neurons in the reach cluster. Later after training (right), 4 of the 6 neurons were recruited within the network. Also, the connection strength and stability between the two clusters increased consistently.
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Fig . 3 . Mean firing rate of the neurons show a longitudinal increase from day-1 to day-37. The relationship between the firing rate and the connectivity is not trivial.
increase in the number of connections was minimal, the affector role showed changes. The number of connections and the connection strengths increased within and between the clusters as learning progressed. Figure-2 shows the in and out-degree connections for the 29 neurons at the start and end of the training days. Changes in the mean firing rate of the neurons is shown in Figure-3 ). Changes in the mean coherency between channels within the reach and grasp clusters and the rest of the channels is shown in Figure-4 for β and low-γ frequencies.
V. DISCUSSIONS
Spatiotemporal dynamics of ensemble of neurons is an influencing factor in BMI performance. Neurons in the network are adaptive in terms of their spatial and temporal connectivity and exhibit changes in both short and long-term learning epochs. It is reasonable to assume that these changes enable generation of volitional control on the BMI.
In the present study, the animal was a chronic amputee for over 7 years, and the causal network gradually emerged in terms of increased number of in-and out-degree connections within the ensemble. The characteristics of the two clusters were different in terms of their baseline con- nectivity. Channels in the reach cluster was chosen to be spatially in proximity to one another, while the grasp cluster was chosen to have functional correlation in their firing. Results show that the reach cluster had lesser number of functional connections in the initial stages of BMI learning and gradually increased significantly. On the other hand, neurons in the grasp cluster exhibited connectivity even in the early training days, i.e., they had near-saturation connectivity. With learning, the causal connectivity within the grasp neurons was limited by the upper bound of possible connections. However, the neurons showed changes in their role as excitatory or inhibitory connections, longitudinally. The LFPs also showed increase in coherencies in specific frequency bands, i.e., in the β and the low-γ regions of the spectrum. The coherency changes originated in the proximity of the observed channels and radially propagated across the entire area of the array. While the genesis of LFPs and their input-output relationship with spike trains are debatable, it ie nevertheless observed here that both the modalities showed increase in their functional connectivity.
Reaching to grasp with an intact arm involves a typical coordinated velocity profile for the two components. In cases of BMIs, learning a synergistic reach and grasp is often preceded with a componentized execution strategy, i.e., the reach and grasp velocities are sequentially executed one inhibiting the other. This is a common phenomenon observed in infants learning to reach and grasp. Similar behavior can be inferred from the causal connections exhibited in the present study. The number of inhibitory connections between the two clusters increased such that the grasping behavior is inhibited till the robot reaches towards the object and when grasping occurs, the reaching is suppressed.
Network interactions can be studied at various temporal scales, i.e., dynamics associated with state-space changes during task execution and those related to long-term learning. Here, we have shown the statistically inferred network emergence in a small region of M1 as BMI learning occurred.
