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Abstract: We consider the uniform infinite quadrangulation of the plane (UIPQ). Curien,
Me´nard and Miermont recently established that in the UIPQ, all infinite geodesic rays origi-
nating from the root are essentially similar, in the sense that they have an infinite number of
common vertices. In this work, we identify the limit quadrangulation obtained by rerooting
the UIPQ at a point at infinity on one of these geodesics. More precisely, calling vk the k-th
vertex on the “leftmost” geodesic ray originating from the root, and Q
(k)
∞ the UIPQ re-rooted
at vk, we study the local limit of Q
(k)
∞ . To do this, we split the UIPQ along the geodesic ray
(vk)k≥0. Using natural extensions of the Schaeffer correspondence with discrete trees, we study
the quadrangulations obtained on each “side” of this geodesic ray. We finally show that the
local limit of Q
(k)
∞ is the quadrangulation obtained by gluing the limit quadrangulations back
together.
1 Introduction
Finite and infinite planar maps are a popular model for random geometry. While finite maps
have been studied since the sixties, infinite models were only introduced a decade ago, with
the works of Angel and Schramm [3, 1]. They were the first to define the uniform infinite
planar triangulation, an infinite map which can be seen as the local limit (in distribution) of
uniform finite triangulations. Krikun [11] then studied its counterpart, the uniform infinite
planar quadrangulation (UIPQ), defined as the limit of uniform rooted finite quadrangulations
as the number of faces goes to infinity. In this article, we study what the UIPQ looks like seen
from a point “at infinity” on a geodesic ray originating from the root.
One of the main advantages of quadrangulations over other classes of planar maps is the
existence of the so-called Cori-Vauquelin-Schaeffer bijection. This bijection, introduced in [6]
and developed thoroughly in [15, 5], gives a correspondence between finite quadrangulations
and well-labeled finite trees. It was in particular used by Chassaing and Durhuus [4] as a new
approach to the UIPQ: they studied the infinite quadrangulation of the plane corresponding to
an infinite positive labeled tree, and it was shown later by Me´nard [13] that this quadrangulation
has the same distribution as the one defined by Krikun.
Using another extension of the Cori-Vauquelin-Schaeffer bijection, Curien, Me´nard and Mier-
mont [9] recently showed that the UIPQ can also be obtained from a “uniform” infinite labeled
tree, without the positivity constraint on the labels. This construction allowed them to prove
new results on the UIPQ, and in particular to give a fine description of the geodesic arcs from a
point to infinity. One of their main results states that all such geodesics are “trapped” between
two distinguished geodesics, which have a simple description in terms of the corresponding la-
beled tree. Moreover, these two geodesics, called the maximal (or leftmost) and minimal (or
rightmost) geodesics, are roughly similar, in the sense that they almost surely have an infinite
number of common points.
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Our main goal here is to study the local limit of Q
(k)
∞ as k → ∞, where Q(k)∞ denotes the
UIPQ re-rooted at a point at distance k from the root, on the leftmost geodesic. Our methods
are again based on bijective correspondences between trees and quadrangulations. Specifically,
we show that Q
(k)
∞ converges in distribution to a limit quadrangulation
←→
Q∞, which can be
obtained by gluing together two quadrangulations of the half-plane with geodesic boundaries;
we give explicit expressions for the distribution of the corresponding trees. Note that the laws
of the quadrangulations of the half-plane we consider (corresponding to the parts of the UIPQ
which are “on the left” and “on the right” of the leftmost geodesic ray) are orthogonal to the
law of the uniform infinite quadrangulation of the half-plane (UIHPQ) which was studied in [2]
and [8].
Finally, note that the scaling limit of the uniform infinite quadrangulation, the Brownian
plane, which was introduced and studied by Curien and Le Gall [7], has a similar “uniqueness”
property of infinite geodesic rays started from the root. We expect our result to have a natural
analog in this context.
In the rest of this introduction, we give the necessary definitions to state our main results.
In Section 1.1, we first recall classical definitions on quadrangulations and labeled trees; we
also describe the construction of the UIPQ given in [9] and the “Schaeffer-type” correspondence
it relies on. Section 1.2 gives more details on the UIPQ re-rooted at the k-th point on the
leftmost infinite geodesic ray starting from the root. In particular, we explain why it is enough
to study the local limit of the parts on each side of this geodesic. This leads us to extend the
correspondence to a larger class of infinite labeled trees, which encode planar quadrangulations
with a geodesic boundary (see Section 1.3). Finally, in Section 1.4, we state our main convergence
results for these trees and the associated quadrangulations.
1.1 Well-labeled trees and associated quadrangulations
1.1.1 First definitions on finite and infinite planar maps
A finite planar map is a proper embedding of a finite connected graph, possibly with multiple
edges or loops, into the two-dimensional sphere (or more rigorously, the equivalence class of such
a graph, modulo orientation-preserving homeomorphisms).
We first introduce some notation for such a map m. Let V (m), E(m) and
−→
E (m) denote the
sets of the vertices, edges and oriented edges of m, respectively. The faces of m are the connected
components of the complement of E(m). We say that a face is incident to e ∈ −→E (m) if it is the
face on the left of e. The degree of a face is the number of edges it is incident to. A corner of
m is an angular sector between two edges of m. Note that there is a bijective correspondence
between the corners of m and its oriented edges; we say that a corner is incident to e ∈ −→E (m) if
it is the corner on the left of e, next to its origin.
We say that a finite planar map is rooted if it comes with a distinguished oriented edge,
called the root edge; the origin vertex of the root is called the root vertex, and the face which is
incident to the root is called the root face. A planar map is a quadrangulation if all faces have
degree 4, and a tree if it has only one face. A quadrangulation with a boundary is a planar map
with a distinguished face called the external face, such that the boundary of the external face is
simple and all other faces have degree 4. We let Qf , Qf,b and Tf respectively denote the sets of
finite quadrangulations, quadrangulations with a boundary and trees.
Let us now define the local limit topology on these sets. For any rooted map m, let Bm(r)
denote the ball of radius r in m, centered at the root-vertex (i.e. the planar map defined by
the edges of m whose extremities are both at distance at most r from the root-vertex, for the
graph-distance on m). For all finite planar maps m, m′, we let
D(m,m′) = (1 + sup {r ≥ 0 : Bm(r) = Bm′(r)})−1.
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The local topology is the topology associated to this distance. Let Q, Qb and T denote the
completions of Qf , Qf,b and Tf for this topology. The elements of Q∞ := Q \ Qf (resp.
T∞ := T \ Tf ) are infinite planar quadrangulations (resp. trees). All the notations introduced
above for finite planar maps have natural extensions to the above sets. We let Q∞,∞ denote the
set of the quadrangulations with an infinite boundary, i.e. the elements of Qb which are defined
as limits of sequences of maps in Qf,b whose external faces have degrees going to infinity.
Any element Q of Q∞ or Q∞,∞ can be seen as a gluing of quadrangles which defines an
orientable, connected, separable surface, with a boundary in the second case. See [9, Appendix]
for details. We are interested in two cases:
• If the corresponding surface is homeomorphic to S = R2, we say that Q is an infinite
quadrangulation of the plane.
• If the corresponding surface is homeomorphic to S = R×R+, we say that Q is an infinite
quadrangulation of the half-plane.
In both of these cases, Q can be drawn onto S in such a way that every face is bounded, every
compact subset of S intersects only finitely many edges of Q, and in the second case, the union
of the boundary edges is R×{0}. By convention, if the root edge belongs to this boundary and
is oriented from left to right, we say that Q is a quadrangulation of the upper half-plane, and if
it is oriented from right to left, we say that Q is a quadrangulation of the lower half-plane. We
let Q denote the set of the quadrangulations of the plane, and
←−
Q (resp.
−→
Q) denote the set of
the infinite quadrangulations Q of the upper half-plane (resp. lower half-plane) such that the
boundary of Q is a geodesic path in Q.
As explained in [9, Appendix], an element Q of Q∞ is a quadrangulation of the plane if
and only if it has exactly one end - which means, in terms of maps, that for all r ∈ N, the
map Q \ BQ(r) has exactly one infinite connected component. For an element Q of Q∞,∞,
one can check that Q is a quadrangulation of the half-plane if and only if the same condition
holds. Indeed, the infinite quadrangulation obtained by gluing a copy of the lattice Z×Z− along
the boundary also has one end (the number of ends can only decrease when we perform this
operation), so it is a quadrangulation of the plane.
In what follows, the trees and quadrangulations we consider will be elements of T := T ,
Q,
←−
Q and
−→
Q. The uniform infinite quadrangulation (UIPQ) is a random variable in Q whose
distribution is the limit of the uniform distribution on planar quadrangulations with n faces, as
n→∞.
1.1.2 Well-labeled trees
We say that (T, l) is a well-labeled (plane, rooted) tree if T is an element of T and l is a mapping
from V (T ) into Z such that |l(u)− l(v)| ≤ 1 for every pair of neighbouring vertices u, v. Let
T be the set of such trees. More precisely, for all x ∈ Z and n ≥ 0, let Tn(x) be the set of
well-labeled plane rooted trees with n edges and root-label x, and
Tn =
⋃
x∈Z
Tn(x).
Similarly, for all x ∈ Z, let T∞(x) denote the set of infinite well-labeled plane rooted trees with
root-label x, and
T∞ =
⋃
x∈Z
T∞(x).
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We thus have
T =
⋃
n∈N∪{0,∞}
Tn =
⋃
n∈N∪{0,∞}
⋃
x∈Z
Tn(x).
For any (infinite) plane rooted tree T , we say that (ui)i≥0 is a spine in T if u0 is the root
of T and if for all i ≥ 0, ui is the parent of ui+1. We let S be the set of all plane rooted trees
having exactly one spine, and consider the corresponding sets of labeled trees:
S(x) = {(T, l) ∈ T∞(x) : T ∈ S} ∀x ∈ Z,
S = {(T, l) ∈ T∞ : T ∈ S} .
For every T ∈ S, we let (si(T ))i≥0 be the spine of T . Any vertex si(T ) has a subtree “to its
left” and a subtree “to its right” in T , which we denote by Li(T ) and Ri(T ) respectively. To
give a formal definition of these subtrees, we consider two orders on V (T ): the depth-first order,
denoted by <, and the partial order ≺ induced by the genealogy, defined for all u, v ∈ V (T ) by
u ≺ v if u is an ancestor of v in T . With this notation:
• Li(T ) is the subtree of T containing the vertices v such that si ≤ v < si+1.
• Ri(T ) is the subtree of T containing si and the vertices v such that si+1 < v and si+1 ⊀ v.
We also use the natural extensions of these notations to well-labeled trees.
1.1.3 The Schaeffer correspondence between infinite trees and quadrangulations
In this section, we recall the definition of the Schaeffer correspondence used in [9], which matches
infinite well-labeled trees with infinite quadrangulations of the plane.
For all x ∈ Z, let
S∗(x) =
{
(T, l) ∈ S(x) : inf
i≥0
l(si(T )) = −∞
}
.
We fix θ = (T, l) ∈ S∗(0). Let cn, n ∈ Z denote the corners of T , taken in the clockwise order,
with c0 the root-corner. For all n, we say that the label of cn is the label of the vertex which is
incident to cn, and we define the successor σθ(cn) of cn as the first corner among cn+1, cn+2, . . .
such that
l(σθ(cn)) = l(cn)− 1.
We now let Φ(θ) denote the graph whose set of vertices is V (T ), whose edges are the pairs
{c, σθ(c)} for all corners c of T , and whose root-edge is (c0, σθ(c0)). Figure 1 gives an example
of this construction. Note that Φ(θ) can be embedded naturally in the plane, by considering
a specific embedding of T and drawing arcs between every corner and its successor in a non-
crossing way. Moreover, Proposition 2 of [9] shows that for all θ ∈ S∗(0), Φ(θ) is an infinite
quadrangulation of the plane.
For a technical reason, we extend this definition to trees θ ∈ S∗(1) by keeping the same
vertices and edges, and choosing (σθ(c0), σθ(σθ(c0))) as the root. (Thus the root edge of Φ(θ)
always goes from vertices with labels 0 and −1 in θ.) For all θ ∈ S∗(1), we still have Φ(θ) ∈ Q.
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Figure 1: The quadrangulation Φ(θ) obtained by applying the Schaeffer correspondence to a
labeled tree θ. The edges of θ are represented by dashed lines.
1.1.4 Uniform infinite labeled tree and quadrangulation
For all x ∈ Z, let ρ(x) be the law of a Galton–Watson tree with offspring distribution Geom(1/2),
such that the root has label x and, for any vertex v other than the root, the label of v is uniform
in {`− 1, `, `+ 1}, with ` the label of its parent. The uniform infinite labeled tree is the random
variable θ∞ = (T∞, l∞) ∈ S(0) whose distribution is characterized by the following properties:
• the process of the spine-labels (Si(θ∞))i≥0 := (l∞(si(T∞)))i≥0 is a random walk with
independent uniform steps in {−1, 0, 1},
• conditionally on (Si(θ∞))i≥0, the trees Li(θ∞) and Ri(θ∞) are independent labeled trees
distributed according to ρ(Si).
For all n ∈ N, we also let θn = (Tn, ln) be a uniform random element of Tn(0). It is known that
θn converges to θ∞ for the local limit topology, as n → ∞ (as noted in [9], it is a consequence
of [10, Lemma 1.14]). Note that we have θ∞ ∈ S∗(0) almost surely, and let Q∞ := Φ(θ∞).
It was shown in [9] that the UIPQ can be seen as the random quadrangulation Q˜∞ equal
to Q∞ with probability 1/2, and to the quadrangulation obtained by reversing the root edge of
Q∞ with probability 1/2.
1.2 Re-rooting the UIPQ at the k-th point on the leftmost geodesic ray
Let us first clarify what we mean by the leftmost geodesic originating form the root in the UIPQ.
It is known from [9] that for all vertices u, v of Q˜∞, the quantity
lim
w→∞
(
d
Q˜∞(u,w)− dQ˜∞(v,w)
)
is well defined (in the sense that the difference of those distances is the same except for a finite
number of vertices w), and equal to the difference of the labels of u and v in the corresponding
tree. As a consequence, letting e denote the root edge of Q∞, with e− its origin and e+ its other
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extremity, we have
lim
w→∞
(
d
Q˜∞(e
−,w)− d
Q˜∞(e
+,w)
)
= 1.
In other words, the extremity of the root edge of Q˜∞ which is “closest to infinity” is well defined,
and equal to e+. Therefore, it is natural to say that the leftmost geodesic ray started from the
root in Q˜∞ is the unique path γL = (γL(i))i≥0 such that γL(0) = e−, γL(1) = e+ and for all
i ≥ 1, γL(i+ 1) is the first neighbour of γL(i) after γL(i− 1) (in the clockwise order) such that
lim
w→∞
(
d
Q˜∞(γL(i),w)− dQ˜∞(γL(i+ 1),w)
)
= 1.
Note that the definition of the leftmost geodesic ray does not depend on whether the root edge
of Q˜∞ has the same orientation as that of Q∞ or not, so it is sufficient to work with Q∞ in the
rest of the article.
The leftmost geodesic also has a natural definition in terms of the tree θ∞. For all k ≥ 0, let
ek be the k-th corner on the chain of the iterated successors of e0, where e0 is the root corner of
θ∞. Equivalently, ek can be seen as the first corner with label −k after the root, in the clockwise
order. We use the same notation for the corresponding vertex in Q∞. The path γmax := (ek)k≥0
is a geodesic ray in Q∞, called the maximal geodesic in [9], and equal to γL.
Curien, Me´nard and Miermont proved in [9] that all other geodesic rays from e0 to infinity
are essentially similar to γmax: almost surely, there exists an infinite sequence of distinct vertices
of Q∞ such that every geodesic ray from e0 to infinity passes through all these vertices. Our
main goal is to study the local limit of Q
(k)
∞ as k →∞, where Q(k)∞ denotes the quadrangulation
Q∞ re-rooted at (ek, ek+1).
More precisely, we will study what the quadrangulation looks like on the left and on the
right of the geodesic ray γmax. This leads us to introduce the “split” quadrangulation Sp(Q∞)
obtained by “cutting” Q∞ along γmax; formally, Sp(Q∞) is an infinite quadrangulation of the
(lower) half-plane whose boundary is formed by the edges (ek, ek+1) on the left of e0, and by
copies (e′k, e
′
k+1) of these edges on the right of e0. This construction is illustrated in Figure 2.
For all k ≥ 0, we let −→Q (k)∞ denote the quadrangulation having the same vertices and edges as
Sp(Q∞), with root (ek, ek+1), and
←−
Q
(k)
∞ denote the quadrangulation having the same vertices
and edges as Sp(Q∞), with root (e′k, e
′
k+1). Thus, since (ek)k≥0 and (e
′
k)k≥0 are geodesics in−→
Q
(k)
∞ and
←−
Q
(k)
∞ , we have the following property:
Lemma 1.1. For all r ≤ k, the ball of radius r in Q(k)∞ is the same as the union of the balls of
radius r in
−→
Q
(k)
∞ and
←−
Q
(k)
∞ .
The main idea now consists in studying the limit of the trees encoding
−→
Q
(k)
∞ and
←−
Q
(k)
∞ , and
then going back to the associated quadrangulations.
To this end, for all k ∈ N, we introduce the tree θ(k)∞ = (T (k)∞ , l(k)∞ ), where T (k)∞ is the tree
T∞ re-rooted at ek, and l
(k)
∞ := l∞ + k. Note that the vertices e′k, k ≥ 1, contrary to the ek,
do not correspond to corners of the tree θ∞. Therefore, for all k ∈ N, we let e−k+1 denote
the last corner of θ∞ before the root (still in the clockwise order) such that σθ∞(e−k+1) = ek.
Equivalently, e−k+1 can be seen as the last corner with label −k + 1 before the root (hence the
choice of the index). Now, for all k ∈ N, we let θ(−k+1)∞ = (T (−k+1)∞ , l(−k+1)∞ ), where T (−k+1)∞ is
the tree T∞ re-rooted at e−k+1, and l
(−k+1)
∞ := l∞+k. With this notation, for all k ∈ N, we have
θ
(k)
∞ ∈ S∗(0), θ(−k+1)∞ ∈ S∗(1), Φ(θ(k)∞ ) = −→Q (k)∞ and Φ(θ(−k+1)∞ ) =←−Q (k)∞ ; but more importantly, we
will show in Section 4 that the local limits of
−→
Q
(k)
∞ and
←−
Q
(k)
∞ can be determined using the local
limits of θ
(k)
∞ and θ
(−k+1)
∞ .
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Figure 2: The “split” quadrangulation Sp(Q∞) obtained from θ∞. The edges of the underlying
tree θ∞ are represented in dashed lines, and the geodesic ray γmax is represented in red. The
labels are omitted to keep the figure readable.
Intuitively, one can anticipate that the local limit of θ
(k)
∞ will be a tree in which the right-hand
side only has positive labels, and the local limit of θ
(−k+1)
∞ will be a tree in which the left-hand
side only has labels greater than 1. This leads us to extend the domain of Φ to such trees.
1.3 Extending the Schaeffer correspondence
Consider the following subsets of S:
−→
S =
{
(T, l) ∈ S(0) : min
n≤−1
l(cn(T )) = 1, lim
n→−∞ l(cn(T )) = +∞ and infn≥0 l(cn(T )) = −∞
}
←−
S =
{
(T, l) ∈ S(1) : min
n≥1
l(cn(T )) = 2, lim
n→+∞ l(cn(T )) = +∞ and infn≤0 l(cn(T )) = −∞
}
.
Here, we show that “Schaeffer-type” constructions yield natural associations between the trees
in these sets and quadrangulations of the lower and upper half-planes. Examples of quadrangu-
lations obtained this way are given on Figure 3.
In the case where θ ∈ −→S , the construction is exactly the same as for θ ∈ S∗(0): for all n, we
define the successor σθ(cn) of cn as the first corner among cn+1, cn+2, . . . such that
l(σθ(cn)) = l(cn)− 1,
and we let Φ(θ) denote the graph whose set of vertices is V (T ), whose edges are the pairs
{c, σθ(c)} for all corners c of T , and whose root-edge is (c0, σθ(c0)).
Now, consider the case where θ ∈ ←−S . If we use the above construction, then for example,
for all i, the last corner with label i has no successor. We therefore add a “shuttle” Λ, i.e. a line
of new points λi, i ∈ Z on which the corners with no successor will be attached. More precisely,
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Figure 3: Examples of quadrangulations Φ(θ) obtained for θ ∈ ←−S (on the left-hand side) and
θ ∈ −→S (on the right-hand side).
for all n, the successor of cn is defined as
σθ(cn) =
{
cn′ for the smallest n
′ ≥ n such that l(cn′) = l(cn)− 1, if it exists,
λl(cn)−1 otherwise,
and we extend this notation to the points of Λ by letting σθ(λi) = λi−1 for all i ∈ Z. We let
Φ(θ) be the graph whose set of vertices is V (T ) unionsqΛ, whose edges are the pairs {c, σθ(c)} for all
corners c of T , and the pairs {λi, λi−1} for all i ∈ Z, and whose root-edge is (λ0, λ−1). (Note
that the rooting convention is consistent with the one we used to define Φ on S∗(1).)
Lemma 1.2. We have the following properties:
• If θ ∈ −→S , then Φ(θ) ∈ −→Q.
• If θ ∈ ←−S , then Φ(θ) ∈ ←−Q.
Proof. In both cases, it is clear that the graph Φ(θ) has a natural embedding into the plane, and
the conditions on lim infn→−∞ l(cn) ensure that every corner is the successor of a finite number
of other corners. Thus every vertex of Φ(θ) has finite degree: Φ(θ) is an infinite planar map.
As in Schaeffer’s usual construction, a simple case study shows that for every corner c of θ:
• The face which is on the right of (c, σθ(c)) is a quadrangle.
• If there exists a corner c′ < c such that l(c′) = l(c), then the face which is on the left of
(c, σθ(c)) is a quadrangle. If θ ∈ ←−S , this is always true. If θ ∈ −→S , then the only corners
for which it is not true are the cni , i ∈ Z, with ni = min {n ∈ Z : l(cn) = i}. For all i, we
have σ(cni) = cni−1 , and the face which is on the left of (cni , cni−1) is the root face of Φ(θ).
For θ ∈ ←−S , we also have to study the faces which are on the left and on the right of the edges
(λi, λi−1): we easily see that the first one is always a quadrangle, and that the second one is the
same for all i. Thus:
• For all θ ∈ −→S , we have Φ(θ) ∈ Q∞,∞.
• For all θ ∈ ←−S , letting Φ(θ) denote the map obtained by reversing the root edge of Φ(θ),
we have Φ(θ) ∈ Q∞,∞.
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Note that the construction ensures that the classical bound
dΦ(θ)(u, v) ≥ |l(u, v)| (1)
still holds. As a consequence, in both cases, the boundary is a geodesic path. Moreover, the
fact that θ has exactly one spine implies, by construction, that Φ(θ) is one-ended.
Note that for θ ∈ −→S , for all i < i′, the path (λj)i≤j≤i′ is the unique geodesic between λi
and λi′ . Indeed, all neighbours of λi′ different of λi′−1 have labels equal to i+ 1, so they are at
distance (at least) i′ − i+ 1 from λi. In other words, the boundary is the unique geodesic path
between vertices of Λ.
1.4 Main results
The first part of our work is the identification of the limit of the joint distribution of (θ
(k)
∞ , θ
(−k+1)
∞ )
as k →∞. We begin by using the convergence of θn towards θ∞ to give an explicit description
of this joint distribution.
To give a more precise idea of these results, we adapt the notation of Section 1.2 to possibly
finite trees. For all θ = (T, l) ∈ T(0) and k ≥ 0 such that minV (T ) l ≤ −k, let ek(θ) be the first
corner having label −k after the root, in clockwise order, e−k(θ) be the last corner having label
−k before the root, and vk(θ) be the most recent common ancestor of ek(θ) and e−k+1(θ). Note
that for k = 0, this is well defined since e0(θ) = e−0(θ). Finally, we define the finite analogs of
θ
(k)
∞ and θ
(−k+1)
∞ : conditionally on minV (Tn) ln ≤ − |k|, for all n, k ∈ N, we let
• θ(k)n = (T (k)n , l(k)n ), where T (k)n is the tree Tn re-rooted at ek(θn), and l(k)n = ln + k,
• θ(−k+1)n = (T (−k+1)n , l(−k+1)n ), where T (−k+1)n is the tree Tn re-rooted at e−k+1(θn), and
l
(−k+1)
n = ln + k.
It is easy to see that:
Lemma 1.3. We have the joint convergence in distribution
(θ(k)n , θ
(−k+1)
n ) −−−→n→∞ (θ
(k)
∞ , θ
(−k+1)
∞ ) (2)
for the local limit topology.
Indeed, the operations which consist in re-rooting a tree θ ∈ T at ek(θ) and e−k+1(θ) are
both continuous for the local limit topology on S∗(0). Since θ∞ belongs to this set, this yields
the conclusion. This lemma will allow us to give an explicit description of the joint distribution
of θ
(k)
∞ and θ
(−k+1)
∞ (see Proposition 2.1 for the distribution of θ
(k)
∞ alone, and Corollary 3.2 for
the joint distribution).
We use these results to prove the convergence theorem below. Recall that ρ(x) denotes
the distribution of a Galton–Watson tree with Geom(1/2) offspring distribution and “uniform”
labels, with root label x. If x is positive, we let ρ+(x) denote the same distribution, conditioned
to have only positive labels. We also introduce a Markov chain X˜ taking values in N, with
transition probabilities
px := P(X˜1 = x+ 1|X˜0 = x) = (x+ 4)(2x+ 5)
3(x+ 2)(2x+ 3)
rx := P(X˜1 = x|X˜0 = x) = x(x+ 3)
3(x+ 1)(x+ 2)
qx := P(X˜1 = x− 1|X˜0 = x) = (x− 1)(2x+ 1)
3(x+ 1)(2x+ 3)
.
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Note that X˜ can be seen as a discrete version of a seven-dimensional Bessel process. Indeed, a
theorem of Lamperti [12] shows that, under some easily checked conditions, the rescaled process
((1/
√
n) · X˜bntc)t≥0 converges in distribution to a diffusion process with generator
L =
α
x
d
dx
+
β
2
d2
dx2
,
where
α = lim
x→∞xE[X˜1 − X˜0|X˜0 = x] = 2
and
β = lim
x→∞E[(X˜1 − X˜0)
2|X˜0 = x] = 2
3
,
hence in our case
L =
2
3
(
3
x
d
dx
+
1
2
d2
dx2
)
.
Thus, ((1/
√
n) · X˜bntc)t≥0 converges to (Z2t/3)t≥0, where Z denotes a Bessel(7) process started
from 0.
Theorem 1.4. We have the joint convergence in distribution
(θ(k)∞ , θ
(−k+1)
∞ ) −−−→
k→∞
(
−→
θ∞,
←−
θ∞) (3)
for the local topology, where
−→
θ∞ = (
−→
T∞,
−→
l∞) and
←−
θ∞ = (
←−
T∞,
←−
l∞) are independent random variables
in S(0) and S(1), whose distributions are characterized by the following properties:
• The process (Si(−→θ∞))i≥1 has the same law as the Markov chain X˜ started from 1.
• Conditionally on (Si(−→θ∞))i≥0, the subtrees Li(−→θ∞), i ≥ 0 and Ri(−→θ∞), i ≥ 1 are indepen-
dent random variables, with respective distributions ρ
(Si(
−→
θ∞))
and ρ+
(Si(
−→
θ∞))
.
• We have the joint distributional identities:
(Si(
←−
θ∞)− 1)i≥0 = (Si(−→θ∞))i≥0
(Li(
←−
T∞),
←−
l∞ − 1)i≥0 = (Ri(−→θ∞))i≥0
(Ri(
←−
T∞),
←−
l∞ − 1)i≥0 = (Li(−→θ∞))i≥0.
We finally extend this convergence to the associated quadrangulations:
Theorem 1.5. Let
−→
Q∞ = Φ(
−→
θ∞) and
←−
Q∞ = Φ(
←−
θ∞). We have the joint convergence in distri-
bution
(
−→
Q (k)∞ ,
←−
Q (k)∞ ) −−−→
k→∞
(
−→
Q∞,
←−
Q∞)
for the local topology. As a consequence, Q
(k)
∞ converges in distribution towards the quadrangu-
lation of the plane
←→
Q∞ obtained by gluing together the boundaries of
−→
Q∞ and
←−
Q∞ in such a
way that their root edges are identified.
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Note that Φ is not continuous at points
−→
Q∞ and
←−
Q∞, so this result is not a straightforward
consequence of the previous theorem. In the same spirit as Me´nard in [13], we have to show that
the balls of radius r in
−→
Q∞ and
←−
Q∞ are included into balls of radius h(r) in the corresponding
trees with high probability, uniformly in k. This is done in Proposition 4.1.
The distribution of
←→
Q∞ could be the subject of further study, in particular concerning its
symmetries. Informally, it would be interesting to see if it is invariant under the two following
transformations:
• Rerooting ←→Q∞ at the “lowest” edge e belonging to an infinite geodesic (γ(i))i∈Z, such
that l(e−) = 0 and l(e+) = 1; then taking the quadrangulation obtained by reflection with
respect to the root edge.
• Rerooting ←→Q∞ at the “lowest” edge e belonging to an infinite geodesic (γ(i))i∈Z, such
that l(e−) = 0 and l(e+) = 1; then reversing the root edge.
In the first case, the invariance should be easy to derive from symmetries of the UIPQ. The
second question appears more difficult and is work in progress.
The paper is organized in the following way. In Sections 2 and 3, we focus on the convergence
of the trees θ
(k)
∞ and θ
(−k+1)
∞ . We first give the proof of the convergence of θ
(k)
∞ alone, and then
show how the same methods can be applied to derive the joint convergence. Note that the
convergence results of Section 2 are not necessary in the proof of the joint convergence, but
should make the structure of the proof easier to understand. Finally, Section 4 is devoted to the
proof of Theorem 1.5.
Acknowledgements: This work is part of a larger project in collaboration with Gre´gory
Miermont and Erich Baur. The author would like to thank them for the inspiring discussions
and their careful proofreadings, as well as Nicolas Curien, whose idea it first was to study this
transformation of the UIPQ.
2 Convergence of θ
(k)
∞
2.1 Explicit expressions for the distribution of θ
(k)
∞
In this section, we work with a fixed value of k ∈ N. Let us introduce some notation for particular
vertices and subtrees of θ
(k)
n , for n ∈ N ∪ {∞}. All the variables we consider also depend on
k, and should therefore be denoted with an exponent (k), but we omit it as long as k is fixed,
to keep the notation readable. First, let mn be the graph-distance between e0(θn) and ek(θn),
and xn,0, . . . , xn,mn denote the sequence of the vertices which appear on the path from ek(θn) to
e0(θn). For all i ∈ {0, . . . ,mn}, let Xn,i = l(k)n (xn,i). We also consider the subtrees which appear
on each “side” of the path (xn,0, . . . , xn,mn):
• For all i ∈ {1, . . . ,mn}, let τn,i be the subtree of θ(k)n containing the vertices v such that
in θn, we had xn,i ≤ v < xn,i−1.
• For all i ∈ {0, . . . ,mn}, let τ ′n,i be the subtree of θ(k)n containing the vertices v such that
in θn, we had v = xn,i, or xn,i ≺ v, xn,i−1 < v and xn,i−1 ⊀ v.
We emphasize that these subtrees inherit the labels l
(k)
n instead of ln, even if we have to use
the orders < and ≺ on Tn (instead of T (k)n ) to define them. The fact that we have to use these
orders may seem a bit clumsy since the subtrees are numbered starting from the root xn,0 of
11
θ
(k)
n , but it is necessary to get the distinction between τn,mn and τ
′
n,mn . Figure 4 sums up the
above notation.
Our first step is to characterize the joint distribution of m∞, (X∞,i)0≤i≤m∞ , (τ∞,i)1≤i≤m∞
and (τ ′∞,i)0≤i≤m∞ . We introduce some more notation for the sets in which these random variables
take their values. For all m,x, x′ ∈ N, letM+m,x→x′ denote the set of the walks (x1, . . . , xm) ∈ Nm
such that x1 = x, xm = x
′ and for all i ≤ m− 1, |xi+1 − xi| ≤ 1. Also let
T+n (x) = {(T, l) ∈ Tn(x) : l > 0} ∀x ∈ N,
T+n =
⋃
x∈N
T+n (x) and T+ =
⋃
n≥0
T+n .
We also use the following facts on the distributions ρ(x) and ρ
+
(x): for all n ≥ 0, it is known that
ρ(x)({θ}) =
1
2 · 12n ∀x ∈ Z, θ ∈ Tn(x)
and Proposition 2.4 of [4] shows that∑
n≥0
1
2 · 12n#T
+
n (x) = w(x) :=
x(x+ 3)
(x+ 1)(x+ 2)
∀x ∈ N. (4)
In particular, for all n ≥ 0 and x ∈ N, we have ρ(x)(T+) = w(x) and
ρ+(x)({θ}) =
1
2w(x)12n
∀θ ∈ T+n (x).
Finally, for all m ∈ N and (x0, . . . , xm) ∈ Zm+1, we let µ(x0,...,xm) denote the distribution of the
forest (τ˜i)0≤i≤m defined as follows. Let I be a uniform random variable in {0, . . . ,m}. Let τ˜I be
a random tree distributed as (T∞, l∞+xI), and τ˜i, i ∈ {0, . . . ,m} \ {I} be independent random
trees distributed according to ρ(xi), independent of τ˜I .
We can now state the proposition:
Proposition 2.1. We have X∞,0 = 0 a.s., and for all m ∈ N, x ∈M+m,1→k,
P(m∞ = m, (X∞,1, . . . , X∞,m) = x) =
m+ 1
3m
m∏
i=1
w(xi).
Moreover, conditionally on m∞ = m and (X∞,1, . . . , X∞,m) = x:
e0(θn) = xn,mn ek(θn) = xn,0xn,1xn,2xn,mn−1
τn,1τn,2τn,mn−1τn,mn
τ ′n,1τ
′
n,2τ
′
n,mn−1τ
′
n,mn τ
′
n,0
Figure 4: Notation for the vertices and subtrees of θ
(k)
n .
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• The forests (τ∞,i)1≤i≤m and (τ ′∞,i)0≤i≤m are independent.
• The trees τ∞,i, 1 ≤ i ≤ m are independent random variables distributed according to ρ+(xi).
• The forest (τ ′∞,i)0≤i≤m is distributed according to µ(0,x1,...,xm).
The proof of this proposition relies on counting the well-labeled trees with n edges such that
the corresponding mn, (τn,1, . . . , τn,m) take a certain value, and using the convergence (2).
Proof. We say that a well-labeled forest with m trees is a m-tuple of well-labeled plane rooted
trees (t1, . . . , tm), such that for all i ∈ {1, . . . ,m− 1}, the labels of the roots of ti and ti+1 differ
by at most 1. The number of edges of such a forest is the sum of the numbers of edges of the
trees t1 . . . , tm. Let Fm,n be the set of well-labeled plane forests with m trees and n edges.
Fix m,N ≥ 0, t = (t1, . . . , tm) ∈ Fm,N such that the root of t1 has label 1, and all the labels
in t are positive. For all n ∈ N ∪ {∞}, let
P (k)n (m, t) = P(mn = m, (τn,1, . . . , τn,m) = t|min ln ≤ −k).
We are interested in the behaviour of P
(k)
n (m, t) as n → ∞, for fixed k. Since θn is uniform in
Tn(0), we have
P (k)n (m, t) =
Fm+1,n−(m+N)
# {(T, l) ∈ Tn(0) : min l ≤ −k} ,
where for all n′ ≥ 0,
Fm+1,n′ = #
{
(t′0, . . . , t
′
m) ∈ Fm+1,n′ :
the root of t′0 has label 0 and for all i ≥ 1,
the root of t′0 has the same label as the root of ti
}
= #
{
(t′0, . . . , t
′
m) ∈ Fm+1,n′ : for all i ≥ 1, the root of t′0 has label 0
}
.
First note that
# ({(T, l) ∈ Tn(0) : min l ≤ −k}) ∼n→∞ #Tn(0).
Moreover, it can be seen from the well-known cyclic lemma (see [14]) that
#Tn(0) =
3n
2n+ 1
(
2n+ 1
n
)
(5)
and
Fm,n = 3
nm
2n+m
(
2n+m
n
)
. (6)
Applying these formulas to our case gives
Fm+1,n−(m+N) =
3n−(m+N)(m+ 1)
2n+ 1− (m+ 2N)
(
2n+ 1− (m+ 2N)
n− (m+N)
)
,
and therefore
P (k)n (m, t) ∼n→∞
m+ 1
3m+N
(
2n+ 1
n
)−1(2n+ 1− (m+ 2N)
n− (m+N)
)
.
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We now use Stirling’s formula to get an estimate of the binomial coefficients involved:(
2n+ 1
n
)
∼n→∞ 2 · 4
n
√
pin
,
and (
2n+ 1− (m+ 2N)
n− (m+N)
)
∼n→∞ 4
n
2m+2N−1
√
pin
.
Putting these together, we obtain
P (k)n (m, t) ∼n→∞
m+ 1
3m+N2m+2N
=
m+ 1
6m12N
,
so the local convergence (2) implies that
P (k)∞ (m, t) =
m+ 1
6m12N
.
As a consequence, for all m ∈ N, x ∈M+m,1→k, we have
P(m∞ = m, (X∞,1, . . . , X∞,m) = x) =
m+ 1
6m
m∏
i=1
∑
ni≥0
1
12ni
#T+ni(xi)
 .
Recalling equation (4), we get
P(m∞ = m, (X∞,1, . . . , X∞,m) = x) =
m+ 1
6m
m∏
i=1
2w(xi) =
m+ 1
3m
m∏
i=1
w(xi).
Furthermore, for all t = (t1, . . . , tm) ∈ Fm,N such that all the labels in t are positive, the
conditional probability
P((τ∞,1, . . . , τ∞,m) = t | m∞ = m, (X∞,1, . . . , X∞,m) = x)
is equal to
m+ 1
6m12N
·
(
m+ 1
3m
m∏
i=1
w(xi)
)−1
=
m∏
i=1
1
2w(xi)12|ti|
=
m∏
i=1
ρ+(xi)(ti),
hence the conditional distribution of (τ∞,1, . . . , τ∞,m∞).
Finally, conditionally on m∞ = m, (X∞,1, . . . , X∞,m) = x and (τ∞,1, . . . , τ∞,m) = t ∈ Fm,N ,
the trees (τ ′n,0, . . . , τ ′n,m) form a uniform labeled forest with m+ 1 trees and n−m−N edges,
hence the distribution of the limit given in the statement.
To get the limit of θ
(k)
∞ , the main step will consist in showing that for any r ∈ N, the labels
X
(k)
∞,1, . . . , X
(k)
∞,r converge in distribution to the r first steps of the Markov chain X˜ started at 1,
as k →∞. For the moment, we show how to make X˜ appear in the above expression; the fact
that it is indeed the limit is the purpose of Proposition 2.4.
We first introduce the random walk (Xˆi)i≥0 with uniform random steps in {−1, 0, 1}. From
now on, we also adopt the usual notation Ex[ · ] for the conditional expectation E[ · |Xˆ0 = x],
for all x. The expression of the lemma implies that
P(m∞ = m) =
m+ 1
3
E1
[
m−1∏
i=0
w(Xˆi)1{Xˆm−1=k}
]
.
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(Note that the term in the expectation is zero if we do not have Xˆi ≥ 1 for all i ≤ m− 1.) Let
f(x) = x(x+ 3)(2x+ 3) for all x ∈ R, and
Mj =
f(Xˆj)
f(Xˆ0)
j−1∏
i=0
w(Xˆi) ∀j ≥ 0.
Under the assumption Xˆ0 = 1, the process (Mi)i≥0 is a martingale. Using this new process, we
get
P(m∞ = m) =
m+ 1
3
E1
[
f(1)w(k)
f(k)
Mm−11{Xˆm−1=k}
]
=
f(1)w(k)
3f(k)
(m+ 1)P1(X˜m−1 = k),
where X˜ is defined as the image of Xˆ under the measure-change given by the martingale M , i.e.
the Markov process such that E[φ(X˜i)] = E[Miφ(Xˆi)] for every continuous bounded function φ.
Computing the transition probabilities of X˜ gives:
px = Px(X˜1 = x+ 1) =
f(x+ 1)w(x)
3f(x)
rx = Px(X˜1 = x) =
w(x)
3
qx = Px(X˜1 = x− 1) = f(x− 1)w(x)
3f(x)
,
hence the expressions given in the Introduction.
2.2 Two useful quantities
To prove of the convergence of θ
(k)
∞ , we will need estimates for the quantities
Hx(k) =
∑
m≥1
Px(X˜m−1 = k)
H∗x(k) =
∑
m≥1
(m+ 1)Px(X˜m−1 = k),
depending on the values of k, x ∈ N. In practice, these estimates are best obtained through
explicit computation; the expressions we get are given in the two following lemmas. We use the
notations T˜y = inf{t ≥ 1 : X˜t = y} and h(y) = y(y + 1)(y + 2)(y + 3)(2y + 3), for all y ∈ N. (In
this section, we mainly work on Markov processes, and use the letters t and T for associated
times instead of trees.)
Lemma 2.2. Fix k ≥ 2, x ∈ N. We have the following equalities:
• if x ≤ k,
Hx(k) =
3
10
(2k + 3),
• if x > k,
Hx(k) =
3h(k)
10h(x)
(2k + 3).
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Proof. Fix x, k ∈ N. First note that we can write Hx(k) as
Hx(k) =
∑
m≥0
Px(X˜m = k) = Ex
∑
m≥0
1{X˜m=k}
 = 1{x=k} + Ex
1{T˜k<∞}∑
m≥0
1{X˜T˜k+m=k}
 .
Now, applying the Markov property at the stopping time T˜k yields
Hx(k) = 1{x=k} + Px(T˜k <∞)Ek
∑
m≥0
1{X˜m=k}
 .
For all y ≥ 0, let
Ky+1,j =
qy+1 . . . qy+j
py+1 . . . py+j
=
y+j∏
z=y+1
f(z − 1)
f(z + 1)
=
f(y)f(y + 1)
f(y + j)f(y + j + 1)
.
Since K1,j is the general term of a converging series, the Markov chain X˜ is transient, and as a
consequence, we have
Hx(k) = 1{x=k} +
Px(T˜k <∞)
Pk(T˜k =∞)
. (7)
To compute these quantities, it is enough to know the expression of Py+1(T˜y =∞) for all y ≥ k,
which is a well-known property of birth-and-death processes:
Py+1(T˜y =∞) = 1∑
j≥0Ky+1,j
Computing the sum
∑
j≥0Ky+1,j yields
Py+1(T˜y =∞) = 10(y + 2)
(y + 4)(2y + 5)
. (8)
As a consequence, we get the following results:
• If x < k, then
Px(T˜k <∞) = 1.
• If x = k, then
Px(T˜k <∞) = 1− pkPk+1(T˜k =∞) = 6k − 1
3(2k + 3)
.
• If x > k, then
Px(T˜k <∞) =
x−1∏
y=k
Py+1(T˜y <∞) = h(k)
h(x)
.
Together with (7), this completes the proof of the lemma.
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Note that the values we obtain can also be computed using the recurrence relations{
H1(1) = 1 + r1H1(1) + q2H1(2)
H1(k) = pk−1H1(k − 1) + rkH1(k) + qk+1H1(k + 1) ∀k ≥ 2 (9)
and, for all k ∈ N,{
H1(k) = 1{k=1} + r1H1(k) + p1H2(k)
Hx(k) = 1{k=x} + pxHx+1(k) + rxHx(k) + qxHx−1(k) ∀x ≥ 2, (10)
which stem from the Markov property of X˜. Nevertheless, we would still have to go through
part of the previous calculations to get the value of H1(1). In the proof of the following lemma,
we will find it easier to use this approach.
Lemma 2.3. Fix k ≥ 2, x ∈ N, and let Cx = 314((x + 1)(x + 2) − 6). We have the following
equalities:
• if x < k,
H∗x(k) =
3f(k)
f(1)w(k)
− 3Cx
10
(2k + 3),
• if x ≥ k,
H∗x(k) =
3f(k)
f(1)w(k)
− 3
10
(2k + 3)
(
Cx + 1− h(k)
h(x)
)
.
Proof. The first step of the proof consists in computing H∗1 (1). We will then obtain H∗x(k) as the
unique solution of recursive systems having this initial value. Note that since P1(X˜0 = 1) = 1,
we have
H∗1 (1) = 2 +
∑
m≥1
(m+ 2)P1(X˜m = 1).
Let us rewrite the second term using the first return time in 1, as in the proof of the previous
lemma:
H∗1 (1) = 2 +
∑
t≥1
P1(T˜1 = t)
∑
m≥t
(m+ 2)P1(X˜m = 1 | T˜1 = t)
= 2 +
∑
t≥1
P1(T˜1 = t)
∑
m≥0
(m+ t+ 2)P1(X˜m = 1)
= 2 +H∗1 (1)
∑
t≥1
P1(T˜1 = t) +H1(1)
∑
t≥1
tP1(T˜1 = t)
= 2 +H∗1 (1)P1(T˜1 <∞) +H1(1)E1
[
T˜11{T˜1<∞}
]
.
Thus, we have
H∗1 (1) =
1
P1(T˜1 =∞)
(
2 +
3
2
E1[T˜1 | T˜1 <∞]P1(T˜1 <∞)
)
.
Using the value of P1(T˜1 <∞) obtained in the previous proof, we get
H∗1 (1) =
3
2
(
2 +
1
2
E1[T˜1 | T˜1 <∞]
)
. (11)
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To work out the value of the above expectation, we study the process X˜∗ having the law of X˜
conditioned on returning to 1 infinitely often. This process is a recurrent Markov chain whose
transition probabilities can be computed explicitly. Indeed, letting
p∗x := Px(X˜1 = x+ 1 | T˜1 <∞)
r∗x := Px(X˜1 = x | T˜1 <∞)
q∗x := Px(X˜1 = x− 1 | T˜1 <∞),
Bayes’ law yields
p∗x =
Px(X˜1 = x+ 1)Px(T˜1 <∞ | X˜1 = x+ 1)
Px(T˜1 <∞)
=
pxPx+1(T˜1 <∞)
Px(T˜1 <∞)
,
r∗x =
Px(X˜1 = x)Px(T˜1 <∞ | X˜1 = x)
Px(T˜1 <∞)
=
{
rx if x 6= 1
r1
P1(T˜1<∞) if x = 1,
q∗x =
Px(X˜1 = x− 1)Px(T˜1 <∞ | X˜1 = x− 1)
Px(T˜1 <∞)
=

qxPx−1(T˜1<∞)
Px(T˜1<∞) if x 6= 2
q2
P2(T˜1<∞) if x = 1.
Note that, for all x ≥ 2,
Px+1(T˜1 <∞) = Px+1(T˜x <∞)Px(T˜1 <∞),
so we can again use equation (8). Finally, we get p∗1 =
1
3 , r
∗
1 =
2
3 , q
∗
1 = 0, and for all x ≥ 2
p∗x =
x
3(x+ 2)
r∗x =
x(x+ 3)
3(x+ 1)(x+ 2)
q∗x =
x+ 3
3(x+ 1)
.
To get the value of E1[T˜1 | T˜1 < ∞], it is now enough to compute the invariant measure Π of
X˜∗. We do so by using reversibility: the detailed balanced equation Π(x)p∗x = Π(x + 1)q∗x+1
implies
Π(x+ 1)
Π(x)
=
{
x
x+4 if x ≥ 2
3
5 if x = 1.
As a consequence,
∑
x≥1
Π(x) = Π(1)
1 + 3
5
∑
x≥2
2× 3× 4× 5
x(x+ 1)(x+ 2)(x+ 3)
 = Π(1)(1 + 3
5
× 120× 1
72
)
,
so Π is a probability measure if and only if Π(1) = 12 . This implies
E1[T˜1 | T˜1 <∞] = 1
Π(1)
= 2.
Injecting this value into (11) gives H∗1 (1) =
9
2 .
For the second step, we keep x = 1, and compute the values of H∗1 (k) for k ∈ N. As above,
we first shift indices and set the first term aside:
H∗1 (k) = 21{k=1} +
∑
m≥0
(m+ 3)P1(X˜m+1 = k).
Applying the Markov property at time m in each of the terms gives the following recurrence
relations:
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• For k = 1,
H∗1 (1) = 2 +
∑
m≥0
(m+ 3)
(
r1P1(X˜m = 1) + q2P1(X˜m = 2)
)
= 2 + r1H
∗
1 (1) + q2H
∗
1 (2) +H1(1)− 1.
• For all k ≥ 2,
H∗1 (k) =
∑
m≥0
(m+ 3)
(
pk−1P1(X˜m = k − 1) + rkP1(X˜m = k) + qk+1P1(X˜m = k + 1)
)
= pk−1(H∗1 (k − 1) +H1(k − 1)) + rk(H∗1 (k) +H1(k)) + qk+1(H∗1 (k + 1) +H1(k + 1))
= pk−1H∗1 (k − 1) + rkH∗1 (k) + qk+1H∗1 (k + 1) +H1(k).
(Note that we have used implicitly the fact that H1(k) verifies the similar system (9)). Using
the values obtained in Lemma 2.2, we get the recursive system
H∗1 (1) =
9
2
H∗1 (2) =
1
q2
(
(1− r1)H∗1 (1)− 52
)
H∗1 (k + 1) =
1
qk+1
(
(1− rk)H∗1 (k)− pk−1H∗1 (k − 1)− 310(2k + 3)
)
.
It is now easy to check that 3f(k)f(1)w(k) is also a solution of this system, and therefore is equal to
H∗1 (k).
In the third and last step, we fix the value of k, and write recurrence relations for H∗x(k),
x ∈ N. To this end, we again use the Markov property, but at time 1 (with the convention that
H∗0 (k) = 0, to keep the setting general):
H∗x(k) = 21{x=k} +
∑
m≥0
(m+ 3)Px(X˜m+1 = k)
= 21{x=k} +
∑
m≥0
(m+ 3)(pxPx+1(X˜m = k) + rxPx(X˜m+1 = k) + qxPx−1(X˜m = k))
= 21{x=k} + pxH∗x+1(k) + rxH
∗
x(k) + qxH
∗
x−1(k) + pxHx+1(k) + rxHx(k) + qxHx−1(k)
= 1{x=k} + pxH∗x+1(k) + rxH
∗
x(k) + qxH
∗
x−1(k) +Hx(k).
This gives the system{
H∗1 (k) =
3f(k)
f(1)w(k)
H∗x+1(k) =
1
px
(
(1− rx)H∗x(k)− qxH∗x−1(k)−Hx(k)− 1{x=k}
)
.
We first solve these equations for x < k, so that the last term is zero. The solution is of the
form given in the lemma if and only if Cx is such that{
C0 = C1 = 0
Cx+1 =
1
px
((1− rx)Cx − qxCx−1 + 1).
This is indeed the case for Cx =
3
14((x + 1)(x + 2) − 6). Now, for x ≥ k, we seek a solution of
the form
H∗x(k) =
3f(k)
f(1)w(k)
− 3Cx
10
(2k + 3)− C ′k,x.
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The recursive system can be translated into C ′k,k = 0, C
′
k,k+1 =
1
px
and
C ′k,x+1 =
1
px
((1− rx)C ′k,x − qxC ′k,x−1),
or equivalently
px(C
′
k,x+1 − C ′k,x) = qx(C ′k,x − C ′k,x−1).
Thus, for x ≥ k + 1, we get
C ′k,x =
x−1∑
y=k
qk+1 . . . qy
pk+1 . . . py
1
pk
=
x−1∑
y=k
f(k)f(k + 1)
f(y)f(y + 1)
1
pk
=
f(k)f(k + 1)
pk
h(x)− h(k)
10h(k)h(x)
.
Using the expressions of f , h and pk, we conclude that
=
(k + 4)(2k + 5)
10(k + 2)pk
(
1− h(k)
h(x)
)
=
3(2k + 3)
10
(
1− h(k)
h(x)
)
.
This ends the proof.
2.3 Proof of the convergence
We are now ready to give the proof of the convergence of θ
(k)
∞ . We begin with the convergence
of the labels (X
(k)
∞,i) towards the Markov chain X˜.
Proposition 2.4. Fix r ∈ N. For any continuous bounded function F from Rr into R, we have
E[F (X(k)∞,1, . . . , X
(k)
∞,r)] −−−→
k→∞
E1[F (X˜0, . . . , X˜r−1)].
Proof. Let k ≥ r. The computations of Section 2.1 show that
E[F (X(k)∞,1, . . . , X
(k)
∞,r)] =
∑
m≥1
m+ 1
3
E1
[
F (Xˆ0, . . . , Xˆr−1)1{Xˆm−1=k}Mm−1
f(1)w(k)
f(k)
]
.
Since k ≥ r, the term 1{Xˆm−1=k} is zero for m < r. Applying the Markov property allows us to
write E[F (X(k)∞,1, . . . , X
(k)
∞,r)] as
∑
m≥r
m+ 1
3
E1
[
F (Xˆ0, . . . , Xˆr−1)
f(1)
f(Xˆr−1)
Mr−1EXˆr−1
[
1{Xˆ′m−r=k}M
′
m−r
f(Xˆr−1)w(k)
f(k)
]]
,
where Xˆ ′ is an independent copy of the process Xˆ, and for all j ∈ N
M ′j =
f(Xˆ ′j)
f(Xˆ ′0)
j−1∏
i=0
w(Xˆ ′i).
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Therefore, E[F (X(k)∞,1, . . . , X
(k)
∞,r)] is equal to
E1
Mr−1F (Xˆ0, . . . , Xˆr−1)f(1)w(k)
3f(k)
∑
m≥0
(m+ r + 1)EXˆr−1
[
1{Xˆ′m=k}M
′
m
] .
Since Xˆr−1 ≤ r a.s., we now have to estimate the sum
∑
m≥0(m+ r + 1)Ex
[
1{Xˆ′m=k}M
′
m
]
, for
all x ≤ r. We first express this quantity using H∗x(k) and Hx(k):∑
m≥0
(m+ r + 1)Ex
[
1{Xˆ′m=k}M
′
m
]
=
∑
m≥0
(m+ r + 1)Px(X˜ ′m = k)
= H∗x(k) + (r − 1)Hx(k).
Now, the results of Lemmas 2.2 and 2.3 yield∑
m≥0
(m+ r + 1)Ex
[
1{Xˆ′m=k}M
′
m
]
=
3f(k)
f(1)w(k)
+ (r − 1− Cx) 3
10
(2k + 3).
As a consequence, we have
f(1)w(k)
3f(k)
∑
m≥0
(m+ r + 1)Ex
[
1{Xˆ′m=k}M
′
m
]
−−−→
k→∞
1
uniformly in x ≤ r, hence the result.
Note that we have only used part of the results of Lemmas 2.2 and 2.3 (namely, the case
where x ≤ k). The remaining expressions will play a role in the proof of the joint convergence.
The convergence of θ
(k)
∞ towards
−→
θ∞ can now be obtained by putting together the results of
Proposition 2.1 and Proposition 2.4. Indeed, letting I(k) denote the unique index i such that
τ ′∞,i is infinite, conditionally on I
(k) ≥ r, we have that:
• The points si(θ(k)∞ ) and x(k)∞,i are the same for all i ≤ r, hence the equalities Ri(θ(k)∞ ) = τ (k)∞,i
and Li(θ
(k)
∞ ) = (τ ′∞,i)
(k) for all i < r.
• As a consequence, (Si(θ(k)∞ ))1≤i≤r converges in distribution to (X˜i)0≤i≤r−1 for X˜0 = 1.
• Conditionally on (Si(θ(k)∞ ))0≤i<r, the subtrees Li(θ(k)∞ ), 0 ≤ i < r and Ri(θ(k)∞ ), 1 ≤ i < r
are independent random variables, with respective distributions ρ
(Si(θ
(k)
∞ ))
and ρ+
(Si(θ
(k)
∞ ))
.
Since
P(I(k) < r) = E
[
r
m
(k)
∞ + 1
]
≤ r
k + 1
−−−→
k→∞
0,
this gives the desired convergence.
3 Joint convergence of (θ
(k)
∞ , θ
(−k+1)
∞ )
3.1 Explicit expressions for the joint distribution
As in the previous section, we first fix k, and use the convergence of (θ
(k)
n , θ
(−k+1)
n ) to study
(θ
(k)
∞ , θ
(−k+1)
∞ ). Let n ∈ N ∪ {∞}. We introduce some new notation, summed-up in Figure 5.
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To simplify what follows, we write e0, ek, e−k+1 and vk instead of e0(θn), ek(θn), e−k+1(θn) and
vk(θn).
We first deal with the branches between e0, ek and e−k+1. Let an = dn(vk, ek), bn =
dn(vk, e−k+1) and cn = dn(e0, vk), where dn denotes the graph-distance on θn. Let xn,0, . . . , xn,an
be the vertices on the path from ek to vk, yn,0, . . . , yn,bn the ones on the path from e−k+1 to
vk, and zn,0, . . . , zn,cn the ones on the path from vk to e0. For the corresponding labels, we use
capital letters: Xn,i = l
(k)
n (xn,i), Yn,i = l
(k)
n (yn,i) and Zn,i = l
(k)
n (zn,i) for all i.
We now add notation for the subtrees which are grafted on these branches. Again, we use
the orders ≺ and < on the vertices of θn in these definitions, even if we think of these trees as
subtrees of θ
(k)
n (in particular, they inherit the labels l
(k)
n ).
• For all i ∈ {1, . . . , an + cn}, let τn,i be the subtree containing the vertices v such that :
– if i ≤ an, then xn,i ≤ v < xn,i−1,
– if an + 1 ≤ i ≤ an + cn, then zn,i−an ≤ v < zn,i−an−1.
• For all i ∈ {1, . . . , bn + cn}, let τ ′n,i be the subtree containing the vertices v such that :
– if i ≤ bn, either v = yn,i, or yn,i ≺ v, yn,i−1 < v and yn,i−1 ⊀ v,
– if bn + 1 ≤ i ≤ bn + cn, either v = zn,i−bn , or zn,i−bn ≺ v, zn,i−bn−1 < v and
zn,i−bn−1 ⊀ v.
• For all i ∈ {0, . . . , an}, let τn,i be the subtree containing the vertices v such that :
– if i = 0, then x0  v,
– otherwise, either v = xn,i, or xn,i ≺ v, xn,i−1 < v and xn,i−1 ⊀ v.
• For all i ∈ {0, . . . , bn − 1}, let τ ′n,i be the subtree containing the vertices v such that :
– if i = 0, then y0  v.
– otherwise, yn,i ≤ v < yn,i−1,
As in section 2.1, for all these variables, there should be an exponent (k) in the notation, but we
omit this precision as long as k remains constant.
Fix a, b, c,N,N ′ ≥ 0, t = (t1, . . . , ta+c) ∈ Fa+c,N and t′ = (t′1, . . . , t′b+c) ∈ Fb+c,N ′ such that:
• the root of t1 has label 1, and all labels in t are positive,
• the root of t′1 has label 2, and all labels in t′ are greater than 1,
• for all i ≤ c, the labels of the roots of ta+c−i and t′b+c−i are the same.
Let
P (k)n (a, b, c, t, t
′) = P(an = a, bn = b, cn = c, (τ1, . . . , τa+c) = t, (τ ′1, . . . , τ ′b+c) = t′).
We are once again interested in the behaviour of P
(k)
n (a, b, c, t, t′) as n→∞, for fixed k.
Lemma 3.1. Using the above notation, we have
P (k)n (a, b, c, t, t
′) ∼n→∞ a+ b+ 1
6a+b12c+N+N ′
.
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e0 = zn,cn
zn,1zn,2zn,cn−1
τn,an+1τn,an+2τn,an+cn−1τn,an+cn
τ ′n,bn+1τ
′
n,bn+2
τ ′n,bn+cn−1τ
′
n,bn+cn
τ ′n,bn
τn,an
vk
ek = xn,0
xn,1
xn,2
τn,1
τn,2
τn,1
τn,2
τn,an
τn,0
e−k+1 = yn,0
yn,1
τ ′n,1
τ ′n,0
τ ′n,1
Figure 5: Notation for the vertices and subtrees of θn, with distinguished points ek and e−k+1.
Proof. Recall that Fm,n′ denotes the number of well-labeled forests with m trees, n′ edges and
prescribed root labels. Since θn in uniform in Tn(0), we have
P (k)n (a, b, c, t, t
′) =
Fa+b+1,n−(a+b+c+N+N ′)
#
{
(T, l) ∈ Tn(0) : minV (T ) l ≤ −k
} .
Using equations (5) and (6) yields
Fa+b+1,n−(a+b+c+N+N ′) =
3n−(a+b+c+N+N ′)(a+ b+ 1)
2n+ 1− (a+ b+ 2c+ 2N + 2N ′)(
2n+ 1− (a+ b+ 2c+ 2N + 2N ′)
n− (a+ b+ c+N +N ′)
)
,
and
P (k)n (a, b, c, t, t
′) ∼n→∞ a+ b+ 1
3a+b+c+N+N ′
(
2n+ 1
n
)−1(2n+ 1− (a+ b+ 2c+ 2N + 2N ′)
n− (a+ b+ c+N +N ′)
)
.
Stirling’s formula now gives
P (k)n (a, b, c, t, t
′) ∼n→∞ a+ b+ 1
3a+b+c+N+N ′2a+b+2c+2N+2N ′
,
hence the lemma.
Recall that for all m,x, x′ ∈ N, T+m(x) is the set of the labeled trees (T, l) ∈ Tm such that
l > 0 and the root of T has label x, and M+m,x→x′ is the set of the walks (x1, . . . , xm) ∈ Nm+1
such that x0 = x, xm = x
′ and for all i ≤ m − 1, |xi+1 − xi| ≤ 1. Similarly, we let T>1m (x)
be the set of the labeled trees (T, l) ∈ T+m(x) such that l > 1, and M>1m,x→x′ be the set of the
walks (x1, . . . , xm) ∈M+m,x→x′ such that x0, . . . , xm > 1. Also recall that µ(x0,...,xm) denotes the
distribution of a “uniform infinite” forest with root labels x0, . . . , xm.
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For all a, b, c, k′ ≥ 1, x ∈ M+a,1→k′ , y ∈ M>1b,2→k′ , z ∈ M>1c+1,k′→k, let A(k)∞ (a, b, c, x, y, z)
denote the event:
a(k)∞ = a, b
(k)
∞ = b, c
(k)
∞ = c, (X
(k)
∞,1, . . . , X
(k)
∞,a) = x,
(Y
(k)
∞,1, . . . , Y
(k)
∞,b) = y, (Z
(k)
∞,0, . . . , Z
(k)
∞,c) = z.
Corollary 3.2. For all a, b, c, k′ ≥ 1, x ∈M+a,1→k′, y ∈M>1b,2→k′, z ∈M>1c+1,k′→k, we have
P
(
A(k)∞ (a, b, c, x, y, z)
)
=
a+ b+ 1
3a+b+c
(
a∏
i=1
w(xi)
)(
b∏
i=1
w(yi − 1)
)(
c+1∏
i=1
w(zi)w(zi − 1)
)
.
Moreover, conditionally on A
(k)
∞ (a, b, c, x, y, z), with the conventions x0 = y0 = 0:
• The forests (τ∞,i)1≤i≤a+c, (τ ′∞,i)1≤i≤b+c and (τ∞,0, . . . , τ∞,a, τ ′∞,0, . . . , τ ′∞,b−1) are inde-
pendent.
• The trees τ∞,i, 1 ≤ i ≤ a + c are independent random variables, respectively distributed
according to ρ+(xi), 1 ≤ i ≤ a and ρ
+
(za+i)
, a+ 1 ≤ i ≤ a+ c.
• The trees τ ′∞,i, 1 ≤ i ≤ b + c are independent random variables, obtained by adding 1 to
the labels of trees distributed according to ρ+(yi−1), 1 ≤ i ≤ b and ρ
+
(zb+i)
, b+ 1 ≤ i ≤ a+ c,
respectively.
• The forest (τ∞,0, . . . , τ∞,a, τ ′∞,0, . . . , τ ′∞,b−1) follows the distribution µ(0,x1,...,xa,0,y1,...,yb−1).
Proof. We have
P
(
A(k)∞ (a, b, c, x, y, z)
)
=
a+ b+ 1
6a+b12c
 a∏
i=1
∑
ni≥0
1
12ni
#T+ni(xi)
 b∏
i=1
∑
ni≥0
1
12ni
#T>1ni (yi)

c+1∏
i=1
∑
ni≥0
1
12ni
#T+ni(zi)
c+1∏
i=1
∑
ni≥0
1
12ni
#T>1ni (zi)
 .
Using equation (4) and the fact that #T>1m (x) = #T+m(x− 1) for all m,x ∈ N, this gives
P
(
A(k)∞ (a, b, c, x, y, z)
)
=
a+ b+ 1
6a+b12c
(
a∏
i=1
2w(xi)
)(
b∏
i=1
2w(yi − 1)
)(
c+1∏
i=1
4w(zi)w(zi − 1)
)
=
a+ b+ 1
3a+b+c
(
a∏
i=1
w(xi)
)(
b∏
i=1
w(yi − 1)
)(
c+1∏
i=1
w(zi)w(zi − 1)
)
,
hence the first part of the Lemma. The conditional distributions of the trees τ∞,i, τ ′∞,i, τ∞,i
and τ ′∞,i are then obtained exactly as in the proof of Proposition 2.1.
3.2 Proof of the joint convergence
As in Section 2, the main step of the proof of the convergence is to show the convergence of
the labels on the branches x
(k)
∞,i, i ≥ 1 and y(k)∞,i, i ≥ 1. Fix r ∈ N. For all k ∈ N, and for all
continuous bounded functions F , G from Rr into R, we let
Ek(F,G) := E
[
F (X
(k)
∞,1, . . . , X
(k)
∞,r)G(Y
(k)
∞,1, . . . , Y
(k)
∞,r)1{a(k)∞ ,b(k)∞ ≥r}
]
.
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Lemma 3.3. We have the convergence
Ek(F,G) −−−→
k→∞
E1[F (X˜0, . . . , X˜r−1)]E1[G(X˜0 + 1, . . . , X˜r−1 + 1)].
Proof. As in the previous section, we introduce independent random walks Xˆ, Yˆ and Zˆ with
uniform steps in {−1, 0, 1}, and consider associated martingales MX, MY and MZ such that
for all j ≥ 0,
MXj =
f(Xˆj)
f(Xˆ0)
j−1∏
i=0
w(Xˆi) MYj =
f(Yˆj)
f(Yˆ0)
j−1∏
i=0
w(Yˆi) MZj =
g(Zˆj)
g(Zˆ0)
j−1∏
i=0
v(Zˆi),
where v(x) = w(x)w(x + 1) = x(x + 4)/(x + 2)2 and g(x) = x(x + 4)(5x2 + 20x + 17) for all
x ∈ N. From now on, we work under the assumption 1 ≤ r ≤ k. With the above notation, we
can write
Ek(F,G) =
∑
a,b≥r−1
∑
c≥0
a+ b+ 1
9
∑
k′≥1
E
[
E1
[
F (Xˆ0, . . . , Xˆr−1)
f(1)w(k′ + 1)
f(k′ + 1)
MXa−11{Xˆa−1=k′+1}
]
E1
[
G(Yˆ0 + 1, . . . , Yˆr−1 + 1)
f(1)w(k′)
f(k′)
MYb−11{Yˆb−1=k′}
]
Ek′
[
g(k′)v(k − 1)
g(k − 1) MZc1{Zˆc=k−1}
]]
.
Using the Markov property and re-arranging the terms yields
Ek(F,G) =
∑
k′≥1
E
MXr−1F (Xˆ0, . . . , Xˆr−1)MYr−1G(Yˆ0 + 1, . . . , Yˆr−1 + 1)f(1)w(k′ + 1)
3f(k′ + 1)
f(1)w(k′)
3f(k′)
∑
a,b≥0
(a+ b+ 2r − 1)EXˆr−1
[
MX ′a1{Xˆ′a=k′+1}
]
EYˆr−1
[
MY ′b1{Yˆ ′b=k′}
]
g(k′)v(k − 1)
g(k − 1)
∑
c≥0
Ek′
[
MZc1{Zˆc=k−1}
] ,
where Xˆ ′, Yˆ ′,MX ′,MY ′ are independent copies of Xˆ, Yˆ ,MX,MY . We already have the neces-
sary ingredients in Section 2 to study the first factors; the only additional quantity we need to
compute is
H ′k′(k) =
∑
c≥0
Ek′
[
MZc1{Zˆc=k}
]
=
∑
c≥0
Pk′
(
Z˜c = k
)
,
where Z˜ is the image of Zˆ under the measure-change given by the martingale MZ, i.e. the
Markov process such that E[φ(Z˜i)] = E[MZiφ(Zˆi)] for every continuous bounded function φ.
Lemma 3.4. Fix k, k′ ≥ 2. We have the following equalities:
• if k′ ≤ k,
g(k′)v(k)
g(k)
H ′k′(k) =
3g(k′)
35(k + 1)(k + 2)(k + 3)
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• if k′ > k,
g(k′)v(k)
g(k)
H ′k′(k) =
3g(k)
35(k′ + 1)(k′ + 2)(k′ + 3)
.
We omit the technical detail of the proof of this result; the ideas are exactly the same as in
the proof of Lemma 2.2. Now
Ek(F,G) =
∑
1≤x,y≤r
∑
k′≥1
Hx,y,k′(k)
E1[MXr−1F (Xˆ0, . . . , Xˆr−1)1{Xˆr−1=x}]
E1[MYr−1G(Yˆ0 + 1, . . . , Yˆr−1 + 1)1{Yˆr−1=y}],
where
Hx,y,k′(k) =f(1)w(k
′ + 1)
3f(k′ + 1)
f(1)w(k′)
3f(k′)
g(k′)v(k − 1)
g(k − 1) H
′
k′(k − 1)
× (H∗x(k′ + 1)Hy(k′) +Hx(k′ + 1)H∗y (k′) + (2r − 5)Hx(k′ + 1)Hy(k′)).
Therefore, it is enough to show that
∑
k′≥1Hx,y,k′(k) converges to 1 as k → ∞, uniformly in
x, y ≤ r.
Let us first treat the terms for which k′ ≥ k. We have
g(k′)v(k − 1)
g(k − 1) H
′
k′(k − 1) =
3g(k − 1)
35(k′ + 1)(k′ + 2)(k′ + 3)
.
Moreover, the results of Lemmas 2.2 and 2.3 show that, uniformly in y ≤ r,
f(1)w(k′)
3f(k′)
H∗y (k
′) −−−−→
k′→∞
1
f(1)w(k′)
3f(k′)
Hy(k
′) ∼k′→∞ 2
(k′)2
,
and that the same holds with k′ + 1 instead of k′ in the left-hand term. As a consequence, we
have ∑
k′≥k
Hx,y,k′(k) ∼k→∞ 3g(k − 1)
35
∑
k′≥k
4
(k′)5
∼k→∞ 3k
4
7
1
k4
=
3
7
, (12)
uniformly in x, y ≤ r.
In second, we consider the terms for which we have x∨ y < k′ ≤ k− 1. Lemmas 2.2 and 2.3
yield the following estimates, uniformly in y ≤ r:
f(1)w(k′)
3f(k′)
H∗y (k
′) = 1− 3
10(k′ + 1)(k′ + 2)
(
Cy + 1−
(
1 ∧ h(k
′)
h(y)
))
and
f(1)w(k′)
3f(k′)
Hy(k
′) ∼k′→∞ 2
(k′)2
.
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Putting this together with the result of Lemma 3.4, we get
k−2∑
k′=x∨y+1
Hx,y,k′(k) ∼k→∞ 3
35k3
k−1∑
k′=x∨y+1
2× 2
(k′)2
× 5(k′)4
∼k→∞ 12
7k3
k3
3
=
4
7
. (13)
The remaining term is
x∨y∑
k′=1
Hx,y,k′(k) = O
(
1
k3
)
.
Putting this together with (12) and (13), we obtain∑
k′≥1
Hx,y,k′(k) −−−→
k→∞
3
7
+
4
7
= 1,
uniformly in x, y ≤ r, hence the conclusion.
To complete the proof of Theorem 1.4, we finally come back to the trees attached on the
branches x
(k)
∞,i, i ≥ 1 and y(k)∞,i, i ≥ 1, putting together the above result and Corollary 3.2. Let
E(k)(r) be the event that a
(k)
∞ , b
(k)
∞ ≥ r, and the trees (τ∞,i)(k) and (τ ′∞,i)(k) are finite for all
i ≤ r. Conditionally on E(k)(r), we have the following properties on the spines of θ(k)∞ and
θ
(−k+1)
∞ :
• The points si(θ(k)∞ ) and x(k)∞,i are the same for all i ≤ r, hence Ri(θ(k)∞ ) = τ (k)∞,i and Li(θ(k)∞ ) =
τ
(k)
∞,i for all i < r.
• The points si(θ(−k+1)∞ ) and y(k)∞,i are the same for all i ≤ r, hence Ri(θ(−k+1)∞ ) = (τ ′∞,i)(k)
and Li(θ
(−k+1)
∞ ) = (τ ′∞,i)
(k) for all i < r.
• As a consequence, the spine labels (Si(θ(k)∞ ), Si(θ(−k+1)∞ )− 1)1≤i≤r converge in distribution
to (X˜i, Y˜i)0≤i≤r−1, with X˜0 = Y˜0 = 1.
Further conditioning on (Si(θ
(k)
∞ ), Si(θ
(−k+1)
∞ ))0≤i<r, we get that:
• The subtrees Li(θ(k)∞ ), 0 ≤ i < r and Ri(θ(k)∞ ), 1 ≤ i < r are independent random variables,
with respective distributions ρ
(Si(θ
(k)
∞ ))
and ρ+
(Si(θ
(k)
∞ ))
.
• The subtrees Li(θ(−k+1)∞ ), 0 ≤ i < r and Ri(θ(−k+1)∞ ), 1 ≤ i < r are independent random
variables, respectively obtained by adding 1 to the labels of trees distributed according to
ρ+
(Si(θ
(k)
∞ )−1)
and ρ
(Si(θ
(k)
∞ )−1).
• The random forests (Li(θ(k)∞ , Ri(θ(k)∞ ))0≤i<r and (Li(θ(−k+1)∞ , Ri(θ(−k+1)∞ ))0≤i<r are inde-
pendent.
Therefore, it is enough to show that P(E(k)(r)) converges to 0 as k →∞. Fix ε > 0. We have
P(E(k)(r)) ≤ P(a(k)∞ < r or b(k)∞ < r) + E
[
1 ∧ 2r + 2
a
(k)
∞ + b
(k)
∞ + 1
]
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We know from Lemma 3.3 that the first term converges to 0. More precisely, for all r′ ∈ N, we
have
P(a(k)∞ < r′ or b(k)∞ < r′) ≤ ε
for all k large enough, hence
E
[
1 ∧ 2r + 2
a
(k)
∞ + b
(k)
∞ + 1
]
≤ ε+ 2r + 2
2r′ + 1
for k large enough. Thus we can choose r′ in such a way that for all k large enough, we have
P(E(k)(r)) ≤ 3ε.
This concludes the proof.
4 Convergence of the associated quadrangulations
As indicated in the Introduction, the main step of the proof of Theorem 1.5 consists in showing
the following result. We use the conventions
θ(∞)∞ =
−→
θ∞, θ(−∞)∞ =
←−
θ∞,
−→
Q (∞)∞ =
−→
Q∞,
←−
Q (∞)∞ =
←−
Q∞.
Proposition 4.1. For all r ∈ N and ε > 0, there exists h ∈ N such that for all k large enough,
possibly infinite, we have
V
(
B−→
Q
(k)
∞
(r)
)
⊂ V
(
B
θ
(k)
∞
(h)
)
(14)
and
V
(
B←−
Q
(k)
∞
(r)
)
⊂ V
(
B
θ
(−k+1)
∞
(h)
)
∪ {λi : |i| ≤ r} (15)
with probability at least 1− ε.
Let us first see how this result allows us to prove the theorem.
Proof of Theorem 1.5. Using the Skorokhod representation theorem, we assume that the con-
vergence
(θ(k)∞ , θ
(−k+1)
∞ ) −−−→
k→∞
(
−→
θ∞,
←−
θ∞),
obtained in Theorem 1.4, holds almost surely. In particular, it also holds in probability: for all
h ∈ N and ε > 0, we have
P
(
D(θ(k)∞ ,
−→
θ∞) ≤ 1
1 + h
and D(θ(−k+1)∞ ,
←−
θ∞) ≤ 1
1 + h
)
≥ 1− ε
for all k large enough, which means that
B
θ
(k)
∞
(h) = B−→
θ∞
(h) and B
θ
(−k)
∞
(h) = B←−
θ∞
(h) (16)
with probability at least 1− ε, for all k large enough.
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For all r ∈ N and ε > 0, the above proposition shows that there exists hε such that the
inclusions (14) and (15) hold with probability at least 1− ε, for all k large enough. Putting this
together with (16) for h = hε, we get that
B−→
Q
(k)
∞
(r) = B
Φ(
−→
θ∞)
(r) and B←−
Q
(k)
∞
(r) = B
Φ(
←−
θ∞)
(r)
with probability at least 1− ε, for all k large enough (possibly infinite). Therefore, we have the
convergence
(
−→
Q (k)∞ ,
←−
Q (k)∞ ) −−−→
k→∞
(
−→
Q∞,
←−
Q∞)
in probability, hence the joint distributional convergence.
The rest of the section is devoted to the proof of Proposition 4.1. We first introduce conditions
on the “left-hand side” and “right-hand side” of the trees θ
(k)
∞ , θ
(−k+1)
∞ , which are sufficient to
get the ball inclusions (14) and (15). This is done in Section 4.1 (see in particular Lemma 4.3).
In Sections 4.2, 4.3 and 4.4, we then show that an “elementary block” of these conditions holds
with arbitrarily high probability, for all s and k large enough. The corresponding results are
stated in Lemmas 4.4 and 4.5. Finally, Section 4.5 concludes the proof of the proposition.
4.1 Conditions on the right-hand and left-hand part of a labeled tree
We first introduce some more detailed notation for the balls in a rooted tree T . For all s ≥ 0,
we let ∂BT (s) denote the “boundary” of the ball of radius s, defined as
∂BT (s) = {v ∈ T : v has height s} .
In what follows, the letter L will correspond to the “left-hand part” of a tree, and R will be
used for the “right-hand part”. All the following notations are given for the left-hand part, and
are also valid for the right-hand part (replacing L by R). Assume that T ∈ S, and recall that
Li(T ) denotes the subtree of the descendants of si(T ) that are on the left of the spine. We let
L(T ) =
⋃
i≥0
Li(T ),
and for all s ≥ 0,
LBT (s) = BT (s) ∩ L(T ) =
s⋃
i=0
BLi(T )(s− i),
and
∂LBT (s) = ∂BT (s) ∩ L(T ).
We also use the natural extensions of this notation to labeled trees.
We are interested in the following subsets of S, for all r, s, s′, h ∈ N:
AL(r, s, s′, h) =
{
(T, l) ∈ S :
s′⋃
i=0
Li(T ) ⊂ BT (h), and ∃v ∈
s′⋃
i=s+1
Li(T ) s.t. l(v) = −r
}
and
AL+(r, s) = {(T, l) ∈ S : ∀v ∈ L(T ) \ LBT (s), l(v) > r} .
Figure 6 illustrates these definitions. We give a sufficient condition for an inclusion between
the balls in θ and in Φ(θ), in terms of these sets AL(r, s, s′, h), AL+(r, s), AR(r, s, s′, h) and
AR+(r, s):
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ss′
height h
label −r
height s
labels > r
Figure 6: An illustration of the conditions θ ∈ AL(r, s, s′, h) (on the left) and θ ∈ AR+(r, s) (on
the right).
Lemma 4.2. Let r ∈ N.
1. For all θ ∈ −→S , if there exists sequences (s(r′))0≤r′≤r and (h(r′))1≤r′≤r such that
θ ∈ AL(r′, s(r′ − 1), s(r′), h(r′)) ∩ AR+(r′, s(r′)) ∀r′ ∈ {1, . . . , r} ,
then we have V (BΦ(θ)(r)) ⊂ V (Bθ(h(r))).
2. For all θ ∈ ←−S , if there exists sequences (s(r′))0≤r′≤r and (h(r′))1≤r′≤r such that
θ ∈ AR(r′, s(r′ − 1), s(r′), h(r′)) ∩ AL+(r′, s(r′)) ∀r′ ∈ {1, . . . , r} ,
then we have V (BΦ(θ)(r)) ⊂ V (Bθ(h(r))) ∪ {λi : |i| ≤ r}.
Proof. Let θ ∈ −→S . We show by induction that for all r ≥ 0, if there exists sequences (s(r′))0≤r′≤r
and (h(r′))1≤r′≤r such that
θ ∈ AL(r, s(r′ − 1), s(r′), h(r′)) ∩ AR+(r′, s(r′)) ∀r′ ∈ {1, . . . , r} ,
then we have
V
(
BΦ(θ)(r)
) ⊂ V
RBθ(s(r)) ∪ s(r)⋃
i=0
Li(θ)
 .
This is enough to prove the first part of the Lemma. Indeed, since θ belongs to AL(r, s(r −
1), s(r), h(r)), we have
⋃s(r)
i=0 Li(θ) ⊂ Bθ(h(r)) and s(r) ≤ h(r), so
V
RBθ(s(r)) ∪ s(r)⋃
i=0
Li(θ)
 ⊂ V (Bθ(h(r))).
The result is obviously true for r = 0. Assume that it holds for a given r ≥ 0. We order
the corners of θ by writing cn(θ) ≤ cn′(θ) for all n ≤ n′. For all r′ ≤ r + 1, let ξr′ denote the
largest corner incident to the vertex ss(r′). Note that for all r
′ ≤ r, for every corner c of θ,
we have c ≤ ξr′ if and only if every corner c˜ incident to the same vertex as c verifies c˜ ≤ ξr′ .
The induction hypothesis ensures that for every corner c of θ which is incident to a vertex of
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BΦ(θ)(r), we have c ≤ ξr. (This is the case even if the corresponding vertex is in the right-hand
part of θ.)
Let v ∈ V (θ). The vertex v belongs to BΦ(θ)(r + 1) if and only if one of the following
conditions holds:
1. v belongs to BΦ(θ)(r).
2. There exist a vertex v′ of BΦ(θ)(r), and two corners c and c′, respectively incident to v
and v′, such that σθ(c) = c′.
3. There exist a vertex v′ of BΦ(θ)(r), and two corners c and c′, respectively incident to v
and v′, such that σθ(c′) = c.
Respectively, in these three cases, it holds that:
1. Every corner c˜ incident to v is such that c˜ ≤ ξr ≤ ξr+1.
2. We have c ≤ c′ ≤ ξr, so every corner c˜ incident to v is such that c˜ ≤ ξr ≤ ξr+1.
3. The corner c is the first corner with label l(v′) − 1 after c′. Since v′ belongs to BΦ(θ)(r),
the bound (1) ensures that
dΦ(θ)(v0, v
′) ≥ ∣∣l(v0)− l(v′)∣∣ = l(v′)
(where v0 denotes the root of θ), so l(v
′) − 1 ≥ −r − 1. Moreover, we have c′ ≤ ξr, and
since θ belongs to AL(r+ 1, s(r), s(r+ 1), h(r+ 1)), there exists a corner with label −r− 1
between ξr and ξr+1. As a consequence, we have c ≤ ξr+1, and therefore every corner c˜
incident to v is such that c˜ ≤ ξr+1.
Thus, we get the inclusion
V
(
BΦ(θ)(r + 1)
) ⊂ V
R(θ) ∪ s(r+1)⋃
i=0
Li(θ)
 .
Finally, for every vertex v ∈ R(θ) \ RBθ(s(r + 1)), since θ belongs to AR+(r + 1, s(r + 1)), we
have l(v) > r + 1, so v is at distance at least r + 2 of the root in Φ(θ). This yields
V
(
BΦ(θ)(r + 1)
) ⊂ V
RBθ(s(r + 1)) ∪ s(r+1)⋃
i=0
Li(θ)
 .
We now consider the case where θ ∈ ←−S . Similarly, it is enough to show by induction that
for all r ≥ 0, if there exists sequences (s(r′))0≤r′≤r and (h(r′))1≤r′≤r verifying the hypotheses,
then we have
V
(
BΦ(θ)(r) \ Λ
) ⊂ V
LBθ(s(r)) ∪ s(r)⋃
i=0
Ri(θ)
 .
(Indeed, equation (1) shows that V (BΦ(θ)(r)∩Λ) ⊂ {λi : |i| ≤ r}.) Assume that the result holds
for a given r ≥ 0. For all r′ ≤ r + 1, let ξ′r′ denote the smallest corner incident to the vertex
ss(r′). For every corner c of θ which is incident to a vertex of BΦ(θ)(r), we have c ≥ ξr. We fix
v ∈ V (θ), and study the same three cases as above. Respectively, we obtain that:
1. Every corner c˜ incident to v is such that c˜ ≥ ξ′r ≥ ξ′r+1.
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2. The corner c′ is the first corner with label l(v)− 1 after c (or a point of Λ, if such a corner
does not exist), and equation (1) gives that l(v) − 1 = l(v′) ≥ −r. Since θ belongs to
AR(r+ 1, s(r), s(r+ 1), h(r+ 1)), there exists a corner with label −r− 1 which is (strictly)
between ξ′r+1 and ξ′r. So, if we had c < ξ′r+1, this would imply c′ < ξ′r, which is impossible
since v′ is in BΦ(θ)(r). Thus, we have c ≥ ξ′r+1, and every corner c˜ incident to v is such
that c˜ ≥ ξ′r+1.
3. Note that since v is a vertex of θ, we cannot have v′ ∈ Λ. Thus, we have c ≥ c′ ≥ ξ′r, so
every corner c˜ incident to v is such that c˜ ≥ ξ′r ≥ ξ′r+1.
This yields the inclusion
V
(
BΦ(θ)(r + 1) \ Λ
) ⊂ V
L(θ) ∪ s(r+1)⋃
i=0
Ri(θ)
 ,
and the same argument as above concludes the proof.
Our goal is now to obtain similar conditions on the trees θ
(k)
∞ and θ
(−k+1)
∞ , sufficient to get
the ball inclusions (14) and (15). Note that we cannot apply the above result directly, since θ
(k)
∞
and θ
(−k+1)
∞ are elements of S∗(0) and S∗(1) instead of
−→
S and
←−
S . Moreover, for example in θ(k)∞ ,
we are not interested in all the vertices which are on the right of the spine, but only in those
which are on the right of the segment [[ek(θ∞), e0(θ∞)]]. Informally, the others are “cut-off” from
the root when we split the quadrangulation Q∞ along the maximal geodesic, so they do not
belong to the neighbourhood of ek(θ∞) in
−→
Q
(k)
∞ .
Therefore, for all k ∈ N, we further decompose the trees θ(k)∞ and θ(−k+1)∞ . Recall the notation
introduced in Section 3.1. We let
R(k)∞ =
a
(k)
∞ +c
(k)
∞⋃
i=1
τ
(k)
∞,i and R
(k)
∞ (s) = R
(k)
∞ ∩Bθ(k)∞ (s) ∀s ≥ 0,
and similarly,
L(−k+1)∞ =
b
(k)
∞ +c
(k)
∞⋃
i=1
(τ ′∞,i)
(k) and L(−k+1)∞ (s) = L
(−k+1)
∞ ∩ Lθ(−k+1)∞ (s) ∀s ≥ 0.
Note that we have, for example, R
(k)
∞ ⊂ R(θ(k)∞ ) and R(k)∞ (s) ⊂ RBθ(k)∞ (s). We consider the
following events:
• A(k)R+(r, s): “every vertex v ∈ R(k)∞ \ (R(k)∞ (s)) has label greater than r in θ(k)∞ ”,
• A(−k+1)L+ (r, s): “every vertex v ∈ L(−k+1)∞ \(L(−k+1)∞ (s)) has label greater than r in θ(−k+1)∞ ”.
For k =∞, we complement this notation by setting
A(∞)R+ (r, s) =
{−→
θ∞ ∈ AR+(r, s)
}
and A(−∞)L+ (r, s) =
{←−
θ∞ ∈ AL+(r, s)
}
.
We can now adapt Lemma 4.2 to θ
(k)
∞ in the following way:
Lemma 4.3. Let r ∈ N, and consider two sequences of positive integers (s(r′))0≤r′≤r and
(h(r′))1≤r′≤r. For all k ∈ N ∪ {∞}, we have that:
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e0(θ∞)
labels > r
e0(θ∞)
ek(θ∞)ek(θ∞)
s(r)s(r)
S∞
Figure 7: Illustration of the event AR+(s(r)) (on the left), and of the additional condition
ss(r)+1(θ
(k)
∞ ) ≺ e0(θ∞) in θ(k)∞ (on the right). The second figure emphasises the fact that under the
condition ss(r)+1(θ
(k)
∞ ) ≺ e0(θ∞), the spine S∞ does not intersect the set R(k)∞ (s(r))∪
⋃s(r)
i=0 Li(θ
(k)
∞ )
(and in particular, it does not contain ek(θ∞)). This will be used in the proof of Lemma 4.3.
1. Conditionally on ss(r)+1(θ
(k)
∞ ) ≺ e0(θ∞) in θ(k)∞ and on the event
r⋂
r′=1
(
θ(k)∞ ∈ AL(r′, s(r′ − 1), s(r′), h(r′))
)
∩ A(k)R+(r′, s(r′)), (17)
we have
V
(
B−→
Q
(k)
∞
(r)
)
⊂ V
(
B
θ
(k)
∞
(h(r))
)
almost surely.
2. Conditionally on ss(r)+1(θ
(−k+1)
∞ ) ≺ e0(θ∞) in θ(−k+1)∞ and on the event
r⋂
r′=1
(
θ(−k+1)∞ ∈ AR(r′, s(r′ − 1), s(r′), h(r′))
)
∩ A(−k+1)L+ (r′, s(r′)), (18)
we have
V
(
B←−
Q
(k)
∞
(r)
)
⊂ V
(
B
θ
(−k+1)
∞
(h(r))
)
∪ {λi : |i| ≤ r}
almost surely.
Figure 7 illustrates the “new” conditions which appear, compared to the conditions of Lemma
4.2 (both are shown for the first case). Note that the condition on the left-hand side of θ
(k)
∞ is
exactly the same as in Lemma 4.2, already illustrated in Figure 6.
Proof. The case where k =∞ is a direct application of Lemma 4.2. From now on, we fix k ∈ N.
Let S∞ = {si(θ∞) : i ≥ 0} be the spine of θ∞, and Γ′∞ =
{
e′k′ : k
′ ≥ 1} be the “copy” of the
infinite geodesic ray we introduced in the definition of the split quadrangulation Sp(Q∞) (see
for example Figure 2). The construction of Sp(Q∞) ensures that there are no edges between the
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vertices of (Γ′∞ ∪R(θ∞)) \ S∞ and the vertices of L(θ∞) \ S∞. As a consequence, any geodesic
from a point of (Γ′∞ ∪R(θ∞)) \ S∞ to a point of L(θ∞) \ S∞ contains a vertex of S∞.
Note that we have the following equalities:
R(θ∞) = R(θ(k)∞ ) \R(k)∞ = R(θ(−k+1)∞ ) ∪ L(−k+1)∞
L(θ∞) = L(θ(k)∞ ) ∪R(k)∞ = L(θ(−k+1)∞ ) \ L(−k+1)∞ .
In the first case, the same induction as in the proof Lemma 4.2 shows that conditionally on
(17), we have
V
(
B−→
Q
(k)
∞
(r)
)
∩ V (L(θ∞)) ⊂ V
R(k)∞ (s(r)) ∪ s(r)⋃
i=0
Li(θ
(k)
∞ )
 . (19)
Indeed, the first step of the induction shows that there are no vertices belonging to the ball
B−→
Q
(k)
∞
(r) after ss(r)(θ
(k)
∞ ) in the clockwise order, or equivalently
V
(
B−→
Q
(k)
∞
(r)
)
∩ V
(
L(θ(k)∞ )
)
⊂ V
s(r)⋃
i=0
Li(θ
(k)
∞ )
 ,
and since the vertices in R
(k)
∞ \R(k)∞ (s(r)) all have labels greater than r, we also have
V
(
B−→
Q
(k)
∞
(r)
)
∩ V
(
R(k)∞
)
⊂ V
(
R(k)∞ (s(r))
)
.
Noting that L(θ
(k)
∞ ) ∪R(k)∞ = L(θ∞) yields inclusion (19).
To conclude the proof of the first point, we only have to show that the vertices of R(θ∞)\S∞
are at distance at least r + 1 from ek(θ∞) in
−→
Q
(k)
∞ . Let v ∈ V (R(θ∞) \ S∞), and let γ be a
geodesic path from v to ek(θ∞) in
−→
Q
(k)
∞ . The condition ss(r)+1(θ
(k)
∞ ) ≺ e0(θ∞) now has two
consequences, as noted in the caption of Figure 7:
• First, ek(θ∞) belongs to L(θ∞)\S∞. Thus the geodesic γ goes from a point of R(θ∞)\S∞
to a point of L(R∞) \ S∞, so there exists a vertex v′ of γ which belongs to the spine S∞
(see the remark we made at the beginning of the proof).
• Second, the set
R(k)∞ (s(r)) ∪
s(r)⋃
i=0
Li(θ
(k)
∞ )
does not intersect S∞, so inclusion (19) implies that
V
(
B−→
Q
(k)
∞
(r)
)
∩ V (S∞) = ∅. (20)
Putting these two facts together, we get that
d−→
Q
(k)
∞
(v, ek(θ∞)) ≥ d−→Q (k)∞ (v
′, ek(θ∞)) ≥ r + 1.
Similarly, in the second case, conditionally on (18), we have
V
(
B←−
Q
(k)
∞
(r)
)
∩ V (R(θ∞)) ⊂ V
L(k)∞ (s(r)) ∪ s(r)⋃
i=0
Ri(θ
(k)
∞ )
 ,
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and conditionally on ss(r)+1(θ
(−k+1)
∞ ) ≺ e0(θ∞), the latter set does not intersect S∞, so equation
(20) still holds. Thus we only have to show that the vertices of L(θ∞) \ S∞ are at distance at
least r + 1 from e′k in
←−
Q
(k)
∞ . As above, for every such vertex v, any geodesic path from v to e′k
in
←−
Q
(k)
∞ intersects S∞, hence
d←−
Q
(k)
∞
(v, ek(θ∞)) ≥ r + 1.
From now on, we fix r ∈ N. The goal of the next sections is to show that the above
conditions hold with arbitrarily high probability, for k large enough. For condition (17), the
main ingredients are the following lemmas:
Lemma 4.4. Let s ∈ N and ε > 0. There exists sL = sL(r, s, ε) such that for all s′ ≥ sL, there
exists hL(s
′, ε) such that for all k large enough, possibly infinite, we have
P
(
θ(k)∞ /∈ AL(r, s, s′, hL(s′, ε))
)
≤ ε.
Lemma 4.5. For all ε > 0, there exists sR = sR(r, ε) such that for all k large enough, possibly
infinite, we have
P
(
A(k)R+(r, sR)
)
≤ ε,
where A(k)R+(r, sR) denotes the contrary of the event A(k)R+(r, sR).
The proofs of these results are given in Sections 4.3 and 4.4, respectively. A first step consists
in studying the spine labels of
−→
θ∞: this is what we do in Section 4.2. In Section 4.5, we finally
put all these ingredients together to complete the proof of Proposition 4.1.
4.2 Two properties of the spine labels
In this section, we show two lemmas on the spine labels Si(
−→
θ∞). The first one gives an upper
bound which holds almost surely, for all i large enough. The second one gives a lower bound
which holds with high probability.
Lemma 4.6. There exists a constant K such that almost surely, for all i large enough, we have
Si(
−→
θ∞) ≤ K
√
i ln(i).
Proof. Recall that the distribution of (Si(
−→
θ∞))i≥0 is given in Theorem 1.4. Let K > 0 and i ≥ 1.
Recall that
P
(
Si(
−→
θ∞) > K
√
i ln(i)
)
= E
[
Mi1{Xˆi>K
√
i ln(i)}
]
,
where Xˆ is a random walk with uniform steps in {−1, 0, 1} and M is the martingale defined by
Mi =
f(Xˆi)
f(Xˆ0)
i−1∏
j=0
w(Xˆj).
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Note that Mi ≤ f(Xˆi) almost surely. Thus, for all λ > 0, we have
P
(
Si(
−→
θ∞) > K
√
i ln(i)
)
≤ E
[
Mie
−λK
√
i ln(i)eλXˆi
]
≤ Ce−λK
√
i ln(i)E
[
Xˆ4i e
λXˆi
]
, (21)
where C denotes a constant such that f(x) = x(x + 3)(2x + 3) ≤ Cx4 for every x ≥ 0. Now
E
[
Xˆ4i e
λXˆi
]
is the fourth derivative of E
[
eλXˆi
]
, and we have
E
[
eλXˆi
]
= eiψ(λ),
where ψ(λ) denotes the Laplace transform of a uniform random variable in {−1, 0, 1}. Now we
have
ψ(λ) = ln
(
1 + 2 cosh(λ)
3
)
≤ cλ2
for a suitable constant c > 0, and that the first four derivatives of ψ are bounded. Therefore,
there exists a positive constant C ′ such that
CE
[
Xˆ4i e
λXˆi
]
≤ C ′i4eiψ(λ) ≤ C ′i4eciλ2 ∀λ > 0.
Putting this together with (21), we get
P
(
Si(
−→
θ∞) > K
√
i ln(i)
)
≤ C ′i4eciλ2−λK
√
i ln(i) ∀λ > 0.
Choosing the optimal value λ = K
√
ln(i)/(2c
√
i) gives
P
(
Si(
−→
θ∞) > K
√
i ln(i)
)
≤ C ′i4e−(K2/2c) ln(i) = C ′i4−K2/2c.
As a consequence, for all K large enough (such that 4−K2/2c < −1), the sum of the probabilities
P
(
Si(
−→
θ∞) > K
√
i ln(i)
)
is finite. Applying the Borel–Cantelli lemma concludes the proof.
Lemma 4.7. For all η > 0, there exists δ > 0 such that for all s large enough, we have
P
(
∃i ≥ bηsc : Si(−→θ∞) < bδ
√
sc
)
≤ η.
Proof. Since (Si(
−→
θ∞))i≥0 has the same distribution as (X˜i)i≥0 with X˜0 = 1, it is enough to show
that
P1
(
∃i ≥ bηsc : X˜i < bδ
√
sc
)
≤ η.
Recall that, as stated in the introduction, we have the convergence(
1√
n
X˜bntc
)
t≥0
(d)−−−→
n→∞ (Z2t/3)t≥0,
where Z denotes a seven-dimensional Bessel process. As a consequence, there exists constants
δ1 > 0 and s1 ∈ N such that, for all s ≥ s1, we have
P1
(
X˜bηsc ≤
√
ηs · δ1
)
≤ η
2
.
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Fix s ≥ s1. Using the Markov property at time bηsc, for any δ > 0, we can now write
P1
(
∃i ≥ bηsc : X˜i < bδ
√
sc
)
≤ η
2
+
∑
x≥√ηs·δ1
P1(X˜bηsc = x)Px
(
∃i ≥ 0 : X˜i < bδ
√
sc
)
≤ η
2
+
∑
x≥√ηs·δ1
P1(X˜bηsc = x)Px
(
∃i ≥ 0 : X˜i < δ
δ1
√
η
x
)
=
η
2
+
∑
x≥√ηs·δ1
P1(X˜bηsc = x)Px
(
T˜bδx/δ1√ηc <∞
)
, (22)
where T˜x′ denotes the first hitting time of x
′ for X˜. It was shown in the proof of Lemma 2.2
that for all x ≥ x′, we have
Px(T˜x′ <∞) = h(x
′)
h(x)
,
for a given non-constant polynomial h. Thus there exists constants δ2 and x2 such that for all
x ≥ x2, we have
Px(T˜bδ2xc <∞) ≤
η
2
.
Putting this together with (22), for δ = δ2
√
δ1η and s ≥ s1 ∧ (x22/(ηδ21)), we get
P1
(
∃i ≥ bηsc : X˜i < bδ
√
sc
)
≤ η
2
1 + ∑
x≥√ηs·δ1
P1(X˜bηsc = x)
 ≤ η.
4.3 Proof of the left-hand condition
In this section, we give the proof of Lemma 4.4. This result mainly uses the upper bound on
the spine labels of
−→
θ∞, and the explicit expressions of the distribution of Li(
−→
θ∞), for i ≥ 0.
Proof of Lemma 4.4. Since for all s, s′, h, S \ AL(r, s, s′, h) is a closed set, we have
lim sup
k→∞
P
(
θ(k)∞ /∈ AL(r, s, s′, h)
)
≤ P
(−→
θ∞ /∈ AL(r, s, s′, h)
)
,
so it is enough to show that the Lemma holds with
−→
θ∞ instead of θ
(k)
∞ . For all s, s′, h ∈ N, we
have
P
(−→
θ∞ /∈ AL(r, s, s′, h)
)
≤ pr,s,s′ + P
(∃i ≤ s′ : Li(T ) has height greater than h− s′) ,
where
pr,s,s′ := P
(
∀i ∈ {s+ 1, . . . , s′} , min
x∈Li(−→θ∞)
−→
l∞(x) > −r
)
.
Since for all s′, there exists h such that the maximum of the heights of the Galton–Watson trees
L0(
−→
θ∞), . . . Ls′(
−→
θ∞) is less than h−s′ with probability greater than 1−ε/2, it is enough to prove
that the probabilities pr,s,s′ converge to 0 as s
′ →∞.
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We first rewrite pr,s,s′ using the spine-labels Si(
−→
θ∞):
pr,s,s′ = E
[
s′∏
i=s+1
ρ
(Si(
−→
θ∞))
{(T, l) ∈ T : l > −r}
]
= E
[
s′∏
i=s+1
ρ
(r+Si(
−→
θ∞))
(
T+
)]
= E
[
s′∏
i=s+1
w(r + Si(
−→
θ∞))
]
.
The above product is almost surely decreasing as s′ →∞. Therefore, we only have to show that
s′∏
i=s+1
w(r + Si(
−→
θ∞)) −−−−→
s′→∞
0,
or equivalently that
s′∑
i=s+1
− ln
(
w(r + Si(
−→
θ∞))
)
−−−−→
s′→∞
+∞ (23)
almost surely. Since Si(
−→
θ∞)→ +∞ almost surely, we can use the estimate
w(x) = 1− 2
x2
+ o
(
1
x2
)
.
This yields
− ln
(
w(r + Si(
−→
θ∞))
)
∼i→∞ 2(
r + Si(
−→
θ∞)
)2 .
Lemma 4.6 now ensures that the right-hand term is a.s. larger than 2/(K2i ln(i)) for all i large
enough, hence the a.s. divergence (23).
4.4 Proof of the right-hand condition
This section is devoted to the proof of Lemma 4.5. Note that the structure of the proof is close
to Me´nard [13]. More precisely, the lower bound we already proved in Lemma 4.7 corresponds
to a result Me´nard obtains by putting together Lemma 2 and Proposition 5 of [13], and Lemma
4.10 corresponds to Lemma 5 of [13].
We begin by computing the probability P(R(k)∞ (s) = θ∗), and some conditional probabilities
on this event, for all suitable trees θ∗. More precisely, let TR[s] denote the set of the labeled trees
(T, l) ∈ T(0) such that:
• The root of T has exactly one offspring.
• All labels in T are positive, except the root-label.
• The height of T is s.
• There are no vertices on the left of the path from the root to xs, where xs denotes the
leftmost vertex having height s. In other words, if x0, . . . , xs are the vertices on the path
from the root to xs, then for all x ∈ T ∗ \ {x0, . . . , xs}, we have x > xs (where < denotes
the depth-first order).
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Fix θ∗ ∈ TR[s]. We let xs = y1 < . . . < yn∗ denote the vertices of θ∗ which have height s. For all
i ∈ {0, . . . , s− 1}, we let τ∗i denote the subtree formed by the vertices x ∈ T ∗ such that xi  x
and xi+1  x (note that τ∗0 = {x0}). Finally, for all suitable i, we let xi = l∗(xi) and yi = l∗(yi).
We have the following results:
Lemma 4.8. Let k > s+ r. With the above notation, we have
P
(
R(k)∞ (s) = θ
∗
)
= Ws(y1, k)
2n
∗−1
6s−112|T ∗|−s
n∗∏
j=2
w(yj), (24)
where
Ws(x, k) =
f(x)
f(1)
(
1− Cx − s+ 1
10(k + 1)(k + 2)
)
∀x ≤ s < k.
Moreover, this yields the conditional probabilities
P
 min⋃
i≥s τ
(k)
∞,i
l(k)∞ > r
∣∣∣∣R(k)∞ (s) = θ∗
 = Ws(y1 − r, k − r)
Ws(y1, k)
(25)
and
P
(
min
yjv
l(k)∞ (v) > r
∣∣∣∣R(k)∞ (s) = θ∗) = w(yj − r)w(yj) ∀j ∈ {2, . . . , n∗} . (26)
Note that it is easy to see that these equations also hold for k = ∞, with RB−→
θ∞
(s) instead
of R
(k)
∞ (s) and Ws(x,∞) = f(x)/f(1) for all x ≤ s.
Proof. Note that we have xs = y1; in the first two steps of the proof, it is more natural to use
the notation xs. The characterization of the distribution of θ
(k)
∞ given in Proposition 2.1 yields
P
(
R(k)∞ (s) = θ
∗
)
= P
(
(X
(k)
∞,1, . . . , X
(k)
∞,s) = (x1, . . . , xs)
) s−1∏
i=1
ρ+(xi) (θ : Bθ(s− i) = τ
∗
i ) . (27)
Furthermore, the computations of Section 2.1 show that
P
(
X
(k)
∞,i = xi, ∀i ≤ s
)
=
∑
m≥s
m+ 1
3s
s−1∏
i=1
w(xi) Exs
[
m−s∏
i=0
w(Xˆi)1{Xˆm−s=k}
]
= 3−s
(
s−1∏
i=1
w(xi)
)
w(k)f(xs)
f(k)
∑
m≥0
(m+ s+ 1)Pxs
(
X˜m = k
)
= 3−s
(
s−1∏
i=1
w(xi)
)
w(k)f(xs)
f(k)
(
H∗xs(k) + (s− 1)Hxs(k)
)
.
Using the expressions obtained in Lemma 2.2 and Lemma 2.3, and the hypothesis s < k, this
gives
P
(
X
(k)
∞,i = xi, ∀i ≤ s
)
= 3−s+1
(
s−1∏
i=1
w(xi)
)
f(xs)
f(1)
(
1− Cxs − s+ 1
10(k + 1)(k + 2)
)
.
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Besides, for all i ≤ s− 1, we have
ρ+(xi) (θ : Bθ(s− i) = τ
∗
i ) =
1
2w(xi)12
|τ∗i |
∏
j:vj∈τ∗i
2w(yj).
Equation (27) can now be rewritten as
P
(
R(k)∞ (s) = θ
∗
)
=
f(xs)
f(1)
(
1− Cxs − s+ 1
10(k + 1)(k + 2)
) s−1∏
i=1
 w(xi)
6w(xi)12
|τ∗i |
∏
j:vj∈τ∗i
2w(yj)

=
f(xs)
f(1)
(
1− Cxs − s+ 1
10(k + 1)(k + 2)
)
2n
∗−1
6s−112|T ∗|−s
n∗∏
j=2
w(yj),
hence the first result of the lemma.
To get the conditional probability (25), we have to compute
P
(R(k)∞ (s) = θ∗) ∩
 min⋃
i≥s τ
(k)
∞,i
l(k)∞ > r
 .
Using the same decomposition as above, this probability can be written as
∑
m≥s
m+ 1
3m
(
s−1∏
i=1
w(xi)
) ∑
x′∈M+m−s,xs→k
(
m−s∏
i=0
ρ+
(x′i)
(
(T, l) : min
T
l > r
))
s−1∏
i=1
ρ+(xi) (θ : Bθ(s− i) = τ
∗
i ) ,
or equivalently,∑
m≥0
m+ s+ 1
3m
∑
x′∈M+m,xs−r→k−r
m∏
i=0
w(x′i)
 2n∗−1
6s−112|T ∗|−s
n∗∏
j=2
w(yj).
Thus, we get
P
(R(k)∞ (s) = θ∗) ∩
 min⋃
i≥s τ
(k)
∞,i
l(k)∞ > r

=
w(k − r)f(xs − r)
3f(k − r)
(
H∗xs−r(k − r) + (s− 1)Hxs−r(k − r)
) 2n∗−1
6s−112|T ∗|−s
n∗∏
j=2
w(yj)
=
f(xs − r)
f(1)
(
1− Cxs−r − s+ 1
10(k − r + 1)(k − r + 2)
)
2n
∗−1
6s−112|T ∗|−s
n∗∏
j=2
w(yj).
This completes the proof of equation (25).
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Finally, for all j∗ ∈ {2, . . . , n∗}, we have
P
((
R(k)∞ (s) = θ
∗
)
∩
(
min
yjv
l(k)∞ (v) > r
))
= 3−s+1
(
s−1∏
i=1
w(xi)
)
W (y1, k)
s−1∏
i=1
1
2w(xi)12
|τ∗i |
 ∏
j:vj∈τ∗i
j 6=j∗
2w(yj)
× 2w(yj∗ − r)
= Ws(y1, k)
2n
∗−1
6s−112|T ∗|−s
w(yj∗ − r)
∏
2≤j≤n∗
j 6=j∗
w(yj),
hence equation (26).
The second step consists in studying the vertices of R
(k)
∞ which are exactly at height s: we
give an upper bound on the expectation of the number of such vertices, and show that with
high probability, for k large enough, these vertices have labels greater than sα, for α ∈ (0, 1/2).
Precise statements are given in Lemmas 4.9 and 4.10 below. Note that for all k, we have
∂R(k)∞ (s) := {v ∈ R(k)∞ : v has height s} ⊂ ∂RBθ(k)∞ (s).
Lemma 4.9. For all s ≥ 1 and k ∈ N, we have
E
[
#∂R(k)∞ (s)
]
≤ s.
Proof. For all s ≥ 1 and k ∈ N, we have
E
[
#∂R(k)∞ (s)
]
=
s∑
i=1
E
[
#∂B
τ
(k)
∞,i
(s− i)
]
=
s∑
i=1
E
[
1
w(Xi)
E[#∂Bτ (s− i)]
]
,
where τ denotes a Galton–Watson tree with offspring distribution Geom(1/2). For all h ≥ 0,
we have E[#∂Bτ (h)] = 1. As a consequence, the above equality gives
E
[
#∂R(k)∞ (s)
]
=
s∑
i=1
E
[
1
w(Xi)
]
≤
s∑
i=1
1 = s.
We now consider the set
A˜R+(r, s, α) = {(T, l) ∈ S : ∀v ∈ ∂RBT (s), l(v) > bsαc} .
Lemma 4.10. Fix α < 1/2. For all s large enough, there exists k1(s) such that for all k ≥ k1(s),
possibly infinite, we have
P
(
θ(k)∞ /∈ A˜R+(r, s, α)
)
≤ ε.
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Proof. First note that since S \ A˜R+(r, s, α) is a closed set, we have
lim sup
k→∞
P
(
θ(k)∞ /∈ A˜R+(r, s, α)
)
≤ P
(−→
θ∞ /∈ A˜R+(r, s, α)
)
,
so it is enough to show that the property holds for k =∞. Moreover, the same arguments as in
the proof of [13, Lemma 5] show that for all η ∈ (0, 1/2), for all s large enough, we have
P
(
∃i ≤ bηsc − 1 : Ri(−→θ∞) ∩ ∂B−→θ∞(s) 6= ∅
)
≤ 4η.
Thus, letting Iη(s) = {bηsc, . . . , s}, we have
P
(−→
θ∞ /∈ A˜R+(r, s, α)
)
≤ 4η + P
(
∃i ∈ Iη(s) : min
Ri(
−→
θ∞)
−→
l∞ ≤ bsαc
)
.
Lemma 4.7 now ensures that for δ > 0 and s large enough, this probability is less than
5η + P
((
∃i ∈ Iη(s) : min
Ri(
−→
θ∞)
−→
l∞ ≤ bsαc
)
∩
(
∀i ∈ Iη(s), Si(−→θ∞) ≥ bδ
√
sc
))
. (28)
For all (xi)bηsc≤i≤s, we have
P
(
∃i ∈ Iη(s) : min
Ri(
−→
θ∞)
−→
l∞ ≤ bsαc
∣∣∣∣Si(−→θ∞) = xi ∀i ∈ Iη(s)
)
≤
s∑
i=bηsc
P
(
min
Ri(
−→
θ∞)
−→
l∞ ≤ bsαc
∣∣∣∣Si(−→θ∞) = xi
)
≤
s∑
i=bηsc
ρ+(xi)
(
(T, l) ∈ T+ : min
T
l ≤ bsαc
)
≤
s∑
i=bηsc
w(xi)− w(xi − bsαc)
w(xi)
.
Furthermore, if we choose the integers xi in such a way that xi ≥ bδ
√
sc for all i, we have
w(xi)− w(xi − bsαc)
w(xi)
=
4bsαc
x3i
+ o
(
sα
x3i
)
≤ 4s
α−3/2
δ3
+ o
(
sα−3/2
)
,
so
P
(
∃i ∈ Iη(s) : min
Ri(
−→
θ∞)
−→
l∞ ≤ bsαc
∣∣∣∣Si(−→θ∞) = xi ∀i ∈ Iη(s)
)
≤ 4s
α−1/2
δ3
+ o
(
sα−1/2
)
.
Putting this together with (28), we finally get
P
(−→
θ∞ /∈ A˜R+(r, s, α)
)
≤ 5η + 4s
α−1/2
δ3
+ o
(
sα−1/2
)
≤ 6η
for all s large enough.
We are now ready to give the proof of Lemma 4.5.
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Proof of Lemma 4.5. Fix α ∈ (1/3, 1/2). Lemma 4.10 show that for all s large enough and
k ≥ k1(s) (possibly infinite), we have
P
(
A(k)R+(r, s)
)
≤ 2ε+ P
(
A(k)R+(r, s) ∩
(
θ(k)∞ ∈ A˜R+(r, s, α)
))
.
Letting
Θ(s, α) =
{
(T, l) ∈ TR[s] : min
∂BT (s)
l > bsαc
}
,
we get that
P
(
A(k)R+(r, s)
)
≤ 2ε+
∑
θ∗∈Θ(s,α)
P
((
R(k)∞ (s) = θ
∗
)
∩ A(k)R+(r, s)
)
. (29)
Fix θ∗ ∈ Θε(s, α), and let y1, . . . , yn∗ denote the labels of the vertices of height s (from left to
right) in θ∗. Note that the condition θ∗ ∈ Θε(s, α) means that we have bsαc < yi ≤ s for all
i ∈ {1, . . . , n∗}. Moreover, equations (25) and (26) show that
P
(
A(k)R+(r, s)
∣∣∣∣ R(k)∞ (s) = θ∗) ≤ 1− Ws(y1 − r, k − r)Ws(y1, k) +
n∗∑
j=2
(
1− w(yj − r)
w(yj)
)
.
For all y ≤ s, we have
Ws(y − r, k − r)
Ws(y, k)
=
f(y − r)
f(y)
1 + Cy−r−s+110(k−r+1)(k−r+2) − Cy−s+110(k+1)(k+2)
1− Cy−s+110(k+1)(k+2)
 ≥ f(y − r)
f(y)
,
so
0 ≤ 1− Ws(y − r, k − r)
Ws(y, k)
≤ 1− f(y − r)
f(y)
≤ ε
for all s large enough and y ∈ {bsαc, . . . , s}. Besides, uniformly in y > bsαc, we have
1− w(y − r)
w(y)
≤ 4r
s3α
+ o
( r
s3α
)
.
This yields
P
(
A(k)R+(r, s)
∣∣∣∣ R(k)∞ (s) = θ∗) ≤ ε+ n∗( 4rs3α + o( rs3α)
)
.
Putting this into (29), we obtain
P
(
A(k)R+(r, s)
)
≤ 3ε+
(
4r
s3α
+ o
( r
s3α
)) ∑
θ∗∈Θ(s,α)
#∂Bθ∗(s)P
(
R(k)∞ (s) = θ
∗
)
= 3ε+
(
4r
s3α
+ o
( r
s3α
))
E
[
#∂R(k)∞ (s)
]
.
Lemma 4.9 now implies that
P
(
A(k)R+(r, s)
)
≤ 3ε+ 4r
s3α−1
+ o
( r
s3α−1
)
.
Since we took α > 1/3, this concludes the proof.
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4.5 Proof of Proposition 4.1
We can now prove Proposition 4.1 by putting together the results of Lemmas 4.4, 4.5 and 4.3,
and using the symmetry between the definitions of θ
(k)
∞ and θ
(−k)
∞ .
Proof of Proposition 4.1. Let r ∈ N. For all ε ≥ 0, we consider the sequences (sε(r′))r′≥0 and
(hε(r
′))r′≥1 defined by sε(0) = 0, and for all r′ ≥ 1:
sε(r
′) = sR(r′, 2−r
′−1ε) ∨ sL(r′, sε(r′ − 1), 2−r′−1ε)
hε(r
′) = hL(sε(r′), 2−r
′−1ε),
where sL, sR and hR are the quantities introduced in Lemmas 4.4 and 4.5. Note that for all r
′,
we have AR+(r′, sε(r′)) ⊂ AR+(r′, sR(r′, 2−r′−1ε)). Thus, Lemmas 4.4 and 4.5 show that for all
r′ ∈ N, for all k large enough, we have
P
((
θ(k)∞ /∈ AL(r′, sε(r′ − 1), sε(r′), hε(r′))
)
∪ A(k)R+(r′, sε(r′))
)
≤ 2−r′ε,
and as a consequence,
P
(
r⋃
r′=1
(
θ(k)∞ /∈ AL(r′, sε(r′ − 1), sε(r′), hε(r′))
)
∪ A(k)R+(r′, sε(r′))
)
≤ ε
for all k large enough. Moreover, recalling the notation of Proposition 2.1, we have
ssε(r)+1(θ
(k)
∞ ) ⊀ e0(θ∞)
if and only if I
(k)
∞ ≤ sε(r), which happens with probability at most sε(r)/(k+ 1). Therefore, for
all k large enough, the conditions stated in the first part of Lemma 4.3 hold with probability at
least 1− 2ε.
Finally, we can see from the symmetry between the definitions of θ
(k)
∞ and θ
(−k)
∞ that for all
r′, s, s′, h ∈ N, we have
P
(
θ(−k+1)∞ /∈ AR(r′, s, s′, h)
)
= P
(
θ(k−1)∞ /∈ AL(r′ + 1, s, s′, h)
)
and
P
(
A(−k+1)L+ (r′, s)
)
= P
(
A(k−1)R+ (r′ − 1, s)
)
.
Thus, letting s˜ε(0) = 0 and, for all r
′ ≥ 1,
s˜ε(r
′) = sR(r′ − 1, 2−r′−1ε) ∨ sL(r′ + 1, s˜ε(r′ − 1), 2−r′−1ε)
h˜ε(r
′) = hL(s˜ε(r′), 2−r
′−1ε),
the probability
P
(
r⋂
r′=1
(
θ(−k+1)∞ /∈ AR(r′, s˜ε(r′ − 1), s˜ε(r′), h˜ε(r′))
)
∩ A(−k+1)L+ (r′, s˜ε(r′))
)
is equal to
P
(
r⋂
r′=1
(
θ(k−1)∞ /∈ AL(r′ + 1, s˜ε(r′ − 1), s˜ε(r′), h˜ε(r′))
)
∩ A(k−1)R+ (r′ − 1, s˜ε(r′))
)
≤ ε.
Similarly as above, this implies that the conditions stated in the second part of Lemma 4.3 hold
with probability at least 1− 2ε.
Therefore, Lemma 4.3 shows that for h = hε(r) ∨ h˜ε(r), the inclusions (14) and (15) hold
with probability at least 1− 4ε, for all k large enough.
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