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Abstract
Typically, quantum mechanics is thought of as a linear theory with unitary evolution governed
by the Schro¨dinger equation. While this is technically true and useful for a physicist, with regards
to computation it is an unfortunately narrow point of view. Just as a classical computer can simu-
late highly nonlinear functions of classical states, so too can the more general quantum computer
simulate nonlinear evolutions of quantum states. We detail one particular simulation of nonlinearity
on a quantum computer, showing how the entire class of R-unitary evolutions (on n qubits) can be
simulated using a unitary, real-amplitude quantum computer (consisting of n+ 1 qubits in total).
These operators can be represented as the sum of a linear and antilinear operator, and add an
intriguing new set of nonlinear quantum gates to the toolbox of the quantum algorithm designer.
Furthermore, a subgroup of these nonlinear evolutions, called the R-Cliffords, can be efficiently
classically simulated, by making use of the fact that Clifford operators can simulate non-Clifford
(in fact, non-linear) operators. This perspective of using the physical operators that we have to
simulate non-physical ones that we do not is what we call bottom-up simulation, and we give some
examples of its broader implications.
1 Introduction
Simulation is a ubiquitous task in the modern world with diverse uses from fundamental research
(e.g. particle physics simulations in the LHC) to entertainment (e.g. virtual reality headsets). Com-
puters are often associated with simulation due to their wide ranging capabilities as (finite instances
of) universal Turing machines. Like classical computers, universal quantum computers are expected
to be powerful simulators offering potentially even greater efficiency for some very important quantum
tasks, such as chemistry [1–3] and fermionic simulations [4, 5]. Moreover, the notion of simulation is
not limited to a correspondence between especially disparate systems – for instance, quantum error-
correcting codes can be said to simulate a handful of encoded qubits with many physical ones.
Yet, it is quite common for a simulator P to be developed in terms of end-goals, that is, for the
purpose of modeling specific operators OL on the simulated system L that are deemed interesting.
Such a design, which we call top-down, reveals the set of operators OP on P that are necessary to
simulate OL. However, with access to a universal simulator, like a quantum computer, it may be
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more relevant to start from the bottom with operators we can definitely perform on P , and ask what
operators on L can be simulated. In contrast to the top-down simulation, this bottom-up simulation
by definition takes full advantage of the capability of the simulator.
In this paper, we provide a fleshed-out example of a bottom-up simulation, a nonlinear n-qubit
quantum computer being simulated by a linear, real-amplitude quantum computer. The simulator
consists of n+ 1 rebits, which mathematically means that its states are normalized vectors restricted
to R2
n+1
and it has the ability to perform orthogonal linear operators. Although the top-down version
of this simulation has been noted many times in the past beginning with Bennett et. al. [6], the
bottom-up viewpoint, while less often considered (with just a brief mention in McKague, Mosca, and
Gisin [7] and some special-case use in [8, 9]), reveals exciting new phenomena. In particular, the
(n + 1)-rebit computer is able to efficiently simulate, not just unitary, but also non-unitary (indeed
nonlinear) operators on the n-qubit computer. Thus, a major takeaway is that nonlinearity can be
simulated by linear systems on a larger space1.
We completely characterize the operators that can be simulated using this bottom-up approach
to rebit simulation. It happens that the simulable operators are a subgroup of the so-called R-linear
operators, which we call R-unitary. We give universal gate sets for the R-unitaries, which we note can
be constructed from just partial antiunitary operators, i.e. those that act unitarily on some subspace
of the n-qubit Hilbert space and antiunitarily on the rest. Furthermore, the (orthogonal) Clifford
hierarchy [10] on rebits maps to a Clifford hierarchy, dubbed the R-Clifford hierarchy, contained
within the R-unitaries. In the spirit of the Gottesman-Knill theorem [11], we show that the second
level of the R-Clifford hierarchy, which is strictly larger than the Clifford group, is classically efficiently
simulable. We also explore the efficiency of our rebit simulation for general R-unitary circuits.
A good reason to consider bottom-up simulation of quantum computers is for algorithm design.
Our results show that when designing a quantum algorithm using the circuit model, the designer has
at their disposal not just unitary operators, but also the set of R-unitary operators. Examples of this
utility are the quantum simulation of the Majorana equation [8] and measurement of entanglement
monotones [9]. It is important to note, however, that while the rebit simulator can model non-linear
operators, this simulation does not allow us to exceed the power of quantum computers. After all, a
rebit simulator is just a special case of a quantum circuit. This conclusion that non-linear operators can
be simulated by quantum computers does not contradict the results of [12], since the R-linear operators
are not among the non-linear operators described in [12] that imply polynomial-time solutions for NP-
complete and #P-complete problems. We expect of course that generalizations of our result exist, and
more exotic operators (though still not those of the type found in [12]) will become simulable when
more rebits (as a function of n) are included in the simulator.
1.1 Two kinds of simulation
Here we offer a definition of simulation that suits our needs, but also applies to most other uses of the
term. A list of examples is provided in Table 1.
A simulation is a tuple (L,P,P, O(·)) where L and P are sets of states of the logical (the simulated)
and the physical (the simulator) state spaces. The map P : L→ P serves to relate the two. Because
the simulator should be faithful to the simulated space, we require that P is injective – i.e. P(a) = P(b)
implies a = b. But we do not require it to be surjective – in general, Range(P) ⊆ P and there is a
partial inverse L : Range(P)→ L.
The final element O(·) of the tuple specifies either the operators we want to simulate – i.e. O(·) =
1At this point, an interested reader may refer to Appendix A, where we present a simple example of such a simulation.
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Task Simulated space L Simulator space P Mapping P operators OL
Hamiltonian Sim. [16] n qubits 2D qubit lattice CMP map [16] All Hamiltonians
Fermionic Sim. [4] M Fermi modes Q qubits Bravyi-Kitaev [4] 2-body Hamiltonian
Gottesman-Knill [11] Stabilizer states Binary matrices Heisenberg repr. Stabilizer operators
Quantum codes [17] k qubits n qubits, n > k Encoder Universal gate set
Compiling [18] n qubits n qubits + m ancillas |ψ〉 7→ |ψ〉 ⊗ |0〉⊗m All unitaries3
Rebits [7] n qubits n+ 1 rebits Eq. (1) R-unitaries
Table 1: Several examples of our definition of simulation.
OL : L → L corresponding to a top-down simulation – or the operators the simulator can support –
i.e. O(·) = OP : Range(P) → Range(P) corresponding to a bottom-up simulation. Once one set of
operators (either OL or OP ) is specified, the other can be determined by using the established maps
P and L.
As an example, the Gottesman-Knill theorem [11] provides a method for classical computers to
simulate a limited, non-universal, n-qubit quantum computer. To be exact, the quantum computer
is only allowed to perform Clifford gates that act on at most two qubits at a time (e.g. the gate set
{H,S,CX} is sufficient) and single-qubit Pauli measurements, which make up the set of operators
OL. Furthermore, L is the set of stabilizer states (which is closed under the aforementioned operators
OL) and P is the set of n × (2n + 1) binary matrices. A stabilizer state |ψ〉 of n-qubits is special
because there are n independent and mutually commuting Pauli operators pi, i = 1, 2, . . . , n so that
pi|ψ〉 = |ψ〉. Since each such n-qubit Pauli can be specified using 2n + 1 bits (the last bit is to track
a ± sign), these bit strings form the rows of a full rank matrix in P . This describes the map P.
Gottesman-Knill as described is a top-down simulation – the goal is to simulate the Clifford gates
OL. Indeed, the simulator can achieve this efficiently, since each operator in OP (i.e. a classical
manipulation of the binary matrices in P ) that corresponds to an operator in OL takes constant time.
Yet, important insights come from the bottom-up viewpoint. For instance, the classical simulation
can exactly (and efficiently) calculate the entire probability distribution that the quantum computer
can only sample from! The classical simulation is actually more powerful than the Clifford quantum
computer it was designed to simulate2. As this example demonstrates, it is in this bottom-up manner
that unexpected phenomena can occur in simulations. For another example, see Appendix B where
we show that Gottesman-Knill can also simulate complex conjugation of stabilizer states.
1.2 Simulation using rebits
The task we focus on in this paper is the simulation of n qubits using n + 1 rebits. In particular, we
make use of the single-ancilla rebit encoding of qubits [7]. Using the definition of simulation given in
Section 1.1, our rebit simulation is a tuple (L,P,P, O), where L is the set of n-qubit states, P is the
2There are actually several variants of efficiently-simulable Clifford circuits – see [13] and [14]. To be concrete, pick
the variant in which the Clifford circuit is nonadaptive, the input is in the computational basis, and the objective is
so-called strong simulation, i.e. to calculate the probability a bit string y is observed when measuring any subset of
output qubits. Theorem 4 in [13] shows as a corollary of Gottesman-Knill that this particular strong simulation task is
efficient on a classical computer. Furthermore, as shown in Proposition 1 of [15], the ability to strongly simulate a class
of circuits implies the ability to classically efficiently sample from it. So, indeed the classical simulation is strictly more
powerful than the quantum computation in this case.
3Compiling looks like a rather trivial simulation until considered from the bottom-up perspective. The nontriviality
is that the simulator has a set of operators OP that is much smaller than OL. For instance, OP is often finite.
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set of (n+1)-rebit states, and the encoding map P : L→ P takes n-qubit states to (n+1)-rebit states
as follows:
P : |ψ〉 7→ ℜ|ψ〉 ⊗ |0〉a +ℑ|ψ〉 ⊗ |1〉a, (1)
where subscripts a indicate the “ancilla” rebit, and ℜ and ℑ take the real and imaginary parts,
respectively. The inverse of P is (as we show later) the decoding map
L : |φ〉 7→ (〈0|+ i〈1|)a|φ〉. (2)
Handed only an unknown n-qubit state, the encoding operator P is nonlinear and thus unphysical.
However, n-qubit states with only real amplitudes can be encoded simply by appending an ancilla
|0〉 to the register. Since quantum algorithms (i.e. those solving problems in BQP [19]) start on the
all-zeroes state |0〉⊗n, the inability to start a rebit simulation from an arbitrary, unknown state is not
a problem for this standard computational model.4
Our primary task is to study rebit simulations corresponding to different sets O of operators.
Our main results concern bottom-up simulation using rebits (i.e. simulations corresponding to sets
O = OP ), though to draw a contrast, we include a discussion of top-down simulation using rebits
(where we choose O = OL) in Section 4.1.
1.2.1 Bottom-up simulation using rebits
We now introduce some terminology for sets of operators that will be useful for describing the bottom-
up simulation using rebits. Rather than specify OP or OL directly, we specify instead a physically
motivated set of operators O that we can actually implement on n + 1 qubits in the lab. In general,
however, these operators O do not map P to P , i.e. rebits to rebits. Thus, we need to restrict the
simulator to operators OP that do. To do this, take OP = O ∩ Rn+1 ⊆ O, where Rn+1 is the set of
real linear operators on n+ 1 qubits. Correspondingly, there is a set of operators OL that behave the
same way on the n-qubit states in L that operators in OP behave on P : i.e. A ∈ OL if and only if
there is B ∈ OP such that A|ψ〉 = L(BP(|ψ〉)) for all |ψ〉 ∈ L. With a convenient abuse of notation,
we denote this set OL = L(OP ). These are the operators on L being simulated.
We use the following language to describe these sets O, OP , and OL (see also Figure 1). If O is the
set of S operators5 (for example, the unitary operators), then we call OP the set of real S operators
(denoted OR) on P , and OL the set of R-S operators (denoted RO) on L. For example, if O = Un+1
is the set of (n + 1)-qubit unitary operators, then OP = U
R
n+1 is the set of (n + 1)-rebit real unitary
operators (also called orthogonal operators) and OL = RUn is the set of n-qubit R-unitary operators.
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1.3 Our results
In this paper, we study the rebit simulation from a bottom-up perspective. Thus, one important task
which we undertake is to determine, for various sets of S operators, what the corresponding set R-S
is. In the case of unitaries, we can then proceed to find universal gate sets for the R-unitaries. We are
led naturally to consider the efficiency of simulating these gate sets, and for specific subgroups (the
R-Clifford subgroup) we can even find efficient classical simulations.
4Indeed, a similar situation is forced upon error-correcting stabilizer codes, for which only certain states (e.g. stabilizer
states and maybe certain magic states depending on the code) are able to be fault-tolerantly prepared.
5
S is a placeholder for the word used to describe operators in the set O. For example, S could stand for the word
‘unitary’ or ‘linear’.
6Note that R-unitary (which we pronounce as ‘R unitary’) should not be confused with real unitary, which means
real and unitary. The same goes for R-linear, R-Pauli, etc.
4
ORO OR
(·)∩Rn+1
P
R(·)
L
Figure 1: Commutative diagram illustrating the relationships between the sets O, RO and OR.
In this subsection, we aim to highlight these results with a self-contained, albeit brief, presentation.
References are provided to theorems and proofs in the main text (i.e. the following sections) where
the details can be perused. See Figure 2 for a summary of the various sets of operators considered in
this paper.
1.3.1 Characterization of various rebit simulators
First, we find R-S for the following subsets S: (1) linear operators, (2) unitary operators, (3) Pauli
operators, (4) operators in the kth level of the Clifford hierarchy. The following theorem summarizes
our results.
Theorem 1. Let Γ be an operator on n qubits.
1. (Theorem 17) Γ is R-linear if and only if there exist complex linear operators A and B such that
Γ can be written as
Γ = A+BK, (3)
where K denotes the complex conjugation operator, K : |ψ〉 7→ ℜ|ψ〉 − iℑ|ψ〉.
2. (Theorem 22) Γ is R-unitary if and only if Γ = A+ BK is R-linear and A and B are complex
linear operators satisfying the ‘unitarity’ constraints
A†A+BT B¯ = I
A†B +BT A¯ = 0. (4)
3. (Theorem 62) Γ is R-Pauli if and only if it can be written as
Γ = PKb, (5)
where P = icp1 ⊗ . . . ⊗ pn is a Pauli operator (where c ∈ {0, 1, 2, 3} and pj ∈ {I,X, Y, Z}), and
b ∈ {0, 1}.
4. (Theorem 65) Γ is in the kth level of the R-Clifford hierarchy RCk if and only if Γ(RC1)Γ† ⊆
RCk−1, where RC1 is the set of R-Paulis.
The reader might recognize that, in operator theory and linear algebra7, the term R-linear is also
used to describe a map f : V → V ′, where V and V ′ are complex vector spaces, that satisfies
f(ax+ by) = af(x) + bf(y) (6)
7See, for example, [20–22]. Note that our definition of R-linearity coincides with their definition of real linearity.
5
R-linear
R-unitary
R-Clifford
hierarchy
...
R-Clifford
R-Pauli
partial
antiunitary
unitary
Clifford
hierarchy
...
Clifford
Pauli
linearantilinear
real
linear
antiunitary
orthogonal
real
Clifford
hierarchy
...
real
Clifford
real Pauli
Figure 2: Diagram illustrating the relationships between different classes of operators considered in
this paper. A line from A to B (where A is higher than B) means that A is a proper superset of B.
The ellipses represent the infinite towers of classes corresponding to different levels of the respective
Clifford hierarchies.
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for all x, y ∈ V and a, b ∈ R. It turns out8 that this definition is equivalent to that in Part 1 of
Theorem 1 (see Theorem 17). It may not be surprising that R-linearity turns out to be the defining
characteristic of the simulated system; after all, the encoding map P defined in Eq. (1) is blatantly
R-linear in the linear algebraic sense of Eq. (6). More detail on the linear algebraic definition of
R-linearity is included for reference in Appendices C and D.
The R-unitary operators (part 2 of Theorem 1) are of special importance. Since they can be
simulated by (real) unitary operators acting on rebits, they correspond to the set of operators that
can be simulated by physical systems using the rebit encoding. This is an example of bottom-up
simulation: we start with the set of operators that we can perform on rebits (i.e. real unitary operators)
and derive the set of operators (i.e. R-unitaries) that we can simulate on qubits. The rest of our results
will concern various properties of the R-unitary operators.
1.3.2 R-unitaries as products of partial antiunitaries
Our second result concerns the class of partial antiunitary operators, which are a subset (but not a sub-
group) of the R-unitary operators. In [7], McKague, Mosca, and Gisin note that partial antiunitaries
– described as operators “which act only on a subspace” – as well as products of partial antiunitaries,
can be simulated using the rebit encoding. However, a precise definition of partial antiunitarity was
not provided in [7]. In this paper, we propose the following definition:
Definition 2. Let S ⊆ H be a subspace of a complex (finite-dimensional) vector spaceH. An operator
Γ on H is a partial antiunitary operator with respect to S if
(i) Γ is additive, i.e. Γ(ψ + φ) = Γ(ψ) + Γ(φ) for all ψ, φ ∈ H.
(ii) Γ is unitary on S⊥, i.e. 〈Γ(ψ),Γ(φ)〉 = 〈ψ, φ〉 for all ψ, φ ∈ S⊥.
(iii) Γ is antiunitary on S, i.e. 〈Γ(ψ),Γ(φ)〉 = 〈φ,ψ〉 for all ψ, φ ∈ S.
(iv) 〈Γ(ψ),Γ(φ)〉 = 0 for all ψ ∈ S, φ ∈ S⊥.
Perhaps surprisingly, this definition leads to the following relation between partial antiunitaries
and R-unitaries.
Theorem 3. (Theorem 58) For any R-unitary operator Γ, there exists an integer 0 < k ≤ (n +
1)2n(2n − 1)/2 and partial antiunitary operators Γ1, . . . ,Γk−1,Γk such that Γ = ΓkΓk−1 . . .Γ1.
Theorem 3 tells us that in order to simulate an R-unitary, it suffices to just simulate sequences of
partial antiunitary operators. Indeed, we can find universal gate sets for the R-linear operators that
consist of only finitely many partial antiunitary gates. Some of the simplest are presented here in
terms of the partial antiunitaries CKi (a single-qubit gate on qubit i) and CCKij (a two-qubit gate
on qubits i, j) defined by (i.e. they conjugate only the amplitudes of basis states in which the “control”
qubits are 1)
CKi :
∑
x∈{0,1}n
(ax + ibx)|x〉 7→
∑
x∈{0,1}n
xi=0
(ax + ibx)|x〉+
∑
x∈{0,1}n
xi=1
(ax − ibx)|x〉, (7)
CCKij :
∑
x∈{0,1}n
(ax + ibx)|x〉 7→
∑
x∈{0,1}n
xixj=0
(ax + ibx)|x〉+
∑
x∈{0,1}n
xixj=1
(ax − ibx)|x〉, (8)
8More accurately, we chose the terminology so that the two definitions of R-linearity coincide.
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as well as the unitary operators controlled-controlled-Z (CCZ), global phase G(θ)|ψ〉 = eiθ|ψ〉, and
Hadamard gate H.
Theorem 4. (Proposition 55) The gate sets {H,CCK,G(π/4)} and {H,CCZ,CK,G(π/4)} are able
to approximately9 simulate any R-unitary operator.
1.3.3 Computational complexity and a generalization of the Gottesman-Knill Theorem
Third, we explore the efficiency of the rebit encoding with regards to universal gate sets for the
top-down and bottom-up simulations.
Theorem 5. Let C be a depth-d circuit on n qubits.
1. (Theorem 59) If C is a unitary circuit consisting of gates from {H,T,CNOT}, then C (applied
to |0〉⊗n) can be simulated using either an orthogonal circuit of depth at most dn on n+1 rebits
or an orthogonal circuit of depth at most d on 2n rebits.
2. (Theorem 61) If C is an R-unitary circuit consisting of gates from {H,CCZ,CK,G(π/4)}, then
C (applied to |0〉⊗n) can be simulated using either an orthogonal circuit of depth at most dn on
n+ 1 rebits or an orthogonal circuit of depth at most d⌈log2 n⌉ on 2n rebits.
Further exploration of the R-Clifford circuits reveals an efficient classical simulation, enlarging the
scope of the Gottesman-Knill simulation.
Theorem 6. If C is an R-Clifford circuit on n qubits, then there is an efficient classical algorithm
to sample from C|0〉⊗n in time O(n2), when the output qubits of the circuit are measured in the
computational basis.
The R-Clifford circuits are a strictly larger set of operators than the Clifford circuits. For instance,
CK is an R-Clifford gate that is not even linear, much less Clifford.
1.4 Related work
The use of rebits in quantum computation dates back to the 1990s, where it was shown that real
amplitudes (or even rational amplitudes [23]) suffice for universal quantum computation [19]. This
was first proven in the quantum Turing machine model [19], before direct proofs of this result for
the quantum circuit model were found [24–28]. These circuit-model proofs all involve proving the
existence of computationally universal gate sets that consist of only gates with real coefficients. A
simple example of such a gate set is the set containing Toffoli and Hadamard gates [27,28].
Besides the single-ancilla rebit encoding, other rebit encodings have been proposed. An example
is the subsystem-division-respecting encoding introduced by [7]. Unlike the single-ancilla encoding,
local operators remain local under this encoding. As noted in [29], an implication of this result is
that no experiment can distinguish between quantum mechanics with real amplitudes and quantum
mechanics with complex amplitudes, unless one makes assumptions about the dimensions of systems.
Rebits have also been studied in relation to several different topics in quantum information theory.
For example, it was shown that states and measurements on a real Hilbert space are sufficient for
9We have a specific notion of approximation in mind. In principle, any metric on P (the simulator space) implies
a metric on L (the simulated space), and likewise metrics can be defined for operators on those spaces, even if those
operators on L are nonlinear. To make an operator norm on R-linears for instance, one instead evaluates the operator
norm of their simulations. See the definitions at the end of Section 2.2.1 for more rigor on the R-linear operator norm.
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the maximal violation of Bell inequalities [7, 30]. Another example is in computational complexity
theory: as we discussed above, choosing to use rebits instead of qubits does not change the power of
BQP. It was shown in [29] that such a choice also does not change the power of many other quantum
complexity classes, like QMA, QCMA or QIP(k).
Finally, we note that the techniques used in analyzing rebit circuits are closely related to that used
in analyzing quaternionic circuits. It can be shown, for example, that quaternionic quantum circuits
are no more powerful than complex quantum circuits [31], just as complex quantum circuits are no
more powerful than real ones.
1.5 Notation
Throughout this paper, all vector spaces are assumed to be finite-dimensional. The complex conjuga-
tion operator is denoted by K. When K acts on vectors or linear operators, we assume that it acts
on them with respect to the computational basis. For a scalar, vector or matrix A, we sometimes
write K(A) = A¯. The real and imaginary parts of a scalar, vector or matrix A are defined in terms
of K: the real part of A is given by ℜA = 12 (A + K(A)) and the imaginary part of A is given by
ℑA = 12i(A − K(A)). Hence we could write I = ℜ + iℑ and K = ℜ − iℑ. We say that A is real if
ℜA = A, and that A is imaginary if ℑA = −iA.
The identity matrix is denoted by I, and the Pauli matrices by X, Y and Z. We denote the
Hadamard gate by H, the phase gate by S = diag(1, i), and the T gate by T = diag(1, eiπ/4). For any
unitary gate G, we write CG to refer to the controlled-G gate, and CCG to refer to the controlled-
controlled-G gate. For example, CX is the CNOT gate, and CCX is the Toffoli gate. The notation
CGij means that the control register is i and the target register is j. Similarly, CCGijk means that
the control registers are i and j and the target register is k. More controls will be indicated with a
superscript on the symbol C, i.e. ChXc1,c2,...,ch,t has h control qubits ci and one target qubit t.
We denote the n-qubit complex Hilbert space by Hn(C) and the n-rebit real Hilbert space by
Hn(R), i.e., Hn(C) is a 2n-dimensional vector space over the complex numbers and Hn(R) is a 2n-
dimensional vector space over the real numbers.
We denote the set of (complex) linear operators onHn(C) by Ln, and the set of real linear operators
by Rn, i.e.
Rn = {Γ ∈ Ln : ℑΓ = 0}. (9)
The group of unitary operators on Hn(C) is denoted by Un = {U ∈ Ln : U †U = I}. The group of
orthogonal operators is denoted by Tn = {T ∈ Un : ℑT = 0}. Technically, while it is clear that Ln and
Un cannot act on the rebit space Hn(R) (due to failing closure), it is possible for the operators in Rn
and Tn to act on either Hn(C) or Hn(R) (i.e. on qubits or rebits). We generally let context sort this
ambiguity out, and moreover, because all these operators can be represented as matrices independent
of the vector spaces on which they act, this subtlety should not be an issue.
For operators A,B, we write A ∝ B if there exists θ ∈ R such that A = eiθB.
2 Quantum circuits with rebits
We start by introducing the rebit encoding and decoding maps for quantum circuits. A quantum circuit
is in general described in terms of its states, operators and measurements. We will now describe each
of these separately.
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2.1 Rebit encoding and decoding of states
We restrict our attention to pure states. Note that we do not lose any generality with this restriction
since any mixed state can be purified to a pure state by adding ancilla qubits [32].
Definition 7. The rebit encoding of a quantum state |ψ〉 ∈ Hn(C) is the state P(|ψ〉) ∈ Hn+1(R)
defined by
P(|ψ〉) = ℜ|ψ〉 ⊗ |0〉a + ℑ|ψ〉 ⊗ |1〉a. (10)
Here, the real and imaginary parts (denoted by ℜ and ℑ respectively) of |ψ〉 are defined with
respect to the computational basis.
Following the terminology in Section 1.2, the space of qubitsHn(C) may be thought of as the logical
space L and the space of rebits Hn+1(R) may be thought of as the physical space P that encodes states
in Hn(C) through the map P.
Explicitly, if
|ψ〉 =
∑
i1,...,in∈{0,1}n
ψi1,...,in |i1, . . . , in〉,
then
P(|ψ〉) =
∑
i1,...,in,j∈{0,1}n+1
ψi1,...,in,j|i1, . . . , in, j〉,
where we have used the notation ψi1,...,in,0 = ℜ(ψi1,...,in) and ψi1,...,in,1 = ℑ(ψi1,...,in). The normalization
condition
∑
i1...in∈{0,1}n |ψi1,...,in |2 = 1 becomes∑
i1...in,j∈{0,1}n+1
ψ2i1,...,in,j = 1 (11)
in the encoded space. For example, when n = 1 and each entry of the state |ψ〉 is written in terms of
its real and imaginary parts, P(·) acts on |ψ〉 as follows:
P : (a+ ib)|0〉+ (c+ id)|1〉 7→ a|00〉+ b|01〉+ c|10〉+ d|11〉. (12)
Incidentally, this discussion shows that P preserves the l2 norm.
Proposition 8. Denote the l2 norm for |ψ〉 ∈ Hn(C) as ‖|ψ〉‖ = |〈ψ|ψ〉|2. Then ‖|ψ〉‖ = ‖P(|ψ〉)‖
for all |ψ〉 ∈ Hn(C).
Next, we show that the map P is invertible and that its inverse L : Hn+1(R)→ Hn(C) is given by
L : |φ〉 7→ (〈0|+ i〈1|)a|φ〉. (13)
We refer to L(|φ〉) as the rebit decoding of the rebit state |φ〉.
Proposition 9. The maps P and L defined in Eq. (10) and Eq. (13) are inverses of each other.
Proof. For all |ψ〉 and |φ〉,
L ◦ P|ψ〉 = (〈0|+ i〈1|)a(ℜ|ψ〉 ⊗ |0〉a + ℑ|ψ〉 ⊗ |1〉a) = ℜ|ψ〉+ iℑ|ψ〉 = |ψ〉
and
P ◦ L|φ〉 = P(〈0|a|φ〉+ i〈1|a|φ〉) = 〈0|a|φ〉 ⊗ |0〉a + 〈1|a|φ〉 ⊗ |1〉a = (|0〉〈0| + |1〉〈1|)a|φ〉 = |φ〉.
Hence, L ◦ P = I and P ◦ L = I.
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We noted in Section 1.3.1 that P is R-linear. Here we also note that L is linear. We collect these
observations in the following proposition.
Proposition 10. P is R-linear on Hn(C) and L is linear on Hn+1(R). That is, for all |ψ1〉, |ψ2〉 ∈
Hn(C) and all a, b ∈ R,
P(a|ψ1〉+ b|ψ2〉) = aP(|ψ1〉) + bP(|ψ2〉), (14)
and for all |φ1〉, |φ2〉 ∈ Hn+1(R) and α, β ∈ R,
L(α|φ1〉+ β|φ2〉) = αL(|φ1〉) + βL(|φ2〉). (15)
2.2 Rebit encoding and decoding of operators
Having defined how states are encoded, we now proceed to describe how operators on qubits are
encoded. Let Γ : Hn(C) → Hn(C) be any operator on the set of n-qubit states. We define the rebit
encoding of Γ to be the map P(Γ) : Hn+1(R)→Hn+1(R) given by
P(Γ) : |φ〉 7→ P(ΓL(|φ〉)). (16)
Note that we have used the same symbol P to denote the rebit encoding of both states and operators.
Let W : Hn+1(R) → Hn+1(R) be any operator on the set of (n + 1)-rebit states. We define the
rebit decoding of W to be the map L(W ) : Hn(C)→Hn(C) given by
L(W ) : |ψ〉 7→ L(WP(|ψ〉)). (17)
The above definitions are chosen so that the rebit encoding P of operators and the rebit decoding L
of operators are inverses of each other.
It is easily established that P and L for operators are group homomorphisms.
Proposition 11. For all Γ1,Γ2 : Hn(C) → Hn(C), we have P(Γ1Γ2) = P(Γ1)P(Γ2). Likewise, for
all W1,W2 : Hn+1(R)→ Hn+1(R), we have L(W1W2) = L(W1)L(W2).
Proof. We just prove the first statement here; the second is just as simple an application of the
definitions. For all |φ〉 ∈ Hn(C),
P(Γ1)P(Γ2)|φ〉 = P(Γ1)P(Γ2L(|φ〉)) = P(Γ1L(P(Γ2L(|φ〉)))) = P(Γ1Γ2L(|φ〉)) = P(Γ1Γ2)|φ〉. (18)
using Proposition 9 in the second-to-last step.
The definitions also imply that the encodings of states and operators behave naturally together, and
likewise for decodings of the two,
P(Γ)P(|φ〉) = P(Γ|φ〉), (19)
L(W )L(|ψ〉) = L(W |ψ〉). (20)
These relations are also easily checked. Similarly to the case of states, the rebit encoding and decodings
of operators have the same linearity properties.
Proposition 12. P (for operators) is R-linear on Ln and L (for operators) is linear on Rn+1. That
is, for all Γ1,Γ2 ∈ Ln and all a, b ∈ R,
P(aΓ1 + bΓ2) = aP(Γ1) + bP(Γ2), (21)
and for all W1,W2 ∈ Rn+1 and all α, β ∈ R,
L(αW1 + βW2) = αL(W1) + βL(W2). (22)
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The proof, left to the reader, is a straightforward application of the definitions. We remark that the
above treatment can also be extended in a similar way to superoperators, i.e. operators acting on
operators. Such a generalization is used in, for example, Proposition 76.
The treatment so far deals with general operators. Since quantum mechanics is a linear (in fact,
unitary) theory, we shall henceforth restrict our attention to only those operators on rebits which are
linear, and adopt the terminology described in Section 1.2.1 to describe various subsets of the linear
transformations.
Let On ⊆ Ln be any subset of linear operators on Hn(C). We are interested in the following two
classes:
1. ORn := On ∩Rn
2. ROn = L(ORn+1)
which correspond respectively to the real S and R-S sets defined in Section 1.2.1.
In general, the sets On need not have additional structure. In this paper though, many of the
sets On that we consider are also groups. When this is the case, since Rn is a subgroup of Ln and
the intersection of subgroups is a subgroup, the set ORn is also a subgroup of Ln. Since L is a group
homomorphism (Proposition 11), and group homomorphisms preserve subgroups, we get the following
result:
Proposition 13. Let On ⊆ Ln be any subset of linear operators on Hn(C). If On is a (proper)
subgroup of Ln, then ROn is a (proper) subgroup of RLn.
In Sections 2.2.1 and 2.2.2, we prove parts 1 and 2 of Theorem 1, thereby characterizing the sets
ORn and ROn, when (i) On = Ln is the set of linear operators, and when (ii) On = Un is the set of
unitary operators. We defer the proof of the rest of Theorem 1 to Section 6 where the R-Clifford
hierarchy is discussed.
2.2.1 R-linear operators
Consider the set Ln of linear operators. In this section, we characterize the sets (i) L
R
n (the real linear
operators) and (ii) RLn (the R-linear operators). Part (i) is straightforward, since L
R
n = Ln∩Rn = Rn
is the set of real linear operators. Part (ii) is more involved. To begin, we prove the following lemma.
Lemma 14. Let W : Hn+1(R)→ Hn+1(R) be a real linear operator. Then
L(W ) =
(
1
2
tra[W (Ia − iXaZa)]
)
+
(
1
2
tra[W (Za + iXa)]
)
K. (23)
Proof. We consider the evolution of an arbitrary state |ψ〉 under L(W ) = L ◦W ◦ P:
|ψ〉 P−→ ℜ|ψ〉|0〉a + ℑ|ψ〉|1〉a
W−→ W |0〉aℜ|ψ〉+W |1〉aℑ|ψ〉
L−→ [(〈0|a + i〈1|a)W |0〉aℜ+ (〈0|a + i〈1|a)W |1〉aℑ]|ψ〉. (24)
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Hence,
L(W ) = (〈0|a + i〈1|a)W |0〉aℜ+ (〈0|a + i〈1|a)W |1〉aℑ
=
1
2
(〈0|a + i〈1|a)W |0〉a(I +K) +
1
2i
(〈0|a + i〈1|a)W |1〉a(I −K)
=
1
2
[(〈0|aW |0〉a + i〈1|aW |0〉a − i〈0|aW |1〉a + 〈1|aW |1〉a)I
+(〈0|aW |0〉a + i〈1|aW |0〉a + i〈0|aW |1〉a − 〈1|aW |1〉a)K]
=
1
2
{tra[W (|0〉〈0| + i|0〉〈1| − i|1〉〈0| + |1〉〈1|)a]I
+tra[W (|0〉〈0| + i|0〉〈1| + i|1〉〈0| − |1〉〈1|)a]K}
=
(
1
2
tra[W (Ia − iXaZa)]
)
+
(
1
2
tra[W (Za + iXa)]
)
K. (25)
The above proposition shows that the R-linear operators can always be written in the form A+BK.
It happens the converse is also true: any operator of the form A+BK is an R-linear operator, as the
following lemma proves.
Lemma 15. Let A,B : Hn(C)→ Hn(C) be complex linear operators. Then,
P(A+BK) = ℜA⊗ I + ℑA⊗XZ + ℜB ⊗ Z + ℑB ⊗X, (26)
which is a real linear operator.
Proof. We consider the evolution of an arbitrary state |φ〉 under P(A + BK) = P ◦ (A + BK) ◦ L.
Writing A+BK = Cℜ+Dℑ, where C = A+B and D = i(A−B), we get
|φ〉 L−→ 〈0|a · |φ〉+ i〈1|a · |φ〉
A+BK−−−−→ C〈0|a · |φ〉+D〈1|a · |φ〉
P−→ (ℜC〈0|a · |φ〉+ ℜD〈1|a · |φ〉)⊗ |0〉a + (ℑC〈0|a · |φ〉+ ℑD〈1|a · |φ〉)⊗ |1〉a
= (ℜC ⊗ |0〉〈0| + ℑC ⊗ |1〉〈0| + ℜD ⊗ |0〉〈1| + ℑD ⊗ |1〉〈1|)|φ〉. (27)
Hence,
P(A +BK) = ℜ(A+B)⊗ |0〉〈0| +ℑ(A+B)⊗ |1〉〈0|
+ℜ(i(A−B))⊗ |0〉〈1| + ℑ(i(A−B))⊗ |1〉〈1|
= ℜA⊗ (|0〉〈0| + |1〉〈1|) + ℜB ⊗ (|0〉〈0| − |1〉〈1|)
+ℑA⊗ (|1〉〈0| − |0〉〈1|) + ℑB ⊗ (|1〉〈0| + |0〉〈1|)
= ℜA⊗ I + ℑA⊗XZ + ℜB ⊗ Z + ℑB ⊗X. (28)
Note that Eq.(26) is a generalization of Eq. (9) of [31]. Indeed, when B = 0, we obtain an expression
for the rebit encoding P of the linear operator A in terms of its real and imaginary parts10:
P(A) = ℜA⊗ I + ℑA⊗XZ. (29)
10See Appendix E for equivalent expressions of P(A).
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Lemmas 14 and 15 tell us that an operator Γ is R-linear if and only if it can be written in the form
Γ = A + BK, where A and B are complex linear operators. It turns out that operators of the form
A+BK have the following alternative characterization (see Appendix C):
Theorem 16. Let V and V ′ be complex vector spaces, and f : V → V ′ be a function on V . Then,
there exist linear maps A and B such that f = A+BK if and only if
f(ax+ by) = af(x) + bf(y) (30)
for all a, b ∈ R and x, y ∈ V .
Proof. See Theorem 73 of Appendix C.
Hence, we obtain the following equivalent notions of R-linearity.
Theorem 17. Let Γ : Hn(C) → Hn(C) be a n-qubit operator. Then the following three statements
are equivalent.
1. Γ ∈ RLn, i.e. Γ is R-linear.
2. There exists complex linear operators A and B such that Γ = A+BK.
3. Γ(a|ψ〉+ b|φ〉) = aΓ(|ψ〉) + bΓ(|φ〉) for all a, b ∈ R and |ψ〉, |φ〉 ∈ Hn(C).
Before moving on, we address the notion of an operator norm for R-linear operators. We start by
recalling the operator norm for linear operators.
Definition 18. For Γ ∈ Ln, the operator norm, denoted ‖Γ‖ is defined as
‖Γ‖ = inf{ǫ ≥ 0 : ‖Γ|ψ〉‖ ≤ ǫ‖|ψ〉‖,∀|ψ〉 ∈ Hn(C)}. (31)
Equivalently, this is the largest singular value of Γ. Recall ‖|ψ〉‖ is the l2 norm from Proposition 8.
For R-linear operators, we advocate a norm built from the norm for linear operators and the
encoding map P.
Definition 19. For Γ ∈ RLn, let ‖Γ‖ = ‖P(Γ)‖ be the operator norm.
This norm satisfies the triangle inequality due to the R-linearity of P from Proposition 12. To justify
using the same notation in Definitions 18 and 19, we do have to check that they coincide when Γ ∈ Ln.
We verify this in Proposition 81 in Appendix F. With the operator norm on R-linears, we also gain
the ability to define ǫ-approximations, and we follow [27] in the inclusion of an ancilla system.
Definition 20. For n˜ ≥ n, we say Γ˜ ∈ RLn˜ ǫ-approximates Γ ∈ RLn with ancilla |ψ〉 ∈ Hn˜−n(C) if
‖〈ψ|Γ˜|ψ〉 − Γ‖ = ‖P(〈ψ|Γ˜|ψ〉)−P(Γ)‖ ≤ ǫ, (32)
where the R-linearity of P (Proposition 12) justifies the equality.
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2.2.2 R-unitary operators
Consider the set Un of unitary operators on n-qubits. Then U
R
n := Un ∩ Rn = Tn is the set of real
unitary (i.e. orthogonal) operators. To find necessary and sufficient conditions for a operator to be
R-unitary, we compute the image of the set of orthogonal operators under L:
Theorem 21. Let A+BK ∈ RLn be an R-linear operator. Then P(A+BK) ∈ Tn+1 if and only if
A†A+BT B¯ = I
A†B +BT A¯ = 0. (33)
Proof. P(A+BK) = ℜA⊗ I + ℑA⊗XZ + ℜB ⊗ Z + ℑB ⊗X is orthogonal if and only if
I ⊗ I = (ℜA⊗ I + ℑA⊗XZ + ℜB ⊗ Z + ℑB ⊗X)T
(ℜA⊗ I + ℑA⊗XZ + ℜB ⊗ Z + ℑB ⊗X)
= (ℜATℜA+ℑATℑA+ ℜBTℜB + ℑBTℑB)⊗ I
+(ℜATℑB −ℑATℜB −ℜBTℑA+ ℑBTℜA)⊗X
+(ℜATℑA−ℑATℜA−ℜBTℑB +ℑBTℑB)⊗XZ
+(ℜATℜB +ℑATℑB + ℜBTℜA+ ℑBTℑA)⊗ Z
= (ℜ(A†A) + ℜ(B†B))⊗ I + (ℑ(A†B)−ℑ(B†A))⊗X
+(ℑ(A†A)−ℑ(B†B))⊗XZ + (ℜ(A†B) + ℜ(B†A))⊗ Z (34)
which holds if and only if
ℜ(A†A) + ℜ(B†B) = I (35)
ℑ(A†B)−ℑ(B†A) = 0 (36)
ℑ(A†A)−ℑ(B†B) = 0 (37)
ℜ(A†B) + ℜ(B†A) = 0 (38)
which holds if and only if
A†A+BT B¯ = I
A†B +BT A¯ = 0. (39)
In Appendix D (see Proposition 78), we show that an R-linear operator satisfies Eq. (33) if and
only if it is a unitary element of the R-linear group with respect to the dagger operator † defined by
(A+BK)† = A† +BTK. (40)
This, together with Theorem 21, implies the following theorem.
Theorem 22. Let A + BK ∈ RLn be an R-linear operator. Then A + BK is R-unitary if and only
if A+BK is a unitary element with respect to the † operator defined by Eq. (40).
Since the unitary operators are a proper subgroup of the linear operators, Proposition 13 implies
that the R-unitaries are a proper subgroup of the R-linear operators. In particular, there exist R-linear
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operators, like I +K, which are not R-unitary. Note that since Eqs. (33) are not scale invariant, any
R-unitary Γ gives rise to a family of non-R-unitary elements cΓ, for c ∈ C, |c| 6= 1.
We note that in the proof of Theorem 21, we used the property that a matrix W is orthogonal if
and only if W TW = I. But this is equivalent to the condition that WW T = I. In Appendix G, we
present an alternative formulation of Theorem 21 that uses the latter criterion for orthogonality.
Finally, we notice that the group of R-unitary operators has a center Z(RUn) = {±I} = RZ(Un)
in contrast to the center of the unitary group Z(Un) = {eiφI : φ ∈ R}, consisting of all global phases.
Since arbitrary global phases do not commute with the rest of the R-unitary group, we might expect
to actually observe them. After setting up a framework for encoding and decoding measurements in
the next section, we show how such a measurement of the global phase works in Section 2.4.
2.3 Rebit encoding and decoding of measurements
The final circuit ingredient is measurement. Recall that measurements of quantum systems may be
described by a collection of measurement operators {Mm} satisfying [32]∑
m
M †mMm = I, (41)
where the probability that the result m occurs when a state |ψ〉 is measured is given by
||Mm|ψ〉||2. (42)
Let {Mm} be a collection of measurement operators on Hn+1(R). We assume that each Mm is
real, i.e. ℑMm = 0. Let {Fm} be a collection of operators on Hn(C). We say that a {Fm} is a rebit
decoding of {Mm}, or that {Mm} is a rebit encoding of {Fm}, if for all |φ〉 ∈ Hn(R), we have
||FmL|φ〉||2 = ||Mm|φ〉||2. (43)
The collection {Fm} can hence be thought of a set of “R-measurement operators” on the space Hn(C).
The probability that the result m occurs when a state |ψ〉 ∈ Hn(C) is measured is given by
||Fm|ψ〉||2. (44)
Our next proposition relates {Mm} to a rebit decoding of it.
Proposition 23. {L(Mm)} is a rebit decoding of {Mm}.
Proof. This follows from noting that
||L(Mm)L|φ〉||2 = ||L(Mm|φ〉)||2 = ||Mm|φ〉||2. (45)
It turns out that L(Mm) also obeys the completeness relation given in Eq.(41):
Proposition 24. Let Fm = L(Mm). Then,∑
m
F †mFm = I.
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Proof. To prove this, consider∑
m
F †mFm =
∑
m
L(Mm)†L(Mm)
=
∑
m
L(MTm)L(Mm), by Proposition 76
= L
(∑
m
MTmMm
)
= L(I) = I. (46)
We now give a top-down example. How is a computational basis measurement on qubits simulated
using the rebit encoding? The following proposition tells us that this may be done by simply performing
a computational basis measurement on the first n rebits in the encoded circuit, and discarding the
ancilla rebit.
Proposition 25. The rebit encoding of the computational basis measurement described by measure-
ment operators {|m〉〈m|}m is given by {|m〉〈m| ⊗ Ia}m.
Proof. Substituting W = |m〉〈m| ⊗ Ia into Eq. (23) and using the fact that the Pauli matrices X, Y
and Z are traceless, we obtain
L(|m〉〈m| ⊗ Ia) = |m〉〈m|. (47)
Using Proposition 23 completes the proof. Alternatively, we may verify directly that
||(|m〉〈m| ⊗ Ia)P(|ψ〉)||2 = ||(〈m| ⊗ Ia)(ℜ|ψ〉 ⊗ |0〉a + ℑ|ψ〉 ⊗ |1〉a)||2
= ||〈m|ℜ|ψ〉|0〉a + 〈m|ℑ|ψ〉|1〉a||2
= 〈m|ℜ|ψ〉2 + 〈m|ℑ|ψ〉2
= |〈m|ℜ|ψ〉+ i〈m|ℑ|ψ〉|2
= |〈m|ψ〉|2
= ||(|m〉〈m|)|ψ〉||2.
We now consider the following bottom-up example. What does it mean to measure the ancilla qubit
in the computational basis? The following proposition reveals that this corresponds to measuring the
eigenvalue of the complex conjugation operator K, thereby projecting an n-qubit quantum state to
its real or imaginary part.
Proposition 26. The rebit decoding of the set of measurement operators {(I + Za)/2, (I − Za)/2} =
{|0〉〈0|a, |1〉〈1|a} is {(I +K)/2, (I −K)/2} = {ℜ,ℑ}.
Proof. By Eq.(23),
L(Za) =
(
1
2
tra[Za(Ia − iXaZa)]
)
+
(
1
2
tra[Za(Za + iXa)]
)
K = K, (48)
since the Pauli matrices X, Y and Z are all traceless. Using Proposition 23 completes the proof.
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2.4 Bottom-up tomography
Given a pure n+1 rebit state |φ〉, we sketch a procedure to find the amplitudes up to a global ±1 sign
using only orthogonal operators and single-rebit measurements in the computational basis. This is the
natural form of tomography on the simulation space P and translates through the decoding map L
to a tomographic procedure on n-qubit states that makes use of R-unitary operators, computational
basis measurements, and projection onto the eigenspaces of complex conjugation K.
Theorem 27. An n-rebit density matrix is determined exactly by measurement of the (4n + 2n)/2
observables
O = {p = p1 ⊗ p2 ⊗ · · · ⊗ pn : pj ∈ {I,X, Y, Z}, p = p¯}. (49)
Moreover, any given p ∈ O can be measured using single-rebit computational basis measurements,
along with H and CZ gates.
Proof. Let ρ = |φ〉〈φ| be the real density matrix corresponding to |φ〉, a generic n-rebit state. Then,
because ρ = ρ† = ρ¯ = ρT , there is a decomposition
ρ =
∑
p∈O
app (50)
for some real coefficients ap ∈ R. Since tr(ρ) = 1 and all p 6= I⊗n satisfy tr(p) = 0, we have aI⊗n = 2−n.
Evidently then, learning the values of ap = tr(pρ) by repeatedly measuring the observable p effectively
learns ρ. Given ρ, |φ〉 is determined up to a sign ±1.
The size of O can be calculated by noticing that any p ∈ O must have an even number of Y s in
its tensor product due to the reality condition p = p¯. Thus,
|O| = 3n + 3n−2
(
n
2
)
+ 3n−4
(
n
4
)
+ · · · + 3n−2⌊n/2⌋
(
n
2⌊n/2⌋
)
= (4n + 2n)/2. (51)
Notice that this is strictly greater than the number of rebit measurements that measure a subset
of rebits each in the X-basis and another disjoint subset each in the Z-basis – there are 3n such
measurements, corresponding to observables in
O′ = {p1 ⊗ p2 ⊗ · · · ⊗ pn : pj ∈ {I,X,Z}}. (52)
Since |O′| = 3n < (4n+2n)/2 = |O| for all n > 1, there is no way to satisfy tomographic locality [33] in
rebit tomography. That is, there is no way to completely learn a rebit state |φ〉 using only single-rebit
orthogonal gates and computational basis measurements. We must therefore use at least a two-rebit
gate, and it turns out this (in particular, the CZ gate) is sufficient, as we show next. Therefore, real
quantum mechanics satisfies a slightly looser axiom of tomographic 2-locality.
To show tomographic 2-locality, we need only show how observables in O can be measured using
the gates H and CZ and single-rebit measurements in the computational basis (i.e. measurements of
Z on a single rebit). Since any element of O is made up of a tensor product of X,Z, and Y ⊗ Y , we
need only show how to measure these using the components given. The circuits in Fig. 3 demonstrate
this.
Because Theorem 27 allows us to learn an (n + 1)-rebit state |φ〉 up to a ± sign, we can also
determine |ψ〉 = L(|φ〉) up to a ± sign, including the (typically unobservable) global phase of |ψ〉.
Mapped to the simulated space, the operators used for rebit tomography in the proof of Theorem 27
become R-unitaries and measurements of observables Z and K (using the encoding and decoding of
measurements results in Section 2.3).
18
(a)
H
(b)
• H
• H
(c)
Figure 3: The proof of 2-locality of rebit tomography using H, CZ, and single-rebit computational
basis measurements. (a) Measuring Z, (b) Measuring X, and (c) Measuring Y ⊗ Y .
3 Partial antiunitarity
In the previous section, we characterized the set of operators that a bottom-up rebit simulation can
simulate as the R-unitary operators. In this section, we pay special attention to a subset of the
R-unitaries that we call partial antiunitary. These operators are mathematically an interpolation
between unitary and antiunitary operators, which are each special cases. Partial antiunitaries, as we
show in the Section 5, are also sufficient to densely generate the entire group of R-unitaries. We find it
convenient to start by defining the partial complex conjugation operator, which is partial antiunitary
itself and is central to the study of the entire set of partial antiunitaries.
3.1 Partial complex conjugation
Let L ⊆ {0, 1}n be a language. We define the partial complex conjugation operator with respect to L
to be KL : Hn(C)→Hn(C), where
KL : |ψ〉 7→
∑
x/∈L
〈x|ψ〉|x〉+
∑
x∈L
〈ψ|x〉|x〉. (53)
This generalizes the notion of complex conjugation. Indeed, when L = {0, 1}n, we get KL = K. Note
that the identity operator I is another special case of KL: when L = ∅, we obtain KL = I. Two other
examples of KL that will be important in this paper are the controlled complex conjugation operator
CK and the controlled-controlled complex conjugation operator CCK, which are defined as follows:
The CK operator on the jth register, denoted CKj, is the partial complex conjugation operator with
L = {x ∈ {0, 1}n|xj = 1}, i.e.,
CKj : |ψ〉 7→
∑
x:xj=0
〈x|ψ〉|x〉+
∑
x:xj=1
〈ψ|x〉|x〉, (54)
and the CCK operator on the ith and jth registers, where i 6= j, denoted CCKij is the partial complex
conjugation operator with L = {x ∈ {0, 1}n|xi = xj = 1} = {x ∈ {0, 1}n|xixj = 1}, i.e.,
CCKij : |ψ〉 7→
∑
x:xixj=0
〈x|ψ〉|x〉+
∑
x:xixj=1
〈ψ|x〉|x〉. (55)
We can also express KL in terms of orthogonal projections (see Appendix H). By denoting
H(L) = span{|x〉 : x ∈ L}, H⊥(L) = span{|x〉 : x /∈ L}, (56)
and
ΠL = projH(L) =
∑
x∈L
|x〉〈x|, ΘL = projH⊥(L) =
∑
x/∈L
|x〉〈x|, (57)
we may express KL as follows:
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Proposition 28.
KL = ΘL +KΠL = ΘL +ΠLK. (58)
Proof. First, we note that since ΠL is a matrix with only real entries, KΠL = ΠLK. Now,
(ΘL +KΠL)|ψ〉 =
∑
x 6∈L
|x〉〈x|ψ〉 +K
∑
x∈L
|x〉〈x|ψ〉
=
∑
x/∈L
〈x|ψ〉|x〉+
∑
x∈L
〈ψ|x〉|x〉 = KL|ψ〉, (59)
which completes the proof.
Its image under P is given by
Theorem 29.
P(KL) = ΘL ⊗ Ia +ΠL ⊗ Za. (60)
Proof. By using Eq.(26),
P(KL) = ℜΘL ⊗ Ia + ℑΘL ⊗XaZa + ℜΠL ⊗ Za + ℑΠL ⊗Xa
= ΘL ⊗ Ia +ΠL ⊗ Za. (61)
Remark 30. An immediate consequence of Eq.(60) is that KL is not just R-linear but also R-unitary,
as the RHS of Eq.(60) is orthogonal.
3.2 Partial antiunitary operators
Let H be a complex vector space with inner product 〈·, ·〉. A unitary operator on H is a function
f : H → H for which
〈f(x), f(y)〉 = 〈x, y〉, for all x, y ∈ H.
An antiunitary operator on V is a function g : H → H for which
〈g(x), g(y)〉 = 〈y, x〉, for all x, y ∈ H.
Note that a consequence of these definitions is that unitary operators are linear and antiunitary
operators are antilinear11.
We shall now generalize the above definitions of unitarity and antiunitarity. Let Ξ ⊆ H be a
subspace of H. Let f, g : H → H be operators on H. We say that f is unitary on Ξ if
〈f(x), f(y)〉 = 〈x, y〉, for all x, y ∈ Ξ.
11Let H be a complex vector space. A function H → H is an antilinear operator if
f(ax+ by) = a¯f(x) + b¯f(y)
for all x, y ∈ H and a, b ∈ C. To show that unitarity implies linearity, consider the expression
||f(ax+ by)− af(x)− bf(y)||2 = 〈f(ax+ by)− af(x)− bf(y), f(ax+ by)− af(x)− bf(y)〉
and show that it is equal to zero. By definition of a norm, this implies that f(ax+ by) = af(x) + bf(y). The proof that
antiunitarity implies antilinearity proceeds similarly.
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We say that g is antiunitary on Ξ if
〈g(x), g(y)〉 = 〈y, x〉, for all x, y ∈ Ξ.
Hence, a unitary (antiunitary) operator is one that is unitary (antiunitary) on H. We may now define
a partial antiunitary operator12 as follows:
Definition 31. Let Ξ ⊆ H be a subspace of a complex (finite-dimensional) vector space H. An
operator Γ on H is a partial antiunitary operator with respect to Ξ if
(i) Γ is additive, i.e. Γ(ψ + φ) = Γ(ψ) + Γ(φ) for all ψ, φ ∈ H.
(ii) Γ is unitary on Ξ⊥, i.e. 〈Γ(ψ),Γ(φ)〉 = 〈ψ, φ〉 for all ψ, φ ∈ Ξ⊥.
(iii) Γ is antiunitary on Ξ, i.e. 〈Γ(ψ),Γ(φ)〉 = 〈φ,ψ〉 for all ψ, φ ∈ Ξ.
(iv) 〈Γ(ψ),Γ(φ)〉 = 0 for all ψ ∈ Ξ and φ ∈ Ξ⊥.
The partial antiunitary operators include unitary and antiunitary operators as special cases: a
unitary operator on H is a partial antiunitary operator with respect to {0}, and an antiunitary
operator on H is a partial antiunitary operator with respect to H.
The above definition of partial antiunitarity could also be phrased in terms of orthogonal projec-
tions:
Proposition 32. An operator Γ on H is a partial antiunitary operator with respect to a subspace
Ξ ⊆ H if and only if for all ψ, φ ∈ H,
(i’) Γ(ψ + φ) = Γ(ψ) + Γ(φ).
(ii’) 〈ΓΘψ,ΓΘφ〉 = 〈Θψ,Θφ〉.
(iii’) 〈ΓΠψ,ΓΠφ〉 = 〈Πφ,Πψ〉.
(iv’) 〈ΓΠψ,ΓΘφ〉 = 0.
where Π = projΞ and Θ = projΞ⊥.
Proof. Equivalence holds since ψ = Θψ and φ = Θφ for all ψ, φ ∈ Ξ⊥, and ψ = Πψ and φ = Πφ for
all ψ, φ ∈ Ξ.
We will now give a third characterization of partial antiunitary operators.
Theorem 33. An operator Γ on H is a partial antiunitary operator with respect to a subspace Ξ ⊆ H
if and only if for all ψ, φ ∈ H,
〈Γψ,Γφ〉 = 〈Θψ,Θφ〉 + 〈Πφ,Πψ〉, (62)
where Π = projΞ and Θ = projΞ⊥.
Proof.
12The term partial antiunitary appears on Page 2 of [7], where it was used as an example of an operator that can be
simulated by the rebit encoding. However, an exact definition was not given in [7]. Also, [7] does not address whether
the rebit encoding allows for the simulation of more than just products of partial antiunitaries. In this paper, we give a
precise definition of partial antiunitarity and address the above question.
21
( =⇒ ) Assume that Γ is a parital antiunitary with respect to Ξ. Let ψ, φ ∈ H. Then we could write
ψ = Πψ +Θψ and φ = Πφ+Θφ. This implies that
〈Γψ,Γφ〉 = 〈Γ(Πψ +Θψ),Γ(Πφ+Θφ)〉
= 〈ΓΠψ + ΓΘψ,ΓΠφ+ ΓΘφ〉, by additivity
= 〈ΓΠψ,ΓΠφ〉 + 〈ΓΠψ,ΓΘφ〉 + 〈ΓΘψ,ΓΠφ〉+ 〈ΓΘψ,ΓΘφ〉
= 〈Πφ,Πψ〉 + 0 + 0 + 〈Θψ,Θφ〉, by (ii’), (iii’), (iv’) of Proposition 32
= 〈Θψ,Θφ〉 + 〈Πφ,Πψ〉.
(⇐= ) Assume that Eq.(62) holds.
(i’) We first show that Eq.(62) implies that Γ is additive. Consider the expression
||Γ(ψ + φ)− Γ(ψ) − Γ(φ)||2
= 〈Γ(ψ + φ)− Γ(ψ)− Γ(φ),Γ(ψ + φ)− Γ(ψ)− Γ(φ)〉
= 〈Γ(ψ + φ),Γ(ψ + φ)〉+ 〈Γ(ψ),Γ(ψ)〉 + 〈Γ(φ),Γ(φ)〉
+[−〈Γ(ψ + φ),Γ(ψ)〉 − 〈Γ(ψ + φ),Γ(φ)〉 + 〈Γ(ψ),Γ(φ)〉 + c.c.]
= 〈Θ(ψ + φ),Θ(ψ + φ)〉+ 〈Θ(ψ),Θ(ψ)〉 + 〈Θ(φ),Θ(φ)〉
+[−〈Θ(ψ + φ),Θ(ψ)〉 − 〈Θ(ψ + φ),Θ(φ)〉 + 〈Θ(ψ),Θ(φ)〉 + c.c.] + (Θ↔ Π)
= 〈Θ(ψ + φ)−Θ(ψ)−Θ(φ),Θ(ψ + φ)−Θ(ψ)−Θ(φ)〉+ (Θ↔ Π)
= 0,
where c.c. stands for complex conjugate, and where the last line follows because both Π
and Θ are linear. By the properties of a norm, Γ(ψ + φ) = Γ(ψ) + Γ(φ).
(ii’)
〈ΓΘψ,ΓΘφ〉 = 〈Θ2ψ,Θ2φ〉+ 〈ΠΘφ,ΠΘψ〉 = 〈Θψ,Θφ〉.
(iii’)
〈ΓΠψ,ΓΠφ〉 = 〈ΘΠψ,ΘΠφ〉 + 〈Π2φ,Π2ψ〉 = 〈Πφ,Πψ〉.
(iv’)
〈ΓΠψ,ΓΘφ〉 = 〈ΘΠψ,Θ2φ〉+ 〈ΠΘφ,Π2ψ〉 = 0.
Note that we used the facts that Π2 = Π, Θ2 = Θ and ΘΠ = ΠΘ = 0.
Note that we could have defined a notion of partial unitarity analogously. It would then follow
that an operator Γ is a partial unitary with respect to Ξ if and only if Γ is a partial antiunitary with
respect to Ξ⊥, since (Ξ⊥)⊥ = Ξ for finite-dimensional vector spaces. Since we could easily relate the
two notions, we will (somewhat arbitrarily) choose to phrase all subsequent results in terms of partial
antiunitaries.
We now give an example of a partial antiunitary operator that is neither unitary nor antiunitary
in general:
Proposition 34. KL is a partial antiunitary operator with respect to H(L).
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Proof. We shall make use of Theorem 33. Then,
〈KLψ,KLφ〉 = 〈(ΘL +KΠL)ψ, (ΘL +KΠL)φ〉, by Eq.(58)
= 〈ΘLψ,ΘLφ〉+ 〈KΠLψ,ΘLφ〉+ 〈ΘLψ,KΠLφ〉+ 〈KΠLψ,KΠLφ〉.
But 〈KΠLψ,ΘLφ〉 = 〈ΠLKψ,ΘLφ〉 = 〈Π†LΠLKψ,ΘLφ〉 = 〈ΠLKψ,ΠLΘLφ〉 = 0, where we used
the identities ΠLK = KΠL, ΠL = Π
†
LΠL and ΠLΘL = 0, as well as the definition of the adjoint.
Likewise, 〈ΘLψ,KΠLφ〉 = 0. Finally, 〈KΠLψ,KΠLφ〉 = K(〈ΠLψ,ΠLφ〉) = 〈ΠLφ,ΠLψ〉. Hence,
〈KLψ,KLφ〉 = 〈ΘLψ,ΘLφ〉 + 〈ΠLφ,ΠLψ〉, which means that KL is a partial antiunitary operator
with respect to H(L).
Next, we show that multiplying a partial antiunitary with respect to H(L) with KL produces a
unitary operator.
Proposition 35. Let Γ be a partial antiunitary (on H) with respect to H(L). Then ΓKL is a unitary
operator on H.
Proof. Assume that Γ is a partial antiunitary with respect to H(L). Then for all ψ, φ ∈ H,
〈ΓKLψ,ΓKLφ〉 = 〈ΘLKLψ,ΘLKLψ〉+ 〈ΠLKLφ,ΠLKLφ〉
= 〈ΘL(ΘL +ΠLK)ψ,ΘL(ΘL +ΠLK)ψ〉+ 〈ΠL(ΘL +ΠLK)φ,ΠL(ΘL +ΠLK)φ〉
= 〈ΘLψ,ΘLφ〉+ 〈ΠLKφ,ΠLKψ〉.
But the latter term in the sum is equal to 〈ΠLKφ,ΠLKψ〉 = 〈KΠLφ,KΠLψ〉 = K(〈ΠLφ,ΠLψ〉) =
〈ΠLψ,ΠLφ〉. Hence,
〈ΓKLψ,ΓKLφ〉 = 〈ΘLψ,ΘLφ〉+ 〈ΠLψ,ΠLφ〉
= 〈ΘLψ,ΘLφ〉+ 〈ΘLψ,ΠLφ〉+ 〈ΠLψ,ΘLφ〉+ 〈ΠLψ,ΠLφ〉
= 〈ΘLψ +ΠLψ,ΘLφ+ΠLφ〉 = 〈ψ, φ〉.
Since this holds for all φ,ψ ∈ H, ΓKL is unitary.
While the product13 of two partial antiunitary operators may not be partial antiunitary (we show
this later in Theorem 43), the product of a partial antiunitary operator with either a unitary or
antiunitary operator is always partial antiunitary, as the following theorem shows.
Theorem 36. Let Ξ ⊆ H be a subspace of a complex vector space H. Let U be a unitary operator on
H and V be an antiunitary operator on H. Then the following statements are equivalent.14
(I) Γ is a partial antiunitary with respect to Ξ.
(II) ΓU is a partial antiunitary with respect to U †(Ξ).
(III) UΓ is a partial antiunitary with respect to Ξ.
(IV) ΓV is a partial antiunitary with respect to (V †(Ξ))⊥.
(V) V Γ is a partial antiunitary with respect to Ξ⊥.
13We define the product of two partial antiunitary operators A and B to be their composition, i.e. AB := A ◦B.
14Here, we use U†(Ξ) to denote the set {U†φ|φ ∈ Ξ}.
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Proof. We first show that if U is either unitary or antiunitary, then
projΞU = UprojU†(Ξ). (63)
To see this, let {|ai〉}si=1 be a basis for Ξ. Then {U †|ai〉}si=1 is a basis for U †(Ξ). Hence, by Proposition
83 in Appendix H,
projΞU =
s∑
i=1
|ai〉〈ai|U
= U
s∑
i=1
U †|ai〉〈ai|U
= UprojU†(Ξ).
Now, (I) holds if and only if for all ψ, φ ∈ H,
〈Γψ,Γφ〉 = 〈projΞ⊥ψ,projΞ⊥φ〉+ 〈projΞφ,projΞψ〉. (64)
Since
(∗) ⇐⇒ 〈ΓUψ,ΓUφ〉 = 〈projΞ⊥Uψ,projΞ⊥Uφ〉+ 〈projΞUφ,projΞUψ〉
= 〈UprojU†(Ξ⊥)ψ,UprojU†(Ξ⊥)φ〉+ 〈UprojU†(Ξ)φ,UprojU†(Ξ)ψ〉
= 〈projU†(Ξ)⊥ψ,projU†(Ξ)⊥φ〉+ 〈projU†(Ξ)φ,projU†(Ξ)ψ〉.
Therefore, (I) is equivalent to (II).
Since 〈UΓψ,UΓφ〉 = 〈V Γφ, V Γψ〉 = 〈Γψ,Γφ〉, (I) is equivalent to (III) and (V), by using Eq.(64).
Finally, since
Eq. (64) ⇐⇒ 〈ΓV ψ,ΓV φ〉 = 〈projΞ⊥V ψ,projΞ⊥V φ〉+ 〈projΞV φ,projΞV ψ〉
= 〈V projV †(Ξ⊥)ψ, V projV †(Ξ⊥)φ〉+ 〈V projV †(Ξ)φ, V projV †(Ξ)ψ〉
= 〈projV †(Ξ)⊥φ,projV †(Ξ)⊥ψ〉+ 〈projV †(Ξ)ψ,projV †(Ξ)φ〉,
(I) is equivalent to (IV).
We now use Theorem 36 to prove the following corollary.
Corollary 37. Let Ξ be a subspace of the n-qubit Hilbert space Hn(C). If Γ is a partial antiunitary
with respect to Ξ, then there exists a language L ⊆ {0, 1}n, with |L| = dimΞ, and a unitary operator
U mapping H(L) to Ξ, such that ΓU is a partial antiunitary with respect to H(L).
Proof. We are given that H(L) = U †(Ξ). By (I) ⇐⇒ (II) of Theorem 36, ΓU is a partial antiunitary
with respect to U †(Ξ) = H(L) since Γ is a partial antiunitary with respect to Ξ.
We are now ready to combine the result above from Corollary 37 with Proposition 35 to show that
any partial antiunitary operator can be written as a product of KL with unitary operators.
Theorem 38. Let Ξ be a subspace of the n-qubit Hilbert space Hn(C). If Γ is a partial antiunitary
operator with respect to Ξ, then there exists a language L ⊆ {0, 1}n, with |L| = dimΞ, and unitary
operators U and V , with V mapping Ξ to H(L), such that
Γ = UKLV. (65)
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Proof. By Corollary 37, Γ being a partial antiunitary with respect to Ξ implies that ΓV † is a partial
antiunitary with respect to V (Ξ) = H(L). By Proposition 35, ΓV †KL = U for some unitary U . Since
KL is its own inverse, this implies that Γ = UKLV , which completes the proof of the theorem.
Theorem 38 tells us that if we wanted to simulate any arbitrary partial antiunitary operator, it
would suffice to just use products of unitary operators and partial complex conjugation. Next, we show
in the next two theorems that partial antiunitary operators are a special case of R-linear operators,
and that not every R-linear operator is partial antiunitary. In fact, the partial antiunitaries, unlike
the R-unitaries, are not a subgroup of the R-linear operators.
Theorem 39. If Γ is a partial antiunitary operator, then it is R-unitary.
Proof. By Theorem 38, we could write Γ = UKLV , where L ⊆ {0, 1}n and U and V are unitaries. By
Remark 30, KL is R-unitary. Since the R-unitaries are closed under multiplication, Γ = UKLV is also
R-unitary.
Our characterizations of partial antiunitary operators thus far (Definition 31, Proposition 32, and
Theorem 33) all involve universal quantifiers and do not provide us with an algorithm to decide if a
given R-linear operator is partial antiunitary. In the following theorem – our fourth characterization
of partial antiunitary operators – we give necessary and sufficient conditions, which can be checked
efficiently, that A and B must satisfy, in order for Γ = A+BK to be partial antiunitary.
Theorem 40. An operator Γ on H is a partial antiunitary operator with respect to a subspace Ξ ⊆ H
if and only if Γ = A+BK for complex operators A and B satisfying
A†B = 0 (66)
A†A = Θ (67)
B†B = Π¯ (68)
where Θ = projΞ⊥ and Π = projΞ.
Proof. We first prove the forward direction. Let Γ be a partial antiunitary operator with respect to
Ξ. Then by Theorem 38, there exist unitaries U and V , and a language L satisfying V (Ξ) = H(L)
such that
Γ = UKLV
= U(ΘL +ΠLK)V
= (UΘLV ) + (UΠLV¯ )K
≡ A+BK, (69)
where A = UΘLV and B = UΠLV¯ .
Next, we check that the conditions Eq.(66)–(68) are satisfied.
A†B = (UΘLV )†(UΠLV¯ )
= V †ΘLΠLV¯
= 0. (70)
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A†A = (UΘLV )†(UΘLV )
= V †ΘLV
= Θ. (71)
B†B = (UΠLV¯ )†(UΠLV¯ )
= V TΠLV¯
= ¯V †ΠLV
= Π¯. (72)
where we used the following identities that follow from Eq.(63):
ΘLV = projH⊥(L)V = V projV †(H⊥(L)) = V projξ⊥ = VΘ. (73)
and
ΠLV = projH(L)V = V projV †(H(L)) = V projξ = VΠ. (74)
We now prove the backward direction. Let Γ = A + BK, with A and B satisfying Eq. (66)–(68).
Let ψ and φ be arbitrary. Then,
〈Γψ,Γφ〉 = 〈(A +BK)ψ, (A +BK)φ〉
= 〈Aψ,Aφ〉 + 〈Aψ,Bφ¯〉+ 〈Bψ¯,Aφ〉+ 〈Bψ¯,Bφ¯〉
= 〈ψ,A†Aφ〉+ 〈ψ,A†Bφ¯〉+ 〈ψ¯, B†Aφ〉+ 〈ψ,B†Bφ¯〉
= 〈ψ,Θφ〉 + 0 + 0 + 〈ψ¯, Π¯φ¯〉
= 〈Θψ,Θφ〉 + 〈Πφ,Πψ〉. (75)
Theorem 40 gives us an efficient algorithm (in terms of the dimensions of the matrices A and B)
for deciding if a given R-linear operator A + BK is partial antiunitary. We simply need to compute
the matrices s1 = A
†B, s2 = A†A and s3 = B†B, and check that s1 = 0, s2 = s22 = s
†
2 (which is the
definition of an orthogonal projection) and s3 = 1− s2 (since Θ + Π = I). The theorem also gives us
the following corollary.
Corollary 41. Let Γ = A+BK be R-unitary. Then Γ is partial antiunitary with respect to a subspace
Ξ if and only if
A†A = Θ and A†B = 0, (76)
where Θ = projΞ⊥.
Proof. The forward direction follows immediately from Eq. (66) and Eq. (67). Next, we prove the
backward direction. Assume that Eq. (76) holds. Then, Eq. (66) and Eq. (67) are immediately
satisfied. Since Γ is R-unitary,
A†A+BT B¯ = I. (77)
Hence,
B†B = (BT B¯) = I −A†A = I −Θ = Π¯. (78)
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We conclude this section by proving some closure properties of the set of partial antiunitaries.
First, we show that the partial antiunitaries are closed under inverses (i.e. under †).
Theorem 42. If Γ is partial antiunitary, then Γ† is also partial antiunitary.
Proof. If Γ is partial antiunitary, then by Theorem 38, there exists a language L and unitaries U
and V such that Γ = UKLV . Hence, Γ
† = V †KLU †. Since partial antiunitaries are closed under
multiplication by unitaries (by Theorem 36), Γ† is partial antiunitary.15
Next, we show that the partial antiunitaries are not closed under multiplication. As a consequence,
they are not a subgroup of the R-unitaries, i.e. there exist R-unitary operators that are not partial
antiunitary.
Theorem 43. There exist partial antiunitaries Γ and ∆ such that Γ∆ is not partial antiunitary.
Proof. On a single-qubit, let K1 be the partial complex conjugation operator with respect to the
language L = {1} (equivalently, K1 = CK1 is the controlled complex conjugation operator on the first
(and only) register) and consider single-qubit operators Γ = K1H and ∆ = SHK1. These are both
partial antiunitary by Theorem 36. Their product, however, is
Γ∆ = K1HSHK1 =
1√
2
(
1 0
0 k
)(
eiπ/4 e−iπ/4
e−iπ/4 eiπ/4
)(
1 0
0 k
)
=
1√
2
eiπ/4
(
1 −ik
k −i
)
, (79)
where k is the complex conjugation operator16.
Hence, Γ∆ = A+BK, where
A =
1√
2
eiπ/4
(
1 0
0 −i
)
, B =
1√
2
eiπ/4
(
0 −i
1 0
)
, (80)
from which it follows that
A†A =
1
2
I, A†B =
1
2
Y 6= 0, (81)
which does not satisfy Eq.(76). Hence, Γ∆ is not partial antiunitary.17
4 Simulating partial antiunitary operators
In the previous section, we studied various properties of the set of partial antiunitary operators. In
this section, we consider examples of these operators and study their rebit simulation. We do this
in two parts. First, we consider partial antiunitaries which are also unitary. This is in line with
the top-down approach taken by the initial use of rebit simulation [6], where it is shown that real-
amplitude quantum computers are just as powerful as those with complex amplitudes. Second, we
consider partial antiunitaries which are neither unitary nor linear – operators for which a bottom-up
simulation is necessary.
15If Γ is partial antiunitary with respect to Ξ and Γ† is partial antiunitary with respect to Σ, one may wonder about
the relation between Ξ and Σ. Since, by Theorem 40, projΞ⊥ = A
†A and projΣ⊥ = AA
†, it is clear that at the very
least dimΞ = dimΣ, and thus these spaces are related by a unitary. To actually find the unitary, perform the polar
decomposition of A = UP into a unitary U and positive semi-definite P . Then projΞ⊥ = P
2 and projΣ⊥ = UprojΞ⊥U
†.
16In this proof, we represented R-linear operators by matrices. Note that the elements of these matrices are themselves
R-linear operators, and do not belong to a field. We discuss matrix representations of R-linear operators further in
Appendix I.
17Alternatively, we can show more generally that any Ω = ( a bkck d ) is not partial antiunitary when either a and b are
both nonzero or c and d are both nonzero. This is because setting Ω = A + BK and calculating A†B =
(
a¯ 0
0 d¯
)
( 0 bc 0 ) =(
0 a¯b
d¯c 0
)
6= ( 0 0
0 0
) in contradiction with Theorem 40 and in particular Eq. (66).
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4.1 Rebit simulation of unitaries: top-down perspective
We study the rebit encoding of unitary operators from a circuit point of view. The encoding function
P : Un → Tn+1 is a group homomorphism (see Proposition 11), and hence P(UV ) = P(U)P(V ) for
all unitary operators U, V ∈ Un. This means that if U is a unitary operator that is implemented by
a circuit C consisting of unitary gates G1, . . . , Gk, then P(U) is an orthogonal operator that can be
implemented by the circuit P(C), where P(C) is the circuit formed from C by replacing each gate Gi
in C with P(Gi).
We make use of the following conventions. Let G be a gate contained in an n-qubit circuit. We
write Gi1,...,is to mean that G acts on registers i1, . . . , is ∈ {1, . . . , n}. The encoded gate P(G) is now
a gate in an (n + 1)-rebit circuit. We will continue to use the labels 1, . . . , n to denote the first n
registers, and will use the subscript a to denote the last (ancilla) register.
We will now give examples of various common gates Gi and their rebit encodings P(Gi).
Proposition 44. Under the encoding P(·), the gates below transform as follows
(1) Xi 7→ Xi
(2) Yi 7→ Xi ·Xa · Zi · Za = −Yi · Ya
(3) Zi 7→ Zi
(4) Hi 7→ Hi
(5) Si 7→ CXia · CZia = Ha · CZia ·Ha · CZia
(6) Ti 7→ CHia · CZia
(7) CXij 7→ CXij
(8) CZij 7→ CZij
(9) CSij 7→ CCXija · CCZija = Ha · CCZija ·Ha · CCZija
(10) CCZijk 7→ CCZijk
(11) Y (θ)i := cos(θ/2)I − i sin(θ/2)Yi 7→ Y (θ)i
(12) eiθ/2Z(θ)i := e
iθ/2 (cos(θ/2)I − i sin(θ/2)Zi) 7→ CY (2θ)ia
Proof. Gates Gi in (1), (3), (4), (7), (8), (10), and (11) have only real entries, and hence they map to
themselves under P. For the other cases, we make use of Eq.(29).
• For (2), Yi = iXiZi 7→ (XZ)i ⊗ (XZ)a = XiXaZiZa.
• For (5), Si = |0〉〈0| + i|1〉〈1| 7→ |0〉〈0|i ⊗ Ia + |1〉〈1|1 ⊗ XaZa = C(XZ)ia = CXiaCZia =
HaCZiaHaCZia.
• For (6), T = |0〉〈0|+eiπ/4|1〉〈1| = |0〉〈0|+ 1√
2
|1〉〈1|+ 1√
2
i|1〉〈1| 7→ (|0〉〈0|+ 1√
2
|1〉〈1|)i⊗Ia+ 1√2 |1〉〈1|i⊗
XaZa 7→ |0〉〈0|i ⊗ Ia + 1√2 |1〉〈1|i ⊗ (I +XZ)a = C(
1√
2
(I +XZ))ia = C(HZ)ia = CHiaCZia.
• For (9), CSij = |0〉〈0|i ⊗ Ij + |1〉〈1|i ⊗ Sj = (|00〉〈00| + |01〉〈01| + |10〉〈10| + i|11〉〈11|)ij 7→
(|00〉〈00| + |01〉〈01| + |10〉〈10|)ij ⊗ Ia + |11〉〈11|ij ⊗ XaZa = CC(XZ)ija = CCXijaCCZija =
HaCCZijaHaCCZija.
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• For (12), eiθ/2Z(θ)i = |0〉〈0|i + eiθ|1〉〈1|i 7→ (|0〉〈0| + cos(θ)|1〉〈1|)i ⊗ Ia − i sin(θ)|1〉〈1|i ⊗ Ya =
|0〉〈0|i ⊗ Ia + |1〉〈1|i ⊗ (cos(θ)Ia − i sin(θ)Ya) = CY (2θ)ia.
In quantum mechanics, the global phase of a quantum state does not play any physical role.
Therefore, two unitary operators U1 and U2 that differ by a global phase (i.e. U1 = e
iθU2 for some
θ ∈ R) are physically equivalent. How does this equivalence manifest in the rebit encoding? To start
answering this question, we first define G(θ) = eiθI to be the global phase operator with angle θ. Since
G(θ) is unitary, we could find its image under the rebit encoding P(·). As we shall now see, the image
of G(θ) under P is the rotation matrix R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
acting on the ancilla register.
Proposition 45. P : G(θ) 7→ R(θ)a.
Proof. We compute the action of P on G(θ).
P : G(θ) = (cos θ + i sin θ)I 7→ (cos θ)I ⊗
(
1 0
0 1
)
a
+ (sin θ)I ⊗
(
0 −1
1 0
)
a
= I ⊗
(
cos θ − sin θ
sin θ cos θ
)
a
= R(θ)a.
Since the encoding of the global phase operator is restricted to the ancilla, it follows that measure-
ments on the other n rebits will not give information about the global phase. By Proposition 25 these
are exactly the measurements of rebits in P that correspond to qubit measurements in the simulated
space L. On the other hand, measurements on the ancilla can yield information about the global
phase of the simulated state, as we described in Section 2.4.
4.2 Rebit simulation of non-unitaries: bottom-up perspective
We now give examples of the rebit simulation of various partial antiunitaries that are not unitary
(and not linear). As noted earlier, these are therefore operators for which a bottom-up simulation is
necessary. We then discuss the partial complex conjugation operator KL for an arbitrary language
L ⊆ {0, 1}n and make a connection between the complexity of deciding L and the complexity of
simulating KL.
As before, we use the indices i, j, k to refer to any of the first n registers, and a to refer to the ancilla
register. Given that we are allowed to perform any orthogonal gate from Tn+1 on the n+ 1 rebits in
the simulator, to find non-unitary simulations we can just try various orthogonal gates and see if any
decode to non-unitary operators on the n qubit system being simulated. But notice, if an orthogonal
gate T ∈ Tn does not act on the ancilla register, its image under L is itself, since L(T ⊗ Ia) = T .
Hence, any gate not in P(Un) must necessarily act nontrivially on the ath register. For instance,
Proposition 46. Under the rebit decoding L(·), the gates below transform as follows
(I) Ha 7→ G(π4 )K
(II) Za 7→ K
(III) CZia 7→ CKi
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(IV) CCZija 7→ CCKij
(V) ChZc1,c2,...,ch,a 7→ ChKc1,c2,...,ch .
Proof. Note that (II) was proved in Eq.(48). So next, we prove (I): First, note that
H =
1√
2
(
1 1
1 −1
)
=
(
cos π4 − sin π4
sin π4 cos
π
4
)(
1 0
0 −1
)
= R
(π
4
)
Z,
which implies that
L(Ha) = L
(
R
(π
4
)
Za
)
= L
(
R
(π
4
))
L(Za) = G
(π
4
)
K. (82)
where we used the fact that L is a homomorphism for the second equality, and Eq. (45) and Eq. (48)
for the third equality.
For (III), we make use of Eq.(17). By denoting ψx0 = ℜψx and ψx1 = ℑψx, we get
L (CZia)
(∑
x
ψx|x〉
)
= L
(
CZia
∑
xa
ψxa|xa〉
)
= L
(∑
xa
(−1)xiaψxa|xa〉
)
= L
(∑
x
|x〉 (ψx0|0〉+ (−1)xiψx1|1〉)
)
=
∑
x
|x〉(ψx0 + i(−1)xiψx1)
=
∑
x:xi=0
(ψx0 + iψx1)|x〉+
∑
x:xi=1
(ψx0 − iψx1)|x〉
=
∑
x:xi=0
ψx|x〉+
∑
x:xi=1
ψ¯x|x〉
= CKi
(∑
x
ψx|x〉
)
.
Hence, L(CZia) = CKi. For (IV) and (V) the arguments are analogous and straightforward.
4.2.1 Simulation of the partial complex conjugation operator
Next, we consider the partial complex conjugation operator KL defined in Eq.(53), where L ⊆ {0, 1}n
is some language. We start by expressing the image of KL under P (characterized, for example, in
Theorem 29) in terms of the indicator function of the language L.
Proposition 47. Let L ⊆ {0, 1}n. Then,
P(KL) =
∑
x∈{0,1}n
∑
a∈{0,1}
(−1)aL(x)|xa〉〈xa|, (83)
where L(x) is the indicator function of L.
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Proof. We make use of Theorem 29.
P(KL) = ΘL ⊗ I +ΠL ⊗ Z
=
∑
x 6∈L
|x〉〈x| ⊗
∑
a∈{0,1}
|a〉〈a| +
∑
x∈L
|x〉〈x| ⊗
∑
a∈{0,1}
(−1)a|a〉〈a|
=
∑
x∈{0,1}n
∑
a∈{0,1}
(−1)aL(x)|xa〉〈xa|. (84)
We now show that if L ⊆ {0, 1}n is decidable by some quantum circuit CL, then we can construct
a quantum circuit that implements the operator P(KL). Here, we say that CL decides L if when given
input |x〉, CL outputs |L(x)〉. More precisely, taking into account all ancilla registers, the action of
CL may be described by
CL|x〉1,...,n|0〉α = |L(x)〉1|j(x)〉2,...,n,α, (85)
where j(x) are junk bits.
Proposition 48. Let L ⊆ {0, 1}n. Let CL = (CL)1,...,n,a be a quantum circuit that acts on basis states
according to Eq. (85). Then
P(KL)1,...,n,a = 〈0|α(C†L)1,...,n,aCZ1a(CL)1,...,n,a|0〉α. (86)
Proof. Starting with the input state |φ〉 = ∑xa ψxa|xa〉1,...,n,a, and appending an ancilla register α
initialized to |0〉, the system evolves as follows:∑
xa
ψxa|xa〉1,...,n,a|0〉α
CL−−→
∑
xa
ψxa|L(x)〉1|j(x)〉2,...,n,α|a〉a
CZ1a−−−→
∑
xa
ψxa(−1)aL(x)|L(x)〉1|j(x)〉2,...,n,α|a〉a
C†
L−−→
∑
xa
ψxa(−1)aL(x)|x〉1,...,n|a〉a|0〉α.
Hence,
〈0|α(C†L)1,...,n,aCZ1a(CL)1,...,n,a|0〉α
(∑
xa
ψxa|xa〉
)
=
∑
xa
ψxa(−1)aL(x)|x〉1,...,n|a〉a (87)
= P(KL)
∑
xa
ψxa|xa〉, (88)
where the last line follows from Eq.(83). Therefore, Eq.(86) is true since the above equality holds for
all |φ〉.
So far, our discussion has dealt with the case where n is fixed. We now consider the case where n
is allowed to grow arbitrarily.
Corollary 49. Let L ∈ P. Then {P(KL)1,...,n,a}n can be implemented by a uniform family of
polynomial-sized quantum circuits {Qn}n that comprise only orthogonal gates.
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Proof. L ∈ P means that there exists a uniform family of polynomial-sized classical circuits {Cn}n,
where each Cn comprises only reversible gates, say Toffoli gates and NOT gates, such that Cn(x, 0) =
(L(x), j(x)). Let C˜n be a quantum circuit formed from Cn by replacing each classical gate by its
quantum counterpart so that C˜n|x〉1,...,n|0〉α = |L(x)〉1|j(x)〉2,...,n,α. We then construct the circuit
(C†L)1,...,n,aCZ1a(CL)1,...,n,a. By Proposition 48, the circuit Qn = (C˜
†
L)1,...,n,aCZ1a(C˜L)1,...,n,a, after
discarding ancilla rebits, implements P(KL). Furthermore, since Cn is polynomial-sized, C˜n and hence
Qn are also polynomial-sized. Finally, both the quantum Toffoli gate and the quantum NOT gate (i.e.
the X gate) are orthogonal gates. Hence, the set {P(KL)1,...,n,a}n has the desired properties.
Corollary 50. Let L ∈ P. Then {(KL)1,...,n,a}n can be implemented by a uniform family of polynomial-
sized R-unitary quantum circuits {Qn}n that comprise only CCZ, H gates and exactly one CK gate.
Proof. The circuit Qn constructed in the proof of Corollary 49 is (C˜
†
L)1,...,n,aCZ1a(C˜L)1,...,n,a, and it
implements the operator P(KL). By applying the rebit decoding operator L to this, we find that
KL = L(C˜†L)1,...,n,aL(CZ1a)L(C˜L)1,...,n,a = L(C˜†L)1,...,n,aCK1(C˜L)1,...,n,a, where we used the fact that
the circuits C˜L and its inverse are unchanged by the unencoding (this holds since they do not act on
the ancilla register). Now, the Toffoli and X gate can be simulated by H and CCZ. Hence, {Qn}n
can be simulated by only the gates CCZ and H and a single CK gate.
Let us now specialize Eq. (86) to the controlled-controlled complex conjugation operator CCK,
which is a special case of KL. While we know from Proposition (46) that CCK can be simulated using
one CCZ gate, the following equivalent simulation makes use of the previous discussion and shows
that the ancilla need only be operated on by a single two-qubit gate.
Proposition 51.
P(CCKij) = 〈0|αCCXijαCZαaCCXijα|0〉α. (89)
Proof. We shall use the construction of the circuit described in Proposition 48, with a few modifications
to the labels. Recall that CCK corresponds to the language L = {x : xixj = 1}, i.e. L(x) = L(xixj).
Note that the circuit CL = CCXijα maps |x〉1,...,n|0〉α 7→ |xixj〉α|x〉1,...,n = |L(x)〉α|x〉1,...,n, which is of
the form given in Eq.(85), except that the labels 1 and α are switched. Hence, by replacing the labels
1a in the CZ gate in Eq.(86) with αa, we obtain Eq.(89).
5 Universal gate sets for R-unitaries
In Section 4, we found several examples of nonunitary operators, like K, CK and CCK, that can be
simulated by orthogonal quantum circuits via the rebit encoding. The goal of this section is to find
universal sets of gates for the R-unitaries. We first introduce some definitions.
Definition 52. Let G1 and G2 be two gate sets18. We say that G2 exactly simulates G1 if for all G ∈ G1,
there exists a circuit C formed using gates in G2 and ancilla registers (that can be initialized to any
computational basis state) such that 〈a|G|b〉 = 〈a|C|b〉 for all vectors a, b. We say that G2 approximately
simulates G1 if any gate in G1 can be approximated in the operator norm (e.g. Definition 19) to within
arbitrary accuracy by a sequence of gates from G2.
Write G1 ≤ G2 if G2 exactly simulates G1; and G1 . G2 if G2 approximately simulates G1. If G1 ≤ G2
and G2 ≤ G1, i.e. if the gate sets exactly simulate each other, we write G1 ≡ G2, and say that G1 are G2
18gate set here refers to a set of gates, which may be either finite or infinite.
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are exact-simulation equivalent to each other. If G1 . G2 and G2 . G1, i.e. if the gate sets approximately
simulate each other, we write G1 ∼= G2, and say that G1 are G2 are approximate-simulation equivalent
to each other. Note that exact-simulation equivalence is a special case of approximate-simulation
equivalence, and that approximate-simulation is equivalent to strict universality defined in [28]. Note
also that ≤ is a transitive relation, i.e. if G1 ≤ G2 and G2 ≤ G3, then G1 ≤ G3. If either one or both of
the first two ≤ signs in the previous sentence is changed to ., then G1 . G3.
For a gate set G = {g1, . . . , gs}, we say that g1, . . . , gs generate G if G is the set of all operators that
can be written as circuits using gates from G. We emphasize that we choose to specify generators gj
independently from their support, which can be chosen arbitrarily. That is, we view each gj as a gate
that may act on any set of qubits in the circuit. We denote the generated set as G = 〈G〉 = 〈g1, . . . , gs〉.
Examples of gate sets that approximately simulate the special unitary group on n qubits SU(2n)
include the Clifford+T set {H,CZ, T} [34], and Kitaev’s gate set {H,CS} [24] (also, see Theorem 1 of
[28]). An example of gate set that approximately simulates the orthogonal operators Tn is {CCX,H}
(Theorem 3.2 of [27]). Since CCZijk = HkCCXijkHk, it follows that CCZ and H can simulate CCX.
Hence, {CCZ,H} is also capable of approximately simulating Tn.
Other orthogonal gate sets, or even single gates, can simulate all the unitaries Un via the rebit
encoding. Rudolph and Grover [26] provide an example: the controlled-Y rotation CY (θ) for any θ
that is an irrational multiple of π (e.g. θ = π/e). More specifically, CY can be approximated to any
desired accuracy by some power of CY (θ) and is orthogonal, so it can be applied in the rebit encoding
without the ancilla. Single-qubit unitaries can be compiled (to any accuracy) from CY (θ) using parts
(11) and (12) of Proposition 44.
Our main interest in this section is simulating RUn using the rebit encoding. We now show that
the set G defined by
G := {H,CCZ,CCK,G(π4 )K} (90)
can approximately simulate RUn.
Theorem 53. G approximately simulates RUn.
Proof. Theorem 3.2 of [27] shows that {CCX,H} approximately simulates Tn+1. Hence, the image of
this set under L (which is bijective) gives an approximate simulation for RUn. There are four cases
corresponding to the gates acting on different sets of wires that we need to consider, namely, (i) CCZ
gate acting on three numbered registers, (ii) H gate acting on a numbered register, (iii) CCZ gate
acting on 2 numbered registers and the ancilla register, (iv) H gate acting on the ancilla register.
From Propositions 44 and 46, the corresponding gates under L are as follows:
CCZijk 7→ CCZijk (91)
Hi 7→ Hi (92)
CCZija 7→ CCKij (93)
Ha 7→ G(π4 )K. (94)
Hence, the set G = {H,CCZ,CCK,G(π4 )K} approximately simulates RUn.
Since the gates in G are contained in RUn, Theorem 53 tells us that G ∼= RUn. We now give some
more examples19 of exact and approximate simulation with the goal of using these relations to find
other universal gates sets starting from G.
19Whenever a gate set consists of exactly one gate, we drop the curly braces and denote the set by the element it
contains. For example, if G is a gate such that {G} is exactly simulated by a gate set G, we write G ≤ G rather than
{G} ≤ G.
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Lemma 54.
(i) CCX ≤ {H,CCZ} (95)
(ii) K ≤ CK ≤ CCK (96)
(iii) CS ≤ {G(π4 ), CCK} (97)
(iv) {H,CCZ} . {H,CS} ≤ {H,G(π4 ), CCK} (98)
(v) CCK ≤ {CCZ,H,CK} (99)
(vi) If L ∈ P, then KL . {H,CCZ,CK} . {H,CCK,G(π4 )}. (100)
Proof. To show that G1 ≤ G2 or G1 . G2, it suffices to show that each gate in G1 can be approximately
simulated by a circuit consisting of gates in G2. (i) follows from the fact that
CCXijk = HkCCZijkHk. (101)
(ii) follows from the facts that
K = 〈1|bCKb|1〉b, CKi = 〈1|bCCKib|1〉b. (102)
For (iii), taking L on both sides of Item 9 of Proposition 44 gives:
CSij = L(Ha · CCZija ·Ha · CCZija) = G(π4 ) ·K · CCKij ·G(π4 ) ·K · CCKij. (103)
Hence, CS ≤ {G(π4 ),K,CCK}. But K ≤ CCK from Eq.(96). Hence, CS ≤ {G(π4 ), CCK}.
For (iv), {H,CS} can approximately simulate any unitary [24] including {H,CCZ}. Hence, {H,CCZ} .
{H,CS}. Combining this result with Eq.(97) produces (iii).
For (v), by taking L on both sides of Eq.(89), we obtain
CCKij = L(〈0|αCCXijαCZαaCCXijα|0〉α) (104)
= 〈0|αCCXijαCKαCCXijα|0〉α. (105)
Hence CCK ≤ {CCX,CK}. By combining this result with Eq.(95), we get Eq.(99).
For (vi), we use Corollary 50, which says that if L ∈ P, then KL can be implemented by a uniform fam-
ily of polynomial-sized quantum circuits that comprise only CCZ, H gates and exactly one CK gate.
Hence, KL . {H,CCZ,CK}. By using Eq.(96) and Eq.(98), {H,CCZ,CK} . {H,CCK,G(π4 )}.
Using Lemma 54, we now give examples of various finite gate sets which are approximate-simulation
equivalent to G and therefore also to RUn. We start with finite gate sets.
Proposition 55. The following finite gates sets are all exact-simulation equivalent or approximate-
simulation equivalent to one another. Hence, they are all approximate-simulation equivalent to RUn.
(i) {H,CCZ,CCK,G(π4 )K,K}
(ii) {H,CCZ,CCK,K,G(π4 )}
(iii) {H,CCZ,CCK,G(π4 )}
(iv) {H,CS,CCK,G(π4 )}
(v) {H,CCK,G(π4 )}
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(vi) {H,CCZ,CK,G(π4 )}.
Proof.
• (i) ≡ (ii): Clearly, G(π4 )K ≤ {K,G(π4 )}, so (i) ≤ (ii). Also, G(π4 ) = G(π4 )K · K, G(π4 ) ≤
{G(π4 )K,K}, so (ii) ≤ (i).
• (ii) ≡ (iii): Since K ≤ CCK, by Eq.(96), so (ii) ≤ (iii). Conversely, (iii) ⊂ (ii), so (iii) ≤ (ii)
• (iii) ∼= (iv) ∼= (v): By Eq.(98), {H,CCZ} . {H,G(π4 ), CCK}. Hence, (iii) . (iv). By Eq.(97),
CS ≤ {G(π4 ), CCK}, so (iv) ≤ (v). But (v) ⊂ (iii), so (v) ≤ (iii).
• (v) ∼= (vi): By Eq. (99), CCK ≤ {CCZ,H,CK}, so (v) ≤ (vi). By Eq. (98), {H,CCZ} .
{H,G(π4 ), CCK}, and by Eq.(96), CK ≤ CCK, so (vi) ≤ (v).
We can also find various infinite gate sets which that are approximate-simulation equivalent to
RUn.
Proposition 56. The following infinite gates sets are approximate-simulation equivalent to RUn.
(vii) {H,G(π4 )} ∪ {KL : L ⊆ P}
(viii) {H,CS,G(π4 )} ∪ {KL : L ⊆ P}
(ix) all the above gate sets in this list as well as in Proposition 55 with G(π4 ) replaced by {G(θ) : θ ∈
[0, 2π)}.
Proof. We’ll continue the numbering from Proposition 55.
• (vii) ∼= (v): By Eq. (100), KL . {H,CCK,G(π4 )}. Hence, (vii) . (v). Also, (v) ⊆ (vii), so (v)
≤ (vii).
• (vii) ≡ (viii): (vii) ⊆ (viii), so (vii) ≤ (viii). Using CS ≤ {G(π4 ), CCK} (from Eq. (97)) and
CCK ≤ KL, we get (viii) ≤ (vii).
• We first show that LHS := RUn ∼= RHS := {H,CCZ,CCK,K} ∪ {G(θ) : θ ∈ [0, 2π)}. Since
G(π4 ) ∈ {G(θ) : θ ∈ [0, 2π)}, LHS = RUn ∼= {H,CCZ,CCK,K,G(π4 )} ≤ RHS. Conversely, the
gates in RHS are all either unitary or are K or CCK. By Proposition 46, these are all images of
orthogonal matrices under L. Hence, RHS ≤ LHS, which completes the proof of LHS ∼= RHS.
Next, notice that the set RHS is identical to the set (ii) in Proposition 55, except that G(π4 ) is
replaced by G(θ). Hence, making this replacement in all the above proofs, we get (ix).
Finally, we give a set of operators that exactly simulates RUn. Denote the set of operators which
can be expressed as a product of partial antiunitary operators by
〈partial antiunitaries〉 := 〈V : V is a partial antiunitary operator〉
= {W : ∃ partial antiunitaries W1, . . . ,Wk
such that W =W1 . . .Wk}. (106)
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We show that the set in Eq. (106) is exact-simulation equivalent to the R-unitary operators RUn. That
is, any operator Γ ∈ RUn can be written as the product WkWk−1 . . .W1 of some partial antiunitaries
Wj. Indeed, we can even take Wj ∈ RUn as well, implying we need no extra ancilla qubits. Since the
R-unitaries are the image of the orthogonal operators under the decoding map L, it is useful to have
a lemma relating to the compiling of orthogonal operators.
Lemma 57. Let W ∈ Tn be an n-qubit orthogonal operator. Then W can be written as the product
of single-qubit orthogonal operators and multiply-controlled Z operators ChZ on the same n-qubits.
Proof. The proof is essentially the realization that the compilation scheme for unitaries in Chapter 4
of [32] works for compiling orthogonal gates into products of the claimed orthogonal gates as well. We
complete the proof in Appendix J.
Theorem 58.
RUn ≡ 〈partial antiunitaries〉. (107)
Proof.
(≤) This direction follows from the compiling lemma, Lemma 57. Let Γ ∈ RUn and P(Γ) = W ∈
Tn+1. Then the lemma provides us with a sequence of orthogonal gates Vj ∈ Tn+1 such that
VkVk−1 . . . V1 = W . Thus, L(Vk)L(Vk−1) . . .L(V1) = U . Since Vj is orthogonal, if it is not
supported on the rebit ancilla then L(Vj) = Vj . If the ancilla is in its support there are two
cases: either (1) Vj is a C
hZ gate and so L(Wj) is a ChK gate or (2) Vj is a single-qubit
orthogonal gate and so L(Wj) is a global phase gate. Therefore, Γ = L(Vk)L(Vk−1) . . .L(V1) is
indeed a sequence of unitaries alternating with partial complex conjugation operators, i.e.
Γ = Uk′KLk′Uk′−1KLk′−1Uk′−2 . . . U1KL1U0. (108)
Since Uj and KLj are both partial antiunitary for all j, we have found a product of partial
antiunitaries making Γ.
(≥) This direction follows from Theorem 39, which says that all partial antiunitaries are R-unitary.
Products of partial antiunitaries, like those found in 〈partial antiunitaries〉, must also be R-
unitary because it is a group.
To conclude this section, we discuss how efficient the rebit encoding is for simulating (1) an
arbitrary unitary circuit (top-down simulation) and (2) an arbitrary R-unitary circuit (bottom-up
simulation). In the top-down case, we consider the universal gate set {H,T,CX} [32]. In the bottom-
up case, using Proposition 55, we focus on the universal gate set {H,CCZ,CK,G(π/4)} because it is
relatively simple. Similar analyses could be done with any other universal sets of gates.
Let us start with the top-down case. Say we have a depth-d circuit consisting of gates from
{H,T,CX} on n-qubits. What is the depth and width of a rebit circuit required to simulate it? We
provide two approaches trading off depth and width.
Theorem 59. Let C be an n-qubit, depth-d unitary circuit using gates from {H,T,CX}. Then C
(applied to |0〉⊗n) can be simulated (i.e. we can make P(C|0〉⊗n)) using either
1. an orthogonal circuit of depth at most dn on n+ 1 rebits
2. or an orthogonal circuit of depth at most d on 2n rebits.
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Proof. To show the first statement, we proceed using the P mappings of the gates {H,T,CX} from
Proposition 44. Since T gates that happen in parallel (at most n at once) must access the ancilla
simultaneously, we get a depth blowup by a factor of n of the orthogonal circuit over the unitary
circuit it is simulating.
The following rebit encoding was used in [7] to make rebit simulations local. Here we use it to
prove the second statement, removing the depth blowup of the first statement at the cost of using more
rebits. The idea is quite simple: encode the ancilla rebit so that some logical Pauli operator (in this
case, logical Y ) is accessible n times in parallel. The obvious code for this is the classical redundancy
code. Let |0¯〉, |1¯〉 be the encoded |0〉 and |1〉. These should be +1-eigenstates of the stabilizers YjYj+1
for all j = 1, 2, . . . , n− 1 and the ±1-eigenstates of the encoded Z operator Z¯ = Z1Z2 . . . Zn. Working
it out, the states are
|0¯〉 = 1√
2n−1
∑
x∈{0,1}n
|x| even
(−1)|x|/2|x〉, |1¯〉 = 1√
2n−1
∑
x∈{0,1}n
|x| odd
(−1)(|x|−1)/2|x〉. (109)
where |x| is the Hamming weight of the string x, i.e. the number of 1’s in x. From Proposition 44,
the simulation of Ti for any i = 1, 2, . . . , n is
CHiaCZia =
1
2
(I + Zi) +
1
2
(I − Zi) 1√
2
(I − iYa). (110)
Since encoded Y is Y¯ = Yai for any qubit ai in the encoded ancilla, we can modify the simulation of
Ti to
CHiaCZia =
1
2
(I + Zi) +
1
2
(I − Zi) 1√
2
(I − iYai). (111)
With this modification, the simulations of Ti and Tj for i 6= j are orthogonal operators with disjoint
support and can be performed in parallel.
Next we discuss efficiency of the rebit bottom-up simulation in the same manner, i.e. we are
concerned with the simulation of an R-unitary circuit on n qubits with depth d. The notion of depth
is not immediately obvious for circuits constructed from the gates {H,CCZ,CK,G(π/4)}, but we
can use the following definition. This gives us a well-defined notion of depth that leads to a theorem
similar to Theorem 59.
Definition 60. An n-qubit, depth-1 R-unitary circuit consists of gates Gi, i = 1, 2, . . . , s such that
[Gi, Gj ] = 0 (i.e. all gates mutually commute) and all q ∈ {1, 2, . . . , n} is in the support of exactly one
gate Gi. A depth-d R-unitary circuit equals the product of d depth-1 R-unitary circuits.
Gates {H,CCZ,CK,G(π/4)} have supports of sizes 1, 3, 1, 0 respectively, and, when all supports are
disjoint, only CK and G(π/4) do not commute. Definition 60 generalizes the notion of circuit depth
from the unitary to the R-unitary case, because two unitary gates having disjoint support implies that
they commute.
We have the following theorem.
Theorem 61. Let C be an n-qubit, depth-d R-unitary circuit using gates from {H,CCZ,CK,G(π/4)}.
Then C (applied to |0〉⊗n) can be simulated (i.e. we can make P(C|0〉⊗n)) using either
1. a circuit of depth at most dn on n+ 1 rebits
2. or a circuit of depth at most d⌈log2 n⌉ on 2n rebits.
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Proof. The first part follows the same reasoning as the proof of the first part of Theorem 59. In this
case, the 1-qubit CK gates are the problem. At most n CK can occur in parallel, but to simulate
each we need access to the ancilla (CKi is simulated by CZia by Proposition 46).
The second part also follows similar reasoning to that of Theorem 59. We encode the rebit in a
redundancy code, although this time one in which the encoded Z operator is accessible in parallel.
The code states are simply the redundancy states
|0¯〉 = |0〉⊗n, |1¯〉 = |1〉⊗n. (112)
With this, the encoded Z is Z¯ = Zai for any qubit in the ancilla ai and encoded Y is Y¯ =
Xa1Xa2 . . . Xa,n−1Yan. Thus, CKi and CKj gates (for i 6= j) can be simulated in parallel. However,
G(π/4) requires depth ⌈log2 n⌉ to simulate: decode the states (i.e. |0¯〉 → |0〉⊗n and |1¯〉 → |1〉|0〉⊗n−1
by ⌈log n⌉ timesteps of CX gates), apply a Y -rotation to the first qubit, and re-encode.
6 The R-Clifford hierarchy
An intriguing consequence of rebit simulation is an extension of the standard Clifford hierarchy of
unitary operators into the more general R-unitaries. At the second level of this R-Clifford hierarchy,
we obtain an extension of the famous Gottesman-Knill theorem, allowing us to efficiently classically
simulate R-linear quantum circuits of a restricted class that is analogous to but larger than the standard
Clifford circuits.
We begin by defining the Clifford hierarchy and the R-Clifford hierarchy. The standard Pauli group
(on n-qubits) is
Cn(1) = {eiα
(
p1 ⊗ p2 ⊗ · · · ⊗ pn
)
: pj ∈ {I,X, Y, Z}, α ∈ R}. (113)
An analogous Pauli group incorporating complex conjugation may be defined as
C′n(1) = {ic
(
p1 ⊗ p2 ⊗ · · · ⊗ pn
)
Kb : pj ∈ {I,X, Y, Z}, c ∈ {0, 1, 2, 3}, b ∈ {0, 1}}, (114)
which we, for now, call simply the primed Paulis. Shortly, we show the primed Paulis are actually the
R-Paulis.
Notice that the two definitions have different global phases — in the case of Cn(1) the phase is
arbitrary, while for C′n(1) it is restricted to powers of i. This is intentional and should be expected,
because the rebit encoding tracks global phases. Note that the definition of the Pauli group in Eq.
(113) differs from that defined in [32]:
Gn(1) = {ic
(
p1 ⊗ p2 ⊗ · · · ⊗ pn
)
: pj ∈ {I,X, Y, Z}, c ∈ {0, 1, 2, 3}}. (115)
We define the Pauli group differently simply to ease some of the arguments below (specifically,
Lemma 69). Allowing arbitrary phases via definition Cn(1) is also more consistent with operators
in higher levels of the hierarchy having arbitrary phases as well.
Now, we appeal to the discussion of bottom-up simulation in Section 1.2.1, taking the Paulis
Cn(1) as the set of operators S. The real Paulis on n rebits is the set of orthogonal Paulis CRn (1) =
Cn(1) ∩Rn = Cn(1) ∩ Tn, and the R-Paulis are RCn(1) = L(CRn (1)). The following theorem shows the
primed Paulis are the R-Paulis, thus establishing the Pauli-like description, Eq. (114), of the set of
R-Paulis as appropriate.
Theorem 62. L(CRn+1(1)) := RCn(1) = C′n(1).
38
Proof. First, note that p ∈ Cn+1(1) is orthogonal if and only if p contains an even number of Pauli
Y s and a real phase (i.e. eiα from Eq. (113) is ±1) or p contains an odd number of Pauli Y s and an
imaginary phase (±i). Since L is a homomorphism, we need only consider its action on a basis set of
orthogonal Paulis, namely {Xi, iYi, Zi,Xa, iYa, Za} where i = 1, 2, . . . , n indicates a data qubit and a
indicates the rebit ancilla. We find
L(Xi) = Xi, (116)
L(iYi) = iYi, (117)
L(Zi) = Zi, (118)
L(Xa) = iK, (119)
L(iYa) = −iI, (120)
L(Za) = K, (121)
all of which are elements of C′n(1). This shows L(CRn+1) ⊆ C′n(1). However, the reverse direction,
L(CRn+1(1)) ⊇ C′n(1) follows from Eqs. (116-121) as well. Let p = icX~xZ~zKb ∈ C′n(1), where X~x for
~x ∈ {0, 1}n means ⊗nj=1X~xjj and likewise for Z~z. Then,
p = L(X~x)L(Z~z)L(iYa)cL(Zba) = L(X~xZ~z(iYa)cZba). (122)
Since X~xZ~z(iYa)
cZba is an orthogonal Pauli, this proves C′n(1) ⊆ L(CRn+1(1)).
The R-Paulis are a group just as the standard Paulis are.
Corollary 63. RCn(1) is a group for all n.
Proof. Follows from Proposition 13.
The upper levels of the standard Clifford hierarchy are defined recursively
Cn(k) = {U ∈ Un : UCn(1)U † ⊆ Cn(k − 1)}. (123)
Note that the first level is the Pauli group and the second level is the Clifford group. In Appendix K,
we show how using Pauli sets with different allowed global phases (e.g. Gn(1) instead of Cn(1)) leads
to the same Clifford hierarchy for k ≥ 2.
We would like a similar recursion to Eq. (123) to hold for the R-Clifford hierarchy. Thus, we
proceed similarly to the Pauli case above and define the primed Clifford hierarchy as
C′n(k) = {U ∈ RLn : U
(C′n(1))U † ⊆ C′n(k − 1)}. (124)
Our goal now is to show that the primed Clifford hierarchy is equivalent to the R-Clifford hierarchy.
That is, C′n(k) is exactly RCn(k) := L(Cn(k) ∩ Tn). Because R-unitaries are mapped to orthogonal
operators in the physical rebit encoding, we find it natural to define the orthogonal Clifford hierarchy
Dn(1) = Cn(1) ∩ Tn, (125)
Dn(k) = {U ∈ Tn : UDn(1)UT ⊆ Dn(k − 1)}. (126)
Then, it is worth noting the following definition of the orthogonal hierarchy as the real Cliffords.
Lemma 64. Dn(k) = Cn(k) ∩ Tn := CRn (k) for all k.
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Proof. The second equality is a definition of notation. To prove the first, we proceed inductively, with
k = 1 already satisfying the claim by definition. Let U ∈ Cn(k)∩Tn. Then UDn(1)UT ⊆ UCn(1)UT ⊆
Cn(k − 1) and UDn(1)UT ⊆ Tn implying that UDn(1)UT ⊆ Cn(k − 1) ∩ Tn = Dn(k − 1) and thus,
U ∈ Dn(k) by definition.
In the other direction, let U ∈ Dn(k). We notice that for all p ∈ Cn(1), there exists a phase e−iα
such that e−iαp ∈ Cn(1) ∩ Tn = Dn(1). This is because p = eiαX~xZ~z implies ppT = ei2αI. Thus,
UDn(1)UT ⊆ Dn(k − 1) = Cn(k − 1) ∩ Tn implies UCn(1)UT ⊆ Cn(k − 1). So U ∈ Cn(k) by definition,
and thus U ∈ Cn(k) ∩ Tn.
Now we are in a position to prove that the primed hierarchy is indeed the R-Clifford hierarchy.
Theorem 65. L(CRn+1(k)) := RCn(k) = C′n(k) for all k.
Proof. The k = 1 case is proven in Theorem 62. For the rest, we proceed inductively.
Let U ∈ CRn+1(k). Then U(CRn+1(1))UT ⊆ CRn+1(k − 1). Taking L of both sides, we get
L(U)C′n(1)L(U)† = L(U)L(CRn+1(1))L(U)† = L(UCRn+1(1)UT ) ⊆ L(CRn+1(k − 1)) = C′n(k − 1) (127)
using the inductive hypothesis. Thus, L(U) ∈ C′n(k), showing L(CRn+1(k)) ⊆ C′n(k).
For the other direction, let U ∈ C′n(k). Then,
UL(CRn+1(1))U † = UC′n(1)U † ⊆ C′n(k − 1) = L(CRn+1(k − 1)). (128)
Taking P of both sides, we find P(U)CRn+1(1)P(U)T ⊆ CRn+1(k − 1), which implies P(U) ∈ CRn+1(k).
Thus, U ∈ L(CRn+1(k)) and showing C′n(k) ⊆ L(CRn+1(k)).
There are some corollaries of Theorem 65. For instance, just as standard Cliffords form a group,
so do the R-Cliffords.
Corollary 66. RCn(2) is a group.
Proof. Follows from Proposition 13.
While the group Gn(1) defined in Eq.(115) is a subgroup of C′n(1) = RCn(1), the groups Cn(1) and
RCn(1) are incomparable:
Proposition 67. Cn(1) 6⊆ RCn(1) and RCn(1) 6⊆ Cn(1).
Proof. The first noninclusion follows from the fact that the operator eiπ/4I is in Cn(1) but not in
RCn(1). The second noninclusion follows from the fact that K is in RCn(1) but not in Cn(1).
Furthermore, the groups Cn(2) and RCn(2) are also incomparable:
Proposition 68. Cn(2) 6⊆ RCn(2) and RCn(2) 6⊆ Cn(2).
Proof. The first noninclusion follows from the fact that the operator eiπ/8I is in Cn(2) but not in
RCn(2). To see the latter, note that eiπ/8Ke−iπ/8 = eiπ/4K 6∈ RCn(1). The second noninclusion
follows from the fact that K is in RCn(2) but not in Cn(2).
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However, Propositions 67 and 68 notwithstanding, it turns out that if we disregard global phases,
then the groups Cn(k) and RCn(k) (for k = 1, 2) are no longer incomparable. More precisely, for at
least the first two levels, the R-Clifford hierarchy RCn(k) is strictly larger than the standard hierarchy
Cn(k). A lemma regarding some structure of the standard Pauli and Clifford groups helps us show
this.
Lemma 69. {UUT : U ∈ Cn(2)} = {p : p = pT ∈ Cn(1)} ⊆ Cn(1).
Proof. That any symmetric Pauli p = pT ∈ Cn(1) can be written as UUT for some U ∈ Cn(2) is not hard
to see. Let p = eiαX~xZ~z with ~x · ~z = 0, enforcing the symmetry of p. Let Jx = {j : ~xj = 1− ~zj = 1},
Jy = {j : ~xj = ~zj = 1}, Jz = {j : 1 − ~xj = ~zj = 1}. Since |Jy| is even, we can partition it into two
equal sized subsets J1y and J
2
y with a one-to-one mapping σ : J
1
y → J2y . Let
U = eiα/2

∏
i∈J1y
CXiσ(i)



 ∏
j∈Jx∪J1y
Hj



 ∏
k∈Jx∪Jy∪Jz
Sk

 . (129)
One can now calculate that
UUT = eiα

∏
i∈J1y
CXiσ(i)



 ∏
j∈Jx∪J1y
Hj



 ∏
k∈Jx∪Jy∪Jz
Zk



 ∏
j∈Jx∪J1y
Hj



∏
i∈J1y
CXiσ(i)


= eiα

∏
i∈J1y
CXiσ(i)



 ∏
j∈Jx∪J1y
Xj



 ∏
k∈J2y∪Jz
Zk



∏
i∈J1y
CXiσ(i)


= eiα

 ∏
j∈Jx∪Jy
Xj



 ∏
k∈Jy∪Jz
Zk


= eiαX~xZ~z = p. (130)
For the other direction, we need UUT ∈ Cn(1) for any U ∈ Cn(2), but it suffices20 to show that for all
p ∈ Cn(1), (UUT )p(UUT )† = ±p where the choice of sign may depend on p. In fact, it suffices to show
that
(UUT )p(UUT )† = ap (131)
for any complex number a. This is because, squaring both sides and using the fact that p2 ∝ I for all
p ∈ Cn(1), we get (UUT )p2(UUT )† = p2 = a2p2, implying a = ±1.
We now prove Eq.(131). Notice that for any q ∈ Cn(1),
q ∝ q¯. (132)
Also, notice that since Cn(2) is closed under taking inverses, U † ∈ Cn(2), which implies that U †pU ∈
Cn(1).
20Here, we show that if V pV † = ±p for all p ∈ Cn(1), then V ∈ Cn(1). Indeed, since the Paulis form a basis, we may
write V =
∑
q∈Pn
αqq for complex coefficients αq , where Pn = {p1 ⊗ p2 ⊗ · · · ⊗ pn : pj ∈ {I,X, Y, Z}} is the set of
Pauli operators without global phases. Let p ∈ Cn(1) be supported on one qubit (i.e. p = Xi, Yi, Zi for qubit i). Then
V pV † = ±p implies that exactly half of the coefficients αq are zero (e.g. in the case of +, all αq such that {p, q} = 0 are
zero). Repeating for all qubits i and all Xi, Yi, Zi, all but one coefficient are zeroed, thus implying V ∈ Cn(1).
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Hence,
(UUT )p(UUT )† = UUT pU¯U †
∝ UUT p¯U¯U †, by applying Eq.(132) to p ∈ Cn(1).
= U
(
U †pU
)
U †
∝ U(U †pU)U †, by applying Eq.(132) to U †pU ∈ Cn(1)
= p. (133)
We write A ⊂∼ B if for all a ∈ A, there exists α ∈ R such that eiαa ∈ B.
Proposition 70. Gn(1) ∪Gn(1)K = RCn(1), Cn(1) ⊂∼ RCn(1), and Cn(2) ⊂∼ RCn(2).
Proof. The first and second statements follow easily from definitions Eqs. (113), (114), and (115). It
remains to prove the third inclusion. Let U ∈ Cn(2). Then by Lemma 69, UUT is Pauli, i.e.
UUT = eiβX~xZ~z (134)
for some β ∈ R and ~x, ~z ∈ {0, 1}n. To complete the proof, it suffices to find some α ∈ R such that
eiαU ∈ RCn(2). To this end, we choose α = −β/2, and show that U ′ := e−iβ/2U ∈ RCn(2).
Let ζ = icX~xZ~zKb ∈ RCn(1) be arbitrary. If b = 0, then
U ′ζU ′† = e−iβ/2U
(
icX~xZ~z
)
eiβ/2U †
= U
(
icX~xZ~z
)
U †
∈ Gn(1) ⊆ RCn(1), (135)
where, since U ∈ Cn(2) is Clifford and ζ = icX~xZ~z ∈ Gn(1), Theorem 89 in Appendix K shows
UζU † ∈ Pn. If b = 1, then
U ′ζU ′† = e−iβ/2U
(
icX~xZ~zK
)
eiβ/2U †
= e−iβU
(
icX~xZ~z
)
UTK
= e−iβU
(
icX~xZ~z
)
U †(UUT )K
= e−iβU
(
icX~xZ~z
)
U †eiβX~xZ~zK
= U
(
icX~xZ~z
)
U †X~xZ~zK
∈ Gn(1)K ⊆ RCn(1) (136)
where the last line follows because U
(
icX~xZ~z
)
U † ∈ Gn(1) and X~xZ~z ∈ Gn(1). Since Gn(1) is closed
under multiplication, the expression in the second-to-last line of Eq.(136) is of the form Eq.(114).
A final corollary of Theorem 65 corollary is a Gottesman-Knill-esque efficient classical simulation
of RCn(2) circuits and a generating set for them.
Corollary 71. Let U ∈ RCn(2) be an n-qubit R-linear operator. Then U can be constructed from
O(n2) gates from {H,S,K,CX,CK}. Moreover, a classical computer can sample from U |0〉⊗n in
time O(n2).
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/ V˜ h g
Figure 4: Compiling an orthogonal Clifford circuit on n qubits. The top line represents 1 qubit while
the bottom represents n− 1 qubits.
Proof. The first statement can be proved by compiling V = P(U) ∈ CRn+1(2) using gates from the
orthogonal Clifford group {H,Z,CX}. That this is possible with the requisite number of gates follows
the same Clifford compiling argument from [32] (see their Theorem 10.6).
The first step is to argue that {H,Z} generate all single-qubit orthogonal Cliffords. A single-qubit
orthogonal Clifford is uniquely specified up to a phase (which for orthogonal operators is just ±1)
by its action on the Paulis {X, iY, Z}. However, since det(X) = det(Z) = −1 and det(iY ) = 1,
orthogonal Cliffords must map {X,Z} to {±X,±Z} and {iY } to {±iY }. That appropriate sequences
of H and Z can achieve all these mappings can be checked directly by enumeration. Moreover, the
phase ±1 can be provided by (HZ)4 = −I.
The second part of the proof is inductive on the number of rebits n+ 1. There are O(n) recursive
steps, each using O(n) gates from our gate set {H,Z,CX}. Say V X1V T = g and V Z1V T = h
for g, h ∈ CRn+1(1). There are simplifications that can be made without loss of generality, however.
First, we note that g and h anticommute, which means that on some qubit j, the Paulis there locally
anticommute. We can apply a SWAP P between qubits 1 and j (which can be constructed from three
CX gates), so that we get V ′X1V ′T = p1⊗g′ and V ′Z1V ′T = p2⊗h′ with p1, p2 ∈ C1(1), g′, h′ ∈ Cn(1),
{p1, p2} = 0, [g′, h′] = 0, and instead compile V ′ = PV . Second, by applying H before or after V ′, we
can switch the roles of X1 and Z1 and change p1, p2. The final result is that, without loss of generality,
we have two cases to consider: either
V X1V
T = X ⊗ g, V Z1V T = Z ⊗ h (137)
or
V X1V
T = (iY )⊗ g, V Z1V T = Z ⊗ h (138)
where in both cases g, h ∈ Cn(1) and [g, h] = 0.
We claim the circuit in Fig. 4 implements these two cases and does so using the allowed gates
{H,Z,CX}. The controlled n-qubit orthogonal Paulis (e.g. controlled-g from qubit c to qubits
t1, t2, . . . , tn) can be implemented by a depth at most 2n circuit of CX and CZ = (I ⊗H)CX(I ⊗H)
gates. If g = g1 ⊗ g2 ⊗ . . . gn where each gj ∈ {X, iY, Z}, then performing controlled-gj from qubit c
to tj for all j (in any order; they commute) implements controlled-g. Controlled-X and controlled-Z
operators are simply CX and CZ, while controlled-iY is CX followed by CZ. Finally, the circuit in
Fig. 4 guarantees the correct behavior of V on the first qubit and thus V˜ is an n qubit orthogonal
Clifford, which can be compiled using the same process. The recursion continues until the base case
of 1-qubit, discussed earlier.
Given the described compilation, CHP simulation [35] of the orthogonal Clifford circuit for V in
the rebit encoding suffices to simulate the R-Clifford U , and does so in time O(n2).
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7 Discussion and open questions
Our bottom-up simulation paradigm provides a unified framework for realizing any arbitrary antiuni-
tary or partial antiunitary transformations which are otherwise non-physical and cannot be simulated
directly. The rebit simulation can be applied to measurements of a large variety of quantum mechan-
ical properties as well as the detection and simulation of exotic phases of matters. These applications
all require either antiunitary or partial antiunitary transformations that are unphysical for quantum
mechanical systems.
For example, evaluating the entanglement of an arbitrary partition of a generic quantum system
usually takes O(2N ) measurements for an N -qubit system [36]. To avoid such a resource overhead,
entanglement monotones such as concurrence [37] and 3-tangle [38] are proposed to provide convex
and monotonic measures that do not increase under local operations and classical communication.
However, both the concurrence and 3-tangle are defined by the expectation values of an antiunitary
operator which cannot be directly measured. To directly measure these entanglement monotones, an
extra qubit is needed to simulate the complex conjugation on the original system [39]. Our result on
partial antiunitary simulation thus further generalizes such approaches to larger systems where the
concurrence of only a subsystem can be measured.
As another example, time-reversal symmetry and particle-hole symmetry are two important in-
gredients for defining either bosonic or fermionic symmetry protected topological phases [40,41]. The
system symmetry is defined by the invariance of the system Hamiltonian Hˆ under the conjugation
of the corresponding antiunitary tranformation Uc for either the time-reversal or particle-hole sym-
metry as: UcHˆU
†
c = Hˆ. Partial-time-reversal and partial-particle-hole symmetries corresponding to
the invariance under partial antiunitary transformations are also used for constructing nonlocal order
parameters in detecting fermionic symmetry protected topological phases in (1+1) dimension [42].
Detection of these symmetry protected topological phases is exceedingly hard since these symmetry
operators are non-physical and cannot be directly measured. Being able to simulate both antiunitary
and partial antiunitary transformation with our rebit encoding can potentially simplify the detection
procedure for topological phases proposed in [43].
Our results add new tools to the existing dictionary of quantum simulation gadgets using qubits.
The Majorana equation [44], for example, is one candidate for describing the dynamics of neutrino or
other particles outside the standard model. Simulating the Majorana equation in quantum systems
necessitates the application of the complex conjugation of the wave function, which is readily available
in our bottom-up rebit simulation.
We conclude this section by listing a few directions that an extension of this project might take.
Mixed states. Our treatment in this paper has been restricted to just pure states, unitary transfor-
mations and projective measurements. This suffices since we could always “go to the Church of the
Larger Hilbert Space21” by considering mixed states as being part of a larger system described by a
pure state. Nevertheless, describing quantum systems using the smaller Hilbert Space has also proven
to be fruitful, as it allows for the study of noisy quantum systems without any reference to a fictitious
external system. Our bottom-up approach to rebits might benefit from such an approach. What is
the rebit generalization of completely positive and trace preserving maps? Can they be described in
terms of some generalized Kraus operators?
Quaternions. In this paper, we studied the relationship between computing using real and com-
21Coined by John Smolin [45].
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plex amplitudes. But the real numbers and complex numbers are just the two base levels of the
Cayley-Dickson construction [46]. The next level of the construction are the quaternions, which was
studied in the context of computation by [31]. It would be interesting to apply the techniques from
our paper to study computing based on quaternions (or even other levels of the Cayley-Dickson con-
struction) from a bottom-up perspective.
Compiling. We showed (Theorem 58) that an arbitrary R-unitary Γ can always be written as
products of partial antiunitaries and further noted that these products always take the form of an
alternating sequence UNKLNUN−1KLN−1 . . . U1KL1U0 of unitaries Uj and partial complex conjuga-
tions KLj over languages Lj . But given Γ and desired accuracy ǫ, how efficient is it to determine
the length of the sequence required to approximate Γ to within operator norm ǫ and also the specific
unitaries and languages? In principle, applying Solovay-Kitaev [18] in the simulator space P provides
an algorithm and upper bounds, but it is well-known even in unitary compilation that Solovay-Kitaev
is not optimal. The exact question ǫ = 0 is also interesting and leads to the definition of a minimum
N for which exact compilation of Γ (call it e.g. the “conjugation depth” of Γ) is possible. For instance,
the conjugation depth of any unitary is zero, the partial antiunitaries have conjugation depth one by
definition, and Theorem 43 shows that some R-unitaries have conjugation depth at least two. Ideally,
the conjugation depth of Γ might be determined from some simple property of Γ.
Clifford hierarchy. In our discussion of the Clifford hierarchy, we have focused on the first two
levels of the hierarchy. For example, in Proposition 70, we showed that, up to a global phase, the
R-Clifford hierarchy (for the first two levels) is bigger than the standard Clifford hierarchy. Does an
analogous result hold for higher levels of the hierarchy? Next, we see from the definitions in Eq.(113)
and Eq.(114) that to get from Cn(1) to RCn(1), we need to append the K gate to the list of generators
of the Pauli group. Also, we see from Corollary 71 that to get from Cn(2) to RCn(2), we need to
append both the K and CK gate to the list of generators of the Clifford group. Can the kth level (for
k > 2) of the R-Clifford hierarchy be obtained by appending gates to the corresponding level of the
standard Clifford hierarchy?
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A A simple motivating example
In this appendix, we present a simple motivating example to illustrate how nonunitary transformations
can be simulated using the rebit encoding. Consider a general one-qubit state with complex amplitudes:
|ψ〉 = (a+ ib)|0〉+ (c+ id)|1〉,
where a, b, c, d ∈ R. The single-ancilla rebit encoding is performed by introducing an additional register
and encoding the state |ψ〉 as ∣∣ψ′〉 = a|00〉+ b|01〉+ c|10〉+ d|11〉.
To illustrate some nonlinear transformations that we can simulate using this rebit encoding, suppose
we perfom Z on the second qubit, getting the state∣∣χ′〉 = a|00〉 − b|01〉+ c|10〉 − d|11〉,
which evidently is the rebit encoding of the complex conjugation of |ψ〉,∣∣ψ¯〉 = (a− ib)|0〉+ (c− id)|1〉.
Thus, via the rebit encoding, we have simulated the antiunitary complex conjugation operation K :
|ψ〉 → ℜ|ψ〉 − iℑ|ψ〉. Now, consider a more complicated example in which we perform a controlled-Z
operation on |ψ′〉 to get the state∣∣φ′〉 = a|00〉+ b|01〉+ c|10〉 − d|11〉.
We observe that |φ′〉 is the rebit encoding of the state
|φ〉 = (a+ ib)|0〉+ (c− id)|1〉.
Hence, we have shown how to simulate the nonlinear transformation
(a+ ib)|0〉+ (c+ id)|1〉 7→ (a+ ib)|0〉+ (c− id)|1〉
using the rebit encoding. This transformation is an example of what we call a partial antiunitary
operator.
B Complex conjugation as a Gottesman-Knill simulation
In the introduction, we discussed how viewing Gottesman-Knill as a bottom-up simulation implies that
a more “advanced” Clifford quantum computer equipped with Pauli measurements that report entire
probability distributions instead of just samples from them can be efficiently classically simulated as
well. Here we expand on this bottom-up viewpoint, by showing that Gottesman-Knill also gives an
efficient classical simulation of circuits consisting of Clifford gates and complex conjugation.
Gottesman-Knill is a bottom-up simulation (L,P,P, OP ) where L is the set of rank one density
matrices
L =
{
ρ = |ψ〉〈ψ| : ∃pj ∈ Cn(1) s.t. ρ =
n∏
j=1
1
2
(I + pj)
}
, (139)
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with Cn(1) the Pauli group on n qubits (see Eq. (113)). The physical space P is
P = {S : S ⊆ Cn(1); |S| = n; eiαI ∈ 〈S〉 ⇒ eiα = 1} (140)
where 〈S〉 for a set of Paulis S is the group generated by S. A Pauli p = ±p1 ⊗ p2 ⊗ · · · ⊗ pn on n
qubits can be specified by 2n+1 classical bits [35]. All Paulis p ∈ S ∈ P must have this form (i.e. with
global phase such that p2 = I) by the final condition on S in Eq. (140).
We next describe the map P. Starting with a stabilizer state ρ = |ψ〉〈ψ|, identify n linearly
independent Paulis pi such that pi|ψ〉 = |ψ〉. These exist because ρ can be written as in Eq. (139).
Set P(ρ) = {pi : i = 1, 2, . . . , n}.
The bottom-up view stresses that we should define the set of operators OP that the simulator is
capable of implementing. In this case, the most general operator the simulator can perform is any
function f : P → P . If we wanted to, we could also restrict to those functions f that are efficiently
computable (say, in polynomial time in n). Regardless, we do not have a characterization of L(OP )
for either of these choices of OP . Our immediate goal is to show that complex conjugation (of density
matrices) Kdm : |ψ〉〈ψ| → ℜ|ψ〉〈ψ| − iℑ|ψ〉〈ψ| is an element of L(OP ) (for either choice of OP ) and
thus that Gottesman-Knill simulation is intriguingly more powerful than typically imagined.
Proposition 72. Kdm is efficiently classically simulable by Gottesman-Knill.
Proof. Suppose S represents a density matrix |ψ〉〈ψ|. Let #Y (q) = |{pi = Y : i = 1, 2, . . . , n}| for a
Pauli q = eiαq1 ⊗ q2 ⊗ · · · ⊗ qn and
S′ = {(−1)#Y (p)p : p ∈ S}. (141)
We claim S′ = P (Kdm (|ψ〉〈ψ|)). To show this, write |ψ〉〈ψ| =
∏n
j=1
1
2(I + pj) where pj ∈ S for all
j. Then Kdm(|ψ〉〈ψ|) =
∏n
j=1
1
2(I + (−1)#Y (pj)pj). Thus, (−1)#Y (pj)pj ∈ P(Kdm(|ψ〉〈ψ|)) for all j,
which exactly matches the composition of S′.
C R-linear operators
In this appendix, we consider operators of the form A + BK, where A and B are complex linear
operators. Our first result is a proof of Theorem 16 (restated here as Theorem 73):
Theorem 73. ([20]) Let V and V ′ be complex vector spaces, and f : V → V ′ be a function on V .
Then, there exist linear maps A and B such that f = A+BK if and only if
f(ax+ by) = af(x) + bf(y) (142)
for all a, b ∈ R and x, y ∈ V .
Proof. The forward direction holds since (A + BK)(ax + by) = a(A + BK)x + b(A + BK)y for all
x, y ∈ V and a, b ∈ R. To prove the backward direction, assume that f satisfies Eq.(142). Let z ∈ V .
50
Let the standard basis of V be {ei}i. Hence, we can write z =
∑
j zjej for some zj ∈ C. Then,
f(z) = f

∑
j
zjej


= f
(∑
i
(ℜzj + iℑzj)ej
)
=
∑
j
ℜzjf(ej) + ℑzjf(iej), by R-linearity
=
∑
j
zj + z¯j
2
f(ej) +
zj − z¯j
2i
f(iej)
=
∑
j
1
2
(f(ej)− if(iej))zj +
∑
j
1
2
(f(ej) + if(iej))z¯j
=
∑
j
Ajzj +
∑
j
BjKzj
= (A+BK)z (143)
where A is the (complex-valued) matrix whose jth column is Aj =
1
2 (f(ej) − if(iej)), and B is the
matrix whose jth column is Bj =
1
2 (f(ej) + if(iej)). Hence, f = A + BK, where A and B are
(complex) linear maps on V .
As pointed out in Section 1.3.1, in linear algebra, the term R-linear is used to describe a map
satisfying Eq. (142). Our terminology in this paper was chosen so that the two definitions of R-
linearity coincide.
We conclude this section with a few remarks about R-linear operators satisfying Eq. (142). First,
note that linear operators and antilinear operators are both special cases of R-linear operators. (A
linear operator g : V → V is one that satisfies g(ax+ by) = ag(x)+ bg(y) for all a, b ∈ C and x, y ∈ V ,
and an antilinear operator h is one that satisfies h(ax + by) = a¯h(x) + b¯h(y) for all a, b ∈ C and
x, y ∈ V .)
Second, note that when A and B are complex linear operators, the operator A is linear while the
operator BK is antilinear. Hence, Theorem 73 implies that any R-linear operator can be written as a
sum of a linear operator and an antilinear operator.
D The ring of R-linear operators: algebraic properties
In Section C, we showed that every R-linear operator on Hn(C) can be written as A+BK, where A
and B are linear operators on Hn(C). In this appendix, we show that the set of R-linear operators
RLn forms a ring with identity
22, with addition + given by
(A+BK) + (C +DK) = (A+ C) + (B +D)K (144)
and multiplication ⋆ given by
(A+BK) ⋆ (C +DK) = (AC +BD¯) + (AD +BC¯)K. (145)
22For an introduction to ring theory, see [47], for example.
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Proposition 74. Let n ∈ Z+. Then (RLn,+, ⋆) is a ring with identity. The multiplicative identity is
I + 0K.
Proof. It is straightforward to check that RLn satisfies the properties of a ring with identity (see
Chapter 7 of [47]).
It is easy to check that (RLn,+, ⋆) is neither a division ring nor a commutative ring, and hence is
not a field. Note that the multiplication in Eq.(145) was defined so that for any vector v ∈ Hn(C),
((A+BK) ⋆ (C +DK))v = (A+BK)((C +DK)v). (146)
More generally, the set of vectors in Hn(C) forms a module over RLn, as the following proposition
states.
Proposition 75. The set Hn(C) is a left module over the ring (RLn,+, ⋆), with the addition on
Hn(R) being the usual addition of functions, and the module action ◦ of RLn on Hn(C) given by
(A+BK) ◦ v := (A+BK)v = Av +Bv¯.
Proof. It is straightforward to check that the above satisfies the properties of a left module (see Chapter
10 of [47]).
It is useful to equip the ring (RLn,+, ⋆) with the operator † defined as follows:
(A+BK)† = A† +BTK. (147)
We now show that the † (super)operator is the image of the transpose map (·)T under the rebit
decoding. More precisely, let E be an operator on LRn+1. Define L(E) to be the unique operator E˜ such
that
E˜(A+BK) = L(E(P(A +BK))).
It then follows that
Proposition 76. L((·)T ) = (·)†.
Proof.
A+BK = (ℜA+ iℑA) + (ℜB + iℑB)K
P−→ ℜA⊗ I + ℑA⊗XZ + ℜB ⊗ Z + ℑB ⊗X
(·)T−−→ ℜAT ⊗ I + ℑAT ⊗ ZX + ℜBT ⊗ Z + ℑBT ⊗X
= ℜAT ⊗ I + ℑ(−AT )⊗XZ + ℜBT ⊗ Z + ℑBT ⊗X
L−→ (ℜAT − iℑAT ) + (ℜBT + iℑBT )K
= A† +BTK = (A+BK)†. (148)
Hence, L((·)T ) = (·)†.
It is straightforward to check that the operator † is an involutive antiautomorphism23 Hence, we
obtain the following proposition.
23Let R be a ring, and let ∗ : R→ R. R together with ∗ is a ∗-ring if for all x, y ∈ R, (i) (x∗)∗ = x, (ii) (x+y)∗ = x∗+y∗,
(iii) (xy)∗ = y∗x∗. The map ∗ is called an involutive antiautomorphism.
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Proposition 77. The ring (RLn,+, ⋆) together with the operator † defined in Eq. (147) is a †-ring.
Note that the involutive antiautomorphism † generalizes the definition of the adjoint of linear
operators. Indeed, when B = 0 in Eq.(147), we recover A† = (A+0K)† = A†. We may now generalize
the notion of unitarity to †-rings with identity. Let R be a †-ring with identity 1. We say that U ∈ R
is a unitary element with respect to † if
U †U = 1. (149)
Applying the above definition to the †-ring (RLn,+, ⋆), we get that an element A + BK ∈ RLn is a
unitary element if and only if
(A+BK)† ⋆ (A+BK) = I. (150)
The group of unitary elements are called RUn in the main text, as a result of Theorem 22 showing
that they are the simulated operators of a real unitary rebit simulator.
We now give an equivalent condition for the unitarity of R-linear operators.
Proposition 78. An element A+BK ∈ RLn is a unitary element with respect to † if and only if
A†A+BT B¯ = I,
A†B +BT A¯ = 0. (151)
Proof. An element A+BK ∈ RLn is a unitary element if and only if I = (A+BK)†⋆(A+BK) = (A†+
BTK)⋆(A+BK) = (A†A+BT B¯)+(A†B+BT A¯)K if and only if A†A+BT B¯ = I,A†B+BT A¯ = 0.
E Equivalent expressions for the rebit encoding of a linear operator
From Eq.(29), we find that the rebit encoding of a linear operator is given by P(A) = ℜA⊗I+ℑA⊗XZ.
In this appendix, we derive alternative expressions for Eq.(29).
Proposition 79. The rebit encoding of a linear operator A is equal to
P(A) = A¯⊗ |⊗〉〈⊗|+A⊗ |⊙〉〈⊙| = (A¯⊗ I)(I ⊗ |⊗〉〈⊗|+AT ⊗ |⊙〉〈⊙|), (152)
where |⊗〉〈⊗| = 12(I + Y ) and |⊙〉〈⊙| = 12 (I − Y ) are the orthogonal projectors onto the +1 and −1
eigenspaces of the Pauli matrix Y , respectively.
Proof. Substituting into Eq.(29) the identities ℜA = 1/2(A+A¯), ℑU = 1/(2i)(A−A¯) and XZ = −iY ,
we obtain
P(A) = 1
2
[
(A+ A¯)⊗ I − (A− A¯)⊗ Y ]
=
1
2
[
A⊗ (I − Y ) + A¯⊗ (I + Y )] ,
which is equal to A¯⊗ |⊗〉〈⊗|+A⊗ |⊙〉〈⊙|.
In particular, if A = U is unitary,
P(U) = (U¯ ⊗ I) (I ⊗ |⊗〉〈⊗|+ UTU ⊗ |⊙〉〈⊙|) . (153)
To compare with the rebit simulation of linear operators in [28], we calculate the action of P on
states written in the computational basis as follows:
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Proposition 80.
P(A) :
∑
ij
ψij |ij〉 7→
∑
i
[(ψi0ℜA− ψi1ℑA)|i〉]|0〉+
∑
i
[(ψi0ℑA+ ψi1ℜA)|i〉]|1〉. (154)
Proof.
P(A) :
∑
ij
ψij |ij〉 =
∑
ij
ψij [(ℜA|i〉)|j〉+ (ℑA|i〉)⊗XZ|j〉]. (155)
But XZ|j〉 = (−1)j |1− j〉. Plugging this into Eq.(155) and expanding out the j index, we obtain Eq.
(154).
By setting ψi′j′ = δi′iδj′j in Eq.(154), we obtain
P(A)|i〉|0〉 = (ℜA|i〉)|0〉+ (ℑA|i〉)|1〉, (156)
P(A)|i〉|1〉 = −(ℑA|i〉)|0〉+ (ℜA|i〉)|1〉, (157)
which is equivalent to Definition 1 of [28].
F Equivalence of norm definitions
In this appendix, we provide a proof that on Ln the operator norm for R-linear operators coincides
with that for linear operators.
Proposition 81. Let A ∈ Ln be a linear operator on n-qubits. Then ‖A‖ as defined by Definitions 18
and 19 are the same.
Proof. For clarity, denote ‖A‖l as the operator norm for linear operators from Definition 18 and ‖A‖r
as the operator norm for R-linear operators from Definition 19. Because ‖A‖l is the largest singular
value of A and ‖A‖r is the largest singular value of P(A), we need only show these coincide. Say
A = UDV for unitaries U, V ∈ Un and diagonal matrix D so that sing(A) = {Dii,∀i} are the singular
values of A and ‖A‖l = max{|λ| : λ ∈ sing(A)}. Now, P(A) = P(U)P(D)P(V ), and the singular
value decomposition of P(D) is easily calculated using Proposition 79,
P(D) = D¯ ⊗ |⊗〉〈⊗|+D ⊗ |⊙〉〈⊙| = (I ⊗ SH)(D¯ ⊗ |0〉〈0|+D ⊗ |1〉〈1|)(I ⊗HS†). (158)
Thus, sing(P(A)) = sing(P(A)) = sing(A) ∪ sing(A¯). Finally, ‖A‖r = ‖P(A)‖l = max{|λ| : λ ∈
sing(P(A))} = ‖A‖l.
G Alternative formulation of Theorem 21
In Theorem 21, we showed that for an R-linear operator A+BK, the operator P(A+BK) is orthogonal
if and only if A†A+BT B¯ = I and A†B +BT A¯ = 0.
We now find an equivalent condition for orthogonality.
Theorem 82. Let A+BK be an R-linear operator. Then P(A +BK) is orthogonal if and only if
AA† +BB† = I,
ABT +BAT = 0. (159)
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In the proof of Theorem 21, we used the property that a matrix W is orthogonal if and only if
W TW = I. But this is equivalent to the condition that WW T = I. Repeating the proof of Theorem
21 using this condition yields Eq. (159). An alternative approach, which we use here, is to directly
show that (33) is equivalent to (159).
Proof.
A†A+BT B¯ = I, A†B +BT A¯ = 0
⇐⇒ I = (A†A+BT B¯) + (A†B +BT A¯)K
= (A† +BTK) ⋆ (A+BK)
⇐⇒ I = (A+BK) ⋆ (A† +BTK)
= (AA† +BB†) + (BAT +ABT )K
⇐⇒ AA† +BB† = I, ABT +BAT = 0, (160)
where we used the star product ⋆ defined in Eq.(145), and the fact that left inverses are equal to right
inverses in a ring (See Appendix D).
H On orthogonal projections
In this appendix, we recall some definitions about orthogonal projections. Let H ⊆ H be a subspace
of a vector space H. The orthogonal complement of H is the set H⊥ = {u ∈ H|〈v, u〉 = 0 ∀v ∈ H}.
For finite-dimensional vector spaces, (H⊥)⊥ = H, and H and H⊥ are complementary subspaces, i.e.
H ∩ H⊥ = {0} and H ⊕ H⊥ = H, where ⊕ denotes direct sum. Moreover, for any v ∈ H, there
exists a unique a ∈ H and a unique b ∈ H⊥ such that v = a + b. The map v 7→ a is called the
orthogonal projection onto H, and we shall denote it by projH(·). It then follows that the map
v 7→ b is equal to projH⊥(·). Two immediate consequences are that projH + projH⊥ = I and that
projH ◦ projH⊥ = projH⊥ ◦ projH = 0. It is also easy to verify that orthogonal projections are linear
operators that are idempotent and hermitian, i.e. projH = proj
2
H
= proj†
H
.
An alternate characterization of orthogonal projections is as follows:
Proposition 83. Let H ⊆ H be a subspace of a vector space H. Let {|ai〉}si=1 be an orthonormal basis
for S. Then P is an orthogonal projection onto H if and only if
P =
s∑
i=1
|ai〉〈ai|. (161)
Note that Proposition 83 implies that the formula in Eq. (161) is in fact independent of the basis
chosen for H, i.e. if {|ai〉}si=1 and {|bi〉}si=1 are two bases for H, then
∑s
i=1 |ai〉〈ai| =
∑s
i=1 |bi〉〈bi|.
I Matrix representation of R-linear operators
In this appendix, we develop a matrix notation for the R-linear operators. We define the matrix
representation of an R-linear operator A+BK to be the matrix [A+BK] whose (µ, ν)th element is
the column vector
(
Aµν
Bµν
)
∈ C2. Each of these elements
(
Aµν
Bµν
)
can be seen as belonging to the ring
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R =
{(
a
b
)
: a, b ∈ C
}
, where addition is defined by
(
a
b
)
+
(
c
d
)
=
(
a+ c
b+ d
)
and multiplication is defined by (
a
b
)(
c
d
)
=
(
ac+ bd¯
ad+ bc¯
)
.
We shall sometimes also denote the column vector
(
a
b
)
belonging to R by a+ bk, where k is treated
as a formal symbol (for example, see its use in the proof of Theorem 43). With this definition, the
set of matrices [A + BK] forms a matrix ring under the usual24 rules of matrix addition and matrix
multiplication.
Note that the matrix representation of an R-linear operator is unique, as the following theorem,
which expresses the matrix representation of an R-linear operator Γ in terms of Γ, shows
Theorem 84. Let Γ be an R-linear operator. Then its matrix elements are given by25
Γµν =
1
2
(Γ(eν)− iΓ(ieν) |Γ(eν) + iΓ(ieν))T eµ, (162)
where eµ is the µth basis vector defined by eµ(ν) = δµν .
Proof. Since Γ is an R-linear operator, we can write Γ = A + BK, where A and B are both linear
operators.
RHS =
1
2
(Γ(eν)− iΓ(ieν) |Γ(eν) + iΓ(ieν))T eµ
=
1
2
(〈eµ,Γ(eν)− iΓ(ieν)〉, 〈eµ,Γ(eν) + iΓ(ieν))T
=
1
2
(〈eµ,Γ(eν)〉︸ ︷︷ ︸
(0)
−i 〈eµ,Γ(ieν)〉︸ ︷︷ ︸
(1)
, 〈eµ,Γ(eν)〉︸ ︷︷ ︸
(0)
+i 〈eµ,Γ(ieν)〉︸ ︷︷ ︸
(1)
)T ,
where for α = 0, 1,
(α) = 〈eµ,Γ(iαeν)〉
= 〈eµ, (A+BK)(iαeν)〉
= 〈eµ, iαA(eν) + (−1)αiαB(eν)〉
= iα(Aµν + (−1)αBµν).
Hence, (0) − i(1) = 2Aµν and (0) + i(1) = 2Bµν .
So,
RHS =
1
2
(2Aµν , 2Bµν)
T
=
(
Aµν
Bµν
)
= (A+BK)µ,ν = Γµν .
24 Unlike usual matrix multiplication, the elements of the matrix belong to a ring, while the elements in the column
vector representation of a vector belong to a field that is different from the ring. For a more rigorous treatment, we
should treat the vector space Cn as a unital left R-module [47].
25The notation (A|B) refers to the augmented matrix formed from the matrices A and B.
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Note that when Γ is linear, the expression in Eq.(162) reduces to the following familiar expression.
Γµν =
1
2
(Γ(eν) + Γ(eν) |Γ(eν)− Γ(eν))T eµ
= (Γ(eν)|0)T eµ
= (〈eµ,Γ(eν)〉, 0)T
= 〈eµ,Γ(eν)〉+ 0K
= 〈eµ,Γ(eν)〉.
We will now illustrate the use of Theorem 84 in an example.
Example 85. Let Γ : C2 → C2 be an R-linear operator. Then
Γ :
(
α
β
)
7→
(
2ℜα+ 2β¯
3β
)
if and only if the matrix representation of Γ is(
1 + k 2k
0 3
)
.
Proof. The backward direction follows from matrix multiplication(
1 + k 2k
0 3
)(
α
β
)
=
(
1 0
0 3
)(
α
β
)
+
(
1 2
0 0
)(
α¯
β¯
)
=
(
α+ α¯+ 2β¯
3β
)
=
(
2ℜα+ 2β¯
3β
)
To obtain the forward direction, we make use of Theorem 84:
Γµ,0 =
1
2
[(
2
0
)
− i
(
0
0
) ∣∣∣∣
(
2
0
)
+ i
(
0
0
)]T
eµ (163)
=
(
1 0
1 0
)
eµ (164)
and
Γµ,1 =
1
2
[(
2
3
)
− i
(−2i
3i
) ∣∣∣∣
(
2
3
)
+ i
(−2i
3i
)]T
eµ (165)
=
(
0 3
2 0
)
eµ. (166)
Hence, Γ00 =
(
1
1
)
= 1 +K, Γ10 =
(
0
0
)
= 0, Γ01 =
(
0
2
)
= 2K and Γ11 =
(
3
0
)
= 3.
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J Proof of Lemma 57
Here we sketch the proof of Lemma 57 following Chapter 4.5 of [32]. The first thing to note is that
an orthogonal gate W on an d-dimensional system (i.e. represented as a d× d matrix) can be broken
down into a product of at most d(d − 1)/2 “two-level” orthogonal gates. A two-level orthogonal gate
V is one with non-zero off-diagonal entries in at most two rows and the corresponding two columns.
To show this, we write W = (wij) with matrix elements wij for i, j ∈ {1, 2, . . . , d}. We note that
for any i, j with i > j, we can find a two-level orthogonal gate V such that (V W )ij = 0. This is done
by choosing V such that Vab = 0 except for (letting Nij =
√
w2jj + w
2
ji)
Vjj = wjj/Nij , Vji = wij/Nij (167)
Vij = wij/Nij , Vii = −wjj/Nij (168)
and Vaa = 1 whenever a 6∈ {i, j}. One can check V is orthogonal and it is clearly two-level. Calculating
the (i, j) element of V W we get
(VW )ij =
∑
h
VihWhj = ViiWij + VijWjj = (−wjjwij +wijwjj)/Nij = 0. (169)
Incidentally, the (j, j) element of VW is unity
(V W )jj =
∑
h
VjhWhj = VjiWij + VjjWjj = (w
2
ji + w
2
jj)/Nij = 1. (170)
Meanwhile, other elements in column j are unchanged, (V W )aj = Waj for a 6∈ {i, j}. Also, if
Wib =Wjb = 0 for b < j < i, then (V W )ab =Wab for any a as well.
Repeating this reduction with two-level orthogonal gates V1, V2, . . . , Vd−1, we can zero all off-
diagonal elements in the first column of Vd−1Vd−2 . . . V1W . Since this product is still orthogonal, all
off-diagonal elements of the first row are also zeroed. Now the same process can be repeated on the
remaining block matrix in rows and columns 2 through d, and so on until only a 2×2 block in the lower
right remains. The inverse of this remaining matrix is two-level. In summary, we obtain two-level
orthogonals Vj such that
VkVk−1 . . . V1W = I (171)
and thus W = V T1 V
T
2 . . . V
T
k is a product of two-level orthogonals. Also, k is at most (d − 1) + (d −
2) + · · ·+ 1 = d(d− 1)/2.
In the remainder of the proof we need to write two-level orthogonals as a product of ChZ gates
and arbitrary single-qubit orthogonal gates. We note that ChX (which equals ChZ up to Hadamards,
which are orthogonal, on the target) can swap two n-qubit basis states |x〉 and |y〉 when they differ in
at most one place. Let xj ⊕ yj = 1 but xi⊕ yi = 0 for i 6= j. Then, letting C be the Cn−1X gate with
target j and controls on all the remaining n− 1 qubits, we find(
n⊗
i=1
X1−xi
)
C
(
n⊗
i=1
X1−xi
)
: |x〉 7→ |y〉 (172)
|y〉 7→ |x〉 (173)
|z〉 7→ |z〉, z 6= x, y. (174)
Say we have a two-level orthogonal V acting non-trivially on |x1〉 and |x2〉. On those two states V
applies an orthogonal operator, call it V˜ . First, we can swap |x1〉 with other basis states in sequence
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• •
• •
R R†
Figure 5: The circuit, built from only orthogonal gates, implementing a Cn−1V gate with two controls
(the top two qubits), corresponding to n = 3. Further controls are added in the natural way, extending
the CZ and CCX gates to include the new qubits as controls too.
y1, y2, . . . , ym, where subsequent states differ in at most one bit, so that ym differs in one bit, bit j,
from x2. Now, applying C
n−1S˜ with target j and controls the remaining n − 1 qubits and reversing
the swaps from the first step, we implement the two-level orthogonal gate V .
The last step is breaking down Cn−1V˜ into ChX gates and single-qubit rotations. Since V˜ is
orthogonal and single-qubit, we can write without loss of generality
V˜ = cos θ − i sin θY. (175)
Define R = cos(θ/2) − i sin(θ/2)Y , such that RR† = I and RXR†X = R2 = V˜ . The circuit in Fig. 5
implements Cn−1V˜ .
Finally, we note that this entire process breaks an arbitrary n-qubit orthogonal gate into at most
(n+ 1)2n−1(2n − 1) ChZ gates, giving an upper bound on the number of KL gates that may need to
be part of the R-linear compilation in Eq. (108).
K Pauli sets with different allowed phases
Our definition of the standard Pauli group Cn(1) in Eq. (113) differs from the Pauli group Gn(1) in
Eq.(115) in terms of the allowed phases of the Pauli operators: while the Pauli operators in Cn(1) are
allowed to have arbitrary phases, those in Gn(1) have phases which are constrained to be powers of i.
In this appendix, we show that choosing different allowed phases has little effect on the definition of
higher levels of the Clifford hierarchy.
We start by introducing some definitions. Let
Pn =
{
I,X, Y, Z}⊗n = {p1 ⊗ p2 ⊗ . . . ⊗ pn : pj ∈ {I,X, Y, Z} for all j ∈ 1, 2, . . . , n
}
(176)
denote the set of Pauli operators without any phases.
Definition 86. Let Ω ⊆ R. The first level of the Ω-Clifford hierarchy (called the Ω-Pauli set) is
Cn(1; Ω) = {eiαp : p ∈ Pn, α ∈ Ω}. (177)
For k ≥ 2, the kth level of the Ω-Clifford hierarchy is
Cn(k; Ω) = {U ∈ Un : UCn(1; Ω)U † ⊆ Cn(k − 1;Ω)}. (178)
Note that Eq. (177) generalizes the Pauli groups discussed above: Cn(1) = Cn(1;R) and Gn(1) =
Cn(1; π2Z). Also, Pn = Cn(1; 2πZ). Note that Cn(1; Ω) is in general not a group, and hence we refer to
it as a Pauli set and not a Pauli group.
An immediate consequence of the definition of the Ω-Clifford hierarchy is that it is closed under
multiplication by global phases:
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Theorem 87. Let k ≥ 2. If θ ∈ R and V ∈ Cn(k; Ω), then eiθV ∈ Cn(k; Ω).
For k ≥ 2, how does the set Cn(k; Ω) depend on Ω? In the rest of this appendix, we will show that
as long as Ω is nonempty and π-periodic (to be defined next), the set Cn(k; Ω) is in fact independent
of Ω and is equal to the standard Clifford hierarchy Cn(k).
Definition 88. A subset Ω ⊆ R is π-periodic if for all α ∈ Ω,
α ∈ Ω ⇐⇒ α+ π ∈ Ω. (179)
Note that while the subsets R and π2 are π-periodic, the subset 2πZ is not.
Theorem 89. Let Ω1,Ω2 ⊆ R be nonempty π-periodic sets. Then for all k ≥ 2,
Cn(k; Ω1) = Cn(k; Ω2). (180)
Proof. To prove Eq.(180), it suffices to prove that for all k ≥ 2,
Cn(k; Ω1) ⊆ Cn(k; Ω2), (181)
since, by symmetry, interchanging the roles of Ω1 and Ω2 will give the opposite inclusion. We shall
proceed by induction on k.
We start with the base case k = 2. Let V ∈ Cn(2; Ω1). Then
V Cn(1; Ω1)V † ⊆ Cn(1; Ω1). (182)
Our goal is to show that
V Cn(1; Ω2)V † ⊆ Cn(1; Ω2). (183)
To this end, pick an arbitrary element eiαp ∈ Cn(1; Ω2), where α ∈ Ω2 and p ∈ Pn. Since Ω1 is
nonempty, there exists β ∈ Ω1 such that eiβp ∈ Cn(1; Ω1). By Eq. (182), there exists γ ∈ Ω1 and
q ∈ Pn such that
V (eiβp)V † = eiγq, (184)
which implies that
ei(β−γ)V pV † = q. (185)
Taking squares on both sides, and using the property that p2 = q2 = 1, we get
e2i(β−γ) = 1, (186)
which implies that
eiγ = ±eiβ. (187)
Substituting this into Eq.(184), we get
V pV † = ±q. (188)
Therefore,
V (eiαp)V † = ±eiαq
= eiαq or ei(α+π)q
∈ Cn(1; Ω2), (189)
where in the last step, we used the π-periodicity of Ω2 to obtain the inclusion α+ π ∈ Ω2.
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Since eiαp ∈ Cn(1; Ω2) was chosen arbitrarily, we obtain Eq.(183), which shows that V ∈ Cn(2; Ω2).
Hence, Cn(2; Ω1) ⊆ Cn(2; Ω2).
Next, we prove the inductive step. Assume that Eq.(181) holds for k. Let V ∈ Cn(k+1;Ω1). Pick
an arbitrary element eiαp ∈ Cn(1; Ω2), where α ∈ Ω2 and p ∈ Pn. As above, there exists β ∈ Ω1 such
that eiβp ∈ Cn(1; Ω1). Then,
V (eiαp)V † = ei(α−β)V (eiβp)V †
∈ ei(α−β)Cn(k; Ω1)
= Cn(k; Ω1), by Theorem 87
⊆ Cn(k; Ω2), by induction hypothesis. (190)
Hence, V ∈ Cn(k + 1;Ω2). This implies that Cn(k + 1;Ω1) ⊆ Cn(k + 1;Ω2), which completes the
proof.
Corollary 90. Let Ω ⊆ R be a nonempty π-periodic set. Then for all k ≥ 2,
Cn(k; Ω) = Cn(k) = Gn(k), (191)
i.e. Cn(k; Ω) is independent of Ω.
Proof. Since Cn(1) = Cn(1;R) and Gn(1) = Cn(1; π2Z), and R and π2Z are both nonempty and π-
periodic, Corollary 90 follows directly from Theorem 89.
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