We study the multi-level Steiner tree problem: a generalization of the Steiner tree problem in graphs, in which the terminals T require different levels, or equivalently, have different priorities. The problem requires that terminals be connected with edges satisfying their priority requirements and has applications in network design and multi-level graph visualization. The case where edge costs are proportional to their priority is approximable to within a constant factor from the optimal solution. For the more general case of non-proportional costs, the problem is hard to approximate to within a ratio of log log n, where n is the number of vertices in the graph. A simple greedy algorithm by Charikar et al., however, provides a min{2(ln |T | + 1), ρ}-approximation in this setting.
Introduction

Related work
The Steiner tree (ST) problem admits a simple 2 1 − 1 |T | -approximation (see Section 2.1). Currently, the best known approximation ratio is ρ ≈ 1.39 by Byrka et al. [3] . It is NP-hard to approximate the ST problem with ratio better than 96 95 [5] . In [1] , simple top-down and bottom-up approaches are considered for the MLST problem with proportional costs. In the top-down approach, a Steiner tree is computed over terminals {v ∈ V : R(v) = }. For i = −1, . . . , 1, the Steiner tree over terminals {v ∈ V : R(v) = i+1} is "contracted" into a single vertex, and a Steiner tree is computed over terminals with R(v) = i. In the bottom-up approach, a Steiner tree is computed over all terminals, which induces a feasible solution. These approaches are ( +1 2 )ρ-and ρ-approximations, respectively [1] . It is worth noting that the bottom-up approach can perform arbitrarily poorly in the non-proportional setting.
Charikar et al. [4] give a simple 4ρ-approximation for QoSMT with proportional costs by rounding the vertex priorities up to the nearest power of 2, then computing a Steiner tree for the terminals at each rounded-up priority. They then give an eρ-approximation for the same problem. Karpinski et al. [9] tighten the analysis from [4] to show that this problem admits a 3.802-approximation with an unbounded number of priorities. Ahmed et al. [1] generalize the above techniques by considering a composite heuristic which computes Steiner trees over a subset of the priorities, and show that this achieves a 2.351ρ-approximation for ≤ 100.
For the problem setting where the cost of an edge is not necessarily proportional to its rate, Charikar et al. [4] give a min{2(ln |T | + 1), ρ}-approximation for QoSMT, consisting of taking the better solution returned by two sub-algorithms (see Section 2.2). On the other hand, Chuzhoy et al. [6] show that Priority Steiner Tree cannot be approximated with ratio better than Ω(log log n) in polynomial time unless NP ⊆ DTIME(n O(log log log n) ), which is a stronger inapproximability result than for ST.
The node-weighted analogue of Priority Steiner Tree (where vertices have weights instead of edges) admits a 2 ln |T |-approximation [11] . Further, node-weighted ST cannot be approximated with ratio better than a logarithmic factor via a simple reduction from the set cover problem [10] . Indeed, the edge-weighted MLST problem can be converted into an instance of the node-weighted analogue by replacing each edge uv with two edges uw, wv, and assigning all edge costs to vertex w. As the number of terminals is unchanged, this implies that MLST with arbitrary edge costs admits a 2 ln |T |-approximation.
Our contributions
In this paper, we propose two algorithms for the MLST problem based on Kruskal's and Prim's algorithms for computing minimum spanning trees (MSTs). We show that the Kruskal-based algorithm is a 2 ln |T |-approximation, matching the result of Charikar et al. [4] , while somewhat surprisingly, the Prim-based algorithm can perform arbitrarily poorly. We then describe an integer linear program (ILP) for the non-proportional setting and evaluate the algorithm in practice. Specifically, we provide an experimental comparison between the algorithm of Charikar et al. [4] and our Kruskal-based algorithm, in which the latter performs better with respect to the optimum in both proportional and nonproportional settings. Finally, we describe a class of graphs for which the Kruskal-based algorithm performs significantly better than that by Charikar et al. [4] . All algorithms, implementations, ILP solver, experimental data and analysis are available at https:// github.com/abureyanahmed/Kruskal_based_approximation.
Preliminaries
In this section, we review some existing approximation algorithms that are pivotal for the subsequent developments in this paper.
Kruskal-and Prim-based approximations for the ST problem
A well-known 2 1 − 1 |T | -approximation algorithm for the ST problem is to first construct the metric closure graphG over T : the complete graph K |T | where each vertex corresponds to a different terminal in T and each edge has a weight given by the length of the shortest path between the corresponding terminals. Computing an MST overG, each edge in the MST induces a shortest path in G; combining all induced paths and removing cycles yields a Steiner tree whose cost is at most 2 1 − 1 |T | times the optimum.
For computing an MST overG, one can use any known MST algorithm (e.g., Kruskal's, Prim's, or Borůvka's algorithm). However, one can directly construct a Steiner tree from scratch based on these MST algorithms, without the need to constructG. Poggi de Aragão and Werneck provide details for such implementations [7] .
Specifically, the Prim-based approximation algorithm for the ST problem grows a tree rooted at a fixed terminal. In each iteration, the closest terminal not yet connected to the tree is connected through its shortest path. The process continues for |T | − 1 iterations until all terminals are spanned. The Kruskal-based algorithm for the ST problem maintains a forest initially containing |T | singleton trees. In each iteration, the closest pair of trees is connected via shortest path between them. The process continues for |T | − 1 iterations until the resulting forest is a tree.
Review of the QoSMT algorithm by Charikar et al. [4]
Charikar et al. [4] give a min{2(ln |T | + 1), ρ}-approximation for QoSMT, consisting of taking the better of the solutions returned by two sub-algorithms. For this section, we focus primarily on the 2(ln |T | + 1)-approximation. The algorithm sorts the terminals T by decreasing priority R(·), starting with a root node r (here, we may treat the root as any terminal with priority ). Then, for i = 1, . . . , |T |, the i th terminal t i is connected to the existing tree spanning the previous i − 1 terminals using the minimum cost path of rate at least R(t i ), where the cost of this path is defined as the connection cost. We summarize this algorithm below, denoted by C N (N for "non-proportional"). Recall y(e) denotes the rate of edge e in the returned solution.
Algorithm C N (graph G, priorities R, costs c, root r) [4] 1: Sort terminals T by decreasing priority R(·) 2: Initialize V = {r}, y(e) = 0 for e ∈ E 3: for i = 1, 2, . . . , |T | do 4: Connect i th terminal t i to V using cheapest path P i of rate R(t i ) 5:
The authors show that for 1 ≤ m ≤ |T |, the m th most expensive connection cost is at most 2OPT m , which implies that the total cost is at most 2OPT 1 + 1 2 + 1 3 + . . . + 1 |T | − OPT ≤ 2(ln |T | + 1)OPT. This algorithm can be implemented by running Dijkstra's algorithm from t i (line 4) until a vertex already in V is encountered. The running time of C N is roughly |T | times the running time of Dijkstra's algorithm, or O(nm + n 2 log n) [4] .
3
Kruskal-based MLST algorithm
We give a separate algorithm (K L MLST) inspired by Kruskal's algorithm for computing an MST. Initialize each terminal t ∈ T as the root of its own "tree," so that there are initially
, such that the cost of the path from u to v using edges of rate R(v) is minimized. Specifically, we want to find min u ,v ∈T :R(u )≥R(v ) d(u , v ). If P is the u-v path chosen, then the rate of each edge in P is upgraded to R(v). Set u to be the root of this newly created tree, and remove v from T . We will say that v is connected at the current iteration. When |T | = 1, the resulting tree is a candidate MLST rooted at some vertex r with R(r) = . Hence Algorithm K L MLST differs from that by Charikar et al. [4] as Algorithm C N tends to connect the "closest" pairs of terminals first, rather than higher-priority terminals first. We also note that K L MLST takes |T | − 1 iterations while C N takes |T | iterations; this follows as the setting for MLST does not specify a root vertex while QoSMT does. As such, there is a small constant difference in the approximation ratios, which is not significant.
y(e) = max(y(e), R(v)) for e ∈ P 5: T = T \ {v} 6: end while 7: return y One issue with Algorithm K L MLST is that at each iteration, it considers distances between pairs of roots without consideration of existing edges already selected (at lower rate). Thus, we also consider a variant of K L MLST where distances d(·, ·) are updated after each iteration. The interpretation is that in line 3, we should find u, v ∈ T which minimizes the cost of upgrading edges along some u-v path to the appropriate rate. We call this variant K U MLST in Section 6, but will not need this for the analysis in Theorem 3. Since Algorithm K L MLST does not update edge costs or distances, we call it the lazy variant (L for "lazy", U for "update").
Proof. We mirror the proof of Charikar et al. [4] , except with a few minor differences. In [4] , the connection cost of a terminal v ∈ T is the cost of connecting v to the currently existing tree. Here, we define the connection cost of v as the actual cost of connecting v to u. Note that v's connection cost is at most d(u, v); equality may not occur if some edges along the u-v path were already selected when connecting other pairs of terminals. The cost of a solution is the sum of the connection costs over all terminals T \ {r}.
Let t 1 , t 2 , . . . , t |T |−1 be the terminals in sorted order by which they were connected, so that t 1 is connected before t 2 , and so on. Let OPT be the minimum cost MLST for the instance. We have the following lemma. Proof. Note that, immediately before t i is connected,
Consider the optimum solution T * for the instance, and let T be the minimal subtree containing terminals t i , t i+1 , . . . , t |T | . The cost of T is at most OPT. Perform a depth-first tour starting from any terminal in T and returning to that terminal. Since every edge in T is traversed twice, the cost of the tour is at most 2OPT. Consider consecutive terminals t j , t k along the tour. The path connecting t j and t k necessarily uses edges of rate at least min{R(t j ), R(t k )}. Then, the cost of the edges along this path is at least d(t j , t k ). There are m pairs of consecutive terminals along the tour (including the pair containing the first and last terminals visited), and the sum of the costs of these m paths is at most 2OPT. Hence, some pair t j , t k of terminals is connected by a path of cost ≤ 2OPT m in the optimum solution, implying that d(t j , t k ) ≤ 2OPT m . Since K L MLST selects the pair which minimizes d(·, ·), the connection cost of t i is at most 2OPT m .
As in [4] , Lemma 4 immediately implies Theorem 3. Summing from m = 2 to m = |T |, the total cost is at most 2OPT
The running time of Algorithm K L MLST is similar to that of Charikar, namely |T | times the running time of Dijkstra's algorithm. This can be implemented as follows: before line 2, for each terminal t ∈ T , run Dijkstra's algorithm from t using edge weights c R(t) (·), and only keep track of distances from t to terminals with priority ≥ R(t). Thus, each terminal t ∈ T keeps a dictionary of distances from t to a subset of T . Then at each iteration (line 3), find the minimum distance among at most |T | distances.
Prim-based MLST algorithm
A natural approach based on Prim's algorithm is as follows. Choose a root terminal r with R(r) = and remove r from T . Then, find a terminal v ∈ T whose connection cost is minimum, where the connection cost is defined to be the cost of installing or upgrading edges from r to v using rate R(v) (namely, using edge costs c R(v) (·)). Remove v from T , and decrement costs. Repeat this process of connecting the existing MLST to the closest terminal until T is empty. Interestingly, unlike Algorithm K L MLST, this approach can perform poorly with respect to the optimum solution.
As a counterexample, suppose G is a cycle containing
Let c i (rv ) = 1 (edge rv has cost 1 regardless of rate), and let c i (rv 1 ) = (1 − ε)i. Then the Prim-based algorithm greedily connects v 1 , v 2 , . . . , v in that order, incurring a cost of 1 − ε at each iteration. Hence the cost returned is (1 − ε), while OPT = 1.
Even with proportional edge costs, the Prim-based algorithm can perform arbitrarily poorly with respect to the optimum solution, though the counterexample is trickier to find. As in the previous counterexample, let G be a cycle containing |V | = + 1 vertices v 1 , v 2 , . . . , v , r in that order, with the same vertex priorities as before (Figure 1 , right). Set c 1 (rv ) = 1, Left: Example demonstrating that the Prim-based algorithm can perform arbitrarily poorly if the costs are not necessarily proportional. The required rates R(·) and edge costs ci(·) are shown, and the root r is bolded. In this example, OPT = 1, while the Prim-based algorithm pays 1 − ε at each iteration, yielding a cost of (1 − ε). Right: Example demonstrating that even with proportional costs, the Prim-based algorithm can perform arbitrarily poorly.
Integer linear programming (ILP) formulation
In [1] , ILP formulations were given for the MLST problem with proportional costs. We extend these and give an ILP formulation for non-proportional costs. First, direct the graph G by replacing each edge e = uv with two directed edges (u, v) and (v, u) . Let x i uv = 1 if the directed edge (u, v) appears in the solution with rate greater than or equal to i, and 0 otherwise.
For every edge e = (u, v) we define two flow variables f i uv and f i vu . In the optimal solution, the edges of rate greater than or equal to i form a Steiner tree over T i , so the flow constraint ensures that this property holds. The second constraint ensures that if an edge is selected at rate i or greater, then it must be selected at lower rates. The third constraint ensures that the indicator variable is set equal to one iff the corresponding edge is in a tree. The last constraint ensures that the x i uv variables are 0-1. Theorem 5. The optimal solution for the ILP induces an MLST with cost OPT.
The proof is deferred to Appendix A. It can be seen from the formulation that the number of variables is O( |E|) and the number of constraints is O( (|E| + |V |)).
6
Experimental results
Setup
We use the Erdős-Rényi [8] , Watts-Strogatz (WS) [12] , and Barabási-Albert [2] models to generate random graphs. Given a number of vertices, n, and probability p, the model ER(n, p) assigns an edge to any given pair of vertices with probability p. An instance of ER(n, p) with p = (1 + ε) ln n n is connected with high probability for ε > 0 [8] . For our experiments we use n ∈ {10, 15, 20, · · · , 100}, and ε = 1.
The Watts-Strogatz model, WS(n, K, β), initially creates a ring lattice of constant degree K, and then rewires each edge with probability 0 ≤ β ≤ 1 while avoiding self-loops or duplicate edges. Interestingly, the Watts-Strogatz model generates graphs that have the small-world property while having a high clustering coefficient [12] . In our experiment, the values of K and β are equal to 6 and 0.2 respectively.
The Barabási-Albert model, BA(m 0 , m), uses a preferential attachment mechanism to generate a growing scale-free network. The model starts with a graph of m 0 vertices. Then, each new vertex connects to m ≤ m 0 existing nodes with probability proportional to its instantaneous degree. The BA model generates networks with power-law degree distribution, i.e., few vertices become hubs with extremely large degree [2] . This model is a network growth model. In our experiments, we let the network grow until a desired network size n is attained. We vary m 0 from 10 to 100 in our experiments, and set m = 5.
We generate instances containing = 2, 3, . . . , 7 different priorities. We adopted two methods for selecting the priorities of the |T | terminals: linear vs. exponential. In the linear case, the priority of each terminal is selected independently such that roughly |T | vertices have priority i, for i = 1, . . . , .In the exponential case, the priority of each terminal is such that the size of the terminal sets T i = {t ∈ T : R(t) ≥ i} decrease exponentially by a factor of 2 (so that roughly 1/2 of all terminals have priority 1, 1/4 of all terminals have priority 2, and so on).
We considered two types of edge weights: proportional and non-proportional (Definition 2). For the proportional setting, we let c 1 (e) be randomly and uniformly chosen from the set {1, 2, 3, . . . , 10}, then set c i (e) = ic 1 (e). For the non-proportional setting, we randomly and uniformly generate the incremental edge costs c 1 (e), c 2 (e) − c 1 (e), c 3 (e) − c 2 (e), . . . , c (e) − c −1 (e) from the set {1, 2, 3, . . . , 10}.
As such, an instance of the MLST problem is characterized by five parameters: graph generator, number of vertices |V |, number of priorities , terminal selection method TSM ∈ {Linear,Exponential}, and proportionality of the edge weights TE ∈ {Prop,Non-prop}. As there is randomness involved, we generated five instances for every choice of parameters (e.g., ER, |V | = 70, = 4, Linear, Non-prop).
Algorithms and outputs
We implemented the 4ρ-approximation algorithm for the proportional setting and the 2(ln |T |+ 1)-approximation algorithm for the non-proportional setting by Charikar et al. [4] , where ρ = 2 1 − 1 |T | using the simple MST heuristic (Section 2.1). We also implemented K L MLST and K U MLST as described in Section 3. For evaluating the heuristics with respect to the optimum solution, we also implemented the ILP described in Section 5 using CPLEX 12.6.2 as an ILP solver. The model of the HPC system we used for our experiment is Lenovo NeXtScale nx360 M5. It is a distributed system; the models of the processors in this HPC are Xeon Haswell E5-2695 Dual 14-core and Xeon Broadwell E5-2695 Dual 14-core. The speed of a processor is 2.3 GHz. There are 400 nodes each having 28 cores. Each node has 192 GB memory. The operating system is CentOS 6.10.
We have considered proportional and non-proportional instances separately. The Kruskalbased algorithm is the same in both settings, but admits two variants: update the edge weights (distances d(·, ·)) at each iteration (K U MLST), or do not update distances (K L MLST). We have updated the edge weights at each iteration since it provides a better approximation in practice. Charikar et al. [4] provided two different algorithms: 4ρ-approximation algorithm for the proportional setting (C P ) and the 2(ln |T | + 1)-approximation algorithm for the non-proportional setting (C N ). For each proportional instance of the MLST problem, we compute the costs of the MLST returned from the ILP solution (OPT), the 4ρ-approximation algorithm (C P ) from [4] , and from K U MLST. For each non-proportional instance of the MLST problem, we compute the costs of the MLST from the ILP solution (OPT), the 2(ln |T | + 1)-approximation algorithm (C N ) from [4] , and from K U MLST. After completing the experiment, we compared the results of the heuristics with exact solutions. We show the performance ratio for each algorithm (defined as the algorithm cost divided by OPT), and how the ratio depends on the experiment parameters (number of priorities , terminal selection method, number of vertices |V |). All box plots shown below show the minimum, interquartile range (IQR) and maximum, aggregated over all instances using the parameter being compared.
Results
In our experiments we found that the Kruskal-based algorithm K U MLST performs better than those by Charikar et al. [4] with respect to the optimum. Figure 2 shows the performance of two algorithms compared with the optimal solution as a function of |V |, number of priorities , and terminal selection method in the proportional setting on Erdős-Rényi graphs. The average ratio (cost of the computed solution divided by the cost of the optimum) of the Kruskal-based algorithm is almost always better than that by Charikar et al. The maximum and the minimum ratio is also better than the other algorithm in most of the time. Figures 3  and 4 show the results on Watts-Strogatz and Barabási-Albert graphs respectively. The most time consuming part of this experiment was calculating the exact solutions of all MLST instances. Figure 5 shows the time taken to compute the exact solutions (with cost OPT), as a function of |V |, , and terminal selection method for proportional edge weights on Erdős-Rényi graphs. As expected, the running time of the ILP gets worse as |V | and increase. The running time of the ILP is worse for the linear terminal selection method. Figures 6 and 7 show the running time of the exact algorithm on Watts-Strogatz andBarabási-Albert graphs respectively. Figure 8 shows the performance of two algorithms compared with the optimal solution as a function of |V |, , and terminal selection method in the non-proportional setting on Erdős-Rényi graphs. The average and the minimum ratio of the Kruskal-based algorithm 
A special class of graphs
We generate a special class of graphs for which the Kruskal-based algorithm provides nearoptimal solutions, but the ones by Charikar et al. [4] do not perform well. This class of graphs has a cyclic structure. Consider a cycle v 1 , v 2 , · · · , v n , v 1 . Let the weight of edge v 1 v n be w − and length of the path v 1 , v 2 , · · · , v n be w. We select v 1 , v n as higher-priority terminals, and the remaining vertices as lower-priority terminals. An algorithm that works in a top-down manner will take the edge v 1 v n for higher priority and pay significantly more than the optimal solution [1] . Doing this to every edge (v i , v i+1 ) results an MLST instance where a top-down approach performs arbitrarily poorly. On these graphs, the algorithm provided in Charikar et al. [4] for proportional instances of MLST performs noticeably worse than our Kruskal-based approach; see Figure 12 . We generated 500 graphs of this type (augmented with some additional edges at random). The script to generate these graphs are available at https://github.com/abureyanahmed/Kruskal_based_approximation.
Conclusion
We proposed two algorithms for the MLST problem based on Kruskal's and Prim's algorithms. We showed that the Kruskal-based algorithm is a logarithmic approximation, matching the result of Charikar et al. [4] , while the Prim-based algorithm, can perform arbitrarily poorly. We formulated an ILP for the general MLST problem and provided an experimental comparison between the algorithm provided by Charikar et al. [4] and the Kruskal-based algorithm. Finally, we generated a special class of graphs for which K U MLST performs significantly better than that by Charikar et al. [4] . A natural question is whether the analysis of any of these algorithms K L MLST, K U MLST, or C N can be tightened, improving the approximability gap between O(log n) and O(log log n) for this problem.
variable has a value greater than or equal to one. In other words, an indicator variable is equal to one iff the corresponding edge is in the tree. Note that, the formulation has only one assumption on the edge weights: the cost of an edge for a particular rate is greater than or equal to the weight of the edge having lower rates. Hence, the formulation computes the optimal solution for (non-)proportional instances.
B Additional figures
In this section, we provide some details of the experiments discussed in Section 6. Figures 13  through 15 show the performance of the algorithms compared with the optimal solution, as a function of the number of vertices |V |, number of priorities , and number of terminals on Erdős-Rényi graphs in the uniform setting. In Figure 13 , the minimum, average, and maximum values for "Ratio" are aggregated over all instances of |V | vertices (terminal selection, number of priorities , 5 instances for each). Similar aggregation approach has been applied in Figure 14 and 15. Figure 13 illustrates that the average and the minimum ratio increases as |V | increases. According to Figure 14 , the maximum ratio increases as the number of priorities increases. However, the average ratio and the minimum ratio are not affected that much as the number of priorities varies. Figure 13 illustrates that the average and the minimum ratio increases a little bit as the number of terminals increases. On the other hand, the maximum ratio decreases. Again, the Kruskal-based approach has better ratios compared to that by Charikar et al. Figures 16 through 18 and 19 through 21 show the corresponding results on Watts-Strogatz and Barabási-Albert graphs respectively. Figure 22 shows the time taken to compute the solutions of three algorithms, as a function of |V |, , and terminal selection method for non-proportional edge weights on Erdős-Rényi graphs. As expected, the running times of the algorithms get worse as |V | and increase. The running times of the algorithms get worse for the linear terminal selection method. The running times of C P and K L MLST are similar and slightly better than K U MLST. Figures 23  and 24 show the running times of the approximation algorithms on Watts-Strogatz and Barabási-Albert graphs respectively. Figures 25 through 27 show the performance of the algorithms compared with the optimal solution, as a function of the number of vertices |V |, number of priorities , and number of terminals on Erdős-Rényi graphs in the non-proportional setting. The information is provided in an aggregated manner as in the proportional setting. Figure 25 illustrates that the average and the minimum ratio are not affected as |V | changes. However, the maximum ratio decreases as |V | increases. According to Figure 26 , the maximum and the average ratio decrease as increases. Figure 25 illustrates that the minimum ratio increases a little bit as the number of terminals increases as discussed in Theorem 3. However, the maximum ratio decreases as the number of terminals which is opposite to Theorem 3. As the number of terminals approaches |V |, the algorithms try to span all the vertices of the graph. Since, the algorithms are approximately computing the shortest path tree, which is polynomially solvable, the maximum ratio is getting smaller. Again, the Kruskal-based approach has better ratios compared to the other algorithm. Recently, a composite algorithm [1] has been proposed that performs better than the 4ρ-approximation algorithm. Figure 40 shows the performance of the 4ρ-approximation algorithm (C P ), Kruskal-based algorithm (K U MLST), and composite algorithm (CMP) compared with the optimal solution as a function of |V |, number of priorities , and terminal selection method in the proportional setting on Erdős-Rényi graphs. 
