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Abstract
We study fibrations V of toric varieties over the flag variety G/T , where G is a
compact semisimple Lie group and T is a maximal torus. From symplectic data, we
construct test configurations of V and compute their Futaki invariants by employing
a generalization of Pick’s Theorem. We also give a simple form of the Mabuchi
Functional.
1 Introduction
A major open problem in complex geometry is to find algebro-geometric “stability” con-
ditions on a complex manifold which imply the existence of constant scalar curvature
Ka¨hler metrics. For an overview of the status of the general problem, the reader is refered
to Phong and Sturm’s work [9]. There have been many advances in the general problem,
but an especially fruitful area of research has been the analysis of this question within the
framework of toric varieties.
Guillemin [7] and Abreu [1] were able to transform the differential geometry of an
n-dimensional toric variety V to that of its moment polytope P (following Donaldson’s
conventions, we denote by P the interior of the moment polytope). Instead of studying
toric Ka¨hler metrics directly, one studies their corresponding symplectic potentials u—
continuous convex functions defined on P which are smoooth on P . Abreu found the
equation for the scalar curvature S in terms of u to be
S(u) = −(ujk)jk,
where ujk is the inverse of the Hessian ujk of u. In the series of papers [2, 3, 4, 5], Donaldson
uses the Abreu equation to develop the theory of K-stabity of toric varities, and shows
that all K-stable toric surfaces admit toric metrics of constant scalar curvature.
In [2], Donaldson defines an algebraic version of the Futaki invariant for test config-
urations of complex manifolds which he uses in his definition of K-stability. In the toric
setting, he shows that test configurations can be constructed from piecewise-linear rational
functions on P and that the Donaldson-Futaki invariant is given as a linear functional on
these functions.
In [10] Podesta` and Spiro studied fibrations of toric varieties over a flag variety base
by studying the fiber product V := G ×T V, where G is a compact semisimple Lie group
∗Work supported in part by National Science Foundation grant DMS-07-57372.
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and T ⊂ G is a maximal torus. In [6] Donaldson suggests studying the constant scalar
curvature problem on these spaces. Building off the work of Raza [11], Donaldson gives
the scalar curvature S of a toric metric on such a fibration as
S(u) = −W−1(Wujk)jk + fG, (1.1)
where W is the Duistermaat-Heckman polynomial and fG is a smooth function—both
functions actually only depend on G.
In this paper, we extend the theory of K-stability to this setting. We generalize both the
construction of the test configurations and the formula for the Donaldson-Futaki invariant
to this setting. We fix a positive line bundle L over V and an action of T on L such that
the line bundle L := G ×T L over V is positive. This means that any Ka¨hler metric in
c1(L ) has the same average scalar curvature a. The first result is the following:
Theorem 1. Given any rational piecewise linear function f on P , there exists a test-
configuration X for V with Futaki-Invariant F1 given by
F1 = − 1
2VolW (P )
(∫
P
ffGWdµ+
∫
∂P
fWdσ − a
∫
P
fWdµ
)
,
where dµ is the Lebesgue measure, dσ is a measure on ∂P defined in Definition 6.3, and
VolW (P ) =
∫
P
Wdµ.
A natural starting point when trying to solve the scalar curature equation is to consider
the Mabuchi Functional. By analyzing (1.1), we derive the following:
Theorem 2. The Mabuchi Functional F defined on symplectic potentials u, is given by
the mapping
u 7→ −
∫
P
log det(ujk)Wdµ+ 2
∫
∂P
uWdσ −
∫
P
uAWdµ,
where A = a−fG
2
.
The proof of Theorem 2 is a straightforward generalization of the methods in [2] once
one undestands the geometry of the spaces involved. Theorem 1, however, requires com-
paring the asymptotics of certain sums over lattice points of the scaled polytope kP . A key
technical step in the proof requires the following generalization of Pick’s theorem which
may be interesting in its own right:
Lemma 1.1. Let P ⊂ Rn be an integer polytope and let h be a convex function in C2(P ).
Then we have ∑
p∈P∩ 1
k
Zn
h(p) =
(∫
P
hdµ
)
kn +
(
1
2
∫
∂P
hdσ
)
kn−1 + o(kn−2). (1.2)
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The proof of this lemma is left until the end in Section 8. Once equipped with this
Lemma, careful computations leads one to conclude that the Weyl Dimension Formula
from classical Lie theory essentially agrees with the function W to highest order and with
WfG to second-heighst order, which allows us to relate these asymptotic sums to the scalar
curvature equation.
The outline of this paper is as follows. In Section 2 we give some background about
the K-stability of complex manifolds. In Section 3 we describe the spaces that will be
studied and review the Lie algebra theory we will need. In Section 4 we give a derivation
of the scalar curvature equation (1.1). In Section 5 we explain how to construct test
configurations from piecewise linear functions and then in Section 6 we compute the Futaki
invariant of these test configurations. In Section 7 we give the formula for the Mabuchi
functional on the polytope P . Finally in Section 8 we give the proof of a generalization of
Pick’s theorem which is used in the computation of the Futaki invariant.
Acknowledgements: Many of my fellow graduate students and members of the fac-
ulty have patiently helped while I prepared this paper, but I would especially like to thank
Anna Puska´s and Tristan Collins for their help, and Professor Chiu-Chu Liu for always
making herself available for questions. I would also like to thank my advisor Professor
Phong whose support and advice has been indispensible during my studies.
2 Background
The Donaldson-Futaki invariant is an invariant assigned to any ample line bundle Λ over
a projective scheme X, such that there is a C∗-action on the pair (X,Λ). For each positive
integer k, let Hk = H
0(X,Λk), let dk = dim(Hk), and let wk be the weight of the induced
C∗-action on ΛdkHk. Write F (k) = wkkdk and note that by general theory, F (k) is a rational
function for large k. We have the expansion
F (k) = F0 + F1k
−1 + · · · , (2.1)
for large enough k. The Donaldson-Futaki invariant of (X,Λ) is the rational number F1
in this expansion. See [2] for more details.
In order to associate a Donaldson-Futaki invariant to a compact complex manifold M
with ample line bundle L, one needs to associate a pair (X,Λ) to (M,L). To this end,
Donaldson defines a test configuration—a kind of algebraic degeneration of (M,L). A test
configuration is a scheme X with a C∗-action, a C∗-equivariant line bundle L → X , and
a flat C∗-equivariant map pi : X → C, where C∗ acts on C by standard multiplication.
Furthermore, for any fiber Xp = pi−1(p), where p 6= 0, we require that (Xp,L|Xp) be
ismorphic to (M,L).
Now let (X ,L) be a test configuration for (M,L). If we let X0 be the restriction of
X to the fiber over 0 and let L0 be the restriction of L to X0, then (X0,L0) has a well-
defined Donaldson-Futaki invariant. We define the Donaldson-Futaki invariant of the test
configuration (X ,L) to be the Donaldson-Futaki invariant of (X0,L0). The pair (M,L)
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is defined to be K-stable if the Donaldson-Futaki invariant of any test-configuration of
(M,L) is less than or equal to 0, with equality if and only if the test configuration is the
trivial product configuration.
Thus far, these concepts are defined in general for any pair (M,L). In [2], Donald-
son specializes these concepts to the case of toric varieties. In this paper we extend his
description to encompass the aforedescribed toric fibrations.
3 Fibrations of toric varieties
3.1 Lie Theory and Construction of G×T V
In this section, we describe the construction of the toric fibrations in question and review
the Lie algebra theory we need. See [8, 12] for a more detailed treatment of the theory.
Let G be a semisimple Lie group and let T ⊂ G be a maximal torus whose dimension is
n. Let t ⊂ g denote the corresponding Lie algebras. Let gC = g⊗R C and tC = t⊗R C be
the complexifications of g and t. Let κ be the Killing form of gC. Since G is semisimple,
κ is a non-degenerate bilinear form, which means that
g = t⊕ t⊥,
where t⊥ is the perpendicular space to t with respect to κ. By C-linearity, we also have
gC = tC ⊕ t⊥C .
Let ∆ ⊂ t∗C be the finite set of weights of gC and let
gC = tC ⊕
(⊕
α∈∆
gα
)
,
be the weight space decomposition of gC. By choosing a system of positive weights ∆
+
and negative weights ∆−, we have
gC = tC ⊕
(⊕
α∈∆+
gα
)
⊕
(⊕
α∈∆−
gα
)
.
For each α ∈ ∆ there are real elements Vα,Wα, Hα ∈ (gα ⊕ g−α ⊕ [gα, g−α]) ∩ g, such that
[Wα, Vα] = 2Hα, [Vα, Hα] = 2Wα, [Hα,Wα] = 2Vα. (3.1)
Furthermore, α(−iHα) = 2, for each α ∈ ∆+. This is the standard SU(2)-triple. For
example, in the case where G = SU(2), we have
V =
[
0 −1
1 0
]
, W =
[
0 i
i 0
]
, H =
[
i 0
0 −i
]
.
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Let {α1, . . . , αn} ⊂ ∆+ be the set of simple roots and let Hj = Hαj be the correspond-
ing elements in t. Since H1, . . . , Hn provides a basis for t, we can define ν
1, . . . , νn—the
fundamental weights—to be the corresponding dual basis of t∗.
Identify t with Rn using the basis H1, . . . , Hn. Let (V, L) be a pair consisting of a
toric variety V and a line bundle L→ V . This is equivalent to choosing a closed Delzant
polytope P ⊂ Rn ∼= t∗—which is determined up to a constant vector in Zn. By fixing that
constant vector, one fixes the “linearized” action of (C∗)n on L which is compatible with
the action on V . A basis for the sections of L is in one-to-one correspondance with the
lattice points of P . Let λ = (k1, . . . , kn) ∈ P ∩ Zn be any such point and let sλ be the
corresponding section of L. Then the action of β = (β1, . . . , βn) ∈ (C∗)n on sλ is given by
β · sλ =
n∏
j=1
β
−kj
j sλ.
Returning to our Lie group G, we can consider T = (S1)n ⊂ (C∗)n by way of our basis.
Hence we have an action of T on V and a compatible action of T on L. This means that
we can form the spaces
L = G×T L, V = G×T V, B := G/T. (3.2)
We have that L → V is a line bundle with a compatible left G-action and fiberwise right
T -action. Furthermore, the projection map V → B respects these actions.
An important fact is that L ,V , and B have holomorphic structures. To see this,
take a complexification GC of G and let B, with TC ⊂ B ⊂ GC, be the Borel subgroup
corresponding to the positive roots. One has then that GC ×B L ∼= G ×T L, GC ×B V ∼=
G×T V , and GC/B ∼= G/T as smooth differential manifolds. The left G-action is a subset
of the left GC-action, which acts by biholomorphisms. See [6] for more details.
The space of holomorphic sections of L decomposes as GC-representations by
H0(GC ×B L) = GC ×B H0
⊕
λ∈P
(Lλ)
 = ⊕
λ∈P
(
H0(GC ×B Lλ)
)
, (3.3)
where the Lλ ⊂ L is the line bundle spanned by the section sλ. We are mainly concerned
with the dimension of (3.3). The Borel-Weil Theorem states that dimH0(GC ×B Lλ) is a
polynomial in λ given by Weyl dimension formula as
dimH0(GC ×B Lλ) =
∏
α∈∆+
κ(ρ+ λ, α)
κ(ρ, α)
, (3.4)
where ρ =
∑
i ν
i is the sum of the fundamental weights.
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3.2 Metric Geometry of G×T V
In [6] Donaldson explains how to extend the metric and symplectic geometries of V to V .
For completeness, we will review those descriptions here.
Complex Viewpoint : Let g be a T -invariant Ka¨hler metric on V and let ω be its T -
invariant Ka¨hler form. Assume that ω lies in the class c1(L). Let h be a T -invariant
metric on L such that ω = −i∂∂ log h. Embed (V, L) as the identity fiber of (V ,L ) over
B. Extend h to a metric H on L by requiring it to be invariant under the left G-action.
Define Ω = −i∂∂ logH. Ω is a (1,1)-form—extending ω—which is invariant under the left
G-action and the right T -action. The condition for Ω to be positive (i.e. a Ka¨hler form)
is that P must be contained in the positive Weyl chamber—which in our basis means
that P is contained in the open positive quadrant of Rn. In that case, denote by g˜ the
corresponding Hermitian metric.
Symplectic Viewpoint Without Fibrations : First let us describe the symplectic view-
point of V without any fibration. Define the T -invariant function ϕ by requiring that
h = e−2ϕ. Locally on the open torus (C∗)n ⊂ V we have
ω = ωkjidz
j ∧ dzk = 2 ∂
2ϕ
∂zj∂zk
idzj ∧ dzk. (3.5)
Define log-coordinates (w1, . . . , wn, θ1, . . . , θn) on (C∗)n by the mapping zj = exp (wj +
iθj) = ew
j+iθj . Let µ : V → Rn be the corresponding moment map which in (w, θ)-
coordinates satisfies
d(µkdθ
k) =
∂µk
∂wj
dwj ∧ dθl.
Define
φ(w1, · · · , wn, θ1, . . . , θn) = ϕ(ew1+iθ1 , . . . , ewn+iθn). (3.6)
We have
exp ∗(ω) =
∂2φ
∂wj∂wk
dwj ∧ dθk = ∂µk
∂wj
dwj ∧ dθk.
Hence ∂φ
∂wk
= µk up to a constant. By adjusting h, we can assume that this constant is 0.
Hence in the w-coordinates, µ is just the gradient map of φ. Define xj = µj =
∂φ
∂wj
to be
the momentum coordinates on P . Let u be the Legendre transorm of φ on P , then the
push-forward (as a function) of ∂
2φ
∂wj∂wk
equals ujk. But the push forward of dwj is ujldx
l.
Hence the symplectic form in (x, θ)-coordinates on T × P is given by
ω =
∑
j
dxj ∧ dθj. (3.7)
Remark: In the preceeding equation, a summation symbol was used for clarity. Einstein
notation is used as much as possible, but due to the many places where both vector
fields and their dual forms are used, it is difficult to stick to the convention of summing
paired lower and upper indices. In these circumstnces, summation symbols are used which
hopefully minimizes confusion.
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Next we would like to understand the complex structure on this space. The complex
structure J sends ∂
∂wj
to ∂
∂θj
. Under µ, this vector field gets sent to
µ∗
(
∂
∂wj
)
=
∂µk
∂wj
∂
∂xk
= ujk
∂
∂xk
.
This means that the complex structure sends ∂
∂xj
to ujk
∂
∂θk
. The Riemannian metric g sat-
isfies g(·, ·) = ω(·, J(·)). Hence g( ∂
∂xj
, ∂
∂xk
) = ω( ∂
∂xj
, ukl
∂
∂θl
) = ujk. Similarly, g(
∂
∂θj
, ∂
∂θk
) =
ujk. This means as a Riemannian manifold, the metric on T × P is given by
g = ujkdx
j ⊗ dxk + ujkdθj ⊗ dθk. (3.8)
Symplectic Viewpoint With Fibrations : Extend the moment map µ to µ˜ : G×T V → Rn
by left G-invariance. I.e. µ˜([g : z]) = µ(z) for any g ∈ G and z ∈ V . Note that
the fundamental weights νj can be extended to left G-invariant 1-forms on G and that
νj|T = dθj. This means that Ω is given on G× P by the form
Ω = d(xjνj) = dxj ∧ νj + xjdνj. (3.9)
As before, we need to understand the complex structure J on G × P . For each α ∈ ∆+,
extend the vectors Vα,Wα, Hα given in (3.1) to vector fields on G×P which are invariant
under the left G-action. We have that the different vector fields Vα and Wα are linearly
independent, however, each Hα can be written as a sum
Hα =
∑
j
Mαj Hj, (3.10)
for some non-zero vector of non-negative integers Mα. Furthermore, Hj extends the vector
field ∂
∂θj
to G × P . For notational simplicity, denote by Xj the vector field ujk ∂∂xk . By
explicitly computing the exponential mapping on g one sees that the complex structure
on G× P sends Vα to Wα and that J(Xj) = Hj. As before, the Riemannian metric g˜ on
G×P is given by g˜(·, ·) = Ω(·, J(·)). By inspecting (3.9), we see that g˜( ∂
∂xj
, ∂
∂xk
) = ujk and
g˜(Hj, Hk) = u
jk. Furthermore, using the fact that Vα,Wβ, and ν
j are all left G-invariant,
we have
g˜(Vα, Vβ) = x
jdνj(Vα,Wβ) = −xjνj([Vα,Wβ]) = δαβ2xjνj(Hα) = δαβ2xjMαj ,
and g˜(Wα,Wβ) = g˜(Vα, Vβ), by J-invariance. Denote by dHj, dVα, and dWα, the G-
invariant 1-forms dual to the vector fields Hj, Vα, and Wα. Hence the Riemannian metric
g˜ on G× P is given by
g˜ = ujkdx
j ⊗ dxk + ujkdHj ⊗ dHk + 2xjMαj (dVα ⊗ dVα + dWα ⊗ dWα) . (3.11)
If we write this in terms of Xj instead of
∂
∂xj
we get
g˜ = ujkdXj ⊗ dXk + ujkdHj ⊗ dHk + 2xjMαj (dVα ⊗ dVα + dWα ⊗ dWα) . (3.12)
7
4 Scalar Curvature Equation
Donaldson gives equation (1.1) in [6], but does not provide a proof. For our purposes,
the exact form of the equation is quite important and hence we work it out explicitly.
Furthermore, the proof illucidates the relations between the real and complex geometry
and is worth providing.
In local holomorphic coordinates, the scalar curvature S of g˜ is
S = −g˜jk ∂
2
∂zj∂zk
( log det(g˜ba)),
but it is difficult to give explicit holomorphic coordinates in terms of the real geometry
on G × P . The operator −g˜jk ∂2
∂zjzk
= 1
2
∆g˜—the Riemannian Laplacian. On G × P , we
have the vector fields ∂
∂xj
, Hj, Vα,Wα from the last section. We can write ∆g˜ in the frame
given by these fields. However, we still need to write the function log det(g˜ba) in terms
more compatible with these fields. If we let χ be a local, non-vanishing, holomorphic
(N + n, 0)-form on G× P , and let η = χ ∧ χ, then ΩN+n
η
is a smooth function and
S =
1
2
∆g˜( log det(g˜ba)) =
1
2
∆g˜
(
log
∣∣∣∣ΩN+nη
∣∣∣∣) .
As long as we can express Ω, η, and ∆g˜ in terms compatible with these fields, this will be
in a form that can be readibly understood on G× P .
4.1 Finding η
In order to find a candidate for χ, we will first find a holomorphic (N + n, 0) vector
field. Note that on G ×T (C∗)n, the holomorphic vector fields have nothing to do with
any specific metric g˜. However, we can use the fact that the metric g˜ is Ka¨hler to find
χ. To simplify the computations we may assume that our original Ka¨hler form equals
ωE =
∑n
j=1 idz
j ∧ dzj is the standard Euclidian metric. In that case, φE(w1, . . . , wn) =
1
2
(e2w1 , . . . , e2wn) and the moment map DφE : G × (R+)n → (R+)n is given by DφE =
(e2w1 , . . . , e2wn) = (y1, . . . , yn). (The coordinates are chosen as (y1, . . . , yn) to stress that
we are no longer working on the original polytope P .) The Legendre transform of φE
is given by uE(y1, . . . , yn) =
1
2
∑n
j=1(y
j log (yj) − yj). The Hessian of uE is given by the
diagonal matrix H(uE) = Diag(
1
2y1
, . . . , 1
2yn
). The moment map sends the vector field ∂
∂wj
to 2yj ∂
∂yj
=: Yj. The vector fields Vα,Wα, Hj all get sent to themselves. We have then that
J(Yj) = Hj and J(Vα) = Wα. In the frame given by Yj, Hj, Vα,Wα, we have
g˜E = 2y
j(dYj ⊗ dYj + dHj ⊗ dHj) + 2yjMαj (dVα ⊗ dVα + dWα ⊗ dWα).
By computing the Christoffel symbols of the Levi-Civita connection D, one sees that
DYjYk = δjkYj, DYjHk = DHkYj = δjkHj, DHjHk = −δjkYj. (4.1)
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Further computations show
DYk(Vα) =
Mαk y
k∑
jM
α
j y
j
Vα, DYk(Wα) =
Mαk y
k∑
jM
α
j y
j
Wα. (4.2)
This shows that
D(∑j Yj)(Vα) = Vα, D(∑j Yj)(Wα) = Wα, D(∑j Yj)Hα = Hα. (4.3)
The vector fieldsHj, Vα,Wβ do not commute, and hence the computations of the Christoffel
symbols for them depend on the Lie algebra structure:
DVαHj =
Mαj y
j∑
kM
α
k y
k
Wα, DWαHj = −
Mαj y
j∑
kM
α
k y
k
Vα. (4.4)
Next define smooth sections sj and tα of the holomorphic tangent bundle of G× (R+)n
by sj = Yj − iHj and tα = Vα − iWα. A smooth (N + n, 0)-vector field is given by
ρ = (
∧
j sj) ∧ (
∧
α tα). We would like to find a smooth function f on G × (R+)n such
that fρ is holomorphic. Since g˜E is Ka¨hler we have that the Chern and Levi-Civita
connections coincide. Hence we need to find a function f such that Dsj(fρ) = 0 for all j
and Dtα(fρ) = 0 for all α.
Equations (4.1)-(4.4) show that Dsjsk = Dtαsk = 0 for all j and and all α—i.e. that
the sections sj are holomorphic. Further computations show that Dsj(tα) = J [Hj, Vα] +
i[Hj, Vα]. Inspection of the Christoffel symbols shows that for all α 6= β, there exist smooth
functions hγ, with hβ = 0, such that Dtα(tβ) = h
γtγ. Furthermore, Dtα(tα) = −2sα =:
−2∑k sk. Taken together, these facts imply that Dtα(ρ) = 0 for all α and that Dsjρ = cjρ
for some constant cj. This means that the function f must satisfy the requirement that
sj(f) = −cjf for all j and that tα(f) = 0 for all α. If we assume that f to be H-
invariant, what we need is for 2yj ∂f
∂yj
= −cjf . The function f = e− 12
∑
l cl log (y
l) satisfies
these requirements.
To compute cj we need to better understand J [Hj, Vα]. We have that J [Hj, Vα] =
−Jα(Hj)Wα = α(Hj)Vα. Hence we have that Dsj tα = α(Hj)tα. This means that cj =∑
α∈∆+ α(Hj). But we have that
∑
α∈∆+ α = 2ρ, where ρ is the Weyl vector. Since
ρ(Hj) = 1, for all j, we have cj = 2, for all j. Hence we have
f = e−
∑
l log (y
l). (4.5)
The dual of this form gives us a candidate for χ. This means that we can choose η to
be
η = f−2
(
n∧
j=1
dYj ∧ dHj
)
∧ · · · ∧
( ∧
α∈∆+
dVα ∧ dWα
)
.
If we pull this form back to G× P and write it in ( ∂
∂x
, H, V,W )-frame, we get
η = det(ujk)f
−2
(
n∧
j=1
dxj ∧ dHj
)
∧ · · · ∧
( ∧
α∈∆+
dVα ∧ dWα
)
. (4.6)
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4.2 Finding ΩN+n
Next we write (3.9) in the ( ∂
∂x
, H, V,W )-frame as
Ω = dxj ∧ dHj + 2Mαj xjdVα ∧ dWα, (4.7)
where Mαj is given by (3.10). This means that up to a multiplicative constant,
Ωn+N = p(x)
(∧
j
dxj ∧ dHj
)
∧
(∧
α
dVα ∧ dWα
)
, (4.8)
where p(x) is the polynomial given by
p(x) =
∏
α∈D+
Mαj x
j. (4.9)
Furthermore, (4.8) allows us to identify the Duistermaat-Heckman polynomial. That poly-
nomial is given by the pushfoward of the volume form Ω
n+N
(n+N)!
to P under the moment
map—i.e. one needs to integrate (4.8) over G which leaves an n-form on P . Since the
H,V, and W -fields are all G-invariant, one easily sees that this pushforward is given by
Cp(x)dx1 ∧ · · · ∧ dxn, where C is some positive constant. This gives us the relation
W (x) = Cp(x) .
4.3 Finding ∆g˜
Our computations show that the function log |Ωn+N
η
| is independent of G. This means
that we only need to compute the Laplacian for functions which are G-invariant. Consider
once again the form of g˜ given by (3.11) on G×P . In the ( ∂
∂x
, H, V,W )-frame we see that√|det(g˜)| = Cp(x), where p is given by (4.9) and C is a positive constant. Hence the
Laplacian ∆g˜ on G-invariant functions h is given by
∆g˜(h) = − 1
p(x)
∂
∂xk
(
p(x)ujk
∂h
∂xj
)
. (4.10)
4.4 Scalar Curvature Equation
Combining the results of the previous subsections, the scalar curvature S is given by
S = −1
2
1
p(x)
∂
∂xk
(
p(x)ujk
∂
∂xj
( log p(x)− log det(uab) + 2 log (f))
)
.
First note that
− 1
p(x)
∂
∂xk
(
p(x)ujk
∂
∂xj
( log p(x))
)
= −p−1(ujk)kpj − p−1ujkpjk. (4.11)
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Next note that
− 1
p(x)
∂
∂xk
(
p(x)ujk
∂
∂xj
( log det(uab))
)
= p−1pkujkuabuabj + (ujkuabuabj)k. (4.12)
Finally note that in (4.5) f is written in the ∂
∂y
-frame. In the ∂
∂w
-frame,
2 log (f) = −2
∑
l
log (yl) = −4
∑
l
wl.
Furthermore, the operator ujk ∂
∂xj
transforms to ∂
∂wk
and hence ujk ∂
∂xj
(2 log (f)) = −4.
This means that
−1
2
1
p(x)
∂
∂xk
(
p(x)ujk
∂
∂xj
(2 log (f))
)
= 2
∑
k
∂
∂xk
log p(x). (4.13)
If we sum (4.11) and (4.12), we get −p−1(pujk)jk. Hence the scalar curvature is given on
the polytope by the equation
S = −1
2
p−1(pujk)jk + fG (4.14)
where fG = 2
∑
k
∂
∂xk
log p(x).
5 G-equivariant test configurations
In this section, we construct a G-equivariant test configuration for the pair (V ,L ) given
by (3.2). First note that in order to construct a test configuration for (V ,L ), by definition,
we need for L to be ample. This is not always the case—the positivity of L is dependent
upon the chosen action of (C∗)n on L. The action of (C∗)n on L is determined by the
position of the moment polytope P of V in Rn. Equation (4.7) shows that the line bundle
L is ample if and only if the polytope lies within the positive Weyl chamber of Rn—which
corresponds to the positive quadrant by our choice of basis. More details can be found in
[6]. For the rest of this section we will assume that L is positive.
In [2], Donaldson constructs a test-configuration in the toric setting which we will adapt
to our toric fibrations. The construction only needs to be changed in small ways so the
reader is refered to his paper [2] for more details. Let f be a convex, continuous, piecewise-
linear, rational function defined on Rn and R a fixed number such that f(x) ≤ R− 1, for
all x ∈ P . Define Q to be the convex polytope in Rn+1 given by
Q = {(x, t) ∈ Rn × R | x ∈ P and 0 < t < R− f(x)}.
P can be identified with the “bottom” face of Q. Let (V, L) be the toric variety corre-
sponding to P and let (W, I) be the (possibly singular) toric variety corresponding to Q.
Next define G′ := G× S1 and use G′ to construct a fibration (W ,I ) from (W, I) similar
to the construction of (V ,L ). Let i : V → W be the canonical embedding induced by the
inclusion P → Q and note that i map is left G-equivariant.
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Proposition 5.1. There is a C∗-equivariant map p : W → P1 with p−1(∞) = i(V) such
that the restriction of p to W \ i(V) is a test configuration for (V ,L ).
Proof. As explained in section 3.1, a basis for the sections of I → W is given by sλ,i,j
where λ is a lattice point in P ∩ Zn, 0 ≤ i ≤ R − f(λ), and 1 ≤ j ≤ dimH0(GC ×B Lλ),
as in (3.4). Note that the action of T ′ on sections sλ,i,j and sλ,i+1,j′ only differs in the last
component of T ′ = T × S1. Choose a point p ∈ W where none of these sections vanish
(this corresponds to the open (C∗)n+1-torus in W ). Next rescale the sections to all take
the same value in I over the point p. Define the map p :W → P1 by
x 7→ [sλ,i,j(x) : sλ,i+1,j′(x)].
As in Donaldson’s case, this gives a C∗-equivariant map W → P1, maping i(V) to [1, 0].
Define X = W − i(V) and we have that I |X → X → C, x 7→ sλ,i,j(x)sλ,i+1,j′ (x) ∈ C, is a test
configuration for V . The rest of the proof goes through unchanged from the arguments in
[2].
6 Futaki Invariant
In this section, we will compute the Futaki invariant of the test-configuration constructed
in Proposition 5.1, hence providing a proof of Theorem 1. Notation from section 3.1 will be
used throughout. To compute the Futaki invariant—given by the number F1 in (2.1)—we
need to compute dk and wk. The lemmas in [2] generalize straightforwardly:
Lemma 6.1. The number dk = h
0(X0,I |kX0) equals h0(V ,L k).
Lemma 6.2. The sections sλ,R−f(λ),j are not identically zero when restricted to X0 while
all other sections restrict identically to zero. Consequently, the number wk is given by the
sum of the weights on the sections sλ,R−f(λ),j, for 1 ≤ j ≤ dim(Lλ), and each weight is
f(λ)−R.
Equation (3.3) tells us that
dk =
∑
λ∈kP∩Zn
dimH0(GC ×B Lλ)
and that the number wk is given by
wk =
∑
λ∈kP∩Zn
dimH0(GC ×B Lλ)k(f(λ/k)−R)
=
∑
λ∈kQ∩Zn+1
dimH0(GC ×B Lλ)−
∑
λ∈kP∩Zn
dimH0(GC ×B Lλ).
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where pi : Zn+1 → Z is the projection map (λ1, · · · , λn+1) 7→ (λ1, · · · , λn), given in coordi-
nates. Equation (3.4) says
dimH0(GC ×B L(∑i λiνi)) =
∏
α∈∆+
κ(ρ+
∑
i λ
iνi, α)
κ(ρ, α)
.
The important facts we need from Lie theory are that κ(νj, αk) = δjk, and that α =∑
kM
α
k αk as given by (3.10). Hence we can write the dimension formula as
dimH0(GC ×B Lλiνi) =
∏
α∈∆+
κ(
∑
j(1 + λ
j)νj, α)
κ(ν1 + · · ·+ νn, α)
=
∏
α∈∆+
κ(
∑
j(1 + λ
j)νj,
∑
kM
α
k αk)
κ(ν1 + · · ·+ νn,∑kMαk αk)
=
∏
α∈∆+
(
∑n
j=1M
α
j ) + λ
jMαj∑n
j=1 M
α
j
.
For notational convenience, define |Mα| = ∑nj=1Mαj . Hence the two numbers we need to
understand are
dk =
∑
λ∈kP∩Zn
∏
α∈∆+
|Mα|+ λjMαj
|Mα|
and
wk =
∑
λ∈kQ∩Zn+1
∏
α∈∆+
|Mα|+ λjMαj
|Mα| −
∑
λ∈kP∩Zn
∏
α∈∆+
|Mα|+ λjMαj
|Mα| .
We are interested in the ratio wk
kdk
and hence the common factor of |Mα| in the denominator
of these formulas can be ignored. This leads us to define the polynomial q(λ) by
q(λ) =
∏
α∈∆+
(|Mα|+ λjMαj ) .
Note that q(λ) is an N th degree polynomial in λ—where N is the number of positive roots.
We are interested in the assymptotics of such polynomials as they are summed over lattice
points in the polytope. These assymptotics can be understood by using a specific measure
on the boundary of the polytope. We recall the following definition made in [2]:
Definition 6.3. Let P be an integer lattice polytope in Rn. This means that for each
face F of P , there is a vector vF which is perpendicular to F , pointing inwards, such that
vF is the smallest such vector in the Zn lattice. Let lF be the affine linear map such that
l−1F (0)∩P = F and such that the derivative of lF is equal to vF . Finally, define the measure
dσ on ∂P by requiring that dσF := dσ|F be positive and that it satisfy dσF ∧ dlF = dµ, up
to sign, where dµ is the standard Lebesgue measure on Rn.
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We now wish to apply Lemma 1.1 to this problem. To apply this lemma to q, we need
to decompose q into its homogeneous parts. Let qk be the homogenous part of q of order
k.
q(λ) =
∏
α∈∆+
(|Mα|+ λjMαj )
=
( ∏
α∈∆+
λjMαj
)
+
∑
β∈∆+
|Mβ|
∏
α 6=β
(
λjMαj
)+ r(λ)
= qN(λ) + qN−1(λ) + r(λ),
where r is a polynomial of degree N − 2. Note that qN is convex in the positive quadrant.
Using our lemma, we compute
dk =
∑
λ∈kP∩Zn
(qN(λ) + qN−1(λ) + r(λ))
= kN
∑
λ∈P∩ 1
k
Zn
qN(λ) + k
N−1 ∑
λ∈P∩ 1
k
Zn
qN−1(λ) +
∑
λ∈P∩ 1
k
Zn
r(kλ)
= kN+n
∫
P
qNdµ+ k
N+n−1
(∫
P
qN−1dµ+
1
2
∫
∂P
qNdσ
)
+ o(N + n− 2).
Similarly, we compute wk:
wk =
∑
λ∈kQ∩Zn+1
q(pi(λ))−
∑
λ∈kP∩Zn
q(λ)
= kN+n+1
(∫
Q
qNdµ
)
+ kN+n
(∫
Q
qN−1dµ−
∫
P
qNdµ+
1
2
∫
∂Q
qNdσ
)
+ o(K + n− 1).
The Fubini Theorem tells us that
∫
Q
qNdµ =
∫
P
qN(R − f)dµ and that
∫
Q
qN−1dµ =∫
P
qN−1(R− f)dµ. Furthermore,
−
∫
P
qNdx+
1
2
∫
∂Q
qNdσ =
1
2
∫
∂P
qN(R− f)dσ.
Hence we have that
dk = Ck
N+n +DkN+n−1 + o(N + n− 2)
and
wk = Ak
N+n+1 + CkN+n + o(N + n− 1),
where the constants A,B,C, and D are given by:
A =
∫
P
qN(R− f)dµ
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B =
∫
P
qN−1(R− f)dµ+ 12
∫
∂P
qN(R− f)dσ
C =
∫
P
qNdµ
D =
∫
P
qN−1dx+ 12
∫
∂P
qNdσ
To compute the Futaki invariant, we need to compute the term F1 = C
−2(BC − AD).
Straight-forward computations yield
F1 =
−1∫
P
qNdµ
{∫
P
fqN−1dx+
1
2
∫
∂P
fqNdσ −
∫
P
qN−1dµ+ 12
∫
∂P
qNdσ∫
P
qNdµ
∫
P
fqNdµ
}
.
First note that qN is the same polynomial as p given by (4.9). Next note that qN−1 =∑
l
∂
∂xl
p = 1
4
pfG, where fG is given by (4.14).
Lemma 6.4. We have that ∫
P
qN−1dµ+ 12
∫
∂P
qNdσ∫
P
qNdµ
=
a
2
,
where a is the average scalar curvature of any metric.
Proof. Let u be the symplectic potential of any metric. Then
a
∫
P
p(x)dx =
∫
P
Sp(x)dx
=
1
2
∫
P
−(p(x)ujk)jkdx+
∫
P
fGp(x)dx
=
1
2
∫
∂P
p(x)2dσ + 2
∫
P
qN−1dx
= 2
(
1
2
∫
∂P
p(x)dσ +
∫
P
qN−1dx
)
.
Which is what we needed to show.
Hence we have proved that the Futaki invariant of the test configuration we constructed
is equal to
− 1
2Volp(P )
(∫
P
ffGpdµ+
∫
∂P
fpdσ − a
∫
P
fpdµ
)
.
As explained in Subsection 4.2, p(x) = CW (x) for some positive constant C, and hence
the proof of Theorem 1 is complete.
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7 Mabuchi Functional
This section straightforwardly generalizes Donaldson’s work, and the reader is refered to
[2] for more details. Given our scalar curvature equation (4.14), we consider the analytic
picture as follows. Let lF be the affine linear function on P as in Definition 6.3. Next
define uσ to be the function
uσ(·) = 1
2
∑
F
lF (·) log lF (·).
Let S be the space of all u defined on P such that u − uσ is smooth up to the boundary
of P and such that u is strictly convex on P as well as when restricted to any of the faces
of P . The goal is then to solve the equation
−W−1(Wuij)ij = A, (7.1)
where A is a smooth function on P . Note that if one chooses A = a−fG
2
, then this is the
constant scalar curvature equation. Next define the functional LA and FA on S by
LA(u) = 2
∫
∂P
uWdσ −
∫
P
AuWdµ,
and
FA(u) = −
∫
P
log det(ujk)Wdµ+ LA(u).
FA is a concave functional on S. The variation δFA of FA by a smooth function δu is
given by
δFA = −
∫
P
ujkδujkWdµ+ LA(δu).
Donaldson’s work in [2] allows us to to use the boundary conditions of u to integrate by
parts twice to get
−
∫
P
ujkδujkWdµ = −
∫
P
W−1(Wujk)jkδuWdµ− 2
∫
∂P
δuWdσ,
and hence we have that
δFA = −
∫
P
ujkδujkWdµ−
∫
P
AδuWdµ.
Since W is strictly positive on P , this says that solutions to (7.1) are the same as critical
points of the concave functional FA. If we choose A = a−fG2 , then FA is the Mabuchi
functional on the polytope P and we arive at a proof of Thereom 2.
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8 Proof Lemma 1.1
Definition 6.3 was stated as is to agree with the definition of σ given in [2] to avoid possible
confusion. However, for our purposes, a more useful and equivalent definition is given by
the following lemma.
Lemma 8.1. The measure dσ(F ) of a face F of the polytope P is given by
dσ(F ) = lim
k→∞
#(F ∩ 1
k
Zn)
kn−1
, (8.1)
where #(S) is the number of points in the set S.
Proof. We can assume that P is given as the convex hull of the extreme points (0, . . . , 0),
(p1, 0, . . . , 0), . . . , (0, . . . , 0, pn), where the pi are positive integers and pi and pj are coprime
for i 6= j. To verify the lemma, we only need to show that the equation is satisfied for the
face F of P that does not include the origin. (The other faces are entirely contained in
the standard subsets (xi ≡ 0) where this lemma is clearly true.) The primitive outward
orthogonal vector v to face F is given by
v =
n∑
i=1
(∏
j 6=i
pj
)
ei,
where the ei are the standard basis vectors of Rn. Hence the measure dσF is given by the
following form on Rn restricted to F :
dσF =
(
n−1∏
i=1
pi
)−1
dx1 ∧ · · · ∧ dxn−1.
This form can be integrated over the face P given by (xn ≡ 0) and yields the result
dσF (F ) =
1
(n− 1)! . (8.2)
Next we would like to verify that we get the same result from equation (8.1). The fact
that pi and pj are coprime for i 6= j tells us that the set F ∩ Zn has exactly n points and
that those are the extreme points of F . This means that the “projection” map pi defined
by
pi(x1, . . . , xn−1, xn) =
(
x1
p1
, . . . ,
xn−1
pn−1
)
,
maps the lattice points of F ∩ Zn to the lattice points of the standard (n − 1)-simplex S
in Rn−1. This mapping shows that the number of lattice points in F ∩ 1
k
Zn is the same
as the number of lattice points in S ∩ 1
k
Zn−1. But the final number is simply knVol(S) to
highest order. One can verify that Vol(S) agrees with (8.2) which proves the lemma.
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Equation (8.1) says that the measure of F is given asymptotically by the number of
lattice points in kF . Note that this makes it clear that the measure is invariant under
transformations in GL(n,Z).
We will prove Lemma 1.1 by comparing the sum on the left side of (1.2) to the integrals
on the right side of the equation. This requires some care and leads us to make quite a
few definitions. Let Pk be the set of points Pk = P ∩ 1kZn. For a given point p ∈ Pk, let
k(p) = k(p1, · · · , pn) be the box defined by
k(p1, . . . , pn) =
[
p1, p1 +
1
k
]
× · · · ×
[
pn, pn +
1
k
]
⊂ Rn.
Given a boxk(p), we will call p the corner point ofk(p) and call pk,m := (p1+ 12k , . . . , pn+
1
2k
) the midpoint of k(p). Furthermore, we will need to partition Pk into the disjoint sets
of interior, face, and exterior points as follows:
Ik = {p ∈ Pk | k(p) ∩ P = k(p)}
Ek = {p ∈ Pk | k(p) ∩ P = {p} }
Fk = Pk \ (Ik ∪ Fk)
Note: Ik contains points on the boundary of P . Next, define (non-convex) subsets of Rn
as follows
PI,k =
⋃
p∈Ik k(p)
PF ,k =
⋃
p∈Fk k(p)
PE,k =
⋃
p∈Ek k(p)
Figure 1 illustrates these definitions.
Lemma 8.2. Let h be a C2 function on B = k(0, . . . , 0) and pk,m the midpoint of B.
Then ∣∣∣∣kn(∫
B
hdµ
)
− h(pk,m)
∣∣∣∣ ≤ 1k2Cn||h||C2(B),
where Cn only depends on the dimension n.
Proof. First consider the one-dimensional case where B = [0, 1
k
]. Integrating by parts, we
see∫ 1
k
0
h(x)dx =
∫ 1
2k
0
h(x)dx+
∫ 1
k
1
2k
h(x)dx
=
∫ 1
2k
0
(
x2
2
+ Ax+B
)
h′′(x)dx−
(
x2
2
+ Ax+B
)
h′(x)
∣∣∣∣ 12k
0
+ (x+ A)h(x)
∣∣∣∣∣
1
2k
0
+
∫ 1
k
1
2k
(
x2
2
+ Cx+D
)
h′′(x)dx−
(
x2
2
+ Cx+D
)
h′(x)
∣∣∣∣ 1k
1
2k
+ (x+ C)h(x)
∣∣∣∣∣
1
k
1
2k
,
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Figure 1: The polytope in this example is a triangle with height 1 and base 3. Furthermore,
k = 4. The dots correspond to lattice points in P3. The white squares correspond to the
set PI,3, the light gray squares correspond to the set PF ,3 and the dark gray squares
correspond to the set PE,3.
where A,B,C, and D are constants that we can choose freely. By choosing A = B = 0,
C = − 1
k
, and D = 1
2k2
, we see that
∫ 1
k
0
h(x)dx =
1
k
h
(
1
2k
)
+
∫ 1
2k
0
x2
2
h′′(x)dx+
∫ 1
k
1
2k
(
x− 1
k
)2
2
h′′(x)dx.
Hence we have ∣∣∣∣∣k
∫ 1
k
0
h(x)dx− h
(
1
2k
)∣∣∣∣∣ ≤ 124k2 maxx∈[0, 1k ] |h′′(x)|.
The proof is completed by induction. Assume the lemma is true for the n-dimensional
case. Let h be a function of n+ 1 variables. Define h˜(x) = h(x1, . . . , xn, x) and apply the
previous argument and the induction hypothesis to get the desired result.
Lemma 8.3. Let h be a C2 function on P and pk,m the midpoint of box k(p). Then we
have ∣∣∣∣∣kn
∫
PI,k
h(x)dx−
∑
p∈Ik
h(pk,m)
∣∣∣∣∣ ≤ kn−2CnKP ||h||C2(P )|,
where Cn is the same constant as the last lemma, and KP is a constant depending on the
geometry of P .
Proof. Sum up the previous lemma over the points in Ik.
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These lemmas yield a sort of asymptotic estimate for
kn
∫
PI,k
h(x)dx,
but in order to estimate the right side of (1.2), we still need an estimate for
kn
∫
P \ PI,k
h(x)dx. (8.3)
We will compare (8.3) to the sum ∑
p∈Fk
h(xp,k), (8.4)
where xp,k is some arbitrary point in B = k(p). Note that if xp,k, x′p,k ∈ k(p), then
|h(xp,k)− h(x′p,k)| ≤
√
n
k
||h||C1(B). (8.5)
Now let mk(p) ∈ k(p) be such that mink(p) h = h(mk(p)) and define Mk(p) similarly to
be where h takes its maximum. We have then that∑
p∈Fk
h(mk(p)) ≤ kn
∫
PF,k
h(x)dx ≤
∑
p∈Fk
h(Mk(p)). (8.6)
Lemma 8.4. There exists a constant C depending only on the dimension n, the geometry
of P , and ||h||C1(P ) such that∣∣∣∣∣kn
∫
P \ PI,k
hdµ− 1
2
∑
p∈Fk
h(xp,k)
∣∣∣∣∣ ≤ Ckn−2.
where, as before, xp,k is any point in k(k).
Proof. Given (8.6) and (8.5), we need only show∣∣∣∣∣kn
∫
P \ PI,k
hdµ− 1
2
kn
∫
PF,k
hdµ
∣∣∣∣∣ ≤ Ckn−2. (8.7)
The idea of this proof is the following observation: Assume we are given a rational plane
H ⊂ Rn through the origin which cuts Rn into two pieces S1 and S2. Furthermore, assume
we are given a hypercube B = 1(p) such that H intersects the interior of B. If B′ is the
hypercube given by reflecting B about the origin, then the pair (B,B′) has the property
that Vol(B ∩ S1) + Vol(B′ ∩ S1) = 1. We will use this idea to prove (8.7) by considering
each of the different lattice points in Fk as our “origin”.
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We would ideally like to proceed as follows. Let p ∈ Fk be a lattice point and let q ∈ Ek
be the unique point in Ek which is closest to B = k(p). Then let p′ be the corner point
of the box B′ given by reflecting B about the point q.
There are two problems with this approach. The first is that the corresponding point p′
may not lie in Fk. This will be true for the boxes B which are close to the boundary of F .
We deal with this problem by not considering the points p which have no corresponding
point. The second problem is that the point q need not actually be unique. This could
be handled multiple ways, but the easiest seems to be to do the following: Let d be the
distance from B to the lattice Ek. Let QB be the set of q ∈ Ek such that dist(B, q) = d.
Let NB the number of elements in QB. Finally consider NB pairs (B,B
′)—one for each
different q ∈ QB—and in the end weight each pair by the fraction 1NB . This allows us to
compare the two integrals in (8.7) with the desired precision.
Taken together, these lemmas result in the following:
Lemma 8.5. There is a constant C depending only on the geometry of P , ||h||C2, and the
dimension n so that∣∣∣∣∣kn
∫
P
h(x)−
(∑
p∈Ik
h(pk,m) +
1
2
∑
p∈Fk
h(xp,k)
)∣∣∣∣∣ ≤ Ckn−2, (8.8)
where xp,k is an arbitrary point in k(p) as before.
We are finally in the position to prove Lemma 1.1.
Proof. To prove this we may assume that P is a “stretched standard simplex”. I.e. that
there is a vertex v of P , such that if one chooses v as the origin, then P is given as
the convex hull of the origin v and the points p1e1, . . . , pnen, where pi > 0 and ei is the
standard basis vector. Any polytope P can be deconstructed into such stretched standard
simplices and then if one applies Lemma 1.1 to each piece, one gets the result for all of P .
The asymptotic sum Sk we need to approximate is given by
Sk =
∑
p∈Pk
h(p) =
∑
p∈Ik
h(p) +
∑
p∈Fk
h(p) +
∑
p∈Ek
h(p). (8.9)
The main idea of the proof is to compare (8.9) with the “midpoint rule” for integrals.
Given (8.8), we only need to understand the asymptotics of the difference Sk−Mk, where
Mk =
(∑
p∈Ik
h(pk,m) +
1
2
∑
p∈Fk
h(pk,m)
)
. (8.10)
Now let p be any lattice point in ∂P \ F . Let lp,k(j) = p + 12k (j, . . . , j). I.e. lp,k(0) = p,
lp,k(1) = pk,m, etc. Let Lp,k = lp,k(R) be the line through p parallel to the vector (1, . . . , 1).
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Now for each p, we will define an alternating sum Ap,k as follows. If p ∈ ∂P ∩F , then
define Ap = h(p). Otherwise, if Lp,k ∩ P is a line segment connecting p to an element of
Ek, define Ap,k as
Ap,k = h(lp,k(0))− h(lp,k(1)) + h(lp,k(2))− h(lp,k(3))± · · ·+ h(lp,k(N)),
where we have lp,k(N) ∈ Ek is that final terminating point. Finally, if p satisfies neither of
the preceeding requirements, define
Ap,k = h(lp,k(0))− h(lp,k(1)) + h(lp,k(2))− h(lp,k(3))± · · ·+ h(lp,k(N − 1))− 1
2
h(lp,k(N)),
where lp,k(N) is the midpoint of the box k(q) and q is the point in Fk which lies on the
line Lp,k.
With this setup, we have that
Sk −Mk =
∑
p∈∂P \ F
Ap,k.
Now if Lp,k ∩ P is a line terminating in a point in Ek, then we have that
Ap,k =
1
2
h(lp,k(0)) +
1
2
{
[h(lp,k(0))− h(lp,k(1))]− [h(lp,k(1))− h(lp,k(2))]
+ · · · − [h(lp,k(N − 1))− h(lp,k(N))]
}
+
1
2
h(lp,k(N)).
Due to convexity, the middle terms form an alternating series, and henceAp,k =
1
2
[h(lp,k(0))+
h(lp,k(N))] +
C
k
, for some constant C depending on the derivative of h. Going back to the
case where Lp,k ∩ P does not terminate in a point in Ek, similar arguments show that
Ap,k =
1
2
h(lp,k(0)) +
C
k
, with C once again depending upon ||h||C1(P ).
Combining these results we have that up to highest order Sk −Mk = 12
∑
p∈∂P h(p). If
we apply Lemma 8.1, the proof of Lemma 1.1 is complete.
Remark: In the preceeding proof we essentially only used the fact that h is convex along
lines parallel to the vector (1, · · · , 1). One may be tempted to conclude that that is all
that is necessary for Lemma 1.1. However, in the previous proof we assumed that P was in
the form of a stretched standard simplex. If P is arbitrary, we would need to decompose it
into stretched standard simplices and apply this result to each one individually. On those
other simplices, we would most likely have to change orientations and consider lines that
are going in other directions. Hence in general we do need h to be convex in all directions
for Lemma 1.1 to be true.
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