functionals of the Markov process. This generalizes an approach to bridges suggested in a particular case by Kallenberg [K1] , and connects this approach to the more conventional definition of bridges adopted here.
Our concern with these matters was prompted by an interesting splicing construction, the inverse of a path decomposition that we now describe in the context where we first encountered it. Perman, Pitman and Yor [PPY] considered a process Y = (Ys)o.<s constructed as follows from a standard Brownian bridge B = (B) o.8<<, that is to say the (0, 1, 0)-bridge derived from a standard one-dimensional Brownian motion. Let U be a random time independent of B, with uniform distribution on [0, 1] . Let (D -G) , then standardize this path by Brownian scaling to obtain a random path Y parameterized by [0, 1] . According to [PPY, Corollary 3.15] , the law of this process Y is absolutely continuous with respect to the law of the standard Brownian bridge B, with density proportional to L1, the local time of B at zero up to time 1. On the other hand, Aldous and Pitman [AP] give a decomposition of the original Brownian bridge B into three independent paths: two standard bridges obtained by Brownian scaling of the segments of B on [0, G] and B on [D, 1] , and one standard signed excursion obtained similarly from B on [G, D] ; moreover these three paths of length 1 are independent of the triple of interval lengths (G, D -G, 1-D) , which has the same exchangeable Dirichlet(1/2,1/2,1/2) distribution as (N2/I, M2/S, 02/E), where N, M and 0 are independent standard normal variables, and E = N2 + M2 + o2. Since the path of Y can be recovered from the two bridges in this decomposition and the fraction T = G+_D' it follows that Y admits the following decomposition at time T:
(i) IP(T E dt) = p(t)dt, where p(t) = (r tX())' is the arc-sine density on [0, 1] of N2I/(N2 + 02), and (ii) conditional on the event {T = t}, the process Y splits into independent pieces (Ys)o<.<t and (Y8)t<.<l whose conditional distributions are those of Brownian bridges over the time intervals [0, t] and [t, 1] respectively.
Here by a Brownian bridge over [u, v] , say, we mean a standard Brownian motion started at 0 at time u and conditioned to return to 0 at time v.
The above observation prompts the question of what process Y is obtained by prescribing some other density p(t) on [0, 1] for T as in (i) above, then splicing together two Brownian bridges of lengths T and 1 -T, as in (ii)? The law of Y can be computed explicitly:
where B denotes a Brownian bridge, Lt(w) is the Brownian local time at zero up to time t, defined for all 0 < t < 1 for almost all w relative to the law of B, and f(t) = p(t) 2wt(1-t). Using a version of Bayes' rule one can compute the conditional distribution of T given Y: f(t) dLt (Y) (1.1)
In particular, in case p(t) is the arcsine density, f(t) = 7F is constant, the density of the law of Y relative to B reduces to N/27Lj, and the conditional distribution of T given Y is proportional to the local time: P(T < t1Y) = Lt(Y)/L1 (Y) . Note also that no such splicing of bridges can yield a "pure" bridge Y, for the density factor in (1.0) cannot be 1 almost surely, no matter what the choice of p(t). Put another way, given a standard Brownian bridge B, it is impossible to find a random time T such that T falls almost surely in the zero set of B, and given T the processes B on [0, T] and B on [T, 1] are independent bridges over these intervals.
In the main result of this paper, we apply the Palm interpretation of bridge distributions to establish a general "splicing" construction for Markov processes which includes the above example as a special case. An informal description of this result is as follows.
Let (X8)s>o be a time-homogeneous Markov process with state space E. Fix e > 0 and let a space-time point (Z, T) be chosen according to a suitable distribution on E x [0, t] .
Conditional on {Z = z, T = t} let Y be the concatenation of independent X-bridges, the first an (x, t, z)-bridge, the second a (z, e -t, y)-bridge. Then the (unconditional) distribution of Y is absolutely continuous with respect to the law of an (x, t, y) -bridge, and the Radon-Nikodym derivative can be written down explicitly. Moreover, the conditional distribution of (Z, T) given Y can be expressed by a formula analogous to (1.1). To see this, consider T, the first time at which X has a jump of size bigger than e; then by virtue of (2.1), IP.,(T = t) = 0 for all t > 0 by [GS4, (3.18) ].
To develop things fully we need to assume a bit more. We suppose that there is a second right process X in duality with X relative to the measure m. This means that the semigroup (Pt) of X is related to (Pt) by holds for all ss,t > 0, and x,y e E. Moreover, the dual of (2.1) is valid:
See [D, GS4, Wi, Y] .
Note, for example, that any one-dimensional regular diffusion without absorbing boundaries satisfies the above hypotheses, with the speed measure of the diffusion serving as the reference measure m; see [IM, p. 149 ff.]. We now use Doob's method of h-transforms to construct bridge laws IPt which for each x and t will serve as a family of regular IPx conditional laws for (Xt, 0 < t <ct) given X_-= y. In view of (2.1a), these IP' will serve equally well as conditional laws given Xe = y rather than given X_ = y. But with the h-transform approach it is natural to thiink primarily in terms of conditioning the left limit. For background and further details, the reader can consult [Ml, F, AJ, GS1, GS4, RY] . Fix x; y E E and e, 0 such that 0 <p(x, y) < oo. Using (2.3) it is a simple matter to check that the process Ht= pe-t(Xt,y), O<t<C, is a (positive) martingale under IP2. Consequently, the formula (2.5)
defines a finitely additive set function Q = Ql on the algebra g = Uo<t<jEt such that each restriction Qljy is a-additive. We claim that Q extends to a measure on Fe-, the a-algebra generated by 59. This extension, when normalized by pe(x, y), will be the law ipe x,y.
We verify the claim as follows. Let Qe be the space of right continuous paths from [0, e [ to E that have left limits on ]0, e [. We can view Q as a finitely additive measure on f7. in the obvious way. The point is that Q2e equipped with its natural filtration (9t)o<t<f is "projectively closed" so that we may apply the projective limit theorem to conclude that Q extends to a (u-additive) measure Q* on the a-algebra Vo<t<e9t. (See [AJ] or the appendix in [F] ; (Qe, (9t)o<t<e) is a "standard system" in the terminology of Parthasarathy [Pa] .) If we knew that Q* gave full measure to the set of paths with left limits at e, then we could identify Q* with a measure on (Q, h-) and this would be the desired extension. Here is the first place where the duality hypothesis (2.2) comes into play. For we can make the dual construction, obtaining a measure Q* on Qe corresponding to X started at y and conditioned to have left limit x at time t. Let Q+ be the space of cadlag maps from ]O, £[ to E. We can view both Q* and Q* as measures on Q+4. Using (2.2), a check of finite dimensional distributions shows that Q* is the image of Q under the time-reversal mapping which sends a path w E Qt to the path (w((e -t)-))o<t<.
Since Q* is concentrated on those paths whose right limits at time 0 exist and equal y, it must be that Q* concentrates its mass on those paths whose left limits at time e exist and equal y.
Thus there is a measure Q = Ql on (Q,Fe) such that (2.5) holds. Let us define 1pe = f [pe(x,y8)L' Qe,!, if 0 < pe(x,y) < oo, 1O , otherwise.
The above discussion is summarized in the following Proposition 
All that follows is based on a formula, due to Revuz [R] , allowing the explicit computation of expectations involving A. The Revuz measure v associated with A is defined by
where g is any positive Borel function on E. The fact that the right side of (3.3) does not depend on t > 0 is an easy consequence of (3.1) and the invariance of m. Because of (3.2), the measure v is a-finite; see [R, p. [AM] and also [GS1] .
Before proceeding we record the version of (3.4) appropriate to bridges. On the other hand the right side of (3.7) equals IPz (jb P,x8(C) f(X8,S) dAI) In the same vein one can express the conditional distribution of (Xt, 0 < t < r) given (X,._, r) [JY, Prop. (3.13) ] for a prototype result in this direction.
4. Splicing Bridges.
VWe are now prepared to prove the splicing theorem outlined in section 1. Fix x, y E E and e > 0 such that 0 < pe(x, y) < oo. Also, fix a probability distribution on E x]0, e of the form p(z,t)v(dz)dt, where p(z,t) = 0 whenever pt(x,z)p-e. we thereby identify IPt with a law on Ye that is concentrated on {w: w(s) = w(t-), t < s <k}.) We write w* = (z,t,w,w') for the generic point of Q*, and (w/t/w') for the path obtained by splicing w and w' together at time t. That is, f w(s), if 0 < s < t,
Notice that w (w/t/ltw). Now define Z(w*) =-z, T(wo*) =t, Ys(w*) = X8(w/t/w'), 0 < s < e, A(4*) = A8(w/t/w'), 0 < s.< e.
Thus IP*(Z E dz,T E dt) = p(z,t)v(dz)dt, and the conditional distribution of Y given {Z = z, T = t} is the law ]pt 0o1p-t on (0,jFe_) defined by (4.1) p0 P-t(H) = j j t ,(dw)IP'-t(dw')H(wLt/w').
In other words, under IPt 0oIp't the path fragments (Y8)o<8<t and (Yt+8) Jt(z,w) = j Pt-ft(dwJ)H(w/t/I'), 0 < t < t.
It is easy to check that ((w, t), z) '-4 Example. Suppose that x E E is a regular point for X. That is, IPx(inf{t > 0 Xt = x} = 0) = 1. Then by [BG, V, (3.13 There is a multivariate version of the result of this section, whose formulation and proof we leave to the reader. The idea is to replace (Z, T) by (Z1,T1),..., (Zn, Ta) , where T1 < T2 < ... < Tn. By making a suitable choice of the joint density of (Z1, T1),... , (Zn, Tn) one can obtain a spliced process whose density relative to the X -bridge is a multiple of (At)n/n!. Let (Q, F, Q) be a probability space, (S, S) a measurable space, and ( a random measure on S based on (Q, F, Q). That is, ((w, A) is a F-measurable function of w e Q (A e B(S) fixed) and a measure on (S,1B(S)) as a function of A (w E Q fixed). The intensity measure of ( is .2) to exist, it is sufficient that Q be a Polish space and that ,F be the corresponding Borel ca-algebra.)
The collection {Qx: x E S} is the family of Palm distributions associated with the random measure 6. When 6 is the random counting measure corresponding to a point process with no multiple points, QX may be interpreted intuitively as Q conditioned on 6 putting a point at x. See for example [K2] . In case 6 is a more general random measure, in particular if 6 is diffuse, the intuitive meaning of the Palm measures is less clear. Still, the following proposition offers a general probabilistic interpretation of Palm measures in terms of expanding the probability space to allow that, given 6, a point X E S is picked at random with some density relative to 6.
Proposition 5. Suppose defined on a probability space (Q*, F*, P*) an S -valued random variable X and an Q -valued random variable W. If (5.3) P*(X E dx) = f(x)A(dx)
for some probability density f on S relative to the intensity measure A, and (5.4) P*(W E dwIX = x) = g(wJx)QX(dw)
for some jointly measurable g(wJx), then (5.5) P*(W E dw) = h(w)Q(dw), (5.6) P*(X E dxlW = w) = j(xjw)6(w, dx), where (5.7) h(w) = jf(x)g(wIx) (w, dx), s (5.8) j(xlw) = f(x)g(wlx)/h(w).
Conversely, if the joint law of W and X is such that (5.5) and (5.6) hold for some probability density h relative to Q, and some jointly measurable j(xlw), then (5.3) and (5.4) hold with (5.9) f(x) = j h(w)j(xlw)QX(dw), (5.10) g(wlx) = h(w)j(xlw)/f(x).
The proof just uses the definition of the Palm distributions: Q(dw)6(w,dx)
A(dx)Qx(dw), and a standard Bayes type calculation, as spelled out for instance in [L, Lemma 2.1].
In conclusion, we reflect that in recent years arguments involving random measures and their associated Palm measures have played an increasingly important role in the theory of Markov processes. See for instance [AM, Fi, G] . Just as bridge laws can be interpreted as Palm distributions, so can excursion laws. See for instance [Pi] , where a generalization of Bismut's [B] decomposition of the Brownian excursion is explained in terms of Palm distributions.
