Observations of scattering of low-frequency sound in the ocean have focused largely on effects at long ranges, involving multiple scattering events. Fluctuations due to one and two scattering events are analyzed here, using 75-Hz broadband signals transmitted in the eastern North Pacific Ocean. The experimental geometry gives two purely refracted arrivals. The temporal and vertical scales of phase and intensity fluctuations for these two ray paths are compared with predictions based on the weak fluctuation theory of Munk and Zachariasen, which assumes internal-wave-induced sound-speed perturbations ͓J. Acoust. Soc. Am. 59, 818-838 ͑1976͔͒. The comparisons show that weak fluctuation theory describes the frequency and vertical-wave-number spectra of phase and intensity for the two paths reasonably well. The comparisons also show that a resonance condition exists between the local acoustic ray and the internal-wave field, as predicted by Munk and Zachariasen, such that only internal waves whose crests are parallel to the local ray path contribute to acoustic scattering. This effect leads to filtering of the acoustic spectra relative to the internal-wave spectra, such that steep rays do not acquire scattering contributions due to low-frequency internal waves.
I. INTRODUCTION
As a result of the emphasis during the past 2 decades on the application of ocean acoustic tomography to measure gyre-scale ocean variability, observational efforts to study acoustic scattering of low-frequency sound ͑30-300 Hz͒ have focused on effects at very long ranges between 1000 and 15 000 km ͑Duda et al., 1992; Munk et al., 1994; Dushaw et al., 1995; Worcester et al., 1994 Worcester et al., , 1999 Worcester et al., , 2000 Worcester and Spindel, 2005͒ . Several important discoveries have been made. First, low-frequency, broadband time fronts recorded on vertical line array receivers have been found to be partitioned into two regimes. The early part of the time front that is composed of steep rays or higher order modes ͑often termed the ray-like region of the time front͒ shows well separated, quasi-planar fronts with small fluctuations in intensity and travel time. The later part of the time front that is composed of near-axial rays or low-order modes ͑often termed the time front finale͒ shows a complicated multipath interference pattern with large fluctuations similar to Gaussian random noise ͑Colosi and the ATOC Group 1999; . Second, in both regimes there is substantial scattering of acoustic energy into the geometric shadow zone predicted using climatological sound-speed profiles, extending the time front in depth and time ͑Colosi et al., 1994; Colosi and Flatté, 1996; Worcester et al., 1994 Worcester et al., , 1999 Dushaw et al., 1999; Van Uffelen et al., 2009͒ . This extension of acoustic energy into the shadow zone shows that the effect of scattering in long-range, low-frequency ocean acoustic propagation is to introduce a significant bias into the time front intensity pattern. The acoustic fluctuations cannot be considered a zero mean effect superimposed upon an otherwise deterministic time front pattern. Finally, in spite of the large fluctuations in the time front finale, the temporal stability of the phase there is surprisingly high and close to that of the ray-like region ͑Colosi et al., 2005; Wage et al., 2005͒. Observed coherence times are between 5 and 15 min.
It has been known for some time that the strongest acoustic scattering occurs near ray upper turning points ͑UTPs͒ ͑Flatté et al., 1979͒. Long-range propagation therefore involves multiple scattering events, which may obscure the fundamental scattering physics. The motivation for this work is to examine the scattering physics of one and two scattering events using data from the Acoustic Engineering Test ͑AET͒ of the Acoustic Thermometry of Ocean Climate ͑ATOC͒ project, in order to better understand the results from the long-range experiments. During the AET, broadband acoustic signals were transmitted from a 75-Hz source suspended near the depth of the sound-channel axis to 700-m-long vertical receiving arrays approximately 87 and 3252 km distant in the eastern North Pacific Ocean. Results from 3252-km range have been reported previously ͑Colosi and the ATOC Group 1999; Worcester et al., 1999; Colosi et al., 2001͒ . At 87-km range, the arrival pattern consists of two time-resolved and identifiable time fronts. The first arrival has a ray ID of −3, with a negative ͑downward͒ launch angle at the source, one UTP, and two lower turning points ͑LTPs͒. ͑See Munk et al., 1995 , for a discussion of ray nomenclature.͒ The second arrival has a ray ID of +4, with a positive ͑upward͒ launch angle at the source, two UTPs, and two LTPs. Previous work on single UTP propagation has been entirely at frequencies of 1000 Hz or more ͑Worcester, 1979; Worcester et al., 1981; Flatté, 1983; Ewart and Reynolds, 1984͒ , where the acoustic fluctuations are quite strong. Fluctuations are expected to be much weaker at low frequency.
The scattering physics theory to which the data are compared is due to Munk-Zachariasen ͑MZ͒ ͑Munk and Zachariesen, 1976͒ , who modified Rytov's weak fluctuation theory of optical propagation through a turbulent atmosphere ͑Ry-tov, 1937͒ to the considerably more complex problem of ocean acoustic propagation through internal waves. The basic physics of the MZ theory that is to be tested is that there is weak, single forward scattering and that there is a resonance condition between the sloping ray path and the internal waves whose crests are aligned with the sloping ray. The resonance condition leads to an important selectivity in acoustic-internal wave interactions such that steep rays can be too steep to interact with the low-frequency part of the internal-wave field. The MZ theory is used instead of the more sophisticated path-integral theory ͑Flatté et al., 1979 , of which it is a special case, because of the conceptual simplicity of MZ, and due to the fact that there are not enough observations to make a strongly discriminating comparison.
The measured intensity fluctuations are very weak, as expected, and thus consistent with the application of a perturbative approach like the MZ theory. The scintillation indices ͑SIs͒ and variances of log-intensity ͑ ln I 2 ͒ for the two arrivals computed from the 6 days of observations are SI = 0.04 and ln I = 0.8 dB for ray ID −3 ͑one UTP͒, and SI = 0.4 and ln I = 3 dB for ID +4 ͑two UTPs͒. Most important, however, are the time scales of the observed intensity variability. The observed frequency spectra of intensity show that the arrivals from the steeper ray with ID −3 have much less low-frequency variability than the arrivals with ID +4. This result is consistent with MZ and provides direct observational evidence of the resonance condition that prevents steep rays from interacting with low-frequency internal waves. In addition, vertical-wave-number spectra of intensity show order of magnitude agreement with MZ.
The AET data only allow phase fluctuations to be measured over short periods, because the longest transmissions only lasted 40 min. Phase varied too rapidly to be tracked over the gaps between transmissions, which occurred every 2 -4 h. Phase variances are very small, of order 0.6 rad rms, and roughly the same for the two ray IDs, over these short time intervals. The frequency spectra of phase are only marginally in the internal-wave frequency band, making meaningful comparisons with MZ difficult. The vertical-wavenumber spectra of phase are in good agreement with MZ, however.
The outline of this paper is as follows. Section II describes the observations and the processing needed to obtain the phase and intensity data used in the subsequent analyses. Section III presents various moments of phase and intensity, as well as frequency and wave number spectra. The observations are compared to the MZ theory in Sec. IV. Section V has summary and conclusions.
II. THE AET EXPERIMENT
The ATOC AET was conducted in the eastern North Pacific Ocean from 17-23 November 1994 ͑Worcester et al., 1999͒. The acoustic source was suspended at a depth of 652 m, near the sound-channel axis, from the research platform R/P FLIP, which was moored roughly 400 miles southsouthwest of San Diego, CA, at 31°2.050ЈN, 123°3 5.420ЈW ͑Fig. 1͒. The source transmitted periodic, phasemodulated signals with a center frequency of 75 Hz to autonomous vertical line array ͑NVLA͒ receivers approxi- The phase modulation of the transmitted signals was encoded using a periodic linear maximal-length shift-register sequence ͑m-sequence͒ containing 1023 digits. Each digit contained 2 cycles of the 75-Hz carrier, giving a digit length of 26.667 ms and a sequence period of 27.2800 s. Fifty-four transmissions were made, consisting of a mix of 10-, 20-, and 40-min transmissions, with 2 -4 h between transmissions. The 20 ͑40͒-min transmissions consisted of 44 ͑88͒ periods of the 27.2800-s m-sequence, of which 40 ͑80͒ periods were recorded at the NVLA receivers. The recorded signals were processed by replica correlation without any period averaging prior to the correlation, yielding 40 ͑80͒ realizations of the time front for each reception. The data analyzed here therefore consist of acoustic pressure p͑z , T , t͒ as a function of depth z and travel time T for each realization of the time front, which are obtained at intervals of 27.2800 s in geophysical time t. Figure 2 shows two time fronts obtained by pulse compression of different 27.2800-s periods. Due to various technical problems, only 24 of the 40-period receptions and 3 of the 80-period receptions were usable. Receptions were deemed unusable if any hydrophone channels were corrupted or missing data over the entire 40-or 80-period receptions.
A. Ray identification
Two high intensity wavefronts swept by the near NVLA, followed by much weaker, bottom-interacting arrivals ͑Fig.
2͒. An eigenray calculation using a sound-speed profile computed from conductivity-temperature-depth ͑CTD͒ casts during the deployment and recovery of the NVLA identifies the first arrival with ray paths that have a ray ID of −3 ͑negative ͑downward͒ launch angles and three turning points-one UTP and two LTPs͒ and the second arrival with ray paths that have a ray ID of +4 ͓positive ͑upward͒ launch angles and four turning points-two UTPs and two LTPs͔ ͑Fig. 3͒.
All of the rays associated with the portion of the time front with ray ID −3 recorded on the NVLA have UTPs in the depth range 90-130 m. The mixed layer during the experiment was shallow, of order 20-30 m, so ray ID −3 was not affected by the mixed layer, other than perhaps by diffractive effects. The rays associated with the time front with ray ID +4 have UTPs with a much broader depth distribution, spanning the depth range 225-350 m. The UTPs for ray ID −3 occur close in range to the second UTPs of ray ID +4 ͑Table I͒. The differences in UTP depth will be important in the subsequent theoretical analysis, because rays with ID −3 turn at depths where the buoyancy frequency N is roughly 5 -6 cph, while rays with ID +4 turn at depths where N is 3-4 cph ͑Fig. 1͒.
B. Arrival processing
Estimates of the amplitudes and phases of the two arrivals are made using the maximum-likelihood method of Ehrenberg et al. ͑1981͒ . It is not feasible to simply extract the amplitudes and phases at the times of the peaks in the demodulated signals because the two arrivals overlap in time at the shallower hydrophones in the NVLA and therefore interfere. The pressure signal r͑T͒ at each hydrophone is modeled as the sum of the two arrivals with unknown amplitudes A j , travel times T j , and phases j , plus additive noise n͑T͒, i.e., 
The carrier frequency is =2f, where f is 75 Hz. An estimate of the envelope of the pulse for a single path E͑T͒ is made using fully resolved arrivals from the depth ranges where there is no overlap between the two pulses. The travel times T j ͑z , t͒ established from the peaks of the envelopes are used to align the pulses, which are then averaged to give
The envelopes are estimated separately for the two arrivals, with j = 1 for ray ID −3 and j = 2 for ray ID +4. I j ͑T − T j ͑z k , t i ͒͒ is the square of the absolute value of the complex envelope, and N k and N i are the number of hydrophone depths and receptions, respectively, included in the averages. The estimates of the pulse envelopes E j ͑T͒ for the two arrivals are essentially identical, as expected, justifying the use of the same envelope E͑T͒ for both arrivals in Eq. ͑1͒ ͑Fig. 4͒.
The maximum-likelihood estimator was applied to all of the receptions, yielding a set of complex demodulates of the form
where A͑z , t ,ID͒ are the estimated arrival amplitudes. The total phases ͑z , t ,ID͒ = j − T j ͑z , t͒ are derived from the travel time and phase estimates. ͑In the complex demodulates, the use of the subscript j to identify the two arrivals is replaced by the use of the argument ID, for future clarity.͒ The amplitudes A͑z , t ,ID͒ are re-normalized to remove any variations in hydrophone calibration and non-stationarity in depth by setting the time-mean intensities for each hydrophone to unity, i.e., 
Phase unwrapping
Smooth, unwrapped phases as a function of time and depth can be constructed for the 40 ͑80͒ periods recorded for each of the 20 ͑40͒ min transmissions. Phase cannot be tracked between the 20 ͑40͒ min transmissions, however, because of the 2 -4 h between transmissions. The geophysical time coordinate t will therefore be written as t = + l , where the values of are only defined over the 40 ͑80͒ period reception intervals ͑i.e., 0 Յ Յ 39ϫ 27.28 s, or 0 Յ Յ 79 ϫ 27.28͒. The variable l denotes the time of the beginning of reception l. The notation for the complex demodulates then becomes ͑z,,l,ID͒ = A͑z,,l,ID͒e i͑z,,l,ID͒ . ͑5͒
A smooth, unwrapped phase function u is constructed from for each reception l such that the mean square difference between gradients calculated from wrapped and unwrapped phases are minimized ͑Ghilia and Romero, 1994͒. Applying this smoothness criterion means that the unwrapped phase does not necessarily differ from the wrapped phase by an integer multiple of 2, but in practice the results are extremely good because the acoustic variability is rather weak. A discussion of the accuracy of the technique is given in Colosi et al., 2005 . Figure 5 shows the wrapped and unwrapped phases ͑sec-ond and third rows͒ for the two time fronts for one reception. The wrapped phases for time front with ray ID −3 show a rather large vertical gradient of phase due to the tilt of the time front as it encounters the NVLA. The time front with ray ID +4, on the other hand, shows little vertical gradient because it is sweeping past the NVLA closer to normal incidence ͑Fig. 2͒.
Source and mooring motion
The temporal phase variability seen in Fig. 5 is due in part to curvature and tilt of the NVLA, as well as to acoustic scattering. The positions of the source and the center of the NVLA were measured with an accuracy of 1 -1.5 m rms by long-baseline acoustic navigation systems, using acoustic transponders on the seafloor ͑Worcester et al., 1999͒. The positions of the source and NVLA were only measured once per hour, however, making it difficult to accurately determine the phase corrections required to account for source and receiver motion during the 20-and 40-min transmissions and receptions. In addition, the tilt and curvature of the NVLA were not measured, making it impossible to correct the phases for the relative positions of the hydrophones in the NVLA. ͑The system designed to determine the array tilt and curvature by recording the navigation signals from the acoustic transponders on six of the same hydrophones used to receive the 75-Hz signals unfortunately failed.͒ In order to correct at least crudely for source and receiver motion and NVLA tilt, a least-squares fit to the phase function was done to determine linear trends in both depth and time ͑Colosi et al., 2005͒. For each reception l, the linear trends were subtracted, leading to a corrected phase function c ͑z , , l ,ID͒ = u ͑z , , l ,ID͒ − lsf ͑z , , l ,ID͒ ͑Fig. 5͒. In the subsequent analysis, the corrected phase c will be used to quantify acoustic variability.
III. OBSERVED PHASE AND INTENSITY FLUCTUATIONS
In this section, various moments of the amplitude A͑z , , l ,ID͒ and corrected phase c ͑z , , l ,ID͒ are presented first, followed by frequency and vertical-wave-number spectra. The moments and spectra will be compared in the Sec. III A with predictions made using MZ ͑Munk and Zachariasen, 1976͒.
A. Moments
Calculation of various moments of the phase and amplitude is complicated by the irregular sampling during the AET. Phase moments can be computed only for the 40-and 80-period receptions, because the relative phase between receptions separated by 2 -4 h is unknown. Amplitude moments can be computed for the entire 6-day period, however, as well as for 40-and 80-period receptions, because amplitude does not have a similar problem.
Phase
The phase variance is computed separately for each reception at each hydrophone for each ID and then averaged over all receptions l and all hydrophone depths z k to obtain an estimate of the phase variances of the two arrivals
where N l = 30 and N = 40 for the 40-period receptions, and N l = 3 and N = 80 for the 80-period receptions. N z = 20 in both cases. Table II gives the rms phase variability for the two ray IDs for the two observation times. The error bars are computed using the variation in the phase variance estimates over the different hydrophone depths. As expected, the phase variance increases for the longer observation time, because the phase time series reflects more of the ocean's broadband variability. Even the 80-period ͑approximately 40-min͒ observation time is not much longer than the period of the highest frequency internal waves, however, which have a period of roughly 10 min, and the phase variance therefore likely does not include a significant amount of the variance that would be present in a longer time series. There is little difference in the phase variances of the two arrivals. Apparently, the one shallow UTP for the time front with ray ID −3 has the same effect as two deeper UTPs for the time front with ray ID +4, at least over these short observation periods. This result is consistent with that of Flatté and Stoughton ͑1988͒, who found that the phase variability is almost independent of time front ID.
Amplitude
Two different measures of amplitude variability are the SI and the variance of log intensity ͑ =ln A 2 ͒,
As before, these moments are computed for the 40-and 80-period observation times. In addition, for amplitude the entire 6-day observation time can be used: II. rms phase and log-intensity, SI, and variance of log-amplitude for 40-period ͑20-min͒, 80-period ͑40-min͒, and 6-day observation periods. 
For the shorter observation times, the calculation proceeds as for phase Table II displays the estimates of SI and for the two arrivals. As with the phase, the error bars are computed using the variation in the statistical estimates over the different hydrophone depths. As observation time increases, the variation increases, with the largest increase occurring from the 80-period observation time to the 6-day observation time. The intensity fluctuations for the short observation times are similar for the two arrivals, but is significantly larger for ID +4 ͑3.1 dB rms͒ than for ID −3 ͑0.8 dB rms͒ for the 6-day observation time. This result is important because it suggests that the time scales of variability of the two arrivals are different, with ID −3 showing much less low-frequency variability than ID +4. This result will be examined in more detail when the frequency spectra are presented. Finally, a calculation of the variance of log-amplitude ͑ =ln A͒ reveals that SIӍ 4͗ 2 ͘, a result that is valid if the amplitudes A obey a log-normal distribution ͑Table II͒. The log-normal distribution is expected to be valid in the weak fluctuation or unsaturated regime ͑Flatté et al., 1979; Flatté, 1983͒ .
B. Frequency spectra
Frequency spectra of phase and log-amplitude =ln A are computed for each reception at each hydrophone for each ID, yielding Ŝ , ͑ ; z , l ,ID͒. These spectra are computed by fast Fourier transform of either 40 or 80 samples with a sample interval of 27.28 s, after detrending and windowing with a Hanning function. To obtain the final spectral estimate, spectra from all receptions l and hydrophone depths z k are averaged, giving
This procedure is carried out separately for the 40-and 80-period ͑approximately 20-and 40-min͒ observation times. The spectra computed for each reception are limited to relatively high frequencies by the short durations of the receptions. Data are available for log-amplitude over longer time scales ͑6 days͒, and thus lower frequencies, than for phase, as discussed above. The data are irregularly sampled, however, causing some difficulty in carrying out spectral analysis ͑Fig. 6͒. After experimenting with several methods, the log-amplitude data were interpolated onto a uniform grid every 4 h using cubic splines. Thus, the 30 instances of 40-period receptions over the 6-day experiment were interpolated onto 36 points to carry out the spectral analysis. Fourier transforms were computed for each hydrophone depth, after detrending and windowing with a Hanning function. The final spectral estimates were obtained by averaging over depth. Figure 7 shows the frequency spectra of phase and logamplitude for the two arrivals. The maximum local buoyancy frequency ͑6 cph͒ and the local Coriolis parameter f are indicated by vertical green lines; this is the internal-wave frequency band. The phase spectra show nearly an −3 slope over the entire observed frequency range, with a slight flattening of the slope at the buoyancy frequency. The observed spectral slope is consistent with the result that the 80-period observation times had a larger phase variance than the 40-period observation times. In addition, the spectra for ID −3 and ID +4 are similar. Clearly, the data do not adequately resolve the internal-wave frequency band.
The log-amplitude spectra flatten at the highest frequencies, likely due to noise. At about 10 cph, the spectral energy increases rapidly. Again, the increase in spectral energy with decreasing frequency is consistent with the result that the 80-period observation times had more variance than the 40-period observation times. As with phase, the high-frequency end of the spectra are similar for the two IDs, and the time sampling does not adequately resolve the internal-wave frequency band. The low-frequency end of the spectra show very different behaviors. Here, the time front with ray ID −3 has much less low-frequency energy than the time front with ID +4, consistent with the result from the analysis of intensity variance. Some of the additional intensity variance comes from the internal-wave band ͑i.e., Ͼ f͒, but some also comes from the sub-inertial band ͑i.e., Ͻ f͒, especially for ID +4.
C. Vertical-wave-number spectra
Vertical-wave-number spectra of phase and logamplitude are computed separately for each of the 40 or 80 periods at times in each reception l for each ID, yielding an estimate Ŝ , ͑k z ; , l ,ID͒. The vertical data are first detrended and then windowed with a Hanning function before computing the Fourier transforms. To obtain the final spectra, an ensemble average is done over all times in all receptions l such that shape for both IDs, with ID +4 showing somewhat of a roll off at low wave number. The spectra of log-amplitude for the two time fronts, however, are markedly different. The timefront with ray ID −3 has a rather flat wave number spectrum, while ID +4 has a steeper spectrum with a roll off around k z = 0.003 cpm.
IV. THEORY AND COMPARISON TO OBSERVATIONS
Intensity fluctuations were shown in the preceding section to be small ͑i.e., SIӶ 1͒. Because SIӍ 4͗ 2 ͘, the intensity probability density function is likely close to log-normal. This evidence suggests that the observations are in the unsaturated regime ͑Flatté et al., 1979͒, so that a perturbation treatment of the acoustic fluctuations is appropriate. Such a model was put forth by Munk and Zachariasen, ͑1976͒, and elegant analytical results are available for the Garrett-Munk ͑GM͒ internal-wave spectrum. This section discusses the MZ theory and compares the AET observations to predictions based on MZ ͑Munk and Zachariasen, 1976͒.
A. M-Z theory
Appendix summarizes the MZ theory. The frequency, vertical-wave-number spectra of phase, and log-amplitude are written as integrals along the ray path z r ͑x͒,
where H is the Heavyside step function. The plus sign refers to the spectrum of phase and the minus sign refers to the spectrum of log-amplitude . The integral involves two terms. The first term is the spectrum of relative sound-speed fluctuations evaluated for internal-wave wave numbers that are perpendicular to the sloping ray, S ͑k Ќ ͑ , k z ͒ ; z͒. The second term ͑in square brackets͒ is a diffraction term involving the vertical Fresnel zone R fz . Equation ͑20͒ shows that there is an important resonance condition such that only internal waves whose wave numbers are perpendicular to the ray ͑i.e., internal waves whose crests are parallel to the ray͒ contribute to the acoustic fluctuations. Using the GM internal-wave spectrum, the evaluation of S ͑k Ќ ͒ under the perpendicular wave number constraint can be written in terms of frequency and vertical wave number, yielding ͑Appendix͒ 
where
3 rad m / s for the buoyancy-frequency profile used here ͑Fig. 1͒. For the GM spectrum, j * = 3. The first factor in Eq. ͑21͒ is the relative sound-speed variance as a function of depth, which scales as N 3 ͑Munk and Zachariasen, 1976͒. Here 0 2 = 6.26ϫ 10 −8 is a reference relative sound-speed variance ͑whose value is not precisely known from AET measurements͒. The term L = ͑f 2 + N 2 ͑z͒tan 2 r ͒ 1/2 is the lowest internal wave frequency that can have a wave number perpendicular to the ray with angle r ͑see Appendix for details͒. To make this explicit and to impose the internal-wave cutoff for frequencies greater than N͑z͒, Heavyside functions H are placed in Eq. ͑20͒. The spectrum without the perpendicular wave number constraint is
shows that at high frequencies and mode numbers the spectrum scales as −2 and k z −2 . The spectrum under the perpendicular wave number constraint ͓Eq. ͑21͔͒, however, scales as −3 and k z −3 , adding an additional −1 and k z −1 dependence to the spectrum. The second term in Eq. ͑20͒ is often referred to as the Fresnel filter. It can be considered a weighting function controlling the spectral contributions to the variances ͗ 2 ͘ and ͗ 2 ͘ at each wave number k z . The computation of the Fresnel zone R fz ͑z r ͑x͒͒ is well known and is discussed in detail in Esswein and Flatté, 1980 . The Fresnel zone is the scale at which scattering can cause interference ͑Flatté, 1983͒. Furthermore, the product k z R fz , a ratio of medium sound-speed scales to acoustic scales, measures the relative importance of diffraction ͑see Flatté et al., 1979 , for a discussion of the diffraction parameter ⌳͒; small ͑large͒ k z R fz means small ͑large͒ diffraction. The Fresnel filter as a function of k z has its first maximum at k z = 0 for phase and k z = ͱ 2 / R fz ͑x͒ for log-amplitude. Because the internal-wave spectrum evaluated at the perpendicular wave number is approximately proportional to k z −3 , the largest contributions to the variance of phase come from large scales ͑i.e., small k z Ӎ 0͒, while the largest contributions to the log-amplitude variance come from scales near the Fresnel zone. This interpretation is for the case where there is no waveguide and therefore only applies locally along the ray when a waveguide is present. In the waveguide case, the total effect is the integral over the entire ray path and thus represents the contribution not only from the Fresnel factors but also from the strength of the sound-speed fluctuations as a function of depth and the low frequency cutoff factor L . Figure 9 shows numerical evaluations of z r ͑x͒, R fz ͑x͒, and L ͑x͒ for eigenrays with ray ID −3 and ID +4 for the AET environment ͑Fig. 1͒. The launch angles for the eigenrays are −9.8°and 5.3°for ID −3 and ID +4, respectively. The Fresnel zones for both eigenrays roughly follow the envelope for the constant background sound-speed case ͓i.e., R fz 2 = x͑R − x͒ / R͔, but ray ID +4 has more structure than ID −3. This occurs because caustics are zeros of R fz . The eigenray with ID +4 has gone through more turning points and therefore more caustics than the eigenray with ID −3. The eigenray with ID +4 also has a larger maximum Fresnel zone ͑600 m͒ than the eigenray with ID −3 ͑400 m͒. Thus, ray ID +4 may have contributions to the log-amplitude variance from slightly larger vertical scales than ID −3. Of critical importance, however, is the behavior of L along the ray path. The eigenray with ID −3 has significantly larger values of L than the eigenray with ID +4, and these large values extend over a significant region around the UTP. The eigenray with ID −3 is therefore expected to have significantly less low-frequency variability than the eigenray with ID +4, which is exactly the result from the AET observations. 
B. Comparison to observations
Modeled rms of log-intensity ln I are 2.0 and 0.8 dB for ray ID +4 and ID −3, respectively. These values are in reasonable agreement with the observed values of 3.1 and 0.8 dB ͑Table III͒. Most of the discrepancy for ray ID +4 is due to sub-inertial variability in the observed log-amplitude ͑Fig. 7͒. The comparisons are similar if the intensity variation is quantified using SI rather than the rms of logintensity. The modeled values of SI are 0.21 and 0.034 for ray ID +4 and ID −3, respectively, while the observed SIs are 0.44 and 0.044 ͑Table III͒.
1 Comparing rms phase variability, the modeled values of are 1.49 and 0.73 rad for ray ID +4 and ID −3, respectively, while the observed values for the 80-period observation times are 0.68 and 0.61 rad ͑Table III͒. Given that the frequency spectra increase with decreasing frequency ͑i.e., red spectra͒, the total phase variance should be much larger than obtained from the 80-period observation times. Thus, the model is likely under predicting the value of the rms phase. Figure 10 shows the observed and modeled frequency spectra of log-amplitude and phase. The two-dimensional spectra S , ͑R , , k z ͒ are computed by numerical integration of Eq. ͑20͒, using Eq. ͑21͒. Integrations over vertical wave number give the modeled frequency spectra TABLE III. Phase and log-intensity moments and SI for 40-period ͑approximately 20-min͒, 80-period ͑approxi-mately 40-min͒, and 6-day observation times and as predicted by Munk and Zachariasen ͑1976͒ theory. 
As expected, the modeled spectra cut off at the critical frequencies f and N max Ӎ 6 cph, whereas the observations show some variability at frequencies below f ͑for log-amplitude͒ and above N max . The model log-amplitude spectrum for ray ID +4 has significantly more low-frequency variability than that for ID −3, in agreement with the observations. The model phase spectra also show low-frequency enhancement for ray ID +4, but no observations are available for comparison. The modeled spectra have distinct high-and lowfrequency regions. At high frequencies, the spectra have very nearly a slope of −3 , and at low frequencies, the spectra are rather flat. Separating these regions is a cusp-like feature which occurs at frequencies of roughly 0.72 and 0.28 cph for ray ID −3 and ID +4, respectively. These transition frequencies corresponds to the peak values of L near the ray UTPs ͑Fig. 9͒. Figure 11 shows the observed and modeled verticalwave-number spectra of log-amplitude and phase. The modeled spectra are obtained by analytically integrating the twodimensional spectra over frequency ͑Appendix͒. The observed spectra are normalized so that the integral over k z gives the log-amplitude and phase variances observed over the limited depth aperture, which are necessarily different from the variances observed over time ͑Colosi et al., 2005͒. The observed and modeled log-amplitude spectra for ray ID +4 both roll off at k z Ӎ 0.002 cpm; this is the effect of the Fresnel filter, which attenuates contributions from low wave numbers ͑large vertical scales͒. For ray ID −3, both spectra are relatively flat from 0.01 to 0.001 cpm. The observed and modeled phase spectra are in good agreement, with both having slopes of k z −3 .
V. SUMMARY AND CONCLUSIONS
Observed intensity fluctuations for two time fronts in the AET, 87-km, 75-Hz acoustic transmissions are very weak, and thus are expected to be consistent with the perturbation theory of Munk and Zachariasen ͑1976͒. The observed SI and rms of log-intensity ln I over the 6 days of observations are SI= 0.04 and ln I = 0.8 dB for the time front with ray ID −3 ͑one UTP͒ and SI= 0.4 and ln I = 3 dB for the time front with ray ID +4 ͑two UTPs͒. The rays making up these two time fronts differ significantly in how they sample the upper ocean. The rays with ID −3 are steeper than those with ID +4. The average UTP depths for ID −3 ͑110 m͒ are correspondingly shallower than those for ID +4 ͑285 m͒. These different sampling properties affect the time scales of the observed intensity variability, because only internal waves whose crests are aligned with the sloping ray contribute to the acoustic variability in MZ ͑Munk and Zachariasen 1976͒. Indeed, the observed and modeled frequency spectra show that ray ID −3 has much less low-frequency variability than ID +4. This comparison of the frequency spectra for two different ray geometries provides the first direct observational evidence of the resonance that selects internal waves that are aligned with the sloping ray. In addition, the vertical wave number spectra of intensity and phase also show order of magnitude agreement with the MZ theory.
Henyey and Macaskill ͑1996͒, Colosi and the ATOC Group ͑1999a͒, and Flatté and Rovner ͑2000͒ have shown that because of ray curvature, results for straight rays cannot be strictly applied locally along the ray, as was done by MZ ͑Munk and Zachariasen, 1976͒ ͑Appendix͒. Ray curvature effects are particularly significant near the UTP depth. Subsequent to MZ ͑Munk and Zachariasen, 1976͒, the phase and log-intensity spectra were derived using the path-integral for- malism. The path-integral results for intensity give expressions expected to be valid in both the unsaturated and partially saturated regimes ͑Flatté et al., 1987͒. The path integral results have the MZ results as a limiting case in the unsaturated regime, however. In the case of the phase spectrum, the path integral and MZ predictions are the same. The conclusion is that the present comparisons with predictions made for MZ ͑Munk and Zachariasen, 1976͒ show that the resonance between the sloping ray and the internal waves whose crests are aligned with that slope has important physical meaning.
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APPENDIX: SPECTRA OF PHASE AND LOG-AMPLITUDE
Spectra of phase and log-amplitude are first derived in the absence of a sound channel and then generalized to the case when a sound channel is present.
No waveguide
The well-known result for the spectrum of phase and log-amplitude for a point source in the Rytov approximation ͑Ishimaru, 1977͒ is
where x = x / R is the normalized range, R f 2 ͑x͒ = x͑R − x͒ / R = Rx͑1−x͒ is the Fresnel zone, and k 0 = / c 0 =2 / is the acoustic wave number. In this approximation, only the wave numbers perpendicular to the ray along the x-axis contribute to the acoustic fluctuations. For present purposes, consider the acoustic propagation to occur in a region which is without bound in the y-direction, but with 0 Ͻ z Ͻ D, where D is the ocean depth, and 0 Յ x Յ R, where R is the range. The stratification is assumed constant over the ocean depth, yielding a constant buoyancy frequency N 0 . The GM threedimensional ͑3D͒ spectrum of relative sound-speed fluctuations is
where f is the Coriolus parameter, k z * = j * / D, and j * =3. The normalization condition gives 0 2 = ͐ 0 ϱ dk z ͐ −ϱ ϱ dk x dk y ϫS ͑k x , k y , k z ͒. The WKB dispersion relation typically used with the GM spectrum is
Changing variables from k y to using S , ͑R , ,
Thus, the frequency-wave number spectrum for phase and log-amplitude becomes
͑A5͒
The extra factor of 2 in Eq. ͑A4͒ relative to Eq. ͑A2͒ comes from the two contributions at Ϯk y . The variances of logamplitude and phase are obtained by integrating over frequency and vertical wave number,
Waveguide
The waveguide case in which both the mean soundspeed and the buoyancy-frequency profiles are functions of the depth coordinate ͓c = c͑z͒ and N = N͑z͔͒ has been treated by Munk and Zachariasen ͑1976͒ by applying the homogeneous condition locally along the unperturbed ray path z r ͑x͒. The stretching effect of x is ignored ͑i.e., the wave acts locally like a plane wave͒. Thus, the spectra for propagation along a ray path from a point source becomes
where ds is an element of ray arc length. Here R fy 2 ͑x͒ = x͑R − x͒ / R is the Fresnel zone in the out of plane direction, R fz 2 ͑x͒ is the vertical Fresnel zone computed according to Esswein and Flatté ͑1980͒ , and the wave number that is perpendicular to the ray with angle is k Ќ ͑z r ͑x͒͒ = ͑−k z tan ͑z r ͑x͒͒ , k y , k z ͒. Using the WKB dispersion relation ͓Eq. ͑A3͒ with N 0 = N͑z͔͒ gives k y ͑k Ќ ͒ = Ϯ k z ͑ 2 − L 2 ͒ 1/2 / N, with L 2 = f 2 + N 2 tan 2 ; the dispersion relation cannot be satisfied for Ͻ L . The 3D spectrum of relative sound-speed fluctuations is S ͑k x ,k y ,k z ;z͒ = and the frequency-wave number spectrum becomes
͑A10͒
For short ranges such as those considered in this paper, R fy is of order 100 m ͑Fig. 9͒. Because the horizontal wavelengths of internal waves are generally much larger than 1000 m, one can make the approximation
ͪͬ. ͑A11͒
Equation ͑A11͒ should be compared with Eq. ͑121͒ from Munk and Zachariasen ͑1976͒. Equation ͑A11͒ says that for each frequency and each vertical wave number k z , the spectrum of relative sound-speed fluctuations must be integrated along the ray. However, there are forbidden regions in this integral, specifically where Ͻ L and Ͼ N͑z͒. To specifically indicate the forbidden regions, Heavyside step functions are added to the spectrum to give
ͪͬ
ϫH͓ − L ͑z r ͑x͔͒͒H͓N͑z r ͑x͒͒ − ͔.
͑A12͒
If the vertical-wave-number spectrum is needed, the frequency integral in Eq. ͑A12͒ can be done analytically, yielding
The M-Z theory does not actually predict, SI, but with the approximation that log-amplitude has a normal distribution, SI= e 4͗ 2 ͘ −1.
