Skew normal measurement error models  by Arellano-Valle, R.B. et al.
Journal of Multivariate Analysis 96 (2005) 265–281
www.elsevier.com/locate/jmva
Skew normal measurement error models
R.B. Arellano-Vallea, S. Ozanb, H. Bolfarineb,∗, V.H. Lachosb
aPontiﬁcia Universidad Catolica de Chile, Casilla 306, Correo 22, Santiago-Chile
bDepartamento de Estatistica-IME, Universidade de São Paulo, Caixa Postal 66281-CEP 05315 970,
São Paulo, Brazil
Received 19 September 2003
Available online 26 January 2005
Abstract
In this paperwedeﬁne a class of skewnormalmeasurement errormodels, extendingusual symmetric
normal models in order to avoid data transformation. The likelihood function of the observed data is
obtained, which can be maximized by using existing statistical software. Inference on the parameters
of interest can be approached byusing the observed informationmatrix,which can also be computed by
using existing statistical software, such as theOx program. Bayesian inference is also discussed for the
family of asymmetric models in terms of invariance with respect to the symmetric normal distribution
showing that early results obtained for the normal distribution also holds for the asymmetric family.
Results of a simulation study and an analysis of a real data set analysis are provided.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Recent statistical literature has seen an increasing interest formodels incorporating asym-
metry.Advantages of using such general structures include easiness of interpretation, aswell
as estimation efﬁciency.Main references on the subject include [4–8,12,15,16]. In this paper,
we consider a linear regression model relating the variables yi and xi , that is,
yi = + xi + ei, (1.1)
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but we consider that xi is not directly observed so that we observe instead
Xi = xi + ui, (1.2)
i = 1, . . . , n. The measurement error model (1.2) speciﬁes that xi is unavailable and the
observedXi can be seen as an unbiased estimate of the unknown xi , i = 1, . . . , n. Structure
(1.2) is called additive since it is deﬁned in terms of additive measurement errors, speciﬁed
by ui , i = 1, . . . , n. The unobserved xi can be seen as ﬁxed parameters in which case a
functional model results or a random variable, in which case a structural model results. In
the functional case the xi is an incidental parameter and it is typical to consider that(
ei
ui
)
iid∼ N2
((
0
0
)
,
(
2e 0
0 2u
))
, (1.3)
i = 1, . . . , n, with iid meaning independent and identically distributed. In the structural
case it is typically assumed that
xi
iid∼ N1(x, 2x), (1.4)
and independent of (ei, ui), i = 1, . . . , n. It is well known that the above structural normal
model is not identiﬁable so that additional assumptions have to bemade.Themost commonly
adopted assumptions are that the variance2u is known, the ratio of variances2e/2u is known
or the reliability ratio [13] kx = 2x/(2x + 2u) is known. In some situations, replications
of the experiment can be used to determine such values. Maximum likelihood estimation
for the structural and functional normal measurement error models is treated in detail in
Fuller [13]. Some extensions for elliptical measurement error models are considered by
Arellano-Valle and Bolfarine [1] and Arellano-Valle et al. [2,3]. In this paper, we extend
the above normal measurement error model by considering that ei, ui and xi follow a skew
normal distribution, which contains the normal distribution as special case. As considered
in Azzalini [6], a random variable Z follows a univariate skew normal distribution with
location parameter , scale parameter 2 and skewness parameter  if the density function
of Z is given by
fZ(z) = 2

1
(
z− 

)
1
(

z− 

)
, (1.5)
where 1(.) and 1(.), denote the density function and distribution function, respectively,
of the standard univariate normal distribution. Note that if  = 0 then the density of Z
in (1.5) reduces to the density of the standard normal distribution. We use the notation
Z ∼ SN1(, 2, ) to denote this distribution, which will be reduced to Z ∼ SN1() when
is assumed that  = 0 and 2 = 1.
Some properties of this distribution includes:
E[Z] = +
√
2

√
1+ 2
; V ar[Z] =
(
1− 2
2
(1+ 2)
)
2;
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with asymmetry and kurtosis indexes given by
	 = 1
2
(4− )
(
E2[X]
V ar[X]
)3/2
; 
 = 2(− 3)
(
E2[X]
V ar[X]
)2
,
where X = (Z − )/, implying that −0.9953 < 	 < 0.9953 and 3.0000 < 
 < 3.8692.
It follows that the even moments of X = (Z − )/, coincide with the standard normal
ones and that the odd moments are given by
E[X2k+1] =
√
2

(1+ 2)−(k+ 12 )2−k[(2k + 1)!]
k∑
j=0
j !(2)2j
(2j + 1)!(k − j)!) .
All these properties are easily obtained by using that (Henze, 1986; Azzalini, 1986) if
X ∼ SN1(), then
X
d= √
1+ 2
|X0| + 1√
1+ 2
X1, (1.6)
where X0 and X1 are iid N(0, 1) random variables.
Multivariate skew normal distributions are considered in Azzalini and Dalla Valle [9],
Branco and Dey [12], among others. Genton et al. [14] derive the moments of a random
vector with multivariate skew normal distribution and their quadratic forms.Arellano-Valle
et al. [2,4] show thatmany of the properties of themultivariate skew normal distribution hold
for a general class of skew distributions obtained from a symmetric class, deﬁned in terms
of independence conditions on signs and absolute values. From these result, Arellano-Valle
and Genton [5] introduce the class of fundamental skew distributions, giving an uniﬁed
approach to obtain multivariate skew distributions starting from symmetric ones.
In this paper, we consider the skew normal measurement error model that follows by
replacing the normality assumption in (1.3)–(1.4) by the assumption that the error terms
ei and ui and the latent variable xi have skew normal distributions. We obtain the likeli-
hood function of the observed data (y1, X1), . . . , (yn,Xn) by integrating out the variable
xi , i = 1, . . . , n. The likelihood function can be maximized for obtaining maximum likeli-
hood estimators and the matrix of second derivatives evaluated at the maximum likelihood
estimators (observed information matrix, i.e., the Hessian matrix) can be used to obtain
estimated standard errors of the estimates. It is interesting to note that it is not necessary
to make any additional assumption to make the model identiﬁable as is the case with the
ordinary normal model. The special case where u = e = 0 is also studied in detail. One
important and interesting characteristic of the model entertained is that under a skew normal
measurement error model there is no need to make the additional assumptions mentioned
above to make the estimation problem feasible.
The paper is organized as follows. Section 2 is dedicated to the derivation of the likelihood
function of the observed data by integrating out the unobserved variable x.Section 3 presents
aBayesian analysis based on a special class of prior distributions yielding invariance in terms
of the fact that the posterior distribution is in the class of the ordinary normal distribution,
a problem studied earlier in Lindley and El-Sayad [18] for the special case that the ratio
2e/
2
u is known and in Bolfarine and Cordani [11] for the case where the reliability ratio
kx is known. In Section 4 an EM-type algorithm is developed which can overcome some
difﬁculties detected by using direct maximization of the likelihood. Although the M-step
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requires a numerical maximization in each iteration, it is easily implemented. A simulation
study is considered in Section 5. Finally, in Section 6, we consider an application to a data set
previously analyzed in the literature using a model not incorporating measurement errors.
2. The likelihood function
The skew normal regression model with measurement errors is deﬁned by extending the
normal model deﬁned by (1.1)–(1.3) by considering that
ei
iid∼ SN1(0, 2e, e), (2.1)
ui
iid∼ SN1(0, 2u, u), (2.2)
i = 1, . . . , n, leading, under the regression set up deﬁned by (1.1)–(1.2), to the following
functional skew normal model:
yi |xi ind∼ SN1(+ xi, 2e, e), (2.3)
Xi |xi ind∼ SN1(xi, 2u, u), (2.4)
i = 1, . . . , n, with X ind∼ Y meaning that X and Y are independent. To obtain the structural
skew normal model, we consider as an extension of (1.4) that
xi
iid∼ SN1(x, 2x, x), (2.5)
i = 1, . . . , n. As in (1.4), e, u and x are asymmetry parameters. It also follows that
the above model is nondifferential as is considered in Bolfarine and Arellano-Valle [10]. If
e = u = x = 0, then the asymmetric model reduces to the symmetric normal model
considered in (1.1)–(1.4). In the sequel we drop the subscript i in a sample unit to simplify
notation. From (2.3)–(2.4), it follows that the conditional density of (y,X) given x can be
written as
f (y,X|x) = 2
2
eu
1
(
y − − x
e
)
1
(
X − x
u
)
1
(
e
y − − x
e
)
×1
(
u
X − x
u
)
.
Hence, considering (2.5), the joint marginal density of (y,X) is obtained by integrating out
x with respect to the above density, that is,
f (y,X) =
∫ ∞
−∞
f (y,X|x)f (x) dx
=
∫ ∞
−∞
23
eux
1
(
y − − x
e
)
1
(
X − x
u
)
1
(
x − x
x
)
×1
(
e
y − − x
e
)
1
(
u
X − x
u
)
1
(
x
x − x
x
)
dx. (2.6)
R.B. Arellano-Valle et al. / Journal of Multivariate Analysis 96 (2005) 265–281 269
Making the transformation v = x − x , with jacobian dx = dv, and deﬁning
e¯ = y − (+ x), u¯ = X − x,
we can write the integral (2.6) as
f (y,X) = 2
3
eux
∫ ∞
−∞
1
(
e¯ − v
e
)
1
(
u¯− v
u
)
1
(
v
x
)
(2.7)
×1
(
e
e¯ − v
e
)
1
(
u
u¯− v
u
)
1
(
x
v
x
)
dv.
Let
w = (e¯, u¯, 0)T , b = (, 1,−1)T , b1 = (, 1)T
 = diag(2e, 2u, 2x), 1 = diag(2e, 2u) and  = diag(e, u, x).
Let also k(·|,) andk(·|,) be the density and the distribution function, respectively,
of the k-dimensional normal distributionNk(,).Considering this notation, it follows that
1
(
e¯ − v
e
)
1
(
u¯− v
u
)
1
(
v
x
)
= 3 (w|bv,) (2.8)
and
1
(
e
e¯ − v
e
)
1
(
u
u¯− v
u
)
1
(
x
v
x
)
= 3 (w − bv|0,) . (2.9)
Further, we consider the following lemmas.
Lemma 1.
3(w|bv,) = 2(z|,)1
(
v
∣∣∣∣∣bT−1wbT−1b , 1bT−1b
)
,
where z = (y,X)T ,
 =
(
+ x
x
)
,  = 1 + 2xb1bT1 =
(
22x + 2e 2x
2x 
2
x + 2u
)
.
Proof. In fact,
3(w|bv,) = ||−1/2(2)−3/2e−(1/2)Q(w,v),
were
Q(w, v) = (w − bv)T−1(w − bv) = Q1(w|v)+Q2(w),
with
Q1(w|v) = (bT−1b)
(
v − b
T−1w
bT−1b
)2
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and
Q2(w) = wT−1w − w
T−1bbT−1w
bT−1b
= (z− )T−11 (z− )−
(z− )T−11 b1bT1−11 (z− )
bT−1b
= (z− )T−1(z− ),
wherewe use that−1 = −11 −
1
bT−1b
−11 b1b
T
1
−1
1 .Thus, the proof follows by noting
that || = ||
bT−1b
. 
Lemma 2. Let V∼Nk(,). Then
E[m(a + AV|,)] = m(a|− A,+ AAT ).
Proof. Notice that
E[m(a + AV|,)] = E[m(a|− AV,)] = E[P(Ua|V)] = P(Ua),
where U|V = v∼Nm(− Av,), so that U ∼ Nm(− A,+ AAT ), thus concluding
the proof. 
We present in the sequel the marginal distribution of the observed vector Z = (y,X)T ,
which is the main result of the paper.
Theorem 1. Under the skew normal measurement error model deﬁned by (2.3)–(2.5), the
marginal density of Z = (y,X)T is given by
fZ(z|, ) = 232(z|,)
×3
(
BT−1(z− )|0,+ 1
bT−1b
bbT
)
, (2.10)
where  = (e, u, x)T ,  = (, , x, 2x, 2e, 2u)T and
B = (I2,b1) =
(
1 0 
0 1 1
)
.
Proof. Replacing (2.8) and (2.9) in (2.7), we have that
fZ(z|, ) = 23||−1/22(z|,)
×
∫ ∞
−∞
1
(
v
∣∣∣∣∣bT−1wbT−1b , 1bT−1b
)
3(w − bv|0,)dv
= 23||−1/22(z|,)E[3(w − bV |0,)],
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where
V ∼ N
(
bT−1w
bT−1b
,
1
bT−1b
)
.
Hence, from Lemma 2, with k = 1, m = 3, a = −b,  = b
Tw
bT−1b
,  = 1
bT−1b
,
 = 0 and  = , it follows that
E[3(w − bV |0,)] = 3
(
w|bb
T−1w
bT−1b
,+ 1
bT−1b
bbT
)
= 3
(
Mw|0,+ 1
bT−1b
bbT
)
,
where M = I3 − P, with P = 1bT−1bbb
T−1. Note that, Pb = b, so that Mb = 0.
Furthermore,  = BBT , so that B1/2 is a factorization of . Thus, after some algebraic
manipulations, we can show thatMw = BT−1(z− ), concluding thus the proof. 
We call attention to the fact that the density function in (2.10) is not in the class of the
multivariate skew normal densities speciﬁed inAzzalini and Dalla Valle [9], since in (2.10)
the skewing function is3(.), which is of dimension 3. In their family, the skewing function
is of dimension 1. It is, however, in some more general family of densities considered in
Arellano-Valle and Genton [5], where it is shown that the third moment of the distribution
is nonnull. Hence, the above skew normal model is identiﬁable as long as  = 0. This can
be seen also by directly showing that if 1 = 2 then fZ(z|1, ) = fZ(z|2, ). However,
parameter estimates are quite unstable if  is close to 0, that is, when (y,X) is close to being
normally distributed, which was also noted in simulation studies conducted by the authors.
In such cases, additional information on the variances should be added to the model.
From Theorem 1, we have that the likelihood function for  given the observed sample
z1 = (y1, X1), . . . , zn = (yn,Xn) is given by
L(, |z1, . . . , zn) =
n∏
i=1
fZ(zi |, ),
where fZ(zi |, ) is the marginal density in (2.10) for the ith sample unit, i = 1, . . . , n.
Denoting the log-likelihood function by !(, ), it can be written as
!(, ) ∝ −n
2
log || − 1
2
n∑
i=n
(zi − )T−1(zi − )
+
n∑
i=n
log[3(∗−1/2(zi − ))|0,)],
where
∗ = BT−1/2 and  = + 1bT−1bbb
T,
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so that the maximum likelihood estimators are solutions of the equations
!(, )

= − n
2||
||

− 1
2


n∑
i=n
(zi − )T−1(zi − )
+
n∑
i=n
1
3(∗−1/2(zi − )|0,)


3(∗−1/2(zi − )|0,) = 0
and
!(, )

=
n∑
i=n
1
3(∗−1/2(zi − )|0,)


3(∗−1/2(zi − )|0,) = 0.
We call attention to the fact that no explicit solution is available for the maximization
problem and that the likelihood function has to be maximized numerically.
Some special cases may be of interest. If it is the case of comparing two measuring
devices, then, since ei and ui are results of measurements, they may be normally distributed
and xi being true concentration level of a substance, may follow a skew distribution. Then,
in such situations, for example, e = u = 0 and x = 0, which is a special case of the
above general situation and it implies that the marginal distribution of Z = (y,X)T is
asymmetric also. This situation is treated next.
Corollary 1. Under the conditions of Theorem 1, with e = u = 0, the density function
of Z = (y,X)T is given by
fZ(z|, x) = 22(z|,)1
	x xbT1−11 (z− )√
1+ 2xbT1−11 b1
 , (2.11)
where b1 = (, 1)T , 1 = diag(2e, 2u) and
	x =
x√
1+ 2x + 2xbT1−11 b1
.
Proof. By assumption,  = diag(2e, 2u, 2x) and  = diag(0, 0, x) = xe3eT3 , where
e3 = (0, 0, 1)T . Thus,
+ 1
bT−1b
bbT = diag
2e, 2u, 2x + 
2
x
bT−1b
bT−1b
 ,
where bT−1b = (1 + 2xbT1−11 b1)/2x, so that for the skewing factor considered by
(2.10) we have that
3
(
BT−1(z− )|0,+ 1
bT−1b
bbT
)
= 3
((
+ 1
bT−1b
bbT
)−1/2
BT−1(z− )|0, I3
)
,
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where B = (I2,b1). Using now that Be3 = b1, e3 = 2xe3 and
bT1 −1 = bT1
(
−11 −
1
bT−1b
−11 b1b
T
1
−1
1
)
= 1
1+ 2xbT1−11 b1
bT1
−1
1 ,
we have after some simple algebraic manipulations that
BT−1(z− ) = x
2
x bT1
−1
1 (z− )
1+ 2xbT1−11 b1
e3,
so that(
+ 1
bT−1b
bbT
)−1/2
BT−1(z− ) = 	x
x bT1
−1
1 (z− )√
1+ 2xbT1−11 b1
e3,
which concludes the proof, since 3(ae3|0, I3) = 1(a)/4. 
Considering the joint density (2.11), the log-likelihood function corresponding to an
observed sample z1, . . . , zn can be written as
!(, x) ∝ −n2 log || −
1
2
n∑
i=1
(zi − )T−1(zi − )
+ log1
	x xbT1−11 (z− )√
1+ 2xbT1−11 b1
 , (2.12)
i = 1, . . . , n. Notice that the asymmetric part gets nicely separated from the symmetric one
and the likelihood function is an extension of the symmetric likelihood considered in [13],
with the assumption that one of the variances (2e or 2u) or the ratio of variances 2e/2u is
known, since no assumptionwasmade to derive the likelihoods.Although simpler likelihood
(2.12) must also be maximized numerically.We developed routines in Matlab and Ox to do
thismaximization. The asymptotic covariancematrix of themaximum likelihood estimators
can be estimated by using the Hessian matrix, which can also be computed numerically by
using the program Ox.
3. An invariance result for Bayesian inference
In this section, we consider an extension of the model considered in the previous section
obtained by replacing assumptions (2.1)–(2.5) by the following assumptions:
ei
ind∼ SN1(0, 2e, ei), (3.1)
ui
ind∼ SN1(0, 2u, ui), (3.2)
xi
ind∼ SN1(x, 2x, xi), (3.3)
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i = 1, . . . , n, all independent. Hence, we are considering different skewing parameters
for each observation. Let i = (ei , ui, xi)T , i = 1, . . . , n. Now, we consider Bayesian
approach with the following prior speciﬁcations:
(i)  and 1, . . . , n are independent.
(ii) The skewness parameters i , i = 1, . . . , n, are i.i.d. following an asymmetric normal
prior distribution.
Speciﬁcally, we consider the following prior distribution:
p(, 1, . . . , n) = p()
n∏
i=1
p(i ) = p()
n∏
i=1
p(ei)p(ui)p(xi), (3.4)
with
ei
iid∼ SN1(0, 1, we), ui iid∼ SN1(0, 1, wu), xi iid∼ SN1(0, 1, wx), (3.5)
whose respective densities given by
p(ei) = 21(ei)1(weei),
p(ui) = 21(ui)1(wuui),
p(ui) = 21(ei)1(wxxi),
i = 1, . . . , n. Notice that the above prior speciﬁcation is considering that the ei (as well
as ui and xi) are exchangeable, that is, they vary with the observations but are generated
by the same skew normal distribution.
Theorem 2. Lets consider the measurement error model (1.1)–(1.2) with assumptions
(3.1)–(3.3). Then, under the prior speciﬁcation (3.4)–(3.5), it follows that the marginal
posterior density for  is given by
p(|z1, . . . , zn) ∝ p()
n∏
i=1
2(zi |,).
Proof. In fact,
p(|z1, . . . , zn) ∝ p()
n∏
i=1
∫
3
fZ(zi |, i )p(i ) di
= p()
n∏
i=1
∫
4
23
eux
1
(
yi − − xi
e
)
1
(
Xi − xi
u
)
1
(
xi − x
x
)
× 1
(
ei
yi − − xi
e
)
1
(
ui
Xi − xi
u
)
1
(
xi
xi − x
x
)
p(i ) di dxi,
where the last equality follows from (2.6). Particularly, since
1(eiai)1(weei) = 2(e(ai, we)T ), with ai = yi − − xi
e
,
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i = 1, . . . , n, the integral for ei can be written as∫

1(eiai)1(ei)1(weei) dei =
∫

1(ei)2(ei(ai, wei)
T ) dei .
Hence, from Lemma 2, it follows that∫

1(ei)2(ei(ai, wei)
T )dei = 12 ,
i = 1, . . . , n. Similar results hold with respect to u and x . Then, the marginal posterior
density of  for the whole sample can be written as
p(|z1, . . . , zn) ∝ p()
n∏
i=1
∫

1
(
yi − − xi
e
)
1
(
Xi − xi
u
)
1
×
(
xi − x
x
)
dxi,
which concludes the proof. 
From Theorem 1 it follows that, under the more general skew-normal model considered
there, the Bayesian inference on the structural parameter  reduces to considering the usual
structural normal model, which in the special case where the ratio ke = 2e/2u is known,
leads to the ordinary Bayesian inference for the symmetric normal distribution considered
in Lindley and El Sayad (1968), for example. The case kx = 2x/2u known is treated in
[11]. Notice that there is no loss of generality in considering location zero and scale 1, for
the prior of ei , ui and xi , as long as they are considered known. We conjecture that the
above invariance result holds also in more general situations, such as when dependent skew
normal priors are considered for ei , ui and xi , i = 1, . . . , n.
4. An EM-type algorithm
A direct maximization of the likelihood (2.12) may sometimes poses problems since it
depends on terms like 1(w)/1(w), which causes computational problems for w negative
and moderate (w < −37, for example). Further, the approach seems not too robust with re-
spect to starting values, that is, unless good starting values are used, the direct maximization
approach may not converge.
Using the notation Zi = (yi, Xi)T for the observed data and ri = (ei, ui)T for the
random errors, the model that we are considering in this section can be speciﬁed as
Zi = a1 + b1xi + ri , (4.1)
with the assumptions that
xi
iid∼ SN1(x, 2x, x), ri iid∼ N2(0,1), (4.2)
i = 1, . . . , n, all independent, where
a1 = (, 0)T , b1 = (, 1), 1 = diag(2e, 2u).
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Since xi = x + xvxi, where vxi = (xi − x)/x, the ﬁrst assumption in (4.2) implies
that vxi
iid∼ SN1(x), i = 1, . . . , n, which jointly with (1.6) imply that vxi = x |v0i | +
(1− 2x)1/2v1i , so that
xi = x + xx |v0i | + x(1− 2x)1/2v1i , (4.3)
i = 1, . . . , n, where v0i and v1i are iid N1(0, 1) random variables and x = x/(1 +
2x)
1/2.Moreover, the independence between xi and (ei, ui), i = 1, . . . , n imply that vi =
(v0i , v1i )T and ri = (ei, ui)T , i = 1, . . . , n, are all independent. Hence, replacing (4.3) in
(4.1) we have that
Zi = + xxb1txi + rxi, (4.4)
where  = (+x, x)T is the mean vector under the usual structural normal model, and
txi = |v0i |, rxi = ri + x(1− 2x)1/2b1v1i ,
which by (4.2) are such that
rxi
iid∼ N2(0,1 + 2x(1− 2x)b1bT1 ), txi iid∼ HN1(0, 1), (4.5)
i = 1, . . . , n, all independent, where HN1(0, 1) denotes the standardized univariate half-
normal distribution.Thus, the results obtained in (4.4) and (4.5) imply that themodel deﬁned
by (4.1)–(4.2) can be speciﬁed as
Zi |txi ind∼ N2(+ bxtxi ,x) and txi iid∼ HN1(0, 1), (4.6)
i = 1, . . . , n, where
bx = xxb1, x = 1 + 2x(1− 2x)b1bT1 = − bxbTx (4.7)
and  = 1 + 2xb1bT1 is the covariance matrix under the usual structural normal model.
We call attention to the fact that the joint distribution of Zi and txi that follows from
(4.6) is not normal, which yields in particular the marginal density given by (2.11) for the
observed vector Zi . In order to implement the two steeps of the EM-algorithm to obtain
maximum likelihood estimates for  = (, , x, 2x, 2e, 2u)T and x from the unobserved
(complete) likelihood that follows from (4.6), where we are considering the (latent) random
variables txi , i = 1, . . . , n, as themissing quantities, we need some additional results which
are presented next.
Proposition 3. Under (4.6) it follows that the complete log-likelihood associated with
(zTi , txi), i = 1, . . . , n, can be written as
lc(, x) ∝ −n2 log |x | −
1
2
n∑
i=1
(zi − )T−1(zi − )
− 1
22x
n∑
i=1
(txi − xi)2, (4.8)
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where
xi =
bTx−1x (zi − )
1+ bTx−1x bx
and 2x =
1
1+ bTx−1x bx
, (4.9)
with bx and x as deﬁned in (4.7).
Proof. In fact, (4.6) imply that the joint density of Zi and txi is
f (zi , txi |, x) = 22(zi |+ bxtxi ,x)1(txi)I {txi > 0},
i = 1, . . . , n so that by independence
lc(, x) =
n∑
i=1
log{22(zi |+ bxtxi ,x)1(txi)},
where, using (4.7) we have after some simple algebraic manipulations that
2(zi |+ bxtxi ,x)1(txi) = 2(zi |,)1(txi |xi, 2x), (4.10)
i = 1, . . . , n, from where the proof follows. 
It follows from (4.8) that to implement theE (or expectation) step is necessary to compute
the following conditional moments of txi given Zi = zi :
E[tkxi |, x, zi] =
∫ ∞
−∞
tkxif (txi |, x, zi ) dtxi , (4.11)
k = 1, 2, i = 1, . . . , n, where f (txi |, x, zi ) denotes the conditional density of txi given
Zi = zi . In order to obtain these conditional moments, we consider ﬁrst the following
lemma (see [17], Section 10.1) .
Lemma 3. Let X ∼ N(, 2). Then, for any real constant a it follows that
E[X|X > a] = +
1
(
a−

)
1− 1
(
a−

) ,
E[X2|X > a] = 2 + 2 +
1
(
a−

)
1− 1
(
a−

) (+ a).
Proposition 4. Lets consider Z|tx∼N2( + bxtx,x) and tx∼HN1(0, 1), where bx and
x are given in (4.7). Then,
E[tkx |, x, z] = E[Xk|X > 0],
where X ∼ N1(x, 2x), with x and 2x given by (4.9). In particular,
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E[tx |, x, z] = x +
1
(
x
x
)
1
(
x
x
) x (4.12)
and
E[t2x |, x, z] = 2x + 2x +
1
(
x
x
)
1
(
x
x
) xx. (4.13)
Proof. We note ﬁrst that (4.11) can be rewritten as
E[tkx |, x, z] =
1
fZ(z|, x)
∫ ∞
−∞
tkx f (z, tx |, x) dtx, (4.14)
where from (2.11) and the fact that
x
x
= 	x
xbT1
−1(z− )√
1+ 2xbT1−11 b1
,
the marginal density of Z is
fZ(z|, x) = 22(z|,)1
(
x
x
)
and by (4.10) the density of (ZT , tx) can be rewritten as
f (z, tx |, x) = 22(z|,)1(tx |x, 2x)I {tx > 0}.
Replacing now this last expression in (4.14), it follows that
E[tkx |, x, z] =
1
1
(
x
x
) ∫ ∞
0
tkx1(tx |x, 2x) dtx = E[Xk|X > 0],
where X∼N1(x, 2x) and 1
(
x
x
)
= P(X > 0). Hence, (4.12) and (4.13) follow from
Lemma 3 with a = 0 and  and 2 replaced by x and 2x, respectively, which concludes
the proof. 
The EM algorithm operates as follows. Given starting values ((0), (0)x ), compute t̂ kxi =
E[tkxi |(0), (0)x , zi], k = 1, 2, i = 1, . . . , n, by using (4.13) and (4.14), respectively. Re-
place the missing values tkxi by t̂
k
xi , k = 1, 2, i = 1, . . . , n, in the complete log-likelihood
(4.8), andmaximize it with respect to (, x).This maximization step has to proceed numer-
ically, being most easily accomplished by using Matlab, for example, and does not pose the
same difﬁculties as is the case with a direct maximization of the observed likelihood (2.12).
Further, the approach seems somewhat robust with respect to starting values. It may take
more computing time but eventually will lead to the maximum of the observed likelihood.
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Table 1
Results of simulation study
n x   
2
e 
2
u 
2
x x N.C.
30 5.5629 0.8488 2.0267 0.9789 0.8710 0.7927 1.3778 17.5%
S.V. 0.5083 6.1461 1.0543 0.4679 0.3328 0.9292 3.7520
50 5.5598 0.8665 2.1591 0.9846 0.9065 0.8960 1.3448 11.0%
S.V. 0.4075 5.8091 1.0015 0.4610 0.3163 0.7152 3.7707
100 5.611 1.0477 1.9929 1.0002 0.9336 0.9274 1.2036 10%
S.V. 0.3652 3.1669 0.5477 0.2719 0.2095 0.6007 4.5251
5. A simulation study
In this section we present results of a small scale simulation study to demonstrate the
usefulness of the approach developed in Section 2 in studying linear measurement error
models where the distribution of (e, u, x) follows the skew normal distribution in (1.5).
For samples sizes n = 30, 50 and 100, 1000 samples were generated according to the
measurement error model in (2.1)–(2.4), with e = u = 0, x = 3, x = 5,  = 1,
 = 2 and e = u = x = 1. For each generated sample, maximum likelihood estimators
of all parameters were computed by using the EM algorithm described in Section 4. The
mean values and sample (empirical) variances (S.V.) corresponding to each parameter for
the 1000 generated samples and each sample size are presented in Table 1. The mean value
corresponding to the naive (least square estimator) is 0.5987, clearly indicating strong
attenuation. Indeed, it seems that the attenuation factor is greater than the usual kx , under
normality. N.C. indicates percentages of samples with ˆx = ∞.
6. An application
In this section we consider a likelihood analysis of a part of the AIS data set (available
for download at (http://stat.umidp.it/SN/index.html) considering a linear measurement error
model relating SSF and bfat (Fig. 1). We deﬁne the model
SSFi = + bf ati + ei,
i = 1, . . . , 202, where bf ati is the body fat percentage of the ith individual in the sample,
SSFi is the sum of skin folds and ei
iid∼ N(0, 2e). We assume that bfat is measured with
error according to the equation
Bf ati = bf tai + ui,
with Bf ati being an unbiased estimate of the true (unobserved) bf ati , i = 1, . . . , n. A
simple plot of the histogram of the observed Bf ati clearly indicates its asymmetric nature
so that we consider
bf ati
iid∼SN(x, 2x, x).
Table 2 reports some iterations of the algorithm illustrating the observed likelihood in-
crease at each iteration. Likelihood (2.12) for the above data set can also be maximized
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Fig. 1. (a) Least squares line for Bfat vs SSF. (b) Histogram for Bfat.
Table 2
Convergence of the EM algorithm
iter. x   x !()
1 13.5074 −4.5841 5.4493 0.5769 −1167.2029
50 6.4540 −4.7712 5.4631 10.0786 −1108.5309
100 6.3153 −4.7760 5.4635 19.2492 −1105.2091
200 6.2557 −4.7712 5.4631 34.2548 −1103.7607
300 6.2367 −4.7704 5.4630 41.9238 −1103.5767
400 6.2304 −4.7767 5.4635 44.8501 −1103.5531
461 6.2282 −4.7731 5.4632 45.5745 −1103.5498
462 6.2284 −4.7751 5.4634 45.5817 −1103.5497
463 6.2284 −4.7751 5.4634 45.5820 −1103.5497
directly by using Matlab, for example. However, it not simple to get convergence unless
good starting values are considered. Using the estimated values obtained by using the EM
as starting values for this procedure, exactly the same values were obtained.
The naive (least squares estimator) of  is ˆLS = 5.0400, which is about 10% smaller than
the maximum likelihood estimator, thus indicating clear attenuation due to measurement
error.
7. Final conclusions
In the paper, we obtain the likelihood function for the simple linear structural measure-
ment error model with the distribution of the random quantities belonging to the family of
the skew-normal distributions. The likelihood is obtained by integrating out the unobserved
x. We believe that this is the ﬁrst attempt in working in such general distributional structure
for models with measurement errors and that the approach used in the paper can be used
in treating more general models which will be the subject of incoming papers. Further, as
demonstrated in the simulation study and application, the maximum likelihood approach
can be implemented using existing statistical software such as Ox,Matlab, andmany others.
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If it is suspected that the asymmetry parameters are close to zero, additional assumptions on
variances should be incorporated into the model for making it identiﬁable. Additional work
on moments estimators using information on asymmetry on X and y (incorporating third
moment information) is called for. We also discuss conditions under which the Bayesian
inference derived under the symmetric normal model situation is robust in the more general
structure of the asymmetric normal measurement error model. Finally, we want to mention
that there is no difﬁculty in extending the approach considered in this paper to the situation
where yi = + zTi z+ xi+ ei, with the additional covariates zi , i = 1, . . . , n, measured
without error.
Acknowledgments
Authors thank referees for helpful comments and suggestions. Partial ﬁnancial support
from CNPq-Brazil and Fondecyt Grant No. 1040865 is acknowledged.
References
[1] R.B.Arellano-Valle, H.Bolfarine, Elliptical structuralmodels, Comm. Statist. TheoryMethods 25 (10) (1996)
2319–2342.
[2] R.B. Arellano-Valle, H. Bolfarine, L. Gasco, Measurement error models with nonconstant covariance
matrices, J. Multivariate Anal. 82 (2002) 395–415.
[3] R.Arellano-Valle, H. Bolfarine, F.Vilca-Labra, Ultrastructural elliptical models, The Canad. J. Statist. 24 (2)
(1996) 207–216.
[4] R.B.Arellano-Valle, G. del Pino, E. SanMartin, Deﬁnition and probabilistic properties of skew distributions,
Statist. Probab. Lett. 58 (2002) 111–121.
[5] R.B. Arellano-Valle, M.G. Genton, Fundamental skew distributions, J. Multivariate Anal., 2005, to appear.
[6] A. Azzalini, A class of distributions which includes the normal ones, Scand. J. Statist. 12 (1985) 171–178.
[7] A. Azzalini, Further results on a class of distributions which includes the normal ones, Statistics 44 (1986)
199–208.
[8] A.Azzalini,A. Capitanio, Statistical applications of themultivariate skew normal distributions, J. Roy. Statist.
Soc. 61 (1999) 579–602.
[9] A. Azzalini, A. Dalla-Valle, The multivariate skew-normal distribution, Biometrika 83 (1996) 715–726.
[10] H. Bolfarine, R.B. Arellano-Valle, Weak nondifferential measurement error models, Statist. Probab. Lett. 40
(1998) 279–287.
[11] H. Bolfarine, L. Cordani, Estimation of structural linear regress model with a known ratio, Ann. Inst. Statist.
Math. 45 (3) (1993) 531–540.
[12] M. Branco, D. Dey,A general class of multivariate skew-elliptical distribution, J.MultivariateAnal. 79 (2001)
93–113.
[13] W. Fuller, Measurement Error Models, Wiley, NewYork, 1987.
[14] M.G. Genton, L. He, X. Liu, Moments of skew-normal random vectors and their quadratic forms, Statist.
Probab. Lett. 51 (2001) 319–325.
[15] M.G. Genton, N. Loperﬁdo, Generalized skew-elliptical distributions and their quadratic forms, Ann. Inst.
Statist. Math., to appear.
[16] N. Henze, A probabilistic representation of the ‘skew-normal’ distribution, Scand. J. Statist. 13 (1986)
271–275.
[17] N. Johnson, S. Kotz, N. Balakrishnan, Continuous Univariate Distributions, vol. 1, Wiley, NewYork, 1994.
[18] D.V. Lindley, G. El-Sayad, The Bayesian estimation of a linear functional relationship, J. Roy. Statist. Soc.
B 30 (1968) 190–202.
