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En este artı´culo presentamos una modelizacio´n para la matriculacio´n de
vehı´culos en paı´ses de Europa mediante un proceso de Poisson Doblemente
Estoca´stico con media aleatoria Normal truncada. Apoya´ndonos en traba-
jos previos acerca de este proceso, se amplı´a el estudio de caracterı´sticas
de e´ste. Ası´mismo, se hace una prediccio´n de este proceso para los an˜os
2000 y 2001.
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1. INTRODUCCI ´ON
El nu´mero de vehı´culos turismo matriculados constituye uno de los indicadores ma´s re-
presentativos de la actividad econo´mica de un paı´s. Numerosos trabajos se han centrado
en modelizar dicho proceso y tratar de predecir su evolucio´n a lo largo del tiempo. Ası´,
por ejemplo, Garcı´a-Ferrer y Queralt (1998), desarollan un modelo predictivo de varias
series de indicadores econo´micos espan˜oles, entre ellos el nu´mero de matriculaciones,
utilizando modelos de componentes no observadas con para´metros variables.
Dado que la matriculacio´n de automo´viles constituye un claro ejemplo de proceso de
recuento de tipo Poissoniano, en el presente trabajo presentamos la aplicacio´n de me-
todologı´a original para modelizar dicho feno´meno en los paı´ses europeos, en la que
se considera el para´metro del proceso como un te´rmino aleatorio que debe igualmente
modelizarse a partir de las trayectorias muestrales. De hecho, el proceso de Poisson es
insufiente en multitud de casos debido al cara´cter determinı´stico de su funcio´n de in-
tensidad. El proceso de Poisson Doblemente Estoca´stico (PPDE) es una generalizacio´n
del proceso de Poisson introducida por Cox (1955).
El trabajo que presentamos trata un caso particular de PPDE, aque´l cuya media es una
Normal truncada en cada instante de tiempo. Esta´ principalmente enfocado a la amplia-
cio´n del estudio de caracterı´sticas de ese caso particular de PPDE y a su aplicacio´n al
caso real de proceso puntual que hemos comentado.
Ma´s concretamente, en la Seccio´n 2 se hace un resumen teo´rico del PPDE recordando
aquellas caracterı´sticas que ma´s adelante se necesitara´n. Se particulariza el caso en el
que la media sea una Normal truncada en cada instante de tiempo, esquematizando los
ca´lculos que conducen a la expresio´n explı´cita de la esperanza y varianza de este tipo
de PPDE.
En la Seccio´n 3, se muestra un me´todo de prediccio´n del PPDE con Normal truncada
en el futuro. El me´todo esta´ basado en la modelizacio´n de la funcio´n parame´trica del
proceso puntual y su estimacio´n para un momento futuro. En la u´ltima seccio´n, se aplica
lo presentado en las secciones anteriores al caso real del proceso puntual nu´mero de
automo´viles demandados en Europa. Se muestran los resultados de cada uno de los
pasos del me´todo de prediccio´n y se finaliza dando una prediccio´n del proceso para el
an˜o 2000, que se compara con el dato muestral para ese an˜o, y una prediccio´n para el
an˜o 2001.
2. PPDE CON MEDIA ALEATORIA NORMAL
Intuitivamente, un PPDE es un proceso de recuento de Poisson cuya intensidad viene
dada en cada instante por un proceso externo al proceso puntual en estudio. Notare-
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mos al PPDE como  N t : t  t0   donde N t indica el nu´mero de sucesos ocurridos
desde t0 hasta t. Ma´s concretamente, sea  x t : t  t0 un proceso continuo a la iz-
quierda, entonces se dice que el proceso de recuento  N t : t  t 0 es un proceso de
Poisson doblemente estoca´stico con proceso de intensidad  λ t x t : t  t 0, si para
cada trayectoria de  x t : t  t0 , N  es un proceso de Poisson con funcio´n de in-
tensidad  λ t x t : t  t0. Es decir, si  N t : t  t0 condicionado a  x t : t  t0
es un proceso de Poisson con funcio´n de intensidad  λ t x t : t  t 0. Al proceso
 x t : t  t0 se le denomina proceso informacio´n. El PPDE ha sido ampliamente es-
tudiado por Daley and Vere-Jones (1988), Snyder and Miller (1991), Valderrama et al.
(1995), entre otros.
Mediante el me´todo de condicionamiento, se tiene como principal estadı´stico de re-
cuento que la probabilidad de que el nu´mero de puntos o sucesos que ocurran en t 0  t
sea n es igual a:







 G n Λ  1





λ σ x σdσEN tx σ : t0   σ t y G n Λ  s es la derivada n-e´sima
de la funcio´n generatriz de momentos (que supondremos existe) de Λ t x t
Usando nuevamente el me´todo de condicionamiento, la funcio´n caracterı´stica de un































donde MΛ iu es la funcio´n caracterı´stica de Λ t x t
Aunque se tenga esta expresio´n de la funcio´n caracterı´stica, su evaluacio´n no es siempre
posible. Sı´ que a partir de ella resulta fa´cil observar que
EN tx σ : t0   σ t  EΛ t x t
VarN tx σ : t0   σ t VarΛ t x tEΛ t x t
Despue´s de haber trabajado con distintos procesos de recuento (ej. nu´mero de hipote-
cas, nu´mero de efectos bancarios devueltos o impagados, etc.) parece que a menudo su
media podrı´a modelizarse mediante un modelo Gaussiano. Puesto que EN tx σ :
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t0   σ t Λ t x t y la funcio´n parame´trica debe ser mayor o igual que cero y cre-
ciente, para evitar problemas te´cnicos sin apartarse demasiado del modelo Gaussiano
hemos estudiado el caso de que la media, Λ t x t, se distribuya mediante una Normal
truncada en cada instante de tiempo. De hecho, ha resultado ser una acertada eleccio´n
como veremos ma´s adelante.
Si la funcio´n parame´trica se distribuye mediante una Normal truncada, que notare-
mos mediante Λ t x t NT  A t B t µ t σ t, haciendo uso de la expresio´n de
G n Λ  1 para esta distribucio´n y la ecuacio´n (1), se puede demostrar que la funcio´n
masa de probabilidad del PPDE con esa media es (Rodrı´guez Bouzas et al., 2001)
























para n  0 1 2     donde A  B  µ y σ son los para´metros de Λ t x t  todos ellos
funciones del tiempo y tal que 0  A  Λ  B  µ     σ  0 con A y B los puntos de
truncamiento inferior y superior, respectivamente.























se tiene que la funcio´n caracterı´stica del PPDE que nos ocupa es de la forma











A  eiu1σ2  ξ B  eiu1σ2
P A  ξ B
y ξ es una variable con distribucio´n N µ σ  recordando que µ y σ son funciones del
tiempo. La funcio´n C iu  t que aparece en la ecuacio´n (12) es so´lo una funcio´n del
tiempo dados unos µ y σ particulares. Observando adema´s la exponencial que aparece
en la misma expresio´n, se puede escribir abreviadamente




Tambie´n se puede interpretar la funcio´n caracterı´stica del proceso como el producto
de C iu  t por la funcio´n caracterı´stica de un proceso de Poisson  N   t; t  t0 con
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intensidad gaussiana  λ  t x t; t  t0 tal que








donde R u v es la funcio´n de covarianza de λ   t x t, ver el artı´culo de Valderrama
et al. (1995), por lo que tendrı´amos
(5) MNt  iu C iu  tMNt   iu
Ambas formas de escribir la funcio´n caracterı´stica del PPDE con media Normal trun-
cada, nos ayudan notablemente a la hora de hacer los ca´lculos para hallar la media y
varianza del proceso, que serı´an imposibles de realizar usando sus correspondientes de-
finiciones, puesto que los momentos de orden 1 y 2 de la variable ξ son ya por todos
conocidos, ası´ como los del proceso N   t calculados en el citado artı´culo.
Usando (4), tenemos que la esperanza se calcuları´a



















































































































se comprueba tambie´n que




















































P A  ξ B
Tenemos ya los ca´lculos necesarios para obtener la expresio´n de la esperanza y la va-
rianza. Aunque hemos hecho los ca´lculos para la descomposicio´n de la funcio´n carac-
terı´stica del proceso como la funcio´nC iu  t por la funcio´n caracterı´stica de ξ en e iu1 
resultarı´a igual haber tomado la segunda interpretacio´n (ecuacio´n 5) que hacı´amos an-
teriormente. Queda, por tanto, que la esperanza y la varianza de un PPDE con media
aleatoria Normal truncada son los siguientes:
(6) E N t  σ
2π
f  B f  A
PA  ξ B µ
y
Var N t (7)
σ  Aµ1 f  A  Bµ1 f  B

2πPA  ξ B 

σ  f  B f  A

2πPA  ξ B
2
σ2 µ











nuevo que A B µ y σ son todas ellas funciones del tiempo.
3. PREDICCI ´ON DEL PPDE CON MEDIA NORMAL TRUNCADA
Una vez conocidos de forma teo´rica los estadı´sticos del PPDE, esta seccio´n trata el pro-
blema de modelizar y predecir este tipo de procesos puntuales teniendo conocimiento
de r trayectorias muestrales. Se propone un me´todo de estimacio´n de la distribucio´n de
Λ t x t en un instante t1  conocido el proceso en un intervalo de tiempo pasado t 0 T  
T  t1  a partir de lo cual se puede predecir la distribucio´n del proceso puntual en ese
instante futuro. Esto nos permitira´ estudiar las caracterı´sticas del proceso en ese mismo
instante de tiempo.
El me´todo de prediccio´n de la distribucio´n del PPDE en t 1 se basa en la idea de modeli-
zar la evolucio´n de Λ t x t en el tiempo. En el primer paso del me´todo, se necesitara´
conocer la estimacio´n de la distribucio´n Normal truncada a partir de una muestra. Por
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tanto, estudiaremos la estimacio´n de sus para´metros antes de adentrarnos en el me´todo
de prediccio´n del PPDE.
El artı´culo de Mittal y Dahiya (1987) explica que los estimadores ma´ximo verosı´miles
(EMV) para los para´metros de la distribucio´n Normal truncada, N T  A B µ σ  pueden
ser infinito con probabilidad positiva. Por esta razo´n, proponen otra forma de estimar
esos para´metros, la estimacio´n modal bayesiana, usando una densidad a priori para
el para´metro 1
σ2
 En la literatura bayesiana, es comu´n usar una densidad chi-cuadrado
cuando no hay informacio´n acerca del para´metro, ası´ la densidad serı´a


























donde c2 es una funcio´n de ν En Mittal and Dahiya (1987) se propone ν  4 como
valor o´ptimo para realizar la estimacio´n.
La estimacio´n modal bayesiana da como resultado los estimadores ma´ximo verosı´miles
modificados (EMVM). En el artı´culo citado, se prueba que los EMVM existen con
probabilidad uno y notablemente mejores que los EMV. Estos estimadores modificados
se desarrollan en la siguiente proposicio´n.
Proposicio´n 1. Sea Λ una variable aleatoria distribuida segu´n una Normal truncada,
NT  A B µ σ  con µ y σ desconocidos.
Entonces, los EMVM de la distribucio´n Normal truncada verifican el siguiente sistema













































































donde Λ y S son la media y la desviacio´n tı´pica muestrales, respectivamente, y r el
taman˜o muestral.
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En esta proposicio´n, se han dado estimadores para µ y σ pero no para A ni B No existe
en la literatura solucio´n para la estimacio´n de todos los para´metros de una distribucio´n
Normal truncada, siempre se suponen conocidos los lı´mites de truncamiento. Nosotros
proponemos escoger A y B como el mı´nimo y ma´ximo de los valores de la muestra,
de esta forma se hara´ en la aplicacio´n. Se ha implementado la resolucio´n del sistema
de ecuaciones no lineales para la estimacio´n de µ y σ (ecuacio´n 8) usando el me´todo
de Newton-Raphson para su utilizacio´n en distintas aplicaciones como la presentada en
este trabajo.
El me´todo de prediccio´n del PPDE en un instante de tiempo futuro que en este trabajo
vamos a utilizar para la modelizacio´n y prediccio´n del nu´mero de vehı´culos matricu-
lados en paı´ses europeos puede ya exponerse de forma abreviada en los siguientes tres
pasos.
1. Estimar los para´metros de la distribucio´n Normal truncada perteneciente a la media
del PPDE para cada t  t0 T    aplicando la implementacio´n de la estimacio´n de
para´metros de la Normal truncada mencionada anteriormente.
2. Comprobar, para cada t  t0 T , que la media del proceso puntual se modeliza ade-
cuadamente por la Normal truncada encontrada en el primer paso. Para ello ha sido
tambie´n implementado el test de Kolmogorov-Smirnov para la bondad de ajuste de
la distribucio´n Normal truncada.
3. Una vez aceptado, que Λ t x t es una particular Normal truncada para cada t 
t0 T , tenemos entonces unos valores diferentes para A B µ and σ para cada t. Se
estudia ahora co´mo esos para´metros evolucionan en el tiempo estableciendo las fun-
ciones A t B t µ t y σ t. Con el conocimiento de estas funciones se puede ex-
trapolar los para´metros de NT  A t1 B t1 µ t1 σ t1, que es la distribucio´n de
Λ t1 x t1. Esta prediccio´n de Λ t1 x t1 nos permite calcular la distribucio´n del
propio PPDE, ası´ como sus caracterı´sticas en ese instante.
Los tres pasos del me´todo de prediccio´n del PPDE han sido implementados en note-
books de Mathematica 3.0, el cual usa el me´todo gaussiano adaptativo para calcular
nume´ricamente las integrales que aparecen en la funcio´n de densidad de Λ t x t, el
estadı´stico de recuento del PPDE, el sistema de ecuaciones no lineales, etc.
4. MODELIZACI ´ON DEL N ´UMERO DE MATRICULACIONES EN PA´ISES
EUROPEOS
Como ya adelantamos anteriormente, vamos a modelizar el proceso puntual real nu´mero
de matriculaciones en paı´ses europeos usando como modelo el PPDE con media aleato-
ria un Normal truncada. Poseemos los datos del nu´mero de matriculaciones en diecise´is
paı´ses europeos desde 1979 a 1999, pero para que e´stos sean comparables trabajaremos
con ese nu´mero de matriculaciones por cada 10000 habitantes.
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Tabla 1. N.o medio de matriculaciones acumuladas de 1979 a 1999 en Espan˜a.
1979 1980 1981 1982 1983 1984 1985
13 9 26 8 37 9 49 7 61 8 73 1 85 5
1986 1987 1988 1989 1990 1991 1992
100 4 120 2 143 6 168 3 189 8 209 4 230 8
1993 1994 1995 1996 1997 1998 1999
247 2 267 3 285 7 306 2 329 3 356 4 388 1
Tabla 2. Normales truncadas estimadas para los 21 an˜os y sus estadı´sticos experimentales de
K-S.
Λ en el an˜o Distribucio´n D15
1979 NT  8 335 922 77 5 0 095
1980 NT  11 970 143 915 3 0 081
1981 NT  16 6100 765 322 7 0 102
1982 NT  24 4131 387 429 6 0 079
1983 NT  30 7161 6111 037 5 0 078
1984 NT  37 9192 7133 244 3 0 073
1985 NT  47 0224 6158 651 8 0 088
1986 NT  55 1258 8186 861 2 0 082
1987 NT  61 2294 3214 370 6 0 094
1988 NT  67 6514 8235 293 7 0 135
1989 NT  76 2544 4260 9100 6 0 132
1990 NT  86 9578 4285 5107 9 0 131
1991 NT  101 3611 7307 8114 3 0 122
1992 NT  117 9645 1330 1120 7 0 130
1993 NT  130 4669 6349 3126 2 0 135
1994 NT  139 9693 7371 5132 3 0 137
1995 NT  150 7717 5393 9138 1 0 156
1996 NT  162 4742 8419 4144 3 0 154
1997 NT  175 6778 2446 0150 2 0 138
1998 NT  190 1812 5474 9156 8 0 137
1999 NT  211 1846 8504 2161 8 0 147
Fa´cilmente se calcula a partir de los datos las medias acumuladas por an˜o para ca-
da paı´s, es decir Λ 1979      Λ 1999  con lo que preparamos los datos para realizar
el primer paso del me´todo de prediccio´n. Los paı´ses estudiados han sido Alemania,
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Austria, Be´lgica, Checoslovaquia, Dinamarca, Espan˜a, Finlandia, Francia, Grecia, Ho-
landa, Irlanda, Italia, Luxemburgo, Noruega, Gran Bretan˜a y Suecia. Mostramos como
ejemplo en la Tabla 1 las medias acumuladas para Espan˜a desde 1979 a 1999.
Tomando los valores de las medias acumuladas de todos los paı´ses en un cierto an˜o, t,
tenemos una muestra de 16 datos de Λ t x t  que intentaremos modelizar mediante
una Normal truncada que estimamos mediante la implementacio´n de la resolucio´n de
las ecuaciones de los EMVM (ecuacio´n 8). La Tabla 2 muestra las Normales truncadas
estimadas, NT  A B µ σ, para cada uno de los veintiu´n an˜os.
Una vez concluido el primer paso del me´todo propuesto en la seccio´n anterior, cada
una de estas distribuciones ha sido contrastada mediante el test de bondad de ajuste de
Kolmogorov-Smirnov segu´n el segundo de los pasos. Todas ellas daban un buen ajuste
a los datos muestrales por lo que se han aceptado como estimadoras de las distribucio-
nes de cada Λ t x t  t  t0 T . El estadı´stico experimental del test de Kolmogorov-
Smirnov (Dr) para cada Normal truncada puede tambie´n observarse en la Tabla 2. Puede
comprobarse que todos los estadı´sticos experimentales son menores que el valor crı´tico,
0338, para α 005
Una vez estimadas todas las Normales truncadas, tenemos veintiu´n valores «obser-
vados» de las cuatro funciones del tiempo, A t B t µ t y σ t  para´metros de la
distribucio´n de la media del PPDE Para completar el tercer paso del me´todo se ha-
ce una regresio´n para cada una de esas funciones sobre los datos que nos han pro-
porcionado las Normales truncadas encontraremos la expresio´n general de la media,
Λ t x t NT  A t B t µ t σ t Las regresiones ma´s adecuadas para los cuatro



























Figura 1. Regresio´n del para´metro A  R2  0 9972 
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Figura 2. Regresio´n del para´metro B  R2  0 9948 
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Figura 4. Regresio´n del para´metro σ  R2  0 9992.
A partir del conocimiento de las funciones para´metro (9) de la Normal truncada general,
se puede extrapolar a un instante futuro. Por ejemplo, se tiene que el PPDE en el an˜o
2000 tiene una media que se distribuye mediante la Normal truncada, N T  2297 8754 
5104 1873 Teniendo en cuenta las ecuaciones (13) y (14) se obtiene tambie´n que la
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esperanza del PPDE en el an˜o 2000 y su varianza son
EN 2000  52489 y VarN 2000  233767
Mediante la desigualdad de Chebyschev podemos decir que la probabilidad de que el
nu´mero de matriculaciones en un paı´s Europeo este´ en el intervalo 219102 830678
es menor o igual que 0.75. Puesto que el nu´mero medio acumulado de matriculaciones
hasta 1999 fue de 48136 y la EN 2000  52489  el nu´mero de matriculaciones en
el an˜o 2000 puede estimarse en aproximadamente 4353.
Utilizando los datos disponibles para el an˜o 2000, hemos calculado el valor muestral
del nu´mero medio de matriculaciones hasta el 2000, resultando ser 54092 Dado que
el valor de la desviacio´n tı´pica que obtenı´amos mediante el me´todo de prediccio´n para
el PPDE en el 2000 era 15289, consideramos que la estimacio´n obtenida de la media
(52489) es muy precisa. Debido a esto y al hecho de que las regresiones (ecuacio´n 9)
son tan buenas y suaves podemos extender la prediccio´n al an˜o 2001. La distribucio´n
de Λ 2001 es la Normal truncada NT  2474 9207 5344 19704  y a partir de ella y
la ecuaciones (13) y (14) se obtiene que
EN 2001  55184 y VarN 2001  254951
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ENGLISH SUMMARY
A POISSONIAN MODEL TO FORECAST






In this paper, we present a methodology to model the number of domestic
car registrations in European countries by a doubly stochastic Poisson pro-
cess which mean is a truncated Normal variable. On the basis of previous
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The number of domestic passenger car registrations is one of the most representative in-
dicators of a country economic activity. This paper presents an original methodology to
model this indicator in european countries. The statistical model is a doubly stochastic
Poisson process (DSPP) that is a Poisson process in which the parameter is conside-
red to be random. We study the particular case where its mean is a truncated Normal
distribution in each instant of time. We also show a forecasting method for this process.
We will note the DSPP as  N t; t  t0, where N t is the number of ocurrences from t0
to t.  N t; t  t0 is called a DSPP with intensity  λ t x t; t  t0where  x t; t  t0
is an external process iff for any sample path of x , N  is a Poisson process with
intensity λ 
Using the conditioning method, it is obtained the probability mass function:
(10) PN t  n  E  PN t  nx σ : t0   σ t G n Λ  1




λ σ x σdσ and G n Λ  s is the nth derivative of the moment generating function
ofΛ  Using again the conditioning method, the characteristic function of N  results









where MΛ iu is the characteristic function of Λ  The evaluation of MNt  iu is ha-
bitually difficult if not imposible.
Studying different examples of counting processes, it usually seems that their means
could be modeled by a Gaussian model but as Λ  has to be a non-decreasing func-
tion equal or greater than zero, we have considered a truncated Normal variable for
each instant of time. We will note that Λ  is distributed as a truncated Normal like
Λ t x t NT  A t B t µ t σ t In this case, equation (10) becomes
























for n  0 1 2     and A B µ and σ are the parameters of Λ , all of them functions of
time with 0 A  Λ B, µ    and σ 0.









A  eiu1σ2  ξ B  eiu1σ2
P A  ξ B
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where ξ N µ σ, µ and σ functions of time. This interpretation of M Nt  iu allows
us to calculate the mean and variance of the process. Due to (12) and after some mani-
pulations, we have that
E N t  E Λ t  σ
2π
f  B f  A
PA  ξ B µ(13)
Var N t 
σ  Aµ1 f  A  Bµ1 f  B

2πPA  ξ B 

σ  f  B f  A

2πPA  ξ B
2
σ2 µ(14)






In this paper, we propose a method for estimating N  in t 1, known r sample paths of
the counting process in t0 T   T  t1
The forecasting method can be exposed now in these three steps:
1. Estimate the truncated Normal distributions of the means of the DSPP for each t 
t0 T  using the modified maximum likelihood estimators.
2. Prove, for each t  t0 T  , the truncated Normal estimated in Step 1 fits the data by
a Kolmogorov-Smirnov test.
3. Once accepted all the truncated Normals in Step 2, it should be studied the evolution
in time of A, B µ and σ  stablishing the functions A t  B t  µ t and σ t. These
functions are used to forecast Λ t1 x t1 and so, N t1
The model studied has been applied to the number of domestic passenger car regis-
trations per 10000 inhabitants in sixteen european countries from 1979 to 1999. The
countries are Germany, Austria, Belgium, Checoslovaquia, Denmark, Spain, Finland,
France, Greece, Holland, Ireland, Italy, Luxemburg, France, Great Britain and Sweede.
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