where the norm is the uniform norm, and Π ψ is the space of algebraic polynomials of degree not exceeding n. In the case k = 1, Lorentz and Zeller [4] and Lorentz [5] DeVore [2, 3] has given a much simpler proof of the k -1 results. The results of this paper are obtained with similar arguments.
NOTATION. Throughout C lf C 2 , ••• denote positive constants depending on k, but not depending on /, x or n ^ k. Whenever it causes no confusion, || H^ denotes || H^,^' and ω(e, ) denotes A function with nonnegative kth difference on [a, b] we will apply appropriate polynomial convolution operators (see Lemma 2) .
where h e C[ -1/4,1/4] cmώ 
and
(5) follows immediately. (10) and the definition of λ imply (6), (7) follow from (11) on estimating the derivatives of the Taylor polynomials extending L n (f) to the larger interval.
so by (4); (12); (6), (7); and the manner in which L n (f) was extended A similar result holds on [-1/4, -a]; (8) follows.
To prove (9). Note that (8) (10) to (6), (7); lead from
where (14) al
Substituting into (13), (14) we find
Since for this particular operator
and L n (f,x)' is continued outside ' [-α, α] by adjoining the Taylor polynomials of degree k -1, corresponding to /', at either end point; reasoning, similar to that yielding (8), implies (4) and (15) 
K' -T)
We now know how well L n (f) approximates /, and concern ourselves with how well L n (f) may be approximated by convolutions with positive polynomials. Proof Let λ fc = λ fc+1 ==...== % α^ = 1/2. For n ^ 2fc, let
where P zn is the Legendre polynomial of degree 2n and ίc lτ2Λ , , x n>2n are its positive zeros in increasing order. c n is a normalizing constant for (16). Define the remaining λ w 's with the relation Observe firstly that a theorem of Bruns (see e.g., DeVore [2, p. 20 (24) and (25) imply
which together with the normalization of the P n , the definition of the λ n , and (22) implies (17) follows by means of Markov's inequality. It remains to show the order of approximation results. We cannot use the standard quantitative Korovkin theorem as at least not in general. However a related method is applicable.
Again let n ^ 2k. t 2k X 4n _ 4k (t) is a polynomial of degree in -2k.
where the Ajtfίn) are the weights of the Gaussian quadrature formula, exact for polynomials of degree 4n -1, with nodes at the zeros of the Legendre polynomial of degree 2n. Since \ n -ik has zeros at Since also X in -^ has a local maximum on [-^+ 1 , 2w , % + i, 2ί J at zero, and Szego [6, p. 350] £-£-(1 + 0(1)) « = 1, ..-,*), (22) , (25) and the definition of the X n imply
(26) and (17) may be used to estimate certain quantities involving Lί. All the estimates are uniform in \x\ ^ 1/4.
and applying (26)
where we have used the Schwartz inequality, (16) 
