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Abstract 
Recently, underwater acoustic sensor networks (UASNs) have been proposed to explore 
underwater environments for scientific, commercial and military purposes. But high 
transmission losses, packet drops, propagation delays, limited bandwidth allocation these 
restricted metric in underwater propagation environments build realization of r energy-
efficient communication a hassle some task for UASNs. The extremely dynamic nature of 
UWA links demand adaptation, scalable and efficient routing schemes for UASNs. Depth-
based routing has attracted a lot of attention as a result of it will work expeditiously while 
not the necessity for full-dimensional location info of sensors. However, it suffers from the 
issues of void region and detouring forwardingThis project proposes a distance vector based 
opportunistic routing (DVOR) scheme to address these problems. DVOR uses a query 
mechanism to determine the gap vectors for underwater acoustic nodes which record the 
littlest hop counts towards the sink. Then, an opportunistic routing is developed to coordinate 
the packet forwarding based on the distance vectors. DVOR has a low signaling overhead in 
opportunistic forwarding, as well as the ability to avoid the problems of void region and long 
detour. Simulation results show that DVOR outperforms the existing routing protocols in 
terms of packet delivery ratio, energy-efficiency and average end-to-end delay. 
 
Keywords: Distance vector, internet of underwater things, opportunistic routing, packet 
delivery ratio, underwater acoustic sensor networks  
 
INTRODUCTION 
Ocean bottom device nodes are deemed to 
modify applications for oceanographic 
information assortment, pollution 
observance, offshore exploration, disaster 
hindrance, power-assisted navigation and 
military science police investigation 
applications. Multiple Unmanned or 
Autonomous Underwater Vehicles (UUVs, 
AUVs), equipped with underwater sensors, 
will also find application in exploration of 
natural undersea resources and gathering 
of scientific data in collaborative 
monitoring missions. To make these 
applications viable, there's a desire to alter 
underwater communications among 
underwater devices. Underwater device 
nodes and vehicles should possess self-
configuration capabilities, i.e., they have to 
be able to coordinate their operation by 
exchanging configuration, location and 
movement info and to relay monitored 
information to an onshore station. 
 
Wireless underwater acoustic networking 
is that the sanctioning technology for these 
applications. Under Water Acoustic 
detector Networks (UWASN) comprises a 
variable variety of sensors and vehicles 
that square measure deployed to perform 
cooperative observance tasks over a given 
space. 
To achieve this objective, sensors and 
vehicles self-organize in an autonomous 
network which might adapt to the 
characteristics of the ocean atmosphere
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Figure 1: Underwater acoustic sensor networks. 
 
Opportunistic routing (OR) has been 
developed to improve delivery ratio and 
throughput over lossy links in wireless 
multihop networks. OR exploits the 
broadcast nature of wireless channels and 
any path routing to realize spatial diversity 
at the receivers, to mitigate packet losses. 
In addition to the applications in wireless 
networks, OR has also been adopted in 
UASNs to overcome the high bit error 
rate. Unlike traditional routing protocols, 
which are mainly designed based on the 
method that the sensor nodes forward 
packets by looking up the predefined 
routing table, OR protocols choose a group 
of forwarding candidates from 
neighbouring nodes to relay data-packets 
to the destination. Thus the data packets 
can be successfully delivered to the sink 
with high probability. 
 
We observe that traditional OR protocols 
require many signalling exchanges among 
the sensor nodes in selecting the relay 
candidate set, selecting the forwarders, as 
well as coordinating the opportunistic 
forwarding. The DBR protocol is able to 
reduce the signalling overhead, because 
the forwarding strategy can be 
implemented simply at each node by 
comparing its depth with the depth of its 
upstream node to determine whether or not 
the packet should be further forwarded. 
However, void region is inevitable in 
DBR. Thus, extra overhead has to be 
introduced to deal with the problem of 
void region, e.g., the position information 
in VBF and the periodic beacons in 
VAPR. Furthermore, to avoid the void 
region, it may generally need to detour the 
packets along another extremely long path, 
which is called the long detour problem in 
this paper. The long detour will introduce 
a long delay in packet transmissions and 
waste the limited resources of UWA 
channels. This paper exploits the distance 
vector to achieve an opportunistic routing 
that is able to avoid the void region and the 
long detour problems in UASNs. The 
distance vector in each node records the 
hop counts towards the sink. Based on the 
hop-count information, we propose a 
distance-vector based OR (DVOR) 
protocol for UASNs, which forwards data 
packets hop-by-hop along the 
opportunistic shortest path. 
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LITERATURE SURVEY 
In the literature, there are some OR 
protocols for UASNs, Aslam el at. [1], 
proposed an energy and spectrum efficient 
scheme for cognitive radio sensor 
networks (CRSN). Here present 
architecture of CRSNs for IoT, in which 
sensor nodes can access the spectrum 
opportunistically and harvest energy from 
ambient RF sources. Consider a cluster-
based (CRSN) for IoT that consists of C 
clusters with N sensor nodes in each 
cluster, M data channels in total and a 
control channel in each cluster. It is 
assumed that sensor nodes are equipped 
with separate wireless interfaces for data 
transmission and harvesting. A separate 
local control channel is used for reliable 
management of intra-cluster 
communication tasks. To account for 
spectral and energy variations across space 
and time, we adopt a clustering mechanism 
in which sensor nodes are partitioned into 
different groups using K-means clustering 
algorithm. Clustering reduces transmission 
power (e.g., shorter distance between 
transmitter and receiver) that improves 
overall network life, i.e., the time period 
between the preparation and therefore the 
non-functional state of CRSN for IoTs. 
 
Also Wang [2], propose an energy-aware 
and void-avoidable routing protocol 
(EAVARP). EAVARP includes layering 
phase and data collection phase. During 
the layering, concentric shells are built and 
sensor nodes are distributed on different 
shells. Sink node performs hierarchical 
tasks periodically to ensure the validity 
and real-time of the topology. It makes 
EAVARP apply to dynamic network 
environment. During the info assortment 
section, information packets area unit 
forwarded supported completely different 
coaxial shells through timeserving 
directional forwarding strategy (ODFS), 
albeit there are a unit voids. 
 
The ODFS takes under consideration the 
remaining energy and information 
transmission of nodes within the same 
shell and avoids cyclic transmission, 
flooding and voids.  
 
The authors introduce a recovery 
mechanism called lower depth first 
method, for routing data packets from void 
nodes [3]. Data packet drop issue is 
reduced to some extent via this recovery 
technique and also the protocol shows 
sensible performance once the network 
density is high. 
 
However, long recovery methods area unit 
established for information packet delivery 
from void nodes within the thin network 
conditions as shown in Fig. 2. 
 
When the network density decreases, the 
chance of an extended recovery path 
institution will increase, because of that 
several nodes area unit concerned in 
forwarding information packets to the 
closest sink. Here, we used the 
opportunistic routing technique to enhance 
the network throughput and also exploit 
the strategic locations in the network for 
the deployment of nodes to minimize the 
average propagation delay. In this 
approach, three opportunistic routing 
techniques are proposed: Improved 
Hydrocast, Co-Hydrocast and Co-
Improved Hydrocast. 
Lam [4], developed a method to construct 
all energy paths for a particular energy 
source-destination pair followed by some 
analytical results of the method. Strictly 
speaking, the sequence of charging and 
discharging events should follow the time 
order; at a road junction, energy needs to 
be first discharged from an EV before it 
can be used to charge another EV. 
However, energy does not have an identity 
and one unit of energy from one source is 
identical to one unit from another source. 
In this sense, at a road junction along pj (s, 
t), charging can take place before 
discharging. In other words, energy which 
has possibly come from another source is 
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“borrowed” from the storage to perform a 
charge and the energy deficit in the storage 
can then be compensated from a 
subsequent discharge. This is possible 
provided that the amount of transferred 
energy and the involved time window are 
small. Note that the charging and 
discharging events intertwine on EVs at 
relatively high frequency. As long as the 
energy storage is sufficient, the reordering 
of charging and discharging would not 
disturb the energy “flow” along the energy 
path. 
  
An efficient and low-signalling OR [5] 
proposed a novel protocol, named DUOR 
(Depth-based Underwater Opportunistic 
Routing protocol), which directs a packet 
to the sono buoy on the surface in an 
efficient and low-signaling method. In 
existing protocols aforementioned, global 
topology and other signalings are required 
to select next hop forwarder nodes. 
Instead, DUOR just needs nodes’ depths 
and hop-counts as the essential condition 
for the candidate set. In addition, there is 
no any information exchange among 
forwarding candidate set except 
overhearing packet transmissions. The 
nodes with shallower depths and smaller 
hop-counts are self-included in the 
candidate set. DUOR is a receiver-based 
scheme where the receiver node decides 
forwarding candidate set. This strategy can 
reduce signaling exchange. 
 
EXISTING SYSTEM 
In the existing, there are some OR 
protocols for UASNs. The vector-based 
forwarding (VBF) protocol in uses the 
location information of each node to 
calculate a “routing pipe” and only the 
nodes in this pipe can be used to forward 
packets. Hence, the forwarding path is 
defined by the routing pipe from the 
sending node to the sink node. However, 
obtaining the location information is still a 
challenging task in UASNs.  
 
In the depth-based routing (DBR) 
protocol, where the depth of a node is 
obtained from a pressure sensor. DBR 
greedily forwards packets to the shallower 
nodes and finally to the sink on the water 
surface based on the obtained depth 
information. However, in some scenarios, 
such as a sparsely deployed network, the 
greedy hop-by-hop forwarding may 
frequently enter a communication void 
region, where the node cannot find a 
suitable next hop (e.g., a shallow node) to 
deliver its data packets. 
  
The void region in OR has been 
investigated in both wireless networks and 
UASNs. Also to get communication 
recovery from the void region, a topology 
control scheme is proposed by moving the 
void nodes to new depths to adjust the 
topology. A void-aware pressure routing 
(VAPR) protocol, in which the void nodes 
are detected by periodic beacons and get 
recovery by changing the forwarding 
direction. 
 
PROBLEM DESCRIPTION  
Void Region Problem 
In depth-based OR protocols, data packets 
from the sensor source nodes are usually 
relayed in the direction of decreasing 
depth from the water surface since the 
depth of the sink node is 0. When a packet 
is forwarded to underwater node without 
shallower and reachable neighbours, it 
enters a so-called void region. In this case, 
the packet will be lost and retransmitted 
continually by its source node, thus 
resulting in low spectrum and energy 
efficiencies for underwater acoustic links. 
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Figure 2: Under water sensor architecture. 
 
Long Detour Problem 
The long detour problem is demonstrated 
in Fig., in which the solid arrow and the 
dotted arrow show two possible 
forwarding paths. Obviously, the path with 
solid-arrows is much shorter than the one 
with dotted arrows. Since node A is 
shallower than node B, the dotted arrow 
path will be selected with a higher priority 
by the depth based OR protocol. 
Particularly, the depth-based protocols 
possibly detour an extremely long path to 
avoid the void region. The packet delivery 
through the long detour consumes more 
communication resources, such as acoustic 
spectrum, time slots, energy, etc. In 
addition, it introduces more signalling 
overhead in coordinating the opportunistic 
forwarding. 
 
PROBLEM SOLUTION  
The distance vector to achieve an 
opportunistic routing which is able to 
avoid the void region and the long detour 
problems in UASNs. The distance vector 
in each node records the hop counts 
towards the sink. Based on the hop-count 
information, we propose a distance-vector 
based OR (DVOR) protocol for UASNs, 
which forwards data packets hop-by-hop 
along the opportunistic shortest path. 
 Avoiding “void region” and “long 
detour” by distance vectors: These two 
problems, ofen exist in the depth based 
routing, would lead to a low packet 
delivery ratio, long end-to-end delay 
and excessive energy consumption.  
 Our proposed DVOR exploits the 
query mechanism existing in UASNs 
to establish the distance vector towards 
the sink for each node. Based on the 
distance vectors, packets are forwarded 
to the sink hop by-hop along the 
opportunistic shortest path.  
 Since the distance vector has identified 
the void region, the packets would not 
enter a void region where a node has 
infinite hop-counts to the sink.  
 Opportunistic routing with light-
weight signalling: DVOR doesn’t need 
complex signalling except the query 
mechanism, which establishes the 
distance vectors towards the sink for 
underwater nodes.  
 Using the distance vector stored in 
each node, DVOR selects the relay 
candidates and coordinates the 
opportunistic forwarding hop-by-hop. 
Different from the existing OR 
protocols. 
 DVOR does not need to know any 
information about its adjacent nodes 
and does not need to carry relay 
candidates in packet header. Thus, 
DVOR is a light-weight protocol that 
has less signalling overhead.
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Figure 3: Proposed architecture. 
 
PROPOSED SYSTEM 
Proposed network architecture shows in 
Fig. 3. Underwater sensor nodes are 
deployed to collect sensed data from its 
surrounding region and send the data to the 
sink node through multi-hop forwarding. 
On the water surface, at least one surface 
son buoy is used to receive packets from 
underwater sensor nodes through acoustic 
channels and forward them to the onshore 
base station over radio wireless channels. 
We consider the data transmissions in the 
water from the sensor nodes to the buoy 
node. 
 
Distance-vector based routing protocols, 
such as DSDV, DSR and DSDV; use a 
distance vector to record the distance from 
a node to the destination. In this paper, this 
distance is described as the number of 
hops to the sink. Thus, the distance vector 
in a node is often stored as [NH, HC], 
including the next hop and the hop counts 
towards the destination. Using the distance 
vector, the routing protocols can establish 
the shortest route with the least hop-count 
to deliver data packets. Each node 
establishes its distance vectors by 
exchanging information regularly with its 
neighbouring nodes. On receiving a 
distance vector for a given destination 
from a neighbouring node, a node should 
update its distance vector by changing the 
NH as that neigh boring node and 
increasing the HC by one. Routing 
protocols are often interested in the 
distance vector with the least hop counts. 
Thus, the node only updates its distance 
vector when it finds a shorter path towards 
the destination. 
 
DVOR also exploits distance vectors in 
multi-hop routing and forwarding. 
Different from traditional routing 
protocols, DVOR does not forward 
packets hop by hop along a predefined 
path. Instead, DVOR exploits any 
opportunities to relay packets. Since the 
distance vectors have indicated the 
reachability opportunities towards the 
destination, DVOR can use the distance 
vectors to select relay candidates and 
coordinate their opportunistic forwarding. 
DVOR uses the query mechanism to set up 
distance vectors for all nodes. Different 
from peer-to-peer ad hoc networks, the 
sensor nodes in UASNs have the same 
destination, i.e., the sink. 
  
The control messages, i.e., the query 
packets, are initiated only by the sink. The 
nodes in UASNs just need to store the 
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distance vectors for the sink. Thus, the 
control overhead and the buffer storage 
have been reduced significantly. DOVR 
uses the hop-count in the distance vector to 
determine the relay priority for each node. 
The node having the least hop-count 
towards the sink has the highest priority in 
forwarding packets. 
  
 
Figure 4: Flowchart for proposed system.
 
Therefore, DVOR can simply include all 
the neighbouring nodes in the relay 
candidate set by exploiting the distance 
vectors in neighbouring nodes. In this 
sense, data packets sent by the sensor 
sources do not need to carry the 
information of the relay candidates in the 
headers. The sensor sources just simply 
broadcast their data packets with the sink 
node as their destination. When a data 
packet arrives at an intermediate node, the 
receiver will decide whether to discard or 
rebroadcast it and when to rebroadcast it, 
according to its distance vector. In 
addition, the source sensors do not need to 
know which candidates have successfully 
received packets and which candidate has 
the opportunity to forward the packets. 
Thus, DVOR is a lightweight protocol that 
requires very limited signalling exchanges. 
DVOR has to establish distance vectors 
regularly. Then, the source initiates the 
routing by data packet transmissions, 
which will be forwarded opportunistically 
by intermediate nodes towards the sink. In 
this section, we present the details of 
DVOR. 
DISTANCE VECTOR 
ESTABLISHMENT  
We exploit the query mechanism in 
UASNs to assist the distance vector 
establishment. Since the sensor nodes in 
UASNs have the sink as the common 
destination, the sink is required to initiate 
the distance vector establishment process. 
 
The Sink 
The sink periodically generates query 
packets and broadcast to them the sensor 
nodes. The header of a query packet is 
shown in Fig. 4. The Query ID therein is 
an integer number which starts from 1 and 
is increased one by one. Thus, the newest 
query packet always has the largest Query 
ID. The field n is used to record the 
distance in terms of hop counts from the 
sink. It is initialized as n = 0 at the sink 
node. 
 
 
Figure 5: Header query packet. 
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The Underwater Nodes 
Every node except the sink has a local 
buffer to record the distance vector for the 
sink. Different from the traditional 
distance vector based routing, the nodes in 
UASNs have a common destination. 
Furthermore, the forwarding path in 
DVOR is not predefined. Thus, records of 
the destination and the next hop are 
unnecessary. The distance vector in the 
local buffer only has to record the Query 
ID and the hop count towards the sink in 
DVOR. Each node first initializes the hop 
counts in the buffer to infinity. The local 
Query ID and the hop count will be 
updated when receiving a query packet. 
 
Routing and Sending at Sources 
Instead of selecting a sequence of nodes in 
a path for data forwarding, opportunistic 
routing selects multiple relay candidates as 
the potential forwarders for data packets. 
Thus, the sender has to select and carry the 
relay candidates in the header of the data 
packet to assist the opportunistic 
forwarding among potential relays, which 
incurs a high overhead for the routing 
protocol. 
 
Opportunistic Forwarding at 
Intermediate Nodes  
Since, the sender does not specify the 
forwarder, any neighbouring nodes have 
potential opportunities to relay the packets. 
However, due to the differences in link 
quality, a part of the neighbouring nodes 
may not have received the data packets 
successfully due to low signal-to-noise 
ratio. The neighbouring nodes with shorter 
links have higher probabilities to 
successfully receive the data packets, 
while those with longer links only have 
lower probabilities. The traditional routing 
protocols exploits the multi-hop short links 
to achieve a high delivery ratio. Although 
the long links have a small receiving 
probability, these neighbouring nodes may 
be closer to the sink comparing with the 
neighbours with short links. Apparently, 
exploiting the long neighbouring nodes, 
which have low successful packet 
reception but are closer to the sink, can 
advance the delivery of data packets. 
DVOR uses the distance vectors in nodes 
to achieve opportunistic forwarding by the 
long neighbouring nodes. 
 
PERFORMANCE METRICS 
The following performance metrics for 
evaluating effects of attack and 
effectiveness of our detection algorithm: 
 
Throughput 
It is the ratio of the total number of bits 
transmitted (Btx) to the time required for 
this transmission, i.e. the difference of data 
transmission end time and start time 
(tstart). This metric depicts how the 
congestion control mechanism at the 
source node is affected by the packet 
losses caused by malicious-nodes. A 
decrease in throughput is an outcome of 
any attack. 
Throughput = (Btx)/(tend – tstart) bps 
 
Packet Delivery Ratio 
This is outlined because the magnitude 
relation of range| the amount |the quantity} 
of packets received at the destination and 
also the number of packets sent by the 
supply. Here, pktdi is the number of 
packets received by the destination node in 
the ith application and pktsi is the number 
of packets sent by the source node in the 
ith application. 
 
Average End-to-End Delay 
It is average transmission delay of packets 
transmitted from source to destination. D 
is computed as the ratio of the sum of 
individual delay of each received data 
packet to the total number of data packets 
received. This metric is used to evaluate 
impact of an attack on delay-sensitive 
applications of TCP-based Wireless 
Network Communication. By intentionally 
discarding, delaying or reordering packets, 
a node can increase the value of this 
metric; increase being caused by re-
transmissions of such packets due to 
timeout at TCP source. 
 
D= No. of received packed/total time
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RESULTS AND DISCUSSION 
Node Initialization 
 
Figure 6: Node initialization. 
 
A "tcp" agent is attached and a connection 
is established to a tcp "sink" agent attached 
to destination base station. As default, the 
maximum size of a packet that a "tcp" 
agent can generate is 1024 Bytes. A tcp 
agent generates and sends ACK packets to 
the sender and frees the received packets. 
A "tcp" agent that is attached is connected 
to a "null" agent attached to destination. A 
"null" agent just frees the packets received. 
An "ftp" and "ftp" traffic generator are 
attached to "tcp" and "tcp" agents 
respectively and the "ftp" is configured to 
generate 1024 Byte packets at the rate of 1 
Mbps. The "ftp" is set to start at 0.1 sec 
and stop at 4.5 sec and "ftp" is set to start 
at 2.0 sec and stop at 5.0 sec. 
 
Network Deployment 
The wireless network consists of Access 
Point or Base station separated from each 
other approximately 200 meters. 
Application layer agents have the options 
for packet size, data rate and data 
transmission interval, start and stop time of 
data transmission. 
 
 
Figure 7: Network formation. 
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The node quality model are often created 
with specification of target location and 
speed. Nodes with different communication 
range can be configured. Energy model are 
often created with specification of initial 
energy, transmission, reception, idle and 
sleep power of the nodes. Error model are 
often created with a random packet loss rate 
to simulate network interference and 
attenuation.
 
Source to Destination Data Send (path 1 -2 -3) 
 
Figure 8: Data transmission. 
 
Various wireless network eventualities like 
link failure thanks to quality, congestion, 
attacks is created dynamically at totally 
different instances of the simulation amount 
with event-driven simulation capability of 
NS2. Regarding the animation of wireless 
network, it supports the labelling, colouring 
and of the nodes for differentiation. Since, 
nodes share the wireless medium via wireless 
channel there aren't any visible physical links 
within the network name. It is conjointly 
potential to pull and drop the nodes in 
NAM tool to look at the network in a 
much desired topological manner. Packet 
transmission between wireless nodes will 
be viewed throughout animation. 
Properties of the packets and links can be 
seen if they are clicked in NAM. On-going 
network process can be annotated using 
trace annotate option and it will be 
displayed at the bottom of network 
animation window. 
 
Unfit path Detection 
 
Figure 9: Unfit and packet drop in the path. 
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The network with optimized OR is given 
in the figure above. As less optimized OR 
in the network the packet drop is increased 
and node will not provide any services to 
the network. Because of proposed 
algorithm the void avoids is achieved in 
the network so the alternate path will 
chose in next fig. The above figure 
represented the detection and normal data 
transmission in the network. 
 
Alternate Path (OR Path) 
 
Figure 10: Alternate path. 
 
The parameters taken here are the loss 
rate, transmission rate and the network 
delay. The proposed on these all 
parameters is performed to identify the 
critical node as well as the safe node. On 
each node, the prediction rule is 
implemented to identify the safe path.  
 
The process is perennial on every node 
until the destination is not achieved. 
 
The system is providing higher turnout and 
fewer packet loss over the network. The 
system is implemented in a wireless 
network with DSDV protocol.  
 
PERFORMANCE ANALYSIS 
In this module, the performance of the 
proposed DVOR wireless network coding 
method is analyzed. Based on the analyzed 
results X-graphs are plotted. Throughput, 
delay, energy consumption area unit the 
essential parameters thought-about here 
and X-graphs area unit aforethought for 
these parameters. 
Finally, the results obtained from this 
module is compared with previous results 
and comparison X-graphs area unit 
aforethought. 
Form the comparison result, final 
RESULT is concluded. 
 
Figure 11: Energy v/s no. of nodes. 
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The figure is showing the comparison 
graph to represent the quantity of packets 
lost over the network. Here, X axis 
represents the number of nodes and the y 
axis represents the energy in the network. 
In case of proposed network, the predictive 
rules are implemented. 
  
The results shows that the given work 
provides the packet lost at the start, 
however because the algorithmic approach 
is enforced and also the route 
reconfiguration is completed, at the 
moment no additional data lost is there 
 
To further investigate performance of 
the proposed OR prediction model. It 
will consider multiple data flows with 
different data rates and mobility. The 
figure shows the utilization of energy in 
the UASN wireless network proposed 
topology. The performance of proposed 
scheme with traditional distributed 
network control. 
 
 
Figure 12: Throughput v/s no. of nodes. 
 
Figure shows the response time for node 
mobility events and is compared with the 
AODV-based UASN networks. This 
experiment considers the link failure issue 
for a single data flow and the influence of 
other background traffic is not considered 
here. The figure is showing the graph to 
represent the analysis on last packet time 
over the network. Here, X Axis represents 
the number of nodes and the y axis 
represents the last throughput. The results 
here shows that the in both kind of 
network the communication is performed 
on same rate but the difference is in terms 
of packet forwarding and rerouting of the 
network.
 
 
Figure 13: Delay vs. Nodes 
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As shown in figure, the proposed TLS 
scheme generates lower normalized 
routing overhead than the DVOR-based 
USAN and AODV routing. The figure is 
showing the comparison graph to represent 
the number of packets delay over the 
network in Existing and Proposed 
Approach. Here X Axis represents the 
nodes and the y axis represents the number 
of packets delay in the network. The 
results shows that the packet delay in 
proposed work is reduced. 
 
CONCLUSION  
This project has proposed a new routing 
protocol, termed DVOR, for underwater 
acoustic sensor networks. Based on the 
distance vectors that are established by the 
query mechanism, DVOR achieves 
opportunistic forwarding without complex 
signalling to select relay candidates and 
coordinate packet forwarding among 
potential relays. DVOR can avoid 
communication void region and long 
detour of packet forwarding, thus 
outperforms the existing DBR and DUOR 
protocols in terms of packet delivery ratio, 
average hop-count of data packets and 
end-to-end delay, as shown in the 
simulation results. 
 
The entire system was validated in the NS-
2 simulator and the output results showed 
that the performance of software defined 
wireless network is significantly better 
than conventional schemes.  
 
Further reduce the time consumption 
future studies. However, the data 
retransmission will consider extra 
bandwidth overhead and aggravates the 
network congestion. With these 
considerations, future will analyse the 
impact of data retransmission on the data 
accuracy and aim to find the optimal data 
transmission solution to improve the data 
accuracy while minimizing the adverse 
effects like the network congestion. 
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