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Abstract—Low-rank Multi-view Subspace Learning (LMvSL)
has shown great potential in cross-view classification in recent
years. Despite their empirical success, existing LMvSL based
methods are incapable of well handling view discrepancy and
discriminancy simultaneously, which thus leads to the perfor-
mance degradation when there is a large discrepancy among
multi-view data. To circumvent this drawback, motivated by
the block-diagonal representation learning, we propose Struc-
tured Low-rank Matrix Recovery (SLMR), a unique method
of effectively removing view discrepancy and improving dis-
criminancy through the recovery of structured low-rank matrix.
Furthermore, recent low-rank modeling provides a satisfactory
solution to address data contaminated by predefined assumptions
of noise distribution, such as Gaussian or Laplacian distribution.
However, these models are not practical since complicated noise
in practice may violate those assumptions and the distribution
is generally unknown in advance. To alleviate such limitation,
modal regression is elegantly incorporated into the framework
of SLMR (term it MR-SLMR). Different from previous LMvSL
based methods, our MR-SLMR can handle any zero-mode noise
variable that contains a wide range of noise, such as Gaussian
noise, random noise and outliers. The alternating direction
method of multipliers (ADMM) framework and half-quadratic
theory are used to efficiently optimize MR-SLMR. Experimental
results on four public databases demonstrate the superiority of
MR-SLMR and its robustness to complicated noise.
Index Terms—cross-view classification, low-rank representa-
tion, block-diagonal representation learning, multi-view learning.
I. INTRODUCTION
The rapid development of information acquisition tech-
nology endows us with the ability to describe an object in
different ways, leading to multiple representations for one
object. This is also known as multi-view data in the field of
multi-view learning [1], [2]. Although multi-view data plays
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an important role in improving the performance of machine
learning systems in recent years [3]–[5], it also introduces
a challenging yet significant classification problem due to
the large discrepancy among views [6]–[8]. Particularly, it
is completely impractical to directly perform classification
when samples from gallery set and the ones from probe set
are heterogeneous [9]. This is often referred to as cross-view
classification [7].
Substantial efforts have been made to tackle this problem
in recent years. One of the most representative methods is
based on the Multi-view Subspace Learning (MvSL) [10]–[12]
that aims to learn multiple view-specific mapping functions to
project multi-view data into a common subspace, in which
the view discrepancy can be removed. Canonical Correlation
Analysis (CCA) [12], [13] and Partial Least Square (PLS) [14],
[15] are two earliest MvSL based approaches that devote to de-
crease view discrepancy by maximizing correlation or conva-
riance of projected samples. The best-known supervised meth-
ods, Generalized Multi-view Analysis (GMA) [7] and Multi-
view Discriminant Analysis (MvDA) [6], were later proposed
to further incorporate intra-view or inter-view supervised in-
formation, thus improving classification performance. Multi-
view Hybrid Embedding (MvHE) [9] was recently proposed
to take into consideration view discrepancy, discriminancy
and nonlinearity simultaneously with a divide-and-conquer
strategy. Moreover, some deep neural networks (DNN) based
models [16]–[18] are proposed to extract nonlinear features
with stronger representation power. It is worth mentioning
that some work in other related areas also provided feasible
solutions, such as low-rank coding [19], Gaussian Process
Latent Variable Model (GPLVM) [20] or Maximum Mean
Discrepancy (MMD) [21], [22]. Despite promising results on
real applications, aforementioned MvSL based methods will
fail to work, when the view information of test samples is
unknown in advance [23].
Low-rank Multi-view Subspace Learning (LMvSL) was
later proposed to learn a common projection for all views
via low-rank reconstruction so that a newly coming test
sample can be directly mapped into a subspace even if we
do not know which view it comes from. One of the most
well-known unsupervised LMvSL based methods is Low-
rank Common Subspace (LRCS) [23] that attempts to find
a common subspace, in which projected samples have a
low-rank representation with respect to a given dictionary.
Although the low-rank property helps to partly decrease
view discrepancy and improve discriminancy, the neglect
of discriminant information prevents LRCS from achieving
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a better classification performance. Low-rank Discriminant
Embedding (LRDE) [24] was thereafter proposed to further
sufficiently use discriminant information under the framework
of graph embedding. One should note that both LRCS and
LRDE prefer to learn a low-rank common projection to
recover shared information among views. However, the nuclear
norm on projection matrix also leads to much redundant
information, which is not good for classification. To learn
discriminant features with less redundancy, Collective Low-
rank Subspace (CLRS) [25] attempts to learn a full-rank
projection and extends LRCS to a supervised method via
Fisher criterion. Furthermore, Robust Multi-view Subspace
Learning (RMSL) [26] was proposed to learn common sub-
space through dual low-rank decomposition to uncover class
structure and view-variance structure behind multi-view data.
Benefiting from the utilization of graph embedding, LRDE,
CLRS and RMSL achieve more satisfactory performance than
LRCS. Albeit the simplicity of graph embedding, the similarity
of samples from different views cannot be precisely measured
due to the large discrepancy among views, thus resulting in
an inaccurate weight matrix of graph [9], [27]. Considering
that multi-view data is more likely to be corrupted [28],
LMvSL based methods introduce an error term with certain
regularization for modeling noise, and these commonly used
regularizations work for one predefined assumption on the
distribution of the noise variable. However, complicated noise
in practice may violate those assumptions and its distribution
is generally unknown in advance. Consequently, there still
remains a need for a LMvSL based method that can better
utilize supervised information and handle various noise.
This work aims at solving above two problems. To consider
discriminant information while circumventing the limitation
of graph embedding, different from previous work, this pa-
per proposes a novel SLMR algorithm, which incorporates
structured regularization into the fundamental framework of
LMvSL based approaches to learn a multiple block-diagonal
representation. Consequently, the view discrepancy is removed
and inter-view discriminancy is improved. Moreover, inspired
by the success of modal regression in handling complicated
noise [29], [30], MR-SLMR is thereafter proposed by integrat-
ing modal regression into SLMR, which thus leads to a more
robust model.
To summarize, our main contributions are threefold:
1) A novel algorithm, named SLMR, is proposed for cross-
view classification to properly take advantage of discriminant
information.
2) As a regression technique, modal regression is elegantly
incorporated into SLMR to enable our method to flexibly deal
with various noise. Furthermore, an alternating algorithm is
designed to efficiently optimize MR-SLMR.
3) Extensive experiments conducted on four public datasets
demonstrate that our MR-SLMR is able to take into account
supervised information more effectively than other methods
based on graph embedding, thus boosting the classification
performance. Moreover, compared with LMvSL based coun-
terparts, our method is more robust to complicated noise.
The remainder of this paper is organized as follows. Sect. II
introduces the related work on LMvSL and modal regres-
sion. Sect. III presents the formulation of our method, its
optimization, complexity analysis and relevant discussion on
MR-SLMR. Experiments are conducted in Sect. IV. Finally,
Sect. V concludes this paper.
II. RELATED WORK
In this section, key notations used throughout this paper are
summarized and the relevant Low-rank Multi-view Subspace
Learning (LMvSL) based methods are briefly reviewed. Fur-
thermore, some knowledge on modal regression is introduced
to make readers easier to understand our work.
A. Notation
Scalars are represented by lowercase letters (e.g., x), vectors
and matrices are denoted by bold lowercase letter (e.g., x)
and bold uppercase letter (e.g., X) respectively. Moreover, it
is worth mentioning that random variable used in Sect. II-C
is also denoted by bold uppercase letter and its value appears
as bold lowercase letter. Let I denote identity matrix, XT
denote the transpose of matrix X and tr (·) denote the trace
operator. Matrix norms, ‖X‖F , ‖X‖0, ‖X‖2,0 and ‖X‖∞,
are frequently used in this paper, and these norms are defined
as ‖X‖F =
√∑
i
∑
j |Xij |2, ‖X‖0 = #{(i, j) : Xij 6= 0},
‖X‖2,0=#{j :
√∑
i(Xij)
2 6=0} and ‖X‖∞=max {|Xij |}
respectively, where Xij denotes the i-th row j-th column
element of X , {·} denotes a set symbol and #{·} stands
for the number of elements in the set. In practice, ‖X‖0
and ‖X‖2,0 are generally replaced with ‖X‖1 =
∑
ij |Xij |
and ‖X‖2,1 =
∑
j
√∑
i(Xij)
2 to facilitate optimization.
Furthermore, ‖X‖∗ stands for nuclear norm, i.e., the sum of
singular values of matrix.
B. Low-rank Multi-view Subspace Learning based Approaches
Suppose X = [X1,X2, · · · ,Xk] ∈ Rd×m (k ≥ 2) denotes
multi-view data collected from k domains, where m is the
number of samples, d stands for feature dimensionality and
Xv denotes the data matrix from the v-th view. LMvSL
based methods attempt to learn a common mapping function
P shared by all views to project X into a p-dimensional
subspace, where the discrepancy among views can be reduced.
Its general objective can be formulated as below:
min
Z,E,P
rank (Z)+λ ‖E‖`
s.t. PTX=AZ +E, (1)
where Z is the low-rank representation of PTX with respect
to an over-complete dictionary A and λ is a trade-off param-
eter. LMvSL based methods introduce error term E to model
noise, where the regularization strategy is determined by the
noise type, such as ‖E‖1 for random noise [31]–[33], ‖E‖F
for Gaussian noise [34], [35] and ‖E‖2,1 for outliers [36].
Problem (1) is hard to optimize due to the discrete nature
of the rank function [37]. A common practice to handle this
problem is to replace rank function with nuclear norm [36],
IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 3
[38], and then Eq. (1) can be substituted with the following
convex optimization [39], [40]:
min
Z,E,P
‖Z‖∗+λ ‖E‖`
s.t. PTX=AZ +E. (2)
Obviously, within-class samples present the same representa-
tion in the common subspace with a higher probability when
a low-rank Z is learned by optimizing Eq. (2), which thus
removes the view discrepancy and improves discriminability.
More efforts on LMvSL have been taken in recent years.
We then analyze these work below.
1) LRCS: Low-rank Common Subspace Learning (LRCS)
[23] aims to learn a common projection P and multiple view-
specific ones {Ev}kv=1 to discover hidden structure of multi-
view data. Its objective can be formulated as:
min
Z,E,P ,Pi,Ep
‖Z‖∗+‖P ‖∗+λ1 ‖E‖2,1+λ2 ‖EP ‖1
s.t.
[
PT1 X1, . . . ,P
T
k Xk
]
=AZ +E,
PS=[P1,P2, . . . ,Pk] , PT =[P ,P , . . . ,P ] ,
PTP =I, PS=PT +EP , EP =[E1,E2, . . .Ek] . (3)
Note that LRCS suffers from the neglect of discriminant
information.
2) LRDE: Low-rank Discriminant Embedding (LRDE) [24]
was later proposed to learn discriminant common subspace
by utilizing supervised information under the well-known
framework of graph embedding:
min
Z,E,P
‖Z‖∗+λ1 ‖P ‖∗+λ2 ‖E‖2,1+λ3tr
(
PTXLwX
TP
)
s.t. PTX=AZ +E, PTXLbX
TP =I, (4)
where Lw and Lb are the graph Laplacian matrix. Note that
criterion A and criterion B in [24] with respect to Lw and Lb
are used to guide the construction of weight matrices, where
the former intends to connect within-class nearest sample
pairs, whereas the latter aims to connect intra-view between-
class nearest sample pairs.
3) CLRS: A similar method to LRDE was the recently
proposed Collective Low-rank Subspace (CLRS) [25] that
extends LRCS to a supervised model with a graph regularizer:
min
Z,E,P ,Pi,Si
‖Z‖∗+λ1 ‖E‖2,1 +λ2
k∑
i=1
‖Si‖1+Ω (P ,Z)
s.t. [PT1 X1, . . . ,P
T
k Xk]=AZ +E,
PTP =I, Pi=P+Si, i=1, . . . , k, (5)
where regularization term Ω (P ,Z) is used to incorporate
discriminant information, and orthogonal constraint on P is
to reduce redundant information [38].
4) RMSL: Robust Mutli-view Subspace Learning (RMSL)
[26] attempts to decompose global low-rank structure into
view structure and class structure:
min
Zv,Zc,E,P
‖Zv‖∗+‖Zc‖∗+λ1 ‖E‖1+Gc(P ,Zc)+Gv(P ,Zv)
s.t. PTX=A(Zv +Zc) +E, P
TP =I, (6)
where graph regularizers Gc and Gv integrate supervised in-
formation into class structure and view structure respectively.
C. Modal Regression
Despite great progress in handling noise, current regulariza-
tions require noise to follow a specific predefined distribution
(e.g., `1 for Laplacian distribution and `2 for Gaussian distri-
bution). To alleviate such limitation, a more general regular-
ization is expected to be designed. A promising solution is the
modal regression [41] that has been proved to be insensitive
to zero-mode noise theoretically and practically [29], [30].
Before elaborating our method, we introduce basic knowledge
on modal regression below.
Modal regression intends to estimate the conditional mode
of response random variable Y ∈Y given input X =x∈X ,
where Y ∈ R, X ∈ Rd and mode refers to the value that
appears most frequently. Suppose that i.i.d observations z =
{(xi,yi)}mi=1⊂X × Y are generated by:
Y =f∗ (X) +N , (7)
where f∗ is the unknown target function and N is the noise
term. Modal regression aims to obtain the target function
f∗ (X) via the following modal regression function fM [42]:
fM (x) :=arg max
t
pY |X (t|X = x) , (8)
where pY |X (t|X = x) is the conditional probability density
of Y conditioned on X . Note that we have f∗ (X)=fM (X)
according to Eq. (7) when the mode of noise N at any x
is zero [30]. Hence, under the zero-mode noise assumption,
the target function f∗ (X) can be obtained by estimating the
modal regression function fM (X).
To better estimate fM (X), modal regression risk R (f)
[30] is introduced:
R (f)=
∫
Rd
pY |X (f(x) |X = x)dρX (x) , (9)
where ρX is the marginal distribution of X . Then, we have
fM (X)=arg maxf∈F R (f) according to [30].
Let Ef =Y −f (X) denote the error random variable for
the measure function f (X). Then the density of Ef can be
written as:
pEf (ef ) =
∫
Rd
pEf |X (ef |X = x) dρX (x) . (10)
Theorem 5.1 in [30] indicates that R (f)=pEf (0). Under the
zero-mode assumption, we have:
f∗ = fM = arg max
f∈F
pEf (0). (11)
Obviously, the solution of target function f∗ is converted to the
estimation of pEf (ef ). Due to the limited space, the detailed
estimation methods can refer to [29], [43] or Sect. III-D.
III. MODAL REGRESSION BASED STRUCTURED
LOW-RANK MATRIX RECOVERY
In this section, we first detail the general idea of our MR-
SLMR, and then present relevant discussion and optimization.
The complexity analysis is finally conducted.
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Fig. 1: An overview of SLMR. As shown in (a), SLMR aims to learn multiple block-diagonal matrix, one for each view (i.e.,
Z1 for view 1 and Z2 for view 2). Shapes shown in (b), (c) and (d) are representation vectors generated by various learning
strategies. Markers and colors shown in (b), (c) and (d) stand for views and classes respectively. Coordinate axes with colors
in (c) and (d) denote the bases of different classes from the dictionary. We employ various strategies to learn representation
matrix Z during the process of dictionary learning. Then, we can learn a subspace of Z shown in (b) when commonly used
regularization (e.g., sparse representation) is imposed on Z and we can learn a subspace of Z shown in (c) when nuclear norm
is imposed on Z. Moreover, we can learn a subspace of Z shown in (d) when nuclear norm and structured regularization are
both imposed on Z.
A. Structured Low-rank Matrix Recovery
Suppose we are given data X = [X1,X2, . . . ,Xk]∈Rd×m
from k views, where d is the feature dimensionality, m is
the number of samples, Xv ∈ Rd×mv is the v-th view data,
containing C classes, and mv is the number of samples from
view v.
MvSL based methods [6], [7], [9] are designed under a full-
view assumption [44]. Nevertheless, more than one example
could be missing its representation on one view for reasons,
such as sensors failure or man-made faults [44]. Fortunately,
dictionary learning provides a feasible solution to tackle
incomplete-view problem by reason of its no-dependency on
paired samples [7], [9]. To this end, we represent projected
samples under an over-complete dictionary A:
min
Z,E,P
‖Z‖1+λ1 ‖E‖`
s.t. PTX=AZ +E, (12)
where Z and E are representation matrix and error matrix
respectively. Then, a subspace in Fig. 1(b) can be learned by
optimizing Eq. (12).
To further remove view discrepancy of representation vec-
tors (see Fig. 1(b)), different from sparse representation that
focuses on each sample independently, low-rank representa-
tion provides an elegant manner to establish relations among
samples [45], [46]. To this end, Eq. (12) can be rewritten as
Eq. (2).
It can be expected that a subspace in Fig. 1(c) can be learned
by minimizing Eq. (2). As shown, the view discrepancy is
partially removed and inter-view discriminancy is improved.
View discrepancy can be further decreased and inter-view
discriminancy can be further enhanced when the representation
vector of each sample lies in the space spanned by within-
class bases from dictionary (see Fig. 1(d)). Motivated by this
idea, we first define L = [l1, l2, . . . , lm] as the label indicator
matrix of training samples, where if a sample x is from i-th
class, its label indicator vector l is defined as:
l =
 i−1︷ ︸︸ ︷0, ..., 0, 1, C−i︷ ︸︸ ︷0, ..., 0
T . (13)
Then, a structured regularization is integrated into Eq. (2) to
learn a multiple block-diagonal structure of Z as follows:
min
Z,E,P
‖Z‖∗+λ1 ‖E‖`
s.t. PTX=AZ +E, LsZ=L, Z≥0, (14)
where Ls is the label indicator matrix of dictionary A.
Obviously, the representation vector for each projected sample
is a linear combination of within-class bases from dictionary.
To strengthen the generalization ability, an error term EL
is introduced. Furthermore, similar to [24], [25], we replace
A with PTX for simplicity, and we have Ls = L. Then,
Eq. (14) can be rewritten as
min
Z,E,EL,P
‖Z‖∗+λ1 ‖E‖` + λ2 ‖EL‖2F
s.t. PTX=PTXZ +E, LZ=L+EL, Z≥0, (15)
where λ2 controls the contribution of EL.
B. Modal Regression based Structured Low-rank Matrix Re-
covery
Inspired by [29], [47], we flexibly incorporate modal re-
gression into Eq. (15) to learn a more satisfactory mapping
function even when data is contaminated by complicated noise.
Under the zero-mode noise assumption, we have:
f∗ = fM = arg max
f∈M
R (f) = arg min
f∈M
LM (E) , (16)
where LM (E) is the modal regression based loss function.
According to Eq. (11), LM (E) can be defined as:
LM (E) = dm (1− pE (0)) , (17)
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Note that Parzen window method [48] is commonly used to
estimate an unknown probability density [49], [50]:
pE (0) =
1
dm
d∑
i=1
m∑
j=1
κ (Eij − 0) , (18)
where κ is a kernel function, such as Gaussion kernel or
Epanechnikov kernel.
Combining Eqs. (17) with (18), we have
LM (E) =
d∑
i=1
m∑
j=1
(1− κ (Eij)) . (19)
Incorporating LM into SLMR, we have
min
Z,E,EL,P
‖Z‖∗+λ1LM (E) + λ2 ‖EL‖2F
s.t. PTX=PTXZ +E, LZ=L+EL, Z≥0. (20)
Eq. (20) is the proposed MR-SLMR.
C. Discussion on MR-SLMR
In this part, we discuss the error term E in Eq. (20) in
detail. From the in-depth analysis, we can find that E is
actually used to fit the noise of projected samples rather than
original samples. Moreover, it is worth noting that complicated
noise is generally applied to original samples. In this case,
noise models seem to sometimes fail to work even if noise
obeys predefined distributions. However, we still utilize modal
regression to model error from projected samples in this
paper even when the error sometimes does not obey the
zero-mode distributions. This is because we expect that MR-
SLMR can minimize the role of features corrupted by noise
as much as possible when we learn a mapping function. This
is also the reason why other algorithms use the same scheme.
Experimental results in Sect. IV-D indicate the robustness of
our MR-SLMR to various complicated noise.
D. Solution to MR-SLMR
Problem (20) can be well solved by Augmented Lagrangian
Multiplier (ALM) [51]. We first introduce a relax variable J ,
then Eq. (20) can be translated into
min
J,Z,E,EL,P
‖J‖∗+λ1LM (E)+λ2 ‖EL‖2F
s.t. PTX=PTXZ +E, J=Z,
LZ=L+EL, Z≥0, (21)
where the augmented Lagrangian function is formulated as
‖J‖∗+λ1LM (E)+λ2 ‖EL‖2F
+tr
(
Y T1
(
PTX−PTXZ−E))+tr (Y T2 (Z−J))
+tr
(
Y T3 (LZ−L−EL)
)
+
µ
2
‖LZ−L−EL‖2F
+
µ
2
(∥∥PTX−PTXZ−E∥∥2
F
+‖Z−J‖2F
)
, (22)
where Y1, Y2, and Y3 are Lagrange multipliers, and µ > 0 is
a penalty parameter. Here, alternating minimization is used to
optimize J , Z, E, EL and P . Specifically, when we optimize
one variable in the (t+1)-th iteration, others are set as their
latest available values. To facilitate understanding, we define
Jt as variable J in the t-th iteration (similar expression for
others), and above variables can be updated in the (t+1)-th
iteration as follows:
Updating J :
Jt+1=arg min
J
1
µt
‖J‖∗+
1
2
∥∥∥∥J−(Zt+Y2,tµt
)∥∥∥∥2
F
. (23)
Eq. (23) can be optimized by the singular value threshold-
ing (SVT) [52].
Updating E:
Et+1=arg min
E
λ1LM (E)+tr
(
Y T1,t
(
PTt X−PTt XZt−E
))
+
µt
2
∥∥PTt X−PTt XZt−E∥∥2F . (24)
Problem (24) can be optimized by the half-quadratic (HQ)
theory [53]. For the function φ (u) = 1− κ (u), we have
φ (u)=inf
(
1
2
vu2+ψ (v)
)
, (25)
where the function ψ (v) is the dual convex function of
φ (u) [53], v ∈ R and u ∈ R. The infimum of Eq. (25) is
reached at
v=τ (u) :=
{
φ
′′
(0+) ,
φ
′
(u) /u,
=
{
−κ′′ (0+) , u = 0
−κ′ (u) /u, u 6= 0. (26)
Hence, for the Gaussian kernel κ (u) = 1√
2piσ
exp
(−u2/2σ2),
we have v = τ (u) = 1σ2κ (u). Using Eq. (25), problem (19)
can be reformulated as
LM (E) = min
p∑
i=1
m∑
j=1
1
2
WijE
2
ij+
p∑
i=1
m∑
j=1
ψ (Wij)
=min
1
2
∥∥∥W 12 ◦E∥∥∥2
F
+
p∑
i=1
m∑
j=1
ψ (Wij) , (27)
where W ∈ Rp×m and ◦ denotes the Hadamard product.
Thus, problem (24) can be rewritten as
Et+1=arg min
E
λ1
2
∥∥∥W 12 ◦E∥∥∥2
F
+λ1
p∑
i=1
m∑
j=1
ψ (Wij)
+
µt
2
∥∥PTt X−PTt XZt−E∥∥2F +tr (Y T1,t (PTt X−PTt XZt−E)) .
(28)
According to the HQ theory [53], the noise term E in prob-
lem (28) can be obtained by the following alternate procedure
Wij=τ (Eij) , {i = 1, · · · , p; j = 1, · · · ,m}, (29)
E=arg min
E
λ1
2
∥∥∥W 12 ◦E∥∥∥2
F
+tr
(
Y T1,t
(
PTt X−PTt XZt−E
))
+
µt
2
∥∥PTt X−PTt XZt−E∥∥2F . (30)
If the Gaussian kernel is adopted, the scale parameter σ is
empirically determined by σ =
(
1
2pm ‖E‖2F
) 1
2
[54]. Then
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problem (29) can be solved by Eq. (26), whereas problem (30)
can be tackled by
E=
(
PTt (X −XZt) +
Y1,t
µt
)
./
(
λ1
µt
W +D
)
, (31)
where ./ represents entrywise division and D ∈ Rp×m is
a matrix with all elements equal to one. The HQ theory
guarantees that the iterations above converge.
Updating EL:
EL,t+1=(2λ2+µt)
−1 (Y3,t+µtLZt−µtL) . (32)
Updating Z:
Z=Z−11 Z2, (33)
where Z1 and Z2 are represented as follows:
Z1=X
TPtP
T
t X+I +L
TL,
Z2=X
TPt
(
PTt X−Et
)
+Jt+L
T (L+EL,t)
+
(
XTPtY1,t−Y2,t−LTY3,t
)
/µt.
Updating P :
Pt+1 =
(
(X−XZt) (X−XZt)T
)−1
(
(X−XZt)
(
ETt −Y T1,t/µt
))
. (34)
Afterwards, we update multipliers Y1, Y2, and Y3 in the
following way
Y1,t+1=Y1,t+µt
(
PTt+1X−PTt+1XZt+1−Et+1
)
,
Y2,t+1=Y2,t+µt (Zt+1−Jt+1) ,
Y3,t+1=Y3,t+µt (LZt+1−L−EL,t+1) ,
µt+1=min (ρµt, µmax) , (35)
where ρ > 1 and µmax is a constant. The detailed iteration
process is summarized in Algorithm 1.
E. Complexity Analysis
For simplicity, we first focus on the analysis of the com-
putational cost for MR-SLMR in the t-th iteration. Accord-
ing to our optimization for Eq. (23), the main computa-
tional cost is from the SVD of (Zt+Y2,t/µt). Hence, the
computational complexity of J is close to O(m3). More-
over, E is updated by alternately optimizing Eqs. (29)
and (30). Assume that the optimization procedure is con-
verged in the T -th iteration, the computational complex-
ity of E is approximately O(T (m2d+mpd)). Finally, we
can easily derive the computational complexity of EL, Z
and P from Eqs. (32), (33) and (34), where the compu-
tational complexity of EL is close to O
(
Cm2
)
, while the
cost of Z and P is approximately O(mpd+m(p+C)+m3)
and O(m2d+mpd+d2 (d+p+m)), respectively. Therefore,
the computational complexity of MR-SLMR in the t-th itera-
tion is close to O(m3+T (m2d+mpd)+m2C+d2(d+p+m)).
To summarize, the computational complexity of MR-SLMR
is about O(T1 (m3+T (m2d+mpd)+m2C+d2(d+p+m))),
where T1 is the iterations of MR-SLMR.
By contrast, the computational cost of LRCS and LRDE
are close to O(T2(m3+m2(p+d)+m(pd+d2)+d3+dp(p+d)))
Algorithm 1: Solving Problem (20) by ADMM
Input: X , L, λ1 and λ2;
Output: P ;
Initialization: J = Z = E = EL = P = 0,
Y1 = Y2 = Y3 = 0, µ = 10−3,
µmax = 10
6, tmax = 103, ρ = 1.03,
 = 10−6;
while t ≤ tmax do
1. Update J by solving problem (23);
2. Update E by solving problem (24);
3. Update EL by (32);
4. Update Z by (33), and then Z = max (0,Z) [55];
5. Update P by (34);
6. Update multipliers and parameter µ by (35);
if the following conditions meet∥∥PTX−PTXZ−E∥∥∞ < ,‖Z−J‖∞ < ,
‖LZ−L−EL‖∞ < ,
then
break;
t= t+ 1;
Return P ,Z,E,EL;
and O(T3(m3+m2p+mpd+dp2)) respectively, where T2 and
T3 are the iterations of LRCS and LRDE. In practice, we
have p < d < m and C < m, thus the complexity of
LRCS, LRDE and our MR-SLMR can be further simplified
with O(T2(m3)), O(T3(m3)) and O(T1(m3+Tdm2)). Since
Td < m and T1 ≈ T2 < T3 in most cases, three methods
generally have similar computational complexity. Moreover,
experimental results in Sect. IV-C corroborate our complexity
analysis and LRDE presents a slight disadvantage in time cost
due to relatively large iterations.
IV. EXPERIMENTS
In this section, four benchmark databases for cross-view
classification, namely the MNIST and the USPS handwrit-
ten digit databases1, the Amsterdam Library of Object Im-
ages (ALOI)2, the Columbia University Image Library (COIL-
100)3 and the CMU Pose, Illumination, and Expression (PIE)
database (CMU PIE), are used to evaluate the performance of
LMvSL based methods. This section is arranged as follows.
Sect. IV-A introduces evaluation manners and experimental
setting. Experiment to evaluate algorithm performance on
handwritten digit classification across styles is conducted in
Sect. IV-B. Furthermore, we demonstrate the efficacy of MR-
SLMR on object classification across pose on the ALOI and
COIL-100 datasets in Sect. IV-C, and we also validate its
superiority and robustness on face classification across pose
on the CMU PIE dataset in Sect. IV-D. Finally, we evaluate
the parameter sensitivity and convergence in Sect. IV-E.
1https://cs.nyu.edu/ roweis/data.html
2http://aloi.science.uva.nl/?tdsourcetag=s pctim aiomsg
3http://www.cs.columbia.edu/CAVE/software/softlib/coil-100.php
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TABLE I: Comparison results (%) of all methods on handwritten digit datasets. Bold denotes the best result.
Gallery Probe SRRS LRCS RMSL LRDE CLRS MR-SLMR
mnist mnist 81.9 80.7 82.0 81.4 82.6 76.8usps 32.1 31.5 32.5 45.4 32.2 64.5
usps usps 83.3 82.9 83.2 73.7 81.9 74.2mnist 16.0 17.0 16.0 43.4 16.0 61.4
Average 53.3±0.9 53.1±1.0 53.4±0.9 61.0±1.4 53.2±1.1 69.2±1.0
A. Evaluation Protocol and Experimental Setting
Two evaluation protocols have been developed to evaluate
algorithm performance for cross-view classification including
pairwise manner and multi-view manner [56]. The projected
samples (PTX) are used for classification for all LMvSL
based algorithms, and same as [6], [9], [27], pairwise manner
is employed to evaluate the algorithm performance during the
testing phase. Formally speaking, given a gallery set Dv in
view v and a probe set Du in view u, pairwise manner intends
to predict the label of x ∈Du using a 1-NN classifier from
Dv and then reports the accuracy with respect to Dv and Du.
Then, k × k results can be obtained by traversing u and v
from 1 to k at an interval of 1, and the average of results is
reported as the mean accuracy (mACC).
In our experiments, LRCS [23], SRRS [38], RMSL [26],
LRDE [24] and CLRS [25], are selected for comparison, where
the first one is an unsupervised approach, whereas the other
four are supervised methods by considering label information
under the framework of graph embedding. Experiments are
repeatedly conducted 10 times, and the average of 10 results
is reported as the final accuracy. Similar to [6]–[8], Principal
Component Analysis (PCA) is used to perform preprocess-
ing. Hyper-parameters of MR-SLMR and its competitors are
determined via validation set.
Fig. 2: Exemplar subjects from the MNIST and USPS, where
subjects in the first line are from the MNIST, whereas subjects
in the second line are from the USPS.
B. Handwritten Digit Classification across Styles
Experiment to evaluate the performance of MR-SLMR on
handwritten digit classification across styles is conducted on
the MNIST and USPS datasets. In experiments, 1000 normal-
ized grayscale images (100 for each digit) of size 16 × 16
from MNIST and 1000 images (100 for each digit) of size
16 × 16 from USPS are selected to construct multi-view
dataset. Exemplar subjects are shown in Fig. 2. As can be seen,
it is obvious that there is a difference on handwritten style
between the MNIST and USPS. For a rigorous comparison,
this dataset is further divided into training set, validation set
and test set at a ratio of 2 : 1 : 1. Experimental results are
summarized in Table I.
As can be seen, although SRRS, RMSL and CLRS are
supervised methods, they achieve similar performance to
LRCS. Moreover, these methods all perform badly when the
gallery and probe data come from diverse views (term it
cross-view classification). One possible reason is that there
is a large view discrepancy between MNIST and USPS,
whereas above methods cannot effectively decrease it. By
contrast, LRDE achieves a promising performance among
competitors, since criteria A [24] for graph embedding helps
to reduce the view gap. As expected, our method achieves a
remarkable improvement for cross-view classification, which
can be attributed to the effective elimination of discrepancy
and improvement of inter-view discriminacy by the recovery of
structured low-rank matrix. However, due to the limitation of
criteria B for LRDE, this method fails to provide a satisfactory
result when the gallery and probe data come from the same
view (term it intra-view classification). Similarly, our MR-
SLMR performs the worst for intra-view classification among
competitors. This indicates that graph embedding presents
advantages in enhancing intra-view discriminancy compared
with structured regularization. However, experimental results
on handwritten digit datasets still demonstrate the superiority
of our method according to the overall performance. To make
results more intuitive, subspaces of all methods are shown
in Fig. 3. It is obvious that the embeddings corroborate the
classification accuracy shown in Table I. Furthermore, one
should note that within-class samples from different datasets
are separated in the original space. It further indicates the large
view divergence between the MNIST and the USPS.
C. Object Classification across Pose
We compare MR-SLMR with other LMvSL based counter-
parts on the Amsterdam Library of Object Images (ALOI) and
the Columbia University Image Library (COIL-100) datasets
respectively to demonstrate the efficacy of our method. These
two sets are both used to evaluate object classification across
pose, where ALOI (or COIL-100) contains images of 1000
objects (or 100 objects), captured from 0◦ to 355◦ at intervals
of 5◦. As shown in Fig. 4, same as [9], five poses, namely V1:
[0◦, 15◦], V2: [40◦, 55◦], V3: [105◦, 120◦], V4: [160◦, 175◦]
and V5: [215◦, 230◦] from the first 100 objects of ALOI (or
COIL-100) are selected to construct multi-view data. Similar
to [25], experiments on AOIL (or COIL-100) are conducted in
four cases including case 1: {V1,V2}, case 2: {V1,V2,V3},
case 3: {V1,V2,V3,V4} and case 4: {V1,V2,V3,V4,V5}.
In experiments, 50 objects from ALOI (or COIL-100) are used
for training, while the remaining are divided into validate set
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Fig. 3: Visualization of original space and the common subspace generated by LMvSL based methods on handwritten digit
datasets. Markers and colors denote views and classes, respectively.
and test set at a ratio of 1 : 1. Experimental results on ALOI
and COIL-100 are presented in Table II and III, respectively.
V1 V2 V3 V4 V5
Fig. 4: Exemplar subjects from ALOI and COIL-100, where
subjects in the first line are from ALOI, whereas subjects in
the second line are from COIL-100.
TABLE II: Comparison results (%) of all methods on ALOI
object dataset.
Methods case 1 case 2 case 3 case 4
SRRS 93.2±1.1 83.3±2.2 80.6±2.4 76.9±2.9
LRCS 92.4±1.2 81.2±1.4 77.3±1.6 72.5±1.8
RMSL 92.6±0.9 82.0±2.7 78.8±2.6 75.6±2.8
LRDE 93.5±1.2 86.7±2.2 82.1±2.1 79.5±3.0
CLRS 92.2±0.9 81.9±2.5 78.8±2.9 76.0±2.6
MR-SLMR 94.0±1.1 87.6±1.7 85.3±2.4 85.8±1.6
TABLE III: Comparison results (%) of all methods on COIL-
100 object dataset.
Methods case 1 case 2 case 3 case 4
SRRS 89.3±2.0 75.4±2.2 72.8±2.1 73.0±2.1
LRCS 89.2±2.0 75.8±2.4 73.4±2.4 73.8±2.1
RMSL 89.9±2.1 75.8±2.4 73.5±2.4 74.0±2.5
LRDE 90.4±1.9 78.0±2.9 75.7±2.6 73.8±2.3
CLRS 89.2±1.9 75.3±2.6 73.0±2.8 73.0±2.4
MR-SLMR 94.4±1.6 84.1±2.1 81.2±2.9 80.9±2.2
As shown in Table II, the performance of LRCS ranks
the lowest for the lack of discriminant information. SRRS,
RMSL and CLRS perform better than LRCS in almost all
cases by taking into consideration of supervised information.
Benefiting from the effect of criteria A on the mitigation of
view discrepancy, LRDE outperforms the other four methods.
Our MR-SLMR obtains a large improvement compared with
LRDE. This indicates that the recovery of structured low-
rank matrix did help to remove view discrepancy and im-
prove discriminancy. Moreover, as can be seen in Table III,
experimental results on COIL-100 are basically consistent with
those in Table II. To verify the computational complexity
of algorithms, the training time in all cases of COIL-100
is reported in Table IV, where experiments are conducted in
Matlab R2017b with CPU i5-3470 and 8.0GB memory size.
As can be seen, our MR-SLMR also presents an advantage in
computational cost.
TABLE IV: The training time (seconds) of all methods on
COIL-100 object dataset.
Methods SRRS LRCS RMSL LRDE CLRS MR-SLMR
case 1 63 47 53 73 98 47
case 2 165 94 94 153 241 91
case 3 454 167 159 278 482 163
case 4 987 290 250 517 823 270
C11 C29 C27 C05 C37
Fig. 5: Exemplar subjects from CMU PIE.
D. Face Recognition across Pose
In this section, we demonstrate the superiority of MR-
SLMR on face recognition across pose on CMU PIE [57].
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Fig. 6: Visualization of original space and the common subspace generated by LMvSL based methods on CMU PIE dataset.
Markers and colors denote views and classes, respectively.
The commonly used benchmark database contains images of
68 persons under 13 poses. As shown in Fig. 5, five poses are
selected to construct multi-view data, where each person at a
given pose has four cropped grayscale images of size 64×64.
Experiments on CMU PIE are conducted in five cases to
sufficiently validate the superiority of MR-SLMR in different
scenario including case 1: {C27,C29}, case 2: {C27,C11},
case 3: {C05,C27,C29}, case 4: {C37,C27,C11} and case
5: {C37,C05,C27,C29,C11}. In our experiments, this dataset
is further divided into training set with 40 persons, vali-
dation set with 14 persons and test set with 14 persons.
Furthermore, LMvSL based methods (SRRS, LRCS, RMSL,
LRDE, CLRS and SLMR-L1) and their modal regression
based approaches (term it MR-SRRS, MR-LRCS, MR-RMSL,
MR-LRDE, MR-CLRS and MR-SLMR) are introduced for
comparison to validate the robustness of modal regression to
noise. Note that SLMR-L1 is one of our models and it can be
obtained when L1 norm is imposed on E in Eq. (15).
1) Superiority of MR-SLMR: In the first experiment, the
performance of LMvSL based methods is evaluated in CMU
PIE. The experimental results are summarized in Table V
and the visualization of case 5 is shown in Fig. 6. As
shown, LRCS achieves the worst performance in almost all
cases of CMU PIE. Despite the consideration of discriminant
information, SRRS, RMSL and CLRS perform better than
LRCS with a limited improvement due to the limitation in
discrepancy elimination. LRDE achieves the highest accuracy
among competitors by reasons of the decrement of view
discrepancy caused by criteria A, and our SLMR-L1 outper-
forms LRDE with a significant improvement owing to the
more effective elimination of view discrepancy and enhance-
ment of discriminability. Furthermore, although experiments
are conducted on clean data, it is interesting to find that
modal regression based approaches consistently outperform
their baselines in almost all cases. One possible reason is that
images in our experiment are cropped by ourselves, and a few
images may violate cropped protocol [58]. However, image
pixel with a little cropped error still obeys zero-mode noise
distributions. Experimental results demonstrate the superiority
of MR-SLMR and the positive efficacy of modal regression.
TABLE V: Comparison results (%) of all methods on original
CMU PIE face dataset.
Methods case 1 case 2 case 3 csae 4 case 5
SRRS 74.3±4.6 66.8±3.1 69.0±3.7 56.2±2.4 59.4±2.4
MR-SRRS 76.9±4.5 69.1±3.1 69.7±3.8 57.1±2.7 60.2±2.4
LRCS 74.0±4.8 66.1±3.1 68.9±3.9 56.3±2.2 58.1±2.7
MR-LRCS 76.5±4.9 70.1±4.1 69.7±3.6 57.8±2.9 61.5±2.2
RMSL 75.7±5.5 68.0±3.4 70.7±3.1 57.9±2.3 62.0±2.1
MR-RMSL 76.7±4.7 68.3±3.5 71.1±2.4 58.3±2.4 61.8±2.3
LRDE 81.1±4.2 74.1±4.6 84.0±3.5 70.3±4.0 79.5±3.6
MR-LRDE 81.3±4.2 74.1±4.3 84.6±3.5 70.3±4.1 80.1±3.4
CLRS 75.1±4.4 67.3±3.1 69.1±3.9 56.7±2.7 60.0±2.4
MR-CLRS 75.7±2.6 69.0±3.4 69.1±3.8 56.3±2.4 60.2±2.4
SLMR-L1 87.4±3.1 80.9±3.5 87.2±2.8 78.8±4.6 79.9±3.4
MR-SLMR 88.2±3.1 83.9±4.0 87.7±3.4 78.9±4.1 80.2±3.2
2) Robustness Analysis of MR-SLMR: In the second exper-
iment, we evaluate the robustness of modal regression based
methods to different zero-mode noise including Gaussian
noise, random noise, occlusion and outliers, where Gaussian
white noise of 30dBW, 35dBW and 40dBW power are respec-
tively added to clean images, random noise is added to clean
images by replacing 10%, 20%, 30% and 40% pixels with
values at [0, 255], occlusion noise is added by overlapping
clean image with a given picture of size 16× 16, 24× 24,
32×32 and 48×48 and outliers are added by replacing 5%,
10%, 15% and 20% images with random values. Experimental
results are presented in Table VI, VII, VIII and IX respectively,
where values in parentheses stand for the relative performance
loss (%) with respect to the scenario in the clean images.
As shown in Table VI, VII and VIII, modal regression based
methods are much more insensitive to these noise than their
corresponding baselines. Taking permutation scenario with
40% random noise as an example, the accuracy of MR-SRRS
decreases to 59.7% with a relative 0.8% performance drop,
whereas SRRS suffers from a performance drop near 8.6%
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TABLE VI: Comparison results (%) of all methods on corrupted CMU PIE with Gaussian noise.
Power SRRS MR-SRRS LRCS MR-LRCS RMSL MR-RMSL LRDE MR-LRDE CLRS MR-CLRS SLMR-L1 MR-SLMR
0 59.4(0.0) 60.2(0.0) 58.1(0.0) 61.5(0.0) 62.0(0.0) 61.8(0.0) 79.5(0.0) 80.1(0.0) 60.0(0.0) 60.2(0.0) 79.9(0.0) 80.2(0.0)
30 58.0(2.4) 59.4(1.3) 57.1(1.7) 60.0(2.4) 57.0(8.1) 60.5(2.1) 76.7(3.5) 77.6(3.1) 58.0(3.3) 59.0(2.0) 77.1(3.5) 79.7(0.6)
35 56.1(5.6) 59.4(1.3) 55.4(4.6) 58.2(5.4) 47.9(22.7) 52.7(14.7) 63.5(20.1) 70.7(11.7) 56.0(6.6) 57.3(4.8) 71.7(10.2) 77.1(3.9)
40 53.0(10.8) 58.3(3.2) 51.6(11.2) 57.3(6.8) 48.0(22.6) 53.5(13.4) 51.0(35.8) 60.5(24.4) 52.9(11.8) 55.1(8.5) 61.5(23.0) 68.8(14.2)
TABLE VII: Comparison results (%) of all methods on corrupted CMU PIE with random noise. “PR” denotes permutation
ratio.
PR SRRS MR-SRRS LRCS MR-LRCS RMSL MR-RMSL LRDE MR-LRDE CLRS MR-CLRS SLMR-L1 MR-SLMR
0% 59.4(0.0) 60.2(0.0) 58.1(0.0) 61.5(0.0) 62.0(0.0) 61.8(0.0) 79.5(0.0) 80.1(0.0) 60.0(0.0) 60.2(0.0) 79.9(0.0) 80.2(0.0)
10% 58.0(2.4) 60.2(0.0) 58.2(-0.2) 61.5(0.0) 58.0(6.5) 60.3(2.4) 75.1(5.5) 76.3(4.7) 58.0(3.3) 59.1(1.8) 76.3(4.5) 77.8(3.0)
20% 56.9(4.2) 59.8(0.7) 56.2(3.3) 60.2(2.1) 51.0(17.7) 55.5(10.2) 67.4(15.2) 69.8(12.8) 56.8(5.3) 58.4(3.0) 73.2(8.4) 73.8(8.0)
30% 55.5(6.6) 59.7(0.8) 54.8(5.7) 59.5(3.3) 50.4(18.7) 55.5(10.2) 58.5(26.4) 61.6(23.1) 55.5(7.5) 56.9(5.5) 68.8(13.9) 68.9(14.1)
40% 54.3(8.6) 59.7(0.8) 53.0(8.8) 60.1(2.3) 50.2(19.0) 55.0(11.0) 53.0(33.3) 57.6(28.1) 54.3(9.5) 56.0(7.0) 63.6(20.4) 64.3(19.8)
TABLE VIII: Comparison results (%) of all methods on corrupted CMU PIE with occlusion.
Area SRRS MR-SRRS LRCS MR-LRCS RMSL MR-RMSL LRDE MR-LRDE CLRS MR-CLRS SLMR-L1 MR-SLMR
0 59.4(0.0) 60.2(0.0) 58.1(0.0) 61.5(0.0) 62.0(0.0) 61.8(0.0) 79.5(0.0) 80.1(0.0) 60.0(0.0) 60.2(0.0) 79.9(0.0) 80.2(0.0)
16 60.0(-1.0) 61.2(-1.7) 58.6(-0.9) 61.6(-0.2) 61.8(0.3) 61.7(0.0) 70.5(11.3) 72.3(9.7) 59.8(0.3) 60.6(-0.7) 74.5(6.8) 75.5(5.9)
24 60.3(-1.5) 60.6(-0.7) 58.3(-0.3) 61.7(-0.3) 60.9(1.8) 61.3(0.7) 66.5(16.4) 67.9(15.2) 60.2(-0.3) 60.6(-0.7) 70.8(11.4) 72.7(9.4)
32 59.5(-0.2) 60.4(-0.3) 58.7(-1.0) 61.2(0.5) 56.8(8.4) 61.1(1.0) 65.4(17.7) 67.0(16.4) 59.2(1.3) 60.2(0.0) 68.4(14.4) 71.4(11.0)
48 57.8(2.7) 59.0(2.0) 56.3(3.1) 60.6(1.5) 56.5(8.9) 59.2(4.1) 66.8(16.0) 68.2(14.9) 57.7(3.8) 58.9(2.2) 67.3(15.8) 68.4(14.7)
TABLE IX: Comparison results (%) of all methods on corrupted CMU PIE with outliers. “PR” denotes permutation ratio.
PR SRRS MR-SRRS LRCS MR-LRCS RMSL MR-RMSL LRDE MR-LRDE CLRS MR-CLRS SLMR-L1 MR-SLMR
0% 59.4(0.0) 60.2(0.0) 58.1(0.0) 61.5(0.0) 62.0(0.0) 61.8(0.0) 79.5(0.0) 80.1(0.0) 60.0(0.0) 60.2(0.0) 79.9(0.0) 80.2(0.0)
5% 59.1(0.5) 60.0(0.3) 56.4(2.9) 58.7(4.5) 59.6(3.9) 59.8(3.2) 75.5(5.0) 76.0(5.1) 60.0(0.0) 60.1(0.2) 74.9(6.3) 77.7(3.1)
10% 59.0(0.7) 59.6(1.0) 55.2(5.0) 59.1(3.9) 55.7(10.2) 59.6(3.6) 70.3(11.6) 71.0(11.4) 59.8(0.3) 59.9(0.5) 72.7(9.0) 76.4(4.7)
15% 58.4(1.7) 59.2(1.7) 55.2(5.0) 59.0(4.1) 46.4(25.2) 59.6(3.6) 68.5(13.8) 69.0(13.9) 59.8(0.3) 59.8(0.7) 68.9(13.8) 74.3(7.4)
20% 58.5(1.5) 59.0(2.0) 54.7(5.9) 59.2(3.7) 44.2(28.7) 59.4(3.9) 66.2(16.7) 66.4(17.1) 59.6(0.6) 59.7(0.8) 60.8(23.9) 72.1(10.1)
0 200 400 600 800
30
40
50
60
70
80
90
Dimension
Ac
cu
ra
cy
SRRS
LRCS
RMSL
LRDE
CLRS
MR−SLMR
(a)
0 50 100 15060
65
70
75
80
85
Dimension
Ac
cu
ra
cy
(b)
10-4
10-2
100
102
10-4
10-2
100
102
20
40
60
80
100
λ2
λ1
Ac
cu
ra
cy
30
40
50
60
70
80
(c)
0 10 20 30 40 50 60
2
3
4
5
Iterations
O
bje
cti
ve
 V
alu
e (
Lo
g)
60
70
80
90
Ac
cu
ra
cy
(d)
Fig. 7: Performance of LMvSL based methods in case 5 of original CMU PIE. (a) Accuracy of all competitors with different
PCA dimensions. (b) Accuracy of our MR-SLMR with different subspace dimensions. (c) Accuracy of our MR-SLMR with
different hyper-parameter values{λ1, λ2}. (d) Convergence curve (blue) and accuracy curve (red) of our MR-SLMR.
from its original 59.4% accuracy. It is worth noting that similar
accuracy is obtained for SLMR-L1 and MR-SLMR due to the
fact that sparse regularization is used in SLMR-L1 algorithm.
Furthermore, as can be seen in Table IX, it is interesting to find
that SRRS, LRDE and CLRS are even slightly more robust to
outliers. One possible reason is that `2,1 regularization used in
SRRS, LRDE and CLRS can handle outliers more effectively.
E. Property Analysis
In this section, experiments to evaluate the influence of
PCA dimensions, subspace dimensions and hyper-parameters
on the classification performance of LMvSL based algorithms
are conducted in case 5 of CMU PIE, where PCA dimensions
are traversed from 40 to 800 at an interval of 40, subspace
dimensions are traversed from 5 to 130 at an interval of 5
and hyper-parameters, namely λ1 and λ2, are both in range
[1e−4, 5e−4, 1e−3, 5e−3, 1e−2, 5e−2, 0.1, 0.5, 1, 5, 10, 100].
Experimental results are shown in Fig. 7 (a), (b) and (c).
As can be seen, the performance of LRCS, RMSL and
CLRS do not suffer from the change of PCA dimensions
compared with SRRS and MR-SLMR, whereas LRDE and our
MR-SLMR achieve satisfactory accuracy in a low PCA dimen-
sion. By contrast, our MR-SLMR is insensitive to subspace
dimensions. This nice property can benefit real applications.
Furthermore, the accuracy of MR-SLMR varies dramatically
with λ1 and λ2 in a relatively large range. We suggest using
cross validation to determine their values in real applications.
Finally, we conduct convergence analysis in case 5 of CMU
PIE. The changing trends of loss and accuracy with respect
to iterations are presented in Fig. 7 (d). As can be seen,
our MR-SLMR achieves the highest performance and its loss
reaches minimum after a few iterations. This indicates that the
optimization method can lead to a fast convergence.
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V. CONCLUSION
In this paper, inspired by the block-diagonal representation
learning and modal regression, we present a novel Modal
Regression based Structured Low-rank Matrix Recovery for
cross-view classification. Extensive experiments on four com-
monly used datasets demonstrate that our method can more ef-
fectively remove view discrepancy and improve discriminancy
simultaneously compared with other state-of-the-art methods,
which thus results in a satisfactory performance under the
same scale of computational complexity, and robustness anal-
ysis on CMU PIE indicates the positive efficacy of modal
regression on handling complicated noise.
From the in-depth analysis in Sect. IV-B, our method based
on block-diagonal representation learning presents inferiority
in improving intra-view discriminancy compared with the
framework of graph embedding. A feasible method to handle
this problem is to integrate more proper discriminant reg-
ularization. Hence, we are interested in developing a more
discriminative model in future work.
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