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Abstract A three dimensional numerical study of unsteady turbulent cavitating flows around a circular
disk and a cone cavitator. Cavitating flows which can occur in a variety of practical cases can be modeled
with a wide range of methods. The RANS (Reynolds Average Navier Stokes) equations and an additional
transport equation for liquid volume fraction are solved by using finite volume approach through the
SIMPLE algorithm. In this simulation, a truncated Rayleigh-Plesset equation is applied for bubble dynamic.
Also specific numerical modifications are used in a finite volume approach to promote robust solution
when cavitation is present. Moreover, the VOFmethod is adopted to track the interface between the liquid
and the vapor phases. For implementation of turbulent flow, the shear stress transport, k − ω model is
selected. The main characteristics of the cavity are analyzed and compared with experimental data. The
present results for both cases are in good agreementwith experimental data and analytical relations. These
agreements confirm the authority of this simulation to be implemented in more complicated shapes.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
In liquid flows, cavitation generally occurs if the pressure in
certain locations drops below the vapor pressure, and conse-
quently the negative pressures are relieved by the formation of
the gas-filled or gas and vapor-filled cavities [1]. Cavitation can
be observed in a wide variety of propulsion and power systems
like pumps, nozzles, injectors,marine propellers, hydrofoils and
underwater bodies [2].
An accurate numericalmethod and its effects for recognizing
the cavitation location are important for many industrial
applications, where the actual costs due to undesirable features
of cavitation such as erosion, structural damages, noise and
power loss, are so expensive. The high interactions between
liquid and vapor phases lead to form a dynamic interface.
Recognizing these interactions is complex in the closure regions
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doi:10.1016/j.scient.2012.07.013of the cavity where the flow is unsteady and also there is not a
discrete interface.
Despite the fact that most industries are encountered with
the unfavorable effects of cavitation, in some cases, it can
be used for drag reduction purposes. Drag reduction can be
observed on bodies surrounded fully or partially with a natural
or gas-ventilated cavity [3]. If the cavitation region or cavity is
extended sufficiently, the body can be surrounded completely
by the cavity. In this case, the surface of the body does not
have contactwith liquid, except for body’s tipwhich is so-called
cavitator. By generating super cavitation around hydrodynamic
vehicles, skin-friction drag can be decreased substantially.
Cavitation is categorized by a dimensionless number which
is called cavitation number, where it depends on the liquid
density, vapor pressure, reference pressure of the flow and
flow velocity. It is observed that by decreasing the cavitation
number, the probability of cavitation formation increases.
Therefore, usually cavitation is classified based on the cavitation
number.
In cavitating flow modeling, regions of the vapor phase
are not known a priori. This implies that the major goal of
a cavitation model should be predicting the onset, growth,
departure break-up and collapse of bubbles in cavitating flows.
The computational modeling of cavitation has been studied
for many years. In the early studies, a predominant use of
evier B.V. Open access under CC BY-NC-ND license.
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determine steady sheet cavitation with clear interface between
liquid and vapor phases. Flow linearized theory about lifting
foils has been developed by Tulin [5]. Wu [6] has proposed
free streamline theory for two-dimensional fully cavitated
hydrofoils. Lemonnier and Rowe [7] have developed singularity
methods. These preliminary methods were based on empirical
correlations for the cavity closure or cavity length.
Studies dealing with the cavitation modeling, by solving the
Navier–Stokes (N–S) equations, have been emerged in the last
decades.
Singhal et al. [8] have employed a vapor mass fraction
equation with pressure-dependent source terms to model
cavitating flows in orifices and hydrofoils. Moreover, Merkle
et al. [9] have done the same simulation considering a two
equation turbulence model and adding the compressibility
effect. Besides, Kunz et al. [10] have employed the artificial
compressibility method considering volume fraction equation
with dependent source term.
Senocak and Shyy [11] have developed a completely
analytical cavitation model based on local mass-momentum
transfer around the cavity interface. Singhal et al. [12] have
employed amathematical basis approach to derive a correlation
for ‘‘full cavitation model’’ in which all of the first-order effects
have been considered.
In the above mentioned approaches, the solution of general
multidimensional problems for modeling the cavitating flows
can be classified into two distinct and very broad sense
categories. In the first category, the solutions are based on
the single-phase conservation equations together with an
equation-of-state, to set up two-phase mixture conditions with
the assumption of local thermodynamic equilibrium between
the phases [13]. In the second category, the solutions are based
on solving the conservation equations for both phases. Some
assumptions are utilized for development of non-equilibrium
heat, mass and momentum terms exchange between the
phases [14].
Solving the mass, momentum and sometimes energy trans-
port in a continuous mode forms the basis of both categories
over the non-cavitating and cavitating regions of the flow [15].
It is worthful to mention that the interface tracking meth-
ods [16] have not been included in the above two categories,
as the full transport equations are not solved in both of the
cavitating and non-cavitating regions.
The necessity of the second approach is recognized when
the equilibrium assumption collapses, for flows where acceler-
ations are large. Such situations make numerical solutions ex-
tremely difficult, particularly if the liquid/vapor density ratio is
high. The foundation of non-equilibrium models is restricting
the rate of vaporization and condensation processes to lessen
the above situations.
In the present simulation, a finite volume code is used
which utilizes a non-equilibrium approach with simplifying
assumptions to reduce the number of equations to solve in a
multiphase system. This model is employed on a mechanical
equilibrium between the phases to reduce the number of
momentum equations and a single set [17–19]. A truncated
form of the Rayleigh–Plesset (RP) equation is used and
thermal equilibrium between the liquid and vapor phases is
assumed. The RP equation provides the basis for the rate
equation controlling vapor generation and destruction, and is
implemented through a volume fraction equationwith a source
term using a multiphase mixture theory.2. Mathematical modeling and governing equations
The governing equations for a cavitating flow and a two-
phase turbulent flow are as follows.
2.1. Volume-fraction equation and cavitation model
The governing equations describe the cavitation process
involving two-phase and three-component system, where it
is assumed that there is thermal equilibrium between all of
the components and phases, and no-slip between any phases.
The three components are: vapor (v), water (w) and non-
condensable gas in the form of micro-bubbles nuclei (nuc). The
relative quantity of each of the components is described by a
volume fraction scalar α, as:
αv + (αw + αnuc) = 1. (1)
In the general manner, compressibility is important in both
water and vapor phases, therefore the density is defined by
the equation of state. Based on the above equation, only two
volumes of the fraction need to be solved and the third phase is
determined by Eq. (1). In the present work, the compressibility
of the water is neglected.
In many cavitation problems, the non-condensable gas
phase is assumed to be well blended in the liquid phase with a
constant volume fraction αnuc . On this basis, the mass fractions,
αw and αnuc , can be combined and treated as one. The volume
scalar αl is introduced as:
αw + αnuc = αl. (2)
In this simulation, the Transport based EquationModel (TEM) is
used to simulate cavitation dynamics. The model is the mixture
of the multi-phase model including mass/volume fraction
transport equation, with appropriate source terms to regulate
the mass transfer between the phases [8–10]. The most evident
advantage of this model is issued from the convective character
of equation, which has a great contribution of reproducing
the physics of cavitating flows, such as cavity detachment and
cavity closure, and allowsmodeling the impact of inertial forces
and drift of bubbles as well. In general, cavitation model in this
approach can be formulated as:
∂
∂t
(αlρl)+ ∂
∂xi
(αlρlui) = Γl = m˙v + m˙c, (3)
where m˙v and m˙c are the source terms, respectively, in associ-
ation with the vaporization and condensation processes. Fluid
property can be evaluated based on the liquid–vapor mixture
ratios:
ψ = αlψl + (1− αl)ψv, (4)
where ψ represents a typical mixture property in the fluid.
2.1.1. Rayleigh–Plesset equation for bubble dynamics
In present simulation, the cavitation model utilizes the
Rayleigh–Plesset Transport based Equation Model (RP TEM) to
estimate the rate of vapor production. This model is based on
inertial effect and overlooks the thermodynamic process in the
whole system. The growth of vapor bubbles is evaluated by
taking into account the inertial effects of the radius growth. For
a vapor bubble nucleated in a surrounding liquid, by neglecting
the bubble growth acceleration, viscous terms and surface
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equation:
2
3

p− pv
ρ

+ RR¨ = R˙2, (5)
Γl = Nρl4πR2bR˙, (6)
where pv is the vapor pressure in the bubble, p is the pressure
in the surrounding liquid, ρl is the liquid density and R is
the radius of the bubble. It should be mentioned that bubbles
are assumed to grow from an initial average radius of Rb and
return (when condensing) to the original size. The first order
approximation is used,where the growth or collapse of a bubble
follows the RP equation, neglecting higher order terms and
bubbles interactions.
R˙ =

2
3
pv − p
ρl
. (7)
The number of bubbles per unit volume of the mixture, N ,
available as nucleation sites is given by:
Nv = 3αlαnuc
4πR3b
,
Nc = 3αv
4πR3b
, (8)
whereNv andNc represent nucleation sites during vaporization
and condensation, respectively. In practice, the vaporization
and condensation processes have different time scales; the
condensationphenomenon is a slower one. Empirical constants,
Fv and Fc , are introduced for these constraints. Therefore, the
source terms in associationwith vaporization and condensation
are given as:
m˙v = −Fv 3αnucαlρvRb

2
3
max

pv − p
ρl
, 0

, (9)
m˙c = Fc 3(1− αl)ρvRb

2
3
max

pv − p
ρl
, 0

. (10)
The non-condensable gas, assumed as spherical bubbles, pro-
vide nucleation sites for the cavitation process. The default
value for αnuc is taken equal to 10−5, and a typical initial radius
for the nuclei is Rb = 10−6. The empirical constants of vaporiza-
tion and condensation are selected to be Fv = 50 and Fc = 0.01.
2.2. The continuity and momentum equations
The vapor–liquid flow described by a single-fluid model is
treated as a homogeneous bubble-liquid mixture, so only one
set of equations is needed to simulate cavitating flows:
∂ρ
∂t
+ ∂
∂xi
(ρui) = 0, (11)
∂
∂t
(ρui)+ ∂
∂xj
(ρuiuj) = ∂P
∂xi
+ ∂τij
∂xj
+ ρg. (12)
Eqs. (11) and (12) are the governing continuity andmomentum
equations for a classical RANS and homogeneous mixture
multiphase flow. In these equations, the constitutive relations
for the density and dynamic viscosity of the mixture are
given by:ρ = αlρl + (1− αl)ρv,
µ = αlµl + (1− αl)µv. (13)
In Eq. (12), τij is the deformation tensor, and is further simplified
by the assumption of Newtonian fluid behavior.
2.3. Turbulence model
The Shear Stress Transport (SST) k − ω model is utilized
for turbulence modeling. The SST k − ω model has developed
by Menter [20] to effectively blend the robust and accurate
formulation of the k − ω model in the near-wall region with
the free-stream independence of the k − ε model in the far
field. To achieve this, the k− ε model is converted into a k− ω
formulation which is as follows:
Turbulence Kinetic Energy:
∂
∂t
(ρk)+ ∂
∂xj
(ρkuj) = ∂
∂xj

µ+ µt
σk3

∂k
∂xj

+ τij ∂ui
∂xj
− β∗ρkω. (14)
Specific dissipation rate:
ρ
∂ω
∂t
+ ρuj ∂ω
∂xj
= ∂
∂xj

µ+ µt
σw3

∂ω
∂xj

+ ω
k

α3τij
∂ui
∂xj
− β3ρkω

+ (1− F1)2ρ 1
ωσω2
∂k
∂xj
∂ω
∂xj
, (15)
where the coefficients of the model are a linear combination of
the corresponding coefficients of the k− ω and modified k− ε
models as:
(ψ = F1ψkω + (1− F1)ψkε).
k− ω : α1 = 5/9, β1 = 3/40, σk1 = 2,
σω1 = 2, β∗ = 9/100,
k− ε : α2 = 0.44, β2 = 0.0828, σk2 = 1,
σω2 = 1/0.856, Cµ = 0.09.
Themodel combines the advantages of theWilcox k−ω and the
Launder–Spalding k−εmodels, but still fails to properly predict
the onset and amount of the flow separation from smooth
surfaces, due to the over-prediction of the eddy-viscosity (the
transport of the turbulent shear stress is not properly taken into
account). The proper transport behavior can be obtained by a
limiter added to the formulation of the eddy-viscosity:
µt = ρ kmax(ω, SF2) , (16)
where F2 is a blending function, which restricts the limiter to
the wall boundary layer, as the underlying assumptions are not
correct for free shear flow. S is an invariantmeasure of the strain
rate. The blending functions F1 and F2 are critical to the success
of the method.
3. Numerical results
The finite volume approach is used to discretize the
Reynolds-Averaged Navier–Stokes equations and an additional
transport equation for liquid volume fraction. These coupled
nonlinear equations have been solved using a pressure-based
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disk.
Figure 2: The computational structure mesh around disk cavitator.
segregated algorithm and a fully implicit formulation. The
pressure–velocity coupling scheme is the SIMPLE algorithm.
At first, cavitating flow around a circular disk has been
considered, and only the cavity length of RP TEM model is
compared with two other cavitation models, namely, Full
Cavitation Model (FCM) [12] and the Kunz cavitation model. As
a second example, a cone is adopted as a cavitator to evaluate
the capability and robustness of the present simulation. In
both cases, the main characteristics of the cavity, such as
length, diameter and drag coefficient are analyzed. Moreover,
the obtained results have been validated with the available
experimental data and theoretical relations.
3.1. Circular disk
3.1.1. Geometry and boundary conditions
An O-type, structured computational grid has been utilized
to simulate a thin circular disk which is fixed in the middle of
the domain vertically, so that the domain can be divided into
two equal parts, through the center of the disk. The simulation is
performed in three dimensions and for promoting the precision,
the grid is more concentrated near the disk. The disk has
diameterD and thickness 0.1D. The upper and lower boundaries
are located at 10D from the center of the disk. The boundaries of
the upstream and the downstream are located at 10D and 50D,
respectively. The schematic configuration of the computational
domain is shown in Figure 1. The inlet boundary condition
is set in terms of the constant velocity. The relative static
pressure over the boundary, which regulates the cavitation
number, is specified for the outlet region. The free-slip and no-
slip wall conditions are set for the lateral boundaries and the
body, respectively. After a grid independency solution study, a
1,099,000mesh is used for all computations around the circular
disk. Figure 2 shows the mesh structure in the computational
domain.
3.1.2. Cavity characteristics
The unsteady state solution has been performed in a wide
range of cavitation numbers, 0.035 < σ ≤ 0.25. σ is defined as
follows:
σ = (p− pv)
ρV2
2
,where V is the flow velocity and p and pv are flow pressure and
vapor pressure of the water, respectively.
In both cases, the inlet velocity is fixed and constant equal
to 20 m/s, and the outlet pressure is varied to adjust cavitation
numbers. The total time for simulation is selected 30 s to
achieve statistically consistent results. In both cases, the time
step size has been set equal to 0.08 of a second, and the
properties of the water liquid and the vapor have been selected
at 25 °C.
Due to practical importance of circular disks, experimental
data and theoretical methods have been published extensively.
For validating the present results, the Richardt’s semi-empirical
relations are selected as non-dimensional characteristics of
the cavity. The related formulas for these characteristics are
presented by Eqs. (17)–(19). The cavitation number is the main
factor in these formulas [21].
L
d
= σ + 0.008
σ(1.7σ + 0.066)

d
D

, (17)
d
D
=

CD
σ(1− 0.132σ 0.5)
0.5
, (18)
CD = CD◦(1+ σ), (19)
where D is the diameter of the cavitator and d and L are
the maximum diameter and maximum length of the cavity,
respectively. In Eq. (19), CD◦ is a parameter which depends
on the cavitator geometry and is recommended 0.84 for disks
and 0.26 for cones [22]. It should be mentioned that Richardt’s
formulations are limited to σ < 0.12, and the above equations
are extrapolated to higher cavitation numbers in the present
work.
One of the most significant features of the supercavitating
flows, is Cavity dimensions. In most published experimental
works, cavity dimensions have been presented in terms of a
dimensionless parameter, namely, cavity length or diameter
per cavitator diameter. Figure 3 shows the dimensionless cavity
length obtained according to the Singhal cavitation model
with k − ε turbulence model and the Kunz cavitation model
with LES turbulence model [23], theoretical data provided by
Richardt [21] and the RP TEMmodel with SST k−ω turbulence
model in comparison with the experimental data by Self and
Ripken [24]. From this figure, it is clear that the results of the
proposedmodel can reach closer to the experimental data, with
respect to the other models.
The obtained results are also tabulated in Table 1 for a
better comparisonbetween thepresent results, other numerical
models and experiments [24]. The results of this table confirm
the ability of the present simulation in modeling of cavitating
flows especially at low cavitation numbers, with respect to
other cavitation models. Another significant characteristic in
cavitaing flow is the cavity diameter. In Figure 4, the cavity
diameter is compared with experimental and theoretical data
by Richardt [21].
Another important characteristic of cavitating flows is the
drag force. In the flow around the disk, drag force is mainly
due to the pressure; since the thickness of the disk is small,
the viscous drag are negligible. Figure 5 depicts the variation
of average drag coefficient versus cavitation number. In this
figure, the computed drag coefficient is compared with the
experimental ones and the theoretical results provided by
Richardt [21].
Besides the unfavorable features of cavitating flows such as
noise and erosion, the developed cavity can reduce drag coeffi-
cient, especially in supercavitating flows. Using this advantage
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Cavitation number Dimensionless cavity length at different cavitation numbers
0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.15 0.2 0.25
Experimental data 46.12 33.92 30.45 26.27 22.08 18.55 16.79 11.6 7.3 5.6
Present simulation 44.86 35.81 30.01 24.93 21.03 17.37 14.61 9.01 6.3 4.8
The Kunz model 30.81 27.53 25.1 23.25 21.15 19.48 17.88 12.5 8.8 6.1
The FCMmodel 25.27 23.14 21.49 20.03 18.21 16.62 15.44 10.9 7.9 5.7Figure 3: Comparison of computed dimensionless cavity length with
experimental data [24], FCM and Kunz models [23] and Richardt’s theory [21].
Figure 4: Comparison of computed dimensionless cavity diameter with
experimental data [24] and Richardt’s theory [21].
of cavitating flows, the velocity of under-water vehicles can be
increased in constant power. This characteristic canbe observed
in Figure 5which shows the reduction in drag coefficient by de-
creasing cavitation number.
The cavity length and diameter will be grown by decreasing
cavitation number. Figure 6 depicts the cavity shape in terms
of cavitation number for a disk with a diameter of D = 1 in.
(0.0245 m).Figure 5: Comparison of computed average drag coefficient with experimental
data [24] and Richardt’s theory [21].
Figure 6: The effect of cavitation numbers on cavity profile.
The interface betweenwater and vapor for cavity generation
is selected at α = 0.5. The cavity interface, to display the
difference of developed cavities, is presented in Figure 7 for
σ = 0.075 and σ = 0.25. As shown in this figure, the cavity
interface grows to the maximum diameter, and afterwards
decreases gradually and ends the closure region. This region
can be observed at σ = 0.25 evidently. It should be noted that
Figure 7(b) has been enlarged in comparison with Figure 7(a).
3.2. Cone cavitator
3.2.1. Geometry and boundary conditions
The computational domain and geometry are presented in
Figure 8. The cone has diameter D, with the cone angle of 45°
and a thin circular after-body which extends the base 0.1D
downstream. The upper and lower boundaries are located at
7D and the Free-Slip wall condition is considered on them. The
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σ = 0.075 and (b) σ = 0.25.
Figure 8: Schematic of computational domain and boundary conditions.
Figure 9: Perspective view of employed mesh structure for cone.
boundaries in the upstream and downstream are located at 7D
and 45D from the center of the cone. The constant velocity
inlet and constant pressure outlet are considered as inlet and
outlet boundaries. After a grid independency solution study, a
1,145,000 mesh is used for all computations around the cone
cavitator. Figure 9 shows the employed mesh structure.
3.2.2. Cavity characteristics
Figures 10 and 11 show the cavity length and diameter in
comparison with the experimental data of [24] and analytical
relation by Richardt [21]. As mentioned before, the length
and diameter of the cavity increase by decreasing cavitation
number.
Figure 12 depicts the variation of drag coefficient versus
cavitation number. The close agreement with experimental
data confirms the ability of the current work, and shows that
the pressure distribution is well simulated. One of the main
prominences of cone cavitator is the lower drag coefficient
against the disk one.
The velocity distribution inside the cavity region is illus-
trated in Figure 13. The re-entrant jet, flow is caused by the
influence of pressure difference on the cavity length. The ex-
istence of the re-entrant jet, forces the vapor inside the cavity
to recirculate behind the body and hence, some vortexes are
created. Figure 13 shows position of four created vortexes on
a cross section at the middle of cone cavitator.
The three dimensional cavity interface is presented in
Figure 14 for σ = 0.05. The draw point style is adopted to well
show the cavity shape behind the cone. In this style, the points
which have volume fraction equal to 0.5 are exhibited.Figure 10: Dimensionless cavity length in comparison with experimental
data [24] and Richardt’s theory [21].
Figure 11: Dimensionless cavity diameter is compared with experimental
data [24] and Richardt’s theory [21].
Figure 12: Comparison of computed average drag coefficient with experimen-
tal data [24] and Richardt’s theory [21].
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σ = 0.2.
Figure 14: Cavity profile defend by α = 0.5 for σ = 0.065 in point draw style.
4. Conclusion
A non equilibrium and multiphase approach based on
solving conservative equations for each phases is presented.
The classical and homogenous Reynolds-averageNavier–Stokes
equations are applied for the governing continuity and mo-
mentum equations. In addition, a transport equation is uti-
lized for the liquid volume fraction, where mass transfer rate,
due to cavitation, is modeled by a mass transfer model. The
Rayleigh–Plesset equation is introduced as a source term in the
volume of the fluid equation to simulate bubble dynamic cavi-
tation model. According to the performed simulation, different
features of the developed model are verified.
Different cases are employed to assay the ability of the
utilized cavitation model and applied algorithm. Numerical
results of cavitating flow around three dimensional circular disk
and cone cavitators are presented. For cavity behind the circular
disk, dimensionless cavity length of RP TEMmodel is compared
with Kunz and Singhal models. Moreover, other characteristics
of the cavity such as diameter anddrag coefficient are compared
with experimental data and analytical relations. The unsteady
behavior of cavity behind the cone cavitator is analyzed, and
also the main characteristics of its cavity are verified using
experimental data. The close agreement between the obtained
results and the experimental data in widespread intervals of
cavitationnumbers shows the robustness of present simulation.
The proposed model is capable to cover the low cavitation
numbers where super cavitation phenomenon occurs.
The validations show fairly the robustness and stability of
the present simulation. For this reason, the proposed strategy
can be applied in different flow conditions and more compli-
cated cases to rigorously simulate cavitating flows.References
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