We prove a characteristic free version of Weyl's theorem on polarization. Our result is an exact analogue of Weyl's theorem, the difference being that our statement is about separating invariants rather than generating invariants. For the special case of finite group actions we introduce the concept of cheap polarization, and show that it is enough to take cheap polarizations of invariants of just one copy of a representation to obtain separating vector invariants for any number of copies. This leads to upper bounds on the number and degrees of separating vector invariants of finite groups.
Introduction
We begin with a description of the standard invariant theory setting and recall the concepts of separating invariants and of polarization. Let K be any field and let V be a finite-dimensional vector space over K. We write K[V ] for the symmetric algebra of the dual space, V * . If {x 1 , . . . , x k } is a basis of V * , then K[V ] is the polynomial ring in the indeterminates x 1 , . . . , x k . Now suppose that G is any group acting linearly on V . Then there is a natural action of G on V * which induces an action of G on K[V ]. The ring of invariants is the subring K[V ]
G of K[V ] consisting of those polynomials fixed pointwise by all of G:
The main problem in invariant theory is to find a set of invariants
Since generating sets are often very complicated, and in some cases no finite generating sets exist, the concept of a separating set of
G has emerged as a useful weakening of a generating set. Loosely speaking, a separating set is a set of invariants that has the same capabilities of separating G-orbits as all the
G . More precisely, if for two points x, x ∈ V there exists an invariant in K[V ]
G taking different values on x and x , there should also exist an invariant from the separating set with this property. For more background on separating invariants we direct readers to Derksen and Kemper [2, Section 2.3.2] and to [3] .
Polarization is an important classical technique used to describe invariants of certain representations. Before giving the general definition we illustrate the idea in a simpler setting. With V and G as above, take a, b ∈ K arbitrary and consider the G-equivariant surjection
where G acts diagonally on V ⊕ V . On the level of rings the map ϕ a,b induces a ring homomorphism Φ a,b :
If we treat a and b as new indeterminates, rather than as elements of K, we obtain a ring homomorphism Φ:
called the polarizations of f and we write Pol
G . We will give a more general and formal definition of polarization at the end of the introduction and state Weyl's polarization theorem now. Note that in the standard situation one has W = {0}.
Theorem 0.1 (Weyl [8, II.5, Theorem 2.5A]). Let G be a group acting linearly on two finite-dimensional vector spaces V and W over a field K of characteristic zero. Let n and m be positive integers such that m ≥ min{dim(V ), n}. If
A proof of Theorem 0.1 can also be found in Kraft and Procesi [5, § 7.1] .
The following examples show that the hypothesis that K has characteristic zero is necessary in Weyl's Theorem.
Example 0.2. (a) Let K be a field of characteristic 3 containing a primitive 4th root of unity ω. The invariant ring of the group G ⊂ GL 1 (K) generated by ω is
and the vector invariants of two copies are
where the given generating set is minimal. However, [6] showed that for n ≥ 3, the ring K[V n ] G requires a generator, h, of degree n(p − 1). Since polarization preserves degree (see below), we see that h cannot be obtained from polarizations of the generators of
There are several known results which show that positive characteristic anomalies of invariant theory tend to disappear when the focus is shifted from generating to separating invariants (see [2, Section 2.3.2]). It is therefore natural to ask whether Theorem 0.1 holds in arbitrary characteristic if one replaces every instance of the word "generating" by "separating". In this paper we give an affirmative answer to this question.
In the first section we deal with the case where G may be infinite. In fact, we start by considering a more general setting which does not necessarily involve invariant theory. The key result is contained in Lemma 1.1, which leads to our characteristic free version of Weyl's theorem (Theorem 1.4 and Corollary 1.5). We find it remarkable that although the statements of Theorems 0.1 and 1.4 are in perfect analogy, the proofs are altogether different.
Section 2 deals with the case of finite groups. We introduce the concept of cheap polarization and prove that for G finite, the cheap polarizations of a separating set S of invariants in
G yield a separating set of invariants in
G is separating (see Corollary 2.7). This result has no parallel in terms of generating invariants, even in characteristic zero. We conclude the paper by giving upper bounds on the degrees and number of separating invariants. In particular, for G finite, we obtain a bound on the number of separating invariants in
G which is linear in n (see Corollary 2.12). We also show that no such bound can exist for generating invariants (see Theorem 2.13), again underscoring the benefit reaped from shifting focus from generating to separating invariants.
We finish the introduction by giving the general definition of polarization. Let V and W be finite-dimensional vector spaces over any field K, and write V m for the direct sum of m copies of V . We write K[V m ⊕W ] for the symmetric algebra of the dual (V m ⊕ W ) * . If {x 1 , . . . , x k } is a basis of V * and {y 1 , . . . , y l } is a basis of W * , then we obtain a basis
is a polynomial ring in the indeterminates x i,ν (i = 1, . . . , m, ν = 1, . . . , k) and y i (i = 1, . . . , l). Let n be a further positive integer, and for i = 1, . . . , m and j = 1, . . . , n let a i,j be an indeterminate. Form a homomorphism Φ:
So, pretending for a moment that the a i,j are elements of the field K, we obtain for every
which connects the definition of Φ with what we said about the simpler situation above. Now we take the a i,j again for what they really are.
denote the set of all non-zero coefficients of Φ(f ), considered as a polynomial in the "main" indeterminates a i,j . It is easy to see that if f is a homogeneous polynomial, then deg(h) = deg(f ) for all polarizations h ∈ Pol
is a set of polynomials, we write Pol
, which by construction has the following property: For any f ∈ S and any m by n-matrix A with entries in K, inducing a natural linear map ϕ A :
. Now let G be any group acting linearly on V and W . G acts diagonally on V m ⊕ W . If we let G act trivially on the indeterminates a i,j in the above construction, then clearly
A variation of the definition of polarization is given on page 8 before Corollary 1.5. second author thanks Eddy Campbell, Ian Hughes, and David Wehlau for their hospitality. All authors thank Eddy Campbell for useful discussions.
Infinite groups
We start by considering a rather general situation. Let X and Y be sets and let F be a set of functions f :
for the preimage of ρ under F . More specifically, let V be a vector space over a field K, n and m positive integers, and W any set. Put
As we will see, this is closely related to the polarization of polynomials. (
Remark 1.2. Before proving the lemma we make two remarks.
(a) Our main application of the lemma will be to the case that W has only one element (which amounts to saying that there is no set W ) and two points Proof of Lemma 1.1. We need to show that Pol n m (≈) ⊆∼. To this end, take
We need to show x 1 ∼ x 2 . First consider the case m ≥ n. In this case we can choose matrices A ∈ K m×n and B ∈ K n×m such that BA = I n , the n by n identity matrix. This implies ϕ B • ϕ A = id X , so
where the equivalence "∼" follows from (1.2) and (1.1).
Next we consider the case m < n, which implies m ≥ dim(V ). We interpret
This and the fact that dim( U 1 ) = m shows that there exists A 1 ∈ K m×n such that the application of A 1 is injective on U 1 and zero on U 2 . Analogously, there is an A 2 ∈ K m×n such that the application of A 2 is injective on U 2 and zero on U 1 . Thus for i = 1, 2 there exists B i ∈ K n×m such that B i A i acts as the identity on U i . This yields
3) where the first equation holds since x 1 ∈ U 1 ⊗ V × W , the equivalence "∼" follows from (1.2) and (1.1), and the last equation holds since B 1 A 1 acts as the identity on Z ⊆ U 1 and as 0 on U 2 . Likewise, by using A 2 and B 2 we obtain
Moreover, we have 5) where the fist equivalence follows from (1.4) and (1.1), the second from (1.2), and the third from (1.3) and (1.1). From this we see that
where both equations follow from z i ∈ Z ⊗ V ⊆ U 1 ⊗ V , and the equivalence follows from (1.5) and (1.1). Now (1.3), (1.6) and (1.4) yield x 1 ∼ x 2 , as required. 
where the dimension of a vector space is either a non-negative integer or ∞, disregarding cardinalities. The original proof of Lemma 1.1 carries over almost word by word.
Before formulating the main result, we recall that for any finite-dimensional vector space U with a linear G-action, a subset
G . In the following theorem, Pol n m , when applied to a set of polynomials, has the meaning defined at the end of the Introduction. Theorem 1.4. Let G be a group acting linearly on two finite-dimensional vector spaces V and W over a field K. Let n and m be positive integers such that
Remark. In Theorem 1.4, W might be the zero vector space. This yields the case that "there is no W " in Theorem 1.4.
Proof of Theorem 1.4. Set X := V n ⊕ W and define an equivalence relation ∼ on X by saying x ∼ x for x, x ∈ X if g(x) = g(x ) for all g ∈ K[X]
G . An equivalence relation ≈ on Y := V m ⊕ W is defined in the same way. We first show that ∼⊆ Pol 
This shows that ∼⊆ Pol 
To prove that Pol
G is separating, take x, x ∈ X such that
We need to show that x ∼ x . By the above, this is equivalent to
G is separating by hypothesis, it is enough to show that f (ϕ A (x)) = f (ϕ A (x )) for all f ∈ S. Write A = (α i,j ) ∈ K m×n and consider the homomorphism ψ A : 
, where (1.7) is used for the middle equation. This completes the proof.
There is a more general version of polarization, which we introduce now. Let V 1 , . . . , V r be finite-dimensional vector spaces over K, each with a linear G-action. Let m 1 , . . . , m r , n 1 , . . . , n r be positive integers. For a subset 
G is a separating set, then the same is true for Pol n1,...,nr m1,...,mr (S)
If V is a finite-dimensional vector space over K with a linear G-action, we write K[V ] G is a finite number. Clearly
Corollary 1.6. With the notation and hypotheses of Corollary 1.5 we have
Proof. It is clear from the definition of polarization that for f ∈ K[V m ] G homogeneous of degree d, each polynomial in Pol n m (f ) has degree d. This yields the result.
Finite groups
In this section we consider actions of finite groups. Here the situation is much simpler. Indeed, if G is a finite group acting on a vector space V over a field K, then any two G-orbits in V can be separated by invariants from K[V ]
G . For the convenience of the reader we present a short proof of this fact here.
Lemma 2.1. Let G be a finite group acting linearly on a finite-dimensional vector space V . Then for each v, w ∈ V with distinct G-orbits (i.e., Gv = Gw),
With additional indeterminates T and U , the polynomial
G . Then this holds in particular for all coefficients of F (T, U ), so
Hence there exists a σ ∈ G such that x i (w) = x i (σ(v)) for all i, which implies Gv = Gw.
It follows from Lemma 2.1 that a subset S ⊆ K[V ]
G is separating if any two G-orbits can be separated by invariants from S. The proof of Lemma 2.1 shows that the coefficients of F (T, U ) form a separating set of invariants.
In order to formulate the results of this section, we need to introduce the concept of cheap polarization. Let V 1 , . . . , V r be finite-dimensional vector spaces over a field K. For k = 1, . . . , r write d k := dim(V k ), and let x 
of K-algebras. To illustrate the effect of Ψ, we consider the standard case r = 1 and pretend for a moment that a ∈ K is a scalar. Then for f ∈ K[V ] and v 1 , . . . , v n ∈ V we have cheap (f ), f ∈ S. We call this set the cheap polarization of S. This construction is in particular interesting in the case r = 1. The main difference between cheap polarization and "ordinary" polarization is that there is only one additional indeterminate a involved in cheap polarization, which results in an easier computation and a smaller number of coefficients. This is why we use the word "cheap".
Example 2.2. Consider the case r = 1 and dim(V 1 ) = 1, so
. On the other hand, "ordinary" polarization gives
The following proposition gives some basic properties of cheap polarization. The first part compares cheap polarization with "ordinary" polarization. 
be indeterminates (k = 1, . . . , r, i = 1, . . . , n k ) and define a homomorphism Define a homomorphism Λ:
the latter sum being finite by the finiteness of M. It follows that all elements in Pol Theorem 2.4. In the situation introduced at the beginning of this section, let G be a finite group acting linearly on all
G and assume that at least one of the following hypotheses is satisfied:
(b) S is separating and K has strictly more than (max{n 1 , . . . , n r } − 1) · |G| elements.
Then Pol n1,...,nr
Proof. We first assume that the hypothesis (b) holds. For k = 1, . . . , r, let v We need to show that there exists a σ ∈ G such that w
i ) for all k ∈ {1, . . . , r}, i ∈ {1, . . . , n k }. For α ∈ K let η α : K[V Since this holds for all f ∈ S, it follows by Lemma 2.1 that there exists a σ ∈ G such that
for all k ∈ {1, . . . , r}.
Since α ∈ K was chosen arbitrary, this means that for every α ∈ K there exists a σ ∈ G such that For σ ∈ G let S σ be the set of all α ∈ K such that (2.4) holds for α and σ. Thus K = σ∈G S σ . By the hypothesis on the size of K there exists a σ ∈ G such that |S σ | ≥ max{n 1 , . . . , n r }. By using the Vandermonde determinant, we conclude from (2.4) that for this σ we have
for all k and i. This completes the proof. Now assume that (a) is satisfied, and let K be the algebraic closure of K.
G . In particular, S is K[V 1 ⊕· · ·⊕V r ] G -separating, and
