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ABSTRACT OF DISSERTATION
TRANSFORMS IN SUFFICIENT DIMENSION REDUCTION AND THEIR
APPLICATIONS IN HIGH DIMENSIONAL DATA
The big data era poses great challenges as well as opportunities for researchers to
develop efficient statistical approaches to analyze massive data. Sufficient dimension
reduction is such an important tool in modern data analysis and has received extensive
attention in both academia and industry.
In this dissertation, we introduce inverse regression estimators using Fourier trans-
forms, which is superior to the existing SDR methods in two folds, (1) it avoids the
slicing of the response variable, (2) it can be readily extended to solve the high di-
mensional data problem. For the ultra-high dimensional problem, we investigate both
eigenvalue decomposition and minimum discrepancy approaches to achieve optimal
solutions and also develop a novel and efficient optimization algorithm to obtain the
sparse estimates. We derive asymptotic properties of the proposed estimators and
demonstrate its efficiency gains compared to the traditional estimators. The ora-
cle properties of the sparse estimates are derived. Simulation studies and real data
examples are used to illustrate the effectiveness of the proposed methods.
Wavelet transform is another tool that effectively detects information from time-
localization of high frequency. Parallel to our proposed Fourier transform methods,
we also develop a wavelet transform version approach and derive the asymptotic
properties of the resulting estimators.
KEYWORDS: Central subspace; Fourier transform; Predictors hypothesis tests; Suf-
ficient dimension reduction; Sufficient variable selection; Wavelet transform.
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In the era of big data, big volume and high dimensional data are often collected
less expensively through electronic device and internet. Storing and accessing mas-
sive data are conceivable for local computer with the help of cloud computing tech-
nique. Plenty of statistical learning methods and efficient optimization algorithms
have been developed to reduce structure dimension, re-sample massive data, build
feasible models, interpret statistical significance, and visualize data in different ways.
Statisticians have developed various novel methodologies and algorithms to handle
big data to achieve desirable goals, which include obtaining more accurate estimates,
easier interpretation, less computational cost, and greater efficiency. Especially, many
researchers studied parametric, semi-parametric, and non-parametric models in order
to capture the unknown relationship between predictors and responses. In this dis-
sertation, we employ two transformation approaches: Fourier and wavelet transform,
to conduct sufficient dimension reduction and sufficient variable selection for high
dimensional data.
1.2 Sufficient dimension reduction
Sufficient dimension reduction (SDR) is a statistical method to reduce dimension
with the concept of sufficiency. SDR (Li, 1991; Cook, 1996) aims to find a few linear
combinations of predictors so that using such linear combinations will preserve the
regression information. In the regression problem, suppose that Y ∈ R is the response
variable and X ∈ Rp is the predictor vector. If F (Y |X) = F (Y |ηTX), where F is
a density function of Y and η ∈ Rp×d, d ≤ p, then the subspace spanned by the
columns of η is called a dimension reduction subspace (DRS). We are interested in
the central subspace (CS), SY |X, which is defined as the intersection of all DRSs if
the intersection itself is still a DRS. Under mild conditions (Cook, 1996; Yin et al.,
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2008), CS has been shown to exist and is unique. Therefore, we assume the existence
of CS in this dissertation. Let d = dim(SY |X) be the dimension of CS, and β ∈ Rp×d
be a basis of CS. Then Y ⊥ X given βTX, where ⊥ indicates independence. In
other work, the conditional distribution of Y given X is the same as the conditional
distribution of Y given βTX. Along with this idea of CS, some specific subspaces has
been developed based on regression mean, variance and quantile (Cook and Li, 2002;
Yin and Cook, 2002; Zhu and Zhu, 2009; Luo et al., 2014). Many SDR methods have
been developed over the past 30 years. Sliced inverse regression (SIR) (Li, 1991) and
sliced average variance estimation (SAVE) (Cook and Weisberg, 1991) are the most
well-known methods.
1.3 Sufficient variable selection
Variable selection aims to identify important predictors in a large pool of vari-
ables. There are extensive studies on variable selection, such as non-negative garrotte
(Breiman, 1995), lasso (Tibshirani, 1996), lars (Efron et al., 2004), elastic net (Zou
and Hastie, 2005), and SCAD (Fan and Li, 2001). Specifically, Yuan and Lin (2006)
proposed group lasso. The sparse-group lasso was proposed for group-wise and within
group sparsity (Simon et al., 2013). Sufficient variable selection (SVS)(Yin and Hi-
lafu, 2015), different from variable selection, is to find a subset of relevant variables
but without losing any regression information, this is also why it is called sufficient
variable selection. In the field of sufficient dimension reduction, SVS is devoted to seek
a few sparse linear combination to perform dimension reduction, these approaches in-
cludes shrinkage SIR (Ni et al., 2005), sparse SIR (Li and Nachtsheim, 2006), sparse
SDR (Li, 2007), coordinate-independent sparse estimation (CISE) (Chen et al., 2010),
and sequential SDR (Yin and Hilafu, 2015).
1.4 Fourier and Wavelet transform
Fourier transform approach has been introduced by Zhu and Zeng (2006) and Zhu
et al. (2010c) to the study of SDR. In Chapter 2, we provide further developments
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for Fourier transform (FT) in inverse regression and focus on multivariate responses.
Differing from the forward motivation of Zhu et al. (2010c), our approach gives more
detailed illustration of their inverse regression link and significantly illustrate the idea.
In Chapter 3, motivated by the work of Cook and Ni (2005), we employ the
Fourier transform approach into quadratic discrepancy function. Several versions
of different discrepancy are used to achieve robust estimation. In order to achieve
SVS, we propose to add coordinate-independent penalty to the quadratic discrepancy
functions. A novel coordinate descent algorithm and Stiefel manifold optimization are
used to obtain the sparse estimates. We also conduct the conditional and marginal
hypothesis tests for identifying the structural dimension and significance of predictors.
In Chapter 4, wavelet transform is employed to estimate the central subspace in
sufficient dimension reduction. In parallel, we also develop a minimum discrepancy
approach based on wavelet transform. The asymptotic normality property of the es-
timator is established as well. For determining the structural dimension, we applied
a consistent order-determination procedure by Luo and Li (2016). At last, sufficient
variable selection is investigated under the framework of minimizing the discrepancy
function with penalty. The coordinate descent algorithm and Stiefel manifold opti-
mization is used to minimize the objective function.
Copyright c© Jiaying Weng, 2019.
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Chapter 2 Fourier transform approach for inverse dimension reduction
method
2.1 Introduction
1For SIR or SAVE, the number of slices has to be chosen, and the choice of this num-
ber could be problematic. Hsing and Carroll (1992) derived asymptotic properties
for a special case where each slice had only two observations, which was generalized
by Zhu and Ng (1995). The result of Zhu and Ng (1995) can be interpreted as the
number of observations per slice must be large enough to yield efficient estimates,
but still relatively small when compared with the sample size. This suggests that
slicing schemes with too many slices that have too few observations per slice should
be avoided. However, empirically it is hard to establish a useful rule for selecting the
number of slices. To avoid such difficulties, Zhu et al. (2010b) developed the cumu-
lative mean estimation, which uses a weighted average of SIR kernel matrices from
all possible slicing schemes with two slices. Furthermore, Cook and Zhang (2014)
proposed fused estimators by cumulating different number of slices: fused inverse
regression estimator (FIRE) and degenerated inverse regression estimator (DIRE).
Another improvement for SIR is to use Fourier transform (Zhu et al., 2010c). Fourier
transform was first introduced by Zhu and Zeng (2006) in SDR to recover the dimen-
sions in central mean subspace and CS.
The concept of SDR for multivariate response Y ∈ Rq is simply to replace uni-
vatiate Y by Y. The majority of SDR methods focuses on the univariate response,
however, many methods have been developed for multivariate regression as well. [For
instance, slicing the multi-dimensional Y into hypercubes similar to intervals in one-
dimension, k-nearest neighborhood mean approaches (Aragon, 1997; Hsing, 1999;
Setodji and Cook, 2004), and approaches combining all the marginal SDR for each
1This is an original manuscript of an article published by Taylor & Francis in Journal of Non-
parametric Statistics on August 20, 2018, available online:
https://www.tandfonline.com/doi/abs/10.1080/10485252.2018.1515432?journalCode=gnst20.
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component of Y to estimate the multivariate CS (Cook and Setodji, 2003; Saracco,
2005; Yin and Bura, 2006).] Li et al. (2008) proposed a projective resampling (PR)
method to avoid multivariate slicing while effectively estimating the CS. When data
have categorical variables, but SDR is only on continuous predictors, then such an
SDR approach leads to partial SDR (Chiaromonte et al., 2002) and (Li et al., 2003).
SDR is quite useful for reducing predictors and helping to build a better model.
However, it is still difficult to interpret the predictors in the model as the linear com-
bination consists of all the original variables. To this end, SDR with penalization
can help to select important variables, leading to sufficient variable selection (SVS).
One of the approaches is a general procedure by Li (2007), which developed a sparse
SDR estimator for a general dimension reduction kernel matrix by transforming the
eigenvalue-decomposition approach to a regression-type optimization problem. Then
a penalty term (such as a L1 penalty) is added to shrink the number of parameters.
Recently, Yin and Hilafu (2015) developed a sequential SDR and SVS procedure to
deal with the large p, small n data with two effective algorithms, combining the tech-
niques of SDR methods for the univariate response, multivariate responses, partial
SDR and penalization.
In this chapter, we provide further developments for Fourier transform (FT) in
inverse regression and focus on multivariate response. Differing from the forward
motivation of Zhu et al. (2010c), our approach gives more detailed illustration of their
inverse regression link and significantly develops the idea. We have the following main
contributions: We provide a result regarding the choice of the number of FTs, only
a finite number, much less than the sample size as suggested by Zhu et al. (2010c),
which is sufficient enough. Indeed, empirically, 50 FTs are sufficient, and the results
are quite stable. This will not only save computational time, but also ensure the
accuracy of the estimate. We obtain the asymptotic tests for determining dimensions
for FT. We develop a partial SDR for FT and obtain the respective asymptotic tests
for estimating dimensions. We further propose SVS in two useful cases: For n > p,
we use the idea of Li (2007) to develop a sparse SDR version of FT, which produces
sparse and more accurate estimate. Using the sequential SDR and SVS of Yin and
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Hilafu (2015), we develop a procedure of FT to deal with large p, small n data.
The chapter is organized as follows: Section 2.2 provides the theoretical reasons
for the FT estimate, comparison between SIR and FT in population and sample
sense, properties of choice of the number of Fourier transforms, and algorithms for
estimating CS, along with the test for dimension. Section 2.3 develops a method
for estimating the partial SDR using the FT approach. Section 2.4 proposes the
sufficient variable selection for two situations: large n, small p and large p, small n
data. Section 2.5 presents simulation studies and a real data analysis. Section 2.6
summarizes our conclusion. All proofs are included in the Appendix.
2.2 Methodology
Estimation Method
This section introduces FT estimator. To facilitate our discussion, we use standard-
ized predictor Z of X, due to the equivalence of the CS of Y|X and the CS of Y|Z
(Cook, 1998). Let Z = Σ−1/2(X − µ), where µ and Σ are the mean and covariance
matrix of X. Under the well-known linearity condition, m(y) = E(Z|Y = y) ∈ SY|Z
(Cook, 1998). Thus, estimating the space spanned by m(y) (SE(Z|Y)) is to recover
part of the CS . Let fY(y) be the marginal density distribution of Y. Then, FT of




a(ω) + ib(ω),ω ∈ Rq, where a(ω), b(ω) are the real, imaginary part of ψ(ω), respec-
tively.
We claim that ψ(ω) = E(eiω
TYZ) and SE(Z|Y) = Span{ψ(ω),ω ∈ Rq}. The first















Note that SE(Z|Y) = Span{m(y),y ∈ supp(fY)} = Span{m(y)fY(y),y ∈ supp(fY)} ⊆




Tyψ(ω)dω. Thus, SE(Z|Y) = Span{ψ(ω),ω ∈ Rq} = Span{a(ω), b(ω),ω ∈
Rq}, so the second assertion holds. Note that above derivation differs from the for-
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ward illustration of Zhu and Zeng (2006), but does agree with their comment on
inverse regression approach (right above Proposition 1, p 1295, Zhu et al., 2010).
Although we give more details, both lead to the same estimator.
FT estimates the CS just as SIR does, but they might be different in estimation.
In the population sense, SIR and FT estimate the space spanned by E(Z|Y = y),
regardless of continuous or categorical Y. That is,
Span{ψ(ω),ω ∈ Rq} = Span{E(Z|Y = y),y ∈ Rq}.
When Y is a categorical variable, in the sample sense, SIR and FT are also equivalent
(See the appendix). That is, for categorical Y, the left-hand side of the above equation
does not gain any useful information by changing the number of ω, comparing with
the right-hand side of the above equation. However, for continuous response Y,
empirical estimates for these two methods are different in accuracy, mainly due to
the limited sample size. Note that the left-hand side (using FT) needs to choose
the number of ω, while the right-hand side (using slices) needs to select the number
of slices. The right-hand side has uncertainty for selecting the number of slices.
Theoretically, it should choose a large number of slices due to its conditional mean,
but practically it should use a small number of slices due to limited sample size. It is
also well-known that the number of slices will greatly affect the accuracy of estimates.
However, it seems that FT is quite stable for choosing the number of ω, as long as it
is large enough.
Property of Covering and Choice of ω
In the previous discussion, we achieved the estimate given a sequence of ω. Hence,
we need information about the number and the value of ω. Note that ω ∈ Rq, but
practically we cannot take the entire Rq. Proposition 1 below, however, indicates
that a finite number of ω ∈ Rq will be enough to recover the entire SE(Z|Y). Yin and
Li (2011) used a general dense class of functions of Y to estimate CS. FT is one of
such dense classes, so the proof of Proposition 1 is similar to that of Theorem 2.2
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(Yin and Li, 2011). Hence, we omit its proof. Because we discuss the partial SDR,
we don’t need the linearity condition for the Proposition 1.
Proposition 1. 1. There exists a finite sequence of ωj ∈ Rq, j = 1, . . . , t, such
that SE(Z|Y) = Span{a(ω1), b(ω1), . . . , a(ωt), b(ωt)}.
2. Consider a random sequence ωj, j = 1, 2, . . ., there exist an integer t0 such that
for all t ≥ t0, SE(Z|Y) = Span{a(ω1), b(ω1), . . . , a(ωt), b(ωt)}.
Part 1 of Proposition 1 indicates that the finite number of ω is enough to recover
SE(Z|Y) and one could choose as small as half of the dimension of SE(Z|Y). But
typically, we do not know the dimension of SE(Z|Y). Part 2 of Proposition 1 indicates
that if the number of selected ω is large enough, we can then recover SE(Z|Y). This
again in practice does not provide a useful rule. However, our simulations later show
that when the number of ω is large enough, the results are quite stable. Indeed, we
find that 50 ωs is enough for capturing the structure of CS, as well as testing the
dimension.
Another related issue is how to select ω. Zhu et al. (2010c) provide an argument
to choose ω. For a multivariate Y, we choose a small s, say s = 0.1, with P (|ωTY| >
π) ≤ s, then randomly generate ω ∼ N(0, sπ2
E(YTY)
I). Our limited simulations indicate
that such a method performed very stable.
Algorithm
In this section, we summarize what we have discussed above and show the algorithm
for the estimate using sample. Let Ψ = (a(ω1), b(ω1), . . . , a(ωt), b(ωt)), for some
t > 0, and V = ΨΨT as the population kernel matrix. Recall, ψ(ω) = a(ω) + ib(ω).
Let (yi,xi), i = 1, . . . , n be a random sample, and assume that the dimension of
SE(Z|Y) is known as d. The algorithm of FT, similar to that of Zhu et al. (2010c), is
the following:
1. Standardize xi: ẑi = Σ̂
−1/2
X (xi − x̄), i = 1, . . . , n, where x̄ is the sample mean,
and Σ̂X is the sample covariance matrix of X.
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2. Choose {ωj}tj=1 as in Section 2.2 and for each ωj, calculate sample version





iωTj yk ẑk, and â(ωj) = Real(ψ̂(ωj)) and b̂(ωj) =
Image(ψ̂(ωj)).
3. Form Ψ̂ and V̂ as Ψ̂ = {â(ωj), b̂(ωj)}tj=1, V̂ = Ψ̂Ψ̂T , where Ψ̂ is a p × 2t
matrix and V̂ is a p× p sample kernel matrix.
4. The first d eigenvectors (η̂i, i = 1, . . . , d) of V̂ corresponding to the first d
largest eigenvalues λ̂1 ≥ λ̂2 ≥ . . . ≥ λ̂d are the estimated directions of SE(Z|Y).
Transform back to the X scale, β̂i = Σ̂
− 1
2
X η̂i, i = 1, . . . , d.
Testing methods for dimension
Previously, we obtained the estimate by assuming the dimensions of CS with the
inference required for real data. Hence, we develop the test statistics and associated





to test the hypothesis of the form d = m versus d > m. The value of m begins with
0, so we test d = m by comparing sample Λ̂m with the quantile of the asymptotic
distribution of Λ̂m under the null hypothesis d = m. If we fail to reject, then d = m,
otherwise we increase m by 1 and continue the same process until we fail to reject.
The asymptotic distribution of Λ̂d is stated the below Proposition 2, of which proof
is in the appendix. As the Proposition 2 is stated in terms of the partial SDR, we do
not need the linearity condition.
Proposition 2. Let d = dim[SE(Z|Y)] and assume that 2t > d + 1 and p > d. Then





where the Cis are independent chi-square random variables each with one degree of
freedom and λ1 ≥ λ2 ≥ . . . ≥ λ(p−d)(2t−d) are eigenvalues of the covariance matrix Ω,
where Ω is defined in the Appendix.
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One can directly obtain the distribution of the weighted Chi-square Statistic C,
however, simplification is possible. Following Bentler and Xie (2000), we consider two
types of simplified test statistics.
Scaled Statistic: Tm = [trace(Ω̂n)/p
∗]−1n
∑p
j=m+1 λ̂j ∼ χ2p∗ , where Ω̂n is a consistent
estimator of Ω and p∗ = (p−m)(2t−m).
Adjusted Statistic: T̃m = [trace(Ω̂n)/d
∗]−1n
∑p




Sparse Eigen-Decomposition estimation (SED) (Zhu et al., 2010a) is another method
to estimate d. We sketch SED here. Let V̂ be the sample kernel matrix in Section
2.2 Algorithm. The SED procedure is the following:











subject to βTβ = Ip, where λ = (λ1, ..., λp)
T be a p × 1 vector, α = (α1, ...,αp) and
β = (β1, ...,βp) be p × p matrices, ŵ = (ŵ1, ...ŵp)T be a known weight vector. The
tuning parameter, ln, is select by typical AIC and BIC as suggested by Zhu et al.
(2010a). The number of dimensions is equal to the number of nonzero values of λ̂.
2.3 Partial Central Subspace
When predictors consist of both continuous and categorical variables, we focus on
the partial SDR (Chiaromonte et al., 2002) which is only on continuous variables. In
this section, we extend FT to partial SDR. Without loss of generality, let W be the
categorical variable with K levels. Chiaromonte et al. (2002) defined the partial CS to
be the intersection of all subspaces spanned by η ∈ Rp×d such that Y ⊥ X|(ηTX,W ),
if the intersection itself also satisfies such a condition. Let SWY|X be the partial CS,
then SWY|X =
⊕K
k=1 SYk|Xk , where SYk|Xk is the CS conditioning on level k.
Suppose that for each group, the mean and covariance matrix of Xk are µk and Σk.
To facilitate the discussion, we further assume that the covariance structures are the
same across each level, that is, Σk = Σpool, k = 1, . . . , K. Let Zk = Σ
−1/2
pool (Xk − µk),




k=1 SYk|Zk . For each level, we construct the kernel matrix Vk
and combine them into an overall kernel matrix: the partial kernel matrix V W =
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∑K
k=1 P (W = k)Vk. Suppose that the linearity and coverage conditions for each level
hold:
• Linearity: E(Zk|PSYk|ZkZk) = PSYk|ZkZk, for k = 1, . . . , K.





Assume that the dimension of SWY|X, d, is known, we have the following algorithm
for estimating SWY|X. The algorithm is similar to Chiaromonte et al. (2002) except
applying our new partial kernel matrix. The estimate from the following steps is
referred as the partial Fourier transform (PFT).
1. For each level k, x̄k and Σ̂k are the sample mean and covariance matrix of Xk,





Σ̂k and ẑik = Σ̂
−1/2
pool (xik− x̄k),
i = 1, . . . , nk and k = 1, . . . , K.
2. Apply the algorithm in Section 2.2 to obtain the sample kernel matrix for each







3. The first d eigenvectors (η̂i, i = 1, . . . , d) of V̂
W corresponding to the first d
largest eigenvalues λ̂1 ≥ λ̂2 ≥ . . . ≥ λ̂d are the estimates. Transform back to
the X scale, β̂i = Σ̂
− 1
2
poolη̂i, i = 1, . . . , d.





Proposition 3. Under the linearity and coverage conditions for partial SDR, let
d = dim[SWY|X] and assume that 2
∑
tk > Kd + 1 and p > d. Then the asymptotic







where the Cis are independent chi-square random variables each with one degree of
freedom and λ1 ≥ λ2 ≥ . . . ≥ λ(p−d)(2∑ tk−Kd) are eigenvalues of the covariance matrix
ΩW , where ΩW is defined in the appendix.
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2.4 Sufficient Variable Selection
In some cases, not all predictors contribute for the estimate so SDR with penaliza-
tion is helpful to choose significant variables. Variable selection is an essential step
especially for a sparse model. In this section, we extend FT for sufficient variable
selection via the penalized approach. We consider two different cases: the traditional
large n, small p data, and the modern large p, small n data.
Large n, Small p: We adopt a general sparse SDR via penalty approach developed
by Li (2007): Ṽ η̃i = ρiΣη̃i, for i = 1, ..., p, where Ṽ = Σ
1/2V Σ1/2 is a symmetric
kernel SDR matrix; Σ is the covariance matrix; vector η̃1, · · · , η̃p are eigenvectors
satisfying η̃Ti Ση̃j = 1 if i = j, and 0 if i 6= j; and ρ1 ≥ · · · ≥ ρp ≥ 0 are corresponding
eigenvalues. Then the eigenvalue-decomposition approach via penalty term becomes










subject to αTΣα = Id, where λ1j ≥ 0,j = 1, ..., d are the tuning parameters, and vi,
i = 1, ..., p are the columns of Ṽ 1/2.
The algorithm of Li (2007) can be summarized as below:
1. Initialize α and β using the sample kernel matrix in Section 2.2.
2. Given α, update β as below:
β̂αj = arg min
βj













3. Given β, let Uα, Dα, and Vα denote the matrices from the singular value de-
composition of the matrix Σ−1/2Ṽ β, then α̂ = Σ−1/2UαV
T
α .
4. Continue steps 2 and 3 until β converges.
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Typically, we need to fix λ1j and λ2 in the above algorithm. The final selection
of tuning parameters of λ1j and λ2 can be determined by AIC and BIC (Li, 2007).
For our purpose, we simply use FT kernel matrix to replace Ṽ , and denote such a
procedure as S-FT.
Large p, Small n: Yin and Hilafu (2015) proposed a sequential SDR (SSDR) for
such a problem. We extend FT in their algorithm. Note that the algorithm of Yin
and Hilafu (2015) is based on the following result.
Proposition 4. (Yin and Hilafu, 2015) If X1 and X2 are random vectors, B
TX1 is
a linear combination of X1, where B is a matrix, then either (a) or (b) implies (c)
below:
(a) X1 ⊥ (X2,Y)|BTX1;
(b) X1 ⊥ X2|{BTX1,Y} and X1 ⊥ Y|BTX1;
(c) X1 ⊥ Y|{BTX1,X2}.
Statement (c) is very important, if it is true, then p(Y|X1,X2) = p(Y|X1,X2, BTX1) =
p(Y|X2, BTX1). Thus, if the dimension of BTX1 is less than X1, we achieved dimen-
sion reduction without loss of any information. To force statement (c), we may use
statement (a) or statement (b). Write X = (X1,X2), and choose X1 with dimension
p1 < n. Then reduce X1 to B
TX1, and replace X with (B
TX1,X2) as new X. Keep
doing this until there is no more reduction. To find BTX1, Path I procedure (Yin
and Hilafu, 2015) uses statement (a) when the response variable is continuous. This
procedure needs to construct BTX1 using regression (X2,Y) on X1. On the other
hand, when dealing with the categorical response, statement (b) is the choice which
is called Path II procedure by Yin and Hilafu (2015). Path II conducts the partial
SDR for regression X2 on X1 given Y, and the usual SDR of Y on X1. Because of
the categorical response, FT is equivalent to SIR, we only use Path I to construct an
estimate. For clarity, we illustrate the algorithm of Path I of Yin and Hilafu for FT
below.
1. Order the predictors using the distance correlation in Li et al. (2012).
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2. Decompose X ∈ Rp into XT = (XT1 ,XT2 ), where X1 is a p1× 1 vector such that
n > p1, and consider the problem of X1 ⊥ (X2, Y )|βT1 X1.
3. For SDR solution, apply the method in Section 2.2 to new response YTnew =
(XT2 ,Y) given X1, and find the reduced variable β
T
1 X1; For SVS solution, apply
multivariate regression with penalization to the problem of YTnew|X1, and find
the reduced variable βT1 X1.
4. Replace predictors X by (βT1 X1,X2) and go back to step 1, until there is no
further reduction.
We will compare the original SSDR using SIR (SSDR-SIR) and SSDR using FT
(SSDR-FT) in the simulation for Path I.
2.5 Numerical Study
Suppose that B̂ = (β̂1, ..., β̂d) is the estimate of a p × d matrix B, and both B̂ and
B are orthogonal matrices. We use following criteria to measure the accuracy of the
estimates.
1. Let ρ2i ’s be the eigenvalues of matrix B̂
TBBT B̂ for i = 1, · · · , d: the vector cor-
relation coefficient is r1 =
√
|B̂TBBT B̂| = |
∏d





i /d (Ye and Weiss, 2003). The bigger the r1 or r2, the better
the estimate.
2. Define ∆(B, B̂) = ||B̂B̂T−BBT || (Li et al., 2005). We use two ways to calculate
||.||: (a) ∆m(A) = ||A|| is the maximum singular value of A, and (b) ∆f (A) =
||A|| is the Frobenius norm as ∆f (A) =
√
trace(AAT ). The smaller the ∆m(A)
or ∆f (A), the better the estimate.
For SVS, we use true positive rate (TPR) and false positive rate (FPR): TPR
is the number of correctly identified active predictors to the number of truly active
predictors, and FPR is the number of falsely identified active predictors to the total
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number of inactive predictors to compare different methods. Better estimates have
bigger TPRs and smaller FPRs.
Simulations
In this section, we illustrate the advantages of FT with six models. Each model has
a different purpose. We use Model 1 to assess if the number of ω’s in FT could
affect estimate accuracy and Model 2 to compare FT with SIR, IRE (Cook and Ni,
2005), FIRE and DIRE and, further to compare S-FT with S-SIR. We use Model 3
to estimate the dimension using the Weighted Chi-square, Scaled, Adjusted Statistic
and SED and Model 4 for multivariate regression. We use Model 5 to compare partial
SDR using SIR (PSIR) (Chiaromonte et al., 2002) and PFT. Finally, Model 6 is used
for a large p, small n problem.
Model 1. Y = X1 + 0.5X
2
2 , with p = 5, n = 800 and d = 2. Predictors X1, X3, X5
iid∼
N(0, 1), and X2 = X1 +Z where Z ∼ N(0, 1) and X4 = (1 +X2)Z. Let {ei} be p× 1
vectors whose ith entry is 1 and other entries are 0. Then B = (e1, e2).
Figure 2.1 plots mean values of respective r1, r2,∆m and ∆f over 100 simulated
data vs sizes of ω: {5, 10, 15, ..., 100}. It shows that FT has high accuracy, and
its estimates keep the same magnitude for the different number of ω’s. This seems
consistent with the result of Proposition 1. Hence, as long as the size of ω is large
enough, estimates of the CS are accurate and stable.
Model 2. This is the first example of Cook and Zhang (2014). Y = | sinX1|+ 0.2ε,







where µ1 = µ3 = (1, 0, ..., 0)
T , µ2 = (2, 0, ..., 0)
T , Σ1 = Σ2 =
√
0.1Ip and Σ3 =
√
10Ip.
Let p = 15, n = 400, and ε is a uniform (0,1).
We compare SIR, IRE, FIRE, DIRE, and FT for this model. The number of slices
for SIR and IRE are {3, 4, ..., 15}. For FIRE and DIRE, we fuse H = {3, 4, ..., 15},
while for FT, the size of ω is 50. Figure 2.2 plots mean values of respective r1, r2,∆m
and ∆f over 100 simulated data vs the number of slices from 3 to 15. We see that
15


































































Figure 2.1: Mean values of respective r1, r2,∆m and ∆f over 100 simulated data vs
sizes of ω: {5, ..., 100} in Model 1.
Table 2.1: Means and Standard Deviations of TPR and FPR, respectively, over 100




the results of SIR and IRE change with different slices, indicating that the choice
of number of slices is important. FIRE and DIRE combine different slices together,
thus they are constant lines. Regardless, FT has the largest values of r1 and r2, and
the smallest ∆m and ∆f compared with the other four methods, indicating that FT
is the best method for this model. We also conduct SVS for S-FT and S-SIR and
report the respective TPR and FPR over 100 simulated data. The number of slices
for S-SIR is 5 and the number of ω for S-FT is 50. Table 2.1 shows that S-FT has
larger TPR and smaller FPR compared to these of S-SIR, thus better results for S-FT
than those of S-SIR.
Model 3. This model is similar to example 4.1 of Bentler and Xie (2000). Y = X1 +











































































Figure 2.2: Mean values of respective r1, r2,∆m and ∆f over 100 simulated data vs
the number of slices, 3· · · 15, in Model 2.
distribution with the mean (1, 2, 3, 4) and equi-correlation matrix with a variance of
1 and a correlation of 0.5, and ε ∼ N(0, 1).
We check the three asymptotic dimension tests: the Weighted Chi-square Statistic,
Scaled Statistic, and Adjusted Statistic, as well as the SED method (Zhu et al.,
2010a) for this model. The size of ω is 50, and we use three sample sizes of n =
400, 600, 800. The percentages of correctly detected dimensions among 100 simulated
data are reported in Table 2.2, which shows that the Scaled Statistic performs better
than Weighted Chi-square Statistic and Adjusted Statistic. This is consistent with
example 4.1 of Bentler and Xie (2000). The proportions of the correctly identified
dimensions for the three asymptotic tests are 100% when the sample size is 800,
resulting in more accurate estimates for larger sample sizes. Nevertheless, the Scaled
test statistic is the best among all four tests. Moreover, we report TPR and FPR for
S-FT and S-SIR, respectively, over 100 simulated data in Table 2.2, and the results
are optimal.




2 X)+ε1, Y2 =
βT2 X
0.5+(βT1 X+1)
2 + ε2, Y3 = |βT1 X|ε3, Y4 = ε4, Y5 = ε5, with p = 20, d = 2, and β1 = e1 and
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Table 2.2: Percentages of correctly detected dimensions in Model 3.
Sample Size Weighted χ2 Scale Stat. Adj Stat. SED
400 0.0000 1.0000 0.0000 0.9500
600 0.1800 1.0000 0.1700 1.0000
800 1.0000 1.0000 1.0000 1.0000
Table 2.3: TPR and FPR over 100 simulated data in Model 3.
n = 400 n = 600 n = 800
S-FT S-SIR S-FT S-SIR S-FT S-SIR
TPR 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
FPR 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000


































































Figure 2.3: Mean values of respective r1, r2,∆m and ∆f over 100 simulated data vs
sizes of ω: {10, 20, ..., 100} in Model 4.







 and D =diag(1/2, 1/3, 1/4).
This is a multivariate model. Figure 2.3 plots mean values of respective r1, r2,∆m
and ∆f over 100 simulated data vs sizes of ω: {10, 20, · · · , 100}. All four criteria
show that FT estimates tend to improve as the size of ω increases and then become
stable. On the other hand, Zhu et al. (2010c) has demonstrated the advantage of FT
for multivariate regression over other methods: the projective resampling method (Li
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et al., 2008), the K-means inverse regression (Setodji and Cook, 2004), alternative
SIR (Li et al., 2005), nearest neighbor inverse regression (Hsing, 1999) and moment
approach (Yin and Bura, 2006). We omit the related comparisons here.
The left panel of Figure 2.4 shows the Weighted Chi-square Statistic, Scaled Statis-
tic, Adjusted Statistic and SED test. Compared with the Weighted Chi-square Statis-
tic and Adjusted Statistic, the Scaled Statistic is better. (Actually, we also use sample
sizes n = 1000, but not reported here. The Scaled Statistic still performs well, which
indicates the Scaled Statistic converges more quickly.) If the size of ω is large enough,
the performance of the Scaled Statistic becomes stable, and the proportion of correct
decisions gets closer to 1, which agrees with the estimation accuracy. The Scaled
Statistic is better than SED when the size of ω is large enough. However, SED is
not stable. When the size of ω is large enough (over 60 as in Figure 2.4), its result
is worse, contradicting the accuracy of the estimate. The middle and right panels of
Figure 2.4 show TPR and FPR, respectively, for S-FT and S-SIR. TPR values are
similar for the two methods with smaller FPR for S-FT when the size of ω is between
20 to 80 compared to S-SIR. Regardless, FPRs are all relatively small using either
S-SIR or S-FT.
Additionally, we change the number of predictors to be p = {10, 20} and use sam-
ple sizes n = {1000, 2000}, with the number of response variables to be q = {5, 10, 15}
(not reported here). The number of predictors and sample size affect the asymptotic
results in testing the dimension. As sample size increases, the performance of the
Weighted Chi-square Statistic, Scaled Statistic, and Adjusted Statistic improve, es-
pecially for the Scaled Statistic. If the number of predictors increases, a larger sample
size is needed for asymptotic results to converge. While adding some noise response
variables and changing the number of response variables does not significantly affect
the results.









Np(µ3,Σ3), where µ1 = µ3 = (1, 0, ..., 0)
T , µ2 =
(2, 0, ..., 0)T , Σ1 = Σ2 =
√
0.1Ip and Σ3 =
√
10Ip. Let p = 10, and ε is a uniform
(0,1), with 1000 observations. For W = 1, let Y be the Y2 in the model 4 with
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p = 20, n = 2000, q = 5
Figure 2.4: Left panel: percentages of correctly detected dimension over 100 simulated
data vs sizes of ω: {10, 20, ..., 100} in Model 4; Middle and Right panel: TPR and
FPR over 100 simulated data vs sizes of ω.
Table 2.4: Mean values of respective r1, r2,∆m and ∆f over 100 simulated data for
PSIR and PFT and proportion of correctly detected dimension in Model 5.
r1 r2 ∆m ∆f Proportionc
PSIR 0.9889 0.9944 0.1249 0.2081 0.9700
PFT 0.9930 0.9965 0.1066 0.1640 1.0000
B2 = e2 + e3 and 1000 observations.
This example compares PSIR and PFT. The number of slices for PSIR is 10, and
the size of ω for PFT is 50. We replicate 100 times for the model and then calculate
the averages of respective r1, r2,∆m and ∆f and the proportion of correctly detected
dimensions using the Scaled Statistics, say, Proportionc. Table 2.4 shows that PFT
performs consistently better than PSIR does in every criterion.
Model 6. This is Model 4, except: β1 = e1 + e2 + e3 + e4, β2 = e5 + e6 + · · · + e12,
p = 1000, and n = 400. This is a large p, small n problem.
We use path I algorithm in Section 2.4. We use 10 slices for SIR, 50 sizes of ω for
FT and p1 = 15 as the number of predictors in each step for both SIR and FT. The
20
asymptotic Scaled Statistic test is used in each step for estimating the dimensionality.
Table 2.5 reports the average values for each criterion over 100 simulated data. SSDR-
FT performs consistently better than that of SSDR-SIR, except that both TPR and
FPR are the same for the two methods.
Table 2.5: Accuracy for large p, small n data in Model 6
Corr1 Corr2 ∆f ∆m TPR FPR
SSDR-SIR 0.8764 0.8024 0.7264 0.4567 0.9783 0.0134
(0.2034) (0.1852) (0.1058) (0.0788) (0.1062) (0.0646)
SSDR-FT 0.9565 0.9106 0.6335 0.3912 0.9783 0.0134
(0.0218) (0.0350) (0.1018) (0.0705) (0.1062) (0.0646)
Data analysis
The data set is the“2015 Planning Database” (PDB) with 2010 Census and 2009-2013
American Community Survey data, which is publicly available (http://goo.gl/LlcwY7).
PDB assembles information from housing, demographic, socioeconomic, and Census
operational data, and accumulates at the block-group level. A census block is the
smallest geographic unit used by the Census Bureau, and a block-group comprises
multiple blocks, usually containing between 600 and 3,000 people. The PDB com-
prises approximately 220,000 block groups.
The response variable is the number of people with one type of health insurance
coverage (Y ). A total of 15 variables are identified as relevant candidate predictor
variables. Because most of the variables are count numbers with a large range of
values, we treat all of them as continuous variables.
We focus on the block groups in Rhode Island, which have 4270 blocks. We first
excluded any observations where the variables had missing values. There were 4098
blocks left for Rhode Island. We then used Box-Cox transformation for the predictors
to ensure that the linearity condition was approximately satisfied.
Using the Scaled Statistic for all the blocks in Rhode Island, the estimated di-
mension (using 50 as the size of ω) is one. In addition, if we plot the scatter plot
(Figure 2.5) of response variable versus the first reduced variable, we can see the
21

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.5: Scatter Plots: response variable versus the first and the second reduced
variable.
strong association. The second reduced variable does not contribute much. Hence,
one dimension is sufficient to capture the CS. Thus, we used one dimension for the
following analysis.
To illustrate the advantages of FT, we used five datasets: the first 100 blocks,
the first 200 blocks, the first 400 blocks, the first 800 blocks, and all blocks of Rhode
Island. For each data, we estimated the vector β̂ (of the CS). We then bootstrapped
100 samples from that data and obtained the bootstrap estimate β̂b for each bootstrap
sample. Then we compare means of r2 between the bootstrap estimate β̂
b and β̂ using
the following methods: FT, SIR, SAVE, PHD, FIRE, and DIRE. For SIR and SAVE,
we fix the number of slices to be 5, which is typically what researchers suggested.
For FIRE and DIRE, the sequence of slices is {3, 4, 5, · · · , 15}, which is what Cook
and Zhang (2014) suggested. Table 2.6 shows the results. It indicates that when
sample size increases, every method performs better, which is expected. However,
none of them is comparable with FT, until sample size reaches to 4098. On the
other hand, FT approach provides the most accurate and stable estimates among all
these methods and across all sample sizes. Even in the small sample size of 100, FT
still provides an accurate estimate with r2 = 0.9840. It indicates that its estimates
converge much faster than all other methods.
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Table 2.6: Means and standard deviations of r2 for each method: FT, SIR, SAVE,
PHD, FIRE and DIRE over sample sizes: {100, 200, 400, 800, 4098}
r2 Rhode Rhode Rhode Rhode Rhode
(n=100) (n=200) (n=400) (n=800) (n=4098)
FT 0.9840 0.9879 0.9926 0.9956 0.9991
(0.0079) (0.0058) (0.0034) (0.002) (4e-04)
SIR 0.5543 0.7072 0.8591 0.892 0.9754
(0.2334) (0.2209) (0.1233) (0.059) (0.0147)
SAVE 0.4136 0.6017 0.7417 0.7319 0.9629
(0.2676) (0.2834) (0.2612) (0.2984) (0.0281)
PHD 0.7665 0.6128 0.7787 0.7944 0.8597
(0.2437) (0.3054) (0.1926) (0.2355) (0.1156)
FIRE 0.4857 0.5056 0.8296 0.9133 0.9869
(0.2424) (0.2954) (0.1392) (0.0500) (0.0082)
DIRE 0.3816 0.3669 0.6911 0.9002 0.9882
(0.2096) (0.2157) (0.1600) (0.0561) (0.0066)
2.6 Discussion
Using FT, we develop a complete package for estimating CS. We provide its estima-
tor, algorithm and asymptotic properties. It is important to note that FT approach
avoids the trouble of selecting the number of slices in inverse regression and provides
a natural solution for multivariate response. We further extended this approach to
partial SDR, SVS, and large p, small n data. Given the current FT approach, a
general discussion about inverse regression family may be developed. Such an inves-
tigation is our on-going project.
Copyright c© Jiaying Weng, 2019.
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Chapter 3 A minimum discrepancy approach for Fourier transform
inverse regression in sufficient dimension reduction
3.1 Introduction
Sliced inverse regression (SIR; Li 1991) and sliced average variance estimation (SAVE;
Cook and Weisberg 1991) are the first two methods proposed for SDR. The key
steps in SIR and SAVE approach is to firstly find a kernel matrix, then use the
column space of its first d eigenvectors to estimate the central subspace. Cook (2004)
developed a procedure to test predictor contributions in SDR by reformulating eigen-
decomposition as an ordinal least square problem. Along with this idea, Cook and Ni
(2005) also investigated the hypothesis tests via minimum discrepancy function and
developed inverse regression estimators (IRE). In the small sample size setting, Ni
and Cook (2007) introduced robust IRE and corresponding hypothesis tests. Then
Cook and Zhang (2014) proposed fused estimators (FIRE and DIRE) based on an
optimal inverse regression estimator.
Fourier transform idea was first been introduced to SDR in Zhu and Zeng (2006).
And Zhu et al. (2010c) further developed a unified method to recover the central
dimension reduction subspace in regressions with multivariate responses on high-
dimensional predictors. Weng and Yin (2018) recently investigated Fourier transform
(FT) in testing structural dimension, partial SDR, and SVS (S-FT). In this chapter,
we employ the Fourier transform approach into quadratic discrepancy function with
four different inner product matrices, which leads to “degenerate”, “special”, “ro-
bust”, and “partial” estimators. The degenerate and special estimation have less com-
putational cost since they simplify the calculation of the inverse covariance matrix.
In addition, the robust estimation has advantage on small sample size as it only uses
second moments of the predictor for estimation and inference. The partial estima-
tion applies Fourier transform in partial sufficient dimension reduction (Chiaromonte
et al., 2002). To perform SVS, we propose to add a coordinate-independent penalty
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to the quadratic discrepancy functions. A coordinate descent algorithm and Stiefel
manifold optimization (Qian et al., 2018) is given to solve the optimization problem.
We also conduct the conditional and marginal hypothesis tests for identifying struc-
tural dimensions and significance of predictors. And the simulation results show that
the power of our proposed tests is close to 1.
This chapter is organized as follows: Section 3.2 provides inverse regression es-
timators and asymptotic results in four situations: general, degenerate, robust and
partial. Section 3.3 develops hypothesis tests for structural dimension and predic-
tors, while Section 3.4 proposes sufficient variable selection approach. In Section
3.5, simulation studies and real data analysis are presented to support our theoretical
analysis. We conclude this chapter by summarizing the pros and cons of the proposed
approaches in Section 3.6. All proofs are included in the Appendix.
3.2 Methodology and Estimation
Review Fourier Transform Approach
Let Z = Σ−1/2(X − µ), where µ and Σ are the mean and covariance matrix of X.
Let m(y) = E(Z|Y = y). Under the linearity condition: E(Z|PSY|ZZ) = PSY|ZZ,
m(y) ∈ SY|Z (Cook, 1998), where PSY|Z is the orthogonal projection onto SY|Z in
the usual inner product. Thus, the space spanned by m(y), SE(Z|Y), recovers part of
the CS. Zhu et al. (2010c) developed a unification of inverse regression and forward
regression method, which was further developed by Weng and Yin (2018), called the
Fourier transform (FT) approach.
Fourier transform is applied on the conditional mean m(y), that is, ψ(ω) =∫
eiω
Tym(y)f(y)dy = a(ω) + ib(ω),ω ∈ Rq, where a(ω), b(ω) are the respective
real and imaginary parts of ψ(ω), and f(y) is the marginal density function of y.
Zhu et al. (2010c) and Weng and Yin (2018) proved that ψ(ω) = E(eiω
TYZ), and
SE(Z|Y) = Span{ψ(ω),ω ∈ Rq} = Span{a(ω), b(ω),ω ∈ Rq}. Zhu et al. (2010c)
provided an argument to choose ω, which satisfies P (|ωTY| > π) ≤ s with s = 0.1.
Then ω is randomly generated from N(0, sπ
2
E(YTY)
I). Weng and Yin (2018) showed
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that a finite number of ω is enough to recover SE(Z|Y). In our limited simulations,
50 Fourier transforms (ω’s) are sufficient, and estimates are quite stable and accu-
rate. Instead of using the sample mean of E(YTY), the median provides more robust
estimate. For instance, the model Y = exp(XTβ) + ε and Y = 1
XT β
+ ε have some
extreme Y values or outliers. The rule of thumb is that if the ratio of sample mean
over median is over 100, then the median is preferable.
Due to the equivalence between SY|Z and SY|X (Cook, 1998), we can operate in
either scale of X and Z. The following sections are developed in X scale.
Fourier Transform Inverse Regression Estimators
We employ Fourier transform approach by minimizing a quadratic discrepancy func-
tion following Cook and Ni (2005). Assume that the number of ω is m. The working












j Y)E(X)] ∈ Cp, and the indexes R and I represent the real and imaginary
parts of a vector. If the linearity condition holds, then Sξ ⊆ SY|X. We further as-
sume that the coverage condition holds, that is Sξ = SY|X. Let d = dim(Sξ) and
β ∈ Rp×d be a basis of CS, and there exists a vector γj ∈ Cp such that ξj = βγj















pose {yi,xi},i = 1, ..., n are iid samples of (Y,X). Let x̄ be the sample mean of





iωTj ykxk − 1n
∑n
k=1 e
iωTj yk x̄). Let






m) ∈ Rp×2m. Define a random vector ε = (εR1 , εI1, ..., εRm, εIm)T ,
where εRj and ε
I
j are the real and imaginary parts of e
iωTj Y − EeiωTj Y − ZTE(eiωTj YZ)
for j = 1, ...,m. They are the population residuals from ordinary least squares fit of
eiω
T
j Y on Z.
Fourier transform quadratic discrepancy function with the inner product matrix
V is defined as
Fd(B,C;V ) = [vec(ξ̂)− vec(BC)]TV [vec(ξ̂)− vec(BC)]. (3.1)
where the columns of B ∈ Rp×d estimate an orthogonal basis of the CS, and C ∈
Rd×2m represents the coordinates of ξ relative to B.
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Theorem 1. Assume that {yk,xk},k = 1, ..., n are random samples of (Y,X) with
finite fourth moments. Then
√
n[vec(ξ̂)− vec(βν)] D→ N(0,Γ),
where Γ = Cov{vec[Σ−1(X− µ)εT ]} ∈ R2pm×2pm.
Theorem 1 provides an asymptotic covariance matrix of the random vector ξ̂ by
using the central limit theorem. If m is too large, the asymptotic covariance matrix
contains considerable noise. This noise will not affect the accuracy of the estimate
of the CS, but it will deteriorate the ability to detect dimensions of the CS (see
simulation results in Section 3.5).
Theorem 2. Assume that {yk,xk},k = 1, ..., n are random samples of (Y,X) with
finite fourth moments. Let (β̂, ν̂) = arg minB,C Fd(B,C; Γ̂
−1), where Γ̂ is a consistent
estimate of Γ. Then the following results hold:
1. vec(β̂ν̂) is asymptotically efficient, and
√
n[vec(β̂ν̂)−vec(βν)] is asymptotically
normal with mean 0 and covariance matrix ∆(∆TΓ−1∆)−∆T , where ∆ = (vT ⊗
Ip, I2m ⊗ β) with 2mp× d(p+ 2m) dimensions.
2. nF̂d has an asymptotic chi-square distribution with degrees of freedom (p −
d)(2m− d).
3. Span(β̂) is a consistent estimator of Sξ.
Part 1 of Theorem 2 indicates that vec(β̂ν̂) from optimizing quadratic discrep-
ancy function (3.1) is asymptotically close to vec(βν). Part 2 of Theorem 2 provides
an asymptotic distribution of nF̂d, which can be employed in the dimension and hy-
pothesis tests. Part 3 of Theorem 2 indicates that when the sample size is large
enough, the subspace spanned by β̂ will approach CS. The estimate β̂ minimizing
the quadratic discrepancy function (3.1) is denoted as a Fourier transform inverse
regression estimator (FT-IRE). Even the discrepancy function approach achieves an
optimal estimator, they are computationally expensive because of algorithm iterates
until convergence. In order to solve this problem, we develop degenerated and robust
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quadratic discrepancy functions. The degenerate version changes the inner product
matrix V into diagonal block matrices with fewer parameters, resulting in less com-
putation time. The robust version changes ε into a simplified version to handle small
sample size.
Degenerate and Special Estimators
In the previous section, choosing different inner product matrices V leads to different
estimators. One disadvantage of FT-IRE is that the asymptotic covariance matrix
has O(4p2m2) parameters to estimate. Alternatively, diagonal block inner product
matrices are used to reduce the number of parameters in covariance matrices. We
conduct m Fourier transforms, then they are divided into K parts {ω(l)j }
ml
j=1 with
ml > 0, l = 1, ..., K and
∑K




j=1, Vl ∈ R2pml×2pml are
the inner product matrices. Degenerated quadratic discrepancy functions combine




[vec(ξ̂l)− vec(BCl)]TVl[vec(ξ̂l)− vec(BCl)], (3.2)
which is equivalent to replace V in function (3.1) with new inner product matrix
diag({Vl}). Compared to FT-IRE, the inner product matrix of the degenerated
version has fewer parameters to estimate, which makes it structurally simpler and
computationally cheaper.
Theorem 1 is employed to find the asymptotic covariance matrix Γl for each
part l, then the inner product matrix of function (3.2) is constructed by Γ−1D =
diag{Γ−11 , ...,Γ−1K }. Using the diagonal block inner product matrix, the objective
quadratic function (3.2) is to sum up quadratic discrepancy functions (3.1) for each
part, pretending each part is independent of each other. We denoted β̂ by mini-
mizing function (3.2) as a Fourier transform degenerated inverse regression estimator
(FT-DIRE). The following theorem states the consistency of estimate and asymptotic
distribution of test statistics.
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Theorem 3. Assume that {yk,xk}, k = 1, ..., n are random samples on (Y,X) with
finite fourth moments. Let (β̂, ν̂) = arg minB,C Fd(B,C; Γ̂
−1
D ). Then the following
results hold:
1. Span(β̂) is a consistent estimator of Sξ.
2. As n → ∞, Λ̂d = nF̂d(B,C; Γ̂−1D )
D→
∑(p−d)(2m−d)
k=1 λkCk where the Cks are
independent chi-square random variables each with one degree of freedom and
λ1 ≥ λ2 ≥ . . . ≥ λ(p−d)(2m−d) are eigenvalues of the covariance matrix QΦΩQΦ,
where Φ and Ω are defined in the Appendix.
We also introduce a special case, which is equivalent to FT (a spectral decomposi-
tion approach) (Weng and Yin, 2018). If Vl = Σ, the estimate using the degenerated










= [vec(ξ̂)− vec(BC)]Tdiag{Σ̂}[vec(ξ̂)− vec(BC)].
(3.3)
Let (β̂, ν̂) be a minimizer of discrepancy function (3.3). We denote β̂ as Fourier
transform special inverse regression estimator (FT-SIRE). We summarize our discus-
sion as the following lemma and theorem.
Lemma 1. Assume that {yk,xk},k = 1, · · · , n are random samples on (Y,X) with





corresponding to eigenvalues λ̂1 ≥ · · · ≥ λ̂p. Then the minimizer Span(β̂) is equal to
Span(û1, · · · , ûd).
Theorem 4. Assume that {yk,xk},k = 1, · · · , n are random samples on (Y,X) with
finite fourth moments. Let (β̂, ν̂) = arg minB,C Fd(B,C; diag{Σ̂}). Then the following
results hold:
1. Span(β̂) is a consistent estimator of Sξ.
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2. As n → ∞, Λ̂d = nF̂d(B,C; diag{Σ̂})
D→
∑(p−d)(2m−d)
k=1 λkCk where the Cks are
independent chi-square random varibles each with one degree of freedom and
λ1 ≥ λ2 ≥ . . . ≥ λ(p−d)(2m−d) are eigenvalues of the covariance matrix QΦΩQΦ,
where Φ and Ω are defined in the Appendix.
Both Theorem 3 and Theorem 4 indicate that the corresponding test statistic Λ̂d
follows a weighted chi-square distribution instead of a chi-square distribution as in
Theorem 2. The test statistic can be applied in tests of dimension and hypothesis.
Reducing the number of parameters of the inner product matrix improves not only
accuracy but also computationally efficiency.
Robust Estimators
We introduce a robust version of FT-IRE, called FT-RIRE in which only second-
order moments of predictors is required. The robust version is to replace the previous
FT-IRE residual variables eiω
T
j Y − EeiωTj Y − ZTE(eiωTj YZ) with eiωTj Y − EeiωTj Y for







T , where ε̃Rj , ε̃
I
j are the real and imaginary parts
of eiω
T
j Y − EeiωTj Y for j = 1, ...,m. Let ξ̃j = Σ−1( 1n
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k=1 e











Theorem 5. Assume that {yk,xk}, k = 1, ..., n are random samples on (Y,X) with
finite second moments. Then
√
n[vec(ξ̃)− vec(βν)] D→ N(0, Γ̃),
where Γ̃ = (I ⊗ Σ−1/2)Cov[vec(Zε̃T )](I ⊗ Σ−1/2).
Theorem 5 indicates that ξ̃ is an asymptotic estimate of βv. Then, we can define
robust quadratic discrepancy function as
Fd(B,C; G̃
−1) = [vec(ξ̂)− vec(BC)]T G̃−1[vec(ξ̂)− vec(BC)],
where G̃ = (I ⊗ Σ̂−1/2)Ĉov[vec(Zε̃T )](I ⊗ Σ̂−1/2).
Theorem 6. Assume that {yk,xk},k = 1, ..., n are random samples on (Y,X) with




−1) has an asymptotic chi-square distribution with degrees of free-
dom (p− d)(2m− d).
2. Span(β̂) is a consistent estimator of Sξ.
The proof is very similar to the proof of Theorem 2. Hence, we omit it. We
also define a diagonal block inner product matrix for FT-RIRE that is G̃−1D =
diag{G̃−11 , ..., G̃−1K } following the notations in Section 3.2. The estimator minimiz-
ing Fd(B,C; G̃
−1
D ) denotes as Fourier transform degenerated robust inverse regression
estimator (FT-DRIRE).
Theorem 7. Assume that {yk,xk},k = 1, ..., n are random samples on (Y,X) with
finite second moments. Let (β̂, ν̂) = arg minB,C Fd(B,C; G̃
−1
D ). Then the following
results hold:
1. Span(β̂) is a consistent estimator of Sξ.
2. As n → ∞, Λ̂d = nF̂d(B,C; G̃−1D )
D→
∑(p−d)(2m−d)
k=1 λkCk where the Cks are
independent chi-square random variables each with one degree of freedom and
λ1 ≥ λ2 ≥ . . . ≥ λ(p−d)(2m−d) are eigenvalues of the covariance matrix QΦΩQΦ,
where Φ and Ω are defined in the Appendix.
Partial Estimator
Without loss of generality, let W be a categorical variable with K levels. Chiaromonte
et al. (2002) defined partial CS relative to X to be the intersection of all subspace
spanned by β ∈ Rp×d such that Y ⊥ X|(βTX,W ), denoted by SWY|X. The relationship
between partial CS and conditional CS is SWY|X =
⊕K
k=1 SYk|Xk , where SYk|Xk is the
CS conditioning on level k and
⊕
means direct sum. For each level, we generate
{ω(l)j }mj=1, l = 1, · · · , K. Then we calculate ξ̂l and Γ̂−1l in Section 3.2 for each level to
construct partial quadratic discrepancy function












which is the same as function (3.1) with V = diag(Γ̂−1l ). We denote the estimate by
minimizing equation (3.4) as Fourier transform partial inverse regression estimator
(FT-PIRE). Note that the quadratic discrepancy function for each level is independent
of each other, we can prove the next result, Theorem 8, using Theorem 2. Hence, its
proof is omitted.
Theorem 8. Assume that {yk,xk},k = 1, ..., n are random samples on (Y,X) with
finite fourth moments. Let (β̂, ν̂) = arg minB,C F
K
d (B,C; diag{Γ̂−1l }). Then the fol-
lowing results hold:
1. Span(β̂) is a consistent estimator of Sξ.
2. nF̂Kd has an asymptotic chi-square distribution with degrees of freedom K(p −
d)(2m− d).
Algorithm




























x̄)T ξ̂j, k = 1, ..., n and j = 1, ...,m. Then the sample version of inner product matrix
Γ is to replace Σ with Σ̂ and ε with ε̂. While doing FT-RIRE, the sample version of

















1k) are the real and imaginary parts of
ˆ̃εjk = e




iωTj ykxk. The Moore-Penrose generalized inverse of Γ̂ is used
because Γ̂ might be singular. We present the algorithm below:
1. Choose an initial value for B ∈ Rp×d. An initial choice will affect the speed
of convergence. One choice could be ei = (0, · · · , 0, 1, 0, · · · , 0)T with ith place
1 and other places 0s. Alternatively, we use the spectral decomposition result
from FT (Weng and Yin, 2018).
2. Fixed B, update C by minimizing Fd(B,C;V ). Actually, vec(C) can be con-
structed by fitting linear regression V 1/2vec(ξ̂) on V 1/2(I2m⊗B), that is vec(C) =
[(I2m ⊗BT )V (I2m ⊗B)]−1(I2m ⊗BT )V vec(ξ̂). Assign err to be Fd(B,C;V ).
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3. Fixed C, minimize Fd(B,C;V ) with respect to one column of B, subject to unit
norm and orthogonal to other columns (keeping them constants). For this par-
tial minimization problem, the quadratic discrepancy function is F (b) = (αk −
(cTk ⊗ Ip)QB(−k)b)TV (αk − (cTk ⊗ Ip)QB(−k)b), where αk = vec(ξ̂ − B(−k)C(−k)),
ck is kth column of C, C(−k) (or B(−k)) are deleting k
th column from C (or B)
and QB(−k) is orthogonal complement of Span(B(−k)).
a) For k = 1, ..., d:





k ⊗ Ip)QB(−k) ]−QB(−k)(cTk ⊗ Ip)Vαk, then normalize b̂k using
b̂k/||b̂k||.
ii. Update B by replace bk with b̂k and update C like step 2.
b) Update err with Fd(B,C;V ).
4. Return to step 3 until err less than 10−6.
5. The resulting estimates are β̂ = (b̂1, b̂2, · · · , b̂d).
For FT-DIRE, FT-RIRE, and FT-SIRE, we only need to change the V matrix cor-
respondingly. Furthermore, we need to know d before applying this algorithm. We
employ the marginal dimension hypotheses: d = t versus d > t. The marginal di-
mension hypothesis uses asymptotic distributions of nF̂d. Based on those theorems,
sequential hypothesis of the form d = t versus d > t are constructed to test dimen-
sion d, where the value of t beginning with zero. The p-value for each hypothesis is
calculated from asymptotic distribution under the null hypothesis d = t. If we fail to
reject the null hypothesis, we say d = t. Otherwise, we increase t by 1 and continue
the same process until we fail to reject.
3.3 Hypothesis Tests
Following Cook (2004), Cook and Ni (2005), and Ni and Cook (2007), we develop hy-
pothesis tests for Fourier transform. Let H be a user-specified subspace for predictors
33
with r dimension. Only r ≤ p− dim(SY|X) is considered, otherwise Y ⊥ PHX|QHX
is not true, where PH is the orthogonal projection onto H in the usual inner prod-
uct and, QH is the orthogonal projection onto the orthogonal complement of H
and QH = I − PH. The null hypothesis Y ⊥ PHX|QHX is equivalent to test
PHSY|X = Op, where Op is the origin in Rp. Under the linearity and coverage
conditions, SY|X = Sξ. Hence, Y ⊥ PHX|QHX ⇔ PHSξ = Op. Then the following
three hypothesis tests are considered in this session:
• Marginal predictor hypotheses: PHSY|X = Op versus PHSY|X 6= Op.
• Joint hypotheses: PHSY|X = Op and d = t versus PHSY|X 6= Op or d > t.
• Conditional predictor hypotheses: Given d, PHSY|X = Op versus PHSY|X 6= Op.
These three hypotheses are discussed for FT-IRE, FT-RIRE, and FT-PIRE, re-
spectively. FT-IRE and FT-RIRE mostly follow the idea of Cook and Ni (2005)
and Ni and Cook (2007). The hypothesis tests for FT-PIRE have not been consid-
ered before. In the following, we will introduce their test statistics and asymptotic
distributions.
FT-IRE Hypothesis Tests
Marginal Predictor Hypothesis for FT-IRE:(Cook and Ni, 2005)
The Marginal predictor hypothesis PHSξ = Op is equivalent to HT ξ = 0, where
H ∈ Rp×r is a basis for H. The following Wald test statistic of FT-IRE is to test
HT ξ = 0.
T (H) = nvec(HT ξ̂)T [(I2m ⊗HT )Γ̂(I2m ⊗H)]−1vec(HT ξ̂)
asymptotically follows a chi-square random variable with 2rm degrees of freedom. In
fact, because
√
n[vec(ξ̂)−vec(ξ)]→ N(0,Γ) (Theorem 1), we can have
√
n[vec(HT ξ̂)−
vec(HT ξ)]→ N [0, (I2m ⊗HT )Γ̂(I2m ⊗H)] using Slutsky’s theorem. Let A = (I2m ⊗
HT )Γ̂(I2m ⊗H), then the rank of A1/2A−1A1/2 is 2rm.
Joint Dimension Predictor Hypothesis for FT-IRE:(Cook and Ni, 2005)
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The predictor part HT ξ = 0 of a joint hypothesis is equivalent to the statement
ξ = QHξ. The dimension part d = t is considered using ξ = QHβv = H0βH0v, where
β ∈ Rp×t, v ∈ Rt×2m, and the coordinates βH0 ∈ R(p−r)×t of β in terms of the basis
H0 for Span(QH). By minimizing the constrained optimal discrepancy function for
FT-IRE
Ft,H(B,C) = [vec(ξ̂)− vec(H0BC)]T Γ̂−1[vec(ξ̂)− vec(H0BC)]
and the test statistics nF̂t,H(B,C) is asymptotically distributed as a chi-square ran-
dom variable with (p − t)(2m − t) + tr degrees of freedom. Following Theorem
2, the Jacobian matrix for the constrained function is ∆ξ,H = (I2m ⊗ H0)(vT ⊗
Ip−r, I2m ⊗ βH0) ∈ R2pm×t(p−r+2m), so the degrees of freedom is 2pm− rank(∆ξ,H) =
2pm− t(p− r − t+ 2m) = (p− t)(2m− t) + tr.
Conditional Predictor Hypothesis for FT-IRE:(Cook and Ni, 2005)
For the conditional predictor hypothesis, PHSξ = Op given d, the difference in
minimum discrepancies for FT-IRE is employed, see following:
T (H|d) = nFd,H(B,C)− nFd(B,C; Γ̂−1).
And the test statistics T̂ (H|d) is asymptotically distributed as a chi-square random
variable with rd degrees of freedom under the null hypothesis. In fact, T (H|d)
is asymptotically equivalent to UT (Pξ − Pξ,H)U , where U ∈ R2pm is a standard
normal random vector and Pξ and Pξ,H are the projections with respect to the
usual inner product onto Span(Γ−1/2∆) and Span(Γ−1/2∆ξ,H). It can be shown
that Span(∆ξ,H) ⊆ Span(∆), and thus Span(Γ−1/2∆ξ,H) ⊆ Span(Γ−1/2∆). Then
(Pξ − Pξ,H) is a projection with rank(∆)− rank(∆ξ,H) = d(p− d + 2m)− d(p− r −
d+ 2m) = rd.
FT-RIRE Hypothesis Tests
Marginal Predictor Hypothesis for FT-RIRE: (Ni and Cook, 2007)
If we use FT-RIRE and Theorem 5, the Wald-type statistic to test HT ξ = 0 is
Tr(H) = nvec(HT ξ̂)T [(I2m ⊗HT )G̃(I2m ⊗H)]−1vec(HT ξ̂),
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which is asymptotically distributed as a linear combination of 2pm independent chi-
square random variables with one degree of freedom. Let H0 be an orthogonal basis
of Span(QH). The coefficients for the linear combination of chi-square random vari-
ables are the eigenvalues of QmG
−1/2ΓG−1/2Qm, where Qm is the projection onto the
complement of Span[G−1/2(I ⊗H0)].
Joint Dimension Predictor Hypothesis for FT-RIRE:(Ni and Cook, 2007)
For a joint dimension predictor hypothesis, the constrained optimal discrepancy
function for FT-RIRE is
F rt,H(B,C) = [vec(ξ̂)− vec(H0BC)]T G̃−1[vec(ξ̂)− vec(H0BC)].
Under the joint null hypothesis, the test statistic nF̂ rt,H(B,C) is asymptotically
distributed as a linear combination of 2pm independent chi-square random variables
with one degree of freedom. The coefficients are the eigenvalues of QjG
−1/2ΓG−1/2Qj,
where Qj is the projection onto the complement of Span[G
−1/2(vT ⊗H0, I ⊗H0βH0)].
Conditional Predictor Hypothesis for FT-RIRE:(Ni and Cook, 2007)
For the conditional predictor hypothesis, the difference in minimum discrepancies
for FT-RIRE is
Tr(H|d) = nF rd,H(B,C)− nFd(B,C; G̃−1),
and then T̂r(H|d) is asymptotically distributed as a linear combination of 2pm inde-
pendent chi-square random variables with one degree of freedom, where the coeffi-
cients are the eigenvalues of QcG
−1/2ΓG−1/2Qc and Qc = Qj −QG−1/2∆.
FT-PIRE Hypothesis Tests
Marginal Predictor Hypothesis for FT-PIRE:
When the predictors have a categorical variable, we divide the data into K parts
(K is the number of class for this categorical variable). Each class is independent of
the other classes. Hence, we can apply FT-IRE hypothesis tests for each class (Cook
and Ni, 2005). We use notation ξ̂l and Γ̂
−1
l in Section 3.2 for each class. The Wald
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T [(I2m ⊗HT )Γ̂(I2m ⊗H)]−1vec(HT ξ̂l),
which asymptotically follows a chi-square random variable with 2rmK degrees of
freedom.
Joint Dimension Predictor Hypothesis for FT-PIRE:
The joint dimension predictor null hypothesis is HT ξ = 0 and d = t. H0 is the
basis for QH. The joint hypothesis by minimizing the constrained optimal discrepancy




[vec(ξ̂l)− vec(H0BCl)]T Γ̂−1l [vec(ξ̂l)− vec(H0BCl)]
and T̂Kt (H) is distributed asymptotically as a chi-square random variable with K(p−
t)(2m− t) +Ktr degrees of freedom (Cook and Ni, 2005).
Conditional Predictor Hypothesis for FT-PIRE:
A conditional predictor hypothesis is PHSξ = Op given d, and then the difference
in minimum discrepancies for FT-IRE is






T̂K(H|d) is distributed asymptotically as a chi-square random variable with rdK
degrees of freedom under the null hypothesis (Cook and Ni, 2005).
3.4 Sufficient Variable Selection
In the previous sections, the estimate of the central subspace was discussed in the
situation with sample size larger than the number of predictors. In this section,
we continue to develop our methods to deal with sparse sufficient variable selection
especially for large p and small n data. Sufficient variable selection (SVS)(Yin and
Hilafu, 2015), different from variable selection, is to find a subset of relevant variables
but without losing any regression information, this is also why it is called sufficient
variable selection. In the field of sufficient dimension reduction, SVS is devoted to
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seeking a few sparse linear combinations to perform dimension reduction. There are
five different estimators have been discussed, but we only explore two coordinate-
independent sparse estimates for FT-IRE and FT-SIRE. Because other methods can
easily follow FT-IRE.
Coordinate-independent Sparse Fourier Transform Inverse Regression Es-
timator (CIS-FTIRE)
Coordinate-independent sparse sufficient dimension reduction was introduced by Chen
et al. (2010), using the weighted group lasso as penalty term which shrinks the vari-
ables for all dimension at the same time. We adopt the penalty term of Chen et al.
(2010) and optimization algorithm from Qian et al. (2018), that is to simultane-
ously estimate β and ν with shrinkage using coordinate descent algorithm and Stiefel
manifold optimization.
Let B = (B1, ...,Bp)
T and Bi ∈ Rd be the ith row of B. Simultaneous variable
selection is to find a set A0 = {1 ≤ j ≤ p : eTj ββTej > 0}. The number of A0, |A0|,
is denoted as u, which indicates the number of important predictors. The coordinate-
independent penalty is pw(B) =
∑p
j=1 wj||Bj||2, and w = (w1, ..., wp) are the penalty
weights. We define Υn = Σξ̂. The discrepancy function can be written as:
F (B,C) = [vec(ξ̂)− vec(BC)]TΓ−1[vec(ξ̂)− vec(BC)]
= [vec(Υn)− vec(ΣBC)]T (I2m ⊗ Σ−1)Γ−1(I2m ⊗ Σ−1)[vec(Υn)− vec(ΣBC)]
= [vec(Υn)− vec(ΣBC)]TΛ[vec(Υn)− vec(ΣBC)],
(3.5)
where Λ = Cov{vec[(X− µ)εT ]}−1.
We combine this coordinate-independent penalty with the quadratic discrepancy





+λpw(B), subject to CC
T = Id.
(3.6)
Let (B̂, Ĉ) = arg minB,C Ln(B,C). The estimate of SY|X is Span(B̂) and the estimate
of A0 is Â0 = {1 ≤ j ≤ p : eTj B̂B̂Tej > 0}. Before stating the algorithm for estimate,
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let us look at the Λ,
Λ−1 = Cov{vec[(X− µ)εT ]} = Cov[vec(Σ1/2ZεT )]
= Cov[(I2m ⊗ Σ1/2)vec(ZεT )] = (I2m ⊗ Σ1/2)Cov[vec(ZεT )](I2m ⊗ Σ1/2)
= (I2m ⊗ Σ1/2)E(εεT ⊗ ZZT )(I2m ⊗ Σ1/2)
Each component of ε can be regarded as the real and imaginary parts of the pop-
ulation residual of eiω
TY regression on Z. It is easy to prove that ε is uncorrelated
with Z and E(ε) = 0. If we assume that ε is independent of Z, then E(εεT ⊗ZZT ) =
E(εεT )⊗Ip. Hence, Λ = (I2m⊗Σ−1/2)[E(εεT )−1⊗Ip](I2m⊗Σ−1/2) = E(εεT )−1⊗Σ−1.
Lemma 2. If A and B are both in Rp×d, then vec(A)Tvec(B) = vec(BT )Tvec(AT ).









[−2vec(B)T (C ⊗ Σ)Λvec(Υn) + vec(B)T (C ⊗ Σ)Λ(CT ⊗ Σ)vec(B)]
= ∂
2∂vec(BT )
{−2vec(B)T [CE(εεT )−1 ⊗ Ip]vec(Υn) + vec(B)T [CE(εεT )−1CT ⊗ Σ]vec(B)}
= ∂
2∂vec(BT )
{−2vec(B)Tvec(ΥnE(εεT )−1CT ) + vec(B)Tvec(ΣBCE(εεT )−1CT )}
= ∂
2∂vec(BT )
{−2vec[CE(εεT )−1ΥTn ]Tvec(BT ) + vec[CE(εεT )−1CTBTΣ]Tvec(BT )}
= −vec[CE(εεT )−1ΥTn ] + vec[CE(εεT )−1CTBTΣ]





= Σ⊗ CE(εεT )−1CT .
We notice that neither U(B,C) nor H depend on the inverse of Σ, but it needs
to know the inverse of E(εεT ). And, E(εεT ) is a covariance matrix, so E(εεT ) ≥ 0.
However, cos(ωTi Y) and cos(ω
T
j Y) or sin(ω
T
i Y) and sin(ω
T
j Y) are highly cor-
related for the different values ωi and ωj. Hence, we further assume that there
exists a constant c0 > 0 such that E(εε
T ) > c0I2m. More generally, we assume
E(εεT ⊗ ZZT ) > c0I2mp, without assuming the independence of ε and Z. Then,
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E(εεT )−1 < 1
c0
I2m or E(εε





is estimated using the maximum
of the diagonal elements in E(εεT )−1.
Let h̃ = λmax(Σ)
ĉ0
and H̃ = h̃Ip ⊗ Id. At the (t + 1)-th iteration, (B(t), C(t)) is the
estimate of (B,C) after the t-th iteration, then we update B using the quadratic
approximation of Ln in (3.6) by






(vec(BT )−vec(BT(t)))T (vec(BT )−vec(BT(t)))+λpw(B),
where Ut = U(B(t), C(t)). So B(t+1) = argminBL
(t)
n (B). By the Karush-Kuhn-Tucker















where z+ = max(z, 0), and U
(t)
l is the l-th row of Ut after reforming as p× d matrix.
Next, we fix B = B(t+1), and update C using the Reduced Rank Procrustes Rotation
(Zou et al., 2006) to solve:
C(t+1) = arg minC − trace[E(εεT )−1ΥTnB(t+1)C].
Then, C(t+1) = W2W
T
1 , where W1DW
T
2 is the singular value decomposition of
E(εεT )−1ΥTnB(t+1).
Coordinate-independent Sparse Fourier Transform Special Inverse Regres-
sion Estimator (CIS-FTSIRE)
Previously, we have developed the coordinate-independent sparse for the optimal
inner product matrix Λ. If we assume that ε is independent of Z and each component
of ε has variance 1 and is independent of each other, then E(εεT ⊗ZZT ) = I2mp and
Λ = I2m ⊗ Σ−1, in which (3.5) reduce to the discrepancy function of FT-SIRE with
the diagonal block inner product matrix. We state algorithm using the quadratic
discrepancy function of FT-SIRE, rewrite the quadratic function,
Fd(B,C; diag{Σ}) = [vec(ξ̂)− vec(BC)]Tdiag{Σ}[vec(ξ̂)− vec(BC)]
= [vec(ξ̂)− vec(BC)]T (I2m ⊗ Σ)[vec(ξ̂)− vec(BC)]
= trace[(ξ̂ −BC)TΣ(ξ̂ −BC)]
= trace[(Σξ̂ − ΣBC)TΣ−1(Σξ̂ − ΣBC)],
40
and combine this coordinate-independent penalty with the quadratic discrepancy




wj||Bj||2, subject to CCT = Id.
(3.7)
The derivative of Ln(B,C) respect to vec(B
T ) is U(B,C) = ∂Ln(B,C)
2∂vec(BT )
= −[Ip ⊗
(CΥTn )]vec(Ip) + (Σ ⊗ Id)vec(BT ). The second derivative is H = Σ ⊗ Id. Let h̃ =
λmax(Σ), and Ĥ = h̃Ip ⊗ Id. We update B using the following:
L
(t)




(vec(BT )− vec(BT(t)))T (vec(BT )− vec(BT(t)))
+λpw(B), subject to CC
T = Id,


























2 is the singular value decomposition of Υ
T
nB(t+1).
Tuning Parameters and Algorithm
We follow Qian et al. (2018)’s algorithm and their choices of tuning parameters.
Assume d is known, and we only use the equal weight instead of updating it as in
Qian et al. (2018), for computational efficiency by avoiding a second cross validation.
The proposed method involves two tuning parameters: the weight w and the pe-










}Nλj=1, where the minimum and maximum of can-
didates are λmin and λmax. By doing this, the sequence of λ has more values around
λmin than λmax. The larger the λ, the more penalty putting on the B.
Here we use cross validation to choose the best λ. Divide data into K folds. Let
y(−k) and x(−k) to be the response vector and predictor matrix after excluding the
k-th fold, where k = 1, ..., K. In our simulation, we choose K = 5. If we don’t
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know d, then we can use sequential hypothesis tests to estimate d before applying the
following algorithm.
1. Given d and a candidate penalization λ̃, which is from the potential set, cal-
culate the B with data (y(−k),x(−k)) and equal weights w = 1p. Denote the
solutions by B̃, and construct the predictor variables with reduced dimensions
by zλ̃,k = x
(−k)B̃.
2. Calculate the distance correlation (Li et al., 2012) bewteen y(−k) and zλ̃,k:
dcor(y(−k), zλ̃,k), and compute the sum of 1 − dcor(y(−k), zλ̃,k) over K folds.
We choose λ̂ that minimize the L(λ̃) =
∑K
k=1 1−dcor(y(−k), zλ̃,k), and calculate
B̂ using λ̂ and data (y,x).
In order to estimate B and C, initial values for B0 and C0, are needed in the
algorithm. The initial values not only affect the accuracy but also the computation
efficiency.
• For B0: given d, we employ the LassoSIR (Lin et al., 2016) on (X,Y) to obtain
the first direction β01 . Then to use the LassoSIR again on (Qβ01X,Y) to achieve
the second direction β02 , keep doing this until β
0
d is obtained.
• C0: given B0, update C0.
Consistency and Oracle
We further develop the consistency property and oracle property of the sparse esti-
mation, similar to the Qian et al. (2018). Let Υj = E(e
iωTj YX) − E(eiωTj Y)E(X)






m). Note that, we have Υ = Σξ.
Because ξ = βν, so Υ = Σβν, then Υ̂, the sample version of Υ, can be ob-
tained by replacing the expectation with sample means. As stated above algorithm,















Using CIS-FTSIRE, we don’t need to know the inverse of Σ, but Σ is required in
estimating the first and second derivative of F (B,C). One choice is to use sample
covariance, alternately the threshold covariance is preferable in the high-dimension
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setting. See more discussion in Qian et al. (2018). The number of Fourier trans-
form m, the structural dimension d, and the number of important predictors u are
allowed to diverge with sample size n. Let X = (X1, ..., Xp)
T , following conditions
are assumed:
C1: For all ε > 0 and 1 ≤ j ≤ p, there is a constant C > 0 such that P (|Xj − µj| >
ε) ≤ 2 exp(−ε2/2C).
C2: There are constants σl, σu, σ∗ > 0 such that σij < σu for every 1 ≤ i, j ≤ p,
λmin(E
−1(εεT ) ⊗ Ip) > σ∗, and λmin(Σ) > σl, where λmin is the minimum
eigenvalue of the matrix.
C3: Assume m2u log pn = O(n
1−2η) and du2 log pn = O(n
1−2η) for some constant
0 < η < 1/2.




−φ for some 0 ≤ φ < 2η and constant Cφ.
C5: The nonzero singular values of β are bounded away from 0.
Condition C1 requires X to follow uniformly Sub-Gaussian which makes sure that
the probability of extreme values X is small. C2 makes sure that Σ and E−1(εεT )
have uniformly upper bound. Although m, d, and u can diverge with n, condition
C3 requires that they do not diverge too fast. Condition C4 means the norm of each
important variable is not less than Cφn
−φ, indicating their signal is large enough to
be detected. Condition C5 is needed in Theorem 9 below. We estimate Σ using
the sample covariance matrix Σ̂ = (σ̂ij)1≤i,j≤p and define pn = max(p, n), and || · ||F
denotes the Frobenius norm.
Theorem 9. Under conditions C1-C5, the minimizer B̂, Ĉ of (3.6) with the sample
covariance satisfies




2. P (Â0 = A0)→ 1 as n→∞.
Here, tuning parameter λ̂ and λ are given in the Appendix.
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When dimension p is much larger than sample size n, it is difficult to estimate the
covariance matrix. Thresholding method (Bickel and Levina, 2008) is computation-
ally fast. Rothman et al. (2009) discussed the generalized thresholding methods for
sparse covariance matrix. There are various choices for the thresholding rules such as
lasso (Tibshirani, 1996), adaptive lasso (Zou, 2006), SCAD (Fan and Li, 2001), and
hard-thresholding (Rothman et al., 2009). We also use the lasso soft-thresholding
rule as in Qian et al. (2018): sτ (z) = sign(z)(|z| − τ)+. The thresholding estimate
of Σ̃ = (σ̃ij)1≤i,j≤p, where σ̃ij = σ̂ij, if i = j, otherwise σ̃ij = sτ (σ̂ij). There are two
conditions for estimating sparse covariance matrix:
C6: The covariance matrix Σ satisfies that max1≤i≤p
∑p
j=1 |σij|κ is upper bounded
with 0 ≤ κ < 1.
C7: Assume m2u log pn = O(n
1−2η) and u2 log pn = O(n
1−2η) for some constant
0 < η < 1/2. Also assume either du2 log pn = O(n
1−2η) or u(log pn)
1−κ =
O(n1−κ−2η) holds.
Condition C6 assumes the sparsity of Σ. Similarly, condition C7 restricts the rate of
divergence for m and u to ensure the estimate consistent. The following is the same
result for thresholding covariance.
Theorem 10. Under conditions C1-C2 and C4-C7, the minimizer B̂, Ĉ of (3.6) with
the thresholding covariance matrix satisfies




u log pn/n), where l = (n/ log pn)
κ;
2. P (Â0 = A0)→ 1 as n→∞.
Here, tuning parameter λ̂ and λ are given in the Appendix.
3.5 Numerical Study
Suppose that both B and B̂ are p × d orthogonal matrices. We use trace corre-
lation (r2) (Ye and Weiss, 2003) for measuring accuracy, which is defined as r2 =√∑d
i=1 ρ
2
i /d, where ρi are the eigenvalues of matrix B̂
TBBT B̂ for i = 1, ..., d. Note
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that r2 measures the similarity of two matrices. If B̂ = (B̂1, ..., B̂d) is the estimate of
matrix B, the larger the r2, the more accurate the estimator.
We use two criteria to compare SVS methods: 1) The true positive (TP) is the
number of correctly identified active predictors, and 2) the false positive (FP) is the
number of falsely identified active predictors. The bigger the TP and smaller the FP,
the better the estimates.
In the following simulations, univariate and multivariate response models (Model
7 and Model 8) are used to demonstrate the estimate performance for FT-IRE, FT-
DIRE, FT-SIRE, FT-RIRE, and FT-DRIRE. Model 9 compares FT-IRE, FT-DIRE,
and FT-SIRE with FIRE, DIRE (Cook and Zhang, 2014), and IRE (Cook and Ni,
2005). Model 10 compares SVS strategies: TC-SIR (Qian et al., 2018), CIS-FTIRE
and CIS-FTSIRE. Model 11 employs tests of dimensions for FT-IRE, FT-DIRE,
FT-RIRE, and FT-DRIRE. Model 12 conducts marginal and conditional predictor
hypotheses. Finally, a PDB dataset is analyzed using FT-SIRE.
Simulations
Model 7. Y = X1 + 0.5X
2
2 , with p = 5, n = 800 and d = 2. Predictors X1, X3, X5
iid∼
N(0, 1), and X2 = X1 +Z where Z ∼ N(0, 1) and X4 = (1 +X2)Z. Let {ei} be p× 1
vectors whose ith entry is 1 and other entries are 0. Then B = (e1, e2).
The goal of this simulation is to demonstrate the performance of FT-IRE, FT-
DIRE, FT-SIRE, FT-RIRE, and FT-DRIRE for different numbers of ω in the uni-
variate response. Figure 3.1 plots mean values of r2 over the 100 simulated data
vs. different sizes of ω: {5, 10, 15, ..., 100}. All five methods have high mean trace
correlation: above 0.96. It is hard to distinguish which method performs the best,
but most of them fluctuate around 0.98. However, FT-SIRE is slightly lower than
the other methods. The larger the number of ω is, the more stable the mean trace
correlation is. Estimates of the five methods keep the same magnitude for different
numbers of ω. The estimates are accurate and stable as long as the number of ω is
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Figure 3.1: Mean values of r2 over the 100 simulated data vs. different sizes of ω:
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Figure 3.2: Mean values of r2 over the 100 simulated data vs. different sizes of ω:
{5, 10, 15, ..., 100} in Model 8.
Model 8. This is Example 3 of Zhu et al. (2010c). Y1 = 1 + β
T
1 X + sin(β
T




2 + ε2, Y3 = |βT1 X|ε3, Y4 = ε4, ..., Yq = εq, with p = 20, q = 5,
d = 2, β1 = e1, and β2 = e2 + e3. Predictor Xi ∼ N(0, I), n = 2000 and εi =
(ε1, ε2, ..., εq)







D = diag(1/2, 1/3, ..., 1/q).
This is a multivariate responses example exploring the performance of FT-IRE,

























Figure 3.3: Mean values of r2 over the 100 simulated data vs. various sample sizes
from 100 to 1000 at increments of 100 in Model 9.
3.2 plots mean values of r2 over the 100 simulated data vs. different sizes of ω:
{5, 10, 15, ..., 100}. The mean trace correlations are about 0.98 for all five methods,
thus indicating the estimates are accurate and stable as the number of ω changes.
Compared to Model 7, the fluctuation of r2 for the multivariate model is smaller
because multivariate responses provide more information than univariate response.
The mean r2 values of FT-RIRE are lower than other methods. In addition, the
degenerated methods (FT-DIRE and FT-DRIRE) have better performance than the
general cases (FT-IRE and FT-RIRE). FT-SIRE performs as well as FT-DRIRE.
Model 9. Y = |XTβ|+ 0.2ε, with p = 10, d = 1, and β = (1, 1, 1, 1, 0, · · · , 0)T ∈ Rp.
Predictor X is generated by N(µj,Σ), j = 1, · · · , p with probability 1p each, where
µj ∈ Rp is a p-dimensional predictor with jth element two and the other elements
zeros, and Σ is a positive definite matrix with (j1, j2)th entry 0.5
|j1−j2|. Data with
various sample sizes from 100 to 1000 at increments of 100 are simulated. The number
of ω is 50 for all simulated data because models 7 and 8 show that estimates are stable
at this size.
Model 9 is compared with FIRE and DIRE (Cook and Zhang, 2014), and IRE
(Cook and Ni, 2005), as well as their corresponding robust versions. For FIRE and
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Figure 3.4: Mean values of r2 over the 100 simulated data vs. various sample sizes
from 100 to 1000 at increments of 100 using Robust version in Model 9.
Figure 3.3 compares FT-IRE, FT-DIRE, and FT-SIRE with FIRE, DIRE, and IRE.
Overall, Fourier transform approaches have a higher r2 than FIRE, DIRE, and IRE.
The larger the sample size is, the better the estimate for all methods is, indicating
the asymptotic efficiency of their estimates. Figure 3.4 also shows similar comparison
results between FT-RIRE, FT-DRIRE with robust FIRE, robust DIRE (Cook and
Zhang, 2014), and robust IRE (Ni and Cook, 2007). It is interesting to note that the
degenerated Fourier transform approaches (FT-DIRE and FT-DRIRE) have larger
r2 compared to the general approaches (FT-IRE and FT-RIRE). However, FIRE and
robust FIRE perform better than DIRE and robust DIRE, respectively.
Model 10. Y = sin(XTβ)2 + XTβ + ε, with d = 1 and β = (1, 1, 1, 1, 1, 0, · · · , 0)T ∈
Rp. Predictor X is generated from multivariate normal distribution with mean zeros
and covariance matrix Σ, where Σ is: 1) a positive definite matrix with (j1, j2)th
entry 0.5|j1−j2| or 2) a block-diagonal structure with ten predictors into a block, where
σij = σji = 0.5 if i and j are in the same block and 0s otherwise. The sample size is
200 and the dimension of X is 1000. Again, the number of ω is 50. Mean values of
trace correlation, Frobenius norm of difference between true β and estimate β̂, the
mean number of TP and FP over the 100 simulated data are calculated to compare
methods. We compare our two methods CIS-FTIRE and CIS-FTSIRE with the
thresholding covariance SIR (TC-SIR) (Qian et al., 2018).
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Table 3.1: Compare CIS approaches for SIR, FT-IRE and FT-SIRE in Model 10.
Σ Methods R2 Norm TP FP
1) TC-SIR 0.9643 0.2533 4.99 3.68
CIS-FTIRE 0.9815 0.1823 5 2.17
CIS-FTSIRE 0.9637 0.2546 5 3.27
2) TC-SIR 0.9606 0.2684 5 4.13
CIS-FTIRE 0.9798 0.1889 5 2.53
CIS-FTSIRE 0.9566 0.2757 5 3.2
From Table 3.1, CIS-FTIRE is outperforming the other two methods. Not only
the estimate is accurate, but also TP numbers are exactly five and FP numbers are the
smallest. Even though CIS-FTSIRE provide a slightly less accurate estimate, both of
TP and FP numbers are better than TC-SIR. Overall, CIS-FTIRE and CIS-FTSIRE
are better than TC-SIR in this model.
Model 11. This is the same model as Model 8 with q = 10 by adding extra five
independent responses, Yq ∼ N(0, 1/q) for q = 6 · · · , 10 to test dimensions. Because
it is a multivariate model, SIR, IRE, FIRE and DIRE cannot be directly employed.
Hence, we only investigate the performance of FT-IRE, FT-DIRE, FT-SIRE, FT-
RIRE, and FT-DRIRE. Again, m is 50.
Table 3.2 reports the percentages of correctly detecting dimensions (d = 2) among
100 simulated data for different sample size: {100, 150, 200, 400, 700}. In Table 3.2,
all these methods have higher percentages of correctly detecting dimension in the
larger sample size. First, FT-SIRE converges much quickly compared to the other
four methods. However, it attains its stable points at 94% and 96% when the sample
size is higher than 200. Because FT-SIRE has the simplest structure of the inner
product matrix V , it is computationally cheaper. But it sacrifices the accuracy of
testing dimensions. On the other hand, FT-RIRE performs worst with the smaller
convergence rate when n from 100 to 200. But the percentage of correct dimensions
reach 100% when the sample size is 400. If the sample size is too small, the robust
estimate is not accurate, which affects the testing results. When the sample size is
large enough, the percentages jump to higher values than other methods. For the
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other three methods: FT-IRE, FT-DIRE, and FT-DRIRE, they all perform well when
the sample size reaches to 200. Their convergence rates are in the middle of the five
methods. In general, all these five methods provide competitive results for sample
size larger than 200. If the sample size is too small, we recommend using FT-SIRE.
Table 3.2: Percentage of Correct Dimensions in Model 11.
n 100 150 200 400 700
FT-IRE 0.52 0.85 0.95 0.99 1.00
FT-DIRE 0.53 0.80 0.91 0.94 0.97
FT-SIRE 0.74 0.91 0.91 0.96 0.94
FT-RIRE 0.17 0.54 0.80 1.00 1.00
FT-DRIRE 0.60 0.88 0.93 0.95 0.97
Model 12. Y = XTβ + 0.2ε, with p = 5, d = 1, and β = (1, 0, · · · , 0)T ∈ Rp.
Predictor X is generated from multivariate normal distribution with mean zeros and
identity covariance matrix. Two user-specified subspaces are H1 = (1, 0, · · · , 0)T and
H2 = (0, 1, · · · , 1)T . The percentages of rejecting the null hypothesis H0: HTβ = 0
(H representsH1 orH2) are presented among 100 simulated data, given the significant
level 0.05.
Table 3.3: Percentages of rejecting using Marginal(M) or Conditional(C) predictors
hypothesis tests with n = 200 in Model 12.
Hypothesis m=2 m=3 m=4 m=5 m=10 m=20 m=50 m=100
M(FT-IRE H1) 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
M(FT-IRE H2) 0.0500 0.0100 0.0000 0.0200 0.0000 0.0000 0.0000 0.0000
C(FT-IRE H1) 1.0000 1.0000 0.9900 1.0000 0.9900 1.0000 1.0000 1.0000
C(FT-IRE H2) 0.2000 0.3400 0.5400 0.5400 0.7400 0.8500 0.9400 0.9700
M(FT-RIRE H1) 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
M(FT-RIRE H2) 0.2500 0.4400 0.5500 0.5600 0.5400 0.5900 0.6000 0.5800
C(FT-RIRE H1) 1.0000 1.0000 0.9800 0.9900 0.9800 0.9900 1.0000 0.9900
C(FT-RIRE H2) 0.2000 0.2900 0.4300 0.3000 0.5800 0.7700 0.7600 0.9400
Model 12 demonstrates the performance of marginal (M) and conditional (C)
predictor hypothesis tests (d = 1) using FT-IRE and FT-RIRE. The rejection rates for
H1 indicate the power, while the rejection rates for H2 mean type I error. Regardless
of the sample size and the number of ω, the power of marginal or conditional predictor
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Table 3.4: Percentages of rejecting using Marginal(M) or Conditional(C) predictors
hypothesis tests with m = 2 in Model 12.
Hypothesis n=50 n=100 n=150 n=300 n=600 n=800 n=1000
M(FT-IRE H1) 0.9900 0.9900 1.0000 1.0000 1.0000 1.0000 1.0000
M(FT-IRE H2) 0.1400 0.0700 0.0200 0.0500 0.0600 0.0500 0.0200
C(FT-IRE H1) 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
C(FT-IRE H2) 0.2800 0.2400 0.1800 0.2400 0.1100 0.1800 0.1500
M(FT-RIRE H1) 0.9900 0.9900 1.0000 1.0000 1.0000 1.0000 1.0000
M(FT-RIRE H2) 0.2900 0.3000 0.2600 0.2200 0.2300 0.3200 0.2200
C(FT-RIRE H1) 0.8500 0.9900 1.0000 1.0000 1.0000 1.0000 1.0000
C(FT-RIRE H2) 0.1900 0.2700 0.2900 0.2000 0.1800 0.2600 0.2200
testing is close to one. When the sample size is 200, FT-IRE has not only the higher
power but also the lower type I error regardless of the number of m for marginal
predictor hypotheses (Table 3.3). But for conditional predictor testing, type I errors
of FT-IRE increase as m increases. For FT-RIRE, type I errors also increase as m
increases for both marginal and conditional predictor testing, thus indicating that
the number of ω influences the tests’ results. The larger the m is, the poorer the
performance is. In order to increase accuracy, we use a small value of m when doing
tests.
In Table 3.4, we fix m = 2, the larger sample, the lower type I error for FT-IRE,
but for FT-RIRE, the sample size has no significant effect on type I errors. Because
predictor hypothesis tests have low type I error especially when the sample size is
small, we do not use conditional predictor test to conduct variable selection in real
data analysis.
Real Data analysis
The data set comes from the 2010 Census and 2009-2013 American Community Sur-
vey (http://goo.gl/LlcwY7). The 2015 Planning Database (PDB) assembles infor-
mation of housing, demographic, socioeconomic, and Census operational data. And
the data are accumulated at the block-group level, which is the smallest geographic
unit used by the Census Bureau. A block-group comprises multiple blocks, usually
containing between 600 and 3,000 people.
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The PDB comprises approximate 220,000 block groups. The response variable
is the number of people with two or more types of health insurance coverage (Y ).
A total of 10 variables are identified as relevant candidate predictor variables: the
number of people (X1) ages 25 years and over at the time of interview with a college
degree or higher in the ACS population; the number of people (X2) classified as
below the poverty level given their total family income within the last year, family
size, and family composition in the ACS population; the number of ACS households
(X3) in which the householder and his or her spouse are listed as members of the same
household (not including same-sex married couples); the number of ACS households
(X4) where a householder lives alone or with non-relatives only (including same-
sex couples where no relatives of the householder are present); the number of ACS
households (X5) where a householder lives alone; the number of ACS families (X6)
with related children under 6 years; the median ACS household income (X7) for the
block group; the median ACS household income (X8) for the tract; the number of
2010 Census occupied housing units (X9) that are not owner occupied, whether they
are rented or occupied without payment of rent; the number of ACS housing units
(X10) where owner or co-owner lives in it. Because most of the variables are count
numbers with a large range of values, we treat all of them as continuous variables. We
focus on the block groups in Kentucky. We first excluded observations with missing
values. There are 4097 blocks left. We then use Box-Cox transformation for the
predictors to ensure that the linearity condition is approximately satisfied.
X̃1 = (X1 + 0.5)
0.33, X̃2 = (X2 + 0.5)
0.35, X̃3 = (X3 + 0.5)
0.53, X̃4 = (X4 + 0.5)
0.33
X̃5 = (X5 + 0.5)
0.4, X̃6 = (X6 + 0.5)
0.45, X̃7 = (X7 + 0.5)
0.16, X̃8 = (X8 + 0.5)
0.1
X̃9 = (X9 + 0.5)
0.33, X̃10 = (X10 + 0.5)
0.52.
We use FT-IRE, FT-DIRE, FT-SIRE, FT-RIRE, FT-DIRE to conduct dimension
testings, comparing to SIR and IRE. All these methods provide two dimensions. We
plot the scatter plots (left and middle panel of Figure 3.5) of the response vs. the
first two reduced predictors. There is a quadratic relationship between the response
and the two reduced predictors, respectively. Hence, we fit ordinal linear regression












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.5: Three scatter plots for d = 2: (left panel) Y vs. β̂T1 X; (middle panel) Y
vs. β̂T2 X; (right panel) residual of ordinal linear regression vs. β̂
T
2 X.
∗ means the reduced variables. In the right panel of Figure 3.5, the residual of linear
regression vs. the second predictor indicates that there is not strong pattern.
We further apply the SVS approach with FT-SIRE. The second and third columns
of Table 3.5 show the estimate using FT-SIRE and the last two columns show the
estimate after SVS, which indicates that X2, X5, X7 and X10 significantly contribute
in the CS.
3.6 Discussion
In this chapter, we developed the optimal quadratic function approach using Fourier
transform. Not only the general approach FT-IRE but also special cases FT-DIRE,
FT-SIRE, FT-RIRE, and FT-DRIRE are discussed for computational efficiency and
robustness. Partial sufficient dimension reduction with Fourier transform is also in-
vestigated. Furthermore, SVS and predictor hypotheses are used for sparse situations.
For the dimensionality test, smaller m is preferred. While for estimation accuracy
of CS, m has less effect. For sufficient variable selection, the simulation results show
that the penalized approach outperforms the testing approaches.
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Table 3.5: Results from the response with ten predictors for FT-SIRE with two
directions.
FT-SIRE SVS FT-SIRE
X First Dir. Second Dir. First Dir. Second Dir.
X1 0.0405 -0.2291 0.0000 0.0000
X2 -0.1879 0.2018 -0.0575 -0.0018
X3 -0.3917 0.0149 0.0000 0.0000
X4 0.0773 0.2199 0.0000 0.0000
X5 -0.6808 0.2772 0.0000 -0.0691
X6 0.2860 0.1900 0.0000 0.0000
X7 0.3310 0.4501 -0.0146 0.0000
X8 0.1718 0.4153 0.0000 0.0000
X9 0.0514 -0.6059 0.0000 0.0000
X10 -0.3417 0.0549 0.0000 -0.0228
Copyright c© Jiaying Weng, 2019.
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Chapter 4 Wavelet transform inverse regression for sufficient dimension
reduction
4.1 Introduction
Wavelet analysis is a popular tool and has received much attention in compressed
sensing and signal processing. It has been successfully applied in many applications
such as image analysis, information system, and other engineering applications.
In the field of statistics, the review articles from Antoniadis (1997) and Antoniadis
et al. (2007) summarized the applications of wavelet transform in statistics. To be
specific, with the development the popularity of nonparametric function estimation
in the past three decades, theoretical and applied research on the field of wavelets
has had a noticeable influence on nonparametric regression, partial linear regression
models and functional index models, density estimation, and many other related
topics.
Although wavelet has been widely used in the estimation of nonparametric func-
tion, it hasn’t been applied in the field of sufficient dimension reduction. To the best
of our knowledge, this is the first attempt to incorporate wavelet transform to suffi-
cient dimension reduction. In this chapter, we adopt wavelet transform to perform
sufficient dimension reduction. Different from Chapter 2 and Chapter 3, which per-
form Fourier transform on the conditional mean E(X|Y ), we apply wavelet transform.
The advantage of wavelet transform over Fourier transform is that wavelet transform
is able to decompose complex information including low- and high-frequency into el-
ementary patterns, while Fourier transform can’t handle it (See more detail in Chui
(2016)). Our wavelet-based approach provides a novel estimator and serves as a
complement to the existing SDR method.
Section 4.2 reviews the basic definition of Fourier transform and wavelet transform.
Section 4.3 discusses the generalize eigenvalue decomposition approach to estimate
the central subspace and applied consistent order-determination procedure by Luo
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and Li (2016) to determine the structural dimension. Section 4.4 proposes to ob-
tain the optimal estimator via minimizing the discrepancy function. Section 4.5 give
coordinate-independent sparse estimator and perform sufficient dimension reduction
by minimizing the discrepancy function with a constructed penalty term. In Sec-
tion 4.6, simulation studies are conducted to illustrate the superior performance of
wavelet transform. Section 4.7 provides some promising research directions relating
to wavelets in sufficient dimension reduction.
4.2 Review of Fourier and wavelet transform
The significant difference between Fourier and wavelet transforms is that Fourier
transform gains information with equal time width, and wavelet transform adapts
the time-widths to various frequency. Based on it, we introduce wavelet transform in
SDR to capture different information for both low- and high- frequency.
The well-known Fourier transform representing the frequency information about





where i is the imaginary unit. However the information about time-localization of
high frequency cannot be detected easily from f̂(ω). Hence, windowed Fourier trans-
form (Daubechies, 1992) is discussed to achieve time-localization, which is to cut off




where g is a window function. The common choice for g is the Gaussian. The discrete
version of windowed Fourier transform, which is more common in the signal analysts,
assign t and ω to be spaced values: t = nt0, ω = mω0, where m, n range over Z, and





Wavelet transform (Daubechies, 1992) describes similar time-frequency as window
Fourier transform. Wavelet formulas are similar to (4.1) and (4.2):












where a > 0, b > 0 and a0, b0 are fixed values with m,n ∈ Z. Both wavelet and win-
dowed Fourier transforms take the inner product of f with a family of functions with
two indexes, gω,t(s) = e−iωsg(s− t) in (4.1), and ψa,b(s) = |a|−1/2ψ( s−b
a
) in (4.3). The
different frequencies can be covered by changing the value of the scaling parameter
a. The larger the a, the smaller frequency it represents. While the parameter b de-
scribes the time location of ψa,b(s). Both (4.1) and (4.3) indicate a time-frequency of
the function f . But the difference between wavelet and windowed Fourier transform
lies in the shapes of the analyzing functions gω,t and ψa,b. In which, ψa,b adjusts the
time-widths correspond to frequency. The higher frequency is, the narrower of the
ψa,b. But gω,t has the same width but relocate the center and oscillate with different
frequency.












where C = 2π
∫∞
−∞ |ψ̂(ω)|
2|ω|−1dω. If ψ ∈ L2(R), the admissibility condition is sat-
isfied, that is C < ∞. If ψ ∈ L1(R), then ψ̂ is continuous and C < ∞ only if∫
ψ(x)dx = 0. In the following discussion, we only focus on ψ ∈ L2(R). It is inter-
esting that f can be constructed by its wavelet transform Twavf or be considered as
a superposition of wavelets ψa,b. For the discrete wavelet transform, the orthonormal





0 x− nb0), m, n ∈ Z.
A function ψ is called an orthogonal wavelet, if the family {ψm,n} is an orthonormal
basis of L2(R); that is < ψj,k, ψl,m >= δj,l · δk,m, j, k, l,m ∈ Z, and every f ∈ L2(R)
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can be written as f(x) =
∑∞
j,k=−∞ cj,kψj,k(x). Some examples of the orthonormal
basis for L2(R) are the following:
1. Haar basis: ψh(x) =

1, 0 ≤ x ≤ 1,
−1, −1 ≤ x < 0,
0, Otherwise.
2. Littlewood-Paley basis: ψl(x) = (πx)
−1(sin 2πx− sinπx).
3. Constant basis: ψc(x) =
1, −1 ≤ x ≤ 10, Otherwise.
4. Fourier basis: ψf (x) = e
−ix.
Our goal is to employ wavelet transform into SDR: 1) Developing an estimator
from applying generalize eigenvalue decomposition to a proposed kernel matrix, which
is constructed from wavelet transform; 2) Constructing a minimum discrepancy ap-
proach from wavelet transform; 3) Investigating asymptotically efficient of estimators
for CS and test statistics for dimensional structure; 4) Discussing the coordinate-
independence sparse estimation (CISE, Chen et al. (2010)) for wavelet transform.
4.3 Generalize Eigenvalue Decomposition
Estimation Procedure
Let Z = Σ−1/2(X − µ), where µ and Σ are the mean and covariance matrix of
X. Under the linearity condition, m(y) = Σ−1/2E(Z|Y = y) ∈ SY |X. Let h(y) =
m(y)f(y), where f(y) is the marginal density distribution of Y . Then














SE(X|Y ) is spanned by m(y), that is SE(X|Y ) = Span{m(y), y ∈ supp(f)} =
Span{m(y)f(y), y ∈ supp(f)} ⊆ SY |X. From the resolution of identity formula (4.4)
and under the linearity condition, then (Twavh)(a, b) ∈ SE(X|Y ). Hence,
Span{(Twavh)(a, b), a, b ∈ R} = Span{m(y), y ∈ R}.
In addition, we assume the coverage condition, SY |X = Span{(Twavh)(a, b), a, b ∈ R}.
As SY |Z = Σ1/2SY |X, so E[Zψa,b(Y )] ∈ SY |Z, we can work on either space.
Generalize Eigenvalue Decomposition Algorithm
In order to estimate CS, the main goal is to estimate the correlation between the
predictor and wavelet transform, that is, E[Xψa,b(Y )] or E[Zψa,b(Y )]. We focus on
X scale, and we use generalize eigenvalue decomposition. We employ the continuous
wavelet transform by choosing (a, b) from real values. Here, a is the scale parametric,
relating to the shape of ψa,b. The larger the a is, the wider ψa,b is. While, the
smaller the a, the narrower it is. By choosing different values of a, ψa,b could detect
high- or low-frequency information about Y . On the other hand, b is the translation
parameter of the ψa,b(y), which represents the location. We consider ψ ∈ L2(R). So
lim|y|→∞ ψ(y) = 0. We say ψ(y) is on the ε-compact support [−S, S], that is for any
ε, there is S > 0 such that |ψ(Y )| < ε for |y| > S. For example, both Haar and
Littlewood-Paley, the ε-compact support is [−1, 1]. The following are two ways to
choose h pairs (a, b) and {yi}Ni=1 are random sample:
H1 : For fixed h, use the same scale of ψa,b: a = ymax−ymin
2hS
and b = {ymin+a(2i−1)}hi=1.




























Here, we choose a sequence of h’s. Because both large and small values of a should
be included to capture high- or low-frequency information. In our limited simulation,
we choose h from one to ten, that is 55 different (a, b) pairs. Those pairs are enough
to achieve accurate results.
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1. The sample size is N , {xj, yj}Nj=1 are random sample, and x̄, Σ̂ are the sample
mean and covariance of the X.




Define M̂ = {M̂i}Ki=1 ∈ RK×p and Ŵ = M̂DmM̂T , where M̂T is the transpose




3. Conduct the generalize eigenvalue decomposition of Ŵ , and the eigenvectors
{β̂l}dl=1 corresponding to the first d largest eigenvalues {λ̂l}dl=1 of Ŵ , satisfying
Ŵ β̂l = λ̂lΣβ̂l.
If using ψc(y), fixing the value h and employing the equal number of observations
(H1), then wavelet transform approach is the same as SIR with slice h. If using ψf (y),
a = 1
ω
, and b = 0, wavelet transform is equivalent to Fourier transform, but different
strategy to choose ω. From this respect, wavelet transform is more flexible than
SIR and FT. In the simulations, we illustrate the necessary of introducing wavelet
transform, which get more profound and accurate results.
Testing Structural Dimension
This section is to estimate the dimension of CS. From the previous section, we have
constructed the kernel matrix W . To find the dimension is the same as to find the
rank of W . We employ Luo and Li (2016)’s order determination method, combining
eigenvalues and variation of eigenvectors of W . Let {X∗j , Y ∗j }Ni=1 is a bootstrap sample
and W ∗ is the kernel matrix using the bootstrap sample. Assume that the eigenvalues
of Ŵ and W ∗ are λ̂1 ≥ λ̂2 ≥ · · · ≥ λ̂p and λ∗1 ≥ λ∗2 ≥ · · · ≥ λ∗p, and (β̂1, · · · , β̂p)
and (β∗1 , · · · , β∗p) are the corresponding eigenvectors. Let β̂k = (β̂1, · · · , β̂k) and
β∗k = (β
∗
1 , · · · , β∗k), where k < p, and using β∗k,i with subscript i denotes bootstrap





0, k = 0,B−1∑Bi=1{1− | det(β̂Tk β∗k,i)|}, k = 1, · · · , p− 1.
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n(i)}. Define g(k) = ψ(k) + fB(k) and determine the
dimension using
d̂ = arg min
k
g(k).
4.4 Minimum Discrepancy Approach
We will discuss an optimal estimate by constructing discrepancy function between
wavelet transform and the population values, which multiply the true basis of the
central subspace with the corresponding coefficients. The way we construct the kernel
matrix, using one observation multiple times, leads to a high correlation between
wavelet transform. It is natural to adjust the discrepancy function by constructing
the asymptotic covariance matrix of wavelet function, similar to the weighted least
square. We demonstrate the asymptotic distribution to find the covariance matrix
and develop algorithms to find the estimate and test statistics.
Notations
We focus on continuous wavelet transform as in Section 4.3, and (a, b) are chosen





j=1 xjψi(yj) − x̄ψ̄i(y), where ψi(yj) = ψai,bi(yj). Let ξ = {ξi}Ti=1 and
ξ̂ = {ξ̂i}Ki=1. From section 4.3, Σ−1Span{ξi} ∈ SY |X. If β is the basis of SY |X, there
exits Ci such that Σ
−1ξi = βCi for i ∈ {1, · · · , K}. If we can find V such that
√
n[vec(Σ̂−1ξ̂)− vec(βC)]→ N(0, V ), then define the discrepancy function as
Fd(β, C;V ) = N [vec(Σ̂
−1ξ̂)− vec(βC)]TV −1[vec(Σ̂−1ξ̂)− vec(βC)], (4.6)
which will follow the chi-square distribution. The following sections are meant to find
the V , the algorithm for β and C and asymptotic properties.
Asymptotic Properties
Let εi(y) = ψi(y)−E[ψi(Y )]−ZTE[Zψi(Y )] and Xc = X−µ denote the center of ψi
and X. We have the following results:
61
Theorem 11. Assume that {yj,xj},j = 1, ..., N are random samples of (Y,X) with
finite fourth moments. Then
√
n[vec(Σ̂−1ξ̂)− vec(βC)] D→ N(0, V ),
where V = Cov{vec[Σ−1XcεT ]} ∈ RpK×pK.
Theorem 12. Assume that {yj,xj},j = 1, ..., N are random samples of (Y,X) with
finite fourth moments. Let (β̂, Ĉ) = arg minβ,C Fd(β, C; V̂
−1). Then the following
results hold:
1. vec(β̂Ĉ) is asymptotically efficient, and
√
n[vec(β̂Ĉ)− vec(βC)] is asymptoti-
cally normal with mean 0 and some covariance matrix ∆(∆TV −1∆)−∆T , where
∆ = (CT ⊗ Ip, I2m ⊗ β) with Kp× d(p+K) dimensions.
2. F̂d has an asymptotic chi-square distribution with degrees of freedom (p−d)(K−
d).
3. Span(β̂) is a consistent estimator of SY |X.
The second statement can be used to determine the dimension with sequential
tests.
Algorithm
1. Choose an initial value for β0 ∈ Rp×d. An initial choice will affect the speed of
convergence. We use the general eigenvalue decomposition estimation.
2. Fixed β, update C by minimizing Fd(β, C;V ). Here, vec(C) can be constructed
by fitting linear regression V 1/2vec(Σ̂−1ξ̂) on V 1/2(IK ⊗ β), that is vec(C) =
[(IK ⊗ βT )V (IK ⊗ β)]−1(IK ⊗ βT )V vec(Σ̂−1ξ̂). Assign err to be Fd(β, C;V ).
3. Fixed C, minimize Fn(β, C;V ) with respect to one column of β, subject to
unit norm and orthogonal to other columns (keeping them constants). For this
partial minimization problem, the quadratic discrepancy function is F (βk) =
(αk − (cTk ⊗ Ip)Qβ(−k)βk)TV (αk − (cTk ⊗ Ip)Qβ(−k)βk), where αk = vec(Σ̂−1ξ̂ −
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β(−k)C(−k)), ck is kth column of C, C(−k) (or β(−k)) are deleting k
th column
from C (or β) and Qβ(−k) is orthogonal complement of Span(β(−k)).
a) For k = 1, ..., d:





k ⊗ Ip)Qβ(−k) ]−Qβ(−k)(cTk ⊗ Ip)Vαk, then normalize β̂k using
β̂k/||β̂k||.
ii. Update β by replace βk with β̂k and update C like step 2.
b) Update err with Fd(β, C;V ).
4. Return to step 3 until err less than 10−6, say.
5. The resulting estimates are: β̂ = (β1, · · · , βd).
4.5 Sufficient Variable Selection
We now discuss SVS, following the ideas of Chen et al. (2010) and Qian et al. (2018).
Let β = (α1, ..., αp)
T and αi ∈ Rd be the ith row of β. Simultaneous variable selection
is to find a setA0 = {1 ≤ j ≤ p : eTj ββTej > 0}. The number ofA0, |A0|, is denote as
u, which indicates the number of important predictors. The coordinate-independent
penalty is pw(β) =
∑p
j=1wj||αj||2 and w = (w1, ..., wp) are the penalty weights. The
object function can be written as:
Ln(β, C) = [vec(ξ̂)− vec(ΣβC)]TΛ[vec(ξ̂)− vec(ΣβC)] + λpw(β), s.t. CCT = Id,
(4.7)
where Λ = Cov{vec[(Xc)εT ]}−1.
Λ−1 = Cov{vec[(X− µ)εT ]} = Cov[vec(Σ1/2ZεT )]
= Cov[(I2m ⊗ Σ1/2)vec(ZεT )] = (I2m ⊗ Σ1/2)Cov[vec(ZεT )](I2m ⊗ Σ1/2)
= (I2m ⊗ Σ1/2)E[εεT ⊗ ZZT ](I2m ⊗ Σ1/2)
It can be proved that ε is uncorrelated with Z and E(ε) = 0. If we assume that
ε is independent of Z, then E(εεT ⊗ ZZT ) = E(εεT ) ⊗ Ip. Hence, Λ = (I2m ⊗
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Σ−1/2)[E(εεT )−1 ⊗ Ip](I2m ⊗ Σ−1/2) = E(εεT )−1 ⊗ Σ−1. Define the first derivative
of Ln(β, C) as the following:







[−2vec(β)T (C ⊗ Σ)Λvec(ξ̂) + vec(β)T (C ⊗ Σ)Λ(CT ⊗ Σ)vec(β)]
= ∂
2∂vec(βT )
{−2vec(β)T [CE(εεT )−1 ⊗ Ip]vec(ξ̂) + vec(β)T [CE(εεT )−1CT ⊗ Σ]vec(β)}
= ∂
2∂vec(βT )
{−2vec(β)Tvec(ξ̂E(εεT )−1CT ) + vec(β)Tvec(ΣβCE(εεT )−1CT )}
= ∂
2∂vec(βT )
{−2vec[CE(εεT )−1ξ̂T ]Tvec(βT ) + vec[CE(εεT )−1CTβTΣ]Tvec(βT )}
= −vec[CE(εεT )−1ξ̂T ] + vec[CE(εεT )−1CTβTΣ]





= Σ⊗ CE(εεT )−1CT .
We notice that neither U(β, C) nor H depend on the inverse of Σ, but it needs
to know the inverse of E(εεT ). E(εεT ) is a covariance matrix, so E(εεT ) ≥ 0.
Let h̃ = λmax(Σ ⊗ CE(εεT )−1CT ) and H̃ = h̃Ip ⊗ Id. At the (t + 1)th iteration,
(β(t), C(t)) is the estimate of (β, C) after the t
th iteration, and then we update β using
the quadratic approximation of Ln by






(vec(βT )−vec(βT(t)))T (vec(βT )−vec(βT(t)))+λpw(β),
where Ut = U(β(t), C(t)). So β(t+1) = argminβL
(t)
n (β). By the Karush-Kuhn-Tucker















where z+ = max(z, 0), and U
(t)
l is the l
th row of Ut after reforming as p × d matrix.
Next, we fix β = β(t+1), and update C using the Reduced Rank Procrustes Rotation
to solve:
C(t+1) = argminC − trace[E(εεT )−1ξ̂Tβ(t+1)C]
Thus, C(t+1) = W2W
T
1 , where W1DW
T




This section we use two simulation examples to illustrate the advantages of wavelet
transform. The benefit of wavelet transform is to deal with more than one ‘wave’. We
use the distance measure of two matrices: D(β1, β2) = ||P1−P2||f , where Pi represent
the projection on Span(βi) for i = 1, 2. This distance measures the difference between
two spaces spanned by βi, i = 1, 2.
Model 1: Y = 3/(|βTr X|+ 1)(sin(1.5βTr X) + sin(2βTr X)) + 0.1ε,
Model 2: Y = (βTr X)
2 + 0.2ε,
where βr has 1s at random |
√
p|− positions. | · |− is the largest integer smaller than
the given values. Let X be Np(0,Σ), where Σ = (σij) = (0.5
|i−j|). And ε is a
standard normal random variable. We compare three methods: FT, wavelets with
Littlewood-Paley and Haar. Here, we have two settings are 1) fix p = 15, vary
sample size from N = (100, 200, 400, 800, 1500, 2000), and 2) fix N = 1000, vary the
dimension p = (10, 20, · · · , 100). For each setting, simulations run for 100 times and
the mean distance are reported. Also, we use H2 to choose (a, b). The smaller the
mean distance, the more accurate the estimate. In Model 1, Table 4.1 and 4.2 report
that wavelet transform with Haar basis has the lowest distance. In the model, there
are two frequency sin(1.5βTr X) and sin(2β
T
r X) in Model 1 because wavelet transform
performs better to capture different frequencies at a time. Littlewood-Paley basis fails
to get better result comparing to FT. Because it self involves lots of ‘wave’, which
brings in noises instead of information. But Littlewood-Paley could detect symmetric
relationship between Y and βTX better than FT in Model 2, because of containing
small and big waves that could not cancel out symmetric information.
4.7 Discussion
In the future study, we will prove the theoretical properties in wavelet method, and op-
timize wavelet algorithm for large p small n case when generalize eigenvalue algorithm
fails. The alternating direction method of multipliers (ADMM) is an algorithm that
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Table 4.1: Mean of distance D over 100 simulations for p = 15 in Models 1 and 2.
Model 1 Model 2
Sample Size FT W-littlewood W-haar FT W-littlewood W-haar
N=100 1.3707 1.4556 1.2572 1.4546 1.0644 0.9699
N=200 1.0944 1.3569 0.9001 1.388 0.8606 0.8216
N=400 0.7642 1.3083 0.6293 1.3788 0.7295 0.7754
N=800 0.5293 1.1158 0.4147 1.3591 0.6562 0.733
N=1500 0.3665 0.7329 0.2952 1.3443 0.5865 0.6701
N=2000 0.3273 0.5993 0.2687 1.3551 0.5677 0.67
Table 4.2: Mean of distance D over 100 simulations for N = 1000 in Models 1 and 2.
Model 1 Model 2
Dimension FT W-littlewood W-haar FT W-littlewood W-haar
p=10 0.356 0.8114 0.2998 1.291 0.5006 0.5208
p=20 0.5785 1.1652 0.4461 1.3842 0.7144 0.7668
p=30 0.8142 1.3189 0.5403 1.4036 0.8672 0.9344
p=40 1.0684 1.3636 0.6464 1.4193 0.9646 1.0471
p=50 1.2372 1.4121 0.7431 1.4324 1.0529 1.1337
p=60 1.2751 1.4304 0.8104 1.4442 1.1339 1.1688
p=70 1.3498 1.4376 0.9 1.4503 1.1925 1.2565
p=80 1.3753 1.4501 0.9466 1.4619 1.2391 1.2704
p=90 1.4237 1.463 1.0262 1.4725 1.2697 1.2842
p=100 1.4443 1.4752 1.096 1.4822 1.321 1.321
solves convex optimization problems, which might help us to solve the non-invertible
of the covariance matrix. For SVS, we will code the algorithms to investigate the per-
formance of coordinate-independence sparse estimate. Simulations will be conducted
to compare different wavelet basis: Haar, Littlewood, constant and Fourier.
Copyright c© Jiaying Weng, 2019.
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Appendices
Appendix A: Proof for Chapter 2
Proof of Equivalent of FT and SIR when response variable is categorical. Assume Y
is univariate, and Y has K levels {0, 1, · · · , K−1} with probability Py = P (Y = y) >
0, y ∈ {0, 1, · · · , K − 1}. Let Sft = Span{ψ(ω), ω ∈ R} and Ssir = Span{E(Z|Y =
y), y ∈ {0, 1, · · · , K − 1}}.
ψ(ω) = E[E(eiωyZ|Y = y)]
= E(Z|Y = 0)P (Y = 0) + E(eiωZ|Y = 1)P (Y = 1) + · · ·
+E(eiω(K−1)Z|Y = K − 1)P (Y = K − 1)
= P0E(Z|Y = 0) + P1eiωE(Z|Y = 1) + · · ·+ PK−1eiω(K−1)E(Z|Y = K − 1).
Because E(Z|Y ) ∈ Ssir, then Sft ⊆ Ssir.
Now, choose ω1, · · · , ωK−1 such that they are all different numbers.
ψ(0) = P0E(Z|Y = 0) + P1E(Z|Y = 1) + · · ·+ PK−1E(Z|Y = K − 1),
ψ(ω1) = P0E(Z|Y = 0) + P1eiω1E(Z|Y = 1) + · · ·+ PK−1eiω1(K−1)E(Z|Y = K − 1),
...
ψ(ωK−1) = P0E(Z|Y = 0) + P1eiωK−1E(Z|Y = 1) + · · ·+ PK−1eiωK−1(K−1)E(Z|Y = K − 1).
And the following matrix is nonsingular:
A =

1 1 1 · · · 1
1 eiω1 ei2ω1 · · · ei(K−1)ω1

















iωy−eiω2) · · · (eiωK−1−eiωK−2) 6=
0, then we have (E(Z|Y = 0), · · · ,E(Z|Y = K−1))T = A−1(ψ(0), ψ(ω1), · · ·ψ(ωK−1))T .
Because ψ(0), ψ(ω1), · · · , ψ(ωK−1) ∈ Sft, then E(Z|Y = y) ∈ Sft for y ∈ {0, 1, · · · , K−
1}. That is, Ssir ⊆ Sft. Hence, Sft = Ssir.
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Proof of Proposition 2. To obtain the asymptotic distribution of Λ̂d, fix t and choose





k=1 ẑk cos (ω
T







k=1 ẑk sin (ω
T
j yk), ψj2 = E[Z sin (ω
T
j Y)].
Let Ψ̂ = (ψ̂11, ψ̂12, · · · , ψ̂t1, ψ̂t2) and Ψ = (ψ11, ψ12, · · · , ψt1, ψt2). Following (Cook,
1998, Page: 207), by Singular-Value Decomposition, Ψ = ΓT
D 0
0 0
Φ, where Γ and
Φ are respective p × p and 2t × 2t orthogonal matrices, and D is a d × d diagonal
matrix of positive values. Let ΓT = (Γ1,Γ0) and Φ
T = (Φ1,Φ0), where Γ0 is p×(p−d)





k=1 xk cos (ω
T







k=1 xk sin (ω
T





θ̂11, θ̂12, · · · , θ̂t1, θ̂t2
)
, Θ = (θ11, θ12, · · · , θt1, θt2) .























1 Y), · · · ,E(cosωTt Y),E(sinωTt Y)
)T
.
Look at the one column of Ψ as an example, say, E[Z cos (ωTY)]. Then
E[Z cos (ωTY)] = E[Σ−1/2(X− µ) cos (ωTY)]
= Σ−1/2E[(X− µ) cos (ωTY)]
= Σ−1/2{E[X cos (ωTY)]− µE[cos (ωTY)]}.
So Ψ = Σ−1/2Θ−Σ−1/2µQT . And ΓT0 ΨΦ0 = 0, that is, ΓT0 Σ−1/2(Θ−µQT )Φ0 = 0.











nΓT0 (Â− I + I)Σ−1/2[Θ̂−Θ + Θ− µQT + µ(QT − Q̂T ) + (µ− x̄)Q̂T ]Φ0.
Here (Â − I)Σ−1/2(Θ̂ − Θ) = Op( 1n) , (Â − I)Σ
−1/2µ(QT − Q̂T ) = Op( 1n), (Â −
I)Σ−1/2(µ− x̄)Q̂T = Op( 1n) and Γ
T









−1/2[Θ̂−Θ + µ(Q− Q̂)T + (µ− x̄)QT ]Φ0 +Op( 1n).

















where the τ will be defined as follows: Cov(X cos (ωTj Y),X cos (ω
T
k Y)) = ∆
j1,k1
xy ,
Cov(X cos (ωTj Y),X sin (ω
T
k Y)) = ∆
j1,k2
xy , Cov(X sin (ω
T
j Y),X sin (ω
T
k Y)) = ∆
j2,k2
xy ,
Cov(X cos (ωTj Y), cos (ω
T
k Y)) = ∆
j1,k1
xy,y , Cov(X cos (ω
T
j Y), sin (ω
T
k Y)) = ∆
j1,k2
xy,y ,
Cov(X sin (ωTj Y), sin (ω
T
k Y)) = ∆
j2,k2
xy,y , Cov(X cos (ω
T
j Y),X) = ∆
j1
xy,x,
Cov(X sin (ωjY),X) = ∆
j2
xy,x, Cov(cos (ωjY), cos (ω
T
k Y)) = ∆
j1,k1
y ,
Cov(cos (ωTj Y), sin (ω
T
k Y)) = ∆
j1,k2
y , Cov(sin (ω
T
j Y), sin (ω
T
k Y)) = ∆
j2,k2
y ,
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p p . . . p p 1 1 . . . 1 1 p
p Ip 0 . . . 0 0 µ 0 . . . 0 0 E cos (ω1Y )Ip













p 0 0 . . . Ip 0 0 0 . . . µ 0 E cos (ωtY )Ip





nvec[Θ̂−Θ + µ(Q− Q̂)T + (µ− x̄)QT ] ∼ N2pt(0, AτAT ).
Hence,
√
nvec{ΓT0 Σ−1/2[Θ̂−Θ+µ(Q−Q̂)T+(µ−x̄)QT ]Φ0} = (ΦT0⊗ΓT0 Σ−1/2)
√
nvec[Θ̂−
Θ + µ(Q − Q̂)T + (µ − x̄)QT ], which has normal distribution N(2t−d)×(p−d)(0,Ω =
(ΦT0 ⊗ΓT0 Σ−1/2)AτAT (Φ0⊗Σ−1/2Γ0)). Let Ψ0 = ΓT0 Ψ̂Φ0, then Λ̂d = ntrace(Ψ0ΨT0 ) =
nvec(Ψ0)
Tvec(Ψ0). Because Ω is a positive definite matrix, there exist an orthogo-





nPvec(Ψ0) ∼ N(0, D). So nvec(Ψ0)Tvec(Ψ0) ∼
∑(p−d)(2t−d)
k=1 λkCk,
where the Cks are independent chi-square random variables with one degree of free-
dom and λ1 ≥ λ2 ≥ . . . ≥ λ(p−d)(2t−d) are eigenvalues of the covariance matrix Ω.
Remark: When X follows multivariate normal distribution, Proposition 2 will




k=1 Zk cos (ω
T
j yk) is not a
linear transformation of normal distribution. Hence, it is not a normal distribution.
However, because the sample mean in different slices Li (1991) is independent normal
under assumption, we expect that the test statistic follows chi-square distribution.
Proof of Proposition 3. The proof is similar to the proof of Proportion 4.2 of Chiaromonte






































j2 = E[Z sin (ω
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t2 ). Let f̂k =√
nk
n
, ΨW = (f1Ψ1, · · · , fKΨK) and Ψ̂W = (f̂1Ψ̂1, · · · , f̂KΨ̂K). For each level k,









































































































by SVD, ΨW = ΓT
D 0
0 0
Φ, where Γ and Φ are respective p×p and 2∑ tk×2∑ tk
orthogonal matrices and D is a d × d diagonal matrix of positive values. Let ΓT =
(Γ1,Γ0) and Φ





Thus Λ̂Wd = n × trace[(ΓT0 Ψ̂WΦ0)(ΓT0 Ψ̂WΦ0)T ] = n vec(ΓT0 Ψ̂WΦ0)T vec(ΓT0 Ψ̂WΦ0).
Partition Φ0 = (Φ
T
01, · · · ,ΦT0K)T , where Φ0k has dimension 2tk × (2
∑



























−1/2(Θk − µQk)Φ0k = 0.




















fk(Θ̂k − x̄(k)Q̂Tk )Φ0k
=
√



















So Θ̂k − x̄(k)Q̂Tk = Θ̂k − Θk + Θk − µQTk + µ(QTk − Q̂Tk ) + (µ − x̄(k))Q̂Tk . Then
we use (Â− I)Σ−1/2(Θ̂k − Θk) = Op( 1nk ), (Â− I)Σ
−1/2µ(QTk − Q̂Tk ) = Op( 1nk ), (Â−
I)Σ−1/2(µ− x̄(k))Q̂Tk = Op( 1n) and
∑K
k=1 fkΣ















nk(Θ̂k −Θk + µ(QTk − Q̂Tk ) + (µ− x̄(k))Q̂Tk )Φ0k +Op( 1n).
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Let Ωk = (Φ
T











tk−Kd). So Λ̂Wd ∼
∑(p−d)(2∑ tk−Kd)
i=1 λiCi, where the Cis are independent
chi-square random variables, each with one degree of freedom, and λ1 ≥ λ2 ≥ . . . ≥
λ(p−d)(2
∑




Appendix B: Proof for Chapter 3













iωTyk , and Zk = Σ
−1/2(xk −µ). We need a lemma which is
in the Appendix B: Lemma A.2 of Cook and Ni (2005).
Lemma 3. Li et al. (2003) Suppose that a random vector X has covariance matrix
Σ > 0. Then





k − I)Σ−1/2 +Op(n−1).
Consider
√







n(Σ̂−1 − Σ−1)(ϕω −Cωµ)
+
√
nΣ−1[(ϕ̂ω − Ĉωx̄)− (ϕω −Cωµ)] +Op(n−1/2).
(4.8)
The first item can be written as:
√

































iωTyk − EeiωTY)(xk − µ) +Op(n−1).
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Therefore, the second term can be simplified as
√















Then we put equation (4.9) and (4.10) into (4.8):
√





















where εω,k = e
iωTyk−EeiωTY−ZTkE(eiω
TYZ). Let εk = (ε
R
ω1,k





where k = 1, ..., n.
Then we have
√









n[vec(ξ̂)− vec(βν)] D→ N(0,Γ),
where Γ = Cov[vec(Σ−1/2ZεT )] ∈ R2pm×2pm. 2
Proof of Theorem 2: Because Γ̂ converges to Γ in probability, the asymptotic
distribution of nF̂d is the same as that of nĤd using the Lemma A.3 on the Cook and
Ni (2005)’s Appendix C, where
Hd(B,C) = [vec(ξ̂)− vec(BC)]TΓ−1[vec(ξ̂)− vec(BC)].
Again, we also need to show the asymptotic distribution of vec(β̂ν̂) of Fd(B,C)
is the same as that of Hd(B,C). Similar to Cook and Ni (2005), we can show that
there is one parameterization that satisfies the conditions in the statement of Lemma
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A.4 of Cook and Ni (2005). Let β = (βT1 , β
T
2 )
T , where β1 ∈ Rd×d, β2 ∈ R(p−d)×d. We
can assume that β1 = Id, which is nonsingular. The new parameterization brings a










Using the Proposition A.1 in Cook and Ni (2005) by checking all these conditions,
we can get
√
n[vec(β̂ν̂)− vec(βν)] D→ N [0,∆(∆TΓ−1∆)−∆T ],
which is the conclusion 3 of the Proposition A.1.
And nĤd
D→ χ2k, where k = 2pm−rank(∆) and rank(∆) = d(p−d)+2md. Hence
k = (2m− d)(p− d). Hence the conclusion 2 is proved. The consistency of Span(β̂)
follows directly from conclusion 1. 2
Proof of Theorem 3: Follow the proof in Appendix D in Cook and Ni (2005).
Let V = Γ−1D = diag{Γ
−1




l } The discrepancy function
Fd(B,C, Γ̂
−1
D ) can be written as
Fd(B,C;Vn) = [vec(ξ̂)− vec(BC)]TVn[vec(ξ̂)− vec(BC)].
Because Ṽn converges to V , it follows from Lemma A.3 in Cook and Ni (2005) that
the asymptotic distribution of nF̂d is the same as that of nĤd, where
Hd(B,C;V ) = [vec(ξ̂)− vec(BC)]TV [vec(ξ̂)− vec(BC)].
Theorem 3 can be proven in the same way as theorem 1. From the conclusion 1
from Proposition A.1 in Cook and Ni (2005), the asymptotic distribution of nF̂d is
the same as that of ||QΦV 1/2W ||2, where W is normal with mean 0 and covariance
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matrix Γ and Φ = V 1/2∆. Consequently, nF̂d is asymptotically distributed as a
linear combination of independent chi-squared random variables each with 1 degree
of freedom. The coefficient of the chi-squared variables are the eigenvalues of QΦΩQΦ,
where Ω = V 1/2ΓV 1/2. What’s more, the dimension of dim(QΦΩQΦ) =dim(QΦ) =
2pm−dim(∆) = (p− d)(2m− d) .
Finally, consistency follows from the conclusion 3 of Proposition A.1 in Cook and
Ni (2005) in combination with Lemma A.3.
2
Proof of Lemma 1: Firstly, we know that Span(β̂) is a consistent estimator of∑m
j=1 Span{ξj} by Theorem 3 part 1. Under coverage condition
∑m
j=1 Span{ξj} =
SY |X. Secondly, under the linearity condition, Span(û1, · · · , ûd) ⊆ SY |X. All the
Span(β̂), Span(û1, · · · , ûd) and SY |X have dimension d. Hence, Span(β̂) = Span(û1, · · · , ûd).
2
Proof of Theorem 4: The Proof of this theorem is similar to the theorem 3,
but just replace V = diag{Σ} and V̂ = diag{Σ̂}. 2
Proof of Theorem 5: Consider for fix ω,
√







nΣ−1[(ϕ̂ω − Ĉωx̄)− (ϕω −Cωµ)] = n−1/2Σ−1/2
∑n
k=1[zk(e
iωTyk − EeiωTY)− E(eiωTYZ)].
Thus,
√
n[vec(ξ̃)− vec(βν)] D→ N(0, Γ̃). 2
Proof of Theorem 7: The Proof of this theorem will be exactly similar to the
theorem 3, but just replace V = diag{Γ̃−11 , ..., Γ̃−1K } and V̂ = diag{G̃
−1
1 , ..., G̃
−1
K }, and
replace Γ with Γ̃. 2
Proof of Theorem 9: This proof follows the idea of Theorem 6 in the Qian
et al. (2018). Let (B0, C0) be a minimizer of (4.7) with B0 = (B01, · · · , B0p)T and
the constraint that C0C
T
0 = Id. Let B̂ = (B̂1, · · · , B̂p)T and Ĉ be a minimizer of
(3.6). Then Ln(B̂, Ĉ) ≤ Ln(B0, C0). Here we assume that ε is independent of Z.
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Λ̂ = ̂E−1(εεT )⊗ Σ̂−1. After simplification, we have
−[vec(Υn)− vec(ΣB0C0)]T [ ̂E−1(εεT )⊗ Ip][vec(B̂Ĉ)− vec(B0C0)]
+vec(B0C0)
T (I2m ⊗ Σ̂− I2m ⊗ Σ)[ ̂E−1(εεT )⊗ Ip][vec(B̂Ĉ)− vec(B0C0)]
+1
2







D1 = −[vec(Υn)− vec(ΣB0C0)]T [ ̂E−1(εεT )⊗ Ip][vec(B̂Ĉ)− vec(B0C0)]
D2 = vec(B0C0)
T (I2m ⊗ Σ̂− I2m ⊗ Σ)[ ̂E−1(εεT )⊗ Ip][vec(B̂Ĉ)− vec(B0C0)]
D3 = [vec(B̂Ĉ)− vec(B0C0)]T [ ̂E−1(εεT )⊗ Σ̂][vec(B̂Ĉ)− vec(B0C0)]
We will find upper bound for D1 and D2 at first. We assume E(X) = 0. Because
Xj(1 ≤ j ≤ p) satisfies sub-Gaussian distribution (C1), eiωYXj also follow sub-
Gaussian, which means that there exist constants v, C1 > 0 such that for every
k ≥ 2,
















































As a result, with probability greater than 1 − 4
p3n

















With the same argument, we have P
(







, and with prob-











With probability greater than 1 − C3
p3n
for some C3zh > 0, for large enough n, and









































From the assumption E(εεT ⊗ZZT ) > c0I2mp, and ε and Z are independent, we have








where C5 = 4C2C4 and η̂j = Ĉ
TBj − ĈT0 B0j.
Under the condition (C1), there exist constant C7, C8 > 0 for every 1 ≤ i, j ≤ p,







































TYZT )Σ−1/2 = Σ−1/2[Id − Cov(eiω
TYZ)]Σ−1/2.
||B0C0||2F = ||B0||2F = trace{Σ−1[Id − Cov(eiω
TYZ)]} ≤ d/σl. Then,





































where C̃ = C9(m +
√
du) and C9 = C5 + C4C6σ
−1/2
l . For every j ∈ A0, |||B0j||2 −










































































































































Also, define Â11 be the index subset in Ac0 that corresponds to the u largest ||η̂j||2’s
for j ∈ Ac0. Define Ã0 = A0 ∪ Â11,




























































2 (Qian et al., 2018), combine








Hence, by Wedin’s Theorem,




So far we have proved the first statement of Theorem (9), we can prove the second
statement, oracle property, which is similar to the proof of Qian et al. (2018). 2



















, and 2ρ(η−φ/2) > 1− 2η, where C∗9 is defined
later in the proof. We want to find the updated upper bound for D2. From the C6, we
denote the upper bound of max1≤i≤p
∑p





















We replace C̃ wich C̃∗ = C∗9(m +
√
du ∧ l), where C∗9 = C5 + (13s + 1)C4C6σ
−1/2
l ,
then use the same way as the theorem 9. 2
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