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Abstract
We discuss the existence and the dependence on functional parameters of solutions of the
Dirichlet problem for a kind of the generalization of the balance of a membrane equation.
Since we shall propose an approach based on variational methods, we treat our equation as
the Euler–Lagrange equation for a certain integral functional J: We will not impose either
convexity or coercivity of the functional. We develop a duality theory which relates the
inﬁmum on a special set X of the energy functional associated with the problem, to the
inﬁmum of the dual functional on a corresponding set X d : The links between minimizers of
both functionals give a variational principle and, in consequence, their relation to our
boundary value problem. We also present the numerical version of the variational principle. It
enables the numerical characterization of approximate solutions and gives a measure of a
duality gap between primal and dual functional for approximate solutions of our problem.
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1. Introduction
An increasing interest has recently been observed in investigating the solvability of
Dirichlet problems associated with the second-order quasilinear elliptic equations. It
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is due to the fact that a lot of mathematical models of physical and technical
phenomena involve nonlinear elliptic problems. The principal objective of this work
is to prove the existence of solutions, their numbers and properties, for the below
perturbed q-Laplace equation
divðkðyÞjrxðyÞjq2rxðyÞÞ ¼ Gxðy; xðyÞÞ for a:e:yAO
xAW 1;q0 ðO;RÞ
(
ð1:1Þ
for qX2; kAC1ð %O; RþÞ and Gx denoting the derivative with respect to x: It can be
noticed that (1.1) is a generalization of the balance of a membrane equation. By a
(weak) solution of this problem we understand an element xAW 1;q0 ðO; RÞ such that
for all jACN0 ðO; RÞZ
O
kðyÞjrxðyÞjq2rxðyÞrjðyÞ dy ¼
Z
O
Gxðy; xðyÞÞjðyÞ dy:
Moreover, we show that kð	Þjrxð	Þjq2rxð	Þ has a distributional divergence being an
element of Lq
0 ðO; RÞ: This paper proposes the approach based on the following
assumptions:
Q. q is even and qX2;
O: O is a bounded domain of Rn having a piecewise locally C1;1 boundary;
K. kAC1ð %O; RÞ; %k0XkðyÞXk040 for all yAO;
G1. there exist %z; z0AW
2;N
0 ðO; RÞ such that 0oz0ðyÞo%zðyÞ for a.e. yAO and
Gxðy; %zðyÞÞXdivðkðyÞjrz0ðyÞjq2rz0ðyÞÞ ð1:2Þ
a.e. in O;
G2. Gðy; 	Þ is convex and belongs to C1ðI˜; RÞ for a.e. yAO; Gð	; xÞ is measurable on O
for all xAI˜ with I˜ being some closed neighborhood of the interval
I ¼ ½0; ess sup
yAO
%zðyÞ for a:e: yAO;
G3. Gx is positive in I˜ for a.e. yAO;
G4.
R
O Gðy; 0Þ dy
 oN
Under the above-mentioned assumptions we can prove the existence of
nonnegative solutions to (1.1) and their continuous dependence on function
parameters. The interest of the existence of positive solutions of boundary value
problems comes from the situations involving nonlinear elliptic equations in annular
regions (see, among others, [2,3,10,13]). But the origin of that interest is associated
with the book of Krasnosielkii [17] published in 1964 and concerning positive
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solutions of abstract operator equations. The author developed topological
approach and he focused on ﬁxed point methods, in particular.
The problem of the continuous dependence on parameters for some systems of
ODE of the second order with functional parameters was considered, among others
in [16,21,32], which are based on direct methods and deal with scalar or two-
dimensional systems. It is also mentioned in [24,30], where some variational methods
are applied in the case of uALNð½0;p; RmÞ:
In this paper, we shall present methods based on calculus of variation being of
signiﬁcant importance in many disciplines of science. It is worth recalling that
calculus of variation has been the starting point for various approximate numerical
schemes such as Ritz, ﬁnite difference, and ﬁnite element methods. In this article
some numerical results are also presented. Speaking precisely, our approach enables
the numerical characterization of approximate solutions and gives, also in the
superlinear case, a measure of a duality gap between primal and dual functional for
approximate solutions of (1.1).
There is a number of papers studying the elliptic partial differential equa-
tions in the divergence form (see, among others, [1,4,9,11,12]). In a general
case, described by the above hypotheses, we cannot use these results. First of all G is
not smooth enough. To apply [11] G should be of Cð %O R; RÞ class and in [12] we
need Gx ðy; 	Þ to be continuous on R and satisfy additional estimation, e.g.:
Gxðy; xÞpafy2ðxÞf2ðyÞg for all xp0
for nondecreasing y2ACðRþ; RþÞ; nonnegative f2ALpðO; RþÞ; maxfn=q; 1goppN;
y2ð0Þ40:
The existence of a countable set of positive solutions of (1.1) in the case when k is a
constant, is discussed among others in [15,19,28]. In [27,31] the existence of a classical
solution of (1.1) is investigated under the following assumptions: Gxð	; 	ÞACðO
R; RÞ; Gx satisﬁes the additional estimate on O R and the following relations
between G and Gx holds: there exist m40 and rX0 such that for jxjXr
0omGðy; xÞpxGxðy; xÞ: ð1:3Þ
The condition similar to (1.3) is also used in [8]. In many papers the right-hand
side of the equation is continuous [8,22,33]. In this article it is not assumed that G is
polynomial with respect to x like in [26,29]. We also omit condition (1.3) and the
continuity of Gx ðy; 	Þ on R: It appears that weaker assumptions made on G are still
sufﬁcient to conclude the existence of a countable set of positive solutions for (1.1).
Since we shall propose an approach to solvability of our problem based on
variational methods, including dual least action principle, we treat (1.1) as the Euler–
Lagrange equation for the functional J given by
JðxÞ ¼
Z
O
1
q
kðyÞjrxðyÞjq  Gðy; xðyÞÞ
 
dy ð1:4Þ
for xAW 1;q0 ðO; RÞ:
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We claim to cover situations, in which the methods like mountain pass lemma,
Morse theory and its generalization or the saddle points theorems fail. Our
assumptions are not strong enough to use, for example, the mountain pass
theorem (see e.g. [23,27,31]): G is not sufﬁciently smooth, any additional relations
concerning Gx and G (see (1.3)) are not assumed and, in consequence, J does not
satisfy, in general, the (PS)- condition. It can be noticed that under the assumptions
(G1-G4) J is not necessary bounded on W
1;q
0 ðO; RÞ; so that we ought to look for
critical points of (1.4) of ‘‘minmax’’ type or ﬁnd subsets X and X d ; on which the
action functional J or the dual one—JD is bounded. We shall apply the other
approach and choose the special sets over which we will calculate minimum of J and
JD: We develop a duality theory which relates the inﬁmum on X of the energy
functional associated with the problem, to the inﬁmum of the dual functional on a
corresponding set X d : The links between minimizers of both functionals give a
variational principle and, in consequence, their relation to the boundary value
problem. Applying the above results we establish the existence theorem for (1.1) and
under some additional assumptions we obtain the existence of a countable set of
positive solutions to (1.1). To this effect we use the results presented in [1], which
investigates the weak solution for the second-order quasilinear elliptic equation of
the below form
LðuÞðyÞ  divðAðy; uðyÞ;ruðyÞÞÞ þ Bðy; uðyÞ;ruðyÞÞ ¼ 0; ð1:5Þ
where OCRn is a bounded domain with smooth boundary, Aðx; u;ruÞ ¼
fAiðx; u;ruÞgi¼1yn; Ai; B : Rd  R  Rd-R are Caratheodory functions satisfying
additional conditions: for all zAR; x; x0ARd
P1. jAðy; z; xÞjpk0ðyÞ þ b0ðyÞjzjp1 þ ajxjp1;
P2. ðAðy; z; xÞ  Aðy; z; x0ÞÞðx x0Þ40; if xax0;
P3. Aðy; z; xÞxXajxjp  d0ðyÞjzjp  eðyÞ;
P4. jBðy; z; xÞjpkðyÞ þ bðyÞjzja þ cjxjr; 0oro pðpÞ0; aX0;
with positive constants: a; c a; p0 ¼ p
p1; p
 ¼ dp
dp; and k0AL
p0 ðO; RÞ; b0AL
d
p1ðO; RÞ;
kALqðO; RÞ; where ðpÞ0oqoð d
pe4
p
r
Þ; d0; e; bAL
d
pe;ðO; RÞ; ð0oeo1Þ: Baalal and
Rhouma obtain the existence results using variational methods and the
comparison principle for sub- and supersolution, which were proved in the
ﬁrst part of their paper. Similar problems in variational form was treated by
means of the sub–supersolution arguments also in [5–7,14,18,20]. Remark
that in a general case described by hypotheses K,G1-G4 we cannot apply these
results to (1.1) because our assumptions imply smoothness of Gðy; 	Þ and Gxðy; 	Þ
only on some interval eI ; so here Bðy; x;rxÞ ¼ Gxðy; xÞ is not necessary
Caratheodory function. Moreover we omit condition P4. We shall use these results
in the proof of some auxiliary lemma, so we cite the relevant deﬁnitions and
theorems from [1].
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Deﬁnition 1.1. We say that u is a solution of (1.5) (resp. upper supersolution or lower
subsolution) with boundary value gAW
11
p @Oð Þ; 1opoN; if
xAW 1;pðO; RÞ Bð	; x;rxÞALðpÞ0 u ¼ gAW 1
1
pð@OÞ ð1:6Þ
Z
O
Að	; xðyÞ;rxðyÞÞrjðyÞ dy þ
Z
O
Bðy; xðyÞ;rxðyÞÞjðyÞ dy
¼ 0 ðresp:Xorp0Þ
for all jAW 1;p0 ðO; RÞ such that jX0:
Theorem 1.2. Suppose that (1.6) admits a pair of bounded lower subsolution u and
upper supersolution v such that upv; then there exists a solution w of (1.6) such that
upwpv a.e. on O:
Applying this result to g  0; Aðy; z; xÞ ¼ kðyÞjxjq2x and Bðy; z; xÞ ¼ f ðyÞ; where
fALNðO; RÞ we obtain
Theorem 1.3. Let 1opoN and kAC1ð %O; RÞ; %k0XkðyÞXk040 for all yAO: Assume
that the following problem
divðkðyÞjruðyÞjp2ruðyÞÞ ¼ f ðyÞ for a:e: yAO;
uAW 1;p0 ðO; RÞ;
(
ð1:7Þ
possesses a pair of bounded lower subsolution u and upper bounded supersolution v such
that upv: Then (1.7) admits a solution w such that upwpv a.e. on O:
Now we shall construct the sets of arguments of J and JD: Let
X ¼fxAW 1;q0 ðO; RÞ; 0pxðyÞp%zðyÞ a:e: on O
and divðkðyÞjrxðyÞjq2rxðyÞÞALNðO; RÞg: ð1:8Þ
Deﬁnition 1.4. We say that a set X0CW
1;q
0 ðO; RÞ has property ðDÞ when for every
xAX0; there exists exAX0 such that
divðkðyÞjrexðyÞjq2rexðyÞÞ ¼ Gxðy; xðyÞÞ: ðDÞ
Now we shall derive
Lemma 1.5. Xa+ and X has property (D).
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Proof. We start with the observation that %zAX ; which follows from (G1). Fix xAX :
Taking into account (G1)-(G3) we infer that Gxð	; xð	ÞÞ is measurable in O and
0pGxðy; xðyÞÞp divðkðyÞjrz0ðyÞjq2rz0ðyÞÞALNðO; RÞ so that Gxð	; xð	ÞÞALN:
Let us consider problem (1.7) with f ðyÞ ¼ Gxðy; xðyÞÞ: We start with the observation
that u ¼ 0 is bounded lower subsolution of (1.7). It follows from the fact that 0X
Gxðy; xðyÞÞ on O: Moreover, using hypotheses G1 and G2 we obtain for all
nonnegative jAW 1;q0 ðOÞ the below chain of relationsZ
O
kðyÞjrz0ðyÞjq2rz0ðyÞrjðyÞ dy 
Z
O
Gxðy; xðyÞÞjðyÞ dy
X
Z
O
fdiv½kðyÞjrz0ðyÞjq2rz0ðyÞ  Gxðy; %zðyÞÞgjðyÞ dyX0;
so that z0 is upper supersolution of (1.7). Now Theorem 1.3 leads to the existence of
a solution %x to (1.7) such that 0p %xpz0 a.e. on O and further 0p %xp%z a.e. on O:
Summarizing: %xAW 1;q0 ðO; RÞ; 0p %xp%z a.e. on O; and div
ðkð	Þjr %xð	Þjq2r %xð	ÞÞÞALNðO; RÞ: Thus %xAX and, in consequence, X has property
ðDÞ: &
2. Duality result
To develop a duality theory we need a kind of perturbation of J and convexity of
functions considered on a whole space. Thus we deﬁne the extension of G to the set
O R as follows:
eGðy; xÞ ¼ Gðy; xÞ if xAI˜ and yAO;
N if xeI˜ and yAO:
(
Now we can consider for each xAX the perturbation Jx : LqðO; RÞ-R of the
functional J given by
JxðgÞ ¼
Z
O
1
q
kðyÞjrxðyÞjq þ eGðy; gðyÞ þ xðyÞÞ  dy:
It is clear that Jxð0Þ ¼ JðxÞ for all xAX : (Since eGðy; xÞ ¼ Gðy; xÞ for a.e. yAO on
X we will not change a notation for the functional J containing G or eG).
Let us deﬁne for every xAX a type of conjugate J#x : X
d-R of Jx as below
J#x ðpÞ
¼ sup
gALqðO;RÞ
Z
O
/gðyÞ; div pðyÞS eGðy; gðyÞ þ xðyÞÞ þ 1
q
kðyÞjrxðyÞjq
n o
dy:
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Simply calculations give
J#x ðpÞ ¼
Z
O
Gðy; div pðyÞÞ þ 1
q
kðyÞjrxðyÞjq /xðyÞ; div pðyÞS
n o
dy: ð2:1Þ
Now we deﬁne the dual functional JD : X
d-R as follows:
JDðpÞ ¼
Z
O
 1
q0kðyÞ jpðyÞjq
0 þ Gðy;div pðyÞÞ
n o
dy; ð2:2Þ
with q0 ¼ q
q1 and X
d given by
X d :¼fpALq0 ðO; RnÞ; there exists xAX such that
pðyÞ ¼ kðyÞjrxðyÞjq2rxðyÞ for a:e: yAOg:
On account of Lemma 1.5 we can state that X has property (D). Thus pð	Þ ¼
kð	Þjr %xð	Þjq2r %xð	ÞALq0 ðO; RnÞ and further pAX d : According to the above reason-
ing we obtain
Remark 1. For every xAX ; there exists pAX d satisfying the below relation
div pðyÞ ¼ Gxðy; xðyÞÞfor a:e: yAO:
Now we show two auxiliary equalities, which describe the relation between J#x and
JD: We will follow the scheme employed in [25] and compute supremum of J
#
x on X
and on X d : To avoid calculation of the conjugate with respect to a nonlinear space
we use the special structure of the sets X d and X : First, we note that for each pAX d
there exists %xAX satisfying the equality
pðyÞ ¼ kðyÞjr %xðyÞjq2r %xðyÞ a:e: on O;
which follows from the deﬁnition of X d : In consequence,Z
O
1
q0kðyÞ jpðyÞj
q0
dy ¼
Z
O
/r %xðyÞ; pðyÞS 1
q
kðyÞjr %xðyÞjqÞ
 
dy
p sup
xAX
Z
O
/rxðyÞ; pðyÞS 1
q
kðyÞjrxðyÞjq
 
dy
p sup
vALqðO;RnÞ
Z
O
/vðyÞ; pðyÞS 1
q
kðyÞjvðyÞjq
 
dy
¼
Z
O
1
q0kðyÞ jpðyÞj
q0
dy; ð2:3Þ
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so that actually all inequalities above are equalities. Finally, we get
sup
xAX
ðJ#x ðpÞÞ
¼ sup
xAX
Z
O
/rxðyÞ; pðyÞS 1
q
kðyÞjrxðyÞjq  Gðy;div pðyÞÞ
 
dy
¼
Z
O
1
q0kðyÞ jpðyÞj
q0  Gðy;div pðyÞÞ
 
dy ¼ JDðpÞ ð2:4Þ
for each pAX d :
Now we claim that for each xAX
sup
pAX d
ðJ#x ðpÞÞ ¼ JðxÞ: ð2:5Þ
On account of Remark 1 arguments similar to those in the proof of (2.3) give
sup
pAX d
ðJ#x ðpÞÞ
¼ sup
pAX d
Z
O
/xðyÞ;div pðyÞ4 Gðy;div pðyÞÞ  1
q
kðyÞjrxðyÞjq
 
¼
Z
O
1
q
kðyÞjrxðyÞjq þ Gðy; xðyÞÞ
 
dy ¼ JðxÞ:
The last equality is due to the fact that for all xAX : @xGðy; xðyÞÞa| a.e. on O and
further for all xAX :
Gðy; xðyÞÞ ¼ Gðy; xðyÞÞ
a.e. on O:
Combining (2.4) and (2.5) yields
sup
xAX
ðJðxÞÞ ¼ sup
xAX
sup
pAX d
ðJ#x ðpÞÞ ¼ sup
pAX d
sup
xAX
ðJ#x ðpÞÞ ¼ sup
pAX d
ðJDðpÞÞ:
Thus we obtain the below duality principle
Theorem 2.1.
inf
xAX
JðxÞ ¼ inf
pAX d
JDðpÞ:
3. Necessary conditions and regularities
Applying the results of the previous section we shall describe the relation of the
minimizers of functionals J and JD to our boundary value problem.
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Theorem 3.1. If %xAX satisfies the equality Jð %xÞ ¼ infxAX JðxÞ then there exists %pAX d
being a minimizer of JD:
JDð %pÞ ¼ inf
pAX d
JDðpÞ ð3:1Þ
and
J
#
%x ð %pÞ þ J %xð0Þ ¼ 0; ð3:2Þ
J
#
%x ð %pÞ  JDð %pÞ ¼ 0: ð3:3Þ
Moreover, %x is a positive solution of (1.1).
Proof. We start our proof with the observation that (3.2) is a simply consequence of
Remark 1, which implies the existence of %pAX d such that
divð %pðyÞÞ ¼ Gxðy; %xðyÞÞ ð3:4Þ
and further
O
Z
f/ %xðyÞ;div %pðyÞS Gðy;div %pðyÞÞg dy ¼
Z
O
Gðy; %xðyÞÞ dy
which gives (3.2). Combining the equalities J %xð0Þ ¼ Jð %xÞ; (3.2) and (2.4) we can
state that
Jð %xÞ ¼ J#%x ð %pÞp sup
xAX
ðJ#x ð %pÞÞ ¼ JDð %pÞ: ð3:5Þ
Now Theorem 2.1 yields what follows
JDð %pÞpJð %xÞ ¼ inf
xAX
JðxÞ ¼ inf
pAX d
JDðpÞ:
Thus %p is a minimizer of JD : X
d-R: Applying (3.2) and the equalities J %xð0Þ ¼
Jð %xÞ ¼ JDð %pÞ we get (3.3) and furtherZ
O
1
q0kðyÞ j %pðyÞj
q0 þ 1
q
kðyÞjr %xðyÞjq /r %xðyÞ; %pðyÞS
 
dy ¼ 0:
The above assertion and properties of the subdifferential yield
%pðyÞ ¼ kðyÞjr %xðyÞjq2r %xðyÞ:
Substituting the previous equality into (3.4) we derive that
div ½kðyÞjr %xðyÞjq2r %xðyÞ ¼ Gxðy; %xðyÞÞ for a:e:yAO
%xj@O ¼ 0:
(
&
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Now we show that another advantage of our duality theory is obtaining (also in
the superlinear case) a measure of duality gap between primal and dual functional
for approximate solutions to (1.1). Speaking precisely, we establish a kind of the
numerical version of the above variational principle.
Theorem 3.2. Assume that fxngnANCX is a minimizing sequence of J : X-R: Then
for each nAN there exists pnAX d such that
inf
nAN
JDðpnÞ ¼ inf
pAX d
JDðpÞ: ð3:6Þ
Moreover, for all nAN;
Jxnð0Þ þ J#xnðpnÞ ¼ 0 ð3:7Þ
and for each e40; there exists n0AN such that for all n4n0
J#xnðpnÞ  JDðpnÞpe; ð3:8Þ
jJDðpnÞ  JðxnÞjpe: ð3:9Þ
Proof. First we establish the lower estimate on J : X-R: From the deﬁnition of X
we have that 0pxp%z for all xAX ; so the monotonicity of G implies what follows:
JðxÞ ¼
Z
O
1
q
kðyÞjrxðyÞjq  Gðy; xðyÞÞ
 
dy
X 
Z
O
Gðy; %zðyÞÞ dy4N ð3:10Þ
and ﬁnally
inf
nAN
JðxnÞ ¼: c4N: ð3:11Þ
By arguments similar to that in the proof of Theorem 3.1 we state that for each nAN
there exists pnAX d satisfying (3.7).
We claim that fpngnAN is a minimizing sequence for JD : X d-R: To this end we
have to note that for a given e40 there exists n0AN such that for all n4n0
c þ e4JðxnÞ;
which follows from (3.11). Combining the above estimate, the equalities: Jxnð0Þ ¼
JðxnÞ; (3.7) and (2.5) we may deduce that for all n4n0
c þ e4JðxnÞ ¼ J#xnðpnÞX infxAX ðJ
#
x ðpnÞÞ ¼ JDðpnÞ:
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On the other hand, by Theorem 2.1 we get for all nAN
JDðpnÞX inf
pAX d
JDðpÞ ¼ inf
xAX
JðxÞ ¼ c:
Summarizing infpAX d JDðpÞ ¼ infnAN JDðpnÞ ¼ c; what we have claimed.
(3.8) and (3.9) can be deduced from the last assertion and the fact that
J#xnðpnÞpc þ e for all n4n0: &
As a consequence of the previous theorem we can prove the following
Corollary 3.3. For a sequence fxngnANCX minimizing J on X there exists a
minimizing sequence fpngnANCX d of JD : X d-R such that for a.e. yAO and all nAN
div pnðyÞ ¼ Gxðy; xnðyÞÞ ð3:12Þ
and
lim
n-N
Z
O
1
q0kðyÞ jpnðyÞj
q0 þ 1
q
kðyÞjrxnðyÞjq /pnðyÞ;rxnðyÞS
 
dy ¼ 0: ð3:13Þ
4. The existence of positive solutions for the Dirichlet problem
This section is devoted to the existence of a solution of (1.1) being a minimizer of
J: The proof of the existence theorem is based upon the ideas presented in [25].
Theorem 4.1. There exists a solution x0AX for (1.1) being a minimizer of J on X.
Proof. Let us consider a set Pea ¼ fxAX ; eaXJðxÞg; where eaAR: On account of the
conditions made on G we see at once that Peaa+ for eaAR large enough. Choosing a
minimizing sequence fxmgmAN for J from Pea and applying (3.10) we infer the
boundedness of frxmgmAN with respect to the norm jj 	 jjLqðO;RnÞ and hence the
boundedness of fxmgmAN in W 1;q0 ðO; RÞ: Due to this fact, we may deduce that (up to
a subsequence) fxmgmAN tends weakly to some x0AW 1;q0 ðO; RÞ: So that we get:
xm m-N

!strong x0 in LqðO; RÞ and further, pointwise convergence of a certain subsequence
(still denoted by fxmgmANÞ: So that
0px0ðyÞp%zðyÞp sup ess
yAO
%zðyÞ ð4:1Þ
for a.e. yAO and x0ALNðO; RÞ: Now we shall consider a minimizing sequence
fpmgmANCX d with the property
div pmðyÞ ¼ Gxðy; xmðyÞÞ ð4:2Þ
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for a.e. yAO and every mAN: Its existence follows from Corollary 3.3. Using the
continuity of Gxðy; 	Þ we get
lim
m-N
ðdiv pmðyÞÞ ¼ lim
m-N
Gxðy; xmðyÞÞ ¼ Gxðy; x0ðyÞÞ ð4:3Þ
and, in consequence, the boundedness of fdiv pmgmAN in LNðO; RÞ and further
in Lq
0 ðO; RÞ: Hence there exists zALq0 ðO; RÞ such that div pm Nweak
m-N
z: We also know
that
lim
m-N
Z
O
1
q0kðyÞ jpmðyÞj
q0 þ 1
q
kðyÞjrxmðyÞjq

/div pmðyÞ; xmðyÞSg ¼ 0: ð4:4Þ
Therefore the boundedness of fxmgmAN in W 1;q0 ðO; RÞ and fdiv pmgmAN in LNðO; RÞ
imply the boundedness of fpmgmAN in Lq
0 ðO; RnÞ: Thus there exists a subsequence
still denoted by fpmgmAN weakly convergent to some p0 in Lq
0 ðO; RnÞ: From the
above we have the following chain of relations satisﬁed:Z
O
/p0ðyÞ;rhðyÞS dy ¼ lim
m-N
Z
O
/pmðyÞ;rhðyÞS dy
¼  lim
m-N
Z
O
/div pmðyÞ; hðyÞS dy ¼ 
Z
O
/zðyÞ; hðyÞS dy
for any hACN0 ðO; RÞ; hence the Euler–Lagrange lemma leads to the equality
div p0ðyÞ ¼ zðyÞ for a.e. yAO: Finally, we can write
lim
m-N
Z
O
/div pmðyÞ; xmðyÞS dy ¼
Z
O
/div p0ðyÞ; x0ðyÞSdy: ð4:5Þ
Since fxmgmANCX we have for all mAN: 0pxmp%z a.e. on O; and further, by the
monotonicity of Gxðy; 	Þ we infer what follows
Gxðy; 0ÞpGxðy; xmðyÞÞpGxðy; %zðyÞÞ:
Using the above consideration and (4.3), we obtain
lim
m-N
Z
O
Gðy; xmðyÞÞ dy ¼
Z
O
Gðy; x0ðyÞÞ dy: ð4:6Þ
Moreover, we know that fdiv pmgmAN tends weakly to div p0 in Lq
0 ðO; RÞ and
Lq
0 ðO; RÞ{z- RO Gðy; zðyÞÞ dy is weakly lower semicontinuous. This implies
lim inf
m-N
Z
O
Gðy;div pmðyÞÞ dyX
Z
O
Gðy;div p0ðyÞÞ dy ð4:7Þ
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and furtherZ
O
fGðy;div p0ðyÞÞ þ Gðy; x0ðyÞÞ þ/div p0ðyÞ; x0ðyÞSg dyp0: ð4:8Þ
Thus, by the properties of the Fenchel transform, we have the equality in (4.8), and,
in consequence, for a.e. yAO
Gðy;div p0ðyÞÞ þ Gðy; x0ðyÞÞ þ/div p0ðyÞ; x0ðyÞS ¼ 0:
Finally, we obtain
div p0ðyÞ ¼ Gxðy; x0ðyÞÞ for a:e: yAO: ð4:9Þ
Combining (3.13) with (4.5) we can infer that
0 ¼ lim
m-N
Z
O
1
q0kðyÞ jpmðyÞj
q0 þ 1
q
kðyÞjrxmðyÞjq /pmðyÞ;rxmðyÞS
 
dy
X
Z
O
1
q0kðyÞ jp0ðyÞj
q0 þ 1
q
kðyÞjrx0ðyÞjq /p0ðyÞ;rx0ðyÞS
 
dy:
Taking into account the last relation and arguments similar to that in the proof of
(4.9) it implies that
p0ðyÞ ¼ kðyÞjrx0ðyÞjq2rx0ðyÞ for a:e: yAO: ð4:10Þ
Summarizing, x0AW
1;q
0 ðO; RÞ; 0px0ðyÞp%zðyÞ a.e. on O and div ðkjrx0jq2rx0ÞA
LNðO; RÞ; so x0AX : Substituting (4.10) into (4.9), one can state
div ½kðyÞjrx0ðyÞjq2rx0ðyÞ ¼ Gxðy; x0ðyÞÞ
for a.e. yAO; and x0AX :
Moreover, applying the above consideration we have what follows
inf
xAX
JðxÞ ¼ lim inf
m-N
Z
O
1
q
kðyÞjrxmðyÞjq  Gðy; xmðyÞÞ
 
dy
X
Z
O
1
q
kðyÞjrx0ðyÞjq dy 
Z
O
Gðy; x0ðyÞÞ dy ¼ Jðx0Þ;
which is our claim. &
5. The existence of a countable set of positive solutions
To show the existence of a countable set of solutions to our problem we have to
make some additional assumptions
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G1a. There exist faigiAN ; f %aigiANAW 2;N0 ðO; RÞ such that for all yAO and all
iAKþCN:
0oaiðyÞo %aiðyÞ a:e: in O
Gxðy; aiðyÞÞX div ðkðyÞjr %aiðyÞjq2r %aiðyÞÞ a:e: in O;
G1b. There exist fbigiAN ; f %bigiANAW 2;N0 ðO; RÞ such that for all yAO and all iAKþ:
0o %biðyÞobiðyÞ a:e: in O
Gxðy; biðyÞÞp div ðkðyÞjr %biðyÞjq2r %biðyÞÞ a:e: in O;
G1c. For each iAKþ
aiobioaiþ1 a:e: on O;
G2a. For each iAKþ : G is continuous differentiable and convex with respect to the
second variable in some closed neighborhood I˜i of the interval Ii ¼
0; ess sup
yAO
biðyÞ
" #
and Gð	; xÞ is measurable on O for all xAI˜i;
G3a. Gx is positive in eIi for each iAKþ;
G4a. For all iAKþ:
R
O Gðy; aiðyÞÞ dy
 oþN; RO Gðy; biðyÞÞ dyoþN:
Now for each iAKþ we shall construct the set of arguments of J as follows:
Xi ¼fxAW 1;q0 ðO; RÞ; aiðyÞpxðyÞpbiðyÞ a:e: on O
and div ðkjrxjq2jrxjÞALNðO; RÞg: ð5:1Þ
Lemma 5.1. Under assumptions ðOÞ;(K),(G1a–G4a) it can be shown that for each
iAKþ: Xia| and Xi has property ðDÞ:
Proof. It is clear that biAXi for each iAKþ: Now we follow the scheme employed in
the proof of Lemma 1.5. Fix iAK and xAXi: Using (G1a) and (G1b) we infer that ai
and %bi are, respectively, sub- and supersolutions for
div ðkðyÞjr %xðyÞjq2r %xðyÞÞÞ ¼ Gxðy; xðyÞÞ a:e: on O: ð5:2Þ
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So that Theorem 1.3 yields the existence of solution %xiAW
1;q
0 ðO; RÞ of the above
PDE such that aip %xip %bipbi; in consequence, %xiAXi: &
Applying Theorem 4.1 to the sequence of nonempty sets Xi we infer the below
result
Theorem 5.2. Under hypotheses ðOÞ; (K) and (G1a–G4a) for each iAKþ there exists
xiAXi being a solution for (1.1) and xiaxj for iaj: Moreover, for all iAKþ the element
xi is a minimizer of J on Xi:
6. On continuous dependence of solutions
Now we are dealing with the continuous dependence of solutions on parameters
for the elliptic partial differential equation in the following form
div ðkðyÞjrxðyÞjq2rxðyÞÞ ¼ Fxðy; xðyÞÞ þ gðy; uðyÞÞ for a:e: yAO;
xAW 1;p0 ðO; RÞ;
(
ð6:1Þ
with uAUCLNðO; RmÞ: We shall assume that
g1. g : O Rm-R is a Caratheodory function;
g2. O{y-gðy; uðyÞÞ belongs to LNðO; RþÞ;
Suppose additionally as follows: for each uAU :
G1u. There exist %zu; z0uAW
2;N
0 ðO; RÞ such that for a.e. yAO 0oz0uðyÞo%zuðyÞ
and
Fxðy; %zuðyÞÞ  gðy; uðyÞXdiv ðkðyÞjrz0uðyÞjq2rz0uðyÞÞ;
G2u. F is continuous differentiable and convex with respect to the second
variable in some closed neighborhood I˜u of the interval Iu ¼
½0; ess supyAO %zuðyÞ for a.e.yAO and Fð	; xÞ is measurable on O for
all xAI˜u;
G3u. Fx is positive in I˜u for a.e. yAO;
G4u.
R
O Fðy; 0Þ dy
 oN;
G5all u There exists M40 such that for all uAU esssup
yAO
%zuðyÞpM:
For all uAU the set Xu is given by
Xu ¼fxAW 1;q0 ðO; RÞ; 0pxðyÞp%zuðyÞ a:e: on O
and div ðkjrxjq2rxÞALNðO; RÞg:
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As in the proof of Lemma 1.5 we can show that for each uAU Xu has property (D).
It means that for every xAXu; there exists exAXu such thatZ
O
fFðy; xðyÞÞ þ Fðy;div ððkðyÞjrexðyÞjq2rexðyÞÞ  gðy; uðyÞÞÞ
þ xðyÞ½divðkðyÞjrexðyÞjq2rexðyÞÞ þ gðy; uðyÞÞg dy ¼ 0: ð6:2Þ
Let
X du :¼fpALq
0 ðO;RnÞ; there exists xAXu such that
pðyÞ ¼ kðyÞjrexðyÞjq2rexðyÞfor a:e: yAOg: ð6:3Þ
Without lost of generality we may assume that 0AU and gðy; 0Þ ¼ 0 a.e.
on O:
Theorem 6.1. Assume hypotheses ðOÞ; (K), (g1–g2), (G1u-G4u) and (G5all u).
Suppose that fumgmANCU is a sequence such that fgð	; umð	ÞÞgmAN tends weakly to
gð	; 0Þ in Lq0 ðO; RÞ: For each mAN let us denote by xmAXu a solution of (6.1)
dependent on um:
 div ðkðyÞjrxmðyÞjq2rxmðyÞÞ  gðy; umðyÞÞ
¼ Fxðy; xmðyÞÞ ð6:4Þ
for a.e. yAO: Then there exists x0AX0 being a solution of the following equation
div ðkðyÞjrxðyÞjq2rxðyÞÞ ¼ Fxðy; xðyÞÞ for a:e: yAO
such that fxmgmAN tends weakly to x0 in W 1;q0 ðO; RÞ:
Proof. Using the deﬁnition of %Xum and condition (G5all u) we derive that for each
mAN and a.e. yAO: 0pxmðyÞp ess sup
yAO
%zumðyÞpM; so that, by 6.4, there exists
x0AW
1;q
0 ðO; RÞ such that xm Nm-N x0 in W
1;q
0 ðO; RÞ and, in consequence, going
if necessary to a subsequence, xm m-N

! x0 in LqðO; RÞ: Analysis similar to that
in the proof of Theorem 4.1 shows the existence of fpmgmAN ; where fpmgmAN is
given by
pmðyÞ ¼ kðyÞjrxmðyÞjq2rxmðyÞ; a:e: on O
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such that pm N
m-N
p0; where p0ALq
0 ðO; RnÞ; div p0ALq0 ðO; RÞ and div pm N
m-N
div p0:
Thus we have
0 ¼ lim
m-N
Z
O
1
q0kðyÞ jpmðyÞj
q0 þ 1
q
kðyÞjrxmðyÞjq /pmðyÞ;rxmðyÞS
 
dy
X
Z
O
1
q0kðyÞ jp0ðyÞj
q0 þ 1
q
kðyÞjrx0ðyÞjq /p0ðyÞ;rx0ðyÞS
 
dy
and ﬁnally
p0ðyÞ ¼ kðyÞjrx0ðyÞjq2rx0ðyÞÞ for a:e: yAO: ð6:5Þ
On the other hand, the assumptions made on F and g yield the following inequality
0 ¼ lim inf
m-N
Z
O
fFðy; xmðyÞÞ þ Fðy;divðpmðyÞÞ  gðy; umðyÞÞÞ
þ xmðyÞ div ðpmðyÞÞ þ xmðyÞgðy; umðyÞÞg dy
X
Z
O
½Fðy; x0ðyÞÞ þ Fðy;divðp0ðyÞÞÞ dy þ x0ðyÞ div ðp0ðyÞÞ dy:
Thus, by the properties of the Fenchel transform and the subdifferential, we obtain
div p0ðyÞ ¼ Fxðy; x0ðyÞÞfor a:e: yAO:
Combining the above assertions with (6.5) it implies
div ðkðyÞjrx0ðyÞjq2rx0ðyÞÞÞ ¼ Fxðy; x0ðyÞÞfor a:e: yAO
and x0AX0: &
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