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Résumé
Dans cette thèse, nous nous intéressons à l’étude du spectre essentiel d’opérateurs de Schrödinger et
tout particulièrement à l’obtention d’un Principe d’Absorption Limite pour ces opérateurs. Ce Principe
d’Absorption Limite consiste en l’existence d’une limite de l’opérateur résolvante lorsque le paramètre
spectral se rapproche du spectre essentiel et permet de connaitre des informations sur le groupe engendré
par l’Hamiltonien de Schrödinger. Une méthode pour montrer ce Principe d’Absorption Limite est
d’utiliser la théorie de Mourre. Cette théorie nécessite l’utilisation d’un autre opérateur appellé opérateur
conjugué. Lorsqu’on veut appliquer la théorie de Mourre aux opérateurs de Schrödinger, on utilise
habituellement un opérateur conjugué nommé le générateur des dilatations. Cet opérateur implique que
les dérivées du potentiel doivent avoir une certaine décroissance ce qui peut être gênant dans certains cas.
Dans cette thèse, nous appliquerons le théorème de Mourre avec d’autres types d’opérateurs conjugués,
dont certains n’impliquent pas de conditions de dérivabilité.
Dans une première partie, nous nous intéresserons aux opérateurs de Schrödinger sur l’espace euclidien
pour lesquels nous montrerons un Principe d’Absorption Limite à énergie strictement positive, un Principe
d’Absorption Limite à énergie nulle et l’absence de valeurs propres plongées dans le spectre essentiel. Dans
une seconde partie, nous nous intéresserons aux opérateurs de Schrödinger sur des guides d’ondes pour
lesquels nous montrerons un Principe d’Absorption Limite loin des seuils et un Principe d’Absorption
Limite près des seuils.
Abstract
In this thesis, we are interested in the study of the essential spectrum of Schrödinger operators and
more particulary in the obtention of a Limiting Absorption Principle for these operators. This Limiting
Absorption Principle consists on the existence of a limit for the resolvent operator when the spectral
parameter is near the essential spectrum and permits to know some properties about the group generated
by the Schrödinger Hamiltonian we study. A technique to prove this Limiting Absorption Principle is to
use the Mourre theory. This theory needs to use an other operator called the conjugate operator. When
we want to apply the Mourre theory to Schrödinger operators, we usually used a conjugate operator
named the generator of dilations. This operator implies some conditions of decay on the derivatives of
the potentials which can be a problem in certain cases. In this thesis, we will apply the Mourre theory
with other types of conjugate operators wich, for some of them, does not imply any conditions on the
derivatives of the potential.
In a first part, we will be interested in Schrödinger operators on the euclidian space. We will show a
Limiting Absorption Principle at positive energy, a Limiting Absorption principle at zero energy and
the absence of eigenvalue embedded in the essential spectrum. In a second part, we will be interested
in Schrödinger operators on wave guides for which we will prove a Limiting Absorption Principle far
thresholds and near thresholds.
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1.1 L’équation de Schrödinger
Le cadre de la physique classique est grandement basé sur le principe fondamental de la dynamique. Ce
principe relie l’accélération d’un objet aux forces exercées sur ce dernier de la façon suivante:ÿ
k
Fk “ ma,
où m est la masse de l’objet, a son accélération et Fk sont les forces exercées sur l’objet. En utilisant
que la position x d’un objet est reliée à son accélération a par a “ B2t x, le principe fondamental de la
dynamique a permis de comprendre le mouvement d’objets (mouvements des planètes, chute libre...).
Au début du XXième siècle, de nouveaux problèmes sont apparus (comportement ondulatoire et corpuscu-
laire de la lumière, caractère discontinu du rayonnement émit par le corps noir) nous imposant de changer
notre vision de la physique. La résolution de ces problèmes par un formalisme unique marque la naissance
de la physique quantique. L’état d’un système ne peut plus être représenté uniquement par la donnée de
la position, comme c’est le cas en physique classique, la position et la vitesse ne pouvant être décrite si-
multanément avec une grande précision (principe d’incertitude de Heisenberg). Pour représenter l’état du
système, on doit faire appel à une autre notion: la fonction d’onde ψ : RnˆRÑ C. Dans l’interprétation
de Copenhague, cette fonction d’onde représente une amplitude de probabilité, la probabilité de trouver
une particule au voisinage d’un point x au temps t étant proportionnelle à |ψpx, tq|2. Dans d’autres
théories de la mécanique quantique, comme par exemple la théorie de de Broglie-Bohm, l’état quantique
est composé de cette fonction d’onde et d’autres quantités physiques (position, vitesse,...).
En 1926, Erwin Schrödinger établit l’équation que doit vérifier cette fonction d’onde pour une particule
plongée dans un champs électrique, équation qui sera appelée par la suite équation de Schrödinger. En
11
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cela, cette équation est l’équivalent en physique quantique du principe fondamental de la dynamique. Si
on note U le potentiel associé au champs électrique, pour une particule de masse m cette équation prend
la forme
i~Btψpx, tq “ ~
2
2m
∆ψpx, tq ` Upxqψpx, tq “ H~ψpx, tq,
où ~ “ h2pi est la constante de Planck réduite. Dans cette thèse, nous supposerons toujours que le potentiel
est indépendant du temps. Par la suite, pour simplifier les notations, nous supposerons que ~2m “ 1 et
nous remplacerons U par V “ U~ . L’équation devient donc
iBtψpx, tq “ ∆ψpx, tq ` V pxqψpx, tq “ Hψpx, tq, (1.1)
Notons que, si le potentiel V est réel et "petit" par rapport au Laplacien (∆-borné avec des bornes petites
par exemple), alors l’Hamiltonien H est un opérateur auto-adjoint. De plus, |ψ|2 devant être intégrable,
il est nécessaire de résoudre cette équation sur un espace de Hilbert H Ă L2pRnq.
De manière générale, une solution de l’équation iBtψpx, tq “ Mψpx, tq, où M est un opérateur auto-
adjoint, avec conditions initiales ψp¨, 0q “ φ P L2pRnq est donnée par ψpx, tq “ e´itMφpxq. Notons que
si φ : Rn Ñ C est un vecteur propre de l’Hamiltonien M avec valeur propre E, cette équation admet
pour solution la fonction px, tq ÞÑ ψpx, tq “ e´iEtφpxq. En particulier, si φ est localisée dans une zone de
l’espace, alors, en tout temps t, la fonction x ÞÑ ψpx, tq restera localisée dans la même zone.
L’Hamiltonien M peut aussi avoir du spectre continu. Si on note Hcont l’orthogonal de Hpp, l’ensemble
des vecteurs propres de M , on obtient alors le résultat suivant
Théorème 1.1.1 (RAGE). Supposons que M est un opérateur auto-adjoint. Soit φ P Hcont.
1. Si C est un opérateur compact alors
lim
TÑ8
1
T
ż T
0
}Ce´itMφ}2L2pRnqdt “ 0.
2. Si C est un opérateur borné et M -compact alors
lim
TÑ8
1
T
ż T
0
}Ce´itMφ}2L2pRnqdt “ 0.
Soit R ą 0. En appliquant le théorème RAGE avec M “ H, notre Hamiltonien, et C “ 1tx:|x|ăRu, la
fonction indicatrice de l’ensemble tx : |x| ă Ru, qui est un opérateur borné et ∆-compact, ce qui implique
H-compact lorsque V est petit par rapport au Laplacien, on peut montrer que si φ P Hcont, alors une
solution de l’équation (1.1) va "quitter" la boule de rayon R en temps long pour tout R ą 0 ce qui va
correspondre à des états diffusés. Il est donc intéressant de connaitre la nature du spectre de l’opérateur
H afin de connaitre le comportement des solutions de l’équation de Schrödinger en temps long. Dans
cette thèse, nous privilégierons l’étude du spectre continu de H, en regardant notamment si le spectre
continu contient une partie du spectre purement ponctuel.
Dans certains cas, les estimations données par le Théorème RAGE sont trop faibles. On peut alors les
remplacer par des estimations de propagation de type Kato de la forme:
@φ P L2pRnq tel que @t, e´itMφ P DpBq, sup
}φ}“1
ż `8
´8
}Be´itMφ}2L2pRnqdt ă 8,
où B est un certain opérateur fermé. Ces estimations de propagations impliquent la nature purement
absoluement continu du spectre continu de l’opérateur M .
Un moyen de montrer ces estimations de type Kato est de montrer un Principe d’Absorption Limite,
c’est à dire de montrer que la résolvante de H, qui n’est à priori définie que sur le plan complexe privé
du spectre de H, admet une limite lorsque le paramètre spectral se rapproche du spectre continu. Nous
allons maintenant donner quelques autres motivations nous poussant à montrer ce Principe d’Absorption
Limite.
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1.2 Motivations pour le Principe d’Absorption Limite
Dans cette partie, nous allons voir deux applications du Principe d’Absorption Limite : l’une en théorie
de la diffusion et l’autre dans le domaine des EDP non-linéaires.
1.2.1 Une application à la théorie de la diffusion
Une expérience typique en théorie de la diffusion est de prendre une particule et un diffuseur, éloignés
l’un de l’autre au début de l’expérience. On envoie ensuite la particule en direction du diffuseur. En se
rapprochant la particule va alors entrer en interaction avec le diffuseur. Ce qu’on s’attend à voir, c’est
qu’après un certain temps, la particule va s’éloigner du diffuseur et va se comporter comme une particule
libre, sans interaction avec le diffuseur.
Ce résultat peut être traduit en terme mathématiques sous la forme suivante. Soit H et H1 deux
Hamiltoniens de Schrödinger, H représentant l’évolution libre de la particule et H1 l’évolution de la
particule soumise à l’interaction du diffuseur. Pour un état φ, on s’attend à ce qu’il existe deux états φ`
et φ´ tel que
lim
tÑ´8 e
´itH1φ “ lim
tÑ´8 e
´itHφ´,
et
lim
tÑ`8 e
´itH1φ “ lim
tÑ`8 e
´itHφ`.
En particulier, on doit avoir
φ “ lim
tÑ´8 e
itH1e´itHφ´ “ lim
tÑ`8 e
itH1e´itHφ`.
L’existence de φ˘ se résume donc à l’existence d’une limite forte d’opérateur. Dans beaucoup de cas,
l’opérateur H a un spectre purement absolument continu. Mais si ce n’est pas le cas, on est obligé de
supposer que φ˘ est dans le sous espace absolument continu de H.
Il est donc assez naturel de chercher à connaitre des propriétés sur les opérateurs
Ω˘ “ s-lim
tÑ¯8 e
itH1e´itHPacpHq,
où PacpHq est la projection sur le sous espace absolument continu de H. Ces opérateurs sont appelés
opérateurs d’onde. Plusieurs questions fondamentales de la théorie de la diffusion concernent ces opéra-
teurs:
1. Les opérateurs d’ondes existent-ils?
2. A-t-on ImpΩ`q “ ImpΩ´q? Cette propriété est appelée complétude asymptotique faible.
3. A-t-on ImpΩ`q “ ImpΩ´q “ Hcont? Cette propriété est appelée complétude asymptotique.
On peut remarquer que si les opérateurs d’ondes Ω˘ existent alors ImpΩ˘q Ă Hac oùHac est le sous espace
absoluement continu de H. En particulier, si la propriété de complétude asymptotique est satisfaite, alors
on peut montrer que le spectre singulier continu est vide.
Si l’on sait que les opérateurs d’ondes existent et que la propriété de complétude asymptotique faible est
assurée, on peut alors définir un troisième opérateur: l’opérateur de diffusion. Cet opérateur noté S est
défini par
S “ pΩ´q´1Ω`
et vérifie Sφ´ “ φ`. Cet opérateur permet donc d’exprimer l’état du système sortant à partir de l’état
du système entrant. L’opérateur H étant auto-adjoint, on peut définir une décomposition du sous espace
13
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absolument continu de cet opérateur, c’est à dire une famille d’espace de Hilbert pHpλqqλPσacpHq et un
opérateur inversible F tels que la restriction de FHF´1 à l’espace Hpλq soit la multiplication par λ.
Cette décomposition diagonalise l’opérateur H. Les opérateurs S et H commutant, on peut définir pour
tout λ P σacpHq la matrice de diffusion Spλq : Hpλq Ñ Hpλq définie par:
SpλqpFfqpλq “ pFSfqpλq,@f P H,
où , pour g P H, pFgqpλq désigne la représentation de g dans la décomposition des Hpλq. Si la matrice
de diffusion est une fonction régulière du paramètre λ, on peut aussi définir l’opérateur de temps retard
Tr définie par
pFTrfqpλq “ ´iSpλq˚ dS
dλ
pλqpFfqpλq,@f P H.
Une méthode pour obtenir l’existence et la complétude asymptotique des opérateurs d’ondes est de
montrer un Principe d’Absorption Limite c’est à dire de montrer que les résolvantes des opérateurs H
et H1 ont un bon comportement lorsque le paramètre spectral se rapproche de l’axe réel. Rappelons
pour cela un des résultats permettant d’obtenir l’existence et la complétude asymptotique des opérateurs
d’ondes à partir du Principe d’Absorption Limite:
Théorème 1.2.1 (Theorem 7.1.5 de [ABdMG96]). Soit H1, H2 deux opérateurs auto-adjoints sur un
espace de Hilbert H. Supposons qu’il existe K1,K2 deux espaces de Banach tel que Kj Ă DpHjq˚ contin-
uement et densément de cotype 2 et ayant de bonne propriétés. Supposons de plus que:
1. il existe un intervalle ouvert J Ă R et C1, C2 ą 0 tels que
sup
λPJ,µą0
››=pHj ´ λ´ iµq´1››BpKj ,K˚j q ă 8. (PALG).
2. H1´H2, considéré comme une forme sesquilinéaire de DpH1qˆDpH2q, est continu pour la topologie
induite par K1˚ ˆK2˚ .
Alors, si on note Ej la mesure spectrale de Hj, les opérateurs d’ondes
Ω˘ “ s-lim
tÑ¯8 e
itH1e´itH2E2pJq
existent et sont des isométries bijectives de E2pJqH dans E1pJqH.
Cette méthode n’est pas la seule possibilité pour montrer l’existence et la complétude asymptotique des
opérateurs d’ondes (voir par exemple Theorem 4.6.1 de [DG97] pour une autre méthode). En revanche,
une autre vision de la théorie de la diffusion, l’approche stationnaire, nécessite l’obtention d’un Principe
d’Absorption Limite. L’idée de cette approche est de définir les opérateurs d’ondes à partir des résolvantes
des opérateurs H et H1. En effet, dans la plupart des cas, l’études des résolvantes de ces deux opérateurs
se révèle plus simple que l’étude des groupes unitaires qui leur sont associés. Cette approche permet aussi
d’obtenir des formules de représentation des opérateurs d’ondes et de l’opérateur de diffusion. Pour la
matrice de diffusion, on obtient, sous certaines conditions sur W “ H1 ´H l’expression suivante:
Spλq “ Id´ 2piitpλq,
avec tpλq défini par
ptpλqpFfqpλq, pFgqpλqq “ lim
Ñ0 ppW ´WR1pλ` iqW qδpλ, qf, δpλ, qgq
où R1pzq “ pH1 ´ zq´1 est la résolvante de H1 et δpλ, q est l’opérateur intégral de Poisson, i.e.
δpλ, q “ pi´1pH ´ λ´ iq´1pH ´ λ` iq´1.
En particulier, on peut voir que le Princie d’Absorption Limite semble nécessaire à la définition de
l’opérateur tpλq et donc à cette représentation de la matrice de diffusion. De plus, si l’on veut définir
l’opérateur temps-retard, on doit montrer que les limites w*-lim
Ñ0 pH ´ λ˘ iq
´1 et w*-lim
Ñ0 pH1 ´ λ˘ iq
´1
sont des fonctions régulières (au moins dérivables) en le paramètre λ.
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1.2.2 Une application en analyse non-linéaire
Dans certains cas, l’équation de Schrödinger linéaire ne suffit pas pour étudier un système. Il est parfois
nécessaire d’ajouter un terme non-linéaire. Avec un terme non linéaire de type polynomial, l’équation
(1.1) devient alors:
iBtψpx, tq “ Hψpx, tq ` |ψpx, tq|α´1ψpx, tq, α P N˚. (1.2)
Nous nous limiterons ici au cas défocalisant pour plus de simplicité.
Nous allons voir ici un outil utile dans ce cadre: les estimations de Strichartz. Ces estimations sont
des inégalités permettant de contrôler la taille des solutions de l’équation linéaire par la taille des don-
nées initiales. Avant de donner précisemment ces inégalités, commencons par définir la notion de paire
admissible
Definition 1.2.2. On dit qu’une paire pq, rq est admissible si
2
q
` n
r
“ n
2
et
2 ď r ď 2n
n´ 2 , p2 ď r ď 8 si n “ 1, 2 ď r ă 8 si n “ 2q.
Pour pq, rq une paire admissible, les estimations de Strichartz sont de la forme: Pour tout φ0 P L2pRnq,
l’application pt, xq ÞÑ e´itHφ0pxq appartient à LqtLrxXC0t L2x où LqtLrx désigne l’ensemble des applications
fpt, xq telle que ż
R
ˆż
Rn
|fpt, xq|rdx
˙ q
r
dt ă 8.
De plus, il existe C ą 0 tel que, pour tout φ0 P L2x,
}eitHφ0}LqtLrx ď C}φ0}L2x . (1.3)
De cette inégalité, on peut en déduire deux autres. En effet, si on note T : L2x Ñ LqtLrx l’opérateur
défini par Tφ0pt, xq “ eitHφ0pxq, l’inégalité (1.3) signifie juste que T est borné. Ainsi cette inégalité est
équivalente à l’existence d’un C 1 ą 0 tel que pour tout φ P Lmt Lpx,
}
ż
R
e´iτHφpτ, ¨qdτ}L2x ď C 1}φ}Lmt Lpx ,
qui correspond au fait que T˚ est borné et est aussi équivalente à l’existence d’un C2 ą 0 tel que pour
tout φ P Lmt Lpx,
}
ż
R
eipt´τqHφpτ, ¨qdτ}LqtLrx ď C2}φ}Lmt Lpx ,
qui correspond au fait que TT˚ est borné, avec m et p satisfaisant:
1
m
` 1
q
“ 1
p
` 1
r
“ 1.
Si l’on suppose que ces estimations sont vraies, alors on peut montrer qu’une solution de (1.2) avec
condition initiale φp0, xq “ φ0pxq sur un intervalle de temps I doit satisfaire la formule de Duhamel, i.e.
pour tout t P I, x P Rn,
φpt, xq “ e´itHφ0pxq ` i
ż t
0
e´ipt´sqH |φps, xq|α´1φps, xqds.
Pour montrer l’existence et l’unicité d’une telle solution, il suffit donc de montrer que l’application
Φ : φ ÞÑ e´itHφ0pxq ` i
ż t
0
e´ipt´sqH |φps, xq|α´1φps, xqds
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admet un unique point fixe. Pour cela, on va montrer que cette application est contractante. Prenons
φ1, φ2 et calculons la différence entre Φpφ1q et Φpφ2q. Pour simplifier les notations, nous utiliserons la
notation C pour les différentes constantes qui apparaitront dans les calculs.
}Φpφ1q ´ Φpφq}LqtLrx
“ }
ż t
0
e´ipt´sqH
`|φ1ps, xq|α´1φ1ps, xq ´ |φ2ps, xq|α´1φ2ps, xq˘ ds}LqtLrx .
En utilisant les estimations de Strichartz, on en déduit
}Φpφ1q ´ Φpφq}LqtLrx ď C}|φ1|α´1φ1 ´ |φ2|α´1φ2}Lmt Lpx
ď C ››p|φ1|α´1 ` |φ2|α´1qpφ1 ´ φ2q››Lmt Lpx .
Par l’inégalité de Hölder, on en déduit
}Φpφ1q ´ Φpφq}LqtLrx ď C}|φ1|α´1 ` |φ2|α´1}LktLlx}φ1 ´ φ2}LqtLrx
avec 1k “ 1´ 2q et 1l “ 1´ 2r . En particulier, pour un bon choix de q et r, on peut montrer que, pour des
données initiales petites, }|φ1|α´1 ` |φ2|α´1}LktLlx est petite. Cela montre donc que Φ est contractante et
n’admet donc qu’un seul et unique point fixe: la solution de (1.2). Il nous reste maintenant à montrer
ces estimations de Strichartz.
Grâce à la transformée de Fourier, les estimations (1.3) peuvent, en général, être prouvées dans le cas
où H “ H0 “ ∆. Mais si l’on rajoute un potentiel, cela devient plus compliqué. Pour les montrer,
nous allons procéder par perturbation du Laplacien. Pour cela, nous allons avoir besoin d’une notion
d’opérateur lisse par rapport à un opérateur auto-adjoint:
Definition 1.2.3. Soit M un opérateur auto-adjoint avec Rpzq “ pM ´ zq´1 sa résolvante. Soit B un
opérateur fermé. On dit que B est M -lisse si et seulement si pour tout φ P H,  ­“ 0, Rpλ` iqφ P DpBq
et
sup
}φ}“1,λPR,ą0
ż `8
´8
ˆ
}BRpλ` iqφ}2L2 ` }BRpλ´ iqφ}2L2
˙
dλ ă 8.
On peut aussi définir une notion de M -lisse sur un intervalle I en prenant le sup non pas sur les λ P R
mais sur les λ P I. Dans [RS70d], on peut voir au Théorème XIII.25:
Proposition 1.2.4. Soit M un opérateur auto-adjoint avec Rpzq “ pM ´ zq´1 sa résolvante. Soit B un
opérateur fermé. Alors on a les équivalences suivantes:
1. B est M -lisse
2.
sup
φPDpB˚q,}φ}“1,λPR, ­“0
|pB˚φ, pRpλ` iq ´Rpλ´ iqqB˚φq| ă 8;
3. pour tout φ P H, e´itHφ P DpBq pour tout t et
sup
}φ}“1
ż `8
´8
}Be´itMφ}2L2xdt ă 8.
En particulier, l’obtention d’un Principe d’Absorption Limite pour H permet de montrer que certains
opérateurs sont H-lisses.
On a alors:
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Théorème 1.2.5 (Theorem 4.1 de [RS04]). Soit H0 “ ∆ et H “ ∆` V avec V “ B0˚B. Supposons que
B0 est H0-lisse et que, pour I Ă R, B est H-lisse sur I. En notant E la mesure spectrale de H, on peut
montrer qu’il existe C ą 0 tel que
}e´itHEpIqφ0}LqtLrx ď C}φ0}L2x ,
pour toute paire admissible pq, rq.
Cette notion de H-lisse permet donc d’obtenir les estimations de Strichartz pour H à partir de celle
obtenue pour le Laplacien ce qui permet de montrer l’existence et l’unicité des solutions de (1.2) losque
les données initiales sont petites.
1.3 La Théorie de Mourre
Nous allons maintenant détailler l’outil principal que nous allons utiliser: la Théorie de Mourre. Cette
théorie permet de caractériser le spectre essentiel de différents opérateurs (présence de valeur propre
dans le spectre essentiel et nature du spectre continu) et d’obtenir un Principe d’Absorption Limite.
Sous certaines conditions, cette théorie permet de montrer que les valeurs de la résolvante au bords du
spectre essentiel sont des fonctions régulières. Nous allons tout d’abord rappeler un bref historique de
cette théorie.
En 1956, C.R. Putnam montra le résultat suivant:
Théorème 1.3.1. Soit H un opérateur auto-adjoint, borné sur un espace de Hilbert H. Supposons qu’il
existe A un opérateur auto-adjoint borné et C un opérateur borné et injectif tel que
rH, iAs ě CC˚.
Alors,
sup
µą0,λPR
ˇˇpCf,=pH ´ λ´ iµq´1Cfqˇˇ ď 4}A}}f}2,
pour tout f P H.
Notons que ce résultat implique la nature purement absoluement continu du spectre de H, ce qui limite
les possibilités d’appliquer ce résultat, notemment lorsque H est de dimension finie.
En s’inspirant du résultat de Putnam, E. Mourre montra au début des années 1980 que la positivité du
commutateur n’était pas nécessaire, comme c’est le cas dans le Théorème de Putnam, mais qu’on pouvait
seulement supposer une positivité locale. Cette remarque donna naissance au théorème portant son nom:
le Théorème de Mourre.
Théorème 1.3.2. Soit M un opérateur auto-adjoint borné sur un espace de Hilbert H tel que σpMq ­“ R.
Supposons qu’il existe un opérateur auto-adjoint A et un intervalle ouvert I Ă R tels que
1. la fonction Mp¨q : RÑ LpHq définit par Mptq “ e´itAMeitA est de classe C2;
2. il existe un réel a0 ą 0 et K un opérateur compact tels que
EpIqrM, iAsEpIq ě a0EpIq `K, (1.4)
où E est la mesure spectrale de M .
Alors,
• l’ensemble Λ des valeurs propres deM dans I est fini et toutes ces valeurs propres sont de multiplicité
finie;
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• Pour tout f P DpAq, la limite lim
µÑ˘0pf, pM´λ´iµq
´1fq existe locallement uniformément en λ P IzΛ.
Dans le cadre où M n’est pas borné, ce théorème peut être appliquer en remplacant la condition de
régularité par une condition similaire sur l’opérateur pM ` iq´1, avec le même résultat. De plus, la
condition de régularité peut être interprétée en terme de conditions sur les commutateurs entre M et A.
Dans les années qui suivirent, ce résultat fut généralisé dans différentes directions: affaiblissement de
la condition de régularité (voir [ABdMG96]), généralisation dans le cadre de l’opérateur conjugué non
auto-adjoint (voir [GGM04]), extension de la théorie près des seuils (voir [BdMM97, Ric06])... Certaines
de ces généralisations permettent de montrer que si la fonction Mp¨q est plus régulière, alors
λ ÞÑ w*-lim
Ñ0 pM ´ λ˘ iq
´1
est une fonction régulière. On peut voir par exemple dans [JMP84] que, pour k P N, k ą 1, si Mp¨q est de
classe Ck, alors l’application λ ÞÑ w*-lim
Ñ0 pM ´λ˘ iq
´1 est de classe Ck´2. En particulier, si Mp¨q est de
classe C3, on peut définir l’opérateur de temps-retard. Ce résultat fut par la suite amélioré en utilisant
notamment les régularités de type Hölder (voir [BdMG93]).
Pour répondre aux questions posées précedement (nature du spectre, obtention d’un Principe d’Absorption
Limite et régularité des valeurs au bords de la résolvante), il suffit donc de trouver un bon opérateur con-
jugué A tel que le premier commutateur de H avec A soit positif et dans un certain espace d’opérateurs
bornés (borné de DpHq dans DpHq˚ par exemple). Puisque dans cette thèse, nous ne nous interesserons
qu’au cas où le potentiel V est compact par rapport au Laplacien, on peut construire l’opérateur A tel
que les hypothèses du Théorème de Mourre soient satisaites avec H “ ∆.
Un opérateur conjugué assez naturel apparait alors: le générateur des dilatations AD. En effet, le
commutateur avec le Laplacien donne pour cet opérateur conjugué r∆, iADs “ 2∆ qui est positif. Le
commutateur avec un potentiel est lui aussi explicite et donne rV, iADs “ ´q ¨ ∇V . En utilisant cet
opérateur conjugué, E. Mourre montra le résultat suivant
Théorème 1.3.3 (Theorem I.1 de [Mou81]). Soit V un potentiel ∆-compact. Supposons que B “ q ¨∇V
est ∆-compact et qu’il existe BL, BS deux opérateurs auto-adjoints tels que B “ BL`BS, qBS est ∆-borné
et rBL, iADs est ∆-compact. Alors on peut montrer un Principe d’Absorption Limite pour S “ H “ ∆`V
sur tout compact de p0,`8q.
Remarquons que pour qu’un opérateur M soit ∆-compact, il suffit qu’il existe θ ą 0 tel que xqyθM soit
borné. En particulier, si on suppose qu’il existe θ ą 0 tel que xqyθV , xqyθB, xqyθq ¨∇BL et qBS soient
bornés, alors les conditions du Théorème 1.3.3 sont satisfaites.
Un premier cas auquel nous allons nous intéresser dans cette thèse est le cas de l’espace euclidien Rn. En
utilisant la généralisation du Théorème de Mourre donnée dans [ABdMG96], on peut montrer le résultat
suivant:
Théorème 1.3.4. Soit V un potentiel ∆-compact. Supposons qu’il existe µ ą 0 tel que xqyµq ¨ ∇V :
H2 Ñ H´2 est borné. Alors on peut montrer un Principe d’Absorption Limite pour S “ H “ ∆` V sur
tout compact de p0,`8q.
En particulier, il suffit de montrer que l’application x ÞÑ xxyµx ¨∇V pxq est borné ou peut s’écrire comme
la dérivée d’ordre 1 ou d’ordre 2 d’une application bornée, pour pouvoir appliquer ce résultat.
Outre la nature du spectre continu deH, on peut s’intéresser à la nature du spectre discret et notamment à
la présence de valeurs propres strictement positives. Dans une série d’articles publiés au début des années
80, R. Froese, I. Herbst, M. Hoffman-Ostenhof et T. Hoffman-Ostenhof ont apportés une réponse à cette
question en montrant les deux résultats suivants:
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Théorème 1.3.5 (Theorem 2.1 de [FH82]). Soit V un potentiel ∆-borné avec borne inférieure à 1.
Supposons que q ¨∇V : H2 Ñ H´2 est borné. Soit ψ P L2pRnq et E P R tel que Hψ “ Eψ. Alors
suptα2 ` E : α ą 0, exppα|x|qψ P L2pRnqu
est `8 ou est un point où l’estimation de Mourre (1.4) est fausse.
Théorème 1.3.6 (Theorem 2.3 de [FHHOHO82]). Soit V un potentiel ∆-borné avec borne inférieure à
1. Supposons que q ¨∇V : H2 Ñ H´2 est compact et qu’il existe a ă 2 et b P R tels que
q ¨∇V ď ´a∆` b.
Alors H n’admet pas de valeur propre strictement positive.
Le Théorème 1.3.5 nous montre que, si l’application x ÞÑ x ¨ ∇V pxq est borné ou peut s’écrire comme
la dérivée d’ordre 1 ou d’ordre 2 d’une application bornée, alors les vecteurs propres de l’opérateur
H “ ∆ ` V doivent avoir une certaine décroissance à l’infini. En particulier, cela implique que sous les
conditions du Théorème 1.3.4, les vecteurs propres associés à des valeurs propres strictement positives
doivent avoir une décroissance exponentielle à l’infini.
Un dernier résultat utilisant le générateur des dilatations comme opérateur conjugué est celui donné par
la théorie de l’opérateur faiblement conjugué:
Théorème 1.3.7 (Theorem C.1 de [BG10]). Soit n ě 3. Soit V1, V2 P L1locpRnq. Supposons que :
1. Vk sont ∆ bornés avec bornes inférieures à 1;
2. ∇Vk, q ¨∇Vk sont ∆-bornés et xqy2pq ¨∇q2Vk sont bornés;
3. il existe c1 P r0, 2q et c11 P r0, p2´ c1qpn´ 2q2{2q tels que
x ¨∇V1pxq ` c1V1pxq ď c
1
1
|x|2 ,@x P R
n
et
V2pxq ě 0 et ´ c1x ¨∇V2pxq ě 0,@x P Rn.
Sur C8c pRnq, on définit H “ ∆ ` V1 ` iV2 et on garde la même notation pour la fermeture de H ayant
pour domaine H2. Le spectre de H est inclu dans le demi-plan complexe supérieur. De plus H n’a pas
de valeur propre sur r0,`8q et
sup
λPr0,8q,µą0
››|q|´1pH ´ λ` iµq´1|q|´1›› ă 8.
Si c1 “ 0, alors les résultats précédents reste vrai en remplaçant r0,8q par R.
Ce qu’on peut remarquer sur ces différents résultats c’est que l’utilisation du générateur des dilatations
comme opérateur conjugué fait apparaitre des conditions de décroissance à l’infini sur les dérivées du
potentiel. Dans certains cas, si le potentiel est à longue portée par exemple, l’apparition de ces dérivées
peut être bénéfique, les dérivées du potentiel ayant plus de décroissance que le potentiel lui même. En
revanche lorsque le potentiel est peu régulier ou à de fortes oscillations, ces dérivées peuvent rendre le
commutateur non borné, empêchant donc l’application de la théorie de Mourre.
Un second cas auquel nous allons nous intéresser dans cette thèse est le cas des guides d’ondes. Soit Γ un
tube incurvé suivant la direction p : RÑ Rd. Soit HΓ le Laplacien sur Γ avec conditions de Dirichlet ou
Neumann au bord. On va supposer que la première courbure de p est bornée avec une borne suffisamment
petite et que Γ ne se recoupe pas. Sous ces conditions, on peut identifier L2pΓq avec L2pΩq où Ω est un
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guide d’onde droit (Ω “ R ˆ Σ avec Σ un compact de Rn´1) et associer à HΓ l’opérateur H sur L2pΩq
défini par
Hψ “ ´Byh´2pqqByψ ´
nÿ
k“2
B2σkψ `W pqqψ,
avec py, σ2, ¨ ¨ ¨ , σnq Ă R ˆ Σ, h une fonction strictement positive dépendante des courbures de p et W
une fonction dépendante des dérivées d’ordres 1 et 2 de h.
Théorème 1.3.8 (Theorem 3.4 de [KTdA04]). Soit Γ et H définis comme précedemment. Supposons
que, uniformément en σ P Σ,
1. lim
|y|Ñ8
hpy, σq “ 1;
2. B2yhpy, σq,
řn
k“2pBσkhpy, σqq2 Ñ 0 quand |y| Ñ 8;
3. il existe θ ą 0 tel que
Byhpy, σq, B3yhpy, σq, By
nÿ
k“2
pBσkhq2py, σq “ Op|y|´1´θq.
Si on note T “ tνk, k P N˚u l’ensemble des valeurs propres du Laplacien de Dirichlet/Neumann sur la
section Σ, alors on a:
(i) le spectre essentiel de HΓ est rν1,`8q;
(ii) HΓ n’a pas de spectre singulier continu;
(iii) σppHΓq Y T est fermé et dénombrable;
(iv) σppHΓqzT est composé de valeurs propres de multiplicité finie ne pouvant s’accumuler qu’au niveau
des points de T .
Encore une fois, on peut remarquer que l’utilisation du générateur des dilatations comme opérateur
conjugué impose des conditions de décroissance sur les dérivées d’ordre 2 et 3 de la fonction h, ce qui
peut rendre les conditions sur h difficile à vérifier si cette fonction est peu régulière ou admet de fortes
oscillations.
Nous allons maintenant expliquer certaines notations et faire quelques rappels concernant les différents
types de spectre d’un opérateur auto-adjoint.
1.4 Notations et rappels
1.4.1 Notations
Les opérateurs de Schrödinger comportant des dérivées, les espaces de Sobolev occupent une place im-
portante. Pour s P R, on notera Hs l’espace de Sobolev d’ordre s. Nous utiliserons beaucoup les espaces
H0 “ L2, H1 et H2. On peut remarquer qu’on peut identifier l’espace dual de Hs à l’espace H´s. En
particulier, on a les inclusions suivantes:
H2 Ă H1 Ă H0 Ă H´1 Ă H´2.
On notera ∆ l’opérateur Laplacien positif, défini sur l’espace Dp∆q “ H2 par:
@ψ P H2,@x P Rn,∆ψpxq “ ´
nÿ
k“1
B2xkψpxq.
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L’opérateur Laplacien peut aussi être vu comme une forme quadratique sur l’espace H1.
On dira qu’un opérateur B sur L2 est ∆-borné (respectivement ∆-compact) si l’opérateur Bp∆`1q´1 est
borné (respectivement compact). Notons que B est ∆-borné (respectivement ∆-compact) si et seulement
si la restriction de B à l’espace H2 est bornée (respectivement compact).
Deux autres opérateurs seront beaucoup utilisés: l’opérateur q de multiplication par x et l’opérateur
d’impulsion p défini par
@ψ P H1,@x P Rn, pψpxq “ ´i∇ψpxq.
Une notation assez usuelle que nous utiliserons est la notation x¨y définie par
xxy “ p1` |x|2q1{2.
1.4.2 Les différents types de spectre
Nous allons maintenant faire quelques rappels sur les différents types de spectre d’un opérateur auto-
adjoint.
Soit M un opérateur auto-adjoint. On définit l’ensemble résolvant de M , noté ρpMq comme l’ensemble
des z P C tels que M ´ zId est un opérateur inversible. On définit le spectre de M , noté σpMq comme
le complémentaire de ρpMq. Notons que puisque M est auto-adjoint, σpMq Ă R.
On peut décomposer ce spectre en différents sous ensembles. Tout d’abord, on peut définir le spectre
purement ponctuel, noté σpppMq, comme l’ensemble des λ P σpMq tel que M ´ λId n’est pas injectif.
Il est composé des valeurs propres de M . On peut aussi définir le spectre continu, noté σcpMq, comme
l’ensemble des λ P R tel que M ´ λId est injectif, d’image dense, mais n’est pas surjectif. On peut
remarquer qu’en dimension finie, un opérateur injectif étant toujours surjectif, σcpMq “ H. Le spectre
continu peut lui même être décomposé en deux sous ensembles en utilisant la mesure spectrale. En
effet, la mesure spectrale de M étant une mesure supportée par le spectre, on peut interprété le spectre
purement ponctuel comme la partie purement ponctuelle du support de la mesure spectrale et interprété
le spectre continu comme la partie continue du support de la mesure spectrale. On peut ainsi définir le
spectre absolument continu, noté σacpMq, comme l’ensemble des λ P σ tels que la mesure spectrale de M
en λ est absolument continue par rapport à la mesure de Lebesgue et le spectre singulier continu, noté
σscpMq, comme l’ensemble des λ P σ tels que la mesure spectrale de M en λ est étrangère à la mesure
de Lebesgue et tels que λ ne soit pas une valeur propre de M . On a ainsi:
σpMq “ σpppMq Y σcpMq “ σpppMq Y σacpMq Y σscpMq,
ce qui permet de décomposer l’ensemble de définition de M selon les sous-espaces associés:
DpMq “ Hpp ‘Hac ‘Hsc.
Une autre décomposition du spectre est possible. Définissons le spectre essentiel de M , noté σesspMq,
comme l’ensemble des λ P σpMq tels que M ´ λId ne soit pas un opérateur de Fredholm, i.e. ait un
noyau ou un conoyau de dimension infinie. Le spectre essentiel est donc composé du spectre continu, des
valeurs propres de multiplicité infinie et des valeurs propres non isolées.
On peut alors définir le spectre discret, noté σdpMq comme l’ensemble des valeurs propres isolées de M
de multiplicité finie, c’est à dire l’ensemble des λ P R tels que 0 ă dimKerpM ´ λIdq ă 8 et tel qu’il
existe  ą 0 tel que si µ P σpMq et |µ´ λ| ă  alors µ “ λ. On a alors la décomposition
σpMq “ σdpMq Y σesspMq.
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Dans cette thèse nous nous concentrerons sur l’étude du spectre essentiel. Nous allons donc rappeler un
résultat permettant de le calculer.
Théorème 1.4.1 (Weyl). Soit A un opérateur auto-adjoint et B un opérateur fermé. Supposons que
1. il existe z P ρpBq X ρpAq tel que pA´ zq´1 ´ pB ´ zq´1 est compact;
2. σpAq ­“ R et ρpBq ­“ H.
Alors σesspBq “ σesspAq.
En appliquant ce résultat avec A “ ∆ et B “ ∆` V , et en utilisant que
p∆` iq´1 ´ p∆` V ` iq´1 “ p∆` V ` iq´1V p∆` iq´1,
on en déduit que si V est ∆-compact ou compact de H1 dans H´1 alors σesspHq “ σessp∆q “ r0,8q.
Avec ces différentes décompositions du spectre d’un opérateur, on peut se poser les questions suivantes:
le spectre discret coincide-t-il avec le spectre purement ponctuel ou y a-t-il des valeurs propres plongées
dans le spectre essentiel? Quelle est la nature du spectre continu? Est-il uniquement composé de spectre
absolument continu ou y a-t-il une part de spectre singulier continu?
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Dans ce chapitre, nous présenterons les principaux résultats obtenues durant cette thèse. Nous y verrons
comment un autre choix d’opérateur conjugué que le générateur des dilatations permet d’éviter ou de
limiter les conditions de décroissance sur les dérivées du potentiel. Nous nous interesserons tout d’abord
au cas de l’espace Euclidien pour lequel nous montrerons l’obtention d’un Principe d’Absorption Limite
loin des seuils avec cette nouvelle classe d’opérateurs. Nous verrons ensuite une généralisation du résultat
de R. Froese et I. Herbst permettant de montrer l’absence de valeur propre strictement positive pour
une grande classe de potentiel incluant des potentiels non bornés. Dans une troisième partie nous nous
interesserons à l’obtention d’un Principe d’Absorption Limite global dans le cas de l’espace Euclidien.
Enfin, dans une quatrième partie, nous verrons comment obtenir un Principe d’Absorption Limite loin
des seuils et un Principe d’Absorption Limite global dans le cadre du guide d’onde incurvé. La plupart
de nos résultats pouvant s’illustrer grâce à une famille de potentiels oscillants, nous détaillerons dans une
cinquième partie les différents résultats obtenus sur cette famille de potentiels.
2.1 Un Principe d’Absorption Limite pour une nouvelle classe
d’opérateurs de Schrödinger
Dans cette partie, nous présenterons les résultats principaux de l’article [Mar18b]. L’idée principale de
cet article est d’appliquer le théorème de Mourre avec la classe d’opérateurs suivante:
Au “ 1
2
pq ¨ uppq ` uppq ¨ qq,
où q est l’opérateur de multiplication par la variable x, p est l’opérateur d’impulsion et u un champs
de vecteur. On peut déjà remarquer que si u est un champs de vecteur réel, les opérateurs q et p étant
auto-adjoints, l’opérateur Au est symétrique. De plus si l’on rajoute quelques hypothèses sur u, on peut
montrer que Au vérifie les conditions nécessaire à l’application de la théorie de Mourre. On a en particulier
le résultat suivant:
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Proposition 2.1.1. Soient u un champs de vecteur réel et Au l’opérateur défini comme précedemment.
1. Si u est Lipschitzienne, alors Au est essentiellement auto-adjoint sur L2pRnq avec pour domaine
SpRnq l’espace de Schwartz (Proposition 7.6.3 de [ABdMG96]);
2. Si u est de classe C8 avec toutes ses dérivées bornées, alors, si on pose
W ptq “ exppitAuq le groupe généré par Au, W laisse invariant l’espace de Schwartz SpRnq et les
espaces de Sobolev à poids HtspRnq (Proposition 4.2.4 de [ABdMG96]).
En particulier, si u est de classe C8 avec toutes ses dérivées bornées, Au peut être utilisé en tant
qu’opérateur conjugué. De plus, si x¨upxq est strictement positif lorsque |x|2 est dans un certain intervalle,
alors on peut montrer une estimation de Mourre sur ce même intervalle. Une autre propriété intéressante
repose sur le fait que le commutateur avec le Laplacien est explicite:
r∆, iAus “ 2p ¨ uppq.
En particulier, si u a toutes ses dérivées bornées, alors, u ayant une croissance au plus linéaire, les
commutateurs itérés entre le Laplacien et l’opérateur conjugué Au sont tous bornés sur le domaine de
forme du Laplacien ce qui nous fournit la régularité du Laplacien par rapport à Au. De plus, si on suppose
que u est borné, on peut montrer que le commutateur entre le potentiel et Au ne contient pas forcément
de dérivée du potentiel. Cette propriété permet notamment de traiter des potentiels peu réguliers ou
comportant de fortes oscillations mais permet aussi de traiter le cas de potentiels non bornés. Si on
applique le théorème de Mourre avec Au comme opérateur conjugué on obtient le résultat suivant:
Théorème 2.1.2. Soit ξ P C8pRnq une fonction réelle telle que ξpxq “ 0 si |x| ă 1 et ξpxq “ 1 si |x| ą 2.
Soit V : H2 Ñ L2 un potentiel symétrique, compact tel qu’il existe u un champs de vecteur borné C8
avec toutes ses dérivées bornées, satisfaisant:ż 8
1
}ξpq{rqrV, iAus}B dr
r
ă 8, (2.1)
où B est l’ensemble des opérateurs bornés de H2 dans H´2 Soit J un intervalle réel tel que
inftk ¨ upkq | k P X, |k|2 P Ju ą 0. (2.2)
Alors:
1. L’ensemble des valeurs propres de H “ ∆ ` V dans J est fini et chaque valeur propre est de
multiplicité finie;
2. Le spectre singulier continu de H dans J est vide;
3. La limite
Rpλ˘ i0q :“ w*-lim
µÓ0 Rpλ˘ iµq (2.3)
existe dans un certain ensemble d’opérateurs bornés, localement uniformément en λ P J , en dehors
des valeurs propres de H.
On peut s’apercevoir que les hypothèses de ce théorème sont satisfaites si l’on suppose qu’il existe µ ą 0
tel que xqyµV est borné et xqy1`µV s’écrit comme la dérivée seconde d’une fonction bornée. En particulier,
l’utilisation du Au permet de traiter des potentiels ∆-compact avec de fortes oscillations à l’infini.
Un autre cas où un tel opérateur conjugué est utile est le cas des potentiels compact de H1 dans H´1.
En effet, une partie de ces potentiels sont non-bornés, et donc en général non ∆-compact, mais peuvent
s’écrire comme la dérivée de potentiels bornés. Certains de ces potentiels peuvent même correspondre
à des distributions. En particulier, dans ce cadre, il n’est pas toujours possible d’utiliser le générateur
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des dilatations, le fait que le potentiel ne soit pas ∆-borné nous empêchant de considérer le premier
commutateur comme une dérivée seconde d’un potentiel borné, ne permettant donc même pas la régularité
C1pADq, pourtant nécessaire pour utiliser les résultats de la théorie de Mourre.
En utilisant l’opérateur conjugué Au, on obtient le résultat suivant:
Théorème 2.1.3. Soit ξ P C8pRnq une fonction réelle telle que ξpxq “ 0 si |x| ă 1 et ξpxq “ 1 si |x| ą 2.
Soit V : H1 Ñ H´1 un potentiel symétrique, compact tel qu’il existe u un champs de vecteur borné C8
avec toutes ses dérivées bornées, satisfaisant:ż 8
1
}ξpq{rqrV, iAus}B dr
r
ă 8, (2.4)
où B est l’ensemble des opérateurs bornés de H1 dans H´1 Soit J un intervalle réel tel que
inftk ¨ upkq | k P X, |k|2 P Ju ą 0. (2.5)
Alors:
1. L’ensemble des valeurs propres de H “ ∆ ` V dans J est fini et chaque valeur propre est de
multiplicité finie;
2. Le spectre singulier continu de H dans J est vide;
3. La limite
Rpλ˘ i0q :“ w*-lim
µÓ0 Rpλ˘ iµq (2.6)
existe dans un certain ensemble d’opérateurs bornés, localement uniformément en λ P J , en dehors
des valeurs propres de H.
Encore une fois, on peut remarquer qu’il suffit qu’il existe µ ą 0 tel que xqy1`µV s’écrit comme la dérivée
d’une fonction bornée pour satisfaire les hypothèses du théorème 2.1.3. Un choix judicieux de champs
de vecteur u peut même permettre de traiter des potentiels qui peuvent s’écrire comme la dérivée d’une
fonction avec peu de décroissance.
Corollaire 2.1.4. Soit V : H1 Ñ H´1 compact. Supposons qu’il existe µ ą 0 tel que x ÞÑ xxy1`µV pxq
est dans H´1. Alors, il existe un champs de vecteur u borné C8 avec toutes ses dérivées bornées tel que
V satisfait les hypothèses du théorème 2.1.3 avec J un sous ensemble compact de p0,`8q.
2.2 Une nouvelle classe d’opérateurs de Schrödinger sans valeur
propre strictement positive
Dans cette partie, on présente les résultats obtenus dans l’article [Mar17] consacré à la preuve de l’absence
de valeur propre plongée dans le spectre essentiel.
L’idée principale est de s’inspirer de la preuve donnée par R. Froese, I. Herbst, M. Hoffman-Ostenhof et T.
Hoffman-Ostenhof en prenant pour opérateur conjugué l’opérateur Au décrit précedement à la place du
générateur des dilatations. Pour suivre leur preuve, il est préférable de choisir u de la forme upxq “ xλpxq
avec λ une fonction C8pRnq, strictement positive, bornée, avec toutes ces dérivées bornées.
On commence tout d’abord par montrer qu’un possible vecteur propre de H doit nécessairement avoir
une forte décroissance à l’infini:
25
Chapitre 2. Présentation des travaux de thèse
Théorème 2.2.1. Soit H “ ∆ ` V sur L2pRnq, avec V un potentiel symétrique, ∆-borné avec borne
plus petite que 1. Soient E P R et ψ tels que Hψ “ Eψ. Supposons qu’il existe un champs de vecteur u
comme décrit précedemment tel que p∆` 1q´1rV, iAusp∆` 1q´1 est borné, alors, pour tout 0 ă β ă 1,
SE “ sup
"
α2 ` E ; α ą 0, exppαxxyβqψ P L2pRνq
*
est `8 ou dans l’ensemble EupHq, le complément de l’ensemble où l’estimation de Mourre est satisfaite
avec Au comme opérateur conjugué.
Comme dans le cas de la démonstration du principe d’absorption limite, l’utilisation du Au permet de
traiter aussi des potentiels compacts de H1 dans H´1. Pour ces potentiels, on peut montrer le résultat
suivant:
Théorème 2.2.2. Soit H “ ∆`V sur L2pRnq, où V est une fonction à valeur réelle telle que V : H1 Ñ
H´1 est borné avec des bornes plus petites que 1. Soient E P R et ψ tels que Hψ “ Eψ. Supposons qu’il
existe un champs de vecteur u avec upxq “ xλpxq tel que xpy´1rV, iAusxpy´1 est borné. Alors, pour tout
0 ă β ă 1,
SE “ sup
"
α2 ` E ; α ą 0, exppαxxyβqψ P L2pRνq
*
vaut`8 ou est dans EupHq.
Notons que contrairement à ce qui était prouvé dans [FH82], on ne montre pas ici de bornes exponentielles
mais seulement des bornes sous exponentielles. On peut tout de même, à partir de ces bornes sous
exponentielles montrer l’absence de valeur propre plongée pour les deux types de potentiels:
Théorème 2.2.3. Pour 0 ă β ă 1 et α ą 0, posons Fβpxq “ αxxyβ. Soit V un potentiel ∆-compact.
Soit ψ tel que Hψ “ Eψ avec E ą 0 et tel que ψF “ exppFβpqqqψ P L2pRνq pour tout α ą 0, 0 ă β ă 1.
Supposons qu’il existe δ ą ´2, δ1, σ, σ1 P R tels que δ ` δ1 ą ´2 et, pour tout α ą 0, 0 ă β ă 1,
pψF , rV, iADsψF q ě δpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` pσα` σ1q}ψF }2. (2.7)
Alors ψ “ 0.
Similairement, pour le cas V : H1 Ñ H´1 borné, on a:
Théorème 2.2.4. Supposons que V : H1 Ñ H´1 est borné.
Soit ψ tel que Hψ “ Eψ avec E ą 0. Pour 0 ă β ă 1 et α ą 0, soit Fβpxq “ αxxyβ et notons
ψF “ exppFβpqqqψ.
Supposons que ψF P L2pRνq pour tout α ą 0, 0 ă β ă 1, et qu’il existe δ ą ´2, δ1, σ, σ1 P R tels que
δ ` p1` }xpy´1V xpy´1}qδ1 ą ´2 et, pour tout α ą 0, 0 ă β ă 1,
pψF , rV, iADsψF q ě δpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` pσα` σ1q}ψF }2. (2.8)
Alors ψ “ 0.
On peut remarquer que ces résultats permettent de montrer l’absence de valeur propre strictement positive
lorsque le potentiel V peut sécrire sous la forme V “ řnk“1 BxkVsr où xqy1`µVsr est borné pour un certain
µ ą 0. En particulier, cette classe inclue des potentiels non dérivable ou avec de fortes oscillations.
2.3 Un Principe d’Absorption Limite global
Dans cette partie, on présente les résultats obtenus dans [Mar18a]. L’idée principale est d’utiliser dif-
férentes classes d’opérateurs comme opérateur conjugué avec la version de la théorie de Mourre appellée
théorie de l’opérateur faiblement conjugué.
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Une première classe d’opérateur que l’on peut utiliser est la classe des Au décrite précedemment. Comme
dans les deux sections précédentes, on peut remarquer que l’utilisation de cette classe avec un certain
champs de vecteur u permet d’éviter des conditions sur les dérivées du potentiel, permettant de traiter
ainsi des potentiels avec de fortes oscillations ou des potentiels associés à des fonctions qui ne sont pas
de classe C1. On obtient le résultat suivant:
Théorème 2.3.1. Soit n ě 3. Soient V1, V2 P L1locpRn,Rq et H “ ∆` V1 ` iV2 avec V2 ě 0. Supposons
que |q|2V1 et |q|V1 sont bornés avec des bornes suffisamment petites et que xqy3Vi est borné pour i “ 1, 2.
Alors, pour tout 1 ď µ ă 2,
sup
ρPR,ηą0
}xpy´µ{2|q|´1Rpρ´ iηq|q|´1xpy´µ{2} ă 8.
De plus, H n’a aucune valeur propre réelle.
Une autre classe d’opérateurs que l’on peut utilisé est la classe des opérateurs AF définis par
AF “ 1
2
pp ¨ F pqq ` F pqq ¨ pq
avec F pqq “ qxqy´µ, µ P r0, 1q. Comme dans le cas du Au, on peut vérifier que ces opérateurs sont
auto-adjoints et que le groupe généré par AF stabilise les espaces de Sobolev, ce qui permet l’application
de la théorie de Mourre. Avec cette classe d’opérateur conjugué, on a le résultat suivant:
Théorème 2.3.2. Soit n ě 3 et 0 ď µ ă p1` nn´2 q´2. Soient V1, V2 P L1locpRn,Rq et H “ ∆` V1 ` iV2.
Supposons que
1. Vk sont ∆-compact et V2 ě 0;
2. qxqy´µ ¨∇Vk sont ∆-compact;
3. il existe
c1 ą ´
pn´ 2q2p1´ µp1` nn´2 q2q
2
tel que ´x ¨∇V1pxq ě c1|x|2 pour tout x P Rn;
4. il existe C ą 0 tel que, pour tout x P Rn, |pxxxy´µ ¨∇q2Vkpxq| ď C|x|´2xxy´µ.
Alors
sup
λPR,ηą0
}xqy´µ{2|q|´1pH ´ λ` iηq|q|´1xqy´µ{2} ă 8.
De plus, H n’a aucune valeur propre réelle.
La théorie de l’opérateur faiblement conjugué ne nécessitant pas la stricte positivité du commutateur,
mais seulement sa positivité et son injectivité, on peut également choisir un opérateur conjugué dans
certaines directions seulement. Par exemple, si l’on suppose n ě 3, on peut montrer le résultat suivant:
Théorème 2.3.3. Soient 3 ď k ď n et Rn “ RkˆRn´k. Soient V1, V2 P L1locpRn,Rq et H “ ∆`V1` iV2
avec V2 ě 0.
Notons px, yq P Rn avec x P Rk et y P Rn´k. Notons qx l’opérateur de multiplication par la variable x
et px l’opérateur d’impulsion dans la variable x. Supposons que |qx|2V1 et |qx|V1 sont bornés avec des
bornes suffisamment petites et que xqxy3Vi est borné pour i “ 1, 2. Alors, pour tout 1 ď µ ă 2,
sup
ρPR,ηą0
}xpxy´µ{2|qx|´1Rpρ´ iηq|qx|´1xpxy´µ{2} ă 8.
De plus, H n’a aucune valeur propre réelle.
En particulier, il n’est pas nécessaire de supposer que les potentiels Vi ont beaucoup de décroissance dans
toutes les directions mais seulement dans au moins 3.
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2.4 Un Principe d’Absorption Limite pour des opérateurs de
Schrödinger sur des guides d’ondes
Dans cette partie, on présente les résultats obtenus sur les guides d’ondes. L’idée principale est d’utiliser
différentes classes d’opérateurs comme opérateur conjugué afin d’obtenir un Principe d’Absorption Limite
loin des seuils et un Principe d’Absorption Limite global.
Pour obtenir un Principe d’Absorption Limite loin des seuils, nous allons utiliser la classe d’opérateurs
conjugués Au vus comme des opérateurs différentiels uniquement dans la direction non bornée du guide
d’onde. Comme vu précedemment , cette classe d’opérateur conjugué va permettre de limiter les hy-
pothèses sur les dérivées du potentiel ainsi que les hypothèses portant sur les courbures du guides. Soit
u : RÑ R une fonction bornée avec toutes ses dérivées bornées et
A “ qyuppyq ` uppyqqy
2
.
On peut montrer le résultat suivant:
Théorème 2.4.1. Soit Σ un ouvert borné de Rn´1. Considérons le guide d’onde Ω “ RˆΣ. Soit V un
potentiel compact de H1y dans H´1y de classe C1,1pAu,H1y,H´1y q. Soit h : Ω Ñ R telle que
1. h´2 est borné.
2. Il existe b ą 0 tel que h´2py, σq ě b pour tout py, σq P Ω.
3. Il existe θ ą 0 tel que, uniformément en σ P Σ,řn
k“2pBkhq2py, σq “ Op|y|´p1`θqq et Byhpy, σq “ Op|y|´p1`θqq.
Posons H “ ´Byh´2pqqBy ´řnk“2 B2σk `W ` V avec conditions de Dirichlet au bord où W dépend des
dérivées de h. Alors, en notant T l’ensemble des valeurs propres du Laplacien de Dirichlet sur Σ, on a
(i) σesspHq “ rκ,8q avec κ “ inf T ;
(ii) σscpHq “ H;
(iii) σppHq Y T est fermé et dénombrable.
(iv) σppHqzT est composé de valeurs propres de multiplicité finie ne pouvant s’accumuler qu’au niveau
des points de T ;
(v) La limite Rpλ˘ i0q “ w*-lim
µÑ0 Rpλ˘ iµq existe, locallement uniformément en λ P pκ,8qzT en dehors
des valeurs propres de H avec Rpzq “ pH ´ zq´1.
Remarquons que, si on cherche à obtenir un Principe d’Absorption Limite sur un guide d’onde incurvé
pour un opérateur de Schrödinger, on peut se rammener à l’étude d’un opérateur de la même forme que
H où h dépend des courbures du guide. L’utilisation d’un opérateur conjugué de type Au permet donc
d’éviter d’avoir à supposer que la fonction h est très régulière et possède des dérivées ayant suffisamment
de décroissance à l’infini, ce qui permet notamment d’avoir des courbures avec de fortes oscillations.
En utilisant la théorie de l’opérateur faiblement conjugué, on peut aussi montrer un Principe d’Absorption
Limite près des seuils, en utilisant cette fois ci la classe d’opérateurs AF , encore une fois vus comme des
opérateurs différentiels uniquement dans la direction non bornée du guide d’onde. On obtient alors:
Théorème 2.4.2. Soit F : R Ñ R de classe C8 avec toutes ces dérivées bornées. Supposons que
V P L1locpRn,Rq est un potentiel ∆-borné avec borne plus petite que 1. Soit F : RÑ R de classe C8 avec
toutes ces dérivées bornées tel que, pour tout py, σq P Ω,
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1. F 1pyq ` F pyqByhpy, σqh´1py, σq ą 0 est borné;
2. py, σq ÞÑ F pyqBypV `W qpy, σq est bornée;
3. ´ 12F3pyqh´2py, σq ` F 2pyqByhpy, σqh´3py, σq ´ F pyqBypV `W qpy, σq ě 0 est borné;
4. il existe C1 ą 0 tel queˇˇ
F pyqh´2pF 2pyq ` F 1pyqByhh´1 ` F pyqB2yhh´1 ´ F pyqpByhq2h´2q
ˇˇ ď C1Gpy, σq;
5. il existe C2 ą 0 tel que ˇˇˇˇ
´By
`
F 2pyqh´2py, σqpF 1pyq ` F pyqByhpy, σqh´1py, σqq
˘
`F pyqBy
ˆ
1
2
F3pyqh´2py, σq ´ F 2pyqByhpy, σqh´3py, σq
˙
`pF pyqByq2pV `W qpy, σq
ˇˇˇˇ
ď C2W1py, σq;
où
Gpy, σq “ F 1pyq ` F pyqByhpy, σqh´1py, σq
et
W1py, σq “ ´1
2
F3pyqh´2py, σq ` F 2pyqByhpy, σqh´3py, σq ´ F pyqBypV `W qpy, σq.
Posons H “ ´Byh´2pqqBy ´řnk“2 B2sigmak `W `V avec condition de Dirichlet au bord où W dépend des
dérivées de h. Alors, il existe c ą 0 tel queˇˇpf, pH ´ λ` iηq´1fqˇˇ ě }S´1{2f}2 ` }S´1{2Af}2,
avec
S “ 2pyh´2
`
F 1pyq ` F pyqByhh´1
˘
py
´1
2
F3pyqh´2 ` F 2pyqByhh´3 ´ F pyqBypV `W q
et
A “ pyF pqyq ` Fpqyqpy
2
.
De plus, H n’a pas de valeurs propres réelles.
2.5 Un potentiel oscillant
Comme on l’a dit précédemment, l’utilisation de la classe d’opérateurs Au permet d’obtenir un Principe
d’Absorption Limite et l’absence de valeur propre plongée pour des potentiels avec de fortes oscillations.
Pour cette raison, dans cette thèse nous avons étudier à plusieurs reprises le cas d’une classe de potentiels
oscillants donnés par l’équation suivante
@x P Rn,Wζθpxq “ wp1´ κp|x|qq sinpk|x|
ζq
|x|θ ,
avec ζ, θ P R, k ą 0, w P R˚ et κ P C8c pR,Rq tel que κ “ 1 sur r´1, 1s et 0 ď κ ď 1.
Nous rappellerons dans cette partie les différents résultats obtenus sur l’opérateur de Schrödinger associé
à ce potentiel.
Commençons tout d’abord par rappeler les résultats obtenus avec le générateur des dilatations comme
opérateur conjugué:
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Proposition 2.5.1. Soit H “ ∆`Wζθ. Alors on peut montrer les résultats suivants:
1. Supposons que θ ą 0. A moins que |ζ ´ 1| ` θ ą 1, supposons de plus que α ą 1 et β ą 1{2. Alors
on peut montrer un principe d’absorption limite pour H sur tout compact inclu dans p0,`8q. De
plus, si il existe E ą 0, ψ P L2 tel que Hψ “ Eψ, alors, pour tout α ą 0, exppαxxyqψ P L2.
2. Supposons que θ ą 0. A moins que θ´ ζ ą 0, supposons de plus que ζ ą 1 et θ ą 1{2. Alors H n’a
pas de valeur propre strictement positive pour tout w P R.
3. Supposons que θ ą 2 et que θ ´ ζ ą 2. Alors on peut montrer un principe d’absorption limite pour
H sur R si |w| est suffisamment petit. En particulier, H n’a pas de valeur propre réelle.
Ce que l’on peut remarquer de ces différents résultats c’est que lorsque le potentiel a de fortes oscillations
(ζ grand), il est en général nécessaire que le potentiel ait beaucoup de décroissance (θ grand). De plus,
ces résultats ne concernent que des potentiels bornés (θ ą 0).
Voyons maintenant les résultats obtenus avec l’opérateur Au comme opérateur conjugué. On supposera
toujours que le champs de vecteur u est de classe C8pRnq, borné avec toutes ses dérivées bornées. Les
résultats obtenus obtenus avec le générateur des dilatations pouvant aussi être obtenus avec l’opérateur
Au, nous ne les répèterons pas et nous concentrerons sur les résultats propres à la classe des Au.
Théorème 2.5.2. Soit H “ ∆`Wζθ. Alors on peut montrer les résultats suivants:
1. Supposons que θ ą 0 et que θ` 2ζ ą 3. Alors on peut montrer un principe d’absorption limite pour
H sur tout compact inclu dans p0,`8q.
2. Supposons que θ ` ζ ą 2. Alors on peut montrer un principe d’absorption limite pour H sur tout
compact inclu dans p0,`8q.
3. Supposons que θ ` ζ ą 3{2. Alors, si il existe E ą 0, ψ P L2 tel que Hψ “ Eψ, alors, pour tout
α ą 0, β P p0, 1q, exppαxxyβqψ P L2.
4. Supposons que θ` ζ ě 2 . Alors H n’a pas de valeur propre strictement positive pour tout w P R si
θ ` ζ ą 2, et pour w suffisamment petit si θ ` ζ “ 2.
5. Supposons que θ ą 3. Alors on peut montrer un principe d’absorption limite pour H sur R si |w|
est suffisamment petit. En particulier, H n’a pas de valeur propre réelle.
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Chapitre 3
On the Limiting absorption principle
for a new class of Schrödinger
Hamiltonians
In this chapter is given my article [Mar18b], published in Confluentes Mathematici.
Abstract. We prove the limiting absorption principle and discuss the continuity properties of the bound-
ary values of the resolvent for a class of form bounded perturbations of the Euclidean Laplacian ∆ that
covers both short and long range potentials with an essentially optimal behaviour at infinity. For this,
we give an extension of Nakamura’s results (see [Nak15]).
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3.1 Introduction
The purpose of this article is to prove a limiting absorption principle for a certain class of Schrödinger
operator with real potential and to study their essential spectrum. Because this operators are self-adjoint,
we already know that their spectrum is in the real axis. We also know that the non negative Laplacian
operator ∆ (Schrödinger operator with no potential) has for spectrum the real set r0,`8q with purely
absolutely continuous spectrum on this set. If we add to ∆ a "small" potential (with compact properties
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with respect to ∆), the essential spectrum of this new operator is the same that ∆ essential spectrum
which is continuous. We are interested in the nature of the essential spectrum of the perturbed operator
and in the behaviour of the resolvent operator near the essential spectrum.
We will say that a self-adjoint operator has normal spectrum in an open real set O if it has no singular
continuous spectrum in O and its eigenvalues in O are of finite multiplicities and have no accumulation
points inside O. Note that if we have a Limiting Absorption Principle for an operator H on O, H has
normal spectrum on O.
A general technique for proving this property is due to E. Mourre [Mou81] and it involves a local version
of the positive commutator method due to C.R. Putnam [Put56, Put67]. For various extensions and
applications of these techniques we refer to [ABdMG96]. Roughly speaking, the idea is to search for a
second self-adjoint operator A such that H is regular in a certain sense with respect to A and such that
H satisfies the Mourre estimate on a set I in the following sense
EpIqrH, iAsEpIq ě c0EpIq `K
where EpIq is the spectral measure of H on I, c0 ą 0 and K a compact operator. Then one says that
the operator A is conjugate to H on I.
When H “ ∆ ` V is a Schrödinger operator, we usually apply the Mourre theorem with the generator
of dilations
AD “ 1
2
pp ¨ q ` q ¨ pq,
where p “ ´i∇ and q is the vector of multiplication by x (see [ABdMG96, Proposition 7.4.6] and [CFKS08,
Section 4]). But in the commutator expressions, derivatives of V appears which can be a problem, if, for
example, V has high oscillations at infinity.
In a recent paper S. Nakamura [Nak15] pointed out the interesting fact that a different choice of conjugate
operator for H can be used to have a limiting absorption principle. This allows us to avoid imposing
conditions on the derivative of the long range part of the potential. More precisely, if the operator of
multiplication by V pqq is ∆-compact and two other multiplication operators, which include differencies
on V and not derivatives, are ∆-bounded, then H has normal spectrum in p0, pi2{a2q and the limiting
absorption principle holds for H locally on this set, outside the eigenvalues. This fact is a consequence
of the Mourre theorem with AN (see (3.1)) as conjugate operator.
Our purpose in this article is to put the results of Nakamura in a more general abstract setting and
get a generalisation of his result. Moreover, we will show that this generalisation can be applied to
potentials for which the Mourre theorem with the generator of dilations as conjugate operator cannot
apply (our potentials are not of long range type). Furthermore, Nakamura’s result cannot apply to this
type of potentials which are not ∆-bounded. Finally, as usual, we will derive from the limiting absorption
principle an application of this theory to wave operators.
We denote X “ Rν and H “ L2pXq. Let H1 be the first order Sobolev space on X, denote H´1 its adjoint
space and similarly, we denote H2 the second order Sobolev space on X and H´2 its adjoint space. All
this spaces realised the following
H2 Ă H1 Ă H Ă H´1 Ă H´2.
Set B1 “ BpH1,H´1q and B2 “ BpH2,H´2q. If needed for clarity, if u is a measurable function on X
we denote upqq the operator of multiplication by u whose domain and range should be obvious from the
context. If a P X let Ta be the operator of translation by a, more precisely pTafqpxq “ fpx` aq.
We say that V P B,B “ B1 orB “ B2, is amultiplication operator if V θpqq “ θpqqV for any θ P C8c pXq.
Note that V is not necessarily the operator of multiplication by a function, it could be the operator of
multiplication by a distribution of strictly positive order. For example, in the one dimensional case V
could be equal to the derivative of a bounded measurable function. Anyway, if V is a multiplication
operator then there is a uniquely defined temperate distribution v on X such that V f “ vf for all
f P C8c pXq and then TaV Ta˚ “ vp¨` aq. In general we simplify notations and do not distinguish between
the operator V and the distribution v, so we write V “ V pqq and TaV Ta˚ “ V pq ` aq.
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We will extend Nakamura’s result in two directions. First, we will use the Mourre theory with a class
of potential V : H2 Ñ L2 or V : H1 Ñ H´1 (cf. [ABdMG96]) and satisfying a weaker regularity.
In particular, this includes potentials with Coulomb singularities, and also short range potentials (see
Definition 3.1.3). Secondly, we will use the Mourre theory with a more general class of conjugate operators
including AN (see (3.5)).
Let a ą 0 and let sinpapq “ `sinp´iaBx1q, ¨ ¨ ¨ , sinp´iaBxν q˘. Let
AN “ 1
2
`
sinpapq ¨ q ` q ¨ sinpapq˘. (3.1)
Fix a real function ξ P C8pXq such that ξpxq “ 0 if |x| ă 1 and ξpxq “ 1 if |x| ą 2.
Theorem 3.1.1. Let a P R and V : H2 Ñ L2 (respectively V : H1 Ñ H´1) be a compact symmetric
multiplication operator with, for all vector e of the canonical basis of Rν ,ż 8
1
}ξpq{rq|q|pV pq ` aeq ´ V pqqq}B dr
r
ă 8 (3.2)
where B “ B2 (respectively B “ B1). Then the self-adjoint operator H “ ∆ ` V on H has normal
spectrum in p0, ppi{aq2q and, for some appropriate Besov space K, the limits
pH ´ λ˘ i0q´1 :“ w*-lim
µÓ0 pH ´ λ˘ iµq
´1 (3.3)
exist in BpK,K˚q, locally uniformly in λ P p0, ppi{aq2q outside the eigenvalues of H.
We make some comments in connection with the Theorem 3.1.1.
1. The Besov space is defined in Section 3.2 by (3.14).
2. Condition (3.2) is satisfied if }xqyµpV pq ` aq ´ V pqqq}B ă 8 for a fixed
µ ą 1. To satisfy this conditions, it suffices that }xqyµV }B ă 8. In particular, in dimension ν ­“ 2,
if V is a real function on Rν and if there is µ ą 1 such that `x¨yµV p¨q˘p is in the Kato class, with
p “ 1 if ν “ 1, and p “ ν{2 if ν ě 3, then condition (3.2) is satisfied (see Proposition 3.4.7). If this
is the case for all a P R, then the limiting absorption principle is true on p0,`8q.
3. In the case where V : H2 Ñ L2 is compact, in [Nak15], V is assumed to satisfy qpV pq ` aeq ´
V pqqq and q2pV pq ` aeq ` V pq ´ aeq ´ 2V pqqq be ∆-bounded. This assumptions implies to the
C2pAN ,H2, L2q regularity. Observe that, since qpV pq ` aeq ´ V pqqq appears in rV, iAN s, (3.2)
implies the C1,1pAN ,H2,H´2q regularity which is implied by the C2pAN ,H2, L2q regularity.
4. In one dimension, let V such that
xqV pξq “ `8ÿ
n“´8
λnχpξ ´ nq, (3.4)
where p¨ is the Fourier transform, λn P R and χ is compactly support, then V satisfies assumptions
of Theorem 3.1.1 with B “ B1 but V is neither ∆-bounded nor of class C1pAD,H1,H´1q. In
particular, we can neither apply the Mourre Theorem with the generator of dilation (see [ABdMG96,
p.258]) nor Nakamura’s Theorem (see lemma 3.5.3).
As in [Nak15], the limiting absorption principle is limited to p0, ppi{aq2q. The bound ppi{aq2 is artificial
and appears with the choice of vector field sinpapq. In fact, by a simple computation with the Laplacian
∆ in L2pRνq, we have
r∆, iAN s “ r∆, i1
2
`
sinpapq ¨ q ` q ¨ sinpapq˘s
“ 1
2
`
sinpapq ¨ r∆, iqs ` r∆, iqs ¨ sinpapq˘
“ 2p ¨ sinpapq
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which implies a loss of positivity on ppi{aq2. This is a drawback except if we can apply (3.2) for all a ą 0.
We will use Nakamura’s method in a broader framework that allows the removing of this drawback.
Let us denote H0 “ ∆ “ p2. Then H0 is a self-adjoint operator in H with domain H2 which extends to a
linear symmetric operator H1 Ñ H´1 for which we keep the notation H0. Let V : H1 Ñ H´1 be a linear
symmetric compact operator. Then H “ H0 ` V is a symmetric operator H1 Ñ H´1 which induces a
self-adjoint operator in H for which we keep the notation H. Let E0 and E be the spectral measures of
H0 and H.
Note that for each non real z the resolvent Rpzq “ pH ´ zq´1 of the self-adjoint operator H in H
extends to a continuous operator Rpzq : H´1 Ñ H1 which is in fact the inverse of the bijective operator
H ´ z : H1 Ñ H´1.
AN and AD belongs to a general class of conjugate operator, which appears in [ABdMG96, Proposition
4.2.3]. This is the class of operator which can be written like
Au “ 1
2
puppq ¨ q ` q ¨ uppqq (3.5)
where u is a C8 vector field with all the derivates bounded. We will see that this conjugate operator
is self-adjoint on some domain (see Section 3.6). Conjugate operators of this form were already used in
Mourre’s paper [Mou81, page 395].
Remark that the commutator of such conjugate operator with a function of p is quite explicit: denoting
h1 “ ∇h then
rhppq, iAus “ rhppq, iuppqqs “ uppq ¨ h1ppq “ pu ¨ h1qppq. (3.6)
In particular rH0, iAus “ 2p ¨ uppq. We denote by the same notation eiτAu the C0-group in H1 and in
H´1.
One says that A is strictly conjugate to H0 on J if there is a real number a ą 0 such that
E0pJqrH0, iAsE0pJq ě aE0pJq, which in our case means 2k ¨ upkq ě a for each k P X such that |k|2 P J .
Taking Au in this class, we have the following
Theorem 3.1.2. Let V : H1 Ñ H´1 be a compact symmetric operator such that there is u a C8 bounded
vector field with all derivatives bounded such that V is of class C1,1pAu,H1,H´1q in the following sense:ż 1
0
}Vτ ` V´τ ´ 2V }B1 dττ2 ă 8, where Vτ “ e
iτAuV e´iτAu . (3.7)
Let J be an open real set such that
inftk ¨ upkq | k P X, |k|2 P Ju ą 0. (3.8)
Then H has normal spectrum in J and the limits
Rpλ˘ i0q :“ w*-lim
µÓ0 Rpλ˘ iµq (3.9)
exist in B
´
H´11{2,1,H1´1{2,8
¯
, locally uniformly in λ P J outside the eigenvalues of H, where H´11{2,1 and
H1´1{2,8 are interpolation spaces which are defined on Section 3.2.
We make some remarks about this Theorem:
1. To check the C1,1pAu,H1,H´1q property, it is useful to have eitAuH1 Ă H1. For that, we will make
a comment in the Section 3.6 on the flow generated by the vector field u associated to Au.
2. If k ¨ upkq is positive for all k ­“ 0, Theorem 3.1.2 applies with J “ p0,`8q.
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3. If V is the divergence of a short range potential (see Definition 3.1.3), then Theorem 3.1.2 applies.
A certain class of this type of potential were already studied in [Com80] and [CG76].
4. Since Rpλ˘ i0q exists in B
´
H´11{2,1,H1´1{2,8
¯
, this operator exists in
B pC8c pRνq, D1q, with D1 the space of distributions.
5. If V can be seen as a compact operator from H2 to L2, Theorem 3.1.2 is still valid if we replace the
assumption "V is of class C1,1pAu,H1,H´1q" by the weak assumption "V P C1,1pAu,H2,H´2q"
with the same proof.
6. Consider the ∆-compact operator V pqq where
V pxq “ p1´ κp|x|qqsinp|x|
αq
|x|β ,
with κ P C8c pR,Rq with κp|x|q “ 1 if |x| ă 1, 0 ď κ ď 1, α ą 0 and β ą 0. Note that this
type of potential was already studied in [BAD79, DMR91, DR83a, DR83b, JM17, RT97a, RT97b].
In [JM17], they proved that if |α ´ 1| ` β ą 1, then V has the good regularity with AD but, if
|α ´ 1| ` β ă 1, H R C1pADq. In the latter case, we cannot apply the Mourre theory with the
generator of dilation. Here, we prove that, with a certain choice of u, V P C1,1pAu,H2,H´2q if
2α ` β ą 3 (see lemma 3.5.4). In that case, Theorem 3.1.2 applies. In particular, in the region
2α` β ą 3 and α` β ď 2, we have the limiting absorption principle but H is not of class C1pADq.
In Section 3.5, we will see that Theorem 3.1.2 also applies if β ď 0 under certain condition on α.
7. Let κ P C8c pR,Rq such that κ “ 1 on r´1, 1s and 0 ď κ ď 1. Let
V pxq “ p1´ κp|x|qq expp3|x|{4q sinpexpp|x|qq.
We can show that, for all u bounded, V P C8pAu,H1,H´1q and Theorem 3.1.2 applies (see Lemma
3.5.6). Moreover, this implies good regularity properties on the boundary values of the resolvent.
Since V is not ∆-bounded, we cannot use the C1pAD,H2,H´2q (see [ABdMG96, Theorem 6.3.4]).
We can also prove that V R C1pAD,H1,H´1q. In particular, Theorem 3.1.2 does not apply with
Au “ AD.
8. If V : H1 Ñ H´1 is compact and if there is µ ą 0 such that x ÞÑ xxy1`µV pxq is in H´1 (V
is assumed to be short range in a quite weak sense), then we can apply Theorem 3.1.2 with an
appropriate u (see lemma 3.5.8). We will provide in this class an concrete example which cannot
be treated with the generator of dilations or Nakamura’s result (see lemma 3.5.10).
Now we will see a third result concerning existence of wave operators which are useful in scattering theory
(see [RS70c]).
Definition 3.1.3. A linear operator S P B1 is short range if it is compact, symmetric, andż 8
1
}ξpq{rqS}B1 dr ă 8. (3.10)
Remark that (3.2) is satisfied if ż 8
1
}ξpq{rq|q|V }B dr
r
ă 8 (3.11)
which is a short range type condition.
Note that we do not require S to be local. Clearly this condition requires less decay than the condition
(3.11). Then we have:
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Theorem 3.1.4. Let H be as in Theorem 3.1.1 and let S be a short range operator. Then the self-adjoint
operator H1 “ H ` S has normal spectrum in p0,8q and the wave operators
Ω˘ “ s-lim
tÑ˘8 e
itH1e´itHEcH (3.12)
exist and are complete, where EcH is the projection onto the continuity subspace of H.
We now prove Theorem 3.1.4. We have H1 “ ∆` V `S and from [ABdMG96, 7.5.8] it follows that
S, hence V ` S, is of class C1,1pAN ,H1,H´1q for all a ą 0 so that we can use Theorem 3.1.2 to deduce
that K has normal spectrum in p0,8q and that the boundary values of its resolvent exist as in the case of
H. For the existence and completeness of the wave operators we use [ABdMG96, Proposition 7.5.6] with
the following change of notations: H0, H, V from the quoted proposition are our H,H1, S respectively. It
remains only to check that S satisfies the last condition required on V in that proposition: but this is a
consequence of [GM01, Theorem 2.14]. l
We will give on Section 3.4 more explicit conditions which ensure that the assumptions of Theorem 3.1.1
and 3.1.4 are satisfied in the case where V and S are real functions.
We make two final remarks. First, the assumption of compactness of V and S as operators H1 Ñ H´1
is too strong for some applications, for example it is not satisfied if
X “ R3 and V pxq has local singularities of order |x|´2. But compactness can be replaced by a notion
of smallness at infinity similar to that used in [GM01] which covers such singularities and the arguments
there extend to the present setting. Second, let us mention that we treat only the case when H0 is the
Laplacian ∆ “ p2 but an extension to more general functions hppq is straightforward with the same class
of conjugate operator Au.
The paper is organized as follows. In Section 3.2, we will give some notations we will use below and
we recall some basic fact about regularity with respect to a conjugate operator. In Section 3.3, we will
prove Theorem 3.1.2 and extend Nakamura’s results by geting properties about the boundary values of
the resolvent. In Section 3.4 , we will give an extension of Nakamura’s theorem by using the Mourre
theory with C1,1 regularity with respect to the conjugate operator AN . In Section 3.5, we will give some
examples of potentials which satisfies Theorem 3.1.1 and Theorem 3.1.2 and which are not covered by
Mourre Theorem with the generator of dilation and Nakamura’s Theorem. In Section 3.6, we will study
the flow associated to the unitary group generated by Au.
3.2 Notation and basic notions
3.2.1 Notation
Let X “ Rν and for s P R let Hs be the usual Sobolev spaces on X with H0 “ H “ L2pXq
whose norm is denoted } ¨ }. We are mainly interested in the space H1 defined by the norm }f}21 “ş `|fpxq|2 ` |∇fpxq|2˘ dx and its dual space H´1.
Recall that we set B1 “ BpH1,H´1q and B2 “ BpH2,H´2q which are Banach spaces with norm } ¨ }B,
B “ B1,B2. These spaces satisfy B1 Ă B2.
We denote qj the operator of multiplication by the coordinate xj and pj “ ´iBj considered as operators
in H. For k P X we denote k ¨ q “ k1q1 ` ¨ ¨ ¨ ` kνqν . If u is a measurable function on X let upqq be the
operator of multiplication by u in H and uppq “ F´1upqqF , where F is the Fourier transformation:
pFfqpξq “ p2piq´ ν2
ż
e´ix¨ξupxqdx.
If there is no ambiguity we keep the same notation for these operators when considered as acting in other
spaces.
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Throughout this paper ξ P C8pXq is a real function such that ξpxq “ 0 if |x| ă 1 and ξpxq “ 1 if |x| ą 2.
Clearly the operator ξpqq acts continuously in all the spaces Hs.
We are mainly interested in potentials V which are multiplication operators in the following more general
sense.
Definition 3.2.1. A map V P B is called a multiplication operator if V eik¨q “ eik¨qV for all k P X. Or,
equivalently, if V θpqq “ θpqqV for all θ P C8c pXq.
For the proof of the equivalence, note first that from V eik¨q “ eik¨qV,@k P X we get V θpqq “ θpqqV
for any Schwartz test function θ because p2piq ν2 θpqq “ ş eikqpFθqpkqdk and second that if η P C1pXq is
bounded with bounded derivative then ηpqq is the strong limit in B of a sequence of operators θpqq with
θ P C8c pXq.
As we mentioned in the introduction, such a V is necessarily the operator of multiplication by a dis-
tribution that we also denote V and we sometimes write the associated operator V pqq. For example,
the distribution V could be the divergence divW of a measurable vector field W : X Ñ X such that
multiplication by the components of W sends H1 into H. For example, W could be a bounded function
and if this function tends to zero at infinity then V will be a compact operator H1 Ñ H´1. we say that
a multiplication operator V is ∆-compact if V : H2 Ñ L2 is a compact operator.
As usual xxy “ a1` |x|2. Then xqy is the operator of multiplication by the function x ÞÑ xxy and
xpy “ F´1xqyF . For real s, t we denote Hts the space defined by the norm
}f}Hts “ }xqysf}Ht “ }xpytxqysf} “ }xqysxpytf}. (3.13)
Note that the adjoint space of Hts may be identified with H´t´s.
A finer Besov type version H´11{2,1 of H´11{2 appears naturally in the theory. To alleviate the writing we
denote it K. This space is defined by the norm
}f}K “ }θpqqf}H´1 `
ż 8
1
}τ1{2ψpq{τqf}H´1 dττ (3.14)
where θ, ψ P C8c pXq with θpxq “ 1 if |x| ă 1, ψpxq “ 0 if |x| ă 1{2, and ψpxq “ 1 if 1 ă |x| ă 2. The
adjoint space K˚ of K is the Besov space H1´1{2,8 (see [ABdMG96, Chapter 4]).
We will see in Section 3.6 that if u : X Ñ X is a C8 vector field all of whose derivatives are bounded
then the operator
Au “ 1
2
puppq ¨ q ` q ¨ uppqq “ 1
2
νÿ
j“1
pujppqqj ` qjujppqq “ uppq ¨ q ` i
2
pdivuqppq (3.15)
with domain C8c pXq is essentially self-adjoint in H; we keep the notation Au for its closure. Remark that
the unitary group eiτAu generated by Au leaves invariant all the spaces Hst and K (see Section 3.6).
Since we will use a lot the case of u bounded, let U be the space of vector fields u bounded with all
derivatives bounded such that x ¨ upxq ą 0 for all x ­“ 0.
3.2.2 Regularity
Let F 1, F 2 be two Banach space and T : F 1 Ñ F 2 a bounded operator.
Let A a self-adjoint operator.
Let k P N. we say that T P CkpA,F 1, F 2q if, for all f P F 1, the map R Q t Ñ eitATe´itAf has the usual
Ck regularity. The following characterisation is available:
Proposition 3.2.2. T P C1pA,F 1, F 2q if and only if rT,As has an extension in BpF 1, F 2q.
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It follows that, for k ą 1, T P CkpA,F 1, F 2q if and only if rT,As P Ck´1pA,F 1, F 2q.
We can define another class of regularity called the C1,1 regularity:
Proposition 3.2.3. we say that T P C1,1pA,F 1, F 2q if and only ifż 1
0
}Tτ ` T´τ ´ 2T }BpF 1,F2q dττ2 ă 8,
where Tτ “ eiτAuT e´iτAu .
An easier result can be used:
Proposition 3.2.4 (Proposition 7.5.7 from [ABdMG96]). Let ξ P C8pXq such that ξpxq “ 0 if |x| ă 1
and ξpxq “ 1 if |x| ą 2. If T satisfiesż 8
1
}ξpq{rqrT, iAs}BpF 1,F2q drr ă 8
then T is of class C1,1pA,F 1, F 2q.
If T is not bounded, we say that T P CkpA,F 1, F 2q if for z R σpT q, pT ´ zq´1 P CkpA,F 1, F 2q.
Proposition 3.2.5. For all k ą 1, we have
CkpA,F 1, F 2q Ă C1,1pA,F 1, F 2q Ă C1pA,F 1, F 2q.
If F 1 “ F 2 “ H is an Hilbert space, we note C1pAq “ C1pA,H,H˚q. If T is self-adjoint, we have the
following:
Theorem 3.2.6 (Theorem 6.3.4 from [ABdMG96]). Let A and T be self-adjoint operator in a Hilbert
space H. Assume that the unitary group texppiAτquτPR leaves the domain DpT q of T invariant. Set
G “ DpT q endowed with it graph topology. Then
1. T is of class C1pAq if and only if T P C1pA,G,G˚q.
2. T is of class C1,1pAq if and only if T P C1,1pA,G,G˚q.
Remark that, if T : HÑ H is not bounded, since T : G Ñ G˚ is bounded, in general, it is easier to prove
that T P C1pA,G,G˚q than T P C1pAq.
If G is the form domain of H, we have the following:
Proposition 3.2.7 (see p. 258 of [ABdMG96]). Let A and T be self-adjoint operators in a Hilbert space
H. Assume that the unitary group texppiAτquτPR leaves the form domain G of T invariant. Then
1. T is of class CkpAq if T P CkpA,G,G˚q, for all k P N.
2. T is of class C1,1pAq if T P C1,1pA,G,G˚q.
As previously, since T : G Ñ G˚ is always bounded, it is, in general, easier to prove that T P CkpA,G,G˚q
than T P CkpAq.
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3.3 Nakamura’s ideas in a more general setting: Boundary values
of the resolvent
In this section, we will prove the Theorem 3.1.2 and we will see how the regularity of the potential, in
relation to Au, can implies a good regularity for the boundary values of the resolvent.
We now prove Theorem 3.1.2 By taking into account the equation (3.6) and the statement of Theorem
7.5.6 in [ABdMG96] we only have to explain how the space K introduced before (3.14) appears into the
picture (this is not the space also denoted K in [ABdMG96]). In fact the quoted theorem gives a more
precise result, namely instead of our K one may take the real interpolation space `DpAu,H´1q,H´1˘1{2,1,
where DpAu,H´1q is the domain of the closure of Au in H´1. From (3.15) and since u is bounded with
all its derivatives bounded it follows immediately that DpAu,H´1q contains the domain of xqy in H´1,
which is H´11 . Hence
`
DpAu,H´1q,H´1
˘
1{2,1 contains
`H´11 ,H´1˘1{2,1 which is H´11{2,1 “ K. l
We say that V is of class CkpAu,H1,H´1q for some integer k ě 1 if the map τ ÞÑ Vτ P BpH1,H´1q is
k times strongly differentiable. We clearly have C2pAu,H1,H´1q Ă C1,1pAu,H1,H´1q. In [Mou81] the
Limiting Absorption Principle is proved essentially for V P C2pAq (see [GG99] for more details); notice
that in [Mou83] the limiting absorption principle is proved in a space better (i.e larger) than K (see
(3.13)), but not of Besov type.
If s ą 1{2 then H´1s Ă K with a continuous and dense embedding. Hence:
Corollary 3.3.1. For each s ą 1{2 the limit Rpλ ˘ i0q “ w*-limµÓ0Rpλ ˘ iµq exists in the spaces
B
`H´1s ,H1´s˘, locally uniformly in λ P J outside the eigenvalues of H.
The C1,1pAuq regularity condition (3.7) on V is not explicit enough for some applications. We now give
a simpler condition which ensures that (3.7) is satisfied.
We recall some easily proven facts concerning the class C1pAu,H1,H´1q. First, V is of class
C1pAu,H1,H´1q if and only if the function τ ÞÑ Vτ P BpH1,H´1q is (norm or strongly) Lipschitz. Notice
that we used eiτAH1 Ă H1 to prove this. Second, note that for an arbitrary V the expression rV, iAus is
well-defined as symmetric sesquilinear form on C8c pXq and V is of class C1pAu,H1,H´1q if and only if
this form is continuous for the topology induced by H1. In this case we keep the notation rV, iAus for its
continuous extension to H1 and for the continuous symmetric operator H1 Ñ H´1 associated to it.
As a consequence of Proposition 7.5.7 from [ABdMG96] with the choice Λ “ xqy we get:
Proposition 3.3.2. Let V : H1 Ñ H´1 be a symmetric bounded operator of class
C1pAu,H1,H´1q such that ż 8
1
}ξpq{rqrV, iAus}B dr
r
ă 8 (3.16)
with B “ B1. Then V is of class C1,1pAu,H1,H´1q.
If the potential V is of a higher regularity class with respect to Au then, by using results from [BdMG93],
we also get an optimal result on the order of continuity of the boundary values of the resolvent Rpλ˘i0q as
functions of λ. From [Mou83] and the improvements in [BdMGS97] one may also get a precise description
of the propagation properties of the dynamical group eitH in this context, but we shall not give the details
here.
To state this regularity result we recall the definition of the Hölder-Zygmund continuity classes of order
s P p0,8q . Let E be a Banach space and F : R Ñ E a continuous function. If 0 ă s ă 1 then F is of
class Λs if F is Hölder continuous of order s. If s “ 1 then F is of class Λ1 if it is of Zygmund class, i.e.
}F pt ` εq ` F pt ´ εq ´ 2F ptq} ď Cε for all real t and ε ą 0. If s ą 1, let us write s “ k ` σ with k ě 1
integer and 0 ă σ ď 1; then F is of class Λs if F is k times continuously differentiable and F pkq is of class
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Λσ. The corresponding local classes are defined as follows: if F is defined on an open real set U then F
is locally of class Λs if θF is of class Λs for any θ P C8c pUq.
We say that V is of class ΛspAu,H1,H´1q if the function τ ÞÑ Vτ P B1 is of class Λs. We mention that
in a more general context this class is denoted by Cs,8pAu,H1,H´1q, but this does not matter here. In
any case, one may easily check that
ΛspAu,H1,H´1q Ă C1,1pAu,H1,H´1q Ă C1pAu,H1,H´1q if s ą 1. If s ě 1 is an integer then
CspAu,H1,H´1q Ă ΛspAu,H1,H´1q strictly.
Theorem 3.3.3. Assume that u and J are as in Theorem 3.1.2 and let s be a real number such that
s ą 1{2. If V : H1 Ñ H´1 is a compact symmetric operator of class Λs`1{2pAu,H1,H´1q then the
functions
λ ÞÑ Rpλ˘ i0q P BpH´1s ,H1´sq (3.17)
are locally of class Λs´1{2 on J outside the eigenvalues of H.
Proof. We shall deduce this from the theorem on page 12 of [BdMG93]. First, note that H has a
spectral gap because H0 ě 0 and pH ` iq´1´pH0` iq´1 is a compact operator hence H and H0 have the
same essential spectrum. Thus we may use the quoted theorem and we get the assertion of the present
theorem but with BpH´1s ,H1´sq replaced by BpHs,H´sq. Then it suffices to observe that if z belongs to
the resolvent set of H then we have
Rpzq “ Rpiq ` pz ´ iqRpiq2 ` pz ´ iq2RpiqRpzqRpiq
and to note that Rpiq sends H´1s into H1s. l
We state explicitly the particular case corresponding to the Mourre condition V P C2pAu,H1,H´1q.
We mention that this is equivalent to the fact that the sesquilinear form rrV,Aus, Aus, which is always
well-defined on C8c pXq, extends to a continuous sesquilinear form on H1.
Corollary 3.3.4. Assume that we are in the conditions of the Theorem 3.1.2 but with the condition (3.7)
replaced by the stronger one V P C2pAu,H1,H´1q. Then the map (3.17) is Hölder continuous of order
s ´ 1{2 for all s such that 1{2 ă s ă 3{2 and if s “ 3{2 then the map (3.17) is of Zygmund class (but
could be nowhere differentiable).
Previously, we saw that H0 verified the Mourre estimate on I if and only if k ¨ upkq ą 0 for all k such
that |k|2 P I. Moreover, we saw that if H0 verified the Mourre estimate on I, because the potential V is
H0-compact or compact on H1, the form domain of H0, to H´1, H verified the Mourre estimate on the
same interval I.
Because
uN pxq “ psinpaxjqqj“1,¨¨¨ ,ν
we have the Mourre estimate only on Ia “ p0, ppi{aq2q, i.e. where uN pxq ­“ 0; this function constructs
some artificial thresholds. If we can choose a vector field u such that x ¨ upxq ą 0 if x ­“ 0 which satisfied
some good conditions of regularity for the potential V , we can extend the interval Ia to I “ p0,`8q. For
example, we can choose the vector field upxq “ parctanpxjqqj“1,¨¨¨ ,ν , the function arctan being non zero
for x ­“ 0, or upxq “ x{xxy. In particular, with this type of vector field, if xpy´1qV xpy´1 is bounded, then
V P C1pAu,H1,H´1q and we have the Mourre estimate on all compact subset of p0,`8q.
3.4 An extension of Nakamura’s results
In this section, we will prove Theorem 3.1.1 and we will give some conditions easy to verify which assure
that assumptions of Theorem 3.1.1 and 3.1.4 are satisfied. Moreover, we will give a stronger version of
Nakamura’s Theoerem with estimates on the boundary values of the resolvent.
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In all this section, B “ B1 “ BpH1,H´1q.
We fix a real number a ą 0 and denote Ia “ p0, pi2a2 q . We apply the general results from Section 3.3 with
the vector field u as in [Nak15]:
uN ppq “ psinpap1q, . . . , sinpapνqq . (3.18)
Then pdiv uN qppq “ řjBpj sinpapjq “ řja cospapjq hence
2AN “ řj`qj sinpapjq ` sinpapjqqj˘ “ řj`2qj sinpapjq ´ ia cospapjq˘. (3.19)
The operator AN behaves well with respect to the tensor factorization L2pXq “ L2pRqbν and this
simplifies the computations. Indeed, if we denote B the operator A acting in L2pRq we have AN “
A1 ` ¨ ¨ ¨ `Aν with A1 “ B b 1 ¨ ¨ ¨ b 1, A2 “ 1bB b 1 ¨ ¨ ¨ b 1, etc.
Let Tj “ eiapj be the operator of translation by a in the j direction, i.e.
pTjfqpxq “ fpx` aejq where e1, . . . , eν is the natural basis of X “ Rν . For any V : H1 Ñ H´1 set
δjpV q “ TjV Tj˚ ´ V (3.20)
which is also an operator H1 Ñ H´1 hence we may consider δkδjpV q, etc. If V “ V pqq is a multiplication
operator then
δjpV q “ V pq ` aejq ´ V pqq.
Remark that, when V is a multiplication operator, δjpV q appears in the first commutator
rV, iAN s. The operation δj can also be applied to various unbounded operators, for example we obviously
have δjpqkq “ aδjk, where δjk is the Kronecker symbol, and
δjpuppqq “ 0.
If S P B then rqj , Ss and qjS are well-defined as sesquilinear forms on C8c pXq and we say that one
of these expressions is a bounded operator H1 Ñ H´1 if the corresponding form is continuous in the
topology induced by H1.
Theorem 3.4.1. Let V : H1 Ñ H´1 be a compact symmetric operator such that for any j the forms
rqj , V s and qjδjpV q are bounded operators H1 Ñ H´1 andż 8
1
´
}ξpq{rqrqj , V s}B ` }ξpq{rqqjδjpV q}B
¯dr
r
ă 8. (3.21)
Then H has normal spectrum in Ia and the limits Rpλ ˘ i0q “ w*-limεÓ0Rpλ ˘ iεq exist in BpK,K˚q,
locally uniformly in λ P Ia outside the set of eigenvalues of H.
Remark 3.4.2. This Theorem give a stronger result than Theorem 3.1.1, since, if V is a multiplication
operator, rqj , V s “ 0 and (3.21) reduces to (3.2).
Proof. This is a consequence of Theorem 3.1.2 and Proposition 3.3.2 once we have checked that V is of
class C1pAN q and the relation (3.16) is satisfied. In order to prove that
V P C1pAN ,H1,H´1q it suffices to show that the sesquilinear form on C8c pXq defined by
r2AN , V s “ řj`2rqj sinpapjq, V s ´ iarcospapjq, V s˘ (3.22)
is continuous for the H1 topology. This is clear for the second term in the sum and for the first one we
use
rqj sinpapjq, V s “ rqj , V s sinpapjq ` qjrsinpapjq, V s. (3.23)
The first term on the right hand side defines a bounded operator H1 Ñ H´1 by one of the hypotheses of
the theorem. For the second one we first note that
rTj , V s “ δjpV qTj and rTj˚ , V s “ ´Tj˚ δjpV q (3.24)
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from which we get
2irsinpapjq, V s “ rTj ´ Tj˚ , V s “ δjpV qTj ` Tj˚ δjpV q (3.25)
from which it follows easily that qjrsinpapjq, V s is bounded.
Thus V is of class C1pAN ,H1,H´1q.
It remains to show that (3.16) is satisfied. We use (3.22) again: the terms with sinpapjq are treated with
the help of (3.23) and (3.25). The term with cospapjq is treated similarly by using
2rcospapjq, V s “ rTj ` Tj˚ , V s “ δjpV qTj ´ Tj˚ δjpV q. (3.26)
Using (3.21), this proves (3.16). l
Remark 3.4.3. The “usual” version of the preceding theorem involves derivatives rpj , V s of the potential,
instead of the finite differences δjpV q, cf. [ABdMG96, Theorem 7.6.8]. Note that the quoted theorem is
a consequence of Theorem 3.4.1 because }δjpV q}B ď a}rpj , V s}B.
The condition (3.21) says that the operators rqj , V s and qjδjpV q are not only bounded as mapsH1 Ñ H´1
but also tend to zero at infinity in some weak sense. Then it is clear that the maps λ ÞÑ Rpλ ˘ i0q P
BpK,K˚q are strongly continuous outside the eigenvalues of H, but nothing else can be said in general.
Stronger conditions on this decay improve the smoothness properties of the boundary values Rpλ ˘ i0q
as maps H1s Ñ H´1´s. This question is solved in general by using Theorem 3.3.3 but here we consider only
a particular case as an example. One may see in [GM01, Theorem 1.7] the type of assumptions V has to
satisfy in order to improve the smoothness properties of the boundary values.
Remark that if V is a multiplication operator, we have
δjδkpV q “ V pq ` aej ` aekq ´ V pq ` aejq ´ V pq ` aekq ` V pqq
which appears in the second commutator rrV, iAN s, iAN s.
The next result is an extension of [Nak15, Theorem 1]: we make the regularity assumption V P C2pAN q
but V is not necessarily an operator in H and we give the precise Hölder continuity order of the boundary
values.
Theorem 3.4.4. Let V “ V pqq : H1 Ñ H´1 be a symmetric compact multiplication operator. Assume
that there is a real number a ą 0 such that for all j, k
pHq
#
qj
`
V pq ` aejq ´ V pqq
˘
and
qjqk
`
V pq ` aej ` aekq ´ V pq ` aekq ´ V pq ` aekq ` V pqq
˘
are bounded operators H1 Ñ H´1. Then H has normal spectrum in the interval Ia and the limits
Rpλ˘ i0q “ w*-limεÓ0Rpλ˘ iεq exist in B pK,K˚q, locally uniformly in λ P Ia outside the eigenvalues of
H. If 12 ă s ă 32 then the operators Rpλ˘ i0q P BpH´1s ,H1´sq are locally Hölder continuous functions of
order s´ 12 of the parameter λ P Ia outside the eigenvalues of H.
Proof. We first show that (3.8) is satisfied for any open interval J whose closure is included in Ia, i.e.
inftk ¨uN pkq | k P X, |k|2 P Ju ą 0. Since k ÞÑ k ¨uN pkq is a continuous function and J¯ is a compact in Ia,
it suffices to check that ak ¨ uN pkq “ ř akj sinpakjq ą 0 for all k such that |k|2 P Ia. The last condition
may be written 0 ă |ak| ă pi and this implies |akj | ă pi for all j and |akj | ą 0 for at least one j. Clearly
then we get ak ¨ uN pkq ą 0.
For the rest of the proof it suffices to check that V is of class C2pAN ,H1,H´1q. Indeed, then we may
use Theorems 3.1.2, Corollary 3.3.1, and Theorem 3.3.3 (see also Corollary 3.3.4).
Thus we have to prove that the commutators rAN , V s and rAN , rAN , V ss, which are a priori defined as
sesquilinear forms on C8c pXq, extend to continuous forms on H1. Although the computations are very
simple, we give the details for the convenience of the reader.
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We have rAN , V s “ řrAj , V s and rAN , rAN , V ss “ řrAj , rAk, V ss and we recall the relations (3.24).
Since sinpapjq “ 12i pTj ´ Tj˚ q and cospapjq “ 12 pTj ` Tj˚ q we have
2iAj “ qj2i sinpapjq ` a cospapjq “ qjpTj ´ Tj˚ q ` bpTj ` Tj˚ q (3.27)
where b “ a{2. Thus by using the relations rTj , V s “ δjpV qTj and rTj˚ , V s “ ´Tj˚ δjpV q and since
TjqjTj˚ “ qj ` a, we get
r2iAj , V s “ qjrTj ´ Tj˚ , V s ` brTj ` Tj˚ , V s
“ pb` qjqδjpV qTj ` Tj˚ p´b` qjqδjpV q (3.28)
Because Tj “ eiapj and Tj˚ “ e´iapj are bounded, by the assumption pHq the right hand side of this
relation is a bounded operator from H1 to H´1, hence V is of class C1pAN ,H1,H´1q. It remains to treat
the second order commutators.
Since riAN , S˚s “ riAN , Ss˚, we have
riAj , riAk, V ss “ riAj , pb` qkqδkpV qTks ` riAj , T˚k p´b` qkqδkpV qs
“ riAj , pb` qkqδkpV qsTk ` pb` qkqδkpV qriAj , Tks
` riAj , Tks˚p´b` qkqδkpV q ` T˚k riAj , p´b` qkqδkpV qs. (3.29)
Since we have riAj , Tks “ bδjkp1´ T 2k q, we get
riAj , pb` qkqδkpV qsTk ` pb` qkqδkpV qriAj , Tks “ riAj , pb` qkqδkpV qsTk
` bδjkpb` qkqδkpV qp1´ T 2k q. (3.30)
The last term here is again a bounded operator H1 Ñ H´1 by assumption pHq, hence it remains to prove
that the first term of the right hand side has the same property. For this we use (3.28) with pb`qkqδkpV q
instead of V and we get:
riAj , pb` qkqδkpV qs “ pb` qjqδjppb` qkqδkpV qqTj
` Tj˚ p´b` qjqδjppb` qkqδkpV qq. (3.31)
Since δjpMNq “ δjpMqTjNTj˚ `MδjpNq we have
δj
`pb` qkqδkpV q˘ “ δjpb` qkqTjδkpV qTj˚ ` pb` qkqδjδkpV q
“ aδjkTjδjpV qTj˚ ` pb` qkqδjδkpV q.
Since pb` qjqTj “ Tjpqj ´ bq we then get
pb` qjqδj
`pb` qkqδkpV q˘ “ aδjkTjpqj ´ bqδjpV qTj˚ ` pb` qjqpb` qkqδjδkpV q
which is bounded as operator H1 Ñ H´1 by pHq, hence the right hand side of (3.31) has the same
property.
Using the same argument, we can prove that
riAj , Tks˚p´b` qkqδkpV q ` T˚k riAj , p´b` qkqδkpV qs
is bounded.
By (3.29), riAj , riAk, V ss is bounded and we deduce that V is of class C2pAN ,H1,H´1q. l
Remark 3.4.5. This Theorem is a stronger version of Nakamura’s result. In fact, in Nakamura’s paper,
V is a multiplication operator with the ∆-compact property (compact from H2 to L2) which is a stronger
assumption than compact from H1 to H´1. Moreover, we add in Theorem 3.4.4 a result concerning the
regularity of the boundary values of the resolvent.
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Now we assume that V and S are real functions and we give more explicit conditions which ensure that
the assumptions of the Theorems 3.1.1 and 3.1.4 are satisfied. Let p “ 1 if ν “ 1, any p ą 1 if ν “ 2, and
p “ ν{2 if ν ě 3 and denote JfKxp “ ´ş|y´x|ă1|fpyq|pdy¯1{p .
Proposition 3.4.6. Consider V and S multiplication operators such that:
• V P LplocpXq satisfies limxÑ8JV Kxp “ 0 and for any a P X and any r ą 1,ż 8
1
ϕaprqdr
r
ă 8
where
ϕaprq “ sup
|x|ąr
"
|x|JV p¨ ` aq ´ V p¨qKxp*;
• S P LplocpXq and
ş8
1
sup|x|ąrJSKxp dr ă 8.
Then all the conditions of Theorems 3.1.1 and 3.1.4 are satisfied.
Proof. If U : H1 Ñ H is a local operator then it is easy to see that there is C 1 P R such that
}U}H1ÑH ď C 1 supt}Uf} | f P H1 with }f}H1 ď 1 and diam supp f ď 1u.
If V is a function and ν ě 3 then the Sobolev inequality gives a number C2 such that
|xf |V fy| ď }|V |1{2f}2 ď }V }
L
ν
2
}f}2
L
2ν
ν´2
ď C2}V }
L
ν
2
}f}2H1 .
If ν “ 1, 2 then the argument is simpler but ν{2 has to be replaced by 1 or any p ą 1 respectively. Thus,
if we introduce the notation JV Kp “ sup
x
´ş
|y´x|ă1|V pyq|pdy
¯1{p
(3.32)
with p “ 1 if ν “ 1, any p ą 1 if ν “ 2, and p “ ν{2 if ν ě 3, we get the following estimate: there is a
number C “ Cpν, pq such that
}V }B ď CJV Kp . (3.33)
Clearly that C8c pXq is dense for the norm J¨Kp in the space of functions V with finite J¨Kp norm and
such that
ş
|y´x|ă1 |V pyq|pdy Ñ 0 as x Ñ 8. Thus for such functions the operator V pqq : H1 Ñ H´1 is
compact.
Suppose that, ϕaprq “ sup|x|ąrt|x|JV p¨ ` aq ´ V p¨qKxpu verifiesż 8
1
ϕaprqdr
r
ă 8.
We will prove that V verifies (3.2).
Because ξpxq “ 0 if }x} ď 1, and according to (3.33), we have
}ξpq{rq|q|pV pq ` aeq ´ V pqqq}B ď C sup
|x|ąr
J| ¨ |pV p¨ ` aq ´ V p¨qqKxp . (3.34)
By definition, we have
J| ¨ |pV p¨ ` aq ´ V p¨qqKxp “ ˆż|y´x|ă1 |y|p|V py ` aq ´ V pyq|pdy
˙1{p
. (3.35)
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Because p ě 1, |y|p ď p|y ´ x| ` |x|qp. Moreover, using the convexity of the function x ÞÑ xp on R`,
p|y ´ x| ` |x|qp “ 2p
ˆ |y ´ x| ` |x|
2
˙p
ď 2p´1p|y ´ x|p ` |x|pq.
So from (3.35), we haveJ| ¨ |pV p¨ ` aq ´ V p¨qqKxp ď C2p1` |x|pq1{pJpV p¨ ` aq ´ V p¨qqKxp (3.36)
where Ci are constants independent of x
By hypothesis on V , we have the following
}ξpq{rq|q|pV pq ` aeq ´ V pqqq}B ď C3 sup
|x|ąr
p1` |x|pq1{p
|x| ϕaprq ď C4ϕaprq (3.37)
and then ż 8
1
}ξpq{rq|q|pV pq ` aeq ´ V pqqq}B dr
r
ă C4
ż 8
1
ϕaprqdr
r
ă 8. (3.38)
l
A class of potentials that we may consider is the Kato class whose definition is as follows [CFKS08, Sec.
1.2]. A measurable function V : Rν Ñ R is of class Kν if
• limαÓ0 supx
ş
|y´x|ăα |y ´ x|2´ν |V pyq|dy “ 0 in case ν ą 2,
• limαÓ0 supx
ş
|y´x|ăα ln |y ´ x|´1|V pyq|dy “ 0 in case ν “ 2,
• limαÓ0 supx
ş
|y´x|ăα |V pyq|dy “ 0 in case ν “ 1.
The Kν norm of such a function is given by }V }Kν “ supx
ş
|y´x|ă1 Lνpy ´ xq|V pyq|dy with the obvious
definition of Lν . Note that the operator V pqq is form relatively bounded with respect to the Laplacian
with relative bound zero if V P Kν [CFKS08, p. 8] hence H “ ∆` V pqq is a well-defined self-adjoint and
bounded from below operator.
Proposition 3.4.7. Let V be a real function on Rν , with ν ­“ 2, such that there is µ ą 1 and `x¨yµV p¨q˘p P
Kν . Then condition (3.2) is satisfied.
Proof. According to (3.33), there is C ą 0 such that
}xqyµV }B ď CJx¨yµV Kp
ď C sup
x
´ş
|y´x|ă1|xyyµV pyq|pdy
¯1{p
ď C
ˆ
sup
x
ş
|y´x|ă1|xyyµV pyq|pdy
˙1{p
(3.39)
Because, if ν ­“ 2, Lνpy ´ xq ě 1 if |y ´ x| ă 1, we have the following
ş
|y´x|ă1|xyyµV pyq|pdy ď
ş
|y´x|ă1Lνpy ´ xq|xyyµV pyq|pdy (3.40)
So
sup
x
ş
|y´x|ă1|xyyµV pyq|pdy ď sup
x
ş
|y´x|ă1Lνpy ´ xq|xyyµV pyq|pdy (3.41)
According to (3.39), we have
}xqyµV }B ď C p}px¨yµV p¨qqp}Kν q1{p . (3.42)
So if there is µ ą 1 such that `x¨yµV p¨q˘p P Kν , then }xqyµV }B ă 8 and V satisfies (3.2). l
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3.5 Concrete potentials
In this section, we will give examples of concrete potential which satisfy the assumptions of Theorem
3.1.1 and the assumptions of Theorem 3.1.2. For these examples, we will discuss the application of the
Mourre Theorem with the generator of dilation and/or Nakamura’s result.
Note that since H0 “ ∆ : H1 Ñ H´1 is bounded, if V : H1 Ñ H´1 is compact, then H : H1 Ñ H´1 is
bounded. Furthermore H0 P C8pAu,H1,H´1q and we can deduce that:
Proposition 3.5.1. Let k P N˚. We suppose that V : H1 Ñ H´1 is compact. The folowing properties
are equivalent:
1. H “ ∆` V P CkpAuq;
2. H “ ∆` V P CkpAu,H1,H´1q;
3. V P CkpAu,H1,H´1q.
When V : H2 Ñ L2 is compact, we have the following
Proposition 3.5.2. Let k P N˚. We suppose that V is ∆-compact. The folowing properties are equivalent:
1. H “ ∆` V P CkpAu,H2,H´2q;
2. V P CkpAu,H2,H´2q.
Remark that if V is ∆-compact and k ­“ 1, H P CkpAu,H2,H´2q is not equivalent to H P CkpAuq (see
[ABdMG96, Theorem 6.3.4]).
3.5.1 A non Laplacian-compact potential
In this part, we work in one dimension.
Let χ P C1pR,Rq such that χpxq “ 0 if |x| ą 1, χpxq ą 0 if |x| ă 1 and χp´xq “ χpxq.
Lemma 3.5.3. Let V such that xqV pξq “ `8ÿ
n“´8
λnχpξ ´ nq,
where λ´n “ λn ě 0, λ0 “ 0, and pλnqnPZ is not bounded. Moreover, we suppose that there is 0 ă  ă 1{2
such that
`8ÿ
n“´8
λnxny´1{2` ă 8. (3.43)
Then, for all u P U ,
1. V is symmetric and V : H1 Ñ H´1 is compact.
2. V P C1,1pAu,H1,H´1q.
3. V R C1pAD,H1,H´1q.
4. V is not ∆-bounded.
We will give few remarks about this lemma.
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(a) Note that, since χ is compactly support, the sum which defines V is locally finite and so V is well
defined.
(b) Lemma 3.5.3 applies with AN replacing Au but since V is not ∆-bounded, and so V is not ∆-compact,
we can not apply [Nak15, Theorem 1]. Furthermore, because of (3), we can not apply the Mourre
Theorem with AD as conjugate operator.
(c) The requirements on pλnqnPZ are satisfied in the case
λn “
#
p if |n| “ 2p
0 else
.
Proof. [Lemma 3.5.3]
1. Let
Tnpxq “
#şx
0
χps´ nqds if n ą 0
´ ş0
x
χps´ nqds if n ă 0 .
Remark that T 1n “ χp¨ ´ nq. For n ą 0 and f, g P H1, we have
ˇˇˇ
pfˆ , Tn ˚ gˆq
ˇˇˇ
“
ˇˇˇˇ
ˇ
ż
R2
fˆpξqgˆpηq
ż ξ´η
0
χps´ nqdsdξdη
ˇˇˇˇ
ˇ
“
ˇˇˇˇ
ˇ
ż
R2
fˆpξqgˆpηq
ż ξ´η´n
´n
χpsqdsdξdη
ˇˇˇˇ
ˇ .
Since χpsq “ 0 if s ď ´1, şξ´η´n´n χpsqds “ 0 if ξ ´ η ´ n ď ´1. If ξ ´ η ´ n ą ´1, şξ´η´n´n χpsqds “şξ´η´n
´1 χpsqds. So
ˇˇˇ
pfˆ , Tn ˚ gˆq
ˇˇˇ
“
ˇˇˇˇ
ˇ
ż
R2
fˆpξqgˆpηq
ż ξ´η´n
´1
χpsqdsdξdη
ˇˇˇˇ
ˇ
ď
ż
R2
xξy|fˆpξq|xηy|gˆpηq|xξy´1xηy´1
ż ξ´η´n
´1
χpsqdsdξdη.
Since  ă 1{2, there is C ą 0 such that xξy´1{2`xηy´1{2` ď Cxξ ´ ηy´1{2`.ˇˇˇ
pfˆ , Tn ˚ gˆq
ˇˇˇ
ď C
ż
R2
xξy|fˆpξq|xηy|gˆpηq|xξy´1{2´xηy´1{2´
xξ ´ ηy´1{2`
ż ξ´η´n
´1
χpsqdsdξdη
ď xn´ 1y´1{2`
ż 1
´1
χpsqds
ż
R2
xξy|fˆpξq|xηy|gˆpηq|
xξy´1{2´xηy´1{2´dξdη.
So, since K : pξ, ηq Ñ xξy´1{2´xηy´1{2´ is in L2pR2q, the operator L2 Q ψ ÞÑ şRKpξ, ηqψpηqdη is
compact (see [RS70a, Theorem VI.23]). So Tn is compact from H1 to H´1 if n ą 0 and we can
remark that we have similar inequalities for n ă 0.
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So ˇˇˇ
pfˆ , Vˆ ˚ gˆq
ˇˇˇ
ď
`8ÿ
n“´8
|λn|
ˇˇˇ
pfˆ , Tn ˚ gˆq
ˇˇˇ
ď
ż
R2
xξy|fˆpξq|xηy|gˆpηq|Kpξ, ηqdξdηż 1
´1
χpsqds
`8ÿ
n“´8
|λn|maxpxn´ 1y´1{2`, xn` 1y´1{2`q.
So, since
ř`8
n“´8 |λn|xny´1{2` ă 8, V : H1 Ñ H´1 is compact.
Moreover, since χp´xq “ χpxq and λn “ λ´n, we have
xqV p´ξq “ `8ÿ
n“´8
λnχp´ξ ´ nq
“
`8ÿ
n“´8
λnχpξ ` nq
“
`8ÿ
n“´8
λ´nχpξ ´ nq
“ xqV pξq
So, since xqV pξq P R, xV pxq P R,@x P R, and we conclude that V is a symmetric multiplication
operator.
2. By a simple computation, in all dimension, we have
pg, rV,Ausfq “ pV g,Aufq ´ pAug, V fq
“ pV g, quppqfq ´ pquppqg, V fq
´ i
2
`pV g, u1ppqfq ` pu1ppqg, V fq˘
“ pqV g, uppqfq ´ puppqg, qV fq
´ i
2
`pV g, u1ppqfq ` pu1ppqg, V fq˘ . (3.44)
If u1 is bounded, since V : H1 Ñ H´1 is a compact operator, there is C ą 0 such thatˇˇpV g, u1ppqfq ` pu1ppqg, V fqˇˇ ď C}f}H1}g}H1 .
Moreover, we can remark that x¨y´1 xqV P L1pRq. So, there is C ą 0 such that
|puppqf, qV gq| “ |pupqqfˆ , xqV ˚ gˆq|
“
ˇˇˇˇż
R2
upξqfˆpξqxqV pξ ´ ηqgˆpηqdξdη ˇˇˇˇ
ď C
ż
R2
|upξq|xξy|fˆpξq|xξ ´ ηy´1|xqV pξ ´ ηq|
xηy|gˆpηq|dξdη (3.45)
Since f, g P H1 and u is bounded, upqqxqyfˆ and xqygˆ are in L2. So by Young inequality, we conclude
that
|puppqf, qV gq| ď C}upqqxqyfˆ}2}pxqy´1 xqV q ˚ pxqygˆq}2
ď C}xqy´1 xqV q}1}xqyfˆ}2}xqygˆ}2
ď C}xqy´1 xqV q}1}f}H1}g}H1 .
48
3.5. Concrete potentials
So V P C1pAu,H1,H´1q. Similarly, we have
pg, rrV,Aus, Ausfq “ prV,Ausg,Aufq ´ pAug, rV,Ausfq
“ prV,Ausg, quppqfq ´ pquppqg, rV,Ausfq
´ i
2
ˆ`
u1ppqg, rV,Ausf
˘` `rV,Ausg, u1ppqf˘˙.
Since V P C1pAu,H1,H´1q, pu1ppqg, rV,Ausfq ` prV,Ausg, u1ppqfq is bounded. Using (3.44), we
have
pquppqg, rV,Ausfq “ pqV quppqg, uppqfq ´ puppqquppqg, qV fq
´ i
2
ˆ`
V quppqg, u1ppqf˘` `u1ppqquppqg, V f˘˙
“ `q2V uppqg, uppqf˘´ puppqquppqg, qV fq
´ i
2
ˆ`
uppqg, qV u1ppqf˘` `u1ppqquppqg, V f˘˙.
By a simple computation, we have
puppqquppqg, qV fq “ pquppquppqg, qV fq ` pruppq, qsuppqg, qV fq
“ `uppquppqg, q2V f˘` i
2
`
uppqu1ppqg, qV f˘
and `
u1ppqquppqg, V f˘ “ `qu1ppquppqg, V f˘` `ru1ppq, qsuppqg, V f˘
“ `uppqu1ppqg, qV f˘` i
2
`
u2ppquppqg, V f˘ .
As previously, we can remark that xqy´1 yq2V P L1. So, since u and all of whose derivatives are
bounded, we deduce that rrV,Aus, Aus is a bounded operator on H1 Ñ H´1 and
V P C2pAu,H1,H´1q. Remark that all previous inequalities are true for any bounded u such that
u P C8 with all derivatives bounded. In particular, by taking upxq “ sinpaxq, we deduce that
V P C2pAN ,H1,H´1q Ă C1,1pAN ,H1,H´1q.
3. Now we will prove that V is not in C1pAD,H1,H´1q.
For N P N˚, let xfN “ 1rN,N`1sxN ` 1y´1 and gˆ “ 1r0,1s.
Note that }x¨yxfN }2L2}x¨ypg}2L2 ď 2 which implies that }fN }H1}g}H1 ď 4?2.
We have ´xfN , {∇pqV q ˚ gˆ¯ “ `8ÿ
n“´8
λn
ż
R2
pξ ´ ηqxfN pξqχpξ ´ η ´ nqgˆpηqdξdη
ě λNxN ` 1y
ż N`1
N
ˆż 1
0
pξ ´ ηqχpξ ´ η ´N ` 1qdη
˙
dξ
ě λNxN ` 1ypN ´ 1q
ż N`1
N
˜ż ξ´N`1
ξ´N
χpσqdσ
¸
dξ
ě N ´ 1xN ` 1yλN
ż 2
0
χpσq
˜ż N`σ
N`σ´1
dξ
¸
dσ
ě N ´ 1xN ` 1yλN
ż 2
0
χpσqdσ.
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So, since
ş2
0
χpσqdσ ą 0,
ˆ
pfN , rV, iADsgq
˙
NPN
is not bounded with
}fN }H1}g}H1 ď 4. So V does not belong to the class C1pAD,H1,H´1q.
4. Now, we will prove that V is not ∆-compact.
Let N P N, N ě 2 and let xfN “ 1rN`1,N`2s and gˆ “ 1r0,1s.
Remark that }fN }L2}g}H2 is a bounded sequence.
|pfN , V gq| “
ˇˇˇ
pxfN , Vˆ ˚ gˆqˇˇˇ
“
ż
ξPrN`1,N`2s
ż
ηPr0,1s
`8ÿ
n“´8
λn
ż ξ´η
0
χps´ nqds
“ ´
ż
ξPrN`1,N`2s
ż
ηPr0,1s
´1ÿ
n“´8
λn
ż 0
ξ´η
χps´ nqds
`
ż
ξPrN`1,N`2s
ż
ηPr0,1s
N´1ÿ
n“1
λn
ż ξ´η
0
χps´ nqds
`
N`2ÿ
n“N
λn
ż
ξPrN`1,N`2s
ż
ηPr0,1s
ż ξ´η
0
χps´ nqds
`
ż
ξPrN`1,N`2s
ż
ηPr0,1s
`8ÿ
n“N`3
λn
ż ξ´η
0
χps´ nqds. (3.46)
Remark that, for ξ P rN ` 1, N ` 2s and η P r0, 1s, N ` 2 ě ξ ´ η ě N . So, if ξ P rN ` 1, N ` 2s
and η P r0, 1s, we have:
• If n ď ´1, χps´ nq “ 0 for all s P r0, ξ ´ ηs. So ş0
ξ´η χps´ nqds “ 0.
• If 1 ď n ď N ´ 1, ξ ´ η ě n` 1.So, since χpsq “ 0 if |s| ě 1,ż ξ´η
0
χps´ nqds “
ż n`1
n´1
χps´ nqds “
ż 1
´1
χpsqds ą 0.
• If n ě N ` 3, ξ ´ η ď n´ 1. So, since χps´ nq “ 0 for all s P r0, ξ ´ ηs, şξ´η
0
χps´ nqds “ 0.
So, since λn ě 0 for all n and χpxq ě 0 for all x, from (3.46), we have:
|pfN , V gq| “
ż
ξPrN`1,N`2s
ż
ηPr0,1s
N´1ÿ
n“1
λn
ż 1
´1
χpsqds
`
N`2ÿ
n“N
λn
ż
ξPrN`1,N`2s
ż
ηPr0,1s
ż ξ´η
0
χps´ nqds
ě λN´1
ż 1
´1
χpsqds.
So, since pλnqnPN is not bounded, we can extract a subsequence pλφpnqqnPN such that
lim
nÑ`8λφpnq “ `8 and we have limNÑ`8
ˇˇpfφpNq`1, V gqˇˇ “ `8.
So V is not ∆-bounded. l
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3.5.2 A class of oscillating potential
Let α ą 0, β P R, k P R˚ and κ P C8c pR,Rq such that κ “ 1 on r´1, 1s and 0 ď κ ď 1. Let
Wαβpxq “ p1´ κp|x|qq sinpk|x|
αq
|x|β . (3.47)
This potential can be seen as a ∆-compact potential (if β ą 0) or as a potential on H1 to H´1 for which
we keep the same notation.
We will see that under certain condition on pα, βq, we can apply Theorems 3.1.1 and 3.1.2 with Wαβ as
potential. We will also compare our results (lemma 3.5.4) with results given in [JM17].
Recall that U is the space of vector fields u bounded with all derivatives bounded such that x ¨ upxq ą 0
for all x ­“ 0. We have the following:
Lemma 3.5.4. Let Wαβ be as in (3.47) and let H “ ∆`Wαβ. For all u P U , we have:
1. if α` β ą 2, then Wαβ : H1 Ñ H´1 is compact and Wαβ P C1,1pAu,H1,H´1q.
2. if 2α` β ą 3 and β ą 0, Wαβ P C1,1pAu,H2,H´2q.
In particular, in this both cases, Theorems 3.1.1 and 3.1.2 apply.
Note that in (1), we do not require to have β ą 0. In particular, if β ă 0, Wαβ is an unbounded function.
In [JM17], if we suppose β ą 0, we can see that the Limiting Absorption Principle can be proved with
the generator of dilation AD as conjugate operator for H “ ∆`Wαβ if |α´1|`β ą 1. If |α´1|`β ă 1,
they showed that H R C1pADq. This implies that we cannot apply the Mourre Theorem with AD as
conjugate operator on this area. Moreover, they also proved a limiting absorption principle if α ą 1 and
β ą 1{2, in a certain energy window. If |α ´ 1| ` β ă 1 and 2α ` β ą 3, Theorem 3.1.2 improves this
result in two waves: first, there is no restriction of energy; second, we have some result on the boundary
value of the resolvent. Furthermore, the region where |α ´ 1| ` β ă 1, 2α ` β ą 3 and β ď 12 is not
covered by [JM17] but Theorem 3.1.2 applies.
Proof. [Lemma 3.5.4] Let f, g P S and let 0 ă µ ă 1. Let u P U . We will always suppose that µ is small
enough. We have
pf, xqyµrWαβ , iAusgq
“ pxqyµWαβf, iAugq ´ pAuxqyµf, iWαβgq
“ pxqyµWαβf, iq ¨ uppqgq ´ pq ¨ uppqxqyµf, iWαβgq
`pxqyµWαβf, 1
2
u1ppqgq ` p i
2
u1ppqxqyµf, iWαβgq
“ pxqyµWαβf, iq ¨ uppqgq ´ pq ¨ uppqf, ixqyµWαβgq (3.48)
`pxqyµWαβf, 1
2
u1ppqgq ` p i
2
u1ppqf, ixqyµWαβgq (3.49)
´pq ¨ ruppq, xqyµsf, iWαβgq ` p i
2
ru1ppq, xqyµsf, iWαβgq. (3.50)
Remark that, since u and all its derivatives are bounded, for µ ă 1, ruppq, xqyµs and ru1ppq, xqyµs are
bounded and }uppqf}Hs and }u1ppqf}Hs are controlled by }f}Hs for s “ 1, 2. We will use this argument
to treat terms in (3.49) and (3.50) and we note that they are bounded in the H1 norm when terms in
(3.48) are bounded. For this reason, we focus on this to terms which are quite similar. To control them,
we will show that qWαβpqq can be write with a different form.
Let κ˜ P C8c pR,Rq such that κ˜p|x|q “ 0 if |x| ě 1, κ˜ “ 1 on r´1{2, 1{2s and 0 ď κ˜ ď 1. So, we can observe
that p1´ κ˜p|x|qqp1´ κp|x|qq “ p1´ κp|x|qq for all x P Rν .
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For γ P R, let
W˜αγpxq “ p1´ κ˜p|x|qqcospk|x|
αq
|x|γ .
By a simple computation, we have
p1´ κp|x|qq|x|∇W˜αγpxq “ ´p1´ κp|x|qqγ x|x|W˜αγpxq ´ kαxWαβpxq (3.51)
with γ “ α` β ´ 1.
In a first time, remark that, since, in both cases, γ ą 0,
xqyµ γ
kα
q
|q|W˜αγpqq
is bounded for all 0 ă µ ď γ. Thus, by using (3.51) in (3.48), it suffices to proof that
xqyµp1´ κp|q|qq|q|∇W˜αγpqq : H1 Ñ H´1
is bounded to show that Wαβ P C1,1pAu,H1,H´1q.
To do this, remark that, for all function F , ∇F pqq “ irp, F pqqs. So, we have for φ, ψ P S,
puppqφ, p1´ κp|q|qqxqyµ|q|∇W˜αγpqqψq
“ puppqφ, irp, p1´ κp|q|qqxqyµ|q|W˜αγpqqsψq ` puppqφ, qκ1p|q|qxqyµW˜αγpqqψq
´µpuppqφ, qp1´ κp|q|qqxqyµ´1|q|W˜αγpqqψq
´puppqφ, p1´ κp|q|qqxqyµ q|q|W˜αγpqqψq.
So, we have
puppqφ, p1´ κp|q|qqxqyµ|q|∇W˜αγpqqψq
“ ppuppqφ, ip1´ κp|q|qqxqyµ|q|W˜αγpqqψq
´puppqφ, ip1´ κp|q|qqxqyµ|q|W˜αγpqqpψq ` puppqφ, qκ1p|q|qxqyµW˜αγpqqψq
´µpuppqφ, qp1´ κp|q|qqxqyµ´1|q|W˜αγpqqψq
´puppqφ, p1´ κp|q|qqxqyµ q|q|W˜αγpqqψq. (3.52)
So, since u is bounded, by density, if
p1´ κp|q|qqxqyµ|q|W˜αγpqq is bounded, then p1´ κp|q|qqxqyµ|q|∇W˜αγpqq : H1 Ñ H´1 is bounded.
1. Suppose that α` β ą 2. Since γ ą 1, by (3.51), xqyµqWαβ : H1 Ñ H´1 is bounded for µ ą 0 small
enough. This implies that Wαβ belongs to the class C1,1pAu,H1,H´1q.
Moreover, by (3.51), we have
Wαβpxq “ ´p1´ κp|x|qq γ
kα
1
|x|W˜αγpxq ´ p1´ κp|x|qq
x
kα|x|∇W˜αγpxq.
So, since γ ą 0, p1 ´ κp|q|qq γkα 1|q|W˜αγpqq : H1 Ñ H´1 is compact. As in (3.52), we can prove that
p1´ κp|q|qq qkα|q|∇W˜αγpqq : H1 Ñ H´1 is compact. Thus, by sum, Wαβ : H1 Ñ H´1 is compact.
52
3.5. Concrete potentials
2. Suppose that β ą 0 and 2α ` β ą 3. In this case, remark that Wαβpqq is ∆-compact. Let u P U .
Let κ„ P C
8
c pR,Rq such that κ„pxq “ 0 if |x| ě 1{2, κ„ “ 1 on r´1{4, 1{4s and 0 ď κ„ ď 1. For δ P R,
let
W„ αδ
pxq “ p1´ κ„p|x|qq
sinpk|x|αq
|x|δ .
By a simple computation, we can write:
W˜αγpxq “ p1´ κ˜p|x|qq δ
kα
1
|x|W„ αδ ` p1´ κ˜p|x|qq
x
kα|x|∇W„ αδpxq
with δ “ γ ` α´ 1 “ β ` 2α´ 2 ą 1.
Since we want to prove that rWαβ , iAus : H2 Ñ H´2 is bounded, we can make twice the argument
of (3.52). This implies that Wαβ is in C1,1pAu,H2,H´2q. l
If we want more regularity on the potentials, we have the following
Lemma 3.5.5. Let V : H1 Ñ H´1 be a compact symmetric multiplication operator. If |q|nV : H1 Ñ H´1
is bounded for some n P N˚, then, for any u P U , V P CnpAu,H1,H´1q. In particular, if α` β´ 1 ě n P
N˚, Wαβ P CnpAu,H1,H´1q. In this case, if n ą 1, we deduce that λ ÞÑ Rpλ˘ i0q is locally of class Λs
on R`˚ outside the eigenvalues of H, where s is the integer part of α` β ´ 2.
Proof. [Lemma 3.5.5] Let u P U and n P N˚. Let adnAupV q the iterated commutator of order n, with
ad1AupV q “ rV,Aus. By induction, we can prove that there is pBkppqqkPt0,¨¨¨ ,nu and pB1kppqqkPt0,¨¨¨ ,nu two
sequences of bounded operators such that
adnAupV q “
nÿ
k“0
BkppqqkV B1kppq. (3.53)
Moreover, we can see that Bkppq and B1kppq depends only of u and its derivatives of order less than n.
So, if |q|nV : H1 Ñ H´1 is bounded, then V P CnpAu,H1,H´1q.
Moreover, by (3.51), we can see that if γ “ α ` β ´ 1 ě s ` 1, s P N˚, then |q|s`1V : H1 Ñ H´1 is
bounded. SoWαβ P Cs`1pAu,H1,H´1q Ă Λs`1pAu,H1,H´1q and by Theorem 3.3.3, we can deduce that
λ ÞÑ Rpλ˘ i0q is locally of class Λs on R`˚ outside the eigenvalues of H. l
3.5.3 An unbounded potential with high oscillations
Now, we will show an example of potential V of class C8pAu,H1,H´1q for any u P U such that V is
neither in C1pAD,H1,H´1q nor ∆-bounded. In particular we cannot have the Mourre estimate with AD
as conjugate operator but we can prove a limiting absorption principle with Au as conjugate operator
and have a good regularity for the boundary value of the resolvent.
Lemma 3.5.6. Let κ P C8c pR,Rq such that κ “ 1 on r´1, 1s and 0 ď κ ď 1. Let
V pxq “ p1´ κp|x|qq expp3|x|{4q sinpexpp|x|qq. (3.54)
Then:
1. V : H1 Ñ H´1 is compact;
2. For any u P U , V P C8pAu,H1,H´1q;
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3. V is not ∆-bounded;
4. V is not of class C1pAD,H1,H´1q.
In particular, we can use neither the Mourre Theorem with the generator of dilation as conjugate operator
nor Nakamura’s Theorem. By Theorem 3.3.3, we have the following
Corollary 3.5.7. Let V as in (3.54) and H “ ∆ ` V : H1 Ñ H´1. Then Theorem 3.1.2 applies and,
for all s ą 0, the functions
λ ÞÑ Rpλ˘ i0q P BpH´1s ,H1´sq (3.55)
are locally of class Λs´1{2 on p0,`8q outside the eigenvalues of H.
In particular, if we see Rpλ˘ i0q as an operator from C8c to D1 the space of distributions, the functions
λ ÞÑ Rpλ˘ i0q P BpC8c ,D1q
are of class C8 on p0,`8q outside the eigenvalues.
Proof. [Lemma 3.5.6] Let κ˜ P C8c pR,Rq such that κ˜p|x|q “ 0 if |x| ě 1, κ˜ “ 1 on r´1{2, 1{2s and
0 ď κ˜ ď 1. So, we can observe that p1´ κ˜p|x|qqp1´ κp|x|qq “ p1´ κp|x|qq for all x P Rν .
If we denote
V˜ pxq “ p1´ κ˜p|x|qq cospexpp|x|qq,
we have:
p1´ κp|x|qq∇V˜ pxq “ ´p1´ κp|x|qq x|x| expp|x|q sinpexpp|x|qq.
So,
xV pxq “ ´|x|p1´ κp|x|qq expp´|x|{4q∇V˜ pxq.
1. By a simple calculus, we have
V pxq “ ´ x|x| p1´ κp|x|qq expp´|x|{4q∇V˜ pxq.
So, since V˜ is bounded, by writing∇V˜ pqq “ irp, V˜ pqqs, as in (3.52), we can prove that V : H1 Ñ H´1
is compact.
2. Similarly, since V˜ is bounded, by writing ∇V˜ pqq “ irp, V˜ pqqs,
q|q|nV pqq : H1 Ñ H´1 is bounded for all n P N. So, by Lemma 3.5.5, for any u P U , V P
CnpAu,H1,H´1q for all n P N˚. So V P C8pAu,H1,H´1q.
3. Let χ P C0c pR,Rq such that supp pχq Ă rpi4 , 3pi4 s, χ ě 0 and χppi{2q “ 1.
Let N P N˚ and
fpxq “ xxy´pν`1q{2
and
gN pxq “ ln
ˆ
3pi
4
` 2Npi
˙p1´νq{2
expp|x|{2qχ
ˆ
expp|x|q ´ 2Npi
˙
.
We denote C ą 0 constants independant of N . Remark that f P H2 andż
Rν
g2N pxqdx “
ż
Rν
ln
ˆ
3pi
4
` 2Npi
˙p1´νq
expp|x|qχ2pexpp|x|q ´ 2Npiqdx
“ C ln
ˆ
3pi
4
` 2Npi
˙p1´νq ż
R
expprqχ2pexpprq ´ 2Npiqrν´1dr
ď C
ż
R
expprqχ2pexpprq ´ 2Npiqdr.
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So, if σ “ er ´ 2Npi, we have ż
Rν
g2N pxqdx ď C
ż
R
χ2pσqdσ. (3.56)
So }f}H2}gN }L2 ď C. Remark that, since fpxqV pxqgN pxq ě 0 for all x P Rν , we have for N large
enough ż
Rν
fpxqV pxqgpxqdx “
ż
Rν
xxy´pν`1q{2 ln
ˆ
3pi
4
` 2Npi
˙p1´νq{2
expp5|x|{4q
χ
ˆ
expp|x|q ´ 2Npi
˙
p1´ κp|x|qq sinpexpp|x|qqdx
ě C ln
ˆ
3pi
4
` 2Npi
˙p1´νq{2 ż
Rν
xxy´pν`1q{2 expp5|x|{4q
χ
ˆ
expp|x|q ´ 2Npi
˙
dx
ě C ln
ˆ
3pi
4
` 2Npi
˙p1´νq{2
ż
R
xry´pν`1q{2 expp5r{4qχper ´ 2Npiqrν´1dr
ě C
ż
R
exppr{8qerχper ´ 2Npiqdr
ě C
ż 3pi{4
pi{4
pσ ` 2Npiq1{8χpσqdσ
ě Cppi
4
` 2Npiq1{8
ż 3pi{4
pi{4
χpσqdσ.
So lim
NÑ`8
ş
Rν fpxqV pxqgN pxqdx “ `8. So V is not ∆-bounded.
4. By a simple calculus, we have
x ¨∇V pxq
“ ´κ1p|x|q|x| expp3|x|{4q sinpexpp|x|qq
`p1´ κp|x|qq|x| expp7|x|{4q cospexpp|x|qq
`p1´ κp|x|qq3
4
|x| expp3|x|{4q sinpexpp|x|qq.
Let χ P C1c pR,Rq such that supp pχq Ă r0, pi4 s, χ ě 0 and χppi{8q “ 1. Let N P N˚ and
fpxq “ xxy´pν`1q{2
and
gN pxq “ ln
´pi
4
` 2Npi
¯p1´νq{2
expp´|x|{2qχ
ˆ
expp|x|q ´ 2Npi
˙
.
As in (3.56), we can show that }f}H1}gN }H1 ď C. Remark that, fpxqx ¨∇V pxqgN pxq ě 0 for all
x P Rν . Since κ P C8c , we have for N P N˚ large enoughż
Rν
fpxqκ1p|x|q|x| expp3|x|{4q sinpexpp|x|qqgN pxqdx “ 0.
Moreover, we haveż
Rν
fpxqp1´ κp|x|qq3
4
|x| expp3|x|{4q sinpexpp|x|qqgN pxqdx ě 0.
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Thus, for N large enough,ż
Rν
fpxqx ¨∇V pxqgpxqdx ě
ż
Rν
|x| ln
´pi
4
` 2Npi
¯p1´νq{2
χ
ˆ
expp|x|q ´ 2Npi
˙
p1´ κp|x|qqxxy´pν`1q{2 expp5|x|{4q cospexpp|x|qqdx
ě C ln
´pi
4
` 2Npi
¯p1´νq{2 ż
Rν
xxy´pν`1q{2
χ
ˆ
expp|x|q ´ 2Npi
˙
|x| expp5|x|{4qdx
ě C ln
´pi
4
` 2Npi
¯p1´νq{2 ż
Rν
xry´pν`1q{2
χ
ˆ
er ´ 2Npi
˙
rν expp5r{4qdx
ě C
ż
Rν
χ
ˆ
er ´ 2Npi
˙
expp5r{4qdx
ě C
ż pi{4
0
pσ ` 2Npiq1{4χpσqdσ
ě Cp2Npiq1{4
ż pi{4
0
χpσqdσ.
Thus lim
NÑ`8
ş
Rν fpxqx ¨∇V pxqgN pxqdx “ `8.
Therefore V R C1pAD,H1,H´1q. l
Remark that, if fpxq “ xxy´pν`1q{2, f P Hk for all k P N. This yields that, by the same proof, we can
show that V : Hk Ñ L2 is not bounded for all k P N.
3.5.4 A short range potential in a weak sense
Now, we will show an example of potential with no decay at infinity for which Theorem 3.1.2 applies.
We have the following:
Lemma 3.5.8. Suppose that V : H1 Ñ H´1 is a symmetric bounded operator. There exists u P U such
that:
1. if x ÞÑ |x|V pxq is in H´1 then V P C1pAu,H1,H´1q.
2. if there is µ ą 0 such that x ÞÑ xxy1`µV pxq is in H´1 then
V P C1,1pAu,H1,H´1q.
For this type of potential, we can take u of the form upxq “ xxxy´ν´1. Note that this u is in L2pRνq.
We have the following
Corollary 3.5.9. Let V : H1 Ñ H´1 is a symmetric compact operator. Suppose that there is µ ą 0 such
that x ÞÑ xxy1`µV pxq is in H´1. Then Theorem 3.1.2 applies on p0,`8q.
We will give an example of a potential which satisfies assumption of the previous corollary and for which
we cannot apply the Mourre Theorem with AD as conjugate operator.
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Lemma 3.5.10. Let ν ě 3 and let χ : RÑ R such that χ P C3, χp|x|q “ 0 if |x| ą 1 and χ1p0q “ χ2p0q “
1. Let
V pxq “
`8ÿ
n“2
np3ν´1q{2χ1pn3ν{2p|x| ´ nqq with a finite sum for each x.
Then
1. V : H1 Ñ H´1 is compact;
2. there is u P U such that V is of class C1,1pAu,H1,H´1q;
3. V is not ∆-bounded;
4. V is not of class C1pAD,H1,H´1q.
Proof. [Lemma 3.5.8] Let upxq “ xxxy´ν´1.
1. Suppose that x ÞÑ |x|V pxq is in H´1. By (3.44), we can see that, if
rqV, uppqs : H1 Ñ H´1 is bounded, then V P C1pAu,H1,H´1q.
Let f, g P C8c . By (3.45) and Young inequality, there is C ą 0 such that
|puppqf, qV gq| ď C
ż
R2ν
|upξq|xξy|fˆpξq|xξ ´ ηy´1|xqV pξ ´ ηq|xηy|gˆpηq|dξdη
ď C}upqqxqyfˆ}1}pxqy´1|xqV |q ˚ pxqy|gˆ|q}8
ď C}u}2}xqyfˆ}2}xqy´1 xqV }2}xqygˆ}2
ď C}u}2}f}H1}qV }H´1}g}H1 . (3.57)
We have a similar inequality for |pqV f, uppqgq|. By density, we have the same inequality for all
f, g P H1. Thus rqV, uppqs : H1 Ñ H´1 is bounded which implies that V P C1pAu,H1,H´1q.
2. Suppose that there is µ ą 0 such that x ÞÑ xxy1`µV pxq is in H´1. In particular, x ÞÑ |x|V pxq is in
H´1. Therefore V P C1pAu,H1,H´1q. As we saw previously, we can deduce that rxqyµqV, uppqs :
H1 Ñ H´1 is bounded.
By a simple calculus, we have:
rqV, uppqs “ rxqy´µxqyµqV, uppqs
“ xqy´µrxqyµqV, uppqs ` rxqy´µ, uppqsxqyµqV
By the pseudo-differential calculus, we can prove that xqyµrxqy´µ, uppqsxpy1`ν is a bounded operator.
From that, we deduce
rxqy´µ, uppqsxqyµqV “ xqy´µxqyµrxqy´µ, uppqsxpy1`νxpy´1´νxqyµqV.
As in (3.57), since x ÞÑ xxy´1´ν is in L2pRνq, xpy´1´νxqyµqV : H1 Ñ H´1 is bounded and
xqyµrxqy´µ, uppqsxpy1`νxpy´1´νxqyµqV : H1 Ñ H´1 is bounded.
Thus we can write rqV, uppqs “ xqy´µB where B : H1 Ñ H´1 is bounded. Thus, for all ξ a real
function of class C8pRνq such that ξpxq “ 0 if |x| ă 1 and ξpxq “ 1 if |x| ą 2, we have
}ξpq{rqrqV, uppqs}BpH1,H´1q “ }ξpq{rqxqy´µB}BpH1,H´1q
ď xry´µ}B}BpH1,H´1q.
In particular, by (3.57), V satisfies (3.16) and, by Proposition 3.3.2, V is of class C1,1pAu,H1,H´1q.
l
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Proof. [Lemma 3.5.10] Remark that we can write V pxq “ x|x|∇W pxq where
W pxq “
`8ÿ
n“2
?
n
´1
χp?n3νp|x| ´ nqq.
1. Since lim
|x|Ñ`8
W pxq “ 0, by writing ∇W pqq “ irp,W pqqs, V : H1 Ñ H´1 is compact.
2. Let µ ą 0.
ż
Rν
ˇˇˇ
|x|1`µW pxq
ˇˇˇ2
dx “
8ÿ
n“2
n´1
ż
Rν
|x|2`2µχ2pn3ν{2p|x| ´ nqqdx
Since χp|x|q “ 0 if |x| ą 1, there is C ą 0 such that
ż
Rν
ˇˇˇ
|x|1`µW pxq
ˇˇˇ2
dx ď C
8ÿ
n“2
n´1pn` n´3ν{2q2`2µ
ż n`n´3ν{2
n´n´3ν{2
rν´1dr
ď 2C
8ÿ
n“2
pn` n´3ν{2q1`2µ`νn´3ν{2´1.
In particular, since ν ě 3, for µ ą 0 sufficiently small, this sum is finite, and we can conclude that
xqy1`µW P L2. Therefore
xxy1`µV pxq “ xxy1`µ x|x|∇W “
x
|x|∇
 x¨y1`µW( pxq ´ p1` µq|x|xxyµ´1W pxq.
Since x ÞÑ |x|xxyµ´1W pxq is in L2, x ÞÑ xxy1`µV pxq is in H´1.
Thus, by Lemma 3.5.8, V P C1,1pAu,H1,H´1q.
3. Let N P N˚
fpxq “ xxy´pν`1q{2 and gN pxq “ Nν{4`1{2χ1pN3ν{2p|x| ´Nqq.
Remark that f P H2 and
ż
Rν
g2N pxqdx “ Nν{2`1
ż
Rν
χ1pN3ν{2p|x| ´Nqq2dx
ď CNν{2`1
ż
Rν
rν´1χ1pN3ν{2pr ´Nqq2dx
ď CNν{2`1pN ` 1qν´1N´3ν{2
ż 1
´1
χ1ptq2dt
ď C. (3.58)
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Thus }gN }L2 ď C. To simplify notation, let I “ rN ´N´3ν{2, N `N´3ν{2s Thenż
Rν
fpxqV pxqgN pxqdx “ Nν{4`1{2N p3ν´1q{2ż
Rν
xxy´pν`1q{2χ1pN3ν{2p|x| ´Nqq2dx
ě Nν{4`1{2N p3ν´1q{2xN `N´3ν{2y´pν`1q{2ż
|x|PI
χ1pN3ν{2p|x| ´Nqq2dx
ě CNν{4`1{2N p3ν´1q{2xN `N´3ν{2y´pν`1q{2ż
rPI
rν´1χ1pN3ν{2pr ´Nqq2dr
ě CxN ` 1y´pν`1q{2pN ´ 1q5ν{4´1ż
rPI
χ1pN3ν{2pr ´Nqq2dr
ě CxN ` 1y´pν`1q{2pN ´ 1q5ν{4´1
ż
rPr´1,1s
χ1prq2dr
Therefore, since ν ě 3, lim
NÑ`8
ş
Rν fpxqV pxqgN pxqdx “ `8.
Since }f}H2}gN }L2 ď C, then V is not ∆-bounded.
4. By a simple calculus, we have
x ¨∇V pxq “ |x|
`8ÿ
n“2
n3ν{2np3ν´1q{2χ2pn3ν{2p|x| ´ nqq.
Let N P N˚ and
fpxq “ xxy´pν`1q{2 and gN pxq “ Nν{4`1{2N´3ν{2χ2pN3ν{2p|x| ´Nqq.
Remark that f P H1 and by (3.58) }gN }H1 ď C. To simplify notation, let I “ rN ´N´3ν{2, N `
N´3ν{2s. We haveż
Rν
fpxqx ¨∇V pxqgN pxqdx “ Nν{4`1{2N p3ν´1q{2ż
Rν
|x|xxy´pν`1q{2χ2pN3ν{2p|x| ´Nqq2dx
ě Nν{4`1{2N p3ν´1q{2xN `N´3ν{2y´pν`1q{2ż
|x|PI
χ2pN3ν{2p|x| ´Nqq2dx
ě CNν{4`1{2N p3ν´1q{2xN `N´3ν{2y´pν`1q{2ż
rPI
rν´1χ2pN3ν{2pr ´Nqq2dr
ě CxN ` 1y´pν`1q{2pN ´ 1q5ν{4´1ż
rPI
χ2pN3ν{2pr ´Nqq2dr
ě CxN ` 1y´pν`1q{2pN ´ 1q5ν{4´1ż
rPr´1,1s
χ2prq2dr.
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Thus, since ν ě 3, lim
NÑ`8
ş
Rν fpxqx ¨∇V pxqgN pxqdx “ `8 with
}f}H1}gN }H1 ď C. Thus V R C1pAD,H1,H´1q. l
3.6 Flow
In this section we make a comment concerning the unitary group generated by the operator Au which
could be useful in checking the C1,1pAuq property, subject that however we shall not pursue further in
this note. For Au as in (3.15) one may give an explicit description of eiτAu in terms of the classical flow
generated by the vector field u as follows (we refer to Subsection 4.2 in [ABdMG96] for details). For each
x P X denote φτ pxq the solution of the system"
d
dτ φτ pxq “ u pφτ pxqq
φ0pxq “ x , (3.59)
which exists for all real τ and φτ pxq is a C8 function of τ, x. Then φτ : X Ñ X is a C8 diffeomorphism
and we have φσ ˝ φτ “ φσ`τ .
Remark that because FAuF´1 “ 12 pp ¨ upqq ` upqq ¨ pq, Au is essentially self-adjoint (see [ABdMG96,
Proposition 4.2.3]). Morever, because F´1HstF “ Hts, for u P U , the C0 groups eiτAu leaves invariant
the Hst spaces (see [ABdMG96, Proposition 4.2.4]).
Denote φ1τ pxq the derivative of φτ at the point x, so that φ1τ pxq : X Ñ X is a linear map with Jτ pxq “
detφ1τ pxq ą 0. Then:
FeiτAuF´1f “ J1{2τ f ˝ φτ (3.60)
where F is the Fourier transformation.
For the operator AN given by (3.19) it suffices to consider the one dimensional case, because of the
factorization properties mentioned at the beginning of Section 3.4. Then X “ R and upkq “ sinpakq.
For simplicity, and without loss of generality, we take a “ 1. Then the system (3.59) has an elementary
solution: if 0 ď x ď pi then
φτ pxq “ arccos
˜`
1´ e2τ˘` cos pxq `1` e2τ˘
p1` e2τ q ` cos pxq p1´ e2τ q
¸
“ 2 arctan
´
eτ tan
´x
2
¯¯
(3.61)
and similarly outside r0, pis. Note that if x “ kpi with k P Z then φτ pxq “ x.
60
Chapitre 4
A new class of Schrödinger operators
without positive eigenvalues
In this chapter is given preprint [Mar17].
Abstract. Following the proof given by Froese and Herbst in [FH82] with another conjugate operator,
we show for a class of real potential that possible eigenfunction of the Schrödinger operator has to decay
sub-exponentially. We also show that, for a certain class of potential, this bound can not be satisfied
which implies the absence of strictly positive eigenvalues for the Schrödinger operator.
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4.1 Introduction
In this article, we will study the Schrödinger operator H “ ∆`V with a real potential, on L2pRνq, where
∆ is the non negative Laplacian operator. Here V is a multiplication operator, i.e. V can be the operator
of multiplication by a real function or by a distribution of strictly positive order. When V “ 0, we know
that H “ ∆ has a purely absolutly continuous spectrum on r0,`8q with no embedded eigenvalues. We
will try to see what happened if we add to ∆ a "small" potential V , which is compact with respect to ∆.
In this case, H is a compact perturbation of ∆ and we already know that the essential spectrum of H is
r0,`8q.
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An argument of quantum mechanics can make us believe that our Hamiltonians has no strictly positive
eigenvalues, when V is ∆-compact or compact on H1, the first order Sobolev space, to H´1, its dual
space. This argument is reinforced by a result of S. Agmon [Agm70], T. Kato [Kat59], R. Lavine [RS70d,
Theorem XIII.29] and B. Simon [Sim67]. They proved the absence of positive eigenvalues for the operator
H “ ∆` V if the potential is a sum of a short range potential and a long range potential, i.e. V can be
written V “ V1 ` V2 with $’’’’&’’’’%
lim
|x|Ñ`8
|x|V1pxq “ 0
lim
|x|Ñ`8
V2pxq “ 0
lim
|x|Ñ`8
x ¨∇V2pxq ď 0.
Similarly, L. Hörmander [Hör83, Theorem 14.7.2] proved that a possible eigenvector of H, associated to
a positive eigenvalue, and its first order derivatives cannot have unlimited polynomial bounds if |x|V
is bounded. A.D. Ionescu and D. Jerison [IJ03] proved also this absence of positive eigenvalues for the
1-body Schrödinger operator, for a class of potentials with low regularity (V P Lν{2loc if ν ě 3, V P Lrloc,
r ą 1 if ν “ 2).
R. Froese, I. Herbst , M. Hoffman-Ostenhof and T. Hoffman-Ostenhof ([FH82] and [FHHOHO82]) proved
a similar result, concerning the N-body Schrödinger operator. We will explain below their result for the 1-
body Schrödinger operator and we will generalize their proof to obtain larger conditions on the potential.
More recently, using a similar proof than in [FH82], two other results were proved. T. Jecko and A.
Mbarek [JM17] proved the absence of positive eigenvalues for H “ ∆ ` V where V is the sum of a
short range potential, a long range potential and an oscillating potential which are not covered by the
previous results. In the case of the discrete Schrödinger operator, M.A. Mandich [Man16] proved that
under certain assumption on the potential, eigenfunctions decay sub-exponentially and that implies the
absence of eigenvalues on a certain subset of the real axis. This three proofs use the generator of dilations
AD, or the discrete generator of dilations in [Man16], as conjugate operator. In our case, the continuous
case, the generator of dilations has the following expression
AD “ 1
2
pp ¨ q ` q ¨ pq,
where q is the multiplication operator by x and p “ ´i∇ is the derivative operator with p2 “ ∆.
On the other hand, it is well known that we can construct a potential such thatH has positive eigenvalues.
For example, in one dimension, the Wigner-von Neuman potential W pxq “ w sinpk|x|q{|x| with k ą 0
and w P R› has a positive eigenvalue equal to k2{4 (see [NW29]). Moreover, B. Simon proved in [Sim97]
that for all sequence pKnqn“1¨¨¨`8 of distinct positive reals, we can construct a potential V such that
pK2nqn“1¨¨¨`8 are eigenvalues of H. Moreover, B. Simon showed that if
ř8
n“1Kn ă 8, then |q|V is
bounded, which implies that V is ∆-compact.
In their article [FH82], R. Froese and I. Herbst proved the following
Theorem 4.1.1 ([FH82], Theorem 2.1). Let H “ ∆ ` V with V a real-valued measurable function.
Suppose that
1. V is ∆-bounded with bound less than one,
2. p∆` 1q´1q ¨∇V p∆` 1q´1 is bounded.
Suppose that Hψ “ Eψ. Then
SE “ sup
"
α2 ` E ; α ą 0, exppα|x|qψ P L2pRνq
*
(4.1)
is `8 or the Mourre estimate is not valid at this energy with AD as conjugate operator.
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From this result, they deduce the following
Corollary 4.1.2 ([FH82], Theorem 3.1). Let H “ ∆` V with V a real-valued measurable function. Let
E ą 0. Suppose that
1. V is ∆-compact,
2. p∆` 1q´1q ¨∇V p∆` 1q´1 is compact,
3. for some a ă 2 and b P R, we have in the form sense
q ¨∇V ď a∆` b. (4.2)
Suppose that Hψ “ Eψ. Then ψ “ 0.
Following their proof, we will extend their result in two directions. First, we will see that for a larger class
of ∆-compact potential, we can prove that possible eigenvector of H must satisfy some sub-exponential
bounds in the L2-norm. We will also show that this implies the absence of positive eigenvalue if V satisfies
a condition of type (4.2). Secondly, we will extend their results in the case where the potential is not
∆-bounded but compact from H1 to H´1. To prove these results we will use another conjugate operator
of the form
Au “ 1
2
puppq ¨ q ` q ¨ uppqq,
where u is a C8 vector field with all derivatives bounded. Remark that this type of conjugate operator
is essentially self-adjoint with the domain DpAuq Ą DpADq (see [ABdMG96, Proposition 4.2.3]). This
conjugate operator was also used in [Mar18b]. In this paper, it is proved that for a certain choice of u
(u bounded), the commutator between V and Au can avoid us to impose conditions on the derivatives
of the potential, which can be useful when V has high oscillations. Moreover, the commutator with the
Laplacian, considered as a form with domain H1, is quite explicit:
r∆, iAus “ 2p ¨ uppq
which implies that the commutator is bounded from H1 to H´1. Since the unitary group generated
by Au leaves invariant the domain and the form domain of the Laplacian (see [ABdMG96, Proposition
4.2.4]), this proves that ∆ is of class C1pAuq and, similarly if if we add a potential V which is ∆-
compact( respectively compact from H1 to H´1), with the regularity C1pAu,H2,H´2q (respectively
C1pAu,H1,H´1q), since the domain (respectively the form domain) is the same than the domain of the
Laplacian, we deduce that H “ ∆ ` V is of class C1pAuq. If we take u such that x ¨ upxq ą 0 for all
x ­“ 0, remark that the Mourre estimate is true with Au as conjugate operator on all compact subset of
p0,`8q for ∆. For this reason, and to follow the proof of [FH82], it will be convenient to choose u of the
form xλpxq with λ : Rν Ñ R a positive function. All differences with [FH82] will be explain in Section
4.4 and Section 4.5.
4.2 Main results
Now we will give our main results. Notice that we will recall the notion of regularity (Ck, CkU , C
1,1) with
respect to an operator on Section 4.3.2.
To simplify notations, let U be the set of vector fields u with all derivatives bounded which can be writed
upxq “ xλpxq with λ a C8 bounded positive function. In particular, p ¨∇λppq is bounded. We have the
following:
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Theorem 4.2.1. Let H “ ∆`V on L2pRνq, where V is a symmetric potential such that V is ∆-bounded
with bound less than one. Let E P R and ψ such that Hψ “ Eψ. Suppose that there is u P U such that
p∆` 1q´1rV, iAusp∆` 1q´1 is bounded, then, for all 0 ă β ă 1,
SE “ sup
"
α2 ` E ; α ą 0, exppαxxyβqψ P L2pRνq
*
is either `8 or in EupHq, the complement of the set of points for which the Mourre estimate (see
Definition 4.3.2) is satisfied with respect to Au.
We will give some comments about this Theorem:
(a) Let u P U . Since the unitary group generated by Au leaves invariant the Sobolev space H2,
V P C1pAu,H2,H´2q if and only if p∆ ` 1q´1rV, iAusp∆ ` 1q´1 is bounded. Thus, in this case,
we can replace the assumption p∆` 1q´1rV, iAusp∆` 1q´1 in Theorem 4.2.1 by an assumption of
regularity.
(b) Since we do not have an explicit expression for the commutator between an operator of multipli-
cation and the conjugate operator Au, in the proof of Theorem 4.2.1, it is convenient to chose the
function F , which appears in the proof, with a vanishing gradient at infinity. This is the case if
β ă 1 but not if β “ 1. Remark that for certain type of potential, by using the interaction between
the potential and ∆, we can prove the exponential bounds or sub-exponential bounds (β “ 1),
even if V R C1pAu,H2,H´2q (see [JM17, Proposition 7.1] and Proposition 4.6.3).
(c) Remark that if V is ∆-compact and V P C1upAu,H2,H´2q, for u P U , V satisfies assumptions
of Theorem 4.2.1 and the Mourre estimate is true for all λ P p0,`8q (see [ABdMG96, Theorem
7.2.9]). So, in this case, if E ą 0, then exppαxxyβqψ P L2pRνq for all α ą 0 and β P p0, 1q. Moreover,
in this case, by the Virial Theorem, we can see that the set of eigenvalues in J “ p0,`8q has no
accumulation point inside J and are of finite multiplicity.
(d) If V vanishes at infinity and can be seen as the Laplacian of a short range potential (i.e. V “ ∆W
with lim
|x|Ñ`8
xxyW “ 0), then V is ∆-compact and xqyV : H2 Ñ H´2 is compact. In this case, we
can apply Theorem 4.2.1 to H “ ∆` V .
(e) For ζ P R, θ ą 0, k P R˚ and w P R, let
V pxq “ wp1´ κp|x|qq sinp|x|
ζq
|x|θ ,
with κ P C8c pR,Rq with κp|x|q “ 1 if |x| ă 1, 0 ď κ ď 1. Note that this type of potential was
already studied in [BAD79, DMR91, DR83a, DR83b, JM17, RT97a, RT97b]. If ζ ă θ or if θ ą 1,
we can see that V is a long range or a short range potential. Moreover, in [JM17], it is proved that
if ζ ` θ ą 2, then V has a good regularity with respect to AD. So we can apply Theorem 4.1.1 in
these two areas. In [JM17], they also showed that if ζ ą 1 and θ ą 1{2, then a possible eigenvector
associated with positive energy has unlimited exponential bounds. But, if |ζ ´ 1| ` θ ă 1, they
proved that H R C1pADq and so we cannot apply Theorem 4.1.1 with this potential. If 2ζ ` θ ą 3,
ζ ą 1 and 0 ă θ ď 1{2, then V is of class C1,1pAu,H2,H´2q Ă C1upAu,H2,H´2q for all u bounded
(see [Mar18b, Lemma 5.4]). So, Theorem 4.2.1 applies if 2ζ ` θ ą 3 with ζ ą 1 and 0 ă θ ď 1{2.
Since the Laplacian operator ∆ can be seen as a form on H1, the first order Sobolev space, to H´1, the
dual space of H1, we can also study the case where V : H1 Ñ H´1 is compact. In this case, the difference
between the resolvent of H and the resolvent of ∆ is compact and the essential spectrum of H is still
r0,`8q. We have the following
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Theorem 4.2.2. Let H “ ∆`V on L2pRνq, where V is a real-valued function such that V : H1 Ñ H´1
is bounded with relative bound less than one. Let E P R and ψ such that Hψ “ Eψ. If there is u P U
such that xpy´1rV, iAusxpy´1 is bounded, then, for all 0 ă β ă 1,
SE “ sup
"
α2 ` E ; α ą 0, exppαxxyβqψ P L2pRνq
*
is either `8 or in EupHq.
We make some comments about this theorem:
(a) Since V : H1 Ñ H´1 is bounded with relative bound less than one, by the KLMN Theorem, H
can be considered as a form with form domain H1 and is associated to a self-adjoint operator.
(b) Let u P U . Since the unitary group generated by Au leaves invariant the Sobolev space H1,
V P C1pAu,H1,H´1q if and only if
p∆` 1q´1{2rV, iAusp∆` 1q´1{2
is bounded. Thus, in this case, we can replace the assumption p∆ ` 1q´1{2rV, iAusp∆ ` 1q´1{2 in
Theorem 4.2.2 by an assumption of regularity.
(c) If V : H1 Ñ H´1 is compact and if V P C1upAu,H1,H´1q, then
p∆` 1q´1{2rV, iAusp∆` 1q´1{2
is compact. Thus the Mourre estimate is true on all compact subset of p0,`8q. So, if E ą 0, in
this case, the sub-exponential bounds are true for all α ą 0.
(d) For ζ P R, θ P R, k P R˚ and w P R, let
V pxq “ wp1´ κp|x|qq sinp|x|
ζq
|x|θ ,
with κ P C8c pR,Rq with κp|x|q “ 1 if |x| ă 1, 0 ď κ ď 1. If ζ ` θ ą 2, then V : H1 Ñ H´1 is
compact and V is of class C1,1pAu,H1,H´1q Ă C1upAu,H1,H´1q for all u bounded (see [Mar18b,
Lemma 5.4]). So, Theorem 4.2.2 applies if ζ ` θ ą 2, even if θ ď 0.
(e) Let
V pxq “ wp1´ κp|x|qqe3|x|{4 sinpe|x|q
with w P R, κ P C8c pR,Rq, 0 ď κ ď 1 and κp|x|q “ 1 if |x| ă 1. Note that this type of potential
was already studied in [Com80, CG76]. We can show that V : H1 Ñ H´1 is compact and V is of
class C1,1pAu,H1,H´1q Ă C1upAu,H1,H´1q for all u bounded (see[Mar18b, Lemma 5.6]). So, for
all w P R, Theorem 4.2.2 applies. Moreover, since V is not ∆-bounded, we cannot apply Theorem
4.1.1.
(f) Assume that V : H1 Ñ H´1 is symmetric, bounded with bound less than one and that there
is µ ą 0 such that xxy1`µV pxq P H´1. Then there is u P U such that V P C1,1pAu,H1,H´1q
(see [Mar18b, Lemma 5.8]). In particular, for this type of potential, Theorem 4.2.2 applies. For
example, in dimension ν ě 3, if we take χ : R Ñ R such that χ P C3, χp|x|q “ 0 if |x| ą 1 and
χ1p0q “ χ2p0q “ 1, the potential defined by
V pxq “
`8ÿ
n“2
np3ν´1q{2χ1pn3ν{2p|x| ´ nqq,
is compact on H1 to H´1 and of class C1,1pAu,H1,H´1q for an appropriate u. Moreover, we can
show that this potential is neither ∆-bounded, neither of class C1pAD,H1,H´1q (see [Mar18b,
Lemma 5.10]). In particular, Theorems 4.1.1 and 4.2.1 do not apply with this potential.
65
Chapitre 4. A new class of Schrödinger operators without positive eigenvalues
(g) Remark that all examples we gave are central potentials. But it is not necessary to have this
property and we gave only examples which are central because it is easier. In particular, if W
satisfies xqy1`W is bounded for one choice of  ą 0, then Theorem 4.2.2 applies for V “ divpW q.
Since in the proof of Corollary 4.1.2, one use only assumption (4.2) by applying it on certain vectors that
are constructed with a possible eigenvector of H, we can weaken the conditions on the potential. For
0 ă β ă 1 and α ą 0, let Fβpxq “ αxxyβ . We have the following
Theorem 4.2.3. Suppose that V is ∆-compact.
Let ψ such that Hψ “ Eψ with E ą 0 and such that ψF “ exppFβpqqqψ P L2pRνq for all α ą 0, 0 ă β ă 1.
Suppose that there is δ ą ´2, δ1, σ, σ1 P R such that δ ` δ1 ą ´2 and, for all α ą 0, 0 ă β ă 1,
pψF , rV, iADsψF q ě δpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` pσα` σ1q}ψF }2. (4.3)
Then ψ “ 0.
If we only suppose that V : H1 Ñ H´1 is bounded (but not necessarily ∆-bounded), we have the
following:
Theorem 4.2.4. Suppose that V : H1 Ñ H´1 is bounded.
Let ψ such that Hψ “ Eψ with E ą 0. For 0 ă β ă 1 and α ą 0, let Fβpxq “ αxxyβ. Denote
ψF “ exppFβpqqqψ.
Suppose that ψF P L2pRνq for all α ą 0, 0 ă β ă 1, and that there is δ ą ´2, δ1, σ, σ1 P R such that
δ ` p1` }xpy´1V xpy´1}qδ1 ą ´2 and, for all α ą 0, 0 ă β ă 1,
pψF , rV, iADsψF q ě δpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` pσα` σ1q}ψF }2. (4.4)
Then ψ “ 0.
We make some comments on the two previous theorems:
(a) Since we suppose that ψ has sub-exponential bounds, for α, β fixed, ψF has sub-exponential bounds
too. Moreover, we can remark that ψF is an eigenvector for
HpF q :“ eFHe´F “ H ´ p∇F q2 ` pip∇F ` i∇Fpq.
This makes easier to prove (4.3) and (4.4).
(b) Remark that in (4.2), the inequality is required to be true in the sense of the form. In (4.3) and
(4.4), we do not ask to have this inequalities for all φ P DpHq X DpAuq, but only for a type of
vector with high decrease at infinity.
(c) Assumption (4.2) corresponds to the case where δ1 “ σ “ 0 and δ ą ´2 in (4.3). In particular, if
V satisfies (4.2), it satisfies (4.3) too.
(d) Remark that if δ1 ě 0, conditions δ ` δ1 ą ´2 and δ ` p1 ` }xpy´1V xpy´1}qδ1 ą ´2 are always
satisfied.
(e) Actually, one only need to require (4.3) and/or (4.4) for β near 1 and α large enough.
(f) We can replace (4.3) by the similar inequality
pψF , rV, iADsψF q ě δpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` δ2}g1{2ADψF }2
` pσα` σ1q}ψF }2 (4.3’)
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with δ ą ´2, δ ` δ1 ą ´2 and δ2 ą ´4. (4.4) may be replaced by
pψF , rV, iADsψF q ě δpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` δ2}g1{2ADψF }2
` pσα` σ1q}ψF }2 (4.4’)
with δ ą ´2, δ ` p1` }xpy´1V xpy´1}q}δ1 ą ´2 and δ2 ą ´4 and the both Theorems remain true.
This enlarges the class of admissible potentials (see Section 4.6).
(g) Let Vsr and Vlr be two functions such that there is ρsr, ρlr, ρ1lr ą 0 and
|x|1`ρsrVsrpxq, |x|ρlrVlrpxq and |x|ρ1lrx∇Vlrpxq are bounded. Suppose that V satisfies assumptions
of Theorem 4.2.3 (respectively Theorem 4.2.4).
Then V˜ “ V ` Vsr ` Vlr satisfies assumptions of Theorem 4.2.3 (respectively Theorem 4.2.4)
too. To see that, notice that Vlr and Vsr are compact on H1 and are of class C1pAD,H1,H´1q X
C1upAu,H1,H´1q for all u P U and that there is σ1, σ2 P R such that
pψF , rVlr, iADsψF q ě σ1}ψF }2
pψF , rVsr, iADsψF q ě ´pψF ,∆ψF q ` σ2

}φ}2
for all  ą 0. In particular, we can choose  ą 0 small enough such that, if V satisfies (4.3)
(respectively (4.4)), V˜ satisfies (4.3) (respectively (4.4)).
(h) If V can be seen as the derivative of a bounded function (the derivative of a short range potential
for example), the conclusion of Theorem 4.2.4 is still true if one assume (4.4) and if one replaces
the condition δ ` p1` }xpy´1V xpy´1}qδ1 ą ´2 by the weaker condition δ ` δ1 ą ´2.
(i) For ζ, θ P R, k P R˚ and w P R, let
V pxq “ wp1´ κp|x|qq sinp|x|
ζq
|x|θ ,
with κ P C8c pR,Rq with κp|x|q “ 1 if |x| ă 1, 0 ď κ ď 1. As for the sub-exponential bounds, we
can see that if θ ą 0 and ζ ă θ or θ ą 1, then Corollary 4.1.2 applies. In [JM17], they showed
that if ζ ą 1 and θ ą 1{2, H “ ∆` V has no positive eigenvalues. Moreover, they claimed that if
θ ą 0, ζ ` θ ą 2 and |w| is small enough then V satisfies (4.2) and so Corollary 4.1.2 applies. But
their proof is not sufficient if θ ď 1{2 because we need to have the commutator bounded from H1
to H´1 and in this case, it is only bounded from H2 to H´2. Here, we can show a better result:
if ζ ` θ ą 2, V : H1 Ñ H´1 is compact, of class C1,1pAu,H1,H´1q for all u bounded and satisfies
(4.4) for all w. Therefore V satisfies assumptions of Theorem 4.2.4 for all w P R. In particular,
if θ ă 0, V is not bounded. Moreover, if ζ ` θ “ 2 and 1{2 ě θ, then V satisfies assumptions of
Theorem 4.2.3 for |w| sufficiently small. All this results are collected in Proposition 4.6.3.
(j) Let
V pxq “ wp1´ κp|x|qqe3|x|{4 sinpe|x|q
with w P R, κ P C8c pR,Rq, 0 ď κ ď 1 and κp|x|q “ 1 if |x| ă 1. For all w P R, we can apply Theorem
4.2.4 (see Lemma 4.6.4). Moreover, since V is not ∆-bounded, we cannot apply Corollary 4.1.2.
Now, we assume that V has more regularity with respect to Au. In this case, we can prove a limiting
absorption principle and we can show that the boundary values of the resolvent will be a smooth function
outside the eigenvalues. To this end, we need to use the Hölder-Zygmund continuity classes denoted
Λσ. The definition of this particular classes of regularity is recalled on Section 4.3.2. We also need some
weighted Sobolev space, denoted Hts which are defined on Section 4.3.1
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Theorem 4.2.5 ([Mar18b], Theorem (3.3)). Let Rpzq “ pH ´ zq´1 be the resolvent operator associate to
H. Let V : H1 Ñ H´1 be a compact symmetric operator. Suppose that there is u P U and s ą 1{2 such
that V is of class Λs`1{2pAu,H1,H´1q. Then the limits
Rpλ˘ i0q :“ w*-lim
µÓ0 Rpλ˘ iµq (4.5)
exist, locally uniformly in λ P p0,`8q outside the eigenvalues of H. Moreover, the functions
λ ÞÑ Rpλ˘ i0q P BpH´1s ,H1´sq (4.6)
are locally of class Λs´1{2 on p0,`8q outside the eigenvalues of H.
Since Λs`1{2pAuq Ă C1upAuq for all s ą 1{2, by combining Theorems 4.2.2, 4.2.4 and 4.2.5, we have the
following
Corollary 4.2.6. Let V : H1 Ñ H´1 be a compact symmetric potential and s ą 1{2. If there is u P U
such that V is of class Λs`1{2pAu,H1,H´1q, and if (4.4) is satisfied, then the limits
Rpλ˘ i0q :“ w*-lim
µÓ0 Rpλ˘ iµq (4.7)
exist locally uniformly in λ P p0,`8q and
λ ÞÑ Rpλ˘ i0q P BpH´1s ,H1´sq (4.8)
are of class Λs´1{2 on p0,`8q.
The paper is organized as follows. In Section 4.3, we will give some notations and we recall some basic
fact about regularity. In Section 4.4, we will prove Theorem 4.2.1 and Theorem 4.2.2. In Section 4.5, we
will prove Theorem 4.2.3 and Theorem 4.2.4. In Section 4.6, we will give some explicit classes of potential
for which we can apply our main results. Finally in Appendix 4.7, we will recall the Helffer-Sjöstrand
formula and some properties of this formula that we will use in the proof of our main Theorems.
4.3 Notations and basic notions
4.3.1 Notation
LetX “ Rν and for s P R letHs be the usual Sobolev space onX withH0 “ H “ L2pXq whose norm is de-
noted }¨}. We are mainly interested in the space H1 defined by the norm }f}21 “
ş `|fpxq|2 ` |∇fpxq|2˘ dx
and its dual space H´1.
We denote qj the operator of multiplication by the coordinate xj and pj “ ´iBj considered as operators
in H. For k P X we denote k ¨ q “ k1q1 ` ¨ ¨ ¨ ` kνqν . If u is a measurable function on X let upqq be the
operator of multiplication by u in H and uppq “ F´1upqqF , where F is the Fourier transformation:
pFfqpξq “ p2piq´ ν2
ż
e´ix¨ξupxqdx.
If there is no ambiguity we keep the same notation for these operators when considered as acting in
other spaces. If u is a C8 vector fields with all the derivates bounded, we denote by Au the symmetric
operator:
Au “ 1
2
pq ¨ uppq ` uppq ¨ qq “ uppq ¨ q ` i
2
pdivuqppq. (4.9)
Notice that Au is essentially self-adjoint (see [ABdMG96, Proposition 4.2.3]). Since we will use vector
fields u which have a particular form, we use the space U define by
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Definition 4.3.1. We define U the space of C8 vector fields u with all derivates bounded such that there
is a strictly positive bounded function λ : X Ñ R of class C8 with upxq “ xλpxq for all x P X.
Let AD “ 12 pp ¨ q ` q ¨ pq be the generator of dilations.
As usual, we denote xxy “ p1`|x|2q1{2. Then xqy is the operator of multiplication by the function x ÞÑ xxy
and xpy “ F´1xqyF . For real s, t we denote Hts the space defined by the norm
}f}Hts “ }xqysf}Ht “ }xpytxqysf}. (4.10)
Note that the norm }f}Hts is equivalent to the norm }xqysxpytf} and that the adjoint space of Hts may be
identified with H´t´s.
We denote ∆ “ p2 the non negative Laplacian operator, i.e. for all φ P H2, we have
∆φ “ ´
nÿ
i“1
B2φ
Bx2i
.
For I a Borel subset of R, we denote EpIq the spectral mesure of H on I.
Definition 4.3.2. Let A be a self adjoint operator on L2pRνq. Assume that H is of class C1pAq. We
say that H satisfies the Mourre estimate at λ0 with respect to the conjugate operator A if there exists a
non-empty open set I containing λ0, a real c0 ą 0 and a compact operator K0 such that
EpIqrH, iAsEpIq ě c0EpIq `K0 (4.11)
We denote EupHq the complement of the set of λ0 for which the Mourre estimate is satisfied with respect
to Au.
In the Helffer-Sjöstrand formula (Appendix 4.7), there is a term of rest which appears. To control it we
define the following space of application:
Definition 4.3.3. For ρ P R, let Sρ be the class of the function ϕ P C8pRν ,Cq such that
@k P N, Ckpϕq– sup
tPRν|α|“k
xty´ρ`k|Bαt ϕptq| ă 8. (4.12)
Note that Ck define a semi-norm for all k.
4.3.2 Regularity
Let F 1, F 2 be to Banach space and T : F 1 Ñ F 2 a bounded operator.
Let A a self-adjoint operator such that the unitary group generated by A leaves F 1 and F 2 invariants.
Let k P N. We said that T P CkpA,F 1, F 2q if, for all f P F 1, the map
R Q t ÞÑ eitATe´itAf has the usual Ck regularity.
We said that T P Cku pA,F 1, F 2q if T P CkpA,F 1, F 2q and all the derivatives of the map R Q t ÞÑ
eitATe´itAf are norm-continuous function. The following characterisation is available:
Proposition 4.3.4 (Proposition 5.1.2, [ABdMG96]). T P C1pA,F 1, F 2q if and only if rT,As “ TA´AT
has an extension in BpF 1, F 2q.
For k ą 1, T P CkpA,F 1, F 2q if and only if T P C1pA,F 1, F 2q and rT,As P Ck´1pA,F 1, F 2q.
We can defined another class of regularity called the C1,1 regularity:
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Proposition 4.3.5. We said that T P C1,1pA,F 1, F 2q if and only ifż 1
0
}Tτ ` T´τ ´ 2T }BpF 1,F2q dττ2 ă 8,
where Tτ “ eiτAuT e´iτAu .
An easier result can be used:
Proposition 4.3.6 (Proposition 7.5.7 from [ABdMG96]). Let A be a self-adjoint operator. Let G be a
Banach space and let Λ be a closed densely defined operator in G˚ with domain included in DpA,G˚q
and such that ´ir belongs to the resolvent set of Λ and r}pΛ ` irq´1}BpG˚q ď C P R for all r ą 0. Let
ξ P C8pXq such that
ξpxq “ 0 if |x| ă 1 and ξpxq “ 1 if |x| ą 2. If T : G Ñ G˚ is symmetric, of class C1pA,G,G˚q and
satisfies ż 8
1
}ξpΛ{rqrT, iAs}BpG,G˚q drr ă 8
then T is of class C1,1pA,G,G˚q.
If T is not bounded, we said that T P CkpA,F 1, F 2q if for z R σpT q,
pT ´ zq´1 P CkpA,F 2, F 1q.
Proposition 4.3.7. For all k ą 1, we have
CkpA,F 1, F 2q Ă C1,1pA,F 1, F 2q Ă C1upA,F 1, F 2q Ă C1pA,F 1, F 2q.
If F 1 “ F 2 “ H is an Hilbert space, we note C1pAq “ C1pA,H,H˚q. If T is self-adjoint, we have the
following:
Theorem 4.3.8 (Theorem 6.3.4 from [ABdMG96]). Let A and T be two self-adjoint operators in a
Hilbert space H. Assume that the unitary group texppiAτquτPR leaves the domain DpT q of T invariant.
Set G “ DpT q. Then
1. T is of class C1pAq if and only if T P C1pA,G,G˚q.
2. T is of class C1,1pAq if and only if T P C1,1pA,G,G˚q.
Remark that, if T : HÑ H is not bounded, since T : G Ñ G˚ is bounded, in general, it is easier to prove
that T P C1pA,G,G˚q than T P C1pAq.
If G is the form domain of H, we have the following:
Proposition 4.3.9 (see p. 258 of [ABdMG96]). Let A and T be self-adjoint operator in a Hilbert space
H. Assume that the unitary group texppiAτquτPR leaves the form domain G of T invariant. Then
1. T is of class CkpAq if T P CkpA,G,G˚q, for all k P N.
2. T is of class C1,1pAq if T P C1,1pA,G,G˚q.
As previously, since T : G Ñ G˚ is always bounded, it is, in general, easier to prove that T P CkpA,G,G˚q
than T P CkpAq.
Now we will recall the Hölder-Zygmund continuity classes of order s P p0,8q . Let E be a Banach space
and F : R Ñ E a continuous function. If 0 ă s ă 1 then F is of class Λs if F is Hölder continuous of
order s. If s “ 1 then F is of class Λ1 if it is of Zygmund class, i.e. }F pt` εq`F pt´ εq´ 2F ptq} ď Cε for
all real t and ε ą 0. If s ą 1, let us write s “ k ` σ with k ě 1 integer and 0 ă σ ď 1; then F is of class
Λs if F is k times continuously differentiable and F pkq is of class Λσ. We said that V P ΛspAu,H1,H´1q
if the function τ ÞÑ Vτ “ eiτAuV e´iτAu P BpH1,H´1q is of class Λs. Remark that, if s ě 1 is an integer,
CspAu,H1,H´1q Ă ΛspAu,H1,H´1q.
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4.4 Sub-exponential bounds on possible eigenvectors
In this section we will prove Theorem 4.2.1 and Theorem 4.2.2.
4.4.1 The operator version
Our proof of Theorem 4.2.1 closely follows the one of Theorem 2.1 in [FH82]. Therefore, we focus on the
main changes. We will use notations of Theorem 4.2.1.
For  ą 0 and τ ą 0, define the real valued functions F and g by
F pxq “ τ ln
ˆ
xxyp1` xxyq´1
˙
and ∇F pxq “ xgpxq. (4.13)
Let E P R and ψ P DpHq such that Hψ “ Eψ. Let ψF “ exppF qψ. On the domain of H, we consider
the operator
HpF q “ eFHe´F “ H ´ p∇F q2 ` pip∇F ` i∇Fpq. (4.14)
As in [FH82], ψF P Dp∆q “ DpHpF qq,
HpF qψF “ EψF (4.15)
and pψF , HψF q “ pψF , pp∇F q2 ` EqψF q. (4.16)
If we suppose in addition that
xqyβτ exppαxqyβqψ P L2pRνq (4.17)
for all τ and some fixed α ě 0, 0 ă β ă 1, then (4.15) and (4.16) holds true for the new functions F and
g given by
F pxq “ αxxyβ ` τ lnp1` γxxyβτ´1q and ∇F pxq “ xgpxq (4.18)
for all γ ą 0 and τ ą 0.
To replace Formula (2.9) in [FH82], we prove the following
Lemma 4.4.1. Suppose that V is ∆-compact. Let u P U . Assume that H “ ∆` V is of class C1pAuq.
For both definitions of F and g, we have
pψF , rH, iAusψF q “ pψF , rp∇F q2 ´ q ¨∇g, iAusψF q
´4
››››λppq1{2g1{2ADψF ››››2 ´ 2<ˆgADψF , i∇λppq ¨ pψF˙
`4<
ˆ
rg1{2, λppqsg1{2ADψF , ADψF
˙
. (4.19)
We make some remarks about this Lemma:
(a) In the case (4.13), note that xxyg1{2pxq is bounded. Thus
››››λppq1{2g1{2ADψF ›››› is well defined.
(b) In the case (4.18), suppose that (4.17) is true for all τ and some fixed α ě 0, 0 ă β ă 1, we have
ADψF “ p ¨ qψF ` i
2
ψF
“ p ¨ qxqyxqy
ˆ
1` γxqyβτ´1
˙τ
exppαxqyβqψ ` i
2
ψF .
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Thus, ψF P L2pRνq and
xqy
ˆ
1` γxqyβτ´1
˙τ
exppαxqyβqψ P L2pRνq.
Moreover, since Hψ “ Eψ and ∇F is bounded for all τ ą 0, we can show that
xqy
ˆ
1` γxqyβτ´1
˙τ
exppαxqyβqψ P H1.
Thus
››››λppq1{2g1{2ADψF ›››› is well defined.
(c) If V : H1 Ñ H´1 is compact and V P C1pAu,H1,H´1q, Lemma 4.4.1 is still true with the same
proof.
Proof. [Lemma 4.4.1] Since V is of class C1pAu,G,G˚q whith G “ H2 if V is ∆-compact, G “ H1 if
V : H1 Ñ H´1 is compact, by a simple computation, we can show that eF∆e´F is of class C1pAu,G,G˚q,
which implies that HpF q “ eF∆e´F ` V is of class C1pAu,G,G˚q. For φ P DpHq XDpAuq, we have
pφ, rH, iAusφq “ pφ, rpH ´HpF qq, iAusφq ` pφ, rHpF q, iAusφq
“ ppH ´HpF qqφ, iAuφq ´ pAuφ, ipH ´HpF qqφq
`pφ, rHpF q, iAusφq
By using (4.14) and (4.15), we have:
pH ´HpF qqφ “ pp∇F q2 ´ pip∇F ` i∇Fpqqφ
A simple computation gives
pip∇F ` i∇Fpqφ “ ipppqgq ` pqgqpqφ “ q ¨∇gφ` 2igADφ
We have
pH ´HpF qqφ “ pp∇F q2 ´ q ¨∇g ´ 2igADqφ
thus
pφ, rH, iAusφq “ pφ, rp∇F q2 ´ q ¨∇g, iAusφq
´ p2gADφ,Auφq ´ pAuφ, 2gADφq ` pφ, rHpF q, iAusφq (4.20)
Since upxq “ xλpxq,
Au “ 1
2
pλppqp ¨ q ` q ¨ λppqpq “ λppqAD ` 1
2
rq, λppqsp
Using the Fourier transform, we see that rq, λppqs “ i∇λppq.
Therefore
Au “ λppqAD ` i
2
∇λppq ¨ p
which implies #
p2gADφ,Auφq “ p2gADφ, λppqADφq ` p2gADφ, i2∇λppq ¨ pφq
pAuφ, 2gADφq “ pλppqADφ, 2gADφq ` p i2∇λppq ¨ pφ, 2gADφq
By sum, we get
p2gADφ,Auφq ` pAuφ, 2gADφq “ 2pADφ, pgλppq ` λppqgqADφq
`pgADφ, i∇λppq ¨ pφq
`pi∇λppq ¨ pφ, gADφq.
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Since g and λ are positive,
gλppq ` λppqg “ 2g1{2λppq1{2λppq1{2g1{2 ` g1{2rg1{2, λppqs ` rλppq, g1{2sg1{2.
This yields
pADφ, pgλppq ` λppqgqADφq “ 2
››››λppq1{2g1{2ADφ››››2
`2<
ˆ
g1{2ADφ, rg1{2, λppqsADφ
˙
.
So from (4.20), we obtain
pφ, rH, iAusφq “ pφ, rp∇F q2 ´ q ¨∇g, iAusφq
´4
››››λppq1{2g1{2ADφ››››2 ´ 2<ˆgADφ, i∇λppq ¨ pφ˙
´4<
ˆ
g1{2ADφ, rg1{2, λppqsADφ
˙
` pφ, rHpF q, iAusφq. (4.21)
Remark that if F satisfies (4.13), since xqyg1{2 is bounded, all operators which appears on the right hand
side of (4.21) are bounded in the H1 norm. In particular, this equation can be extended to a similar
equation for φ P G Ă H1. Thus, since ψF P G, we obtain a similar equation by replacing φ by ψF .
If F satisfies (4.18), we can see that all operators which appears on the right hand side of (4.21) are
bounded in the H11 norm. In particular, this equation can be extended to a similar equation for φ P H21
if V is ∆-compact, φ P H11 if V : H1 Ñ H´1 is compact.
In all cases, since, by the Virial theorem and (4.15), pψF , rHpF q, iAusψF q “ 0, we obtain (4.19). l
Since in (4.19), we do not know an explicit form for the commutator rp∇F q2 ´ q ¨∇g, iAus, as in [FH82],
we need to control the size of this expression.
Lemma 4.4.2. Let f : Rν Ñ R be a C8 application such that f P Sρ.
Then xqy´ρrfpqq, iAus is bounded for all C8 vector fields u with bounded derivatives.
Proof. Suppose that f P Sρ. Then
@k P N, sup
tPRν
txty´ρ`k|Bαt fptq|u ă 8
for all α multi-index such that |α| “ k.
Since rfpqq, qs “ 0 and
Au “ q ¨ uppq ´ i
2
divpuqppq,
we have
rfpqq, iAus “ rfpqq, iq ¨ uppq ` 1
2
divpuqppqs “ iq ¨ rfpqq, uppqs ` 1
2
rfpqq, divpuqppqs (4.22)
By using the Helffer-Sjöstrand formula on rfpqq, uppqs, with B “ q, T “ uppq and
ϕpxq “ fpxq, we have:
rfpqq, uppqs “ i∇fpqqdivpuqppq ` I2 (4.23)
where I2 is the rest of the development of order 2 in (4.51). Similarly,
rfpqq, divpuqppqs “ i∇fpqq∇divpuqppq ` I 12 (4.24)
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So, from (4.22), we have
rfpqq, iAus “ ´q ¨∇fpqqdivpuqppq ´ q ¨ I2 ` i
2
∇fpqq∇divpuqppq ` I 12 (4.25)
From Proposition 4.7.3, we deduce, since f P Sρ, that xqysI2 and xqysI 12 are bounded if s ă ´ρ ` 2.
Moreover, since f P Sρ, xxy´ρ`1∇fpxq is bounded, and we conclude that xqy´ρq ¨ ∇fpqq is bounded.
Since, by assumptions, divpuqppq and ∇divpuqppq are bounded, by sum, xqy´ρrfpqq, iAus is bounded. l
Proof. [Theorem 4.2.1] Suppose that E R EupHq.
Let F pxq “ τ lnpxxyp1` xxyq´1q and Ψ “ ψF {}ψF }.
Following [FH82, equations (2.11) and (2.12)], we can prove that ∇Ψ is bounded and that p∆ ` 1qΨ
converges weakly to zero as  Ñ 0. Thus, for all η ą 0, since xqy´ηp∆ ` 1q´1 is compact, }xqy´ηΨ}
converges to 0 and, similarly, }xqy´η∇Ψ} converges to 0.
From Lemma 4.4.1, we deduce thatˆ
Ψ, rH, iAusΨ
˙
ď
ˆ
Ψ, rp∇F q2 ´ q ¨∇g, iAusΨ
˙
´2<
ˆ
gADψF , i∇λppq ¨ pψF
˙
´2<
ˆ
gADΨ, i∇λppq ¨ pΨ
˙
. (4.26)
Since pp∇F q2 ´ q ¨∇gq is in S´2, by Lemma 4.4.2, we have xqy2rp∇F q2 ´ q ¨∇g, iAus is bounded. Thus
the first term on right side of (4.26) converges to zero as  Ñ 0. By assumptions, ∇λppq ¨ p is bounded.
Since ∇Ψ is bounded, xqy´1ADΨ is bounded and , for all µ ą 0, }xqy´1´µADΨ} converges to zero as
Ñ 0. Thus, since xqy2g is bounded, the last term on the right side of (4.26) converges to zero as Ñ 0.
Moreover, by the Helffer-Sjostrand formula, we have
rg1{2, λppqs “ ´i∇pg1{2q∇λppq ` I
with xqyIxqys1 bounded for s1 ă 1. In particular, xqyrg1{2, λppqsxqys1 is bounded for all s1 ă 1. Thus,›››xqyrg1{2, λppqsg1{2ADΨ››› “ ›››xqyrg1{2, λppqsg1{2xqy3{2xqy´3{2ADΨ››› ,
and since xqyg1{2 is bounded, the second term on the right side of (4.26) converges to zero as Ñ 0.
Thus, we deduce that
lim sup
Ñ0
ˆ
Ψ, rH, iAusΨ
˙
ď 0.
We follow [FH82, equations (2.16) to (2.19)]to prove that, if E R EupHq, then
xxyτψ P L2pRνq @τ ą 0.
Suppose now that the Theorem 4.2.1 is false so that
SE “ α21 ` E (4.27)
where α1 ą 0 and SE R EupHq. By definition of EupHq, we have (4.11) for some δ ą 0, some c0 ą 0 and
some compact operator K0 with I “ rSE ´ δ, SE ` δs.
As in [FH82, equations (2.22) and (2.23)], let α P p0, α1q such that
α2 ` E P rSE ´ δ{2, SE ` δ{2s.
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Let 0 ă β ă 1. We have for all τ ą 0
xxyβτ exppαxxyβqψ P L2pRνq. (4.28)
Suppose γ ą 0 such that α` γ ą α1. So we have
} expppα` γqxxyβqψ} “ `8. (4.29)
In the following, we suppose that γ is sufficiently small, γ P p0, 1s. We denote by bj ,
j “ 1, 2, ¨ ¨ ¨ constants which are independant of α, γ and τ .
Let F pxq “ αxxyβ ` τ lnp1` γxxyβτ´1q and ψF “ exppF qψ, Ψτ “ ψF {}ψF }.
By a simple estimate, we have |x∇gpxq| ď b1xxyβ´2 and
p∇F q2pxq ď pα` γq2xxy2β´2 ď pα` γq2.
As previously, (4.26) is true. Since pp∇F q2´q ¨∇gq is in S2β´2, by Lemma 4.4.2, we have xqy2´2βrp∇F q2´
q ¨ ∇g, iAus is bounded. Therefore, the first term on right side of (4.26) converges to zero as τ Ñ 8.
By assumptions, ∇λppq ¨ p is bounded. As previously xqy´1ADΨτ is bounded and , for all µ ą 0,
}xqy´1´µADΨτ } converges to zero as τ Ñ `8. Thus, since xqy2´βg is bounded, the last term on the
right side of (4.26) converges to zero as τ Ñ `8.
Moreover, by the Helffer-Sjostrand formula, we have
rg1{2, λppqs “ ´i∇pg1{2q∇λppq ` I
with xqysIxqys1 bounded for s ă 2, s1 ă 1 and s` s1 ă 3´ β2 .
In particular, xqy1rg1{2, λppqsxqy1{2 is bounded. Thus,›››xqyrg1{2, λppqsg1{2ADΨ››› “ ›››xqyrg1{2, λppqsxqy1{2g1{2xqy´1{2ADΨ››› ,
and since xqy1´ β2 g1{2 is bounded, the second term on the right side of (4.26) converges to zero as τ Ñ `8.
Thus, we deduce that
lim sup
τÑ8
ˆ
Ψτ , rH, iAusΨτ
˙
ď 0.
As in [FH82], we have
lim sup
τÑ`8
››pH ´ E ´ p∇F q2qΨτ ›› “ lim sup
τÑ`8
}pp ¨∇F `∇F ¨ pqΨτ }
and by a simple computation, we have
p ¨∇F `∇F ¨ p “ 2∇F ¨ p` i∆F
and we have
}p2∇F ¨ p` i∆F qΨτ } ď 2}∇F ¨∇Ψτ } ` }∆FΨτ }.
Since |∇F |pxq ď b3xxyβ´1 and |∆F |pxq ď b4xxyβ´2,
lim sup
τÑ`8
}pH ´ E ´ p∇F q2qΨτ } “ 0
which implies that
lim sup
τÑ`8
}pH ´ E ´ α2qΨτ } ď b5γ
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By following [FH82, equations (2.37) to (2.41)], we deduce that
lim inf
τÑ8 pΨτ , EpIqrH, iAusEpIqΨτ q ě c0p1´ pb6γq
2q. (4.30)
Moreover, since
lim sup
τÑ8
pΨτ , rH, iAusΨτ q ď 0,
we have
lim sup
τÑ8
pΨτ , EpIqrH, iAusEpIqΨτ q ď b7γ. (4.31)
From (4.30) and (4.31), we have
c0p1´ pb6γq2q ď b7γ.
Since c0 is a fixed positive number, we have a contradiction for all small enough γ ą 0. Thus the theorem
is proved. l
4.4.2 The form version
If we only suppose that V : H1 Ñ H´1 is bounded with bound less than one, we have the following
Proof. [Theorem 4.2.2] Suppose that E R EupHq. We denote Ci ą 0 constant independant of .
Let F pxq “ τ lnpxxyp1` xxyq´1q and Ψ “ ψF {}ψF }. As in [FH82], we can prove that for any bounded
set B
lim
Ñ0
ż
B
|Ψ|2dnx “ 0.
By a simple calculus, we have
∇ψF “ ∇FψF ` eF∇ψ.
So, for any bounded set B, since ∇F and eF are uniformly bounded in  on B, we haveˆż
B
|∇Ψ|2dnx
˙1{2
ď
ˆż
B
|∇FΨ|2dnx
˙1{2
`
ˆż
B
|eF∇ψ|2dnx
˙1{2
}ψF }´1
ď C1
ˆż
B
|Ψ|2dnx
˙1{2
` C2
ˆż
B
|∇ψ|2dnx
˙1{2
}ψF }´1
ď C1
ˆż
B
|Ψ|2dnx
˙1{2
` C2
ˆż
Rν
|∇ψ|2dnx
˙1{2
}ψF }´1.
Since V : H1 Ñ H´1 is bounded with bound less than one, we have
H ` 1 “ xpyp1` xpy´1V xpy´1qxpy
which implies that
xpyψ “ p1` xpy´1V xpy´1q´1xpy´1pH ` 1qψ “ pE ` 1qp1` xpy´1V xpy´1q´1xpy´1ψ
and so,
}∇ψ} “ } pxpyxpyψ} ď C3}ψ}.
All of this implies that
lim
Ñ0
ż
B
|∇Ψ|2dnx “ 0.
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Moreover, since V : H1 Ñ H´1 is bounded with bound less than one, there is 0 ă a ă 1 and 0 ă b such
that
|pΨ, VΨq| ď a}∇Ψ}2 ` b.
So, by (4.16), we have
p1´ aq}∇Ψ}2 ´ b ď pΨ, HΨq ď pE ` τ2q.
So }∇Ψ} is bounded as  Ñ 0 and with a similar argument, }xpyΨ} is bounded as  Ñ 0 So, for all
N ą 0, if χN is the characteristic function of tx : xxy ď Nu, we have
}∇F∇Ψ} ď }χN∇F∇Ψ} ` }p1´ χN q∇F∇Ψ}
ď C4}χN∇Ψ} ` τN´1}∇Ψ}.
Since this inequality is true for all N ą 0 and }∇Ψ} is bounded as Ñ 0,
lim
Ñ0 }∇F∇Ψ} “ 0
and as in [FH82, equation (2.13)], we deduce that
lim
Ñ0 }pH ´ EqΨ} “ 0
which implies $&%limÑ0 }EpRzIqΨ} “ 0lim
Ñ0 }pH ` iqEpRzIqΨ} “ 0
.
As previously, by writing xpy “ p1` xpy´1V xpy´1q´1xpy´1pH ` 1q, we deduce that
lim
Ñ0 }xpyEpRzIqΨ} “ 0.
So if f1pq “ pΨ, EpRzIqrH, iAusΨq, we have
lim
Ñ0 |f1pq| ď limÑ0 }xpyEpRzIqΨ} ¨ }xpy
´1rH, iAusxpy´1} ¨ }xpyΨ}
“ 0
and simlarly with f2pq “ pΨ, EpIqrH, iAusEpRzIqΨq. Remark that we can prove similar things with
F pxq “ αxxyβ ` τ lnp1`γxxyτ´1q. Thus, by using a similar proof than for Theorem 4.2.1, Theorem 4.2.2
is proved. l
4.5 Possible eigenvectors can not satisfies sub-exponential bounds
In this section, we will prove Theorem 4.2.3 and Theorem 4.2.4.
Proof. [Theorem 4.2.3] In this proof, we will follow the method used in [CFKS08, Theorem 4.18].
Suppose that Theorem 4.2.3 is false: there is ψ ­“ 0 such that
exppαxxyβqψ P L2pRνq
for all α ą 0, 0 ă β ă 1 and Hψ “ Eψ with E ą 0. For α ą 0, 0 ă β ă 1, let Fβpxq “ αxxyβ .
As previously, we denote ψF “ exppFβpqqqψ and xgβpxq “ ∇Fβpxq. By direct calculation, we have
∇Fβpxq “ αβxxxyβ´2 and#
|∇Fβ |2 “ α2β2xxy2β´2p1´ xxy´2q
x∇p∇Fβpxqq2 “ 2α2β2xxy2β´2p1´ xxy´2q
`
β ´ 1` p2´ βqxxy´2˘ . (4.32)
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By assumptions, ψF P L2pRνq for all α ą 0, 0 ă β ă 1 which implies by (4.16) that ψF P H1. Suppose
that there is δ ą ´2, δ1, σ, σ1 P R such that δ ` δ1 ą ´2 and (4.3) is true.
Take α ą 0 and 0 ă β ă 1. We denote C (possibly different) constants that do not depend on α or β.
From (4.3), we derive
pψF , rH, iADsψF q ě p2` δqpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` pσα` σ1q}ψF }2. (4.33)
Since V is ∆-compact, we can find (see [Kat13]), for all 0 ă µ ă 1, some Cµ ą 0 such that
pψF ,∆ψF q ě µpψF , HψF q ´ Cµ}ψF }2.
Inserting this information in (4.33) and using (4.16), we get, for all 0 ă µ ă 1,
pψF , rH, iADsψF q ě
`p2` δqµ` δ1˘ pψF , p∇Fβq2ψF q ` pσα` C ´ Cµq}ψF }2. (4.34)
By (4.19) with λpxq ” 1, we have
pψF , rH, iADsψF q ď pψF , ppx∇q2gβ ´ x∇p∇Fβpxqq2qψF q.
Since |px∇q2gβ | ď Cα,
pψF , rH, iADsψF q ď αC}ψF }2 ´ pψF , x∇p∇Fβpxqq2ψF q.
Using (4.32) and the fact that
2α2β2p2´ βqpψF , xqy2β´4p1´ xqy´2qψF q ě 0,
we obtain
pψF , rH, iADsψF q ď αC}ψF }2 ´ 2α2β2pβ ´ 1qpψF , xqy2β´2p1´ xqy´2qψF q. (4.35)
Therefore, if we denote Ψα “ ψF {}ψF }, it follows from (4.34) and (4.35) that
α2β2
`
µp2` δq ` δ1 ` 2β ´ 2˘ pΨα, xqy2β´2p1´ xqy´2qΨαq ď αC ` C. (4.36)
Since 2 ` δ ` δ1 ą 0, we can choose 0 ă µ ă 1 such that p2 ` δqµ ` δ1 ą 0. Taking β ´ 1 small enough,
we can ensure that
τ “ β2 `µp2` δq ` δ1 ` 2β ´ 2˘ ą 0. (4.37)
Remark that we can suppose that β ě 1{2. Since tβ´1 expptβq ě 1 for all t ě 1, we derive from (4.36)
that, for α ě 1,
pα` 1qC ě α2τpΨα´1, p1´ xqy´2qΨα´1q. (4.38)
Since ψ ­“ 0, we can find  ą 0 such that }1|¨|ě2pqqψ} ą 0. For all α ą 0,
}1|¨|ďpqq exppαxqyβqψ}2
} exppαxqyβqψ}2 ď
expp2αxyβq}1|¨|ďpqqψ}2
expp2αx2yβq}1|¨|ě2pqqψ}2
ď exp `2αpxyβ ´ x2yβq˘ }ψ}2}1|¨|ě2pqqψ}2
and
pΨα, p1´ xqy´2qΨαq ě p1´ xy´2q}1|¨|ěpqqψF }
2
}ψF }2
ě p1´ xy´2q
ˆ
1´ }1|¨|ďpqqψF }
2
}ψF }2
˙
ě p1´ xy´2q
ˆ
1´ C exp
`
2αpxyβ ´ x2yβq˘˙
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where C “ }ψ}2}1|¨|ě2pqqψ}2 . So there exist C1 ą 0 and α0 ą 0 such that for all α ě α0,
pΨα, p1´ xqy´2qΨαq ě C1.
This implies, together with (4.38) that, for α ě α0,
pα` 1qC ě α2τC1
which is false for α large enough. l
Proof. [Theorem 4.2.4] Suppose that V : H1 Ñ H´1 is bounded and that Theorem 4.2.4 is false. We
have:
pψF , HψF q “ pψF ,∆ψF q ` pψF , V ψF q
ď pψF ,∆ψF q ` }xpy´1V xpy´1}}xpyψF }2
ď pψF ,∆ψF q ` }xpy´1V xpy´1}
ˆ
pψF ,∆ψF q ` }ψF }2
˙
,
which implies
pψF ,∆ψF q ě vpψF , HψF q ´ v}xpy´1V xpy´1}}ψF }2,
where v “ p1` }xpy´1V xpy´1}q´1. Using (4.4), we obtain
pψF , rH, iADsψF q ě p2` δqpψF ,∆ψF q ` δ1pψF , p∇Fβq2ψF q ` pσα` σ1q}ψF }2
ě p2` δqvpψF , HψF q ` δ1pψF , p∇Fβq2ψF q
`pσα` Cq}ψF }2
ě `p2` δqv ` δ1˘ pψF , |∇Fβ |2ψF q ` pσα` Cq}ψF }2. (4.39)
By assumptions, p2` δqv ` δ1 ą 0. Thus, we can choose 0 ă β ă 1 such that
τ “ β2 `p2` δqv ` δ1 ` 2β ´ 2˘ ą 0.
Following the last lines of the proof of Theorem 4.2.3, we get a contradiction for α large enough. l
4.6 Concrete potentials
In this section, we study the concrete potentials that we mentioned in the several remarks following our
results in Section 4.1.
4.6.1 Preliminary results
We want to apply Theorem 4.2.3 and Theorem 4.2.4 to this concrete potentials. We thus have to check
the validity of (4.3) and (4.4) for them. To this end, we shall need the following
Lemma 4.6.1. Let W be a bounded real valued function such that |q|W is bounded (W is of short range
type for example) and the distributionnal ∇W is locally in L8. Let V “ |q|´1q ¨∇W ` B ` VL with B
a bounded real valued function such that qB is bounded and VL a bounded real valued function such that
there is θ ą 0 with xqyθVL and q∇VL are bounded (VL is a long range potential). Let ψ P L2 such that
Hψ “ Eψ with E ą 0. For α ą 0, 0 ă β ă 1, let Fβpxq “ αxxyβ and ψF “ eFψ. As in Theorem 4.2.4,
suppose that ψF P L2 for all α ą 0, 0 ă β ă 1. Then, for all  ą 0, there is C P R, independent of α, β,
such that
2<pqV ψF ,∇ψF q ě ´
ˆ
3` 4}|q|W }
˙
}∇ψF }2 ´ 4}|q|W } ¨ }∇FψF }2
´ Cpα` 1q}ψF }2. (4.40)
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Proof. [Lemma 4.6.1] To begin, remark that since |q|W is bounded, W vanishes at infinity. Thus,
by writing ∇W “ rp, iW s, we can show that |q|´1q ¨ ∇W : H1 Ñ H´1 is compact and, by sum, that
V : H1 Ñ H´1 is compact.
Let  ą 0. To simplify notations, we denote by C,D possibly different constants independent of α, β,
where D may depends on . As in the proof of Theorem 4.2.2, we can show that ∇ψF P L2 for all
α ą 0, 0 ă β ă 1. Recall that for a, b P H, η ą 0, we have
2|pa, bq| ď 2}a} ¨ }b}
ď η}a}2 ` η´1}b}2. (4.41)
Since |q|V “ q ¨∇W ` |q|B ` |q|VL, we can write qV “ |q|∇W ` qB ` qVL. Let κ P C8c pR,Rq such that
κptq “ 1 if |t| ă 1, 0 ď κ ď 1.ˇˇˇˇ
2<
ˆ
qV ψF ,∇ψF
˙ˇˇˇˇ
ď 2
ˇˇˇˇ
<
ˆ
pκp|q|q ` p1´ κp|q|qqq|q|∇WψF ,∇ψF
˙ˇˇˇˇ
`2
ˇˇˇˇ
<
ˆ
qB ` qVLψF ,∇ψF
˙ˇˇˇˇ
,
and using ∇W “ rp, iW s,ˇˇˇˇ
2<
ˆ
qV ψF ,∇ψF
˙ˇˇˇˇ
ď 2
ˇˇˇˇˆ
p1´ κp|q|qq|q|W∇ψF ,∇ψF
˙ˇˇˇˇ
` 2
ˇˇˇˇˆ
p1´ κp|q|qq|q|WψF ,∆ψF
˙ˇˇˇˇ
`2
ˇˇˇˇˆ
pκp|q|q|q|∇W ` qB ` rp1´ κp|q|qq|q|, psW qψF ,∇ψF
˙ˇˇˇˇ
`
ˇˇˇˇ
2<
ˆ
qVLψF ,∇ψF
˙ˇˇˇˇ
. (4.42)
Since κp|q|q|q|∇W ` qB ` rp1´ κp|q|qq|q|, psW is bounded, by (4.41), we can see that the third term on
the r.h.s. is less or equal to a term of the form }∇ψF }2 `D}ψF }2.
For the last term on the r.h.s., remark thatˇˇˇˇ
2<
ˆ
qVLψF ,∇ψF
˙ˇˇˇˇ
ď
ˇˇˇˇˆ
ψF , q ¨∇VLψF
˙ˇˇˇˇ
` ν
ˇˇˇˇˆ
ψF , VLψF
˙ˇˇˇˇ
.
Thus, since VL and q∇VL are bounded, there is C ą 0 such that the last term on the r.h.s. of (4.42) is
less or equal to C}ψF }2.
Since 0 ď κ ď 1, we can remark that the first term on the r.h.s. of (4.42) is less or equal to 2}|q|W } ¨
}∇ψF }2.
By (4.14) and (4.15), we can write
∆ψF “ HψF ´ V ψF
“ p∇F q2ψF ´ pip∇F ` i∇FpqψF ` EψF ´ V ψF
“ p∇F q2ψF ´ 2∇F∇ψF ´∆FψF ` EψF ´ V ψF .
Inserting this information in the second term on the r.h.s. of (4.42), we get
2 |pp1´ κp|q|qq|q|WψF ,∆ψF q|
ď 2}p1´ κp|q|qq|q|W }}∇FψF }2 ` 4 |pp1´ κp|q|qq|q|W∇FψF , pψF q|
`2 |pp1´ κp|q|qq|q|WψF , V ψF q|
`2 |pp1´ κp|q|qq|q|WψF ,∆FψF q| ` 2}p1´ κp|q|qq|q|W }|E|}ψF }2. (4.43)
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By (4.41) with η “ 1, we can remark that the second term on the r.h.s. of (4.43) is bounded above by
2}|q|W }}∇FψF }2 ` 2}|q|W }}∇ψF }2. Since α´1∆F is bounded, the 2 last terms on the r.h.s. of (4.43)
are less or equal to Cpα` 1q}ψF }2.
For the third term, we use that B, VL and |q|W are bounded to arrive at
2 |pp1´ κp|q|qq|q|WψF , V ψF q|
“ 2 |pp1´ κp|q|qqWψF , pq ¨∇W ` |q|B ` |q|VLqψF q|
ď 2 |pp1´ κp|q|qqqψF ,W∇WψF q| ` C}ψF }2
ď 2 ˇˇpp1´ κp|q|qqqψF , rp, iW 2sψF qˇˇ` C}ψF }2.
Since qW 2 and W are bounded, by (4.41),ˇˇpp1´ κp|q|qqqψF , rp, iW 2sψF qˇˇ ď ˇˇppp1´ κp|q|qqqψF ,W 2ψF qˇˇ
` ˇˇpp1´ κp|q|qqqW 2ψF , pψF qˇˇ
ď 2 ˇˇpp1´ κp|q|qqqW 2ψF , pψF qˇˇ
` ˇˇpW 2rp, p1´ κp|q|qqqsψF , ψF qˇˇ
ď C}ψF }2 ` }∇ψF }2.
Thanks to these inequalities, we derive from (4.42)ˇˇˇˇ
2<p|q|∇WψF ,∇ψF q
ˇˇˇˇ
ď p3` 4}|q|W }q}∇ψF }2
`Cpα` 1q}ψF }2 ` 4}|q|W }}∇FψF }2.
which implies (4.40). l
Remark that, in (4.40), we can replace }|q|W } by }pp1 ´ κp|q|qq|q|W }. In particular, if |q|W vanishes at
infinity, we can choose the function κ such that }pp1´ κp|q|qq|q|W } ď .
Corollary 4.6.2. Let W be a bounded real valued function such that |q|W is bounded (W is of short
range type for example) and the distributionnal ∇W is locally in L8. Let V “ |q|´1q ¨∇W `B`VL with
B a bounded real valued function such that qB is bounded and VL a bounded real valued function such
that q∇VL is bounded. If }|q|W } is small enough, we can choose  ą 0 small enough such that V satisfies
(4.3) and (4.4).
Remark that, if we denote g the function such that xgpxq “ ∇Fβpxq, the first term on the r.h.s. of (4.42)
is less or equal to C1αβ
››g1{2ADψF ›› ` C2}ψF }2 where C1, C2 are independent of α, β. In particular, if αβ
is large enough, this term appears in (4.3’) and (4.4’), and we can use these assumptions instead of (4.3)
and (4.4).
Proof. [Corollary 4.6.2] Let ψ and ψF as in Lemma 4.6.1. Then
pψF , rV, iADsψF q “ pψF , iV q ¨ pψF q ´ pψF , iq ¨ pV ψF q
“ pqV ψF ,∇ψF q ´ p∇ψF , qV ψF q ´ νpψF , V ψF q
“ 2<pqV ψF ,∇ψF q ´ νpψF , V ψF q.
Let κ P C8c pR,Rq such that κptq “ 1 if |t| ă 1, 0 ď κ ď 1. For second term, we have
νpψF , V ψF q “ νpψF , κp|q|qV ψF q ` νpψF , p1´ κp|q|qqV ψF q
“ νpψF , p1´ κp|q|qqp|q|´1q ¨∇W `B ` VLqψF q `
νpψF , κp|q|qV ψF q.
By writing ∇W “ rp, iW s, since B, κp|q|qV, VL and
rp1´ κp|q|qq|q|´1q, ps are bounded, for all  ą 0, by (4.41),
|νpψF , V ψF q| ď }∇ψF }2 ` C}ψF }2.
Using this and Lemma 4.6.1, we obtain (4.3) and/or (4.4) if }|q|W } and  are small enough. l
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4.6.2 A class of oscillating potential
Let v P C1pRn,Rnq with bounded derivative. Let Vlr, Vsr, Vc, V˜sr such that Vc is compactly support
and such that there is ρlr, ρsr ą 0 with xqy1`ρsrVsr, xqy1`ρsr V˜sr, xqyρlrVlr, xqyρlrq ¨ ∇Vlr are bounded
(Vlr is a long-range potential and Vsr and V˜sr are short-range potentials). Moreover, we suppose that
Vc : H1 Ñ H´1 is compact and that there is c ą 0 and λc P R such that, for all φ P DpHq XDpADq,
pφ, rVc, iADsφq ě pc ´ 2qpφ,∆φq ` λc}φ}2.
Let ζ, θ P R, k ą 0, w P R˚ and κ P C8c pR,Rq such that κ “ 1 on r´1, 1s and 0 ď κ ď 1. Let
Wζθpxq “ wp1´ κp|x|qq sinpk|x|
ζq
|x|θ . (4.44)
Remark that if we take ζ “ θ “ 1, this potential has the form of the Wigner-von Neuman potential
for which we know that k
2
4 is an eigenvalue. As pointed out in [JM17], Corollary 4.1.2 applies with
Vlr ` Vsr `Wζθ as potential if θ ą 0 and θ ą ζ or if θ ą 1. In [JM17], it is claimed that Corollary 4.1.2
applies when 1{2 ě θ ą 0, ζ ą 1, ζ ` θ ą 2 and |w| small enough. The corresponding proof, however, is
not sufficient. Here, thanks to our main result, we are able to prove the following
Proposition 4.6.3. Let V “ Vlr ` Vsr ` v ¨∇V˜sr ` Vc `Wζθ and let H “ ∆` V an.
1. If ζ ` θ ą 1, then V : H1 Ñ H´1 is compact.
2. If ζ ` θ ě 3{2, then a possible eigenvector of H has sub-exponential bounds.
3. If ζ ` θ ą 3{2, then Au is conjugate to H on all compact subset of p0,`8q for all u bounded. In
particular the sub-exponential bounds are unlimited.
4. Let θ P R, ζ ą 1 and ζ ` θ “ 2. If
ˇˇˇ
w
kζ
ˇˇˇ
ă c6 , then H “ ∆`Wζθ has no positive eigenvalue;
5. If ζ ` θ ą 2, then H “ ∆`Wζθ has no positive eigenvalue.
We will give some comments about this Proposition
1. In the case ζ ` θ “ 2, θ ď 1{2 and ζ ą 1, Theorems 4.2.2 and 4.2.4 apply if
ˇˇˇ
w
kζ
ˇˇˇ
ă c8 . But, by
using (4.4’), we can show that the result of these Theorems stay true if
ˇˇˇ
w
kζ
ˇˇˇ
ă c6 .
2. If θ ą 0, we can replace the assumption Vc : H1 Ñ H´1 is compact by Vc ∆-compact and xqyρsrv ¨
∇V˜sr bounded with the same result.
3. If θ ď 0, Wζθ is not ∆-compact. Therefore Corollary 4.1.2 does not apply in this case.
4. Making use the specific form of the potential, the absence of positive eigenvalue for H was proved
in [JM17] if ζ ą 1 and θ ą 1{2.
5. If 2 ě ζ ` θ ě 3{2, the regularity required by Theorem 4.2.2 is not granted. However we can prove
the sub-exponential bounds along the lines of the proof of [JM17, Proposition 3.2].
6. Remark that, in [Whi83], Schrödinger operators with oscillating potentials are studied, and it was
used that potentials are central. But in our case, we do not suppose that other parts of the potential
are central.
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Proof. [Proposition 4.6.3] Let u P U a bounded vector field. Suppose that ζ ` θ ą 1. Let κ˜ P C8c pR,Rq
such that κ˜p|x|q “ 0 if |x| ě 1, κ˜ “ 1 on r´1{2, 1{2s and 0 ď κ˜ ď 1. So, we can observe that
p1´ κ˜p|x|qqp1´ κp|x|qq “ p1´ κp|x|qq for all x P Rν . For γ P R, let
W˜ζγpxq “ wp1´ κ˜p|x|qqcospk|x|
ζq
|x|γ . (4.45)
For x P Rν ,
Wζθpxq “ ´p1´ κp|x|qq 1
kζ
x
|x| ¨∇W˜ζγpxq ´ p1´ κp|x|qqγ
1
kζ|x|W˜ζγpxq (4.46)
with γ “ θ ` ζ ´ 1 ą 0. Thus, by writing ∇W˜ζγ “ rp, iW˜ζγs, we can show that Wζθ : H1 Ñ H´1 is
compact. Remark that since W˜ζγ has the same form as Wζθ, by iterated this calculus, we can show that,
if ζ ą 1, for all l P N, for all k P R, l ě pk ´ θqpζ ´ 1q´1, xpy´lxqykWζθxpy´l is bounded. Similarly, since
the derivative of v is bounded, by writing
v ¨∇V˜sr “ divpvqV˜sr ´ divpvV˜srq,
we can show that v ¨∇V˜sr : H1 Ñ H´1 is compact. Therefore, by sum, the first point of Proposition 4.6.3
is proved.
To prove the next point, in a first time, we can see that, by [Mar18b, Lemma 5.4], if ζ ` θ ą 2, Wζθ has
enough regularity to satisfies assumptions of Theorem 4.2.2. Similarly, since qVc : H1 Ñ H´1 is compact
(Vc is compactly suport), we can show that all the terms of the potential has enough regularity to satisfies
assumptions of Theorem 4.2.2.
If 3{2 ď ζ`θ ď 2, we will adapt the proof of [JM17, Proposition 7.1] to our context. In this proof, we can
see that it is sufficient to prove that pΨλ, rV, iAusΨλq is uniformly bounded in λ to prove the polynomial
bounds.
Suppose that 2 ě ζ ` θ ě 3{2. Then V : H1 Ñ H´1 is compact which implies that σesspHq “ σessp∆q “
r0,`8q. In particular, we can find m ą 0, as large as we want, such that ´m R σpHq. In particular, by
the resolvent formula, ´m R σpHpF qq.
Let F as in (4.13). Let H0pF q “ eF pQqH0e´F pQq. Remark that F pxq and ∇F pxq is bounded uniformly
with respect to λ ą 1. As in [JM17], pΨλ, rV ´Wζθ ´ Vc, iAusΨλq is uniformly bounded in λ. Therefore,
we have to show that pΨλ, rVc`Wζθ, iAusΨλq is uniformly bounded in λ. By pseudodifferential calculus,
we can show that, for all l P R, xP yl`2pm ` H0pF qq´1xP y´l is uniformly bounded in λ. Notice that
xP ypm`HpF qq´1xP y is uniformly bounded in λ. Moreover, for  P r0, 1s,
xqyxP ypm`H0pF qq´1xP yxqy´ is uniformly bounded in λ.
We can write
pΨλ, rVc, iAusΨλq
“ `pHpF q `mqΨλ, pHpF q `mq´1rVc, iAuspHpF q `mq´1pHpF q `mqΨλ˘ .
Since xpypHpF q`mq´1xpy is uniformly bounded and since Vc is compactly support, we can easily see that
pHpF q `mq´1rVc, iAuspHpF q `mq´1 is uniformly bounded. Using that pHpF q `mqΨλ “ pE `mqΨλ,
this implies that pΨλ, rVc, iAusΨλq is uniformly bounded in λ.
For pΨλ, rWζθ, iAusΨλq, notice that in the expression of rWζθ, iAus there is only terms of the form
qWζθ ¨uppq and Wζθdivpuqppq. For terms with Wζθdivpuqppq, since Wζθ : H1 Ñ H´1 is compact, we know
that pHpF q `mq´1WζθdivpuqppqpHpF q `mq´1 is uniformly bounded.
For the other type of terms, we can write for l ą 0
pΨλ, qWζθ ¨ uppqΨλq
“
ˆ
pHpF q `mqlΨλ, pHpF q `mq´lqWζθ ¨ uppqpHpF q `mq´lpHpF q `mqlΨλ
˙
“ pE `mq2l `Ψλ, pHpF q `mq´lqWζθ ¨ uppqpHpF q `mq´lΨλ˘ .
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In particular, we only have to show that for l large enough,
pHpF q `mq´lqWζθuppqpHpF q `mq´l
is uniformly bounded in λ. To do this, we will use the resolvent estimate and write for all M P N˚
pHpF q `mq´1
“ pH0pF q `mq´1 `
Mÿ
k“1
p´1qk `pH0pF q `mq´1V ˘k pH0pF q `mq´1
`p´1qM`1 `pH0pF q `mq´1V ˘M`1 pHpF q `mq´1
“ pH0pF q `mq´1 `
Mÿ
k“1
p´1qkpH0pF q `mq´1
`
V pH0pF q `mq´1
˘k
`p´1qM`1pHpF q `mq´1 `V pH0pF q `mq´1˘M`1 .
Remark that, since
xqyζ`θ´1xpy´1
´
Vsr ` v ¨∇V˜sr ` Vc `Wζθ
¯
xpy´1
is bounded and since, for all  P r0, 1s, xqyxP ypm ` H0pF qq´1xP yxqy´ is uniformly bounded, we can
write
pHpF q `mq´1
“ pH0pF q `mq´1 `
Mÿ
k“1
p´1qk `pH0pF q `mq´1Vlr˘k pH0pF q `mq´1
`p´1qM`1 `pH0pF q `mq´1Vlr˘M`1 pHpF q `mq´1 ` xpy´1xqy1´ζ´θB1
“ pH0pF q `mq´1 `
Mÿ
k“1
p´1qkpH0pF q `mq´1
`
VlrpH0pF q `mq´1
˘k
`p´1qM`1pHpF q `mq´1 `VlrpH0pF q `mq´1˘M`1 `B2xqy1´ζ´θxpy´1
where B1, B2 are uniformly bounded in λ. Now, we will choose M P N˚ such that pM `1qρlr ě ζ` θ´1.
By a simple computation, we can see that
p´1qM`1pHpF q `mq´1 `VlrpH0pF q `mq´1˘M`1 xqy1´ζ´θxpy´1 and
xpy´1xqy1´ζ´θp´1qM`1 `pH0pF q `mq´1Vlr˘M`1 pHpF q `mq´1
are uniformly bounded.
By taking the power l ą 0, we have
pHpF q `mq´l
“
ˆ
pH0pF q `mq´1 `
Mÿ
k“1
p´1qk `pH0pF q `mq´1Vlr˘k pH0pF q `mq´1˙l
`xpy´1xqy1´ζ´θB11
“
ˆ
pH0pF q `mq´1 `
Mÿ
k“1
p´1qkpH0pF q `mq´1
`
VlrpH0pF q `mq´1
˘k˙l
`B12xqy1´ζ´θxpy´1
with B11, B12 are uniformly bounded in λ.
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Notice that Vlrxpy´2xpy2pH0pF q ` mq´1 is bounded. By a simple computation, we can remark that
xqyrVlr, xpy´2s is bounded. In particular, we can write
VlrpH0pF q `mq´1 “ xpy´2Vlrxpy2pH0pF q `mq´1 ` xqy´1B3
with B3 uniformly bounded. Similarly, we can write
pH0pF q `mq´1Vlr “ pH0pF q `mq´1xpy2Vlrxpy´2 `B4xqy´1
with B4 uniformly bounded. Repeating this computation, we can see that
pHpF q `mq´l
“ xpy´2lB15 ` xpy´1xqy´1B13 ` xpy´1xqy1´ζ´θB11
“ B16xpy´2l `B14xqy´1xpy´1 `B12xqy1´ζ´θxpy´1
with pB1kqk“1,¨¨¨ ,6 uniformly bounded in λ. Thus,
pHpF q `mq´lqWζθuppqpHpF q `mq´l
“ `B16xpy´2l `B14xqy´1xpy´1 `B12xqy1´ζ´θxpy´1˘ qWζθuppq`xpy´2lB15 ` xpy´1xqy´1B13 ` xpy´1xqy1´ζ´θB11˘
Since xpy´1qWζθxpy´1xqy1´ζ´θ is bounded, we can write
pHpF q `mq´lqWζθuppqpHpF q `mq´l “ B16xpy´2lqWζθuppqxpy´2lB15 `B
where B is uniformly bounded in λ. By taking l large enough such that xpy´2lqWζθxpy´2l is bounded,
we show that pHpF q ` mq´lqWζθuppqpHpF q ` mq´l is uniformly bounded in λ. This implies that
pΨλ, rV, iAusΨλq is uniformly bounded in λ and we infer the polynomial bounds. Using a similar proof
with F as in (4.18), we prove the sub-exponential bounds (point (2) of Proposition 4.6.3).
To prove that this sub-exponential bounds are unlimited, we only have to show that the Mourre estimate
is true on all compact subset of p0,`8q. Let χ P C8c supported on a compact subset of p0,`8q. Suppose
that ζ ` θ ą 3{2. Then there is a ą 0 such that:
χpHqrH, iAusχpHq “ χpH0qr∆, iAusχpH0q ` pχpHq ´ χpH0qqr∆, iAusχpH0q
`χpH0qr∆, iAuspχpHq ´ χpH0qq
`pχpHq ´ χpH0qqr∆, iAuspχpHq ´ χpH0qq
`χpHqrWζθ, iAusχpHq
ě aχpH0q2 ` pχpHq ´ χpH0qqr∆, iAusχpH0q
`χpH0qr∆, iAuspχpHq ´ χpH0qq
`pχpHq ´ χpH0qqr∆, iAuspχpHq ´ χpH0qq
`χpHqrWζθ, iAusχpHq.
Remark that since H is a compact perturbation of H0 “ ∆, pχpHq´χpH0qq is compact on H1 to H´1. In
particular the second, the third and the fourth terms of the r.h.s. of the previous inequality are compact.
Moreover, since χpHqpH ` mql is bounded for all l ą 0, using that xP y´1QWζθpQqxP y´1xQy1´θ´ζ
is compact if ζ ` θ ą 3{2 and using a similar proof than in the previous point, we can show that
χpHqrWζθ, iAusχpHq is compact. So there is a ą 0 and K compact such that
χpHqrH, iAusχpHq ě aχpHq2 `K. (4.47)
Let λ0 P p0,`8q and I an open real set containing λ0 such that the closure of I is included in p0,`8q.
Take χ as previously such that χ “ 1 on I. Remark that χpHqEpIq “ EpIqχpHq “ EpIq. Thus, by
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multiplying on the left and on the right of (4.47) by EpIq, we obtain the Mourre estimate at λ0 w.r.t.
the conjugate operator Au(point (3) of Proposition 4.6.3).
Now, suppose that ζ ` θ ě 2. By Corollary 4.6.2 and (4.46), we already know that if }|q|W˜ζγ} is small
enough, then Wζθ satisfies (4.3) and (4.4) and Theorems 4.2.3 and 4.2.4 apply. Thus we only have to
show that this norm is small enough.
Suppose that ζ ` θ “ 2 and ζ ą 1. Since xqy1`ρsr V˜sr is bounded, we can use Corollary 4.6.2 on v ¨∇V˜sr.
Remark that ›››› |q|kζ p1´ κp|q|qqW˜ζγpqq
›››› “ ˇˇˇˇ wkζ
ˇˇˇˇ
.
In particular, if
ˇˇˇ
w
kζ
ˇˇˇ
ă c8 , for all C ą 0, we can find  ą 0 small enough such that
´
ˆ
C` 4
ˇˇˇˇ
w
kζ
ˇˇˇˇ˙
´ 4
ˇˇˇˇ
w
kζ
ˇˇˇˇ
` c ´ 2 ą ´2.
Therefore, by Corollary 4.6.2, Theorem 4.2.4 applies and we prove this part of the Proposition. Using
the assumption (4.4’) instead of (4.4) in Theorem 4.2.4, we can remark that it suffices to have
ˇˇˇ
w
kζ
ˇˇˇ
ă c6 .
Suppose that ζ ` θ ą 2. In this case, γ “ ζ ` θ´ 1 ą 1. In particular, |q|W˜ζγ vanishes at infinity. So, for
all  ą 0, we can find χ˜ P C8c , such that χ˜ptq “ 1 if |t| ă 1, 0 ď χ˜ ď 1 and }p1´ χ˜pqqq|q|W } ă . Thus, by
Corollary 4.6.2, for  small enough, (4.4) is satisfied and Theorem 4.2.4 applies (point (5) of Proposition
4.6.3). l
4.6.3 A potential with high oscillations
Let
V pxq “ wp1´ κp|x|qq expp3|x|{4q sinpexpp|x|qq
with w P R, κ P C8c pR,Rq, 0 ď κ ď 1 and κp|x|q “ 1 if |x| ă 1.
For all w P R, we have the following:
Lemma 4.6.4. Let V as previously. Then
1. V : H1 Ñ H´1 is compact;
2. for all u P C8 bounded with all derivatives bounded, V P C8pAu,H1,H´1q;
3. H “ ∆` V has no positive eigenvalues.
Remark that since V is not ∆-compact and since V is not in C1pAD,H1,H´1q (see [Mar18b, Lemma
5.6]), we can not apply Corollary 4.1.2 and we can not use the Mourre Theorem with AD as conjugate
operator. But, by Corollary 4.2.6, we can prove that
λ ÞÑ Rpλ˘ i0q
are of class C8 on p0,`8q.
Proof. [ Lemma 4.6.4] Let κ˜ P C8c pR,Rq such that κ˜p|x|q “ 0 if |x| ě 1, κ˜ “ 1 on r´1{2, 1{2s and
0 ď κ˜ ď 1. Let V˜ pxq “ p1´ κ˜p|x|qq cospe|x|q. Then, we have
p1´ κp|x|qq∇V˜ pxq “ ´p1´ κp|x|qq x|x| expp|x|q sinpexpp|x|qq.
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So
xV pxq “ ´w|x|p1´ κp|x|qq expp´|x|{4q∇V˜ pxq
“ ´w|x|∇
´
p1´ κp|x|qq expp´|x|{4qV˜ pxq
¯
´wxκ1p|x|q expp´|x|{4qV˜ pxq ´ w
4
xp1´ κp|x|qq expp´|x|{4qV˜ pxq.
As previously, by writing ∇V˜ “ rp, iV s, we can show that V : H1 Ñ H´1 is compact. Moreover, by
[Mar18b, Lemma 5.6], we already know that V P C8pAu,H1,H´1q for all u P U bounded. Those implies
that Theorem 4.2.2 applies. Moreover, since |q|V˜ vanishes at infinity, as previously, for all  ą 0, we can
find χ˜ P C8c , such that χ˜ptq “ 1 if |t| ă 1, 0 ď χ˜ ď 1 and }p1´ χ˜pqqq|q|W } ă . Thus, by Corollary 4.6.2,
we can find  ą 0 small enough such that (4.4) is true. Therefore Theorem 4.2.4 applies and H “ ∆` V
has no positive eigenvalues. l
4.7 Appendix : The Helffer-Sjöstrand formula
Let T and B two self-adjoint operators. Let ad1BpT q “ rT,Bs be the commutator. We denote adpBpT q “
radp´1B pT q, Bs the iterated commutator. Furthermore, if T is bounded, T is of class CkpBq if and only if
for all 0 ď p ď k, adpBpT q is bounded.
Proposition 4.7.1 ([DG97] and [Mø00]). Let ϕ P Sρ, ρ P R. For all l P R, there is a smooth function
ϕC : CÑ C, called an almost-analytic extension of ϕ, such that :
ϕC|R “ ϕ
BϕC
Bz¯ “ c1x<pzqy
ρ´1´l|=pzq|l (4.48)
suppϕC Ă tx` iy}y| ď c2xxyu (4.49)
ϕCpx` iyq “ 0, if x R supppϕq (4.50)
for constant c1 and c2 depending of the semi-norms of ϕ.
Theorem 4.7.2 ([GJ07] and [Mø00]). Let k P N˚ and T a bounded operator in CkpBq. Let ρ ă k and
ϕ P Sρ. We have
rϕpBq, T s “
k´1ÿ
j“1
1
j!
ϕpjqpBqadjBpT q `
i
2pi
ż
C
BϕC
Bz¯ pz ´Bq
´kadkBpT qpz ´Bq´1dz ^ dz¯ (4.51)
In the general case, the rest of the previous expansion is difficult to calculate. So we will give an estimate
of this rest.
Proposition 4.7.3 ([GJ07] and [Mø00]). Let T P CkpAq be a self-adjoint and bounded operator. Let
ϕ P Sρ with ρ ă k. Let
Ikpϕq “
ż
C
BϕC
Bz¯ pz ´Bq
´kadkBpT qpz ´Bq´1dz ^ dz¯
be the rest of the development of order k in (4.51). Let s, s1 ą 0 such that s1 ă 1, s ă k and ρ`s`s1 ă k.
Then xBysIkpϕqxBys1 is bounded.
In particular, if ρ ă 0, and if we choose s1 near 0, we have xBysIkpϕqxBys1 bounded, for all s ă k´ s1´ρ.
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Chapitre 5
On the Limiting absorption principle at
zero energy for a new class of possibly
non self-adjoint Schrödinger operators
In this chapter is given preprint [Mar18a]
Abstract. We recall a Moure theory adapted to non self-adjointed operators and we apply this theory
to Schrödinger operators with non real potentials, using different type of conjugate operators. We show
that some conjugate operators permits to impose less conditions on the decrease of the derivatives of the
potential, or permits to avoid conditions on the derivatives of the potentials.
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5.1 Introduction
In this article, we will study the Schrödinger operator H “ ∆ ` V with possibly a non-real potential,
on L2pRnq, where ∆ is the non negative Laplacian operator. Here V is a multiplication operator, i.e. V
can be the operator of multiplication by a function or by a distribution of strictly positive order. When
V “ 0, we know that H “ ∆ on L2pRnq has for spectrum the real set r0,`8q with purely absolutely
continuous spectrum on this set. In this article, we are always in the application framework of the Weyl’s
Theorem. In particular, the essential spectrum of H is the same that the essential spectrum of ∆, the
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interval r0,`8q. Thus, 0 is the bound of the essential spectrum and, for this reason, 0 is a threshold for
H. Here, we are interested in the nature of the essential spectrum of the perturbed operator and in the
existence of a Limiting Absorption Principle near the threshold 0.
A general technique to prove a Limiting Absorption Principle if H is self-adjoint is due to E. Mourre
[Mou81] and it involves a local version of the positive commutator method due to C.R. Putnam [Put56,
Put67]. This method is based on the research of another self-adjoint operator A, named the conjugate
operator, for which the operator H is "regular" with respect to A and for which the Mourre estimate is
satisfied on a set I in the following sense:
EpIqrH, iAsEpIq ě c0EpIq `K,
where c0 ą 0, E is the spectral mesure of H and K is a compact operator. When H is a Schrödinger
operator, we usually apply the Mourre theory with the generator of dilations AD as conjugate operator.
With this conjugate operator, we obtain for the first order commutator of the Laplacian r∆, iADs “ 2∆.
In particular, by considering potential such that H is a compact perturbation of the Laplacian, and
under some assumptions on it, we can prove the Mourre estimate if I is a compact interval of p0,`8q.
This implies a Limiting Absorption Principle on all compact interval of p0,`8q (see [ABdMG96]). But,
we can see that since EpIqr∆, iADsEpIq is not strictly positive when 0 P I, we can not use the Mourre
theorem to prove a Limiting Absorption Principle at zero energy. To do this, several methods linked to
Mourre theory exist. A first method uses the standard Mourre theory with a parameter. The goal is
to obtain a Limiting Absorption Principle for a modified operator which depends on the parameter and
to deduce from this Limiting Absorption Principle a similar estimate for the initial operator, without
the parameter (see [BH10]). A second method is to show a Limiting Absorption Principle with weights
which depends on a parameter and to deduce from this a Limiting Absorption Principle for our operator
(see [FS04]). Here, we will use a third method which is, contrary to the others, a general method: the
method of the weakly conjugate operator. With this method, we do not have to assume that the first
order commutator is strictly positive but only positive and injective (see [MR00, Ric06, BG10]).
Let k P N˚, k ď n, and consider the decomposition Rn “ Rk ˆ Rn´k. With this decomposition, denote
px, yq P Rn where x P Rk and y P Rn´k. For h P C8pRnq, denote
∇xhpx, yq “
ˆ
Bihpx, yq
˙
i“1,¨¨¨ ,k
.
In [MR00], using the method of weakly conjugate operator, M. Măntoiu and S. Richard proved the
following
Theorem 5.1.1 ([MR00], Theorem II.2). Let k ě 2. Let H “ ∆ ` V whith V P C8pRnq X L8pRnq a
real potential. Assume that
1. x ¨∇xV P L8pRnq.
2. For all px, yq P Rn, ´x ¨∇xV px, yq ě 0.
3. There is a constant c such that, for all px, yq P Rn,ˇˇpx ¨∇xq2V px, yqˇˇ ď ´cx ¨∇xV px, yq.
Then, there exists a Banach space A Ă L2pRnq such that }pH ´ λ˘ iνq´1}BpA,A˚q is bounded uniformly
in λ P R, ν ą 0, where A˚ is the dual space of A.
These conditions do not permit to cover some situations: in fact, assumption (2) does not allow to have
an oscillating potential of the form V pxq “ sinp|x|2qe´|x|2 . Moreover, because of the derivative, for an
oscillating potential, px ¨∇xq2V can be unbounded. In this article, we will use the abstract result of the
method of the weakly conjugate operator with different type of conjugate operators.
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A first conjugate operator we use is the operator AF defined by
AF “ 1
2
pp ¨ F pqq ` F pqq ¨ pq
with F a C8 vector field with some good properties. Remark that this type of conjugate operator was
already used by R. Lavine in [Lav69, Lav71, Lav73, ABdMG96]. This conjugate operator permits to
apply the method of the weakly conjugate operator to potentials for which the derivative does not have
enough decay at infinity. With this conjugate operator, we can prove the following:
Theorem 5.1.2. Let n ě 3 and 0 ď µ ă p1 ` nn´2 q´2. Let V1, V2 P L1locpRn,Rq and H “ ∆ ` V1 ` iV2.
Assume that
1. Vk are ∆-compact and V2 ě 0;
2. qxqy´µ ¨∇Vk are ∆-compact;
3. There is
C ą ´pn´ 2q
2p1´ µp1` nn´2 q2q
2
such that ´x ¨∇V1pxq ě C|x|2 for all x P Rn;
4. There is C 1 ą 0 such that for all x P Rn, |pxxxy´µ ¨∇q2Vkpxq| ď C 1|x|´2xxy´µ.
Then
sup
λPR,ηą0
}xqy´µ{2|q|´1pH ´ λ` iηq´1|q|´1xqy´µ{2} ă 8.
Moreover, H does not have eigenvalue in R.
We make few remarks about this theorem:
1. If 0 ă µ, we do not require to have q ¨∇Vi bounded.
2. Let V1pxq “ xqy´α, α ą 0 and V2pxq “ xxy´β , β ą 0. If we want to use the generator of dilations
with these potentials, we can see that we have to assume that α, β ě 2 to use the method of the
weakly conjugate operator (see [BG10, Theorem C.1]). Here, we only have to assume that there is
0 ď µ ă p1` nn´2 q´2 such that α` µ ě 2 and β ` µ ě 2. In particular, if α ą 2´ p1` nn´2 q´2 and
β ą 2´ p1` nn´2 q´2, then Theorem 5.1.2 applies.
Another conjugate operator we use is the operator Au defined by
Au “ 1
2
pq ¨ uppq ` uppq ¨ qq
where u is a C8 vector field with some good properties. Remark that this conjugate operator was already
used in [ABdMG96]. Moreover, it turns out that this type of conjugate operator is particulary usefull
when the potential has high oscillations because conditions on commutators does not impose derivatives
(see [Mar17, Mar18b]). Using this conjugate operator, we obtain the following:
Theorem 5.1.3. Let n ě 3. Let V1, V2 P L1locpRn,Rq and H “ ∆ ` V1 ` iV2 with V2 ě 0. Assume that|q|2V1 and |q|V1 are bounded with bound small enough and that xqy3Vi is bounded. Then Theorem 5.3.1
applies. In particular, for all 1 ď µ ă 2,
sup
ρPR,ηą0
}xpy´µ{2|q|´1Rpρ´ iηq|q|´1xpy´µ{2} ă 8.
Moreover, H does not have eigenvalue in R.
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We will make few remarks about Theorem 5.1.3
1. Let W1,W2 potentials such that xqy3Wi is bounded and W2 ě 0. Let w P R. Then V1 “ wW1 and
V2 “W2 satisfy assumptions of Theorem 5.1.3 for |w| small enough.
2. In the case V2 “ 0 and V1 P Ln{2, the absence of negative eigenvalues can be proved with an
other method: using the Lieb-Thirring inequality (see [Lie00]), we already know that if V1 is small
enough, the number of negative eigenvalue have to be 0.
3. Using Sobolev inequalities and taking upxq “ xxxy´µ, 1 ă µ ă 2, we can replace the assumption
xqy3V bounded by xqy2V bounded and x ÞÑ |x|3V pxq P Lp with p ě nµ´1 (see [Mar18b, Corollary
5.9]).
4. Since assumptions on the potential do not impose conditions on the derivatives of the potential,
we can use this result with potentials which have high oscillations. For example, if V2 “ 0 and
V1pxq “ wp1´ κp|x|qq sinpk|x|αq|x|β with w, k, α P R, β ą 0 and κ P C8c pR,Rq such that κ “ 1 on r´1, 1s
and 0 ď κ ď 1, it suffices to suppose that w is small enough and that β ě 3 to obtain a Limiting
Absorption Principle on all R. Remark that because of the oscillations, Theorem C.1 of [BG10]
does not apply nor Theorem 1.1 of [FS04].
5. Notice that the absence of eigenvalue was also proved for this type of potential. For example, we can
see in [FKV15, Theorem 1 and Theorem 2] that is is sufficient in dimension n ě 3 to assume that
|x|2V is bounded with bound small enough to prove the absence of eigenvalue. Here, we suppose
more decay on the potential V and the absence of real eigenvalue is only a consequence of the
obtention of a Limiting Absorption Principle on all the real axis.
The paper is organized as follows. In Section 5.2, we will give some notations we will use below and we
recall some basic fact about regularity with respect to a conjugate operator. In Section 5.3, we will recall
the abstract result corresponding to Theorem 5.1.1. In Section 5.4, we will recall a result concerning the
application of the method of the weakly conjugate operator with the generator of dilations as conjugate
operator, and we will see that, with this conjugate operator, we can avoid conditions on the second order
derivatives. In Sections 5.5 and 5.6, we will use the method of the weakly conjugate operator with AF
and Au as conjugate operator. In Section 5.7, we will see that we can use a conjugate operator which
is a differential operator only in certain directions. In Section 5.8, we will give examples of potentials
for which our previous results apply. In Appendix 5.9, we recall the Helffer-Sjostrand formula and some
properties of this formula we will use in the text.
5.2 Notation and basic notions
5.2.1 Notation
Let X “ Rn and for s P R let Hs be the usual Sobolev spaces on X with H0 “ H “ L2pXq
whose norm is denoted } ¨ }. We are mainly interested in the space H1 defined by the norm }f}21 “ş `|fpxq|2 ` |∇fpxq|2˘ dx and its dual space H´1.
We denote qj the operator of multiplication by the coordinate xj , pj “ ´iBj and we denote p “ ppjqj“1,¨¨¨ ,n
and q “ pqjqj“1,¨¨¨ ,n considered as operators in H. For k P X we denote k ¨ q “ k1q1 ` ¨ ¨ ¨ ` kνqn. If u is
a measurable function on X let upqq be the operator of multiplication by u in H and uppq “ F´1upqqF ,
where F is the Fourier transformation:
pFfqpξq “ p2piq´ ν2
ż
e´ix¨ξupxqdx.
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If there is no ambiguity we keep the same notation for these operators when considered as acting in other
spaces.
We are mainly interested in potentials V which are multiplication operators in the following general sense.
Definition 5.2.1. A map V P B is called a multiplication operator if V eik¨q “ eik¨qV for all k P X. Or,
equivalently, if V θpqq “ θpqqV for all θ P C8c pXq.
As usual xxy “ a1` |x|2. Then xqy is the operator of multiplication by the function x ÞÑ xxy and
xpy “ F´1xqyF . For real s, t we denote Hts the space defined by the norm
}f}Hts “ }xqysf}Ht “ }xpytxqysf} “ }xqysxpytf}. (5.1)
Note that the dual space of Hts may be identified with H´t´s.
5.2.2 Regularity
Let F 1, F 2 be two Banach space and T : F 1 Ñ F 2 a bounded operator.
Let A a self-adjoint operator.
Let k P N. we say that T P CkpA,F 1, F 2q if, for all f P F 1, the map R Q t Ñ eitATe´itAf has the usual
Ck regularity. The following characterisation is available:
Proposition 5.2.2. T P C1pA,F 1, F 2q if and only if rT,As has an extension in BpF 1, F 2q.
It follows that, for k ą 1, T P CkpA,F 1, F 2q if and only if rT,As P Ck´1pA,F 1, F 2q.
If T is not bounded, we say that T P CkpA,F 1, F 2q if for one z R σpT q, and thus for any z R σpT q,
pT ´ zq´1 P CkpA,F 1, F 2q.
Proposition 5.2.3. For all k ą 1, we have
CkpA,F 1, F 2q Ă C1,1pA,F 1, F 2q Ă C1pA,F 1, F 2q.
If F 1 “ F 2 “ H is an Hilbert space, we note C1pAq “ C1pA,H,H˚q. If T is not bounded, T is of
class C1pAq if and only if rT, iAs : DpT q Ñ DpT q˚ is bounded and, for some z P CzσpT q, the set
tf P DpAq, Rpzqf P DpAq and Rpz¯qf P DpAqu is a core for A. Remark that, in general, because of the
second assumption, it is more difficult to show that T is of class C1pAq than to show that T is of class
C1pA,DpT q,DpT q˚q. This is not the case if we suppose that the unitary group generated by A leaves
DpT q invariant. For T is self-adjoint, we have the following:
Theorem 5.2.4 (Theorem 6.3.4 from [ABdMG96]). Let A and T be self-adjoint operator in a Hilbert
space H. Assume that the unitary group texppiAτquτPR leaves the domain DpT q of T invariant. Set
G “ DpT q endowed with it graph topology. Then
1. T is of class C1pAq if and only if T P C1pA,G,G˚q.
2. T is of class C1,1pAq if and only if T P C1,1pA,G,G˚q.
If G is the form domain of H, we have the following:
Proposition 5.2.5 (see p. 258 of [ABdMG96]). Let A and T be self-adjoint operators in a Hilbert space
H. Assume that the unitary group texppiAτquτPR leaves the form domain G of T invariant. Then T is
of class CkpAq if and only if T P CkpA,G,G˚q, for all k P N.
As previously, since T : G Ñ G˚ is always bounded, it is, in general, easier to prove that T P CkpA,G,G˚q
than T P CkpAq.
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5.2.3 The Hardy inequality
To have concrete conditions on the potential, we will use the Hardy inequality. For this reason we recall
it:
Proposition 5.2.6. Assume that n ě 3. Let f P H1pRnq. We have
pn´ 2q2
4
ż
Rn
1
|x|2 |fpxq|
2dx ď
ż
Rn
|∇fpxq|2dx.
In particular, this inequality implies that ifBpqq is a multiplication operator such that |q|2Bpqq is bounded,
if n ě 3, then, there is C ą 0 such that
|pf,Bpqqfq| ď C}∇f}2.
5.3 The method of the weakly conjugate operator
In this section, we will recall a version of the Mourre theory in order to obtain a limiting absorption
principle near thresholds, called the method of the weakly conjugate operator. This Mourre theory was
developed by A. Boutet de Monvel and M. Mantoiu in [BdMM97]. An improvement of this theory was
developped by S. Richard in [Ric06] fo the self-adjoint case. Here, we recall a version of this theory
present in [BG10] adapted to the non-self-adjoint case.
Let H˘ two closed operators with a common domain D. We suppose that pH`q˚ “ H´. Since H˘ are
densely defined, has common domain and are adjoint of the other, <pH˘q and =pH˘q are closable and
symmetric on D. Even if they are not self-adjoint, we can remark that D is a core for them. Therefore
G is a core for them too. We keep the same notation for their closure.
We assume that H` is dissipative i.e =pH`q ě 0. This implies that =pH´q ď 0 and, by the numerical
range theorem, we can say that σpH˘q is include in the half-plane tz P C,˘=pzq ě 0u. Let S a non
negative, injective, self-adjoint operator with form domain G “ DpS1{2q Ą D. Let S the completion of G
under the norm }f}S “
`}S1{2f}˘1{2.
We get the following inclusions with continuous and dense embeddings
D Ă G Ă S Ă S˚ Ă G˚ Ă D˚.
We will need an external operatorA, the conjugate operator. AssumeA is self-adjoint inH and S P C1pAq.
Let Wt “ eitA be the C0-group associated to A in H. We suppose that Wt stabilizes G and S. This
implies, by duality, that Wt stabilizes G˚ and S˚. Remark that if rS, iAs : S Ñ S˚ is bounded, then the
invariance of S under the C0-group Wt is a consequence of the invariance of G (see [BG10, Remark B.1]).
Theorem 5.3.1 (Theorem B.1 of [BG10]). Let H˘ and A as above. Suppose that H˘ P C2pA,G,G˚q
and that there is c ą 0 such thatˇˇpH¯f,Agq ´ pAf,H˘gqˇˇ ď c}f} ¨ }pH˘ ˘ iqg}, (5.2)
for all f, g P D XDpAq. Assume that ˘=pH˘q ě 0 and that there is c1 ě 0 such that
r<pH˘q, iAs ´ c1<pH˘q ě S ą 0, (5.3)
˘c1r=pH˘q, iAs ě 0,
in sense of forms on G. Suppose also there exists C ą 0 such thatˇˇpf, rrH˘, As, Asfqˇˇ ď C}S1{2f}2 (5.4)
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for all f P G. Then, there are c1 and µ0 ą 0 such thatˇˇpf, pH˘ ´ λ˘ iµq´1fqˇˇ ď c1 ´}S´1{2f}2 ` }S´1{2Af}2¯ (5.5)
for all 0 ă µ ă µ0 and λ ě 0 if c1 ą 0, and λ P R if c1 “ 0.
Remark that, if we want to have (5.3) with c1 ą 0, it seems necessary that, if <pH˘q ě 0, r<pH˘q, iAs
reproduce <pH˘q. This is the case with the generator of dilations for which we have r∆, iADs “ 2∆.
But with conjugate operators we want to use, the commutator with the Laplacian does not reproduce
the Laplacian ∆. For this reason, we will use Theorem 5.3.1 only in the case c1 “ 0.
5.4 The generator of dilations as conjugate operator
In this section, we will see what conditions are sufficient to apply Theorem 5.3.1 with the generator of
dilations as conjugate operator. For this, we will recall a result from [BG10] in dimension higher or equal
to 3 which illustrate the method of the weakly conjugate operator and we will give a variation of this
result. We will also recall a result from B. Simon which show that dimensions 1 and 2 are quite particular.
Using the Hardy inequality and the generator of dilations as conjugate operator, one can show the
following result
Theorem 5.4.1 (Theorem C.1, [BG10]). Let n ě 3. Assume that V1, V2 P L1locpRn,Rq satisfy:
1. Vk are ∆-bounded with bound less than one and V2 ě 0;
2. ∇Vk, q ¨∇Vk are ∆-bounded and |q|2pq ¨∇q2Vk are bounded;
3. There is c1 P r0, 2q and C P r0, p2´c1qpn´2q24 q such that
x ¨∇V1pxq ` c1V1pxq ď C|x|2
and
´c1x ¨∇V2pxq ě 0
for all x P Rn.
Then H has no eigenvalue in r0,`8q and
sup
λPr0,`8q,µą0
}|q|´1pH ´ λ` iµq´1|q|´1} ă 8. (5.6)
If c1 “ 0, H has no eigenvalue in R and (5.6) holds true for λ P R.
Using that AD can be writen as AD “ q ¨ p ´ ni2 “ p ¨ q ` ni2 , we can avoid the condition on the second
order derivative of V1 and V2 to obtain the following
Theorem 5.4.2. Let n ě 3. Let V1, V2 P L1locpRn,Rq and H “ ∆` V1 ` iV2. Suppose that
1. Vk are ∆-bounded with bound less than 1 and V2 ě 0;
2. ∇Vk and q∇Vk are ∆-bounded and
|x∇Vkpxq| ď C|x|2 @x P R
nzt0u;
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3. There is c1 P r0, 2q and C P r0, p2´c1qpn´2q24 q such that
x ¨∇V1pxq ` c1V1pxq ď C|x|2
and
´c1x ¨∇V2pxq ě 0
for all x P Rn.
Then H has no eigenvalue in r0,`8q and
sup
λPr0,`8q,µą0
}|q|´1pH ´ λ` iµq´1|q|´1} ă 8. (5.7)
If c1 “ 0, H has no eigenvalue in R and (5.7) holds true for λ P R.
We make few remarks about Theorem 5.4.2:
1. We do not assume any conditions on the second order derivatives which can be usefull if V is a
multiplication by a function wich is not C2 or if V is an oscillating potential (see Theorem 5.8.1).
2. Remark that if |q|2q ¨ ∇V1 is bounded with bound small enough, then Assumption 2 and 3 are
satisfied with c1 “ 0.
3. Remark that if V is a short range type potential, q∇Vk is not necessary ∆-bounded. For this reason,
Theorems 5.4.1 and 5.4.2 do not apply to short range potentials.
Proof. [Theorem 5.4.2] Since the proof is quite similar to the proof of Theorem 5.4.1, we will only
explain what changes. In particular, for conditions on the first order commutator (Assumptions 3),
nothing changes. The idea is to prove, using Hardy inequality that the first order commutator is positive
and that S has the form c∆. In [BG10], they use, in a second time, that V is of class C2pADq and the
Hardy inequality to show the second order commutator estimate. Since we want to use S “ c∆ with
c “ 2 ´ c1, we can see that G “ H1 and }f}S “ }pf}L2 . Remark that eitADH1 Ă H1. In particular, we
do not need to suppose that rrV, iADs, iADs is ∆-bounded to obtain the regularity C2pADq but only that
this commutator is bounded on G to G˚.
For V “ V1, V2, we have
rV, iADs “ ´q ¨∇V.
Thus
rrV, iADs, iADs “ ´rq ¨∇V, iADs
“ ´iq ¨∇V AD ` iADq ¨∇V
“ ´ipq ¨∇V qpq ¨ pq ` ipp ¨ qqpq ¨∇V q ´ nq ¨∇V. (5.8)
In particular, if we assume that |q|q ¨∇Vk is bounded, then H P C2pAD,H1,H´1q.
Let f P S. For the first term of the right side of (5.8), we have:
|pf, pq ¨∇V qpq ¨ pqfq| “ |ppq ¨∇V qqf, pfq|
ď }pq ¨∇V qqf}}pf}
ď }|q|2pq ¨∇V q}8}|q|´1f}}pf}
ď 2
n´ 2q}|q|
2pq ¨∇V q}8}pf}2.
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A similar proof can be made for the second term. For the last term, from Hardy inequality, we deduce
that
|pf, pq ¨∇V qfq| ď 4pn´ 2q2 }|q|
2pq ¨∇V q}8}pf}2.
This implies that the second order comutator is bounded from S to S˚. For the rest of the proof, we
follow the proof of Theorem C.1 of [BG10]. l
Remark that in all cases, we assume that the dimension n is higher than 3 to use the Hardy inequality.
The case of dimension n “ 1 or n “ 2 is quite particular. In fact, in dimension n “ 1 or n “ 2, for a
large class of potential, we can prove the existence of a negative eigenvalue which is a contradiction with
the result which said that if c1 “ 0, H has no real eigenvalue.
Theorem 5.4.3 (Theorem 2.5,[Sim76]). Let n “ 1. Let V obey şp1` x2q|V pxq|dx ă 8, V not a.e zero.
Then H “ ∆` λV has a negative eigenvalue for all λ ą 0 if and only if ş V pxqdx ď 0.
Similarly in dimension 2, we have
Theorem 5.4.4 (Theorem 3.4, [Sim76]). Let n “ 2. Let V obey ş |V pxq|1`δd2x ă 8 and şp1 `
|x|δq|V pxq|d2x ă 8 for some δ ą 0, V not a.e zero. Then H “ ∆ ` λV has a negative eigenvalue
for all small positive λ if and only if
ş
V pxqdx ď 0.
These dimensions are very different from the others. In fact, by the Lieb-Thirring inequality (see [Lie00]),
we know that, in dimension n ě 3, if the negative part of V is in Ln{2pRnq with norm small enough,
then H “ ∆ ` V does not have any negative eigenvalue. This two results imply that in dimensions 1
and 2, a Schrödinger operator with a non positive potential which satisfies assumptions like in Theorems
5.4.1 and 5.4.2 can have negative eigenvalue. Thus, we have to assume some positivity of the first order
commutator or to use c1 ą 0.
5.5 A conjugate operator with decay in the position variable
Now we will see how we can change the conjugate operator to obtain other conditions on the potential
which require less decay on the derivatives of potentials. To do this, we will apply Theorem 5.3.1 with
the following conjugate operator AF .
Let n ě 3, 0 ď µ ă 1 and let F pqq “ qxqy´µ. Let
AF “ 1
2
pp ¨ F pqq ` F pqq ¨ pq “ xqy´µ{2ADxqy´µ{2.
Notice that, by Proposition 4.2.3 of [ABdMG96], we know that AF is essentially self-adjoint on C8c . By
a simple computation on the form domain C8c , we have
r∆, iAF s “ r∆, ixqy´µ{2sADxqy´µ{2 ` xqy´µ{2r∆, iADsxqy´µ{2
`xqy´µ{2ADr∆, ixqy´µ{2s
“ 2xqy´µ{2 `∆´ µADxqy´2AD˘ xqy´µ{2.
For all f P H1, by Hardy inequality, we have
pf,ADxqy´2ADfq “ }xqy´1ADf}2
ď
´
}qxqy´1 ¨ pf} ` n
2
}xqy´1f}
¯2
ď
ˆ
1` n
n´ 2
˙2
}∇f}2.
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In particular, if 0 ď µ ă p1` nn´2 q´2,
r∆, iAF s ě 2p1´ µp1` n
n´ 2 q
2qxqy´µ{2∆xqy´µ{2 ě 0.
Thus, we can take S “ cxqy´µ{2∆xqy´µ{2 with c ą 0 with domain DpSq “ H2. Remark that since
S1{2 “ ?c|p|xqy´µ{2, G “ DpS1{2q “ H1. In particular, by Proposition 4.2.4 of [ABdMG96], we know
that the C0-group associated to AF leaves G invariant. To prove that the C0-group associated to AF
leaves S invariant, we will show that rS, iAF s is bounded from S to S˚. We will consider this commutator
as a form with domain C8c and we use the same notation for its closure. By a simple computation,
rS, iAF s “ crxqy´µ{2, iAF s∆xqy´µ{2 ` cxqy´µ{2r∆, iAF sxqy´µ{2
`cxqy´µ{2∆rxqy´µ{2, iAF s
“ cxqy´µ{2r∆, iAF sxqy´µ{2
`cµ
2
´
xqy´µ{2|q|2xqy´2∆xqy´µ{2 ` xqy´µ{2∆|q|2xqy´2xqy´µ{2
¯
.
Using the form of r∆, iAF s, by a simple computation, we can see that the first term on the right hand
side is bounded from S to S˚. For the other term, by a simple computation, we have:
xqy´µ{2|q|2xqy´2∆xqy´µ{2 ` xqy´µ{2∆|q|2xqy´2xqy´µ{2
“ xqy´µ{2 `2p|q|2xqy´2p` rp, rp, |q|2xqy´2s˘ xqy´µ{2
By Hardy inequality, since |q|2rp, rp, |q|2xqy´2s is bounded, we can see that this term is bounded from S
to S˚. Thus, by [BG10, Remark B.1], the C0-group associated to AF leaves S invariant. Therefore, we
have the following:
Theorem 5.5.1. Let n ě 3. Let 0 ď µ ă p1` nn´2 q´2. Let V1, V2 P L1locpRn,Rq and H “ ∆` V1 ` iV2.
Assume that
1. Vk are ∆-compact and V2 ě 0;
2. qxqy´µ ¨∇Vk are ∆-compact;
3. There is
C ą ´pn´ 2q
2p1´ µp1` nn´2 q2q
2
such that ´x ¨∇V1pxq ě C|x|2 for all x P Rn;
4. There is C 1 ą 0 such that for all x P Rn, |pxxxy´µ ¨∇q2Vkpxq| ď C 1|x|´2xxy´µ.
Then Theorem 5.3.1 applies and
sup
λPR,ηą0
}xqy´µ{2|q|´1pH ´ λ` iηq´1|q|´1xqy´µ{2} ă 8.
Moreover, H does not have eigenvalue in R.
To prove this theorem, we use the abstract result of the method of the weakly conjugate operator and
the Hardy inequality as in the proof of Theorems 5.4.1 and 5.4.2.
If n “ 1, as we saw in the previous section, it is not sufficient to suppose only that the derivatives of V
have sufficient decay at infinity. To avoid the possible negative eigenvalue, we can assume some positivity
of the first order commutator of the potential V1. To simplify notation, remark that
F 1pxq “ p1´ µqxxy´µ ` µxxy´µ´2,
F 2pxq “ ´µxxxy´µ´2 `1´ µ` pµ` 2qxxy´2˘ ,
F3pxq “ µp1´ µqp1` µqxxy´µ´2 ` 4µpµ` 2qxxy´µ´4
`µpµ` 2qpµ` 4qxxy´µ´6
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Theorem 5.5.2. Let 0 ď µ ď 1. Let F pxq “ xxxy´µ. Let V1, V2 P L1locpR,Rq and H “ ∆ ` V1 ` iV2.
Assume that
1. Vi are ∆-compact and V2 ě 0;
2. F pqqV 1i are ∆-compact;
3.
W pxq “ ´F pxqV 11pxq ´ 12F
3pxq ě 0
for all x P R;
4. There is C1, C2 ą 0 such thatˇˇˇˇ
2F pxqW 1pxq ` F3pxqF 1pxq ` pF 2pxqq2
ˇˇˇˇ
ď C1W pxq,@x P R
and ˇˇˇˇ
F pxq2V 22 pxq ` F pxqF 1pxqV 12pxq
ˇˇˇˇ
ď C2W pxq,@x P R.
Then Theorem 5.3.1 applies and there are c ą 0 and µ0 ą 0 such thatˇˇpf, pH ´ λ` iηq´1fqˇˇ ď c´}S´1{2f}2 ` }S´1{2AF f}2¯ ,
with S “ 2pF 1pqqp`W pqq and AF “ 12 ppF pqq ` F pqqpq.
Moreover, H does not have eigenvalue in R.
Remark that, a priori, if µ ą 0, we do not impose that xV 1i pxq is bounded; Theorem 5.5.2 applies if
xV 1i pxq as the same size as xxyµ. In particular, if µ “ 1, we only require that V 1i is a bounded function.
Proof. [Theorem 5.5.2] To prove this result, we only have to show that our assumptions imply assump-
tions of Theorem 5.3.1. Remark that we can write
AF “ 1
2
ppF pqq ` F pqqpq “ pF pqq ` i
2
F 1pqq “ F pqqp´ i
2
F 1pqq.
By a simple computation, we have:
r∆, iAF s “ rp2, iAF s
“ prp, iAF s ` rp, iAF sp
“ prp, iF pqqps ` rp, ipF pqqsp` i
2
`rp, iF 1pqqsp´ prp, iF 1pqqs˘
“ 2prp, iF pqqsp´ 1
2
rp, irp, iF 1pqqss
“ 2pF 1pqqp´ 1
2
F3pqq.
Thus, we have:
rH, iAF s “ 2pF 1pqqp´ 1
2
F3pqq ´ F pqqV 11pqq ´ iF pqqV 12pqq
“ 2pF 1pqqp`W pqq ´ iF pqqV 12pqq
“ S ´ iF pqqV 12pqq.
Therefore, by assumptions, we know that (5.2) and (5.3) are satisfied. To prove that (5.4) is true, we
have to calculate the second order commutator. Since W pqq is a multiplication operator, we have
rW, iAF s “ ´F pqqW 1pqq.
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By a similar calculus on ´iF pqqV 12pqq, we deduce that, by assumptions, rrV2, iAF s, iAF s is bounded from
S to S˚.
For the last part of the second order commutator, we have:
rpF 1pqqp, iAF s “ rp, iAF sF 1pqqp` prF 1pqq, iAF sp` pF 1pqqrp, iAF s
“ prp, iF pqqsF 1pqqp` i
2
rp, iF 1pqqsF 1pqqp´ pF pqqF 2pqqp
`pF 1pqqrp, iF pqqsp´ i
2
pF 1pqqrp, iF 1pqqs
“ p `2F 1pqq2 ´ F pqqF 2pqq˘ p` i
2
`
F 2pqqF 1pqqp´ pF 1pqqF 2pqq˘
“ p `2F 1pqq2 ´ F pqqF 2pqq˘ p´ 1
2
rp, iF 2pqqF 1pqqs
“ p `2F 1pqq2 ´ F pqqF 2pqq˘ p´ 1
2
`
F3pqqF 1pqq ` F 2pqq2˘ .
Thus, we have
rrH, iAF s, iAF s “ p
`
2F 1pqq2 ´ F pqqF 2pqq˘ p
´1
2
`
2F pqqW 1pqq ` F3pqqF 1pqq ` F 2pqq2˘` irrV2, iAF s, iAF s.
Since p2F 1pqq2 ´ F pqqF 2pqqqF 1pqq´1 is bounded, by assumptions, (5.4) is satisfied and, thus, Theorem
5.5.2 is a consequence of Theorem 5.3.1 l
5.6 A conjugate operator with decay in the momentum variable
In this section, we will prove Theorem 5.1.3.
Let λ : Rn Ñ R a positive function of class C8, bounded with all derivatives bounded. We assume
moreover that, for all, i “ 1, ¨ ¨ ¨ , n, xiBxiλpxq is bounded.
Let
Au “ 1
2
pq ¨ pλppq ` pλppq ¨ qq.
By [ABdMG96, Proposition 7.6.3], we know that Au is essentially self-adjoint on L2pRnq with domain
C8c . Moreover,
r∆, iAus “ 2∆λppq.
Thus, let S “ c∆λppq with c P p0, 2s. Since λppq ą 0, λppq is injective. This implies that S is injective and
positive. Moreover G “ DpS1{2q “ Hm with m P r0, 1s. In particular, since exppitAuq leaves Hts invariants
(see [ABdMG96, Proposition 4.2.4]), it also leaves G invariant. Moreover, if we denote S1 “ ∆λppq, we
have:
rS1, iAus “ 2∆λ2ppq ` λppq
nÿ
k“1
p3kBxkλppq.
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In particular, for f P DpSq XDpAuq:
|pf, rS1, iAusfq| ď 2}S1{21 f}}λppqS1{21 f}
`
nÿ
k“1
ˇˇˇ
ppkλ1{2ppqf, pkBxkλppqpkλ1{2ppqfq
ˇˇˇ
ď 2}λppq}}S1{21 f}2 `
nÿ
k“1
}pkBxkλppq}}pkλ1{2ppqf}2
ď
ˆ
2}λppq} ` sup
k
}pkBxkλppq}
˙
}S1{21 f}2.
This implies S P C1pAu,S,S˚q which implies by [BG10, Remark B.1] the invariance of S under the
unitary group generated by Au. Therefore S P C1pAuq and by [BG10, Remark B.1], we can show that
exppitAuq leaves S invariant. Using Au as conjugate operator in Theorem 5.3.1, we have the following
Lemma 5.6.1. Let V1, V2 P L1locpRn,Rq and H “ ∆` V1 ` iV2. Assume that
1. Vi are ∆-bounded with bound less than 1 and V2 ě 0;
2. rVi, iAus and rrV, iAus, iAus are ∆-bounded (or H1 Ñ H´1 bounded) and
|pf, rrVi, iAus, iAusfq| ď C}pλ1{2ppqf}2; (5.9)
3. There is C 1 ă 2 such that
pf, rV1, iAusfq ě C 1}pλ1{2ppqf}2. (5.10)
Then Theorem 5.3.1 applies and
sup
ρPR,ηą0
}λ1{2ppq|q|´1Rpρ´ iηq|q|´1λ1{2ppq} ă 8.
Moreover, H does not have eigenvalue in R.
As in the previous section, we will give some concrete conditions on the potential which permits to apply
Theorem 5.3.1.
Theorem 5.6.2. Let n ě 3. Let V1, V2 P L1locpRn,Rq and H “ ∆ ` V1 ` iV2 with V2 ě 0. Assume that|q|2V1 and |q|V1 are bounded with bound small enough and that xqy3Vi is bounded. Then Theorem 5.3.1
applies. In particular, for all 1 ď µ ă 2,
sup
ρPR,ηą0
}xpy´µ{2|q|´1Rpρ´ iηq|q|´1xpy´µ{2} ă 8.
Moreover, H does not have eigenvalue in R.
Proof. Let 0 ă µ ă 2 and λppq “ xpy´µ. We can write:
Au “ uppq ¨ q ` i
2
pdivuqppq “ q ¨ uppq ´ i
2
pdivuqppq.
To alleviate the notations, let S1 “ pxpy´µ{2. Assume that |q|3Vi is bounded. Remark that, by assump-
tions on λ, we ever prove that ∆ is of class C2pAu,H2, L2q. If µ ě 1, we can show that if Vi satisfies |q|2Vi
is bounded, then Vi is of class C2pAu,H2, L2q (voir [Mar18b]). This implies by sum that H “ ∆`V1` iV2
is of class C2pAu,H2, L2q. In particular, for V “ Vi,
rV, iAus “ V iAu ´ iAuV
“ qV ¨ iuppq ` 1
2
V pdivuqppq ´ iuppq ¨ qV ` 1
2
pdivuqppqV
“ rqV, iuppqs ` 1
2
pV pdivuqppq ` pdivuqppqV q . (5.11)
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For the first term, we will use the Helffer-Sjöstrand formula (see 5.9):
rqV, iuppqs “ i
2pi
ż
C
BφC
Bz¯ pz ´ pq
´1rqV, ipspz ´ pq´1dz ^ dz¯
“ ´ 1
2pi
p
ż
C
BφC
Bz¯ pz ´ pq
´1qV pz ´ pq´1dz ^ dz¯
` 1
2pi
ż
C
BφC
Bz¯ pz ´ pq
´1qV pz ´ pq´1dz ^ dz¯p
“ ´ 1
2pi
S1xpyµ{2
ż
C
BφC
Bz¯ pz ´ pq
´1qV pz ´ pq´1dz ^ dz¯
xpyµ{2pp` iq´1pS1 ` ixpy´µ{2q
` 1
2pi
pS1 ` ixpy´µ{2qpp` iq´1xpyµ{2ż
C
BφC
Bz¯ pz ´ pq
´1qV pz ´ pq´1dz ^ dz¯xpyµ{2S1
where φC is an almost analytic extension of u.
We can remark that, since µ ă 2 , pp` iq´1xpyµ{2 is bounded with bound less than 1. Denote
I “ 1
2pi
ż
C
BφC
Bz¯ pz ´ pq
´1qV pz ´ pq´1dz ^ dz¯.
Since |q|V is bounded, we have›››xpyµ{2I››› ď 1
pi
ż ˇˇˇˇBφC
Bz¯
ˇˇˇˇ xxyµ{2
|y| }qV }|y|
´1dx^ dy
ď C1
ż
xPR
ż
|y|ďC2xxy
xxy´p2`µ{2qdx^ dy
ď C3,
and similarly for }Ixpyµ{2}. Remark that this bound depends on }qV }8.
Moreover, since |q|2V is bounded, by Hardy inequality, for all f P DpS1{2q
|pf, rqV, iuppqsfq| ď p1` 2
n´ 2 qp
›››xpyµ{2I ˇˇˇ` ›››Ixpyµ{2 ˇˇˇq}S1f}2 ď C}|q|2V }8}S1f}2,
where C depends only of µ and n. For the second term of (5.11),
V pdivuqppq “ V xpy´µpn´ µ∆xpy´2q
“ xpy´µ{2V pn´ µ∆xpy´2qxpy´µ{2
`rV, xpy´µ{2spn´ µ∆xpy´2qxpy´µ{2.
By Hardy inequality, if |q|2V is bounded,ˇˇˇ
pf, xpy´µ{2V pn´ µ∆xpy´2qxpy´µ{2fq
ˇˇˇ
ď }n´ µ∆xpy´2}}|q|2V }}S1f}2.
As previously, we also haveˇˇˇ
pf, rV, xpy´µ{2spn´ µ∆xpy´2qxpy´µ{2fq
ˇˇˇ
ď C 1}n´ µ∆xpy´2}}|q|V }}S1f}2,
where C 1 depends only of µ. Therefore, as for pdivuqppqV , by (5.11), we have
|pf, rV, iAusfq| ď Cp}|q|2V }8 ` }|q|V }8q}S1f}2.
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In particular, if }|q|2V }8 and }|q|V }8 are small enough, then V1 satisfies (5.10).
For the second order commutator, we have
rrV, iAus, iAus “ ´V AuAu ` 2AuV Au ´AuAuV
“ ´V pq ¨ uppq ´ i
2
pdivuqppqq2
`puppq ¨ q ` i
2
pdivuqppqqV pq ¨ uppq ´ i
2
pdivuqppqq
´puppq ¨ q ` i
2
pdivuqppqq2V
“ rq2V, uppqsuppq ` uppqrq2V, uppqs `B
where B depends only of the first and second order derivatives of u. As previously, by Helffer-Sjöstrand
formula and Hardy inequality, we can see that
|pf, rq2V, uppqsfq| ď C2}|q|3V }}S1f}2.
For the term with B, as for V pdivuqppq, we can show that
|pf,Bfq| ď C3p}|q|3V } ` }|q|2V } ` }|q|V }q}S1f}2.
Thus V satisfies (5.9). l
5.7 Other possible conjugate operators
Let k P N˚, k ă n. We can write Rn “ Rk ˆ Rn´k. Denote px, yq P Rn where x P Rk and y P Rn´k.
Since we only have to assume that S is injective, we can take a conjugate operator A of the form
A “ Ak b 1Rn´k where Ak is one of the previous conjugate operators (AD, AF , Au) on L2pRkq. We
obtain the same results, with similar proofs, that previously with the operator q of multiplication by
px, yq replaced by the operator qx of multiplication by x and the gradient ∇ replaced by the gradient ∇x
having only derivatives on x. For Theorem 5.4.1, we get
Theorem 5.7.1. Let k ě 3. Let V1, V2 P L1locpRn,Rq and H “ ∆` V1 ` iV2. Assume that
1. Vi are ∆-bounded with bound less than one 1 et V2 ě 0;
2. ∇xVi and qx∇xVi are ∆-bounded andˇˇpx∇xq2Vipx, yqˇˇ ď C|x|2 @x P Rkzt0u;
3. There is C 1 P r0, pn´ 2q2{2q such that
x∇xV1px, yq ď C
1
|x|2 ;
Then Theorem 5.3.1 applies and
sup
λPR,ηą0
}|qx|´1pH ´ λ` iηq|qx|´1} ă 8.
Moreover, H does not have eigenvalue in R.
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Remark that, as in Sections 5.5 and 5.6, since we can not obtain the laplacian in the expression of the
first order commutator between H and A, we can not use a constant c1 ą 0.
For Theorem 5.1.3, we have the following
Theorem 5.7.2. Let k ě 3. Let V1, V2 P L1locpRn,Rq and H “ ∆ ` V1 ` iV2 with V2 ě 0. Assume that|qx|2V1 and |qx|V1 are bounded with bound small enough and that xqxy3Vi is bounded. Then Theorem
5.3.1 applies. In particular, for all 1 ď µ ă 2,
sup
ρPR,ηą0
}xpxy´µ{2|qx|´1Rpρ´ iηq|qx|´1xpxy´µ{2} ă 8.
Moreover, H does not have eigenvalue in R.
This choice of conjugate operator permits to consider potentials V of the form V “ W b W 1 where
W : Rk Ñ R has good properties of decrease and of regularity and W 1 : Rn´k Ñ R is bounded with a
bound small enough. In particular, no conditions of decrease or on the derivatives of W 1 are imposed.
5.8 An oscillating potential
In this section, we will see what conditions our different results impose on an oscillating potential to use
Theorem 5.3.1 with this potential for V1.
Let n ě 3, α ą 0, β ą 0, k,w P R˚ and κ P C8c pR,Rq such that κ “ 1 on r´1, 1s and 0 ď κ ď 1. Let
Wαβpxq “ wp1´ κp|x|qq sinpk|x|
αq
|x|β . (5.12)
Notice that this potential was already studied in [BAD79, DMR91, DR83a, DR83b, JM17, Mar18b,
RT97a, RT97b] but the limiting absorption principle was only proved for high energy, far from the
threshold zero.
Remark that Wαβ does not satisfy assumptions of Theorem 5.1.1. In fact, because of the oscillations,
´x ¨∇Wαβ is not positive. Moreover, if α ą 0, x ¨∇Wαβ can be unbounded.
By a simple calculus, we can see that
x ¨∇Wαβpxq “ ´wκ1p|x|q sinpk|x|
αq
|x|β´1 ´ βWαβpxq ` kwαp1´ κp|x|qq
cospk|x|αq
|x|β´α . (5.13)
We have the following
Theorem 5.8.1. Let Wαβ as above.
• If β ě 2 and β ´ 2α ě 2, then, for w small enough, Theorem 5.4.1 applies with V1 “ Wαβ and
V2 “ 0.
• If β ě 2 and β ´ α ě 2, then, for w small enough, Theorem 5.4.2 applies with V1 “ Wαβ and
V2 “ 0.
• If β ě 3, then, for w small enough, Theorem 5.1.3 applies with V1 “Wαβ and V2 “ 0.
We make some remarks about this result:
1. Remark that the condition β ě 2 and β ´ α ě 2 is satisfied if we assume β ě 2 and β ´ 2α ě 2.
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2. For this type of potential, the Limiting Absorption Principle was already proved on all compact
subset of p0,`8q (see [JM17, Mar18b]). Moreover, by the Lieb-Thirring inequality, we already
know that, for w small enough, there is no negative eigenvalue. Here, we show that, moreover, a
Limiting Absorption Principle can be proved on all R and thus that zero is not an eigenvalue.
3. We always assume that V2 “ 0 but we can choose
V2pxq “ p1´ κp|x|qq sinpk|x|
γq ` 1
|x|δ
with similar conditions on γ, δ.
4. If we want to use Theorem 5.1.3, remark that no conditions are impose on α. In particular, Wαβ
can have high oscillations at infinity and we can replace |x|α by e|x|2 or another function with the
same conditions on β.
5. As it was explain in section 5.7, if we write Rn “ RkˆRn´k, with k ě 3, we have the same conditions
if V1px, yq “WαβpxqW pyq for all px, yq P Rk ˆ Rn´k with W bounded and ∆-compact.
Proof. [Theorem 5.8.1] By (5.13), we can see that if β ě 2 and β ´ α ě 2, then q ¨ ∇V1 ě c|x|2 , with
c ě 0 small enough if w is small enough.
• By a simple computation, we can remark that pq ¨ ∇q2V1pxq “ B1pxq ´ k2α2p1 ´ κp|x|qq sinpk|x|αq|x|β´2α
where |q|2B1 is bounded if β ě 2 and β ´ α ě 2. Therefore, if β ´ 2α ě 2, Theorem 5.4.1 applies.
• Remark that we already prove that if β ě 2 and β ´ α ě 2, then q ¨ ∇V1 ě c|x|2 , with c ě 0.
Therefore, Theorem 5.4.2 applies.
• If β ě 3, then |q|3Wαβ is bounded. Moreover, if w is small enough, }|q|2Wαβ}8 is small enough.
Thus Theorem 5.1.3. l
5.9 Appendix : The Helffer-Sjöstrand formula
Let ad1BpT q “ rT,Bs be the commutator. We denote adpBpT q “ radp´1B pT q, Bs the iterated commutator.
Furthermore, if T is bounded, T is of class CkpBq if and only if for all 0 ď p ď k, adpBpT q is bounded.
Proposition 5.9.1 ([DG97] and [Mø00]). Let ϕ P Sρ, ρ P R. For all l P R, there is a smooth function
ϕC : CÑ C, called an almost-analytic extension of ϕ, such that :
ϕC|R “ ϕ
BϕC
Bz¯ “ c1x<pzqy
ρ´1´l|=pzq|l (5.14)
suppϕC Ă tx` iy}y| ď c2xxyu (5.15)
ϕCpx` iyq “ 0, if x R supppϕq (5.16)
for constant c1 and c2 depending of the semi-norms of ϕ.
Theorem 5.9.2 ([GJ07] and [Mø00]). Let k P N˚ and T a bounded operator in CkpBq. Let ρ ă k and
ϕ P Sρ. We have
rϕpBq, T s “
k´1ÿ
j“1
1
j!
ϕpjqpBqadjBpT q `
i
2pi
ż
C
BϕC
Bz¯ pz ´Bq
´kadkBpT qpz ´Bq´1dz ^ dz¯ (5.17)
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In the general case, the rest of the previous expansion is difficult to calculate. So we will give an estimate
of this rest.
Proposition 5.9.3 ([GJ07] and [Mø00]). Let T P CkpAq be a self-adjoint and bounded operator. Let
ϕ P Sρ with ρ ă k. Let
Ikpϕq “
ż
C
BϕC
Bz¯ pz ´Bq
´kadkBpT qpz ´Bq´1dz ^ dz¯
be the rest of the development of order k in (5.17). Let s, s1 ą 0 such that s1 ă 1, s ă k and ρ`s`s1 ă k.
Then xBysIkpϕqxBys1 is bounded.
In particular, if ρ ă 0, and if we choose s1 near 0, we have xBysIkpϕqxBys1 bounded, for all s ă k´ s1´ρ.
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6.1 Introduction
Dans ce chapitre, nous allons étudier des opérateurs de Schrödinger sur un guide d’ondes de la forme
Ω “ R ˆ Σ où Σ est un ouvert borné de Rn´1, avec différents types de conditions au bord (Dirichlet ou
Neumann principalement). On notera ∆D le Laplacien de Dirichlet et ∆N le Laplacien de Neumann.
Lorsque les calculs peuvent être fait de la même manière avec le Laplacien de Dirichlet, de Neumann et
le Laplacien de Robin, on notera ∆ le Laplacien. Le but ici va être de montrer un principe d’absorption
limite en appliquant la théorie de Mourre avec un opérateur conjugué adapté.
Comme dans le cas de l’espace euclidien, un opérateur conjugué assez naturel apparait : il s’agit du
générateur des dilatations dans toutes les variables. Comme nous le verrons par la suite (voir section
6.2), cet opérateur conjugué n’admet pas d’extension auto-adjointe ce qui oblige à utiliser une théorie
de Mourre avec opérateur conjugué non-auto-adjoint. De plus un tel choix d’opérateur conjugué ne
permet pas de satisfaire les différentes hypothèses de la théorie de Mourre (régularité et/ou positivité du
commutateur) pour les Laplaciens de Neumann et Robin ce qui en fait un assez mauvais choix d’opérateur
conjugué. En revanche, on peut considérer, ce qui est souvent fait dans la littérature, l’opérateur suivant
A “ AyD b 1Σ “
yBy ` Byy
2i
.
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Cet opérateur est un générateur des dilatations uniquement dans la direction non borné du guide d’onde.
On peut facilement montrer que c’est un opérateur auto-adjoint pour lequel le Laplacien a une régularité
C8. De plus il possède l’avantage que les conditions sur le potentiel sont assez explicites. Par exemple,
pour le cas du Laplacien de Dirichlet, on a:
Théorème 6.1.1 (Theorem 2.16 de [KTdA04]). Soit Σ un ouvert borné connexe de Rn´1, n ě 2, et
notons T l’ensemble des valeurs propres de ∆ΣD, le Laplacien de Dirichlet sur Σ. Soit Ω “ R ˆ Σ et
H “ ∆` V sur L2pΩq avec conditions de Dirichlet au bord avec V l’opérateur de multiplication par une
fonction réelle. Supposons que V satisfasse les conditions suivantes:
• V P L8pΩq;
• lim
RÑ8 supxPpRzr´R,RsqˆΣ
|V pxq| “ 0;
• Il existe θ ą 0 et C ą 0 tel que |ByV pxq| ď Cp1` y2q´ 1`θ2 ,@x “ py, σq P Ω.
Alors
(i) σesspHq “ rκ,8q avec κ “ inf T ;
(ii) σscpHq “ H;
(iii) σppHq Y T est fermé et dénombrable.
(iv) σppHqzT est composé de valeurs propres de multiplicité finie ne pouvant s’accumuler qu’au niveau
des points de T ;
(v) La limite Rpλ˘ i0q “ w*-lim
µÑ0 Rpλ˘ iµq existe, locallement uniformément en λ P pκ,8qzT en dehors
des valeurs propres de H avec Rpzq “ pH ´ zq´1.
Un résultat similaire peut être montré avec des conditions de Neumann au bords en prenant T l’ensemble
des valeurs propres du Laplacien de Neumann sur Σ. Dans ce cas, on a κ “ 0.
Notons que le choix du générateur des dilatations uniquement dans la direction non bornée du guide
d’onde comme opérateur conjugué provoque l’apparition de seuils au niveau des valeurs propres de ∆Σ.
En effet, par un calcul simple, on peut montrer que
r∆Ω, iAs “ ´2B2y.
On peut penser que ce problème de seuils est dû au fait que l’opérateur Laplacien n’apparait pas dans
sa totalité et que pour cette raison, l’estimation de Mourre est fausse pour le Laplacien en chaque point
de l’ensemble T .
Le but de ce chapitre va être de voir par quels moyens on peut régler ce problème de seuils afin d’obtenir
un principe d’absorption limite sur tout le spectre essentiel de H. Dans la section 6.2, nous allons
voir pourquoi l’utilisation d’un générateur des dilatations dans toutes les directions est impossible ou
peu recommandée dans le cadre de la théorie de Mourre. Dans la section 6.3, nous verrons comment
le choix d’un opérateur conjugué avec de la décroissance dans la variable de vitesse permet d’assouplir
les conditions sur le potentiel lorsqu’on veut montrer un principe d’absorption limite loin des seuils en
permettant notamment d’éviter des conditions sur les dérivées du potentiel. Nous verrons aussi comment
montrer un principe d’absorption limite près des seuils dans le cas du guide d’onde incurvé.
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6.2 Un générateur des dilatations dans toutes les directions
Comme dit dans l’introduction, on peut penser que l’apparition de seuils est due au fait que le commu-
tateur ne contienne pas le Laplacien dans son intégralité mais seulement sa composante dans la direction
non bornée du guide d’onde. Pour remédier à cela, on pourrait modifier le choix de l’opérateur con-
jugué en prenant un générateurs des dilatations dans toutes les directions ce qui permettrait de faire
apparaitre le Laplacien dans son intégralité et donc d’avoir une estimation de Mourre sur pκ,8q, comme
c’est le cas sur Rn. Nous allons voir, dans cette section, qu’un tel choix d’opérateur conjugué semble peu
recommandée à utiliser dans le cadre de la théorie de Mourre, voir impossible à utiliser pour certaines
conditions au bords.
6.2.1 Résultats
Soit Σ un ouvert borné convexe (ou étoilé par rapport à l’origine) de Rn´1 dont on supposera le bord assez
régulier. On considère le guide d’onde Ω “ RˆΣ. On considère l’opérateur A0 “ ´i2´1px ¨∇`∇ ¨ xq le
générateur des dilatations dans toutes les directions avec domaine DpA0q “ C8c pΩq. Donnons maintenant
quelques propriétés sur cet opérateur et ses relations avec les Laplaciens de Dirichlet, de Neumann et de
Robin.
Proposition 6.2.1. 1. A0 est un opérateur symétrique sans extension auto-adjointe;
2. Le Laplacien de Dirichlet est de classe C1pA¯0q. De plus, si on note pλnqnPN˚ les valeurs propres du
Laplacien de Dirichlet sur Σ, rangées par ordre croissant, alors pour tout n P N˚, si I Ăsλn, λn`1r
et |I| ď inf
1ďkďnλk`1 ´ λk, alors l’estimation de Mourre est vraie sur I avec A¯0 comme opérateur
conjugué;
3. Les Laplaciens de Neumann et Robin ne sont pas de classe C1pA¯0q.
On ne peut donc pas appliquer le théorème de Mourre aux Laplaciens de Neumann et Robin avec A1
comme opérateur conjugué.
Remarquons que, dans certains cas, l’estimation de Mourre pour le Laplacien de Dirichlet peut être
montrée pour un intervalle I de taille plus grande que inf
1ďkďnλk`1´λk. Par exemple, lorsque Σ “ r´1, 1s,
cette hypothèse sur la taille de l’intervalle I peut être remplacer par |I| ď inf
1ďkďn´1λk`2 ´ λk.
Nous allons maintenant montrer ces différents résultats.
Montrons tout d’abord que A0 est symétrique. Soit f, g P DpA0q. On a:
pf,A0gq “
ˆ
f,
x ¨∇`∇ ¨ x
2i
g
˙
“ ´
ˆ
1
2i
f, px ¨∇`∇ ¨ xqg
˙
.
Pour simplifier les notations, notons F “ 12if .
pf,A0gq “ ´pF, px ¨∇`∇ ¨ xqgq
“ ´
ż
Ω
F¯ pxq px ¨∇gpxq `∇ ¨ xgpxqq dx
“
ż
Ω
`
x ¨∇F¯ pxq `∇ ¨ xF¯ pxq˘ gpxqdx` nÿ
k“1
ż
BΩ
xkF¯ pxqgpxq
“ pA0f, gq. (6.1)
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Donc A0 est symétrique. De plus, on peut remarquer que la condition f P DpA0q n’est pas nécessaire. En
effet, sous l’hypothèse que x¨∇f P L2pΩq, le calcul précédent reste juste, les termes de bords disparaissant
grâce aux conditions de Dirichlet supposées sur g. On a donc DpA0˚ q Ą tu P L2pΩq, x ¨∇u P L2pΩqu. De
plus, par définition de l’adjoint, on peut remarquer que si u P DpA0˚ q, alors u est nécessairement dans
l’ensemble L2pΩq et, en utilisant (6.1), on peut montrer l’égalité DpA0˚ q “ tu P L2pΩq, x ¨∇u P L2pΩqu On
peut remarquer que d’autres conditions au bord (Neumann, Robin,...) pour A0 empêche cet opérateur
d’être symétrique, des termes de bord se rajoutant. Essayons maintenant de voir si A0 possède une
extension auto-adjointe. Pour cela, nous allons utiliser la caractérisation des opérateurs symétriques
donnée par le Corollaire au début de la page 141 de [RS70b]:
Proposition 6.2.2. Soit A un opérateur fermé symétrique. Notons n˘ “ dimKerpA˚¯ iIdq ses indices
de défauts. Alors
1. A est auto-adjoint si et seulement si n` “ n´ “ 0;
2. A possède une extension auto-adjointe si et seulement si n` “ n´;
3. Si n` “ 0 ­“ n´ ou n´ “ 0 ­“ n`, alors A n’admet pas d’extension symétrique non-triviale (A est
maximal symétrique).
De plus, par le Théorème X.1 de [RS70b], on sait que, pour A un opérateur fermé symétrique, la dimension
des espacesKerpA˚´λIDq est constante sur chacun des demi-plans tz P C,=pzq ą 0u et tz P C,=pzq ă 0u.
A0 étant symétrique et densément défini, on sait que A0˚ “ A¯0˚ (voir [RS70a, Theorem VIII.1]). On va
donc chercher à connaitre la dimension de KerpA0˚ ´ iλq pour différentes valeurs de λ (λ ą 0 ou λ ă 0).
Commençons par le cas λ ą 0. Pour φ P DpA0q, soit φ˜ son prolongement par 0 à Rn. φ˜ P C8c pRnq. Pour
t ą 0, on note φtpxq “ φ˜ptxq. Pour φ P DpA0q, φt P DpA0q ssi t ě 1.
On sait que φt converge simplement presque partout vers l’application nulle quand t tend vers `8. En
particulier, pour tout f P L2pΩq, pf, φtq tend vers 0 quand t tend vers `8 par convergence dominée. Soit
λ ą 0 et f P L2pΩq tel que ˆ
x ¨∇`∇ ¨ x
2i
´ iλ
˙
f “ 0.
En particulier, x ¨∇f “ ´pn2 ` λqf P L2pΩq. De plus f P DpA0˚ q. Donc, pour φ P C8c pΩq, on a
Btpf, φtq “ pf, Btφtq
“ pf, x ¨∇φqptxqq
“ 1
t
pf, x ¨∇pφtqpxqq
“ 1
t
´
f, piA0 ´ n
2
qφt
¯
“ ´1
t
´
piA0˚ ` n2 qf, φt
¯
“ 1
t
pλ´ n
2
qpf, φtq.
On en déduit donc que, pour t ě 1,
pf, φtq “ pf, φq exp
´
pλ´ n
2
q lnptq
¯
.
En prenant la limite quand t tend vers `8, on en déduit que si λ ě n2 , pf, φq “ 0 pour tout φ P C8c pΩq
et donc f “ 0.
On a donc montré que KerpA0˚ ´ iλIq “ t0u pour λ ě n2 . Donc KerpA¯0˚ ´ iλIq “ t0u pour λ ě n2 . Par
[RS70b, Theorem X.1] appliqué à la fermeture de A0, on en déduit que KerpA¯0˚ ´ iλIq “ t0u pour tout
λ ą 0.
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Regardons maintenant le cas λ ă 0. Soit f une solution de l’équation A0˚f “ iλf . On peut réécrire cette
équation sous la forme
x ¨∇f “ ´pλ` n
2
qf.
En composant avec l’opérateur unitaire de passage en coordonnées polaires, en notant pθiqi“1,¨¨¨ ,n´1 les
variables d’angles, on peut voir que cette équation se réécrit sous la forme rBrf “ ´pλ ` n2 qf . Ainsi,
pour λ ă ´1´ n2 et C :s ´pi, pisn´1 Ñ R une fonction C8 à support compact dans s ´pi, pirn´1zt0u, cette
équation admet pour solution la fonction
hλpr, θ1, ¨ ¨ ¨ , θn´1q “ Cpθ1, ¨ ¨ ¨ , θn´1qr´λ´n2 .
Remarquons que rBrhλpr, θ1, ¨ ¨ ¨ , θn´1q “ ´pλ ` n2 qhλpr, θ1, ¨ ¨ ¨ , θn´1q. De plus, puisque λ ă ´1 ´ n2
et C est borné, hλ P C1pRnq. Puisque C est à support compact dans s ´ pi, pirn´1zt0u, on peut aussi
remarquer que hλ P L2pΩq ce qui implique que x ¨∇hλ “ rBrhλ P L2pΩq. On a donc hλ P DpA0˚ q. Donc
hλ P KerpA0˚ ´ iλq ce qui implique que dimKerpA¯0˚` iq ą 0. On est donc dans le cadre du point (3) de
la Proposition 6.2.2 ce qui implique que A¯0 est maximal symétrique.
Le point (1) de la Proposition 6.2.1 est donc montré.
Avec A¯0 comme opérateur conjugué, on ne peut donc pas utiliser la théorie de Mourre classique mais une
théorie de Mourre adaptée aux opérateurs maximaux symétriques (voir [GGM04]).
Pour appliquer cette théorie de Mourre à un Laplacien (avec condition de Dirichlet, Neumann ou Robin
au bord) avec A0 comme opérateur conjugué, il est nécessaire d’avoir ∆ P C1pA0q. Rappelons une
caractérisation de cette régularité adaptée à notre contexte
Proposition 6.2.3 (Proposition 2.22 de [GGM04]). Soit S un opérateur auto-adjoint sur H et A un
opérateur maximal symétrique sur H. Alors H P C1pAq si et seulement si les deux conditions suivantes
sont satisfaites:
1. Il existe c ě 0 tel que pour tout u P DpA˚q XDpSq et v P DpAq XDpSq, |pu, rS,Asvq| ď c}u}S}v}S,
2. Il existe z P ρpSq tel que tf P DpAq, Rpzqf P DpAqu est un coeur pour A et tf P DpA˚q, Rpz¯qf P
DpA˚qu est un coeur pour A˚.
Pour simplifier les notations, soit A1 “ A¯0 la fermeture de A0. Soit z P ρp∆q.
Soit u P DpA1˚ q. Soit v “ p∆´ z¯q´1u. Donc v satisfait p∆´ z¯qv “ u avec les conditions au bord de type
Dirichlet, Neumann ou Robin selon le Laplacien considéré. Vérifions que v P DpA1˚ q. Pour cela, il suffit
de montrer que x ¨∇v P L2. Par définition de v, on a
x ¨∇v “ x ¨∇p∆´ z¯q´1u
“ x ¨ p∆´ z¯q´1∇u
“ p∆´ z¯q´1x ¨∇u` rx, p∆´ z¯q´1s ¨∇u
“ p∆´ z¯q´1x ¨∇u´ p∆´ z¯q´1rx,∆s ¨ p∆´ z¯q´1∇u
“ p∆´ z¯q´1x ¨∇u´ 2ip∆´ z¯q´2∆u. (6.2)
Par hypothèse, x ¨∇u P L2. Donc v P DpA1˚ q. En particulier, tf P DpA1˚ q, p∆´ z¯q´1f P DpA1˚ qu “ DpA1˚ q
et est donc bien un coeur pour A1˚ .
6.2.2 Le cas du Laplacien de Dirichlet
Notons py, σq P R ˆ Σ un point du guide d’onde, AyD le générateur des dilatations dans la direction
y et AσD le générateur des dilatations dans la direction σ avec conditions de Dirichlet au bords. On
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peut remarquer que A1 s’écrit A1 “ AyD b 1Σ ` 1R b AσD. Remarquons que, puisque Σ est borné,
DpAσDq “ H10pΣq. Soit u P DpAyD b 1Σq XDp1R bAσDq et w “ p∆D ´ zq´1u. Puisque AyD b 1Σ est auto-
adjoint, par un calcul similaire au calcul précédent avec A1˚ , on peut montrer que w P DpAyDb1Σq. De plus,
w P Dp∆Dq Ă L2pR,H10pΣqq. Donc w P Dp1RbAσDq. Donc, puisque DpAyDb1ΣqXDp1RbAσDq Ă DpA1q,
on a
C8c Ă DpAyD b 1Σq XDp1R bAσDq Ă tf P DpA1q, p∆D ´ zq´1f P DpA1qu.
Donc tf P DpA1q, p∆D ´ zq´1f P DpA1qu est bien un coeur pour A1.
Pour montrer que ∆D P C1pA1q par la Proposition 6.2.3, il nous reste donc à montrer que le commutateur
est borné du domaine de ∆D dans son dual.
Tout d’abord, on peut remarquer que
∆D “ ´B2y b 1Σ ` 1R b p∆ΣDq,
où ∆ΣD est le Laplacien sur Σ avec conditions de Dirichlet au bord. En particulier, notre opérateur
conjugué ayant la même forme, on a au sens des formes sur Dp∆Dq XDpA1q:
r∆D, iA1s “ r´B2y, iAyDs b 1Σ ` 1R b r∆ΣD, iAσDs
“ ´2B2y b 1Σ ` 1R b r∆ΣD, iAσDs.
Il reste donc à calculer r∆ΣD, iAσDs. Soit f P Dp∆ΣDq XDpAσDq. On a:
pf, r∆ΣD, iAσDsfq “ p∆ΣDf, iAσDfq ` piAσDf,∆ΣDfq
“
ż
Σ
p∆Σf¯qσ ¨∇σf `∇σ ¨ pσfq
2
dσ
`
ż
Σ
p∆Σfqσ ¨∇σ f¯ `∇σ ¨ pσf¯q
2
dσ
“
n´1ÿ
k“1
ż
Σ
p´B2σk f¯qpσkBσkf `
f
2
qdσ
`
ż
Σ
p´B2σkfqpσkBσk f¯ `
f¯
2
qdσ.
Ce calcul dépendant de la forme de Σ, nous ne détaillerons ici le calcul que dans deux cas particuliers
de Σ de dimension 2 (le rectangle et le disque unité). Pour les autres cas, les calculs sont relativement
similaires.
Supposons que Σ “ ra, bs ˆ rc, ds:
pf, r∆ΣD, iAσDsfq “
2ÿ
k“1
ż b
a
˜ż d
c
p´B2σk f¯qpσkBσkf `
f
2
qdσ2
¸
dσ1
`
ż b
a
˜ż d
c
pp´B2σkfqpσkBσk f¯ `
f¯
2
qdσ2
¸
dσ1.
Par le Théorème de Fubini et par intégration par partie, on a
pf, r∆ΣD, iAσDsfq “
2ÿ
k“1
ż b
a
˜ż d
c
pp´2B2σkfqf¯dσ2
¸
dσ1
´
ż d
c
pb|Bσ1f |2pb, σ2q ´ a|Bσ1f |2pa, σ2qqdσ2
´
ż b
a
pd|Bσ2f |2pσ1, dq ´ c|Bσ2f |2pσ1, cqqdσ1.
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Par somme, on obtient, pour g P Dp∆Dq XDpA1q
pg, r∆D, iA1sgq “ 2pg,∆Dgq
´
ż
R
ż d
c
`
b|Bσ1g|2py, b, σ2q ´ a|Bσ1g|2py, a, σ2q
˘
dσ2dy
´
ż
R
ż b
a
`
d|Bσ2g|2py, σ1, dq ´ c|Bσ2g|2py, σ1, cq
˘
dσ1dy.
Supposons maintenant que Σ “ tpσ1, σ2q, σ21 ` σ22 ď 1u le disque unité de R2. Alors
pf, r∆ΣD, iAσDsfq “
2ÿ
k“1
ż
Σ
p´B2σk f¯qpσkBσkf `
f
2
qdσ
`
ż
Σ
pp´B2σkfqpσkBσk f¯ `
f¯
2
qdσ.
Pour le terme en k “ 1, par le Théorème de Fubini, on peut écrireż
Σ
p´B2σ1 f¯qpσ1Bσ1f `
f
2
qdσ
“
ż 1
´1
˜ż p1´σ22q1{2
´p1´σ22q1{2
p´B2σ1 f¯qpσ1Bσkf `
f
2
qdσ1
¸
dσ2.
Par intégration par partie, on obtient donc:
pf, r∆ΣD, iAσDsfq
“
2ÿ
k“1
ż
Σ
p´2B2σkfqf¯dσ
´
ż 1
´1
ˆ
p1´ σ22q1{2|Bσ1f |2pp1´ σ22q1{2, σ2q
`p1´ σ22q1{2|Bσ1f |2p´p1´ σ22q1{2, σ2q
˙
dσ2
´
ż 1
´1
ˆ
p1´ σ21q1{2|Bσ2f |2pσ1, p1´ σ21q1{2q
`p1´ σ21q1{2|Bσ2f |2pσ1,´p1´ σ21q1{2q
˙
dσ1.
Par somme, on obtient, pour g P Dp∆Dq XDpA1q
pg, r∆D, iA1sgq “ 2pg,∆Dgq
´
ż
R
ż 1
´1
ˆ
p1´ σ22q1{2|Bσ1g|2py, p1´ σ22q1{2, σ2q
`p1´ σ22q1{2|Bσ1g|2py,´p1´ σ22q1{2, σ2q
˙
dσ2dy
´
ż
R
ż 1
´1
ˆ
p1´ σ21q1{2|Bσ2g|2py, σ1, p1´ σ21q1{2q
`p1´ σ21q1{2|Bσ2g|2py, σ1,´p1´ σ21q1{2q
˙
dσ1dy.
Dans les deux cas, on peut remarquer que chacun des termes de bords peut être vu comme l’intégrale sur
une partie du bord de Ω de la fonction py, σ1, σ2q ÞÑ σ1|Bσ1g|2py, σ1, σ2q ou de la fonction py, σ1, σ2q ÞÑ
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σ2|Bσ2g|2py, σ1, σ2q. Par exemple, le termeż
R
ż 1
´1
ˆ
p1´ σ22q1{2|Bσ1g|2py, p1´ σ22q1{2, σ2qdσ2dy,
qui apparait dans le calcul du commutateur lorsque Σ est le disque unité de R2, peut être interprété
comme l’intégrale sur l’ensemble tpy, σ1, σ2q P R3zσ21 ` σ22 “ 1, σ1 ě 0u de la fonction py, σ1, σ2q ÞÑ
σ1|Bσ1g|2py, σ1, σ2q, une paramétrisation de cet ensemble étant donnée par tpy, p1 ´ σ2q1{2, σ2qzσ2 P
r´1, 1su. On peut donc majorer en valeur absolue tous les termes de bords par l’intégrale sur BΩ de
ces deux fonctions. En utilisant que la trace d’une application est un opérateur continue de H1pΩq dans
L2pBΩq, Σ étant borné par hypothèses, on peut voir que ces termes sont bornés en norme H2pΩq. En
particulier, le commutateur est borné de Dp∆Dq dans son dual. Donc ∆D P C1pA1q.
Ayant la régularité C1, on peut chercher à savoir où l’estimation de Mourre est vraie pour le Laplacien
de Dirichlet avec A1 comme opérateur conjugué. Posons
Hpmq “
#
∆y `mE∆ΣD ptmuq si m P pλnqnPN˚ ;
0 sinon
.
La fonction Hp¨q étant nulle presque partout, on en déduit que l’application pHp¨q ` iq´1 est mesurable.
On peut donc écrire l’intégrale directeż ‘
R
Hpmqdm “ ∆y `∆ΣD “ ∆D.
Pour un intervalle I Ă R, cette décomposition permet d’écrire la mesure spectrale de ∆D en I sous la
forme
E∆D pIq “
ż ‘
R
E∆y pImqE∆ΣD ptmuqdm,
avec Im “ tz P R, z `m P Iu. Remarquons que puisque ∆ΣD est à résolvante compacte, les termes de la
précédente intégrale directe sont tous nuls sauf ceux pour lesquels m P pλnqnPN. En particulier, on peut
réécrire cette intégrale comme la somme
E∆D pIq “
8ÿ
k“1
E∆y pIλkq b E∆ΣD ptλkuq.
Remarquons que si I est borné, puisque ∆y est positif, E∆y pIλkq “ 0 pour k suffisamment grand (dès
que Iλk Ă p´8, 0q). En particulier lorsque I est borné, la somme précédente est une somme finie.
Si on note ψk les vecteurs propres de ∆ΣD, pour tout f P Dp∆Dq, il existe fk P L2y tels que
fpy, σq “
8ÿ
k“1
fkpyqψkpσq. (6.3)
Prenons un intervalle I borné et essayons de montrer une estimations de Mourre sur I avec A1 comme
opérateur conjugué. Soit f P Dp∆Dq XDpA1q. On a:
pf,E∆D pIqr∆D, iA1sE∆D pIqfq “ pf,E∆D pIqr∆y, iAyDsE∆D pIqfq
`pf,E∆D pIqr∆ΣD, iAσDsE∆D pIqfq. (6.4)
En utilisant que r∆y, iAyDs “ 2∆y ainsi que la décomposition (6.3), on a:
pf,E∆D pIqr∆D, iA1sE∆D pIqfq
“ 2
8ÿ
k,l“1
ˆ
pE∆y pIλkqfkq b ψk,∆ypE∆y pIλlqflq b ψl
˙
`
8ÿ
k,l“1
ˆ
pE∆y pIλkqfkq b ψk, r∆ΣD, iAσDspE∆y pIλlqflq b ψl
˙
.
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Notons encore une fois que, puisque ∆y est positif, E∆y pIλkq “ 0 pour tout k suffisamment grand. Les
sommes sont donc finies.
Les ψk formant une famille orthonormée, le premier terme du membre de droite peut se simplifier en:
2
8ÿ
k,l“1
ˆ
pE∆y pIλkqfkq b ψk,∆ypE∆y pIλlqflq b ψl
˙
“ 2
8ÿ
k“1
ż
R
pE∆y pIλkqf¯kqpyq∆ypE∆y pIλkqfkqpyqdy
“ 2
8ÿ
k“1
`
E∆y pIλkqfk b ψk,∆yE∆y pIλkqfk b ψk
˘
ě 2
8ÿ
k“1
infpIλkq
`
E∆y pIλkqfk b ψk, E∆y pIλkqfk b ψk
˘
,
avec la convention infpIλkq “ 0 si Iλk “ H. En particulier, si I ne contient aucun λj , alors Iλk ce qui
implique que infpIλkq “ 0 si et seulement si E∆y pIλkq “ 0. En prenant a “ minkPN˚,Iλk ­“HtinfpIλkqu ą 0,
on peut montrer l’inégalité suivante
E∆D pIq∆yE∆D pIq ě aE∆D pIq.
Il reste donc à traiter la seconde partie du membre de droite de (6.4). Supposons pour simplifier que I
est un intervalle compact. Les fonctions fk ne dépendant pas de la variable σ, on a:ˆ
pE∆y pIλkqfkq b ψk, r∆ΣD, iAσDspE∆y pIλlqflq b ψl
˙
“
ż
R
pE∆y pIλkqf¯kqpyqpE∆y pIλlqflqpyqdy ¨
ż
Σ
ψ¯kpσqr∆ΣD, iAσDsψlpσqdσ.
Remarquons tout d’abord que si il existe n P N˚ tel que I Ă pλn, λn`1q et |I| ď inf
1ďkďnλk`1´λk, alors les
intervalles Iλk sont disjoints. Cela implique que si k ­“ l, pE∆y pIλkqfkq et pE∆y pIλlqflq sont orthogonaux.
Il ne reste donc plus que les termes diagonaux. Puisque pour tout k, ψk P Dp∆ΣDq Ă DpAσDq, en dévelopant
le commutateur, on obtient:ż
Σ
ψ¯kpσqr∆ΣD, iAσDsψkpσqdσ
“
ż
Σ
`
∆ΣDψ¯k
˘ pσqi pAσDψkq pσqdσ ´ ż
Σ
`
AσDψ¯k
˘ pσqi `∆ΣDψk˘ pσqdσ
“ λk
ż
Σ
ψ¯kpσqi pAσDψkq pσqdσ ´ λk
ż
Σ
`
AσDψ¯k
˘ pσqiψkpσqdσ
“ 0.
Le second terme ne va donc pas contribuer à la positivité du commutateur ni l’empêcher. On a donc
pf,E∆D pIqr∆D, iA1sE∆D pIqfq
“ 2
8ÿ
k,l“1
ˆ
pE∆y pIλkqfkq b ψk,∆ypE∆y pIλlqflq b ψl
˙
ě 2a}E∆D pIqf}2,
ce qui implique que l’estimation de Mourre est vraie sur I lorsque I ne contient aucun des λj . La partie
de la Proposition 6.2.1 concernant ∆D est donc montrée.
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Remarquons que si I contient λj , en prenant f “ fj b ψj , par un calcul similaire, on obtient
pf,E∆D pIqr∆D, iA1sE∆D pIqfq “ }E∆y pIλj qByfj}2L2pRq.
Ce terme n’étant pas strictement positif (Iλj contenant zéro), on retrouve le problème de seuil déjà présent
lorsqu’on utilisait AyD comme opérateur conjugué. Pour régler ce problème de seuil en utilisant la théorie
de l’opérateur faiblement conjugué (voir [BG10]), on peut essayer de voir si le commutateur est positif et
injectif.
Pour simplifier les calculs, nous traiterons uniquement le cas Σ “ r´1, 1s pour lequel les valeurs propres
et les vecteurs propres de ∆ΣD sont connus (voir p.266 de [RS70d]). Dans ce cas, les valeurs propres sont
les λk “
`
pi
2
˘2
k2 avec k P N˚ et les vecteurs propres associés sont les
ψkpσq “
#
cospkpiσ{2q si k P 2N` 1,
sinpkpiσ{2q si k P 2N˚. .
Par un simple calcul, on a pour k, l P N˚ż
Σ
ψ¯kpσqr∆ΣD, iAσDsψlpσqdσ “
#
2λkλlp´1q k`l2 `1 si k ´ l P 2Z˚,
0 sinon.
Soit g P H2pRq et k P N. Posons f “ g b ψk`2 ´ p´1qkg b ψk. Par (6.4), on a:
pf, r∆D, iA1sfq
“ 4
ż
R
g¯pyq∆ygpyqdy ´ 2p´1qkpg b ψk`2, r∆ΣD, iAσDsg b ψkq
“ 4
ż
R
|g1pyq|2dy ´ 4λkλk`2
ż
R
|gpyq|2dy. (6.5)
Prenons h P H2pRq et posons gwpyq “ whpw2yq pout tout y P R. On peut remarquer queż
R
|gwpyq|2dy “
ż
R
|hpyq|2dy et
ż
R
|g1wpyq|2dy “ w4
ż
R
|h1pyq|2dy.
Donc en utilisant gw à la place de g dans (6.5) et en faisant tendre w vers 0, on peut montrer que
pf, r∆D, iA1sfq est strictement négatif pour w suffisamment petit. Le commutateur n’est donc pas positif
(ni injectif) ce qui nous empêche d’utiliser la théorie de l’opérateur faiblement conjugué.
6.2.3 Le cas des Laplaciens de Neumann et Robin
Maintenant, montrons le point (3) de la Proposition 6.2.1 et commençons par regarder le cas du Laplacien
de Neumann. Pour cela, on va chercher à appliquer la Proposition 6.2.3. Remarquons que, comme pour le
Laplacien de Dirichlet, (6.4) permet de montrer la deuxième partie de la condition (2) de la Proposition
6.2.3. Nous allons donc montrer que les autres conditions ne sont pas satisfaites. Soit z P ρp∆N q et
E “ tf P DpA1q, p∆N ´ zq´1f P DpA1qu. Prenons u P E . Définissons v P L2 par v “ p∆N ´ zq´1u. v
satisfait alors #
∆Nv ´ zv “ u dans Rˆ Σ
Bv
Bn “ 0 sur Rˆ BΣ
où BBn désigne la dérivée normale. De plus v P DpA1q. Donc væRˆBΣ “ 0. Pour f P L2pRˆ Σq, notons fˆ
la transformée de Fourier de f par rapport à la première variable. v satisfait donc:#
∆Σvˆ ` pξ2 ´ zqvˆ “ uˆ dans Rˆ Σ
Bvˆ
Bn “ 0 sur Rˆ BΣ
.
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Soit αpξq P C tel que pαpξqq2 “ ξ2 ´ z¯. Notons
wpξ, σq “ exp
˜
αpξq
pn´ 1q1{2
n´1ÿ
k“1
σk
¸
.
On peut remarquer que w satisfait ∆Σw ` pξ2 ´ z¯qw “ 0. De plus, puisque Σ est borné, pour tout
ξ P R, wpy, ¨q P L2pΣq. On peut alors définir l’application linéaire L : L2pΩq Ñ L1pRq par Lpfq “ş
Σ
fˆpξ, σqwpξ, σqdσ. On a alors, par la formule de Green, que pour tout u P E , Lpuq “ 0. Cela implique
que E Ă L´1pt0uq. Or, si g P C8c pΣq, g ­“ 0 et g ě 0, en posant u1py, σq “ expp´y
2
2 qgpσq, alors
uˆ1pξ, σq “ u1pξ, σq ě 0 pout tout pξ, σq P Ω. On obtient donc Lpu1q ą 0 et de plus u1 P DpA1q. L étant
continu, on en déduit que E ne peut pas être dense dans DpA1q. Ce n’est donc pas un coeur pour A1.
Cela implique donc déjà que ∆N R C1pA1q.
Remarquons que si on remplace les conditions de Neumann par des conditions de Robin, le même résultat
se produit. En effet, puisque v P DpA1q, v satisfait des conditions de Dirichlet au bords. Demander que
v satisfasse les conditions de Neumann est donc équivalent au fait de demander que v satisfasse des
conditions de Robin. Le Laplacien de Robin n’est donc pas non plus de classe C1pA1q.
Pour le Laplacien de Neumann, on peut tout de même chercher à savoir si le commutateur est borné de
Dp∆N q dans son dual. Calculons donc le commutateur entre ∆N et A1. Pour simplifier les calculs, nous
nous placerons dans le cas Σ “śn´1k“1rai, bis.
Soit f P Dp∆N q XDpA1q. On a:
pf, r∆N , iA1sfq “ pf,´2B2yfq `
n´1ÿ
k“1
ż
RˆΣ
p´B2σk f¯qpσkBσkf `
f
2
qdσ
`
ż
RˆΣ
p´B2σkfqpσkBσk f¯ `
f¯
2
qdσ.
En remarquant que lorsque Σ est un rectangle, le vecteur normal extérieur à Σ est un vecteur de la
base cannonique (ou l’opposé d’un vecteur de la base), par le Théorème de Fubini et par intégration par
parties, on obtient
pf, r∆N , iA1sfq “ 2
˜
pf,´B2yfq `
n´1ÿ
k“1
pf,´B2σkfq
¸
“ ´2
ż
RˆΣ
∇¯f∇fdydσ.
Ce commutateur a pour domaine de forme Dp∆N q XDpA1q. Or C8c Ă Dp∆N q Ă H1 et C8c Ă DpA1q Ă
tf P L2, fæRˆBΣ “ 0u. On en déduit donc que
C8c Ă Dp∆N q XDpA1q Ă H10.
On a donc
pf, r∆N , iA1sfq “ 2pf,∆Dfq.
Le premier commutateur est donc strictement positif, et on pourrait penser que l’estimation de Mourre
stricte est vraie sur tout intervalle. Malheureusement, le Laplacien de Dirichlet n’est pas borné par
rapport au Laplacien de Neumann (Dp∆N q Ć Dp∆Dq).
La condition (1) de la Proposition 6.2.3 n’est donc pas vérifié.
Le commutateur étant tout de même positif, on peut se demander si l’on ne peut pas appliquer le Lemme
3.12 de [GGM04] pour lequel il n’est pas nécessaire de supposer que H est régulier par rapport à A mais
uniquement régulier par rapport à un opérateur H 1 tel qu’il existe c ą 0 satisfaisant
H 1 ` cxHy ě xHy,
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avec H 1 “ r∆N , iA1s. En effet, pusique H 1 “ 2∆D, r∆N , iH 1s “ 0 avec domaine approprié, on peut
montrer que la condition (1) de la Proposition 6.2.3 est satisfaite avec A “ H 1. En revanche, comme
précedement, on peut montrer que tf P Dp∆Dq, p∆N ` zq´1f P Dp∆Dqu n’est pas un coeur pour ∆D. La
condition (2) de la Proposition 6.2.3 n’est donc pas satisfaite. On en déduit donc que ∆N R C1pH 1q ce
qui nous empêche utiliser ce Lemme 3.12 de [GGM04].
6.3 Le cas du guide d’onde incurvé
Dans cette section, nous allons montrer un principe d’absorption limite pour des opérateurs de Schrödinger
sur un guide d’onde incurvé. Dans la suite, nous supposerons toujours que n ě 2 et nous nous placerons
dans le cadre de l’article [KTdA04]. Le but est d’améliorer le Théorème 6.1.1, en limitant les conditions
portant sur les dérivées de courbure du guide.
6.3.1 Préliminaires géométriques
Nous allons tout d’abord rappeler quelques notions concernant les propriétés géométriques de ces guides
d’ondes en s’appuyant sur le formalisme de [KTdA04].
Soit p : RÑ Rn une fonction de classe C8. Supposons
Hypothèse 6.3.1. il existe une famille pekq d’application de R dans Rd telle que
(i) Pour tout y P R, pekpyqq forme une famille orthonormée;
(ii) Pour tout k “ 1, ¨ ¨ ¨ , n ´ 1 et pour tout y P R, la k-ième dérivée de ppyq ne dépend que de
e1pyq, ¨ ¨ ¨ , ekpyq;
(iii) e1 “ p1;
(iv) Pour tout y P R, la famille pekpyqq a une orientation positive;
(v) Pour tout k “ 1, ¨ ¨ ¨ , n´ 1 et pour tout y P R, e1kpyq ne dépend que de
e1pyq, ¨ ¨ ¨ , ek`1pyq.
Par la formule de Serret-Frenet, on sait qu’il existe une matrice K de taille nˆ n telle que
B
By pekpyqq “ Kpekpyqq.
De plus K vérifie:
Kij “
$’&’%
κi si j “ i` 1
´κi si i “ j ` 1
0 sinon
.
A partir de K, on peut définir la matrice nˆ n de rotation R qui satisfait R1k “ Rk1 “ δ1k et pour tout
i, j “ 2, ¨ ¨ ¨ , n, on a
B
ByRij `
nÿ
α“1
RiαKαj “ 0.
A partir de la matrice R, on peut définir la famille pe˜kq par pe˜kq “ Rpekq.
Soit Σ un ouvert borné de Rn´1 et Ω le guide d’onde droit R ˆ Σ. On peut définir Γ comme l’image de
Ω par l’application
L : Ω Ñ Rn py, σ2, ¨ ¨ ¨ , σnq ÞÑ ppyq `
nÿ
k“2
σke˜kpyq.
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Supposons que Γ ne se recoupe pas et que κ1 P L8 avec sup
σPΣ
|σ|}κ1}8 ă 1. Alors, L : Ω Ñ Γ est un difféo-
morphisme permettant d’identifier Γ à une variété Riemannienne pΩ, gq. De plus, g “ diagph2, 1, ¨ ¨ ¨ , 1q
avec
hpy, σq “ 1`
nÿ
k“2
nÿ
α“1
σkRkαpyqKα1pyq “ 1´
nÿ
k“2
σkRk2pyqκ1pyq.
On supposera toujours que l’application h est minorée par une constante strictement positive rendant la
métrique Riemannienne g inversible.
Il nous reste maintenant à savoir à quel opérateur sur L2pΩ, gq peut-on identifier un opérateur de
Schrödinger ∆ ` V˜ sur L2pΓq avec V˜ un potentiel sur le guide d’onde Γ. Remarquons qu’en identifi-
ant L2pΓq et L2pΩ, gq, si on note dv un élément de volume de Γ, cet opérateur est associé à la forme
quadratique Q˜ définie par
Q˜pφ, ψq “
ż
Ω
g´111 ¯ByφByψdv `
nÿ
k“2
ż
Ω
g´1kk ¯BσkφBσkψdv `
ż
Ω
φ¯V ψdv
avec le domaine approprié (H10 pour les conditions de Dirichlet, H1 pour les conditions de Neumann) et
avec V “ LV˜ L. La forme Q˜ étant densément définie, positive, symétrique et fermée sur son domaine, on
peut lui associer un unique opérateur auto-adjoint positif H˜ défini, pour ψ P DpH˜q, par
H˜ψ “ ´|g|1{2
˜
By|g|1{2g´111 Byψ `
nÿ
k“2
Bσk |g|1{2g´1kk Bσkψ
¸
` V ψ.
Pour simplifier les calculs, nous pouvons transformer H˜ en un opérateur unitairement équivalent H. Pour
cela, on utilise la transformation unitaire U : ψ ÞÑ |g|1{4ψ. En définissant H “ UH˜U´1, on obtient
Hψ “ ´Byg´111 Byψ ´
nÿ
k“2
Bσkg´1kk Bσkψ ` pV `W qψ (6.6)
avec
W “ ´5
4
pByhq2
h4
` 1
2
B2yh
h3
´ 1
4
řn
k“2pBσkhq2
h2
` 1
2
řn
k“2 B2σkh
h
.
Remarquons qu’avec notre choix de h, pour tout k “ 2, ¨ ¨ ¨ , n, B2σkh “ 0 et gkk “ 1.
6.3.2 Un principe d’absorption limite loin des seuils
Maintenant, nous allons montrer un principe d’absorption limite loin des seuils. Pour cela, nous allons
utiliser le théorème de Mourre et il nous faut donc trouver un opérateur conjugué. Comme on l’a vu
précedement (c.f. Section 6.2), il semble nécessaire de prendre pour opérateur conjugué un opérateur
dans la direction non bornée du guide d’onde.
Comme pour le cas Rn, un opérateur conjugué naturel à utiliser est le générateur des dilatations (voir
[CFKS08, Mou81, Mou83, KTdA04]). Pour appliquer le théorème de Mourre, il est donc suffisant
d’imposer les hypothèses suivantes:
Hypothèse 6.3.2 (Assumption 3.3 de [KTdA04]). Uniformément en σ P Σ,
1. hpy, σq Ñ 1 quand |y| Ñ 8;
2. B2yhpy, σq,
řn
k“2pBσkhpy, σqq2 Ñ 0 quand |y| Ñ 8;
3. il existe θ P p0, 1s tel que
Byhpy, σq, B3yhpy, σq,
nÿ
k“2
BypBσkhq2py, σq “ Op|y|´1´θq.
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Sous ces hypothèses et sous les mêmes hypothèses de décroissance pour V que dans le Théorème 6.1.1,
les résultats spectraux du Théorème 6.1.1 restent vrais pour H un opérateur de Schrödinger sur L2pΓq.
Remarquons que le fait que σesspHq “ rν,8q, avec ν la première valeur propre du Laplacien de Dirichlet
sur L2pΣq ne dépend pas du fait que B2yhpy, σq Ñ 0 lorsque |y| Ñ 8. En effet, si l’on enlève cette
hypothèse, en utilisant que
B2yh
h3
“ BypByh
h3
q ` 2 pByhq
2
h4
,
et en écrivant que Byp Byhh3 q “ ripy, Byhh3 s, on peut montrer que W : H1 Ñ H´1 est compact ce qui ne
modifie pas le spectre essentiel de H0 “ ´Byg´111 By ´
řn
k“2 Bσkg´1kk Bσk .
Les dérivées de h s’exprimant en fonction des coefficient de la matrice R et des dérivées des coefficients de
la matrice K, toutes ces conditions portant sur les dérivées de h peuvent s’interpréter en des conditions
sur les courbures:
Hypothèse 6.3.3 (Assumption 3.4 de [KTdA04]). Pour tout α P t2, ¨ ¨ ¨ , nu,
1. K1αpyq, B2yK1αpyq Ñ 0 quand |y| Ñ 8;
2. pour tout β P t2, ¨ ¨ ¨ , nu,Kβα, ByK2α P L8pRq;
3. il existe θ P p0, 1s tel que
ByK1αpyq, B3yK1αpyq,K2αpyq, B2yK2αpyq,
nÿ
k“2
KkαpyqByK2kpyq,
nÿ
k“2
ByKkαpyqK2kpyq “ Op|y|´1´θq.
On peut donc voir que l’utilisation du générateur des dilatations impose que les courbures soient des
fonctions régulières et que certaines de leurs dérivées aient une décroissance à l’infini.
Afin d’améliorer ce résultat, on peut choisir un autre opérateur conjugué qui ne nous force pas à dériver
le potentiel W . Soit λ : R Ñ R une fonction C8, strictement positive, borné, avec toutes ses dérivées
bornées telle que pour tout α P N, y Ñ yBαy λpyq est bornée . Soit Au “ 12 pypyλppyq ` λppyqpyyq avec
py “ ´iBy. Dans [ABdMG96, Theorem 4.2.3], on peut voir que Au est essentiellement auto-adjoint avec
domaine C8c pRq. Soit H1 “ H ´ V . Calculons le premier commutateur défini en tant que forme sur
DpH1q XDpAuq:
rH1, iAus “ rpy, iAush´2py ` pyrh´2, iAuspy ` pyh´2rpy, iAus
`rW, iAus
“ pyλppyqh´2py ` pyh´2pyλppyq ` pyrh´2, iAuspy
`rW, iAus
“ 2pyλppyq1{2h´2λppyq1{2py
`pyrλppyq1{2, rλppyq1{2, h´2sspy ` pyrh´2, iAuspy
`rW, iAus. (6.7)
On peut remarquer que si l’on suppose qu’il existe une constante a ą 0 telle que h´2py, σq ě a, pour tout
py, σq P Ω alors
2pyλppyq1{2h´2λppyq1{2py ě 0.
En particulier, loin des seuils (loin de T ), ce terme nous fournit la positivité, nécessaire à l’obtention
de l’estimation de Mourre. Enoncons maintenant quelques hypothèses suffisantes pour avoir la bonne
régularité
Hypothèse 6.3.4. Soit h tel que
1. h´2 est borné.
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2. hpy, σq Ñ 1 quand |y| Ñ 8;
3. Il existe b ą 0 tel que h´2py, σq ě b pour tout py, σq P Ω.
4. Il existe θ ą 0 tel que, uniformément en σ P Σ,řn
k“2pBkhq2py, σq “ Op|y|´p1`θqq et Byhpy, σq “ Op|y|´p1`θqq.
Sous ces hypothèses, on a le résultat suivant:
Théorème 6.3.5. Soit Γ un guide d’onde comme défini précedemment. Supposons que les Hypothèses
6.3.1 et 6.3.4 sont satisfaites. Supposons de plus que, pour tout α P N, y ÞÑ xyy1`αBαy λpyq est bornée. Soit
V un potentiel compact de H1y dans pH1yq˚ de classe C1,1pAu,H1y,H´1y q. Alors les conclusions du Théorème
6.1.1 sont vraie pour l’opérateur H “ ∆` V˜ avec conditions de Dirichlet au bord où V˜ “ L´1V L´1.
On peut remarquer que si l’on suppose que B2yhpy, σq tend vers 0 quand |y| Ñ 8, uniformément en σ P Σ,
alors, si l’on suppose que V est ∆-compact et de classe C1,1pAu,H2,H´2q, le Théorème 6.3.5 reste vrai.
Preuve (Théorème 6.3.5). Posons H1y le domaine de xpyy. Notons que le domaine de forme du Laplacien
de Dirichlet Qp∆Dq est inclu dans H1y. Si h´2 est borné, on peut remarquer que
xpyy´1pyλppyq1{2h´2λppyq1{2pyxpyy´1
et
xpyy´1pyrλppyq1{2, rλppyq1{2, h´2sspyxpyy´1
sont bornés. De plus, si h vérifie les hypothèses 6.3.4, en écrivant
B2yh
h3
“ BypByh
h3
q ` 2 pByhq
2
h4
,
xpyy´1W xpyy´1 est compact. Par un raisonnement similaire, on peut montrer que xpyy´1xqy1`θW xpyy´1
est borné ce qui implique que xyyθxpyy´1rW, iAusxpyy´1 est borné, pyλppyq étant borné. En remarquant
que
rh´2, iAus “ yrh´2, ipyλppyqs ` 1
2
rh´2, λppyq ` pyλ1ppyqs,
par la formule d’Helffer-Sjostrand, on peut voir que xyyθrh´2, iAus est borné. De plus, en utilisant que
rλppyq1{2, rλppyq1{2, h´2ss “ λppyq1{2rλppyq1{2, h´2s ´ rλppyq1{2, h´2sλppyq1{2
et par la formule d’Helffer-Sjostrand, on en déduit que xyyrλppyq1{2, rλppyq1{2, h´2ss est borné.
Par un calcul de commutateur, on a
rpyλppyq1{2h´2λppyq1{2py, iAus
“ rpyλppyq1{2, iAush´2λppyq1{2py ` pyλppyq1{2rh´2, iAuspyλppyq1{2
`pyλppyq1{2h´2rλppyq1{2py, iAus
“
ˆ
λppyq1{2 ` 1
2
pyByλppyqλppyq´1{2
˙
pyλppyqh´2λppyq1{2py
`pyλppyq1{2rh´2, iAuspyλppyq1{2
`pyλppyq1{2h´2
ˆ
λppyq1{2 ` 1
2
pyByλppyqλppyq´1{2
˙
pyλppyq.
Ainsi, on peut montrer que ce commutateur est borné de H1 dans H´1ce qui implique que le premier terme
du membre de droite de (6.7) est de classe C1pAu,H1y,H´1y q Ă C0,1pAu,H1y,H´1y q. En particulier, cela
implique que H1 “ H´V est de classe C1,1pAu,H1y,H´1y q. V étant un potentiel compact de H1 dans H´1
et étant de classe C1,1pAu,H1y,H´1y q, on en déduit par somme que H est de classe C1,1pAu,H1y,H´1y q.
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Il nous reste à montrer que l’estimation de Mourre est satisfaite pour H1 avec Au comme opérateur
conjugué sur tout intervalle compact de pν,`8qzT avec ν “ inf T . Si on note H 1 “ pyh´2py ` ∆ΣD,
puisque H et H0 sont de classe C1,1pAuq on peut remarquer qu’il suffit de montrer que l’estimation de
Mourre est vraie en tous points de pν,`8qzT pour H 1 avec Au comme opérateur conjugué pour obtenir
l’estimation de Mourre en tous points de pν,`8qzT pour H avec Au comme opérateur conjugué (voir
Théorème 7.2.9 de [ABdMG96]). Puisque l’opérateur Au peut s’écrire sous la forme A1b1Σ`1RbA2 avec
A2 “ 0, en utilisant le Théorème 2.9 de [KTdA04], on peut voir qu’il suffit de montrer que l’estimation
de Mourre est vraie en tous points de R`˚ pour H0 “ pyh´2py avec Au comme opérateur conjugué pour
obtenir l’estimation de Mourre en tous points de pν,`8qzT pour H avec Au comme opérateur conjugué,
∆ΣD ayant un spectre purement ponctuel.
Soient λ P p0,`8q et φ P C8c pRq tel que φpλq ­“ 0. Montrons qu’il existe a ą 0 et K compact tels que
φpH0qrH0, iAusφpH0q ě aφpH0q2 `K.
Par la suite, pour simplifier les notations, nous noterons Kk, k P N les opérateurs compacts. Par (6.7),
on a
rH0, iAus “ 2pyλppyq1{2h´2λppyq1{2py
`pyrλppyq1{2, rλppyq1{2, h´2sspy ` pyrh´2, iAuspy.
Remarquons que les deux derniers termes du membres de droite sont compacts de H1y dans H´1y ce qui
implique qu’on a
φpH0qrH0, iAusφpH0q “ 2φpH0qpyλppyq1{2h´2λppyq1{2pyφpH0q `K1. (6.8)
Par un simple calcul, on a
pH0 ` iq´1 ´ pp2y ` iq´1 “ pH0 ` iq´1pyp1´ h´2qpypp2y ` iq´1.
Puisque hpy, σq Ñ 1 quand |y| Ñ 8 uniformément en σ P Σ, cela implique que pH0` iq´1´pp2y` iq´1 est
compact. Par le Lemme 7.2.8 de [ABdMG96], on en déduit que φpH0q ´ φpp2yq est compact. En utilisant
(6.8), on a donc
φpH0qrH0, iAusφpH0q “ 2φpp2yqpyλppyq1{2h´2λppyq1{2pyφpp2yq `K2.
Soit  ą 0. En choisissant φ tel que φpαq “ 0 pour tout α ă , puisque h est bornée et λ est strictement
positive, on en déduit qu’il existe a ą 0 tel que
φpH0qrH0, iAusφpH0q ě aφpp2yq2 `K2 “ aφpH0q2 `K3.
L’estimation de Mourre est donc vraie pour H0 avec Au comme opérateur conjugué en tous points de
R`˚ ce qui implique l’estimation de Mourre pour H avec Au comme opérateur conjugué en tous points
de pν,`8qzT .
Le Théorème 6.3.5 peut alors être montré comme une conséquence du Théorème de Mourre. l
On peut remarquer qu’une fois encore, l’opérateur conjugué ne dépendant que de la direction non bornée
du guide, les conditions au bords n’interviennent pas. En particulier, si Γ est un guide d’onde courbe
dont le bord est suffisament régulier (au moins C1), on peut définir en tout point de BΓ un espace tangent
et donc une dérivée normale au bord. L étant un difféomorphisme, il envoie les espaces tangents de Γ sur
les espaces tangents de Ω. Les conditions de Neumann/Robin sur Γ sont donc transformées en condtions
de Neumann/Robin sur Ω. En particulier, par un raisonnement similaire, le résultat du Théorème 6.3.5
reste vrai si on remplace les conditions de Dirichlet par des conditions de Neumann ou de Robin.
En utilisant la forme particulière de h, on peut traduire les hypothèses 6.3.4 en des hypothèses concernant
les courbures κk:
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Hypothèse 6.3.6. Supposons que κ1 P L8 avec sup
σPΣ
|σ|}κ1}8 ă 1. Supposons de plus qu’il existe θ ą 0
tel que
1. lim
|y|Ñ8
κ1pyq “ 0;
2. κ11pyq “ Op|y|´p1`θqq;
3. κ2pyqκ1pyq “ Op|y|´p1`θqq.
On peut remarquer que si κ1 P L8 et si sup
σPΣ
|σ|}κ1}8 ă 1 alors h´2 est borné et il existe b ą 0 tel que
h´2py, σq ě b pour tout py, σq P Ω. En notant que řnk“2pBσkhq2py, σq “ κ21, on peut remarquer que ces
hypothèses impliquent bien les hypothèses 6.3.4. On peut réécrire le Théorème 6.3.5 avec ces hypothèses
portant sur la courbure:
Théorème 6.3.7. Soit Γ un guide d’onde comme définit précedemment. Supposons que les Hypothèses
6.3.1 et 6.3.6 sont satisfaites. Soit V un potentiel compact de H1y dans pH1yq˚ de classe C1,1pAu,H1y,H´1y q.
Alors les conclusions du Théorème 6.1.1 sont vraie pour l’opérateur H “ ∆ ` V avec conditions de
Dirichlet au bords.
Notons que l’utilisation d’un opérateur Au à la place du générateur des dilatations habituellement utilisé
permet deux améliorations. Premièrement, on peut éviter d’imposer des conditions sur les pκkqk“3,¨¨¨ ,n
et sur les dérivées de κ2. De plus, on peut remarquer que si κ1 tend rapidement vers 0 en l’infini, κ2 n’est
pas nécessairement borné. De plus, puisqu’aucune condition sur les dérivées d’ordre supérieure à 2 de κ1
n’est imposé, on peut prendre pour courbures κk des fonctions avec de fortes oscillations. La deuxième
remarque que l’on peut faire est que, comme dans [Mar18b], l’utilisation du Au permet de traiter une plus
grande classe de potentiel en ne supposant pas, par exemple, que le potentiel est régulier ou ∆-compact.
6.3.3 Un principe d’absorption limite au seuils
Dans cette partie, nous allons utiliser la version de la théorie de Mourre dite de l’opérateur faiblement
conjugué, afin de montrer un principe d’absorption limite près des seuils. Pour plus de détails sur cette
version de la théorie de Mourre, nous renvoyons aux articles [BdMM97, Ric06, BG10, Mar18a].
Soit F : RÑ R de classe C8 avec toutes ces dérivées bornées. Posons A “ AF b 1Σ où AF est défini par
AF “ 1
2
ppyF pyq ` F pyqpyq
où py “ ´iBy. Dans ce cas, on a sur DpHq XDpAF q:
rH, iAs “ rpyg´111 py, iAs ` rV `W, iAs
“ rpy, iAsg´111 py ` pyrg´111 , iAspy ` pyg´111 rpy, iAs ` rV `W, iAs.
Par un calcul de commutateur sur le domaine de forme de ∆D, on voit que
rpy, iAs “ 1
2
ppyrpy, iF pyqs ` rpy, iF pyqspyq
“ 1
2
`
pyF
1pyq ` F 1pyqpy
˘
“ pyF 1pyq ` i
2
F 2pyq
“ F 1pyqpy ´ i
2
F 2pyq.
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Cela implique que
rH, iAs “ 2pyF 1pyqg´111 py `
i
2
F 2pyqg´111 py ´
i
2
pyg
´1
11 F
2pyq
`pyrg´111 , iAspy ` rV `W, iAs
“ 2pyF 1pyqg´111 py `
1
2
riF 2pyqg´111 , pys ` pyrg´111 , iAspy ` rV `W, iAs
“ 2pyF 1pyqg´111 py ´
1
2
F3pyqg´111 ´
1
2
F 2pyqrpy, ig´111 s
`pyrg´111 , iAspy ` rV `W, iAs.
En utilisant que rGpyq, iAs “ ´F pyqG1pyq pour toute fonction G : R Ñ R et que g11 “ h2, on en déduit
que
rH, iAs “ 2pyF 1pyqh´2py, σqpy ´ 1
2
F3pyqh´2py, σq ` F 2pyqByhpy, σqh´3py, σq
`2pyF pyqByhpy, σqh´3py, σqpy ´ F pyqBypV `W q
“ 2pyh´2
`
F 1pyq ` F pyqByhh´1
˘
py
´1
2
F3pyqh´2 ` F 2pyqByhh´3 ´ F pyqBypV `W q.
Pour pouvoir appliquer la théorie de l’opérateur faiblement conjugué, il faut que ce commutateur soit
positif. Considérons les hypothèses suivantes:
Hypothèse 6.3.8. Supposons que pour tout py, σq P Ω,
1. F 1pyq ` F pyqByhpy, σqh´1py, σq ą 0 est borné;
2. py, σq ÞÑ F pyqBypV `W qpy, σq est bornée;
3. ´ 12F3pyqh´2py, σq ` F 2pyqByhpy, σqh´3py, σq ´ F pyqBypV `W qpy, σq ě 0 est borné.
Sous ces hypothèses, S “ rH, iAs est bien positif et injectif. De plus, G “ DpS1{2q “ H1y est laissé invariant
par exppitAq (voir [ABdMG96, Proposition 4.2.4]). Il ne reste donc qu’à montrer que S P C1pAF ,S,S˚q
où S est la complétion de G pour la norme } ¨ }S “ }S1{2 ¨ }. Par un calcul de commutateur, on obtient
sur DpSq XDpAF q
rS, iAF s “ 4py
`
F 1pyqh´2pF 1pyq ` F pyqByhh´1q
˘
py
´2pyF pyqBy
`
h´2pF 1pyq ` F pyqByhh´1q
˘
py
´By
`
F 2pyqh´2pF 1pyq ` F pyqByhh´1q
˘
`F pyqBy
ˆ
1
2
F3pyqh´2 ´ F 2pyqByhh´3
˙
`pF pyqByq2pV `W q. (6.9)
On peut remarquer que si F 1 est borné, alors, le premier terme dans le membre de droite est borné de S
dans S˚.
Par un simple calcul, on a:
F pyqBy
`
h´2pF 1pyq ` F pyqByhh´1q
˘
“ ´2F pyqByhh´1
`
h´2pF 1pyq ` F pyqByhh´1q
˘
`F pyqh´2 `F 2pyq ` F 1pyqByhh´1 ` F pyqB2yhh´1 ´ F pyqpByhq2h´2˘ . (6.10)
F 1 étant borné, on peut voir que les hypothèses 6.3.8 impliquent que F pyqByhh´1 est borné. En particulier,
le premier terme du membre de droite est majoré par`
h´2pF 1pyq ` F pyqByhh´1q
˘
. Pour avoir les conditions sur le commutateur d’ordre 2, il suffit donc de
supposer les hypothèses suivantes:
124
6.3. Le cas du guide d’onde incurvé
Hypothèse 6.3.9. Pour tout py, σq P Ω, notons
Gpy, σq “ F 1pyq ` F pyqByhpy, σqh´1py, σq
et
W1py, σq “ ´1
2
F3pyqh´2py, σq ` F 2pyqByhpy, σqh´3py, σq ´ F pyqBypV `W qpy, σq.
Supposons que pour tout py, σq P Ω,
1. il existe C1 ą 0 tel queˇˇ
F pyqpF 2pyq ` F 1pyqByhh´1 ` F pyqB2yhh´1 ´ F pyqpByhq2h´2q
ˇˇ ď C1Gpy, σq;
2. il existe C2 ą 0 tel que ˇˇˇˇ
´By
`
F 2pyqh´2py, σqpF 1pyq ` F pyqByhpy, σqh´1py, σqq
˘
`F pyqBy
ˆ
1
2
F3pyqh´2py, σq ´ F 2pyqByhpy, σqh´3py, σq
˙
`pF pyqByq2pV `W qpy, σq
ˇˇˇˇ
ď C2W1py, σq.
On peut remarquer que S “ 2pyh´2Gpy `W1. Pour montrer que rS, iAs est borné de S dans S˚ il suffit
donc de montrer que rS, iAs peut être majorer au sens des formes par Cpyh´2Gpy`C 1W1 avec C,C 1 ą 0
deux constantes. Comme dit précédement, puisque F 1 est borné, le premier terme du membre de droite
de (6.9) peut être majoré au sens des formes par 4}F 1}L8pyh´2Gpy. De plus, en utilisant (6.10), on peut
remarquer que, sous les hypothèses 6.3.9, la fonction y ÞÑ F pyqBy
`
h´2pyqpF 1pyq ` F pyqByhpyqh´1pyqq
˘
peut être majorer par p2 ` C1qGh´2. De plus, par hypothèses, la somme des trois derniers termes du
membre de droite de (6.9) peut être majorée au sens des formes par C2W1. On peut donc montrer que
rS, iAs est borné de S dans S˚ ce qui implique que S est de classe C1pA,S,S˚q. Comme dit précedemment,
cette régularité de l’opérateur S implique que exppitAq laisse aussi invariant l’espace S. S est donc un
bon candidat pour appliquer la théorie de l’opérateur faiblement conjugué. De plus, puisque S “ rH, iAs,
cette régularité implique aussi que H est de classe C2pA,S,S˚q. On obtient donc le résutat suivant:
Théorème 6.3.10. Supposons que V P L1locpRn,Rq est un potentiel ∆-borné avec borne plus petite que
1. Soit F : R Ñ R de classe C8 avec toutes ces dérivées bornées tel que les Hypothèses 6.3.8 et 6.3.9
soient satisfaites. Alors, il existe c ą 0 tel queˇˇpf, pH ´ λ` iηq´1fqˇˇ ď }S´1{2f}2 ` }S´1{2Af}2,
avec S “ rH, iAs.
De plus, H n’a pas de valeurs propres réelles.
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Chapitre 6. A propos du Principe d’absorption Limite pour des opérateurs de Schrödinger sur des guides d’ondes
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