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Abstrak 
 
Indonesia memiliki ragam padi (Oryza sativa L.) 
sebanyak 4000 ragam lebih yang tersimpan di bank gen 
Balai Besar Biogen. Penelitian ini bertujuan 
mengklasifikasikan benih padi rawa Kalimantan Selatan 
menggunakan algoritma klasifikasi KNN tanpa dan 
dengan seleksi fitur serta membandingkan akurasinya. 
Metode penelitian meliputi Pengumpulan Data, 
Pembuatan Data Sintetis dengan nilai statistik, Seleksi 
Fitur dengan algoritma ReliefF, Pembagian Data Latih 
dan Data Uji dengan Stratified k-fold cross validation, 
pemodelan menggunakan algoritma KNN serta 
perhitungan akurasi. Hasil penelitian berupa tiga fitur 
yang optimal hasil seleksi fitur meliputi AspectRatio, 
MajorAxis, dan Feret dengan nilai bobot berturut-turut 
0,489; 0,485; dan 0,456. Rata-rata akurasi paling tinggi 
didapatkan pada saat nilai k=3 sebesar 71% untuk Data 
Sintetis tanpa Seleksi Fitur sedangkan akurasi algoritma 
KNN terhadap Data Sintetis dengan Seleksi Fitur untuk 
nilai k=3 sebesar 74%, nilai k=5 sebesar 75% dan k=7 
sebesar 76%. Jika dibandingkan dengan Data Sintetis 
tanpa Seleksi Fitur, maka penambahan akurasi 
algoritma KNN untuk nilai k=3 sebesar 3%, serta untuk 
nilai k=5 dan k=7 sebesar 6%. Hal ini menunjukkan 
bahwa penggunaan seleksi Fitur dapat meningkatkan 
akurasi algoritma KNN untuk mengklasifikasikan data 
benih padi rawa Kalimantan Selatan berdasarkan ciri 
fisiknya. 
 
Kata Kunci: Akurasi, klasifikasi, KNN, seleksi fitur. 
 
 
1. Pendahuluan 
 
Indonesia merupakan salah satu negara yang menjadikan 
nasi sebagai makanan pokoknya, hal ini berkaitan 
dengan jumlah produksi padi Indonesia yang menempati 
urutan ke-3 setelah China dan India [1]. Selain itu, 
ragam padi (Oryza sativa L.) tercatat sebanyak 4000 ribu 
ragam lebih disimpan sebagai koleksi plasma nutfah 
yang disimpan di bank gen Balai Besar Biogen [2]. 
Untuk memprediksi hasil dan kualitas padi, maka 
diperlukan identifikasi kelas padi untuk pemulia 
tanaman. 
 Para ahli yang berpengalaman, menentukan kelas 
padi melalui karakteristik visualnya. Cara ini memiliki 
kelemahan dikarenakan faktor subjektifitas dan 
kesalahan dari masing-masing ahli. Para ahli pertanian 
mengklasifikasikan padi berdasarkan uji perbedaan, 
keseragaman dan stabilitas yang menggunakan begitu 
banyak mesin. Hal ini berpengaruh terhadap biaya, 
sumber daya, tenaga dan waktu yang digunakan. Oleh 
karena itu diperlukan pendekatan objektif untuk 
mengklasifikasikan benih padi. 
 Beberapa peneliti melakukan pendekatan objektif 
menggunakan teknik pengolahan citra dan teknik 
klasifikasi menggunakan algoritma seperti k-nearest 
neighbor (KNN), Support Vector Machine (SVM), 
Random Forest (RF) dan Artificial Neural Network 
(ANN) [3] [4] [5]. Teknik klasifikasi memerlukan data 
yang pada umumnya terdiri atas data latih dan data uji. 
Setiap data memiliki atribut atau fitur di tambah label 
kelas. Seringkali atribut atau fitur yang ada tidak 
berpengaruh signifikan terhadap hasil klasifikasi 
sehingga diperlukan proses seleksi fitur. 
 Proses seleksi fitur merupakan tahapan penting 
yang biasanya dilakukan pada proses klasifikasi dengan 
data berdimensi tinggi. Seleksi fitur merupakan suatu 
permasalahan untuk menemukan optimal atau sub 
optimal irisan dari sebagian fitur terhadap keseluruhan 
fitur. Seleksi fitur sangat penting untuk mengeluarkan 
fitur yang tidak berhubungan dan redundan. Hal tersebut 
membuat kompleksitas sistem berkurang dan 
meningkatkan akurasi [6]. 
 Penelitian ini bertujuan mengklasifikasikan benih 
padi rawa Kalimantan Selatan menggunakan proses 
seleksi fitur dan algoritma KNN. Data benih padi yang 
digunakan merupakan benih padi rawa Kalimantan 
Selatan [7]. Selanjutnya, data sintetis di buat 
menggunakan data tersebut. Model klasifikasi KNN 
menggunakan data sintetis tanpa seleksi fitur dan dengan 
seleksi fitur. Hasil akurasi kedua model tersebut nantinya 
dibandingkan untuk menentukan mana model yang 
terbaik. 
 
2. Metode 
 
Pengumpulan Data 
Data yang digunakan pada penelitian ini diperoleh dari 
Penelitian Soesanto, dkk [7]. Data ini berupa data benih 
padi rawa lokal Kalimantan Selatan sebanyak 72 jumlah 
data yang terdiri atas 8 varietas yaitu Bayar Papuyu, 
Bayar Putih, Benih Kuning, Benih Putih, Ketan, Siam 
Gadis, Siam Unus dan Karan Dukuh. Data ini memiliki 7 
fitur meliputi Area, Perimeter, MajorAxis, MinorAxis, 
Circularity, AspectRatio, Roundness, dan Feret. 
 
Pembuatan Data Sintetis 
Data sintetis dibuat dengan cara memanfaatkan nilai 
statistik dari data asli. Pertama-tama, setiap fitur dicari 
nilai minimum dan nilai maksimalnya. Kemudian nilai 0 
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atau 1 di proses secara acak. Jika nilai 0 maka 
tambahkan nilai minimum dengan hasil perkalian antara 
bilangan acak dari 0-1 dengan selisih nilai minimum dan 
nilai maksimum. Jika nilai 1 maka kurangkan nilai 
maksimum dengan hasil perkalian antara bilangan acak 
dari 0-1 dengan selisih nilai minimum dan nilai 
maksimum. Sehingga data sintetis yang dihasilkan 
memiliki dimensi matriks 100x8 untuk fitur data dan 
dimensi matriks 100x1 untuk kelas data. Jumlah data 
untuk masing-masing kelas berjumlah 100 jumlah data. 
 
Seleksi Fitur 
Seleksi fitur merupakan proses yang melibatkan subset 
dari kumpulan fitur yang menghasilkan keluaran seperti 
keseluruhan kumpulan fitur. Seleksi fitur biasanya 
digunakan untuk memilih fitur yang optimal, mereduksi 
dimensi, meningkatkan akurasi algoritma klasifier, dan 
menghapus fitur yang tidak relevan [8]. Salah satu 
algoritma seleksi fitur yang bisa digunakan adalah 
algoritma ReliefF. Algoritma ini memanfaatkan teknik 
pembobotan untuk mengukur signifikansi fitur dalam 
konteks klasifikasi. Fitur yang dipilih adalah fitur yang 
memiliki bobot paling besar [9]. Pseudocode algoritma 
ReliefF lengkap [10] dapat dilihat pada Gambar 1. 
 
 
Gambar 1. Pseudocode algoritma ReliefF secara umum 
 
Pembagian Data Latih dan Data Uji 
Teknik pembagian data latih dan data uji adalah dengan 
stratified k-fold cross validation [11], dengan k yang 
digunakan adalah 5. Teknik ini akan membagi data 
menjadi 5 sub sample terpisah, dengan 4 sub sample 
akan digunakan sebagai data latih dan 1 sub sample akan 
digunakan sebagai data uji. Gambar 2 menunjukkan 
ilustrasi stratified k-fold cross validation. 
 
 
Gambar 2. Ilustrasi Stratified k-fold cross validation 
 
Algoritma K-Nearest Neighbor 
K-Nearest Neighbor (k-NN atau KNN) dapat 
dikategorikan sebagai algoritma instance-based learning 
yaitu algoritma yang melakukan pembelajaran 
berdasarkan data. Jika suatu data x tanpa label 
diinputkan, maka KNN akan menghitung jarak semua 
data yang sudah ada terhadap data x tersebut. Kemudian 
sebanyak k data yang memiliki jarak paling dekat 
dengan data x dipilih untuk menentukan label data x. 
Sebanyak k data yang dipilih tersebut disebut dengan 
Nearest Neighbor [12]. 
 Untuk mendefinisikan jarak antara dua titik yaitu 
titik pada data training (x) dan titik pada data testing (y) 
maka digunakan rumus pengukuran jarak. Salah satu 
persamaan jarak yang sering digunakan adalah 
Euclidean Distance. 
 
 
 
 Dengan D adalah jarak antara titik pada data 
training x dan titik data testing y yang akan diklasifikasi, 
dimana x=x1,x2,…,xi dan y=y1,y2,…,yi dan I 
merepresentasikan nilai atribut serta n merupakan 
dimensi atribut. 
 Pada fase training, algoritma ini hanya melakukan 
penyimpanan vektor-vektor fitur dan klasifikasi data 
training sample. Pada fase klasifikasi, fitur-fitur yang 
sama dihitung untuk testing data (yang klasifikasinya 
tidak diketahui). Jarak dari vektor baru yang ini terhadap 
seluruh vektor training sample dihitung dan sejumlah k 
buah yang paling dekat diambil. 
Langkah-langkah untuk menghitung metode Algoritma 
k-Nearest Neighbour adalah sebagai berikut: 
a. Menentukan Parameter k (Jumlah tetangga paling 
dekat) 
b. Menghitung jarak masing-masing objek terhadap 
data sampel yang diberikan menggunakan 
Euclidean Distance. 
c. Kemudian mengurutkan objek-objek tersebut ke 
dalam kelompok yang mempunyai jarak terkecil. 
d. Mengumpulkan kategori Y (Klasifikasi Nearest 
Neighbour).  
e. Dengan menggunakan kategori Nearest Neighbour 
yang paling mayoritas maka dapat diprediksi nilai 
label yang telah dihitung. 
 
Perhitungan Akurasi 
Perhitungan akurasi dilakukan dengan cara 
menjumlahkan data uji yang berhasil diidentifikasi 
dengan benar dibagi total data yang digunakan untuk 
pengujian. 
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3. Hasil dan Pembahasan 
 
Hasil Seleksi Fitur 
Seleksi fitur menggunakan algoritma ReliefF dilakukan 
dengan bantuan tool Orange Data Mining. Algoritma ini 
mengurutkan fitur dari yang paling berpengaruh 
(optimal) sampai sedikit berpengaruh. Tiga fitur yang 
optimal hasil algoritma ini meliputi AspectRatio, 
MajorAxis, dan Feret dengan nilai bobot berturut-turut 
0,489; 0,485; dan 0,456. Hasil penilaian bobot dari setiap 
fitur secara lengkap dapat dilihat pada Gambar 3. 
 
 
Gambar 3. Hasil Seleksi Fitur 
 
Pengujian KNN Tanpa Seleksi Fitur 
Hasil pengujian menggunakan jumlah k = 3 
menunjukkan bahwa algoritma KNN dapat 
mengklasifikasikan secara benar data benih padi dengan 
varietas Bayar Papuyu, Benih Putih, Siam Gadis dan 
Siam Unus. Data benih padi dengan varietas Bayar Putih 
masih salah klasifikasi di kelas Benih Kuning (28 data) 
dan Ketan (23 data). Data Benih Kuning dan Ketan lebih 
50% salah klasifikasi di kelas lain. Sedangkan untuk 
Data Karan Dukuh salah klasifikasi di kelas Bayar Putih 
(19 data) dan kelas Benih Kuning (10 data). 
 Akurasi yang didapat algoritma KNN dengan 
jumlah k=5 sangat tinggi di beberapa kelas. Akurasi 
pada kelas Bayar Papuyu, Benih Putih, Siam Gadis dan 
Siam Unus adalah 100%. Akurasi pada kelas Bayar 
Putih hanya sebesar 44% dan selebihnya salah klasifikasi 
di kelas Benih Kuning (30%) dan Ketan (26%). Akurasi 
pada kelas Benih Kuning hanya sebesar 35% dan salah 
klasifikasi di kelas Bayar Putih (45%) dan Ketan (20%). 
Akurasi pada kelas Karan Dukuh sebesar 63% dan salah 
klasifikasi di kelas Bayar Putih (26%) dan Benih Kuning 
(8%). Sedangkan akurasi paling rendah didapat pada 
kelas Ketan yaitu hanya 10%. 
 Sama dengan hasil akurasi algoritma menggunakan 
k = 3 dan k = 5, akurasi menggunakan k = 7 mencapai 
100% untuk kelas Bayar Papuyu, Benih Putih, Siam 
Gadis dan Siam Unus. Akurasi paling rendah di dapat 
pada kelas Ketan dengan akurasi sebesar 25%. 
 Gambar 4, 5 dan 6 menunjukkan akurasi algoritma 
KNN pada Data Sintetis tanpa Seleksi Fitur. Akurasi 
yang di dapat pada kelas Bayar Papuyu, Benih Putih, 
Siam Gadis dan Siam Unus untuk semua variasi nilai k 
sebesar 100%. Akurasi pada kelas Bayar Putih paling 
tinggi didapat pada nilai k=3 dan yang terendah pada 
nilai k=5. Akurasi pada kelas Benih Kuning paling tinggi 
di dapat pada nilai k=5 dan yang terendah pada nilai 
k=3. Akurasi pada kelas Karan Dukuh paling tinggi di 
dapat pada nilai k=3 dan terendah pada nilai k=7. 
Akurasi pada kelas Ketan paling rendah di dapat pada 
nilai k=5. Jika dilihat rata-rata akurasi untuk semua kelas 
pada masing-masing nilai k maka didapatkan akurasi 
paling besar pada nilai k=3 dengan akurasi sebesar 
70,88%. Hal ini menunjukkan bahwa nilai k=3 
merupakan yang terbaik untuk data sintetis tanpa seleksi 
fitur. Kode 1-9 merepresentasikan kelas padi berturut-
turut yaitu Bayar Papuyu, Bayar Putih, Benih Kuning, 
Benih Putih, Ketan, Siam Gadis, Siam Unus dan Karan 
Dukuh. 
 
Gambar 4. Pengujian KNN dengan nilai k=3 
 
Gambar 5. Pengujian KNN dengan nilai k=5 
 
Gambar 6. Pengujian KNN dengan nilai k=7 
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Pengujian KNN dengan Seleksi Fitur 
Akurasi yang didapatkan algoritma KNN dengan k=7 
mencapai lebih dari 90% pada beberapa kelas dengan 
rincian kelas Bayar Papuyu (100%), Benih Putih 
(100%), Karan Dukuh (92%), Siam Gadis (100%) dan 
Siam Unus (100%). Sedangkan akurasi pada kelas lain 
berturut-turut kelas Bayar Putih (48%), Benih Kuning 
(41%), dan Ketan (29%). 
 Gambar 7, 8 dan 9 menunjukkan perbandingan 
akurasi algoritma KNN pada Data Sintetis dengan 
Seleksi Fitur. Akurasi yang di dapat pada kelas Bayar 
Papuyu, Benih Putih, Siam Gadis dan Siam Unus untuk 
semua variasi nilai k sebesar 100%. Akurasi pada kelas 
Karan Dukuh sebesar 92% untuk semua nilai k. Akurasi 
pada kelas Bayar Putih paling tinggi didapat pada nilai 
k=5 dan yang terendah pada nilai k=7. Akurasi pada 
kelas Benih Kuning paling tinggi di dapat pada nilai k=7 
dan yang terendah pada nilai k=3. Akurasi pada kelas 
Ketan paling tinggi di dapat pada nilai k=7 dan paling 
rendah pada nilai k=3. Jika dilihat rata-rata akurasi untuk 
semua kelas pada masing-masing nilai k maka 
didapatkan akurasi paling besar pada nilai k=7 dengan 
akurasi sebesar 76,25%. Hal ini menunjukkan bahwa 
untuk data sintetis dengan seleksi fitur nilai k=7 
merupakan yang terbaik. 
 
100
51
29
100
92
18
100 100
0
20
40
60
80
100
120
1 2 3 4 5 6 7 8
Gambar 7. Pengujian KNN dengan nilai k=3 
 
Gambar 8. Pengujian KNN dengan nilai k=5 
 
Gambar 9. Pengujian KNN dengan nilai k=7 
 
 Akurasi yang didapatkan algoritma KNN dengan 
k=3 mencapai lebih dari 90% pada beberapa kelas 
dengan rincian kelas Bayar Papuyu (100%), Benih Putih 
(100%), Karan Dukuh (92%), Siam Gadis (100%) dan 
Siam Unus (100%). Sedangkan akurasi pada kelas lain 
berturut-turut kelas Bayar Putih (51%), Benih Kuning 
(29%), dan Ketan (18%). 
 Akurasi yang didapatkan algoritma KNN dengan 
k=5 mencapai lebih dari 90% pada beberapa kelas 
dengan rincian kelas Bayar Papuyu (100%), Benih Putih 
(100%), Karan Dukuh (92%), Siam Gadis (100%) dan 
Siam Unus (100%). Sedangkan akurasi pada kelas lain 
berturut-turut kelas Bayar Putih (52%), Benih Kuning 
(34%), dan Ketan (19%). 
 
Perbandingan Akurasi 
Gambar 10 menunjukkan perbandingan akurasi 
algoritma KNN pada data sintetis tanpa seleksi fitur 
dengan data sintetis dengan seleksi fitur. Pada nilai k=3, 
k=5 dan k=7 akurasi algoritma KNN setelah 
menggunakan seleksi fitur mampu meungguli akurasi 
algoritma KNN tanpa seleksi fitur. Secara keseluruhan, 
akurasi paling tinggi di dapat pada saat nilai k=7 dan 
sudah melalui proses seleksi fitur. Hal ini menunjukkan 
bahwa penggunaan seleksi fitur dapat mempengaruhi 
hasil akurasi algoritma KNN. 
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Gambar 10. Grafik perbandingan akurasi algoritma 
KNN untuk setiap nilai k antara Data Sintetis tanpa 
Seleksi Fitur dan dengan Seleksi Fitur 
 
4. Kesimpulan 
Kesimpulan yang diperoleh dari penelitian ini yaitu data 
sintetis dapat digunakan untuk menguji akurasi algoritma 
KNN. Rata-rata akurasi paling tinggi didapatkan pada 
saat nilai k=3 sebesar 71% untuk Data Sintetis tanpa 
Seleksi Fitur. Selanjutnya, untuk meningkatkan akurasi 
ditambahkan proses seleksi fitur dengan hasil 3 fitur 
terbaik dari dataset yaitu AspectRatio, MajorAxis dan 
Feret. Akurasi algoritma KNN terhadap Data Sintetis 
dengan Seleksi Fitur untuk nilai k=3 sebesar 74%, nilai 
k=5 sebesar 75% dan k=7 sebesar 76%. Jika 
dibandingkan dengan Data Sintetis tanpa Seleksi Fitur, 
maka penambahan akurasi algoritma KNN untuk nilai 
k=3 sebesar 3%, dan untuk nilai k=5 dan k=7 sebesar 
6%. Sehingga dapat disimpulkan, bahwa penggunaan 
proses Seleksi Fitur dapat meningkatkan akurasi 
algoritma KNN untuk mengklasifikasikan data benih 
padi rawa Kalimantan Selatan berdasarkan ciri fisiknya. 
Selain menggunakan algoritma KNN, kasus klasifikasi 
juga bisa menggunakan algoritma seperti Jaringan Saraf 
Tiruan, Random Forest, Decision Tree dan SVM. 
Sehingga saran dari penelitian ini adalah mencoba 
membandingkan akurasi dari beberapa metode. Selain 
itu, juga bisa digunakan Seleksi Fitur lain seperti 
ANOVA, Information Gain Ratio dan Gini Decrease. 
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