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Abstract
We explore the canonical Grothendieck topology and a new homo-
topical analog. First we discuss some background information, including
defining a new 2-category called the Index-Functor Category and a sieve
generalization. Then we discuss a specific description of the covers in
the canonical topology and a homotopical analog. Lastly, we explore the
covers in the homotopical analog by obtaining some examples.
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1 Introduction
Let M be a simplicial model category. We prove that there is a Grothendieck
topology on M that captures information about certain kinds of homotopy col-
imits. In the case of topological spaces, the covers in the Grothendieck topology
include the open covers of the space and the set of simplicies mapping into the
space. There are times in the homotopy theory of topological spaces where these
two covers can be used similary; this new Grothendieck topology provides an
overarching structure where both these types of covers appear naturally.
Sieves will be of particular importance in this paper and so we start with a
reminder of their definition and a reminder of the definition of a Grothedieck
topology (in terms of sieves); both definitions follow the notation and terminol-
ogy used by Mac Lane and Moerdijk in [9].
For any object X of a category C, we call S a sieve on X if S is a collection of
morphisms, all of whose codomains are X , that is closed under precomposition,
i.e. if f ∈ S and f ◦ g makes sense, then f ◦ g ∈ S. In particular, we can view a
sieve S on X as a full subcategory of the overcategory (C ↓ X).
A Grothendieck topology is a function that assigns to each object X a col-
lection J(X) of sieves such that
1. (Maximality) {f | codomain f = X} = (C ↓ X) ∈ J(X)
2. (Stability) If S ∈ J(X) and f : Y → X is a morphism in C, then
f∗S := {g | codomain g = Y, f ◦ g ∈ S} ∈ J(Y )
3. (Transitivity) If S ∈ J(X) and R is any sieve on X such that
f∗R ∈ J(domain f) for all f ∈ S, then R ∈ J(X).
In SGA 4.2.2 Verdier introduced the canonical Grothendieck topology. He
defined the canonical topology on a category C to be the largest Grothendieck
topology where all representable presheaves are sheaves. With such an implicit
definition we naturally start to wonder how one can tell what collection of maps
are or are not in the canonical topology. In order to obtain a more explicit
description of the canonical topology we define a notion of universal colim sieve:
Definition 2.1. For a category C, an object X of C and sieve S on X , we
call S a colim sieve if colim
−−−→S
U exists and the canonical map colim
−−−→S
U → X is
an isomorphism. (Alternatively, S is a colim sieve if X is the universal cocone
under the diagram U : S → C.) Moreover, we call S a universal colim sieve if
for all arrows α : Y → X in C, α∗S is a colim sieve on Y .
Then we prove that the collection of all univeral colim sieves forms a Grothendieck
topology, which is precisely the canonical topology:
Theorem 5.4. Let C be any category. The collection of all universal colim
sieves on C forms a Grothendieck topology.
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Theorem 6.1. For any (locally small) category C, the collection of all universal
colim sieves on C is the canonical topology.
Moreover, for ‘nice’ catgories, we find a basis for the canonical topology:
Theorem 6.3. Let C be a cocomplete category with pullbacks whose coproducts
and pullbacks commute. A sieve S on X is a (universal) colim sieve of C if
and only if there exists some {Aα → X}α∈A ⊂ S where
∐
α∈AAα → X is a
(universal) effective epimorphism.
Theorems 5.4 and 6.1 are folklore, and can be found in [5]. We give new
proofs using a technique that also works for the homotopical analog that is our
main result.
Adapting the above notions to the homotopical setting, we are led to the
following:
Definition 2.3. For a model category M, an object X of M and sieve S on
X , we call S a hocolim sieve if the canonical map hocolimSU → X is a weak
equivalence. Moreover, we call S a universal hocolim sieve if for all arrows
α : Y → X in C, α∗S is a hocolim sieve.
Theorem 5.5. For a simplicial model category M, the collection of all uni-
versal hocolim sieves on M forms a Grothendieck topology, which we dub the
homotopical canonical topology.
This homotopical analog of the canonical topology has one particular feature: it
‘contains’ as examples both the open covers of a space and the set of simplicies
mapping into the space, i.e.
Proposition 7.1. For any topological space X and open cover U, the sieve
generated by U is in the homotopical canonical topology.
Corollary 7.4. For any topological space X , the sieve generated by the set
{∆n → X | n ∈ Z≥0} is in the homotopical canonical topology.
There are times in the homotopy theory of topological spaces when the set of
simplices mapping into a space and the open covers of a space act similarly;
for example, we can compute cohomology with both (singular and Cˇech re-
spectively, which are isomorphic when the space is ‘nice’), and both contexts
support detection theorems for quasi-fibrations. The homotopical canonical
topology provides an overarching structure where both these types of covers
appear naturally.
Organization.
We start by laying the groundwork: In Section 2 we spend some time explor-
ing preliminary results and definitions, which includes a discussion on effective
epimorphisms. In Section 3 we define a new 2-category of diagrams in C; this will
allow us to “work with colimits” without knowing which colimits exist. Then
we do some exploration of this category’s Hom-sets and 2-morphisms. Lastly,
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in Section 4 we define a generalization of a sieve, i.e. a special subcategory of
the overcategory, and get a few results pertaining to this generalization.
We use these background results (2-categories, generalizations, etc.) in Sec-
tion 5 to prove that the collection of universal colim sieves forms a Grothendieck
topology. Additionally in Section 5, we prove that the collection of universal
hocolim sieves forms a Grothendieck topology. The similarities between these
proofs are highlighted.
Lastly, in Sections 6 and 7 we explore some of the implications of Section 5.
Specifically, in Section 6 we prove that the canonical topology can be described
using universal colim sieves and get a basis for the canonical topology on ‘nice’
categories. And in Section 7, we find some examples of universal hocolim sieves
on the category of topological spaces.
General Notation.
Notation 1.1. For any subcategory S of (C ↓ X), we will use U to represent
the forgetful functor S → C. For example, for a sieve S on X , U(f) = domain f .
Notation 1.2. For any category D and any two objects P,M of D, we will
write D(P,M) for HomD(P,M).
Notation 1.3. We say that a sieve S on X is generated by the morphisms
{fα : Aα → X}α∈A and write S = 〈{fα : Aα → X}α∈A〉 if each f ∈ S factors
through one of the fα, i.e. if f ∈ S then there exists an α ∈ A and morphism
g such that f = fα ◦ g.
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2 Preliminary Information
This section contains the preliminaries for the rest of the document, starting
with the following important definitions:
Definition 2.1. For a category C, an object X of C and sieve S on X , we
call S a colim sieve if colim
−−−→S
U exists and the canonical map colim
−−−→S
U → X is
an isomorphism. (Alternatively, S is a colim sieve if X is the universal cocone
under the diagram U : S → C.) Moreover, we call S a universal colim sieve if
for all arrows α : Y → X in C, α∗S is a colim sieve on Y .
Remark 2.2. In [5] Johnstone also defined sieves of this form but the term
‘effectively-epimorphic’ was used instead of the term ‘colim sieve.’
Definition 2.3. For a model category M, an object X of M and sieve S on
X , we call S a hocolim sieve if the canonical map hocolimSU → X is a weak
equivalence. Moreover, we call S a universal hocolim sieve if for all arrows
α : Y → X in C, α∗S is a hocolim sieve.
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2.1 Basic Results
This section mentions some basic results, all of which we believe are well-known
folklore but we include them here for completeness.
Lemma 2.4. Suppose C is a category with all pullbacks.
Let S = 〈{gα : Aα → X}α∈A〉 be a sieve on object X of C and f : Y → X be a
morphism in C. Then f∗S = 〈{Aα ×X Y
pi2−→ Y }α∈A〉.
Proof. It is an easy exercise.
Proposition 2.5. Let C be a cocomplete category. For a sieve in C on X of
the form S = 〈{fα : Aα → X}α∈A〉 such that Ai ×X Aj exists for all i, j ∈ A,
colim
−−−→
S
U ∼= Coeq

∐
(i,j)∈A×A
Ai ×X Aj
∐
k∈A
Ak

where the left and right vertical maps are induced from the projection mor-
phisms π1 : Ai ×X Aj → Ai and π2 : Ai ×X Aj → Aj .
Proof. Let I be the category with objects α and (α, β) for all α, β ∈ A and
unique non-identity morphisms (α, β) → α and (α, β) → β. Define a functor
L : I → S by L(α) = fα and L(α, β) = fα,β where fα,β : Aα ×X Aβ → X is the
composition fα ◦ π1 = fβ ◦ π2. It is an easy exercise to see that L is final in the
sense that for all f ∈ S the undercategory (f ↓ L) is connected. Thus by [8,
Theorem 1, Section 3, Chapter IX]
colim
−−−→
S
U ∼= colim−−−→
I
UL.
But by the universal property of colimits, colim
−−−→I
UL is precisely the coequalizer
mentioned above.
Lemma 2.6. Let C be a category. Then S is a colim sieve on X if and only if
f∗S is a colim sieve for any isomorphism f : Y → X .
Proof. It is an easy exercise.
Recall that a morphism f : Y → X is called an effective epimorphism pro-
vided Y ×X Y exists, f is an epimorphism and c : Coeq (Y ×X Y
−→
−→ Y ) → X
is an isomorphism. Note that this third condition actually implies the second
because f = c ◦ g where g : Y → Coeq (Y ×X Y
−→
−→ Y ) is the canonical map.
Indeed, g is an epimorphism by an easy exercise and c is an epimorphism since
it is an isomorphism.
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Additionally, f : Y → X is called a universal effective epimorphism if f is
an effective epimorphism with the additional property that for every pullback
diagram
W Y
Z X
pig f
g
πg is also an effective epimorphism.
Remark 2.7. A morphism f : A→ B is called a regular epimorphism if it is a
coequalizer of some pair of arrows. When the pullback A×BA of f exists in the
category C, then it is easy to see that f is a regular epimorphism if and only if
f is an effective epimorphism.
Corollary 2.8. Let C be a cocomplete category with pullbacks. If
S = 〈{f : Y → X}〉
is a sieve onX , then S is a colim sieve if and only if f is an effective epimorphism.
Moreover, S is a universal colim sieve if and only if f is a universal effective
epimorphism.
Proof. The condition for f to be an effective epimorphism is, by Proposition
2.5, precisely what it means for S to be a colim sieve.
2.2 Effective Epimorphisms
Now we take a detour away from (universal) colim sieves to discuss some results
about effective epimorphisms, which will be used in the proof of Theorem 6.4.
We start with a terminology reminder [see 6]: we call f : A → B a strict epi-
morphism if any morphism g : A→ C with the property that gx = gy whenever
fx = fy for all D and x, y : D → A, factors uniquely through f , i.e. g = hf for
some unique h : B → C.
Proposition 2.9. If the category C has all pullbacks, then a morphism f is an
effective epimorphism if and only if f is a strict epimorphism.
Proof. Let f : A → B be our morphism. First suppose that f is an effective
epimorphism. Let g : A → C be a morphism with the property that gx = gy
whenever fx = fy. Since f is an effective epimorphism, then the commutative
diagram
A×B A A
A B
pi1
pi2 f
f
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is both a pushout and pullback diagram. Since the diagram is commutative, i.e.
fπ1 = fπ2, then gπ1 = gπ2. Now the universal property of pushouts implies
that there exists a unique h : B → C such that g = hf . Hence f is a strict
epimorphism.
To prove the converse, suppose that f is a strict epimorphism. Consider the
diagram
F :=
{
A×B A A
pi1
pi2
}
.
We will show thatB is Coeq(F) by showing that B satisfies the univeral property
of colimits with respect to F. Specifically, suppose we have a morphism F → C,
i.e. there is a morphism g : A→ C such that gπ1 = gπ2.
Suppose we know gx = gy whenever x, y : D → A and fx = fy. Then, since
f is strict, this implies that there exists a unique h : B → C such that g = hf .
Hence, B satisfies the universal property of colimits and so B ∼= CoeqF.
Thus to show that f is an effective epimorphism, it suffices to show:
if x, y : D → A and fx = fy, then gx = gy.
For a fixed pair x, y : D → A such that fx = fy, we have the commutative
diagram
D A
A B
x
y f
f
Thus, by the universal property of pullbacks, both x and y factor through
the pullback A ×B A, i.e. x = π1α and y = π2α for some unique morphism
α : D → A×B A. Therefore, our assumption gπ1 = gπ2 implies
gx = gπ1α = gπ2α = gy.
Hence g has the property that gx = gy whenever fx = fy.
Corollary 2.10. If the category C has all pullbacks, then universal effective
epimorphisms are closed under composition.
Proof. In [7, Proposition 5.11] Kelly proves that totally regular epimorphisms
are closed under composition; our Corollary follows immediately from Kelly’s
result and our Proposition 2.9. We will end with a few remarks: what Kelly
called regular epimorphisms are what we are calling strict epimorphisms, and
Kelly’s totally condition is precisely our universal condition.
Before our next result, we review some definitions. Let E be a category with
small hom-sets, all finite limits and all small colimits. Let Eα be a family of
objects in E and E = ∐αEα.
The coproduct E is called disjoint if every coproduct inclusion iα : Eα → E
is a monomorphism and, whenever α 6= β, Eα ×E Eβ is the initial object in E.
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The coproduct E is called stable (under pullback) if for every f : D → E in
E, the morphisms jα obtained from the pullback diagrams
D ×E Eα Eα
D E
jα iα
f
induce an isomorphism
∐
α(D ×E Eα)
∼= D.
Remark 2.11. If every coproduct in E is stable, then the pullback operation
−×E D “commutes” with coproducts, i.e. (
∐
αBα)×E D
∼=
∐
α(Bα ×E D).
Remark 2.12. If a category C with an initial object ∅ has stable coproducts,
then the existance of an arrow X → ∅ implies X ∼= ∅. Indeed, consider C(X,Z),
which has at least one element since it contains the composition X → ∅ → Z.
We will prove that any two elements f, g ∈ C(X,Z) are equal.
By Remark 2.11, X ∼= X×∅∅ ∼= X×∅ (∅∐∅) ∼= (X×∅ ∅)∐(X×∅∅) ∼= X∐X .
Let φ represent this isomorphism X∐X → X . Let i0 and i1 be the two natural
maps X → X ∐X . Then idX = φi0 and idX = φi1. But φ is an isomorphism
and so i0 = i1.
Now use f and g to induce the arrow f ∐ g : X ∐X → Z, i.e. (f ∐ g)i0 = f
and (f ∐ g)i1 = g. Since i0 = i1, then f = g.
Lemma 2.13. Let C be a category with disjoint and stable coproducts, and
an initial object. Suppose fα : Aα → Bα are effective epimorphisms for all
α ∈ A. Then
∐
A
fα :
∐
A
Aα →
∐
A
Bα is an effective epimorphism (provided
all necessary coproducts exist). Moreover, if C has all pullbacks and coproducts,
and the fα are universal effective epimorphisms, then
∐
A
fα is also a universal
effective epimorphism.
Proof. Our basic argument is
∐
α∈A
Bα ∼=
∐
α∈A
Coeq

Aα ×Bα Aα
Aα

∼= Coeq

∐
α∈A (Aα ×Bα Aα)
∐
α∈AAα

∼= Coeq

(∐
α∈AAα
)
×∐
β∈A Bβ
(∐
γ∈AAγ
)
∐
η∈AAη

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The first isomorphism comes from assuming the fα are effective epimorphisms.
The second isomorphism comes from commuting colimits. The last isomorphism
comes from the isomorphism
∐
α∈A
(Aα ×Bα Aα) ∼=
(∐
α∈A
Aα
)
×∐
β∈A Bβ
∐
γ∈A
Aγ
 (1)
which we will now justify.
Let B =
∐
β∈ABβ . Since we know
∐
α∈A (Aα ×Bα Aα) exists, we will start
here. First we will show that Aα×BαAα ∼= Aα×BAα by showing that the object
Aα ×Bα Aα, which we know exists, satisfies the requirements of lim(Aα
→
→B),
which we have not assumed exists. Notice that our maps Aα
σα−−→ B factor as
Aα
fα
→ Bα
iα→ B, where the iα’s are the canonical inclusion maps. This im-
plies Aα ×Bα Aα maps to the diagram (Aα
→
→B) appropriately. Now consider
the parallel arrows g, h : D → Aα such that σαg = σαh. By the factorization,
iαfαg = iαfαh. Since iα is a monomorphism, then fαg = fαh. Now the univer-
sal property of the pullback Aα×Bα Aα gives us a unique map D → Aα×Bα Aα
that factors both g and h as desired. Hence Aα×Bα Aα is lim(Aα
→
→B). There-
fore
∐
α∈A (Aα ×Bα Aα)
∼=
∐
α∈A (Aα ×B Aα) .
Since coproducts are disjoint, then Bα ×B Bγ = ∅ whever α 6= γ. Thus by
Remark 2.12 and the following diagram
Aα ×B Aγ Aγ
Bα ×B Bγ Bγ
Aα Bα B
∃
fγ
iγ
fα iα
we see that Aα ×B Aγ = ∅ whenever α 6= γ. This implies that∐
α∈A
(Aα ×B Aα) ∼=
∐
α,γ∈A
(Aα ×B Aγ) .
Lastly, the commutativity of coproducts and pullbacks (see Remark 2.11)
yields ∐
α,γ∈A
(Aα ×B Aγ) ∼=
∐
α∈A
Aα ×B
∐
γ∈A
Aγ
which completes the justification of (1).
We have now shown that
∐
A
fα is an effective epimorphism. The univer-
sality of
∐
A
fα is a consequence of the disjoint and stable coproducts. Indeed,
suppose C has all pullbacks and let D → B be a given morphism. Stability of
coproducts implies that D ∼= ∐α∈A(D ×B Bα). It follows that the following is
a pullback square
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∐
α∈A(D ×B Bα ×Bα Aα)
∐
α∈AAα
∐
α∈AD ×B Bα D
∐
α∈ABα
g
∐
fα
where g =
∐
α∈A gα and gα : D ×B Bα ×Bα Aα → D ×B Bα is the natural
map. Moreover, gα is the pullback of the universal effective epimorphism fα.
Thus each gα is an effective epimorphism and so we have already shown that
∐αgα = g is a an effective epimorphism.
3 Index-Functor Category
In this section we will reframe what it means to be a ‘diagram in C’ by defining
and discussing a special 2-category. This 2-category will serve as a key tool
in our manipulation of colimits and in proving that certain collections form
Grothendieck topologies.
For a fixed category C, define AC to be the following 2-category:
• An object is a pair (I, F ) where I is a small category and F : I → C is a
functor.
• Amorphism is a pair (g, η) : (I, F )→ (I ′, F ′). The g is a functor g : I → I ′.
The η is a natural transformation η : F → F ′ ◦ g. Morally, we think of
g as almost being an arrow in (Cat ↓ C) where Cat is the category of
small categories; the natural transformation η replaces the commutativity
required for an arrow in the overcategory.
• A 2-morphism from (f, ηf ) : (I,D) → (J,E) to (g, ηg) : (I,D)→ (J,E) is
a natural transformation θ : f → g such that for each i in the objects of
I, the following is a commutative diagram
Di
Efi Egi.
(ηf )i (ηg)i
Eθi
Definition 3.1. We call AC the Index-Functor Category for C.
Notation 3.2. Let ∗ be the category consisting of one object and no non-
identity morphisms. We will abuse notation and also use ∗ to represent its
unique object.
Notation 3.3. For any object Z of C, let cZ be the object of AC given by
(∗, cZ) where cZ(∗) = Z, i.e. cZ is the constant diagram on Z.
Notation 3.4. For a sieve T on X , we will use T as shorthand notation for the
object (T, U) of AC. (See Notation 1.1 for the definition of U .)
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Notation 3.5. Let T be a sieve on X . We have a canonical map φT : T → cX
given by φT = (t, ϕT ) where t is the terminal map T → ∗ and ϕT : U → (cX ◦ t)
is given by (ϕT )f = f for f ∈ T .
Remark 3.6. Notice that for all objects V and W of C,
AC(cV, cW ) ∼= C(V,W )
since the only non-determined information in a map from cV to cW is the
natural transformation cV → cW ◦ t, which is just a map V → W in C. In
particular, we can view the Hom-sets in AC as a generalization of the Hom-sets
in C.
3.1 Hom-sets
The Hom-sets in AC will be particularly useful in our manipulation of colimits
(as the following Lemma showcases). We use this section to discuss some of
their properties.
Lemma 3.7. If D : I → C and X is a cocone for D, then we have an induced
morphism φ : (I,D) → cX in AC. The object X is a colimit for D if and only
if the induced morphism φ∗ : AC(cX, cY )→ AC((I,D), cY ) is a bijection for all
objects Y of C.
Proof. Left to the reader.
Lemma 3.8. Let (f, ηf ), (g, ηg) : (I, F ) → (J,G) be two morphisms in AC. If
there exists a 2-morphism α : (f, ηf )→ (g, ηg), then the induced maps
(f, ηf )
∗, (g, ηg)
∗ : AC((J,G), cY )→ AC((I, F ), cY ) are equal for all objects Y in
C.
Proof. Let (k, ηk) ∈ AC((J,G), cY ). Then
(f, ηf )
∗(k, ηk) = (k ◦ f, f
∗(ηk) ◦ ηf ) and (g, ηg)
∗(k, ηk) = (k ◦ g, g
∗(ηk) ◦ ηg).
But k must be the terminal functor J → ∗ and thus k ◦ f = k ◦ g. To see that
f∗(ηk)◦ηf = g∗(ηk)◦ηg fix an object i ∈ I and notice that we have the following
diagram:
Fi
Gfi Ggi
Y
(ηf )i (ηg)i
Gαi
ηk ηk
where the upper part of the diagram commutes because α is a 2-morphism and
the lower part commutes because of the natural transformation ηk. Since the
left vertical composition in the above diagram is (f∗(ηk) ◦ ηf )i and the right
vertical composition is (g∗(ηk) ◦ ηg)i, then this completes the proof.
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Before the last result we include a reminder about Grothendieck construc-
tions. Whenever we have a functor G : A → Cat, where Cat is the category of
small categories, we can create a Grothendieck construction of G, which we will
denote Gr(G). The objects of Gr(G) are pairs (a, τ) where a is an object of A
and τ is an object of G(a). The morphisms are pairs (f, g) : (a, τ) → (a′, τ ′)
where f : a→ a′ is a morphism in A and g : Gf(τ)→ τ ′ is a morphism in G(a′).
Proposition 3.9. Let A and C be categories. Suppose there exists functors
G : A→ Cat, θ : A→ C and σ : Gr(G)→ C, and a morphism in AC of the form
F = (f, η) : (Gr(G), σ) → (A, θ) where f(a, τ) = a. If for all objects a of A,
θ(a) is the colimit of σ(a,−) : G(a)→ C where the isomorphism is induced by η,
then the induced map F ∗ : AC((A, θ), cY ) → AC((Gr(G), σ), cY ) is a bijection
for all objects Y of C.
Remark: Fix a ∈ A, then η(a,−) : σ(a,−)→ θ(a) is a natural transformation.
In particular, (θ(a), η(a,−)) is a cocone under σ(a,−). Our colimit assumption
is specifically that this cocone is universal.
Proof. We start by showing that F ∗ is an injection; let (k, χk), (l, χl) be in
AC((A, θ), cY ) such that F
∗(k, χk) = F
∗(l, χl). In other words, suppose that
(k ◦ f, f∗(χk) ◦ η) = (l ◦ f, f∗(χl) ◦ η). Since both k and l are functors A → ∗
then they are both the terminal map, which is unique and hence k = l.
Now fix a ∈ A. Consider (a, τ) ∈ Gr(G). For both t = k and t = l, the
natural transformations (i.e. second coordinates of the maps in question) at
(a, τ) take the form
(f∗(χt) ◦ η)(a,τ) = (χt)a ◦ η(a,τ) : σ(a, τ)→ θf(a, τ) = θ(a)→ cY t(a) = Y
where cY comes from cY = (∗, cY ). Moreover, since η and χt are both nat-
ural transformations, then these maps σ(a, τ) → Y are compatible among all
arrows in G(a). But by assumption colim
−−−→G(a)
σ(a,−) ∼= θ(a). Thus the maps
(χt)a ◦ η(a,τ) define a map from the colimit, i.e. from θ(a) to Y . By the uni-
versal property of colimits, there is only one choice for this map, namely (χt)a.
Moreover, since (χk)a ◦ η(a,τ) = (χl)a ◦ η(a,τ), then (χk)a and (χl)a must define
the same map out of the colimit. Therefore (χk)a = (χl)a for all a ∈ A and this
finishes the proof of injectivity.
To prove surjectivity, let (m,χm) ∈ AC((Gr(G), σ), cY ). Let (k, χk) be the
following pair:
• k : A→ ∗ is the terminal functor
• χk is a collection of maps, one for each object a of A, from θ(a) to Y . The
map for object a is induced by the maps (χm)(a,τ) : σ(a, τ) → Y for all τ
in G(a). Note that these maps exist and are well defined because χm is a
natural transformation and colim−−−→G(a) σ(a,−)
∼= θ(a).
We claim two things: (k, χk) ∈ AC((A, θ), cY ) and F ∗(k, χk) = (m,χm)
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To prove the first claim we merely need to show that χk is a natural trans-
formation θ → cY ◦k. By its definition, it is clear that χk does the correct thing
on objects; all we need to check is what it does to arrows in A. Specifically, let
g : a→ b be a morphism in A. Then for any τ ∈ G(a), (g, idGg(τ)) is a morphism
in Gr(G). Since χm : σ → cY ◦m is a natural transformation, then we have the
following commutative diagram
σ(a, τ) σ(b,Gg(τ))
Y Y
σ(g,id)
χm χm
id
and in particular, the map from diagram σ(a,−) : G(a) → C to Y factors
through the map from diagram σ(b,−) : G(b) → C to Y . Thus the induced
map (χk)a : colim−−−→G(a)
σ(a,−) → Y factors through (χk)b. Furthermore, the
natural transformation η : σ → θf , which induces colim
−−−→G(c)
σ(c,−) ∼= θ(c), en-
sures that this factorization is (χk)a = (χk)b ◦ θ(g), which completes the proof
that χk is a natural transformation.
To prove the second claim, we need to show that F ∗(k, χk) = (k◦f, f∗(χk)◦η)
equals (m,χm). Since both k andm are terminal functors, then k◦f = m. To see
that f∗(χk)◦ η = χm, fix an object (a, τ) ∈ Gr(G). Notice that (f∗(χk)◦ η)(a,τ)
equals (χk)a ◦ η(a,τ), which is the composition
σ(a, τ) colim
−−−→G(a)
σ(a,−) θ(a) Y.
η
induced by η
∼=
χk
But χk was created by inducing maps from the colimit to Y based on χm, which
means that this composition must also be (χm)(a,τ). Therefore, f
∗(χk)◦η = χm
and our second claim has been proven, which finishes the proof.
3.2 2-morphisms and homotopical commutivity
This section is dedicated to showing that a special kind of 2-morphism in AC
gives rise to commutivity between homotopy colimits in the homotopy category.
We start by recalling some definitions.
Let M be a category, I be a small category and D : I → M be a diagram.
The simplicial replacement of D is the simplicial object srep(D) of M defined
by
srep(D)n =
∐
(a0←···←an)∈I
D(an)
where the face map di : srep(D)n → srep(D)n−1 is induced from the following
map on D(an) indexed by (a0
σ1←− · · ·
σn←−− an) ∈ I:
• for i = 0, id : D(an)→ D(an) where the codomain is indexed by
(a1
σ2←− · · ·
σn←−− an)
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• for 0 < i < n, id : D(an)→ D(an) where the codomain is indexed by
(a0
σ1←− · · ·
σi−1
←−−− ai−1
σiσi+1
←−−−− ai+1
σi+2
←−−− · · ·
σn←−− an)
• for i = n, D(σn) : D(an)→ D(an−1) where the codomain is indexed by
(a0
σ1←− · · ·
σn−1
←−−− an−1)
and the degeneracy map si : srep(D)n → srep(D)n+1 is induced by idD(an)
where the domain is indexed by (a0
σ1←− · · ·
σn←−− an) and the codomain is indexed
by the chain (a0
σ1←− · · ·
σi←− ai
id
←− ai
σi+1
←−−− · · ·
σn←−− an).
Additionally suppose that J is a small category and α : J → I is a functor.
Then we can define α# : srep(Dα)→ srep(D). Specifically, α# is induced from
id : Dα(bn)→ D(αbn) where the domain is indexed by (b0
χ1
←− · · ·
χn
←−− bn) ∈ J
and the codomain is indexed by (α(b0)
α(χ1)
←−−−− · · ·
α(χn)
←−−−− α(bn)) ∈ I.
Lastly, for any morphism (α, η) : (I,D) → (J,E) in AC, we get an induced
morphism (α, η)∗ : hocolimID → hocolimJE given by the composition |α# ◦ η|
where η : srep(D)→ srep(Eα) is induced in the obvious manner by (η)i for each
object i in I.
Let M be a simplicial model category. Suppose that θ is a 2-morphism in
AM from (α, id) : (C,K)→ (D, F ) to (β, τ) : (C,K)→ (D, F ) such that τ = Fθ.
In particular, this means two things: firstly, we have the following diagram of
functors with natural transformation θ
C D M
α
β
θ F
and secondly, the induced maps (α, id)∗, (β, τ)∗ : hocolimCK → hocolimDF can
be written (α, id)∗ = |α#| and (β, τ)∗ = |β# ◦ Fθ|. The goal of this section
is to show that (α, id)∗ and (β, τ)∗ commute up to homotopy (using the two
particulars mentioned above). To start, we show that θ gives a “homotopy” at
the categorical level:
Theorem 3.10. Let C andD be categories,M be a model category and suppose
we have a diagram of functors
C D M
α
β
θ F
where θ is a natural transformation. Then there exists a map
H : (srep(Fα)) ×∆1 → srep(F ) (2)
in sM such that H0 = α# and H1 = β# ◦ Fθ.
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Proof. Let I be a category with two objects and one nontrivial morphism be-
tween them, specifically, the category [0 → 1]. Since θ is a natural transfor-
mation, we get an induced functor θ¯ : C × I → D where θ¯(X, 0) = α(X) and
θ¯(X, 1) = β(X).
Let {1} be the constant simplicial set whose nth level is 1. Then by inspec-
tion, we have the following pushout diagram
(srepFα)× {1} (srepFα)×∆1
(srepFβ)× {1} srepF θ¯
i1
Fθ φ
j
where i1 is the obvious inclusion map induced from the inclusion {1} → ∆
1.
Notice that j is an inclusion.
By using θ¯# : srepF θ¯ → srepF , the composition θ¯# ◦φ is the desired H .
Now we move on to getting a useful cylinder object, which involves some
categorical lemmas. We start with some notation.
Definition 3.11. For an object Y , in some category with coproducts C, and a
simplicial set K, we set Y ⊙K to be the simplicial object of C whose nth level
is (Y ⊙K)n =
∐
Kn
Y with the obvious morphisms.
Lemma 3.12. Let M be a simplicial model category. If Y is an object of M
and K is a simplicial set, then |Y ⊙K| ∼= Y ⊗K
Proof. Let Z be an object ofM. We will show thatM(|Y⊙K|, Z) ∼= M(Y⊗K,Z)
and then by Yoneda’s Lemma the result will follow. Let ∆ be the cosimplicial
standard simplex. Then
M(|Y ⊙K|, Z) ∼= sM(Y ⊙K,Z∆)
∼= sSet(K,M(Y, Z∆))
∼= sSet(K,Map(Y, Z))
∼= M(Y ⊗K,Z).
Lemma 3.13. Let M be a simplicial model category with Reedy cofibrant
simplicial object X . Then |X ×∆1| is a cylinder object for |X |, meaning that
the folding map id|X| + id|X| factors as |X | ∐ |X | → |X ×∆
1|
∼
→ |X |.
Proof. To complete this proof, we need to show two things: |X × ∆1| factors
the map |id|+ |id| : |X |
∐
|X | → |X | and |X ×∆1| ≃ |X |.
First, notice that id+id : X
∐
X → X factors throughX×∆1 in the obvious
way. Then, since realization is a left adjoint and hence preserves colimits, the
composite
|X | ∐ |X | ∼= |X ∐X | → |X ×∆1| → |X |
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is |id|+ |id|. Thus showing the first condition.
Second, we will look at |X×∆1|. Let K be the bisimplicial object with level
Kn,m =
∐
∆1n
Xm. Notice that X ×∆1 = diag(K). Thus
|X ×∆1| = |diag(K)| ∼= ||K|horiz|vert
where the last isomorphism comes from [10, Lemma on page 94]. Furthermore,
|K|horiz = |X | ⊙∆1 and hence
|X ×∆1| = ||X | ⊙∆1| ∼= |X | ⊗∆1
by Lemma 3.12. Since ∆1 → ∆0 is a weak equivalence and |X | is cofibrant by
[4, Proposition 3.6], then
|X | ⊗∆1 ≃ |X | ⊗∆0 = |X |
which completes the proof.
Now we can return to our “categorical homotopy” (2). We will use Lemma
3.13 to prove the following theorem, which will shows that our “categorical
homotopy” induces a weak equivalence after geometric realization.
Theorem 3.14. LetM be a simplicial model category. IfX and Y are simplicial
objects in M, X is Reedy cofibrant and there is a morphism H : X ×∆1 → Y ,
then |H0|, |H1| : |X | → |Y | are equal in the homotopy category of M.
Proof. We will show that |H0| and |H1| are left homotopic, which implies that
they are equal in the homotopy category ofM. Let {i} be the constant simplicial
object whose nth level is i. For i = 0, 1, Hi is the composition
X ∼= X × {i} →֒ X ×∆1
H
−→ Y.
Thus |Hi| factors through |H | for i = 0, 1. Hence |H0|+ |H1| : |X |
∐
|X | → |Y |
factors through |H |. Since |X × ∆1| is a cylinder object for |X | (by Lemma
3.13), then the factorization of |H0|+ |H1| through |H | means that |H0|+ |H1|
extends to a map |X ×∆1| → |Y |, i.e. |H0| and |H1| are left homotopic.
Finally, we have the desired result of the section:
Corollary 3.15. Let θ be a 2-morphism in AM from (α, id) : (C,K)→ (D, F ) to
(β, τ) : (C,K)→ (D, F ) such that τ = Fθ. If srep(Fα) is Reedy cofibrant, then
the pair (α, id)∗, (β, τ)∗ : hocolimCK → hocolimDF commute up to homotopy.
Proof. This is an immediate consequence of Theorem 3.10 and Theorem 3.14.
Specifically, Theorem 3.10 gives us the necessary morphism H , i.e. (2), so that
we can apply Theorem 3.14. Notice that |H0| = |α#| = (α, id)∗ and that
|H1| = |β# ◦ Fθ| = (β, τ)∗.
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4 Generalized Sieves
In this section we define and discuss a particular generalization for a sieve; this
will be a key tool in the proofs of Theorems 5.4 and 5.5 (where we show that
certain collections form Grothendieck topologies). Additionally, we define two
special functors.
Definition 4.1. Fix a positive integer n. Let T1, T2, . . . , Tn be sieves on X .
A generalized sieve, denoted by X [T1T2 . . . Tn], is the following category:
• objects (ρ1, ρ2, . . . , ρn) are n-tuples of arrows in C such that the compo-
sition ρ1 ◦ ρ2 ◦ · · · ◦ ρi ∈ Ti for all i = 1, . . . , n. Pictorially we can visualize
this as
X A1 A2 . . . An.
ρ1
∈T1
ρ2
∈T2
ρ3 ρn
∈Tn
• morphisms (f1, f2, . . . , fn) from (ρ1, ρ2, . . . , ρn) to (τ1, τ2, . . . , τn) are
n-tuples of arrows in C where fi : domain(ρi) → domain(τi) such that all
squares in the following diagram commute
X A1 A2 . . . An
X B1 B2 . . . Bn.
id
ρ1
f1
ρ2
f2
ρ3 ρn
fn
τ1 τ2 τ3 τn
For example, if T is a sieve on X , then X [T ] is T (as categories).
Remark 4.2. For sieves T1, . . . , Tn on X we can define a functor
G : X [T1T2 . . . Tn−1]→ Cat, (ρ1, . . . , ρn−1) 7→ (ρ1 ◦ · · · ◦ ρn−1)
∗Tn.
Then the Grothendieck construction for G is X [T1T2 . . . Tn]. Indeed, this is easy
to see once we view the objects of X [T1T2 . . . Tn] as pairs
((ρ1, . . . , ρn−1) ∈ X [T1 . . . Tn−1], τ ∈ G(ρ1, . . . , ρn−1)).
Like a sieve, a generalized sieve X [T1 . . . Tn] can be viewed as a subcat-
egory of (C ↓ X). Thus we will use U (see Notation 1.1) as the functor
X [T1T2 . . . Tn] → C given by (ρ1, ρ2, . . . , ρn) 7→ domain ρn. Note: for any
morphism (f1, f2, . . . , fn), U(f1, f2, . . . , fn) = fn.
Definition 4.3. Let T1, T2, . . . , Tn be sieves on X (with n ≥ 2), we define a
‘forgetful functor’
F : X [T1T2 . . . Tn]→ X [T1T2 . . . Tn−1], (ρ1, ρ2, . . . , ρn) 7→ (ρ1, ρ2, . . . , ρn−1).
Pictorially,
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X A1 A2 . . . An−1 An
X A1 A2 . . . An−1.
ρ1 ρ2 ρ3 ρn−1 ρn
F ρ1 ρ2 ρ3 ρn−1
Remark 4.4. Actually, the above definition only needs n ≥ 1. In the n = 1
case, our forgetful functor is F : X [T1] → X [ ], where X [ ] is the category with
unique object (idX : X → X) and no non-identity morphisms, and is defined by
ρ 7→ idX .
Now we take this functor F and use it to make an arrow in AC:
Definition 4.5. For any sieves T1, T2, . . . , Tn on X (with n ≥ 2), define a map
in AC called F˜ : (X [T1T2 . . . Tn], U) → (X [T1T2 . . . Tn−1], U) by F˜ = (F , ηF )
where ηF : U → (U ◦F ) is given by (ηF )(ρ1,ρ2,...,ρn) = ρn.
The fact that ηF is a natural transformation can be seen easily from the
pictorial view of morphisms. Specifically, consider the morphism (f1, f2, . . . , fn);
this morphism gives us a commutative diagram
X A1 A2 . . . An−1 An
X B1 B2 . . . Bn−1 Bn
id
ρ1
f1
ρ2
f2
ρ3 ρn−1
fn−1
ρn
fn
τ1 τ2 τ3
τn−1
τn
but the rightmost commutative square of the above diagram can be relabelled
to give us the following commutative diagram
U ◦F (ρ1, ρ2, . . . , ρn) U(ρ1, ρ2, . . . , ρn)
U ◦F (τ1, τ2, . . . , τn) U(τ1, τ2, . . . , τn)
U◦F(f1,f2,...,fn)
ηF
U(f1,f2,...,fn)
ηF
and it is this diagram that shows ηF is a natural transformation.
Definition 4.6. Let T1, T2, . . . , Tn be sieves on X (with n ≥ 2), we define a
‘composition functor’
µ : X [T1T2 . . . Tn]→ X [T2 . . . Tn], (ρ1, ρ2, . . . , ρn) 7→ (ρ1 ◦ ρ2, ρ3, . . . , ρn).
Pictorially,
X A1 A2 . . . An−1 An
X A2 A3 . . . An.
ρ1 ρ2 ρ3 ρn−1 ρn
µ ρ1◦ρ2 ρ3 ρ4 ρn
Now we take this functor µ and use it to make an arrow in AC:
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Definition 4.7. For any sieves T1, T2, . . . , Tn on X (with n ≥ 2). Define
µ˜ : (X [T1T2 . . . Tn], U) → (X [T2T3 . . . Tn], U) by µ˜ = (µ, ηµ) where the natural
transformation ηµ : U → (U ◦ µ) is given by (ηµ)(ρ1,ρ2,...,ρn) = iddomain ρn .
Lastly, we include an two results.
Corollary 4.8. Let V and W be sieves on X such that for all f ∈ V , f∗W
is a colim sieve. Fix an integer n ≥ 0 and let T1, T2, . . . , Tn be a list of
sieves on X (note: n = 0 corresponds to the empty list). Then the induced
map F˜ ∗ : AC(X [T1T2 . . . TnV ], cY ) → AC(X [T1T2 . . . TnVW ], cY ) is a bijection
for all objects Y of C.
Proof. This is an immediate application of Proposition 3.9 and Remark 4.2.
Lemma 4.9. Let n ≥ 1 and T1, . . . , Tn be sieves onX such that for all f ∈ Tn−1,
f∗Tn is a universal hocolim sieve. Then the induced map
F∗ : hocolim
X [T1...Tn]
U → hocolim
X
[T1...Tn−1]U
is a weak equivalence. Note: when n = 1, then Tn−1 = {idX : X → X} and
X [T1 . . . Tn−1] = X [ ].
Proof. We will use ρ as an abbreviation for (ρ1, . . . , ρn−1) ∈ X [T1 . . . Tn−1].
Additionally, we will abuse notation and use ρ to represent ρ1 ◦ · · · ◦ ρn−1 (e.g.
ρ∗Tn).
By remark 4.2, X [T1 . . . Tn] is a Grothendieck construction and its objects
are (ρ ∈ X [T1 . . . Tn−1], τ ∈ ρ
∗Tn). Thus by [1, Theorem 26.8],
hocolim
X [T1...Tn]
U ≃ hocolimρ∈X [T1...Tn−1]hocolimρ∗TnU.
On the other hand, by assumption, for all ρ ∈ X [T1 . . . Tn−1],
hocolimρ∗TnU ≃ domain (ρ).
Thus
hocolimρ∈X [T1...Tn−1]hocolimρ∗TnU ≃ hocolimX [T1...Tn−1]U.
Putting everything together yields hocolim
X [T1...Tn]
U ≃ hocolim
X [T1...Tn−1]
U
and therefore F∗ is a weak equivalence.
5 Universal Colim and Hocolim Sieves
In this section we show that the collections of universal colim sieves and uni-
versal hocolim sieves form Grothendieck topologies. As we will see later, the
maximality and stability conditions follow easily, so we will focus our discussion
on the transitivity condition.
Let U be either the collection of universal colim sieves or the collection of
hocolim sieves for the category C with U(X) the universal colim/hocolim sieves
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on X . From here on out, we fix S ∈ U(X) and a sieve R on X such that for
all f ∈ S, f∗R ∈ U(domain f). We want to prove that R ∈ U(X). We will
specifically discuss our technique for showing that R is a colim/hocolim sieve;
universality is not difficult to see and will be shown later.
Remark 5.1. By definition, R is a colim sieve if and only if X is a colimit for
R. But by Lemma 3.7, this is equivalent to the induced map φ∗R, specifically
φ∗R : AC(cX, cY ) → AC(R, cY ), being a bijection for all objects Y of C (see
Notation 3.5 for the definition of φR).
General Outline for Transitivity
We will be using the following noncommutative diagram in AC:
R cX
X [RS] S
X [RSR] X [SR].
φR
F˜ φS
F˜
µ˜
µ˜
F˜
(3)
Note: X [T1T2 . . . Tn] is shorthand for (X [T1T2 . . . Tn], U), just like how R and S
are shorthand for (R,U) and (S,U) respectively.
• We will show that the upper right triangle commutes and the lower left
triangle commutes up to a 2-morphism.
• Then we will work with the two cases: (i) universal colim sieves, (ii)
universal hocolim sieves.
(i) We will apply AC(−, cY ) levelwise to the diagram.
– By Lemma 3.8 this will result in a commutative diagram.
– By Corollary 4.8 all resulting vertical maps will be bijections.
(ii) We will apply homotopy colimits levelwise to the diagram.
– By Corollary 3.15 this will result in a commutative diagram.
– By Lemma 4.9 all resulting vertical maps will be weak equiva-
lences.
• It will then follow formally that the map induced by φR is a bijection/weak
equivalence (depending on the case).
Since the first piece of this outline depends solely on diagram (3), we discuss
it now; the rest of the outline will be completed during the proofs of Theorems
5.4 and 5.5 where we show that the collections of universal colim sieves and
universal hocolim sieves form Grothendieck topologies.
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“Commutivity” of diagram (3)
Lemma 5.2. In diagram (3), the upper right triangle commutes.
Proof. We start by unpacking what the compositions in the diagram are:
φR ◦ µ˜ = (t, ϕR) ◦ (µ, ηµ) = (t ◦ µ, µ
∗ϕR ◦ ηµ)
φS ◦ F˜ = (t, ϕS) ◦ (F , ηF ) = (t ◦F ,F
∗ϕS ◦ ηF )
Since t is the terminal map, then t ◦ µ = t ◦ F . To see that the natural
transformations are the same fix (ρ, τ) ∈ X [SR]. Then
(µ∗ϕR ◦ ηµ)(ρ,τ) = (ϕR)µ(ρ,τ) ◦ id = (ϕR)ρ◦τ = ρ ◦ τ
and
(F ∗ϕS ◦ ηF )(ρ,τ) = (ϕS)F(ρ,τ) ◦ τ = (ϕS)ρ ◦ τ = ρ ◦ τ.
Since the natural transformations are the same on all objects, the proof is com-
plete.
At this point it would be nice if the lower left triangle in the diagram also
commuted, however, it does not. Instead, it contains a 2-morphism:
Lemma 5.3. There exists a 2-morphism θ : µ˜ ◦ µ˜→ F˜ ◦ F˜ where
µ˜ ◦ µ˜, F˜ ◦ F˜ : X [RSR]→ R.
Two remarks: First, X [R] = R. Second, this lemma and (a similar) proof
hold for X [T1T2 . . . Tn] → X [T1T2 . . . Tn−2] when all Todd = T1 and Teven = T2.
The two morphisms “are” µ ◦ µ : (ρ1, . . . , ρn) 7→ (ρ1 ◦ ρ2 ◦ ρ3, ρ4, . . . , ρn) and
F ◦F : (ρ1, . . . , ρn) 7→ (ρ1, . . . , ρn−2).
Proof. We start by recalling µ ◦ µ :
[
X
ρ
←− A
τ
←− B
γ
←− C
]
7→
[
X
ρτγ
←−− C
]
and
F ◦F :
[
X
ρ
←− A
τ
←− B
γ
←− C
]
7→
[
X
ρ
←− A
]
. Now define θ : µ˜ ◦ µ˜ → F˜ ◦ F˜ by
(θ)(ρ,τ,γ) = τ ◦ γ. We claim that this θ is the desired 2-morphism.
First, θ is clearly a natural transformation from µ2 to F 2. Indeed, consider
the following object in X [RSR]:
X A B C.ρ
∈R
τ
∈S
γ
∈R
Notice that θ does the correct thing on objects since µ2(ρ, τ, γ) = X Cρ◦τ◦γ
∈R
and F 2(ρ, τ, γ) = X A,ρ
∈R
and thus θ(ρ,τ,γ) = τ ◦γ : C → A is a morphism
from µ2(ρ, τ, γ) to F 2(ρ, τ, γ) in R. It is similarly easy to see that θ behaves
compatibly with the morphisms of X [RSR].
Second, fix (ρ, τ, γ) ∈ X [RSR]. We also need to know that the diagram
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domain(γ)
domain(ρ ◦ τ ◦ γ) domain(ρ)
id τ◦γ
θ = τ◦γ
is commutative, which it clearly is. Therefore, θ is our desired 2-morphism.
Grothendieck Topologies
Theorem 5.4. Let C be any category. The collection of all universal colim
sieves on C forms a Grothendieck topology.
Proof. Let U be the collection of universal colim sieves for the category C with
U(X) the collection of universal colim sieves on X . The first two properties,
i.e. the maximal and stability axioms, are easy to check. Indeed, stability is
immediate from the definition of universal colim sieve whereas the maximal sieve
on X is the category (C ↓ X), which has a terminal object, namely id : X → X .
Thus the inclusion functor L : ∗ → (C ↓ X) given by L(∗) = id (see Notation
3.2) is a final functor. Hence by [8, Theorem 1, Section 3, Chapter IX]
colim
−−−→
(C↓X)
U ∼= colim−−−→
∗
UL ∼= UL(∗) = X
and so the maximal sieve on X is a colim sieve. Moreover, for all f : Y → X in
C, f∗(C ↓ X) = (C ↓ Y ), which by the previous argument is a colim sieve on Y .
Therefore, (C ↓ X) ∈ U(X).
In order to prove transitivity, we fix S ∈ U(X) and a sieve R on X such that
for all f ∈ S, f∗R ∈ U(domain f). We need to prove that R ∈ U(X). First
we will remove the need to show universality. Indeed, up to notation, for any
morphism α in C with codomain X , we have the same assumptions for α∗R as
we have for R (when we use α∗S instead of S). In particular, this means that
showing R is a colim sieve on X will also show (up to notation) that each α∗R
is a colim sieve. Therefore it suffices to show that R is a colim sieve. But by
Remark 5.1 this means: to prove that R is a universal colim sieve, it suffices to
prove that φ∗R : AC(cX, cY )→ AC(R, cY ) is a bijection for all objects Y of C.
Now fix Y , an object of C, and apply AC(−, cY ) to diagram (3) in order to
obtain the following diagram of sets:
AC(R, cY ) AC(cX, cY )
AC(X [RS], cY ) AC(S, cY )
AC(X [RSR], cY ) AC(X [SR], cY ).
F˜
∗
µ˜∗
φ∗R
φ∗S
F˜
∗
F˜
∗
µ˜∗
(4)
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We will use this diagram to prove that φ∗R is a bijection.
The upper right triangle in diagram (4) commutes by Lemma 5.2. Moreover,
since the lower left triangle in the first diagram contained a 2-morphism (by
Lemma 5.3), then Lemma 3.8 shows that the lower left triangle in diagram (4)
commutes. Thus (4) is a commutative diagram of sets.
Now we will discuss some of the morphisms in (4). First, notice that by
Lemma 3.7, since S is a colim sieve, φ∗S is a bijection. Second, notice that Corol-
lary 4.8 implies that all of the maps F˜ ∗ in diagram (4) are bijections. Indeed,
by Corollary 4.8, our assumptions on R imply that both induced morphisms
F˜ ∗ : AC(S, cY )→ AC(X [SR], cY ) and F˜
∗ : AC(X [RS], cY )→ AC(X [RSR], cY )
are bijections, and our assumptions on S imply that the induced morphism
F˜ ∗ : AC(R, cY ) → AC(X [RS], cY ) is a bijection. Hence all vertical maps in
diagram (4) are isomorphisms.
We summarize the results about diagram (4): we have commutative triangles
that combine to make a commutative diagram of sets of the form
AC(R, cY ) AC(cX, cY )
A B.
∼=
α
φ∗R
∼=
(5)
Notice that some of the details mentioned in diagram (4) are not mentioned in
the above diagram. Indeed, we only need to know that for each Y some such
A, B and α exist, their specific values are not required; diagram (4) is what
guarantees their existance.
Using the lower left triangle in diagram (5) we see that α is an injection.
Whereas the upper right triangle in diagram (5) shows that α is a surjection.
Therefore, α is a bijection. Now the commutativity of the upper right triangle
in diagram (5) implies that φ∗R is a bijection. Hence we have completed the
proof of transitivity.
Theorem 5.5. For a simplicial model category M, the collection of all uni-
versal hocolim sieves on M forms a Grothendieck topology, which we dub the
homotopical canonical topology.
Proof. Let U be the collection of universal hocolim sieves for the simplicial
model category M with U(X) the collection of universal hocolim sieves on X .
The first two conditions of a Grothendieck topology are easy to check. Indeed,
stabiility automatically follows from the definition of universal hocolim sieve
whereas maximality follows from f∗(M ↓ X) = (M ↓ Y ). Specifically, for all
f : Y → X , f∗(M ↓ X) = (M ↓ Y ) and thus in order to prove the first condition,
it suffices to show hocolim(M↓X)U ≃ X . But (M ↓ X) has a final object, namely
X
id
→ X . But by [2, Section 6, Lemma 6.8],
hocolim(M↓X)U ≃ U(id) = X.
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The rest of the proof will focus on transitivity. Fix a sieve S ∈ U(X) and a
sieve R on X such that for all f ∈ S, f∗R ∈ U(domain f). We will show that
R ∈ U(X).
We start by removing the need to show universality. Up to notation, for any
morphism α in M with codomain X , we have the same assumptions for α∗R as
we have for R (when we use α∗S instead of S). In particular, this means that
showing R is a hocolim sieve on X will also show (up to notation) that each
α∗R is a hocolim sieve. Therefore it suffices to show that R is a hocolim sieve.
Now take diagram (3) and apply homotopy colimits levelwise to obtain the
following noncommutative diagram:
hocolim
X [R]
U hocolim
X [ ]
U X
hocolim
X [RSR]
U hocolim
X [SR]
U.
F∗ ≃
(F◦F)∗
µ∗
(F◦F)∗
µ∗ (6)
Remark: In the above diagram, we think of cX as X [ ], the subcategory of
(M ↓ X) containing (idX : X → X) as its only object and no non-identity
morphisms, which allows us to write φS as F .
Since X [R] = R, then we can prove that R is a hocolim sieve on X by
showing that the top horizontal map F∗ in (6) is a weak equivalence.
First notice that all vertical maps (F ◦ F )∗ in (6) are weak equivalences
since (F ◦F )∗ = F∗ ◦F∗ and by Lemma 4.9. Second notice that by Lemma 5.3
and the Reedy cofibrancy of srep (Uµ2), we may apply Corollary 3.15. Hence
every part of diagram (6) commutes up to homotopy.
We now summarize the discussion from earlier in the section by summarizing
the pertinent results about diagram (6): in the homotopy category, we have
commutative triangles that combine to make a commutative diagram of the
form
hocolim
X [R]
U hocolim
X [ ]
U X
A B.
F∗ ∼=
∼= ∼=
By applying HoM(Z,−) (i.e. the homotopy classes of maps in M from Z to
−) levelwise to the above diagram, it follows immediately that the diagonal
morphism dZ : HoM(Z,B)→ HoM(Z, hocolim
X [R]
U) is a bijection. Indeed, the
two ways to get from B to X imply that dZ is an injection whereas the two
ways to get from A to hocolim
X [R]
U imply that dZ is a surjection. Since dZ is a
bijection for all Z, then the diagonal map B → hocolim
X [R]
U is an isomorphism.
Thus the diagram’s commutativity implies that the top horizontal morphism F∗
is also an isomorphism. Hence we have completed the proof of transitivity.
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6 Universal Colim Sieves and the Canonical Topol-
ogy
In this section we show that the collection of all universal colim sieves forms
the canonical topology; this folklore result is mentioned in [5]. Additionally, we
give a basis for the canonical topology.
Theorem 6.1. For any (locally small) category C, the collection of all universal
colim sieves on C is the canonical topology.
Proof. We start with a fact that will be used a few times: The equalizer in the
sheaf condition can be expressed as a limit over a covering sieve. Specifically,
for a presheaf F and covering sieve S
Eq

∏
A
f
−→X∈S
F (A)
α
−→
−→
β
∏
B
g
−→A
A
f
−→X∈S
F (B)
 = lim←−S FU (7)
where the fg component of α((xf )f∈S) is xfg and of β((xf )f∈S) is Fg(xf ) [see
8, Theorem 2, Section 2, Chapter V].
Let U be the universal colim sieve topology for the category C with U(X)
the collection of universal colim sieves on X . In a similar vein, let C be the
canonical topology for C. Let rM denoted the representable presheaf on M , i.e.
for all objectsK of C, rM(K) = C(K,M). We will show that the universal colim
sieves form a “larger topology” than the canonical topology, i.e. C(X) ⊂ U(X)
for all objects X , and that U is subcanonical, i.e. that U is a topology where all
representable presheaves are sheaves. This will prove the desired result because
the canonical topology is the largest subcanonical topology.
To see that C(X) ⊂ U(X), let S ∈ C(X), f : Y → X be a morphism and
M be an object in C. Since f∗S ∈ C(Y ) and rM is a sheaf in the canonical
topology, then it follows from the the sheaf condition and (7) that
rM(Y ) ∼= lim
←−
f∗S
(rM ◦ U).
Thus by rewriting what rM(−) means, we get
C(Y,M) ∼= lim
g∈f∗S
C (U(g),M)
for every object M . This formally implies that colim
−−−→f∗S
U exists and
C(Y,M) ∼= C
(
colim−−−→
f∗S
U,M
)
for all objects M of C. Now by Yoneda’s Lemma, Y ∼= colim−−−→f∗S U , i.e. f
∗S
is a colim sieve. Therefore, every covering sieve in the canonical topology is a
universal colim sieve.
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To see that U is subcanonical, let M be any object in C and consider the
representable presheaf rM . For any T ∈ U(X),
rM(X) ∼= rM
(
colim
−−−→
T
U
)
∼= lim
←−
T
(rM ◦ U)
∼= Eq

∏
A
f
−→X∈T
F (A)
α−→
−→
β
∏
B
g
−→A
A
f
−→X∈T
F (B)

where the first isomorphism is because T is a colim sieve, the second isomor-
phism is a general property of HomC(−,M), and third isomorphim is fact (7).
Since this is true for every universal colim sieve T and object X , then rM is a
sheaf. Therefore, all representable presheaves are sheaves in the universal colim
sieve topology.
Basis
Now, for a very specific type of category, we give a basis for the canonical
topology.
Proposition 6.2. Let C be a cocomplete category with pullbacks. Futher
assume that coproducts and pullbacks commute in C. Then a sieve of the form
S = 〈{fα : Aα → X}α∈A〉 is a (universal) colim sieve if and only if the sieve
T = 〈{
∐
fα :
∐
α∈AAα → X}〉 is a (universal) colim sieve.
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Proof. Fix f : Y → X and consider f∗S and f∗T . Then
colim
−−−→
f∗T
U ∼= Coeq

((∐
γ∈AAγ
)
×X Y
)
×Y
((∐
β∈AAβ
)
×X Y
)
(∐
α∈AAα
)
×X Y

∼= Coeq

(∐
γ∈A (Aγ ×X Y )
)
×Y
(∐
β∈A (Aβ ×X Y )
)
∐
α∈A (Aα ×X Y )

∼= Coeq

∐
γ,β∈A ((Aγ ×X Y )×Y (Aβ ×X Y ))
∐
α∈A (Aα ×X Y )

∼= colim−−−→
f∗S
U
by Lemma 2.4, Proposition 2.5 and the commutativity of coproducts and pull-
backs. Therefore, colim
−−−→f∗S
U ∼= Y if and only if colim−−−→f∗T
U ∼= Y .
Theorem 6.3. Let C be a cocomplete category with pullbacks whose coproducts
and pullbacks commute. A sieve S on X is a (universal) colim sieve of C if and
only if there exists some {Aα → X}α∈A ⊂ S where
∐
α∈A
Aα → X is a (universal)
effective epimorphism.
Proof. It is an easy application of Proposition 6.2, Corollary 2.8 and Theorem
5.4.
The above theorem shows us what our basis for the canonical topology should
be; and indeed:
Theorem 6.4. Let C be a cocomplete category with stable and disjoint coprod-
ucts and all pullbacks. For each X in C, define K(X) by
{Aα → X}α∈A ∈ K(X) ⇐⇒
∐
α∈A
Aα → X is a universal effective epimorphism.
Then K is a Grothendieck basis and generates the canonical topology on C.
Proof. We will use the universal colim sieve presentation (Theorem 6.1). For K
to be a basis we need three things:
1. {f : E → X} ∈ K(X) for every isomorphism f .
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2. If {fi : Ei → X}i∈I ∈ K(X) and g : Y → X , then {π2 : Ei ×X Y → Y }i∈I
is in K(Y )
3. If {fi : Ei → X}i∈I ∈ K(X) and {gij : Dij → Ei}j∈Ji ∈ K(Ei) for each
i ∈ I, then {fi ◦ gij : Dij → X}i∈I,j∈Ji ∈ K(X).
The first condition is true since isomorphisms are obviously universal effec-
tive epimorphisms. The second condition follows from the fact that coproducts
and pullbacks commute, and the assumed universal condition on
∐
i∈I Ei → X .
The third condition follows from Corollary 2.10 and Lemma 2.13.
Lastly, Theorem 6.3 showcases that this Grothendieck basis is indeed a basis
for the canonical topology.
7 Universal Hocolim Sieves in the Category of
Topological Spaces
In this section we explore some examples of universal hocolim sieves. Let ∆
be the cosimplicial indexing category; in other words, the objects are the sets
[n] = {0, . . . , n} for n > 0 and the morphisms are monotone increasing functions.
Open Covers
Let X be a topological space with open cover U. Set
S(U) := 〈{V ⊂ X | V ∈ U}〉.
We will show that S(U) is a universal hocolim sieve.
We start by recalling the Cˇech complex Cˇ(U)∗ associated to the open cover
U. This simplicial set is defined by Cˇ(U)n =
∐
Va0 ∩ · · · ∩ Van with the obvious
face and degeneracy maps and Vai ∈ U for i = 0, . . . , n.
Similarly, the Cˇech complex of a set B will be denoted by Cˇ(B)∗. This
simplicial set is defined by Cˇ(B)n = B
n+1 with the obvious face and degener-
acy maps. We remark that Cˇ(B)∗ is contracible (see [2, Proposition 3.12 and
Example 3.14] and use f : B → {∗}).
Additionally, for a simplicial set K∗ we define ∆(K∗) to be the Grothendieck
construction for the functor γ : ∆ → Sets given by [n] 7→ Kn. In particular,
∆(K∗) is a category with objects ([n], k) where k ∈ Kn. We will abuse notation
and write k for the object ([n], k).
Proposition 7.1. For any topological space X and open cover U, S(U) is a
universal hocolim sieve.
Proof. Let A be an indexing set for the cover U, i.e. elements of U take the
form Va for some a ∈ A. Let Γ: ∆(Cˇ(A)∗)→ S(U) be defined by Γ(a0, . . . , an)
equals (Va0 ∩ · · · ∩ Van
ι
−→ X) where ι is the inclusion map.
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First we show that Γ is a homotopy final functor (as defined by [2]). Indeed,
for a fixed (f : Y → X) ∈ S(U), (f ↓ Γ) is ∆(Cˇ(T )∗) where T is the set∐
V ∈U (Top ↓ X) (Y, V ) (using Notation 1.2) – to see this, notice that any object
in (f ↓ Γ) can be viewed (for some n) as an element of
∐
(a0,...,an)
(Top ↓ X) (Y, Va0 ∩ · · · ∩ Van) ∼=
∐
(a0,...,an)
n∏
i=0
(Top ↓ X) (Y, Vai)
∼=
n∏
i=0
∐
V ∈U
(Top ↓ X) (Y, V )
= T n+1.
Since (f : Y → X) ∈ S(U), then f factors through some V ∈ U and so T is
nonempty. Therefore, the nerve of ∆(Cˇ(T )∗) is weakly equivalent to Cˇ(T )∗,
which is itself contracible.
Since Γ is homotopy final, then by [2, “Cofinality Theorem”],
hocolim∆(Cˇ(A)∗)UΓ
≃
−→ hocolimS(U)U → X. (8)
To see that the composition is a weak equivalence, we use the fact that ∆(Cˇ(A)∗)
is a Grothendieck construction and therefore by [1, Theorem 26.8],
hocolim∆(Cˇ(A)∗)UΓ ≃ hocolim[n]∈∆hocolimCˇ(A)nUΓ
≃ hocolim∆Cˇ(U)∗
where the last weak equivalence comes from the fact that Cˇ(A)n is a discrete
category and hence
hocolimCˇ(A)nUΓ
≃
−→ colim
−−−→
Cˇ(A)n
UΓ =
∐
An+1
Va0 ∩ · · · ∩ Van = Cˇ(U)n.
But by [3, Theorem 1.1], hocolim Cˇ(U)∗ ≃ X . Therefore, both the left map
and the composition in (8) are weak equivalences, which implies that the right
map is too.
Universality follows immediately from Lemma 2.4 and the fact that the pull-
back on an open cover is an open cover.
Simplices Mapping into X
For a topological space X , set
∆(X) := {∆n → X | n ∈ Z≥0},
i.e. all of the maps in (Top ↓ X) whose domain is a simplex. We will show
that 〈∆(X)〉 is a universal hocolim sieve. First we recall a useful result from [2,
Proposition 22.5]:
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Proposition 7.2. For every topological spaceX , hocolim∆(X)U → X is a weak
equivalence.
Proposition 7.3. Any sieve R on X that contains ∆(X) is a hocolim sieve.
Proof. Consider the inclusion functor α : ∆(X) → R and, for each f ∈ R, the
natural morphism
χf : hocolim(α↓f)Uµf → U(f)
where µf : (α ↓ f)→ R is the functor (i, i→ f) 7→ i.
Notice that (α ↓ f) and ∆(domain f) are equivalent categories. Additionally,
for all (i, i→ f) ∈ (α ↓ f), Uµf (i, i→ f) = domain i. Thus
hocolim(α↓f)Uµf = hocolim∆(domain f)U.
By Proposition 7.2, hocolim∆(domain f)U → (domain f) is a weak equivalence.
Hence χf is a weak equivalence for all f ∈ R.
The above two paragraphs put us squarely in the hypotheses of [2, Theorem
6.9], which means we may now conclude that
α# : hocolim∆(X)Uα→ hocolimRU
is a weak equivalence. Moreover, up to abuse of notation, Uα = U , which by
Proposition 7.2 implies that hocolim∆(X)Uα→ X is a weak equivalence. Thus
in the composition
hocolim∆(X)Uα
α#
−−→ hocolimRU → X
both the first arrow and the composition itself are weak equivalences. Therefore
hocolimRU → X is also a weak equivalence.
Corollary 7.4. For any topological space X , 〈∆(X)〉 is a universal hocolim
sieve.
Proof. Let f : Y → X and consider f∗〈∆(X)〉. Clearly, ∆(Y ) ⊂ f∗〈∆(X)〉.
Therefore, by Proposition 7.3, f∗〈∆(X)〉 is a hocolim sieve.
Additionally, we remark that 〈∆(X)〉 is a colim sieve if and only if X is a
Delta-generated space. Since not every space is Delta-generated, then for such
an X , 〈∆(X)〉 is an example of a sieve in the homotopical canonical topology
that is not in the canonical topology.
Corollary 7.5. Let U be an open cover X . Let R = 〈{∆n → V ⊂ X |V ∈ U}〉,
i.e. R is generated by the “U-small” simplices. Then R is a universal hocolim
sieve.
Proof. We will use the transitivity axiom from the definition of Grothendieck
topology with S(U), which by Proposition 7.1 is in the homotopical canonical
topology. So we only need to show that f∗R is a universal hocolim sieve for
every f ∈ S(U).
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Fix (f : Y → X) ∈ S(U). Then f factors as Y
g
−→W
iW−−→ X for someW ∈ U
and inclusion map iW . Consider i
∗
WR = 〈{∆
n ×X W → W ∩ V ⊂ W |V ∈ U}〉
(see Lemma 2.4). Notice that for any (∆n → X) ∈ R that factors through
V ∈ U, ∆n ×X W ∼= ∆n ×V (W ∩ V ) – now we apply the case V = W to see
that {∆n → W} is part of i∗WR’s generating set. Therefore 〈∆(W )〉 ⊂ i
∗
WR.
But by Corollary 7.4, 〈∆(W )〉 is in the homotopical canonical topology. Since
the homotopical canonical topology is a Grothendieck topology, then any sieve
containing a cover is itself a cover. Thus i∗WR is a universal hocolim sieve.
Hence f∗R = g∗(i∗WR) is a universal hocolim sieve.
Monogenic Sieves
A sieve is called monogenic if it can be generated by one morphism. For
f : Y → X , let Cˇ(f)∗ be the Cˇech complex on f . In other words, Cˇ(f) is the
simplicial object of M defined by Cˇ(f)n = Y ×X · · · ×X Y , i.e. the pullback of
the n-tuple (Y, . . . , Y ) over X , with the obvious face and degeneracy maps.
Proposition 7.6. For a simplicial model category M, let S = 〈{f : Y → X}〉
be a sieve on X . Then
hocolimSU ≃ hocolim Cˇ(f)∗.
Sketch of Proof. This proof is similar to the proof of Proposition 7.1. Basically,
Γ: ∆ → S defined by [n] 7→ (Cˇ(f)n → X) is homotopy final, which completes
the proof. Indeed, for any (g : Z → X) ∈ S, (g ↓ Γ) is ∆(Cˇ(K)∗) where K is
the set (Top ↓ X) (Z, Y ), which is both nonempty and contractible.
Proposition 7.7. If f is locally split, then the sieve generated by f is a universal
hocolim sieve.
Proof. Suppose f is a locally split map, i.e. f : Y → X and there is an open
cover U of X such that for all V ∈ U, f
∣∣
f−1(V )
: f−1(V ) → V is split. Let
sV : V → f−1(V ) be the splitting map for f
∣∣
f−1(V )
. Then the composition
V
sV−−→ f−1(V ) ⊂ Y
f
−→ X equals the inclusion map V ⊂ X and is in 〈{f}〉.
Indeed, f ◦ sV = idV and the composition clearly factors through f . Thus
(V ⊂ X) ∈ 〈{f}〉 for all V ∈ U, which implies that S(U) ⊂ 〈{f}〉. Since
S(U) is in the homotopical canonical topology (by Proposition 7.1), then the
Grothendieck topology transitivity axiom implies that any sieve containing it
is also in the homotopical canonical topology. Therefore, 〈{f}〉 is in the homo-
topical canonical topology.
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