Abstract-This research deals with the industrial financial forecasting in order to calculate the yearly expenditure of the organization. Forecasting helps in estimation of the future trends and provides a valuable information to make the industrial decisions. With growing economies, the financial world spends billions in terms of expenses. These expenditures are also defined as budgets or operational resources for a functional workplace. These expenses carry a fluctuating property as opposed to a linear or constant growth and this information if extracted can reshape the future in terms of effective spending of finances and will give an insight for the future budgeting reforms. It is a challenge to grasp over the changing trends with an effective accuracy and for this purpose machine learning approaches can be utilized. In this study Long Short-Term Memory (LSTM), which is a variant of Recurrent Neural Network (RNN) from the family of Artificial Neural Networks (ANN), is used for forecasting purposes along with a statistical tool IBM SPSS for comparative analysis. In this study, the experiments are performed on the data set of Pakistan GDP by type of expenditure at current prices -national currency (1970-2016) produced by Economic Statistics Branch of the United Nations Statistics Division (UNSD). Results of this study demonstrate that the proposed model predicted the expenses with better accuracy than that of the classical statistical tools.
I. INTRODUCTION
Forecasting is concerned with the process of estimating the future trends by doing the analysis on the basis of historical data. Financial forecasting determines the trends by utilizing the previous data and provides valuable information to make future decisions and define strategies for financial management. Financial forecasting is highly vital as different companies and firms are closed due to bankruptcy and the obvious reason behind it was their strategies that were not welldefined and they were unable to compete their rivals. They were not able to see what is coming in the future and when it comes, they were not prepared with the consequences. This looks like a troublesome issue to comprehend however, there is a solution to every problem. As the time goes on, organizations spare their vital data in a very much characterized and appropriate way since it may be useful for them in later phases of the business to analyze the trends. This is where the solution lies.
Whatever, that is occurring in the organization is being spared either it is related to their products or manufacturing or their finances. Forecasting the financial conditions, in terms of expenses, will be vital for a company to survive and that is the idea of this research. Much of the work is done in the domain of stock market [1] [2] [3] [4] [5] , power and load [6] [7] [8] [9] , building energy consumption [10] [11] [12] , electric price [13] [14] [15] [16] , weather forecasting [17, 18] and so on. However, the focus of this research is on expense forecasting of the companies to save them from bankruptcy.
In this research a technique is proposed to predict the financial expenses of an organization. The data of the company are analyzed and helpful data are isolated. The legitimacy of the data is highly vital to ensure the results of the proposed intelligent technique for financial forecasting. Different machine learning (ML) techniques are used for financial forecasting. The understanding of the given outcomes is highly vital with the goal that they can be utilized later for various purposes. There are couple of imperative things to consider like the information being utilized is from dependable sources and not fabricated. Secondly, system being designed needs not to be error prone. Forecasting is never 100 % yet it should be as close as it is conceivable. Salaries, business charges, office lease, telephone charges or any other, it appears as though there's no conclusion to the costs related with maintaining a business or to a specific individual. In any case, your capacity to get a firm handle on these money outpourings can assume an imperative part in your definitive achievement or disappointment. Regardless of whether you're contemplating a startup venture or you've been doing business for some time, precisely determining your costs can profit your venture in a number of potential ways.
To improve the procedure of financial forecasting there are different strategies which can be utilized to interface each sort of cost to different factors or cost drivers, for example, income or headcount, which have just been conjecture in the budgetary projections. Obviously, there will be expenses which are settled down and cannot be connected to different factors and should be assessed in total financial terms. There is a need of system that should keep all implying factors in to account and forecast expenses with logical and dependable results. Forecasting helps to create simulation in understanding problems of many sorts for example the weather, a simple analysis can lead us to predict the chances of rain in a particular way that the farmer can sow the seeds accordingly and predicting has led us to many possibilities same can be said in financial sectors and we can consider prediction of the bankruptcies on a corporate level and have counter measure ready at the time of need.
II. RESEARCH BACKGROUND
Forecasting has ever been a hot topic in research horizon. The topic for corporate firm bankruptcies prediction has also been in considerable discussions for the discipline of finance and risk management and various bankruptcies' prediction models are available in the form of light statistical models and artificial intelligence (AI) techniques [19] . The existing techniques involve decision tree, logistics regression and artificial neural networks (ANNs) and among all of them ANN became one of the most popular technique in accurate prediction. The ANN application has also been proven to determine the mortgage applicant solvency, rating of corporate bonds and fraud prevention. The basic intent of all these studies is to compare and contrast the performance and accuracy of the ANN and to justify its usage in the research.
In [19] a comparative analysis of two packages, one is statistical named as SYSTAT [20] and the other is software package named as BRAINMAKER [21] , is performed. SYSTAT is a personal statistical package used in discriminant analysis. The test concluded with all variables included in each discriminant analysis. BRAINMAKER software package is based on neural network. After experimentation it was found that neural network outperformed the discriminant analysis resulting in neural network's learning more efficient than the classical methods.
Another study carried out in [22] focuses on the parallelization of the back propagation algorithm over a network that forecasts S&P500 Index in terms of prices of financial instruments, a series prediction problem, the ANN has been used extensively. Stock market forecasting with demands reaching at its peak as people getting more connected to the stock business. The challenge remained for predicting a strong forecast although a few data mining and machine learning techniques are significant enough to do the job. The use of ANN with a windowing operator for prediction is efficiently working along with the time series data [23] .
Different techniques are used till now and ANN is the most prominent among them for prediction. Two theories commonly used for stock market prediction are "Efficient market hypothesis (EMH)" and "The random walk theory." Two commonly used approaches for stock market prediction are "Technical analysis" and "Fundamental analysis." All the stated theories and approaches are not of much use to us now but they still provide the foundation for new research. ANN consists of three layers which are helpful in case of nonlinear relationship in between inputs and output. There are several guidelines available that can aid in forecasting [2] .
Feedforward NN was first used because of its simple approach and stock price data of IBM for 5000 days was used. Data of 1000 days was used for training and rest for validation purpose. Though it did not provide good results but it gave valuable insight for future experiments that were conducted very later and resulted in an accuracy of nearly 90% by using a three-layered back propagation ANN. When compared with the available statistical models such as GARCH, EGARCH, GJR GARCH, and IGARCH, the ANN performed better than all.
Many experiments were also made where ANN was used along with support of other algorithms like genetic algorithm, fuzzy logic etc. which further improved the results up to 74%. Now a day hybrid methods are being used like back propagation algorithm with Feedforward ANN or with Genetic Algorithm and these hybrid methods resulted up to 98% of accuracy [2] .
Without using historical data, load and power forecasting has been proven by using ANN and the electrical energy produced with wind plays a crucial role but the unpredictable nature requires an approach to manage the resources, however, prediction requires a historical dataset to train the neural network for prediction. The drawback exists when there are no historical datasets of the newly created wind farms so the proposed approach requires no extensive historical data set [24] . The model purposed is the self-adaptive artificial network and such prediction model exist using the hidden layer complexity such as Multi-layer Perceptron, Support Vector Machine and Radial Basis Function all of which require high computation power. To overcome the computation complexity the authors used single layered model Functional Link ANN (FLANN) that results in trigonometric base output vector, Chebyshev Neural Network (ChNN) that results in polynomials base output vector and Legendre Neural Network (LeNN) that results in Chebyshev polynomials base output vector having the lower load to process.
Price Forecasting is a useful technique and is constantly being developed because of its benefits. The given research throws some light on the price forecasting of electricity for the day ahead. Different models are present for this purpose, but ANN is preferred because of its dependable results [25] . Support Vector Machine (SVM) Model is developed for price forecasting in case of rapidly changing environment and is used because of its speed and minimizing risks. ANN is used mainly to tackle with the nonlinear relationship in between inputs and output. One thing to be noted is that results were forecasted for a more stable environment with less changes.
For buildings the prediction of demands for its energy consumption holds a great importance. Energy if properly used and managed can be helpful in lowering the operational cost of building. Certain factors are involved in energy demands of a building which includes climate, structure of building and people inside the building. There are few methods available to predict energy demands [26] . Physical method is based on engineering methods for calculating building's energy demands but is less popular because of difficulty in gathering required information like physical parameters of building. With the passage of time different new models based on AI like ANN and SVM were used to obtain better results. However, ANN is used in this research because of its better performance. Data of a building located in Italy was used for experimentation with energy consumption in KWH and an ANN model known as Nonlinear Auto Regressive Neural Network (NAR) was chosen. It has a feedback arrangement and is suitable for forecasting in such cases where only single series of information is present like in the problem of building energy consumption. Results concluded that NAR is an effective model and can give dependable results in case of building energy consumption [26] . www.ijacsa.thesai.org ANNs are also widely applicable in weather forecasting. For the past few decades numerous efforts are made to forecast weather. ANNs have played a vital role for prediction purposes and many forecasting models are based on it. The researchers proposed a new approach based on ensemble of neural networks for forecasting [27] . The proposed model intends to solve the redundancy issue by a mutual information sharing process. As a whole the process consists of four basic stages. In the first stage the features were selected from the normalized data. In the second stage an ensemble of four neural networks, which include Multi-layered Perceptron (MLP), Radial Basis Function (RBF), General regression neural network (GRNN) and Time delay neural network (TDNN) was developed for forecasting. The proposed model was applied and compared with existing techniques of SOM and Voting, the proposed model predicts successful results [27] .
A research was presented for weather forecasting that includes the technique Back-Propagation Neural Network (BPNN). BPNN has the ability to learn on itself adjusting its weights to achieve the desired results. Different numerical as well as other techniques are present for the purpose of forecasting but still there is a margin of improvement. ANN is brilliant concept when it comes to forecasting [28] . The results conclude that the proposed system is performing very well under the given attributes including Temp. (°C), Dew Point (°C), Humidity (%), Sea Level Pressure (hPa), Visibility (km), Wind (km/h), Gust Speed (km/h) and Precip (cm). Using the BPPN for forecasting on the given attributes produced satisfying results and can result in replicating the existing methods used for forecasting all around the world.
Since weather prediction continues to be a day to day need as it effects over the agriculture and industrial sectors both and is dependent on the predicted data in order to function but the demand is not only limited to that warning for natural disaster can turn out to be a big life saver. The prediction varies for location to location and time as well, to start with to be accurate in regard of time differences for when the data is being recoded and for when it is being used for prediction. A research was presented to predict the temperate weather that included the collection assimilation & analysis of data and the methodology comprises of multi-layer perceptron neural network [29] .
The data collected is of historic past of 5 years having the observation or the selected input attributes of temperature, wind speed, wind direction and atmospheric pressure. The analytical data is given to the ANN for the prediction purposes through usage of well-known forecasting models. These models have been known for their effectiveness over predictions, the training is conducted using the backpropagation algorithm and the first set of generated output was parsed through ID3 to generate rules. The ID3 tree had the outcome from the neural network resulting in to the final output which were the generated rules. The experiment resulted in outcome from the neural network which then given to the ID3 decision tree leading to the conversion of the output to the desired one and through this implementation it is clear demonstration of how effective is the integration of the neural network with the intelligent system as compared to the traditional meteorological approaches [29] .
A weather forecast model presented in [30] is based on Multilayer Feedforward Artificial Neural Network (MLFANN) that is based on patterns that are process of conversion from input sets into the outputs. The training of the network is through Resilient Propagation algorithm or RPROP Algorithm. It has proven that it produced the most accurate results during the test periods which were conducted to compare the Conjugate Gradient in terms of the performance [30] . The data considered was for the weather forecasting on a daily basis over in Tiwi, San Rafael, Albay and Philippines. The datasets had the data of between 2012 up to 2015 and the gathered data were provided by the Advanced Science and Technology Institute (DOST -ASTI). With division of the data set resulted into two data set one imputed and the other one with the removed missing values. Three models were created for both the data sets with around 40000 iterations, the networks number of hidden neurons were based through a theorem (the Kolmogorov's Theorem) the weight training went through first set a random value and then the second set by IWI methodology. The study resulted in a successful 98.96743% accurate prediction although the optimal model contained 10 neurons in the hidden layer and the dataset comprising of removed missing values is utilized.
III. COMPARATIVE ANALYSIS
A detailed comparative analysis of multiple techniques based on the concept of Neural Network is presented in Table I . Table I shows that many techniques like Hybrid Feed Forward and Back Propagation as well as Chebyshev Neural Network (ChNN) show results near to 90 % when it comes to accuracy. Another added benefit is that they also have a very high learning rate among all. For our case expense forecasting which is related to financial forecasting, Hybrid Feed Forward and Back Propagation technique shows perfect results and has been proved. For the purpose of comparative analysis four characteristics are considered like learning rate, effective usage, efficiency and resource requirements. Learning rate describes that how much the proposed technique is efficient in terms of learning, effective usage explains the domain in which the technique is applied, efficiency is based on performance as compared to the contemporary techniques and resource requirements depicts the computational needs of the proposed technique. www.ijacsa.thesai.org 
IV. PROPOSED SOLUTION
After going through the detailed literature review, we stumbled upon many methods to setup a neural network. Among those were the classical methods including Back Propagation and more complex mathematical models such as LeNN. As we understand from the study among these stood RNN type method LSTM with a memory to redirect its training under short terms as well as longer terms of time. The proposed model is shown in Fig. 1 .
A. LSTM
Conventional Neural Networks were of incredible use to us but they had one issue. Every time they had to start from scratch until the perfect combination was found but what if there is a neural network which can save the output and utilizing it again by feeding it to input. Recurrent Neural Network (RNN) is a type of neural networks that is based on the concept of memory. Once the feed forward network reaches to output the learning rate and error correction are performed during the back propagation to get the answer right. They have been utilized effectively in taking care of numerous issues like speech recognition, financial solutions and so forth.
Recurrent Neural Networks (RNNs) have been used in and in addition with blend of different models. An example of this is calculating Financial Volatility. Long Short-Term Memory Networks (LSTMs) are a variant of RNN that are now most popular in the field. There are countless examples which can prove its working and usability. LSTMs have been used in multiple fields for prediction purposes and have given noteworthy outcomes.
In transportation, calculating the flow of traffic has been a difficult task because of being highly non-linear in nature. An approach was made to solve this problem using LSTMs. Simply using traffic flow information gave acceptable results but with few other variables like occupancy and speed along with neighboring traffic information showed better results [32] . 92 | P a g e www.ijacsa.thesai.org LSTMs were also used in stock market prediction and they came out successful with an average accuracy of 55.9%. It told whether the price of the specific stock is going up or not in the coming 15 minutes and for this purpose the data from 2008 to 2015 were used. Google Tensor Flow was used for performing LSTMs and with such large dimension of input the results were obtained without reducing or handpicking the attributes [31] .
RNN was also used for prediction in the field of energy consumption. Short term load forecasting was done on 69 customers of New South Wales. The important part to consider was that the research focused on forecasting on single customer and not as a whole and several experiments resulted that approaches that are successful in grid forecasting may not be very successful in this area and LSTMs produce better results [33] .
For calculating the remaining life of Lithium-Ion batteries LSTMs were used. As interesting it may seem, it is of immense use for minimizing battery risks. Different cells were used for this purpose on two different temperatures (25 ℃ and 40 ℃). Different current rates were used to get maximum information and diversity. It is a long-term prediction as it calculates the time of failure for the batteries and the results show that LSTM's give better results than existing techniques like Support Vector Machine (SVM) [34] .
LSTMs are a kind of recurrent neural network which can hold the memory of previous prediction and are capable enough for learning long term dependencies. It is widely been used in speech prediction, uses a default squashing function (tanh) which keeps the range of outputs to be in 1 and -1 depending upon the calculated voted outcome. LSTM initially predicts a value and then stores it to be used along with the next value of input. LSTM loops the previous predicted values. It does that by using 4 stages initial prediction, ignoring, forgetting and selection. All 4 states are separate mini networks with the squashing functions.
1) Initial Input:
The first gate where the new information is processed initially.
2) Ignoring: Should a new information be stored or the information are to be ignored. The gate has a sigmoid function that decides what new information be updated.
3) Forgetting:
Choses what previous output needs to be forget and drop the information of the old subject votes for what not.
4) Selection:
This gate has another sigmoid squashing function which choses the most valid information to be output. Visualization of the above process can be seen in Fig. 2 
B. Tuning the Model
LSTM uses an activation function tanh and a basic RMSprop optimizer. Although the network can function over these basic models but we tend to change the activation functions to sigmoid, Softmax and SELU to better tune the prediction. We also tuned the optimizer to an Adamax Stochastic optimizer with a variable learning rate and shuffle of the population set to be restricted for the efficiency and better performance. In addition to that Equation 1 is used to measure accuracy to better visualize the results.
The detail of the activation functions is given in Table II .
C. Execution
The model proposed in Fig. 1 is implemented by using Python with Keras API. The script first parses the data through Pandas API. Further the data are transformed from time series to supervised and stationary data. The data are pre-processed. Thus, the training begins based on the configured model of the LSTM. The proposed model forecast financial values and visualizes the results accordingly. Fig. 3 depicts the overall flow chart of the proposed LSTM model. 94 | P a g e www.ijacsa.thesai.org
V. RESULTS AND ANALYSIS
For the past years the statistical methods and tools have been used for predication. The financial world has relied upon such techniques as they delivered good results. But what we believe is that the use of machine learning would result in better time series prediction as compared to the classical methods. There are many renowned tools like IBM SPSS. These methods help in recognition of the attributes to be valid and statistically correct. Fig. 4 shows the attribute processing report.
Time series analysis is a sequence of points in a given time. For example, a consumption of electricity at end of every month recorded over a period of time let's say years. We will end up with a time series of monthly based stretching over a number of years. Time series possesses a trend in it, a trend is said to be a change in general direction. Classical methods such as used in SPSS Time Series Analysis failed to fully grasp the change of trend as shown in Fig. 5 . Table V and Fig. 6 shows the results from the system which uses the default activation function (Tanh) for LSTM. In order to maximize the performance, we can use different available activation functions along with making tweaks in Learning Rate, EPOCHS, Number of Neurons in hidden layer and optimizers. This would be done using hit and trial method until we get the best combination to be used for getting the most accurate results. Comparison of Activation Functions (Network Configurations and Plots)
The above graph visualization in Fig. 6 is of the Tanh activation function in terms of expected and predicted values generated by the proposed model resulting in an average accuracy of 90.95%. Table III shows the network configuration used to generate the plot are Number of Neurons 10, Epochs 3000, Learning rate 0.002 and optimizer used is Adamax which are also mentioned in the table above. The graph has two lines of blue and orange color where each color represents expected and predicted values, respectively. Fig. 7 is visualization of the Sigmoid activation function in terms of expected and predicted values generated by the proposed model resulting in an average accuracy of 89.46%. Table IV shows the network configuration used to generate the plot are Number of Neurons 10, Epochs 3000, Learning rate 0.002 and optimizer used is Adamax which are also mentioned in the Table VI. Fig. 7 represents the expected and predicted values respectively. Fig. 8 is visualization of the Softmax activation function in terms of expected and predicted values generated by the proposed model resulting in an average accuracy of 91.64%. Table V shows the network configuration used to generate the plot are Number of Neurons 10, Epochs 3000, Learning rate 0.002 and optimizer used is Adamax which are also mentioned in the table above. The graph has two lines of blue and orange color where each color represents expected and predicted values respectively. Fig. 9 is visualization of the SELU activation function in terms of expected and predicted values generated by the proposed model resulting in an average accuracy of 92.36%. Table VI shows the network configuration used to generate the plot are Number of Neurons 10, Epochs 3000, Learning rate 0.002 and optimizer used is Adamax which are also mentioned in the table above. The blue and orange lines represent expected and predicted values respectively. Fig. 10 and Table VII are helping in understanding the accuracy of all functions used in the experimentation in order to measure the function with highest accuracy. After performing the experiment several time using various activation functions, it is observed that the LSTM model using SELU function outperforms tanh, sigmoid and softmax functions having an average accuracy of 92.34%. 
A. Comparison of Activation Functions (Plot)

VI. EXPERIMENT
The statistical method when tested under the condition was SPSS and expert model of its own best finding. Half of the data was used for it to analyze the trend and make a forecast for the rest of the values so we can compare the expected and predicted values. Fig. 11 show the actual curve and trend of data. Fig. 12 shows the forecasted trend of data.
As it is observed that the analysis failed to grasp upon the curve and didn't follow the trend rather it follows a linear growth path in the positive direction. Table VIII shows the output for the respective forecast in terms of UCL upper limit and LCL lower limit respectively.
A. Experimental Data Set
The experimental data set is used to train and validate the proposed system. The data set needs not to be manufactured rather it should have trends for forecasting purposes. The data set used was "Pakistan GDP by Type of Expenditure at current prices -national currency". It is produced and maintained by the Economic Statistics Branch of the United Nations Statistics Division (UNSD). Getting into the particulars of the data, it expands over 48 years beginning from 1970 up to 2016 [35] . It consists of following nine attributes. 97 | P a g e www.ijacsa.thesai.org Subsequent to acquiring the data set another critical thing is to do the validation of data set and in addition finding the right attributes for the system to process. To do this we used a tool named "WEKA". This tool gave all the needed information regarding the data by executing the algorithm of attribute selection and provides us with facts like how much of our data is unique, how many missing values are there and are all the entries in data distinct or not. This is a vital step to execute as our outcomes are subject to it and in case the data is forged our results would not be accurate. Fig. 14 depicts the results that "WEKA" produced after running the attribute selection algorithm on the given data set. 
B. Experimental Setup
Data and pre-processing: The experiment is executed by reading the data in .csv format by Pandas that reads and parses it. Then the dataset is splitted into two parts one for the training and another one for the testing. Now before we fit a machine learning algorithm or the LSTM model over it. In order to achieve this first we need to transform the data into a supervised learning problem with having an input x and output y in our time series case t-1 and t respectively. Then the stationary transformation is required to make model result with more skillful forecast. Lastly, we scale it as the model processes the input and output in range of (-1, 1) range that normalizes the data by using minmax scalar.
1) Model:
After data pre-processing the optimizer provided by the Keras is configured by hit and trial method and agreed to keep the Adamax optimizer with a flexible learning rate. By default, LSTM has a tanh activation function but we tend override it with various different functions like sigmoid, SELU and Softmax. The model is tested based on various epochs, neuron populations and learning rates.
2) Results:
The predicted values are displayed in comparison with the expected values. The results from the model are fed to the graph plotting function the matplotlib. In the process the accuracy of the model and the RMSE are also calculated to measure the accuracy of the proposed model.
C. Final Outcome
Based on selected dataset attributes the experiment is performed and the results are detailed in Table IX The RMSE value calculated during experimentation is1221190424306.566.
The results in Table IX reflect the six years of testing data (Initial 3 years, Final 3 years). It is observed that for the year 1994 there was an unexpected change in the trend but still the proposed LSTM model predicted closer to the following trend. Another observation from the experiment is that SPSS only produced one promising result for the year 1996 out of six years. In contrast to the proposed LSTM it is observed that in Table IX LSTM model presented 5 promising results out of total six entries.
The conventional LSTM model uses Tanh as a default activation function, these settings did show promising results but the model used with SELU through research had better training curve and performed better as shown in Table X .
Clearly RMSE value of LSTM with default function is much higher than that of LSTM with SELU function. The function with lesser RMSE value is the one to be preferred. The difference between RMSE of both the functions is:
Precise difference = 38071328299.673
The difference shows how much closer results to actual value are produced by the SELU function when compared with the default function. The impetus of the study was to construct and develop an artificially intelligent expense forecasting system that could grasp over a trend inside the data using artificial neural networks and machine learning techniques. After thorough study of the available algorithms and mathematical models, Long Short-Term Memory (LSTM) was used. Root Mean Square Error (RMSE) was used to calculate the error and accuracy was obtained by the difference between actual and predicted values. The proposed model had produced accurate result up to 91% average accuracy. The base model was further tweaked with variation of different activation function for testing the efficiency. The system can be used to anticipate the future trend of numeric financial data and that it can help in more refined budget definitions, spending criteria and crises avoidance.
