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In this paper we provide a fast, numerically stable algorithm to determine when two given
polynomials a and b are relatively prime and remain relatively prime even after small
perturbations of their coe–cients. Such a problem is important in many applications
where input data are only available up to a certain precision.
Our method|an extension of the Cabay{Meleshko algorithm for Pad¶e approx-
imation|is typically an order of magnitude faster than previously known stable meth-
ods. As such it may be used as an inexpensive test which may be applied before attempt-
ing to compute a \numerical GCD", in general a much more di–cult task. We prove
that the algorithm is numerically stable and give experiments verifying the numerical
behaviour. Finally, we discuss possible extensions of our approach that can be applied
to the problem of actually computing a numerical GCD.
c° 1998 Academic Press
1. Introduction
Let a; b 2 C[z] be (univariate) polynomials with real or complex coe–cients
a(z) = a0 + a1z + ¢ ¢ ¢+ amzm; b(z) = b0 + b1z + ¢ ¢ ¢+ bnzn; am; bn 6= 0
of degree m and n, respectively. In applications, the coe–cients of a and b will only be
known up to a certain precision. Thus in order to decide whether a and b are \numerically
coprime" we have to determine (lower bounds of) the quantity
†(a; b) := inffk(a¡ a⁄; b¡ b⁄)k : (a⁄; b⁄) have a common root, deg a⁄ • m;deg b⁄ • ng
(1)
for some norm k ¢ k acting on the space of (matrix) polynomials (our choice of norms will
be quantifled below). In other words, we are sure that any pair of polynomials resulting
from (a; b) by perturbations of order less than †(a; b) will be relatively prime.y
xE-mail: bbecker@ano.univ-lille1.fr
{E-mail: glabahn@daisy.uwaterloo.ca
yOf course, †(a; b) = 0 is equivalent to saying that a; b have a common root. However, a small †(a; b)
does not necessarily imply that one of the roots of a is close to the set of roots of b (see, e.g., Beckermann
and Labahn (1998, Example 5.3))|and thus a numerical GCD cannot be obtained by comparing the
sets of (numerical) roots of a and b. In fact, from Wilkinson’s well-known example (the polynomial
p(z) = (z¡1)¢(z¡2)¢: : :¢(z¡20)) we know that small perturbations of the coe–cients of a polynomial (in
the monomial basis) do not necessarily lead to small perturbations of its roots (for a more detailed study
of the condition number of the underlying nonlinear map in case of real zeros see Beckermann (1997)).
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In Beckermann and Labahn (1998, Corollary 4.4), a lower bound for †(a; b) in terms
of solutions of two diophantine equations has been given, namely
†(a; b) ‚ 1
•
; • :=
°°°°• v vu u
‚°°°° ; (2)
where u; v; u; v are polynomials solving the diophantine equations
a ¢ v + b ¢ u = 1; deg u < m; deg v < n; (3)
a ¢ v + b ¢ u = zm+n¡1; deg u < m; deg v < n: (4)
Equations (3) and (4) are equivalent to determining the flrst and last columns of the
inverse of S(a; b), the Sylvester matrix of a and b. It is shown in Beckermann and Labahn
(1998, Corollary 4.4) that this is a sharper bound for coprimeness than those obtained
from the smallest singular value of S(a; b), the current measure for coprimeness used
in Corless et al. (1995) and Emiris et al. (1997). However, it still remains to actually
compute the polynomials u; v; u; v.
In the case of exact arithmetic, equations (3) and (4) are typically solved using a
Euclidean-like PRS algorithm (Geddes et al., 1992). However, it is known that Euclid’s
algorithm cannot be applied directly in the case of numerical polynomials without en-
countering numerical stability (see Example 2.1 in Section 2). In order to ensure numerical
stability one can set up a linear system and use Gaussian elimination or QR factoriza-
tion to obtain a solution to our diophantine equations. However, such techniques do not
take advantage of the special structure of the Sylvester coe–cient matrix for such linear
systems.
In this paper we present an algorithm for computing the coprime parameter •. The
method, an extension of the Cabay{Meleshko algorithm for Pad¶e approximation (Cabay
and Meleshko, 1993), can be viewed as a look-ahead Euclidean algorithm which \jumps"
over remainders that are, in some sense, ill-conditioned. The algorithm determines when
a remainder is ill-conditioned by estimating (in terms of easily produced quantities) the
condition number of the corresponding linear problem.
Our algorithm typically has complexity O((m+ n)2), in comparison with the O((m+
n)3) complexity of Gaussian elimination or QR factorization. We prove that our algorithm
is weakly stable and so produces correct answers for our numerical problem. The low
complexity and numerical correctness of our algorithm means that our coprimeness test
may always be applied before starting the (sometimes quite expensive) computation of
a numerical GCD, providing a reliable lower bound for †(a; b) even in flnite precision
arithmetic.
The problem of computing a numerical GCD has been considered by a number of
authors|for a summary see, for instance, Corless et al. (1995, Section 2.3) or Emiris et
al. (1997, Section 5) and the references cited therein. Scho˜nhage formulated the task of
computing a quasi-GCD (Scho˜nhage, 1985). His algorithm (Scho˜nhage, 1985, Section 3)
is fast and probably numerically quite stable since the technique of pivoting is applied.
However, for the conclusions of Scho˜nhage (1985) it is required that the coe–cients of
a; b are available to an arbitrarily high precision.
A correct mathematical deflnition for an approximate GCD with precision † was given
by Karmarkar and Lakshman (1996), together with a discussion of optimization methods
for solving this problem. Such an approach is certainly numerically stable but quite ex-
pensive (the authors establish polynomial complexity). Before that Corless et al. (1995)
emphasized the role of the singular values of the underlying Sylvester matrix for deter-
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mining the degree of an approximate GCD. A further account of this question is given by
Emiris et al. (1997) who also considered singular values of submatrices of a Sylvester ma-
trix. There are numerically stable methods for computing the SVD, each however having
a complexity of O((m+ n)3) since they do not take into account the special structure of
a Sylvester matrix.
For methods based on flrst determining the degree of an approximate GCD and then
the GCD itself, there remains the problem of actually computing this quantity. Rather
than expensive optimization techniques, many authors (Corless et al., 1995; Emiris et
al., 1997; Noda and Sasaki, 1991) propose Euclidean-like PRS algorithms. However these
methods do not take into account the problem of numerical stability which, even for
perturbations much larger than the machine precision, should be a serious concern (see
Example 2.1 below). In Appendix B we describe cases where our algorithm even de-
termines a numerical GCD in a numerical correct way, conflrming partially an open
conjecture of Meleshko and Cabay (1991).
The remainder of the paper is organized as follows. In Section 2 we give an exam-
ple showing that Euclid’s algorithm has important drawbacks in flnite precision arith-
metic. We then introduce the concept of unimodular reductions, and show their use
for solving (3) and (4). In Section 3 we describe the algorithm COPRIME for comput-
ing these quantities in a numerically stable manner. We give an interpretation of our
look-ahead strategy in terms of the condition number of Trudi submatrices, showing
again why Euclid’s algorithm may fail in a numerical setting. A brief proof of stability
of the algorithm is presented in Section 4, where we extend ideas of Cabay and others
(Beckermann, 1996; Cabay and Meleshko, 1993; Cabay et al., 1996b). In Section 5 we
report on numerical experiments with our algorithm while Section 6 gives a summary
along with topics for future research. We also include, in Appendix A, precise lower and
upper bounds for the condition number of Trudi matrices in terms of quantities com-
puted by COPRIME and discuss, in Appendix B, the computation of numerical GCDs
by our numerically stable method.
notation. Following Beckermann and Labahn (1998), for the remainder of this paper we
make use of the following notation for polynomials, vectors and their respective norms.
For c 2 C[z], c(z) = c0 + ¢ ¢ ¢+ cnzn we set ~c = (c0; : : : ; cn)T as the vector of coe–cients.
A norm for C[z] is given by
kck = k~ck1 =
X
j
jcj j;
the classical Ho˜lder vector norm. This deflnition canonically extends to Laurent poly-
nomials (with possibly negative powers of z). Our norm for C[z]r£s, the space of r £ s
matrices of polynomials will be
k(cj;k)k = k(kcj;kk)k1 = max
k
X
j
kcj;kk:
Thus for example, k(a; b)k = maxfkak; kbkg = maxfP jaj j;P jbj jg. This choice of norms
is motivated by the property kc ¢ dk • kck ¢ kdk being valid for any scalar or matrix
polynomials c; d of suitable size (which is important for establishing (2)).
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2. Unimodular Reduction
The aim of this and the following section is to describe how to compute solutions of
equations (3) and (4) (i.e. the flrst and the last column of the inverse of the Sylvester
matrix) and thus the quantity • of (2) in an e–cient, numerically correct way. We suppose
for conveniencey that deg a = m > deg b = n. Furthermore, we may suppose without loss
of generality that the input polynomials are scaled with 1=2 • k(a; b)k • 1.
According to the particular structure of the Sylvester matrix, there exist a number of
fast (O(m2)) and superfast (O(m ¢ log2m)) inversion algorithms. There are also corre-
sponding algorithms that have generalizations for use on a vector processor (for a sum-
mary, see, e.g., Bini and Pan (1994)). However, there seem to be only two fast methods
where numerical stability has been established, both of them actually being weakly stable.
Weak stability means (using the classiflcation of Bunch (1987) modifled by Bojanczyk et
al. (1995)) that we compute a numerical solution with small residual|a property which
will be su–cient for our purposes. A flrst possibility may be to apply the fast QR de-
composition algorithm of Bojanczyk et al. (1995). This method was originally proposed
for solving Toeplitz systems of equations, but should equally be applicable in the more
general case of Sylvester matrices.
In the present paper, we prefer to take advantage of the fact that the cofactor equation
(3) is mathematically equivalent to determining some Pad¶e approximant v=u to the func-
tion ¡b=a (at inflnity). This allows us to use the Cabay{Meleshko algorithm (Cabay and
Meleshko, 1993), the flrst fast numerically stable algorithm for computing Pad¶e approx-
imants (at zero). In our context, we will need some modiflcations since from a numerical
point of view it seems to be numerically sensitive to explicitly form the power series
expansion of ¡b=a. Note that (3) may be understood as a Hermite{Pad¶e approximation
problem (at inflnity) of the two functions a; b. Generalizing Cabay and Meleshko (1993),
a weakly stable method for Hermite{Pad¶e approximation has been given in Cabay et al.
(1996b) (see also Cabay et al. (1996a, 1997), Meleshko and Cabay (1991)). However, for
the proof of weak stability given in Cabay et al. (1996b) it is necessary to assume that
the coe–cients in the power series expansion of 1=a at inflnity do not become very large,
which for our setting is an undesirable strong restriction. Therefore we prefer to com-
pute simultaneously so-called associated vectors which allows us to monitor the quantity
‰‘(a; b) (used already in Beckermann and Labahn (1998) and deflned in (15) below) and
on the other hand enables us to solve at the same time for the cofactors in (4). It will also
be appropriate to replace the variable z by 1=z in the algorithm NPADE of Cabay and
Meleshko. This minor modiflcation, discussed already in Beckermann (1996), allows one
to understand the main recurrence of NPADE as a transformation of the ideal generated
by the polynomials a; b. In addition, it illustrates the connections to classical methods
for computing GCDs.
Euclid’s algorithm consists of determining a flnite sequence of polynomials r¡1 =
a; r0 = b; r1; : : : ; r‘¡1; r‘ 6= 0; r‘+1 = 0 referred to as remainders, with r‘ being the GCD
of a; b. However, as already mentioned in Scho˜nhage (1985, Section 3), it is not possible
to create a correct numeric version of Euclid’s algorithm by the naive method of doing
yIn the case deg a < deg b we may interchange a and b. The case deg a = deg b is excluded in order
to simplify later considerations. However, here one may subtract a scalar multiple of a from b in order
to have a degree reduction, with the multiplier being of modulus less than or equal to 1. The corre-
sponding cofactors of the original polynomials a; b are obtained from those of the new ones by a simple
transformation, and the errors induced by these °oating point operations can be easily bounded.
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polynomial divisions followed by converting all coe–cients below a certain threshold into
0, even if we are willing to do our computations in higher precision.
Example 2.1. Let
a(z) = z4 + z3 + (1 + ·)z2 + ·z + 1 and b(z) = z3 ¡ z2 + 3z ¡ 2:
Then the remainder after one step of Euclid’s algorithm is r1(z) = ·z2 + (· ¡ 4)z + 5. If
· is just below a given threshold then one can eliminate terms of r1 to obtain the correct
numerical GCD (see the flrst part of Table 1). However, should · be just above the
threshold then the next division step will introduce signiflcant numerical errors making
subsequent results meaningless.
To make this statement more precise, let us adapt the following model (which is close to
the one adapted in the procedure quo/float of the computer algebra system MAPLE):
before constructing the quotient or the remainder in an individual step, we check for each
polynomial whether the modulus of a coe–cient is smaller than a threshold parameter
times the modulus of the largest coe–cient of the polynomial. Such coe–cients will be
replaced by zero. We will also assume that the computation of the quotients and the
remainders is done in higher precision, and therefore further errors due to °oating point
operations may be neglected.
In Table 1 we display the results obtained for three difierent threshold parameters,
namely between ·d¡1 and ·d for d = 1; 2; 3. In fact, as claimed above, we have no
problem detecting the correct GCD for d = 1. In the second part (d = 2), we stopped
the algorithm because the remainder r3 does not have a degree less than that of r2. If
we suspect the leading coe–cient to be zero, then the other coe–cients which are of
the same magnitude would also be zero. In other words, the correct GCD would be r2
which seems to be of degree 1. Thus the answer furnished by Euclid’s algorithm has no
signiflcance. Finally, in the case d = 3 we meet a similar problem. Here one of the terms
in r3 has a difierent magnitude. In this case we would obtain the right answer if we are
allowed to switch the threshold parameter in the algorithm, an idea that seems to be
quite sensitive numerically.
We will see later in Remark 3.1 that this failure of Euclid’s algorithm may be explained
by the fact that a certain Trudi submatrix is severely ill-conditioned.
Euclid’s algorithm can be put into a matrix polynomial framework by observing that
(rj¡1; rj) ¢
•
0 1
1 ¡qj
‚
= (rj ; rj+1); deg qj = deg rj¡1 ¡ deg rj > 0:
Accumulating the matrix factors for (~a;~b) = (rj ; rj+1) gives matrix equations of the form
(a; b) ¢ U = (~a;~b); deg a > deg b ‚ deg ~a =: deg a¡ k > deg ~b; (5)
with the elements of the 2£ 2 matrix polynomial U having degree bounds given by
degU •
•
m¡ n+ k ¡ 1 m¡ n+ k
k ¡ 1 k
‚
: (6)
From a numerical standpoint it is better to consider the more general recursions deflned
by equations (5) and (6), rather than the less °exible Euclidean algorithm.
For the remainder of this paper we will refer to matrices U with detU 6= 0 verifying
(5) and (6) as unimodular reductions (UR) of order k, and say that (~a;~b) is obtained
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Table 1. Euclid’s algorithm may fail for numerical data, see Example 2.1.
k kth quotient: qk kth remainder: rk
¡1 z4 + z3 + z2 + 1
0 z + 2 z3 ¡ z2 + 3z ¡ 2
1 ¡ z2
4
¡ z
16
¡ 53
64
¡4z + 5
2 ¡ 256z
137
+ 320
137
137
64
3 0
¡1 z4 + z3 + (· + 1)z2 + ·z + 1
0 z + 2 z3 ¡ z2 + 3z ¡ 2
1 4
·2
+ z¡2
·
·z2 + (· ¡ 4)z + 5
2 ¡ ·2
4
+
¡¡ 1
8
+ z
16
¢
·3
‡
16
·2
¡ 17
·
·
z ¡ 20
·2
+ 10
·
3 17·
2z2
16
¡ 11·2z
4
+ 5·
2
4¡1 z4 + z3 + (· + 1)z2 + ·z + 1
0 z + 2 z3 ¡ z2 + 3z ¡ 2
1 4
·2
+ z¡2
·
·z2 + (· ¡ 4)z + 5
2 ¡ ·2
4
+
¡¡ 1
8
+ z
16
¢
·3 +
¡¡ 11
1024
+ 17z
256
¢
·4
‡
5¡ 17
·
+ 16
·2
·
z ¡ 20
·2
¡ 2 + 10
·
3 209·
3z2
256
¡ 99·3z
1024
+ 137·
2
256
¡ 73·3
512
from (a; b) by an unimodular reduction of order k. The matrix U will be called scaled
UR if, in addition, both columns have a norm between 1=2 and 1. We will also need a
so-called associated vector of order k verifying
(a(z); b(z))¢U(z) = zn+k¡1+~c(z); deg ~c • m¡k¡1; degU •
•
n¡m+ k ¡ 1
k ¡ 1
‚
:
The signiflcance of these quantities becomes clear from the following lemma.
Lemma 2.2.
(a) Any UR is unimodular, that is, it has a polynomial inverse.
(b) Let (~a;~b) be obtained from (a; b) by some unimodular reduction. Then the ideals
ha; bi and h~a;~bi are equal.
(c) The polynomials a; b are coprime ifi there exists a unimodular reduction U (m) of
order m ifi there exists a unique associated vector U (m) of order m.
(d) With the notation of part (c), solutions of (3) and (4) are obtained from the flrst
column of U (m), and from U (m), respectively. Furthermore,
†(a; b) ‚ min
(
j~a(0)j
kU (m) ¢ (1; 0)T k ;
1
kU (m)k
)
: (7)
(e) With the notation of part (c), if in addition U (m) is scaled then jdetU (m)(0)j ¢
k(v; u)T k 2 [ 18 ; 2].
Proof. For a proof of (a), let the entries of a UR U be denoted by
U =
•
v1 v2
u1 u2
‚
(8)
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and observe that •
a b
0 1
‚
| {z }
deg det(¢)=m
¢U =
•
~a ~b
u1 u2
‚
| {z }
deg det(¢)•(m¡k)+k
:
Therefore, deg detU • 0, and detU = detU(0) = lc(u2) ¢ lc(~a)=lc(a). Thus assertion
(a) follows from Cramer’s rule U(z)¡1 = (1= detU(z)) ¢ adj U(z). In order to prove (b),
notice that h~a;~bi is contained in the ideal ha; bi by (5). The inclusion in the other direction
follows using a similar argument combined with (a).
Let now U (m) be a UR of order m. From (5) it follows that ~b = 0, and ~a is a constant.
Thus a; b are coprime according to (b). On the other hand, if we solve the diophantine
equation (3) then a UR of order m is given by
U =
•
v ¡b
u a
‚
:
This shows the flrst equivalence of part (c), and the second one follows from the ob-
servation that associated vectors of order m are solutions of (4). In order to prove (d),
notice that a UR U (m) of order m necessarily is obtained by multiplying the columns of
the above matrix U with some scalars (in particular the flrst one with ~a(0)). Therefore
estimate (7) is just a reformulating of (2). Finally, for a proof of part (e) one uses the
scaling conditions for U (m) and (a; b). We omit the details. 2
3. The Algorithm COPRIME
We see from Lemma 2.2(d) that we obtain the solutions of (3) and (4) and thus a
lower bound for †(a; b) by determining an (exact) scaled UR of order m together with its
(exact) associated vector. However, using flnite precision arithmetic we instead obtain
numerical counterparts of these quantities. We will show in Theorem 4.3(c) below that
a statement similar to (7) holds as well.
Following Cabay and Meleshko (1993), a (numerical) scaled UR of order m will be
determined by recurrence in terms of (numerical) scaled URs of lower order. From the
considerations below it follows that a similar procedure may be applied for determining
the (numerical) associated vectors.y Thus we successively construct (numerical) scaled
URs of order k of (a; b) together with (numerical) associated vectors
(a(k); b(k))ˆ (a; b) ¢ U (k); zn+k¡1 + c(k) ˆ (a; b) ¢ U (k); (9)
for increasing k lying between 1 and m. Here U (k+s) and U (k+s) are computed for some
positive integer s (the stepsize) by the °oating point operations
U (k+s) ˆ U (k) ¢ U (k;k+s); U (k+s) ˆ zs ¢ U (k) ¡ U (k) ¢ U (k;k+s); (10)
together with the initializations
U (0) :=
•
1 0
0 1
‚
; U (0) :=
•
0
0
‚
: (11)
The transition factor U (k;k+s) is a 2£ 2 matrix polynomial computed by constructing a
yThis approach can be compared with a method given in Van Barel and Bultheel (1995) where, besides
a NPADE-like recurrence, additional formulas are given in order to solve Toeplitz systems of equations.
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(numerical) UR of order s of (a(k); b(k))
(a(k+s); b(k+s))ˆ (a(k); b(k)) ¢ U (k;k+s); (12)
that is, by equating coe–cients in (5). The updating vector U (k;k+s) with polynomial
components having degrees bounded by s¡1 is chosen in order to satisfy the constraints
for U (k+s) to be an associated vector of order k+ s. Namely we want that the right-hand
side in
c(k+s) ˆ zs ¢ c(k) ¡ (a(k); b(k)) ¢ U (k;k+s)
has a degree bounded by m¡ k ¡ s¡ 1. To be more precise, we deflne the matrix
M (k)s :=
2666666666664
a
(k)
m¡k 0 ¢ ¢ ¢ 0 0 ¢ ¢ ¢ 0
a
(k)
m¡k¡1 a
(k)
m¡k
. . .
... b(k)m¡k¡1
. . .
...
...
. . . 0
...
. . . 0
... a(k)m¡k
... b(k)m¡k¡1
...
...
...
...
a
(k)
m¡k¡2s+1 ¢ ¢ ¢ ¢ ¢ ¢ a(k)m¡k¡s b(k)m¡k¡2s+1 ¢ ¢ ¢ b(k)m¡k¡s
3777777777775
;
where by deflnition quantities with negative indices are equal to zero. We solve the three
systemsy with 2s unknowns and 2s equations, z
M (k)s ¢x1 = (0; : : : ; 0; 1); M (k)s ¢x2 = ¡(b(k)m¡k¡j)j=1;:::;2s; M (k)s ¢x3 = (c(k)m¡k¡j)j=1;:::;2s:
(13)
Then it is easily verifled that the unknown quantities U (k;k+s) and U (k;k+s) may be
computed by
(U (k;k+s)(z); U (k;k+s)(z)) =
•
zs¡1 ¢ ¢ ¢ z1 z0 0 ¢ ¢ ¢ ¢ ¢ ¢ 0
0 ¢ ¢ ¢ ¢ ¢ ¢ 0 zs¡1 ¢ ¢ ¢ z1 z0
‚
¢(x1; x2; x3) +
•
0 0 0
0 zs 0
‚
:
The \small" systems (13) are solved by some (weakly) stable method such as Gaussian
elimination with partial pivoting (Cabay and Meleshko, 1993) or QR-decompositions
combined with bordering techniques (Beckermann, 1996). The latter has the advantage
of being always weakly stable, and (for large s) requiring less arithmetic operations.
Note that if M (k)s is singular then we increase s by 1 and restart determining new candi-
dates U (k+s), U (k+s). Let us also mention in this context that we will obtain numerical
quantities satisfying the \correct" degree constraints (on an element basis)
degU (k) •
•
n¡m+ k ¡ 1 n¡m+ k
k ¡ 1 k
‚
; degU (k) •
•
n¡m+ k ¡ 1
k ¡ 1
‚
: (14)
For an error analysis it is important that the quantities involved in the \small" systems
yIn the case m¡ n > 1 and k = 0, we consider slightly difierent systems. Note that the matrices M (0)s
are singular for s = 1; 2; : : : ;m¡ n¡ 1. Thus we start our iterations with s = m¡ n, and drop in M (0)s
the flrst m¡n¡ 1 rows and columns. The system (13) has to be adapted by omitting the flrst m¡n¡ 1
equations, and the flrst m¡ n¡ 1 unknowns.
zFor the flrst two systems of equations compare Cabay and Meleshko (1993, p.747), where an additional
scaling is considered.
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of equations (13), that is, some of the coe–cients of (a(k); b(k); c(k)), are computed with
help of (9) only at the moment where they are required. This is in contrast to Euclid’s
algorithm, where one updates the remainders (a(k); b(k)) by (12). Therefore we compute
explicitly the transformation matrices U (k), as done also, for example, in the extended
Euclidean algorithm.
From the above description it becomes clear that the choice of the stepsize s is impor-
tant. In fact, a small s in each step leads to an overhead of O(m2) arithmetic operations,
whereas for numerical reasons it may be more appropriate to choose a larger s, e.g., in
order to \jump" over singular or unstable subproblems. Following Cabay and Meleshko
(1993) and its generalizations (Beckermann, 1996; Cabay et al., 1996b; Meleshko and
Cabay, 1991; Van Barel and Bultheel, 1995), a \good" stepsize is determined by the fol-
lowing \look-ahead" procedure: we compute for flxed k and for s = 1; 2; : : : successively
U (k;k+s), and obtain a candidate U (k+s) by (10). This is then scaled by multiplication on
the right with a diagonal matrix containing powers of two (that is, we rescale implicitly
U (k;k+s)). Afterwards, we check whether the quantity j detU (k+s)(0)j of our candidate
is larger than a certain given threshold parameter † (this threshold being connected to
the desired precision of the output, see Theorem 4.2 below). y Equally, we check whether
U (k) is su–ciently small. If this is the case, then our candidate is accepted as our new
accumulated transformation matrix, and we may increase k by s. Otherwise we forget
about our candidate, and the \look-ahead" process is continued by increasing s by 1.
We also introduce a set A ‰ f0; 1; 2; : : : ;mg of indices of scaled UR accepted by our
criterion.
The order of computation is schematically described in Table 2. For further details
and proofs we refer to Beckermann (1996) aand Cabay and Meleshko (1993). In addi-
tion, numerical experiments seem to indicate (Cabay and Meleshko, 1993; Meleshko and
Cabay, 1991; Van Barel and Bultheel, 1995) that, for correctly scaled dense data, the
case of stepsizes s larger than 3 is rather unlikely, leading in general to a total cost of
O(m2) arithmetic operations, and to O(m) storage requirements. Sparse input polyno-
mials would typically result in larger stepsizes and require more specialized routines for
solving the small subproblems to remain e–cient. Finally, we also remark that there are
pathological cases where the step sizes can be as high as m leading to O(m3) arith-
metic operations (in the case where the algorithm uses QR decomposition to solve the
subproblems).
Remark 3.1. The kth Trudi matrix Sk(a; b) obtained by dropping 2(m ¡ k) suitable
columns and rows of the Sylvester matrix S(a; b) (see Appendix A) is useful in exact
arithmetic to determine the degree of the GCD of a and b, see, e.g., Geddes et al. (1992).
From the estimates of kSk(a; b)¡1k in terms of scaled URs and associated vectors given
in Theorem A.1 below it becomes clear that our \look-ahead" strategy allows us to
only encounter subproblems of type (9) with a corresponding well-conditioned matrix of
coe–cients Sk(a; b). In contrast, in the classical Euclidean algorithm there is no freedom
of choosing a stepsize s, since we only encounter \small" triangular systems. In other
words, we just take the flrst existing UR, though the corresponding quantity j detU(0)j
might be very small. Thus it might happen that some of the unimodular reductions of
the Euclidean algorithm are ill-conditioned problems. This is the fundamental problem of
yNote that jdetU(k+s)(0)j < 1 because of scaling.
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Table 2. The algorithm COPRIME.
Method: We iteratively construct scaled URs U(k) of (a; b) of order k 2 A.
together with associated vectors U(k) (for increasing k between 1 and m).
Input: Two polynomials a; b with deg a = m > deg b.
A stability parameter † of order of the cubic root of the machine precision.
Output: If m 2 A: RETURN minfja(m)(0)j=kU(m) ¢ (1; 0)T k; 1=kU(m)kg
as numerical lower bound of †(a; b) (see (7) and Theorem 4.3(c)).
If m 62 A: message since this quantity does not exist or is \too small".
Initialization: k = 0, A = fg, and (11).
Single Step: For s = 1; 2; : : ::
Compute UR U(k;k+s) of (a(k); b(k)) of order s, and U(k;k+s)
Method: Solve (13) (if detM
(k)
s = 0 then increase s and restart).
New scaled UR candidate: U(k+s) scaled counterpart of U(k) ¢ U(k;k+s).
Exit s{loop: If jdetU(k+s)(0)j > † and kU(k+s)k < 1=†. In this case: k ˆ k + s, A ˆ A[ fkg.
Exit ALGO: If k + s = m.
Complexity: In most cases: O(m2).
using the Euclidean algorithm in a numerical setting: solutions are sometimes built upon
solutions of ill-conditioned subproblems making the flnal answers highly inaccurate.
Our observation may be nicely illustrated with help of the polynomials a; b of Exam-
ple 2.1. Here
S2(a; b) =
2664
1 + · ¡1 3
1 1 ¡1
1 0 1
3775 ; S2(a; b)¡1 =
2664
·¡1 ·¡1 ¡2·¡1
¡2·¡1 1¡ 2·¡1 1 + 4·¡1
¡·¡1 ¡·¡1 1 + 2·¡1
3775 ;
and thus kS2(a; b)k = 5 and kS2(a; b)¡1k = 2 + 8·¡1 for small · > 0, showing that
this Trudi submatrix is ill-conditioned. In fact, we observed in Example 2.1 that the
occurrence of a remainder of degree 2 in Euclid’s algorithm makes the results meaningless.
In the algorithm COPRIME, we would just not accept the candidate UR of order 2 since
here kU (2)k = 2 + 8·¡1, and, more importantly, 1=jdetU (2)(0)j … 64=·2, are too large.
Such a °exibility of \jumping" over unstable subproblems is not available with Euclid’s
algorithm.
4. A Modifled Proof of Weak Stability
The aim of this section is to give bounds for the coe–cients of the \undesired" powers
(see Theorem 4.2) obtained if one forms the difierences of the left- and the right-hand
sides of (9). We will see in Theorem 4.3 that these bounds are su–ciently sharp to insure
that Lemma 2.2 remains essentially valid. In particular, the output of COPRIME is
correct (up to factor 2) even for flnite precision arithmetic.
Our algorithm COPRIME for computing numerical scaled URs is based on the Cabay{
Meleshko algorithm (Cabay and Meleshko, 1993) and its generalization (Cabay et al.,
1996b). However, as mentioned in the previous section, the error analysis given in Cabay
and Meleshko (1993) and Cabay et al. (1996b) requires an additional assumption which
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in our context will often not be verifled (see, e.g., Example 5.1): the coe–cients in the
power series expansion at inflnity of a(z)¡1 have to stay \small". As we will show below,
instead of this restrictive assumptions it will be su–cient to know that (for 1 • ‘ • m+n)
there exist polynomials ga; gb of \relatively small" norm verifying
deg ga < ‘; deg gb < ‘; zna(z)ga(z)+zmb(z)gb(z) = zm+n+‘¡1+O(zm+n¡1)z!1:
(15)
Allowing only gb = 0 means that we recover the requirements on a(z)¡1 of Cabay and
Meleshko (1993) and Cabay et al. (1996b). However, there may be much better choices, for
example (numerical) associated vectors. Also, in the case ‘ ‚ m we can take the solutions
of the diophantine equation (4), namely ga(z) = z‘¡n ¢ v(z) and gb(z) = z‘¡m ¢ u(z).
Following Beckermann and Labahn (1998, Corollary 3.3), we will denote by ‰‘(a; b) the
minimum of the set of all products k(a; b)k ¢ k(ga; gb)T k where the pair (ga; gb) verifles
(15).
Let „ be the machine precision. In order to simplify the presentation of our results, in
what follows we will state our estimates in the form jgj • C(j) ¢ jhj where C(j) stands
for some (explicit) polynomial in j, not necessarily the same at each occurrence (in our
case, all these polynomials will have a degree not exceeding 3). The coe–cients of such a
polynomial C depend neither on the input data a; b nor the stability parameter †. This
notation is useful because changes in the choice of the norm will be absorbed by a change
of the polynomial C. Furthermore we require the cut operator acting on C[z] by
ƒi;j
ˆ
sX
‘=0
a‘z
‘
!
=
jX
‘=i
a‘z
‘:
We start by introducing residual polynomials (fi; fl; °) which vanish for exact arithmetic,
and should be small in norm for our numerical unimodular reductions.
Definition 4.1. Deflne (as in (9))
a(k) := ƒ0;m¡k(a; b) ¢ U (k) ¢
µ
1
0
¶
; fi(k) := ƒm¡k+1;n+k¡1(a; b) ¢ U (k) ¢
µ
1
0
¶
;
b(k) := ƒ0;m¡k¡1(a; b) ¢ U (k) ¢
µ
0
1
¶
; fl(k) := ƒm¡k;n+k(a; b) ¢ U (k) ¢
µ
0
1
¶
;
c(k) := ƒ0;m¡k¡1(a; b) ¢ U (k); °(k) := ƒm¡k;n+k¡1((a; b) ¢ U (k) ¡ zn+k¡1);
and therefore
(a; b)(U (k); U (k)) = (a(k); b(k); zn+k¡1 + c(k)) + (fi(k); fl(k); °(k)):
The scaled UR U (k) will be referred to as well-behaved if k 2 A, and
8 ¢ ‰n¡m+2k(a; b) ¢ k(fi(k); fl(k))k • jdetU (k)(0)j:
Similarly, the associated vector U (k) will be referred to as well-behaved if k 2 A, and
2 ¢ k°(k)k • 1.
Cabay and Meleshko (1993, Theorems 6.5, 6.9) showed that the global error (fi(k); fl(k))
is obtained by an additive superposition of (small) local errors, and thus is controllable. y
yA multiplicative superposition might lead to an exponential and therefore uncontrollable growth of
the size of the error.
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In order to restate their flndings in our setting, and to state a similar result for °(k), we
use the abbreviation Ak := fj 2 A : j < kg, with corresponding stepsizes given by
sk := k ¡maxAk (or by sk = k if Ak is empty).
Theorem 4.2. Let U (k) be a candidate in algorithm COPRIME, with corresponding
(numerical) associated vector U (k). Furthermore, suppose that all U (j) and U (j) for j 2
Ak are well-behaved. Theny
k(fi(k); fl(k))k • „ ¢
0@X
j2Ak
C(j ¡ sj ; sj)
j detU (j)(0)j ¢ jdetU (j¡sj)(0)j +
C(k ¡ sk; sk)
jdetU (k¡sk)(0)j
1A ;
and
k°(k)k • „ ¢
X
j2Ak[fkg
C(j ¡ sj ; sj) ¢ kU
(j¡sj)k+ kU (j)k
jdetU (j¡sj)(0)j :
By taking into account Theorem 4.3(a) below, we see that our look-ahead criterion
is just designed to insure that scaled URs (and the associated vectors) accepted by this
criterion will also be well-behaved, at least for su–ciently large †. We will not quantify
exactly such a choice of †, since in general the estimate of Theorem 4.2 leads to a large
overestimation of k(fi(k); fl(k))k and k°(k)k. For improved look-ahead criteria based also
on numerical experiments we refer to Beckermann (1996), Cabay and Meleshko (1993),
Cabay et al. (1996b, 1991), Meleshko and Cabay (1991) and Van Barel and Bultheel
(1995).
We still require a lower bound of †(a; b) in terms of the numerical U (m) and U (m)
determined by the algorithm COPRIME, that is, we look for a °oating point analogue
of (7). This and some further properties are summarized in
Theorem 4.3.
(a) If U (k) is well-behaved, then °n¡m+2k(a; b) • 2 ¢ kU (k)k.
(b) If U (k) is well-behaved, then it is also close to a unimodular matrix. More precisely,
there exists a V (k) 2 C2£2[z] with
kV (k)k • 4=jdetU (k)(0)j;
U (k)(z) ¢ V (k)(z) = V (k)(z) ¢ U (k)(z) = I2 +O(zm+n+1)z!0:
(c) Suppose that both U (m) and U (m) are well-behaved. Then the output of algorithm
COPRIME is a lower bound at least for 2 ¢ †(a; b).
From Theorem 4.3(c) we obtain reliable lower bounds for †(a; b) provided that m 2 A.
Also, from Lemma 2.2(e) we see that we may expect m 2 A if the lower bound in (2)
is still larger than 8†. Thus, if our algorithm COPRIME fails to solve the diophantine
equations (i.e. m 62 A) then this indicates that the cofactors are too large in norm, and
thus the lower bound proposed in (2) is not useful.
yFor establishing the assertions of the theorem we have to assume in addition that 17m„ • †, and that
m„=†2 is bounded by some modest constant. These conditions on † may be dropped for a flrst-order
error analysis.
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Proof of Theorem 4.3. Let us start with the following simple observation: if g
is a polynomial verifying 2 ¢ kg ¡ g(0)k • jg(0)j then with h denoting a partial sum of
order ‘ of the expansion of 1=g around zero we have
khk • 1jg(0)j
‘X
j=0
°°°°g ¡ g(0)g(0)
°°°°j • 1jg(0)j ¡ kg ¡ g(0)k • 2jg(0)j : (16)
Proof of part (a). By deflnition of °(k) there holds with ‘ := n¡m+ 2k
(a; b) ¢ U (k) ¢ 1
zn+k¡1 + °(k)
= 1 +
c(k)
zn+k¡1 + °(k)
= 1 +O(z¡‘)z!1:
Let (ga; gb)T be the partial sum of order ‘ ¡ 1 of the power series expansion at inflnity
of diag(zm+‘¡1; zn+‘¡1) ¢ U (k)=(zn+k¡1 + °(k)). One verifles without di–culties using
(14) that ga; gb are polynomials verifying (15). It remains to discuss their norm. Let
g(z) := 1+zn+k¡1 ¢°(k)(1=z) 2 C[z]. By assumption there holds 2¢k°(k)k = 2¢kg¡1k • 1
and thus with ° := °(k)n+k¡1 we obtain
jg(0)j = j1 + °j ‚ 1¡ 2 ¢ j°j ‚ 2 ¢ k°(k)k ¡ 2 ¢ j°j = 2 ¢ kg ¡ g(0)k:
It follows from (16) that the partial sum h of order ‘ ¡ 1 of the power series expansion
of 1=g at zero has a norm bounded by 2=[2 ¢ j1 + °j ¡ (1¡ 2 ¢ j°j)] • 2, and thus
‰‘(a; b) • k(a; b)k ¢ k(ga; gb)T k • kU (k)k ¢ khk • 2 ¢ kU (k)k:
Proof of part (b). Let g(z) := detU (k)(z), and denote by h the partial sum of order
m + n of the power series expansion of 1=g at zero. Then with V (k) := h ¢ adj U (k) we
obtain
U (k) ¢ V (k) = V (k) ¢ U (k)
= I2 ¢ g ¢ h = I2 +O(zm+n+1)z!0;
moreover, kV (k)k • khk ¢ k adj U (k)k • 2 ¢ khk. In view of (16), for establishing (b) it will
therefore be su–cient to show the relation 2¢kg¡g(0)k • jg(0)j. Let ‘ := n¡m+2k, then
we flnd polynomials ga; gb as in (15) verifying k(ga; gb)T k = ‰‘(a; b)=k(a; b)k • 2‰‘(a; b).
We have
(a; b) ¢ g = (a; b) ¢ U (k) ¢ adj U (k) = (a(k); b(k)) ¢ adj U (k) + (fi(k); fl(k)) ¢ adj U (k);
and deg g • ‘¡ 1 by (14). Consequently, g is completely determined via
z‘¡1 ¢ g +O(z‘¡2)z!1 = g ¢ (z‘¡1 +O(z¡1)z!1)
= (a; b) ¢ g ¢ (z¡m ¢ ga; z¡n ¢ gb)T
= (a(k); b(k)) ¢ adj U (k) ¢ (z¡m ¢ ga; z¡n ¢ gb)T
+(fi(k); fl(k)) ¢ adj U (k) ¢ (z¡m ¢ ga; z¡n ¢ gb)T :
With the aid of (14) one verifles that (a(k); b(k)) ¢ adj U (k) ¢ (z¡m ¢ ga; z¡n ¢ gb)T =
O(z‘¡1)z!1. Therefore,
z‘¡1 ¢ (g ¡ g(0)) = ƒ‘;2¢‘¡1(fi(k); fl(k)) ¢ adj U (k) ¢ (z¡m ¢ ga; z¡n ¢ gb)T
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which allows us to deduce the estimate
kg¡g(0)k • k(fi(k); fl(k))k¢k adj U (k)k¢k(ga; gb)T k • 4¢k(fi(k); fl(k))k¢‰n¡m+2k(a; b): (17)
Using the fact that U (k) is well-behaved, we obtain kg¡ g(0)k • jg(0)j=2, as required for
a proof of assertion (b).
Proof of part (c). Following the arguments of the proof of Beckermann and Labahn
(1998, Corollary 4.4), for establishing (c) it is su–cient to show that
jz1¡m¡n ¢ (a(z); b(z)) ¢ U (m)(z)j ‚ 1=2 for all jzj ‚ 1,
j(a(z); b(z)) ¢ U (m)(z) ¢
µ
1
0
¶
j ‚ ja(m)(0)j=2 for all jzj • 1.
For a proof of the flrst relation, notice that for all jzj ‚ 1 there holds by assumption on
U (m)
jz1¡m¡n ¢ (a(z); b(z)) ¢ U (m)(z)¡ 1j • jz1¡m¡n ¢ °(m)(z)j • k°(m)k • 1=2:
We now turn to the second relation, denote the entries of U (m) as in (8), and choose
jzj • 1. Thenflflflfl(a(z); b(z)) ¢ U (m)(z) ¢ µ10
¶flflflfl = ja(z) ¢ v1(z) + b(z) ¢ u1(z)j
= ja(m) + fi(m)(z)j ‚ ja(m)j ¡ kfi(m)k;
and it just remains to show that ja(m)j = ja(m)(0)j ‚ 2 ¢ kfi(m)k. In fact, with g(z) =
detU (m)(z) we have by assumption on U (m)
ja(m)j ‚ k(a(m); 0) ¢ adj U (m)k ‚ kg ¢ (a; b)k ¡ k(fi(m); fl(m)) ¢ adj U (m)k
‚ kgk ¢ k(a; b)k
‰m+n(a; b)
¡ 2 ¢ k(fi(m); fl(m))k ‚ jg(0)j ¢ k(a; b)k
‰m+n(a; b)
¡ jg(0)j
4 ¢ ‰m+n(a; b)
‚ jg(0)j
4 ¢ ‰m+n(a; b) ‚ 2 ¢ k(fi
(m); fl(m))k;
as required for proving part (c). 2
Proof of Theorem 4.2. As in Cabay and Meleshko (1993, Theorem 6.5), we
deflne for i 2 A [ f0g, j ‚ i, the propagation factors
U (i;i) = I2; U (i;j) =
0@ Y
‘2Aj ;‘>i
U (‘¡s‘;‘)
1A ¢ U (j¡sj ;j):
Then, in view of (fi(0); fl(0); °(0)) = 0, we obtain
(fi(k); fl(k)) =
X
j2Ak[fkg
[(fi(j); fl(j))¡ (fi(j¡sj); fl(j¡sj)) ¢ U (j¡s‘;j)] ¢ U (j;k); (18)
°(k) =
X
j2Ak[fkg
[°(j) ¡ °(j¡sj) ¢ zsj ] ¢ zk¡j : (19)
Consider flrst the term in the square brackets for flxed j. Let j0 := j¡sj . The local errors
(fi(j); fl(j)) ¡ (fi(j0); fl(j0)) ¢ U (j0;j) and °(j) ¡ °(j0) ¢ zsj consist of three parts, namely (i)
the error in the °oating point operations (9) required for building up the systems (13),
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(ii) the residual error of the \small" linear systems (13), and (iii) the error in the °oating
point operations (10) required for building up the quantities U (j) and U (j). With regard
to (iii) one shows thaty
kU (j) ¡ U (j0) ¢ U (j0;j)k • 1:01 ¢ „ ¢ (2sj + 1) ¢ kU (j0;j)k; (20)
kU (j) ¡ zsj ¢ U (j0) ¡ U (j0) ¢ U (j;j0)k • 1:01 ¢ (2sj + 2) ¢ „ ¢ (kU (j
0)k+ kU (j0;j)k): (21)
Also, bounds for the other local errors are well-known, we may summarize these flndings
in the formz
k(fi(j); fl(j))¡ (fi(j0); fl(j0)) ¢ U (j0;j)k • C(j0; sj) ¢ „ ¢ kU (j0;j)k: (22)
Similarly, for the residual °(j), one establishes an estimate of the form
k°(j) ¡ °(j0) ¢ zsjk • C(j0; sj) ¢ „ ¢ (kU (j
0)k+ kU (j0;j)k): (23)
We want to replace the term kU (j0;j)k on the right-hand side of (23). Consider the case
j0 > 0. Then U (j
0) is well-behaved. Consequently, the matrix V (j
0) introduced in Theorem
4.3(b) satisfles 1:01 ¢ (2sj + 2) ¢ „ ¢ kV (j0)k < 1=2 by assumption on †. Multiplying the
expression in the norm on the left hand side of (21) by V (j
0) leads to the estimate
kU (j0;j)k • C(1)j detU (j0)(0)j ¢ (kU
(j0)k+ kU (j)k); (24)
which is also trivially true in the case j0 = 0. A combination of (19), (23), and (24) yields
the claimed bound for k°(k)k.
In order to establish a bound for kU (i;j)k, i 2 Ak [ f0g and i • j • k, one flrst shows
as in Beckermann (1996, Lemma 5) that
kU (j) ¡ U (i) ¢ U (i;j)k • †
8
¢ kU (j0;j)k+ 4„ ¢
X
‘2Aj ;‘>i
s‘ ¢ kU (‘¡s‘;‘)k ¢ kU (‘;j)k:
(here again the conditions on † are essential). Then we multiply the term in the norm on
the left by V (i), and show by recurrence on j ¡ i that
kU (j0;j)k • 8=jdetU (j0)(0)j; kU (i;j)k • C(1)=jdetU (i)(0)j: (25)
As a consequence, the second part of the Theorem follows by combining (18), (22), and
(25). 2
Remark 4.4. We may still give another interpretation of the look-ahead strategy of
algorithm COPRIME. Suppose that U (k) is well-behaved. Using Theorem 4.3(b) it is not
yFor estimating the error in °oating point operations between matrix polynomials we use well-known
results on the error in computing a °oating point scalar product (cf. e.g., Golub and Van Loan (1993,
equation (2.4.1)), or Cabay and Meleshko (1993, Lemma 2.7 and Lemma 2.8)). Here we assume tacitly
2„ ¢m • 0:01.
zUp to a term O(„2), this estimate was established in Cabay and Meleshko (1993, Lemmas 6.1{6.3).
Later it was shown in Beckermann (1996, Section 4) that the term O(„2) may be dropped provided
that some power of m does not exceed the reciprocal of the machine precision. Also, the constant in
(22) contains the Gaussian growth factor of the matrix M
(j0)
sj which at least theoretically can be as
large as 22sj¡1. Following Beckermann (1996, Lemma 4), this growth factor may be dropped if QR{
decomposition techniques are used for solving the linear systems (13).
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di–cult to show the inequalities
min
jzj•1
k(a(k)(z); b(k)(z))k ¡ k(fi(k); fl(k))k • min
jzj•1
k(a(z); b(z))k
• [min
jzj•1
k(a(k)(z); b(k)(z))k+ k(fi(k); fl(k))k] ¢ 4j detU (k)(0)j :
Provided that the closest common root of both pairs (a; b) and (a(k); b(k)) lie in the
unit disk, we may conclude from Beckermann and Labahn (1998, Theorem 4.1) and the
above inequalities that the ratio of †(a; b) and †(a(k); b(k)) lies approximately between 1
and 4=jdetU (k)(0)j. In other words, the ideal ha(k); b(k)i provides as much information
with regard to coprimeness as the original one if j detU (k)(0)j is not too small. 2
5. Numerical Experiments
The algorithm COPRIME of Table 2 was implemented in Matlab and experiments
were run in order to verify the predicted behavior. In this section we report on the
results of some of these experiments. In all cases the experiments provide support for our
theoretical results.
In our examples, as input data we took polynomials a and b with m = deg a > n =
deg b, and with randomly chosen coe–cients. Also, each time we scaled (a; b) by a power
of two in order to obtain 1=2 • k(a; b)k • 1. The small systems of equations (13) en-
countered in algorithm COPRIME were solved using the LINPACK subroutines ZGEDI
and ZGEFA. Also, the data of the examples below have been chosen such that algorithm
COPRIME terminates successfully with m 2 A, i.e. the flnal basis U (m) together with
its associated vector U (m) have been accepted.
In order to check the efiectiveness of our look-ahead criterion, we plotted in a flrst box
the 1-norm of the inverse of the Trudi submatrix Sk(a; b), introduced in Appendix A, as a
function of the iteration index k = m¡n;m¡n+1; : : : ;m (solid line, these quantities have
been computed by Matlab using the LINPACK subroutines ZGEDI and ZGEFA). In all
examples one clearly sees the link between this quantity and its estimators kU (k)k (dotted
line) and 1=jdetU (k)(0)j (dashed line) computed by our algorithm COPRIME. In fact,
in the examples the quantity kU (k)k is always smaller but (up to some exceptional steps)
quite close to kSk(a; b)¡1k1. In addition, the other estimator 1=jdetU (k)(0)j follows quite
closely the graph of kSk(a; b)¡1k1, with the distance being connected to the quantityy
‰m¡n+2k(a; b) • ‰m+n(a; b), conflrming the results of Remark 3.1 and Theorem A.1.
In a second box, we plotted the residual errors
–k(†) := k(fi(k); fl(k))k=jdetU (k)(0)j+ k°(k)k
as a function of the iteration index k = m ¡ n;m ¡ n + 1; : : : ;m, k 2 A, for two
difierent threshold parameters † (in the case k 62 A we plotted the value of the last
accepted basis, and so a horizontal section in this plot corresponds to a jump over unstable
subproblems). The smaller threshold parameter (solid line) equals 10¡5 or 10¡6 which
has to be compared with the machine precision 2¡52 … 2:2£10¡16. In fact here we never
encountered subproblems with \large" kSk(a; b)¡1k1. We have chosen the larger threshold
yInstead of computing the quantity ‰‘(a; b) by some optimization method, we give for each example
the related quantity e‰‘(a; b) obtained by taking the 2-norm instead of the 1-norm of coe–cient vectors.
Here we only need to solve a least square problem.
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Figure 1. The plot for Example 7.1.
parameter (dotted line) such that there are no look-ahead steps (as in the usual Euclidean
algorithm). Notice that the jumps for a given threshold parameter may approximately
be predicted by drawing a horizontal line through the corresponding threshold value in
box 1.
Example 5.1. In the flrst experiment we tested for whether the jump over one slightly
ill-conditioned subproblem may lead to a signiflcant increase in precision. Here we have
chosen m = 50; n = 45, and the Trudi submatrices have a 1-condition number less than
5£104, up to the step k = 46 where we have approximately the value 2£105. Algorithm
COPRIME computed the quantities
ja(m)(0)j=kU (m) ¢ (1; 0)T k … 3:2£ 10¡4; 1=kU (m)k … 2:4£ 10¡4:
For the threshold parameter † = 10¡5 we just obtain the jump over the unstable sub-
problem k = 46, as predicted by our theory (see Figure 1). In addition, the two choices of
parameters allowed us to gain approximately one digit since –m(10¡5)=–m(10¡14) … 1=10.
Notice that the distance between the solid and the dashed polygon of the flrst box in
Figure 1 is of the same order of magnitude as the quantity e‰m+n(a; b) … 29, as predicted
by Theorem A.1. However, only both estimators together yield a reliable estimate of
kSk(a; b)¡1k1 (see iteration k = 14).
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Figure 2. The plot for Example 7.2.
Also, for this example, the additional assumption for the error analysis given in Cabay
and Meleshko (1993) aand Cabay et al. (1996b) is not verifled, namely, for the coe–cients
in the power series expansion at inflnity of a(z)¡1 we have ‰m+n(a; 0) … 9:1£106, which
has to be compared to e‰m+n(a; b) … 29. If one reverses the order of coe–cients, things
become even worse, since e‰m+n(a; b) … 28, and ‰m+n(a; 0) … 5:3£ 1031.
Example 5.2. In order to reflne the choice of the threshold parameter, we have run a
\bigger" example with m = 150, n = 149. Here by COPRIME we obtain
ja(m)(0)j=kU (m) ¢ (1; 0)T k … 2:0£ 10¡5; 1=kU (m)k … 1:7£ 10¡5:
The condition numbers of the Trudi submatrices vary between 104 and 5 £ 106, ande‰m+n(a; b) … 250. In fact, as seen from Figure 2, we gain again about two digits for the
residual –m. There are no jumps for the threshold 10¡14, whereas for † = 10¡6 we do not
accept the bases with indices 35, 49, 63, 66, 82, 93, 96{97, 100, 108, 110{111, and 117.
As displayed in Figure 2, these jumps occur partly because jdetU (k)(0)j was too small,
and partly because kU (k)k was too large.
The largest jump for † = 10¡6 is of size 2. However, for the threshold 10¡5 we would
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Figure 3. The plot for Example 7.3.
have one jump of size 18 (namely the indices 104-121) and three other large jumps
(namely 87{93, 96{102, 130{135), though we only gain for the corresponding –m a factor
1=2.
Example 5.3. Finally we have chosen polynomials a of degree m = 50 with 11 non-zero
coe–cients, and b of degree n = 49 with 10 non-zero coe–cients. Here COPRIME gives
ja(m)(0)j=kU (m) ¢ (1; 0)T k … 9:1£ 10¡4; 1=kU (m)k … 6:9£ 10¡4:
The condition number of the Trudi submatrices are in general smaller than 104. However,
for k = 8 there is a peak of approximately 108, and there are also some other peaks of
order 105 to 106, as seen in the flrst box of Figure 3. Also, e‰m+n(a; b) … 28, whereas
‰m+n(a; 0) … 3:3£ 106.
Notice that –m(10¡13) … 3£10¡4, of order of †(a; b), and thus the output of COPRIME
for this choice of threshold parameter is of no signiflcance. In terms of the notation
introduced in Section 4, the quantities U (m), U (m), are accepted, but not well-behaved
for the threshold parameter † = 10¡13.
We have chosen several threshold parameters in order to show the dependence between
accepted bases and size of the residual, the results are displayed in Table 3. Clearly, each
time we accept more bases we obtain results with poorer residual.
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Table 3. Indices of skipped bases in Example 5.3 for difierent threshold parameters.
Log10(†) Indices of skipped bases Log10(–m(†))
¡5 8; 10; 12; 14; 16; 42¡ 43; 45; 48¡ 49 ¡11:75
¡6 8; 10; 14; 16; 43 ¡10:52
¡7 8; 10; 14 ¡9:62
¡8 8; 14 ¡8:33
¡9;¡10;¡11;¡12 8 ¡7:27
• ¡13 no ¡3:34
Implementations of COPRIME in Matlab and MAPLE, along with the example poly-
nomials can be obtained via E-mail from the authors.
6. Conclusion and Future Research
We have considered the problem of determining when two univariate polynomials are
numerically relatively prime, that is, they remain coprime even after a suitable pertur-
bation of their coe–cients. In Beckermann and Labahn (1998), a parameter has been
given that improves previously existing measures based on singular values of Sylvester
matrices. We propose in the present paper to compute this coprimeness parameter in a
e–cient and numerically stable way using the algorithm COPRIME, an extension of the
Cabay{Meleshko algorithm for Pad¶e approximation.
Our method can be considered as a stabilized version of the Euclidean algorithm where
using look-ahead techniques one steps over unstable remainders. We have illustrated
with help of examples, theoretical results and numerical experiments that ill-conditioned
subproblems are detected in a reliable manner by COPRIME, whereas classical imple-
mentations of Euclid’s algorithm may sufier in flnite precision arithmetic from numerical
instabilities.
If the algorithm COPRIME fails to give a lower bound for †(a; b), then the cofactors
in the diophantine equations are too large in norm to give useful information. Further
research is desirable to give an improved lower bound for †(a; b) which can also be com-
puted in a fast, numerically stable way. Let us mention, however, that in general the
degrees of the remainders of the flnal accepted basis will be relatively small in compari-
son to the degrees of the input polynomials. Thus here it may be appropriate to employ
optimization techniques (Corless et al., 1995; Karmarkar and Lakshman, 1996) for these
remainders in order to obtain further information on †(a; b) by using inequalities as stated
for example in Remark 4.4.
In case of \small" †(a; b) our algorithm will not accept the flnal unimodular reduction
of order m|here we are faced with the problem of computing a non-trivial numeri-
cal GCD. Let us recall the following conjecture of Meleshko and Cabay (1991, slightly
reformulated): The numerical defect of the Sylvester matrix (and hence the degree of
the numerical GCD) is determined by m minus the order em of the last accepted scaled
UR of algorithm COPRIME. In addition, the numerical GCD is determined by the last
successful unimodular reduction.
Here the key observation seems to be that quite often the quantity b( em) is small in
norm, and thus a( em) is a \good" candidate for a numerical GCD. In fact, in Appendix B
we specify upper bounds for kb( em)k for insuring that a( em) is the quasi-GCD of Scho˜nhage
(1985, Task 1.4) or an ·-GCD in the sense of Corless et al. (1995), Emiris et al. (1997)
and Karmarkar and Lakshman (1996). However, an exact analysis for the computation
of numerical GCDs by the algorithm COPRIME remains a subject for further research.
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Appendix A. Condition Number Estimates for Trudi Matrices
A unimodular reduction of order k, m ¡ n < k • m, together with its associated
vector may be obtained by solving systems of equations where the (common) matrix of
coe–cients is the kth Trudi matrix with stripes of size n¡m+ k and k
Sk(a; b) :=
26666666664
am¡k am¡k¡1 ¢ ¢ ¢ a2m¡n¡2k+1
am¡k+1 am¡k ¢ ¢ ¢ a2m¡n¡2k+2
...
...
am am¡1 ¢ ¢ ¢ am¡n¡k+1
0 am am¡n¡k+2
...
. . . . . .
...
0 ¢ ¢ ¢ 0 am
bm¡k bm¡k¡1 ¢ ¢ ¢ bm¡2k+1
bm¡k+1 bm¡k ¢ ¢ ¢ bm¡2k+2
...
...
bn bn¡1 ¢ ¢ ¢ bn¡k+1
0 bn bn¡k+2
...
. . . . . .
...
0 ¢ ¢ ¢ 0 bn
37777777775
:
In other words, we drop from the Sylvester matrix S(a; b) the flrst (m¡k) columns of each
column block, and the flrst 2m¡2k rows, in particular Sm(a; b) = S(a; b). These matrices
are useful for determining the degree of a non-trivial GCD of a and b (see, e.g., Geddes et
al. (1992)). The condition number of the kth Trudi matrix is thus closely related to the
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numerical condition of the problem of determining a UR U (m) of order k together with
its associated vector U (k). Conversely, it is possible to estimate the condition number of
Trudi matrices in terms of these quantities.
Theorem A.1. Let U (k) be a scaled UR of order k and U (k) be an associated vector
of order k. Furthermore, deflne ‰‘(a; b) as in (15) (which at least in the examples of
Section 5 is not much larger than one) and ¾ := kSk(a; b)k ¢ kSk(a; b)¡1k. Then
kSk(a; b)¡1k • 2‰n¡m+2k(a; b)=jdetU (k)(0)j; (26)
1 • 1=jdetU (k)(0)j • 4¾ + 4¾2; (27)
1 • 2k(a; b)k=k(lc(a); lc(b))T k • ‰n¡m+2k(a; b)
• kU (k)k • kSk(a; b)¡1k: (28)
Proof. Estimate (26) with ‰n¡m+2k(a; b) being replaced by ‰n¡m+2k(a; 0) has been
establishedy in Cabay et al. (1996a, Theorem 4 and Corollary 6). For our reflnement
(26) one just has to modify slightly the proof of Cabay et al. (1996a, Theorem 4) along
the lines of the proofs of Beckermann and Labahn (1998, Corollaries 3.2 and 3.3). Part
(27) follows from Cabay et al. (1997, Theorem in Appendix A). Finally, for showing (28)
notice that 2k(a; b)k=k(lc(a); lc(b))T k = ‰1(a; b), and that from U (k) we may obtain a
candidate for the minimum in ‰m¡n+2k(a; b). The remaining last inequality follows from
the observation that the coe–cient vector of U (k) is the last column of Sk(a; b)¡1 (and,
similarly, the flrst column of U (k)=lc(a(k)) is related to the flrst column of Sk(a; b)¡1). 2
Following Cabay et al. (1996b) and Cabay et al. (1997), it is possible to restate a
slightly weaker form of Theorem A.1 for well-behaved numerical scaled URs and as-
sociated vectors. From Theorem A.1 we may conclude that, roughly, kSk(a; b)¡1k lies
between 1=j detU (k)(0)j and its square root. However, in numerical experiments one ob-
serves that the quantities 1=j detU (k)(0)j and kU (k)k are usually quite good estimatorsz
for kSk(a; b)¡1k even for k 62 A, see Section 5 and Cabay et al. (1997).
From the second inequality of (28) we see that|though unlikely|it may happen that
the quantity ‰‘(a; b) is large, e.g., if the zeros of both a and b are far from the unit disk.
Our algorithm will detect such cases since the norm of the associated vectors will be
large.
Appendix B. Numerical GCD Computations with the Algorithm COPRIME
The aim of this appendix is to show that in some cases our algorithm COPRIME even
furnishes a numerical GCD in a numerically stable and e–cient manner. We start by
recalling difierent concepts of numerical GCDs introduced in Corless et al. (1995) Emiris
et al. (1997), Karmarkar and Lakshman (1996) and Scho˜nhage (1985): Let · > 0 be some
parameter (usually larger than †). Following Scho˜nhage (1985, Task 1.4), a polynomial d
yRecall that ‰n¡m+2k(a; 0) is obtained by determining the flrst coe–cients of the expansion of 1=a
around inflnity. It is reported in Cabay et al. (1997, Observation 2) that this possibly quite large constant
in numerical experiments does not seem to appear in upper bounds for kSk(a; b)¡1k.
zFrom the example in Remark 3.1 we see that the use of only the estimator 1=j detU(0)j may lead to
a signiflcant overestimation of kSk(a; b)¡1k.
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is called a quasi-GCD with precision · if there exist polynomials u1; v1; u2; v2 satisfying
k(a; b)¡ d ¢ (u3; v3)k < ·; kav1 + bu1 ¡ dk < · ¢ kdk; deg u1 < m; deg v1 < n: (29)
Recently, another approach was discussed by several authors, see Corless et al. (1995,
Section 2.4), Karmarkar and Lakshman (1996, Introduction) and Emiris et al. (1997,
Deflnition 1): one flrst deflnes the degree of an ·-GCD as being the largest integer j such
that there exist polynomials ~a;~b of degree • m and • n, respectively, with GCD having
degree j, and verifying k(a; b) ¡ (~a;~b)k • ·. Then the GCD of such a pair (~a;~b) will be
called an ·-GCD.
The exact relationships between these two and other well-known concepts of a numer-
ical GCD seem to be still unclear (cf., e.g., the discussions in Corless et al. (1995, Section
2.3) and Emiris et al. (1997, Section 5) for drawbacks of the individual approaches). No-
tice also that there are no non-trivial ·-GCDs for · < †(a; b). We propose the following
Theorem B.1. Let U (k) be a well-behaved numerical scaled UR computed by the algo-
rithm COPRIME, with corresponding remainders (a(k); b(k)), and residuals (fi(k); fl(k)).
(a) If the norm of the remainder b(k) is so small that
kb(k)k+ k(fi(k); fl(k))k < · ¢ jdetU (k)(0)j=12
with · 2 (0; 1=6) then a(k) is a quasi-GCD with precision · in the sense of Scho˜nhage.
(b) If the norm of the remainder b(k) is so small that
2 ¢ kb(k)k+ (2 + 4 ¢ ‰n¡m+2k(a; b)) ¢ k(fi(k); fl(k))k • · ¢ jdetU (k)(0)j
then the degree of an ·-GCD is at least equal to m¡ k.
(c) If jdetU (k)(0)j > 4 ¢ ‰n¡m+2k(a; b) ¢ · then the degree of an ·-GCD will be not
larger than m¡k. If in addition the inequality of part (b) holds then a(k) is also an
·-GCD.
Proof. (a) We flrst recall from Deflnition 4.1 that (a; b)¢U (k) = (a(k); b(k))+(fi(k); fl(k)).
In the proof of Theorem 4.3(b) (see (17)) we have shown that for g(z) := detU (k)(z)
there holds kg(z)¡ g(0)k • jg(0)j=2. With help of (16) we may flnd a polynomial h with
kh ¢ g ¡ 1k • 2·=3, and khk • 2=jg(0)j. Deflning V := h ¢ adj U (k) we obtain
kV k • khk ¢ k adj U (k)k • 4jg(0)j ; kU
(k) ¢ V ¡ Ik = kh ¢ g ¡ 1k • 2·
3
:
It follows that
k(a; b)¡ (a(k); 0) ¢ V k • k(a; b)k ¢ kU (k) ¢ V ¡ Ik+ (kb(k)k+ k(fi(k); fl(k))k) ¢ kV k < ·:
Consequently, the flrst row (u3; v3) of V verifles (29) with d = a(k). Furthermore,
k(a; b) ¢ U (k)k ¢ kV k ‚ k(a; b)k ¡ 2·
3
¢ k(a; b)k ‚ 1
2
¡ 2·
3
;
and thus
ka(k)k ‚ k(a; b) ¢ U (k)k ¡ (kb(k)k+ k(fi(k); fl(k))k) > jg(0)j
8
¢ (1¡ 2·) ‚ jg(0)j
12
‚ kfi
(k)k
·
:
Denoting the flrst column of U (k) by (v1; u1)T , the degree requirements of (29) are valid
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according to (14), and ka ¢ v + b ¢ u ¡ a(k)k • kfi(k)k < · ¢ ka(k)k, as required for the
quasi-GCD of Scho˜nhage.
(b) Notice that the polynomials (~a;~b) = a(k) ¢(u3; v3) from part (a) will in general have
a too high degree to be taken into consideration for an ·-GCD. By slightly modifying
the approach of part (a), let ~V := (1=g(0)) ¢ adj U (k), where as before g = detU (k). Then
using (17) we obtain
k(a; b)¡ (a(k); 0) ¢ V k • k(a; b)k ¢ kU (k) ¢ ~V ¡ Ik+ (kb(k)k+ k(fi(k); fl(k))k) ¢ k ~V k
• k(g ¡ g(0)=g(0)k+ 2 ¢ (kb(k)k+ k(fi(k); fl(k))k)=jg(0)j < ·;
showing part (b).
(c) We will use a similar argument as in the proof of Beckermann and Labahn (1998,
Lemma 2.1): Let (~a;~b) have a GCD of degree larger than m¡ k. Then the Trudi matrix
Sk(~a;~b) is known to be singular, and thus
k(a¡ ~a; b¡ ~b)k ‚ kSk(a¡ ~a; b¡ ~b)k = kSk(a; b)¡ Sk(~a;~b)k ‚ 1kSk(a; b)k :
It remains to be shown that the latter quantity is larger than · by assumption on
detU (k)(0). This inequality follows from the estimates for the norm of Trudi matrices in
terms of (exact) scaled URs as stated in (28) of Appendix A. The extension to numeric
URs is possible but quite technical|we omit the details. 2
Recall that the look-ahead criterion of algorithm COPRIME is just designed to keep the
quantity k(fi(k); fl(k))k=jdetU (k)(0)j small. Thus, after having found an accepted scaled
UR U (k) by algorithm COPRIME, we may check whether the quantity kb(k)k=jdetU (k)(0)j
is smaller than a given threshold parameter ·, which indicates that a(k) is the correspond-
ing quasi-GCD with precision · (and possibly also an ·-GCD) of the given polynomials a
and b.
Theorem B.1(b) has to be compared with Emiris et al. (1997, Algorithm 2 and Propo-
sition 13) where also a lower bound for the degree of an ·-GCD is derived using Euclid’s
algorithm with a particular stop criterion. However, their algorithm does take into ac-
count the problem of flnite precision arithmetic.
Upper bounds for the degree of an ·-GCD have been obtained in Corless et al. (1995)
and Emiris et al. (1997, Algorithm 1) using SVD decompositions of the Sylvester matrix
and of suitable submatrices. The bounds obtained from algorithm COPRIME via Theo-
rem B.1(c) will probably be weaker; however, they are obtained in a more e–cient and
as well numerically stable manner.
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