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Development of a longitudinal data base 
for tracking and analysis of attrition data 
Cheryl Lynn Moller-Wong 
Under the supervision of Larry H. Ebbers 
From the Department of Professional Studies in Education 
Iowa State University 
This study examined factors related to student persistence in college, with particular 
attention to engineering students. All direct from high school and transfer students who 
entered a large midwestem university in the engineering college were tracked through 
fourteen semesters and sunmier sessions between fall 1990 and spring 1995. The study was 
conducted for the following goals and purposes; 
(1) To assemble and design a data base that would allow for the characterization and 
tracking of all undergraduate engineering students. 
(2) To examine the relationships between significant variables in a model that could 
identify students potentially at risk of attrition. 
(3) To provide baseline retention data that could be compared to data from other cohort 
years and after retention initiatives are implemented. 
In order to accomplish these objectives it was necessary to obtain and reformat a very 
large data base. A dependent variable called "category of risk" was established to classify 
students according to their progress toward the goal of completing their engineering 
degrees. 
Statistical analyses were performed to provide college-wide, descriptive information. 
Methodologies were developed to predict which students were likely to be lost due to 
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attrition. It was believed that if students who were at higher risk for attrition could be 
identified early in their college careers, appropriate interventions could be developed to 
reduce the likelihood of attrition. 
The approach taken in this study was supported by the information found in the 
review of the literature. The articles reinforced the necessity for individual colleges or 
institutions to monitor, analyze, and to the greatest extent possible predict student retention. 
The study will add to the current body of knowledge about retention and contribute to the 
spectrum of ideas that feed into the various theories of retention. It could also serve as a 
model for other universities interested in developing similar data bases or descriptive, 
predictive, or comparative measures. The statistical methods used in this research could be 
adapted to other sets of independent and dependent variables. 
11 
TABLE OF CONTENTS 
Page 
LIST OF TABLES v 
LIST OF FIGURES vii 
CHAPTER! INTRODUCTION 1 
Background Information 1 
Need for the Study 3 
Purpose of the Study 4 
Limitations of the Study S 
Definition of Terms 5 
Summary 6 
CHAPTER n. REVIEW OF LITERATURE 7 
Introduction 7 
Survey of College Attrition Literature 7 
Identification of Attrition Factors 8 
Background 9 
Organizational 10 
Academic and Social Integration 11 
Attitude and Motivation 12 
Institutional Fit and Commitment 13 
Student Tracking and Classification Systems 14 
Issues of Concern in Colleges of Engineering 16 
Summary 18 
iii 
Page 
CHAPTER in. METHOD 19 
Introduction 19 
Selection of Sample 19 
Summary of Data Collected 20 
Determination of Risk Categories 21 
Procedure 22 
Data Analysis 23 
Descriptive Statistics 24 
Predictive Statistics for the Risk Factor 24 
Overview of Logistic Regression 25 
Variables Used in Logistic Regression Analysis 26 
Ad Hoc Indexing System 26 
Probability of Being in a Particular Risk Category 28 
Cluster Analysis 28 
Exemplary Case Studies 28 
Comparative Statistics 31 
CHAPTER IV. RESULTS 32 
Introduction 32 
Sample Representativeness 32 
Independent and Dependent Variables 32 
Descriptive Statistics 33 
Logistic Regression 35 
Predictive Statistics 55 
Ad-Hoc Indexing Procedure 56 
iv 
Page 
Probability of Being in a Particular Group 56 
Cluster Analysis 60 
Comparative Statistics 61 
CHAPTER V. DISCUSSION 62 
Verification of Results 63 
Suggestions for Further Research and Intervention 66 
REFERENCES 68 
ACKNOWLEDGMENTS 73 
APPENDIX 74 
V 
LIST OF TABLES 
Page 
Table 1: Number of observations used in logistic regression model each 21 
semester: Fall 1990 - spring 1995 
Table 2: Engineering retention analysis - frequency and percent of students 22 
in each risk category 
Table 3: Independent variables and the corresponding abbreviation used in 27 
logistic regression 
Table 4: Risk of attrition comparison of Student "A" and Student "B" using 30 
indexing procedure 
Table S: Risk of attrition comparison of Student "A" and Student "B" using 30 
predicted probability of being in the high risk category 
Table 6: Descriptive statistics for longitudinal tracking of students in the 34 
fall 1990 cohort 
Table 7: Fall 1990: Logistic regression assessing model fit, maximum 37 
likelihood estimates, predicted probabilities and observed responses 
Table 8: Spring 1991: Logistic regression assessing model fit, maximum 38 
likelihood estimates, predicted probabilities and observed responses 
Table 9: Summer 1991: Logistic regression assessing model fit, maximum 39 
likelihood estimates, predicted probabilities and observed responses 
Table 10: Fall 1991: Logistic regression assessing model fit, maximum 40 
likelihood estimates, predicted probabilities and observed responses 
Table 11: Spring 1992: Logistic regression assessing model fit, maximum 41 
likelihood estimates, predicted probabilities and observed responses 
Table 12: Sununer 1992: Logistic regression assessing model fit, maximum 42 
likelihood estimates, predicted probabilities and observed responses 
Table 13: Fall 1992: Logistic regression assessing model fit, maximum 43 
likelihood estimates, predicted probabilities and observed responses 
Table 14: Spring 1993: Logistic regression assessing model fit, maximum 44 
likelihood estimates, predicted probabilities and observed responses 
Table 15: Sununer 1993: Logistic regression assessing model fit, maximum 45 
likelihood estimates, predicted probabilities and observed responses 
Table 16: Fall 1993: Logistic regression assessing model fit, maximum 46 
likelihood estimates, predicted probabilities and observed responses 
vi 
Page 
Table 17: Spring 1994: Logistic regression assessing model fit, maximum 47 
likelihood estimates, predicted probabilities and observed responses 
Table 18: Sunruner 1994: Logistic regression assessing model fit, maximum 48 
likelihood estimates, predicted probabilities and observed responses 
Table 19: Fall 1994: Logistic regression assessing model fit, maximum 49 
likelihood estimates, predicted probabilities and observed responses 
Table 20: Spring 1994: Logistic regression assessing model fit, maximum 50 
likelihood estimates, predicted probabilities and observed responses 
Table 21: Factors which were elitninated from consideration by logistic 53 
regression analysis 
Table 22: Factors identified by logistic regression which lead to a lower risk 54 
for attrition 
Table 23: Factors identified by logistic regression which lead to a higher risk 55 
for attrition 
Table 24: Indexing procedure to predict risk for student attrition from 57 
engineering 
Table 25: Sample calculation of the value of the estimated risk of an event from 58 
fall 1990 logistic regression analysis 
Table 26: Predicted probability of being in a particular risk category or higher 59 
as determined by SAS analysis 
Table 27: Predicted probability of graduating in engineering in five years, 60 
remaining in engineering, remaining or graduating from the university, 
and leaving the university altogether 
Table 28: Overall student success and risk of attrition analysis compared: 64 
Frequency and percent of students in each category 
vii 
LIST OF FIGURES 
Page 
Figure 1; Iowa State Utiiversity and national engineering enrollment from 2 
1974 to 1994 
Figure 2: Summary of factor parameter estimates from logistic regression 52 
analysis of category of risk 
Figure 3; Summary of factor parameter estimates from logistic regression 65 
analysis of student success 
1 
CHAPTER I. INTRODUCTION 
Background Information 
The College of Engineering at Iowa State University (ISU) is the eleventh largest 
engineering college in the United States (American Society for Engineering Education, 
1993). Engineering enrollment in fall 1994 was 4,260 undergraduate and 796 graduate 
students (Iowa State University, 1994). Figure 1. demonstrates that engineering enrollment 
over the last twenty years has been somewhat cyclic both at ISU and nationally. After 
some significant peaks and valleys, engineering enrollment has remained fairly stable for 
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the last three to five years. 
Student enrollment both nationally and at Iowa State University is a function of two 
important elements; how many students (direct from high school and transfer) opt to start a 
degree program (recruitment) and how many current students choose to continue toward 
their degree (retention) each year. Recruitment is primarily the responsibility of the 
Admissions Office at Iowa State. However, engineering faculty, staff, and students occa­
sionally visit high schools or attend career fairs. They also play a major role in recruitment 
when prospective students and their families visit the campus. Retention is primarily the 
responsibility of the college in which the student enrolls. Although other campus support 
units (e.g., the Dean of Students Office and the Department of Residence) play a major role, 
retention is most often associated with the students' academic department or college. 
Student retention is important. Studies have shown that it is much more expensive to 
recruit a new student than it is to keep a current one (Ferguson, Wisner, and Discenza, 
1986). In addition, if students are not successful in completing their degrees, there are 
some serious personal and institutional implications. For students, there is a negative 
stigma associated with not completing the degree as well as long-term financial and 
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professional considerations. For colleges and universities, student attrition raises questions 
about the institutional priorities, particularly those of teaching and student development. In 
recent years, retention rates have been cited as one of the critical measures of institutional 
effectiveness (El-Khawas, 1992; Tinto, 1994). Educational stakeholders (e.g., taxpayers, 
legislatures, parents) have assumed greater oversight authority and have demanded more 
accountability from public institutions (Upcraft, Gardner, and Associates, 1989). Student 
retention rates are a popular measure upon which institutional comparisons are made and 
effectiveness judged. 
Need for the Study 
Persistence in college, particularly in colleges of engineering, is an important issue to 
educators, professionals, and the general public. This study was needed to explore the 
relationship between persistence and students' high school background, academic perform­
ance, and overall satisfaction with the college experience. It is also a fact that enrollment 
numbers translate into tuition dollars, which in turn pay for salaries, supplies, and operating 
expenses; therefore, it is important in the planning process that colleges and universities 
know how many students are likely to retum each year. 
This study was approached with the following considerations: 
1) Academic units within an institution need to perform a self-assessment to identify 
the particular factors that lead to student attrition. In order to perform this assessment, a 
data base system was needed that would allow continuous, longitudinal tracking of students 
through their college careers. 
2) A positive impact on retention could be experienced if a diagnostic tool were 
developed that could identify students who are potentially at risk of leaving the institution. 
Analysis of the information contained in the data base would enable better understanding of 
not only the parameters associated with student success, but would provide diagnostic 
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infonnation and criteria for intervention. Retention intervention strategies could then target 
individuals and groups identified through this methodology. Finally, completing the feed­
back loop, retention interventions could be assessed and modified based upon analysis of 
the results as characterized by positive changes in the data base information. 
Purpose of the Study 
The purposes of this study are as follows: 
(1) To assemble and design a data base that would allow for the characterization and 
tracking of all undergraduate students in the College of Engineering at Iowa State 
University. The procedure would involve the management of a significant amount of 
retrievable student data, to provide quantitative basis for decision making. 
(2) To examine the relationships between significant variables enabling the formation of a 
model that could identify students potentially at risk of attrition. 
(3) To provide baseline retention data which could be compared to similar data after 
retention initiatives are implemented. The comparative data would allow for the 
evaluation of various initiatives and their impact on student retention. 
In order to accomplish these objectives it was necessary to: 
• Obtain and reformat a very large data base to meet the size specifications 
and system software requirements, 
• Develop and assign a "category of risk" variable to each student file, 
• Perform statistical analyses and design model building methods to 
characterize and predict student attrition, and finally 
• Interpret results and suggest intervention strategies. 
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Limitations of the Study 
The major limitation of the study is that it was conducted using only the fall 1990, 
entering engineering students at Iowa State University. Therefore, generalizing the fmdings 
to other colleges or universities should be approached with caution. Secondly, in order to 
categorize all students, it was necessary to assume that all students leaving the institution 
prior to earning the degree were non-persistors. The reality of these situations may be that 
some of these students left because they had met their academic objectives at Iowa State 
(e.g., got into law school early, transferred to another institution) or they may have left the 
institution for non-academic reasons (i.e., health). These limitations should be considered 
when reviewing the results of this study. 
Definition of Terms 
The terms presented are pertinent to the study and clarified for the reader. 
Attrition: 
Matriculate: 
Non-persistor: 
Persistence: 
A voluntary reduction or decrease in the number of students enrolled at a 
college or university due to dropping out or transfer. In general, attrition 
is measured after the first year and again four or five years after a student 
matriculates. 
To enroll as a student in a college or university. Generally associated 
with the transition from either high school or a transfer institution to the 
university. 
A student who leaves the institution prior to earning a degree in either 
the engineering college or any other college. 
Students' ability to endure and continue steadily toward their educational 
goals demonstrated by successfully completing a college degree. This 
term may be used interchangeably with retention. 
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Retention: A continuation of enrollment in a college or university. Retention rates 
are calculated as the number of students remaining at a certain time 
divided by the total number of students enrolled at the beginning. This 
term may be used interchangeably with persistence. 
Summary 
To achieve the objectives described above, this study will begin with a review of lit­
erature related to student attrition, classification and tracking systems, and engineering 
student attrition. A review of the literature pertaining to the history and current trends in 
student attrition is important in understanding the focus of this study. Methods employed to 
accomplish the objectives will be the subject of the third chapter, and results of the study 
will be presented in chapter four. The study will conclude with a discussion of the findings 
and the resultant suggestions for implementation and further study. 
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CHAPTER II. REVIEW OF LITERATURE 
Introduction 
This chapter presents a review of some of the pertinent literature and research on the 
factors pertaining to the attrition of students at colleges and universities in the United 
States. The chapter will summarize methods used to identify and track students who are at 
risk of leaving college before they obtain their degree, with a special emphasis on the 
impact of retention for engineering colleges. The chapter is divided into four sections with 
accompanying subsections: 1) Survey of College Attrition, 2) Identification of Attrition 
Factors, 3) Student Tracking and Classification Systems, 4) Issues of Concern in 
Colleges of Engineering. 
Survey of College Attrition Literature 
For many years, researchers have been interested in and documenting undergraduate 
degree attainment. Inherent in the research are student attrition rates which have always 
been a concern to colleges and universities. The choice of adjectives to describe attrition 
have changed from "mortality" and "elimination" in the boom years of the 1950's and 
1960's to "persistence," and "retention" in the retrenchment and institutional self-
preservation years from the 1970's to today. 
In one of the earlier attrition studies, McNeeley (1938) found that the overall loss of 
students before graduation was 45 percent. A 45 to 50 percent completion rate has been 
replicated by study after study since then (Iffert 1958, Cope and Hannah 1975, Pantages 
and Creedon 1978, Tinto 1989, and Dodge 1991). Porter (1990) found that only 41 percent 
of the students in the National Center for Education Statistics' "High School and Beyond" 
data base completed a bachelor's degree within six years of their high school graduation. 
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Student attrition occurs most often during the first year of study. Myers (1981) found 
that of the students who drop out during their first year, half drop out during the first six 
weeks. Additional studies have found that about one-third of full-time entering freshmen 
nationwide are not at the same institution one year later (Beal and Noel, 1980; Noel and 
Levitz, 1983). The number of students leaving does taper off after the first year. Levitz 
and Noel (1989) found that attrition decreases almost SO percent with each passing year of a 
student's education. 
In recent years, there has been increased concern because the number of traditional 
college-age students (18-22 year-olds) is declining. The profile of students enrolled in 
higher education today is more diverse in academic preparation, family background, 
ethnicity, and age (Levitz and Noel, 1989; Noel, Levitz, and Saluri, 198S). But despite sub­
stantial changes in the college population and in patterns of matriculation over the last sixty 
years, attrition rates have been static. Morning (1991) recently confirmed that only about 
40 percent of all students are graduated from the college they enter as freshmen, and nearly 
half of all four-year college freshmen continue to fail to receive the first degree. 
To understand the reasons why students leave college and the extent to which 
retention intervention programs can affect student attrition rates, it is necessary to identify 
the influencing factors. 
Identification of Attrition Factors 
It is necessary and desirable to identify the sets of factors that influence attrition 
decisions for as many individuals and subgroups at the institution as possible. In previous 
studies, lists of variables affecting attrition have surpassed fifty items. Any one of those 
variables may be the key reason students drop out, however, it was considered necessary to 
group variables into types or clusters of topics which could be described efficiently. Tinto 
(1993) has suggested that four clusters of factors lead to attrition: adjustment, difficulty. 
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incongruence, and isolation. Bean (1986) proposed a longitudinal model of the types of 
factors affecting attrition. In this model, variables were classified into one of eight groups: 
1) background, 2) organizational, 3) academic integration, 4) social integration, 5) envi­
ronmental pull, 6) attitudes, 7) grade point average, and 8) institutional fit and commit­
ment. In Bean's model, each of the eight factor groups feed into a student's decision or 
intent to remain in or leave college. 
For this study, a classification method was used to organize factors into five groups: 
background, organizational, academic and social integration, attitude and motivation, and 
institutional fit. The multitude of research on attrition factors which follows is covered in 
the appropriate category. 
Background 
The background variables existed for students prior to enrollment at a college or 
university. They include education plans and goals, academic preparedness, parental 
support, as well as family responsibilities, finances, and work. The first decision a student 
must make is which college to attend. Researchers have found that there is a complex web 
of family background factors which influence college choice and choice of major. 
Much of the research on attrition has focused on demographic and background 
variables. This is understood when one considers that enrollment trends show that between 
30 and 40 percent of the freshmen are deficient to some degree (Moore and Carpenter, 
1985) and approximately one-quarter of all freshmen take remedial coursework in mathe­
matics, writing, or reading (U. S. Department of Education, 1985). 
Feldman (1993) cited background data such as gender, ethnicity, age, high school 
grade point average, basic skills needs, and educational goals among the critical pre-
enrollment predictors in retention of first-year students. In their study on benchmark 
factors in student retention, Waggener and Smith (1993) found that the initial enrollment 
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decisions were based on pre-college characteristics of encouragement from family 
members, how far the student lives from school, the fact that the student does not have 
children, the belief in self to succeed, and the need for increased math and study skills. 
Background is especially important for students with weak high school preparation as they 
tend to face greater problems in meeting the academic demands of college work (Tinto, 
1993). 
Organizational 
Organizational variables refer to how processes like admissions, scheduling, fmancial 
aid, and academic and social services have met the students needs. Recent data indicate 
that most students (68 percent) apply to two or more colleges (Astin, Kom, and Berz, 1990) 
and therefore have the opportunity to compare and contrast the faculty, services, and envi­
ronment of several institutions. Communications are important in providing information 
and follow-up when needed. However, the primary determining factor may be the compe­
tence and responsiveness of the institution's people. Everyone from the telephone operator 
to the faculty, advisors, and administrators are critical in creating a quality, student-oriented 
environment. From these interactions, individuals will assess the potential fit or lack of fit 
between their needs, interests, and preferences and those of the institution. Furthermore, 
students will share their disillusionment and concerns about the institution with their 
relatives or friends in high school, and this would affect future recruitment negatively. 
Students' perceptions of the college environment have been found to mature as they 
progress from freshman to senior years. Initial perceptions are shaped by an institution's 
attention to details, follow-up on requests, and the feeling that someone is interested in 
them as an individual. Well-designed, extended orientation programs were found to have a 
significant, positive impact on student retention when they were taught during the students 
first year in college (Lenning, Heal, and Sauer, 1980). As students move toward their 
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junior and senior years, their persistence is shaped increasingly by educational issues like 
quality of teaching, advising, coursework, and student contact with the faculty (Neumann 
and Neumann, 1989). 
Academic and Social Integration 
Academic and social integration variables are important in students feeling a part of 
the campus. In this context, integration refers to the students' ability to develop a social life 
at school, make close friends, establish contact with faculty members, and demonstrate 
appropriate study skills. 
An extensive body of research exploring student to student and student to faculty 
contacts on college persistence demonstrates that the degree and quality of personal inter­
action are vital (Tinto, 1975; Pascarella and Terenzini, 1977 & 1991; Pascarella, 1980; 
Munro, 1981; Stoecker, Pascarella, and Wolfle, 1988). Student social adjustment and 
integration may be hampered by the inability of individuals to separate themselves from the 
past associations such as the local high school and its related peer groups (Christie and 
Dinham, 1991). But to paraphrase the work of Pascarella and Terenzini (1980), most with­
drawals are more a reflection of what occurs on campus after entry than it is of what has 
taken place before entry. And of that which occurs after entry, the absence of contact with 
others proves to matter most (Pace, 1984). Involvement with one's peers and with the 
faculty both inside and outside the classroom leads students to exert greater effort to leara. 
It follows that students who leam are more likely to want to remain in college in order to 
continue learning. 
Of particular importance is the faculty behavior in the classroom because it not only 
influences academic performance and perceptions of academic quality, it also sets the tone 
for further interactions outside the classroom (Astin, 1993). In the past few years, there has 
been increased awareness of the importance of teaching and learning styles in the college 
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classroom. Tompkins (1990) offered several "rules of thumb" for college teaching, which 
include: 1) trust the students, 2) talk to the class about the class, and 3) don't be afraid to 
try new things. A noted chemical engineering professor (Felder, 1993) has developed a 
series of workshops to encourage faculty to focus on effective teaching. In addition, there 
are many efforts currently underway to develop faculty member's understanding of 
educational pedagogy, learning communities, and student development. 
Attitude and Motivation 
Attitudes are important is gauging satisfaction with the institution. Measures like 
self-confidence, sense of development, and individual stress experienced in the college 
environment influence the decision to stay or leave. In some cases, students leave without 
giving themselves a chance to adjust to the demands of college life. Presumably, high goals 
and strong conunitment will lead students to persist in very difficult circumstances. 
Conversely, modest goals or weak conunitments may lead to withdrawal. Individual 
personality, coping skills, and the character of past educational and social experiences 
frequently are linked to problems with persistence (Pantages and Creedon, 1978). 
Students may have many varied reasons for opting to pursue a degree in engineering. 
Kelly (1992), at the University of Edinburgh, used a questionnaire to elicit freshmen expec­
tations and motivations for studying engineering. Some of the reasons freshman cited for 
studying engineering were related to the field itself (e.g., enjoy designing things, interest in 
the way things work). However, two other strong motivators were identified (good job 
prospects and the perception that engineering is practical rather than theoretical). 
To address the individual differences that may put students at risk of attrition, 
instruments like the Learning and Study Strategies Inventory (1987), which attempt to 
measure attitude, motivation, and other items, have been developed. These student aware­
13 
ness inventories and intervention strategies are most effective if they are utilized within the 
first year of enrollment. 
Institutional Fit and Commitment 
Institutional fit and commitment can arise before entry as a result of family traditions, 
from family or peer pressure, or from the perception that graduation from a specific 
institution enhances one's chances for a successful career. Cope and Hannah's (1975) 
review of research on student goal conunitments led them to conclude that of all personal 
attributes studied, "personal commitment to either an academic or occupational goal is the 
single most important determinant of persistence in college." Knowledge of students' insti­
tutional conunitment enables one to further distinguish between those who stay and those 
who leave (Pascarella and Terenzini, 1980). 
Institutional fit also can be judged by performance measures like a student's earned 
grade point average or the number of credits completed in the first year. Performance is the 
measure of how background and academic variables have come together. Academic 
performance and success was found to be the most important factor in a student's decision 
to return for the sophomore year (Waggener and Smith, 1993). 
Nearly 3,000 studies have been conducted over the last twenty years on the effects of 
college on students (Pascarella and Terenzini, 1991). While retention has received an 
extraordinary amount of attention nationally, it is important for institutions to develop a 
system of monitoring retention statistics. This kind of system permits the classification and 
tracking of students through an array of retention categories. It provides important data for 
research and critical information for evaluation of academic and administrative policies, 
procedures, and programs. 
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Student Tracking and Classification Systems 
Tracking the specific and individual attrition-related factors for a large number of 
students requires considerable planning, skill, and effort because the targets being tracked 
are changing constantly. Students' goals, preparedness, and other factors will deviate from 
year to year; therefore, efforts to monitor the effectiveness of recruitment and retention 
programs must be continuous. Classification of students into various categories is 
necessary to recognize the fact that students have a variety of reasons for no longer being at 
the institution. Dolence (1991) has suggested seven such classification categories: 
persisters, graduates, attainers, transfers, stop-outs, dropouts, and dismissals. 
In addition to classification systems, various data base tracking approaches have been 
applied at different institutions. They include longitudinal data bases, interactive inquiry 
models, and autopsy studies. 
Longitudinal data base development and management are the subjects of Howard and 
Rogers' (1991) plan to evaluate recruitment and retention programs. They outline the 
necessary steps in linking with other operating systems in the university, defining the 
appropriate cohorts, and updating the longitudinal tracking system each semester. If the 
purpose of a longitudinal tracking system is to determine whether retention efforts focused 
on the freshman year are having an impact, comparison of several cohorts may provide 
useful trend data. But as Hossler (1991) noted, attribution of increases or decreases in 
student enrollments to any single activity is difficult. Repeated evaluation of programs and 
examinations of patterns over time is needed to determine the effectiveness of recruitment 
and retention programs. The advantage to a longitudinal tracking system is that retention 
and withdrawal rates can be monitored for each cohort, and academic prediction studies can 
be performed to derive prediction equations or categories of risk for attrition. The primary 
disadvantage of this approach is that an entirely new data base must be designed to accom­
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modate the necessary information and a considerable amount of maintenance and updating 
must be performed each semester. 
Glover and Wilcox (1992) described an interactive model for studying student 
retention developed at the University of Hartford. The model was a microcomputer-based 
approach to retention analysis. It enabled users to test hypotheses about high- and low-risk 
student sub-populations using a simple system of menus and screens. The model required 
the development of categories for outcome measures. The categories were: 1) still 
attending or recipients of four-year degrees; 2) still attending the university and completing 
at least one credit hour; 3) full-time students who completed twelve or more credits; 
4) recipients of four-year degrees; and 5) recipients of two year degrees. Based on these 
categories, multiple linear regression was performed to derive prediction equations and 
determine the accuracy of the model. This approach allows for the same advantages and 
disadvantages as the longitudinal data base approach. However, in addition it provides 
users the opportunity to interactively query the data base for pertinent information. 
Braxton, Brier, and Hossler (1988) studied the accuracy of information provided by 
students after they left the university. The advantage to this research approach is that once 
the data is obtained through either survey or interviews, it is relatively easy to summarize 
the rather compelling findings. The primary disadvantages were the difficulty of contacting 
students after they left the institution and the lack of comparison between students who 
persist and students who withdraw. Therefore, the researchers concluded that the findings 
from post-hoc or "autopsy" attrition studies or exit interviews should be used cautiously. 
The determination of which system is best is an individual choice for each institution. 
While institutions can and should learn from one another's experience, it remains the case 
that each institution must assess for itself the particular attributes of student departure from 
its campus. Only in that manner can institutions identify and accurately target specific 
16 
forms of actions to the task of student retention. In colleges of engineering, further refme-
ment of the definition of retention may be required. 
Issues of Concern in Colleges of Engineering 
Engineering retention has been a continuing matter of concem to both engineering 
education and the engineering profession over the years (LeBold & Ward, 1988). Over 
sixty years ago the "Wickenden" report of the Investigation of Engineering Education 
(1934, p. 1242) noted that 
.. .40% did not survive to enter the sophomore year; similarly 30% of the 
sophomores and 25% of the juniors were eliminated and 16% of the seniors 
did not graduate; i.e., only 28% of the freshmen graduated in four years. 
Several national studies of engineering retention have been conducted (LeBold & 
Ward, 1988; Shell, LeBold, Linden, & Jagacinski, 1985). Engineering attrition has been 
defmed, estimated, and calculated in a variety of ways. This section will address the 
reasons for particular concem about engineering retention and current programs to address 
the problem. 
A large number of students who initially enroll in engineering programs switch to 
another program at the university. Baker (1988) suggested that there may be too much 
emphasis on engineering retention as opposed to university retention. It is recognized that 
engineering colleges must develop a retention strategy for their programs; however, 
students transferring to other university majors should not be charged as losses. In fact, 
switching majors should be viewed as positive self-development rather than an undesirable 
circumstance. In a study of external factors that affect retention of engineers, Jakubowski, 
Lovett, and Ehasz-Sanz (1988) found that approximately 75 percent of all students who 
start in engineering eventually graduate, but not necessarily in engineering. They also 
found that students who graduate from the engineering college had final overall grade point 
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averages that were approximately equal to the first quarter's earned grade point average. 
They conclude that the freshman year is the critical year for engineering students and that 
grade point average was the best indicator for potential success. Other studies support the 
conclusion that the freshman year is critical. 
LeBold and Ward (1988) found the best predictors of engineering persistence were 
the first and second semester college grades and cumulative grade point averages. They 
also reported that the pre-college engineering persistence predictors were math, science, 
and English grades, as well as high school rank. They also found that student self-
perceptions of math, science, and problem-solving abilities were strong predictors of 
engineering persistence. In describing action-oriented programs for women and minorities 
in engineering, Daniels, LeBold, and Blalock (1988) describe several activities and 
principles that have emerged as critical links to engineering student success. They include; 
support networks, role models, focus on careers and the work environment, intern and 
cooperative education programs, and a comprehensive evaluation and goal-setting program. 
Many students drop out of engineering for reasons other than academic difficulty, 
before they are ever exposed to their engineering major. Sheahan and White (1990) report 
that a portion of engineering attrition may be attributed to the fact that each generation of 
engineering students has been required to negotiate an obstacle course more demanding 
than that faced by the previous generation. Many students simply do not like the volume 
and level of coursework they see awaiting them. The authors conclude that we can't 
prevent top students from leaving engineering, but we can reduce its likelihood by trying to 
control the requirements in engineering curricula and working to improve teaching 
methodologies. 
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Summary 
A review of the literature has illustrated that attrition has in the past, and will in the 
future, continue to be an important topic of research and concem to colleges and 
universities. The literature also has demonstrated that there are a great many factors that 
may affect students' decisions to leave. Some researchers have concluded that among the 
most important factors are background variables and first-year performance measures. The 
same conclusions were drawn from studies that focused on attrition factors related specif­
ically to engineering students. 
Several systems of student tracking were reviewed and were found to have various 
advantages and disadvantages. Longitudinal tracking seemed to offer the most promise for 
the comprehensive and comparative measures necessary for administrative decision 
making. 
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CHAPTER III. METHOD 
Introduction 
The sequence of events necessary to prepare, conduct, and analyze this study are 
sununarized in this chapter. The sample selection, data base design and creation, and 
generation of descriptive, predictive, and comparative measures occurred during the 1994-
95 academic year. The predictive models will be described and demonstrated using two 
hypothetical student examples. With the cooperation and support of the College of 
Engineering at Iowa State University, implementation of retention initiatives and measure­
ment of the impact of such initiatives will continue for many years. 
Selection of Sample 
Approval for this research was received from the Iowa State University Human 
Subjects Review Conunittee and the Office of the Registrar (Appendix). The university 
registrar's office maintains a complete relational data base on all students enrolled at Iowa 
State University. Several subsets of information, such as admissions, fmancial aid, transfer 
records, class schedules, and semester-by-semester academic records, are available to 
college and university personnel who have a need to know this information. In addition, 
three times per year, the registrar provides a download of current students enrolled in each 
college. This download contains data for students enrolled for a particular semester but 
does not provide longitudinal information to track students during their entire time in 
college. Although the information needed to track students is available, it exists as bits and 
pieces in numerous data sets. It was determined that, using the data bases described above, 
a new data set could be created which would allow for longitudinal tracking of performance 
measures over the entire period of enrollment at the university. 
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For this study, students who enrolled for the first time in the College of Engineering 
at Iowa State University in the fall of 1990 were selected. All students who transferred 
from another university or entered directly from high school were retained in the study. 
Student social security numbers were used as the common identifier between the registrar's 
fall 1990 download and each of the other semester download files for the fourteen 
semesters and sunmier sessions between fall 1990 and spring 1995. Data unavailable on 
the nies were collected manually and entered to secure a more complete data set. 
The selection procedure resulted in the identification of 1,151 students. 
Summary of Data Collected 
The original registrar's file for the fall 1990 contained 116 descriptive and demo­
graphic variables for each student. When extraneous information like parent's name, 
advisor's social security number, etc., were removed, the file was reduced to 30 variables. 
Cross-referencing social security numbers from the original file with information for spring 
1991, summer 1991, etc., resulted in the addition of five variables for each semester consid­
ered in the study. The new data base then consisted of 100 variables for each student; 30 
variables from the fall 1990 file and 70 variables (14 semesters multiplied by five variables 
per semester) that document each student's academic performance. The five academic per­
formance variables added each semester were; 1) number of credits enrolled in each term, 
2) term grade point average, 3) cumulative number of credits completed, 4) cumulative 
grade point average, and 5) number of drops remaining. 
Missing data were handled in several ways to preserve as many of the observations as 
possible. When students had only SAT exam scores, they were converted to ACT equiva­
lents by means of concordance tables provided by Iowa State University Office of 
Institutional Research (1990). Where there were missing values for items like high school 
rank or number of semesters of high school courses, statistical means for those variables 
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Table 1. Numbers of observations used in logistic regression model each semester: fall 
1990 - spring 1995 
Number of 
Semester Observations 
Fall 1990 1151 
Spring 1991 964 
Sununer1991 131 
Fall 1991 909 
Spring 1992 863 
Summer 1992 161 
Fall 1992 799 
Spring 1993 758 
Sunmier 1993 220 
Fall 1993 714 
Spring 1994 646 
Summer 1994 177 
Fall 1994 513 
Spring 1995 446 
were computed and used. Even with the conversions and use of mean values, the number 
of usable observations varied each semester depending on the number of students enrolled 
as well as student losses due to withdrawals, attrition, and eventually graduation. Table 1 
shows the number of usable observations each semester. 
Determination of Risl( Categories 
The analyses were performed to access engineering retention. Retention was defined 
as the number of students who successfully complete an engineering degree at Iowa State 
University. Subjects were assigned a dependent variable of "risk category" based on their 
progress toward an engineering degree. The categories were developed by the author of 
this study and reflect the experiences and opinions of several noted engineering educators. 
In the engineering retention analyses, a "low risk" student was any student who had 
graduated in engineering during the five-year period of the study. "Mild risk" was defined 
as any student who was still enrolled in an engineering program but had credits yet to 
22 
Table 2. Engineering retention analysis - frequency and percent of students in each risk 
category 
Risk Category Frequency Percent Category Description 
Low Risk 363 31.5 Graduated in engineering 
Mild Risk 156 13.6 Still enrolled in engineering 
Medium Risk 289 25.1 Graduated or enrolled in 
another college 
High Risk 343 29.8 Gone from the university 
without a degree 
Total 1,151 100.0 All students in fall 1990 
cohort 
engineering. Finally, the "high risk" category was assigned to students who had not 
received their degree and were no longer enrolled at the university. See Table 2 for a 
summary of risk categories for engineering retention. 
Procedure 
The procedures employed in this study were important steps in creating and using a 
data base to monitor and facilitate decision-making designed to improve student success 
and therefore reduce attrition. While the method was developed for use with engineering 
data, it could also serve as a prototype that could be adopted by other colleges at Iowa State 
University as well as other colleges or universities across the country. 
The registrar's data files were received in comma-separated, ASCII format with 
quotation marks. Merging these independent variable files was accomplished using Fox 
Base and Filemaker Pro software. The merged file was downloaded into Excel and parsed 
into cells so that missing values could be investigated and resolved. The dependent vari­
able (Category of Risk) was added to each student record. After all available data were 
entered, the file was saved in comma-separated format. File transfer protocol (ftp) was 
used to move the data file to a UNIX-based system (Project Vincent at Iowa State 
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University) where the Statistical Analysis System (SAS) software resides. The data were 
read into SAS, where frequencies and mean values were utilized to insure the correct 
transfer of data. Some additional recoding was needed to convert character variables (like 
sex and marital status) into binary variables. 
Data Analysis 
The analyses of the data provided information in three related but independent areas. 
The first area provided accurate descriptive statistics and required the analyses of means, 
averages, counting of categories, and interpretation. 
The second area provided predictive statistics to determine the relationships between 
the independent variables and the risk categories. This technique relied on logistic 
regression, with backward elimination analyses to identify significant factors that contribute 
to the level of risk for attrition. The variables found to be significant using logistic 
regression were used in three ways. The first method involved the development of an ad-
hoc indexing system to provide a practical application for use in student advising. The 
second approach was the computation of the predicted probability of individual students' 
being in a particular category for risk of attrition. The third method employed the use of 
cluster analysis to fmd hierarchical clusters of observations in the cohort data set. This 
method provided overall groupings (clusters) of students according to unbiased calculations 
of the similarities and differences between independent variables. 
The final area, comparative analysis, is to be accomplished by repeating this process 
each year for each new cohort of entering engineering students to generate comparative 
statistics. The comparative statistics allow for the analysis of trends in the data and provide 
information about which particular retention initiatives result in the desired outcome. 
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Descriptive Statistics 
The function of descriptive research is to provide a snapshot of particular conditions 
at a given time. It is often intended to produce statistical information about aspects of 
education that interest policy makers and educators (Borg & Gall, 1989). Of particular 
interest in this study was the breakdown of students into categories related to entry type, 
ethnicity, gender, time to graduation, student success, and categories of risk for attrition 
either in the engineering college or at the university. Pre-college measures like SAT and 
ACT scores, high school rank (HSR), and the number of semesters of math, English, etc., 
were also summarized in these analyses. The method of analyses consisted of computing 
means, medians, and standard deviations, as well as determining counts by category for 
several of the variables. 
Predictive Statistics for the Risic Factor 
Logistic regression (Agresti, 1990; Fleiss, Williams, & Dubro, 1986; Hosmer & 
Lemeshow, 1989) was used to examine relationships between the independent variables 
and the dependent variable, "category of risk." The logistic regression (with backward 
elimination) analysis focused on the identification of factors that were significant in pre­
dicting higher or lower risks for attrition. In this procedure, the variable that was least 
significant was removed from the model first, and the second-least significant variable was 
removed second, etc., until no other variable in the model met the specified level for 
removal. The iterations are considered to have converged when the change between 
successive steps is less than a specified conversion criterion; the default value that SAS 
uses for this criterion is 0.001. Independent logistic models were run for each of the 
fourteen semesters, such that one can identify the variables that were important during 
students' first semester as compared to variables that were important during their tenth 
semester. Three of the fourteen models did not converge (fall 1991, spring 1992, and fall 
25 
1992) using the default conversion criterion of 0.001. The models for these three semesters 
were re-run and converged when the criterion was set at 0.01. This change of criterion 
level was considered not to change appreciably the overall model analysis. 
After the significant variables were identified, three additional analyses were 
performed. The first was an ad-hoc indexing procedure to classify students using the 
significant variables identified by logistic regression. The second analysis was a predictive 
calculation which would show the probability of any particular student being in a low, mild, 
medium, or high risk attrition category. The third approach was to perform a cluster 
analysis which was designed to place observations into groups with similar characteristics. 
A brief introduction to logistic regression analysis and an explanation of the specific 
analyses conducted in this study is provided in the following sections. 
Overview of Logistic Regression. Logistic regression is a variant of traditional 
linear regression (Fleiss, Williams, & Dubro, 1986). Traditional linear regression and 
logistic regression procedures differ in the parametric model used, and the assumptions 
behind that model (Hosmer & Lemeshow, 1989). 
When the dependent variable is binary (yes or no, right or wrong), linear regression is 
inappropriate, while logistic regression is well-suited. Logistic regression, instead of being 
based on a linear relationship between the independent and dependent variables, is based on 
the probability of one outcome of the dependent variable over the other (Fleiss et al., 1986). 
When compared to the linear discriminant function, logistic regression has some 
advantages. Logistic regression is robust, meaning that the same logistic formulation 
results from many types of underlying assumptions (Press & Wilson, 1978). For linear 
discriminant analysis, the underlying variables are assumed to be jointly normal with equal 
covariance matrices. When some of the independent variables are binary or categorical, 
this assumption does not hold. Thus, logistic regression allows analysis of continuous. 
26 
binary, and categorical independent variables without violating its assumptions. The reader 
is directed to the work of Hosmer and Lemeshow (1989); Dey and Astin (1993); and the 
SAS/STAT User's Guide (1990) for additional information on assessing model fit, max­
imum likelihood procedures, as well as comparison of predicted versus actual outcomes. 
With logistic regression, independent variables need to have a meaningful numerical 
order or value. This was not the case in the original data set for the ethnicity variable. 
Recoding was necessary to convert the meaningless numeric code of (1= American Indian, 
2= African American, 3= White, 4= Asian, and 6= Hispanic) into binary codes of "1" for 
yes and "0" for no. In order to do this, it was necessary to create four new dummy vari­
ables: "Indian," "African," "Asian," and "Hispanic," where, for example, an Asian student 
would be coded Indian =0, African =0, Asian =1, Hispanic =0. A white student would have 
zeroes in every one of the dummy variables. This recoding method provided the means to 
consider each student as either having or not having that particular ethnic trait. 
Variables Used in Logistic Regression Analysis. Variable selection was based on 
the availability of variables that were demographic in nature and on factors identified in the 
literature review. Table 3 contains a list of the 30 independent variables from the original 
data set and the five performance variables entered each term, with the appropriate 
abbreviation used in the model. 
Ad Hoc Indexing System. This indexing approach was felt to be important to fill the 
need that academic advisors have in talking to students about factors that may lead them to 
change majors out of engineering or to leave the university altogether. This method 
provided a practical application of the information, found through the logistic regression 
process described above. It required that a positive or negative value be assigned to 
particular characteristics found to increase or decrease the risk of attrition. 
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Table 3. Independent variables and the corresponding abbreviation used in logistic 
regression 
Independent Variable Abbreviation 
Engineering department code CURRCODE 
Number of hours of transfer credit TCRED 
Unmet high school requirements UNMETDEF 
Gender SEX 
Marital status MARITALN 
American Indian INDIAN 
African American AFRICAN 
Asian American ASIAN 
Hispanic American HISPANIC 
Residency status RESIDENT 
High school rank HSR 
ACT composite ACTCOMP 
ACT English score ACTENGL 
ACT math score ACTMATH 
ACT social studies score ACTSOC 
ACT natural science score ACTNATS 
Number of semesters of algebra in high school HSALG 
Number of semesters of geometry in high school HSGEOM 
Number of semesters of trigonometry in high school HSTRIG 
Number of semesters of calculus in high school HSCALC 
Number of semesters of natural science in high school HSNATS 
Number of semesters of biology in high school HSBIOL 
Number of semesters of chemistry in high school HSCHEM 
Number of semesters of physics in high school HSPHYS 
Number of semesters of social science in high school HSSOC 
Number of semesters of American histoiy in high school HSAMHIST 
Number of semesters of American gov't in high school HSAMGOV 
Number of semesters of English in high school HSENGL 
Number of semesters of art in high school HSART 
Number of semesters of drafting in high school HSDRAFT 
Term number of credits TCR 
Term grade point average TGPA 
Cumulative number of credits CMCR 
Cumulative grade point average CGPA 
Number of drops remaining DLMT 
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The eleven critical factors identified by logistic regression were assigned a value of 
"1" or "0" or "-1" depending on the significance and direction of the factor. The index is 
designed so that the higher the sum total of these values for an individual student, the 
greater the risk for attrition from engineering. An advisor could easily "compute" a 
student's risk of attrition. The specific details of this method are covered in the next 
chapter. 
Probability of Being in a Particular Risk Category. Using the parameter estimate 
section of the maximum likelihood estimates table, one may calculate the value of the 
estimated relative risk of an event (risk category). This calculation yields the predicted 
probabilities that any particular student is in the low, mild, medium, or high risk category 
for attrition from the engineering college. This approach is demonstrated in the student 
case studies at the end of this chapter as well as in the results chapter. 
Cluster Analysis. The purpose of cluster analysis is to place observations into 
groups such that individuals in a given cluster tend to be similar to each other in some 
sense, and objects in different clusters tend to be dissimilar (SAS/STAT User's Guide, 
1990). Determination of the number of clusters and the theoretical justification for 
selecting that number is difficult and may require that the data be plotted to identify appro­
priate patterns. 
This clustering method would allow for the examination and classification of an 
entire cohort and thus a comparison of information across cohorts. It could be applied 
either before or after students enroll in the university and would provide a means of cross-
validation of the model assumptions (e.g., the appropriate number of risk categories). 
Exemplary Case Studies. The purpose of this section is to demonstrate the three 
predictive approaches described above by means of individual case studies. The likely 
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attrition outcome for each student will be predicted using the indexing system and a 
predicted probability for risk category for attrition. Both students are female, because 
gender was found to be an insignificant factor in this analysis. They will be known as "A" 
and "B." 
Student "A" was a new freshman in the fall of 1990. She is of Asian-American 
descent and is not married. While in high school student "A" took 30 hours of classes at the 
local community college in her home state of Illinois. She was second in her class of 458 
students and scored a respectable 32 composite and 35 math part score on the ACT exam. 
In the summers, she worked for some engineers and a general contractor, so she felt she 
understood what engineering was all about. In high school student "A" took four semesters 
of physics and enjoyed the exposure she gained to social sciences, particularly psychology 
and economics. She did not care for the English composition or literature courses, so took 
only what was required. Student "A" was somewhat embarrassed by her freehand artistic 
abilities and chose not to take any art electives in high school. 
The ad hoc indexing procedure (See Table 4) would result in a score of negative eight 
(-8) for student "A," indicating a very low risk for attrition. The predicted probability 
that she would be in the high risk category for attrition is seven percent (7%) and is shown 
in Table 5. The details of computing these probabilities are covered in the next chapter. 
Student "B" was also a new freshman in the fall of 1990. She graduated from a high 
school in the largest city in the state of Iowa. She is of African-American descent and is 
not married. While in high school, student "B" participated in many student activities, 
particularly art and drama productions. In addition to winning two leading roles in the 
school plays, she help design the sets and was active in community theater as well. Her 
course preferences in high school were English, particularly composition and drama, and 
art, including computer graphics and design. "B" took the minimum required social science 
courses and earned the best grades in her classes as she took math through calculus and a 
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Table 4. Risk of attrition comparison of Student "A" and Student "B" using indexing 
procedure 
Factor Student "A" Smdent "B" 
Number of hours of transfer credit -1 +1 
Marital status -1 -1 
African American -1 +1 
Residency status -1 +1 
High school rank -1 -1 
ACT composite score -1 +1 
ACT math part score -1 -1 
# Semesters of physics in high school -1 0 
# Semesters of social science in high 0 0 
school 
# Semesters of English in high school 0 -1 
# Semesters of art in hiph school J1 zl 
Total -8 - 1 
Table 5. Risk of attrition comparison of Student "A" and Student "B" using predicted 
probability of being in the high risk category 
Parameter Estimate Student "A' Student"B II 
Values Score Values Score 
INTERCEPTl = +3.8045 +3.8045 +3.8045 
INTERCEPT2 = +5.1875 0.0000 0.0000 
INTERCEPT3 =+5.9358 0.0000 0.0000 
- 0.0117 *TCRED 30 -0.3510 0 0.0000 
+0.4874 * MARTTALN 0 0.0000 0 0.0000 
- 0.0213 * HSR 99 -2.1087 99 -2.1087 
+0.1105 *ACTCOMP 32 +3.5360 35 +3.8675 
- 0.0646 * ACTMATH 35 - 2.2610 36 - 2.3256 
- 0.0492 * ACTNATS 35 - 1.7220 36 - 1.7712 
- 1.0934 * TGPA F90 3.50 - 3.8269 2.95 - 3.2255 
+0.0226 * CMCR F90 16 +0,3010 18 +0.4068 
logit(p) = 
- 2.5678 - 1.3522 
Probability of Being in the 0.0712 0.2055 
High Risk category (7%) (21%) 
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year of physics. She was encouraged to try engineering because of her skills in math and 
science. Although she was eligible, she opted not to take college courses while in high 
school. Student "B" was the class valedictorian and scored a 35 composite and 36 math 
part score on the ACT exam, which was the highest score in the state of Iowa that year. 
The ad hoc indexing procedure (Table 4) would result in a score of negative one (-1) 
for student "B," indicating a higher risk for attrition from an engineering program. The 
predicted probability computations in Table 5 indicate that this student would have a some­
what higher probability (21%) of being in the high risk category for attrition as compared to 
student "A." 
Comparative Statistics 
Statistics used in comparative studies are similar to those which describe descriptive 
data. Measures include central tendency (mean, mode, and median), and variability 
(standard deviation and distribution curves). In addition, two or more sets of descriptive 
statistics may be evaluated to determine whether statistically significant differences exist 
between them. Computing correlation coefficients or doing a t -test of the statistical 
significance would provide additional insight into the effects of retention initiatives for 
subgroups and guard against overgeneralization of the effects. 
The potential for doing comparative studies was considered in the design of the data 
base. The fall 1990 cohort provides an interesting set of statistics; however, the generation 
of the same set of statistics for cohorts entering fall 1991 or fall 1992, etc., would allow for 
very useful comparisons. These comparisons will provide for commensurate information 
across generations of students, the identification of trends, and the reinforcement or refine­
ment of the predictive variables generated through logistic regression. 
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CHAPTER IV. RESULTS 
Introduction 
This chapter will summarize the results generated through this investigation of 
student attrition factors. The chapter will begin with a discussion of the representativeness 
of the sample along with the selection of the independent and the determination of the 
dependent variables. After detailing the results of the logistic regression procedure, the dis­
cussion will move to the analyses of descriptive and predictive outcomes. The chapter will 
conclude with suggested procedures for the collection and tracking of comparative data 
across several cohorts. 
Sample Representativeness 
Official enrollment numbers for Iowa State University's College of Engineering fall 
1990 indicate that 1,178 students were enrolled. The difference between official university 
numbers and the number used in the study (i.e. 1,151) was 27 students. This can be 
accounted by the fact that non-degree seeking students (engineering specials) were elimi­
nated from this study. Sampling bias was not considered of consequence in this study since 
every entering student was tracked through the entire five-year period of the study. 
Subjects were not lost from the study until they either graduated or left the university. The 
only sampling concem may be whether the fall 1990 cohort is representative of all students 
entering the engineering college. A comparison with incoming cohorts prior to and since 
the study indicate no obvious differences and could be confirmed by repeating the analyses 
for each cohort year. 
Independent and Dependent Variables 
The independent variables used in logistic regression analyses consisted of 30 back­
ground and demographic items that described the students entering the Engineering College 
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at Iowa State University in the fall of 1990. In addition, five semester-specific variables 
were used, so a total of 35 independent variables were used to generate an independent 
model for each of the ten semesters and four sunmier sessions between fall 1990 and spring 
1995. 
The dependent variable in every case was one of the four "categories of risk" for 
attrition. The number and percentage of the fall 1990 cohorts in each risk category at the 
end of spring semester 1995 were shown in Table 2 (p. 22). At the time of completion of 
this study, 363 (32%) of the students were classified as low risks for attrition because they 
had met their original goal of a degree in engineering. Another 156 (13%) of the students 
were classiHed as mild risks for attrition because they had not yet graduated but were still 
pursuing their original goal. Over 25 percent (289) of the students were classified as 
medium risks of attrition because they had changed their degree goal at some point in time 
and either had graduated or were still pursuing a degree in another program at ISU. Nearly 
thirty percent (343) of the students were classified as high risks for attrition and had in fact 
left the university without receiving their degrees. 
Descriptive Statistics 
The purpose of descriptive analysis was to be able to report the current status of 
students entering the engineering college and their progress toward the goal of graduation. 
Table 6 contains a partial summary of the descriptive statistics for transfer and direct-from-
high-school students, shown separately as well as a total for the entire cohort. Missing data 
were not considered in the summary statistics. For instance, not every student had reported 
a high school rank so the average shown was determined by summing all of the reported 
high school ranks and dividing by the number of students who had a rank. 
Based on information provided by this analysis, comparisons with other colleges of 
engineering are possible. Ludwig (1995) considered the 269 engineering schools in the 
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Table 6. Descriptive statistics for longitudinal tracking of students in the fall 1990 
cohort 
Transfer 
Students (%) 
New 
Stwdgnts 
Total Student 
Data Base (%) 
Total # of students = 1151 
Entering Fall Semester 1990 
Male 
Female 
226(19.6) 
204(90) 
22(10) 
925(80.4) 
776(84) 
149(16) 
1151 
980(85) 
171(15) 
Graduation Semester 
Fall 1991 
Spring 1992 
Summer 1992 
Fall 1992 
Spring 1993 
Summer 1993 
Fall 1993 
Spring 1994 
Summer 1994 
Fall 1994 
Spring 1995 
2 
2 
2 
8 
25 
3 
30 
38 
16 
6 
6 
0 
0 
0 
0 
0 
1 
2 
55 
6 
135 
218 
2 
2 
2 
8 
25 
4 
32 
93 
22 
141 
224 
SAT Math 
SAT Verbal 
Citizen 
Immigrant 
Non-Citizen 
Ethnic Indian 
African 
White 
Asian 
Hispanic 
No Response 
High School Rank 
ACT Scores Composite 
English 
Math 
Social Science 
Nat Science 
624 
414 
178 
8 
40 
1 
5 
160 
21 
4 
5 
76 
24 
21 
25 
23 
28 
618 
500 
892 
14 
19 
1 
22 
844 
28 
3 
57 
82 
26 
22 
27 
24 
29 
618 
493 
1,070(93) 
22(2) 
59(5) 
2 
27 
1,004 
49 
7 
62 
82 
25 
22 
26 
24 
28 
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Table 6. (continued) 
Transfer New Total Student 
Students (%) Students (%) Data Base (%) 
# Semesters of High School 
Algebra 4 4 4 
Geometry 2.5 3 3 
Trigonometry 1 I 1 
Calculus 0.5 0.5 0.5 
Nat'l Science 1.5 1.5 1.5 
Biology 2 2 2 
Chemistry 2 2 2 
Physics 2 2 2 
Social Science 2.5 3 3 
Am History 2 2 2 
Am Gov't 1 1 1 
English 6.5 8 8 
Art 0.5 0.5 0.5 
Drafting 0.5 1 1 
Graduated in Engineering 106(47) 257(28) 363(32) 
Still enrolled in Engineering 16 (7) 140(15) 156(13) 
Grad/enrolled in other College 32(14) 257(28) 289(25) 
Gone from Iowa State 72(32) 272(29) 343(30) 
U.S. and Canada. He found that the average number of new students entering colleges of 
engineering each year was 364, and that the average SAT-Total for those students was 
1,099. Table 6 indicates that Iowa State University's College of Engineering enrolled 1,151 
new students with an average SAT-Total of 1,111. These sorts of comparisons as well as 
future initiatives aimed at retention and student success will be compared and counted in 
their effectiveness against this baseline information. 
Logistic Regression 
Logistic regression with backward elimination was used to identify significant factors 
from each of the ten semesters and four summer sessions. The models generated for each 
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semester are contained in Tables 7 - 20. The interpretation of the information contained in 
the tables are divided into three parts. The top portion of each table includes a section 
called assessing model fit. It considers four criteria; the Akaike Information Criterion 
(AIC) and the Schwartz Bayesian Criterion (SC), the -2L0G L statistic and the Score 
statistic. The AIC and SC are used for comparing different models for the same data. In 
general, when comparing models, lower values of these two statistics indicate a better fit. 
The -2 LOG L statistic is a test for the effects of the covariates based on -2 LOG of the 
likelihood ratio. Using minus twice its log is necessary to obtain a quantity whose 
distribution is known so that hypothesis testing may be performed. The Score statistic is a 
test for the joint significance of the independent variables in the model. The residual chi-
square statistic, its degrees of freedom, and the p-value are provided to indicate the degree 
to which the model is fit adequately by the variables. 
The second section of each table called the maximum likelihood estimates also 
consists of three statistics; the parameter estimates, the Wald chi-square, and the p-value of 
the chi-square statistic. The first column consists of the parameter estimates of the intercept 
values as well as those factors remaining after backward elimination. The Wald chi-square 
statistic is the ratio of the square of the parameter estimate divided by its estimated standard 
error. Finally, the p-value of the Wald chi-square statistic is calculated with respect to a 
chi-square distribution with one degree of freedom. The reader is directed to the work of 
Agresti and Finlay (1986) for additional information and detail on the computation and 
interpretation of these statistics. 
The third section of each table, predicted probabilities and observed responses, 
includes a breakdown of the number of pairs with different responses (concordant, discor­
dant, or tied) and four rank correlation indexes: Somer's D, Goodman-Kruskal Gamma, c, 
and Kendall's Tau-a. The reader is referred to the SAS/STAT User's Guide (1990, p. 1091) 
for specific details regarding computational methods. 
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Table 7. Fall 1990: Logistic regression assessment of model fit, maximum likelihood 
estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2 LOGL 
Score 
Intercept 
Only 
3018.130 
3033.196 
3012.130 
Intercept 
and Covariates 
2683.629 
2738.871 
2661.629 
Chi-Square for 
Covariates 
350.501 with 8 DF 
(p=0.0001) 
300.128 with 8 DF 
(p=0.0001) 
Residual Chi-Square = 25.4786 with 26 DF (p=0.4920) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Lilceliliood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 3.8045 42.2450 0.0001 
INTERCP2 5.1875 75.9864 0.0001 
INTERCP3 5.9358 97.6671 0.0001 
TCRED -0.0117 18.3660 0.0001 
MARITALN 0.4874 4.1766 0.0410 
HSR -0.0213 15.8930 0.0001 
ACTCOMP 0.1105 9.4557 0.0021 
ACTMATH -0.0646 9.5428 0.0020 
ACTNATS -0.0492 4.1979 0.0405 
TGPA F90 -1.0934 173.1106 0.0001 
CMCR F90 0.0226 5.1314 0.0235 
Predicted Probabilities and Observed Responses 
Concordant = 73.3% 
Discordant =26.3% 
Tied = 0.3% 
(459103 pairs) 
Somers' D = 0.470 
Gamma =0.471 
Tau-a = 0.344 
c =0.735 
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Table 8. Spring 1991: Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2 LOGL 
Score 
Intercept 
Only 
2575.088 
2589.701 
2569.088 
Intercept 
and Covariates 
2228.695 
2282.277 
2206.695 
Chi-Square for 
Covariates 
362.392 with 8 DF 
(p=0.0001) 
306.987 with 8 DF 
(p=0.0001) 
Residual Chi-Square = 27.1405 with 26 DF (p=0.4020) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Likelihood Estimates 
Parameter 
Variable Estimate 
INTERCPl 6.2758 
INTERCP2 7.9381 
INTERCP3 8.7763 
TCRED -0.0158 
ACTCOMP 0.1525 
ACTMATH -0.0598 
ACTNATS -0.0774 
HSALG -0.4540 
HSCALC -0.1604 
CGPA S91 -1.5540 
DLMT S91 -0.4583 
Wald Pr> 
Chi-Square Chi-Square 
44.3068 0.0001 
68.9093 0.0001 
82.9715 0.0001 
25.0057 0.0001 
17.0675 0.0001 
7.2975 0.0069 
9.7772 0.0018 
7.0448 0.0079 
4.1853 0.0408 
183.5964 0.0001 
28.0998 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 75.6% Somers' D = 0.517 
Discordant =23.9% Gamma =0.519 
Tied = 0.5% Tau-a = 0.374 
(335937 pairs) c = 0.758 
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Table 9. Summer 1991: Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
<!r 
-2 LOGL 
Score 
Intercept 
Only 
342.468 
351.094 
336.468 
Intercept 
and Covariates 
298.945 
316.196 
286.945 
Chi-Square for 
Covariates 
49.523 with 3 DF 
(p=0.0001) 
39.302 with 3 DF 
(p=0.000l) 
Residual Chi-Square = 19.1003 with 30 DF (p=0.9379) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Likeliliood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl -2.0484 1.1881 0.2757 
INTERCP2 -0.5552 0.0877 0.7671 
INTERCP3 0.1519 0.0066 0.9354 
AFRICAN 3.4324 4.6809 0.0305 
ACTCOMP 0.2254 7.3953 0.0065 
CGPA 191 -2.0410 35.6983 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 75.4% Somers' D = 0.512 
Discordant =24.2% Ganuna =0.514 
Tied = 0.4% Tau-a =0.359 
(5966 pairs) c = 0.756 
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Table 10. Fall 1991: Logistic regression assessment of model fit, maximum likelihood 
estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2 LOGL 
Score 
Intercept 
Only 
2386.964 
2401.401 
2380.964 
Intercept 
and Covariates 
1982.977 
2050.350 
1954.977 
Chi-Square for 
Covariates 
425.987 with 11 DF 
(p=0.0001) 
347.669 with 1 IDF 
(p=0.0001) 
Residual Chi-Square = 21.6212 with 23 DF (p=0.5432) 
NOTE; No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Lilceliliood Estimates 
Parameter 
Variable Estimate 
INTERCPl 5.7219 
INTERCP2 7.7273 
INTERCP3 8.6590 
TCRED -0.0280 
MARITALN 0.8081 
AFRICAN 1.3540 
ACTCOMP 0.1110 
ACTMATH -0.0552 
HSALG -0.4450 
HSCALC -0.1698 
HSSOC -0.1227 
CMCR F91 0.0279 
CGPA F91 -1.8659 
DLMT_F91 -0.5781 
Wald Pr> 
Chi-Square Chi-Square 
33.4745 0.0001 
59.1119 0.0001 
73.0636 0.0001 
53.1675 0.0001 
7.7651 0.0053 
7.7245 0.0054 
14.0059 0.0002 
5.6461 0.0175 
6.3873 0.0115 
4.3348 0.0373 
5.4401 0.0197 
18.2604 0.0001 
174.4306 0.0001 
64.1949 0.0001 
Predicted Probabiiities and Observed Responses 
Concordant = 79.0% 
Discordant =20.4% 
Tied = 0.6% 
(293729 pairs) 
Somers' D = 0.586 
Gamma = 0.589 
Tau-a =0.417 
c =0.793 
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Table 11. Spring 1992: Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2LOGL 
Score 
Intercept 
Only 
2226.366 
2240.647 
2220.366 
Intercept 
and Covariates 
1833.954 
1905.360 
1803.954 
Chi-Square for 
Covariates 
416.412 with 12 DF 
(p=0.0001) 
339.104 with 12 DF 
(p=0.0001) 
Residual Chi-Square = 23.2467 with 22 DF (p=0.3879) 
NOTE; No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Likelihood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 4.1636 32.0848 0.0001 
INTERCP2 6.3843 71.5727 0.0001 
INTERCP3 7.3814 93.1739 0.0001 
TCRED -0.0341 66.7534 0.0001 
MARTTALN 0.8651 7.8421 0.0051 
AFRICAN 1,2441 6.1937 0.0128 
RESIDENT -0.5026 10.4722 0.0012 
ACTCOMP 0.0798 6.7546 0.0094 
ACTMATH -0.0549 5.1832 0.0228 
HSSOC -0.1210 4.8963 0.0269 
HSART 0.2185 11.6953 0.0006 
TGPA S92 0.3771 6.6305 0.0100 
CMCR S92 0.0204 10.7310 0.0011 
CGPA S92 -2.2328 93.3639 0.0001 
DLMT S92 -0.6425 92.6089 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 79.5% Somers' D = 0.596 
Discordant = 19.8% Gamma = 0.601 
Tied = 0.7% Tau-a =0.418 
(260584 pairs) c = 0.798 
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Table 12. Summer 1992; Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2 LOG L 
Score 
Intercept 
Only 
403.703 
412.947 
397.703 
Intercept 
and Covariates 
319.929 
359.987 
293.929 
Chi-Square for 
Covariates 
103.775 with 10 DF 
(p=0.0001) 
74.147 with 10 DF 
(p=0.0001) 
Residual Chi-Square = 26.2289 with 23 DF (p=0.2902) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Likeliliood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 3.0242 2.0472 0.1525 
INTERCP2 5.6900 6.9733 0.0083 
INTERCP3 6.6998 9.4932 0.0021 
TCRED -0.0333 19.8142 0.0001 
AFRICAN 3.4652 7.6981 0.0055 
HSR -0.0356 4.5302 0.0333 
ACTCOMP 0.3024 7.9236 0.0049 
ACTSOC -0.2008 8.7040 0.0032 
HSCHEM 0.6441 8.0120 0.0046 
HSPHYS -0.7230 10.5808 0.0011 
CMCR 0.0257 4.0503 0.0442 
CGPA F94 -1.8591 20.1445 0.0001 
DLMT F94 -0.6310 15.9729 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 83.3% 
Discordant = 15.4% 
Tied = 1.4% 
(8709 pairs) 
Somers' D = 0.679 
Garmna = 0.689 
Tau-a = 0.459 
c =0.840 
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Table 13. Fall 1992: Logistic regression assessment of model fit, maximum likelihood 
estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2L0GL 
Score 
Intercept 
Only 
1972.165 
1986.215 
1966.165 
Intercept 
and Covariates 
1605.930 
1676.180 
1575.930 
Chi-Square for 
Covariates 
390.236 with 12 DF 
(p=0.0001) 
311.968 with 12 DF 
(p=0.0001) 
Residual Chi-Square = 23.4541 with 22 DF (p=0.3765) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Lilieliiiood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 2.4574 9.7933 0.0018 
INTERCP2 5.2237 42.4771 0.0001 
INTERCP3 6.2186 58.8887 0.0001 
TCRED -0.0363 63.5817 0.0001 
MARTTALN 0.8637 6.4125 0.0113 
AFRICAN 1.1338 4.7332 0.0296 
RESIDENT -0.5471 10.4933 0.0012 
HSCALC -0.2274 6.7890 0.0092 
HSSOC -0.1359 4.9847 0.0256 
HSENGL 0.1838 6.3268 0.0119 
HSART 0.2320 12.7658 0.0004 
TGPA F92 0.3851 7.4718 0.0063 
CMCR F92 0.0196 10.2306 0.0014 
CGPA F92 -2.1065 75.3766 0.0001 
DLMT F92 -0.7387 118.4083 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 80.2% Somers' D = 0.616 
Discordant = 18.6% Gamma = 0.623 
Tied = 1.2% Tau-a =0.417 
(216039 pairs) c =0.808 
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Table 14. Spring 1993: Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2L0GL 
Score 
Intercept 
Only 
1826.615 
1840.507 
1820.615 
Intercept 
and Covariates 
1513.341 
1578.170 
1485.341 
Chi-Square for 
Covariates 
335.274 with 1 IDF 
(p=0.0001) 
276.752 with IIDF 
(p=0.0001) 
Residual Chi-Square = 24.8104 with 22 DP (p=0.3062) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Lil^eliliood Estimates 
Parameter 
Variable Estimate 
INTERCPl 1.5175 
INTERCP2 4.5302 
INTERCP3 7.4974 
TCRED -0.0331 
AFRICAN 1.1566 
RESIDENT -0.5501 
ACTMATH -0.0489 
HSSOC -0.1205 
HSENGL 0.1670 
HSART 0.2094 
TGPA S93 0.3725 
CMCR S93 0.0184 
CGPA S93 -1.9152 
DLMT S93 -0.6666 
Wald Pr> 
Chi-Square Chi-Square 
2.8846 0.0894 
25.2817 0.0001 
36.6338 0.0001 
48.6533 0.0001 
4.6991 0.0302 
10.5069 0.0012 
5.3077 0.0212 
3.9372 0.0472 
4.2916 0.0383 
9.8959 0.0017 
5.1710 0.0230 
10.4650 0.0012 
50.4967 0.0001 
104.8994 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 78.9% 
Discordant = 19.6% 
Tied = 1.5% 
(191611 pairs) 
Somers' D = 0.593 
Gamma = 0.602 
Tau-a = 0.396 
c =0.797 
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Table 15. Summer 1993: Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2 LOG L 
Score 
Intercept 
Only 
524.678 
534.858 
518.678 
Intercept 
and Covariates 
410.764 
461.669 
380.764 
Chi-Square for 
Covariates 
137.913 with 12 DF 
(p=0.0001) 
103.236 with 12 DF 
(p=0.0001) 
Residual Chi-Square = 15.1912 with 21 DF (p=0.8132) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Likelihood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 3.5779 5.1220 0.0236 
INTERCP2 7.4726 20.9022 0.0001 
INTERCP3 8.7188 27.4220 0.0001 
TCRED -0.0349 19.1244 0.0001 
AFRICAN 2.9466 10.0361 0.0015 
RESIDENT -0.6613 4.0512 0.0441 
HSR -0.0427 7.8431 0.0051 
ACTENGL 0.1210 4.2646 0.0389 
ACTNATS -0.1093 4.5720 0.0325 
HSCHEM 0.3909 4.6637 0.0308 
HSPHYS -0.7011 10.7604 0.0010 
HSART 0.3053 4.9752 0.0257 
TGPA 193 0.5700 7.1972 0.0073 
CGPA 193 -1.2223 11.2849 0.0008 
DLMT 193 -0.7415 31.5901 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 80.0% 
Discordant = 15.4% 
Tied = 4.6% 
(16004 pairs) 
Somers' D = 0.647 
Gamma = 0.678 
Tau-a = 0.430 
c =0.823 
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Table 16. Fall 1993: Logistic regression assessment of model fit, maximum likelihood 
estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
-2L0GL 
Score 
Intercept 
Only 
1690.743 
1704.456 
1684.743 
Intercept 
and Covariates 
1429.664 
1484.514 
1405.664 
Chi-Square for 
Covariates 
279.080 with 9 DP 
(p=0.0001) 
236.759 with 9 DF 
(p=0.0001) 
Residual Chi-Square = 27.9420 with 24 DF (p=0.2625) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Lilceliliood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 1.7560 4.1772 0.0410 
INTERCP2 5.0881 34.0426 0.0001 
INTERCP3 6.0211 46.8074 0.0001 
TCRED -0.0275 28.9731 0.0001 
MARTTALN 0.7510 4.3329 0.0374 
AFRICAN 2.1024 11.9894 0.0005 
RESIDENT -0.5708 11.0930 0.0009 
HSR -0.0199 7.9151 0.0049 
HSENGL 0.1812 5.6018 0.0179 
HSART 0.1954 8.3404 0.0039 
CGPA_F93 -1.1005 41.8336 0.0001 
DLMT F93 -0.5854 87.3946 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 76.7% Somers' D = 0.556 
Discordant =21.1% Gamma =0.568 
Tied = 2.2% Tau-a =0.368 
(168636 pairs) c =0.778 
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Table 17. Spring 1994: Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
sr* 
-2L0GL 
Score 
Intercept 
Only 
1564.063 
1577.476 
1558.063 
Intercept 
and Covariates 
1358.897 
1408.076 
1336.897 
Chi-Square for 
Covariates 
221.166 with 8 DF 
(p=0.0001) 
191.092 with 8 DF 
(p=0.0001) 
Residual Chi-Square = 26.0842 with 25 DF (p=0.4031) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Lilceliliood Estimates 
Parameter 
Variable Estimate 
INTERCPl 3.0027 
INTERCP2 6.1756 
INTERCP3 7.1653 
TCRED -0.0251 
MARITALN 0.8836 
AFRICAN 1.5595 
HSR -0.0233 
HSPHYS -0.2475 
HSENGL 0.1893 
CGPA S94 -1.1367 
DLMT S94 -0.4989 
Wald Pr> 
Chi-Square Chi-Square 
10.9821 0.0009 
44.3032 0.0001 
58.3322 0,0001 
15.2132 0.0001 
5.5644 0.0183 
7.3100 0.0069 
11.0377 0.0009 
5.5976 0.0180 
5.4379 0.0197 
40.1084 0.0001 
64.8363 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 74.7% Somers' D = 0.512 
Discordant =23.4% Gamma =0.522 
Tied = 1.9% Tau-a =0.346 
(140563 pairs) c =0.756 
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Table 18. Summer 1994: Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
'sr' 
-2LOGL 
Score 
Intercept 
Only 
405.838 
415.366 
399.838 
Intercept 
and Covariates 
350.497 
382.259 
330.497 
Chi-Square for 
Covariates 
69.340 with 7 DF 
(p=0.0001) 
57.366 with 7 DF 
(p=0.0001) 
Residual Chi-Square = 24.9631 with 26 DF (p=0.5211) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Likelihood Estimates 
Parameter 
Variable Estimate 
INTERCPl 1.2286 
INTERCP2 5.4900 
INTERCP3 6.3468 
SEX 1.0676 
AFRICAN 2.8971 
HSR -0.0459 
HSAMGOV -0.5917 
CMCR 194 0.0243 
CGPA 194 -1.0018 
DLMT 194 -0.4719 
Wald Pr> 
Chi-Square Chi-Square 
0.6943 0.4047 
13.8587 0.0002 
18.0442 0.0001 
6.3806 0.0115 
6.7414 0.0094 
11.6910 0.0006 
5.0192 0.0251 
8.2861 0.0040 
7.9252 0.0049 
16.7737 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 76.1 % Somers' D = 0.560 
Discordant =20.1% Gamma =0.582 
Tied = 3.9% Tau-a =0.361 
(10049 pairs) c = 0.780 
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Table 19. Fall 1994: Logistic regression assessment of model fit, maximum likelihood 
estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Intercept Intercept Chi-Square for 
Criterion Only and Covariates Covariates 
AIC 1207.170 1098.203 
SC 1219.891 1144.846 
-2L0GL 1201.170 1076.203 124.967 with 8 DF 
(p=0.0001) 
Score 114.311 with 8 DF 
(p=0.0001) 
Residual Chi-Square = 22.9278 with 25 DF (p=0.5818) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Likelihood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 2.1048 5.7274 0.0167 
INTERCP2 5.9022 45.1195 0.0001 
INTERCP3 7.1491 63.5704 0.0001 
TCRED -0.0170 4.9267 0.0264 
MARTTALN 0.9951 4.8847 0.0271 
AFRICAN 1.8919 7.9226 0.0049 
ACTMATH -0.0435 3.9719 0.0463 
HSPHYS -0.2584 5.1659 0.0230 
TGPA F94 0.3097 5.1505 0.0232 
CGPA F94 -1.1678 23.4596 0.0001 
DLMT_F94 -0.4304 42.6391 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 69.9% Somers' D = 0.431 
Discordant =26.2% Gamma =0.455 
Tied = 3.9% Tau-a =0.293 
(87985 pairs) c =0.719 
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Table 20. Spring 1995; Logistic regression assessment of model fit, maximum 
likelihood estimates, predicted probabilities, and observed responses 
Assessing Model Fit 
Criterion 
AIC 
<jr 
-2L0GL 
Score 
Intercept 
Only 
981.292 
989.492 
977.292 
Intercept 
and Covariates 
888.782 
925.685 
870.782 
Chi-Square for 
Covariates 
106.510 with 7 DF 
(p=0.0001) 
96.469 with 7 DF 
(p=0.0001) 
Residual Chi-Square = 17.0257 with 26 DF (p=0.9083) 
NOTE: No (additional) variables met the 0.05 significance level for removal 
from the model. 
Maximum Lilceliliood Estimates 
Parameter Wald Pr> 
Variable Estimate Chi-Square Chi-Square 
INTERCPl 6.3559 38.0325 0.0001 
INTERCP2 7.8652 55.5835 0.0001 
MARTTALN -1.0826 5.8997 0.0151 
ACTMATH -0.0613 6.5686 0.0104 
HSART 0.2007 6.1441 0.0132 
TGPA S95 0.5951 11.3907 0.0007 
CMCR S95 -0.0224 17.5421 0.0001 
CGPA S95 -0.8258 7.0975 0.0077 
DLMT S95 -0.3506 26.5515 0.0001 
Predicted Probabilities and Observed Responses 
Concordant = 72.9% Somers' D = 0.461 
Discordant =26.8% Gamma =0.462 
Tied = 0.2% Tau-a = 0.307 
(66108 pairs) c =0.731 
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The interpretation of the vast amount of information provided in these fourteen tables 
required significant attention to details. Figure 2 was developed to sunmiarize the informa­
tion regarding the maximum likelihood estimates section of the tables. Factors remaining 
after backward elimination were plotted to indicate significance and direction for each of 
the terms. Variables without shading were eliminated from the model for that particular 
term. Variables with gray shading had a negative sign and thus signified a lower risk for 
attrition. Variables with black shading had a positive sign; therefore they were considered 
factors that signified a higher risk for attrition. Similar comparisons across semesters 
would be performed to assess model fit or predicted probabilities. At this point it is neces­
sary to discuss the factors which were eliminated from the model and those which 
remained. 
Those factors eliminated from the model are shown in Table 21. Three factors 
which were expected to be significant in the models were eliminated. Gender was elimi­
nated but a possible explanation could be the pre-college self-selection and screening of a 
large percentage of the female students prior to entering college. This result would suggest 
that those female students who enroll in an engineering college have a good understanding 
of the rigors of the program and confidence in their abilities. Ethnicity was eliminated for 
all under-represented minorities except African-American students. Additional research 
will be necessary but this finding could suggest that special care should be taken in 
admitting African-American students who will have a balance of positive retention factors 
to offset this finding. The number of semesters of high school math (algebra, geometry, 
trigonometry, and calculus) were eliminated from the models. This finding could indicate 
that exposure to higher-level mathematics courses in high school is less important than 
strong fundamentals upon which to build math competency. 
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Summer Summer Summer Summer 
CURRCODE 
RESIDENT 
4CTC0MP 
ACTENGL 
ACTMATH 
4CTNAT9 
HSALG 
HSGEOM 
HSCALC 
HSSOC 
HSENGL 
TGPA 
CMCR 
Figure 2. Summary of factor parameter estimates from logistic regression analysis of 
category of risk 
Note: Gray = Negative effect (lower risk) 
Black =Positive effect (higher risk) 
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Table 21. Factors which were eliminated from consideration by logistic regression 
analysis 
Those factors that indicate a lower risk for attrition are shown in Table 22. The 
number of transfer credits earned prior to enrollment at Iowa State was shown to have a 
positive impact (lower risk for attrition) on the model. This finding could imply that 
additional efforts to work with community colleges and other transfer institutions would be 
in the best interests of students and the college. Residency status was found to be 
significant, such that out-of-state students were less likely candidates for attrition from 
engineering. Several explanations for this difference could apply including the reputation 
of the college from outside the state and the tuition differential for in-state and out-of-state 
students. High School Rank was found to be an important variable in predicting attrition 
for the first semester and for later semesters in a student's academic career. However, as a 
Independent Variable Abbreviation 
Engineering department code 
Unmet high school requirements 
Gender 
American Indian 
Asian American 
Hispanic American 
ACT English score 
ACT social studies score 
ACT natural science score 
Number of semesters of algebra in high school 
Number of semesters of geometry in high school 
Number of semesters of trigonometry in high school 
Number of semesters of calculus in high school 
Number of semesters of natural science in high school 
Number of semesters of biology in high school 
Number of semesters of chemistry in high school 
Number of semesters of American history in high school 
Number of semesters of American gov't in high school 
Number of semesters of drafting in high school 
CURRCODE 
UNMETDEF 
SEX 
INDIAN 
ASIAN 
HISPANIC 
ACTENGL 
ACTSOC 
ACTNATS 
HSALG 
HSGEOM 
HSTRIG 
HSCALC 
HSNATS 
HSBIOL 
HSCHEM 
HSAMHIST 
HSAMGOV 
HSDRAFT 
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Table 22. Factors identified by logistic regression which lead to a lower risk for attrition 
Independent Variable Abbreviation 
Number of hours of transfer credit TCRED 
Residency status RESIDENT 
High school rank HSR 
ACT math score ACTMATH 
Number of semesters of physics in high school HSPHYS 
Number of semesters of social science in high school HSSOC 
student moves toward graduation, factors other than high school rank were found to have 
greater impact on attrition than this variable which was determined four or five years 
earlier. ACT Math part-scores are generally measured at the end of a student's junior year 
in high school and are thought to indicate student's innate abilities better than other 
measures (e.g., high school rank, which would measure ability as well as determination, 
popularity, and study skills), A greater number of semesters of physics and social sciences 
led to lower risk of attrition from engineering. Physics may be explained because much 
like engineering, it is the practical application of mathematics to solve problems and 
explain phenomena. Social sciences like economics and psychology are also 
mathematically-based sciences, and thus may have more appeal to students considering an 
engineering track in college. 
Those factors that indicate a higher risk for attrition froro engineering are shown in 
Table 23. Marital status proved to be an important factor indicating higher risk for 
attrition. Additional research will be needed, but this finding may suggest that married 
students have different priorities or outside responsibilities (e.g., work and family) that 
impact the completion of the degree. Ethnicity was mentioned earlier. ACT Composite 
score was surprising in that the very highest scores would indicate a higher risk for attrition 
from engineering. This factor seems to indicate that the very brightest students (ACT 
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Table 23. Factors identified by logistic regression which lead to a higher risk for attrition 
Independent Variable Abbreviation 
Marital status MARTTALN 
African American AFRICAN 
ACT composite ACTCOMP 
Number of semesters of English in high school HSENGL 
Number of semesters of art in high school HSART 
scores in the 34-36 range) have many varied interests and abilities. Sax (1994), in a 
national sample of 15,519 students, found that students with strong and diverse interests 
and views were more likely to be attracted away from science and engineering careers. 
These very top students may have been advised to begin their studies in engineering but 
choose to switch to another major after enrollment. In general, these students are very 
successful in alternate college majors, A greater number of semesters of high school 
English and art were found to lead to higher risks of attrition in engineering. This result 
may indicate that a difference in the way individuals process information and students' 
preferred learning style (Felder, 1993) have an impact on students' choice of, and 
continuation in, a particular major. 
Predictive Statistics 
The significant independent variables identified through logistic regression (Tables 22 
and Table 23) were used to perform two separate analyses of a predictive nature. The first 
method involved the development of an ad-hoc indexing system to provide a practical 
application for use in student advising. The second method was the computation of the 
predicted probability of being in a particular risk category. In addition, a cluster analysis 
was performed to get an unbiased sense of how the data would be grouped. 
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Ad-Hoc Indexing Procedure 
This indexing approach was designed to provide a practical application of the 
information about critical factors for attrition found through the logistic regression process, 
by assigning a positive or negative value to particular characteristics found to increase or 
decrease the risk of attrition. Table 24 shows the eleven critical factors identified by 
logistic regression and an assigned value of "+1" or "0" or "-1" depending on the signifi­
cance and direction of the factor. The index is designed so that the higher the sum total of 
these values for an individual student, the greater the risk for attrition from engineering. An 
advisor could easily "compute" a student's risk of attrition manually or using an Excel 
spreadsheet. 
Probability of Being in a Particular Group 
Using the parameter estimate section of the maximum likelihood tables, one may 
calculate the estimated logit of the probability of an event (risk category). A sample 
calculation for student #8 in the data base is demonstrated in Table 25. This calculation 
shows that the predicted probability of student #8 being in the high risk for attrition 
category is a function of the first intercept value and the eight other parameter estimates 
multiplied by the corresponding values found in the data base for this student. To find the 
probability, the individual sums logit(p) are placed into the formula: 
glogil(p) 
P ~ J ^ glogil{p) 
The p-value statistic that is calculated is the predicted probability that the student would 
belong in the selected response category or higher. This means that the p(mild)= 0.2766 is 
the cumulative probability that student #8 will be in the mild, medium, or high risk 
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Table 24. Indexing procedure to predict risk for student attrition from engineering. 
Factor Level of the Variables Index 
TCRED >= 13 credit hours -1 
<13 credit hours +1 
MARITAL Not married -1 
Married +1 
ETHNICITY Not African American -1 
African American +1 
RESIDENT Non-resident of Iowa -1 
Iowa resident +1 
HSR >=95 -1 
70<=HSR<=94 0 
<=69 +1 
ACTCOMP >=34 -1 
<34 +1 
ACTMATH >=26 -1 
<26 +1 
HSPHYS > 2 semesters -1 
= 2 semesters 0 
< 2 semesters +1 
HSSOC > 3 semesters -1 
= 3 semesters 0 
< 3 semesters +1 
HSENGL > 8 semesters +1 
= 8 semesters 0 
< 8 semesters -1 
HSART > 1 semester +1 
= 1 semester 0 
< 1 semester -1 
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categories. To determine the probability that the student would be in the lowest risk 
category (most likely to graduate in engineering), it would be necessary to subtract the 
probability of being in the mild risk category from one (1) as follows: 
p(low risk) = 1 - p(mild risk) 
p(low risk) s= 1 • 0.27663 
p(low risk) = 0.72337 
Thus, student #8 has approximately a 72 percent probability of graduating in engineering 
(low risk for attrition from engineering). 
Table 25. Sample calculation of the value of the estimated risk of an event from fall 1990 
logistic regression analysis 
logit(p)=: Student High Risk Medium Mild Risk 
#8 Risk 
+3.8045 INTERCPl +3.8045 0.0000 0.0000 
+5.1875 INTERCP2 0.0000 +5.1875 0.0000 
+5.9358 INTERCP3 0.0000 0.0000 +5.9358 
- 0.0117 *TCRED 111 - 1.2987 - 1.2987 - 1.2987 
- 0.4874 *MARITALN 0 0.0000 0.0000 0.0000 
-0.0213* HSR 82 - 1,7466 - 1.7466 - 1.7466 
+0.1105 * ACTCOMP 25 +2.7625 +2.7625 +2.7625 
- 0.0646 *ACTMATH 26 - 1.6796 - 1.6796 - 1.6796 
- 0.0492 * ACTNATS 28 - 1.3776 - 1.3776 - 1.3776 
- 1.0934 * TGPA F90 3.50 - 3.8269 - 3.8269 - 3.8269 
+0.0226 * CMCR F90 
_12 +0.2712 +0,2712 +0,2712 
logit(p) S; - 3.0912 - 1.7082 - 0.9599 
p(high risk) = 0.0434(4%) 
p(medium risk) s 0.1532(15%) 
p(mild risk) = 0.2768(28%) 
glogllip) 
Note: p-values are calculated using the following equation: p = iogii{p) 
1 € 
59 
The calculations shown in this example are approximately the same (with rounding) 
as those calculated by SAS logistic regression analysis and shown in Table 26. This table 
includes the first ten students in the longitudinal data base and their respective predicted 
probabilities of being at or below the low, mild, medium, and high risk categories for 
attrition from engineering. The data in Table 26 are important because they show the 
values as they are calculated in SAS and contains the necessary information upon which to 
draw conclusions. 
Table 26. Predicted probability of being in a particular risk category or higher as 
determined by SAS analysis 
Student 
Number 
High Risk 
(P) 
Medium Risk 
(P) 
Mild Risk 
(P) 
Low Risk 
(P) 
1 0.11966 0.35144 0.53384 0.46616 
2 0.76358 0.92793 0.96455 0.03545 
3 0.06887 0.22771 0.38390 0.61610 
4 0.15292 0.41850 0.60332 0.39668 
5 0.79302 0.93856 0.96995 0.03005 
6 0.93319 0.98236 0.99157 0.00843 
7 0.62162 0.86754 0.93262 0.06738 
8 0.04342 0.15323 0.27663 0.72337 
9 0.09231 0.28848 0.46145 0.53812 
10 0.16385 0.43860 0.62279 0.37721 
However, Table 27 was created to provide the same information in a format that is 
easier to interpret. For example, one can see that student #6 would be the least likely of 
these ten students to graduate in engineering in five or fewer years (p<l%). The lowest 
risk for attrition from engineering among the first ten students in the data base are students 
#3, #8, and #9, with probabilities of 62%, 72%, and 54%, respectively. Additionally, the 
mild and medium risk colunms show the individual and cumulative probabilities of students 
remaining in engineering or at the university. For example, student #1 has a 47% probabil 
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Table 27. Predicted probability of graduating in engineering in five years, remaining in 
engineering, remaining or graduating from the university, and leaving the 
university altogether 
Student 
Number 
Low Risk 
a 
Mild (Usk 
b 
Medium Risk 
c 
High Risk 
d 
1 0.466 0.182(0.648) 0.232(0.880) 0.120 
2 0.035 0.037(0.072) 0.164(0.236) 0.764 
3 0.616 0.156(0.772) 0.159(0.931) 0.069 
4 0.397 0.185(0.582) 0.266(0.848) 0.152 
5 0.030 0.031(0.061) 0.146(0.207) 0.793 
6 0.008 0.009(0.017) 0.049(0.066) 0.934 
7 0.067 0.065(0.132) 0.246(0.378) 0.622 
8 0.723 0.123(0.846) 0.110(0.956) 0.044 
9 0.538 0.173(0.711) 0.196(0.907) 0.093 
10 0.377 0.184(0.561) 0.275(0.836) 0.164 
Note: (£) Values in parentheses are cumulative probabilities 
a Low Risk - refers to the probability that a student will graduate in engineering 
in five or fewer years. 
b Mild Risk - refers to the probability that a student will continue to pursue an 
engineering degree taking longer than five years, (parentheses show 
cumulative probability that a student will remain or graduate in engineering) 
c Medium Risk - refers to the probability that a student will graduate in another 
college or continue to pursue a degree in another college, (parentheses show 
cumulative probability that a student will remain at the university) 
d High Risk - refers to the probability that a student will leave the university 
without completing their degree. 
ity of graduating in engineering in five or fewer years; a 65% probability of being retained 
or graduating in engineering; a 88% probability of remaining at the university either in 
engineering or elsewhere; and finally a 12% probability of leaving the university without 
obtaining a degree. 
Cluster Analysis 
Cluster analyses are performed to place observations into groups such that individuals 
in a given cluster tend to be similar to each other in some sense, and objects in different 
clusters tend to be dissimilar (SAS/STAT User's Guide, 1990). The resultant cluster analy­
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sis and tree diagram identified eight clusters of observations. Three very distinct clusters 
were identified as well as a group of five clusters which were located very close to one 
another. Because of the pattern of the clusters when plotted, the analysis seems to validate 
that four may be the appropriate number of dependent categories to consider in analyses of 
these data. A more in-depth study of cluster analysis is suggested but is beyond the scope 
of this study. 
Comparative Statistics 
Statistics used in comparative studies are similar to those that describe descriptive 
data. Measures include mean, mode, and median values, as well as standard deviation and 
various distributions. In addition, two or more sets of descriptive statistics may be evalu­
ated to determine whether statistically significant differences exist between them. 
Computing correlation coefficients or doing a t -test of statistical significance would 
provide additional insight into the effects of retention initiatives for subgroups and guard 
against overgeneralization of the effects. 
The potential for doing comparative studies was considered in the design of the data 
base. The fall 1990 cohort (Table 6) provides an interesting set of statistics; however, the 
generation of the same set of statistics for cohorts entering fall 1991 or fall 1992, etc., 
would allow for very useful comparisons. These comparisons will provide for commensu­
rate information across generations of students, the identification of trends, and the 
reinforcement or refinement of the predictive variables generated through logistic 
regression. 
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CHAPTER V. DISCUSSION 
This study was conducted for the following purposes: 
(1) To assemble and design a data base that would allow for the characterization and 
tracking of all undergraduate students in the College of Engineering at Iowa State 
University. 
(2) To examine the relationships between significant variables enabling the formation of a 
model that could identify students potentially at risk of attrition. 
(3) To provide baseline retention data that could be compared to similar data after 
retention initiatives are implemented. The comparative data would allow for the 
evaluation of various initiatives and their impact on student retention. 
In order to accomplish these objectives it was necessary to obtain and reformat a very 
large data base. The design and management of the significant amount of retievable student 
data, proved to be a major undertaking. Using the fall 1990 cohort of engineering students, 
a dependent variable called "category of risk" was established to classify students according 
to their progress toward the goal of completing their engineering degrees. 
With the data base established, statistical analyses were performed to provide college-
wide, descriptive information about the students in the fall 1990 cohort. Next, predictive 
methodologies were developed based on variables identified through logistic regression to 
be used for an ad-hoc indexing procedure and to predict the probabilities of a given student 
being in a particular risk category. Once accomplished, it was then possible to predict 
which students were likely to be lost due to attrition. It was believed that if students who 
were at higher risk for attrition could be identified early in their college careers, appropriate 
interventions could be developed to reduce the likelihood of attrition. 
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The approach taken in this study was supported by the information found in the 
review of the literature. The articles reinforced the necessity for individual colleges or 
institutions to perform tracking and analysis of attrition data. Lidividuals who have 
conducted studies of engineering education supported the idea of continued research on 
factors related to the persistence of engineering students. Persistence should be monitored, 
analyzed, and to the greatest extent possible predicted to enable targeted retention 
initiatives. 
The study will add to the current body of knowledge about retention and contribute to 
the spectrum of ideas that feed into the various theories of retention. It could also serve as a 
model for other universities interested in developing similar data bases or descriptive, 
predictive, or comparative measures. The statistical methods used in this research could be 
adapted to study other sets of independent and dependent variables as demonstrated below. 
This study was conducted and the procedure was developed to look specifically at 
engineering retention. Whether or not it is in the best interest of all students to stay in 
engineering is the topic of the next section on risk versus student success. The methodol­
ogy developed to complete this study, however, could provide an outline for future college 
initiatives in data base design and analysis. 
Verification of Results 
The last step in the scientific problem-solving method is to verify or check the results. 
In order to accomplish this important step it was necessary to run the analysis from a 
different point-of-view. It was decided that the study of retention from the perspective of 
attrition had a rather negative connotation. One could also look at the dependent variable 
from the perspective of "student success." However, success is defined by each individual. 
Success is not just graduating from the college of entry; it may be finding a major that fits 
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better than engineering or graduating with a higher grade point average in a non-science 
based curriculum. 
To address the "success" prospective, a second set of analyses, which used the same 
cohort of students, were conducted to monitor overall student "success" rather than the low, 
mild, medium, or high categories of risk which were the focus of the study. 
In this scenario, students who had graduated in engineering within five years were 
categorized as "high success," students who were still enrolled in engineering or any other 
academic program or who had graduated in a college other than engineering were "medium 
success," and students who had not completed their degrees and were no longer enrolled at 
the university were "low success." In effect, this analysis combined the mild and medium 
risk categories referred to in Table 2 (p. 22). Table 28 contains a sunmiary of categories for 
overall student success and the comparable category of risk information. 
Table 28. Overall student success and risk of attrition analysis compared: Frequency and 
percent of students in each category 
Success Category Frequency Percent Risk of Attrition Frequency Percent 
High Success 363 31.5 Low Risk 363 31.5 
Medium Success 445 38.7 Mild Risk 156 13.6 
Medium Risk 289 25.1 
Low Success 343 29.8 High Risk 343 29.8 
Total 1151 100.0 Total 1151 100.0 
Logistic regression models for each of the semesters in the study were run using the 
three "success" categories. Maximum likelihood estimates from the individual semester 
models are sununarized in Figure 3. Similar to Figure 2 (p. 52), variables without shading 
were eliminated from the model, and variables with gray or black shading signified positive 
or negative contributions to student success. There were minor differences between the 
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FiU Spring Summer Fall Spring Summer FaU Spring Summer FiU Spring Summer FaU Spring 
1 , 1 1 1 1 1 1 1 , 1 1 
9 9 9 9 9 9 9 9 9 9 9 9 9 9 
9 9 9 9 9 9 9 9 9 9 9 9 9 9 
Vtriabte 0 1 1 1 a 2 2 3 $ 3 4 4 4 S 
CURRCODE 
TCRED 
ACTCOMP 
Acrsoc 
HSALG 
HSCALG 
HSAMGOV 
TGPA 
CMCR 
CGPA 
Figure 3. Summary of factor parameter estimates from logistic regression of student 
success 
Note: Gray = Higher Success 
Black = Lower Success 
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"risk category" and "student success" analyses, tlius providing a solid verification of results. 
One may conclude that the same factors were important in both approaches. These findings 
would suggest that either a narrow (college) or broad (university) prospective may be used 
in predicting student success. 
Suggestions for Further Research and Intervention 
Reconunendations aimed at extending this research study or initiating related studies 
are summarized as follows; 
(1) Continue to track the fall 1990 cohort students who remain enrolled, to get a 
clearer understanding of their characteristics and fmal retention outcome. 
(2) Use the data base to develop descriptive information for each department 
within the college. 
(3) Develop a separate data base for each new entering class beginning in fall 1991 
and continuing through fall 199S and beyond. Each semester, add the new term 
information, and make note of graduations, withdrawals, academic drops, and 
changes of major. 
(4) At the end of each cohort's first five years, perform logistic regression to assess 
factors that lead to higher or lower risks for attrition. Based on these 
findings, modify the predictive approaches and ad-hoc indexing procedure. 
(5) Use comparative and trend analysis to identify successful interventions for 
retention. 
(6) Approach this problem using a cluster analysis to provide unbiased groupings 
of individuals by conunon characteristics. Compare student clusters to attrition 
risk categories. 
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Implement a procedure to evaluate periodically the methods suggested in this 
study, to make sure that they continue to meet the needs of those using the 
results of the study. 
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Information for Review of Research involving Human Subje^s' "i 
Iowa Sterta Univwsity 
iffp'rm) cl (Please type and use the attached instructions for completing thls c 
1. Tiil«.nfPmj«t Engineering Retention SMidv 
I agree to provide the proper surveillance of this project to insure that the rights and welfare of the human subjects are 
protected. I will repon any adverse reactions to the committee. Additions to or changes in research procedures after the 
projecthasbeenapprovedwiUbesubmittedtotheccmmitteeforreview. lagreetorequestrenewalofappiovalforanyproject 
continuing more than one year. 
Cheryl Moller-Wong 
Typed Niine of Principtl Inveniguor 
7/6/95 
D>u 
Vvv»tXu. LOtx" 
SigniURoCftincipillnvMUiuor 
Engineering Student Rffrv^rpq 
Depinmeni 
116 Mar.qtnn Han 
Cimput AddRU 
294-9966 
Cunpul Telephone 
3. Si^tuD^s of other investigators Date Rel^nship to Principal Investigator 
'mu. 
4. PrincipallnvestigatoKs) (checlc all that apply) 
^Faculty • Staff ^ Graduate Student • Undergraduate Student 
5. Project (checlc all that apply) 
•^Research Thesis or dissertation • Class project • Independent Study (490,590, Honors project) 
6. Number of subjects (complete all that apply) 
# Adults, non-soidents <oOQQ # ISU student _ # minors under 14 other (explain) 
It minors 14 -17 
7. Brief description of proposed research involving human subjects: (See instructions. Item 7. Use an additional page if 
needed.) 
A data download which is provided by the Registrar's Office to the Engineering 
College at the beginning of each term will be used to identify ail entering engineering 
students in fall 1990 (approx. 1150 students) The student SSN's will be cross-referenced 
with term files for each of the fourteen semesters and summer sessions between fall 1990 
and spring 1995. Data unavailable on the files will be collected and entered manually to 
secure a more complete data set. 
Descriptive statistics about the fall 1990 entering class will provide b^eline 
information from which to measure the impact of retention initiatives. Logistic 
regression analyses will be used to build models and predict the risk of attrition based on 
a large number of independent variables. 
Finally, the data download from fall 1994 (approx.4500 students) will be utilized to 
predict a risk category for each student based on the model. 
There will not be any involvement directly by students and they will not be 
contacted. 
S. Informed ConsenL' ~ Signed informed consent will be obtained. (Attach a copy of your form.) 
_ Modified informed conscnt will be obtained. (See instniciions. item 8.) 
^ Not applicable to this project. 
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9. Confidentiaiity of Data: Describe below the methods to be used to ensure the confidendaliiy of data obuined. (See 
instructions, item 9.) 
Social security numbers will be used to match itiformation from each semester and 
to manually check the ADP screens to get missing data. This file will be on a private, 
secured Macintosh computer owned by the Engineering College. After the set is 
complete, SSN's will be removed before using File Transfer Protocol (ftp) to move the 
data to Vincent where the Statistical Analysis System (SAS) software resides. It will not 
be possible to identify individual students from the data at this point. 
10. What risks or discomfort will be part of the study? Will subjects in the research be placed ai risk or incur discomfon? 
Describe any risks to the subjects and precautions that will te taken to minimiie them. (The concept of risk goes beyond 
physical risk and includes risks to subjects' dignity and self-respect as well as psychological or emodonal risk. See 
instructions, item 10.) 
Not applicable 
11. CHECK ALL of the following that apply to your research: 
• A. Medical clearance necessary tefore subjects can participate 
• B. Samples (Blood, tissue, etc.) f^m subjects 
• C. Administradon of substances (foods, drugs, etc.) to subjects 
• D. Physical exercise or condidoning for subjects 
• E. Decepdon of subjects 
• F. Subjects under 14 years of age and/or • Subjects 14 • 17 years of age 
• G. Subjects in instimtions (nursing homes, prisons, etc.) 
• H. Research must be approved by another insdtudon or agency (Attach letters of approval) 
Ifyou checked any of the items in 11, please complete the following in the space below (include any attachments); 
Items A - D Describe the procedures and note the safety precautions being taken. 
Item E Describe how subjects will be deceived; justify the decepdon; indicate the debriefing procedure, including 
the timing and infoimation to be present^ to subjects. 
Item F For subjects tmder the age of 14, indicate how informed consent fiDm parents or legally authorized repre-
sentadves as well as from subjects will be obtained. 
Items G & H Specify the agency or insdtudon that must approve the project. If subjects in any outside agency or 
insdtution are involved, approval must be obtained prior to teginning the research, and the leaer of approval 
should be filed. 
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L a s t  N a m e  o f  P r i n c i p a l  I n v e s c i a a t o r  Moller-Wone 
Checklist Tor Attachments and Time Schedule 
The following are attached (please check): 
12.Q Letter or written statement to subjects indicating clearly: 
a) purpose of the research 
b) the use of any identifier codes (names, #'s), how they will be used, and when they will be 
removed (see Item 17) 
c) an estimate of time needed for participation in the research and the place 
d) if applicable, locanon of the research acdvity 
e) how you will ensure confidentiality 
0 in a longitudinal study, note when and how you will contact subjects later 
g) participation is voluntary; nonparticipadon will not affect evaluations of the subject 
13.• Consent form (if applicable) 
14. • Letter of approval for research from cooperadng organizations or insdtunons (if applicable) 
15. Q Data-gathering instruments 
16. Andcipated dates for contact with subjects: ^ppiicgbig 
First Contact Last Contact 
Month I D»y / Year Month I Dxy I Year 
17. If applicable: andcipated date that idendfiers will be removed from completed survey instruments and/or audio or visual 
tapes will be erased: 
MonUi/Day/Year 
IS. Signaoire of Departmental E;cecudve Officer Oaie Department or Adminisccadve Unit 
' / J r= 
19. Decision of the University Human Subjects Review Committee: 
.X. Project Approved Project Not Approved __ No Acdon Required 
P a t r i c i a  M .  K e i t h  
Name of Committee Chairperson Dale Signature of Committee Chaiqieison 
G C : l / 9 0  
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Office of the Registrar 
Iowa State University 
February 1981 
Revised April 1995 
USE OF STUDENT RECORDS 
FOR GRADUATE STUDENT RESEARCH 
A graduate student may be provided information obtained from confidential permanent record 
files under the following conditions; 
1. The written approval of his/her major professor must be obtained. 
2. The written permission of each individual student who is a part of the sample must be 
obtained if the information compiled for release will identify the individual student. A copy of 
the release statements must be filed with the Office of the Registrar. 
3. Any research involving human subjects must be approved by the Committee On The Use Of 
Human Subjects In Research and a copy of the approval must be filed with the Office of the 
4. In most situations, it will be necessary for an employee of the Office of the Registrar to collect 
the required data for the research. In such situations, the researcher must agree to reimburse 
the Oflice of the Registrar for the actual costs incurred in the collection of the data. 
5. Every precaution must be taken to preserve the privacy of the individual students and the 
confidentiality of the data collected. The researcher must acknowledge his/her responsibility 
in this regard and agree to preserve the confidentiality of the data. 
I have read the conditions listed above, I understand and accept the obligations listed above, and I 
accept the responsibility to preserve the confidentiality of the information. 
Registrar. 
Signature of Researcher O Date of Signature 
Approv/d - Major Professor Date of Signature 
h:\groups\clericiil\records\grdrsch.doc 
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IOWA STATE UNIVERSITY 
O F  S C I E N C E  A N D  T E C H N O L O G Y  
Interoffice Communication 
DATE: July 26, 1995 
TO; Cheryl Moller-Wong 
Engineering Student Services 
FROM: Judy Minnick 
Office of the Registrar 
RE: Graduate Research Request 
This is to acicnowledge receipt of your approval from your major professor and the 
University Human Subjects Review Committee for graduate student research. These 
approvals are necessary for our office to provide confidential permanent record files. 
It is my understanding that you will access the data that we are currently downloading to 
the College of Engineering at the beginning of each term. If you should need additional 
information, please contact me. 
c: Kathy Jones, Assoc. Registrar 
