ABSTRACT
INTRODUCTION
Data Mining is an approach where analytically designed to discover data (market related or business oriented) and in search of reliable patterns and/or logical relationships between variables. Appropriate validation is used to find the patterns with the detected patterns among the data set. It is also called as data discovery or knowledge discovery. Data mining enhance the revenue and reduce the cost incurred for the exploration of data.
The general research associated with stock market is highly focusing on neither buy nor sell. But it fails to address the dimensionality and expectancy of a naive investor [1] . The general trend towards stock market among the society is that it is highly risky for investment or not suitable for trade. The seasonal variance and steady flow of any index will help both for existing and naïve investor to understand and make a decision to invest in the stock market.
To solve these types of problems, the time series analysis [11] [15] will be the best tool for forecast and also to predict the trend. The trend chart will provide adequate guideline for the investor. Some time it may not address or forecast the variations or steady flow of the market. It may forecast only on particular season, but it is not adequate for long term decision making. The investors are very much interested to know the past trend or flow, seasonal growth, or variations of the stock [1] . A general view or expectation is that it must give a holistic view of the stock market.
Since, it is essential to identify a model to show the trend with adequate information for the investor to make a decision. It recommends that ARIMA is an algorithmic approach to transform the series is better than forecasting directly, and also it gives more accurate results [2] . This approach has not included any testing criteria for model estimation. Analysis of Price Causality and Forecasting in the Nifty Market futures employed to investigate the short-run [3] . This short run investigation will not bring any significance among the naïve investor as well market penetrator.
In this paper we focus on the real world problem in the stock market. The seasonal trend and flow is the highlight of the stock market. Eventually investors as well the stock broking company will also observe and capture the variations, constant growth of the index. This will aid new investor as well as existing people will make a strategic decision. It can be achieved by experience and the constant observations by the investors. In order to overcome the above said issues, we have suggested ARIMA algorithm in three steps,
Step 1: Model identification
Step 2: Model estimation
Step 3: Forecasting
PROBLEM DEFINITION ON INVESTMENT DECISIONS
The problems of stock forecasts are indispensable crops up from time to time. In all, the inevitable finish is that no issue what type of endeavor you are in, or what task you perform, there is a need for some kind of future estimate upon which to make a chart. Marketing society need forecasts to conclude to either enter or exit the business.
Finance professionals use forecasts to make financial plans. Investors invest their hard earned capital in stocks with the expectation of gaining from their investment through a positive payoff [4] . Since having an excellent knowledge about share price movement in the future serves the significance of fiscal professionals and investors. This familiarity about the future boosts their confidence by way of consulting and investing. But these movements predict the share prices without proper forecasting methods, only for the interest of the financial professional and investors. There are many forecasting methods in projecting price movement of stocks such as the Box Jenkins method, Black-Scholes model, and Binomial model.
OBJECTIVE OF THE STUDY
This study seeks to investigate [5] 
Forecasting Methods
The time series forecasting methods [6] generally classified into two groups based on statistical concepts and computational intelligence techniques such as neural networks (NN) or genetic algorithms (GA). Statistical time series forecasting methods are subdivided as:
• Exponential smoothing methods, • Regression methods, • Autoregressive integrated moving average (ARIMA) methods, • Threshold methods, • Generalized autoregressive conditionally heteroskedastic (GARCH) methods.
Proposed Approach
The Box-Jenkins methodology [6] is a five-step process for identifying, selecting, and assessing conditional mean models (for discrete, Univariate time series data [12] ).
Phase 1: Identification
Step 1: Data Preparation
• Transform the data to stabilize the attributes.
• Find the difference if it is not stationary; successively difference • Series to attain stationary.
Step 2: Model Selection
• Examine data, plot ACF and PACF to identify potential models
Phase 2: Estimation and Testing
Step 1: Estimation
• Estimate parameters in potential models • Select best model using AICBIC criterion 
ARIMA model
The ARIMA approach was popularized by Box and Jenkins [7] [10], and ARIMA models are often referred to as Box-Jenkins models. The general transfer function model employed by the ARIMA procedure was discussed by Box and Tiao (1975) .
ARIMA (Auto Regressive Integrated Moving Average) model [8] is a generalization of an autoregressive moving average (ARMA) model. An ARMA model expresses the conditional mean of ‫ݕ‬ ௧ as a function of both past observations,‫ݕ‬ ௧ିଵ , … ‫ݕ‬ ௧ି , and past innovations, ∈ ௧ିଵ , … ∈ ௧ି . The number of past observations that ‫ݕ‬ ௧ depends on, p, is the AR degree. The number of past innovations that ‫ݕ‬ ௧ depends on, is the MA degree.
In general, these models are denoted by ARMA (p, q). The form of the ARMA (p, q) model is, = + ∅ ି + ∅ ି + . . . + ∅ ି + ∈ + ∈ ି + ∈ ି + . . . + ∈ ି
Where ∈ is an uncorrelated innovation process with mean zero. In phase1, the quarterly average of all closing point for the top four companies and Nifty-50 is [16] calculated and it is represented in the Table 1 . The Figure 2 shows the graphical comparison for all the indices based on the quarterly average. In the above said figure all the series are stationary and it is also non-linear. The data appears to fluctuate around a constant mean, so differencing is not needed for all the indices.The Autocorrelation functions and Partial auto correlation functions are applied to identify the model i.e. AR, MA or ARMA. In phase-2, the parameters estimated through AR(Auto Regressive) and MA(Moving Average) are used the selection of potenial models. The loglikelihood ratio test is accepted for each estimated models and the results is taken as input to the AICBIC. The AICBIC test is examined and the results are analysed to predict the best model. The row represents the AR(Auto Regressive) parameter and the column represents MA(parameter). The mininum value of the AICBIC test result is used to discover the selection of the best model. The Table 2 Table 3 . RELIANCE: ARIMA (1, 0, 1) AR/MA MA(1) MA (2) AR (1) 297.48 300.15 Figure 7 . JSWSTEEL The model selected is diagnosed subject to goodness of fit and infer the residuals for all indices. The goodness of fit will represent the distribution and the existence of the correlation among the data. In phase 3, the forecast is generated and find the approrimation between the upper bound and lower bound. The model which is forecasted is used to predict the trend and seasonality for the future.
The equation given below shows best model which is forecasted, 
PERFORMANCE MEASURES AND ACCURACY
The actual quarterly average data for the each index [14] is compared with the data generated by the model choosen.The three respective errors , such as MAPE , PMAD and % Erorr accuracy were arrived and is shown in Table 7 . The bar chart given below (From Figures 8 to 10 ) represents the above mentioned performance measurements. The trend prediction intreprets [13] that the investors are confidently recommend to invest in the index which has less percentage of error. 
CONCLUSION
In this paper the data has been collected from NSE.com. The historical data for the period of five year since 2007 to 2011 were taken in to account for analysis. The BoxJenkins methodlogy is used to identify the model. The AICBIC test criteria is applied agianst the data represented in the previous to select the best the model. The best model equation is derived for all indices. The MAPE, PMAD and % Error accruacy is applied to determine the discrimination between the actual historical data and the forecast data. This papers inferences a new investment decisions or guidelines based on the minimum error percentage obtained through the above said performamce measurues.The futre forecast of each index for next few years also highlighted inthis paper. It is hoped that more innovative approaches will be conducted to bring the hidden information about the stock market. 
