Abstract. We consider the problem of all-weather identification of airborne targets. We show that structural elements of the target correspond to identifiable features of the radar data. Our approach is based on high-frequency scattering methods but is not limited to the standard weak-scatterer approximation: we also analyze multiple scattering and structural dispersion (situations normally interpreted in terms of poorly-behaved image "artifacts"). This work suggests a method for target identification that circumvents the need to create an intermediate radar image from which the object's characteristics are to be extracted. As such, this scheme may be applicable to efficient machine-based radar identification programs.
Introduction
Object identification from reflected radio waves is an inverse problem with a long history. This challenging problem is still mostly unsolved but the impetus for the work is high because, if perfected, such methods would allow for reliable recognition of non-cooperating targets in all types of weather and at great distances. Radar-based target recognition efforts share a great deal in common with other problems of remote sensing and current practice attempts to perform target identification/classification from fully formed radar images. Of course, constructing an image of a target from radar data is a very difficult task all by itself since the reflected field data are noisy and are usually collected from a very limited set of (generally unknown) target orientations [19, 29] . Additional complications arise in the realtime implementation of imaging algorithms in realizable radar systems.
Automatic classification systems, however, should be able to skip this imaging step because a fully-formed image is probably not required for machine-based target recognition. This observation, of course, begs the question of "what components of the raw data set are relevant to target identification?" In this paper we examine a systematic method for extracting structure-relevant information directly from measured radar data without the need to first construct an image of the target.
Our approach relates the singular structure (such as edges) of the target to the singular structure of the data set. Restricting our attention to the singular structure-specifically, to a certain set in phase space called the wavefront set-allows us to use the tools of microlocal analysis [9, 13, 32] . This strategy was first applied to imaging problems in [1] ; its uses in seismic prospecting [2, 6, 10] , X-ray tomography [11, 16] , and Synthetic-Aperture Radar [23] are active areas of research. An approach similar to the one we pursue here, in which we use microlocal analysis not to do imaging but instead to study the connection between features of the target and the data, was considered for the X-ray tomography problem by Quinto [25] .
We begin in section 2 by examining the general properties of radar scattering and developing mathematical models for the measured data. These models involve Fourier Integral Operators with kernels that are oscillatory integrals; consequently these models can be studied with the techniques of microlocal analysis. Next we present an overview of the microlocal concepts and theorems that are relevant to our investigation (section 3.1). These two sections serve to introduce our notation and define our terminology. Section 3 contains our main results and calculates the wavefront sets associated with several important radar scattering situations: weak scatterers; multiple scatterers; and structural dispersion (all cases are limited to targets whose rotational acceleration is negligible). We conclude our discussion in section 4 by considering several connections between our results and existing practices and problems of radar imaging systems. In particular, we briefly discuss targets whose behavior is not well modeled by our assumptions and suggest potentially fruitful paths for further research.
Radar data
Traditional radar systems transmit an electromagnetic waveform (a pulse) and measure the time delay and frequency shift of the corresponding waveform reflected from a target so as to estimate that target's range and speed. When very short-duration pulses are used, it is possible to accurately determine the range to individual target substructures. Such high range resolution (HRR) radar systems can be used to obtain a target's local integrated scattering strength as a function of its range.
These one-dimensional "images" are known as range profiles and are used by many all-weather target recognition systems. But target-identification procedures based on range profiles suffer from a lack of target information in dimensions orthogonal to range since range-only radar data maps the reflected energy from all equidistant target substructures to the same point. Such ambiguity can be partially removed by considering multiple pulses that interrogate the target from different directions. The different target views, which are also known as target aspects, collectively define a synthetic aperture and more complete target images can be recovered from multi-aspect data by, for example, backprojection methods. In principle, there are two basic schemes for creating synthetic apertures: either the radar measurement system can move relative to the target (a configuration known as syntheticaperture radar, or SAR); or the target can rotate and sequentially present different aspects to the radar (a situation known as inverse synthetic-aperture radar, or ISAR). In practice, of course, one usually sees a combination of these idealized cases and the terminology is somewhat artificial.
Evidently, cross-range resolution depends on the size of the synthetic aperture. In ISAR systems, this means that cross-range resolution will also be related to the length of the time interval over which these data are collected because the observer must wait for an aperture to be established by the rotating target. For a well-behaved target (i.e., one rotating at constant rate), cross-range resolution therefore depends on the duration of the measurements. Rotational target motion also induces a differential Doppler shift in the target's cross-range dimension. This observation is the reason why ISAR imaging is sometimes called "rangeDoppler imaging" (although, in HRR systems the Doppler shift associated with target rotation is usually too small to be directly measured on a pulse-by-pulse basis).
Ultimately, the behavior of radar data is determined by scattered-field solutions to the wave equation. Since radar systems transmit and receive radio waves, we should generally examine the electromagnetic (vector) wave equation. For simplicity, however, we will examine the scalar wave equation and assume that the components of the electromagnetic field each satisfy© (4)
. In section 2.1, we develop a mathematical model for radar data and explain the fundamental role played by the weak scattering approximation. We examine the multiplescattering case in section 2.2, where we construct an exact scattering solution for two isotropic point scatterers. In section 2.3, we consider a model for scattering from a reentrant structure such as a duct or engine inlet.
Weak scattering
There are a variety of situations when the approximation known as the Born approximation, single-scattering approximation, or weak-scattering approximation is appropriate [15, 17] . Under this approximation, we replace the full field 3 on the right side of (2) and (3) by the incident field
, which converts (3) into
The value of this approximation is that it removes the nonlinearity in the inverse problem: it replaces the product of two unknowns ( For radar measurement systems, the single scattering approximation is the basis for a crucial method for estimating the scattered field in the presence of system noise. This is a serious issue, because the energy of the scattered field at the receiver will be reduced by at least a factor of (where denotes the distance between the radar and the target and typically ranges from ten to one hundred kilometers). Thus the signal measured by the radar will typically be small in comparison with the thermal noise voltage. This difficulty can be overcome by correlating the received signal with a model of the expected reflection signal; by this means, radar systems can significantly reduce the effects of system noise and extend the effective range without having to increase the energy of the transmitted signal to impossible levels [4, 8] . The signal model generally used for such measurements is based on the single scattering approximation: the scattered field is presumed to be a time-and
(Observe that when
, (20) reduces to (15) for
.) Expanding the denominator of (20) , retaining only terms cubic and lower in ¾ »
, and simplifying, we obtain
Equation (22) is our model for radar data in the multiple-scattering case. We note that (22) is a sum of oscillatory integrals, to which the techniques of microlocal analysis can be applied.
Our multiple-scattering model (22) differs significantly from that of the weak-scattering case in that additional bookkeeping must be performed to account for target substructure position relative to other scatterers. In addition, the multiple-scattering expression depends on the overall target orientation and involves multiplicative terms of the form
Dispersive scattering by reentrant structures
For reentrant structures with openings that can be associated with the location , the most complicated aspect of multiple scattering (i.e., the accounting) can be eliminated. This simplification is made possible by a model [3] for scattering from such structures that includes wave propagation within the duct or cavity. Here, the analysis is done by treating the reentrant structure as a waveguide: for | in (9), we use 
where í is the (effective) normal to the waveguide opening, ì is a coupling pattern that gives the angular dependence of the coupling strength, and î â is a function that is supported in a neighborhood of ë and is further characterized in section 3.4. Equation (23) models only the contribution to the scattered field from scatterers within the waveguide; scattering from the edges of the waveguide mouth is handled separately (as in sections 2.1 or 2.2).
In the time domain, (23) corresponds to
is independent of . This integral can be expressed in terms of the Heaviside function ð and the Bessel function
Consequently,
Since the downrange dimension of a typical radar image is actually travel time, we can see from (27) that the image of scattering centers located within ducts/cavities that obey this model will not be localized to a point. Instead, the associated image will be stretched and extended in the downrange dimension. The "stretching" property follows from the scaling behavior of . This general behavior is a consequence of dispersionwaves reflected from such scattering centers exhibit a frequency-dependent time delay (as in equation (25)). In practice, such nonlocal image elements can be difficult to map to the local target structures that created them, and are usually considered to be image artifacts.
To obtain a model for radar data, we substitute for
We carry out the computations (10) through (15) as before and, finally, in (15) we substitute expression (29) . We thus obtain for the output of the correlation receiver
where
This equation is our model for radar data from structurally dispersive target elements. Again, this result involves oscillatory integrals which can be studied with the techniques of microlocal analysis. Although equation (30) is not quite in the form of a Fourier Integral Operator (because it involves mutliplication in the d variable as well as integration), it could be converted into one by introducing another variable and modifying the phase of (31) appropriately.
Wavefront sets for radar data
We focus on localized scattering centers such as corners, specular "flashes" from smooth surfaces, and re-entrant structures such as ducts and engine inlets. These target features we characterize by the singular structure of | , which we describe in terms of its wavefront set.
Wavefront sets
Mathematically the singular structure of a function can be characterized by its wavefront set, which involves both the location $ and corresponding directions ù of singularities [9, 13, 30, 32] .
Definition. The point
is not in the wavefront set Example: a point scatterer. If
Example: a specular flash. Suppose
, where
ð denotes the Heaviside function. Then
. Wavefront sets can be specified closed sets ( [14] , p. 255): Our strategy is to work out explicitly how the wavefront set of | corresponds (via (12) ) to the wavefront set of © . We take the wavefront set of
To compute the wavefront set of © , we use the following four theorems [9] . 
Theorem 2 (Wavefront set of an oscillatory integral) Suppose
holds, with (35)
Theorem 3 (Wavefront set of a product) Suppose
contains no points of the form
Then the wavefront set of the product , the wavefront set of
(40) 
Wavefront set for the (traditional) weak scattering case
In (15), we let
denote the fast time (similarly, is the slow time). Then we can write (15) as
Under the assumptions on
Step a) We assume that 
and so
The Taylor series expansion for
and so we can write
(48)
Step b) By theorem 3, the wavefront set of the product of
We write the wavefront set of Step c) The Jacobian matrix of the projection
). From theorem 5, the wavefront set of 
This relation describes specular reflection.
Summary For a weakly scattering target, the wavefront set of © is contained in the set
In particular, the wavefront set corresponding to a single point scatterer at ò will be the curve
whose normal vector is
Wavefront sets for multiple scattering
In the case of the two isotropic point scatters that we modeled in section 2.2, the target is simply a sum of two delta functions
. The corresponding wavefront set is
We see from (22) that multiple-scattering data can be expressed as a sum of oscillatory integrals
We have constructed explicitly the action on 
double-scattering curves are described by
and triple-scattering curves obey
Multiple scattering from pairs of scattering centers can potentially be recognized in the data by the occurrence of collections of such curves.
Wavefront sets for scattering by reentrant structures
The dispersive-scattering model of equation (23) by Theorem 1 so that it is supported in a neighborhood of ë and its wavefront set is
We compute
Step a) The wavefront set of
is obtained from Theorem 3:
(65)
The coupling pattern ì , however, is assumed to be smooth; its wavefront set is therefore empty. Consequently, the wavefront set of á â is simply the pull-back of
Step b) The wavefront set of 
We note that this wavefront set is independent of Þ .
Step c)
has a phase function depending on the additional variable
and so, by Theorem 2,
(69)
Step d) As before, we use Theorem 3 to obtain
The sum term is . From these requirements, we see that the elements from where
We see that the critical curve in the -! plane is the same as (63), and is associated with scattering centers lying within the duct/cavity at distance À from the mouth. The point in the critical set corresponds to a point at the mouth of the reentrant structure. In addition, the critical curve is present in the data only at angles for which energy couples into the dispersive structure, and for times after which the wave has reached the scattering center within.
Examples and interpretation

Ordinary ISAR
"Ordinary ISAR" [3, 4, 28] considers the target to be composed entirely of weak scatterers and is described by the discussion of section 2.1. In addition, ISAR traditionally considers the target to be rotating at a constant rate about a fixed axis, and that this rate is sufficiently slow to ensure that ¶ & Ü for all in the target's support. (More accurately, traditional ISAR is usually constrained to use data collected over a sufficiently small time interval that a constant rotation rate can be considered a good approximation.) In practice, data collection times are on the order of seconds, so that typical apertures are several degrees.
To illustrate the ideas, we assume that the target is rotating at a constant rate about the axis
Further, we assume that the radar is located in the axis, writing
where we have written and we can make the approximation
. In other words, we assume that the target is effectively stationary for the duration of the fast-time measurement. This simplification is known as the start-stop approximation. Such measurements are Doppler-free and, in this case, the term "range-Doppler" imaging is something of a misnomer-the methods used are really closer to tomographic techniques. When . For real systems, (78) is a bandlimited version of the Radon transform and ISAR images are traditionally produced by Radon inversion methods (such as filtered backprojection [20, 21] ).
While ISAR imaging schemes are usually based on equation (78), the analysis of section 3 shows that the wavefront set of the data contains considerable information about the target, which can be extracted without forming an image. The wavefront analysis of section 3.2 simplifies somewhat with the start-stop approximation. In particular, since and we can take
in the expression for of (55). Moreover, for (78) we have d
, which implies that (55) reduces to
It is easy to see that
encodes an inferred Doppler shift across the synthetic aperture collection interval (even though no local frequency shifts are measured).
A point scatterer (whose wavefront set contains all directions . Strictly speaking, of course, bandlimited data are smooth and therefore the wavefront set is empty. Our analysis, however, views the bandlimited case as an approximation to the infinite-bandwidth problem.
High Doppler resolution
In the situation where the incident signal is chosen so that
, the radar becomes a high Doppler resolution system [26] . Of course, in this situation we cannot actually correlate with
since such a signal would be infinitely long. Instead, we set 6 f 7
and consider a "long-duration pulse" approximation to
where £ is "large." Substitution into equation (12) yields
The set 
. In equation (81) we then make the change of variables
We would like to carry out a wavefront-set analysis for (82) as we did in section 3. Here the time variable
should correspond to the frequency variable in section 3. Unfortunately, for rotating targets, the phase of (82) is not generally homogeneous of degree one in the integration variable
, and a more traditional approach is required (e.g., the method of stationary phase).
We can apply the wavefront-set analysis of section 3, however, when the rotation rate is small. In this case, we use the fact that for rotations of the form (75), we can write
is sufficiently slow that the small-angle approximation can be used over the whole data collection interval, i.e., h ). These considerations are the same as those normally encountered in time-frequency signal processing [7] .
Alternatively, it is possible that the analysis of this paper could be extended to treat the accelerating-target case; this we leave for future work.
Conclusions and Future Work
Our discussion has not actually been about radar imaging. Instead, it has focused on the structure imposed upon measured radar data by a class of image features associated with the singular set of the radar target. Standard radar imaging schemes attempt to estimate precisely this class of features, however, and so our approach has "imaging" at its heart. In particular, we have shown that when the weak-scattering approximation is valid, the location of the target's scattering centers can be estimated directly from the data wavefront set.
We have also shown that the mapping from target to data for the important cases of structural dispersion and multiple scattering displays fundamental differences from the weakscatterer case. In particular, we demonstrated that the wavefront set for multiple-scattering events can be distinguished from single-scattering data. We also showed that the wavefront set for scattering from ducts and cavities is similar to that of a triply-scattered wave. Both these observations are potentially significant: they may lead to schemes for eliminating ISAR image artifacts by first isolating the wavefront set of the measured data and then constructing an image from this reduced data set (this is an area of future research).
The case of three-dimensional ISAR imaging-which relies on a more general version of (75)-also fits neatly into this framework. For noncooperative targets, a principal problem lies in discovering the various roll/pitch/yaw data variations due to target maneuvers from the data themselves. These dependencies must be separately isolated if an accurate image is to be formed, and wavefront-set analysis offers a systematic approach for investigating the target behavior.
We leave for the future the question of how knowledge of the singular structure of the radar data can best be exploited for target imaging and identification. There are a number of issues here. For image formation, the wavefront-set analysis suggests that reconstruction methods related to local tomography [11, 16] may be useful. In particular, analysis of wavefront sets can determine whether backprojection will provide an image free of certain artifacts [22, 24] . In addition, wavefront-set analysis suggests an approach for producing artifact-free, superresolved images: remove all components of the data set except those that correspond to well-understood target features, and form an image from those components only.
Practical implementation of the analysis in this paper requires that we be able to extract the wavefront set from noisy, band-limited and discretely sampled radar data. The problem of extracting wavefront sets under such conditions is closely related to image processing problems such as edge detection, and these are active areas of current research. We explore one possible approach in [5] , where we provide numerical examples of synthetic radar data and show how the wavefront set analysis enables us to estimate target parameters from very noisy data.
Our ultimate goal, of course, is to identify targets under all weather conditions. For target identification, it may not be necessary to form an image. We have shown that wavefront set analysis distills the data set into a set of primitives that are easily related to a target's structural properties. As such, this approach constitutes a promising new tool that deserves further investigation.
