Abstract-A testable EXOR-Sum-of-Products (ESOP) circuit realization and a simple, universal test set which detects all single stuck-at faults in the internal lines and the primary inputs/outputs of the realization are given. Since ESOP is the most general form of AND-EXOR representations, our realization and test set are more versatile than those described by other researchers for the restricted GRM, FPRM, and PPRM forms of AND-EXOR circuits. Our circuit realization requires only two extra inputs for controllability and one extra output for observability. The cardinality of our test set for an Ò input circuit is (Ò+6). For Built-in Self Test (BIST) applications, we show that our test set can be generated internally as easily as a pseudo-random pattern, and that it provides 100% single stuck-at fault coverage. In addition, our test set requires a much shorter test cycle than a comparable pseudo-exhaustive or pseudo-random test set.
INTRODUCTION
The large increase in the complexity of ASICs has led to a much greater need for circuit testability and Built-In-Self-Test (BIST) [1] . The testability properties of different forms of twolevel AND-EXOR networks have attracted many researchers [2, 3, 4, 5, 6] . The forms investigated include Positive Polarity Reed-Muller (PPRM) [2] , Fixed Polarity Reed-Muller (FPRM) [6] , Generalized Reed-Muller (GRM) [7] , and EXOR-Sum-ofProducts (ESOP) [3] . All of the canonical Reed-Muller forms (PPRM, FPRM, and GRM) have restrictions on the allowed polarities of variables or on the allowed product terms. ESOP, on the other hand, has no restrictions, and is formed by combining arbitrary product terms using EXORs [3, 7] . Therefore, ESOP is the most general form of 2-level AND-EXOR networks.
The Reed-Muller expansion of an arbitrary function is:
¼¨½ Ü £ ½¨¾ Ü £ ¾¨¡ ¡ ¡¨ Ò Ü £ Ò¨Ò·½ Ü £ ½ Ü £ ¾¨¡ ¡ ¡ ¾Ò ½ Ü £ ½ Ü £ ¾ ¡ ¡ ¡Ü £ Ò , where Ü £ Ò is a literal term that can be a variable Ü Ò or its negation Ü Ò , and Ò is a constant term that can be '0' or '1'. PPRM, also called the Reed-Muller form, is the most restricted form in that only positive polarities are allowed for input variables. FPRM allows only one polarity for each input variable. GRM has no restrictions on the allowed polarities of variables but does not allow the same --------- ËÇÈ . Due to the total freedom of input polarity and product term selection, the minimum number of product terms required to represent an arbitrary function in ESOP form can never be larger than the minimum number of product terms in any of the canonical Reed-Muller forms [3] . This fact can be seen from the arithmetic benchmark circuits given in Table 1 , which was presented in [7] . Notice that PPRM yields the largest number of product terms since it is the most restricted form of AND-EXOR networks. In most cases, an ESOP realization gives a significantly smaller number of product terms even over the least restricted Reed-Muller form, GRM. This observation provides strong motivation for developing a testable ESOP implementation.
Another aspect of AND-EXOR representations presented in Table 1 is that AND-EXOR representations (especially ESOP) usually yield fewer product terms than a SOP representation. As we will illustrate later, this may be an area and delay advantage when realizing the function in 2-level form.
Our main contributions described in this paper are a highly testable ESOP realization and a minimal universal test set that detects all possible single stuck-at faults in the entire circuit, including the faults in the primary input and output leads. Another contribution of our work is a special built-in pattern gen- adr4  34  34  34  31  75  log8  253  193  105  96  123  nrm4  216  185  96  69  120  rdm8  56  56  31  31  76  rot8  225  118  51  35  57  sym9  210  173  126  51  84  wgt8  107  107  107  58  255   Table 1 : The number of product terms required to realize some arithmetic functions for different forms.
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erator, which gives 100% fault coverage for single stuck-at faults and has a much shorter testing cycle than a PseudoExhaustive or Pseudo-Random Pattern Generator (PRPG). In addition, the hardware overhead for our special pattern generator is comparable to that of Linear Feedback Shift Register (LFSR) based pattern generators, such as PRPG. The organization of this paper is as follows. In Section 2, some background on previous researchers' work is given. Section 3 describes our testable realization and the test set for it. In Section 4, we give a preliminary circuit, which can be used to generate our test set for BIST applications. In Section 5, we present our experimental results from area, delay, and test set size measurements performed on some benchmark circuits, along with the comparisons of our scheme with other schemes. Section 6 summarizes our results and gives some possible directions for future work.
BACKGROUND AND EARLIER WORK
Reddy showed that a PPRM network can be tested for single stuck-at faults with a universal test set that is independent of the function being realized [2] . Figure 1a shows an EXOR cascade implementation of the PPRM expression Ü ½ Ü ¾¨Ü½ Ü ¿Ü ½ Ü ¾ Ü ¿ . In normal mode of operation, the control input, , is set to the constant term in the functional expression (in this example: '0'). In testing mode, is set according to the test set given in Figure 1b .
The four tests in test set T ½ detect all single stuck at faults in the EXOR cascade by applying all input combinations to every EXOR gate, independent of the number of EXOR gates in the cascade. The test vector 1111 in T ½ and the walking-zero test vectors in test set T ¾ detect a single stuck-at fault in the AND part of the circuit. Since the number of vectors in T ½ is always equal to 4 and the number of vectors in T ¾ is always equal to the number of input variables, Ò, the cardinality of Reddy's universal test set is (Ò+4).
Reddy's technique is good for self testing because as shown by Daehn and Mucha [8] , the entire test sequence can be inexpensively generated by a modified LFSR using a NOR gate and a shift register. However, as shown in Table 1 , the number of terms in a PPRM is usually higher than the number of FPRM or GRM terms, and much higher than the number of ESOP terms [5] . For FPRM networks, Sarabi and Perkowski showed that by just inverting the test bits for the variables that are negative polarity in the FPRM, Reddy's test set can be used for single fault detection in a FPRM network [6] . They also showed that a GRM network can be decomposed into multiple FPRMs. This way, each FPRM can be tested separately to test the combined GRM circuit for single fault detection. The size of the test set, the worst case, is the number of FPRMs times (Ò+4). This method, however, does not yield a universal test set.
Other researchers have investigated multiple fault detection in AND-EXOR circuits. Sasao recently introduced a testable realization and a test set to detect multiple faults in GRM networks [7] . As shown in Figure 2a , Sasao uses an extra EXOR block, called the Literal Part, to obtain positive polarities for any negated variables and convert a GRM network into a PPRM network. When the control input is set to '1', the shaded part of the circuit in Figure 2a realizes the GRM expression Ü ½¨Ü½ Ü ¾¨Ü¾ Ü ¿ . The Check Part of the circuit in Figure 2a is added to test the literal part. Sasao implements the EXOR-Sum of the product terms with a tree structure instead of a cascade to obtain a less circuit delay. Nevertheless, his scheme does not lead to a universal test set. Furthermore, his scheme cannot be used for ESOP circuits because the conversion of an ESOP into PPRM by the literal part may produce an AND-EXOR expression that has multiple product terms with the same set of variables, which is not a PPRM form. For example, given the circuit in Figure 2b , the ESOP expression Ü ½ Ü ¾ Ü ¿¨Ü½ Ü ¾ Ü ¿ yields two Ü ½ Ü ¾ Ü ¿ terms after the conversion from GRM into PPRM; one for Ü ½ Ü ¾ Ü ¿ and the other for Ü ½ Ü ¾ Ü ¿ .
Pradhan also targeted detection of multiple stuck-at faults in AND-EXOR circuits [3] . As shown in Figure 3 , he does the negation of the literals by using an extra EXOR block called the Control Block. He uses cascaded AND gates in a Check Block to detect the faults in the control block. Figure 3 shows Pradhan introduced a test set to detect all of the multiple faults in his testable realization for ESOP expressions. However, his test set is not universal and is too large to be practical for single fault detection. The cardinality of Pradhans test set is:
where is the order of the ESOP expression. The order is simply the maximum number of literals contained in any of the product terms. Notice that the complexity of the test is exponential with respect to the number of literals in product terms. Furthermore, if a product term has all possible literals, the test set is even larger than exhaustive (¾ Ò ) due to the additional test inputs required. For example, if there are four variables in an ESOP expression (Ò=4), and the order of the expression is 4 ( =4), the exponential term in the formula;
which is exhaustive. The size of the entire test set then is,
TESTING SCHEME FOR ESOP NETWORKS
In this section, we introduce an improved testing scheme to detect single stuck-at faults not only in the internal lines of the circuit, but also in the primary inputs and outputs of the most general AND-EXOR circuits, ESOP.
Easily Testable ESOP Implementation
Figures 4 shows a new testable implementation for an ESOP expression. The circuit has up to two extra observable outputs, Ó ½ and Ó ¾ , and two additional control inputs, ½ and ¾ . The Literal Part, named after the similar part in Sasao's testable realization, is added to convert the ESOP circuit into a positive polarity AND-EXOR expression during testing. We do not refer to the expression after conversion as a PPRM because, as mentioned earlier, it may have some repeated product terms with the same set of variables. The positive polarity AND-EXOR expression cannot be tested by Sasao's multiple fault detection scheme [7] , but can be tested by our single fault detection scheme. The AND Part and the Linear Part implement the desired ESOP expression as the ½ control input is set to '1'. The output is implemented with an EXOR cascade so that Reddy's universal tests for PPRM can be used for our realization. For the same reason, the Check Part, which is required to test the literal part, is implemented with an EXOR cascade. The gates marked with 'A' and 'B' are added for the detection of faults in the primary inputs, and the control input ½ . They are required based on the function being implemented. We will later describe the cases where gates 'A' and 'B' are required and how each section of our realization is tested when we explain our test set in the next sections. Hayes used mainly EXOR gates as additional circuitry to make a logic circuit easily testable [9] . Likewise, in our realization, we mainly use EXOR gates in the additional circuitry to take advantage of the superior testability properties of the EXOR gate. This allows us to obtain a minimal and universal test set.
The Fault Model
A fault model represents failures that affect functional behavior of logic circuits [10] . In a stuck-at fault model of a TTL AND gate, for example, an output could become shorted to Î . This can be modeled as a stuck-at 1 (s-a-1) fault. In MOS technology, most of the probable faults are opens and shorts, which can also be modeled with the appropriate s-a-0 or s-a-1 fault [11] .
We follow the same approach taken by the previous researchers presented in Section 2, and assume a single stuck-at fault model, which allows only one stuck-at fault in the entire circuit. We also adopt their testing model for the detection of stuck-at faults in individual logic gates. An Ò-input AND gate requires (Ò + 1) test vectors to detect a single stuck-at fault in its inputs or output. The tests for a 3-input AND gate, for example, would be: 111, 011, 101, 110 . In this test set, 111 detects a s-a-0 fault on any of the inputs or the output, and the remaining tests, commonly referred to as walking-zero tests, detect a s-a-1 on any of the inputs and the output of the gate.
Some researchers (i.e. Pradhan [3] , and Saluja, et al. [12] ) analyzed in detail the fault characteristics of the EXOR gate implementation shown in Figure 5 . They considered the faults in the internal lines of the EXOR gate as well as the faults in the inputs and the output of the EXOR gate. Table 2 shows the possible 16 functions that a 2-input circuit can implement. The circuit in Figure 5 realizes the function ½ , EXOR. If only a single stuck-at fault can occur in this implementation, the gate produces one of the 10 functions in Class A ( ¾ ½½ ), and it can never produce the functions in Class B ( ½¾ ½ ). Table 3 gives a mutually exclusive list of the faults in Class A as they are detected for each test applied to an EXOR gate. For our work we use the EXOR model in Figure 5 , and the exhaustive test set in Table 3 to detect a single stuck-at fault in this model. By setting the ½ and ¾ inputs in the proposed realization to the appropriate logic values, Reddy's four tests provide all input combinations for each EXOR gate in the EXOR cascades (the linear part and the check part) of our realization. 
The Test Set

Fault detection in the internal lines of the realization
The linear part of the proposed ESOP circuit can be tested by Reddy's T ½ test set. During the testing of this part, the AND gate inputs are either all 0's or all 1's. This makes the AND part transparent to the linear part because all-0's or all-1's are transferred to the external inputs of the EXOR cascade in the linear part. The network response to the test vectors is observed from the function output . The test set for the linear part, T , is given below.
During the testing of the linear part, the check part of the circuit receives the same test vectors given in T , and is therefore tested at the same time. However, for the check part, output Ó ¾ is observed instead of output for the response to the test vectors.
The AND part of the circuit is tested for single stuck-at faults in the same way as in Reddy's scheme. The test vectors are applied to the primary inputs and transferred to the AND part by setting ½ control input to '0'. The test set Ì ¾ is applied to detect a s-a-1 in any input and the output of the AND gates. The complete test set for the AND gates, T , is obtained as below by including the test vector 0-11¡ ¡ ¡1 to detect a s-a-0 in any of the inputs and the outputs of the AND gates. A '-' denotes a don't care logic value.
The literal part is tested through the check part and the extra observation output, Ó ¾ . Again, in the case of a fault, any logic change in the output of the EXOR gates in the literal part is propagated to the observable output Ó ¾ . The four tests given in T apply all input combinations to each EXOR gate in the literal part.
Fault detection in the circuit input/output leads
The primary inputs that are applied to the literal part are tested through the path formed by the literal part, check part, and the observable output Ó ¾ . The required test set of this case, T , is given below. The first vector detects a s-a-1 fault, and the second vector detects a s-a-0 fault.
The primary inputs that are not applied to the literal part (when used only in positive polarity in the expression), but that are applied an odd number of times to the AND part are tested through the path formed by the AND part, the linear part, and the function output . The required test set, T , is given below. Any stuck-at fault in the primary inputs of this class causes an odd number of changes in the external inputs of the linear part, and is detected by observing the function output .
propagated to the output by the EXOR cascade in the linear part. Therefore, the additional AND gate 'A' with the observable output Ó ½ is required for the primary inputs of this class. The same scheme is described by Reddy in [2] . However, the chance of having this extra AND gate is less likely in our scheme because of the alternative path from the primary inputs to the observable output Ó ¾ when the primary inputs are applied to the literal part. The required test vectors for the primary inputs of this class and for the observable output Ó ½ are covered by the required test vectors to test the extra AND gate 'A', which are given in T . Notice that the faults in the primary inputs and the faults in the AND gate inputs are equivalent; and similarly, the faults in the observable output Ó ½ and the faults in the AND gate output are equivalent. Therefore, if the number of changes at the output of the literal part is an odd number, the EXOR cascade in the check part will propagate the fault to Ó ¾ . The required test set, T , is given below. The first vector detects a s-a-1, and the second vector detects a s-a-0 in ½ .
If the number of the literal part outputs is an even number, then the extra EXOR gate 'B' is required to make the number of changes fed into the check part an odd number. This configuration also allows the use of the same test set, T , above for the detection of faults in ½ . However, the extra EXOR gate needs to be tested, as well. The test set for this EXOR gate, T , is exhaustive by its testing model, and given below.
The faults in primary output and the control input ¾ are covered by the test set T of the linear part due to fault equivalence. Similarly, the faults in the observable output Ó ¾ are covered by the test set T of the check part.
The complete test set
Theorem: An ESOP circuit with the realization in Figure 4 can be tested for single stuck-at faults in its internal lines and in its input/output leads requiring a test set of (Ò + 6) cardinality.
Proof: A test set, T, that covers all of the test sets above, T , detects a single stuck-at fault in the entire circuit. The minimal test set then is: T = T T T T T T T T .
The cardinality of the minimal test set is obtained as follows. 
. (Ò tests).
Total: (Ò + 6)
The remaining tests are covered by T as follows:
the last vector of T , the first two vectors of T , the test set T , the test set T , the last vector of T , the first vector of T , the first vector of T are covered by the first two vectors of T , which are included in T.
the first Ò vectors of T are covered by the first Ò vectors of T , which are included in T.
the second vector of T is covered by the last vector of T , which is included in T.
the second vector of T is covered by the third vector of T , which is included in T.
The final test set T: Although we did not prove that there is not a shorter universal test set than (Ò + 6) for general ESOP, this result is very close to the lower bound of the length of a universal test set, (Ò + 4), for 2-level AND-EXOR networks [2, 13, 14] . Note that by modifying Reddy's test set based on the function being realized, Kodandapani introduced a test set with (Ò+3) tests [15] , but his test set is not universal. Figure 6 shows our testable realization for the ESOP expression Ü ½ Ü ¨Ü ½ Ü ¾ Ü ¿¨Ü¾ Ü ¿ Ü ¨Ü ¾ Ü ¿ Ü . In this example, the extra observable output Ó ½ is required for the detection of the faults in primary input Ü ½ since Ü ½ is not applied to the literal part and it is used an even number of times in the AND part. The primary input Ü is not applied to the literal part, either, but it is used an odd number of times in the AND part. Note that the extra AND gate 'A' is not required since there is only one primary input to observe at Ó ½ . The extra EXOR gate 'B' is also not required because the number of EXOR gates in the literal part is an odd number. The test set for the example implementation is: 
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BUILT-IN SELF TEST CIRCUITRY FOR ESOP CIRCUITS
A traditional, signature analysis based Built-in Self Test (BIST) circuitry for a combinational network consists mainly of a pattern generator, and a signature register. For the complete testing system, a BIST controller, some multiplexers, a comparator, and a ROM are also embedded inside the chip. Using a Linear Feedback Shift Register (LFSR)-based PseudoExhaustive or Pseudo-Random Pattern Generator (PRPG) is a well-known method for generating test patterns for very large and complex combinational circuits. The PRPG approach is used because it is difficult to otherwise generate the large and irregular test sets required by such combinational circuits. As shown by Drechsler (et al.) in [16] , the PRPG approach does not work better with AND-EXOR circuits than it does with equivalent SOP circuits. However, they show that AND-EXOR networks do have good deterministic testability performance. Considering this fact and the properties of our design, we can list the reasons why we propose a deterministic test generation for built-in self test of ESOP circuits as below; 1. Our ESOP realization is designed for testing and therefore requires a minimal test set. Traditional PRPG test length is much longer than our test set for the same fault coverage. Also, there is no need for partitioning the circuit to prevent the long cycles of a pseudo-exhaustive test generation.
2. Our test set is universal, which allows it to be generated by fixed hardware that can be used for any function.
3. Our test set has regular patterns and therefore easy to generate. As a result, the area overhead of our pattern generator in our scheme is comparable to that of PRPG based schemes.
4. Our test set gives 100% fault coverage for single fault detection and does not require fault simulation. Figure 8 shows the BIST circuitry for ESOP circuits. In this structure, the only difference from classical BIST circuitry is the ESOP Deterministic Pattern Generator (EDPG) that is introduced for our easily testable ESOP implementation. The results from the applied test vectors are collected from the function output and from the extra observable outputs Ó ½ and Ó ¾ ; then compressed in the signature register, which can simply be an LFSR based Multiple Input Signature Register (MISR) [1] . After all the tests are applied, the signature register content is compared with the correct signature of the implemented ESOP to generate a go/no go signal at the end of the test cycle. A real life circuit is more likely to have multiple outputs rather than a single output as shown in the earlier examples. In this case, the AND gates in the AND part (the product terms) are distributed over multiple linear parts (EXOR cascades) for multiple outputs, and therefore the faults must be observed from all circuit outputs. Also, for a multi-output circuit, all the function outputs should be applied to the MISR along with the extra observable outputs.
Daehn and Mucha designed a simple BIST circuit to test PLAs [8] . They used LFSRs and NOR gates to generate regular test patterns such as a walking-one test sequence. Similarly, our EDPG can be built to generate the walking-zero sequence along with the extra ½ and ¾ bits, as shown in Figure 7 .
Part I of EDPG generates the walking-zero portion of the test vectors. This portion of the BIST circuitry can be expanded linearly based on the number of inputs in the ESOP circuit. Part II of the EDPG is a Finite State Machine (FSM), and generates ½ and ¾ bits of the test vectors. It also provides CLR and SET signals for the D-Flip-flops in Part I to generate all-0 or all-1 bits in the first six test vectors of the test set, T. Part II is independent of the function being realized, and therefore is fixed size. Figure 9 gives the state diagram and the circuit implementation for the FSM in Part II. The FSM generates the six vectors of the test set, then stops and enables Part I to generate the walking-zero tests. Figure 10 gives the simulation results for the EDPG implementation. 
EXPERIMENTAL RESULTS
We performed area, delay, and test set size measurements on some benchmark circuits using our realization scheme and 2-level/multi-level synthesis schemes. We selected the circuits from LGSynth'93 and Espresso benchmark sets to provide a wide variety of function types. For example, we selected circuits with different numbers of primary inputs; implementations in 2-level or multi-level; and of different classes such as math, logic, etc.
All the circuits were optimized for area and mapped to a technology library before performing the measurements. SIS [17] was used to optimize and synthesize the circuits in multilevel; and Exorcism [18] was used to optimize ESOP expressions. For a multi-level benchmark circuit, we used SIS to obtain the equivalent two-level SOP expression; and used Disjoint [19] to convert it to a two-level AND-EXOR expression before optimizing with Exorcism.
A 0.5 micron, array-based library developed by LSI Logic Corp. [20] was used for synthesis. We limited the number of components in the library according to Table 4 : The technology library used in measurements. Table 5 gives the number of test vectors and the fault coverage obtained from different schemes for single faults. This table compares our test scheme with LFSR based pseudo-random test generation and with algorithmic test generation. Pseudorandom and algorithmic test vectors were generated for the multi-level implementation of the circuits, where our test set was generated (predetermined) for the easily testable ESOP implementation. SIS was used for algorithmic test generation. Up to 10,000 LFSR patterns were generated for each circuit using the program used in [21] . The goal was to cover a wide range of circuits to determine circuits that are random vector resistant and require more than 10,000 patterns. Almost half of the selected benchmark circuits required more than 10K pseudorandom patterns for 100% fault coverage, whereas our scheme required no more than 150 patterns for all the circuits. For example, the fault coverage for the circuit x9dn is 73.1% for 10K random patterns. In comparison, our scheme yields only 33 patterns for 100% fault coverage. In all circuits, our test set is smaller than either pseudo-random or algorithmic test sets. Also, note that algorithmic test sets are generally not universal and therefore cannot be utilized in a simple self-test circuit.
The next measurement was performed to see the testability 9symml  9  512  0  513  100  137  100  15  100  adr4  8  96  0  146  100  37  100  14  100  alu1  12  64  0  91  100  35  100  18  100  alu2  10  864  0  664  100  117  100  16  100  alu4  14  10K  108  4158 improvement of the proposed ESOP implementation that requires some additional gates and input/output pins (labeled in Table 6 as: "ESOP with DFT (Design for Test)"), over the ordinary 2-level ESOP implementation that does not include any additional hardware (labeled in Table 6 as: "Ordinary ESOP"). The test vectors for the ordinary ESOP implementation were algorithmically generated with the program used in [22] , and compared with the universal test set of our implementation scheme. In Table 6 , our test set is significantly smaller than the algorithmically generated test sets for the majority of the benchmark circuits. Only one of the benchmark circuits, alu1, yielded fewer number of algorithmically generated test patterns than our universal test set. However, as mentioned earlier, our test set is universal, which eliminates the need for test generation programs; and it has regular patterns, which can be generated easily. As a result, it is very suitable for BIST. We did not generate pseudo-random vectors for our implementation scheme as an alternative to our EDPG for three reasons. First, the fact that AND-EXOR circuits are not more testable with pseudo-random patterns than AND-OR circuits was shown by Drechsler (et al.) in [16] ; second, our ESOP implementation is constructed considering certain regular and minimal patterns, and therefore it requires those patterns for guaranteed 100% fault coverage; and third, as shown next, the area overhead for our EDPG is very close to that of LFSR based PRPGs.
In Table 8 , the area of different patterns generators is given in cell units based on the library components given in Table 4 . The total BIST area is not calculated for comparisons because, as mentioned earlier, the only difference between a classical BIST circuitry and the ESOP BIST circuitry is the pattern generators used in them. We selected circuits with a wide range of number of primary inputs since the area of a pattern generator Inputs  ESOP  DFT  9symml  9  181  15  a04  9  173  15  alu1  12  8  18  alu2  10  133  16  alu4  14  1174  20  dk16  7  77  13  mux  21  48  27  rd73  7  48  13  rd84  8  62  14  sse  11  60  17  x2  10  27  16   Table 6 : Number of deterministic test vectors for two ESOP implementations.
is directly related to the number of primary inputs. An LFSR based pseudo-exhaustive or pseudo-random pattern generator mainly consists of D-Flip-flops and EXOR gates [23, 24] . The number of 2-input EXOR gates changes typically from one to the number of primary inputs (Ò), based on the characteristic polynomial used to generate the patterns. Therefore, the area of an LFSR-based PRPG is given as a range in the table. The area of a BILBO register is also included in the table since it is used for pseudo-random pattern generation [25] .
As shown in Table 8 , the area of EDPG is comparable to those of other pattern generators for all benchmark circuits. It is always better than BILBO's if Ò , and is in the range of PRPG's if Ò . For example, for the circuit rd73, the BILBO register is smaller than EDPG, but 128 pseudo-random patterns are required for 100% fault coverage, where only 13 EDPG patterns are required for the same fault coverage. Another advantage of EDPG is that it does not need an initialization seed, unlike most of the LFSR based pattern generators that require one or more seeds. We did not include the area overhead of the additional hardware that provides the initialization for the PRPGs in Table 8 . Table 7 presents the results of another set of measurements to show the area and delay performance of our ESOP implementation in Figure 4 as compared to the multi-level and 2-level SOP implementations. The area information is separated into two parts for the ESOP implementation. Those are, the area required for the implementation of the function being implemented (the literal part, the AND part, and the linear part), and the area required for the gates added for better testability (the gates 'A' and 'B', and the check part), denoted in the table as "Design for Testing" (DFT).
The measurements on multi-level implementations are performed for two different cases: one by using the entire set of library components presented in Table 4 , and the other by using only AND2, OR2, and INV gates. These two different measurements were performed to see the variations in area and delay as the components in the targeted library were changed for synthesis. This provides a more objective comparison. A column is provided for 2-level SOP implementations to evaluate our design in the PLA environment. The delay information for a 2-level SOP circuit is calculated by assuming a tree-of-OR-gates structure (using 3-input and 2-input OR gates) to combine the product terms. Similarly, the AND gates with more than three inputs in both SOP and our ESOP implementations were implemented as a tree of smaller AND gates (3-input and 2-input). The tree structure assumption does not affect the testing of the AND gates in our ESOP scheme. Another comparison of 2-level SOPs and ESOPs is given by Saul (et al.) in [26] for PLA and XPLA implementations.
Although it is not fair to compare a cascade implementation to a tree-like implementation, Table 7 shows that our 2-level ESOP implementation is comparable to multi-level implementations in most of the cases. For example, the ESOP implementations of apex5 and f51ml have better delay than multi-level implementations. Also, adr4, alu1, mux, x2, x4, and x2dn have fairly low delays when implemented with our ESOP scheme. In a few cases, our ESOP scheme yielded significantly larger delays than multi-level and 2-level SOP implementations, such as for the circuits alu4, x1, and x9dn.
Similarly, the ESOP circuits implemented for alu2, alu4, and f51ml have areas between the area of their multi-level version implemented using all library gates and the area of their multilevel version implemented using only AND2, OR2, and INV gates. Also the areas of 9symml, alu1, and rd73 are very close to those of their multi-level versions.
As 2-level implementation comparisons, for 50% of the benchmark circuits, our ESOP implementation scheme yielded smaller area than 2-level SOP implementation. Especially for circuits rd73,alu2,f51ml, and alu4 the areas of SOP implementations are 3.65, 3, 2.01, and 1.8 times larger, respectively, than those of ESOP implementations. The area overhead for DFT in our ESOP implementation is typically less than 0.1% (the least, 0.001%, for alu4). And, the largest area overhead, 28%, was obtained for alu1 since the functionality of the circuit is relatively small in comparison to those of the other benchmark circuits.
CONCLUSIONS AND FUTURE RESEARCH
In this paper, we have shown a highly testable ESOP realization and a minimal universal test set for the detection of single stuck-at faults in both internal lines and primary inputs/outputs of the circuit with 100% fault coverage. An EXOR cascade is used in the check part instead of AND gates or OR gates because the EXOR cascade yields much fewer test vectors and today's advanced technology makes it possible to have an EXOR gate almost as fast as an AND gate.
The experimental results show that our test set is always smaller in exponential degree than pseudo-random test set, and smaller in multiples than an algorithmically generated test set for 100% single stuck-at fault coverage. A deterministic test pattern generator is presented to be used as a part of the built-in self-test circuitry. The experimental results show that the overall overhead of our BIST circuit is comparable to that of the traditional PRPG based BIST circuit. More importantly, our pattern generator is superior to a PRPG because of its 100% single fault coverage and much shorter testing cycle. Also, it does not require an initialization seed and the circuitry for generating it. The results also show that our 2-level ESOP implementation is comparable to (or in some cases better than) the multi-level and 2-level SOP implementations in the area and delay measurements. Furthermore, our implementation gives a very small DFT area overhead.
In addition to detecting all single stuck-at faults, our architecture and test set detect a significant fraction of multiple stuck-at faults. More tests can be added to improve the multiple fault coverage even though it is very unlikely that a minimal and universal test set can be found. For instance, more zeroweighted test vectors can be added to improve the multiple fault coverage for the AND part of the circuit as explained by Saluja and Reddy in [12] . Another method to improve the fault coverage is to detect multiple faults with the help of multiple outputs in a multi-output ESOP circuit. Our BIST methodology with an MISR is an ideal method for this purpose. Our test set can also be improved for bridging faults using a method similar to that presented by Bhattacharya (et al.) in [27] . We are currently investigating our test set and implementation scheme for detecting bridging faults and multiple faults. The results will be presented in our next paper.
