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KAUFFMAN TYPE INVARIANTS FOR TIED LINKS
FRANCESCA AICARDI AND JESU´S JUYUMAYA
Abstract. We define two new invariants for tied links. One of them can be thought
as an extension of the Kauffman polynomial and the other one as an extension of the
Jones polynomial which is constructed via a bracket polynomial for tied links. These
invariants are more powerful than both the Kauffman and the bracket polynomials when
evaluated on classical links. Further, the extension of the Kauffman polynomial is more
powerful of the Homflypt polynomial, as well as of certain new invariants introduced
recently. Also we propose a new algebra which plays in the case of tied links the same
role as the BMW algebra for the Kauffman polynomial in the classical case. Moreover,
we prove that the Markov trace on this new algebra can be recovered from the extension
of the Kauffman polynomial defined here.
1. Introduction
The tied links constitute a class of knot–like objects, introduced by the authors in [3],
which contains the classical links. The original motivation to introduce these objects
arose from the diagrammatical interpretation of the defining generators of the so–called
algebra of braids and ties or simply bt–algebra, see [1, 2, 3].
Tied links are no other than classical links whose set of components is partitioned into
subsets: two components connected by one or more ties belong to the same subset of the
partition.
A tied link diagram is like the diagram of a link, provided with ties, depicted as springs
connecting pairs of points lying on the curves. Classical links can be considered either
tied links with no ties between different components (i.e., each subset of the partition
contains one component) or tied links whose components are all tied together. Of course,
classical knots coincide in both cases with tied knots.
In [3] an invariant for tied links, denoted F , is defined by skein relations. This invariant
can be regarded as an extension of the Homflypt polynomial, since it coincides with the
Homflypt polynomial when evaluated on knots and classical links, provided that they are
considered as tied links with all components tied together.
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Notice that tied links play an important role also in the definition of an invariant Θ for
classical links which is a generalization of certain invariants derived from the Yokonuma–
Hecke algebra [8]. The invariant Θ on links is more powerful of the Homflypt polynomial,
for details see [8, Section 8].
Also notice that the invariant F provides, too, an invariant of links more powerful than
the Homflypt polynomial, when evaluated on tied links without ties [4].
The invariant F can be also constructed through the Jones recipe 1. In fact, we have
proved that the bt–algebra supports a Markov trace [2], and that F can be obtained as
well by the Jones recipe applied to the bt–algebra. To do this, we have introduced the
algebraic counterpart of the braid group for tied links, that is the tied braids monoid,
and we have proved the analogous of Alexander and Markov theorems for tied links; for
details see [3].
Since the invariant F can be thought as the Homflypt polynomial for tied links, it is
quite natural the question whether a generalization of the Kauffman polynomial [15] can
be defined for tied links. This paper proposes and studies a Kauffman polynomial for
unoriented (respectively oriented) tied links, denoted by L (respectively, denoted by L̂).
We also define a sort of Jones polynomial for tied links, and we construct L̂ through the
Jones recipe applied to a suitable ‘tied BMW algebra’. Finally, using data from [6], we
show pairs of non–equivalent oriented links which are not distinguished by the Hompflypt
polynomial, nor by the Kauffman polynomial, but that are distinguished by L̂; moreover
the invariant L distinguishes pairs of oriented links that are not distinguished by the
invariant F and Θ.
This paper is organized as follows. Section 2 is dedicated to give the background and
notation used in the paper. In Section 3, Theorem 1 proves the existence of the polynomial
L. This polynomial is a three variable invariant obtained by modifying suitably the
Kauffman skein relations [15, Definition 2.2], that define the Kauffman polynomial L
for unoriented links. The polynomial L coincides with the polynomial L on links whose
components are all tied together; in particular, the polynomials L and L coincide on
knots. Moreover, in Theorem 2 we give the invariant of oriented tied links L̂ associated to
L. This is done by using the same normalization originally used to define the Kauffman
polynomial for oriented links [15, Lemma 2.1], denoted by L̂, associated to L.
Section 4 is devoted to define a bracket polynomial 〈〈 〉〉 for tied links. In Proposition
3 we prove that there exists a two variable generalization 〈〈 〉〉 for unoriented tied links
of the one variable bracket polynomial [14]. The polynomial 〈〈 〉〉 becomes the bracket
polynomial on links whose components are all tied together, and then coincides with the
bracket polynomial on knots. We note that 〈〈 〉〉 results to be a specialization of L.
Further, we obtain a generalization of the Jones polynomial for tied links, see Corollary
1.
1With this we refer to the mechanism firstly conceived by V. Jones in [9] for the construction of the
Homflypt polynomial.
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We start Section 5 by introducing a sort of tied BMW algebra with the aim of recovering
the invariant L̂ via the Jones recipe. In Section 5.1 this tied BMW algebra, called t–BMW
algebra, is defined by generators and relations; more precisely, the defining generators are
of four types: usual braid generators, tangle generators, tied generators and a new class
of objects called tied–tangles generators. The defining relations of the t–BMW algebra
are chosen to fulfill the same monomial relations of the bt–algebra [3, 2], the monomial
relations of the BMW algebra, together with a suitable tied version of all defining relations
of the BMW algebra. In Section 5.2 we show that the diagrammatical interpretations of
the defining generators of the t–BMW algebra agrees with the defining relations of it.
In Proposition 2, we prove that the t–BMW algebra is finite dimensional, by showing
that every element in it can be put in a certain reduced form. This result, together with
the existence of the invariant L, allows us to prove that the t–BMW algebra supports
a Markov trace, that we denote by $. This trace is in fact similar, cf. (46), to the
Markov trace τ ′ on the BMW algebra by Birman and Wenzl [5]; thus, we obtain L̂ by
the Jones recipe. We finish Section 6 by re–proving the fact that L̂ can be obtained as
a ‘specialization’ of L̂, see Proposition 4. The proof of this proposition is completely
algebraic and uses the natural homomorphism from the t–BMW algebra onto the BMW
algebra and the respective factorization of the trace $ by the trace τ ′, for details see
Proposition 3.
A motivation to construct L was the hope of finding an invariant more powerful than
the Kauffman polynomial when calculated on classical links (tied links without ties); in
fact we have got that; surprisingly, the polynomial 〈〈 〉〉, too, is more powerful than the
Kauffman polynomial. In Section 7 we give an example of pairs of non isotopic oriented
links distinguished by both normalizations of L and 〈〈 〉〉, which are not distinguished
by the Homflypt polynomial nor by the Kauffman polynomial. Moreover, the invariant L
distinguishes pairs which are not distinguished by the invariants F and Θ.
2. Notations and background
2.1. Tied Links. Recall a tied link is a link whose components may be connected by ties.
In fact, classical links form a subset of the set of tied links. The ties of a tied link define
a partition of the set of its components: two components connected by one or more ties
belong to the same set of the partition. Two tied links are tie–isotopic if they are ambient
isotopic and if the ties define the same partition of the set of components.
A tie is depicted as a spring connecting two points of a link. However, a tie is not a
topological entity: arcs and other ties can cross through it. The tie–isotopy says that,
when remaining in the same equivalence class, it is allowed to move any tie between two
components letting its extremes move along the two whole components; moreover, ties
can be destroyed or created between two components, provided that these components
either coincide, or belong to the same class.
Two components will be said tied together, if they belong to the same subset, i.e., if
between them a tie already exists or a tie can be created.
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A tie that cannot be destroyed without changing the tie–isotopy class is said essential.
Any tie connecting two points of the same component is not essential.
Here we consider diagrams of unoriented tied links in S2. Tie–regular isotopic tied links
diagrams are evidently regular isotopic links having ties that define the same partition of
the set of components.
Two diagrams of tied links are said to be regularly isotopic if one of them can be carried
in the other by using the Reidemeister moves II and/or III, as in the classical case.
In what follows the tie–isotopy class of a tied link will be not distinguished from the
class of its diagrams.
2.2. Let D be an unoriented tied link diagram, and let gbe the zero crossing diagram
of the unknotted circle. We indicate by D unionsq g the disjoint union of D with g, and by
D u˜nionsq gthe disjoint union of D with g, but in this case there is a tie between D and g.
Moreover, we indicate by D+, D−, De and Df four unoriented tied link diagrams that
are identical except for a disk in which they look, respectively, as , , , and .
The last two diagrams without ties in the selected disc are indicated by D0 and D∞.
Let
−→
D be an oriented tied link diagrams. We denote by D the unoriented tied link
associated to
−→
D and we denote by w(D) the writhe of
−→
D .
2.3. Let now
−→
D be a tied link whose components are all tied together. Any tied link
tie–isotopic to
−→
D has the components all tied, too; hence, the tie–isotopy of tied links
having all components tied together depends only of the isotopy in S2. Therefore, the
classical links are in topological bijection with the tied links having all components tied
together; we shall denote by
−→
D the classical link obtained by forgetting all ties in
−→
D .
Recall that every tied link can be obtained as the closure of a tied braid, see [3, Theorem
3.5]. The set of tied braids with n strands forms a monoid, denoted TBn, which has a
presentation with usual braids σ1, . . . , σn−1 and ties generators η1, . . . , ηn−1 and certain
relations, for details see [3, Definition 3.1]. The tied monoid TBn is related to the set of
the tied links as the braid group Bn to the classical links, see [3]. In this last paper was
also introduced the exponent of a tied braid θ ∈ TBn, denoted exp(θ). More precisely, if
θ is the product θ1 · · · θk in the defining generators of TBn, then
exp(θ) =
r∑
i=1
ki,
where ki = ±1 if θi = σ±1i and ki = 0 if θi = ηi. Notice that if
−→
D is the oriented tied link
obtained by closing the tied braid θ, then
w(D) = exp(θ).
Further, we define EBn as the subset of TBn formed by the tied braids of the form:
ηnσ where ηn := η1 · · · ηn−1 and σ ∈ Bn.
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The closures of the tied braids of EBn correspond to tied links in which the components
are all tied together. Notice that
exp(ηnσ) = exp(σ) where σ ∈ Bn.
We observe that the monoid EBn is in fact a group, with identity η
n, which is naturally
isomorphic to the braid group Bn; we shall call fn this natural group isomorphism,
(1) fn : η
nσ 7→ σ.
Hence, there is a braid–identification of the set of tied links whose components are all tied
together with the set of classical links. Thus, for
−→
D = η̂nσ, we have:
−→
D = σ̂,
where σ̂ is the closure of σ.
2.4. Let K be a field. The expression A is a K–algebra means that A is an associative
K–algebra with unity equal to 1; so, we consider K as contained in the center of A.
Along this paper, a, x and z indicate three commutative variables.
3. Kauffman polynomial for tied links
3.1. Definition of L.
Theorem 1. There exists a unique function
L : {Unoriented tied links diagrams } → Z[a±1, z±1, x−1]
that is defined by the following rules:
(i) L( g) = 1,
(ii) L(D unionsq g) = x−1L(D),
(iii) L is invariant under Reidemeister moves II and III,
(iv) L( ) = aL( ),
(v) L( ) = a−1L( ),
(vi) L( ) + L( ) = z
(
L( ) + L( )
)
,
where, as usual, L( ), L( ), etc., indicate the value of L on diagrams that are iden-
tical except for a disc inside which they look like the pictures in parentheses.
Remark 1. The analogous of relation (ii) in presence of a tie follows from (iv), (v) and
(vi):
(2) L(D u˜nionsq g) = yL(D),
where
(3) y := (a+ a−1)z−1 − 1.
Following exactly the same arguments as in [14], we can deduce from L a tie–isotopic
invariant of oriented links, as the next theorem states.
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Theorem 2. Let
−→
D be an oriented diagram of a tied link. Then the map L̂ defined by
(4)
−→
D 7→ a−w(D)L(D)
defines an ambient tie–isotopy invariant for the tied links.
3.2. Some properties of L.
(1) Observe that skein rule (vi) is symmetrical for the exchange of the left terms (the
respective diagrams are also denoted by D+ and D−), as well as for the exchange
of the right terms. We will denote the respective diagrams of the right terms
by De and Df (the subscripts e and f are motivated form the t–BMW algebra,
see Section 5) in order to distinguish them from the corresponding classical coun-
terpart, without ties, that are often denoted respectively D0 and D∞. Secondly,
observe that if the two strands involved in the crossings of D+ and D− belong to
two untied components, then these component merge in a sole component of both
diagrams De and Df . In this case the ties in De and Df are not essential. On the
other hand, if the two strands involved in the crossings of D+ and D− belong to
the same component, then they belong to two different components in De or in
Df , that are tied together. Therefore, we have not a skein rule involving D0 and
D∞, when the strands belong to two untied components. This is the reason of the
necessity of rule (ii).
(2) We outline the fact that our invariant L = L(a, z, x) is a generalization of the
Kauffman invariant of unoriented links L = L(a, z) [15], in the sense that it is
reduced to L on classical unoriented links, provided that they are considered as
unoriented tied links, whose components are all tied together; indeed, observe that
the classical Kauffman skein rule and relation (vi) in this case coincide (see also
Section 6.2). In particular, L coincides with L on knots, see examples in Section
7.
(3) The symmetry properties of L are inherited from those of L. For instance, the
values of the polynomial L on two tied link diagrams, which are one the mirror
image of the other coincides under the change of a by 1/a.
Proof of Theorem 1. The proof is by induction on the number of crossings and follows the
proof done by Lickorish [11, page 174] of the analogous Kauffman’s theorem for classical
links; we have just to pay attention to the points where the presence of ties intervenes
along the demonstration.
We suppose by induction that the function L has been defined on all the unoriented
links diagrams with at most n crossings, i.e., L satisfies rules (i)–(vi), provided that the
Reidemeister moves do not increase the number of crossings beyond n.
Firstly, observe that for every link diagram D with n crossings, the diagrams D unionsq g
and D u˜nionsq ghave n crossings and, by (ii), and (2) we get
(5) L(D unionsq g) = x−1L(D) and L(D u˜nionsq g) = yL(D).
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It follows that if gc,t is the diagram of the unlink with c unknotted components without
crossings, and t ≤ c− 1 essential ties, then
(6) L( gc,t) = yt/xc−t−1.
Secondly, denoting by gc,tn a diagram of the same unlink but having n crossing, it follows
from rules (iii)–(v) that
(7) L( gc,tn ) = awL( gc,t),
where w is the sum of the writhes of all components of gc,tn .
Now, suppose that D is the diagram of a tied link with c components, t essential ties
and n+ 1 crossing.
If D is of type gc,tn+1, i.e., D is a n+1 crossings diagram of the unlink with c unknotted
components and t essential ties, then we still assume valid (6) and (7) so that the value
of L on D is defined by
(8) L(D) = aw(D)yt/xc−t−1.
Otherwise, by changing some undercrossings to overcrossings we construct an associated
ascending diagram αD with c component unknotted and unlinked, having t essential ties
and n + 1 crossings. To do this, it is necessary to provide the components of D with
an order, and then choose a base point and an orientation on each component. In this
way, an ordered sequence of m ≤ n deciding points is defined, i.e., crossings where the
diagrams D and αD differ.
In order to compute L(D), we start from the first deciding point, say x1, and use skein
relation (vi). Observe that if the diagram D(1) := D around x1 coincides with D+ (or
D−) then D− (resp. D+) has m− 1 deciding points. Therefore, L(D) is written in terms
of the value of L on a diagram with n crossings and m− 1 deciding points, and of L(De)
and L(Df ). These last two values are well defined by induction, since De and Df have
n crossings. Therefore, it remains to calculate L on D− (or on D+). Call this diagram
D(2) and apply relation (vi) to the second deciding point x2, and so on, until, at the last
deciding point, xm, D
(m)
− (or D
(m)
+ ) coincides with αD, i.e., is a diagram of type
gc,t
n+1,
for which L is given by (8).
Now, we have to prove that L(D) does not depend on the construction of αD, i.e., does
not depend on the component order, component orientation and choice of base points.
The proof for tied links is identical to that for classical links, since the presence of ties
does not prevent any step of the arguments (see [11, Theorem 15.5]).
Since by a suitable choice of the base point and of the orientation and of the component
order, any crossing of D can be a deciding crossing, it follows that L(D) satisfies (vi) for
every crossing of the diagram D. Thus, it remains to prove that L satisfies (iv) and (v)
for every diagram D with n + 1 crossings, and that L is invariant under Reidemeister
moves II and III, never involving more than n+ 1 crossings.
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To prove rules (iv) and (v), observe that they are satisfied when D is of type gc,tn+1.
Moreover, for every loop of type or present in a component of D, it is always
possible to choose the base point on that component so that the crossing of the loop is not
a deciding point. Therefore the same loop is present also in αD, and, denoting by D′ the
diagram obtained from D by removing the loop, we get by definition L(αD) = a±1L(αD′),
comparing (7) and with (8). Since the factor a±1 persists along the calculation of L(D),
it follows that L(D) = a±1L(D′), i.e., rules (iv) and (v) hold for diagrams with n + 1
crossings.
Consider now the invariance under the Reidemeister move II. Firstly, observe that if D
is of the type gc,tn+1, then L(D) is invariant under such move; indeed, if the two strands
involved in the move belong to different components, their crossings do not enter the
calculation of (8). On the other hand, if the strands belongs to the same components,
their crossings give opposite contribution to the writhe of that component, and then the
crossings can be destroyed without effect on L. If D is not of type gc,tn+1, the proof
proceeds as follows. Let D1, D2, D3 and D4 be four diagrams with n+1 crossings that are
identical except for a disc in which they look like the four fragments shown in the first
line of Fig. 1. By applying skein relation (vi) to the top crossing of D1, we get:
L(D1) + L(D2) = z(L(D3) + L(D4)).
Similarly, let D′1, D
′
2, D
′
3 and D
′
4 be four diagrams differing from the previous diagrams
only in the same disc in which they look as depicted in the second line of the same figure.
By applying skein relation (vi) to the bottom crossing of D′1 we get:
L(D′1) + L(D′2) = z(L(D′3) + L(D′4)).
Observe now that D2 = D
′
2, D3 = D
′
3 (for the mobility property of the tie, see [3])
and L(D4) = L(D′4) by rules (iv) and (v) just proven (after having moved the ties far
from the disc). Therefore L(D1) = L(D′1). Finally, we observe that the base points can
be always chosen so that αD1 (or αD
′
1) is equal to D1 (resp, to D
′
1). Evidently, for (8),
L(αD1) = L(αD′1) = L(αD′′), where the diagram D′′ differs from D since has no crossings
in the disc. In this way, the calculation of L(D1) (or L(D′1)) does not touch the concerned
disc. We deduce then that L(D1) = L(D′1) = L(D′′).
The proof the L is invariant under Reidemeister move III is analogous to the corre-
sponding proof for classical links (see [11, Chapter 15]), still remembering the mobility of
the ties.

4. A bracket polynomial for tied link
The bracket polynonial is an invariant of regular isotopy for unoriented links introduced
by Kauffman [14]. This invariant allows to define the Jones polynomial [9] trough a
summation over all state diagrams of the link. A similar construction of the bracket
polynomial can be done for tied links, that is, the definition is exactly the same as done
by Kauffman if we restricts ourselves to crossings of a same component or between two tied
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Figure 1. Top line: Details of D1, D2, D3, D4; bottom line: details of D
′
1, D
′
2, D
′
3, D
′
4.
components. For crossings of two untied components, a new skein relation is necessary,
similar to that used in the definition of L. In this section a Jones polynomial for tied
links is also proposed.
Let A and c be two commutative independent variables.
Theorem 3. There exists a unique function
〈〈 〉〉 : {Unoriented tied links diagrams } → Z[A±1, c]
defined by the following rules:
(i) 〈〈 g〉〉 = 1,
(ii) 〈〈 gunionsqD〉〉 = c 〈〈 D 〉〉,
(iii) 〈〈 g u˜nionsq D〉〉 = −(A2 + A−2)〈〈 D 〉〉,
(iv) 〈〈 〉〉 is invariant under Reidemeister moves II and III,
Proof. If all components are tied together, we can forget rules (ii) and (vi); further, observe
that the remaining rules coincide with the defining rules of the bracket polynomial, where
a tie is added between the strands. Then the proof follows from [14, Lemmas 2.3, 2.4
and Proposition 2.5]. Observe also that, in this case, item (iv), i.e. the invariance under
Reidemeister moves II and III, can be deduced from the other rules. In the absence of ties,
the invariance under Reidemeister moves II and III must be stated and its consistency
with the other rules must be proved. This is done exactly as in the proof of Theorem 1,
i.e., by using skein rule (vi), where z is substituted by (A+ A−1). 
The next proposition, as well as its proof, is analogous to [14, Proposition 2.5].
Proposition 1. The bracket polynomial 〈〈 〉〉 satisfies:
(i) 〈〈 〉〉 = −A3〈〈 〉〉,
(ii) 〈〈 〉〉 = −A−3〈〈 〉〉.
Moreover, 〈〈 〉〉 coincides with the Kauffman bracket polynomial on classical knots and
on classical links, provided that they are considered tied links whose components are all
tied together.
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Observe that an ambient isotopy invariant of oriented tied links can be defined in the
same way as in [15, Lemma 2.1]. More precisely, we associate to every oriented link
diagram
−→
D , the polynomial J (−→D) defined by
(9) J (−→D) = (−A)−3w(D)〈〈D〉〉 ∈ Z[A±1, c±1].
Theorem 4. The polynomial J is a tie–isotopy invariant for tied links.
Corollary 1. The polynomial J , by the variable change A = t−1/4, is a generalization of
the Jones polynomial for tied links, that is, J becomes the one variable Jones polynomial
on classical links, provided that they are considered tied links whose components are all
tied together.
4.1. Relationship between 〈〈 〉〉 and L. Observe that in the same way as in [15, Propo-
sition 3.2], we see that the polynomial 〈〈 〉〉 is recovered from L by setting a := −A3,
z = A+ A−1 and x := c−1. That is, for every oriented tied link diagram
−→
D , we have
J (−→D) = (−A)−3w(D)L(D)(a,z,x)=(−A3,A+A−1,c−1).
5. The tied BMW algebra
In this section we introduce a sort of tied BMW algebra, denoted by t–BMW, which
plays the analogous role for the invariant L, as the BMW algebra [5, 13] for the Kauff-
man polynomial L. This algebra is defined by generators and relations, and its defining
generators have diagrammatical interpretations which are compatible with both those of
the bt–algebra and the BMW–algebra. Also, in this section we prove that the t–BMW
algebra is finite dimensional; this result will be crucial to demonstrate that the t–BMW
algebra supports a Markov trace.
5.1. Set K = C(x, z, a). For every n ≥ 1, we define the tied BMW algebra, or t–BMW
algebra, denoted by Kn = Kn(x, z, a), as the K–algebra equal to K for n = 1 and, for
n > 1, generated by braids generators g1, . . . , gn−1, tangles generators h1, . . . , hn−1, ties
generators e1, . . . , en−1 and tied–tangles generators f1, . . . , fn−1 subject to the following
relations.
A–braid relations among the gi’s:
gigj = gjgi for |i− j| > 1,(10)
gigjgi = gjgigj for |i− j| = 1.(11)
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BMW–relations:
h2i = x
−1hi for all i,(12)
hihj = hjhi for |i− j| > 1,(13)
gihj = hjgi for |i− j| > 1,(14)
gihi = higi = a
−1hi for all i,(15)
higjhi = ahi for |i− j| = 1,(16)
hihjhi = hi for |i− j| = 1,(17)
gigjhi = hjgigj = hjhi for |i− j| = 1,(18)
gihjgi = g
−1
j hig
−1
j for |i− j| = 1,(19)
gihjhi = g
−1
j hi for |i− j| = 1,(20)
hihjgi = hig
−1
j for |i− j| = 1.(21)
Tied braid relations:
eiej = ejei for all i, j,(22)
e2i = ei for all i,(23)
eigi = giei for all i,(24)
eigj = gjei for |i− j| > 1,(25)
eiejgi = gieiej = ejgiej for |i− j| = 1,(26)
eigjgi = gjgiej for |i− j| = 1.(27)
New relations:
eihi = hiei = hi for all i,(28)
eihj = hjei for |i− j| > 1,(29)
fiei = eifi = fi for all i,(30)
fiej = ejfi = ejhiej for |i− j| = 1,(31)
figi = gifi = a
−1fi for all i,(32)
gifjgi = g
−1
j fig
−1
j for |i− j| = 1,(33)
gi + g
−1
i = z(ei + fi) for all i.(34)
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The relations above imply:
g2i = z(eigi + a
−1fi)− 1 for all i,(35)
f 2i = y fi for all i,(36)
fihi = hifi = y hi for all i,(37)
eigjg
−1
i = gjg
−1
i ej for |i− j| = 1,(38)
fifj = ejhihjei for |i− j| = 1,(39)
fihj = ejhihj for |i− j| = 1,(40)
hjfi = hjhiej for |i− j| = 1,(41)
higjfi = ahiej for |i− j| = 1,(42)
figjhi = aejhi for |i− j| = 1,(43)
figjfi = aejhiej for |i− j| = 1,(44)
where y := (a+ a−1)z−1 − 1. Observe that relations (36) and (37) are obtained by using
the expression of fi given by (34); namely
f 2i = fi
(
gi + g
−1
i
z
− ei
)
=
a−1fi + afi
z
− fi = yfi
follows from (32) and (30), whereas
fihi =
(
gi + g
−1
i
z
− ei
)
hi =
a−1hi + ahi
z
− hi = yhi
follows from (15 ) and (28).
5.2. Diagrams for the t–BMW algebra.
The natural counterpart of a classical n–tangle in the context of tied links is a tied
n–tangle, i.e., a rectangular piece of a diagram of a tied link with n arcs and other closed
curves in generic position, such that the arcs have n end points at the top and n end
points at bottom of the rectangle, cf. [12]. Ties connect the curves inside the rectangle.
Observe that, because of the ties’ mobility property [2, 6.3.3], the ties can lie entirely
inside or outside the rectangle.
The relation of tie–isotopy is thus extended to tied tangles according to the following
definition.
Definition 1. Two tied n–tangles are regular tie–isotopic if, by substituting the first one,
as a part of a tied link, with the second one, the regular tie–isotopy class of the tied link
is preserved.
For our purpose we need to consider here only certain particular tied n–tangles, that
we are going to introduce; later we will define an algebra of such diagrams that result
naturally isomorphic to the algebra Kn.
Observe that the defining generators of the t–BMW algebra consist of four sets of gen-
erators: the gi’s, which correspond (diagrammatically) to the usual braid generators; the
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hi’s, which correspond to the tangle generators of the BMW–algebra; the ei’s, already
introduced in the bt–algebra, which correspond to the ties, and finally certain news ele-
ments fi’s. This last set of generators in fact corresponds to tangle generators with a tie
connecting the up and bottom arcs.
More precisely, for every n ≥ 1, we associate to the unity of the algebra Kn the trivial
braid diagram made by n parallel vertical threads and for n > 1, and to the defining
generators of Kn with index i we associate diagrams coinciding with the identity except
for the i–th and (i+ 1)–st strands as shown in the figure below.
Figure 2. Diagrammatical interpretation of the defining generators of Kn.
The (associative) multiplication of diagrams is defined by concatenation, i.e., the mul-
tiplication d1d2 is done by putting the diagram d2 below of the diagram d1.
Let Wn be the set of diagrams obtained by translating the words in the generators
of Kn generator by generator. Wn is provided with the multiplication by concatenation.
Denote KWn the K–vector space with basis Wn and extend linearly the product to KWn.
We define the algebra Wn as the K–algebra constructed from KTn by factoring out the
defining relations of Kn.
= = a
Figure 3. Relations (40) and (43).
Remark 2. Observe that every monomial defining relation of Kn, when translated to the
corresponding pair of diagrams, is a relation of tie–isotopy of tied tangles, according to
Definition 1 (see Fig. 3, left). Note that there are exactly five non monomial defining
relations, namely relations (12), (15), (34) and the second relations in (16) and (32); an
example is shown in Fig. 3, right.
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In particular, the above construction defines a natural algebra isomorphism χn : Kn −→
W ′n, where W ′n is the image of Kn in Wn.
Remark 3. Observe that, for every word α ∈ Kn, the diagram χn(α) ∈ W ′n can be
identified with the diagram in W ′n+1, obtained by adding at right of χn(α) one vertical
thread. This defines a natural injective morphism ofW ′n inW ′n+1, for n ≥ 1. We thus use
the isomorphisms χn’s to obtain the tower of algebras K1 ⊂ K2 · · · , which is obtained by
identifying, for every n ≥ 1, Kn with the subalgebra of Kn+1 generated by the defining
generators of Kn+1: gi’s, ei’s, hi’s and fi’s for 1 ≤ i ≤ n− 1.
5.3. The finite dimension of the t–BMW algebra. In Kn we define the subset Γn by
Γn := {1, gn−1, gn−1en−1, hn−1, en−1, fn−1},
and we shall say that a word in the defining generators of Kn can be reduced, if it can be
written as a linear combination of words having at most one element of Γn. Further, we
say that an element in Kn can be reduced if it can be written as linear combination of
reduced words.
Proposition 2. Every element in Kn can be reduced. Thus Kn is finite dimensional.
To prove this proposition we need some relations and reductions which are grouped in
the following lemmas.
Lemma 1. For all i, j such that |i− j| > 1 the following relations hold:
(i) fifj = fjfi,
(ii) fihj = hjfi,
(iii) figj = gjfi,
(iv) fiej = ejfi.
Proof. It is sufficient to write, by (34)
(45) fi = z
−1(gi + g−1i )− ei.
Then all relations of the lemma follow from (10), (14), (22), (24) and (25). 
Lemma 2. For all i, j such that |i− j| = 1 the following relations hold:
(i) fifjfi = ejhiej,
(ii) gigjfi = fjgigj,
(iii) fifjhi = ejhi,
(iv) hifjfi = hiej,
(v) fifjei = fifj,
(vi) eifjhi = fjhi,
(vii) hifjhi = hi.
Proof. Relation (i) is obtained as follows:
fifjfi = (ejhihjei)fi = ejhihjfi = ejhihjhiej = ejhiej,
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where the first to the fourth equalities are obtained, respectively, by using (39), (30), (41)
and (17).
A proof of (ii) follows by expanding fi (see (45)) in both sides of the equality and having
in mind (11) and (27).
From (40) and (30) it follows that fifjhi = fieihjhi = fihjhi. Then applying again (40)
and later (17), we obtain (iii).
We prove now (iv), we have:
hifjfi = hihjeifi from (41)
= hihjfi from (28)
= hihjhiej from (41)
= hiej from (17).
Relation (v) is a direct consequence of (31) and (30).
Relation (vi) is a direct consequence of (31) and (28).
Relation (vii) is obtained by applying (41), then (28) and (17).

Lemma 3. The following relations hold in Kn:
(i) hngn−1gnen = hnfn−1,
(ii) gnengn−1hn = fn−1hn.
Proof. For (i), we have:
hngn−1gnen = hnhn−1en from (18)
= hnfn−1 from (41).
For (ii), we have:
gnengn−1hn = engngn−1hn = enhn−1hn from (18)
= fn−1hn from (40).

Lemma 4. The following relations hold in Kn:
(i) hnfn−1gn = hnfn−1gnen = hnen−1g−1n−1,
(ii) gnenfn−1gn = gnfn−1gnen = gnenfn−1gnen = g−1n−1en−1hnen−1g
−1
n−1,
(iii) fnfn−1gn = fnfn−1gnen = en−1hnen−1g−1n−1,
(iv) gnfn−1fn = gnenfn−1fn = g−1n−1en−1hnen−1,
(v) gnfn−1hn = gnenfn−1hn = g−1n−1en−1hn.
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Proof. We prove (i). We have
hnfn−1gn = hnhn−1engn from (41)
= hnhn−1gnen from (24)
= hng
−1
n−1en from (21)
= hneng
−1
n−1en from (28)
= hnenen−1g−1n−1 from (26)
= hnen−1g−1n−1 from (28).
In the same way we prove that the second term is equal to the third term.
We prove (ii):
gnenfn−1gn = gnenhn−1engn from (31)
= gnenen−1hn−1en−1engn from (28)
= enen−1gnhn−1gnenen−1 from (26)
= enen−1g−1n−1hng
−1
n−1enen−1 from (19)
= g−1n−1enen−1hnenen−1g
−1
n−1 from (26)
= g−1n−1en−1hnen−1g
−1
n−1 from (28) and (22).
In the same way we prove that the second term is equal to the fourth term. By using
(31), (25) and (23) we get that the third term is equal to the first: engnfn−1engn =
engnenfn−1gn = engnfn−1gn.
We prove now (iii). We have:
fnfn−1gn = en−1hnhn−1engn from (39)
= en−1hnhn−1gnen from (24)
= en−1hng−1n−1en from (21)
= en−1hneng−1n−1en from (28)
= en−1hnenen−1g−1n−1 from (26)
= en−1hnen−1g−1n−1 from (28).
I.e., the first term is equal to the third. Now, by using this equality we have fnfn−1gnen =
en−1hnen−1g−1n−1en; but, by using (26) we have en−1g
−1
n−1en = enen−1g
−1
n−1, hence
fnfn−1gnen = en−1hnenen−1g−1n−1 = en−1hnen−1g
−1
n−1,
where the last equality is from (28).
In analogous way we obtain (iv).
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For (v), we have
gnfn−1hn = gnenhn−1hn from (40)
= engnhn−1hn from (24)
= eng
−1
n−1hn from (20)
= eng
−1
n−1enhn from (28)
= g−1n−1en−1enhn from (26).
Thus, by using now (28) we obtain gnfn−1hn = g−1n−1en−1hn. Finally, this last equality,
(26) and (28) implies:
engnfn−1hn = eng−1n−1en−1hn = g
−1
n−1en−1enhn = g
−1
n−1en−1hn.
Relation (34) implies that the words in (v) can be reduced. 
Lemma 5. The following relations hold in Kn:
(i) hngn−1en = hnen−1gn−1,
(ii) engn−1hn = gn−1en−1hn,
(iii) engn−1fn = gn−1en−1fn,
(iv) gnengn−1en = en−1gngn−1en−1,
(v) gnengn−1gnen = gn−1gnenen−1gn−1,
(vi) gnengn−1fn = fn−1gngn−1en−1.
Proof. By using (28), we have hngn−1en = hnengn−1en, then from (26), we obtain hngn−1en =
hnenen−1gn−1, and using again (28), we obtain (i). Analogously, we get (ii).
For (iii) we have: engn−1fn = engn−1enfn = gn−1en−1enfn since (30) and (26). Hence,
(iii) follows from (30).
To obtain (iv), we use (26) and (27).
For (v), in virtue of (24), we deduce
gnengn−1gnen = gngn−1enen−1gn from (27)
= gngn−1gnenen−1 from (26)
= gn−1gngn−1enen−1 from (11).
Then (v) follows now from (26).
To obtain (vi), observe that relation (32) implies gnengn−1fn = a−1gnengn−1gnfn. By
relations (27) and (11) we get gnengn−1fn = a−1gn−1gngn−1en−1fn; now using on this last
factor (31), (ii) Lemma 2 and (32), we deduce (vi).

Proof of Proposition 2. The proof is by induction on n. For n = 2, the proposition follows
directly from the relations (12), (15), (23), (28), (36), (37), (30), (32) and (35); thus we
assume now that n > 2. Every element in Kn can be written as a linear combination of
elements in the form w = w1d1w2d2 · · ·wkdk, where wi ∈ Kn−1 and di ∈ Γn. Now we shall
use induction on k and we see that it is enough to consider k = 2. Hence, we are going
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to prove that for w = w1d1w2d2 the proposition holds. By the induction hypothesis we
have that w2 = ω1dω2, where ωi ∈ Kn−2 and d ∈ Γn−1; then, w = w1ω1d1dd2ω2. Thus, to
finish the proof of the proposition, we need only to see that d1dd2 can be reduced in Kn.
Trivially d1dd2 is reduced if d1 or d2 are equal to 1. So, we consider now di 6= 1.
For the case d = 1, we use again (12), (15), (23), (28), (36), (37), (30), (32) and (35),
to obtain d1dd2 in the reduced form. As for the remaining 125 cases to reduce, we observe
that the 50 cases obtained when d = gn−1 and d = fn−1 are the most representatives. We
omit the analysis of the remaining cases since they can be obtained either in an analogous
manner or directly from the algebra relations.
In the tables of reduction below we put in the first line the possibilities of d1 and in
the first column the possibilities of d2 in the product d1dd2 and we will indicate how to
reduce the product d1dd2.
For the case d = gn−1, we have the following reduction table.
gn hn en gnen fn
gn (11) (18) (27) (27) and (11) (ii) Lemma 2
hn (18) (16) (i) Lemma 5 (i) Lemma 3 (42)
en (27) (ii) Lemma 5 (26) (27) (iii) Lemma 5
gnen (27) and (11) (ii) Lemma 3 (iv) Lemma 5 (v) Lemma 5 (vi) Lemma 5
fn (ii) Lemma 2 (43) (30) and (26) (ii) Lemma 2 and (31) (43)
For the case d = fn−1, the reduction table is the following.
gn hn en gnen fn
gn (33) and (34) (v) Lemma 4 (31) (ii) Lemma 4 (iv) Lemma 4
hn (i) Lemma 4 (vii) Lemma 2 (31) and (28) (i) Lemma 4 (iv) Lemma 2
en (31) (vi) Lemma 2 (31) (31) (31) and (30)
gnen (ii) Lemma 4 (v) Lemma 4 (31) (ii) Lemma 4 (iv) Lemma 4
fn (iii) Lemma 4 (iii) Lemma 2 (v) Lemma 2 (v) Lemma 2 and (32) (i) Lemma 2

6. A trace for the t–BMW algebra
The fact, stated in Proposition 2, that every element in Kn can be reduced, and the
existence of the invariant L (Theorem 1), allow us to prove that the t–BMW algebra
supports a Markov trace (see next Theorem 5). That is, we prove the existence of an
unique family $ = {$n}n≥1, where $n+1 : Kn+1 → K is a linear map defined from $n
and its values on αgn, αen, αhn and αfn, for any α ∈ Kn. We finish this section with an
algebraic proof that the Kauffman polynomial L̂ is a specialization of the polynomial L̂.
6.1. Let α be a word in Kn. In what follows we call for short closure of α, denoted by
α̂, the closure of the image χn(α) in Tn. Observe that α̂ is the diagram of an unoriented
tied link. To prove the existence of a Markov trace on the t–BMW algebra we need the
following lemma.
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Lemma 6. If the word α ∈ Kn can be written, using the algebra relations, as a linear
combination of words βi, i.e., α =
∑m
i=1 kiβi, where ki ∈ K, then
L(α̂) =
∑
i
kiL(β̂i).
Proof. Observe that in Kn every splitting of a word in a linear combination of words is
done by using the basic relations (10)–(34) of the algebra. Therefore, we have firstly to
prove that for every monomial relation in Kn of type α = α′, the diagrams α̂ and α̂′
are regularly isotopic, so that the value of the polynomial L coincides on them. Observe
that relations (12),(15),(16) and (32), are considered non monomial for the presence of
a coefficient different from 1. Secondly, we have to prove that for every non monomial
basic relations of type α =
∑
i kiβi, we have L(α̂) =
∑
i kiL(β̂i). The proof consists in a
verification relation by relation and does not entail any difficulty. 
We define $1 as the identity; for n > 1, $n is given in the following theorem.
Theorem 5. The t–BMW algebra supports a unique Markov trace $ = {$n}n≥1, where
for every positive integer n > 1 the linear map $n : Kn −→ K is defined by the following
rules (recall that by definition y = (a+ a−1)z−1 − 1):
(i) $n(1) = 1,
(ii) $n(α β) = $n(β α),
(iii) $n+1(αgn) = $n+1(αgnen) = (x/a) $n(α),
(iv) $n+1(αhn) = $n(αfn) = x $n(α),
(v) $n+1(αen) = x y $n(α),
where α, β ∈ Kn.
Proof. Given any α ∈ Kn, let α̂ be the diagram of the unoriented tied link obtained as
the closure of χn(α). For every positive integer n, we define ωn by:
(46) ωn(α) = x
n−1L(α̂).
We will prove that ωn satisfies (i)–(v). Since for every n, ωn is uniquely defined, we
obtain that $n = ωn for all n.
We observe firstly that when α = 1 ∈ Kn, the closure of α is gn and, according to
Theorem 1, L( gn) = x1−n. So, by the definition of ωn, we get ωn(1) = 1. Secondly,
the closures of αβ and of βα are diagrams of the same tied link; therefore, by (46),
ωn(αβ) = ωn(βα). Hence ωn satisfies (i) and (ii).
The proof that ωn satisfies (iii)–(v) is done by induction on n. For n = 1, the algebra
K1 contains only the unit element, i.e., the trivial braid composed of a sole thread; its
closure is the circle g1, with L( g1) = 1, so that ω1(1) = 1.
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We now suppose that ωj satisfies (iii)–(v) for j ≤ n. Let δ ∈ Kn+1. By Proposition 2,
δ can be written as
δ =
m∑
i=1
kiβi,
where, for every i, βi ∈ Kn+1 contains only one element γ(n+1)i of the set Γn+1, i.e.
βi = β
′
iγ
(n+1)
i β
′′
i ,
where β′i, β
′′
i ∈ Kn.
Observe that, by Lemma 6, L(δˆ) = ∑mi=1 kiL(βˆi). Now, for every i, we consider the
element
β˜i = β
′′
i β
′
iγ
(n+1)
i .
This element has the same closure as βi and then ωn+1(βi) = ωn+1(β˜i). Observe that β˜i
is the product of an element in Kn, namely β′′i β′i, by an element in Γn+1. Therefore, it is
sufficient to prove that ωn+1 satisfies (iii)–(v) when δ = β˜i.
Let α ∈ Kn, and α̂ its closure, so that
L(α̂) = ωn(α)/xn−1.
(iii). The closures of αgn and of αgnen are different from α̂ for the presence of a new
loop, and possibly of an unessential tie. Therefore, by Theorem 1,
(47) L(α̂gn) = L(α̂gnen) = a−1L(α̂).
By (46)
L(α̂gn) = ωn+1(αgn)/xn and L(α̂gnen) = ωn+1(αgnen)/xn.
Therefore (47) implies
ωn+1(αgn) = ωn+1(αgnen) = xa
−1ωn(α).
(iv). The closures of αhn and of αfn are regularly isotopic to the closure of α, so
L(α̂hn) = L(α̂fn) = L(α̂). By (46)
L(α̂hn) = ωn+1(αhn)/xn and L(α̂fn) = ωn+1(αfn)/xn.
Hence
ωn+1(αhn) = ωn+1(αfn) = xωn(α).
(v). The closure of αen is obtained from the closure of α by adding a separated circle,
tied to α̂. By (2),
(48) L(α̂en) = yL(α̂).
By (46),
L(α̂en) = ωn+1(αen)xn.
Therefore from (48) we obtain
ωn+1(αen) = xyωn(α).
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For completeness, we consider also the case when γ
(n+1)
i is the identity 1n ∈ Kn+1. In
this case the closure of αγ
(n+1)
i is obtained from the closure of α by adding a separated
circle. Therefore, by theorem 1, L(α̂1n) = L(α̂)/x. By (46), ωn+1(α1n) = ωn(α).

Remark 4. Observe that
(49) $n+1(αg
−1
n ) = $n+1(αg
−1
n en) = x a $n(α).
Indeed, we have
αg−1n = −αgn + z(αen + αfn),
and
αg−1n en = −αgnen + z(αen + αfn).
Now, by using (iii), (iv) and (v) we obtain:
$n+1(αg
−1
n ) = $n+1(αg
−1
n )en = −x/a$n(α)+z(x y$n(α)+x$n(α) = x(−a−1+z(y+1))$(α).
So, $n satisfies (49), in virtue of (3).
Remark 5. Having present (46) and the definition of L̂, we deduce that for the oriented
tied link α̂, with α ∈ TBn, we have
L̂(α̂) =
(
1
x
)n−1
aexp(α)($n ◦ pin)(α),
where pin is the representation of TBn defined by mapping σi to gi and ηi to ei; hence,
in the setting of the Jones recipe, the t–BMW algebra is the corresponding algebra to
define L̂. Now, define the tied Temperley–Lieb algebra, denoted t–TLn, as the subalgebra
of Kn generated by the hi’s, ei’s, and fi’s. Notice that this subalgebra in fact can be
presented abstractly through relations (12), (13), (17), (22), (23) and (28)–(31). Fur-
thermore, note that a natural epimorphism from the tied Temperley–Lieb algebra to the
classical Temperley–Lieb algebra is simply obtained by mapping ei 7→ 1 and fi 7→ hi.
This epimorphism and the original construction of the Jones polynomial suggest that the
invariant J can be constructed through the Jones recipe applied to the algebra t–TLn.
6.2. In this subsection we study the factorization of $n trough the trace on the BMW–
algebra, then we re–prove that the Kauffman polynomial of oriented links corresponds to
a specialization of L̂.
Let ` and m be two commutative variables. The BMW algebra Cn = Cn(`,m) was intro-
duced by J. Birman and H. Wenzl [5, Section 2] and independently by J. Murakami [13].
This algebra is defined through a presentation with braid generators, tangles generators
and relations among them that are motivated by topological reasons. We consider here
the reduced presentation of this algebra defined in [7, Definition 1]; more precisely, Cn is
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the C(`,m)–algebra defined through braid generators G1, . . . , Gn−1 and tangle generators
H1, . . . , Hn−1, subject to braid relations among the Gi’s and the following relations:
GiHi = `
−1Hi for all i,(50)
HiGjHi = `Hi for |i− j| = 1,(51)
Gi +G
−1
i = m(1 +Hi) for all i.(52)
In [5, Theorem 3.2], cf. [10, Subsection 9.6], is proved that the family {Cn}n∈Z>0
supports a Markov trace τ ′ = {τ ′n}n∈Z>0 , where the τ ′n’s are linear maps defined uniquely
by the axioms: τ ′n(1) = 1 and for all c, d ∈ Cn, we have τ ′n(c d) = τ ′n(d c) and
τ ′n+1(cGn) =
m
`(`+ `−1 −m)τ
′
n(c),(53)
τ ′n+1(cHn) =
m
`+ `−1 −mτ
′
n(c).(54)
This Markov trace allows to define the Kauffman polynomial, L̂, in terms purely algebraic.
More precisely, for the link
−→
D obtained as the closure of σ ∈ Bn, we have:
(55) L̂m,l(
−→
D) =
(
`+ `−1 −m
m
)n−1
`w(D)(τ ′n ◦ n)(σ),
where n is the homomorphism from Bn to Cn such that σi 7→ Gi. Formula (55) is deduced
by combining (23.1) and (24) of [5], cf. [10, Subsection 9.6].
Now, by regarding the defining relations of the BMW–algebra and relations (10), (11),
(15) and (16), we deduce that there exists an epimorphism from a specialization of the
t–BMW algebra in the BMW–algebra; further, this epimorphism factorize $ by τ ′. More
precisely, we obtain the following proposition, that can be easily verified.
Proposition 3. Setting ` = a, m = z and x = z
a+a−1−z , we have that the mappings
gi 7→ Gi, ei 7→ 1 and hi, fi 7→ Hi define an epimorphism, denoted by ψn, of K–algebras
from Kn(x, z, a) to Cn(`,m). Moreover, we have τ ′n ◦ ψn = $n.
Under the hypothesis of Proposition 3 we have that the following diagram is commu-
tative:
(56) EBn
˜n
//
fn

Kn
ψn

$n
  
Bn n
// Cn
τ ′n
// K
where ˜n is the homomorphism from EBn to Kn defined by mapping ηnσi 7→ engi, and
en := e1 · · · en−1.
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Proposition 4. The Kauffman polynomial L̂ can be obtained as a specialization of the
polynomial L̂. More precisely, for an oriented tied–link −→D whose components are all tied
together, we have
L̂(−→D) = L̂(−→D).
Proof. Theorem 2 says that L̂(−→D) = a−w(D)L(D). Let ηnσ ∈ EBn whose closure is −→D ;
then from (46) we have
L̂(−→D) = a−w(D)x1−n$(˜n(ηnσ)).
Now, from the diagram above, we have:
$(˜n(η
nσ)) = ($ ◦ ˜n)(ηnσ)
= ((τ ′n ◦ ψn) ◦ ˜n)(ηnσ)
= (τ ′n ◦ (ψn ◦ ˜n))(ηnσ)
= (τ ′n ◦ n ◦ fn)(ηnσ)
= (τ ′n ◦ n)(fn(ηnσ)) = (τ ′n ◦ n)(σ).
Recall that w(D) = exp(
−→
D) and x = z
a+a−1−z . Therefore:
L̂(−→D) = a−w(D)x1−nL(D) = a−exp(σ)
(
a+ a−1 − z
z
)n−1
(τ ′n ◦ n)(σ) = L̂(
−→
D),
since a = ` and z = m. 
7. Some key examples
We give here an example of a pair of unoriented links distinguished by L and 〈〈 〉〉.
Let L11n304 and L11n412 be the unoriented link diagrams obtained by forgetting the
orientation in the link diagrams shown in Fig. 4 (see [6]). The calculation of L on these
diagram gives:
L(L11n304)−L(L11n412) = −z(−4z2x2a5 + zxa4 − 3z2xa3 + z3xa4 + z3xa2 + z2xa+
a3z4x− 4a5z2x− a6z3x+ a5z4x− xa5− xa3 + a4z− 5z2x2a3 + z4x2a3 + z4x2a5− z3x2a4−
a8z3x− 2a6z3x2 + 4a6zx2 + 7zx2a4 + 2zx2a2 − a8z3x2 + 2a7z2x2 − zx2 + a9z2x2)/(x2a5)
By the variable change a := −A3 and z := A− 1/A we get:
〈〈L11n304〉〉− 〈〈L11n412〉〉 = −(x2 + 2A4x+ 12x2A22 + 7x2A20 +A30x−A16 + 2x2A2−
5xA10 − 6xA16 + 7A20x− 2A14 + 4A28x+ 6A26x+ 5A24x− 7x2A14 − 7x2A12 − 6x2A10 −
4x2A8 − A12 + xA2 − 5xA14 − 3A8x + 3x2A18 − 2x2A16 − 5xA12 + 7x2A28 + 9x2A26 +
12x2A24 + 4x2A30 + x2A32 − x2A6 + x2A4 + 6A22x)/(A17x2).
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L11n304{1,1} L11n412{1,0}
(a)
L11n304{1,0} L11n412{0,0}
(b)
L11n304{0,0} L11n412{1,1}
(c)
Figure 4.
Observe that the oriented links of the pair: ( L11n304{1,1}, L11n412{1,0}), shown
in Fig. 4(a), have the same Homflypt polynomial, and Kauffman polynomial (see [6]).
The same is true for the pairs (L11n304 {1,0}, L11n412{0,0}) and (L11n304 {0,0},
L11n412{1,1}), shown in Fig. 4(b) and (c).
The first pair is not distinguished neither by Θ nor by F , the others are not distinguished
by Θ (see [8]).
Since the writhes of the oriented diagrams in each pair coincide, it follows from the
calculations above that these oriented pairs are distinguished by the generalized Kauffman
polynomials (4) and (9).
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Appendix
The following tables provide the value of L on simple unoriented tied links diagrams,
shown in Fig. 5.
L
L1 1
L2 (a+ 1/a)/z − 1
L3 1/x
L4 (−a2 − 1 + az + z2a2 + z2)/(az)
L5 (−a+ zxa2 + zx)/(xa)
L6 (−a2 − 1 + az)2/(z2a2)
L7 (a2 + 1− az)/(azx)
L8 1/x2
L9 (a2 + 1− az − z2a2 − z2)(−a2 − 1 + az)/(z2a2)
L10 (−a2 − 1 + az + z2a2 + z2)/(azx)
L11 (−a+ zxa2 + zx)(a2 + 1− az)/(zxa2)
L12 (−a+ zxa2 + zx)/(x2a)
L13 (a4 + 2a2 − 2a3z + 1− 2az − 3z2a2 − 2a4z2 + 2z3a3 − 2z2+
+2z3a+ z4a4 + 2z4a2 + z4)/(z2a2)
L14 (a3 + a− a2z − z2a3 − az2 − zxa4 − 2zxa2 + z2xa3 + z3xa4+
+2z3xa2 − zx+ z2xa+ z3x)/(zxa2)
L15 (a3 + a− a2z − 2zxa4 − 4zxa2 + 2z2xa3 − 2zx+
+2z2xa+ z3xa4 + 2z3xa2 + z3x)/(zxa2)
L16 (a2 − 2zxa3 − 2azx+ z2x2a4 + 2z2x2a2 + z2x2)/(x2a2)
L17+ (a4 + a2 − a3z − 3a4z2 − 2z2a2 + z3a3 + z4a4 + z4a2 + z3a+ z2)/(a3z)
L17− (a2 + 1− az − 2z2a2 − 3z2 + z3a+ z4a2 + z4 + z3a3 + a4z2)/(az)
L18+ (a3 − 3zxa4 − 2zxa2 + z2xa3 + z3xa4 + z3xa2 + z2xa+ zx)/(xa3)
L18− (a− 2zxa2 − 3zx+ z2xa+ z3xa2 + z3x+ z2xa3 + zxa4)/(xa)
L19+ (−2a3 − a+ a2z + z2a3 + az2 + z)/(a2)
L19− (−2− a2 + az + z2a2 + z2 + a3z)/a
L20 (−1− a3z − az + 2z2a2 + z3a3 + z3a+ z2 − a4 − a2 + a4z2)/(a2)
L21+ (a3 − a2z − 4z2a3 − a4z3 + 3z4a3 + z5a4 + z5a2 + 2z4a+
+z3 + a− 2a5z2 − 2az2 + z4a5)/(za3)
L21− (a2 − a3z − 4z2a2 − z3a+ 3z4a2 + a3z5 + az5 + 2z4a4+
+a5z3 + a4 − 2a4z2 − 2z2 + z4)/(za2)
L22+ (−z2xa4 + 3z3xa3 + z4xa4 + z4xa2 + 2z3xa+ z2x+
+a2 − 2zxa5 − 4zxa3 − 2azx+ z3xa5)/(xa3)
L22− (−z2xa+ 3z3xa2 + a3z4x+ az4x+ 2z3xa4 + a5z2x+
+a3 − 2zxa4 − 4zxa2 − 2zx+ z3x)/(xa2)
26 FRANCESCA AICARDI AND JESU´S JUYUMAYA
L
L23+ (−1 + a4 + a2 − 2a3z − 2a4z2 − a2z2 + 2a3z3 + z4a4 + a2z4 + az3 + z2+
−2a5z + a5z3)/(a3)
L23− (−a5 + a3 + a− 2a2z − a3z2 − 2az2 + 2a2z3 + a3z4 + az4 + a4z3 + a5z2+
−2z + z3)/(a2)
L24+ (3a5 + 2a3 − 2a4z − 4a5z2 − 3a3z2 − a2z + z + a4z3 + z4a5 + a3z4 + a2z3+
+az2)/(a4)
L24− (3 + 2a2 − 2az − 3a2z2 − 4z2 − a3z + a5z + az3 + a2z4 + z4 + a3z3 + a4z2)/a
L25+ (−a6 − a4 + a5z + 6a6z2 + 4a4z2 − 3a5z3 − 5a6z4 − 4z4a4 − 2a3z3+
+a2z2 + z2 + az3 + z5a5 + z6a6 + z6a4 + a3z5 + a2z4)/(a5z)
L25− (−a2 − 1 + az + 4a2z2 + 6z2 − 3az3 − 4a2z4 − 5z4 − 2a3z3 − a4z2+
+a6z2 + a5z3 + az5 + a2z6 + z6 + a3z5 + z4a4)/(az)
L26+ (−a5 + 6a6zx+ 4zxa4 − 3a5z2x− 5a6z3x− 4z3xa4 − 2z2xa3 − zxa2+
+zx+ z2xa+ a5z4x+ z5xa6 + z5xa4 + a3z4x+ z3xa2)/(xa5)
L26− (−a+ 4zxa2 + 6zx− 3z2xa− 4z3xa2 − 5z3x− 2z2xa3 − zxa4+
+a6zx+ a5z2x+ az4x+ z5xa2 + z5x+ a3z4x+ z3xa4)/(xa)
L27+ (−1 + 2a5z + 2a3z − 4a4z2 − 3a5z3 − 2a3z3 + z2 + 2z4a4 + z5a5+
+a3z5 + a2z4 + az3 + a6 + a4 − 3a6z2 + a6z4)/(a4)
L27− (−a6 + 2az + 2a3z − 4a2z2 − 2a3z3 − 3az3 + a6z2 + 2a2z4+
+a3z5 + az5 + z4a4 + a5z3 + a2 + 1− 3z2 + z4)/(a2)
L28+ (−1 + 3a4z2 + 3a7z + 3a5z + az3 + a2z4 + z2 − a4 − a6 + 4a6z2 − a3z3 − 3z4a4+
+a3z5 − 6a5z3 − 4a6z4 − 4a7z3 + a7z5 + 2z5a5 + z6a6 + z6a4)/(a5)
L28− (−a7 − a+ 3z + z5 − a3 − 4z3 + 3a3z2 + 4az2 + 3a2z + z4a5 − a4z3+
−6a2z3 − 3a3z4 + z5a4 + 2a2z5 − 4az4 + a7z2 + a6z3 + a3z6 + az6)/(a2)
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L1 L2 L3 L4 L5
L6 L7
L18
L11
L15L14L13
L10L9
L8
L17
L12
L16
L19 L20+ -
L21 L22
+ - + -
+ - + -
L23 + - L24 + - L25 + -
L26 + - L27 + - L28 + -
Figure 5.
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