Abstract-We address the question of optimization of the biomass long term productivity in the framework of microalgal biomass production in photobioreactors under the influence of day/night cycles. For that, we propose a simple bioreactor model accounting for light attenuation in the reactor due to biomass density and obtain the control law that optimizes productivity over a single day through the application of Pontryagin's maximum principle, with the dilution rate being the control. An important constraint on the obtained solution is that the biomass in the reactor should be at the same level at the beginning and at the end of the day so that the same control can be applied everyday and optimizes the long term productivity. Several scenarios are possible depending on the microalgae's strain parameters and the maximal admissible value of the dilution rate: bang-bang or bang-singular-bang control or, if the growth rate of the algae is very strong in the presence of light, constant maximal dilution. A bifurcation diagram is presented to illustrate for which values of the parameters these different behaviors occur.
I. INTRODUCTION
Microalgae have recently received more and more attention in the frameworks of CO 2 fixation and renewable energy [7] , [2] . Their high actual photosynthetic yield compared to terrestrial plants (whose growth is limited by CO 2 availability) leads to large potential algal biomass productions in photobioreactors of several tens of tons per hectare and per year [2] .
The objective of this paper is to develop an optimal control law that would maximize the photobioreactor yield, while taking into account that the light source (i.e the primary energy source) that will be used is the natural light. The light source is therefore periodic with a light phase (day) and a dark phase (night). In addition to this time-varying periodic light source, we will take the auto-shading in the photobioreactor into account: the pigment concentration (mainly chlorophyll) affects the light distribution and thus the biological activity within the reactor. As a consequence, for a too high biomass, light in the photobioreactor is strongly attenuated and growth is low.
It is therefore necessary to develop a model that takes both features into account in order to develop the control law, where the substrate concentration in the input (marginally) and the dilution rate (mainly) will be used. This model should not be too complicated in order to be tractable and should present the main features of the process. Since we want to {frederic.grognard, andrei.akhmetzhanov, pierre.masci, olivier.bernard}@sophia.inria.fr develop a control strategy that will be used on the long run, we could choose an infinite time-horizon measure of the yield. However, we rather took advantage of the observation that, in the absence of a discount rate in the cost functional, the control should be identical everyday and force the state of the system to be identical at the beginning of the day and 24 hours later. We therefore opted for optimizing a cost over one day with the constraint that the initial and terminal state should be identical.
The paper is structured as follows: first, we present the model dealing with both substrate limitation, light attenuation and light periodicity; then biomass productivity optimization is presented in a constant light environment. The solution to the periodic light problem is then presented. Finally, numerical results are presented with a bifurcation analysis.
II. A PHOTOBIOREACTOR MODEL WITH LIGHT ATTENUATION
Micro-algae growth in a photobioreactor is often modelled through one of two models, the Monod model [10] or the Droop Model [3] . The latter is more accurate as it separates the process of substrate uptake and growth of the microalgae. The former gives a reasonable representation of reality by coupling growth and uptake, and is more convenient for building control laws since it is simpler. For sake of simplicity we will introduce the problem with the Monod model, but the presented results are similar with the Droop model when considering the working modes where nutrients are not limiting growth. The Monod model writes:
where s and x are the substrate and biomass concentrations in the medium, while D is the dilution rate, s in is the substrate input concentration and k is the substrate/biomass yield coefficient; ν(s) is the microalgae biomass growth rate. We will depart from this model in two directions. First, we introduce respiration by the microalgae: contrary to photosynthesis, this phenomeneon takes place with or without light; from a carbon point of view, it converts biomass into carbon dioxyde, so that we represent it as a −ρx term in the biomass dynamics. Secondly, under the hypothesis of an horizontal planar photobioreactor (or raceway) with vertical incoming light, we represent light attenuation following an exponential Beer-Lambert law where the attenuation at some depth z comes from the total biomass xz per surface unit 
where I 0 is the incident light and a is a light attenuation coefficient. In microalgae, as we proposed in (2) chlorophyll is mostly the cause of this shadow effect and, in model (1), it is best represented by a fixed portion of the biomass [1] . Finally, the light source variation will be introduced by taking a time-varying incident light I 0 (τ ). With such an hypothesis on the light intensity that reaches depth z, growth rates vary with depth: in the upper part of the reactor, higher light causes higher growth than in the bottom part. Supposing that light attenuation directly affects the maximum growth rate [6] , the growth rate for a given depth z can then be written as
Then, we can compute the mean growth rate in the reactor:
where L is the depth of the reactor and where we have supposed that, even though the growth rate is not homogeneous in the reactor due to the light attenuation, the concentrations of s and x are kept homogeneous through continuous reactor stirring. It is this average growth rate that will be used in the lumped model that we develop. We then have:
The system for which we want to build an optimal controller is therefore
However, since we want to maximize the productivity, it seems clear that the larger s the better, large values of s translating into large growth rates. In order to optimize, the control s in should then always be kept very large so as to always keep the substrate in the region where s s+Ks ≈ 1. We can then concentrate on the reduced model dx dτ =ν axL ln
which then encompasses all the relevant dynamics for the control problem. In order to more precisely determine the model, we should now indicate what the varying light will be like. Classically, it is considered that daylight varies as the square of a sinusoidal function so that
where T is the length of the day. The introduction of such a varying light would however render the computations analytically untractable. Therefore, we approximate the light source by a step function:
In a model where the time-unit is the day, T will be equal to 1. In the following, we will considerT = T 2 , but this quantity obviously depends on the time of the year.
Finally, we consider a last simplification to the model which we did for technical reasons to solve the optimal control problem: instead of considering that the biomass growth in the presence of light has the formν aL lnĪ 0+KĪ I0e −axL +KI , which is an increasing and bounded function, we replace it with another increasing bounded functionν x k+x and obtain the model
where ν(τ ) =ν during the light phase and 0 at night. One can show that this simplified model is a good qualitative approximation of the original model comparing the growth functions. In fact, in a subsequent paper, our main result will be shown to hold for any increasing, bounded and concave growth function, which both the original and approximate functions are.
III. PRODUCTIVITY OPTIMIZATION
The productivity problems that we will consider in the sequel will be put in a framework where D is bounded, so that, ∀t ≥ 0, D(t) ∈ [0, D max ]; such a bound makes sense in an optimal control framework since it prevents infinite values of the control, which might occur when harvesting the photobioreactor. In order to simplify notations, we then introduce the following change of time and variable (t, y) = (D max τ,
where r = 
A. Productivity optimization in constant light environment
In a previous work [9] , we have studied the productivity optimization of a microalgae photobioreactor with lightattenuation in the Droop framework with constant light. In that study, since we wanted to optimize the long-term productivity, we looked for the control values for D and s in that optimized the instantaneous biomass output flow at equilibrium, that is: max u uy * V , where V is the photobioreactor volume (assumed here to be constant); the productivity optimization was measured as the maximal biomass flow rate that was going out of the reactor through dilution. This study was complex because the shading was dependent on the internal substrate quota. In the present case, it will greatly simplify with s in that does not need to be optimized. Indeed, for a given dilution u, the equilibrium of (5) in the presence of light is
which needs to be non-negative, so that 0 ≤ u ≤μ − r. The positivity of u imposes that r ≤μ, that is the respiration needs to be weaker than the maximal growth. For a given u, the productivity rate at equilibrium is then µuV r + u − uV whose optimum value is reached in
which is positive because r ≤μ but requires
to be smaller or equal to 1 (otherwise, the optimal dilution is u = 1). This yields the optimal productivity rate:
It is important to note that the equilibrium is then
which maximizes the net production rateμ y 1+y −ry = uy. We will use this definition of y σ even when it is not achievable with some u σ ≤ 1.
B. Productivity optimization in day/night environment
In an environment with varying light we cannot settle for an instanteneous productivity rate optimization since this equilibrium cannot be maintained during the night. In essence, we want to optimize the long term productivity of the photobioreactor, that is the total quantity of biomass produced and diluted out of the reactor; barring nonlinear phenomena, this is equivalent to, everyday, produce the same maximal amount. The problem that we consider is therefore
which is not necessarily equivalent to the infinite horizon problem
because we could very well obtain a strategy optimizing the latter by having the microalgae grow one day before harvesting them at the end of the next. However, we do not expect this to happen since respiration at night would be very penalizing to the large microalgae population that would ensue. We have not been able to check the difference between both problems since the infinite-horizon one is much more complex to solve. Also, we do no need to take transients into account since, in considering optimization in the long-run, we essentially suppose that regime has been reached.
We then need to add constraints to the solution that we want to obtain; indeed, at the end of the day, we want to be able to start operating the photobioreactor in the same conditions for the next day. This then requires that we add the constraint: y(T ) = y(0).
We therefore are faced with the following optimal control problem max u(t)
considered since necessarily y(T ) < y(0) in that case. We then know that, for admissible initial conditions below that threshold, y(t) will stay below this threshold for all times. It also implies that, whenever u(t) = 0 for such solution with t ∈ [0,T ),ẏ > 0 because y(t) then tends towardμ −r r ; We could make this bound stronger by noticing that, for a given y(0), the largest value of y(T ) that can be achieved is reached by taking u(t) = 0 for all times; indeed, at any time, applying u(t) > 0 implies thatẏ is smaller than if u(t) = 0 were applied. If the value of y(T ) corresponding to u(t) = 0 is smaller than y(0), then the corresponding initial condition cannot be part of the optimal solution. Solving 
The equality y(T ) = y 0 is then achieved with u(t) = 0 when solving this last equation for y 0 with y(T ) = y 0 , which yields y 0max =μ − r r e r µ (μT −rT ) − 1 e rT µ (μ−r) − 1 For larger values of y 0 , we have y(T ) < y 0 independently of the choice of u(t); for smaller values of y 0 , there exist control functions u(t) that guarantee y(T ) = y 0 . The constraint µ > r, which is necessary for growth to occur in the light phase guarantees that the first fraction and the denominator of the second one in y 0max are positive. We then need to add the constraintμ > rT T (10) to ensure the positivity of y 0max and so the possibility of the existence of a solution to the optimal control problem (9) . Note that, in the case whereT = T 2 , this simply means that µ > 2r.
It is also interesting to see that, if a constant control u(t) = 1 is applied, a periodic solution is obtained for
. For any value of y 0 smaller than y 0min , any control law would force y(T ) > y 0 . As a consequence, y 0 , solution of problem (9), should belong to the interval [y 0min , y 0max ].
2) Maximum principle: In the following, we will show, by an extensive study of all possible cases, that three optimal patterns are possible:
Theorem 1: The solution of problem (9) is of one of three form:
• Bang-bang with a singular switch from u = 0 to u = 1 during the day and a singular switch from u = 1 to u = 0 during the night • Bang-singular bang with the sequence u = 0; u = u σ ; u = 1; u = 0 • Constant control at u = 1. In order to solve problem (9), we will use Pontryagin's Maximum Principle (PMP, [11] ) in looking for a control law maximizing the Hamiltonian H(x, u, λ, t) λ µ(t) 1 + y − r y − uy + uy with the constraint
In addition, we should add the constraint: λ(T ) = λ(0). Indeed, the solution of the optimal control problem is independent of the reference initial time: defining x(t) = x(t − T ), u(t) = u(t − T ), and λ(t) = λ(t − T ) for values of t larger than T , we have that x(t), u(t) and therefore λ(t) are unchanged if we consider the interval [t 0 , T + t 0 ] (for 0 < t 0 < T ) rather than [0, T ]. Since λ(t) is continuous inside the interval when considering the problem over [t 0 , T + t 0 ], it is continuous in time T and λ(0) = λ(T ) [4] .
We see from the form of the Hamiltonian that ∂H ∂u = 1 − λ so that, when λ > 1, we have u = 0, when λ < 1, we have u = 1, and when λ = 1 over some time interval, intermediate singular control is applied.
In the sequel, we propose candidate solutions to the PMP by making various hypotheses on the value of λ(0) = λ 0 . The first case will be detailed here; specifics for the others can be found in [5] .
Bang-bang with λ 0 > 1: With λ 0 > 1, we have u = 0 at times 0 and T . At any given time 0 ≤ t ≤T before the first switch, the solution of (5) yields
and, as stated earlier, y(t) is increasing because y(0) < y 0max < µ−r r
. The constancy of the Hamiltonian during the light phase then imposes that
for all times t ∈ (0,T ) such that u(t) = 0. A switch to 1 then needs to occur between time 0 and T (otherwise the payoff would be 0) and this switch cannot take place in the dark phase. Indeed, in that zone, as long as u(t) = 0, the λ dynamics areλ = rλ with λ(t) > 1. The adjoint variable is therefore an increasing function in that region, and cannot go through λ = 1. We will use this impossibility of switch from 0 to 1 in the dark phase several times in the sequel.
For the solution that we study, a switch then needs to take place at time t 01 in the (0,T ) interval and for y(t 01 ) = y 01 and λ(t 01 ) = 1 solutions of (11)- (12) .
Another constraint that appears at the switching instant from u = 0 to u = 1 is thatλ < 0, which amounts tō µ (1+y) 2 > r or y < y σ (see (8) ). After time t 01 , y(t) then converges increasingly or decreasingly towardμ
Due to the constancy of the Hamiltonian, another switch can only take place at timet before timeT if
where we have used the fact that λ(t) = λ(t 01 ) = 1 at the switching instants. This can only happen for two values of y(t): y(t) = y 01 and another value y(t) =μ 1+y01 − r which is larger than y σ . Since y(t) was converging toμ −r−1 r+1 with u(t) = 1, y(t) cannot go through y 01 again unless y 01 = µ−r−1 r+1 . In this last case, by considering theλ dynamics, we see that another switch could only take place if u(t) = 1 solves the conditions for being a singular solution to the optimal control; this will be handled later. Generically, a single switch can then only take place inside the interval (0,T ).
The solution then reaches the timeT with (y(t), λ(t)) = (ȳ,λ) that solve the same kind of equations as (11) and (12) ; otherwise λ cannot go through 1 again. The switching point (t 10 , y 10 ) is then characterized by
After this switching, the dynamics becomė
so that no other switch can take place and these dynamics and the constraints y(T ) = y 0 and λ(T ) = λ 0 impose that
In the end, we have a system of 8 algebraic equations (13)- (20) with eight unknowns, which we solve numerically. Even though, we were not able to lead this study analytically all the way to the end, we have shown the qualitative form of the solutions analytically. It is made of four phases:
• Growth with a closed photobioreactor until a sufficient biomass level is reached • Maximal harvesting of the photobioreactor with simultaneous growth • Maximal harvesting of the photobioreactor with no growth until a low level of biomass is reached • Passive photobioreactor: no harvesting, no growth, only respiration, which is weak because the population level is low. The first two phases take place in the presence of light, the other two in the dark. In phase 3, harvesting of as much biomass produced in the light phase as possible is continued while not going below the level where the residual biomass left is sufficient to efficiently start again the next day.
Bang-singular-bang with λ 0 > 1:
We will first look at what a singular arc could be. For that, we see that ∂H ∂u = 1 − λ should be 0 over a time interval and compute its time derivatives.
When µ(t) = 0, that is in the dark phase, no singular arc is thus possible. When µ(t) =μ, this derivative is equal to zero when y = y σ defined in (8). The singular control is then the control that maintains this equilibrium, that is u σ = √μ r − r defined in (6) . This control is positive thanks to (10) but it is smaller or equal to 1 only if
No singular control can exist otherwise. Complete developments to exhibit such bang-singular-bang solutions can be found in [5] . Again, the analytical approach has helped us identify the qualitative form of the optimal productivity solution. It now contains five phases:
• Growth with a closed photobioreactor until a sufficient biomass level is reached • Maximal equilibrium productivity rate on the singular arc • Maximal harvesting of the photobioreactor with simultaneous growth • Maximal harvesting of the photobioreactor with no growth until a low level of biomass is reached • Passive photobioreactor: no harvesting, no growth, only respiration For this form of solution, we see that maximal instantaneous productivity is recovered during the whole second phase, when the singular solution occurs;perfect balance is achieved between letting the algae grow and harvesting them enough.
Solution with λ 0 < 1: We show in [5] that such a solution would mean that harvesting takes place all the time.
IV. BIFURCATION ANALYSIS
In this section, we will consider fixed values of all parameters except ofν and ρ. We build a bifurcation diagram for these two parameters by identifying in which region no solution is possible (where (10) is not satisfied, it is below the solid black line on Fig. 1) , and where the optimal solution is bang-singular-bang (Fig.1 , inside the blue curve), bangbang (Fig. 1 , outside the blue curve and above the solid black line), and constant at value 1 (see Fig. 2 ). But the last case is only realized for extremely large values ofν. We see that the region where singular control can exist is smaller than what is defined by condition (21). This is due to the fact that, though the singular control is possible, there is not enough time for the control to reach that level (see Fig. 3(C) ). For larger values ofν, no singular control is possible and the optimal solution in the light region goes toward the equilibrium corresponding to u = 1 (see Fig. 3(A) ). In that case, as well as in the bang-singular-bang case, the solutions go to the optimal solution of the constant light problem (Fig. 3(B) ).
V. CONCLUSIONS
We have shown that, because of the day-night constraint, the productivity rate cannot be as high as it could have been The region E with optimal constant control u = 1. Below this region, this diagram is connected with Fig. 1 without it; it necessarily is strongly deteriorated because of the absence of production at night. However, when the maximal growth rate is sufficiently larger than the respiration rate, we manage to have a temporary phase where the productivity rate is at or near this level; this scenario is the best one: it is the case were the varying light perturbs the instantaneous optimization solution less since the latter is recovered for some time. The maximal harvesting at the end of the light phase and at the beginning of the dark phase minimizes the biomass during the dark phase and, consequently, the net respiration. If the maximal growth rate is very large, the optimal solution consists in constantly applying maximal control because the biomass that is builtup in the light phase needs to be harvested even during the night, but this probably does not correspond to sensible parameter values. 
