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Chapter 1
Introduction
Although often overlooked, the understanding of existing software systems can occupy
the majority of a developer’s time, especially if he is new to the project. Due to the
prevailing paradigm, where programming consists mainly of editing and writing text,
the current IDEs expose at each point in time only a very small fraction of the system
and in thus provide little help in understanding the underlying software architecture.
For this purpose, visualization techniques have been developed, which use a
metaphor to map intangible software aspects unto visually perceivable entities to help
provide a higher level overview of the system. Over the years a number of two and three
dimensional visualization techniques have been proposed using various metaphors.
However the visualization of software architectures in virtual reality(VR) is a
sparsely researched field. It offers a much higher comprehension potential than classical
three dimensional visualizations. However it requires also a different approach, as the
requirements on a usable VR application are much higher than those of a classical
desktop application. This is derived from the higher immersion degree, that these appli-
cations provide. In particular, VR has a high potential of eliminating the navigational
problem of traditional 3D visualizations, while maintaining the benefit of the additional
dimension and even expanding it, by providing stereoscopic cues to the user.
In this master thesis, an approach will be developed to visualize module based
OSGi software architectures in virtual reality. The validity of this approach will be
demonstrated on a large OSGi based software project.
1.1 Goals and Motivation
For years now, the software visualization field employs mostly small variations of the
city metaphor, where software artifacts are mapped to entities encountered in a typical
metropolitan city. Although this metaphor is a good fit for many software architectures,
there may be many more metaphors, which excel at visualizing specific architecture
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types. Also, the city concept is not always intuitive, or even favorable to some users
and thus, the software visualization field would greatly benefit from a larger variety
of suitable metaphors. Therefore, the exploration of novel metaphors for software
visualization is a central aspect of this thesis. This holds especially true in the context
of virtual reality, as this medium is fundamentally different from classical "desktop 3D"
and brings its own set of requirements for the design of an effective metaphor.
Virtual reality has changed a lot over the last years. Many scientific fields, especially
medicine and education, took advantage of improved technology and reflected this
in their research. Software visualization however is very sparsely researched in the
context of VR. Since the early 2000’s, there has been virtually no research in this field1.
Recently, a new generation of VR devices has reached the consumer market, resuming
on the mass adaptation promise given by the first consumer generation in the late 90’s.
Indeed, the technology has matured and is currently noticeably present in academia
and industry. Designing a software visualization, that fully leverages the benefits of
modern VR technology is the second main theme of this thesis. While VR is already
being used productively in various fields, the question remains if software engineering
can too profit from this technology. And more specifically, which aspects of software
engineering.
As a first step, this thesis focuses on a high level comprehension of software
architectures based on OSGi. This can be very interesting for developers, who are
familiarizing themselves with a new software project, as a VR visualization can quickly
provide a much needed sense of context, something modern IDE’s fail to do. A possible
application field would also lie in the educational field. Due to the intuitive and natural
interaction and navigation mechanism VR provides, the complexity of software projects
and software development in general could be better conveyed to the public.
1.2 Thesis Context
The presented master’s thesis was developed in cooperation with the German Aerospace
Center(DLR), at the Simulation and Software Technology facility in Cologne. In it, the
Intelligent and Distributed Systems department encompasses a group called Distributed
Softwaresystems. This group develops the OSGi based software Remote Component
Environment(RCE), which will be the exemplary subject of the presented visualization
technique.
This thesis builds on the work of Marquardt [1], who developed an application
capable of analyzing OSGi based software systems. This application will be used to
1A search for "Software Visualization", "Virtual Reality" on Google Scholar[2001-2017] yielded
only one relevant results in the first 400 articles.
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obtain the input data for the visualization, as the focus of this work does not lie on
software analysis.
1.3 Thesis Structure
The following two chapters will provide the basic knowledge in all, for this thesis,
relevant fields. Chapter 2 provides a quick introduction to Java as well as the OSGi
framework, which is based on it. Continuing with Chapter 3, the software visualization
research field is presented to the reader. Classification criteria for existing work in
this field are presented, as well as existing approaches. Additionally, visualization
metaphors are discussed in detail. This chapter concludes the introductory section of
the thesis.
Starting with Chapter 4, the proposed approach of visualizing OSGi based software
architectures in VR is presented. This chapter lays out the conceptual, as well as
algorithmic ideas, while referring to related work in academia. Chapter 5 focuses on
implementation details, with a special focus on performance optimization, as this is a
major concern when developing for VR. The structure of the application is presented
and used libraries and resources are highlighted. Chapter 6 presents results, obtained at
the end and discusses them. The last chapter covers future work.
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Chapter 2
Software Architectures
2.1 Java
The Java programming language is a very popular class based, object oriented language,
with support for concurrency. It was designed to be simple and robust, as it is aimed at
the production environment. It shares similarities with C and C++ but has a different
organization, as it is a more high-level language. It features automatic storage manage-
ment and avoids unsafe constructs, like unchecked array indexing for example. Java is
a statically typed language, which is compiled into a bytecode instruction set, defined
by the Java Virtual Machine(JVM) specifications [2]. This bytecode format is what
makes Java so appealing, as it can run on any platform that has a JVM, regardless of the
computer architecture. This is a great benefit for developers, as they need to write and
compile only one version of code.
2.1.1 Organization
Java programs are composed of multiple packages. A package can contain class types
and additional sub-packages. Class type is used as a collective name for the types:
Class, Interface, Enum and Annotation. They reside in Compilation Units, which form
the input for the Java compiler. Usually one .java source code file corresponds to a
Compilation Unit. Most compilers require the source file name to match the contained
class type, which implies that only one class type per Compilation Unit is allowed. It is
referred to as the Top Level Type, as this class type is still allowed to have inner classes
of its own [2].
From the perspective of the Java language specification, the package names can
be arbitrary. However, it is a universally accepted convention to name packages in a
hierarchical fashion, starting with the reversed internet domain of the company creating
it. Each additional domain introduced to the package name is separated by a dot from
its parent domain. The resulting hierarchical structure simplifies searching tasks and
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improves the overall comprehension of the code organization [2].
Packages are used to modularize Java code. Class types can have different access
modifiers(public, protected, default, private), which control their visibility in other
packages. For example a public class can be accessed in any other package, while
the default modifier only allows a class to be accessed from within the package it is
contained in.
2.2 OSGi
The Open Services Gateway Initiative, or OSGi, is a component based, service oriented
framework specification for Java. It centers on application development using modular
units, called bundles. The life-cycle of each bundle is controlled by the framework,
enabling developers to add, replace or remove existing bundles at run-time. This
functionality is especially important for embedded devices and application servers, both
domains where OSGi is well represented. Bundles provide well defined services, which
can be consumed by other bundles. This complements the modular concept of OSGi, as
services can also be dynamically started and stopped [3]. Popular implementations of
the OSGi specification are: Apache Felix [4], Equinox [5] and Knopflerfish [6].
2.2.1 Bundles
The modular system employed in Java only applies access modifiers to classes but not to
packages. If a class is defined as public, it can be accessed from every available package.
Providing access to a class only to specific packages would be a much more desirable
behaviour. However Java lacks a mechanism for controlling access on package level. To
alleviate this issue, OSGi introduced the bundle concept. A bundle is a self-contained
unit of classes and packages, which can be selectively made available to other bundles.
Every bundle contains a Manifest file, which among other information also defines the
imported and exported packages. For a class to be accessible from other bundles, its
containing package has to be in the export list. The packages in the import list define
the dependencies of a bundle. A bundle can also be instructed to import all packages,
that are exported from specific bundles. These bundles are listed in the Require-Bundle
list. The following lines show a Manifest file defined in a bundle from the RCE project:
Manifest-Version: 1.0
Bundle-Name: RCE Core Component Scripting
Bundle-SymbolicName: de.rcenvironment.core.component.scripting
Bundle-Vendor: DLR
Bundle-Version: 8.0.0.qualifier
Export-Package:
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de.rcenvironment.core.component.scripting
Bundle-ManifestVersion:2
Import-Package:
de.rcenvironment.core.communication.common,
de.rcenvironment.core.component.model.spi,
de.rcenvironment.core.component.scripting,
de.rcenvironment.core.notification,
de.rcenvironment.core.scripting,
de.rcenvironment.core.scripting.python,
de.rcenvironment.core.utils.scripting,
de.rcenvironment.toolkit.modules.concurrency.api,
org.apache.commons.logging;version="1.1.1"
Service-Component: OSGI-INF/*.xml
Bundle-RequiredExecutionEnvironment: JavaSE-1.7
Require-Bundle: de.rcenvironment.core.component
2.2.2 Services
Services are declared through Declarative Service Components1, which are stored in
XML files. A Service Component can reference, as well as provide for multiple services.
Java interfaces are used to define the service interfaces, which are referenced by the
Service Components. For a Service Component to manifest, it must be implemented by
a Java class.
The Service Registry is a key component of the OSGi runtime, which keeps track of
already registered services. It enables bundles to publish and retrieve services, through
Service Components. Upon retrieval, any method defined through the service interface
can be invoked. The Service Registry of OSGi is characterized by its dynamic nature.
The instant a bundle publishes a service implementation that another bundle is looking
for, the registry binds the two bundles together [3].
1The Declarative Service Component will be referenced henceforth simply as Service Component.
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Figure 2.1: The OSGi Service Layer. Image taken from [3].
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Chapter 3
Software Visualization
3.1 Motivation
Software is abstract and intangible. With increasing functionality, its complexity grows
quickly and hinders its further development. For this purpose, visualization techniques
have been developed. They use a metaphor, which maps intangible software aspects
unto visually perceivable entities, to help enhance the understandability and reduce the
development costs of software systems [7].
3.2 Classification
Software visualization is a very large research field. To ease the classification process
when encountering new works, the following categories can be considered.
3.2.1 Software aspects
Due to the high complexity a software system can posses, visualizations tend to target
only certain aspects of it. A differentiation between static and dynamic aspects of
a software can be made. While dynamic aspects capture information of a particular
program run and help in the understanding of execution behaviour, static aspects are
derived from pre-execution sources(source code, annotations...) and are therefore valid
for all execution paths of a software. Additionally, the static aspects can be extended to
capture the entire evolution of a software architecture, by including data from multiple
snapshots, acquired usually from a repository.
3.2.2 Granularity
Orthogonally to this, software visualization can be made on roughly three different
levels of abstraction [8], where each level is better suited to aid a specific task in
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software development. The lowest abstraction level deals with the source code and is
paramount to any software project, as the IDE can also be viewed as a low level form of
visualization. The middle level provides insight into the workings of an object/class,
and is shown to be more effective at it, as opposed to reading the source code only [9].
Visualizations of the highest abstraction level deal with the entirety of the software
architecture and belong to the most important in the field of software visualization [10].
They convey the underlying hierarchical component structure, the relationships between
these components and the visual representation usually contains some form of code
quality metrics.
3.2.3 Number of Views
A software visualization can consist of one or more views. Each view can employ its
own visualization approach and can therefore focus on different aspects of the software.
Multi-view approaches are able to represent a broad range of information of varying
granularity levels, which makes them interesting to multiple stakeholders 1 of a software
project, each requiring a different set of information [11]. However they also impose
a significant cognitive burden on the user and make a communication on common
ground between stakeholders more difficult, as each primarily uses a different view
[12]. Single-view approaches on the other hand are easier to navigate and support the
collective understanding of a software, as all stakeholders work with the same view,
which displays all relevant information. This approach however, is more prone to
information overload and can support stakeholder specific tasks only to a certain degree.
3.2.4 Dimensionality
Visualizations can be made in the two dimensional and three dimensional space. Two
dimensional visualizations are easier to navigate and interact with, since most users are
already familiar with a 2D pc desktop environment. Additionally, elements can be easily
laid out to eliminate occlusion and to maximize readability of textual information. In
order to avoid a cluttered view for quickly growing data sets, 2D visualizations started
relying on multiple views. However these increase the complexity of the visualization,
which can result in a cognitive overload for the user.
Approaches using three dimensions can improve the space problem by adding
a third dimension. This increases the information density of the visualization, but
more importantly, it does not expose the user to any additional cognitive load when
processing 3D objects, as this task is completely shifted to the perceptual system [13].
Experimental results confirm the effectiveness of 3D visualizations, in terms of error
1Different groups involved in a software project. Project managers, architects, developers, maintain-
ers...
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rates and execution speed, when it comes to identifying substructures and relationships
between objects [14] [15] [16]. Another important aspect of 3D visualizations is their
ability to represent real world metaphors more closely than a 2D visualization can. This
results in the added benefit that these metaphors provide.
However visualizing in 3D also has its set of problems. The computational com-
plexity is higher, although due to the widespread availability of dedicated graphics
processors, this is less of an issue than 15 years ago. 3D visualizations expose more
degrees of freedom, which can make navigation and interaction in these environments
substantially more complex [17] [18], as most users have only experience in working
with 2D desktop environments[19]. Occlusion is another inherit problem when visu-
alizing in 3D, since it can cause objects to appear invisible to the user and therefore
distort the view of the underlying data set. Despite these problems, 3D visualizations
can provide a benefit over 2D visualizations, as many of their inherent problems can be
avoided with a careful design [20] [21].
3.3 Metaphors
As software is abstract and intangible, a metaphor is needed to map its individual aspects
unto visually perceivable entities. With their help, information can be conveyed in a
representation, which is more familiar to the user, as well as is more easier to understand.
A metaphor is a central component of every software visualization and its choice affects
not only the appearance, but also the interaction and navigation possibilities, as well as
the number of different software aspects that can be effectively displayed.
Metaphors can map software artifacts to abstract geometric shapes, or to real-
world entities. Abstract metaphors allow for a greater flexibility in the mapping, as
the animator2 is less constraint by semantic shape requirements. It also eases the
development of configurable visualizations, where users can remap software artifacts
to different visual entities more easily, to fit their specific visualization needs. Such
approaches however are mostly encountered in visualizations of general data-sets and
not software.
Real-world metaphors rely on our natural and intuitive understanding of the physical
world. Software artifacts are mapped to known real-world entities, which ideally exhibit
similar structural and relational features. This creates a familiar context, where spatial
factors in perception and navigation allow a faster recognition and understanding of
software systems, while reducing the problematic aspect of disorientation [22]. To
fully leverage a real-world metaphor, the same spatial relations and underlying notions
between the real world and its virtual counterpart should be preserved. This quality is
referred to as consistency [23]. To ensure consistency, constraints have to be placed
2The person responsible for the visualization
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on the parameter mappings. For example when using a city metaphor, the parameters
mapped to the width and height of a building should be constrained in their values, so
that the resulting buildings are taller than they are wider. Otherwise there is a risk, that
the visualized object will not be recognized as a building/skyscraper, which would have
a negative impact on the plausibility of the chosen metaphor.
Mackinlay [24] proposed two criteria, expressiveness and effectiveness, for evaluat-
ing the mapping process of data values unto visual parameters. These have been later
adopted by academia to measure the quality of visualization metaphors [23]. Expres-
siveness measures the capacity of a metaphor, to accommodate all required information
into visual parameters [23]. An expressive metaphor needs to provide at least the same
number of visual parameters as there are aspects one wishes to visualize. The metaphor
can provide some additional unused parameter capacity, however it should not provide
less capacity, then the amount of required aspects. This would result in ambiguous
mappings, where multiple aspects are mapped unto one visual parameter. When using
real-world metaphors, expressiveness also translates to the metaphor providing at least
the same number of hierarchical levels as its virtual counterpart requires.
Effectiveness can be generally described as the overall efficacy of a metaphor to
represent information. In contrast to expressiveness, it can also depend on the capa-
bilities of the perceiver and is measured in relation to different criteria, like aesthetics,
computational performance(time and resource usage) and visual understandability [24]
[23].
The following section shows examples of abstract as well as real-world metaphors
used in the context of software and data visualization.
3.3.1 Abstract Metaphors
Nested Cubes Metaphor
Proposed in the work of Rekimoto and Green [25], this metaphor focuses on the
visualization of hierarchical data. For this the metaphor uses, as the name implies,
nested transparent boxes with labels on them. The outermost box corresponds to the top
level data and contains boxes which represent the data of the next lower hierarchical
level. This nesting continues until the leaves of the hierarchy are reached, which are
displayed as labeled tiles. The authors claim the nested cubes metaphor to be very
natural and quick to understand, as the concept of a box as a container is very familiar
in our daily lives. Also due to the use of transparency, deeper levels of the hierarchy
are more opaque when viewed from the outside, which can be thought of as a level of
detail filtering mechanism.
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Seesoft Metaphor
Introduced by Eick et al. [26], the Seesoft metaphor provides a way of visualizing
large amounts of source code in an abstract manner. The main idea is to map the
individual lines of code to graphical lines, which are arranged in rows, mimicking the
spatial arrangement of the underlying source code they represent. Each line can have
a different color to represent a desired metric. The subsequent lines form a column,
which represents the source code file, they originate from. The abstraction made by this
metaphor is a small one, as a zoomed out view of the source code looks very similar.
Here lies the major strength, as well as limitation of this metaphor. While it allows
a direct linking to the underlying source code, it does not offer any higher levels of
abstraction and its usage of available screen space is sub-optimal, as the occupied space
is bound to the shape of the source code text.
Feng et al. [27] extended the two dimensional Seesoft metaphor into the third
dimension. In their approach a source code file is represented as a two dimensional
array of three dimensional objects, where the object shape, its height and color can
be mapped to different metrics. These objects are referred to as "poly cylinders", and
each of them represents a line of code. Due to the array/grid like arrangement of poly
cylinders and the use of the third dimension, this extension to the Seesoft metaphor
achieves a better utilization of available screen space and allows for more metrics to be
simultaneously displayed. The trade-offs are, mutual poly cylinder occlusion(although
reduced by the use of transparency) and a weaker linking to the underlying source code.
3.3.2 Real World Metaphors
Solar System Metaphor
The solar system metaphor was first introduced into the context of software visualization
by Graham et al. [28], where it was used to visualize a Java based project. Each Java
package is mapped to a sun, which is being orbited by several planets at different orbits.
While the planets represent classes, the orbits represent the inheritance level within
a package. The size of each planet is mapped to the number of lines of code in its
underlying class and the color is used to differentiate between classes and interfaces.
Representing connections and relationships however is difficult, as the metaphor does
not provide a ’natural’ mapping for it. Additionally, the chosen concentric layout
does not make good use of available screen space, which lowers the scaleability of the
approach to larger software systems.
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City Metaphor
One of the most frequently used real world metaphors for software visualization is
the city metaphor [21] [29] [30] [31] [32] [11] [33]. There are several reasons for its
popularity. The foremost would be the familiarity of the city concept. Most users
know that a city can be organized into districts, where each district can contain multiple
buildings. These three hierarchical levels are the basis for most implementations of
the city metaphor. A city however, analogous to a software system, is a complex
entity and can be viewed on different levels of abstraction. This makes the metaphor
expressive enough, to provide an intuitive mapping for systems with different hierarchy
requirements. For example if the software architecture is in need of four hierarchy
levels, the districts could be additionally split into multiple streets, to accommodate for
this need.
Due to the good approximation, that a simple geometric box can provide for the
visual representation of a building, the computational intensity of a city metaphor
implementation scales very well for larger systems. The metaphor however does not
make efficient use of three dimensional space, as the individual buildings can only
be laid out in 2D [10]. This also makes the displaying of relationships between the
individual components problematic. On the other hand, the two dimensional layout
restriction results in simplified navigational tasks and is less prone to information
overload.
3.4 Visualizing Hierarchical Data
Many existing concepts and entities from the real-world can be organized in a hierarchi-
cal structure. The visualization of hierarchical information is a very large research area,
which is highly interlinked with software visualization, as software systems are based
on hierarchical structures. A distinction can be made between explicit and implicit
techniques [34].
3.4.1 Explicit Hierarchy Visualizations
All techniques in this category originate from the early tree drawing algorithms [35]
[36]. The basic concept is to represent a hierarchy by connecting node representations
with their respective children via a graphical link, hence the name "node-link-diagram",
which is frequently encountered in the literature. The main drawback of this visu-
alization form is the ineffective use of display space, as the breadth of a tree grows
exponentially with its depth. There is a large quantity of explicit visualization tech-
niques, however they do not assume a major role in this thesis and will therefore not be
further elaborated. The interested reader is referred to[37].
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3.4.2 Implicit Hierarchy Visualizations
A more space efficient visualization is achieved by encoding the parent-child relations
directly into the node positions, for example via containment, node overlap or adjacency
[38]. Due to the better utilization of space, differences in node sizes are easier to
perceive, making techniques of this category more efficient at performing node size
related tasks [39] [34].
Treemap
The first technique on implicitly visualizing hierarchically structured data was brought
up by Schneiderman and Johnson in 1991 [40]. It yields a complete use of the display
space3, as the full hierarchy is mapped onto a rectangular region. Within, a tiling
algorithm recursively slices rectangles into multiple smaller ones for each level of the
hierarchy. Each node is mapped to such a rectangle, whose size depends on a user
specified weight. A node always exhibits a weight which is equal or larger to the weight
of its children combined. As a result, rectangles of children nodes are fully contained in
their parents rectangle.
3.5 Graphs
From a mathematical standpoint, a graph is an unordered pair G = (N,E) of a set of
nodes N = {n1, n2, n3...} and a set of edges E = {e1, e2, e3...}, where each edge is
defined by a pair of nodes ea = (nb, nc). Based on its attributes, a graph can belong
to several categories. The following are the most relevant for this thesis. If an edge
consists of an unordered pair of nodes (nb, nc) = (nc, nb), the graph is undirected.
When the node pair is ordered, the graph is called a directed graph or digraph. If E
is a multiset, where a specific edge can occur more than once, the resulting graph is a
multigraph. Otherwise, the graph is called simple.
Graphs are highly utilized datastructures in the computational sciences, as many
real world problems can be modeled with the help of a graph. The field of information
visualization makes also extensive use of graphs, as not all information exhibit a strict
hierarchical structure, which would lend itself to an implicit visualization. Most graphs
are displayed in 2D, where the nodes are represented with graphical primitives, while
the edges are displayed as straight lines between these nodes. The main concern when
visualizing graphs, is the layout of the individual nodes. Large graphs inherently suffer
from the problem of visual complexity, as edges become harder to trace due to line
crossings, overlapping nodes and an overall cluttered layout.
3Assuming rectangular displays.
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3.6 Approaches
3.6.1 3D Approaches
CodeCity
This work by Lanza and Wettel [21] belongs to one of the more known approaches
to software visualization, as they also published an implementation4 alongside their
paper. It had a tool like quality, which made it not only popular with other researchers,
but also with actual software developers. Later, the approach was extended to address
the visualization of design problems via "disharmony maps" [41], which changed the
colors and transparencies of individual objects to reflect design problem data, computed
using Marinescu’s detection strategies [42]. The CodeCity approach was validated in a
user study [43] consisting of 41 participants from academia and industry. The results
report a statistically significant increase in correctness(+24%), as well as a decrease in
completion time(-12%) for program comprehension tasks.
As the name suggests, the CodeCity approach uses a city metaphor to visualize a
software project. While classes are represented as buildings, the packages they reside
in form districts. This granularity was explicitly chosen, as both buildings and classes
represent key elements in their respective domains. Class internals are not explicitly
visualized, however they contribute to the metrics "number of attributes"(NOA) and
"number of methods"(NOM) which are mapped to the width and height of the buildings.
Color and transparency are used for user selection and also in the follow up work [41] to
display design problems. Districts are displayed as platforms upon which the buildings
are placed. The platforms can be stacked on top of each other to represent package
hierarchies, which causes the buildings to be placed at different altitudes, creating a
notion of topology. The layout of the city boils down to a 2D rectangle-packing problem
and is constructed using a modified treemap algorithm, as the positions of the buildings
do not reflect any relationships between them. Navigation is implemented in two ways.
The user can either orbit/move/zoom the camera around the city, or he can navigate "on
street level" among the buildings. Both navigation methods have constraints in order
to avoid user disorientation. Object can be selected manually via a mouse pointer or
by using an implemented query engine, which can also be used for filtering tasks. The
approach however, does not visualize any low-level software artifacts such as methods
or attributes, nor does it have a metaphor-aware representation of relationships between
classes.
4https://wettel.github.io/codecity-download.html
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3.6.2 VR Approaches
Exploring Software Cities in Virtual Reality
This work [44] can be considered as the most recent5 approach to visualizing software in
virtual reality. The approach focuses on live trace visualizations using a city metaphor.
Analogous to CodeCity, packages are displayed as plates which can be stacked on
top of each other. However the approach allows packages to be opened or closed. While
open packages follow the layout described above, closed packages hide the content
of their children(sub packages,classes and connections) and are displayed as boxes
which encompass the volume of their children. In contrast to CodeCity the focus lies
on trace visualization, which is reflected by the shape of the buildings. The base of a
building has a constant width while its height is mapped to the active instance count of
the represented class. Connections play an important role and are visualized as straight
lines where the width of a connection represents the call frequency of methods inside a
class.
The visualization is presented to the user in a head mounted display(Occulus DK16),
where his head rotation directly controls the view of the virtual camera. Since the used
hardware does not incorporate any positional tracking, the position of the virtual camera
is fixed and only its viewing direction can be changed. To alleviate this problem, the
visualized system can be additionally moved, zoomed in and out, as well as rotated using
gesture based controls. These rely on the movement and state of the hands, which are
being tracked with a depth camera(Microsoft Kinect v2). Two hand states, hand closed
or opened, can be recognized by the system, which is also the main selection/interaction
mechanism. To determine which object the user wishes to interact with, the approach
uses a virtual pointer which is centered in the middle of the users field of view. The
authors also conducted a user study for their system, however it was of qualitative nature,
where the participants rated their affinity towards the individual hand gestures. The
main complaint of the system was the readability of text labels. Especially the labels of
individual buildings, as they have been placed on top of them with a constant scaling.
In combination with the low resolution of the head mounted display, the users were
forced to zoom in by a large amount, which lead to loss of context and disorientation.
5At the time of writing this thesis and to the best knowledge of the author.
6The first generation HMD from Occulus targeted for the consumer market.
19

Chapter 4
Visualizing Software Architectures
as Islands
4.1 Island Metaphor
Requirements
The main emphasis of this work is to visualize OSGi based software architectures. As
seen in section 3.3 a metaphor has to be expressive enough to provide mappings for all
software artifacts the user is interested in. The required mappings of an OSGi based
system encompass those of a classical Java system. However additional mappings are
required to capture the added functionality of OSGi. These include the module layer
and the concept of services. Overall, the chosen metaphor muss be expressive enough
to provide mappings for the following aspects:
• Class types(Classes, Interfaces, Enums)
• Packages
• Bundles(Modules)
• Import/Export relations between Bundles
• Service components together with providing and referencing relationships
• Service interfaces
Although representing a software system at finer granularities than at class level
is a nice feature, it is not particularly helpful when it comes to the understanding of
the underlying architecture. As pointed out in [21], classes are the cornerstones of
the object-oriented paradigm and are therefore, in the context of this thesis, the finest
granular software artifacts which need to be visualized.
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Figure 4.1: A rendering of the first island prototype.
The metaphor should also put more emphasis on the module layer as it forms a
central part of OSGi and plays an essential role in the comprehension of software
architectures based on it. As the application designed in this thesis targets a single-view
visualization, the used metaphor would need to accommodate for this. Additionally, the
metaphor should be based on a real-world concept, to take advantage of the familiar
context these metaphors provide.
The Islands Metaphor
After careful analysis of the requirements the visualization had on the metaphor, the
concept of mapping the software system onto a landscape metaphor was chosen. The
landscape metaphor is a category of metaphors, which are, among others, characterized
by the specific layout they impose on their elements. Each element is assumed to be
a 3D object, which is laid out an a 2D plane. One example falling into this category
would be the city metaphor, where each building is a 3D object, whose position can be
exactly determined by its location on a 2D plane. While this layout allows for a more
comprehensive visualization which is less disorienting for the user, it also has a sub
optimal space utilization, as the height dimension remains mostly unused. This empty
space however, can be efficiently used to accommodate the service connections specific
to OSGi, without sacrificing the comprehensibility of the existing elements. As this
thesis targets a single-view visualization, this quality is very important.
An islands metaphor is proposed to visualize OSGi based software systems in this
work. As a member of the landscape class of metaphors it provides space for services
in the height dimension and is an overall better fit for OSGi based systems than its main
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contender, the city/cities metaphor.
The whole software system is represented as an ocean with many islands on it.
Each island represents an OSGi bundle and is split into multiple regions. Each region
represents a Java package and contains multiple buildings. The buildings are the repre-
sentatives of the individual class types which reside inside of a package. Each region
provides enough space to accommodate all of its buildings without overlapping, and
hence the overall size of an island is proportional to the number of class types inside
of a bundle. Each island has an import and export dock which handles incoming and
outgoing package dependencies between the individual bundles. Service connections
are displayed as connected nodes which hover above buildings that describe a service
interface or implement a service component. These nodes, together with their con-
nections, are distributed into multiple height layers. This is done to reduce the visual
complexity and to enable the users to selectively enable or disable specific layers.
The island metaphor provides a hierarchical structure with three different abstraction
levels(island, region and building). The navigation between these layers should be based
on our natural understanding of spatial relationships and should therefore be dependent
on the relative size of the elements in the users view frustum. Hence, the transition
between the levels should happen implicitly, as the user moves closer or further away
from an element, or the element itself is scaled. This avoids the introduction of additional
complexity into the navigation and ensures the consistency of the landscape metaphor.
The metaphor is flexible enough to be extended if more than three abstraction levels
are needed. Individual island groups can form archipelagos, which would provide
an additional abstraction level. In the opposite direction, each island region could
be interpreted as a country, which would open up even more possible hierarchical
subdivisions.
There are several advantages of the islands metaphor as opposed to the cities
metaphor. Islands provide a more intuitive representation of modules than cities do,
since they express the aspect of decoupled entities, coexisting in the same environment
more clearly. Additionally, despite the fact that both islands and cities are considered
stationary in the real world, the concept of an island floating/moving along the ocean is
more plausible than a city moving along the terrain. This opens up the possibility of
dynamically relocating the islands at run-time, while maintaining a certain plausibil-
ity. A software evolution visualization could benefit from this property, as the island
movements would reflect the dependency changes within the system.
Another important advantage of the islands metaphor is the presence of the ocean
as the "base plane", which spans over the landscape elements. Unlike terrain, water
possesses interesting optical properties, which can be used for filtering tasks. Due to
the absorption and scattering effects which take place in this medium, objects which are
deeper under water appear more blurred and their color converges towards the color
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of the surrounding ocean. This allows to submerge islands, which are currently of no
interest to the user, into the ocean. While submerged, the user can still locate these
islands and also estimate their size, however fine details are hidden, which results in
reduced visual complexity.
It should be noted, that this thesis presents two distinct island representations(see
section 4.3 and 4.4). While one is more realistic and is based on a cartographic approach,
the other is more abstract but can represent the package hierarchy.
4.2 The Virtual Table Metaphor
Virtual Reality Metaphor
When designing a software visualization for an immersive virtual environment, addi-
tionally to the selected software metaphor, it has to be put into consideration how the
individual objects are represented in it. This mapping will be referred to as the virtual
reality metaphor. Its choice affects many aspects. It encompasses the way how the
visualization is integrated into the virtual environment, the interactions possible with it,
as well as the navigational possibilities.
The choice for a suitable virtual reality metaphor is of course influenced by the
choice of the software visualization metaphor itself. For example, the visualization
could be transferred to the virtual environment in real-world scale. While this would
seem natural and seemingly useful for a city metaphor, quite the opposite would be the
case for a solar system metaphor. Here our natural navigation techniques would break
down and the scale of individual objects, while surely providing a sense of awe to the
user, would be far to huge to provide any reasonable overview of the whole system.
Virtual Table Metaphor
For this work, a virtual table metaphor was chosen to integrate the software visualization
into the virtual environment. In it, the visualization is presented on top of a virtual table
situated in an arbitrary room. The entire content of the visualization is confined to the
extents of the table. In contrast to a real-world scale visualization, which is more likely
to cause a feeling of presence of being inside the data, the table metaphor allows a more
strategic/analytic view of the data. Indeed it was inspired by a strategic planing table
that generals would use to plan their approach on the battle field. While they would be
restricted to a 2D map which sits on top of the table, we can display arbitrary animated
3D objects on it. Although the table size may vary based on user preference, the
metaphor itself imposes a restriction on the size of the visualization space. However this
limitation does not have to be seen as a disadvantage, since it enforces the visualization
to be shown in a more abstract, space saving, representation. While it can be helpful to
24
Figure 4.2: A rendering of the virtual table concept combined with the island metaphor.
see the fine grained details of software artifacts, it is the higher abstraction levels which
contribute mostly to program and architecture comprehension. With that being said, the
user should still be able to navigate freely between the individual abstraction levels as
needed.
The virtual table metaphor provides a transparent transition between individual
abstraction levels, as the user does not experience any relocation, since only the visual-
ization in the confinements of the table has to be changed without altering the virtual
room around it. This reduces user disorientation and motion sickness greatly, as the
room always provides a stable frame of reference. This is especially important for the
usability of the system in the context of software comprehension, as users can stay
longer immersed in the virtual environment without interrupting their train of thought.
As has been noted in section 4.1, the abstraction levels should be directly connected
to the relative scale of the elements, which translates to an up or down scaling of the
visualization itself. If, due to a high scaling factor, parts of the visualization extend
beyond the confined bounds of the table, they would not be displayed. Only content
inside of the table bounds is visible. This poses a significant problem for the display of
fine granular software artifacts while preserving their surrounding context. However it
is the trade-off when using this metaphor.
On the other hand, the limited visualization volume does not force the user to move
around excessively in the virtual environment in order to view the desired information.
This makes the metaphor also very suitable for a seated or standing VR experience,
which can improve user comfort and reduce the dependency on VR hardware capable
of precise positional tracking.
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From a perception based stand point, a limited visualization volume puts also
a constraint on the scene depth, where salient perceptual cues mostly emerge from.
This is an interesting property of the metaphor when viewed in the context of the
accommodation/convergence conflict, that all modern stereoscopic displays exhibit.
The depth constraint on the salient cues leads to a more predictable convergence range
for the eyes. This opens up the possibility of adjusting the accommodation distance of
the display to match the most probable convergence distance inside of this range. By
doing so, the mismatch between accommodation and convergence is reduced, which has
a positive impact on visual discomfort and fatigue, symptoms related to motion sickness
[45]. When the accommodation distance cannot be adjusted, there is the possibility of
going the inverse route and moving the virtual table to match the fixed accommodation
distance given by the display. However this will most probably move the table out of
the users physical reach, which makes interactions with it more difficult and unnatural.
Ideally, the accommodation distance of a display would be fixed to approximately 1
meter, which is a reasonable distance from a table to still enable natural interactions.
As the visualization content is presented on top of the table, the user will most likely
view it in a downward angle of up to 50 degree. This should prove advantageous, as
these viewing angles are recommendations for working with desktop systems, based on
research in the ergonomics field [46].
4.3 Sunburst Islands
The main driving force behind the design of the first island representation was the desire
to show the package hierarchy within the island structure, as well as to exploit the full
potential of the ocean filtering mechanism. For this, the individual hierarchy levels had
to be distributed over the height dimension. The representation of the package hierarchy
had to be top-down, where the root node sits at the highest place of the island and the
leaves at the bottom. This would allow a submerged island to be continuously raised
from under the ocean, while revealing its deeper hierarchy levels as more and more of
the island is above sea level. The reverse also works when submerging the island back
into the ocean, in order to hide the deeper hierarchy levels.
The chosen island layout is based on a sunburst diagram, as it provides the best fit
from existing techniques, targeted at the visualization of hierarchical relationships. The
ordering of the sunburst segments reflects the hierarchical package structure, present
in the underlying bundle. In order to obtain a three dimensional island, each ring
of sunburst segments is extruded in the height dimension. While the outermost ring
receives the least extrusion, the rings around the center are extruded the most, resulting
in a height profile similar to a pyramid.
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Figure 4.3: Screenshot from the implemented Sunburst Island algorithm. As the island
is lowered into the ocean, packages in the deeper hierarchical levels are the first to be
filtered out.
Construction
To visually represent the hierarchy of all packages contained in a bundle, the first step
is to construct a domain tree. For this, the fully qualified name of each package is taken
and broken down into individual domain names, which are stored in the nodes of this
tree. To obtain the full package name for a node, the parent nodes have to be recursively
traversed up the hierarchy, while accumulating the individual domain names. However
not all node traversals yield a valid package name, as developers can introduce an
arbitrary number of domains into the package name, which do not contain any classes.
Therefore, a node in the domain tree must also store the information if the recursively
accumulated package name is of a non empty package.
Once the domain tree is fully populated, the sunburst structure can be constructed.
This is done by traversing the domain tree in level order and creating a sunburst segment
for each node in the tree. Three parameters need to be determined for the construction
of such a segment. The radial extent, width and height. Segments in the original
sunburst diagram posses all equal widths, which only allows to compare the relative
area of sibling segments contained in the same ring. The segments used for the island
however need to offer an absolute area, as they are used to accommodate objects on
their surface. Since the area is dependent on both radial extent and width, a heuristic
is used to determine the radial extent first. When a new segment is created, its radial
extent is always a fraction of its parents extent and is proportional to the area required
by this segment and all of its children. If Ac is the area required by the current segment
and all of its children, and Ap the area required by all children of its parent segment,
then the radial extent of the current segment Rc is given by:
Rc = Rp · Ac
Ap
(4.1)
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Figure 4.4: Screenshot from the implemented Sunburst Island algorithm showing one
of the largest bundles in RCE. When bundles contain a large number of packages, the
sub optimal use of space becomes apparent.
where Rp is the radial extent of the parent segment. With Rc calculated, the width of the
segment can be easily determined based on the area equation of the segment. Although
the width is the only unknown variable, the analytic solution is impractical as it returns
a continuous width value, however the buildings that should fit on the surface of this
segment are of discreet dimensions. Therefore a solution was used, where the buildings
are iteratively laid out on the surface of the segment, extending the width each time
the segment did not provide enough space for them. The width needs to be determined
only for segments which contain buildings. Segments representing empty packages are
assigned a constant width. To obtain a 3D structure, the segments need to be extruded
along the height dimension. The extrusion amount is equal for all segments inside of a
sunburst ring , which translates to domain tree nodes of the same hierarchy depth. The
height H of a ring at depth level i is expressed by:
Hi = Hi+1 + B
Hmax
i+1 + c (4.2)
where BHmaxi is the maximal building height found at depth level i and c ∈ R+ is
a constant user variable. The computed ring height is guaranteed to be higher than
all objects contained in the next ring, which is very important for the ocean filtering
mechanism to work properly. The last step in the construction is to distribute the
buildings on to their respective segments. Luckily this is a trivial task, as the individual
placement positions have already been computed during the segment width estimation.
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Figure 4.5: Left: The 3D sunburst as presented by Schedl et al. Right: Sunburst based
software visualization by Langelier et al. Images are taken from [47] and [48]
Conclusion
The presented sunburst island representation showed promise in the fields it was de-
signed for. Packages and their hierarchical structure could easily be recognized and
the ocean filtering method worked as intended. However various problems lead to a
reevaluation of this approach, which ultimately resulted in a completely new island
representation(described in section 4.4).
The main problem of the sunburst layout is the sub optimal use of space, due to its
radial layout. If a bundle contains many packages, the resulting segments have small
radial extents. To compensate, the segments have to be extended in the width dimension
until they are able to accommodate their contained buildings. This results in thin, long
segments, which are especially problematic in islands whose segments exhibit a high
variance in their building count, as this makes the long segments stand out. Although the
underlying packages to not differ from packages represented with "normal" segments,
the distinct shape can lead users to false conclusions about the package.
Another problem attributable to the radial layout is occlusion. The user cannot see
buildings on the farther side of the island, as the extruded segments are occluding the
view. This forces the user to navigate around it, which is cumbersome.
Related Work
Schedl et al. [47] extended the sunburst diagram into the third dimension to enable
an exploration of a web page collection based on co-occurring terms. The height of
each segment was used to represent an additional metric. The resulting 3D sunburst
shares a visual similarity with the one presented in this thesis, as the overall height of
all segments decreases with increasing distance from the center. However, the height
is not normalized within a hierarchy level. Additionally, equal to the original sunburst
algorithm, every segment has the same width.
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For the purpose of visualizing Java based software architectures, Langelier et al.
[48] employed a layout technique based on the sunburst diagram. Similar to this thesis,
the individual sectors are mapped to Java packages and their area does not directly
reflect any metric, but instead is used to accommodate the classes contained in the
package. The classes are represented as simple boxes, where the height, color and
twist are mapped to different metrics. In addition to sunburst, a tree map based layout
algorithm is also presented. While the construction steps and rules for it are clear,
the construction of the sunburst layout is not mentioned in such detail. This makes
a direct comparison with this work rather difficult. With that being said, the angular
extent of newly created segments is computed identically as to presented in this thesis.
This makes the approach theoretically also prone to the "thin segment" problem when
confronted with a system containing many packages. The results presented by Langelier
et al. however do not exhibit this problem, although they mention the layout technique
not having a sub optimal use of space, when confronted with systems containing many
packages with very few classes. In contrast to this thesis, the sunburst is used only
as a 2D layout and the individual segments are not extruded in the height dimension,
resulting in a rather "flat" visualization.
4.4 Cartographic Islands
This approach aims at producing islands, which have a higher resemblance to their real-
world counterparts. A cartographic approach is taken, where islands consist of multiple
regions, which are subdivided into several cells. Each region represents a package and
has an irregular, rugged shape, similar to countries when seen on a map. These regions
share borders, and together, they determine the shape of the island. As opposed to the
sunburst approach, package hierarchy is not represented, as all packages are laid out
as independent regions. Also, all regions reside at the same height, which prohibits a
continuous filtering mechanism as described with the sunburst islands. However the
created islands look more realistic, which emphasizes the plausibility of the island
metaphor. Additionally, each island and region has a very distinct shape, allowing a
better memorability and thus a more efficient navigation. Space utilization is also higher
than in the sunburst approach as the cells which make up every region are designed to
provide enough accommodation area for buildings to be placed on top.
4.4.1 Construction
The island construction is based on claiming cells in a voronoi diagram. Every island is
assigned an individual diagram. The first step in the construction is to create a voronoi
diagram from a point distribution. It should yield enough cells to contain the whole
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island and their size should be large enough to accommodate a building. Also, the most
aesthetically pleasing islands were achieved with cells, which did posses only a low
variance in their size and shape. To this end, a point distribution based on a regular grid
is taken as a starting point. Each point is perturbed in a random direction to break the
regular pattern and create more interesting cell shapes. However the introduced noise
also results in a higher cell size variance. To reduce the size variance a few iterations
of Lloyds relaxation [49] are performed. One iteration of this algorithm computes the
centroid of each voronoi cell and translates the corresponding voronoi cell sites to this
position. A new voronoi diagram is computed based on the new site points and can be
used again as input for another relaxation iteration. From a frequency based perspective,
the cell size variations can be attributed to the low frequency portion of the point set.
A Lloyd relaxation generates point sets exhibiting blue noise characteristics, which
posses a small amount of low frequency noise, with increasing amounts towards higher
frequencies.
In the next step, each package claims multiple cells of the created voronoi diagram,
corresponding to the number of contained classes. Cells are claimed one at a time
and only cells adjacent to already existing entities can be claimed. Possible candidate
cells are stored in a list, which is adjusted each time a new cell is claimed. Claiming
a cell removes it from the candidate list, adds its neighbouring unclaimed cells to
it(only if they are not already there) and flags the cell with a reference to the package
it now belongs to. When the process is started for the first time(first package of each
bundle), the candidate cell list is initiated with a cell which sits approximately in the
middle of the diagram. In order to create rugged and irregular shapes for the package
representations, the next cell from the candidate list is selected randomly. An entirely
random selection however works only for a small amount of cells. When dealing with
larger packages, this selection mechanism does tend to leave cells in the interior of the
shape unclaimed, which results in a non continuous area filled with holes. To reduce
this problem, the cells can not be selected with a uniform probability distribution. By
introducing an estimating function as described by Yang et al. [50], the holes can be
greatly reduced, while preserving the ragged appearance of the regions. This results in
more interesting shapes.
Before a new tile is selected from the candidate list, each eligible cell counts its
number of neighbours, which have already been claimed. If a cell is surrounded with n
claimed cells, the probability of it being a hole grows with n. A score is calculated for
each candidate, based on its n:
Sn = b
n (4.3)
where b is a user definable cohesion factor. Once the scores are known, a new cell can
be selected, where the probability of each candidate is directly proportional to its score
Sn. If b is set to 2, the chances of selecting a cell which is surrounded with 4 claimed
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Figure 4.6: Left: A minimal cohesion factor leads to very rugged islands with a lot of
holes. Middle: A very high cohesion factor reduces holes greatly and creates compact
islands. Right: Dynamic cohesion factor makes larger regions more cohesive than
smaller ones. Combined with the claiming of large regions first, the island preserves
some of the ruggedness, yet it minimizes holes.
cells is two times higher, than selecting a cell with only 3 claimed neighbours. Due to
this, a higher b value results in less holes, but also more regular and compact shapes. A
package can run out of space when claiming its territory, as only cells adjacent to the
already existing area can be claimed. This can happen when the start cell is situated in
a hole or is surrounded by other already existing regions. In such a case, a backtracking
[50] is performed, where all currently claimed cells of a package are released and the
process restarts at a different starting location. A higher cohesion factor reduces the
risk of backtracking as the number of holes is smaller and the individual regions are
more convex.
To further reduce the risk of backtracking, while preserving the rugged appearance
of an island, the cohesion factor can be varied on a per region basis. This is done by
defining bmin and bmax, which are assigned to the regions based on their size. While
the smallest region is assigned bmin, the cohesion factor is interpolated towards bmax
for larger regions. Additionally, the regions are claimed in descending order, starting
with the largest package first. This results in islands which contain smaller, irregular
regions at their edge, while the larger, more regular regions reside in the interior. From
a usability perspective, this layout is more advantageous, as smaller regions are harder
to select when surrounded by larger ones.
Once all packages have claimed their cells, the islands need to assume a three
dimensional form. This is done during the construction of the coast area. As regions
are sequentially claimed, the candidate list accumulates all potentially claimable cells.
When the final cell of the last region is claimed, this list consists mostly of cells situated
at the boundary of the island. From here, the islands coast is created by iteratively
claiming and expanding the boundary cells outwards. This process has the positive
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Figure 4.7: A range of different coast shapes, created with specific height profiles.
side effect of filling any existing holes, as they are also part of the final candidate list.
Each time the boundary ring is extended, a new height is associated to its cells. A user
defined height profile controls this process, where each entry expands the coast by one
cell and assigns the stored height value. In the final construction step, a polygonal mesh
is generated from all claimed cells in the voronoi diagram using triangulation.
Representing Classes
As previously stated, all classes are represented as buildings. Each region is spread
across a number of voronoi cells which is at least equal to the number of classes in
the underlying package. The buildings are placed at the center of each cell, as this
provides the maximal distance towards neighbouring buildings, in order to avoid the
risk of overlapping. Due to the use of Lloyd relaxation, the voronoi site points can be
used as a good approximation for the centroid of each cell. The maximal scale of a
building is limited to the cell size it resides in. When islands, composed of many cells,
are viewed in their entirety, individual buildings become less perceivable. As a result,
they are harder to locate and to compare against each other. In order to maximize the
perceivability from afar without exceeding the cell boundaries, a multi-storey building
representation is chosen, encouraging a metric based expansion in the height dimension.
Conclusion
The cartographic islands solve the main limitation of the sunburst based approach, as
they offer a much better space utilization. In addition, the created islands have a more
realistic appearance, which improves the overall plausibility of the metaphor. As a
result of the probabilistic construction process, each island, each region exhibit a very
distinct shape. This offers a very strong navigational cue to the user, as bundles and
packages can be identified based on their shape or proximity to other known shapes.
With the help of the height profile a wide range of coast shapes can be constructed.
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Figure 4.8: Class types are represented as multi-storey buildings.
This also opens up the possibility of representing a bundle related metric based on the
shape and height of a coast region. Although all island regions are located at the same
height, the presented software visualization does not depend on this fact. A metric based
height extrusion could bring aesthetically more pleasing islands, as well as additional
information.
The point set generation used for the construction of a voronoi diagram, as well as
the selection of the next claimable cell rely both on random numbers. It should be noted
that all random numbers are picked from a sequence, which is generated beforehand
with the use of a seed value. This allows to reliably reproduce the shape of all islands
for a specific seed. To avoid repeating island shapes for bundles with equal package
and class counts(also constructed in the same order), the seed is offset for each island
by a value generated from the bundle name.
Related Work
The presented construction algorithm is based on the work of Yang et al. [50]. Their
work focuses on the visual representation of general, hierarchically structured data in the
form of a geographic map. While the authors employ a hexagonal grid as the underlying
tile structure, this thesis uses a voronoi diagram. Although it is computationally more
expensive, it allows for a wide variety of interesting cell shapes(hexagonal included).
The main reason for this choice is, in comparison to Yang et. al, the small number of
claimed tiles. Their method targets data sets with thousands of entries. At this resolution,
irregular shapes can be created, despite the uniform shape of a single hexagon(Figure
4.9). The number of classes contained in a single package however is substantially
smaller. To achieve interesting shapes, the tiles themselves have to exhibit a certain
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Figure 4.9: Hexagonal tile claiming approach from Yang et al. Image taken from [50].
amount of irregularity, an attribute which voronoi cells provide.
Another important difference results from the restrictions Yang et al. put on the
input data. It must be in the structure of a directed tree, where the size of each branch
node must be equal to the sizes of its children. A package hierarchy however does
not conform to this structure, as each package can contain, in addition to multiple
sub-packages, also a number of classes. This complication prohibits the use of the
hierarchical tile claiming algorithm as proposed in the authors paper. Instead, this
thesis uses a simplified version, where the hierarchy is neglected and all packages are
considered equal.
4.5 Package Dependencies
Due to the architecture oriented focus of the presented software visualization, the
dependencies between individual modules are of high importance. When dealing with
relationships between entities, it is beneficial to interpret the entire system as a graph.
In this case, islands represent the nodes, while the package dependencies are the edges
among them. The graph has to be a directed one, as each edge must be able to store a
two way dependency. Bundle A can import from bundle B, but B can also potentially
import from A. The export information is given implicitly by reversing the order of the
nodes, which define an import edge. Additionally, each edge should store a weighting
factor to represent the strength of a dependency, based on the number of imported
packages.
Building on the island metaphor, an import and export port is added to each island.
These ports are situated along the coast line and manage the incoming and outgoing
dependencies. In order to visualize them, two orthogonal types of approaches can be
considered. An explicit and an implicit dependency visualization.
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Figure 4.10: A density map of the worldwide ship traffic for the year 2016. Certain sub-
routes are often shared between multiple ships, as they offer a more efficient traversal.
Image taken from MarineTraffic[51].
4.5.1 Explicit Visualization
The most uncomplicated approach to visualize the existing dependencies, is by drawing
straight lines between the entities in question. While these entities are islands, the
connections should be drawn between their respective ports, where export ports are
connected only to other import ports and vice versa. Straight lines however are very
unfavourable, as all ports are laid out on the same height level. This causes lines to
intersect with each other, as well as with other islands. As a result, significant visual
complexity is introduced into the visualization.
Ship Routes
To further elaborate on the island metaphor, the dependency relationships can be
visualized as ship routes between corresponding import and export ports. In contrast to
straight lines, ship routes connect two points exclusively via the use of the ocean, hence
avoiding intersections with islands. Additionally, they are planed in respect to certain
goals, such as: minimizing fuel consumption, maximizing travel speed or maximizing
cargo safety. These considerations are derived from spatial environmental factors, which
affect every travel route. As a result, ships often share certain advantageous sub-paths.
This effectively bundles nearby routes together, greatly reducing visual clutter and
revealing high-level edge patterns(Fig. 4.10). Indeed, these are the characteristics of
known edge bundling algorithms [52] [53] [54] [55], which are very good candidates
for implementing this behaviour.
In addition, animated ship models can travel along these routes to help convey
the metaphor to the user. The ships carry containers, which represent the imported
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Figure 4.11: The island on the right imports a number of packages from the bundle on
the left. This dependency is visualized as an arced arrow.
or exported packages, while their travel direction provides additional cues about the
dependency type. This would only be feasible however for the dependency visualization
of a few selected islands. When viewing the dependencies of multiple islands, the
user would quickly lose track of individual ships and the visualization would become
disorienting. Lowering the ship size would help in recovering the orientation, but would
defeat the purpose of using ship models in the first place, as the model details would be
indiscernible at such small scales.
Arrows
Another solution for the visualization of dependencies, building on the simplicity of
straight lines, are import/export arrows. In contrast to lines, they have a finite width
extent and an explicit direction. In the geographic context, such arrows are encountered
in flow maps [56] and visualize the movement of various resources, entities from one
point to another, while the arrow width is proportional to the moved volume. The
resulting dependency visualization is similar to a discreet flow map, as implemented
by Tobler [57]. In order to reduce the intersection problem of straight lines, the arrows
follow a vertical arc. The start and end points are at the height of a port, while towards
the middle segment the height increases, reaching its maximum halfway between the
anchor points. The arrows maintain throughout a constant curvature. As a result, longer
arrows also span a greater height range. A color gradient, together with the arrow head
indicate the dependency direction. The width is mapped to the number of packages
which are being imported or exported over the given connection.
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Conclusion
Overall, the ship route approach is a very metaphor-aware way of representing the
package dependencies between individual islands. Due to its closeness to edge bundling,
it inherits its strengths as well as its weaknesses. It would however limit the islands to
static positions, as moving them would require the bundling solution to be recalculated,
which is even with modern implementations still too expensive for real-time purposes
[58].
The arrow approach(Figure 4.11) on the other hand is more abstract, but still
maintains a certain plausibility, due to its geographic origin. Its simplicity and high
performance1 were key aspects, which ultimately led to its implementation. It also
supports the dynamic repositioning of islands at run-time, which opens up additional
possibilities for the visualization. The reduction in visual complexity however, is
inferior to an edge bundling approach. Still, the addition of arcs integrates well with the
use of a tracked stereoscopic display, as depth and parallax cues significantly increase
the comprehensibility, as opposed to "flat" lines [16].
4.5.2 Implicit Visualization
Relationships in a graph can be conveyed without explicit connections. Such an
approach is very desirable, as it does not additionally introduce any significant visual
complexity. The most common way of representing relationships implicitly, is through
the node layout. Here, strongly dependent nodes can be grouped together, forming
more easily recognizable clusters. Such an approach has the additional advantage
of producing layouts which exhibit an increased amount of symmetry and a reduced
amount of line crossings. Existing force-directed layout algorithms also strive for
these qualities, as their main concern is the creation of aesthetically pleasing layouts.
However they also target constant edge lengths and an uniform node distribution,
which is prohibitive for node clustering. Nonetheless, with slight modifications, these
algorithms present themselves as good candidates for the desired layout.
Dependency-Based Node Layout
The node layout is computed with the help of an iterative, force-directed layout algo-
rithm. In it, nodes are interpreted as particles, which are influenced by attractive and
repulsive forces from other particles. These forces are accumulated and applied to each
particle at the end of the iteration. Attractive forces are exerted between nodes, which
are connected by an edge. The force is dependent on the distance d between the two
1This approach can be implemented with the use of GPU instancing. See Section 5.6.
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Figure 4.12: Left: Random island layout. Right: Force directed layout. The top row
shows only the islands, while the bottom row also displays dependency arrows between
them.
nodes and the variables c1 and c2.
Fa = c1 ∗ log(d/c2) (4.4)
Fa can be interpreted as a spring like force defined by the the stiffness factor c1 and
the unloaded spring length c2. Based on the equation, the spring analogy can be easily
seen, as the force is zero, when the distance between the nodes d equals the unloaded
spring length c2. If the distance is larger, the force is positive, resulting in an attracting
behaviour. On the other hand, distances smaller than c2 result in a repulsive force.
While c1 is a user defined constant, the unloaded spring length c2 is computed on
a per edge basis and reflects the relative dependency strength between the nodes in
question.
c2 = c3 ∗ imax
iA + iB
(4.5)
Where imax is the project wide largest number of bidirectionally imported packages
per edge, iA is the number of packages bundle A imports from B and iB the number
of packages B imports from A. c3 is a user defined variable. It can be seen, that c2
shrinks linearly with the total number of imported packages between A and B, forcing
39
the nodes to move closer together, in order to achieve a force equilibrium. The lower
bound for c2 is c3, as this represents the closest distance two nodes exhibiting a maximal
interdependency can assume. It should be noted that Fa is applied to both nodes, only if
they are interdependent. If iA or iB is zero, the attraction force is applied only to one
node.
While the spring force Fa ensures that two connected nodes do not intersect, there
is no force governing the relation between unconnected nodes, as these may very well
intersect in the layout process. To this end a repulsion force Fr is introduced between
nonadjacent nodes.
Fr =
c4
d2
(4.6)
The repulsion force is described by an inverse-square law, while its relative strength can
be controlled with the user defined constant c4.
Once all forces for a particle have been accumulated, they are applied in order to
determine the next position of the particle. This is done under the assumption of a
constant time step ∆t and a particle mass of m = 1. Each iteration of the algorithm
moves the particles, with the intent of minimizing the amount of force they are exposed
to.
Conclusion
This section presented a force-directed layout algorithm, which can be applied to a
weighted graph. The visualization profits in two ways from it. Based only on the island
positions, coarse assumptions about an islands dependencies can be made. Additionally,
the produced layout significantly reduces the complexity of existing explicit connections.
As can be seen in Figure 4.12, the force directed layout has moved the most independent
islands away from the middle. As they are not attracted to other islands, only the
repulsion force is responsible for their movement, driving them outwards from the
dense island area in the middle. This area contains islands, which are highly dependent
of others. The middle of the visualization provides on average the closest distance to all
other islands.
Overall the new layout is very beneficial for the visualization, however it takes a
long time to converge, as there are no hierarchical acceleration techniques at work.
Implementing these would be a much needed improvement. Additionally, the possibility
of a layout, driven by lexical similarity between islands could be explored. Developers
impose classifications and categories onto the modules through their naming convention.
Reflecting them in the relative island positions to each other could prove beneficial.
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Figure 4.13: Left: Service components are represented as orange buildings, while
blue buildings are service interfaces. Middle: The two service nodes above the service
component signalizes that the component provides, as well as references a service
interface. Right: The connections to the two service interfaces, the service component
interacts with, are shown. Both are placed at different heights as the blue service
interface nodes are assigned to two distinct service slices.
Related Work
The presented force-directed layout algorithm is based on the work of Eades [59].
However the heuristic described there focuses on undirected graphs, which exhibit a
constant edge weight. The main difference to the algorithm presented in this thesis
lies in the length of the unloaded spring c2. Eades employs a constant length, which
leads to uniform edge lengths across the graph, as it is being considered an attribute of
aesthetically pleasing graphs [60].
4.6 Services
As reviewed in section 2.2 the main entities of the OSGi service layer are service
interfaces and service components. While service interfaces correspond directly to a
Java class or interface, service components exist only as an OSGi specific declaration.
However, this declaration must contain a reference to a Java class implementing it.
The close coupling of service interfaces and components to Java top level types makes
them suitable for a visualization in the lowest abstraction level. In the context of the
island metaphor this translates to a representation as a building. Additionally to the
two service entities, the relationships between them need to be visualized as well. The
most simple approach would be to connect the service buildings using straight lines,
however this would result in a very overloaded visualization with many crossed lines.
With package dependencies also shown, the view would get even more convoluted, as
both relation types are visualized at the same height level. Therefore, as mentioned in
section 4.1, the service connections are distributed over the vacant height dimension.
This is done by introducing a third entity, the service connection node. These nodes
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Figure 4.14: Image from an early prototype showing the service slice filtering mech-
anism. From left to right: The user adjust the height range in which services are
displayed.
hover above the service interface and service component buildings at a certain height
and act as height offsetted connection points for them. Each node has a visual downward
connection to its parent building in order for the user to quickly locate its associated
service entity. There are three distinct types of nodes. Service interface(SIN), service
provide(SPN) and service reference nodes(SRN). They are assigned to different service
slices, where each slice resides at a specific height. Service interface nodes assume
a central role as they form connections to the other two node types. A connection to
these nodes means that the building under the node is either providing or referencing
the service in question. While only a single SIN can hover above a service interface
building, a service component building can have multiple reference or provide nodes
hovering above. This reflects the functionality of the OSGi service component, which
can reference as well as provide for multiple services. All SPNs and SRNs connected
to a SIN form a service group and are members of the same service slice. Only a
few service groups are assigned per service slice. This reduces the visual complexity,
as the nodes and their connections are evenly distributed over the available height
dimension. Due to this design, there are no connections going across individual height
layers. Connection crossing can only occur between the service groups that reside in the
same service slice. However even this can be reduced as the individual service groups
are independent and can be assigned to arbitrary slices. This way the total amount of
connection crossings can be minimized by assigning only those service groups to the
same layer, which exhibit a minimal amount of crossing.
To further reduce the visual complexity, a simple filtering mechanism for service
slices is employed(Figure 4.14). In it the user can specify a start and end height between
which all service slices will be visible. Slices outside of this range are hidden. The
range can be adjusted at run-time, with an immediate impact on the visibility of the
affected nodes and their respective connections.
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Radio Metaphor
When viewed in the context of the island metaphor, the presented service visualization
appears to diverge from this concept, as it assumes a rather abstract form. However
with some minor visual adjustments a real-world interpretation is possible. To this end
the radio metaphor is introduced.
Each service slice can be seen as a radio band, in which multiple radio transmit-
ters(service interface buildings) operate. The band in which a transmitter operates is
given by the height of its associated SIN. Radio receivers(service component buildings)
must tune in to the same band a transmitter is broadcasting in order to establish a
connection. This "tuning in" is represented with a SPN or SRN at the same height
level as the broadcasting SIN. While a transmitter broadcasts only in one band, the
radio receiver can tune in to multiple bands simultaneously, resulting in multiple nodes
hovering above the service component building.
4.7 Interaction
To enable the user to fully focus on software comprehension, the cognitive load intro-
duced by navigating and interacting with the virtual environment must be minimal. This
requires both activities to be intuitive and natural. The visualization medium also has
to be taken into account, as it has a major influence on the interaction design. Luckily,
the virtual reality medium is a great fit for visualization tasks, as it provides a natural
navigation mechanism and encourages the design of intuitive interaction schemes.
The presented interaction system is designed to be used in equal amounts with the
hands, as well as a tracked controller. A functional transfer between the two input
modalities is always possible, as buttons can be mapped to hand gestures2. However
it is not very efficient or usable, since hand gestures in practice do not have a 100%
recognition rate [61] and can get quickly tiresome. Therefore it is essential to reduce
the reliance on various button presses and hand gestures. To this end, the design focus
lies on leveraging the common denominator of both input options. Their position in the
virtual environment3.
Building upon this information, all interaction possibilities are integrated into the
environment itself. This reduces the requirements to only one button or gesture, as
the user only has to align the controller position with the interactable element and
confirm his interaction intent via a button press or gesture. Surely it is possible to
completely remove the necessity of a button press, as the navigation to the element
2Hand gestures refer to gestures involving mainly finger movement, as gestures involving the entirety
of the hand can also be done with a controller.
3Assuming a VR technology capable of positional tracking
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could be understood as an interaction intent. However this can often lead to erroneous
interaction, especially for users new to the system.
Therefore, a two-phase "navigate then interact" system is employed, as it allows
the display of descriptive information regarding the element without altering its state.
This is especially important in software visualization, where the user is potentially
confronted with thousands of unknown elements.
4.7.1 Navigation
The software visualization is presented in the confines of a virtual table, which is
placed inside a room. Due to the use of virtual reality and its inherent navigational
advantages, the user can walk around the table and inspect the visualization from
different perspectives. However this navigational freedom has its limits when inspecting
elements up close, as the human visual system has a limit to the distance it can focus
on and fuse a stereoscopic image. Therefore it is crucial to be able to additionally
manipulate the visualization itself.
The displayed island system has great resemblance to a cartographic map. Thus the
proposed manipulation scheme should be familiar to the user, from the usage of digital
maps. Translation, rotation and scaling is introduced to the visualization. The last
operation is especially important, as zooming is directly tied to the transition between
the individual abstraction layers of the software architecture. This mode of navigation
basically follows a WYSIWYG4 scheme, where the elements belonging to a specific
layer can be interacted with, as soon as they are large enough for the user to see and
select.
Translation
The visualization can be translated along the axis defined by the table plane. This
usually results in left,right,forward and backward panning, while the translation in the
height dimension given by the table normal is prohibited. To apply the translation, the
user simply grabs the visualization and drags it in the direction he wishes to translate,
releasing it again when finished. Grabbing works by positioning the controller inside of
the visualization volume and close to the table surface, while pressing the interaction
button on the controller or doing a grab gesture with the hand. Once grabbed, the
visualization follows the position of the controller until released(Figure 4.15 Top).
It should be noted that the resulting panning direction is opposite to the translated
direction. For example, dragging the visualization to the right, exposes new information
to the viewport from the left side, having the same effect as panning to the left on a
cartographic map.
4What You See Is What You Get
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Figure 4.15: Top: Translation. Middle: Scale. Bottom: Rotation.
Rotation and scale
In order to perform these actions, the visualization needs to be grabbed with both
controllers. Once grabbed, a virtual pivot point P is established between the controllers.
Moving the controllers away from P , along the surface plane of the table, results in a
scale increase. Moving them closer towards P decreases the scale. Both actions can be
interpreted as a "stretching" or "compressing" of the visualization(Figure 4.15 Middle).
In order to rotate the visualization, both controllers are moved in a circular motion
around the pivot point(Figure 4.15 Bottom). As with a cartographic map, the rotation is
constrained to the axis defined by the normal of the table surface. This control scheme
allows both scaling and rotation to be performed simultaneously, while P acts as the
transformation origin.
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4.7.2 Displaying Textual Information
Displaying the names of individual elements is a crucial aspect of software visualization,
as it establishes a connection to the underlying software artifact. Although an impres-
sion of the software architecture can still be obtained without them, the subsequent
knowledge transfer to the project’s source code would be barely possible. However the
display of textual information in a virtual reality environment is a challenging task, due
to the severe resolution limitations of current HMDs. For text to be clearly readable,
it has to occupy a significantly larger angle in the users field of view, as opposed to
text displayed on a monitor. This prohibits the display of large quantities of textual
information in the virtual world.
Text Labels
Ideally, the user should be able to know which element he is looking at, without
introducing any additional effort. Constantly displaying the text labels of every element
however, is not a good solution. The required text size would quickly result in cluttered,
overlapping labels, which would increase the overall visual complexity by a large
amount. Instead, text labels have to be shown selectively, depending on the users
interest.
One option would be to show only the labels of elements, which are being looked
at, as this would require minimal effort on the user side. For this approach however, an
eye tracking solution would be needed. Alternatively, the gaze vector5 can be used to
approximate the view direction of the user. Although this method is widely used in the
industry, it is a very rough approximation, often leading to imprecise selection.
Instead, the choice was made to display only the names of the elements, which are
being hovered over by the users controllers. This provides a better control over the
display of text labels and frees up the HMD for performing only navigational tasks.
In order to display the names of elements further away, a laser pointer functionality is
added. It can be accessed by a button press or hand gesture. It would also be possible to
activate the laser when the user extends his arms forward, eliminating the need for an
additional button. However such a control scheme would require a prior calibration, to
determine the users arm length.
Each time a label is displayed, it adjusts its scale to take up a constant amount of
display space, irrespective of its actual distance to the user. Thus, ensuring a consistent
readability. However once a label is displayed, it will not further change its scale. This
allows the labels to be perceived as 3D objects anchored in the virtual environment.
5The gaze vector is derived from the direction the users head is pointing. It is completely independent
from the actual eye movement.
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Figure 4.16: Elements highlight upon navigating to them. Interaction can be done
through direct controller contact, or via a projected laser. As can be seen in these
images, the text labels assume a constant size in the users view, to guarantee a consistent
readability.
Virtual PDA
While world space anchored text labels are great for displaying object names, they are
not suitable for the display of larger amounts of text. However such a functionality is
greatly needed, as not all present data benefits equally from a visualization. There are
information, that work best in their textual form.
A virtual monitor or panel can be anchored somewhere in the environment. When
the user interacts with diverse elements, additional information is displayed on this
panel. To ensure a good readability, the panel has to be very large. Due to its size,
it has to be placed in the background to prevent it from occluding the environment.
Depending on the environment, a good placement can be difficult, as the environment
itself can also occlude the panel. Additionally, it can become quickly cumbersome for
the user to frequently alternate his view between the panel and the environment.
Instead of anchoring the panel into the environment, it can be anchored to the virtual
body of the user. More specifically, to his hands. This way the panel avoids occlusion
problems through the environment, as the user can reposition the panel at any time,
without any cognitive effort. The benefit of a large information storage capacity is
preserved, as the close proximity of the panel results in large viewing angles.
The panel is attached to the non-dominant hand of the user, so it can be interacted
with, by use of the dominant hand. This represents a "double-dexterity" interface, as
the interacting hand can be brought to the panel, or the panel to it(or both) [62]. The
panel can be thought of as a virtual PDA6 or tablet. To avoid unnecessary occlusion
and unintentional interactions, the PDA is disabled per default and has to be explicitly
activated by the user. This is done by turning the underside of the controller, or the palm
of the hand, towards the user. Inside the PDA, a classical tabs and windows system can
be employed, to organize information as well as provide additional functionality.
6Personal Digital Assistant
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Figure 4.17: Top: To activate the PDA, the underside of the controller is rotated into
the users field of view. Bottom: Extended object information can be displayed on the
PDA. It can also provide access to additional functionality.
4.7.3 Conclusion
By building on the strengths of virtual reality, the presented interaction system is kept
very simple, while still supporting all required exploratory and comprehension oriented
tasks. Although the system reflects current industry standards and best practices on VR
interaction [62], it can require an extended learning phase. Especially for users new to
virtual reality, as it is a fundamentally different interaction paradigm than the classical
WIMP7 approach.
The navigational scheme exhibits one problem, which is attributable to the used
table metaphor. As the visualization is transformed, the virtual table and its constraints
remain unchanged. This means that elements that leave the visualization boundary
enforced by the table, are no longer shown, resulting in a loss of context when viewing
elements contained in the lower hierarchy levels. A static map of the island world,
7Windows, Icons, Menus, Pointer
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anchored in the virtual environment, could help regain the lost contextual information.
4.7.4 Related Work
Digital ArtForms developed the "Two-Handed Interface" THI, which is very similar to
the presented navigation mechanism. Schultheis et al. [63] compared it against other
one-handed VR interfaces for tasks involving object and viewport manipulation. Results
have shown, that participants using THI performed the given tasks up to 5 times faster.
However, the method requires a longer learning phase.
The problem of loosing the overall context when displaying detailed information of
a specific element is well known in the field of information visualization. Cockburn
et al. [64] presented an extensive review of existing techniques aimed at reducing this
problem.
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Chapter 5
Implementation
The following chapter presents specific details on the implementation of the OSGi
architecture visualization tool IslandViz, which was developed in this thesis. While the
previous chapter describes the underlying concepts and algorithms, it also discusses
multiple approaches for a given aspect. However due to time constraints, not all
discussed approaches have also been implemented.
IslandViz was developed in Unity, a cross-platform 3D engine with an integrated
development environment. The targeted HMD is the HTC Vive.
Unity
The Unity game engine is a very good platform for developing VR applications, as it
comes with many integrated and easily accessible functions, aimed at the development
of 2D and 3D programs. This is especially important, as the developer can focus more
on content creation instead of low-level framework building tasks. Unity offers a built-in
rendering-, physics-, network- and animation system. The engine is also flexible enough
to accommodate for most development scenarios, as it can be extended via plugins,
created by other developers. Unity has a very large user base, which translates to an
extensive availability of documentation as well as plugins.
The physically based rendering system provides a forward as well as a deferred
pipeline. Although it is possible to modify certain aspects of them1, they are sufficient
for most projects. New materials and rendering effects can be created by writing custom
shaders. ShaderLab is a declarative language, in which all Unity shader files are written.
It manages the connection to the Unity Editor as well as a multitude of other high level
tasks2. The actual shadercode however is written in the HLSL/Cg shading language.
1An extensive modification of the rendering pipeline is cumbersome, as the system is not very
transparent
2Blending modes, multiple fallback versions of the shader to support a wide range of devices, etc.
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Development in Unity revolves around the central concept of a GameObject. It
is the base class for every entity in a scene. While it has no explicit functionality
by itself, it acts as a container for various components. All components derive from
the Component base class and represent either built-in Unity functionalites, or custom
written behaviour scripts. A combination of different components leads to a GameObject
with a very specific functionality. For instance, a MeshFilter component is responsible
for storing the geometrical mesh of an object, while a MeshRenderer is needed to make
the associated mesh renderable. Additional functionality can be added by the developers
with the use of behaviour scripts. A behaviour script is a source code file written in C#,
JavaScript or Boo. All behaviours must be derived from the MonoBehaviour base class,
which itself derives from Component.
5.1 Visualization Construction
Constructor Concept
Before the user can see or interact with a representation of the software architecture
in virtual reality, a series of construction steps has to be completed. The construction
however is very performance intensive and takes an extended period of time. During
this time, the user cannot experience any slowdowns or missed frames, as it would lead
very quickly to motion sickness. Therefore, the construction has to run on a separate
processor thread. Methods defined in the Unity API however are not thread safe and
can only be called from the main thread. To efficiently make the most use of additional
threads, the computations have to be split into two stages. The performance intense
calculations are performed on separate threads in the first stage. Once finished, the
results are passed to the second stage, running on the main thread, where Unity methods
can be invoked. With their help, Unity native objects are constructed. These stages
are implemented as SideThreadConstructor and MainThreadConstructor singleton
objects. Each manages their own subset of constructor objects, which are responsible
for the individual processing steps(e.g. parse input data, compute island structure,
distribute islands based on layout...). They are called sequentially from the governing
Side- or MainThreadConstructor. To avoid unnecessary pooling on their side, the
sub-constructors are given a callback function which is called once they are finished
with their task.
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5.1.1 SideThreadConstructor
Input Data Loading
As has been mentioned at the beginning of this thesis, an analysis tool, written by
Marquardt [1], is used to extract all relevant software information into a JSON file. The
first step is then, to read this input file and recreate the JSON data structure inside of
the system memory. This is done in the JsonObjConstructor and is realized using the
JSONObject library [65], which is very lightweight, as it contains only one class.
Creation of IslandViz Internal Datastructures
Once a JSONObject is created, it can be queried in a hierarchical fashion for information
about the analyzed software project. This step is performed by the OsgiProjectCon-
structor. The following objects are created by it:
• OsgiProject: Manages all internal datastructures associated with a loaded soft-
ware project
– Bundle: A list of all available OSGi bundles
∗ Package: A list of all packages contained inside of a bundle.
· Compilation Unit: A list of all public class-types contained in a
package. A compilation unit corresponds to a single java file from
which a .class file is compiled. The class-type can be an interface,
enum or class.
– Service: A list of all available OSGi services
∗ ServiceComponent: Each service stores a list of referencing and pro-
viding ServiceComponents.
– BidirectionalGraph: A directional graph to store the package dependencies
between individual bundles. Provided by a Unity compatible port of the
QuickGraph library[66].
Each object in the hierarchy of the OsgiProject is doubly linked with its parent.
This allows a more efficient traversal and ease of use for the developer, at the cost of a
slightly higher memory footprint.
Calculating the Structure of Islands
The IslandStructureConstructor is responsible for the implementation of the carto-
graphic island creation algorithm, outlined in Section 4.4. A central role is assumed by
the TriangleNET [67] library, which is responsible for the creation and manipulation of
the voronoi diagram, as well as the subsequent triangulation of the claimed cells. All
computed information is stored in an Island object.
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Calculating Island Positions
The last processing step on the side threads, is to executed the GraphLayoutConstruc-
tor. It performs the force directed layouting algorithm described in Section 4.5.2.
The algorithm operates on the dependency graph created at the beginning by the Os-
giProjectConstructor. There are 6 variables that have an influence on the resulting
layout.
• c1: Strength of the attractive force FA between connected particles.
• c3: The smallest length of an unloaded spring. Associated with the strongest
dependency between two nodes.
• c4: Strength of the repulsive force FR between unconnected particles.
• c5: A small Attract-to-center force, applied to all particles, to prohibit the particle
system from expanding into an arbitrary direction.
• c6: Friction strength, applied to each moving particle.
• ∆t: The time step taken each iteration.
The attractive as well as the repulsive forces depend on the distance d between two
particles. As islands are not infinitely small, d should account for their spatial extent.
To this end, the radius of both interacting islands is subtracted from d.
To calculate the new node positions Pnew from the accumulated force F , Verlet
integration [68] is used, as a classical explicit Newton approach was numerically too
unstable. This approach is not dependent on velocity and requires only the current and
previous positions to be stored. If velocity is needed, for example when calculating
friction, it can be derived from the two positions and ∆t.
Pnew = 2 ∗ Pcurrent − Pprevious + ∆t ∗ F (5.1)
Once finished, the new node positions are stored back into the graph. Due to the modular
implementation, the layout algorithm can be easily exchanged for another one.
5.1.2 MainThreadConstructor
After the last constructor in the SideThreadConstructor has finished its task, the
MainThreadConstructor is started. It contains its own set of constructor objects, which
are responsible for the creation of Unity GameObjects. Therefore, they must run on the
main thread. All entities created by the Unity API are GameObjects and will henceforth
be referred to simply as objects. Continuing to ensure a smooth visualization during the
construction, Coroutines are employed. Coroutines are functions which can be inter-
rupted at any time and resumed in the following frame. This way, complex calculations
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can be split on to multiple frames. The downside is of course, that they take longer to
complete.
Constructing Islands
The IslandGOConstructor operates on the island structure information computed pre-
viously. It creates all individual objects, which are contained inside of an island. The
island hierarchy has the following structure:
• Island
– Coast region
– Import port
– Export port
– Multiple island regions
∗ Region area
∗ Multiple buildings
Before the existing region and coast meshes can be used, they need to be converted from
the TriangleNet format to Unity’s Mesh format. The IslandGO, RegionGO and Build-
ingGO components are assigned to their respective objects. These components associate
the objects with the underlying software artifact data structures(e.g. CompilationUnit,
Package...).
Constructing Services
The next construction step creates all service relevant objects, which include service
nodes and their respective connections. In a first step, SINs are assigned to different
height slices. Once finished, their adjacent SRNs and SPNs are created and connected.
Constructing Ports and Dependencies
In the last construction step, the export and import objects are created, as well as the
dependency arrows. The required information is extracted from the underlying graph
data structure.
5.2 Virtual Environment
Although the entire software visualization is displayed in the compounds of the table,
the enclosing room plays an important role. In order to maintain the plausibility of
all "magic" interactions the table is capable of, a futuristic design is chosen, where
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the table is augmented with holographic functionality. With the software visualization
interpreted as a hologram, the room for plausible interactions is very large.
This interpretation may also help with reducing motion sickness, as the visualization
is manipulated. The basis for this assumption would be a differentiation between
"tangible" and "intangible" elements in the environment. While the movement of
tangible elements may induce the notion of a moving world, which is known for causing
discomfort, the movement of intangible elements may have a lesser impact on the
current perceived state of the world. However, this is purely speculative as this has not
yet been the focus of VR research3. Although evidence show, that the degree of visual
realism in virtual content, may be linked to motion sickness [69].
On the other hand, the presence of the virtual room certainly helps in reducing
motion sickness [70] [71]. It acts as a stable rest frame for the user. According to the
rest frame hypothesis, the human brain maintains a model of moving and stationary
objects. The stationary objects form the rest frame upon which all object and self
movement is judged. In this model, object movement is unproblematic, as long as it
does not endanger the stability of the rest frame. Here, the room and the table form the
rest frame. The visualization on the table can be freely transformed, as it is more likely
to be viewed as an object and not as a part of the rest frame.
Aside from combating motion sickness, the room design can bring additional
beneficial effects. The following list summarizes design guidelines and their benefits:
• Avoid an excessive brightness contrast in the lighting and materials - Helps to
minimize the "godray" effect, attributed to Fresnel lenses.
• Environments should not be too dim - The human eye is more sensitive to slight
brightness variations in darker regions. This would make the mura corrections
pattern, applied to all pixels of the HMD’s display, more noticeable.
• Avoid sharp geometric features and contours - Humans prefer round shapes with
smooth transitions. Sharp features can convey a sense of threat and result in a
negative bias towards the environment. [72].
• Use textured surfaces - Results from the field of cognitive sciences suggest, that
patterns are mostly processed in a top-down approach. The processing may be
carried out only to a certain depth, as the presence of a global pattern can exclude
the further processing of local patterns [73]. In practice, textured surfaces may
help reduce the perceivability of the "screen-door" effect, which is more apparent
on untextured surfaces, as they do not exhibit any global pattern.
3To the best knowledge of the author
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5.3 Interaction
While the interaction concept presented in section 4.7 is aimed at both controller and
hand support, due to time limitations only controller support was fully implemented.
Interactions in Unity are based on the internal physics engine. For objects to be included
in the simulation, Collider components need to be assigned. If a physics interaction
takes place, for example two colliders intersecting, specific functions in the affected
objects are called by the Unity system. These functions can be overwritten by a custom
behaviour component to implement the desired actions.
In order to develop for the HTC Vive, the SteamVR plugin is needed, as it provides
access to the SteamVR runtime from within Unity. This plugin also contains an in-
teraction system developed by Valve. It provides a good and convenient foundation
for most interactions implemented in this thesis. The basic building blocks of the
SteamVR interaction system are the components, Interactable and Hand. The Hand is
attached to the controllers and performs a collision detection in regular intervals. Upon
collision, specific callback methods are executed on objects containing the Interactable
component. Instead of the controller, the collisions are checked against a small sphere,
attached to the tip of each controller. These are the virtual mouse pointers. A number
of reusable components was developed to implement specific functionalities of the
interaction system.
• InteractableViaClickTouch: This component makes an object sensitive to clicks
via the controller. Alternatively a long hover can be used instead of a click(for
future use with hands). It intercepts the calls from the SteamVR interaction system
and checks for button clicks. If a click was detected, a list of methods is executed.
Components containing methods that need to be executed when the object is
clicked, have to register them into this list.
• PdaInspectable: A connection to the users PDA is established through this
component. It exposes a method to other components, which accepts a rich text
string. Executing this method will display the formated string on the PDA.
• TextLabelComponent: Objects which contain this component, display a name
label when being hovered over. In order to avoid occlusion, the labels consider
the controllers before being displayed. If the object is being hovered over with the
left controller, the label offsets to the right and vice versa. Also, a line connecting
the object with the label is displayed.
• Highlightable: This component allows objects to be highlighted while a con-
troller is hovered over them. The highlighting works by producing a copy of
the object and assigning a wireframe material [74] to it. Each time the original
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object is hovered over, the wireframe copy is enabled and rendered alongside the
original.
The following elements in the presented visualization can be interacted with:
• Islands
• Island regions
• Buildings
• Import/Export ports
• Service nodes
Display of Text
Two parameters control the size of the text labels and their containing text. In order to
achieve a consistent readability, the labels adjust their scale, prior to display, based on
the distance to the observer. Therefore the two parameters are given in angles, as they
are distance independent. The user can specify the maximal horizontal angle Ah a label
can assume, as well as a minimal vertical angle Av the label must assume. Text which
expands beyond Ah extends the label vertically, until it is able to accommodate for the
complete text. Av is responsible for controlling the font size.
Although the text color can be arbitrarily chosen, a green color was selected. Due
to the sub-pixel arrangement on the HTC Vive, this color should provide the best
readability. All text is rendered using the TextMeshPro plugin, which is based on a
signed distance field alpha-test approach [75].
Navigation
Unfortunately, the navigation system could not be implemented with the help of the
SteamVR interaction system. The reason for this being that an Interactable object can,
at all times, be only hovered over by one Hand. As the navigational mechanism relies
on the simultaneous use of both controllers, this presented a challenge. It led to the
implementation of a custom navigational system which relied on the native physics
engine of Unity.
The navigation sensitive area is enclosed inside of a Collider, which is positioned on
top of the holographic table. Additional Colliders were also added to the virtual mouse
pointer, responsible for triggering the table Collider. As a result of the implementation,
two sets of Colliders are present. One responsible for the interaction system and one for
the navigation system. Luckily, Unity supports grouping Colliders into layers. These
layers interact, or do not interact with each other, based on a collision matrix. To
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avoid unnecessary physics computations, the two systems are assigned separate, non
interacting layers.
To facilitate an easier understanding of the implementation, the entire software
visualization is put inside of a container, which also acts as the transform parent
of all elements inside. This way, when the visualization is manipulated, only the
transformation matrix of the container has to be changed. However objects related to
services and package dependencies are put into separate containers. The reasoning
behind this is to allow a transformation, that is independent from the visualization
container. For example, when scaling the visualization container, the service nodes
should scale along, but they should also maintain their absolute height. Otherwise, high
scaling values would put the nodes into unreachable heights.
Services and Dependencies
Interaction with service and package dependencies is handled by four components:
ServiceLayer, ServiceNode, DependencyDock and ConnectionPool. The ServiceLayer
component is attached to buildings, which represent a service interface or a service
component. They differ in color from buildings representing regular classes. Service
interface buildings are blue, while service component buildings are orange. Interacting
with such buildings expands a number of service node objects, which contain the
ServiceNode component. Upon activation, they show or hide the connections associated
with that specific node. The nodes themselves are represented as simple geometric
primitives with distinct colors. Package dependencies are shown by activating the port
objects. This functionality is provided by the DependencyDock component. Service as
well as package connections are managed by the ConnectionPool component, which
offers add and get methods that consider connection bidirectionality.
5.4 Hierarchical System
As outlined in the previous chapter, the interaction with the elements of the different
software architectural layers(Island, Region, Building) are bound to the scale of the
visualization. A completely zoomed out view on the visualization will allow only
interaction with the islands, but not with their contained elements. After the view has
been zoomed in on an island, the user can interact with regions, but looses the ability
to interact with the entirety of the island.As such, only objects presented in the right
scale can be interacted with. This hierarchical interaction mechanism also provides an
optimization opportunity. It is implemented via the HierarchicalComponent component.
Every island, as well as all of its contained objects have a HierarchicalComponent
attached. Each HierarchicalComponent holds a reference to a parent component of the
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same type, as well as multiple children components. They are attached to objects which
reflect the same hierarchical structure. For example a region’s HierarchicalComponent
holds a reference to the island’s component and multiple references to components
attached to the contained buildings. The component can perform two basic operations.
Split and merge. The split operation disables the object the component is attached to and
enables its child objects. Merge disables its child objects and enables the object itself.
In practice however, the object is not disabled, as disabling a parent object prohibits
also its children from being active. Instead, all of the object’s components are disabled.
This leaves the object with a minimal performance overhead, which is "as good as
disabled". Splitting and merging can be performed based on an arbitrary metric. In
this implementation, the distance to the user is responsible for these operations. The
distance is measured in the coordinate system of the visualization container, to correctly
account for scale changes.
5.5 Graphics
The implementation uses a forward rendering pipeline, in order to benefit from 8x
MSAA, as anti-aliasing is very important for VR. To maximize performance, complex
graphical effects are avoided and all materials are purely diffuse. A solid performance
reserve should guarantee the visualization’s scaleability to larger projects without
problems. Alternatively, a higher rendering resolution can be chosen for smaller
projects, as this further improves anti-aliasing.
5.5.1 Materials
All used materials are based on the Unity standard shader. However its pixel shader
was enriched with a clipping functionality. It is used to simulate the holographic effect
of the visualization disappearing, once it reaches the bounds of the holographic table.
All elements of the visualization, except objects belonging to the service and package
dependencies, use the same material. This is done to improve performance, as having
multiple materials introduces additional state changes on the GPU. The used material
has a color palette stored in its diffuse texture channel. The UV coordinates of every
object are collapsed to one point, which allows to assign each object a different color
from the palette by simply changing its UV coordinate. To provide support for textures,
the color palette would need to be extended to a texture atlas, where each object would
occupy a specific UV range.
Unfortunately, no sufficiently working shader could be found to simulate a water
material with refraction and absorption. Due to time constraints, implementing a custom
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shader was not feasible. Therefore, the water filtering mechanism described in section
4.1 could not be implemented.
5.6 Performance Optimizations
Optimizing the performance played a major role in this implementation. Unlike classical
3d applications observed on a monitor, where the occasional stutter is no big problem,
a bad performance in a VR application will make it most likely unusable. The main
performance problems during the implementation were located on the CPU side. They
were the result of the huge number of GameObjects that had to be created, in order
to represent all software artifacts. Many optimizations were needed to achieve an
acceptable framerate.
5.6.1 Inverse Navigation
One problematic area was the manipulation of the visualization. Although "only" the
transformation matrix of the visualization container is changed upon manipulation, the
transformation matrices of all contained children need to be recomputed before they are
sent to the GPU. A related problem stems from the physics system. Internally, it uses a
spatial subdivision data structure to hold all colliders present in the scene. This data
structure accelerates the collision calculations. When objects change their position or
scale, the structure has to be partially recomputed. As the software visualization holds
nearly all participating colliders, the complete spatial acceleration structure has to be
recomputed upon manipulation. This introduces additional computational time.
To solve this problem, the visualization container and all of its content are not ma-
nipulated at all. Instead, the user and the virtual environment are. From the perspective
of an observer, moving an object to the left is equivalent to moving the observer to the
right. This correlation holds true for rotation as well as scaling. So in order to achieve
a specific transformation of the visualization container, the inverse transformation is
applied to the observer and the entire virtual room. Although this approach introduces
some conceptual and implementational complexity, it yields crucial performance im-
provements. The performance cost of transforming the observer and the environment is
negligable in contrast to the transformation of the entire visualization. With the help of
this method, the CPU computation time for the RCE data set is reduced up to 4ms.
5.6.2 Island Manager
The bounds for the software visualization are defined by the virtual table. Islands which
leave these bounds, due to viewport manipulation, cannot be seen by the user anymore
and are therefore redundant. The Island Manager object keeps track of all islands and
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activates or deactivates the ones which leave or enter the visualization space. This
functionality is implemented by iterating over N islands each frame and checking if
they are inside or outside of the visualization space. With the RCE data set it proved
sufficient to process only a single island per frame, which results in a virtually non
existent performance impact.
5.6.3 Reducing Drawcalls
Another problem originating from the number of scene objects, are draw calls. Although
desktop processor can handle thousands of them, a complex software project can easily
out scale this number.
Level of Detail
A well known approach for improving the rendering performance are Level of De-
tail(LOD) approaches. They replace the mesh of an object based on its distance to the
observer. With increasing distance, a lesser detailed mesh is rendered, as the ability to
discern fine detail also decreases. However reducing the geometric complexity of an
object improves mostly only the GPU performance. An LOD approach can also be used
for improving the CPU performance. The HierarchicalComponent described in section
5.4 provides the necessary foundation.
Draw calls can be reduced by combining the meshes of multiple objects into one
large mesh. The downside is of course, that the individual objects cannot be interacted
with, as they are replaced with a single object containing all of their meshes. This
fits perfectly into the design of the HierarchicalComponent. Each object with this
component is assigned a combined mesh of all of its children. In practice, this results
only in a single draw call for a complete island, when viewed from further away. As
the island gets closer, the HierarchicalComponent disables the merged island object
and enables the region objects. These hold the combined meshes of their respective
buildings. To also improve the GPU performance, a combined mesh should consist of
the lower LOD versions of the objects it combines. So while each individual building,
when inspected up close, provides a high degree of detail, the combined island mesh
can consist of less complex versions of these buildings, as they are viewed from further
away.
GPU Instancing
When rendering multiple objects described by the same geometry, redundant information
is sent to the GPU with each draw call, as the underlying geometry does not change.
First introduced in DirectX 9 and OpenGL 3.1, the instancing functionality eliminates
this redundancy by duplicating the geometry on the GPU. This enables the rendering of
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multiple objects, based on the same geometry, in a single draw call. The objects may
vary in appearance, as each instance can query an attribute buffer stored on the GPU. In
practice, this buffer often stores transformation matrices, allowing per instance change
in position, rotation and scale. The technique is especially beneficial when rendering a
large amount of simple objects, as the rendering on the GPU takes only a fraction of the
time needed to issue the draw call itself. This would otherwise lead to a heavy under
utilization of the GPU.
Unity introduced instanced rendering in version 5.4. With version 5.6.1 the use of
this function became much more convenient, as the "standard" Unity material started to
support this functionality. Prior to this, custom shaders had to be written. IslandViz uses
instancing to render the package dependency connections, service connections and the
service nodes. The instances of all three object types vary only in their transformation
matrices, as this reflects the current limitation when using instancing in conjunction with
the standard material. When visualizing the RCE data set with all package dependencies
and services shown, instancing saves approximately 4300 object draw calls. This
reduces overall CPU time by about 40%, yielding a very significant reduction. However
even greater reductions can be achieved for larger software projects, as the number of
relationships grows exponentially with the number of entities.
Single-Pass Stereo
In terms of rendering cost, stereoscopic displays require twice the computational cost
as regular displays. To achieve binocular disparity, a slightly shifted image of the scene
is rendered for each eye. The increase in computational cost affects both CPU and
GPU. While the GPU has to process twice as many vertices and shade double the
amount of fragments, the CPU has to issue each draw call twice. To improve the CPU
performance, Unity introduced the "Single-Pass Stereo" rendering option in version 5.4.
The default "Multi-Pass Stereo" rendering mode traverses the entire scene hierarchy
twice. Each traversal submits draw calls to one of the eye render textures. In contrast,
the "Single-Pass Stereo" mode traverses the scene only once, but issues for each object
two draw calls. Although technically both modes result in the same number of draw
calls, it is the cost of each draw call that matters. Since the single pass mode issues
the two draw calls of every object in succession, the second call is much cheaper than
the first. This is due to the inexpensive state change the second draw call requires, as
only the transformation matrix needs to be adjusted. As an implicit consequence of this
method, all objects are rendered into the same render texture. This texture is adjusted in
its dimensions to accommodate both, the left and the right eye image. Existing shaders,
which rely on sampling the render texture, need to be modified to reflect this change.
The single-pass rendering mode can reduce the CPU time spent issuing draw calls
by up to 50%. This is a very significant improvement, especially in the context of
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Multi-Pass Stereo Single-Pass Stereo
No instancing 13.0ms 6.5ms
With instancing 8.0ms 4.0ms
Figure 5.1: CPU computation time for the visualization of the RCE data set with all
package dependencies and service connections shown.
software visualization, where scenes regulary exhibit a large number of objects. In
conjunction with GPU instancing, these methods form a fundamental optimization step,
reducing CPU computation time by up to 70%. Without them, the visualization of
the RCE data set, with all its connections, would not be possible in the recommended
frame rate of 90Hz(see Figure 5.1), which is unacceptable for a usable virtual reality
application.
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Chapter 6
Results
IslandViz was presented at the Free and Open Source software Conference (FrOSCon)
2017. This was a valuable chance to receive feedback from various users. However
only a few people had a proper software engineering background with OSGi affinity.
This made it difficult to acquire usable in depth feedback.
To sum it up, software developers have not been entirely convinced, that a medium
any different than the classical desktop monitor with keyboard and mouse, could bring
significant improvements in their day to day development efficiency. With that being
said, the use case of providing a quick and coarse overview of an unknown software
architecture in the VR medium was acknowledged by many to be quite possible with
the presented implementation. The metaphorical mapping to represent modules with
islands was found very intuitive and refreshing. Due to the lack of OSGi developers,
the visualization of the service layer did not receive any substantial input.
A highly debated topic was also the multi-touch based navigation technique. It was
observed, that usually older people had more problems with the navigation than younger
people. More specifically, it took them significantly longer to master the navigation.
However once learned, there have been less differences between the age groups.
A very frequently encountered problem was related to the hierarchical subdivision
scheme. Users had difficulties in recognizing, when a subdivision has taken place, and
the child elements could be interacted with.
The majority of users were surprised of how complex the visualized software was,
especially with all packaged dependencies and service connections shown.
An important aspect of IslandViz was the minimization of motion sickness during
use. To evaluate the potential success in this field, a Simulator Sickness Questionaire
was filled out by 16 participants. Each participant had an average VR exposure time
of 10 minutes. In this time, the participants undertook a guided exploration of the
RCE software project. Basic functionalities were explained, while the user could freely
explore the software visualization and try out the different functions. It should be noted,
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Figure 6.1: SSQ mean scores with standard deviation. 16 Participants, 10 minute
exposure to guided exploration in IslandViz.
that for many this was their first experience with virtual reality. The SSQ results are
summed up in Figure 6.1. The total score was (M = 14.05, SD = 6.89). The nausea
related sub score was (M = 15.5, SD = 12.22), oculomotor sub score ( M = 25.11, SD =
10.84) and the disorientation sub score (M = 33.93, SD = 19.79).
6.1 Discussion
Although not all gained insights were heavily related to the software architecture aspect,
they provided valuable feedback on the state of the implementation. While the total SSQ
score supports the claim, that the visualization does not introduce an excessive amount
of motion sickness, having a look at the disorientation sub score helps in pinpointing
the current issues.
Two possible factors can play into the high disorientation score. As has been stated,
users complained about the difficulty in recognizing, which hierarchical level can be
currently interacted with. This issue could very well impair the navigational abilities to
a degree, that it would reflect in the disorientation sub score of the SSQ. The second
contributing issue has already been identified in the conceptual phase as a possible
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problem source. The limited visualization volume of the virtual table. When inspecting
the visualization at high magnification factors, it is no longer possible to have contextual
information about the remaining elements. The user is lost. A form of mini-map could
be implemented, to help in bringing back some contextual information.
Regarding the issue with the transfer in hierarchical levels, its existence is not such
a great surprise, as this functionality was reworked multiple times in the past. The
implemented hierarchical system present at the FrOSCon demo was very recent and
could surely use some additional parameter tweaking. With that being said, it would
be very interesting to implement fixes for these two issues and do another study, with
special focus on the disorientation score.
The observed trend, where younger users had less trouble with the navigation
mechanism could also be expected, as the mechanism shares great similarities with
touch based navigation on smartphones or tablets. A technology, young people have
spent a significant portion of their lives with.
The user satisfaction regarding the island metaphor is a very positive sign, as one of
the goals for this thesis, was to explore novel metaphors for software visualization. The
practicability of the approach for aiding software comprehension tasks could not be
clearly determined. While one reason surely lies in the difficulty of creating appropriate
test scenarios with suitable participants, the main reason was the sparse functionality of
the implementation. Additional software comprehension functionality would be needed
to construct more real-life like scenarios of use.
However the extended presentation period revealed, that a software visualization in
VR has great potential in the educational field. Here, insights into the world of software
development can be, almost casually, conveyed to the public.
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Chapter 7
Future Work
Although countless hours went into the implementation of the presented prototype,
there is still a lot to be done. Due to time constraints, several things that have been
conceptually discussed in chapter 4 did not make it into the implementation. Future
work could resume on these ideas:
• Edge bundling approach for package dependencies.
• Accelerating the force directed layout algorithm.
• Island layout based on lexical similarity.
• Incorporating more visual metrics.
– Map island shape and height to a metric
– Regions representing exported packages should reflect this visually.
– Different building types to differentiate between class, interface, enum.
• Implement water shader to enable the ocean filtering mechanism.
• Expand upon the radio metaphor for services.
• Implement hand based interactions.
• Focus+Context: When the visualization is zoomed in a mini-map or some other
form of global positional information could help provide some of the lost context.
• Display additional class related information on the PDA.
Additionally, a few ideas which have not been previously discussed.
When the interaction system works with the users hands, it would be very interesting
to experiment with a real physical table prop, which is aligned with the virtual table.
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This form of passive haptic feedback could have the potential of increasing user’s
presence in the virtual environment.
The impact of visual fidelity on the resulting comprehension process is very sparsely
studied. Two distinct visualization styles could be employed to study this question.
While one would offer a more abstract and cleaner representation, the other would focus
on a realistic representation.
A proper user study to evaluate the usability of the system is needed. However due
to the limited availability of visualization software targeted explicitly at OSGi, it would
be difficult to do a proper performance evaluation.
Due to the choice of the table metaphor, the visualization should be, at least on a
conceptual level, easily portable to an Augmented Reality medium. Its performance
and usability in it, could be the topic of future work.
And finally, the adaptation of this visualization metaphor to different software
architecture types is a task, from which the whole software visualization community
would benefit.
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