. The resulting map is a function of the taxonomic cutoff used. At less than 99%, the model does not show any diversity or biogeographic patterns. This is expected because over 1400 years the genomes evolve by only 0.5%, corresponding to a 99% identity. However, at this time there are still provinces that have not yet experienced a takeover or coalescence event (Fig. 1A) , and those are expected to continue to diverge beyond the 99% threshold for longer times. This distribution can change temporarily as a result of takeover events. For example, at times the Central Pacific and North Pacific provinces were distinguishable at 99.5% (0.5% difference, see Fig. 2A ).
We thank R. Stepanauskas The current view of motor learning suggests that when we revisit a task, the brain recalls the motor commands it previously learned. In this view, motor memory is a memory of motor commands, acquired through trial-and-error and reinforcement. Here we show that the brain controls how much it is willing to learn from the current error through a principled mechanism that depends on the history of past errors. This suggests that the brain stores a previously unknown form of memory, a memory of errors. A mathematical formulation of this idea provides insights into a host of puzzling experimental data, including savings and meta-learning, demonstrating that when we are better at a motor task, it is partly because the brain recognizes the errors it experienced before.
H ow does the brain alter behavior after experiencing an error? Classic theories assumed that the brain learns some fraction of the error regardless of its history or magnitude (1, 2). However, recent experiments (3-6) demonstrate that the brain learns relatively more from small errors than large errors, and can modulate its error sensitivity (7) (8) (9) .
Understanding error sensitivity is important because it may provide insight into the phenomena of "savings" and "meta-learning." Savings refers to the observation that when a person adapts to perturbation (A), and then the perturbation is removed (i.e., washout), they exhibit faster readaptation to (A) (10) . Remarkably, savings of (A) is present even when washout is followed by adaptation to (-A), a perturbation in the opposite direction (11, 12) . Current error-dependent models of learning cannot account for these observations (13, 14) , nor explain meta-learning, where prior exposure to a random perturbation produces savings (15, 16) .
We begin with a standard model of motor learning (17) (18) (19) (20) in which on trial n, a perturbation x is imposed on action u so that the sensory consequences are y (Fig. 1A) . In a slowly switching environment, the brain should learn from error because the perturbations are likely to persist (learning from error in one trial will improve performance on the subsequent trial). However, in a rapidly switching environment, the brain should suppress learning from error because any learning will be detrimental to performance on subsequent trials.
Three groups of volunteers (n = 9 per group) made reaching movements while experiencing force perturbations from either a slow, medium, or rapidly switching environment (Fig. 1A) . The mean of the perturbations was zero for all blocks (consisting of 30 trials). We measured error in a given trial and then computed the amount that was learned from that error (probe trials, purple bars, Fig. 1A ). To quantify learning from error on trial n, we measured the change in force from the trial before to the trial after the perturbation, f ðnþ1Þ ðtÞ − f ðn−1Þ ðtÞ (Fig. 1C) . In block 1, learning from error was similar in the three groups (P > 0.99), and in all probe trials the perturbation produced similar errors [ Fig. 1B ; repeated measure-analysis of variance (RM-ANOVA), effect of group P > 0.8, interaction, P > 0.7]. However, individuals who experienced the slowly switching environment increased their learning from error (Fig. 1C) , whereas those who experienced the rapidly switching environment suppressed this learning.
We measured the force produced on a given trial and computed a coefficient representing percent ideal (Fig. 1D) . RM-ANOVA indicated a significant block by group interaction (P < 0.05), suggesting that the history of perturbations altered the amount of learning from error. Posthoc tests showed that in the slowly switching environment, participants learned more from error than in the rapidly switching environment (P < 0.03). This change in error sensitivity developed gradually with training (Fig.  1D ). The slowly switching environment induced an increase in error sensitivity ( Fig. 1E ; changes in sensitivity from the first half to second half of the experiment, ANOVA, P < 0.05).
Is control of error sensitivity local to the experienced errors? In experiment 2, participants performed rapid out-and-back movements for which no visual feedback was available during the outward part of the reach, with the aim of hitting a target at the turn-around point of their movement. An occasional perturbation altered the feedback regarding hand position at the turnaround point ( Fig. 2A) . We measured the relation between error e ðnÞ and learning from error (change in reach extent).
Group 1 (n = 10) experienced a perturbation schedule that transitioned from slow, medium, to rapid switching (Fig. 2B ), whereas group 2 (n = 10) experienced the reverse. In group 1, error sensitivity decreased, whereas in group 2, error sensitivity increased (Fig. 2C) . We measured the mean error sensitivity in each environment, resulting in three measurements for each subject across the experiment. RM-ANOVA showed a significant main effect of group (P < 0.005) and block (P < 0.001) and group-by-block interaction (P < 0.001). As the statistics of the perturbation changed, so did the error sensitivity.
We measured learning from error as a function of error in each environment (Fig. 2D) . A given error produced greater learning when that error was experienced in a slowly switching environment (Fig. 2D , red line) (RM-ANOVA main effects of error size P < 10
, and environment P < 0.001, posthoc between slow versus medium or fast, P < 0.001). We quantified error sensitivity at each error size (Fig. 2E) and found that error sensitivity had not changed globally, but had changed predominantly for smaller error sizes. RM-ANOVA of the absolute sensitivities between 0.25 and 2 cm showed a significant main effect of environment (P < 10 −4 ), as well as a significant environment by error size interaction (P < 0.05). We found a significant difference in error sensitivity across environments for an error size of 0.25 cm (P < 0.05), but no significant difference for an error size of 2 cm (P > 0.1). Interestingly, the small error sizes for which the participants had shown the largest change in error sensitivity were also the most frequent errors (Fig. 2F ). This hinted that control of error sensitivity was a function of error.
Current models of sensorimotor learning assume that error sensitivity h ðnÞ is independent of error e ðnÞ . This is true for state-space models of learning (18, (21) (22) (23) (24) , as well as Kalman filter models of learning (5, (25) (26) (27) 
On trial n − 1, the motor command u ðn−1Þ
produces an error e ðn−1Þ , as illustrated in the top part of Fig. 3A . The nervous system learns from this error and produces motor command u ðnÞ on the subsequent trial, resulting in e ðnÞ . In a slowly switching environment (top part of Fig.  3A ), e ðnÞ has the same sign as e ðn−1Þ . In this case, error sensitivity should increase around e ðn−1Þ (Fig. 3B, red line) . By contrast, in a rapidly switching environment (Fig. 3A, bottom) 
and superscript T is the transpose operator. This rule is similar to the RPROP algorithm, a heuristic for adjusting the learning rate of machines (28), but has the unique feature of assuming that error sensitivity is via population coding of the error space.
Equations 1 to 3 represent a learner that stores two kinds of memory: a memory of the state of environment (x, Eq. 1) and a memory of errors (w, Eq. 3). We simulated the model (Fig. 3C , gray line) and found that in the slowly switching environment, error sensitivity increased in the neighborhood of the experienced errors, whereas in the rapidly changing environment, error sensitivity decreased (Fig. 3D) .
Our model made a critical prediction: If the brain controlled error sensitivity via memory of errors, then it should be possible to simultaneously increase sensitivity for one error, while decreasing it for another. In experiment 3, we considered an isometric task in which participants (n = 16) produced a force to match a target (16 N) in the face of a perturbation. The perturbations were designed so that, according to our model, individuals would increase their sensitivity to -4 N errors, while simultaneously decreasing their sensitivity to +8 N errors.
In the baseline block, we probed sensitivity to +8 N and -4 N perturbations (probe 1, Fig. 3E ). The resulting learning from error is plotted in Fig. 3F (probe 1) . At baseline, participants responded to the +8 N and -4 N perturbations by learning a fraction of each error (Fig. 3F) . We next produced 20 repetitions of a rapidly switching environment in which the perturbations were T8 N (Fig. 3E, inset) . After a period of washout, we then produced 15 repetitions of a slowly switching environment in which the perturbations were 0 N or +4 N. The critical aspect of our design was that the participants were never exposed to a -4 N perturbation. They nevertheless experienced -4 N errors (because removal of a learned +4 N perturbation results in a -4 N error).
The 8 N environment induced a decrease in sensitivity to a +8 N error, and subsequent exposure to the +4 N environment resulted in an increase in sensitivity to a -4 N error [ Fig. 3G ; RM-ANOVA showed a significant main effect of perturbation (P < 0.03) as well as a perturbation by block interaction, P < 0.01]. The critical question, however, was whether both of these changes in sensitivity were simultaneously present. After the slowly switching block of perturbations, we again probed sensitivity to +8 N and -4 N errors (probe 2, Fig. 3E ). Compared to the baseline block (probe 1), learning from a +8 N error had decreased (P < 0.005), while simultaneously, learning from a -4 N error had increased (P < 0.05) (Fig. 3F) . When we ran our model on the same sequence of errors that participants had experienced, the change in error sensitivity predicted by the model was highly correlated with the change observed in our participants (R 2 = 0.65; P < 10 fig. S1 ), suggesting that history of error induced changes in error sensitivity in the region of the experienced errors.
This new model of learning provided insights on a wide range of puzzling experiments, including the phenomena of savings and metalearning ( fig. S2) . It predicted that when one is better at a task than before, it is not because the brain recalled the motor commands, but because it recognized the errors-the errors for which error sensitivity had been altered. In addition, the model predicted that savings and meta-learning could be blocked by controlling the errors that are experienced during learning.
In experiment 4, volunteers participated in a visuomotor rotation experiment (Fig. 4A and fig.  S4 , n = 10 per group). The control group (ANA) experienced a +30°perturbation followed by extended washout and then relearning of +30°, a protocol that should produce savings (13) . According to our model, savings occurs because during the initial exposure to (A), the stable sequence of perturbations increase error sensitivity, and these errors are revisited in the subsequent test of (A). If so, we should be able to block savings by presenting (A) gradually (GNA group, fig. S4 ), preventing prior exposure to errors that are visited at the onset of (A).
Furthermore, we should be able to produce savings in a very different way: Expose participants to perturbation (B) and then present sudden washout (Fig. 4A, BNA) . During washout, they are exposed to a sequence of stable errors, which increase error sensitivity for those errors. Notably, the washout-induced aftereffects are errors that are also experienced during subsequent test of (A). If the meta-learning in BNA is due to errors that are experienced during washout of (B), we should be able to eliminate it by reducing the washout-induced errors. In B wait NA, a wait period was inserted between -30°train-ing and washout, reducing the size of aftereffects associated with the transition from -30°t o washout (Fig. 4E) . We also tested this idea in a different way: gradual washout (B) (group BGNA, fig. S4 ). In summary, the model predicted savings in ANA but not GNA, and meta-learning in BNA but not B wait NA and BGNA. Our experimental results confirmed these predictions (Fig. 4 , C and D, and fig. S4 ). We found that during learning, the brain controlled error sensitivity in a principled way: learning more from error when perturbations were likely to persist, and less when perturbations were likely to change. Error-sensitivity modulation was specific to the experienced errors, suggesting that training produced a memory of errors. This idea accounted for a host of puzzling observations, including saturation of error sensitivity (5, 6, 29) , the phenomenon of meta-learning (16) , examples of savings (10) (11) (12) , and reinforced repetition (15) .
The model predicted that meta-learning vanishes when a small delay or gradual washout alters the history of errors (Fig. 4A) , demonstrating that savings depends crucially on the memory of errors that is accumulated during training. This memory of errors likely exists in parallel with the two traditional forms of motor memory, memory of perturbations (23) and memory of actions (30) .
In our model, we chose to describe the learner as a process with a single time scale. However, data suggest that learning from error depends on a fast and a slow process with different error sensitivities (23, 25, 31) . We speculate that the memory of errors exerts its influence through the error sensitivity of the fast process, and its manipulation through history of errors may be a useful strategy to speed recovery during rehabilitation (32). 
