Abstract. Support vector machine is an emerging technique in data mining. By analyzing principle and classification algorithm of support vector machine, a prediction model based on support vector machines was given, and the effectiveness of support vector machines in classification prediction was demonstrated with the test results.
Introduction
Support vector machine (SVM) is a new type of machine learning methods developed based on statistical learning theory in the mid 1990 of the 20th century [1] [2] [3] [4] [5] [6] . Support vector machine trains learning machines with the principle of structural risk minimization (SRM), resolves the problems such as nonlinear, high dimensionality, and local minima based on rigorous theoretical basis. It has become the new research focus in the area of machine learning after neural networks [7] [8] [9] [10] [11] [12] . Until now, it is only a few years from being raised to widely being payed attention on support vector machines, there are a lot of problems unresolved or not fully resolved, so it has a lot of potential in applications. Therefore, support vector machine is a very worthy to study.
The SVM's biggest advantage is subject to structural risk minimization principle, has a good generalization ability. So when it is applied to deal with nonlinear problems, by the use of a kernel instead of the high-dimensional inner product space calculation, the nonlinear function can be changed into a high-dimensional linear problem, which could resolve the problem of dimensionality and local extrema [13] [14] [15] [16] [17] [18] .
Principle of Support Vector Machine
Support vector machine is developed from the optimal classification in linearly separable cases [19] [20] [21] . Its essence is to find a rule to divide space point Rd into two parts. Basic ideas can be illustrated in the following diagram of simple linear separable problem ( Figure 1 ). It is to find an optimal classification hyperplane, and maximize the distance of two types of samples from the hyperplane. In Figure 1 , two samples are marked as the black point and white point separately, H for optimal classification hyperplane, H1 and H2 respectively represent the sample nearest by H and surface parallel to H, distance between them referred to as classification interval (Margin). The so-called optimal classification hyperplane or maximal margin hyperplane is required not only to separate the two types rightly (training error is 0), but also to maximize the classification interval largest.
Fig. 1 Classification line under linear classification
In the case of linearly inseparable, based on Mercer nuclear expansion theorem, sample spaces can be mapped into a high-dimensional and even the infinite dimensional feature space (Hilbert space) with nonlinear mapping. Then, in the feature space, the linear learning method can be applied to deal with high nonlinear classification in the sample space.
Classification Algorithm of Support Vector Machine
Assumption a training set of size L as: (x i ,y i ), x i ∈Rd, y i ∈{ +1, -1}, i∈{ 1,, 2, ,,,l} (1) It is made up of two categories, if x i ∈Rd belongs to the first category, it is marked as positive (y i =1), if not, marked as negative (y i =−1). Support vector machine aimed at finding the classification hyperplane H: ω T x+b=0 (2) To make the samples meet the need:
(3) And then, this hyperplane can separate the points of two classes. It is to maximize the distance between the nearest points from the hyperplane in two classes.
Where, ω is the weight vector, b for bias. the vectors are called support vectors with optimal distance on both sides and the shortest plane distance.
The distance of hyperplane H1 to the origin is |1-b|/║ω║, hyperplane H2 to the origin is |-1-b|/║ω║. Therefore, the distance between the H1 and H2 is 2/║ω║, it is called classification intervals. So, to maximize classification interval is to minimize ║ω║.
The classification intervals can also discussed in the view of the VC dimension. In an N-dimensional space, to let samples distribute in the context of a hyper-sphere with radius of r, then the VC-dimension of index function set f(x，w，b)=sgn(<w，x>+b)(sgn is the sign function), which is formed by hyperplanes meeting the need of ║ω║≤ a (A>0), meets the following bounds:
To minimize the ║ω║ 2 is to get the least upper bound of VC dimension, thereby to realize structural risk minimization.
Therefore, the optimal separating hyperplane can be resolved by quadratic programming as follow:
Min ║ω║ 2 Where, the bound is:
In the above algorithm, only the case of linearly separable was considered. Due to nonlinear problems can be changed into a high-dimensional linear problem by non-linear transformation, so for nonlinear classification, first using a non-linear map φ to maps the data to a high-dimensional feature space and then linear classification can be done in the high-dimensional feature space, the importing nonlinear classification is got when it is reflected back into space. In order to avoid complex calculations in a higher dimensional space, a kernel function k (x, y) is used in support vector machine instead of the inner product operation in the high dimensional space <Φ(x), Φ(y)>.
In addition, considering that there may be some samples cannot be correctly classified by separating hyperplane, slack variables are used to resolve the problem, so it is optimized as:
Min ║ω║ 2 +C i (6) with bounds as: y i (ω T x+b)≥1-ξ i , i∈{1,,2, ,,,l} ξ i ≥0,i∈{1,,2, ,,,l} (7) Where, C is a constant. In equation (7), the first item makes the distance between the sample and the hyper-plane as big as possible, so as to improve the generalization ability. the second item is to make classification error as small as possible.
Introducing Lagrange function: 
In general, most of the α i is 0 is the characteristic of solutions, corresponding samples with other α i are support vector.
According to the KKT conditions, at the saddle point:
Then b can be calculated as follows:
Therefore, the value of b can be obtained through any one of the support vector. Resulting discriminant functions is as follows:
Prediction Model Based on Support Vector Machine
Design a support vector machine with good performance, model selection is the key. Model selection includes the kernel type selection and relative parameters selection while kernel function is determined.
A Selection of Kernel Function. The selection of kernel function is a core problem of the research on support vector machine theory, but at present there is no effective method for constructing a suitable kernel function for specific problems. In practice, by far the most common kernel functions are mainly as the following:
(1) linear function:
(2) polynomial function:
(3) Gaussian radial basis function: 
In the above, Gaussian radial basis function RBF is widely used, it is a generic kernel function, through the selection of parameters, it can be applied to samples with any distribution. It has been proved by more and more cases. RBF kernel function is the most widely used kernel function.
B Parameters Selection for Fixing Kernel Function. When the kernel function is determined, the corresponding kernel function parameters can be also determined. In this article, RBF is selected as kernel function, the corresponding parameter is (c, γ). Determination of kernel function parameters is turned into the optimization of (c, γ), it is to find the best combination of (c, γ).
Classification Prediction Examples Based on Support Vector Machine
A Characterization and Pretreatment of Data Sets. The experimental data sets of wine are from UCI database, which are physics and chemistry research data. 178 samples are involved in the data set, each sample contains 13 components (chemical composition), and is labeled separately. 50% of the 178 sample are considered as training set, and the other as a test set. Classification model can be obtained by training support vector machines with training set, and then to predict the category labels of test set using the model.
All data should be normalized before modeling prediction. It is to normalize all the values to [0,l] or [-1,l] range to reduce the complexity of numerical calculation in the process of training, as well as greater values control the training process. Sample standardized and mapping normalized are done by using the following formulas:
F:x→y= (24) In the formula, x for the sample data, x max and x min are the maximum and minimum value for sample data respectively, y for the normalized data. Where, x, y∈Rn; x min =min(x); x max =max(x)。y i ∈[0,1], i=1,2,l,…n.
B Training and Prediction. Train SVM classifiers with training set of train_wine, then to do label prediction of test set using the model, and finally the classification accuracy is 97.7528% (87/89) (classification). The main code is as follows: model = svmtrain(train_wine_labels, train_wine, '-c 2 -g 1');
[predict_label]=svmpredict(test_wine_labels, test_wine, model); Final classification results are shown in Figure 2 .
Fig. 2 Final classification results
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Conclusion
In present article, classification prediction of the experimental data set of wine from UCI database were studied using support vector machines classification algorithm. Results indicated that classification algorithm of support vector machine is effective with good performance.
