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Abstract
This article considers the cooperation between base station and relay stations to increase system throughput in
time-slotted relaying wireless networks, such as dynamic time division multiple access systems. We focus on
optimal throughput scheduling policies for the cooperative relaying at the network layer level. It is shown that the
resulting policy for this cooperative protocol obtains the optimal throughput region. Random packet queueing at
the relay stations may cause a packet-reordering effect, which may be an obstacle for real-time applications. We
alter the design for throughput-optimal scheduling to remove this effect and guarantee a near optimal throughput
region.
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1 Introduction
Cooperative communications that take advantage of the
broadcasting nature of wireless environments have
shown excellent performance in both theoretical aspects
and implementations, e.g., per-node throughput of the
cooperative network is a constant factor while per-node
throughput of the conventional wireless network
decreases when increasing node density [1]. Cooperative
communication at the physical layer requires extra com-
putation and synchronization capabilities. This is usually
applicable for base station (BS) and relay station (RS)
but not for mobile devices due to their limited computa-
tional capacity and power resources [2]. However, the
cooperation at the network level can provide perfor-
mance gain, as shown in [3], even without the afore-
mentioned capabilities.
We consider cooperation at network layer between BS
and RS in slotted-time wireless access networks, e.g.,
dynamic time division multiple access or orthogonal fre-
quency-division multiple access. An example of this net-
work is multi-hop relaying IEEE 802.16 WiMax. In this
scenario, the RS overhears all packets transmitted from
the BS to the subordinate mobile station (MS) and
retransmits only the packets that could not be decoded
at the MS. This cooperative protocol does not require
any extra capability at the physical layer and is applic-
able for both downlink and uplink transmission. We
refer to it as the cooperative packet relaying (CPR) pro-
tocol. We also refer to the direct transmission from the
BS to the MS as single-hop protocol and the conven-
tional relaying [2] through the RS as multi-hop protocol.
This slotted-time system requires a scheduling policy
that dynamically determines a set of active users at a
given time regarding available resources and interference
constraints between links.
Throughput-optimal scheduling policy that provides
the largest region of feasible arrival rates is desirable in
wireless networks. It has been shown that the Backpres-
sure policy [4], which makes scheduling decision basing
on difference of queue length between source and desti-
nation on each link, is throughput-optimal in multi-hop
wireless networks. However, in the scenario of the CPR
protocol, since the BS sends packets to the RS and MS at
the same time, on contract to a single destination in con-
ventional relaying, queue length updating at each time
slot are thus different: the queues are updated according
to the transmission state of the BS. Furthermore, since
the transmission states are known only by acknowledg-
ments from receivers, the scheduling decision must con-
sider random packet loss and packet re-transmission.
This necessitates a new design for throughput-optimal
scheduling in the CPR protocol.
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The packet queueing at the RS is important to achieve
the throughput-optimal scheduling. This is because the
queueing capability allows a higher degree of freedom in
choosing the active links at every time slot. For example,
if the channel quality is not good enough to directly for-
ward the received packet, the RS temporarily buffers the
packet and uses the available time slot for the waiting
users that have better channel quality [5]. However, the
packets queuing at the RS introduce a packet re-ordering
problem at the MS due to the fact that packets are ran-
domly queued at the RS. A scheduling policy that allows
only one packet of a flow to be queued at the RS is neces-
sary to remove this effect.
We focus on designing a throughput-optimal schedul-
ing policy for the CPR protocol and addressing the above
challenges. This scheduling policy minimizes sum square
of the queue lengths at every time slot so as to equalize
and keep the queues stable, thus maximizing the achiev-
able throughput region. The throughput region under
the proposed policy for CPR is significantly larger than
the throughput region of the conventional relaying proto-
col and depends less on the link qualities. This is because
the CPR protocol takes advantage of every single trans-
mission from the BS. Even a failed transmission from the
BS can contribute to the delivery of packets by pushing
the packets to the RS. From a practical perspective, this
approach is ideally suited for the scheduling in multi-hop
relaying system, e.g., IEEE 802.16j WiMax. The primary
contributions of this study are as follows.
• We characterize the throughput region of the wire-
less network under the CPR protocol with packet
queueing at the RS. We show that this region is lar-
ger than that obtained by the conventional multi-
hop relaying protocol and single-hop protocol in
wireless networks in Section 3.
• We consider the queueing network as a dynamic
system and formulate an optimal control problem for
the throughput-optimal scheduling policy. The sche-
duling policy determines a set of active links at each
time slot based only on the current queue length
information and channel quality. A theoretical analy-
sis using Lyapunov functions shows that this online
policy obtains the maximum throughput region in
Section 4.
• We design a scheduling policy that allows only one
packet for each flow queue at the RS. This scheme
eliminates the packet-reordering effect caused by
opportunistic packet queueing. The achievable
throughput region of this policy is analytically proved
to be near optimal while the simulation results show
it outperforms the conventional multi-hop relaying
protocol and single-hop protocol in Section 5.
2 Related works
In the cooperative transmission at physical layer, source
nodes and relay nodes cooperatively deliver signal to the
destination node. It requires additional capabilities to
synchronize between source nodes and relay nodes and
to combine signals at the destination [6]. The relay nodes
may have different strategies when forwarding the signal
from the source node: the relay nodes amplify then
forward (amplify-and-forward) [7]; the relay nodes
decode then forward (decode-and-forward) [7]; or the
relay nodes retransmit the signal that they receive from
the sources to the destination only when the destination
fails to decode the information packet (incremental relay-
ing) [6]. In particular, the research in [6] showed that the
incremental relaying protocol provides the best outage
behavior among these cooperation protocols as there are
occasions that the information packets need to send only
once. The behavior of the CPR protocol is similar to that
of the incremental relaying protocol except that CPR
protocol is performed at network layer. However, the
CPR protocol is more flexible than the incremental relay-
ing protocol since it does not require extra capabilities at
physical layer.
A number of studies have also exploited broadcast nat-
ure of wireless channels at the network layer level. In
[8,9], authors investigated the opportunistic routing pro-
blems in ad hoc wireless networks. Each transmission
from source nodes is broadcast and the routing decision
to the destination, or decision of next hop, is decided
opportunistically basing on the result of the local broad-
cast. While the algorithm in [8] bases on queue lengths
between nodes to make routing decision, the algorithm
in [9] is derived from a finite-state Markovian decision
problem. Analysis of throughput region and delay in
cooperation at network level is studied in [3,10] under
TDMA-based scheduling. To fully exploit the available
resource, the unutilized time slots in TDMA scheduling
are used by the relay nodes to retransmit the packets to
the destination [3]. Although these works use a similar
protocol with CPR for cooperation at network layer, the
objectives of these studies are different from our
research. The studies in [8,9] target the opportunistic
routing. The studies in [3,10] focus on analysis of stability
region and delay for network-level cooperation protocol
under TDMA-based scheduling. The objective of our
research is to find a throughput-optimal scheduling on
relaying networks.
Research on throughput-optimal scheduling for single-
hop and multi-hop wireless networks is addressed in
[4,11]. This is to find scheduling policies that support
the largest throughput region on a specific network
topology. The seminal studies in [4] have shown that
Backpressure scheduling policy, which bases on the
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difference of queue length between source and destina-
tion nodes of links, can achieve the maximum through-
put region. The studies in [11] extend the scheduling
policy to a general framework for scheduling and flow
control in multi-hop wireless networks. Recently, these
results have been extended to cooperative networks. In
[12], two-hop relaying networks with cooperation at
physical layer are studied with an optimal scheduling
policy and its stability region. The authors focus on
throughput-optimal scheduling in relaying network
under decode-and-forward protocol at physical layer.
On the contrary, this article focuses on finding an opti-
mal scheduling policy for cooperation at network layer.
3 CPR in wireless networks
3.1 CPR protocol
We consider a single macro cell that is equipped with a
single BS, NR fixed RS, and NM MS. The RS are installed
to increase throughput and coverage. They receive and
forward packets in both downlinks and uplinks. Due to
the capacity of RS, error probability on links between the
BS and the RS are low. For simplicity, we assume that
there is no error on this link. In practice, this assumption
may not be true; however, it can be remedied using
acknowledgements without any difficulty. We also
assume that the nearby stations cannot interfere with
each other. This is because the RS use low power and
their interference are considered in deployment and
resource allocation, e.g., using orthogonal sub-carrier
assignment in OFDMA [13].
We focus on a typical scenario where all MS associate
with BS and another RS so that they can receive packets
from both stations. This scenario is practical since cur-
rent standards usually consider MS associating with only
one RS to reduce the control information for cooperation
between the RS [2]. The case where one MS associates
with more than one RS is outside the scope of this article.
Let r Î NR and c Î NM represent the index of the RS and
MS, respectively. We also use c to refer to the flow asso-
ciated with the MS c. Let Nr be the set of MS that associ-
ate with the RS r.
We assume a slotted time frame structure that is widely
used in implementation of practical systems, e.g.,
WiMAX, and theoretic analyses, e.g., in [11,12]. The
packet has a fixed length and the transmission time of
one packet is one time slot. The time is divided into
equal units t = {0, 1, 2, ... } called time slots. The time slot
in the CPR protocol is divided into three subslots: control
subslot, data subslot, and ACK subslot (Figure 1a).
In the downlink mode, at the control subslot, the sta-
tions send the pilot signal to measure channels. This
channel state information is used in the scheduling algo-
rithm to compute the link activation vectors μ(t). This
computation of scheduling follows the policies explained
in the subsequent sections. At the data subslot, the
selected links are activated to transmit data packets. In
the case where BS is active, the packet is transmitted to
the corresponding MS. The associated RS of the receiv-
ing MS overhears the transmitting packet. Note that we
assume there is no error at the RS. At the ACK subslot,
the receiving MS sends an acknowledgment to the BS
and RS to inform the state of the packet. If it is success-
ful, the RS and BS remove the packet from the queue. If
it fails, the BS removes the packet from the queue; how-
ever, the RS keeps the received packet in the queue and
waits to transmit it in the next time slots. In the case
where the RS are activated, they transmit the queueing
packet to the corresponding MS. Note that this protocol
does not drop packets when transmission fails.
At every time slot, scheduling policy decides links to be
activated. Depending on the network state, e.g., link qua-
lities, activated links can be the links between BS and RS
or the links between RS and MS. In the case where the
links between a BS and an MS are activated and there are
packet of activated MS queued at the RS, packets trans-
mitted from the BS may successfully arrive the MS before
the queueing packets at the RS. Packet re-ordering hap-
pens in this situation. To remedy this problem, the sche-
duling algorithm must allow to transmit packets of the
MS, which are queueing at the RS, before initiating a new
packet transmission to that MS.
In the uplink mode, the scenario is similar with the one
of downlink mode. In the data subslot, when MS is active
to send data packets to BS, associated RS overhears the
packet and transmits the packet to the BS when the BS
fails to receive the packet directly from the MS. The
error probabilities of re-transmissions are low because
links between the RS and the BS are more reliable than
links between the MS and the BS. Due to the symmetry
of the downlink and uplink mode, we consider only the
downlink model in our analysis. The uplink model can
be extended without major changes.
3.2 Network model
The proposed system shown in Figure lb is modeled by
two layers: a network layer and a link layer. A summary
of frequently used notations is provided in Table 1.
At the link layer, let μb, c(t) and μr, c(t) indicate the
activations of the commodity flow c on link (b, c) and
(r, c) at time slot t. If the flow c on the link (b, c) is
scheduled, then μb, c(t) = 1; otherwise μb, c(t) = 0. Note
that due to the broadcast nature, the link (b, r) is identi-
cal to the link (b, c) and hence their activations and
data rates are identical. The success probabilities depend
on the channel conditions, modulation, coding type, and
power level, as shown in [14]. Using the pilot signal,
these probabilities can be estimated at the beginning of
each time slot. They are denoted by pb, c(t) and pr, c(t).
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We assume that these probabilities evolve over slots
according to a finite-state Markov chain and thus the
steady state is measurable and is denoted by pb, c and pr, c.
The interference between links imposes a feasible region
to activation vector μ(t) = {μb,c(t), μr,c(t)}c∈NM . This fea-
sible region specifies a set of links that can be activated at
the same time slot. For example, since the BS covers all
the RS and MS, when the BS is active, other stations must
be inactive. An element of the feasible set thus should
include only one active link from BS and all other inactive
links in the system. Let the feasible region of μ(t) be Ω;
then μ(t) Î Ω.
At the network layer, let a(t) = {ac(t)}c∈NM represents
the exogenous traffic arriving at the time slot t with the
mean lc = E{ac(t)} and ac(t) ≤ amax. The arrival pro-
cesses are i.i.d over slots and the second moment
E{a2c (t)} of the arrival process is finite. The network
layer uses a queue separation scheme where every flow
has a separate queue at each node. Let qb, c(t) and qr, c
(t) be the queue of flow c at the BS and RS. Let sb, c(t)
and sr, c(t) indicate the transmission state of a packet on
the corresponding links at the end of the time slot t.
For example, sb, c(t) = 1 if the transmission is successful;
otherwise sb, c(t) = 0. Thus we have the success prob-
abilities Pr [sb, c(t) = 1] = pb, c(t) and Pr [sr, c(t) = 1] =
pr, c(t).
Queue length qb, c(t + 1) depends on the queue length
qb, c(t), input packet ac(t), and output packet μb, c(t) at
time t as shown in (1). In (2), a packet is added to the
queue at RS only when (1 - sb, c(t)) μb, c(t) = 1 that
means the packet is transmitted, or μb, c(t) = 1, and the
MS fails to receive it, or 1 - sb, c(t) = 1. Similarly, packet
is removed from the queue only when it is successfully
delivered to the MS, that means sr, c(t) μr, c(t) = 1.
qb,c(t + 1) = qb,c(t) − μb,c(t) + ac(t) (1)
qr,c(t + 1) =qr,c(t) − sr,c(t)μr,c(t)
+ (1 − sb,c(t))μb,c(t).
(2)
3.3 Throughput region of the CPR protocol
We first recall definitions of stability and the throughput
region of wireless networks.






t=0 E{q(t)} < ∞ . A network is stable if all
queues are stable.
Definition 2 (Stability region): The stability region of
a scheduling policy is the set of arrival rates {lm}mÎ{1, ...,
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Figure 1 Network system model. (a) Network node model. (b) Time slot structure.
Table 1 Frequently used notations
Notations Meaning
NR Set of RS
NM Set of MS
r Relay station
c MS
Nr MS associated to relay r
rmax Relay station with the largest number of MS
μb, c(t), μr, c(t) Variables that indicate the activation of link (b, c)
and (r, c)
pb, c(t), pr, c(t) Success probability on link (b, c) and (r, c)
pb, c, pr, c Averate success probability on link (b, c) and (r, c)
Ω Feasible region of active links
ac(t) Arrival rate of c at time t
lc Arrival rate of c
qb, c(t), qr, c(t) Queue size of MS c at BS and RS
sb, c(t), sr, c(t) Transmission state of packet of the MS c at the end
of time slot t
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union of stability regions of all scheduling policies is the
network stability region.
Definition 3 (Throughput region): The throughput
region, denoted by Λ, is a set of all arrival rate vectors
that can be stably supported by the network under the
assumption that network queues are always saturated.
It is clear that on the boundary of the network stabi-
lity region, the queues are always saturated, and thus
the network stability region and throughput region are
identical. Definitions of stability region and throughput
region are important to show the throughput-optimal
property of a policy. A policy is throughput-optimal if it
can be shown that it stabilizes all arrival rates that
belong to the throughput region.
The establishment of the throughput region in the con-
ventional wireless network has been comprehensively stu-
died in a number of researches through the flow
conservation constraints and the link capacity constraints,
e.g., [11,15]. We establish the throughput region basing on
flow conservation and link activation time constraints. Let
lb, c(t) and lr, c(t) are the average data rate over links (b, c)
and (r, c), respectively. The total portion of time for each
link must be smaller than one. The rate vector l Î Λ if
there exists a vector β = {β1, . . . , βNR , βR} such that:
βclb,c = λc ∀c ∈ NM (3)











βc + βR (7)
The flow conservation constraints specify that input
flow and output flow at each node, BS and RS, must be
equal. Equations (3) and (4) follow from the link conser-
vation constraints at the BS and RS. The vector
γr =
{
γ1, . . . , γMr
}
represents the portion of activation
time of users associated to r and br represents the total
portion of activation time on each RS. Since RS do not
interfere with each other, links in different RS can acti-
vate at the same time. Thus, the total portion of activa-
tion time for RS is the most congested station. This is
represented in equations (5) and (6). Finally, total por-
tion of activation time is not greater than 1. This con-
straint is formulated in equation (7).
The CPR protocol provides better throughput region
than that of the conventional protocols while it does
not require extra complexity at the physical layer as
compared to the conventional cooperative protocol.
This can be explained intuitively as follows. In CPR
protocol, packets are re-transmitted from the RS mean-
while packets are re-transmitted from the BS in single-
hop protocol. Due to the higher quality of the link
between RS and MS, CPR protocol is thus more effi-
cient than the single-hop protocol. In addition, in CPR
protocol, once packets are failed to be delivered using
direct transmission from BS, which takes only one time
slot, they are forwarded throughput the RS. This for-
warding actually is the multi-hop relay protocol which
costs two time slots to forward one packet. In other
words, multi-hop relay protocol is less efficient than
CPR protocol. The advantage of the CPR protocol is
formally shown in Theorem 1.
Theorem 1. The throughput region of the CPR proto-
col is larger than the throughput region of the multi-hop
relay protocol and single-hop protocol.
Proof. See Appendix A.
4 Throughput-optimal scheduling for the CPR
protocol (TOSC)
4.1 TOSC modeling
In order to find a policy that stabilizes the queueing sys-
tem whenever the arrival rates are within the through-
put region, we find a policy that minimizes the total
queue length average. To do this, we construct the sche-
duling problem as an optimal control problem. This fra-
mework can be applied to construct the scheduling
policies in general cases where there are no constraints
on the policy, e.g., queue length constraints.
We consider a discrete-time linear time-invariant system
with dynamics in equations (1) and (2), where
(t) =
{
qb,c (t) , qr,c (t)
}
c∈NM ≥ 0 are the states and μ(t)
Î Ω is the control input. Note that only μ(t) is variable
here, since the scheduling decision is considered in this
design. The design goal is to serve as much as possible the
arrival traffic to MS. Since these traffic loads directly affect
physical queue lengths, minimizing queue lengths helps to
support as much as traffic load. We define the cost func-
tion as sum square of queue lengths. The cost function in
form of sum square of queue lengths pushes the schedul-
ing decision to equalize the queue length and to prevent
queue lengths from infinity. Thus it stabilizes the network.
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4.2 TOSC policy
In general, the linear stochastic optimal control problem
can be solved effectively using the optimal policy for
only few special cases [16,17]. However, there exist dif-
ferent methods to find suboptimal control policy [16].
Regarding the computational complexity and its compli-
ance to the objective function, we consider Control-
Lyapunov feedback method. The suboptimal control









































2 + (1 − sb,c(t))2μr,c(t)2)
+ μb,r(t)2 + ac(t)2.
Proof. Squaring both sides of equations (1) and (2),
summing over all c entries, and re-arranging yields
(9). □
A suboptimal policy can be derived from equation (8)
by minimizing the expectation of the right side of (9).
Note that E {sb, c(t)} = pb, c(t) and E {sr, c(t)} = pr, c(t).
Thus, the scheduling policy, namely TOSC, is defined as
follows.
The TOSC policy: At each time slot, TOSC selects an







wb,c(t) = qb,c(t) − (1 − pb,c(t))qr,c(t)
wr,c(t) = pr,c(t)qr,c(t).
The TOSC policy has a similar form with the well-
known Backpressure algorithm [11] however, the weight of
links, wb, c(t) and wr, c(t), are calculated differently. In the
TOSC, the weights take into account the success probabil-
ity on each link and the cooperation on re-transmission of
the failed packet (1 - pb, c(t)). The decision of the TOSC
depends only on the current queue length state q(t) and
success probability of links. Theorem 2 shows that the
TOSC is throughput-optimal since it achieves the through-
put region Λ defined in Section 3. For any arrival rate l Î
Λ, the TOSC policy performs better than the stationary
randomized policy, as shown in [11], in stabilizing the
queueing system q(t).
Theorem 2. If −→λ ∈  then the queueing system is
stable under TOSC.
Proof. See Appendix B.
4.3 Complexity analysis
According to special structure of interference between
links, TOSC policy must choose activation vectors from
only the following two possibilities: BS is activated and
other RS are muted; or BS is muted and RS are acti-
vated. Furthermore, in a RS, only one mobile state is
activated at a time slot. TOSC policy thus selects a MS
with maximum weight wr, c(t) in each RS, and compare
the sum of the weights from the RS with weights wb, c(t)
at the BS to activate BS or RS. Scheduling decision (11)












Implementation of TOSC policy requires two steps:
gathering network state information, which includes
queue length and channel condition; and computing the
optimal activation vector. Messages incurred when gath-
ering network state information are called messages pas-
sing overhead. The complexity to calculate the
activation vector at the BS and the RS is complexity of
TOSC.
Messages passing overhead
Link states pb, c(t) and pr, c(t) can be estimated from the
previous transmissions. However, since the channel state
varies rapidly over time slots, this method cannot pro-
vide a good estimation. In order to obtain a better mea-
surement, the BS and the RS send a short pilot signal
and the other stations send back acknowledgments that
contain the link state. The total messages required to
finish this measurement are: NM messages from the MS
to BS, NM messages to the RS, and NR messages from
RS to BS. Note that for simplicity, we use name of set
to refer to the size of the set, e.g., NM is also used as the
number of the MS. Thus the total number of message is
2NM + NR and the message passing overhead is O(NM).
The overhead of the scheduling policy for the single-
hop protocol, e.g., In the modified largest queue length
first [18], to accomplish the acknowledgement of all MS,
requires O(NM) messages. This overhead has the same
order with the overhead in TOSC. In addition, it is
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important to note that since these messages are sent to
the BS through control channel, they does not directly
affect the throughput performance of the networks.
Computational complexity
According to (11), under the assumption of using a bin-
ary search, O(log (NM + 1)) is required to compute the
maximum link weights wb, c(t) at the BS and O(NR log
(Nrmax)) to find the largest link weight wr, c(t) at NR RS.
Since Nrmax ≤ NM and NR is a small constant, computa-
tional complexity of the TOSC is thus O(log (NM)). In
single-hop protocol, to select one MS out of NM MS, it
requires O(log (NM)) using binary search. Thus com-
plexity of TOSC is the same with complexity of single-
hop protocol.
5 Throughput-optimal scheduling for CPR without
packet re-ordering (TOSC-wo)
With the TOSC, in order to obtain the optimal through-
put region, the scheduling decision maximizes the
weighted sum of queue lengths and continues to trans-
mit new packets regardless of whether there are old
packets queueing at the RS. Multiple packets queueing
at the RS causes a packet re-ordering problem and may
introduce a significant instant delay at the MS. This
effect may be harmful for the real-time applications, e.g.,
video streaming. We design a scheduling policy that
allows only one packet of each flow to be buffered at
the RS. This policy guarantees that there is no effect of
packet re-ordering. The complexity of the policy is iden-
tical to that of TOSC due to the similarity in computa-
tion of the link weights. We refer to this policy as
TOSC-wo.
Since the scheduling decision is based on the weights
corresponding to the links (b, c) and (r, c), we construct
the weights such that the scheduling policy declines to
activate the link on which the destination queue is
already occupied. Specifically, the weights wb, c(t) ≤ 0 if
the queue qr, c(t) ≥ 1. This property of the policy is
proved in Lemma 1.
The TOSC-wo Policy: At each time slot, the policy






where pmax = max{pb, c(t)}t = 1, 2, ... and
wb,c(t) = qb,c(t) ((1 − pmax) − (1 − pb,c(t)) qr,c(t))
wr,c(t) = qb,c(t)pr,c(t)qr,c(t).
Lemma 1. The TOSC-wo allows no more than one
packet of each flow to be buffered at the RS.
Proof. Consider the case where qr, c(t) = 1, and we
have wb, c(t) = qb, c(t) (pb, c(t) - pmax) ≤ 0. In this case,
the link (b, c) is eliminated from the activation and links
at the RS are chosen to activate since wr, c(t) ≥ 0 for
every time slot. Thus, there are no more input packets
to the queue qr, c if qr, c(t) = 1. Or, in other words, qr, c
(t) ≤ 1 for all t. □
By limiting the queue length qr, c(t) ≤ 1, there is no
effect of packet-reordering and the incurred instant
delay can be reduced. However, since the queue length
conditions do not allow the scheduling decision to take
fully the advantage of the link condition, the feasible
region of the activation vector μ(t) is reduced. Conse-
quently, the throughput region is also reduced. We
show in Theorem 3 that the TOSC wo guarantee a spe-
cific region on the throughput region Λ.
Theorem 3. The TOSC-wo guarantees the throughput




(1 − pb,c) (λc − λ2c ).
Proof. See Appendix C.
6 Performance evaluation
In this section, we present our simulations to illustrate
the theoretical results and compare the proposed poli-
cies with the aforementioned well-known protocols.
We set up a wireless access point that includes a BS, RS
located on the border of the cell, and randomly placed
MS. We consider only the MS that can connect to the RS
and omit the others. The link qualities and the arrival
rates are stationary processes. At each time slot, the simu-
lation runs three steps that correspond to the three sub-
slots in a time slot. At the first step, the link success
probabilities are generated using a stationary random pro-
cess with a given mean. The extemal packet arrival rate at
each node is i.i.d. with mean lc. At the second step, we
find the activation vector according to the scheduling pol-
icy based on the interference model, the physical queue q
(t), and the instant success probability pb, c(t) and pr, c(t).
At the last step, the queueing evolution is updated accord-
ing to the generated transmission states sb, c(t) and sr, c(t)
using the probabilities pb, c(t) and pr, c(t), respectively. We
use the modified largest queue length first [18] as the
scheduling policy for the multi-hop relaying protocol
(MH) and single-hop protocol (SH). No packet is dis-
carded during the physical queueing update.
In the first scenario, we show the average queue
lengths and throughput regions in random topologies.
In order to make the average queue lengths comparable
between protocols, we adjust the queue length in the
TOSC and TOSC-wo using the principles of Little’s the-
orem. Since only a portion of (1 - pb, c) of flow c tra-






1−pb,c . Figure 2a shows the throughput
region under the scenario where the link quality
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between BS and MS have very poor quality, pb, c = 0.4,
and the links between the RS and MS have very good
quality, pb, c = 0.9. Although the multi-hop relaying pro-
tocol provides better performance than the single-hop
protocol in this case, since it does not use the Bs-to-MS
link, its performance is far below that of the TOSC and
TOSC-wo. Similar results are shown in Figure 2b in the
case where link qualities between BS and MS are higher
at pb, c = 0.7: TOSC and TOSC-wo obtain the through-
put region more than 0.8 (packets/time slot) while the
multi-hop relay protocol remains below 0.5 (packets/
time slot) and the single-hop protocol is 0.7 (packets/
time slot). In particular, the queue lengths are very simi-
lar between the protocols, and thus this gain of the
throughput region does not sacrifice any delay perfor-
mance. The reason behind this result is that the TOSC
and TOSC-wo have wider degrees of freedom in choos-
ing active links at every time slot.
Since the performance of protocols largely depends on
the link quality, in the second scenario, we investigate the
throughput region of the protocols under variance of the
link qualities. We vary the average success probabilities
and evaluate the throughput region of each protocol. We
measure the throughput region by measuring the maxi-
mum average arrival rate of the protocol such that the
average queue length is smaller than 100. Figure 3a shows
the throughput regions under variance of the average pb, c
and pr, c = 0.9. Figure 3b shows the throughput regions
under the variance of average pr, c and pb, c = 0.5. These
results confirm the typical scenarios in wireless networks:
the performance of the multi-hop and single-hop protocol
depends on the link qualities. When the BS-MS link
quality pb, c is low, the multi-hop relaying protocol per-
forms better than the single-hop protocol. When the BS-
MS link quality is high, the single-hop protocol performs
better. However, in all cases, we observe again that the
TOSC and TOSC-wo support a significantly larger
throughput region in comparison with the two conven-
tional protocols.
It is important to note that the performance of the
TOSC and TOSC-wo slightly depends on the link quali-
ties pb, c and pr, c. This reflects the nature of the CPR
protocol: the failed transmission can contribute to the
delivery of packets. These results also confirm the com-
putation of the activation time of the CPR protocol (see
Appendix A, (12)): the success probability impacts only
part of the throughput region.
Finally, we evaluate the operation of the TOSC-wo by
running a simulation on a network of two RS and two
MS and investigate the queue length. This investigation
shows the queue length property of TOSC-wo policy,
which is specified in Lemma 1, and verifies that packet-
reordering problem is removed in TOSC-wo. The evolu-
tion of the queue lengths at one RS is shown in Figure 4.
Queue length of the RS is deterministically less than or
equal to 1, as shown in Lemma 1. This property confirms
that no packet is transmitted from the BS when there is
packet queueing at the RS. The packet-reordering pro-
blem thus does not appear in TOSC-wo.
7 Conclusion
In this article, we investigate the CPR protocol on relay-
ing networks. The analytical results and performance
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Figure 2 Average queue length and arrival rate under different success probability of the BS-MS link. (a) Average queue length and
arrival rate when average pbc = 0.4, pr, c = 0.9. (b) Average queue length and arrival rate when average pbc 0.7, pr, c = 0.9.
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Figure 3 Throughput region under varying link qualities. Throughput region under variance of the (a) BS-MS link quality (pb, c) and (b) RS-
MS link quality (pr, c).
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conventional protocol without requiring extra capability
in contrast with the cooperative relaying at physical
layer. The results of this research can be easily extended
to uplink models, network utility maximization, and
power control without difficulties.
A Proof of Theorem 1
To compare the throughput region among the CPR proto-
col, multi-hop relaying protocol, and single-hop protocol,
we first make the following assumptions, which is derived
from the network model in Section 3.1, for links between
stations: lb, r = l0 ∀r Î NR; pb, r = 1, links between MR and
MS: lr, c = l0 ∀r Î NR, c Î NM; pr, c = p0, the link between
BS and MS: lb, c = l0∀c Î NM; pb, c = p1.
The total portion of activation time required for the
arrival rate l, in the single-hop protocol, multi-hop
relaying protocol, and the CPR protocol, which are































Considering the most congested RS rmax and its asso-














Using (13) and noting that p1 ≤ 1 and p1 ≤ p0 since
































































Thus, we have τ C P R ≤ τsh and τ C P R ≤ τmh. This
means that the total portion of activation time required
to support l is smallest among the three protocols. In
other words, CPR has the largest throughput region
among the three protocols. The theorem is proven.
B Proof of Theorem 2
In order to show that TOSC stabilizes all the queues
when l Î Λ, we develop the proof in following steps.
First, we define a Lyapunov function, which is sum
quadratic of the queue lengths. Second, we show that
the drift of the Lyaponov function at every time slot is
bounded and the TOSC policy does better than a rando-
mized algorithm in minimizing this drift in every time
slot. Consequently, this bound thus holds for the TOSC
policy. Finally, we prove that TOSC policy guarantees
sum of queue length bounded. Details of the proof are
as follows:
Consider a Lyapunov function of the system with







Value of this Lyaponov function generally can be
understood as an index to represent the queue lengths.
A drift is defined as a change of the Lyapunov function
over each time slots. The drift of the Lyapunov function





2 + qr,c(t + 1)
2) − (qb,c(t)2 + qr,c(t)2)).
From (9) we have:
























qr,c(t) (E{sr,c(t)μr,c(t) − (1 − sb,c(t))μb,c(t)|q(t)})
(15)
where B = E{B} . Since terms in B are bounded, B is
bounded.
It is known in [11] that there exists a stationary ran-
domized algorithm that makes decision on μ(t) at every
time slot, so that for ε > 0 and l + ε Î Λ, we have E {sr,
c(t) μr, c(t) - (1 - sb, c(t)) μb, c(t) | q(t)} = ε and E { μb, c(t)
- lc | q(t)} = ε for all c Î NM. Using the above results in
(15) yields
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E{
L(q(t))|q(t)} ≤ B − 2ε
∑
c∈NM
(qb,c(t) + qr,c(t)) (16)
Note that TOSC minimizes the left side of (9) over all
possible choices of μ(t) Î Ω at every time slot that
includes the scheduling of the randomized scheduling
algorithm. Thus, (16) also holds for the TOSC policy.
Consider the system over a given period, let it be M
time slots. Summing (9) over M time slots with t = 0, 1,
2, ..., M - 1 and note that E {L (q (0))} = 0 and E {L (q







(qb,c(t) + qr,c(t)) ≤ B
ε
. (17)
Taking the limit M ® ∞ and due to the fact that B is
bounded, the queueing system is bounded under TOSC.
Theorem 2 holds.
C Proof of Theorem 3
Consider the following Lyaponov function
L(q(t + 1)) =
∑
c∈NM




qb,c(t + 1)qr,c(t + 1)
2.
(18)
Squaring both side of (1) and (2) yields
qb,c(t + 1)2 ≤qb,c(t)2 + μb,c(t)2 + ac(t)2
− 2qb,c(t)(μb,c(t) − ac(t))
qr,c(t + 1)2 ≤ qr,c(t)2
+sr,c(t)2μr,c(t)2 + (1 − sb,c(t))2μb,c(t)2
−2sr,c(t)μr,c(t) (1 − sb,c(t))μb,c(t)
−2qr,c(t) (sr,c(t)μr,c(t) − (1 − sb,c(t))μb,c(t))
and
qb,c(t + 1) ≤ qb,c(t) + amax.
Thus, summing over all the flows c and using the fact
that qr, c (t + 1)
2 ≼ 1 yields



























sr,c(t)μr,c(t) (1 − sb,c(t))μb,c(t).
This is equivalent to

















Assuming that l Î Λ, thus there is ε > 0 such that l
+ ε Î Λ. Using the randomized stationary algorithm, as
in the proof of Theorem 2, and taking the expectation
of (20) yields
E(
L(q(t + 1))) ≤ B1 − βqb,c(t) (21)
where β = B2 − 2ε(1 − pmax) − qr,c(t), E{B1} = B1 and
E{B2} = B2 . Note that the TOSC-wo minimizes the left
side of (20) over all possible μ(t) including the solution
of the randomized algorithm. Thus, (21) holds for
TOSC-wo.
Besides, since sr, c(t) = {0, 1} and μr, c(t) = {0, 1}, we
have E {sr, c(t)
2 μr, c(t)
2} = E{sr, c(t) μr, c(t)}. Furthermore,
due to qr, c(t) ≤ 1, the queue qr, c(t) is always stable, we
have E {sr, c(t) μr, c(t)} = E{(1 - pb, c(t)) μb, c(t)} = (1 - pb,




(1 − pb,c)(λc − λ2c ). (22)
As shown in (16), the sufficient condition to stabilize
the queuing system is b > 0 for all qr, c(t) ≥ 0. Thus, the
sufficient condition for ε is B2 − 2ε(1 − pmax) > 0.
Using (22), the sufficient condition for the stability of




(1 − pb,c) (λc − λ2c ). This proves Theo-
rem 3.
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