When A is a matrix with all eigenvalues in the disk |z − 1| < 1, the principal pth root of A can be computed by Schröder's method, among many other methods. In this paper, we present a further study of Schröder's method for the matrix pth root, through an examination of power series expansions of some scalar functions. Specifically, we obtain a new and informative error estimate for the matrix sequence generated by the Schröder's method, a monotonic convergence result when A is a nonsingular M-matrix, and a structure preserving result when A is a nonsingular M-matrix or a real nonsingular H -matrix with positive diagonal entries. We also explain how a convergence region larger than the disk |z − 1| < 1 can be obtained for Schröder's method.
Introduction
For a given integer p ≥ 2 and a matrix A ∈ C n×n with no eigenvalues on the closed negative real axis, the principal pth root of A exists and is denoted by A 1/p [11] . By using a preprocessing procedure if necessary (see [9, 10] for example), we may assume that the eigenvalues of A are already in the open disk
In this paper, we are concerned with the Schröder family of iterations, also called Schröder's method for short, which is a special case of the dual Padé family of iterations proposed in [25] .
In the scalar case of computing a 1/p , the dual Padé family of iterations has the form For a = 1 − z with |z| < 1, each x k from the dual Padé iteration (2) has a power series expansion
It is conjectured in [25] that c k,i < 0 for i ≥ 1 (as long as the series in (3) is not reduced to a finite series). The conjecture is an extension of an earlier conjecture in [9] for Newton's method and Halley's method and a similar conjecture in [20] for Chebyshev's method. For p = 2, the conjecture for Newton's method is shown to be true in [9] , by using a result proved in [23] , and a more direct proof is presented in [18] for both Newton's method and Halley's method. For any integer p ≥ 2, the conjecture has been proved very recently [22] for both Newton's method and Halley's method. The conjecture for Chebyshev's method has remained open even for p = 2.
In this paper, we will prove the conjecture for the whole Schröder family (which include Chebyshev's method) for all p ≥ 2. However, the conjecture is not true for the whole dual Padé family. Indeed for = 1 and m = 0, we have P 10 (t) = 1 + 1 p t and Q 10 (t) = 1. It follows from (2) that
From the Schröder's method for computing a 1/p , we can get the corresponding Schröder's method for computing A 1/p . In particular, we have Chebyshev's method for computing A 1/p . Chebyshev's method is called Euler's method in [21] and its efficiency (when properly implemented) has been shown in that paper. It is also shown in [1] that the Chebyshev method can offer some improvements over the Newton and Halley methods (see Table III there in particular). This has motivated us to further study Schröder's method for the matrix pth root, which includes Chebyshev's method as a special case. The general approach for determining the sign pattern of the coefficients in power series expansions is the same as in [22] . A key new result is Lemma 4, whose proof is non-trivial. Theorem 9 is also a significant new result, which is valid for all m ≥ 1. For m = 2 (Chebyshev's method) the convergence region obtained from Theorem 9 is larger than the convergence region proved in [21] , and the proof here is much shorter.
Preliminaries
Schröder's method for the matrix pth root will be studied through an examination of power series expansions of some sequences of scalar functions. We start with the rising factorial notation
where x is a real number and i ≥ 0 is an integer. We have (x) 0 = 1 by convention. We have the binomial expansion
where
By a limit argument, we can show that the equality in (4) also holds for t = 1. So we have
which is the sum of the first m + 1 terms in the power series (4). Since
where a 0 = 1 and a i > 0 for all i ≥ 0.
In the scalar case of computing a 1/p , we let the residual be R(
k . The Schröder's iteration applied to the function x p − a gives (see [5] ) the iteration
So indeed, it is a special case of (2) with = 0. When m = 2, iteration (7) is the same as Chebyshev's method [4] applied to the function x p − a, as noted in [20] . For iteration (7), we have
and
We have by (6) that f (t) = ∞ i=0 c i t i with c 0 = 0 and c i = a i−1 − a i for i ≥ 1. It is shown in [6] that
with c i > 0 for i ≥ m+1. This means that we actually have a 0 = a 1 = · · · = a m = 1 in (6). It is also known from [6] that
whenever
To emphasize the dependence of x k on z, we will write x k (z) for x k . Each x k (z) has a power series expansion
The following connection between Schröder's method and the binomial expansion is included in the more general Theorem 6.1 of [25] ; it can also be proved in the same way as [9, Theorem 10] is proved for Newton's method and Halley's method. 
Sign pattern of coefficients c k,i in power series expansions
To determine the sign pattern of c k,i for Schröder's method, we will show that c k,i decreases when k increases (and i ≥ 1 is fixed), as in [22] for Newton's method and Halley's method. In this process, we will need a useful recursion for the coefficients a i in (6) .
For the scalar case of computing (1−z) 1/p , where |z| < 1, the residual is R(
k . We have the following result.
Lemma 2 The coefficients in the power series expansion (in the variable
Proof We have R(x 0 ) = z. The result is proved by induction since
We will show that the coefficients in the power series expansion of x k R(x k ) are also all nonnegative.
Note that
It follows from (10) that g(t) has a Taylor expansion
for each i ≥ m + 1. We are going to prove that
The following recursion about the coefficients a i in (6) will play an important role. It is equation (2.11) in [6] .
Lemma 3 For each
k ≥ m − 1, a k+1 = 1 k + 1 m−1 s=0 (k − s + p(s + 1))(−b s+1 )a k−s .
By Lemma 3 with k
Thus, (17) is equivalent to
(18) By Lemma 3 with k = i − 2, we have
Thus, (18) becomes
and for s = 1, . . . , m − 1
Since a i > 0 for i ≥ 0 and b i < 0 for i ≥ 1, a sufficient condition for (19) to hold is that, for s = 1, . . . , m, β s < 0, or equivalently −pi(i − 1)β s > 0. It turns out that the sufficient condition does hold. Indeed,
Therefore, (16) holds for all i ≥ m + 1. We have thus proved the following result.
Lemma 4 The function g(t) in (15) has a Taylor expansion g(t)
We are now ready to prove the following result.
Lemma 5
For each k ≥ 0, the coefficients in the power series expansion of x k R(x k ) are all nonnegative.
Proof We have x 0 R(x 0 ) = z and
The result is then proved by induction, using Lemmas 2 and 4. 
It follows from Lemmas 2 and 4 that 
Schröder's method for the matrix pth root
In the matrix case, Schröder's method for finding A 1/p is given by
k . Note that we have X k A = AX k for Schröder's method whenever X k is defined.
We have the following result for the iteration (20) . 
Theorem 7 Suppose that all eigenvalues of
Proof For each k ≥ 0, we have by Theorem 7 that
By Theorem 6, we have 0 ≤ c k,i − b i ≤ −b i for i ≥ 1. Therefore,
Note that we have actually obtained a tighter upper bound in the proof. The iteration (20) is usually numerically unstable. For practical computations, we should ensure the stability by obtaining a coupled iteration. Indeed, introducing N k = AX −p k and using the mutual commutativity of A, X k , and N k , we get the coupled iteration:
with X 0 = I and N 0 = A. The sequence {X k } from the coupled iteration is the same as that from iteration (20) (in exact arithmetic). So theoretical results about the sequence {X k } from iteration (20) apply to the coupled iteration as well. When
For m = 1 (Newton's method) the coupled version has been given in [14] and shown to be numerically stable in a neighborhood of (A 1/p , I ). For m = 2 (Chebyshev's method) the coupled version has been given in [21] .
It is easy to show that the coupled iteration is numerically stable in a neighborhood of (A 1/p , I ), for all m ≥ 1. We proceed as in [11, p. 180] . The iteration function is given by
G(X, N) = XT m (I − N) (T m (I − N))
−p N .
Then

G(X + E, I + F ) − G(X, I ) = (X + E)T m (−F ) − XT m (0) (T m (−F ))
We have
Recall that we have a 0 = a 1 = · · · = a m = 1 in (6). So we also have
(T m (−F )) −p (I + F ) − (T m (0)) −p = ((I − F + o( F ))(I + F ) − I = o( F ).
It follows that G (A 1/p , I ), the Fréchet derivative of G at (A 1/p , I ), is a linear map given by
) is idempotent and the iteration is stable in a neighborhood of (A 1/p , I ).
If the coupled iteration would require a large number of iterations for the iterate (X k , N k ) to be close to (A 1/p , I ) in exact arithmetic, things could go wrong in the presence of rounding errors. Our Theorem 8 suggests that only a few iterations are needed for the convergence of the coupled iteration when all eigenvalues of A are safely inside the disk D, in the disk |z − 1| < 0.9 for example. In this case, the coupled iteration is expected to be very reliable.
If the sequence {X k } generated by Schröder's method (with X 0 = I ) converges to A 1/p when all eigenvalues of A are in a region R, then we say R is a convergence region, for convenience. The term is used similarly for Halley's method. It is shown in [21] that Chebyshev's method (called Euler's method there) may have some advantage over Halley's method, although the convergence region for Chebyshev's method is smaller. It is shown in [15] that the open right half plane is a convergence region for Halley's method. The convergence region for Chebyshev's method is much smaller. Take p = 2 for example. We find that for a = 6 the sequence produced by Chebyshev's method converges to −6 1/2 , rather than 6 1/2 .
We see from Theorem 8 that the convergence region for Schröder's method (Chebyshev's method in particular) always includes the open disk D. Here, we point out that a convergence region that is larger than D can be described easily. Recall that we have R(x k ) = 1 − ax (11) Proof We just need to prove the result for the scalar case. The matrix case follows from [11, Theorem 4.15] directly. We will use the same approach as in the proof of [9, Theorem 5] . In particular, we will use the result that the basin of attraction for any attractive fixed point of a rational iteration is an open set.
For a ∈ E, we have |R(x 1 )| < 1 and thus the Schröder sequence {x k } is well defined and by (11) 
Therefore, {x k } is a Cauchy sequence and hence converges. The limit must be a pth root of a since R(x k ) converges to 0. We now prove that the limit is always the principal pth root a 1/p .
By letting x k = y k a 1/p in (7), we see that x k converges to the pth root a 1/p e i2πl/p (l = 0, 1, . . . , p − 1) if and only if the sequence {y k } defined by the rational iteration
converges to the attractive fixed point e i2πl/p . Let G = f (E), where f (z) = z −1/p . Then G is a connected open set since E is so. For y 0 = 1 ∈ G, y k converges to 1. If for some y 0 ∈ G, y k converges to e i2πl/p for some l = 0, then the connected set G would be the union of more than one disjoint nonempty open sets, which is impossible. So y k converges to 1 for all y 0 ∈ G. In other words, x k converges to a 1/p for all a ∈ E. Remark 1 If we replace the set F by the set {a ∈ C : |R(x j )| < 1} with j ≥ 2, then we can get a larger convergence region in this way. But it is not so interesting to pursue this, since we would like Schröder's method to converge in a small number of iterations.
The set E can be determined numerically for given m and p. We can simply use a fine grid within a suitable rectangular region in the complex plane and check whether |R(x 1 )| < 1 holds for each grid point a. In this way, we can easily identify the connected component containing D (and within that given rectangular region). The convergence region in [21] is also obtained in this way (but a different condition is checked). In [21] , a truncation has to be used because the description of the convergence region involves an infinite series. So the generation of the convergence region E here is easier than the generation of the convergence region in [21] .
We take m = 2 (Chebyshev's method), and p = 25, 100, 400, respectively. Figure 1 shows the numerically determined set E in the complex plane, where different scales in x and y directions have to be used to capture the whole set.
We then draw in Fig. 2 the part of the set E with y ∈ [−1.5, 1.5] using the same scale for x and y directions. We can see clearly that the unit disk D is contained in E and that the approximate convergence regions given in [21, Figure 1 ] are also contained in E.
We have obtained figures (not presented here) for the same three p values and m = 3, 4 as well, and have the following comments about the convergence regions. They are all significantly larger than the disk D. The difference is minor for different p values and fixed m. For fixed p, the convergence region changes significantly The next result is well known.
Lemma 10 Let A be a nonsingular M-matrix. If B ≥ A is a Z-matrix, then B is also a nonsingular M-matrix.
When A is a nonsingular M-matrix, so is A 1/p [2, 7, 17] . When A is a real nonsingular H -matrix with positive diagonal entries, so is A 1/p [9] .
We may assume that the diagonal entries of A are at most 1 by a simple scaling. So we let M 1 be the set of all nonsingular M-matrices whose diagonal entries are in (0, 1], and H 1 be the set of all real nonsingular H -matrices whose diagonal entries are in (0, 1].
When A = I − B is in M 1 (so B ≥ 0), we can see from the binomial expansion that A 1/p ∈ M 1 , and we have the following monotonic convergence result.
Theorem 11
For A ∈ M 1 , the sequence {X k } generated by Schröder's method is monotonically decreasing and converges to A 1/p . Proof For A ∈ M 1 , we can write A = I − B with B ≥ 0 and ρ(B) < 1. So all eigenvalues of A are in the set D. We know from Theorem 8 that X k converges to A 1/p . By Theorem 7, the sequence {X k } generated by Schröder's method has the power series expansion
The following structure-preserving property of Schröder's method follows readily from the above theorem.
Corollary 12
Let A ∈ M 1 and {X k } be generated by Schröder's method. Then
Let H 2 be the set of all real nonsingular H -matrices whose diagonal entries are in (0, 2). We also have the following structure-preserving property. 
Theorem 13 Let
A ∈ H 1 . Then A 1/p ∈ H 2 ,
Remark 2 When
A ∈ H 1 , we also have X k ∈ H 2 for {X k } generated by Halley's method. That A 1/p ∈ H 2 and {X k } ∈ H 2 was stated by mistake as A 1/p ∈ H 1 and {X k } ∈ H 1 in [9] and [22] , for Newton's method and Halley's method.
Conclusion
In this paper, we have determined the sign pattern of the coefficients in the power series expansions of the sequence of scalar functions obtained by Schröder's method for computing (1 − z) 1/p with |z| < 1. This has allowed us to obtain several new theoretical results about using Schröder's method to compute A 1/p when all eigenvalues of A are in the disk D. We have also explained how a convergence region larger than the disk D can be obtained when applying Schröder's method to compute A 1/p . Of particular interest is Chebyshev's method, a special case of Schröder's method, which has been shown recently in [1, 21] to be a very good choice (when properly implemented) in computing A 1/p . Our study in this paper has provided significant new information about Schröder's method in general, and Chebyshev's method in particular.
