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Le but de cet article est de donner un aperçu des progrès récents obtenus
dans le domaine de la reconnaissance automatique de la parole . Il traite
essentiellement de la reconnaissance vocale, mais mentionne également
les progrès réalisés dans d'autres domaines du Traitement Automatique
de la Parole (Reconnaissance du Locuteur, Synthèse de Parole
. Analyse
et Codage), qui utilisent des méthodes voisines
.
Ensuite, sont introduites les nouveautés méthodologiques qui ont permis
des progrès suivant trois axes : des mots isolés vers la parole continue, de
la reconnaissance monolocuteur vers la reconnaissance multilocuteur, et
des petits vocabulaires vers les grands vocabulaires
. Une mention
spéciale est accordée aux améliorations qui ont été rendues possibles par
les Modèles Mar oviens, et, plus récemment, par les Modèles
This paper oints at giving an overview of récent advances in the domain of
Speech Recognition
. The paper mainly focttses on Speech Recognition, but
also mentions some progress in other areas of Speech Processing (spea er
recognition, speech synthesis, speech analysis and coding) using similar
methodologies.
It first gives a view of what the problems related to aulomatic speech
processing are, and then describes the initial approaches that have been
followed in order to address Chose problems .
It then introduces thé methodological novelties that allowed for progress
along three axes : from isolated-word recognition to continuous speech,
from spea er-dependent recognition to spea er-independent, and from
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Connexionnistes . Ces méthodes ont conduit à des progrès obtenus
concurremment suivant plusieurs axes, à des performances meilleures sur
les vocabulaires difficiles, ou à des systèmes plus robustes . Quelques
matériels spécialisés sont également décrits, ainsi que les efforts qui ont
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Le but de cet article est de donner un aperçu des progrès
récents dans le domaine de la reconnaissance de la parole .
De façon très générale, on peut dire que, ces dernières
années, la comparaison entre les méthodes basées sur les
connaissances étendues d'experts humains, avec les heuris-
tiques correspondantes, et les méthodes auto-organisatri-
ces, utilisant des bases de données de parole et des
algorithmes d'apprentissage automatique, avec peu de
connaissances explicites, a tourné à l'avantage de ces
dernières, qui ont obtenu des résultats nettement meilleurs
lors d'essais comparatifs d'évaluation .
2. Les problèmes propres au traitement
automatique de la parole
Plusieurs problèmes font que le traitement automatique de
la parole est un domaine difficile, et non résolu actuelle-
ment
A. Il n'y a pas de séparateurs, de silences entre les mots,
comparables aux blancs dans le langage écrit .
B. Chaque son élémentaire (appelé également phonème)
est modifié par con contexte (proches) : le phonème qui le
précède, et celui qui lui succède . Cela est dû à la
coarticulation : le fait que lorsqu'un phonème est pro-
noncé, la prononciation du phonème suivant est préparée
par un mouvement du conduit vocal . Cette cause donne à
la parole un aspect « téléologique » [94] . D'autres modifi-
cations du signal correspondant à un phonème (mais de
second ordre) seront dues au contexte plus large, comme
la place du phonème dans la phrase .
C. Une très grande quantité de variabilité est présente
dans la parole : variabilité intra-locuteur, due au mode
d'élocution (voix chantée, criée, murmurée, enrhumée,
enrouée, sous stress, bégaiement . . .) ; variabilité interlocu-
teur (timbres différents, voix masculines, féminines, voix
d'enfants . . .) ; variabilité due au moyen d'acquisition du
signal (type de microphone), ou à l'environnement (bruit,
diaphonie . . .) .
D. A cause de B et de C, il est nécessaire d'étudier, ou de
traiter, une grande quantité de données si l'on veut
découvrir, ou obtenir, ce qui fait un son élémentaire, en
dépit des différents contextes, des différents modes
d'élocution, des différents locuteurs, et des différents
environnements. Un problème difficile pour le système est
d'être capable de décider qu'un « a » prononcé par un
adulte masculin est plus proche d'un « a » prononcé par un
enfant, dans un mot différent, dans un environnement
différent, et avec un autre microphone, qu'un « o »
prononcé dans la même phrase par le même adulte
masculin .
E. Le même signal renferme différents types d'informa-
tions (les sons eux-mêmes, la structure syntaxique de la
phrase, sa signification, mais aussi l'identité du locuteur,
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et son état émotionnel ( oyeux, en colère . . .)) . Il faudra
que le système se focalise sur le type d'information qui
correspond à la tâche qu'il a à accomplir .
F. Il n'y a pas de règles précises actuellement pour
formaliser ces connaissances aux différents niveaux du
décodage (incluant la syntaxe, la sémantique, la pragmati-
que), ce qui fait qu'il est difficile de traiter la langue
naturelle courante . De plus, ces différents niveaux sem-
blent être étroitement imbriqués (la syntaxe et la sémanti-
que par exemple). Heureusement, le problème mentionné
en E signifie également que l'information dans le signal
sera redondante, et que les différentes informations conte-
nues dans le même signal coopéreront pour permettre la
compréhension du signal, malgré les ambiguïtés et le
« bruit » qui peuvent être trouvés à chaque niveau .
3. Premiers résultats sur un problème simplifié
Après quelques espoirs trop optimistes sur la difficulté de
la reconnaissance vocale, similaires aux premières sous-
estimations de la difficulté de la traduction automatique,
une saine réaction à la fin des années 60 a été de constater
l'importance du problème dans sa généralité, et d'essayer
de résoudre tout d'abord un problème plus simple en
introduisant des hypothèses simplificatrices . Au lieu
d'essayer de reconnaître n'importe qui prononçant
n'importe quoi, de n'importe quelle façon, et en parole
courante, un premier problème a été isolé : reconnaître
seulement une personne, utilisant un petit vocabulaire (de
l'ordre de 20 à 50 mots), en lui demandant d'observer des
courtes pauses entre les mots .
L'approche de base utilise deux phases : la phase d'appren-
tissage, et la phase de reconnaissance . Pendant la phase
d'apprentissage, l'utilisateur prononce chacun des mots du
vocabulaire . Le signal correspondant est traité au niveau
dit « acoustique » ou «paramétrique », et l'information
résultante, également appelée « image acoustique »,
« spectrogramme de parole », « sonogramme », « réfé-
rence » ou « forme de référence », qui représente habituel-
lement le signal en trois dimensions (le temps, la fréquence
et l'amplitude), est conservée en mémoire, avec son
étiquette correspondante. Pendant la phase de reconnais-
sance, un traitement similaire est fait au niveau « acousti-
que ». La forme correspondante est alors comparée avec
toutes les formes de référence conservées en mémoire, en
utilisant une distance appropriée . La référence pour
laquelle la distance est la plus faible désigne le mot
reconnu, et son étiquette peut alors être fournie comme un
résultat. Si la distance est trop élevée, en fonction d'un
seuil pré-défini, la décision de non-reconnaissance du mot
prononcé est prise, qui permet ainsi de re eter des mots
qui n'appartiennent pas au vocabulaire .
Cette approche a conduit aux premiers systèmes commer-
cialisés, qui sont apparus sur le marché au début des
années 70, comme le VIP 100 de la société Threshold
Technology Inc., qui a remporté un US National Award
en 1972 . A cause de ces simplifications, cette approche n'a
pas à traiter les problèmes de segmentation de la parole
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continue en mots (problème A), de coarticulation
(puisqu'elle traite une forme complète correspondant à un
mot tou ours prononcé dans le même contexte -
le
silence (problème B)), de variabilité interlocuteur (pro-
blème C). Également, elle s'affranchit du problème relatif
au traitement de la langue naturelle (problème F), dans la
mesure où la faible taille du vocabulaire, et la prononcia-
tion par « mots isolés », empêche une parole naturelle !
Cependant, les problèmes dus à la variabilité intra-locu-
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3.1. RECONNAISSANCE DE FORMES PAR PRO-
GRAMMATION DYNAMIQUE
Dans la phase de reconnaissance, la distance entre la
forme à reconnaître (la forme de test) et chacune des
formes de références dans le vocabulaire doit être calculée .
Chaque forme est représentée par une séquence de
vecteurs régulièrement espacés dans le temps . Ces vecteurs
peuvent être les valeurs de sortie d'un banc de filtres
(analogiques, ou simulés par différents moyens, incluant la
Transformée de Fourier Rapide [34]), les coefficients
obtenus par un processus autorégressif comme la Prédic-
i-1 i
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(insertion d 'un spectre)
(progression normale)
(élision d'un spectre)
G= g (1,J) / (I+J)
I
Figure 1 . - Exemple d'Alignement Temporel Dynamique entre deux formes vocales (le mot « Paris » représenté par son spectrogramme schématisé) .
G est la distance entre les deux prononciations du mot
.
d(i, ) est la distance entre deux spectres de la référence et du test aux instants i et . Un exemple
d'équation locale de Programmation Dynamique est donné . Le chemin optimal est représenté par des carrés
. Les distances locales qui interviennent dans le
calcul de la distance cumulée g (i, ) sont représentées par des cercles .
tion Linéaire (LPC) [162], ou des coefficients dérivés de
ces méthodes, comme les coefficients cepstraux [19], ou
être même obtenus par des modèles auditifs [52, 63, 99] .
Typiquement, il s'agit de vecteurs de dimension 8 à 20
(également appelés spectres ou événements), obtenus
toutes les 10 ms (pour des informations générales sur les
techniques de traitement du signal vocal, consulter [122,
106, 134]).
Le problème est que lorsqu'un locuteur prononce deux
fois un même mot, les spectrogrammes correspondants ne
seront amais exactement les mêmes . Il y aura des
différences non linéaires dans le temps (rythme), la
fréquence (timbre), et l'amplitude (intensité) . Il est par
conséquent nécessaire d'aligner les deux spectrogrammes
de telle sorte que, lorsque la forme de test est comparée à
la bonne forme de référence, les vecteurs correspondant
aux mêmes sons dans les deux énonciations soient alignés .
La distance entre les deux spectrogrammes sera calculée
en fonction de cet alignement . Un alignement optimal
peut être obtenu en utilisant la méthode de « Programma-
tion Dynamique » (fig . 1). Si l'on considère la matrice des
distances D obtenues en calculant les distance d(i, ) (par
exemple, la distance euclidienne) entre chaque vecteur de
la forme test et la forme de référence, cette méthode
fournira le cheminement optimal entre (1, 1) et (I, J) (où
I et J sont respectivement les durées du test et de la
référence), et la mesure correspondante de la distance
entre les deux formes . Dans le cas de la reconnaissance
vocale, cette méthode est également appelée « Dynamic
Time Warping » (Alignement Temporel Dynamique), ou
DTW, dans la mesure où le résultat principal est d'aligner
les axes temporels . La Programmation Dynamique a été
introduite par R. Bellman [14], et appliquée pour la
première fois à la parole par les chercheurs soviétiques
T. Vints u et G. Sluts er à la fin des années 60 [170, 165] .
3.2. LA PAROLE ET L'INTELLIGENCE ARTIFI-
CIELLE : LE PROJET ARPA-SUR
Une approche différente, principalement basée sur des
techniques d'intelligence artificielle a été initialisée en
1971, dans le cadre du pro et ARPA-SUR [119] . L'idée
sous- acente était que l'utilisation des connaissances de
haut niveau (lexique, syntaxe, sémantique, pragmatique)
peut produire un taux de reconnaissance acceptable,
même si le taux de reconnaissance phonémique initial est
faible [74] . Le but était la reconnaissance monolocuteur,
en parole continue, d'un vocabulaire de 1000 mots
(improprement appelé « compréhension de parole conti-
nue » pour la seule raison que les niveaux supérieurs sont
utilisés) . Plusieurs systèmes ont été réalisés à la fin du
pro et, en 1976. A Carnegie-Mellon University (CMU)
furent conçus le système DRAGON [4], à base d'approche
Mar ovienne, ainsi que les systèmes HEARSAY I et
HEARSAY II, basés sur l'utilisation d'un modèle de
« Tableau Noir » (Blac board Model), où chaque source
de connaissance peut aller lire et écrire des informations
pendant le décodage, avec une stratégie heuristique, et le
système HARPY, regroupant des éléments des systèmes
DRAGON et HEARSAY. A BBN, les systèmes SPEE-
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CHLIS et HWIM furent développés . SDC produisit
également un système [80] . Bien que les performances du
cahier des charges initial (qui, de fait, était plutôt vague)
furent atteintes par au moins un système (HARPY), les
algorithmes nécessitaient tant de puissance de calcul, à un
moment où cela était cher, et étaient si peu flexibles et si
peu robustes qu'il n'y eut pas de retombées industrielles .
De fait, une des conclusions principales fut qu'il était
nécessaire d'obtenir un meilleur décodage acoustico-pho-
nétique [81 !
4. Améliorations suivant chacun des trois axes
A partir de la méthode de base de reconnaissance globale
par mots isolés, des progrès ont été réalisés qui traitent les
trois problèmes différents : la taille de la population qui
peut utiliser le système, le débit d'élocution, la taille du
vocabulaire .
4 .1. DU MONOLOCUTEUR AU MULTILOCUTEUR
De manière à permettre à n'importe quel locuteur d'utili-
ser un système de reconnaissance, une approche par
multiréférences a été tentée . Chaque mot du vocabulaire
est prononcé par une population importante, composée de
su ets masculins et féminins, ayant différents timbres et
différents dialectes . La distance entre les différentes
prononciations d'un même mot est calculée en utilisant
l'algorithme de programmation dynamique . Un algorithme
de classification automatique (tel que les K-moyennes) est
utilisé pour déterminer des nuages de points correspondant
à un certain type de prononciation du mot. Le centroïde
de chaque nuage est choisi pour être la forme de référence
pour ce type de prononciation (fig . 2) . Chaque mot est
alors représenté par plusieurs références . La reconnais-
sance est réalisée comme dans le cas monolocuteur, avec,
éventuellement, des processus de décision plus sophisti-
qués (comme le KNN (K-nearest neighbors, K plus
proches voisins)) [35] .
Figure 2. - Illustration de la classification automatique .
Chaque croix est un mot . La distance entre les croix représente la distance,
au sens de la programmation dynamique, entre les mots . Chaque nuage de
points est représenté par son centroïde (cercles) .
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4.2. DE LA RECONNAISSANCE DE MOTS ISOLÉS À
LA RECONNAISSANCE DE MOTS ENCHAÎNÉS
Afin de permettre à un utilisateur de parler continûment
(sans marquer de pause entre les mots), il faut résoudre
plusieurs problèmes : déterminer combien de mots il y a
dans la phrase et où se trouvent les frontières entre chacun
d'eux. Si l'apprentissage a été fait en mode isolé, les
formes acoustiques correspondant au début et à la fin des
mots seront modifiées à cause du problème du contexte
phonémique dû à la fin du mot précédent, et au début du
mot suivant . Les deux premiers problèmes sont résolus en
utilisant des méthodes qui généralisent la programmation
dynamique utilisée dans le cas des mots isolés, telles que le
« Two-Level DP matching » proposé par H. Sa oe [151],
le « Level building » proposé par C. Myers et L . Rabiner
[113], le « One-Pass DP » proposé par J. Bridle [25],
également appelé « One-stage DP » par H. Ney [120] . Il
apparaît en fait que l'approche initiale de la programma-
tion dynamique comme elle a été décrite par T . Vints u
en 1968 [170] possédait dé à son extension à la reconnais-
sance de mots enchaînés [91]. Pour traiter le second
problème, la méthode d'apprentissage en contexte
(« embedded training ») a été proposée [137]. Chaque mot
est tout d'abord prononcé de façon isolée . Puis on le
prononce au sein d'une phrase connue du système. Les
références apprises en isolé vont alors être utilisées pour
segmenter la phrase en ces différents constituants de
manière optimale, et extraire les images acoustiques des
mots « en contexte », qui seront a outées comme formes
de référence pour le mot .
La technique de détection de mots dans la parole continue
(« Word Spotting ») est très similaire, et utilise les mêmes
techniques de Programmation Dynamique . Mais il
convient ici de re eter également les mots qui ne sont pas
dans le vocabulaire . Des résultats récents sur la détection
de mots multilocuteurs ont donné 61 % de détection
correcte pour de la parole prononcée dans un environne-
ment silencieux, et 44 % lorsque du bruit Gaussien était
a outé, correspondant à un rapport Signal/Bruit de 10 dB,
avec un vocabulaire de 20 mots (longs de une à trois
syllabes), le taux de fausse alarme étant a usté à 10 fausses
alarmes par heure d'enregistrement [20] .
Une syntaxe peut être utilisée pendant le processus de
reconnaissance. La syntaxe représente les suites de mots
qui sont permises suivant le langage qui correspond à la
tâche à réaliser en utilisant le système de reconnaissance .
Le rôle de la syntaxe est donc de déterminer quels sont les
mots qui peuvent suivre un mot donné (sous-vocabulaire)
au sein d'une phrase, accélérant ainsi la reconnaissance en
réduisant la taille du vocabulaire à reconnaître à chaque
étape, et améliorant les performances en faisant la diffé-
rence entre des mots qui, acoustiquement, sont proches,
mais n'appartiennent pas au même sous-vocabulaire, et ne
sont donc pas « en compétition » à un instant donné .
L'introduction de telles grammaires dans la procédure de
décodage peut être plus ou moins difficile, suivant l'algo-
rithme de programmation dynamique pour la parole
continue qui est utilisé. La plupart des syntaxes qui sont
utilisées dans les systèmes de reconnaissance globale
correspondent à des langages de commande simples (grain-
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maire régulière, ou hors-contexte, introduites manuelle-
ment par l'utilisateur du système) .
Il apparaît que plus l'apprentissage est important, meil-
leure est la qualité de la reconnaissance . Afin d'améliorer
l'apprentissage, plusieurs techniques ont été utilisées,
comme l'apprentissage en contexte, dé à mentionné,
l'apprentissage multiréférences, où plusieurs références
sont retenues pour chacun des mots, avec les mêmes
techniques de classification automatique pour représenter
les variétés intralocuteurs que celles qui sont utilisées pour
représenter les variétés interlocuteurs dans la reconnais-
sance multilocuteur multiréférences, et l'apprentissage
« robuste » [136] .
4.3. DES PETITS VOCABULAIRES AUX GRANDS
VOCABULAIRES
Augmenter la taille du vocabulaire soulève un certain
nombre de problèmes : dans la mesure où chaque mot est
représenté par son image acoustique, la taille de mémoire
nécessaire devient très grande . De plus, puisque la compa-
raison entre la forme à reconnaître et chacune des formes
de référence est faite séquentiellement, le temps de calcul,
lui-aussi, augmente considérablement . Si le locuteur doit
faire l'apprentissage en prononçant tous les mots du
vocabulaire, la tâche devient rapidement très fastidieuse .
Traiter un grand vocabulaire a aussi pour conséquence que
beaucoup de mots seront acoustiquement très voisins,
augmentant ainsi le taux d'erreurs . Enfin, cela entraîne le
fait que le locuteur sera encouragé à utiliser une façon
naturelle de s'exprimer, sans respecter des règles de
syntaxe trop contraignantes, et sans pouvoir mémoriser les
mots qui sont dans le vocabulaire, et ceux qui n'y sont pas .
Pour traiter ces différents problèmes, plusieurs méthodes
ont été proposées .
4.3 .1 . Quantification vectorielle [55, 51, 101]
Dans le domaine du traitement automatique de la parole,
cette méthode a tout d'abord été utilisée pour le codage de
parole à très faible débit [95] . Si l'on considère une
quantité de parole suffisante prononcée par un locuteur, la
méthode consiste à calculer les distances (telles que la
distance euclidienne) entre chaque vecteur des spectro-
grammes correspondants, et à utiliser un algorithme de
classification automatique pour déterminer des nuages
correspondant à un type de spectre, qui seront représentés
par leur centroïde (appelé « prototype » ou « codeword ») .
L'ensemble de ces prototypes est appelé « répertoire » ou
« codeboo » . Dans la phase d'apprentissage chaque spec-
tre est alors reconnu par rapport au répertoire de prototy-
pes. De cette façon, au lieu de représenter le mot par une
séquence de vecteurs, il est représenté par une séquence
de nombres (ou étiquettes) correspondant aux prototypes .
Une mesure de distorsion peut être obtenues en calculant
la distance moyenne entre les spectres et les spectres
prototypes les plus voisins. Pratiquement, si la taille du
répertoire est de 256, ou moins (c'est dire adressable par
un octet), et si chaque composante du vecteur est codée
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dimension du vecteur. Le temps de calcul nécessaire à la
reconnaissance de grands vocabulaires est également
réduit, dans la mesure où, pour chaque spectre du mot à
reconnaître, il ne faut calculer que 256 distances, et non
pas toutes les distances avec tous les spectres de toutes les
références. De plus, les distances entre spectres prototypes
peuvent être calculées pendant l'apprentissage, et conser-
vées dans une matrice de distances . Ces répertoires
peuvent tenir compte non seulement de l'information
spectrale, mais aussi de l'énergie, des variations spectrales,
ou des variations de l'énergie dans le temps . Tout ceci peut
être représenté soit par un seul répertoire contenant des
« supervecteurs », construits en a outant les différents
types d'information [160], soit par différents répertoires
pour chaque type d'information, approche appliquée avec
succès à la reconnaissance du locuteur [166], et à la
reconnaissance vocale [57] . Les répertoires peuvent enfin
être construits à partir de signaux de parole de différents
locuteurs (répertoire multilocuteur) [87] .
On pourra remarquer que des méthodes similaires ont été
utilisées dans le passé (sous la dénomination de « modèles
centisecondes » [89]) . Le défaut de ces approches était que
l'on étiquetait les vecteurs avec une étiquette linguistique
(un phonème), prenant ainsi une décision trop hâtive . Le
principe de la quantification vectorielle a inspiré beaucoup
d'idées . L'une d'entre elles a été que chaque mot avait
peut-être un ensemble spécifique de prototypes sans qu'il
soit nécessaire de prendre en compte la suite chronologi-
que de ces prototypes . Même si des mots contiennent les
mêmes phonèmes, mais dans un ordre différent, les
transitions entre ces phonèmes seront différentes, et les
prototypes correspondant à ces transitions seront donc
différents, faisant ainsi la différence entre les mots .
Pendant l'apprentissage, un répertoire est construit pour
chaque mot de référence . Le processus de reconnaissance
consiste alors à reconnaître tout simplement les vecteurs
au fur et à mesure de leur acquisition, et à choisir la
référence qui donne la mesure de distorsion moyenne la
plus faible avec le test [161]. Une approche plus raffinée a
consisté à segmenter les mots en plusieurs sections, de
façon à refléter partiellement les séquences chronologiques
des vecteurs pour les mots qui ont plusieurs phonèmes en
commun [27] . Ce raffinement augmente le temps de
reconnaissance, sans pour autant donner de meilleurs
résultats que ceux obtenus avec une approche à base de
programmation dynamique .
4.3 .2 . Unités de décision plus courtes que le mot
Une autre façon de réduire la quantité de mémoire
nécessaire est d'utiliser des unités de décision plus courtes
que le mot (subword units) . Les mots seront ainsi reconnus
comme la concaténation de ces unités, en utilisant un
algorithme de reconnaissance de « mots » enchaînés par
programmation dynamique. Il faut choisir ces unités de
telle sorte qu'elles ne soient pas trop affectées par le
problème de coarticulation à leurs frontières . Mais, en
même temps, il ne faut pas qu'elles soient trop nombreu-
ses. Des exemples de telles unités sont les phonèmes [168],
les diphonèmes ou diphones [102, 153, 32, 2, 154], les
244
syllabes [62, 173, 50], les demi-syllabes [149, 144], les
dissyllabes [164] .
Mot graphémique: émigrante
Mot phonémique : $emigRât$
phonèmes: $emigRât$
diphonèmes: $c cm mi ig gR Râ ât t$
syllabes: $e mi gRât$
demi-syllabes : $e cm mi ig gRâ ât t$
disyllabes : $e emi igRa' ât$
Figure 3. - Représentation d'un mot par des unités plus courtes .
(Le mot est « émigrante », $ désigne le silence).
D'autres approches tendent à utiliser des unités sans
signification linguistique, par exemple des segments, obte-
nus à l'aide d'un algorithme de segmentation . Cette
approche, désignée sous le nom de quantification segmen-
tale, ou matricielle, est très semblable à la quantification
vectorielle, mais utilise une distance qui doit tenir compte
de l'alignement temporel, si les segments ne sont pas de
taille identique [26, 147, 88]. De la même manière,
plusieurs tentatives de représentations des références par
des réseaux de segments peuvent être répertoriées pour la
reconnaissance de chiffres isolés multilocuteur [78], de
chiffres enchaînés [28], ou de l'alphabet [84] .
4.3 .3. Compression temporelle
La compression temporelle peut aussi réduire la quantité
d'information [79, 48] . L'idée est de compresser (linéaire-
ment ou pas) les instants de stabilité qui peuvent avoir des
durées très variables suivant le débit d'élocution, mais en
conservant tous les vecteurs lors des instants de transition,
effectuant ainsi une transformation de l'espace du temps
vers l'espace de la variation . Un algorithme comme le
VLTS (Variable Length Trace Segmentation) [49] divise
environ par deux la quantité d'information à traiter . Elle
permet également d'obtenir de meilleurs résultats lorsque
le débit d'élocution à la reconnaissance est très différent
de celui observé à l'apprentissage (des équations classiques
de programmation dynamique n'acceptent pas, par exem-
ple, des variations de débit d'élocution dans un rapport
supérieur à deux, ce qui est pourtant souvent constaté
entre une prononciation en mots isolés et une prononcia-
tion en parole continue) . Cependant, si la durée des
phonèmes est elle-même porteuse de sens, cette informa-
tion pourra être perdue .
4.3 .4. Reconnaissance en deux passes
Afin d'accélérer la reconnaissance, on peut la réaliser en
deux passes : on effectue tout d'abord une comparaison
grossière, mais rapide, dans le but d'éliminer les mots du
vocabulaire qui sont très différents du mot à reconnaître,
volume 7 - n ° 4
Progrès et tendances
avant d'appliquer une méthode de comparaison optimale
(programmation dynamique ou algorithme de Viterbi) sur
le sous-vocabulaire restant . Dans ce cas, le but n'est pas
seulement d'obtenir le mot correct, mais aussi d'éliminer
autant de mots-candidats que possible (sans éliminer le
bon . . .) . Des approches simples ont été utilisées, comme la
sommation des distances sur la diagonale de la matrice des
distances [50]. D'autres approches sont basées sur la
quantification vectorielle sans alignement temporel, que la
méthode de reconnaissance soit basée sur la reconnais-
sance par comparaison de formes [103] ou sur la modélisa-
tion stochastique (« Poisson Polling ») [8] . L'utilisation
d'un classifieur phonémique, basé sur des catégories
phonémiques grossières [46] ou classiques [16], suivi d'une
comparaison entre le treillis phonémique reconnu avec les
mots de référence du lexique sous leur forme phonémique
par programmation dynamique a également été proposée .
4.3 .5. Adaptation au locuteur
L'adaptation des références d'un locuteur à un nouveau
locuteur peut être obtenue par l'intermédiaire de leurs
répertoires respectifs, dans le cas où la quantification
vectorielle est utilisée. Le locuteur de référence prononce
plusieurs phrases qui sont quantifiées vectoriellement avec
son répertoire de spectres-prototypes. Le nouveau locu-
teur prononce les mêmes phrases, qui sont également
quantifiées vectoriellement avec son propre répertoire .
L'alignement temporel des deux ensembles de phrases
permet d'obtenir une mise en correspondance
(« mapping ») des deux répertoires . Cette méthode de
base a plusieurs variantes [160, 21, 44] .
La plupart des progrès obtenus dans le cadre des méthodes
de reconnaissance par comparaison de formes ont porté
sur un des aspects du problème . Quelques systèmes qui
traitent de manière con ointe deux aspects différents
peuvent également être recensés, tel le système Conver-
sant d'AT&T [157], qui permet la reconnaissance multilo-
cuteur de chiffres enchaînés par téléphone, avec une
approche de programmation dynamique multiréférences .
Des progrès plus sensibles ont été obtenus en utilisant des
techniques plus élaborées : les Modèles Mar oviens
Cachés (HMM, Hidden Mar ov Models), et les Modèles
Connexionnistes .
5. Les modèles mar oviens cachés
5.1. PRINCIPE
Alors que dans les approches par comparaison de formes
(pattern matching) décrites précédemment, la référence
était représentée par la forme elle-même qui était conser-
vée en mémoire, l'approche par Modèle Mar ovien
contient un niveau plus élevé d'abstraction, dans la mesure
où la référence est représentée par un modèle [130, 140] .
La reconnaissance de la forme à reconnaître s'effectue
ainsi par comparaison avec les modèles de référence . Les
premières utilisations de cette approche pour la reconnais-
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sance de la parole peuvent être signalées à CMU [4], IBM
[66] et, semble-t-il, au très secret « Institute for Defence
Analysis » (IDA) [129] .
Dans une approche stochastique, si l'on considère un
signal acoustique A, le processus de reconnaissance eut
être décrit comme le calcul de la probabilité P (W IA )
qu'une suite de mots (ou phrase) W corresponde au signal
acoustique A, et la détermination de la suite de mots qui
maximise cette probabilité . En utilisant la formule de






où P(W) est la probabilité a priori de la suite de mots W,
P(A 1 W) est la probabilité du signal acoustique A, étant
donné la suite de mots W, et P(A) est la probabilité du
signal acoustique (qu'on peut supposer ne pas dépendre de
W dans les modèles les plus simples). Il est donc nécessaire
de considérer P(A 1 W) (appelé Modèle Acoustique), et
P(W) (appelé Modèle Linguistique) . Chacun de ces modè-
les peut être représenté comme un Modèle Mar ovien [6] .
Nous considérerons tout d'abord le modèle acoustique .
5 .1 .2. Approche discrète de base
Dans cette approche, chaque entité acoustique à reconnaî-
tre, chaque mot de référence par exemple, est représentée
par une machine d'états finis, appelée également machine
Mar ovienne, composée d'états et d'arcs entre ces états .
Une probabilité de transition a;,; est attachée à l'arc allant
de l'état i à l'état , qui représente la probabilité que cet arc
soit emprunté. La somme des probabilités attachées aux
arcs issus d'un état i est égale à 1 . On utilise d'autre part
une probabilité d'émission (output probability) b i.1 ( )
qu'un symbole appartenant à un alphabet fini puisse être
émis (et observé) lorsqu'on emprunte l'arc allant de l'état i
à l'état . Dans certaines variantes, cette probabilité
d'émission est attachée à un état, et non pas à un arc .
Lorsqu'on utilise le codage vectoriel, la distribution de ces
probabilités d'émission discrètes est la distribution des
probabilités des prototypes . La somme des probabilités
dans la distribution est égale à 1 (fig. 4) . Dans un Modèle
Mar ovien du premier ordre, on suppose que la probabi-
lité pour qu'une chaîne de Mar ov soit dans un état
particulier au temps t dépend uniquement de l'état dans
lequel elle était au temps t - 1 et du symbole observé
depuis, et que la probabilité d'émission entre les temps
t - 1 et t dépend uniquement de l'arc qui est emprunté au
temps t .
5.1.3. Modèles continus
Nous venons de présenter ce qu'on appelle un « Modèle
Mar ovien Caché Discret ». Un autre type de modèle
Mar ovien est le modèle Mar ovien continu. Dans ce cas,
les distributions de probabilités sur les arcs sont remplacés







Figure 4. - Exemple de Modèle Mar ovien Caché .
Les distributions des probabilités d'émission b, ( ) sont p1ac,-,:s dans des
rectangles . a est la probabilité de transition . Ce modèle gauche-droiie a
trois états et quatre arcs .
par un modèle du spectre continu sur cet arc (ou fonction
de densité de probabilité, (probability density function
(pdf ))). Un modèle communément utilisé est la densité
Gaussienne multidimensionnelle (« multivariate Gaussian
density ») [125], qui est représentée par un vecteur moyen,
et la matrice de covariance (éventuellement diagonale) .
L'utilisation d'un mélange de Gaussiennes (Gaussian
Mixture Density) semble être plus appropriée [140, 70,
142, 127] . L'utilisation d'une méthode voisine, incluant
quelques simplifications (Laplacian Mixture Density) a
permis l'obtention de bons résultats, avec un temps de
calcul réduit [121] . Quelques essais visant à comparer les
HMMs discrets et continus ont été effectués . Il semble que
seuls des modèles continus complexes permettent d'obtenir
de meilleurs résultats que les modèles discrets, reflétant le
fait que, du moins avec un apprentissage de type « Maxi-
mum de Vraisemblance » (Maximum Li elihood), il est
nécessaire que le modèle complet soit correct si l'on veut
obtenir de bons résultats de reconnaissance [7] . Mais les
modèles continus complexes nécessitent une grande quan-
tité de calculs qui peut s'avérer prohibitive .
Le nombre d'états, le nombre d'arcs, les états initiaux et
finaux pour chaque arc sont choisis par le concepteur du
système. Les paramètres du modèle (probabilités de
transition et probabilités d'émission) doivent être obtenus
par apprentissage. Trois problèmes doivent être traités
- Le problème de l'évaluation (quelle est la probabilité
qu'une suite d'étiquettes a été produite par un certain
modèle ?) . Cela peut être obtenu en utilisant l'algorithme
Forward, qui donne l'Estimation par Maximum de Vrai-
semblance (Maximum Li elihood Estimation, MLE) que
la séquence a été produite par le modèle .
Le problème du Décodage (quelle séquence d'états a
produit la séquence d'étiquettes ?) . Cela peut être obtenu
par l'algorithme de Viterbi, qui est très voisin de la
programmation dynamique [171] .
- Le problème de l'apprentissage (ou entraînement)
(comment obtenir les paramètres du modèle, à partir
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l'algorithme Forward-Bac ward (également appelé Baum-
Welch) [12], lorsque l'apprentissage est basé sur le Maxi-
mum de Vraisemblance .
5.2. APPRENTISSAGE
5.2.1 Initialisation
L'initialisation des paramètres du modèle doit être réalisée
avant le début du processus d'apprentissage . Un corpus
d'apprentissage étiqueté à la main peut être utilisé . S'il
existe suffisamment de données pour réaliser l'apprentis-
sage, une distribution uniforme sera suffisante pour des
modèles d'entités homogènes, tels les phonèmes, avec des
modèles mar oviens discrets [87] . Dans le cas de modèles
de mots, ou pour des modèles Mar oviens continus, il est
nécessaire d'utiliser des techniques plus sophistiquées
[126] .
5.2.2. Estimation par Maximum de Vraisemblance (Maxi-
mum Li elihood Estimate (MLE»
L'Estimation par Maximum de Vraisemblance a été le
principe utilisé initialement pour le décodage et l'appren-
tissage [6] . L'Estimation par Maximum de Vraisemblance
est considérée comme garantissant l'optimalité de
l'apprentissage si les modèles sont corrects, ce qui n'est
sans doute pas le cas en reconnaissance vocale [9] . Cette
mesure garantira effectivement l'optimalité en ce qui
concerne l'apprentissage, mais pas nécessairement la
reconnaissance. Pour améliorer le pouvoir discriminant
des modèles, quelques alternatives ont été essayées .
5.2.3. Apprentissage Correctif (Corrective training)
Le modèle est tout d'abord appris sur une partie du corpus
d'apprentissage en utilisant le MLE . Il est alors utilisé
pour reconnaître le corpus d'apprentissage . Lorsqu'il y a
une erreur de reconnaissance, ou même si un candidat-
mot obtient une note de reconnaissance trop proche de
celle du mot correct, le modèle initial est modifié de
manière à diminuer la probabilité des étiquettes responsa-
bles de l'erreur, ou du « near-miss » . Le processus est
renouvelé avec les paramètres modifiés . Il est arrêté
lorsqu'il n'y a plus de modifications observées . Une liste
des mots faciles à confondre acoustiquement peut être
utilisée de manière à réduire la durée de ce processus .
Cette approche tend à minimiser le taux d'erreurs commi-
ses sur le corpus d'apprentissage . Si le corpus de test dans
des conditions opérationnelles est semblable au corpus
d'apprentissage, le taux d'erreurs sur le corpus de test sera
également minimisé [9] .
5 .2 .4. Information Mutuelle Maximale (Maximum Mutuai
Information (MMI))
L'approche par Information Mutuelle Maximale est sem-
blable, mais plus formalisée [7, 109] . Elle se fonde sur le
fait que, dans la formule de Bayes, on peut développer le
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acoustique dépend de la probabilité de la suite de mots,
soit
P(V3 I A) = max	
P(A 1 Wi) . P (Wi)
i P(A I Wi) P(W 1 ) + S P(A I W ) P(W )
#i
Le but est de déterminer les paramètres du modèle en
maximisant la probabilité de générer le signal acoustique,
étant donné la séquence de mots correcte W i , comme pour
le MLE, mais, simultanément, en minimisant la probabilité
de générer toute séquence de mots erronée W , et
particulièrement les plus fréquentes . Des résultats compa-
ratifs entre ces deux dernières méthodes ont montré que
l'Apprentissage Correctif était meilleur . Cela peut être dû
au fait que les séquences de mots qui ont une faible
probabilité auront très peu d'effet sur l'apprentissage par
MMI, alors qu'elles peuvent avoir un effet en apprentis-
sage correctif [9] . Comparé à l'apprentissage MLE,
l'apprentissage MMI est surtout plus robuste lorsque le
modèle est incorrect [7], et donne en général de meilleurs
résultats [109] . Une méthode différente, l'Information
Discriminante Minimale (Minimum Discriminant Informa-
tion (MDI) a été proposée comme une généralisation à la
fois du MLE et du MMI [43] .
5.2 .5. Lissage
Pour obtenir de bons résultats, un modèle de Mar ov a
besoin de beaucoup de données pour l'apprentissage . Si
une étiquette n'est amais trouvée pour un certain arc
durant l'apprentissage, on lui donnera une probabilité
nulle dans la distribution correspondant à cet arc, et si
l'étiquette apparaît durant la reconnaissance, cette proba-
bilité nulle risque d'être attribuée au mot tout entier . Une
méthode de lissage simple est de donner une probabilité
faible, mais non nulle, à toutes les probabilités qui sont
nulles (floor smoothing [90]) . Une méthode plus sophisti-
quée consiste à attribuer plusieurs étiquettes au lieu d'une
seule à chaque spectre durant l'apprentissage, avec des
probabilités calculées à partir des mesures de distance, et
définissant ainsi des prototypes semblables . Si la probabilité
d'émission d'un prototype est nulle sur un arc, elle peut
être lissée avec la probabilité non nulle d'un prototype
similaire à ce prototype [155] . Une troisième méthode est
le lissage par co-occurrence [86], qui lisse sur tous les arcs
les probabilités des étiquettes qui apparaissent parfois sur
les mêmes arcs .
5.2.6. Interpolation par suppression (Deleted Interpola-
tion)
Dans le but de lisser les estimations des paramètres
obtenues par deux méthodes différentes, il est nécessaire
d'appliquer des poids à ces différentes estimations . Ces
poids refléterons la qualité respective des deux estima-
tions, ou même la quantité d'information utilisée pour
obtenir chacune d'entre elles . Une méthode pour détermi-
ner automatiquement ces poids est l'interpolation par
suppression, qui divise l'arc initial en deux arcs différents
sur lesquels sont placées les deux estimations, et qui
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détermine les poids comme les probabilités de transition
calculées pour les deux arcs, en utilisant l'algorithme
Forward-Bac ward [67] .
5.3. MODÉLISATION TEMPORELLE
La modélisation du temps dans un modèle de Mar ov est
contenue dans les probabilités affectées aux arcs . Il
apparaît que la probabilité de rester dans un état donné va
décroître comme la puissance de la probabilité de suivre
l'arc qui boucle sur cet état, ce qui peut être considéré
comme un modèle plutôt pauvre dans le cas du signal de
parole. On peut trouver différentes tentatives pour amélio-
rer cette situation .
Dans les modèles semi-mar oviens [45, 150], un ensemble
de fonctions de densité de probabilité Pi (d) à chaque état i
indique la probabilité de rester dans cet état pendant une
certaine durée, d. Cet ensemble de probabilité est appris
en même temps que les probabilités de transition et
d'émission en utilisant un algorithme de Forward-
Bac ward modifié. Une approche plus
simple est
d'apprendre indépendamment la probabilité de durée et
les paramètres de HMM [139] .
Pour faciliter l'apprentissage du modèle, des fonctions de
densité de probabilité continues peuvent être utilisées
pour la modélisation de la durée, comme la distribution de
Poisson [150] ou la distribution Gamma, utilisée par
S. Levinson dans son
Continuously Variable Duration
Hidden Mar ov Model (CVDHMM)
[92] .
Une autre façon de prendre indirectement le temps en
compte est d'inclure la dynamique du spectre comme un
nouveau paramètre
. Elle peut être représentée comme la
différence des coefficients spectraux de deux spectres
successifs, et peut également inclure la différence d'éner-
gie. Après quantification vectorielle, les répertoires relatifs
à ces différents paramètres nouveaux sont construits
. Ils
sont introduits dans le HMM avec des distributions de
probabilités d'émission sur les arcs indépendantes [87].
5.4. UNITÉS DE DÉCISION
5.4 .1. Le mot
L'idée première est de modéliser un mot avec un HMM .
Un exemple de machine mar ovienne correspondant à un
mot, dû à R . Ba is [66], est donné en figure 5 . Le nombre
d'états dans le modèle du mot est égal à la durée moyenne
du mot (50 états pour un mot de 500 ms, si l'on a un
spectre toutes les 10 ms) . Il faut noter que le modèle inclut
les phénomènes d'insertion et d'élision de spectres qui
étaient auparavant traités lors de la mise en correspon-
dance par programmation dynamique . Plus récemment,
des modèles avec moins d'états ont été essayés avec succès
[138]. Le problème est que pour obtenir un bon modèle du
mot, il est nécessaire d'avoir un grand nombre de pronon-
ciations de ce mot . Le processus de décision considère de
plus le mot comme une entité globale à reconnaître, et ne
focalise pas son attention sur l'information qui permet de
différencier deux mots acoustiquement voisins .
Comme pour l'approche par programmation dynamique,
l'utilisation d'unités plus petites que le mot a un certain
volume 7 - n° 4
B
M
Figure 5 . - Exemple de modèle de Ba is pour un mot
.
La longueur moyenne du mot est de 50 ms
.
nombre d'avantages. Le processus de segmentation-par-
reconnaissance réalisé par l'algorithme de Viterbi permet
d'éliminer le problème de segmentation a priori, et auto-
rise donc des unités aussi petites que les phonèmes
(appelés également phones afin de s'affranchir de la
définition linguistique stricte du phonème), les diphonè-
mes ou diphones, les syllabes, les demi-syllabes, etc .
5.4.2. Diphones
L'utilisation de modèles de diphones a été comparé avec
des modèles de phones, ou des modèles composites,
composés de phones et de transitions entre phones . Les
modèles de transition étaient construits uniquement pour
les transitions correspondant à des phénomènes spécifiques
(occlusive-voyelle, fricative-voyelle, etc.) . Le modèle
composite donne les meilleurs résultats, avec un nombre
de modèles inférieur à celui des diphones [35] .
5.4 .3. Phonèmes indépendants du contexte
Les modèles de phones indépendants du contexte sont
intéressants car ils sont en nombre limité. Un exemple
d'un tel modèle de phone est donné en figure 6. Ils furent
utilisés dans les premiers travaux du groupe « parole »
d'IBM à T . J. Watson Research Center pour la reconnais-
sance de mots isolés et de parole continue [6] .
E
Figure 6. -Exemple d'un modèle de phone dans le système SPHINX .
Les distributions de probabilités d'émission B (début), M (Milieu) et E
(Fin) sont « liées » (forcées à être identiques) sur différents arcs . La
longueur minimale du mot est d'un spectre . Il n'y a pas de longueur
maximale .
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Si les unités de décision sont des unités plus courtes que le
mot, comme les phones, chaque mot est représenté
comme une séquence de ces unités (ou un réseau si l'on
tient compte des variations phonologiques dans la pronon-
ciation du mot (fig . 7)) . Si l'on n'utilise pas d'information
Arc de Transition nulle
Figure 7. -Exemple d'un modèle de mot construit à partir de modèles de
phones .
Le mot peut avoir une longueur d'un ou deux phonèmes
. Le premier
phonème peut être omis
. Il y a deux possibilités pour le second phonème .
La probabilité des différentes variantes phonologiques peut être placée sur
les arcs . L'arc de « transition nulle » est suivi sans émission de symbole
.
lexicale, les unités de décodage sont placées dans un
modèle phonémique « en boucle » (Looped Phonetic
Model (LPM)), où l'on peut éventuellement affecter
différentes probabilités aux successions de phonèmes
(fig. 8) [108] .






Un modèle phonémique en boucle.
Chaque rectangle est une machine phonémique
. Les arcs reliant l'état
initial à chaque phone, chaque phone à l'état final, et l'état final à l'état
initial sont des arcs de transition nulle
. La probabilité de succession des
phonèmes peut être utilisée comme un « modèle de langage » phonologi-
que .
Malheureusement, les simples modèles de phones sont
très affectés par le contexte, et les paramètres de ces
modèles de phones refléteront des signaux acoustiques
très différents pour le même phonème .
5.4.4. Phones dépendants du contexte
Pour traiter ce problème, les phones dépendants du
contexte ont été proposés [5, 155] . Des modèles de phone
différents sont construits pour chaque contexte du phone .
Si l'on utilise 30 phones, il y aura donc environ
1 000 modèles pour chaque phone si l'on considère le
contexte gauche, ou le contexte droit, et environ
30 000 modèles si l'on considère à la fois les contextes
gauche et droit (appelés modèles de triphones) . Ici aussi, il
peut être difficile d'obtenir assez de données d'apprentis-
sage pour faire l'apprentissage de tous ces modèles . Si l'on
considère les triphones que l'on trouve à l'intérieur des
mots du vocabulaire, la prononciation de chacun de ceux-
ci permet d'avoir tous les triphones . Par contre, si l'on
considère également les triphones à la onction des mots,
leur nombre devient beaucoup plus grand, et on n'est pas
sûr d'avoir la totalité des successions possibles dans le
texte d'apprentissage (triphones de frontière de mots
(between-word triphones) [64]) . On peut utiliser des
connaissances en phonétique pour réduire le nombre de
triphones à apprendre, dans la mesure où certains contex-
tes auront le même effet sur le phone central [38] . Une
alternative, dans l'approche par triphone généralisé [87],
est d'effectuer une comparaison de mesures d'entropie du
HMM, (suivant que l'on conserve deux modèles de phones
différents pour deux contextes différents, ou qu'on les
intègre, dans un seul modèle), et de déterminer ainsi les
modèles de triphones contextuels à conserver, en choisis-
sant la solution qui donne l'entropie minimale .
5.4 .5. Phones dépendants des mots
De la même façon, un modèle de phone peut être appris
dans le contexte d'un mot donné . Si le vocabulaire est de
faible taille, et si le nombre de prononciations de chaque
mot est grand, l'apprentissage de tels modèles est alors
possible. Cette approche a été utilisée par les chercheurs
du CNET dans leur système de reconnaissance multilocu-
teur en mots isolés par téléphone [40], et par BBN pour un
vocabulaire de 1 000 mots [30]. A CMU, K. F . Lee a
utilisé des modèles de phones dans le contexte de mots-
outils [87] . Les mots-outils sont les mots grammaticaux,
habituellement courts et mal prononcés, et donc difficiles
à reconnaître. Ils sont très fréquents dans la parole
courante, et vont donc affecter de façon importante la
qualité des performances de reconnaissance . Mais,
puisqu'ils sont fréquents, leur apprentissage est possible .
Tout cela ustifie le besoin, et la possibilité d'avoir des
modèles spéciaux pour les phones dans le contexte de ces
mots-outils .
Il est possible de mélanger les différents modèles (indépen-
dant du contexte, dépendant du contexte, dépendant du
mot) d'un même phone en utilisant la méthode d'interpola-
tion par suppression [87, 38] .
5 .4.6. Fénones
D'autres modèles sont de nature acoustique . L. Bahl et al .
utilisent le concept de fénones [10] . L'idée est de représen-
ter la prononciation d'un mot comme une suite d'étiquettes
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correspondant à des spectres prototypes obtenus par
quantification vectorielle, et de créer une machine mar o-
vienne très simple, appelée une machine de fénone
(fig . 9), pour chacune des étiquettes . Les paramètres de
ces modèles peuvent être appris sur plusieurs prononcia-
tions d'un même mot. Cette approche est proche de la
programmation dynamique sur des formes correspondant
à des mots. Les phénomènes d'omission et d'insertion de
spectres, qui sont traités par la PD sont ici inclus dans le
modèle. Par exemple, les étiquettes correspondant à un
instant de stabilité auront une probabilité importante
d'emprunter l'arc en boucle. Mais à la différence de la
comparaison de formes, les auteurs soulignent que les
ail




Arc de Transition nulle
a' 12
Figure 9 . - Une machine fénonique.
L'arc en gras est une transition nulle
. La longueur de la machine peut être
de 0, 1 ou plusieurs spectres .
modèles de fénones peuvent être appris pour un nouveau
locuteur. L'utilisation de modèles de fénones multilocu-
teurs est donc une façon de représenter le modèle de durée
de chaque mot .
5.4 .7. Segments
Ces segments sont similaires à ceux qui sont utilisés dans la
quantification segmentale avec des méthodes de comparai-
son de formes par programmation dynamique [147] . Ils
sont obtenus en appliquant un algorithme de segmentation
par l'approche du Maximum de Vraisemblance . Un pro-
cessus de quantification segmentale est alors appliqué .
Chacun des segments prototypes du répertoire résultant
est représenté par un HMM, dont on apprend les paramè-
tres sur les données initiales. Chaque mot du lexique est
représenté par un réseau de ces unités acoustiques . Les
résultats en mots isolés sont semblables à ceux qui sont
obtenus avec des modèles de mots [88] .
5.4.8. Choix des unités
Plusieurs aspects doivent être pris en compte dans le choix
d'une unité
a) Comme pour les modèles de mots, il est nécessaire
d'avoir un grand nombre d'unités présentes dans le corpus
d'apprentissage . Plus l'unité est petite, plus elle sera
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présente dans le corpus d'apprentissage, et meilleurs
seront les paramètres du modèle .
b) Mais également plus ils seront sensibles au contexte .
Pour résoudre ce problème, nous avons vu qu'il était
possible d'associer les unités à des contextes spécifiques
.
c) Un autre aspect important est la possibilité d'améliorer
un modèle précis construit avec des données en nombre
insuffisant, en utilisant les paramètres obtenus avec un
modèle d'unités plus générales, comme un modèle de
phones contextuels, qui peut être amélioré en lissant ses
paramètres avec ceux d'un modèle indépendant du
contexte pour le même phone .
Ces trois aspects sont appelés apprenabilité, sensitivité et
partageabifité (trainability, sensitivity and sharability) [87]
.
5.5. ADAPTATION AU LOCUTEUR
L'adaptation à un nouveau locuteur peut être obtenue en
utilisant des techniques d'adaptation basées sur la mise en
correspondance de répertoires . L'approche poursuivie à
BBN consiste initialement à quantifier vectoriellement
une phrase inconnue avec le répertoire du locuteur de
référence [156], et à appliquer un algorithme Forward-
Bac ward modifié pour calculer la matrice de transforma-
tion représentant la probabilité conditionnelle d'un spectre
quantifié du nouveau locuteur, étant donné un spectre
quantifié du locuteur de référence
. Cela a été amélioré en
construisant le répertoire du nouveau locuteur, en effec-
tuant un alignement par PD d'une phrase inconnue
prononcé à la fois par le locuteur de référence et le
nouveau locuteur, et en comptant les co-occurrences des
spectres-prototypes du locuteur de référence et du nou-
veau locuteur [44]. Dans le contexte de la reconnaissance
monolocuteur, l'adaptation d'un locuteur de référence à
un nouveau locuteur, même sur une faible durée de parole
(15 secondes de parole), donne des résultats proches de
ceux obtenus avec un apprentissage monolocuteur sur
15 minutes de parole . Dans le contexte de la reconnais-
sance multilocuteur, les expériences conduites à CMU qui
combinent des paramètres dépendants du locuteur et des
paramètres indépendants du locuteur obtenus sur 30 phra-
ses avec une méthode d'interpolation par suppression, ont
donné 4 % d'amélioration en utilisant la méthode d'adap-




Le modèle de langage peut être aussi représenté comme un
processus Mar
ovien. Dans un modèle de bigramme, la
probabilité qu'un mot suive un mot donné est calculée
comme la probabilité d'une séquence de deux mots [6] .
Dans un modèle de Trigramme, la probabilité qu'un mot
suive une suite de deux mots est calculée de la même
façon. Un modèle d'unigramme est simplement la probabi-
lité d'un mot . Un modèle plus simple est le modèle de
paire-de-mots (word pair) où l'on donne la même probabi-
lité à tous les mots qui peuvent suivre un mot donné .
Ces différents modèles doivent être appris sur un corpus
important. Si le corpus n'est pas assez grand, et si le
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nombre de mots dans le vocabulaire est important, beau-
coup de suites de mots qui sont en fait valides seront
absentes, et le modèle, surtout dans le cas des trigrammes,
contiendra beaucoup de probabilités nulles (si un vocabu-
laire de 5 000 mots est utilisé, la taille de la matrice des
trigrammes est de 5,0003 !) . Cela peut être amélioré en
utilisant des techniques de lissage, de type «lissage-plan-
cher » (floor smoothing), comme l'estimation de Turing-
Good [115], qui énonce qu'une estimation de la probabilité
des mots amais rencontrés dans un corpus d'apprentissage
est le rapport entre le nombre de mots qui ont été
rencontrés une seule fois, divisé par le nombre total de
mots dans le corpus . Une autre possibilité est d'utiliser
l'interpolation par suppression pour combiner les probabi-
lités d'unigrammes, de bigrammes et de trigrammes dans
le modèle de langage complet [37] .
TABLEAU 1
Systèmes de reconnaissance de parole continue pour de grands
vocabulaires
(D'après K . F. Lee [87, 127], PSI : Philips-Siemens-IPO, En ce qui
concerne les résultats de TI, seules les voix masculines ont été
testées))
Le pourcentage des faits linguistiques réels contenu dans
le modèle de langage est appelé le recouvrement (cove-
rage) . De manière intéressante, les expériences conduites
sur la reconnaissance de vocabulaires de grande taille ont
donné, sur un corpus de test de 722 mots un taux d'erreur
de 17,3 % avec un dictionnaire de 10 000 mots, incluant
43 erreurs correspondant à des mots qui ne sont pas dans
le lexique (soit un recouvrement de 94 %) . Avec un
dictionnaire de 200 000 mots, le taux d'erreurs descend à
12,7 %, dans la mesure où, même si la tâche est plus
difficile, le recouvrement est alors de 100 % [108] !
volume 7 - n' 4
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CMU Harpy dépt 10114,5 97% 1977
IBM Laser dépt 1 000 24 91,1% 88,6% 1980
BBN BYBLOS dépt 997 60 94,8% 92,5% 1987
BBN BYBLOS dépt 997 997 70,1% 67,6% 1987
PSI SPICOS dépt 917 74 92,8% 92,0% 1988
CSELT CSELT dépt 101135 79,0% 1988
CMU ANGEL indépt 997 997 45,5% 41,0% 1986
TI TI indépt 997 997 55,5% 44,3% 1987
SRI SRI indépt 997 997 43,6% 40,4% 1988
CMU SPHINX dépt 997 20 96,9% 96,1 % 1988
CMU SPHINX dépt 997 60 94,9% 94,0% 1988
CMU SPHINX dépt 997 997 76,5% 74,1 % 1988
CMU SPHINX indépt 997 20 96,2% 95,8% 1988
CMU SPHINX indépt 997 60 94,7% 93,7% 1988
CMU SPHINX indépt 997 997 74,2% 70,6% 1988
Lincoln Lincoln dépt 991 60 94,5% 1988
Lincoln Lincoln dépt 991 991 80,7% 1988
Lincoln Lincoln indépt 991 60 89,9% 1988
Lincoln Lincoln indépt 991 991 66,1 % 1988
Traitement du Signal
econnaissance de la parole
Progrès et tendances
Dans un modèle de Biclasse ou de Triclasse, la probabilité
des successions de mots est remplacée par la probabilité de
succession de classes grammaticales [3] . La probabilité
d'un mot donné à l'intérieur d'une classe peut également
être utilisée pour raffiner le modèle (modèle TriPOS (ou
Part Of Speech) [37]) . Une approche intermédiaire est
d'utiliser le modèle de trigrammes lissés, où les probabili-
tés des mots longs (de trois syllabes ou plus) sont liées,
dans la mesure où ils sont faciles à reconnaître, et n'ont
habituellement pas d'homophones (du moins en anglais . . .)
[39] .
L'avantage des modèles de langage basés directement sur
les mots est qu'ils contiennent à la fois de l'information
syntaxique et de l'information sémantique . Ils seront
également plus simples à apprendre, dans la mesure où il
n'est pas nécessaire d'étiqueter le corpus de textes
d'apprentissage . Cependant la quantité de données néces-
saire à l'apprentissage du modèle, surtout dans le cas d'un
modèle de trigrammes, sera très importante . Lorsqu'on
utilise des catégories grammaticales, il faudra étiqueter le
corpus de textes, mais on pourra utiliser un corpus plus
réduit. De plus, si un nouveau mot est introduit dans le
lexique, il peut hériter des probabilités calculées pour les
mots qui ont la même catégorie syntaxique .
Pour la tâche de dictée vocale, la référence est le texte
écrit dicté à voix haute . Dans cette mesure, on peut utiliser
un corpus de textes écrits pour apprendre le modèle. IBM
a utilisé un texte de 250 millions de mots pour apprendre
leur modèle dans le système Tangora (comme cela est
indiqué dans [87]). Dans le programme Européen
ESPRIT, des modèles de langage multilingues ont été
construits [24] . Pour la compréhension du langage parlé, il
est nécessaire d'utiliser un corpus de parole pour appren-
dre le langage, mélangeant ainsi la modélisation acoustique
et la modélisation linguistique . Lorsqu'il existe des trans-
criptions par écrit des dialogues, le modèle peut être
appris sur ces transcriptions. Dans la mesure où seul un
corpus réduit était disponible (1 200 phrases de la base de
données « Resource Management Database » du
DARPA), BBN a proposé récemment d'utiliser un modèle
qui utilise à la fois la probabilité des successions de
syntagmes, et la probabilité des mots à l'intérieur des
syntagmes [143] .
L'utilisation d'un modèle de langage est une nécessité
absolue. Des expériences menées en Français sur la
conversion phonème-graphème pour des suites de phonè-
mems exemptes d'erreur ont montré qu'une simple phrase
de 9 phonèmes engendrait plus de 32 000 segmentations
en mots et orthographications de ces mots ainsi segmentés
[3] .
5.7. SYSTÈMES DE RECONNAISSANCE VOCALE
BASÉS SUR LES MODÈLES MARKOVIENS
Les HMMs ont été utilisés dans beaucoup de systèmes,
pour tenter de résoudre différents types de problèmes
5.7 .1. Reconnaissance Monolocuteur par mots isolés pour
des petits vocabulaires
Dans cette tâche relativement simple, les HMMs ont été
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utilisés pour rendre le système plus robuste à des variations
de la prononciation d'un locuteur donné. A Lincoln Lab,
les modèles HMM continus de mots sont appris sur
différents modes d'élocution (débit normal, rapide, voix
forte, voix douce, voix criée, et effet Lombard) . Cela est
appelé « Apprentissage multi-style » . Sur la base de don-
nées de Texas Instruments utilisant un vocabulaire de
105 mots, les résultats ont été de 0,7 % d'erreurs [125] . Sur
la difficile tâche du clavier, qui inclut l'alphabet, les
chiffres et les signes de ponctuation, IBM a obtenu un taux
d'erreur de 0,8 %, en utilisant des modèles de fénones
[10] .
5 .7.2 . Reconnaissance Multilocuteur par mots isolés pour
des petits vocabulaires
Le CNET en France a utilisé cette approche pour la
reconnaissance par téléphone d'un petit nombre de mots,
prononcés en mode isolé . Le système est robuste . Le
modèle est appris à partir de nombreuses prononciations
de chaque mot du vocabulaire, par une population impor-
tante à travers le réseau téléphonique . Le système utilise
des modèles HMM continus des mots. Les résultats sont
de 85 % pour les chiffres isolés, et 89 % pour les signes du
zodiaque, à travers le réseau téléphonique public analogi-
que [40] .
5 .7 .3. Reconnaissance Monolocuteur de parole continue
pour des petits vocabulaires
Les travaux de Lincoln Lab sur la reconnaissance robuste
de mots isolés ont été étendus à la parole continue . Des
tests préliminaires ont été effectués avec un vocabulaire de
207 mots, le langage ayant une perplexité de 14 mots .
Dix types de prononciation étaient présents. Le taux
d'erreur sur les mots a été de 16,7 % [126] .
TABLEAU 2
Taux de reconnaissance sur les phrases comparés à l'acuité sur les
mots [127]
5.7.4. Reconnaissance Multilocuteur de parole continue
pour des petits vocabulaires
A AT&T Bell Labs, de très bons résultats ont été obtenus
sur la reconnaissance monolocuteur, plurilocuteur et omni-
locuteur de chiffres prononcés en continu, avec des
modèles HMM continus de mots (0,78 %, 2,85 %, and
2,94 % d'erreur sur les suites, pour des suites de chiffres de
longueur inconnue) [141]. Au CNET, un système a été
conçu pour la composition vocale de numéros de télé-
phone, avec des nombres de deux chiffres . Le résultat est
une cabine téléphonique sans cadran qui est actuellement
testée dans divers endroits publics [69] .
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5.7.5 . Reconnaissance Monolocuteur de
mots isolés pour
des grands vocabulaires
Le groupe « Parole » d'IBM-TJ Watson Research Center
a annoncé un système de reconnaissance de 5 000 mots,
monolocuteur et par mots isolés, autonome sur PC, en
1986 [159]. En 1987, ils ont présenté une nouvelle version
avec un vocabulaire de 20 000 mots . Ils utilisent à la fois
des modèles de phones et de fénones [68] .
Au Centre Scientifique IBM de Paris, des expériences ont
été menées sur un très grand vocabulaire (200 000 mots) .
Le mode de prononciation est syllabe par syllabe . Bien
que ce mode de prononciation soit difficilement accepta-
ble, l'intérêt est que le modèle de langage se doit de
correspondre à la parole continue, qui inclut les problèmes
de liaisons et d'élisions en Français . Ils utilisent des
modèles de phones [108] .
A INRS/Bell Northern (Canada), des tests avec un
vocabulaire de 75 000 mots et 3 modèles de langage diffé-
rents ont été menés. Les meilleurs résultats (autour de
90 %) ont été obtenus avec un modèle de trigramme qui
donne la perplexité la plus faible [39] .
TABLEAU 3
Résultats de quelques systèmes de reconnaissance de mots isolés pour
des grands vocabulaires (avec modèle de langage)
(* pour des phrases qui obéissent à la grammaire)
[39, 159, 68, 146]
5.7.6. Reconnaissance monolocuteur de parole continue
pour des grands vocabulaires
Le groupe « Parole » d'IBM TJ Watson Research Center a
présenté un système de reconnaissance de 5 000 mots,
monolocuteur, en parole continue, en 1989 [11] . BBN a
présenté le système BYBLOS en 1987 [31] . Ce système
utilise à présent des modèles de phones indépendants du
contexte, dépendants du contexte et dépendants du mot,
et reconnaît un vocabulaire de 1 000 mots en temps réel .
5 .7 .7. Reconnaissance multilocuteur de parole continue
pour des grands vocabulaires
Le système SPHINX a été développé à CMU . Il a été testé
sur la base de données DARPA « Resource Manage-
ment », avec un vocabulaire de 967 mots . Il utilise des
modèles HMM discrets de triphones généralisés, et des
modèles de phones dans les mots-outils. La syntaxe est
donnée par les paires de mots, ou par un modèle de
bigramme [87] . La même tâche a été réalisée à Lincoln
Labs avec des résultats légèrement moins bons, en utilisant
des modèles HMM continus, avec un mélange de 4 gaus-
siennes [127]. A SRI, un système similaire a été réalisé
avec des modèles HMM discrets plus simples de phones
[111] .
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Dans l'approche connexionniste, les données de référence
sont représentées comme des patterns d'activité distribués
sur un réseau d'unités de traitement simples [96, 98] .
6.1. LES PERCEPTRONS
6.1.1. Principe
L'ancêtre dans cette approche est le Perceptron, un
modèle de perception visuelle proposé par F . Rosenblatt
[145], qui fut finalement abandonné après qu'on eût
prouvé qu'il était inopérant dans certains cas [110] . Plus
récemment, il y a eu un regain d'intérêt pour ce modèle .
Cela est dû au fait qu'il a été montré que les Perceptrons
Multi-couches (MLP) ont des capacités de classification
supérieures à celles du Perceptron initial [96], et qu'un
algorithme d'apprentissage, appelé Rétropropagation
(Bac -Propagation) a été proposé récemment pour les
MLP [174, 148, 83, 124] . Un Perceptron Multi-couches est
composé d'une couche d'entrée, d'une couche de sortie, et
d'une ou plusieurs couches cachées intermédiaires . Chaque
couche est composée de plusieurs cellules . Chaque cellule
i dans une couche donnée est reliée à chaque cellule de la
couche suivante par des liens, ou arcs, auxquels est attaché
un poids W i qui peut être positif ou négatif, suivant que la
cellule de départ i excite, ou au contraire inhibe la cellule
d'arrivée . L'analogie avec le fonctionnement du cerveau
humain a conduit à appeler les cellules « neurones », les
liens « synapses », et le modèle « modèle neuronal », ou
« neuromimétique » . Le stimulus est introduit dans les
cellules d'entrée (qui ne peuvent prendre que les valeurs 0
ou 1 si le modèle est binaire), et est propagé dans le
réseau. Dans chaque cellule d'arrivée , la somme des
énergies pondérées y parvenant est calculée. Si cette
somme est supérieure à un seuil T1 , la cellule réagit, et, à
son tour, transmet de l'énergie vers les cellules des couches
suivantes (la réponse de la cellule à l'énergie entrante est
donnée par une fonction sigmoïde S[ ]) (fig . 10) .
W15
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E1 = S [: (WW1~ Ei) - T~]
Figure 10 . - Un Perceptron à deux couches.
Chaque lien a un poids Wi .
Chaque cellule a un seuil d'activité
T . E . est l'énergie émise par la cellule i
.
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Dans la phrase d'apprentissage, le stimulus propagé,
lorsqu'il atteint les cellules de sortie, est comparé avec la
réponse désirée en sortie, en calculant une valeur d'erreur
qui est rétropropagée vers les couches inférieures, de façon
à a uster les poids affectés aux liens, et le seuil d'activité
dans chaque cellule . Ce processus est itéré usqu'à ce que
les paramètres du modèle atteignent une stabilité suffi-
sante. Cela est effectué pour toutes les paires stimulus-
réponse .
Dans la phase de reconnaissance, le stimulus est propagé
usqu'à la couche de sortie . Dans certains systèmes, la
cellule de sortie qui a la plus grande valeur désigne la
forme reconnue . Dans d'autres, le vecteur correspondant
à l'ensemble des cellules de sortie est comparé avec
chaque forme de référence, en utilisant une distance
(comme la distance de Hamming, si les cellules ont des
valeurs binaires). Le rôle des cellules cachées est d'organi-
ser l'information de telle sorte que l'information discrimi-
nante soit activée dans le réseau pour distinguer deux
éléments très proches . L'espoir est que la cellule cachée
correspondant au trait discriminant agira sur la bonne
cellule de sortie avec un poids important et positif, mais
agira sur la cellule de sortie erronée avec un poids
fortement négatif .
Une étude attentive du comportement des cellules de la
couche cachée durant la reconnaissance a montré que
certaines d'entre elles réagissaient de fait à certains traits
discriminants, comme la distinction de plosives alvéolaires
vs vélaires [42], ou un deuxième formant chutant vers
1 600 Hz vs un formant stable vers 1 800 Hz [172), dans la
reconnaissance de « B », « D », « G » pour des contextes
variés. De tels aspects d'autoorganisation, assurément
intéressants, ont été également rencontrés dans les
HMMs, en utilisant un modèle ergodique à 5 états, où
chaque état était relié à tous les autres, sans étiquetage
préalable. Après apprentissage, il est apparu que les états
correspondaient à des traits acoustico-phonétiques bien
connus (Voisement marqué, silence, Nasale ou Liquide,
Explosion d'une occlusive, Frication) [129] . Cette qualité
n'est donc pas l'apanage unique des modèles connexionnis-
tes .
6.1 .2 . Traitement du temps
Si le pouvoir discriminant de tels réseaux est intéressant
pour la reconnaissance vocale, le paramètre « temps » est
par contre difficile à modéliser . Plusieurs façons de le
prendre en compte peuvent être mentionnées
6.1 .2 .1 . Compression temporelle à longueur fixe
Une approche est d'utiliser simplement comme longueur
de référence la longueur maximale possible des mots, et de
ra outer des spectres de silence aux mots qui ont une
longueur moindre [128] . Une autre possibilité est de
normaliser le spectrogramme correspondant à un mot à
une longueur fixe (cela peut être obtenu par compression
linéaire, ou non linéaire, à longueur fixe) . Si le spectro-
gramme est de longueur I, chaque vecteur étant de
dimension D, le réseau aura donc D .I cellules d'entrée . Si
la taille du vocabulaire est de M mots, le réseau aura M
cellules de sortie . Un mot sera reconnu comme étant celui
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pour lequel la cellule de sortie correspondante a la plus
grande valeur d'activation .
6.1 .2 .2. MLP contextuel
Dans le but de prendre en compte l'information contex-
tuelle, l'entrée peut inclure le contexte dans lequel le
stimulus se produit . T. Se nows i a utilisé cette méthode
pour la conversion graphème-phonème en anglais [158] .
Considérons qu'il y ait 26 graphèmes, 3 signes de ponctua-
tion et 30 phonèmes en Anglais . L'entrée est composée de
7 groupes de 29 cellules . Chaque groupe représente un
graphème, ou un signe de ponctuation, la cellule corres-
pondante ayant la valeur 1, les 28 autres ayant la valeur 0 .
Le groupe central représente le graphème à convertir, les
3 groupes à gauche, et les 3 groupes à droite représentant
respectivement les contextes gauche et droite (les
3 graphèmes qui suivent celui qui est à convertir, et les 3
qui le précèdent) . Le phonème correspondant est donné
dans les cellules de sortie (fig . 11). C'est-à-dire que parmi
les 30 cellules de sortie, celle qui correspond au bon
phonème est mise à 1, alors que les autres sont à 0 (en
réalité, un codage différent a été utilisé pour les cellules de
sortie, basé sur 17 traits phonologiques, 4 traits de ponc-
tuation, et 5 traits d'accent et de frontières de syllabes
(comme voyelle, voisé . . .), résultant en un total de 26 cellu-
les de sortie) . Le réseau peut être appris sur des paires
graphème-phonème à l'intérieur d'un mot, obtenues à
partir d'un lexique, ou de textes, et il peut alors apprendre
des règles de conversion qu'il peut appliquer à des mots
nouveaux. La qualité de conversion de mots nouveaux
s'améliorera avec la taille du corpus d'apprentissage . Avec
00 0 00 0 00 0
29 graphèmes (A)
60 codewords (8)
Figure 11 . -
Exemple de Perceptron Multi-couches contextuel
.
Chaque rectangle correspond à plusieurs cellules, représentant différentes
unités (dans le cas de la conversion graphème-phonème
(A),
ou de la
reconnaissance phonétique (13)) .
Ici, le contexte est d'une entité à droite et
à gauche du stimulus
.
cette approche, les auteurs ont obtenu un taux de conver-
sion correcte de 78 % sur les mots d'un texte de test, ce qui
est nettement inférieur aux résultats obtenus en utilisant
classiquement des règles de conversion introduites manuel-
lement .
Cette approche a été étendue à la reconnaissance de la
parole [22] . Dans ce cas, l'entrée est constituée de
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11 groupes de 60 cellules correspondant aux étiquettes
obtenues par quantification vectorielle sur un répertoire
de 60 prototypes. La sortie est constituée de 26 cellules
correspondant aux 26 phonèmes utilisés pour composer les
chiffres en allemand . L'apprentissage est effectué sur un
corpus de parole étiqueté phonétiquement, où l'on donne
simultanément l'étiquette du spectre prototype, et les
étiquettes en contexte comme entrée, et le phonème
correspondant en sortie. Le corpus d'apprentissage
comprend 2 prononciations de chaque chiffre en isolé . La
reconnaissance des chiffres eux-mêmes, prononcés en
mode isolé ou continûment, est effectuée par Programma-
tion Dynamique après reconnaissance phonétique à travers
le Perception . La comparaison de cette technique avec un
modèle HMM simple utilisant des modèles de phones à un
seul état, a été en faveur de l'approche MLP (pas d'erreurs
en reconnaissance de mots isolés, et 92,5 % de reconnais-
sance correcte pour des suites de 7 chiffres, contre 80 % et
70 % (HMM discret (avec le même répertoire que pour les
MLP), et 100 % et 90 % (avec un HMM continu)). Un des
résultats remarquables est le pouvoir discriminant de
l'approche MLP, l'émergence du bon phonème étant bien
plus apparente que dans le cas des HMMs, où le bon
phonème a une émergence faible comparé au second
candidat, même si la décision finale de reconnaissance du
bon mot est correcte dans les deux cas .
6 .1 .2 .3 . Les réseaux neuronaux à délai temporel (Time
Delay Neural Networ s (TDNN))
Une autre approche similaire a été proposée par A . Waibel
[172]. La tâche est la reconnaissance de 3 phonèmes « B »,
« D », « G » dans différents contextes. Ici, le Perceptron
Multi-couches est composé de 2 couches cachées . La
longueur du stimulus est fixe, et égale à 15 spectres
(150 ms). La couche d'entrée est constituée de 16 cellules
représentant 16 coefficients cepstraux, chaque cellule étant
reliée aux cellules de la première couche cachée par 3 arcs
représentant la valeur du coefficient cepstral aux temps t,
t - 10 ms, et t - 20 ms. La première couche cachée est
composée de 8 cellules. Chaque cellule est reliée aux
cellules de la deuxième couche cachée par 5 arcs représen-
tant la valeur de la cellule aux temps t à t - 40 ms. La
deuxième couche cachée a 3 cellules . Chaque cellule de la
couche de sortie reçoit l'énergie intégrée (sommée) sur la
durée totale du stimulus pour l'une des cellules de la
deuxième couche cachée . La couche de sortie est compo-
sée de 3 cellules représentant chacun des 3 phonèmes . La
phase d'apprentissage tient compte du fait que les arcs
correspondant à un coefficient cepstral à un temps donné t
seront observés 3 fois (aux temps t, t + 10 ms avec un délai
de 10 ms, et t + 20 ms, avec un délai de 20 ms) et que les
poids sur ces arcs doivent donc être identiques . Cette
approche a été comparée à une approche par HMM
discret, utilisant 4 états, 6 transitions et un répertoire de
256 prototypes, chacun des 3 phonèmes ayant un modèle
différent. Les résultats ont été en faveur de l'approche
MLP (1,5 % d'erreur, contre 6,3 %) . Ici aussi, l'émergence
du phonème correct comparé au second candidat a montré
les plus grandes capacités de discrimination de l'approche
MLP.
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6.1 .2.4 . Les réseaux récurrents
Ces derniers réseaux font intervenir un retour de la couche
de sortie, ou de la couche cachée, vers la couche d'entrée
([24], [47]) (fig . 12) . Cette approche permet donc de
•
	






. - Perceptron multicouche récurrent
.
(à partir de la couche de sortie, ou de la couche cachée)
rendre compte du fait que tel stimulus, dans le contexte de
telle reconnaissance précédente, a telle signification (cas
du retour de la couche de sortie) . Ou que tel stimulus,
dans le contexte de tel trait discriminant précédent (sans
qu'on l'ait pour autant reconnu), a telle signification (cas
du retour de la couche cachée) . Ces modèles généralisent
donc les perceptrons contextuels .
6 .1 .2 .5 . Les réseaux neuronaux et les algorithmes de
Programmation Dynamique ou de Viterbi
Dans le but de mieux tenir compte des propriétés de
bonne discrimination de l'approche par réseaux neuro-
naux, tout en profitant des propriétés de bon alignement
temporel des algorithmes de Programmation Dynamique
[152] ou de Viterbi [97, 61], quelques premiers essais de
les utiliser con ointement peuvent être recensés . Les
travaux utilisant des réseaux neuronaux complexes
(contextuels et récurrents), et ayant pour cellules de sortie
les états d'une machine mar ovienne ont été présentés
[24], [49] . Les tests effectués ne permettent cependant pas
actuellement d'obtenir de meilleurs résultats qu'avec un
simple modèle mar ovien .
6.2. LA MACHINE DE BOLTZMAN/LE RECUIT
SIMULÉ
La Machine de Boltzman est également composée de
naeuds (ou cellules) et de liens pondérés entre ces noeuds .
Contrairement au MLP, les nceuds ne sont pas organisés
suivant des couches différentes, chaque nœud pouvant
être relié à tout autre noeud (liaison complète (,fully
connected)) . Par contre, on trouve une analogie dans le
fait que les naeuds sont habituellement divisés en noeuds
visibles, et naeuds cachés, et que les noeuds visibles
peuvent également être divisés en noeuds d'entrée et
noeuds de sortie . Une autre différence est que l'on donne
habituellement aux nceuds uniquement des valeurs binai-
res
. On affecte à chaque nœud une probabilité d'être à 0




ou à 1 . Cette fonction probabiliste dépend de la « diffé-
rence d'énergie » (égale à la somme pondérée de l'énergie
en provenance des autres noeuds) arrivant dans ce naeud,
suivant qu'il est placé à 0 ou à 1 . Il contient également un
terme semblable à la température en thermodynamique .
Plus la température est élevée, plus le noeud sera capable
de prendre la valeur 0 ou 1 de façon aléatoire. Plus la
température est basse, plus le nceud sera influencé par
l'état des noeuds qui lui sont reliés, et par le poids affectés
aux arcs correspondants . Au début du processus d'optimi-
sation, la température est élevée, puis elle est abaissée
lentement. Ce procédé, connu sous le nom de « recuit
simulé » (« simulated annealing ») [73], a pour but d'empê-
cher que le système ne se stabilise dans un minimum local
d'énergie (correspondant à une solution non optimale),
ayant pour conséquence de rater le vrai minimum, en
aidant le système à quitter ce minimum local .
Pendant l'apprentissage, on donne tout d'abord à chaque
noeud une valeur 0 ou 1 de façon aléatoire . Puis on
présente le stimulus aux nceuds d'entrée, et la réponse
désirée aux noeuds de sortie. La méthode de recuit simulé
permet d'obtenir le meilleur équilibre, correspondant à
l'énergie minimale pour le réseau complet . Pour l'ensem-
ble du corpus d'apprentissage, on conserve pour chaque
arc les statistiques sur le nombre de fois où les noeuds aux
extrémités de l'arc étaient à 1 en même temps. Le même
procédé est ensuite utilisé sans donner aucune information
aux nceuds de sortie. La comparaison des deux résultats
permet l'apprentissage du réseau, c'est-à-dire la mise à
our des poids affectés aux arcs, en diminuant, ou en
augmentant leur valeur par une valeur fixe . Le processus
de reconnaissance consiste, lui, à appliquer le stimulus aux
noeuds d'entrée du réseau, à utiliser le recuit simulé pour
obtenir la solution optimale, et à considérer les noeuds de
sortie pour obtenir la forme reconnue .
Cette approche a été utilisée dans le cadre d'expériences
de reconnaissance de voyelles multilocuteur, en utilisant
comme entrée un spectre pour représenter la voyelle
prononcée en mode isolé [131] . Elle a été également
comparée à un MLP avec le même nombre de nceuds
(50 noeuds cachés) [132] . Les résultats ont montré que la
Machine de Boltzman était légèrement meilleure que le
MLP (environ 3 % de différence : 2 % d'erreur contre 5 %
sur les données utilisées pour l'apprentissage après
25 cycles d'apprentissage, 39 % contre 42 % sur des don-
nées inconnues des mêmes locuteurs, après 15 cycles
d'apprentissage). Il a été également remarqué que le MLP
était environ 10 fois plus rapide que la Machine de
Boltzman .
6.3. LES CARTES PHONOTOPIQUES (Feature Maps)
Les Cartes Phonotopiques (Feature Maps, ou Phonotopic
Maps) [75], sont basées sur l'hypothèse que, pour la
reconnaissance de la parole, les informations qui sont de
nature proche, doivent être également proche topologique-
ment, comme cela semblerait être le cas dans le cerveau
[76] . C'est une approche non supervisée dans la mesure où
aucune information n'est donnée au système sur la sortie
désirée lorsqu'on construit la carte .
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Le procédé est semblable à la classification automatique .
Le réseau peut être représenté comme une grille en deux
dimensions. Chaque point de la grille correspond à un
spectre prototype . Lorsqu'un nouveau spectre des données
de parole est présenté, il est comparé à tous les prototypes
existants, en utilisant une mesure de similarité comme la
distance Euclidienne. Lorsque le spectre prototype le plus
proche est trouvé, le prototype correspondant est moyenné
avec le nouveau spectre, en prenant comme coefficient de
pondération le nombre de spectres qui étaient intervenus
dans la construction du spectre prototype. Les huit voisins
ad acents sont également modifiés en tenant compte de la
nouvelle entrée, avec une influence moindre. La même
modification s'applique également aux 16 voisins suivants
(fig . 13). A la fin du processus, la quantification est
réalisée, comme elle le serait avec une approche par
classification automatique, mais, de plus, chaque proto-
type est proche des prototypes qui lui sont similaires . La
qualité de ce quantificateur (mesure de distorsion) a été
comparée à des quantificateurs traditionnels, à leur avan-
tage [176]. Le réseau est ensuite étiqueté, en reconnaissant
des phrases elles-mêmes étiquetées, et en plaçant les
étiquettes correspondantes aux naeuds de la grille, avec
une stratégie de décision appropriée. Le processus de
reconnaissance correspond à une tra ectoire dans la grille
étiquetée (appelée aussi carte phonotopique) .
Cette approche a été appliquée avec succès à la reconnais-
sance du Finnois et du Japonais (monolocuteur, en mots
isolés, pour un vocabulaire de 1 000 mots) . Le taux de
Figure 13 . - Exemple d'une architecture de Carte Phonotopique .
Chaque cellule correspond à un prototype en quantification vectorielle,
relié à ses voisins, qui sont des prototypes similaires . Si la cellule du milieu
est modifiée, ces 8 proches voisins, et les 16 suivants seront également
modifiés .
reconnaissance phonétique varie de 75 % à 90 %, le taux
de reconnaissance des mots varie de 96 % à 98 %, la
transcription orthographique d'un mot varie de 90 % à
97 %, suivant le vocabulaire et le locuteur [77] .
6.4. PROPAGATION GUIDÉE
Un autre type de système utilise le principe de la Propaga-
tion Guidée, basé sur une mémoire topographique . La
parole est transformée en un spectre d'événements de
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simulation discrets et localisés qui sont traités au fur et à
mesure. Ces événements nourissent un flot de signaux
internes qui se propagent le long de chemins parallèles en
mémoire correspondant à des unités de parole (des mots
par exemple). Comparée aux méthodes par couches
décrites plus haut, cette architecture suppose un ensemble
d'unités de traitement organisées en chemin entre les
couches. Très schématiquement, chacune de ces unités
contextuelles détecte les coïncidences entre l'activation
interne qu'elle reçoit du chemin auquel elle participe
(contexte), et les événements de simulation externes .
Cette approche a été utilisée pour la reconnaissance
monolocuteur des chiffres isolés (0-9) dans le bruit, sur
une base de données de test limitée. Le bruit est lui-même
constitué de parole (une prononciation du nombre 10 par
le même locuteur), avec un rapport Signal/Bruit de 0 dB .
Elle a été comparée à l'algorithme classique de reconnais-
sance par Programmation Dynamique . Les résultats sans
bruit ont été de 0 % d'erreurs avec la programmation
dynamique, et 2 % d'erreurs pour le modèle connexion-
niste. Lorsqu'on a oute le bruit, cela donne 47 % d'erreurs
pour la programmation dynamique, et 10 % d'erreur pour
le modèle connexionniste . Cependant, il faut noter que le
traitement du signal était différent dans les deux cas
(coefficients cepstraux pour la programmation dynamique,
modèle d'oreille simplifié, incluant inhibition latérale et
adaptation à court terme, pour le système connexionniste)
[15, 82] .
6.5. AUTRES APPROCHES
D'autres systèmes connexionnistes, qui peuvent être appli-
qués à la reconnaissance de forme en général, et à la
reconnaissance de parole en particulier, existent . Le
Réseau d'Hopfield (« Hopfield Net »), a une seule couche,
chaque cellule étant reliée à toutes les autres cellules . On
l'utilise comme une mémoire associative, et il peut rétablir
des signaux bruités . Le réseau de Hamming est semblable
au réseau d'Hopfield mais calcule tout d'abord une
distance de Hamming pour comparer le vecteur d'entrée
aux formes de référence [98] .
D'autres approches sont actuellement poursuivies, sans
que des résultats définitifs aient été publiés . J . L. Elman et
J. L. McClelland ont proposé le modèle TRACE comme
un modèle intéressant de perception auditive, ou une
architecture pour le traitement en parallèle de la parole .
La première version, TRACE I, acceptait le signal vocal
en entrée [41] . Une version améliorée, TRACE II, accepte
seulement les traits acoustiques comme entrée [100] .
Fondée sur des données neurobiologiques, l'approche par
Colonnes Corticales a été appliquée à la reconnaissance
vocale [58] .
6.6. UTILISATION DES RÉSEAUX NEURONAUX
POUR LA MODÉLISATION DU LANGAGE
L'utilisation d'une approche auto-organisatrice a montré
son efficacité dans la modélisation du langage, comme cela
apparaît avec les modèles de langage Mar oviens. Quel-
ques premiers essais utilisant les réseaux neuronaux peu-
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vent également être répertoriés. Un de ces travaux a
consisté à essayer d'étendre les modèles de Bigrammes, ou
de Trigrammes à des modèles de Ngrammes [118] . Pour
un modèle de Bigramme de base, le MLP qui est utilisé a
89 cellules d'entrée (correspondant à 89 catégories gram-
maticales) pour le mot N, et 89 cellules de sortie pour
donner la catégorie grammaticale du mot N + 1 . Il y a
deux couches cachées avec 16 cellules dans chacune . Ce
MLP a été généralisé à des 4-grammes (3 groupes de
89 cellules en entrée) . Il a été appris sur 512 phrases, et
testé sur 512 autres phrases. Pour un modèle de Trigram-
mes, les résultats sont comparables à ceux obtenus avec
une approche Mar ovienne, l'information étant réduite
plus de 130 fois. L'examen des cellules cachées montre
qu'elles semblent organiser les catégories de mot dans des
groupes linguistiquement signifiants .
Bien que l'approche par réseau neuronal semble très
intéressante et pleine de promesses, plusieurs problèmes
sont encore non résolus. Quelle architecture choisir ?
Combien de couches, combien de cellules utiliser ?
Comment traiter la modélisation du temps ? Que doit être
la représentation des paires stimulus-réponse ? Comment
diminuer le temps de calcul, encore prohibitif ? Actuelle-
ment, aucune expérience déterminante, dans des condi-
tions rigoureusement identiques, sur un corpus suffisam-
ment large, et sur une tâche suffisamment générale,
prenant réellement les avantages et les intérêts respectifs
des deux types d'approches, n'a prouvé la supériorité de la
méthode par réseau neuronal sur les méthodes statistiques,
ou par comparaison de forme .
7. Méthodes « À Base de Connaissances »
7.1. PRINCIPE
L'approche « A Base de Connaissances » devint très
populaire lorsque la technique des « Systèmes Experts »
fut proposée en Intelligence Artificielle . L'idée est de
séparer la connaissance à utiliser dans un processus de
raisonnement (la Base de Connaissance), de la stratégie,
ou mécanisme de raisonnement sur cette connaissance
(basée sur un moteur d'inférence, qui active des règles). La
stratégie de raisonnement est également reflétée dans la
façon dont les informations à l'entrée (les Faits) sont
traitées (de la gauche vers la droite, ou à partir de points
d'ancrage). La plupart des manipulations de l'information,
incluant l'introduction des données à traiter, est faite au
niveau de la Base de Faits. La connaissance est représentée
par des règles du type « Si Faits alors Conclusion 1
sinon Conclusion2 » . Ces règles peuvent être accompa-
gnées d'un poids représentant, comme une heuristique, la
confiance que l'on peut accorder à la règle . Le Moteur
d'Inférence peut essayer de mettre en correspondance les
buts à atteindre au signal d'entrée, en appliquant les règles
à partir de la base de connaissances, en commençant par
les buts présents dans les conclusions des règles, et en
examinant si le résultat de telles activations est en fait le
signal d'entrée (méthodes appelées en « Chaînage
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Arrière » (Bac ward Chaining), « dirigées par le but »
(Goal Directed), ou « par la connaissance » (Knowledge
Driven)) . Ou, au contraire, il peut commencer à partir du
signal d'entrée, trouver des règles applicables, et les
activer usqu'à ce qu'un but soit obtenu (« Chaînage
avant » (Forward Chaining), ou « Guidé par les données »
(Data Driven)) . La stratégie peut changer pendant le
processus de décodage, sur la base de résultats intermédiai-
res .
Cette approche implique que la connaissance soit intro-
duite manuellement, à moins que des processus d'appren-
tissage automatique soient utilisables . Les efforts nécessai-
res à l'obtention d'une quantité de connaissances suffi-
sante, pour la reconnaissance multilocuteur de parole
continue, et pour des grands vocabulaires, ont été mesurés
au début des premiers travaux utilisant cette approche (au
début des années 80) comme devant durer environ 15 ans .
7.2. LES SYSTÈMES EXPERTS DE LECTURE DE
SPECTROGRAMMES
Comme il a été montré que certains experts en lecture de
spectrogrammes étaient capables de « lire » des spectro-
grammes de parole avec un score de réussite élevé (80 à
90 %), plusieurs essais ont été tentés pour imiter ces
experts dans un système expert à base de connaissances
[32] .
L'expert a des discussions avec un « ingénieur cogniticien »
(habituellement un informaticien), qui a le rôle d'extraire
les faits, la connaissance et les stratégies avec lesquelles
l'expert applique ses connaissances sur les faits . La plupart
du temps, de telles approches ont pour but d'étudier un
ensemble précis de phonèmes pour un locuteur donné
[167], ou un ensemble de phonèmes dans un contexte
particulier, comme les occlusives en début de mot, pour
n'importe quel locuteur (à MIT [179]), ou même des
indices acoustiques spécifiques .
Un problème réside dans le fait que l'expert, avant
d'appliquer ses règles, utilise des indices visuels, qui sont
difficiles à représenter par des règles s'appliquant à des
symboles. Une façon d'éviter ce problème de perception
visuelle, qui est du ressort de la Vision par Ordinateur, est
de vérifier manuellement tous les traits mesurés par le
système [179], ou de prendre comme entrée une liste de
traits donnés par l'utilisateur lisant le spectrogramme . Le
système expert peut prendre l'initiative de poser des
questions [167] .
7.3. AUTRES APPROCHES
A part les pro ets de « systèmes experts de lecture de
spectrogrammes », des travaux ont été menés à MIT sur la
segmentation et l'étiquetage de parole avec une approche
basée sur les connaissances [180] . Le processus de segmen-
tation produit une représentation à plusieurs niveaux,
appelée un « dendrogram », très similaire à l'idée de
filtrage « scale-space » utilisé dans d'autres domaines
comme la Vision par Ordinateur [175]. Le spectrogramme
de parole est segmenté en unités de différents niveaux de
description, des plus fins aux plus larges, le dernier
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segment étant la phrase elle-même . Ce procédé est basé
sur le calcul d'une mesure de similarité entre les segments
ad acents, utilisant une distance Euclidienne sur les spec-
tres moyens de chaque région préalablement délimitée, et
sur la fusion des segments semblables . Les résultats de
segmentation sont de 3,5 % d'omission, et de 5 % d'inser-
tion, pour 100 locuteurs. Un treillis phonétique est alors
produit en utilisant un classifieur statistique . La représen-
tation lexicale tient compte de plusieurs prononciations
différentes pour chaque mot. Le résultat est un treillis de
mots. Sur un corpus de test de 225 phrases, avec un
vocabulaire moyen de 256 mots, en considérant l'ordre des
mots qui commencent en même temps que le mot correct,
mais ayant une note de ressemblance meilleure que celle
du mot correct, il a été montré que le mot correct arrive en
première position dans 32 % des cas, parmi les 5 premiers
dans 67 % des cas, et parmi les 10 premiers dans 80 % des
cas. Le taux de reconnaissance des allophones correspon-
dants est de 70 % (allophone correct en première position)
et 97 % (allophone correct dans les 5 premiers) .
Le système « Angel » [32] a été développé au sein du
programme DARPA à CMU, pour réaliser la reconnais-
sance multilocuteur, en parole continue, de grands vocabu-
laires. La reconnaissance se fait en utilisant des modules
de localisation, et de classification, qui ont pour tâche de
segmenter et d'identifier les segments correspondants . La
sortie est un treillis de phonèmes, avec des probabilités
affectées aux étiquettes pour chaque segment . Ces modu-
les sont par exemple affectés à la reconnaissance des
occlusions, des frications, des explosions, ou du caractère
«voisé ». Le système a été testé sur la Base de données
DARPA « Resource Management », avec des résultats
relativement médiocres .
Certains travaux ont eu pour but d'intégrer l'approche à
base de connaissances avec une approche stochastique de
type HMM [59] . D'autres ont tenté d'utiliser des architec-
tures à base de connaissances plus complexes, comme la
structure de Société de Spécialistes (Specialist Society)
[56], ou de Société de Systèmes Experts, avec de l'appren-
tissage symbolique inductif [36] .
8. Traitement de la Parole et du Langage Naturel
Maintenant que certains systèmes de reconnaissance
vocale atteignent des résultats acceptables dans des condi-
tions acceptables (taille de vocabulaire suffisamment
importante pour permettre des applications intéressantes,
prononciation continue, reconnaissance de n'importe quel
locuteur avec peu, ou pas d'apprentissage préalable), l'une
des difficultés principales qui demeurent est le lien avec le
traitement du langage qui sera utilisé dans l'application .
Ce langage peut contenir des structures de phrase qui ne
sont pas dans la syntaxe, des mots qui ne sont pas dans le
lexique, des hésitations, du bégaiement, etc. Actuelle-
ment, les démonstrations des systèmes les plus avancés
nécessitent de la part des locuteurs la prononciation d'une
phrase lue parmi une liste contenant les phrases accepta-
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bles, de manière à ce que les phrases lues suivent les règles
de la syntaxe, et que seuls les mots acceptables soient
utilisés .
Lorsqu'un utilisateur réel prononce une phrase qui n'a pas
été prévue dans la syntaxe, cela va poser des problèmes au
système. Bien sûr, moins la syntaxe est contrainte, et plus
le système sera capable d'accepter des phrases qui dévient
d'une description manuelle préalable des phrases possi-
bles. Mais, en même temps, la syntaxe aidera moins à
éviter les erreurs de reconnaissance acoustique . Cela est
dé à le cas lorsqu'une grammaire apprise, par paire-de-
mots ou par bigrammes, est utilisée à la place d'une
grammaire déterministe hors contexte par exemple .
Dans le cas du texte écrit, un apprentissage est réalisable
en utilisant une quantité de données textuelles suffisante .
Pour le dialogue parlé, ces données sont difficiles à
obtenir. De plus, si une « compréhension » en profondeur
n'est pas nécessaire pour une tâche de dictée vocale, elle
est une obligation dans une tâche de dialogue, où le
système doit produire la réponse appropriée (génération
d'une réponse ou action correspondante) . Le lien avec le
Traitement du Langage Naturel est alors une nécessité . Le
problème alors est que la plupart des méthodes de
Traitement du Langage Naturel sont utilisables dans le cas
d'entrée déterministe (une suite de mots dépourvue
d'erreurs). Dans le cas de la parole, la séquence de mots
est ambiguë, à la fois au niveau du décodage acoustique et
au niveau de la segmentation en mots, et le processus de
« compréhension » lui-même intervient pour résoudre ces
ambiguïtés ! Des premières tentatives pour traiter ce
problème dans des conditions réalistes peuvent être men-
tionnées. Cependant, l'utilisation d'informations relatives
à la sémantique, ou à la pragmatique de la tâche, vont
réduire la généralité d'un système à la tâche pour laquelle
on veut l'utiliser .
Très peu de systèmes avancés intégrant reconnaissance de
parole et traitement du langage naturel peuvent être
mentionnés. Dans le système MINDS à CMU [177], le but
est de réduire la complexité du langage en étant capable
d'effectuer les prédictions des concepts qui pourraient être
présents dans la prochaine phrase durant un dialogue,
faisant ainsi des prédictions sur le vocabulaire et la syntaxe
correspondantes. Les informations utilisées sont la
connaissance de plans de résolution de problèmes, la
connaissance sémantique du domaine d'application, la
connaissance indépendante de la tâche sur les mécanismes
de locution, l'historique du dialogue, l'expertise de l'utili-
sateur, et aussi les habitudes linguistiques du locuteur . Les
corpus d'apprentissage et de test provenaient de la base de
données TONE (NOSC, US Navy). L'utilisation de telles
informations a réduit la perplexité du corpus de test de
242,4 mots (si l'on n'utilise que la grammaire) à 18,3 mots .
Avec le système SPHINX, pour 10 locuteurs, chacun
prononçant 20 phrases, en mode multilocuteur, l'acuité
sur les mots est passée de 82,1 % à 96,5 %, et l'acuité
sémantique de 80 % à 100 %.
Dans le pro et VODIS poursuivi dans le cadre de l'initia-
tive Alvey au Royaume Uni, la tâche consiste en un
système d'interrogation vocale de base de données, acces-
sible aux utilisateurs non spécialistes via le réseau télépho-
nique [178]. Le système de reconnaissance de parole
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continue, de type programmation dynamique, est relié à
un module de contrôle du dialogue . VODIS I, utilise des
contraintes syntaxiques très fortes . Dans VODIS II, le but
est d'alléger ces contraintes, à la suite d'expériences
réalisées en mode opérationnels avec des utilisateurs
«naïfs ». Le processus de reconnaissance, qui inclut des
contraintes syntaxiques données par une grammaire hors
contexte, produit des listes de mots reliées entre elles, à
partir desquelles un treillis de mots possibles peut être
généré. Ce treillis est analysé par un analyseur syntaxique
de type analyseur synoptique (« chart parser ») ascendant,
et les solutions résultant de cette analyse qui offrent les
meilleures notes de reconnaissance sont converties suivant
un format de schémas, incluant les solutions arrivant dans
les meilleures positions . La sémantique et la pragmatique
de la tâche sont appliquées aux schémas pour obtenir la
solution acceptable la meilleure . A BBN, un analyseur
synoptique est également utilisé sur un treillis de mots
[13] .
Un autre pro et, mené au LIMSI, concerne l'utilisation du
dialogue oral pour l'entraînement au contrôle aérien [107] .
Le système de reconnaissance de type DTW est relié à une
représentation des connaissances sous forme de schémas .
A une étape du dialogue, une phrase est reconnue par un
algorithme de DTW optimal, en utilisant une syntaxe
faiblement contrainte . L'analyse des phrases détermine
dans quelle catégorie elle se place et instancie le schéma
correspondant, en mettant les mots dans les cases du
schéma. Un procédé de contrôle de validité, qui utilise des
contraintes syntactico-sémantiques associées au schéma,
détecte les erreurs du système, ou du locuteur. La
correction d'erreur peut être faite en examinant dans une
matrice de confusion entre mots les mots qui pourraient
être confondus avec ceux qui ont été reconnus, et sont
également syntaxiquement et sémantiquement accepta-
bles, ou en lançant une nouvelle reconnaissance sur le
même signal avec des paramètres différents, ou en géné-
rant une question vers l'utilisateur . L'interprétation du
message donne une séquence de commandes au simulateur
de contrôle aérien, met à our le contexte de la tâche et
l'historique du dialogue .
9. Progrès réalisés con ointement dans d'autres
domaines du traitement automatique de la parole
Dans la mesure où la quantification vectorielle a été
initialement conçue pour le codage de parole à très bas
débit (aux alentours de 800 bits/s), on trouvera beaucoup
d'applications de la QV dans ce domaine
. On trouvera
également des essais de codage segmental
. Le but initial
était de réaliser un vocoder phonétique, à partir de l'idée
que, si le débit initial du codage PCM (Pulse Code
Modulation, simple échantillonnage) est de l'ordre de
64 Kbits/s, le débit de transmission des phonèmes après
reconnaissance serait de 50 bits/s !
De plus, il peut n'être
pas nécessaire de reconnaître la suite de phonèmes sans
faire d'erreurs, dans la mesure où les « niveaux supé-
rieurs » de l'auditeur humain peuvent amener des informa-
volume 7 - n° 4
tions supplémentaires permettant de restituer le sens de la
phrase, malgré les erreurs de reconnaissance phonétique .
Des expériences conduites en modifiant les phonèmes
dans un synthétiseur à partir du texte en Français [93] ont
montré qu'un taux d'erreur phonétique supérieur à 15 %,
ou même une seule erreur « grave », pouvait empêcher la
reconnaissance de la phrase complète . Cela donne une
idée du taux de reconnaissance phonémique minimal à
atteindre, dans une situation où le système de compréhen-
sion de la parole aurait des niveaux supérieurs aussi
performants que ceux d'un être humain (pour un univers
sémantique indéfini au départ) .
De façon intéressante, les premières méthodes basées sur
la reconnaissance par diphonèmes [154] n'ont pas abouti à
un taux de reconnaissance suffisant, et n'ont donc pas
permis une transmission suffisamment intelligible . Alors
que de nouveaux essais tendant à utiliser le codage
segmental, sans étiqueter phonétiquement ces segments,
ont donné des résultats acceptables, avec un débit légère-
ment supérieur (autour de 200 bits/s) [147]. Comme pour
la comparaison du modèle Centiseconde avec la quantifica-
tion vectorielle, il est également visible ici que l'étiquetage
ne doit être fait que lorsque l'on peut, et que l'on doit,
prendre des décisions . Des segments du même type ont été
utilisés pour la synthèse vocale [117] .
Les techniques de quantification vectorielle et segmentale
ont été utilisées en vérification du locuteur [166, 60], et en
transformation de voix [1] . Pour la transformation de voix,
le répertoire d'un locuteur est mis en correspondance avec
le répertoire d'un autre locuteur, donnant ainsi la corres-
pondance pour chaque spectre prototype. Quand le locu-
teur de référence prononce une phrase, le processus de
quantification vectorielle est appliqué, et chaque étiquette
est remplacée par l'étiquette correspondante pour l'autre
locuteur. Cela a pour résultat la même phrase prononcée
avec le timbre de l'autre locuteur . Cette approche a été
utilisée par ATR pour synthétiser la traduction en Japonais
d'une phrase initialement prononcée en anglais, avec la
voix qu'aurait le locuteur anglais s'il parlait aponais . . .
Les HMMs ont été utilisés pour le suivi de formants,
l'estimation du fondamental et le marquage des accents
d'intensité (en synthèse vocale), en reconnaissance du
locuteur, en analyse linguistique des textes écrits (pour
choisir les règles de conversion graphème-phonème conve-
nables), en reconnaissance de caractères, en traduction
automatique, etc .
Comme cela a dé à été mentionné, les approches
connexionnistes ont été utilisées, non seulement pour la
conversion graphème-phonème, mais aussi pour l'amélio-
ration du signal vocal bruité, pour le traitement du signal,
pour l'affectation des marqueurs prosodiques en synthèse
vocale. Une application possible dans le futur est l'utilisa-
tion de tels modèles pour gérer la communication multimo-
dale .
10. Matériel d'accompagnement
L'arrivée de circuits intégrés spécialisés pour le traitement
du signal vocal a été d'une importance certaine dans
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l'histoire du Traitement Automatique de la Parole . Texas
Instruments (TI) a initialisé ce processus, avec son circuit
de synthèse LPC dans le eu électronique Spea 'n Spell
dès 1978 .
10 .1 . CIRCUITS DE TRAITEMENT NUMÉRIQUE DU
SIGNAL (DSPs)
Les circuits DSP ont permis un traitement numérique du
signal en temps réel, avec des transformées diverses,
amenant par là-même une analyse invariante, de la
flexibilité, et un encombrement moindre . Le premier
exemple de tels circuits a été le 2920 d'Intel, suivi du NEC
7720. Les circuits DSP plus récents sont ceux de la famille
TI TMS 320, les AT&T DSP16 et DSP32, le MOTO-
ROLA DSP56000, l'ADSP-2100 d'Analog Devices, etc .
Alors que les premiers circuits ne permettaient que le
calcul en entier, les plus récents, comme le TMS 320C30
[169], le DSP56000 [163] ou le DSP32 [18], permettent le
calcul en virgule flottante.
10.2. CIRCUITS DE PROGRAMMATION DYNAMIQUE
Les circuits de Programmation Dynamique sont spécialisés
dans le calcul de cet algorithme . Dans la mesure où cet
algorithme nécessite beaucoup de puissance de calcul, il
est souhaitable d'avoir des outils qui le fassent rapidement .
Cela permet de traiter des vocabulaires plus grands, ou
d'améliorer la qualité des résultats de reconnaissance en
permettant l'utilisation d'algorithmes optimaux, et non
pas sous-optimaux à cause de l'introduction d'heuristiques .
NEC a proposé son ensemble de circuits (a chip set ») pour
la reconnaissance de mots isolés (NEC 7761-7762) en
1983. Ils ont aussi présenté un circuit de reconnaissance de
mots enchaînés par programmation dynamique (NEC
7764) au même moment [65] . A Ber eley, un circuit a été
développé pour la reconnaissance de 1 000 mots isolés en
1984 [71] . Un nouveau circuit est à l'étude actuellement,
en collaboration avec SRI, pour la reconnaissance de 1 000
mots en continu, qui devrait être capable d'effectuer
l'algorithme de Viterbi pour des HMMs discrets, avec une
vitesse de 75 000 à 100 000 arcs par spectre en temps réel
[112]. VECSYS [133] et AT&T [53] proposent des circuits
de DTW avec une puissance comparable. Le MUPCD de
VECSYS est annoncé pour 70 MOPS (Millions d'Opéra-
tions par Seconde), et reconnaît 5 000 mots isolés, ou
300 mots en parole continue, en temps réel . Le GSM
(Graph Search Machine) d'AT&T est annoncé pour
50 MIPS (Millions d'Instructions par Seconde) . Il a égale-
ment été essayé pour faire de la reconnaissance en utilisant
un réseau de Hopfield [114] .
10.3. ARCHITECTURES SPÉCIALES
La nécessité de puissance de calcul peut conduire à des
architectures spéciales . En développant son circuit propre
« Hermes », qui a été intégré dans sa carte PI pouvant être
placée dans un bus de PC-AT, IBM a été capable en 1986
de remplacer un système qui tournait en 1984 sur 3 calcula-
teurs vectoriels, un IBM 4341, une station de travail
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Apollo (et un PC!), avec une plus grande crédibilité,
apportant la preuve que les HMMs n'étaient pas unique-
ment un outil mathématique réservé aux « accros » des
Super Ordinateurs !
A CMU, le système SPHINX a bénéficié de l'architecture
de la machine BEAM (3 000 arcs par spectre en temps
réel) [17] . L'algorithme « Level Building » a été installé à
AT&T sur le système ASPEN à structure arborescente
[54] . Les aspects intéressants de parallélisme offerts par les
transputers ont aussi conduit à des résultats nouveaux [29] .
Cependant, la taille de l'effort nécessaire à installer le
logiciel sur une architecture spécialisée sans le support des
langages de haut niveau standards, doit être comparée à
l'accroissement de performances espérées pour ustifier
qu'on le fasse . Des compilateurs C, ou C vectorisés, sont
proposés sur les architectures mentionnées plus haut .
11 . Évaluation
Un des plus gros échecs du pro et ARPA-SUR, mené de
1971 à 1976, a été qu'à la fin, il s'est avéré difficile de
comparer les systèmes, dans la mesure où ils étaient testés
sur des langages complètement différents, ayant des
difficultés différentes, et correspondant à des tâches
complètement différentes . Seuls des systèmes différents
venant d'un même laboratoire ont été comparés sur des
données communes (comme les systèmes HEARSAY et
HARPY à CMU). Le problème était que dans le cahier
des charges initial, seule la taille du vocabulaire était
donnée, pas la difficulté du langage. Dans le pro et
DARPA actuel, un soin tout particulier a été placé sur la
définition d'une méthodologie d'évaluation, sur l'élabora-
tion des bases de données de parole correspondantes,
résultant ainsi en la conduite de tests réguliers, et sur la
comparaison de plusieurs systèmes sur les mêmes données .
Cela est valable aussi bien pour évaluer les améliorations
pendant le développement d'un système, que pour la
comparaison des résultats venant de différents laboratoires
ayant des approches semblables, ou très différentes .
La mesure a priori de la difficulté d'un langage à reconnaî-
tre est difficile . Cela inclut à la fois les contraintes amenées
par la syntaxe, et la ressemblance acoustique des mots,
s'ils peuvent être prononcés au même moment à un même
noeud de la syntaxe. La perplexité du langage donne sa
difficulté indépendamment des similarités acoustiques
entre les mots . Elle peut être calculée à partir de l'entropie
du langage . Cela est facilement faisable pour une syntaxe
décrite par un automate d'états finis . Si la syntaxe est de
type local, comme c'est le cas pour les bigrammes ou les
paires de mots, il faut la calculer à partir du corpus de test
(perplexité du corpus de test) [72] .
Pour tester un système de reconnaissance, l'idée de base
est de construire un grand corpus de test, et de tester tous
les systèmes sur ce même corpus . Texas-Instruments a été
parmi les premiers à réaliser des bases de données
importantes . En France le GRECO du CNRS a suivi. Le
groupe RSGIO de l'OTAN a construit une base de
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données multilingue en 1980
. Suivant la taille de la base de
données et les performances d'un système, la précision des
résultats sera plus ou moins significative .
11 .1. RÉSULTATS DE RECONNAISSANCE SUR LES
MOTS ET LES PHRASES
La méthodologie de test est également importante ; La
technique de détermination des scores de reconnaissance
elle-même doit être définie avec beaucoup de soin . Pour la
parole continue, différents types d'erreurs peuvent interve-
nir : erreur de substitution (un mot est reconnu à la place
d'un autre), erreur d'insertion (un mot est reconnu alors
que rien n'a été prononcé) et erreur d'omission (rien n'est
reconnu alors qu'un mot a été prononcé) . Deux mesures
de performance ont été proposées . Le « Pourcentage de
mots corrects » (« Percent Correct »), qui se réfère à la
suite de mots prononcées, et examine combien de ces mots
ont été correctement reconnus . Il ne tient donc pas compte
des erreurs d'insertion . L'autre mesure, appelée « Acuité
lexicale » (« Word Accuracy ») considère les trois types
d'erreurs. L'addition de ces trois types d'erreurs peut
conduire à un taux de reconnaissance négatif (par exemple,
la reconnaissance de « You need » au lieu de « unit »
compte pour deux erreurs d'insertion (ou une de substitu-
tion et une d'insertion) pour la prononciation d'un seul
mot) . Un logiciel, basé sur la programmation dynamique,
permettant d'extraire automatiquement le score de recon-
naissance, a été conçu par NIST (National Institute of
Standards and Technology, anciennement NBS (US Natio-
nal Bureau of Standards)) . Il est utilisé pour tester les
systèmes réalisés dans le pro et DARPA actuel [123] .
NIST continue à présent son effort dans cette direction
aux USA. Au niveau Européen, le pro et SAM a pour but
de définir et d'utiliser des bases de données de parole
multilangues importantes. Un effort similaire est en cours
au Japon. Les tableaux suivants donnent des exemples de
systèmes qui ont été testés .
11.2. RÉSULTATS DE RECONNAISSANCE PHONÉTI-
QUE
En utilisant un modèle très proche de celui qui a été utilisé
dans le système SPHINX, K. F. Lee à CMU, a essayé de
reconnaître des phonèmes dans la parole continue en
mode multilocuteur . La base de données de test est la base
de données TIMIT. 2 830 phrases prononcées par 357 locu-
teurs ont été utilisées pour l'apprentissage, et 160 phrases
prononcées par 20 locuteurs pour le test . Le modèle global
est un « modèle phonétique en boucle » (Looped Phonetic
Model (LPM)), les meilleurs résultats ayant été obtenus
avec des modèles de phones contextuels à droite . Un
modèle de bigrammes de phones peut être utilisé pour
donner la probabilité des successions de deux phonèmes .
Un modèle d'unigrammes donnant la probabilité d'un
phonème a également été essayé [85] . Des tests compara-
bles ont également été conduits au Centre Scientifique
d'IBM à Paris, en mode monolocuteur, avec un apprentis-
sage par MMI, et un modèle de bigrammes phonémiques
[109], et à l'Université d'Helsin i, avec une approche par
Cartes Phonotopiques [77] . On voit que l'on s'approche
des 85 % fatidiques .




Taux de Reconnaissance Phonémique par catégories phonétiques
grossières, et suivant le modèle linguistique «phonémique » utilisé
dans le système SPHINX [87]
12. Les développements
12.1. LE POINT SUR LES APPLICATIONS
Si les systèmes de traitement automatique de la parole ont
atteint une qualité très convenable, leur utilisation reste
encore très relative . De fait, les meilleurs systèmes sont
testés avec des corpus de données qui sont des textes lus,
correspondant à une syntaxe correcte . Par contre,
lorsqu'on quitte l'ambiance du laboratoire pour confronter
le système à des utilisateurs réels, on rencontre de
nombreux problèmes qui vont très nettement diminuer les
performances, et rendre le système inutilisable, par man-
que de robustesse . Ainsi, les problèmes de bruits de
l'environnement, d'hésitations, de bégaiement, d'utilisa-
tion de mots qui ne sont pas dans le lexique, ou de
tournures qui ne sont pas dans la syntaxe sont rarement
traités . Pour être capable de traiter ces problèmes, et pour
extraire le sens de l'acte de parole, il est nécessaire de
« comprendre » le message, et cette compréhension néces-
site d'établir une relation très étroite avec les travaux
menés dans le cadre du traitement du langage naturel, y
compris ceux relatifs à la gestion de l'implicite .
La nécessité d'apprendre des connaissances complexes, et
les résultats intéressants des méthodes auto-organisatrices
font apparaître la nécessité de traiter divers modes de
communications (vision, texte, mouvement) pour pouvoir
les intégrer dans l'élaboration d'un modèle permettant de
reconnaître et de comprendre la parole . L'intérêt d'une
communication multimodale apparaît également pour la
communication homme-machine, et le problème de la
fusion des informations provenant de plusieurs canaux
différents se pose maintenant que ces moyens coexistent
avec des performances suffisantes. La gestion de l'implicite
la rend également nécessaire .
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12.2. LES MARCHÉS
Les études de marché portant sur les technologies vocales
ont tou ours péché par optimisme depuis 1980. Il faut
néanmoins souligner que le marché a atteint en 1989 le
Milliard de $ aux Etats-Unis, et que les prévisions
effectuées en 1984 s'avèrent au ourd'hui correctes . On
peut penser que son éclosion viendra avec l'évolution de
l'informatisation de la société, qui devra nécessairement
accorder une priorité importante à l'interface convivial
entre l'homme et la machine .
12.3. LES ACTEURS
Si l'on considère la conférence IEEE ICASSP qui en est à
sa quinzième édition annuelle, et qui est une référence
admise de qualité, on peut recenser 2 000 articles concer-
nant le Traitement Automatique de la Parole (analyse,
synthèse, reconnaissance, codage, amélioration du signal
vocal, reconnaissance du locuteur ou de la langue) [105] .
Si l'on considère les pays individuellement, 138 pays ont
participé, mais 7 pays (États-Unis, Japon, France, Gran-
de-Bretagne, RFA, Italie et Canada) ont publié 90 % des
articles .
Le pays le plus productif est les USA, qui ont publié la
moitié des articles . L'Europe est responsable du quart, et
le Japon d'un huitième .
La France vient au troisième rang, derrière le Japon, avec
160 articles, devant la Grande-Bretagne, la RFA et l'Italie .
Le nombre de laboratoires varie suivant les pays . 150
laboratoires américains environ ont publié, 120 en Europe
(dont 25 en France), 40 au Japon, et 70 dans les autres
pays, pour un total de 380 laboratoires . On peut estimer à
3 000 personnes la population travaillant sur la recherche
et le développement en matière de Traitement Automati-
que de la Parole en Europe [104] .
Les 11 laboratoires qui ont publié le plus (AT&T Bell
Labs (10 % du tout), BBN, MIT, Lincoln Lab, CMU,
IBM-Yor town, NTT (Japon), Texas-Instruments, CNET
(France), CSELT (Italie) et Georgia Tech) sont responsa-
bles de 30 % des articles .
13. Conclusions
Nous avons vu que des améliorations intéressantes peuvent
être notées dans les avancées récentes en reconnaissance
de la parole . Pour résumer, l'utilisation de grandes bases
de données, accompagnées de procédures d'apprentissage
élaborées, peuvent permettre une reconnaissance multilo-
cuteur de parole continue sur un vocabulaire de taille
moyenne (1000 mots) avec des résultats acceptables, si
l'on ne considère du moins que le taux de reconnaissance
ramené aux mots. En même temps, le taux de reconnais-
sance phonémique a également atteint un niveau de
qualité qui permet d'envisager l'utilisation de systèmes de
reconnaissance dans des tâches complexes . Les Modèles
de Mar ov Cachés ont prouvé qu'ils étaient des outils
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Classe % correct Modèle
Phon .
% correct
sonores 65,7% bigramme 73,8%
plosives 69,9% unigramme 70,4%
fricatives 78,4% aucun 69,5%
occlusives 93,3
Taux de reconnaissance phonémiques et types d'erreurs











puissants . Les modèles connexionnistes peuvent apporter
de nouvelles possibilités, et de nouvelles améliorations . Le
lien avec le traitement du langage naturel est maintenant
une nécessité, afin de déterminer la robustesse des systè-
mes lorsqu'ils sont confrontés à de la parole courante dans
des applications réelles, et de les rendre utilisables .
Quelques résultats importants ont été découverts
- Il n'est pas nécessaire de réaliser une segmentation
a priori, dans la mesure où une segmentation implicite est
faite lors du processus de reconnaissance lui-même .
- Plus il y a de données pour l'apprentissage, meilleurs
seront les résultats de reconnaissance. Dans la mesure où
il est facile d'avoir des données provenant de plusieurs
locuteurs, la reconnaissance multilocuteur peut être réali-
sée avec des résultats presqu'aussi bons qu'en monolocu-
teur, même si la difficulté de la tâche peut sembler plus
grande .
La remarque introductive sur l'utilisation d'expertise
humaine par rapport à l'auto-organisation peut signifier
qu'il est possible de créer des systèmes qui offrent de
bonnes performances sans pour autant être capable de
comprendre en détail la façon dont ils fonctionnent, tout
comme les humains sont capables d'utiliser leurs moyens
de perception, d'action et de raisonnement sans compren-
dre la manière dont ils fonctionnent (si c'était le cas,
l'approche à base de connaissances deviendrait triviale) .
Cependant, dans la mesure où le système est basé sur un
modèle, l'étude fine des paramètres du modèle après qu'il
ait été appris sur la base de données, peut aider la
compréhension de ce que sont les structures d'organisation
sous- acentes .
Manuscrit reçu le 25 avril 1990 .
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