Multi-sensor information fusion occurs in a vast variety of applications, including medical diagnosis, automatic drive, speech recognition, and so on. Often these problems can be modeled by Dempster-Shafer theory. In Dempster-Shafer theory, the most primary processing unit is the basic probability assignment, which is a description of objective information in the real world. How to make this description more effective is a vital but open issue. A novel basic probability assignment generation model is proposed in this article whose objective is to provide perspective with respect to how basic probability assignment can be determined based on learning algorithms. First, the basic probability assignment generation model is constructed based on clustering idea using K-means method, which is employed to determine basic probability assignment with the proposed basic probability assignment generation method. Moreover, the proposed basic probability assignment generation method is extended by K-nearest neighbor (K-NN) algorithm. The detailed implementation of the proposed method is demonstrated by several numerical examples. As an extension, a classifier called KKC is constructed according to the developed approach, and its classification effect is compared with several famous classification algorithms. Experiments manifest desirable results with regard to classification accuracy, which illustrates the applicability of the proposed method to determine basic probability assignment.
Introduction
Information fusion is an information processing technology, also known as data fusion. 1 It refers to the process of combining multiple groups of information from different sources with certain methods and rules to obtain the final fusion results, which is also called multi-source (multi-sensor) information fusion technology. 2 Dempster-Shafer evidence theory (DST) is widely applied in information fusion, which is also called theory of belief function. Its basic concept was put forward by Dempster in 1967, 3 and then developed and improved by Shafer, 4 making it a complete uncertain reasoning theory. DST is the generalized form of the classical probability theory, which expands the basic event space into its power set, and establishes the basic probability assignment (BPA) function. Dempster 3 proposed a fusion rule, which can combine evidence without prior information. In the past decades, 5 DST has been applied in a large number of scientific fields, such as medical diagnosis, [6] [7] [8] [9] [10] multi-sensor fusion, [11] [12] [13] pattern recognition, [14] [15] [16] [17] and intelligent decision-making. [18] [19] [20] [21] [22] How to generate BPA effectively is a crucial and open issue in DST. [23] [24] [25] [26] BPA is the most basic processing unit and a way of information expression in DST. The fusion process in DST is based on the BPA function, so the rationality of the generated BPA directly affects the accuracy of fusion results, and also determines the efficiency of evaluation and decision. There are usually two perspectives to determine BPAs. 27, 28 First, it is given subjectively by experts or decision makers based on their experience and survey results; second, a model is established based on collected data to automatically generate BPAs. To solve this problem, scholars have proposed various methods, which are described below.
As analysis, these methods of generating BPA can be divided into several categories, which are probability distribution-based method, fuzzy theory-based method, and other methods. For methods using probability distribution, a method to obtain BPA was proposed by Xu et al. 29 ground on the normal distribution and they also proposed a non-parametric method to determine BPA by Gaussian process regression. 30 And a method to determine BPA using core samples was introduced by Zhang et al. 31 For methods employing fuzzy theory, a few BPA generation algorithms based on (triangular) fuzzy numbers were provided in previous literature [32] [33] [34] [35] and the generalized BPAs generation algorithm was proposed by Deng and colleagues. [36] [37] [38] In addition, there are other methods for generating BPAs of sample attribute values, such as the BPA generation algorithm found on interval number proposed by Qin and Xiao 39 and the algorithm based on confusion matrix proposed by Deng et al. 40 Some BPA generation algorithms are presented in Table 1 .
The above introduces several popular methods of BPA generation. Different models can be established from different perspectives, and different results may be obtained. As for which method is employed to construct BPA, it needs to be selected according to the specific situation in practical application. There is no general rule for BPA determination, so it is an open issue. 32, 39 Different from the traditional BPA method, in this article, a novel BPA generation algorithm is put forward from the perspective of machine learning (i.e.
K-means and K-nearest neighbor (K-NN)).
First, the model to generate BPA is constructed based on K-means method, where the concepts of centroid and radius are defined to represent the scope of the model. Then, the BPAs of different attribute values associated samples to be classified can be determined based on the built model introduced in section ''Generate BPAs based on the constructed model.'' A numerical example is provided to illustrate the utilization of the presented approach. In addition, the BPA generation method in section ''Generate BPAs based on the constructed model'' is extended by K-NN algorithm. The K NNs of the sample to be identified are investigated. And the BPAs of them are determined based on the proposed generation model, which are processed to obtain the final BPA for the sample to be tested. A numerical example is also given to demonstrate the procedure of this method. To apply the proposed method to different fields easily, a classifier is constructed based on the developed BPAs determination method. The classification validity of the constructed classifier is verified by a comparative experiment with other state-of-the-art machine learning algorithms.
The remainder of this article is organized as follows. The ''Preliminaries'' section introduces the concept of DST, K-means method, and K-NN algorithm. ''The model to determine BPA based on K-means method'' section presents the model to determine BPA based on K-means method. The section ''An improved method for BPA generation based on K-NN algorithm'' introduces an improved method for BPA generation based on K-NN algorithm. ''An application for classification based on multi-sensor information fusion'' section constructs an application for classification based on the proposed BPA generation method. In the ''Conclusions and future research'' section, the conclusions and future research directions are provided.
Preliminaries

DST
DST was first introduced by Dempster 3 and then developed by Shafer, 4 which is widely applied in uncertainty modeling. [43] [44] [45] [46] Its job is to numerically deal with the ''probabilities'' of events without sharply definite boundary. In DST, all the basic events constitute the frame of discernment (FOD), which is expressed as Y = fu 1 , u 2 , . . . , u n g. The elementary event is no longer singular in DST, all events are included in the power set of Y, denoted as 2
Each subset is assigned a probability value whose sum is 1. The BPA on FOD Y = fu 1 , u 2 , . . . , u n g can be defined as a mapping 2 Y ! ½0, 1 which satisfies the following condition
where A denotes one of the propositions in 2 Y and is called focal element if m(A) . 0. jAj is defined as the cardinality of A, which measures the number of elements in A. BPA is also called belief function, mass function, or a piece of evidence in DST.
DST is mostly employed in multi-source information fusion. [47] [48] [49] In such applications, multi-source information is usually expressed in the form of BPAs. These sources need to be combined for decision making and classification. [50] [51] [52] [53] In DST, the concept of orthogonal sum was presented by Dempster 3 as follows. 
Note that the rule of Dempster only works for two such BPAs where K\1.
For decision or classification, the combination results of multi-source information usually need to be transformed into probability distribution. 54, 55 The common method is pignistic probability, 56 which can be defined as follows.
Definition 2. (Pignistic probability) Let m be a BPA, the pignistic probability function is defined as
where jAj is the cardinality of focal element A. 30 The main advantage of this method over Xu et al. 29 is that there is no requirement for data distribution, that is, there is no need to make any distribution assumption for data, so it is more suitable for engineering practice. Core samples 31 The core samples associated with each attribute are trained based on the training set and these conducive to the generation of BPA are selected. The distance between attribute values and the core samples are calculated to obtain BPAs. Generalized fuzzy numbers 33 The fuzzy number model of attributes is established, and the similarity between attribute values to be tested and the generalized fuzzy number are calculated, so as to normalize the similarity and obtain the BPA of attributes. Triangular fuzzy number 38 The triangular fuzzy number model under each attribute is established, and the BPA corresponding to each attribute value to be tested is generated according to the overlap between the attribute value and the model. Confusion matrix 40 Based on classification problems, a BPA construction method using confusion matrix is proposed, which employed the accuracy and recall rate of each class to model and generate the BPA. Interval number 39 The interval number model of attributes is established, then calculate the distance between attribute values to be tested and the interval number, and the similarity measure is further obtained. The normalized similarity is used to obtain BPAs. Triangular fuzzy number 32 An improved method to obtain basic belief assignment is proposed based on the triangular fuzzy number and k-means + + algorithm. Minimum spanning tree 37 A method to determine GBPA in the open world is put forward. First, a MST is established. Then, the MST coverage of each class is established. Combine these coverages to form the MST covering model. Triangular fuzzy number 34 Frame of discernment in an open world is established first, and then the triangular fuzzy number models to identify target are established. Pessimistic strategy based on the differentiation degree between model and sample is defined to determine BPAs. Fuzzy sets 41 This paper presents three methods to construct the BPA function. These methods are based on gray correlation analysis, fuzzy sets, and attribute measure, respectively. Cloud model 42 First, the normal cloud model is constructed. Second, the average certainty of the test sample is obtained. Third, the method for measuring the similarity of normal cloud models is proposed. Finally, the certainty is normalized to obtain BPAs.
BPA: basic probability assignment; GBPA: generalized basic probability assignment; MST: minimum spanning tree.
K-means clustering method
For most multi-sensor information fusion applications, it is suitable to employ clustering method to process the involved data, which can divide similar objects into the same or similar groups, so that the data objects in the same group have the same or similar characteristics. This data processing method can greatly reduce the difficulty in dealing with high-dimensional data, and subsequent processing can eliminate data redundancy to achieve the purpose of refining data sources.
The K-means algorithm is a relatively simple one among machine learning clustering algorithms. It is an iterative algorithm based on distance. 57 Its core idea is to classify n samples into K clusters so that each sample is closer to the center point of the cluster than the other clusters. The following is a brief introduction of the core idea of K-means algorithm. First, K points are initialized as the centroid of the class cluster, and then the distance measure function is selected to calculate the distance from each cluster sample to each centroid. According to the obtained distance, each sample is divided into the cluster where the nearest particle is located. Update the centroid next, and continue to measure distance to the centroid of the sample. Divide each sample according to the nearest distance principle, and keep repeating this step. When the number of cycles reaches the preset maximum number of iterations, or the sum of squared errors of each two iterations is less than the set threshold, stop iteration, and the output is the final clustering result. The specific process of Kmeans algorithm is described in Algorithm 1.
In the K-means clustering algorithm, the selection of distance measure is also important. There are many ways to calculate the distance, such as Euclidean distance, Manhattan distance, Chebyshev distance, cosine distance, Jaccard similarity coefficient, and so on. The selection of different distance measures will have a certain impact on the clustering results. Since this is not the focus of this article, the detailed introduction is not given. The K-means algorithm is selected in this article because it has the following advantages:
1. This algorithm is simple and fast 2. This algorithm converges after a certain number of iterations 3. The clustering effect is better when the clusters are spherical or cluster, and the differences between clusters are obvious 4. This algorithm has certain advantages for big data processing.
Based on the above analysis and aiming at how to effectively generate the BPA of sensor data, this article breaks the traditional statistical modeling method and proposes the BPA generation algorithm innovatively using clustering ideas based on the advantages of Kmeans clustering algorithm. The specific algorithm flow is introduced in Algorithm I.
K-NN method
K-NN algorithm is a classical classification algorithm in machine learning. It classifies objects by measuring the distance between different features. 58 Its basic idea can be described as follows: the category of the sample to be tested is equal to the category of its K most similar samples in the feature space. This is the core of the K-NN algorithm, that is, the category of the K samples closest to the sample to be tested is the correct classification of this sample. K-NN method makes decision according to the principle of quantity superiority and avoids the uncertainty brought by single object decision. This ensures the accuracy of K-NN method classification and becomes its main advantage. The K-NN method is briefly illustrated by an example below. In Figure 1 , the coordinates of all sample points in the plane graph have been given, and now it is necessary to determine the category of purple triangle. According to the sample distribution in the graph, it can be known that the possible category of purple triangle is one of rectangle, circle, or diamond. K-NN method is employed to classify it. When K = 4, since the proportion of rectangle is the largest, which is 1=2, purple triangle is divided into rectangle. If K = 7, then the proportion of diamond is the largest, which is 3=7, so in this case, the purple triangle is divided into diamond. This example demonstrates the core idea of K-NN Algorithm 1. K-means algorithm.
Input: Sample set D = fx 1 , x 2 , . . . , x m g and the number of clusters K Output: Cluster partition C = fC 1 , C 2 , . . . , C K g 1: K samples are randomly selected from D as the initial mean vector fm 1 , m 2 , . . . , m K g 2: while The current vector is no longer updated do 3:
Calculate the distance d ji = jjx j À m i jj 2 between sample x j and each mean vector
The cluster l j = argmin i2f1, 2..., Kg d ji of x j is determined according to the nearest mean vector 7:
Divide sample x j into clusters 8: end for 9: for j = 1 to Kdo 10:
Calculate the new mean vector m
end if 16: end for 17: end while method and also reflects the importance of K value. In the same problem, different K values may lead to different classification results.
The distance measure in K-NN algorithm is also a crucial problem, because the algorithm determines the proximity by measuring the distance between samples and each object. The common distance measure is Euclidean distance and Manhattan distance, and which one should be employed depends on the actual environment.
The model to determine BPA based on K-means method
To obtain reasonable, effective and representative BPA, two aspects need to be taken into account: (1) What are the definitions and requirements for the rationality of BPA? (2) How to ensure the efficiency of BPA generation model? For the first aspect, the definition of rationality is given as follows: the generated BPA should contain as much effective information of the original data set as possible and minimize the information loss caused by the conversion of data type, which can serve as the basis for the information fusion and decision-making process. For the second aspect, the efficiency of the model is mainly concerned with the effectiveness of generating BPA and the complexity of the algorithm. To meet the above two requirements, the model developed in this article fully considers and utilizes the information of the original data set to ensure that the information loss can be minimized. The complexity of the algorithm is reduced as far as possible on the premise of rationality.
Based on the introduction and analysis of K-means algorithm in the ''K-means clustering method'' section, in this study, a model to generate BPA using the Kmeans clustering algorithm is developed, and the flow chart of the proposed model is manifested in Figure 2 . The algorithm is described in detail below.
Construct the model to generate BPA based on Kmeans method BPA generation process generally occurs before multisensor information fusion. Based on the investigation of a large number of practical applications, 59 ,60 without loss of generality, the following problem descriptions are presented. For a given data set, the number of samples is assumed to be n, the number of attributes is m, and the number of categories is p, that is, the number of elements in the FOD in DST. Let us consider a classification problem. A certain proportion of samples are selected randomly according to the practical application environment as the training set, and the rest as the test set. Let
. . , n t g be the training data set on n t m-dimensional samples (n t represents the number of samples in the training set), and a set with p classes is denoted as C = fC 1 , . . . , C p g. A class label L i 2 f1, . . . , pg will be assumed to each sample x i in X . Generally, a pair (x i , L i ) is employed to represent the ith training sample. Let x t be a sample which needs to determine the BPAs based on the information provided by X . It means that all the attributes of x t will be expressed as BPAs.
In the constructed model, the m attributes will be divided into C s m subsets, where s denotes the number of elements in each subset. For example, when m = 4, s = 2, it means that there are four attributes in the data set, and each subset divided contains two elements. If the four attributes are represented as A, B, C, and D, then the attribute set can be divided into C 2 4 = 6 subsets fA, Bg, fA, Cg, fA, Dg, fB, Cg, fB, Dg, and fC, Dg. In particular, when s = m means that all attributes are subdivided into a subset, and when s = 1 denotes that each attribute is considered a subset. C s m new training sets are obtained based on the partition of attribute sets, which are composed of samples associated with subsets of attributes. The K-means method will be employed in all training sets that will be grouped into p classes. Two properties are employed to express the clustering results, cluster centroid and radius, where the radius is defined as the distance between the centroid and the farthest point. Therefore, p 3 C s m cluster centroid and radius can be obtained as k j i and c
Taking the jth training set as an example, all its samples will be clustered into p classes, for ith class, let the true label of the sample in it be L y i , y = 1, . . . , p. The cluster center and radius of a class constitute a region whose category label is defined as the label of the points with the most samples in this 
Generate BPAs based on the constructed model
In the previous section, the BPA generation model is built, and then we will introduce how to generate BPA according to the established model. The following details of BPA generation based on this model will be introduced. For a certain attribute value in a sample of BPA to be generated, according to the model established in the previous step, the number of s-dimensional clustering regions corresponding to it is C sÀ1 mÀ1 . In the sample to be generated BPA, the combination of attribute values corresponding to the C sÀ1 mÀ1 regions will be projected to these regions. The point will fall in the area identified by a class label that will be considered as the category to which the point belongs. Note that the sample point may belong to one category or several categories when the point is covered by the area of several categories simultaneously.
For example, in data set D, four attributes are represented as a, b, c, and d, respectively, and s = 2. Let the attribute value of sample S under attribute a be v a S , the number of corresponding clustering results is C 
Numerical example
In this section, to demonstrate the BPA generation algorithm proposed in the article, we take IRIS data set as an example to introduce the application process of the constructed model in detail. First, we briefly introduce the basic structure of IRIS data set. IRIS data set is a very famous pattern recognition data set, which was established in the mid-1930s by R.A. Fisher, a distinguished statistician. At present, it is widely cited in UCI machine learning database. The IRIS data set contains three categories, namely Setosa, Versicolor, and Virginica, with a total of 150 samples and 50 samples in each category. The data set consists of four attribute variables, namely Sepal Length, Sepal Width, Petal Length, and Petal Width. As the data types in this data set are all numerical and the selection of attribute characteristics is representative, it is generally recognized as the most useful data set in the field of data mining and analysis. The following example will be conducted based on this data set.
According to the process shown in Figure 2 , we first divided the data set into training set and test set with a proportion of 80%. The following two aspects demonstrate how to generate the BPAs associated with the samples in the test set.
Construct the BPA generation model
In this example, we assume that s = 2, because m = 4, the data set can be divided into C 2 4 = 6 subsets by attributes. Next, the K-means clustering method is employed to cluster the obtained six data subsets. The selected number of clustering clusters is equal to the number of categories of the data set samples, that is, p = 3. The specific clustering results are manifested in Figure 3 . Therefore, the model construction of BPA generation from IRIS data set is completed. The next step shows how to generate the BPAs associated with the samples in the test set.
Generate BPAs of test samples based on the established model
In this part, we take the second test sample of IRISsetosa as an example to demonstrate how to generate the BPA associated with each attribute value of this sample. According to IRIS data set, the four attribute values of Sepal Length, Sepal Width, Petal Length, and Petal Width of sample 2 are 4.9, 3.0, 1.4, and 0.2, respectively. According to introduction in section ''Generate BPAs based on the constructed model,'' the division of four attribute values is determined and denoted as C 2 4 = 6 subset, respectively (4:9, 3:0), (1:4, 0:2), (4:9, 0:2), (4:9, 1:4), (3:0, 0:2), and (3:0, 1:4). The next step is to calculate the corresponding BPA for each subset using the model represented by each subplot in Figure 3 . In Figure 4 , we manifest the process of generating BPA of attribute sets (4:9, 3:0) and (1:4, 0:2). As shown in the figure, the basic probability will be assigned to the attribute value according to the label of the region in which it is located. For instance, point (4:9, 3:0) is located in the intersection area of IRIS-setosa and IRIS-versicolor, so the corresponding BPA is m Note that m j i (A) denotes the mass of belief of focal element A of jth attribute value of ith sample. Therefore, the BPA of the attribute value 4.9 in sample 2 is
According to the above process, the BPAs of other attribute values 3.0, 1.4, and 0.2 in sample 2 are
According to the above process, the BPAs of all samples in the test set can be calculated. The BPAs of the samples of IRIS-setosa, IRIS-versicolor, and IRIS-virginica are manifested in Tables 2-4, respectively. BPA: basic probability assignment.
An improved method for BPA generation based on K-NN algorithm
In ''Construct the model to generate BPA based on Kmeans method'' section, a BPA generation model is constructed based on K-means algorithm, and its use process is demonstrated by a numerical example. Inspired by K-NN algorithm, in this section, the BPA generation method in section ''Generate BPAs based on the constructed model'' will be improved from a novel perspective. For the sample to be tested, its K nearest ''neighbors'' will be obtained through distance measure, and the belief distribution of each focal element associated with the sample will be determined based on the information of ''neighbors.'' Then, the corresponding BPAs are generated. The method is described in detail below. The BPA generation method developed in this section can be considered as an extended version of the one in section ''Generate BPAs based on the constructed model,'' which is based on the BPA generation model built in ''Construct the model to generate BPA based on K-means method'' section. In the section ''Generate BPAs based on the constructed model,'' the BPAs of samples are directly determined by attribute values. However, in practical applications, for samples to be classified, there are many cases of overlapping of class domains. In this situation, the method in section ''Generate BPAs based on the constructed model'' is no longer applicable, while K-NN algorithm provides a admirable solution for such problems.
The K-NN-based BPA generation method
Based on the constructed model in Section ''Construct the model to generate BPA based on K-means method,'' let us denote the set of attributes to be tested x, where the number of elements in x is 1 to m. Let us denote the set of the K NNs of x be F. For any x i 2 F, i = 1, . . . K, its BPA can be calculated based on the method in Section ''Generate BPAs based on the constructed model'' and denoted as m i . The K BPAs of the NNs of x then can be combined by employing Dempster's rule. This is feasible because all BPAs have the same FOD C = fC 1 , . . . , C p g. In addition, the distance between the sample x to be identified and the neighbor x i must be taken into account. If x is far from x i , then x i is considered with a small influence (weight) on the determination of BPA. Therefore, the bigger distance, the smaller weight of the neighbor. The weight of m i associated with x i can be defined as follows
where function d( Á ) is a distance measure, g is a tuning parameter employed to adjust the influence of distance, and d i is the relative distance of the sample to the neighbor x i with respect to the minimum distance to the NNs. Note that in equation (13), if one or more neighbors coincide with the sample to be tested, that is, x = x i , then d(x, x i ) = 0, then this method fails. In this case, let v i = 1. After all the v values are obtained, the normalization operation needs to be carried out to obtain the final weights of neighbors
it satisfies that P K i = 1 w i = 1. To determine the final BPA of x, the BPAs of its K neighbors need to be combined by the rule of Dempster considering the weights. First, the weighted average BPA of x associated with K neighbors can be calculated as
Then the weighted average BPA m w x will be combined K À 1 times based on the idea of Murphy 62 as
where m x is the determined BPA of x. Repeat this step to obtain the BPAs of all attribute values associated with samples in the test set.
Numerical examples
To demonstrate the improved BPA generation method based on K-NN, several numerical examples are given as follows. These examples are also based on the IRIS data set. The specific information about the IRIS data set has been introduced in detail in ''Numerical example'' under ''The model to determine BPA based on Kmeans method'' section, which will not be repeated here. In this section, the parameter g 2 ½5, 20 in equation (12) is optimized using the training data and determined as g = 8.
In the first example, let s = 1 according to the BPA generation model in section ''Construct the model to generate BPA based on K-means method,'' which means that there is only one element in each set of attributes. Similarly, 80% of the samples are selected as the training set, and the rest as the test set. The BPA generation model can be constructed as manifested in Figure 5 . The attribute ''Petal Width'' is taken as an example to illustrate the generation method of BPA based on K-NN algorithm. For sample (5:5, 2:3, 4:0, 1:3) to be tested in the test set, attribute value 1.3 is taken as an example, and let K = 8 in this case. The eight NNs of the attribute value 1.3 are (12)- (14) as w 1 = 0, w 2 = 0, w 3 = 1=3, w 4 = 1=3, w 5 = 1=3, w 6 = 0, w 7 = 0, and w 8 = 0. The final BPA of attribute value 1.3 can be determined by equations (15) and (16) Based on this example, the conclusion can be drawn that K value is crucial, and it can be determined in specific environment by the training-test method or according to experience.
An application for classification based on multi-sensor information fusion
In this section, a K-means and K-NN based classifier (KKC) is constructed based on the proposed method to determined BPAs. The real data set in the UCI machine learning database (http://archive.ics.uci.edu/ ml/datasets/) is employed to test the performance of the classifier. And the test results are compared with other classical classifiers to highlight the effectiveness of KKC in this article. The experiment is conducted based on the method of 10-fold cross-validation. Next, the classifier, KKC will be constructed first and then the experiment will be described.
A classifier based on the proposed BPA generation method A classifier called KKC is constructed in this section based on the proposed BPA generation method. Let the number of attributes in sample S be e, then e BPAs of S can be determined on FOD C = fC 1 , . . . , C p g by the built BPA generation model, which are denoted as m 1 , m 2 , . . . , m e . The combined BPA of S can be calculated based on the fusion rule of Dempster and denoted by m = m 1 È m 2 È Á Á Á È m e . Then the probability distribution of the combined BPA m can be calculated by pignistic probability function in Definition 2. Finally, the classification of sample S can be determined as
where max means taking the maximum value. Finally, sample S is classified as L S with the constructed classifier KKC that can be applied widely for multi-sensor information fusion.
Experiment
The data sets employed in this experiment are all from UCI machine learning database, which will be briefly described below. Ionosphere data set, from the Johns Hopkins university Ionosphere database, was collected by a radar system in Goose Bay, Labrador. The system consists of 16 phased-array antennas with a total transmitting power of about 6.4 kW. The data set is categorized into two categories: ''good'' and ''bad.''''Good'' radar echoes are those that show some type of structure in the ionosphere and ''Bad'' is evidence that there is no structure. This data set contains 351 samples associated with 34 attributes. IRIS data set has been introduced in section ''The model to determine BPA based on Kmeans method.''Heart data set, a heart disease database, records the symptoms of 270 heart patients with 13 attributes that determine whether a person has heart disease. Wine data set records the results of chemical analysis of three different wines produced in the same region of Italy, by analyzing the content of 13 components in wine to classify different wines. Australian data set records relevant information of credit approval in Australia. The attribute names and attribute values in the data set have been replaced by meaningless symbols. This data set contains 14 attributes and records 690 samples. Hepatitis data set records 19 results for 155 patients for hepatitis classification. Connectionist Bench data set uses 60 attributes to study the classification of sonar signals. A total of 208 samples are recorded. According to the collected sonar signals, they can be divided into two categories: metal cylinder reflection and rock cylinder reflection. These data sets cover the fields of medical diagnosis, physics and science, which can more comprehensively verify the effectiveness of KKC in this article. The basic information is given in Table 5 .
To demonstrate the superiority of the classifier in this article, several classical classification algorithms are selected: Support Vector Machine (SVM), Decision Trees, Multi-layer Perceptron Classifier, Naive Bayes, SVM with Radial Basis Function (SVM-RBF), and RBF Network (RBFN). The above classification algorithms are only employed as the comparison methods, so the detailed introduction of them is ignored here.
In order to carry out comparative experiments, all data sets are divided into training set and test set in proportion. The BPA generation models are constructed based on training sets using the method developed in Section ''Construct the model to generate BPA based on K-means method.'' For each sample in different test sets, BPAs of all the attributes are calculated based on the method presented in sections ''Generate BPAs based on the constructed model'' and ''The K-NN-based BPA generation method.'' The classifier KKC is employed for BPAs of attributes associated samples from different test sets, then all the samples to be classified are assigned class labels. In this experiment, for classifier KKC, we set the parameters K = 8 and g = 8. If the predicted result is consistent with the real class of the sample, the classification is considered accurate. The ratio of the number of accurately classified samples to the total number of samples to be tested is defined as the classification accuracy of the classifier. In the experiment, the 10-fold cross-validation method is employed, which is a common method to test the accuracy of classification algorithm. In this method, original data set is divided into 10 parts, one part is selected as the test set and the other nine parts as the training set. Next, the test set is changed until each part of the 10 have been test set, that is, a total of 10 experiments are conducted. The classification accuracy of the classifier in each experiment is recorded, and the mean value of the results of 10 experiments is taken as the standard to evaluate the accuracy of the classifier. The classification accuracy of different classifiers based on different data sets is provided in Table 6 .
As can be observed from Table 6 , classifier KKC works as well as the state-of-the-art classifiers, and KKC has slight advantages over other classifiers. A large number of practical applications can be transformed into classification problems (e.g. decision making, medical diagnosis, fault diagnosis, etc.), so the The suffix R is short for Real, I is short for Integer, and C is short for Categorical. 
