In this paper, we propose a modification of the self-scaling quasi-Newton (DFP) method for unconstrained optimization using logistic mapping. We shoe that it produces a positive definite matrix. Numerical results demonstrate that the new algorithm is superior to standard DFP method with respect to the NOI and NOF.
1-Introduction
he quasi-Newton algorithms for minimizing a function ( ), ∈ , are iterative accelerated gradient methods which use past positions and functional values rather than an analytically or numerically calculated one to approximate the inverse of the Hessian matrix of the function. This is accomplished by selecting an initial approximation to the inverse Hessian, as well as an initial approximation to the minimum of ( ), and then finding at each step , the scalar parameter which minimizes ( − H ) where = ( ) = ∇ ( ).
It is known that the search direction of the quasi-Newton algorithms is = − H , (1.1) and the approximate matrix is updated by
where is the correction matrix. The Davidon Fletcher Powell (DFP) algorithm was the first quasi-Newton algorithm created (Shanno and Kettler, 1970) . In this technique, substituting − where = -and = − for and giving
The following theorem will be used later.
Theorem (1.1). (Edwin and Stanislaw, 2001).
Let a function ∈ , ∈ , = 0, and is an × real symmetric positive definite matrix. If we set = − H , where = arg min ( − ), then > 0, and
2-A new self-scaling quasi-Newton (DFP) formula
For a control parameter, , the logistic mapping (Lu et al., 2006 ) is defined by
Let us consider the quasi-Newton condition Step (1):-Set = 0; select , and a real symmetric positive definite H (H = I).
Step ( 
, where , ∈ (0,1)
Step (5):-Set = + 1 ; go to step 2.
Theorem (2.1).
If the new self-scaling quasi-Newton (DFP) formula (2.3) applied to the quadratic function with Hessian = , then ∆ = (1 − )∆ for 0 ≤ ≤ where = ∆ = -and
=0. Proof. We prove this theorem by using induction criteria. For = 0, we have
implies that = (1 − ) . It remains to consider the case < . Using the hypothesis, we have
Hence,
The proof is completed ISSN: 2410-7549
Theorem (2.2).
Suppose that ≠ 0. In the new self-scaling quasi-Newton (DFP) formula (2.3), if is positive definite, then so is . Proof. Multiply both sides of (2.3) by from left and by from right, we get
We can define Hence
We know that (1 − ) is positive and we have = ( − ) = − because = = 0 by (In the conjugate direction algorithm, = 0 for all , 0 ≤ ≤ − 1, and 0 ≤ ≤ (Edwin and Stanislaw, 2001)).
The above yields
The fractional terms on the right-hand side of (2.4) are nonnegative, the first term is nonnegative because of the Cauchy-Schwarz inequality, and the second term is nonnegative because H , > 0 by Theorem (1.1) and
(1 − ) > 0. Therefore, to show that H > 0 for ≠ 0, we only need to demonstrate that these terms do not vanish simultaneously. The first term vanishes only if and are proportional, that is if = for a scalar ).
To complete the proof it is enough to show that if = , then
First observe that
). Hence, = Using the above expression for and = − , we obtain
Thus, for all ≠ 0
Then the proof is completed.
3-Numerical Results
This section is devoted to test the implementation of the new method. We compare standard formula of DFP and new formula of self-scaling Q-N (DFF), the comparative tests involve wellknown nonlinear problems (standard test function) with different dimensions 4 ≤ ≤ 100, all programs are written in FORTRAN95 language and for all cases the stopping condition is ‖ ‖ ≤ 10 . Efficiency of the new DFP algorithm has been tested by means of 10 standard problems. Experimental results in Table ( 1) represent the number of function evaluations NOF and the number of iterations NOI. Table ( 2) shows the percentage of improving the new algorithm and confirms that the new method is superior to standard method with respect to the NOI and NOF. 
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4-Conclusion
A new formula for updating quasi-Newton matrices based on DFP and which uses logistic mapping is presented. It is shown that the new algorithm produces positive definite matrices. Numerical experiments indicate that our algorithm is better than the original DFP with respect to the NOI and NOF. 
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