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THE CYCLIC GROUP AND
THE TRANSPOSE OF AN R-CYCLIC MATRIX
OCTAVIO ARIZMENDI(†) AND JAMES A. MINGO(∗)
Dedicated to Dan-Virgil Voiculescu on his 70 th birthday.
Abstract. We show that using the cyclic group the transpose of
an R-cyclic matrix can be decomposed along diagonal parts into
a sum of parts which are freely independent over diagonal scalar
matrices. Moreover, if the R-cyclic matrix is self-adjoint then the
off-diagonal parts are R-diagonal.
1. Introduction
After self-adjoint operators there are only a few classes of operators
with a good spectral theory; one of them is the class of R-diagonal
operators introduced by Nica and Speicher. Indeed, Haagerup and
Schultz [9] showed that for R-diagonal operators in a von Neumann
algebra which is a factor of type II, one has an abundance of invariant
subspaces. The standard examples of R-diagonal operators include
Haar unitaries and circular operators. More generally one can consider
the product ua where u is a Haar unitary in a ∗-probability space,
∗-free from a, see [13, Cor. 15.9]. R-cyclic operators were introduced
by Nica, Shlyakhtenko, and Speicher in [15] as a generalization of R-
diagonal operators. A simple way to see this is to consider the following
example from Nica-Speicher [13, Thm. 14.18].
Suppose (A, ϕ) is a non-commutative ∗-probability space containing
a set {Eij}di,j=1 of matrix units in A. Letting B = E11AE11, we may
writeA = Md(B) and anyX ∈ A asX = (xij)di,j=1 with xij = E1iXEj1.
IfX is self-adjoint and free from {Eij}di,j=1, then the off-diagonal entries
xij (i 6= j) are R-diagonal. Let us recall the definition of R-diagonal
and R-cyclic operators from [13, Lects. 15 and 20].
(†)Research supported by Conacyt Grant A1-S-9764 and Simons CRM Scholar-
in-Residence, March 2019.
(∗)Research supported by a Discovery Grant from the Natural Sciences and Engi-
neering Research Council of Canada and Simons CRM Scholar-in-Residence, March
2019.
1
2 ARIZMENDI AND MINGO
Definition 1. If (A, ϕ) is a ∗-probability space and a ∈ A, we shall
write a(1) for a and a(−1) for a∗. Then a is R-diagonal if the free
cumulant κn
(
a(ǫ1), a(ǫ2), . . . , a(ǫn)
)
= 0 unless: n is even and ǫi = −ǫi+1
for 1 ≤ i ≤ n− 1.
Definition 2. Let (A, ϕ) be a non-commutative probability space. A
matrix A = (aij)ij ∈ Md(A) is R-cyclic if for all n and all i1, . . . in, j1,
. . . , jn ∈ [d] the free cumulant κn(ai1j1, . . . , ainjn) = 0 unless j1 =
i2, . . . , jn = i1.
Example 3. Suppose (A, τ) is a ∗-probability space and x ∈ A. Let
X = ( 0 xx∗ 0 ). Then x is R-diagonal if and only if X is R-cyclic inM2(A)
relative to ϕ = tr ⊗ τ on M2(C) ⊗ A = M2(A). In [14, Thm. 1.2] it
was shown that the R-diagonality of x was equivalent to the freeness
of X from M2(C) over the subalgebra of 2×2 diagonal scalar matrices.
Example 4. In [13, Ex. 20.4 ] it is shown that if X ∈ A is free from
a set of matrix units in A, then X is R-cyclic relative to this set of
matrix units. But this is not the most general situation. In [15, Thm.
8.2] it is shown that if (Md(A), ϕ) is a non-commutative probability
space and A ∈ Md(A) is R-cyclic then A is free from Md(C) over Dd,
where Dd ⊆ Md(C) is the subalgebra of diagonal matrices. We shall
work with this formulation.
Remark 5. The significance of R-diagonal and R-cyclic matrices is that
orthogonally invariant (and hence unitarily) random matrix models
produce R-cyclicity and R-diagonality. In [6, Thm. 6.2] it was shown
that orthogonally invariant and constant matrices are asymptotically
free provided the constant matrices converge in distribution (another
proof was given in [10, Thm. 36]). Suppose XN is an orthogonally
invariant ensemble with a limit distribution. Write N = d × p and
MN(C) = Md(C) ⊗Mp(C). Let Eij = eij ⊗ 1p ∈ Md(C) ⊗Mp(C) be
the standard matrix units. Then {Eij}ij converges to a set of matrix
units as p → ∞. Indeed the mixed moments are stationary. Then
XN and {Eij}ij are asymptotically free and thus we may realize the
limit distribution of XN as an element x in a non-commutative prob-
ability space (A, ϕ) where there is a system of matrix units {Eij}ij
which are free from x. By our earlier discussion such an x is R-cyclic
relative to {Eij}ij . The orthogonal invariance assumption is not a nec-
essary condition, for example constant matrices and Wigner matrices
are asymptotically free. A proof for real Wigner matrices is given in
[12, Thm. 4.20]. Thus R-cyclic operators occur very naturally.
Remark 6. Our main tools will be the two representations of the cyclic
group of order d in d×d matrices. The generators for these actions will
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be the diagonal matrix D with dth roots of unity on the diagonal and
S the matrix that cyclically permutes the standard basis elements. See
Notation 13 for the notation. These two representations are intertwined
by the Fourier transform matrix. This marks yet another case where
the action of a symmetry group produces freeness but the first time
the group is the cyclic group. The crucial point for us is that we can
write the transpose in terms of these dual actions, see Lemma 17, and
S and D are free from our matrix X over the diagonal scalar matrices.
Another place where a group invariance plays a role is in traffic
freeness. In this case the group is the symmetric group. A recent paper
of Au, Ce´bron, Dahlqvist, Gabriel, and Male [2] shows the connection
to freeness over the diagonal.
Remark 7. The role of the transpose in free probability arose in the
work of Aubrun [3] when he showed that in a certain regime the partial
transpose of Wishart matrix converged to a semi-circle law. To review
this, let G1, . . . , Gd1 be independent d2 × p complex Gaussian random
matrices. By this we mean Gi = (g
(i)
j,k)j,k with {g(i)j,k}i,j,k independent
complex Gaussian N (0, 1) random variables. We let
(1) W =
1
d1d2

 G1...
Gd1

( G∗1 · · · G∗d1 ) = 1d1d2 (GiG∗j )ij
andW Γ=
1
d1d2
(GjG
∗
i )ij be the partial transpose ofW . Aubrun showed
that when d1, d2 and p −→ ∞ such that p
d1d2
→ c, W Γconverges to
a semi-circular operator with free cumulants κ1 = κ2 = c. If we fix d1
and have d2, p → ∞ we are in the regime of Banica and Nechita [5].
They showed that d1W
Γconverges in distribution to the free difference
of two Marchenko-Pastur laws.
Recall that for each 0 < c < ∞ there is a probability distribution
called the Marchenko-Pastur law with parameter c, denoted mpc. We
let a = (1−√c)2 and b = (1 +√c)2; mpc has density
√
(b− t)(t− a)
2πt
on the interval [a, b] for c ≥ 1 and for 0 < c < 1 has in addition an
atom of mass 1 − c at 0, see [12, Def. 2.11]. Note that in Eq. (1) we
have used a different normalization than Aubrun and Banica-Nechita,
in order to simplify the notation.
So let us suppose that d1 is fixed. ThenW converges to w an operator
with distribution mpc. In [10, Thm. 3.7] the mixed moments of w and
wt were given. If we adopt the convention here that w(1) = w and
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w(−1) = wt then
ϕ(w(ǫ1) · · ·w(ǫn)) =
∑
π∈NC(n)
c#(π)d
fǫ(π)
1
where fǫ(π) = #(ǫγδγ
−1ǫ∨ πδπ−1) +#(π)− (n+ 1) ≤ 0 is an integer.
See [10, §3] for an explanation of the notation. The point we need
here is that W and W Γhave a joint limit distribution and ϕ(wwt) =
cd−11 + c
2 6= c2 = ϕ(w)ϕ(wt). In particular w and wt are not free.
Since W is asymptotically free from the matrix units {Eij}d1ij=1 we
have that we may realize w as a matrix (wij)
d1
ij=1 with entries in a non-
commutative probability space and w is free from the matrix units.
Thus w is R-cyclic.
Banica and Nechita showed that when d1 is fixed, d1W
Γconverged
in distribution to an operator x1−x2 in a non-commutative probability
space where x1 and x2 are free and which have distribution mpc1 and
mpc2 respectively with c1 = cd1
d1+1
2
and c2 = cd1
d1−1
2
.
Note that if x = x1 − x2 with xi ∈ mpci then the free cumulants
{κn}n of xi are κn = ci for all n. Thus the free cumulants of x are
given by
κn = c1 + (−1)nc2 = cd1
(
d1 + 1
2
+ (−1)nd1 − 1
2
)
=
{
cd1d1 n even
cd1 n odd
One of the motivations for the present work is to present an intrinsic
description of this distribution in terms of the matrixW Γitself. Indeed
we shall show that the diagonal decomposition of d1W
Γconverges to a
free family of d1/2+1 self-adjoint operators (assuming d1 is even) such
that all even cumulants are cd1 and all odd cumulants are 0 except for
the first operator which has all cumulants equal to cd1.
Let us illustrate this when d1 = 2. We write the limit distribution
of W as w = 1
d1
(
w11 w12
w21 w22
)
. We have that w is mpc and free from
M2(C). Then the limit distribution of W
Γis wt = 1
d1
(
w11 w21
w12 w22
)
. We
write d1w
t = X0 +X1 with
X0 =
(
w11 0
0 w22
)
and X1 =
(
0 w21
w12 0
)
.
In [10, Thm. 6.14] it was shown that X0 and X1 are free. X0 is mpd1c
and X1 is an even operator with even cumulants d1c. In this paper we
extend this to the general case d1 ≥ 1. A precise statement is given in
Section 4, Theorem 31. Note that we reach the stronger conclusion of
freeness over the scalars because the entries of our matrix have the same
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distribution–depending on whether they are diagonal or off diagonal.
In the absence of this property we only get freeness over diagonal scalar
matrices.
2. Preliminaries and Notations
2.1. Operator valued probability spaces. For a non commutative
probability space (A, τ), let us consider the non commutative prob-
ability space (Md(A), ϕ) where ϕ = tr ⊗ τ . That is A ∈ Md(A),
ϕ(A) = 1
d
(τ(A11) + · · ·+ τ(Add)).
Let us denote by D = D(C) ⊆ D(A) ⊆ Md(A), the subalgebras of
scalar diagonal matrices and diagonal matrices with entries in A. We
shall denote by ϕ˜ : Md(A) → D and E : Md(A) → D(A), the unique
conditional expectations to D and, respectively, to D(A) which are
consistent with ϕ. For X = (xij)i,j ∈ Md(A) these are given explicitly
by
E(X) =


x11 0 · · · 0
0 x22 · · · 0
...
...
...
0 0 · · · xdd

 , ϕ˜(X) =


τ(x11) 0 · · · 0
0 τ(x22) · · · 0
...
...
...
0 0 · · · τ(xdd).

 .
Let us recall the notion of operator-valued probability space and
freenees with amalgamation (for a detailed exposition see [17]).
Definition 8. A B-valued probability space is a triplet (A,B,E), con-
sisting of a unital algebra A, a unital subalgebra B ⊂ A and a condi-
tional expectation E : A → B , i.e. a unit-preserving linear map such
that E(b1ab2) = b1E(a)b2 for any a ∈ A and b1, b2 ∈ B.
Definition 9. Given a B valued probability space (A,B,E)), a family
of subalgebras (Ai)i with B ⊂ Ai ⊂ A for each i is said to be free with
amalgamation over B, if E(x1 · · ·xp) = 0, whenever xj ∈ Ai(j) , E(xj) =
0, for all j, and i(j) 6= i(j + 1), j = 1, . . . , p− 1. A family {s1, . . . , sr}
of B-valued random variables in A are free with amalgamation over
B, if the family of subalgebras alg〈si,B〉, i = 1, . . . , r, are free with
amalgamation over B.
2.2. Operator-valued free cumulants. Let us denote by NC(n) the
set of non-crossing partitions of of [n] ([13, chapter 9], and by NC =
∪∞n=1NC(n).
For n ∈ N, a C-multi-linear map f : An → B is called B-balanced if it
satisfies the B-bilinearity conditions, that for all b, b′ ∈ B, a1, . . . , an ∈
A, and for all r = 1, . . . , n− 1,
f (ba1, . . . , anb
′) = bf (a1, . . . , an) b
′
6 ARIZMENDI AND MINGO
f (a1, . . . , arb, ar+1, . . . , an) = f (a1, . . . , ar, bar+1 . . . , an)
A collection of B-balanced maps (fπ)π∈NC is said to be multiplicative
with respect to the lattice of non-crossing partitions if, for every π ∈
NC, fπ is computed using the block structure of π in the following way:
1. If π = 1ˆn ∈ NC (n), we just write fn := fπ.
2. If 1ˆn 6= π = {V1, . . . , Vk} ∈ NC (n) , then by a known character-
ization of NC, there exists a block Vr = {s+ 1, . . . , s+ l} containing
consecutive elements. For any such a block we must have
fπ (a1, . . . , an) = fπ\Vr (a1, . . . , asfl (as+1, . . . , as+l) , as+l+1, . . . , an) ,
where π\Vr ∈ NC (n− l) is the partition obtained from removing the
block Vr.
The operator-valued of B free cumulants (κBπ)π∈NC are defined as
the unique multiplicative family of B-balanced maps satisfying the
(operator-valued) moment-cumulant formulas
E (a1 . . . an) =
∑
π∈NC(n)
κBπ (a1, . . . , an)
By the free cumulants of a tuple (a1, . . . , ak) ∈ Ak, we mean the
collection of all cumulant maps
κB;a1,...,aki1,...,in : Bn−1 → B,
(b1, . . . , bn−1) 7→ κBn
(
ai1 , b1ai2 , . . . , bin−1ain
)
for n ∈ N, 1 ≤ i1, . . . , in ≤ k.
Given subalgebras (Ai)i such that B ⊆ Ai ⊆ A for each i and el-
ements a1, . . . , an such that aj ∈ Aij , a free cumulant map κB;a1,...,aki1,...,in
is mixed if there exists r < s such that ir 6= is. The main feature of
the operator-valued cumulants is that they characterize freeness with
amalgamation.
Proposition 10 ([17]). The random variables a1, . . . , an are B-free if
and only if all their mixed cumulants vanish.
Let us finally state the formula for products as arguments, which
will be used in the proof of our main results.
Proposition 11. [18] Suppose n1, . . . , nr are positive integers and n =
n1 + · · ·+ nr. Given a B-valued probability space (A,B,E) and a1, . . . ,
an1, an1+1, . . . , an1+n2 , . . . , an1+···+nr ∈ A, let A1 = a1 · · · an1, A2 =
an1+1 · · · an1+n2, . . . , Ar = an1+···+nr−1+1 · · · an1+···+nr . Then
(2) κr(A1, A2 . . . , Ar−1, Ar) =
∑
π∈NC(n)
π∨σ=1n
κπ(a1, . . . , an),
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where σ = {{1, 2, . . . , n1} · · · {n1 + n2 + · · · + nr−1 + 1, . . . , n1 + n2 +
· · ·+ nr}}.
3. Diagonal decompositions of R-cyclic matrices
3.1. Diagonal Decompositions.
Notation 12. Let A ∈ Md(A) be a matrix. We shall write A =
A0 + A1 + · · ·+ Ad−1 where the Ai’s are shown in Figure 1.
A0 =


a11 0 · · · 0
0 a22 · · · 0
...
...
...
0 0 · · · add

A1 =


0 a12 0 · · · 0
0 0 a23 · · · 0
...
...
...
0 0 0 ad−1,d
ad1 0 0 0


Ak =


0 · · · a1,k+1 0 · · · 0
0 · · · 0 a2,k+2 · · · 0
...
...
...
. . .
...
0 ad−k,d
ad−k+1,1 · · · 0
. . . · · · ...
0 0 ad,k · · · 0


Figure 1. The first two terms in the diagonal decom-
position of A (top row), and the kth term (second row).
We call this the diagonal decomposition of A. We interpret all sub-
scripts modulo d, i.e. Ak = Al if k ≡ l (mod d). The same assumption
applies to the indices of our matrices, namely aij = akl whenever i ≡ k
(mod d) and j ≡ l (mod d). Since d will remain fixed throughout this
paper we shall write i ≡ j to mean i ≡ j (mod d).
Notation 13. . Let S be the matrix that cyclically permutes (back-
wards) the standard basis of Cd,
S =


0 1 0 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
0 0 · · · 0 1
1 0 · · · 0 0

 ,
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and for ω = exp(2πi/d), let
D =


1 0 0 · · · 0
0 ω 0 · · · 0
0 0 ω2 · · · 0
...
...
...
...
...
0 0 0 0 ωd−1

 .
Notice that the conditional E the expectation onto the diagonal ma-
trices with entries from A may be written as
E(X) = d−1(X +DXD−1 + · · ·+Dd−1XD−(d−1)),(3)
and we have the commutation relations
SkDl = ωklDlSk and DlSk = ω−klSkDl.
Lemma 14. Let X = (xij) be a d × d matrix. Then (XS)ij = xi,j−1,
(SX)ij = xi+1,j, (XS
−1)ij = xi,j+1, and (S
−1X)ij = xi−1,j. E(XS
k) =
E(S−kX t).
Proof. The first four equalities follow from the fact that Sij = 1 when
j ≡ i+ 1 and 0 otherwise. The last equality follows from the fact that
for any matrix X we have E(X t) = E(X) and S−1 = St. 
Let X = X0 +X1 + · · ·+Xd−1 be the diagonal decomposition of X .
In matrix notation (Xk)ij = xij if j ≡ i + k and 0 otherwise. Recall
that here i ≡ j means equivalent modulo d, the size of the matrices.
Lemma 15. Xk = E(XS
−k)Sk = SkE(S−kX).
Proof.
(E(XS−k)Sk)ij =
{
E(XS−k))ii j ≡ i+ k
0 j 6≡ i+ k
=
{
xi,i+k j ≡ i+ k
0 j 6≡ i+ k
= (Xk)ij,
and
(SkE(S−kX))ij =
{
E(S−kX))jj j ≡ i+ k
0 j 6≡ i+ k
=
{
xj−k,j i ≡ j − k
0 j 6≡ i+ k
= (Xk)ij .
CYCLIC GROUP AND THE TRANSPOSE OF AN R-CYCLIC MATRIX 9

Notation 16. Let X ∈ Md(A) and Y0, . . . , Yd−1 be the diagonal de-
composition of X t. Then by Lemmas 14 and 15, Yk = E(X
tS−k)Sk =
E(SkX)Sk.
Lemma 17. Let X ∈Md(A).
i) If X0, . . . , Xd−1 be the diagonal decomposition of X, then
Xk =
1
d
d∑
i=1
ωikDiXD−i.
ii) If Y0, . . . , Yd−1 be the diagonal decomposition of X
t, then
Yk = S
k
[
1
d
d∑
i=1
ω−ikDiXD−i
]
Sk.
Proof. For (i) we use Eq. (3) and Lemma 15
Xk = S
kE(S−kX) = Sk
1
d
d∑
i=1
D
i(S−kX)D−i =
1
d
d∑
i=1
ωikDiXD−i
Similarly for (ii),
Yk = E(S
kX)Sk =
1
d
d∑
i=1
D
i(SkX)D−iSk
=
1
d
d∑
i=1
ω−ikSkDiXD−iSk = Sk
[
1
d
d∑
i=1
ω−ikDiXD−i
]
Sk.

3.2. Freeness over Md(C). From now on we will assume that X ∈
Md(A), is free from Md(C) over D. The free cumulants κ˜n : Md(A)→
D refer to operator valued free cumulants over the algebra D, i.e. free
cumulants with respect to ϕ˜.
The following simple observation will be the beginning of our anal-
ysis.
Lemma 18. If X ∈ Md(A), is free from Md(C) over D. Then S is
free from the family {Xi}di=1 over D.
Proof. By Lemma 17, for all i, Xi is in the algebra generated by X and
D and thus since and X is free from Md(C) over D, then the {Xi}di=1
is also free from S ∈Md(C) over D. 
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Lemma 19. Let M0,M1,M2, . . . ,Md−1 be the diagonal decomposition
of M ∈Md(A).
Then for i1, . . . , ir ∈ {0, 1, . . . , d− 1} and diagonal matrices D1, . . . ,
Dr, then
κ˜r(Mi1D1, . . . ,MirDr) = 0,
whenever i1 + · · ·+ ir 6≡ 0.
Proof. This follows from cumulant moment formula. Indeed, let µ be
the Mo¨bius function for NC(r) (see [13, Lect. 9]) then
κ˜r(Mi1D1, . . . ,MirDr) =
∑
π∈NC(r)
µ(0n, π)(ϕ˜)π(Mi1D1,Mi2D2, · · · ,MirDr).
Suppose i1 + i2 + · · · + ir 6≡ 0. Then for each partition π there is at
least one block V = {b1, . . . , bs} such that ib1 + ib2 + · · ·+ ibs 6≡ 0 and
thus ϕ˜(Mib1Db1 · · ·MibsDbs) = 0. 
Corollary 20. Let X ∈Md(A) and let
X˜i = Xd−i =
1
d
d∑
l=1
ω−ilDlXD−l.
Then for i1, . . . , ir ∈ [n] we have for D1, . . . , Dr ∈ D
κ˜r(X˜i1D1, . . . , X˜irDr) = 0
whenever i1 + · · ·+ ir 6≡ 0 (mod n).
Proof. Indeed if i1+ · · ·+ ir 6≡ 0 then d− i1+ · · ·+d− ir 6≡ 0 and hence
κ˜r(X˜i1D1, . . . , X˜irDr) = 0 = κ˜r(Xd−i1D1, . . . , Xd−irDr) = 0 by Lemma
19. 
Lemma 21. Let S be as above. Then for all D1, . . . . , D2r ∈ D.
i) κ˜r(S
i1D1, S
i2D2, · · · , SirDr) = 0 unless i1 + i2 + · · ·+ ir ≡ 0
ii) κ˜2r(S
i1D1, S
−i1D2, · · · , SirD2r−1, S−irD2r) = 0, and
κ˜2r(S
−irD2r, S
i1D1, S
−i1D2, · · · , SirD2r−1) = 0 unless i1 ≡ i2 ≡ · · · ≡
ir.
Proof. (i) Follows from Lemma 19, since Si = Ji in the diagonal de-
composition of the matrix J = (1)dij, i.e. all entries equal to 1.
(ii) We use induction on r. First we prove that κ˜4(S
kD1, S
−kD2,
SlD3, S
−lD4) = 0 and κ˜4(S
−lD4, S
kD1, S
−kD2, S
lD3, ) = 0 unless l ≡ k
(mod d). This will be the base of our induction.
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Indeed suppose k 6≡ l and k 6≡ 0 (mod d), by hypothesis there ex-
ists D ∈ D such D = SkD1S−kD2, by the formula for products as
arguments (2) we have
0 = κ˜3(D,S
lD3, S
−lD4) =
∑
π∈NC(4)
π∨σ=14
κ˜π(S
kD1, S
−kD2, S
lD3, S
−lD4),
where σ = {{1, 2}{3}{4}}. Thus,
0 = κ˜4(S
kD1, S
−kD2, S
lD3, S
−lD4)
+ κ˜2(S
kD1κ˜2(S
−kD1, S
lD3), S
−lD4)
+ κ˜3(S
kD1, κ˜1(S
−kD2)S
lD3, S
−lD4)
+ κ˜1(S
kD1)κ˜3(S
−kD2, S
lD3, S
−lD4).
By (i), all of the terms in the second and third line equal 0, and thus
κ˜4(S
kD1, S
−kD2, S
lD3, S
−lD4) = 0.
Similarly,
0 = κ˜3(S
−lD4, D, S
lD3) =
∑
π∈NC(4)
π∨ρ=14
κ˜π(S
−lD4, S
kD1, S
−kD2, S
lD3)
where ρ = {{1}, {2, 3}{4}}. Thus,
0 = κ˜4(S
−lD4, S
kD1, S
−kD2, S
lD3)
+ κ˜2(S
−lD4, S
kD1κ˜2(S
−kD1, S
lD3))
+ κ˜3(S
kD1, κ˜1(S
−lD4, S
−kD2)S
lD3)
+˜˜κ3(S
−lD4κ1(S
kD1), S
−kD2, S
lD3).
Again, by (i), all of the terms in the second and third line equal 0,
and thus κ˜4(S
−lD4, S
kD1, S
−kD2, S
lD3) = 0, which finishes the base of
induction.
Now, we assume that (ii) is true for all 1 ≤ t ≤ r and prove that it
also holds for r + 1. That is, we will prove that
κ˜2r+2(S
kD1, S
−kD2, S
i1D3, S
−i1D4, · · · , SirD2r, S−irD2r+2) = 0,
unless k ≡ i1 ≡ i2 ≡ · · · ≡ ir.
Again we write D = SkD1S
−kD2, and use the formula for products
as arguments (2), yielding
0 = κ˜2r+1(D,S
i1D3, S
−i1D4, · · · , SirD2r+1, S−irD2r+2)
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=
∑
π∈NC(2r+2)
π∨σ=12r+2
κ˜π(S
kD1, S
−kD2, S
i1D3, S
−i1D4, · · · , SirD2r+1, S−irD2r+2)
where σ = {{1, 2}, {3}, {4}, . . . , {2r+2}}. If we consider the partitions
π ∈ NC(2r+2) such that π∨σ = 12r+2 we have, apart from 12r+2, the
collection π2, . . . , π2r+2 where πi = {{1, i+1, . . . , 2r+2}, {2, 3, . . . , i}}.
This is because π ∨ σ = 12r+2 implies that π has at most two blocks:
one containing the element 1 and one containing the element 2.
If i = 2j, then
κ˜π2j(S
kD1, S
−kD2, . . . , S
irD2r−1, S
−irD2r)
= κ˜2r−2j+1(S
kD1∆j , S
−ijD2j+1, · · · , SirD2r+1, S−irD2r+2),
where ∆2j−1 = κ˜2j−1(S
−kD2, S
i1D3, S
−i1D4, · · · , SijD2j) ∈ D. Since
k 6= 0, then by (i), ∆2j−1 = 0.
Second, if j is odd, say j = 2j + 1 then
κ˜π2j+1(S
kD1, S
−kD2, . . . , S
irD2r−1, S
−irD2r)
= κ˜2r−2j(S
kD1∆j , S
−ijD2j+2, · · · , SirD2r+1, S−irD2r+2),
where ∆2j = κ˜2j(S
−kD2, S
i1D3, S
−i1D4, · · · , SijD2j+1) ∈ D.
If it not the case that k ≡ i1 ≡ i2 ≡ · · · ≡ ir, then the same condition
will hold for at least one block of πj . Hence κ˜πi(S
kD1, S
−kD2, . . . ,
SirD2r−1, S
−irD2r) = 0. This proves that the cumulant κ˜2r+2(S
kD1,
S−kD2, S
i1D3, S
−i1D4, · · · , SirD2r, S−irD2r+2) = 0, as desired. 
Definition 22. Let y1, y−1 ∈ (A, ϕ) a non-commutative probability
space. If for all n and all ǫ1, ǫ2, . . . , ǫn ∈ {−1, 1} we have κ˜n(yǫ1, yǫ2,
. . . , yǫn) = 0 unless n is even and ǫi = −ǫi+1 for i = 1, . . . , n − 1, we
say that {y1, y−1} are a R-diagonal pair, following [16, Thm. 3.1] (see
also [4]).
Remark 23. If (A, ϕ) is a ∗-probability space, then y is R-diagonal if
and only if {y, y∗} is an R-diagonal pair.
Theorem 24. Suppose X is free from Md(C) over D. Let Y0, Y1, . . . ,
Yd−1 be the diagonal decomposition of X
t.
For d even, Y0, {Y1, Yd−1}, {Y2, Yd−2}, . . . , {Yd/2−1, Yd/2+1}, Yd/2 is a
free family over D and {Yi, Yd−i} is a R-diagonal pair for i = 1, . . . ,
d/2− 1.
For d odd, Y0, {Y1, Yd−1}, {Y2, Yd−2}, . . . , {Y(d−1)/2, Y(d+1)/2}, is a free
family over D and {Yi, Yd−i} is a R-diagonal pair for i = 1, . . . , (d −
1)/2.
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Proof. We write Yi = S
iX˜iS
i for i = 0, . . . , d− 1 with X˜i as in Lemma
17. Let r > 1 and i1, . . . , ir ∈ {0, 1, . . . , d−1} be given. We must show
that
κ˜r(Yi1D1, . . . , YirDr) = 0
unless either i1 = · · · = ir = 0, or r is even and il + il+1 = d for
l = 1, . . . , r − 1.
Suppose that for some l1, . . . , lk we have il1 = · · · = ilk = 0 and for all
other j’s we have ij 6= 0. Let sj = |{m | 1 ≤ m < j and im = 0}| and
s = |{m | 1 ≤ m ≤ r and im = 0}|. Let σ = {V1, . . . , Vr} be the interval
partition with r blocks constructed as follows. Vj = {3j−2sj−2} if ij =
0 and Vj = {3j−2sj−2, 3j−2sj−1, 3j−2sj} if ij ≥ 1. In other words,
for each k such that ilk = 0, σ has a block of size 1 and for each k such
that ilk 6= 0, σ has a block of size 3. For example, if (i1, i2, i3, i4, i5) =
(0, 2, 0, 1, 2) we have σ = {(1), (2, 3, 4), (5), (6, 7, 8), (9, 10, 11)}.
For 1 ≤ m ≤ 3r − 2s, let us define Zm as follows. If m ∈ Vj
and ij = 0 then Zm = X0Dj . If m ∈ Vj and ij ≥ 1 then Zm =
X˜ij if m = 3j − 2sj − 1 , Zm = Sij if m = 3j − 2sj − 2 and
Zm = S
ijDj if m = 3j − 2sj. In the example above Z1, . . . , Z11
are X0D1, S
2, X2, S
2D2, X0D3, S
1, X1, S
1D4, S
2, X2, S
2D5 respectively.
Then, by the formula for products as arguments (2), we have
κ˜r(Yi1D1, . . . , YirDr) =
∑
π∈NC(3r−2s)
π∨σ=13r−2s
κ˜π(Z1, . . . , Z3r−2s)
The proof will consist in analyzing the non-vanishing terms in the
formula above. Observe that by Lemma 18, S and the Xi’s are free.
Thus for κ˜π(Z1, . . . , Z3r−2s) 6= 0 we must have the blocks of either π
to consist of X-blocks (only connecting X ’s and XD’s) and S-blocks
(only connecting S’s and SD’s).
We shall break the proof into two cases. Case 1 is when for some
l ∈ [r] we have il = 0, i.e. s > 0. Case 2 is when il > 0 for all l ∈ [r],
i.e. s = 0.
Case 1. Mixed cumulant with at least one Y0 as an entry, i.e. s > 0.
Let W be an X-block and let b ∈ W be such that Zb = X0D. If W
is a singleton then the condition π ∨ σ = 13r−2s will not be satisfied.
So W must have another element.
Without loss of generality, there is at least one element to the right
of b ( the following argument also applies if there is an element to the
left). Now, let b′ ∈ W be the next element to the right of W ; it must
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be a Xi, by freeness. Thus we may label the elements between b and
b′ as below. By Lemma 21 (i) we have 2it1 + · · · + 2itk−1 + itk ≡ 0
(mod d).
· · · | X0Dt1−1 | Sit1 , X˜it1 , Sit1Dt1 | · · · | Sitk︸ ︷︷ ︸, X˜itk , SitkDtk | · · ·
b b′
By Corollary 20 we must have it1 + · · · + itk−1 ≡ 0 (mod d). Hence
itk ≡ 0 (mod d). Moreover, the blocks of σ between b and b′ will not
be joined by π to the other blocks of σ and required by the condition
π ∨ σ = 13r−2s. Thus there cannot be any blocks of σ between b and
b′, and so b′ = b+ 1.
Finally, if b and b′ are the only elements of W , then again the con-
dition π ∨ σ = 13r−2s will not be satisfied. Proceeding in the same way
we may deduce that there is only one X-block, with entries of the form
X0D. Hence i1 = i2 = · · · = ir = 0.
Case 2. Mixed cumulant with no Y0 as an entry.
In this case, where il ≥ 1 for 1 ≤ l ≤ r. Let σ ∈ NC(3r) be the
partition {(1, 2, 3), (4, 5, 6), . . . , (3r − 2, 3r − 1, 3r)}. Then
κ˜r(Yi1D1, . . . , YirDr) =
∑
π∈NC(3r)
π∨σ=13r
κ˜π(S
i1, X˜i1 , S
i1D1, . . . , S
ir , X˜ir , S
irDr)
Suppose π ∈ NC(3r) and κ˜π(Si1, X˜i1 , Si1D1, . . . , Sir , X˜ir , SirDr) 6= 0.
Again, since S if free over D from the Xi’s, the blocks of π must either
be S-blocks, or X-blocks.
We now consider the case of S-blocks. Let b = 3s1 and consider W ,
the S-block of π and such b ∈ W . Since is1 6≡ 0, b must be connected
to some other element. Let b′ ∈ W be the next point to the right ( if
b is the last element in W , then b′ is the smallest element of W and
a similar argument applies). Then there are s1 < · · · < sk such that
either b′ = 3sk − 2 or b′ = 3sk.
First, suppose that b′ = 3sk.
· · · , X˜is1 , Sis1Ds1 | Sis2 , · · · , Sisk−1Dsk−1 | SiskDsk , X˜isk︸ ︷︷ ︸, SiskDsk | · · ·
b b′
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Then by Lemma 21 (i), 2is2 + · · · + 2isk−1 + isk ≡ 0 (mod d). By
Corollary 20 we must have is1 + · · ·+ isk ≡ 0 (mod d). Hence isk ≡ 0
(mod d), but this case has been ruled out already.
Now, suppose b′ = 3sk − 2. If there are any blocks of σ between b
and b′ they will not be able to joined to the others by π; contradicting
our assumption that π ∨ σ = 13r.
· · · | Sis1 , X˜is1 , Sis1Ds1 | Sis2 , X˜is2 , · · · , Sisk−1Dsk−1 | Sisk , X˜isk , SiskDsk | · · ·
b b′
Thus we must have that k = 2 and s2 = s1 + 1.
Thus, any b = 3s1 must be connected to 3s1+1. A similar argument
shows that any b = 3s1 + 1 must be connected to 3s1.
We thus have arrived at the following form for any S-block: {3b1,
3b1+1, 3b2, 3b2+1, . . . 3bl+1} (mod 3r). Notice that in particular this
means that r is even.
By looking at the elements between 3bi + 1 and 3bi+1, using Lemma
21 (i), and Corollary 20 we may conclude that ibr+1 ≡ −ibr+1 , for all
i = 1, . . . , l. This implies by Lemma 21 (ii) that ib1 ≡ ib2 ≡ · · · ≡ ibn .
We say a block is of type k if ib1 = k and 0 ≤ k ≤ d. Notice that the
block next toW (a blockW such that 3bi−2 or 3bi+3 belongs toW ′ ,for
some 1 ≤ i ≤ l) must have type −k. Thus implies i1 ≡ −i2 ≡ · · · ≡ ir
which proves both claims. 
3.3. Scalar case. In this subsection we consider the case where X ∈
Md(A) is ϕ-free from Md(C). This corresponds to uniform R-cyclic
matrices. These are matrices such that the non-vanishing cumulants
of the entries depend only on the length. The relation with free com-
pression by matrix units may be seen in [13, Theorem 14.20]. The
importance of them in random matrix theory is that they appear as
limits of unitarily invariant random matrices.
The main difference from the D-valued case is the analog of Lemma
18, whose proof needs a little more work in the scalar case.
Lemma 25. Suppose X ∈ Md(A) is ϕ-free from Md(C). Then S is
free from the family {Xi}di=1.
In order to prove the lemma above we need a series of results regard-
ing freeness and conjugation with powers of the matrix S.
Lemma 26. Let C be a centred polynomial in S. Then for all k and l
we have ϕ(CDl) = ϕ(D−kCDl) = 0; and for l 6≡ 0 we have ϕ(Dl) = 0
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Proof. ϕ(Dl) = d−1(1+ωl+ω2l+· · ·+ω(d−1)l) = 0 for l 6≡ 0. Also SmDl
and D−kSmDl are 0 on the diagonal for m 6≡ 0. Thus ϕ(SmDl) =
ϕ(D−kSmDl) = 0. 
Let us recall from [8, Lemma 3.8] the following lemma.
Lemma 27. Suppose (A, τ) is a non-commutative probability space.
Let C ∈ A be τ -free from the algebra B and let U ∈ B be a unitary
operator with Ud = 1 and such that ϕ(Uk) = 0 when k 6≡ 0 (mod d).
Let Ci = U
iCU−i for i = 1, . . . , d. Then C1, C2, . . . , Cd are τ -free.
Corollary 28. Suppose X ∈ Md(A) is ϕ-free from Md(C). Then the
set {DXD−1,D2XD−2, . . . ,DdXD−d} is a free family.
The following lemma is a generalization of Lemma 18 where we now
show that S is free from {DXD−1,D2XD−2, . . . ,DdXD−d}.
Lemma 29. Suppose X ∈Md(A) is ϕ-free from Md(C). Then the set
{S,DXD−1,D2XD−2, . . . ,DdXD−d} is a free family.
Proof. Let B0 = Md(C) and B1 = alg(1, X) be the algebra generated
by 1 and X . By assumption B0 and B1 are free, so any word which is
an alternating product of centred elements is centred. For i = 1, . . . , d,
let Ai = Dialg(1, X)D−i and A0 = alg(1, S). We must show that
A0,A1, . . . ,Ad are free. Let W be an alternating product of centred
elements in the algebras A0,A1, . . . ,Ad. We will show that W is also
an alternating product of centred elements in the algebras B0 and B1
and thus is centred. This will show that A0,A1, . . . ,Ad are free.
So, to this end letW be an alternating product of centred elements in
the algebras A0,A1, . . . ,Ad. We may writeW = V1 · · ·Vk with Vi ∈ Aji
such that j1, . . . , jk ∈ {0, 1, . . . , d}, j1 6= j2 6= · · · 6= jk and ϕ(Vi) = 0.
For each i for which ji > 0 there is Ai ∈ alg(1, X) with ϕ(Ai) = 0 and
Vi = D
jiAiD
−ji.
If i is such that ji 6= 0 then we can write ViVi+1 as either DjiAi
D
−ji+ji+1Ai+1 · · · if ji+1 6= 0 or DjiAi[D−jiVi+1Dji+2 ]Ai+2 · · · if ji+1 =
0 (with D−jiVi+1D
ji+2 ∈ B0). In either case, by Lemma 26, Ai is
followed by a centred element of B0. If ji = 0 then ji+1 6= 0 so
Vi−1ViVi+1 = · · ·Ai−1[D−ji−1ViDji+1 ]Ai+1 · · · . So again we have a al-
ternating product of centred elements of B0 and B1. This proves the
claim. 
Now we are ready to prove Lemma 25.
Proof of Lemma 25. We have by Lemma 29, {S,DXD−1,D2XD−2,
. . . ,DdXD−d} is a free family. In particular, we have that S is free
from any linear combination of {DXD−1,D2XD−2, . . . , DdXD−d}
and thus from {Xi}i, by Lemma 17. 
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Next we come to the analogs of Lemmas 19, 20, and 21. The reader
will easily convince himself that the proofs of these lemmas are also
valid in the case X ∈ Md(A) is ϕ-free from Md(C), by replacing the
diagonal matrices Di’s by scalars (or by 1), and then use Lemma 25
instead of Lemma 18.
Similarly the proof of the following theorem follows exactly the same
steps as the proof of Theorem 24, with the obvious changes.
Theorem 30. Suppose X is free from Md(C) over C. Let Y0, Y1, . . . ,
Yd−1 be the diagonal decomposition of X
t.
For d even, Y0, {Y1, Yd−1}, {Y2, Yd−2}, . . . , {Yd/2−1, Yd/2+1}, Yd/2 is a
free family over C and {Yi, Yd−i} is a R-diagonal pair for i = 1, . . . ,
d/2− 1.
For d odd, Y0, {Y1, Yd−1}, {Y2, Yd−2}, . . . , {Y(d−1)/2, Y(d+1)/2}, is a free
family over C and {Yi, Yd−i} is a R-diagonal pair for i = 1, . . . , (d −
1)/2.
4. Return to the Wishart case
Let us conclude by returning to the case of a Wishart matrix W (c.f.
Eq. (1)) where d1 is fixed and p/d2 → cd1, but in the case of arbitrary
d1. Let w be the limit distribution of the Wishart matrix in Eq. (1).
We write d1w as a d1 × d1 matrix: d1w = (wij)ij . Then d1W Γhas the
limit distribution d1w
t = (wji)ij. When d1 is even let
(4) d1w
t = Y0 + Y1 + Yd1−1 + · · ·+ Yd1/2−1 + Yd1/2+1 + Yd1/2,
and when d1 is odd let
(5) d1w
t = Y0 + Y1 + Yd1−1 + · · ·+ Y(d1+1)/2−1 + Y(d1+1)/2+1.
Since all the off-diagonal entries of w are R-diagonal with the same
distribution: κ˜2n(w12, w21, . . . , w12, w21) = c and the diagonal entries
are all mpc, we have that κ˜r(Yi1, . . . , Yir) = κr(Yi1 , . . . , Yir).
Thus, we are in the scalar case, as in Section 3.3. Thus, we arrive to
the next theorem that states that the diagonal decomposition of d1w
t
is a free decomposition.
Theorem 31. Let w be the limit distribution of the Wishart ma-
trix W in Eq. (1). Suppose d1 is fixed and p/d2 → cd1. Then
Y0, Y1, . . . , Yd1/2 are ∗-free when d1 is even and when d1 is odd we
have Y0, Y1, . . . , Y(d1+1)/2 are ∗-free. Moreover Y0 has the distribu-
tion mpcd1, Yd1−i = Y
∗
i , and for i ≥ 1, Yi is an R-diagonal operator
with κ2n(Yi, Y
∗
i , . . . , Yi, Y
∗
i ) = cd1. When d1 is even Yd1/2 is even with
κ2n(Yd1/2, Y
∗
d1/2
, . . . , Yd1/2, Y
∗
d1/2
) = cd1.
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