Abstract-Segmentation of the whole-cardiac CT image sequence is the key to computer-aided diagnosis and study of lesions in the heart. Due to the dilation, contraction and the flow of the blood, the cardiac CT images are prone to weak boundaries and artifacts. Traditional manual segmentation methods are time-consuming and labor-intensive to produce over-segmentation. Therefore, an automatic cardiac CT image sequence segmentation technique is proposed. This technique was employed using deep learning algorithm to understand the segmentation function from the ground truth data. Using the convolution neural network (CNN) on the central location of the heart, filtering ribs, muscles and other contrasting contrast are not an obvious part of the removal of the heart area. Staked denoising auto-encoders are used to automatically deduce the contours of the heart. Therefore, nine cardiac CT image sequence datasets are used to validate the method. The results showed that the algorithm proposed in this paper has best segmentation impact to such cardiac CT images which have a complex background, the distinctness between the background and the target area which is not obvious; and the internal structure diversification. It can filter out most of the non-heart tissue part, which is more conducive to the doctor observing patient's heart health.
INTRODUCTION
Cardiac disease is the leading cause of death in Human. The heart as a substantial organ, having only Imaging data to understand the location of its internal lesions, is an effective means of noninvasive diagnosis of cardiac disease [1] . Cardiac CT image sequence segmentation is the key to the diagnosis of cardiac diseases using CT images. Therefore, improvement of the segmentation accuracy of whole-heart CT image sequences has got a major concentration of cardiac disease research [2] .
Heart and other soft tissue images are hard to get segmented because of its target and background contrast are small as compared to a large scale of noise. The traditional approaches mainly obtain the edge points of the target manually by the anatomical knowledge and experience by the clinician [3] . These methods have a high accuracy but time-consuming, labor-intensive, and the doctor's experience surely affect the accuracy of the segmentation strongly. With the development of computer and image processing technology, the researchers have developed a series of methods which semi-automatically extract the target through input of specified calculation parameters and human-computer interaction. These methods can combine a prior knowledge such as anatomical knowledge, which let it be more popular. In recent years, some full automatic segmentation methods were developed, which do not need to enter any parameters and interaction, make the segmentation more efficient. However, the accuracy of the segmentation cannot be ensured and the calculation is extremely expensive [4] .
In order to increase the precision and segmentation efficiency regarding the automatic segmentation algorithm, a novel method based on deep learning used for whole cardiac CT image sequences segmentation is proposed here. The procedure is done in three stages: First, the convolution neural network technique used to locate the center of the heart. Then the stacked denoising auto-encoder was used to automatically deduce the contours of the heart. Finally, the Gaussian smoothing and cardiac segmentation were employed to further improve the efficiency of the segmentation. Experiments display that the preparation method based on deep learning has high segmentation efficiency and accuracy.
II. METHODS
The Architecture of the prepared segmentation method is shown in Fig. 1 . The segmentation method mainly includes the following three steps: 1) Region of interest consisting the heart is located using a convolutional neural network [5] - [9] .
2) The cardiac contour is inferred using staked denoising auto-encoders, which trained to delineate the heart [10] - [16] . 3) Smoothing cardiac contour using Gaussian Smoothing Filter and using smoothed cardiac contour image to segment cardiac CT image [17] - [19] . Each step is individually trained during an offline training process to obtain its optimum values of parameter. After training, the automatic segmentation to learn deep learning network employee is used. This way, three-steps are described below.
A. Automatic Location
CT cardiac tissues of the heart and chest raw image sequence usually contain tissues. In order to reduce the impact of the surrounding tissue on the segmentation while improve the accuracy of segmentation, the first step of the algorithm is to locate the region of interest (ROI) containing the heart and filter out ribs, vertebrae and other interference. Fig. 2 shows the diagram of the convolution neural network to locate the specific location of the heart of the process. In order to reduce the complexity of the algorithm and computational complexity, the original image size of 512 512  is down-sampled to 64 64  , which is used as the input data of the neural network.
Then, the filter , so the output mask image is up-sampled to the size of the original image, and finally, according to the mask image. To produce the ROI image for the next step, and the size is 400 400  . It is necessary to train the network parameters to confirm the accuracy of the location. The training and optimization of the parameters in location operation will introduce as follows:
1) Training Convolutional Network
The enough data sets, these parameters can obtain through the training of the ideal parameter values; therefore, in the normal case, the parameters are randomly initialized and then trained to obtain the desired parameter values. When using the unsupervised method of hierarchical pre-training depth network weights, random noise is introduced into the visual layer (e.g. the input layer of data) of the network, which is called denoising auto-encoder (dA). As shown in Fig. 3 , the random noise is added to the sample x from the QD distribution instead of adding the Gaussian noise, the input value (as many as half of them) is cleared to zero with a certain probability，this is known as stochastic corrosion process. This successfully solves the problem of few data sets and avoids the resulting overfitting. At here the stochastic corrosion process ratio is 0.5. As shown in Fig. 4 , the number of input and output units of dA is 121 and the number of hidden layer units is 100. Randomly select The feed-forward operation, then (1) and (2) through to the output layer is performed, and the output layer is already trained through the minimal cost function. N is the number of training images? The described data of the output layer is a binary mask image which generates through the described manual. The binary mask is a black background and the white foreground image matching to the ROI.
As shown in Fig. 5 , the midpoint of the foreground corresponds to the midpoint of the heart contour, the binary mask is down-sampled to 32 32  and expanded into vectors 
B. Contour Inference
Unlike the literature [6] , to train and use the stacked dA to infer the contour of the heart is shown in Fig. 6 . The Stacked dA has an input layer, two hidden layers, and an output layer. The sub-image obtained by the convolution network is down-sampled and expanded into a vector a and 2 a .
1) Training stacked-dA
Training divides into two steps, similar to previous convolution neural network training, include pre-training and fine-tuning. Because of the limited data available in the experiment, a layer-to-layer approach is used for pre-training parameters. This method effectively reduces the overfitting. In the layer-to-layer pre-training process, parameters 4 w , 5 w of the staked-dA are achieved layer-to-layer with no described data. The parameter is achieved applying described data. This Valuation is as follows. Initially, an input layer and from the H 1 hidden layer is distinct from the stacked-dA by calculating the output layer of the similar size as an input layer to form a sparse dA (similar to Fig. 4 ). An unsupervised way to get the 4 w parameter is trained to sparse dA, as described in Section 2.1.1. The optimal parameter is set as The training input and output data of reserve dA are sub-images of the size 400 400  drawn out from the full-size training data, image midpoint matching to the center of the heart. The input image is down-sampled to the size of 80 80  to be compatible with an input size 6400 of the stacked-dA. Once training of reserve dA is complete, it's an output layer that is deserted. An output of the dA hidden layer unit is used as input to the next hidden layer H 2 .
Next, separate the H 1 and H 2 from the stacked dA and add a layer of the same size as the H 2 output to compose a sparse dA. In addition, the next sparse dA is used to get 5 w , with no described data. The input data is same as the input data of the previous dA hidden layer.
An output of the last hidden layer is the input of the last layer, it is trained in the unsupervised mode to obtain 6 w . The cost function used to train the last layer is calculated as follows:
  is the described dataset matching to the ith image. The described dataset is a binary mask image generated by hand segmentation. Fig. 7 depicts three input images and a matching binary mask image for the training of the stacked-dA. It should note that the binary mask image is expanded into the vector lv I during optimization.
The purpose of layer-by-layer pre-training is to obtain the appropriate initial values for parameters 4 w , 5 w , 6 w . Finally, the complete architecture is fine-tuned through reducing the cost function as shown in (2). 
C. Smoothing and Segmentation
The final step of the algorithm is smoothing and segmentation, because the contour inference network output image size is 80 80
 . It has a clear jagged edge after the image is up-sampled to the size of 400 400 
. To resolve this issue, a two-dimensional Gaussian filtering algorithm is followed to smooth the contour inference image which is up-sampled to the size of 400 400  , the algorithm formula is:
Finally, a binary mask image with contour inference is obtained after high-pass filtering and binarization. The size of the smoothing filter is 10, after the experiment, when  is 2.5, the smoothing effect is the best. Finally, the heart contours are registered by a high pass filter, and the segmentation result will be got.
III. EXPERIMENT
In the proposed method the training dataset from TaiZhou City People Hospital was used. The training dataset consisted of 9 groups, each group of dataset matching to a patient's cardiac CT images, the number of each group ranging from 241 to 344. The size of cardiac CT image is 512 512  . The number of available experimental image of data is 2500.
In order to enhance the efficiency of the segmentation algorithm, the training dataset are linearly interpolated, and the image data is expanded to 5000 pieces. The described dataset consists of two parts; the described image is binary mask image. The first part is for convolution neural network training, the center of the region of interest corresponds to the cardiac center of the cardiac CT image. The second part is for stacked denoising auto-encoder training, the foreground white outline of the described image corresponds to the contour of the heart. The training is performed only once.
Considerable overfitting may happen in deep learning network due to the large number of parameters to be learned. Mainly focus a lot on the network to intercept the problem overfitting, to find the solution to this problem, we adopted layer-wise pre-training, 2 l regularization and denoising 471 | P a g e www.ijacsa.thesai.org constraints as detailed in Section 2.1 and 2.3. The challenge was the deficit of data and the use of layer-wise pre-training and denoising constraints is very useful. Hence, also kept the number of the layer in the location networks do not go before three and the number of the layer in the contours inferring do not go before four to make sure that the number of parameters is manageable. While training of the proposed method, cross-validation was accomplished through dividing the training dataset into 8 subjects for training and 2 subjects for validation and also early stopping to supervise and intercept overfitting. Furthermore, the training dataset is increased as described in the beginning. The hyperparameters of the networks, the number of layers and units, filter and pooling size, are persistent empirically throughout the cross-validation method.
The performance of the segmentation algorithm is evaluated by its accuracy, regional statistical characteristics, and reliability [20] . The manual segmentation result is taken as the reference standard, and the performance of the segmentation algorithm can realize by calculating the segmentation algorithm accuracy. Accuracy is the degree of consistency between the segmentation results and the manual segmentation results [21] , where expressing the accuracy of the segmentation by calculating the percentage of correct classified pixels as a percentage of the number of reference pixels [22] . The four measures of accuracy are True Positives (TP), False Positive (FP), True Negative (TN) and False Negative (FN), the matching percentages are TPR, FPR, FNR, and TNR. The correct rate (TTR) is calculated by (9). 100 100 100 100 100 100 100 100 ( ) 100 (1 ) T 100
In the recent study, this program designed in MATLAB 2015 a, accomplished on a Dell OptiPlex 7020 machine, with Intel(R) Core(TM) i5-4150 CPU 3.5GHz, 16GB RAM, on a 64-bit Windows 10 platform. The process was training working on the training dataset and tested on the testing dataset, the testing dataset includes three sequences of cardiac CT images.
IV. RESULTS

A. Illustrative Results
In order to determine the aspect of every step, the effect of CNN (heart location, Step 1) for three image segments close the base/middle and the point of the heart as shown in Fig. 8 , illustrates the location results of the different cardiac segment. Fig. 9 illustrates the location center of a whole sequence of cardiac CT images.
The deep learning method (contours inference, Step 2) outcome for three image segments close the base/middle and the point of the heart is shown in Fig. 10 . The region growing (RG) segmentation algorithm is used as the contrast algorithm. Fig. 11 illustrates the original, region growing automated, and manual whole heart segmentation results for a typical cardiac CT dataset. Science and Applications, Vol. 9, No. 4, 2018 472 | P a g e www.ijacsa.thesai.org Table I shows the evaluation of method prepared and region growing segmentation results, from which we can understand that the method prepared in this paper has a higher TTR (average 93.77%), TNR (average 98.15%) and lower FPR (average 1.84%); it is almost completely close to the manual segmentation. Table II compare the running time of method proposed in this paper and RG spent in the segmentation. The average time of proposed method is 0.1244s, it is far less than the average time of RG (4.2385 s). Approximated lapsed times of the training method were as follows: Training denoising auto-encoder to get filters: 123.4s, training convolutional neural network: 4.1 h, training stacked denoising auto-encoder: 3.2h. Once trained, the elapsed times of the heart segmentation in a typical CT image were as follows: ROI location (convolution, pooling, and the logistic regression):0.23s, contour inferring (stacked -dA):0.12s, and segmentation (smoothing and segmentation): 0.15s.
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B. Quantitative Results
V. DISCUSSION AND CONCLUSION
In this research, we suggested and validated an automated heart segmentation process placed on deep learning algorithms.
In this issue, cover the localization, contour inferring and segmentation tasks. Convolutional neural networks were preferred for the localization and extracting an ROI through which they are matched to special translation and variation in scale and pixels' density [23] . Also, cover a stacked dA for contour inferring as its simplicity in training and implementation still shown to become effective in different vision tasks [24] . Meaningfully, a perfect deep learning network is desired. However, this was impossible due to the limited number of training dataset. Hence, we kept the number of the layer in the location networks not to go beyond three and the number of the layer in the contours inferring not to go beyond four to make sure that the number of parameters are manageable. Also, employ the linear interpolation to enlarge the training dataset.
As seen in Fig. 3 and 4 , the denoising auto-encoder and layer-wise pre-training were adopted in CNN training to (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 9, No. 4, 2018 473 | P a g e www.ijacsa.thesai.org ensure the accuracy of localization. And the outcome of CNN in Fig. 8 and 9 also verify the effectiveness of the measures. The CNN and manual location of the heart are pretty close and the trend of location center is consistent, the average distance error is below 10 pixels. Although, there is still some error in Fig. 9 , but the error is within the allowable range.
From Fig. 10 , this could be recognized that the heart was accurately segmented from the base to point. In Fig. 11 , the first row is the original cardiac CT image, the slices near the ground truth from a small base cane showed leakage. This position is one of the most difficult cases that due to the fuzziness of the heart border, contour tends to leak to surrounding areas in normal segmentation methods. In this study, the used staked-dA is perfect to solve this problem.
The quantitative results in Table I show that the method prepared in this study has a pretty high average accuracy (93.77%) of segmentation. Table II compare the average running time of method to the region growing algorithm, the result showed that the average running time of methods proposed is much faster, and can complete fully automatic segmentation tasks of whole heart CT image sequence in a short time.
In summary, a novel segmentation process for a fully automatic cardiac CT is presented. The process places on deep learning algorithm broke down into automatic localization and inferring the heart contour. And the contour inferred was smoothing by the Gaussian filter. It could be recognized that the segmentation process prepared in this paper has better segmentation efficiency than the regional growth segmentation method and successfully filters out most of the interfering tissue; the result is the closest to the manual segmentation and can replace the manual segmentation and realize the Automatic Segmentation of cardiac CT image sequences.
In the future, other depth learning algorithms may be introduced to realize heart image segmentation. In the medical image field, the application of 4D images is the mainstream trend. The basic data of the 4D image is a large volume of information contained in the three-dimensional volume data. The existing segmentation algorithm can be extended to the three-dimensional space to directly segment the volume data.
