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Abstract
In this work we propose a novel neural network architec-
ture for the problem of human action recognition in videos.
The proposed architecture expresses the processing steps
of classical Fisher vector approaches, that is dimensional-
ity reduction by principal component analysis (PCA) pro-
jection, Gaussian mixture model (GMM) and Fisher vec-
tor descriptor extraction, as network layers. By contrast
to other methods where these steps are performed consec-
utively and the corresponding parameters are learned in
an unsupervised manner, having them defined as a single
neural network allows us to refine the whole model dis-
criminatively in an end to end fashion. Furthermore, we
show that the proposed architecture can be used as a re-
placement for the fully connected layers in popular convolu-
tional networks achieving a comparable classification per-
formance, or even significantly surpassing the performance
of similar architectures while reducing the total number of
trainable parameters by a factor of 5. We show that our
method achieves significant improvements in comparison to
the classical chain.
1. Introduction
With the amounts of video data available online grow-
ing at high rates, the need for automatic video analysis is
becoming more and more pressing. Being able to auto-
matically recognize what the content of a given video, or,
more narrowly recognize the actions that are depicted in it,
is not only useful for organizing huge video datasets, but
also something that could help improve systems for video
surveillance, human-computer interaction systems and as-
sistance systems.
Due to their strong performance on the problem of image
recognition [17], Fisher vector (FV) descriptors [18] have
also been applied for the problem of action recognition [27,
29] where they achieved state of the art results and remained
one of the dominant approaches to this day.
The main idea behind FVs is to encode a set of local de-
scriptors extracted from a sample (i.e. an image or a video)
as a vector of deviations from the parameters of a genera-
tive model (usually a Gaussian mixture model) fitted to the
descriptors extracted on the training set. Although FVs are
good global descriptors on their own, there are shortcom-
ings in the way they are extracted. Namely, the GMM used
for encoding is learnt in an unsupervised way without re-
ceiving any additional information about the task at hand.
This results in descriptors that are not tailored for a discrim-
inative task as the GMM also learns to model the intra-class
variations of the training data something that is not relevant
for classification problems.
Recently, methods that are based on multi-layered con-
volutional [11] neural networks (CNNs) surpassed the
Fisher vector descriptors’ performance in recognition prob-
lems and reached the new state of the art in image classi-
fication. The seminal work described in [9] has shown the
power of models that can be trained end to end in a super-
vised way on large amounts of labeled data using backprop-
agation. This is one of the works that helped regain popu-
larity of neural networks and start the deep learning revo-
lution. Many works on deep networks have been published
since then, not only for the task of image recognition [1, 21],
but for the problem of action recognition [4, 6, 7, 20, 26] as
well.
However, the state of the art deep learning architectures
usually contain a large number of layers with a huge num-
ber of trainable parameters making them difficult to opti-
mize without suitable hardware infrastructure (i.e. big clus-
ters or machines with multiple GPUs have become a neces-
sity nowadays).
Recently several works that try to combine the power
of Fisher vector representations and neural network ap-
proaches have been published. This includes deep Fisher
networks from [19] used for large-scale image classifica-
tion, stacked Fisher vectors [14] used for action recogni-
tion, deep Fisher kernels [24] and the hybrid classification
architecture [16] also applied on image classification prob-
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lems. Even though the works listed above explore adding
supervision at different steps of the standard Fisher vector
descriptor pipeline, none of them have tried to refine the lo-
cal feature extraction, Fisher vector encoding and the clas-
sification steps jointly.
In this paper we describe a method that expresses all the
different steps of the action recognition using FV, as lay-
ers in a neural network. The layers are initialized by unsu-
pervised training in a layer by layer manner, and are sub-
sequently refined in an end-to-end training. The proposed
architecture results in spatio-temporal descriptors at inter-
mediate levels of the architecture, calculated by local ag-
gregation in a spatio-temporal structure of frame-level de-
scriptors. More specifically, the main contributions of this
work are the following:
• We describe a novel neural network architecture for ac-
tion recognition which includes two new types of lay-
ers; the Gaussian mixture model layer and the Fisher
vector descriptor layer. Combining these layers with
other standard ones into a single deep neural network
gives us a way of jointly finetuning the parameters of
the whole architecture with respect to a chosen dis-
criminative cost, using the standard backpropagation
algorithm. We show that adding supervision at ev-
ery stage of the network improves the discriminative
power of the extracted Fisher vector descriptor com-
pared to the standard version of the descriptor which is
extracted in an unsupervised manner.
• Analogous to convolutional neural networks, where
the same operation is applied at different locations of
the input tensor, our network offers a natural way of
extracting the Fisher vector descriptors densely from a
given input video, both in space and in time. This also
allows us to easily extract the descriptor only from se-
lected parts of the video, providing a straightforward
way of implementing other architectures, such as spa-
tial pyramids.
• We show that the proposed architecture can be used as
a replacement for the fully connected layers in popu-
lar convolutional networks such as the VGG-16 net-
work, achieving a comparable classification perfor-
mance while reducing the total number of trainable pa-
rameters by a factor of 5.
2. Related work
Fisher vector descriptors were firstly introduced for solv-
ing the problem of image classification in [15]. Essentially,
the idea is to represent an image using a global descriptor
which describes how the parameters of a generative model
should change in order to better model the distribution of
local features in images, based on a set of local features
extracted from a given image. The theory and practice of
using Fisher vectors for the task of image classification is
described in [18].
The first work that applied Fisher vector descriptors for
the problem of action recognition in videos used HOG,
HOF and MBH features [30] extracted along dense trajecto-
ries as local features [27]. The trajectories are extracted by
defining a dense grid of points which are then tracked using
optical flow that was estimated offline, this way including
motion information in the pipeline. By encoding the ex-
tracted trajectory features with the Fisher vector descriptor,
this approach and the improved version of [29] achieved
state of the art results for the action recognition problem.
Following the growing popularity of deep neural net-
works, several works were published on using neural net-
work based approaches for the problem of action recogni-
tion. In [6] a 3D extension of the standard 2D convolutional
neural networks (CNNs) was introduced, where information
from both the space and the time dimension are included by
performing 3D convolution. A more recent work described
in [26] also applied 3D CNNs, but with a much deeper net-
work architecture. The work of [7] examines different kinds
of extending CNNs into the time domain by fusing features
extracted from stacks of frames in order to include motion
information. Transfer learning is also applied in order to
prevent overfitting to small video datasets. Motion infor-
mation was included in the work of [20] in an explicit way
by providing dense optical flow at the input of the network.
More specifically, two streams of a network are employed;
one performing classification based on static video frames
and the other based on the optical flow. Different ways of
fusing the spatial and the temporal streams of such networks
are studied in [4]. The work of [31] considers different ways
of aggregating strong CNN image features over long peri-
ods of time, including feature pooling and using recurrent
neural networks. In [13] CNN features are extracted from
random subvolumes of a video and encoded using the FV
descriptor in order to arrive at a representation suitable for
video classification.
The work of [19] combines ideas from the area of neu-
ral networks with the Fisher vector descriptor by forming
a deep Fisher network in which two Fisher vector layers
are stacked. The network is discriminatively trained for
the problem of image classification, however the features
at the input layer are fixed, manually-designed features.
Stacked Fisher vectors are also applied for action recog-
nition in [14], where the first layer encodes the improved
dense trajectories from [29]. After discriminative dimen-
sionality reduction a second Fisher vector encoding is done.
The combination of the FV and the stacked FV showed to be
beneficial. The work in [16] treats the Fisher vector descrip-
tor as an unsupervised layer followed by a number of fully
connected layers. that can be trained with backpropagation.
End to end training of a Fisher kernel SVM viewed as a
deep network is done in [24] for the problem of image clas-
sification. This method uses manually-designed features at
the input layer and requires retraining of the SVM on the
whole training set at each step of the training.
3. Proposed architecture
In this section we describe the proposed architecture - an
illustration is given in Figure 1. We start by describing each
of the used layers in detail and give the final overview of the
whole architecture in Subsection 3.7.
The architecture can be divided into six parts; the local
feature extraction layers, the spatio-temporal pooling layer,
the dimensionality reduction layer, the Gaussian mixture
layer, the Fisher vector descriptor layer and the classifica-
tion layer. Their descriptions follow in Subsections 3.1, 3.2,
3.3, 3.4, 3.5 and 3.6.
3.1. Local feature extraction layers
To do the first step of local feature extraction in our ar-
chitecture, we tried using two different networks. We fed
static video frames into a small network consisting of a sin-
gle convolutional layer followed by a pooling layer. This
part of the network was pretrained on static video frames
using a convolutional restricted Boltzmann machine [12] as
described in [13], with the difference that we used local con-
trast normalization as a preprocessing step. To show that
the feature extraction layers can be replaced by any larger
and more complex network, we also used the VGG-16 [21]
network pretrained on the ImageNet dataset. Given L con-
secutive images, the output of the feature extraction layers
is L feature maps of size Fh × Fw × d, where Fh denotes
its height, Fw the width and d the number of its channels.
3.2. Spatio-temporal pooling layer
In order to include motion information from the input
video, we want to combine feature maps extracted from
multiple static frames into a more powerful representation.
To do so, we follow the work of [27] where a spatio-
temporal volume of features extracted from t frames is di-
vided into nσ×nσ×nτ subvolumes of size Sh×Sw×t/nτ
and then pooled temporally and spatially using mean pool-
ing. The resulting representation is then resized into a vec-
tor of dimensionality D = nσ · nσ · nτ · d, where d is the
dimensionality of the local features extracted from the pre-
vious layer. This vector is then used as input to the follow-
ing layer. In the case that the tensor at the input of this layer
has bigger spatial dimensions than nσ ·Sh×nσ ·Sw, the de-
scribed pooling procedure is repeated for each nσ ·Sh×nσ ·
Sw×t·d subtensor, moving through the tensor with a spatial
stride δS as shown in Figure 2. Later we will describe how
we deal with longer time periods. Given t feature maps of
size Fh×Fw×d at input, the output of this layer is a tensor
of size F ′h × F ′w ×D, where F ′h = (Fh − Sh)/δS + 1 and
F ′w = (Fw − Sw)/δS + 1.
3.3. Dimensionality reduction layer
In the standard Fisher vector pipeline the locally ex-
tracted features are decorrelated and their dimensionality is
reduced by performing PCA. Assuming that the mean of
the data µx and the principal axes P were found offline,
the mapping from the original data to a lower-dimensional
space can be written as:
x′t = (xt − µx)P ′. (1)
The dimensionality of matrix P is nc × D, where nc is
the number of components and D is the dimensionality of
original data. Note that we do not put any constraints on the
matrix P , so after backpropagating through the layer and
updating its parameters the projection applied on the input
data is not guaranteed to be orthogonal. Given a tensor of
size F ′h×F ′w×D at input, the output of this layer is a tensor
of size F ′h × F ′w × nc.
3.4. Gaussian mixture model layer
A Gaussian mixture model is defined as a weighted sum
of K components [18]:
uλ(x) =
K∑
k=1
wkuk(x), (2)
where wk is a component weight and uk(x) is a probability
density function of the Gaussian distribution:
uk(x) =
1
(2pi)
D
2 |Σk| 12
exp
(
−1
2
(x− µk)′Σ−1k (x− µk)
)
.
(3)
Every GMM can be described by the parameter set λ =
{wk,µk,Σk, k = 1, ...,K}, where wk is the k-th com-
ponent weight, µk is its mean vector and Σk its covari-
ance matrix. The mixture coefficients {wk} are constrained
to be positive and to sum to one, that is wk ≥ 0 and∑K
k=1 wk = 1 which can be easily enforced by using in-
ternal weights αk and defining:
wk =
exp (αk)∑K
l exp (αl)
, (4)
as it was done in [8]. For each sample xt, k posteriors de-
scribing the responsibility of each component for generat-
ing the sample can be found as:
γt(k) =
wkuk(xt)∑K
l wlul(xt)
. (5)
When viewing the GMM as a neural network layer, we treat
the sample xt as the input to the layer and the posteriors
Figure 1. An illustration of the proposed architecture. The input to the network is a stack of t static frames (marked in green in the left of
the figure) from a video which are passed through the feature extraction layers resulting in t feature maps of size Fh × Fw × d where d is
the number of channels. The feature maps are then pooled temporally and spatially which results in new feature maps of size F ′h×F ′w×D
whose dimensionality is reduced in the dimensionality reduction layer to F ′h × F ′w × nc. The Fisher vector descriptor layer passes these
feature maps to the GMM layer which gives a tensor of posteriors at its output. Using the posteriors and the input feature maps, the FV
layer outputs the FV descriptor of the t frames of the video. Note that we can use different crops of the posterior tensor in order to calculate
the FV descriptor of only a part of the network input (e.g. using the subtensor marked in blue in the posterior tensor would correspond to
calculating the FV descriptor for only the bottom right corner of the input video). Finally the FV descriptors are normalized and fed into
the classification layer where their scores are averaged and used to predict the label for the given input. In order to predict a label for the
whole video of length L, we slide the network along the time axis with a stride of δT frames, updating the FV descriptor/s on the way. The
classification step is the same as when predicting the label of a stack of t frames.
Figure 2. An illustration of how the spatio-temporal layer performs pooling on the extracted feature maps. Subtensors of size nσ · Sh ×
nσ · Sw × t · d are pooled into tensors of size nσ × nσ × nτ · d and resized into vectors of dimensionality D. This is repeated for all
subtensors in the extracted feature maps, sliding horizontally and vertically with a stride of δS .
{γt(k), k = 1, ...,K} as its output. In the case when xt
is a nc-dimensional vector, we can see that uk(xt) can be
calculated by using subtraction, addition, multiplication, di-
vision and exponentiation which all are standard operations
found in neural networks.
In a more general case, xt can be treated as a 3-
dimensional tensor, that can correspond to a feature map
consisting of nc channels of height F ′h and width F
′
w. This
tensor could, for example, be an image with 3 RGB chan-
nels, or any feature map outputted by a preceding layer. Fol-
lowing the same idea of convolution in convolutional layers,
we can calculate both uk(xt) and {γt(k), k = 1, ...,K} by
performing the same operations we did in the case when
xt was a vector, repeating them for each of the F ′h · F ′w
nc-dimensional vectors in the tensor. This procedure will
result in also a 3-dimensional tensor of size F ′h × F ′w ×K.
This is easily extended to the case of 4-dimensional tensors
that usually appear in deep learning frameworks, with the
first dimension corresponding to the number of samples in
a minibatch.
3.5. Fisher vector descriptor layer
The Fisher vector descriptor is a global descriptor used
to represent data by describing how the parameters of a gen-
erative model fitted on a distribution of local features should
change in order to better model the local features extracted
from the given data sample. An introduction to Fisher vec-
tors and the underlying theory can be found in [18]. In this
subsection we show how the Fisher vector descriptors are
calculated. If we define the statistics of the GMM as:
S0k =
T∑
t=1
γt(k), (6)
S1k =
T∑
t=1
γt(k)xt, (7)
and
S2k =
T∑
t=1
γt(k)x
2
t , (8)
where γt(k) is the k-th posterior from Equation 5, the parts
of the Fisher vector corresponding to each of the parameters
of the GMM can be calculated as follows:
GXwk =
(
S0k − Twk
)
/
√
wk, (9)
where T represents the number of local descriptors,
GXµk =
(
S1k − µkS0k
)
/ (
√
wkσk) , (10)
and
GXσk =
(
S2k − 2µkS1k + (µ2k − σ2k)S0k
)
/
(√
2wkσ
2
k
)
.
(11)
The resulting vectors are concatenated into a large vector:
GXλ =
(
GXw1 , . . . ,G
X
wK ,G
X′
µ1 . . . ,G
X′
µK ,G
X′
σ1 . . . ,G
X′
σK
)′
,
(12)
which is the unnormalized version of the Fisher vector. The
FV is normalized by applying two kinds of normalization;
power normalization:[
GXλ
]
i
← sign ([GXλ ]i)√|[GXλ ]i|, (13)
and L2 normalization:
GXλ ← GXλ /
√
GX
′
λ G
X
λ . (14)
We can view the Fisher vector descriptor encoding as a
network layer which contains an internal GMM layer and
receives data, in the simplest case an nc-dimensional vector,
xt as input. The input data is passed to the internal GMM
layer which gives the posteriors {γt(k), k = 1, . . . ,K} at
its output. The input data and the posteriors are then used
to calculate the statistics from Equations 6, 7 and 8. We can
see that the operations required in order to calculate both
the unnormalized (Equation 12) and normalized (Equation
14) versions of the Fisher vector descriptor are all stan-
dard operations typically found in neural networks so the
Fisher vector descriptor encoding can be easily expressed
as a network layer. The dimensionality of the calculated FV
is dFV = K · (2nc + 1).
Following the same reasoning as with the GMM layer
when dealing with tensor data at input, the Fisher vector
layer can also receive a tensor of size F ′h × F ′w × nc as
its input. This tensor can be seen as a set of F ′h · F ′w nc-
dimensional vectors which we can then encode using the FV
descriptor by the procedure described above. Note, that the
FV encoding is performed by aggregating, across the first
two modes of the tensor, the differential representations that
are extracted along the fibers of the input tensor in the third
mode. It is therefore trivial to extract the FV descriptor only
from a selected subtensor of the input tensor. This allows
us to use multiple crops of the input video during both the
training and testing time in order to prevent overfitting and
help improve generalization. This also allows us to create
other architectures, such as the spatial pyramid [10].
3.6. Classification layer
Given a Fisher vector descriptor of a video or a part of a
video we design the final layer of our network to output a
prediction of the input video’s class. To this end, we train
m binary one-vs-all support vector machines as a classifier,
where m is the number of classes. The cost that we use for
optimizing the whole network is the squared SVM hinge
loss defined as:
C(w,x,y) =
λ
2
||w||2 +
m∑
j
max (0, 1− yj · sj)2 , (15)
where w are the SVM weights, λ = 2/(NC) with C being
a regularization constant, y is the label encoded as a vector
where all elements are -1 except for one that is 1, marking
which class the input x belongs to, and with s being the
SVM score, s = xwT + b. We use yj to denote the j-th
element of the vector y.
3.7. Fisher vector network for action recognition
The input to our network is a video represented as a
stack of L consecutive static frames. In order to explain
the pipeline of our architecture we will first limit the length
of the input video to t, with t  L. Each of the t frames
is passed through the local feature extraction layers which
output t feature maps of size Fh × Fw × d, where d is
the number of channels. These feature maps are then sent
through the spatio-temporal pooling layer where they are
pooled temporally and spatially as described in Subsection
3.2, resulting in a representation of size F ′h × F ′w ×D. Af-
ter passing this through the dimensionality reduction layer
described in Subsection 3.3 the new representation is of a
lower dimensionality, F ′h × F ′w × nc. This is then passed
into the Fisher vector descriptor layer described in Subsec-
tion 3.5 which internally uses the same input in the Gaussian
mixture model layer from Subsection 3.4 to get a tensor of
posteriors of size F ′h × F ′w × K. We can treat the input
tensor as a set of F ′h × F ′w descriptors with nc dimensions
which also have corresponding F ′h×F ′w posteriors for each
of the K components of the GMM layer. These are then
used to calculate the needed statistics and get the unnor-
malized version of the Fisher vector. The FV can then be
normalized and fed into the classification layer which gives
the predicted label for the t frames of the original input.
For the unconstrained case when the whole video of L
frames is to be classified it is enough to notice that the
unnormalized Fisher vector descriptor of a sequence of 2t
frames is equal to the sum of the unnormalized FVs of the
first t frames and the second t frames. Therefore, we can
calculate the FV representation of the whole video by slid-
ing our network along the time axis with a temporal stride
of δT frames and summing the unnormalized FVs for each
of the time segments. After normalizing the FV we can feed
it into the classification layer to get the predicted label for
the whole video. When several several crops are used, the
resulting FV are fed to the classification layer and the cor-
responding outputs averaged.
The proposed neural network could also be viewed as a
3D ”filter” with an internal representation which changes as
the filter is ”convolved” through a given video represented
as a spatio-temporal volume. Once the filter passes through
the whole video, the classification layer of the network uses
the internal video representation, i.e. the Fisher vector de-
scriptor, to give a prediction about the video’s label.
3.8. Number of trainable parameters
As our proposed network is a fully convolutional net-
work, the number of its trainable parameters does not de-
pend on the input’s dimensions. Here we will summarize
the total number of parameters learnt in each of our archi-
tecture’s layers, excluding the local feature extraction layers
as these can be replaced by an arbitrary network.
The PCA layer consists of two trainable parameters; a
D−dimensional mean vector µx and a nc×D dimensional
matrix of principal axes P , where nc denotes the number of
components kept after applying the projection and D is the
number of channels of the tensor returned from the spatio-
temporal pooling layer. The FV layer consists of a GMM
layer that contains K trainable sets of parameters wk, µk
and Σk, where wk is a scalar, µk is a nc-dimensional vector
and Σk is diagonal matrix containing nc trainable parame-
ters. The classification layer consists of a m× dFV dimen-
sional matrix and a m-dimensional vector, where m is the
number of classes and dFV is the dimensionality of the FV
layer output, dFV = K ·(2nc+1). In total, the top layers of
our architecture contain D · (nc+ 1) +K · (m · (2nc+ 1) +
2nc + 1) +m trainable parameters. As a concrete example,
the top layers of the architecture we finetuned on the UCF-
101 dataset (Table 3) with nc = 100, K = 256, D = 6144
and m = 101 contained 5 869 157 trainable parameters.
The dimensionality of the last pooling layer in the VGG-
16 [21] architecture for a single input is (512, 7, 7). The
pooling layer is fully connected to 4096 units, followed by
two more fully connected layers containing 4096 and 1000
units respectively. Including the biases, this corresponds to
having 123 642 856 trainable parameters after the convolu-
tion and pooling layers. In case of the last fully connected
layer having only 101 units (when applied to the UCF-
101 dataset), the parameter count is 119 959 653. Similarly,
the fully connected layers in the CNN-M-2048 [1, 20] net-
work contain 4096, 2048 and 1000 units each, amounting
to 85 941 224 trainable parameters in the top layers. For the
case when there are 101 classes, the fully connected layers
contain 84 099 173 trainable parameters.
By replacing the fully connected layers at the end of the
network with the layers we propose, the number of trainable
parameters drops to under 5% of the original number in case
of the VGG-16 network, and under 7% in case of using the
CNN-M-2048 network.
4. Experiments and results
The UCF-101 dataset introduced in [22] consists of
13320 video clips from 101 different classes, divided into
three pairs of train and test sets. To evaluate the perfor-
mance of a method on this dataset, the average accuracy
over the three splits is reported. We first run our exper-
iments only on the first split and only evaluate the most
promising approach on all three splits.
We start by implementing the method described in [13]
in the Lasagne/Theano framework [2, 25] and treat it as
the baseline for our experiments which we perform on the
UCF-101 dataset. Training the architecture included train-
ing a single layer convolutional restricted Boltzmann ma-
chine [12] containing 64 filters of size 5 × 5px, learning a
PCA projection (nc = 100), training a GMM (K = 256)
using the expectation-maximization algorithm and training
a multi-class SVM classifier (C = 100). All these steps,
except for training of the SVM are done in an unsupervised
manner. After initializing the parameters of our architec-
ture with the ones we got by the unsupervised training steps
mentioned above, we did one epoch of finetuning of the
whole network using the AdaGrad adaptive gradient algo-
rithm [3].
The size of the temporal window, i.e. the number of
frames needed to calculate a single FV descriptor, is set to
t = 15 in all of our experiments. The size of the spatial
window in the spatio-temporal pooling layer is set to cor-
respond to a window of 32 × 32 pixels in the input video
(Sh = Sw = 7, when the single convolutional RBM was
used). These are the values used in other similar works,
e.g. [28]. We can control how dense we want to sample the
features from the given video by setting the spatial stride
parameter δS and the temporal stride parameter δT . In or-
der to decrease the time needed to do a single finetuning
pass through the training set, we use δS = 7 ”pixels” (cor-
responding to 16 pixels in the input video) and δT = 15
frames in most of our finetuning experiments. One epoch
of finetuning using these parameters on the whole training
set takes around 10 hours on a Titan X GPU.
As can be seen from the results reported in Table 1, our
method using features extracted from a single layer con-
volutional RBM performs better than the other state of the
art methods shown in Table 4 that suffered from overfit-
ting when trained only on the UCF-101 dataset. However,
when more complex models are pretrained on datasets that
provide larger amounts of data than the UCF-101 dataset,
the performance of the simple single layer network is eas-
ily surpassed. This is not surprising as the simple network
is too shallow to learn more discriminative features needed
for action classification. To show how our proposed method
works when the simple network is replaced with a more
complex one, we choose the VGG-16 network from [21]
pretrained on the ImageNet dataset, which was also used in
the two-stream network of [4].
The VGG-16 network consists of 13 convolutional lay-
ers, followed by 3 fully connected layers. We first use the
outputs of the conv4 3 layer as the input to the layers pro-
posed in this work. Similar to the previously described
experiment, we randomly extract 1000 subvolumes from
conv4 3 layer’s feature maps, corresponding to 32 × 32
px and t = 15 spatio-temporal subvolumes in the origi-
nal video. A subset of 30 subvolumes per video is then
used to learn a PCA mapping lowering their dimensionality
to nc = 100. These are then used to train a GMM with
K = 256 components, which we use to extract Fisher vec-
tor descriptors from and finally train a SVM with C = 100.
We report the results of this experiment on all three splits
of UCF-101 in table 2. We repeat the same procedure re-
placing the conv4 3 layer by conv5 3 and report the results
in Table 3. As the features extracted from the conv5 3 layer
performed better than the ones from layer conv4 3, we pick
this layer for our finetuning experiments.
The larger network is more prone to overfitting so we
regularize the finetuning using using dropout [23] (p = 0.9)
on the output of the local feature extraction layers. To max-
imize the amount of information available in the network
during both training and testing we set the spatial stride
δS = 1, but we keep the temporal stride fixed to δT = 15
as in the previous experiments. We finetune the network us-
ing stochastic gradient descent with momentum (set to 0.9),
showing the network one video at a time. The initial learn-
ing rate was set to 0.0001 and it was multiplied by a factor of
0.95 after each epoch. One epoch of finetuning took around
17 hours ∼ 30 FPS). Testing ran at a speed of around 40
FPS.
Table 1. UCF-101 split 1 classification accuracy, using features
from a single convolutional RBM trained only on UCF101.
Method Split 1
Single CRBM + FV [13] 55.06%
Ours, single CRBM, random sampling 59.95%
Ours, single CRBM, dense sampling 60.37%
Our finetuned network (after 1 epoch) 61.67%
5. Discussion
Compared to the work of [13], where the same kind of
features and encoding were used and the extraction was
performed on randomly selected subvolumes, our network
is naturally capable of performing dense sampling, thus
increasing the available information from the underlying
video and improving the final classification performance.
By performing dense sampling and finetuning the whole
network an improvement to 61.3% was achieved. This is
explained by the fact that including more training data helps
prevent overfitting.
Let us note that the lowest level of our network extracts
features at frame level from intensity information alone, and
therefore is not directly comparable to the full two stream
network from [20], one stream of which is trained on op-
tical flow that was extracted offline at the input. However,
we do compare favorably with the spatial stream of the net-
work when trained directly on static frames of the UCF-101
dataset, where it overfits and results in a classification accu-
racy of 52.3% - compared to 61.67% that we obtain when
using a simple, single-layer convolutional RBM. In order to
prevent overfitting, the two stream network is pretrained on
a different, larger dataset - this alone improves the accuracy
of [20] to 72.8%.
Our approach, which includes the time dimension by
pooling feature maps extracted from subvolumes of the
video, achieves an accuracy of 61.67%, without including
optical flow explicitly and only using a single convolutional
RBM at the lowest layers of the network. The work of [7]
also tried to tackle the problem of including motion fea-
tures implicitly by trying to learn them from stacks of static
frames. The approach of slowly fusing the feature maps
resulted in an accuracy of 65.4% on the UCF-101 dataset
when pretrained on a larger (Sports 1M) dataset. Whereas
training directly on UCF-101 resulted in overfitting with an
accuracy of 41.3%. This is again comparable to the 61.67%
that we obtain with the proposed approach, when using the
simple single-layer convolutional RBM features.
By simply replacing the single convolutional RBM layer
at the lowest level of our architecture with VGG-16, a deep
network containing 13 convolutional layers pretrained on
ImageNet, we boost the classification accuracy to 75.41%.
Table 2. UCF-101 classification accuracy, using the conv4 3 layer features from the VGG-16 network pretrained on ImageNet.
Method Split 1 Split 2 Split 3 Average
Random sampling 70.84% 70.30% 70.81% 70.65%
Table 3. UCF-101 classification accuracy, using the conv5 3 layer features from the VGG-16 network pretrained on ImageNet. Finetuning
was done using SGD with initial learning rate = 0.0001, momentum = 0.9 and extraction layer dropout p = 0.9.
Method Split 1 Split 2 Split 3 Average
Random sampling 75.65% 76.06% 74.89% 75.54%
Dense sampling 75.55% 76.33% 74.35% 75.41%
Finetuned network (after 5 epochs) 76.39% 77.29% 77.30% 76.99%
Finetuned network (after 11 epochs) 79.12% 78.63% 76.35% 78.03%
Finetuned network (after 33 epochs) 81.84% - - -
Table 4. State of the art methods using only static features, trained and evaluated on UCF-101.
Method Split Accuracy Total parameters
Slow fusion network [7] all 41.3%
Spatial CNN-M-2048 [20] 1 52.3% ∼ 90.63 M
Single CRBM + FV [13] 1 55.06% ∼ 5.33 M
Ours, single CRBM 1 61.67% ∼ 5.33 M
Table 5. State of the art methods using only static features, pretrained on a larger dataset, finetuned and evaluated on UCF-101.
Method Pretrained on Split Accuracy Top layers parameters Total parameters
Slow fusion network [7] Sports 1M all 65.4% - -
Encoding objects [5] ImageNet all 65.6% - -
Spatial CNN-M-2048 [20] ImageNet 1 72.8% 84.1 M 90.63 M
Ours, VGG-16 ImageNet 1 81.84% 5.87 M 20.58 M
Spatial VGG-16 [4, 21] ImageNet 1 82.61% 119.96 M 134.67 M
The main contribution of our proposed method is shown af-
ter performing the finetuning of the network as a whole,
which further boosts the classification accuracy on UCF-
101 to 81.84%. While this is lower than the 82.61%
achieved by the VGG-16 network as the spatial stream of
[4], we point out that our architecture contains 20.58 mil-
lion trainable parameters in total, compared to the 134.67
million parameters contained in VGG-16. If we only look at
the top layers of the two architectures, the 3 fully connected
layers containing 119.96 million parameters in VGG-16 can
be replaced by our proposed layers that contain only 5.87
million parameters, that is less than 5% of the parameter
count, at the cost of diminishing the classification perfor-
mance by 3.5%. Longer finetuning and a finer choice of the
finetuning hyperparameters should lower this performance
gap. On the other hand, our method compares favorably to
the CNN-M-2048 spatial stream of [20], achieving 81.84%
versus its 72.8%, while requiring less than 23% of its total
trainable parameter count.
6. Conclusion
In this paper we have proposed a convolutional archi-
tecture that expresses the various steps of the Fisher vector
based action recognition as layers in convolutional neural
network that can be trained or refined end to end in a su-
pervised manner. Our model outperforms significantly the
baseline architecture where the various levels are trained
in a layer by layer manner unsupervised, and state of the
art CNN architectures when trained on the same amount
of data. We show that replacing the top fully connected
layers in popular convolutional network architectures with
our proposed layers results in a significant reduction of the
needed trainable parameter count, while achieving a com-
parable performance, or even significantly surpassing the
performance of similar architectures.
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