AbstractÐA useful notion of weak dependence between many classifiers constructed with the same training data is introduced. It is shown that if both this weak dependence is low and the expected margins are large, then decison rules based on linear combinations of these classifiers can achieve error rates that decrease exponentially fast. Empirical results with randomized trees and trees constructed via boosting and bagging show that weak dependence is present in these type of trees. Furthermore, these results also suggest that there is a trade-off between weak dependence and expected margins, in the sense that to compensate for low expected margins, there should be low mutual dependence between the classifiers involved in the linear combination.
INTRODUCTION
R ECENTLY, there has been a fair amount of interest in combining several classification trees so as to obtain better decision rules [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . The idea is similar to using several observations of a random variable to estimate the underlying mean: The sample average of all the observations is a much better estimator of the mean than any one observation since the combination decreases the variance of the estimator and, hence, is ªcloserº to the true mean. With nonparametric estimators, such as classification trees, one also has to consider the bias of the estimators [9] , [10] , [6] . Hence, one should combine the observations so as to not only decrease the variance, but also reduce both the variance and the square of the bias simultaneously (this is referred to as the mean squared error). Several ways of combining classification trees have been proposed in the literature: linear combination of randomized trees [1] , [11] , bagging [5] , adaptive bagging [7] , and boosting [3] . These methods will be summarized below. The aim of all these methods is to reduce the misclassification rate, by cleverly mixing the classifiers.
The basic procedure consists of constructing several classifiers, say fT`g m 1 , to later combine them with weights f`g m 1 & IR, so as to form a unique classifier T m 1 `T`, from which a powerful decision rule can be derived. For example, one could form the average tree T m 1 T`=m, (i.e., ` m À1 for all`). The classification rule associated to T consists of assigning a new data point to the class that maximizes T [1] .
Bagging and adaptive bagging were conceived with the explicit aim of reducing the mean squared error of the classifier, whereas boosting was conceived with the explicit aim of reducing the training misclassification error, hoping to reduce in this way the true error rate with high probability (see Section 3) . In fact, Schapire et al. [12] give an upper bound on the true error rate for the two-class problem (i.e., when the data is divided in two classes) in terms of the margin, which is a measure of confidence in the class assignments given by the classifier at hand (see Section 3 for more details). Here, we present an improved bound based on recent advances in the theory of empirical processes [13] , in which the margin does not appear (see Section 3) . It is our belief, however, that these bounds based on PAC-learning theory [14] , are, in general, too coarse. We think that bounds specifically suited to linear combination of classifiers can give more insight into this problem (see Section 4) . In fact, we show that large expected (i.e., average) margins do play an important role in achieving low error rates for these type of classifiers. However, large margins alone are not sufficient to assure low error rates. In fact, Corollary 1 in Section 4 clearly states that, in order to achieve low error rates, one has to combine classifiers whose mutual dependence is low as well.
The biggest challenge that all four of the above techniques must deal with is the fact that all of the classifiers must be trained with the same data. In order to avoid building the same classifier over and over again, some randomness must be included in the construction process. The four techniques mentioned above differ in the way they incorporate this randomness. For example, randomized trees are built by randomizing the set of admissible queries at each splitting node of a tree, bagging randomizes the trees by sampling at random from the training data, and adaptive bagging and boosting do something similar to bagging, but the construction process has to be sequential since the performance of previously constructed trees influences the sampling scheme for new trees. We conjecture that the ªartificialº randomness built in during the construction of the classifiers produces what we called weakly dependent classifiers (see Sections 4 and 5) . In this paper, we introduce this new notion of mutual weak dependence, motivated by similar concepts developed in the time-series literature. It is shown that when both this dependence is very low and the expected margins (see (12) ) are large, exponential upper bounds on the true error rate can be achieved by linearly combining all the classifiers. Our results (see Sections 4 and 5) suggest that there is a trade-off between weak dependence and expected margins, in the sense that to compensate for low expected margins, there should be low mutual dependence between the classifiers involved in the linear combination.
We note that, even though our exposition focuses on classifiers based on classification (or regression) trees, all our results are valid for all sorts of classifiers.
The paper is organized as follows: Section 2 gives a brief summary of the most popular and recent methods to construct and combine classification and/or regression trees. Section 3 presents an upper bound for the true error rate based on PAC-learning theory. In Section 4, we introduce the notion of weak dependence between classifiers, and give an exponential upper bound on the true error rate. Sections 5 and 6 present some empirical results and conclusions, respectively. Section 7 is dedicated to the proofs of the main results of this paper.
COMBINING SEVERAL CLASSIFIERS
Let g f1; 2; . . . ; Jg be the class space and Y ; X be a random vector defined on a probability space g Â ; p ; P , with Y taking values in g, and X in . Throughout this paper, a classifier will be a random vector T : 3 IR J ; a decision rule will be a random variable dX dT X taking values in the class space g.
For the particular case of classification trees [15] , we will look at
where fR 1 ; . . . ; R r g is a partition of the space , 1 1 A Á is the indicator function associated to the set A & , and p 1k ; p 2k ; . . . ; p Jk is the conditional probability distribution over the J classes, given X P R k . Note that T X also is the conditional probability distribution over the J classes given X. For simplicity, we will denote p jk by T X; j, j 1; 2; . . . ; J, making explicit the dependence on X. Note that although the explicit dependence on R k is now omitted, this is still present through X since X lies in R k . A common decision rule for classification trees is dX arg max j1;...;J T X; j. Let h fY i ; X i P g Â ; i 1; . . . ; ng be the training data. The following are four common techniques for constructing the classifiers fT`g m 1 and choosing their weights f`g m 1 (see Section 1).
1. Randomized Trees. Let Q be the set of admissible splits at the nodes. The randomization of a tree is done at each node by choosing the best split from a small random subset of splits in Q. The m trees arising from this process are combined by averaging the conditional distributions T`X, i.e.,
Bagging. Let IP n n À1 n i1 X i be the empirical probability distribution of the training data h (this distribution assigns probability n À1 to the point X i , for all i 1; . . . ; n). The trees are constructed by repeatedly sampling with replacement from h a sample of size n according to IP n , each tree T`is based on one of these samples,` 1; . . . ; m. As with randomized trees, the m trees arising from this process are combined by averaging the conditional distributions T`X, i.e., T X m À1 m 1 T`X.
3. Adaptive Bagging is a sequential and iterative algorithm. Initially developed in the context of regression, adaptive bagging sees the training data class assignments fY i g n i1 as the initial response vector in a regression and the data points fX i g n i1 as the predictor vector, i.e., Y i fX i error, where f is the unknown (to be estimated) regression function. It consists of iterating between the following two steps:
Step a. Given the current response vector, construct a fixed number L of trees via bagging and keep their average
Step b. Update the response vector by subtracting from it an estimate of the prediction based on the average tree T X and repeat Step a with the modified response vector (we note the similarity of Step b with a similar step in projection pursuit regression [16] ). The m trees are the m average trees kept in each of the m iterations of these two steps. The final ªpredictionº tree is the sum of these m trees. For specific details, the reader is referred to [7] . 4. Boosting. Let IP n be as above. The first tree is constructed as in bagging, while the second tree is constructed by replacing IP n with another empirical distribution derived from the empirical misclassification rate of T 1 . More specifically, let 1 IP n dT 1 X T Y be the training misclassification error of T 1 . Replace IP n by a new empirical probability distribution IP 2 n that reweights the misclassified data points by a factor of 1 À 1 = 1 . Then, T 2 is constructed using a random sample of size n drawn from h according to IP 2 n . This step is the second iteration of boosting. This process is repeated m times to give rise to m classifiers (one classifier per iteration). The classifiers are combined using the weighted average m 1 log1 À `=` T`X, where `are the corresponding training misclassification rates associated with the empirical distributions IP ` n , obtained during the`th iteration of boosting (IP ` n are defined in a similar fashion as IP 2 n ). It can be shown that the boosting weights arise from minimizing an exponential upper bound on the empirical misclassification rate [12] , [17] .
PAC-LEARNING
In this section, we focus on the two-class problem and present a new upper bound for the error rate of any decision rule dÁ. In particular, our bound improves upon that in [12] and suggests that the margins (see below) do not play any role in sharpening this type of bound.
In contrast to the statistics literature, which is concerned with minimizing the mean squared error of an estimator [9] , [10] , [6] , the machine learning literature has focused on minimizing the empirical misclassification rate [12] . This latter goal arises naturally from PAC-learning theory (see [14] , [18] for an excellent introduction to PAC-learning). In this theory, one would like to be very confident that a particular estimate of the true error rate is very close to the true error rate (the true error rate is sometimes referred to as the generalization error rate). This statement can be translated into probabilities as follows: For any given, hopefully small, > 0; and > 0, one would like to have P dT X T Y IP n dT X T Y with probability at least 1 À 1 (recall that IP n stands for the empirical probability function and, hence, (1) is a probabilistic statement concerning the training sample h). Note that the right-hand side of (1) can be computed with training data. PAC-learning is mostly concerned with the number of training data points n needed to achieve (1) for given and .
The margins. Given a data point X, the margin of X [19] , [12] , denoted margin X is the quantity
The margins give us an idea of how much confidence can be put in the classification induced by the classifier T . Note that a particular data point X is misclassified by T if and only if margin X < 0. In particular, for the two-class problem, i.e., when the classes are Y À1 or Y 1, an easy calculation shows that a data point X is misclassified if and only if
In what remains of this section, we will focus on the two-class problem.
Bearing PAC-learning in mind, Boosting arises from the minimization of the empirical expectation of expfÀY 1 À 2T X; À1g, which is an upper bound of the empirical error rate IP n dT X T Y [12] and, hence, through (1), a high-probability upper bound for the true error rate. In an effort to explain why boosting works, Schapire et al. [12] derived the following error bound for the two-class problem, which holds for every > 0 with probability at least 1 À , 0 < < 1
where , the Vapnik-Cervonenkis (VC) dimension of the family of classifiers, is a measure of the ªsizeº or ªcomplexityº of . For example, if is finite, then log j j, and if is the family of classification trees, then % number of internal nodes of the tree Â dimension of X. Note that ªpenalizesº families that are too complex. The intuitive idea behind this is that a very complex family of classifiers has too much freedom to accommodate most of the training data. Hence, overtraining is likely to occur (in statistical terms, this is equivalent to constructing classifiers that minimize the bias ignoring prediction errors). For an exact definition of the VC dimension see, for example, [20, p. 196] and for more details, see [20, chapter 13] .
Note that if one maximizes the margin, then, for fixed and small , the empirical probability given by the first term in the right-hand side of (3) might reach zero, leading to an upper bound of order
However, bounds of a smaller order in n can be derived independently of . In fact, we have the following result: Theorem 1. Let e be the family of classifiers formed by linearly combining finitely many classifiers from . Assume that the family e is a VC-class, i.e., e has finite VC-dimension e . Then, there exists 0 > 0 such that for every 0 < minf 0 ; 1g
with probability at least 1 À , where
: 6 K and C 0 are universal constants, i.e., they only depend on the size of the family e and are independent of n and . In particular, ; n ! C 0 = n p for all 0 < minf 0 ; 1g.
It is easy to see that Theorem 1 implies a similar bound to (3) for all 0 < 1 ( in (3) must be replaced by e ) since, for the two-class problem,
Also, notice that logn does not appear in this latter bound. In fact, ignoring the constants, (5) gives an upper bound of order n À1=2 e log1= p À Á for the misclassification rate. This yields a better bound in terms of n.
Theorem 1 is a direct consequence of Talagrand's inequalities [13] , its proof is given below in Section 7. The constant 0 in Theorem 1 ensures that the condition C 0 = n p ; n in Talagrand's theorem holds. Unfortunately, explicit values for the constants K and C 0 are, as yet, unknown (Talagrand's inequalities (see (17) below) are stated without explicit constants). For practical purposes, one can still use Alexander's inequality [21] , which gives (1) with
for n 2 ! 64. This bound seems too large when compared to (5), due to the large constants 1,024 and 2,048 (in fact, one hopes that Talagrand's constants K and C 0 are not as large as Alexander's ones).
It is important to note that even though Theorem 1 yields sharper bounds in terms of the sample size n, the VC dimension e of e is usually much larger than (see [22] ); therefore, when the sample size n is not too large, (3) may be more practical than (5) . In this sense, the introduction of the margin in (3) appears to be a technical artifact that counteracts the usually enormous increase in complexity (i.e., the VC dimension) due to the linear mixing of classifiers. We will see later in Section 4 that the expected margin (see (12) ) does seem to play an important and ªnaturalº role in reducing the classification error rates of linear combinations of classifiers, by deriving sharper and more informative error bounds than those based on PAC-learning. In fact, we believe that bounds such as the one given in Theorem 1 are too coarse to be of practical value in applications where either the sample size n is not large enough, or the VC-dimension of e is big.
WEAKLY DEPENDENT CLASSIFIERS
In this section, we present an exponential bound for the error rate of decision rules arising from the linear combination of several classifiers, such as those reviewed in Section 2. The bounds are obtained under the assumption that the classifiers mutual dependence is small. The motivation for considering weak dependence came from our work [11] on speech recognition using randomized relational trees. However, we observed similar weak dependence behavior with trees constructed either via boosting or bagging (see Section 5).
Our notion of weak dependence borrows from the literature on time series with long memory; see, for example, [23] , [24] . In the context of time series, the dependence of sigma-fields generated from observing the time series over disjoint intervals of time is assumed to asymptotically vanish as the distance between the intervals increases to infinity. Here, we have adopted the following useful definition of weak dependence. (Note: throughout the remainder of the paper EÁ and EÁjÁ will stand for expectation and conditional expectation, respectively.)
Weak Dependence. Let fZ`g`! 1 be a collection of centered (i.e., EZ` 0) and bounded random variables, for each`! 1, consider the sigma-field p`generated by the random variable Z`, and for k ! 2, consider p kÀ1 1 `< k p` the smallest sigma-field generated by the random variables fZ`g kÀ1 1 . Let C < I be an upper bound for Z`, (i.e., jZ`j C with probability 1,`! 1) and let > 0. The collection fZ`g`! 1 is said to be ; C-weakly dependent if there exists a sequence of real numbers f`g`! 2 & 0; , such that, for all`> 1, and P 0;
Often, we will omit ; C and will refer to a ; C-weakly dependent collection as a weakly dependent collection.
In the time-series context, it is usually assumed that the time-series satisfies the so-called -mixing condition, which in our set-up corresponds to the condition P A B À P AP B k P A for all A P p kÀ1 1 ; and B P p k ; k ! 2:
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Roussas and Ioannides [25] showed that -mixing implies (7). We have kept the constant 2 in the right-hand side of (7) for this reason. We did not adopt condition (8) as our definition of weak dependence since it was proven to be too stringent in practice. In fact, our experiments (not shown here) yielded histograms of -values in (8) with large peaks near zero, but positively skewed, reaching large -values with extremely low frequencies; note, however, that in (8), those few unusually large -values are the most important ones. It is intuitive that the maximum -value is not a good measure of the dependence between the classifiers, instead the average -value gives more information about this dependence. For this reason, we adopted (7) as our definition of weak dependence. Besides, (7) is all that we need to obtain exponential bounds on the error rate. In Section 5, we have included some empirical results. We note that for very large values of`, `might be large since the dependence among classifiers is expected to increase due to the limited amount of training data (see, however, our experiments in Section 5 where a rather steady pattern on the values of f`g`! 2 is observed).
Measuring
Notice that is the logarithm of the geometric mean of the numbers f1 2e 1=4 `g m 2 and, hence, can be seen as a measure of the ªaverageº dependence between the random variables fZ`g m 1 . For independent random variables, 0. For a ; C-weakly dependent collection, log1 2 e 1=4 and is always bounded from above by log1 e 1=4 0:825939419. We will refer to as the loggeometric average. The exponent 1=4 arises naturally in the proof of Theorem 2 below (see the Appendix) as an upper bound for the quantity C1 À C for 1=C.
The following is the main result of this section. Its proof is postponed to Section 7.
Theorem 2. Let fZ`g`! 1 be a collection of centered random variables, bounded by C < I. Let > 0 and assume that fZ`g`! 1 is ; C-weakly dependent. Consider the empirical average S m m À1 m 1 Z`and let be as in (9) . Then, for every > 0
From (10), one sees that the dependence among the variables fZ`g has to be sufficiently small so that 2 f4C 2 1 À 1=mg À1 . Also note that this condition becomes more restrictive when the number of classifiers being averaged, m, is large, not just because of the explicit term in m, but more importantly due to the dependence of on m.
As a corollary of Theorem 2, one can derive the upper bound given by (15) on the error rate of a linear combination of several classifiers. Before stating this result, we need to generalize (7) to a stronger version for classifiers.
The Expected Margin. Recall the definition (2) of the margin for an individual data point X. A more interesting quantity from the point of view of summarizing the ªgood-nessº of a decision rule is the (conditional) expected value of the margins given the true class. For the J-class problem and given the collection of classifiers fT`g m 1 , one needs to consider the expected margin of class i given that the true class is j, ijj , for all i; j P g; i T j. In mathematical terms, one has
The expected margins for each classifier,
ET`X; jjY j À ET`X; ijY j;
will be denoted by ET`X; ijY j; for i T j; i; j P g; 12 put differently, on average, the classification should be correct. For example, if the classifiers T`are classification trees, the expected margins will be large if the terminal nodes of the trees are nearly pure. Small values of ijj are an indication that the trees are having trouble finding good splits in the covariate space and, hence, the overall misclassification rate will be high.
In what follows, we will consider random variables Z`i; j T`X; i À T`X; j ` ijj Note that these variables are centered, i.e., EZ`i; j 0.
Mutual weak dependence. Let C be an upper bound for jT`X; i À T`X; j ` ijj j, for all i; j P g,` 2; . . . ; m. We say that the collection of classifiers fT`g m 1 is ; C-mutually weakly dependent, if for every j P g, there exists a sequence f `jj g m 2 & 0; satisfying for all i P g, and all P 0; 1=C, E e À T`X;iÀT`X;j
The -coefficients f `jj g J; m j1;`2 will be referred to as mutual weak dependence coefficients.
As in (9), consider the log-geometric averages
1=4 `jj ; jP g: 14
We note that a mutually weakly dependent collection fT`g`! 1 is also weakly dependent since
Hence, to be mutually weakly dependent is a stronger condition. and let f jj g jPg be as in (14) . If the expected margins ijj ! > 0, for all i T j; i; j P g, then
15 Again, the proof of Corollary 1 is postponed to Section 7. Obviously, as in (10), (15) is a useful bound only when jj 2 ijj =4C 2 holds, i T j; i; j P g. As we mentioned earlier, and as our empirical results suggest, it may be very difficult to construct many classifiers from the same training data without building up significant dependence between them.
Note that the amount of training data does not enter explicitly into this bound. However, it enters indirectly through the log-geometric averages which are measuring the degree of dependence introduced between the classifiers as their number m increases.
For classification trees, the dimension of the covariate (feature) space as well as the dependence between the covariates might play an important role in determining the number of trees that can be combined so as to have a mutually weakly dependent collection. For example, on randomized trees, the effect of randomizing the splits at the nodes is to somehow force different trees to look at different attributes of the data items (e.g., locations of determined intensity pixels in an image or of energy peaks in an spectrogram, see [1] , [11] ). This technique will work well, i.e., it will produce small values of `jj ,` 2; . . . ; m, j P g, when the attributes considered are nearly independent (e.g., in a spectrogram, one might expect to see low correlation between energy peaks occurring at moderate to large distances over time).
The value of the constant C is 2 when the classifiers fT`g m 1 are classification trees (e.g., randomized trees) since, in this case, each T`X; i is a probability and, hence, bounded by one. Boosting (in its different flavors [12] , [17] ) and bagging may produce rather large values of C. The actual value of C is highly dependent on the specific classifiers involved. However, the values of the classifiers can easily be transformed to probabilities. This is done with a linear transformation based on the distances of T`X; i to each class. For example, for the two class problem, if d À1 jT`X 1j and d 1 jT`X À 1j are the distances of the predicted value T`X to À1 and 1, respectively, then one can consider the transformation e T`X;
Note that to assess the performance of a specific linear combination of classifiers, one must not only look at the values of the weakly dependent coefficients, but also at the values of the expected margins. Judging from our empirical results in Section 5, there appears to be a trade-off between the amount of weak-dependence and the strength of the expected margins, in the sense that different procedures will balance differently their weak-dependence and expected margin properties to yield approximately the same error rate.
Amit and Geman [1] derive a simpler upper bound for the misclassification rate through Chebyshev's inequality; their bound depends on ijj as well as on the average correlation between any two trees. Empirical results with randomized trees and trees constructed via boosting show low correlation between trees [26] . Our own experiments in Section 5 not only corroborate these results, but also show that the stronger notion of mutual weak dependence introduced in this paper holds. However, our empirically-estimated log-geometric averages jj are not small enough to guarantee the exponential decay in the error rate given by Corollary 1 when a moderate to large number m of trees is considered.
SOME EMPIRICAL RESULTS
Corollary 1 suggests looking at the expected margins as well as the weak dependence structure of a collection of classifiers in order to study the strength of decision rules based on linear combinations of classifiers. To this end, we study the properties of these type of decision rules on four data sets through two experiments. The first experiment comprises a large and complex data set. It consists of applying randomized trees to an isolated speech recognition task. The second experiment compares the performance of randomized trees, trees constructed via boosting, and trees constructed via bagging on three different data sets taken from the UCI repository [27] . We study the dependence between the resulting trees and estimate their mutual weak dependence coefficients and expected margins from data. Our experiments suggest both that mutual weak dependence is present in these trees, and that there appears to be a trade-off between the extent of this weakdependence and the strength of the margins in such a way that the resulting decision rule is optimal.
We do not pretend to show an exhaustive study of the properties of the different decision rules reviewed in this paper. Rather, we focus on acquiring a good idea of their properties and behavior in terms of both the weak dependence structure created by randomized trees, bagging and boosting, and the relationship between weak dependence and expected margins.
Isolated Word Recognition via Randomized Trees
Randomized trees were applied to an 11-class problem consisting of the 11 spoken ªdigitsº in g fzero; one; two; three; . . . ; nine; ohg:
The data consist of studio quality speech taken from the well-known TI/NIST Connected Digits Recognition task (also known as TI-digits). This corpus does not include the segmentation of the utterances. Hence, we hand-segmented those utterances corresponding to digit sequences of at most two digits. Due to this limitation, our training data constituted a very small subset of the data available (4,460 points in all). Our testing data consisted of 2,486 isolated digits taken from the testing portion of the corpus. Each utterance was converted to a variable length Mel scale spectrogram with 18 frequency bins. Here, we only focus on the dependence structure of 100 randomized trees constructed with these data. For more details on the recognition task and the exact procedure used to construct these trees, the reader is referred to [11] .
For each pair of trees, we estimate the mutual weak dependence coefficients from the data. More specifically, for k;` 1; . . . ; m, with`< k m, and i; j P g, let `; k; ijj be given by
(note that since, in this particular case, the trees are classification trees, C 2). We estimate `; k; ijj from data by`; k; ijj, which is obtained by replacing conditional expectations by Gaussian kernel smoothers [28] and expectations by sample averages. The conditional expectations EexpfT k X; i À T k X; j ijj gjp kÀ1 1 ; Y j on sigma-fields involving more than one tree are not computed for lack of sufficient testing data. Instead, we estimate the mutual weak dependence coefficients f kjj g J; m j1;k2 bŷ kjj max 1;...;kÀ1; iPg; iT j `; k; ijj: 16
We also considered estimates of the conditional expectations given p kÀ1 1
by smoothing on kÀ1 1 T`. These yielded similar but smaller estimates of `; k; ijj. For this reason, we prefer the larger (more conservative) estimates given by (16) . The left plot in Fig. 1 shows the estimates based on (16) .
We note the similarity of the -coefficients in all the classes and across the trees. Judging by the small values of these coefficients, we can say that there is mutual weak dependence in these trees. The expected margins (right plot in Fig. 1 ) are moderately large. These two observations suggest a good recognition rate. In fact, the overall error rate of about 1.5 percent achieved by the decision rule based on the average of the 100 randomized decision trees is relatively low for these data [11] .
A Brief Comparison of Bagging, Boosting, and Randomized Trees
Trees constructed via bagging, randomized trees, and two flavors of boosting, GentleAdaBoost and LogitBoost (see [17] for a detail exposition of these algorithms), were applied to three small data sets from the UCI repository [27] : the Inosphere data, the Pima-Diabetes data, and the Wine data. The Ionosphere data set consists of radar data collected in Goose Bay, Labrador, by a system consisting of a phased array of 16 high-frequency antennas with a total transmitted power on the order of 6.4 kilowatts. The data are divided into two classes (ªGood,º and ªBadº). There are 34 covariates in this data set.
The Pima-Diabetes data set is also a binary data set. The two classes indicate whether or not the subject shows signs of diabetes according to the World Health Organization criteria. All subjects are female of Pima Indian heritage. There are eight covariates in this data set.
The Wine data set consists of a chemical study of Italian wines grown in the same region but from three different cultivars (the three classes). There are 13 covariates in this data set.
We refer to the UCI repository [27] for more details on these data sets.
Figs. 2, 3, and 4 show the corresponding estimates of the weak-dependence coefficients kjj (top rows), j P f1; . . . ; Jg, and k 2; . . . ; m, and of the expected margins e ijj s (bottom rows), i; j P f1; . . . ; Jg; i T j, for the Ionosphere, Pima-Diabetes, and Wine data sets, respectively.
Note that, although trees constructed via boosting are built in a sequential fashion, there does not appear to be any increasing trend in the dependence of new trees with respect to previous ones (look at the second and third columns of the first row in Figs. 2 and 3 , and at the second Fig. 1 . Estimates of (a) the mutual weak dependence coefficients kjj , for j P fzero; one; . . . ; ohg, and k 2; . . . ; 100 (left plot). (b) The corresponding log-geometric averages jj (center plot) associated to each of the 11 digits in the TI-digits corpus. (c) The expected margin trajectories (right plot). Each curve in the left plot tracks the -coefficients over the trees for each of the 11 digits. Each curve in the right plot tracks the expected margins ijj over the trees for each of the 110 combinations of i; j P fzero; one; . . . ; ohg; i T j. Fig. 2 . Estimates of the mutual weak dependence coefficients kjj (top row), j P f1; 2g, and k 2; . . . ; 60, and of the corresponding trajectories of the expected margins e ijj (bottom row), i; j P f1; 2g; i T j, for the Ionosphere data set. Each curve tracks either the -coefficients (top row) or the expected margins (bottom row) over the trees for each of the two classes. The blue curves correspond to 1j2 , and the green curves, to 2j1 . These coefficients were estimated from 60 trees constructed via bagging (first column), LogitBoost (second column), GentleAdaBoost (third column), and randomized trees (fourth column).
column of the first row in Fig. 4 ). This is also observed with trees constructed via randomized trees and bagging (last and first columns of the upper rows in Figs. 2, 3 , and 4, respectively). However, in these latter cases, this is less surprising since all these trees are built in parallel (i.e., they are built independently of each other). One can infer from these plots that all the trees built with these procedures present evidence of mutual weak dependence. Fig. 5 plots the log-geometric averages yielded by the three different procedures on the three data sets. It is clear from this figure that all these procedures, including the two flavors of boosting, namely, LogitBoost and GentleAdaBoost, behave in a similar fashion. An exception can be seen in the randomized-tree based decision rule applied to the Wine data set. Here, the corresponding log-geometric averages look unusually large when compared with the ones yielded by bagging and boosting. Table 1 shows the percentage error rates of each of the four decision rules on the corresponding data sets. Note that despite the large log-geometric averages, randomized trees do better than bagging for the Wine data set. This can be explained by the consistently large expected margins yielded by the randomized trees (see Fig. 4 ), as opposed to those yielded by bagging.
All four procedures give high error rates for the PimaDiabetes data set. This is consistent with the low expected margins observed in Fig. 3 . Class 2, comprising those individuals that tested positive for Diabetes, appears very hard to classify correctly. In fact, all four procedures correctly recognizes only a few more than 50 percent of these subjects. This class is so hard to recognize that the randomized-tree based procedure yielded margins that were near zero or even negative (see the green line at the bottom right corner of Fig. 3) .
From Figs. 3 and 4, one can observe a positive correlation between the values of the -coefficients and the expected margins associated to each class. More explicitly, those classes with low -values tend to be associated with low expected margins, and those classes with large -values tend to be associated with large expected margins. This observation suggests a trade-off between low-weak dependence and large expected margins, so that the misclassification pattern associated to each individual class is similar for all the classes. This trade-off behavior is also seen across the different decision rules in Fig. 4 . The consequence of this trade-off is that to compensate for low margins, a procedure will construct trees with low-weak dependence, so as to boost the recognition rates. An extreme case corresponds to construct independent trees with very low margins.
Note that the worst performers on each of the three data sets, i.e., LogitBoost on the Ionosphere data, randomized trees on the Pima-Diabetes data, and bagging on the Wine data, present anomalies either in the values of their associated -coefficients or in their expected margins. LogitBoost -coefficients for the Ionosphere data are consistently larger than those ones associated to the other three procedures (see upper row of Fig. 2) . The expected margins associated to randomized trees on the Pima-Diabetes data and to bagging on the Wine data are much lower than the expected margins associated to the other procedures. Also, note that despite the very large expected margins associated to randomized trees on the Wine data, LogitBoost performs better on this data set.
Even though this is not a comprehensive study of the performance of these classifiers, these findings corroborate, in practice, what Corollary 1 says in theory, namely, that what matters in order to achieve low error rates is the combination of weak-dependence with high expected margins. Fig. 5 . Estimates of the log-geometric averages jj . The blue bar corresponds to class 1, the green bar to class 2, and for the Wine data set, the light blue bar corresponds to class 3. BG; LB; GAB, and RT, refer to bagging, LogitBoost, GentleAdaBoost, and randomized-tree estimates, respectively. Fig. 4 . Estimates of the mutual weak dependence coefficients kjj (top row), j P f1; 2; 3g, and k 2; . . . ; m, and of the corresponding trajectories of the expected margins e ijj (bottom row), i; j P f1; 2; 3g; i T j, for the Wine data set. Each curve tracks either the -coefficients (top row) or the expected margins (bottom row) over the trees for each of the three classes. The blue curves correspond to class j 1, the green curves, to class j 2, and the light blue curves, to class j 3. The solid blue curve corresponds to 2j1 , and the dashed blue curve to 3j1 . The solid green curve corresponds to 1j2 , and the dashed green curve to 3j2 . The solid light blue curve corresponds to 1j3 , and the dashed light blue curve to 2j3 . These coefficients were estimated from 10 trees constructed via bagging (first column), LogitBoost (middle column), and randomized trees (third column).
A useful definition of mutual weak dependence between classifiers based on the same training data is presented. When this mutual weak dependence is very low, exponential upper error bounds for combinations of classifiers can be achieved. Our experiments show that three common methods used to construct multiple classifiers from the same training dataÐthe randomized-tree procedure, boosting, and baggingÐproduce mutually weakly dependent trees. Moreover, the pattern observed in the mutual weak dependence coefficients is similar in all three procedures. This pattern is characterized by -coefficients that present a rather steady oscillation about a small -value. Also, this pattern is usually accompanied by a flat region (corresponding to an almost constant and low error rate) in the corresponding error rate curves. This is known to happen in randomized-tree and boosting-based decision rules [11] , [12] . A similar pattern can be observed in bagging-based decision rules (see Fig. 6 ).
There appears to be a trade-off between low-weak dependence and large expected margins, so that the misclassification pattern associated to each individual class is similar for all the classes. A consequence of this trade-off is that to compensate for low margins, a procedure will construct trees with low-weak dependence, so as to boost the recognition rates.
Our empirical findings corroborate the statement of Corollary 1, i.e., what matters in order to achieve low error rates is the combination of weak-dependence with high expected margins. The main implication here is that it is not enough to look for procedures that maximize the margins. More importantly, we should look for procedures that create classifiers with large expected margins, while keeping the dependence between the classifiers low.
APPENDIX PROOF OF THE MAIN RESULTS
Proof of Theorem 1. This theorem is a direct consequence of one of Talagrand's inequalities [13, inequality (1.4)], which we write here in a convenient form
for all C ! C 0 , with C 0 a large constant, and V À 1 ( is the VC-dimension of . We have adopted the definition of VC-dimension given in [22] ). Writing C ; n n p , we obtain the lower bound ; n ! C 0 = n p ; hence, ; n cannot decrease at a faster rate than n À1=2 . To simplify the notation, we will write for ; n in all the equations below. It remains to show (23) . Since EZ` 0 and jZ`j C, we have, using a Taylor series expansion for e x , E e
where we have used C 1. t u
Proof of Corollary 1. Note that
Now, note that S mji À S mjj ijj 1 m By hypothesis, the collection fT`X; i À T`X; j ` ijj g m 1 is ; C-mutually weakly dependent. Hence, applying Theorem 2 to all these collections, for i T j, i; j 1; 2; . . . ; J, one quickly obtains (15) .
t u
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