This work presents a model for dotgain prediction using repetitive patterns based on the characterization of neighboring and clustering effects of a specific printing device. Estimating dotgain is done nowadays by measuring patches of color patterns realized by a specific printing device. Current models use the information about adjacent dots to predict dotgain. However, research has shown that dotgain is influenced by the neighborhood of a dot which in general is bigger than one dot-size, in particular in connection with laser printers. The presented method predicts the dotgain of a dot considering a larger surrounding based on the observation of two main parameters affecting the luminance of a pattern which can be fitted using linear regression.
INTRODUCTION
Todays printing devices commonly rely on amplitude modulated (AM) or frequency modulated (FM) halftoning techniques to create the impression of continuous color tones. The modulation of the high resolution dots generally result in differences between the originally intended, theoretical ink coverage and the actual perception. In first order, the ink spread (known as "mechanical" or "physical" dotgain) introduces a deviation from an ideal dot in manifold and mostly unknown ways. In second order, light gets absorbed on a complex optical path within substrate and ink, resulting in "optical" dotgain 1 .
Dotgain describes a luminance change within the surrounding of a dot, accordingly, several models for predicting dotgain with incorporation of the surrounding exist, for example, the "circular dot overlap model" 7 which models the boundary overlappings of dots. However, recent works based on the adjacency effects described by Neugebauer 4 have shown that the dotgain of one single dot can be noticeably affected by dots within a distance of several dot-sizes. A desirable model for dotgain could therefore be described by the measurement of representative patterns modeling larger surroundings of a dot.
Wang
2 considered the measurement of 2 × 2 patterns in order to predict larger dot constellations. These repetitive patterns are printed and measured using a densitometer. An arbitrary given bitmap of any size can then be subdivided into 2×2 cells and the resulting luminance value can therefore be predicted by a linear combination of the luminances of the measured patterns weighted with the number of occurencies of the corresponding 2 × 2 cells in the bitmap.
In this work, we present a new approach to predict complex dot patterns. Our approach is based on an extended analysis of repetitive patterns. We give a general overview of the measuring task in section 2 and discuss design ideas and observations made during experiments in section 3. In section 4 and 5, we describe a model based on the observations, whereas we will show that using only a few explicitly designed patterns, one can estimate dotgain with high accuracy. A comparison between our prediction concept and the method of Wang shows a significant improvement in accuracy which will be discussed in section 6.
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MEASURING REPETITIVE PATTERNS
In our test environment, monochromatic grey scale prints of a Xerox Phaser 7750 laser printer are considered. Like many others, this printer has the restriction to either print or not print dots at specific positions defined by a two-dimensional bit mask. The printer offers a maximal resolution of 1200 dpi which would have been preferable for testing reasons but an accurate placing of the dots at this resolution was not possible, therefore, a lower resolution of 600 dpi was used for all prints. In this text, sometimes the term pixel is used which denotes a unit that has been chosen to match the desired resolution of the printer so that a black pixel is equal to a printed dot, whereas a white pixel corresponds to an unprinted dot.
This kind of printers have to use a bilevel halftoning algorithm to create the impression of grey levels. The main idea behind halftoning is to exploit the limited resolution of the human eye to create the illusion of a grey value by the seeming mixture of the luminances in the smallest perceivable area relative to the reading distance. The human eye resolves about 1 arc minute which corresponds to a field of view of about 0.12 mm at normal reading distance. 5 In this work, we used an eyeOne-densitometer as a measuring device, which has a circular field of view of about 4.7 mm in diameter 6 and therefore averages the luminances captured within a much bigger area than the human eye.
To compare the theoretical coverage of the originally intended bit mask with its realization by the printer, we have to account for all dots within the field of view. The large field of view of the eyeOne device in general makes it impractical to account for all dots. But when the halftoning consists of regularly repetitive cells ( Figure  1a ), we can assume the overall coverage within the field of view (Figure 1b) to be approximately the same as the coverage of one single cell. The goal of this work is to estimate the luminance of a dot including its surrounding by looking at regular patterns tiled by repetition of quadratic k × k cells where k stands for the number of pixels in one dimension.
As described in the paper of Rasmussen 8 , laser printers produce unsteady printing results. We verified this by printing the 3 × 3 pattern shown in figure 1a over the whole page with 600 dpi. In figure 1c , one can clearly see streaks and a non-uniformity in lightness over the whole page. The contrast of figure 1c has been amplified for visualization reasons but also in reality, a difference of up to 10 ∆L between luminance values at different positions on the paper were measured. In this paper, we denote luminance values as the L * -value of the CIELAB color space which is commonly used as a space of linear perception and ∆L denotes the difference of two L * values. To get reliable luminance results, all patches in this work have been printed several times at different positions on the paper. The results have been statistically averaged. When measuring a patch with a repetitive pattern with the eyeOne device, an exact positioning is not practical which means that patterns that are equal to others by translation are considered to be equivalent. In the following text, only distinct patterns will be used.
OBSERVATIONS
When we assume the dotgain to influence the luminance of dots up to a distance of about 2 dots, the quadratic surrounding of a middle dot defines a 5 × 5 cell. Every possible arrangement of dots within such a cell can be represented by a binary mask M depicting where to set a black or white pixel. There are 2 5×5 ≈ 3.36 · 10 7 possible arrangements for a 5 × 5 cell. This shows that even for surroundings of only a few dots, the number of representative patches grows exponentially, therefore a measurement of all arrangements of large cells is impractical. On the other hand, this knowledge is of great interest in the context of halftoning algorithms. For that reason, larger cells are usually simulated or predicted. Thereby, the goal is to reduce the necessary measurements to a handful of patterns.
The theoretical coverage c of M means the number of printed black dots divided by the maximal number of black dots (k × k) within a cell. Additionally, the surface S of M stands for the number of boundaries between printed and unprinted pixels. Since dotgain is known to occur mostly in the boundary regions of printed areas, cells with a low S are assumed to show less dotgain than cells with large S. Since the AM rasters used in todays printing devices (dot, line-screen, chain-dot 10 ), by definition, have less surface than FM rasters, this corresponds directly to the observation that halftoning using AM in general shows less dotgain than FM.
We suppose the values c and S of all arrangements of a 5 × 5 cell are determined. By exhaustive search, we observe minimal and maximal S for every c, resulting in 148 distinct patterns showing a minimal surface S min and 2152 distinct patterns showing a maximal surface S max . These resulting 2300 patches have been printed and measured. The measured luminances of these patterns can be observed in figure 2 , where the grey points represent the patterns with minimal S and the black points the patterns with maximal S. The circles represent minimal and maximal luminances for every c whereas the lines in between the circles indicate the spread of the observed luminance values.
It is common to study extremal instances both in combinatoric and in system calibration. Therefore, for every c, the arrangements with the minimal and maximal measured luminance L min and L max both of the patterns with minimal and maximal surface S min and S max have been identified, resulting in the 104 patterns shown in figure 3. As mentioned above, the patterns with maximal S are correlated to FM-like patterns whereas the patterns with minimal S show some kind of an AM-like line screen.
In the following, we are interested in the differences between the patterns resulting in minimal and maximal luminances. We observe that the patterns with maximal S tend to either form clusters or diffuse the dots as good as possible resulting in a difference between L min and L max of up to 6 ∆L. This observation will play a major role in section 4, where we define a model for such clusters. In the dark regions, the clustered patterns contribute to the L max patterns, whereas in the light regions the clusters contribute to the L min patterns. Therefore, to describe a dotgain model incorporating clusters with a linear model, the theoretical ink coverage c must be decomposed into independent parts which we will discuss in section 5. We note that we also observe a directional dependency but we neglect the luminance differences for now and save this observation for future work. 
CLUSTER MODEL
In Ulichney, 9 a simple model for cluster-finding is proposed based on a two-dimensional uncorrelated Gaussian filter g with normal distribution Φ µ,σ 2 (u, v). As the cells here repeat after k pixels, a filter of infinite size is impractical. According to the theorem of Moivre-Laplace, the binomial distribution approximates the normal distribution Φ µ,σ 2 with µ = np and σ 2 = np(1 − p). We therefore define a two-dimensional binomial filter with n = k − 1 and p = 1/2:
For every position (x, y) in the cell, the binomial filter f is convolved with the repetitive binary mask M where a black pixel is defined as 1 and a white pixel as 0:
where
P (x, y) defines, how clustered the surrounding of every pixel (x, y) is. Equivalent to Ulichney, the largest cluster can therefore be identified using the maximum over all P (x, y) whereas the minimum depicts the largest void.
The difference between the maximum and the minimum describes the relative amount of clusters formed by the cell, which we call graininess :
As the pattern is repetitive, it is sufficient to search for the maximum and minimum within 0 ≤ x, y ≤ k − 1.
Note that G will be 0 both for the completely white and black pattern. Every other pixel arrangement will return a value for G greater than 0. We state that the value of min x,y P (x, y) converges to 0 and the value of max x,y P (x, y) converges to 1 with increasing n. As we observe dotgain effects to occur mostly with patterns of low graininess G, we further define the entropy of a pattern:
In this work, we were looking at patterns with k = 5 defining a cell with 25 pixels. When, for example, we compute the entropy value for all distinct patterns with 5 black pixels out of 25, we get a clear correspondance as shown in figure 4 , although further improvement is obviously possible. According to the observations in section 3, we use the entropy E and the surface S to define three types of patterns: a) Patterns with minimal E: AM-like patterns b) Patterns with minimal E whereas S must be maximal: FM-like clustered patterns c) Patterns with maximal E whereas S must be maximal: FM-like unclustered patterns Using exhaustive search, multiple possible patterns can be found for most ink coverages c, therefore we choose one representative for each pattern type and each c. The resulting patterns are shown in figure 5 .
The AM-like patterns define some kind of a round dot screen which differs from the observations made in section 3. But as stated above, we neglect differences between the patterns with minimal S, assuming the resulting luminances are similar. Nonetheless, we assume the directional dependency of the patterns to be the main reason for the remaining uncertainity in figure 4 . 
DOTGAIN MODEL
In the work of Wang 2 , repetitive 2 × 2 cells are proposed, therefore 2 2×2 = 16 possible dot arrangements of such a cell exist. As a simplification, the 16 cell types are grouped into 6 different types of patterns as shown in figure  6 , whereas the groups also contain the mirrored and rotated versions of the patterns. Each 2 × 2 cell defines a theoretical coverage c 0000 to c 1111 . Figure 6 . the 6 groups of 2 × 2 patterns These repetitive patterns are printed and measured using a densitometer resulting in luminance values 0000 to 1111 . To predict the luminance of an arbitrary bitmap M , we create a decomposition of M by counting the number of occurencies w 0000 to w 1111 of the 2 × 2 cells shown above within the bitmap. Note that due to cell overlap, pixels are accounted multiple times, we therefore normalize the system so that the sum of the weights w equals 1. Therefore, the luminance L(M ) of a given bitmap can be predicted using a linear combination of the parameters with the weights w. In the same way, the theoretical coverage c can be decomposed into a 6 dimensional space.
This method is fully described in the work of Wang 2 and in the further text, we will refer to this prediction as "Method 1". Regarding our approach, the decomposition splits the theoretical coverage into independent parts. We therefore incorporate the entropy model discussed in section 4 by defining an entropy weighting vector e which is the multiplication of the weights w with the entropy E(M ) of the bitmap. Written in vector form, this is defined by:
In our approach, according to section 4, we examine the 5 × 5 cells shown in figure 5 and compute the weights w 0000 to w 1111 accordingly. We define 6 additional parameters d 0000 to d 1111 depicting the unknown entropy base vector. This results in our prediction model:
By measuring the luminance values L of the printed patterns shown in figure 5 , we define an over-determinated equation system which can be solved using linear least squares. We propose a "Method 2" which solves for the vector d using the following equation system:
This results in 6 fitted correction parameters d 0000 to d 1111 . In addition, we propose a "Method 3" where we do not rely on the measured luminances but rather predict them the same way as the correction parameters d using linear regression by defining the following 12 dimensional equation system:
RESULTS
The measurements 0000 to 1111 in L * are shown in Printing and measuring the patterns shown in figure 5 , we gathered the data for the overdeterminated equation system and solved for the required parameters using linear least squares resulting in the parameters shown in To show the differences in luminance prediction of the three presented methods, we printed and measured patches filled with random patterns distributed within 0 ≤ c ≤ 1. Table 3 shows the minimal and maximal prediction deviation and the average and the standard deviation σ of the errors of the measured testpatches. The proposed methods in general show an improvement in the standard deviation of the luminance prediction. Nevertheless, the proposed method predicts the luminances too high. The reason for this lays in the incorporation of the measurements of the AM-like patterns which contribute to the linear fit in an exceeding way. As patches filled with random dots tend to bulid FM-like structures, our prediction model must be defined using a corresponding base. We therefore calibrate our proposed method 2 and 3 with the patches b) and c) of figure 5 and we get the results shown in This results for most cases in a much more accurate prediction. We state that further improvement is expected when using our methods in combination with error diffusion algorithms, as such algorithms by definition are an approximation of the entropy discussed in this work.
CONCLUSION
The decomposition of the luminance into a 6-dimensional space is a basic concept indicated by the work of Wang. We enhanced this concept by adding a deviation vector consisting of a graininess description resulting in more accurate dotgain predictions. We estimate the final luminance of a dot including a surrounding cell by measuring only a fraction of all possible dot arrangements. In the future, this number may even be decreased by reducing the amount of redundancy.
We expect this method to be applicable to different printing methods, especially to offset printing. In the future, more printers and printing methods with high resolution will be tested. A further improvement of the model would be to use a different model for the clusters and to incorporate the printer dependent directional dependency of the printed pattern, resulting in a more relevant deviation vector.
