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Abstract
The thesis is in two parts.
In Part One, the role of the angle-averaged potential
in the theory of non-simple liquids is investigated. Analytic
expressions for the angle-averaged potential are obtained and
their asymptotic approximations are derived and compared with
the exact expressions. The additivity of the angle-averaged
potential is discussed. The angle-averaged potential is shown
to provide a basis for the expression of the thermodynamic
properties of an angle-dependent system. The free energy for
such a system is derived as the sum of the free energy of the
simple system where the pair interaction is the angle-averaged
potential and a set of three body, four body etc. terms
involving the triplet and higher correlation functions for the
simple system. Some work on the two-dimensional coplanar point
dipole system is discussed. A first order perturbation theory
is derived where the reference potential is the angle-averaged
potential. This theory is compared with the first order
2 6perturbation theory of Gubbins and Gray and the Mean
21Spherical Model of Wertheim for the hard sphere plus imbedded 
dipole system. The present theory is found to be in best 
agreement with Monte Carlo studies of the exact dipole system.
In Part Two the statistical mechanics of a model 
adsorbed polymer is developed. The polymer is considered as a 
string of non-interacting beads connected by freely rotating 
bonds with an arbitrary bond length distribution. The beads 
(Monomer units) are free to interact with the flat impenetrable 
substrate via a one-body potential. Rigorous statistical
formulae are derived for the expectation values of the number 
of beads on the substrate, the spread of the polymer on the 
substrate, the density of beads off the substrate and the 
centre of mass of the polymer in terms of an adsorption energy 
parameter W. These conformational properties are shown to 
undergo a phase transition at a critical value of W=Wc, where 
Wc is a functional of the bond length distribution function 
only. For W>Wc the polymer is adsorbed on the wall and for 
W<Wc the polymer moves into the bulk solvent and away from 
the substrate. Some numerical calculations were carried out 
with real polymer/solvent/substrate systems to discover whether 
dispersion forces could yield values of W/Wc which could 
span the complete range of behaviour of the adsorbed polymer. 
The possibility of temperature and solvent-induced adsorption/ 
description phase transitions is exhibited.
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P A R T  O N E
THE ANGLE-AVERAGED POTENTIAL
IN NON-SIMPLE LIQUID THEORY
§1. INTRODUCTION
With the introduction of the distribution function 
formalism and the progress in fast digital computing, the 
theory of simple, atomic liquids has been very firmly 
established over the last thirty years. However, the perversity 
of nature is such that most real liquids are not simple in the 
sense that the interaction between liquid molecules is strongly 
dependent on their mutual orientations. Such pair potentials 
may arise due to the presence of permanent multipoles, 
polarizability asymmetry, the existence of different atoms in, 
and the shape of, the liquid molecules. We will call such 
systems, angle-dependent systems.
It is usual to consider the potential energy of an 
N molecule system as the pairwise-additive sum of two-body 
potentials
U(rN ,wN) = I u (r. . ,oj. . ) (1.1)
i< j ~1D 1 D
where oj . is the orientation of molecule i. The existencel
of the pair potential u (r^2,03  ^,03^ ) is predicated on the 
assumption that the liquid molecules are in their electronic- 
vibrational ground states, that internal rotations are absent, 
and that classical statistics apply. These assumptions should 
be good approximations in most small molecular systems. The 
pairwise additivity assumption is more severe but recent 
work‘d has shown three-body forces contribute only a few percent 
to the configurational energy of real systems.
The partition function for such an N particle 
system at temperature T confined to volume V can then be
written as
Q(N,V,T) (1.2)ciy Qk Qc (N,V,T)
where q^ and q^ are the molecular vibrational and rotational
? 3N/2partition functions and Q =  (2'irmkT/h ) is the trans-I\
lational partition function. The configurational partition 
function Q (N,V,T) is given by
Qc (N,V,T)
N N1 f r _,N t r J  -3U(r ,0) )J..J dr J..J d oj e (1.3)
The introduction of the angular correlation function 
(2 )g (r12 ,0)^  ,u)2) defined by
(2 ) , xg (?12,W1 ,(JJ2) CN-2)1P vc vN-2
J..J drN'2 J..J
,N-2
N N, N-2 -ßU(r ) x dm e ~ ' (1.4)
together with the pairwise assumption (1.1) enables the bulk 
thermodynamic properties of the angle-dependent system to be 
written a s 2,
Ac = - kT I n  Q c (1.5)
I pN J <«(£1 2 '“i'“ 2)gt2> (?12'“l'“ 2)>collo2 d?12
(1 .6)
£ _ I P2 f 3 6 P J
3u C~12'U)l ,a)2 ) (2)
V 3r12
g (rn n ,u), ,u)~) > 
^  ~ 12 ' 1 2
(1.7)X 12 dr 12
where , P are the configurational Helmholtz free
energy, configurational energy and the pressure respectively.
We mean by < . . . > u k , the unweighted average over orientation
(2 )UK. Thus, a knowledge of QC (N,V,T) and g (ri2' wi ' ^ 2 ^
sufficient to completely describe angle-dependent systems with 
the potential energy (1.1).
The presence of the extra orientational degrees of 
freedom complicates the application of the approximate 
techniques developed in the theory of simple liquid to angle- 
dependent systems. We will discuss below the extension of 
these techniques to non-simple liquids by other workers.
The earliest treatment of angle-dependent systems 
was by the virial expansion method^ where (ri2 #<jJ1 ,u)2^
was expressed as a power series in the number density p.
That is
(2) ,g (r112 g0(?12' '“ 2 ) gl (^ 12' “2>
+ p2 g2 (r12,^i,^2) + *** (1-8)
where the g^ (r^2 ,u)^  ,m2) are density independent. From (1.7) 
the virial equation of state is then derived
P
pkT 1 + y B (T) pn X L ~ n n=2
where the nth virial coefficient B isn
(1.9)
The orientational variables make the integrations 
of (1.10), (1.12), (1.13) a numerically dangerous procedure.
Recently Watts^ obtained the third virial for hard spheres with 
imbedded point dipoles by the Stroud integration technique 
which has proved suitable for such multi-dimensional 
integrations.
The region of convergence of the virial expansion is 
unknown but has been discussed qualitatively in the literature 
(e.g. see Ref.4). Many attempts have been made to explain the 
nematic liquid crystal phase transition in systems of rigid
7rods using the leading order terms in the virial expansion 
for such systems. Such crude models are not quantitative 
successes.
A second technique borrowed from simple liquid
theory is the integral equation method. The Bogolubov-Born-
8 9Green-Yvon (BBGY) , Percus-Yevick (PY) , Hypernetted Chain 
(HNC)10, and Mean Spherical Model (MSM)11 can be easily modi­
fied to include the angular degrees of freedom. The BBGY and 
HNC theories have not yet been examined and attention has 
centred on the MSM (due to its ease of analytic solution) and 
the PY equation (due to its success and antiquity in simple 
liquid theory).
With the exception of the BBGY equation all the
integral equation techniques are based on the Ornstein-Zernike 
12(OZ) relation
h (r12'wi '^2^ c Cr12 ,m2) + p J <c (r13 , u>3)
x h (r00 ,u>0 ,u)0) > dr. -23 2 3 03^-3 (1.14)
Morrison's results may be due to the use of PY theory
coupled with the truncation approximation. Such a truncation 
(2)of g (1,2) can be valid only at low density where the
Boltzmann factor is sufficiently represented by its low order
term. The perturbation theory presented in this thesis and
15published elsewhere shows that to lowest order the dependence 
(2)of g (1,2) on orientations and is via the
Boltzmann factor exp (- ßu (r  ^ Th-e use °f low order
spherical harmonics to represent the angle dependence will be
a good approximation to the Boltzmann factor only at low
density. Given the ability of the PY equation to predict 
(2)g (1,2) the truncation method of solution can yield a
solution only as good as the first order Gubbins-Gray
perturbation theory which we shall discuss presently. Ben 
16Naim has used a method of solution of the PY equation which 
does embody the Boltzmann factor orientational dependence.
He attempts a solution of the PY equation in the form
9 (2) (1 ,2)
-3u (r12,wi,^2) e y(ri2> (1.17)
The approximation has been applied to a water model where the
interaction energy is a Lennard-Jones potential plus Coulomb
interactions between point charges in the molecule. Numerical
difficulties have prevented the solution of the PY equation
16for this potential however, and Monte Carlo studies indicate
that the approximation is not good for large orientational
anisotropies in the pair potential. It is however the correct
low density form and should be a good approximation in weakly
17anisotropic systems. Ben Naim has also solved the PY 
equation with no approximations for a system of two dimensional 
water-like particles where the orientational variables do not
intractably complicate the integral equation. Chandler and
18 ( 2 ) Anderson have developed an integral equation for g ' (1/2)
for a system of molecules modelled as rigid clusters of con­
nected hard spheres. Numerical solutions of this equation 
19for dumbells have been exhibited and compared to the PY
equation solution. Their degree of approximation as measured
by the difference in the virial and compressibility equation
results for P (p) is found to be comparable. The equation
has also been applied to a system of hard spheres arranged in 
20a tetrahedron . The structure factor so obtained was found 
to be in remarkable agreement with that of carbon tetrachloride.
The second integral equation approach is that of the 
mean spherical model^. The MSM is applied to fluids with 
hard core repulsion. If u(r^2 /^ ^ ) is infinite in the 
region r^2<o t*1611
g (2)(l,2) = 0 (ri2<0)
The MSM approximation requires that
c (1,2) = - ßu (r12 ,u32) (r12>o) (1.18)
and the OZ relation is then
g (2> (1,2) = 1 - eu(l,2) - ep I <u (1,3)
V
X (g (2) (2,3)-l) > u  dr3 11.19)
It is this linearity which facilitates analytic solution.
21Wertheim has solved the MSM for a system of hard spheres with
imbedded dipoles. His solution is discussed in detail in
(2 )section 4. Briefly g (1,2) is found to be the sum of a
spherically symmetric term and two terms which involve the
symmetries of the 1st order spherical harmonics
Y1 (61^1) Y1 (© 2 ' ^ 2 ^ * Tllus the solution can be thought of as
a linearized approximation to the PY equation whose solution
is found by the truncation (at first order) procedure of Chen
and Steele. The solution of the MSM for an arbitrary multipole-
22multipole interaction potential has been exhibited by Blum
For the hard sphere plus imbedded dipole system, the MSM has
2 3been compared with Monte Carlo studies and perturbation
24theoretic results for the thermodynamic properties. The 
agreement with the Monte Carlo results is not promising and 
this can be understood in terms of the above interpretation of 
the MSM. The prediction of the angular correlation properties 
of non-simple liquids in the MSM approximation is discussed 
in section 4.
A third and potentially most successful theory of
the angular correlation function is the perturbation theoretic
25 25 3.5approach of Pople , Gubbins and Gray and Perram and White
The general formalism of thermodynamic perturbation theory was
27 28developed initially by Zwanzig and by Barker and Henderson
to provide a very successful theory of simple liquids. The
formalism has been extended to non-simple systems by several 
59workers . Briefly by writing the pair potential as
u (1,2) = u (1,2) + a u (1,2) Cl.20)
vj
and expanding the thermodynamic definition of the correlation 
function (1.4) one obtains (a=l)
(2 ) , g (r12 “2 > V ? 1 2 ' “l u2> + 5l(£l2'
+ g2 (ri2' ^ 1'^2  ^ + *** (1.21)
where go (r 0, w ,uj ) is the correlation function for the
reference system interacting via (1,2) and r^i2'W1 ,a32^
is the n1th order density dependent perturbation on that system.
25The configurational free energy of the system is then
A = A + A, + A„ + A-. + ... (1.22)c ü 1 2 1
where Aq is the Helmholtz free energy of the reference system 
and A^, A^ etc. are the perturbation corrections. These
corrections have been investigated for several perturbation
2961 26theories ' and the Gubbins-Gray theory (see section 4) seems
30to be in best agreement with Monte Carlo studies. McDonald
has calculated the terms in the Pople expansion (1.22) for
the free energy of a system of Lennard-Jones plus imbedded
dipole molecules up to A^ and compared them with Monte Carlo
results. For large values of (3y2/o3) the truncation of the
series at this term is in serious error. Similar conclusions
23were reached by Patey and Valleau . This is due to the
oscillatory nature of the series A^ being negative and A^
2 9positive. Stell et al. have shown that the Pade approximant
A = Aq + A2/(l - A3/A2) (1.23)
is in excellent agreement with the Monte Carlo results for most 
of the system properties. However, the prediction of the 
internal energy from (1.23) is in considerable error.
We will show in the present thesis that the slow convergence 
of the series (1.22) may be due to the use of a reference 
potential which does not involve any of the angle-dependent 
properties of the system.
In order to introduce some of the angle-dependent 
potential into the reference state, we use the angle-averaged 
potential u(r^^) defined by
-3u(r ) -3u (r12 ,0^ ,w )
e = <e > (1.23)
^1^2
31 32As early as 1933 Onsager , and later Rushbrooke , pointed out
that the angle-averaged potential (1.23) is the correct averaged
pair potential to be used in approximate thermodynamic cal-
33culations for non-simple systems. However, early workers 
in polar solution theory used the canonical averaged potential
3u(r 2) -3u(r 2,m ,o )
<u(r )> = e <u(r ) e >12 12 1 2 0)^2
(1.24)
Since the canonical averaged potential is to lowest order twice
the angle-averaged potential, the use of this potential lead
to serious overestimates of the contribution of the dipole-
dipole interaction energy to system properties. This was
34 . 3 5discussed by Rowlinson . Cook and Rowlinson and 
3 6Rowlinson have used the angle-averaged potential for a 
number of model systems to discuss the deviations of molecular
systems from the law of corresponding states. Recently Stell
3 7 3 8et al used the perturbation theory of Verlet and Weiss ,
developed for simple fluids, to calculate the system propertie s for
multipole-multipole pair potentials. Their reference system 
was an approximate angle-averaged potential. For high densities, 
the approximate reference potential does not provide a good 
basis for an expansion, as the relative importance of the 
perturbation terms become large in this region. The reason for 
this is discussed herein in terms of the breakdown of the 
approximation in the region of nearest neighbours and the
relative importance of this region at high density.
39Sung and Chandler have developed a perturbation 
theory for short-range anisotropic repulsive potentials, based 
on a hard sphere reference system. The diameter of the hard 
sphere is chosen in a complicated way to make the first order
perturbation contribution to the free energy vanish.
4 0Calculations by Steele and Sandler have shown the theory to
give results comparable to the PY solution,for rigid dumbells.
41Bellemans has obtained a perturbation theory for 
hard anisotropic molecules using the rigid core as the reference 
system and the anisotropy of the potential as the perturbation 
parameter. For small anisotropy in a system of ellipsoids 
Bellemans was able to demonstrate the smallness of the 
perturbation corrections to the free energy in the liquid 
phase. This was not the case in the solid phase, however, where 
anisotropic contributions are large. It is of fundamental 
importance to note that the concept of the angle-averaged 
potential is a valid one in hard anisotropic system since the 
Boltzmann factor,through which it is defined,is always finite.
In the present thesis, the angle-averaged potential is 
obtained for the highly anisotropic system of non-overlapping 
rigid dumbells and the utility of the angle-averaged potential 
in such systems is demonstrated.
For very anisotropic systems, e.g. the nematic liquid
crystals,all such angle independent reference systems may not
be appropriate bases for a perturbation theory. The use of
angle-dependent reference potentials, whose system properties
are known, as bases for highly anisotropic systems has been
4 2suggested by Mo and Gubbins . Moderate agreement between
Monte Carlo results and this theory for a dipole- dipole system
has been reported. Such extensions must, however, be regarded
as second order problems in view of the infancy of non-simple
liquid theory as applied to moderately anisotropic systems.
The utility,in the theories outlined above, of the 
4 3Monte Carlo technique , as a means of relating theory and
experiment without the complications and perversities of real
systems, is obvious. However, in angle-dependent systems the
computer can play another important role. By the direct
simulation of angle-dependent systems by model potentials the
features of the potential which control the system properties
can be "experimentally" investigated. These tell us which
features of a potential should be incorporated in the reference
potential of a perturbation theory. For example, Vieillard- 
44Baron et al have shown that a hard ellipse system in two 
dimensions will exhibit an orientational order-disorder trans­
ition which,as a function of eccentricity, moves from the solid 
to the liquid phase. This result is of fundamental importance
to liquid-crystal theorists. Other studies include the systems
45of hard prolate spherocylinders by Few and Rigby , of homo-
nuclear diatomics with atom-atom Lennard Jones potentials by
46 47McDonald and Singer and Barojas et al . The system of hard
sphere on Lennard Jones potential plus point dipole-dipole
4 8system has been extensively studied . The water simulation
49 50by Rahman and Stillinger and Barker and Watts has been
important in that a simple pair potential which takes into 
account the regions of positive and negative electron density 
in the water molecule provides an explanation of the proper­
ties of water without the necessity of introducing the hydrogen 
bond concept.
From the above, one obtains the impression of a field 
in its theoretical infancy. The outstanding fact is that, 
despite the early work of Onsager, Rushbrooke and Rowlinson 
discussed earlier, the angle-averaged potential as a basis 
for non-simple liquid theory has been neglected. The present 
thesis is an attempt to construct such a theory.
In section Two, we derive expressions for the angle- 
averaged potential for various potentials, and the angle- 
averaged potential for hard dumbells is displayed. It is 
important to note that the angle-averaged potential is a valid 
concept even when applied to hard anisotropic systems as 
discussed earlier. The additivity of the angle-averaged 
potential is examined. In section Three we develop a theory 
of the free energy of an angle-dependent system in terms of 
the sum of the free energy of the simple system interacting 
via the angle-averaged potential and three body, four body 
terms etc. involving the triplet and higher correlation 
functions for the angle-averaged potential. The series 
obtained is the analogy in non-simple liquid theory to the 
virial series in simple liquid theory where one is expanding, 
not about the perfect gas, but about an averaged simple system.
In section Four, a perturbation theory is developed
(2)to first order for the correlation function g (r^2 ,^2)* 
This is based on the angle-averaged potential as a reference 
system. Its predictions are compared with the theory of
2 6 21Gubbins and Gray" and the Mean Spherical Model of Wertheim
for the hard sphere with imbedded point dipole system. The
utility of such a perturbation in the hard dumbell system is
exhibited.
§2. THE ANGLE AVERAGED POTENTIAL
(a) DEFINITION
We will denote by u (r ^ , u) , w ) , the pair 
potential for two molecules where r^^ is the distance between 
the origins of the body-fixed axes systems on each molecule 
and is the orientation of the body-fixed axes system in
the i 'th molecule relative to some arbitrary laboratory-fixed 
axes system. (Such a specification of the state of two inter­
acting molecular charge distributions is only possible if we 
are interested in kinetic and rotational motions of the 
molecules which are much slower than characteristic electronic 
motions.)
We define the angle-averaged potential u ^ r ^ )
corresponding to u (r10,co ,uj ) bya ~ iz l 2
-eua(ri2) -3u (r ,0) ,W9)
J j e a ~12 1 2 du. dm. (2 .1)
where
J d c o ^  =  Q (2 .2 )
For molecules with an axis of symmetry the orientation of the 
molecule can be described by the conventional polar and 
azimuthal angles (0,<J>) which specify the direction of the 
axis of symmetry relative to the laboratory frame. In this 
case
1 2 7T
j dm = j d COSÖ J dc|) 
-1 0
= 4 IT (2.3)
In general, the molecule-fixed axes system requires three 
angles to specify its orientation with respect to the labora- 
tory frame. The Euler angles (u,0,y) of Wigner would be 
appropriate. For this parametrization
2 tt 1 2ttJ dm = J da J d cos3 / dy 
0 - 1  0
= 8u2 (2.4)
(b) EXAMPLES
To illustrate the definition we will derive
expressions for u (r 0) for various systems and displaya l z.
them graphically as functions of ry2*
(i) RIGID DIPOLES IN TWO DIMENSIONS
We consider two molecules which interact via a 
dipole-dipole potential whose centres and dipole moments 
y are constrained to lie in a plane as shown in Fig.l. The 
orientation of the dipole moment y^ can then be described 
by the angle 0^ that it makes with the x axis of the 
laboratory frame. Similarly, is the angle between the
relative position vector r^9 and the x axis.
The energy of interaction of two point dipoles of 
moments and y2 separated by r^2 is given by
3 (~ 1 *? 1 2 ) (~ 2 * ? 1 2 *ud (l,2) (2.5)
FIG.l The geometry of the two-dimensional dipole
system.
For the coplanar system considered here we have then
ud (1'2) -- (cos (G, — 0 „) - 3cos (0 -a,~) cos (0o-a,~))3 1 2  1 1 2  z l  z
12
(2.6)
By setting
12 U1 U12 (2.7)
21 0 2 " ^12 (2.8)
equation (2.6) becomes
ud (1/2)
2r (cos ^  12~^ 21 ^ + 3cos ^ 1 2 +l^ 21^12
(2.9)
From (2.1) the angle-averaged potential ud^ri2^ 9-*-ven ky
“ 3U (^12)  ^ 2tt 2Tr [cos (^1 2-ip2 1 )+3cos (ii1 2+li;21^
—  S I e( 2 TT ) 2 0 0
d0]d02
^ 2tt 2 tt x ^ 2 [cos (i]j12-i|j21 )-i-3cos (\p1 2 + ^ 2 1 ) 1—  I I e(2 TT) Z 0 0
dl^ 12d^21 (2.10)
x12 = 3y2/2r|2
where
This integral is easily performed when use is made of the
52 , p.376 expansion r
ex cos u _ i (x) + 2  I Iv (x) cos ku (2.11)
U k=l K
Ik (x) is the modified Bessel function33' of order k.
Expanding each of the exponential factors in this way and 
using the orthogonality of the trigonometric functions 
obtained, we have
-3u (r „)
e Io (x12) I0 (3x 12) (2.12)
where
X12 = ßP2/2r^2 (2.13)
The asymptotic properties of this function will be investigated 
in section c. Figure 2 contains the plot of ud^ri2^  as a 
function of the parameter x^* We note that the angle- 
averaged potential ud^ri2^  as attractive although the dipole- 
dipole energy can be repulsive in some orientations.
(Ü) RIGID DIPOLES IN THREE DIMENSIONS
When the dipoles are not coplanar two angles are 
required to describe the orientation of the dipole moment u.
We will take these to be the conventional polar and azimuthal 
angles (0,<j)). Since the angle-averaged potential is 
independent of the orientation of the relative position 
vector ri2' we simplify the calculation of u^ by
taking r ^  to the direction of the z axis of the
laboratory frame and then integrating of the orientations of
/%y^ and y2 relative to r^. 0ne ma¥ simplify the integral
still further by taking y^ as the z axis of the
laboratory frame and r ^  in the xz plane. Then, instead
of integrating over the orientations of y^ and y , one
integrates over the orientation of r and y . In this ^X zl z
axes system we will denote the orientations relative to y^
of r 12 (0/0) and y^ by ^2'^2^‘ T^e dipole-dipole
interaction energy (2.5) is then
u 2u, (1,2) = —i—  [cos 0n - 3cosÖ cosy0] (2.14)Cl „ 3  Z Zr12
where
cos =  M2-?12
cosö . cos0 + sin0 . sin0 cos6„ D D 2 (2.15)
Using the identities
cos 20 = 2cos"0 - 1
sin 20 = 2sin0 cos0
equation (2.14) becomes
ud (l,2)
2r
—  [cos0„ + 3cosa] 
3 212
(2.16)
where
cos a cosü^ cos2ü + sinö^ sin20 cos^ (2
The angle-averaged potential is then
0ud (r12 1 r ^  ^  - ßUd ( 1 '2)
( 4 7T)
{ dr / d|j2 ' ~12 J 12 (2
where
d r ^ ^  =  2 tt d cos0
dy2 = d cos0 2 2
We have then from (2.16)
"ßUd (ri2)
, 1 1 2 TT
I dcosO j dcos0. { dcf)
0 -1 -1 3 0
x eX12^COS^2 + ^cosa) C
n +. v i +. • 5 2 ,  p . 4 4 5We use the relation r
e~ cos3 - V (2n+l) i (z) P (cos0) 
n=0 n n
C
where P (x) is the Legendre polynomial of order n5 2 ,  ]
and in (z) is the modified spherical Bessel function 5 2 ,
. 1 7 )
. 1 8 )
. 1 9 )
. 20)
i. 332  
p . 4 4 3
of order n,
Therefore
2it 3xn ncosa
J d*_ e 12
2 7T
I (2n+l) i (3x 19) { P (cosa)d4>
n=0 n 0
We have 5 3, p.325
V z) Pn (x)Pn (x ') + 2 I (±l)m iBZEp.m=l (n+m)!
where
so that
Thus
(2 .21)
x Pm (x) Pm (x' ) cos m<j) n n (2 .22)
xx' ± (l-xz) (l-x‘ 2 ) COS<t> (2.23)
2 TTJ Pn (cosa) d(J>2 2 TT P (cos0~) P (cos20) n 2 n (2.24)
-3u 0°  ^
j  ^ (2n+l)i (3x 9) { P (cos20)d cos0
4 n=0 n -1 n
J d cos0 ~ P (cos0~) e 2 n 2
X12cos02
X (2.25)
Now
P^(cos20) - P^(cos20 - sin20)
n
= P 2 (cos0) + 2 y n m=l
(-1) (n-m)1 (n+m)! P™ (cos0) 2
(2.26)
using equation (2.22). 
1J [P™(x)]2dx -1
r, . , ,,3,0.328We use the result r
2 (n+m)l
2n+l (n-m)!
to obtain
-{ P^(cos20)dcosO
2 (-l)n 
2n+l (2.27)
and
-ßu
1 E (-l)n i (3x,,) f dcos0„ e2 A n 12 4 2n-0 -1
X12COS02
x P^(cos02) (2.28)
Again using the expansion (2.20) and the orthogonality of the
P (x) n
- ßU , *>
e = I (-1)n i (x. ,)i (3x 17) (2.29)
n=0 n 1 11
A form which is very similar to its two dimensional counterpart. 
The asymptotics of this function will be investigated in 
section c. Figure 2 contains a plot of as a functi°n
(k
T)
FIG. 2 The angle-averaged dipole-dipole potential in
two and three-dimensions as a function of
x i 2 = ßy2/2ri2
of k i 2 anc* a comParison with its two-dimensional equivalent. 
Again we see that is always attractive although
Ud 1 2 ' ^ 1' ^ 2 ^ Can rePu -^s:*-ve i-n some configurations.
(iii) DIPOLE INDUCED-DIPOLE INTERACTION
Consider two polarizable molecules, polarizability 
which also carry a permanent dipole moment. If y^ is the 
dipole moment of molecule 1 and r ^  is the relative position 
vector to molecule 2 then the interaction energy of the dipole 
on 1 with the polarizable charge distribution 2 is
2
u(l) = - (1 + 3cos20 ) (2.30)
2r6 112
where
/\ /\
cosO-^ = Pg‘r]_2
Therefore the total dipole-induced dipole interaction energy 
is
u i (1,2) = u (1) + u (2)
y 2g
12
3y 2g
2r12
(cos2 0 ^
2r6 12 4r
2
I
6
12
5y a - (cos201 + cos202) (2.31)
The angle-averaged potential is given by
'Ui (r12) __I__
( 4 TT ) 2 U
-ßui (l,2) 
e dw^dw^
e10xi2/3 1 1J J1 "I
X12 ^ c o s 2ö1+c o s 202) e
x dcosö^ dcosö^
lOx-, 0/3i z  j 2 (2.32)
where
12
3p  2 g
4r 6 12
and
, 1 x,2c o s 20
I = ■=■ \ e dcosö
-1
Using the expansion (2.20) and the result (2.27) it follows 
that
I = l(-l)n i lx12>
n=0
(2.33)
Therefore
-3u. (r.0) lOx.. _/3
X ' 12' = e 12' ( (-1) ni (x )) 2
A I 1 ^n=0
(2.34)
The asymptotic behaviour of this function will be investigated 
in section c. Figure 3 shows the angle-averaged potential for
9Keesom 
approximation
Ehr*
■ H
I P 
I
1.0 2.0
1 2
FIG. 3 The angle-averaged dipole-induced dipole potential
9 6as a function of x12 = 3p cx/4r12 and the 
Keesom approximation to u^ .
the dipole-induced dipole interaction. It is, of course, 
always attractive.
SPIN-SPIN INTERACTION
A fourth angle-dependent pair potential of interest 
is the spin-spin interaction in three-dimensional space. We 
will take the pair potential in the form
us (1,2) = " f(r12) y i * if 2
= - M2f(r12) cos012
where
(2.35)
c o s 912 = cosQ^ cos02 + sin©^ sin©2 cosc^-cf^
and assume that orientation of the spins and y2 is not
quantized. The angle-averaged potential is given by
-3u M s e
(r i + X , oCOS0,01 rr 1Z 12- - r  J J  e( 4 7T ) 2 dcos01dcos02d(J)1d(})2
(2.36)
where
x12 = ^  f(r12) (2.37)
Use of the expansion (2.20) and the orthogonality of the 
Pn (cos 0) in equation (2.36), yields
e i0 tX12) (2.38)
(k
T)
0.75
Keesom
approximation
exact
0.50
0.25
FIG. 4 The angle-averaged spin-spin potential as a
function of x 12 = ßp2f(r12) and the Keesom 
approximation to ug.
The function is displayed in Figure 4 as a function of xg2* 
Again ug is always attractive although the pair potential 
can be repulsive in some configurations.
(iv) HARD DUMBELLS IN THREE DIMENSIONS
The angle-averaged potential for hard shape systems 
requires a little more analysis than the straight forward 
integration possible where the interaction potential has an 
explicit functional form. We consider two dumbells, (each 
consisting of two spheres of diameter a in contact with its 
origin at this point), at a distance r apart whose 
orientations relative to this line of centres as z axis are
(ö 1 1) anb ^2^2^* See I?^ 9ure 5.
The Boltzmann factor $(1,2) is defined by
$(1 ,2) = 1
=  0
if no overlap 
if overlap
From Figure 5 we see that no overlap can occur if
alci2/ alb2 ' bla2* blb2
> a
Overlap occurs if any of these conditions is violated. From 
the definition (2.1) we have then for the angle-averaged 
potential
e-Bu(r) — --- f f $(1,2) du),do0
(4 TT) 2 1 2
— -—  ff dcosO-. dcos0o d4> dcj)
i a \ 2 J ' -L Z 1 Z( 4 TT )
no overlap'
_ domain
FIG. 5 The geometry of the three-dimensional dumbell system.
where the non-overlap domain Q(r) is implicitly a function 
of r. Geometrical considerations show that the distance of 
closest approach for two dumbells is a//2 when their long 
axes are at right angles. Thus
fz(r) = 0 for r <_ a//2
Obviously no restriction of orientational space occurs when 
r>2a so that
p(r) = (4tt) 2 for r >_ 2a
We may write immediately
e'ßu = 0 r < a//2~
= 1 r _> 2a
In the region a//2 £ r <_ 2a it is possible by simple analysis
to do the azimuthal angle integrations and the evaluation of 
— ft \Te J is reduced to a two-dimensional quadrature for the 
cosG^ and cosö^ integrals. This is outlined in Appendix One.
In Figure 6 is plotted the angle-averaged Boltzmann 
factor e ' v y as a function of r/o. Thus, if u is used 
to model dumbell systems, the highly anisotropic dumbell- 
dumbel.1 interaction is replaced by an effective hard sphere 
(a*=a//2) interaction plus an isotropic repulsive interaction 
which is zero for r>2a and goes smoothly to infinity at a'.
1.0
. 8
. 6
Q13ca
I
a
xa) .4
. 2
FIG. 6 The angle-averaged Boltzmann factor exp(-ßuD) for 
the hard dumbell pair potential as a function of the 
centre to centre distance ri2.
(c) THE KEESQM APPROXIMATION
The canonical averaged pair potential 
< u (r 1 2 )> is defined to be
< u (r 12 ) > = e
3u ( r 9) -ßu (r, 9 )
<u<r12,U l .u,2) e ^  >w ^
C2.39)
u (r. 0) + (3 a 12
3ua U 12)aß (2.40)
Comparing this equation with the well known result of thermo­
dynamics
U F (2.41)
(where U and F are the internal and Helmholtz free energies
respectively) we see that <u > plays the role of an internala
energy and u acts as a free energy. It is for this reason a
that u^ forms the correct basis for perturbation theories of 
non-simple liquids.
We are here interested in the approximate relation­
ship between <u > and u which is sometimes used incl cl
37perturbation theories . If ßu <<1 we can expand (2.39) anda
perform the angular integrations to yield
<u >a ' h  ul T l 2 ' “l'U)2)duldl"2 (2.42)
correct to second order in ßu^. We have used the property 
that
J J  u a  ^ i 2 / a ) l / C U 2 ^ d ( J J l d u J 2  =  ° (2.43)
which is true for almost all angle dependent potentials (the 
dipole-induced dipole potential is a counter-example).
Expanding the expression (2.1) for the angle-averaged potential 
we find
2Ü:
1 /  u a ( f l 2 ' t ü 1 ' ü ) 2 ) d “ l d t 0 2 (2.44)
to second order in ßu , where again (2.43) has been involveda
Comparing (2.42) and (2.44) we see that to this order in ßu
- 1 u ~ — <u >a (2.45)
a result which further strengthens the free energy character
— 3 4of u^. This point is discussed fully by Rowlinson . The
approximate expression (2.44) we will denote as the Keesom
— 54approximation to u (although Keesom did not realise thea
difference between <u > and u ).a a
Using the asymptotic expressions for I (x)^
, ,2, p . 4 4 3 and i^(x)
I (x) n < ! > k=0
(x2/4) 
k!(n+k)! (2.46)
in (x)
0 0  / , .  . , „ n + k
, V n y (xy2) (n+k) ! 2
v_a k !(2n+l+2k)! (2.47)
we expand the expressions (2.12), (2.29) , (2.34) , (2.38) for the
angle-averaged potentials derived in the previous section to
lowest order in ßu . We obtaina
[2]
5 X12
2 E (2.48)
[3]
4 X12
3 ß 12.49)
where
ßy12 2r 3 12
Also,
Ui = * 3X12/B (2.50)
where
x12 = 3p a/4r12
Again,
xl2/ 6 (2.51)
where
x12 = ßy f(r12)
Equation (2.49) may be rewritten as
(2.52)
used in perturbationwhich is the usual expression for u 
theories^.
The utility of the Keesom approximation is shown in
Figures 3; 4, 7, 8 where the exact expression for u isa
plotted together with the appropriate Keesom approximation as 
a function of x^9. Each plot may be considered as illustra­
ting the deviation of the Keesom approximation from the exact 
u_ either as a function of r 0 given the relevant parameters 
y, a, 3 are kept constant, or as a function of the smallest 
value of (the distance of closest approach or hard
sphere diameter) for various values of the parameters. Table 
1 shows values of dipole moment y, hard sphere diameter g
and the maximum values of x^2 =ßu2/ 2 u3 for various real
55 o 214systems calculated from virial coefficient data '
These Vcilues of x ^  are marked on Figure 8 to illustrate the
maximum deviation of the Keesom approximation from the exact
angle-averaged dipole-dipole potential in three dimensions.
One can say quite generally that liquid systems with large
dipole moments and small diameters will show large deviations
from the exact u^ if the Keesom approximation is used. This
deviation will become more pronounced as the density increases.
(2 )Figures 9 and 10 show the radial distribution function g (r^ ) 
for a system of hard spherical particles interacting via the 
angle-averaged dipole-dipole potential (ßy2/2a3=1.43) at 
liquid densities pgJ=0.50, 0.85. Table 2 enables comparison 
of the properties of the system when the exact u^ and the 
Keesom approximation are used.
(k
T)
Keesom
approximation
exact
FIG. 7 The angle-averaged coplanar, dipole-dipole potential 
and its Keesom approximation as a function of 
X12 = By2/2r 12•
Substance y 0 ßy2/2a3 (29 8 0 K)
CHC13 1.05 2.98 0.51
c 2h 5c i 3 2.02 5.41 0.31
CH 3C1 1.89 3.43 1.08
n h 3 1.47 2.60 1.50
h 2o 1.83 2.65 2.19
TABLE I The maximum value of x 3 2 = ßy 2/2r.^2 f°r some real 
systems. The values of the dipole moment y and 
distance of closest approach a have been taken 
from virial coefficient data (see Ref.55, p.214).
Keesom
approximation
exact
CH 3 Cl
CHC1
0 1.0 2.0
X 12
FIG. 8 The angle-averaged [3] dipole-dipole potential and 
its Keesom approximation as a function of 
xi2 - 3u^/2r?2- The vertical lines show the maximum 
value of x !2 (rj2=a) for some typical systems.
FIG. 9 The radial distribution function 
(2 )g (r) calculated for the exact and 
Keesora approximate angle-averaged 
potentials for the hard sphere and 
dipole system at poJ=0.50 and
1.43.
approximation
(r/o)
Keesom
approximation
exact a
(r/ a)
( 2 )FIG. 10 The radial distribution function g ‘ (r) calculated 
for the exact and Keesom approximate angle-averaged 
potentials for the hard sphere plus dipole system at 
po3 = 0.85 and (ß p 2 / 2 o 3) = 1.43.
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(d) THE EXPANSION OF THE BOLTZMANN FACTOR
factor
We develop here an expansion of the Boltzmann
$(1,2) = e (2.53)
in terms of the angle-averaged potential u (r 0) and discussa r z
the properties of this expansion which are relevant in the 
sections 3 and 4. From (2.1)
( r 9)
e —  jj $ (1,2) dm dm (2.54)
ti2 2
The function f C r ^ 9 ,m^,m^) is defined by
$ ( 1/2) -eua (r12> (1 t ^ (2.55)
or
f (r 12 ~  12 < V
ß(ua t l 2 '*V 'ua (r12)) - 1
(2.56)
From (2.54) it follows immediately that
<f,0 (r,0/m, ,m„) >12-12 1 2 m^m^
where we use the convention
<F> = h  I F(m)dm
/ 1 \ \  ) J
(2.57)
(2.58)
Further properties of f^2 can de displayed most easily if 
the Boltzmann factor is expanded using a complete set of 
orthogonal functions of and w9. We write
*(1,2) = IjL (rj2) Pj, (t^) (u2) (2.59)
£ -^ , £ 2 1 2 i 2
where the P^ ,(o) are a dasis of the orientational space and 
the index £ is a set of numbers defining the particular 
member of the set. For example appropriate functions for 
molecules with an axial symmetry would be the spherical 
harmonics Y1^1 (0,4)) where the index £ would represent the 
pair (£,m). In general, where three orientational angles are 
necessary, the Wiqner D functions D™n (a,3,y) are required 
and the index £ represents the triple (£,m,n), Since the 
P (o) are a basis we require
X/
Pn lSl) = —  (2.60)
° /O'
/ Pj, (u) P£, (to)doo =  l <2 -61>
and these properties imply that
j‘ P^(o)do = tAl6^Q (2.62)
Using the orthogonality condition (2.61) we have from (2.59) 
that,
'£1 £ 2 (r12) jj $(1,2) P^ (u)1) P£ (o2)do1do2 (2.63)
and in particular
b00 h $ (1,2) do (2.64)
or that
ßualr12) ß00 (El2)/Si (2.65)
We may then write
12
£1^2 >Z1l2 ( - 1 2 } 1^ (ul) l\ 2 ^ 2*
where
(2.66)
ä1£2 B£}£2//ß00
(2.67)
and the prime on the summation indicates the £^=£2=0 term 
is omitted. The invariance under interchange of labels 
i+-+j implies that
o 51 2 £ £2 1
(2.68)
Other invariances under simultaneous rotations of both 
molecules may exist which restrict the values of the index £. 
For example, the dipole-dipole interaction potential in three 
dimensions
ud (1,2) [2cos0,cos0ri2 1 sin01sin02 J
(2.69)
(where (Gj,4>.) describe the orientation of 
an axis system which has T^2 aS ^ e  Pos^t;*-ve z 
an expansion
- 3u I
'l'V
Rm y™ (6i'h>1 2 1 2
Ä2) 1 m < min( , &2)
2 ' v 2
^1+^2 even
The restrictions
m^ = m2 = m
and
-min Cit^ , £ ) <_ m £ mi n C ^ , ^ )
follow from the invariance of u^(l,2) under the 
rotation
<J> . + (J) . + a1 1
and the property of spherical harmonics 
Y^ ce,<t>+a) = eima Y™ (e, 4.)
Y*+m(e,<f>) = 0  (m > 0)
The restriction
&1 + i^2 = even
relative to 
axis) has
(2.70)
simultaneous
follows from the invariance of u^(l,2) under the simultaneous 
operation
6  . -> TT —  0 .
This restriction has useful consequences which are invoked 
in section 4. The expansion of the Boltzmann factor in 
orthogonal polynomials has computational uses as well. For 
example, one may wish to evaluate integrals of the type (see 
section 3)
by invoking the orthogonality properties (2.61) and (2.62) 
of the basis functions. Similarly the integral
and the property
= (-1)
1(1,2,3) = J fj^ f23 daJ1da)2C^U)3 (2.71)
Using the expansion (2.66) we have immediately
(2.72)
I d , 2,3) J f. 2f o->f1 2 2 3 1 3 doo^dm^duj^ (2.73)
becomes
I d ,  2,3)
(2.74)
To be useful, such expressions should converge quickly and the
coefficients b should be easily evaluated. We will
discuss this point later.
The Boltzmann factor expansion can also be of use
in calculating the angle-averaged potential for a system where
the pair potential u^  (1,2) is the sum of pair potentialsa
u^(l,2) and u2 (l,2). Such a system would be the realistic 
system of polarizable molecules carrying dipoles where both 
the dipole-dipole and dipole-induced dipole interactions will 
be important. In such a system the angle-averaged potential 
is not the sum of the separate angle-averaged potentials. This 
is easily demonstrated. Consider
ua (l,2) = ui (l,2) + u2 (1,2) (2.75)
where
e e
and
e e
where
The angle-averaged potential u. is given bya
e 1
-ßu -3 (u +u ) 
j j e 1 z d ^ d
13 ( U 1 + U 2 } 1 _  r r ( 1 )  ( 2 )  , .
e 1 + r,2 ^  L12 f12 du)1dw2)
 ^(U -] +U ~ ) n  \ ( 0 \
e 1 2 (1 + [ b*1 b<2> )
1 2  1 2
(2.76)
where the orthogonalities (2.61) and (2.62) were used. The 
angle-averaged potential is then
u = u, + u a 1 77 in (1 tp
A1^2
b (1) b ^  )^ 0 0  Q 0 ’xlx2 1 2
(2.77)
In Figure 11, u^ calculated by numerical quadrature is 
plotted for the composite potential of dipole-dipole and 
dipole-induced dipole potentials as a function of rg2* We 
have used
= = 5 
2o6 2ö 3
where a is the distance of closest approach.
For comparison the sum of angle-averaged dipole- 
dipole and dipole-induced dipole potentials is also displayed.
We see that the angle-averaged potential deviates markedly 
from the sum of separately angle-averaged potentials in the 
region r~o and for systems at high density po3~l this region 
is vitally important to the system-averaged properties.
12
10
E-t 
I 3
I
• additive 
approximation
1.0 1.5
(r/a)
FIG. 11 The angle-averaged potential for a system of
polarizable dipoles with (3h2a/a6) = (ßp2/a3)=3.0 
as a function of separation. The angle-averaged 
potential in the additive approximation is shown 
for comparison.
(e) THE SECOND VIRIAL COEFFICIENT
Finally to display the ubiquity of u Cr10) wea it
consider its role in the calculation of the second virial 
coefficient. If u(l,2) is the angle-dependent pair potential 
for a given system, then the second virial coefficient is 
defined by
B (T) N 1
2V2 \l2
J J / J  ( e  ^ u ( 1 ' 2 )  -  l ) d r 1d r 2d o 1d m 2
(2.78)
= - ! j d?l2 ~7 d  (e-£u(1'2) - D d u y d ^
which, from the definition of the angle-averaged potential 
(2.1), can be written
B (T)
-3u (r )
J d£p2 - D (2.79)
If g is the hard sphere diameter of the molecules then
B (T) = ^ T r p o 3 -  2up J r 2 (e _ l)dr
(2.80)
For molecules interacting via a dipole-dipole inter­
action potential the angle-averaged potential u( r) from 
(2.29) is given by
e"fu (or) = y (_ 1 } n  y (x/r3)i (3x/r3) (2.81)
L n nn
where
2a3
Using the power series expansions for i^(z) given in (2.47)
in (2.81) and integrating term by term in (2.80) we obtain the
54expression for the virial coefficient first derived by Keesom
B [1 13
1__
75 (id) + . . . ] (2.82)
A more original result is the second virial coefficient for 
hard dumbells. We have seen that for this system
e-3u 0 r < o/ /2
= 1 r > 2o
so that (2.79) becomes
g//2 . 2a _ß—
B(T) = y J d3r + ~ J ( 1 - e  u)dr
~ 0 ~ a//2
= pa3 [2 + 3 f ( l - e ^ u )r2drj
3 1//2
= Bn [23 - 3 f e-|3u r 2dr ] (2.83)
0 1//2
where
Numerical integration of the angle-averaged Boltzmann factor 
has been performed to yield for hard dumbells
B(T) = 5.6315 Bq
§3. THE CONFIGURATIONAL PARTITION FUNCTION
(a) GENERAL THEORY
In this section we will derive an expansion for the 
configurational partition function Q (N,V,T) of a system of 
N molecules confined to a volume V at temperature T inter­
acting via an angle-dependent two body potential, in terms of 
the properties of the corresponding angle-averaged potential. 
We consider a two-body potential of the type.
u (r12 '“ 2> ur lr12) + Ua (?12'aJl'aj2) (3.1)
where u ^ r ^ )  is the sum of all central "simple" potentials 
and ua ^ rl2 '^ 1/ÜJ2^  t i^e SUm anUie-dependent potentials
between molecules 1 and 2 separated by r ^  having 
orientations and The angle-averaged potential uCr^)
is given by
u (r12) Ur (ri2> + Ua (ri2> (3.2)
where u^ is defined in the usual way by (2.1). 
We write, as in section 2,
-  ß u  -  3 u  ,  ,  , r. , V ve = e (1 + f 12 (fi2 /U)i /C°2
where
f 12 (~12
-ß(u -u ) 
e a a - 1
(3.3)
(3.4)
and, as usual,
< f  9 >  
1 2  oj.
0 (3.5)
The  c o n f i g u r a t i o n a l  p a r t i t i o n  f u n c t i o n  i s  d e f i n e d  by
QC (N,V,T) ST J . e  
vN aN
- 3  I u ( r  , w. . )
i < j  ~ 3 3 N ,NJ d ojd r
( 3 . 6 )
- 3  y u ( r  . . )
1 r  f  r. N i< j 13 r f ISI yj
ST / • • • J Q  r  e  J j . . . j d  a. n
VN N i < j
x (1 + f  . . ( r  . . ,u) . f U ) . ) 
1 3  ~ 1 3  1  3
( 3 . 7 )
E x p a n d i n g  t h e  p r o d u c t  II ( 1+f  . . ) a n d  p e r f o r m i n g  t h e
i< j  13
o r i e n t a t i o n  a n g l e  i n t e g r a t i o n s  we o b t a i n  a s e r i e s  o f  t e r m s  
a n a l o g o u s  t o  t h e  v i r i a l  e x p a n s i o n  f o r  t h e  i m p e r f e c t  g a s .  We 
h a v e
{ . . . f n ( 1 + f . . )  d m  = Tn + T + T h + T „ + . . .
J UN i <j  ^  0 1 2  3
w h e r e
To =
( 3 . 8 )
( 3 . 9 )
! ■ ■ ■ !  1 f ±j  d
N i < j
1 • • • J  ll d  111
nN i < j  k<£ 13
( 3 . 1 0 )
y —  f f f  f . . f . ,  dm. dm .dux 
i , j , k  13 3k 1 3 k
( 3 . 1 1 )
T = f... f £ £ £ f . . f 0f d
3 . N J ikj kkl mkn ^  k£ mn
flN i,j,k ^  i!i fü fikfki d“ id^ d“k (3.12)
+ four body terms
We note immediately that no two-body terms arise due to the 
orthogonality (3.5). In general, the expansion and integration 
will yield a series of three body, four body, etc., terms of 
the general type
t = l F(i ,i ,---i ) (3.13)II • • • _L /. II
11,i2/’*'Xn
where the function F (i^,i ,... ,i ) is the sum of all possible 
diagrams that can be constructed from the set of n molecules 
il,i ,...,in * A diagram is defined in the usual way where a 
bond between vertices (molecules) i and j contributes the 
factor f ^ .j (r ^ ^ , un , w ) to the product of all such factors 
which is integrated over the orientations of the n molecules 
and divided by ftn.
We have then
Q c ( N , V , T ) 1 r r^ Nm Fn-I* ? e
-ß I u (r . .)
‘V .  I tn.
n=3
(3.14)
fiN (Q (N,V,T) +  i  I J . . . J d N ]
‘ n=3 vN
.1
i< j t fzN ) nx e (3.15)
where
-ß I u(r )
Q 0 (N,V,T) r e i< j (3.16)
V
is the partition function for the central potential u(r_^ _.) 
Consider the n'th term in (3.15),
-(5 u(r )
Jn = S r J - ’- J d h e  1<]
VN ' V V " ' 1«
X F(i1(i2 ,...,in ) (3.17)
1
N! n!(N-n)1 J...J d
-3 I u(r > 
N i<j •LJr e
x F (1,2 , . . . , n) (3.18)
since all the particles are identical. Thus
V
■ n r J...J dnr g (n) (1,2, . ..n .,n)F(1,2,..., n)
(3.19)
where g ^  (1,2,...,n) is the n particle correlation function 
for the "simple" potential u ( r ^ )  defined by
g ln) (1,2,. ..,n)
-e l
(N-n)!Q0p
- J...Jn J J i< j
X dr , , dr , n...dr ~n+l ~n+2 ~N (3.20)
Therefore we may write
Qc (N,V,T) = ftN Q0 (N,V,T)
N n
1 +  ^ 1- 1 *  n=3 vn
g ln) (l,2,...,n)F(l,2,...,n) (3.21)
We must now investigate the function F (1,2 , . . . , n) . Consider 
F(l,2,3). Terms T^ and T^ in the expansion (3.8) contain 
all the possible three body diagrams which are illustrated in 
Figure 12a. We see that there are three diagrams of the type 
A to one diagram of the type A for a given triplet of 
molecules (1,2,3). We will define the three-function C(l,2,3) 
as
C (1,2,3) = 3A + A
ff/ do-Ldu)2 du)3 [ 3f 12f 2 3  + f12f23f31^
(3.22)
Thus
F (1,2,3) = + A + -> + A
inside the integration
J J ; g l3) U,2,3)F(l,2/3)ctr1dr2dr3
may be replaced by C (1,2,3) since the three particles are 
identical. In a similar fashion one may consider the terms 
T^ # T^, Tf- , T^ and extract all four-body terms which are
3 1
(a) n = 3
(b) n = 4
FIG. 12 The diagrams of lowest order which contribute to the 
configurational p.f. (a) all three particle diagrams 
(b) all four particle diagrams. The number under 
each diagram is the number of distinct diagrams of 
that order that can be constructed for a given set 
of particles.
displayed in Figure 12b. The number under each diagram is the 
number of distinct diagrams (in the sense of the numbering of 
the vertices) of that type which arise for a given quadruplet 
(1,2,3,4). Again we define the four-f unction
0(1,2,3,4) = 3 (□ + 0) + 6 El + 12(C+I^ + IS) (3.23)
—  J / J J  dm1daj2da)3do4 ^ 3 12f23f34f41
+ f 12f23f34f41f24f 13 + 6 fI21?23f34f41f24 
+ 12(f12f23f34 + f12f23f24 + f12r23f24f41 ) 1
and again F (1,2,3,4) can be replaced by C (1,2,3,4) in the 
integration
Ml g(4) (l,2,3,4)F(l,2,3,4)dr1. . .dr4
since all molecules are identical. Similar considerations
hold for F(l,2,3,4,5) and the five-f unction C (.1,2,3,4,5)
may be defined as the sum of each possible five-diagram
multiplied by the number of distinct diagrams of that type
that arise from the permutation of the numbers 1,2,3,4,5
around the vertices. Thus C(l,2,..,5) will replace
F(l,2,..,5) in the relevant integration.
At F(l,2,..,6) we see the first disjoint diagrams
occurring. As well as all six-diagrams (which have every 
particle joined by a bond to at least one other, i.e. non-
disjoint (see Figure 13a)) we have diagrams which are the
FIG. 13 Some diagrams contributing to the 6-body term 
in the expansion of the configurational p.f.
product of two separate diagrams of lower order as shown in 
Figure 13b. Note that the smallest sub-diagrams that can 
occur are the three-body ones. For the six-diagrams (defined 
above) we can define the six-function C(l,2,..,6) as the sum 
of all possible six-diagrams each multiplied by the number of 
distinct diagrams of that type obtained by permutation of the 
numbers 1 , 2 , . . ,  6 on the vertices.
The disjoint diagrams contribute a term €(1,2,3) 
C(4,5,6), multiplied by the number of ways of creating two 
distinct triplets from the numbers 1,2,3,4,5,6 to 
F(l,2,..,6). The three-functions arise since for each distinct 
triplet so formed one can have all the possible distinct three- 
diagrams. Thus any triplet will contribute a complete three- 
function. The number of such disjoint diagrams of six vertices 
is
6 !
313*2!
so that F(l,2,..,6) may be replaced by
C (1,2 , . . , 6 ) + ---— -- C(1,2,3)C(4,5,6)
(3 ! ) 2 2 !
in the relevant integration. In general, the function 
F(l,2,..,n) will be the sum of all the distinct n-diagrams 
(non-disjoint) plus the sum of all possible distinct singly 
disjoint diagrams plus all possible doubly disjoint diagrams 
and so on. A general term in such a sum would be one in which 
there were m^ disjoint £-diagrams with &=3,4,... with the 
restriction
j> = n
The number of ways of achieving such a term is calculated as 
follows. Consider one of the n! permutations of the number 
string (l,2,..,n). The first m^ triplets, the next 
quadruplets and so on provide one set of disjointings into 
1-diagrams with the restriction £lm^ = n. There are n! 
such disjointings. Each 1-diagram is not distinct in that all 
ill permutations of the given set of 1 numbers have been 
counted by the previous procedure. Moreover, given a set of 
m^ 1-triplets, all the m^l permutations of their order of 
appearance have been counted. Therefore the total number of 
distinct ways of disjointing n vertices into m^ distinct 
1-diagrams with 1=3,4,... is
_______ n 1
11(1! )m£ m l
1 36
Therefore F(l,2,..,n) may be replaced by
C(l,2, . . ,n) + <1
lm
n!
} m !1 n (1! ) m 'r ni £
m  0n { c ( i ) }
i
i(where {C(!)} i *v represents a product of 1-functions
C(i+1,i+2,...,i+!)) in the integration
j ... j g (1,2, . . , n ) F (1,2, . . ,n) dnr
Vie note that the functions C(l,2,..,n) are functions of the 
relative co-ordinates of the molecules 1,2,..,n only. Let
us now consider the integral
12  -  I g tn* (1,2,..,n)C(1,2,..,m)C(m+1, m+2,..,n)dnr
vn '
C n )Since g (1,2,..,n) is a function of the relative co­
ordinates only, by a change of variables
r.-^r,. = r . - r ,
~ J  ~ 1 J ~ J
the integral becomes
V J...J g ^  (1,2,..,n)C(1,2,..m)C(m+1, 
Vn-1
. ,n)
x dr, n d r ,_...dr,~ 12 ~ 13 ~ 1 n
A further change of variables
r- -* r = r — r~lj tm+l,j ~l,j z 1 ,m+l
for j=m+2,..,n enables us to write
12 = V J . . . J  dr12...drlm C (1,2,..,m) J . . . J
m-1 ~ ^n-m-1
x dr , 0... dr , C(m+l,...,n) f dr ,~m+l,m+2 ~m+l,n ^ ~l,m+l
g( )(?12'Jl3/*#'£lm'?l,m+l'~m+l,m+2'* *'£m+l,n>
It can be easily s e e n ^ ' ^ ’ "^*' that to order 1N'
{  d r
V 1 ,111+1
( n )  , g  ( r 12 ' - l m ' ? 1 , m + l ' ? m + l  , m + 2 ' ' ~ m + l ,
V g (m) ( r 12 ?lm>9 ( n - m ) ^?m+l,m+2' '~m+l,
( 3 . 2 4 )
T h e r e f o r e
V 2  . /  0 ( 1 , 2 , .  . / m ) g <‘m )  ( r ,  9  , . . , r  )  d r  .  .  . d r
V m - 1
1 2  t  l m  ~  1 2 - - - t l m
j ... j C  ( 1 , 2  , . . , n - m ) g ^ n  m )  ( £ 1 2 ' * * '*i n _ m ) ^ n - m - 1  ~  '
x  d r . .  „  . . . d r ,~ 1 2  ~  l , n - m
T h e  a r g u m e n t  i s  s t r a i g h t  f o r w a r d  t o  c o n t i n u e  t o  t h e  g e n e r a l  
t e r m
/ . . .  J  H { C  U )  }  X  g n  ( l , 2 , . . , n ) d r 1 . . .  d r i 
n £
( ^ m  = n )
-i • • • -A-1 ~n
l m
£ £ m £v n Ch )
£
C3.25)
(I ^ 0=n)
w h e r e
h = J . . . /  g(Ii) ( 1 ,  . • , iUC (1, . . , Jt)dr . . .dr £^ o-l ~ r ^ ~ rV
(3.26)
b y  a n  o b v i o u s  g e n e r a l i z a t i o n  o f  ( 3 . 2 4 ) .
The partition function can now be written
QC (N,V,T) = Q0 (N,V,T) 1 + l dnr g (n) (1,;
n=3 • vn
(C(l,2,..,n) + I ni
{m£} n (Ä! )
(I^m =n)
x n {c (jo } x }
£
where
a Q0 (N,V,T) S (N)
S(N)
Vh (Vh.)1 + *3 p (^r + { *} ; — »r1n=3 {nV * Ui) Vl
(££m =n)
using (3.25). With the definitions
hf = 0
the sum S(N) may be written
Vh,
S(N) = I p" In (y^) / m l  
n=0 {m^} ä
p m  =n
/ • • / ^ )
(3.27)
(3.28)
(3.29)
(3.30)
(3.31)= ln=0 {rv
( p m ^ n )
n
£
p^Vh„ m £
( TT") m^v
n l
£ {m^}
plVh, m Ä
(— ^Y~) /m%\ (3.32)
where the sum over all m^ is now unrestricted. We then 
have
S (N) n
£
e
plvh /n
e
l P^h /ii
£ *
N £ p£ Xh /£!
£ (3.33)
If we define
b
£
£-1£___
£! / • • • {
V*-1
£)C (1, . . ,£)dr12...dr1Ä
(3.34)
then (3.28) becomes
N I b £
QC (N,V,T) = 0N Q0 (N,V,T) e (3.35)
Equation (3.35) provides a basis for the calculation 
of the thermodynamic properties of a system acting through a 
general orientation-dependent potential. The problem has been 
reduced to that of calculating the triplet and higher
distribution functions for a system acting through the related 
angle-averaged potential and the calculation of the ^-functions 
C (1,2,..,&). The Helmholtz free energy of the system, is from 
(3.35) ,
A = Aa - RT £nft - RT y b0 (3.36)
0 £=3 £
where
Aq = - kT £n Qq (N,V,T)
is the free energy of the simple system where the pair 
potential is u(r^^)* One would hope that most of the free 
energy A is contained in Aq and the entropic term -RT£nft. 
This assumption is the basis of all perturbation theories of 
the condensed state which use the angle-averaged potential as 
the reference state. To investigate the magnitude of the
RT ] b., term a knowledge of triplet and higher distribution
k = 3
functions of the reference system is necessary. To date, the
distribution functions for angle-averaged potentials have not
been published and studies have just begun of the pair
correlations function for such potentials (see section 4).
To what extent such approximations as the superposition
(3 )approximation for g (1,2,3) are valid is as yet unknown 
although work is in progress. There is some strong indirect 
evidence that the angle-averaged system does contribute most 
of the free energy of the angle-dependent system and this will 
be discussed in section 4.
(b) PRELIMINARY WORK ON THE [2] DIPOLE SYSTEM
As yet, only very preliminary studies have been made 
of the series £b^. this section we will report such work
as has been done on the coplanar point dipole system where the 
functional form of the three-function C (1,2,3) may be easily 
displayed. In section 2 we showed that the pair potential for 
coplanar point dipoles is
2
Ud d , 2) = “ — —  [cos (b12“^21  ^ + 3cos ^ 12+^21^
2r12
where
ij
0^ and ot^_. being the orientations of the dipole vk and 
r^j relative to an arbitrary vector r^ in the plane (see 
Figure 1). If ur r^i2^ as an^ central potential for molecules 
1 and 2 then the total pair potential
u E l 2 ' 9l'02) = Ur (r12> + Ud E l 2 ' 6l'62)
has the corresponding angle-averaged potential
u(r12) = ur (r ) + ud (r12)
where
(r V 3y ■) I,2r 12 (Mh2r
from (2.2). As before
-ßu -ßu (1 + f 12 (?12 e 2 >>
where
f12
-e(ud-ud)
1
To calculate the three-function C (1,2,3) we need to perform 
the integrals
_1__
( 2  it ) 3 J  J  /  f - ^ 2 ^ 2 3 c ^ <jJ 1 ^ (j ü 2 C ^ C Ü 3  '
_1__
(2ti) 3 h i  £12f 23f 31dwldu2dlJ3
Recalling the results (2.72) and (2.74), we are led to seek an 
expansion of the Boltzmann factor in orthogonal polynomials.
We proceed by first noting the invariances of u^(l,2) under 
the simultaneous operations
+ 12 + -+12
+ 21 - ■+21
and
+  12 "*• 11 +  +12
+ 21 -  '1 +  1>21
These imply a Fourier series expansion of the form
$ (1,2) -3u(l,2)
I [a (1,2) cos m ^ 7cos n
m /n>0
m+n even
+ 3^ n (1,2) sin m ^12 sin n ^21]
(3
By exploiting the expansion (2.11) we obtain
u0,0(1'2) I0 ^ x12) I0 ^ 3x 12^ (3
a0  ^(1,2) = 21 (x10)I (3x, 0)2m,0 m 12 m 12 (3
a (1,2) = 2 [ I , ^ w o (xn_)I. v /0 (3x )m,n (m+n)/2 12 (m-n)/2 12
+ I. . , „ (x ) I , , w o (3x._)] (3(m-n)/2 12 (m+n)/2 12
3 (1,2) = 2 [ I , 1 w o (x, 0)I, v /0 (3x, 0)m,n ' (m+n)/2 12 (m-n)/2 12'
1 (m-n)/2 (X12} 1 (m+n)/2 (3x12} ] (~
v/here
3y
12 2r12
C
Note that
.37)
.38)
. 39)
.40)
I. 41)
J. 42)
(3.43)
T h e r e f o r e  f r o m  ( 3 . 3 6 )
f l 2 r^ 1 2 / ö l , 0 2  ^ = I 0 9m n ( 1 / 2 )  ( c o s 2 m^ n 9 + c o s 2 m ^ 9 1 )L, 2 m , 0m=l 12  Y21
+ y ( n  ( 1 , 2  c o s m h  0cosL. A m, n 12 21m, n>0  '
m+n e v e n
+ n ( l , 2 ) s i n m ^ 1 2 s i n n ] ; 2 1 } ( 3 . 4 4 )
w h e r e
n = a / an ,m nm 00
k  = 3  / a ~ An , m nm 0 0
The  o r t h o g o n a l i t y  p r o p e r t i e s  o f  t h e  b a s i s  f u n c t i o n s  a r e  e a s i l y  
shown t o  be
7T
J c o s m i p ^ ^ c o s m ' = j  s i n  ^s i n m1 i j j ^ d ö ^
6 , 7T COs n( a  . - a . « )  ( 3 . 4 5 )m,m'  i j  i £
j cosmijj^ . s in m ' iJk ^d0
- T T  J
j sinmij) . . c o s m 1 ip . ^d0 ,
- T T  1 - ) i i
= 6 , tt s  i n  m (a . . -  a . .,) ( 3 . 4 6 )m,m'  13 i £
The integral
IA d/2,3) n v3 m  d0ld02d02 f12f23 ( 2 TT ) - I T
where
= 1 1 n0,2m(1'2)n2m,0(2'3)cos2mit,2 (3-4m
12 ai2 a2 3
Similarly the integral
I A Cl / 2 ; 3) I I I  d 0 1 d e 2d 0 2 f 1 2 f 23f 31
C2 TT )  - T T
1 °°
= 1 , 1  { <"Bm (1 ' 2 ) ' W 2 ' 3 ,T>*m( 3 ' 1)£ , m , n = l
+ Kmn (1 , 2 ) Kn£ (2 ,3)  ( 3 , 1 ) ) cosmcf)1 cosn(j)2
X  oosS.<f3 + (rim n ( l , 2 ) K nJi ( 2 , 3 ) n t a ( 3 , l )
+  Km n ( l # 2 ) n nÄ( 2 , 3 ) K Äm( 3 , l )  JcosnuJ^sim uJ^  
X  sinK.4>3 +  (nm n ( l , 2 ) K nJl ( 2 , 3 ) K Jlm( 3 , l )
+ Km n (1 ' 2 ) n mJl( 2 ' 3 )rl£m(3 ' 1 ) ) s i n m h S i n n h
X c o s£4>3 - Cnmna,2)nnÄ(2(3)Kto(3,i)
+ Km n (1'2) nn& t2,3) n£m (3,1) ) sinmc^cosnc}^ 
x sin&cj>2 (3.49)
where
(J)1 a12 ai3
 ^3 a13 a23
From (3.22) we have then
yy C (1,2,3) = i IA (1,2,3) + I Xa (1,2,3) (3.50)
We have performed numerical calculation of this function for
various values of r^2 and as a function of <J>2, the
exterior angle at vertex 2 of the triangle formed by the three
molecules as shown in Figure 14. The utility of the expansion
(3.44) in the calculation of the coefficients depends on
the rapidity with which the series converges and the ease with
which the coefficients may be calculated. If we insert
typical values, say y=2D, T=300°K we find that the terms
n (1,2) and k (1,2) do indeed fall off rapidly with m m , n  m , n  ^  2Oand n (separately) whenever r^2>3A. These conditions are 
satisfied at least in an average way by nearest neighbours in 
the liquid state so that it appears that convergence will be
3FIG. 14 The geometry used for the display of the 
3-function C(l,2,3).
fast. This view is confirmed by the calculation of 
—  C (1,2,3) as shown in Figure 15 where only the first five 
terms in the series (3.47) and (3.49) need to be taken to 
ensure five-figure accuracy in C (1,2,3). The form of
C(l,2,3) bears some study. We see from Figure 16 that the 
only configuration in which it has large magnitude (curve A)
Ois when the three particles are colinear with r23=2A. When
repulsive forces are included this configuration will have
small weight. At larger separations the function is uniformly
small. Therefore, although no triplet correlation function
(3)g (1,2,3) has yet been calculated (by machine or otherwise) 
it seems reasonable that
b 3 = §4 111 g (3)(1,2,3)C(l,2,3)dr12dr13
will be a small term. This conclusion should be even more
valid as Z increases.
cd
-o.i
15 The 3-function ~  C (1,2/3) for the coplanar
dipole system as a function of the exterior angle
4) 2 for the icases (T=3 00 0
(A) r 1 2 = 4
OA, r i3 = 6 K
(B) r i 2 = 4 A, r i3 =  8 Ä
(C) r i 2 = 4 A, r i o 1—1IICO
FIG.
3 4. PERTURBATION THEORY FOR THE ANGULAR CORRELATION FUNCTION 
(a) GENERAL THEORY
Wc have concerned ourselves so far with a purely 
formal expansion of the thermodynamic properties of a system 
of particles with angle-dependent interaction potentials, using 
the angle-averaged potential as the reference state. The 
of such expansions has not yet been investigated 
in detail due to the lack of knowledge of the triplet and 
higher distribution functions for the angle-averaged potential.
However, one requires more information than free 
energy, pressure, etc., in systems which display orientational 
effects. To calculate the dielectric constant, the Kerr 
constant, neutron, Raman and Rayleigh scattering in angle- 
dependent systems, we require a knowledge57 of the angular 
correlation function g^  ^(^12 ,ÜJ 1' ^ 2) * Moreover, it can be 
shown that a knowledge of g^  ^(r]_2 'w p ljj2^  and the 
corresponding pair potential u ^ ri2 l f0J 2  ^ sufficient to
determine the thermodynamic properties of such a system (see 
section 1). We define the angular pair correlation function 
by
9 (2) , co , cu 2) fl2______(N-2)!p2Qc ! ■ ■ ■ !,,N-2 J . . . J  douN"2fiN-2
-3
x e
I u (r • • /W-: /<*>. ) 
i<j 1 3
(4.1)
where the configurational partition function is given
by (3.6).
One could proceed to derive a formal theory for the 
pair correlation function along the lines of section 3 but
such an approach is tedious and does not elucidate the utility 
of such expansions. Instead we will develop a perturbation 
theory for the angular correlation function with a view to 
indicating the range of validity of expansions based on the 
angle-averaged system as reference.
based on the recent (and successful) thermodynamic perturbation
derivation is not based on the angle-averaged reference 
system. The differences between the theory presented here
2 6Recently, Gubbins and Gray have produced such a
(2 )perturbation theory for g (r.^ / '  w2) f°r a two ^oc^ y 
potential of the type
(4.2)
28 58theory of Barker and Henderson and Smith et al. . Their
15(and elsewhere ) and that of Gubbins and Gray is discussed
below.
Consider a system interacting via the potential
(4.3)
where the parameter a is introduced subject to the
restrictions
= U (r12 ,u) ,w2) (4.4)
where U (r]_ 2 ' ^ l ' w2 ^ 9^ven (4.2) and
ot=0
(4.5)
We now expand the thermodynamic definition (4.1) of 
(2)
9« U '^2 > w i • w 2 ^ f°r suc^ a potential ua ^ r i2/UJ1 ,w2^ as a
power series in the perturbation parameter a. We obtain to 
first order
9 (2)a (1 ,2) (1 ,2) +
ag^2) d,2)
3a a=0
a + . . . (4.6)
(2 )The first order perturbation theory for g (1,2) for the 
potential U(l,2) given by (4.2) is, from (4.4), obtained by 
a=l in (4.6). Thus
(2 ) ,g (r 1 2 , W f  ,oj2 ) 9 o 2) (r12)
9g (2)
+ 3a lJl2'Ul'U2) a=0
(4.7)
(2 )to first order. The pair correlation function g^ (r^)
obtained from the corresponding reference potential u o^r12^’
59From the general definition (4.1), it can be shown
Sga (Hl2'“ l'“ 2 )
3a -6a=0
3U (r 0 ,co ) __a -12 1 2
3a a=Q
g (2)(r )g0 K 12}
3U (r-, 0 ,0 -,
o f /  Ol ~  «1» ^  J- «J
" ep f a=0
+
3U (r0^,mo ,o ) a ~ 2 a 2 j
3a \  g03> (rl'r a=0 3 2'r 3)
<^ a C?34'“ 3'“ 4 )
3a a=0
x dr^ “ J
* [cJ(34) (£l'52'?3'£4)_g02) Cr12)g0(2) (r34n
x d^3d?4
+ ß |p [P2g02)(r12>l
( J ^ V f 3 4 ' “3 ' V3a GO-, # 0Ü .a=0 3 4
x 9n2> tr,.)dr
X <^ V E 3 4 ' üV “4)3a n ,0) .a=0 3 4
* [g03> (?3'54'?5)'gd2)(r34)]d£34d£45}
(4.8)
where g^3* (r^ , r2,r3) and g ^  (i^,r2»r3•r4) are the triplet
and quadruplet correlation functions for the pair potential 
130 (r 12 ^ anci < • - - >03. indicates the unweighted average over 
the orientation of molecule i.
Gubbins and Gray adopt the parametrization
Ua (r12'“l’“2 |a) = a Ua (£l2'ÜJl'u2) (4.9)
where ua 12 ' ^ 1' ^ 2 ^ as <3-*-ven ky
Ua ^ ~12'UJ1'‘2* U (?12,U)1,ÜJ2* U0*r12* (4.10)
where
(4.11)U (r ) = <U(r,0,w ,oj )>0 12 ~ 12 1 2 U)-^ ,
For this case
3V r12'“l'“2)
3a
a=0 ^1,U)2 <Ua (?12'ul'0J2)>
C4.12)
from (4.10) and (4.11). With this parametrization (4.8) 
simplifies to
^ 1 2) l*12'“l'“2)
3a a=0
( 2 )
" 6 Ua (5l2'“ l'“ 2>90 <r12>
“ 3 p J <ua (£i3 / Wf , 0)3)
+ Ua (r2 3 /a)2 ,UJ3) V
X 9($3) (r i ,r2 ,r3)dr3 (4.13)
In many systems of interest (e.g. all multipole-multipole 
interactions)
<Ua (El3'“l'fc,3 )>u. (4.14)
and for these systems (4.13) reduces to
(2 )
dcj^  (r ^2 /L>1 ,UJ2 ^ 
3a
(2)
a=0 ■ß Ua (?12'“ l'“2)g0 (r12>
(4.15)
The pair correlation function to first order is then
(2) , g (rf 12 /C°1 ,w2) g02) tr12> [1 ' ß UaTl2' “2)]
(4.16)
first derived by Gubbins and Gray in 1972.
We note from (4.2) that when
<ua (£l2 / W  ) >2 u). = 0
we have
Ua (fl2'U)l'U)2) ua (£l2'UJl'a)2) (4.17)
U 0 (r12} Ur (r12} (4.18)
and the reference state calculated from uo^r12^ contains no 
dependence on the angle-dependent part of the potential. For 
potentials ur r^i2^ which are short-range (e.g. hard-sphere 
or Lennard-Jones potentials) and angle-dependent potentials 
u^(r^2 t^ ^  which are long-range (e.g. dipole-dipole 
potential) this will mean that first order perturbation theory 
will be inadequate.
Gubbins and Gray point out that the decomposition of 
U (r12/Wf ,m2) into U Q (r12) and Ua ^ r12/W1'^2^ is n0t unic3ue*
However, a sensible choice is to require the potential to 
satisfy
> =  0 (4.19)
For without this requirement, the complicated terms in the 
general expression (4.8) would not vanish. One cannot, there­
fore, attempt to build some of the properties of the angle- 
dependent system into the reference system by arbitrarily 
writing
where u is some suitably angle-averaged potential. For a
this decomposition, the simplifying condition (4.19) will hold 
only if
with
For most angle-dependent potentials (e.g. all the multipole- 
multipole interactions)
0
so that one cannot have the simplified form of (.4.8) (viz. 
(4.13)) and build in any angle-dependent properties in the 
reference state with such a parametrization. It should also 
be noted that such an approach does not allow at all for
systems of hard dumbells, ellipsoids etc.
By means of the angle-averaged potential and a new 
parametrization for ua ^ ri2 ,(j°l,(jü2^  ' we are a -^^ e to take into 
account what we maintain to be a large part of the angle 
dependent part of the potential in the zero'th order pair 
potential u o^r12^*
f 12 (r12/(jJ1 ,UJ2^  (equations (3.3), (3.4), (3.5)) such that
(2 )suitable perturbation expressions for g (r^jW^w^) in
In section 3 we introduced the function
e-ßu e
1
and
=  0
where u^tr^) t*ie an9ie-avera9ec^  potential for
ua ^ rl 2 ,a)l ,Uj2 ^ given by
-ßua (r12> , -ßua C£l2'üil'u2),e = <e >
We define the reference potential by
U0 (r12> = ur (r12> + ua lr12> (4.20)
and introduce the perturbation parameter a by writing
Ua^£l2,IJJl'lu2* U0^£l2! ß + a f 12 *-?12 ,ÜJ1 ,0J2* *
(4.21)
We note that this parametrization satisfies the conditions 
stated earlier viz.,
Ua (?12'<^ l/UJ2) a=0 u 0 (r i 2 )
U<d?12'“l,lu2* a=l ur (r12> + ua (?12'“l'“2)
U(?12'“l'“2)
The introduction of a above is equivalent to parametrization 
of the Boltzmann factor as
-ßU (r ,ia, , < j o 9 )  -ßü (r )
e ~lZ 1 1 = e u (1 + a f 12 (^ 12'“l'“21
-6(u +u ) —e(u -u )r a , t . a a xe (1 - a + a e )
Note that this is not equivalent to the alternative (Gubbins- 
Gray) parametrization
-£U  ^(r12,u1 ,u2 ) -3(u +u ) -3a(u -u )r a a ae e
which is not suitable since the simplifying requirement (4.19) 
is not satisfied. From the definition (4.21) we see that
3U (r . 0,03 t , Co0) a ~ 1 £ 1 £
8a
1 f12(£l2'“ l'“ 2)
a=0 3 1+af 12 ^ £12 'w i a=0
3 f12 (?12'all /W2) (4.22)
and therefore
3U (r, 0 ,u>-. , w 0) a ~ i ^ t ^
‘ 3a ~ U) , 03 ~a=0 1 2
(4.23)
With this result the general expression (4.8) becomes,
(2 )39^ (r12,Wl,u.2>
3a a=0
(2 )
f12(£l2'“l'“2)g0 (r12>
+ pj <:^ 13 ^ rl3,U)l ,a)3^
+ f23 ^ ~23'w 2 /L03) >oa.
(3)
g0 ^ l ,?2^3^d?3 (4.24)
The angular pair correlation function is then, to first order,
g (2)(r12 ,tol 'o>2) g0 12 ^ ^ + f12 ^ ~12'W1 ' *
+ pj <f 13 ^ ?13 ,a)l /W3^  +f 23 ^ ?23 '^2 >co3 
* 9q 3 ^ (r l:r2r 3) dr3 (4.24)
(2) , g (r12 /U)1'U)2)
(2) , . - &(ua (?12'a)1 ^ 2 )-Ua (r12))
g0 r12 6
+ ef <f13C?13^1'a)3)+f23(J23'W2'ü33)>a)3 
X gQ3) (£i*r2 ,r3)dr3 (4.25)
(2) (3)The correlation functions g^ and g^ are calculated
from the intermolecular potential u o^r12^ given by (4.20)
which involves the angle-averaged potential u_(r,0).a x a
We note that for both first order theories for 
g (r^ 2  '^i '^2  ^' t i^e angle-averaged correlation function 
g ^  (ri2^ defined by
g (2)(r12) = <g (2> (f12'“l'“ 2)>oo1 ,u2
is given by
g (2) (r12) go2) (ri2>
(4.26)
(4.27)
For a system whose intermolecular pair potential
u (r,~)+u (r, ,ujn) is such that <u > is zero, thenr 12 a ~12 1 2  a
—  (2) —  g (r^) as calculated from the potential ur +Ua^r12^
_ (2)for the present theory while g (r.^) i-s calculatec* from 
ur (r12  ^ only i-n t i^e Gubbins-Gray treatment.
To what extent the first order theory, presented 
here, will approximate the thermodynamic properties of the 
angle-dependent system will now be investigated. To do this 
we first derive an expression for the Helmholtz free energy in 
terms of the correlation function. Consider the configurational 
partition function Q(a) corresponding to the pair potential 
Ua ^ r12 'wi ,a)2^  having the properties
Ua ( r - ^ 2  / ^ r ^ 2  ^ a=0
(r ) 
12
Ua tr12'“l'“2) a=l U(?12'“l'u2)
Therefore
Q (0) Q,
where is the c.p.f. for the central potential uo^r12^
and Q(l) is the c.p.f. for the angle-dependent potential 
U (r 12'W1 ,W2) * Helmholtz free energy is and A 
respectively for these systems, then
A0 - Inti - - An(Q(l)/Q(0) ) (4.28)
A ^  - ^ Intip k f — i- »fitl daß £ Q(a) 3a (4.29)
From the definition (3.6) for the c.p.f. we see that
1 3q (a)  
Q(a) 3a N ! Q (a) J . . JdNr{ . . Jd1 
vN
3U (r . . , oj . , w . )V __a i' D.£ -3a
L1 < 3
x e
-ß ua (i,j)
/•■Jd rJ..JdN ®Ua tE l 2 ' V W2)2Q (a) t.N-2) ! ‘ • ■J“ J“ " 3a
v n
-6 J U (r . . , 03. ,u3.) L a -I}' i ' 3
X e
3Ua C?12'“l'u2)
3a
x (r -^ 2 / a)/ to2) (4.30)
Nßp
2 J dr V ~12 3a
<_^ a, ^ ~12 'W1'w2 ^ C2) (r 
*^ a a. , ~ . U), , 03~ ) >~12' 1' 2 (j^,a>.
(4.31)
Therefore
p
Np
2 j da J dr 0 V ~
3U (r10 __a ~12
3a
'^1'w2)
(2) , g (r a 12 / 03 ,•* ) -'>2 03-, 0)1 2
x (4.32)
If the Gubbins-Gray parametrization of Uo, ^ ri2 ,UJ1 '^2 ^
(see equations (4.9) and (4.10)) is used in (4.32), we obtain
Np
23A 0 “ (3 ■ Tß I dot 1 dri 9 <U  ^(rn 9 /0)1 ,o9)0 V 12 a ~12' 1' 2
(2)x g " ' (rn 0 , wn ,oq0 ) >r a ~ 12 1 2  0Jq'a)2 (4.33)
a form first obtained for angle-independent systems by
6 0Kirkwood and Boggs . The present parametrization (see 
equations (4.20) and (4.21)) yields,
A0 " ß inSl " 2ß l da l d?12 <f 12 ^ 12 '“l '“2' 1+af12{?12'“l'“2)
(2)X g * ' (r, 0 ,w, , w0) >~ 12' 1 2 an ,w. (4.34)
To first order in a, we may write (using (4.24))
(2) , . 
(£l2'“l'“2)
(2 )
g0 r^1 2 ^ 1 + af 12 ^ 1 2  ,aJl ,c°2^
+ apI <f13 Cr13,u)-L,a)3)
(3)
+ f23 (^ 23^2'W3)>m3 g0 (?1'?2'?3}
x dr. (4.35)
The first term in (4.35) when substituted in (4.34) integrates
over u)_ and to zero since <f,1 2 12 0.
Thus, to first order in a
A = A _ Ü tf n Q _ ^ PA A o 3 ^  2W
1
/ ada ff dr ^dr, 0<f. 0f, .,+f, 0f 0., >JJ -3 -12 12 13 12 23 w^,U) ,u)
g0 (rl /r2 /r3)
, N 0 n Np
a q g 6 3 ff dr,0dr,„<3f,0f~_>JJ -13 -12 12 23 ü0,,wo ,woV 2 1 2  3
x 9q3) cHi '£2'?3)
tv N  0 O  N
A 0 3 knü 3 -&T- ff drn dr <3f f „ >3! JJ -12 -13 12 23 w, /
T T  2 1 .<£ J
* 9 q 3> (? 1 ' ? 2 ' 5 s ) (4.36)
Recalling the result (3.36)
A = A _ - RT Änfi - RT f b„0 n *
and the expression for b^
£l IJb 0 = Tr J J dr, 0dr, _<3f, 0f OQ+f , ~f ~-f >3 3! -12 -13 12 23 12 23 31 o-,
V 2 1 2  3
(3) , vX g0 (r ,r ,r3)
we see that the first order perturbation theory for 
(2 )g (r-^2 ^ 11^ 2  ^ coincides with the expression (3.36) for the 
free energy up to terms quadratic in f ^ .  Second order
perturbation theory would provide the term cubic in f inij
b^ as well as some of the terms in the b^ coefficient. We
will not pursue this any further here except to note that the
success of low order thermodynamic perturbation theory in 
28 5 8simple systems ' is an indirect proof of the conjecture 
that the terms b^, etc. in (3.36) are small.
We will now proceed to examine the merits of the 
Gubbins-Gray theory and the present theory by comparing their 
predictions against the Monte Carlo simulation of the angle- 
dependent system.
(b) THE ANGLE-AVERAGED CORRELATION FUNCTION
We define the angle-averaged correlation function 
by
(2 )g Cr 12) = <g ' vf 12 # >o1m2
and note that in both the Gubbins-Gray and the present theory
g l2) (r12) g'2) <r12>
to first order perturbation theory. The radial distribution 
(2 )function g (r-^ ) calculated with the reference
_(2) (2)potential uo^r12^* We compare below g and g^ for
several systems calculated by the Monte Carlo technique.
Ci) [2] Coplanar Dipole System
In Figure 16, the angle-averaged correlation 
— (2)function g (r) is plotted for a system of hard discs
O(o=3.4A) with coplanar point dipoles (M=1.8D) at density
—  1 2 )pö?=0.85 and T-300°k. For this potential the g ‘ (r) of
FIG. 16 Comparison of the Gubbins-Gray theory and the present
theory forthe coplanar dipole system for po2=0.85,
2/2o3=1.43. (A) angle-averaged correlation function
_ (2) (2)g (r) (B) g^ (r) for the angle-averaged potential
(C) gi^) for a hard-sphere potential
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— (2)Gubbins and Gray is that for hard discs only, while g (r) 
of tue present theory is calculated with the pair potential 
(equation (2.12))
u (r) = - i J>n(In (tii) I (ltd))
b 0 2r3 0 2r3
These distribution functions are compared with the exact 
- 12)g (r) for the system obtained by a Monte Carlo analysis.
Due to the difficulty of presentation the main features are 
summarized in Table 3. The close agreement of the exact 
g (r) with the angle-averaged systems g (r) in the 
neighbourhood of the first peak indicates the utility of 
u(r) in approximating the real angle-dependent system. The 
angle-averaged system has a configurational energy per molecule 
of -3.17KT compared with the real system's correct value of 
-2.98kT, a difference of some 7 per cent. This close agree­
ment is also fairly substantial (if indirect) evidence for 
the rapid convergence.
(ii) [3] Hard Sphere with Imbedded Dipole System
In Figure 17, the angle-averaged correlation function 
g^^ (r) is plotted for the system of hard spheres with 
imbedded dipoles. We take p=3.4A, y=1.8D, T=300°K,
(8li2/2o 3=1.44 ) and the density at poJ=0.85. For this 
potential, the Gubbins-Gray reference system is the hard sphere 
system, while the present theory uses as reference the angle- 
averaged potential derived in section 2 (equation (2.29))
u-, (r) = “ ( I (-1) ni (x) i (3x) )
a p n=0
7 -
FIG. 17 The angle-averaged correlation function for hard
spheres with imbedded dipole 3p2/2o3=1.44 at density
po 3 = 0.8 5.
(A) Monte Carlo g (r) for hard sphere plus dipole
potential
(2 )(B) gn (r) for the angle-averaged potential
 ^ (2 )(C) g v '(r) for hard spheres at pöJ=0.85.
where
x - (p p 2 / 2 r 3)
The radial distribution functions for these potentials are
_ ( 2)compared with the exact g (r) obtained by the Monte Carlo
analysis of the hard sphere plus dipole system. The main
features of Figure 17 are summarized in Table 4. There is very
—  (2) (2 )close agreement between g (r) and g^ (r) of the present
theory especially in the neighbourhood of the first peak.
(2 )The hard sphere g^ (r) of Gubbins-Gray is in very poor
agreement. The angle-averaged system has a configurational
energy per molecule of -7.50kT compared with the real
systemfe correct value of -7.13kT, a difference of 5 percent.
If we recall the value for the configurational energy
obtained by using the Keesom approximation for u^ (Table 2),
viz. -9.09kT (pa3=0.85)/ we are able to see why low order
37perturbation theories based on the Keesom approximation to 
the angle-averaged dipole potential as reference would fail at 
high densities. The difference between the correct and 
Keesom approximate configurational energies is 21 percent at 
pa3=0.85, compared to the 5 percent difference when the exact 
angle-averaged potential is used. The close agreement of the 
angle-averaged and exact potentials is again evidence for the 
smallness of the terms b^, b^ etc. in the free energy.
(iii) [3] Hard Dumbell System
The Gubbins-Gray theory is inapplicable in hard-shape 
systems due to the singularity of the potential. The present 
theory is applicable, however, due to the finiteness of the
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Boltzmann factor for any potential. In Figure 18 we compare
_ (.2)the angle-averaged correlation function g (r) for a hard
(2 )dumbell system with the g^ (r) calculated with the angle-
averaged dumbell potential which was illustrated in Figure 6.
The density is taken as pa3=0.1591. The close agreement in
position and magnitude of the peaks shows the utility of a
perturbation theory based on the angle-averaged potential.
The density chosen was in the fluid regime. A second density
po3=0.45 was also used. The results are plotted in Figure 
—  0 2 )19. From the g (r) curve in this figure we can see that
at this density the orientational disorder-order transition
has taken place. The remarkable agreement Oin a mean sense)
— ( 2) (2)of the g (r) and g^ (r) calculated with the angle-
averaged potential is illustrated. Also plotted is the 
(2)g Or) for a system of hard spheres at the same number 
density with hard sphere diameter taken as o//2, the distance 
of closest approach. A comparison of this curve with the 
others reveals the inappropriateness of a perturbation theory 
based on the hard core potential for all but the least 
anisotropic hard-shape systems.
6 3Recently, Kohler and Perram have calculated the
(2 )P.Y. g (r) for the angle-averaged dumbell potential at a
64series of densities using a new method of solution . The 
( 2 )g (r) so obtained was in excellent agreement with both the 
— 12) -  (2)g for hard dumbells and g^ (r) for the angle-averaged
potential at the low density pa3=0.1591. In the ordered phase 
at po3=0.45, the P.Y. solution for the angle-averaged potential 
differed markedly (both in peak height and position) from the 
Monte Carlo g^ (r) for the angle-averaged potential and 
g ^  (r) for the hard dumbell potential. The Monte Carlo
(r/ö)
FIG. 18 The angle-averaged correlation function for the
hard dumbell system at po2 3 = 0.1591 as a function 
of separation
—  (2 )(A) Monte Carlo g (r) for hard dumbell
(2 )(B) g^ for the angle-averaged dumbell potential
FIG. 19 The angle-averaged correlation function for the
hard dumbell system at po3 = 0.45 as a function
—  (2 )of separation (A) Monte Carlo g (r) for hard
(2 )dumbells (B) g for angle-averaged dumbell
u (2)potential (C) g (r) for a hard sphere system of 
the same number density with hard sphere diameter a//?
(2 ) (r) appears to take some cognisance of the ordering
evident in the real system by virtue of its agreement with 
— (2 )g (r). The P.Y. solution does not appear to do the same.
(c) THE KIRKWOOD G FACTOR
Comparison of the angle-averaged correlation function 
is a good test of the utility of perturbation theories in pre­
dicting the thermodynamic properties of the system. However, 
this tells us little about angular correlation in such systems. 
It is rather unwieldly and time-consuming to compare angular 
correlation functions from Monte Carlo studies on the real
system and those of perturbation theories due to the many-
(2)parameter nature of g (r^2 •w2) as comPare(3- with
? (2) (r12) •
One angular correlation parameter of interest in the
6 5theory of polar dielectrics is the Kirkwood g factor 
defined in the following way; if a typical dipole-carrying 
molecule is selected as molecule 1, then the Kirkwood g factor 
is
gk i + < ij+i
C O S 0 , . >
id e (4.37)
where < >e indicates the ensemble average and 0 ^  is the 
angle between y^  and y . If u (r ^ , w ) is the pair
potential between molecules i and j then
< lj+i
C O S Ö ,.>
I j e
S--I dNrJ..JdNu
VN
I
if1
cos 0Ij
-3 I u(r
i<j 13 1
-3
J..JdNr J..JdNw e 
VTN ~ r,N
l u (r.,,oj ,0) )
i< j ~13 1 3
(4.38)
(4.39)
Ni  Qc
1 J . . J d Nr J . . J d No
vN 3t1
C O S 0  . ID
- 8  i  u  ( r  , io , io )
i< j ~13 1 3
where Q , the configurational partition function, is given 
by (3.6). Since all molecules are identical,
N(N-2)!Q /••JdNh - d dN“ COS012
u v n 
“ 3 _ I _u (ri j ,(Di ,ojj )
X e ^  (4.40)
_ 2 ( 2 \
—  J J  d r ^ d r  2 JJ  d u n d u ^  c o s 0 1 2 g (r 12 ,w2 )
V 2 ' ' Q2
(4.41)
where the definition (4.1) for the angular correlation function 
is used. Therefore
<  y  c o s © , .  >
3fl 13 e
/ \
< y c o s 0 ^ . > e  =  ■£— J d r 1 ?  J J  d w ^ d u j  c o s 0 1 2 g ^  '  ( r ^ 2 , , w 2 )
jfi 3 e f<2 v ~
(4.42)
The Kirkwood g factor is then
( 0  \
1  +  —  J d r 1 2  n  d c ü i d u ) 2  c o s ö ]_2 9  ; ^ r l 2  , G 0 1 /(jJ 2 ^ft2 V
(4.43)
From the perturbation theoretic result (4.25) we have to first 
order,
! + - £ — { d r  ~  J J dw dw. cos0 [ g ^  (r, ? )
V n212 J J — 1 2  ~ 1 2 l^ 0 v 12
-3 (u (r .,0), ,w J - u ( r  9) )
x e + p ( <fi3 ^ ri3 'w l'w 3^
(3)
+ f 23 ^ 2 3  , U ) 2 /W3* >m 3 90 ' ?2 '?3* d ~ 3^ (4.44)
( 2 ) ( 3)where y^ and y^ are calculated with respect to the
angle-averaged potential u q r^ 12^=ur^r12^+Ua^r12^*
Similarly, the Gubbins-Gray theory yields (from
(4.13) ) ,
1 + j dr-, ? j j  do-, do cos0, ? [gf^2 ^ (r, 2) (1-3U (r 12 , o ,o ))
t t 2 V
12  ^ ^ o v 12l^0 ^ 1 / v -
-  3 P  J <ua (]^ i3 'UJi'a)3 ) + u a (?23/aj2'u33) > I
* g03) (£l'?2'r3ld£3] (4.45)
(2) (3)where g^ and are calculated with respect to the
Gubbins-Gray reference potential uo^r12^*
We will now test these expressions for a system of 
hard spheres with imbedded non-polarizable point dipoles, so 
that
ur tr12> _> 0 
< Ö
ua u.2) --- [cos0,n - 3cos0,cos0~J3 1 2  1 2
12
where the orientation of dipole i is described by (0^,$^) 
relative to r ^  as z axis. For such a potential
<u >a < u >a 032
— < u >a
=  0
Thus, in the Gubbins-Gray theory
U0(r12) = ur (r12>
Ua (r12> = ua (5l2'“l'u2)
and (4.45) becomes
1 +
( 4 TT) V{ dr12 J \ dw^ doj cosö( 4  TT)
(2 )
tg0r r (r12)(1 ” 0 ua (?12 ,W1 /W2) ^ -1 (j(j
(4.46)
1 - 3p f dr g^2 ) (r,?) 
V ~ GG
x — — ~ JJ da)1du)2 COS012 Ua ^ -12 ,ÜJl ,a)2) (4.47)(4u) (4 TT)
Consider the integral
"( 4 7f) Z / /1  ^ (4 TT )
do)^ do)2 c o s 6^2 (r^2 ,u)^  ,oj2)
r1 2 (4Tt)2 ( 4 TT ) 2
JJ dcosö^ dcos02 d<J>^dc|>2 cos0^
x(cos0^2 ” 3cos0-^cos02) (4.48)
where
cos012 = cos0-^cos02 + sin01sin02 cos (4,3_”4>2) (4.49)
Performing the (p integrations
___ H_ 1 1
12
J f dcos0^ dcos02 [cos20-^cos2 02“^sin20^sin2 62]
0 (4.50)
Therefore, to first order perturbation theory the Gubbins-Gray 
parametrization shows no correlation of the dipole orientations
i. e .
GGg l (4.51)
Let us now consider the present theory. From (4.44) , we will 
first examine the term involving the integral
I __1__
C 4 TT ) 2 I! d“xd“2 cos0i2<f13(£13'“l'“3)+f23(£23'V“3)>u,( 4 7T ) 2
Since
(4.52)
< C O S Ö 12 < C O S 0 ,12 u>2
0
we have that
1 =  0
Therefore, from (4.44),
, (2). , 6ua (r12>
1 I d£l2 g0 r12
-$u (r, 9 ,o) )
x ----  JJ do^du^ cos012 e
( 4 7T ) (4 T T )
(4.54)
1 + jf r12dr12 g0 trl2>
eua(r12)
e ! da) 
4 TT
X
( 4 TT ) S4 TT
I dll) C O S 0
4 TT
e'eua (rl2'ul'ÜJ2)
(4.55)
Consider
I 1__
(4 TT ) 2
J4 7T j doo^  cosö^24 TT "eua (?12'“l'ul2)£ (4.56)
where orientation of molecule 1 is fixed. To evaluate this 
integral we will measure orientation of r ^  and M2 from 
as z axis, as we did previously in section 2 in evalua­
ting the angle-averaged dipole-dipole interaction. If we 
denote the orientation relative to of r ^  by (0, <|>)
and of ^2 by (®2'^2^' then tlie integral I becomes
-3u (r ,w2)
I = -----  J dcosö d<J> f dcos0o d$0 cos0o e
( 4 TT ) 2 4 TT 4tT
(4.57)
From (2.16) we have
ua
where
[cos02 + 3cosa]
cos02cos20 + sin02sin20 cos (4> — 2)cosa
Since only the relative azimuthal angle appears we may perform
one <J> integration, to yield
I dcos0
1 x-L2cos02
I dcos02cos02 e
2 ttI d(|>
0
3x, 9 (cos0 9cos20+sin0 9sin20cosi})) 
x e ' (4.58)
where
x 12 = 2/2r^ 2
The remaining azimuthal integration is performed in an 
identical way to the <p integral of equation (2.19). We have 
then
I (2n+l)in (3x12)
1J P^(cos2G)dcos0
1
x ( dcos0n cos0„ P (cos0~)n 2 2. FI 2
x C O S 0 2 
e (4.59)
The C O S Ö  integral is given by (2.27). Thus
, « 1 x cos09
I = 2 I (-1)nin (3x ^2) { dcos02 cos02 Pn (cos02) e
n=0 -1
(4.60)
Consider the integral
1 x cosO
F(x^2) = 2 / dcos0 Pn (cos0) e
which occurs in equation (2.28). Using (2.20) and the 
orthogonality of the P (cosO) we obtain
F(x 12) in U 12)
and the integral
f dcos60 cos0n P (cos0n) e 2 2 2 n 2
x^cos0 2
3x12 F (X!2}
r——  i (x ) 3xi2 n 12
We have that52, p '444
i ., (z) t - i (z) n+1 z n
Therefore
I (-1) niOx.. 9) (i (x ) + i (x ) )u n 12 n+1 12 x ^  n 12n=0
From (4.55) we have then
1 + 4tt / r2dr g^2) (r) £_JL
1 ( ~ D ni.(3x) (iR+1Cx) +
I (-1)n i (3x)i (x) 
n=0 n
(4.61)
X 1
where
x = ßp2/2r3
where we have made use of (2.29) for e ^u.
For a system of hard spheres with imbedded dipoles 
(p=1.8D, a=3A, T=300°K) the reference distribution function
(2 ) o9  ^ (r) has been calculated (see Figure 17) for po =0.85 by
the Monte Carlo technique. Performing the numerical integration
(2 )of (4.61) using the previous numerical results for g^ (r) 
we obtain a value of the Kirkwood g factor of
gk = 2.39
Jansoone^ has performed a calculation on 32 particles with 
3y 2/2a 3 =1.16 and po^O.46 to obtain
gk - 2.1
by a multiple imaging technique supposed to correct for the
finite range of the interaction. It is however interesting to
note that in the numerical calculation of (4.61) for the
perturbation theory, 95% of the Kirkwood g factor is contained
in the range a<r<2o, well within the restricted range of the
potential. As might be expected most of the angular
correlation occurs at nearest neighbours.
Another interesting comparison with the present theory
of g^ is that afforded by the mean spherical model solution 
21by Wertheim of the hard sphere plus imbedded dipole system.
The M.S.M. approximates the direct correlation function by
C (1,2) = - 3u(r 2/w1 ,d 2) (4.62)
(2)and solves for h (1,2) = g ( r ^ ,0Ji '^2^ t l^e 0rnstein~
Zernike relation
h (1,2) - C (1,2) = 1^ - J / C ( l , 3 ) h ( 3 , 2 ) d r ^  (4.63)
v a 3 3
Wertheim has showed, for the dipole-dipole system, that to this 
approximation
(2 ) , xg (r12,U l ,oi2) gs^rl2) + hD (rl2J D ^
+ hA (r12)A(l/2) (4.64)
where
D (1,2) = 20030^00302 “ sin01sin02 cost})^-^
A(l,2) = cos0^cos02 + sin0^sin02 0054)^-4)2
= cos0-^ 2
where ^p^rx2^ an<g ^A^r12^ are determined i-n a complicated 
way (see appendix 2) from cs r^]_2^  aRd gs r^12^ ' t i^e 
Percus-Yevick solutions for the direct and pair correlation 
functions for a system of hard spheres. Substituting (4.64) 
in equation (4.43) we see that the only non-vanishing term is
1 + ~ ~  I d?i2 hA (r12) b  d“id“2(4TT) ^ V '12 (4it)2
x cosO^ A (1,2)
= 1 + po3 j (ro)dr
In appendix two, this integral is evaluated. We show
gk = 1 + j [q 1 (20 + 2q 1 (-?) - 3]
where £ satisfies
Y -  ( ^ J  (po3) = q(2C) - q(-5)
with the restriction
0 < £ < %
and where
q (x) = |1+2x )!/(1-x )'
With the parameters T=300°K, p=1.8D, o=3A, po3=0. 
calculate the Kirkwood g factor in the mean spherical 
to be
kM . S . M .
(4.65)
(4.66)
that
(4.67)
(4.68)
(4.69)
(4.70)
8 5 we 
model
1.367
Thus, the M.S.M. which uses a drastic linearizing assumption 
(4.61) displays a first order angular correlation in that g^l. 
The more moderate linear approximation of the Gubbins-Gray 
theory, however, does not exhibit such a correlation at first 
order. Finally, we note that the mean spherical model yields 
an angle-averaged correlation function
g (2) (r 2) gs (r12>
the P.Y. hard sphere correlation function.
(d) HIGHER ORDER EXPECTATION VALUES
The Kirkwood g factor is basically concerned with
the expectation value of P^ (cosy^) =cos Y^2 w^ere ^\2
the angle between the dipole directions. Of interest in the
theory of light scattering, for example, is the expectation
3 ? 1value of P^ (cosyl2) = 2- co s ^ ^ - ^ .
We note that the first order theory presented here 
would yield a non-zero value for the expectation value of 
P^(c o s y 12) f°r general £. In general, the Gubbins-Gray 
theory needs to be to the Ä+1'th order to yield a non-zero 
value of <P^ (cosy^) > while the M.S.M. yields a non-zero 
result for <P-^ (c o s y ^2 ^> only (at least for a point dipole 
system).
(e) LOW DENSITY LIMIT
Finally we note that both the Gubbins-Gray and M.S.M.
theories have the wrong low density limit of 1-ßu (r^2 ,u)-^ ,oo2)
whereas the present theory yields the correct form 
-3U (r, 2 ,0). ,a)2)
e ~ . The predictions of the three theories for a
system of hard spheres with imbedded dipoles are summarized in
Table 5.
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§1. APPENDIX ONE THE ANALYSIS OF THE NO-OVERLAP REGIME
IN THE HARD DUMBELL SYSTEM 
To calculate the angle-averaged dumbell potential 
we must investigate the condition which defines the non­
overlap regime r). From Figure 5 we see that the 
no-overlap condition may be written
r 2 + r (cosQ^-cosO^) - ^ cose^cosQ^ - ^ sin0^sinO2
X cos - 2 > 0
r - r(cos0^-cos02) cos0,cos0„ - i- sin0 sin0~2 1 2  2 i 2
x cos (0  ^ 2 ) “ 2  > 0
r 2 + r (0030-^+00302) + cos0 ^cos0 2  + ^ sin0^sin02
x cos (  ^— 4)2 ) ~ 2  >
r2 - r (cos01+cos02) + j 0030^00302 + sin0-Lsin02
x cos (^ 2_-(^ 2) ~ 2 > °
Putting  ^= $ ^ - ( ^ 2
- u3 1_ 
8 7T
2 TT 1 1J dcf> J dcos0, j dcos0o F (r ,cos0, ,cos0 , cj)) 
0 - 1  -1
where F(r, cos0^, cos02/ ^  is 1 if the above conditions are 
satisfied and is 0 if not. The non-overlap conditions may be
written
costj) < (Al. 1)
COSl
coscj)
COS(|>
r 2 - r (xr X 2,) - %X1X 2 "2
h ( l -x i>
h (1-x 2)!ä
r 2 + r (xr X 2,) - %xlx 2 -  h
'2 ( 1- d >
V-'2 (1-*!>*
h ■- A2x 1X 2 + r (x1+X2) r 2
h a -x i> (1-
2 \ hx 2 >
>2 '- A2x 1X 2 - r (x1+X 2) r 2
h i  1 (1-
Let us consider for the moment values of x^ and
are not equal to ±1. Then and are defined.
Consider
2r (x -x )
x - A = ----- i - 4 -------- -
1 2 Jä(l-xp 2(l-x|)^
Thus (A i ~ A 2 ) > 0 if X 2 >x^. When A-^>A2
cos<|) < A2 => cos<j) < A^
so that when x 2 >xi t i^e two conditions (Al.l), (Al.2)
the single condition
costp < A 2  ( X 2 > x ^ )
Similarly X ^ > X 2 conditions ^1.1) and &1.2) become the
(Al.2)
(A1.3)
(Al.4)
which
become
single
condition
(x1>x2)cos<j) < A^
Similarly by considering
2r(x +x2)
I t ~ U o — T, i~
1 2 2a - x*)'2
we find the conditions (A1.3) and (A1.4) reduced to the 
conditions
coscj) > y^ (x^+x2>0)
cos<j) > y2 (x^+x2<0)
Thus, provided max(y^,y2) and min(A^,A2) lie between ±1 
and minCA^/A^) max(y^,y2) there will be two regimes of 
symmetric about <J>=tt where no overlap occurs. If and
$ 2  lie in [ 0 , tt] and
= cos  ^(min A^A^)
$2 = cos 1 (max \i^ , y )
then (provided x^,x^ =)= ±1)
2 TT
{ F (r,x1 ,x2,()))d(j) = 2 ($2 - $1)
if ($2 -1 )^ is positive and is zero otherwise.
We now investigate the end points X]_X2 ±1. Consider the
original inequalities for x^ = l
r2 + r(l-x2) - ~ % > 0 (A1.5)
r 2 - r(l-x2) - ~  ^ >  ^ (A1.6)
r 2 + r(l+x2) -I- ^ x - 2^ > 0 CA1.7)
r 2 - r(l+x2) + ^ x2 - \ > 0 (A1.8)
(A1.5) gives
-1 + r + r 
X2 ' r + h
(A1.6) gives
. \ + r - r 2
X2 r - %
(A1.7) gives
 ^ ^ - r - r 2
X2 '
(A1.8) gives
r - r - %x  < ------------—2 r - k
(A1.9)
(A1.10)
CA2.11)
(A1.12)
These inequalities cannot be satisfied at all below r=l.
That is, for r<l there are no non-overlap regimes for
when x^ = ±L For l<r<2 inequalities (A1.9) and (Al.ll) are 
identities. In this region then
x2 lies within the range indicated above <j> is unrestricted 
and
where 0 is the step function. From symmetry the same result 
will occur for x^ = -1 and x^ = ±1. The preceding analysis 
has effectively done the 4> integration and we can now perform 
a two-dimensional numerical integration over x^ and x^ for 
any given value of r to obtain the angle-averaged Boltzmann
Since (rz-r-^)<0 from r<—~—  we see there are no
values of x^ for r<l+/3 and x^ = ±1 which will satisfy 
the non-overlap conditions. Therefore, provided r>l+/3 and
2 tt 1
3^ : \ d(J) j dx2 F (r,l,x2,cj)) =
0 -1
-3ufactor e
APPENDIX TWO AN INTEGRAL ARISING IN THE DERIVATION OF
THE KIRKWOOD G FACTOR IN THE M.S.M
We wish to calculate the integral
Q OO
J r 2 h.(r)dr (A2.1)
where h A (r) is a function occurring in Wertheim's solution21 
of the mean spherical model for hard spheres (diameter a) at 
density p, with imbedded point dipoles (dipole moment y) . 
From equation (41) of Wertheim
hA (r) 2K(h (r,2Kp) - h (r, -Kp) ) (A2.2)
(2 )
s ’ - = 9 S (r,p) - 1 is the solution of the hardwhere hg (r, p)
sphere PY equation for density p. K is a constant determined 
by Wertheim's equation (51),
4 tt . ßy 2 3
j -  ( - ± —) ( p o d)
ö 3
q(j ( pö 3 ) K) - q (- ~  ( pu 3) K) (A2.3)
where
q (x) (l+2x) 
(1-x)4 (A2.4)
Consider the integral I. From (A2.2),
I = (l7' P.° ) 2K (I (2Kp) - I (-Kp) ) (A2.5)
where
I (p) 1 " h s (r , p) dr (A2.6)
I r2 (g 2 (r / p) -l) dr (A2.7)
6 2Theile has shown
{ r2 (g^r,p)-1)dr i + —-
4npö
(q P03)-1) (A2.8)
so that
I = i [q 1 (2. pa3K) + 2q 1 (- £ pa3K) - 3] (A2.9)
Thus, if we define the variable
6 = I (pa3)K (A2.10)
then our integral is given by
I = i [q 1 (2C) + 2q 1 (-€) - 3] (A2.ll)
where £ satisfies (from (A2.8))
4 7T , 3 P  2 , 3 x_  ( b ü _ )  ( p ö d )
3 a 3
q(2£) - q(-£) (A2.12)
with the Wertheim restriction
0 < £ < h (A2.13)
§6 . REFERENCES
1. J .A . Barker, R.A. Fisher, R.O. Watts, "Molec.Phys.", 21, 
657 (1971).
2. J.S. Rowlinson, "Liquids and Liquid Mixtures", 2nd edn. 
Butterworth (1969).
3. A . D . Buckingham, Disc . Farad. Soc . , 4_3, 205 (1967).
4. E .A . Mason and T.H. Spurling, "The Virial Equation of 
State" , Pergamon (1969).
5. J.R. Sweet and W.A. Steele, " J.Chem.Phys.", 4_7_, 3029
(1967) ; 5_0 , 668 (1968)
Y.D. Chen and W.A. Steele, " J .Chem. Phys. " , 3_0, 1428 
(1969) ; 5_2, 5284 (1970) .
6. R.O. Watts, "Molec. Phys." , 23_, 445 (1972).
7. R. Zwanzig, " J . Chem. Phys." , 3_9 , 1714 (1963).
S.L. Brenner, D.A. McQuarrie, D. Olivares, "J .Chem.Phys.", 
5_9 , 2596 (1973) .
K. Lakatos, "J. Stat.Phys. " , 2_, 121 (1970).
8. M. Born and H.S. Green, "Proc.Roy.Soc.", A188, 10 (1946).
9. J.K. Percus, G.J. Yevick, "Phys.Rev.", 110, 1, (1958).
10. J.M. Van Leeuwen, J. Groenweld, J. de Boer, "Physica",
2J5 , 792 (1959) .
11. J.L. Lebowitz, J.K. Percus, "Phys.Rev.", 144 , 251 (1966).
12. L.S. Ornstein, F. Zernike, "Proc.Acad.Sei. (Amsterdam)",
17 , 793 (1914).
13. Y.D. Chen, W.A. Steele, "J.Chem. Phys. " , 54_, 703 (1971).
14. P.F. Morrison, PhD Thesis, Cal.Inst.Tech., (1972).
15. J.W. Perram, L.R. White, "Molec. Phys." , 28_, 527 (1974).
16. A. Ben Naim, " J . Chem. Phys." , 52_, 5531 (1970).
17. A. Ben Naim, "J .Chem. Phys." , 5_4 , 3682 (1971).
A. Ben Naim, "Molec. Phys." , 24_, 705 (1972).
18. W .A . Steele, S.I. Sandler, "J .Chem.Phys. " , 61_, 1315 
(1974) .
D. Chandler, H.C. Andersen, " J . Chem. P h y s , 5J7, 1930
(1972) .
D. Chandler, " J . Chem. Phys ." , 5_9 , 2742 (1973).
19. L.J. Lowden, D. Chandler, " J . Chem. P h y s , 59_, 6587 (1973)
20. B. Fraser, R. Bearman, private communication.
21. M.S. Wertheim, " J .Chem. P h y s , 55_, 4291 (1971).
22. L. Blum, "J .Chem.Phys.", 57, 1862 (1972); 58, 3295
(1973) .
23. G.N. Patey, J.P. Valleau, "Chem. Phys. Lett." , 2\_, 297 (1
(1973) .
G.N. Patey, J.P. Valleau, " J . Chem. P h y s , 6_1 , 534 (1974).
24. G.S. Rushbrooke, G. Stell, J.S. Hoye, "Molec.Phys.",
26_, 1199 (1973) .
25. G.A. Pople, "Proc.Roy.Soc.", A221, 498 (1954).
26. K.E. Gubbins and C.G. Gray, "Molec. Phys." , 2_3 , 187 (1972)
27. R. Zwanzig, " J . Chem. Phys." , 2_2, 1420 (1954).
28. J . A . Barker and D. Henderson, " J . Chem. Phys." , 47_, 2856
4714 (1967).
29. G. Stell, J.C. Rasaiah, H. Narang, "Molec.Phys.", 27,
1393 (1974).
30. I.R. McDonald, "J.Phys.C", 1_, 1225 (1974).
31. L. Onsager, "Chem.Rev.", 1_3, 73 (1933).
32. G.S. Rushbrooke, "Trans. Farad. Soc." , _36 , 1055 (1940).
33. I. Prigogine, "Molecular Theory of Solutions", North 
Holland, Amsterdam (1957).
R. Balescu, "Bull. Acad. Belg.C1. Sci." , 4_1, 1242 (1955).
34. J.S. Rowlinson, "Molec. Phys." , 1_, 414 (1958).
35. D. Cook and J.S. Rowlinson, "Proc.Roy.Soc.", A219,
405 (1953).
36. J.S. Rowlinson, " Trans . Farad. Soc , 5_0, 647 (1954);
51, 1317 (1955) .
37. G. Stell, J.C. Rasaiah, H. Narang, "Molec.Phys. " , 23,
393 (1972).
38. L. Verlet, J.L. Weiss, "Phys.Rev.A", 5, 939 (1972).
39. S. Sung, D. Chandler, "J .Chem.Phys.", 56, 4989 (1972).
40. W.A. Steele, S.I. Sandler, " J . Chem. P h y s , 6_1, 1315 
(1974).
41. A. Bellemans, " Phys. Rev. Lett." , 2_1, 527 (1968).
42. K.C. Mo, K.E. Gubbins, "Chem. Phys. Lett." , 21_, 144 (1974).
43. N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, E. Teller, 
A.H.J. Teller, "J .Chem.Phys. " , 7\_, 1087 (1953).
44. J. Veil lard-Baron, " J . Chem. Phys." , 56_, 4729 (1972).
45. G.A. Few, M. Rigby, "Chem. Phys. L e t t , 20^ , 433 (1973).
46. I. McDonald, K. Singer, "Chemistry in Britain", 9_, 54 
(1973) .
47. J. Barojas, D. Levesque, B. Quentrec, "Phys.Rev.", 7_,
1092 (1973).
48. See references 23, 29, 30, 37.
49. A. Rahman, F.H. Stillinger, " J.Chem. Phys." , 5_5, 3336
(1971); 57, 1281 (1972); 60, 1545 (1974).
50. J .A . Barker, R.O. Watts, "Molec.Phys." , 26, 789 (1973)
51. E.P. Wigner, "Group Theory" , Academic Press NY (1959).
52. M. Abramowitz , I.A. Stegun, "Handbook of Mathematical
Functions", Dover (1965).
53. E.T. Whittaker, G.N. Watson, "A Course of Modern Analysis", 
Cambridge (1969).
54. W.H. Keesom, "Comm.Phys.Lab.Leiden", Supp. 24b, Section 
6 (1912) (see also Ref.55, p.210).
55. J .0. Hirschfelder, C.F. Curtis, R.B. Bird, "Molecular 
Theory of Gases and Liquids", Wiley, NY (1954).
56. S.A. Rice, P. Gray, "The Statistical Mechanics of Simple 
Liquids", Interscience, NY (1965).
57. A .D . Buckingham, "Disc.Farad.S o c , £3, 205 (1967).
R.L. Armstrong, S.M. Blumenfeld, C.G. Gray, "Con.J.Phys. 
£6, 1331 (1968).
P.A. Egelstaff, D.J. Page, J.G. Powles, "Molec.Phys.",
2_0, 881 (1971).
V.F. Sears, "Can.J.Phys.", ££, 1279 (1966); ibid, £5,
237 (1967).
58. W.R. Smith, D. Henderson, J.A. Barker, "J.Chem.Phys.",
53, 508 (1970).
59. K.E. Gubbins, W.R. Smith, M.K. Tham, E.W. Tiepel,
"Molec.Phys.", 22, 1089 (1973).
F.P. Buff, F.M. Schindler, "J.Chem.Phys.", 29,1075 (1958)
60. J. Kirkwood, E. Boggs, "J .Chem.Phys.", 10, 394 (1942).
61. L. Verlet, J. J. Weis, "Molec.Phys." , 28, 665 (1974).
62. E. Theile, "J.Chem.Phys .", 39, 474 (1963).
63. F. Kohler, J.W. Perram, "Molec.Phys .", submitted 1974.
64. F. Kohler, J.W. Perram, L.R. White, "J .Chem.Phys.",
submitted 1974.
65. C.J.F. Böttcher, "Theory of Electric Polarization, Vol.I" 
2nd edn., Elsevier (1973).
66. V.M. Jansoone, "Chem. Phys." , 3_, 79 (1974).
P A R T T W O
POLYMER CONFORMATION ON A
STICKY SUBSTRATE
§1. INTRODUCTION
The conformation of an adsorbed polymer is of interest 
and of fundamental importance to the understanding of phenomena
such as the stabilizing effects of macromolecules on colloids'*",
2 3polymer bridging , and the growth of polymer lamellar crystals .
4A considerable amount of experimental data has been accumulated 
on adsorbed macromolecules requiring theoretical interpretation.
Much theoretical effort has been devoted to the prob­
lem of a polymer adsorbed on a flat impenetrable surface. 
Historically, the first serious theoretical attempts at the 
problem of polymer adsorption was by Frisch et al.^ ^  who used 
a random walk model where the substrate was represented by a
reflecting barrier. This model was later modified to include
7 8interactions between the polymer and the substrate ' . However,
the general use of reflecting barriers fails to assign adsorbed
9monomer units the correct statistical weight .
The most successful lattice-walk model was that due
to DiMarzio and McCracken"*"^ and Rubin'*''*'' ^ . Their work and
13 14subsequent extensions ' gave physically reasonable results
for conformational characteristics such as the fraction of
adsorbed polymer as a function of an adsorption energy
parameter. Unfortunately, quantities such as the degree of
spreading on the surface, the density distribution off the wall
and the centre-of-mass of the adsorbed polymer are not readily
accessible by this method.
Another approach to the problem is through a
statistical mechanical formulation. Here, the adsorbed state
of the polymer is analysed in terms of distribution functions
for "loops" off the wall and "trains" on the wall obtained
15from random walk statistics . The contributions from "tails"
was later included when their importance in determining the
16conformation of weakly adsorbed polymers was recognized
Results obtained by this method support those of Rubin.
A third method which avoids the use of lattice or
9 17random walk models is the diffusion equation approximation '
In this continuum approach, the integral for the partition
function of a polymer is approximated by a diffusion equation.
The error involved in this replacement in the absence of
boundaries is negligible over distances that are large compared
with the bond-length for large polymers. In the presence of
boundaries, the appropriate initial and boundary conditions
are uncertain. Further, there is also the question of replacing
the integral equation by the differential equation near
boundaries due to the piece-wise nature of the solution.
Although these treatments display most of the
qualitative features of adsorbed polymers, to obtain a
quantitative understanding of the problem it is necessary to
determine theoretically the behaviour of a polymer in a
18continuum. To quote Edwards:
"... until the continuum models of polymers have been fully 
understood one will not obtain mastery over the problem of 
real polymers".
In the present treatment we consider the statistical mechanics 
of a polymer confined to a halfspace by an impenetrable wall 
with which the polymer may interact. The polymer is pictured 
as a string of beads (monomers) joined by freely rotating bonds 
whose lengths are governed by a given probability density 
function. We include only configurations where at least one 
bead is adsorbed on the wall.
In section 2, we consider the general statistical 
mechanical formulation of a polymer and show how the problem
can be analysed in terms of generating functions of the 
partition functions for loops and tails. In section 3, we 
derive expressions for important conformational characteristics 
of an adsorbed polymer, namely the average number of beads 
adsorbed on the wall <n>, the mean square end-to-end 
separation of the beads on the wall <p2>, the centre of mass 
of the polymer x, and the density distribution of beads off 
the wall n(x). In section 4, we obtain an integral equation 
for the generating function of the partition functions for loops 
and tails and derive appropriate asymptotic solutions by a 
modified Wiener-Hopf method. In section 5, the conformation 
characteristics of the polymer are derived for various regimes 
of the adsorption energy parameter W. In section 6, we inter­
pret the results physically and compare this method with the 
diffusion equation formalism. In section 7, we calculate W 
for some real polymer/solvent/substrate systems on the 
assumption that dispersion forces provide the adsorption energy. 
VJe show the possibility of experimentally producing the 
adsorption-desorption transition by varying the external
conditions.
§2. THE GENERAL FORMULATION
We consider a polymer of N freely rotating links 
(N+l beads) confined to the halfspace x>0 by an impenetrable 
wall with which the polymer may interact. We restrict ourselves 
to the case where at least one bead is adsorbed on the wall.
The position vector of the i 'th bead is written as
x . x + p .
i  ~ ~ i
(2 .1 )
where is the transverse component. The distance between
successive beads Ir. . , I = |r.-r. , I is determined by a
1 ~ i , l - l 1 1~ l  ~ l - l 1
distribution function f(|r^ | ) whose properties will be
defined later. To prevent proliferation of symbols, we use 
here and later, the convention that a function of the real 
space variable r is barred while its Fourier transform is 
unbarred, e.g. f(r) and f(k).
We shall consider "non-interacting" polymers only. 
That is, the potential energy of the polymer is the sum of one- 
particle potential energies V(r^). In real systems, there is 
an ill-defined interfacial region in which a bead (monomer 
unit) interacts strongly with the wall and may be considered 
to be adsorbed. Thus V(r^) may be considered to be the sum 
of an adsorption energy ^(x^) and an external potential field 
<J> (ri) .
Since the range of the adsorption potential is small 
we will write the Boltzmann factor as
- 3y (r±) — 3<|> (£i) ~3^(xi)
e e
-34> Cri)
(2 .2)
e (6 (xi) + W6 (xi) ) / (2.3)
where
W = J (e pl^ (x) - 1) dx (2.4)
0
We define the function 0 (x) as
0 (x) = 1  x > 0
= 0 x < 0
and 6 (x) is the Dirac delta function. The formulation (2.3) 
is a convenient mathematical means of handling the interfacial 
region, assuring this region of correct weight while avoiding 
the necessity of treating a finite adsorption region.
The configurational partition function of the polymer
is then,
f. . . J d 3 r . . . d 3 r J i ~o ~]
N
n
i=l f t lr i , i - 1D e
-Mov(Ji)
(2.5)
where
N N
-3 l V (ri) - 3 _ I 4> (rj_) N
e 1=0 = e 1=0 n (0 (x. ) +W6(x.)) (2.6)
i=0 1 1
Expanding the product of Boltzmann functions and 
performing the x integrations wherever a delta function 
occurs, the partition function becomes
I w1
n=l
I f...Jd2 pi...d'
(Mil £n gm cPi } .n GM. ^i-l'Pi*1 i=2 l
X (pn> e"e<nßn> (2.7)
where we use the convention
n
II f . = 1 if n < 2.
o 1
__ -C
We define (p)  as t i^e configurational partition function of 
a free chain of M links (M+l beads) with the zero'th bead on 
the wall at p and all others in the halfspace x>0. That 
is,
G o (d (2.8)
gm (p> J • • • / ^(X^>0 ) 
M> 0
i • • *d 3£m  f(hi,i-i 1=1
-ß I M r . )
X e 1=1 (2.9)
The quantity GM ( p , p ' )  is the configurational partition 
function of a chain of M links (M+l beads) with the 
zero'th bead on the wall at p and the M'th bead on the wall 
at p'  with all others in the halfspace x>0. That is,
G0 ( P'  P* ) (2 .10)
G1 ( p <p ' )  = f (I P-P ’ |) e e4,<e) (2.11)
GM (P'P') I * * * [ „ ^  £l * * * ^  ?M-1 . ^(xi>0) 
M>1
x e
i=l
M-l
-$ I $ (r . ) 
i=0
iri-1
(2.12)
Thus equation (2.7) for represents the sum of all diagrams
of the types shown in Fig.l. Although not specifically shown
in Fig.l, the definition (2.11) of G^(p,p') allows "train"-
type diagrams (i.e. sets of consecutive beads lying on the
wall) to contribute. The index n counts the number of beads
in contact with the wall x=0. The symbol £ for a given
{ }
n indicates that whatever follows is to be summed over all 
possible members of the set of numbers
(Mi) = (Mx, M2, ..., Mn+1)
with the restrictions
0 < M. < Nl
and (since the M. represent links)
n+1
N (2.13)
FIG. 1 The diagrams contributing to the partition function
Qn with one, two and three contacts with the wall
showing the contribution of loop p.f.h G ( p, p' ) and
tail p.f. 1 s G^(p) . r m ~
We have omitted the term n=0 in equation (2.7). This is 
equivalent to requiring at least one contact with the wall.
The polymer is not, then, free to move an infinite distance 
from the wall.
We now consider the properties of the function 
f (Ir I ) which determines the distribution of the lengths of 
polymer links. In brief, f(|r|) is the a priori probability 
of a link having direction and magnitude r. We require it to 
be normalized
J f (Ir I) d 3r = 1 (2.14)
but will otherwise leave it unspecified except to note that 
since only the magnitude |r| enters as argument, the Fourier 
transform of f(|r|)
f(k) = \ d 3r f ( |r I) e1- ‘ ~ (2.15)
is a function of k= | k | only. We define F(x |k ) as the 
fourier transform of f(|r|) over the transverse components 
of r ,
F (x [K) = Jd2p f ( |r I Je1? -? (2.16)
and note its transform with respect to x is
oo
= j F(x|K)eizx dxf (z I K) (2.17)
f { / z 2 + K 2 ) (2.18)
from (2.15). F(x|0) is the function which determines the dis­
tribution of the lengths of the links in the x direction.
It has the properties of a probability function (since f(|r|) 
was normalized) namely
OO
j F (x I 0) dx = 1
—  oo
(2.19)
We can define its variance o by
00
ö2 = J x 2F (x I 0) dx
—  OO
= i / d 3r Ir I 2f ( |r I )
(2.20)
(2.21)
and note (from the fact that f(|r|) is a function of |r 
only) that
F(-x|K) = F(x|K) (2 .2 2 )
From (2.16)
f (|r.-r. , I) = — i—  J d 2K F ( (x.-x . | K)
1 ( 2 TT) 2
-iK. tPi-py.p)
x e (2.23)
Further simplification of the G^(p), GM (p,p') and is
not possible unless we assume the potential <f> (r) is a function 
of x only, i.e.
cj) (r) = (x) .
We shall be mainly concerned in the present work with the case 
4) (x) =0 .
we may perform the transverse integrations in equations (2.9) 
and (2.12) to yield
Now, using this simplification and the result (2.23)
(2.24)
where
1 (2.25)
oo oo
= dx1..dxM F(xx I0)F(x2-x1 |0) ...F(xM-xM _1 I 0)
M
(2.26)
and where the argument in G^(0) indicates that the zero'th 
bead of the free chain is at x=0.
Also
gm (P'P' ) = 1 -iK. (p1 -p)
( 2 TT ) 2
J d 2K GM (0|K)e (2.27)
where
G 0 (0|K) = 0 (2.28)
G 1 (0 IK) = F (0|K)e ^  (0) (2.29)
and
g m (0 Ik ) = J--J dxi**dxM-l F(x;JK)F(x 2~x 1 |K)
M-l
-Zl 4>(xi)
•••F(XM-l"XM - 2 |K) F(xM - l ,K)e 1=0
(2.30)
where the argument 0 in G^(0|K) indicates that the chain 
starts with its zero'th bead at x=0.
Substituting equations (2.24) and (2.27) in equation 
(2.7), we obtain for the partition function,
QN
-34> (0)
---- - I d 2K j f d 2p d 2p
(2 it ) 2 x
-iK. ( p -p, )
e ~ qM (K)
(2.31)
where
qN (K) I wn ln=l {M (0 )
nn
i=2
Gm (0 IK) G (0) (2.32)
n+1
The quantity p| defined by
is the distance between first and last contact points on the 
wall and its expectation value is a measure of the spread of 
the polymer on the wall. The change of variable indicated by 
(2.33) is introduced in (2.31) to yield
Qh = — -—  1 d 2K / d 2 p e 1~-£ qN (K) (2.34)
in (2 tt ) 2 ~ “
where A is the area on the wall to which the polymer is con­
fined times the Boltzmann factor e ~ ^  ^ . Performing the p 
integration, we have
q n = A V 0)
= a  y wn y
n=l {M^}
nn
i=2 GM (0 10) (0)1 n+1
(2.35)
This expression is simplified by forming the generating 
function
Q (s) l sN qm/aN=1 N
(2.36)
NQ^/A is then just the coefficient of s in the Taylor 
expansion of Q(s) which we shall denote by
Qn A [Q (s)]^ (2.37)
Multiplying (2.35) by Ns and summing, we obtain
W Gf (s, 0)2 
1-WG(s,0|oTQ (s) (2.38)
where
G (s , 0) l sM G m  (0)m=0
and
G(s,0|K) l sMGm (0|K) 
m=0
(2.39)
(2.40)
are the generating functions for the free chain and loop 
partition functions respectively. Therefore
A [ WG (s,0)2 1-WG(s’ 0 I 0) ■]
Similarly
qN (K> , WG£ (s ,0)2 .L1-WG (s ,0 [ K) jn
(2.41)
(2.42)
§3. THE EXPECTATION VALUES
We will describe the polymer configuration near an 
interacting wall by four characteristics: the average number
of contacts on the wall <n>; the mean square end to end dis­
tance ("spread") of the beads on the wall <p2>; the average 
density of beads off the wall n(x); and the centre of mass of 
the polymer x (all beads assumed identical). A few fund­
amental relations are obvious,
N+l J x n(x) dx (3.1)
N+l J n(x) dx + <n> (3.2)
and other relations will be derived below.
We first derive an expression for <n>. Since the
index in equation (2.35) for Q counts the number of con­
tacts on the wall, it is clear that
<n> “ lb £ H W” J , GM1(0) GM. l0l0) GM 41VN n=l 1M^} 1 i=2 l n+l (0 )
3LnQr
aw" (3.3)
The mean square spread on the wall is derived as 
follows. From equation (2.34)
QN = A 1 d2p qN (p) (3.4)
where p is the end to end distance of beads on the wall and
qN (p) l( 2 7T ) 2
J d 2K -iK. p- V K) (3.5)
From (3.5) we have
qN (K) I d iK.p - , x e ~ f qN (p) (3.6)
and therefore
_VK qN CK) I = / d2? p2qN (p) (3*7)K= 0
where V 2 is the two-dimensional Laplacian. K
Since
A_Q, J a 2p p2qN (p) (3.8)
from (3.4), we have
k ['vkV k)]kN K: (3.9)
From equation (2.42) for q^ (K) ,
< p2> Q WG (s'0)Z[ VK l-WG(s,0|K)]K=0
-1 N
(3.10)
In section 4 it will be shown quite generally that
d_
dK G (s , 0 I K)
K=0
0 (3.11)
Also G(s,0|K) depends on K=|K| only (since F(x|K) depends 
on IKI only) and therefore
[-V
-w v £g (s ,o IK)
K 1-WG(s ,0|K)jk=0
K=0
[1-WG(s,0I 0)]
(3.12)
Substituting in (3.10) we have
A t WG£ (s ,0) .2
11-WG(s,0 I 0)J [-V*G(s,0|K) ]K=0
N
(3.13)
Finally, we derive formulae for the density of beads 
off the wall for three cases of interest (i) a free chain of 
N links whose zero'th bead is on the wall with all others in 
the halfspace x>0 (Fig.2a); (ii) a loop of N links whose 
0 1 th and N'th beads are on the wall with all others in the 
halfspace x>0 (Fig.2b); (iii) the general problem of a poly­
mer of N links near a sticky wall with many possible contacts 
on the wall and whose 0 1th and N'th beads may be anywhere x>0 
(Figs.2c,d,e ) .
To do this we introduce generalizations of the 
quantities Gjjj(0) and GM (0|0), namely G^(x) and (x | 0)
defined by
1 (3.14)
and
G o (*>
G m  (x) M J...J dxn...dxM F (x-x^ I 0) F (x2~X-L I 0)0 0 
M> 0
-3 I (p (x. )
i=l (3.15)
G q (x I 0) (3.16)
G (x I 0) = F (x I 0) e ^  (x) (3.17)
00 00
g m (x |0) J...J dx1...dxM_1 F (x-x1 I 0)F (x9-x1 |0)
0 0 
M> 1
F(XM-1 XM-2I0)F(XM-1I0) e
2 1
M-l
-3 I <Mx.) 
i=0 1
(3.13)
They are interpreted physically as follows: G^(x)
is the partition function for a free chain of M links whose 
0'th bead is at x(>0) and all others in the halfspace x>0; 
G (x|0) is the partition function for a chain of M links 
whose 0 1th bead is at x(>0) and M'th bead is on the wall.
Note from the definitions that in the case of G„(x) the 
zero'th bead is not weighted with the Boltzmann factor e 
whereas for G^(x) t i^e zero,t^ bead is so weighted.
-34> (x)
Consider the density of the N link free chain.
From Fig.2a it is easily seen that the probability of finding
the r 1th bead at position x is
Gr(xl°> G N - r (x)/GN (0)
The density of beads at x is the probability of 
finding any bead at x, that is
f N
nN (x) = I Gr (x|0) G^_r (x)/Gj|(0) (3.19)
f fWe form the generating function of GN (0) n^(x) by 
/ N fmultiplying (3.19) by s GN (0) and summing over N. Inverting 
this result we obtain
n£(x) = --  [G (s,xI0)Gf (s,x)] (3.20)
G*(0)
where G(s,x|0) and G^(s,x) are the generalizations of the 
generating functions G(s,0|0) and G^(s,0) of equations (2.39) 
and (2.40)
G(s,x|0) = I s G (x I 0) (3.21)
M=0
I sMg^ x)
M=0
Gf (s,x) (3.22)
By considering Fig.2b we can derive in a similar manner the
£density n^ (x) for a loop of N links with tire zero'th and 
N ' th beads on the wall. We obtain
(x)
e3<|> (x)
V°|0> [G (s,xI 0)] (3.23)
The Boltzmann factor corrects for the overweighting of the 
r'th bead when we consider the probability of the r 'th bead 
being at x as
e 1^  (x)Gr (x|0) GN_r (x|0)/GN (0|0)
We now consider the more important result, namely the 
density n^(x) for a polymer near a sticky wall having many 
possible contacts with the wall. We generalize the partition 
function Q of equation (2.35) to the function Q^Cx) which 
we physically interpret as the configurational partition 
function for an N link polymer which has at least one link 
on the wall and whose N'th bead is at x. From (2.35) we have
V x) n=l l <{Mil (0)
n n G. 
2 ■M (°I°>Gm  (XI°>i=  l n+1
(3.24)
and its generating functions Q(s,x) is given in the usual way 
by
Q(s,x) (3.25)WGf (S/0) G ( s , x | 0) 
1-WG(s,0I 0)
Considering Figs.2c,d,e we see that the probability 
of finding the r'th bead at x is
f f S<J> Cx)
G (x)Q-. (x) + Q (x )G.7 (x ) + — Q (x)Q._ (x)r N-r r N-r A r N-r
where terms 1, 2 and 3 come from configurations represented by 
Figs.2c,d,e respectively. The density n^(x) is, as t,ef°re  ^
the probability of finding any bead at x, namely
nN (x)
1 N—  y0 L r=0 (Gr (x)QN-r<x) Qr (x)GN-r(x)
(x)
+ ^ Qr (x)QN_r (x)) (3.26)
Using the usual generating function technique we thus obtain
V x) A_qt M  q 2 (S f X ) + 2Q (s ,x ) Gf (s,x) (3.27)
where G^(s,x) and Q(s,x) have been defined previously. 
Substituting for Q(s,x) we obtain
FIG. 2 Diagrams used to derive expressions for the density 
of (a) a free tail; (b) a loop; (c), (d), (e) the
general sticky polymer. In this case the r'th bead 
can be in anyone of the three types of position shown.
nN (X> = O' N
,WG£ (s ,0)G (s ,x | 0) 2 a-ß<t> (x)
' 1-WG(s,0 I 0) ' c
+ 2WG£ (s ,Q)Gf (s/x)G(s/x|0) 1-WG(s ,0 I 0) (3.28)
Therefore the configurational properties of a poly­
mer near a "sticky" wall may be determined by the functions 
G(s,0 IK) , G(s,x|0) and G£ (s,x). These will be investigated
in the following section.
§4. THE FUNCTION G(s,x[K) AND Gf (s,x) FOR ZERO POTENTIAL 
From the definition (3.18) we see that
GM + 1 (x IK) = e e'flX) / F (x-x1 |K)Gm (x ' |K)dx' (4.1)
(M>1)
and from (3.15)
Gm (°) = I GM (x l°)dx (4.2)0
(M>1)
Multiplying (4.1) by sM+  ^ and summing from M=1 to infinity 
we obtain the integral equation for the generating function
G( s ,x |K) e (sF(x)K) +sj F(x -x ' |K)G(s ,x * |K)dx’)
0
(4.3)
where we have used equation (3.17) for G^(x|K). Similarly, 
with equation (4.2) we obtain
G^(s,0) = 1 + 1 G(s,x|0)dx (4.4)
0
The function G^(s,x) will be treated later. We will consider 
the solution of (4.3) for the important case where the potential 
off the wall is zero, that is
(x) 0 (4.5)
We first study the case for K=0 and we will adopt 
for brevity the convention that when K=0, the K argument 
in all functions is suppressed
G(s,xI 0) = G(s,x)
F(xI 0) = F(x)
With K=0 and the simplification (4.5) we have
00
G(s,x) = sF(x) + s J F (x-x1 ) G (s ,x ' ) dx' (4.6)
0
There may or may not be a unique solution of this integral
equation. However the only solution applicable to the present
problem is the unique solution analytic in the neighbourhood
of s=0 since the Taylor expansion of G(s,x) around s=0
is equivalent to the recurrence relations (4.1). The integral
equation (4.6) may be solved using a variation of the Wiener- 
19 2 0Hopf technique ' to yield a Fourier transformable solution 
analytic near s=0.
Before solving this equation we examine the solution 
P(s,x) of the full range integral equation
GO
P(s,x) = sF(x) + s J F (x-x' ) P (s ,x1 ) dx' (4.7)
This is solved in the usual way, by taking the Fourier transform 
defined by
00 .
q(z) = J Q(x)e1XZdx (4.8)
—  GO
Taking the Fourier transform of equation (4.7) we obtain
p(s,z) = sf(z) + s f(z) p(s,z) (4.9)
Therefore
p(s,z) = , ' (4.10)1-sf (z)
and
p (s,x)
OO
- s /  rS#Sr » - 111—  (JO
We define the following functions
G+ (s,x) = G(x) G (s , x ) (4.12)
G (s,x) = 6 (-x) G(s,x) (4.13)
where 0(x) is the step function.
•fThe Fourier transforms of these functions g s,z)
and g (s,z) given by
g+ (s, z)
oo
= j G(s,x) e^ 'XZdx (4.14)
0
g (s,z)
0=  J G(s,x) e1XZdx (4.15)
—  OO
are analytic in the upper half plane (U.H.P.) and lower half 
plane (L.H.P.) respectively. We assume that G(s,x) has a 
continuous Fourier transform in the conventional sense. It 
then follows that
g1 (s, z) -* 0 (4.16)
I I itas I z I +oo in their respective analytic H.P.'s and that g (s,z) 
is continuous on the real z axis. In the standard Weiner- 
Hopf manner, we Fourier transform equation (4.6) to obtain
g+ (s,z) + g (s , z ) = sf(z) + sf(z)g+ (s,z) (4.17)
or
g+ (s,z) (1-sf (z)) = sf (z) - g (s,z) (4.18)
We seek a factorization of l-sf(z) in the form
■Y+(s,z)
1 - s f (z ) = -- 7--- r 4.19)Y_(s,z)
such that y (s,z) and y_(s,z) are analytic and free of zeros 
in the U.H.P. and L.H.P. respectively and continuous on the real 
z axis. Further, we will require
Y + (s,z) + 1 (4.20)
as I z I in their respective analytic H.P.'s. Provided that 
such a factorization can be found, equation (4.17) may be 
multiplied through by y_(s/z) anc* rearranged to yield
Y (s, z) (1 - g (s,z) ) (4.21)Y+ (s,z)(g+ (s,z) + 1 )
The L.H.S. represents a function analytic in the 
U.H.P. and the R.H.S., a function analytic in the L.H.P. and 
the two functions are continuous and equal on the real axis.
■k
This is sufficient to ensure that the R.H.S. function 
represents the analytic continuation of the L.H.S. function 
into the L.H.P. Therefore the function E(z) defined by
E (z) = y + (s,z)(g+ (s,z) + 1 )  = y_(s,z)(l - g (s,z))
(4.22)
is an entire function. Further, from equations (4.16) and 
(4.20)
E (z) + 1 (4.23)
as |z|->“ . Thus E(z) is a bounded entire function and is 
therefore a constant (Liouville's theorem), namely
E (z) = 1 (4.24)
We then have
+g (s, z) l__Y+ (S/Z) 1 (4.25)
* These points have been discussed in the chapter on special 
techniques in Carrier G.F., Krook M . , Pearson C.E., 
"Functions of a Complex Variable", McGraw-Hill, 1966.
g (s,z) 1 1 (4.26)y_(s,z)
It remains then to determine the appropriate factor­
ization of l-sf(z) having the properties invoked above.
The factorization of l-sf(z) is equivalent to the
splitting
£n(l - sf(z)) = &ny+ (s,z) - £ny_(s,z) (4.27)
The function
h(s,z) = -£n(l - sf(z)) (4.28)
can be split into
h(s,z) = h+ (s,z) + h (s,z) (4.29)
where h+ and h are analytic in the U.H.P. and L.H.P. 
respectively, vanishing as | z | ■>“ in their respective 
analytic H.P.'s and continuous on the real z axis, by the 
f o r m u l a e ^
h *" (s, z)
oo1 r h (s,t) 
27Ti * t-z dt
(Im z > 0)
and
h (s,z)
00
-1 c h ( s , t) 
2TT i J t-z dt
(4.30)
(4.31)
(Im z < 0)
With these properties, h (s,z) and h (s,z) serve 
to define y (s,z) and y (s,z) with the requisite properties 
From equations (4.27 and (4.29)
Y+ (s,z) = e •h+ ( s , z) (4.32)
y (s , z) = eh (s,z) (4.33)
Therefore
i t .  .t h (s, z) ,g(s,z) = e - 1 (4.34)
g (s,z) = 1 - e-h (s,z) (4.35)
From equations (4.10) and (4.28) we see that
h(s,z) = j PAS iß)... ds (4.36)
I l-sf(z) d (4.37)
The function
CO
H(s,x) = ~  j h (s , z) e ixzdz
is therefore
H (s,x) = J ds C4.38)
and h+ (s,z) and h (s,z) are the Fourier transforms of 
H+ ( s , x) = 0 (x) H (s , x)
and
H (s ,x) = 0 (-x)H ( s ,x) 
respectively.
Some very interesting results may now be derived. 
From equation (4.34), g+ (s,z) may be inverted to yield, for
x>0,
G(s,x) = H+ (s,x) + — - f H+ (s,x-t)H+ (s,t)dt
OO oo1 r r „ +f { (s,x-t1)H4 (s,ti“t2)Ht (s ,t 2)dt1+31 dt.—  00 —  OO
(4.39)
and since
+H (s , x )
for x<0, we see that
G (s, 0) = H (s, 0) (4.40)
r d S
< Q
(4.41)
where
P(s,0) sf (z) 1-sf (z) dz
Also, from equation (4.4)
00
G^(s,0) = 1 + J G+ (s,x) dx
0
= 1 + g + (s,0)
= eh+ (S/0)
(4.42)
(4.43)
Since F(x) is a real even function, f(z) and 
therefore h(s,z) is an even function of z. Therefore
h+ (s ,0) h (s , 0) 2 h (s , 0) (4.44)
and from the definition of h(s,z) we have
h (s,0) =  — in(l-s) (4.45)
We have used here the fact that
f (0) = J F (x) dx (4.46)
1
Therefore we have the exact result
Gf (s/0) = (1-s)  ^ (4.47)
Equation (4.34) and (4.37) constitute an exact formal solution 
of the integral equation (4.6). However, we need, as shown in 
section 5, only the solution in the neighbourhood of s=0 and 
s=l. Around s=0, the solution is the simple iteration 
solution, namely
G(s,x) = sF (x) + s J F(x-t)F(t)dt + ... (4.48)
0
The function G(s,x) in the neighbourhood of s=l 
is more complicated. Since f(z) is an even function of z, 
l-sf(z) has zero's which occur in pairs for general complex
s, i.e. if Zq is a solution of
1 - sf (z) = 0
then so is “ z q * Near s=l, there are two zeros ±Zq in the
neighbourhood of z=0. Since f (0):= 1/ the two zeros converge
to the origin as s-*l from below. Thus the integral
p+ (s,z)
oc
1 r sf (t) dt (4.49)27vi 1 1-sf(t) t-z00
(Im z>0)
will diverge at s=l due to the pole in the integrand at 
t=z . Also due to the coalescence of the two poles at the
origin, p+ (s,z) will have a branch point at s=l. For s 
near 1, the main contribution to the integral (4.49) will 
come from t near zero. We replace f(t) by its Taylor 
expansion around t=0. We note that since
f(0) = 1
oo
f ' (0) = i J x F (x) dx
—  OO
= 0
00
f"(0) = - J x F  (x) dx
— 00
- Ö
2
then
f(z) = l - i - o 2z2 + ...
for z near zero.
Therefore, for s~l,
+
P (s,z) S r _______1_______  d t
-00 (l-S)+^ö2t 2 Z
(4.50)
(4.51)
hence
From (4.3 6)
h+ (s,z) = - £n(z + i2'2 (1-s) 2 / o) + ... (4.53)
+From this, we see that g (s,z) has its first pole at
zq - - i2 2 (1-s) 2/o (4.54)
We write, for z near z.
g (s,z) z- z + (4.55)
But
+, h (s,0) ,g (s, 0) = e ' - 1
- z (4.56)
Therefore
i2 2 (1-s) 2 ^ h + (s,0) - 1 ) (4.57)
From (4.45) we have
i2 2/o (4.58)
Then
+g (s,z) i2'Va
z+i2 2 (1-s) 2/a
+ (4.59)
where the poles further away from the real axis have been 
omitted. Given g+ (s,z), we obtain G+ (s,x) by the inverse 
Fourier transform
G+ (s,x) = ~  j g+ (s,z) e ixzdz (4.60)
where we close the contour in the L.H.P. and evaluate the 
residues at the poles of g+ (s,z). By including only the 
contribution from the closest pole zq , we have restricted 
ourselves to evaluating G+ (s,x) in the large x regime since 
only the pole with the smallest imaginary part will contribute 
here. Substituting (4.59) into (4.60) we obtain
G+ (s,x) ö
e-x2 2 (1-s) 2/o + (4.61)
for s~l and x>>0. For G+ (s,0) near s=l, we return to 
the expression for P+ (s/0)/ namely
P+ (s ,0) 1 r sf(z)2it ■' 1-sf (z)
—  00
(4.62)
For s near 1, we again expand f(z) around z=0 to obtain
P+ (s,0) = I -  J2tt j _ (1-s) +ka2 z2
s (4.63)
o 2 ^ (1 - s)
From (4.38) and (4.40), we have then 
G+ (s,0) * G(1,0) - 2^(l-s)]V a
where
00
G (1,0) = - -i—  J StnCL-f (z) ) dz
— oo
(4.64)
(4.65)
is a numerical constant. We note for later use that
— _ Ls/Qj. = ;L p + (s o)ds s { ’
- F (0) for s~ 0 (4.66)
- — j---— 7—  for s~l (4.67)
2 2 (1-s)
fWe will now examine the function G (s,x), the 
generating function for a free chain whose first bead is fixed 
at x. We introduce the function G(s,x,x') which is the 
generating function for a chain which starts at x and ends 
at x ' . We see immediately that
00=  1 +  J G (s,x,x')dx'
0
G f ( s , x ) (4.68)
It is easily seen that G(s,x,x') satisfies the integral 
equation
G(s,x,x') = sF(x-x') + s ( F (x1 - t)G (s,x,t)dt (4.69)
0
We may Fourier transform this equation as before to yield
g+ (s,x,z) + g (s,x,z) = s e ^ zf(z) + sf (z) g+ (s , x , z)
(4.70)
By using the splitting
1 - sf (z)
Y+ (s,z) 
y _ (s , z ) (4.71)
where y+ and Y_ have their usual properties, we obtain
t — i x zY+ (s,z)g (s,x,z) + y_(s,z)g (s,x,z) = e
x (y_(s ,z )-y+ (s ,z ))
= q (s ,x ,z) (4.72)
We split q(s,x,z) using the formulae (4.30) and (4.31) into 
q (s,x/z) and q_(s,x,z) analytic in the U.H.P. and L.H.P. 
respectively and vanishing as | z | in their respective 
analytic H.P.'s. Equation (4.72) is then rearranged to yield
X g (s,x,z) (4.73)
As before, the R.H.S. (analytic in the L.H.P.) represents an 
analytic continuation of the L.H.S. (analytic in the U.H.P.) 
and therefore the function E(z) so defined is entire. The 
asymptotic behaviour of 7 +/g and q+ give that
1 im
I I E(z) = 0I z I ->°°
which implies
E(z) 0
Therefore
q+ (s,x,z)
(4.74)
From equation (4.68), we see that
(4.75)
From equations (4.32) and (4.45) we have
(4.76)
so in order to calculate g+ (s,x,0) we need only q (s,x,0).
From the formula (4.30) we have that
°°-i6 eixt(Y_(s,t) - y+ (s,t))dt 
iö t
(4.77)
where the contour has been taken just under the real axis. The 
poles of the integrand above the contour are the poles of 
Y_(s,z) in the U.H.P. and the pole at t=0. For s~l, we 
can derive an expression for h (s,z) in a similar manner to 
the derivation of equation (4.53) for h+ (s,z). We obtain
q+ (s,x,0) 12iri
h (s,z) = - £n (z - i2 2(1-s) 2/ö) + . . . (4.78)
which, from (4.33) shows that for s~l, y_(s ,z ) has a pole 
at
zq = i2 2 (1-s) 2/g
As before, we write for s~l and z~0,
so that
Y_(s,0) - z—
z0
(4.79)
(4.80)
(4.81)
We shift the contour of integration in equation (4.77) over the
poles at t=0 and t=Zß up to the next pole of y_(s,z). The 
original integral is now the sum of the residues at these two 
poles plus the integral along the line
Im t = Im - i6
where z^ is the next pole of y_(s,z). For x sufficiently 
ix tlarge the e term in the integrand will ensure that the
integral along the new contour is negligible and q + (s,x,0) 
will be given by the contribution from the first two poles of 
the integrand. Therefore
q_i_ (s , x , 0) - y_(s/0) - y+ (s,0) + (4.82)
for x>>0, which from (4.81) may be written
q + (s , x , 0) - y (s, 0) (1 - eizoA ) - y (s,0)
—  I
(4.83)
From equations (4.74), (4.75), (4.76), we have
(4.84)1- s
which from (4.79) is
1_e~x2 2 (1-s)
(4.85)1-s
for x>>0 and s~l.
The only quantity left to determine is V^G (s, 0 | K)|k _q 
Since G(s,0|K) is a function of K=|K| only, we may regard 
the two dimensional V2 operator as
I\
V 2K
a2
3K2
+ 1 3_  K 3K (4.86)
In a similar manner 
G+ (s , 0) (G (s , 0 10 ) )
to the derivation of equation (4.41) for 
we derive
G(s,0IK) -  4—  f Ün (1-sf ( +K^ ) ) dz2 IT J _ (4.87)
where we have used the result (2.18) for the Fourier transform 
of F(x|K). Therefore
3G(s , 0 |K) 
3K
1_
2 7T
f s f ' (/z z + K 2) K
-a> 1-sf ( /z~2 +K2 ) /z 2 +K2
(4.88)
and so
3G (s ,0 IK) 
3K K=
(4.89)
a result v/hich was invoked in equation (3.11). We have then,
—  3G (s , 0 I K) _ 1_ r sf ' (z) /z
K 3K 2Tr*' l-sf(z) Zh—U — °°
(4.90)
A second differentiation of (4.88) yields also,
(4.91)9 2 G(s,0 j K) 
3 K 2 K=0
1 r Sf 1 (Z ) /Z
2tt J 1-sf (z)
— oo
dz
Therefore
V*G(s,0|K)
K=0
1 °°, sf ' ( 2 ) /2 d
TT J 1 -Sf (Z )—  OO
(4.92)
where z ^ q f* (z)/z is finite since f(z) is an even function. 
Closing this integral in the upper half plane and evaluating 
the integral by summing residues at the poles of the integrand, 
we have for s~l,
v £g (s ,o |k )
K=0
2JL
z0
(4.93)
where z^ is the zero of 1-sf(z) in the U.H.P. closest to 
the origin and is given by (4.79). Therefore for s~l,
V 2G( s ,0|K) 2^ ö
K=0 (1-s)To
(4.94)
We also require this quantity evaluated for s~0. 
From the integral equation (4.6) for K non zero we have by 
successive iteration
G(s,0IK) = sF (0 I K) + (4.95)
and therefore
-V*G(s ,o IK)
K=0
sV^F (0 I K) + . . . (4.96)
K=0
From (2.16)
F (0 |K) = J f  (| p| (4.97)
and therefore
- V 2F (0 IK)
K=0
J f ( IpI)p2d 2p (4.98)
= A2F(0) (4.99)
where A is the "two dimensional" variance of the link 
distribution function f(|r|) when r is confined to the 
plane x=0. We have then for s~0
-V2G( s ,0|k )
K=0
- sA 2F (0) (4.100)
For conciseness we tabulate the useful results.
For s~0,
G(s,x|0) = sF (x) + s2 J F(x-t) F (t) dt + ... (4.101)
0
3G (s,0| 0) 
8 s F (0) + (4.102)
-V2G( s ,0|K)
K=0
- sA 2F (0) (4.103)
For s~l /
G ( s , 0 j 0 ) (4.104)G (1,0) - 2 2 (1-s) 'va +
3G(s,0|0) K 1/2's (1-s)
o S (4.105)
\  „  o '2 i 1 n \ '2
G (s ,x I 0) « I- e_x2 (1' S) /a (4.106)
(x>>0)
\ 1 „  v h
1 - eG ( s , x ) - ^— —
-x2 (1-s) /a
(x> >0)
(4.107)
-V*G(s,0|K) 2^ a
K=0 (1-s)
(4.108)
Also we have the result
G f (s;0) = 1
(1-s)
(4.109)
true for all s.
§5. POLYMER CONFORMATION AS A FUNCTION OF W
Consider the representation for the partition
function
QN A
WGf (s,0)2 
1-WG(s,0 I 0) N
(5.1)
From the results of section 4, we see that the quantity
WGf (S/0)21 - w G  (s , cTfiiy
has two singularities namely, the pole at s=sq where
1 - WG(s ,0|0) = 0 (5.2)
and the branch point at s=l.
21According to Darboux's Theorem the N ’th coefficient
in a Taylor expansion of a function f(s) is asymptotically
Nequal to the coefficient of s in the dominant term of f(s) 
near its closest singularity to the origin.
The zero s^ nearest the origin of 1-WG(Sq ,0|0) is 
always on the real positive s axis. This follows immediately 
from the fact that the G (0|0), from which the generating 
function G(s,0|0) is formed, are all strictly positive. For 
very large W (the very attractive wall case) the pole at Sq 
is near the origin since G(Sq ,0|0) must tend to zero as 
W->“ , from equation (5.2). As W decreases the pole moves out 
along the real positive axis. For a particular value of W, 
designated W , the pole at Sq coincides with the branch 
point at s=l. From (5.2) we have that
1/G(1,0 I 0) ,Wc
= 1/G(1,0) (5.3)
from (4.104). In the region W just greater than W^ the 
pole Sq is in the vicinity of s=l but is still the first 
singularity of Q(s). For 0<W<Wc , there is no pole s^ for 
IsI<1 and the branch point s=l is the closest singularity 
to the origin. The four regimes are illustrated in Fig.3. We 
will now discuss the polymer conformation in each of these 
regimes.
(a) W>>W ---- c
We first derive an expression for the pole s=sq 
which is the dominant singularity (for large N) of Q(s). For 
W very large we expect the pole to be in the neighbourhood of 
s=0. From (4.101)
00
G(s,0|0) = sF (0) + s2 j F(t)2dt + ...
0
(5.4)
Equation (5.2) becomes
00
1 - W(SqF(0) + s 2 J F(t)2dt + ...) = 0 (5.5)
from which, to second order in —
0 ~ WF (0) (5.6)
w > > w
w > w
w < w
FIG. 3 The arrangement in the s plane of the singularities
of the g.f. for the p.f. and expectation values nearest 
the origin, as functions of W.
(5.7)
Therefore, for s~Sq
1 - WG(s,0|0) - - (s-sn) W ' ° I 0)U d S
and the partition function is
QN
WG1 (s ,0)2
A  (_____________________ )
_wälG(so ,0l0) s- S0 N
(5.8)
where the operation [ ]^ extracts the coefficient of the N'th 
power of s of the bracketed quantity. Thus
A (•
G (Sq /0)
3s-(s0'°l°)
■) S, - (N+l) (5.9)
The expectation value of the number of contacts with the wall 
is, from (3.3)
<n> W QN3W (5.10)
NW
3 i tiS q
' aw
From (5.6) we have
00
<n> = N(1 - S J ‘F W >2 d t > (5.11)
Using similar argument to those above we find that 
the mean square spread of the contact points on the wall is 
from (3.13)
< p2 > (-V£g (sq ,0|K) )
K=0
Gf (s0,0)
g | G ( s 0 , ° ! 0)
(5.12)
Using equations (4.102), (4.103) and (5.9) we derive
<p2> - NA2 * (5.13)
The density of beads off the wall is given by 
equation (3.28). Since it is the pole Sq which is the 
dominant singularity, the second term in [ ] (a first order 
pole) may be neglected in comparison with the first term which 
has a second order pole at Sq . Therefore we have
n (x) - A
Gf (s0,0)G(s0,x|0) 2 1
q n a l G ( s o ' 0i 0 ) _ ( s - s o >
(5.14)
N+i (G2(v xi0) }
s0 |^G(S0 .0|0)
(5.15)
From equations (4.101) and (4.102) we obtain
n (x) (5.16)- NsQF 2 (x)/F (0)
Therefore to first order in 1W from (5.6) we have
n (x) N ,FJxK 2 W r (0) iS.11)
It should be noted that to this order in 
relation (3.2) is obeyed, viz.
1
W' the
N = J n(x)dx + <n> (5.18)
0
The centre of mass of the polymer is given by (3.1) and is
x Liil)2r (0) ; (5.19)
(b) W^W____Q
In the regime W>W^ but near Wc the pole at s^ 
is still the dominant singularity. We need a new expression 
for s q ~1 as a function of W. For s~l we have, from 
(4.104),
G (s , 0 I 0) = i--- 2li(l-s)'Vo (5.20)
c
where we have used (5.3) defining W . Substitution of this 
expression for G(s,0|0) into (5.2) yields,
(1-s) 1W (5.21)
7/2 2
W a
Thus
i _ 21 (L. - I2 WC
(5.22)
for W~W . As before c
Q s A {G (S0'0) . , s -<N+D
N 3 " (Sn,0 10) 03 s 0
(5.23)
provided s^ is not too close to 1, so that only the nearest 
singularity is important. Also, as before,
< n > a - S Q (5.24)
which from (5.22) becomes
Na2 ,1 1.^n> w w w (5.25)
The spread of contact points on the wall is again
N(-v £g (s 0 ,0|K)
< o > —
K=0
so (¥iG ( s o'0|0))
(5.26)
which from (4.105) and (4.108) reduces to
(5.27)<; p 2  > 2Na2
The density off the wall is given, as before, by
n (x) (5.28)
Since we know G(S q ,x |0) only for the regions x=0 and x>>0, 
we derive, ky using the results (4.104) and (4.106)
tor x>>0. Note that, using the large x form for n(x),
J n(x)dx = N 
0
which is consistent with the result (5.25) which shows that 
though <n> is of the order of N, as ,
<n> ~ 0
That is, we have, to this order in (W  ^ - W ^ ) ,
(5.29)
and
n (x) (5.30)
CO
00
J n(x)dx + <n> 
0
N
The centre of mass for this density distribution if given by
1 (5.31)
which we note tends to infinity as W-*Wc from above.
(c) W = W ----- c
The pole at s^, for W=Wc , is coincident with the 
branch point at s=l, i.e.
sQ = 1 (5.32)
The analytic structure of Q(s) in the expression (5.1) must 
be investigated. From (5.20) we have
2^W
1 - WG (s / 0 I 0)1 = — —  (1 — s) 2 C5.33)|w=w1 c
From (4.109)
G^(s,0) = l/(l-s) 2 (.5.34)
Therefore the partition function is given by
QN
A ö 
2
1
(1-s) 3/2
(5.35)
30We need the expansion
(1-S) -M
N=0
(M+N) 
N! r(M) (5.36)
and, for N large and M<<N,
M-l-M N (5.37)
22where T(z) is the gamma function . Therefore we have
QN
2^AoN^ (5.38)
where we have used
3 vtTr ( | )  =  h u h ) = Y- (5.39)
To evaluate the expectation value of the number of contacts 
with the wall <n>, direct application of the formula (3.3) is 
impossible since the differentiation w.r.t. W cannot be 
performed. Instead we must differentiate the general 
expression for first, and then substitute W=Wc . From
(5.1) ,
<n> WAQ, vrcr ( s , q )2 g ( s , o 1o ) (l-WG (s,0 10))2
G £ (s ,0)2 
l-WG(s,0 I 0) (5.40)
For W=W^, we may neglect the second term in comparison with
f
the first when substituting for G (s,0) and G(s,0|0), from
equations (5.33) and (5.34). Thus, we obtain
<n>
W /2tt c
2 a
02/2W2 
' c
Cl-s) 2 N
C 5.41)
Thus
. . //2'ttq, J i
n = 4W ' N c
(5.42)
The mean square end-to-end distance of contacts on the wall is 
similarly, from equations (3.13), (4.106), (4.107) and (5.33)
<p2> / tFct F 2N 2 (1-s) 5/2
(5.43)
2a'
The density of beads off the wall is given by the general 
formulae
n (x) A_Q,
,WGf (s,0)G (s,x I 0) . 2 
1 1-WG(s,0I 0) ’
2WG£ (s ,0)G£ (s ,x )G (s ,x |0)
1-WG(s70| 0) (5.44)
For W=W and x non zero, both terms contribute, c
Using the result of section four for s-1, we obtain
n (x) / 2 tt
2oNJ
2 e~x2 2 (1-s) 'Va _ e~x22//2 (1-s) 2/a 
(1-s) 2
(5.45)
The N'th coefficient of a function of the type
- y (X— s ) 2
is discussed in the appendix. We use the result
I2(y) = [e'y(1_s) 2/ U - s)2]n
4- _  A- 2
= 2 N [(t2 + h )erfc t - y =  e ] (5.46)
where
h
t = y/2N 2
Therefore, we have
n (x) /nr n% [(2t2+l)erfc t - (4t2+%)erfc 2t
21 , -1
7f (e - e
■41 ‘ )] (5.47)
where
_ k \2 ON 2
kThis result is applicable for x of the order of N as 
discussed in the appendix. We note that
j n(x)dx = N 
0
which is consistent with the fact that
<n> 0 (N *) << N
for large N. Therefore
00J n(x) dx + <n> = N
0
as usual. For the density at x=0, we find that the first 
term in (5.44) is the dominant term and that
n (0) / 2 tt ö  2 [— ]
2o N 2 2W2 (1-sf Nc
/2 7T---  G N
4W2
(5.48)
The centre of mass of the polymer for W=Wc is then
,7/2i, --H
" 3 ~2~- 0 N (5.49)
The density n(x) is plotted in Fig.4.
(d) W<W
For W<W c
point at s=l. For
the dominant singularity is the branch 
s~ 1
1 - WG (s , 0 I 0 ) - 1 (5.50)
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FIG. 4 The density of beads off the wall in the regime
W=W as a function of distance from the wall. The c
density is in reduced units n(x) (o//2tt N^) and 
the distance is scaled to x/(2^oN^).
Therefore, substituting in equation (5.1), we have,
AW [ A i■N 1-W/W 1-s
' c N
AW
1-W/W
The expectation value <n> is then
(5.51)
<n> 11-W/Wc
(5.52)
which ->1 as W+0. This is consistent with the original 
assumption leading to equation (2.7) where it was assumed that 
at least one bead was attached to the wall. The mean square 
end-to-end distance of contacts on the wall is found to be
A 2^W2 a 1
(1-W/WC )2 [(1-S) 3/2
23//2qN^
/ ¥
(— ~  v1-W/W-)c
(5.53)
which tends to zero as W tends to zero. This is consistent 
with the number of contacts on the wall tending to 1.
The density of beads off the wall is given by the 
formula (5.44) but in this regime only the second term con­
tributes to the highest order in N. We find that
A W 2 * - x 2 ^ (1-s) '2/a m  -x2~2 (1-s) 2/a. e 11—e j
q n 1-W/W G (l-s>3/2 J
for x>>0. (5.54)
Thus
n (x)
23/2
a
e~x2 2 (1- s) V  o (1_e~x2 2(l-s) Vöj
(1-s) 3/2
We use the result from the appendix viz.
I3 / 2 ^ )
-y(l-s) ^
(l-s) 3/2
V 1 - 1- 22N 2 (—  e - t erfc (t))
/?
where
y/2N
We obtain
n (x) 25//2N 1 -t2 -4t2—  (e - e )
/  TT
where
+ t (2 erfc 2t - erfc t)
V ^ 2 2öN2
We note, as usual, that
{ n (x) dx
(5.55)
(5.56)
(5.57)
(5.58)
which, with (5.52), implying
<n> 0 (1)
gives the result
J n(x)dx + <n> = N
Ö
The density of beads at the wall is given by
n (0) ((-
W/W
KT 1-W/W N ' c
2 (W/W )
+ ----- -— ) r— i— 11-W/W ; Ll-sJ (5.59)
where both terms in equation (5.44) contribute. We see that
n (0)
, 2-W/W
W 1-W/W ’ c c
(5.60)
The density n(x) is plotted in Fig.5. The centre of mass of 
the polymer is, from (5.57),
2 ^ 2
/ ¥
X (5.61)
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FIG. 5 The density of beads off the wall in the regime
W<W as a function of the distance from the wall.C 5/2 vThe density is in reduced units n(x)(o/2 ' N 2) and
y ythe distance is scaled to x/(22oN2).
§6. A PHYSICAL INTERPRETATION OF THE RESULTS
We have calculated four quantities which characterize 
the conformation of a large polymer adsorbed at an impenetrable 
flat surface as a function of the adsorption energy parameter 
W: the average number of beads adsorbed at the wall <n>; the
mean square end-to-end distance of the adsorbed beads <p2>; 
the centre of mass of the polymer x; the density of beads off 
the wall n(x). These four characteristics are displayed in 
Table 1 for an arbitrary link distribution function f(r).
The corresponding results for a polymer with fixed bond length 
a where
A n a
<5 (a - r . -r .~i ~i-l
are presented in Table 2. As is evident from these tables, the 
conformational properties of the polymer differ markedly in the 
various regimes of W, namely; W>>Wc , W>Wc , W=W^, W<Wc .
For instance, <n> is proportional to N for W>Wc ,
i,
proportional to N 2 at W=Wc and is independent of N for 
W<Wc . <n> is a monotonic increasing function of W. <p2>,
also a monotonic increasing function of W, is proportional
kto N for W>Wc and is proportional to N for W<Wc .
Similarly x which is a monotonic decreasing function of W
y
is N independent for W>W^, and is proportional to N 2 for 
W<WC . The density n(x) changes from an exponential dis­
tribution for W>W^ to a peaked distribution for W<Wc *
From these results a physical picture emerges. For 
a very attractive wall W>>W^, most of the polymer is adsorbed 
and consists of trains of beads on the wall and very small
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loops off the wall. We note that <p2> is just the mean
square radius of a two-dimensional random walk whose steps
are distributed with the probability f(|p|). As the wall
becomes less attractive (W-+W ) , the number of contacts withc
the wall decreases, the centre of mass of the polymers moves 
away from the wall, and the spread of the polymer on the wall 
tends to that of the two-dimensional projection of the 
unrestricted polymer in free space.
As W passes through W^, the number of contacts 
with the wall decreases sharply to become independent of N
_ p
and the bulk of the polymer moves away from the wall (x~N2).
The density exhibits a maximum far from the wall. The above
results are illustrated schematically in Fig.6.
The phase transition at Wc is due to the competition
between the energy gained on adsorption and the consequent loss
of configurational entropy. The existence of a critical
15adsorption energy was first suggested by Silberberg . Later, 
Rubin^ and Di Marzio and McCrackin^ derived the critical 
adsorption energy for lattice models in terms of the 
coordination number of the lattice type. Wc in the continuum 
model presented here is a functional of the link distribution 
function f(|r|) only as shown in equations (4.65) and (5.3).
The density n(x) for W^Wc is dominated by the 
free tails. If we had required one or both ends of the polymer 
to be on the wall the density distribution would be 
quantitatively different.
For both ends on the wall and W<W_
n (x) 4ir x ^-2x 2/q2N 2 e ö
(6.1)
and for one end on the wall
u£
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W.
n(x) = ■ "2^N [erfc (x/a2^fcf2) - erfc (2^x/aN^)J
(6 .2)
These results are, from equations (3.20) and (3.23) the 
Z fdensities nN (x) and nN (x) for a loop and a free tail 
respectively.
For large N, we may pick out the coefficient of 
N .s in G(s,x|0) to obtain (for x>>0)
Vx 0) /? 02N3/2 e~x2/2Nö2 (6.3)
which is not at all similar to the density distribution for 
the complete polymer.
Finally, we compare the methods of this paper with
9 17the approximate continuum method of the diffusion equation '
It is easily seen that G^lx|0) satisfies the diffusion 
equation
3N Vx) s2V x)3x2 (6.4)
for large N and x >>g , but not for small x or small N.
To completely determine GN (x) from the diffusion equation, 
one would need boundary or initial conditions. However, we 
cannot use the initial conditions at x=0 and N=0 even if 
known since the diffusion equation breaks down in these regions. 
Furthermore the expression (6.3) for GN (x) is t i^e appropriate 
solution of the diffusion equation but it does not satisfy the 
boundary conditions at x=0 and n=0 on the correct G^(x).
§7. PHASE TRANSITIONS IN ADSORBED POLYMER SYSTEMS
In this section we will apply the results of the 
previous sections to "real" polymer-solvent-substrate systems.
By "real", we do not wish to imply that we will take interac­
tions between the monomer units into account. The excluded 
volume problem is still relatively ill-understood (even in 
the absence of a substrate) and mathematically difficult 
involving a singular perturbation to the statistical mechanics 
of the non-interacting system. We shall use physical properties 
of several real polymers, solvents and substrates to calculate 
the adsorption energy parameter W and use these results to 
make theoretical predictions of some possible effects that 
may be feasible to investigate experimentally. One hopes that 
the excluded volume effect will only modify such predictions 
and that the entropic restriction provided by the substrate 
will be the dominant feature of adsorbed polymer systems.
The calculations of previous sections were based on 
the assumption that at least one bead was fixed to the wall.
With such a restriction the term representing all configurations 
with no contacts with the wall in the partition function was 
always neglected. Unless a real polymer is anchored to the 
substrate in some way (chemically bound, say) at at least one 
point the region W<Wc would not be observed experimentally. 
This occurs because the neglected term in the partition function 
will become the dominant term for W<Wc if the polymer is not 
anchored. Thus, for W<Wc the unanchored polymer will move 
away from the substrate to take up its free solution 
configuration, i.e. it will desorb. Thus, as W decreases 
through Wc, the polymer will undergo an adsorption - desorption 
phase transition. We wish to investigate whether the usual
intermolecular forces are such that all regions of W tabout 
W ) could be observed.
From equation (2.4) we see that the calculation of W
requires a knowledge of the potential energy of adsorption
4> (x) of a monomer unit with the substrate. We shall assume
that <£ (x) is due primarily to dispersion interactions.
The dispersion interaction between a molecule of
polarizability a(w) in a solvent of relative permittivity
e (oj) and a half-space (substrate) of permittivity e (to) s W
V d) kTd 3 n=0 2 es li£n ) (7.1)
where the prime on the summation indicates the n=0 term is 
given half weight, d is the distance of the molecule from 
the wall, and £ =2TrnkT/1i. Also
= U W (U) - es (i£)J/[ew (U) + es (i£)] (7.2)
In equation (3.1) we have ignored effects due to the finite
size of the molecule and terms involving higher powers of
and 1/d which are usually small for typical substances
and distances greater than the size of the molecule.
Unfortunately the correct expression for $ (d) for smaller
values of d is intractable, involving not only the finite
24size corrections of Ninham and Mahanty but also quadrupole 
and higher multipole interactions and repulsive interactions 
due to overlap of the electron clouds of the molecule and the 
atoms of the substrate. We shall take this short-range 
repulsion into account by assuming the distance of closest
approach to the wall of the monomer unit is a finite distance 
b which we have taken to be typically ~a1//3C0). This is a 
reasonable estimate of the radius of the monomer unit.
This assumption of finite size implies the plane 
x=0 is at a distance b from the wall. Then for x>0 we 
(shall take the interaction energy <J> tx) of the monomer unit 
to be its dispersion energy $D (x+b). W becomes
W = I (eA/x - l)dx (7.3)
b
where
l
n=0
a(i?n> A„s^n)
e ar)s ^n
The integral may be performed to yield
W 00 1b jli j! (3j-l)
(7.4)
(7.5)
Thus the calculation of W requires a knowledge of a(i£),
eg (i£), c w (i^). The representation of e(i£) has been
25discussed in great detail in the literature . For the hydro­
carbons used in the present paper it is sufficient to write
e U 5) = 1 + (n2 - 1)/(1 + 52/ w 2) (7.6)
where n and oj are the refractive index and the ultra­
violet adsorption frequency of the substance. We have assumed
in all cases to correspond to the first ionization potential
2 6as first suggested by London . The polarizability of the
monomer unit is estimated from the Clausius-Mossotti relation
a 34 TT p (7.7)+2
-1
where is the relative permittivity of the bulk polymer
and p is the corresponding number density of monomer units. 
Therefore a knowledge of refractive indices, ionization 
potentials and densities is sufficient to calculate W for a 
given polymer-solvent-substrate system, given the assumptions 
above.
Using the dielectric and spectroscopic data listed
in Tables 3 and 4, we calculate the ratio W/Wc (cf. equations
(7.4) and (7.5)) for a number of polymer-solvent pairs against
a glass substrate at 300°K. The results are tabulated in
Table 5. We have assumed that the permittivity of glass has
the simple representation (7.6). Clearly there is some latitude
in the choice of the distance between monomer units a and
the cutoff distance b. Following earlier work on the disper-
27sion contribution to surface energies of organic liquids , 
we choose b~2 Ä. The value of a is estimated from the 
dimensions of the monomer units. For polystyrene a~4 Ä and 
for polyisobutene a 3-Ä.
The consistently higher values of W/Wc for poly­
styrene as against polyisobutene are attributed to the larger 
polarizability of the styrene monomer unit due to the presence 
of the phenyl group. Down the table we see the effect of 
increasing the refractive index of the solvent. W/Wc 
decreases as the refractive index increases for a given sub­
strate. It is energetically favourable for the monomer to be 
in regions of high polarizability; hence the polymer will 
tend to desorb as the refractive index of the solvent is
increased.
Refractive
Index
First
Ionization
Potential
(eV)
Bond
Length
(Ä)
Polystyrene 1.55 8.47 4.0
Polyisobutene 1.49 9.60 3.0
TABLE 3: Dielectric data for polymers
Solvent RefractiveIndex
First
Ionization
Potential
CeV)
Cyclohexane 1.43 9.80
Methyl cyclohexane 1.42 9.85
Decalin 1.48 9.61
Benzene 1.51 9.42
Toluene 1.57 8.82
Ethyl benzene 1.55 8.76
Diphenyl ether 1.57 8.82
Glass 1.54 9.90
Teflon 1.30 12.00
TABLE 4: Dielectric data for solvents and substrates
Solvent Polystyrene Polyisobutene
Cyclohexane 1.49 1.06
Methyl cyclohexane 1.58 1.12
Decalin 0.63 0.50
Benzene 0.42 0.35
Toluene 0.04 0.04
Ethyl benzene 0.19 0.17
Diphenyl ether 0.04 0.04
TABLE 5: Values of W/W for various
polymer-solvent pairs against a glass 
substrate (T=300°K)
Calculations for a metal substrate yield values of 
W/WC>>1 (i.e. strongly adsorbed phase) where we use the
representation
to2
e(i£) = 1 + -E
5 2
for the permittivity of a metal, w being the metal's plasmaP
frequency, typically 2xl016. W/Wc values for teflon as the 
substrate are negative Cstrongly desorbed phase) for all 
solvents and polymers listed in the tables. This is due to 
the remarkably low refractive index of teflon compared to the 
organic polymers and solvents and is a possible explanation 
of the non-stick properties of the teflon substrate.
The uncertainties of a,b and the ultra-violet 
relaxation frequencies Wq mean that these values of W/Wc 
must be treated as approximate only. However, the dispersion 
theory does predict values of W/Wc that are distributed about 
unity where the phase transition occurs. This suggests that 
it might be possible to induce the adsorption-desorption 
phase transition by varying external conditions.
(a) TEMPERATURE-INDUCED PHASE TRANSITIONS
We find that reasonable temperature changes can
change W/Wc through unity. In Table 6 we list W/Wc as a
function of temperature for the systems polyisobutene in
cyclohexane and in methyl cyclohexane with glass as substrate.
Clearly the adsorption-desorption transition does occur in
these systems at physically accessible temperatures. The
- 1temperature dependence of W is due primarily to the T term
Temperature (°K) Cyclohexane Methyl cyclohexane
280 1.21 1.28
300 1.10 1.17
320 1.01 1.06
340 0.93 0.98
TABLE 6: W/Wc as a function of temperature
for polyisobutene-cyclohexane-glass and 
polyisobutene-methy1 cyclohexane-glass
in the Boltzmann factor of equation (2.3). Temperature 
variations in the dielectric properties of the polymer, solvent 
and substrate and the temperature dependence of the frequency 
summation in the calculation of the dispersion energy of 
equation (3.1) are all second order effects. This is easily 
seen, since by replacing the frequency sum in equation (7.1) 
by an integral (a good approximation for most substances ) 
the dispersion energy becomes temperature independent.
(b) MIXED-SOLVENT EFFECT
From Table 3 we see that for polystyrene in methyl 
cyclohexane W/Wc=1.58 while in decalin W/Wc=0.63. This 
immediately suggests that by changing the composition of an 
appropriate mixed solvent we can take the polymer-solvent- 
substrate system through the adsorption-desorption transition 
point W/Wc=l.
In Figure 1, W/Wc is plotted as a function of the
volume fraction of that component of the mixed solvent which
favours the adsorbed polymer phase, for three systems. We
assume, as a first approximation that the excess volume of
mixing is negligible and that the Clausius-Mossotti equation
holds. The dielectric constant of the mixed solvent e „ isms
then
£ms - 1 'e i - 1 v + "e 2
- l"
£ms + 2 rH 
U) 
(
+ 2 Z 2 + 2
(1 v)
where v is the volume fraction of solvent component 1 and 
and e2 are the permittivities of the two pure components.
Figure 7 shows the existence of a critical volume
fraction v (W=W ) which indicates that solvent-induced c c
adsorption-desorption phase transitions should be experimentally 
observable.
Although we have made a number of approximations we
feel that the theory presented here provides a theoretical
basis for the analysis of real polymer/substrate systems.
The work presented in sections 1-6 has been 
2 8published with D. Chan, D.J. Mitchell and B.W. Ninham.
Section 7 is to be published with D. Chan and D.J. Mitchell.
2.0
adsorption
desorption
FIG. 7 W/W as a function of the volume fraction v of c
methyl cyclohexane in mixed solvent systems against 
glass at 300°K
(a) polystyrene in methyl cyclohexane/benzene
(b) polyisobutene in methyl cyclohexane/decalin
(c) polystyrene in methyl cyclohexane/decalin
§8. APPENDIX
We wish to derive expressions for the N'th coefficient 
of a function of the form
-y Cl-s) ^
Cl-s)
The coefficient we designate by
I Cy) a J
e-y Cl-s) %
~~Z v a Cl-s)
1 , ds e-yU -s)%
sN+1 (1-s)“
where the contour is taken around the N+l'th order pole at 
s=0 excluding all other poles of the integrand.
We consider first
V»> -
[cosh y Cl-s) N - [ sinh yCl-s)^]N CA.l)
Since
cosh x 1 + x 2/2 +
the first m terms of the cosh expansion Cn\>>0 but <N/2)
Ndo not contribute to the coefficient of s . For y 
sufficiently small, terms in cosh yCl-s) 2 greater than the
m'th will be negligible. To proceed further, we need then to 
assume y is not too large. Thus, for suitably small y we 
may neglect the cosh term and expand the sinh term as
, 00 2m+l ,
sinh yd-s)"4 = T2S+ITT (1-s)m * lA-2)
We also have
(l-s)m+% Y (m+^) ! >Nn£0 N! (m+%-N) ! 1 s>
Using the formulae""
(A.3)
z ! = r (l+z)
and
r (z) T(l-z) = TT/sinTTZ
we obtain
(m+^-N) 1
, 1  v N-m-1TT (-1)_____
T (N-m-3*)
22The duplication formula
r(2z) = 22z_%r(z)r(z+%)
is used to write
(A.4)
22m+l
~ 7 T ~
(2m+l)! m! T(m+3/2) (A.5)
Substituting (A.3), (A.4) and (A.5) into (A.2) we have
- sinh y(l-s) I SN I
N=0 m=0
» (-l)M (^)2m+1r(N-m-%)
m ! N ! /tt
We have then
.2 \m
r . u /n y v 4 , (N-m-^).- [sinh y(l-s) ]„ • i I —  (— — =--1m=0 N!/tt
(A.6)
Using the large argument approximation'
r (z) = e zzz_!ä(2ir) (1+0 (i) + ...) (A.7)
we obtain
r(N+e) = Ne-1
for large N. Therefore
- [sinh y(l-s) 2]M -
2/n" N3//2 m=01
 ^ 4N; (A.8)
so that
V y) -y2/4N2/ttN3/2 (A.9)
Since
Io (Y) 2iri ^ SN+1 e
ds -y(l-s)
we have
I (y)
-y (1-s) 
(1-s) ^
Hi
Using (A.9)
J In(y) dy
Ik (y) i__ e- y V 4 N
/tT n '
Similarly
ix (y) J I^(y) dy
y
erfc (y/2N2)
where erfc (x) is the complementary error function 
Again
I3/2 (y) J i x (y) d y
and
2n! e-yV4N _ y erfc(y/2N%)
/n"
l2 (y) = { I3/2(y) dy
2N [ (j^j- + k) erfc (y/2N^) - — e ^ //4NJ
2/tT N'
.10)
.11)
.12)
.13)
(A.14)
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