In [16], a density result for the 16-rank of Cl(Q( √ −p)) is established when p varies among the prime numbers, assuming a short character sum conjecture. In this paper we prove the same density result unconditionally.
Introduction
If K is a quadratic number field with narrow class group Cl(K), there is an explicit description of Cl(K) [2] due to Gauss. Since then the class group of quadratic number fields has been extensively studied. If one is interested in the 2-part of the class group, i.e. Cl(K) [2 ∞ ], the explicit description of Cl(K) [2] is often very useful. It is for this reason that our current understanding of the 2-part of the class group is much better than the p-part for odd p.
In 1984, Cohen and Lenstra put forward conjectures regarding the average behavior of the class group Cl(K) of imaginary and real quadratic fields K. Despite significant effort, there has been relatively little progress in proving these conjectures. Almost all major results are about the 2-part with the most notable exception being the classical result of Davenport and Heilbronn [7] regarding the distribution of Cl(K) [3] . Very little is known about Cl(K) [p] for p > 3. The non-abelian version of Cohen-Lenstra has recently also attracted great interest, see [1] , [2] , [14] and [25] .
Gerth [11] studied the distribution of 2Cl(K) [4] , when the number of prime factors of the discriminant of K is fixed. Fouvry and Klüners [8] computed all the moments of 2Cl(K) [4] , when K varies among imaginary or real quadratic fields. Their work was based on earlier ideas of Heath-Brown [13] .
The study of Cl(K) [2 ∞ ] has often been conducted through the lens of governing fields. Let k ≥ 1 be an integer and let d be an integer with d ≡ 2 mod 4. For a finite abelian group A we define the 2 k -rank of A to be rk 2 k A := dim F 2 2 k−1 A/2 k A. Then a governing field M d,k is a normal field extension of Q such that rk 2 k Cl Q dp is determined by the splitting of p in M d,k . Cohn and Lagarias [5] were the first to define the concept of a governing field, and conjectured that they always exist. If k ≤ 3, then governing fields are known to exist for all values of d. In case k = 2 this follows from work of Rédei [20] and Stevenhagen dealt with the case k = 3 [23] . The topic was recently revisited by Smith [21] , who found a very explicit description for M d, 3 for most values of d. He then used this description to prove density results for 4Cl(K) [8] assuming GRH. Not much later Smith [22] introduced relative governing fields, which allowed him to prove the most impressive result that 2Cl(K) [2 ∞ ] has the expected distribution when K varies among all imaginary quadratic fields.
If we let P (d, k) be the statement that a governing field M d,k exists, then there is currently not a single value of d for which the truth or falsehood of P (d, 4) is known. This has been the most significant obstruction in proving density results for the 16-rank in thin families of the shape Q √ dp p prime . This barrier was first broken by Milovic [19] , who dealt with the 16-rank in the family Q √ −2p p≡−1 mod 4 . Milovic proves his density result with Vinogradov's method, and does not rely on the existence of a governing field. His use of Vinogradov's method was inspired by work of Friedlander et al. [10] , which is based on earlier work of Friedlander and Iwaniec [9] .
Milovic and the author established density results for the families Q √ −2p p≡1 mod 4
and {Q ( √ −p)} p , see respectively [15] and [16] with the latter work being conditional on a short character sum conjecture. Both [15] and [16] follow the ideas of [10] closely in their treatment of the sums of type I, see Section 3 for a definition. However, if one applies the method of [10] to a number field of degree n, one is naturally lead to consider character sums of modulus q and length q 1 n . In [15] we apply the method from [10] to a number field of degree 4. This leads to character sums just outside the range of Burgess' bound. Fortunately, the lemmas in Section 3.2 of [15] allow us to reduce the size of the modulus from q to q 1 2 , and this enables us to deal with the sums of type I unconditionally. In [16] we use a criterion for the 16-rank of Q( √ −p) due to Bruin and Hemenway [3] , and this criterion is stated most naturally over Q ζ 8 , √ 1 + i , which has degree 8. The resulting character sums are far outside the reach of Burgess' bound and we resort to assuming a short character sum conjecture, see [16, p. 8] .
In this paper we manage to deal with the 16-rank of Q( √ −p) unconditionally by using a criterion of Leonard and Williams [18] , which one can naturally state over Q(ζ 8 ). However, the Leonard and Williams criterion has the significant downside that it is the product of two residue symbols instead of one residue symbol, namely a quadratic and a quartic residue symbol. The resulting sums of type I can still not be treated unconditionally with the method from [10] . Instead, we use a rather ad hoc argument to deal with the resulting character sum. Theorem 1.1 gives an affirmative answer to conjectures in both [6] and [24] . For p a prime number, we define e p by
(1.1) It is natural to wonder if the other conditional results in [16] can be proven unconditionally using the methods from this paper. This is likely to be the case, but it would require some effort to obtain suitable algebraic results similar to the Leonard and Williams [18] criterion used in this paper. Theorem 1.2 can be seen as compelling evidence against the existence of a governing field for the 16-rank of Q( √ −p). This is explained in Corollary 6 and its preceding text in [16] and also in Section 7 of [19] .
Preliminaries

Quadratic and quartic reciprocity
Let K be a number field with ring of integers O K . We say that an ideal n of O K is odd if (n, 2) = (1). Similarly, we say that an element w of O K is odd if the ideal generated by w is odd. If p is an odd prime ideal of O K and α ∈ O K , we define the quadratic residue symbol
Then Euler's criterion states α
For a general odd ideal n of O K , we define
We say that an element α ∈ K is totally positive if for all embeddings σ of K into R we have σ(α) > 0. In particular, all elements of a totally complex number field are totally positive. We will make extensive use of the law of quadratic reciprocity.
Theorem 2.1. Let α, β ∈ O K be odd. If α or β is totally positive, we have
where µ(α, β) ∈ {±1} depends only on the congruence classes of α and β modulo 8.
Proof. This follows from Lemma 2.1 of [10] .
If K = Q, we shall drop the subscript. In this case the symbol · · is to be interpreted as the Kronecker symbol. We presume that the reader is familiar with the quadratic reciprocity law for the Kronecker symbol. Now let K be a number field containing Q(i) still with ring of integers O K . For α ∈ O K and p an odd prime ideal of O K , we define the quartic residue symbol (α/p) 4,K to be the unique element in {±1, ±i, 0} such that
We extend the quartic residue symbol to all odd ideals n and then to all odd elements β in the same way as the quadratic residue symbol. Then we have the following theorem. 
where µ(α, β) ∈ {±1, ±i} depends only on the congruence classes of α and β modulo 16.
Proof. Use Proposition 6.11 of Lemmermeyer [17, p. 199 ].
A fundamental domain
Let F be a number field of degree n over Q and let O F be its ring of integers. Suppose that F has r real embeddings and s pairs of conjugate complex embeddings so that r + 2s = n. Define T to be the torsion subgroup of O * F . Then, by Dirichlet's Unit Theorem, there exists a free abelian group V ⊆ O * F of rank r + s − 1 with O * F = T × V . Fix one choice of such a V . There is a natural action of V on O F . The goal of this subsection is to construct a fundamental domain D for this action. Such a fundamental domain allows us to transform a sum over ideals into a sum over elements. It will be important that the resulting fundamental domain has nice geometrical properties, so that we have good control over the elements we are summing.
Fix an integral basis ω = {ω 1 , . . . , ω n } for O F . Then we get an isomorphism of Q-vector spaces i ω : Q n → F , where i ω is given by (a 1 , . . . , a n ) → a 1 ω 1 + . . . + a n ω n . For a subset S ⊆ R n and an element α ∈ F , we will say that α ∈ S if i −1 ω (α) ∈ S. Define for our integral basis ω and a real number X > 0
where σ 1 , . . . , σ n are the embeddings of F into C.
Lemma 2.3. Let F be a number field with ring of integers O F and integral basis ω = {ω 1 , . . . , ω n }. Choose a splitting O * F = T × V , where T is the torsion subgroup of O * F . There exists a subset D ⊆ R n such that (i) for all α ∈ O F \ {0}, there exists a unique v ∈ V such that vα ∈ D. Furthermore, we have the equality
Proof. This is Lemma 3.5 of [15] .
We will use Lemma 2.3 for F := Q(ζ 8 ); in order to do so we must make some choices. We choose V := 1 + √ 2 and integral basis ω := {1, ζ 8 , ζ 2 8 , ζ 3 8 }. The resulting fundamental domain will be called D, and we define D(X) := D ∩ B(X, ω).
The sieve
Let {a p } be a sequence of complex numbers indexed by the primes and define
To prove our main theorem, we must prove oscillation of S(X) for the specific sequence {e p } defined in equation (1.1). There are relatively few methods that can deal with such sums. The most common approach is to attach an L-function and then use the zero-free region. This approach requires that our sequence {e p } has good multiplicative properties. It turns out that {e p } is instead twisted multiplicative (see Lemma 6.1 and Lemma 6.3), and this suggests we use Vinogradov's method instead.
Recall that h(−p) denotes the class number of Cl(Q( √ −p)). By definition of e p we have e p = 0 if and only if 8 ∤ h(−p). It is well-known that Q(ζ 8 , √ 1 + i) is a governing field for the 8-rank of Cl(Q( √ −p)), in fact a prime p splits completely in Q(ζ 8 , √ 1 + i) if and only if 8 | h(−p). This is extremely convenient. Indeed, if we apply Vinogradov's method to our governing field, primes of degree 1 will give the dominant contribution and these primes automatically have e p = 0.
Unfortunately, Q(ζ 8 , √ 1 + i) is a field of degree 8, which is simply too large to make our analytic methods work unconditionally. Indeed, using the same approach for the sums of type I as [10] , one ends up with short character sums of modulus q and length roughly q 1 8 , which is far outside the reach of Burgess' famous bound. However, assuming a short character sum conjecture, one still obtains the desired oscillation and this is the approach taken in [16] . Instead we work over Q(ζ 8 ); fortunately, Q(ζ 8 , √ 1 + i) is an abelian extension of Q(ζ 8 ), which implies that the splitting of a prime p of Q(ζ 8 ) in the extension Q(ζ 8 ,
is determined by a congruence condition. Such a congruence condition can easily be incorporated in Vinogradov's method.
We will follow Section 5 of Friedlander et al. [10] , who adapted Vinogradov's method to number fields. Define Λ(n) := log Np if n = p l 0 otherwise and suppose that we want to prove oscillation of
where a n is of absolute value at most 1. The power of Vinogradov's method lies in the fact that one does not have to deal with S(X) directly. Instead one has to prove cancellation of
which are traditionally called sums of type I or linear sums, and
which are traditionally called sums of type II or bilinear sums. It is important to remark that S(X) depends only on a n with n a prime power, while A(X, d) and B(M, N ) certainly do not. This gives a substantial amount of flexibility, since we may define a n on composite ideals n in any way we like provided that we can prove oscillation of A(X, d) and B(M, N ). Constructing a suitable sequence a n will be the goal of Section 4. We are now ready to state the precise version of Vinogradov's method we are going to use.
Proposition 3.1. Let F be a number field and let a n be a sequence of complex numbers, indexed by the ideals of O F , with |a n | ≤ 1. Suppose that there exist real numbers 0 < θ 1 , θ 2 < 1 such that
• we have for all ideals d of O F and all ǫ > 0
• we have for all sequences of complex numbers {α m } and {β n } of absolute value at most 1 and all ǫ > 0
Proof. See Proposition 5.2 of [10] .
The remainder of this paper is devoted to the three major tasks that are left. We start by constructing a suitable sequence a n in Section 4 to which we will apply Proposition 3. 
Definition of the sequence
By Gauss genus theory we know that the 2-part of Cl(Q( √ −p)) is cyclic, and the 2-part of Cl(Q( √ −p)) is trivial if and only if p ≡ 3 mod 4. Let us recall a criterion for 16 | h(−p) due to Leonard and Williams [18] . We have
Now suppose that 4 | h(−p). There exist positive integers g and h satisfying
Then a classical result of Hasse [12] is
We are now ready to state the result of Leonard and Williams [18] . If p is a prime number with 8 | h(−p), we have
With this in mind, we are going to define a sequence {a n }, indexed by the integral ideals of
The sequence {a n } will be constructed in such a way that we can prove the two estimates in Proposition 5.1 and Proposition 6.6. Before we move on, it will be useful to recall some standard facts about 
If n is not odd, we set a n := 0. From now on n is an odd integral ideal of Z[ζ 8 ] and w is a generator of n. We can write w as w = a + bζ 8 + cζ 
We can explicitly compute u and v using the following formulas
Since w is odd, it follows that u is an odd positive integer and v is an even integer. Set
We start by showing that the value of
does not depend on the choice of generator w of our ideal n. Proof. Suppose that we replace w by ζ 8 w. Because ζ 8 τ (ζ 8 ) = 1, it follows that u and v, hence also g, do not change. Suppose instead that we replace w by ǫw. In this case u becomes 3u + 4v and v becomes 2u + 3v, so g becomes 5u + 7v. Hence our lemma boils down to
, which holds if and only if u + v ≡ 5u + 7v mod 4.
But recall that v is even by our assumption that w is odd.
We define for odd w ∈ Z[ζ 8 ] the following symbol
where we remind the reader that M is defined to be Q(ζ 8 ). We express this as Proof. We have for any odd w 
A straightforward computation shows that the u and v associated to ǫ 4 w are respectively u 1 := 577u + 816v and v 1 := 408u + 577v. Then we have
due to Proposition 2 in Milovic [19] . It will be useful to observe that the following congruences hold true u ≡ u 1 mod 8, v ≡ v 1 mod 8. 8) and therefore the lemma.
This immediately implies
With this out of the way, we have all the tools necessary to define a n . Suppose that n is an odd, integral ideal of Z[ζ 8 ] with generator w. Then we define a n := where g and h are explicit functions of w. We stress that these g and h are not necessarily the same g and h from Leonard and Williams. Indeed, Leonard and Williams require g and h to be positive, while our h is not necessarily positive. However, since w satisfies (4.4), their criterion remains valid irrespective of the sign of h. Then, the criterion implies
Furthermore, the criterion also shows that
This completes the proof of our lemma.
Sums of type I
The goal of this section is to bound the following sum
Nn≤X d|n a n = Nn≤X d|n,n odd a n .
By picking a generator for n we obtain
A(X, d) = Nn≤X d|n,n odd a n = 1 8
We define for i = 0, . . . , 3 and ρ an invertible congruence class modulo 2 10
where u i := ǫ i . With this definition in place, we may split A(X, d) as follows
Then it is enough to bound each individual sum A(X, d, u i , ρ). In order to bound this sum, our first step is to carefully rewrite the symbol [w] in a more tractable form. While doing so, we will find some hidden cancellation between [w] 1 and [w] 2 that is vital for making our results unconditional. Throughout this section we use the convention that µ(·) ∈ {±1, ±i} is a function depending only on the variables between the parentheses; at each occurence µ(·) may be a different Using the formulas for u and v we get
If v is not zero, we can uniquely factor v as
where v 1 is an odd, positive integer satisfying gcd(v 1 , b−d) = 1, v 2 is an odd integer consisting only of primes dividing b − d and t is only divisible by 2. Then we have
Let ρ ′ be the congruence class of v 1 modulo 8. Using the following identity modulo v
and the fact that this identity continues to hold for any divisor of v, so in particular for v 1 , we rewrite the first factor of equation (5.3) as follows
Stringing together (5.1), (5.2), (5.3) and (5.4), we conclude that
(5.5)
Our next goal is to simplify [w] 1 . We have by equation (4.5) and Theorem 2.2
The quartic residue symbol in equation (5.6) 
where the last equality is due to Theorem 2.2. For the remainder of this section we assume that b − d is not zero. We factor −2c
with η and e 0 consisting only of even prime factors, e 0 squarefree and e odd. This factorization is unique up to multiplication by units. Then we have by Theorem 2.2 We will now study the other quartic residue symbol in equation (5.6) 
Using (5.5), (5.10) and (5.14), we conclude that
Our hidden cancellation will come from comparing the Jacobi symbols
2,Q(i)
.
Our goal is to show that these two Jacobi symbols are equal up to some easily controlled factors. We can uniquely factor
where z 1 and z 2 are positive integers satisfying
• z 1 odd and squarefree;
• if p is odd and divides z 2 , then also p 2 divides z 2 .
With this factorization we have
In a similar vein we uniquely factor, up to multiplication by units, e ′ in Z[i] as
with (Nγ 1 , Nγ 2 ) = (1), Nγ 1 squarefree and Nγ 2 squarefull. The point of this factorization is that Nγ 1 = z 1 . This gives
Observe that v 2 does not depend on a, since v 2 is equal to the odd part of
A computation using (tv 2 , γ 1 ) = (d, γ 1 ) = (1) and our previous observation shows
, where we use the identity
We conclude that
After combining equations (5.15) and (5.16), we get
With this formula we have finally rewritten our symbol in a satisfactory manner; we now return to estimating the sum A(X, d, u i , ρ). Let ν be a parameter to be chosen later and let 2 α be the closest integer power of 2 to X 2ν . We fix a modulo 2 α and we assume that b − d has 2-adic valuation at most α 2 . Then we know v odd modulo 8, where v odd is the odd part of 17) with the exception of ≪ X ν congruence classes for a modulo 2 α . Indeed, if α ≥ 3, v modulo 2 α determines v odd modulo 8 unless v is divisible by 2 α−3 . There are only 8 such congruence classes modulo 2 α , and solving for a in equation (5.17) for each such congruence class gives ≪ X ν solutions by our assumption that the 2-adic valuation of b − d is at most
Similarly, we know the value of t with the exception of ≪ X ν congruence classes for a modulo 2 α . We remove all such congruence classes from the sum, which gives an error of size at most X 1−ν . From now on we assume that a does not lie in such a congruence class. For the remaining congruence classes modulo 2 α , we observe that ρ ′ is determined by v odd modulo 8 together with b, c and d. Hence both ρ ′ and t are determined by a modulo 2 α . Set
depends only on a modulo m, b, c and d. If we write β := bζ 8 + cζ 2 8 + dζ 3 8 , we have the following estimate
where ( * ) are the simultaneous conditions
Note that
We use the Möbius function to detect the coprimality conditions, which yields the following upper bound
where ( * * ) are the simultaneous conditions
Define m ′ to be the smallest positive integer that is divisible by lcm(d,
The congruence conditions for a in ( * * ) are equivalent to at most one congruence condition modulo M . We assume that it is equivalent to exactly one congruence condition modulo M , say F , otherwise the inner sum is empty. Then we have
(5.18)
Recall that the condition a + β ∈ u i D(X) implies a, b, c, d ≪ X 1 4 , see Lemma 2.3. We will only consider β satisfying the following three properties
• the 2-adic valuation of b − d is at most ν elements β that do not satisfy these conditions. For those β, we bound the inner sum trivially by ≪ X 1 4 /m inducing an error of size ≪ ǫ X 1+ǫ− 1 10 ν . For the remaining β, we have m ≪ X 5ν . Furthermore, for fixed β, the condition a + β ∈ u i D(X) means that a runs over ≪ 1 intervals with endpoints depending on β and u i . Since a ≪ X 1 4 , we know that each interval has length ≪ X In this section we need to carefully study the multiplicative properties of [w], and we do so by studying the multiplicative properties of [w] 1 and [w] 2 . These properties will then be used to prove cancellation in sums of type II. We start by studying [w] 1 ; our treatment is almost identical to [15] . If w is an odd element of Z[ζ 8 ], we have
For the remainder of this section, we use the convention that δ(w, z) is a function depending only on the congruence classes of w and z modulo 2 10 ; at each occurence δ(w, z) may be a different function.
Lemma 6.1. We have for all odd w, z ∈ Z[ζ 8 ]
Proof. By definition of [w] 1 we have
Since σ fixes i and therefore any quartic residue symbol, Theorem 2.2 yields
If we do the same computation for στ , we obtain
since στ does not fix i. This proves the lemma.
In the next lemma we collect the most important properties of γ 1 (w, z). (i) γ 1 (w, z) is essentially symmetric
(ii) γ 1 (w, z) is multiplicative in both arguments
Proof. This is straightforward.
With this lemma we have completed our study of [w] 1 and γ 1 (w, z). We will now focus on [w] 2 . Recall that
The second representation of [w] 2 is very convenient, since it allows us to use earlier work of Milovic [19] . Define
where K := Q( √ 2). 
Then it is easily seen that [w] 2 = δ(w)[wτ (w)] 3 and that wτ (w) is totally positive. Now apply Proposition 8 of Milovic [19] .
To further our study of γ 2 (w, z), it will be convenient to define a second function m(w) by the following formula
It turns out that γ 2 (w, z) is neither symmetric nor multiplicative. Instead, it is symmetric and multiplicative twisted by the factor m.
Lemma 6.4. Let w, z ∈ Z[ζ 8 ] be odd and define γ 2 (w, z) as in equation (6.2).
Proof. Left to the reader.
With this out of the way we are ready to tackle the sums of type II. Let {α w } and {β z } be sequences of complex numbers of absolute value at most 1 and let ρ and µ be invertible congruence classes modulo 2 10 . We define The first factor is trivially bounded by ≪ M k−1 with absolute implied constant. Lemma 6.2(ii) implies that γ 1 (w, z) is multiplicative in z and Lemma 6.4(ii) implies that γ 3 (w, z) is multiplicative in z. Hence γ 1 (w, z)γ 3 (w, z) is multiplicative in z. We conclude that α w β z a (wz) .
We split the sum B(M, N ) in congruence classes modulo 2 10 . We need only consider invertible congruence classes, since otherwise a wz = 0 by definition. Furthermore, condition (4.4) depends only on g modulo 4, which is in turn determined by w modulo 4. Therefore, it suffices to bound the following sum Now apply Proposition 6.5.
