End-binding proteins (EBs) are widely viewed as master regulators of microtubule dynamics and function. Here, we show that while EB1 mediates the dynamic microtubule capture of herpes simplex virus type 1 (HSV-1) in fibroblasts, in neuronal cells, infection occurs independently of EBs through stable microtubules. Prompted by this, we find that transforming acid coiled-coil protein 3 (TACC3), widely studied in mitotic spindle formation, regulates the cytoplasmic localization of the microtubule polymerizing factor chTOG and influences microtubule plus-end dynamics during interphase to control infection in distinct cell types. Furthermore, perturbing TACC3 function in neuronal cells resulted in the formation of disorganized stable, detyrosinated microtubule networks and changes in cellular morphology, as well as impaired trafficking of both HSV-1 and transferrin. These trafficking defects in TACC3-depleted cells were reversed by the depletion of kinesin-1 heavy chains. As such, TACC3 is a critical regulator of interphase microtubule dynamics and stability that influences kinesin-1-based cargo trafficking.
INTRODUCTION
The microtubule (MT) network regulates processes ranging from cell division and motility to cargo transport Steinmetz, 2008, 2015; Stephens, 2012) . Filaments nucleate from an MT organizing center (MTOC) and explore the cytosol through phases of polymerization, pause, and catastrophe as tubulin heterodimer subunits are either added or removed from their more dynamic plus-end (Jánosi et al., 2002; Kristofferson et al., 1986) . The MT plus-end transiently contains guanosine triphosphate (GTP)-bound tubulin before it is hydrolyzed to guanosine diphosphate (GDP)-tubulin within the filament lattice (Guesdon et al., 2016; Howard and Hyman, 2003; Jánosi et al., 2002) . This GTP-tubulin cap enables the growing MT plus-end to be recognized by members of the end-binding (EB) family of proteins, EB1-EB3 (Guesdon et al., 2016; Komarova et al., 2009; Maurer et al., 2012) . At the plus-end, EBs can directly suppress catastrophe events, leading to enhanced MT growth (Komarova et al., 2009) . EBs also bind and recruit other plus-end tracking proteins (+TIPs) to form functional nodes that control filament growth, stability, spatial organization, and interactions with targets such as cortical actin or cellular cargoes (Akhmanova and Steinmetz, 2015; Honnappa et al., 2009; Komarova et al., 2005; Lansbergen et al., 2006; Zhang et al., 2015) . While several +TIPs have been identified in recent years, many of which can bind MT filaments independently, most require EB proteins to mediate their specific accumulation at MT plus-ends. For this reason, EBs are widely considered to be master regulators of MT function (Akhmanova and Steinmetz, 2015) .
Other proteins do operate at the MT plus-end independently of EB proteins, yet their functions are less well defined. chTOG (colonic and hepatic tumor-overexpressed gene) is a microtubule polymerase that binds soluble tubulin dimers and catalyzes their addition to MT plus-ends (Brouhard et al., 2008; Gard and Kirschner, 1987; Slep and Vale, 2007) . chTOG binds MT plus-ends autonomously, but its optimal plus-end localization depends upon recruitment by transforming acidic coiled-coil-containing (TACC) proteins (Hussmann et al., 2016; Mortuza et al., 2014) . Homologs of both chTOG and TACCs are widely conserved across eukaryotes (Gard et al., 2004; Still et al., 2004) . Humans express three TACC proteins (TACC1-TACC3) and along with chTOG, TACCs have been extensively studied in the context of mitotic spindle organization during cell division and in cancer (Ding et al., 2017; Gard et al., 2004; Mortuza et al., 2014; Peset and Vernos, 2008; Raff, 2002; Still et al., 1999 Still et al., , 2004 Thakur et al., 2014) , although TACC3 is the most widely studied and bestcharacterized family member. By recruiting chTOG, TACC3 functions at the centrosome to regulate MT nucleation, along the MT lattice to stabilize the spindle apparatus, and at the MT plus-end to promote mitotic spindle elongation (Gergely et al., 2000 (Gergely et al., , 2003 Kinoshita et al., 2005; Lee et al., 2001; Lin et al., 2010; Mortuza et al., 2014) . However, our understanding of the potential functions of TACC3 in interphase remains limited (Chanez et al., 2015; Gunzelmann et al., 2018; Kume et al., 2018; Nakamura et al., 2012; Nakaseko et al., 2001; Trogden and Rogers, 2015) . In yeast, the homolog of TACC3, Alp7, recruits Alp14/TOG to the nucleus during cell division or to the cytoplasm during interphase. The absence of Alp7 results in short spindles during mitosis or defects in MT growth and organization in interphase (Hussmann et al., 2016; Ling et al., 2009; Sato et al., 2004 Sato et al., , 2009 Sato and Toda, 2007; Zheng et al., 2006) . Moreover, yeast Alp7 mediates the recruitment of Alp14/TOG to MT plus-ends in vitro (Hussmann et al., 2016) . Evidence for similar interphase functions of TACC3 is also emerging in higher organisms. TACC3 has been shown to recognize interphase MT plus-ends in Drosophila and Xenopus embryonic cells, as well as in human HeLa and RpeI cells (Gutiérrez-Caballero et al., 2015; Lee et al., 2001; Nwagbara et al., 2014) . However, while TACC3 homologs promote interphase MT dynamics in both Drosophila and Xenopus systems, modulating TACC3 levels has been reported to have no effect in HeLa cells (Erdogan et al., 2017; Gutiérrez-Caballero et al., 2015; Long et al., 2013; Nwagbaraetal., 2014) .Thus, the potential role of TACC3 in regulating MT dynamics and its broader functionality during interphase remains poorly understood, particularly in human cells.
As intracellular pathogens, viruses are dependent upon MTs to facilitate their replication (Naghavi and Walsh, 2017) . However, the importance of +TIPs during infection has only recently begun to emerge (Delaney et al., 2017; Jovasevic et al., 2015; Naghavi et al., 2013; Procter et al., 2018; Sabo et al., 2013) . Of particular relevance to this study, we previously showed that EB1 and the +TIP, cytoplasmic linker-associated protein 170 (CLIP170), are required for herpes simplex virus type 1 (HSV-1) particles to load onto dynamic MTs for subsequent motor-mediated transport to the nucleus in dermal fibroblasts . However, in vivo HSV-1 infects a variety of cell types, which include epithelial, dermal, and neuronal cells (Roizman et al., 2013) . Many cell types contain mixtures of both dynamic and stable MT arrays, but neuronal cells contain a particularly high proportion of stabilized filaments (Baas and Black, 1990; Brady, 1993; Sahenk and Brady, 1987; Song et al., 2013) . While dynamic MTs have a relatively short half-life, stable MTs are long-lived and therefore accumulate higher levels of several tubulin post-translational modifications (PTMs) (Janke and Bulinski, 2011) . Tubulin PTMs include acetylation at lysine 40, which resides within the lumen of the filament and confers mechanical strength against breakage Xu et al., 2017) . While acetylation can occur quite rapidly, another PTM, tubulin detyrosination, appears to occur more gradually and accumulates largely on stable MTs. Tubulin detyrosination occurs on the cytosolic side of the MT filament (Hallak et al., 1977; Rodrĭguez et al., 1973) and alters interactions with motors to favor kinesin-1 activity (Cai et al., 2009; Dunn et al., 2008; Liao and Gundersen, 1998) . As such, distinct properties conferred by different tubulin PTMs enable stable MTs to serve as long-lived, specialized tracks for cargo sorting (Janke and Bulinski, 2011) .
Here, in examining the role of +TIPs during HSV-1 infection of different human cell types, we unexpectedly reveal that EB1 and CLIP170 are required for the infection of fibroblasts but not neuronal cells. In neuronal cells, infection was largely mediated by stable, detyrosinated MT networks that formed independently of EB1. Stemming from this, we find that TACC3 regulates interphase MT dynamics and in neuronal cells, by regulating the organization of detyrosinated MT arrays, influences kinesin-1-based sorting of both pathogenic and cellular cargoes.
RESULTS

Stable Microtubules Mediate EB-Independent HSV-1 Infection in Neuronal Cells
EB1 and CLIP170 are required for HSV-1 infection in normal human dermal fibroblasts (NHDFs) . This prompted us to test whether these +TIPs also functioned during the infection of neuronal cells. To do this, we compared the effects of EB1 or CLIP170 depletion on infection in NHDFs versus SK-N-SH cells, a human neuroblastoma cell line used to model neuronal infection (Biedler et al., 1973; Gordon et al., 2013) (Figures S1A and S1B). Western blot (WB) analysis revealed that while knockdown of either EB1 or CLIP170 suppressed early infection in NHDFs, as detected by the reduced abundance of the viral immediate early infected cell protein 4 (ICP4), depletion of either factor had no effect on infection in SK-N-SHs ( Figure 1A ). While EB1 is the dominant EB family member in many cell types (Akhmanova and Steinmetz, 2015; Komarova et al., 2009) , depletion of the closely related family member EB3, either alone or in combination with EB1, or depletion of the more distantly related EB2, had no detectable effect on the expression of early viral proteins in SK-N-SHs ( Figures 1B and 1C ). Furthermore, bafilomycin-A1 (BafA) blocked the infection of SK-N-SHs by vesicular stomatitis virus (VSV) but not HSV-1 ( Figure 1D ), demonstrating that HSV-1 did not use alternative low-pH fusion (e.g., endocytosis) over its natural route of membrane fusion to enter these cells. This suggested that EB1-mediated dynamic microtubule capture was not a significant mechanism for the infection of SK-N-SHs.
We next used WB and immunofluorescence (IF) analysis to compare the nature of MT networks in both cell types. Samples were probed with antibodies against total or tyrosinated α-tubulin, as well as detyrosinated-or acetylated-α-tubulin. Results showed that NHDFs tubulin or filaments (Figures 1E and 1F) . By contrast, SK-N-SHs contained a high proportion of acetylated and detyrosinated MTs, which extended from a perinuclear region (Figures 1E and 1F) .
To determine whether these differences in tubulin PTMs reflect differences in MT stability that influence infection, we treated NHDFs and SK-N-SHs with DMSO solvent control or different doses of the MT depolymerizing agent nocodazole before infection with HSV-1. Low nanomolar concentrations of nocodazole either depolymerize or dampen the growth of dynamic MTs, but they do not affect stable filaments; by contrast, higher micromolar concentrations result in the loss of both dynamic and stable MTs (Kreis, 1987; Liao et al., 1995) . In NHDFs that contain a high proportion of dynamic MTs, several tyrosinated MT filaments persisted in cultures treated with 500 nM nocodazole ( Figure S1C ). However, EB1 no longer formed comet-like staining patterns, demonstrating that despite the persistence of some filaments, MT dynamics were dampened under these conditions ( Figure S1D ). In SK-N-SHs that contain a mix of tyrosinated and detyrosinated filaments, 500 nM nocodazole depolymerized tyrosinated MTs and caused a loss of EB1 comet staining, but detyrosinated MTs persisted (Figures S1C-S1F). The accumulation of detyrosinated tubulin combined with resistance to nanomolar concentrations of nocodazole is a defining characteristic of stable MTs. Finally, treating cells with 10 μM nocodazole depolymerized dynamic and stable MTs in both cell types (Figures S1C and S1E).
To test the effects on virus translocation to the nucleus, we stained samples for the capsid protein, VP5. Staining and quantification showed that while virus particles reached the nuclear periphery in both cell types in DMSO-treated controls, this was impaired in NHDFs treated with 500 nM nocodazole ( Figures 1G and S1C ). By contrast, in SK-N-SHs, HSV-1 particles accumulated along perinuclear detyrosinated MT networks in both DMSO-treated and 500 nM nocodazole-treated samples ( Figures 1G and S1C ). However, 10 μM nocodazole depolymerized both dynamic and stable MTs and impaired the nuclear accumulation of HSV-1 in both NHDFs and SK-N-SHs ( Figures 1G and S1C ). WB analysis confirmed these IF-based observations, showing that expression of the HSV-1 immediate early proteins ICP0 and ICP4 was potently blocked by either high-or low-dose nocodazole in NHDFs, while in SK-N-SHs, viral gene expression was relatively resistant to low-dose nocodazole treatment ( Figure 1H ). This supported the notion that dynamic MTs mediate infection in NHDFs, while stable MTs mediate infection in SK-N-SHs.
We next tested whether these effects on HSV-1 infection reflected defects in virus entry by staining nocodazole-treated, HSV-1-infected cells for the viral glycoprotein gB together with VP5. In this assay, VP5 capsids that do not co-stain for gB represent viral particles that have lost their envelope after fusing into the cytosol, while those that co-stain for both proteins represent unfused particles. Results showed that nocodazole did not block HSV-1 fusion in either cell type, while infections at 4°C validated the ability of this assay to detect impairments in virus fusion ( Figures S2A-S2D ). Despite differences in actin organization between the two cell types, no gross changes in actin staining were detected in nocodazoletreated SK-N-SHs or NHDFs compared with DMSO controls ( Figure S2E ). As such, while we cannot rule out subtle effects on actin organization or dynamics that may influence infection, there were no striking differences in how nocodazole affected actin organization that may explain the differential sensitivity of infection to this drug between these two cell types. Cumulatively, nocodazole exerted a post-entry effect on viral translocation to the nucleus that correlated with the effects on dynamic MTs in NHDFs or stable MTs in SK-N-SHs. This was also in line with the relative sensitivity of infection to the depletion of EB1 in each cell type (shown earlier), further suggesting that EB1 may not play a major role in regulating stable MTs in SK-N-SHs.
TACC3 Regulates Stable MT Networks in SK-N-SHs
To test this, we determined the effects of EB1 depletion on MT networks in SK-N-SHs. While EB1 regulates several aspects of MT plus-end dynamics, potent depletion of EB1 had little effect on the levels or organization of acetylated or detyrosinated MTs in SK-N-SHs (Figures 2A, 2B , and S2F). This prompted us to explore the potential contributions from TACC3, based on recent reports that TACC3 can track MT plus-ends independently of EB1 in interphase cells (Gutiérrez-Caballero et al., 2015; Nwagbara et al., 2014) . To do so, we examined the expression of TACC protein family members and chTOG. WB analysis showed that both cell types express similar levels of chTOG but that SKN-SHs express higher levels of TACC proteins, in particular TACC3 ( Figure S3A ). Higher levels of TACC3 in SK-N-SHs were confirmed by measuring relative fluorescence intensity in IF images (Figures S3B and S3C) . Notably, NHDFs and SK-NSHs contain a significantly smaller fraction of cells undergoing mitosis at any given time than more widely used cell lines ( Figures S3D and S3E ). In addition, while TACC3 accumulated along the mitotic spindle in this small fraction of cells ( Figure S3D ), TACC3 was diffusely cytoplasmic in the larger interphase population of both cell types ( Figure S3C ). As such, both cell types are relevant to the study of the functionality of TACC3 in interphase cells and in infection.
To test whether TACC3 regulated MT networks, we treated SK-N-SHs with either of two independent small interfering RNAs (siRNAs), which resulted in different degrees of TACC3 depletion ( Figure 2C ). The use of the most potent siRNA (TACC3-I) resulted in the accumulation of high levels of acetylated and detyrosinated MTs, which appeared disorganized (Figures 2A, 2B , and 2D). The potent depletion of TACC3 also resulted in changes in cell diameter compared with control siRNA-treated SK-N-SHs, which were not observed in EB1-depleted cells (Figures 2A, 2B , S3F, and S3G). The use of the second, less potent siRNA (siTACC3-II) resulted in intermediate phenotypes (Figures 2A, 2B , 2D, S3F, S3G), establishing a dose-dependent effect of TACC3 loss on the organization of stable MTs and cell diameter. To confirm that these were not off-target effects, we rescued TACC3 expression in TACC3-I siRNA-treated SK-N-SHs ( Figure 2E ). Due to species incompatibility between TACC3 and detyrosinated tubulin antibodies, we stained for acetylated tubulin, as both modifications arise on stable MTs (Figure 2A ). IF imaging and quantification showed that restoring TACC3 expression reversed the effects of TACC3 depletion on acetylated MTs and cell diameter ( Figures 2F-2H ). Finally, we used the Golgi as an additional readout for the effects of TACC3, as the Golgi is dependent on MTs to maintain its organization (Chabin-Brion et al., 2001; Procter et al., 2018) . IF imaging and measurements of the area stained by the trans-Golgi marker TGN46 revealed that TACC3 depletion resulted in a significant increase in TGN area (Figures 2I and 2J) . Changes in cell diameter and TGN area were not observed in cells depleted of EB1 ( Figures S3G and S3H ), and these phenotypes were reversed by restoring TACC3 expression in TACC3-I siRNAtreated cells (Figures 2I and 2J) . Phenotypes were only partially rescued, as we transiently reintroduced TACC3 expression for just the final day of siRNA treatment.
TACC3 Regulates chTOG Localization and MT Plus-End Growth in Interphase Cells
We next explored how TACC3 could exert these effects on MT organization and whether it exhibited cell-specific differences in functionality between SK-N-SHs or NHDFs. Given its established functions at centrosomes and spindle poles during mitosis, we examined whether TACC3 exerted effects on centrosomes or MT nucleation in interphase cells. NHDFs or SK-N-SHs were transfected with control or TACC3-I siRNA. Staining for both pericentrin and γ-tubulin, together with measurements of pericentrin fluorescence intensity, showed that TACC3 loss did not grossly affect centrosomes in either cell type, although subtle changes cannot be ruled out ( Figure S4A ). Moreover, tyrosinated tubulin staining suggested that overall MT organization and cell shape were largely unaffected in NHDFs, while SK-N-SHs again exhibited changes in MT organization and morphology upon TACC3 depletion. This provided the first evidence of potential cell-specific differences in TACC3 function.
To test the effects on MT nucleation, we examined the repolymerization of MTs in nocodazole washout assays. siRNA-treated cells were incubated with 10 μM nocodazole to depolymerize MTs, followed by washout and staining for α-tubulin. In NHDFs, TACC3 depletion had no significant effect on tubulin levels at centrosomes or the average area of new MTs extending from centrosomes compared with controls ( Figures S4B and S4C) . Similar results were observed in SK-N-SHs, although high levels of α-tubulin throughout the cytosol made it challenging to accurately quantify the area of new MTs ( Figure S4D ). However, these MTs were also acetylated, and quantifying their area showed that, like NHDFs, TACC3 depletion had no significant effect on the formation of new MTs in SK-N-SHs ( Figures S4E and S4F ).
As TACC3 did not significantly affect MT nucleation, we next tested whether it affected MT plus-end dynamics. As a central plus-end recognition factor, EB1 proteins form a comet-like staining pattern as they track growing MT tips (Akhmanova and Steinmetz, 2015) . In SK-N-SHs, TACC3-I and TACC3-II siRNAs revealed a dose-dependent effect of TACC3 depletion on the number of EB1 comets per cell, which also correlated with an increase in detyrosinated MTs ( Figures 3A and 3B ). Fluorescence intensity comparisons further highlighted the correlation between the degree of TACC3 loss and reductions in EB1 staining across individual cells ( Figure S5A ). Similar effects of TACC3 depletion on EB1 staining were observed in NHDFs ( Figures S5B-S5D ), suggesting that TACC3 regulates MT dynamics in both cell types. We further confirmed changes in MT dynamics by performing time-lapse fluorescence microscopy using NDHFs that stably express GFP-CLIP170 (Procter et al., 2018) . CLIP170 tracks grow MT plus-ends in a manner that is both EB1 dependent and independent (Dixit et al., 2009) , making it ideal to study broader MT behavior. In control siRNA-treated NHDFs, GFP-CLIP170 exhibited typical plus-end tracking behaviors ( Figure S5E ; Video S1). However, TACC3 depletion caused notable changes in CLIP170 behavior. In some instances, GFP-CLIP170 extended down the lattice of MTs that did not appear to grow or shrink. Beyond these, the number of GFP-CLIP170 comets was reduced, and the comets that formed were slower and more elongated. This demonstrated that TACC3 influenced MT plus-end growth as suggested by EB1 staining.
To validate siRNA-based findings, we used a dominant-negative approach. GFP-or FLAGtagged TACC3 forms aggregates that recruit the MT polymerase chTOG (Gergely et al., 2000; Lee et al., 2001) . Based on this, we postulated that tagging may generate a dominantnegative TACC3 that sequesters chTOG. In line with this, the expression of untagged TACC3 did not result in the formation of aggregates, while the expression of FLAG-tagged TACC3 formed aggregates in both SK-NSHs and NHDFs ( Figures 3C-3E , S5F, and S5G). In SK-N-SHs, FLAG-TACC3 expression resulted in the elongation of EB1 comets ( Figure  3F ). However, these effects proved difficult to quantify, as this dominant-negative approach was less effective in SK-N-SHs, likely due to their high basal levels of TACC3 expression. More robust and readily quantifiable effects were observed in NHDFs that express lower levels of endogenous TACC3. Compared with controls, FLAG-TACC3 expression resulted in both a decrease in the number of EB1 comets per cell and an increase in the length of EB1 comets, which is indicative of a reduction in the number and growth rate of dynamic MTs, respectively ( Figures S5H-S5J ). FLAG-TACC3 expression also caused an increase in acetylated MTs in NHDFs ( Figure S5K ), suggesting an increase in PTMs accumulating on less dynamic MTs. Cumulatively, these data demonstrated that TACC3 regulated MT plusend dynamics in both cell types.
We next confirmed that our FLAG-TACC3 dominant-negative approach did indeed sequester chTOG. To accommodate costaining, a mouse anti-FLAG antibody that generates more background signal had to be used. Despite this, aggregates of FLAG-TACC3 were readily discernible in both cell types, and chTOG was sequestered within these aggregates (Figures 3G and S6A) (Gergely et al., 2000) . Testing the effects of TACC3 depletion, WB analysis showed that the total abundance of chTOG was unaffected in either SK-N-SHs or NHDFs ( Figures 3H and S6B ). However, IF imaging and quantification showed that chTOG accumulated in the nucleus in TACC3-depleted cells ( Figures 3I, 3J , S6C, and S6D), similar to the reported effects of Alp7 deletion in yeast (Ling et al., 2009; Sato and Toda, 2007) . While these cells are relatively flat and well suited to single-plane widefield imaging, we confirmed the nuclear accumulation of chTOG in TACC3-depleted cells using confocal microscopy and maximum projection z stacks ( Figures 3K, 3L , S6E, and S6F; Video S2). These approaches revealed that TACC3 regulates the cytoplasmic localization of chTOG, with the loss of TACC3 resulting in its nuclear localization, while dominant-negative TACC3 sequestered chTOG in the cytoplasm.
TACC3 Regulates Infection and Kinesin-1-Based Trafficking in SK-N-SHs
Our data to this point showed that TACC3 perturbations resulted in similar defects in MT plus-end growth and induced acetylated MTs in both SK-N-SHs and NHDFs. Acetylation occurs rapidly and is not exclusive to stable MTs. By contrast, dysregulation of stable detyrosinated MT networks and changes in cell morphology only occurred in SK-N-SHs. This suggested that while TACC3 broadly regulates MT dynamics, it has cell-specific functions that control stable MTs in SK-N-SHs and may influence HSV-1 infection. 
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To test this, we treated NHDFs or SK-N-SHs with control or TACC3 siRNAs and then infected them with HSV-1. IF imaging and quantification showed that TACC3 depletion caused a significant decrease in the number of nuclei expressing the viral protein ICP4 and in the accumulation of VP5 + viral particles around the nuclei of either NHDFs or SK-N-SHs ( Figures 4A, 4B , and S6G, and S6H). While its effects on MT dynamics would make it predictable that TACC3 depletion would affect infection in NHDFs, infection was also impaired in TACC3-depleted SK-NSHs. Notably, using the same assays, EB1 depletion did not affect either ICP4 expression or virus accumulation around the nucleus in SK-N-SHs ( Figures 4C and 4D ).
Next, we tested whether effects on HSV-1 infection in SK-NSHs reflected defects in virus entry or trafficking. We stained siRNA-treated cells infected with HSV-1 for the viral glycoprotein gB together with the capsid protein VP5 (Figures 4E and 4F) . As described earlier, VP5 capsids that do not co-stain for gB represent fused particles. Compared with controls, TACC3 depletion caused an initial reduction in the number of fused particles in the cytosol at 30 min post-infection, but a sizeable number of fused particles were detectable by 60 min (Figures 4E and 4F ). This suggested that TACC3 depletion slowed but did not block HSV-1 entry. To test whether TACC3 also affected the trafficking of HSV-1 particles that eventually enter the cytosol, we infected siRNA-treated SK-N-SHs with HSV-1 carrying a GFP-tagged virion protein, VP26 (Desai and Person, 1998) . Live-cell video microscopy showed that in control siRNA-treated cells, early in the entry process (30 min), virus particles were distributed throughout the cell and exhibited bidirectional short-and longrange movements. By 60 min, many particles had reached the nucleus, where they dock and become static ( Figure 4G ; Video S3). Particle tracking further showed that viruses that were still motile exhibited net retrograde movement toward the nucleus (Figures 4H and 4I ). By contrast, in TACC3-depleted cells, many virus particles remained at the cell periphery at both 30-and 60-min time points, in line with the slower entry detected using fixed imaging approaches. Moreover, particle tracking showed that motile viruses exhibited net anterograde movement away from the nucleus ( Figures 4H and 4I ), suggesting increased kinesin-based movement in TACC3-depleted cells. In addition, virus particles near the nucleus appeared to be distributed throughout the enlarged detyrosinated MT network formed in TACC3-depleted cells.
Tubulin detyrosination reduces dynein and increases kinesin-1 affinity and motor processivity on MTs (Cai et al., 2009; Dunn et al., 2008; Liao and Gundersen, 1998; McKenney et al., 2016) . As such, the changes in abundance and organization of detyrosinated MTs in TACC3-depleted SK-N-SHs may favor kinesin-1 activity and impair the inward transport of virus particles. If this were the case, then suppressing kinesin-1 activity should rescue infection in TACC3-depleted cells. To test this, we treated ssSK-N-SHs with TACC3-I siRNAs, either alone or in combination with siRNAs targeting the kinesin-1 heavy-chain isoform Kif5B ( Figure 5A ). IF analysis of siRNA-treated cells suggested that TACC3 depletion did not cause gross defects in Kif5B localization, although more subtle effects cannot be ruled out ( Figure 5B ). Cultures were then infected with HSV-1 and fixed at 4 h post-infection (hpi), followed by co-staining with VP5 and gB. IF analysis and quantification showed that in control cells, fused viral particles accumulated at specific regions of the nuclear periphery ( Figures 5C and 5D ). This pattern of accumulation was 
Author Manuscript reduced in TACC3-depleted cells, but this defect was rescued by Kif5B depletion. We also examined effects on virus movement. siRNA-treated cells were infected with HSV-1 GFP-VP26 virus for 60 min to allow the fusion of a significant fraction of virus under all conditions, followed by live-cell video microscopy. Time-lapse imaging and particle tracking revealed that in control siRNA-treated cells, virus particles exhibited net retrograde movements and accumulated around the nuclear periphery ( Figures 5E-5G ; Video S4). While TACC3 depletion again impaired virus movement and translocation to the nucleus, these defects were rescued in TACC3-I siRNA-treated cells by depleting Kif5B (Figures 5E-5G ; Video S4).
These findings suggested that TACC3 regulates the organization of detyrosinated MT networks that control kinesin-1-based trafficking pathways exploited by HSV-1, but that may also affect the trafficking of cellular cargoes. To test this, we examined transferrin uptake and localization. Following endocytosis, transferrin-containing endosomes enter the recycling endosomal pathway, whereby endosomes undergo either fast recycling to the plasma membrane or slow recycling to the perinuclear endocytic recycling compartment (Xie et al., 2016) . Furthermore, transferrin is known to be recycled from perinuclear regions to the cell periphery on detyrosinated MTs by kinesin-1 (Lin et al., 2002) .
We examined the sensitivity of Alexa Fluor 647-transferrin uptake and sorting to the perinuclear space in nocodazole-treated SK-N-SHs. While overall, Alexa Fluor 647transferrin intensity was partially decreased at 500 nM nocodazole, suggesting that dynamic MTs maximize the degree of transferrin uptake, it continued to accumulate at the perinuclear space ( Figures 6A and 6B) . By contrast, at 10 μM nocodazole, both transferrin uptake and sorting to the nuclear periphery were impaired. It is important to note that although images show a very strong reduction in the intensity of transferrin accumulation at this perinuclear region in cells treated with 10 μM nocodazole, the presence of randomly localized and diffuse transferrin-positive vesicles underestimates this effect in quantification approaches.
To examine the effects of TACC3 depletion and the role of kinesin-1, we added Alexa Fluor 647-transferrin to siRNA-treated SK-N-SHs, followed by time-lapse fluorescence microscopy. While Kif5B is the dominant isoform in many cell types, and its depletion rescued HSV-1 infection, we depleted TACC3 alone or in combination with either Kif5B or all three Kif isoforms (A, B, and C) ( Figure 6C ). Time-lapse imaging showed that in control cells, transferrin trafficked along cellular projections into and out of the broader cytoplasmic space, and it concentrated in specific perinuclear regions ( Figure 6D ; Video S5). This would be expected for both fast recycling and entry into late endosomal pathways. In TACC3depleted cells, transferrin uptake appeared reduced, and transferrin that was taken into cells did not concentrate at perinuclear regions. However, co-depletion of either Kif5B alone or Kif5A-Kif5C largely restored the uptake and accumulation of transferrin at perinuclear regions. This demonstrated that similar to HSV-1, the depletion of Kif5B alone was sufficient to rescue defects in transferrin trafficking caused by the loss of TACC3. We confirmed these observations by staining fixed cells for detyrosinated tubulin, directly imaging and quantifying the accumulation of Alexa Fluor 647-transferrin at perinuclear sites ( Figures 6E and 6F ). This further demonstrated how transferrin penetrated deeper into the enlarged detyrosinated MT networks to reach the perinuclear space in TACC3-depleted cells when Kif5B was co-depleted ( Figures 6E and 6F) .
Notably, the perinuclear accumulations of transferrin in TACC3 and Kif5B co-depleted cells were more enlarged than those in control cells. Staining of fixed cells showed that depletion of Kif5B did not reverse the effects of TACC3 depletion on detyrosinated MTs or the enlargement of cells ( Figure 6E ). Moreover, Kif5B depletion did not rescue the effects of TACC3 depletion on Golgi size (Figures 6G and 6H ). This suggested that kinesin-1 did not influence cell shape or Golgi organization that is largely controlled by MTs directly, but it played an important role in how cellular and pathogenic cargoes reach the perinuclear space in the presence of detyrosinated MT networks that are controlled by TACC3.
DISCUSSION
The importance of EB proteins in regulating MT dynamics is well characterized across many cell systems (Akhmanova and Steinmetz, 2015) . In line with our own previous studies , EB1 and CLIP170 play critical roles in mediating early HSV-1 infection in human fibroblasts, wherein virus transport is mediated by dynamic MT capture. However, neither CLIP170 nor EB1, along with other EB family members, were required for HSV-1 infection in SK-N-SHs. This led us to discover that EB proteins do not detectably affect the formation of detyrosinated MT networks and HSV-1 translocation to the nucleus in these cells. It is important to note that these observations do not rule out more subtle roles for EB proteins. However, they reveal how the importance of EB proteins differs across cell types and processes, in which other MT regulators can play more dominant roles. EB1 and EB3 play distinct and very specialized roles during mitosis and cytomegalovirus infection (Ban et al., 2009; Ferreira et al., 2013; Procter et al., 2018) . Despite our extensive knowledge of EB proteins, much remains to be learned about the contributions of other factors that control MT plus-end dynamics.
Despite recent evidence that TACC3 exhibits autonomous +TIP activity, our understanding of how and when it functions outside mitosis is limited. In Xenopus embryos, XTACC3
regulates the recruitment of XMAP215 (chTOG) to MT plus-ends to control filament dynamics and axon elongation (Nwagbara et al., 2014) . Similar functions are suggested in yeast, in which Alp7 (TACC3) also regulates the cytoplasmic and nuclear localization of Alp14 (TOG) (Ling et al., 2009; Sato and Toda, 2007) . Our findings show that TACC3 similarly controls chTOG localization and promotes MT plus-end growth in human fibroblasts and neuronal cells. Perturbing TACC3 activity did not affect the initial regrowth of MTs, yet it significantly reduced the levels of EB1 comets and altered CLIP170 tracking behavior. This is reminiscent of its functions in mitotic spindle formation and suggests that TACC3 predominantly acts to promote MT polymerization in the cytosol after nucleation, where growing MT ends are then tracked by other +TIPs such as EB1. Once at MT plusends, however, the functional importance of EB1 varies with cell type and context.
Although TACC3 regulates MT dynamics in both cell types tested, we find that it also has cell-specific functions. Unlike NHDFs that harbor a high proportion of dynamic MTs, perturbing TACC3 functionality in SH-N-SHs resulted in the formation of extensive stable, detyrosinated networks, accompanied by changes in cell morphology. Kif5B co-depletion did not reverse the effects of TACC3 knockdown on detyrosinated MTs, nor did it rescue changes in cell or Golgi morphology that are predominantly controlled by the MT filaments themselves. By contrast, defects in HSV-1 and transferrin uptake and localization to the perinuclear space were rescued by the co-depletion of Kif5B, suggesting that the improper organization of detyrosinated MTs disrupts cargo sorting pathways by biasing MT-based transport toward outward-directed motors. This adds support to prior studies suggesting that kinesin-1 has a higher affinity for or activity on detyrosinated MTs (Cai et al., 2009; Dunn et al., 2008; Liao and Gundersen, 1998) , including in the transport of transferrin (Lin et al., 2002) . Moreover, our findings suggest that a critical function of TACC3 is to regulate the balance of dynamic and stable MTs in interphase cells, which affects cell shape and the motor-based transport of cargoes.
STAR★METHODS LEAD CONTACT AND MATERIALS AVAILABILITY
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Derek Walsh (derek.walsh@northwestern.edu). All unique/ stable reagents generated in this study are available from the Lead Contact without restriction. University, Chicago, IL), originally isolated from a female with neuroblastoma, were cultured in DMEM containing 10% FBS, 1% L-Glutamine, and 1% penicillin-streptomycin. All cells were maintained at 37°C, 5% CO 2 . For all experiments, low passage NHDF (less than passage 25) or SK-N-SH (less than passage 7) cells were used. NHDFs stably expressing eGFP-CLIP170 were described previously (Procter et al., 2018) and cultured as described above.
EXPERIMENTAL MODEL AND SUBJECT DETAILS
Cell lines-Certified
Virus strains-Wild-type HSV-1 strain F and HSV-1 K26GFP (Dr. Prashant Desai, Johns Hopkins University, Baltimore, MD) were propagated by infecting Vero cells in DMEM containing 1% FBS, 1% l-glutamine, and 1% penicillin-streptomycin (Desai and Person, 1998; Naghavi et al., 2013) . Once > 90% cytopathic effect was observed, infected cells were scraped into culture medium and lysed by three rounds of freeze-thawing. Cell debris was removed by centrifugation. Virus was titrated by serial dilution and infection of Vero cells, followed by plaque counting. Vesicular Stomatitis Virus (VSV) was grown and titrated on BSC40 cells as described previously (Malikov et al., 2015) .
METHOD DETAILS
siRNAs and plasmids-siRNAs used in this study were obtained from Thermo Fisher Scientific: control (Cat# AM4635), EB1 (3891), EB2 (21079, 136575), EB3 (19984), CLIP-170 (142517) , TACC3 (135672, 3056) , KIF5A (s7837), KIF5B (s731), KIF5C (s7842). For siRNA transfections, SK-N-SHs cells were plated in a 6-well plate and transfected the next day at 60% confluency with 150 pmol/ml siRNA using RNAiMax (Thermo Fisher Scientific). Efficient knockdown of protein levels in SK-N-SHs required a second round of siRNA treatment, 3 days after the first. Two days after this second treatment, cells were split into 12 well plates and the following day cells were infected or processed as described in the main text. For NHDFs, a single round of siRNA treatment with 150 pmol/ml siRNA for 3 days was sufficient for maximal knockdown, after which time cultures were infected or processed as described. For co-depletion experiments involving multiple siRNAs, 150 pmol/ml of each siRNA was used. All samples were treated with the same amount of siRNA, adjusting total amounts using control non-targeting siRNA. For plasmid transfections, the vector containing GFP-tagged TACC3 (pBRAIN-GFP-TACC3-KDP-shTACC3, obtained from Stephen Royle via Addgene) was transfected or electroporated into cells as described below. To generate FLAG-tagged TACC3, human TACC3 was PCR amplified from pBRAIN-GFP-TACC3-KDP-shTACC3 using the following primers containing AgeI and BamHI restriction sites:
Forward: 5′GCAACCGGTGCCACCATGGACTACAAAGACGATGACGACAAGAGTCTGCAGGT CTTAAAC 3′
Reverse: 5′GCAGGATCCTTATCTAGAGATCTTCTC 3′
To generate untagged TACC3, human TACC3 was PCR amplified using the following primers containing NotI and AgeI restriction sites:
Forward: 5′GCAGCGGCCGCGCCACCATGAGTCTGCAGGTCTTAAAC 3′
Reverse: 5′GCAACCGGTTTAGATCTTCTCCATCTTGGA 3′
The PCR product was purified, digested and ligated into the retroviral vector pQCXIP (Clontech). All inserts were verified by sequencing at the Northwestern University Sequencing Core. For transient expression of GFP-TACC3 or Flag-TACC3 in cells, SK-N-SHs were transfected with 1 μg DNA using Lipofectamine 3000 (Thermo Fisher Scientific) and imaged or processed after 3 days. NHDFs were electroporated with 2 μg of DNA using Amaxa™ 4D-Nucleofector™ (Lonza) according to the manufacturers protocol for human dermal fibroblasts, and imaged or processed after 1 day. Retroviral vectors expressing untagged or FLAG-tagged forms of TACC3 were produced by transfecting Phoenix-Ampho cells with pQXCIP vectors described above. Cell culture medium was changed 1 day after transfection. Supernatant containing virus was collected 2 days post-transfection and filtered through a 0.45mM filter. For transient expression approaches, SK-N-SHs were transduced with retroviruses expressing FLAG-TACC3, untagged TACC3 or empty pQCXIP control, in the presence of polybrene to increase infection efficiency. Cells were washed in PBS and 
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Author Manuscript fresh media without polybrene was added 5 h post transduction. In order to rescue TACC3 levels in siRNA-treated SK-N-SHs, cultures were split from a 6 well plate to a 12 well plate 1 day after the second round of siRNA transfection (described above). The following day, the SK-N-SHs were transduced with the indicated retroviral vectors. One day post transduction, the cells were treated or analyzed as described in the manuscript.
Chemicals and nocodazole treatments-Actinomycin D (MP Biomedicals) was used at a concentration of 1 μg/ml. Bafilomycin A1 (Sigma; B1793) was used at a concentration of 100 nM. Cells were treated with DMSO solvent control or 10 μM nocodazole for 3 hours to depolymerize MTs prior to infection. To limit effects to dynamic MTs, cells were treated with 500 nM nocodazole for 2 hours prior to infection. In all cases the total amount of DMSO present was equivalent in all samples. For infections, cells were then infected with HSV-1 at MOI 10 for 5 hours. Cells were then lysed and analyzed by western blotting as described below. For immunofluorescence, cells were seeded onto coverslips in a 12 well plate prior to nocodazole treatment. To image incoming virus particles through VP5 staining, it was first necessary to prevent de-novo production of VP5. To do this, 1 hour prior to infection the cells were treated with 1 μg/ml actinomycin D. Cells were then infected at MOI 20 for 4 hours and fixed in ice-cold methanol and stained with indicated antibodies. Cells were imaged as described below. For nocodazole washout assays, NHDFs or SK-N-SHs were seeded onto coverslips in a 12 well plate. The following day, 10 μM nocodazole was added for 6 hours to ensure complete depolymerization of MTs. After 6 hours, cells were washed with PBS and fresh medium was added to cells for the indicated times before fixing in ice-cold methanol. Fixed cells were then stained and imaged as described below and in the main text. The area of MT regrowth after nocodazole washout was determined using the ImageJ threshold area function. Identical thresholds were set across all conditions.
Western Blot analysis-For WB analysis, cells were lysed in Laemmli buffer (62.5 mM Tris-HCl at pH 6.8, 2% SDS, 10% glycerol, 0.7 M β-mercaptoethanol). Samples were then boiled for 3 min and resolved using a 10% SDS-PAGE gel. Gels were transferred onto nitrocellulose membranes at 57 V for 1 hour. Membranes were then blocked by rocking for 1 h at RT in 5% non-fat milk diluted in TBS containing 0.1% Tween (TBS-T). Blots were then rinsed in TBS-T and incubated with the indicated primary antibody diluted in 3% BSA/ TBS-T overnight at 4°C. The following day, membranes were washed in TBS-T and incubated with appropriate HRP-conjugated secondary antibodies diluted in 5% milk/TBS-T for 1 h at RT. Membranes were then washed in TBS-T, incubated with Pierce ECL Western Blotting Substrate (Thermo Fisher Scientific), and exposed on X-ray film. Densitometry analysis was performed on scanned films using ImageJ Gel Analyzer. Adjusted relative density was calculated using β-actin as a loading control.
Fixed and Live Cell Microscopy-For all immunofluorescence (IF) experiments, cells
were seeded onto glass coverslips in a 12 well plate. Prior to fixation, cells were quickly rinsed in PBS. Cells were then fixed in ice cold methanol for 7 minutes and rinsed in PBS. Samples were blocked for 1 hour at 37°C in PBS containing 10% FBS and 0.25% saponin, and then incubated overnight at 4°C with the indicated primary antibodies diluted in PBS containing 10% FBS and 0.025% saponin. Samples were then washed in PBS containing 0.025% saponin (wash buffer) three times for 5 minutes, and then incubated for 1 hour at RT with appropriate Alexa Fluor-conjugated secondary antibodies diluted in PBS containing 10% FBS and 0.025% saponin. Samples were then incubated with Hoechst 33342 (Thermo Fisher Scientific 62249) in wash buffer before two subsequent washes. The coverslips were then mounted on slides using FluorSave (EMD Millipore, 345789) and imaged by wide field microscopy using a Leica DMI6000B-AFC microscope. Cells were imaged using a 100x objective (HC PL APO 100 3 /1.44 NA oil), an ORCA-FLASH 4.0 cMOS camera, and MetaMorph software. Images were processed and analyzed using ImageJ software, with equivalent settings used for processing any given dataset. For time-lapse microscopy, cells were seeded onto four-compartment 35 mm glass-bottom dishes (Greiner Bio-One). Immediately before imaging, media was changed to Leibovitz's L-15 Medium without phenol red (Thermo Fisher Scientific) supplemented with 2 mM L-Glutamine and 5% FBS. Cells were then imaged using a Leica DMI6000B-AFC microscope with an environmental chamber (InVivo) at 37°C using a 100x objective. For confocal microscopy, images were acquired using a motorized spinning-disc confocal microscope (Leica DMI 6000B) with Yokogawa CSU-X1 A1 confocal head and confocal z stacks were acquired at 0.2 μm intervals. Maximum intensity Z-projections were generated using ImageJ software. For live cell video microscopy of viral particles, cells were infected with HSV-1 K26GFP at MOI 100 in L-15 medium. Cells were then immediately imaged at 1 s intervals for 4-5 minutes.
To quantify virus particle motility, individual particles were manually tracked for at least 10 s. Virus particle displacement relative to the nucleus was calculated between first and last frame of the track.
For live-cell analysis of GFP-CLIP170 or GFP-TACC3, cells were imaged at 500 ms intervals for 1 minute. For transferrin imaging, cells were incubated with 25 mg/ml Alexa Fluor 647-conjugated transferrin (Thermo Fisher Scientific) for 30 min at 37°C . For fixed analysis, cells were fixed in ice-cold methanol, co-stained with the indicated antibodies and imaged as described above. For live-cell analysis, medium was changed to fresh L-15 medium prior to imaging. Images were acquired at 500 ms intervals for 30 s.
Image Analysis and Quantification-To quantify EB1 comet numbers in fixed cells, identical thresholds for EB1 staining were set across all conditions. The indicated number of cells were manually outlined using tyrosinated-tubulin staining. The number of comets within the outlined area was determined using the particle analysis function in ImageJ. For analyzing EB1 comet length in fixed cells, the line-scan function of ImageJ was used to measure fluorescence intensity of EB1 staining along individual microtubules. Line-scans were normalized and aligned in Excel prior to analysis (Procter et al., 2018) . To quantify chTOG levels in the nuclei of fixed cells, the corrected total fluorescence intensity of nuclear chTOG was averaged across the indicated number of cells. To obtain corrected total fluorescence intensity, nuclei were manually outlined using Hoechst staining and these outlines were applied to corresponding images of chTOG staining. ImageJ was used to calculate the integrated density and area of each outlined region, along with the mean gray value of background. The product of the mean gray value of the background and the area of each region was subtracted from the region's integrated density to give the corrected total fluorescence intensity.
Corrected total fluorescence intensity = Integrated Density − (Area × mean grey value o f background)
The same calculation was used to determine corrected total fluorescence intensity of cytoplasmic TACC3 (using whole cell area excluding area of Hoechst staining) and perinuclear transferrin (using a fixed circular area adjacent to the nucleus). The area of TGN46 staining was quantified using the ImageJ threshold area function. Identical thresholds were set across all conditions. To quantify cell diameter, a line was measured perpendicular to the nucleus from one cell edge to the other, using b-actin or overexposed acetylated-tubulin staining to determine cell bounds.
For analyzing HSV-1 infectivity in fixed cells by IF, two approaches were used. First, cells were infected with HSV-1 at MOI 20 for 4 hours. Fixed cells were stained for HSV-1 immediate early protein ICP4 along with Hoechst. Second, cells were treated with 1 μg/ml actinomycin D for 1 hour prior to infection to prevent de-novo production of HSV-1 capsid protein. Cells were then infected as described above and fixed at 4 hours post infection. Fixed cells were stained for VP5 and Hoechst. The indicated number of nuclei were assessed manually for ICP4-expression or VP5 accumulation at the nucleus relative to the control condition. To examine efficiency of virus entry, cells were infected with HSV-1 at MOI 30 for 30 and 60 minutes. Fixed cells were stained for HSV-1 glycoprotein gB and capsid protein VP5. As a control for visualizing virus prior to entry, cells were infected at MOI 30 for 1 hour at 4°C before being fixed and stained for gB and VP5. To quantify fraction of viral particles that had entered the cell, the number of green VP5 particles was divided by the total number of viral particles, which included both green VP5 particles and yellow (green VP5 and red gB colocalizing) particles. 
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QUANTIFICATION AND STATISTICAL ANALYSIS
Data were analyzed using GraphPad Prism 7 and results are shown as mean ± standard errors of the mean. Independent sample t tests were used to assess statistical significance, with p values less than 0.05 considered as significant. Number of biological replicates are indicated in the figure legends. Cell Rep. Author manuscript; available in PMC 2020 January 24.
Highlights
