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In this paper we study the pressure drop in a hydraulic fracture after shut-in of a water injection well. The
pressure transient behavior depends on fracture closure, lateral stress, rock elasticity and fracture ﬂuid
leak-off. Under the assumption that horizontal cross-sections of a vertical fracture do not depend on
the vertical variable, we formulate a mathematical model which allows for determination of both pore
pressure and elastic rock displacements jointly with the fracture aperture and fracture ﬂuid pressure.
An analytical consideration is performed for the case of an ideal very long fracture with the same aperture
along its full length. In the general case, fracture closure is analyzed numerically.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
It is well established that well fracturing may occur while a
large volume of water is injected to maintain an oil production
pressure. One way to determine the dimensions of the induced
fractures is to analyze the pressure transient data for these wells
(Cinco-Ley and Samaniego, 1981). A number of papers is dedicated
to the injection fall-off test analysis which offers one of the cheap-
est ways to determine the dimensions of induced fractures. The
goal of the present paper is to contribute to this study.
The theories developed (Nolte, 1986) are not sufﬁciently ad-
vanced to put together fracture closure, pressure distribution along
the fracture, leak-off rate through the fracture faces, regional stres-
ses, etc. It is due to the lack of a good mathematical model that one
should formulate a hypothesis that the ﬂow near the crack is split
into ‘‘storage’’, ‘‘linear’’, ‘‘bilinear’’ and ‘‘radial’’ regimes in the
course of time, without knowledge of the regime durations
(Economides and Nolte, 2000). As for the Khristianovich–
Zheltov–Geertsma–de Klerk (KGD) model and the Perkins–Kem–
Nordgren (PKN) model (Adachi et al., 2007) they permit to relate
the fracture aperture with the fracture pressure but under the
strong assumption that rock stress ﬁeld does not depend on pore
pressure distribution. We do not make assumptions on ﬂow
regimes; in our approach, the ﬂow regime and the solid matrix
deformations interact and can be deﬁned only simultaneously.Here, we study a ﬂow of a ﬂuid between the fracture faces
jointly with the ﬂow through a porous medium taking into account
that the medium is elastic. In this way we ﬁnd directly the pore
pressure, the rock stress and the fracture pressure without any
simpliﬁed leak-off hypotheses like the Carter formula (Economides
and Nolte, 2000). We restrict ourselves to the case of a fracture of
ﬁxed size. We do not concern fracture stimulation; our goal is
rather to relate the fracture closure with the pressure drop after
injection shut-in.2. A mathematical model
We consider a vertical hydraulic fracture of ﬁxed height 2H and
ﬁxed length 2L extending along the x- axis with z being the vertical
variable, Fig. 1. The fracture is open in the y-direction due to the
ﬂuid injection at the center of the coordinate system ðx; yÞ. In what
follows, we restrict ourselves to the displacements in the plane
z ¼ 0, Fig. 2, assuming that all the cross-sections by the planes
z ¼ H1, jH1j 6 H, are effectively identical.
The poroelastic material near the fracture is considered to be a
homogeneous permeable medium which is governed by Biot
(1956) equations. At the instant t, each inﬁnitesimal volume centered
at the point x is characterized by the solid phase displacement uðt;xÞ,
the ﬂuid phase displacement vðt;xÞ and the pore pressure pðt;xÞ.
It is assumed that pores are saturated by a single-phase Newto-
nian ﬂuid with efﬁcient viscosity and efﬁcient density which are
chosen to be representative of the multi-phase real ﬂuid. Many
authors apply the hypothesis that the injected ﬂuid and the forma-
tion ﬂuid are effectively the same (Adachi et al., 2007). We also ap-
ply such an assumption.
Nomenclature
H half of fracture height, cm
L half of fracture length, cm
h fracture depth, cm
p pore pressure, Pa
u solid phase displacement vector of poroelastic medium,
cm
v ﬂuid phase displacement vector of poroelastic medium,
cm
q Darcy velocity vector, cm/s
s effective stress tensor of poroelastic medium, Pa
E effective strain tensor of poroelastic medium, dimen-
sionless
u displacement of poroelastic medium along the x-variable,
cm
v displacement of poroelastic medium along the y-variable,
cm
w fracture aperture, cm
X vicinity domain of fracture
R domain radius, cm
Cl lateral boundary of domain
Cc fracture surface
/ formation porosity, dimensionless
/c fracture porosity, dimensionless
qf pore ﬂuid density, g=cm3
qs solid matrix density, g=cm3
kr formation permeability, mD
kc fracture permeability, mD
gr formation ﬂuid viscosity, cp
gc fracture ﬂuid viscosity, cp
E effective Young modulus of poroelastic medium, Pa
m effective Poisson ratio of poroelastic medium, dimen-
sionless
l effective shear modulus of poroelastic medium, Pa
k effective bulk modulus of poroelastic medium, Pa
a Biot coefﬁcient, dimensionless
S ﬂuid yielding capacity coefﬁcient, Pa1
kl lateral stress coefﬁcient, dimensionless
r1 lateral load, Pa
p1 lateral ﬂuid pressure, Pa
pg medium weight, Pa
Qv total injection rate, m3=day
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and / is the porosity. It is shown by Shelukhin and Eltsov (2012,)
that slow ﬂows are governed by the quasi-static Biot equations:
divs ¼ qg; q ¼  kr
gr
rp; q ¼ /qf þ ð1 /Þqs;
ðdivsÞi  @sij=@xj;
where s is the effective stress tensor, kr is the permeability, and gr is
the pore ﬂuid viscosity, g is the gravitation acceleration, qf and qs
are the ﬂuid phase density and the solid phase density respectively.
In the Biot theory, the tensor s is deﬁned as follows
s ¼ k  I þ 2lEðuÞ  ap  I;  ¼ trEðuÞ  EðuÞii  divu; ð1Þ
where Iij ¼ dij, EðuÞ is the strain tensor related to the ﬁeld u, 2EðuÞij ¼
@ui=@xjþ @uj=@xi, a is the Biot coefﬁcient, k and l are the elasticity
moduli, x ¼ x1; y ¼ x2; z ¼ x3.
Generally, the porosity / is a function of  and p, this is why one
can write the equality (Biot, 1955)
@/
@t
¼ a @
@t
þ Se @p
@t
;
where Se is the ﬂuid yielding capacity coefﬁcient. Due to incompress-
ibility of the pore ﬂuid, the ﬂuid mass conservation law becomes
@/
@t
þ divq ¼ 0:
By excluding q, one obtains that, outside the fracture, the ﬂow is
deﬁned by u and p which satisfy the system
divs ¼ qg; Se @p
@t
¼ div kr
gr
rp a @u
@t
 
: ð2Þ2H
x
z
y
Fig. 1. Fracture geometry.In application, S ¼ KbB0a1, where Kb is the bulk modulus of
rock frame drained of any pore-ﬁlling ﬂuid, B0 is the Skempton
coefﬁcient; the modulus k can be calculated by the formula
(Gassmann, 1951) k ¼ PþQ  2l, where
P ¼ 4l
3
þ ð1 /Þ½ð1 /ÞKs  Kb þ /KsKb=Kfð1 /Þ  Kb=Ks þ /Ks=Kf ;
Q ¼ /½ð1 /ÞKs  Kbð1 /Þ  Kb=Ks þ /Ks=Kf :
Here, Kf and Ks are the bulk moduli of the pore ﬂuid and mineral
matrix respectively, and l is the shear modulus.
Observe that the moduli k and l can be obtained by other
means. Given a Young modulus E and a Poisson ratio m for the
ﬂuid-saturated rock, one can use the formulas
k ¼ mEð1þ mÞð1 2mÞ ; l ¼
E
2ð1þ mÞ :
For simplicity, we assume that the displacements and pressure
are symmetrical relative to the plane y ¼ 0. Since we study dis-
placements in the plane z ¼ 0 only, we assume the displacement
vector u to be two-dimensional, u ¼ ðu1;u2Þ  ðu;vÞ. As is custom-
ary in the theory of linear elasticity, we assume that the fracture
lies in the line y ¼ 0 and occupies the segment L < x < L, with
wðt; xÞ ¼ vjy¼0 being half the fracture aperture. Introducing a
2 2 matrix EðuÞij ¼ 0:5ð@ui=@xjþ @uj=@xiÞ, (i; j– 3), and deﬁning
a 2 2matrix sij by formula (1), we project Eq. (2) onto the plane
z ¼ 0 to ﬁnd that the two-dimensional displacement u and the
pressure p satisfy the equations
divs ¼ 0; Se @p
@t
¼ div kr
gr
rp a @u
@t
 
; ðx; yÞ 2 X; ð3Þ
where L < a and
X ¼ fðx; yÞ : jxj < a;0 < y < bg:
At Cl ¼@X \ fy > 0g, a load r1 ¼ klpg is applied and a pore pres-
sure p1 is prescribed:
Cl : p ¼ p1; n  shni ¼ r1; s  shni ¼ 0;
ðshniÞi  sijnj: ð4Þ
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unit vector at Cl; kl is the lateral saturated rock pressure coefﬁcient,
gq is the saturated rock weight per unit volume, pg ¼ hgq, and h is
the fracture depth. The lateral pore pressure is calculated by the for-
mula p1 ¼ hqf g. When a 1 and b  1, the coefﬁcient kl can be
deﬁned by the formula
kl ¼ m1 mþ
að1 2mÞ
1 m
p1
pg
ð5Þ
which is explained in Appendix. Observe that the above formula
coincides with the Dinnik formula for the classical elastic medium
with a ¼ 0.
Outside the fracture, on the line y ¼ 0, the following symmetry
conditions are satisﬁed:
Cs ¼ fy ¼ 0; L < jxj < ag : @u
@y
¼ 0; v ¼ 0; @p
@y
¼ 0: ð6Þ
With Pðt; xÞ standing for the fracture pressure, we formulate the
force balance at the fracture as follows
Cc ¼ fy ¼ 0; jxj < Lg : p ¼ P; n  shni ¼ P; s  shni ¼ 0; ð7Þ
where n is the outward unit normal vector at @X \ fy ¼ 0g.
In the fracture ﬂuid mass conservation law
@w
@t
þ @ðwVÞ
@x
¼ q; w  v jy¼0 ð8Þ
the ﬂuid velocity Vðt; xÞ in the x-direction is obtained by averaging
the Poiseuille ﬂow (Batchelor, 1967):
V ¼ ð2wÞ
2
12gc
@P
@x
; ð9Þ
or alternatively,
V ¼  kc
/cgc
@P
@x
; ð10Þ
where gc is the fracture ﬂuid viscosity, /c is the fracture porosity,
and kc is the fracture permeability. Eq. (10) can be used in case
when sand concentration in the fracture ﬂuid is such that the notion
of fracture permeability becomes reasonable. Eq. (10) was applied
in Chekhonin and Levonyan (2012) for the case when a sand con-
centration is signiﬁcant.
As for the leakoff rate q, it is given by the Darcy law
q ¼  kr
gr
@p
@y

y¼0þ
;
with the assumption that one can neglect a ﬁlter cake at the inter-
face between the rock and the fracture; moreover, we assume that
densities and viscosities of the native rock ﬂuid and the fracture
ﬂuid ﬁltrate are effectively the same. Observe, that to ﬁnd q, one
should solve simultaneously equations of ﬂow in fracture and the
Biot poroelasticity equations. To avoid computations, most com-
mercial simulators use the Carter formula or another expressions
(Economides and Nolte, 2000).
To complete the formulation, one should set the initial data
t ¼ 0 : u ¼ u0ðx; yÞ; p ¼ p0ðx; yÞ: ð11Þ
In what follows, the functions u0; p0 will be identiﬁed by the injec-
tion rate which is zero for t > 0 and which is equal to Q0 on a time
interval ti < t < 0. Thus, to predict the pressure transient response
during fracture closure, one should solve problem (3)–(11) in the
domain X.3. Closure of a very long fracture
To test the above model, we consider an ideal very long fracture
such that the displacement of some part of the rock (x1 < x < x2)
occurs in the y-direction only, u ¼ ð0;vÞ, and both v and p do not
depend on the variable x. In this case, Eq. (3) become
0< y< b : ðkþ2lÞ@
2v
@y2
a@p
@y
¼ 0; Se @p
@t
¼ kr
gr
@2p
@y2
a @
2v
@y@t
: ð12Þ
The functions vðt; yÞ and pðt; yÞ satisfy the boundary conditions
y ¼ b : p ¼ p1; ðkþ 2lÞ
@v
@y
 ap ¼ r1; ð13Þ
y ¼ 0 : ðkþ 2lÞ @v
@y
 ap ¼ p; @v
@t
¼ kr
gr
@p
@y
: ð14Þ
It follows from Eq. (12) that there is a function bðtÞ such that
ðkþ 2lÞ @v
@y
 ap ¼ bðtÞ: ð15Þ
In fact, b does not depend on time, because b ¼ r1 due to the
boundary conditions (13). By differentiation with respect to time,
we ﬁnd that
ðkþ 2lÞ @
2v
@y@t
¼ a @p
@t
:
Thus, the second equation in (12) becomes
@p
@t
¼ A1 @
2p
@y2
; A1  kr=grSe þ a2=ðkþ 2lÞ : ð16Þ
Because of Eq. (15), the ﬁrst boundary condition in Eq. (14) is equiv-
alent to pjy¼0 ¼ r1. Hence, we arrive at the necessary leakoff condi-
tion r1 P p1.
Let us consider the initial data
p0 ¼ p1 þ
ðy bÞðp1  r1Þ
b
;
which satisfy the boundary conditions p0ð0Þ ¼ r1 and p0ðbÞ ¼ p1.
Clearly, the function p0 solves Eq. (16). Thus, the pore pressure does
not depend on time and is given by the formula p ¼ p0ðyÞ.
It results from the second equation in (14) that the fracture
closes by the formula
vjy¼0 ¼
d
2
 tkrðr1  p1Þ
bgr
;
where d is the initial aperture. One can verify easily, that
tc ¼ dgrb2krðr1  p1Þ
is the closure time. Observe, that the fracture pressure pjy¼0 does
not change with time during the fracture closing. Such a behavior
is governed by two coupled factors: the elastic compression of the
solid rock matrix and the leak-off of fracture ﬂuid into formation.
Notice that an inﬁnite fracture splits the plane into two semiplanes,
and the fracture closure occurs due to lateral load only. The above
exact solution demonstrates that these two factors are balanced
in such a way that the ﬂuid pressure in the fracture remains con-
stant during fracture closure. Peculiar features of an inﬁnite fracture
are one-dimensional ﬂuid ﬂow and the lack of stresses near the
ending points inherent in a ﬁnite fracture. As calculations reveal
in a general case, the fracture pressure does decrease during the
fracture closure.
xy
a
b
O L
Fig. 2. Fracture’s cross-section by the plane z ¼ 0.
x
y
aO L
Fig. 4. Isotropic lateral in situ stress applied to the circular outer boundary of the
problem domain.
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sure. For t > tc , the function vðt; yÞ and pðt; yÞ satisfy the same
Eqs. (12) and the same boundary conditions (13). Clearly,
pjt¼tc ¼ p0ðyÞ:
Instead of the boundary conditions (14), the function vðt; yÞ and
pðt; yÞ satisfy the conditions
y ¼ 0 : v ¼ 0; @p
@y
¼ 0:
By the same argument as above, one can verify that the function
P ¼ p p1 solve the boundary-value problem
@P
@t
¼ A1 @
2P
@y2
;
@P
@y
jy¼0 ¼ 0; Pjy¼b ¼ 0;
Pjt¼tc ¼
ðy bÞðp1  r1Þ
b
 PcðyÞ:
Let xkðyÞ (k ¼ 1;2;   ) be a basis in the Hilbert space L2ð0; bÞ, con-
sisting of the eigenfunctions of the boundary-value problem
@2
@y2
xk ¼ kkxk; @
@y
xk

y¼0
¼ 0; xkjy¼b ¼ 0:
With Pc given by the expansion series Pc ¼
P1
k¼0ckxk, we ﬁnd that
Pðt; yÞ ¼
X1
k¼0
ekktckxkðyÞ; kk ¼ 2pkb
 2
:
This solutions is analyzed with the use of Matematica 7 package.
Normally, one should truncate an inﬁnite series considering only
a ﬁnite number of ﬁrst N terms. The choice N is good if the inclusion
of the ðN þ 1Þ-th terms changes the result slightly. Calculations re-
veal that p falls exponentially to p1 for any y 2 ð0; bÞ as t !1. The
behavior of pjy¼0 with respect to time is illustrated in Fig. 3.
4. Numerical algorithm
Here, we address a numerical algorithm for calculation of the
fracture aperture at Cc which is embedded in a circular domain
x2 þ y2 < R2, with the lateral stress r1 applied at x2 þ y2 ¼ R2,
Fig. 4. In this case, the domain X and the boundary Cl are deﬁned
as follows:p
tt cO
p
Fig. 3. Sketch of pressure (pjy¼0) transient behavior for an inﬁnite fracture.X ¼ fx2 þ y2 < R2g \ fy > 0g; Cl ¼ @X \ fy > 0g:
It is not for sure that the same boundary conditions ﬁt well for frac-
ture initiation and fracture propagation. We do not address here
this very difﬁcult and interesting question. For simplicity we restrict
ourselves to the simplest case of a planar fracture paying attention
to such features as coupling of pore pressure and rock stress, lateral
load effect, and leak-off effect. However, the model has a potential
to incorporate the case of anisotropic lateral loads and a non-planar
fracture geometry.
To apply the ﬁnite-element method, we write a variational for-
mulation of the model developed above. First, we get rid of the
nonhomogeneous boundary conditions at Cl. Denoting
~u ¼ u ,x; ~p ¼ p p1; , 
ap1  r1
2ðkþ lÞ ;
we ﬁnd that
EðuÞ ¼ Eð~uÞ þ ,  I; s ¼ ~s r1  I; ~s  kð~uÞ  I þ 2lEð~uÞ  a~p  I:
One can verify easily that the functions ~u and ~p solve the boundary-
value problem
X : div~s ¼ 0; Se @
~p
@t
¼ div kr
gr
r~p a @~u
@t
 
; ð17Þ
Cl : ~p ¼ 0; n  ~shni ¼ 0; s  ~shni ¼ 0; ð18Þ
Cs :
@~u
@y
¼ 0; ~v ¼ 0; @~p
@y
¼ 0; ð19Þ
Cc : n  ~shni ¼ ~pþ r1  p1; s  ~shni ¼ 0; ð20Þ
Cc :
@~v
@t
¼ @
@x
~vkcðvÞ
gc
@~p
@x
 
þ kr
gr
@~p
@y
: ð21Þ
where kcð~vÞ ¼ ~v2=3 or kcð~vÞ ¼ kc=/c if fracture ﬂuid ﬂow is gov-
erned by Eq. (9) or Eq. (10) respectively.
With QaðtÞ being the volumetric ﬂow injection rate at the well
per unit fracture height ðm2=sÞ, we have the injection conditions
Cc :
~vkcð~vÞ
gc
@~p
@x

y¼0;x¼0
¼  ~vkcðvÞ
gc
@~p
@x

y¼0;x¼0þ
¼ 1
4
QaðtÞ: ð22Þ
In calculations, we assume that QaðtÞ is a step function vanishing for
t > ti. Given a total injection rate QvðtÞ, we have Qv ¼ 2HQa.
The initial data are as follows:
t ¼ 0 : ~u ¼ 0; ~p ¼ 0: ð23Þ
01
2
3
4
5
v/d
-1 -0.5 0 0.5 x/R
Fracture's disclosure Time = 33.4. h
Time = 66.7 h
Time = 99.9 h
Fig. 5. Dimensionless fracture aperture ð2v=dÞjy¼0 versus the dimensionless vari-
able x=R for different times. The curves from the top down correspond to 33.4 h,
66.7 h, and 99.9 h.
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tor function uðx; yÞ such that
wjCl ¼ 0; u  njCs ¼ 0: ð24Þ
Keeping in mind the boundary conditions at Cl; Cs; Cc , we multiply
the ﬁrst equation in Eq. (17) and the second equation in (17) by u
and w, respectively and integrate over the domain X. In this way
we arrive at the equalitiesZ
X
kdiv ~udivuþ 2lEð~uÞ : EðuÞ  a~pdivudxdy
¼
Z
Cc
ðr1  p1  ~pÞu  ndx;
Z
X
Se
@~p
@t
þ adiv @~u
@t
 
wþ kr
gr
r~p  rw
 
dxdy
¼
Z
Cc
w
@ð~u  nÞ
@t
þ ð~u  nÞkcð~u  nÞ
gc
@w
@x
@~p
@x
 
dxþ wð0; 0ÞQaðtÞ=2;
where njCc ¼ ð0;1Þ
T .
To perform calculations, we introduce the dimensionless
variables
x0 ¼ x
R
; t0 ¼ t
t
; u0 ¼ ~u
u
; p0 ¼ ~p
p
; Q 0a ¼
Qa
Q 
; L0 ¼ L
R
;
p1 ¼
r1  p1
p
;
where t; u; p, and Q  are reference values. In what follows, we
choose p to be a fracture propagation pressure which is necessary
to extend the fracture once initiated. In new variables,
X0 ¼ fðx0; y0Þ : jx0j2 < 1; y0 > 0g; C0c ¼ fðx0; y0Þ : jx0j < L0; y0 ¼ 0g;
C0l ¼ @X0 \ fy0 > 0g; C0s ¼ @X0 \ fy0 ¼ 0g \ fjx0j > L0g:
Omitting primes for simplicity, we arrive at the following dimen-
sionless variational formulation:Z
X
a1divudivuþ a2EðuÞ : EðuÞ  apdivudxdy
¼
Z
Cc
ðp1  pÞu  ndx; ð25Þ
Z
X
a4
@p
@t
þ adiv @u
@t
 
wþ a3rp  rw
 
dxdy
¼
Z
Cc
w
@ðu  nÞ
@t
þ a5ðu  nÞm @w
@x
@p
@x
 
dxþ a6wð0;0ÞQa; ð26Þ
where m ¼ 3 or m ¼ 1 if fracture ﬂuid ﬂow is governed by Eq. (9) or
Eq. (10), respectively.
The test functions satisfy the conditions (24) and the dimen-
sionless numbers ai are deﬁned as follows:
a1 ¼ kuRp
; a2 ¼ 2luRp
; a3 ¼ tpkrgruR
; a4 ¼ Se pRu ; a6 ¼
Q t
2uR
:
As for the number a5, we have
a5 ¼ tpu
2

3gcR
2 or a5 ¼
tpkc
/cgcR
2
if fracture ﬂuid ﬂow is governed by Eq. (9) or Eq. (10) respectively.
Calculations are performed with the help of the freely accessible
ﬁnite element PDE solver FreeFEM++ (www.freefem.org). To this
end we use the dimensionless formulation Eq. (25) and Eq. (26),
where the time derivatives are approximated by ﬁnite differences.
At every time step the nonlinear coefﬁcients are brought to the
next time step by iterations. Multiplication of Eq. (26) by the timestep Dt and subtraction from Eq. (25) provides a formulation which
is symmetrical with respect to the unknown functions ðu; pÞ and
the test functions ðu;wÞ. This assures symmetry of the stiffness
matrix which is important for the correctness of the numerical
algorithm.
Time derivatives are approximated by ﬁnite differences:
@f=@t 	 ðf nþ1  f nÞ=s where f is either of functions p; u, and s is
the time step. The upper index denotes the time instant:
f n ¼ f ðtn;xÞ; tn ¼ ns. Time iterations are performed using the
ﬁrst-order backward (implicit) Euler method. Due to unconditional
stability of the method, the value of the time step s does not de-
pend on the characteristic diameter of the mesh cells.
The ﬁnite element method is essentially linear. In order to com-
pute the nonlinear coefﬁcient ðu  nÞm on the same time interval as
the remaining terms we do iterations. At every time step tn ! tnþ1,
we compute a solution unþ1; pnþ1 with the coefﬁcient taken from
the previous time step tn. Then we plug the obtained solution into
the coefﬁcient and do the same computation of unþ1; pnþ1 with the
adjusted coefﬁcient. We continue iterations until the L2-norm of
the difference between solutions at two sequential steps would
not exceed 106. At that moment we ﬁx the solution at tnþ1 and
proceed to the next time step. A number of numerical tests reveal
that convergence rate is of the ﬁrst order both in time and space. To
perform computations, we take 400 mesh vertices on the border
y ¼ 0, and 50 vertices on the outer boundary jxj ¼ R. The total
number of mesh vertices is 4805. Dimensionless time step is equal
to 0.1 which is equivalent to 6 min.5. Numerical results and discussions
We perform calculations using the following data: L ¼ 350 m;
R ¼ 2 L; H ¼ 10 m; h ¼ 2500 m; / ¼ 0:2; /c ¼ 0:6, a ¼ 0:7,
kr ¼ 1 mD; gr ¼ gc ¼ 0:33 cp, kc ¼ 180 D, qf ¼ 1000 kg=m3,
qs ¼ 2500 kg=m3, E ¼ 10 GPa, m ¼ 0:18, S1e ¼ 0:0687 GPa,
Qv ¼ 1500 m3= day, p ¼ 35 MPa. Here, some data are borrowed
from Fan and Economides (1996) and Kamenev et al. (2012).
We consider the case when fracture ﬂuid ﬂow is governed by
Eq. (10). As calculations reveal, the behavior of fracture aperture
is different in the case when fracture ﬂuid ﬂow is governed by
Eq. (9). Such a case requires much more calculation time due to
iterations resulting from nonlinearity, but the fracture dynamics
is effectively the same.
As for the choice of the function QaðtÞ, we stop injection when
the pressure at the injection point pjx¼0;y¼0 achieves the value of
fracture propagation pressure p. The dynamics of fracture closure
is presented on Fig. 5 and Fig. 6 in terms of the dimensionless
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Fig. 6. Dimensionless fracture pressure p=p versus the dimensionless variable x=R
for different times. The curves from the top down correspond to 33.4 h, 66.7 h, and
99.9 h.
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Fig. 8. Dimensionless fracture aperture ð2v=dÞjy¼0 versus the dimensionless vari-
able x=R for different times when Ll ¼ 0:7R, and Lr ¼ 0:2R. The curves from the top
down correspond to 10.0 h, 33.4 h, and 66.7 h.
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Fig. 9. Dimensionless fracture pressure p=p versus the dimensionless variable x=R
for different times when Ll ¼ 0:7R, and Lr ¼ 0:2R. The curves from the top down
correspond to 10.0 h, 33.4 h, and 66.7 h.
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the characteristic total aperture d ¼ 2u is chosen equal to 0.5 cm.
The above model remains valid in the case when the fracture is
not symmetric relative to the injection point and when both the
left fracture wing of the size Ll and the right fracture wing of the
size Lr are different from each other. The time behavior of the frac-
ture pressure at the point of injection is depicted in Fig. 7 for frac-
tures of different lengths and different wings. In the case of the
more extended symmetric fracture (Ll ¼ Lr ¼0:5R), the drop of
p=p from 1 to 0.8 after injection cut off requires 40 h, whereas
the same drop in the case of the short symmetric fracture
(Ll ¼ Lr ¼ 0:25R) requires 5 h only. The explanation is due to the
history of injection. To increase the pressure pjx¼0;y¼0 of the longer
fracture up to the same value p with the same injection rate, one
must inject longer. As a result, the fracture aperture becomes wider
and the volume of the injected water becomes larger. Moreover,
the pore pressure gradient near the shorter fracture becomes
greater at the moment of shut-in compared with the long fracture,
resulting in increased leakoff.
One more conclusion from Fig. 7 is that the wing size difference
is of great importance for the pressure transient analysis. For the
case of Ll ¼ 0:7R and Lr ¼ 0:2R, dynamics of fracture aperture and
fracture pressure are depicted on Fig. 8 and Fig. 9. One can see that
fracture aperture is more sensitive to the fracture asymmetry than
fracture pressure.
In fact, the fracture pressure drop after injection shut-in de-
pends on the history of fracture evolution. In the present paper0.7
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Fig. 7. Dimensionless pressure p=pjx¼0;y¼0 in the center of fracture versus time (h)
for different fracture sizes. With Ll and Lr standing for the left and right fracture
wings respectively, the curves from right to left correspond to the cases (a)
Ll ¼ Lr ¼ 0:5R; (b) Ll ¼ 0:7R; Lr ¼ 0:2R and (c) Ll ¼ Lr ¼ 0:25R.
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Fig. 10. Dimensionless fracture aperture ð2v=dÞjy¼0. Three top curves are calculated,
with the mesh parameter N taking the values 200, 400, and 800; they depict the
aperture at h ¼ 24 h. Three lower curves are hardly distinguishable; they are
calculated, with the mesh parameter N taking the values 200, 400, and 800 and
depict the aperture at h ¼ 72 h.we have restricted ourselves to only one scenario. Initially, a frac-
ture of a given length was closed, with outside rock pressure and
rock stress being in equilibrium with a lateral stress. Starting from
this state, a water injection with a constant rate Qv was applied
 0
 0.01
 0.02
 0.03
 0.04
 0.05
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
Aperture difference for N = 400 and N = 200 at t = 24 h
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Aperture difference for N = 400 and N = 200 at t = 72 h
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Fig. 11. Algorithm convergence, with the mesh parameter N taking the increasing
values 200, 400, and 800. Two top curves correspond to h ¼ 24 h; the upper curve is
the difference of dimensionless apertures calculated with N ¼ 400 and N ¼ 200; the
lower curve is the difference of dimensionless apertures calculated with N ¼ 800
and N ¼ 400. Two lower curves correspond to h ¼ 72 h; the upper curve is the
difference of dimensionless apertures calculated with N ¼ 400 and N ¼ 200; the
lower curve is the difference of dimensionless apertures calculated with N ¼ 800
and N ¼ 400.
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ter of fracture which is a fracture propagation pressure (one should
not exceed p to avoid increasing the fracture length). Clearly, var-
iation of injection rate provides different histories. In calculations,
the rate Qv has been chosen as in Chekhonin and Levonyan, 2012
in agreement with the existing practice. We performed calcula-
tions of three scenarios with different injection rates Qiv and differ-
ent injection times Ti under the condition Q
i
vTi ¼ const, where
Q1v ¼ 750m3=day;Q2v ¼ 1500 m3=day,
Q3v ¼ 3000 m3=day; T1 ¼ 80 h, T2 ¼ 40 h, and T3 ¼ 20 h. Calcula-
tions reveal that the distinction between each two scenarios is
no more than 5% as far as the maximal fracture aperture during
injection is concerned.
In order to illustrate the convergence of the method we per-
formed a series of calculations for different meshes with 2N verti-
ces on the border y ¼ 0, and N=2 vertices on the outer boundary
fy > 0g\fjxj ¼ Rg for N = 200 ,400 , and 800. This gives the meshes
with the total number of 4805, 18754, and 74330 vertices respec-
tively. The convergence is demonstrated at Fig. 10 and Fig. 11 by
the calculation of the fracture aperture for two times t ¼ 24 h
and t ¼ 72 h. Note that the error can be reduced by half by passing
to a mesh with a twofold number of vertices over the boundary.6. Conclusions
A fully coupled model of hydraulic fracture closure with pore
pressure and rock stress relaxation has been developed and real-
ized using the FreeFEM code. The leakoff effect is described in a
more realistic manner compared to the Carter simpliﬁcation for-
mula; the fracture water leakoff is deﬁned by the pore pressure
and the rock stress in the entire rock volume containing the frac-
ture. The model has been successfully tested against an analytical
solution for a very long fracture with the same aperture along the
fracture length.
The possibility of asymmetrical fracture wings was incorpo-
rated into the model. Results of sensitivity analysis showed that
asymmetry plays an important role in the fracture pressure tran-
sient behavior. The model takes into consideration additional com-
plications: lateral stress, fracture permeability and history of
injection.The study of the fracture closure dynamics reveals that the
shorter the fracture the stronger the time derivative of fracture
pressure drop at the injection point. It is due to the lateral regional
stress that the fracture pressure drop does not stop even the frac-
ture closes completely; the fracture pressure keeps decreasing up
to the moment when the pressure ﬁeld achieves an equilibrium va-
lue equal to the lateral pore pressure.
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Appendix A
Here, we derive a generalization of the A.N. Dynnik formula for
lateral stress coefﬁcient kl which is equal to m=ð1 mÞ in the linear
elasticity theory. To this end, we consider an inﬁnite poroelastic
horizontal layer 1 < x  x1 < 1;1 < y  x2 < 1 of thickness
h0. It is assumed that the layer is in equilibrium state and is com-
pressed from above by a poroelastic medium of thickness
h; h0 
 h. So, the vertical load is given by the formula pg ¼ hqg,
where q ¼ /qf þ ð1 /Þqs.
With horizontal displacement being zero, the entries of the
strain tensor E and the stress tensor s obey the restrictions
e11 ¼ e22 ¼ 0; s11 ¼ s22, and eij ¼ 0; sij ¼ 0 provided i– j. Due to
the stress–strain law Eq. (1), we have
s11 ¼ ke33  ap; s33 ¼ ðkþ 2lÞe33  ap: ð27Þ
Excluding e33, we obtain the equation
s11 ¼ kðs33 þ apÞkþ 2l  ap:
By assumptions on the vertical loads, we have s33 ¼ pg and
p ¼ p1  hqf g. Thus the horizontal stress s11 and the vertical load
pg are related by the formula
s11 ¼ klpg ; kl 
m
1 mþ
að1 2mÞ
1 m
p1
pg
; ð28Þ
where m is the Poisson ratio. Observe, that this law coincides with
the Dinnik formula for elastic material, i.e. when a ¼ 0,
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