We consider the problem of admission control in resource sharing systems, such as web servers and transaction processing systems, when the job size distribution has high variability, with the aim of minimizing the mean response time. It is well known that in such resource sharing systems, as the number of tasks concurrently sharing the resource is increased, the server throughput initially increases, due to more efficient utilization of resources, but starts falling beyond a certain point, due to resource contention and thrashing. Most admission control mechanisms solve this problem by imposing a fixed upper bound on the number of concurrent transactions allowed into the system, called the MultiProgramming-Limit (MPL), and making the arrivals which find the server full queue up. Almost always, the MPL is chosen to be the point that maximizes server efficiency.
INTRODUCTION
The notion of time-sharing has been around since the earliest days of operating systems, as described in the first paper on Unix [21] . Time-sharing has several benefits. First, given that jobs often need different resources (CPU, I/O) at different times, time-sharing allows for increased throughput, typically allowing two jobs to complete in the same time as one, since they aren't likely to need the same resources at the same time. Another major benefit of time-sharing is that it allows small jobs to get out quickly; the small jobs are not stuck queueing behind big jobs as they would be in a first-come-first-served (FCFS) system, and therefore they don't have to suffer the delays of waiting for big jobs to complete.
However, as many researchers have observed, time-sharing is most effective when there is a fixed Multi-ProgrammingLimit (MPL) imposed, so that not too many jobs can timeshare at once. Allowing too many jobs to time-share can lead to thrashing (due to the context-switching overhead), and reduced overall performance. This point has been observed time and time again starting with operating systems papers in the 1970's [7] and 1980's [4, 2] , and continuing to more recent Web server design papers [8, 12] , and database implementation papers [22, 11] . Specifically, a system has a service rate curve which shows that the "speed" of the system increases when the number of jobs in the system increases from 1 to 2, and increases again as the number increases from 2 to 3, but the system speed starts to drop as the number of jobs in the system increases beyond some point. Figure 1 shows a typical service rate curve (see, e.g. [24, Figure 2] ).
Model
To model a time-sharing system, we start with a G/G/1/PS queue where PS denotes "processor sharing," meaning that if there are n jobs in the system, they each receive use X to denote such a generic random variable. We will use C 2 to denote the squared coefficient of variation (SCV) of X:
and throughout assume that E[X] = 1 without loss of generality. In order to capture the fact that the speed of the system depends on the number of jobs at the server, we assume that our G/G/1/P S server has state-dependent service rates μ(n). That is, when the number of jobs at the server is n, the speed of the server is μ(n), where μ(n) is chosen to match the system's service rate curve ( Figure 1 ).
As an example, a job of size x seconds which is sharing the server with n jobs (including itself) for its entire duration would require
· n time to complete. We assume that the μ(n) curve is unimodal, that is, initially it is non-decreasing and then after some point the curve switches to being nonincreasing. We define K to be the smallest MPL which achieves the maximum speed, and K * to be the largest MPL which achieves the maximum speed. For the μ(n) curve in Figure 1 , K = 4 and K * = 5. To complete our model, we now add an MPL parameter which limits the number of jobs that are allowed to concurrently share the server to some number MPL=K, and forces all remaining jobs to wait in a First-Come-FirstServed (FCFS) buffer. We assume that the job sizes of the jobs in the system are not known, and size-based prioritization is not possible. We denote our model by the notation G/G/PS-MPL. Figure 2 depicts a G/G/PS-MPL system with MPL=4. When we additionally assume the arrival process to be Poisson, we will denote the system by M/G/PS-MPL. Throughout, we assume load-dependent service rates μ(n). So, for example, if there are n = 10 jobs in the G/G/PS-4 system, the server speed will be μ(4), since only 4 jobs time-share the server, while if there are n<4 jobs in the system, the speed will be μ(n). Thus the response time for a job of size x will be its queueing time plus its service time, where the service time will typically be x μ (4) · 4, assuming that there are at least 4 jobs in the system during the job's time in system.
The interesting question for the G/G/PS-MPL model is, of course:
What is the optimal MPL, so as to minimize mean response time?
Obviously, the service rate curve plays a large role in the answer. In fact, computer systems papers would have us believe that the service rate curve provides the entire answer to this question: Simply choose that MPL that maximizes efficiency, e.g., [1, 4, 8] . For the curve shown in Figure 1 , this would mean choosing the MPL to be K = 4 or K * = 5. In this paper, we will show that this obvious answer can be far from correct, when job size variability is high. We will also ask and answer the even harder question of how to dynamically vary the MPL when the arrival rate is not known and as load conditions change.
When the job size distribution is Exponential, the answer is straightforward: We always want to operate at the peak efficiency point, regardless of the arrival process. The question of choosing an optimal MPL becomes interesting when the job size distribution exhibits high variability, since with high variability job size distributions, it is known that PS has a much better performance than FCFS because time sharing prevents small jobs from getting blocked behind big jobs. However, by letting too many jobs into the server, the system efficiency drops.
Prior Work
Unfortunately, the question of choosing an optimal MPL for high variability job size distributions is difficult to answer since there is no known analysis even under a Poisson arrival process with a fixed arrival rate. This is not surprising because the M/G/PS-MPL model is a generalization of the classical M/G/K multiserver system where there are K identical servers, each of which can process at most one job at a time, and a FCFS buffer where jobs queue up when all the K servers are busy. The M/G/K multiserver system can be modeled by an M/G/PS-MPL system with MPL = K, and μ(n) = μ · n, where μ is the speed of the individual servers. The performance analysis of the M/G/K system is still largely an open problem. While the performance analysis of the Processor-Sharing queue has been well understood for years, and research on the M/G/1/PS queue has been abundant [13, 14, 6, 15, 25, 27, 5] , very little is known about the M/G/PS-MPL queue. Most analyses of the M/G/PS-MPL queue do not allow for load-dependent service rates. For example, Itzhak and Halfin [3] derive a 2-moment approximation for the mean response time for the M/G/PS-MPL queue where the service rate is fixed, while Zhang and Zwart [26] derive a heavy-traffic diffusion approximation for M/G/PS-MPL (which they refer to as the Limited Processor Sharing queue) with a fixed service rate. There is one analysis of the M/G/PS-MPL that does involve state-dependent service rates, see Rege & Sengupta [19] . However [19] requires that job sizes are exponentially-distributed while we are focusing on high-variability job size distributions which are more representative of computer workloads. While Fredericks [9] warns that the exponential job size distribution is not a good indicator of performance of the M/G/PS-MPL with high variability, he does not derive an approximation that allows for higher variability. Finally none of the above theoretical papers have tried to answer the question of how to set the MPL so as to minimize the mean response time.
While there is a large body of work on adaptive load control and admission control in resource-sharing systems, all of the existing work either ignores the crucial point of loaddependent service rates at the server, or the effect of job size variability. Elnikety et al. [8] propose monitoring the load of the server and admitting tasks as long as the resulting load does not exceed the peak efficiency point. Blake [4] also proposes operating at the peak efficiency point, but uses the fraction of jobs waiting in the virtual memory queue as an indicator of thrashing to control the MPL. Kamra et al. [12] model the server as an ideal M/G/1/P S system thereby ignoring the state-dependence of the service rate. They monitor the response time of the departing jobs, and adjust the dropping probability of the arriving requests to achieve target response time for the admitted tasks. Our solutions differ from [12] in that we do not drop requests. Heiss and Wagner [11] propose a feedback mechanism to monitor the effect that changing the MPL has on the performance metric of interest. However, as the authors observe, this requires monitoring at least hundreds of departures before a control decision can be taken. Another drawback of the solution proposed in [11] is that the authors assume the system reaches stationarity after the control decision has been taken. This assumption is hardly justified, and can cause incorrect decisions due to a delay between the time the control action is taken, and the time its effect is observed. Schroeder et al. [22] consider the problem of setting a static MPL in the presence of variable job sizes, but the emphasis of [22] is to find a sufficiently small MPL so that class-based task prioritization can be done in the FCFS queue. Schroeder et al. also develop a feedback based controller based on measuring the throughput and response times, but ignore the state-dependence of service rate. Van der Weij, Bhulai and van der Mei [23] also look at admission control in a PS queue under the assumption that the job size distribution is of phase type and the phases of all the jobs in the system are known. The authors assume a constant μ(n), and characterize the optimal admission control policy. In contrast, we assume that no information about the job sizes is available and hence size-based prioritization is not possible.
Contributions of this paper
To the best of our knowledge, we are the first to consider the question of controlling the multi-programming limit in a resource-sharing system by taking into account both the service rate curve, and the high variability of the job size distribution. Our paper has two principal contributions: 1. Optimal traffic-aware static policies We derive the first approximation for mean response time for the M/G/PS-MPL queue with state-dependent service rates, and extend this approximation for GI/G/PS-MPL systems [10] . The approximation enables us to choose the MPL that minimizes mean response time. Via extensive simulation experiments presented both in this paper and in [10] , we demonstrate that the optimal MPL setting can be much higher than the peak efficiency point, under job size variability characteristic of computer workloads. In fact, we show examples where the optimal MPL operates the system at 85% of the peak efficiency, while dropping the mean response time by more than 65% [10] . Our results are verified across a variety of job size distributions including Weibull, Pareto and Hyperexponential distributions. We refer to the static policy which uses the optimal static MPL as the OptStatic policy.
Near-optimal traffic-oblivious dynamic policies
The above results assume jobs arrive according to a Poisson process with a known arrival rate and propose the best static MPL. However, we are interested in scenarios where the mean arrival rate may not be known, or the arrival process may not even be Poisson, exhibiting burstiness or temporal correlations. Our goal is to design light-weight MPL control policies that adapt to the traffic characteristics. By lightweight policies, we mean policies which take decisions based only on the instantaneous number of jobs in the buffer, Q(t), and the instantaneous number of jobs at the server, K(t).
We first consider the setting where the arrival process is known to be Poisson, but with an unknown mean arrival rate. We find that, unsurprisingly, static MPLs are very poor in handling uncertainty in the mean arrival rate. We then propose two light-weight MPL control policies, LightApprox and Poisson-Approx that robustly handle uncertainty in the mean arrival rate. The key idea in our approach is that by considering a special class of job size distributions, the 2-phase degenerate hyperexponential distribution, we are able to incorporate the effect of job size variability in our optimization problem, while (Q(t), K(t)) remains a Markov process. Thus, the control policies we obtain are a function only of (Q(t), K(t)). Via simulations we show that both Light-Approx and Poisson-Approx are robust at adapting to unknown mean arrival rate, resulting in near-optimal mean response time (under 19%) for a wide range of arrival rates when compared to the optimal static MPLs for each arrival rate.
Next, we consider the setting where not only is the mean arrival rate not known, but the arrival process is also bursty. We demonstrate that both Light-Approx and PoissonApprox are simultaneously robust to unknown mean arrival rate and burstiness of the arrival process, resulting in less than 25% higher mean response time than the mean response time for the optimal traffic-aware static MPL. Surprisingly, we find that if the mean arrival rate is known, a static MPL optimized for a Poisson arrival process with the given mean arrival rate is also near-optimal when the arrival process is bursty with that mean arrival rate (that is, the interarrival times are i.i.d. but not Exponentially distributed). However, burstiness can greatly worsen the performance of static policies when the mean arrival rate is unknown.
Outline
In Section 2, we solve the problem of choosing the optimal static MPL for a general job size distribution under the assumption that the arrival process is Poisson with a known mean arrival rate. In Section 3, we begin by demonstrating that the approach of choosing a single static MPL is fundamentally limited in its ability to handle variability in traffic arrival patterns. In Sections 3.2 and 3.3, we construct our dynamic MPL control policies Light-Approx and PoissonApprox, respectively. In Section 3.4, we evaluate these dynamic policies with respect to (i) robustness to unknown arrival rate, and (ii) robustness to burstiness of the arrival process. Finally we compare our traffic-oblivious dynamic policies to the optimal traffic-aware static MPL policy.
CHOOSING THE BEST STATIC MPL
Our first goal in this paper is to address the question of how to optimally set a multi-programming limit in a resourcesharing system so as to minimize the mean response time (equivalently, minimize the mean number of jobs in the system). We assume that the arrival process is Poisson with a known mean arrival rate, and that the job size distribution is known. In Section 2.1, we present some stochastic monotonicity results for the performance of PS-MPL systems under fairly general job size distributions which motivate the need to appropriately choose the MPL based on the job size distribution. In Section 2.2, we provide a simple approximation for the mean number of jobs in an M/G/PS-MPL system with state-dependent service rate involving only the first two moments of the job size distribution, and demonstrate a job size distribution for which the approximation is, in fact, exact. In Section 2.3, we present the Opt-Static policy, which uses our approximation to choose a static MPL based on the mean arrival rate and the first two moments of the job size distribution. Even though our approximation involves only the first two moments of the job size distribution, we show via experiments that it leads to optimal or near-optimal MPL selection for a range of distributions used to model computer workloads.
Stochastic monotonicity results
Let F be a distribution function for a non-negative random variable X, and f be the corresponding density function.
Definition 1. Distribution F is said to belong to the class DFR (IFR) if the function h(x)
is decreasing (increasing).
Definition 2. Distribution F is said to belong to the class DMRL (IMRL) if the function R(a) = E[X − a|X ≥ a] is decreasing (increasing).
The classes IMRL (Increasing Mean Residual Life, also referred to as NWUE for New Worse than Used in Expectation) and DFR (Decreasing Failure Rate) both capture the notion that young jobs (those who have received less service) are more likely to finish earlier than old jobs. The condition DFR is equivalent to saying that the residual life of young jobs is stochastically smaller than the residual life of old jobs, while IMRL is equivalent to saying that the mean residual life of young jobs is smaller than the mean residual life of old jobs.
The following is a corollary of [17, Theorem 1].
Proposition 1. In a G/G/PS-MPL system with a DFR job size distribution, the number of jobs in the system at any time is a stochastically decreasing function of the MPL
K, for K ≤ K * .
For an IFR distribution, the number of jobs in the system is a stochastically increasing function of the MPL K, for K ≥ K .
A similar proposition can be proven for the mean number of jobs (equivalently mean response time) by relaxing the assumptions on the arrival process and the job size distribution.
Proposition 2. In an M/G/PS-MPL system with an IMRL job size distribution, the mean number of jobs in the system is a decreasing function of the MPL
For a DMRL distribution, the mean number of jobs in the system is an increasing function of the MPL
Proof. From [20, Theorem 3.14], for IMRL distributions, it suffices to prove that for all x,Vx, which denotes the mean workload in the system due to jobs with attained service less than x, is decreasing in the MPL K for K ≤ K * . From the proof of [17, Theorem 1] , this is easily seen to hold. The proof for DMRL distributions is analogous.
Intuitively, when the job size distribution is DFR or IMRL, we prefer to serve young jobs as they are more likely to finish earlier. By choosing an MPL smaller than K * , we do not gain serving capacity, since K * achieves the maximum speed, and simultaneously limits the ability of new jobs (which are likely to be small) to enter service. Similarly, for IFR or DMRL job size distributions, we prefer to serve old jobs as they are more likely to finish earlier. By choosing an MPL larger than K , we do not gain aggregate serving capacity, and we simultaneously reduce the capacity available to old jobs, as young jobs are allowed into service. Job size distributions belonging to class DFR and IMRL correspond to distributions which are more variable than the Exponential distribution, and the above results show that there is no benefit in running at an MPL smaller than K * in this case. However, there might be benefit in operating at an MPL higher than K * , increasing the chance for small jobs to enter service and finish quickly even while losing aggregate service capacity in the process, as we show next.
2-moment approximation for M/G/PS-MPL
As mentioned earlier, there are no known analytical expressions or approximations for the mean number of jobs in an M/G/PS-MPL system with state-dependent service rate. We now propose a simple approximation for the mean number of jobs in an M/G/PS-MPL system involving only the first two moments of the job size distribution. 
respectively, denote the mean number of jobs in the FCFS Queue and at the PS Server in an M/M/PS-MPL with the same state-dependent service rates as the original M/G/PS-MPL system, with MPL=K and Exponential job size distribution with mean 1. The expressions for
φi where φi's are the ratio of the stationary probabilities and the idle probability for an M/M/PS-MPL, and are given by:
Proposition 3 can be seen as a generalization of the Lee and Longton [16] approximation for the mean number of jobs in an M/G/K system, and agrees with the approximation given by [3] when the service rate is independent of the state. In Proposition 4, we show that approximation (1) is in fact exact for a degenerate hyperexponential distribution, H * , with mean 1 and squared of coefficient of variation C 2 .
Definition 3.
A degenerate hyperexponential distribution with mean 1 and SCV C 2 is defined by:
where Exp(ν) denotes an Exponential random variable with mean 1/ν. 
Proof. We first observe that the H * (C 2 ) distribution consists of two classes of jobs, those of size 0 and those belonging to the Exponential branch. The response time and hence the number of jobs belonging to the Exponential class in the M/H * (C 2 )/PS-MPL system is not affected by the presence of zero-sized jobs. Therefore, the contribution to the mean number of jobs in the system consisting of jobs in the Exponential class is precisely
The zero-sized jobs only contribute to the mean number in queue. However, since the scheduling policy is size-independent, the waiting time distribution of a zero-sized job is the same as the waiting time distribution of a job belonging to the Exponential class, but the arrival rate of zero-sized jobs is
times the arrival rate of the Exponential class. Therefore, the contribution of the zero-sized jobs to the mean number in system is
Proposition 3 can be extended to obtain an approximation for a GI/G/PS-MPL system involving the first two moments of the interarrival time and job size distributions (see [10] ).
The Opt-Static policy
We now introduce the Opt-Static policy to choose a near-optimal static MPL. The Opt-Static policy simply sets MPL = κ where κ denotes the MPL that minimizes the right hand side of (1):
We now show that the Opt-Static policy is a good heuristic for minimizing the mean response time in an M/G/PS-MPL system with known mean arrival rate. In Figure 3 , we present simulation results for the following three job size distributions all with mean 1 and C 2 =19 :
• Weibull distribution with scale parameter 1 6 and shape parameter 1 3 .
• Bounded Pareto distribution with shape parameter α = 1.1 and support [0.182, 178.759].
• A two-phase hyperexponential (H2) distribution whose parameters are chosen so that, r, the fraction of the total load constituted by the phase with the smaller mean, is 0.25.
The results in Figure 3 assume that the state-dependent service rates of the PS server are given by the μ(n) curve shown in Figure 1 . We will use the service rate curve shown in Figure 1 in all the numerical and simulation evaluations in this paper. In [10] , we present detailed simulation results for more scenarios.
The main message of Figure 3 is that the optimal MPL can be much larger than the peak efficiency MPL of K * = 5. For example, when λ = 0.8, the optimal static MPL for the bounded Pareto distribution is 11 with a resulting mean number of jobs around 3.4, while K * = 5 results in 35% larger mean number of jobs at approximately 4.6. Second, as can be seen, even though approximation (1) is not extremely accurate at predicting the mean number of jobs in the system for general distributions (in fact, it is possible to show that no approximation based on only the first two moments can be), it is robust in predicting the optimal or near-optimal MPL. Our approximation recommends MPL = 14 and the mean number of jobs in the system using our recommended MPL is around 3.45.
Using approximation (1), it is easy to see why the mean number of jobs in the system is minimized at a larger MPL than the peak efficiency MPL of K * when job sizes have high variability. To see this, start by considering the case of low variability: C 2 = 1. For this case, approximation (1) 
, and hence in the mean waiting time in the FCFS buffer, will be larger than the rise in E ¢ N
S Exp
£ , which is the component representing the mean time to process a job at the PS server. Therefore, setting an MPL higher than K * , and allowing small jobs to overtake the big jobs, leads to an overall reduction in the mean response time.
We would like to point out that the question of choosing the optimal multi-programming limit is closely related to the question of choosing the optimal number of servers in a multiserver system (that is, one fast vs. K slow servers), such as the M/G/K, but with a fundamentally different trade-off. In the presence of highly variable job sizes, one wants to choose a large number of servers in a multiserver system to prevent small jobs from getting blocked behind large jobs. Similarly, in the PS-MPL system, we want to choose a high MPL to allow small jobs to overtake large jobs. In both cases, we are limited in our ability to increase the parallelism due to capacity wastage. While in a multiserver system, capacity is wasted when there are less than K jobs in the system, in the PS-MPL system, capacity is wasted when the multi-programming limit K is set larger than the peak efficiency point K * , and there are more than K * jobs in the system. Therefore, in a multiserver system, high parallelism (large number of servers) is preferred when the traffic intensity is high, while in a PS-MPL system a high degree of parallelism (large MPL) is preferred when the traffic intensity is low. 
SELF-ADAPTIVE MPL CONTROL POLICIES
In the previous section, we considered the question of choosing the optimal static MPL under the assumption that the arrival process is Poisson, and that the mean arrival rate, λ, was known accurately. We begin this section by showing that the methodology of choosing a static MPL based on assuming a mean intensity for the Poisson arrival process is very fragile. In Table 1 we consider a Weibull job size distribution with mean 1 and C 2 = 19, and show the mean number of jobs in the system for various settings of MPL and the mean arrival rate λ. We assume the service rate curve shown in Figure 1 with K * = 5. The optimal MPL in Table 1 varies from 15, when λ = 0.65, to 5, when λ = 1.15. In fact, choosing the optimal static MPL assuming a λ ≤ 0.85 results in an unstable system when true λ = 1.15.
There can be two ways around this problem: The first approach is to robustly choose a single static MPL that works well for all λ. This necessarily implies operating the system at peak efficiency K * , which we have already seen can be far from the optimal. The second approach is to learn the parameters of the arrival process and then choose the optimal static MPL for that particular arrival process. However, this approach will fail to adapt to variations in traffic on small time scales.
In this section, we are motivated by the question:
Are there light-weight, traffic-oblivious MPL control policies which perform as well as the trafficaware optimal static MPL policies?
By a traffic-oblivious control policy, we mean a policy that does not depend on knowing the arrival rate or the higher order characteristics of the arrival process.
In this section, we develop two dynamic MPL control policies -Light-Approx and Poisson-Approx. Section 3.1 highlights the key ideas in our approach. Section 3.2 and Section 3.3, respectively, present the numerical algorithms involved in the construction of our traffic-oblivious dynamic MPL control policies Light-Approx and Poisson-Approx. In Section 3.4 we evaluate our dynamic MPL control policies via simulations and demonstrate that our proposed MPL control policies exhibit robustness to both the traffic intensity and the burstiness of the arrival process.
Key Steps in Our Approach
Recall that, given a job size distribution, our goal is to obtain MPL control policies which are (i) light-weight: adjust the MPL based only on the instantaneous queue length, Q(t), and the instantaneous MPL, K(t), and (ii) trafficoblivious: robust to variations in the arrival process.
To achieve our first goal, we consider a special class of job size distributions, the degenerate hyperexponential distribution (H * ), which is a mixture of an Exponential distribution, and a point mass at 0. Since the jobs of size 0 do not spend any time at the server, and due to the memoryless property of the Exponential distribution, (Q(t), K(t)) is a Markov process. This ensures that we can obtain a lightweight dynamic MPL control policy, since any optimal MPL control policy for the H * job size distribution will only take decisions based on (Q(t), K(t)).
The next step in our approach is solving a stochastic dynamic programming problem to construct families of candidate dynamic MPL control policies. The Light-Approx and Poisson-Approx policies differ in the family of candidate policies. Under Light-Approx, the family of candidate policies is a set, {πp}, where a particular policy πp is constructed by solving an optimal MPL control problem for an H * job size distribution with parameter p (Eqn. (5)). Thus, while there is some unique H * (C 2 ) job size distribution that matches the first two moments of the true job size distribution (Definition 3), the family is constructed by looking at a range of H * distributions. To solve the optimal control problem, we assume that we start in some initial state (Q0, K0), and find the policy that minimizes the sum of response time of jobs in the system given that there are no further arrivals. In the case of Poisson-Approx, the family of candidate policies is the set, {π λp }, where a particular policy π λp is obtained by solving an optimal control problem for a Poisson arrival process with intensity λp and the H * (C 2 ) job size distribution to minimize the time-average mean number of jobs in the system. The final step in our approach is choosing one member from the family of candidate dynamic policies, so that the chosen policy is robust to the arrival process. To achieve this goal, we evaluate the candidate policies in the family for a Poisson arrival process with rate λ ∈ [λ, λ] and H * (C 2 ) job size distribution. Let E[N * (λ)] denote the mean number of jobs in the system for Poisson arrival process with intensity 
Given a family of candidate policies {πa} with parameter a taking values in some set A, we choose the policy that minimizes the worst case relative error:
Thus, in our case, πp * denotes the Light-Approx policy, and π λ * p denotes the Poisson-Approx policy.
The Light-Approx policy
As a first step towards deriving the Light-Approx policy, we begin in Section 3.2.1 by formulating and solving a light-traffic optimal MPL control problem. We find that the solution to this problem exhibits both a fluid component, to guarantee stability, and a stochastic component, to handle variability in job sizes. In Section 3.2.2, we use the solution of the light-traffic optimal control problem to construct a family, {πp}, of simple, light-weight MPL control policies, and in Section 3.2.3 we sketch the use of Matrix-Geometric methods to evaluate this family of candidate policies to enable selection of the appropriate policy, Light-Approx.
A light-traffic optimal control problem
In this section we solve an optimal light-traffic MPL control problem parameterized by p, by considering the following degenerate hyperexponential job size distribution :
with probability p Exp (1) with probability 1 − p
We assume that we start our PS-MPL system in some state (Q0, K0) at time t = 0, where a departure has taken place at time t = 0 − . The state variable Q0 denotes the queue length at t = 0 − and K0 is one more than the number of jobs at the PS server left behind by the last departure. We assume that multiple zero-sized jobs admitted at the same time leave together. Thus K0 does not necessarily denote the MPL at time t = 0 − . However, by our assumption of an H * (p) job size distribution, each of the (K0 − 1) jobs at the server has remaining service requirement independent and identically distributed as Exp (1) . Note that while the zero-sized jobs do not spend any time at the server, they still experience delays while waiting in the FCFS buffer. We assume that there are no more arrivals (hence the lighttraffic). We can now take one of the following actions at time t = 0:
1. Decrease MPL: We do not admit another job from the queue into the PS server, decreasing the MPL to K0 − 1.
Keep MPL same:
We admit only one job from the queue into the PS server to replace the departing job, maintaining the MPL at K0.
Increase MPL by k:
We admit k + 1 jobs from the queue into the PS server, increasing the MPL to K0+k.
Our aim is to take the optimal action in each state so as to achieve the following goal:
Minimize the expected sum of response times of jobs present in the system at time t = 0, given that there are no further arrivals.
If our goal was to minimize the time until the system empties, the optimal control would be to operate at MPL of K * . However our performance metric is the mean response time. Note that we do not allow preempting an executing job to decrease the MPL. This is important because in a transaction processing system, for instance, killing an executing task involves unrolling the execution trace for the task and is significantly expensive. In our framework, we can only alter the MPL when a job departs, and hence we assume that there are no costs associated with changing the MPL.
The solution of the above optimal-control problem can be obtained in a straightforward fashion via stochastic dynamic programming. To do so, we associate a cost function c(Q, K) with each state (Q, K), which represents the optimal expected sum of response times, given that we start in state (Q, K) at time t = 0, and an action function π(Q, K), representing the optimal action in state (Q, K). The cost of the states with zero queue length is simply:
To see why the above is true, note that since the queue is empty and we do now allow preemption of executing jobs, the cost of state (0, K) is the expected sum of response times of the K − 1 jobs executing at the server. The mean time until the departure of the first job is given by
since the server is processing at rate μ(K − 1). The time until the first departure gets added to the response time of all the jobs in the system, and contributes
to c(0, K), and so on for subsequent departures.
We represent by c−1(Q, K) the cost of state (Q, K) given that we take action 'decrease MPL' in state (Q, K). Similarly, c k (Q, K) (k ∈ {0, . . . , Q − 1}) denotes the cost of state (Q, K) given that we take action 'increase MPL by k' in state (Q, K). Given c−1(Q, K) and c k (Q, K), the optimal action π(Q, K) and the cost function c(Q, K) are:
The function c−1(Q, K) is given by:
and c k (Q, K) is given by:
In deriving the last equation, we have made use of the assumption that if multiple zero-sized jobs are admitted simultaneously, then they all leave together. This maintains the invariant that the K in state descriptor (Q, K) is one larger than the number of jobs at the server belonging to the Exponential class, and we do not have to keep track or estimate the number of zero-sized jobs. While in the problem formulation above, we have not imposed an upper bound on k, in practice we restrict k ≤ Δmax to prevent sudden jumps in MPL. For all the simulation results in this paper, we set Δmax = 1.
A family of traffic-oblivious MPL control policies
In Section 3.2.1 we formulated an optimal control problem parameterized by p, the fraction of zero-sized jobs in the H * (p) job size distribution. By varying the parameter p, we obtain a family of MPL control policies. Let πp denote the action function for the control problem with parameter p. Figure 4 shows the structure of πp for p = 0.3 and p = 0.5 and the service rate curve shown in Figure 1 . For example, if the current state is (Q = 21, K = 10), under the p = 0.3 policy, the control is to decrease the MPL to 9 by not admitting a new job, while under p = 0.5 policy, the optimal control is to increase the MPL to 11 by admitting two jobs. The structure of the optimal solution has some interesting features:
1. For a given p, there is some minimum queue length Q(p) such that the optimal action for Q > Q(p) is to operate at the peak efficiency point. In Figure 4 (a), Q(p) = 20 and the optimal control for Q > Q(p) is to attain the peak efficiency MPL of K * = 5. We call this the fluid component of the control policy. This fluid component provides robustness to the dynamic MPL policy against high arrival rates. Further, as p increases, the threshold Q(p) increases.
2. As the queue length decreases, the stochastic component of the control takes over, gradually increasing the MPL to a point with lower service rate than the most efficient point. This stochastic component gives our MPL control policy the ability to combat the job-sizevariability when the traffic intensity is low.
The structure of the optimal control is quite intuitive. Whenever a decision to increase the MPL has to be taken, there are two scenarios: (i) with probability p the admitted job is of size zero in which case the decrease in server speed does not hurt any one, and (ii) with probability 1 − p, the admitted job belongs to the Exponential class and in this case adds to the waiting time of everyone in the queue. If we define the 'threshold queue length' to be the point when we should increase the MPL and move to a less efficient service rate, then we see that this threshold queue length is an increasing function of p.
Given any action function π, we can translate it into a dynamic MPL control policy via the procedure in Figure 5 .
Algorithm MPL control(π) Case: New arrival
• Let Q be the queue length and K be the MPL immediately after the arrival.
• Let π(Q, K + 1) = k -if k ≥ 0: admit k + 1 jobs from the head of the FCFS buffer into the server and increase MPL to
Case: Departure
• Let Q be the queue length and K be the MPL immediately before the departure.
• Let π(Q, K) = k -if k ≥ 0: admit k + 1 jobs from the head of the FCFS buffer into the server and set MPL to K + k -if k < 0: reduce MPL to K − 1 by not admitting any job from the FCFS buffer The Light-Approx control policy for a distribution with SCV C 2 is now chosen to be πp * such that:
where (·) is given by (3). Experimentally, it suffices to carry out the optimization over a small set of parameters p (at a coarse granularity).
Evaluation of dynamic MPL control policies via Matrix-geometric analysis
In this section, we outline a method to numerically evaluate the mean number of jobs, E[N π (λ)], for a dynamic MPL control policy π under the assumption of the H * (C 2 ) job size distribution (Definition 3) and a Poisson arrival process of intensity λ. Note that in Proposition 4 with static MPL, we and dn = 1−an. For decision states with multiple alternatives (e.g., (1, K + −1, ?) and (2, K * −1, ?)), the dashdotted arcs correspond to the decision to not admit any jobs, dashed arcs correspond to the decision to admit one job, and dotted arcs correspond to the decision to admit two jobs.
were able to simplify the analysis of the H * (C 2 ) job size distribution by ignoring the zero-sized jobs and focusing on the exponential class. This was because the admission control policy was independent of the queue-length. However, with a dynamic policy that looks at the queue-length, we need to keep track of how many zero-sized jobs are in the system. For succinctness, let q = 2 C 2 +1 . Assuming that under the dynamic policy π, there is some queue-length Q * such that the optimal control for any queue length Q ≥ Q * is to operate at the highest efficiency point K * , we can express the system as a Markov chain with a repeating structure. The states of the Markov chain are pairs (Q, K) with Q denoting the queue length, and K denoting the number of jobs of the exponential class at the server. However, due to the zero-sized jobs, we can have arbitrarily big drops in Q. For example, if we are in state (Q = 10, K = 5) and a departure takes place, and if all the jobs in the queue have size 0, which happens with nonzero probability, we jump to state (Q = 0, K = 4). To take care of this problem, we introduce decision states represented as (Q, K, ?). We transition to the decision state (Q, K, ?) immediately after a departure takes place from the state (Q, K + 1), or if an arrival takes place while in state (Q − 1, K) and Q < Q * . The state (Q, K, ?) implements the admission control policy π, as well as handling zero-sized jobs, because now the jumps are bounded. For example, if the control in state (Q, K, ?) is to admit 1 job, then with probability (1 − q) the job is of size 0, and we transition to (Q − 1, K, ?); otherwise, with probability q we transition to (Q − 1, K + 1). However, the rate of transitioning from the decision states is infinite. Thus we will find it suitable instead to work in the framework of Semi-Markov processes. We will consider the embedded discrete time Markov chain where the transitions correspond to arrivals, departure and decisions taken in decision states in the original continuous time system. The embedded Markov chain is shown in Figure 6 . We then solve for the stationary distribution of this embedded Markov chain via Matrix-Geometric method. We would like to point out that due to the special structure of the Markov chain in Figure 6 (the backward transition matrix is of rank 1), the rate matrix involved in the Matrixgeometric solution has an explicit solution in our case [18] . Finally, we obtain the stationary distribution of the number of jobs in the system by multiplying the probability of being in a state in the embedded chain with the mean residence time in that state, and normalizing.
The Poisson-Approx policy
The Poisson-Approx policy is defined by constructing a family {π λp }, where the candidate policy π λp is obtained as follows: We consider a Poisson arrival process of intensity λp and the H * (C 2 ) job size distribution, and solve the op- timal dynamic MPL control problem to minimize the mean number of jobs. The policy π λp is computed via the method of policy iteration, explained in [10] . Figure 7 shows the structure of π λp for λp = 0.95 and λp = 1.05. The PoissonApprox MPL control policy is now chosen to be π λ * p where:
where (·) is defined in (3) . As in the case of Light-Approx, it suffices to carry out the above optimization at a coarse granularity.
Performance Evaluation
In this section we show via simulations that our dynamic MPL control policies proposed in Sections 3.2 and 3.3 guarantee robustness against both misestimation of traffic intensity, and against higher order characteristics of the arrival process, such as the burstiness.
Robustness against traffic intensity estimation
We will now evaluate the Light-Approx and PoissonApprox policies for a Poisson arrival process with unknown mean arrival rate, λ, and compare them against the OptStatic policy that is given the exact mean arrival rate. To do this, we show the mean number of jobs, E[N ], under different arrival rates, obtained via simulations. Recall that Table 1 shows these results for the Weibull job size distribution and various values of static MPLs. In Table 2 we show the results for the mean number of jobs for the same Weibull job size distribution under the Light-Approx policy, as a function of λ and the parameter p of the family {πp} of candidate policies. The optimization procedure (11) sets p * = 0.25 from among the values shown in the table (column highlighted). Observe that the Light-Approx policy gives near optimal performance for each arrival rate as compared to Table 1 for λ up to 1.05 with approximately 13% larger mean number of jobs in the system than the optimal traffic-aware static policy when λ = 0.85. On the other hand, a single robustly chosen static MPL necessarily has to operate at the peak efficiency point and, as Table 1 shows, exhibits 41% larger mean response time than the optimal traffic-aware static policy when λ = 0.75. Table 3 shows simulation results for the mean number of jobs with the Poisson-Approx MPL control policy for various values of the parameter λp for the family {π λp } of candidate policies. The optimization procedure (12) sets λ * p = 0.95 from among the values shown in the table (column highlighted). The Poisson-Approx policy also achieves near-optimal performance for each arrival rate as compared to Table 1 with approximately 19.5% larger mean number of jobs in the system than the optimal traffic-aware static policy when λ = 1.15. Note that for these results, we have not completely optimized the λp parameter, and the performance of the Poisson-Approx policy is likely to improve further.
While we have seen that both dynamic policies are far superior than any static policy when the mean arrival rate is not known, looking both at Tables 2 and 3 , one can observe that neither dynamic policy significantly outperforms the Opt-Static policy if the mean arrival rate is known.
Robustness against burstiness in arrival process with unknown arrival rate
We now evaluate the robustness of our MPL control policies against burstiness of the arrival process when the mean arrival rate is not known. To do so, we choose a batch Poisson arrival process (BPP). The batch sizes were i.i.d. geometric with mean 5. Table 4 shows the results for the mean number of jobs in the system with Weibull job size distribution for various settings of static MPL and mean arrival rate λ of the arrival process. From Table 4 , we see that when the arrival rate is not known, a robustly chosen static policy has to operate at K * = 5, which results in 50% higher mean number of jobs than the optimal traffic-aware static policy when the mean arrival rate is λ = 0.65. Therefore a bursty arrival process can exacerbate the inadequacy of static MPL policies when the mean arrival rate is not known. Table 5 shows the results for mean number of jobs in the system for the same setting as Table 4 for the LightApprox MPL control policy as a function of the parameter p of the family {πp} of candidate policies for various values of the mean arrival rate λ. The column for the parameter chosen by the Light-Approx policy has been highlighted. From Table 5 , we find that Light-Approx policy is also robust to burstiness, while yielding at worst 25% higher mean response time than the optimal traffic-aware static MPL policy. Therefore, the Light-Approx policy is simultaneously robust to both the mean arrival rate and burstiness of the arrival process. The Light-Approx policy with parameter p = 0.3 outperforms the policy with p = 0. 25 setting, but as noted earlier, this is due to the fact that we have not optimized the parameter completely. Table 6 shows the results for mean number of jobs in the system under the same setting for the Poisson-Approx MPL control policy as a function of the parameter λp of the family {π λp } of candidate policies. The column for the parameter chosen by the Poisson-Approx policy has been highlighted. From Table 6 , we find that the PoissonApprox policy yields at worst 13% higher mean response time than the optimal traffic aware static MPL policy. Thus while both our policies are robust to bursty arrival processes, the Poisson-Approx policy seems to marginally outperform the Light-Approx policy. These observations also hold true for the simulation experiments presented in [10] .
While we have demonstrated that our dynamic policies are much more robust than any static policy in handling burstiness when the mean arrival rate is not known, comparing Tables 1 and 4 , we see that, surprisingly, if the mean arrival rate of the arrival process is known, the Opt-Static policy which optimizes for a Poisson arrival process with the given mean arrival rate remains near-optimal for a bursty arrival process.
CONCLUSION
In this paper we consider the problem of admission control in a resource-sharing system with load-dependent service rates, when the job size distribution is highly variable. We demonstrate, that counter to common wisdom, imposing a static multi-programming limit (MPL) at the peak efficiency point is not always optimal for minimizing the mean response time, and propose a simple rule to choose the optimal static MPL under the assumption that traffic is Poisson with a known arrival rate.
Next, we show that a static MPL policy can not be robust to varying traffic patterns, such as the variability in the mean arrival rate. We propose two simple MPL control policies, Light-Approx and Poisson-Approx, that adjust the MPL based on knowledge of only the instantaneous queue length, not the arrival process. We show that our dynamic MPL control policies exhibit robustness to both an unknown mean arrival rate and to burstiness in the arrival process. Specifically, our dynamic control policies result in mean response times within 25% of the mean response time of the optimal traffic-aware static MPL policy.
Our analysis illuminates several key ideas that are important in finding the optimal MPL. While a high arrival rate requires setting the MPL at the point of peak efficiency, when the arrival rate is moderate, we find that the optimal MPL is typically much higher than the peak efficiency point. The reason is that allowing a higher degree of parallelism (higher MPL) can alleviate the effect of high job size variability. In situations where the mean arrival rate is not known, dynamic MPL policies are needed to moderate between the effect of the arrival rate and the job size variability: when the instantaneous arrival rate is high, the effect of mean arrival rate dominates the effect of C 2 , whereas when the arrival rate is low, the effect of C 2 is more dominant. The techniques presented herein for obtaining simple and robust optimal control policies are applicable to more general stochastic settings. While the majority of literature on robust dynamic control focuses on solving the corresponding optimal control problem in the fluid regime, our techniques allow one to obtain optimal control policies which exhibit components of both stochastic and fluid control. 
