Abstract: Rigid structures, such as groins or spur dikes, are constructed along riverbanks for various purposes, which pose computational challenges for unsteady flow in engineering mechanics. This paper presents a study of turbulent flow past a series of groins in a shallow, open channel by large-eddy simulation (LES). A direct-forcing immersed boundary method (IBM) was implemented to approximate complex boundaries around groins with round heads. The time-averaged velocities and turbulence intensities at the water surface obtained by an experiment using particle image velocimetry (PIV) were employed to validate the LES model, finding a satisfactory agreement between laboratory data and model results. Subsequently, the numerical model was employed to investigate the impact of groin parameters (i.e., head shape, aspect ratio L=D, and length L) on the flow properties. Model results showed that a rectangular-headed groin generates higher turbulence intensities and larger vortices than a round-headed groin. On the other hand, the groin aspect ratio (L=D) affects the strength of turbulence intensities, vorticity in the mixing layer, and flow patterns in the groin field. Consistent with previous studies, the groin length (L) significantly affected the turbulent intensities and the vorticity but had little influence on the streamline in the recirculation zone. Eddies were produced at the groin tips and transported downstream. The shape of the vortex group varied as the vortices were transported downstream by the flow. Coherent structures were visualized by Q-criterion around the groin tips.
Introduction
In rivers, groins are constructed along banks for various purposes, such as keeping banks from erosion (Przedwojski 1995) , improving the navigation capability of the main channel, restoring river ecosystems (Hood 2004) , and increasing biological diversity. Groins can protect neighboring banks from scouring by guiding flow to a certain direction. The flow is concentrated in the center of the river, and the velocity simultaneously increases in the main channel and the vicinity of groin heads (Wu et al. 2005) . The sediment transport ability of water flow increases with the velocity, and this may induce bed erosion in the main channel, especially the area around groin heads. Local scour around bridge piers or groin heads is the main cause of failures (Huang et al. 2009 ). Furthermore, the groins can induce a rising of water level during extreme conditions and, hence, increase the risk of levee overtopping and collapsing (Pinter et al. 2001) .
Understanding the groin flow is of great interest in hydraulic engineering. Therefore, numerical models are an important tool to improve understanding of the physics of such complex flow dynamics. In traditional numerical research, the Reynolds-averaged Navier-Stokes (RANS) model is applied widely in both research and engineering (Fang and Rodi 2003; Li et al. 2011 ). For instance, Nagata et al. (2005) used a RANS model with a k 2 ɛ closure to simulate the bed evolution around an isolated spur dike. The bed topography at equilibrium agreed with the experimental data. Zhang et al. (2009) studied the flow in a local scour around a groin experimentally and numerically; the horseshoe vortex and the wake vortex mainly contributed to the equilibrium scour geometry. On the other hand, large-eddy simulation (LES) is another important simulation method in computational fluid dynamics (CFD), which has advantages in capturing the nature of instantaneous flow and reproducing the structures of secondary flow dynamically.
More details of groin flows have been acquired with the advances in measuring technique (Kuhnle and Alonso 2013) , which also provides enough data to develop new numerical models for groin flow, like LES models. Groin flow has been studied previously using LES. Hinterberger et al. (2007) performed a detailed three-dimensional (3D) LES study of the flow past equidistant groins and analyzed the mass exchanges in a shallow, open channel. Koken and Constantinescu (2008a, b) investigated the flow structures and scouring mechanisms at the beginning and equilibrium stages of erosion and deposition via LES. The primary necklace vortex played a very important role during the scouring process. McCoy et al. (2008) reported flow hydrodynamics simulated using LES in a straight, open channel containing a multiple-embayment groin field. Similar investigations also have been presented by Constantinescu et al. (2009) . Overall, 3D LES has demonstrated direct links between the mechanism of mass exchange and the dynamics of coherent structures.
In the groin-flow study, the dead-water zone between groins is called the groin field. Secondary flow produces and develops in the groin field, and one or more vortices dominate the flow structures in the zone. A mixing layer is presented at the interface between the groin field and the main channel. Eddies are produced near the groins and then move downstream owing to the disturbance of the flow by the groins. The mean velocity in the main channel exceeds that of the groin field. The properties of groin flow significantly influence the transport of sediment and pollutants in rivers. Groinflow properties, including the velocity distribution, turbulent kinetic energy, and flow structures, are related to groin parameters, such as the groin height (nonsubmerged or submerged), length, angle to the bank, and aspect ratio (the ratio of the groin length to the distance between two adjacent groins). Therefore, further investigations of the roles of these parameters in the hydrodynamics are needed.
This paper first introduces a direct-forcing immersed boundary module into a LES model and validates the model by an experiment conducted by Weitbrecht (2004) . The groin flow in the shallow, open channel was studied by 3D LES by four contrast simulations. The discussion primarily focuses on the flow properties including the secondary flow structures, turbulence intensities, vorticity distribution, and vortex dynamics. The effects of different groin parameters (i.e., shape, length, and aspect ratio) on the flow dynamics were investigated numerically.
Numerical Model

Governing Equation
The dimensionless LES equations, obtained by filtering of the 3D incompressible Navier-Stokes (NS) equations (Pope 2000) , are given by
where the overbar 5 resolved quantities; u i (i 5 1, 2, 3) 5 dimensionless velocity vector; x i (i 5 1, 2, 3) 5 coordinate of the i-direction; p 5 dimensionless pressure; y 5 inverse of the Reynolds number (R); and t ij 5 subgrid scale (SGS) stress, which results from filtering the nonlinear convective fluxes. This term reflects the influence of the SGS eddies on the large turbulence structures. The SGS stress (t ij ) is calculated from the eddy viscosity relationship
where d ij 5 1 when i 5 j; and y SGS 5 SGS viscosity, which is computed via a SGS model. The earliest SGS model is proposed by Smagorinsky (1963) . In this model, dissipation is overpredicted and it cannot reflect the inverse energy cascade. An alternative to the Smagorinsky model is the dynamic SGS model. In this model, y SGS changes as a function of time and space and can be negative near the wall. This SGS model solves the problems of overdissipation and the inverse energy cascade. This study used the dynamic SGS model proposed by Germano et al. (1991) .
Numerical Implementation
The second edition of a code called LESOCC2 (Large Eddy Simulation on Curvilinear Coordinates), which was first developed at the Institute for Hydromechanics of the Karlsruhe Institute of Technology (Breuer and Rodi 1994; Fröhlich and Rodi 2002) , was used for the simulations in this study. In this code, the equations were discretized with the finite-volume method on nonstaggered curvilinear grids. Convective fluxes and diffusive fluxes in the momentum equations were approximated by a central scheme of second-order accuracy. A low-storage, three-step Runge-Kutta method, which is second-order accurate, was adopted for time discretization. The Poisson's equation for the pressure correction was solved after the third Runge-Kutta step using Stone's strong implicit processing (SIP) method (Stone 1968) . A right-handed coordinate system was employed where the streamwise, spanwise, and vertical directions correspond to the x-, y-, and z-directions, respectively. The study was focused on the flow past a series of equidistant groins, which had periodic characteristics in the streamwise, x-direction. Thus, the computation domain was chosen as two groin fields in the x-direction, and a cyclic boundary was used at both the inlet and outlet. The wall function of Werner and Wengle (1991) was adopted for the sidewalls and the bottom. The rigid lid approximation for the water surface is acceptable when the Froude number is less than 0.5 (Alfrink and Van Rijn 1983) . Because the Froude number was approximately 0.238 in this study's calculations, the water surface was assumed to be a rigid lid, and a slip condition was imposed at this surface.
To simulate the flow past groins with round heads, the directforcing immersed-boundary method (IBM), originally presented by Peskin (1972) , was incorporated into the LES model. The CourantFriedrich-Levi (CFL) number of simulation, which uses the original edition of IBM with feedback forcing, is at least one order smaller than that in the simulation without IBM, i.e., the feedback-forcing method greatly reduces the stability of computation (Fadlun et al. 2000) . Mohd-Yusof (1997) presented a direct-forcing method, which overcomes the shortcomings of earlier feedback forcing and impels IBM to be applied more widely. Grids in the computation domain are classified as solid grids, boundary grids, and fluid grids in IBM according to the relative positions of the boundary and grids. Forcing source terms were added to the momentum equations of boundary grids (Fig. 1) to guarantee that the calculated velocities at the center of these grids equaled the actual values.
The momentum equations of the boundary grids can be written as follows: where f i 5 forcing source term. In the direct-forcing method, f i is calculated at the nth time step as follows:
where RHS n 5 sum of the convective, pressure, and viscous terms in Eq. (4) at the nth time step; v n i 5 actual velocity of boundary grids at the nth time step (here, v n i 5 0 because the groins are stationary); and u n i 5 calculated velocity of the boundary grids at the nth time step.
Because grid centers do not always coincide with the boundary, the actual velocity in the center of the boundary grids needs to be interpolated by the velocity of surrounding fluid grids. The accuracy of IBM directly depends on the scheme, direction, and order of interpolation. In this paper, a high-order, least-squares interpolation (Peller et al. 2006 ) was employed in the direct-forcing IBM module.
Model Validation
Weitbrecht (2004) conducted a series of experiments on groin flow to investigate the properties of flow past groins. The channel in the experiments was 1.8 m wide, and 15 nonsubmerged groins were located equidistantly at the right bank (along the flow direction). The mean water depth was H 5 0:046 m and the mean velocity in the main channel was U 5 0:16 m=s; the corresponding R was 7,360. The streamwise velocity and turbulence intensities at the water surface were measured by large-scale particle image velocimetry (PIV). One case of the experiments conducted by Weitbrecht (2004) was chosen as the validation case for this study (referred to as the primary case in the case study). Details of the validation (primary) case are as follows: (1) the distance between two adjacent groins was D 5 1:25 m, (2) the groin length was L 5 0:5 m, and (3) the groin aspect ratio was L=D 5 0:4 (Fig. 2) . To save the grid points near the sidewall and avoid high simulation loads, the channel width was shortened to 1.27 m in the calculation and a slip boundary was used at the left boundary (along the flow direction) opposite groins.
The grid number was 696 3 352 3 15 in the validation (primary) case. A uniform grid was used in the vertical, z-direction, and the nondimensional grid size was Dz 1 5 ðDz 3 u p Þ=y 5 30, which was approximated by the shear velocity u p 5 0:01 m=s, according to the PIV experiments. In other words, the nondimensional distance of the first grid center from the bed was 15 in the computation. The grid was refined near the sidewall and groins in the streamwise (x-) and spanwise (y-) directions, and the stretching ratio was 1.03. The smallest dimensionless grid size in the x,y-plane was Dx , which was approximately seven flow-through times through a groin field to obtain a fully developed turbulent flow (one flow-through time is the length of one flow field divided by mean velocity U; here it was 28:25H=U). The calculation was run for another 960 nondimensional time units (H=U) during which the data for the statistics were sampled. Fig. 3 presents the comparisons of the streamwise velocity and turbulence intensities along the line A 1 A 1 at the free water surface (Fig. 2 ) by LES and experimental measurements (Weitbrecht 2004) midway between the two adjacent groins. As Fig. 3 shows, the simulation was generally consistent with the measurement, with the exception of a small dispersion in the distribution of the turbulence intensity (u9=U) in the x-direction [ Fig. 3(b) ]. The LES model slightly underpredicted the results when y 1 was between 1 and 8, while it slightly overpredicted the results when y=H . 14. The streamwise velocity was negative when y=H , 5, which indicated that recirculation developed in the groin fields. The mean streamwise velocity was low in the groin fields owing to restriction by the groins. The velocity increased very quickly at the interface (y=H 5 10:9) and remained close to 1:25U where y=H . 20; this revealed that groins have little influence on the flow at this location. The turbulence intensities were maximized near the mixing layer (y=H 5 11) and remained low away from the mixing layer (y=H , 6 and y=H . 17). 
Case Study
Groin parameters, such as the shape of the groin head, length (L), and aspect ratio (L=D), play an important role in the producing and developing processes of flow structures near or behind groins. The groin aspect ratio (L=D) is a leading parameter for the groin field in the design of groin systems along the shorelines (Kraus et al. 1994) . L=D is also one of the key factors in the mass-exchange process between a river and its groin fields. Rapid exchanges take place in narrow groin fields with relatively large L=D values (Uijttewaal et al. 2001) . This ratio, which controls the vortex dynamics, affects the secondary flow in the groin field and, consequently, the mass exchange (Weitbrecht 2004 ).
Simulated Cases
Three more contrasting cases were set up apart from the primary (validation) case (Case 1) to study the influence of the shape of the groin head, groin aspect ratio (L=D), and groin length (L) on the secondary flow, turbulence intensities, vorticity distribution, and vortex dynamics. The channel width, water depth, and mean velocity in the main channel in these four cases were the same (Table 1) . These three new cases included a case with a rectangular groin (Case 2), a narrow case (Case 3) with a groin aspect ratio of L=D 5 1:1, and a short case with a groin length of L 5 0:25 m (Case 4). The computation domain and grid system in Case 2 were the same as those in Case 1. The setup of Case 2 was similar to that of Case 1. The channel width also was chosen to be 1.27 m, and a slip boundary was used at the boundary across the groins. The size of the computation domain was adapted to ensure that two integrated groin fields were included in the x-direction. The boundary conditions of the computation domain were the same as those of Case 1.
A grid system similar to that of Case 1 was used in Case 3 and Case 4. A nonuniform grid was used in the x,y-plane and the grid was stretched from the sidewall and groins, while a uniform grid was used in the vertical, z-direction. The grid number was 378 3 352 3 15 and 456 3 352 3 15 in Case 3 and Case 4, respectively. The grid size Dx 1 min , Dy 1 min , and Dz 1 in Cases 3 and 4 were equal to that in Case 1. The stretching ratio was also 1.03 in the grid system for Case 3 and Case 4. A fully developed turbulent flow was obtained after running 10 flow-through times through a groin field. The calculations were continued for another 40 flow-through times through a groin field and the statistics were made at the same time. show the streamline at different levels and depthaveraged streamline in the short case (Case 4) obtained by LES. The length of the groin was L 5 0:25 m in Case 4, only half that of the primary case (Case 1). The groin aspect ratio was L=D 5 0:4, which was equal to that in Case 1.
The streamline at the water surface (z=H 5 1:0) and near the bottom (z=H 5 0:15) reflected that 3D flow structure significantly affected the flow. The transverse velocity was not uniform in the mixing layer over the water depth. The streamline at the water surface obtained by LES slightly differed from those obtained by the experiment (Weitbrecht 2004 ). The streamline [Figs. 4(a, d, g, and j) ] was not exactly parallel to the x-direction in the mixing layer, and the flow was oriented to the main channel or to the groin field at the water surface. This trend was reversed near the bottom [Figs. 4(b, e, h, and k) ]. According to the continuity law, the size of the region where the flow deflected toward the main channel was nearly equal to that of the area where the flow deflected toward the groin region. This is illustrated clearly by Figs. 4(c, f, i, and l) , in which the depth-averaged streamline was parallel to the x-direction in the mixing layer.
In Cases 1 and 2, one dominant vortex pair produced and developed in the groin fields. Owing to the obstruction of the groin and shear stress of flow in the main channel, the primary vortex moved clockwise. In Case 1, the vortex took up nearly 85% of the groin field. A secondary counterclockwise vortex appeared at the corner. The small secondary vortex was observed in the remaining 15% area of the groin field. In Case 2, the characteristics of streamline, including the streamline shape in the groin field and the trend of streamline near the mixing layer, were very similar to those at different levels in Case 1. A primary clockwise vortex and a counterclockwise vortex developed in the groin field. The locations of the two vortices were the same as those in Case 1, but the secondary vortex of Case 2 was slightly smaller than that of Case 1. This secondary vortex only occupied approximately 10% of the area of the groin field. This indicated that the shape of the groin head has little influence on the overall flow patterns.
A primary clockwise vortex was observed in the dead-water zone between groins, and no secondary vortex was found in the dead-water zone in Case 3. This finding was consistent with the PIV experimental result. The space between two groins was narrow due to the larger groin aspect ratio. The flow met the upstream (along the direction of main flow) groin before the detachment between the sidewall and clockwise flow. In other words, the flow properties in Case 3 in the groin fields were different from those in Case 1. The groin aspect ratio (L=D) significantly influenced the flow structures in the dead-water zone. Notably, LES could not correctly predict the smaller counterclockwise vortex located in the upstream corner of the recirculation zone at water surface in Case 4 [ Fig. 4(j) ]. The velocities were very small in the upstream corner, and most were on the order of 0:01U or smaller. These values were not accurately captured in the calculation, which influenced the flow patterns in these locations. However, the depth-averaged result [ Fig. 4(l) ] indicated a counterclockwise recirculation did exist in the dead-water zone. Generally, the flow structures in the dead-water zone in Case 1 and Case 4 were similar, which reflected that the groin length (L) has little impact on the flow patterns in the dead-water zone (Weitbrecht 2004 ). Fig. 5 shows streamwise and spanwise dimensionless turbulence intensities (normalized by U) at the water surface and at the half-depth in the primary case (Case 1). The turbulence intensities were high in the mixing layer at the interface between the main channel and the groin field. The highest values of u9=U and v9=U were 0.291 and 0.182, respectively. These values were located near the groin heads because of the developing process of eddies. Eddies form, shed from the groin heads, move downstream in the mixing layer, and then enter the groin field along the downstream groin. The convection and interaction of eddies can explain the high-turbulence intensity in this area.
Turbulence Intensities
The turbulence intensities were low at the center of the primary and secondary vortices. The streamwise fluctuation (u9=U) associated with the convection in the x-direction was larger than the spanwise fluctuation (v9=U) in the mixing layer, as indicated by comparison of Figs. 5(a and b) . At the water surface, the mixing layer located between two groins widened along with increased distance from the upstream groin. The mixing layer was very wide close to the upstream face of the groin and took up nearly 30% of the recirculation zone. At middepth, the distribution of the streamwise fluctuations was similar to that at the free surface [Figs. 5(c and d) ], and the size of the region where streamwise fluctuations were high was narrower than that at the water surface. In the main channel, the turbulence intensities were slightly higher than those at the free surface.
The primary clockwise vortex [shown as Fig. 4(a) ] transported fluid with high momentum and turbulent kinetic energy into the groin fields. The turbulent kinetic energy was low in the recirculation zone, and the primary vortex carried the fluid with low momentum and turbulent kinetic energy back to the mixing layer. Because of the high momentum of the flow and bed shear stresses near the groin heads (Koken and Constantinescu 2008b) , the sediment particles were picked up easily from the bed-induced erosion near the tips of groins. High turbulent kinetic energy increased the mixing of sediment and flow and positively contributed to sediment suspension near the bed. Some of the sediment particles, carried by the flow in the mixing layer, enter the recirculation zone after entrainment.
Due to low bed shear stresses in the groin fields (McCoy et al. 2008) , these particles deposit in the groin fields. Low turbulent kinetic energy encourages the sediment to deposit in the area. Here, the discussion primarily focuses on the differences between Case 1 and Case 2. First, the highest values of u9=U and v9=U were 0.326 and 0.208, respectively, at the water surface, which were higher than those values in Case 1. This difference indicated that groins with rectangular heads disturb the flow more strongly around the groin head. Second, the centerline of the region in the mixing layer where turbulence intensities were high perfectly coincided with the E-E line, while the centerline of the similar region in Case 1 inclined toward the groin field [Figs. 5(a) and 6(a)]. Third, v9=U was smaller close to the upstream face of the groin than in Case 1 [Figs. 5(a) and 6(a)]. Overall, the distribution of turbulence intensities in Case 2 was very similar to that in the primary case. Moreover, the shape of the groin head influenced the turbulence intensities around the groin heads, in the mixing layer, and upstream of groins. Fig. 7 shows streamwise and spanwise dimensionless turbulence intensities (normalized by U) at different levels in the narrow case (Case 3). The streamwise fluctuation (u9=U) was larger than the spanwise fluctuation (v9=U) in the mixing layer. This trend in Case 3 was the same as that in the primary case (Case 1). At the free surface, the highest values of u9=U and v9=U were 0.191 and 0.118, respectively. These values were located near the groin tips [Figs. 7(a and b)], and high turbulence intensities were concentrated mainly around the groin heads. In contrast to Case 1, a narrow mixing layer presented at the interface between the main flow and the groin field in Case 3. Furthermore, the turbulence intensities in Case 3 were smaller than those in Case 1 in the mixing layer, especially the streamwise turbulence intensity (u9=U). This difference could be explained by the distance (D) between groins. When the groin lengths were equal, a larger groin aspect ratio L=D indicated a shorter distance (D) between two adjacent groins. In Case 3, a shorter distance between the two groins restricted the development of the mixing layer. Consequently, the fluctuations and interactions between the main flow and dead-water zone were not as strong in Case 3 as those in Case 1. At the middepth, the distribution of turbulence intensities also was similar to that at the free surface. High turbulence intensities were concentrated mainly in the mixing layer [Figs. 7(c and d) ]. In the main channel, the turbulence intensities were a little higher than those at the free surface. Fig. 8 displays streamwise and spanwise dimensionless turbulence intensities (normalized by U) at different locations in the short case (Case 3). Similar to the primary case (Case 1), the streamwise fluctuation (u9=U) was larger than the spanwise fluctuation (v9=U) in the mixing layer. At the free surface, u9=U and v9=U were maximized as 0.201 and 0.135, respectively, near groin heads. The turbulence intensities in Case 3 were relatively weak compared to those in Case 1 (the primary case). Because of the groin length (L 5 0:25 m), which was only half that of Case 1, the interference of the groins on the flow was not as obvious as in Case 1. The groin length (L) was a key factor in the strength of turbulence intensities, and it somewhat affected the potential width of the mixing layer and turbulence intensities. Fig. 9 presents the depth-averaged turbulence intensities in the mixing layer or at the midway of two adjacent groins in three cases. In the primary case (Case 1), the depth-averaged u9=U and v9=U values were maximized as 0.129 and 0.112 separately around the mixing layer and remained low in the groin field along line A-A [ Fig. 9(a) ]. These peak values were 0.207 and 0.117 along line D-D in the mixing layer for u9=U and v9=U, respectively [ Fig. 9(d) ]. In the mixing layer, the depth-averaged streamwise turbulence intensity, u9=U, decreased from a maximum at the upstream groin layer, and the depth-averaged transverse turbulence intensities, v9=U, remained low with a jump near the groin heads. The depth-averaged u9=U exceeded the depth-averaged v9=U at these two locations.
For rectangular heads (Case 2), the depth-averaged u9=U and v9=U were similar to those of the primary case, except for the turbulence intensities near the groin heads. Along line E-E in the mixing layer, u9=U and v9=U were maximized as 0.291 and 0.157, respectively [ Fig. 9(e) ]. In other words, turbulence intensities induced by the rectangular-headed groins were higher than those induced by the round-headed groins. For the narrow case (Case 3), the depth-averaged u9=U value exceeded the depth-averaged v9=U value overall. Along the centerline between two groins (line C-C), u9=U and v9=U were maximized at 0.11 and 0.085, respectively. The depth-averaged u9=U and v9=U values ranged from 0.01 to 0.02 in the groin field, which indicated low fluctuations at this location. The depth-averaged u9=U and v9=U values were maximized as 0.167 and 0.89, respectively, along line F-F in the mixing layer. The depthaveraged turbulence intensities in Case 3 clearly were lower than those in Case 1. 
Coherent Structures and Vorticity
The coherent structures of a horseshoe vortex system are visualized using the Q-criterion shown in Fig. 10 (Alfonsi 2006) . Q is the second invariant calculated by the velocity gradient
where W ij 5 1=2½ð∂u i =∂x j Þ 2 ð∂u j =∂x i Þ; and S ij 5 1=2½ð∂u i =∂x j Þ 1 ð∂u j =∂x i Þ. Large positive values of Q reflected that the rate of rotation dominated the strain rate in the area. Negative values of Q reflected that the vorticity was low and the rate of strain rate was large in the area. Figs. 10(a and e) show a 3D and top view, respectively, of the horseshoe vortex in the primary case (Case 1). A primary vortex formed near the groin heads close to the bottom, and two secondary necklace vortices appeared near the tips of the groin. One secondary necklace vortex touched the bottom and the other inclined toward the water surface. Figs. 10(b and f) show a 3D and top view, respectively, of the horseshoe vortex for rectangular groins (Case 2). The locations of vortices in Case 2 and Case 1 were similar. However, the vortex near the bottom was bigger in Case 2 than in Case 1. This discrepancy broadened the distribution range of high bed shear stress.
The horseshoe vortex system in the narrow case (Case 3) is shown in Figs. 10(c and g) . Two vortices formed around the tips: a bigger one near the water surface and a smaller one near the bottom. The coherent structures of the horseshoe vortex system in the short case (Case 4) are presented in Figs. 10(d and h) . The distribution of the vortex system in Case 3 was similar to that in Case 2, and the vortex tubes were smaller than those in Case 2. As the necklace vortices near the bottom interacted with the flow around them, they produced high local values of the bed shear stress beneath the coherent structures. This process constituted the main mechanism of bed erosion around the groin tips.
The vertical vorticity (v s ) is defined as
where u 5 velocity in the streamwise, x-direction; v 5 velocity in the spanwise, y-direction; and v z 5 vertical rational strength of the secondary flow. The vorticity distribution plays an important role in the research of secondary flow, especially the flow behind some rigid structures (Chen and Chen 1984) . Fig. 11 illustrates the vertical vorticity (v z , normalized by U=H) distribution at the free surface in the primary case (Case 1), the case with rectangular groins (Case 2), the narrow case (Case 3), and the short case (Case 4), as obtained by LES. Fig. 11 indicates three different zones in each contour: (1) a negative vorticity belt, which is presented at the interface between the main flow and the groin fields; (2) an outer shear layer near the boundary, including groins and the sidewall; and (3) an inner zone in the center of groin fields, where the vorticity values approach zero.
Some distinctions should be noted in the contours of vorticity. In Case 1 and Case 2, the inner zone could be divided into a negative subzone and a positive subzone depending on the sign of the vorticity (v z ), i.e., the rotation direction of the vortices. The negative subzone corresponded to the position of the clockwise vortex [Figs. 4(a and d) ] in the dead-water zone, and the positive subzone denoted the location of a counterclockwise vortex. In Case 3 (the narrow case), the inner zone was a negative zone, which could be explained by the clockwise vortex shown in Fig. 4(g) . This vorticity was attributed to the groin aspect ratio (L=D), which increased from 0.4 (Case 1) to 1.11 (Case 3). Similar to Case 1 (the primary case), two subzones were observed in the inner zone in the center of the groin field in Case 4 (the short case), and the groin aspect ratio (L=D) was equal to that of Case 1. However, the percentage of the groin field taken up by the positive subzone in Case 4 was slightly larger than that in Case 1. The vorticity in this subzone also was very small, which could lead to a somewhat inaccurate presentation of the counterclockwise vortex [ Fig. 4(j) ]. These eddies in the mixing layer were very efficient at enhancing the mixing of the main channel and the main recirculation region. Furthermore, they produced high turbulent intensities, which corresponded to the contours shown in Figs. 5-8. Lastly, the convection and movement of eddies controlled the mass-exchange processes between the groin field and the main channel (McCoy et al. 2007) . Fig. 12 also shows an alternative distribution of the high vorticity and low vorticity at the interface, which reveals that eddies are induced mainly by disturbances of the groin and transported downstream by the flow. Each eddy disintegrates once it contacts the downstream groin. Some of these small eddies disappear in the process of dissipation and the rest are transported by the flow along the strong shear layer near the boundary in the clockwise direction. The vertical vorticity (v z ) was very small in the groin field except in the shear layer near the groins and the sidewall, which reflected that the instantaneous rotation of the secondary flow was weak at the center of the primary (clockwise) and secondary (counterclockwise) vortices.
A vortex system can be found at the interface of the main channel and the groin field in Fig. 12 . The migration and transformation of the vortex system was captured dynamically and shown clearly by comparing the four subfigures extracted from a series of results. Because the streamwise velocity (U) varied with space, the upper part of the vortex system moved downstream faster than the lower part. Thus, the vortex system was lengthened and transformed when it migrated in the streamwise direction. The vortex system distributed along a straight line that intersected the x-direction at a 35°angle at time T 5 932 [ Fig. 12(a) ]. The angle between the vortex system and the x-direction was only 15°at time T 5 947 [ Fig. 12(d) ].
Conclusion
The flow past nonsubmerged groins in a shallow channel was studied via LES with a direct-forcing IBM module.
To study the effect of the shape of the groin head, groin length (L), and groin aspect ratio (L=D) on the properties of flow past a series of groins, four cases were developed. When L=D 5 0:4 and L 5 0:5 m, one vortex pair dominated the groin field, including a dominant clockwise vortex and a secondary counterclockwise vortex. The rectangular-headed groin produced higher turbulence intensities and vorticity around the head than a round-headed groin. The primary vortex near the bed close to the groin heads was bigger than that observed for round-headed groins. Overall, the groin head shape had little effect on the distribution of streamline.
Comparisons among the results indicated that the aspect ratio, L=D, significantly influenced the flow structures, turbulence intensities, and vorticity distribution. In the narrow case with a large aspect ratio, the groin field was composed entirely of only one primary vortex. The turbulence intensities and vorticity were relatively weak compared to the primary case. The groin length, L, was a determining factor of the strength of turbulent intensities and vorticity, while it did not significantly affect the streamline distribution. For short groins, the turbulence intensities and vorticity at the water surface were relatively weak; even the highest values did not significantly reduce near the groin heads. A vortex pair composed of a primary clockwise vortex and a secondary counterclockwise vortex formed in the groin field. This phenomenon was not predicted accurately by LES. Furthermore, a vortex dynamic study revealed that the groins induced high-vorticity flow and eddies were transported downstream. The vortex system was lengthened and deformed when it moved downstream.
