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Se´mantique des jeux et logique line´aire
La se´mantique des jeux contemporaine est la petite sœur de la logique line´aire : ne´e
(ou plutoˆt ressuscite´e a` partir des travaux de l’e´cole de Paul Lorenzen [Lor61, LL78]) au
de´but des anne´es 90, dans le tourbillon intellectuel engendre´e par la re´cente de´couverte
de la logique line´aire (LL) par Jean-Yves Girard [Gir87], la se´mantique des jeux resta
pendant longtemps sous son influence spirituelle. A` cette e´poque, le rayonnement de la
logique line´aire sur la se´mantique des jeux e´tait tre`s fructueux. Graˆce a` ce tuteur, la
se´mantique des jeux a fleuri en suivant uniforme´ment l’intuition que toute formule de la
logique line´aire de´crit un jeu ; et que toute preuve de cette formule de´crit une strate´gie
pour jouer a` ce jeu.
Cette correspondance entre les formules de la logique line´aire et les jeux est entretenue
par plusieurs analogies frappantes que nous nous attacherons a` de´crire ici. Tout d’abord,
un des principes de base de la logique line´aire est que la ne´gation
A 7→ ¬A
est involutive. Cela signifie en substance que toute formule A est e´gale (ou au moins
isomorphe) a` sa double ne´gation
A ∼= ¬¬A. (1)
Ce principe est tre`s bien refle´te´ en se´mantique des jeux par l’intuition que nier un jeu A
consiste a` permuter le roˆle de Joueur et Opposant. Ainsi, nier un jeu deux fois revient a`
permuter deux fois Joueur et Opposant, c’est-a`-dire a` ne rien faire. Typiquement, si A est
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le jeu d’e´checs standard ou` les Blancs commencent, ¬A est le jeu d’e´checs ou` les Noirs
commencent, et ¬¬A est le jeu d’e´checs standard a` nouveau. Un autre principe de base
de la logique line´aire est que toute formule agit comme une ressource qui disparaˆıt une
fois consomme´e. En particulier, une preuve de la formule
A( B
permet de de´duire la conclusion B en utilisant (nous disons plutoˆt : en consommant)
exactement une fois l’hypothe`se A, vue ici comme une ressource. A` nouveau, ce principe est
refle´te´ en se´mantique des jeux par l’intuition que jouer a` un jeu, c’est comme consommer
une ressource – le jeu lui-meˆme.
Les connecteurs de la logique line´aire sont refle´te´s de manie`re convaincante en se´man-
tique des jeux. Par exemple, le produit tensoriel
A⊗B
de deux formules A et B est interpre´te´ par le jeu (ou la formule) A joue´ en paralle`le avec
le jeu (ou la formule) B, ou` Opposant est le seul a` pouvoir de´cider de changer de jeu. Cela
revient a` poser deux e´chiquiers sur la meˆme table et a` dire que les Noirs doivent re´pondre
sur l’e´chiquier ou` les Blancs viennent de jouer. Similairement, la somme
A⊕B
de deux formules A et B est interpre´te´e par le jeu ou` Joueur joue en premier, en choisissant
entre le jeu A et le jeu B, et continue dans la composante se´lectionne´e. Cela revient a`
poser deux e´chiquiers sur la meˆme table et a` laisser les Noirs de´cider s’ils veulent jouer sur
celui de gauche ou sur celui de droite. Ce choix est ensuite irre´versible. Enfin, la modalite´
exponentielle de la logique line´aire
!A
applique´e a` la formule A est interpre´te´e comme le jeu ou` plusieurs copies du jeu A sont
joue´es en paralle`le, et ou` Opposant est le seul a` pouvoir
– passer d’une copie a` une autre ;
– ouvrir une nouvelle copie du jeu A.
Cela revient a` jouer sur des e´chiquiers en paralle`le comme pour le tenseur avec en plus la
capacite´ pour les blancs d’aller chercher un nouvel e´chiquier et de l’ajouter a` ceux de´ja`
pre´sents.
Ce que nous venons de de´crire correspond en essence a` la se´mantique des jeux intro-
duite par Andreas Blass dans [Bla92]. Simple et e´le´gant, ce mode`le refle`te fide`lement la
gestion des ressources de la logique line´aire. De manie`re amusante, cette se´mantique des
jeux est pour ainsi dire ante´rieure a` la logique line´aire elle-meˆme [Bla72]. Elle a d’abord
e´te´ aborde´e indirectement par Ge´rard Berry et Pierre-Louis Curien [BC82] a` travers le
mode`le des structures de donne´es concre`tes qui constitue la premie`re se´mantique interac-
tive des algorithmes se´quentiels. La se´mantique des jeux fut ensuite utilise´e directement
pour obtenir des mode`les complets de la logique line´aire multiplicative [AJ94, HO92].
Ces travaux ont e´te´ poursuivis ensuite sur des fragments plus e´tendus de la logique li-
ne´aire [Lam95, BDER97]. La se´mantique des jeux a aussi e´te´ rapproche´e du calcul de la
re´duction line´aire de teˆte effectue´e par certaines machines abstraites [DHR96].
Une se´cession avec la logique line´aire. La se´mantique des jeux s’est ensuite e´manci-
pe´e de la logique line´aire dans le milieu des anne´es 90, afin de re´aliser ses propres desseins
he´rite´s de la se´mantique de´notationnelle :
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1. Le de´sir d’interpre´ter des programmes e´crits dans des langages utilisant des effets
(re´cursion, e´tats, etc.) et de caracte´riser exactement leurs comportements interactifs
a` l’inte´rieur de mode`les pleinement ade´quats (fully abstract en anglais).
2. Le de´sir de comprendre les principes alge´briques des langages de programmation et
des effets, en utilisant la machinerie cate´gorique.
Une nouvelle ge´ne´ration de se´mantiques des jeux s’est alors de´veloppe´e, conduite par (au
moins) deux lignes diffe´rentes de recherche :
1. Samson Abramsky et Radha Jagadeesan [AJ94] ont signale´ que le mode`le (ou plutoˆt
la variante alterne´e du mode`le) de Blass ne de´finit pas de mode`le cate´gorique de la
logique line´aire. Pire : il ne de´finit meˆme pas une cate´gorie, car la composition
n’est pas associative. Samson Abramsky a de´crit ce phe´nome`ne dans [Abr03] en le
baptisant le proble`me de Blass.
2. Martin Hyland et Luke Ong [HO00] ont introduit la notion de jeu d’are`ne, et ont
caracte´rise´ le comportement interactif des programmes e´crits dans le langage fonc-
tionnel PCF – correspondant au λ-calcul pur muni d’un test conditionnel, de l’arith-
me´tique et d’un ope´rateur de re´cursion. Samson Abramsky, Radha Jagadeesan et
Pasquale Malacaria ont obtenu le meˆme re´sultat avec un mode`le le´ge`rement diffe´-
rent [AJM00]. Notons que malgre´ leurs dates de publication, ces travaux ont tous
les deux e´te´ re´alise´s au cours de l’anne´e 1994.
Ainsi, le proble`me de Blass indique qu’il est difficile de construire une se´mantique de
jeux (se´quentiels) pour la logique line´aire ; les jeux d’are`ne sont devenus dominants vers
le milieu des anne´es 90, bien qu’ils ne donnent pas lieu a` un mode`le de logique line´aire.
Ces deux raisons (au moins) ont ope´re´ une scission entre la se´mantique des jeux et la
logique line´aire : il fut soudainement accepte´ que les cate´gories de jeux (se´quentiels) et
de strate´gies ne captureraient que des fragments (intuitionniste ou polarise´) de la logique
line´aire mais pas la totalite´ de cette logique.
Une re´conciliation a` travers la logique tensorielle. Afin de comprendre en profon-
deur les modalite´s de ressource de la logique line´aire en se´mantique des jeux, il faut donc
re´unir ces deux sujets. Comme le contentieux est apparu avec la the´orie des cate´gories, il
semble naturel que leur re´union apparaisse au niveau cate´gorique.
Nous expliquons comment re´aliser cette re´conciliation en relaˆchant les contraintes de
la ne´gation involutive, ce qui donne lieu a` la de´finition d’une ne´gation tensorielle. Cette
ne´gation induit a` son tour une monade de continuation line´aire dont l’unite´
A −→ ¬¬A (2)
raffine l’isomorphisme (1) de la logique line´aire. Passer de la ne´gation involutive a` la
ne´gation tensorielle signifie que nous remplac¸ons la logique line´aire par une logique plus
primitive que nous appelons logique tensorielle. La notion cate´gorique associe´e, c’est a`
dire une cate´gorie mono¨ıdale syme´trique munie d’une ne´gation tensorielle, est appele´e
cate´gorie de dialogue.
La logique tensorielle fournit une relecture de la logique polarise´e introduite par Jean-
Yves Girard dans son travail sur la logique classique et le syste`me LC [Gir91]. Un phe´no-
me`ne inattendu apparaˆıt dans ces logiques polarise´es : les modalite´s de ressource changent
la polarite´ des formules. Ce phe´nome`ne curieux s’explique en logique tensorielle par une
de´composition de l’ope´rateur de soule`vement !•pol en deux constructeurs logiques : la mo-
dalite´ exponentielle ! qui ne change pas la polarite´ des formules, et la ne´gation tensorielle,
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note´e dans ce cadre ´ (plutoˆt que ¬), dont le roˆle de ne´gation est d’e´changer le point de
vue Opposant et Joueur sur la formule – ce qui revient a` en renverser la polarite´
!•polA = ! ´A.
Il s’agit de promouvoir un changement de perspective radical sur les logiques polarise´es. En
effet, la logique tensorielle n’est pas re´duite pour nous a` un fragment de la logique line´aire,
comme on a pris l’habitude de penser les logiques polarise´es. Au contraire, nous de´fendrons
la the`se selon laquelle la logique tensorielle est une logique plus primitive que la logique
line´aire, et plus proche des me´canismes de continuation de´crits par la se´mantique des jeux.
Et de la meˆme manie`re que la logique classique s’interpre`te en logique intuitionniste par
traduction de Go¨del, nous verrons que la logique line´aire s’interpre`te par une traduction
similaire, de nature cate´gorique (construction de Kleisli). En un mot, la logique tensorielle
est a` la logique line´aire ce que la logique intuitionniste est a` la logique classique : un
formalisme plus proche du calcul et des programmes.
Calculer des alge`bres libres
Notre point de vue sur la logique tensorielle est axe´ sur sa se´mantique cate´gorique.
Aussi nous reformulons et ge´ne´ralisons la notion d’exponentielle pre´sente dans la logique
line´aire graˆce a` un concept majeur en the´orie des cate´gories : l’adjonction.
Calculer des modalite´s de ressource. Une modalite´ de ressource est par de´finition
de´crite par une adjonction mono¨ıdale
M
U
!!
⊥ C
F
aa
entre une cate´gorie mono¨ıdale syme´trique C, mode`le de logique tensorielle, et une cate´gorie
mono¨ıdale syme´trique M, internalisant les proprie´te´s de la modalite´ conside´re´e. Dans le
cas de la modalite´ exponentielle, la cate´gorieM est carte´sienne avec sa diagonale mode´li-
sant la contraction et la counite´ de la comonade associe´e mode´lisant l’affaiblissement. On
retrouve la construction de l’exponentielle du mode`le Line´aire/Non Line´aire introduit par
Nick Benton [Ben95]. Cette formulation par adjonction avec une cate´gorie carte´sienne met
en valeur le fait que pratiquement toutes les exponentielles pre´sentes dans la litte´rature
sont en fait des comono¨ıdes commutatifs. Mais en y regardant de plus pre`s, on s’aper-
c¸oit que ces exponentielles partagent une proprie´te´ supple´mentaire qui n’est pas requise
dans l’axiomatique : elle sont souvent obtenues de manie`re libre. Il semble alors naturel
de se tourner vers les travaux d’Eduardo Dubuc [Dub74], et plus re´cemment de Bruno
Vallette [Val04] et Steve Lack [Lac08] sur le calcul des mono¨ıdes libres afin d’en de´duire
une construction ge´ne´rique des exponentielles ; et de l’utiliser en se´mantique des jeux.
Malheureusement calculer des comono¨ıdes commutatifs libres en se´mantique des jeux
n’est pas chose aise´e et les re´sultats de´ja` pre´sents dans la litte´rature alge´brique ne per-
mettent pas de les appre´hender ; le proble`me principal e´tant que les cate´goriciens ont
e´te´ motive´s par des exemples mathe´matiques ou` tout est assez lisse. Les exemples qui
nous motivent sont a` contrario tre`s pauvres en proprie´te´s, les cate´gories de jeux ayant
par exemple tre`s peu de limites. Nous avons donc e´te´ amene´s a` de´velopper notre propre
the´orie pour comprendre le calcul des comono¨ıdes commutatifs libres sous des climats plus
arides.
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The´ories line´aires. Le point de de´part de notre travail est d’harmoniser le calcul de
mono¨ıdes libres et le calcul de comono¨ıdes commutatifs libres en conside´rant les mode`les
libres d’une the´orie line´aire (PRO) ou syme´trique (PROP) – les notions de the´orie line´aire
et syme´trique e´tant les versions mono¨ıdales et mono¨ıdales syme´triques de la notion de
the´orie alge´brique due a` William Lawvere [Law63]. De ce point de vue, le calcul du mono¨ıde
libre dans une cate´gorie mono¨ıdale C correspond au calcul de l’extension de Kan mono¨ıdale
d’un objet A de C – vu comme un foncteur mono¨ıdal de la cate´gorie discre`te des entiers
N dans C – le long de l’injection j de N dans la cate´gorie simpliciale ∆.
C
N L1 j
//
A
<<xxxxxxxxx ⇒
L2
bbF
F
F
F
F
∆
Dans le glossaire des the´ories line´aires, on dit qu’on calcule le L2-mode`le libre du L1-
mode`le A selon le transport de the´ories line´aires j : L1 → L2. On peut alors s’appuyer sur
les formules ge´ne´riques bien connues pour le calcul d’extensions de Kan ; la seule chose qui
reste a` faire est de garantir que cette extension soit mono¨ıdale. Il s’ave`re que cette taˆche
est plus ardue qu’il n’y paraˆıt et ne´cessite encore un cran supple´mentaire d’abstraction.
Cela va eˆtre re´alise´ en plac¸ant notre raisonnement au niveau 2-dimensionnel.
La vague 2-dimensionnelle. Emporte´ par la vague 2-dimensionnelle de´ferlant ac-
tuellement dans la communaute´ des cate´goriciens, nous avons abstrait notre raisonne-
ment a` un niveau bicate´gorique base´ sur la the´orie des distributeurs de Jean Be´na-
bou [Be´73]. L’utilisation du concept d’e´quipement en distributeurs de´veloppe´ par Richard
Wood [Woo82, Woo85] nous a permis de de´crire de manie`re minimale les proprie´te´s ne´ces-
saires aux the´ories line´aires en question et a` la cate´gorie C pour que le calcul de mode`les
libres soit possible. Notre re´sultat ge´ne´ral repose sur deux hypothe`ses fondamentales :
– Ope´radicite´ : le transport de the´ories line´aires ve´rifie une hypothe`se combinatoire.
Intuitivement, cette hypothe`se indique une proprie´te´ de de´composition en arbres
des morphismes de L2 ; proprie´te´ toujours ve´rifie´e lorsque les deux the´ories line´aires
proviennent d’ope´rades.
– Comple´tude alge´brique : la cate´gorie C sur laquelle on calcule le L2-mode`le libre
ve´rifie une hypothe`se alge´brique. Intuitivement, cette hypothe`se indique que C pos-
se`de certaines colimites et que celles-ci commutent avec la structure mono¨ıdale. Pour
pouvoir parler abstraitement de comple´tude pour certaines colimites, nous avons duˆ
de´velopper la notion de syste`me de Yoneda dans un e´quipement en distributeurs.
Notre re´sultat est conservatif par rapport aux travaux de Dubuc, Vallette et Lack au
sens ou` leurs the´ore`mes sont des cas particuliers du noˆtre. Mais la notion de comple´tude
alge´brique que nous utilisons est beaucoup plus flexible car elle requiert l’existence de
tre`s peu de colimites, capturant ainsi le cas des exponentielles libres dans les espaces de
cohe´rence et en se´mantique des jeux.
Graˆce a` ces outils, il nous est maintenant possible de de´finir une cate´gorie de jeux
mode´lisant la logique tensorielle, ou` les modalite´s de ressources sont calcule´es librement
comme des limites de diagrammes approprie´s. Nous nous appuyons pour cette construction
sur le mode`le des jeux de Conway introduit par Andre´ Joyal [Joy77]. Ce choix a e´te´ motive´
par l’existence, dans ce mode`le, d’une structure compacte ferme´e dont de´coule une notion
de trace qui est au cœur de notre interpre´tation des re´fe´rences.
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Trace et re´fe´rences
Les cate´gories mono¨ıdales trace´es [JSV96] ont e´te´ introduites par Andre´ Joyal, Ross
Street et Dominic Verity afin de fournir une description uniforme de divers constructions
mathe´matiques ayant un comportement cyclique. Ces cate´gories sont e´quipe´es d’un ope´-
rateur de trace
TrXA,B : C1(X ⊗A,X ⊗B) → C1(A,B)
qui permet intuitivement de brancher la sortie sur X a` l’entre´e en X. Il est usuel de
repre´senter la trace, au travers de cette intuition, par le sche´ma suivant
Parmi les constructions les plus notables de´crites par les cate´gories mono¨ıdales trace´es,
nous citerons la fermeture des tresses en the´orie des nœuds et l’ope´rateur de trace en
alge`bre line´aire.
Ici, nous nous inte´ressons a` la trace comme moyen de description des variables lo-
cales dans les langages de programmation. Traditionnellement en se´mantique [Mog91], on
interpre`te un langage de programmation dans une cate´gorie en distinguant les objets A
de´crivant les valeurs, des objets TA de´crivant les calculs de type A, ou` T est une monade.
Dans le cas des re´fe´rences, la monade conside´re´e est la monade d’e´tat S ( (S ⊗ ) qui
permet d’interpre´ter un programme de type A → B comme un programme prenant une
valeur A et renvoyant un calcul S ( (S⊗B), ce qui, via la cloˆture mono¨ıdale, correspond
a` un morphisme de S ⊗A→ S ⊗B. De`s lors, si on est capable de prendre la trace sur S
de f , on obtient un morphisme avec me´moire interne de type A −→ B. C’est l’analogue
de la restriction (ou localisation) utilise´e dans les calculs de processus pour un langage ou`
les canaux sont remplace´s par des adresses me´moires.
Pour e´tayer cette ide´e, nous voulons utiliser notre mode`le de logique tensorielle base´
sur les jeux de Conway.
Multiparenthe´sage. Samson Abramsky, Kohei Honda et Guy McCusker [AHM98] ont
introduit une se´mantique des jeux pour donner un mode`le pleinement ade´quat d’un lan-
gage de type ML avec re´fe´rences d’ordre supe´rieur. Il apparaˆıt que la cate´gorie des jeux
de Conway que nous avons de´finie est e´troitement lie´e a` ce mode`le. Il nous manque seule-
ment une notion de parenthe´sage afin de contraindre le de´roulement d’une interaction.
Mais avoir une telle notion, sans pour autant briser la structure compacte ferme´e de la
cate´gorie des jeux de Conway, n’est pas une mince affaire. Cela nous a amene´ a` une refonte
totale du parenthe`sage pour aboutir a` la notion de multiparenthe´sage.
Cette notion repose sur la gestion de requeˆtes initie´es par Joueur et Opposant. Cette
vision duale du parenthe´sage permet de pre´server la structure compacte ferme´e des jeux
de Conway. Ces requeˆtes sont ge´re´es par une relation de re´sidus – emprunte´e a` la the´o-
rie de la re´e´criture – qui permet de de´tecter si un joueur a` acce´der a` une requeˆte. Nous
avons ensuite donne´ une description axiomatique de la gestion de ces requeˆtes a` travers un
ope´rateur de ressource. Celui-ci s’apparente a` un calcul de distance entre deux positions
d’un jeu ; ou plus pre´cise´ment au calcul d’une pseudome´trique ou` la notion de tempora-
lite´ est apparente. Ainsi, la distance entre deux positions est un couple d’entiers positifs,
chacun correspondant au nombre de requeˆtes initie´es par Opposant (resp. Joueur) entre
ces deux positions et auxquelles on a pas encore acce´de´. Cet ope´rateur ve´rifie deux pro-
prie´te´s naturelles ayant des e´quivalents standards en the´orie des mots ou en ge´ome´trie : la
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domination par suffixe et la sous-additivite´. Bien que tre`s simple, cette axiomatique nous
permet de construire, de manie`re purement alge´brique, des preuves souvent laborieuses
en se´mantique des jeux (comme la compositionalite´ des strate´gies bien parenthe´se´es).
Tout cela rend possible la de´finition d’une cate´gorie de jeux multiparenthe´se´s e´quipe´e
d’une trace. Cette cate´gorie fournit un mode`le de la logique tensorielle ou` les modalite´s de
ressource sont calcule´es graˆce a` notre travail sur le calcul des alge`bres libres. Il apparaˆıt
que la cate´gorie de jeux introduite par Abramsky et al. est isomorphe a` la cate´gorie
de Kleisli induite par la modalite´ de ressource exponentielle sur notre cate´gorie de jeux
multiparenthe´se´s. Nous utilisons donc directement leur re´sultat pour obtenir la pleine
ade´quation de notre mode`le. L’inte´reˆt de notre travail re´side dans la de´finition de la
strate´gie cellA qui interpre`te une cellule me´moire de type A. Contrairement aux travaux
pre´ce´dents, cette strate´gie est obtenue graduellement en utilisant la ne´gation tensorielle, la
structure compacte ferme´e et la notion d’acce`s me´moire pour une modalite´ exponentielle.
Cet acce`s me´moire re´duit la gestion des copies accomplie par une cellule me´moire a` la
pre´sence d’une transformation naturelle de composante
ξA,B : !(A⊗!B) −→ !A⊗!B
satisfaisant deux lois de cohe´rence avec la de´re´liction et la contraction de la modalite´
exponentielle. Ainsi, on va construire pas a` pas trois types de cellules :
– la cellule line´aire dans laquelle on e´crit une seule fois et on lit une seule fois (cette
construction utilise la ne´gation tensorielle et la structure compacte ferme´e) ;
– la cellule constante dans laquelle on e´crit une fois et on lit autant de fois que l’on
veut (cette construction utilise la modalite´ exponentielle) ;
– la cellule me´moire dans laquelle on e´crit et on lit autant de fois que l’on veut (cette
construction utilise l’acce`s me´moire de la modalite´ exponentielle).
Nous montrons alors, de manie`re diagrammatique, que ces strate´gies valident des e´quations
se´mantiques sur les re´fe´rences. Cela nous permet donc de reformuler la correction de notre
syste`me en e´vitant les longues preuves par e´tude de cas sur les parties joue´es par une
strate´gie – preuves qui sont d’ailleurs bien souvent absentes des textes car elles sont tre`s
difficiles a` mettre en place.
Multicate´gories de controˆle
Une des motivations de la logique tensorielle est de fournir un cadre plus souple a`
l’interpre´tation des langages de bas niveau de type assembleur. Ceci permettrait d’ap-
pre´hender la se´mantique de la compilation de fac¸on plus uniforme en ayant un langage
commun pour de´crire les mode`les haut et bas niveau. L’e´tude du langage de bas niveau
que nous avons en teˆte est construite sur une se´mantique de « style passage par continua-
tion » (CPS). Elle permet d’e´tablir des proprie´te´s sur les fragments de code assembleur
parlant de la divergence plutoˆt que de la terminaison.
Logique tensorielle vs the´orie des continuations. Nous souhaitons combiner har-
monieusement la logique tensorielle et la the´orie des continuations. Si on se penche du
coˆte´ des langages de programmation, il est naturel de voir l’environnement – aussi appele´
contexte d’e´valuation ou continuation – d’un programme de type A comme un programme
du type dual ¬A. Nous avons mentionne´ plus haut que dans la logique tensorielle, il existe
une preuve canonique de A vers ¬¬A mais que ces deux formules n’y sont pas identiques.
Il est bien connu en the´orie des continuations qu’appliquer la ne´gation une nouvelle fois
sur le type ¬A ne redonne pas le type A lui-meˆme, mais plutoˆt le type un peu plus libe´ral
¬¬A.
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A1 A2 . . . An−1 An
B
def=
¬A1 ⊗ ¬A2 ⊗ . . .⊗ ¬An−1 ⊗ ¬An
¬B
Fig. 1 – Un morphisme dans la multicate´gorie de continuation
Ce phe´nome`ne est refle´te´ en se´mantique cate´gorique par l’existence d’une monade de
continuation ¬¬ associe´e a` toute ne´gation tensorielle sur une cate´gorie mono¨ıdale C. La
preuve canonique (2) est ensuite interpre´te´e dans la cate´gorie C par l’unite´ de la monade.
Il est aussi bien connu en the´orie des continuations que la monade ¬¬ est forte. Ceci
cre´e donc un lien tangible entre continuation et ne´gation tensorielle.
Un cadre carte´sien bien explore´. Nous voulons pre´ciser ce lien a` un niveau cate´go-
rique. Pour cela, nous pouvons nous appuyer sur une litte´rature assez riche tant qu’il s’agit
du cadre carte´sien. Yves Lafont, Bernhard Reus et Thomas Streicher [LRS93] ont observe´,
en utilisant une traduction par continuation, que le fragment de la logique intuitionniste,
ou` l’implication est remplace´e par la ne´gation, est suffisant pour interpre´ter le λ-calcul.
Plus tard, Martin Hofmann et Thomas Streicher [HS97] ont de´fini une se´mantique du λµ-
calcul en appel par nom, a` l’aide d’une se´mantique cate´gorique des continuations induite
par une cate´gorie de re´ponses. Ils ont e´tabli de plus que leurs mode`les des continuations
sont complets parmi tous les mode`les du λµ-calcul en appel par nom.
La premie`re tentative de caracte´risation alge´brique des cate´gories de continuation a e´te´
faite par Hayo Thielecke [Thi97] au cours de son e´tude des ⊗¬-cate´gories. Pour cela, Thie-
lecke a introduit l’ide´e importante selon laquelle ces cate´gories doivent eˆtre pre´mono¨ıdales
et non mono¨ıdales.
Peter Selinger a ensuite introduit la notion de cate´gorie de controˆle [Sel01] et a e´tabli
un the´ore`me fondamental de structure, stipulant qu’une telle cate´gorie est toujours la
cate´gorie de continuation d’une cate´gorie de re´ponses. Notre travail est largement inspire´
de ce re´sultat, et des techniques que Selinger a introduites pour le de´montrer.
Dans sa the`se, Olivier Laurent [Lau02a] a sugge´re´ une notion de cate´gorie de controˆle
line´aire, a` mi-chemin entre les notions de cate´gorie de controˆle et de cate´gorie line´airement
distributive de Robin Cockett, et Robert Seely [CS92]. Laurent a e´tablit que de telles
cate´gories fournissent toutes un mode`le de MALLP, une version polarise´e du fragment
multiplicatif et additif de la logique line´aire. La de´finition d’une cate´gorie de controˆle
line´aire, contrairement aux cate´gories de controˆle, ne capture pas les proprie´te´s pre´cises
des mode`les de continuation induits par une cate´gorie de re´ponses mono¨ıdale.
Une version mono¨ıdale base´e sur les multicate´gories. Notre taˆche est donc pre´ci-
se´ment de combler ce manque. Il apparaˆıt, apre`s re´flexion, que l’objet canonique de notre
e´tude est plus naturellement une multicate´gorie de continuation. Un morphisme avec n
entre´es A1, A2, . . . , An−1, An et une sortie B de cette multicate´gorie est interpre´te´ par un
morphisme de ¬A1 ⊗ ¬A2 ⊗ · · · ⊗ ¬An−1 ⊗ ¬An vers ¬B dans la cate´gorie de dialogue
associe´e, comme le de´crit la Figure 1.
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Nous nous attachons alors a` de´finir une notion de multicate´gorie de controˆle afin de
de´crire exhaustivement la structure pre´sente dans une multicate´gorie de continuation.
Afin de donner une de´finition synthe´tique d’une multicate´gorie de controˆle comme une
multicate´gorie e´quipe´e d’une notion d’ide´al exponentiel et d’une structure pre´mono¨ıdale,
nous proposons un nouvel e´clairage sur les multicate´gories, base´ sur la notion d’empreinte
d’une multicate´gorie. Nous montrons ainsi que toute multicate´gorie de controˆle est e´qui-
valente a` une multicate´gorie de continuation. La clef de vouˆte de la preuve repose sur
la de´finition du centre d’une multicate´gorie de controˆle, de´finition inspire´e de la notion
de centre d’une cate´gorie pre´mono¨ıdale. Nous montrons ensuite que ce centre de´finit une
cate´gorie de dialogue dont la multicate´gorie de continuation associe´e est e´quivalente a` la
multicate´gorie de controˆle de de´part.
Une vision uniforme de la compilation
Comme nous l’avons indique´ plus haut, nous avons l’intuition que la logique tensorielle
peut aussi nous aider a` comprendre les langages de bas niveau et la compilation d’un lan-
gage de haut niveau vers ces langages. En utilisant nos re´sultats sur la ne´gation tensorielle
et les multicate´gories de controˆle, nous aimerions avoir une se´mantique uniforme tout au
long de la compilation et ce, du langage de haut niveau jusqu’a` l’assembleur. On sait
de´ja` que la logique line´aire est un bon candidat pour interpre´ter les termes du langage de
haut niveau. On sait aussi que les continuations line´aires fournissent un cadre solide pour
donner la se´mantique d’un langage assembleur. Ide´alement, on doit pouvoir interpre´ter
ces deux langages dans le cadre commun de la logique tensorielle. Cette ide´e est d’ailleurs
conforte´e par le de´veloppement re´cent d’une se´mantique des jeux pour la logique de se´pa-
ration (ou plus pre´cise´ment de la logique BI) introduite par Guy McCusker et David Pym
[MP07]. Nous n’avons pas encore re´alise´ ce saut conceptuel mais nous pouvons pre´senter
ici les premiers re´sultats obtenus.
Un compilateur certifie´ ? Affirmatif, et quoi d’autre ? En particulier, nous sou-
haitons construire un compilateur dont on sait prouver la correction. En effet, on suppose
ge´ne´ralement que les compilateurs ont une se´mantique transparente : le code compile´
« se comporte comme le dit la se´mantique du programme source ». Malheureusement, les
compilateurs – et plus particulie`rement les compilateurs optimise´s – sont des programmes
complexes qu’on ne peut pas de´boguer facilement par une simple phase de tests. La ve´rifi-
cation d’un compilateur est un proble`me largement e´tudie´ comme l’atteste la bibliographie
de Maulik Dave [Dav03]. La certification en Coq a meˆme e´te´ re´cemment e´tudie´e par Xa-
vier Leroy et son e´quipe [Ler08]. La nouveaute´ de notre approche re´side dans l’utilisation
d’une se´mantique relationnelle permettant a` la fois de prouver la correction du compilateur
mais aussi de prouver la correction de certaines optimisations du compilateur de manie`re
modulaire. L’approche relationnelle permet aussi d’avoir un raisonnement e´quationnel sur
les fragments de code : on peut montrer l’e´galite´ de deux termes compile´s directement au
niveau assembleur sans passer par le langage de haut niveau.
Une se´mantique relationnelle. Comme le langage de haut niveau que nous voulons
analyser contient les fonctions re´cursives, il est difficile de garantir la terminaison lors
du typage. Il est donc insuffisant de s’inte´resser uniquement a` des fragments de code qui
terminent. Dans ce cadre, la notion qui devient pertinente pour relier deux programmes
est la divergence, c’est a` dire le fait que l’exe´cution se poursuit pour toujours. On dira que
deux programmes p et p′ sont relie´s par la relation R aux points de programmes l et l′,
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ce que nous noterons
|= p, p′  l, l′ : R>
si pour n’importe quel couple (s, s′) d’e´tats me´moire relie´s parR, la divergence de p a` partir
de l’e´tat s au point de programme l est e´quivalente a` la divergence de p′ a` partir de l’e´tat
s′ au point de programme l′. On dira dans ce cas que les deux programmes e´quidivergent
pour la condition R. La proprie´te´ de correction de fragments de code assembleur reposera
alors sur une version relationnelle de style « passage par continuation » (CPS) du triplet
de Hoare [Hoa69]. Rappelons que le triplet de Hoare indique comment un fragment de
code c modifie la me´moire en passant d’un e´tat ve´rifiant le pre´dicat Ppre a` un e´tat ve´rifiant
le Ppost. On note usuellement ce triplet
{Ppre} c {Ppost}.
La version relationnelle et CPS du triplet de Hoare est alors
|= p, p′  lpost, l′post : Rpost> ⇒ |= p, p′  lpre, l′pre : Rpre>.
Ce jugement indique que si les programmes p et p′ e´quidivergent pour la condition Rpost
aux points lpost et l′post, alors ils e´quidivergent pour la condition Rpre aux points lpre et
l′pre.
Pour cette e´tude, nous avons choisi comme langage de haut niveau PCF et nous avons
conside´re´ un langage assembleur basique. Nous avons donne´ une se´mantique du langage
assembleur en nous inspirant de la the´orie des continuations, de la re´alisabilite´ et de la
logique de se´paration. Nous avons ensuite e´crit un compilateur en Coq du langage PCF
vers notre assembleur, et nous avons prouve´, toujours en Coq, que le code compile´ avait
le comportement souhaite´. La formalisation en Coq comporte un peu moins de 14000
lignes de code et repose pour l’essentiel sur la re´e´criture offerte par le module Setoid. Ce
travail a e´te´ re´alise´ en collaboration avec Nick Benton du laboratoire Microsoft Research
a` Cambridge.
Plan de la the`se
Cette the`se s’articule autour de cinq chapitres relativement inde´pendants, pre´ce´de´s
d’un chapitre ge´ne´ral rappelant quelques pre´liminaires cate´goriques.
Chapitre 1. Le Chapitre 1 est un rappel de certaines notions cate´goriques indispen-
sables a` la compre´hension de ce manuscrit : 2-cate´gorie, adjonction, monade, cate´gorie
mono¨ıdale ou pre´mono¨ıdale, ide´al exponentiel, the´ories alge´briques, PRO, etc.
Chapitre 2. Le Chapitre 2 introduit la ne´gation tensorielle ainsi que les modalite´s de
ressource, le tout formant ce que nous appelons la logique tensorielle. Nous pre´sentons en-
suite une reformulation commune des espaces cohe´rents et de finitude comme des mode`les
de logique line´aire obtenus a` partir d’un meˆme mode`le de logique tensorielle dont on fait
varier la ne´gation. Ce mode`le, base´e sur une construction par recollement a` partir d’une
cate´gorie de modules, est muni de plusieurs ne´gations dont les monades de continuation
sont toutes commutatives. Enfin, nous pre´sentons un mode`le de logique tensorielle inspire´
des jeux de Conway.
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Chapitre 3. Le Chapitre 3 pre´sente une construction d’alge`bres libres d’une T -the´orie
enrichie. Cette construction, base´e sur la notion d’e´quipement en distributeurs, repose
sur deux proprie´te´s : l’une de nature combinatoire, l’ope´radicite´ ; et l’autre de nature
alge´brique, la comple´tude alge´brique. Nous expliquons ensuite comment cette construction
permet de reformuler les re´sultats de´ja` connus d’Eduardo Dubuc, et plus re´cemment de
Bruno Vallette et Steve Lack, sur le calcul des mono¨ıdes libres. Enfin, nous utilisons notre
outil pour calculer les exponentielles libres dans les espaces de cohe´rence et les jeux de
Conway.
Chapitre 4. Le Chapitre 4 pre´sente un mode`le pleinement ade´quat d’un langage de
type ML avec re´fe´rences d’ordre supe´rieur. Ce mode`le est construit a` partir des jeux de
Conway que l’on a munit d’une notion de multiparenthe´sage permettant de contraindre les
interactions, tout en pre´servant la structure compacte ferme´e. Nous utilisons le re´sultat
d’Abramsky, Honda et Mc Cusker pour de´montrer la pleine ade´quation de notre mode`le.
Notre mode`le se distingue par le fait que la strate´gie cellA, interpre´tant la cellule me´moire
de type A, est de´finie de manie`re interne en utilisant la ne´gation tensorielle, la trace, et
une notion d’acce`s me´moire pour la modalite´ exponentielle. Nous sommes aussi capable de
de´crire d’autres types de cellules comme la cellule me´moire line´aire ou la cellule me´moire
constante.
Chapitre 5. Le Chapitre 5 pre´sente une extension au cadre mono¨ıdal du travail de
Peter Selinger sur les cate´gories de controˆle. Le passage du cadre carte´sien au cadre mo-
no¨ıdal nous impose de conside´rer des multicate´gories de controˆle. On de´finit alors une
multicate´gorie de continuation induite par une cate´gorie de dialogue (cate´gorie mono¨ıdale
syme´trique munie d’une ne´gation tensorielle) ; et on montre un the´ore`me de structure :
toute multicate´gorie de controˆle est e´quivalente a` une multicate´gorie de continuation.
Chapitre 6. Le Chapitre 6 pre´sente la certification en Coq d’un compilateur d’un lan-
gage de type PCF vers un langage assembleur. Les proprie´te´s ve´rifie´es par les fragments de
code assembleur sont de´crites par une se´mantique relationnelle constituant une cate´gorie
mono¨ıdale syme´trique et carte´sienne, munie d’une notion de dualite´ proche de la ne´gation
tensorielle. Nous utilisons, de manie`re cruciale dans notre preuve, le module Setoid de
Coq permettant de faire de la re´e´criture sur les arbres de tenseurs de´crivant l’e´tat de la
me´moire.

Chapitre 1
Pre´liminaires
Nu bleu II, Matisse (1952)
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1.1 Cate´gories
La ne´cessite´ de de´gager la structure abstraite d’un objet mathe´matique pour mieux en
comprendre son essence est a` la base du de´veloppement de la the´orie des cate´gories. Nous
renvoyons le lecteur novice a` l’incontournable monographie de Saunders MacLane [ML71]
et supposons donc connues les notions de base comme les foncteurs, les adjonctions, les
limites etc. Nous prenons ne´anmoins quelques pages pour fixer les notations en rappe-
lant certaines de´finitions et pour livrer notre point de vue sur certaines notions souvent
aborde´es de fac¸on diffe´rente en fonction de la communaute´ mathe´matique a` laquelle on
appartient.
En guise d’exemple introductif que nous filerons au cours de ces rappels, conside´rons
la cate´gorie des groupes. Le groupe libre FS ge´ne´re´ par un ensemble S peut eˆtre de´crit
par le diagramme universel
S
ηS //
f   A
AA
AA
AA
A FS
∃! f†



G
(1.1)
qui indique que pour toute fonction ensembliste f de S dans un groupe G – pour lequel on
a oublie´ momentane´ment sa structure de groupe – il existe une unique homomorphisme
14 Pre´liminaires
de groupe f † – appele´ rele`vement de f ve´rifiant
f † ◦ ηS = g.
Au lieu d’e´tudier isolement l’objet (ici un groupe) qui posse`de une structure donne´e, la
the´orie des cate´gories met l’accent sur les morphismes et les processus qui pre´servent la
structure entre deux objets. Il apparaˆıt qu’en e´tudiant ces morphismes, on est capable
d’en apprendre plus sur la structure des objets.
Dans notre illustration, les morphismes e´tudie´s sont les homomorphismes de groupes.
Un homomorphisme de groupe entre deux groupes pre´serve la structure de groupe. L’e´tude
des homomorphismes de groupe fournit alors un outil pour e´tudier les proprie´te´s ge´ne´rales
des groupes et les conse´quences des axiomes relatifs aux groupes.
La the´orie des repre´sentations illustre bien ce propos. En effet, elle consiste a` e´tudier
un groupe G via son action sur un espace vectoriel V , cette action e´tant de´crite par un
homomorphisme de groupes de G vers GL(V ) – le groupe des automorphismes de V .
Il existe un me´canisme similaire dans la plupart des the´ories mathe´matiques. Une cate´-
gorie est une formulation axiomatique qui permet de relier des structures mathe´matiques
aux fonctions qui pre´servent leur structure. Une e´tude syste´matique des cate´gories permet
de prouver des re´sultats ge´ne´raux a` partir des axiomes d’une cate´gorie.
Rappel 1.1 (Cate´gorie)
Une cate´gorie C est une structure compose´e de quatre donne´es :
– d’une classe C0 dont les e´le´ments sont appele´s objets ;
– d’un ensemble C1(A,B) pour chaque paire d’objets A et B dont les e´le´ments sont
appele´s morphismes (ou fle`ches), et sont souvent note´s
f : A→ B
l’objet A e´tant alors appele´ source de f et l’objet B e´tant appele´ but de f . On a
l’habitude d’appeler cet ensemble de fle`ches le Hom-set de A vers B ;
– d’une ope´ration
− ◦ − : C1(B,C)× C1(A,B)→ C1(A,C)
appele´e composition, associant a` tous morphismes f : A → B et g : B → C, le
morphisme compose´
g ◦ f : A→ C;
– d’un morphisme
idA : A→ A
pour tout objet A appele´ identite´ sur A ;
qui satisfont les axiomes suivants :
– associativite´ : pour tous objets A, B, C et D, et tous morphismes f : A → B, g :
B → C et h : C → D , on a
(h ◦ g) ◦ f = h ◦ (g ◦ f);
– e´le´ment neutre : pour tous objets A et B, et tout morphisme f : A→ B, on a
idB ◦ f = f = f ◦ idA.
Remarque 1.2 (proble`me de taille)
Il est usuel de se restreindre aux cate´gories dites localement petites, c’est-a`-dire pour les-
quelles chaque Hom-set est un ensemble et pas uniquement une classe. Cela e´vite des
proble`mes de taille. Nous ne pouvons pas le faire dans cette the`se car nous aurons be-
soin par exemple de parler de la cate´gorie des cate´gories localement petite qui n’est pas
localement petite.
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Par la suite, nous allons rajouter des structures sur des cate´gories, et utiliser ces
structures pour de´montrer des re´sultats ge´ne´raux. Nous conseillons au lecteur – qui peut se
trouver parfois pris sous une avalanche de concepts – de toujours spe´cialiser les de´finitions
dans les deux cas de bases suivant :
1. Si la cate´gorie C ne posse`de qu’un seul objet (C0 = {∗}), alors les lois d’associativite´
et d’e´le´ment neutre assurent que les morphismes sur l’unique objet de C ont une
structure de mono¨ıde ;
2. Si il y a au plus un morphisme entre deux objets, alors l’ensemble des morphismes
peut eˆtre vu comme une relation et les lois d’associativite´ et d’e´le´ment neutre assure
que cette relation est un pre´ordre.
Remarquons que nous aurions pu annoter la composition et les identite´s par la cate´-
gorie C dans laquelle elles vivent. Ainsi, lorsqu’on parle de plusieurs cate´gories diffe´rentes,
cela e´vite la confusion. Pourtant, nous avons choisi de ne pas alourdir la notation car la
cate´gorie sous-jacente de la composition se de´duit des morphismes auxquels elle s’applique
(idem pour les identite´s).
Exemple 1.3
A` titre d’exemple donnons quelques cate´gories fondamentales.
– La cate´gorie Ens dont les objets sont les ensembles et les morphismes sont les
fonctions ensemblistes avec la composition et les identite´s habituelles.
– La cate´gorie Rel dont les objets sont les ensembles finis et les morphismes sont les
relations avec la composition et les identite´s habituelles.
– La cate´gorie Grp dont les objets sont les groupes et les morphismes entre deux
objets (A,+, 0,−) et (B,×, 1, ()−1) sont les homomorphismes de groupe, c’est-a`-dire
les fonctions f : A→ B telles que
∀m,n ∈ A, f(m+ n) = f(m)× f(n)
avec la composition et les identite´s habituelles.
– La cate´gorie Grph dont les objets sont les graphes et les morphismes sont les
morphismes de graphes. Pour nous, un graphe G est donne´ par un ensemble de
sommets VG et un ensemble d’areˆtes EG ⊆ VG×VG ; ou de manie`re plus cate´gorique,
par un graphe est un diagramme
EG
source //
but
// VG
dans Ens. Un morphisme de graphes f : G → G′ est donne´ par une fonction qui
associe un sommet de G′ a` chaque sommet de G, et qui a` chaque areˆte v e−→ v′ de G
associe une areˆte f(v) f(e)−−→ f(v′) de G′.
Rappel 1.4
E´tant donne´e une cate´gorie C, on de´finit sa cate´gorie oppose´e Cop qui a les meˆmes objets
que C mais dont les fle`ches sont inverse´es
Cop1 (A,B) = C1(B,A).
Une cate´gorie est elle-meˆme un type de structure mathe´matique pour lequel il existe une
notion de morphismes pre´servant sa structure. De tels morphismes sont appele´s foncteurs.
Rappel 1.5 (Foncteur)
Un foncteur F : C → D entre deux cate´gories C et D est la donne´e :
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– d’une fonction F : C0 → D0 qui a` tout objet A de C associe un objet FA de D ;
– d’une fonction FA,B : C1(A,B)→ D1(FA,FB) (souvent simplement note´e F ) qui a`
tout morphisme f : A→ B de D associe un morphisme Ff : FA→ FB de D ;
qui satisfont les axiomes suivants :
– pre´servation de la composition : pour tous objets A, B et C, et tous morphismes
f : A→ B et g : B → C de C, on a
F (g ◦ f) = Fg ◦ Ff ;
– pre´servation des identite´s : pour tout objet A de C, on a
F idA = idFA.
Un foncteur F est dit plein (resp. fide`le) lorsque la fonction FA,B est surjective (resp.
injective) pour toute paire d’objets A et B de C.
On voit apparaˆıtre pour la premie`re fois le caracte`re introspectif de la the´orie des cate´-
gories : les foncteurs de´finissent eux-meˆmes une notion de morphismes sur les cate´gories.
Exemple 1.6 (Cate´gorie des cate´gories)
On note Cat la cate´gorie dont les objets sont les cate´gories et dont les foncteurs F : C → D
sont les morphismes entre deux objets C et D. La compose´e G ◦ F de deux foncteurs F
et G – parfois simplement note´e GF – est obtenue en composant de manie`re ensembliste
les fonctions de´finies sur les objets et sur les morphismes. Le foncteur identite´ sur une
cate´gorie C, note´ IdC , en obtenu en prenant l’identite´ (ensembliste) sur les objets et les
morphismes.
Lorsque la classe C0 d’objets de C est elle-meˆme un ensemble, on dit que la cate´gorie
est petite. On note alors SCat la restriction (pleine) de Cat aux cate´gories petites.
Apre`s cette dynamique de mise en abˆıme si propre aux cate´gories, mentionnons un deuxie`me
phe´nome`ne majeur : l’e´le´vation dans les dimensions supe´rieures. Ainsi, il n’est pas seule-
ment possible de de´finir des morphismes (foncteurs) entre deux cate´gories, mais il est aussi
possible de de´finir des morphismes (transformations naturelles) entre deux foncteurs. Ces
transformations naturelles sont dites e´volue´es a` la dimension 2 (les cate´gories repre´sentant
la dimension 0, et les foncteurs la dimension 1).
Rappel 1.7 (Transformation naturelle)
Soit deux cate´gories C et D et deux foncteurs F : C → D et G : C → D, une transformation
naturelle θ : F → G entre les foncteurs F et G est une famille θA : FA → GA de
morphismes de D, indexe´e sur les objets A de C telle que pour tous objets A et B et tout
morphisme f : A→ B de C le diagramme
FA
θA

Ff // FB
θB

GA
Gf
// GB
commute dans D.
Revenons maintenant sur notre exemple du groupe libre. Nous avons pu de´crire a`
l’inte´rieur de la cate´gorie des groupes Grp la notion de groupe libre via un diagramme
universel. Mais il est aussi possible de de´crire le groupe libre de manie`re externe en e´tudiant
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le lien entre la cate´gorie des ensembles Ens et la cate´gorie des groupes Grp. Il existe un
foncteur
U : Grp → Ens,
appele´ foncteur d’oubli, qui consiste simplement a` voir un groupe comme l’ensemble des
e´le´ments qui le compose. Maintenant, il apparaˆıt que la fonction qui a` un ensemble associe
le groupe libre sur cet ensemble peut eˆtre e´tendue a` un foncteur
F : Ens → Grp.
Il existe un lien entre U et F qui caracte´rise (a` isomorphisme pre`s) le foncteur F : c’est la
notion d’adjonction.
Rappel 1.8 (Adjonction)
Une adjonction entre deux cate´gories C et D est la donne´e de deux foncteurs F : C → D
et G : D → C et d’une famille de bijections
ϕA,B : D1(FA,B) ∼= C1(A,GB)
pour tous objets A de C et B de D, naturelle en A et B. On utilise la notation F a G et
on dit que le foncteur F est adjoint a` gauche de G pour indiquer une telle situation.
On note souvent la bijection de la fac¸on suivante :
FA
f // B
A
ϕ(f) // GB
Cette notation permet d’exprimer la naturalite´ en A et B de fac¸on plaisante
FA′
Fa // FA
f // B
A′
a // A
ϕ(f) // GB
FA
f // B
b // B′
A
ϕ(f) // GB
Gb // GB′
Si on regarde a` nouveau notre exemple du groupe libre, l’existence d’une adjonction F a U
signifie qu’il y a autant de morphismes ensemblistes de S vers UG que de morphismes de
groupes de FA vers G. Ceci (plus la naturalite´ de la bijection) nous donne une formulation
e´quivalente a` celle utilisant la proprie´te´ universelle de l’unite´ ηs : S → FS de´crite par le
Diagramme 1.1 en de´but de chapitre.
Remarquons qu’une adjonction peut aussi eˆtre pre´sente´e par les deux familles de mor-
phismes canoniques
ϕA,FA(idFA) : A→ GFA et ϕ−1GB,B(idGB) : FGB → B,
appele´s respectivement unite´ et counite´. Ces deux familles de´finissent des transformations
naturelles
η : idC → GF et ε : FG→ idD.
Lorsque celles-ci sont des isomorphismes, on parle alors d’une e´quivalence de cate´gories.
Nous terminons ces petits rappels en pre´sentant les cate´gories carte´siennes. Ces cate´-
gories ont un statut un peu spe´cial en informatique car elles sont a` la base de la se´mantique
du λ-calcul et donc de la se´mantique des langages fonctionnels en ge´ne´ral.
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Rappel 1.9 (Produit)
Le produit de deux objets A et B dans un cate´gorie C est la donne´e d’un objet souvent
note´ A × B et de deux morphismes pi1 : A × B → A et pi2 : A × B → B appele´s
respectivement premie`re et deuxie`me projection ve´rifiant la proprie´te´ universelle : pour
toute paire de morphismes f : X → A et g : X → B , il existe un unique morphisme note´
f × g : X → A×B qui fasse commuter le diagramme
X
f
xxqqq
qqq
qqq
qqq
q
f×g



g
&&NN
NNN
NNN
NNN
NN
A A×Bpi1oo pi2 // B
Rappel 1.10 (Objet terminal)
Un objet 1 d’une cate´gorie C est dit terminal lorsque pour tout objet A de C, il existe un
unique morphisme de A dans 1. Par exemple, la cate´gorie 1 qui a un seul objet et un seul
morphisme est terminal dans Cat.
Rappel 1.11 (Cate´gorie carte´sienne)
Un cate´gorie carte´sienne C est une cate´gorie e´quipe´e a` la fois d’un objet terminal 1 et
d’un produit A×B pour toute paire d’objets (A,B) de la cate´gorie C.
1.2 2-Cate´gories
De nombreuses notions cate´goriques comme les adjonctions ou les monades (voir De´-
finition 1.19) ont une de´finition qui semble inde´pendante du cadre dans lequel on se situe
(mono¨ıdale, carte´sien, etc.). Ainsi, la de´finition d’une adjonction mono¨ıdale semble eˆtre
juste une spe´cialisation de la de´finition d’adjonction pour les cate´gories mono¨ıdales. En
fait, cela vient du fait que la notion d’adjonction se de´crit naturellement dans une structure
appele´ 2-cate´gorie munie de morphismes a` la dimension 2 appele´s 2-cellules. On peut voir
une 2-cate´gorie comme une cate´gorie enrichie sur Cat (voir la Section 3.2.1 pour plus de
de´tails). Nous souhaitons pourtant passer cela sous silence pour le moment, car cela com-
pliquerait inutilement les pre´liminaires de ce chapitre. Nous donnons donc pre´fe´rablement
une de´finition directe.
De´finition 1.12 (2-cate´gorie)
Une 2-cate´gorie C est la donne´e :
– d’une classe C0 dont les e´le´ments sont appele´s 0-cellules ;
– d’une cate´gorie C1(A,B) pour toute paire d’objets A et B, les objets f : A → B
de cette cate´gorie sont appele´s 1-cellules et les morphismes α : f ⇒ g de cette
cate´gorie sont appele´s 2-cellules, la loi de composition de cette cate´gorie est note´e
• et est appele´e composition verticale ;
– d’un foncteur −◦− : C1(B,C)×C1(A,B)→ C1(A,C) appele´ composition horizon-
tale ;
– d’un foncteur idA : 1 → C1(A,A) pour tout objet A, appele´ identite´ horizontale
sur A ;
qui satisfont les axiomes suivants :
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– ◦ est associative : le diagramme
(C1(C,D)× C1(B,C))× C1(A,B) α //
◦×C1(A,B)

C1(C,D)× (C1(B,C)× C1(A,B))
C1(C,D)×◦

C1(C,D)× C1(A,C)
◦ ((PPP
PPP
PPP
PPP
C1(B,D)× C1(A,B)
◦vvnnnn
nnn
nnn
nn
C1(A,D)
(1.2)
commute ;
– idA est l’e´le´ment neutre de la composition ◦ : le diagramme
1× C1(A,B)
idB×C1(A,B)

λ
((RR
RRR
RRR
RRR
RR
C1(A,B)× 1
C1(A,B)×idA

ρ
vvlll
lll
lll
lll
l
C1(B,B)× C1(A,B) ◦ // C1(A,B) C1(A,B)× C1(A,A)◦oo
(1.3)
commute.
Exemple 1.13
– On peut e´tendre la cate´gorie des cate´gories Cat a une 2-cate´gorie Cat2 en consi-
de´rant les transformations naturelles comme des 2-cellules entre les foncteurs.
– Les cate´gories mono¨ıdales, foncteurs relaˆche´s et transformations mono¨ıdales forment
une 2-cate´gorie MonCat . Si on conside`re plutoˆt les foncteurs forts, on la note
MonCatfort . Si on conside`re les foncteurs stricts, on la note MonCatstr .
– Les cate´gories mono¨ıdales syme´triques, foncteurs relaˆche´s syme´triques et transfor-
mations mono¨ıdales forment une 2-cate´gorie SMonCat . Si on conside`re plutoˆt les
foncteurs forts, on la note SMonCatfort . Si on conside`re plutoˆt les foncteurs stricts,
on la note SMonCatstr .
On peut de´duire de la fonctorialite´ de la composition quelques lois de base qui per-
mettent de ne pas se pre´occuper de l’ordre de composition des deux cellules.
Proprie´te´ 1.14 (Lois d’e´change et de Godement) Dans toute 2-cate´gorie C, la loi
d’e´change entre les compositions horizontale et verticale est ve´rifie´e : pour toutes 2-cellules
α : f ⇒ f ′ : A → B
α′ : f ′ ⇒ f ′′ : A → B et
β : g ⇒ g′ : B → C
β′ : g′ ⇒ g′′ : B → C
on a
(β′ • β) ◦ (α′ • α) = (β′ ◦ α′) • (β ◦ α)
et pour toutes 1-cellules f : A→ B et g : B → C, on a
idg◦f = idg ◦ idf .
De la meˆme manie`re, dans toute 2-cate´gorie C, la loi de Godement est ve´rifie´e : pour toute
paire de 2-cellules
α : f ⇒ f ′ : A→ B et β : g ⇒ g′ : B → C
on a
(β ◦ f ′) • (g ◦ α) = (g′ ◦ α) • (β ◦ f).
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1.2.1 Diagrammes de cordes
Les lois d’e´change et de Godement permettent de voir les diagrammes 2-cate´goriques
de fac¸on ge´ome´trique via des diagrammes de cordes, introduits par Roger Penrose dans
les anne´es 70 [Pen71, PR84]. Ces diagrammes sont base´s sur la dualite´ de Poincare´ et
permettent de remplacer la notion d’e´galite´ modulo les lois 2-cate´goriques par la notion
d’e´galite´ modulo de´formation topologique. Par exemple, l’e´galite´ de Godement de´crite a`
la Proprie´te´ 1.14 peut eˆtre repre´sente´e par
f g
α
A B C
β
f ′ g′
=
f g
β
A B C
α
f ′ g′
Ainsi, Joyal et Street [JS91] ont montre´ que deux 2-cellules sont e´gales modulo les lois
2-cate´goriques si et seulement si leurs repre´sentations par un diagramme de cordes sont
e´gales a` de´formation pre`s.
Nous donnons maintenant un algorithme plus pre´cis de transformation d’une 2-cellule
en un diagramme de cordes. Supposons donne´e une 2-cate´gorie C. Soient A, B et C des
0-cellules et f : A → B, g : B → C et h : A → C des 1-cellules de cette 2-cate´gorie. Une
2-cellule α : g ◦ f ⇒ h est habituellement repre´sente´e par
B
g

A
h
EE
f
66
⇓ α C
De ce diagramme de dimension 2, on peut de´duire un diagramme de cordes en suivant le
principe de dualite´ de Poincare´ qui nous ame`ne a` transformer e´le´ments de dimension m de
ce diagramme en e´le´ments de dimension 2−m. Ainsi, les 0-cellules A, B et C deviennent
des re´gions du plan, les 1-cellules f , g et h deviennent des fils et la 2-cellule α devient un
point. On obtient alors le diagramme
f g
B
A α C
h
La composition horizontale de deux diagrammes est obtenue en plac¸ant ces deux dia-
grammes « coˆte a` coˆte » et la composition verticale est obtenue en plac¸ant les deux
diagrammes « l’un au-dessus de l’autre » puis en recollant les fils d’entre´e et de sortie. La
cellule identite´ est repre´sente´e par un simple fil.
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1.2.2 Adjonctions dans une 2-cate´gorie
De´finition 1.15 (Adjonction)
Une adjonction f∗ a f∗ : A → B entre deux fle`ches f∗ : A → B et f∗ : B → A d’une
2-cate´gorie C est la donne´e :
– d’une 2-cellule η : idA → f∗ ◦ f∗ appele´e unite´ ;,
– d’une 2-cellule ε : f∗ ◦ f∗ → idB appele´e counite´ ;
satisfaisant les e´galite´s triangulaires (aussi appele´es « identite´s de zigzag ») :
A
f∗ @
@@
@@
@@
@
 
 η
A
B
f∗
??~~~~~~~~
 
 ε
B
f∗
??~~~~~~~~
=
A A
B
f∗
??~~~~~~~~
 
 id
B
f∗
??~~~~~~~~
(1.4)
A
f∗ @
@@
@@
@@
@
 
 η
A
f∗
@
@@
@@
@@
@
B
f∗
??~~~~~~~~
 
 ε
B
=
A
f∗ @
@@
@@
@@
@ A
f∗
@
@@
@@
@@
@
 
 id
B B
(1.5)
Graphiquement, les e´galite´s triangulaires sont repre´sente´es par les diagrammes de
cordes suivant
f∗
A
η
ε
B
f∗
=
g
B A
g
et
f∗
A
η
ε
B
f∗
=
f
A B
f
Exemple 1.16
– Une adjonction dans la 2-cate´gorie Cat2 redonne la de´finition habituelle 1.8 de
foncteurs adjoints.
– Une adjonction dans la 2-cate´gorie MonCat est appele´ adjonction mono¨ıdale.
– Conside´rons la 2-cate´gorie poSet des ensembles partiellement ordonne´s et fonctions
croissantes. Les 2-cellules sont donne´es par l’ordre point-a`-point entre deux fonctions
croissantes. Une adjonction dans la 2-cate´gorie poSet est plus connue sous le nom
de correspondance de Galois.
Proposition 1.17 ([KS72]) Soit η, ε : f∗ a f∗ : A → B, η′, ε′ : g∗ a g∗ : A′ → B′,
a : A → A′ et b : B → B′. Il existe un bijection entre les 2-cellules λ : af∗ ⇒ g∗b et les
2-cellules µ : g∗a⇒ bf∗ ou`
µ est la compose´e
A
f∗
9
99
99
99
99
 
 η
 
 λ
A
a // A′
g∗
;
;;
;;
;;
;;
B
b
//
f∗
BB
B′
g∗
AA
 
 ε′
B′
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λ est la compose´e
A
a //
f∗
:
::
::
::
::
A′
g∗
;
;;
;;
;;
;;
 
 η
′
A′
B
f∗
BB
 
 ε
 
 µ
B′
b
// B′
g∗
AA
De plus, la bijection respecte la composition et les identite´s (a` la fois horizontales et
verticales).
En utilisant la Proposition 1.17 avec idC a idC : C → C pour la deuxie`me adjonction,
on obtient le corollaire suivant.
Corollaire 1.18 Soit η, ε : f∗ a f∗ : A → B, a : A → C et b : B → C. Il existe un
bijection entre les 2-cellules λ : af∗ ⇒ b et les 2-cellules µ : a⇒ bf∗.
1.2.3 Monades dans une 2-cate´gorie
De´finition 1.19 (Monade)
Une monade (T, µ, η) sur une 2-cate´gorie C est la donne´e :
– d’une 1-cellule T : A→ A ;
– d’une 2-cellule µ : T 2 → T appele´e multiplication de la monade ;
– d’une 2-cellule η : 1→ T appele´e unite´ de la monade ;
satisfaisant les deux digrammes commutatifs suivants :
T 2
µ
@
@@
@@
@@
@
T 3
Tµ
>>||||||||
µT   B
BB
BB
BB
B T
T 2
µ
??~~~~~~~~
T 2
µ
  A
AA
AA
AA
T
Tη
>>}}}}}}}
ηT   A
AA
AA
AA
T
T 2
µ
>>}}}}}}}
On dit que la monade est idempotente lorsqu’elle ve´rifie en plus
ηT ◦ µ = Tη ◦ µ = id
Exemple 1.20
– Une monade dans la 2-cate´gorie Cat2 redonne la de´finition usuelle de monade sur
une cate´gorie.
– Une monade dans la 2-cate´gorie MonCat est appele´ monade mono¨ıdale.
1.2.4 Alge`bres et constructions libres
Adjonction et monade sont deux notions intimement lie´es.
Proprie´te´ 1.21 Toute adjonction F a G : C → D donne lieu a` une monade G ◦ F .
Nous allons maintenant rappeler que toute monade provient d’une adjonction et qu’en
ge´ne´ral celle-ci n’est pas unique. On suppose donne´e une monade T dans une 2-cate´gorie
C.
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De´finition 1.22 (T -alge`bre)
Une T -alge`bre (A, a) est la donne´e d’un objet A – appele´ objet sous-jacent de l’alge`bre – et
d’un morphisme a : TA→ A – appele´ morphisme de structure – tels que les diagrammes
T 2A
µ

Ta // TA
a

TA a
// A
et
A
CC
CC
CC
CC
η // TA
a

A
commutent. Un morphisme de T -alge`bres f : (A, a) → (B, b) est un morphisme de
f : A→ B de C tel que le diagramme
TA
a

Tf // TB
b

A
f
// B
commute.
Proposition 1.23 (cate´gorie d’Eilenberg-Moore) Les T -alge`bres et les morphismes
de T -alge`bres de´finissent une cate´gorie CT appele´ cate´gorie d’Eilenberg-Moore.
Toute T -alge`bre (A, a) peut eˆtre vue comme un objet A = UT (A, a) de C dont on a oublie´
la structure. Re´ciproquement, tout objet A induit une alge`bre libre
F T (A) = (TA, µA)
Ces constructions se rele`vent aise´ment en deux foncteurs donnant lieu a` l’adjonction
F T a UT : C → CT
De´finition 1.24 (cate´gorie de Kleisli)
La cate´gorie de Kleisli CT d’une monade T a pour objets ceux de C et pour morphismes
de A vers B, les morphismes f : A→ TB. L’identite´ est donne´e par l’unite´ de la monade,
idA = ηA, et la composition de deux morphismes f : A→ TB et g : B → TC est donne´e
par le morphisme
A
f−→ TB Tg−→ T 2C µC−→ TC
La cate´gorie C s’envoie dans la cate´gorie de Kleisli CT par le foncteur :
FTA = A et FT (A
f−→ B) = A f−→ B ηB−→ TB.
Re´ciproquement, CT s’envoie dans C par le foncteur :
GTA = TA et FT (A
f−→ TB) = TA Tf−→ T 2B µB−→ TB.
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Ces construction se rele`ve aise´ment en deux foncteurs donnant lieu a` l’adjonction FT a
UT : C → CT
On voit donc que toute adjonction de´finit une monade ; et re´ciproquement, que toute
monade de´finit les deux adjonctions ci-dessus (qui peuvent eˆtre identiques). Ces deux
adjonctions tiennent une position particulie`re parmi toutes les adjonctions qui de´finissent
la monade T . En effet, on sait construire une cate´gorie dont les objets sont les adjonctions
de monade T . Il apparaˆıt alors que l’adjonction de la cate´gorie de Kleisli est initiale dans
cette cate´gorie tandis que l’adjonction de la cate´gorie d’Eilenberg-Moore y est finale.
De´finition 1.25 (adjonction monadique)
On dit qu’une adjonction F a G : C → D est monadique lorsque D est e´quivalente a` la
cate´gorie d’Eilenberg-Moore sur la monade T = G ◦ F induite par l’adjonction. Dans ce
cas, on dit que le foncteur F construit la T -alge`bre libre sur les objets de C.
Remarquons que les adjonctions ne sont pas toutes monadiques. Le foncteur de Ens
vers SCat qui envoie un ensemble S sur la cate´gorie discre`te dont les objets sont ceux de
S et les fle`ches sont uniquement les identite´s admet un adjoint a` droite. Celui-ci envoie
une cate´gorie petite C sur son ensemble d’objets C0, en oubliant toutes les fle`ches. La
comonade induite sur SCat est le foncteur qui a` C associe sa cate´gorie discre`te C et
la monade induite sur Ens est l’identite´. La cate´gorie d’alge`bres de cette monade est
e´videment Ens elle-meˆme.
1.2.5 Syste`mes de factorisation
Rappel 1.26 (syste`me de factorisation)
Un syste`me de factorisation (E,M) au sens de Peter Freyd et Max Kelly [FK72] pour une
cate´gorie C est la donne´e de deux classes de morphismes E (pour e´pi) et M (pour mono)
telles que
– E et M contiennent tous les isomorphismes de C et sont closes par composition ;
– tout morphisme f de C peut eˆtre factorise´ comme f = m ◦ e avec e ∈ E et m ∈M ;
– la factorisation est fonctorielle : si u et v sont deux morphismes tels que v ◦m ◦ e =
m′ ◦ e′ ◦ u pour des morphismes e, e′ ∈ E et m,m′ ∈ M, alors il existe un unique
morphisme w tel que le diagramme
e //
u

m //
w

v

e′
//
m′
//
commute.
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Nous donnons ici les exemples les plus classiques de syste`mes de factorisation
Cate´gorie E M
Ens fonctions surjectives fonctions injectives
Cat foncteurs bijectifs sur les objets foncteurs pleins et fide`les
MultiCat morphismes bijectifs sur les objets morphismes pleins et fide`les
Cat foncteurs finaux fibrations discre`tes
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Le lecteur inte´resse´ par l’exemple sur la cate´gorie des multicate´gories MultiCat trouvera
plus de de´tails a` la Section 5.2.1. Le dernier exemple, un peu plus subtil, a e´te´ donne´ par
Ross Street et Robert Walters dans [SW73] – Street et Walters ont originellement pre´sente´
le cas dual des foncteurs initiaux et cofibrations discre`tes. Il vient du fait que l’on peut
associer un pre´faisceau ϕ sur une cate´gorie C a` tout foncteur F d’une cate´gorie J vers C
(i.e. un diagramme sur J dans C). Le pre´faisceau ϕ est obtenu en calculant la colimite
dans Ens du diagramme
C(−, F ) : J → C
j 7→ C(−, F j)
La factorisation est alors obtenue en « injectant » J dans la cate´gorie Elt(ϕ) des e´le´ments
de ϕ puis en « projetant » dans la cate´gorie C, comme l’indique le diagramme
Elt(ϕ)
fib. discre`te
&&LL
LLL
LLL
LLL
L
J
F
//
final
88qqqqqqqqqqq C
1.3 Cate´gories mono¨ıdales
En informatique, la the´orie des cate´gories sert essentiellement a` pouvoir abstraire une
structure qui apparaˆıt commune a` de nombreux objets d’e´tude. Nous allons ici pre´senter
les structures se de´gageant autour de la notion de mono¨ıdalite´. C’est en effet une notion
cruciale de`s lors que l’on peut combiner des objets dans une cate´gorie. Plus particulie`re-
ment pour nous, c’est un moyen d’interpre´ter en termes abstraits le connecteur ⊗ de la
logique tensorielle.
Revenons encore une fois sur notre exemple mais restreignons nous a` la cate´gorie des
groupes abe´liens Ab . Il est bien connu que l’on peut de´finir deux fac¸ons de « multiplier »
deux groupes abe´liens G et G′. La premie`re consiste a` prendre simplement le produit des
ensembles sous-jacents et a` de´finir la loi interne composante a` composante. Ceci de´finit le
produit G × G′ des deux groupes abe´liens. Il existe aussi une autre combinaison venant
de la the´orie des modules. En tant que Z-modules, les groupes abe´liens he´ritent de la
multiplication G⊗ZG′, de´fini comme e´tant l’unique groupe abe´lien (a` isomorphisme pre`s)
pour lequel il existe une application biline´aire ⊗ de G×G′ dans G⊗Z G′ qui factorise de
manie`re unique toute application biline´aire f de G×G′ dans un groupe abe´lien H en un
homomorphisme de groupe g de G⊗Z G′ vers H.
G×G′ ⊗ //
f &&LL
LLL
LLL
LLL
G⊗Z G′
∃! g



H
Cette fac¸on de combiner deux groupes est beaucoup plus subtile mais elle ve´rifie les meˆmes
proprie´te´s alge´briques que sa pre´de´cessrice ; proprie´te´s encapsule´es dans la de´finition sui-
vante.
De´finition 1.28 (Cate´gorie mono¨ıdale)
Une cate´gorie mono¨ıdale (C,⊗, I, α, λ, ρ) est une cate´gorie C munie :
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– d’un foncteur
⊗ : C × C → C
appele´ produit tensoriel ;
– d’un objet I de C appele´ unite´ du produit tensoriel ;
– d’une transformation naturelle inversible α du foncteur d’association a` gauche (−⊗
−)⊗− vers le foncteur d’association a` droite −⊗ (−⊗−) de composante
αA,B,C : (A⊗B)⊗ C → A⊗ (B ⊗ C);
– de deux transformations naturelles inversibles λ et ρ, de composantes
λA : I ⊗A→ A et ρA : A⊗ I → A;
tels que les diagrammes suivants commutent pour tous objets A, B, C et D :
((A⊗B)⊗ C)⊗D
αA⊗B,C,D

αA,B,C⊗D // (A⊗ (B ⊗ C))⊗D αA,B⊗C,D // A⊗ ((B ⊗ C)⊗D)
A⊗αB,C,D

(A⊗B)⊗ (C ⊗D) αA,B,C⊗D // A⊗ (B ⊗ (C ⊗D))
(A⊗ I)⊗B
ρA⊗B &&NNN
NNN
NNN
NN
αA,I,B // A⊗ (I ⊗B)
A⊗λBxxpppp
ppp
ppp
p
A⊗B
Une cate´gorie mono¨ıdale est stricte lorsque les trois transformations naturelles α, λ
et ρ sont des identite´s.
Toute cate´gorie carte´sienne donne directement lieu a` une cate´gorie mono¨ıdale avec
pour produit tensoriel de A et B le produit A×B et pour e´le´ment neutre l’objet terminal
1.
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– La cate´gorie Ens munie du produit carte´sien est mono¨ıdale, elle admet l’ensemble
singleton comme e´le´ment neutre.
– La cate´gorie Rel munie du produit carte´sien est mono¨ıdale, elle admet l’ensemble
singleton comme e´le´ment neutre.
– La cate´gorie Ab munie du produit de Z-modules ⊗Z est mono¨ıdale, elle admet Z
comme e´le´ment neutre.
– Le produit synchrone G×G′ de deux graphes G et G′ a pour sommets les e´le´ments
de VG × VG′ et pour areˆtes de (v, w) vers (v′, w′) les couples d’areˆtes (f : v → v′, g :
w → w′). La cate´gorie Grph munie du produit synchrone est mono¨ıdale, elle admet
comme e´le´ment neutre le graphe re´duit a` un sommet et une areˆte. C’est la produit
carte´sien dans Grph.
– Le produit asynchrone G⊗G′ de deux graphes G et G′ a pour sommets l’ensemble
VG × VG′ . Les areˆtes de (v, w) vers (v′, w′) sont donne´es par{
les areˆtes de v vers v′ si w = w′, ou bien
les areˆtes de w vers w′ si v = v′
1.3. Cate´gories mono¨ıdales 27
La cate´gorie Grph munie du produit asynchrone est mono¨ıdale, elle admet comme
e´le´ment neutre le graphe re´duit a` un sommet et aucune areˆte.
– La cate´gorie des [C, C] des endofoncteurs sur C et transformations naturelles munie
de la composition de foncteurs est mono¨ıdale, elle admet le foncteur identite´ comme
e´le´ment neutre.
La plupart des cate´gories mono¨ıdales qui font partie du quotidien du mathe´maticien
ont naturellement une structure de syme´trie.
De´finition 1.30 (Cate´gorie mono¨ıdale syme´trique)
Une cate´gorie mono¨ıdale est dite syme´trique lorsqu’elle est munie d’un isomorphisme
naturel
γA,B : A⊗B −→ B ⊗A
tel que les diagrammes suivants commutent
A⊗B
idA⊗B %%KK
KK
KK
KK
K
γA,B // B ⊗A
γB,A

A⊗B
(1.6)
A⊗ I
ρA
""F
FF
FF
FF
FF
γA,I // I ⊗A
λA||xx
xx
xx
xx
x
A
(1.7)
A⊗ (B ⊗ C) γA,B⊗C// (B ⊗ C)⊗A
αB,C,A
%%KK
KKK
KKK
KKK
KK
(A⊗B)⊗ C
αA,B,C
99sssssssssssss
γA,B⊗C
%%KK
KKK
KKK
KKK
KK
B ⊗ (C ⊗A)
(B ⊗A)⊗ C αB,A,C // B ⊗ (A⊗ C)
B⊗γA,C
99sssssssssssss
(1.8)
On peut montrer que le Diagramme 1.7 est superflu. Si on enle`ve le Diagramme 1.6
qui indique que γB,A est l’inverse de γA,B, on obtient presque la de´finition d’une cate´gorie
mono¨ıdale tresse´e (la de´finition ne´cessite un deuxie`me diagramme similaire a` 1.8 mais
faisant intervenir α−1).
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Toutes les cate´gories mono¨ıdales cite´es en exemple sont syme´triques excepte´ la cate´gorie
des foncteurs et transformations naturelles. En effet, l’existence d’une syme´trie dans [C, C]
impliquerait la commutativite´ de la composition des fonctions ensemblistes.
Comme on peut le voir dans les exemples ci-dessus, une structure mono¨ıdale sur une
cate´gorie n’est pas unique. Il est donc important de pouvoir relier ces structures entre
elles via des foncteurs ve´rifiant des proprie´te´s de pre´servation par rapport au tenseur.
De´finition 1.32 (Foncteur mono¨ıdal)
Un foncteur mono¨ıdal relaˆche´ entre deux cate´gories mono¨ıdales (C,⊗, I, α, λ, ρ) et
(D, •, u, α′, λ′, ρ′) est la donne´e d’un foncteur F : C → D, d’une transformation na-
turelle φ de composantes φA,B : FA • FB → F (A⊗B) et d’un morphisme φI : u→ FI
tels que les diagrammes
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(FA • FB) • FC
φA,B•FC

α′A,B,C // FA • (FB • FC)
FA•φB,C

F (A⊗B) • FC
φA⊗B,C

FB • F (B ⊗ C)
φA,B⊗C

F ((A⊗B)⊗ C)
FαA,B,C
// F (A⊗ (B ⊗ C))
u • FA
φI•FA

λ′FA // FA
FI • FA
φI,A
// F (I ⊗A)
FλA
OO FA • u
FA•φI

ρ′FA // FA
FA • FI
φA,I
// F (A⊗ I)
FρA
OO
commutent dans D pour tous objets A, B et C.
Un foncteur mono¨ıdal fort (resp. strict) est un foncteur mono¨ıdal relaˆche´ dans lequel
φA,B et φI sont des isomorphismes (resp. des identite´s) pour tous objets A et B de C.
On de´finit de la meˆme manie`re les foncteurs mono¨ıdaux corelaˆche´s en renversant toutes
les fle`ches structurelles.
Lorsque la cate´gorie C est syme´trique et que le foncteur pre´serve la syme´trie, c’est-
a`-dire
FA • FB
φA,B

γFA,FB // FB • FA
φB,A

F (A⊗B)
FγA,B
// F (B ⊗A)
on dit que le foncteur est mono¨ıdale syme´trique.
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Le foncteur d’oubli U : Ab → Ens est mono¨ıdal strict si on munit Ab et Ens de leur
produit respectif. Cela vient du fait (de´ja` signaler) que ce foncteur est adjoint a` droite du
foncteur F : Ens → Ab qui construit le groupe abe´lien libre. Plus subtilement, on peut
montrer que l’application biline´aire G × G′ → G ⊗Z G′ fait de U un foncteur mono¨ıdal
relaˆche´ si on munit Ab du tenseur ⊗Z. Nous verrons un peu plus loin que cette proprie´te´
se de´duit du fait que son adjoint a` gauche, le foncteur F , est mono¨ıdale fort de Ens muni
du produit, vers Ab muni du tenseur.
A` ce stade de la lecture, le lecteur novice aura de´ja` pu s’apercevoir de l’importance
des diagrammes de cohe´rence en the´orie des cate´gories. Mais la question qu’il se pose
alors est simple : Pourquoi doit-on imposer ces diagrammes et pourquoi ceux-ci plutoˆt
que d’autres ?
La re´ponse, pour les cate´gories mono¨ıdales, re´side dans un the´ore`me de cohe´rence. En
effet, les diagrammes de cohe´rence doivent nous assurer que n’importe quelle application
successive de α, λ et ρ menant d’un objet A a` un objet B dans une cate´gorie mono¨ıdale
sont identiques. On re´sume souvent ce principe par la maxime :
Tous les diagrammes commutent.
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Pour pouvoir e´tablir formellement ce the´ore`me, il nous faut une notion d’e´quivalence
de cate´gories mono¨ıdales et donc de transformations naturelles mono¨ıdales. En effet, la
version abstraite du the´ore`me de cohe´rence se formule en disant que toute cate´gorie mo-
no¨ıdale C est e´quivalente a` une cate´gorie mono¨ıdale stricte D. Comme tous les diagrammes
forme´s de morphismes canoniques (associativite´, etc.) d’une cate´gorie mono¨ıdale stricte
commutent trivialement (ce ne sont que des identite´s), on en de´duit que les diagrammes
de C commutent eux aussi.
De´finition 1.34 (Transformation naturelle mono¨ıdale)
Une transformation naturelle mono¨ıdale θ : (F, φ) → (G,ψ) entre deux foncteurs mo-
no¨ıdaux relaˆche´s (F, φ), (G,ψ) : (C,⊗, I)→ (D, •, u) est la donne´e d’une transformation
naturelle θ : F → G entre les deux foncteurs sous-jacents pour laquelle les diagrammes
FA • FB
φA,B

θA•θB // GA •GB
ψA,B

F (A⊗B)
θA⊗B
// G(A⊗B)
u
φu
}}||
||
||
|| ψu
!!B
BB
BB
BB
B
FI
θI
// GI
commutent dans D pour tous objets A et B de C.
Une adjonction entre deux foncteurs relaˆche´s pour laquelle l’unite´ et la counite´ sont
mono¨ıdales est appele´e adjonction mono¨ıdale.
Une e´quivalence de cate´gories pour laquelle les foncteurs sont forts et l’unite´ et la
counite´ sont mono¨ıdales est appele´ e´quivalence de cate´gories. On peut maintenant e´noncer
le the´ore`me de cohe´rence.
Proprie´te´ 1.35 (Cohe´rence des cate´gories mono¨ıdales) Toute cate´gorie mono¨ıdale
est e´quivalente, via une e´quivalence de cate´gories mono¨ıdales, a` une cate´gorie mono¨ıdale
stricte. Re´ciproquement, toute cate´gorie e´quivalente a` une cate´gorie mono¨ıdale stricte est
mono¨ıdale.
En conclusion, plusieurs pre´sentations des lois de cohe´rence d’une cate´gorie mono¨ıdale
sont possibles. Certaines sont minimales, d’autres pratiques a` utiliser mais l’important est
qu’elles satisfassent toutes le the´ore`me de cohe´rence. Par exemple, dans la de´finition des
cate´gories mono¨ıdales syme´triques, le Diagramme (1.7) peut eˆtre de´duit du Diagramme
(1.8). Pourtant, comme cette proprie´te´ est loin d’eˆtre e´vidente, nous pensons qu’il est
pre´fe´rable de laisser cette axiome superflu.
1.3.1 Cate´gories mono¨ıdales syme´triques ferme´es
On a vu comment, en the´orie des cate´gories, les morphismes entre des objets peuvent
servir a` e´tudier les objets eux-meˆmes. Re´ciproquement, nous voudrions une notion qui
permet de voir les morphismes comme des objets de la cate´gorie. Ce processus d’« inter-
nalisation des morphismes » est tre`s important en informatique car il permet de de´crire
l’abstraction du λ-calcul et plus ge´ne´ralement des langages fonctionnels.
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De´finition 1.36 (Cate´gorie mono¨ıdale syme´trique ferme´e)
Une cate´gorie mono¨ıdale syme´trique ferme´e est une cate´gorie mono¨ıdale syme´trique
(C,⊗, I) pour laquelle le produit tensoriel A ⊗ − a` un adjoint a` droite A ( − pour
tout objet A. Plus simplement, pour tous objets A,B et C de C, on a un isomorphisme
C1(A⊗B,C) ∼= C1(B,A( C)
naturel en B et C.
La notion de fermeture existe aussi dans un cadre non syme´trique mais ne´cessite alors
la donne´e d’une fermeture a` gauche A( − et d’une fermeture a` droite − A.
Exemple 1.37
– La cate´gorie Ens munie du produit carte´sien est ferme´e avec pour fermeture A( B,
l’ensemble des fonctions de A vers B.
– La cate´gorie Rel munie du produit carte´sien est ferme´e avec pour fermeture A( B,
l’ensemble des relations sur A×B.
– La cate´gorie Ab munie du produit de Z-modules ⊗Z est ferme´e avec pour fermeture
G( G′, le groupe des homomorphismes de G vers G′ muni de la loi point-a`-point
(f + g)(a) def= f(a) + g(a),
l’inverse est aussi de´fini point-a`-point.
– La cate´gorie Grph munie du produit asynchrone est ferme´e avec pour fermeture
G( G′, le graphe des homomorphismes de graphes de G vers G′ ayant pour areˆtes
les familles ηa ve´rifiant
f
η−→G(G′ f ′ ssi ∀a ∈ G , fa ηa−→G′ fa′.
Remarquons au passage que la situation est en tout point similaire a` celle de Cat
munie du produit tensoriel de Gray.
Remarque 1.38
La cate´gorie Ab munie du produit usuel n’est pas ferme´e. En effet, si elle l’e´tait, le produit
commuterait aux colimites et en particulier aux sommes. Or la somme est donne´e par le
produit dans la cate´gorie Ab. On en de´duit l’isomorphisme saugrenu
G× (H ×H ′) ∼= (G×H)× (G×H ′)
qui n’est e´videment pas valide. Cela montre que Ab n’est pas carte´sienne ferme´e.
La fonction C1(−,−) qui – dans une cate´gorie C – associe a` deux objets A et B
l’ensemble des fle`ches de A dans B peut eˆtre e´tendue a` un foncteur
C1(−,−) : Cop × C −→ Ens
Nous donnons maintenant une de´finition de nature 2-cate´gorique (au sens ou` elle s’appuie
sur la notion de transformations naturelles dans Cat) de la fermeture, base´e sur l’action
du produit tensorielle ⊗ et de la fermeture ( sur ce foncteur C1(−,−)
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Fig. 1.1 – Dessin de la fermeture dans une cate´gorie mono¨ıdale syme´trique
De´finition bis 1.38 (Cate´gorie mono¨ıdale syme´trique ferme´e)
Une cate´gorie mono¨ıdale syme´trique ferme´e est une cate´gorie mono¨ıdale syme´trique
(C,⊗, I) pour laquelle il existe un foncteur
( : Cop × C −→ C
et un isomorphisme naturel ϕ de la forme
Cop × Cop × C ⊗
op×C //
Cop×(

Cop × C
C1(−,−)

∼= ϕ
Cop × C C1(−,−)
// Set
Cette reformulation de la notion de fermeture pour une cate´gorie mono¨ıdale nous
permet de donner une repre´sentation graphique base´e sur les diagrammes de cordes. La
Figure 1.1 exprime que l’espace d’une cate´gorie mono¨ıdale syme´trique est suffisamment
« mou » pour que l’on puisse de´placer un objet du domaine vers le codomaine d’un
morphisme. Nous verrons que ce diagramme fait sens dans une certaine bicate´gorie de
modules cate´goriques, ou distributeurs.
On peut maintenant exprimer de manie`re e´le´gante et concise la notion d’ide´al expo-
nentiel qui jouera un roˆle important dans notre e´tude alge´brique de la logique tensorielle.
1.3.2 Ide´al exponentiel
Dans certaines situations, on ne peut pas de´finir de fermeture sur toute la cate´gorie
C mais seulement sur une sous-cate´gorie I. On a donc besoin d’une de´finition de cloˆture
faisant intervenir un foncteur I −→ C identifiant la sous-cate´gorie de C acceptant une
exponentiation. Cela donne lieu a` la de´finition d’un ide´al exponentiel.
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Fig. 1.2 – Dessin d’un ide´al exponentiel
De´finition 1.39 (ide´al exponentiel)
Un ide´al exponentiel (ι, I,() sur une cate´gorie mono¨ıdale syme´trique C est constitue´e
d’une paire de foncteurs
ι : I −→ C ( : Cop × I −→ I
et d’un isomorphisme naturel ϕ de la forme
Cop × Cop × I ⊗
op×I //
Cop×(

Cop × I
Cop×ι
∼= ϕ Cop × C
C1(−,−)

Cop × I Cop×ι // Cop × C C1(−,−)
// Set
On peut, comme pour la fermeture, de´crire de manie`re diagrammatique ce processus
de de´placement d’objet de la gauche vers la droite de l’espace. La Figure 1.2 montre que
cette fois le de´placement ne´cessite que l’espace de droite soit « garde´ » par le foncteur ι.
Toute cate´gorie mono¨ıdale syme´trique ferme´e donne lieu a` un ide´al exponentiel avec
I = C et ι = id.
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1.3.3 Cate´gories ∗-autonomes
De´finition 1.40 (cate´gorie ∗-autonome)
Une cate´gorie mono¨ıdale syme´trique C est ∗-autonome lorsque elle est munie
– d’un foncteur (−)∗ : Cop → C appele´ foncteur de dualisation ;
– d’un isomorphisme naturel
A ∼= A∗∗
pour tout A ;
– d’une bijection naturel
ϕA,B,C : C(A⊗B,C∗) ∼= C(A, (B ⊗ C)∗)
pour tous objets A, B et C de C de telle sorte que le diagramme
C(A⊗ (B ⊗ C), D∗) C(αA,B,C ,C
∗)
//
ϕA,B⊗C,D

C((A⊗B)⊗ C,D∗)
ϕA⊗B,C,D
C(A⊗B, (C ⊗D)∗)
ϕA,B,C⊗D
C(A, ((B ⊗ C)⊗D)∗)
C(A,(α−1B,C,D)∗)
// C(A, (B ⊗ (C ⊗D))∗)
commute.
L’objet A∗ est appele´ dual de A.
Une cate´gorie ∗-autonome de´finit un ide´al exponentiel avec
I = Cop, ι = (−)∗ et ( = ⊗op.
Comme (−)∗ est un isomorphisme naturel, elle donne meˆme lieu a` une cate´gorie mono¨ıdale
syme´trique ferme´e en posant
A( B = (B ⊗ C∗)∗.
1.3.4 Mono¨ıdes et comono¨ıdes
De´finition 1.41 (Mono¨ıde)
Un mono¨ıde (M,η, µ) dans un cate´gorie mono¨ıdale (C,⊗, I) est un objet M donne´ avec
deux morphismes
– µ : M ⊗M →M appele´ multiplication ;
– η : I →M appele´ unite´ ;
de telle sorte que les diagrammes
(M ⊗M)⊗M α //
µ⊗M

M ⊗ (M ⊗M) M⊗µ //M ⊗M
µ

M ⊗M µ //M
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I ⊗M η⊗I //
λM &&LL
LLL
LLL
LL
M ⊗M
µ

M ⊗ II⊗ηoo
ρMyyrrr
rrr
rrr
r
M
commutent.
Dualement, un comono¨ıde sur une cate´gorie mono¨ıdale C est un mono¨ıde dans la
cate´gorie oppose´e Cop.
Un morphisme de mono¨ıdes f entre deux mono¨ıdes (M,η, µ) et (M ′, η′, µ′) est un
morphisme ve´rifiant :
f ◦ µ = µ′ ◦ (f ⊗ f) et f ◦ η = η′.
On de´finit dualement les morphismes de comono¨ıdes.
Exemple 1.42
– Un mono¨ıde dans la cate´gorie (Ens,×, 1) est un mono¨ıde au sens usuel.
– Un mono¨ıde dans la cate´gorie (Ab,⊗Z,Z) est la meˆme chose qu’un anneau.
– Un mono¨ıde dans la cate´gorie [C, C] des endofoncteurs sur une cate´gorie C est une
monade (voir De´finition 1.19).
1.3.5 Cate´gories pre´mono¨ıdales
Il est bien connu que la cate´gorie Cat posse`de exactement deux structures mono¨ıdales
syme´triques ferme´es [FLK80]. La structure habituelle – ou` le produit tensoriel est donne´
par le produit carte´sien et ou` la fermeture est donne´e par la cate´gorie des foncteurs et
transformations naturelles – donne lieu a` une 2-cate´gorie carte´sienne Cat2. Il est possible
de voir les cate´gories mono¨ıdales strictes comme des mono¨ıdes dans Cat2 – et meˆme les
cate´gories mono¨ıdales comme des pseudomono¨ıdes dans Cat2.
L’autre cate´gorie mono¨ıdale syme´trique ferme´e induite par Cat est ge´ne´ralement note´e
Cat′ . De manie`re informelle, le produit tensoriel C ⊗ D de deux cate´gories C et D est
la cate´gorie ayant pour objets C0 × D0 et pour morphismes les suites finies alterne´es de
morphismes de C et D diffe´rents de l’identite´ dont la suite extraite des morphismes de C
(resp. D) forment un chemin dirige´ dans C (resp. D). La composition est donne´e par la
concate´nation formelle suivie des simplifications induites par les deux cate´gories C et D.
Ce produit tensoriel peut eˆtre de´fini conceptuellement par la somme amalgame´e suivante
dans Cat (de´finition tire´e de [PR97])
C × D //

C × D

C × D // C ⊗ D
ou` C de´note la cate´gorie discre`te sur C. La fermeture [C,D] est donne´e par la cate´gorie
des foncteurs de C vers D et des transformations (pas forcement naturelles) entre ces
foncteurs.
John Power et Edmund Robinson [PR97] ont observe´ qu’un mono¨ıde dans Cat′ est
la meˆme chose qu’une cate´gorie pre´mono¨ıdale stricte. Malheureusement, on n’obtient pas
les cate´gories pre´mono¨ıdales en passant aux pseudomono¨ıdes. En effet, les isomorphismes
structurels d’une cate´gorie pre´mono¨ıdale doivent eˆtre naturels mais aussi « centraux ».
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Soit ` un foncteur de C ⊗ C vers C. Un morphisme f : A → A′ de la cate´gorie C est
dit central si pour tout morphisme g : B → B′, les deux compose´es (f `B′) ◦ (A` g) et
(A′`g)◦ (f `B) sont e´gales, et les deux compose´es (B′`f)◦ (g`A) et (g`A′)◦ (B`f)
sont e´gales. Dans ce cas, on peut utiliser les notations f ` g et g ` f qui ne sont pas
ambigue¨s.
De´finition 1.43 (naturelle en A vis-a`-vis des morphismes centraux)
On dit qu’une transformation ηA : FA→ GB entre deux foncteurs F et G est naturelle
en A vis-a`-vis des morphismes centraux lorsque pour tout morphisme central f : A→ B,
le diagramme
FA
ηA

Ff // FB
ηB

GA
Gf
// GB
commute.
Cette notion de centralite´ permet maintenant de de´finir les cate´gories pre´mono¨ıdales.
De´finition 1.44 (cate´gorie pre´mono¨ıdale)
Une cate´gorie pre´mono¨ıdale (C,`,⊥, α, λ, ρ) est une cate´gorie munie
– d’un foncteur ` : C ⊗ C → C appele´ produit tensoriel ;
– d’un objet ⊥ appele´ unite´ ;
– d’une transformation naturelle inversible α du foncteur d’association a` gauche (−`
−)`− vers le foncteur d’association a` droite −` (−`−) de composante
αA,B,C : (A`B)` C → A` (B ` C)
pre´sume´e centrale pour tous objets A, B et C de C ;
– de deux transformations naturelles inversibles λ et ρ, de composantes
λA : ⊥`A→ A et ρA : A`⊥ → A
pre´sume´es centrales pour tout objet A ;
assujetties au pentagone de MacLane et au triangle unitaire identiques a` ceux des cate´-
gories mono¨ıdales.
Une cate´gorie pre´mono¨ıdale syme´trique posse`de en plus une famille d’isomorphismes
naturels et centraux
γA,B : A`B −→ A`B,
satisfaisant
γB,A ◦ γA,B = idA`B
et les deux diagrammes de compatibilite´ avec α, λ et ρ identiques a` ceux des cate´gories
mono¨ıdales syme´triques.
Les morphismes centraux d’une cate´gorie pre´mono¨ıdales C forment une cate´gorie mo-
no¨ıdale Z(C) appele´ centre de C. En particulier, une cate´gorie pre´mono¨ıdale est mono¨ıdale
si et seulement si elle est e´gale a` son centre.
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De´finition 1.45 (foncteur pre´mono¨ıdal)
Un foncteur pre´mono¨ıdal relaˆche´ entre deux cate´gories pre´mono¨ıdales (C,`,⊥, α, λ, ρ)
et (D, ,`⊥, α′, λ′, ρ′) est la donne´e d’un foncteur F : C → D qui envoie les morphismes
centraux sur des morphismes centraux, d’une transformation naturelle centrale φ de
composantes φA,B : FA F`B → F (A`B) et d’un morphisme central φI : ⊥ → F⊥ tels
que les diagrammes
(FA F`B) F`C
φA,B F`C

α′A,B,C // FA (`FB F`C)
FA φ`B,C

F (A`B) F`C
φA`B,C

FB F` (B ` C)
φA,B`C

F ((A`B)` C)
FαA,B,C
// F (A` (B ` C))
⊥ F`A
φI F`A

λ′FA // FA
F⊥ F`A
φI,A
// F (⊥`A)
FλA
OO FA ⊥`
FA φ`I

ρ′FA // FA
FA F`⊥
φA,I
// F (A` I)
FρA
OO
commutent dans D pour tous objets A, B et C.
Un foncteur pre´mono¨ıdal fort (resp. strict) est un foncteur pre´mono¨ıdal relaˆche´ dans
lequel φA,B et φI sont des isomorphismes (resp. des identite´s) pour tous objets A et B de
C. On de´finit de la meˆme manie`re les foncteurs pre´mono¨ıdaux corelaˆche´s en renversant
toutes les fle`ches structurelles.
Lorsque la cate´gorie C est syme´trique et que le foncteur pre´serve la syme´trie, c’est-
a`-dire
FA F`B
φA,B

γFA,FB // FB F`A
φB,A

F (A`B)
FγA,B
// F (B `A)
on dit que le foncteur est pre´mono¨ıdale syme´trique.
Remarque 1.46
On peut donner une de´finition 2-dimensionnelle des cate´gories pre´mono¨ıdales. Une ca-
te´gorie enrichie sur Cat′ est appele´e une sesqui-cate´gorie. Comme Cat′ est mono¨ıdale
syme´trique ferme´e, elle est enrichie sur elle-meˆme et forme donc une sesqui-cate´gorie
Cat′2 . Cat′2 n’est pas une 2-cate´gorie car la loi d’e´change n’est pas toujours satisfaite.
Cependant, une transformation entre deux foncteurs est naturelle si et seulement si
elle ve´rifie la loi d’e´change avec toutes les compositions a` gauche avec des 2-cellules
pour lesquelles la loi a un sens.
On de´finit donc une 2-cellule naturelle dans une sesqui-cate´gorie comme e´tant une
2-cellule qui commute avec toutes les 2-cellules a` gauche (au sens de la loi d’e´change).
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Ensuite, on de´finit un cate´gorie pre´mono¨ıdale comme un pseudomono¨ıde dans la
sesqui-cate´gorie Cat′2 pour lequel toutes les 2-cellules apparaissant dans la structure
sont naturelles.
Cela donne une de´finition purement conceptuelle des cate´gories pre´mono¨ıdales
e´quivalentes a` la de´finition plus pe´destre donne´e plus haut.
1.3.6 Monades fortes et monades commutatives
De´finition 1.47 (Monade forte)
Une monade (T, µ, η) dans sur une cate´gorie mono¨ıdale (C,⊗, I) est dite forte a` droite
s’il existe une transformation naturelle
tA,B : A⊗ TB → T (A⊗B)
appele´e force (tensorielle) telle que les diagrammes
(A⊗B)⊗ TCαA,B,TC//
tA⊗B,C

A⊗ (B ⊗ TC) A⊗tB,C// A⊗ T (B ⊗ C)
tA,B⊗C

T ((A⊗B)⊗ C)
TαA,B,C
// T (A⊗ (B ⊗ C))
(1.9)
A⊗ T 2B
tA,TB //
A⊗µB

T (A⊗ TB) TtA,B // T 2(A⊗B)
µA⊗B

A⊗ TB
tA,B
// T (A⊗B)
(1.10)
I ⊗ TA tI,A //
λTA &&MM
MMM
MMM
MMM
T (I ⊗A)
TλA

TA
(1.11)
A⊗B A⊗ηB //
ηA⊗B &&MM
MMM
MMM
MM
A⊗ TB
tA,B

T (A⊗B)
(1.12)
commutent. De la meˆme manie`re, une monade est dite forte a` gauche si elle est munie
d’une force (a` gauche)
t′A,B : TA⊗B → T (A⊗B)
satisfaisant les diagrammes idoines. Une monade est dite forte lorsqu’elle est forte a`
gauche et a` droite.
Lorsque la cate´gorie mono¨ıdale C est syme´trique, une monade forte a` droite est aussitoˆt
e´quipe´e d’une force a` gauche qui la rend forte
t′A,B = T (γB,A) ◦ tB,A ◦ γA,TB
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De´finition 1.48 (Monade commutative)
Une monade forte est dite commutative lorsque la force a` gauche et a` droite se marient
a` travers le diagramme commutatif suivant :
T (TA⊗B)
Tt′A,B // T 2(A⊗B)
µA,B
##G
GG
GG
GG
GG
GG
TA⊗ TB
tTA,B
;;wwwwwwwwwwww
t′A,TB ##G
GG
GG
GG
GG
GG
G T (A⊗B)
T (A⊗ TB)
TtA,B
// T 2(A⊗B)
µA,B
;;wwwwwwwwwww
(1.13)
Proposition 1.49 ([Koc72],[GLLN02]) Les monades commutatives sont en bijection
avec les monades mono¨ıdales syme´triques.
Proposition 1.50 ([PR97] : Corollaire 4.2) Soit C une cate´gorie mono¨ıdale syme´trique
et T une monade sur C. La monade T est forte si et seulement si la cate´gorie de Kleisli
CT est pre´mono¨ıdale syme´trique et le foncteur FT : C → CT est pre´mono¨ıdal syme´trique
strict.
Proposition 1.51 ([PR97] : Corollaire 4.3) Soit C une cate´gorie mono¨ıdale syme´trique
et T une monade sur C. La monade T est commutative si et seulement si la cate´gorie de
Kleisli CT est mono¨ıdale syme´trique et le foncteur FT : C → CT est mono¨ıdal syme´trique
strict.
1.3.7 Dualite´ entre adjonctions mono¨ıdales
Proposition 1.52 ([Mel08] : section 5.14) Soit F a G : C → D une adjonction entre
deux cate´gories mono¨ıdales. Il y a une bijection entre les structures corelaˆche´es sur l’adjoint
a` gauche F et les structures relaˆche´es sur l’adjoint a` droite G.
Proposition 1.53 ([Mel08] : section 5.15) Soit F a G : A→ B une adjonction entre
deux cate´gories mono¨ıdales. Supposons aussi que F soit relaˆche´. Alors l’adjonction est
mono¨ıdales si et seulement si F est fort.
Proposition 1.54 ([Mel08] : section 5.16) Soit F a G : A→ B une adjonction entre
deux cate´gories mono¨ıdales syme´triques. Supposons aussi que F soit relaˆche´ syme´trique.
Alors l’adjonction est mono¨ıdale syme´trique si et seulement si F est syme´trique fort.
1.4 The´ories alge´briques, PRO et PROP
1.4.1 The´ories de Lawvere.
Dans sa the`se [Law63], William Lawvere reformule ainsi la notion habituelle de the´orie
alge´brique (par exemple des mono¨ıdes, des alge`bres de Lie, etc.)
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De´finition 1.55 (the´orie alge´brique)
Une the´orie alge´brique est une cate´gorie L e´quipe´e de produits finis, dont les objets sont
les entiers naturels : 0, 1, 2, . . . et dans laquelle le produit de k objets m1, . . . ,mk est
donne´ par leur somme arithme´tique m1 + · · ·+mk.
L’ide´e est de repre´senter chaque ope´ration n-aire d’une the´orie alge´brique par un mor-
phisme m→ 1 dans la cate´gorie L ; et d’encoder la the´orie e´quationnelle de ces ope´rations
n-aires au moyen de la composition de la cate´gorie L.
Un L-mode`le sur une cate´gorie C avec produits finis (note´ ×) est de´fini comme un
foncteur
A : L −→ C
pre´servant les produits, au sens ou` le morphisme canonique
A[m1 + · · ·+mk] −→ A[m1]× · · · ×A[mk]
est un isomorphisme (cf la De´finition 1.32 d’un foncteur fort). Cela implique que le foncteur
A transporte (a` isomorphisme pre`s) l’entier naturel n vers la n-e`me puissance de l’objet
A = A[1] :
A[n] ∼= A×n.
De meˆme, le foncteur A transporte (toujours a` isomorphisme pre`s) chaque ope´ration n-aire
n→ 1 de la the´orie alge´brique vers une ope´ration n-aire sur l’objet A :
A×n → A. (1.14)
Pour cette raison, A est appele´ objet sous-jacent du L-mode`le, et le morphisme (1.14)
est appele´ interpre´tation de l’ope´ration n-aire n→ 1. Cette terminologie est justifie´e par
le fait que le L-mode`le A est caracte´rise´ (a` isomorphisme naturel pre`s) par son objet
sous-jacent et l’interpre´tation de chaque ope´ration de la the´orie alge´brique L.
Une the´orie alge´brique L et une cate´gorie C avec produits finis de´finissent une cate´gorie
Mode`le(L, C) dont les objets sont les L-mode`les sur la cate´gorie C, et dont les morphismes
A→ B sont les transformations naturelles de A vers B vues comme des foncteurs.
En guise d’exemple, conside´rons la cate´gorie avec produits finis libre Fop sur la cate´-
gorie a` un seul objet : cela de´finit une the´orie alge´brique dont les ope´rations n-aires sont
pre´cise´ment les n projections pi1, . . . , pin : n → 1. La cate´gorie Fop peut eˆtre de´finie plus
explicitement comme la cate´gorie oppose´e (voir la De´finition 1.4) de la cate´gorie FinSet
des ensembles finis [m] = {1, . . . ,m} et fonctions ensemblistes. Cette the´orie alge´brique
Fop est dite triviale car un Fop-mode`le est caracte´rise´ (a` isomorphisme pre`s) par son objet
sous-jacent de telle sorte que la cate´gorie Mode`le(Fop, C) est e´quivalente a` la cate´gorie C
elle-meˆme.
Apre`s cette illustration pour le moins basique, conside´rons une the´orie alge´brique un
peu plus riche : la the´orie des mono¨ıdes M .
Exemple 1.56
La the´orie des mono¨ıdes M est la the´orie line´aire dont les ope´rations n-aires sont les mots
finis ( de longueur arbitraire) construits sur l’alphabet a` n lettres [n] = {1, . . . , n}. Par
exemple, l’ope´ration ternaire code´e par le mot
2 · 3 · 1 · 3 · 3 · 1
de´crit l’ope´ration
(m1,m2,m3) 7→ m2 +m3 +m1 +m3 +m3 +m1
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Par construction, la cate´gorie Mode`le(M, C) est e´quivalente a` la cate´gorie des mono¨ıdes et
morphismes de mono¨ıdes dans C (voir la De´finition 1.41).
Il existe un (unique) morphisme alge´brique f : Fop −→ M, qui transporte la i-e`me
projection pii ∈ Fop(n, 1) vers le mot a` une lettre i ∈ M(n, 1). Il est aise´ de ve´rifier que
le foncteur d’oubli associe´ Uf transporte chaque mono¨ıde de la cate´gorie C vers son objet
sous-jacent.
1.4.2 The´ories line´aires (PROs).
La version mono¨ıdale des the´ories alge´briques est obtenue en adaptant les ide´es de
Lawvere en replac¸ant « produit fini » par « produit tensoriel » dans toutes les de´finitions
ayant trait aux the´ories alge´briques. Cela donne lieu a` la de´finition de the´ories line´aires.
De´finition 1.57 (the´orie line´aire)
Une the´orie line´aire (PRO) L est la donne´e d’une cate´gorie mono¨ıdale dont les objets
sont les entiers naturels : 0, 1, 2, etc. et dont le produit tensoriel de k objets m1, . . . ,mk
est donne´ par la somme arithme´tique m1 + . . .+mk.
Un L-mode`le A dans un cate´gorie mono¨ıdale C est alors de´fini par un foncteur mono¨ıdal
fort (voir la De´finition 1.32)
L→ C.
Comme pour les the´ories alge´briques, toute the´orie line´aire L et toute cate´gorie mono¨ıdale
C induisent une cate´gorie MonCatstr(L, C) dont les objets sont les L-mode`les dans C, et
dont les morphismes θ : A −→ B sont les transformations naturelles mono¨ıdales (voir la
De´finition 1.34) de A vers B, vues comme des foncteurs mono¨ıdaux.
Il est important de remarquer que la de´finition de la cate´gorie MonCatstr(L, C) que
nous venons de donner co¨ıncide avec la cate´gorie Mode`le(L, C) de´finie plus toˆt pour les
the´ories alge´briques – lorsque le produit tensoriel des deux cate´gories L et C se trouve
eˆtre des produits finis. En effet, (a) tout foncteur pre´servant les produits finis de´finit
un foncteur mono¨ıdal fort et (b) toute transformation naturelle θ entre deux foncteurs
pre´servant les produits finis satisfait automatiquement les cohe´rences requises pour une
transformation naturelle mono¨ıdale.
Afin d’exhiber les diffe´rences avec les the´ories alge´briques, nous introduisons mainte-
nant deux the´ories line´aires N et ∆ jouant le roˆle de deux the´ories alge´briques Fop et M
de´finies plus haut.
– La the´orie line´aire triviale est la cate´gorie mono¨ıdale libre N ge´ne´re´e par un objet :
cela donne la the´orie line´aire dans laquelle les seuls morphismes sont les identite´s
sur chaque objet 0, 1, 2, . . .
– La the´orie line´aire des mono¨ıdes est la cate´gorie simpliciale augmente´e ∆ dans
laquelle chaque morphisme m→ n est une fonction monotone de l’ensemble ordonne´
[m] = {1, ...,m} vers l’ensemble ordonne´e [n] = {1, ..., n}.
Comme pour les the´ories alge´briques, la cate´gorie MonCatstr(N, C) est e´quivalente a` la
cate´gorie C, et la cate´gorie MonCatstr(N, C) est e´quivalente a` la cate´gorie des mono¨ıdes
et homomorphismes de mono¨ıdes dans C. Le lecteur attentif remarquera par exemple que
la notion d’homomorphisme de mono¨ıdes entre deux mono¨ıdes est capture´e par la notion
de transformation naturelle mono¨ıdale – pas seulement naturelle – entre deux ∆-mode`les.
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1.4.3 The´ories syme´triques (PROPs).
De´finition 1.58 (the´orie syme´trique)
Une the´orie syme´trique (PROP) L est la donne´e d’une cate´gorie mono¨ıdale syme´trique
dont les objet sont les entiers naturels : 0, 1, 2, etc. et dont le produit tensoriel de k
objets m1, . . . ,mk est donne´ par la somme arithme´tique m1 + . . .+mk.
Afin d’exhiber les diffe´rences avec les the´ories alge´briques, nous introduisons mainte-
nant deux the´ories line´aires N et ∆ jouant le roˆle de deux the´ories alge´briques Fop et M
de´finies plus haut.
– La the´orie syme´trique triviale est la cate´gorie mono¨ıdale syme´trique libre Bij ge´ne´re´e
par un objet : c’est la cate´gorie des ensembles finis et des bijections.
– La the´orie syme´trique des mono¨ıdes commutatif est la cate´gorie des ensembles finis
FinSet et fonctions ensemblistes.
– dualement, la the´orie syme´trique des comono¨ıdes commutatifs est la the´orie alge´-
brique triviale Fop.
Le foncteur d’inclusion de Bij dans Fop induit un foncteur d’oubli
SMonCatfort(Fop, C) UFop−−−→ C
qui associe a` tout comono¨ıde commutatif son objet sous-jacent. La proposition et le co-
rollaire suivants ont e´te´ de´montre´s dans [Mel08].
Proposition 1.59 Une cate´gorie mono¨ıdale syme´trique C est carte´sienne si et seulement
si le foncteur d’oubli UFop est un isomorphisme.
Autrement dit, les cate´gories carte´siennes sont exactement les cate´gories mono¨ıdales
syme´triques dont tous les objets sont (naturellement) des comono¨ıdes commutatifs.
Corollaire 1.60 La cate´gorie des comono¨ıdes commutatifs et morphismes de comono¨ıdes
sur une cate´gorie mono¨ıdale syme´trique est carte´sienne.
1.5 Logique et mode`les cate´goriques
L’isomorphisme de Curry-Howard, entre les termes du λ-calcul simplement type´ et les
preuves de la logique intuitionniste minimale, est devenu un re´sultat phare de l’informa-
tique the´orique. Un re´sultat connexe, peut-eˆtre moins connu, est que le λ-calcul simple-
ment type´ (avec appariement surjectif) est le langage interne des cate´gories carte´siennes
ferme´es. Cela veut dire en essence qu’il peut eˆtre interpre´te´ dans toute cate´gorie carte´-
sienne ferme´e et que cette interpre´tation n’est pas de´ge´ne´re´e ; au sens ou` elle n’introduit
pas d’e´galite´ structurelle superflue.
De notre point de vue, ce sont les cate´gories carte´siennes ferme´es qui donnent lieu a` la
logique intuitionniste minimale au sens ou` son calcul des se´quents provient naturellement
des lois cate´goriques. En effet, la structure carte´sienne permet de de´crire des se´quents de
la forme
Γ ` A def= A1, . . . , An ` A
ou` la virgule repre´sente le produit. Ce se´quent se lit « a` partir des hypothe`ses A1, . . . , An,
je peux prouver la formule A ». L’identite´ et la composition de la cate´gorie donnent lieu
aux deux se´quents
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Axiome
A ` A et Γ ` A Γ, A ` B Coupure.Γ ` B
Enfin, l’adjonction qui de´crit la cloˆture donne lieu aux deux se´quents
Γ ` A Γ, B ` C ⇒-GaucheΓ, A⇒ B ` C et
Γ, A ` B ⇒-Droit.Γ ` A⇒ B
Ces deux se´quents viennent respectivement du morphisme d’e´valuation donne´ par la cou-
nite´ de l’adjonction, et de la bijection lie´e a` l’adjonction. L’aspect un peu singulier du
se´quent de gauche – vis-a`-vis du point de vue cate´gorique – vient du fait que le calcul des
se´quents refuse l’e´limination des constructeurs. En de´duction naturelle, on aurait eu une
re`gle plus proche de l’e´valuation
Γ ` A Γ ` A⇒ B ⇒-E´limination,Γ ` B
mais en calcul des se´quents, chaque re`gle d’e´limination est interpre´te´e par une re`gle duale
de cre´ation a` gauche du symbole `. En un sens, le calcul des se´quents interpre`te de fac¸on
contravariante les re`gles d’e´limination. Notons que le caracte`re carte´sien de la cate´gorie
correspond au fait que le contexte Γ, dans la re`gle de coupure ou la re`gle (⇒-Gauche),
n’est pas distingue´. Par exemple, si on avait voulu une version mono¨ıdale de la re`gle
(⇒-Gauche), il aurait plutoˆt fallu e´crire le se´quent
Γ ` A ∆, B ` C
(-Gauche.Γ,∆, A( B ` C
Ceci indique que l’on peut faire un travail similaire en obtenant la logique line´aire intui-
tionniste en lieu et place de la logique intuitionniste minimale.
1.5.1 Logique line´aire et cate´gories mono¨ıdales syme´triques ferme´es
Le fragment multiplicatif de la logique line´aire intuitionniste correspond aux cate´go-
ries mono¨ıdales syme´triques ferme´es. Nous expliquons maintenant comment les se´quents
de la logique line´aire intuitionniste peuvent eˆtre obtenu a` partir de leur se´mantique cate´-
gorique. Le lecteur peut se re´fe´rer a` la monographie de Paul-Andre´ Mellie`s [Mel08] pour
un description plus comple`te.
A` nouveau, la structure mono¨ıdale permet de de´crire des se´quents de la forme
Γ ` A def= A1, . . . , An ` A
ou` la virgule repre´sente le produit tensoriel. L’identite´ et la composition de la cate´gorie
induisent les deux se´quents
Axiome
A ` A et Γ ` A ∆, A ` B Coupure.Γ,∆ ` B
Remarquons la diffe´rence avec le cas carte´sien, car dore´navant, le contexte est ge´re´ de
fac¸on line´aire (ou mono¨ıdale). On ne peut pas identifier les contextes Γ et ∆ car on
distingue les hypothe`ses qui servent a` prouver A, des hypothe`ses qui servent a` prouver B.
La bifonctorialite´ du produit tensoriel donne lieu aux deux se´quents
Γ, A,B ` C ⊗-GaucheΓ, A⊗B ` C et
Γ ` A ∆ ` B ⊗-DroitΓ,∆ ` A⊗B
et l’existence d’un e´le´ment neutre est assure´ par les se´quents
Γ ` A 1-GaucheΓ, 1 ` A et
1-Droit.` 1
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Notons que la loi d’associativite´ est automatiquement satisfaite par la structure de se´-
quent ; tout comme la loi d’effacement a` gauche et la loi d’effacement a` droite de l’e´le´-
ment neutre. La syme´trie du produit tensoriel induit un se´quent correspondant a` la loi
d’e´change :
Γ, A1, A2,∆ ` B
E´change.Γ, A2, A1,∆ ` B
A` l’image du cas carte´sien, la fermeture est donne´e par deux se´quents similaires aux
se´quents (⇒-Gauche) et (⇒-Droit). La diffe´rence re´side dans une gestion line´aire des
contextes :
Γ ` A ∆, B ` C
(-GaucheΓ,∆, A( B ` C et
Γ, A ` B (-Droit.Γ ` A( B
On vient donc de retrouver le fragment multiplicatif de la logique line´aire intuitionniste a`
travers sa se´mantique cate´gorique. Nous voulons maintenant traiter le fragment exponen-
tiel.
1.5.2 Logique line´aire et adjonctions mono¨ıdales
La litte´rature pre´sente de nombreuses variantes cate´goriques qui donnent toutes lieu
a` un mode`le du fragment multiplicatif et exponentiel de la logique line´aire intuitionniste
(ILL). On note parmi ces mode`les les cate´gories de Seely, les cate´gories de Lafont, les ca-
te´gories line´aires et les cate´gorie Line´aire/Non Line´aire. Nous choisissons ici de conside´rer
ces dernie`res car elles seront a` la base de notre de´finition des modalite´s de ressource au
Chapitre 2.
De´finition 1.61 (cate´gorie Line´aire/Non Line´aire)
Une cate´gorie Line´aire/Non Line´aire [Ben95] est la donne´e :
– d’une cate´gorie mono¨ıdale syme´trique ferme´e (C,⊗, I) ;
– d’une cate´gorie carte´sienne (M,×, u) ;
– d’une adjonction mono¨ıdale syme´trique
M
F
!!
⊥ C
U
aa .
L’adjonction mono¨ıdale est exactement ce qu’il manquait a` la cate´gorie mono¨ıdale
syme´trique ferme´e pour pouvoir interpre´ter ILL. En effet, la comonade induite par l’ad-
jonction construit une exponentielle sur la cate´gorie C.
Proposition 1.62 ([BBHdP92],[Ben95]) Toute cate´gorie Line´aire/Non Line´aire donne
lieu a` un mode`le de ILL.
Nous montrons maintenant comment de´duire les nouveau se´quents induits par cette ad-
jonction mono¨ıdale. Tout d’abord, cette adjonction construit une comonade F ◦ U sur C
avec une comultiplication – interpre´te´e par la re`gle (Promotion) – et une counite´ – inter-
pre´te´e par la re`gle (De´re´liction). On note !A l’image d’un objet A par cette comonade et
on note !Gamma l’application de ! a` chaque formule du contexte Γ.
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!Γ ` A Promotion!Γ ` !A et
Γ, A ` B
De´re´liction.Γ, !A ` B
Remarquons que la re`gle (Promotion) n’est pas comple`tement canonique par rapport a` sa
se´mantique cate´gorique. D’autres formulations plus fonctorielle sont possibles, mais elles
ne ve´rifient pas la proprie´te´ de la « sous formule » : toutes les formules apparaissant dans
les pre´misses sont des sous formules des formules apparaissant dans la conclusion. C’est la
formulation usuelle du syste`me (S4) de la logique modale en calcul des se´quents. Comme
la cate´gorie M est carte´sienne et que l’adjonction est mono¨ıdale, on a une structure de
comono¨ıde commutatif sur les objets de la forme !A dans C. La counite´ du comono¨ıde
donne la re`gle (Affaiblissement) et la duplication donne la re`gle (Contraction).
Γ ` B AffaiblissementΓ, !A ` B et
Γ, !A, !A ` B
ContractionΓ, !A ` B
Il apparaˆıt que ces quatre se´quents sont suffisants pour capturer l’essence des cate´gories
Line´aire/Non Line´aire. Le lecteur ne sera pas surpris de voir qu’on vient de retrouver la
totalite´ du calcul des se´quents pour ILL.
Nous utiliserons, au Chapitre 2, cette interpre´tation des mode`les cate´goriques vers le
calcul des se´quents. Cela nous permettra d’extraire la structure logique qui se de´gage de
la se´mantique cate´gorique de la logique tensorielle.
Chapitre 2
Dualite´ et modalite´s de
ressource
Festival mondial pour la paix,
Picasso (Berlin, 1951)
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Malgre´ son apparente efficacite´ pour mode´liser le fragment multiplicatif de la logique
line´aire, la se´mantique des jeux a longtemps re´siste´ aux sollicitations pour qu’elle inter-
pre`te la logique line´aire toute entie`re. Ceci est en particulier lie´ au proble`me de Blass,
mis en avant par Samson Abramsky et Radha Jagadeesan [AJ94], qui indique que la
se´mantique des jeux introduite par Andrea Blass [Bla92] ne de´finit pas un mode`le cate´go-
rique. Il a fallut attendre le de´but des anne´es 2000 et les travaux de Paul-Andre´ Mellie`s
[Mel05a, Mel05b] sur les jeux asynchrones pour obtenir un premier re´sultat de comple´-
tude. Curieusement, la solution qui y est propose´e s’articule autour d’un quotient sur les
strate´gies – quotient qui, a` la lumie`re des travaux de Masahito Hasegawa, revient a` trans-
former la monade de continuation forte en monade commutative. Il est donc naturel de
se demander ce que serait une logique line´aire ou` la monade de continuation serait non
commutative ; ce qui nous ame`ne dans ce chapitre a` e´tudier la logique tensorielle – logique
plus primitive et plus directement lie´e a` la se´mantique des jeux.
Il apparaˆıt alors que la plupart des mode`les de la logique line´aire sont en fait obtenus
a` partir de mode`les de logique tensorielle, dote´s d’une monade commutative. C’est le
cas par exemple pour les espaces de cohe´rence, les espaces de phases, les espaces de
finitude [Ehr05], etc. Un des inte´reˆt de cette approche est la possibilite´ de de´finir diffe´rentes
ne´gations sur la meˆme cate´gorie monoidale – ceci permettant par exemple d’inte´grer de
manie`re harmonieuse diffe´rents mode`les de logique line´aire (espaces de cohe´rence, espace
de finitude, etc.).
Cet e´clairage de la logique line´aire par la logique tensorielle ressemble a` s’y me´prendre
a` celui apporte´ par les logiques polarise´s [Lau02a]. La diffe´rence majeure re´side dans
notre volonte´ de ne pas confondre les modalite´s de ressources, comme l’exponentielle,
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avec la ne´gation ; et donc de se de´gager du paradigme carte´sien qui sous-tend les logiques
polarise´es.
Nous pre´sentons en fin de chapitre un mode`le de la logique tensorielle base´ sur les
jeux de Conway [Joy77], agre´mente´s d’une notion de gain qui permet de de´finir diffe´rentes
modalite´s de ressources.
2.1 Dualite´
Dans cette section, nous introduisons une logique de tenseur et de ne´gation – appele´
logique tensorielle. Nous proce´dons a` l’inverse de l’ordre habituel en the´orie de la preuve :
au lieu de de´finir en premier la logique, nous commenc¸ons par de´crire sa se´mantique cate´-
gorique. La raison de cette entorse a` la tradition tient a` ce que la situation alge´brique est
basique et concise. Une fois que nous aurons donne´ le cadre cate´gorique, nous formulerons
le calcul des se´quents de la logique induite en utilisant le dictionnaire donne´ a` la Section
1.5 – ce qui nous me`nera vers la logique tensorielle.
2.1.1 Ne´gation tensorielle
De´finition 2.1 (ne´gation tensorielle)
Une ne´gation tensorielle sur un cate´gorie mono¨ıdale syme´trique (C,⊗, I) est la donne´e
d’un foncteur
¬ : C −→ Cop
et d’une famille de bijections
ϕA,B,C : C(A⊗B,¬C) ∼= C(A,¬(B ⊗ C))
naturelle en A, B et C de telle sorte que le diagramme
C(A⊗ (B ⊗ C),¬D) C(αA,B,C ,¬D) //
ϕA,B⊗C,D

C((A⊗B)⊗ C,¬D)
ϕA⊗B,C,D

C(A⊗B,¬ (C ⊗D))
ϕA,B,C⊗D

C(A,¬ ((B ⊗ C)⊗D))
C(A,¬α−1B,C,D)
// C(A,¬ (B ⊗ (C ⊗D)))
commute. Une cate´gorie mono¨ıdale syme´trique munie d’une ne´gation tensorielle est ap-
pele´e une cate´gorie de dialogue.
Remarquons que nous n’imposons de cohe´rence qu’avec l’associativite´ de la cate´gorie
mono¨ıdale, la cohe´rence avec les effacements λ et ρ de l’unite´ e´tant de´duite par naturalite´.
La Figure 2.1 donne une repre´sentation intuitive de la ne´gation tensorielle. Ce dia-
gramme de cordes trouve son sens et sa rigueur dans une bicate´gorie de modules. Notons
aussi que la ne´gation est place´e a` cheval sur l’ensemble des morphismes et non d’un cote´
ou de l’autre comme c’est le cas habituellement pour un foncteur. Ceci est justifie´ comme
nous le verrons a` la Section 2.1.2 car la ne´gation est autoduale.
E´tant donne´ un ne´gation, il est d’usage de de´finir la formule faux comme l’objet
⊥ def= ¬ I obtenu en « niant » l’objet unite´ I de la cate´gorie mono¨ıdale.
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Fig. 2.1 – Dessin de la ne´gation tensorielle
Remarquons que la bijection ϕA,B,I e´quipe la cate´gorie C d’un bijection exp(ϕ)A,B, en
posant ⊥B = ¬B
exp(ϕ)A,B = C(A,¬(ρ−1)) ◦ ϕA,B,I : C(A⊗B,⊥) ∼= C(A,⊥B) (2.1)
pour tous objets A et B. On dit dans ce que l’objet ⊥ est exponentiable.
Proposition 2.2 L’existence d’un objet ⊥ exponentiable est e´quivalente a` l’existence
d’une ne´gation tensorielle.
De´monstration : On sait de´ja` qu’une ne´gation de´finit l’objet exponentiel ¬I. Toute objet
exponentiable de´finit a` sont tour une ne´gation par
neg(ψ)A,B,C = ψA,B⊗C ◦ C(α−1A,B,C ,⊥) ◦ ψ−1A⊗B,C
La cohe´rence de la ne´gation ainsi que la naturalite´ des bijections permettent de de´duire
que ces deux constructions sont inverses l’une de l’autre.
C’est pour cette raison que la de´finition de la ne´gation ¬ est souvent remplace´e par
l’e´nonce´ – quelque peu informel – que « l’objet ⊥ est exponentiable » dans la cate´gorie
syme´trique mono¨ıdale C, ce qui donne lieu a` la ne´gation ¬A note´e ⊥A.
Exemple 2.3
Soit ⊥ un objet d’une cate´gorie mono¨ıdale syme´trique ferme´e C ayant pour fermeture(.
Le foncteur qui a` tout objet A de C associe l’objet A( ⊥ de´finit une ne´gation tensorielle
sur C.
2.1.2 Auto-adjonction
Dans sa the`se, Hayo Thielecke [Thi97] observe pour la premie`re fois le phe´nome`ne
fondamental d’« auto-adjonction », relie´ a` la ne´gation. Cette observation joue un roˆle
pre´ponde´rant dans un travail non publie´ de Paul-Andre´ Mellie`s et Peter Selinger [MS]
sur les cate´gories polaires, une se´mantique cate´gorique de la logique line´aire polarise´e, des
continuations et des jeux. La meˆme ide´e re´apparaˆıt plus re´cemment dans une e´tude tre`s
comple`te des cate´gories polarise´es Robin Cockett et Robert Seely [CS07]. En effet, une
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cate´gorie syme´trique mono¨ıdale avec une ne´gation tensorielle est une instance particulie`re
de cate´gorie polarise´e C × Cop → Ens induite par une adjonction. Dans notre cas, le
phe´nome`ne d’« auto-adjonction » se rame`ne au fait que toute ne´gation tensorielle est
adjointe a` gauche a` son foncteur oppose´.
¬ : Cop −→ C (2.2)
a` cause de la bijection naturelle
Cop(¬A,B) ∼= C(A,¬B).
Remarquons que nous notons indiffe´remment la ne´gation et son dual par ¬, ceci est
inexact mais habituel en the´orie de la continuation, ou` l’on ne se soucie gue`re de cate´gories.
2.1.3 Monade de continuation
Toute ne´gation tensorielle ¬ induit une adjonction et donc une monade
¬¬ : C −→ C
Cette monade est appele´e la monade de continuation associe´e a` la ne´gation. Eugenio
Moggi [Mog91] a fait la remarque fondamentale que la monade de continuation est forte
mais pas commutative en ge´ne´ral (voir la Section 1.3.6 pour des de´tails sur les de´finitions).
Proposition 2.4 La ne´gation tensorielle induit une monade forte ¬¬
De´monstration : Pour rendre la de´monstration plus lisible, nous notons L la ne´gation sur
C et R son dual. D’abord, remarquons que la de´finition de ne´gation nous donne deux
morphismes
B
ηA,B−−−→ R(L(A⊗B)⊗A) L(A⊗R(B ⊗A)) εA,B−−−→ B
Ces deux morphismes sont appele´s respectivement unite´ et counite´ de la ne´gation. En
particulier, ηI,− et εI,− sont l’unite´ et la counite´ de la monade de continuation. Il ve´rifier
la loi de zigzag :
L(A⊗B)
LηA,B ))SSS
SSSS
SSSS
SSS
L(A⊗B)
L(A⊗R(L(A⊗B)⊗A))
εA,L(A⊗B)
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(2.3)
Il vont maintenant nous permettre de construire la force. Nous utilisons la dualite´ de
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Poincare´ pour ame´liorer la lisibilite´.
⊗
A R
L
B
xA,B−−−−−−−→
⊗
A R
L
R
⊗
L A
⊗
A B
yA,B−−−−−−−→
R
L
⊗
A R
⊗
L A
⊗
A B
zA,B−−−−−−−→
R
L
⊗
A
B
ou`
– xA,B = A⊗RLηA,B ;
– yA,B = ηI,A⊗R(L(A⊗B)⊗A) ◦ (A⊗RεI,L(A⊗B)⊗A) ;
– zA,B = RεA,L(A⊗B).
La ve´rification des lois de cohe´rence ne´cessaire pour avoir est assez de´licate. Le Dia-
gramme 1.47 de cohe´rence avec l’unite´ du produit tensoriel commute car on peut le paver
avec les tuiles de naturalite´ et d’identite´ de zigzag suivantes :
I ⊗RLA
I⊗RLηA

xI,A // I ⊗RLR(L(I ⊗A)⊗ I) yI,A //
I⊗RLR(LλA⊗I)

RL(I ⊗R(L(I ⊗A)⊗ I))
RLI⊗R(LλA⊗I)

zI,A // RL(I ⊗A)
RLλA

I ⊗RLRLA
I⊗RεLA

I⊗RLRλLA// I ⊗RL(R(LA⊗ I)) yI,A // RL(I ⊗R(LA⊗ I)) RεI,LA //
RLI⊗RλLA
tthhhhh
hhhh
hhhh
hhhh
h
RLA
I ⊗RLA
λRLA
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ηI⊗RLA // RL(I ⊗RLA) RLλRLA // RLRLA RεLA // RLA
Le Diagramme 1.12 de cohe´rence avec l’unite´ de la monade commute car on peut le paver
avec les tuiles de naturalite´ et d’identite´ de zigzag suivantes :
A⊗RLB A⊗RLηA,B // A⊗RLR(L(A⊗B)⊗B)
A⊗RεI,L(A⊗B)⊗A
))RRR
RRRR
RRRR
RRR
A⊗B
A⊗ηB
>>}}}}}}}} A⊗ηA,B //
ηA⊗B

A⊗R(L(A⊗B)⊗A)
A⊗ηR(L(A⊗B)⊗A
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ηA⊗R(L(A⊗B)⊗A)

A⊗R(L(A⊗B)⊗A)
ηI,A⊗R(L(A⊗B)⊗A)

RL(A⊗B) RLηA,B // RL(A⊗R(L(A⊗B)⊗A)) RεA,L(A⊗B) // RL(A⊗B)
Le Diagramme 1.10 de cohe´rence avec la multiplication de la monade commute facilement
en remarquant que
µA
def= RLA
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Enfin, on remarque que la cohe´rence de la ne´gation avec l’associativite´ du produit tensoriel
implique que le diagramme
C
ηB,C //
ηA⊗B,C

R(L(B ⊗ C)⊗B)
R(LηA,B⊗C⊗B)

R(L((A⊗B)⊗ C)⊗ (A⊗B))
R(LaA,B,C⊗(A⊗B))

R(LR(L(A⊗ (B ⊗ C))⊗A)⊗B)
R(εL(A⊗(B⊗C))⊗A⊗B)

R(L(A⊗ (B ⊗ C))⊗ (A⊗B))
RaL(A⊗(B⊗C)),A,B
// R((L(A⊗ (B ⊗ C))⊗A)⊗B)
commute. Ce diagramme constitue la clef d’arc permettant de paver le Diagramme 1.9 de
cohe´rence entre la force et l’associativite´ du produit tensoriel.
Une ne´gation tensorielle est dite commutative lorsque la monade de continuation asso-
cie´e dans C est commutative – ou de manie`re e´quivalente lorsque la monade est mono¨ıdale
au sens relaˆche´.
2.1.4 Implication line´aire
Une cate´gorie mono¨ıdale syme´trique C e´quipe´e d’une ne´gation n’est pas tre`s loin d’eˆtre
mono¨ıdale ferme´e. Il est en effet possible de de´finir une implication line´aire ( lorsque sa
cible ¬B est un objet nie´ :
A ( ¬B def= ¬ (A⊗B).
De cette fac¸on, le foncteur (2.2) de´finit ce que nous appelons un ide´al exponentiel sur la
cate´gorie C (voir la De´finition 1.39). Lorsque le foncteur est injective sur les objets et les
morphismes, il est alors possible d’identifier cet ide´al exponentiel avec la sous-cate´gorie de
C constitue´e des objets nie´s. La notion d’ide´al exponentiel discute´e dans la the`se de Guy
McCusker [McC96] apparaˆıt pre´cise´ment de cette manie`re. Remarquons que la ne´gation
¬ n’a pas besoin d’eˆtre fide`le sur les objets car nous avons pris soin de ne pas de´finir un
ide´al exponentiel comme une sous-cate´gorie de C.
2.1.5 Cate´gories de continuation
Toute cate´gorie de dialogue C avec pour ne´gation ¬ donne lieu a` une cate´gorie de
continuation C¬.
De´finition 2.5 (cate´gorie de continuation)
E´tant donne´e une cate´gorie de dialogue C avec pour ne´gation ¬, on construit la cate´gorie
de continuation C¬ dont les objets sont les meˆmes que ceux de C, et dont les morphismes
sont de´finis par
C¬(A,B) def= C(¬A,¬B).
Notons que la cate´gorie C¬ est la cate´gorie de Kleisli associe´e a` la comonade dans Cop
induite par l’auto-adjonction. Celle-ci e´tant aussi la cate´gorie oppose´e de la cate´gorie de
Kleisli associe´e a` la monade de continuation sur C. Comme la monade de continuation est
forte, la cate´gorie C¬ est pre´mono¨ıdale au sens de John Power et Edmund Robinson [PR97]
(voir le Chapitre 1 pour la de´finition et le Chapitre 5 pour de plus amples explications).
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2.1.6 Exemple des espaces de phase
Jean-Yves Girard a introduit le mode`le des espaces de phase pour donner une version
line´aire de la se´mantique base´e sur une notion de valeurs de ve´rite´ de Tarski. Nous pouvons
recomprendre ce mode`le a` la lumie`re de la logique tensorielle.
Soit M un comono¨ıde commutatif dans Ens. Pour tous sous-ensembles X,Y ⊆M, on
de´finit les connecteurs :
X ⊗ Y def= {xy | x ∈ X et y ∈ Y } et X ( Y def= {f | ∀x ∈ X, fx ∈ Y }
On peut montrer l’e´quivalence
X ⊗ Y ⊆ Z ssi X ⊆ Y ( Z
La cate´gorie des espaces de phase C est le pre´ordre dont les e´le´ments sont les sous-ensembles
de M munis de la relation d’ordre induite par l’inclusion. L’e´quivalence du dessus nous
montre que (C,⊗, ∅,() de´finit une cate´gorie mono¨ıdale syme´trique ferme´e.
On se donne alors un sous-ensemble particulier ⊥ de M que l’on appelle un poˆle.
Comme indique´ dans l’Exemple 2.3, l’ope´rateur qui a X associe X ( ⊥ de´finit une
ne´gation tensorielle. On construit ensuite un mode`le de MLL en restreignant la cate´gorie
des espaces de phase aux sous-ensembles e´gaux a` leur double ne´gation appele´s faits, c’est-
a`-dire ve´rifiant
¬¬X ⊆ X ou de manie`re e´quivalente X = ¬¬X
Cela revient a` conside´rer la cate´gorie (d’Eilenberg-Moore) des alge`bres induite par la
(co)monade de continuation, qui dans ce cas particulier est e´quivalente a` la cate´gorie de
continuation car
X ⊆ ¬¬Y ssi ¬¬X ⊆ ¬¬Y.
En fait, la cate´gorie de Kleisli co¨ıncide avec la cate´gorie d’Eilenberg-Moore de`s que la
monade est idempotente (voir la De´finition 1.19) ; ce qui est le cas ici. On en de´duit que la
cate´gorie de continuation donne un mode`le de MLL, ce qui n’est pas surprenant – comme
nous le verrons en Section 2.3.4 – car la monade de continuation des espaces de phase est
commutative.
Remarquons d’ailleurs que beaucoup de mode`les de logique line´aire apparaissent de
cette fac¸on. C’est la cas par exemple du mode`le historique des espaces de cohe´rence ou de
mode`les plus re´cents comme les espaces de finitude [Ehr05], ou les espace de Ko¨the [Ehr02].
Nous verrons plus en de´tail ces constructions a` la Section 2.3.6. Il est inte´ressant de noter
que cette construction adapte a` notre langage line´aire le fait bien connu que les objets
nie´s (de la forme ¬A) d’une alge`bre de Heyting de´finissent une alge`bre de Boole.
2.2 Modalite´s de ressource
2.2.1 Une description cate´gorique des ressources
Lorsque l’on re´fle´chit a` la notion de modalite´ de ressource – guide´ en particulier par
le pre´alable offert par l’exponentielle de la logique line´aire de´finie par Jean-Yves Girard
– il semble naturel de la voir comme la description d’une certaine classe d’objets d’une
cate´gorie mono¨ıdale C pour lesquels le tenseur posse`de des proprie´te´s supple´mentaires.
Par exemple, un objet de la forme !A en logique line´aire est un objet que l’on peut
dupliquer et effacer a` sa guise. Comment cette structure intrinse`que se marie-t-elle avec a`
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Modalite´ Cate´gorie (M, •, u)
Affine l’unite´ u est terminale
Dupliquante existence d’une duplication naturelle pour tout objet
Exponentielle la structure de M est carte´sienne
Tab. 2.1 – Les modalite´s de ressource affine, dupliquante et exponentielle
la structure de´ja` pre´sente dans la cate´gorie mono¨ıdale sous-jacente ? ... via une adjonction
bien entendu. En effet, du point de vue cate´gorique, il est naturel de voir cette interaction
comme une adjonction entre la cate´gorie C de de´part et une cate´gorie mono¨ıdale M plus
riche symbolisant la classe d’objets posse´dant des proprie´te´s supple´mentaires.
De´finition 2.6 (modalite´ de ressource)
Une modalite´ de ressource sur une cate´gorie mono¨ıdale syme´trique (C,⊗, I) est la donne´e
d’une adjonction
M
U
!!
⊥ C
F
aa (2.4)
ou`
– (M, •, u) est un cate´gorie mono¨ıdale syme´trique ;
– U est un foncteur syme´trique mono¨ıdal fort.
Comme introduit dans les pre´liminaires, un foncteur syme´trique mono¨ıdal fort trans-
porte la structure de (M, •, u) vers la structure de (C,⊗, I), a` isomorphismes cohe´rents
pre`s. Ainsi, toute proprie´te´ sur le tenseur • valide dans M donne lieu a` une proprie´te´
similaire pour les objets de la forme UA de la cate´gorie C.
Cette de´finition de modalite´ de ressource est tre`s largement inspire´e de la notion de
mode`le Line´aire/Non Line´aire (De´finition 1.61) introduit par Nick Benton [Ben95] – qui
peut eˆtre reformule´e maintenant comme une cate´gorie mono¨ıdale syme´trique C munie
d’une modalite´ de ressource de type exponentielle (voir la Section 2.2.2). Par la suite,
nous identifierons tre`s souvent la modalite´ de ressource et la comonade ! = U ◦F induite
sur la cate´gorie C.
Nous pre´sentons brie`vement une de´finition plus conceptuelle de la modalite´ de res-
source dans un langage 2-cate´gorique.
De´finition bis 2.6 (modalite´ de ressource)
Une modalite´ de ressource est une adjonction dans la 2-cate´gorie des cate´gories syme´-
triques mono¨ıdales, foncteurs syme´triques mono¨ıdaux relaˆche´s et transformations mo-
no¨ıdales.
2.2.2 Diffe´rents types de modalite´
Nous allons maintenant de´crire diffe´rents types de ressources de´ja` e´tudie´es dans la
litte´rature en spe´cialisant la cate´gorie M comme ceci est re´sume dans le Tableau 2.1.
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Affine. On dit qu’une modalite´ de ressource est affine lorsque l’unite´M de la cate´gorie
mono¨ıdale M posse`de un objet terminal.
Dupliquante. On dit qu’une modalite´ de ressource est dupliquante lorsque tout objet
de la cate´gorie M est dupliquable, i.e. lorsqu’il existe une diagonale
δA : A −→ A ⊗ A
naturelle en A, compatible avec la syme´trie et satisfaisant les diagrammes de cohe´rence.
A
δA //
δA ''PP
PPP
PPP
PPP
PP A⊗A
σA,A

A⊗A
(2.5)
A
δA //
δA

A⊗A
A⊗δA

A⊗A
δA⊗A
// A⊗A⊗A
(2.6)
Exponentielle. On dit qu’une modalite´ de ressource est exponentielle lorsque le produit
tensoriel • est un produit carte´sien, et l’unite´ u est l’objet terminal de M. Ainsi, tout
objet de M est un comono¨ıde commutatif et la modalite´ exponentielle est a` la fois affine
et dupliquante.
Remarque 2.7
Le travail de Bart Jacobs sur les modalite´s affine et dupliquante [Jac94] est base´ sur les
notions e´ponymes pour une monade commutative sur une cate´gorie carte´sienne ferme´e. Il
conside`re ensuite la cate´gorie d’Eilenberg-Moore de cette monade (affine ou dupliquante)
pour obtenir un mode`le de logique line´aire intuitionniste (ILL) avec une modalite´ (affine ou
dupliquante). Le proble`me de cette construction est qu’elle se restreint a` certains mode`les
tre`s spe´cifiques de ILL qui sont obtenus comme des cate´gories d’alge`bres.
2.3 Logique tensorielle
De notre point de vue, la logique tensorielle est de´crite par sa se´mantique cate´gorique.
Nous donnons donc en premier lieu la structure cate´gorique de´crivant cette logique. Nous
donnerons ensuite une pre´sentation plus traditionnelle a` base de calcul des se´quents, et
ceci de deux manie`res diffe´rentes mais e´quivalentes : bilate´rale ou monolate´rale. Le point
de contact entre la description cate´gorique et la description a` base de calcul des se´quents
a e´te´ e´tudie´ plus en de´tail dans [Mel].
Dans un premier temps, toute cate´gorie de dialogue C de´finit un mode`le de la logique
tensorielle multiplicative.
Lorsque cette cate´gorie C est de plus munie de coproduits finis (note´s⊕) qui commutent
avec le produit tensoriel, elle de´finit un mode`le de la logique tensorielle multiplicative et
additive. La commutation avec le produit tensoriel signifie que les morphisme canoniques :
(A⊗B)⊕ (A⊗ C) −→ A⊗ (B ⊕ C)
0 −→ A⊗ 0
sont des isomorphismes.
Enfin, un mode`le de logique tensorielle (comple`te) est de´fini comme un mode`le de
la logique tensorielle multiplicative et additive munie d’une modalite´ de ressource affine
(dont la comonade est note´e !•w ), d’une modalite´ dupliquante (dont la comonade est note´e
!•c ) et d’une modalite´ exponentielle (dont la comonade est note´e !•e ). En re´sume´,
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De´finition 2.8 (mode`le de logique tensorielle)
Un mode`le cate´gorique de logique tensorielle est la donne´e d’une cate´gorie de dialogue
C, des coproduits finis, d’une modalite´ affine, dupliquante et exponentielle. On demande
de plus que les coproduits finis commutent avec le produit tensoriel.
Logique Cate´gorie
Multiplicative ⊗, ¬
Multiplicative Additive ⊗, ¬, ⊕ et commutation avec ⊗
Comple`te
⊗, ¬, ⊕ et commutation avec ⊗ + moda-
lite´s affine, dupliquante et exponentielle.
Tab. 2.2 – Les diffe´rents fragments de la logique tensorielle
2.3.1 Pre´sentation bilate´rale
Les formules A,B, . . . de la logique tensorielle (dans sa pre´sentation bilate´rale) sont
construites de la manie`re suivante :
multiplicatives 1 | ¬A | A⊗B
additives 0 | A⊕B
modalite´s de ressource !•wA | !•cA | !•eA
Il y a deux types de se´quents : Γ ` A ou` Γ est un contexte, et A est une formule ;
Γ ` ou` Γ est un contexte. La Figure 2.2 pre´sente le calcul des se´quents du fragment
multiplicatif. Les quatre premie`res re`gles expriment la structure mono¨ıdale de C, les deux
suivantes de´finissent une ne´gation tensorielle et les deux dernie`res repre´sentent simplement
l’identite´ et la composition de la cate´gorie C. La Figure 2.3 pre´sente les re`gles pour ge´rer
les coproduits finis. La Figure 2.4 introduit les re`gles de la modalite´ exponentielle qui sont
bien e´videmment les meˆmes que celles du ! de la logique line´aire. Les re`gles de la modalite´
affine donne´es en Figure 2.5 sont les meˆmes que celles de la modalite´ exponentielle, mais
sans la contraction. Les re`gles de la modalite´ dupliquante donne´es en Figure 2.6 sont les
meˆmes que celles de la modalite´ exponentielle, mais sans affaiblissement.
2.3.2 Pre´sentation monolate´rale
Pour passer de la pre´sentation bilate´rale a` la pre´sentation monolate´rale, nous devons
introduire la notion de polarite´. Les formules A qui e´taient sur la droite dans la pre´senta-
tion bilate´rale reste a` droite, et sont appele´es positives. De fac¸on duale, les formules qui
e´taient sur la gauche se retrouve sur la droite, et sont appele´es ne´gatives. Cette transfor-
mation est sche´matise´e par le tableau suivant
Pre´sentation Bilate´rale Pre´sentation Monolate´rale
Γ `  ` Γ∗
Γ ` A  ` Γ∗, A
Ainsi, il y a deux types de se´quents dans cette formulation : les se´quents de la forme ` Γ
ou` Γ ne contient que des formules ne´gatives, et les se´quents de la forme ` Γ, P contenant
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Γ ` A ∆ ` B ⊗-DroitΓ,∆ ` A⊗B
Γ1, A,B,Γ2 ` C ⊗-GaucheΓ1, A⊗B,Γ2 ` C
1-Droit` 1 Γ ` A 1-GaucheΓ, 1 ` A
Γ, A ` ¬-DroitΓ ` ¬A
Γ ` A ¬-GaucheΓ,¬A `
Axiome
A ` A Γ ` A A,∆ ` B CoupureΓ,∆ ` B
Fig. 2.2 – Logique tensorielle multiplicative : pre´sentation bilate´rale
Γ ` A ⊕-Droit-1Γ ` A⊕B
Γ ` B ⊕-Droit-2Γ ` A⊕B
Γ, A ` C Γ, B ` C ⊕-GaucheΓ, A⊕B ` C
Pas de re`gle d’introduction
a` droite pour le ze´ro
(0-Gauche)Γ, 0 ` A
Fig. 2.3 – Logique tensorielle additive : pre´sentation bilate´rale
!•eΓ ` A Promotion!•eΓ ` !•eA
Γ, A `
De´re´lictionΓ, !•eA `
Γ ` AffaiblissementΓ, !•eA `
Γ, !•eA, !•eA ` ContractionΓ, !•eA `
Fig. 2.4 – Modalite´ exponentielle : pre´sentation bilate´rale
!•wΓ ` A Promotion!•wΓ ` !•wA
Γ, A `
De´re´lictionΓ, !•wA `
Γ ` B AffaiblissementΓ, !•wA `
Fig. 2.5 – Modalite´ affine : pre´sentation bilate´rale
!•cΓ ` A Promotion!•cΓ ` !•cA
Γ, A `
De´re´lictionΓ, !•cA `
Γ, !•cA, !•cA ` ContractionΓ, !•cA `
Fig. 2.6 – Modalite´ dupliquante : pre´sentation bilate´rale
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exactement une formule positive P . Pour distinguer les formules ne´gatives des formules po-
sitives, nous allons cloner chaque constructeur de la formulation bilate´rale 0, 1,⊕,⊗, !•w, !•c, !•e
en lui-meˆme : 0, 1,⊕,⊗, !•w, !•c, !•e et son dual : >,⊥,&,`, ?•w, ?•c, ?•e. La ne´gation est elle-meˆme
clone´e en deux ope´rations ˆ et ´ ayant chacune un effet spe´cifique :
– ˆ transporte les formules positives vers des formules ne´gatives ;
– ´ transporte les formules ne´gatives vers des formules positives.
Il est notable que les modalite´s affine, dupliquante et exponentielle ne changent pas la po-
larite´ d’une formule : c’est la diffe´rence principale avec la logique polarise´e. Nous utilisons
les lettres P et Q pour les formules positives, les lettres L et M pour les formules ne´gatives
et les lettres Γ et ∆ pour les contextes constitue´s uniquement de formules ne´gatives. Les
formules sont construites sur la grammaire suivante
Positifs : 0 | 1 | ´L | P ⊗Q | P ⊕Q |
!•wP | !•cP | !•eP
Ne´gatifs : ⊥ | > | ˆP | L`M | L&M |
?•wL | ?•cL | ?•eL
A` toute formule positive P , on peut associer une formule duale ne´gative P⊥, obtenue
en dualisant tous les constructeurs logiques apparaissant dans la formule P . Le calcul des
se´quents pour le fragment multiplicatif de la Figure 2.7 est une adaptation de celui de
la Figure 2.2 ; il en est de meˆme pour le fragment additif de la Figure 2.8 qui est une
adaptation de la Figure 2.3. Les Figures 2.9, 2.10 et 2.11 qui traitent des modalite´s de
ressources sont une adaptation des Figures 2.4, 2.5 et 2.6.
2.3.3 Jeux d’are`ne et logique classique
En s’appuyant sur les travaux de Hayo Thielecke, Peter Selinger [Sel01] a de´veloppe´
la notion de cate´gorie de controˆle afin d’axiomatiser soigneusement la se´mantique de
la logique classique. Ensuite, aiguille´ par un re´sultat de comple´tude e´tabli par Martin
Hofmann et Thomas Streicher [HS02], il a de´montre´ un tre`s joli the´ore`me de structure
e´nonc¸ant que toute cate´gorie de controˆle est e´quivalente a` la cate´gorie de continuation A¬
d’une cate´gorie de re´ponse C. Nous reprendrons cette the´orie dans un cadre line´aire (et
donc mono¨ıdal) dans le Chapitre 5 de ce manuscrit.
Remarquons maintenant qu’une cate´gorie de dialogue C n’est rien d’autre qu’une ca-
te´gorie de re´ponse C – pour laquelle les unite´s de la monade de continuation n’ont pas
besoin d’eˆtre des monomorphismes – ou` le tenseur ⊗ est carte´sien et ou` l’unite´ I est
terminale. Une analyse uniquement base´e sur la the´orie de la preuve me`ne exactement a`
la meˆme conclusion. En partant d’un travail de Jean-Yves Girard sur les polarite´s dans
LC [Gir91], Olivier Laurent a de´veloppe´ une analyse comple`te et perspicace de la polarite´
en logique, incorporant la logique classique [Lau02a], les jeux d’are`ne (non parenthe´se´s)
[Lau02b] et les cate´gories de controˆle [Lau02b]. Mais il s’ave`re que la logique polarise´e
d’Olivier Laurent co¨ıncide avec le fragment multiplicatif et additif (et donc, sans moda-
lite´ exponentielle) de la logique tensorielle – ou` la structure mono¨ıdale est carte´sienne.
Ceci apparaˆıt tre`s clairement dans la pre´sentation monolate´rale de la logique tensorielle.
Nous re´sumons ici les diffe´rences entre la logique classique et la logique tensorielle dans
un tableau tre`s sche´matique.
Logique tensorielle
⊗ est mono¨ıdal
¬ est tensorielle
Logique classique
⊗ est carte´sien
¬ est tensorielle
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` Γ, P ` ∆, Q ⊗` Γ,∆, P ⊗Q
` Γ1, L,M,Γ2, P `` Γ1, L`M,Γ2, P
1` 1 ` Γ ⊥` Γ,⊥
` Γ, L ´` Γ, ´L
` Γ, P ˆ` Γ, ˆP
Axiome` P⊥, P ` Γ, P ` P
⊥,∆, Q
Coupure` Γ,∆, Q
Fig. 2.7 – Logique tensorielle multiplicative : pre´sentation monolate´rale
` Γ, P ⊕-Gauche` Γ, P ⊕Q
` Γ, Q ⊕-Droit` Γ, P ⊕Q
` Γ, L ` Γ,M
With` Γ, L&M
Pas de re`gle d’introduction
pour le ze´ro
Top` Γ,>
Fig. 2.8 – Logique tensorielle additive : pre´sentation monolate´rale
` ?•eΓ, P Promotion` ?•eΓ, !•eP
` Γ, L
De´re´liction` Γ, ?•eL
` Γ Affaiblissement` !•eΓ, ?•eL
` Γ, ?•eL, ?•eL Contraction` Γ, ?•eL
Fig. 2.9 – Modalite´ exponentielle : pre´sentation monolate´rale
` ?•wΓ, P Promotion` ?•wΓ, !•wP
` Γ, L
De´re´liction` Γ, ?•wL
` Γ, L
Affaiblissement` Γ, ?•wL
Fig. 2.10 – Modalite´ affine : pre´sentation monolate´rale
` ?•cΓ, P Promotion` ?•cΓ, !•cP
` Γ, L
De´re´liction` Γ, ?•cL
` Γ, ?•cL, ?•cL Contraction` Γ, ?•cL
Fig. 2.11 – Modalite´ dupliquante : pre´sentation monolate´rale
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O¬P¬ A⊗ O¬P¬ B // O¬P¬ (A⊗B)
O
O
P
O
P
P
O¬P¬ A⊗ O¬P¬ B // O¬P¬ (A⊗B)
O
O
P
O
P
P
Fig. 2.12 – Description des deux strate´gies canoniques de type
O¬P¬ A⊗ O¬P¬ B −→O¬P¬
(A⊗B) : celle qui interroge en premier a` gauche et celle qui interroge en premier a` droite.
2.3.4 Se´mantique des jeux et logique line´aire
La monade de continuation A 7→ O¬P¬ A de la se´mantique des jeux soule`ve un jeu
A commenc¸ant par opposant avec un coup Opposant ¬O suivi d’un coup Joueur ¬P .
Seulement, il s’ave`re que le proble`me de Blass de´crit par Samson Abramsky dans [Abr03]
apparaˆıt pre´cise´ment car la monade est forte, mais pas commutative [MS, Mel05a]. La
Figure 2.12 de´crit les deux strate´gies canoniques ayant pour type
O¬P¬ A⊗ O¬P¬ B −→O¬P¬ (A⊗B).
En revanche, si on identifie les deux strate´gies canoniques, on obtient un mode`le de lo-
gique line´aire propositionnelle – ce qui donne lieu ensuite a` un mode`le pleinement ade´quat
(fully complete en anglais) de la logique line´aire comme de´crit dans [Mel05b].
Cette construction a` un joli pendant cate´gorique. Nous avons de´ja` mentionne´ que la
cate´gorie de continuation C¬ he´rite d’une structure pre´mono¨ıdale venant de la structure
syme´trique mono¨ıdale de la cate´gorie C. Or, Masahito Hasegawa a montre´ dans une note
non publie´e [Has05] la proposition suivante dans le cadre des cate´gories mono¨ıdales sy-
me´triques ferme´es. Nous donnons ici une extension mineure au cadre des cate´gories de
dialogue.
Proposition 2.9 (Masahito Hasegawa) La cate´gorie de continuation C¬ e´quipe´e de
cette structure pre´mono¨ıdale est ∗-autonome avec pour foncteur de dualisation ¬ si et
seulement si la monade de continuation est commutative.
Lorsque la monade de continuation est commutative, elle est aussi idempotente. De
manie`re e´quivalente, on a l’e´galite´
ηTA = TηA
De´monstration : D’apre`s la Proposition 1.51, la cate´gorie de Kleisli est syme´trique mono¨ıdale
si et seulement si la monade de continuation est commutative. Il reste a` montrer que, dans
ce cas, on a gratuitement l’∗-autonomie. Maintenant, pour tout objet A de C on peut
de´finir les morphismes
A
η−→ TA ηTA−→ T 2A et TA idTA−→ TA
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qui de´finissent un isomorphisme entre A et TA dans C¬. En effet, on de´duit les e´galite´s
A
η−→ TA ηTA−→ T 2A T idTA−→ T 2A µA−→ TA = A ηA−→ TA
TA
idTA−→ TA Tη−→ T 2A TηTA−→ T 3A µTA−→ T 2A = TA ηTA−→ T 2A
de fait que la monade est idempotente. Comme la monade est idempotente, on sait que
¬¬¬A ∼= ¬A et on a donc la bijection idempotente
A⊗B f−→ T¬C ∼= ¬C
A
ϕf−→ T¬(B ⊗ C) ∼= ¬(B ⊗ C)
Masahito Hasegawa a montre´ que lorsque la monade de continuation est commutative,
elle est aussi idempotente .
Ainsi, C¬ de´finit un mode`le de logique line´aire multiplicative. Dans ce cas, C¬ de´finit un
mode`le de logique line´aire multiplicative. Le lecteur averti reconnaˆıtra ici une cate´gorifi-
cation de la se´mantique des phases de Jean-Yves Girard [Gir87]. Quoiqu’il en soit, cela
montre que la logique line´aire est essentiellement la logique tensorielle pour laquelle la
ne´gation tensorielle est commutative.
Logique line´aire
⊗ est mono¨ıdal
¬ est commutative
2.3.5 Cas commutatif : Un mode`le de logique line´aire
Nous allons maintenant plus loin en montrant qu’un mode`le de logique tensorielle –
pour lequel la monade de continuation est commutative – induit un mode`le de logique
line´aire.
Pour obtenir ce re´sultat, nous allons travailler majoritairement sur la cate´gorie de
Kleisli de la monade de continuation. Ensuite, nous transporterons les structures sur la
cate´gorie de continuation qui n’est, apre`s tout, que sa cate´gorie oppose´e.
Nous montrons dans un premier temps que la modalite´ exponentielle se rele`ve a` la
cate´gorie de Kleisli.
Lemme 2.10 La modalite´ exponentielle !•e se rele`ve en la modalite´ ! sur la cate´gorie de
Kleisli CT .
De´monstration : D’apre`s la Proposition 1.51, l’adjoint a` gauche FT entre C et CT est sy-
me´trique mono¨ıdal fort. On en de´duit graˆce a` la Proposition 1.54 que l’adjonction est
syme´trique mono¨ıdale. Comme les adjonctions syme´triques mono¨ıdales composent, on ob-
tient une adjonction syme´trique mono¨ıdale :
M
U
&&
⊥ C
!•e
gg
FT
''
⊥ CT
GT
ff
M e´tant carte´sienne, cette adjonction construit un ⊗-comono¨ıde commutatif
!A = def= !•e¬¬A
sur CT .
Nous rappelons maintenant un re´sultat faisant parti du folklore cate´gorique : la cate´-
gorie de Kleisli pre´serve les coproduits finis. Plus formellement,
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Proposition 2.11 Soit T une monade sur une cate´gorie C e´quipe´e de coproduits finis.
Alors, la cate´gorie de Kleisli CT associe´e a aussi les coproduits finis. De plus, si les copro-
duits commutent au tenseur, ils le font toujours dans la cate´gorie de Kleisli.
De´monstration : Notons A+B le coproduit de A et B. Les injections sont de´finies par
A
inj1 // A+B
ηA+B // T (A+B) B
inj2 // A+B
ηA+B // T (A+B)
E´tant donne´ un objet X deux fle`ches f : A → TX et g : B → TX, on de´finit la somme
par
A+B
f+g // (TX
On ve´rifie aise´ment que cette fle`che convient et est universelle.
En ce qui concerne la commutation au tenseur, il suffit de remarquer que la de´finition
du tenseur et des coproduits dans la cate´gorie CT sont donne´s par l’image de ceux de C
par le foncteur FT . Enfin, le morphisme canonique de distributivite´
(A⊗B)⊕ (A⊗ C) ∼= A⊗ (B ⊕ C)
dans CT est l’image du morphisme de distributivite´ dans C par le foncteur FT . Il est
isomorphisme dans C donc il est isomorphisme dans CT car tout foncteur pre´serve les
isomorphismes.
Par dualite´, on en de´duit que la cate´gorie de Kleisli CT est munie des produits finis de´finis
par
A&B def= ¬(¬A⊕ ¬B).
On peut maintenant exprimer le dernier lemme qui nous manque.
Lemme 2.12 L’isomorphisme
!(A&B) ∼= !A ⊗ !B
est valide dans la cate´gorie CT
De´monstration : L’isomorphisme vient du fait que les adjoints a` droite (ici !•e et GT ) pre´-
servent les produits et que les adjoints a` gauche FT et U sont mono¨ıdaux forts.
CT de´finit donc bien un mode`le de logique line´aire. C’est e´videment aussi le cas pour sa
cate´gorie oppose´e C¬, la seule diffe´rence est que dans ce cas, la modalite´ exponentielle est
donne´e par
!A def= ¬¬ !•eA.
The´ore`me 2.13
Soit C un mode`le de logique tensorielle (multiplicative, additive, exponentielle) pour
lequel la monade de continuation ¬¬ est commutative. La cate´gorie de continuation
C¬ donne un mode`le de logique line´aire (multiplicative, additive, exponentielle).
2.3.6 Espaces de cohe´rence, de finitude et de Ko¨the
Nous allons maintenant montrer que les espaces de cohe´rence, de finitude et de Ko¨the
sont obtenus a` partir d’une logique tensorielle pour laquelle la monade de continuation
est commutative. Il fait parti du folklore dans le milieu de la logique line´aire que les
espaces cohe´rents peuvent eˆtre de´crit comme certains objets plus primitifs qui sont clos
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par biorthogonal. Il s’ave`re que c’est aussi comme c¸a que sont construits les espaces de
finitude et de Ko¨the. Pourtant, a` notre connaissance, personne n’a de´crit en de´tail la
structure cate´gorique qui re´gie ces objets plus primitifs. Nous proposons d’y reme´dier en
de´finissant un mode`le de logique tensorielle G(Mat) obtenue par recollement le long du
foncteur Mat(1,−), ou` Mat est la cate´gorie des matrices a` valeurs dans N = N∪{+∞}.
Cette utilisation du recollement pour les mode`les de la logique tensorielle est inspire´e
du travail de Martin Hyland et Andrea Schalk sur pour la logique line´aire [HS03]. Nous
de´finirons alors deux notions d’orthogonalite´ (et donc de ne´gation) ; l’une donnant lieu aux
espaces de cohe´rence, l’autre aux espaces de finitude. Les espaces de Ko¨the sont obtenus
en remplac¸ant N par K pour K = R ou C.
Notre construction part d’une structure cate´gorique importante en informatique ; celle
des distributeurs Dist (ou modules) a` valeurs dans Ens. Gian Luca Cattani et Glynn
Winskel [CW05] ont re´cemment montre´ que cette structure permettait de mode´liser fi-
nement les processus et les bisimulations entre processus. Elle donne aussi un mode`le de
logique tensorielle. Un objet C de Dist est une petite cate´gorie et un morphisme M entre
C et D est un foncteur
M : C × Dop −→ Ens,
note´
M : C −→p D,
et appele´ distributeur ou module. Ceci ne de´finit pas exactement une cate´gorie mais plutoˆt
une bicate´gorie. Comme nous allons rapidement nous restreindre a` la cate´gorie Mat, nous
reportons la construction comple`te de cette bicate´gorie au Chapitre 3.
Cette bicate´gorie de´finit un mode`le (bicate´gorique) de logique tensorielle. Le produit
tensoriel est donne´ par le produit carte´sien de cate´gories et la somme est donne´e par le
coproduit de cate´gories. La ne´gation tensorielle est de´finie par le foncteur (−)op qui a`
toute cate´gorie associe sa cate´gorie oppose´e. Les isomorphismes suivants assurent que le
foncteur de´finit bien une ne´gation tensorielle
Dist(C × D, Eop) ∼= Cat(C × D × E ,Ens) ∼= Dist(C, (D × E)op).
Il nous reste a` donner la modalite´ exponentielle. Ide´alement, nous souhaiterions qu’elle
viennent de la construction libre d’une cate´gorie mono¨ıdale syme´trique S˜(C) a` partir
d’une cate´gorie C. Malheureusement, un mono¨ıde commutatif dans Cat est une cate´gorie
mono¨ıdale strictement syme´trique, ce qui est un peu moins courant. En utilisant le the´o-
re`me de´montre´ au Chapitre 3 sur la construction du mono¨ıde commutatif libre, on peut
construire un 2-foncteur S sur Cat qui a` toute cate´gorie C associe la cate´gorie mono¨ıdale
strictement syme´trique S(C). Cette cate´gorie est obtenue intuitivement a` partir de S˜(C)
en identifiant les objets A ⊗ B et B ⊗ A. On a d’ailleurs une transformation naturelle α
de composante
αC : S˜(C) −→ S(C).
Cette construction se rele`ve en un bifoncteur sur la bicate´gorie Dist qui, par dualite´ dans
Dist, donne la modalite´ exponentielle de notre mode`le.
Proposition 2.14 La bicate´gorie Dist de´finit un mode`le (bicate´gorique) de la logique
tensorielle.
Notre but est de retrouver petit a` petit les mode`les des espaces de cohe´rence, espaces
de finitude et espaces de Ko¨the a` partir de la bicate´gorie Dist. On conside`re dans un
premier temps la bicate´gorie Mod(Ens) obtenue en ne gardant de Dist que les objets
qui sont des ensembles de´nombrables (vus comme des cate´gories discre`tes) et les modules
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a` valeur dans les ensembles de´nombrables. Cette sous-bicate´gorie est toujours un mode`le
de la logique tensorielle car elle est close par toutes les constructions susmentionne´es.
La ne´gation tensorielle devient alors l’identite´ et la modalite´ exponentielle devient la
construction multiensemble. L’inte´reˆt de cette bicate´gorie est qu’on peut la projeter dans
la cate´gorie Mat des matrices a` valeurs dans N que nous de´crivons maintenant.
De´finition 2.15 (matrice a` valeurs dans N)
La cate´gorie des matrice a` valeurs dans N a pour objets X,Y les ensembles de´nombrables
et pour morphismes M : X→p Y les fonctions
M : X × Y → N.
L’identite´ est de´finie par
idX : (x, y) 7→
{
1 si x = y
0 sinon.
La composition de M : X→p Y avec N : Y→p Z est obtenue par la formule habituelle de
composition des matrices
N ◦M =
∑
y∈Y
M(x, y) ∗N(y, z)
ou` + et ∗ de´notent l’addition et la multiplication usuelles dans l’anneau N (en particulier
0 ∗∞ = 0).
On a un bifoncteur
Mod(Ens) −→ Mat
X 7→ X
M : X→p Y 7→ (x, y) 7→ #(M(x, y))
qui est l’identite´ sur les objets et qui a` un module associe une matrice repre´sentant la
cardinalite´ de chaque ensemble de´finissant le module. Ce foncteur va nous permettre
d’importer les structures de Mod(Ens) a` Mat.
La multiplication de N induit une structure mono¨ıdale ⊗ sur Mat comme suit
– Le produit tensoriel de deux objets X et Y de Mat est donne´ par leur produit
ensembliste
X ⊗ Y def= X × Y.
– Le produit tensoriel de deux matrices M : X→p X ′ et N : Y→p Y ′ est obtenu par
M ⊗N(x, y, x′, y) def= M(x, x′) ∗N(y, y′).
– L’unite´ du produit tensoriel est donne´ par l’ensemble singleton 1 = {?}.
La ne´gation tensorielle est maintenant donne´e par le foncteur identite´, la somme est tou-
jours donne´e par le coproduit. On va maintenant de´crire la modalite´ exponentielle en
s’appuyant sur le travail de Ryu Hasegawa [Has02b] dans lequel il de´finit une exponen-
tielle sur une cate´gorie de pre´faisceaux.
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De´finition 2.16 (modalite´ exponentielle dans Mat)
E´tant donne´ un ensemble X de Mat, l’exponentiel !X est donne´ par l’ensemble des
multiensembles finis d’e´le´ments de X. La comultiplication δ : !X→p !X ⊗ !X correspond
a` la matrice
δ : !X × !X × !X → N : (w,w′, w′′) 7→
{
1 si w = w′ ∪ w′′
0 sinon.
E´tant donne´e une matrice M : X→p Y , la matrice !M : !X→p !Y est de´finie par
!M : ([x1, · · · , xn], [y1, · · · , ym]) 7→

∑
σ∈L([x1,··· ,xn])
∏
1≤i≤n
M(xσ(i), yi) si n = m
0 sinon.
ou` [x1, · · · , xn] repre´sente un multiensemble a` n e´le´ments de X. La sommation est faite
sur le sous-ensemble
L([x1, · · · , xn] def= Sn/ ∼
des permutations sur [1, · · · , n] ou` ∼ est la relation d’e´quivalence
σ ∼ ρ def⇐⇒ ∀ i, xσ(i) = xρ(i).
Proposition 2.17 La cate´gorie Mat de´finit un mode`le de la logique tensorielle.
Pour retrouver les espaces de cohe´rence et de finitude, on va maintenant construire la
cate´gorie G(Mat) obtenue par recollement le long du foncteur Mat(1,−). Martin Hyland
et Andrea Schalk [HS03] ont montre´ que cette construction pre´serve les mode`les de logique
line´aire. C’est aussi le cas pour les mode`les de logique tensorielle. La preuve donne´e par
Hyland et Schalk ne ne´cessite que des adaptations mineures.
De´finition 2.18 (recollement le long de Mat(1,−))
Le recollement le long de Mat(1,−) est la cate´gorie G(Mat) pour laquelle
– un objet est un triplet (X,X•, X• → Mat(1, X)). Chaque triplet peut eˆtre vu
comme un ensemble X et un sous-ensemble X• de matrices de 1 dans X, c’est a`
dire de multiensembles (pas force´ment finis) sur X. Nous noterons donc ce triplet
simplement (X,X•) par la suite ;
– un morphisme entre (X,X•) et (Y, Y•) est une matrice M : X→p Y telle que pour
tout u de X•,
1
u−→p X M−→p Y ∈ Y•
Remarque 2.19
Pour les espaces de cohe´rence, l’ensemble X• d’un objet (X,X•) repre´sente l’ensemble
des cliques. Nous aurions aussi pu de´finir la cate´gorie G(Mat) par double recollement le
long des foncteurs Mat(1,−) et Mat(−,1). On travaillerait alors avec des objets de la
forme (X,X•, •X) ou` X• repre´sente l’ensemble des cliques et •X repre´sente l’ensemble des
anticliques. Comme la cate´gorie de de´part Mat est autoduale, nous pouvons nous passer
de cette complication.
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Remarquons que la cate´gorie G(Mat) peut eˆtre de´finie abstraitement comme la cate´gorie
tranche (comma category en anglais) sur le foncteur Mat(1,−)
G(Mat) def= (Mat ↓Mat(1,−)).
On va maintenant utiliser le rele`vement automatique du produit tensoriel, du coproduit
et de la modalite´ exponentielle de´crit dans [HS03].
Proposition 2.20 La cate´gorie G(Mat) est mono¨ıdale syme´trique et posse`de les copro-
duits finis. L’unite´ est donne´e par le couple (1, {id1}), que nous noterons abusivement
encore 1. Le produit tensoriel de deux objets A = (X,X•) et B = (Y, Y•) est de´fini par
A⊗B = (X × Y,X• ⊗ Y•)
ou`
X• ⊗ Y• = {1 ∼= 1⊗ 1
u⊗v−→p X × Y | u ∈ X•, v ∈ Y•}.
Le coproduit de (X,X•) et (Y, Y•) est donne´ par
(X,X•)⊕ (Y, Y•) def= (X unionmultiY, {1
u−→p X→p X+Y | u ∈ X•}∪{1
v−→p Y→p X+Y | v ∈ Y•}).
La de´finition de l’exponentielle est plus de´licate et requiert que le foncteur Mat(1,−)
soit line´airement distributif (avec la fonction identite´ comme modalite´ exponentielle sur
Ens). Sans rentrer dans les de´tails, notons que cette proprie´te´ repose sur l’existence d’une
transformation naturelle
κ : Mat(1,−) −→ Mat(1, !(−))
ve´rifiant des lois de cohe´rence avec la structure comono¨ıdal et comonadique de !(−). Dans
notre cadre, chaque composante de cette transformation naturelle est de´finie par
κX ∼= Mat(1, X) → Mat(1, !X)
u 7→
(
µ 7→
∏
x∈X
u(x)µ(x)
)
ou` µ de´note un multiensemble fini sur X vu comme une fonction de X dans N. Cette for-
mule peut eˆtre rapproche´e du multi-exposant utilise´ en the´orie des polynoˆmes a` plusieurs
variables. Martin Hyland et Andrea Schalk ont montre´ que l’existence de cette transfor-
mation naturelle suffit pour de´finir une modalite´ exponentielle sur la cate´gorie G(Mat).
De´finition 2.21 (modalite´ exponentielle sur G(Mat))
On peut de´finir une modalite´ de ressource sur la cate´gorie G(Mat) par
!(X,X•, f : X• →Mat(1, X)) = (!X,X•, X• f−→Mat(1, X) κX−−→Mat(1, !X))
Nous allons maintenant de´finir une notion ge´ne´rale d’orthogonalite´ induite par un
ensemble S ⊂ N. Cette notion est appele´e orthogonalite´ focalise´e dans [HS03]. Lorsqu’on
prendra S = {0, 1}, les objets clos par double ne´gation seront les espaces de cohe´rence,
lorsqu’on prendra S = N, les objets clos par double ne´gation seront les espaces de finitude.
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De´finition 2.22 (ne´gation par rapport a` S)
Soit S ⊂ N. On de´finit l’orthogonalite´ focalise´e selon S par
(1
u−→p X) ⊥S (1
v−→p X) def⇐⇒ 1 u−→p X v
op
−→p 1 ∈ S
def⇐⇒ ∑x∈X u(x) ∗ v(x) ∈ S.
On de´finit ensuite la ne´gation focalise´e selon S d’un objet (X,X•) de G(Mat) par
¬S(X,X•) = (X,X⊥S• )
avec
X⊥S•
def= {v ∈Mat(1, X) | ∀u ∈ X•, u ⊥S v}.
Proposition 2.23 Quelque soit l’ensemble S choisi, ¬S de´fini une ne´gation tensorielle.
De plus, la monade de continuation associe´e est commutative car idempotente.
De´monstration : Un morphisme M de (X,X•)⊗ (Y, Y•)→ ¬S(Z,Z•) est une matrice
M : X × Y −→p Z
ve´rifiant
∀(u, v) ∈ X• ⊗ Y•, ∀w ∈ Z•,
∑
z
(∑
x,y
M(x, y, z) ∗ u(x) ∗ v(y)) ∗ w(z) ∈ S
tandis qu’un morphisme M ′ de (X,X•)→ ¬S
(
(Y, Y•)⊗ (Z,Z•)
)
est un module
M ′ : X × Y −→p Z
ve´rifiant
∀u ∈ X•, ∀(v, w) ∈ Y• ⊗ Z•,
∑
y,z
(∑
x
M ′(x, y, z) ∗ u(x)) ∗ v(y) ∗ w(z) ∈ S.
Ces deux conditions sont clairement les meˆmes apre`s re´organisation des sommations.
L’idempotence de la monade de continuation se montre de la meˆme manie`re.
On peut alors rassembler ces re´sultats pour obtenir la proposition suivante.
Proposition 2.24 La cate´gorie G(Mat) donne un mode`le de logique tensorielle e´quipe´
de plusieurs ne´gations.
Nous allons maintenant voir qu’en instanciant l’ensemble S de´finissant la ne´gation foca-
lise´e de fac¸on bien choisie, on peut retrouver le mode`le des espaces de cohe´rence et celui
des espaces de finitude. Avant cela, il faut modifier un peu la de´finition de l’exponen-
tielle car dans le cas des espaces de cohe´rence, elle donne les multicliques finis et non les
multiensembles finis.
De´finition 2.25 (support)
Le support d’un objet (X,X•), note´ supp (X,X•), est obtenu en restreignant X aux e´le´-
ments x qui apparaissent dans au moins un des multiensembles de X•. Cette construction
s’e´tend en un foncteur sur G(Mat) qui de´finit une comonade.
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La comonade supp (−) de´finit un foncteur mono¨ıdal strict qui distribue avec l’expo-
nentielle
supp (!A)
dA−→p ! supp (A).
On de´duit la proposition suivante :
Proposition 2.26 La comonade !supp, donne´e par
!supp(−) def= supp (!−),
de´finit une modalite´ exponentielle sur G(Mat).
Espaces de cohe´rence. Prenons S = {0, 1}. La sous cate´gorie de Mat des objets clos
par {0, 1}-biorthogonal
A = ¬S¬SA
de´finit un mode`le de logique line´aire d’apre`s le The´ore`me 2.13 car la monade de continua-
tion associe´e a` la ne´gation est commutative. Ce mode`le donne une version ponde´re´e des
espaces de cohe´rences.
Si on se restreint a` la sous cate´gorie (pleine) des objets (X,X•) pour lesquels tous
les morphismes u de X• sont a` valeurs dans {0, 1} (c’est a` dire sont des ensembles), on
retrouve le mode`le habituel des espaces de cohe´rence. La modalite´ exponentielle induite
redonne bien la construction usuelle des multicliques finies car la restriction du support
retire les multiensembles qui ne sont pas des multicliques.
La construction d’espaces de cohe´rence non uniforme ne´cessite de distinguer cliques
et anticliques en faisant du double recollement. La construction de l’exponentielle devient
alors plus de´licate.
Espaces de finitude. Prenons maintenant S = N. A` nouveau, on obtient un mode`le
de logique line´aire en conside´rant la cate´gorie de continuation associe´e a` la ne´gation ¬N.
On retrouve donc les espaces de finitude et R-module (ici rR = N) introduit par Thomas
Ehrhard [Ehr05]. Si on veut retrouver le mode`le relationnel des espaces de finitude, on
doit se restreindre a` la sous cate´gorie (pleine) des objets (X,X• pour lesquels tous les
morphismes u de X• sont a` valeurs dans {0, 1} (c’est a` dire sont des ensembles), la relation
d’orthogonalite´ s’e´crit
u ⊥S v def⇐⇒ u ∩ v est fini.
ou` on voit une relation u : 1→p X comme un sous-ensemble de X. On obtient donc le
mode`le relationnel des espaces de finitude mais avec une notion de morphisme plus ge´ne´rale
que les relations car on compte le nombre de « te´moins » lors de la composition. Mais
l’orthogonalite´ garantit justement que ce nombre de te´moins est fini. On retrouve donc
exactement le mode`le des espaces de finitude en plongeant N dans {0, 1,+∞}.
Notons que la restriction du support pour l’exponentielle n’a pas d’incidence dans ce
mode`le car l’ensemble X• d’un espace de finitude (X,X•) contient au moins toutes les
parties finies de X.
Espaces de Ko¨the. Pour les espaces de Ko¨the, la situation est bien e´videment un
peu diffe´rente. Il faut passer de l’anneau N au corps K = R ou C. On conside`re alors
la cate´gorie MatK des matrices a` valeurs dans K. Un objet (X,X•) de G(MatK) est
alors un ensemble au plus de´nombrable X et un sous-ensemble X• de KX . On peut alors
calquer des constructions similaires sur cette nouvelle cate´gorie de matrices. La ne´gation
qui donne lieu aux espaces de Ko¨the est obtenue en prenant S = K. Le lecteur inte´resse´
pourra trouver tous les de´tails dans le travail de Thomas Ehrhard [Ehr02].
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2.4 Un mode`le de jeu avec gain
Dans cette section, nous pre´sentons un mode`le se´mantique simple de la logique tenso-
rielle. Nous utiliserons pour cela le mode`le des jeux de Conway, introduit dans un papier
pionnier d’Andre´ Joyal [Joy77], que nous allons ensuite enrichir d’une notion de gain afin
de pourvoir controˆler la line´arite´ d’un jeu.
2.4.1 Jeux de Conway
Les jeux de Conway donne un formalisme tre`s intuitif, qui a le me´rite de relier di-
rectement la se´mantique des jeux a` des notions algorithmiques standards en utilisant
explicitement la structure de graphes.
De´finition 2.27 (Jeu de Conway)
Un jeu de Conway A est un graphe oriente´ enracine´ (VA , EA , λA ) compose´
– d’un ensemble VA de sommets repre´sentant les positions du jeu ;
– d’un ensemble EA ⊆ VA × VA d’areˆtes repre´sentant les coups du jeu ;
– d’une fonction λA : EA → {−1,+1} indiquant si un coup appartient a` Opposant
(−1) ou a` Joueur (+1).
Nous notons ?A la racine du graphe sous-jacent. Un jeu de Conway est dit ne´gatif
(resp. positif ) lorsque tous les coups partant de la racine sont Opposant (resp. Joueur).
Chemins et Parties. Un chemin m1 ·m2 · . . . ·mk−1 ·mk d’un jeu de Conway A est
une suite de coups de la forme
x0
m1−−→ x1 m2−−→ . . . mk−1−−−→ xk−1 mk−−→ xk (2.7)
On note s : x y pour indiquer que s a pour position initiale x et position finale y. Deux
chemins sont dits paralle`les lorsqu’ils ont la meˆme position initiale et finale.
Un chemin (2.7) est alternant lorsque :
∀i ∈ {1, . . . , k − 1}, λA(mi+1) = −λA(mi).
Une partie s est un chemin commenc¸ant a` la racine ?A du jeu de Conway A, i.e.
s : ?A  x. On note PlayA l’ensemble des parties d’un jeu A.
On dit que t : x  x′ est un sous-chemin d’une partie s : ?  y s’il existe u : ?  x
et v : x′  y tel que s = u · t · v. Lorsque u est vide, on dit que t est un pre´fixe de s, note´
t ≺ s.
Strate´gies. Le lecteur remarquera que la de´finition d’un jeu de Conway n’implique
pas que les parties qu’il de´crit seront alterne´es. La notion d’alternance entre Joueur et
Opposant n’apparaˆıt donc pas sur les jeux (i.e. sur les types), mais plutoˆt sur les strate´gies
(i.e. sur les programmes). Ceci correspond a` l’intuition qu’un jeu de´crit un espace de calcul
a` priori assez libre tandis qu’une strate´gie de´crit des exe´cutions plus re´glemente´es.
De´finition 2.28 (strate´gie)
Une strate´gie σ d’un jeu de Conway A est de´finie par un ensemble non vide de partie
alternante de longueur paire tel que :
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– toute partie non vide commence par un coup Opposant ;
– σ est close par pre´fixe pair : pour toute partie s et pour tous coups m,n,
s ·m · n ∈ σ implique s ∈ σ;
– σ est de´terministe : pour toute partie s, et pour tous coups m,n, n′,
s ·m · n ∈ σ et s ·m · n′ ∈ σ implique n = n′.
Le de´terminisme est crucial de`s lors que l’on veut calculer la re´ponse d’une strate´gie.
En effet, la re´ponse d’une strate´gie a` une partie s ·m est l’unique coup n – s’il existe –
pour lequel s ·m · n ∈ σ.
Notons au passage que notre notion de strate´gie est partielle car une strate´gie ne doit
pas ne´cessairement re´pondre a` un coup Opposant. Nous e´crivons σ : A pour indiquer que
σ est une strate´gie sur le jeu A. Enfin, comme indique´ un peu plus haut, une partie d’un
jeu de Conway n’est pas en ge´ne´rale alterne´e alors qu’une partie joue´e par une strate´gie
l’est toujours.
Dual. Tout jeu de ConwayA induit un jeu dual A∗ obtenu tout simplement en renversant
la polarite´ des coups du jeu A. Plus formellement, on de´finit A∗ = (VA∗ , EA∗ , λA∗) par
– VA∗ = VA ;
– EA∗ = EA ;
– λA∗ = −λA.
Remarquons que comme les coups du jeu A et de son dual A∗ sont identiques, on peut
voir un chemin de A comme un chemin de A∗ et re´ciproquement. Nous utiliserons ceci
lorsque nous de´finirons la composition de deux strate´gies σ : A∗ ⊗ B et τ : B∗ ⊗ C car
nous verrons les coups de B joue´s par σ comme des coups de B∗ joue´s par τ .
Tenseur. Le produit tensoriel A⊗B de deux jeux de Conway A et B est essentiellement
le produit asynchrone de leurs deux graphes sous-jacents. Plus formellement, il peut eˆtre
de´fini comme suit :
– ces positions sont les paires (x, y) note´es x⊗y ve´rifiant ?A⊗B = ?A⊗?B, c’est a` dire
VA⊗B = VA × VB;
– ces coups sont de deux sortes diffe´rentes
x⊗ y →
{
z ⊗ y si x→ z dans le jeu A,
x⊗ z si y → z dans le jeu B.
– Les polarite´s des coups du jeu A⊗B sont directement he´rite´es de celles des jeux A
et B.
Le jeu de Conway 1 compose´ d’une unique position ? et d’aucun coup est l’e´le´ment
neutre du produit tensoriel.
Comme on en a l’habitude en se´mantique des jeux, toute partie s du jeu A⊗ B peut
eˆtre vue comme l’entrelacement d’une partie s|A du jeu A et d’une partie s|B du jeu B.
Composition. Nous allons maintenant de´finir la composition de deux strate´gies en uti-
lisant le concept de « parallel and hiding » qui fonctionne aussi bien pour les jeux que pour
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des notions plus abstraites de cate´gories mono¨ıdales trace´es libres ou de cate´gories com-
pactes ferme´es libres. Dans le cadre de la se´mantique des jeux, cette me´thode s’imple´mente
en introduisant la notion d’interaction de´veloppe´e dans [McC96, Har00].
On dit qu’une suite de coups u de trois jeux A,B,C est une interaction sur A,B,C,
ce qui est note´ u ∈ intABC , lorsque la projection de u sur chacun des jeux A∗⊗B, B∗⊗C
et A∗⊗C est une partie. La notion d’interaction de´crit la partie « parallel », maintenant,
de´finissons la composition de strate´gies a` proprement dit.
De´finition 2.29 (composition)
E´tant donne´es deux strate´gies σ : A∗ ⊗B, τ : B∗ ⊗C, on de´finit la composition τ ◦ σ de
ces deux strate´gies par l’ensemble des projections sur A∗ ⊗ C d’interactions sur A,B,C
dont les projections sur A∗⊗B et B∗⊗C appartiennent a` la strate´gie σ ou τ . En langage
ensembliste, cela donne
τ ◦ σ = {u|A∗⊗C | u ∈ intABC , u|A∗⊗B ∈ σ, u|B∗⊗C ∈ τ}
Comme souvent en se´mantique des jeux, on montre que la composition de deux strate´-
gies est elle-meˆme une strate´gie en passant par le lemme de « te´moin unique » qui stipule
que la projection u|A∗⊗C provient d’une unique interaction u.
Lemme 2.30 (Te´moin unique) Si σ et τ sont des strate´gies de A∗ ⊗ B et B∗ ⊗ C
respectivement, alors pour tout s ∈ τ ◦ σ, il existe un unique u ∈ int(A,B,C) tel que
s = u|A,C , u|A,B ∈ σ et u|B,C ∈ τ .
De plus, si s ∈ τ ◦ σ est un pre´fixe de t ∈ τ ◦ σ, alors le te´moin unique de s est pre´fixe
du te´moin unique de t.
De´monstration : Si s ∈ τ ◦ σ a deux te´moins distincts u1 et u2, alors le premier coup m ou`
ils diffe´rent est dans B. Si ce coup est Opposant (resp. Joueur) alors la strate´gie τ (resp.
σ) a viole´ la condition de de´terminisme.
La strate´gie identite´. La strate´gie identite´ idA sur le jeu A est de´finie comme une
variation de la strate´gie d’imitation (usuellement appele´e copycat en anglais) du jeu A∗⊗A
de´crite par Andre´ Joyal dans [Joy77].
Rapidement, la strate´gie d’imitation re´pond a` tout coup Opposant dans l’une des deux
composantes A∗ ou A par le meˆme coup dans la composante duale. Voici maintenant une
de´finition plus formelle.
De´finition 2.31 (strate´gie identite´)
La strate´gie identite´ sur un jeu de Conway A est de´finie par l’ensemble de parties suivant :
idA
def= {s ∈ PlayevenA∗1⊗A2 | ∀t ≺
even s , t|A1 = t|A2}
ou` PlayA∗1⊗A2 de´crit l’ensemble des parties alternantes de A
∗
1 ⊗ A2 commenc¸ant par un
coup Opposant. Nous utilisons les marqueurs 1 et 2 pour distinguer les deux occurrences
du jeu A (i.e. A et A∗), et l’exposant even permet de restreindre un ope´rateur sur des
chemins en un ope´rateur sur des chemins de longueur paire.
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La cate´gorie Conway des jeux Conway. La cate´gorie Conway a pour objets les
jeux de Conway, et a pour morphismes σ : A→ B les strate´gies σ sur A∗ ⊗B.
Remarquons que cette cate´gorie est compacte ferme´e (voir la De´finition 4.4) avec
l’unite´ ηA : 1 → A ⊗ A∗ et la counite´ εA : A∗ ⊗ A → 1 de´finies par des strate´gies
d’imitation. Nous n’insistons pas sur ce point pour le moment mais il sera traite´ bien
plus en de´tail au Chapitre 4 car il sera au cœur de la de´finition d’une trace ne´cessaire a`
l’interpre´tation des re´fe´rences. La seule chose a` retenir pour le moment est que de cette
structure compacte ferme´e de´coule automatiquement un ope´rateur de cloˆture qui est de´fini
par A∗ ⊗B.
2.4.2 Jeux de Conway a` gain
Avant d’introduire la notion de gain, nous devons restreindre la cate´gorie aux jeux
ne´gatifs. En effet, si nous restons dans un cadre entie`rement autodual, les contraintes
a` imposer pour avoir la compositionalite´ des strate´gies en pre´sence de gain sont assez
subtiles. En particulier, elles ne peuvent eˆtre entie`rement positionnelles. Nous reportons
cette e´tude au Chapitre 4, ou` une analyse des politiques de ressource nous me`nera a` une
axiomatique de la notion de gain base´e sur des contraintes satisfaites pour tous sous-
chemins d’une partie et non plus seulement sur les positions atteintes. Nous pre´fe´rons
pour le moment donner un mode`le positionnel ou` le parenthe´sage est absent mais qui est
suffisant pour interpre´ter les diffe´rentes modalite´s de la logique tensorielle.
La sous-cate´gorie pleine des jeux de Conway ne´gatifs N n’est pas compacte ferme´e
mais he´rite de la cloˆture de Conway. E´tant donne´ un jeu de Conway A, on note A− le
jeu de Conway ne´gatif obtenu en enlevant tous les coups Joueur partant de la racine.
La construction A− s’e´tend a` un foncteur plein et fide`le de Conway vers N qui est
un re´tracte du foncteur d’inclusion. Cela suffit pour exporter la fermeture de la cate´gorie
Conway a` un fermeture dans la cate´gorie N en de´finissant
A( B def= (A∗ ⊗B)−
comme le montre la proposition suivante.
Proposition 2.32 (transport de fermeture) Soient (C,⊗,() une cate´gorie mono¨ı-
dale syme´trique ferme´e et (D, •) une cate´gorie mono¨ıdale syme´trique. Supposons qu’il
existe une adjonction mono¨ıdale U a F : D → C ou` U est a` la fois plein et fide`le. Alors,
on peut exporter la fermeture sur C en une fermeture sur D en de´finissant pour A,B dans
D :
A_ B = F (U(A)( U(B))
Notons que la plupart du temps, le foncteur U sera le foncteur d’inclusion et F forcera
le fermeture de C a` vivre dans la sous-cate´gorie D.
De´monstration : Comme l’adjonction est mono¨ıdale, le foncteur U est ne´cessairement mo-
no¨ıdal fort. La fermeture se de´duit de la se´quence de bijections suivante :
D(B,A_ C) ∼= D(B,F (U(A)( U(C)))
∼= C(U(B), U(A)( U(C)) adjonction U a F
∼= C(U(A)⊗ U(B), U(C)) fermeture de C
∼= C(U(A⊗B), U(C)) U mono¨ıdal fort
∼= D(A •B,C) U plein et fide`le
Proposition 2.33 La cate´gorie N est syme´trique mono¨ıdale ferme´e.
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Nous utilisons cette cate´gorie comme nouvelle base pour de´finir la notion de gain.
De´finition 2.34 (Jeu de Conway a` gain)
Un jeu de Conway a` gain est un jeu de ne´gatif Conway A = (VA, EA, λA) muni d’une
fonction de gain positionnelle
γA : VA → {−1, 0,+1}.
Une position x est dite gagnante si γA(x) ∈ {0,+1}.
Intuitivement, la valeur −1 de´signe une position gagnante pour Opposant, la valeur
+1 de´signe une position gagnante pour Joueur, et 0 une position « neutre ».
Produit tensoriel et cloˆture. Il nous faut a` pre´sent e´tendre la fonction de gain au
produit tensoriel ⊗ et a` l’ope´rateur de cloˆture (. Comme le gain est positionnel, il
suffit pour cela de donner leur « table de ve´rite´ » (voir Table 2.3). Ces tables de ve´rite´
⊗ −1 0 +1
−1 −1 −1 −1
0 −1 0 +1
+1 −1 +1 +1
( −1 0 +1
−1 +1 +1 +1
0 −1 0 +1
+1 −1 −1 +1
Tab. 2.3 – « Tables de ve´rite´ » du produit tensoriel et de la cloˆture
sont obtenues en ayant a` l’esprit que ⊗ est moralement la conjonction boole´enne ∧, (
correspond a` l’implication boole´enne ⇒, −1 signifie faux, +1 signifie vrai et 0 ne change
jamais la polarite´. Ainsi, le jeu de Conway a` gain A⊗B est de´fini comme le jeu de Conway
A⊗B sous-jacent, muni de la fonction de gain
γA⊗B(x⊗ y) = γA(x)⊗ γB(y);
et le jeu de Conway a` gain A( B est de´fini comme le jeu de Conway A( B sous-jacent,
muni de la fonction de gain
γA(B(x( y) = γA(x)( γB(y).
On donne 0 a` la polarite´ de l’unique position du jeu 1.
Strate´gies gagnantes. Avec la notion de strate´gie ge´ne´rale, tous les jeux ne´gatifs ont
une unique fle`che dans 1. Nous allons utiliser le gain pour de´finir des strate´gies gagnantes,
ce qui nous permettra ensuite de distinguer les jeux affines – dont la polarite´ de la racine
est 0 –, des jeux line´aires – dont la polarite´ de la racine est +1.
De´finition 2.35 (strate´gie gagnante)
Une strate´gie σ sur le jeu de Conway a` gain A est dite gagnante si toutes les parties
qu’elle joue me`nent a` des position gagnantes, c’est-a`-dire dont la polarite´ vaut 0 ou +1 :
pour tout s : x y, s ∈ σ implique γA(s) ∈ {0,+1}
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Notre but est de de´finir une cate´gorie des jeux de Conway a` gain dont les morphismes
du jeu A vers le jeu B sont les strate´gies gagnantes de A ( B. Remarquons que la
de´finition du gain implique qu’il n’y a aucune strate´gie gagnante de A ( B lorsque
γA(?A)( γB(?B) = −1. Ceci est le cas en particulier lorsque le jeu A est line´aire et que
le jeu B est affine. Avant de de´finir une cate´gorie, il nous faut maintenant nous assurer
que les strate´gies gagnantes composent.
Proposition 2.36 Si σ : A ( B et τ : B ( C sont des strate´gies gagnantes, alors
τ ◦ σ : A( C est une strate´gie gagnante.
De´monstration : On sait de´ja` que les strate´gies composent, il faut uniquement ve´rifier la
condition de gain. Comme celui-ci est de´fini de manie`re positionnelle, il suffit de s’assurer
par une e´tude de cas que la compose´e de deux positions gagnantes sur( est gagnante, au
sens ou`
γA(x)( γB(y) ∈ {0,+1} (x( y : gagnante)
γB(y)( γC(z) ∈ {0,+1} (y( z : gagnante)
γA(x)( γC(z) ∈ {0,+1} (x( z : gagnante)
Ceci marche bien car la de´finition du gain sur ( vient de l’implication boole´enne ⇒ qui
est elle-meˆme stable par composition.
Proposition 2.37 (cate´gorie des jeux de Conway a` gain) La cate´gorie ayant pour
objet les jeux de Conway a` gain et pour morphismes de A vers B les strate´gies gagnantes
de A( B est mono¨ıdale syme´trique ferme´e.
De´monstration : Nous savons de´ja` que les jeux de Conway ne´gatifs avec les strate´gies de
A ( B comme morphismes de´finissent une cate´gorie mono¨ıdale syme´trique ferme´e. Il
reste a` ve´rifier que
(γA(x)⊗ γB(y))( γC(z) = γA(x)( (γB(y)( γC(z))
pour toutes positions x ∈ VA, y ∈ VB et z ∈ VC . Cette e´quation se de´duit en partie de la
validite´ de la formule boole´enne (A ∧B)⇒ C ≡ A⇒ (B ⇒ C)
Afin de pouvoir de´finir une modalite´ exponentielle sur notre cate´gorie, nous devons
nous restreindre aux jeux dont la racine est gagnante. A` pre´sent, nous travaillerons avec
la cate´gorie G qui a pour objets les jeux de Conway a` gain dont la racine est gagnante et
qui a pour morphismes les strate´gies gagnantes entre de tels jeux. Nous appellerons ces
jeux simplement des jeux a` gain. Remarquons que la cate´gorie G est mono¨ıdale syme´trique
mais n’est plus close car( ne pre´serve pas la proprie´te´ d’avoir une racine gagnante. Nous
allons ne´anmoins pouvoir de´finir une ne´gation tensorielle.
Ne´gation tensorielle. Soit ⊥ le jeu line´aire de´finit par
– deux positions ?⊥ et x ;,
– un unique coup Opposant m⊥ : ?⊥  x ;
– γ⊥(?⊥) = +1 et γ⊥(x) = 0.
Comme indique´ dans l’Exemple 2.3, toute cate´gorie mono¨ıdale syme´trique ferme´e engendre
une ne´gation tensorielle. La cate´gorie G n’est pas ferme´e mais elle he´rite ne´anmoins des
proprie´te´s de fermeture de ( lorsque celle-ci est de´finie. Nous pouvons donc en de´duire
une ne´gation.
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De´finition 2.38 (ne´gation tensorielle)
La ne´gation tensorielle d’un jeu a` gain A est de´finie par
¬A def= A( ⊥.
2.4.3 Modalite´s affine, dupliquante et exponentielle
Modalite´ affine. Nous avons mentionne´ qu’un jeu de Conway a` gain A est dit affine
lorsque sa racine a` un gain nul. L’unique strate´gie de A dans 1, que nous noterons tA, est
alors gagnante. On note Gw la sous-cate´gorie des jeux affines.
Le jeu affine !•wA associe´ a` un jeu a` gain A est de´fini en forc¸ant la racine du jeu A a`
eˆtre neutre. Cette modalite´ s’e´tend a` une strate´gie σ : A( B en posant !•wσ = σ. Cette
de´finition est valide car le fait de rendre la racine neutre pour A et B ne fait qu’augmenter
les nombres de positions gagnantes de A( B.
Lemme 2.39 Soient A un jeu a` gain affine et B un jeu a` gain. Toute position x( y de
A( B (ou indiffe´remment de A( !•wB) ve´rifie
γA(x)( γB(y) ∈ {0,+1} ssi γA(x)( γ !•wB(y) ∈ {0,+1}
De´monstration : Si y n’est pas la racine de B, y a le meˆme gain dans les deux jeux B et
!•wB. Il suffit donc de regarder le cas ou` y = ?B . Dans ce cas, x = ?A car Opposant doit
jouer son premier coup dans B (les jeux sont ne´gatifs). Comme A est un jeu affine, on en
de´duit que{
γA(x)( γB(y) = γB(?B) ∈ {0,+1} car la racine est gagnante
γA(x)( γ !•wB(y) = γ !•wB(?B) = 0 car !•wB est affine.
Proposition 2.40 Le foncteur !•w : G → Gw qui a` A associe !•wA de´finit une modalite´ de
ressource affine sur G.
De´monstration : La cate´gorie des jeux affines Gw est une sous-cate´gorie mono¨ıdale syme´-
trique de G ayant 1 pour objet terminal. Le foncteur de retour de Gw vers G est simplement
le foncteur d’inclusion. Reste a` de´finir la bijection entre Gw(A, !•wB) et G(A,B) pour un jeu
affine A et un jeu a` gain B. Or, le Lemme 2.39 indique qu’une strate´gie est gagnante sur
A∗ ⊗ B si et seulement elle l’est sur A∗ ⊗ !•wB. Il suffit donc de prendre l’identite´ pour la
bijection.
Remarquons au passage que cette modalite´ est libre. En effet, en notant [idB] : !•wB → B
la strate´gie d’imitation qui posse`de les meˆmes parties que l’identite´ sur B, on sait que
pour toute strate´gie σ : A→ B ou` A est un jeu affine, le diagramme suivant commute de
manie`re unique pour la strate´gie !•wσ :
!•wA = A σ //
!•wσ

B
!•wB
[idB ]
99sssssssssss
74 Dualite´ et modalite´s de ressource
Modalite´ dupliquante. Tout jeu a` gain A induit un jeu dupliquable !•cA – qui peut
eˆtre regarde´ comme le tenseur infini de A – comme suit
– ses positions sont les mots w = x1 · · ·xk dont les lettres sont des positions xi du jeu
A diffe´rentes de la racine ; l’intuition est que la lettre xi de´crit la position courante
dans la i-e`me copie de A ;
– sa racine ? !•cA est le mot vide ;
– ses coups m : w → w′ sont ou bien des coups joue´s dans une copie :
w1 · x · w2 m−→ w1 · y · w2
ou` m : x → y est un coup du jeu A ; ou bien des coups ou` Opposant ouvre une
nouvelle copie :
w
m−→ w · x
ou` m : ?A → x est un coup initial de A. En particulier, si m est un coup de !•cA, on
note m le coup sous-jacent dans A ;
– sa fonction de gain sur une position w = x1 · · ·xk est obtenue par
γ !•cA(w) =
⊗
1≤i≤n
γA(xi)
La polarite´ des coups est directement he´rite´e de celle des coups du jeu A de la meˆme
manie`re que pour le tenseur.
Nous allons maintenant de´crire la strate´gie diagonale
δA : !•cA −→ !•cA ⊗ !•cA
qui fait de !•c une modalite´ dupliquante sur G. En premie`re approximation, δA est une
strate´gie d’imitation avec une gestion des copies. Lorsque Opposant ouvre une nouvelle
copie dans !•cA⊗ !•cA, la strate´gie δA re´pond en ouvrant une nouvelle copie dans !•cA. Cette
copie est ensuite relie´e a` la copie ouverte par Opposant, et cela jusqu’a` la fin de l’inter-
action. Par conse´quent, lorsque Opposant joue un coup dans une copie de´ja` ouverte, δA
re´pond par le meˆme coup dans la copie qui lui est relie´e. Plus formellement, on de´finit,
par induction sur le nombre de coups joue´s, l’entrelacement d’une partie s de !•cA ⊗ !•cA
comme la partie 〈s〉 de !•cA qui imite les coups de s. La partie vide de !•cA⊗ !•cA est traduit
sans surprise par la partie vide de !•cA, et une partie s ·m est traduite par
〈s ·m〉 def= 〈s〉 ·m′
ou` m′ est un coup de !•cA ayant le meˆme coup sous-jacent que m dans A
m′ def= m
et joue´ dans la copie correspondante si m n’est pas initial dans A, ou dans une nouvelle
copie si m est initial dans A. En utilisant cette fonction d’entrelacement, on peut isoler
aise´ment l’ensemble des parties de´crivant la strate´gie δA :
δA
def= {s ∈ Playeven!•cA1( ( !•cA2⊗ !•cA3) | ∀t ≺even s , t| !•cA1 = 〈t| !•cA2⊗ !•cA3〉}.
A` nouveau, les marqueurs 1, 2 et 3 servent a` distinguer les trois occurrences du jeu A et
l’exposant even permet de restreindre un ope´rateur sur des chemins en un ope´rateur sur
des chemins de longueur paire. Cette strate´gie est gagnante car les positions a` gauche et
a` droite du ( a` toujours la meˆme polarite´. Il est facile de voir que δA satisfait les deux
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diagrammes de cohe´rence 2.5 et 2.6 et de´finie ainsi une diagonale sur !•cA. Cette modalite´
s’e´tend a` une strate´gie gagnante σ : A( B en posant
!•c σ =
def= {(x1 · · ·xk)( (y1 · · · yk) | ∀1 ≤ i ≤ k, xi( yi ∈ σ}
qui vit bien dans la cate´gorie G comme l’indique le lemme suivant :
Lemme 2.41 Si σ est une strate´gie gagnante, alors la strate´gie !•c σ est gagnante.
De´monstration : Il suffit d’observer que pour toutes positions x ∈ VA, y ∈ VB , z ∈ VC et
t ∈ VD telles que
γ(A(B)⊗(C(D)((x( y)⊗ (z( t)) ∈ {0,+1},
on a bien
γ(A⊗C)((B⊗D)((x⊗ z)( (y ⊗ t)) ∈ {0,+1}.
Nous soutenons maintenant que !•c de´fini une modalite´ dupliquante sur G. On note Gc la
cate´gorie des objets munis d’une diagonale et des strate´gies gagnantes pre´servant cette
diagonale.
Proposition 2.42 Le foncteur !•c : G → Gc qui a` A associe le jeu dupliquable !•cA de´fini
une modalite´ de ressource dupliquante sur G.
De´monstration : Pour de´finir une adjonction entre Gc et G, il suffit de montrer que !•c de´finit
une comonade sur G car le foncteur adjoint a` !•c est le foncteur d’inclusion. La counite´ εA
et la comultiplication δA de la comonade :
εA : !•cA −→ A δA : !•cA −→ !•c !•cA
sont de´finies comme pour la diagonale – en de´finissant en premier lieu deux fonction d’en-
trelacement des parties de !•cA vers les parties de A et !•c !•cA, puis en de´finissant une strate´gie
d’imitation. E´tant donne´e une partie s ·m de !•cA, on de´finit
〈s ·m〉 = 〈s〉 ·m 〈s ·m〉δ = 〈s〉δ ·m′
ou` m′ est un coup de !•c !•cA ayant le meˆme coup sous-jacent m, joue´ dans la copie corres-
pondante si m n’est pas initial dans A, et joue´ dans une nouvelle copie si m est initial dans
A.
εA
def= {s ∈ Playeven!•cA1( A2 | ∀t ≺even s , t| !•cA1 = 〈t|A2〉}
δA
def= {s ∈ Playeven!•cA1( !•c !•cA2 | ∀t ≺even s , t| !•cA1 = 〈t| !•c !•cA2〉δ}
Il est aise´ de ve´rifier que les diagrammes de cohe´rence d’une comonade sont ve´rifie´s.
On peut maintenant se demander si cette comonade de´finit l’objet dupliquable libre
sur la cate´gorie G au sens ou` toute fle`che D f−→ A d’un jeu dupliquable D vers un jeu
A peut eˆtre factorise´e de manie`re unique comme D
f†−→ !•cA εA−→ A, avec f † une strate´gie
pre´servant la diagonale. Malheureusement, ceci n’est pas possible en ge´ne´ral comme on
peut le voir en conside´rant le jeu
Unit def= !•w(⊥( ⊥).
Ce jeu est affine et on peut de´finir une strate´gie com : 1 → Unit qui re´pond a` l’unique
coup Opposant par l’unique coup Joueur. Ainsi,
Unit tUnit−−−→ 1 ∼= 1⊗ 1 com⊗com−−−−−−→ Unit⊗Unit
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rend le jeu Unit dupliquable. Pourtant, toute strate´gie σ : Unit → !•cA qui pre´serve la
diagonale ne peut pas jouer dans Unit comme l’exprime le diagramme suivant
Unit
tA //
σ

1 ∼= 1⊗ 1 com⊗com // Unit⊗Unit
σ⊗σ

!•cA
∆A // !•cA⊗ !•cA
On en de´duit qu’il est uniquement possible de factoriser des strate´gies de la forme
Unit
tUnit // 1
f // A
Par exemple, il est impossible de factoriser l’identite´ sur Unit. La modalite´ de duplication
n’est donc pas libre. Mais ceci est duˆ uniquement a` l’absence de cohe´rence entre la dupli-
cation et l’effacement du jeu Unit. Ceci permet a` tout jeu affine de se comporter comme un
jeu dupliquable sans imple´menter une « vraie » duplication. Ce type de duplication feinte
va eˆtre rejete´ en conside´rant les comono¨ıdes commutatifs au lieu des objets dupliquables.
Modalite´ exponentielle. Le jeu comono¨ıdal !•eA associe´ a` un jeu a` gain A est obtenu
en appliquant successivement les modalite´s affine et dupliquante
!•eA
def= !•c !•wA = !•w !•cA.
L’ordre d’application n’importe pas car les deux comonades commutent. On ve´rifie faci-
lement que le jeu !•eA vit dans la cate´gorie carte´sienne Ge des comono¨ıdes commutatifs sur
G.
Proposition 2.43 Le foncteur !•e : G → Ge qui a` A associe le jeu comono¨ıdal !•eA de´finit
une modalite´ de ressource exponentielle sur G.
De´monstration : La commutation de !•w et !•c induit une loi distributive entre ces deux como-
nades, faisant automatiquement de !•e une comonade sur G.
Nous allons montrer que cette comonade de´finit le comono¨ıde commutatif libre sur G. On
suppose – sans perte de ge´ne´ralite´ car la modalite´ affine est libre – que le jeu B est affine.
Introduisons la strate´gie in : B⊗n → !•eB qui imite Opposant sur B⊗n pour les n premie`res
copies de !•eB, et qui ne re´pond pas lorsque Opposant ouvre la n+1-e`me copie de !•eB. Soit
σ : A→ B une strate´gie d’un comono¨ıde commutatif A – dont la counite´ est note´e tA et
la comultiplication d – vers un jeu a` gain B. On de´finit pour tout n la strate´gie σ†(n) par
le diagramme commutatif suivant :
A
dn //
σ†(n)

A⊗n
σ⊗n

!•eB B⊗n
inoo
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ou` d0 = tA, d1 est l’identite´ sur A et dn correspond a` la comultiplication d compose´e n−1
fois avec elle-meˆme. Conside´rons maintenant le diagramme suivant :
A
dn+1
//
dn
%%
σ†(n+1)

A⊗n+1
σ⊗n+1

A⊗n⊗tA
// A⊗n
σ⊗n

!•eB B⊗n+1
in+1oo B
⊗n⊗tB // B⊗n
in
ee
Il commute sur toutes ces faces excepte´ pour celle du bas qui ve´rifie in ◦B⊗n⊗ tB ⊆ in+1.
Le chemin exte´rieur dans le sens horaire e´tant e´gal a` σ†(n), on en de´duit que
σ†(n) ⊆ σ†(n+1).
On peut donc de´finir le soule`vement comono¨ıdal σ† par la limite croissante des σ†(n) :
σ† def=
⋃
n
σ†(n)
Nous allons maintenant montrer que σ† est comono¨ıdale. On a la chaˆıne d’inclusion
δB ◦ σ†(n) ⊆ (σ†(n) ⊗ σ†(n)) ◦ d ⊆ δB ◦ σ†(2n).
En prenant la limite de cette chaˆıne d’inclusion, on obtient :
δB ◦ σ† ⊆ (σ† ⊗ σ†) ◦ d ⊆ δB ◦ σ†,
ce qui donne l’e´galite´ requise. Remarquons que !•eB
ε⊗nB ◦δnB−−−−−→ B⊗n coe´galise les deux strate´-
gies σ† et σ†(n), ou` – comme pour dn – on pose δ0B = t !•eB, δ1B est l’identite´ et δnB correspond
a` la comultiplication δB compose´e n− 1 fois avec elle-meˆme. Utiliser cette remarque pour
n = 1 donne le diagramme
A
d1
σ†(1)

σ†
''
A
σ

!•eB
εB

B
i1oo
ww
ww
ww
ww
w
B
indiquant que l’on a bien factorise´ σ par σ† :
εB ◦ σ† = σ.
Il reste a` montrer l’unicite´ de ce soule`vement.
Proposition 2.44 E´tant donne´e une strate´gie σ : A→ B d’un comono¨ıde commutatif A
vers un jeu a` gain B, σ† : A→ !•eB est l’unique strate´gie satisfaisant :
A
tA //
σ†

1
!•eB
t !•eB
<<xxxxxxxxx
A
d //
σ†

A⊗A
σ†⊗σ†

!•eB
δB // !•eB ⊗ !•eB
A
σ //
σ†

B
!•eB
εB
;;wwwwwwwww
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De´monstration : Nous avons de´ja` vu que σ† e´tait un bon candidat. Il reste a` montrer que
c’est le seul. Prenons pour cela un autre candidat τ . On de´finit τ (n) comme la sous-strate´gie
de τ qui joue seulement sur les n premie`res copies de !•eB, c’est-a`-dire
τ (n) = in ◦ (ε⊗nB ◦ δnB) ◦ τ et τ =
⋃
n
τ (n).
Conside´rons maintenant le diagramme commutatif
A
dn //
τ

A⊗n
τ⊗n

A⊗n
σ⊗n

!•eB
δnB
// !•eB⊗n
ε⊗n
B
// B⊗n
Ajouter in a` la fin de ce diagramme donne directement l’e´galite´
τ (n) = σ†(n)
ce qui signifie que
τ = σ†.
2.4.4 Un mode`le de logique tensorielle
Pour avoir un mode`le de la logique tensorielle, il ne nous manque que les additifs. Mal-
heureusement, la cate´gorie G n’a pas les coproduits. Nous allons donc utiliser la construc-
tion des familles pour les ajouter librement a` notre cate´gorie.
Produits Finis. Pour que la construction de famille se marie bien avec la ne´gation
tensorielle, on a besoin que notre cate´gorie ait les produits finis. E´tant donne´e une famille
(Ai)i∈I de jeux a` gain indexe´ sur un ensemble fini I, le produit &i∈IAi est de´fini par
– son graphe sous-jacent est obtenu prenant l’union disjointe des graphes sous-jacents
aux Ai en fusionnant les racines ;
– la polarite´ des coups est he´rite´e directement de celle des coups des Ai ;
– le gain des positions est he´rite´ directement de celui des positions des Ai, sauf pour
la racine qui a pour gain +1 si toutes les racines ?Ai ont pour gain +1 et 0 sinon.
En particulier, le jeu &i∈IAi est affine de`s que l’un des jeux Ai est affine.
La i-e`me projection est donne´e par la strate´gie d’imitation sur le jeux Ai.
Coproduits finis libres. Construisons maintenant la comple´tion libre par coproduits
finis – note´e Fam(G) – de la cate´gorie G [AM98].
De´finition 2.45 (comple´tion libre par coproduits finis)
E´tant donne´e une cate´gorie C, sa comple´tion libre par coproduits finis Fam(C) a comme
objets les familles {Ai|i ∈ I}, ou` I est un ensemble fini. Un morphisme de {Ai | i ∈ I}
vers {Bj | j ∈ J} consiste en une fonction de re´indexation f : I → J ainsi qu’en une
famille de morphismes {fi : Ai → Bf(i)|i ∈ I} de C.
Le coproduit de Fam(C) est simplement donne´ par l’union disjointe de deux familles.
Cette construction s’e´tend a` une 2-monade. Martin Hyland et John Power donne cette
2.4. Un mode`le de jeu avec gain 79
2-monade comme exemple de 2-monade pseudo-commutative syme´trique dans leur papier
[HP02]. Ils en de´duisent qu’elle distribue avec la 2-monade des cate´gories mono¨ıdales
syme´triques. Par conse´quent, (a) la cate´gorie Fam(C) he´rite de la structure mono¨ıdale
syme´trique de C, (b) le coproduit de Fam(C) distribue avec le produit tensoriel, et (c)
Fam pre´serve les adjonctions mono¨ıdales.
Samson Abramsky et Guy McCusker [AM98] ont montre´ que la construction des
familles pre´servait aussi les produits et l’existence d’un objet terminal. On en de´duit
qu’elle pre´serve les modalite´s affine, dupliquante et exponentielle et que Fam(C) he´rite
des produits de C. Plus prosa¨ıquement, le produit tensoriel et le produit de deux familles
A = {Ai|i ∈ I} et B = {Bj |j ∈ J} sont de´finis par
A⊗B def= {Ai ⊗Bj | (i, j) ∈ I × J}
A&B def= {Ai &Bj | (i, j) ∈ I × J}
De plus, lorsque la cate´gorie C est munie d’une ne´gation tensorielle, on peut l’exporter a`
Fam(C).
Proposition 2.46 L’ope´ration qui a` une famille A = {Ai|i ∈ I} de Fam(C) associe
¬A = {&i(¬Ai)}
de´finit une ne´gation tensorielle sur Fam(C)
De´monstration : Un morphisme A ⊗ B → ¬C de Fam(C) est donne´ par des morphismes
fi,j : Ai ⊗ Bj → &k(¬Ak) (la fonction de re´indexation est ici triviale). Ces morphismes
peuvent eˆtre projete´s par pik◦fi,j : Ai⊗Bj → ¬Ck. On peut maintenant utiliser la ne´gation
de C pour avoir des morphismes gi,j,k : Ai → ¬(Bj ⊗Ck) dont on peut prendre le produit
sur i et k
gi
def= &j,k gi,j,k : Ai → &j,k¬(Bj ⊗ Ck).
On obtient ainsi un morphisme g : A → ¬(B ⊗ C) de la cate´gorie Fam(C). Il est aise´
de ve´rifier que la transformation de´finie ci-dessus induit une bijection entre Fam(C)(A⊗
B,¬C) et Fam(C)(A,¬(B ⊗ C)).
En rassemblant toutes ces remarques, on peut e´noncer le the´ore`me suivant :
The´ore`me 2.47
Fam(G) est un mode`le de la logique tensorielle
Nous avons vu que les preuves sur les modalite´s de ressource sont un peu pe´rilleuses.
Nous pre´sentons au chapitre suivant un moyen pour calculer automatiquement ces moda-
lite´s a` partir d’extensions de Kan. Cette me´thode pre´sente le double avantage de fournir
un candidat canonique pour de´finir une modalite´ de ressource et de fournir une preuve
abstraite que cette de´finition est bien valide.

Chapitre 3
Alge`bre libre d’une
T -the´orie enrichie
La gerbe, Matisse (1953)
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L’e´tude des modalite´s exponentielles dans les mode`les de logique line´aire a souvent
e´te´ source de malentendus. On sait par exemple que les espaces de cohe´rence munis de
l’exponentielle des cliques finies , donne´e originellement par Jean-Yves Girard dans son
papier fondateur [Gir87], ne de´finissent pas un mode`le de´notationnel de la logique line´aire.
En effet, Thomas Ehrhard a remarque´ que cette construction d’un comono¨ıde commutatif
est un peu malade au sens ou` la de´re´liction n’est pas naturelle [Mel08]. Il est ne´anmoins
possible de la soigner en conside´rant l’exponentielle des multicliques finies. Ce malentendu
vient du fait qu’il est tre`s fastidieux de ve´rifier tous les diagrammes commutatifs requis.
Nous souhaiterions donc de manie`re ge´ne´rale pouvoir calculer plus syste´matiquement les
modalite´s de ressources en logique tensorielle et avoir par la meˆme occasion une preuve
automatique que tous les diagrammes de cohe´rence sont ve´rifie´s. A` cette fin, nous abordons
maintenant le calcul des alge`bres libres d’une T -the´orie enrichie. Par exemple, la modalite´
exponentielle peut se calculer en envoyant tout objet vers son comono¨ıde commutatif
libre. Ainsi, d’un point de vue plus abstrait, la de´finition d’une modalite´ exponentielle
peut se ramener a` l’e´tude des alge`bres libres de la the´orie des comono¨ıdes commutatifs.
De la meˆme manie`re, la modalite´ affine peut se ramener a` l’e´tude des alge`bres libres de
la the´orie des objets pointe´s. Ainsi, nous souhaiterions remplacer des preuves directes par
des arguments plus abstraits.
Nous exposons dans un premier temps le cheminement qui nous a amene´ a` e´tudier
les T -alge`bres libres. Nous introduisons ensuite le cadre bicate´gorique des e´quipements en
distributeurs [Woo82, Woo85] qui nous a permis de de´finir deux conditions pour lesquelles
le calcul est possible : une premie`re condition d’aspect combinatoire appele´e ope´radicite´
et un deuxie`me condition de caracte`re alge´brique appele´e comple´tude alge´brique. Ces deux
conditions nous permettent d’e´tablir un re´sultat ge´ne´ral d’existence de T -alge`bres libres
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que nous utilisons pour retrouver les re´sultats de´ja` connus d’Eduardo Dubuc [Dub74], et
plus re´cemment de Bruno Vallette [Val04] et Steve Lack [Lac08], sur le calcul des mo-
no¨ıdes libres. Enfin, nous concluons ce chapitre par la description du calcul du comono¨ıde
commutatif libre dans les espaces de cohe´rence et les jeux de Conway.
3.1 Prole´gome`nes
L’exemple de base ou` le calcul d’une alge`bre libre est possible nous vient de la the´orie
des modules. Soit k un anneau commutatif. On associe une k-alge`bre TA a` chaque k-
module A, appele´e son alge`bre tensorielle, et de´finie comme la somme infinie de produits
tensoriels
TA =
⊕
n∈N
A⊗n (3.1)
ou` nous notons A⊗k B le produit tensoriel de deux k-modules A et B (nous l’avons de´ja`
de´fini a` la Section 1.3 pour le cas particulier des groupes abe´liens, i.e. lorsque k = Z).
Nous notons A⊗n le produit A⊗k · · ·⊗kA pris n fois. Afin de simplifier cette introduction,
nous prenons la liberte´ ici et par la suite de conside´rer ce produit tensoriel comme e´tant
strictement associatif.
En termes cate´goriques, on dit que cette construction T est fonctorielle. pour dire
qu’elle de´finit un foncteur
T : k-Mod → k-Alg
de la cate´gorie k-Mod de k-modules et morphismes de k-modules a` la cate´gorie k-Alg
des k-alge`bres et morphismes de k-alge`bres. De plus, ce foncteur est adjoint a` gauche au
foncteur d’oubli
Ualg : k-Alg → k-Mod (3.2)
qui transporte toute k-alge`bre vers son k-module sous-jacent. Comme nous l’avons de´ja`
pre´sente´ dans l’E´quation (1.1) des rappels cate´goriques du Chapitre 2, cette adjonction
T a Ualg
indique que tout morphisme f : A → M d’un k-module A vers une k-alge`bre M se
factorise de manie`re unique par
A
η //
f !!C
CC
CC
CC
C TA
∃! h



M
ou` h est un morphisme de k-alge`bres et η est l’injection canonique induite par l’E´quation
(3.1). Cette proprie´te´ exprime que TA est la k-alge`bre libre ge´ne´re´e par le k-module A.
Rappelons qu’une k-alge`bre M est de´finie comme un k-module e´quipe´ de deux mor-
phismes,
k
e−→ M m←− M ⊗kM,
appele´s respectivement unite´ et multiplication, et faisant commuter le diagramme suivant :
M ⊗kM ⊗kM m⊗kM //
M⊗km

M ⊗kM
m

M ⊗kM m //M
k ⊗M e⊗kM //
∼=
%%JJ
JJ
JJ
JJ
JJ
JJ
JJ
J M ⊗kM
m

M ⊗k kM⊗keoo
∼=
yysss
ss
ss
ss
ss
ss
ss
M
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Pour une repre´sentation plus visuelle, nous indiquons les diagrammes de cordes corres-
pondants
M M M
M
=
M M M
M
M
M
=
M
M
=
M
M
Ainsi, une k-alge`bre est un mono¨ıde (voir la De´finition 1.41) dans la cate´gorie des k-
modules k-Mod munie du tenseur ⊗k. Autrement dit, la k-alge`bre TA est le mono¨ıde libre
sur A dans la cate´gorie k-Mod.
Un proble`me e´le´mentaire en alge`bre. L’existence d’une k-alge`bre libre TA pour
tout k-module A doit eˆtre contraste´e par le fait, e´tabli par Jean-Louis Loday, qu’il n’existe
(en ge´ne´ral) pas de k-bige`bre libre sur un k-module. Ceci me´rite quelques explications.
Premie`rement, rappelons qu’une k-coge`bre K est un k-module muni de deux morphismes
k
u←− K d−→ K ⊗k K
appele´s respectivement counite´ et comultiplication, faisant de K un comono¨ıde (voir la
De´finition 1.41) dans k-Mod. On note k-Cog la cate´gorie des k-coge`bres et morphismes
de k-coge`bres.
Ensuite, une k-bige`bre H est un k-module qui a a` la fois une structure de k-alge`bre et
de k-coge`bre, et faisant commuter les diagrammes bien connus de compatibilite´ de Hopf :
H ⊗k H m //
d⊗kd

H
d // H ⊗k H
H ⊗k H ⊗k H ⊗k H H⊗kσ⊗kH
// H ⊗k H ⊗k H ⊗k H
m⊗km
OO
k
e //
d

H
d

k ⊗ k
e⊗e
// H ⊗H
H ⊗H u⊗u //
m

k ⊗ k
m

H u
// k
H
u
?
??
??
??
??
??
?
k
e
??
k
Ici, σ correspond a` la syme´trie de k-Mod. A` nouveau, nous donnons une repre´sentation
en diagrammes de corde de ces compatibilite´s
=
= = =
Il est inte´ressant de constater que k-Alg et k-Cog he´ritent toutes les deux de la structure
mono¨ıdale de k-Mod, et qu’une k-bige`bre peut eˆtre vue alternativement ou bien comme
un mono¨ıde de k-Cog, ou bien comme un comono¨ıde de k-Alg.
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Maintenant, notons k-Big la cate´gorie des k-bige`bres avec pour morphismes, les mor-
phismes a` la fois de k-alge`bres et de k-coge`bres. Jean-Louis Loday a montre´ que le foncteur
d’oubli
Ubij : k-Big −→ k-Mod
n’a pas d’adjoint a` gauche, pour un anneau commutatif k arbitraire. Ce re´sultat e´tablit
pre´cise´ment qu’il n’y a pas de k-bige`bre libre.
Dans ce chapitre, nous voulons comprendre plus conceptuellement ce qui distingue le
foncteur d’oubli Ualg ayant un adjoint a` gauche de cet autre foncteur d’oubli Ubig n’en ayant
pas. De plus, nous voulons extraire, dans les cas ou` tout se passe bien, une formule a` l’image
de l’E´quation (3.1) pour calculer l’adjoint a` gauche – c’est-a`-dire la construction libre
associe´e au foncteur d’oubli. Nous orientons maintenant notre e´tude vers la se´mantique
fonctorielle de Lawvere, exploitant l’extraordinaire boˆıte a` outils fournie par l’alge`bre
cate´gorique, et plus particulie`rement les notions de the´ories alge´briques (introduite a` la
Section 1.4.1) et d’extensions de Kan – que nous allons expliquer maintenant.
Extensions de Kan et the´ories alge´briques. Un morphisme alge´brique entre deux
the´ories alge´briques (voir le Section 1.4.1)
j : L1 −→ L2
est un foncteur pre´servant les produits, tel que f(1) = 1. Tout morphisme alge´brique
induit un foncteur
Uj : Mode`le(L2, C) −→ Mode`le(L1, C)
appele´ foncteur d’oubli associe´, qui transporte chaque L2-mode`le
L2
B−→ C
vers le L1-mode`le
L1
j−→ L2 B−→ C
obtenu en pre´composant par le foncteur j.
En guise d’exemple, conside´rons la the´orie triviale Fop et la the´orie des mono¨ıdes M de
l’Exemple 1.56. Il existe un (unique) morphisme alge´brique j : Fop −→M, qui transporte la
i-e`me projection pii ∈ Fop(n, 1) vers le mot a` une lettre i ∈ M(n, 1). Il est aise´ de ve´rifier
que le foncteur d’oubli associe´ Uj transporte chaque mono¨ıde de la cate´gorie C vers son
objet sous-jacent.
Cela nous ame`ne a` la formulation e´le´gante introduite par William Lawvere d’une
« construction libre » dans un cadre fonctoriel, en utilisant des extensions de Kan. Rap-
pelons ici la de´finition d’une extension de Kan.
De´finition 3.1 (extension de Kan)
Une extension de Kan a` gauche d’un foncteur A : L1 → C le long d’un foncteur j : L1 −→
L2 est donne´e par un foncteur LanjA, et une transformation naturelle
C
L1 j
//
A
??~~~~~~~~ ⇒
L2
LanjA
__@@@@@@@@
induisant une bijection pour chaque foncteur B : L2 −→ C
[LanjA,B]
∼=−→ [A,B ◦ j] (3.3)
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entre les ensembles de transformations naturelles.
Supposons maintenant que C soit la cate´gorie Ens des ensembles et fonctions ensem-
blistes, ou plus ge´ne´ralement n’importe quelle cate´gorie carte´sienne ferme´e (cf De´finition
1.36) avec toutes les petites colimites (voir la De´finition 3.6 dans le cadre enrichi). Alors,
l’extension de Kan a` gauche le long de j existe pour n’importe quel foncteur L1 → C, et
il se produit quelque chose d’assez miraculeux : lorsque f est un morphisme alge´brique,
l’extension de Kan a` gauche transporte un foncteur pre´servant les produits finis A en un
foncteur pre´servant les produits finis LanjA. Ainsi, tout L1-mode`le A est transporte´ vers
un L2-mode`le LanjA, et la bijection (3.3) se spe´cialise en la bijection
Mode`le(L2, C)(LanjA,B)
∼=−→ Mode`le(L1, C)(A,UjB)
entre des ensembles de morphismes, pour chaque L2-mode`le B. Cette bijection est natu-
relle en B, ce qui montre que l’extension de Kan a` gauche LanjA est le L2-mode`le libre
ge´ne´re´ par le L1-mode`le A, le long du morphisme alge´brique j.
La construction libre est fonctorielle : l’extension de Kan a` gauche LanjA de´finit un
foncteur adjoint a` gauche au foncteur d’oubli :
Lanj a Uj : Mode`le(L1, C)→ Mode`le(L2, C).
C’est exactement ce qui arrive lorsque j : Fop −→ M est le morphisme alge´brique de la
the´orie alge´brique triviale Fop vers la the´orie alge´brique des mono¨ıdes M. Dans ce cas, le
foncteur Lanj transporte tout ensemble A (identifie´ ici a` un Fop-mode`le) vers le mono¨ıde
libre LanjA dont l’ensemble sous-jacent A∗ = (LanjA)[1] est l’ensemble des mots finis sur
l’alphabet A
A∗ =
∐
n∈N
A×n; (3.4)
le produit e´tant donne´ par la concate´nation de mots. Cette e´quation bien connue peut
eˆtre obtenue par un raisonnement direct, ou de´duite d’une formule ge´ne´rale utilisant les
« cofins » pour calculer les extensions de Kan a` gauche dans la cate´gorie Ens – une
formule apparaissant dans [ML71] et que nous de´duirons de la the´orie de « distributeurs »
de Jean Be´nabou.
Comparons les deux formules (3.1) et (3.4). L’analogie est saisissante : les deux formules
calculent de la meˆme fac¸on le mono¨ıde libre TA ou A∗ ge´ne´re´ par un objet A dans leur
cate´gorie respective k-Mod ou Ens. Il y a cependant un diffe´rence fondamentale : le
produit fini A×n apparaissant dans la de´finition du mono¨ıde libre A∗ est remplace´ par un
produit tensoriel A⊗n dans la de´finition de l’alge`bre tensorielle TA. Cela semble indiquer
qu’il faille se tourner vers les the´ories line´aires introduites a` la Section 1.4.2.
Extensions de Kan mono¨ıdales et PRO. Comme pour les the´ories alge´briques, un
morphisme line´aire j : L1 −→ L2 entre deux the´ories line´aires (voir la Section 1.4.2) est
donne´ par un foncteur mono¨ıdal strict tel que j(1) = 1. A` nouveau, tout morphisme
line´aire induit un foncteur d’oubli
Uj : Mode`le(L2, C) −→ Mode`le(L1, C)
qui transporte chaque L2-mode`le B vers le L1-mode`le B ◦ j obtenu en pre´composant avec
le foncteur j.
Afin de poursuivre notre exemple axe´ sur les mono¨ıdes, nous conside´rons maintenant
les deux the´ories line´aires N et ∆ jouant le roˆle de deux the´ories alge´briques Fop et M
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de´finies plus haut. A` pre´sent, nous sommes presque preˆts a` raconter la meˆme histoire que
pour les the´ories alge´briques – au moins pour ce qui est de calculer les mono¨ıdes libres
dans la cate´gorie C = k-Mod des k-modules. Comme N est la cate´gorie mono¨ıdale libre
sur la cate´gorie mono¨ıdale a` une seul objet, il existe une unique morphisme line´aire
jN : N −→ ∆ (3.5)
envoyant 1 sur 1. Ensuite, chaque k-module A : N −→ k-Mod (vu comme un mode`le de
la the´orie triviale N) est transporte´ par l’extension de Kan a` gauche le long de jN vers le
foncteur de´fini par la formule ge´ne´rale tire´e de [ML71] et mentionne´e plus haut :
LanjNA : p 7→
⊕
n∈N
∆(n, p)⊗A⊗n
ou` le k-module ∆(n, p) ⊗ A⊗n de´note la somme directe d’autant de copies du k-module
A⊗n qu’il y a d’e´le´ments dans le ensemble ∆(n, p). Il se trouve si on y regarde de plus
pre`s que le foncteur LanjNA est mono¨ıdal, et de´finit donc un ∆-mode`le qui co¨ıncide avec
l’alge`bre tensorielle TA ge´ne´re´e par un objet A de la cate´gorie k-Mod. Remarquons que
la mono¨ıdalite´ du foncteur LanjNA se rame`ne essentiellement a` l’isomorphisme
LanjNA(p+ q) ∼= LanjNA(p)⊗ LanjNA(q)
pour toute paire d’entiers naturels p et q. L’isomorphisme lui-meˆme provient de la bijection
∆(n, p+ q) ∼=
n∐
k=0
∆(k, p)×∆(n− k, q)
qui exprime que toute fonction monotone f : [n]→ [p+ q] se de´compose en une paire de
fonctions monotones f1 : [k] → [p] et f2 : [n − k] → [q] pour un certain entier naturel
0 ≤ k ≤ n.
Cette re´ussite avec les k-modules est un peu miraculeuse, et ne doit pas nous duper.
Il semble meˆme que nous rencontrions une se´rieuse difficulte´ : contrairement a` ce qui se
passe avec les the´ories alge´briques, le fait qu’un L1-mode`le A donne lieu a` un extension
de Kan a` gauche le long du foncteur j : L1 −→ L2 ne nous dit pas que le foncteur re´sultant
LanjA est le L2-mode`le libre ge´ne´re´ par A . . . Il y a deux causes a` cette imperfection :
(a) rien n’assure que le foncteur LanjA soit mono¨ıdal et donc de´finisse un L2-mode`le ; (b)
meˆme si le foncteur LanjA se trouve eˆtre mono¨ıdal, rien n’assure que ce soit le bon – le
L2-mode`le libre ge´ne´re´ par le L1-mode`le A le long de f . En effet, l’extension de Kan nous
donne une bijection entre les transformations naturelles LanjA→ B et les transformations
naturelles A→ UjB, pour chaque L2-mode`le B – alors qu’on a besoin d’une bijection entre
les transformations naturelles mono¨ıdales.
Ces imperfections sont trop fondamentales pour qu’elles puissent eˆtre e´vince´es par des
arguments pe´destres. Il est incontournable de raisonner plus conceptuellement et de se
rappeler que la notion d’extension de Kan est avant tout bicate´gorique. Nous pre´senterons
dans un premier temps les notions dont nous avons besoin pour re´aliser notre raisonnement
abstrait avant de de´velopper notre the´orie a` proprement dite. Nous terminerons enfin par
de nombreux exemples, certains provenant directement de l’univers alge´brique d’autres
provenant de l’univers informatique.
3.2 Bicate´gories et pseudoalge`bres enrichies
3.2.1 Cate´gories enrichies
Comme nous ne nous inte´ressons pas aux hypothe`ses minimales sur V pour que les
notions ci-dessous soient de´finies, nous nous plac¸ons tout de suite dans le cas confortable
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d’une cate´gorie mono¨ıdale syme´trique ferme´e (V,, I) e´tant comple`te et cocomple`te. Pour
une analyse plus fine des cate´gories enrichies, nous renvoyons le lecteur a` l’intarissable
monographie de Max Kelly [Kel82].
De´finition 3.2 (cate´gorie enrichie)
Soit (V,, I) une cate´gorie mono¨ıdale. Une cate´gorie enrichie sur V (V-cate´gorie) C est
constitue´e :
– d’une classe C0 dont les e´le´ments sont appele´s objets ;
– d’un objet C1(A,B) de V pour chaque paire d’objets A et B appele´ le V-espace
entre A et B (ou aussi le Hom-objet) ;
– d’une ope´ration ◦ : C1(B,C) C1(A,B)→ C1(A,C) appele´ composition ;
– d’un morphisme idA : I → C1(A,A) pour tout objet A, appele´ identite´ ;
qui satisfont les axiomes suivants :
– ◦ est associative : le diagramme
(C1(C,D) C1(B,C)) C1(A,B) a //
◦C1(A,B)

C1(C,D) (C1(B,C) C1(A,B))
C1(C,D)◦

C1(C,D) C1(A,C)
◦ ((PPP
PPP
PPP
PPP
C1(B,D) C1(A,B)
◦vvnnnn
nnn
nnn
nn
C1(A,D)
(3.6)
commute ;
– idA est le neutre de la composition ◦ : le diagramme
I  C1(A,B)
idBC1(A,B)

λ
((RR
RRR
RRR
RRR
RR
C1(A,B) I
C1(A,B)idA

ρ
vvlll
lll
lll
lll
l
C1(B,B) C1(A,B) ◦ // C1(A,B) C1(A,B) C1(A,A)◦oo
(3.7)
commute.
Toute V-cate´gorie posse`de une (Ens-)cate´gorie sous-jacente obtenue en appliquant le
« changement de base » V(I,−) : V → Ens. Cette ope´ration permet de re´ve´ler le Ens-
espace a` partir du V-espace.
De´finition 3.3 (foncteur enrichi)
Un foncteur enrichi sur V (V-foncteur) F : C → D entre deux V-cate´gories C et D est la
donne´e :
– d’une fonction F : C0 → D0 qui a` tout objet A de C associe un objet FA de D ;
– d’une fonction FA,B : C1(A,B) → D1(FA,FB) (souvent simplement note´e F )
reliant les V-espaces de C aux V-espaces de D ;
qui satisfont les axiomes suivants :
– pre´servation de la composition : pour tous objets A, B et C, on a
C1(B,C) C1(A,B) ◦ //
FF

C1(A,C)
F

D1(FB,FC)D1(FA,FB) ◦ // D1(FA,FB)
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– pre´servation des identite´s : pour tout objet A de C, on a
I
idA //
idB ))RRR
RRR
RRR
RRR
RRR
RR C1(A,A)
F

D1(FA,FA)
Un foncteur F est dit plein (resp. fide`le) lorsque la fonction FA,B est injective (resp.
surjective) pour toute paire d’objets A et B de C. Lorsqu’il est les deux a` la fois, on dit
qu’il est pleinement fide`le
De´finition 3.4 (transformation naturelle enrichie)
Soit deux V-cate´gories C et D et deux V-foncteurs F : C → D et G : C → D, une
transformation naturelle enrichie sur V (V-transformation naturelle) θ : F → G entre
les V-foncteurs F et G est une famille θA : I → D1(FA,GA) de morphismes de V, indexe´e
sur les objets A de C, telle que pour tous objets A et B et tout morphisme f : A → B
de C le diagramme
I  C1(A,B)θBF// D1(FB,GB)D1(FA,FB)
◦
((QQ
QQQ
QQQ
QQQ
QQQ
QQ
C1(A,B)
λ−1
<<yyyyyyyyyyy
ρ−1
""E
EE
EE
EE
EE
EE
D1(GB,GB)
C1(A,B) I
GθA// D1(GA,GB)D1(FA,GA)
◦
66mmmmmmmmmmmmmmmm
commute dans V.
Comme c’est le cas pour les cate´gories ordinaires, on peut de´finir la 2-cate´gorie V-Cat2
des V-cate´gories, V-foncteurs et V-transformations naturelles. Bien suˆr, lorsque V = Ens,
on retrouve exactement la 2-cate´gorie des cate´gories.
Comme nous avons suppose´ que V e´tait syme´trique, on peut de´finir un produit tensoriel
sur les V-cate´gories qui fait de la cate´gorie des V-cate´gories et V-foncteurs la cate´gorie
mono¨ıdale syme´trique V-Cat . L’e´le´ment neutre est donne´ par la V-cate´gorie a` un objet
? et un espace I, on note abusivement cette V-cate´gorie encore I. Le produit tensoriel de
deux V-cate´gories C et D est donne´ par
– (C ⊗ D)0 = C0 ×D0 ;
– (C ⊗ D)1((A,B), (A′, B′)) = C1(A,A′)D1(B,B′).
On peut de´finir la V-cate´gorie duale Cop pour toute V-cate´gorie C qui a les meˆmes objets
que C mais dont les fle`ches sont inverse´es
Cop1 (A,B) = C1(B,A).
A` nouveau, la syme´trie de V nous permet de de´finir les lois de Cop a` partir des lois de C.
En nous inspirant du travail de Max Kelly et Ross Street [KS72], nous voulons de´finir
une notion de pseudomonade et de bicate´gorie enrichie des alge`bres relaˆche´es associe´es, le
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tout dans un cadre bicate´gorique. Avant de commencer a` de´finir ce qu’est une bicate´gorie
enrichie, regardons le cas plus simple des 2-cate´gories enrichies. On peut voir c¸a comme
une 2-cate´gorie au sens de la Section 1.2 mais ou` l’ensemble de 2-cellules entre deux 1-
cellules a e´te´ replace´ par un objet de V. E´tant donne´es deux 1-cellules f, g : A → B de
la 2-cate´gorie enrichie, on note [A,B](f, g) le V-espace entre elles. Plus formellement, on
peut utiliser la de´finition usuelle d’une 2-cate´gorie comme une cate´gorie enrichie sur Cat
pour donner une de´finition concise d’une 2-cate´gorie enrichie.
De´finition 3.5 (2-cate´gorie enrichie)
Une 2-cate´gorie enrichie sur V est une cate´gorie enrichie sur la cate´gorie mono¨ıdale
syme´trique V-Cat.
Lorsque la cate´gorie C est petite (au sens ou` sa collection d’objets C0 est un ensemble),
l’ensemble des V-transformations naturelles [C,D](F,G) entre deux V-foncteurs F,G :
C → D peut eˆtre e´tendu a` l’objet de V
[C,D](F,G) =
∫
C∈C
D1(FC,GC)
Graˆce a` cette construction, on peut de´finir la 2-cate´gorie enrichie V-Cat2 dont les 0-cellules
sont les V-cate´gories, les 1-cellules sont les V-foncteurs et le V-espace des 2-cellules est
donne´ par les V-transformations naturelles.
On suppose a` partir de maintenant que [C,D](F,G) existe a` chaque fois qu’on en
aura besoin. Cela n’engendre pas de restriction car Max Kelly a montre´ que l’on peut
toujours « e´largir l’univers » afin que l’objet [C,D](F,G) existe toujours – voir la section
2.6 de [Kel82]. Cet e´largissement consiste a` de´finir une cate´gorie mono¨ıdale V ⊆ V ′ par
comple´tion afin de re´cupe´rer tous les objets [C,D](F,G).
Le proble`me d’inade´quation des limites canoniques Voir V-Cat2 comme une 2-
cate´gorie enrichie est important de`s que l’on s’inte´resse aux limites indexe´es et aux exten-
sions de Kan. En effet, ces deux notions font un usage intensif de la possibilite´ d’exprimer
un isomorphisme entre un espace de fle`ches dans C entre deux objets C1(C,C ′) et un
espace de V-transformations naturelles dans V-Cat2 entre deux V-foncteurs [C,D](F,G).
Bien que cet isomorphisme induise un isomorphisme entre les ensembles sous-jacents, il
est assez rare que la re´ciproque soit vraie – a` moins que la cate´gorie V soit conservative
au sens ou` elle refle`te les isomorphismes. Plus ge´ne´ralement, une limite indexe´e dans une
V-cate´gorie ne peut pas toujours eˆtre exprime´e par un coˆne canonique. Ce phe´nome`ne est
parfois re´sume´ par la phrase « les diagrammes ne disent pas tout ».
Apre`s ces quelques avertissements, nous pouvons maintenant de´crire la notion de limite
indexe´e dans un cadre enrichi.
De´finition 3.6 (limite indexe´e)
Soit F : K → V un V-foncteur – vu comme un type d’index – et G : K → C un V-foncteur
– vu comme un diagramme dans C de type F . On de´finit lorsqu’elle existe la limite de
G indexe´e par F , note´e {F,G} , comme l’objet de C ve´rifiant
C(C, {F,G}) ∼= [K,V](F, C(C,G−)) ∀C ∈ C
De la meˆme manie`re, on de´finit la colimite indexe´e F ? G comme l’objet de C ve´rifiant
C(F ? G,C) ∼= [K,V](F, C(G−, C)) ∀C ∈ C
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Remarquons que la ge´ne´ralisation de la notion de limite et de colimite permet de
de´finir les fins et les cofins.
De´finition 3.7 (fin et cofin)
La fin et la cofin d’un V-foncteur G : Cop ⊗ C → D sont de´finies respectivement par la
limite et la colimite indexe´es suivantes∫
A
G(A,A) = {C1(−,−), G}
∫ A
G(A,A) = C1(−,−) ? G
Cela permet aussi de de´finir de manie`re concise la notion de tenseur et de cotenseur.
De´finition 3.8 (tenseur et cotenseur)
E´tant donne´s deux objets X de V et C de C, on de´finit les scalaires associe´s X˜ : I → V,
X˜op : I → Vop et C˜ : I → C. Ces fle`ches permettent de de´finir le tenseur et le cotenseur
de C par X respectivement par la colimite et la limite indexe´es suivantes
X ⊗ C ∼= X˜op ? C˜ et X t C ∼= {X˜, C˜}.
Nous voyons donc qu’il faut eˆtre tre`s attentif lorsqu’on e´tend les notions classiques
de limite et de colimite au cadre enrichi. On peut donc penser que la ge´ne´ralisation des
notions cate´goriques au cadre enrichi est assez fastidieuse. Heureusement, la plupart des
notions cate´goriques dont nous avons besoin – comme celle de pseudomonade ou d’al-
ge`bre relaˆche´e– sont purement alge´briques et peuvent donc eˆtre e´tendues au cadre enrichi
directement sans avoir a` en modifier les de´finitions.
De´finitions alge´briques et enrichissement Nous appelons de´finition alge´brique une
de´finition dans laquelle on demande l’existence de certains morphismes satisfaisant des
e´galite´s mais dans laquelle on ne demande pas de choses non structurelles comme l’unicite´
ou l’universalite´ d’une construction. Dans ce cas, le passage au cadre enrichi se fait sans
heurt. Ou bien la notion que l’on de´finit est un morphisme de la forme I → C auquel cas on
passe au cadre enrichi sans changer un mot – la seule diffe´rence re´side dans l’interpre´tation
des diagrammes de´crivant les e´galite´s demande´es. Ou bien la notion de´finit un objet de V
auquel cas l’objet que l’on de´finit doit eˆtre donne´ par un e´galiseur. Pour ce deuxie`me cas,
nous reportons le lecteur a` la de´finition d’une 2-cellule alge´brique de la Section 3.2.3.
Par exemple, la de´finition d’un V-foncteur n’est rien d’autre que la de´finition d’un
foncteur ou` la notion de Hom-set a e´te´ remplace´e par la notion de V-espace. C’est simple-
ment parce que les V-foncteurs forment un ensemble et non un objet de V. En revanche,
les V-transformations naturelles forment les 2-cellules de V-Cat2 et doivent donc eˆtre
de´finies par des e´galiseurs. Nous avons donne´ plus haut une de´finition par fin mais Max
Kelly [Kel82] a montre´ que cette fin peut eˆtre vue comme l’e´galiseur suivant
∫
A∈AG(A,A) //
∏
A∈AG(A,A) ////
∏
A,B∈A[A(A,B), G(A,B)]
Nous allons maintenant utiliser ces remarques pour de´finir les notions enrichies de bica-
te´gories, pseudomonades et alge`bres relaˆche´es.
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3.2.2 Bicate´gories enrichies
Plus tard dans ce chapitre, nous allons conside´rer la notion de distributeurs enrichis.
Comme la composition des deux distributeurs n’est pas strictement associative, nous de-
vons travailler dans une cadre bicate´gorique. Ceci est un affaiblissement de la notion de
2-cate´gorie de´finie a` la Section 1.2 ou` la composition des 1-cellules n’est associative qu’a`
isomorphismes 2-dimensionnels pre`s.
Bien que la de´finition de bicate´gories soit apparue en 1967 au cours du travail de Jean
Be´nabou [Be´67], la litte´rature sur ce sujet est assez clairseme´e. Nous pouvons tout de meˆme
re´fe´rer le lecteur aux travaux re´cents de Steve Lack et Robin Houston [Lac07, Hou07] pour
une e´tude des bicate´gories dans un cadre non enrichi. La situation est encore plus fragile
dans le cadre enrichi ou` l’e´cart entre ce que connaissent les spe´cialistes et ce qui a e´te´ e´crit
est conse´quent. Voila` pourquoi nous prenons le temps ici de poser les de´finitions de base.
De´finition 3.9 (bicate´gorie enrichie)
Une bicate´gorie enrichie sur V (V-bicate´gorie) B est compose´e des donne´es suivantes :
– d’une classe B0 dont les e´le´ments sont appele´s 0-cellules ;
– d’une V-cate´gorie B1(A,B) pour chaque paire de 0-cellules A et B – les objets de
la cate´gorie enrichie deviennent les 1-cellules ou morphismes de la bicate´gorie et
les espaces deviennent les espaces de 2-cellules ;
– d’un V-foncteur idA : I → B1(A,A) pour chaque 0-cellule A appele´ identite´ sur A ;
– d’un V-foncteur ◦ : B1(B,C)  B1(A,B) → B1(A,C) pour chaque triplet A, B et
C de 0-cellules appele´ composition ;
– de trois V-transformations naturelles inversibles a, l et r pour chaque quadruplet
A, B, C et D de 0-cellules.
B1(C,D) B1(A,C)
◦
++VVVV
VVVVV
V
B1(C,D) B1(B,C) B1(A,B)
B1(C,D)◦ 22eeeeeeeeeeeee
◦B1(A,B) ,,YYYYYYYYYYYY
Y
 
 a B1(A,D)
B1(B,D) B1(A,B) ◦
44hhhhhhhhhh
B1(A,B) I B1(A,B)idA // B1(A,B) B1(A,A)
◦
**VVVV
VVVVV
V
B1(A,B)
λ−1 55jjjjjjj
ρ−1 ))
TTTT
TTT
 
 l
 
 r
B1(A,B)
I  B1(A,B)
idBB1(A,B)// B1(B,B) B1(A,B) ◦
44hhhhhhhhhh
satisfaisant les lois de cohe´rence de la Figure 3.1.
Nous avons juge´ plus lisible de pre´senter les lois de cohe´rence sous la forme de dia-
grammes de cordes. L’associativite´ de la composition a, l’identite´ a` gauche l et l’identite´
a` droite r vont maintenant eˆtre repre´sente´es par les diagrammes de cordes
a−→
l−→
r−→
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Cette repre´sentation par diagrammes de cordes nous permet de de´crire les lois de cohe´rence
par des petits « films » de´crivant la de´formation des morphismes structuraux. Par exemple,
le film de gauche de la Figure 3.1 indique que les deux fac¸ons que l’on a de passer d’une
association a` gauche a` une association a` droite sont identiques.
B1(D,E) a
a
a B1(A,B)
=
a
a
B1(B,C) r
a
l  B1(A,B)
= id
Fig. 3.1 – Lois de cohe´rence pour l’associativite´ et l’identite´ dans une V-bicate´gorie
De´finition 3.10 (foncteur relaˆche´ enrichie)
Un morphisme de V-bicate´gorie aussi appele´ foncteur relaˆche´ enrichi sur V (V-foncteur
relaˆche´) F : B −→ C entre deux V-bicate´gories est la donne´e :
– d’une fonction F : B0 → C0 qui associe pour chaque 0-cellule A de la bicate´gorie
B une 0-cellule FA de la bicate´gorie C ;
– d’un V-foncteur F : B1(A,B)→ C1(FA,FB) pour chaque paire de 0-cellules A et
B ;
– de deux V-transformations naturelles F˜2 et F˜0 pour chaque triplet A, B et C de
la bicate´gorie B
B1(B,C) C1(FA,FB) FC1(FA,FB) //
 
 F˜2
C1(FB,FC) C1(FA,FB)
◦

B1(B,C) B1(A,B)
B1(B,C)F OO
◦ ))SSS
SSSS
SSS
C1(FA,FC)
B1(A,C)
F
44jjjjjjjjjjj
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1
idB ##G
GG
GG
GG
idA // 
 F˜0
C1(FA,FA)
B1(A,A)
F
77oooooooo
satisfaisant les axiomes de la Figure 3.2.
Lorsque les deux V-transformations naturelles sont des isomorphismes, on parle de
V-foncteur fort. On repre´sente les deux V-transformations naturelles F˜2 et F˜0 par les
diagrammes de cordes suivants
F
F
F˜2−−→ F F˜0−−→ F
Encore une fois, ils permettent d’exprimer les lois de cohe´rence par les petits films de la
Figure 3.2.
F
F
F
aF
F
F
F
F˜2  B1(FA,FB)
F
F
F˜2
F
=
F
F
F
B1(C,D) F˜2
F
F
F˜2
F
a
F
F
B1(FA,FB) F˜0
F
F
F˜2
F
l
F
= F
lF
F
F
rF
F
F˜0
F
F
F˜2
F
=
F
r
F
Fig. 3.2 – Lois de cohe´rence pour les V-foncteurs relaˆche´s
Remarque 3.11 (monade et foncteur relaˆche´)
A` la Section 1.2.3, nous avons de´fini la notion de monade dans une 2-cate´gorie. Cette
notion peut eˆtre e´tendue a` une bicate´gorie. On s’aperc¸oit alors qu’un foncteur relaˆche´ de
1→ B est la meˆme chose qu’une monade dans B.
De´finition 3.12 (transformation naturelle relaˆche´e enrichie)
Une transformation naturelle relaˆche´e enrichie sur V (V-transformation naturelle relaˆ-
che´e) θ : F → G : B −→ C entre deux V-foncteurs relaˆche´s enrichis est la donne´e :
– d’une famille de morphismes θA : 1→ B1(FA,GA) ;
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– d’une 2-cellule θA,B pour toute paire de 0-cellules A et B de la bicate´gorie B
F
θB
θA,B−−−→ θA
G
satisfaisant les axiomes de la Figure 3.3.
Lorsque les 2-cellules θA,B sont inversibles,on parle de V-transformation naturelle forte.
De´finition 3.13 (modification enrichie)
Une modification enrichie sur V (V-modification) χ : θ → θ′ entre deux V-
transformations naturelles relaˆche´es est constitue´e d’une 2-cellule χA pour chaque 0-
cellule A de B :
θA
χA−−→ θ′A
satisfaisant la proprie´te´ de cohe´rence de´peinte en Figure 3.4.
Nous introduisons maintenant la notion de 1-cellule pseudomonique dont nous aurons
besoin par la suite. Cette notion a e´te´ de´finie dans [CJSV94].
De´finition 3.14 (pseudomonique)
Une 1-cellule f : A → B d’une bicate´gorie enrichie B est dite pseudomonique lorsque le
V-foncteur de postcomposition par f
f ◦ (−) : B1(A′, A) → B1(A′, B)
est pleinement fide`le pour tout objet A′ de B.
3.2.3 Pseudo-monade et alge`bres relaˆche´es
Afin de ne pas trop alourdir le texte, nous n’annoterons pas toujours explicitement
les notations avec la cate´gorie mono¨ıdale sous-jacente V bien que toutes nos de´finitions
soient enrichies. Lorsqu’on e´crit des diagrammes bicate´goriques, il est courant de prendre
la liberte´ d’omettre les isomorphismes structurels provenant de la de´finition meˆme de
bicate´gorie, foncteur relaˆche´ et transformation naturelle relaˆche´e : les conditions de co-
he´rence sont suffisantes pour forcer a` ce qu’il y ait a` chaque fois un choix unique pour
remplir le diagramme. C’est pourquoi nous retenons cette convention ici pour e´viter un
encombrement parasite autour des concepts de pseudomonade et alge`bre relaˆche´e.
De´finition 3.15 (V-pseudomonade)
Une V-pseudomonade sur une V-bicate´gorie B est la donne´e
– d’un V-foncteur relaˆche´ T : B→ B ;
– d’une V-transformation naturelle forte µ : T 2 → T ;
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F
F
θC
a
F
F
θC
θB,C  B1(FA,FB)
F
θB
G
a−1
F
θB
G
B1(GB,GC) θA,B
θA
G
G
a
θA
G
G
G˜2
θA
G
=
F
F
θC
F˜2
F
θC
θA,C
θA
G
θA
l
θA
r
θA
G˜0
θA
G
=
θA
F˜0
F
θA
θA,A
θA
G
Fig. 3.3 – Lois de cohe´rence pour les transformations naturelles
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F
θB
χB  B1(FA,FB)
F
θ′B
θ′A,B
θ′A
G
=
F
θB
θA,B
θA
G
B1(GA,GB) χA
θ′A
G
Fig. 3.4 – Lois de cohe´rence pour les modifications
– d’une V-transformation naturelle forte η : 1→ T ;
– d’une V-modification inversible
T 2
µ
@
@@
@@
@@
@
T 3
Tµ
>>||||||||
µT   B
BB
BB
BB
B
 
 τ T
T 2
µ
??~~~~~~~~
T 2
µ
  A
AA
AA
AA
T
Tη
>>}}}}}}}
ηT   A
AA
AA
AA
 
 λ
 
 ρ
T
T 2
µ
>>}}}}}}}
qui satisfont les deux axiomes de cohe´rence suivant :
T 4
T 2µ //
TµT
  B
BB
BB
BB
µT 2

T 3
Tµ
  B
BB
BB
BB
T 3
Tµ //
µT

 
 Tτ
T 2
µ

T 3
µT   B
BB
BB
BB
 
 τT  
 τ
T 2 µ
// T
=
T 4
∼=
Tµ //
µT 2

T 3
µT

Tµ
  B
BB
BB
BB
T 2
µ

T 3
µT   B
BB
BB
BB
Tµ // T 2
µ
  B
BB
BB
BB
 
 τ
T 2 µ
//
 
 τ
T
T 2
µ
@
@@
@@
@@
@
T 2
TηT //
 
 Tρ
 
 λT
T 3
Tµ
>>||||||||
µT   B
BB
BB
BB
B
 
 τ T
T 2
µ
??~~~~~~~~
= T 2
µ // T
Remarquons que contrairement a` ce qu’on peut trouver dans la litte´rature sur les
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pseudomonades [Mar99, CHP04], nous avons choisi de suivre Nicola Gambino [Gam06]
pour le sens des modifications. Ces choix de direction sont en accord avec la notion plus
classique d’alge`bre relaˆche´e pour une 2-monade [Str74] ; au sens ou` la pseudoalge`bre libre
de´termine´e par une pseudomonade peut eˆtre vue comme une alge`bre relaˆche´e sans inverser
aucune 2-cellule.
De´finition 3.16 (T -alge`bre relaˆche´e)
Une T -alge`bre relaˆche´e pour une V-pseudomonade T est la donne´e
– d’un objet A de B ;
– d’une 1-cellule a : TA→ A ;
– de deux 2-cellules
T 2A
Ta //
µA

 
 α
TA
a

TA a
// A
A
 
 αηA

TA
a // A
qui satisfont aux conditions de cohe´rence suivantes :
T 3A
T 2a //
TµA
##G
GG
GG
GG
G
µTA

T 2A
Ta
""E
EE
EE
EE
E
T 2A
Ta //
µA

 
 Tα
TA
a

T 2A
µA ##G
GG
GG
GG
G
 
 τA  
 α
TA a
// A
=
T 3A
∼=
T 2a //
µTA

T 2A
µA

Ta
##F
FF
FF
FF
F
TA
a

T 2A
µA ##F
FF
FF
FF
F
Ta // TA
a
##F
FF
FF
FF
F
 
 α
TA a
//
 
 α
A
TA
a
  B
BB
BB
BB
B
TA
Tµa //
 
 α
 
 λT
T 2A
Ta
<<xxxxxxxx
µA ""F
FF
FF
FF
F
 
 α A
TA
a
>>||||||||
= TA a // A
TA
ηTA

T 2A
µA ##F
FF
FF
FF
F
 
 ρA
TA a
// A
=
TA
∼=
a //
ηTA

A
ηA

T 2A
µA ##F
FF
FF
FF
F
Ta // TA
a
!!B
BB
BB
BB
 
 α
TA a
//
 
 α
A
Lorsque les 2-cellules α et α sont inversibles, on parle alors d’une pseudoalge`bre ; si les
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2-cellules vont dans les directions oppose´es, on parle alors d’alge`bre corelaˆche´e ; et si les
2-cellules sont des e´galite´s, on parle alors d’alge`bre stricte.
De´finition 3.17 (morphisme relaˆche´)
Un morphisme relaˆche´ entre deux T -alge`bres relaˆche´es (A, a, α, α) et (B, b, β, β) est la
donne´e
– d’une 1-cellule f : A→ B ;
– d’une 2-cellule
TA
Tf //
a

 
 f
TB
b

A
f
// B
qui satisfait les conditions de cohe´rence suivantes :
T 2A
T 2f //
Ta
##F
FF
FF
FF
F
µA

T 2B
Tb
##F
FF
FF
FF
F
TA
Tf //
a

 
 Tf
TB
b

TA
a
##G
GG
GG
GG
G
 
 α  
 f
A
f
// B
=
T 2A
T 2f //
µA

∼=
T 2B
µB

Tb
##F
FF
FF
FF
F
TB
b

TA
a ""D
DD
DD
DD
D
Tf // TB
b
##G
GG
GG
GG
G
 
 β
A
f
//
 
 f
B
A
ηA

A
a @
@@
@@
@@
 
 α
A
f
// B
=
A
f //
ηA

∼=
B
ηB

TA
a !!C
CC
CC
CC
Tf // TB
b
!!C
CC
CC
CC
 
 β
A
f
//
 
 f
B
Lorsque la 2-cellule f est inversible, on parle alors de pseudomorphisme de T -alge`bres.
Si elle va dans la direction oppose´e, on parle alors de morphisme corelaˆche´ ; et si la 2-cellule
est une e´galite´, on parle alors de morphisme strict.
Nous introduisons maintenant la notion de 2-cellule alge´brique qui va nous permettre
d’obtenir une bicate´gorie (enrichie) des T -alge`bres relaˆche´es.
De´finition 3.18 (2-cellule alge´brique)
Une 2-cellule alge´brique entre deux morphismes relaˆche´s de T -alge`bres (f, f) et (g, g) est
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une 2-cellule χ : f ⇒ g satisfaisant la loi de cohe´rence suivante :
TA
a

Tf
**
TB
b

A
f
((
g
66
 
 χ
 
 f
B
=
TA
a

Tf
))
Tg
55
 
 Tχ TB
b

A
g
55
 
 g
B
Ces donne´es de´finissent une bicate´gorie des T -alge`bres relaˆche´es qui co¨ıncide avec
la de´finition habituelle dans le cas V = Ens. Conforme´ment a` la discussion sur l’enri-
chissement des structures alge´briques donne´e plus haut, l’ensemble des 2-cellules alge´-
briques peut eˆtre enrichi sur V. On de´finit l’espace repre´sentant les 2-cellules alge´briques,
note´ [(A, a), (B, b)](f, g), par l’e´galiseur dans V des deux fle`ches λf1 = ( ◦ f) · ( ◦ a) et
λg2 = (g ◦ ) · (b ◦ ) · Tf,g :
[(A, a), (B, b)](f, g) // // [A,B](f, g)
( ◦f)·( ◦a) //
(g◦ )·(b◦ )·Tf,g
// [TA,B](b ◦ Tf, g ◦ a)
Nous notons Eqf,g le morphisme associe´ a` cette e´galiseur. Comme nous nous sommes
donne´ une cate´gorie V cocomple`te, l’e´galiseur [(A, a), (B, b)](f, g) existe pour tous (f, f)
et (g, g). Nous affirmons qu’il de´finit le V-espace d’une V-cate´gorie [(A, a), (B, b)] dont
les objets sont les morphismes relaˆche´s de T -alge`bres relaˆche´es. Dans le cas non enrichi,
le fait que cela de´finisse une cate´gorie est assez triviale car il suffit de remarquer que la
compose´e de deux 2-cellules alge´briques est encore une 2-cellule alge´brique en appliquant
successivement les deux lois de cohe´rence des 2-cellules alge´briques. Dans le cas enrichi
en revanche, on ne posse`de pas de description directe de l’e´galiseur. On doit donc de´finir
la composition de deux 2-cellules alge´briques a` l’aide de l’universalite´ de la construction
d’e´galiseur. En effet, la composition dans la V-cate´gorie [(A, a), (B, b)] est de´termine´e de
fac¸on unique par le fait que
• · (Eqf,g ⊗ Eqg,h)
e´galise les deux fle`ches λf1 et λ
h
2 . Pour voir cela, de´crivons dans un premier temps la
situation de manie`re ge´ome´trique. Les quatre fle`ches λf1 , λ
g
2, λ
g
1 et λ
h
2 donnent lieu a`
quatre fac¸ons de de´former l’espace [(A, a), (B, b)](f, g)⊗ [(A, a), (B, b)](g, h) vers l’espace
[TA,B](b ◦ Tf, h ◦ a) comme le montre la Figure 3.5.
Il suffit maintenant de remarquer que la fle`che (Eqf,g ⊗ Eqg,h) e´galise c’est quatre
fle`ches et que
1 //
4
// = • //
λf1 //
λh2
// .
Plus formellement, la situation est entie`rement de´crite alge´briquement par l’ensemble
d’e´quations suivant :
(λf1 ⊗ ( ◦ a)) · (Eqf,g ⊗ Eqg,h) = (λg2 ⊗ ( ◦ a)) · (Eqf,g ⊗ Eqg,h)
(((b ◦ ) · Tf,g)⊗ λg1) · (Eqf,g ⊗ Eqg,h) = (((b ◦ ) · Tf,g)⊗ λh2) · (Eqf,g ⊗ Eqg,h)
λg2 ⊗ ( ◦ a) = ((b ◦ ) · Tf,g)⊗ λg1
• · (λf1 ⊗ ( ◦ a)) = λf1 · •
• · (((b ◦ ) · Tf,g)⊗ λh2) = λh2 · •
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Fig. 3.5 – Les quatre fac¸ons de de´former l’espace [(A, a), (B, b)](f, g)⊗ [(A, a), (B, b)](g, h)
vers l’espace [TA,B](b◦Tf, h◦a). Le trait e´pais symbolise la composition des deux espaces
faite par •.
De la meˆme manie`re, on peut de´finir les identite´s de la V-cate´gorie [(A, a), (B, b)] en
remarquant que idf fait commuter les fle`ches λ
f
1 et λ
f
2 . Ainsi, les identite´s de [(A, a), (B, b)]
sont les identite´s de [A,B]. De manie`re plus formelle, on remarque que les proprie´te´s de
l’identite´ permettent de tirer les e´quations suivantes :
( ◦ a) · idf = idf◦a
(b ◦ ) · Tf,g · idf = idb◦Tf
( ◦ f) · idf◦a = f
(f ◦ ) · idb◦Tf = f
Les lois d’associativite´ et de l’unite´ d’une V-cate´gorie sont satisfaites par [(A, a), (B, b)]
car elles le sont par [A,B] et λ est donne´ par un e´galiseur. Cela finit de montrer notre
affirmation que l’on peut donner une structure de V-cate´gorie a` [(A, a), (B, b)]. Mais nous
voulons aller un peu plus loin en montrant que cette V-cate´gorie de´finit un V-espace de
la V-bicate´gorie des alge`bres relaˆche´es d’une V-pseudomonade T .
La V-foncteur de composition entre [(A, a), (B, b)] et [(B, b), (C, c)] est de´fini par la
composition e´vidente sur les objets (qui sont des morphismes relaˆche´s d’alge`bres relaˆche´es).
Au niveau des fle`ches, la composition est donne´e par l’unique fle`che de´termine´e par le fait
que ◦ · (Eqf ′,g′ ⊗Eqf,g) e´galise les deux fle`ches λf
′◦f
1 et λ
g′◦g
2 . A` nouveau, la situation est
entie`rement de´crite par les e´quations suivantes :
• · (((g′ ◦ ) · λg2)⊗ (( ◦ Tf) · λg
′
2 ))) = λ
g′◦g
2
• · (((g′ ◦ ) · λf1)⊗ (( ◦ Tf) · λf
′
1 ))) = λ
f ′◦f
1
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Mais la situation peut eˆtre plus facilement appre´hende´e par la description ge´ome´trique de
la Figure 3.6.
Fig. 3.6 – Une description ge´ome´trique de l’e´quation • · (((g′ ◦ ) ·λg2)⊗ (( ◦Tf) ·λg
′
2 ))) =
λg
′◦g
2 .
Proposition 3.19 Soit T une V-pseudomonade. Les V-alge`bres relaˆche´es sur T , mor-
phismes relaˆche´s et 2-cellules alge´briques de´finissent une V-bicate´gorie Lax-T-Alg .
Si on se restreint aux alge`bres fortes, morphismes forts et 2-cellules alge´briques, on
obtient une autre V-bicate´gorie note´e Ps-T-Alg .
3.3 E´quipements en distributeurs
Comme nous l’avons vu en introduction, nous voulons calculer des alge`bres enrichies
libres par extension de Kan le long d’un V-foncteur. La the´orie des distributeurs intro-
duite par Jean Be´nabou [Be´73] dans les anne´es 70 nous permet de nous plonger dans un
cadre ou` tout V-foncteur admet un adjoint a` droite. Or les extensions de Kan a` gauche
se calculent tre`s facilement lorsque le morphisme sur lequel on les calcule se trouve eˆtre
un adjoint a` gauche. Nous pre´sentons aussi la notion d’e´quipement en distributeurs intro-
duite par Richard Wood [Woo82, Woo85] qui permet de donner un cadre abstrait a` notre
construction.
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3.3.1 Adjonctions dans une bicate´gorie
Nous donnons ici la notion d’adjonction dans une bicate´gorie enrichie. Comme cette
notion est purement alge´brique, la de´finition est essentiellement la meˆme qu’a` la Sec-
tion 1.2.2. On utilise ici la remarque introduite a` la Section 3.2.1 sur la transcription au
cadre enrichi des notions alge´briques.
De´finition 3.20 (adjonction dans une bicate´gorie enrichie)
Une adjonction f∗ a f∗ : η → ε entre deux 1-cellules f∗ : A → B et f∗ : B → A d’une
bicate´gorie enrichie B est la donne´e :
– d’un morphisme η : I → C1(idA, f∗ ◦ f∗) appele´ unite´ ;
– d’un morphisme ε : I → C1(f∗ ◦ f∗, idB) appele´ counite´ ;
satisfaisant les e´galite´s triangulaires (aussi appele´es « identite´s de zigzag »)
A
f∗ @
@@
@@
@@
@
 
 η
A
B
f∗
??~~~~~~~~
 
 ε
B
f∗
??~~~~~~~~
=
A A
B
f∗
??~~~~~~~~
 
 id
B
f∗
??~~~~~~~~
(3.8)
A
f∗ @
@@
@@
@@
@
 
 η
B
f∗
  @
@@
@@
@@
@
B
f∗
>>~~~~~~~~
 
 ε
B
=
A
f∗ @
@@
@@
@@
@ A
f∗
@
@@
@@
@@
@
 
 id
B B
(3.9)
Comme la de´finition d’une adjonction dans une bicate´gorie enrichie e´pouse parfaite-
ment la de´finition classique dans une 2-cate´gorie, la Proposition 1.17 et son Corollaire
1.18 sont toujours valides.
3.3.2 Extension de Kan
Nous allons maintenant de´finir la notion d’extension de Kan (faible) dans une bica-
te´gorie enrichie en nous inspirant du travail de Ross Street pour le cadre bicate´gorique
[Str74], et du travail de Max Kelly pour le cadre enrichi [Kel82]. Remarquons que Kelly
insiste sur le fait qu’il soit pre´fe´rable d’utiliser une de´finition plus forte d’extension de
Kan base´e sur la notion de limites indexe´es que certains appellent point a` point. Comme
nous utilisons les extensions de Kan pour calculer des alge`bres libres, la notion qui nous
inte´resse ici est la premie`re, car elle est plus structurelle.
De´finition 3.21 (extension de Kan)
Soit B une bicate´gorie enrichie et j : A → B et f : A → C deux 1-cellules. Lorsqu’elle
existe, l’extension de Kan a` droite de f le long de j, note´e RanJF , est la 1-cellule
satisfaisant
B1(s,Ranjf) ∼= B1(s ◦ j, f) ∀s : B → C
De la meˆme manie`re, on de´finit l’extension de Kan a` gauche, note´e LanJF , comme
e´tant la 1-cellule satisfaisant
B1(Lanjf, s) ∼= B1(f, s ◦ j) ∀s : B → C
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Lorsque l’extension de Kan a` gauche le long d’une 1-cellule j existe pour tout f , alors
Lanj de´finit un V-foncteur adjoint a` gauche au V-foncteur de composition a` gauche par j
Lanj a − ◦ j : B1(A,C)→ B1(B,C)
Lorsque B a tous les tenseurs (resp. cotenseurs), l’extension a` gauche (resp. droite) peut
eˆtre calcule´e par la cofin (resp. fin) suivante
Lanjf ∼=
∫ aB(ja,−)⊗ fa
Ranjf ∼=
∫
aB(−, ja) t fa
(3.10)
Mais lorsque j a` un adjoint a` droite, l’extension de Kan a` gauche peut eˆtre calcule´e
directement avec l’adjoint a` droite.
Proposition 3.22 Soit j∗ a j∗ : A→ B une adjonction dans une bicate´gorie enrichie B.
Pour toute 1-cellule f : A → C, l’extension de Kan a` gauche Lanjf existe et est de´finie
par
Lanj∗f = f ◦ j∗.
De plus, cette construction est fonctorielle au sens ou` elle de´finit un V-foncteur
Lanj∗ : B1(A,C)→ B1(B,C).
De´monstration : En utilisant le Corollaire 1.18, on a pour tout g : B → C
C
____ +3
B
g
]];;;;;;;;@AGLanj∗f
<<zzzzzzz
def=
C
A
f
AA
____ +3
B
g
]];;;;;;;;
j∗
oo
∼=
C
A
j∗
//
f
AA
____ +3
B
g
]];;;;;;;;
3.3.3 Distributeurs enrichis
Nous pre´sentons ici la notion de distributeurs introduite par Jean Be´nabou [Be´73,
Be´00] puis remanie´e dans le langage des cate´gories enrichies par l’e´cole de Sydney, autour
de Max Kelly et de Ross Street. Plus pre´cise´ment, Ross Street [Str80] a montre´ que
la notion de distributeur enrichi peut se de´finir uniquement lorsque la cate´gorie V est
comple`te, cocomple`te, et les V-foncteurs −X et X − pre´servent les colimites. Cette
construction utilise la notion de fibrations dans une bicate´gorie et sort donc du cadre
de notre e´tude. Comme nous avons plus d’hypothe`ses sur le cate´gorie V, nous pouvons
donner ici une construction plus basique qui repose sur l’existence d’un dual et d’un
produit tensoriel dans la cate´gorie V-Cat ainsi que sur le calcul des cofins.
De´finition 3.23 (distributeur enrichi)
Un distributeur enrichi (V-distributeur) f : C→p D entre deux V-cate´gories C et D est un
V-foncteur
f : C ⊗ Dop → V.
Une V-transformation naturelle entre deux distributeurs est une V-transformation natu-
relle entre les V-foncteurs sous-jacents.
La composition de deux V-distributeurs f : C→p D et g : D→p E est donne´e par la cofin
g ◦ f(c, e) =
∫ d∈D
f(c, d) g(d, e).
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Comme la composition est obtenue de manie`re universelle, elle n’est pas strictement
associative. On obtient une bicate´gorie enrichie V-Dist des V-cate´gories, V-distributeurs
et V-transformations naturelles.
Il y a au moins deux fac¸ons de voir un V-distributeur :
– comme un V-foncteur ge´ne´ralise´ ;
– comme un V-module a` plusieurs objets.
Suivant les points de vue, un distributeur est appele´ un profoncteur, ou un module. Nous
adoptons ici la terminologie de Jean Be´nabou, qui avait en teˆte une analogie entre les
distributeurs et les distributions en analyse fonctionnelle.
Nous avons donne´ plus haut a` travers l’E´quation (3.10) la formule classique qui permet
de calculer une extension de Kan a` gauche d’un V-foncteur f le long d’une V-foncteur
j dans la plupart des situations inte´ressantes. Cette formule apparaˆıt par exemple au
Chapitre 10 de la monographie de Saunders Mac Lane [ML71].
Le fait que la the´orie des distributeurs explique cette formule d’un point de vue concep-
tuel fait partie du folklore des the´oriciens des cate´gories. L’ide´e principale de cette recons-
truction est que chaque V-foncteur
j : C → D
induit une paire de V-distributeurs adjoints j∗ a j∗.
De´finition 3.24
Soit j : C → D un V-foncteur. On peut de´finir deux V-distributeurs j∗ : C→p D et
j∗ : D→p C par
j∗(c, d) = D(d, jc) j∗(c, d) = D(jc, d)
Ces deux V-distributeurs forment une adjonction
j∗ a j∗ : C → D
L’extension de Kan a` gauche du V-foncteur
f : C → E
le long du V-foncteur j est alors calculer en « composant » les deux distributeurs f∗ : D→p C
et g∗ : C→p E , puis en « prenant le repre´sentant » du distributeur re´sultant – c’est a` dire
en calculant le V-foncteur Lanjf : D → E satisfaisant
Dist(f∗ ◦ j∗, g∗) ∼= Cat(Lanjf, g)
pour tout V-foncteur g : D → E . La terminologie « repre´sentant » vient de la situation
classique d’un objet repre´sentant un foncteur comme le de´crivent Michael Barr et Charles
Wells [BW85].
Comme nous voulons extraire les ingre´dients minimaux dont nous avons besoin pour
construire les alge`bres libres, nous pre´sentons maintenant la notion d’e´quipement en dis-
tributeurs qui donne un cadre abstrait au traitement du lien entre V-foncteurs et V-
distributeurs. Une approche axiomatique pre´serve les ingre´dients de la construction tout
en e´vitant la complicite´ des de´tails.
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3.3.4 E´quipement en distributeur
La notion d’e´quipement en distributeurs est une formalisation introduite par Richard
Wood (dans la cadre non enrichie) [Woo82, Woo85] de l’homomorphisme de bicate´gories
entre Cat2 et Dist . On utilise ici les notations originelles de Wood K et M pour les
deux bicate´gories enrichies en question.
De´finition 3.25 (e´quipement en distributeurs)
Un e´quipement en distributeurs est un morphisme de V-bicate´gories
(−)∗ : K → M
qui satisfaisait les trois axiomes :
1. les objets de M sont ceux de K et (−)∗ est l’identite´ sur les objets ;
2. (−)∗ est localement pleinement fide`le, i.e.
K(f, g) ∼=M(f∗, g∗);
3. pour toute 1-cellule f de K, f∗ a un adjoint a` droite f∗.
Exemple 3.26
Mentionnons quelques exemples d’e´quipement en distributeurs :
– K = V-Cat et M = V-Dist dont nous avons parle´ en Section 3.3.3 ;
– K = MapB et M = B pour toute bicate´gorie enrichie B, ou` MapB est la sous
bicate´gorie pleine de B restreinte aux morphismes qui ont des adjoints a` droite.
(−)∗ est alors simplement le morphisme d’inclusion ;
– K = Ens et M = Rel ou` (−)∗ envoie toute fonction f : A→ B vers son graphe f∗
af∗b ssi fa = b.
Dans l’e´quipement Cat2 → Dist, le fait qu’un foncteur f : C → D ve´rifie l’assertion
« f∗ est un re´tracte de f∗ » indique que
B(fc, fc′) ∼= A(c, c′)
c’est a` dire que f est pleinement fide`le. Cette proprie´te´ devient une de´finition ici.
De´finition 3.27 (pleinement fide`le)
On dit qu’un morphisme f : A→ B de K est pleinement fide`le lorsque f∗ est un re´tracte
de f∗.
La notion de repre´sentabilite´ dans un e´quipement en distributeurs vient de la notion
correspondante pour un foncteur. Usuellement, e´tant donne´ un foncteur R : D → C, on
dit d’un objet Lc qu’il repre´sente le foncteur C(c,R(−)) de`s que
C(c,R(−)) ∼= D(Lc,−)
Il est bien connu que lorsque le foncteur C(c,R(−)) est repre´sentable pour tout objet c de
C, le foncteur R a un adjoint a` gauche [BW85]. Nous nous inspirons de cette notion pour
de´finir la notion de repre´sentation dans un e´quipement en distributeurs.
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De´finition 3.28 (repre´sentant)
Un morphisme g : B → C de K est un repre´sentant d’un morphisme f : B → C de M
lorsqu’il y a une bijection
M(f, h∗) ∼= K(g, h)
pour tout h : B → C dans K.
La notion de repre´sentant permet de trouver le morphisme de K le « plus proche » d’un
morphisme de M. L’ide´e est alors de calculer une extension de Kan dans K en passant
par M via l’e´quipement, puis de la ramener a` K en prenant le repre´sentant.
Nous donnons maintenant une recette pour calculer les repre´sentants. Pour cela, nous
allons introduire le concept de situation de Yoneda dans un e´quipement en distribu-
teurs. Cette situation permet de de´crire abstraitement les morphismes de V-Cat d’une
V-cate´gorie C vers une V-cate´gorie C qui peuvent eˆtre vus comme des restrictions du
plongement de Yoneda de C dans V-Cat1(Cop,V).
De´finition 3.29 (situation de Yoneda)
Un morphisme y : C → C de K est en situation de Yoneda lorsque
– y est pleinement fide`le ;
– y∗ est pseudomonique par rapport a` K, c’est a` dire que le V-foncteur
y∗ ◦ (−)∗ : K1(A,C) → M1(A,C)
est pleinement fide`le pour tout objet A de K.
Cette de´finition abstraite d’une situation de Yoneda permet a` son tour de donner une
notion ge´ne´rale de C-cocomple´tude sur une e´quipement en distributeurs.
De´finition 3.30 (C-cocomple´tude)
Un objet C de K est dit C-cocomplet lorsqu’il existe un morphisme y : C → C en
situation de Yoneda ayant un adjoint a` gauche
colim a y : C → C.
Exemple 3.31 (cate´gorie totale)
Un cas connu de C-cocomple´tude pour l’e´quipement V-Cat2 → V-Dist est obtenu lorsque
C est la V-cate´gorie des pre´faisceaux sur C et y est le plongement de Yoneda. On dit alors
que la V-cate´gorie C est totale. Dans ce cas, la V-cate´gorie est non seulement cocomple`te
pour toutes les petites colimites mais aussi comple`te pour toutes les petites limites [Kel86].
De plus, elle admet certaines limites et colimites de grande taille.
Prenons un morphisme f : B → C dans la V-bicate´gorie M. Supposons que C soit
C-cocomplet pour la situation de Yoneda y : C → C et que f se factorise par y∗ au sens
ou`
B
f−→ C = B f∗−→ C y
∗
−→ C.
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Proposition 3.32 Le morphisme colim ◦f est un repre´sentant de f .
De´monstration : La preuve de´coule de la cascade d’e´quivalences suivante
M(f, g∗) = M(y∗ ◦ f∗, g∗) f = y∗ ◦ f∗∼= M(y∗ ◦ f∗, y∗ ◦ y∗ ◦ g∗) y est pleinement fide`le∼= K(f, y ◦ g) y∗ est pseudomonique par rapport a` K
∼= K(colim ◦f, g) colim est adjoint a` gauche de y
Expliquons un peu la construction dans l’e´quipement (non enrichi) paradigmatique
Cat2 → Dist. Nous utilisons ici le syste`me de factorisation sur Cat par foncteurs finaux
et fibrations discre`tes de´crit a` la Section 1.2.5. Ainsi, tout diagramme f : J → C peut eˆtre
vu comme un pre´faisceau ϕ donne´ par la de´composition
J
f−→ C = J f1−→ Elt(ϕ) f2−→ C
ou` f1 est un foncteur final et f2 est un fibration discre`te. Nous suivons maintenant la notion
introduite par Max Kelly de F-cocomple´tion et conside´rons un cate´gorie C cocomple`te
pour une certaine classe F de cate´gories, appele´es indices, contenant la cate´gorie 1. Cela
veut dire qu’il y a une adjonction
C
colim
!!
⊥ C
y
aa
entre la cate´gorie C des diagrammes dont la base est dans F et la cate´gorie C. Le foncteur
y envoie un objet c de C vers le diagramme constant y : C → (1→ C). D’apre`s le lemme
de Yoneda, on sait que y est pleinement fide`le et que le foncteur y∗ ◦ (−)∗ est e´gale a`
l’identite´. On en de´duit directement que y∗ est pseudomonique par rapport a` Cat2. Ainsi,
le foncteur y est bien en situation de Yoneda.
Nous allons maintenant montrer que la notion de repre´sentation permet de calculer
les extensions de Kan a` gauche dans la V-bicate´gorie K.
Proposition 3.33 Soit f : A→ C et j : A→ B deux morphismes de K. Le repre´sentant
du morphisme f∗ ◦ j∗ (s’il existe) est l’extension de Kan a` gauche de f le long de j dans
K.
De´monstration : D’apre`s la Proposition 3.22, le morphisme f∗ ◦ j∗ est l’extension de Kan a`
gauche de f∗ le long de j∗ dans M. Notons Lanjf son repre´sentant. Pour tout g : B → C
dans K, on a la cascade de bijections suivante
K(Lanjf, g) ∼= M(f∗ ◦ j∗, g∗) Lanjf repre´sente f∗ ◦ j∗∼= M(f∗, g∗ ◦ j∗) f∗ ◦ j∗ extension de Kan dans M∼= M(f∗, (g ◦ j)∗) fonctorialite´ de (−)∗∼= K(f, g ◦ j) (−)∗ est pleinement fide`le
qui e´tablit que Lanjf est bien l’extension de Kan a` gauche de f le long de j dans K.
Pseudomonade sur un e´quipement en distributeurs. Pour de´crire la notion d’al-
ge`bres relaˆche´es dans notre e´quipement, nous avons besoin d’e´tendre la notion de pseu-
domonade a` ce cadre. Nous suivons ici les ide´es sur les lois distributives et en particulier
le travail de Nicola Gambino [Gam06] ou` il de´finit les morphismes entre pseudomonades.
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De´finition 3.34 (pseudomonade sur un e´quipement)
Une V-pseudomonade sur un e´quipement en distributeurs (−)∗ : K →M est la donne´e
– d’une V-pseudomonade TK sur la V-bicate´gorie K ;
– d’une V-pseudomonade TM sur la V-bicate´gorie M ;
– d’une V-transformation naturelle forte h : TM ◦ (−)∗ → (−)∗ ◦ TK note´e
TM (−)∗
(−)∗ TK
faisant de ((−)∗, h) un morphisme de V-pseudomonades de TK vers TM au sens ou`
les e´galite´s suivantes sont satisfaites
TM TM (−)∗
(−)∗ TK
=
TM TM (−)∗
(−)∗ TK
(−)∗
(−)∗ TK
=
(−)∗
(−)∗ TK
Exemple 3.35
L’exemple typique de pseudomonade sur un e´quipement en distributeurs est donne´e par les
pseudomonades qui distribuent avec Yoneda. Ces pseudomonades induisent naturellement
une pseudomonade sur l’e´quipement en distributeurs Cat2 → Dist. Cette situation a
e´te´ e´tudie´e en de´tail par Francisco Marmolejo [Mar99], puis par Eugenia Cheng, Martin
Hyland et John Power [CHP04]. Un travail similaire peut eˆtre fait dans le cadre enrichi
pour donner lieu a` des pseudomonades sur l’e´quipement V-Cat2 → V-Dist.
Toutes les pseudomonades dont nous allons parler plus bas dans le cadre des the´ories
T -alge´briques partagent la proprie´te´ qu’elles distribuent avec Yoneda.
La notion de pseudomonade sur un e´quipement permet d’e´tablir que les deux pseudo-
monades TK et TM sont compatibles avec le transport par (−)∗ au sens suivant.
Proposition 3.36 Le morphisme (−)∗ : K → M se rele`ve en un morphisme (−)T∗ :
Lax-TK-Alg → Lax-TM-Alg (que nous noterons aussi abusivement (−)∗ par la suite)
qui se restreint a` travers l’inclusion des pseudoalge`bres vers les alge`bres relaˆche´es a` un mor-
phisme (−)T∗ : Ps-TK-Alg→ Ps-TM-Alg. Ces morphismes font commuter le diagramme
suivant
Ps-TK-Alg

(−)T∗ // Ps-TM-Alg

Lax-TK-Alg
UK

(−)T∗ // Lax-TM-Alg
UM

K (−)∗ //M
ou` UK et UM sont les morphismes d’oubli usuels.
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De´monstration : Les diagrammes sont assez faciles a` ve´rifier et l’ont tous e´te´ dans le travail
de Nicola Gambino [Gam06].
3.4 Cadre ge´ne´ral
Comme nous l’avons esquisse´ en introduction de ce chapitre, nous voulons calculer des
mode`les libres par extension de Kan sur des the´ories de Lawvere, des PROs, ou encore
des PROPs. Cela nous ame`ne a` de´finir un cadre commun a` toutes ces notions de the´ories
que nous appelons the´ories T -alge´briques. Nous pre´sentons ensuite le cadre abstrait des
e´quipements en distributeurs qui permet de calculer les mode`les libres.
3.4.1 The´ories T -alge´briques
Nous suivons les ide´es de´veloppe´es par William Lawvere dans son travail sur les doc-
trines e´quationnelles [Law67] et formulons la notion de the´orie T -alge´brique pour une
V-pseudomonade T sur la 2-cate´gorie enrichie V-Cat2. Cette notion de´crit de manie`re
ge´ne´rique toutes les sortes de the´ories alge´brique, line´aire, syme´trique ou meˆme tresse´e
– chaque type de the´orie de´crivant une pseudomonade particulie`re T . La seule proprie´te´
dont nous aurons besoin par la suite sur la pseudomonade T est qu’elle s’e´tende a` une
pseudomonade sur l’e´quipement V-Cat2 → V-Dist. Nous ne le supposons pas dans la
de´finition ge´ne´rale mais c’est le cas pour les pseudomonades suivantes car elles distribuent
avec Yoneda.
– the´ories alge´briques = cate´gorie avec produits finis libre ;
– the´ories line´aires = cate´gorie mono¨ıdale libre ;
– the´ories syme´triques = cate´gorie mono¨ıdale syme´trique libre ;
– the´ories tresse´es = cate´gorie mono¨ıdale tresse´e libre ;
– esquisses projectives = cate´gorie avec limites finies libres.
Chacune de ces pseudomonades T induit une 2-cate´gorie enrichie CatT que nous de´finis-
sons de la manie`re suivante.
De´finition 3.37 (the´orie T -alge´brique)
Soit T une pseudomonade sur V-Cat2. On conside`re la 2-cate´gorie enrichie CatT dont les
0-cellules sont les cate´gories T -alge´briques, les 1-cellules sont les foncteurs T -alge´briques
et les 2-cellules sont les transformations naturelles T -alge´briques – ou` nous avons utilise´
le dictionnaire suivant :
– cate´gorie T -alge´brique = pseudoalge`bre de la pseudomonade T ;
– foncteur T -alge´brique = pseudomorphisme de pseudoalge`bres ;
– transformation naturelle T -alge´brique = 2-cellule alge´brique inversible.
Une the´orie T -alge´brique est de´finie comme une cate´gorie T -alge´brique petite – c’est a`
dire dont la classe d’objets est un ensemble.
Remarquons que notre de´finition de the´orie T -alge´brique est assez ge´ne´reuse, et n’es-
saye pas de caracte´riser quelles the´ories alge´briques doivent eˆtre accepte´es ou rejete´es
suivant le rang de la pseudomonade T – contrairement a` l’approche de´veloppe´e par
Max Kelly et John Power dans leur travail e´labore´ sur les the´ories de Lawvere enri-
chies [KP93, Pow99].
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De´finition 3.38 (mode`le d’une the´orie T -alge´brique)
Un mode`le M d’une the´orie T -alge´brique L (L-mode`le) dans une cate´gorie T -alge´brique
C est un foncteur T -alge´brique
A : L → C
On obtient la V-cate´gorie Mode`le(L, C) des L-mode`les et transformations naturelles
T -alge´briques.
On peut maintenant reformuler notre proble`me de calcul de mode`le libre par la ques-
tion suivante :
Quand une extension de Kan a` gauche d’un foncteur T -alge´brique A
le long d’un foncteur T -alge´brique j est-elle une extension de Kan T -alge´brique ?
3.4.2 Notre re´sultat principal
Nous allons maintenant e´tablir le re´sultat principal de ce chapitre au niveau des e´qui-
pements en distributeurs, avant d’expliquer plus en de´tail toutes les hypothe`ses et leurs
instanciations. Dans ce qui suit, nous disons qu’un morphisme f : A→ B est T -alge´brique
pour indiquer que A et B sont des T -pseudoalge`bres et que f est un pseudomorphisme
de pseudoalge`bres. Nous travaillons dore´navant avec une pseudomonade (TK, TM, h) sur
un e´quipement en distributeurs (−)∗ : K → M. Comme on l’a vu a` la Proposition 3.33,
l’extension de Kan a` gauche d’un morphisme TK-alge´brique f : A → C le long d’un
morphisme TK-alge´brique j : A → B dans K s’obtient en pre´composant f∗ avec l’ad-
joint a` droite j∗ puis en prenant le repre´sentant du morphisme re´sultant. Il nous reste
maintenant a` clarifier dans quelle situation l’extension de Kan ainsi obtenue est-elle aussi
TK-alge´brique. Nous annonc¸ons brie`vement les deux ingre´dients de cette construction
l’adjonction
j∗ a j∗
est TK-alge´brique
le morphisme TM-alge´brique
f∗ ◦ j∗ : B→p C
est repre´sente´ par un morphisme TK-alge´brique.
Pour capturer ces deux situations, nous introduisons la terminologie suivante.
De´finition 3.39 (ope´radicite´)
Un morphisme f de la V-bicate´gorie K est dit TK-ope´radique lorsqu’il est TK-alge´brique
et que son adjoint a` droite f∗ dans M est TM-alge´brique.
Comme nous le verrons par la suite, la notion ope´radicite´ est de nature combinatoire.
Elle indique une sorte de proprie´te´ de de´composition en arbres. La seconde proprie´te´ est
de nature alge´brique. Elle donne des contraintes sur les ingre´dients de la recette donne´e
a` la Section 3.3.4 pour que le repre´sentant calcule´ soit aussi alge´brique. Cela revient
essentiellement a` dire que le morphisme colim – qui intuitivement calcule les colimites qui
nous inte´ressent – commute au produit tensoriel.
De´finition 3.40 (cocomple´tude alge´brique)
Un objet C-cocomplet C de la V-bicate´gorie K est dit C-cocomplet T -alge´briquement
lorsque C et C sont des T -pseudoalge`bres et que les morphismes y, y∗ et colim implique´s
dans la de´finition de C-cocomple´tude sont tous des morphismes de T -pseudoalge`bres.
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Graˆce a` ces deux nouvelles notions, nous pouvons maintenant e´noncer et de´montrer le
the´ore`me qui a motive´ tout ce chapitre.
The´ore`me 3.41
Soit j : A→ B un morphisme TK-ope´radique, C un objet C-cocomplet alge´briquement
de la bicate´gorie enrichieK et f : A→ C un morphisme TK-alge´brique. Si le morphisme
f∗ ◦ j∗ se factorise par
B
f∗◦j∗−→ C = B g∗−→ C y
∗
−→ C
pour tout f , alors le foncteur d’oubli
Uf : Ps-TK-Alg(B,C) → Ps-TK-Alg(A,C)
a un adjoint a` gauche calcule´ par extension de Kan a` gauche
Lanj : Ps-TK-Alg(A,C) → Ps-TK-Alg(B,C)
De´monstration : D’apre`s la Proposition 3.22, le morphisme f∗ ◦ j∗ est l’extension de Kan a`
gauche de f∗ le long de j∗ dansM. D’apre`s le Proposition 3.32, le morphisme colim ◦g est
le repre´sentant de f∗ ◦ j∗ dans K. Or d’apre`s la Proposition 3.33, ce repre´sentant est bien
l’extension de Kan a` gauche Lanjf de f le long de j dans K.
Il reste maintenant a` ve´rifier que Lanjf soit bien TK-alge´brique. Comme j est ope´ra-
dique, le morphisme f∗ ◦ j∗ est TM-alge´brique. Mais le morphisme y∗ est pseudomonique
par rapport a` K donc g est TK-alge´brique. Comme colim est TK-alge´brique, on en de´duit
que Lanjf est TK-alge´brique.
La fonctorialite´ de la construction s’obtient en utilisant encore une fois la pseudomo-
nicite´ de y∗.
Pour le cas particulier des the´ories T -alge´briques, on de´duit du The´ore`me 3.41 que le
L2-mode`le libre sur un L1-mode`le A le long d’un morphisme j : L1 → L2 se calcule par la
cofin
LanjA =
∫ m∈L1
L2(fm, n)⊗A(m)
Comme nous avons de´ja` beaucoup discute´ les conclusions de ce the´ore`me, nous allons
directement commenter les deux hypothe`ses d’ope´radicite´ et de comple´tude alge´brique.
3.4.3 Une hypothe`se combinatoire : l’ope´radicite´
Nous avons dit que la notion d’ope´radicite´ e´tait de nature combinatoire. Nous allons
maintenant expliquer cette intuition pour les the´ories T -alge´briques. Dans cette situation,
un morphisme T -alge´brique j : L1 → L2 est T -ope´radique lorsque le morphisme canonique∫ p∈T (L1)
L1(m, [p])⊗ T (L2)(Tj(p), n) −→ L2(jm, [n]) (3.11)
est un isomorphisme dans la cate´gorie V, pour tout objet m de la cate´gorie enrichie L1,
et pour tout objet n de la cate´gorie enrichie T (L2).
Cette de´finition est purement alge´brique mais sa signification est fondamentalement
combinatoire.
Ope´radicite´ = Proprie´te´ de de´composition en arbres.
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Pour comprendre pourquoi, cela vaut la peine d’instancier la de´finition de foncteur ope´ra-
dique dans le cas particulier (non enrichi) des the´ories line´aires – en gardant en teˆte qu’un
objet m de la the´orie line´aire L1 est un entier naturel, et qu’un objet n de la cate´gorie
T (L2) est une suite finie (n1, · · · , nk) d’entiers naturels.
Comme la cate´gorie sous-jacente V est la cate´gorie Ens, le morphisme canonique (3.11)
est ici une fonction dans le domaine est l’ensemble∫ p1∈L1
· · ·
∫ pk∈L1
L1(m, p1 + · · ·+ pk)× L2(p1, n1)× · · · × L2(pk, nk)
des paires (g, h1, · · · , hk) constitue´e d’un morphisme
g : m → p1 + · · ·+ pk
de la the´orie line´aire L1, et d’une famille de k-morphismes
hi : pi → ni (1 ≤ i ≤ k)
de la the´orie line´aire L2. Ces paires sont conside´re´es modulo la plus petite relation d’e´qui-
valence ∼ satisfaisant :
(g, h1 ◦ j(h′1), · · · , hk ◦ j(h′k)) ∼ ((h′1 ⊗ · · · ⊗ h′k) ◦ g, h1, · · · , hk)
a` chaque fois que
h′i : pi → qi (1 ≤ i ≤ k)
est une famille de morphismes dans la the´orie line´aire L1.
Maintenant, une fonction (3.11) transporte toute famille (g, h1, · · · , hk) vers le mor-
phisme
(h1 ⊗ · · · ⊗ hk) ◦ j(g) : m→ p1 + · · ·+ pk → n1 + · · ·+ nk
de la the´orie line´aire L2. Par ope´radique, nous voulons dire que la fonction (3.11) est une
bijection, pour tout entier naturel m et toute se´quence d’entiers naturels (n1, · · · , nk).
Cela doit eˆtre vu comme une proprie´te´ de de´composition en arbres, qui stipule que tout
morphisme
h : m → n1 + · · ·+ nk
de la the´orie line´aire L2 se de´compose de manie`re unique par un morphisme
j(g) : m→ p1 + · · ·+ pk
suivi d’un morphisme
h1 ⊗ · · · ⊗ hk : p1 + · · ·+ pk → n1 + · · ·+ nk,
bien e´videment tout c¸a modulo la relation d’e´quivalence ∼ de´finie ci-dessus.
La terminologie « ope´radique » est justifie´e par le fait que cette proprie´te´ est vraie
pour tout foncteur line´aire j : L1 −→ L2 entre deux ope´rades – c’est a` dire deux the´ories
line´aires L1 et L2 ge´ne´re´es par une the´orie e´quationnelle sur des ope´rations n-aires n→ 1.
Dans ce cas, on peut prendre l’identite´ pour le morphisme g, avec m = p1 + · · · + pk, et
chaque morphisme hi de´crit un « composant » particulier avec ni entre´es du morphisme
h vu comme une « foreˆt » d’ope´rations avec n1 + · · ·+ nk entre´es.
=
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En particulier, le foncteur line´aire N→ ∆ mentionne´ dans (3.5) est ope´radique : cela ex-
plique pourquoi la formule (3.1) pour l’alge`bre tensorielle, obtenue en prenant l’extension
de Kan a` gauche le long de j, calcule effectivement le mono¨ıde libre dans k-Mod, et de´finit
un adjoint a` gauche au foncteur d’oubli U : k-Alg→ k-Mod.
Un autre exemple est donne´ par le foncteur line´aire de la the´orie line´aire des k-alge`bres
vers la the´orie line´aire des alge`bres de Lie. Cet exemple induit la notion de k-alge`bre enve-
loppante. Un exemple moins imme´diat est donne´ par la the´orie syme´trique des comono¨ıdes
vers la the´orie syme´trique des bimono¨ıdes.
Enfin, nous terminerons en donnant un contre-exemple, celui de la the´orie line´aire
triviale N vers celle des bimono¨ıdes. Cela explique l’observation de Jean-Louis Loday
rappele´e dans l’introduction qu’il n’existe pas de k-bige`bre libre en ge´ne´ral.
Cas des the´ories alge´briques et des esquisses projectives. Pour les the´ories alge´-
briques et les esquisses projectives, on sait depuis longtemps que le calcul d’un L2-mode`le
libre sur un L1-mode`le est toujours possible. Il semble donc que l’hypothe`se d’ope´radicite´
soit toujours valide dans ces deux cas. Regardons dans un premier temps ce que cela veut
dire dans le cas carte´sien. Le domaine du morphisme canonique 3.11 s’e´crit alors∫ p1∈L1
· · ·
∫ pk∈L1
L1(m, p1 × · · · × pk)× L2(jp1, n1)× · · · × L2(jpk, nk). (3.12)
On peut utiliser la proprie´te´ d’appariement surjectif (surjective pairing en anglais) pour
en de´duire
L1(m, p1 × · · · × pk) ∼= L1(m, p1)× · · · × L1(m, pk).
Ensuite, en utilisant le lemme de Yoneda, on en de´duit que l’objet 3.12 est isomorphe a`
L2(jm, n1)× · · · × L2(jm, nk)
et on conclut en utilisant une nouvelle fois l’appariement surjectif. Il apparaˆıt qu’on peut
faire un raisonnement plus abstrait qui capture a` la fois le cas carte´sien et le cas esquissable.
Les deux monades associe´es a` ces types de the´ories – la monade des cate´gories carte´sienne
et celle des cate´gories avec limites finies – partagent une meˆme proprie´te´. En effet, dans
ces deux cas, des KZ-doctrines, ce qui indique que la structure T -alge´brique a : TL1 → L1
d’une V-cate´gorie L1 est l’adjoint a` droite de l’unite´ ηL1 de la pseudomonade T . Cela
signifie que l’on a un isomorphisme
L1(m, a(p)) ∼= TL1(ηA(m), p)
On peut donc utiliser cette version abstraite de l’appariement surjectif pour montrer
que la proprie´te´ d’ope´radicite´ est toujours valide :∫ p∈T (L1) L1(m, [p])⊗ T (L2)(Tj(p), n)
∼= ∫ p∈T (L1) TL1(ηL1(m), p)⊗ T (L2)(Tj(p), n) (a ` ηL1)∼= TL2(Tj(ηL1(m))n) (lemme de Yoneda)∼= TL2(ηL2(jm), n) (naturalite´ de η)∼= L2(jm, [n]) (a ` ηL1)
On en de´duit donc un re´sultat bien connu, qui est pour nous un corollaire du The´ore`me
3.41, et qui stipule que le calcul de mode`les libres sur Ens est toujours possible pour les
the´ories de Lawvere et les esquisses projectives.
114 Alge`bre libre d’une T -the´orie enrichie
Corollaire 3.42 Soit j un morphisme alge´brique entre deux the´ories alge´briques ou deux
esquisses projectives L1 et L2. Tout L1-mode`le A induit un L2-mode`le LanjA, et la bijec-
tion (3.3) se spe´cialise en la bijection
Mode`le(L2,Ens)(LanjA,B)
∼=−→ Mode`le(L1,Ens)(A,UjB)
Plus pre´cise´ment, l’extension de Kan a` gauche LanjA de´finit un foncteur adjoint a` gauche
au foncteur d’oubli :
Lanj a Uj : Mode`le(L1,Ens)→ Mode`le(L2,Ens).
3.4.4 Une hypothe`se alge´brique : la comple´tude alge´brique
Une cate´gorie est dite cocomple`te lorsqu’elle a toutes les petites colimites. Lorsque
la cate´gorie est de surcroˆıt mono¨ıdale, on demande en ge´ne´ral que « le tenseur commute
aux colimites ». Tre`s bien. . . Mais qu’est-ce que cela veut dire ? Nous avons clarifie´ ce
concept en le reformulant dans le langage des e´quipements en distributeurs, a` savoir par la
proprie´te´ de comple´tude alge´brique. Regardons ce qu’il signifie dans le cas de l’e´quipement
2-Cat → Dist. Rappelons la situation de´crite a` la Section 3.3.4. On suppose qu’une
cate´gorie C a` toutes les colimites indexe´es par un classe F de cate´gories. Si on reste
informel, on peut e´noncer le slogan suivant
C-cocomple´tude T -alge´brique = les colimites calcule´es sur des diagrammes indexe´s par
un e´le´ment de F commutent avec la structure T -alge´brique.
A` nouveau, regardons plus pre´cise´ment ce qui se passe dans le cas des the´ories line´aires.
La cate´gorie C est C-cocomple`te T -alge´briquement lorsque la classe d’indices F est close
pour le produit de cate´gories et que le foncteur colim est T -alge´brique. E´tant donne´s deux
foncteurs F : I → C et G : J → C et leur pre´faisceau correspondant ϕ et ψ avec I, J ∈ F ,
on peut former le produit tensoriel de Day de ϕ et ψ comme le de´crit la formule de cofin
ϕ⊗ ψ : c 7→
∫ c1c2
C(c, c1 ⊗ c2)× ϕ(c1)× ψ(c2).
Le syste`me de factorisation sur Cat assure que le diagramme correspondant a` ce pre´-
faisceau est le foncteur ⊗ ◦ (F × G) indexe´ par I × J comme le montre le diagramme
suivant
I × J final //
F×G
))TTT
TTTT
TTTT
TTTT
TT Elt(ϕ)× Elt(ψ)
fibration

discre`te
final // Elt(ϕ⊗ ψ)
fibration

discre`te
C × C ⊗ // C
On voit donc dans ce cas la` que si les colimites de F et de G existent et commutent au
tenseur, alors la colimite de ⊗◦ (F ×G) existe et commute au tenseur. Il est donc naturel
de conside´rer la cate´gorie C des pre´faisceaux ayant une colimite qui commute au tenseur.
La seule chose qui reste a` faire dans les cas concrets est de ve´rifier que le distributeur
sur lequel on calcule le repre´sentant pour obtenir l’extension de Kan se factorise bien par
cette cate´gorie.
3.5 Calcul du mono¨ıde libre
Nous allons maintenant appliquer notre the´orie aux cas du calcul du mono¨ıde libre.
Comme nous l’avons indique´ en introduction de ce chapitre, cela revient a` calculer le ∆-
mode`le libre sur un N-mode`le dans le cadre des the´ories line´aires. Les deux the´ories N et
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∆ proviennent d’ope´rades et le morphisme d’inclusion
jN : N → ∆
est e´videmment ope´radique. Tout ce qu’il reste a` faire est de s’assurer que les colimites
que l’on calcule dans la cate´gorie mono¨ıdale C qui nous inte´resse existent et commutent
au tenseur (nous dirons colimite mono¨ıdale par la suite).
3.5.1 Une ve´rification simplifie´e
Soit c un objet d’un cate´gorie mono¨ıdale C et F : N→ C le mode`le associe´. Rappelons
que Fn vaut c⊗n pour tout n de N. Il faut ve´rifier que le distributeur F∗ ◦ j∗N se factorise
par la cate´gorie C des pre´faisceaux ayant une colimite mono¨ıdale. A` premie`re vue, on doit
regarder si le pre´faisceau
F∗ ◦ j∗N(−, n) =
∫ k∈N
∆(Jk, n)× C(−, c⊗k)
a une colimite mono¨ıdale, et ce pour tout n ∈ ∆. Comme le distributeur F∗ ◦ j∗N est
mono¨ıdal fort, il suffit d’e´tudier le cas n = 1 car ensuite l’isomorphisme
F∗ ◦ j∗N(−, n) ∼= F∗ ◦ j∗N(−, 1)⊗n
nous assure que les autres pre´faisceaux ont aussi une colimite mono¨ıdale. Mais l’objet 1
est terminal dans la cate´gorie ∆, donc l’expression du pre´faisceau F∗ ◦j∗N(−, 1) se simplifie
drastiquement en
F∗ ◦ j∗N(−, 1) = colim
k∈N
C(−, c⊗k).
On a vu a` la Section 1.2.5 que le diagramme correspondant a` un pre´faisceau de ce type
est pre´cise´ment le foncteur F : N→ C. On de´duit de tout ce raisonnement la proposition
suivante.
Proposition 3.43 Soit C une cate´gorie mono¨ıdale et c un objet de C. Si la colimite du
diagramme
F : N → C
n 7→ c⊗n
existe et commute au tenseur, alors elle de´finit le mono¨ıde libre sur c.
On vient donc de rede´montrer en passant par les e´quipements en distributeurs que
les E´quations (3.1) et (3.4) de´finissent bien respectivement l’alge`bre libre dans k-Mod et
le mono¨ıde libre dans Ens. Mais maintenant que nous avons la the´orie ge´ne´rale, nous
pouvons aussi recomprendre des cas plus complique´s et moins connus.
3.5.2 Un diagramme comme colimite de diagrammes
Divers constructions de mono¨ıdes libres [Dub74, Val04, Lac08] font apparaˆıtre le besoin
de savoir que la colimite d’un diagramme est mono¨ıdale a` partir de proprie´te´s ge´ne´rales
de commutation de certains types de colimites. Par exemple, une hypothe`se courante
est que la cate´gorie conside´re´e a` les coe´galiseurs et que ceux-ci commutent aux tenseurs.
Nous pre´sentons ici un moyen de s’assurer qu’un diagramme a` une colimite mono¨ıdale en
montrant que c’est une colimite mono¨ıdale de diagrammes qui ont eux-meˆmes une colimite
mono¨ıdale. Plus formellement, on a la proposition suivante.
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Proposition 3.44 Soit C une cate´gorie mono¨ıdale et C la cate´gorie des diagrammes
sur C ayant une colimite mono¨ıdale. Supposons que les diagrammes ayant pour base
la cate´gorie J ont tous une colimite mono¨ıdale. Alors la cate´gorie C est close pour les
colimites indexe´es sur J .
De´monstration : Conside´rons un diagramme F : J → C indexe´ par J . Nous devons montrer
que la colimite de ce diagramme existe dans C.
Soit colim : C → C le foncteur qui associe a` tout diagramme de C sa colimite dans
C et ι : C → Ĉ l’injection de C dans la cate´gorie des pre´faisceaux sur C. Par hypothe`se
sur J , le diagramme colim ◦F a` une colimite mono¨ıdale dans C, note´e c. Comme Ĉ est
la comple´tion libre de C par colimite, le diagramme ι ◦ F a` une colimite ϕ dans Ĉ. Il
suffit donc de montrer que le pre´faisceau ϕ est repre´sente´ par c. Soit d un objet de C et
y : C → C la plongement de Yoneda restreint a` C. La chaˆıne d’e´quivalence suivante
Ĉ(ϕ, ι ◦ y(d)) ∼= Ĉ(ι ◦ F, ι ◦ y(d)) ϕ est la colimite de ι ◦ F
∼= C(F, y(d)) ι est pseudomonique
∼= C(colim ◦F, d) colim ` y
∼= C(c, d) c est la colimite de colim ◦F
montre que c est un repre´sentant de ϕ. On en de´duit que la colimite de ϕ existe et est
mono¨ıdale, autrement dit ϕ ∈ C.
Cette proposition nous donne un nouveau point de vue sur les constructions d’Eduardo
Dubuc et de Bruno Vallette (raffine´e par Steve Lack).
3.5.3 La construction de Dubuc
Dans un papier de 1974 [Dub74], Eduardo Dubuc donne une construction du mono¨ıde
libre sur un objet pointe´ pour une cate´gorie mono¨ıdale C. Cette construction fait intervenir
un processus transfini qui sort du cadre que nous nous sommes fixe´. Nous nous contentons
de donner ici notre interpre´tation des ide´es que Dubuc avait de´veloppe´es.
Tout d’abord, nous devons introduire la the´orie line´aire des objets pointe´s. Celle-ci
n’est autre que la cate´gorie ∆face des ensembles simpliciaux augmente´s et fonctions in-
jectives. C’est en particulier la sous-cate´gorie de ∆ dans laquelle on n’a garde´ que les
morphismes non de´ge´ne´re´s. Nous notons dni : n− 1→ n le morphisme de face correspon-
dant
dni : {1, . . . , n− 1} 7→ {1, . . . , i− 1, i+ 1, . . . , n}.
Ainsi, on peut voir tout objet pointe´ p : 1→ A de C comme une foncteur fort A : ∆face →
∆ qui a` n associe A⊗n et
A(dni ) = idA ⊗ · · · ⊗ p⊗ . . . idA.
Encore une fois, cette the´orie line´aire est de´crite par une ope´rade et le morphisme
j∆ : ∆face → ∆
est un morphisme d’ope´rades. Comme a` la Proposition 3.43, pour obtenir le mono¨ıde libre
sur un objet pointe´ A : ∆face → C, il suffit donc de ve´rifier que la colimite de A existe et
commute au tenseur. C’est le cas dans le cas ge´ne´ral suivant.
Proposition 3.45 Soit C une cate´gorie mono¨ıdale telle que
– les coe´galiseurs existent et commutent au tenseur ;
– les colimites se´quentielles (au sens de colimites de diagrammes indexe´s sur N) existent
et commutent au tenseur.
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Alors le mono¨ıde libre sur un objet pointe´ A : ∆face → C existe et est calcule´ par l’image
en 1 de l’extension de Kan a` gauche de A sur j∆ :
Lanj∆A(1) = colim
n∈∆face
A(n)
De´monstration : Il suffit de ve´rifier que le diagramme A vit dans C. Posons ∆face(n) la
sous-cate´gorie pleine de ∆face des entiers infe´rieurs ou e´gaux a` n. Nous nous assurons dans
un premier temps que la colimite du diagramme de la restriction de A a` ∆face(n)
An : 1 // A
A(d21) //
A(d22)
// A⊗2
A(d31) ////
A(d33)
// · · · //////
A(dn1 ) //
A(dnn)
// A
⊗n
vit dans C. Remarquons que ce diagramme a` la meˆme colimite que le diagramme :
Dn : A⊗n−1
// ////
A(dn1 ) //
A(dnn)
// A
⊗n
Remarquons aussi que ce diagramme se calcule en coe´galisant les morphismes deux-a`-deux.
En effet, la colimite des deux fle`ches du haut est donne´e par l’e´galiseur e1 : A⊗2 → A2 des
deux faces d21 et d
2
2 tensorise´ avec A
⊗n−2
A⊗n−1
A(dn1 ) //
A(dn2 )
// A⊗n
e1⊗A⊗n−2 // A2 ⊗A⊗n−2
car les coe´galiseurs sont mono¨ıdaux. Ensuite, on calcule le coe´galiseur du morphisme m1 =
(e1 ⊗A⊗n−2)dn1 = (e1 ⊗A⊗n−2) ◦ dn2 et du morphisme m3 = (e1 ⊗A⊗n−2)dn3
A⊗n−1
m1 //
m3
// A2 ⊗A⊗n−2
e2⊗A⊗n−3 // A3 ⊗A⊗n−3 .
Et on recommence jusqu’a` obtenir la colimite mono¨ıdale du diagramme Dn ou de manie`re
e´quivalente du diagramme An. Donc An est dans C pour tout n. On conclut en remarquant
que A est la colimite se´quentielle du foncteur
N→ C : n 7→ An.
et en utilisant la Proposition 3.44.
On peut raffiner ce the´ore`me lorsque la cate´gorie C est munie des coproduits finis car
il est alors possible de calculer l’objet pointe´ libre sur un objet. L’objet pointe´ libre est
simplement de´fini par
A⊕ 1.
Proposition 3.46 Soit C une cate´gorie mono¨ıdale munie des coproduits finis et telle que
– les coe´galiseurs existent et commutent au tenseur ;
– les colimites se´quentielles (au sens de colimites de diagrammes indexe´s sur N) existent
et commutent au tenseur.
Alors le mono¨ıde libre sur un objet A : N → C existe et est calcule´ par l’image en 1 de
l’extension de Kan a` gauche de l’objet pointe´ A⊕ 1 sur j∆.
De´monstration : Il existe un foncteur d’inclusion j′N : N → ∆face qui factorise jN par j∆.
Comme les extensions de Kan composent, on en de´duit que le mono¨ıde libre sur un objet
pointe´ libre sur un objet A est aussi le mono¨ıde libre sur cet objet A. D’apre`s la Proposi-
tion 3.45, il suffit de montrer que A⊕ 1 est l’objet pointe´ libre sur A.
Soit f : A→ P un morphisme de C vers un objet pointe´ (P, p). On de´finit le morphisme
d’objet pointe´ f ⊕ p : (A ⊕ 1, i2) → (P, p). Ce morphisme convient et est unique par
universalite´ de la construction du coproduit.
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Remarquons que lorsque la cate´gorie C a` les coproduits finis mais que ceux-ci ne
commutent pas au tenseur, la construction de l’objet pointe´ libre n’est pas obtenu par
extension de Kan a` gauche dans Cat2. En effet, par extension de Kan a` gauche, on obtient
le foncteur Lanj′NA qui n’est pas mono¨ıdal comme le montre l’ine´quation ci-dessous
Lanj′NA(2) = 1⊕A⊕A⊕A
2  (A⊕ 1)⊗ (A⊕ 1) = Lanj′NA(1)⊗ Lanj′NA(1).
Ainsi, la Proposition 3.46 combine la « construction a` la main » d’une extension de Kan
a` gauche mono¨ıdale sur j′N : N → ∆face et le calcul d’une extension de Kan a` gauche sur
j∆ : ∆face → ∆ dont on sait pour des raisons abstraites qu’elle est aussi mono¨ıdale.
3.5.4 La construction de Vallette/Lack
Bruno Vallette remarque dans son papier [Val04] que l’hypothe`se que les coe´galiseurs
commutent au tenseur est souvent trop forte. Il indique des situations ou` l’on a unique-
ment les coe´galiseurs re´flexifs qui commutent au tenseur et montre que l’on peut toujours
calculer le mono¨ıde libre. Rappelons d’abord rapidement ce qu’est un coe´galiseur re´flexif.
De´finition 3.47 (coe´galiseur re´flexif)
Une paire de morphismes f, g : A → B est dite re´flexive lorsqu’il existe un morphisme
i : B → A qui fait commuter le diagramme suivant
A
f //
g
// B
i

Un coe´galiseur re´flexif est un coe´galiseur calcule´ sur une paire re´flexive.
Lorsque la cate´gorie que l’on conside`re est munie des coproduits finis, il est bien connu
que l’on peut remplacer toute paire par une paire re´flexive calculant le meˆme coe´galiseur.
Proposition 3.48 Soit C une cate´gorie ayant les coproduits finis (note´s ⊕) et f, g : A→
B une paire de morphismes de C. Le coe´galiseur de f et g existe si et seulement si le
coe´galiseur re´flexif de la paire re´flexive
A⊕B
f⊕idB //
g⊕idB
// B
i2
~~
existe (i2 est la deuxie`me injection).
On voit donc se dessiner une variante de la Proposition 3.45 ou` le calcul de An par
coe´galiseurs est remplace´ par un calcul par coe´galiseurs re´flexifs. C’est pre´cise´ment le
re´sultat de Bruno Vallette ensuite simplifie´ par Steve Lack.
Proposition 3.49 Soit C une cate´gorie mono¨ıdale munie des coproduits finis et telle que
– les coe´galiseurs re´flexifs existent et commutent au tenseur ;
– les colimites se´quentielles (au sens de colimites de diagrammes indexe´s sur N) existent
et commutent au tenseur.
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Alors le mono¨ıde libre sur un objet A : N → C existe et est calcule´ par l’image en 1 de
l’extension de Kan a` gauche de l’objet pointe´ A⊕ 1 sur j∆.
De´monstration : On reprend la preuve des Propositions 3.45 et 3.46 avec les meˆmes no-
tations. La seule diffe´rence est qu’on ne peut pas utiliser de coe´galiseurs ge´ne´raux pour
calculer la colimite du diagramme An et de manie`re e´quivalente Dn. Qu’a` cela ne tienne,
nous allons utiliser la Proposition 3.48 pour calculer la colimite de Dn avec des coe´gali-
seurs re´flexifs. Le premier coe´galiseur calcule´ peut eˆtre remplace´ par le coe´galiseur re´flexif
mono¨ıdal suivant
An−1
i1 // (A⊕A2)⊗An−2
(A(d21)⊕idA2 )⊗idAn−2//
(A(d22)⊕idA2 )⊗idAn−2
// A2 ⊗An−2
i2⊗idAn−2
xx
e1⊗An−2 // A2 ⊗An−2
Et ainsi de suite. Le reste de la preuve est inchange´.
3.6 Calcul du comono¨ıde commutatif libre
3.6.1 Passer d’une the´orie a` sa the´orie duale
Comme nous l’avons indique´ au Chapitre 2, nous sommes avant tout inte´resse´ par le
calcul des comono¨ıdes commutatifs libres qui correspondent a` la modalite´ exponentielle
de la logique line´aire. Pour cela, nous devons re´soudre dans un premier temps un petit
proble`me : depuis le de´but de ce chapitre, nous traitons des mono¨ıdes mais jamais des
comono¨ıdes. Cette difficulte´ apparente n’est pas tre`s se´rieuse car un comono¨ıde dans un
cate´gorie mono¨ıdale C n’est autre qu’un mono¨ıde dans la cate´gorie duale Cop munie du
produit tensoriel induit.
On peut donc re´utiliser tout ce qui a e´te´ fait pour le calcul des mono¨ıdes juste en
dualisant tous les diagrammes obtenus et en calculant des limites a` la place de colimites.
E´nonc¸ons en guise d’exemple un corollaire direct de la Proposition 3.45.
Corollaire 3.50 Soit C une cate´gorie mono¨ıdale telle que
– les e´galiseurs existent et commutent au tenseur ;
– les limites se´quentielles (au sens de limites de diagrammes indexe´s sur N) existent
et commutent au tenseur.
Alors le comono¨ıde libre sur un objet copointe´ A : ∆faceop → C existe et est calcule´ par
l’image en 1 de l’extension de Kan a` droite de A sur j∆op :
Ranj∆opA(1) = lim
n∈∆faceop
A(n)
Comme nous nous inte´ressons au cas commutatif, nous devons changer de cadre et
conside´rer maintenant les the´ories syme´triques (PROPs). Nous avons mentionne´ a` la Sec-
tion 1.4.3 que la la cate´gorie Bij des ensembles finis et des bijections est la the´orie triviale
des PROPs. De meˆme, la cate´gorie FinSet des ensembles finis et fonctions ensemblistes
est la the´orie des mono¨ıdes commutatifs.
L’injection de Bij dans FinSet e´tant ope´radique, on obtient directement la proposition
suivante
Proposition 3.51 Soit C une cate´gorie mono¨ıdale syme´trique alge´briquement cocom-
ple`te. Le comono¨ıde commutatif libre !•eA sur un objet A de C vu comme un foncteur
mono¨ıdale syme´trique de Bij dans C est alors obtenu par le formule suivante
!•eA = lim
n∈Bij
An
120 Alge`bre libre d’une T -the´orie enrichie
Exemple 3.52
Cette construction s’applique a` la cate´gorie Rel des ensembles et relations. On obtient
bien e´videmment la construction de l’ensemble des multiensembles finis sur un ensemble
!•eA =
∐
n∈Bij
An/ ∼Bij,
ce qui donne l’exponentiel usuel du mode`le relation de la logique line´aire.
Nous allons maintenant calculer des comono¨ıdes commutatifs dans des cate´gories ou`
les limites – et en particulier les produits – ne commutent pas au tenseur. Comme pour
les constructions de Dubuc, Vallette et Lack pre´sente´es ci-dessus, nous avons aussi besoin
de la the´orie des objets pointe´s dans ce cadre. Elle correspond ici a` la cate´gorie Inj des
ensembles finis et des injections.
3.6.2 Calcul dans les espaces de cohe´rence
Reprenons le mode`le des espaces cohe´rents conside´re´ a` la Section 2.3.6. Le lecteur qui
souhaiterait une de´finition des structures plus directe que celle donne´e a` cette section est
prie´ de se rapporter au papier fondateur [Gir87]. Il est bien connu que le produit de deux
espaces cohe´rents X & Y ne distribue pas avec le tenseur. Pour calculer le comono¨ıde
commutatif sur espace cohe´rent X, il faut d’abord passer a` son objet copointe´ libre. Nous
allons utiliser une proprie´te´ similaire a` la Proposition 3.46 ou` nous avions calcule´ le mo-
no¨ıde libre en calculant l’objet pointe´ libre puis le mono¨ıde libre sur cet objet pointe´. Dans
le cas mono¨ıdal, l’objet pointe´ libre sur A est A ⊕ 1. Dualement dans le cas comono¨ıdal,
l’objet copointe´ libre sur A est donne´ par A&1. L’intuition dans les espaces de cohe´rence
est que A&1 repre´sente les multicliques de A a` au plus 1 e´le´ment, la multiclique vide e´tant
donne´e par l’unique e´le´ment de 1. Il suffit alors de montrer que la limite du diagramme
1 (A& 1)
i2
oo (A& 1)2
i2⊗id(A&1)
oo
id(A&1)⊗i2oo
σ
		
· · · (A& 1)n · · ·
i2⊗id(A&1)2
oooo
id(A&1)2⊗i2oo
σ

existe et commute au tenseur. Comme nous l’avons montre´ a` la Section 3.5.2, nous pouvons
scinder le travail en deux : d’abord en e´galisant les morphismes provenant de la syme´trie
du produit tensoriel, ensuite en calculant la limite du diagramme se´quentiel re´sultant.
La limite An du diagramme
(A& 1)n
σ⊗id(A&1)n−2 ////
id(A&1)n−2⊗σ
// (A& 1)n
est donne´e par l’ensemble des multicliques a` au plus n e´le´ments, deux multicliques e´tant
cohe´rentes si leur union est encore une multiclique. Il est aise´ de ve´rifier que cette limite
est mono¨ıdale.
On obtient alors un nouveau diagramme
A0 = 1 A1 = (A& 1)i2
oo A2oo · · ·An · · ·oo
dont toutes les fle`ches sont des relations d’inclusion (dualise´e) de An−1 dans An. La limite
!•eA de ce diagramme est simplement donne´e par l’ensemble des multicliques finies, deux
multicliques e´tant cohe´rentes si leur union est encore une multiclique. Encore une fois
il n’est pas difficile de voir que cette limite est mono¨ıdale. On en de´duit la proposition
suivante.
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Proposition 3.53 Le comono¨ıde commutatif libre !•eA sur un espace cohe´rent A est donne´
par l’ensemble des multicliques finies, deux multicliques e´tant cohe´rentes si leur union est
encore une multiclique.
3.6.3 Calcul dans les jeux de Conway
Nous allons maintenant calculer le comono¨ıde commutatif libre sur les jeux de Conway
ne´gatifs (voir la De´finition 2.27) graˆce a` notre the´orie ge´ne´rale. Cette cate´gorie est munie
des produits finis mais ceux ci ne commutent pas au tenseur. La` encore, nous allons plutoˆt
regarder le comono¨ıde commutatif libre sur un objet copointe´. Mais comme tout jeu de
Conway ne´gatif est automatiquement pointe´, avec comme strate´gie tA : A→ 1 la strate´gie
vide qui ne re´pond pas ; on aura du meˆme coup le comono¨ıde commutatif libre sur un objet
quelconque.
En re´sume´, il nous suffit de calculer la limite du diagramme
A : 1 A
tA
oo A2
tA⊗idA
oo
idA⊗tAoo
σ

· · ·An · · ·
tA⊗idA2
oooo
idA2⊗tAoo
σ

et de montrer que cette limite est mono¨ıdale. Nous pre´tendons que la limite de A est le
jeu !•eA – qui peut eˆtre regarde´ comme le tenseur infini de A – de´fini comme suit
– ses positions sont les mots w = x1 · · ·xk dont les lettres sont des positions xi du jeu
A diffe´rentes de la racine ; l’intuition est que la lettre xi de´crit la position courante
dans la i-e`me copie de A ;
– sa racine ? !•eA est le mot vide ;
– ses coups m : w → w′ sont ou bien des coups joue´s dans une copie :
w1 · x · w2 m−→ w1 · y · w2
ou` m : x → y est un coup du jeu A ; ou bien des coups ou` Opposant ouvre une
nouvelle copie :
w
m−→ w · x
ou` m : ?A → x est un coup initial de A. Si m est un coup de !•eA, on note m le coup
sous-jacent dans A.
La polarite´ des coups est directement he´rite´e de celle des coups du jeu A de la meˆme
manie`re que pour le tenseur.
Au lieu de montrer en deux e´tapes que !•eA est la limite du diagramme A et que
cette limite commute au tenseur, on va directement montrer que X ⊗ !•eA est la limite du
diagramme
X ⊗A : X X ⊗A
tA
oo X ⊗A2
idX⊗tA⊗idA
oo
idX⊗idA⊗tAoo
idX⊗σ

· · ·X ⊗An · · ·
idX⊗tA⊗idA2
oooo
idX⊗idA2⊗tAoo
idX⊗σ

On obtiendra ensuite la proprie´te´ sur !•eA en faisant X = 1.
Proposition 3.54 X ⊗ !•eA est la limite du diagramme X ⊗A
De´monstration : Nous devons dans un premier temps de´finir un coˆne d’origine X ⊗ !•eA sur
le diagramme X ⊗ A. On proce`de comme a` la Section 2.4.3 en de´finissant une fonction
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d’entrelacement des parties de !•eA vers les parties de An, puis en de´finissant une strate´gie
d’imitation. E´tant donne´e une partie s ·m de !•eA, on de´finit
〈s ·m〉 = 〈s〉 ·m
ou` m est le coup sous-jacent dans A. On de´finit alors la strate´gie εn : !•eA → An par
l’ensemble de parties
εn
def= {s ∈ Playeven!•eA1(An2 | ∀t ≺
even s , t| !•eA1 = 〈t|An2 〉}
Le coˆne de X ⊗ !•eA sur X ⊗A est alors donne´ par les morphismes idX ⊗ εn. Remarquons
que c’est la pre´sence des syme´tries qui force l’ordonnancement des ouvertures copies dans
le jeu !•eA. Voila` pourquoi !•eA n’est pas simplement le produit tensoriel infini du jeu A. Soit
maintenant (B,α : B → A) un coˆne sur X ⊗A. Nous devons de´finir une fle`che de B dans
X ⊗ !•eA.
Introduisons la strate´gie in : X ⊗ An → X ⊗ !•eA qui imite Opposant sur X ⊗ A⊗n
pour X et les n premie`res copies de !•eA, et qui ne re´pond pas lorsque Opposant ouvre
la n + 1-e`me copie de !•eA. On de´finit pour tout n la strate´gie α†(n) par le diagramme
commutatif suivant :
B
αn //
α†(n)

A⊗n
in{{vvv
vv
vv
vv
!•eA
Conside´rons maintenant le diagramme suivant :
B αn+1
//
αn
##
α†(n+1)

An+1
in+1

An⊗tA
// An
in

!•eA !•eA !•eA
Il commute sur toutes ces faces excepte´ pour celle en bas a` droite qui ve´rifie in◦(An⊗tB) ⊆
in+1. Le chemin exte´rieur dans le sens horaire e´tant e´gal a` α†(n), on en de´duit que
α†(n) ⊆ α†(n+1).
On peut donc de´finir le soule`vement comono¨ıdal α† par la limite croissante des α†(n) :
α† def=
⋃
n
α†(n)
On doit montrer que cette strate´gie est un morphisme de coˆnes. Pour cela, remarquons
que εn ◦ in = idAn et donc que
εn ◦ α†(n) = εn ◦ in ◦ αn = αn.
Il reste a` montrer que ce morphisme de coˆnes est unique. Soit β un autre morphisme de
coˆnes de B vers !•eA. On de´finit
β(n) = in ◦ εn ◦ β
et on remarque les deux choses suivantes
β(n) = α†(n) et β =
⋃
n
β(n).
On en de´duit que α† = τ , ce qui termine la preuve.
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Clairement, on a une proprie´te´ syme´trique avec le diagramme A ⊗ X. En utilisant
cette proprie´te´ avec X = 1, on en de´duit que !•eA est la limite du diagramme A. Nous
pouvons maintenant e´noncer la proposition annonce´e plus haut.
Proposition 3.55 Le jeu !•eA est le comono¨ıde commutatif libre dans N sur le jeu de
Conway ne´gatif A.
Remarquons au passage que l’on obtient le comono¨ıde commutatif libre sur la cate´gorie
des jeux de Conway toute entie`re. En effet, la Proposition 3.55 nous indique que N est
en adjonction avec sa sous cate´gorie des comono¨ıdes Com(N ). Comme la cate´gorie N est
aussi en adjonction avec la cate´gorie des jeux de Conway Conway, on obtient la chaˆıne
d’adjonctions suivante :
Com(N ) ##⊥ N
!•e
dd
$$
⊥ Conway
(−)−
cc
Maintenant, remarquons que tout jeu de Conway qui est aussi un comono¨ıde commuta-
tif est ne´gative (l’argument s’obtient en e´tudiant le diagramme de compatibilite´ avec la
syme´trie). En d’autres termes, on a
Com(Conway) ∼= Com(N )
&&
⊥ Conway
!•e(−)−
ff
On en de´duit la proposition suivante
Proposition 3.56 Le jeu !•eA− est le comono¨ıde commutatif libre dans Conway sur le
jeu de Conway A.
On se rend compte ici de la simplification dans la preuve apporte´e par la the´orie
ge´ne´rale par rapport a` la preuve donne´e a` la Section 2.4.3 par les jeux de Conway a`
gain. Cela vient principalement du fait qu’on n’a pas besoin de de´finir toute la structure
comono¨ıdale car elle est automatiquement de´duite par universalite´ du calcul des limites.
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Les cate´gories mono¨ıdales trace´es [JSV96] ont e´te´ introduites par Andre´ Joyal, Ross
Street et Dominic Verity afin de fournir une description uniforme de divers constructions
mathe´matiques ayant un comportement cyclique. Parmi les constructions les plus notables
de´crite par les cate´gories mono¨ıdales tresse´es, nous citerons la fermeture des tresses en
the´orie des nœuds et l’ope´rateur de trace en alge`bre line´aire. Elles devinrent rapidement
populaires dans la communaute´ informatique comme un moyen e´le´gant pour exprimer
la notion de boucles dans un cadre cate´gorique. Elles ont e´te´ extreˆmement fructueuses
dans ce champ, que ce soit pour formaliser la formule d’exe´cution de la Ge´ome´trie des
Interactions [Abr96, AHS02], pour analyser l’ope´rateur de point fixe en the´orie des do-
maines [Has02a], ou pour offrir un mode`le cate´gorique en concurrence et plus re´cemment
en physique quantique [AC04].
L’une des premie`res apparitions de l’ope´rateur de trace pour mode´liser la re´troaction
(feedback en anglais) dans un cadre se´mantique est due a` Robin Milner [Mil94]. Dans
ce papier, il pre´sente une fac¸on abstraite de mode´liser la re´troaction dans les calculs de
processus qu’il nomme re´flexion (le terme trace n’e´tait pas encore a` l’ordre du jour). La
re´flexion lui permet de de´crire des ope´rations complique´es comme le ce´le`bre ope´rateur de
restriction ν :  → p qui devient simplement la trace de la diagonale δp : p → p ⊗ p.
Rappelons que cet ope´rateur mode´lise le fait qu’un canal de communication public peut
eˆtre soudain restreint pour devenir un canal de communication prive´e entre les processus
qui l’utilisaient de´ja`. On peut comprendre ce me´canisme comme le passage d’une me´moire
globale a` une me´moire locale via un phe´nome`ne de localisation. Il est a` noter que bien que
Milner n’avait pas connaissance des travaux re´cents sur les traces a` l’e´poque ou` il a de´fini
les re´flexions, tous les axiomes qu’il donne pour que son ope´rateur de restriction conserve
les proprie´te´s habituelles (comme le fameux“scope extrusion”) co¨ıncident exactement avec
l’axiomatique de l’ope´rateur de trace. Ceci fait de la trace un objet canonique qui semble
destine´ a` interpre´ter les re´fe´rences.
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Ici, nous nous inte´ressons a` la trace comme moyen de description des variables locales
dans les langages de programmation. Traditionnellement en se´mantique, on interpre`te un
langage de programmation dans une cate´gorie en distinguant les objets A de´crivant les
valeurs, des objets TA de´crivant les calculs de type A, ou` T est une monade. Dans le
cas des re´fe´rences, la monade conside´re´e est la monade d’e´tat S ( (S ⊗ ) qui permet
d’interpre´ter un programme de type A→ B comme un programme prenant une valeur A
et renvoyant un calcul S ( (S ⊗ B), ce qui, via la cloˆture mono¨ıdale, correspond a` un
morphisme de S ⊗A→ S ⊗B.
Il faut penser cette interpre´tation comme la description d’un syste`me avec entre´e/sortie
et me´moire accessible a` l’utilisateur ; les deux notions re´unies dans le morphisme f :
S⊗A −→ S⊗B. De`s lors, si on est capable de prendre la trace sur S de f , on obtient un
morphisme avec me´moire interne de type A −→ B. C’est l’analogue de la restriction (ou
localisation) chez Milner pour un langage ou` les canaux sont remplace´s par des adresses
me´moires. Remarquons tout de suite qu’une cate´gorie mono¨ıdale syme´trique ferme´e C
munie d’une trace est automatiquement coreflexive dans sa cate´gorie compacte ferme´e
libre Int(C). Il est donc naturel de travailler directement avec la cate´gorie compacte ferme´e.
Par la suite, cette approche va eˆtre utilise´e pour de´crire un mode`le d’un langage
de programmation avec des re´fe´rences d’ordre supe´rieur dans les styles des re´fe´rences
de ML. Pour cela, il nous faut allier le pouvoir de la logique tensorielle pour de´crire
l’aspect fonctionnel du langage avec le pouvoir des traces pour de´crire l’aspect me´moriel
du langage. Comme la logique tensorielle repose sur une gestion line´aire des ressources,
nous allons aussi devoir comprendre comment la modalite´ exponentielle permet de cre´er
des cellules me´moires dans lesquelles on peut e´crire et lire autant de fois que l’on veut.
Nous voulons donner un mode`le de notre langage dans une cate´gorie de jeux proche de
la cate´gorie des familles sur les jeux de Conway a` gain pre´sente´e a` la Section 2.4. Il apparaˆıt
que cette cate´gorie est e´troitement lie´e au mode`le de jeux introduit par Samson Abramsky,
Kohei Honda et Guy McCusker [AHM98] pour donner un mode`le pleinement ade´quat
(fully abstract en anglais) d’un langage avec re´fe´rences d’ordre supe´rieur. Il nous manque
seulement une notion de parenthe´sage afin de contraindre le de´roulement d’une interaction.
Mais avoir une notion de parenthe´sage, sans pour autant briser la structure compacte
ferme´e de la cate´gorie des jeux de Conway, n’est pas une mince affaire. Cela nous a amene´
a` une refonte totale du parenthe´sage pour aboutir a` la notion de multiparenthe´sage. Cette
notion repose sur la gestion de requeˆtes initie´es par Joueur et Opposant permettant de
pre´server la structure autoduale des jeux de Conway.
La cate´gorie de jeux introduite par Abramsky et al. est isomorphe a` la cate´gorie de
Kleisli induite par la modalite´ de ressource exponentielle sur notre cate´gorie de jeux mul-
tiparenthe´se´s. Nous utiliserons donc directement leur re´sultat pour obtenir la pleine ade´-
quation de notre mode`le. La diffe´rence majeure de notre travail est que la strate´gie cellA
d’interpre´tation d’une cellule me´moire de type A est obtenue graduellement en utilisant la
logique tensorielle, la structure compacte ferme´e, et la pre´sence d’un acce`s me´moire pour
la modalite´ exponentielle. Cet acce`s me´moire re´duit la gestion des copies re´alise´e par une
cellule me´moire a` la pre´sence d’une transformation naturelle de composante
ξA,B : !(A⊗!B) −→ !A⊗!B
satisfaisant deux lois de cohe´rence. Graˆce a` cette notion, on va construire pas a` pas trois
types de cellules :
– la cellule me´moire line´aire dans laquelle on e´crit une seule fois et on lit une seule fois
(cette construction utilise la ne´gation tensorielle et la structure compacte ferme´e) ;
– la cellule me´moire constante dans laquelle on e´crit une fois et on lit autant de fois
que l’on veut (cette construction utilise la modalite´ exponentielle) ;
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– la cellule me´moire dans laquelle on e´crit et on lit autant de fois que l’on veut (cette
construction utilise l’acce`s me´moire de la modalite´ exponentielle).
4.1 Pre´liminaires
4.1.1 Cate´gories mono¨ıdales trace´es
Nous pre´sentons ici les cate´gories mono¨ıdales syme´triques trace´es, les cate´gories com-
pactes ferme´es et les liens qui les unissent.
De´finition 4.1 (cate´gorie mono¨ıdale trace´e [JSV96])
Une cate´gorie mono¨ıdale syme´trique trace´e est une cate´gorie mono¨ıdale syme´trique
(C,⊗, I, c) munie d’une famille naturelle de fonctions, appele´e un ope´rateur de trace,
TrXA,B : C1(X ⊗A,X ⊗B) → C1(A,B)
que nous repre´senterons graphiquement par
ve´rifiant les axiomes suivants :
– Dissipation :
TrIA,B(f) = f : A→ B
avec f : A→ B, et
TrX⊗YA,B (f) = Tr
X
A,B(TrYA⊗X,B⊗X(f)) : A→ B
avec f : A⊗X ⊗ Y → B ⊗X ⊗ Y ;
– Superposition :
TrXC⊗A,C⊗B(idC ⊗ f) = idC ⊗ TrXA,B(f) : C ⊗A→ C ⊗B
avec f : A⊗X → B ⊗X ;
– E´tirement :
TrXX,X(cXX) = idX : X → X.
Nous omettrons parfois les indices lorsqu’aucune confusion n’est possible. Pour aider
le lecteur a` se cre´er une intuition sur les diffe´rents axiomes requis pour une trace, et aussi
pour insister sur le lien entre trace et re´troaction, nous pre´sentons Figure 4.1 une version
graphique de ces axiomes.
Nous mentionnons un exemple important en informatique the´orique de cate´gorie sy-
me´trique mono¨ıdale trace´e car c’est un mode`le de base de la logique line´aire.
Exemple 4.2
Soit la cate´gorie Rel des ensembles avec relations, munie du produit tensoriel de´fini sur
les objets comme le produit carte´sien des ensembles et sur les relations par 〈x, y〉(R ×
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Dissipation I Dissipation II
= =
Superposition E´tirement
= =
Fig. 4.1 – Les axiomes de´finissant l’ope´rateur de trace
R′)〈x′, y′〉 si et seulement si xRy et x′Ry′. Remarquons que ceci ne de´finit pas un produit
au sens cate´gorique. Pour R : X ×A→ X ×B, on de´finit TrXR : A→ B via :
a(TrXR)b ssi ∃x ∈ X. 〈x, a〉R〈x, b〉
On en de´duit que (Rel,×, T r) est une cate´gorie trace´e.
4.1.2 Cate´gories compactes ferme´es
Si l’on voit la notion de trace comme la ge´ne´ralisation d’un mono¨ıde simplifiable (a`
gauche), la notion de cate´gorie compacte [KL80] ferme´e est alors la ge´ne´ralisation d’un
groupe.
Pour illustrer ce concept dans l’univers mathe´matique, citons comme exemple frappant
la cate´gorie des espaces vectoriels avec le produit tensoriel usuel. Dans cette cate´gorie
mono¨ıdale syme´trique ferme´e, l’ope´rateur de cloˆture posse`de la proprie´te´ remarquable
d’avoir lui aussi une structure tensorielle. Un autre exemple naturel nous est donne´ par
les cate´gories mode`les de logique line´aire dans lesquelles ⊗ = `. Dans ces cate´gories, on
sait directement que le tenseur est autodual car
(A⊗B)∗ = A∗ `B∗ = A∗ ⊗B∗
Pour de´finir les cate´gories compactes ferme´es, nous avons besoin de la notion d’objet dual.
De´finition 4.3 (objet dual)
Un objet A∗ dans une cate´gorie mono¨ıdale syme´trique (C,⊗, I, c) est le dual d’un objet
A s’il est adjoint a` droite a` A dans la suspension bicate´gorique de C (i.e. C vu comme
une bicate´gorie a` un point).
Dans ce cas, il est e´quipe´ de deux morphismes appele´s unite´ ηA : I → A∗ ⊗ A et
counite´ εA : A⊗A∗ → I tels que les compose´es
A
ρ−1A // A⊗ I A⊗εA // A⊗ (A∗ ⊗A)
α−1
A,A∗,A// (A⊗A∗)⊗A ηA⊗A // I ⊗A λA // A
A∗
λ−1
A∗ // I ⊗A∗ εA⊗A
∗
// (A∗ ⊗A)⊗A∗αA∗,A,A∗// A∗ ⊗ (A⊗A∗)A
∗⊗ηA// A∗ ⊗A ρA∗ // A∗
sont des identite´s.
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De´finition 4.4 (cate´gorie compacte ferme´e [KL80])
Une cate´gorie compacte ferme´e est une cate´gorie mono¨ıdale syme´trique C dans laquelle
chaque objet A est muni d’un objet dual. Cet objet unique a` isomorphisme pre`s est note´
A∗.
Il est facile de ve´rifier que toute cate´gorie compacte ferme´e est automatiquement mo-
no¨ıdale ferme´e, la fermeture e´tant donne´e par
A( B ∼= A∗ ⊗B
De fac¸on plus subtile, toute cate´gorie compacte ferme´e admet un ope´rateur de trace.
Proposition 4.5 ([JSV96]) Soit (C,⊗, I) une cate´gorie compacte ferme´e. A` tout mor-
phisme f : X ⊗A→ X ⊗B, on peut associer un morphisme
TrXA,B : A
α−1◦(A⊗ηC∗ )◦ρ−1B // X∗ ⊗ (X ⊗A) f⊗C
∗
// X∗ ⊗ (X ⊗B) ρB◦(B⊗εC)◦α // B
qui fait de C une cate´gorie mono¨ıdale trace´e.
Il est bien plus simple de de´finir un cate´gorie compacte ferme´e et d’en de´duire ensuite
l’ope´rateur de trace. Mais n’oublions pas que nous voulons utiliser l’ope´rateur de trace
pour mode´liser les re´fe´rences et l’on doit se demander si se restreindre n’est pas trop fort
au sens ou` l’on oublierait au passage certaines cate´gories primordiales pour la description
des re´fe´rences.
Un premie`re re´ponse a` cette question est la construction Int due a` [JSV96] de la
cate´gorie compacte libre engendre´e par un cate´gorie trace´e. Cela dit que l’on peut toujours
voir une cate´gorie trace´e comme une version relaˆche´e d’une cate´gorie compacte ferme´e.
Cette construction est a` la base de la notion de polarite´ en logique.
De´finition 4.6 (construction Int)
Soit C une cate´gorie trace´e. On de´finit Int(C) comme la cate´gorie compacte ferme´e
ayant pour objet les couples (A+, A−) d’objets de C et pour morphismes entre (A+, A−)
et (B+, B−) les fle`ches A+ ⊗ B− −→ A− ⊗ B+ dans C. La composition est de´finie a`
l’aide de la trace (voir le Diagramme 4.2). Le dual est juste l’inversion de la polarite´
(A+, A−)∗ = (A−, A+)et le produit tensoriel est de´fini point a` point
(A+, A−)⊗ (B+, B−) = (A+ ⊗B+, A− ⊗B−)
Du point de vue des groupes et des mono¨ıdes simplifiables, cette construction corres-
pond simplement au groupe libre sur un mono¨ıde, l’objet (x, 1) repre´sentant x et l’objet
(1, x) repre´sentant son inverse x−1.
Proposition 4.7 ([JSV96]) Le foncteur J : C → Int(C) qui a` A associe (A, I) est mono¨ı-
dal fort, plein et fide`le et pre´serve la trace. Ce foncteur est l’unite´ de l’adjonction entre la
2-cate´gorie des cate´gories mono¨ıdales syme´triques trace´es et la 2-cate´gorie des cate´gories
compactes ferme´es.
Remarquons que cette construction est au cœur de la cate´gorisation des mode`les de
GoI donne´e par Samson Abramsky [AHS02]. La composition dans la cate´gorie Int(C)
repre´sentant la formule d’exe´cution.
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Fig. 4.2 – Composition dans la cate´gorie Int(C)
4.1.3 Trace et fermeture
Dans ce chapitre, nous souhaitons mode´liser les re´fe´rences d’un langage de program-
mation a` l’aide de trace. Comme nous voulons de l’ordre supe´rieur, la cate´gorie dans
laquelle nous allons mode´liser notre langage sera donc a` la fois ferme´e et trace´e. La Pro-
position 2.32 e´tablit qu’une cate´gorie mono¨ıdale syme´trique trace´e C he´rite directement
la fermeture de Int(C). C’est un premier re´sultat en faveur de l’e´tude des cate´gories com-
pactes ferme´es, mais il manque une sorte de re´ciproque a` cette proprie´te´, qui assurerait
que si une cate´gorie trace´e C est ferme´e, alors cette fermeture est e´troitement lie´e a` Int(C).
Nos discussions avec Masahito Hasegawa [Has05] sur les relations qu’entretiennent la ca-
te´gorie des jeux de Conway ne´gatifs N et sa “compactifie´e” Int(N ) l’ont amene´ a` pre´ciser
la situation dans le cadre des cate´gories trace´es.
Proposition 4.8 Soit C une cate´gorie mono¨ıdale syme´trique trace´e. C est ferme´e si et
seulement si J : C → Int(C) admet un adjoint a` droite.
Il est donc clair que si une cate´gorie trace´e est ferme´e, sa fermeture vient directement de
la cloˆture de Int(C), c’est a` dire de la cate´gorie compacte ferme´e sous-jacente. De`s lors,
il n’y a plus de raison de s’empeˆcher de travailler avec une cate´gorie compacte ferme´e,
quitte a` se restreindre le´ge`rement a` posteriori.
4.2 IdeaML : un langage avec re´fe´rences locales
4.2.1 Types et termes
Nous pre´sentons ici un langage de programmation avec des re´fe´rences d’ordre supe´rieur
dans les styles des re´fe´rences de ML. Nous reprenons exactement le langage utilise´ par
Samson Abramsky et al. dans [AHM98]. La grammaire de type est donne´e par
A,B ::= Unit | Nat | A→ B | A×B | ref[A]
Les termes de IdeaML sont inspire´s de ML :
M ::= skip | n | x | λx.M | MM | ifzero M then M else M | succ M | prec M
| 〈M,M〉 | pi1(M) | pi2(M) | M := M | !M | newA | mkvar MM
ou` n repre´sente un entier et x est une variable. Les re`gles de typage sont donne´es a` la
Figure 4.3 ou` Γ est une contexte de typage qui associe a` chaque variable un type.
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[V ar] Γ, x : A ` x : A [Bool] Γ ` b : Bool [Nat] Γ ` n : Nat [Unit] Γ ` skip : Unit
[Abs] Γ, x : α `M : βΓ ` λx.M : α→ β (x /∈ Γ) [App]
Γ `M : α→ β Γ ` N : α
Γ `MN : β
[Succ] Γ `M : NatΓ ` succ M : Nat [Prec]
Γ `M : Nat
Γ ` prec M : Nat
[If ] Γ `M : Bool Γ `Mi : α(i = 1, 2)Γ ` ifzero M then M1 else M2 : α
[Pair] Γ `Mi : αi(i = 1, 2)Γ ` 〈M1,M2〉 : α1 × α2 [Proj]
Γ `M : α1 × α2
Γ ` pii(M) : αi(i = 1, 2)
[New] Γ ` newA : ref[A] [MkV ar]
Γ `M : A→ Unit Γ `M : Unit→ A
Γ ` mkvar MN : ref[A]
[Assign] Γ `M : ref[A] Γ ` N : AΓ `M := N : Unit [Deref ]
Γ `M : ref[A]
Γ ` !x : A
Fig. 4.3 – Re`gles de typage dans IdeaML
Remarque 4.9 (Le constructeur mkvar et les mauvaises variables)
Le constructeur mkvar est la` pour palier au proble`me des mauvaises variables. Ce pro-
ble`me, qui a e´te´ identifie´ par John Reynolds [Rey78], vient des valeurs de type ref[A] mais
qui n’ont pas un emplacement me´moire. Le constructeur mkvar permet alors de cre´er de
mauvaises variables a` partir d’une valeur de type A → Unit (la me´thode d’e´criture) et
d’une valeur de type Unit → A (la me´thode de lecture). Nous ne rentrons pas plus dans
les de´tails ici mais le lecteur pourra trouver de plus amples informations dans [AHM98].
4.2.2 Se´mantique a` grands pas
Nous allons maintenant donner la se´mantique ope´rationnelle de notre langage. Celle-ci
sera donne´e pour des triplets (M,L, σ) appele´s configurations, ou` M est un terme, L est un
ensemble d’emplacements me´moires et σ est une fonction partielle, que nous appellerons
e´tat de la me´moire, qui va des emplacements vers des valeurs du type approprie´. Nous
faisons le choix de pre´senter une se´mantique a` grands pas.
Pour cela, il faut une notion de forme canonique, qui sont les termes de la forme :
V ::= n | b | x | skip | λx.V | 〈V1, V2〉
Lorsque qu’une configuration (M,L, σ) se re´duit en une configuration canonique (V,L′, σ′),
nous notons
(M,L, σ) ⇓ (V,L′, σ′)
Pour plus de le´ge`rete´ dans la notation, nous adoptons la convention que
M ⇓ V M ′ ⇓ V ′
M ′′ ⇓ V ′′
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est une abre´viation pour
(M,L, σ) ⇓ (V,L′, σ′) (M ′, L′, σ′) ⇓ (V ′, L′′, σ′′)
(M ′′, L, σ) ⇓ (V ′′, L′′, σ′′)
La Figure 4.4 de´crit inductivement la se´mantique ope´rationnelle de notre langage.
(V,L, σ) ⇓ (V,L, σ)
N ⇓ V M ⇓ λx.V ′
MN ⇓ V ′[V/x]
M1 ⇓ V1 M2 ⇓ V2
〈M1,M2〉 ⇓ 〈V1, V2〉
M ⇓ 〈V1, V2〉
pii(M) ⇓ Vi(i = 1, 2)
M ⇓ V
succ M ⇓ V + 1
M ⇓ V
prec M ⇓ V − 1
M ⇓ 0 M1 ⇓ V
ifzero M then M1 else M2 ⇓ V
M ⇓ n M2 ⇓ V (n 6= 0)
ifzero M then M1 else M2 ⇓ V
(newA, L, σ) ⇓ (l, L ∪ (l : A), σ)
(M,L, σ) ⇓ (l, L′, σ′) (N,L′, σ′) ⇓ (V,L′′, σ′′)
(M := N,L, σ) ⇓ (skip, L′′, σ′′(x 7→ V ))
(M,L, σ) ⇓ (l, L′, σ′) σ′(l) = V
(!M,L, σ) ⇓ (V,L′, σ′)
M ⇓ mkvar V1 V2 N ⇓ V V1(V ) ⇓ skip
x := M ⇓ skip
M ⇓ mkvar V1 V2 V2(skip) ⇓ V
!M ⇓ V
Fig. 4.4 – Se´mantique ope´rationnelle de IdeaML
4.3 Un mode`le de jeu avec ressource
Nous voulons de´finir un mode`le base´ sur les jeux de Conway car ils de´finissent une
cate´gorie compacte ferme´e. Mais nous voulons aussi avoir une notion de parenthe´sage afin
de nous restreindre a` des strate´gies interpre´tables dans notre calcul. Malheureusement,
l’extension aux jeux de Conway a` gain propose´e a` la Section 2.4 ne satisfait pas ces
deux conditions car elle brise la structure compacte ferme´e. Il est donc important de bien
comprendre le parenthe´sage habituellement pre´sente´ dans les jeux d’are`nes afin de pouvoir
l’importer dans nos jeux de Conway sans pour autant perdre la structure compacte ferme´e
et ainsi la notion de trace.
4.3.1 Jeux d’are`ne et parenthe´sage
Un jeu d’are`ne est de´fini comme une foreˆt d’arbres enracine´s dont les nœuds sont
appele´s les coups du jeu. On peut aussi le de´finir comme un graphe oriente´ acyclique avec
des racines distingue´es comme l’a fait Russ Harmer dans sa the`se [Har00]. On e´crit
m ` n
et dit que le coup m justifie le coup n lorsque le coup m est un anceˆtre imme´diat du
coup n dans l’are`ne. A` chaque coup m, on assigne une polarite´ λOP (m) ∈ {−1,+1}. Par
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convention, λOP (m) = +1 lorsque le coup est un coup Joueur, et λOP (m) = −1 lorsque
le coup est Opposant. Finalement, on demande a` ce que l’are`ne soit alternante :
m ` n implique λOP (m) = −λOP (n)
et a` ce que toutes les racines (appele´es coups initiaux ) de l’are`ne aient la meˆme polarite´.
Un exemple classique d’are`ne est l’are`ne boole´enne B :
q
ww
ww
w
II
II
I
true false
(4.1)
ou` le coup Opposant q justifie les deux coups Joueur true et false. Chaque are`ne A
induit un ensemble de parties justifie´es, qui sont essentiellement des suites de coups (pour
e´viter des complications techniques qui n’auront pas de suite dans ce manuscrit, nous ne
parlerons volontairement pas de pointeurs). Typiquement, le type PCF
(B3 ⇒ B2)⇒ B1
de´finit l’are`ne
q1
x IIffffff
ffffff
f
q2
x IIffffff
ffffff
f true false
q3
w JJ
true false
true false
ou` les indices 1, 2, 3 sont ici pour distinguer les trois occurrences de l’are`ne boole´enne B.
Cette are`ne contient la partie justifie´e
q1 · q2 · q3 · true3 · true2 · true1 (4.2)
aussi de´crite en utilisant la convention ci-dessous :
(B ⇒ B) ⇒ B
q
q
q
true
true
true
(4.3)
Notons que la partie (4.2-4.3) fait partie de la strate´gie imple´mente´e par le programme
PCF λf.f(true).
Martin Hyland et Luke Ong ont de´montre´ [HO00] que les strate´gies (finies) peuvent
eˆtre imple´mente´es dans PCF si et seulement si elles satisfont deux conditions fondamen-
tales, appele´es innocence et bon parenthe´sage. Nous nous concentrons ici sur la condition
de parenthe´sage, qui est tre`s proche d’une discipline de pile, mais que nous reformulons
ici comme une discipline de ressource qui va nous permettre d’interpre´ter les modalite´s
affine, dupliquante et exponentielle de la logique tensorielle. Cette condition est habituel-
lement exprime´e de la fac¸on suivante. Les are`nes sont sophistique´es a` l’aide d’un mode
λQA(m) ∈ {Q,A} pour chaque coup de l’are`ne. On dit qu’un coup est une question si
λQA(m) = Q et que c’est une re´ponse si λQA(m) = A. On demande a` ce qu’aucun coup
re´ponse m ne justifie un coup re´ponse n :
m ` n implique λQA(m) = Q ou λQA(n) = Q.
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Cette condition formalise l’intuition qu’une re´ponse n re´pond a` une question m qui la
justifie au cours de la partie. Remarquons que l’alternance des coups d’une partie assure
que les re´ponses Joueur re´pondent a` des questions Opposant et vice versa : ainsi un joueur
ne re´pond jamais a` ses propres questions. Par exemple, l’are`ne B est raffine´e en stipulant
que le coup Opposant q est une question, et que les deux coups Joueur true et false
sont des re´ponses.
Une partie justifie´e s est dite bien parenthe´se´e lorsque toute re´ponse n apparaissant
au cours de la partie re´pond a` la question en cours m, appele´e question pendante. Cette
terminologie est porte´e par l’intuition que (1) toute question « ouvre » une parenthe`se
et (2) toute re´ponse « ferme » une parenthe`se, qui doit correspondre a` la parenthe`se
ouverte par la question re´pondue. Typiquement, une partie (4.2-4.3) est bien parenthe´se´e
car toute re´ponse re´pond convenablement a` la dernie`re question pose´e, ce qui donne la
se´quence bien parenthe´se´e :
q1 · q2 · q3 · true3 · true2 · true1
(1 1)
(2 2)
(3 3)
Inversement, la partie
(B ⇒ B) ⇒ B
q
q
q
true
(4.4)
n’est pas bien parenthe´se´e car le coup true re´pond a` la premie`re question de la partie,
alors qu’il aurait duˆ re´pondre a` la troisie`me question (c’est la question pendante). Cela
peut eˆtre de´crit de la manie`re suivante :
q1 · q2 · q3 · true1
(1 1)
(2
(3
(4.5)
En fait, la partie (4.4-4.5) appartient a` la strate´gie qui teste si la fonction f : B ⇒ B est
stricte, au sens ou` elle interroge son argument : ce test ne peut pas eˆtre imple´mente´ avec
le langage PCF– bien qu’il puisse eˆtre de´crit avec PCF e´tendu avec l’ope´rateur de controˆle
call-cc.
4.3.2 Le parenthe´sage comme gestion des ressources
Nous souhaiterions maintenant comprendre le parenthe´sage comme une discipline de
ressource, plutoˆt qu’une simple discipline de pile. Une avance´e majeure dans cette direc-
tion est l’observation qu’une partie bien parenthe´se´e peut eˆtre de´tecte´e simplement en
comptant deux nombres caracte´ristiques sur un chemin
– le nombre κ+A de questions Joueur ouvertes mais laisse´es sans re´ponse ;
– le nombre κ−A de questions Opposant ouvertes mais laisse´es sans re´ponse.
Bien e´videmment, il n’est pas suffisant de compter les nombres κ+A et κ
−
A sur la partie s
pour savoir si la partie est bien parenthe´se´e. En effet, la partie bien parenthe´se´e (a) et la
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partie mal parenthe´se´e (b) introduites dans (4.4-4.5) induisent les meˆmes nombres κ+a et
κ−A :
(a) q1 · q2 · q3 · true3 7−→ κ+A = 1, κ−A = 1
(b) q1 · q2 · q3 · true1 7−→ κ+A = 1, κ−A = 1
Afin de de´tecter le bon parenthe´sage, il faut effectuer ce comptage sur les sous-chemins
(c) et (d) de ces parties. Cela re´ve`le la diffe´rence cruciale :
(c) q3 · true3 7−→ κ+A = 0, κ−A = 0
(d) q3 · true1 7−→ κ+A = 0, κ−A = 1
On en de´duit une caracte´risation fondamentale bien qu’e´le´mentaire :
Proposition 4.10 (bon parenthe´sage) Une partie s est bien parenthe´se´e si et seule-
ment si tout sous-chemin m · t · n de la partie s satisfait
κ+A(m · t · n) = 0 implique κ−A(m · t · n) = 0
ou` m est un coup Opposant et n un coup Joueur ; et dualement
κ−A(m · t · n) = 0 implique κ+A(m · t · n) = 0
ou` m est un coup Joueur et n est un coup Opposant
Arreˆtons nous un moment pour expliquer cette proprie´te´. Prenons un sous-chemin m · t ·n
d’une partie bien parenthe´se´e s, ou` m est un coup Opposant et n est un coup Joueur. La
premie`re condition indique que s’il existe une question Opposant a` laquelle Joueur n’a pas
encore re´pondu dans m · t, alors ou bien Joueur y re´pond – auquel cas κ−A(m · t · n) = 0
– ou bien il existe une question Joueur a` laquelle Opposant n’a pas encore re´pondu dans
m · t · n – auquel cas κ+A(m · t · n) 6= 0. L’autre condition est duale ; il suffit d’inverser les
roˆles de Joueur et Opposant.
Reformule´ de cette fac¸on, le parenthe´sage ressemble a` s’y me´prendre a` une politique
de ressource. L’intuition de base e´tant que chaque question m initie une requeˆte pour
une session line´aire. Cette requeˆte est note´e avec une parenthe`se ouvrante (i et est comp-
tabilise´e par κ± ou` ± est la polarite´ du coup m. Une re´ponse n acce`de ensuite a` cette
requeˆte, on la note donc i). Dans notre exemple, le coup q3 initie une requeˆte (3 a` laquelle
on acce`de plus tard dans la partie (4.2-4.3) par la re´ponse 3) e´mise par le coup true ;
alors qu’elle reste pendante dans la partie (4.4-4.5). On en conclut qu’une partie comme
(4.4-4.5) n’est pas bien parenthe´se´e car elle viole la contrainte de line´arite´ impose´e par les
requeˆtes. Notre mode`le de jeu va relier cette politique de line´arite´ au fait que la formule
boole´enne associe´e est de´finie par
B = O¬ (P¬ ⊕ P¬) (4.6)
en logique tensorielle. Les balises O et P sont utilise´es ici comme mne´moniques indiquant
que la ne´gation externe
O¬ est interpre´te´e par un coup Opposant, tandis que la ne´gation
P¬ est interpre´te´e par un coup Joueur. Voici l’histoire attache´e a` l’E´quation (4.6) : Oppo-
sant joue la ne´gation externe, suivi par Joueur, qui joue la ne´gation interne et au meˆme
moment re´sout le choix 1 ⊕ 1 entre true et false. Ceci raffine l’image ve´hicule´e par
l’are`ne boole´enne (4.1) en de´composant les deux coups Joueur true et false en deux
e´tapes enchaˆıne´es : ne´gation et choix – ou` la ne´gation encapsule donc les deux coup true
et false. Par conse´quent, il devient possible de relaˆcher la discipline de parenthe´sage en
interpre´tant la formule boole´enne comme
B = O¬ !•w (P¬ ⊕ P¬) (4.7)
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ou` la modalite´ affine !•w de la logique tensorielle est inse´re´e entre les deux ne´gations. La
hie´rarchie intuitionniste sur la formule boole´enne (4.6) co¨ıncide avec le mode`le de jeux
d’are`ne bien parenthe´se´s de PCF introduit par Martin Hyland et Luke Ong [HO00] alors
que la hie´rarchie intuitionniste de la formule boole´enne 4.7 co¨ıncide avec le mode`le de jeux
d’are`ne non parenthe´se´s de PCF avec controˆle de´crit par Jim Laird dans [Lai97].
Cette analyse nous ame`ne maintenant a` la notion de multiparenthe´sage dans les jeux
d’are`ne. En logique line´aire, toute preuve de la formule
(B⊗ B)( B
demande la valeur de ces deux arguments boole´ens, et nous aimerions comprendre cela
comme un sorte de condition de parenthe´sage. Ainsi, la partie
(B ⊗ B) ( B
q
q
true
q
true
true
(4.8)
va eˆtre « bien parenthe´se´e » dans ce nouveau cadre, tandis que la partie
(B ⊗ B) ( B
q
q
true
true
(4.9)
ne va pas eˆtre « bien parenthe´se´e » car elle n’explore pas le deuxie`me argument de la
fonction. Ce parenthe´sage ge´ne´ralise´ est capture´ par l’ide´e que la premie`re question initie
trois requeˆtes (1, (a et (b en meˆme temps. Alors, la partie (4.8) apparaˆıt comme e´tant bien
parenthe´se´e si l’on de´crit la situation de la fac¸on suivante :
q1 · q2 · true2 · q3 · true3 · true1
(1 1)
(a a)(2 2)
(b b)(3 3)
tandis que la partie (4.9) n’est pas bien parenthe´se´e car on acce`de jamais a` la requeˆte (a,
comme on peut s’en rendre compte sur l’illustration suivante :
q1 · q3 · true3 · true1
(1 1)
(a
(b b)(3 3)
4.3.3 Jeux de Conway multiparenthe´se´s
Nous allons maintenant formaliser la notion intuitive de requeˆtes introduite plus haut.
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De´finition 4.11 (jeu de Conway multiparenthe´se´)
Un jeu de Conway multiparenthe´se´ A est un jeu de Conway (VA, EA, λA) muni
– d’un ensemble fini QA(x) de requeˆtes pour chaque position x ∈ VA du jeu de
Conway ;
– d’une fonction λA(x) : QA(x) −→ {−1,+1} assignant a` chaque requeˆte de QA(x)
une polarite´. Cette polarite´ indique si la requeˆte a e´te´ faite par Opposant (−1) ou
par Joueur (+1) ;
– pour chaque coup x m−→ y, d’une relation de re´sidus [m] pour tout coup m
[m] ⊆ QA(x)×QA(y)
satisfaisant
r[m]r1 et r[m]r2 implique r1 = r2
r1[m]r et r2[m]r implique r1 = r2.
La de´finition de re´sidu est ensuite e´tendue aux chemins s : x  y de la manie`re
habituelle – par composition des relations. On de´finit alors
r[s] def= {r′ | r[s]r′} et [s]r def= {r′ | r′[s]r}.
On dit d’un chemin s : x y qu’il :
– acce`de a` une requeˆte r ∈ QA(x) lorsque r n’a pas de re´sidu apre`s s — c’est a` dire
r[s] = ∅ ;
– initie une requeˆte r ∈ QA(x) lorsque r n’a pas d’anceˆtre avant s — c’est a` dire
[s]r = ∅.
Nous imposons qu’un coup m initie uniquement des requeˆtes de sa propre polarite´, et
acce`de uniquement a` des requeˆtes de polarite´ oppose´. Afin de formaliser l’intuition que
le re´sidu d’une requeˆte est la requeˆte elle-meˆme, nous imposons aussi que deux chemins
paralle`les s et t induisent la meˆme relation de re´sidus :
s, t : x y implique [s] = [t].
Enfin, nous demandons qu’il n’y ait pas de requeˆtes au niveau de la racine :
QA(?) = ∅.
Ope´rateur de ressource. E´tendre les jeux de Conway avec des requeˆtes permet de
de´finir un ope´rateur de ressource κA pour tout jeu A
κA = (κ+A, κ
−
A) : PlayA → N× N
qui compte, pour tout chemin s : x  y, le nombre κ+A(s) (resp. κ−A(s)) de requeˆtes
(potentiellement infini) Joueur (resp. Opposant) dans r ∈ QA(y) initie´es par le chemin
s — i.e. tel que [s]r = ∅. La de´finition de jeu multiparenthe´se´ entraˆıne trois proprie´te´s
capitales sur κ±A, qui remplaceront la de´finition initiale de κA, et joueront le roˆle d’axiomes
dans toutes nos preuves – en particulier celle que la compose´e de deux strate´gies bien
parenthe´se´es est bien parenthe´se´e.
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Proprie´te´ 1 : compatibilite´. Pour tout chemin s : x y et pour tout coup Joueur
m : y → z,
κ−A(m) = 0 et κ
+
A(s ·m) = κ+A(s) + κ+A(m).
On a les e´galite´s duales pour les coups Opposant.
Proprie´te´ 2 : domination par suffixe. Pour tous chemins s : x y et t : y  z,
κA(t) ≤ κA(s · t).
Proprie´te´ 3 : sous-additivite´. Pour tous chemins s : x y et t : y  z,
κA(s · t) ≤ κA(s) + κA(t).
L’ope´rateur de ressource ve´rifie l’hypothe`se de compatibilite´ car Joueur n’initie pas de
requeˆtes Opposant et n’acce`de pas a` des requeˆtes Joueur. La domination par suffixe stipule
qu’une requeˆte ne peut eˆtre acce´de´e avant d’eˆtre initie´e. La sous-additivite´ indique que la
composition de deux chemins ne peut pas accroˆıtre le nombre de requeˆtes.
Nous allons maintenant e´tendre le fragment multiplicatif de la logique tensorielle aux
jeux multiparenthe´se´s.
Dual. Le dual A∗ d’un jeu multiparenthe´se´ A est obtenu en inversant la polarite´ des
coups et des requeˆtes. Ainsi, cela induit un ope´rateur de ressource
(κ+A∗ , κ
−
A∗) = (κ
−
A, κ
+
A).
Produit tensoriel. Le produit tensoriel A⊗ B de deux jeux multiparenthe´se´s A et B
a de´ja` e´te´ de´fini sur les jeux de Conway sous-jacents. Reste a` de´finir les requeˆtes et la
relation de re´sidus.
– Les requeˆtes a` la position x⊗ y sont donne´es par l’union disjointe des requeˆtes a` la
position x du jeu A et des requeˆtes a` la position y du jeu B
QA⊗B(x⊗ y) = QA(x) unionmultiQB(y).
– La polarite´ des requeˆtes est he´rite´e de la polarite´ des requeˆtes de A et B
– La relation de re´sidus est de´finie point-a`-point. Par exemple, un coup x⊗y m⊗y−−−→ z⊗y
provenant d’un coup m de A induit la relation{
∀(r, r′) ∈ QA(x)×QA(z) r [m⊗ y]A⊗B r′ ssi r [m]A r′
∀r ∈ QA(y) r [m⊗ y]A⊗B r
Il est remarquable que la prolongation de la notion de requeˆte pour le produit tensoriel
implique que l’ope´rateur de ressource est mono¨ıdal sur les jeux multiparenthe´se´s au sens
ou`
κA⊗B(s) = κA(s|A) + κB(s|B)
L’unique jeu multiparenthe´se´ ayant 1 comme jeu de Conway sous-jacent est l’e´le´ment
neutre du produit tensoriel. Il sera aussi note´ 1.
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Parties bien parenthe´se´e et strate´gies. Une fois que l’on a de´fini un ope´rateur de
ressource κA sur les chemins, il devient possible d’exprimer ce qu’est une partie bien pa-
renthe´se´e comme une partie que satisfait la Proposition 4.10. Ainsi, la proposition devient
une de´finition dans notre mode`le.
De´finition 4.12 (partie bien parenthe´se´e)
Une partie s est bien parenthe´se´e si et seulement si tout sous-chemin m · t ·n de s ve´rifie
κ+A(m · t · n) = 0 implique κ−A(m · t · n) = 0
ou` m est un coup Opposant et n un coup Joueur – on dit dans ce cas que s est bien
parenthe´se´e pour Joueur – et dualement
κ−A(m · t · n) = 0 implique κ+A(m · t · n) = 0
ou` m est un coup Joueur et n un coup Opposant – on dit dans ce cas que s est bien
parenthe´se´e pour Opposant.
Il est alors naturel de dire qu’une strate´gie est bien parenthe´se´e lorsque tout sous-
chemin qu’elle joue est bien parenthe´se´e pour Joueur.
De´finition 4.13 (strate´gie bien parenthe´se´e)
Une strate´gie σ est bien parenthe´se´e si et seulement si toute partie s ·m · t ·n de σ ve´rifie
κ+A(m · t · n) = 0 implique κ−A(m · t · n) = 0
ou` m est un coup Opposant et n est (ne´cessairement) un coup Joueur.
Toute strate´gie σ pre´serve le parenthe´sage au sens ou` :
Lemme 4.14 Si s·m·n ∈ σ et s·m est bien parenthe´se´e, alors s·m·n est bien parenthe´se´e
De´monstration : Comme s ·m est bien parenthe´se´e, il suffit de ve´rifier les sous-chemins de
la forme m′ · t · n ou` m′ est ne´cessairement un coup Opposant et n un coup Joueur. Tous
ces chemins sont ge´re´s par la de´finition de strate´gie bien parenthe´se´e.
Ainsi, deux strate´gies bien parenthe´se´es qui interagissent sur un jeu multiparenthe´se´ pro-
duisent des parties bien parenthe´se´es.
Il reste maintenant a` ve´rifier que cette notion de parenthe´sage pour les strate´gies est
stable par composition. Pour cela, nous allons utiliser toute la puissance de l’axiomatique
extraite de la de´finition de l’ope´rateur de ressource κA.
Proposition 4.15 La compose´e de deux strate´gies bien parenthe´se´es est aussi bien pa-
renthe´se´e.
De´monstration : Nous proce´dons par l’absurde en supposant qu’il existe un (plus petit)
chemin s joue´ par la strate´gie τ ◦ σ tel que
κ+A∗⊗C(s) = 0 et κ
−
A∗⊗C(s) > 0.
On montre alors que σ ou τ a triche´.
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Dans un premier temps, en utilisant le lemme du te´moin unique sur s, on obtient une
interaction u ∈ int(A,B,C) telle que u|A,B est joue´e par σ, u|B,C est joue´e par τ . En
appliquant la domination par suffixe, on sait que pour tout pre´fixe u′ de u, κ+A∗⊗C(u′) = 0,
ce qui entraˆıne en utilisant la mono¨ıdalite´ du produit tensoriel
κ+A∗(u′|A) = κ
+
C(u′|C) = 0
Maintenant, deux cas doivent eˆtre conside´re´s :
1. κB(u|B) = (0, 0).
La mono¨ıdalite´ du produit tensoriel donne κA∗⊗B(u) = κA∗(u) et κB∗⊗C(u) = κC(u).
Mais comme κA∗⊗C(u)− = κ−A∗(u) + κC(u)− > 0 par hypothe`se, on en de´duit que
κ−A∗(u) > 0, ou bien κ
−
C∗(u) > 0.
Ainsi, soit κA∗⊗B(u) ∈ 0× (N \ {0}), soit κB∗⊗C(u) ∈ 0× N∗, ce qui entraˆıne qu’au
moins une des deux strate´gies a triche´.
2. κB(u|B) 6= (0, 0).
Conside´rons maintenant le plus petit suffixe v de u pour lequel κB(v|B) 6= (0, 0).
Posons v = m · v′. Comme v est le plus suffixe a` gain non nul, ne´cessairement
κB(v′|B) = (0, 0) et alors κB(v|B) ≤ κB(m) (par sous-additivite´). Mais comme u
est la plus petite interaction donnant lieu a` un mauvais gain dans A∗ ⊗ C, m est
ne´cessairement dans EB .
Traitons le cas ou` m est un coup Opposant ; le cas ou` m est un coup Joueur e´tant
similaire. En utilisant la compatibilite´ de κA, on sait que κ−B(m) = 0, ce qui im-
plique κ−B(v|B) = κ
+
B∗(v|B) = 0 et donc κ
−
B∗(v|B) > 0. Conside´rons maintenant la
partie joue´e par τ . Les pre´ce´dentes conside´rations montrent que κ+B∗⊗C(v|B∗⊗C) = 0.
Mais κ−B∗(v|B) > 0 implique κ
−
B∗⊗C(v|B∗⊗C) > 0 par mono¨ıdalite´ de l’ope´rateur de
ressource sur le produit tensoriel. Alors la strate´gie τ a` joue´ un chemin interdit.
Proposition 4.16 (cate´gorie des jeux multiparenthe´se´s) Les jeux multiparenthe´se´s
et strate´gies bien parenthe´se´es forment une cate´gorie note´e B . Comme le cate´gorie des
jeux de Conway, B est compacte ferme´e.
4.3.4 Modalite´s affine et exponentielle
Motive´ a` la fois par la de´finition de modalite´s de ressource mais aussi par l’intuition
que la ne´gation tensorielle se mate´rialise par le soule`vement par un coup Opposant en
se´mantique des jeux, nous souhaiterions construire un mode`le de la logique tensorielle
base´ sur la cate´gorie BO des jeux multiparenthe´se´s ne´gatifs.
La proprie´te´ 2.32 de transport de fermeture permet d’obtenir une cate´gorie mono¨ıdale
syme´trique a` partir de la structure compacte ferme´e de B. On perd la structure compacte
ferme´e mais on conserve quand meˆme la notion de trace.
Proposition 4.17 La cate´gorie B est une cate´gorie mono¨ıdale syme´trique trace´e et fer-
me´e.
Ne´gation tensorielle. La ne´gation ¬A d’un jeu ne´gatif est le jeu pointe´ obtenu en
soulevant le jeu dual A∗ par un coup Joueur m⊥ qui n’initie pas de requeˆte.
Modalite´ affine. Comme aucune requeˆte n’est initie´e a` la racine d’un jeu multiparen-
the´se´, le jeu 1 est terminal dans B. Tous les jeux de BO sont donc affines. Pour pouvoir
distinguer les jeux affines des jeux line´aires, il faut passer a` la notion de jeux pointe´s. Un
jeu pointe´ peut eˆtre vu de deux manie`res diffe´rentes : (1) comme un jeu multiparenthe´se´
ne´gatif souleve´ par un unique coup Joueur, (2) comme un jeu multiparenthe´se´ ne´gatif en
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relaˆchant l’hypothe`se qu’aucune requeˆte n’est initie´e a` la racine pour les requeˆtes Joueur.
Comme l’interpre´tation des types de IdeaML ne´cessite seulement des jeux affines, nous
pensons qu’il est inutile de compliquer le mode`le en conside´rant les jeux pointe´s. Aussi,
nous nous satisfaisons ici d’une modalite´ affine est e´gale a` l’identite´.
Modalite´ exponentielle. Tout jeu ne´gatif A induit un jeu dupliquable !•eA – qui peut
eˆtre regarde´ comme le tenseur infini de A. On de´finit !•eA comme suit
– ses positions sont les mots finis w = x1 · · ·xk dont les lettres sont des positions xi
du jeu A diffe´rentes de la racine ; l’intuition est que la lettre xi de´crit la position
courante dans la i-e`me copie de A.
– sa racine est le mot vide ? !•eA = ε ;
– un coup w → w′ est
– ou bien un coup joue´ dans une copie :
w1 y w2 → w1 y′ w2
ou` y → y′ est un coup du jeu A et y 6= ?A ;
– ou bien l’ouverture d’une nouvelle copie :
w → w · y
ou` ?A → y est un coup du jeu A partant de la racine ?A.
Si m est un coup de !•eA, on note m le coup sous-jacent dans A ;
– ses requeˆtes a` la position w = x1 · · ·xn sont les paires (i, r) constitue´es d’un index
1 ≤ i ≤ n et d’une requeˆte r a` la position xi du jeu A. En particulier, il n’y pas de
requeˆte a` la position vide ε.
Les polarite´s des coups et des requeˆtes sont he´rite´es de celles du jeu !•wA de manie`re
e´vidente ; et la relation de re´sidus est de´finie de la meˆme manie`re que pour le produit
tensoriel.
Nous allons maintenant utiliser le re´sultat ge´ne´ral du The´ore`me 3.41 – et plus parti-
culie`rement l’instanciation que nous en avons fait a` la Section 3.6.3 – pour montrer que
!•eA de´finit le comono¨ıde commutatif libre sur le jeu A. On note tA : A→ 1 l’unique fle`che
de A vers l’objet terminal 1. On va montrer que !•eA est la limite du diagramme
A : 1 A
tA
oo A2
tA⊗idA
oo
idA⊗tAoo
σ

· · ·An · · ·
tA⊗idA2
oooo
idA2⊗tAoo
σ

dans la cate´gorie BO et que cette limite est mono¨ıdale. La preuve va eˆtre tre`s similaire a`
celle de la Section 3.6.3. La diffe´rence majeure est qu’on doit maintenant ve´rifier que les
strate´gies que l’on de´finit sont toutes bien parenthe´se´es. A` nouveau, on va directement
montrer que X ⊗ !•eA est la limite du diagramme
X ⊗A : X X ⊗A
tA
oo X ⊗A2
idX⊗tA⊗idA
oo
idX⊗idA⊗tAoo
idX⊗σ

· · ·X ⊗An · · ·
idX⊗tA⊗idA2
oooo
idX⊗idA2⊗tAoo
idX⊗σ

On obtiendra ensuite la proprie´te´ sur !•eA en faisant X = 1.
Proposition 4.18 X ⊗ !•eA est la limite du diagramme X ⊗A
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De´monstration : Nous devons dans un premier temps de´finir un coˆne d’origine X ⊗ !•eA sur
le diagramme X ⊗ A. On proce`de comme a` la Section 2.4.3 en de´finissant une fonction
d’entrelacement des parties de !•eA vers les parties de An, puis en de´finissant une strate´gie
d’imitation. E´tant donne´e une partie s ·m de !•eA, on de´finit
〈s ·m〉 = 〈s〉 ·m
ou` m est le coup sous-jacent dans A. On de´finit alors la strate´gie εn : !•eA → An par
l’ensemble de parties
εn
def= {s ∈ Playeven!•eA1(An2 | ∀t ≺
even s , t| !•eA1 = 〈t|An2 〉}
Comme nous avons de´fini des variantes de la strate´gie d’imitation, on s’assure que toutes
ces strate´gies sont bien parenthe´se´es en remarquant que toute partie s ·m · t · n joue´e par
εn ve´rifie
κ+!•eA(An(m · t · n) = κ−!•eA(An(m · t · n)
Le coˆne de X⊗ !•eA sur X⊗A est alors donne´ par les morphismes idX⊗εn. Soit maintenant
(B,α : B → A) un coˆne sur X ⊗A. Nous devons de´finir une fle`che de B dans X ⊗ !•eA.
Introduisons la strate´gie in : X ⊗ An → X ⊗ !•eA qui imite Opposant sur X ⊗ A⊗n
pour X et les n premie`re copies de !•eA, et qui ne re´pond pas lorsque Opposant ouvre la
n+ 1-e`me copie de !•eA. Nous avons de´fini ces strate´gies par des restrictions de la strate´gie
d’imitation sur X ⊗ !•eA, elles sont donc naturellement bien parenthe´se´es. On de´finit pour
tout n la strate´gie α†(n) par le diagramme commutatif suivant :
B
αn //
α†(n)

A⊗n
in{{vvv
vv
vv
vv
!•eA
Conside´rons maintenant le diagramme suivant :
B αn+1
//
αn
##
α†(n+1)

An+1
in+1

An⊗tA
// An
in

!•eA !•eA !•eA
Il commute sur toutes ces faces excepte´ pour celle en bas a` droite qui ve´rifie in◦(An⊗tB) ⊆
in+1. Le chemin exte´rieur dans le sens horaire e´tant e´gal a` α†(n), on en de´duit que
α†(n) ⊆ α†(n+1).
On peut donc de´finir le soule`vement comono¨ıdal α† par la limite croissante des α†(n) :
α† def=
⋃
n
α†(n)
Cette strate´gie α† est bien parenthe´se´e car chaque partie qu’elle joue et aussi joue´e par
la strate´gie bien parenthe´se´e α†(n) pour un certain n. On doit aussi montrer que cette
strate´gie est un morphisme de coˆnes. Pour cela, remarquons que εn ◦ in = idAn et donc
que
εn ◦ α†(n) = εn ◦ in ◦ αn = αn.
Il reste a` montrer que ce morphisme de coˆnes est unique. Soit β un autre morphisme de
coˆnes de B vers !•eA. On de´finit
β(n) = in ◦ εn ◦ β
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et on remarque les deux choses suivantes
β(n) = α†(n) et β =
⋃
n
β(n).
On en de´duit que α† = β ce qui termine la preuve.
Clairement, on a une proprie´te´ syme´trique avec le diagramme A ⊗ X. En utilisant
cette proprie´te´ avec X = 1, on en de´duit que !•eA est la limite du diagramme A. Nous
pouvons maintenant e´noncer la proposition annonce´e plus haut.
Proposition 4.19 Le jeu !•eA est le comono¨ıde commutatif libre sur le jeu A.
On vient donc de de´finir un mode`le de la logique tensorielle (sans les coproduits) dans
une cate´gorie trace´e de jeux e´quipe´s d’une notion de parenthe´sage. La modalite´ affine y
est de´ge´ne´re´e.
4.3.5 Ajouter les additifs
Il nous reste maintenant a` ajouter les coproduits a` la cate´gorie BO. Nous utilisons pour
cela la construction de famille Fam introduite a` la Section 2.4.4. Comme les re´sultats ont
e´te´ obtenus dans un cadre ge´ne´ral, nous nous contentons ici de rappeler les constructions.
Produits Finis. Il nous faut tout d’abord de´finir les produits dans la cate´gorie BO pour
que les re´sultats de la Section 2.4.4 s’appliquent.
E´tant donne´e une famille (Ai)i∈I de jeux multiparenthe´se´s indexe´e sur un ensemble
fini I, le produit &i∈IAi est de´fini par
– son graphe sous-jacent est obtenu en prenant l’union disjointe des graphes sous-
jacents aux Ai en fusionnant les racines ;
– la polarite´ des coups est he´rite´e directement de celle des coups des Ai ;
– la relation de re´sidu est directement he´rite´e de celle de chacun des jeux Ai.
La i-e`me projection est donne´e par la strate´gie d’imitation sur le jeux Ai.
Construction de familles. Nous pouvons maintenant de´finir la construction de famille
et la notion induite de produit tensoriel et de ne´gation.
De´finition 4.20 (la cate´gorie Fam(BO))
La cate´gorie Fam(BO) a pour objets les familles {Ai|i ∈ I} de jeux multiparenthe´se´s, ou`
I est un ensemble fini. Un morphisme de {Ai | i ∈ I} vers {Bj | j ∈ J} consiste en une
fonction de re´indexation f : I → J ainsi qu’en une famille de strate´gies bien parenthe´se´es
transverses {σi : Ai → Bf(i)|i ∈ I} de C.
Le produit tensoriel de deux familles A = {Ai|i ∈ I} et B = {Bj |j ∈ J} est de´fini par
A⊗B def= {Ai ⊗Bj | (i, j) ∈ I × J}
L’ope´ration qui a` une famille A = {Ai|i ∈ I} de Fam(BO) associe
¬A = {&i(¬Ai)}
de´finit une ne´gation tensorielle sur Fam(BO).
On a montre´ a` la Section 2.4.4 la proposition suivante (dans un cadre ge´ne´ral)
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The´ore`me 4.21
Fam(BO) est un mode`le de la logique tensorielle.
Notation Avant de passer a` l’interpre´tation de IdeaML a` proprement dite, nous rappe-
lons le lexique utilise´ pour la pre´sentation monolate´rale de la logique tensorielle. Celui-ci va
servir a` distinguer les coups de Joueur des coups de Opposant. Comme la cate´gorie BO est
celle des jeux ne´gatifs, elle est de la polarite´ ne´gative, c’est a` dire Opposant. Dualement,
sa cate´gorie oppose´e BP def= (BO)op est positive, c’est a` dire Joueur.
BO BP
ne´gation tensorielle
O´ A Pˆ A
produit tensoriel ⊗ `
produit & ⊕
modalite´ de ressource ! ?
4.4 Interpre´tation des re´fe´rences dans les jeux multiparen-
the´se´s
Dans cette section, nous pre´sentons un re´sultat de pleine ade´quation de notre mode`le
vis-a`-vis du langage IdeaML. Nous obtenons ce re´sultat en montrant que le mode`le
d’Abramsky et al. [AHM98] est la cate´gorie de Kleisli associe´ a` la comonade !•e sur notre
cate´gorie de jeux multiparenthe´se´s ne´gatifs. Nous pre´sentons ensuite l’inte´reˆt de notre
mode`le : il permet de de´finir la strate´gie correspondant a` une cellule me´moire de manie`re
interne et graduelle. On va construire les trois types de cellules suivants, graˆce a` la ne´gation
tensorielle, la structure compacte ferme´e et la modalite´ exponentielle munie d’une notion
d’acce`s me´moire.
– la cellule me´moire line´aire dans laquelle on e´crit une seule fois et on lit une seule fois
(cette construction utilise la ne´gation tensorielle et la structure compacte ferme´e) ;
– la cellule me´moire constante dans laquelle on e´crit une fois et on lit autant de fois
que l’on veut (cette construction utilise la modalite´ exponentielle) ;
– la cellule me´moire dans laquelle on e´crit et on lit autant de fois que l’on veut (cette
construction utilise l’acce`s me´moire de la modalite´ exponentielle).
4.4.1 Comple´tude par rapport a` IdeaML
Nous allons dans un premier temps montrer que le mode`le donne´ dans [AHM98] est
une description de la cate´gorie de Kleisli (BO) !•e associe´ a` la comonade !•e sur BO, vue a`
travers le prisme de la construction de famille.
Nous rappelons d’abord la cate´gorie des jeux d’are`nes avec question/re´ponse de´finie
dans [AHM98]. Elle correspond essentiellement aux jeux de´crits a` la Section 4.3.1.
De´finition 4.22 (jeu d’are`ne avec question/re´ponse)
Une are`ne avec question/re´ponse est un triplet A = (MA, λA,`A) ou`
– MA est un ensemble de coups.
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– λA = (λOPA , λ
QA
A ) : MA → {O,P}×{Q,A} est une fonction d’e´tiquetage qui indique
si un coup est Joueur (P) ou Opposant (O), et si c’est une question (Q) ou une
re´ponse (A).
– `A est une relation de justification entre les coups MA + {?} et les coups de MA
telle que : un coup initial (? ` m) est de polarite´ OQ, une re´ponse est toujours
justifie´e par une question et l’are`ne est alternante
m ` n ⇒ λOPA (m) 6= λOPA (n).
On dit qu’une re´ponse n re´pond a` un question m lorsque m ` n.
L’are`ne A⇒ B est de´finie par
– MA⇒B = MA +MB
– λA⇒B = λ∗A + λB ou` λ∗A applique les polarite´s duales de la fonction λA
– m `A⇒B n def⇐⇒ m `A n ou m `A n ou (? `B m ∧ ? `A n).
Une strate´gie est alors un sous-ensemble de parties
– justifie´es : une partie s est justifie´e, ce que l’on note s ∈ LA, si pour tout coup non
initial n de s, il existe un coup m de s qui justifie n ;
– alterne´es : une partie s est alterne´e si chaque coup est suivi d’un coup de polarite´
oppose´e ;
– bien parenthe´se´es : nous ne revenons pas ici sur la longue discussion donne´e a` la
Section 4.3.1.
Abramsky et al. ajoutent aussi une notion de strate´gie filaire. Techniquement, cette condi-
tion indique qu’une strate´gie σ : A → B joue uniquement selon sa composante connexe,
c’est a` dire en fonction des coups qui ont e´te´ justifie´s par le meˆme coup initial. En fait, cela
revient a` dire que la strate´gie joue inde´pendamment dans chaque fibre de B et donc est de
la forme !•eA( B dans la cate´gorie BO. Nous allons maintenant formaliser cette intuition.
On note AHM la cate´gorie dont les objets sont les are`nes avec question/re´ponse et les
morphismes de A vers B sont les strate´gies bien parenthe´se´es sur l’are`ne A ⇒ B et on
note AHMfil la restriction de AHM aux strate´gies filaires.
On de´finit, dans un premier temps, un foncteur U de AHM vers BO.
De´finition 4.23 (AHM→ BO)
Soit A = (MA, λA,`A) une are`ne avec question/re´ponse, on de´finit le jeu multiparenthe´se´
ne´gatif U(A) par
– ses positions sont les parties justifie´es
VU(A)
def= LA;
– les areˆtes entre deux parties justifie´es s et s′ sont donne´es par
s
m−→ s′ def⇐⇒ s′ = s ·m;
– la polarite´ des coups est he´rite´e de celle du jeu A ;
– un coup s m−→ s′ initie une requeˆte lorsque λQAA (m) = Q dans le jeu A ;
– un coup n acce`de a` une requeˆte initie´e par un coup m lorsque
λQAA (n) = A et m `A n.
A` chaque strate´gie σ : A dans AHM correspond la meˆme strate´gie σ : U(A) dans BO.
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Russ Harmer a montre´ dans sa the`se [Har00] que la cate´gorie AHMfil est la sous
cate´gorie de AHM des morphismes respectant la structure comono¨ıdale des are`nes. De
notre point de vue, ce re´sultat s’exprime par un isomorphisme entre la cate´gorie AHMfil
et la cate´gorie de Kleisli de la comonade !•e sur BO.
Proposition 4.24 Le foncteur U : AHM→ BO se rele`ve en un isomorphisme
U˜ : AHMfil
∼=−→ (BO) !•e
faisant commuter le diagramme
AHMfil U˜ // _

(BO) !•e _

AHM U // BO
De´monstration : Tout d’abord, remarquons que tout jeu multiparenthe´se´ U(A) est de la
forme !•eU˜(A), ou` U˜(A) est le jeu U(A) ou` on ne peut jouer qu’un seul coup initial dans une
partie. Et re´ciproquement, tout jeu multiparenthe´se´ ne´gatif de la forme !•eA′ est l’image
par U d’un jeu d’are`ne A. Ensuite, en utilisant la caracte´risation de la Proposition 4.10, on
en de´duit que les notions de parenthe´sage co¨ıncident. Enfin, la de´finition d’une strate´gie
filaire dans les jeux d’are`nes nous permet de dire que toute strate´gie
U(σ) : U(A)( U(B) = !•eU˜(A)( !•eU˜(A)
est en fait le rele`vement unique d’une strate´gie
U˜(σ) : !•eU˜(A)( U˜(B).
On en de´duit que les strate´gie bien parenthe´se´es et filaires sur un jeu A → B de AHM
sont en bijection avec les strate´gies bien parenthe´se´es sur le jeu !•eU˜(A)( U˜(B) dans BO.
Abramsky et al. modifient ensuite leur mode`le en conside´rant la construction de fa-
mille, exactement comme nous l’avons fait pour obtenir un mode`le de la logique tensorielle
(cf. The´ore`me 4.21). On en de´duit la proposition suivante et son corollaire imme´diat.
Proposition 4.25 La cate´gorie utilise´e dans [AHM98] pour donner un mode`le pleinement
ade´quat (fully abstract en anglais) de IdeaML est isomorphe a` la cate´gorie Fam((BO) !•e).
Corollaire 4.26 La cate´gorie Fam((BO) !•e) offre un mode`le pleinement ade´quat de IdeaML.
4.4.2 Une analyse de la strate´gie cellA
Avant de pouvoir expliquer la construction des diffe´rentes strate´gies correspondant a`
chaque type de cellule, il nous semble ne´cessaire de rappeler plus en de´tail ce que donne,
dans notre mode`le, l’interpre´tation du langage IdeaML faite dans [AHM98].
Abramsky et al. ont utilise´ une interpre´tation du langage en appel par valeur IdeaML
base´e sur une cate´gorie carte´sienne ferme´e munie d’une monade forte. Cette monade,
construite sur la cate´gorie de famille, se de´crit dans notre mode`le par
T (Ai)i∈I
def= (
O´ ⊕i Pˆ Ai).
L’unite´ de cette monade est obtenue a` partir de l’unite´ de la monade de continuation et
des injections
Ai −→
O´Pˆ Ai −→ O´ ⊕i Pˆ Ai.
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La force de la monade est une conse´quence directe de la force de la monade de continuation.
L’interpre´tation d’un jugement de typage
x1 : A1, . . . xn : An `M : A
est donne´e par un morphisme
!{A1} ⊗ · · · ⊗ !{An} −→ T !{A}.
La traduction de l’are`ne correspondant au type ref[A] telle que l’ont donne´e Abramsky et
al. produit le jeu de Conway
{ref[A]} def= T (!(&i O´ (Pˆ 1` ?A∗i ))⊗ !(O´ ⊕i Pˆ Ai)) def= T (!WriteA ⊗ !ReadA) (4.10)
ou` {A} = (Ai)i∈I est la traduction du type A dans la cate´gorie Fam(BO). WriteA corres-
pond au type du module d’e´criture et ReadA correspond au type du module de lecture.
Ce jeu peut eˆtre vu comme l’are`ne
O
P!
ooo
ooo
o !
LLL
LLL
L
write(i)
OOO
OOO
O?
ooo
ooo
o
read
A∗i ok i
Ai
De manie`re informelle, la strate´gie cellA
– re´pond au premier coup O par le coup P ;
– si le coup suivant joue´ par Opposant est read, la strate´gie ne re´pond pas ;
– la strate´gie cellA re´pond a` write(i) par le coup ok ;
– si Opposant joue le coup read et que le dernier coup d’e´criture a` avoir e´te´ joue´ est
write(i), la strate´gie cellA re´pond i ;
– lorsque Opposant joue un coup initial de Ai dans la composante de lecture, la
strate´gie cellA re´pond par le coup initial dans une nouvelle copie du jeu ?A∗i qui
correspond au dernier coup write(i) joue´ ;
– ensuite, la strate´gie cellA imite les coups de Opposant dans Ai (resp. A∗i ) par les
coups correspondants dans A∗i (resp. Ai).
Nous allons maintenant construire formellement la strate´gie cellA en plusieurs e´tapes.
Cellule me´moire line´aire et objet dual. Premie`rement, nous allons construire la
strate´gie lin cellA pour interpre´ter la cellule me´moire line´aire, dans laquelle on ne peut
e´crire et lire qu’une seule fois. Cette strate´gie a pour type
1 lin cellA−−−−−−→ T ((&i O´ (Pˆ 1`A∗i ))⊗ (O´ ⊕i Pˆ Ai)). (4.11)
Nous allons voir que cette strate´gie s’obtient facilement en utilisant les proprie´te´ de la
ne´gation tensorielle. La seule chose qui nous manque est une fle`che oppose´e a` la force
tA,B,C
tA,B,C :
O´ (A` Pˆ (B ⊗ C)) −→ O´ (A` Pˆ B)⊗ C.
Pour la construire, nous allons utiliser la structure compacte ferme´e de la cate´gorie B. La
construction vient de la proprie´te´ suivante, bien connue des alge´bristes.
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Proposition 4.27 ([May06]) Soit (C,⊗, 1,() une cate´gorie mono¨ıdale syme´trique fer-
me´e. Si l’objet C de C posse`de un objet dual C∗, alors, pour tous objets A et B, le
morphisme canonique
fA,B,C : (A( B)⊗ C −→ A( (B ⊗ C)
est un isomorphisme.
De´monstration : Le morphisme inverse est donne´ par
A( (B ⊗ C) ···⊗ηC−−−−−−−−−→ A( (B ⊗ C)⊗ C∗ ⊗ C
fA,B⊗C,C∗⊗C−−−−−−−−−→ (A( (B ⊗ C ⊗ C∗))⊗ C
(···εC)⊗C−−−−−−−−−→ (A( B)⊗ C
Il est imme´diat de ve´rifier que cela de´finit bien un isomorphisme.
Nous allons utiliser une variante de cette proposition dans le cadre de la ne´gation tenso-
rielle au lieu de la fermeture. Tout d’abord, remarquons que la force
O´ (A` Pˆ B)⊗ C tA,B,C−−−−→ O´ (A` Pˆ (B ⊗ C))
existant dans la cate´gorie BO s’e´tend a` toute la cate´gorie B. La seule subtilite´ est que,
dans le cas ou` le jeu C est positif, si Opposant joue son premier coup dans le jeu C situe´
a` gauche de la fle`che, la strate´gie ne re´pond pas. On peut maintenant de´finir, dans la
cate´gorie B, la strate´gie qui nous inte´resse par
tA,B,C
def=
O´ (A` Pˆ (B ⊗ C)) ···⊗ηC−−−−−−−−→ O´ (A` Pˆ (B ⊗ C))⊗ C∗ ⊗ C
tA,B⊗C,C∗⊗C−−−−−−−−−→ O´ (A` Pˆ (B ⊗ C ⊗ C∗))⊗ C
(···εC)⊗C−−−−−−−−−→ O´ (A` Pˆ B))⊗ C.
Cette strate´gie de´finit un morphisme de la cate´gorie BO, qui fournit un inverse a` droite a`
la force.
tA,B,C ◦ tA,B,C =
O´ (A` Pˆ (B ⊗ C)) id−→ O´ (A` Pˆ (B ⊗ C))
Cette strate´gie va eˆtre au cœur de notre de´finition de la strate´gie lin cellA. Cette
construction a pour point de de´part l’unite´ de la monade T
Ai −→
O´ ⊕i Pˆ Ai.
On prend ensuite l’image de cette unite´ par la ne´gation tensorielle :
Pˆ Ai −→ Pˆ (O´ ⊕i Pˆ Ai)
et on utilise la loi de´finissant la ne´gation tensorielle pour obtenir une strate´gie χ(Ai) de
type
χ(Ai) : 1 −→
O´ (A∗i` Pˆ (O´ ⊕i Pˆ Ai)).
A` ce stade, nous allons utiliser la strate´gie partielle
O´ (A∗i` Pˆ (1⊗ O´Pˆ Ai)) t−→ O´ (A∗i` Pˆ 1))⊗ O´Pˆ Ai,
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{Γ ` new x : A, y : B in M} = {Γ ` new y : B, x : A in M} (4.12)
{Γ, x : ref[A] ` new y : B in x := V ;M} = {Γ, x : ref[A] ` x := V ; new y : B in M}
(4.13)
{Γ ` new x : A, y : B in x := V1; y := V2;M} = {Γ ` new x : A, y : B in y := V2;x := V1;M}
(4.14)
{Γ ` new x : A in x := V ; (λy.M)(!x)} = {Γ ` new x : A in x := V ; (λy.M)V } (4.15)
Fig. 4.5 – Validite´ de la cellule me´moire line´aire (et de la cellule me´moire constante)
ce qui s’e´nonce dans la notation des jeux d’are`nes par
write(i)
OOO
OOO
O
ooo
ooo
o
A∗i ok
read
i
Ai
−→
write(i)
OOO
OOO
O
ooo
ooo
o
read
A∗i ok i
Ai
Toutes les parties joue´es par cette strate´gie commence par les coups
write(i) · (write(i))∗ · i∗ · i
suivis par la trace d’une strate´gie d’imitation. Autrement dit, nous obtenons une stra-
te´gie d’imitation qui ne re´pond pas si opposant demande de lire avant d’e´crire. Il suffit
maintenant de faire le produit sur tous les i et de composer avec l’unite´ de la monade de
continuation pour obtenir la strate´gie lin cellA de´crite par l’e´quation (4.11).
Nous allons maintenant montrer que cette cellule me´moire line´aire fait bien ce qu’on
attend d’elle au sens ou` elle valide les quatre e´quations de la Figure 4.5. Ces quatre
e´quations sont bien connues puisqu’elles constituent quatre des cinq e´quations valide´es
par une cellule me´moire dans le travail d’Abramsky et al. [AHM98]. Elles de´finissent ici
la validite´ de la cellule me´moire line´aire.
Le formalisme de la logique tensorielle nous permet de de´duire la validite´ de ces e´qua-
tions de manie`re purement cate´gorique, a` l’aide de diagrammes commutatifs de nature
alge´briques. En particulier, nous n’utilisons jamais les strate´gies sous-jacentes aux mor-
phismes canoniques.
– L’e´galite´ (4.12) vient du fait que le diagramme
A⊗B ηA⊗ηB // TA⊗ TB left //
right
// T (A⊗B)
commute, ou` les deux morphismes de droite sont les deux ordres d’e´valuation induits
par la monade forte T ;
– L’e´galite´ (4.13) provient directement des lois de cohe´rence 1.9 (associativite´) et 1.10
(multiplication) ve´rifie´es par T ;
– L’e´galite´ (4.14) vient de la bifonctorialite´ du produit tensoriel.
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L’e´galite´ (4.15) est plus difficile a` obtenir, car elle fait intervenir les proprie´te´s dia-
grammatiques du morphisme t(pour simplifier, nous pre´sentons ici les diagrammes cle´
dans le cas d’une famille singleton, (Ai)i∈I = (A), dans un cate´gorie mono¨ıdale stricte).
Plus pre´cise´ment, cette e´quation se re´duit au diagramme commutatif
TA
TA⊗χA //
tA,1
TA⊗ O´(A∗` Pˆ TA)
TA⊗ tA∗,1,TA //
tA,X1

TA⊗ O´(A∗` Pˆ 1)⊗ TA
tA,X2

TA
T (A⊗χA)
//
T (A⊗ O´(A∗` Pˆ TA))
T (A⊗ tA∗,1,TA) //
TevalY1

T (A⊗ O´(A∗` Pˆ 1)⊗ TA)
T (evalY2⊗TA)

T (T 2A)
TµA

T t1,1,TA // T (T1⊗ TA)
TdstA,1rrffffff
ffffff
ffffff
ffffff
fffff
TTA
µA

TA
ou`
evalB : A⊗
O´ (A∗ `B)→O´ B
est obtenue en appliquant la loi de´finissant la ne´gation tensorielle a` l’identite´
O´ (A∗ `B) id−→ O´ (A∗ `B),
et ou` X1 =
O´(A∗` Pˆ TA), X2 =O´(A∗` Pˆ 1)⊗TA, Y1 =Pˆ TA, Y2 =Pˆ 1. Les deux carre´s du
haut commutent par naturalite´ de la force de la monade T . Le triangle en bas a` gauche
commute en tant que variante de l’identite´ de zigzag satisfaite par la ne´gation tensorielle.
En de´veloppant la de´finition de tet en utilisant la naturalite´ de l’unite´ et de la counite´
de la structure compacte ferme´e, la commutation du carre´ mettant en jeu le morphisme
eval se re´duit a` la commutation du carre´
A⊗ O´(A∗` Pˆ TA)⊗ (TA)∗
A⊗tA∗,TA,(TA)∗ //
evalY1⊗(TA)∗

A⊗ O´(A∗` Pˆ (TA⊗ (TA)∗))
evalY3

T 2A⊗ (TA)∗ tTA,(TA)∗ // T (TA⊗ (TA)∗)
ou` y3 =
Pˆ (TA ⊗ (TA)∗). De la meˆme manie`re, pour voir que le triangle en bas a` droite
commute, on doit revenir a` la de´finition de t. La commutation de ce triangle se re´duit
alors a` la commutation du diagramme
T 2A
T 2A⊗ηTA //
tTA,1=idT2A
T 2A⊗ (TA)∗ ⊗ TAtTA,(TA)∗⊗TA//
tTA,(TA)∗⊗TA ++VVVV
VVVV
VVVV
VVVV
VV
T (TA⊗ (TA)∗)⊗ TA TεTA⊗TA //
tTA⊗(TA)∗,TA

T1⊗ TA
t1,A

T 2A
T (TA⊗ηTA)
// T (TA⊗ (TA)∗ ⊗ TA)
T (εTA⊗TA)
// T 2A
Le carre´ de gauche commute par naturalite´ de la force, le triangle du milieu commute par
associativite´ de la force, et le carre´ de droite commute par naturalite´ de la force.
On vient donc de montrer que la cellule me´moire line´aire satisfait les quatre e´quations
de la Figure 4.5.
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Cellule me´moire constante et modalite´ exponentielle. On peut aussi de´crire la
strate´gie const cellA qui interpre`te la cellule dans laquelle on peut e´crire une fois et lire
autant de fois que l’on veut. On l’obtient en prenant l’image par ! de l’unite´ de la monade
T
!Ai −→ !
O´ ⊕i Pˆ Ai.
On applique ensuite la meˆme transformation que pour la cellule me´moire line´aire afin
d’obtenir
1 const cellA−−−−−−−−→ T ((&i O´ (Pˆ 1` ?A∗i ))⊗ !(O´ ⊕i Pˆ Ai)) = T (WriteA ⊗ !ReadA). (4.16)
Cette strate´gie a` une seule phase d’e´criture et lance ensuite une nouvelle copie sur le meˆme
fil a` chaque fois que Opposant demande une nouvelle lecture.
En utilisant la de´re´liction de la modalite´ exponentielle, on de´duit facilement que la
cellule me´moire constante valide elle aussi les e´quations de la Figure 4.5.
Cellule me´moire et temporalite´. Il nous faut maintenant de´crire la cellule me´moire
dans laquelle on peut faire autant de lecture et d’e´criture que l’on veut. L’ide´e la plus natu-
relle est de se dire que cela revient au meˆme qu’une infinite´ de cellule me´moire constante.
Le proble`me est que cela nous donne une strate´gie de type
1 −→ !(WriteA⊗!ReadA)
ou` la gestion de l’ordonnancement des copies est explicite. La cellule me´moire quant a` elle
masque comple`tement cette gestion au niveau du type. Il va donc falloir utiliser l’aspect
dynamique de notre cate´gorie de jeux afin de de´finir une strate´gie d’acce`s me´moire
ξWriteA,ReadA : !(WriteA⊗!ReadA) −→ !WriteA⊗!ReadA
qui va forcer chaque lecture a` lire la dernie`re valeur e´crite. Cette strate´gie n’e´tant pas
innocente (elle n’est meˆme pas visible), on a aucune chance de pouvoir la de´finir a` partir
des morphismes structuraux de´crivant la logique tensorielle.
De´finition 4.28 (strate´gie d’acce`s me´moire)
E´tant donne´ une partie
s : ?!A⊗!B  (w,w′)
du jeu !A⊗ !B ou` w ∈ V ∗A et w′ ∈ V ∗B, on de´finit la position du jeu !(A1 ⊗ !B1) selon la
partie s par
(w,w′) ↓ s def= (a1, w1) · · · (an, wn)
ou` ai ∈ VA, wi ∈ V ∗B et ou` chaque copie, correspondant soit a` la position ai et soit aux
position de wi, a e´te´ ouverte, au cours de la partie s, avant la copie correspondant a` la
position ai+1.
On de´finit la fonction d’acce`s me´moire f : Play!A2⊗!B2 → Play!(A1⊗!B1) comme
l’unique fonction
s : ?!A⊗!B  (w,w′) 7→ f(s) : ?!(A⊗!B)  (w,w′) ↓ s
telle que s et f(s) aient les meˆmes coups sous-jacents. La strate´gie d’acce`s me´moire
ξA,B : !(A⊗!B) −→ !A⊗!B est alors de´finit par
ξA,B
def= {s ∈ Playeven!(A1⊗!B1)((!A2⊗!B2) | ∀t ≺even s , t|!(A1⊗!B1) = f(t|!A2⊗!B2)}
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Nous allons maintenant axiomatiser les proprie´te´s satisfaite par cette strate´gie d’acce`s
me´moire pour qu’elle donne bien lieu a` une cellule me´moire (par soucis de clarte´, nous
omettons le recours a` l’associativite´ de la cate´gorie mono¨ıdale).
De´finition 4.29 (modalite´ d’acce`s en me´moire)
Une modalite´ d’acce`s me´moire est une modalite´ exponentielle ! e´quipe´e d’une transfor-
mation naturelle ξ, appele´e acce`s me´moire, de composante
ξA,B : !(A⊗!B) −→ !A⊗!B
telle que les diagrammes
!(A⊗ !B)
ξA,B

εA⊗!B // A⊗ !B
!A⊗ !B
εA⊗!B
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(4.17)
!(A⊗ !B)
ξA,B

dA⊗!B // !(A⊗ !B)⊗ !(A⊗ !B)
!(A⊗εB)⊗ξA,B

!A⊗ !B
dA⊗!B
// !A⊗ !A⊗ !B
(4.18)
commutent, ou` εA : !A → a repre´sente la counite´ de la modalite´ et dA : !A → !A ⊗ !A
repre´sente la comultiplication de la modalite´ exponentielle.
On montre facilement que la strate´gie d’acce`s me´moire ve´rifie les diagrammes (4.17)
et (4.18) et e´quipe donc la modalite´ exponentielle d’un acce`s me´moire.
Proposition 4.30 La transformation naturelle induite par les strate´gies d’acce`s me´moire
de´finit une modalite´ d’acce`s me´moire sur les jeux multiparenthe´se´s ne´gatifs.
Nous allons maintenant montrer que cette notion d’acce`s me´moire d’une modalite´ expo-
nentielle permet de garantir que la strate´gie
cellA
def= ξWriteA,ReadA ◦ !const cellA,
interpre´tant la cellule me´moire valident les cinq e´quations requises dans le travail d’Abram-
{Γ ` new x : A, y : B in M} = {Γ ` new y : B, x : A in M} (4.19)
{Γ, x : ref[A] ` new y : B in x := V ;M} = {Γ, x : ref[A] ` x := V ; new y : B in M}
(4.20)
{Γ ` new x : A, y : B in x := V1; y := V2;M} = {Γ ` new x : A, y : B in y := V2;x := V1;M}
(4.21)
{Γ ` new x : A in x := V ; (λy.M)(!x)} = {Γ ` new x : A in x := V ; (λy.M)V } (4.22)
{Γ ` new x : A in x := V1;x := V2;M} = {Γ ` new x : A in x := V2;M} (4.23)
Fig. 4.6 – Se´mantique de la cellule me´moire
sky et al. [AHM98], rappele´ a` la Figure 4.6. Les quatre premie`res e´quations se de´duise
en deux temps. D’abord, comme le diagramme (4.17) commute, on sait que si une seule
e´criture est faite, la cellule me´moire se comporte comme la cellule me´moire constante.
Par ailleurs, on sait de´ja` que la cellule me´moire constante valide ces e´quations. Il nous
reste a` e´tudier l’e´galite´ (4.23). Elle provient directement du fait que le diagramme (4.18)
commute, ce qui indique que c’est la dernie`re e´criture qui va eˆtre lu par la strate´gie cellA.
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4.4.3 Travaux futurs
Nous avons de´fini une cate´gorie de jeux compacte ferme´e, e´quipe´e d’une notion de
multiparenthe´sage. Cette cate´gorie interpre`te un langage a` la ML avec des re´fe´rences
d’ordre supe´rieur en se ramenant au mode`le introduit par Samson Abramsky, Kohei Honda
et Guy McCusker dans [AHM98]. L’inte´reˆt de notre mode`le est que le traitement de la
cellule me´moire est obtenu de manie`re purement diagrammatique, sans passer par des
de´finitions et des preuves directes souvent laborieuses en se´mantique des jeux.
Il nous faudrait maintenant de´velopper un langage plus adapte´ a` nos ide´es se´mantiques
afin de mettre en valeur la notion de trace et de multiparenthe´sage. Cela passe par deux
modifications du langage IdeaML :
1. La ne´cessite´ d’un ope´rateur de trace serait plus apparente avec une re`gle de typage
du style
Γ, x : ref[A] `M : B
Γ ` newA x in M : B
L’ide´e serait alors d’interpre´ter cette re`gle dans notre mode`le par
M : {Γ} ⊗ !A −→ B ⊗ !A
Tr!A{Γ},B(M) : {Γ} −→ B
2. Il faudrait enrichir les types afin que le controˆle des ressources soit plus apparent.
Le multiparenthe´sage permet par exemple de de´finir un type
Bool1 ⊗ Bool2 −→ Bool3
ou` le joueur est oblige´ d’utiliser les deux arguments Bool1 et Bool2 avant de re´pondre
dans le jeu Bool3.
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Une des motivations de la logique tensorielle est de fournir un cadre plus souple a`
l’interpre´tation des langages de bas niveau de type assembleur afin d’appre´hender la se´-
mantique de la compilation de fac¸on plus uniforme. Les deux derniers chapitres de cette
the`se e´tayent cette ide´e.
L’e´tude d’un langage de bas niveau que nous proposons au chapitre suivant est base´e
sur une se´mantique de « style passage par continuation » (CPS) pour permettre l’e´tablis-
sement de proprie´te´s sur les fragments de code assembleur axe´es sur la divergence. Nous
souhaitons donc comprendre dans un premier temps la structure qui se de´gage d’une ca-
te´gorie de continuation construite a` partir d’une cate´gorie de dialogue (i.e. une cate´gorie
mono¨ıdale syme´trique munie d’une ne´gation tensorielle). Il apparaˆıt, apre`s re´flexion, que
l’objet canonique de notre e´tude est plus naturellement une multicate´gorie de continua-
tion. Notre taˆche est alors de de´finir la notion de multicate´gorie de controˆle afin de de´crire
exhaustivement la structure pre´sente dans une multicate´gorie de continuation.
Apre`s une pre´sentation des travaux ante´rieurs qui on e´te´ re´alise´ dans le cadre carte´-
sien, nous introduisons les notions de base autour des multicate´gories, ainsi qu’un nouvel
e´clairage base´ sur la notion d’empreinte d’une multicate´gorie. Ce point de vue singu-
lier nous permet de donner une de´finition synthe´tique d’une multicate´gorie de controˆle
comme une multicate´gorie e´quipe´ d’une notion d’ide´al exponentiel et d’une structure pre´-
mono¨ıdale (voir les De´finitions 1.39 et 1.44). Nous montrons en fin de chapitre que toute
multicate´gorie de controˆle est e´quivalente a` une multicate´gorie de continuation.
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5.1 Prole´gome`nes
Nous souhaitons maintenant combiner harmonieusement la logique line´aire et la the´orie
des continuations en utilisant la logique tensorielle. Nous avons insiste´ a` la Section 2.1.1
sur le fait que, dans la logique tensorielle, il existe une preuve canonique
A ` ¬¬A (5.1)
mais que ces deux formules n’y sont pas identiques. Si maintenant on se penche du coˆte´ des
langages de programmation, il est naturel de voir l’environnement – aussi appele´ contexte
d’e´valuation ou continuation – d’un programme de type A comme un programme du
type dual ¬A. Il est bien connu en the´orie des continuations qu’appliquer la ne´gation une
nouvelle fois sur le type ¬A ne redonne pas le type A lui-meˆme, mais plutoˆt le type un
peu plus libe´ral ¬¬A.
Ce phe´nome`ne est refle´te´ en se´mantique cate´gorique par l’existence d’une monade de
continuation ¬¬ associe´ a` toute ne´gation tensorielle sur une cate´gorie mono¨ıdale C (voir
Section 2.1.3). La preuve canonique 5.1 est ensuite interpre´te´e dans la cate´gorie C par
l’unite´ de la monade.
Il est aussi bien connu en the´orie des continuations que la monade ¬¬ est forte (voir
De´finition 1.47). Ceci cre´e donc un lien tangible entre continuation et ne´gation tensorielle.
Nous aimerions les relier plus pre´cise´ment.
D’apre`s la Proposition 1.50, on sait que la cate´gorie de Kleisli associe´e a` la monade
de continuation est pre´mono¨ıdale car la monade est forte. Ceci est a` mettre en paralle`le
avec l’observation cle´ qu’il est toujours possible avec une ne´gation tensorielle de de´finir la
disjonction ` a` partir de la conjonction ⊗ en utilisant l’e´galite´ de De Morgan
A ` B := ¬ ( ¬A ⊗ ¬B ).
Il faut cependant faire attention car la disjonction ainsi de´finie n’est plus associative. En
fait, la bonne fac¸on de faire est de de´finir simultane´ment la famille de disjonctions n-aires :
[A1 ` · · · `An ] := ¬ ( ¬A1 ⊗ · · · ⊗ ¬An ).
Cette famille de disjonctions n-aires s’ave`re eˆtre associative, mais au sens relaˆche´ : elle
de´finit ce que Tom Leinster appelle un produit mono¨ıdal relaˆche´. Typiquement, il existe
des morphismes canoniques :
[A1 ` [A2 `A3]] −→ [A1 `A2 `A3] ←− [[A1 `A2]`A3]
qui ne sont pas force´ment des isomorphismes. Il y a aussi un morphisme canonique
A −→ [A]
qui co¨ıncide avec l’unite´ de la monade de continuation.
Il semble donc important de comprendre le rapport entre la structure induite sur la
cate´gorie de Kleisli par la monade de continuation et les structures logiques induites par la
ne´gation tensorielle. Deux cas particulie`rement importants ont e´te´ e´tudie´s en de´tail dans
la litte´rature. Le cas ou` la monade de continuation est commutative ; et le cas ou` elle ne
l’est pas, mais ou` le produit tensoriel est carte´sien.
5.1. Prole´gome`nes 157
Premie`re situation : une monade commutative. Comme nous l’avons rappele´ a` la
Section 2.3.5, lorsque la monade de continuation est commutative, la cate´gorie de Kleisli
associe´e de´finit un mode`le de logique line´aire. Rappelons que dans ce cas, la cate´gorie de
Kleisli K est la cate´gorie dont les objets sont ceux de C, et les fle`ches sont de´crites par
l’e´galite´
K(A,B) = C(A,¬¬B) = C(¬B,¬A).
Malheureusement, la monade de continuation ¬¬ n’est pas commutative dans beaucoup de
situations familie`res : typiquement, lorsque ¬A est de´fini comme A⇒ ⊥ pour un certain
objet ⊥ d’une cate´gorie carte´sienne ferme´e. Dans ce cas, la cate´gorie de Kleisli n’est pas
ne´cessairement ∗-autonome.
Deuxie`me situation : un tenseur carte´sien. Lorsque le produit tensoriel ⊗ est
carte´sien et que la cate´gorie C est munie des coproduits finis (note´s ⊕), un phe´nome`ne
inte´ressant se produit. En effet, on voit que la cate´gorie oppose´e Kop est alors carte´sienne
ferme´e. C’est la structure cocarte´sienne de C qui se transpose a` la cate´gorie K, et devient
une structure carte´sienne sur Kop. Ainsi, le produit carte´sien de deux objets A et B de
Kop est de´fini comme le coproduit A⊕B. La se´rie de bijections naturelles
Kop(A⊕B,C) ∼= C(¬(A⊕B),¬C)
∼= C(¬A⊗ ¬B,¬C)
∼= C(¬A,¬(¬B ⊗ C))
∼= Kop(A,¬B ⊗ C)
e´tablit que ¬B ⊗ C de´finit l’implication intuitionniste B ( C de l’objet B vers l’objet
C de la cate´gorie Kop. Cela fournit une recette de base pour construire une cate´gorie
carte´sienne ferme´e a` partir de la cate´gorie carte´sienne C e´quipe´e d’une ne´gation.
A` ce niveau, il est inte´ressant de clarifier quel type de cate´gories carte´siennes ferme´es
sont de la forme Kop pour une cate´gorie carte´sienne C munie d’une ne´gation et de co-
produits finis. En particulier, il doit rester quelque chose du produit carte´sien ⊗ de la
cate´gorie de de´part C dans la cate´gorie induite Kop. Un re´sultat ge´ne´ral de John Power
et Edmund Robinson (Proposition 1.50) indique que fournir une force pour la monade ¬¬
est la meˆme chose que fournir une structure pre´mono¨ıdale sur la cate´gorie de Kleisli K
telle que le foncteur canonique U¬¬ : C → K est une foncteur pre´mono¨ıdal strict. Cela
signifie en particulier que tous objets A et B de la cate´gorie K de´finissent deux foncteurs :
B 7→ A⊗L B A 7→ A⊗R B
qui co¨ıncident sur les objet, au sens ou` l’objet A ⊗L B est e´gal a` l’objet A ⊗R B – cet
objet est ge´ne´ralement note´ A⊗B. Remarquons en particulier que le diagramme
A⊗B f⊗LB //
A⊗Rg

A′ ⊗B
A′⊗Rg

A⊗B′ f⊗LB
′
// A′ ⊗B′
(5.2)
ne commute pas ne´cessairement pour tous f : A −→ A′ et g : B −→ B′. Intuitivement,
chaque bord du diagramme capture un ordre particulier d’e´valuation des composants f et
g. Une e´tude plus de´taille´e des cate´gories pre´mono¨ıdales est donne´e a` la Section 1.3.5.
Dans son travail sur les cate´gories de controˆle re´alise´ en 2001, Peter Selinger [Sel01]
caracte´rise les cate´gories carte´siennes ferme´es de la forme Kop pour une cate´gorie carte´-
sienne ferme´e C munie d’une ne´gation et de produits finis. A` dessein, il commence par
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remarquer que la structure pre´mono¨ıdale (⊗) dont nous venons de parler peut eˆtre vue
alternativement comme une structure pre´mono¨ıdale (`) dans la cate´gorie oppose´ Kop.
Selinger axiomatise les proprie´te´s de la structure pre´mono¨ıdale ` au sein de la cate´gorie
carte´sienne close Kop, en commenc¸ant par l’observation cle´ que l’isomorphisme
(¬A⊗B)⊗ C ∼= ¬A⊗ (B ⊗ C)
dans la cate´gorie C induit un isomorphisme
(A( B)` C ∼= A( (B ` C)
dans la cate´gorie Kop. Cela le me`ne a` la de´finition d’une cate´gorie de controˆle. Selinger
e´tablit ensuite un the´ore`me de structure, qui stipule que toute cate´gorie de controˆle P
est de la forme Kop pour une certaine cate´gorie carte´sienne C munie d’une ne´gation
et de coproduits finis. Le cœur de la preuve re´side dans la de´finition de la cate´gorie C
comme e´tant le centre de la cate´gorie P. Cette sous-cate´gorie du centre se trouve eˆtre
carte´sienne munie d’une ne´gation et de coproduits finis. De plus, la cate´gorie associe´e
Kop est e´quivalente a` la cate´gorie d’origine P – e´quivalente au sein de la 2-cate´gorie des
cate´gories de controˆle.
Plus tard en 2003, Selinger [Sel03] explique comment se passer de l’hypothe`se que
la cate´gorie C posse`de les coproduits finis. Rappelons que la cate´gorie Kop a les meˆmes
objets que la cate´gorie C, avec pour ensemble de morphismes
Kop(A,B) = C(¬A,¬B).
L’ide´e est de remplacer K1 = Kop par la cate´gorie K2 dont les objets (A1, . . . , Am) sont
les suites finis d’objets de C, avec pour ensemble de morphismes
K2((A1, . . . , Am), (B1, . . . , Bn)) = C(¬A1 ⊗ · · · ⊗ ¬Am,¬B1 ⊗ · · · ⊗ ¬Bn).
Les deux cate´gories K1 = Kop et K2 sont e´quivalentes (au sein de la 2-cate´gorie des
cate´gories carte´siennes ferme´es) de`s que la cate´gorie de de´part C est munie des coproduits
finis, car tout objet (A1, . . . , Am) est isomorphe a` l’objet singleton (A1 ⊕ · · · ⊕ Am) dans
la cate´gorie K2. Cependant, contrairement a` la cate´gorie K1 = Kop, la cate´gorie K2 est
carte´sienne avec comme produit carte´sien la concate´nation des objets – et ce meˆme lorsque
la cate´gorie C n’a pas de coproduits finis. On peut alors montrer que la cate´gorie K2 est
carte´sienne ferme´e en observant que tout morphisme
¬A1 ⊗ · · · ⊗ ¬Am → ¬B1 ⊗ · · · ⊗ ¬Bn
de la cate´gorie C se de´compose (car ⊗ est carte´sien) en n morphismes
¬A1 ⊗ · · · ⊗ ¬Am → ¬Bi
correspondant a` n morphismes allant dans les objets singletons (Bi) de la cate´gorie K2.
Cela permet de de´finir une cloˆture ( sur la cate´gorie K2 a` partir de l’e´quation ci-
dessous
(A1, . . . , Am)( B := (¬A1 ⊗ · · · ⊗ ¬Am ⊗B) (5.3)
et de l’isomorphisme bien connu
X ( (B1, . . . , Bn) ∼= (X ( B1, . . . , X ( Bn)
valide dans toute cate´gorie carte´sienne. Concre`tement, Selinger montre que la cate´gorie
K2 de´finit une cate´gorie de controˆle, et e´tend ainsi son re´sultat aux cate´gories carte´siennes
C munies d’une ne´gation mais n’ayant pas force´ment les coproduits finis.
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Situation Ge´ne´rale. Nous e´tudions maintenant comment la the´orie des cate´gories de
controˆle peut eˆtre e´tendue a` la situation ge´ne´rale d’une cate´gorie mono¨ıdale C munie d’une
ne´gation – sans supposer que le produit tensoriel ⊗ de C soit carte´sien. La situation est
apparemment sans espoir : la cate´gorie K1 = Kop est pre´mono¨ıdale, mais pas mono¨ıdale,
et la cate´gorie K2 est mono¨ıdale, mais pas ferme´e. Laquelle de ces deux cate´gories K1 ou
K2 devons nous conside´rer ?
Et bien notre point de de´part est de conside´rer les deux en meˆme temps, ou plus
pre´cise´ment, le foncteur plein et fide`le
M : I −→M (5.4)
qui transporte la cate´gorie pre´mono¨ıdale I = K1 vers la cate´gorie mono¨ıdale environnante
M = K2.
Comme nous l’avons de´ja` mentionne´ plus haut, la cate´gorie M = K2 n’est pas ferme´e.
Pourtant, on peut retrouver quelque chose de la fermeture pre´sente dans la cas carte´sien en
affaiblissant la notion de fermeture vers celle d’ide´al exponentiel (voir la De´finition 1.39).
En effet, il n’est pas difficile d’e´tablir que le foncteurM de´fini par l’E´quation (5.4) induit
un ide´al exponentiel, ou` I est la sous-cate´gorie pleine de M constitue´e des objets single-
tons, et ou` l’implication line´aire est de´finie de la meˆme fac¸on que pre´ce´demment (5.3) :
(A1, . . . , Ak)( B def= (¬A1 ⊗ · · · ⊗ ¬Am ⊗B).
La taˆche principale de ce chapitre est donc de de´crire axiomatiquement comment les
diffe´rents connecteurs : ⊗, ( et ` interagissent avec la structure fonctorielle M. Cela
fournit une ge´ne´ralisation naturelle aux cate´gories mono¨ıdales du travail de Peter Selinger
sur les cate´gories de controˆle.
Nous serons guide´s dans notre recherche par l’observation que le foncteurM de´finit une
notion relaˆche´e de multicate´gorie, pouvant eˆtre normalise´e de manie`re fonctorielle pour
retrouver une multicate´gorie au sens propre (voir la Section 5.2.2 sur l’empreinte d’une
multicate´gorie). La multicate´gorie re´sultante posse`de les meˆmes objets que la cate´gorie I
et ses morphismes d’un n-uplet d’objets (A1, . . . , An) vers un objet B sont de´finis par
N (A1, . . . , An;B) def= M(A1 ⊗ · · · ⊗An, B)
= C(¬A1 ⊗ · · · ⊗ ¬An,¬B).
A` partir de la`, on se sent a` nouveau en terrain balise´. Rappelons nous que la cate´go-
rie de controˆle Kop est l’oppose´ de la cate´gorie de Kleisli K induite par la monade de
continuation de la cate´gorie C. De la meˆme manie`re, la multicate´gorie N est l’oppose´
de la (co-)multicate´gorie induite par notre notion ge´ne´ralise´e de monade de continuation,
induite par la disjonction relaˆche´e [A1 ` · · ·`An] discute´e au de´but de ces prole´gome`nes,
N (A1, . . . , An;B) = C(B,¬(¬A1 ⊗ · · · ⊗ ¬An))
= C(B, [A1 ` · · ·`An]).
Ainsi, notre analyse des continuations line´aires ne´cessite la ge´ne´ralisation simultane´e de la
notion de monade de continuation, et de la notion de cate´gorie de Kleisli. Conse´quemment,
notre the´ore`me de structure de la Section 5.3.5 caracte´rise la multicate´gorie N obtenue
par cette construction de Kleisli ge´ne´ralise´e.
Travaux connexes. Yves Lafont, Bernhard Reus et Thomas Streicher [LRS93] ont
observe´, en utilisant un traduction par continuation, que le fragment de la logique intui-
tionniste avec la ne´gation au lieu de l’implication est suffisante pour interpre´ter le λ-calcul.
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Plus tard, Martin Hofmann et Thomas Streicher [HS97] ont de´fini une se´mantique du
λµ-calcul en appel par nom a` l’aide d’une se´mantique cate´gorique des continuations induite
par une cate´gorie de re´ponses. Ils ont e´tabli de plus que leurs mode`les des continuations
sont complets parmi tous les mode`les du λµ-calcul en appel par nom.
La premie`re tentative de caracte´risation alge´brique des cate´gories de continuation a
e´te´ faite par Hayo Thielecke [Thi97] au cours de son e´tude des ⊗¬-cate´gories. Pour cela,
Thielecke a introduit l’ide´e importante que ces cate´gories doivent eˆtre pre´mono¨ıdales et
non mono¨ıdales. Comme nous l’avons rappele´ a` la Section 2.1.2, il observa e´galement que
la ne´gation de´finit un foncteur autoadjoint dont la monade associe´e est la monade de
continuation.
Peter Selinger a ensuite introduit la notion de cate´gorie de controˆle [Sel01] et a e´tabli
un the´ore`me fondamental de structure, stipulant que de telles cate´gories sont toutes des
cate´gories de continuation d’une cate´gorie de re´ponses particulie`re. Notre travail est large-
ment inspire´ de ce re´sultat, et des techniques que Selinger a introduites pour le de´montrer.
Une autre classe de mode`le, base´e sur les fibrations, a e´te´ introduite dans un premier
temps par Luke Ong pour le λµ-calcul d’origine en appel par nom [Ong96], puis par David
Pym et Eike Ritter pour le λµ-calcul disjonctif [PR01]. Ces mode`les clarifient la nature
fibre´e du λµ-calcul par rapport aux contextes de controˆle. Ces cate´gories fibre´es offrent
une structure alge´brique riche, dans laquelle le λµ-calcul est retrouve´ comme langage
interne. Il y a une traduction dans un sens comme dans l’autre entre les mode`les fibre´es
du λµ-calcul et les cate´gories de controˆle. Cette traduction est base´e sur l’ide´e qu’un objet
A dans une fibre ∆ doit eˆtre identifie´ avec l’objet A`∆ de la cate´gorie de controˆle. John
Power et Edmund Robinson ont observe´ que ce sche´ma est une instance d’une construction
ge´ne´rale, de´finissant une fibration a` partir d’une structure pre´mono¨ıdale, dont les fibres
sont donne´es par les objets comono¨ıdaux de la cate´gorie [PR97].
Dans sa the`se, Olivier Laurent [Lau02a] sugge´ra une notion de cate´gorie de controˆle
line´aire, a` mi-chemin entre les notions de cate´gorie de controˆle et de cate´gorie line´airement
distributive de Robin Cockett, et Robert Seely [CS92]. Laurent a e´tablit que de telles
cate´gories fournissaient toutes un mode`le de MALLP, une version polarise´e du fragment
multiplicatif et additif de la logique line´aire. Contrairement aux cate´gories de controˆle,
la de´finition d’une cate´gorie de controˆle line´aire n’essaye pas de capturer les proprie´te´s
pre´cises des mode`les de continuation induits par une cate´gorie de re´ponses mono¨ıdale.
Notre taˆche est donc pre´cise´ment de combler ce manque.
5.2 Pre´liminaires
5.2.1 Multicate´gories
Nous rappelons ici brie`vement les structures de base de la the´orie des multicate´gories.
Le lecteur est prie´ de se reporter au livre de Tom Leinster [Lei04] pour de plus amples
informations.
De´finition 5.1 (multicate´gorie)
Une multicate´gorie M est la donne´e
– d’une classe M0 dont les e´le´ments sont appele´s objets ;
– d’une classeM(A1, . . . , An;B) pour chaque n ∈ N et A1, . . . , An, B ∈M0 dont les
e´le´ments sont appele´s morphismes et sont souvent note´s
f : A1, . . . , An → B,
ce qui donne de manie`re graphique
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A1 A2 . . . An-1 An
f
B
ou plus simplement
(si f est implicite)
A1 A2 . . . An−1 An
B
– d’une fonction
M(A1, . . . , An;B)×M(A11, . . . , Ak11 ;A1)× · · · ×M(A1n, . . . , Aknn ;An)
−→M(A11, . . . , Ak11 , . . . , A1n, . . . , Akn1 ;B)
pour chaque n, k1, . . . , kn ∈ N et Ai, Aji , B ∈M0 appele´ composition – note´e
(g, f1, . . . , fn) 7→ g ◦ (f1, . . . , fn);
– d’un e´le´ment idA ∈M(A;A) pour chaque A ∈M0 appele´ identite´ sur A ;
satisfaisant
– associativite´ :
h ◦ (g1 ◦ (f11 , . . . , fk11 ), . . . , gn ◦ (f1n, . . . , fk1n ))
a` chaque fois que h, gi, et f
j
i sont des morphismes pour lesquels ces compositions
font sens (voir la Figure 5.1 pour un exemple) ;
– identite´ :
f ◦ (idA1 , . . . , idAn) = f = idB ◦ f
pour tout morphisme f : A1, . . . , An → B.
Une multicate´gorie P a` un seul objet est appele´ une ope´rade. Ses morphismes sont
alors re´duits a` des ope´rations Pn de n dans 1.
Exemple 5.2
Les groupes syme´triques (Sn)n∈N de´finissent naturellement une ope´rade S avec Sn = Sn.
Nous nous contentons de donner la loi de composition sur un exemple :
S3 × (S2 × S4 × S3) −→ S9
(σ, (pi1, pi2, pi3)) 7−→ σ ◦ (pi1, pi2, pi3)
avec σ = (2 1 3), pi1 = (2 1), pi2 = (3 1 2 4) et pi3 = (2 3 1) donne
σ ◦ (pi1, pi2, pi3) = (5 3 4 6 2 1 8 9 7)
La Figure 5.2 de´crit cette composition de manie`re graphique.
On dit qu’une multicate´gorie est syme´trique lorsqu’elle est munie d’une fonction
− · σ : M(A1, . . . , An;A) ∼−→ M(Aσ(1), . . . , Aσ(n);A)
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A1 A2 A3
f1 f2
B1 B2
B3
f3
C
7−→
A1 A2 A3 B3
f3 ◦ (f1, f2,
idB3)
C
Fig. 5.1 – Exemple de morphismes composables.
pour tous objets A1, . . . , An, A ∈M0 et pour toute permutation σ ∈ Sn. On demande que
cette fonction soit compatible avec l’identite´ et la composition des permutations
(f · σ1) · σ2 = f · (σ1σ2) f = f · 1Sn
ou` f est un morphisme, et σ1, σ2 sont de permutations. Ceci garantit que − · σ soit une
bijection. On demande aussi a` ce que la syme´trie soit compatible avec la composition de
morphismes
(g · σ1) ◦ (fσ(1) · pi1, . . . , fσ(n) · pin) = (g ◦ (f1, . . . , fn) · (σ ◦ (pi1, . . . , pin))
ou` g, f1, . . . , fn sont de morphismes, σ, pi1, . . . , pin sont des permutations tels que les ex-
pressions ci-dessus ont un sens. La permutation σ ◦ (pi1, . . . , pin) dans le membre de droite
est donne´e par la composition dans l’ope´rade S.
Exemple 5.3
Toute cate´gorie mono¨ıdale A induit une multicate´gorie U(A) dont les objets sont ceux de
A et ou` les virgules sont comprises comme des tenseurs, au sens ou` :
U(A)(A1, . . . , An;B) def= A(A1 ⊗ . . .⊗An, B)
De la meˆme fac¸on, toute cate´gorie mono¨ıdale syme´trique induit une multicate´gorie syme´-
trique.
Lorsque la cate´gorie mono¨ıdale conside´re´e n’est pas stricte, il y a une ambigu¨ıte´ dans ce
que nous entendons par A1⊗ . . .⊗An. Une jolie manie`re de s’en extraire est de conside´rer
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7−→
Fig. 5.2 – Composition dans l’ope´rade des permutations S.
les cate´gories mono¨ıdales non biaise´es comme l’a fait Tom Leinster [Lei04]. Comme ce qui
nous inte´resse ici est l’adjonction entre les multicate´gories et les cate´gories mono¨ıdales
strictes, ce proble`me va disparaˆıtre dans la suite de ce chapitre.
De´finition 5.4 (morphisme de multicate´gories)
Soit M et N deux multicate´gories. Un morphisme de multicate´gories F : M → N est
la donne´e
– d’une fonction F0 :M0 → N0 (souvent simplement note´e F ) qui a` tout objet A de
A associe un objet F0A de B ;
– d’une fonction
FA1,...,An,B :M(A1, . . . , An;B)→ N (F (A1), . . . , F (An);F (B))
(souvent simplement note´e F ) pour chaque objet A1, . . . , An, B ∈M0 ;
qui pre´serve la composition et les identite´s.
A1 A2 . . . An-1 An
f
B
F−→
FA1 FA2 . . . FAn-1 FAn
Ff
FB
Un morphisme de multicate´gories F :M→ N est dit syme´trique lorsque M et N sont
syme´triques et F pre´serve la syme´trie.
Notation 5.5
On note MultiCat la cate´gorie des multicate´gories et morphismes de multicate´gories. De
meˆme, on note SMultiCat la cate´gorie des multicate´gories syme´triques et morphismes
syme´triques de multicate´gories syme´triques.
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La construction U donne´e plus haut de´finit une foncteur
U : MonCatstr −→ MultiCat
de la cate´gorie MonCatstr des cate´gories mono¨ıdales et foncteurs mono¨ıdaux stricts a` la
cate´gories MultiCat.
Re´ciproquement, toute multicate´gorieM donne lieu a` une cate´gorie mono¨ıdale F(M)
dont les objets sont les suites finies (A1, . . . , An) d’objets deM concate´ne´s par le produit
tensoriel
A1 ⊗ · · · ⊗An def= (A1, . . . , An)
et dont les morphismes sont les suites finies de morphismes de M mis coˆte a` coˆte comme
le montre l’illustration ci-dessous :
A1 ⊗ · · · ⊗ Am
B1 ⊗ · · · ⊗ Bn
def=
A1 . . . Ai1
B1
Ai1+1 . . . Ai2
B2
. . .
Ain−1+1 . . . Am
Bn
Il est bien connu que cette construction de´finit un foncteur
F : MultiCat −→ MonCatstr.
Proposition 5.6 Le foncteur F est adjoint a` gauche du foncteur d’oubli U. Comme de
plus cette adjonction est monadique, FM de´finit la cate´gorie mono¨ıdale libre sur la mul-
ticate´gorie M.
Nous allons maintenant expliquer comment cette adjonction permet de voir toute mul-
ticate´gorie comme un foncteur d’une cate´gorie « d’objets » vers une cate´gorie mono¨ıdale
stricte des « morphismes » – ce que nous appelons l’empreinte d’une multicate´gorie.
5.2.2 Empreinte d’une multicate´gorie
Empreintes. Supposons que nous disposons de trois cate´gories A, B et C et de deux
adjonctions
L1
B
""
⊥ R1
A
bb L2
C
""
⊥ R2
B
bb
Les adjonctions L1 a R1 et L2 a R2 induisent une comonade L1 ◦ R1 et une monade
R2 ◦ L2 sur la cate´gorie B. Tout objet B de la cate´gorie B est ainsi e´quipe´ d’une paire de
morphismes
L1 ◦R1(B) εB // B ηB // R2 ◦ L2(B), (5.5)
construite avec la counite´ ε de la comonade et l’unite´ η de la monade, toutes les deux
applique´es a` l’objet B. Imaginons un instant que la compose´e de ces deux morphismes
L1 ◦R1(B) // R2 ◦ L2(B) (5.6)
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caracte´rise l’objet B, a` isomorphisme pre`s. Dans ce cas, on dit que cette compose´e est
empreinte de l’objet B.
Cette situation arrive typiquement lorsque la cate´gorie B est munie d’un syste`me de
factorisation (E,M) (cf. De´finition 1.26) et que de plus le morphisme counite´ εB appar-
tient a` E et le morphisme unite´ ηB appartient a` M. Dans ce cas, on peut retrouver, a`
isomorphisme pre`s, la paire de morphismes (5.5) en factorisant le morphisme (5.6) comme
la compose´e d’un morphisme de E et d’un morphisme de M.
Remarquons que les adjonctions nous permettent de voir l’empreinte (5.6) ou bien
comme un morphisme
R1(B) // R1 ◦R2 ◦ L2(B)
de la cate´gorie A, ou bien comme un morphisme
L2 ◦ L1 ◦R1(B) // L2(B)
de la cate´gorie C.
Empreinte d’une multicate´gorie L’illustration qui nous inte´resse s’obtient en ins-
tanciant A avec la cate´gorie Cat, B avec la cate´gorie MultiCat et C avec la cate´gorie
MonCatstr. Le syste`me de factorisation dans MultiCat est donne´ par l’ensemble des
morphismes bijectifs sur les objets pour E et l’ensemble des morphismes pleins et fide`les
pour M.
Le foncteur
L1 : Cat −→ MultiCat
transporte toute cate´gorie A vers la multicate´gorie L1(A) ayant les meˆmes objets et les
meˆmes morphismes que A. On obtient ainsi une multicate´gorie filiforme au sens ou` elle
ne contient aucun morphisme avec n entre´es de`s que n est diffe´rent de 1. Le foncteur
R1 : MultiCat −→ Cat
est obtenu en transportant chaque multicate´gorie B vers la cate´gorie R1(B) obtenue en
restreignant B aux morphismes ayant exactement un argument.
L’adjonction L2 a R2 est l’adjonction F a U de´crite plus haut.
Ceci de´montre qu’une multicate´gorie peut eˆtre vue comme un foncteur au sens suivant.
De´finition 5.7 (empreinte d’une multicate´gorie)
Soit M une multicate´gorie. On peut la voir comme un foncteur
M : I →M
que nous appelons l’empreinte de la multicate´gorie. La cate´gorie I est donne´e par l’image
de M par le foncteur d’oubli R1 et M est donne´e par la cate´gorie mono¨ıdale stricte
induite par le foncteur F, vue comme une simple cate´gorie. On retrouve la multicate´gorie
a` partir du foncteur en prenant comme objets les objets de I et comme morphismes de
type A1, . . . , An → A les morphismes de type
MA1 ⊗ · · · ⊗MAn −→ MA
de M.
Remarquons que nous pouvons supposer sans perte de ge´ne´ralite´ – et nous le ferons
par la suite – que le foncteur M est l’identite´ sur les objets.
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5.3 Multicate´gorie de controˆle
Nous rentrons maintenant dans le cœur de notre travail sur la continuation line´aire.
Passer du cadre carte´sien au cadre mono¨ıdal dans la the´orie des cate´gories de controˆle
introduit deux nouveaux proble`mes. Le premier, de´ja` mentionne´ en de´but de chapitre, est
duˆ au fait que la cate´gorie K2 est mono¨ıdale, mais pas ferme´e. On peut contourner ce
proble`me en conside´rant la multicate´gorie de continuation N induite par le foncteur
M : K1 −→ K2
comme nous l’avons explique´ dans la Section 5.2.2. Mais il y a une autre complication
provenant du fait qu’une cate´gorie mono¨ıdale n’est pas ne´cessairement syme´trique. Cela
ne´cessite de distinguer les morphismes centraux a` gauche des morphismes centraux a`
droite dans la cate´gorie K1 = Kop lorsque l’on essaye de retrouver la cate´gorie de de´part
C et sa ne´gation. De manie`re inte´ressante, cela implique que l’on n’obtient pas exactement
une unique cate´gorie C munie d’une ne´gation, mais plutoˆt une paire de cate´gories Cleft
et Cright relie´es par une paire de ne´gations adjointes.
Nous choisissons de de´crire uniquement le cas syme´trique, en insistant sur le fait que
passer d’un cadre carte´sien a` un cadre syme´trique mono¨ıdal ne´cessite l’emploi de multi-
cate´gories. Nous diffe´rons a` des travaux ulte´rieurs l’e´tude du cas non syme´trique car il
ne´cessite de ge´ne´raliser la notion meˆme de ne´gation introduite a` la Section 2.1.1.
5.3.1 Multicate´gorie de continuation
Nous allons maintenant de´finir formellement la structure multicate´gorique induite par
une ne´gation tensorielle.
De´finition 5.8 (multicate´gorie de continuation)
Soit C une cate´gorie de dialogue. La multicate´gorie de continuation associe´e est de´finie
par son empreinte
M : K1 −→ K2
ou` K2 est la cate´gorie dont les objets (A1, . . . , Am) sont les suites finies d’objets de C,
avec pour morphismes
K2((A1, . . . , Am), (B1, . . . , Bn)) = C(¬A1 ⊗ · · · ⊗ ¬Am,¬B1 ⊗ · · · ⊗ ¬Bn),
K1 est la sous cate´gorie de K2 restreinte aux objets singletons (A) et M est le foncteur
d’inclusion.
La notion de multicate´gorie de controˆle qui nous allons maintenant introduire a pour
but d’axiomatiser toute la structure pre´sente au sein de cette multicate´gorie de continua-
tion. Cette axiomatisation sera valide´e par un the´ore`me de structure.
5.3.2 Multicate´gorie de controˆle
La de´finition de multicate´gorie de controˆle repose sur la notion d’empreinte d’une
multicate´gorie. Cela nous permet d’importer les notions d’ide´al exponentiel et de cate´gorie
pre´mono¨ıdale dans l’univers multicate´gorique sans avoir a` les de´finir explicitement dans
ce cadre.
5.3. Multicate´gorie de controˆle 167
De´finition 5.9 (multicate´gorie de controˆle)
Une multicate´gorie de controˆle syme´trique est une multicate´gorie syme´trique P dont
l’empreinte
P : I −→M
plonge une cate´gorie pre´mono¨ıdale syme´trique (I,`,⊥) a` l’inte´rieur d’une cate´gorie mo-
no¨ıdale syme´trique (M,⊗, 1) et induit un ide´al exponentiel
( : Mop × I → I.
En outre, ces structures sont relie´es par une transformation
sA,B,C : (A( B)` C ∼−→ A( (B ` C)
naturelle en A de M et en B,C de I. Cette transformation – appele´e force exponentielle
– satisfait les conditions de cohe´rence
((A( B)` C)`D
α

s`D // (A( (B ` C))`D s // A( ((B ` C)`D)
A(α

(A( B)` (C `D) s // A( (B ` (C `D))
A( B
A(l
''OO
OOO
OOO
OOO
O
l
wwooo
ooo
ooo
ooo
(A( B)`⊥ s // A( (B `⊥)
Enfin, en utilisant la syme´trie σ de la cate´gorie pre´mono¨ıdale I, on de´finit
s′A,B,C = σC,A(B; sA,B,C ;A( σB,C : C ` (A( B) ∼−→ A( (C `B)
et on demande a` ce que la condition de cohe´rence suivante soit vraie pour tous objets
A, B, C et D de la cate´gorie I
(A( B)` (C ( D) s′ //
s

C ( ((A( B)`D)
C(s

A( (B ` C ( D) A(s′ // A( (C ( (B `D)) smcc // C ( (A( (B `D))
Exemple 5.10 (multicate´gorie de continuation)
Avant d’e´tudier plus en avant la structure d’une multicate´gorie de controˆle, assurons nous
qu’une multicate´gorie de continuation satisfait bien tous les axiomes pre´sente´s.
E´tant donne´e une cate´gorie mono¨ıdale syme´trique C munie d’une ne´gation, la cate´gorie
K2 est mono¨ıdale syme´trique, avec pour produit tensoriel la concate´nation des objets.
Comme la cate´gorie Kop est e´quivalente a` l’oppose´e de la cate´gorie de Kleisli associe´e
a` la monade de continuation, la Proposition 1.50 nous assure qu’elle est pre´mono¨ıdale
syme´trique.
Reste a` de´finir l’ide´al exponentiel ( et sa force. Comme nous l’avons mentionne´ en
introduction, l’ide´al exponentiel est de´fini par
A( B def= ¬A⊗B
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et la force est donne´e par l’associativite´
(A( B)` C def= (¬A⊗B)⊗ C ∼= ¬A⊗ (B ⊗ C) def= A( (B ` C)
Reste a` ve´rifier les trois diagrammes de cohe´rence. Le premier est juste une instanciation
particulie`re du pentagone de Mac Lane, le deuxie`me vient par naturalite´ de l’unite´ a` droite
et le troisie`me vient de la compatibilite´ de la syme´trie avec l’associativite´.
Nous allons maintenant e´tablir que toute multicate´gorie de controˆle apparaˆıt de cette
fac¸on. Pour cela, nous allons montrer que pour toute multicate´gorie de controˆle, le centre
Z(I) de la cate´gorie pre´mono¨ıdale syme´trique I est une cate´gorie mono¨ıdale syme´trique
e´quipe´e d’une ne´gation.
5.3.3 Proprie´te´ cle´ : La bijection du centre
Pour pouvoir e´tudier le centre Z(I) de la cate´gorie pre´mono¨ıdale syme´trique I, nous
allons e´tablir une bijection entre certains Hom-sets de Z(I) et certains Hom-sets de M.
Un premier pas vers cette bijection peut eˆtre fait en examinant ce qu’il reste de la pre´mo-
no¨ıdalite´ de I et de l’ide´al exponentiel ( au sein de la multicate´gorie P.
L’ide´al exponentiel induit une famille de bijections
ϕA,A1,...,An,B :
A,A1, . . . , An → B
A1, . . . , An → A( B
naturelles en A1, . . . An, et B. On peut penser a` ces bijections comme faisant partie de la
de´finition d’une fermeture sur la multicate´gorie P. Cependant, nous ne pensons pas que
ce soit ne´cessaire de rendre cette intuition plus pre´cise – meˆme si nous utiliserons cette
terminologie plus loin dans le texte – car cela introduirait trop de technicite´.
Notons que dans la the´orie des cate´gories de controˆle (line´aires), le morphisme s de´-
finissant la force exponentielle est induit par une loi de distributivite´ (line´aire) entre le
produit mono¨ıdal et le produit pre´mono¨ıdal. Ici, on ne peut espe´rer avoir une telle loi de
distributivite´ car le produit mono¨ıdal et le produit pre´mono¨ıdal ne vivent meˆme pas dans
la meˆme cate´gorie. Nous avons donc du introduire le morphisme s comme une structure
additionnelle satisfaisant les lois de cohe´rence ade´quates. Cependant, on peut avoir un
point de vue plus conceptuel sur la force exponentielle.
En effet, la force exponentielle permet d’e´tendre la structure pre´mono¨ıdale a` l’ensemble
de la multicate´gorie de la manie`re suivante. Dans toute multicate´gorie de controˆle P, il y
a une fle`che
A A1 . . . An−1 An
f
B
C`−−→
C`A A1 . . . An−1 An
C`f
C `B
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dinaturelle en C vis-a`-vis des morphismes centraux, naturelle en A1, . . . , An et naturelle
en A,B centraux. Cette fle`che est obtenue en appliquant d’abord la fermeture n fois
afin d’obtenir une fle`che A → A1 ( (. . . ( (An ( B)) dans I. Ensuite, on applique
le foncteur C ` − dans I et on utilise la force exponentielle pour obtenir une fle`che
C ` A→ A1 ( (. . .( (An ( C ` B)). Enfin, on rame`ne les Ai a` gauche en utilisant a`
nouveau la fermeture. Remarquons que cette construction est compatible avec la fermeture
au sens ou`
ϕ(f)` C; sA,B,C = ϕ(f ` C).
pour tout morphisme f : A,A1 . . . , An → B. A` nouveau, on peut voir cette structure
comme faisant partie de la de´finition de ce que devrait eˆtre une multicate´gorie pre´mono¨ı-
dale, mais nous laissons cette question e´pineuse a` un traitement ulte´rieur.
Quoi qu’il en soit, la fle`che C`− et sa version syme´trique −`C permettent d’e´tendre
la notion de centralite´ des morphismes de I aux morphismes de P de la manie`re suivante.
De´finition 5.11 (morphisme central)
Un morphisme f : A1, . . . , An → B d’une multicate´gorie de controˆle P est dit central en
An lorsque pour tout morphisme g : B1, . . . , Bk → C, les deux compose´es (f`C)◦(An`g)
et (B` g) ◦ (f `B1) sont e´gales. Dans ce cas, on peut utiliser la notation f ` g qui n’est
pas ambigue¨. Graphiquement, cette e´galite´ devient
An` B1 . . . Bk
An` g
A1 . . .
An` C
f`C
B`C
=
A1 . . . An` B1
f`B1
B`B1 . . . B
k
B`g
B`C
=
An` B1
A1 . . . . . . Bk
f`g
B`C
On n’a pas besoin ici de de´finir les morphismes centraux a` gauche et a` droite car les
produits tensoriels conside´re´s sont tous syme´triques. Il est important de noter que cette
notion e´tendue de centralite´ est pre´serve´e par la fermeture comme l’indique le lemme
suivant.
Lemme 5.12 Dans une multicate´gorie de controˆle P, un morphisme f : A,A1, . . . , An →
B est central en An si et seulement si ϕ(f) : A1, . . . , An → A( B est central en An.
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De´monstration : Soit g : B1, . . . , Bk → C un morphisme de P. L’e´galite´
An` B1 . . . Bk
An` g
A1 . . .
An` C
f`C
B`C
=
A1 . . . An` B1
f`B1
B`B1 . . . B
k
B`g
B`C
est e´quivalente a` l’e´galite´
An` B1 . . . Bk
An` g
A2 . . .
An` C
ϕ(f`C)
A((B`C)
=
A2 . . . An` B1
ϕ(f`B1 )
A((B`B1 ). . . B
k
A((B`g)
A((B`C)
par naturalite´ de ϕ, qui est a` son tour e´quivalente a` l’e´galite´
An` B1 . . . Bk
An` g
A2 . . .
An` C
ϕ(f)`C
(A(B)`C
=
A2 . . . An` B1
ϕ(f)`B1
(A(B)`B1 . . . B
k
(A(B)`g
(A(B)`C
par compatibilite´ de ` avec la fermeture.
On peut aussi montrer que lorsqu’un morphisme est central en A, on peut pre´composer
les autres arguments laisse´s « libres » par n’importe quel morphisme, le morphisme obtenu
reste toujours central. Plus formellement, on a le lemme suivant.
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Lemme 5.13 Dans une multicate´gorie de controˆle P, si un morphisme
f : A1, . . . , An, A→ B
est central en A alors le morphisme (f1, . . . , fn, idA) ◦ f est central en A quelque soit les
morphismes fi : Cj1 , . . . , Cji → Ai.
De´monstration : On utilise le fait que l’ope´ration −`C est naturel en A1, . . . , An et qu’elle
est naturelle en A vis-a`-vis des morphismes centraux. Comme l’identite´ est toujours cen-
trale, on a
((f1, . . . , fn, idA) ◦ f)` C = (f1, . . . , fn, idA`C) ◦ (f ` C).
On en de´duit aise´ment le reste de la preuve.
Avant d’e´tablir cette bijection cle´ entre certaines fle`ches centrales de I et certains
morphismes de P, nous allons e´tudier le statut du tiers exclu induit par la force expo-
nentielle. Notons tout d’abord que tous les axiomes d’une multicate´gorie de controˆle sont
intuitionnistiquement valides a` l’exception de la pre´sence d’un inverse pour la force expo-
nentielle. Cet inverse induit en effet un morphisme 0-aire tnd (pour tertium non datur)
dans la multicate´gorie P qui tient lieu de tiers exclu
tnd−−→ (A( ⊥)`A def= ϕ(idA)−−−−→ A( A sA,⊥,A−1−−−−−−→ (A( ⊥)`A
On le de´finit en appliquant la fermeture sur le morphisme identite´ puis en utilisant l’inverse
de la force exponentielle sur ⊥. De plus, meˆme si cette fle`che n’est pas centrale en ge´ne´ral,
elle est dinaturelle en A. Nous donnons maintenant deux e´galite´s satisfaites par tnd et qui
vont avoir un roˆle majeur pour e´tablir la bijection du centre.
Lemme 5.14 Les e´galite´s
1. [(A( ⊥)` ϕ−1(idA(⊥)] ◦ (tnd, idA(⊥) = idA(⊥ ;
2. [ϕ−1(idA(⊥)`A] ◦ (idA, tnd) = idA ;
sont valides dans toute multicate´gorie de controˆle. Graphiquement, on obtient
A( ⊥
(A( ⊥)` A
A( ⊥
=
A( ⊥
A( ⊥
et
A
(A( ⊥)` A
A
=
A
A
Remarquons que nous avons volontairement omis la mention explicite du nom des
morphismes afin de rendre la repre´sentation plus graphique. La preuve repose sur une
bonne gestion des diverses naturalite´s.
De´monstration : Par naturalite´ de ϕ, pour tout morphisme f : A,A( ⊥ → ⊥, on a
ϕ(f) = [(A( ⊥)` f ] ◦ (ϕ(idA), idA(⊥)
On en de´duit que
[(A( ⊥)` ϕ−1(idA(⊥)] ◦ (tnd, idA(⊥) = ϕ(ϕ−1(idA(⊥))
d’ou` la premie`re e´galite´. Pour la deuxie`me e´galite´, il nous faut d’abord utiliser la compa-
tibilite´ de −`A avec ϕ−1 sur l’identite´
ϕ−1(idA(⊥)`A = ϕ−1((idA(⊥;sA,⊥,A)`A).
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On en de´duit avec la naturalite´ de ϕ que
[ϕ−1(idA(⊥)`A] ◦ (idA, tnd) = ϕ−1(tnd; s−1A,⊥,A) = ϕ−1(ϕ(idA))
d’ou` la deuxie`me e´galite´.
A` pre´sent, nous sommes preˆts a` exhiber ce que nous appelons la bijection du centre (a` la
suite de Peter Selinger). Elle permet de relier les morphismes centraux de I ayant pour
domaine un objet nie´ A( ⊥ a` certains morphismes 0-aires de P.
Proposition 5.15 (bijection du centre) Dans toute multicate´gorie de controˆle P, il y
a une bijection
Z(I)(A( ⊥;B) ∼= P(;B `A)
naturelle en A et en B vis-a`-vis des morphismes centraux.
De´monstration : De´finissons les deux composantes
θA,B : P(;B `A) −→ Z(I)(A( ⊥;B)
ρA,B : Z(I)(A( ⊥;B) −→ P(;B `A)
de la bijection.
θA,B : Soit f un morphisme de P(;B ` A). Par le Lemme 5.12 et les proprie´te´s du `, le
morphisme hB de´fini par
hB
def= B ` ϕ(idA(⊥) ∈ P(B `A,A( ⊥;B)
est central. Par le Lemme 5.13, le morphisme compose´
θA,B(f)
def= hB ◦ (f,A( ⊥)
est lui aussi central.
ρA,B : Soit g un morphisme de Z(I)(A( ⊥;B). Nous de´finissons ρA,B par
ρA,B(g)
def= (g `A) ◦ tnd
Pour s’assurer que l’e´galite´ θ ◦ ρ(g) = g est vraie pour tout g de Z(I)(A ( ⊥;B),
conside´rons le chaˆıne d’e´galite´s suivante.
A( ⊥
(A( ⊥)` A
B ` A
B
=
A( ⊥
(A( ⊥)` A
A( ⊥
B
=
A( ⊥
B
L’e´galite´ de gauche vient de la naturalite´ de B`− en B vis-a`-vis des morphismes centraux.
L’e´galite´ de droite vient de la premie`re e´quation du Lemme 5.14.
Pour s’assurer que l’e´galite´ ρ ◦ θ(f) = f est vraie pour tout f de P(;B ` A), il suffit
d’utiliser la deuxie`me e´quation du Lemme 5.14 ainsi que l’e´galite´ B ` idA = idB`A.
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5.3.4 La 2-cate´gorie des multicate´gories de controˆle
Afin d’e´tablir notre the´ore`me de structure, il nous faut une notion de morphisme et
d’e´quivalence entre deux multicate´gories de controˆle. Les de´finitions suivantes sont celles
attendues, la seule subtilite´ est que l’on demande aux isomorphismes structuraux d’eˆtre
centraux.
De´finition 5.16
Un morphisme de multicate´gories de controˆle entre P et P ′ est la donne´e d’un morphisme
de multicate´gories F : P → P ′ ainsi que des isomorphismes centraux naturels
FA( FB ∼= F (A( B)
FA` FB ∼= F (A`B)
⊥ ∼= F (⊥)
pour chaque A et B de P, pre´servant les morphismes de structures de´finissant une mul-
ticate´gorie de controˆle de toutes les fac¸ons e´videntes. Par exemple, le foncteur doit pre´-
server la force exponentielle de la fac¸on suivante :
F ((A( B)` C)
FsA,B,C

∼= // F (A( B)` FC ∼= // (FA( FB)` FC
sFA,FB,FC

F (A( (B ` C)) ∼= // FA( F (B ` C) ∼= // FA( (FB ` FC)
Une transformation naturelle θ entre deux morphismes F et G de multicate´gories
de controˆle est une transformation naturelle entre les morphismes de multicate´gories
sous-jacents, telle que le morphisme θA soit central pour tout A et qui pre´serve les
isomorphismes de structure de fac¸on e´vidente. Par exemple, le diagramme
F (A`B)
θA`B

∼= // FA` FB
θA`θB

G(A`B) ∼= // GA`GB
commute pour tous A et B de P.
Ces deux notions permettent de de´finir une 2-cate´gorie ControlMult dont les 0-
cellules sont les multicate´gories de controˆle, les 1-cellules sont les morphismes de multi-
cate´gories de controˆle et les 2-cellules sont les transformations naturelles. Cela permet
de de´finir de manie`re 2-cate´gorique la notion d’e´quivalence entre deux multicate´gories de
controˆle.
De´finition 5.17
Une e´quivalence entre deux multicate´gories de controˆle P et P ′ est une e´quivalence dans
la 2-cate´gorie ControlMult.
Nous allons maintenant montrer que toute multicate´gorie de controˆle est e´quivalente,
au sens ci-dessus, a` une multicate´gorie de continuation. Nous savons de´ja` graˆce a` l’Exemple
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5.10 que toute multicate´gorie de continuation de´finit une multicate´gorie de controˆle. Nous
allons maintenant montrer que le centre d’une multicate´gorie de controˆle de´finit une ca-
te´gorie de dialogue dont la multicate´gorie de continuation associe´e est e´quivalente a` la
multicate´gorie de controˆle de de´part.
5.3.5 The´ore`me de structure
Soit C la cate´gorie duale de la cate´gorie Z(I). Comme nous l’avons rappele´ en Section
1.3.5, c’est une cate´gorie mono¨ıdale syme´trique – nous noterons ⊗ son produit tensoriel.
Plus inte´ressant, la bijection du centre nous permet de montrer que la cate´gorie C est
aussi e´quipe´e d’une ne´gation tensorielle.
Proposition 5.18 Le foncteur ¬ : C→ Cop de´fini sur les objets et les fle`ches de C par
¬A def= A( ⊥ et ¬f def= f ( ⊥
construit une ne´gation tensorielle sur la cate´gorie C.
De´monstration : En premier lieu, nous devons montrer que ¬ envoie des morphismes cen-
traux sur des morphismes centraux. Ce fait est e´tabli par la commutativite´ du diagramme
suivant
(B( C)`D (f(C)`D //
(B(C)`g

(A( C)`D
(A(C)`g

(B( C)` E
(f(C)`E
// (A( C)` E
Par naturalite´ de la force exponentielle, cela revient a` la commutativite´ du diagramme
B( (C `D) f((C`D) //
B((C`g)

A( (C `D)
A((C`g)

B( (C ` E)
f((C`E)
// A( (C ` E)
qui est obtenu par fonctorialite´ de l’implication ( de´finissant l’ide´al exponentiel. On a
donc bien de´fini un foncteur ¬ : C → Cop. Il reste maintenant a` construire la bijection
caracte´risant la ne´gation tensorielle. Nous allons utiliser la Proposition 2.2 qui nous permet
de montrer uniquement que ⊥ est exponentiable. La chaˆıne de bijections suivante
C(A⊗B,⊥) ∼= Z(I)(⊥, A`B)
∼= P(;A`B))
∼= Z(I)(B( ⊥;A)
∼= C(A,¬B)
naturelle en A et B montre l’exponentiabilite´ de ⊥.
Maintenant que nous avons retrouve´ une cate´gorie de dialogue au sein de notre mul-
ticate´gorie de controˆle P, il nous reste a` montrer que la multicate´gorie de continuation
associe´e est e´quivalente a` P.
The´ore`me 5.19 (the´ore`me de structure)
Toute multicate´gorie de controˆle est e´quivalente a` une multicate´gorie de continuation
associe´e a` une cate´gorie de dialogue.
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De´monstration : Soit P : I −→M une multicate´gorie de controˆle. Nous notons N la multi-
cate´gorie de continuation associe´e a` la cate´gorie mono¨ıdale syme´trique C = Z(I)op munie
de la ne´gation tensorielle
¬ : C→ Cop.
Nous allons maintenant montrer qu’il existe une e´quivalence de multicate´gories de controˆle
supporte´e par le morphisme F entre P et N . On de´finit F comme e´tant l’identite´ sur les
objets, la seule difficulte´ est alors d’e´tablir une bijection entre les morphismes de P et les
morphismes de N . Cette bijection est donne´e par
P(A1, . . . , An;B) ∼= P(;An( (. . .( (A1 ( B)))∼= P(; (An( ⊥)` . . .` (A1 ( ⊥)`B)∼= Z(I)(¬B;¬An ` · · ·` ¬A1)∼= C(¬A1 ⊗ · · · ⊗ ¬An,¬B)∼= N (A1, . . . , An;B)
naturelle en A1, . . . , An.
Ce the´ore`me de structure indique que nous avons comple`tement capture´ la structure
induite sur la multicate´gorie de continuation par la ne´gation tensorielle.
Ce re´sultat fait partie de notre programme de recherche qui a pour but de re´aliser une
synthe`se e´le´gante entre la logique line´aire, et la the´orie des continuations. Nous pensons
que cette synthe`se est possible et qu’elle sera tre`s fructueuse. Pour exemple, nous avons
e´tendu au Chapitre 2 les aspects de cette belle et riche the´orie qu’est la logique line´aire, au
cadre relaˆche´ des continuations line´aires en introduisant la logique tensorielle. Typique-
ment, l’ide´e fondamentale que chaque monade de continuation est la version unaire d’une
disjonction relaˆche´e [A1 ` · · ·`An], est le re´sultat de ce brassage entre les deux the´ories.
Une des lec¸ons de ce chapitre est qu’une hybridation re´ussie ne´cessite un enrichissement
de la boˆıte a` outils mathe´matiques de chaque champ – inte´grant plus particulie`rement les
re´cents de´veloppements en alge`bre 2-dimensionnelle. De cette fac¸on, nous espe´rons qu’il
e´mergera doucement une the´orie mono¨ıdale des effets, combinant la logique line´aire, la
se´mantique des jeux et l’alge`bre des dimensions supe´rieures.

Chapitre 6
Certification d’un
compilateur en Coq
Le Coq sur Paris, Chagall (1958)
Sommaire
6.1 De´finition des langages . . . . . . . . . . . . . . . . . . . . . . . 179
6.2 Une se´mantique relationnelle . . . . . . . . . . . . . . . . . . . 184
6.3 Le compilateur . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.4 Les deux piliers de la preuve . . . . . . . . . . . . . . . . . . . . 200
6.5 Travaux Futurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
Dans ce dernier chapitre, nous nous inte´ressons aux langages de bas niveau et a` la
compilation. Nous souhaitons avoir un compilateur dont on sait prouver la correction. En
effet, on suppose ge´ne´ralement que les compilateurs ont une se´mantique transparente : le
code compile´ « se comporte comme le dit la se´mantique du programme source ». Mal-
heureusement, les compilateurs – et plus particulie`rement les compilateurs optimise´s –
sont des programmes complexes qu’on ne peut pas facilement de´boguer par une simple
phase de tests. La ve´rification d’un compilateur est un proble`me largement e´tudie´ comme
l’atteste la bibliographie de Maulik Dave [Dav03]. Nous en mentionnons ici une partie.
La correction d’un compilateur a e´te´ e´tudie´e depuis au moins quarante ans [MP67] avec
de premie`res formalisations notables dans un assistant de preuve a` la fin des anne´es 80
[You89]. Citons, comme exemple plus re´cent, le compilateur certifie´ en Coq par Xavier
Leroy et son e´quipe pour un langage inspire´ de C [Ler08]. Ces papiers traitent d’une notion
de correction qui regarde si le terme compile´ se re´duit sur la meˆme valeur que le terme du
langage de haut niveau.
La correction comple`te du compilateur que ces travaux proposent est plus ambitieuse
que l’approche par correction de typage que nous allons proposer. Mais de notre point de
vue, ces projets manquent une chose essentielle car ils relient haut niveau et bas niveau
sans passer par des contraintes de bas niveau inde´pendante du langage. Cela nous ame`ne
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a` raisonner directement sur le langage non structure´ de bas niveau, une ide´e provenant
des travaux pionniers de Robert Floyd. Nous pouvons ainsi de´finir plus que la correction
du compilateur, a` savoir quel est le contrat bas niveau associe´ a` un type haut niveau.
Et ainsi nous pouvons savoir quels sont les obligations et les garanties pour avoir une
interope´rabilite´ avec le code d’autres langages.
Notre notion de correction est base´e sur une proprie´te´ de suˆrete´ de´duite de la se´-
mantique des types. De´velopper un syste`me de types pour un langage bas niveau, et le
pre´server le typage lors de la compilation, est plus re´cent [MWCG99] et a particulie`rement
attire´ l’attention dans le contexte des codes auto-certifie´s [Nec97]. Mais il y a deux fac¸on
de formaliser la correction du typage : de manie`re syntaxique ou de manie`re se´mantique.
Nous travaillons ici avec l’approche se´mantique ; c’est a` dire que l’on donne un sens a`
chaque type inde´pendamment des re`gles qui ont e´te´ choisies pour typer les termes du lan-
gage. La se´mantique d’un type est (en premie`re approximation) donne´e par un ensemble
de valeurs satisfaisant une proprie´te´ ; on peut de`s lors typer correctement le langage de
diffe´rentes manie`res suivant le degre´ de pre´cision que l’on cherche.
Notre approche se caracte´rise par l’utilisation d’une se´mantique relationnelle qui per-
met d’interpre´ter un type a` la fois par un ensemble de valeurs et par une e´galite´ induite
par le type sur cet ensemble de valeurs. Cette approche permet a` la fois de prouver la
correction du compilateur mais aussi de prouver la correction de certaines optimisations
du compilateur de manie`re modulaire.
Comme le langage de haut niveau que nous voulons analyser contient les fonctions
re´cursives, on ne va pas garantir la terminaison lors du typage. Il est donc insuffisant de
s’inte´resser uniquement a` des fragments de code qui terminent. Dans ce cadre, la notion
qui devient pertinente pour relier deux programmes est la divergence, c’est a` dire le fait
que l’exe´cution se poursuivent pour toujours. On dira que deux programmes p et p′ sont
relie´s par la relation R aux points de programmes l et l′, ce que nous noterons
|= p, p′  l, l′ : R>
si pour n’importe quel couple (s, s′) d’e´tats me´moire relie´s parR, la divergence de p a` partir
de l’e´tat s au point de programme l est e´quivalente a` la divergence de p′ a` partir de l’e´tat
s′ au point de programme l′. On dira dans ce cas que les deux programmes e´quidivergent
pour la condition R. La proprie´te´ de correction de fragments de code assembleur reposera
alors sur une version relationnelle de style « passage par continuation » (CPS) du triplet
de Hoare [Hoa69]. Rappelons que le triplet de Hoare indique comment un fragment de
code c modifie la me´moire en passant d’un e´tat ve´rifiant le pre´dicat Ppre a` un e´tat ve´rifiant
le Ppost. On note usuellement ce triplet
{Ppre} c {Ppost}.
La version relationnelle et CPS du triplet de Hoare est alors
|= p, p′  lpost, l′post : Rpost> ⇒ |= p, p′  lpre, l′pre : Rpre>.
Ce jugement indique que si les programmes p et p′ e´quidivergent pour la condition Rpost
aux points lpost et l′post, alors ils e´quidivergent pour la condition Rpre aux points lpre et
l′pre.
Pour cette e´tude, nous avons choisi comme langage de haut niveau PCFv et nous avons
conside´re´ un langage assembleur basique. Nous avons donne´ une se´mantique du langage
assembleur en nous inspirant de la the´orie des continuations, de la re´alisabilite´ et de la
logique de se´paration.
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En utilisant nos re´sultats sur la ne´gation tensorielle et les multicate´gories de controˆle,
nous aimerions avoir une se´mantique uniforme tout au long de la compilation ; du lan-
gage de haut niveau jusqu’a` l’assembleur. On sait de´ja` que la logique line´aire est un bon
candidat pour interpre´ter les termes du langage de haut niveau. On sait aussi que les
continuations line´aires donnent de bons signes vers l’interpre´tation d’un langage assem-
bleur. Ide´alement, on doit pouvoir interpre´ter ces deux langages dans le cadre commun de
la logique tensorielle. Cette ide´e est d’ailleurs conforte´e par le de´veloppement re´cent d’une
se´mantique des jeux pour la logique de se´paration (ou plus pre´cise´ment de la logique BI)
introduite par Guy McCusker et David Pym [MP07]. Nous n’avons pas encore re´aliser
ce saut conceptuel mais nous pouvons pre´senter ici les premiers re´sultats que nous avons
obtenus.
Pour cette e´tude, nous avons choisi comme langage de haut niveau PCFv (une version
de PCFv en appel par nom) et nous avons conside´re´ un langage assembleur basique. Nous
avons donne´ une se´mantique du langage assembleur en nous inspirant de la the´orie des
continuations, de la re´alisabilite´ et de la logique de se´paration.
Nous avons ensuite e´crit un compilateur en Coq du langage PCFv vers notre assem-
bleur, et nous avons prouve´, toujours en Coq, que le code compile´ avait le comportement
souhaite´. La formalisation en Coq comporte un peu moins de 14000 lignes de code et re-
pose pour l’essentiel sur la re´e´criture offerte par le module Setoid. Ce travail a e´te´ re´alise´
en collaboration avec Nick Benton du laboratoire Microsoft Research a` Cambridge.
6.1 De´finition des langages
6.1.1 Langage de haut niveau : PCFv
On de´finit des types pour PCFv un peu plus riches qu’a` l’accoutume´, en particulier
la pre´sence de pre´dicats pour les types entiers et boole´ens. Ils vont nous permettre de
de´duire des corollaires plus inte´ressants du lemme de correction du compilateur. En effet,
comme la me´moire va eˆtre mode´lise´e par des registres contenant tous des entiers, pouvoir
dire qu’un certain registre pointe vers un entier n’apporte rien. En revanche, si on peut
dire que cet entier est pair ou e´gal a` 22, l’information est pertinente. Voila` pourquoi nous
avons enrichi le type des entiers avec un pre´dicat.
De´finition 6.1 (type de PCFv)
Les types de PCFv, dont l’ensemble est note´Type, sont donne´s par la de´finition inductive
suivante
A,B ::= Nat Pn | Bool Pb | A→ B | A×B | ∃n.A′n
ou` Pn : Nat→ Bool est un pre´dicat sur les entiers, Pb : Bool→ Bool est un pre´dicat sur
les boole´ens et A′ est une fonction qui a` un entier associe un type.
Les termes de PCFv que nous allons utiliser sont quant a` eux tout ce qu’il y a de plus
standard.
De´finition 6.2 (terme de PCFv)
Les termes du langage sont ceux d’un λ-calcul avec point fixe et conditionnelle :
M,N,P ::= b | n | x | λx.M | MN | Fix x.M | Op MN | M Gt N |
if M then N else P | 〈M,N〉 | pi1(M) | pi2(M)
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ou` b ∈ Bool, n ∈ Nat et Op ∈ {−,+, ∗}.
En pre´sence du type simple Nat, les constructeurs Op et Gt sont type´s par les deux
re`gles d’infe´rence
[Op] Γ `M : Nat Γ ` N : NatΓ ` Op MN : Nat [Gt]
Γ `M : Nat Γ ` N : Nat
Γ `M Gt N : Bool
Maintenant, nous avons e´tendu notre syste`me de types avec un type entier muni d’un pre´-
dicat. Nous devons donc donner une interpre´tation pre´dicative {Op} et {Gt} des construc-
teurs Op et Gt pour pouvoir e´tendre les re`gles de typage ci-dessus aux types de la forme
Nat P .
{Op}P1P2 : n 7→ ∃x, ∃y, (P1x) ∧ (P2y) ∧ (Op xy = n)
{Gt}P1P2 : b 7→ ∃x, ∃y, (P1x) ∧ (P2y) ∧ (x > y ⇔ b).
Les re`gles [Op] et [Gt] de la Figure 6.1 montrent comment utiliser cette interpre´tation
lors du typage. Plus ge´ne´ralement, les re`gles de typage sont donne´es a` la Figure 6.1. Le
boole´en vrai (resp. faux) est note´ v (resp. f).
[V ar] Γ, x : A ` x : A [Bool]
P b
Γ ` b : Bool P [Nat]
P n
Γ ` n : Nat P
[Abs] Γ, x : α `M : βΓ ` λx.M : α→ β (x /∈ Γ) [App]
Γ `M : α→ β Γ ` N : α
Γ `MN : β
[Fix] Γ ` λx.M : α→ βΓ ` Fix λx.M : α→ β [If ]
Γ `M : Bool Γ `Mi : α (i = 1, 2)
Γ ` if M then M1 else M2 : α
[Op] Γ `M : Nat P1 Γ ` N : Nat P2Γ ` Op MN : Nat({Op}P1P2) [Gt]
Γ `M : Nat P1 Γ ` N : Nat P2
Γ `M Gt N : Bool({Gt}P1P2)
[Pair] Γ `Mi : αi (i = 1, 2)Γ ` 〈M1,M2〉 : α1 × α2 [Proj]
Γ `M : α1 × α2
Γ ` pii(M) : αi (i = 1, 2)
[If ] Γ `M : Bool P Pv⇒ Γ `M1 : A Pf⇒ Γ `M2 : AΓ ` if M then M1 else M2 : A [Ex]
Γ `M : A′m
Γ `M : ∃n.A′n
Fig. 6.1 – Re`gles de typage de PCFv
Pour pouvoir appliquer une fonction f : Nat True → Nat True (True est le pre´dicat
toujours vrai) a` un entier n : Nat Ev (Ev est le pre´dicat des entiers pairs), nous avons
besoin de sous-typage. En effet, cela nous donnera la possibilite´ de typer n par le type
Nat True en utilisant la re`gle
Γ ` n : Nat Ev Nat Ev<: Nat True
Γ ` n : Nat True
On peut de´finir plus ge´ne´ralement cette relation de sous-typage.
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De´finition 6.3 (sous-typage)
On de´finit par induction la relation de sous-typage <: de la manie`re suivante :
Nat. ∀P1, P2 : Nat→ Bool, (∀n, P1n⇒ P2n)⇒ (Nat P1<: Nat P2)
Bool. ∀P1, P2 : Bool→ Bool, (∀b, P1b⇒ P2b)⇒ (Bool P1<: Bool P2)
Paire. ∀a, a′, b, b′ ∈ Type, (a<: a′)⇒ (b<: b′)⇒ (a× b<: a′ × b′)
Fle`che. ∀a, a′, b, b′ ∈ Type, (a′<: a)⇒ (b<: b′)⇒ (a→ b<: a′ → b′)
On ajoute alors une re`gle de sous-typage a` celles de´ja` de´crite a` la Figure 6.1
[Coerce] Γ `M : α α<:βΓ `M : β
Nous ne donnons pas ici de se´mantique a` grand pas pour le langage de haut niveau
car elle sera de´duite de la se´mantique du code assembleur obtenu par compilation.
6.1.2 Langage de bas niveau : assembleur
Nous pre´sentons maintenant le langage assembleur vers lequel nous compilons les
termes de PCFv. Les de´finitions seront donne´es dans une syntaxe proche de Coq. Il n’est
pas ne´cessaire d’eˆtre un spe´cialiste de Coq pour comprendre les de´finitions qui suivent.
Lorsque les connaissances requises pour comprendre les de´finitions nous apparaˆıtront trop
importantes, nous retournerons vers une syntaxe mathe´matique.
De´finition 6.4 (me´moire machine)
Un e´tat de la me´moire est une fonction s des entiers dans les entiers qui a` un entier n –
une adresse me´moire – associe un entier s(n) – la valeur stocke´e a` l’adresse me´moire n.
Definition state := Nat → Nat.
On peut mettre a` jour une adresse me´moire d’un e´tat s a` l’aide la fonction update
Definition update (s:state) (n:Nat) (v:Nat) : state :=
fun m ⇒ if n = m then v else s m.
Notons que nous utilisons ici un mode`le ou` la me´moire est infinie. Pour de´finir notre
ensemble d’instructions assembleur, nous devons de´finir des fonctions de base qui vont
permettre d’acce´der a` ces cases me´moires. Nous appelons ces fonctions des fonctions
d’adressage. Nous distinguons les fonctions d’adressage src qui de´crivent comment ac-
ce´der a` la source d’une instruction et dest qui de´crivent comment acce´der au but d’une
instruction.
Inductive src : Set :=
| s_cst : Nat → src
| s_imm : Nat → src
| s_ind : Nat → src
| s_indo : Nat → Nat → src.
Inductive dest : Set :=
| d_imm : Nat → dest
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n
ofs
sn
sn+ofss(sn+ofs)
Fig. 6.2 – Se´mantique de la fonction s_indo
| d_ind : Nat → dest
| d_indo : Nat → Nat → dest.
Ces ensembles de fonctions d’adressage vont permettre d’acce´der a` l’espace me´moire de
la manie`re suivante
Definition sem_src (sr:src) (s:state) :=
match sr with
| s_cst n ⇒ n
| s_imm n ⇒ s n
| s_ind n ⇒ s (s n)
| s_indo ofs n ⇒ s (s n + ofs)
end.
Definition sem_Dest (de:Dest) (s:state) : Nat :=
match de with
| d_imm n ⇒ n
| d_ind n ⇒ s n
| d_indo ofs n ⇒ s n + ofs
end.
Commentons par exemple la fonction la plus riche s_indo. Cette fonction prend en argu-
ment deux entiers n et ofs qui correspondent respectivement a` une adresse me´moire et a`
un de´calage. Elle renvoie la valeur de la case s(s n + ofs) comme l’indique la Figure 6.2
Ces fonctions d’adressage permettent de de´finir les instructions qui prennent toutes en
argument des descriptions d’emplacement me´moire.
Inductive instruction : Set :=
| i_halt : instruction
| i_move : dest → src → instruction
| i_op : (Nat → Nat → Nat) → dest → src → src → instruction
| i_branch : src → instruction
| i_brz : src → src → instruction
| i_brnz : src → src → instruction
| i_eqtst : src → src → src → instruction.
La se´mantique des instructions est donne´e a` partir de la se´mantique de fonctions d’adres-
sage. La fonction sem_instr prend en argument une instruction ins, un e´tat de la me´moire
s et un point de programme pc.
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Definition sem_instr (ins:instruction) (s:state) (pc:Nat) :
option (state * Nat) :=
match ins with
| i_halt ⇒ None
| i_move add val ⇒ Some (update s (sem_Dest add s) (sem_src val s), pc+1)
| i_op op add val1 val2 ⇒ Some (
update s (sem_Dest add s)(op (sem_src val1 s) (sem_src val2 s)), pc+1)
| i_branch add ⇒ Some (s, sem_src add s)
| i_brz val add ⇒ Some (s, match sem_src val s with
0 ⇒ sem_src add s |
S _ ⇒ pc+1 end)
| i_brnz val add ⇒ Some (s, match sem_src val s with
0 ⇒ pc+1 |
S _ ⇒ sem_src add s end)
| i_eqtst val1 val2 add ⇒ Some (s,
if (sem_src val1 s) = (sem_src val2 s) then sem_src add s else pc+1)
end.
ou` S de´note la fonction successeur sur Nat. On est maintenant en mesure de de´finir l’en-
semble des programmes e´crits en assembleur. Voici comment fonctionnent les instructions
– i_halt est l’instruction d’arreˆt ;
– i_move add val : place la valeur correspondant a` val a` l’adresse correspondant a`
add et incre´mente le point de programme ;
– i_op op add val1 val2 : applique l’ope´ration op a` la valeur correspondant a` val1
et la valeur correspondant a` val2, place la valeur obtenue a` l’adresse correspondant
a` add et incre´mente le point de programme ;
– i_branch add : place le pointeur de code a` l’adresse correspondant a` add ;
– i_brz val add : place le point de programme a` l’adresse correspondant a` add, si la
valeur correspondant a` val est 0 ; sinon, incre´mente le point de programme ;
– i_brnz val add : place le point de programme a` l’adresse correspondant a` add, si
la valeur correspondant a` val n’est pas 0 ; sinon, incre´mente le point de programme ;
– i_eqtst val1 val2 add : place le point de programme a` l’adresse correspondant a`
add, si la valeur correspondant a` val1 est e´gale a` la valeur correspondant a` val2 ;
sinon, incre´mente le point de programme.
Ces instructions permettent de de´finir un programme assembleur et une configuration
d’un programme assembleur.
De´finition 6.5 (programme assembleur et configuration)
Un programme assembleur est une fonction qui a` chaque entier, vu comme une adresse
me´moire, associe une instruction. On de´finit l’ensemble des programmes par le terme
Coq
Definition program : Set := Nat → instruction.
Une configuration d’un programme assembleur est donne´e par un triplet 〈s, p, l〉 ou` s est
un e´tat, p est un programme et l est un point de programme.
On en de´duit alors une se´mantique de´terministe e´vidente 〈s, p, l〉 → 〈s′, p′, l′〉 entre
deux configurations, dont de´coule une notion de terminaison.
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De´finition 6.6 (terminaison)
La terminaison d’une configuration est de´crite par un calcul de point fixe a` partir de la
fonction sem_instr.
Fixpoint kstepterm (k:Nat) (p:program) (s:state) (l:Nat) struct k :
Prop :=
match k with
| O ⇒ False
| (S j) ⇒
match sem_instr (p l) s l with
| None ⇒ True
| Some (s’, l’) ⇒ kstepterm j p s’ l’
end
end.
Definition terminates p s l := ∃ k, kstepterm k p s l.
La fonction kstepterm renvoie vrai lorsque la configuration 〈s, p, l〉 peut se re´duire sur
i_halt en moins de k e´tapes. La fonction terminates indique que la configuration
〈s, p, l〉 se re´duit sur i_halt.
6.2 Une se´mantique relationnelle
La raison principale qui nous pousse a` utiliser une se´mantique relationnelle est que
celle-ci permet d’avoir une notion d’e´quivalence observationnelle entre deux configurations.
Ainsi, on peut montrer que deux fragments de programme qui ne sont pas rigoureusement
identiques se comportent de la meˆme manie`re – au sens ou` ils divergent en meˆme temps
(e´quidivergent). Cette finesse de description n’est pas pre´sente avec un se´mantique pre´-
dicative. Le lecteur trouvera plus de de´tail sur ces ide´es dans le travail de Nick Benton
[Ben06].
Pour de´crire la se´mantique d’un fragment de code assembleur, il est impe´ratif de
pouvoir de´crire l’e´tat de la me´moire de manie`re pre´cise et structure´e. C’est la` qu’intervient
notre volonte´ de de´crire le langage bas niveau de la meˆme manie`re que le langage haut
niveau. Ide´alement, nous aimerions que la structure de´crivant le fonctionnement du code
assembleur soit munie d’une ne´gation tensorielle. Nous n’avons pas atteint une description
si uniforme. Ne´anmoins, les ingre´dients de notre mode`le se´mantique reprennent ceux de´ja`
pre´sents dans cette the`se :
– une cate´gorie d’ordre stateRel dont les objets sont relations sur les e´tats de la
me´moire, la relation d’ordre e´tant induite par l’implication logique. Par exemple, le
fait que s et s′ soient dans la relation
(0 7→ {25, 34}) s s′
indique s(0) = 25 et que s′(0) = 34 ;
– une structure mono¨ıdale syme´trique induite par un connecteur se´parant venant de
la logique de se´paration ;
– une adjonction avec une cate´gorie « duale » natRel des relations sur les points de
programme, l’adjonction correspondant a` une notion d’orthogonalite´ provenant des
ide´es introduites en re´alisabilite´ ;
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– un produit carte´sien dans stateRel (mais n’induisant pas de modalite´ de res-
sources).
Tous ces ingre´dients permettent de de´crire avec pre´cision la me´moire requise par un pro-
gramme (a` un point du programme donne´) pour que celui-ci s’exe´cute sans heurt. Pour
que cette description soit assez riche, il faut ajouter la possibilite´ d’utiliser le programme
dans la description de la relation. Ainsi, on peut non seulement exprimer qu’une certaine
adresse contient une certaine valeur, mais aussi qu’une adresse contient un point de pro-
gramme qui ve´rifie certaines proprie´te´s. Enfin, comme nous voulons interpre´ter les points
fixes, nous introduisons un notion d’indice « de suˆrete´ » pour chaque relation sur les e´tats
[Ahm04], qui permet de re´aliser la loi de Lo¨b [AMRV07]. Intuitivement, cet indice k in-
dique que le programme est suˆr pour cette relation mais uniquement pour k e´tapes de
re´duction.
6.2.1 La cate´gorie stateRel
De´finition 6.7 (relation sur les e´tats de la me´moire)
Une relation dans stateRel est une relation qui porte sur deux e´tats partiels de la
me´moire, deux programmes et un indice ve´rifiant une condition de monotonie.
Record stateRel : Type := mkStateRel {
R :> (Nat ↪→ Nat) → (Nat ↪→ Nat) → program → pro-
gram → Nat → Prop;
stateRel_cond : ∀ s1 s2 s′1 s′2 p1 p2 k1 k2,
(R s1 s2 p1 p2 k1 ∧ s1 ⊂ s′1 ∧ s2 ⊂ s′2 ∧ k2 ≤ k1) →
R s′1 s′2 p1 p2 k2
}.
ou` A ↪→ B de´note l’ensemble des fonctions partielles de A vers B et s ⊂ s′ l’inclusion de
fonctions partielles.
Une relation R est plus petite qu’une relation R′, ce que nous notons R  R′, lorsque
Definition stateRelLeq (R R′ : stateRel) :=
∀ s s′ p p′ k, R s s′ p p′ k → R′ s s′ p p′ k.
La condition de monotonie indique que si on augmente l’information sur l’e´tat de
la me´moire ou si on diminue l’indice de suˆrete´ ; on reste dans la relation. Remarquons
que les e´tats pre´sents dans la de´finition de la relation sont partiels. Cela nous permet-
tant d’avoir une structure de tenseur se´parant provenant directement de la logique de
se´paration [Rey02]. Nous adoptons maintenant une description base´e sur le langage ma-
the´matique plutoˆt que sur le langage de Coq afin de faciliter la lecture.
De´finition 6.8 (tenseur se´parant)
Le tenseur se´parant R⊗R′ de deux relations de stateRel est la relation de´finie par
(R⊗R′) s s′ p p′ k def⇐⇒ ∃s1 s2 s′1 s′2, s = s1#s2∧s′ = s′1#s′2∧Rs1 s′1 p p′ k∧R′ s2 s′2 p p′ k
ou` s = s1#s2 indique que les supports de s1 et s2 sont disjoints et que l’union de s1 et
s2 est e´gale a` s.
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Le tenseur se´parant permet de combiner des blocs de base que nous de´crivons ci-dessous
de manie`re non exhaustive.(
{n1, n2} 7→ R>
)
s s′ p p′ k def⇐⇒ ∃l, l′ s(n1) = l ∧ s′(n2) = l′ ∧R l l′ p p′ k
({n1, n2} 7→ {m1,m2}) s s′ p p′ k def⇐⇒ s(n1) = m1 ∧ s′(n2) = m2
n 7→ {m1,m2} def= {n1, n2} 7→ {m1,m2}
{n1, n2} 7→ − def= {n1, n2} 7→ True>
Block m n
def= ⊗0≤i≤n−1(m+ i 7→ −)
(Topfrom m m′) s s′ p p′ k def⇐⇒ ∀n n′, n ≥ m⇒ n′ ≥ m′ ⇒ ({n, n′} 7→ −)
Le tenseur se´parant est crucial lorsque l’on veut faire une mise a` jour de la me´moire
tout en garantissant que cette mise a` jour n’invalide pas d’autres parties de la relation.
Pourtant, lorsqu’on veut de´crire les proprie´te´s ve´rifie´es par une cloˆture de fonction, on ne
peut plus garantir la se´parabilite´ des diffe´rentes relations qui la composent. Il nous faut
donc aussi un produit tensoriel non se´parant qui s’ave`re eˆtre carte´sien.
De´finition 6.9 (produit carte´sien)
Le produit carte´sien R×R′ de deux relations de stateRel est la relation de´finie par
(R×R′) s s′ p p′ k def⇐⇒ Rs s′ p p′ k ∧R′ s s′ p p′ k.
Nous avons prouve´ en Coq la proposition suivante.
Proposition 6.10 La cate´gorie stateRel est une cate´gorie d’ordres mono¨ıdale syme´-
trique pour le tenseur se´parant ⊗. Elle est munie d’un produit carte´sien × qui ve´rifie la
loi de distributivite´
(R× S)⊗ T  (R⊗ T )× (S ⊗ T ).
6.2.2 Une adjonction avec la cate´gorie natRel
Afin de pouvoir exprimer qu’un programme ve´rifie une certaine proprie´te´ a` un point de
programme donne´, il faut aussi avoir une notion de relation sur les points de programme
et non plus sur les e´tats.
De´finition 6.11
Une relation dans natRel est une relation qui porte sur deux points de programme,
deux programmes et un indice ve´rifiant une condition de monotonie.
Record natRel : Type := mkNatRel {
R :> Nat → Nat → program → program → Nat → Prop;
natRel_cond : ∀ l l′ p p′ k1 k2,
(R l l′ p p′ k1 ∧ k2 ≤ k1) → R l l′ p p′ k2
}.
Comme pour stateRel, une relation R est plus petite qu’une relation R′ lorsque
Definition stateRelLeq (R R′ : natRel) :=
∀ l l′ p p′ k, R l l′ p p′ k → R′ l l′ p p′ k.
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Pour relier les relations sur les e´tats de la me´moire et les relations sur les points de
programme du code assembleur, nous allons e´tablir une adjonction entre stateRel et
natRel.
De´finition 6.12 (adjonction Perp a Perpnat)
Les deux foncteurs Perp et Perpnat de´finis par
Definition Perp (S:stateRel) := fun p p’ l l’ k ⇒ ∀ s s’ j,
(j ≤ k ∧ S s s’ p p’ j) →
((kstepterm j p s l → terminates p’ s’ l’) ∧
(kstepterm j p’ s’ l’ → terminates p s l)).
Definition Perp_nat (L:natRel) := fun s s’ p p’ k ⇒ ∀ l l’ j,
(j ≤ k ∧ L p p’ l l’ j) →
((kstepterm j p s l → terminates p’ s’ l’) ∧
(kstepterm j p’ s’ l’ → terminates p s l)).
forment une adjonction (plus simplement une correspondance de Galois)
Perp
stateRel
%%
⊥ Perpnatop
natRel
ff
Quand nous utiliserons des notations mathe´matiques, nous noterons R> l’image de la
relation R par Perp. Ce foncteur, qui peut eˆtre vu comme une notion d’orthogonalite´, nous
permet de de´finir la validite´ d’une relation d’e´tats a` deux points de programme de deux
programmes donne´s. C’est une de´finition de type « passage par continuation » (CPS),
au sens ou` l’on garantit que la continuation du programme au point l se de´roulera sans
encombre.
De´finition 6.13 (jugement)
On dit que deux programmes p et p′ e´quidivergent selon la relation R ∈ stateRel aux
points l et l′ s’ils sont lie´s par la relation R> pour tout indice k. On note alors
|= p, p′  l, l′ : R> def= ∀k, R> l l′ p p′ k.
Exemple 6.14
Deux programmes p et p′ contenant le fragment de code suivant[
i_op plus (d_imm 5) (s_imm 5) (s_cst 1)
i_move (d_ind 5) (s_imm 0)
]
aux points de programme respectifs l, l + 1 et l′, l′ + 1 valident la proprie´te´ suivante
∀R, |= p, p′  l + 2, l′ + 2 : (0 7→ {28, 15})⊗ (5 7→ 12)⊗ (13 7→ −)⊗R>
=⇒ |= p, p′  l, l′ : (0 7→ {28, 15})⊗ (5 7→ 13)⊗ (13 7→ {28, 15})⊗R>.
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Cette proposition de´crit le fait que ce fragment de code incre´mente le registre 5 de 1 puis
place a` l’adresse pointe´ par le registre 5 – en l’occurrence ici 13 – la valeur stocke´e dans le
registre 0. Pour le programme p (resp. p′), on a pour hypothe`se que le registre 0 contient
la valeur 28 (resp. 15).
6.2.3 Les quantificateurs internalise´s
Afin de spe´cifier de manie`re minimale l’e´tat de la me´moire dont nous avons besoin
pour que le code compile´ s’exe´cute convenablement, nous introduisons les quantificateurs
existentiel et universel dans les constructeurs de relations.
De´finition 6.15 (quantificateurs)
Pour de´finir les quantificateurs sur les relations, nous allons directement nous servir des
quantificateurs de´ja` pre´sents dans Coq. Soit X un type et h : X → stateRel, on de´finit
(∃h) s s′ p p′ k def⇐⇒ ∃x, hx s s′ p p′ k
(∀h) s s′ p p′ k def⇐⇒ ∀x, hx s s′ p p′ k
6.2.4 Re´aliser la loi de Lo¨b
Comme nous l’avons dit plus haut, nous avons introduit un indice dans la de´finition
des relations sur les e´tats afin d’appre´hender les points fixes et plus particulie`rement de
re´aliser la loi de Lo¨b (parfois aussi appele´e axiome GL pour Go¨del-Lob). Cette loi de´crite
par la re`gle d’infe´rence
3α ` α
` α
se lit “si α est valide de`s que α est valide dans le futur, alors α est toujours valide”.
Cette loi fournit un sche´ma d’induction clair permettant de de´montrer la correction de
la compilation des points fixes. Pourtant, l’importance de cet indice n’est pas encore tre`s
claire a` ce stade de la lecture. Cet indice est en fait pre´sent pour pouvoir de´finir la modalite´3 qui signifie « sera valable dans le futur » (la notation vient de l’ope´rateur « un jour » de
la logique temporelle). Il nous permettra d’utiliser une variante de la loi de Lo¨b lorsqu’on
prouvera le fragment de code compile´ pour le constructeur Fix.
De´finition 6.16 (modalite´ 3)
La modalite´ 3 (prononce´e « plus tard ») est de´finie sur les relations d’e´tats par
3Rs s′ p p′ k def⇐⇒ ∃j < k, R s s′ p p′ j
Cette modalite´ nous permet de de´river un sche´ma de re´duction. Il stipule que si une
continuation satisfait Post pour k e´tapes aux points de programme l1 et l′1 ; et si elle
est satisfaite de`s que ptr pointe vers un point de programme qui satisfait Post, alors la
continuation satisfait ptr 7→ {l1, l′1} pour (k + 1) e´tapes.
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Lemme 6.17 (sche´ma de re´duction) Pour tous programmes p et p′, tout registre ptr,
tous points de programme l0, l′0, l1 et l′1, toutes relations Post et P et pour tout indice k,
on a
Post> l1 l′1 p p′ k |= p, p′  l0, l′0 : ((ptr 7→ 3Post>)⊗ P )>
((ptr 7→ l1, l′1)⊗ P )> l0 l′0 p p′ (k + 1)
Ce sche´ma de re´duction permet de montrer une « version CPS » de la loi de Lo¨b.
Lemme 6.18 (loi de Lo¨b) Pour tous programmes p et p′, tout registre ptr, tous points
de programme l et l′, toutes relations P et pour tout indice k, on a
|= p, p′  l, l′ : ((ptr 7→ 3((ptr 7→ l, l′)⊗ P )>)⊗ P )>
|= p, p′  l, l′ : ((ptr 7→ l, l′)⊗ P )>
6.3 Le compilateur
Cette section a pour but de de´crire les principes de base de notre compilateur afin de
rendre compre´hensible la description de l’espace me´moire qui est au cœur du lemme de
correction. Le lecteur souhaitant plus de de´tails sur la the´orie de la compilation est invite´
a` se rapporter a` la monographie d’Andrew Appel [App98] qui traite de la compilation des
langages fonctionnels et plus particulie`rement de ML.
6.3.1 Description des registres et de la pile
Nous donnons ici la nomenclature attache´e a` la gestion de registres.
– le registre 0 que nous noterons ret , correspond au registre de retour des fonctions ;
– le registre 1 que nous noterons arg , correspond a` l’emplacement de l’argument
avant un appel a` l’allocateur ;
– les registres 2, 3 et 4 correspondent a` un espace de travail. Nous noterons wk le
registre 2 ;
– le registre 5, que nous noterons sp , correspond au pointeur de pile ;
– le registre 6, que nous noterons env , correspond au pointeur d’environnement ;
– les registres suivants sont alloue´s dynamiquement par l’allocateur pour stocker la
pile, l’environnement, etc.
La pile courante est de´crite a` partir du pointeur de pile sp qui pointe vers un certain
ptr qui lui-meˆme pointe vers l’e´le´ment contenu au sommet de la pile. L’e´le´ment qui le
pre´ce`de dans la pile (s’il existe) est pointe´ par ptr− 1. La Figure 6.3 sche´matise ce
me´canisme.
La structure de donne´e lie´e a` l’environnement est diffe´rente car on ne peut pas garantir
que les e´le´ments de l’environnement se trouvent les uns apre`s les autres. Nous allons utiliser
les listes chaˆıne´es pour reme´dier a` ce proble`me. La Figure 6.4 de´crit plus en de´tail cette
structure.
Le pointeur d’environnement pointe aussi indirectement vers quelques autres valeurs
particulie`res telles que l’adresse de l’ancienne pile, l’adresse de l’ancien environnement et
l’adresse de retour. Ainsi, lorsque l’on calcule l’application d’une fonction, on la place dans
l’environnement souhaite´ avec une pile vide, puis on restaure l’ancien environnement et
l’ancienne pile une fois le calcul effectue´.
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sp
ptr
AC B
A
C
B=
Fig. 6.3 – Description de la pile : le pointeur sp pointe vers ptr qui pointe vers un e´le´ment
de type A. Les pointeurs pre´ce´dents pointent vers les e´le´ments pre´ce´dents dans la pile.
env
A CB
Fig. 6.4 – Description de l’environnement comme une liste chaˆıne´e : le pointeur env pointe
vers un pointeur qui pointe vers le premier e´le´ment A de l’environnement, le pointeur
suivant pointe vers un pointeur qui pointe vers le deuxie`me e´le´ment B de l’environnement,
et ainsi de suite.
6.3.2 Compilation du code
Nous allons maintenant de´crire quelques e´tapes de la compilation. L’algorithme par-
ticulier du compilateur n’a pas beaucoup d’importance ici car la preuve de correction est
assez inde´pendante du compilateur. Aussi, si on ame´liore le compilateur, on peut re´utiliser
une preuve tre`s similaire.
Le compilateur est bien e´videmment de´fini par induction sur les termes de PCFv. Nous
nous contenterons donc d’une courte revue des principaux constructeurs du langage. Nous
ne de´crivons pas le code associe´ a` l’allocateur car celui-ci n’a pas d’incidence sur le code
compile´. La seule hypothe`se dont on a besoin est qu’il alloue de l’espace me´moire libre a`
chaque fois que l’on fait appel a` lui selon les conventions d’appel de´finies par la spe´cification
de l’allocateur.
Nous de´finissons dans un premier temps la fonction compile_rec qui suppose que
l’espace pour l’environnement et la pile a de´ja` e´te´ alloue´. Cela implique que le code cor-
respondant a` un entier n’a pas besoin de faire appel a` l’allocateur car il peut directement
placer l’entier sur la pile. En revanche, pour stocker une paire par exemple, il faut faire
appel a` l’allocateur car la pile va pointer vers deux cases qui pointent chacune vers un des
e´le´ments de la paire.
On de´finira ensuite la fonction compile qui se chargera d’allouer de la me´moire pour
l’environnement et la pile.
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Compilation des entiers. La compilation d’un entier n se de´roule en deux e´tapes. On
incre´mente ce vers quoi pointe le pointeur de pile sp de 1 et on fait pointer ce nouveau
pointeur vers n. Ceci est re´alise´ par les deux instructions assembleur suivantes
[sp] ← [sp]+1
[[sp]] ← n
Compilation des variables. La compilation d’une variable de profondeur n dans l’en-
vironnement se de´roule en trois e´tapes. On incre´mente ce vers quoi pointe le pointeur de
pile sp de 1, on parcours la liste chaˆıne´e de´crivant l’environnement jusqu’a` trouver la va-
riable qui nous inte´resse et on fait pointer le nouveau pointeur de pile vers cette variable.
La recherche dans l’environnement est facilite´e par le fait que les variables sont toutes
« De Bruijnifie´es » au sens ou` elles ne sont pas de´crites par leur nom mais par leur rang
dans l’environnement. Les n+ 3 instructions assembleur suivantes correspondent au code
compile´ pour une variable
[sp] ← [sp]+1
[wk] ← [env]
[wk] ← [[wk]+1]
... n times ...
[wk] ← [[wk]+1]
[[sp]] ← [[wk]]
Compilation des paires. La compilation d’une paire ne´cessite un appel a` l’allocateur.
On place dans le registre des arguments arg l’espace me´moire ne´cessaire (ici 2), on place
dans le registre de retour ret le point de programme label+4 ou` l’allocateur doit « sauter »
et on saute vers le point de programme de l’allocateur. Ensuite, a` l’instruction d’e´tiquette
label+4, on peut supposer que le registre ret contient un emplacement ou` il y a deux
cases libres. On de´cre´mente le pointeur de pile, le fait pointer vers cet emplacement libre
et on fait pointer les deux cases libres vers les deux e´le´ments de la paire. Ceci est re´alise´
par les sept instructions assembleur suivantes
lab: [sp] ← [sp]-1
[arg] ← 2
[ret] ← lab+4
jmp alloc
lab+4: [[ret]] ← [[sp]] // store snd
[[ret]+1] ← [[sp]+1] // store fst
[[sp]] ← [ret] // push pair
Compilation des fonctions. La compilation d’une fonction se de´roule en trois phases.
La premie`re est la phase de pre´paration. Elle consiste a` allouer un espace me´moire pour la
pile ne´cessaire a` l’exe´cution du corps de la fonction et a` mettre en place l’environnement
requis par le corps de la fonction. Ce nouvel environnement contient en particulier l’adresse
de retour et l’adresse de l’ancien environnement. Tout ceci est re´alise´ par les instructions
suivantes
lab: [arg] ← stack_size + 5 allocate frame
[ret] ← label + 3
jmp alloc
lab+3: [wk] ← [[sp]] take closure ptr
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[[ret]+1] ← [[wk]+1] store env ptr
[sp] ← [sp]-1 focus on argument
[[ret]] ← [[sp]] store argument in env
[[ret]+2] ← [env] store calling env
[[ret]+3] ← [sp] store calling sp
[env] ← [ret] switch to new env
[sp] ← [ret] + 4 switch to new stack
La deuxie`me phase est obtenue en concate´nant les instructions assembleur correspondant
au corps de la fonction. Enfin, la troisie`me phase consiste a` restaurer l’ancienne pile et
l’ancien environnement, a` placer la valeur calcule´e par la fonction en teˆte de pile puis a`
de´sallouer l’espace qui avait e´te´ alloue´ pour la nouvelle pile. Tout ceci est re´alise´ par les
instructions suivantes
lab: [wk] ← [[sp]] save return value
[sp] ← [[env]+3] restore old sp
[[sp]] ← [wk] push return value
[wk] ← [env] +2 base to free
[env] ← [[env]+2] restore old frame
[arg] ← stack_size+3 size to free
[ret] ← label + 8
jmp dealloc
lab+8: jmp [[env]+4] return to caller
Compilation des applications. La compilation d’une application consiste simplement
a` stocker l’adresse de retour a` l’emplacement de´die´ puis a` sauter a` l’adresse pointe´e par
le pointeur de fonction. Ceci est re´alise´ par les trois instructions assembleur suivantes
lab: [[env]+4] ← lab+3
[wk] ← [[sp]]
jmp [wk]
lab+3: ...
Compilation des points fixes. La compilation du point fixe est simplifie´e par la re`gle
de typage [Fix] de´crite a` la Figure 6.1 qui force le sous-terme a` avoir un lambda en
teˆte. Ainsi, il nous faut accroˆıtre l’environnement par un « trou » qui servira a` stocker le
pointeur associe´ a` la fonction sous-jacente. Ceci est re´alise´ par les instructions suivantes
lab: [arg] ← 2
[ret] ← lab+3
jmp alloc
lab+3: [[ret]+1] ← [env]
[env] ← [ret]
Ensuite, on place le code de la fonction, on fait pointer le trou dans l’environnement vers
le pointeur de cette fonction et on restaure l’ancien environnement par les instructions
[[env]] ← [[sp]] // knot
[env] ← [[env]+1] // restore
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De´finition 6.19 (compilation locale)
indexcompilation locale Tous ces fragments de code permettent de de´finir par re´currence
sur le terme PCFv la fonction compile_rec qui construit le fragment de code assembleur
local correspondant au terme M a` partir du point de programme l. On entend par local
le fait que ce fragment de code s’inscrit dans un programme plus grand qui alloue la
me´moire dont il a besoin.
Lorsque le terme est clos, on va construire un programme assembleur autonome qui
place son re´sultat dans le registre ret.
Compilation ge´ne´rale. La compilation d’un terme clos se de´roule en trois e´tapes.
D’abord, on place un code d’initialisation qui initialise l’allocateur, alloue de l’espace
me´moire pour l’environnement (vide) et la pile requise par le terme. Ensuite, on place le
code ge´ne´re´ par la fonction compile_rec. Enfin, on re´cupe`re la valeur en teˆte de pile pour
la placer dans le registre de re´ponse ret.
[ret] ← [[sp]]
On obtient alors le code assembleur correspondant au terme PCFv.
De´finition 6.20 (programme compile´)
On note compile la fonction qui ge´ne`re le programme assembleur correspondant au
terme M , place´ au point de programme l. Ce programme est constitue´ du code compile´
de´crit ci-dessus plus du code spe´cifique a` l’allocateur. Ce programme place son re´sultat
dans le registre ret.
Remarque 6.21
Nous allons maintenant montrer que le code compile´ par le compilateur ve´rifie une
spe´cification inde´pendante de l’endroit ou` il est compile´. Pour cela, nous allons utiliser
une spe´cification relationnelle reliant le meˆme code ; compile´ a` deux endroits diffe´rents.
Comme ce code fait appel a` un alloueur qui re´pond diffe´remment suivant les conditions
dans lequel on l’appelle, rien ne garantit qu’il alloue le meˆme espace me´moire dans les
deux versions du code. Ainsi, tous les pointeurs provenant d’une allocation me´moire
doivent eˆtre distingue´s suivant qu’ils viennent de la premie`re ou de la deuxie`me version
du code. Pour ne pas trop alourdir les notations, nous omettrons cette duplication pour
les spe´cifications qui suivent. Cette duplication est comple`tement orthogonale aux
phe´nome`nes de compilation que nous voulons relater et une repre´sentation explicite
alourdirait conside´rablement le discours.
6.3.3 Spe´cification de l’allocateur
Comme nous l’avons dit plus haut, l’algorithme pre´cis de l’allocateur n’a pas d’im-
portance. Tout ce qui compte est la spe´cification que celui-ci ve´rifie a` l’initialisation,
l’allocation et la de´allocation. Avant de la pre´senter en de´tail, nous devons introduire une
notion plus forte de jugement que celle qui nous inte´ressait pour le code compile´. En effet,
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notre notion d’e´quivalence entre fragments de code est base´e sur l’e´quidivergence ; c’est a`
dire sur des jugements partiels. Comme ces fragments de code font pour la plupart appel
a` l’allocateur, nous ne pouvons permettre de divergence pour l’allocateur car elle rendrait
impossible l’e´tablissement d’une quelconque e´quidivergence pour les fragments de code.
Ainsi, la notion qui devient pertinente pour l’allocateur est plutoˆt un jugement total qui
garantit que le programme se re´duit toujours et ve´rifie une proprie´te´.
De´finition 6.22 (jugement total)
On dit que deux programmes p et p’ satisfont total_judgmentRpreRpost p p′ l0 l′0 aux
points de programme l0 et l′0 pour deux relations d’e´tats Rpre et Rpost lorsque
total_judgmentRpreRpost p p′ l0 l′0
def⇐⇒ ∀l1 l′1 k s0 s′0, (Rprel1l′1) s0 s′0 p p′ k ⇒
∃j1 j′1 s1 s′1, kstepreduce j1 p s0 s1 l0 l1
∧ kstepreduce j′1 p′ s′0 s′1 l′0 l′1
∧ Rpost s1 s′1 p p′ k
ou` kstepreduce j1 p s0 s1 l0 l1 indique que le programme p se re´duit en j1 e´tapes de la
configuration 〈s0, p, l0〉 vers la configuration 〈s1, p, l1〉.
Il nous reste maintenant a` de´finir les pre´conditions et postconditions satisfaites par
l’initialisation, l’allocation et la de´allocation. Comme nous ne nous inte´ressons pas au
code de l’allocateur, celles-ci sont assez abstraites et ne de´crivent que l’interface minimale
ne´cessaire au fonctionnement de l’allocateur.
De´finition 6.23 (spe´cification de l’allocateur)
Le comportement de l’initialisation de l’allocateur est de´crit par RPre_init et
RPost_init.
Definition RPre_init (Ra:stateRel) (n5 n′5 n6 n′6
l l’ : nat) :=
(ret 7→ l,l’) ⊗ (sp 7→ n5,n′5) ⊗ (env 7→ n6,n′6)
⊗ Topfrom 10 10.
Definition RPost_init (Ra:stateRel) (n5 n′5 n6 n′6
: nat) := Ra ⊗ (ret 7→ −) ⊗ (sp 7→ n5, n′5)
⊗ (env 7→ n6, n′6).
Definition total_init Ra p p’ init init’ :=
forall n5 n’5 n6 n’6, total_judgment
(RPre_init Ra n5 n’5 n6 n’6)
(RPost_init Ra n5 n’5 n6 n’6) p p’ init init’.
La pre´condition indique que l’allocateur se saisit de tout l’espace me´moire a` partir du
registre 10 pour pourvoir ensuite l’allouer et le de´sallouer sur demande. Le comportement
de l’allocation est de´crit par RPre_alloc et RPost_alloc.
Definition RPre_alloc (Ra Rc:stateRel) (n n’ n5 n′5
n6 n′6 l l’: nat) :=
(ret 7→ l,l’) ⊗ Ra ⊗ Rc ⊗ (arg 7→ n,n’)
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⊗ (sp 7→ n5, n′5) ⊗ (env 7→ n6, n′6).
Definition RPost_alloc (Ra Rc:stateRel) (n n’ n5 n′5
n6 n′6: nat) :=
(Ex fb,Ex fb’,((ret 7→ fb,fb’) ⊗
(Block fb fb’ n n’)))
⊗ Ra ⊗ Rc ⊗ (arg 7→ −)
⊗ (sp 7→ n5, n′5) ⊗ (env 7→ n6, n′6).
Definition total_alloc Ra p p’ alloc alloc’ :=
forall Rc n n’ n5 n’5 n6 n’6,
total_judgment
(RPre_alloc Ra Rc n n’ n5 n’5 n6 n’6)
(RPost_alloc Ra Rc n n’ n5 n’5 n6 n’6)
p p’ alloc alloc’.
La pre´condition indique que l’allocateur lie la taille n du bloc a` allouer dans le registre
arg et lie l’adresse de retour dans le registre ret. A` la sortie, le registre ret pointe vers un
emplacement me´moire fb ou` un bloc libre de taille n. Le comportement de la de´allocation
est de´crit par RPre_dealloc et RPost_dealloc.
Definition RPre_dealloc (Ra Rc:stateRel) (fb fb’
n n’ n5 n′5 n6 n′6 l l’: nat) :=
(ret 7→ l,l’) ⊗ (arg 7→ n,n’) ⊗ (wk 7→ fb,fb’)
⊗ Block fb fb’ n n’ ⊗ Ra ⊗ Rc
⊗ (sp 7→ n5, n′5) ⊗ (env 7→ n6, n′6).
Definition RPost_dealloc (Ra Rc:stateRel) (n5 n′5
n6 n′6: nat) :=
(ret7→ −) ⊗ (arg 7→ −) ⊗ (wk 7→ −) ⊗
Ra ⊗ Rc ⊗ (sp 7→ n5, n′5) ⊗ (env 7→ n6, n′6).
Definition total_dealloc Ra p p’ dealloc dealloc’:=
forall Rc fb fb’ n n’ n5 n’5 n6 n’6,
total_judgment
(RPre_alloc Ra Rc fb fb’ n n’ n5 n’5 n6 n’6)
(RPost_alloc Ra Rc n5 n’5 n6 n’6)
p p’ dealloc dealloc’.
La relation entre les programmes p et p′ qui dit que leurs modules d’allocation sont relie´s
par Ra avec les points d’entre´es init, alloc, dealloc, init’, alloc’ et dealloc’ est
alors donne´e par
Definition AllocSpec p p’ Ra init init’ alloc
alloc’ dealloc dealloc’ :=
(total_init Ra p p’ init init’)
∧ (total_alloc Ra p p’ alloc alloc’)
∧ (total_dealloc Ra p p’ dealloc dealloc’).
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6.3.4 Spe´cification de l’e´tat de la me´moire
Nous voulons montrer que le code compile´ d’un terme de type A posse`de la proprie´te´
qu’il place dans le registre ret une entier satisfaisant l’interpre´tation JAK (voir la De´finition
6.24 pour l’interpre´tation des types). Bien e´videmment, nous devons au pre´alable e´tablir
une proprie´te´ sur le code ge´ne´re´ localement par induction sur le terme avant de la relever
au code complet. L’e´tablissement d’une telle proprie´te´ ne´cessite d’interpre´ter l’ensemble
des donne´es (types, pile, environnement etc.) en terme de relations d’e´tats.
Nous allons, dans un premier temps, donner l’interpre´tation des types. Elle est com-
ple`tement standard excepte´ l’interpre´tation du type fle`che qui a` notre connaissance n’a
jamais e´te´ mene´e dans ce cadre. Remarquons l’absence du connecteur se´parant ⊗ dans
cette spe´cification car plusieurs variables peuvent avoir le meˆme type et donc la meˆme
spe´cification.
De´finition 6.24 (interpre´tation des types)
La se´mantique d’un type est de´finie par point fixe. Outre le type sur lequel on fait
l’induction, le crochet se´mantique prend comme argument la spe´cification de l’allocateur
Ra (qui n’est pas cense´e eˆtre connue par le programme) et un entier qui de´crit la valeur
de type A.
Fixpoint semantics_of_types (t:ExpType) (Ra:stateRel) ptr ptr’ struct t :=
match t with
| Int P ⇒ lift (P ptr ∧ (ptr = ptr’))
| Bool P ⇒ lift (P (n2b ptr) ∧ (n2b ptr = n2b ptr’))
| a ∗ b ⇒ Ex value, Ex value2, Ex value’, Ex va-
lue2’, (ptr,ptr’7→value,value’) ×
(ptr+1,ptr’+17→value2,value2’) × JbK Ra value va-
lue’ × JaK Ra value2 value2’)
| a −→ b ⇒ Ex Rprivate,
(ptr,ptr’ 7→ Later ( Perp (Pre_arrow Rpri-
vate ptr ptr’ Ra (JaK) (JbK))) × Rprivate)
end
where "’J’ t ’K’" := (semantics_of_types t ).
La fonction Pre_arrow qui interpre`te le type fle`che est de´finie ci-dessous.
Nous allons maintenant de´crire l’interpre´tation du type fle`che. C’est l’e´le´ment cle´ de
notre interpre´tation des types. Comme nous voulons ulte´rieurement autoriser le rempla-
cement de certaines parties du code par des versions optimise´es, il est impe´ratif de donner
la spe´cification le plus large et abstraite possible. L’ide´e e´tant de trouver une spe´cification
qui de´crit une fonction pure, c’est a` dire un fragment de code qui ne comporte pas d’ef-
fet de bord. On verra a` la Section 6.5.1 que notre spe´cification n’est pas assez comple`te
pour n’autoriser que les fonctions pures. Elle permet ne´anmoins de de´montrer le lemme
de correction.
La spe´cification d’une fonction ne doit pas comporter de mention explicite a` la fac¸on
qu’elle a de ge´rer son environnement ou sa pile. Par exemple, la fragment compile´ doit sa-
tisfaire cette spe´cification inde´pendamment du compilateur qui l’a ge´ne´re´e. Pour garantir
cela, on utilise une relation Rpriv prive´e a` la fonction. Elle contient intuitivement la dis-
cipline de gestion de l’environnement et l’endroit ou` le code est stocke´. Ces informations
ne doivent pas eˆtre exploite´es par le fragment de code qui fait appel a` la fonction et, par
6.3. Le compilateur 197
conse´quent, doivent eˆtre abstraites dans la spe´cification. On peut voir notre interpre´ta-
tion comme une ge´ne´ralisation se´mantique de l’utilisation des types existentiels dans la
conversion de cloˆture type´e [MMH96].
Comme le fonctionnement interne de la fonction est encapsule´ par la relation Rpriv,
l’interpre´tation de la fle`che se contente de de´crire la se´mantique d’appel de la fonction.
Celle-ci suppose que l’argument de type est JaK ainsi que le pointeur de code sont en teˆte
de pile. Elle garantit en contrepartie que le point de programme l pointe´ par n+4 satisfera
la condition Post_arrow, c’est a` dire que si elle termine, la fonction retournera en l avec
un e´le´ment de type JbK en teˆte de pile.
De´finition 6.25 (interpre´tation de la fle`che)
L’interpre´tation du type fle`che est donne´e en deux temps. D’abord Post_arrow qui
de´crit l’e´tat de la me´moire apre`s l’exe´cution de la fonction, ensuite Pre_arrow qui de´crit
la me´moire ne´cessaire a` la bonne exe´cution de la fonction.
Definition Post_arrow b (Ra Rc: stateRel) Rc_cloud
(n n’ stack_ptr stack_ptr’: nat):= Ex ptr_result, Ex ptr_result’,
(stack_ptr,stack_ptr’ 7→ ptr_result,ptr_result’) ⊗ (stack_ptr+1,stack_ptr’+17→-) ⊗
((b Ra ptr_result ptr_result’) × Rc_cloud) ⊗ (workreg 7→ -) ⊗ (argreg 7→ -) ⊗
(retreg 7→ -) ⊗ Ra ⊗ Rc ⊗ (37→-) ⊗ (4 7→-) ⊗ (spreg7→ stack_ptr,stack_ptr’) ⊗
(envreg7→ n,n’) ⊗ unused_space.
Definition Pre_arrow R_private ptr_function ptr_function’ Ra a b:=
Ex Rc, Ex Rc_cloud, Ex n, Ex n’, Ex ptr_arg, Ex ptr_arg’, Ex stack_ptr, Ex stack_ptr’,
(stack_ptr,stack_ptr’7→ ptr_arg,ptr_arg’) ⊗
(stack_ptr+1,stack_ptr’+17→ ptr_function,ptr_function’) ⊗
(R_private × a Ra ptr_arg ptr_arg’ × Rc_cloud) ⊗
(n+4,n’+4 7→ Later Perp (Post_arrow b Ra Rc Rc_cloud n n’ stack_ptr stack_ptr’) × Rc)
⊗ (workreg 7→ -) ⊗ (argreg 7→ -) ⊗ (retreg 7→ -) ⊗ Ra ⊗ (37→-) ⊗ (47→-) ⊗
(spreg7→ stack_ptr+1,stack_ptr’+1) ⊗ (envreg7→ n,n’) ⊗ unused_space.
ou` unused est une relation qui stipule que les registres non spe´cifie´s pointent vers des
valeurs qui n’ont pas d’importance.
On utilise l’interpre´tation des types pour spe´cifier l’environnement. Il suffit juste de
rajouter la description de la structure de liste chaˆıne´e.
De´finition 6.26 (spe´cification de l’environnement)
L’environnement est de´crit par une liste chaˆıne´e dont la teˆte est constitue´e d’un pointeur
current vers un e´le´ment type´ et d’un pointeur current+1 pointant vers la suite de la
liste. Il y a toujours la pre´sence de la spe´cification prive´e Ra de l’allocateur.
Fixpoint semantics_of_env (Γ:EnvType) Ra current struct Γ :=
match Γ with
| nil ⇒ True
| h :: t ⇒ ∃ ptr, ∃ next, (current 7→ ptr) × (current+1 7→ next) ×JhK Ra ptr × JtK Ra next
end
where "JΓK" := (semantics_of_env Γ).
Nous devons maintenant donner une se´mantique relationnelle pour la pile. Celle-ci
fait intervenir de manie`re subtile le connecteur ⊗ et le connecteur ×. En effet, tous les
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pointeurs sur des e´le´ments de la pile doivent eˆtre distingue´s et effac¸ables ; ils sont donc
line´aires et de´crits a` l’aide du connecteur se´parant ⊗. En revanche, les e´le´ments eux-meˆmes
de la pile ne sont pas forcement distinguables (par exemple une variable duplique´e ou des
fonctions mutuellement re´cursives). Ils sont donc classiques et doivent eˆtre de´crits a` l’aide
du produit ×. Notons la pre´sence de la relation R qui permet d’incorporer les termes
classiques – comme celui de´crivant l’environnement – a` l’inte´rieur de la description de la
pile. Ceci est important car il faut faire attention de regrouper tous les termes classiques
afin qu’ils n’interfe`rent pas avec le connecteur se´parant.
De´finition 6.27 (spe´cification de la pile)
La spe´cification de la pile de´crit la structure filaire de celle-ci. Elle prend en argument
une liste constitue´e de couples (Nat→ stateRel)×Nat, un pointeur ptr et une relation
d’e´tat R.
Definition stacklist_type :=
list ((nat → nat → stateRel) * (nat * nat)).
Fixpoint stack_description (stack_list:stacklist_type) ptr ptr’ cloudrel
struct stack_list :=
match stack_list with
| nil ⇒ cloudrel
| pair h (pair ptr_h ptr_h’) :: t ⇒
(ptr,ptr’ 7→ ptr_h,ptr_h’) ⊗ stack_description t (ptr-1) (ptr’-1)
((h ptr_h ptr_h’) × cloudrel)
end.
La spe´cification de la me´moire utilise les relations de´crites ci-dessus. Remarquons la
pre´sence de trois relations Ra, Rc et R′c quantifie´es universellement. La premie`re corres-
pond a` la se´mantique intrinse`que de l’allocateur ; que le terme compile´ n’est pas cense´
connaˆıtre mais doit pre´server. Les deux autres correspondent a` la se´mantique prive´e du
client que le reste du programme doit accepter sans qu’elle soit explicite ; Rc e´tant la
partie line´aire (ou se´parable) et R′c la partie classique (ou non se´parable).
De´finition 6.28 (spe´cification de la me´moire)
La spe´cification de la me´moire combine la description de la pile et de l’environnement
ge´re´s de manie`re classique ; a` la description des registres ge´re´s de manie`re line´aire.
Definition memory_specification Ra Rc Rc_cloud env stack_list
stack_free stack_free’ stack_ptr stack_ptr’ n n2 n3 n’ n2’ n3’:=
(spreg7→stack_ptr,stack_ptr’) ⊗
Block (stack_ptr+1) (stack_ptr’+1) stack_free stack_free’ ⊗
(envreg7→ n,n’) ⊗ storing_space n n2 n3 n’ n2’ n3’ ⊗
stack_description stack_list stack_ptr stack_ptr’ (JenvK Ra n n’
× Rc_cloud) ⊗ (workreg 7→ -) ⊗ (argreg 7→ -) ⊗ (retreg 7→ -) ⊗
Ra ⊗ Rc ⊗ (37→-) ⊗ (47→-) ⊗ unused_space.
ou` unused est une relation qui stipule que les registres non spe´cifie´s pointent vers des
valeurs qui n’ont pas d’importance.
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Fixpoint extra_property a env Ra p p’ e aux_code aux_code’ base base’
alloc alloc’ dealloc dealloc’ struct a : Prop :=
match a with
| a −→ b ⇒ forall ptr ptr’ fb fb’,
judgment (Pre_arrow (ptr+1,ptr’+17→fb,fb’ × JenvK Ra fb fb’) ptr ptr’ Ra JaK JbK)
p p’ (snd (compile_rec e aux_code (base+length aux_code) alloc dealloc))
(snd (compile_rec e aux_code’ (base’+length aux_code’) alloc’ deal-
loc’))
| _ ⇒ False
end.
Theorem compile_recr_correctness : forall base base’ Ra alloc alloc’ dealloc
dealloc’ Rc Rc_cloud env a e (t : env |-- e:::a) start start’ stack_free
stack_free’ stack_ptr stack_ptr’ n n2 n3 n’ n2’ n3’,
forall aux_code aux_code’ code code’ p p’ stack_list main_code main_code’
(hprog : main_code = compile_rec e aux_code (base+length aux_code) al-
loc dealloc)
(hcode : code = (fst(fst main_code)) start)
(hstack : snd(fst code) <= stack_free)
(hprog’ : main_code’ = compile_rec e aux_code’ (base’+length aux_code’) al-
loc’ dealloc’)
(hcode’ : code’ = (fst(fst main_code’)) start’)
(hstack’ : snd(fst code’) <= stack_free’),
PfunctionExtendsFunction p (fragfromprog (progfromlist (snd(fst main_code))) base) →
PfunctionExtendsFunction p (fragfromprog (progfromlist (fst (fst code))) start) →
PfunctionExtendsFunction p’ (fragfromprog (progfrom-
list (snd(fst main_code’))) base’) →
PfunctionExtendsFunction p’ (fragfromprog (progfrom-
list (fst (fst code’))) start’) →
(forall Rc_alloc size size’ n5 n5’ n6 n6’,
total_judgment (SPre_alloc Ra Rc_alloc size size’ n5 n5’ n6 n6’)
(SPost_alloc Ra Rc_alloc size size’ n5 n5’ n6 n6’) p p’ alloc al-
loc’) →
(forall Rc_alloc size size’ base base’ n5 n5’ n6 n6’,
total_judgment (SPre_dealloc Ra Rc_alloc base base’ size size’ n5 n5’ n6 n6’)
(SPost_dealloc Ra Rc_alloc n5 n5’ n6 n6’) p p’ dealloc dealloc’) →
((forall ptr ptr’,
judgment (memory_specification Ra Rc Rc_cloud env ((JaK Ra, (ptr,ptr’)) :: stack_list)
(stack_free-1) (stack_free’-1) (stack_ptr+1) (stack_ptr’+1) n n2 n3 n’ n2’ n3’) p p’
(start+List.length (fst(fst code))) (start’+List.length (fst(fst code’)))) →
judgment (memory_specification Ra Rc Rc_cloud env stack_list stack_free stack_free’
stack_ptr stack_ptr’ n n2 n3 n’ n2’ n3’) p p’ start start’)
∧ (forall e’ , e = LAMBDA e’ →
extra_property a env Ra p p’ e’ aux_code aux_code’ base base’ alloc al-
loc’ dealloc dealloc’).
Fig. 6.5 – Correction de la se´mantique de type
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L’e´nonce´ en Coq du the´ore`me de correction, bien que long et confus, est de´crit a`
la Figure 6.5. Pour en faciliter la lecture, nous pre´sentons ici une version simplifie´e de
l’hypothe`se d’induction sur les termes non clos compile´s localement avec la fonction com-
pile_rec. Cette hypothe`se nous permettra ensuite de de´duire la correction du compila-
teur.
Lemme 6.29 La compilation avec compile_rec d’un terme M de type A dans l’envi-
ronnement Γ (Γ `M : A) ve´rifie
∀ base base′ Ra Rc R′c l l′ skfree skptr n n2 n3 p p′ sklist,
compile_rec M base ⊆ p⇒ compile_rec M base′ ⊆ p′ ⇒
total_judgment alloc⇒ total_judgment dealloc⇒(
∀ ptr, |= p, p′  (l + ‖compile_rec M base‖), (l′ + ‖compile_rec M base′‖) :
(memory spec Ra Rc R′c Γ ((JAK Ra, ptr) :: sklist) (skfree − 1)(skptr + 1) n n2 n3)>)
⇒ |= p, p′  l, l′ : (memory spec Ra Rc R′c Γ sklist skfree skptr n n2 n3)>
ou` total_judgment alloc et total_judgment dealloc sont des versions e´courte´es des
jugements pour l’allocation et la de´allocation comme nous les avons de´crits en Section 6.3.3
et ‖compile_rec M base‖ de´note le nombre d’instructions du fragment de code compile´.
A` partir de ce lemme, on en de´duit un lemme de correction pour la compilation avec la
fonction compile.
Lemme 6.30 (lemme de correction) La compilation avec compile d’un terme clos M
de type A ve´rifie
∀ base base′ Ra l l′ p p′, compile M base ⊆ p⇒ compile M base′ ⊆ p′ ⇒
total_judgment init⇒ total_judgment alloc⇒ total_judgment dealloc⇒
|= p, p′  (l + ‖compile M base‖), (l′ + ‖compile M base′‖) :
(∃ptr, (ret 7→ ptr)⊗ ((JAK) Ra ptr))> ⇒
|= p, p′  l, l′ : (Topfrom 0 0)>
ou` total_judgment init est la version e´courte´e du jugement pour l’initialisation de l’al-
locateur comme nous l’avons de´crite en Section 6.3.3.
Corollaire 6.31 Un corollaire direct du lemme de correction est que si un terme M a
pour type Nat P pour un certain pre´dicat P , alors le code compile´ va placer dans le
registre ret un entier n tel que Pn.
Remarquons que la pre´sence de types de base enrichis avec des pre´dicats est cruciale.
Sinon, le corollaire deviendrait si un terme M a pour type Nat, alors apre`s exe´cution du
code compile´, le registre ret contient un entier ; or ceci est toujours le cas.
6.4 Les deux piliers de la preuve
Nous n’allons bien e´videmment pas pre´senter la preuve entie`re re´alise´e en Coq. Ne´an-
moins, nous allons donner ici les deux piliers qui ont permis de de´montrer les Lemmes
6.29 et 6.30. Le premier pilier re´side dans l’e´laboration de proprie´te´s atomiques ve´rifie´es
par les instructions de base du langage assembleur. Au cours de la preuve, nous n’aurons
qu’a` appliquer successivement ces proprie´te´s atomiques pour en de´duire la proprie´te´ d’un
fragment complet. Le proble`me est que ces proprie´te´s atomiques requie`rent chacune une
certaine forme pour la spe´cification de l’e´tat de la me´moire. Il faut donc pouvoir re´ordonner
l’assemblage de produits et de connecteurs se´parants pre´sents dans cette description. C’est
la` qu’intervient le deuxie`me pilier de la preuve qui consiste en une utilisation intensive de
la re´e´criture fournie par le module Setoid de Coq.
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6.4.1 L’interpre´tation des instructions de base
Nous pre´sentons dans un premier temps la formalisation des proprie´te´s des instruc-
tions assembleur de base. Nous avons duˆ e´tablir une proprie´te´ pour chaque combinaison
d’instruction et fonctions d’adressage
– i_move (d_imm m) src ;
– i_move (d_ind m) src ;
– i_move (d_indo ofs m) src ;
– i_branch (s_imm m) ;
– etc.
Nous ne donnons ici que les proprie´te´s ve´rifie´es par les deux dernie`res instructions. Le
lecteur qui resterait sur sa faim est invite´ a` regarder directement le code source en Coq
pour de´couvrir les proprie´te´s des autres instructions.
Lemme 6.32 L’instruction i_move (d_indo ofs m) src ve´rifie
∀ p p′ l l′ m n ofs P src src′ Pinv Q,
p(l) = i_move (d_indo ofs m) src⇒
p′(l′) = i_move (d_indo ofs m) src’⇒
(∀ s s′ k p0 p′0, ((m 7→ n)⊗ (n+ ofs 7→ P )⊗ Pinv) s s′ p0 p′0 k ⇒
∃l0 l′0, (Q l0 l′0 p0 p′0 k ∧ sem_src src s = l0 ∧ sem_src src’ s’ = l′0)⇒
|= p, p′  (l + 1), (l′ + 1) : ((m 7→ n)⊗ (n+ ofs 7→ Q)⊗ Pinv)> ⇒
|= p, p′  l, l′ : ((m 7→ n)⊗ (n+ ofs 7→ P )⊗ Pinv)>
La proprie´te´ dit grosso modo que si pour tous couples s, s′ satisfaisant la pre´condition, la
source de l’instruction i_move (d_indo ofs m) selon s et s′ ve´rifie la proprie´te´ Q, alors
apre`s exe´cution de l’instruction, l’emplacement n+ofs pointe vers un point de programme
ve´rifiant Q.
Lemme 6.33 L’instruction i_branch (s_imm n) ve´rifie
∀ p p′ l l′ m P,
p(l) = i_branch (s_imm m)⇒
p′(l′) = i_branch (s_imm m)⇒
P  (m 7→ 3P )⇒
|= p, p′  l, l′ : P>
Cette proprie´te´ indique que si on peut de´duire de P que m pointe vers une continuation
qui satisfait 3P>, alors « brancher » sur m a` partir d’un e´tat qui satisfait P est suˆr.
6.4.2 La re´e´criture par Setoid
Tout au long de la preuve des Lemmes 6.29 et 6.30, nous avons besoin de re´organiser
la description de l’espace me´moire. Nous avons de´ja` vu a` la Section 6.2.1 que le tenseur
se´parant ⊗ faisait de stateRel une cate´gorie mono¨ıdale syme´trique. De plus, le connecteur
× de´finit un produit carte´sien sur cette cate´gorie. Nous allons utiliser toutes ces proprie´te´s
pour faire de la re´e´criture automatique sur les descriptions d’espace me´moire donne´es
par des relations d’e´tats. Dans un premier temps, nous allons de´clarer que  induit une
cate´gorie sur stateRel au sens ou` c’est un pre´ordre. Ceci s’e´crit avec le module Setoid
de la manie`re suivante
Add Relation stateRel stateRelLeq
reflexivity proved by stateRelLeq_refl
transitivity proved by stateRelLeq_trans
as stateRelLeqRel.
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Le module Setoid permet alors de de´finir des foncteurs, c’est a` dire des morphismes qui
vont pre´server cette relation. Par exemple, le tenseur est de´clare´ comme un bifoncteur
Add Morphism stateRelTensor with signature
stateRelLeq ++> stateRelLeq ++> stateRelLeq
as ppredtensorcompat2.
Un fois le tenseur se´parant de´clare´ comme un foncteur, on peut de´finir des transformations
naturelles qui vont eˆtre utilise´es comme des re`gles de re´e´criture. Par exemple, le lemme
d’associativite´ lie´ a` la structure mono¨ıdale du tenseur va devenir une re`gle de re´e´criture
permettant de re´e´crire le but
(p1 ⊗ p2) ⊗ p3
en
p1 ⊗ (p2 ⊗ p3)
Mais le gros avantage de Setoid est qu’il permet de faire cette re´e´criture au sein d’un large
contexte de`s que celui est constitue´ de morphismes compatibles avec la relation conside´re´e.
On doit donc montrer que la relation d’orthogonalite´ est un foncteur contravariant, que
la constitution d’un jugement est un foncteur covariant, etc.
Ensuite, il ne nous reste plus qu’a` de´finir des tactiques de Coq pour automatiser la
re´e´criture. Voici par exemple une tactique permettant de placer le n-e`me terme en teˆte
d’un tenseur. Elle permet de re´e´crire aussi bien un jugement qu’une simple ine´galite´ en
utilisant filtrage (pattern matching en anglais) de Coq.
Tactic Notation "focus" integer(n) :=
do n setoid_rewrite stateRelTensor_assoc;
match goal with
| |- stateRelLeq ((?p1 ⊗ ?p2) ⊗ ?p3) ?q ⇒
setoid_rewrite (stateRelTensor_comm p1 p2)
| |- judgment ((?p1 ⊗ ?p2) ⊗ ?p3) ?prog ?prog’ ?loc ?loc’ ⇒
setoid_rewrite (stateRelTensor_comm p1 p2)
end;
repeat setoid_rewrite ← stateRelTensor_assoc.
L’ide´e de cette tactique est simple. Supposons que le terme a` re´e´crire soit associe´ a` droite
p1 ⊗ (p2 ⊗ (p3 ⊗ . . . ⊗ (pn−1 ⊗ (pn ⊗ (pn+1 ⊗ . . . ))))).
Pour faire apparaˆıtre le n-e`me terme en teˆte, il suffit d’appliquer n fois l’associativite´ avec
la tactique do n setoid_rewrite stateRelTensor_assoc
(((((p1 ⊗ p2) ⊗ p3) ⊗ . . . ) ⊗ pn−1) ⊗ pn ⊗ (pn+1 ⊗ (. . . ))
puis de faire commuter le terme pn avec (p1 ⊗ . . . ⊗ pn−1) graˆce a` la tactique
setoid_rewrite (stateRelTensor_comm (p1 ⊗ . . . ⊗ pn−1) pn)
(pn ⊗ (((p1 ⊗ p2) ⊗ p3) ⊗ . . . ⊗ pn−1)) ⊗ (pn+1 ⊗ (. . . ))
et enfin de remettre a` nouveau le terme sous forme associe´ a` droite en utilisant la tactique
repeat setoid_rewrite ← stateRelTensor_assoc
pn ⊗ (p1 ⊗ (p2 ⊗ (p3 ⊗ . . . ⊗ (pn−1 ⊗ (pn+1 ⊗ . . . )))))
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La tactique focus permet de ramener en teˆte – en une e´tape – n’importe quel terme
pre´sent dans la description de la me´moire. Elle est donc tre`s utile lorsqu’on veut par
exemple utiliser le lemme sur l’instruction i_move (d_indo ofs m) src qui requiert que
le registre m soit en teˆte du terme. On peut bien e´videmment refaire la meˆme chose pour
le produit pour pouvoir re´e´crire dans la description de la pile et de l’environnement.
En combinant ces deux piliers, il est alors possible de mener l’induction du Lemme 6.29
sans souffrance.
6.5 Travaux Futurs
Nous revenons maintenant sur deux aspects fondamentaux qui ne sont pas encore
pre´sents dans notre travail. Le premier est le quantificateur universel dans le syste`me de
typage de PCFv qui permettrait une plus grande richesse dans la spe´cification des types.
Le second est le raisonnement e´quationnel qui reste la motivation principale qui nous a
pousse´s a` utiliser une se´mantique relationnelle plutoˆt que pre´dicative.
6.5.1 Le quantificateur universel
Un des grands absents du syste`me de typage de PCFv que nous avons donne´ est le
quantificateur universel. En effet, nous aimerions par exemple typer une fonction comme
factorielle par le type
∀ n,Nat n 7→ Nat n! (6.1)
qui indique que c’est une fonction qui prend un entier n et renvoie l’entier n!. Malheureuse-
ment, il nous faut faire encore un peu de chemin avant de pouvoir inclure le quantificateur
universel dans nos types. La spe´cification actuelle du code compile´ ne permet pas de de´-
duire une proprie´te´ de « pre´servation des suprema » dont nous aurions besoin pour passer
du fait qu’e´tant donne´ un entier n, factorielle est de type
Nat n 7→ Nat n!, (6.2)
au fait que factorielle a le type (6.1). La diffe´rence entre les deux paraˆıt mineure au
premier abord mais s’ave`re plus profonde. En effet, utiliser du code assembleur autorise
de nombreuses possibilite´s qui ne sont pas pre´sentes dans un langage fonctionnel comme
PCFv. Dans le code assembleur, le programme et le contexte sont me´lange´s. Ainsi, il n’y
pas de diffe´rence structurelle entre une fonction et un client qui fait appel a` cette fonction.
Pire, une fonction peut contenir un client qui fait appel a` elle-meˆme !
Avec cette ide´e, il est en effet possible de de´finir une fonction « sosie » de factorielle
qui agit comme factorielle si on l’utilise toujours avec le meˆme entier mais qui agit
diffe´remment si on l’utilise avec deux entiers distincts. Pour cela, il faut que cette fonction
soit donne´e avec un appelant interne qui va utiliser la fonction pour deux entiers distincts.
Cette fonction sosie peut alors agir comme factorielle sur tous les appelants possibles
excepte´ l’appelant interne qu’elle peut de´tecter par son adresse de retour. Cette fonction
aura alors le type (6.2) pour tout n mais pas le type (6.1).
Bien suˆr, ce cas de figure ne se pre´sente pas pour le code compile´ mais la spe´cification
actuelle ne permet pas de le certifier. Il apparaˆıt que le proble`me avec la fonction sosie de
factorielle est qu’elle ne ve´rifie pas une proprie´te´ de pre´servation des suprema du style
|= p, p′  l1, l′1 : X> ⇒|= p, p′  l0, l′0 : A> |= p, p′  l1, l′1 : X> ⇒|= p, p′  l0, l′0 : B>
|= p, p′  l1, l′1 : X> ⇒|= p, p′  l0, l′0 : A×B>
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Il nous reste ne´anmoins a` formaliser cette proprie´te´ et a` montrer que tous les codes
ge´ne´re´s la ve´rifient. Une fois ce travail effectue´, on pourra alors remplacer sereinement
un fragment de code compile´ par une version optimise´e pour autant qu’elle satisfasse la
meˆme spe´cification et qu’elle « pre´serve les suprema ».
6.5.2 Le raisonnement e´quationnel
La deuxie`me faiblesse de notre travail est que nous ne pouvons pas pour l’instant e´ta-
blir d’e´galite´ inte´ressante entre deux fragments de code assembleur. Ainsi, il est pour le
moment impossible de montrer que le code compile´ de M + N se comporte de la meˆme
manie`re que le code compile´ de N + M . En d’autres termes, on ne peut pas prouver la
commutativite´ de l’addition au niveau assembleur. Le proble`me re´side dans notre se´man-
tique base´e sur l’e´quidivergence qui empeˆche le parcours du programme de gauche tout en
gelant le programme de droite. Ainsi, il est impossible d’exprimer clairement la pre´con-
dition satisfaite au niveau (1) avant l’exe´cution du fragment de code N comme l’illustre
la Figure 6.6. Le meˆme proble`me se pose au niveau (2) pour la postcondition. Il nous
Fig. 6.6 – Raisonnement e´quationnel : les relations satisfaites aux points (1) et (2) ne
sont pas exprimables dans la se´mantique.
faut donc trouver une autre fac¸on de ge´rer la divergence qui permette temporairement au
programme de gauche de diverger sans que celui de droite ne diverge.
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Notations
Reˆveries cate´goriques.
Modalite´s de ressource en logique tensorielle.
!•w Modalite´ affine, p.53
!•c Modalite´ dupliquante, p.53
!•e Modalite´ exponentielle, p.53
The´ories alge´briques.
∆ The´orie line´aire des mono¨ıdes, p.40
∆face The´orie line´aire des objets pointe´s, p.116
M The´orie alge´brique des mono¨ıdes, p.39
Fop The´orie alge´brique triviale, p.39
N The´orie line´aire triviale, p.40
Bij The´orie syme´trique triviale, p.41
FinSet The´orie syme´trique des mono¨ıdes commutatifs, p.41
Mode`le(L, C) Cate´gorie enrichie des L-mode`les et transformations naturelles T -
alge´briques, p.110
Table des cate´gories de´finies dans ce manuscrit.
N Cate´gorie des jeux de Conway ne´gatifs, p.70
G Cate´gories des jeux de Conway a` gain, p.72
Ab Cate´gorie des groupes abe´liens, p.25
AHM Cate´gorie des are`nes avec question/re´ponse et des strate´gies bien
parenthe´se´es filaires, p.145
B Cate´gorie des jeux multiparenthe´se´s, p.140
BO Cate´gorie des jeux multiparenthe´se´s ne´gatifs, p.140
Cat Cate´gorie des cate´gories, p.16
Cat′ Cate´gories des cate´gories munie du produit tensoriel asynchrone,
p.34
Cat′2 Sesqui-cate´gorie des cate´gories, foncteurs et transformations, p.36
Cat2 2-cate´gorie des cate´gories, p.19
V-Cat Cate´gories enrichies sur V, p.88
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V-Cat2 2-cate´gorie des cate´gories enrichies sur V, p.88
CatT 2-cate´gorie enrichie des cate´gories T -alge´briques, foncteurs T -
alge´briques et transformations naturelles T -alge´briques, p.109
ControlMult 2-cate´gorie des multicate´gories de controˆle, morphismes de multi-
cate´gories de controˆle et transformations naturelles, p.173
Conway Cate´gorie des jeux de Conway, p.70
Dist Bicate´gorie des cate´gories, distributeurs et transformations natu-
relles, p.105
V-Dist Bicate´gorie enrichie des V-cate´gories, V-distributeurs et V-
transformations naturelles, p.104
G(Mat) Recollement le long de Mat(1,−), p.63
Grp Cate´gorie des groupes, p.15
Grph Cate´gorie des graphes, p.15
k-Alg Cate´gorie des k-alge`bres, p.82
k-Big Cate´gorie des k-bige`bres, p.84
k-Mod Cate´gorie des k-modules, p.82
Lax-T-Alg Bicate´gorie enrichie des V-alge`bres relaˆche´es sur T , morphismes re-
laˆche´s et 2-cellules alge´briques, p.101
Mat Cate´gorie des matrices a` valeurs dans N, p.61
MonCat 2-cate´gorie des cate´gories mono¨ıdales foncteurs relaˆche´s et transfor-
mations mono¨ıdales, p.19
MonCatfort 2-cate´gorie des cate´gories mono¨ıdales foncteurs forts et transforma-
tions mono¨ıdales, p.19
MonCatstr 2-cate´gorie des cate´gories mono¨ıdales foncteurs stricts et transfor-
mations mono¨ıdales, p.19
MultiCat Cate´gorie des multicate´gories et morphismes de multicate´gories,
p.163
natRel Cate´gorie des relations sur les points de programme, p.186
poSet 2-cate´gorie des ensembles partiellement ordonne´s et fonctions crois-
santes, p.21
Ps-T-Alg Bicate´gorie enrichie des V-alge`bres fortes sur T , morphismes forts
et 2-cellules alge´briques, p.101
Rel Cate´gorie des relations, p.15
Ens Cate´gorie des ensembles, p.15
SCat Cate´gorie des cate´gories petites, p.16
SMonCat 2-cate´gorie des cate´gories mono¨ıdales syme´triques, foncteurs relaˆ-
che´s syme´triques et transformations mono¨ıdales, p.19
SMonCatfort 2-cate´gorie des cate´gories mono¨ıdales syme´triques, foncteurs forts
syme´triques et transformations mono¨ıdales, p.19
SMonCatstr 2-cate´gorie des cate´gories mono¨ıdales syme´triques, foncteurs stricts
syme´triques et transformations mono¨ıdales, p.19
SMultiCat Cate´gorie des multicate´gories syme´triques et morphismes syme´-
triques de multicate´gories syme´triques, p.163
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stateRel Cate´gorie des relations sur les e´tats de la me´moire, p.185
Notations cate´goriques.
CT Cate´gorie d’Eilenberg-Moore sur la monade T , p.23
CT Cate´gorie de Kleisli sur la monade T , p.23
C¬ Cate´gorie de continuation sur la ne´gation tensoriel ¬ : C → Cop,
p.50
Cop Cate´gorie oppose´e de C, p.15
[C, C] Cate´gorie des endofoncteurs sur C et transformations naturelles,
p.27∫
AG(A,A) Fin du V-foncteur G, p.90∫ AG(A,A) Cofin du V-foncteur G, p.90
{F,G} Limite de G indexe´e par F , p.89
F ? G Colimite de G indexe´e par F , p.89
X ⊗ C Tenseur de C par X, p.90
X t C Cotenseur de C par X, p.90
Elt(ϕ) Cate´gorie des e´le´ments d’un pre´faisceau ϕ, p.25
Fam(C) Construction de famille ou comple´tion libre de C par coproduits
finis, p.78
Int(C) Cate´gorie compacte ferme´e libre sur une cate´gorie mono¨ıdale syme´-
trique trace´e C, p.129
LanJF Extension de Kan a` gauche de F le long de J , p.102
RanJF Extension de Kan a` droite de F le long de J , p.102
Z(C) Centre de la cate´gorie pre´mono¨ıdale C, p.35
Se´mantique des jeux.
B Are`ne boole´enne, p.133
EA Ensemble des coups du jeu de Conway A, p.67
`A Relation de justification d’un jeu d’are`ne A, p.145
κA Ope´rateur de ressource associe´ au jeu A, p.137
λA Fonction indiquant la polarite´ des coups du jeu de Conway A, p.67
PlayA Ensemble des parties d’un jeu A, p.67
QA(x) Ensemble de requeˆtes associe´es a` la position x du jeu A, p.137
[m] Relation de re´sidus au coup m, p.137
?A Racine du jeu de Conway A, p.67
VA Ensemble des positions du jeu de Conway A, p.67
cellA Strate´gie interpre´tant la cellule me´moire de type A, p.147
const cellA Strate´gie interpre´tant la cellule me´moire constante de type A, p.151
lin cellA Strate´gie interpre´tant la cellule me´moire line´aire de type A, p.147
Registres et notations utilise´s pour le compilateur.
arg Registre de l’argument avant un appel a` l’allocateur, p.189
env Registre du pointeur d’environnement, p.189
ret Registre de retour des fonctions, p.189
sp Registre du pointeur de pile, p.189
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wk Registre de l’espace de travail, p.189
|= p, p′  l, l′ : R> Jugement de programmes, p.1873 Modalite´ « sera valable dans le futur », p.188
Perp Adjoint a` gauche de stateRel vers natRel, p.187
Perpnat Adjoint a` droite de natRel vers stateRel, p.187
Index
Il faut se me´fier des mots,
Ben (1993)
C-cocomple´tude, 106
alge´brique, 110
2-cate´gorie, 18
des cate´gories, 19
enrichie, 89
adjonction, 17
2-cate´gorie, 21, 102
bicate´gorie, 102
mono¨ıdale, 21
adjonction monadique, 24
alge`bre, 23
2-cellule alge´brique, 98
morphisme relaˆche´, 98
relaˆche´e, 94
bicate´gorie, 91
enrichie, 91
cate´gorie, 14
∗-autonome, 33
carte´sienne, 18
compacte ferme´e, 129
des cate´gories, 16
des ensembles, 15
des graphes, 15
des groupes, 15
des relations, 15
enrichie, 86
Line´aire/Non Line´aire, 43
mono¨ıdale, 25
mono¨ıdale syme´trique, 27
mono¨ıdale syme´trique ferme´e, 29
oppose´e, 15
pre´mono¨ıdale, 34
cate´gorie d’Eilenberg-Moore, 23
cate´gorie de continuation, 50
cate´gorie de Kleisli, 23
cate´gorie mono¨ıdale
trace´e, 127
chemin, 67
coe´galiseur re´flexif, 118
comono¨ıde, 33
comple´tion libre par coproduits finis, 78
construction de famille, 78
distributeur, 103
enrichi, 103
e´quipement en distributeurs, 105
extension de Kan, 84, 102
fin, 90
foncteur, 15
relaˆche´, 92
relaˆche´ enrichi, 92
enrichi, 87
ide´al exponentiel, 31, 32
jeu d’are`ne avec question/re´ponse, 144
jeu de Conway, 67
a` gain, 71
multiparenthe´se´, 137
jugement
de programmes, 187
jugement total, 194
limite indexe´e, 89
loi
d’e´change, 19
de Godement, 19
modalite´ 3, 188
modalite´ d’acce`s me´moire, 152
modalite´ de ressource, 52
modification, 94
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enrichie, 94
monade, 22
commutative, 37
forte, 37
mono¨ıdale, 22
pseudo, 94
mono¨ıde, 33
morphisme
pleinement fide`le, 105
morphisme central, 169
multicate´gorie, 160
empreinte, 165
morphisme, 163
multicate´gorie de continuation, 166
multicate´gorie de controˆle, 167
ne´gation tensorielle, 46
objet dual, 128
objet terminal, 18
ope´radicite´, 110
partie, 67
pleinement fide`le, 88
produit, 18
tensoriel, 25
programme compile´, 193
pseudomonade, 94
sur un e´quipement, 107
pseudomonique, 94
repre´sentant, 106
se´mantique des jeux, 1
situation de Yoneda, 106
strate´gie, 67
bien parenthe´se´e, 139
d’acce`s me´moire, 151
gagnante, 71
identite´, 69
syste`me de factorisation, 24
tenseur, 90
tenseur se´parant, 185
the´orie
alge´brique, 39
line´aire, 40
syme´trique, 41
the´orie T -alge´brique, 109
mode`le, 110
transformation naturelle, 16
relaˆche´, 93
relaˆche´ enrichie, 93
enrichie, 88
mono¨ıdale, 29
vis-a`-vis des morphismes centraux, 35

Re´sume´
Modalite´s de ressource et controˆle en logique tensorielle
Cette the`se pre´sente la logique tensorielle, une version primitive de la logique line´aire ou`
la ne´gation involutive est remplace´e par une ne´gation tensorielle. Pour illustrer ce point
de vue, nous reformulons les espaces cohe´rents et les espaces de finitude comme deux mo-
de`les de logique line´aire obtenus a` partir d’un meˆme mode`le de logique tensorielle dont on
fait varier la ne´gation. La se´mantique de la logique tensorielle est pour nous avant tout
cate´gorique, construite autour des notions de cate´gorie de dialogue et de modalite´ de res-
source. Nous en donnons un mode`le inspire´ des jeux de Conway ou` tous les connecteurs,
en particulier les modalite´s de ressource, sont interpre´te´es de manie`re non de´ge´ne´re´e. Afin
de construire ces modalite´s de ressource de fac¸on plus automatique, nous de´veloppons un
cadre pour le calcul des alge`bres libres d’une T -the´orie enrichie. Cette construction, base´e
sur la notion d’e´quipement en distributeurs, repose sur deux proprie´te´s : l’une de nature
combinatoire, l’ope´radicite´ ; l’autre de nature alge´brique, la comple´tude alge´brique. Nous
pre´sentons ensuite un mode`le de jeux e´quipe´ d’une trace et d’une notion de multiparen-
the´sage. Le controˆle obtenu par le multiparenthe´sage est alors vu comme une gestion des
ressources. Nous utilisons ce mode`le pour interpre´ter une langage avec re´fe´rences d’ordre
supe´rieur. Nous nous tournons enfin vers des se´mantiques de plus bas niveau. Dans un
premier temps, nous e´tudions la structure multicate´gorique induite par une cate´gorie de
dialogue. Cela nous ame`ne a` de´finir les multicate´gories de controˆle. Dans un second temps,
nous formalisons en Coq une proprie´te´ de suˆrete´ par le typage d’un compilateur vers un
langage assembleur. Cette formalisation repose sur la de´finition d’une se´mantique relation-
nelle des e´tats de la me´moire dont la structure est inspire´e des cate´gories de dialogue.
Mots cle´s : Logique tensorielle – Modalite´s de ressource – Se´mantique des jeux – E´qui-
pement en distributeur – Bicate´gorie des alge`bres relaˆche´es– Multiparenthe´sage – Multi-
cate´gorie de controˆle – Suˆrete´ d’un compilateur par se´mantique des types
Abstract
Resource modalities and control in tensorial logic
This thesis presents tensorial logic, a primitive version of linear logic where involutive
negation is replaced by tensorial negation. As an illustration, we reformulate coherent
spaces and finiteness spaces as two different models of linear logic obtained from the
same model of tensorial logic by changing the negation. Tensorial logic semantics is,
from our point of view, categorical and built on the notions of dialogue category and
resource modalities. We provide a mild extension of Conway games that models tensorial
logic and where all connectors, and in particular resource modalities, are interpreted in
non-degenerate fashion. In order to construct resource modalities more automatically, a
framework for computing the free algebras of an enriched T -theory is developed. This
construction, based on the notion of proarrow equipment, relies on two properties: a
combinatorial one, operadicity; and an algebraic one, algebraic completeness. Next, a
game model equipped with a trace operator and a notion of multibracketing is presented.
The control obtained from multibracketing is seen as a resource policy. This model is
used to interpret a language with higher order references. Finally, we consider lower level
semantics. We begin with studying the multicategorical structure induced by a dialogue
category; this leads us to define control multicategories. We then formalize a semantic
type safety for a compiler (assembly code) in Coq. This formalization depends upon
the definition of a relational semantics for memory states whose structure is inspired by
dialogue categories.
Keywords : Tensorial logic – Resource modalities – Game semantics – Proarrow equip-
ment – Bicategory of lax algebras – Multibracketing – Control multicategory – semantic
type safety for a compiler
