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Abstract
Ziegler [8] collected and systematically compared many diﬀerent ways of describing
regularly closed subsets of Euclidean spaces. We analyse in more detail the rela-
tionship between an especially weak kind of representation of regularly closed sets
introduced by Ziegler and other representations. This weak representation allows
to make a certain amount of errors in the description.
1 Introduction
If one wishes to perform computations on objects out of a given class via a
computer, one has to choose a way of representing these objects by strings of
bits. This implies that one has to have a clear idea which kind of information
is available or desired about the objects. Objects out of given countable class
can often be denoted by ﬁnite strings. This is not possible anymore if one
considers objects out of an uncountable class, e.g., the real numbers. But if
the cardinality of the class is not larger than the cardinality of the set of real
numbers, then one can use inﬁnite sequences of bits or of natural numbers
in order to represent the objects. This is one of the basic ideas in “Type–2
Theory of Eﬀectivity”; see Weihrauch [5,6]. It is clear that the choice of the
representation greatly aﬀects what is computable about the objects.
In this paper we are interested in regularly closed sets. Such sets, espe-
cially convex regularly closed sets, appear in many computation problems in
geometry and optimization; see e.g. Gro¨tschel, Lova´sz, and Schrijver [3] or
Ziegler and Brattka [9]. Since in diﬀerent problems diﬀerent kinds of infor-
mation about the sets are either available or to be computed, an analysis
of the various representations of such sets is desirable. Ziegler [8] collected
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and compared a number of representations of regularly closed subsets of Eu-
clidean spaces and of regularly closed convex sets. He showed that many of
them can be obtained by taking the join of certain “basic” representations
of regularly closed sets. Then he divided these “basic” representations into
two classes of either “positive” or “negative” representations which describe
in a direct way either the set or its complement, roughly speaking. He showed
that the class of positive representations forms a hierarchy in the sense that
“stronger” representations can be reduced to “weaker” representations, i.e.,
from the information contained in a name with respect to some “stronger”
representation one can deduce the information contained in a name with re-
spect to a “weaker” representation. The same is true for the class of negative
representations. Furthermore, these classes are mostly independent of each
other: one cannot reduce negative representations to positive ones or vice
versa, with one surprising exception. Ziegler showed that one can reduce a
quite strong negative representation to the weakest positive representation,
and, by duality, a corresponding quite strong positive representation to the
weakest negative representation. In this paper we investigate whether also
weaker negative information is suﬃcient to obtain the weakest positive infor-
mation. First we prove a conjecture by Ziegler that this is not possible even if
one restricts oneself either to names of regularly closed, compact, convex sets
or to names of nonempty, regularly closed sets. Then we show that the op-
posite is true if one considers regularly closed, convex sets without the empty
set: then one can reduce even the second weakest negative representation to
the weakest positive representation. Finally we show that even if one restricts
oneself to regularly closed, compact, convex sets without the empty set one
cannot reduce the weakest negative representation to the weakest positive rep-
resentation. We also explain which positive representations can be reduced to
negative representations.
The following section 2 contains the necessary deﬁnitions. Section 3 con-
tains the reducibility relations between the introduced representations of reg-
ularly closed sets due to Ziegler [8] as well as the results of this paper. Section
4 contains the proofs of the results of this paper. Finally, Section 5 oﬀers some
motivation why the representations considered here might be interesting.
2 Deﬁnitions
First, some notation. By N we denote the set of natural numbers, i.e., of
nonnegative integers, by Q the set of rational numbers, and by R the set of
real numbers. For two sets X and Y , by f :⊆ X → Y we denote a (possibly
partial) function whose domain of deﬁnition dom(f) is a subset of X, and
whose range is a subset of Y . If the domain of f is equal to X, i.e., if f is
total, we may indicate this by writing f : X → Y .
Let us ﬁx some integer d ≥ 1. A subset R ⊆ Rd is called regularly closed if
it is equal to the closure of its interior. The following two elementary obser-
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vations will be used later for the constructions of representations of regularly
closed sets.
Lemma 2.1 For a subset R ⊆ Rd the following three conditions are equiva-
lent:
(i) R is equal to the closure of its interior.
(ii) There exists an open set U with R = closure(U).
(iii) There exists a closed set A with R = closure(interior(A)).
Lemma 2.2 The closure of the complement of a closed set is regularly closed.
The closure of the complement of the closure of the complement of a regularly
closed set R is equal to R.
We shall be interested especially in convex regularly closed sets. Remember
that a subset of Rd is called convex if with any two points it contains also all
points on the straight line segment between the two points.
If one wishes to perform computations involving regularly closed sets, one
has to have a clear idea of what kind of information about the sets is available,
what kind of information one wishes to compute, and how one can represent
this information in the computer. Usually, in order to represent a regularly
closed set uniquely, an inﬁnite amount of information is needed. Computations
involving an inﬁnite amount of information are the topic of Type 2 Theory
of Eﬀectivity; see Weihrauch [5,6]. In [6] objects like closed subsets of R are
usually represented by inﬁnite binary sequences. But, as shown in [5], it is
equally possible to use inﬁnite sequences of natural numbers. For ease of
notation, we shall use representations based on inﬁnite sequences of natural
numbers. A representation of a set X is a surjective function ρ :⊆ B → X
where B := {p | p : N → N} is the space of all inﬁnite sequences of natural
numbers, endowed with the product topology of the discrete topology on N.
Example 2.3 For example, a total representation En : B→ 2N of the power
set 2N of N is deﬁned by En(p) := {n ∈ N | (∃i ∈ N) p(i) = n + 1} for all
p ∈ B.
Analogously, we deﬁne En(w) := {n ∈ N | (∃i < |w|)w(i) = n+1} for any
w = w(0) . . . w(|w| − 1) ∈ N∗, where N∗ denotes the set of all ﬁnite strings
of natural numbers and |w| the length of a ﬁnite string w. Another piece of
notation: for p ∈ B and n ∈ N we denote by p  n the preﬁx p(0) . . . p(n− 1)
of length n of p.
We wish to compare representations. Therefore, we use computable or
continuous functions on B. A function F :⊆ B→ B is computable if there is a
computable monotone function f :⊆ N∗ → N∗ (monotonicity means that f(v)
is a preﬁx of f(w) if v is a preﬁx of w and both f(v) and f(w) are deﬁned)
with
dom(F ) = {p ∈ B | (∀n ∈ N) (∃m ∈ N) |f(p  m)| ≥ n},
f(p  m) is a preﬁx of F (p), whenever p ∈ dom(F ) and p  m ∈ dom(f).
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See also Weihrauch [5]. Roughly speaking, a function F :⊆ B → B is com-
putable if there is an algorithm which, by reading more and more elements
of some sequence p in the domain of F , is able to compute step by step all
elements in the sequence F (p). Let X be a set and γ and δ be representations
of X. We say that γ is reducible to δ (written: γ  δ), if there exists some
computable function F :⊆ B → B with δF (p) = γ(p) for all p ∈ dom(γ).
We say that γ and δ are equivalent (written: γ ≡ δ), if γ  δ and δ  γ.
Since any computable function F :⊆ B→ B is continuous one obtains weaker
notions t and ≡t if in these deﬁnitions one considers continuous functions
F :⊆ B→ B instead of computable ones. If γ  δ, it makes sense to say that
γ–names are “stronger” than δ–names. In that case, we shall informally call
γ a “stronger” representation than δ or δ a “weaker” representation than γ.
By 〈i, j〉 := j+(i+j)·(i+j+1)/2 one deﬁnes a standard bijection between
N2 and N. By induction one can deﬁne also standard bijections between Nd
and N for d ≥ 3: 〈〈i1, . . . , id−1〉, id〉. A total standard numbering νQ : N→ Q
of all rational numbers is deﬁned by νQ(〈i, j, k〉) := (i − j)/(k + 1). A total
standard numbering ν+Q : N→ {q ∈ Q | q > 0} of all positive rational numbers
is deﬁned by ν+Q (〈i, k〉) := (i+1)/(k+1). A standard numbering νdQ : N→ Qd
of the rational points in Rd is deﬁned by νdQ(〈i1, . . . , id〉) := (νQ(i1), . . . , νQ(id)).
A standard numbering Cd of all rational cubes in Rd is deﬁned by
Cd(〈〈i1, . . . , id〉, 〈j1, . . . , jd〉〉)
:= {x = (x1 . . . , xd) ∈ Rd | |νQ(ik)− xk| < ν+Q (jk) for all k ∈ {1, . . . , d}}.
If the dimension d is clear from the context we shall often write C instead of
Cd. We write C
d
(n) for the closure of Cd(n). Furthermore, often we write Cn
for C(n) and Cn for C(n).
After these preparations, we can introduce various representations of regu-
larly closed sets. First we introduce two fundamental representations of closed
or open sets; see [7,2,4,6]. Let d ≥ 1 be ﬁxed.
(i) A representation ρclosed of all closed subsets of R
d is deﬁned by
ρclosed(p) = A ⇐⇒ En(p) = {i ∈ N | Cd(i) ∩ A = ∅}.
(ii) A representation ρopen of all open subsets of R
d is deﬁned by
ρopen(p) = U ⇐⇒ En(p) = {i ∈ N | Cd(i) ⊆ U}.
Based on these (to be precise: on equivalent) representations Ziegler [8] in-
troduced several “positive” representations of the set of all regularly closed
subsets of Rd by making use of Lemma 2.1. In the following we denote the set
of all regularly closed subsets of Rd by Rd. In the deﬁnitions of the following
four representations ψd<,
◦
θd<, θ
d
<, ◦ψd< of Rd we follow Ziegler’s [8] terminology.
Note that the ﬁrst deﬁnition means nothing else than ψd< := ρclosed|Rd , i.e., ψd<
is deﬁned by restricting ρclosed to names of regularly closed subsets of R
d. For
p ∈ B and R ∈ Rd we deﬁne:
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ψd<(p) = R ⇐⇒ ρclosed(p) = R,
◦
θd<(p) = R ⇐⇒ ρopen(p) = interior(R),
θd<(p) = R ⇐⇒ closure(ρopen(p)) = R,
◦ψd< (p) = R ⇐⇒ closure(interior(ρclosed(p))) = R.
In Section 5 we discuss these four representations under the viewpoint whether
they might be useful for computations on regularly closed sets.
Furthermore, let ν :⊆ N → Rd be a function such that the set {(i, j) ∈
N2 | ν(i) ∈ Cd(j)} is recursively enumerable (that means: ν is a computable
function with recursively enumerable domain), such that the set {(i, j) ∈ N2 |
ν(i) = ν(j)} is recursively enumerable and such that the range of ν is a dense
subset of Rd. An example of such a function is νdQ. Ziegler deﬁned three
“positive” representations ϑν< , ϑ
ν
< , ϑ
◦ν
< of Rd based on enumerating elements in
the dense set range(ν). For p ∈ B and R ∈ Rd,
ϑν< (p) = R ⇐⇒ En(p) = {i ∈ dom(ν) | ν(i) ∈ interior(R)},
ϑ
ν
< (p) = R ⇐⇒ (En(p) ⊆ dom(ν) and closure(ν(En(p))) = R),
ϑ◦
ν
< (p) = R ⇐⇒ (En(p) ⊆ dom(ν) and
closure(interior(closure(ν(En(p))))) = R).
In fact, Ziegler [8] considered diﬀerent numberings ν of possibly diﬀerent
dense subsets of Rd and also compared those. We shall not do that here.
Remark 2.4 In our proofs, we will not make use of the condition that the
set {(i, j) ∈ N2 | ν(i) = ν(j)} is recursively enumerable.
The seven representations introduced above can be considered “positive”
(indicated by the index “<”) representations since names with respect to
these representations enumerate cubes that intersect the regularly closed set
(indicated by “ψ”) or cubes that lie inside (indicated by “θ”) or points that
lie inside (indicated by “ϑ”). By making use of Lemma 2.2, one can deﬁne
seven corresponding “negative” representations of regularly closed sets R by
representing via the seven representations above the closure of the complement
of R. We denote the resulting representations according to the same rules.
This implies that we replace “<” by “>” and exchange “θ” and “ψ”. For
example, the representation ψd> of Rd is deﬁned by
ψd>(p) = R ⇐⇒ ◦θd<(p) = closure(Rd \R).
That means, p enumerates all closed rational cubes lying outside of R. Fig-
ures 1 and 2 show all positive representations and the corresponding negative
representations at the corresponding positions.
3 Reducibilities between the Representations
Ziegler [8] compared the representations with respect to computable reducibil-
ity . For the positive representations, he proved the reducibilities given in
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the following diagram. Here, for any representations γ and δ in the diagram,
◦
θd<
θd<
ϑν<
ϑν< ψd<
◦ψd<
ϑ◦ν<
✟✟
✯
❍❍❥
❍❍❥
✟✟
✯
✲
✟✟
✯
❍❍❥
✻
❄
Fig. 1. Reducibilities between positive representations
Ziegler [8] has shown that γ  δ if there are arrows leading from γ to δ, and
γ t δ if there are no arrows leading from γ to δ. Note that the two repre-
sentations ϑ◦ν< and
◦ψd< are equivalent. By duality one obtains an analogous
hierarchy for the negative representations.
ψd>
◦ψd>
ϑν>
ϑν> ◦θd>
θd>
ϑ◦ν>
✟✟
✯
❍❍❥
❍❍❥
✟✟
✯
✲
✟✟
✯
❍❍❥
✻
❄
Fig. 2. Reducibilities between negative representations
One might now expect that positive and negative representations are in-
comparable, i.e., no negative representation can be reduced to any positive
representation, and no positive representation can be reduced to any negative
representation. Surprisingly, this is almost but not completely true.
First, we shall consider the reducibilities from negative to positive rep-
resentations. On the one hand, the proof of [8, Theorem 4.12b] shows even
ψd>|Bd\{∅} t ψd<|Bd\{∅}, (1)
where Bd denotes the set of all regularly closed, convex subsets of [−1, 1]d.
That means, the strongest negative representation ψd> cannot be reduced con-
tinuously to the second weakest positive representation ψd<, even when re-
stricted to names of nonempty, convex regularly closed subsets of [−1, 1]d. On
the other hand, Ziegler also showed:
◦ψd>  ϑ◦ν< . (2)
That means, “positive” ϑ◦ν< –names are so weak that they can be deduced
from “negative” ◦ψd> –names. But Ziegler [8] conjectured that weaker negative
information than ◦ψd> –names is not suﬃcient to deduce positive information.
To be more precise: he conjectured that the ﬁrst statement of the following
theorem holds.
Theorem 3.1 (i) ϑν>|Bd t ◦ψd< |Bd.
(ii) ϑν>|Rd\{∅} t ◦ψd< |Rd\{∅}.
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In the ﬁrst part of this theorem we assume that also the empty set is
regularly closed and convex. If one does not wish to assume this, then the
essential statement of the theorem is expressed by the second part of the theo-
rem. Note that Figures 1 and 2, the statements (1) and (2), and Theorem 3.1
completely describe the reducibilities from negative to positive representations
of Rd. They also show that the situtation is the same if one restricts these
representations to names of sets in Bd.
But, the empty set plays a prominent role in the proof of the ﬁrst statement
of Theorem 3.1, as we will see in the section containing the proofs. What
happens if we exclude the empty set and consider only nonempty regularly
closed convex sets? Is the representation ϑν> restricted to such sets reducible
to ◦ψd< ? Indeed it is. We show that for such sets even a weaker negative
representation than ϑν>, namely the second weakest negative representation
◦
θd>, is reducible to the weakest positive representation ϑ
◦ν
< . We denote by Cd
the set of all regularly closed, convex subsets of Rd.
Theorem 3.2
◦
θd>|Cd\{∅}  ϑ◦ν< |Cd\{∅}.
But, even in this case, the weakest negative information is insuﬃcient for
obtaining the weakest positive information, as the ﬁrst part of the following
theorem says. The proof is similar to the proof of Theorem 3.1.
Theorem 3.3 (i) ϑ◦ν> |Bd\{∅} t ◦ψd< |Bd\{∅}.
(ii) ϑ◦ν< |Bd\{∅} t θd>|Bd\{∅}.
These results completely describe the reducibilities from negative to posi-
tive representations of Cd \ {∅} and of Bd \ {∅}.
Which positive representations are reducible to negative ones? If one con-
siders representations of arbitrary regularly closed sets, i.e., of Rd, then one
obtains the complete picture by duality from Figures 1 and 2, from (1), from
(2) and from Theorem 3.1. Now, let us restrict the representations to names
of convex sets. We note that in analogy to (1) one can easily prove
◦
θd<|Bd\{∅} t ◦θd>|Bd\{∅}. (3)
Thus, no positive representation can be reduced to the second weakest negative
representation, even when restricted to names of sets in Bd\{∅}. Furthermore,
by duality one obtains from (2)
θd<  ϑ◦ν> . (4)
Ziegler [8] has also shown that restricted to names of convex regularly closed
subsets of Rd, the ﬁve positive representations which are reducible to ψd< (see
Figure 1) are all equivalent, among them θd<. The last piece in the picture is
provided by Theorem 3.3.(ii). Thus, when restricted to names of sets in Cd or
in Bd \{∅}, all positive representations except the weakest one can be reduced
to the weakest negative representation.
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4 The Proofs
This section contains the proofs of Theorem 3.1, Theorem 3.2, and Theo-
rem 3.3.
Proof of Theorem 3.1 The idea of the proof is similar to the idea of the
proof of one direction in [1, Theorem 22].
(i) For simplicity we prove the statement only for d = 1. It will be clear
that one can prove the statement for arbitrary d by the same method.
For the sake of a contradiction we assume that there exists a continuous
function F :⊆ B→ B that maps any ϑν>–name of a regularly closed subset of
R to a ◦ψd< –name of the same regularly closed set. Remember that a ϑ
ν
>–name
of a regularly closed set R is a list of all i with ν(i) ∈ R. For the deﬁnition of
◦ψd< see Section 2. We shall construct a ϑ
ν
>–name r of the empty set such that
F (r) is a ψd<–name of a closed set containing the whole unit interval [0, 1].
This is a contradiction because then the interior of the closed set contains the
open unit interval in contrast to the fact that the interior of the closed set
should be empty.
In the following we deﬁne inductively three sequences (ln)n, (kn)n, and
(jn)n of natural numbers, two sequences (un)n and (vn)n of strings, and a
sequence (pn)n of sequences pn ∈ B with the following properties:
• the sequence of closed intervals Cjn is dense in [0, 1], i.e., any open subset
of [0, 1] contains some Cjn ,
• u0 . . . un−1pn is a ϑ
ν
>–name of Cjn , for all n,
• un is a preﬁx of pn, for all n,
• En(u0 . . . un) contains all j ≤ n with ν(j) ∈ R \ Cjn , for all n,
• F (u0 . . . unB) ⊆ v0 . . . vnB, for all n,
• v0 . . . vn contains jn, for all n.
All these sequences will be deﬁned inductively in stages n = 0, 1, 2, . . ..
Stage n. Set ln := log2(n + 1) and kn := n + 1 − 2ln . Choose a
number jn such that Cjn ⊆
[
kn
2ln
, kn+1
2ln
]
and Cjn does not contain any ν(i) with
i ∈ En(u0 . . . un−1). Then the string u0 . . . un−1 can be extended to a ϑν>–name
of the interval Cjn , i.e., there exists some pn ∈ B such that ϑν>(u0 . . . un−1pn) =
Cjn . By induction hypothesis, we know F (u0 . . . un−1pn) ∈ v0 . . . vn−1B. Let
vn be the shortest string in N
∗ such that F (u0 . . . un−1pn) ∈ v0 . . . vnB and
such that jn ∈ En(v0 . . . vn). Such a vn must exist since F (u0 . . . un−1pn) is
a ◦ψd< –name of Cjn , hence, a ψ
d
<–name of a closed set that, in particular, has
nonempty intersection with Cjn . Furthermore, let un be the shortest preﬁx of
pn such that En(u0 . . . un) contains all j ≤ n with ν(j) ∈ R \ Cjn and such
that F (u0 . . . unB) ⊆ v0 . . . vnB. Such a preﬁx exists because u0 . . . un−1pn is
an ϑν>–name of Cjn . This ends the description of stage n.
It is clear that the sequences deﬁned in this way have the properties men-
tioned above. Now we deﬁne r := u0u1u2 . . .. Then, En(r) = dom(ν), i.e, r
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lists all numbers ν(j) for j ∈ dom(ν). Hence, r is a ϑν>–name of the empty
set. By assumption, F (r) is a ◦ψd< –name of the empty set, hence, a ψd<–name
of a closed set A whose interior is empty. On the other hand, by continuity
of F , we have F (r) = v0v1v2 . . .. Let us ﬁx an arbitrary point y ∈ [0, 1]. The
sequence v0v1v2 . . . lists rational cubes of arbitrarily small radius arbitrarily
close to y. Hence A must contain points arbitrarily close to y. Since A is
closed, is must also contain y. Since this is true for arbitrary y ∈ [0, 1], we
have shown [0, 1] ⊆ A. This, as explained above, is a contradiction.
(ii) In the proof of the ﬁrst part of the theorem we used in the case d = 1
the assumption that the considered representations are deﬁned on nonempty
compact intervals contained in the interval [0, 1] and on the empty set. For
larger d one can easily give essentially the same proof using compact cubes and
the empty set. While it is clear that the compact cubes are regularly closed
and convex, one may be less happy about the fact that the empty set plays an
important role here. We leave it to the reader to check that the proof in the
case d = 1 works as well if one replaces the empty set by the set [2, 3] and the
sequence of intervals Cjn by a sequence of sets Cjn ∪ [2, 3] where the sequence
(jn)n and the other sequences are deﬁned similarly as before. Similarly one
can proceed for larger d. This gives a proof of the second assertion of the
theorem. ✷
Proof of Theorem 3.2 Remember that a
◦
θd>–name of a regularly closed set
R lists all open rational cubes Cj that intersect the complement of the interior
of R. We describe an algorithm that shows the reduction. We describe it only
for input p ∈ dom( ◦θd>|Cd\{∅}). We can assume that R := ◦θd>|Cd\{∅}(p) is a
nonempty, regularly closed, convex set.
First, we deﬁne a sequence (Sn)n of ﬁnite subsets of N. Fix some n ∈ N.
We call a subset B ⊆ Rd good if it does not contain any open rational cube
enumerated so far by p, i.e., if there is no j ∈ En(p  n) with B ⊇ Cj. Let
Sn be the lexicographically ﬁrst subset of {0, . . . , n} such that the convex hull
—let us call it H(Sn)— of the set
⋃
i∈Sn Ci is good. Here, “lexicographically
ﬁrst” has the following meaning: we identify each subset S of {0, . . . , n} with
the n+ 1–bit string rS(0) . . . rS(n) deﬁned by
rS(i) :=

 0 if i ∈ S,1 otherwise.
and apply the usual lexicographic ordering on all n+ 1–bit strings. It is clear
that, given p, one can compute the sets Sn uniformly in n. Thus, given p, by
dove–tailing one can compute a sequence r ∈ B with
En(r) =
{
j ∈ dom(ν)
∣∣∣∣∣ (∃n ≥ j) ν(j) ∈
⋃
i∈Sn
Ci
}
.
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We claim that such a sequence r is a ϑ◦ν< |Cd\{∅}–name of the set R.
We start the correctness proof for the algorithm with a technical claim:
the sequence (Sn)n of sets converges pointwise to the set
T := {i ∈ N | Ci ⊆ R}.
That means, for every m ∈ N there exists some Nm ∈ N such that
Sn ∩ {0, . . . ,m− 1} = T ∩ {0, . . . ,m− 1} for all n ≥ Nm.
We prove this by induction over m. Note that it is clearly true for m = 0:
set N0 := 0. We assume that it is true for m and show that it is also true for
m+ 1.
First case: m ∈ T . Set Nm+1 := max{Nm,m} and consider an arbitrary
n ≥ Nm+1. By induction hypothesis, Sn∩{0, . . . ,m−1} = T ∩{0, . . . ,m−1}.
Since also m ∈ T and since R is convex, H(Sn ∩ {0, . . . ,m− 1} ∪ {m}) ⊆ R.
Since R does not contain any open rational cube enumerated by p, we conclude
that Sn already contains m.
Second case: m ∈ T . Then Cm ⊆ R. Since R is closed, this implies Cm ⊆ R,
hence, Cm has nonempty intersection with the complement of R, in particular,
Cm has nonempty intersection with the complement of the interior of R. Thus,
the cube Cm must be enumerated by p, i.e., there must be some l with m+1 =
p(l). The assertion follows with Nm+1 := max{Nm, l}.
We have proved the claim about the convergence of the sets Sn.
We come to the main part of the correctness proof. We have to show that r
is a ϑ◦ν< –name for R. Set D := {ν(j) | j ∈ En(r)}. We will show the following
two claims:
(i) The set D contains all points ν(j) contained in the interior of R.
(ii) The set D does not have any accumulation point outside of R.
For the ﬁrst claim, ﬁx a number j such that ν(j) lies in the interior of R.
Then there is some i such that ν(j) ∈ Ci and Ci is contained in R. Due to
the claim about the convergence of the sets Sn, for all suﬃciently large n the
number i will be contained in Sn. Since ν(j) ∈ Ci, for all suﬃciently large n
we will have ν(j) ∈ ⋃i∈Sn Ci. Hence, ν(j) ∈ D.
For the second claim, assume thatD has some accumulation point z outside
of R. Then there is a strictly increasing sequence (jk)k of numbers in En(r)
such that the points ν(jk) converge to z, and there is a sequence (nk)k with
nk ≥ jk and ν(jk) ∈
⋃
i∈Snk Ci for all k. Let l be an arbitrary number such that
R contains the cube C l. Due to the claim about the convergence of the sets
Sn, for all suﬃciently large k the set Snk contains l, hence, H(Snk) contains
C l. Let H
′ be the convex hull of C l and z. Since we assume that z lies outside
of the closed set R, there is some rational cube contained in H ′∩ (Rd \R). Let
Cm be the rational cube with the same midpoint but only half the sidelength.
Then Cm is contained in the interior of H
′ ∩ (Rd \R).
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Since the convex set H(Snk) contains Cl and ν(jk), and since the points ν(jk)
converge to z for k tending to inﬁnity, the cube Cm must be contained in
H(Snk) for suﬃciently large k. On the other hand, since Cm is contained in the
exterior of R, it must be listed by p, i.e., there is some m′ with p(m′) = m+1.
But then, for suﬃciently large k as above satisfying additionally nk ≥ m′, the
set H(Snk) cannot be good. This is a contradiction. We conclude that our
assumption that D has some accumulation point z outside of R must be false.
We have proved the second claim.
Finally, we show that the two claims which we have just proved imply the
assertion that r is a ϑ◦ν< –name for R. We have to show that R is equal to
the closure of the interior of the closure of D. The ﬁrst claim implies that
the interior of R is contained in the closure of D, hence, in the interior of
the closure of D. On the other hand, can the interior of the closure of D
contain a point not contained in R? No, since otherwise it would contain a
whole neighborhood of this point, thus, uncountable many points outside of
R. Then the countable set D would have an accumulation point outside of R,
in contradiction to the second claim. Thus, the interior of the closure of D is
contained in R, hence, in the interior of R. We have shown that the interior
of R is equal to the interior of the closure of D. Since R is regular, it follows
that R is equal to the closure of the interior of the closure of D. This ends
the proof. ✷
Proof of Theorem 3.3
(i) For simplicity we prove the statement only for d = 1. It will be clear
that one can prove the statement for arbitrary d by the same method.
For the sake of a contradiction we assume that there exists a continuous
function F :⊆ B→ B that maps any ϑ◦ν> –name of a nonempty regularly closed
subset of [−1, 1] to a ◦ψd< –name of the same regularly closed set. We shall
construct a ϑ◦ν> –name r of the interval [−1, 0] such that F (r) is a ψd<–name of
a closed set containing the interval [0, 1]. This is a contradiction because then
the interior of the closed set contains the open interval (0, 1) in contrast to
the fact that the interior of the closed set should be contained in the interval
[−1, 0].
Remember that a ϑ◦ν> –name of a regularly closed set R lists points ν(j)
such that the closure of the interior of the closure of these points is equal to
closure(R \R). The construction is based on the following sequence of closed
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sets An for n ∈ N:
An := (−∞,−1] ∪
(
(0, 1) ∩ {ν(i) | i ∈ {0, . . . , n− 1} ∩ dom(ν)}
)
∪ [1,∞).
Note that all these sets satisfy
closure(interior(An)) = (−∞,−1] ∪ [1,∞) = closure(R \ [−1, 1]).
Let us ﬁx sequences pn ∈ B with En(pn) = {j ∈ dom(ν) | ν(j) ∈ An}. In the
following we deﬁne inductively two sequences (un)n and (vn)n of strings with
the following properties for all n.
• un is a preﬁx of pn.
• En(u0 . . . un) contains all j < n with ν(j) ∈ An.
• F (u0 . . . unB) ⊆ v0 . . . vnB.
• For each i ∈ {0, . . . , 2n − 1} there is at least one j ∈ En(v0 . . . vn) with
Cj ⊆
[
i
2n
, i+1
2n
]
.
These two sequences will be deﬁned inductively in stages n = 0, 1, 2, . . ..
Stage n. By induction hypothesis ui is a preﬁx of pi for all i < n. Since
Ai ⊆ Ai+1 for all i, we have closure(ν(En(u0 . . . un−1pn))) = An. Thus,
u0 . . . un−1pn is an ϑ
◦ν
> –name of [−1, 1]. By induction hypothesis, we know
F (u0 . . . un−1) ⊆ v0 . . . vn−1B, hence, F (u0 . . . un−1pn) ∈ v0 . . . vn−1B. Let vn
be the shortest string in N∗ such that F (u0 . . . un−1pn) ∈ v0 . . . vnB and such
that for each i ∈ {0, . . . , 2n − 1} there is at least one j ∈ En(v0 . . . vn) with
Cj ⊆
[
i
2n
, i+1
2n
]
. Such a string vn exists because F (u0 . . . un−1pn) must be
a ◦ψd< –name of [−1, 1], hence, a ψd<–name of a closed set which, in partic-
ular, contains [0, 1]. Furthermore, let un be the shortest preﬁx of pn such
that En(u0 . . . un) contains all numbers j < n with ν(j) ∈ An and such that
F (u0 . . . unB) ⊆ v0 . . . vnB. This ends the description of stage n.
It is clear that the sequences deﬁned in this way have the properties
mentioned above. Now we deﬁne r := u0u1u2 . . .. Then by construction,
closure(ν(En(r))) = (−∞,−1] ∪ [0,∞), hence, ϑ◦ν> (r) = [−1, 0]. By assump-
tion, F (r) is a ◦ψd< –name of [−1, 0], hence, a ψd<–name of a closed set A whose
interior is a subset of (−1, 0). On the other hand, by continuity of F , we
have F (r) = v0v1v2 . . .. Let us ﬁx an arbitrary point y ∈ [0, 1]. The sequence
v0v1v2 . . . lists rational cubes of arbitrarily small radius arbitrarily close to
y. Hence, A must contain points arbitrarily close to y. Since A is closed, it
must also contain y. Since this is true for arbitrary y ∈ [0, 1], we have shown
[0, 1] ⊆ A. This, as explained above, is a contradiction.
(ii) The proof of the second assertion of Theorem 3.3 is analogous to the
proof of the ﬁrst assertion. In case d = 1 one can do an analogous construction
with the sets
Bn := [−1, 0] ∪
(
(0, 1) ∩ {ν(i) | i ∈ {0, . . . , n− 1} ∩ dom(ν)}
)
.
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✷
5 Union and Intersection
In this ﬁnal section we wish to discuss the four “positive” representations
ψd<,
◦
θd<, θ
d
<, ◦ψd< introduced in Section 2. They were all derived from the
fundamental representations ρclosed and ρopen of closed and open sets. One
might wonder especially what the more exotic representations θd< and ◦ψd< might
be good for. One advantage of them is that they allow eﬀective computation
of intersection and union. We explain this. Given two sequences p, q ∈ B
one can deﬁne a new sequence 〈p, q〉 ∈ B by 〈p, q〉 := p(0)q(0)p(1)q(1) . . ..
If γ is a representation of regularly closed sets, then one says [6] that the
union operation is (γ, γ, γ)–computable ((γ, γ, γ)–continuous) if there exists a
computable (continuous) function F :⊆ B→ B with γ(F (〈p, q〉)) = γ(p)∪γ(q).
Similar for the intersection operation (where we consider only the intersection
of pairs of regularly closed sets whose intersection is again a regularly closed
set).
The ﬁrst observation is now that the union operation is (ψd<, ψ
d
<, ψ
d
<)–
computable, but the intersection operation is not even (ψd<, ψ
d
<, ψ
d
<)–continuous
[6]. For the next simplest “positive” representation,
◦
θd< it is the other way
around: the intersection operation is (
◦
θd<,
◦
θd<,
◦
θd<)–computable, but the union
operation is not even (
◦
θd<,
◦
θd<,
◦
θd<)–continuous (given for example
◦
θd<–names of
the intervals [0, 1] and [1, 2], a continuous function realizing the union oper-
ation with respect to
◦
θd< should but can never enumerate a closed rational
interval containing in its interior the number 1, an element of the interior
of [0, 1] ∪ [1, 2] = [0, 2]). But one can show that the union operation and
the intersection operation are (θd<, θd<, θd<)–computable and also ( ◦ψd< ,
◦ψd< ,
◦ψd< )–
computable; compare [9] and use, among other things, the fact that the in-
tersection of two open dense subsets of a topological space is dense again (see
Lemma 12 in the appendix of [9]). This gives some motivation for considering
these two slightly more exotic representations.
Another point which is interesting about the “positive” representation ◦ψd<
is the surprising fact due to Ziegler [8] that one can reduce a “negative”
representation to it. This aspect of ◦ψd< was analysed in more detail in this
paper.
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