Users interact with mobile devices through menus, which can include many items. Auditory menus have the potential to make those devices more accessible to a wide range of users. However, auditory menus are a relatively new concept, and there are few guidelines that describe how to design them. In this paper, we detail how visual menu concepts may be applied to auditory menus in order to help develop design guidelines. Specifically, we examine how to optimize the designs of a new contextual cue, called "spindex" (i.e., speech index). We developed and evaluated various design alternatives for spindex and iteratively refined the design with sighted users and visually impaired users. As a result, the "attenuated" spindex was the best in terms of preference as well as performance, across user groups. Nevertheless, sighted and visually impaired participants showed slightly different responses and feedback. Results are discussed in terms of acoustical theory, practical display design, and assistive technology design.
INTRODUCTION
Although blindness remains a priority for accessibility researchers [Newell 2008 ], there are still relatively few widely deployed auditory interfaces. And, of course, not only visually impaired users, but sighted users as well can frequently benefit from eyes-free auditory displays, such as when dealing with small or nonexistent screens on mobile devices, especially when on the go (e.g., walking, cycling, driving, or with the device in a pocket). Often in the past, research on auditory interfaces has focused on speech interfaces involving desktop computer screen readers [Asakawa and Itoh 1998; Pitt and Edwards 1996; Thatcher 1994] , audio HTML [James 1998; Morley et al. 1998 ], and online help systems [Kehoe and Pitt 2006] . There remain many questions regarding auditory displays and mobile devices.
Many modern electronic devices can have a very large menu structure (e.g., MP3 players with up to 30,000 songs). Speech (usually text-to-speech, TTS) is the most obvious means of providing users with audible feedback about menu navigation.
Before the spindex, there have been four main approaches to adding nonspeech sounds to the basic TTS used in most auditory menus. These all tend to include adding sound cues before or concurrent with the spoken menu items. The main types of enhancement cues are auditory icons, earcons, spearcons, and auditory scrollbars, as previously mentioned. [Gaver 1986 ] are nonmusical sounds that have some resemblance (actual or analogous) to the objects, functions, and events they are representing. That is, an auditory icon representing a printer might sound like a dotmatrix printer or typewriter. Because of this analogic relationship between sounds and objects, auditory icons generally require little learning. Clearly, the level of direct resemblance between the auditory icon and the represented item can vary, just as with a visual icon. At some point, the direct iconic representation gives way to a metaphorical representation [Walker and Kramer 2004] . Whereas researchers have attempted to Spindex Improves Auditory Menu Acceptance and Navigation 10:3 convert GUIs on the desktop computer to sets of auditory icons [Gaver 1989; Mynatt 1997] , there seem to be few examples of the addition of auditory icons leading to significantly better performance with auditory menu-based interfaces, in terms of navigation or menu item identification. Moreover, sometimes it is difficult to create a proper auditory icon for menu item such as "search" or "save as HTML" Walker 2007, 2008a] .
Auditory Icons. Auditory icons

Earcons.
Earcons [Blattner et al. 1989 ] are nonspeech audio cues, typically composed of short, rhythmic sequences of musical notes with variable intensity, timbre, and register. Since earcons use an arbitrary mapping between the (musical) sound and the object they represent, they can be analogous to a language or a symbol. This arbitrary mapping between earcon and represented item means that earcons can be applied to any type of menu; that is, earcons can represent pretty much any concept. On the other hand, this flexibility provides a weakness because the arbitrary mapping of earcons requires training. Earcons can also be used to represent hierarchical menus by logically varying musical attributes. Investigators have designed auditory systems for visually impaired users to enable efficient navigation on the web or hypermedia using auditory icons and earcons [Goose and Moller 1999; Morley et al. 1998 ]. Those results improved usability and browsing experience. However, when a new item has to be inserted in a fixed hierarchy (e.g., adding a new name to a contact list menu), it can be difficult to create a new branch sound. This makes menus that use earcons "brittle" [Walker et al. 2006] . Finally, the musical nature of earcons makes them generally unsuitable for very long menus; you simply run out of notes when dealing with 30,000 songs on an MP3 player. Absar and Guastavino [2008] provide a recent overview of auditory icons and earcons.
Spearcons.
Spearcons are brief sounds that are produced by speeding up spoken phrases, even to the point where the resulting sound is no longer comprehensible as speech [Walker et al. 2006] . These unique sounds are analogous to fingerprints because of the acoustic relation between the spearcons and the original speech phrases. Spearcons are easily created by converting the text of a menu item to speech via textto-speech. This allows the system to cope with dynamically changing items in menus. For example, the spearcon for "Save" can be readily extended into the spearcon for "Save As." Or, if a new name is added to a contact list, the spearcon can be created as needed, even on the fly. Also, spearcons are easy to learn, whether they are comprehensible as a particular word or not, because they derive from the original speech [Palladino and Walker 2007] . Finally spearcons can enhance menus that are arbitrarily long.
Auditory Scrollbars.
In visual menus sometimes a scrollbar is displayed to help convey contextual information. Scrollbars in menus are obviously used in many applications, and on many platforms. The location of the "thumb" of the scrollbar (the filled rectangle that moves up or down) conveys the user's location within the menu, while the size of the thumb conveys the size of the menu. If the thumb size is small, there are many items in the menu. If the thumb size is large, there are few items in the menu. An auditory scrollbar can be designed analogous to the visual scrollbar. Previously, this has been suggested for enhancing a visual scrollbar as found on a computer application [Brewster 1998 ]. That study focused on a continuous scrollbar (the thumb could be located anywhere along the bar). More recently, Yalla and Walker [2008] examined the possibility of the use of discrete auditory scrollbars (the thumb can only be located at discrete, designated points) in mobile device menus. In that context, the scrollbar is purely a "display," in that it is not used to actually move the cursor up or down in the 10:4 M. Jeon and B. N. Walker list (contrast this with the scrollbar on a desktop computer application, which is both display and control). A mobile phone contacts list (or "address book") was a good example of where a menu became long (easily 50 items or more), and the scrollbar could play an important role in the display. Yalla and Walker demonstrated the potential benefits of the proportionally mapped auditory scrollbars for visually impaired participants.
Usability Improvements by Nonspeech Auditory Cues
2.2.1 Performance. Performance improvements from the addition of auditory cues in menu navigation tasks has been quantified by several metrics such as reaction time, the number of key presses, accuracy, and error rate. In earlier work, earcons have shown superior performance compared to some other less systematic sounds [Brewster et al. 1992] , and compared to no sound in a desktop computer [Brewster 1997 ], in a PDA [Brewster and Cryer 1999] , and in a mobile phone [Leplâtre and Brewster 2000] . Further, musical timbres are more effective than simple tones [Brewster et al. 1992] . Also, in a hierarchical menu experiment, participants with earcons could identify their location with over 80% accuracy. These findings showed that the logic of earcons is promising to apply to hierarchy information [Brewster et al. 1996] .
Spearcons have also recently shown promising performance results in menu navigation tasks. Walker et al. [2006] demonstrated that adding spearcons to a TTS menu leads to faster and more accurate navigation than TTS-only, auditory icons + TTS, and earcons + TTS menus. Spearcons also improved navigational efficiency more than menus using only TTS or no sound when combined with visual cues Walker 2008a, 2008b] . According to [Palladino and Walker 2008a] , in their visuals-off condition, the mean time-to-target with spearcons + TTS was shorter than that with TTS-only, despite the fact that adding spearcons made the total system feedback longer.
Learnability.
Learnability is an important component of system usability [Preece et al. 1996] . Since auditory display is time dependent and sometimes less familiar than visual display, the learnability of the information presentation type is crucial. Hutchins et al. [1986] once suggested the term "articulatory directness" to describe the relationship between the form and meaning of a statement. For example, a link between a paintbrush and a swishing sound involves more articulatory directness than a link between an incorrect entry and a beep. From this point of view, Gaver [1986] asserted that an increase in articulatory directness should be accompanied by an increased ease of learning. Therefore, in auditory icons, a very direct or "nomic" mapping is regarded as easier to learn than a metaphoric or symbolic mapping. Auditory icons provide benefits in natural mapping and learnability because the mapping between object and sound has often been learned throughout the user's life. In terms of naturalness, speech can claim a similar advantage because it is also learned for our entire lifetime. In this regard, spearcons and spindex cues (being speech-based) seem to adopt more natural mappings than earcons and even auditory icons; as such, they should be easily learned. Brewster et al. [1996] reported an earcon learning study in which participants were tested to see if they could identify where previously unheard earcons would fit in the hierarchy. In that experiment training was divided into two parts. In the first part, the experimenter showed the hierarchy of the test menu, with earcons playing. In the second part, participants were given only five minutes to learn the earcons by themselves. The results of the study showed 90% accuracy of this task despite the short training sessions. Another more recent study [Dingler et al. 2008 ] compared the learnability of several auditory cues including auditory icons, earcons, spearcons, and speech. In that study, participants were first trained to match a single target word with the sound associated with that environmental feature. After the training phase, they repeated the testing sessions until they had successfully identified all 20 features correctly. The results showed that spearcons are as learnable as speech, followed by auditory icons, and earcons are much more difficult to learn. The framework of the Dingler et al. study is different from the previous earcon study [Brewster et al. 1996] in that the sounds represent nonorganized common environmental features. In other words, researchers measured "what" the sounds represent, instead of "where" in the hierarchy. However, their results were consistent with Palladino and Walker's [2007] study on learning rates for earcons and spearcons using hierarchal menu items such as a cell phone menu list and a noun list. In that study, participants were asked to match the auditory cue to the proper location on the map after training. The result also supported that spearcons significantly outperform earcons in terms of learning rate.
Preference and
Annoyance. Long or loud sounds may easily be annoying and can disturb the work of others. Therefore, sounds used in applications and devices should be designed carefully, especially with respect to duration, amplitude, and aesthetic quality. Although many researchers point out that aesthetic and annoyance issues are more important in auditory display than in visual display [Brewster 2008; Davison and Walker 2008; Kramer 1994; Leplâtre and McGregor 2004; Nees and Walker 2009] , to date, research mainly has focused on performance issues. A similar point could be made about assistive technologies in general: aesthetics unfortunately seems to take a back seat to performance in nearly every case. We suggest a more even weighting is appropriate.
As a case in point, one of the widely used definitions of assistive technology is from Public Law (PL) 100-407, the Technical Assistance to the States Act in the United States: "Any items, piece of equipment or product system whether acquired commercially off the shelf, modified, or customized that is used to increase, maintain or improve functional capabilities of individuals with disabilities" [Cook and Hussey 2002] . According to this definition, assistive technology seems "sufficient" if better performance is obtained, regardless of user preference. Indeed, there has often been an emphasis on performance on the part of designers, which has been exemplified in the oftcited paper by Andre and Wickens [1995] , which discusses the challenges a designer can face in optimizing performance, even "when users want what's not best for them".
However, if there are many options (such as various iterations or variations of a design), it is also possible that performance is about the same across alternatives. In that case, researchers or designers might be asked to determine which option users prefer. Actually, the importance of the acceptance and the preference level of the interface has recently been increasing in mainstream user interaction and usability circles. As just one example, Norman [2004] has stressed the importance of visceral design. Further, he proposed that an attractive and natural design can sometimes improve usability as well as affective satisfaction [Norman 2004 [Norman , 2007 .
Moreover, Edworthy [1998] suggested that the nature of sound aesthetics is independent of performance outcomes. Users might turn off an annoying sound, even if the presence of that sound enhances performance with the system or device. Likewise, system sounds can improve the aesthetic experience of an interface without changing performance with the system [Nees and Walker 2009] . Traditionally, researchers of auditory warning signals have focused first on performance, based on "better safe than sorry" principles [Patterson 1985 [Patterson , 1990 . However, even in that area, designers have begun to change their strategy, and have more recently attempted to reduce annoyance and startle responses. Similarly, in the auditory interface design of everyday products, "better efficient than sorry" principles do not always work. For example, there are 10:6 M. Jeon and B. N. Walker some studies on polarity preference of sound [Walker 2002; Yalla and Walker 2008] and some studies have investigated preference or annoyance of earcons [Helle et al. 2001; Leplâtre and Brewster 2000; Marila 2002] . Earcons are sometimes preferred aesthetically because they are based on musical motives. Nevertheless, frequently played sounds in devices can make users annoyed. [Helle et al. 2001 ] investigated the subjective reactions of users who used sonified mobile phones. Users did not prefer the sonified phone; in fact they found it disturbing and annoying. It is possible that users would have rated the interface higher if the sounds had been less complex, especially since [Marila 2002 ] demonstrated that simpler sounds were preferred (and enhanced performance) over complex sounds. It is also possible for sounds to be disliked when they are of low quality [Helle et al. 2001] . Nowadays, sound quality limitations have generally been overcome as technology develops. However, there are many questions remaining to be answered on aesthetics, preference, and annoyance. Recent work has begun to study the subjective improvements to auditory menus from spearcons and other similar enhancements [Walker and Kogan 2009] . Following this line, the present study will show how the user's acceptance level can be changed as a function of preference and annoyance level, despite maintaining a similar level of objective performance.
Overview of the Current Research
Motivation and Inspiration.
The Georgia Tech Sonification Lab and the Center for the Visually Impaired (CVI) in Atlanta have regular shared research meetings. Attendees demonstrate and discuss currently available technologies as well as a variety of novel interface ideas with end users, assistive technology specialists, teachers, and experts from industries. The idea of the spindex stemmed naturally from an expressed desire for faster auditory navigation than what is possible, even with previous techniques such as sped-up speech, spearcons, and auditory scrollbars. Blind users can comprehend spoken material at a speech rate that is 1.6∼2.5 times faster than sighted users [Asakawa et al. 2003; Moos and Trouvain 2007] . We have observed that very fast speech can enhance auditory menu navigation for many experienced visually impaired users, but for those who are not familiar with it (including most sighted users), fast speech is not sufficient (or even useful) by itself.
In consideration of the need for a better way to speed up menu navigation, the spindex concept was developed and empirically compared to TTS-alone. Experiment 1 presents the results of that investigation. Note that partial results of Experiment have been presented previously [Jeon and Walker 2009] , and have now been extended and expanded here. Then, an iterative design process including several prototyping and evaluation cycles was completed, as described in Experiments 2 and 3.
Initial Design: Spindex (An Auditory Index Based on Speech Sounds).
The spindex is created by associating an auditory cue with each menu item, in which the cue is based on the pronunciation of the first letter of each menu item. For instance, the spindex cue for "Apple" would be a sound based on the spoken sound "A." Note that the cue could simply be the sound for "A," but could also be a derivative, such as a sped-up version of that sound, reminiscent of the way spearcons are based on, but not identical to, sped-up speech sounds. The set of spindex cues in an alphabetical auditory menu is analogous to the visual index tabs that are often used to facilitate flipping to the right section of a thick reference book such as a dictionary or a telephone book.
When people control devices, there are two types of human motions in such tasks. In a gross-adjustment movement, the operator brings the controlled element to the approximate desired position. This gross movement is followed by a fine-adjustment, Spindex Improves Auditory Menu Acceptance and Navigation 10:7 in which the operator makes adjustments to bring the controlled element precisely to the desired location [Sanders and Mccormick 1993] . Likewise, when it comes to a search task such as navigation through an address book (visually or auditorily), the process can be divided into two stages: rough navigation followed by fine navigation [Klante 2004 ]. In rough navigation, users pass over the nontarget alphabet groups by glancing at the initials. For example, users quickly jump to the "T" section by passing quickly over "A" through "S." Then, once users reach a target zone (e.g., the "T"s ) and begin fine navigation, they check where they are and cautiously tune their search. In auditory menus, people cannot jump as easily, given the temporal characteristics of spoken menu items. However, they still want to pass over the nontarget alphabetical groups as fast as possible. If a sound cue is sufficiently informative, users do not need to listen to the whole TTS phrase [Palladino and Walker 2007] . Although users can certainly pass over the TTS phrase without listening to the whole phrase, truncated speech sounds are complex and are not consistent, and thus do not allow users to make sure where they are in the list.
In contrast, the alphabet sounds ("A," "B," "C," etc.) can give enough information to users when sorting out the nontarget items because they provide simple and consistent sounds. The benefit of a cue structure like the spindex is even more obvious in long menus with many items in many categories or sections. Given that they are likely most useful in long menus, it is fortunate that spindex cues can be generated quickly (on the fly) by TTS engines, and do not require the creation and storage of many additional audio files for the interface. This is an important issue for mobile devices which, despite increasing storage for content files, are not designed to support thousands of extra files for their menu interface (as would be required with other cue types). Finally, because spindex cues are part of the original words and they are natural (based on speech sounds), they are expected not to require much, if any, training, and should be well liked.
Hypotheses.
In this project, the goal was to make more intuitive and acceptable non-speech menu enhancements for navigation of (long) auditory menus. For this purpose, members of various user populations contributed to an iterative evaluation and redesign process. In Experiment 1, undergraduates navigated auditory menus with TTS + spindex and TTS-only to examine whether adding a spindex would improve navigation efficiency and preference. It was predicted that target search time and required learning for TTS + spindex would be shorter than that of TTS alone. Spindexes should also score higher than plain TTS on subjective rating scales. Experiment 2 included several spindex design alternatives and examined how these alternatives would affect users' actual and perceived performance as well as subjective evaluation. Experiment 3 extended Experiment 1 to include visually impaired participants. Further, Experiment 3 included design alternatives which had been devised in Experiment 2 and investigated how performance and preference results from visually impaired participants could be different from those of sighted participants.
EXPERIMENT 1
Experiment 1 compared spindex + TTS to plain TTS, with sighted undergraduate participants. In order for more systematic examinations, the study investigated both performance (objective and perceived) and subjective impressions of the spindex design.
Method
3.1.1 Participants. Twenty-seven undergraduate students participated in this study for partial credit in psychology courses. They reported normal or corrected-to-normal hearing and vision, signed informed consent forms, and provided demographic details about age and gender. In data analysis, we excluded two of them: one (male) answered all the trials the same, regardless of the correct answer, in Block 3; and another one (female) showed extreme outlier results (above 52 Std.Error) in Block 1, indicating she had not completed the task as instructed. Therefore, 25 participants' data were analyzed (14 female; mean age = 20.4 years).
Apparatus and Equipment.
Stimuli were presented using a Dell Optiplex GX620 computer, running Windows XP on a Pentium 4, 3.2 GHz processor and 1 GB of RAM. An external Creative Labs Soundblaster Extigy sound card was used for sound rendering. Participants listened to auditory stimuli using Sennheiser HD 202 headphones, adjusted for fit and comfort. A 17" monitor was placed on a table 40 cm in front of the seated participant.
3.1.3 Stimuli. Two address book lists were composed for this study. The short list included 50 names and the long list contained 150 names. These names (e.g., "Allegra Seidner") were created using a random name generator.
1 Visual stimuli consisted of a mobile phone simulation with this list of names displayed on the simulated phone's screen in alphabetical order by first name. Ten names appeared on screen at a time, and the list scrolled downward and upward by pressing arrow keys on the keyboard (see Figure 1) . The enter key was used to select the appropriate menu item. For both the auditory and visual components, if the participant reached the top or bottom of the list, the list did not wrap around. The experiment was built using Macromedia Director MX and Lingo.
Spindex Improves Auditory Menu Acceptance and Navigation 10:9 3.1.3.1 Text-to-Speech. TTS files (.wav) were generated for all of the names using the AT&T Labs Text-To-Speech Demo program with the male voice "Mike-US English." 2 3.1.3.2 Spindex. Spindex cues were also created by the AT&T Labs TTS Demo program. Each spindex cue consisted of only one syllable (except "W," which has three), pronouncing each of the 26 letters that represented the initial letter of the names. Spindex cues used in the address book were presented before each TTS cue, with 250 ms interval between them (similar to spearcons, Walker 2008a, 2008b) . This led to stimuli like, "A. . . Allegra Seidner" or "D. . . Denice Trovato," where the leading "A" was pronounced as the letter name. If a participant pressed and held the up or down arrow key, only the spindex cues were presented, in rapid succession. That is, the initials of the names were generated without interval, in a preemptive manner (e.g., "A. . . A. . . B. . . B. . . C. . . D. . . Denice Trovato").
Design and Procedure.
A split plot design was used in this experiment with one between-subjects variable and three within-subjects variables. The between-subjects variable was visual display type (On and Off). The within-subjects variables included auditory cue type (TTS-only and TTS + spindex), block (1∼4) and list length (Short and Long). The overall goal of the participant was to reach the target name in the address book menu as fast as possible, and press the enter key. There were no practice trials before the experiment blocks. The experiment was composed of four blocks in each condition. One block included 15 trials of different names as targets. All participants experienced the same procedure for each block, regardless of the assigned menu display conditions. The order of appearance of the condition was counterbalanced within and between participants.
After the informed consent procedure, participants were randomly assigned to one of the display type conditions. A simulated mobile phone address book menu was presented that contained items constructed with auditory and visual representations. On each trial, the target name was presented visually on the top of the computer screen. In the visuals-off group, the address book list was not shown in the phone simulator's display, but the target name was still presented visually (see Figure 2) . When the participants first pressed the down arrow key, the timer started. Participants navigated through the menu system to find the assigned target name, and pressed the enter key to indicate selection of the requested target. This procedure was repeated for all 15 names in the block. Participants were then shown a screen that indicated that the next block of 15 trials was ready to start. After four conditions, participants filled out a short questionnaire. An eleven-point Likert-type scale was used for the self-rated levels of appropriateness (appropriate; functionally helpful) and likability (likable; fun; annoying) with regard to auditory cues.
Results of Experiment 1
3.2.1 Objective Performance. Errors in the tasks were very rare, so we focus here on the mean time-to-target analyses. The results are depicted in Figures 3-5. In particular, Figure 3 shows the interaction between list length and auditory cue type. These results were analyzed with a 2 (Visual types) x 2 (Auditory cue types) x 4 (Blocks) x 2 (List types) repeated measures ANOVA. The analysis revealed that participants searched significantly faster in the visuals-on condition than in the visuals-off condition (see Table I for statistics in Experiment 1). Participants in the TTS + spindex condition searched faster than those in the TTS-only condition. Also, the main effect for block was statistically significant, showing a practice effect. In addition, a short list led to significantly shorter search times than a long list. The interaction between list length and auditory cue type was also significant. This interaction term reflects the fact that the spindex is more beneficial in the long list than in the short list. Figure 4 illustrates the learning effect of both auditory cue types. Time to target for the TTS + spindex condition reached the lowest (fastest) point in Block 2. In contrast, the TTS-only condition reached the lowest point in Block 3. This implies that the spindex required less learning than the TTS alone. Paired-samples t-tests for each condition supported this result. In the TTS + spindex condition, the mean time to target of Block 1 and Block 2 were significantly different. The mean time of Block 2 and the remaining blocks showed no difference. However, in the TTS-only condition, the mean time to target of Block 1 and Block 3 were significantly different. Moreover, in Block 4, the mean time numerically increased again though it was not significantly different from Block 3. These data show that learning in the TTS-only condition was relatively slower than in the TTS + spindex condition.
Perceived
Performance. Perceived performance was measured by ratings on Likert scales of "appropriate" and "functionally helpful." Figure 5 depicts the "functionally helpful" rating results, showing that undergraduate students rated the TTS + spindex types more highly than the TTS-only. "Appropriate" scale scores did not produce statistically reliable differences.
Subjective Preference.
We also measured subjective preference including "likable," "fun," and "annoying" using Likert scales. However, for the subjective preference results, there was no statistically significant difference between auditory cue types, on the "likable" scale, on the "fun" scale, or on the "annoying" scale.
Discussion of Experiment 1
In this experiment, undergraduate participants showed better performance in the TTS + spindex condition than in the TTS-only condition. The spindex enhancement effect was larger for longer auditory menus (150 items) than for relatively short menus (50 items). This is due to the fact that even small per-item enhancements lead to important and noticeable improvements in navigation times in long lists. This bodes very well for using spindex cues in extemely long menus, such as those found in MP3 players.
The and visual tabs that serve the same function in visual search as the spindex does in auditory search. Beck and Elkerton [1989] already showed that visual indexes could decrease search time with lists. Thus, we might explain that the spindex is also the successful translation from the visual display into the auditory display.
The benefit of an auditory index (spindex) can be explained by the users' different strategies in the search processes: In the rough navigation stage, users exclude nontargets until they approach the alphabetical area containing the target. This is possible because they already know the framework of alphabetic ordering and letters. Thus, during this process, they do not need the full text of nontarget menu items. It is enough for them to obtain only a little information in order to decide whether they are in the target zone or not. After users perceive that they have reached the target zone (e.g., the "T"s), they then need the detailed information to compare items with the target. Between these processes, the spindex-enhanced auditory menu can contribute significant per-item speedups in the rough search stage, then the TTS phrase still supports detailed item information in the fine search stage.
The fact that participants gave equal or higher scores to the spindex menu on the subjective rating (though only the "functionally helpful" scale showed statistically significant difference) indicated that they did feel that the spindex was helpful in the navigation task. Of course, it is encouraging when objective performance (navigation time) and subjective assessments match. Even the few participants whose search times were not statistically better in the spindex condition said that their strategy for navigation was to hear the initial alphabet sound of the names. This validates the spindex approach, even if in some cases it did not lead to a measurable improvement. At least, it did no harm. It may simply be the case that a reliable improvement from a spindex menu would come at even longer list lengths for these participants; that remains to be determined. It is encouraging that using spindex cues requires little or no learning, which means a low threshold for new users. These advantages can increase the possibility of application of the spindex to real devices for all users.
Nevertheless, the details of adding a spindex need to be refined, in order to minimize annoyance. Thus, we implemented alternative designs such as attenuating the intensity of the spindex cues after the first one, and the use of a spindex cue only when crossing sub-list boundaries (e.g., for the first item starting with B, then the first C, and so on). We report on these, next.
EXPERIMENT 2
With alternatives developed after Experiment 1, we conducted Experiment 2 to examine how newer spindex design alternatives could improve users' subjective satisfaction and reduce annoyance, while showing at least comparable performance.
Method
Participants.
Twenty-six undergraduate students (15 female; mean age = 19.5 years) participated in Experiment 2 for partial credit in psychology courses. All reported normal or corrected-to-normal vision and hearing, signed informed consent forms, and provided demographic details about age and gender. None had participated in Experiment 1.
Apparatus and Equipment.
The apparatus was the same as in Experiment 1.
Stimuli.
The same phone contact list as in Experiment 1 was used. In Experiment 2, we used only the long list condition (150 names) and the visuals-off condition. However, participants could still see the target name on the screen (see Figure 2) . 
Spindex Cues.
The basic spindex cues (used in Experiment 1) were created by generating TTS files for each letter (e.g., "A"), and editing them in Cool Edit Pro 2.0. Each spindex cue (other than "W") consisted of only one syllable, pronouncing one of the 26 English letters.
For Experiment 2, we created three alternative types in addition to the basic spindex: attenuated, decreased, and minimal cues (see Figure 6 ). The attenuated version contained lower amplitude cues that were attenuated by 20 dB from the first menu item in a letter category. For the decreased spindex, the intensity of the spindex cues gradually decreased after the first one. The amplitude of the last item in a category (e.g., the last name starting with "A") was set at −20 dB from the first item. Moving upwards from the last cue of a category, the loudness level of the cues increased +2dB for each menu item. For example, if an alphabet category included seven names, the level of the spindex cues were composed of the first one with original intensity, then the following levels: −10dB, −12dB, −14dB, −16dB, −18dB, and −20dB. For the minimal spindex, we used the spindex cues only when it crossed the category boundaries (e.g., for the first menu item starting with A, then the first item starting with B, and so on).
Design and
Procedure. There were five within-subjects conditions, based on cue type: TTS-only and TTS + spindex, with four types of spindex. The overall goal of the participants was to reach the target name in the contact list menu as fast as possible, and press the enter key.
There were no practice trials before the experiment blocks. Each condition contained two blocks. One block included 15 trials of different names as targets. All participants experienced the same procedure for each block, regardless of the assigned auditory cue conditions. The order of appearance of the spindex conditions was fully counterbalanced; the TTS-only condition was always presented as the last condition (see Discussion).
On each trial, participants could see only the target name on the computer screen (see Figure 2) . Participants navigated through the menu to find the assigned target name and pressed the enter key. This procedure was repeated for all 15 names in a block. After five conditions (two blocks each), participants filled out a short questionnaire. The same eleven-point Likert-type scale as in Experiment 1 was also used for the self-rated levels of perceived performance and subjective preference with regard to auditory cues. Finally, users were asked to provide comments on the study.
Results of Experiment 2
Objective Performance.
The results are depicted in Figures 7-10 . In particular, Figure 7 shows overall mean time to target (i.e., "search time", in ms) for each of the auditory cue types. These results were analyzed with a 5 (Auditory cue type) x 2 (Block) repeated measures ANOVA, which revealed a statistically significant difference between auditory cue types in mean search time (see Table II Experiment 2). Also, Block 2 led to significantly shorter search times than Block 1, reflecting a practice effect. For the multiple comparisons between the auditory cue types, we conducted paired-samples t-tests. Participants searched significantly faster in all of the spindex conditions than in the TTS-only condition.
Perceived
Performance. Perceived performance was measured by ratings on Likert scales of "appropriate" and "functionally helpful." Here, we focus only on the analysis of "functionally helpful" because both showed similar results. Figure 8 contains the "functionally helpful" rating results, showing that users rated the basic, the attenuated, and the decreased spindex types more highly than the minimal spindex type and the TTS-only. Repeated measures ANOVA showed that there was a statistically significant difference between auditory cue types in "functionally helpful" rating values. Paired-samples t-tests showed that participants rated the basic, the attenuated, and the decreased spindex types significantly higher than the TTS-only on the "functionally helpful" scale. Similarly, the rating of the basic, the attenuated, and the decreased spindex type were higher than that of the minimal type. The "appropriate" scale showed similar patterns except two differences from the "functionally Spindex Improves Auditory Menu Acceptance and Navigation 10:17 helpful" scale. In this case, even the decreased type was rated as more appropriate than the basic type. However, there was no difference between the basic type and the TTS-only.
Subjective Preference.
We also measured subjective preference such as "likable," "fun," and "annoying" using Likert scales. Figures 9 and 10 show the results of "likable" and "annoying." These two figures suggest that participants favor the attenuated and the decreased types only. Repeated measures ANOVA showed a statistically significant difference between auditory cue types for the "likable" rating values and "annoying" rating values. Paired-samples t-tests showed that on the "likable" scale ( Figure 9 ) participants rated the attenuated spindex significantly higher than the basic spindex, the minimal spindex, and the TTS-only. Also, participants rated the decreased spindex significantly higher on the "likable" scale than the basic spindex, the minimal spindex, and the TTS-only. Interestingly, the "fun" scale (not shown in a figure) showed only one difference from the "likable" scale. In that case, even the decreased spindex type was preferred over the attenuated type.
The result of paired-samples t-tests of the "annoying" scale ( Figure 10 ) was similar to the "likable" scale except for the minimal spindex type: the attenuated spindex led to significantly lower "annoying" scores than the basic spindex and the TTS-only. Finally, the decreased spindex also reduced the "annoyance" significantly more than the basic spindex and the TTS-only. However, there was no significant difference between the attenuated and the minimal spindex nor between the decreased and the minimal spindex.
In summary, as shown in Figures 7-10 , all types of the spindex enhanced the navigation performance relative to TTS-only. However, in perceived performance, participants felt that the minimal spindex type was not helpful. Despite its actual benefit, in the end, in subjective satisfaction the basic spindex type, which used in Experiment 1, was least preferred.
Discussion of Experiment 2
Experiment 1 showed that adding spindex cues to an auditory menu led to better performance than TTS alone. However, despite the performance benefits, there were some concerns that the particular spindex which we implemented was rated as somewhat annoying. Thus, Experiment 2 investigated whether alternative spindex designs could lead to higher ratings of acceptability, along with equal (or better) performance. This second study compared various speech indexes in terms of objective performance, perceived performance, and subjective preference. The results again showed that all types of spindex led to faster navigation than the TTS-only, even though the TTS-only condition was always at the end of the experiment order so that it might benefit from any learning effects. That is, the last condition for each participant should have a slight advantage due to learning; the fact that the TTS-only condition still fared the worst (although it was always in the final blocks) suggests the spindex enhancements are even more effective. This bodes well for this type of auditory menu enhancement.
In terms of perceived performance of the participants, the results showed some interesting complexities. Not all spindexes are created equally, it seems; at least not in terms of participants' reactions to them. Participants did not feel that the minimal spindex type was functionally helpful for their navigation task (although it actually was; see Figure 7 ). Moreover, in terms of subjective likability and annoyance, participants gave both the basic and the minimal spindex types lower ratings than the others. Overall, participants were positive toward only the attenuated and the decreased types of spindex (again, despite the fact that all spindexes improved performance). Therefore, from these results either the attenuated or the decreased spindex type should be recommended for deployment in a real application. It should also be pointed out that the attenuated spindex design is somewhat simpler to implement, in that only two loudness levels of the cues are required, as compared to several levels required for the decreased spindex.
It may be instructive to discuss these results in terms of the display design guideline issue relating to, "How much is too much?" and "How little is too little?" [Sheridan 2005] . That is, display designers and engineers have to decide not only what to show, but also how to display it [Smallman 2005 ]. This study partially answered that question for this type of auditory interface enhancement. Abstract information was sometimes stronger than naïve realism [Sheridan 2005; Smallman and St. John 2005] , but too much abstract information could also lead to failure: The basic spindex contains too much information, and the minimal type includes too little.
The minimal type was too little for users to recognize its presence, even though it helped them. The reason why participants did not like the minimal design is likely because they might want more contextual information. Ellis [2005] suggested that displays can be more effective when they provide redundancy. In a similar fashion, Burns [2005] pointed out that there needs to be a margin of safety in display design. Even if users overtly obtained enough aid with the minimal type, they seemed to want more continuous, but not intrusive information. Note that on the "annoying" scale, the minimal spindex was higher than the TTS-only.
We can also discuss the success of the attenuated and the decreased spindex designs in a theoretical acoustics framework. Historically, auditory warning designers focused on performance, given the safety implications. It has typically meant that warning sounds are tuned to possess a rapid onset time, high intensity and long duration so that they avoid any masking by environmental noise. This emphasis on performance sometimes led to unacceptable sounds, from the listener's perspective. However, even in auditory warning design, the notion of "better safe than sorry" has given way, because users' first reaction has been to figure out how to turn the "noise" off, rather than addressing the reason the warning was on in the first place. Thus, researchers have attempted to decrease the annoyance of the warning signal [Edworthy et al. 1991; Patterson 1990 ]. Design of the attenuated and the decreased spindex is in the same line as this approach. Consequently, it is evident that addressing both preference and performance is crucial to auditory display success.
EXPERIMENT 3
After several spindex studies with sighted participants, Experiment 3 included visually impaired participants. All end user populations are needed to participate in the universal design process, to confirm whether they respond similarly or differently. While visually impaired people can benefit most from this type of auditory menu enhancement, their later participation in the research was due to the typical difficulty in recruiting large enough samples for statistically reliable results. That is, while visually impaired advisors were actively consulting and contributing throughout the project, it was best to wait to involve a wider group of visually impaired participants until there were some pre-screened conditions for them to evaluate.
Method
Participants.
A total of 17 blind and visually impaired adults participated and received $20 compensation for their participation. In the analysis, data from one 10:20 M. Jeon and B. N. Walker female were excluded because the experimenter had incorrectly operated the experimental device. Therefore, 16 participants' data were analyzed. Seven participants were clients of the Center for the Visually Impaired (CVI) in Atlanta (4 female; mean age 50.86 years, range 32-65 years). Nine participants were workers for the Georgia Industries for the Blind (Griffin Plant) (5 female; mean age 47.56 years, range 28-57 years). This led to a total of seven male and nine female participants (overall mean age 49.20 years, range 28-65 years). Three out of 16 participants were totally blind and 10 participants were legally blind. All were familiar with screen reader software. All participants reported normal hearing and provided demographic details about age, gender, visual impairments, and usage of a desktop computer and a moblie phone. Every participant in this experiment provided signed informed consent, with a sighted impartial reader/ witness.
Apparatus and Equipment.
Stimuli were presented using a laptop computer, running MS Windows. The up, down, and arrow keys were marked with tape to guide participants' fingers. Participants used Sennheiser HD 202 headphones to listen to the auditory stimuli.
Stimuli.
The address book menu from Experiments 1 and 2 was used, with only the long menu (150) and visuals-off condition. For the experiment session, TTS-only and TTS + (basic) spindex cues were used. Then, the attenuated, the decreased, and the minimal spindex cues were demonstrated for further subjective evaluation.
Design and
Procedure. There were two within-subjects variables: cue type (TTSonly and TTS + (basic) spindex) and block (1∼2). As before, the overall goal of the participant was to reach the target name in the contact list menu as fast as possible, and press the enter key. The experiment was composed of two 15-trial blocks in each condition with no practice. All participants experienced the same procedure for each block, regardless of the assigned menu display conditions. The order of appearance of the condition was counterbalanced across participants.
On each trial, the target name was aurally presented by the experimenter. After hearing the target item, participants repeated the name once and they could ask the experimenter to repeat the target name at any time again. Participants were allowed to use either one hand or two hands for navigation and response. Since it was the visuals-off condition, the address book menu was not shown (see Figure 2) . After the two conditions, participants filled out a short questionnaire. The same eleven-point Likert-type scale was used for the self-rated levels of perceived performance (appropriate; functionally helpful) and subjective preference (likable; fun; annoying) with regard to the auditory cues. The experimenter read the questions and recorded answers for all participants. Then, the experimenter demonstrated three alternative designs: the attenuated, the decreased, and the minimal spindex cues. The order of the presentation of alternatives was also counterbalanced across participants. In this demonstration session, participants were not asked to find the target, but asked to just browse the auditory menu until they felt sufficient familiarity with the sounds. Then, they had to choose the best auditory cue type among all five conditions (the TTS-only, the basic, the attenuated, the decreased, and the minimal spindex). Finally, participants provided comments on the study.
Results of Experiment 3
5.2.1 Objective Performance. The results are depicted in Figures 11 and 12 . In particular, Figure 11 shows mean time to target (i.e., "search time," in ms) per block for each of the auditory cue types. These results were analyzed with a 2 (Auditory cue type) x 2 Spindex Improves Auditory Menu Acceptance and Navigation 10:21 Fig. 11 . Learning effect of auditory cue types across blocks in Experiment 3. (Block) repeated measures ANOVA, which revealed statistically significant differences in auditory cue types and in blocks for mean search time (see Table III for statistics in Experiment 3). The TTS + spindex condition led to significantly shorter search times than the TTS-only condition. Also, Block 2 led to significantly shorter search times than Block 1, reflecting a practice effect. "functionally helpful" rating results, showing that users rated the TTS + spindex type more highly than the TTS-only. Paired-samples t-tests showed that participants rated the TTS + spindex type significantly higher than the TTS-only on the "functionally helpful" scale. "Appropriate" scores did not produce statistically reliable differences.
Subjective Preference.
We also measured subjective preference including "likable," "fun," and "annoying" using Likert scales. However, for the subjective preference data, there was no statistically significant difference between auditory cue types, on the "likable" scale, on the "fun" scale, or on the "annoying" scale.
Best Choice.
For the best choice among the five alternatives, there were clear preferences. Eight people found the basic spindex type was the best and six people specified the attenuated spindex type as their most preferred type. Only one person chose the decreased and the minimal condition as the best. No one preferred the TTS alone. This distinction was statistically confirmed by analyzing the frequency of the choice: actual frequencies were significantly different from the case in which all frequencies are equal.
Comments.
Participants' comments reflect their preference for spindex cues. Some participants favored spindex, directly noting, "I liked it. It is useful when looking at any files in alphabetical order,. . . I wish this speech index [were available] in my phone" and "hurry up with creating it on a phone book." One participant accurately pointed out the benefit of spindex, "spindex is better than TTS because [with spindex I] could monitor it better, with TTS I just had to guess and count how far it would go."
We found that many of the visually impaired participants were interested in obtaining more information from the more sophisticated sound designs: "in my phone, it generates TTS, I think it should be louder volume in the upper case and be lower in the lower case," "Liked attenuated sound with volume changes between letters, it helped separate lists," "Liked different cues, depending on the application of the use," and "Liked attenuated the best because it gave more feedback as to where I was on the list." Despite these promising comments, one was concerned about the interval between spindex cue and TTS: "Spindex was nice to hear letters pronounced, but difficult and slow to process letters and names." Further, we could gather some insights about their mobile phones. For example, most participants preferred to have spoken functions on their mobile phone: "I like that my phone reads out number or name of people who are calling instead of just ringing," "I like feedback when hitting the key to make sure I hit the right number," "I like having phone stats (number of bars and how much battery left) read out at the press of one button." Nevertheless, they still need more sound feedback: "On my phone, I have physical dots on the screen [pixels] for numbers, without any auditory cues. Have trouble getting out of menus, get stuck in menus. Need more accessibility to menus."
Discussion of Experiment 3
Overall results from Experiment 3 were quite similar to results from Experiment 1 and Experiment 2. In Experiment 3, visually impaired participants demonstrated better performance in the TTS + spindex condition than in the TTS-only condition. For the perceived performance, visually impaired participants also rated the spindexenhanced menu higher than the TTS-only menu.
However, we found some slightly different patterns on the subjective rating scores. In contrast to Experiment 1, subjective rating scores for both auditory menu conditions were relatively higher in Experiment 3. For example, in Experiment 1 the average score of "appropriate," "functionally helpful," "likable," and "fun" was 5.59 out of 10 for the TTS-only and 6.59 for the TTS + spindex. On the other hand, in Experiment 3, the average score of "appropriate," "functionally helpful," "likable," and "fun" was 7.85 for the TTS-only and 8.60 for the TTS + spindex. On the annoyance scale, visually impaired participants gave lower (less annoying) scores than sighted participants, which meant that visually impaired people favored auditory menus more. In Experiment 1, the "annoyance" score was 4.92 for the TTS-only and 6.24 for the TTS + spindex. In contrast, in Experiment 3, annoyance scores were 1.35 for the TTS-only and 1.88 for the TTS + spindex. These lower annoyance scores reflect that for visually impaired people, auditory displays may be a necessity, more than just an option. Thus, they tend to rate both auditory menus as better or more useful than do sighted people. Also, visually impaired participants are more likely familiar with TTS, and its often mediocre speech quality.
This tendency was revealed again in the comparison between the subjective preference rating scores in Experiment 2 and the best choice results in Experiment 3. In Experiment 2, we did not ask participants to select the best condition, but the rating scores of the "likable" and the "fun" scales showed that they preferred the attenuated and the decreased types. Even on the "fun" scale, the decreased type was significantly preferred over the attenuated type. However, in Experiment 3, visually impaired people preferred the basic and the attenuated types to others. We can infer that for visually impaired people, the clarity of the basic version is more important than the fun of the decreased version. Moreover, because some of visually impaired participants recognize the benefit of the attenuated version, structural benefit and less annoyance, this type can fall into an overlapping preference region between sighted people and people with visual impairments.
CONCLUSION AND FUTURE WORK
The use of mobile devices with smaller or nonexistent screens, and longer and longer menus, is increasing. These devices are being used in more dynamic and mobile contexts, even with the device in a pocket. These devices are much more difficult to use for people with vision loss. Auditory menus, especially when well designed and sophisticated, can make these devices accessible. The present set of experiments assesses 10:24 M. Jeon and B. N. Walker a new type of auditory menu enhancement, the spindex. Further, these studies attempted to optimize design alternatives in order to provide enhanced design guidelines for auditory menus.
The spindex requires relatively minimal programming to be added to an auditory menu; and, it is certainly possible with these small additions to significantly improve both the performance and preference of auditory menus. As auditory menus and all auditory interfaces become more effective and more acceptable, they will lead to more universally accessible systems and devices, which will lead to increased accessibility for users with vision loss. To ensure this momentum continues, parallel considerations of both sighted users and visually impaired users must be encouraged. We hope that this attempt would show that design for disability in applications could also lead to beneficial innovations for users who are not disabled [Glinert and York 2008] .
While the current results stand on their own and inform us about making auditory menus more accessible, one can look forward to the extended results with broader contexts. The spindex could be applied to other systems such as touch screen devices, which have limited tactile feedback, and thus may require more auditory feedback than others. Also, the combination of nonspeech auditory cues (e.g., spindexes and auditory scrollbars) can be further explored. In summary, the contextual enhancement of auditory menus using the spindex can improve subjective impressions, usability, and universal accessibility of the devices and can ultimately provide essential information to a more inclusive range of user populations.
