In Campbell (1982) and Campbell & FOldes (1982) some asymptotic properties of bivariate empirical hazard processes under random censoring are given. Taking the representation of the empirical hazard process for bivariate randomly censored samples in Campbell (1982) as a starting point and restricting attention to strong properties, we obtain a speed of strong convergence for the weighted bivariate empirical hazard processes as well as a speed of strong uniform convergence for bivariate hazard rate estimators. Our approach is based on a local fluctuation inequality for the bivariate empirical hazard process and differs from the martingale methods quite often used in the univariate case.
INTRODUCTION AND NOTATION
Martingale methods provide an elegant and powerful tool to derive strong and weak convergence properties of the empirical hazard process and related processes based on censored random samples; see e.g. Aalen (1978 a,b) , Gill (1980 Gill ( ,1983 and Shorack & Wellner (1986, Chapter 7). Questions concerning speed of almost sure convergence or extension to multivariate censored observations, however, don't seem to be yet considered along these lines. Since the empirical hazard process is composed of an ordinary and compound empirical process, a direct alternative approach might be patterned on well-known properties of these processes.
Of particular importance are the local fluctuation inequalities available for both ordinary multivariate empirical processes (see e.g. Einmahl (1987) ) and compound multivariate empirical processes that are allowed to have random jumps (see Einmahl & Ruymgaart (1986) ). In Section 2 we exploit these inequalities to obtain a local fluctuation inequality for the multivariate empirical hazard process; for notational convenience we will restrict attention to the bivariate case.
Local fluctuation inequalities of this kind typically playa fundamental role in the study of global weak and strong asymptotic properties of the processes involved. In Section 3 we apply this inequality to obtain a speed of strong convergence for the weighted bivariate empirical hazard process; we briefly sketch, moreover, how a speed of strong uniform convergence of bivariate hazard rate estimators may be obtained. In the univariate case the speed of convergence of hazard rate and related estimators can be found in Schafer (1986) , where a related method is used. A classical approach to weak convergence of the empirical hazard process is given in Efron (1967) and Breslow & Crowley (1974) . The initiating paper on this subject is Kaplan & Meier (1958) ; see also Meier (1975) . In the bivariate case some asymptotic properties are obtained in Campbell (1981, 1982) and Campbell & Foldes (1982) . A practical motivation for the study of censoring in the multivariate case is contained in Campbell (1982) . It is convenient to write, for (tl't 2 )
The empirical analogues are (1.8)
with H n (t 1 ,t 2 ), Hin(tl't 2 ) and H 2n (tl't 2 ) defined in the obvious way. Along with the ordinary empirical process 
, (Note that (1.13) is trivially fulfilled in the univariate case.)
We will focus on estimation of the cumulative hazard function defined by
Under the conditions mentioned above the hazard gradient approach of Marshall (1975) applies. Using the path-independence of line integrals (see e.g. Apostol (1957, Theorem 10-37)), Campbell (1982) arrives at the expression (1.15) and its empirical analogue (1.16) Properties of the bivariate empiricial hazard process (1.17) will be studied.
LOCAL FLUCTUATION INEQUALITY
Given any (random) function L : 1R 2~[ -00,00] it is convenient to write
The function
will occur in the exponential probability bound. This function is continuous on [0,00) and 1/J(A) 10 as A i 00. We have, moreover, the useful property
Throughout the remainder part of this paper the numbers A, B, C E (0,00) denote generic constants that are independent of all the relevant parameters, like in particular the sample size n. Furthermore let 
.. 
Hence the right-hand side of (2.22) is of the required order of magnitude.
As a second example let us take j=S; in this case we don't need to restrict the LV. to D n so that we will consider WnS( a,p). Partial integration yields that WnS( a,,B) = 
,V)
Restricting ourselves to WnS (   1 ) (a,,B) we observe that The theorem will now be applied to obtain inequalities for the local behavior of weighted bivariate empirical hazard processes. Under the present conditions it is natural to weight the hazard process by an appropriate function of HI 2' the product of the , marginals of H; we will consider
In most applications the intervals (a,b] over which the local properties are considered, will arise as elements of a partition. In such cases the points a and b will be close together.
A reasonable condition turns out to be THEOREM 2.2: local behavior weighted processes. Let Assumption 1.1 be fulfilled. 
j,k E {1,... ,N} }, and, for N = [4n/K] + 1, consider the subfamily
It is easy to see that 
(K log n)j(2n M). This which is sufficiently small for K sufficiently large.
Along similar lines weak convergence of the weighted bivariate hazard process might be considered. We will, however, rather consider an application of Theorem 2.1 to the estimation of the hazard rate, under suitable smoothness conditions defined by
We restrict this discussion to naive estimators of the form (3.7) where for suitable 7(n) E (0,00) (3.8)
Next let us introduce
It is tactily understood that in the above expressions we take R( We will, moreover, need that (3.12)
'n -10, n 'n / log n -1 00, as n -1 00 .
If in addition to Assumption 1.1 conditions (3.10)-(3.12) are fulfilled there exists K E (0,00) such that • ,
