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Introduction
One idea that is associated with Jerry Hausman is the idea of combining two estimators. For example, Hausman (1978) takes the difference between an efficient estimator and a robust estimator and derives the now famous Hausman test. 1 Another example is Hahn and Hausman (2002) , who examine the difference between a forward and reverse Two Stage Least Squares (TSLS) estimator.
This paper shows how a weighted average of a forward and reverse Jackknife IV estimator (JIVE) yields estimators that are robust against heteroscedasticity and many instruments. These estimators, called HFUL and HLIM were introduced by Hausman et al. (2012) , but without derivation.
Combining consistent estimators is a theme that is associated with Jerry Hausman and, therefore, we present this derivation in this volume. 2 Jackknife IV estimators were proposed by Phillips and Hale (1977) , Blomquist and Dahlberg (1999) , Angrist et al. (1999) , and Ackerberg and Deveraux (2009) . In their paper "The Case Against JIVE," Davidson and MacKinnon (2006) show that JIVE performs poorly compared to LIML, due to the large dispersion of the JIVE. However, Chao et al. (2012) show that Jackknife IV (JIV) is consistent in a heteroscedastic and many instruments framework (unlike LIML). The HLIM and HFUL estimators discussed in this paper have less dispersion than the JIV estimator.
In addition, another result of this paper is that we show how modifying the numerator of the HLIM objective function yields a new estimator. In particular, we replace the numerator of the HLIM objective function with the objective function of so-called JIV1 estimator of Angrist et al. (1999) when forming our new estimator. In the special case that all instruments are dummy variables, this new estimator is the estimator proposed by Bekker and van der Ploeg (2005: BP) . In closing, our recommendation is to use heteroskedasticity robust estimators. In this context, HFUL is particularly attractive because it is robust to many weak instruments and heteroskedasticity. In addition to these properties, it also has finite sample moments. Monte Carlo results supporting these findings are reported in Hausman et al. (2012) .
In the remainder of this paper we provide a setup (in Section 2.1), interpret HFUL as a combination estimator (in Section 2.2), and compare HFUL with other variance ratio type estimators, such as the MM estimator of BP (2005) in Section 2.3.
Deriving a Heteroscedasticity Robust Estimator

The Model and Previous Estimators
The model that we consider is given by
where  is the number of observations,  the number of right-hand side variables, Υ is a matrix of observations on the reduced form, and  is the matrix of reduced form disturbances. For our asymptotic approximations, the elements of Υ will be (implicitly) allowed to depend on , although we suppress dependence of Υ on  for notational convenience. Estimation of  0 will be based on an  ×  matrix,  of instrumental variable observations. We will assume that  1     are nonrandom and that observations (     ) are independent across  and have mean zero, where the   denote the   row (observation) of    is the   element of , and   is the transpose of the
This model allows for Υ to be a linear combination of , i.e. Υ =  for some  ×  matrix . Furthermore, columns of  may be exogenous, with the corresponding column of  being zero. The model also allows for  to approximate the reduced form. For example, let   and Υ  denote the   row (observation) for  and Υrespectively. We could have Υ  =  0 (  ) be an unknown function of a vector   of underlying instruments and   = ( 1 (  )    (  )) 0 for approximating functions   () such as power series or splines, where  = 1  . In this case linear combinations of   may approximate the unknown reduced form, e.g. as in Donald and Newey (2001) .
To describe previous estimators, let  = ( 0 ) −1  0 . The LIML estimator * is given bỹ Fuller (1977) estimator (FULL) is obtained as 
For example, LIML has this form for * = *  FULL for * = * , and 2SLS for * = 0.
We use Fisher consistency to characterize the problem with heteroskedasticity and many instru- 
where   is the   element of the projection matrix  . Thus,
Because of many instruments,
and hence 2SLS is not consistent, even under homoscedasticity, where
(Refer to Bekker (1994) for further details.)
For LIML, with objective function * () given above, we have
−→ 0 and  0   is bounded in probability. Thus, similar to 2SLS, Fuller (1977) for more detailed discussion.
It follows that, for LIML, the Fisher consistency condition is
There are two interesting cases where this condition holds.
A)   does not vary with  : In this case,   =  () so that the term on the left is identically zero.
Thus, homoscedasticity in the coefficient 
When the instruments are dummy variables, sometimes referred to as grouping instruments, this condition is satisfied if all of the columns of  have the same number of ones, i.e. the group sizes are equal. Bekker and van der Ploeg (2005) showed that this condition gives consistency of LIML for grouping instruments. 4
In the general heteroscedastic case where   and    2  are correlated across , the Fisher consistency condition will not be satisfied and so LIML will not be consistent. Furthermore, due to weak instruments the bias may be large even when The lack of consistency of these estimators under many instruments and heteroskedasticity can be attributed to the presence of the  =  terms in the double sums in their first order conditions. One way to make the estimators robust to heteroskedasticity is to remove these terms. A version,  of 2SLS without the  =  terms solves the normal equations
Note that   does not converge to 0 under many instruments because the trace of  =     =  This means that if  and  are approximately of the same order of magnitude, say under a reasonably balanced design (say,  → , for  a constant) then  does not go to zero, as it is approximately of order  (assuming a reasonably balanced design).
Solving for gives
This is the second JIV estimator (JIV2) of Angrist et al. (1999) . Because the normal equations remove the  =  terms, this estimator is Fisher consistent. It was pointed out by Ackerberg and Deveraux (2009) and Chao et al. (2012) that it is consistent under many weak instruments and heteroskedasticity.
Under homoscedasticity and many weak instruments this estimator turns out to not be efficient.
Also, Davidson and MacKinnon (2005) argue that it has inferior small sample properties under homoscedasticity, when compared with LIML. Using the weighted average of forward and reverse JIVE overcomes these problems.
Combining Forward and Reverse JIVE
The heteroskedasticity robust LIML estimator (HLIM) is obtained by dropping  =  terms from the numerator of the LIML objective function,
Similar to JIV, will be consistent under heteroskedasticity because the  =  terms have been removed from the normal equations. Here we will show consistency, asymptotic normality, and consistency of an asymptotic variance estimator.
As is the case with LIML, this estimator is invariant to normalization.
Another normalization, such as imposing that another  is equal to 1 would produce the same estimator, up to the normalization.
Also, computation of this estimator is straightforward. Similarly to LIML, =() is the smallest eigenvalue of (
This HLIM estimator has a similar form to LIML except that the  =  terms have been deleted from the double sums.
It is interesting to note that LIML and HLIM coincide when   is constant. In that case,
so that the LIML objective function equals the HLIM objective function plus a constant. This explains why constant   will lead to LIML being consistent under heteroskedasticity.
By replacing with some other value we can form a k-class version of a jackknife estimator, properties.
An asymptotic variance estimator is useful for constructing large sample confidence intervals and tests. To describe it, let
The variance estimator is
We can interpret the HLIM estimator as a combination of forward and reverse jackknife IV (JIV) estimators. For simplicity, we give this interpretation in the scalar  case.
The forward JIV estimator is
The reverse JIV is obtained as follows. Dividing the structural equation by  0 gives
Applying JIV to this equation to estimate 1 0 and then inverting gives the reverse JIV
Collecting terms in the first-order conditions for HLIM gives
Now, let  0 be the true value of , and define
and, hence, expression (1) implies that
Rewriting the above equation, we obtaiñ
which shows that, at least for  large, can be written as a linear combination of forward and reverse JIV estimators. Moreover, if we were to assume error homoskedasticity, then it can be shown that under many weak instrument asymptotics that for  0 6 = 0,
where   ¡¢ and   ¡  ¢ denote the variances of the (many-weak-instrument) limiting distribution of and of  , respectively, and where, to simplify notations, we have let
It follows that  and are equally efficient, i.e.,   ¡  ¢ =   ¡¢ , if and only if
Now, define  =  *  0 + (12), and we can rewrite (1) as
Note that expression (3) shows that puts equal weight of 12 on both and  when they are equally efficient but puts more weight on when   0 (i.e., when the forward JIV is more efficient) and put more weight on  when   0 (i.e., when the reverse JIV is more efficient). This result is analogous to that of Hahn and Hausman (2002) where under homoscedasticity LIML is shown to be an optimal combination of forward and reverse bias corrected two stage least squares estimators.
Finally, if we replace in (1) above by some other estimator and the coefficient following the minus sign by we obtain a linearized version of this equation that can be solved for to
This estimator will be asymptotically equivalent to the HLIM and the HFUL estimator. 
Comparing Variants of HLIM and HFUL with the MM Estimator of Bekker and van der Ploeg
where  =   −  and   =  ( 11     ). Note that the numerator of (4) is simply the objective function of JIV1, since minimizing   1 () with respect to  leads to the estimator
which is the jackknife IV estimator originally proposed by Phillips and Hale (1977) . See for further discussion.
It is also possible to rewrite the objective function (4) in an alternative form which will be more convenient for the purpose of establishing a correspondence with the results of BP (2005).
To proceed, note first that, by elementary algebraic manipulations, it is easy to show that
Hence, we can rewrite (4) as
so that the estimator which minimizes   () is clearly the same as the one which minimizes
To show that the estimator obtained from (5) specializes to the MM estimator of BP (2005) with dummy-variable instruments and across-group heteroskedasticity, consider the grouped data IV regression model studied in their paper, which takes the form
for  = 1    and  = 1  . Stacking first the observations within each group, we obtain (for
and also let
where    = (1 1  1) 0 is an (  × 1) vector of ones and   is the   column of a  ×  identity matrix. Using these notations, it is easily seen that the IV model studied in BP (2005) can be written in our notations as
where
with the components of these vectors and matrices being as defined above. Moreover, with dummy-variable instruments as considered in BP (2005), we have
  . Hence, in this setting, (5) specializes to the MM objective function given in equation (13) of BP (2005). Namely,
as defined in their paper. Note a slight difference in our notations and that of BP (2005) in that we set
here, whereas
in the notations of BP (2005). Now, given that the numerator of (4) corresponds to the objective function of JIV1, we can show, following arguments similar to that used for proving Theorems 1 and 2 of Hausman et al. (2012) , that the estimator which minimizes   () is consistent and asymptotically normal under many instrument and many weak instrument asymptotics. Indeed, in the special case with dummy instruments and across-group heteroskedasticity, BP (2005) (2005) . Namely, consider
for  = 1   and  = 1    , so that we allow for instruments which are possibly not group indicators. Now, from the previous discussion, it is apparent that the MM estimator can be equivalently obtained by minimizing the alternative objective function
are as defined previously. Now, in large samples, this objective function will be close to
To gain some insight into conditions under which the limiting objective function   () may be minimized at  =  0 , we define   to be the   diagonal element of   and let
Note that, by straightforward calculations, we obtain
where, in the expressions above, we have taken
Now, we can interpret  ( ),  2 ( ), and  ( ) as functions of the discrete random variables (indices)  and , which have joint probability mass distribution (pmf) given by  ( ). Moreover, interpret
as the marginal pmf of  and define
to be the conditional pmf of  given . Furthermore, observe that
Hence, we can rewrite (9) as
from which it follows that  =  0 is a critical point of   () if and only if
holds under a condition that the second moments of {  } are uniformly bounded.
Next, consider the situation where error variance is homoskedastic within-group, but there may be heteroskedasticity across groups, i.e., for each ,  2 ( ) =  2 () and  ( ) =  () so that
Here, by the law of iterated expectations
so that  =  0 is a critical point of   () in this case. This suggests that, in the absence of within-group heteroskedasticity, the MM estimator will be consistent even in situations where the available instruments are not group indicators. On the other hand, suppose that instruments are group indicators as assumed in BP (2005); then,   = 1  for  = 1    ; and it follows that
for  = 1    and for each , so that, trivially,
Note that this is true even with within-group heteroskedasticity. Finally, given the possibility of within-group heteroskedasticity and instruments which are not group indicators; we obtain in
Hence,  =  0 may not be a critical point of   () in more general settings; and it can be shown that, unlike HLIM, the MM estimator will not be consistent when both non-dummy instruments and within-group heteroskedasticity are present, although a generalization of the MM estimator obtained by minimizing (4) will be.
It is also of interest to compare the asymptotic distribution of the MM estimator to that of HLIM in the setting studied by BP (2005), i.e., in the setting with across-group heteroskedasticity (but within-group homoscedasticity) and dummy-variable instruments. Under group asymptotics, it can be shown, following the same argument as that used to prove Theorem 2 of Hausman et al. (2012) , that
and where 
