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Abstract
An increased interest in mobile robots has been seen over the past years. The wide range
of possible applications, from vacuum cleaners to assistant robots, makes such robots an
interesting solution to many everyday problems.
A key requirement for the mass deployment of such robots is to ensure they can safely
navigate around our daily living environments. A robot colliding with or bumping into a
person may be, in some contexts, unacceptable. For example, if a robot working around
elderly people collides with one of them, it may cause serious injuries.
This thesis explores four major components required for eective robot navigation: sensing
the static environment, detection and tracking of moving people, obstacle and people
avoidance with uncertainty measurement, and basic social navigation considerations.
First, to guarantee adherence to basic safety constraints, sensors and algorithms required
to measure the complex structure of our daily living environments are explored. Not only
do the static components of the environment have to be measured, but so do any people
present. A people detection and tracking algorithm, aimed for a crowded environment is
proposed, thus enhancing the robot's perception capabilities. Our daily living environ-
ments present many inherent sources of uncertainty for robots, one of them arising due
to the robot's inability to know people's intentions as they move. To solve this problem,
a motion model that assumes unknown long-term intentions is proposed. This is used in
conjunction with a novel uncertainty aware local planner to create feasible trajectories. In
social situations, the presence of groups of people cannot be neglected when navigating.
To avoid the robot interrupting groups of people, it rst needs to be able to detect such
groups. A group detector is proposed which relies on a set of gaze- and geometric-based
features. Avoiding group disruption is nally incorporated into the navigation algorithm
by means of taking into account the probability of disrupting a group's activities.
The eectiveness of the four dierent components is evaluated using real world and simu-
lated data, demonstrating the benets for mobile robot navigation.
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Chapter 1
Introduction
Robots have successfully been applied to many problems in industrial environments. On
the contrary, in everyday human environments, robots have not seen such wide spread
deployment. Healthcare applications for Mobile Assistive Robots have seen an increased
research interest over the last few years. Due to the demographic shift associated with
an ageing population, a signicant stress on dierent parts of the healthcare system is
expected. Providing assistance in elderly people's daily activities, providing companion-
ship or even assisting nurses are possible real life applications where mobile robots could
be proven benecial. For mobile robots to be introduced into our daily living environ-
ments, several hurdles have to be overcome rst. Some examples are: understanding the
dynamic and possibly complex structure of the environment, segmentation and identica-
tion of dierent objects in the environment, detection and identication of people within
the environment, understanding people's actions, understanding and following basic social
conventions, and so on. Failing to accomplish some of these requirements may end up in
the robot being unable to operate, or creating more problems than the ones trying to be
solved. This is particularly important in healthcare environments such as an elderly care
home or a hospital, where a malfunction could result in injuries to patients or operators.
This thesis explores two aspects of the problem of mobile robot navigation in complex
everyday environments: perception of the environment, and obstacle and people avoidance.
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1.1 Robot Perception
Our everyday environments are composed of complex 3D structures. For example, a stool
could be invisible to some sensors of a robot, or a table only detectable through the table's
legs, leaving the top of the table (the largest part) hidden from a robot. In both these
examples, a robot would incorrectly model the available space for navigation, and could
end up stalling, or even worst, having a collision. Ecient and accurate methods to model
the robot's surrounding are required to operate a Mobile Assistive Robot in our everyday
environments. For the obstacle avoidance task, although a global map could be used,
methods based directly on sensory input are preferred. Instead of using a global map of
the environment, these methods create a local representation of the obstacles surrounding
the robot. A correct representation of the surroundings of the robot is required, capable
of representing complex 3D structures while working with a low computational resources
is required.
In addition to the 3D static structure of the environments, moving obstacles have to be
identied. By detecting and tracking moving obstacles (people) in the environment, the
robot not only knows the current occupied space, but it can infer the space that will be
occupied in the (near) future. As the number of people in the environment increases,
poses several new challenges. For example, long range detection and tracking of people
is required for navigation purposes. Or as the number of people in the environment
increases (like in a crowded situation), it is more dicult to associate a measurement with
the people's models the robot has. Methods that eciently deal the detection and tracking
of people in crowded environments, with capabilities of long range tracking are required.
1.2 Navigation in Everyday Human Environments
For navigation purposes, people in the environment should not be treated as inanimate
obstacles. At the bare minimum, the movement of a person should be taken into account.
This would make planning feasible trajectories of the robot while minimising disturbances
to people's normal activities. Robot's sensors, such as the odometer, laser sensor and
video cameras, have many sources of uncertainty. On top of that, a robot's inability to
infer people's moving intention creates an uncertainty about people's future position. An
eective obstacle avoidance algorithm must account for such uncertainties.
Finally, in an environment where people lead their everyday lives, a robot also needs to
follow a set of social rules. As humans, we are good at understanding a social context
and the associated rules, but for a robot this is a dicult task. One particular social
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aspect is the distinction between a single person and a person interacting in a group.
For example, if people are engaged in a group, despite having enough space to navigate
through, the robot should avoid interrupting the group if possible. For the successful
adoption of Mobile Assistive Robots, the robots are required to understand not only the
static environment around them, but also the dynamics and social constraints of our daily
living environments.
1.3 Contributions
This thesis explores two main areas: environment perception and navigation in real-world
environment. Three technical contributions covering this two areas are proposed; a sum-
mary of these contributions is presented next.
A laser- and cluster-based people tracking method tailored for crowded envi-
ronments.
To achieve robust tracking, two types of features are used: detected legs and raw clus-
ters of laser points. By combining these two types of features, continuous and long-range
tracking is achieved while still managing to lter out noise.
A local planner algorithm explicitly including uncertainties of the environment
and people's unknown moving intentions.
A cost function to evaluate a robot's possible trajectories is developed. This function
requires the probability of the robot colliding with the surrounding environment. A model
to estimate the probability of collision is presented. To handle moving obstacles, a motion
model is further proposed. This last component is developed to account for the uncertainty
of people's moving intentions.
Amethod for identifying and navigating around groups of interacting people.
A set of gaze-based and geometric features together with a classication procedure are
developed to identify people engaged in a group. Using the detected groups, the probability
of interrupting a group is proposed and incorporated into the uncertainty aware obstacle
avoidance algorithm.
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Figure 1.1: Structure of this thesis
1.4 Structure of the thesis
The work presented in this thesis is structured as follows (see Figure 1.1). A review
of the state-of-the-art is described in Chapter 2. After presenting a selected number
of mobile robot systems, a detailed review on the perception and modelling of a robot's
surroundings is presented. Next, work on people detection and tracking is reviewed. Focus
is put on laser-based methods and algorithms explicitly addressing the problem of data
association. Then, dierent obstacle avoidance methods for mobile robots are reviewed.
Methods explicitly incorporating uncertainties and moving obstacles into the planning are
reviewed. Finally, social studies on mobile robots are reviewed with a focus on navigation
applications.
Chapter 3 introduces the basic algorithms and sensor conguration required for eective
navigation in complex everyday environments. One important component is how the
robot's surroundings should be measured and modelled. First, the limitations of laser-
based sensing of the environment are shown. It is also shown that a naive integration
of depth cameras can also result in the environment not being correctly measured. A
conguration using multiple depth cameras for an increased eld of view and a voxel grid
cost map to model the environment are presented. It is shown that this combination
results in an ecient sense and description of the surrounding of the robot for navigation
applications.
In Chapter 4 a system for tracking people in crowded environments is proposed. People
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information for navigation purposes requires a system that operates at a wide eld of
view. To this end, the laser range sensor is used to detect and track people. Although
this sensor provides the desired wide eld of view, it lacks descriptiveness, and associating
measurements with targets is a hard task. The proposed method incorporates the descrip-
tive nature of a leg detector, with the robustness of the raw laser measurement. Results
show that this combination outperforms similar approaches, which make use of only one
type of measurement.
An obstacle avoidance algorithm explicitly incorporating uncertainties about the robot and
environment is explored in Chapters 5 and 6. To this end, the classic Dynamic Window
Approach is extended to include uncertainties on a robot's position, environment sensing
and people's position and motion. For this last component, a motion model assuming
that people could change their moving behaviour is proposed. Next, dierent strategies
for evaluating a trajectory cost are presented and evaluated, and simplications of the
motion model are explored.
Methods for identication, modelling and avoidance of groups of people are presented
in Chapter 7. A method for group identication using spatial features and gaze-based
features is proposed. People's gazes are identied by forcing the `red eye' eect under
infrared light. Using the gaze- and spatial-based features, a linear classier is trained
to identify a pair of people engaged in group. To extend to larger groups a hierarchical
merging method is proposed. Once groups are detected, an ellipse is used to model the
group's shared space. To integrate groups into the previously used navigation method
a probability of intrusion is dened and a Monte Carlo method is used to estimate this
probability.
Final conclusions and possible routes for future work are presented in Chapter 8.
1.5 Publications
Publications related to this thesis are:
 Javier Correa, Stephen McKeague, Jindong Liu, Guang-Zhong Yang. A study of
Socially Acceptable Movement for Assistive Robots Concerning Personal and Group
Workspaces, 7th Hamlyn Symposium on Medical Robotics, 2014.
 Javier Correa, Jindong Liu, Guang-Zhong Yang. Real Time People Tracking in
Crowded Environments with Range Measurements, 5th International Conference on
Social Robotics, 2013.
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 Jindong Liu, Javier Correa, Stephen McKeague, Edward Johns, Charence Wong,
Alexandre Vicente and Guang-Zhong Yang. A Healthcare mobile robot with Natural
Human-robot Interaction, 5th Hamlyn Symposium on Medical Robotics, 2012.
 Charence Wong, Stephen McKeague, Javier Correa, Jindong Liu, Guang-Zhong
Yang. Enhanced Classication of Abnormal Gait Using BSN and Depth, 9th In-
ternational Conference on Wearable and Implantable Body Sensor Networks, 2014.
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Chapter 2
Mobile Assistive Robots
2.1 Introduction
Mobile robots have been the focus of much research attention over the past decades. A
number of dierent systems have been proposed and deployed in a variety of environments.
Early robots include the Stanford Cart[2], initially developed by James L. Adams as an
instrument to study the feasibility of a tele-operated cart for space missions. This robot
was further developed over the next 20 years. Another example is the CMU Rover [3]
developed on the early 80's. The CMU Rover and the latest version of the Stanford Cart
included capabilities to perform visual navigation.
The museum tour guide robot MINERVA [4] was deployed in the Smithsonian Museum
for two weeks in 1998. This robot was an upgraded version of the RHINO robot [5] which
was also used as a museum tour guide. MINERVA was able to create tours, localise
itself in a cluttered environment and perform path and trajectory planning in crowded
environments.
One of the areas in which Mobile Assistive Robots may have a big impact is healthcare;
more specically, problems related to the increasing elderly population and the corre-
sponding burdens placed on the healthcare system. One of the aims of providing robots
for this sector is not to replace nurses or carers, but to maximise the independence of
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Stanford Cart[2] 1980
CMU Rover[3] 1999
MINERVA1 2002
PEARL2
2010
Care-o-Bot3 PR24 2013
RP-Vita5 2014
HRP-26
Figure 2.1: A timeline of some of the mobile robot systems developed over the past
decades. Early robots includes the Stanford Cart (developed between 60' and the 70')
and the CMU Rover (early 80's). MINERVA was used as a museum tour guide. Pearl
was developed as an Assistive Robot for elderly people. Care-O-bot has recently been
developed as an Assistive Robot, with applications for elderly care. PR2 was developed
by Willow Garage as a general usage robot. Finally, the HRP-2 Robot by SHAFT Inc.
was the leader in the preliminary tests of the DARPA Robotics Challenge.
elderly people. This was the goal of Pearl [6]. The main tasks to be performed were to
remind and assist in everyday activities while minimising people's daily annoyances. This
robot was required to be aware of where people were located; thus tracking was introduced
into its design.
Similarly, Care-O-bot [7] is a mobile robot designed to provide assistance for elderly people.
Besides the technical aspects, much eort has been put into its design and user interface.
The robot resembles a butler, with a clean front which interacts with the users, and a
folded robotic arm for serving at the back.
1Image from http://www.cs.cmu.edu/afs/cs/Web/People/minerva/about.html
2Image from https://www.ri.cmu.edu/research_project_detail.html?project_id=347
3Image provided by Fraunhofer IPA in the Care-o-Bot website http://www.care-o-bot.de/en/
care-o-bot-3.html
4Image taken from https://www.willowgarage.com/pages/pr2/overview
5Image from http://www.intouchhealth.com/products-and-services/products/rp-vita-robot/
6Image provided by DARPA at http://www.theroboticschallenge.org/teams/schaft
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Willow Garage's PR2 robot was introduced in 2010 (although an alpha version was devel-
oped by 20087), and although it has been mainly used in research [8], it was recently used
to provide assistance to a quadriplegic person [9]. Providing assistance in a home environ-
ment creates new challenges; for example, the robot has to deal with narrow spaces and
non-trivial manipulation tasks. Even the idea of using this robot for shaving assistance
has been explored [10].
The RP-Vita remote presence robot[11] was launched in 2013 as a newer version of the
RP-7 robot. These robots have been designed to operate in a hospital environment to
provide tele-medicine solutions; a single doctor can monitor multiple patients in dierent
(provably far) hospitals in a single day.
Current research on robot development has turn towards legged robots. As an example,
the HRP-2 robot, developed by SHAFT Inc. was the leader on the trials round of the rst
DARPA Robotics Challenge [12].
Despite the technological advances made in Mobile Assistive Robots, some problems still
need to be resolved before their mass introduction into people's daily lives. One of the
issues is their ability to safely and comfortably navigate within environments. This thesis
explores four specic sub-problems: perception of complex 3D environments; people de-
tection and tracking in crowded environments; navigation under uncertainties; and social
considerations for mobile robot navigation. Previous work carried out within these three
areas is explored in the following sections.
2.2 Environment Perception
Real world environments are composed of complex 3D structures, such as chairs, tables,
desks, etcetera. A common sensor used by mobile robots to measure the environment is the
laser range sensor. This sensor works by emitting a laser beam to measure the distance in
a particular direction. This laser is then rotated and the measurement repeated. Although
this sensor provides very accurate measurements over a wide eld of view, it is restricted
to working in a single planar area. Only measuring the environment on a single plane is
dangerous for mobile robots in real world environment; thus, methods that measure the
robot's entire surroundings are required.
Yuan et al. [13] made use of a Time-Of-Flight (TOF) depth camera to enhance the obstacle
detection capabilities of a mobile robot. The presented robot was equipped with a laser
range nder which provided a wide eld of view, but missed certain obstacles in the
environment. The depth measurement from the TOF camera was then projected on to
7http://www.willowgarage.com/pages/about-us/history
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Author(s) Dimensions Sensor(s)
Yuan et al. [13] Reduced to 2D Laser and ToF camera
Hornung et al. [14] 2D/3D Laser and Stereo Camera
Marder-Eppstein et al. [15] 3D projected to 2D Tilting laser
Maier et al. [16] 3D projected to 2D Depth camera
Table 2.1: Summary of the 3D perception methods.
the laser plane, enhancing the obstacle detection capabilities within the eld of view of
the camera.
To better plan robotic action in cluttered 3D environments, Hornung et al. [14] proposed
using both multiple cost maps and an ecient octree representation of the environment.
These space representations are populated using PR2's dense stereo system. A stack of
2D cost maps were calculated at dierent distances from the oor. This representation
is used to quickly discard areas where no collision could occur. For ner grain collision
detection, the octree representation of the environment was used. An advantage of such
a method is that it allows the robot to perform, for example, docking manoeuvres where
part of the robot may be below a table or a desk.
To navigate the PR2 robot, Marder-Eppstein et al. [15] used an ecient Voxel Grid rep-
resentation of the 3D environment. The 3D grid was lled with data from a tilting laser
range nder. Measurements corresponding to the oor were detected using the RANSAC
algorithm; this avoided creating false obstacles in the Voxel Grid map. Once a cell was
marked as occupied, it stayed occupied until it was explicitly cleared or it fell outside the
local map of the robot. This allows for a short-term persistence of obstacles, even if they
left the eld of view of the sensor. For navigation purposes, the Voxel Grid was projected
into a 2D cost map.
Maier et al. [16] also use the octree representation of the environment to localise and
navigate a humanoid robot using a consumer depth camera. The planning task was carried
out by projecting the occupancy map on to the xy plane (oor plane). A projection method
was selected because planning a full 3D motion for a humanoid robot is computational
intensive, and the authors focused on a real time solution rather than a complete solution.
2.3 People Detection and Tracking
Any navigation strategy concerning moving obstacles and/or people detection and tracking
of such obstacles. Over the years, dierent sensors, detectors and tracking algorithms have
been proposed.
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2.3.1 Laser-based methods
For example, in the work of Belloto et al. [17], two sensors were used to detect people: a
laser range sensor and a colour camera. To track the position and estimate the velocity
of each target, a bank of Unscented Kalman Filters [18] (UKF) were used. Detection
through laser measurement was performed by identifying common, predened patterns
created by legs. This was eciently carried out by checking the geometric structure of the
laser measurement. The colour camera was used to detect faces of people using Haar-like
features [19], and a modied AdaBoost algorithm was used for classication. To associate
a measurement with a target (and its associated lter), the nearest neighbour criterion
was used. This criterion relies on assigning a target with the nearest measurement. The
distance is measured in the observation space rather than in the state space. As stated
by the authors, this criterion works well when the density of targets is not too high.
Similarly, Arras et al. [20] proposed a laser-based leg detector. First, the laser measurement
is divided into connected segments. For each segment, 12 dierent features are extracted
and an AdaBoost algorithm is used for leg classication. The presented detector performed
well in test scenarios, in which high precision and recall were achieved. However, the best
performance was only obtained by training the algorithm on a per-scenario basis and in
non-crowded environments.
A geometric approach to leg detection using a laser range sensor was proposed by Xavier
et al. [21]. First, a method for detecting circles based on the inscribed angle is presented.
Legs are special cases where the radius is expected to be within 10 to 25 ve centimetres.
One of the key problems with a single target, Kalman Filter-based method for multiple
people tracking is related to data association between measurements and targets. Track-
ing algorithms that explicitly consider data association include the Multiple Hypothesis
Tracker lter (MHT) [22] and the Joint Probabilistic Data Association lter (JPDA) (as
used by [23]).
Schulz et al. [23] used a laser-based people detection algorithm in conjunction with a sample
based implementation of the Joint Probabilistic Data Association Filter (S-JPDA). The
main contribution of the study was to present a sample-based solution to the JPDA lter,
showing its application and performance for the task of laser-based people tracking by
a mobile robot. To detect people, a two-step procedure was proposed. First, the local
minimums on the current measurement were found; this was used as a likelihood of where
people may be located. Then, the dierence between consecutive frames was used to
identify points in space that may correspond to moving people. Finally, the likelihood
of people and the detected dierences are combined, highlighting the possible position of
people in the environment. Only moving people can be detected by using the dierences
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Figure 2.2: An illustration of the multi-target tracking problem. At a particular time,
dierent targets are being tracked. Dierent measurements are received, some of which
correspond to real measurements (subject to noise) and also to false positives. To estimate
the state of each target, the measurements have to be assigned to an existing target or
assumed to be generated by some noise process. Additionally, a multi-target tracking
algorithm has to deal with miss-detection of existing targets.
between the laser measurements in the detection loop. This approach is later extended to
account for multiple sensors [24].
Bennewitz et al. [25] also used a laser range sensor to detect and track people in the
environment, while using a Hidden Markov Model to identify common motion patterns.
People are detected by identifying local minima on the laser range sensor's measurements.
The tracking is carried out through the JPDA multi-target tracker. This method manages
to learn a varying number of motion patterns for a particular environment. The authors
also showed learned motion patterns decreases the total time required to nd a person in
a search task.
Luber et al. [26] used an MHT lter for tracking people combined with the Social Forces
model [27]. The Social Forces model is motion model based on force elds that trying to
emulate natural human behaviour. This motion model takes into account each person's
goal, the interaction between people, and the interaction between each person and the
environment. The main advantage of using the Social Forces model, is reduction of data
association errors that occur when using the MHT lter.
An extension to the MHT lter was proposed by Mucientes et al. [28], where not only is
an individual tracked, but so are clusters of people moving together. This is an interesting
problem formulation, as in social contexts, people usually arrange themselves in groups.
By identifying and tracking groups and people, the robustness of the tracking algorithm
is increased. This is achieved, again, by decreasing the data association error occurring
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internally in the MHT lter.
2.3.2 Visual-based methods
As visual-based people detection improves [29, 30, 31], more visual based method of people
tracking have been explored.
Ess et al. [32] proposed a method that both estimates visual odometry and tracks people
using colour images. A probabilistic model combined visual people detections, depth
perception and previous estimation was dened. Tracking was initialised using the best
subset of measurements by scoring them with a likelihood function and solving a quadratic
binary problem. This approach does not rely on the rst-order Markov assumption and
can cope with large gaps in trajectories.
Mitzel et al. [33] made use of two dierent tracking algorithms to deal with misdetections
in the visual detection module. The rst algorithm does local single-target tracking based
on Level-Set (LS) segmentation [34]. For global tracking, a modied MHT was used to
handle data association, occlusions, and local tracking initialisations and destructions.
The combination of both approaches manages to achieve global people tracking while
eciently dealing with any poor results the people detection module might yield.
Mitzel and Leibe [35] similarly used the Iterative Closest Point (ICP) to deal with frame
to frame misdetections. First, a stereo 3D reconstruction was used to create a depth
measurement of the environment. Then, a visual people detector was used to initialise
targets. A person's point cloud was segmented from the stereo reconstruction. Finally,
the ICP algorithm was used to match the point cloud of each person at two consecutive
moments of time. The movement in between frames was estimated and used to keep
ne-grained tracking of people in the environment.
Andriluka et al. [36] proposed an image-based tracking method that works not only by
tracking people's positions, but also their limb poses. Prior knowledge about the walking
cycle and temporal consistency were modelled using the hierarchical Gaussian Process
Latent Variable Model [37]. Instead of tracking for long periods of time, the authors
proposed an approach that would merge tracklets. In this method, short overlapping
tracklets are generated and merged to create larger tracks.
Zhao et al. [38] proposed a method for segmentation and for tracking people in crowded
environments using a static camera. Using a static camera simplies detection, as the
background can detected and removed. To handle occlusion in the image space a Bayesian
approach was proposed. Tracking was performed in the image space, avoiding the use of
camera parameters for the conversion between 2D and 3D data. Inference was performed
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using a data-driven Markov chain Monte Carlo method. As presented, the method works
for batch processing only.
Energy-based optimisation methods have also been explored for the purpose of tracking
multiple people. Andriyenko et al. [39] proposed a discrete-continuous energy optimisation
to handle data association and trajectory estimation. An alternation between discrete
optimisation for labels assignment and continuous optimisation for trajectory estimation
was performed. A regularisation term was added to ensure long persistent tracks, to
account for the physical limitations on people's movements, to avoid overgrowing the
number of tracks, and to discard mutually competing tracks. As presented, the method
works on batch data only.
Yang et al. [40] proposed an online energy minimisation approach using Conditional Ran-
dom Fields (CRF) [41]. Initially, tracklets were created using a low-level association pro-
cedure. These associations were carried out between consecutive frames only. To extend
to larger tracks, a CRF was built where each node represents a possible tracklet associ-
ation, and the edges correspond to the correlation between two associations. The energy
function was dened over the CRF, taking into account position, velocity and appearance
of the targets. Finally, as the formulation of the algorithm cannot be optimally solved, a
polynomial time approximation was presented.
Besides using colour cameras, the recent introduction of consumer depth cameras has
allowed to perform people detection and tracking using dense depth information.
A people detector [42] and tracker [43] was proposed by Luber et al. and Spinello et al. The
detection [42] was carried out by two means: the Histogram of Orientated Depths (HOD)
for depth people detection; and the Histogram of Orientated Gradients (HOG) [44] for
detection in an intensity image. For people detection, HOG is applied at dierent scales.
By using depth information, the number of scale searches is reduced, and by using integral
tensors (a similar concept to integral images), quick calculations are achieved. On the
other hand, a MHT tracker was used for tracking [43] and, an online appearance learning
of each person was used to increase the robustness of the algorithm. The appearance
learning was carried out by and online boosting algorithms, where dierent features from
the colour and depth images are taken. The likelihood function used by the MHT algorithm
was enhanced to use the appearance classier, and when a matching measurement was
found, the corresponding appearance classier was updated accordingly.
Munaro at al. [45] used depth information to better segment candidates for the people
detector module. In order to achieve this, rst, the point cloud generated by a depth
camera was segmented and certain anatomical constraints were enforced. This procedure
quite accurately segments possible people candidates. Next, the segmented candidates
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were used to create a bounding box in the image space and calculate the HOG features
used by the people detection module. Tracking is carried out by a bank of Kalman lters,
and to simplify the data association problem, a likelihood function with three components
was proposed: score from the detector module, colour histogram score, and a motion score.
2.3.3 Other sensors
Other sensors have also been used for tracking people. For example, Kanda et al. [46], an
ad hoc solution was presented that allowed the robot to work in crowded environments.
RFID tags and a special oor sensor were used to detect and identify people near the
robot. Such a method can easily deal with clutter, occlusions and person identication,
and accurately direct the attention of the robot to the correct person. However, the
mobility of the robot was limited to a few square metres.
Another example was the attention tracker presented by Lang et al. [47]. This solution
made use of a laser leg detection, visual face detection, and sound to identify and focus
the robot's attention to the person who is interacting with it.
A common problem in robotics is the Simultaneous Localisation and Mapping (SLAM)
problem. This problem can be extended to tracking moving obstacles in the environment,
resulting in the so-called SLAM and Moving Obstacle Tracking (SLAMMOT) problem.
Wang et al. [48] proposed a solution to this problem that resulted in an increased accuracy
within the map-making process, as moving obstacles were taking out of the static map of
the environment.
2.3.4 Multi-target tracking using the Probability Hypothesis Density lter
In the broader eld of multi-target tracking, the Probability Hypothesis Density (PHD)
lter [49, 50, 51, 52, 53, 54] has been recently proposed. The PHD lter is an approximated
solution to the full multi-target Bayesian lter using Random Finite Sets (RFS) theory.
This approach bypasses the problem of data association, by not tracking the state of each
target in the environment, but tracking the density of the targets instead. The PHD
lter is an active area of research and various extensions, such as incorporating multiple
sensors [55] or unknown clutter noise ratio [56], have been recently proposed. For tracking
people based on a laser range sensor, this is an interesting approach, as the data from this
sensor is not as informative as information from colour or depth cameras.
So far, several implementations of the PHD lter have been proposed. Solutions based
on Monte Carlo methods [50, 53, 57, 54] and a closed-form solution assuming a linear
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Author(s) Summary
Arras et al. [20] Geometric features classied using the AdaBoost algorithm.
Xavier et al. [21] Geometric features to describe circles.
Schulz et al. [23] Detection based on consecutive dierences and local minima in
the laser measurement. Tracking using the JPDA lter.
Bennewitz et al. [25] Detection based on local minima in the laser measurement.
Tracking using the JPDA lter with HMM for modelling people's
motion
Luber et al. [26] MHT tracker and social forces for modelling people's motions
Mucientes et al. [28] MHT tracker enhanced for group tracking
Table 2.2: Summary of laser-based methods for people tracking.
Gaussian mixture model (GM-PHD) [52, 58] have been proposed. As the PHD lter is
more recent than other multi-target tracking algorithms, only a few applications exist in
robotics. As an example, an interesting use of PHD lters in robotics is FISST-SLAM [59].
Kalyan et al. [59] tackle the SLAM problem by applying Monte Carlo solution to the PHD
lter. Another application of PHD ltering in robotics is the visual odometry estimation
with a single camera [60].
A vision-based tracker using an RFS method was used by Hoseinnezhad et al. [61]. The
multi-Bernoulli lter (an alternative solution to Bayesian multi-target tracking that uses
RFS) was used to track targets in football images sequences without requiring a detector
module. To this end, a pre-trained likelihood function, based on Hue-Saturation-Value
(HSV) colour space histogram was proposed.
2.4 Navigation and Obstacle Avoidance
Navigation in mobile robots can be conceptually divided into two main areas: global
planning and local planning.
Global planning deals with nding the path between two, possibly distant, places in the
environment. On the other hand, local planning nds that the trajectory the robot has to
execute next in order to follow the global plan, while also avoiding obstacles and hazardous
situations.
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Author(s) Type Summary
Ess et al. [32] Single Image Visual odometry with people detection
and tracking facilities.
Mitzel et al. 2010 [33] Single Image LS local tracker and MHT for global
tracking.
Mitzel et al. 2011 [35] Stereo Images ICP for local tracker and MHT for global
tracking.
Andriluka et al. [36] Single Image Pose estimation and short-term track-
ing (tracklets). Long-term tracking is
achieved by merging tracklets.
Zhao et al. [38] Single Image Detection based on background subtrac-
tion. Tracking by a Markov Chain
Monte Carlo method.
Andriyenko et al. [39] Single Image Discrete-continuous optimisation strat-
egy.
Yang et al. [40] Single Image CRF approach to merging tracklets.
Luber et al. [43] Depth & Colour
Images
MHT-based tracking using HOG and
HOD features for detection.
Munaro at al. [45] Depth & Colour
Images
Segmentation on depth and HOG in in-
tensity. Bank of Kalman lters.
Hoseinnezhad et al. [61] Colour Images No explicit detection. Multi-target
tracking based on RFS using a likelihood
based on HSV colour decomposition of
the players.
Table 2.3: Summary of vision-based method for people tracking.
Author(s) Summary
Belloto et al. [17] Predened leg patterns detected from the laser measurements and
face detection using the colour camera. Tracking is carried out by
a bank of Kalman lters.
Kanda et al. [46] Custom pressure sensor for people detection and RFID for people
identication
Lang et al. [47] Laser for leg detection, camera for face detection and microphones
for sound localisation
Table 2.4: Summary of methods using other types sensors.
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2.4.1 Global Planning
Deterministic Algorithms
A common approach to global planning is based on graph search. First, a graph repre-
senting the environment is constructed, where nodes are locations in the environment and
edges are connections between dierent locations. The standard algorithms to nd a path
in a graph are the Dijkstra and the A algorithms. The main dierence between these
two algorithms is that while Dijkstra uses a depth-rst search strategy, the A requires a
heuristic function to perform a best-rst search strategy. This allows the A algorithm to
be more ecient, especially for large graphs. A heuristic function h(x) is an approxima-
tion of the real cost required to reach the destination node from the x node. A heuristic
function is admissible if it never overestimates the real cost. If an admissible heuristic is
used, the A algorithm is guaranteed to nd an optimal solution.
Some extensions to the A algorithm have been proposed to deal with re-planning and
eciency for large scale real-world planning. For example, Likhachev et al. proposed
ARA [62], an extension to the A algorithm, where a weighted heuristic is used. It is
shown that, by using a weighted heuristic h0(x) = h(x), with   1, the cost of the
resulting solution is bounded (with equality for  = 1). The main idea behind ARA is to
start planning with a large  value, which yields a fast, but possible non-optimal solution.
If there is still computational time available, decrease the value of  and plan again. ARA
reuses previous planning data, not necessarily requiring an exploration of the entire space
at every replanning stage.
Due to the physical constraints of the robot, a path found in the graph previously de-
scribed may be impossible to follow. To correct this, a lattice-based graph is proposed by
Likhachev and Ferguson [63]. A lattice is a regular graph where each node corresponds
to a pose of the robot in the environment (a pose is composed of a position and rotation
Figure 2.3: Illustration showing a global path and a local trajectory for a given goal
position in the map. The global path is represented via a dash blue line, while the local
trajectory is shown via a dotted red line. While the global path connects two distant
places on the map, the local trajectory takes into account the robot's dynamic constraints
and plans the robot's movement along the global path.
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component) and each edge is a valid precomputed control command that the robot can
execute. The command templates are precomputed [64] to achieve real time performance.
Safe Interval Path Planning (SIPP) [65] introduced safe intervals and used them to model
nodes on the graph. A safe interval is a state-time modelling of the environment, cor-
responding to a conguration of the robot, together with a time period in which the
associated conguration is not being blocked by some obstacle. Edges were dened as in
between nodes that are physically connected while also being close in terms of time. A
waiting action is also included to account for situations where the robot has to wait for
a node to be freed before continuing its trajectory. A modied A algorithm is used for
planning, as the time taken to reach a node has to be recorded. If the current and future
positions of the moving obstacles are fully known, using safe intervals and the modied
A yield optimal solutions in the presence of moving obstacles. An any-time version of
this algorithm was introduced by Narayanan et al. [66].
Methods of creating the graph based on evidence from people's motion have also been
explored. Yuan et al. [67] created a graph of the environment by analysing how people
move within the environment. In this study, the robot was given a tour of the environment
in which it was expected to operate. The robot was able to detect, track and follow the
guide. A graph of common paths followed by people was then created. The A algorithm
was used to nd the path between two positions in the graph. The resulting plan was able
to recreate the paths previously performed by the guide. This was particularly interesting
when, for example, the guide avoided an obstacle the robot was unable to detect, such as
a table or a chair.
Muller et al. [68] proposed a navigation method based on following people in the envi-
ronment. In order to create human-like paths, the robot actively chose a person who was
moving towards the robot's nal goal position and followed him as he moved towards this
goal. If there were no people in the environment, or nobody was moving towards the
goal, the A algorithm was used. In this case, the people who were rst detected in the
environment were classied as either potential leaders or as obstacles. A potential leader
was dened as someone who was moving close to the path found by the A algorithm
and in the same direction. In a populated environment, the robot managed to move with
people, exhibiting behaviour that was more human-like.
Planning with Uncertainties
Other approaches that do not rely on the A algorithm have been proposed. For example,
to generate plans while taking uncertainties into account, Roy et al. [69] used a Partially
Observable Markov Decision Process (POMDP) to model the task of searching a person
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in an unknown environment. A POMDP is a probabilistic model that incorporates the
uncertainty of both, the robot's movements (evolution of the system), and the measure-
ments (or emissions of the system). As solving a POMDP is a PSPACE -complete problem
(a family of problems that are hard to solve), an approximated solution by using the ex-
ponential family principal component analysis was proposed. This approach reduced the
dimensionality of the problem simplifying the search space and reducing the required time
for computation.
To handle complex and possible innitely large graphs, Probabilistic Road Maps (PRMs) [70]
and Rapidly-exploring Random Trees (RRTs) have been proposed [71]. PRMs work in
two steps: rst, the graph is constructed by randomly exploring the space and connect-
ing nodes only if a feasible command connects them. The planning is performed in the
conguration space (or C-space) of the robot. Once the graph is created, a query can be
executed by rst connecting the initial and goal position to an existing node on the graph.
Then, a graph search method is used to nd the path between these two nodes. RRTs also
work by randomly exploring the space, but instead of creating a fully connected graph,
a tree structure is used instead. Once the goal node is reached, a simple parent lookup
is performed to generate the solution path. The RRT and PRM algorithms have been
further extended to their optimal counterparts (RRT and PRM), where convergence to
the optimal solutions is guaranteed [72].
A chance-constrained optimisation approach to optimal path planning was presented by
Blackmore et al. [73]. Instead of using grid-based maps, the authors modelled the envi-
ronment using a series of convex obstacles (non-convex obstacles were modelled as a union
of two or more convex obstacles). They solved the path-planning problem by using highly
optimised commercial software for chance-constraint optimisation.
Fulgenzi et al. [74] proposed using Gaussian Processes to model people's motion, while
using the RRT algorithm to nd feasible plans. Similarly, Aoude et al. [75] used Chance
Constrained RRT (CC-RRT) [76] for planning and Gaussian Processes to model people's
motion patterns. Following Blackmore et al., obstacles in this study were modelled as
series of linear convex constraints. From the learnt Gaussian Processes of people's mo-
tions, samples were then extracted. The CC-RRT algorithm was used to search feasible
trajectories while avoiding dened obstacles and the path of sampled moving obstacles.
Machine Learning approaches have also been applied to mobile robot navigation problem.
Henry et al. [77] used an Inverse Reinforcement Learning algorithm to learn human-like
motions in a crowded environment. Inverse Reinforcement Learning requires full observ-
ability of the features to make a prediction. This is not the case in the navigation problem,
as the robot is not fully aware of the position, velocity and density of people in the entire
environment. For example occlusion and the limited eld of view of the sensors on the
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Author(s) or
Method
Summary
ARA [62] Any time version of the A algorithm. Starts by using a non-
optimal solution, and as time allows, improves the resulting
path.
SIPP [65] and
Anytime-SIPP [66]
Safe-intervals are used to model the spatio-temporal structure
of the environment.
Yuan et al. [67] By detecting and tracking people's movement in the environ-
ment, a graph containing these paths is created. A is used to
plan the robot's path within the people's path graph.
Muller et al. [68] Detects and follows people moving in the desired direction of
movement.
Roy et al. [69] POMDP approach to model the problem of navigation under
uncertainties.
PRM and RRT (and
their optimal counter-
parts) [71, 72]
Fast randomised exploration of the environment.
Henry et al. [77] Machine Learning approach to learn how people move in
crowded environments.
Blackmore et al. [73] Convex optimisation approach to navigation. Optimised com-
mercial software used for solving.
Fulgenzi et al. [75] People's motion are modelled using Gaussian Processes and
RRT is used for planning.
Aoude et al. [75] People's motion are modelled using Gaussian Processes and
CC-RRT is used for planning.
Table 2.5: Summary of global planning methods.
robot do not allow for full observability of the environment. To estimate the missing fea-
tures, Gaussian Process regression [78] was used. By using this combination, the described
method managed to recreate human-like behaviour while navigating a simulated crowded
environment.
2.4.2 Local Planning
After a global plan has been generated, a local planner controls the movement of the robot
between its actual pose to its next pose within the global path.
Classical methods for obstacle avoidance are eld-based methods, Vector Field Histogram,
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Nearest Diagrams, Velocity Obstacles, and the Dynamic Window Approach.
Field-based methods were rst introduced by Khatib [79]. Khatib dened the potential
energy of a system incorporating the robot and static obstacles around it. Then, the total
force applied to the robot can be estimated by taking the gradient of the potential eld.
Vector Field Histogram (VFH) [80] uses a histogram of obstacles in the environment to
select a valid command for the robot. First, a polar histogram is constructed with the
obstacles around the robot. The construction procedure is designed such as obstacles that
are close have a higher weight, while obstacles that are far have a lower weight. The
target heading and velocity are calculated by identifying peaks and valleys in the polar
histogram. This approach was even extended with a lookahead procedure to decrease the
occurrences of local minima in local planning [81].
The Nearest Diagram (ND) algorithm was introduced by Minguez et al. [82]; this algorithm
identied dierent situations and proposed dierent navigation strategies for each situation
.
To explicitly plan in the presence of moving obstacles, Velocity Obstacles (VOs) [83] were
introduced. A VO is a region in the C-space of the robot, where a collision would eventually
occur. To identify these areas, the current positions and velocities of the robot and moving
obstacles are used. Safe navigation is achieved by selecting commands that move the robot
closer to a goal position, while avoiding any detected VOs in the C space of the robot.
VOs were used by Gal et al. [84] with an improved time horizon search to guarantee that
the robot avoids a collision or stops before a collision occurs.
A popular approach for obstacle avoidance is the Dynamic Window Approach (DWA),
initially proposed by Fox et al. [85]. The DWA algorithm optimises a cost function by
discretising the control space and evaluating only those controls that are reachable given
the current state of the robot. For each control being evaluated, the expected robot
trajectory is estimated for a short period to detect possible collision. For increased safety,
braking trajectories are simulated. A braking trajectory is a trajectory where the nal
position has the robot in a resting state. Ensuring the robot can brake before colliding
further guarantees the safety of the robot for a particular control command. Dierent
cost functions have been explored and their behaviour analysed. By using a Navigation
Function (NF), global optimal paths can be achieved [86, 87, 1, 88, 89]. To handle moving
obstacles, Sedjer et al. [90, 91] used the expected path of moving obstacles to further
validate collision-free paths.
A DWA-based approach was used by Gerkey et al. [92] as the local navigation algorithm
in unstructured terrains. They proposed a goal function that accounted for distance to
obstacles, distance to the local goal, distance to the current global path, and the current
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velocity of the robot. This is the default local planner implemented in the Robot Operating
System (ROS).
The Elastic Bands method proposed by Quilan et al. [93] works by creating bubbles in
the C space of the robot, such that the entire global plan is covered by bubbles. If an
unexpected obstacle appears in the environment, the path can be quickly modied as long
as it remains within the previously computed bubbles.
More recent approaches to local planning try to guarantee some notion of safety, account
for moving obstacles in the environment, uncertainties inherent to the robot or to the
environments, or a combination of these factors.
To guarantee the safety of the robot, Fraichard et al. [94] introduced Inevitable Collision
States (ICSs). ICSs are dened as states in the C space in which the robot cannot avoid
a collision. A trajectory that never enters an ICS is guaranteed to be collision-free. When
dealing with moving obstacles, characterisation of ICSs requires a complete knowledge
of the behaviour of moving obstacles. However, this constraint is hardly applicable to
real environments. One extension dealing with uncertain behaviour of obstacles is the
Braking Inevitable Collision States (ICSbs) [95]. ICSbs extend standard ICSs by including
the uncertainty regarding the environment (i.e. the limited eld of view of sensors) and
the dynamics of moving obstacles. As collision-free trajectories cannot be guaranteed, a
dierent notion of safety is implemented: if a collision occurs, the robot will be in a resting
state prior to the collision.
Based on ideas from ICSs, Probability Collision States (PCSs) [96, 97, 98] were proposed.
In this method, when evaluating a candidate trajectory, the probability of a collision was
used to evaluate its cost. To select the next command that must be executed, braking tra-
jectories were sampled. Also, the expected behaviour of other agents in the environment
was simulated and their probability of collision incorporated into the cost of the trajecto-
ries. The idea is to avoid moving the robot to a position where the robot forces an agent
into a collision. To better analyse the eect robot has on the environment, the probability
of collision in the unexplored future was also estimated. This allowed the algorithm to
reason not only over each trajectory's period, but also for the future of the environment.
Du Toit et al. [99, 100] presented a navigation approach where the uncertainty of the robot
and the obstacle's position are explicitly taken into account. A closed-form approxima-
tion of the probability of collision was proposed. This allowed ecient modelling of the
probability of collision within a given trajectory. A chance constraint optimisation and a
Receding Horizon Control scheme were then used to nd the most suitable trajectory for
the robot to follow. Their approach places a threshold on the probability of collision in
order to control safety.
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Extensions that allow eld-based methods to handle moving obstacles and uncertainties
have also been explored. A method based on electromagnetic forces was presented by
Iranji et al. [101] to account for moving obstacles. The robot and the obstacles in the
environment were modelled as electrical charges with the same (e.g. positive) sign, and
the opposite sign was assigned to goal positions. Moving obstacles were treated as entities
having an extra magnetic eld. The Maxwell Field Equation allowed an estimation of the
magnitude and direction of the force applied to the robot. Based on the applied force to
the robot, the control that needed to be executed was estimated.
Another eld-based method was presented by Zeng et al. [102]; in this method the un-
known people's motions were explicitly incorporated into a eld-based method. Their
proposed method uses force elds to drive the robot towards the goal, while avoiding un-
predicted changes in the direction of movement of moving obstacles. However, only motion
uncertainty was accounted for and sensory noise was not introduced into the approach.
A dierent method for obstacle avoidance was presented by Tychonievich et al. [103],
in which collision detection was converted into a root-nding problem. To begin with,
the robot's evolution and environment constraints were modelled as functions to be later
approximated by Chebyshev polynomials. Then an RRT over a short period is used to
nd feasible manoeuvres that avoid collision with the environment.
2.5 Social Constraints
2.5.1 Socially Aware Navigation
Scandolo et al. [104] and Svenstrup et al. [105] dene a cost function based on social
behaviour and use a RRT to nd a path of minimal cost towards the goal. The social
costs presented (as a potential eld [105] or cost map [104]) not only consider the position of
a person, but also his or her direction of attention and velocity. Scandolo et al.'s approach
can also account for the interaction a person has with an object of the environment, such
as watching TV or talking to another person.
Trautman et al. [106] describe the Freezing Robot Problem (FRP) in a dense crowded
environment. FRP happens when the planning algorithm fails to nd a path because
the crowd is too dense. FRP occurs because the predictive motion model of the people
fails to account for interaction between people and the robot. By introducing Interaction
Gaussian Processes (IGP), the people's motions and the interaction between them and the
robot are modelled. When using IGP, nding a trajectory becomes a problem of nding
the maximum a posteriori path that complies with to the observed people's trajectories
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Author or Method Summary
Khatib [79] Potential eld that pulls the robot towards the goal and away
from obstacles.
VFH [80, 81] Models the nearby environment as a weighted histogram of
obstacles and uses it to nd the best direction of movement.
ND [82] Situation-based navigation algorithm.
VO [83, 84] Models moving obstacles as Velocity Obstacles and creates
plans that do not intersect with such objects.
DWA [85, 86] Minimise a navigation cost function by discretising the con-
trol space.
Elastic Bands [93] Models C-space around the global plan with bubbles allowing
swift plan adaptation when changes in the environment are
detected.
ICS [94] States of the robot that guarantee collision-free paths. Full
knowledge of the state of the environment is required.
ICSb [95] Similar to ICSs, but can handle unknown motion patterns
(bounded) and limited eld of view of the robot.
PCS [96, 97, 98] Navigates with a minimised a cost function, which incorpo-
rates the probability of the robot colliding with the environ-
ment.
Du Toit et al. [99, 100] Chance Constraint Optimisation (global planning) and Re-
ceding Horizon Control are used to generate trajectories for
the robot by taking uncertainties into account.
Iranji et al. [101] A navigation method based on Maxwell's equations for elec-
tromagnetism.
Zeng et al. [102] Field-based method incorporating unknown changes in peo-
ple's motions of people.
Tychonievich et al. [103] Collision detection posed as a root-nding problem and ap-
proximate involved functions with Chebyshev polynomials
for ecient evaluations.
Table 2.6: Summary of local planning methods.
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Figure 2.4: Two examples of social situations a robot could face in a hospital environ-
ment. On the left-hand side, one person is assisting a patient getting up from bed. The
robot should understand this relation between the two people incorporate this information
into the navigation task. On the right-hand side image, a situation where the robot has
to avoid the moving people present in the environment. In both cases, the navigation task
should be carried out in such a way that it minimises disturbances to people and patients
in the environment.
and the IGP model.
Althaus et al. [107] investigated the behaviour a robot must adopt when participating
in a group activity. The authors designed a control scheme with several components:
approaching a group, maintaining group formation, and leaving a group.
A navigation strategy accounting for people's personal space and basic group information
was presented by Rios-Martinez et al. [108]. The proposed approach denes a discomfort
model based on the person's personal space, information process space, and group inter-
action space. To nd the command for the robot, the authors used the Cognitive-based
Adaptive Optimisation (CAO) algorithm. CAO is a stochastic optimisation algorithm
that is useful when the function to be optimised is not analytically expressible. The au-
thors took advantage of the CAO modelling facilities to create a discomfort model which
is intuitive but not analytically expressible.
To generate comfortable trajectories for a mobile robot, Gulati et al. [109] proposed a
spline-based method. To avoid a subjective denition of comfortable trajectories, the au-
thors used the length (in time), acceleration, and `jerk' (derivative of the acceleration)
of a trajectory to dene a measure of (dis)comfortability. Finding a comfortable trajec-
tory then becomes a minimisation problem, where the border condition includes both the
starting and the goal position.
A global planner using three social constraints was presented by Sisbot et al. [110]. The
rst social constraint is the safety criterion, which relates to maintaining a safe distance
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between the robot and a person. The second is the visibility criterion, which tries to keep
the robot in the eld of view of a person. This is justied, as humans (in general) feel
more comfortable when the robot is within sight. This eect should decrease as the robot
moves away from the person. Finally, when the robot is outside the eld of view of a
person, it should try to avoid surprising a person. To this end, hidden zones are penalised.
Hidden zones are the areas behind obstacles that are blocked from the eld of view of a
person. An A planner is used to nd a path that minimises the dened social costs.
2.5.2 Studies on Social Acceptability
Several studies have been carried out to understand how people and robots should interact.
For example, Joose et al. [111] proposed a set of measures to score users' responses to the
presence of a robot. The measures are based on the fact that what may be socially
normative for a robot diers from what is socially normative for humans. These measures
were used by Weiss et al. [112] to study how much disturbance a robot has on a person
while it is approaching.
Nonaka et al. [113] evaluated the sense of safety people feel when dealing with robots.
The study focused on a humanoid robot, and tried to measure the perception people have
regarding the robot under dierent moving conditions. To perform this evaluation, a
virtual reality environment was simulated. The authors show that correlated movements
(for example, chest and arm) decrease people's discomfort. This is explained as such:
when the movement of the arm correlates with the movement of the chest, there is a
predictability to the robot's movement, and predictable movements are less intimidating
than unpredictable movements.
In a study by Cuijpers et al. [114], no relationship between the attitude towards the robot
and the robot's anticipatory behaviour was found. To this end, dierent tasks in which
a person was required to interact with a humanoid robot were carried out. Although
the anticipatory behaviour of the robot did not inuence how the robot was perceived, a
correlation between the urgency of the task and the attitude towards the robot was found.
Dautenhahn et al. [115] studied how a robot should approach a seated person. In this
study, it was shown people preferred a robot approaching from the right or left side rather
than from the front, with a preference for right-side approach (no relation was found with
the handedness of the participants). This work also introduced three criteria for social
navigation: safety criterion, visibility criterion, and hidden zones, which were later used
by Sisbot et al. [110].
Torta et al. [116] developed a eld-based navigation method to approach a seated person.
To this end, the region in which a person should be approached was identied. Contrary
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to the work of Dautenhahn et al., the preferred approaching direction was found to be
frontal. This could be explained by the fact that the experimental congurations were
rather dierent; in one case, a wheeled robot was used [115], while the second study used
a humanoid robot. This highlights the need for further exploration into the proxemic
behaviours of robots in social environments.
2.5.3 Healthcare Applications
A mobile robot operating in a healthcare environment is an interesting application, with
much ongoing research. For example, Shieh et al. [117] and Capezio et al. [118] have
presented system descriptions of hospital robots. In Capezio et al.'s study, it is highlighted
that, for a robot operating in civilian environments, both technical issues and real world
issues have to be considered. Four main issues are discussed. First, the existing structure
of the environment may not be suitable for an existing robot. Second, the navigation
module has to be very exible while having security as its highest priority. In addition,
the robot must full European laws (particularly EN 1525:1997). Third, localisation errors
are not acceptable. Finally, a simple user interface is required.
Klamer et al. [119] measured the acceptance of an assistive robot by elderly users. The
work focused on investigating if the users could build a relationship with the robot.
Fernando et al. [120] presented a hospital navigation strategy for a mobile robot using a
eld-based method. The algorithm draw distinctions between dierent types of patients:
fully mobile, crutches and wheelchair patients. Their approach takes into account how
dicult it is for a patient to change direction while moving, and predicts their next motion
accordingly. Identication of dierent patient types was achieved by RFID tag located on
the patient.
Takashi et al. [121] proposed a eld-based obstacle avoidance strategy for an omnidirec-
tional logistic robot working in a hospital. The proposed eld function was composed of
dierent time scale modules. Each module responds to obstacles dierently, depending on
the associated time scale of the module. This allows the proposed method to eciently
deal with the sudden appearance of people in the environment and with people who move
slowly.
2.6 Summary
In this chapter, four major components required for eective mobile robot navigation were
reviewed. First, methods for perceiving complex 3D environments were investigated. Early
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Author(s) Summary
Scandolo et al. [104] RRT path planning with social constraints modelled as a
cost map.
Svenstrup et al. [105] RRT path planning with social constraints modelled as po-
tential elds.
Trautman et al. [106] Learn people's motion and interaction using IGP.
Althaus et al. [107] Robot navigation to approach, participate and leave groups
of people.
Rios-Martinez et al. [108] Robot navigation in social environments using CAO algo-
rithm.
Gulati et al. [109] Comfortable trajectories for a wheelchair robot.
Sisbot et al. [110] Social criteria incorporated into an A algorithm.
Table 2.7: Summary of social aware mobile robot navigation.
Author(s) Summary
Joose et al. [111] Questionnaire about the social acceptability of a robot.
Nonaka et al. [113] Study about the perception of safety people have around hu-
manoid robots.
Cuijpers et al. [114] Study about the anticipatory behaviour of a robot and the
acceptance of a robot.
Dautenhahn et al. [115] Study on navigation direction of a mobile robot to approach
a seated person.
Torta et al. [116] Study and implementation of an approaching method to a
seating person.
Table 2.8: Summary of social studies for mobile robots.
Author(s) Summary
Shieh et al. [117] Description of a hospital mobile robot system.
Capezio et al. [118] Description and discussion about the introduction of a hospital
robot.
Klamer et al. [119] Study on the acceptance of a robot by elderly people.
Fernando et al. [120] Mobile robot navigation taking into account dierent patients
and sta in a hospital environment.
Takashi et al. [121] Omnidirectional navigation for a hospital mobile robot for logis-
tic applications.
Table 2.9: Summary of healthcare application of mobile robot.
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robot systems relied on laser range sensors to detect obstacles near the robot. Complex
environments, such as an oce, hospital or a care home environment, have complex 3D
structures that are not correctly sensed by the laser sensor (for example, tables, desks
and chairs). Depth cameras have recently been adopted as a standard sensor on a mobile
robot. These sensors allow the measurement of complex 3D environments in real time.
Although these sensors provide a richer representation of the environment, only a small
portion of the environment is captured due to the limited eld of view of these cameras.
Extending the eld of view while handling the large amount of data generated by these
sensors is a problem that needs to be solved in order to achieve eective navigation in
cluttered 3D environments.
Second, a review of people detection and tracking methods was presented. Emphasis was
put on laser-based detections and tracking dealing with the data association problem. To
navigate among moving people in an environment, it is also important to detect, and most
importantly, track people within the environment. Although vision-based methods have
gained traction for people detection and tracking, the typically short and narrow eld of
view of the cameras does not providing enough room for the robot to detect, track and
avoid moving people. On the other hand, laser sensors have a large and wide eld of
view, but do not provide an accurate representation of the objects in the environment. In
crowded environments, in addition to the people detection problem, the data association
problem becomes more prominent because to the large number of possible measurements.
Dierent algorithms for detection and tracking have been proposed over the years, but no
robust solution for crowded environments is as yet available.
Third, planning algorithms were reviewed focusing on approaches regarding the uncer-
tainties of real-world environment. Real world environments have dierent sources of un-
certainty. Noise from the robot's odometer, the laser range sensor, colour/depth cameras
or the uncertainty about people's intentions can aect the robot's navigational behaviour.
Failing to account for these uncertainties may results in an invalid or even dangerous be-
haviour of the robot. Global planners have a variety of methods to incorporate uncertainty
(POMDPs, Constraint Optimisations, etcetera), but local planners ad-hoc methods have
usually been implemented. Optimal or near-optimal methods for uncertainty aware local
planners are still an open problem.
Fourth, studies and applications of socially-aware robots were investigated. The eld
of social robotics is still undertaking much ongoing research; for example: what people
expect from a mobile assistive robot, robot etiquette, safety issues around people, etcetera.
One particular application which has received much interest is assistive robots for the
healthcare sector; for example, providing assistance and companionship to elderly people
in their homes, or care home environments or assisting with the logistics in hospitals. In
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these examples, the perception of how sociable a robot is will inuence their adoption
and success. One particular issue that has not been fully explored is identifying groups of
people and using this information to eectively navigate around them.
These four particular problems are explored in greater depth throughout the following
chapters of this thesis.
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Chapter 3
Navigation in Human-Living Environments
3.1 Introduction
Robot navigation can be conceptually divided into two steps: global and local planning.
The global planner deals with nding a valid path between two, possibly distant, places
in an environment. On the other hand, the local planner is responsible for creating com-
mands that allow the robot to move locally, while avoiding both expected and unexpected
obstacles.
In both cases, a representation of the environment is required: a full representation for the
global planner and a local representation of the obstacles near the robot for the local plan-
ner. To this end, two grid structures, representing the global and the local environments
respectively, are used.
In general, the global map of the environment is assumed to be known and static. This map
is used to initialise the global cost map used by the global planner. Small local changes,
such as moving obstacles or moved furniture, are only updated on the global cost map and
not on the global map denition. On the other hand, a local cost map is constructed by
solely using sensory information about gathered regarding the surroundings of the robot.
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(P3DX)
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Figure 3.1: Diagram of the dierent components required to navigate the robot. High-
lighted in blue is the component modied in this thesis.
3.2 System Conguration and Hardware
The Robot Operating System1 (ROS) was used as the platform to implement the dierent
components. Within the ROS, the navigation stack is in charge of navigation. This
component is further subdivided into dierent sub-components, with move base being in
charge of the actual navigation task. The move base component implements the cost
map, and the global and local planners as independent plug-ins, and thus, each one can
be modied independetely. This works only modies the cost map component (presented
in this Chapter) and the local planner (presented in the next Chapter).
To carry out this thesis, a robot platform shown in Figure 3.2 was used. The robot is
based on the Pioneer P3DX base with an attached frame where the remaining hardware
is mounted. The main sensor for obstacle detection is a Hokuyo UTM-30LX laser sensor
mounted in the bottom of the robot. A total of three Kinect R cameras were used, one
at the top of the robot, and two in the middle part. The top-most camera was used
for reference, while the cameras in the middle of the robot's body were used for obstacle
detection. Two Intel R i5 computers were mounted on the robot. One computer was
in charge of navigation while the second one for processing the Kinect R sensors. The
computers communicate between each other through an internal LAN network (wired),
and externally through WiFi connection. The robot also incorporates other sensors not
used in this work, such as an analog pan-tilt camera, microphones, speakers and an inertial
measurement unit.
1http://www.ros.org/
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Pioneer P3DX base
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Computers
Figure 3.2: The robot platform used in this work.
3.3 Localisation
A map of the environment is required to both generate a global plan, and localise the
robot within the environment. Modern approaches to obtaining the map include map-
ping the environment while simultaneously localising the robot within the map; this is
called Simultaneous Localisation and Mapping (SLAM). Dierent solutions to the SLAM
problem have been proposed over the years. For example, a map was created using a
Rao-Blackwellised Particle Filter solution to SLAM [122, 123]. In this work, the map was
created once for each environment visited. The resulting map was saved, and subsequently
only a localisation algorithm was used.
For eective navigation, the robot needs to localise itself within the environment. To this
end, a laser-based Monte Carlo Localisation algorithm [124, Chapter 8] was used.
The localisation problem can be modelled as a Bayesian network, as shown in Figure 3.3.
At time t the robot is on a state xt (which is not observable), and from the sensors a
measurement yt is obtained. The localisation problem is to infer the state of the robot
(position or pose) over time x0:t given all the received observations y0:t.
A slightly simpler problem is to estimate only the pose of the robot at the current time
t, given a full set of observations up to time t. This can be understood as marginalising
previous estimations from p(x0:tjy0:t):
p(xtjy0:t) =
Z
: : :
Z
p(x0:tjy0:t)dx0 : : : dxt 1: (3.1)
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Figure 3.3: Localisation problem seen as a Markov network, where xt and yt represents
the pose of the robot and the measurement at time t.
Applying Bayes theorem, p(xtjy0:t) can be calculated as follows:
p(xtjy0:t) = p(ytjxt)p(xtjy0:t 1)
p(ytjy0:t 1) (3.2)
/ p(ytjxt)| {z }
likelihood
Z
p(xtjxt 1)
previous estimationz }| {
p(xt 1jy0:t 1) dxt 1| {z }
prediction
: (3.3)
It is clear from Equation 3.3 that this approach can be implemented recursivelly. Dierent
solutions to this equation have been proposed; for example, assuming xt and ytjxt are
normally distributed leads to the Kalman lter. Although the Kalman lter is a convenient
solution, for localisation purposes, it lacks certain useful properties; for example, it does
not have multi-modalities nor does it use non-linear prediction or likelihoods.
Next is a brief explanation of how these probability distributions are approximated using
sets of weighted particles (a Monte Carlo method). For full details, please refer to Thrun
et al. [125]. This approximation for solving Equation 3.3 allows for multi-modalities, and
non-linearities on the prediction and/or likelihood to be easily tackled.
First, assume the distribution at time t   1 is a set of discrete weighted particles, where
each particle represent one possible pose of the robot. The probability density function
can be written as:
p(xt 1jy0:t 1) =
X
i
w
(i)
t 1(xt 1   x(i)t 1): (3.4)
Here, () is the Dirac delta function2, and w(i)t 1 and x(i)t 1 are the weights and poses of
each particle at time t   1. For this expression to represent a density, it is also required
for the weights to sum up to one:
P
iw
(i)
t 1 = 1.
2The Dirac delta function is dened as (x) =
(
1 x = 0
0 i:o:c
and it has the property that
R1
 1 (x)dx = 1,
thus making it useful to model single mass points probability densities.
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The evolution of the system between times t  1 and t is described by the function ft().
Then the distribution of the position at time t, before integrating the observation can be
written as:
p(xtjxt 1) = (xt   ft(xt 1)): (3.5)
This can be seen as a single particle located at ft(xt 1).
Now the distribution of the predicted position p(xtjy0:t 1) can be estimated as follows:
p(xtjy0:t 1) =
Z
p(xtjxt 1)p(xt 1jy0:t 1)dxt 1 (3.6)
=
X
i
w
(i)
t 1(xt   ft(x(i)t 1)) (3.7)
=
X
i
w
(i)
t 1(xt   x(i)t ); (3.8)
thus, the predictive distribution is a set of particles located at x
(i)
t = ft(x
(i)
t 1) with the
same weights as time t  1.
To obtain the nal distribution at time t, each particle has to be weighted according to
the likelihood of the measurement yt:
p(xtjy0:t) = p(ytjxt)
X
i
w
(i)
t 1(xt   x(i)t ) (3.9)
=
X
i
p(ytjx(i)t )w(i)t 1(xt   x(i)t ) (3.10)
=
X
i
w
(i)
t (xt   x(i)t ): (3.11)
Similarly to the previous case, this corresponds to a set of particles with updated weights
according to w
(i)
t = p(ytjx(i)t )w(i)t 1. Steps 3.9 to 3.10 can be done as (xt   x(i)t ) is only
non-zero at the x
(i)
t values.
The deviation presented here is an abuse of notation, since () is not a well-dened
function. For details on how to sample the x
(i)
t particles, manages particles, and avoid
degeneracy, refer to Thrun et al. [125] or [124, in Chapter 8].
The motion function ft() is modelled using the odometry model [124, Chapter 4]. To this
end, the dierence between the odometry measurement at time t  1 and t is calculated.
The resulting displacement is then applied to the value xt 1.
The likelihood eld function [124, Chapter 6] is used to model p(ytjxt). This function
models each laser beam as an independent measurement consisting of three components.
The hit component models the distance between the end point of the laser beam and the
closest obstacle on the map as a zero mean Gaussian distribution. The max component
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models the maximum measurable distance as a single mass point, located at the maximum
distance. Finally, the rand component is a uniform distribution over the detection range.
This last component is used to model spurious measurements of the laser sensor. These
three components are mixed with three weighting factors whit; wmax and wrand:
p(ytjxt) =
Y
b
whitp
(b)
hit + wmaxp
(b)
max + wrandp
(b)
rand ; (3.12)
where p
(b)
 represents the model component of a particular laser beam. It is assumed that
the noise between beams is independent, the likelihood of a complete laser measurement
to be estimated by the multiplying the likelihood of each independent beam.
3.4 Global Planner
To devise a global plan, graph search algorithms are usually used. To this end, the map of
the environment is discretised into cells which correspond to nodes on the graph. Two cells
are connected (the connections are known as edges of the graph) if they are located close
to each other within the map. In order to nd a plan that gets the robot from an initial
position xO to a nal position xF , a sequence of nodes that connects the corresponding
cells of xO and xF has to be found. Two classical algorithms to solve this problem are the
Dijkstra and the A algorithms. This last algorithm is described in Algorithm 1.
In general, state-of-the-art methods do not usually use the discretised map to create a
plan; instead, they plan in the C-space of the robot. The C-space corresponds to all the
possible congurations the robot can adopt in the environment. By planning in the C-
space the global planner is able to account for the non-holonomic restrictions of the robot.
Non-holonimic indicates that the robot's actuators have less degrees of freedom than the
state of the robot. For example, a non-holonomic robot (such as the one used throughout
this thesis) has a 3-dimensional C-space: its position in the environment (2D) and its
orientation, but the actuators can only move forward/backwards and rotate. For planning,
the SBPL 3 library was used. This library not only uses the C-space representation, but
also only creates the edges of the graph using valid robot motions. In order to achieve
this, template movements are precomputed and used to create a graph in the C-space. The
dierence between planning in map space and planning in C-space is shown in Figure 3.4.
The illustration on the left shows a resulting path that consist of a sequence of cells in the
map space connecting the cell in which the robot is currently is located with the cell that
corresponds to the desired position. On the other hand, in the illustration on the right,
each grey circle corresponds to a possible conguration of the robot (a position in the map
3http://www.sbpl.net/
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Algorithm 1 The A algorithm. Arrays f keeps an estimation of the cost from the node
n to the goals nodes, while the g array keeps the cost from the starting node to the current
node n. Finally, an array p keeps track of the best parents to recreate the optimal path.
Require: Graph G, starting node start , a set of goal nodes Goals, a heuristic function
h() and a distance measurement d(; ).
Open  fstartg
Closed  ?
g  []
f  []
p  []
while Open 6= ? do
c Extract element of Open with the lowest f [] value
if c 2 Goals then
break
end if
Closed  Closed [ fng
for all neighbours n of c in G do
if n =2 Open or g [n] > g [n] + d(c; n) then
p[n] c
g[n] g[c] + d(c; n)
f [n] g[n] + h(n)
if n =2 Open then
Open  Open [ fng
end if
end if
end for
end while
return CreatePath(G; p)
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(a) (b)
Figure 3.4: A map-based and C-space-based global plan. The left diagram, subgure
(a), shows the resulting sequence of map cells that lead the robot from its initial position
to the goal position. The right diagram, subgure (b), shows a sequence of conguration
of the robot in the environment, which takes the robot from its initial conguration to the
goal conguration.
and the robot's orientation). In this case, each grey line connecting them is an actual
action that the robot can execute that moves the robot from the initial conguration to
the next conguration.
In the current conguration of the robot, the global planner is executed every time the
local planner fails to nd a valid command; it is also periodically executed at 0.5Hz.
3.5 Local Planner
The local planner takes care of feeding the desired short-term speed to the motor con-
trollers, which allows the robot to follow the global plan while avoiding small changes in
the environment. The Dynamic Window Approach (DWA) is one such algorithm that
works by searching out the best short-term command to feed the robot within a so-called
`Dynamic Window'. To evaluate which control is most suitable for the next period, a score
function is evaluated.
To evaluate a possible control command, the DWA assumes that the selected velocities
are kept constant for a short period. Under this assumption, the reachable control space
can be discretised and it is possible to search for the optimal command eciently.
To compare dierent control commands, the resulting trajectory is simulated, collisions
are detected, and a score is assigned.
An overview of the DWA algorithm is shown in Algorithm 2. First, the reachable control
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space has to be estimated. This depends on the current speed of the robot, as well as
the acceleration and velocity constraints of its hardware. Then, the reachable control
space is discretised, given a granularity parameter t of the algorithm. Assuming the
control command being evaluated does not change, the expected trajectory of the robot
is simulated for a period T . Next, possible collisions along the trajectory are checked. If a
trajectory is found to collide with the environment, its related control command is invalid
and the evaluation continues with the next control command. Finally, a score associated
with the simulated trajectory is calculated. The score depends on the current global path
PG being followed. The selected control command is the one that maximises the score
(it could also minimise the score depending on the score's denition). If no valid control
command is found, the local planner returns a NULL trajectory, indicating that a new
global plan is required.
Algorithm 2 An overview of the DWA algorithm. The main assumption is that the
control command ui is constant for a short period. This allows the algorithm to eciently
evaluate the trajectory Tui that the robot will follow. One of the key components of this
process is how the score function score() is dened.
Require: Period time T , time granularity t and the global path PG
cBEST   1
uBEST  ?
for all reachable control commands u do
Tui  Trajectory(x0;ui; T;t)
if Tu collides with the environment then
continue
end if
ci  score(Tu;PG)
if ci > cBEST then
cBEST  ci
uBEST  u
end if
end for
if cBEST >  1 then
return uBEST
else
return NULL
end if
Collisions with the environment are checked at each simulated pose xi = hx; y; i 2 Tui .
To this end, a polygon FR representing the footprint of the robot is used. At each position
xi, the polygon FR is transformed into F 0R by translating and rotating it to match the
pose xi. If an obstacle lies within the new polygon F 0R, then a collision has been detected.
For non-holonomic robots, the control command space is composed of two components:
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linear and angular velocities. The reachable velocities (Dynamic Window) are dened as:
max (v0   avT; vmin)  v  min (v0 + avT; vmax) (3.13)
max (!0   a!T; !min)  !  min (!0 + a!T; !max) (3.14)
where v0 and !0 are the current linear and angular velocities, and av and a! are the
maximum linear and angular accelerations that the robot can execute.
It is clear from the DWA Algorithm 2 that the score function is vital for ensuring the robot
functions correctly. In the original formulation of the DWA [85] the score was dened as
follows:
score(v; !) = HscoreH(v; !) + DscoreD(v; !) + V scoreV (v; !): (3.15)
The dependency on the global path PG is removed for readability. In this approach, three
score functions are used. The heading component scoreH(; ) measures if the robot is
moving in the desired direction toward the goal. This is measured as the angle between
the nal heading of the robot and the angle towards the local goal position. The clearance
component scoreD(; ) measures the distance to the closest obstacle in the vicinity of
the robot. Finally, the velocity component scoreV (; ) is the linear velocity. This last
components is added to encourage the robot to try and reach higher velocities when
possible. It can be appreciated that each score function uses dierent units, making it
non-trivial to calibrate this approach.
Similarly, Gerkey et al. [92] used the following cost function:
score(v; !) = OscoreO(v; !) + GdG(v; !) + PdP (v; !) + V
1
v2
; (3.16)
where scoreO(; ) is the sum of the cost map cells that the trajectory passes trough, dG(; )
and dP (; ) are distances to the local goal and to the path respectively. This approach is
the default local planner provided by the ROS.
The main problem with the original formulation and Gerkey's formulation of the DWA is
that there is no guarantee that the robot will eventually reach its nal destination. Situa-
tions can be constructed where the robot reaches a local minima (or maxima depending on
the formulation) score, although it has not reach its goal. To solve for this problem, Brock
et al [86] extended the DWA by using a Navigation Function (NF). A NF is a function
that is local minima free, and the global minima is located at the desired goal destination.
The Global DWA (GDWA) score function is as follows:
score(v; !) = GscoreG(v; !) + V scoreV (v; !) + NF1(v; !) NF(v; !); (3.17)
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where the new component scoreG(; ) has a value of 1 if the trajectory reaches the local
goal position; otherwise it has a value of 0. The NF1() increases if the end position of
the robot is aligned with the gradient of the NF(). And nally NF() is the expected
decrease in the NF() when executing commands. Only empirical evidence of convergence
to a global solution has been provided. To solve the problem with units of each score
component, Brock also proposed to normalising each score to a value that is between 0
and 1. The NF is calculated on a small grid that is aligned with the robot's position each
time the GDWA algorithm is executed. This allows the GDWA algorithm to deal with
changes in the environment.
Another interesting variation of the DWA was presented by Sedjer et al. [90, 91]; this
approach oers an explicit integration of the local planner and global planner. This
integration is achieved by using the following score function:
score(v; !) = CscoreC(v; !) + P scoreP (v; !); (3.18)
where the components are the time to collision (C component) and a measurement of
alignment with the global path (the P component). Two novel contributions have been
introduced in this work. The rst is inclusion of moving obstacles [91] into the C com-
ponent of the score function. This allows the robot to be more reactive towards moving
obstacles than the standard DWA. Second, to increase the safety of the robot, trajectories
are simulated for a time period t plus the time it takes for the robot to brake. Although
this is very basic, it creates a notion of safety outside of the simulated time of the DWA.
While studying the completeness of the GDWA, Orgen et al. [87] proposed the minimisa-
tion of the term:
V (x; _x) =
1
2
_xT _x+
kp
2
NF(x); (3.19)
where x and _x are the position and velocity respectively, k is a positive constant and NF()
the navigation function. The evaluation was carried out at the nal position t0 + T after
executing the control command. It was shown that a convergent behaviour was obtained,
even for a coarse discretisation of the control space. Orgen et al. also made use of braking
control commands (or braking trajectories) to guarantee the convergent behaviour of their
algorithm.
Orgen et al.'s approach was later extended and simplied by Kiss et al. [1, 88] (GDWA-
RHC) where the optimisation is performed as follows:
u = argmin
u
NF(xt0+T ); (3.20)
where xt+T is the nal position obtained after executing the command. It is also shown
that, by optimising this function, a global solution is found. An interesting property of
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this approach is that there is no need for tuning parameters. This cost function is used in
the rest of this chapter to navigate the robot in cluttered environments.
None of the previously introduced local planners make use of uncertainties in the environ-
ment.
3.5.1 Local Goal Selection
The function NF() in Equation 3.20 is calculated locally, thus requiring the identication
of a local goal to pursue. Given a global path P = fx0;x1; : : : ;xNg, the problem becomes
nding which xi to use as the local goal.
The base implementation provided by the ROS iterates through the global path nding
the rst position outside the local area. The last point within the local area is then used
as the local goal. This is calculated every time the local planner is called. However, in this
thesis this procedure is modied to avoid changing the local goal too often. Therefore, a
new local goal is only calculated when: either the previous local goal has been blocked or
is outside the local area; or when the robot is within d metres of the previous local goal.
Figure 3.5 shows how the local goal is selected; each of the three diagrams represent a
dierent time period. At time t0, the robot selects the new local goal (x
(0)
G ). As the robot
moves, it reaches time t1 but as it is still far from the local goal, it does not update the
local goal position and keeps aiming to reach x
(0)
G (it does not calculate a value for x
(1)
G ).
Finally, at time t2, the robot is closer than d metres from the local goal; now the new goal
x
(2)
G is calculated and assigned as the local goal.
This approach is particularly suitable for environments with moving obstacles. When a
moving obstacle enters the robot's local area, it may temporarily block the global path.
If the local goal is estimated at every call of the local planner, by blocking the global
path at the edge of the local area, the NF() function cannot be calculated; thus it will
be necessary to calculate the global path again. By using the distance d as part of the
requirements to recalculate the local goal, this behaviour is minimised.
3.6 Obstacle Detection
A widely used sensor for obstacle detection for a mobile robot is the 2D laser range sensor.
This sensor emits a laser beam and detects any collision that might occur in a particular
direction. Afterwards, the beam is rotated and the process repeated. Usually, the rotation
is around a single axis, thus providing measurements over a single working plane that are
usually parallel to the oor and located at a xed height.
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Figure 3.5: This diagram shows how the local goal xG is selected, as the robot advances
through the environment, following the global plan P.
In real 3D environments, obstacles can have complex shapes and misrepresenting them
in 2D could be injurious for a safe navigation. Chairs and tables are clear examples of
where a planar measurement yields 2D representations that are not suitable for navigation
purposes.
3D laser range sensors have also been used. These sensors are expensive and larger than
their planar counterparts (for example a Velodyne HDL-64E 4).
On the other hand, consumer depth cameras provide a fast and accessible sensor for depth
perception, although is has a narrower and shorter eld of view. In this work, to provide
a wider eld of view, a multi-camera system is used. Figure 3.6 shows a diagram of the
multi-camera conguration used to detect obstacles close to the robot. A laser range
sensor is still used (label `1' of Figure 3.6), as it provides a longer and wider eld of view.
Two depth cameras (label `2') are placed in front of the robot, capturing approaching
obstacles as the robot moves through the environment.
Fast obstacle detection is required for any real time navigation algorithm. To this end, a
cost map is constructed using the measurements gathered from dierent sensors. A cost
map is a grid, centred at the robot, which describes the presence or absence of obstacles
in the vicinity of the robot.
The ROS ecosystem provides two types of cost maps (at the time this work was carried
out): a 2D grid; and a 3D voxel grid cost map. Both cost maps are aligned in the xy
dimensions, which correspond to the plane of movement.
At each time step, the cost map is updated as follows:
1. Translate the obstacles in the cost map according to the odometry information
(transformation from xt 1 to xt).
4http://velodynelidar.com/lidar/hdlproducts/hdl64e.aspx
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Figure 3.6: This diagram shows the usage of multiple depth cameras (labelled as `2')
to detect complex 3D obstacles. The laser range detector is labelled as `1'. The laser
detection plane is highlighted as a red dashed line and the depth cameras' eld of view
with dashed grey lines. As an example, it is illustrated how the laser manages to detect
the leg of the table as an obstacle, but fails to detect other obstacles outside the plane of
detection: the mug on the oor and the body of the table. Because of the nature of depth
cameras, each camera alone cannot detect the surrounding environment correctly, but a
multi-camera system may better model the obstacles the robot may face.
2. Ray trace the free space. Draw a line from the sensor's origin towards each mea-
surement and mark all cells in the path as free.
3. Mark cells as occupied if a measurement (from the laser of depth camera) detects
an object in the space corresponding to the cell.
Finally, to check for collision, the voxel map is projected on the xy plane. It is important
to notice here that, although the measurement of the laser range sensor comes in polar
coordinates (distance and angle), they are converted to 3D Cartesian coordinates for the
voxel cost map.
Using depth cameras provides a richer description of the surrounding environment, but
care must be taken to avoid including non-obstacles in the cost map. To this end, when
receiving each measurement from a depth camera, the following procedure is performed:
1. Remove points above a threshold MHeight (this value was set to 30 cm above the
height of the robot).
2. Use RANSAC to update the estimated oor plane equation.
3. Clear space using the complete depth measurement.
4. Mark obstacles using points that are at least f o the oor plane.
By not removing the oor point, the cost map can still be cleared if no obstacle is present
while still marking occupied cells when obstacles are present.
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Figure 3.7: Map of the laboratory used for the tests
Table 3.1: Percentage of time the obstacles were correctly detected by the proposed
method.
Method Recording Chair Table
Proposed
1 (70s) 100% 100%
2 (18s) 100% 83.3%
3 (96s) 97.9% 92.7%
Total (184s) 98.9% 94.6%
Projected Laser
4 (108s) 24.1% 26.9%
5 (15s) 80% 80%
Total (123s) 30.9% 33.3%
3.7 Experimental Results
To demonstrate that the congurations and algorithms of the sensors used in this thesis
managed to safety navigate cluttered 3D environments, a navigation task in a cluttered
room was devised. The robot had to move from one side of a room to the other side;
both sides were separated by a U-shaped wall. Dierent obstacles were present, such as
chairs, tables, rubbish bins, boxes, and a variety of equipment. The main goal of these
experiments was to evaluate the dierent aspects of the chosen navigation conguration.
A map of the environment used for the tests is shown in Figure 3.7.
First, to evaluate the use of voxel grid cost map, the robot was assigned a navigation task
in a room with everyday objects, such as tables and chairs. Figure 3.7 shows the map
of the environment where the tests were carried out. Instead of a voxel grid cost map,
several authors (for example Yuan et al. [13]) have proposed projecting the depth camera
information on a plane parallel to the oor, creating a pseudo-laser measurement. Creating
a pseudo-laser measurement can be problematic when used in conjunction with cost maps.
When a previously detected object exits the eld of view of the sensor, there is no longer
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Psedo-laser measurement
Laser measurement
Cost Map obstacles
(a) Resulting cost map when a table is within the eld of view of the depth camera.
Table
Psedo-laser measurement
Laser measurement
Cost Map obstacles
(b) Resulting cost map when a table is outside the eld of view of the depth camera.
Figure 3.8: Cost map representation of the environment using a pseudo-laser measure-
ment by projecting the depth camera measurement into the laser sensor's plane. The lower
image shows a projection of the 3D voxel grid cost map into the camera with an extended
eld-of-view.
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any evidence of that object and, in the worst-case scenario, the laser measurement provides
evidence of free space.
3.7.1 Quantitative results
To obtain quantitative results about the obstacle detection, the times where the table and
chairs are visible to the robot (being by the depth camera or laser range sensor) where
manually identied, and labelled if the placed chair or table was being marked as an
obstacle or not.
Table 3.1 shows the percentage of the time that the chair and table where marked as
obstacles while being in the eld-of-view of the sensors. It can be appreciated that the
proposed approach manages to correctly capture the obstacles in the environment. Given
the relatively short eld of view of the depth camera, obstacles are not correctly detected
for short periods of time. This explains why the used obstacles are not detected 100%
of time. The behaviour of the pseudo-laser measurement are discussed in the following
section.
3.7.2 Qualitative results
Figure 3.8 depicts an example in which the laser measurement invalidates objects previ-
ously detected by the pseudo-laser measurement. To begin with, in Figure 3.8a, a table is
within the eld of view of the depth camera; thus, the pseudo-laser measurement (shown
in magenta) creates an outline of the table in the cost map. As soon as the table leaves the
eld of view, the laser (which does not detect the table) provides evidence of free space,
as it only measures obstacles at the wall at the back. The nal cost map, where the table
no longer cast an object in the cost map is shown in Figure 3.8b.
A similar situation, but one which uses the complete depth camera measurement in a
voxel cost map is shown in Figure 3.9. In this situation, as the robot moves through the
environment, the table enters the eld of view of the sensor and the corresponding voxels of
the table are marked as obstacles (Figure 3.9a). As the robot continues moving, the table
eventually exits the eld of view. In this case, the laser does not provide evidence of free
space, as the ray tracing of the laser beams only provides free space evidence at a single
height from the oor. The voxels (which are still marked) correspond to dierent heights
that are undetectable from the laser's perspective. Figure 3.9b shows a representation of
the table even though it is outside the eld of view of the camera and the laser is measuring
the wall behind the table.
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Table
Laser measurement
Cost Map obstacles
(a) Resulting cost map when a table is within the eld of view of the depth camera.
Table
Laser measurement
Cost Map obstacles
(b) Resulting cost map when a table is outside the eld of view of the depth camera.
The lower image shows a projection of the 3D voxel grid cost map into the camera with
an extended eld-of-view.
Figure 3.9: Cost map representation of the environment by using directly the depth
camera measurement with the voxel grid cost map. The highlighted obstacle created by
the table still remains in the cost map although the table is outside the eld of view of
the camera and the laser cannot detect it.
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Figure 3.10: Noise measurements in the cost map when a xed oor plane is used. The
lower image shows a projection of the 3D voxel grid cost map into the camera with an
extended eld-of-view.
The second experiment aims to test the requirement of estimating the oor plane param-
eters for the cost map evaluation. As the sensors are statically mounted on the robot, one
may be tempted to use a xed oor plane. However, if a xed oor plane is used; spurious
obstacles in the cost map could be created; this is due to small imperfections in the level-
ling of the oor, the robot's inclinations as it accelerates, and the noise characteristics of
the depth camera spurious obstacles in the cost map are created. This situation is shown
in Figure 3.10, where, although no obstacles are present in the highlighted area, certain
cells in the cost map have been marked as occupied. In this case, noise was created due
to the imperfection of the carpet oor in the room.
Finally, Figures 3.11 depicts the qualitative results for the navigation task. Each compo-
nent is shown on the current local cost map as a red obstacle, and the navigation function
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NF () used by the DWA is depicted as dierent gradients between blue (high values, i.e.
far from the local goal) and red (low values, i.e. closer to the local goal).
Several interesting aspects of the proposed navigation conguration are shown in this
sequence. The robot starts at Figure 3.11a with an empty cost map and lls the current
local cost map using the information available from the robot's sensors. Figure 3.11b shows
the moment at which the local goal is recalculated; using evidence of the current cost map,
it is observed that the best choice is to rotate and attempt to reach the local goal from the
left side. Clearly, this is not desirable behaviour, and is only oered as an option because
complete information about the surroundings of the robot is unavailable. As soon as the
robot turns and obtains complete information about the surrounding obstacles (Figure
3.11c), the robot continues its trajectory (Figure 3.11d). Next, in Figure 3.11e shows the
reaction of the proposed model to an unexpected chair being placed in its global path. Due
to the chair the global planner re-plans a path that goes through the (yet to be detected)
table (Figure Figure 3.11f). However, once the the table is detected (shown in Figure
3.11g), the local planner is incapable of estimating the NF (the purple colour indicates
innite or invalid values), and re-planning is required. After the table has been passed,
the movement towards the nal goal is hassle-free.
3.8 Summary
This chapter introduced the sensors, algorithms and data structures used for eective
navigation in cluttered 3D environments. To localise the robot and create the global
plan, two o-the-shelf algorithms were used. A Monte Carlo-based solution was used for
localisation, while an A variant was used to plan on a lattice-based representation of the
C-space of the robot in order to create a global plan. The DWA algorithm was used as a
local planner, with a cost function utilising a NF to drive the robot towards the desired
goal while avoiding obstacles in the environment. Finally, a combination of depth cameras
and a laser range sensor were used to measure the environment, while a voxel grid cost
map was used to represent the obstacles around the robot.
Experiments were carried out to validate above detailed conguration. First, the chosen
obstacles modelling was compared against a pseudo-laser approach, where a laser mea-
surement is created from the depth camera. It was found that the voxel grid cost map
manages to more accurately model the surroundings, even when obstacles were no longer
in the eld of view of the depth camera.
Next, the need for a oor estimation rather than a static oor calibration was highlighted.
Although the oor acts as a good reference for a wheeled mobile robot, its representa-
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Figure 3.11: Qualitative results of navigating in a cluttered environment. Colour coded
is the evaluation of the Navigation Function.
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Cost Map obstacles
Figure 3.11: Qualitative results of navigating in a cluttered environment (continuation).
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tion cannot be assumed to be static. By continuously re-estimating the oor, a better
representation of the obstacles was achieved; noise measurements the occur from oor
imperfections were avoided as were the robot's inclination due to its accelerations and the
noise characteristics of the depth camera.
Finally, qualitative results show that the proposed method that integrates depth cam-
eras and voxel grid cost maps is capable of navigating cluttered environments, correctly
detecting (and maintaining) obstacles in the environment, and re-planning when required.
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Chapter 4
Laser-based People Detection and Tracking
4.1 Introduction
A detection and a tracking module are required for a mobile robot to track people. The
detection module is responsible for detecting and localising people using the current sensor
measurement. On the other hand, the tracking module keeps a consistent estimation of
people's positions and velocities over time. A basic approach to people tracking is to
directly use the output from the detection module for tracking [17, 23, 26]. However,
this approach relies on stable detections, which are rarely valid in crowded and cluttered
environments. Thus far, a number of sensors have been applied for people detection and
tracking. In recent years, depth and colour cameras have been used for people tracking
with regard to mobile robots [127, 35, 33, 45]. These sensors are very discriminative,
but have a narrow eld of view, are sensitive to lightning conditions, and usually require
higher computational resources for analysis. In contrast, laser range sensors are robust
to lightning conditions, and provide both a broader eld of view and accurate distance
measurements, all of which are benecial for applications such as social navigation. For
This work was presented in Real-time people tracking in crowded environments with range
measurements at the International Conference on Social Robotics, ICSR 2013[126]
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PHD 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Tracking Tracking Results
Figure 4.1: Diagram of the proposed system. The detection module is used to initialise
tracks, while a clustering module is used for the spatial tracking. The bold lines highlight
the separation between initialisation and tracking, and the new clustering component
proposed in this work.
example, with a broader eld of view, the robot can pre-emptively manoeuvre to avoid
collisions and better identify approaching angles to a person.
This chapter proposes people tracking in crowded environments using a laser range sensor.
The main contribution is to develop a tracking approach in which the track initialisation
and target tracking are computed using data from dierent modules. The proposed solu-
tion is based on a Probability Hypothesis Density (PHD) lter [49, 50, 52]. In this lter,
the creation of new targets and tracking are completely independent processes. The PHD
lter is usually initialised using constant starting positions or with a measurement-based
prior [128] using the same tracking measurements. Any of these initialisations yield sim-
ilar errors to competing methods in crowded environments. To solve this problem, the
proposed method applies dierent object detection modules for initialising targets and for
tracking. The birth process of the PHD lter, which is used for track initialisation, is built
entirely using the output from a people detector module. For spatial tracking, the output
of a clustering module is used instead. Using these two complementary features reduces
the misdetection rate as well as the false positive rate.
The proposed approach has been tested in challenging crowded datasets. Each scenario of
the dataset involves recording people's natural movements while the robot moves within
the environment. Results show a decreased false positive rate and improved overall per-
formance of the proposed approach.
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4.2 Proposed Approach
The proposed approach to people tracking can be conceptually divided into four modules.
A schematic diagram of the proposed approach is shown in Figure 4.1. First, a people
detection module is applied to detect people using a single measurement of the laser sensor.
A clustering module, which also makes use of the laser sensor measurement, is utilised to
estimate clusters of points which can represent people in the environment. In the PHD
lter, the output of the people detection module is used for track initialisation, while the
output of the clustering module is used for the actual spatial tracking. Finally, the PHD
lter is applied, naturally integrating the dierent modules' outputs.
4.2.1 People's Leg Detection Module
Two dierent tracking features are used. To initialise tracking, Bellotto's legs detector is
used [17]. Stable features are required to continuously keep track of people. These features
are extracted using the proposed clustering module.
Bellotto's leg detector is based on the common patterns that legs generate in measurements
made by the laser range sensor. Three dierent patterns are identied: legs apart (LA),
forward straddle (FS) and legs together (SL). A diagram of these patterns is shown in
Figure 4.2.
To identify these patterns, a pre-process step is rst carried out. In this pre-process step,
spikes and thin objects are removed from the raw measurement.
Vertical edges in the ltered measurement are then identied. Depending on how the laser
measurement is ordered (for example, samples could be generated from left to right), the
labels `right' (R) or `left' (L) can be assigned to edges. Each particular pattern can then
be identied by the following rules:
a b a
LA
a a
b
FS
c
SL
Figure 4.2: Dierent leg patterns as seen from the laser range sensor. Constraints on
the values of a; b and c are used to discriminate between patterns.
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 The LA pattern is L, R, L, R.
 The FS pattern is either L, L, R or L, R, R.
 The SL pattern is the L, R.
It is clear that by just matching these patterns the detector would have a high false positive
rate. To better lter out non-leg detections, constraints to the values of a; b and c are put
in place (see Figure 4.2).
Patterns are detected in order (rst LA patterns, then FS, and nally SL), and edges are
removed after successful detection. This avoids a partial sequence of a LA pattern being
later detected latter a SL pattern.
4.2.2 Cluster Module
The cluster module is in charge of extracting stable features from the laser range sensor.
Figure 4.3 shows the dierent steps carried out in this module.
First, the laser measurement is converted from polar coordinates to Cartesian coordinates.
This conversion allows ecient identication of clusters of nearby points. Cluster identi-
cation is achieved by using the connected component algorithm. Two points are regarded
as connected if the distance between them is less than 15 cm. To remove unlikely clusters,
clusters with fewer than 4 points and more than 100 points are not taken into account. As
a person walks, clusters that indicate moving legs could be identied as dierent clusters,
especially if the person is located near the sensor. To identify a person and not his/her
legs, nearby clusters are merged together. This nal merging step is performed by mea-
suring the distance between the clusters' centroids. If the centroids are closer than 60 cm
they are merged together. This comparison is only done pairwise (not using the connected
component algorithm), as, at most, two legs should be merged together. This heuristic
manages to merge two legs of the same person extremely accurately. The mean positions
of the nal clusters are the measures z used in Equation 4.9. The parameters used by this
module were estimated experimentally.
Laser Sensor Conversion
Cluster
Extraction
Cluster Merge
Figure 4.3: Diagram showing the procedure to extract clusters corresponding to people
from the laser sensor data.
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(a)
(b)
Figure 4.4: Subgure A shows the output of the two detection modules. In black, the
laser measurement is shown. The green circle indicates the position of the robot in this
situation. Dashed red square indicated the points detected as people by the detection mod-
ule. With dotted blue circles, the identied clusters by the clustering module. Subgure
B shows the corresponding view from the colour camera perspective.
In Figure 4.4 the distinction between the two used features is shown. The output of the
clustering module is marked in blue circles, while the output of the people detector module
is shown with dashed red squares. The output from the people detector creates meaningful
points that help begin the tracking, although these points are subject to high misdetection
rates. On the other hand, the output of the clustering module contributes features that
are stable, rarely missing a person in the environment, but with an increased false positive
rate. Integrating both types of features is done naturally by using the PHD lter. In the
PHD lter, there is no restriction to the ways in which birth process is created. By using
the more meaningful features, targets' births are located where people are actually being
detected. On the other hand, using the stable features guarantees smooth tracking over
time. Two mechanisms are working to deal with the high false positive generated from the
cluster module. First, the PHD lter allows the adjustment of the clutter intensity of the
sensor. This is achieved by the t() component of Equation 4.9. In this case, the clutter
intensity is set to a high value, representing the expected false positives to be found in
the cluster module. Secondly, in the PHD lter derivation, it is assumed that each target
generates one measurement only. This helps prevent a high number of false positives by
merging nearby expected targets or pruning them if the expectation of a target falls a
predened threshold.
4.2.3 PHD Filter
The PHD lter is a solution based on Random Finite Sets (RSF) statistics, to the problem
of multi-target tracking. In an RFS, both the number of elements and each element are
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random variables. The formulation and a description of the PHD lter equations are
introduced in this section. The notation and equations used are based on [52].
In a multi-target tracking system, a nite set Xt composed of kt elements is used to
represent the state of targets in the environment at time step t. Each element xt 2
Xt represents the state of one of the targets in the environment. A sensor is used to
measure the environment at time t, generating a nite set Zt of mt measurements. Some
measurements zt 2 Zt may be due to clutter. These values can be written as:
Xt = fx(0)t ; : : : ;x(kt)t g 2 F(X ) (4.1)
Zt = fz(0)t ; : : : ; z(mt)t g 2 F(Z) (4.2)
where F(X ) and F(Z) are all the nite subsets of valid states and observations.
Similar to how single target tracking models the uncertainty of the state estimation and
measurement as a random vector, multi-target tracking models these uncertainties with a
RFS.
Given Xt 1 (which is a realisation of the multi-target state at time t  1) the state at the
next time step can be modelled by the RFS:
Xt = Skjk 1(Xt 1) [Bkjk 1(Xt 1) [  t (4.3)
where
 Skjk 1() is the RFS of the evolution of the targets that survives at time t  1,
 Bkjk 1() is the RFS of the spawning targets between times t  1 and t,
  t is the RFS for spontaneous births at time t.
In the same way, the multi-target observation can be modelled by the RFS as:
Zt = t(Xt) [Kt (4.4)
where
 t() is the RFS of the measurement generated at time t,
 Kt is the RFS for clutters or false alarms at time t.
The statistical behaviour of the system's evolution and observation can be described
by the `multi-target transition density' ftjt 1(XtjXt 1) and the \multi-target likelihood"
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hk(ZtjXt). Let pt(XtjZo:t) denote the multi-target probability. Then the Bayes recursion
for the multi-target case can be written as:
ptjt 1(XtjZ0:t 1) =
Z
ftjt 1(XtjX)pt 1(XjZ0:t 1)(dX) (4.5)
pt(XtjZ0:t) =
ht(ZtjXt)ptjt 1(XtjZ0:t 1)R
ht(ZtjX)ptjt 1(XjZ0:t 1)(dX)
(4.6)
where () is an appropriated measurement over F(X ). For example, in spatial statistics
[50] the following measure is used:
(X) =
1X
i
i(X \Ei)
i!
; (4.7)
where i is the Lebesgue measure on Ei, the space where the i th element of the random
set X. In this case, Ei corresponds to Rn.
The main dierence between the recursion presented in Equations 4.5 and 4.6 with the
single target case is that both Xt and Zt are sets; thus, the dimensions of these random
variables can change as t advances.
To avoid the computational complexity of the multi-target Bayesian approach, the PHD
lter was developed. To this end, only the rst moment, or density, of the multi-target
probability distribution is propagated on to the next time step.
With vt being the density of targets at time step t, the PHD recursion can be written as:
vtjt 1(x) =
R
pS;t()ftjt 1(xj)vk 1()d
+
R
tjt 1(xj)vt 1()d
+t(x)
(4.8)
vt(x) = [1  pD;t(x)]vtjt 1(x)
+
P
z2Zt
pD;t(x)ht(zjx)vtjt 1(x)
t(z)+
R
pD;t()ht(zj)vtjt 1()d
(4.9)
where vtjt 1() and vt() are the predictive and posterior densities respectively, and:
 pS;t() is the probability of a target surviving to time t,
 tjt 1() is the intensity of the spawn RFS Bkjk 1() (new targets created from an
existing targets),
 t() is the intensity of the birth RFS  t at time t (newly created targets),
 pD;t() is the probability of a target being detected at time t,
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   vt(x) pS ; f(Xt+1jXt); ;  vk+1jk(x) pD; h(ZjXt) vk+1(x)   
Zt
     
Figure 4.5: Diagram illustrating the PHD lter process. To begin with, using the
previous density estimation, the survival probability, the process motion and the birth
process, a prior density for the current time is calculated. Then, using the measurement
received from the sensor, the nal posterior estimation of the current density is calculated.
 t() is the intensity of clutter RFS Kt at time t.
Note that functions ftjt 1(jxt 1) and ht(jxt) are dened over the state space and obser-
vation space respectively. This diers from Equations 4.5 and 4.6, where functions are
dened over the corresponding set spaces. Equations 4.8 and 4.9 are simpler than Equa-
tions 4.5 and 4.6, as the integration is done in the state space (usually Rn) instead of in
the set space. Two dierent derivations of the Equations 4.8 and 4.9 are presented in [49]
and [129].
A systematic diagram of the PHD ltering process is presented in Figure 4.5. By using
the density at time t, the PHD lter makes use of the single-target transition function
and the birth and spawn of new targets to create a predictive density. Finally, using the
set of measurements received at time t, together with the probability of detecting a target
and the single-target likelihood function to generate a posterior density. This procedure
is iterated at the next time step.
Note that As vt() is not a probability distribution; is the density of targets. Thus, the
number of objects Nt within a region S is estimated by integrating over the region:
Nt =
Z
S
vt(x)dx; (4.10)
which does not necessarily integrate to one.
Solutions to the PHD recursion (Equations 4.8 and 4.9) can be solved by Sequential Monte
Carlo methods [50, 53, 54] or by a closed-form solution assuming a Linear Gaussian Mixture
model [52].
In this work, the Linear Gaussian Mixture model solution for the PHD lter has been
used. This model assumes that the density estimation vt() is a mixture of Gaussians and
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that the prediction and observation function follow a linear model. These assumptions
can be written as:
vt(x) =
X
i
!iN (x;i;i) (4.11)
ftjt 1(xtjxt 1) = N (xt;Ft 1xt 1; Qt 1) (4.12)
h(zjxt) = N (z;Htxt; Rt) (4.13)
where:
 !i are the weights of each component of the mixture,
 i are the means of each component of the mixture,
 i are the covariance matrices of each component of the mixture,
 Ft is the state transition matrix,
 Qt is the process noise covariance matrix,
 Ht is the observation matrix,
 Rt is the observation noise covariance.
The PHD lter does not naturally handle identications (ID) for dierent tracks. Although
for navigation purposes (specically, for obstacle avoidance) the ID is not required, it is
desirable in order to reconstruct paths and is required for one of the error measurements
used in the results. To equip the PHD lter with IDs, each Gaussian component is extended
to incorporate an ID. Managing IDs is achieved by using a greedy heuristic, assigning the
same ID at time t as the target with the closest position in time t  1.
To model the motion of people in the environment, a constant velocity assumption is used:
xt = xt 1 + v
(x)
t 1t+
1
2
a(x)t2 (4.14)
yt = yt 1 + v
(y)
t 1t+
1
2
a(y)t2 (4.15)
v
(x)
t = v
(x)
t 1 + a
(x)t (4.16)
v
(y)
t = v
(y)
t=1 + a
(y)t; (4.17)
where a() is the acceleration of the target in each direction; this are assumed to be a
normal distributed variable:
a()  N (0; a) (4.18)
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This model can be expressed in matrix form, by dening the state transition matrix Ft as
follows:
Ft =
0BBBB@
1 0 t 0
0 1 0 t
0 0 1 0
0 0 0 1
1CCCCA ; (4.19)
and the process covariance Qt can be dened as:
Qt = aw
T
t wt (4.20)
wt =
0BBBB@
t2
2 0
0 t
2
2
t 0
0 t
1CCCCA ; (4.21)
The observation is the position of a person as measured by the laser-based people detector.
This is expressed with an Ht matrix as follows:
Ht =
0BBBB@
1 0
0 1
0 0
0 0
1CCCCA ; (4.22)
and an observation error matrix Rt = RI(2x2).
Assuming the density at time t  1 is of the shape:
vt 1(x) =
Nt 1X
i
w
(i)
t N

x;m
(i)
t 1;
(i)
t 1

; (4.23)
then, the predictive density vtjt 1() can be expressed as follows (assuming no spawning
of new targets):
vtjt 1(x) =
Ntjt 1X
i
w
(i)
tjt 1N

x;m
(i)
tjt 1;
(i)
tjt 1

(4.24)
=
Nt 1X
i
pS;tw
(i)
t N

x;Ftm
(i)
t 1; Ft
(i)
t 1F
T
t +Qt

+
BX
j
w
(j)
b N

x;m
(j)
b ;
(j)
b

:
(4.25)
The mixture labelled with b corresponds to the elements of the birth process. Intuitively,
these equations correspond to propagating the current estimation using Ft while also
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integrating the new components generated by the birth process.
Then, the posterior density at time t is then calculated as follows:
vt(x) =
NtX
i
w
(i)
t N

x;m
(i)
t ;
(i)
t

(4.26)
= (1  pD;t)
Ntjt 1X
i
w
(i)
tjt 1N

x;m
(i)
tjt 1;
(i)
tjt 1

+
X
z2Zt
vD;t(x; z); (4.27)
where:
vD;t(x; z) =
Ntjt 1X
i
w
(i)
D;tN

x;m
(i)
D;t;
(i)
D;t

(4.28)
w
(i)
D;t =
pD;tw
(i)
tjt 1q
(i)
t (z)
t(z) + pD;t
PNtjt 1
l w
(i)
tjt 1q
(i)
t (z)
(4.29)
q
(i)
t (z) = N

z;Htm
(i)
t ; Rt +Ht
(i)
tjt 1H
T
t

(4.30)
m
(i)
D;t =m
(i)
t +K
(i)
t

z Htm(i)t

(4.31)

(i)
D;t =

I  K(i)t Ht


(i)
tjt 1 (4.32)
K
(i)
t = 
(i)
tjt 1H
T
t

Ht
(i)
tjt 1H
T
t +Rt
 1
: (4.33)
It can be appreciated that the resulting equations resemble an iterated Kalman lter.
As presented so far, the number of components grows exponentially as the lter runs. To
avoid an explosion of the number of components, a pruning step is carried out. In the
pruning procedure [52], all components with a weight below a certain parameter threshold
are removed from the mixture. Moreover, if two components represent a similar state,
they are merged.
4.2.4 Target Initialisation
Target initialisation within the PHD lter is achieved by the so-called `birth process'.
This process is used to model how people appear in the environment and it is captured
by the t() component in Equation 4.8. To populate the birth process, the output of
the people detector module is used. Each detected person contributes a component to
the Gaussian Mixture of the birth process. The mean m(i) of each component is set to
the position of the detected person with no velocity. The covariance is set to a constant
matrix (i) = 0:32  I(4x4), with I(4x4) being the 4x4 identity matrix. As the output of
the detector module does not include a score factor for each detection, a constant weight
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is assigned to each component of the birth process. The weight has to be low enough to
discard repeated targets, but high enough to not delay the creation of a new track. A
value of wb = 0:05 is used in this work, which was estimated in an o-line calibration. The
nal formula of the birth process is:
t(x) = wb
NX
i
N (x;m(i);(i)); (4.34)
where N is the total number of detections at time t.
4.3 Experimental Results
To test the proposed approach, data was recorded using a mobile robot. For each exper-
iment, there is a recording of the robot being manually driven around dierent scenarios
while the raw data of the sensors is recorded. The robot uses a Pioneer P3DX base with an
attached frame where the remaining hardware is mounted. The laser sensor is a Hokuyo
UTM-30LX sensor. A colour camera is also used for reference purposes but is not used by
the proposed method.
Four ve-minute segments were then manually extracted from the recordings. This was
done to identify the meaningful segments of the recordings. Ground truth annotations
were carried out from the laser perspective by visually identifying legs. Besides spa-
tial annotation, each segment was further classied by its perceived complexity: simple,
medium and complex. The complexity classication is done by looking at the scene
from the colour camera's perspective. Figure 4.6 shows four dierent snapshots of the
recorded dataset. Figure 4.6a shows an example of simple complexity, Figures 4.6b and
4.6c shows two dierent snapshots of medium complexity and 4.6d shows a complex
snapshot. Table 4.1 shows the total amount time recorded for each class.
The four dierent recorded segments are: Long Corridor, Large Hall, Entrance, and Very
Crowded. In the Long Corridor recording, the robot is initially located at the entrance of
a building. After a few minutes, it starts to move towards a second building through a
long outdoors (but covered) corridor. In the Large Hall recording, the robot is standing in
a large hall while people walk around it. The robot starts to move towards another side
of the same building. In the Entrance recording, the robot is located at the entrance of a
building while people are coming in and out of the building. Finally, in the Very Crowded
recording, the robot is located in a corner of a very busy corridor.
The OSPA [130] metric and the CLEAR MOT index [131] are used to compare the per-
formance of the dierent approaches. Parameters c and p of the OSPA metric were set
92
(a) Snapshot of a simple complexity (b) Snapshot of a medium complexity
(c) Snapshot of a medium complexity (d) Snapshot of a complex complexity
Figure 4.6: Dierent snapshots of the used data set with dierent complexity levels. a)
a scene of simple complexity. b) and c) scenes of medium complexities. d) a very complex
scene.
to 1. This allows subdivision of the OSPA metric into two components: location and
cardinality error. As the OSPA is a mathematical metric, lower values indicate lower er-
rors. The CLEAR MOT index is further composed of two sub-indices, MOTA and MOTP.
The cut-o distance parameter used in by the CLEAR MOT index was set to 1 m. Low
localisation error is obtained with lower values of the MOTP index. Higher MOTA values
indicate a more precise estimation of the people's conguration; i.e., the correct number
of people in the environment. The OSPA metric is averaged over all scenarios to illus-
trate the overall performance of the proposed approach, while the CLEAR MOT index is
analysed per scenario basis.
Table 4.1: Total length in seconds of each class
Simple Medium Complex
Static Robot 172.41 245.19 88.10
Moving Robot 437.46 140.05 116.01
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The base comparison is done against [17], implements a global Nearest Neighbour al-
gorithm for data association, an Unscented Kalman lter as the underlying tracking al-
gorithm, and uses the same people detector algorithm as the proposed approach. For
comparisons, only the laser component of the base method was used. Comparisons were
also made against the JPDA and the standard PHD lter using legs detections as tracking
measurements.
The comparison is carried out by replaying the recorded data and processing it in real
time using the dierent methods.
4.3.1 Leg Detection and Cluster Identication
In Figures 4.7 and 4.8, the two proposed features and the tracking results are shown. It
can be appreciated that the number of clusters detected (as shown in cyan) is much greater
than the number of legs detected (shown in yellow). As these clusters represent physical
entities in the environment, they are very stable over time. The main reason for a cluster
to disappear is if it is occluded by another object. On the other hand, detected legs are
much sparser but can more accurately relate the number of real people in the environment.
When combining both features by using the PHD lter, targets are only created in places
near previous detections (nal PHD lter estimation is shown in magenta). It can be
appreciated from the subgure 4.8 that the proposed method is able to keep tracking the
person in front of the robot even if no legs are detected. It is also clear that, although
many static features of the environment are always identied by the cluster extraction
module, they do not create a target when using the PHD lter (for example the wall in
the right hand side of the map).
Figure 4.9 shows the long range tracking capabilities of the proposed approach. As distance
increases, the leg detection performance decreases. By using cluster features, targets
previously recognised by their detected legs can be tracked across larger distances. In
Figure 4.10 the tracker manages to continuously track at 6 m from the robot; in Figure
4.9b, the tracking continues up to 12 m from the robot.
In Figure 4.10 a persistent false positive situation is shown. At the pillar in front of the
robot, a target is created by the proposed approach. As the cluster features are very stable
but do not provide information on whether an obstacle is a person or not, it is hard to
eliminate this target from the PHD lter. In this situation, targets are assigned to static
segments of the environment, resulting in stationary (or close to stationary) targets. For
a navigation application a stationary obstacle does not pose a problem, while missing a
target could be potentially dangerous.
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Detected Legs
Detected Clusters
Tracking Results
Laser Measurement
Figure 4.7: The dierent features used and the tracking results. The detected legs are
highlighted in yellow cylinders, while the clusters' centres are shown in cyan cubes. The
resulting estimated position and velocity are shown with magenta spheres and arrows
respectively. The robot is located in the bottom middle section of the left image, and its
frame of reference is shown in red (for the x axis) and green (for its y axis). The grey
grid on the maps correspond to a 1 m separation between lines. The eld-of-view of the
colour camera is shown in dashed blue lines.
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Figure 4.8: The dierent features used and the tracking results. The detected legs are
highlighted in yellow cylinders, while the clusters' centres are shown in cyan cubes. The
resulting estimated position and velocity are shown with magenta spheres and arrows
respectively. The robot is located in the bottom middle section of the left image, and its
frame of reference is shown in red (for the x axis) and green (for its y axis). The grey
grid on the maps correspond to a 1 m separation between lines. The eld-of-view of the
colour camera is shown in dashed blue lines.
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(a) Legs at 6m are not detected consistently. The main source of tracking at these distances
is due to the cluster features.
Detected Legs
Detected Clusters
Tracking Results
Laser Measurement
(b) The proposed mixture of feature manages to keep tracking people at 12m.
Figure 4.9: Long rage tracking using the cluster features. The eld-of-view of the colour
camera is shown in dashed blue lines.
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Detected Legs
Detected Clusters
Tracking Results
Laser Measurement
Figure 4.10: A situation were two false positive targets are being tracked. One at the
pillar in front of the robot (ID:597) and one at the left of the robot(outside the eld of
view of the camera, ID:599). The eld-of-view of the colour camera is shown in dashed
blue lines.
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4.3.2 Quantitative Results
Figures 4.11 and 4.12 show the OSPA results for dierent approaches grouped by com-
plexity and by number of people in the environment. First, in Figure 4.11a, it can be
appreciated that the proposed approach has the lowest number of errors for the dierent
complexity categories. If examined in more detail, Figure 4.11b shows the two compo-
nents of the OSPA metric. The proposed approach has the lowest cardinality error, while
the location error is similar or slightly higher than the alternative methods. It is clear
that the overall advantage of the proposed approach is mainly due to the lower cardinal-
ity component. Interestingly, although the PHD lter initially has a strong performance
when compared to alternative approaches, it has the worst performance in the complex
category.
A similar behaviour is observed when the OSPA metric is grouped by number of people
in the environment, as shown in Figure 4.12a. Again, it can be appreciated that the
proposed approach has the lowest OSPA error for all cases. Analysing the cardinality
component of the OSPA metric (shown in Figure 4.12b), it is clear that the proposed
approach outperforms other approaches for cases with seven or fewer people. For the last
two cases of eight and nine people, the proposed approach does not perform well, achieving
the largest error of the compared methods. This error is compensated for by maintaining
a lower location error than found in the other approaches.
The errors of each of the recordings are shown in Tables 4.2, 4.3, 4.4, 4.5. It is clear to see
that for all evaluated methods, the false positive rate is rather high. This is explained by
the fact that the laser range sensor is not very discriminative, thus making it harder for
the detector to specically identify people from other objects in the environment.
It is interesting to note that the main performance increment of the proposed approach
is due to the lower false positive ratio. While the base algorithm (the PHD lter) has
the worst MOTA index (mainly due to the higher false positive), the proposed approach
manages to decrease this value signicantly. On the other hand, the errors related to
location (MOTP and OSPA location) have similar values for all approaches.
Mismatches are a required component of the MOTA index. The PHD lter and the pro-
posed approach do not naturally handle track identication; thus, some form of track
management has to be implemented on top of these approaches. This ad hoc track man-
agement articially increases the MOTA index of these two approaches. This is especially
signicant in the Very Crowded recording, shown in Table 4.5, where the two PHD-lter
based methods have a larger number of mismatches.
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(a) OSPA(1) metric grouped by the complexity of the environment. In all three cases, the
proposed method manages to obtain the lowest error.
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(b) OSPA(1) metric deconstructed intro the cardinality and location components. This graph
shows that the low error mainly arises from the cardinality component of the PHD lter, while
the error margin of the location component of the lter remains competitive except in the
Complex scenario where the location error increases.
Figure 4.11: OSPA(1) errors grouped by environment complexity.
100
1 2 3 4 5 6 7 8 9
Number of people
0.00
0.25
0.50
0.75
1.00
O
S
P
A
(1
)
m
et
ri
c
JPDA-based tracker
KF with NN association tracker
Standard PHD tracker
PHD-based tracked
(a) This Figure shows the OSPA(1) error grouped by number of people in the environment.
As found in previous results, the proposed method achieves the lowest error for all cardinalities
of the environment.
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(b) Shown in this gure is the dierent components of the OSPA(1) error, grouped by number
of people in the environment. An outcome that is similar to the previous results can be
observed except in the case of nine people, where the cardinality error greatly increases by
using the proposed approach.
Figure 4.12: OSPA(1) errors grouped by number of people in the environment.
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Table 4.2: Overall errors for the Entrance recording.
Method OSPA(1) OSPA(1)
card.
OSPA(1)
loc.
MOTP(m) MOTA False
pos.
rate
Miss
matches
Proposed
PHD tracker
0.55 0.32 0.23 0.17 35.15% 45.91% 784.0
JPDA-based
tracker
0.71 0.51 0.20 0.21 -34.28% 113.10% 1098.0
KF with NN
association
tracker
0.74 0.55 0.18 0.20 -59.27% 138.47% 423.0
Standard
PHD-based
tracker
0.70 0.56 0.14 0.16 -55.94% 138.95% 898.0
Table 4.3: Overall errors for the Large Hall recording.
Method OSPA(1) OSPA(1)
card.
OSPA(1)
loc.
MOTP(m) MOTA False
pos.
rate
Miss
matches
Proposed
PHD tracker
0.47 0.28 0.19 0.16 48.57% 33.11% 398.0
JPDA-based
tracker
0.68 0.51 0.17 0.18 -33.19% 113.64% 705.0
KF with NN
association
tracker
0.67 0.49 0.18 0.18 -33.67% 112.96% 716.0
Standard
PHD-based
tracker
0.71 0.58 0.13 0.16 -62.76% 147.24% 491.0
Table 4.4: Overall errors for the Long Corridor recording.
Method OSPA(1) OSPA(1)
card.
OSPA(1)
loc.
MOTP(m) MOTA False
pos.
rate
Miss
matches
Proposed
PHD tracker
0.50 0.36 0.15 0.16 46.26% 28.28% 353.0
JPDA-based
tracker
0.75 0.54 0.21 0.23 -45.41% 117.24% 433.0
KF with NN
association
tracker
0.75 0.55 0.20 0.23 -49.54% 121.30% 494.0
Standard
PHD-based
tracker
0.70 0.59 0.11 0.17 -82.63% 167.08% 544.0
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Table 4.5: Overall errors for the Very Crowded recording.
Method OSPA(1) OSPA(1)
card.
OSPA(1)
loc.
MOTP(m) MOTA False
pos.
rate
Miss
matches
Proposed
PHD tracker
0.61 0.40 0.21 0.21 26.47% 50.50% 1445.0
JPDA-based
tracker
0.72 0.56 0.17 0.20 -26.34% 110.85% 754.0
KF with NN
association
tracker
0.73 0.56 0.16 0.19 -32.32% 116.48% 732.0
Standard
PHD-based
tracker
0.76 0.62 0.14 0.22 -62.18% 140.95% 1514.0
4.3.3 Qualitative Results
Finally, qualitative results are shown in Figure 4.13. These images are generated by back-
projecting the tracking results on the image recorded from the robot. In Figure 4.13a,
a snapshot from the JPDA algorithm is shown. It can be appreciated that while two
targets are created for the person moving away from the robot, no track is assigned for
the person moving towards the robot. The result, via the proposed approach, is shown in
Figure 4.13b; the same situation is handled correctly by the proposed approach. Figure
4.13c shows a dierent snapshot from the JPDA algorithm. As in the previous case, two
tracks were created for the person on the left-hand side, and an extra false positive at the
right-hand side of the image. The result of the proposed approach in the same situation
is shown in 4.13d. This situation has been handled correctly as the noise measurements
is ltered out. Interestingly, there is a person on the right-hand side of the image who is
partially occluded. The leg detector does not detect this person, as the legs are occluded.
The proposed approach still manages to track this person, as the track was previously
initialised and there still is evidence of a target to be tracked.
4.4 Summary
This chapter introduced a people tracking approach for a mobile robot, aimed at crowded
environments through the use the laser range sensor. The proposed approach uses the PHD
lter, relying on the clear separation between target initialisation and target tracking.
To begin with, people's legs are detected using Belloto's leg pattern detection module.
This module identies three common patterns created by people's legs in the laser range
sensor. The output is then used to initialise tracking by populating the PHD lter's birth
process.
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(a) JPDA tracking (b) Proposed Approach
(c) JPDA tracking (d) Proposed Approch
Figure 4.13: Qualitative tracking results. Figures 4.13a and 4.13c show results for the
JPDA based tracker. Figures 4.13b and 4.13d show results for the proposed approach.
Figures 4.13a and 4.13b are extracted from the Long Corridor, while Figures 4.13c and
4.13d are from the Large Hall scenario.
Features from a clustering module are used for tracking a possible target. This module
identies independent clusters of points from the raw laser measurement. A heuristic
procedure is used so that each person generates, at the very most, one cluster. To lter out
obvious clusters that do not correspond to people and to merge a person's legs together,
clusters are rst ltered by their size and then merged if two cluster centroids are too
close together. Resulting clusters are very stable (no, or low, misdetections) but not as
descriptive as the output from the leg detector. As tracking is initialised from meaningful
features, only clusters corresponding to people contribute to meaningful outputs from the
tracker.
Qualitative results show that the proposed combination of features manages to maintain an
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accurate track of people, despite the (possibly large) number of non-people measurements
from the clustering module. For people located far from the laser sensor, the leg detector
module fails to correctly identify their legs patterns. By using the proposed set of features,
it is also shown that long-range tracking can be achieved up to 12 m.
To quantitatively evaluate the proposed method, three dierent tracking algorithms are
compared: a bank of Kalman lters with the Nearest Neighbour criteria for data associ-
ation, the JPDA lter and the standard PHD lter. To measure the performance of each
method, two dierent metrics are used: the OSPA distance and the CLEAR MOT index.
Results show that the proposed approach manages to decrease tracking errors on both
metrics as compared to alternative the other tracking algorithms. Moreover, the proposed
approach manages to overcome problems when the PHD lter is used on its own. All
results were obtained by evaluating dierent pre-recorded data in real time.
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Chapter 5
Local Planning with Uncertainties
5.1 Introduction
In the previous chapter, an approach to detect and track people in a crowded environment
for a mobile robot was introduced. For the introduction of mobile robots into our everyday
living environment, the information about people's position and movements has to be
integrated into the navigation logic of the robot. In general, robot navigation can be
divided into two tasks: global and local path planning. Global planning deals with nding
a path between two places in a large-scale environment. On the other hand, the local
planner helps the robot to follow the global path while navigating around unexpected
or transient changes in the environment. This chapter deals with local planning when
uncertainties about the measured environment and its future evolution are taken into
account.
To this end, a novel probabilistic approach for obstacle avoidance is presented. The pro-
posed approach eciently deals with uncertainty in the robot's motion, its sensor's mea-
surements, and uncertainty regarding the future behaviour of moving obstacles (people's
moving intentions). First, a model to quantify the uncertainty with regards to the position
of the robot and the obstacles is presented. To handle the unknown behaviour of moving
obstacles, a motion model explicitly accounting for people's unknown intentions is pro-
posed. These two components are later used to evaluate and nd the optimal trajectory
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Figure 5.1: Diagram of the local planner. Highlighted in blue are the scoring of trajecto-
ries, which is modied to account for uncertainties, and the newly introduced uncertainty
model required.
for the robot.
First, a policy for evaluating trajectories is required. The DWA is used to limit the search
space to reachable trajectories within the execution period. Afterwards, each trajectory
is assigned a cost for following that particular trajectory. This cost is calculated by using
the optimal Bellman equation [124], in which the probability of collision and the chance
of the robot moving closer to its goal are taken into account. Finally, the trajectory with
the lowest cost is chosen to be executed.
Both simulated and real world experiments are used to validate the proposed approach.
Results show that the proposed approach manages to decrease the chances of collision and
demonstrate desired obstacle avoidance behaviour for the robot.
5.2 Modelling Uncertainties
This section describes the position and motion uncertainty model, and by using this mod-
els, how the probability of collision is estimated.
The position uncertainty arises as the sensing of the obstacles and robot's own position
are subject to noise. This uncertainty increases as the trajectories are simulated further
in time (this assumes no measurement is carried out while simulating the trajectory). The
model used to estimate this probability is described in subsection 5.2.1.
The second source of uncertainty originates from the assumption that moving obstacles
correspond to people in the environment. Although moving people can be detected and
tracked, which provides an estimation of their current position and velocity, their future
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intentions are, in general, unknown to the robot. To perform any meaningful inference, the
future behaviour needs to be bounded. The assumptions made to bound this behaviour
and resulting model are explained in subsection 5.2.2.
5.2.1 Modelling Position Uncertainties
Each control u = (v; !) generates a trajectory Tu(t). For the problem of obstacle avoid-
ance, a xed time length is required for the evaluation of the trajectory. Thus, a time
frame T is used, where each trajectory is evaluated only for t  T . At each time step, the
position of the robot is assumed to be normally distributed:
xR(t)  N (Tu(t);0R + ttI); (5.1)
where 0R is a small initial covariance and t is a factor to increase the covariance with
time t.
For a pointwise object and the robot to collide, the object has to be within the footprint
of the robot. With the probability distribution of the robot's position, the probability of
the robot colliding with a point-wise obstacle can be written as:
P (collisionjo(t);u; t) =
Z
I(xR(t);o(t))P (xR(t))dxR(t); (5.2)
where o(t) is the function describing the obstacle's position and I(; ) is the collision
indicator function. The indicator function is 1 if the obstacle o(t) is within the footprint
of the robot located at xR(t) and is zero otherwise. For clarity, the dependency on u; t will
be omitted from now onwards. This integral can be estimated using Monte Carlo methods
[132], but for increased performance, an approximation must be developed next.
For a robot with a small and regular footprint, the indication function can be dened as:
I(x;o) =
8<:1; kx  ok < r0; i:o:c ; (5.3)
where r is the circumscribed radius of the robot's footprint.
So, Equation 5.2 can be rewritten as:
P (collisionjo) =
Z
kx ok<r
P (xR)dxR
= P (kx  ok < rjo): (5.4)
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Assuming r is a small value, Equation 5.4 can be approximated as a constant multiplied
by the area of the robot:
P (kx  ok < rjo) = r2N (0;R   o;R) (5.5)
=
r2e 
1
2
(R o)T 1R (R o)
2jRj 12
(5.6)
=
r2
22R
exp

 kR   ok
2
22R

(5.7)
where N (0;R   o;R) is the normal distribution density function evaluated at 0. R is
the covariance dened in Equation 5.1. Equation 5.7 can be derived assuming that the
R matrix can be expressed as RI, where I is the 2x2 identity matrix.
To model when both the robot and the obstacle's position are uncertain, it is further
assumed that o  N (O;O). By the law of total probabilities:
P (collision) =
Z
P (collisionjo)P (o)do: (5.8)
Equation 5.5 can also be written as r2N (o;R;R); using this in combination with
Equation 5.8 gives:
P (collision) = r2
Z
N (o;R;R)N (o;O;O)do (5.9)
Using the following property of the normal distribution:
N (x;1;1)N (x;2;2) = N (x;3;3); (5.10)
where:
3 = (
 1
1 +
 1
2 )
 1
3 = 3(21 +12)
0 = 1 +2
 =
1
2j0j 12
exp

 1
2
(1   2)T (0) 1(1   2)

:
This allows further simplication as follows:
P (collision) = r2


:1Z N (o; ; )do (5.11)
=
r2
2jC j 12
exp

 1
2
(R   O)T 1C (R   O)

; (5.12)
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where C = R + O. The simplication carried out in Equation 5.11 is possible given
that a probability density function integrates to 1 over its complete domain, regardless of
its parameters.
It can be appreciated that the equations of both models, Equation 5.6 and Equation 5.12,
have the same shape, but a dierent covariance is used. The resulting Equation 5.12 is
equivalent to the result presented by Dutoit et al. [99], where the main dierence lies in
how the values of O and O are estimated. This is explained in the following section.
5.2.2 Modelling Uncertainty in Human Motion
In general, position and velocity can be estimated for each moving obstacle at a particular
time (for example, by using a Kalman lter). This suggests that the motion model of
constant velocity is a natural choice. A constant velocity model assumes that the intention
of a person is to keep moving with the same velocity. Estimating, or even guessing, the
moving intentions of a person is a rather complex, if not impossible, task. A dierent
model is to assume that people could move in any direction (e.g. following a Brownian
motion). This motion model neglects the velocity information available but captures the
notion of unknowing in the long-term behaviour of moving people. It is desirable to have
a motion model that can capture the short-term linear motion behaviour but also the
unknown long-term behaviour.
In this work, people's motion is modelled as a mixture motion where one component is a
constant velocity movement, and the other component is a Brownian motion. The mixture
is dened with a stronger component for the constant velocity model in the short-term,
while in the long-term the Brownian motion prevails.
Assuming a xed, small interval t, the position of an obstacle is modelled as follows:
ot+1 =
8<:ot +tvt; with probability ptot + M!t; with probability (1  pt) ; (5.13)
where:
ot  N (ot ;O)
vt  N (vt ;vt)
!t  N (0;t)
pt = exp ( t);  > 0;
and is M a parameter of the model. To obtain the expression for pt, it is necessary to
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rst assume that the obstacle is following a constant velocity model. Then at time tc it
changes behaviour and moves according to the Brownian motion. This changing time tc
is unknown, but exponentially distributed with parameter :
tc  Exp():
Using the exponential distribution is the natural choice for the time of occurrence of
an event. The probability of keeping the constant velocity model at the time t can be
expressed as follows:
pt = P (t < tc) (5.14)
= 1  P (tc < t) (5.15)
= 1 
Z t
0
 exp f tcgdtc (5.16)
= exp f tg: (5.17)
The model described in Equation 5.13 is impractical, as for each time step, two components
are required. This would cause an exponential increment in the number of components
when trajectories are evaluated. To solve this, a single component approximation is used.
The model presented in 5.13 can be thought to be a two Gaussians mixture model. A
single component approximation can be achieved by searching the normal distribution
parameters that minimise the Kullback Leibler divergence against the two component
mixture model. This is achieved by a Gaussian having the following parameters:
single = ot + pttvt (5.18)
single = O + (1  pt)tMI+ (5.19)
t2

vt + (1  pt)2p2tvtTvt

(5.20)
(5.21)
Afterwards, the model is iterated, and the nal distribution at time t > 0 is obtained:
ot  N ( ~Ot ; ~Ot); (5.22)
with:
~Ot = O + vt
X
ptt;
~Ot = O +M
X
(1  pt)t
+
X
t2

vt + (1  pt)2p2tvtTvt

;
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Figure 5.2: Evolution of the function m(t;) in time for dierent values of the  pa-
rameter.
and taking the limit when t! 0:
~O(t) = O +m(t;)vt ; (5.23)
~O(t) = O + (t m(t;))M (5.24)
m(t;) =
(1  e t)

: (5.25)
Figure 5.2 shows the behaviour of the m(t;) function for dierent values of the  param-
eter. The parameter  controls the degree to which the model resembles a linear motion
or a Brownian motion. If  ! 0, then m(t; 0) ! t, yielding a pure constant velocity mo-
tion. On the other hand, when  ! 1, then m(t;1) ! 0, yielding a Brownian motion.
A similar analysis can be done assuming a xed  and analysing how m(t;) evolves in
time. For small values of t, m(t;) behaves similarly to m(t;) = t (in the sense that
@m=@t(0) = 1). Thus, the model behaves in a more similar manner to a constant velocity
motion model. As t grows, m(t;) will tend to a constant value of 1=, creating behaviour
more similar to a Brownian motion.
To better understand the  parameter, it is possible to extract it from m(t0;) = , with
0 <   t0. From this, it can be seen as how fast the proposed model diverges from the
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Figure 5.3: Illustration of the dierent motion models. For each model, dierent time
steps are shown as circles with a radius of 3. The proposed model, shown in green,
shows a good compromise between local linear movement, and the long-term uncertainty
regarding motion.
constant velocity model after t0 seconds. Using this,  can be written as
 = t 10 W

  t0

e 
t0


+  1; (5.26)
whereW () is the Lambert W function. The Lambert W function is dened as the solution
to z =W (z)eW (z).
This result can be used to give  certain meaningful values. For example, for t0 = 1 and
 = (0:25; 0:50; 0:75) the corresponding  values are 3:92; 1:59 and 0:61. These values of
 correspond to, at 1 second, how likely (percentage wise) it is to keep moving with a
constant velocity model.
Figure 5.3 illustrates the dierence between the dierent motion models. In yellow, the
Brownian motion model increases the uncertainty around the measured point only, not
taking into account the measured/estimated velocity of the obstacle. In blue, the linear
motion model makes full use of the velocity information. The problem arises when long
time periods are simulated, as the constant velocity assumption is very strong, especially
when modelling people's movement. Finally, in green, the proposed model initially resem-
bles the constant velocity model, but as time advances, the Brownian component becomes
more predominant.
5.3 Uncertainty-Aware Trajectory Planning
A probability of the robot colliding with the environment is used to measure the uncer-
tainty the robot has about the environment. For a given trajectory this probability can
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be written as:
P (collisionjv; !) = 1 
TY
t=0
P (no collisionjv; !; t); (5.27)
where (v; !) are commands that generate the trajectory, t is the dierent time steps and
T the total number of time steps to be evaluated.
The probability of non-collision can be further divided into two components: no collision
against both the static and dynamic parts of the environment:
P (no collisionjv; !; t) = P (no collision staticjv; !; t)P (no collision movingjv; !; t):
To estimate the probability of no collision with the static environment, the distance to the
closest obstacle is used. A grid map (or cost map) with the measured obstacles around the
robot is constructed. Afterwards, the distance to the closest occupied cell is computed for
each cell. This can be performed eciently by using the distance transform [133] of the
cost map. The distance transform calculates for each free cell, the closest distance to an
occupied cell on the map. Then, the distance between a cell in the discretised environment
and an obstacle become a simple lookup in the distance map.
The probability of collision against moving obstacles is dened as follows:
P (no collision movingjv; !; t) = (5.28)
min
O
f1  P (collisionjxR(t); xO(t))g; (5.29)
where O represents the set of moving obstacles, and xR(t) and xO(t) represents the position
of the robot in the current trajectory and the position of an obstacle at time t. Using the
min() as a reduction operation guarantees that the worst-case scenario is avoided when
checking for collisions against moving obstacles.
In Figure 5.4, the resulting probability of collision is shown for a particular conguration
and for dierent possible trajectories. The robot, shown on the left in red, evaluates all
possible trajectories given its current velocities. Trajectories marked with a black cross
indicate that the robot collides with an obstacle when on a trajectory. The colour coding
refers to the probability of collision of each trajectory: green indicates a lower probability
and red indicates a higher probability of collision. Trajectories that move the robot close
to moving obstacles (shown on the right side in blue) and to the wall have a much higher
probability of collision.
Next, the cost of each trajectory needs to be estimated. A cost function captures the
diculty of a particular trajectory in reaching a desired goal or action. Assuming sensory
noise, and uncertainty in the evolution of the environment, there is not one cost value, but
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Figure 5.4: Trajectories generated by the DWA procedures and their corresponding
probability of collision. Each trajectory is colour coded with the resulting probability
of collision. Green represents lower probability of collision, while red indicates a greater
chance of collision. Trajectories that collide with the static environment are marked with
a black cross.
rather a distribution of possible costs. This distribution depends on the dierent outcomes
of executing a given trajectory. Under these assumptions, the optimal cost can be dened
as the value that minimises the expected cost:
C(x) = min
u
(E[C(x;u)]); (5.30)
where x is the current robot state, u a valid control of the robot, and C(x;u) is the cost
of executing the control u while being in x.
Using the well-known Bellman formula, the cost can be expressed in terms of the immediate
cost and the expected future cost:
E[C(x;u)] = Ci(x;u) + 
X
x0
T (x;u;x0)C(x0); (5.31)
where Ci(; ) is the immediate cost,  is a discount factor, T (; ; ) is the probability of
reaching state x0 from state x when choosing the controls u, and x0 is the outcome of
executing the controls u. For clarity, the E[] will be omited from now onwards.
The execution of controls u is modelled with two possible outcomes. First, if a collision
occurs with the environment, the robot stays in the original position x. Otherwise, the
robot reaches the next position marked on the trajectory x0. It is clear that the probability
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of the rst outcome is the probability of collision in the trajectory, while the second is its
complement.
Using these outcomes' denitions, Equation 5.31 can be expanded as follows:
C(x;u) = Ci(x;u) +  (1  P (col))C(x0) + P (col)C(x) (5.32)
= Ci(x;u) +  (1  P (col))C(x0) + P (col)C(x;u) (5.33)
=
Ci(x;u) + (1  P (col))C(x0)
1  P (col) : (5.34)
From step 5.32 to 5.33 it is assumed that the future cost of staying at the same position
C(x), is the same as the cost of continuing to attemp to execute control u.
The immediate cost is assumed to have a constant value of a unit (1 m for example) for all
states except the goal, which has a value of zero. To estimate Equation 5.34, an estimation
of C(x0) is required.
A lower-bound for C(x0) can be estimated by assuming the trajectory to the goal position
has a null probability of collision, the previously described immediate cost, and a length
of n steps of the trajectory. With these assumptions, a lower-bound of Equation 5.34 can
be evaluated as follows:
CLB(x) = 1 + 1  CLB(x0) +

0  CLB(x) (5.35)
= 1 + 
z }| { 
1 + 1  CLB(x00) + 0  CLB(x0)

(5.36)
= 1 +  + 2 + : : :| {z }
n times
(5.37)
=
nX
i=0
i (5.38)
=
1  n+1
1   : (5.39)
The step from 5.37 to 5.38 assumes that, at the goal position, any expected cost is zero.
This is a fair assumption, as reaching the goal from that same position should not incur
any cost whatsoever. Clearly, this is an lower-bound to the real cost, as the best-case
scenario was chosen.
In the deterministic case, a cost function generating a global solution makes use of a NF
[1, 88]. A NF is a scalar function dened in the C-space that only has one minimum at
the goal conguration, and increases for positions further away from the goal. This can
be thought of as a measure of distance between a position and the goal. Since the NF is
a measure of the distance to the goal, n should be proportional to the NF evaluated at x.
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Thus:
CLB(x) =
1  NF (x)+1
1   :
This nal value is then used to estimate the expected cost of the next conguration x0 in
Equation 5.34.
The cost estimation highly depends on the estimation of the NF. For an ecient imple-
mentation, the domain where NF is evaluated is discretised and the NF is pre-calculated
once the local goal is set. A 2D grid representing the robot's position in the environment
is used as the discretised representation of the NF. First, the goal position on this grid is
marked as having a value of zero. The Wavefront algorithm is then used to propagate the
distances from the goal position to all the grids' positions.
Algorithm 3 Pseudocode for the Wavefront algorithm. The main modication is to
dierentiate the NF values for diagonal or horizontal/vertical neighbours.
NF[xg; yg] 0
Q.push((xg; yg); NULL)
repeat
(x; y); (xp; yp) Q:pop()
if (x; y) is diagonal to (xp; yp) then
NF[x; y] NF[xp; yp] + 2
else
NF[x; y] NF[xp; yp] + 1
end if
for all (xn; yn) non-blocked neightbours of (x; y) do
Q.push((xn; yn); (xn; yn))
end for
until Q not empty
return NF
When evaluating the NF at a particular point x, bilinear interpolation is used to avoid
plateaus. Using the closest points in the grid to point x, which is to be evaluated (see
Figure 5.5), the NF at point x is estimated as follows:
NF(x) = NF(x; y) =NF[x0; y0]
(x1   x)(y1   y)
(x1   x0)(y1   y0)
+ NF[x1; y0]
(x  x0)(y1   y)
(x1   x0)(y1   y0)
+ NF[x0; y1]
(x1   x)(y   y0)
(x1   x0)(y1   y0)
+ NF[x1; y1]
(x  x0)(y   y0)
(x1   x0)(y1   y0)
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Figure 5.5: Points used for the bilinear interpolation of the NF.
After all feasible trajectories are evaluated, the trajectory that minimises the cost function
is the optimal single-step solution for the described model.
5.4 Results
To evaluate the proposed approach, simulations and real world experiments have been
carried out.
5.4.1 Simulation Setup
Four dierent scenarios were simulated. In the rst scenario, the robot moves in a narrow
corridor in the presence of two other moving obstacles. These obstacles move back and
forth between two predened waypoints. In the second and third scenarios, crossroad
situations were simulated, with dierent numbers of moving obstacles. In these cases,
obstacles move perpendicularly to the robot, moving from one side of the crossroad to the
other and back. The second scenario has two moving obstacles, while the third scenario
has three moving obstacles and a vertical movement to the extra obstacle is incorporated.
This is designed to further test the unknown motion behaviour of moving obstacles. The
fourth scenario uses the same crossroad map, but with a single obstacle moving in a zigzag
pattern. In Figure 5.6, snapshots of the dierent test scenarios are shown.
For all scenarios, dynamic obstacles move blindly towards their goal position; no attempt is
made to avoid a collision. Once a waypoint is reached, a moving obstacle abruptly changes
its direction towards the next waypoint. The simulated robot has access to a laser range
sensor and the current position and velocity of all moving obstacles in the environment.
Finally, the robot does not have access to the waypoints of the moving obstacles nor to
the moment when the moving obstacles change direction.
With the available information, collisions could be unavoidable. For example, while the
robot plans to avoid an obstacle from its left side, the obstacles could suddenly change
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Figure 5.6: Snapshot of the three simulated scenarios. Subgure (a) shows the corridor
scenario where the obstacles' movement is parallel to the robot's movement. In (b) the
simple crossroad with two obstacles is shown. (c) shows the complex crossroad with three
obstacles. It can be appreciated that the topmost obstacle also moves in the same direction
as the robot. Finally, (d) shows the scenario with the zigzag movement.
direction and move directly towards the robot, leaving little to no time for the robot to
react. This situation arises as the original plan assumed a complete knowledge of the
obstacle's future movements, which in general, is invalid.
The task that the robot has to complete in all scenarios is to move from the upper position
to the lower position and return to the upper position. This requires the robot to avoid
the group of moving obstacles twice. The maximum speed of the robot and of the moving
obstacles, was set to 1 m/s. A total of 100 runs per scenario were simulated.
The proposed method was implemented as a local planner within the ROS navigation
stack. The SBPL lattice planner was used [63] as the global planner. This global planner
makes no use of information available regarding the moving obstacles.
The parameters of the proposed approach were estimated by running dierent simulated
tasks. Resulting parameters are shown in Table 5.1.
For comparison, two variants of a GDWA approach were implemented. The rst variant is
the algorithm described in Kiss et al. [1], which makes use of a NF to estimate the controls
that lead the robot towards the goal. This algorithm does not account for moving obstacles.
For the second variant (GDWA+MO), collision detection against moving obstacles was
introduced into the GDWA. The constant velocity motion model was used to predict
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Parameter Value
 0.9
0R 0.0025
t 0.0025
O 0.09
M 0.25
vt 0.09
 0.61
Table 5.1: Parameters used to test the proposed approach. The  parameter is used
for the real world test.
the position of obstacles in the future. This last implementation has the same collision
detection as in [90, 91], but a dierent cost function and global planner were used. These
approaches were chosen as they make use of the same tools (DWA) as the proposed
approach to solve the local planning problem. Except for the GDWA, moving obstacles
were designed to be undetected by the laser, but the position and velocity were directly fed
into the dierent algorithms. This highlights the capabilities of each algorithm to handle
moving obstacles. For the proposed algorithm, dierent values of  were tested. These
values were obtained from Equation 5.26 using t0 = 1 and  = 1:0; 0:75; 0:50; 0:25 and 0:0,
resulting in  = 0:0; 0:61; 1:59; 3:92 and 1 respectively. A value  = 1 gets reected in
that the function m(t;1) = 0, regardless of the time parameter t.
5.4.2 Qualitative Results
Figures 5.7 and 5.8 show the reaction of the robot to an approaching moving obstacle
when using the proposed method. In the simpler case of Figure 5.7, as no other moving
obstacle is close to the robot, the avoidance manoeuvre has a larger magnitude. It can
be appreciated that the inuence of the approaching obstacle is taken into account as far
as 3 m from the robot, but the fast nature of the interaction (the robot and the moving
obstacles have a moving speed of 1 m/s) makes the interacting window very small. This
highlights the importance of a real time algorithm to handle obstacle avoidance. In the
second case (Figure 5.8), the robot not only has to avoid the incoming obstacle, but also
has to avoid colliding with an obstacle moving parallel to the robot. It can be appreciated
that, in this case, the initial avoidance manoeuvre is less aggressive that the one in the
previous gure. In addition, immediately after avoiding the incoming obstacle, the robot
performs a counter manoeuvre to correct its position, avoiding a collision with the obstacle
moving in parallel to it.
Figure 5.9 shows the reaction of the robot to the same scenario, but with a  parameter
of 1.59 instead of 0.61. The larger  parameter translates into an estimated movement
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Figure 5.7: Reaction of the robot using the proposed method to an approaching moving
obstacle. The motion model uses a  parameter of 0.61. Moving obstacles are shown in
blue circles, while the robot is shown with a red circle. The path followed by to obstacle
and the robot for the last second is shown in dashed lines. Finally, in green the selected
local plan is shown.
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Figure 5.8: Reaction of the robot using the proposed method to an approaching moving
obstacle and an obstacle moving in parallel. The motion model uses a  parameter of
0.61. Moving obstacles are shown with blue circles, while the robot is shown with a red
circle. The path followed by the obstacle and the robot for the last second are shown in
dashed lines. Finally, the selected local plan is shown in green.
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Figure 5.9: Reaction of the robot using the proposed method to an approaching moving
obstacle and an obstacle moving in parallel. The motion model uses a  parameter of
1.59. Moving obstacles are shown with blue circles, while the robot is shown with a red
circle. The path followed by the obstacle and the robot for the last second are shown in
dashed lines. Finally, the selected local plan is shown in green.
closer to a Brownian motion. This is reected in the fact that the reaction of the robot
to the obstacle happens when both of them are much closer than if a lower  parameter
was used. It can also be appreciated that after the robot has avoided the rst obstacle,
it ends up closer to the second obstacle; resulting in an avoidance manoeuvre from the
robot. In contrast, using a lower value of  (as shown in Figure 5.8c) results in a more
conservative local plan, as it is expected that the obstacle keeps its constant velocity for
a longer period.
In Figure 5.10, the reaction of the robot to a change in obstacle's moving direction is
shown. Initially, the robot is moving upwards, assuming that the leftmost moving obstacle
is moving downwards (Figure 5.10a). As soon as the moving obstacle switches direction
(Figure 5.10b), the robot moves to create some distance between itself and the moving
obstacle. A stable distance is reached in Figure 5.10c. At this point, the rightmost obstacle
has begun moving downwards and it is at a close distance to the robot. In this case, the
robot makes an avoidance manoeuvre, shown in Figures 5.10d and 5.10e, keeping enough
distance to move comfortably through the two moving obstacles. After the rightmost
obstacle is avoided, the robot starts moving to create some distance with the leftmost
obstacle again. The behaviour of creating a distance between the robot and a moving
obstacle is clearly a result of using a probabilistic approach for obstacle avoidance. This
creates a buer zone that allows the robot to still react according to the expected behaviour
of the moving obstacle.
Figures 5.11 and 5.12 show the avoidance behaviour against obstacles moving perpendic-
ularly to the robot. The rst gure, shows that the proposed approach is sensible enough
to allow the robot to pass in between two obstacles moving in opposite directions. Clearly,
this is a challenging situation, as enough space has to be made between two approaching
122
8 9 10 11 12
6
8
10
12
t = 21.5s
(a)
8 9 10 11 12
6
8
10
12
t = 22.5s
(b)
8 9 10 11 12
6
8
10
12
t = 24s
(c)
8 9 10 11 12
6
8
10
12
t = 25.5s
(d)
8 9 10 11 12
6
8
10
12
t = 26.25s
(e)
8 9 10 11 12
6
8
10
12
t = 27.5s
(f)
Figure 5.10: Reaction of the robot using the proposed method to a change in direction
of movement by the moving obstacle. The motion model uses a  parameter of 0.61.
Moving obstacles are shown with blue circles, while the robot is shown with a red circle.
The path followed by the obstacle and the robot for the last second are shown in dashed
lines. Finally, the selected local plan is shown in green.
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Figure 5.11: Avoidance of moving obstacles moving perpendicular to the robot. The
motion model uses a  parameter of 0.61. Moving obstacles are shown with blue circles,
while the robot is shown with a red circle. The path followed by the obstacle and the robot
for the last second are shown in dashed lines. Finally, the selected local plan is shown in
green.
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Figure 5.12: Avoidance of moving obstacles moving perpendicular to the robot. The
motion model uses a  parameter of 0.61. Moving obstacles are shown with blue circles,
while the robot is shown with a red circle. The path followed by the obstacle and the robot
for the last second are shown in dashed lines. Finally, the selected local plan is shown in
green.
obstacles. As the movements are mostly perpendicular, there is less room for manoeuvres.
Figure 5.12 shows the avoidance behaviour of the topmost moving obstacle. In this situa-
tion, the topmost moving obstacle is moving from left to right. The robot steers to the left,
as it expects the moving obstacle to keep moving right with high probability. In Figure
5.12b, the local plan even points towards the current position of the moving obstacle.
Finally, Figure 5.13 shows the avoidance behaviour with a larger  parameter. Similar to
the parallel movement, the avoidance manoeuvre starts when the robot and the obstacle
are much closer. In a perpendicular movement, this could be problematic, as the space
for manoeuvring is eectively reduced.
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Figure 5.13: Avoidance of moving obstacles moving perpendicular to the robot. The
motion model uses a  parameter of 1.59. Moving obstacles are shown with blue circles,
while the robot is shown with a red circle. The path followed by the obstacle and the robot
for the last second are shown in dashed lines. Finally, the selected local plan is shown in
green.
5.4.3 Quantitative Results
The total number of collisions for all tested scenarios and methods is presented in Table
5.2, and the total time it took the robot to nish the required task is presented in 5.3.
From Table 5.2, it can be appreciated that the proposed approach has achieved the best
results at dierent values of . Except for the Corridor scenario, the mixture models
perform better. In the corridor scenario, the moving obstacles have the longest paths,
and their motion has a constant velocity most of the time. This explains why, in that
particular case, a linear motion model performs better than the mixture model. The bigger
improvements are achieved in the Crossroad Complex and Zigzag scenarios. Similar to
the previously explained case, the Crossroad complex and zigzag scenarios have the most
changes in moving behaviour. This better adapts to the proposed motion model and is
reected in the overall performance of the algorithm. These results also suggest that the
optimal  depends on the behaviour of each particular obstacle. A lower  works better
when the interaction between the robot and moving obstacles is parallel (to the movement
of the robot). On the other hand, a larger  should be used when parallel interactions are
expected.
Regarding task completion time, shown in Table 5.3, the proposed approach manages
to decrease the total completion time for most cases. This indicates an overall faster
movement for the robot while also keeping the robot safer.
125
Method Corridor Crossroad
simple
Crossroad
complex
Zigzag
Crossing
GDWA [1] 71 47 66 55
GDWA+MO 13 19 39 14
P.A.,  = 0 14 16 51 52
P.A.,  = 0:61 23 9 18 24
P.A.,  = 1:59 58 13 28 3
P.A.,  = 3:92 44 16 33 8
P.A.,  =1 37 46 37 18
Table 5.2: Number of collision (along with the percentages) for each scenario and each
tested method. P.A. is the proposed approach with dierent  parameters. GDWA is
the method proposed in [1] and GDWA+MO is the same method with the addition of
estimated collision against moving obstacles.
Method Corridor Crossroad
simple
Crossroad
complex
Zig-Zag
Crossing
GDWA [1] 40.45 42.25 41.09 33.65
GDWA+MO 39.90 37.53 38.35 34.10
P.A.,  = 0 40.18 34.86 35.26 34.67
P.A.,  = 0:61 40.93 35.27 35.46 35.28
P.A.,  = 1:59 39.25 35.38 35.25 34.18
P.A.,  = 3:92 38.51 35.34 35.67 33.72
P.A.,  =1 37.42 35.27 35.93 32.23
Table 5.3: Average time in seconds to complete the task for the dierent method.
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Figure 5.14: A map of the environment where the real world experiments were carried
out. The blue path illustrate the expected patrolling path the robot has to follow. The
area shaded in red represent the area where the human-robot interaction took place.
5.4.4 Real Robot Results
In addition to the presented simulations, further experiments using a real robot were
carried out. The robot is based on a Pioneer-2DX robotic base (with a maximum speed
of 0.5 m/s) and uses a Hokuyo laser range sensor, mounted at the front of the robot, to
detect obstacles in the environment. The laser-based people detection and tracking method
introduced in Chapter 4 is used. In this scenario, the robot was expected to patrol between
two positions in a room. A map of this scenario is presented in Figure 5.14. These two
positions were separated by a U-shaped wall with a narrow corridor connecting them. The
robot had to go through the narrow corridor to complete the path. Tests were carried
out using the GDWA+MO and the proposed approach with  = 0:61. A human-robot
interaction was planned to occur at a constant place in the connecting corridor in order
to capture consistent behaviour of the algorithms. The behaviour of the walking person
was kept as constant as possible; the person walked in a straight line towards the robot.
Once the person started walking, he did not change direction, allowing the robot to avoid
him.
Figure 5.15 shows three instances of the proposed algorithm in which a robot interacts with
one person in a real environment. The NF is displayed on the map by colour coding; red
indicates the lowest values (and hence lower costs). As expected, even though the global
plan and the NF point towards an almost straight movement, the estimated trajectory
curves towards the right side of the robot. This behaviour can be appreciated even in
the rst snapshot (Figure 5.15(a) and (d)), even though the obstacle generated by the
person's legs has not yet been introduced in the local planner's cost map.
Quantitative results from the real world experiments are shown in Table 5.4. In these ex-
periments, the percentage of time during which the robot was too close to the environment
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Figure 5.15: Snapshot of the proposed algorithm running on a real robot. The rst
row of the gure shows the view from the mounted colour camera, whilst the second row
shows the status of the robot view from ROS's tool RViz. The global plan is highlighted
in blue. The navigation function is colour coded on top of the map, with blue indicating
high values and red for lower values. The robot is shown as the black box. Red blocks in
the walls and the person's legs are the current obstacles in the local cost map. Moving
obstacles are shown in a pink ball with an arrow to display the current estimated velocity.
The black arrow is the estimated trajectory associated to the last estimated controls.
and to the person, and the minimum distance to the environment while the robot was mov-
ing is measured. To measure the interactions with the person, only instances where the
robot and the person are closer than 2 m are taken into account. With the GDWA+MO
approach, the robot was closer than 0.5 m for 18.93% of the time and closer than 0.3 m
2.52% of the time. On the other hand, when using the proposed approach, only 8.59% of
the measurements are closer than 0.5 m and only 0.14% at 0.3 m or closer. Similar results
are obtained for the closest distance to obstacles in the environment, where the proposed
approach marked up to 28 cm when the robot was moving, while the GDWA+MO marked
a value of 24 cm. When exclusively analysing the robot's interaction with the walking per-
son, it is observed that the proposed approach brings about a decrease in the number of
times of the robot is at 0.5 m. In the case of distances closer than 0.3 m, the proposed
approach records a small increase of 0.46%. Although this is not a desirable situation, the
overall gure indicate an increase performance when the proposed approach is used.
5.5 Summary
In this chapter, a novel uncertainty-aware local planning algorithm was proposed. This
planning algorithm takes into account two sources of uncertainty: the position of the robot
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Method Closer
than
0.5m to
Env.
Closer
than
0.3m to
Env.
Min.
distance
to Env.
Closer
than
0.5m to
People
Closer
than
0.3m to
People
GDWA+MO 18.93% 2.52% 23.7cm 8.24% 0.00%
P.A.,  = 0:61 8.59% 0.14% 28.4cm 2.29% 0.46%
Table 5.4: Results using GDWA+MO and the proposed approach in real world experi-
ments.
and the obstacles, and the partially known motion of moving obstacles. The probability
of colliding with obstacles is estimated. This task is divided into two subtasks: estimating
the probability of colliding with a static object, and of colliding with a dynamic obstacle.
Both probabilities can be estimated using an equivalent model in closed-form. To model
the motion uncertainty, two models are combined: constant velocity and Brownian motion.
These models can be regarded as opposites, with regards to how compromising each one
is. To avoid an exponential growth in the number of components, the mixture model is
approximated by a single mixture. Finally, the probability of collision is combined with a
NF, to assign an optimal single-step cost to each control command.
Results show that in the presence of moving obstacles, the proposed approach manages to
decrease the number of collisions as well as the total time taken to complete the task.
People detection and tracking algorithms may often generate false positive measurements.
To completely test the proposed approach in real environments, strategies for handling
false positives need to be addressed. In this work, the integration provided by the ROS
between the global planner and local planner was used. This is not optimal as the global
planner is not necessarily aware of the moving obstacles or uncertainties in the envi-
ronment. Future work needs to consider the integration of planners when dealing with
uncertainties and moving obstacles. As seen in Table 5.4, the increasing distance to the
environment could suggest that part human-robot proxemics arise from the proposed or
similar models. However, this requires more in-depth analysis.
In summary, a practical scheme for mobile robot navigation with position and motion
model uncertainty has been demostrated. Such a method is particularly useful for natural
avoiding moving obstacles, particularly in a social environment.
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Chapter 6
Local Planning for Crowded Environments
6.1 Introduction
This chapter explores dierent extensions to the previously introduced local navigation
algorithm. The idea is to improve the performance of the robot in crowded environments.
The navigation algorithm introduced in Chapter 5 was shown to be sensitive to the se-
lection of the  parameter. An unconditioned motion model is now proposed through
marginalising the dependency on . The resulting model does not have a closed-form
solution; thus, an approximation method is proposed.
For safer navigation, it is necessary for the algorithm to reason about the state of the
environment for the future (i.e. times well beyond the simulation period). Although this
is partially the task of the global planner, reasoning for longer periods should help select
safer trajectories. Therefore, the probability of collision for times outside the simulated
period is developed. The probability of collision along a given trajectory is then extended
to incorporate the probability of collision for future times.
A nal extension explored in this chapter is the evaluation of the cost function at a ner
step rather than at the end trajectory. By evaluating the trajectory at the end, some
information could be lost, decreasing the navigation performance. The same method as
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the previous chapter is used to derive the cost function. The resulting cost is evaluated at
each step of the simulated trajectory.
To evaluate the dierent extensions, nine dierent scenarios were simulated. First, the
same four scenarios from the previous chapter are evaluated. The new scenarios account
for crowded scenarios while also exploring explicitly uncertain motion models.
6.2 Remove Dependency on 
The proposed navigation algorithm introduced in the previous chapter was shown to be
very dependent on the  parameter. This parameter controls how uncertain the robot is
about the motion of people in the environment. A strategy for removing the dependency
on  is required.
Equation 5.12 from Chapter 5 depends on the expected position and covariance matrix of
the obstacle. In the previously proposed motion model, the probability of collision could
be thought to be conditioned on the  parameter.
P (collisionj)  P (collision): (6.1)
To drop the conditioning on the  parameter, a prior distribution for this parameter is
required. As  models the rate parameter of an exponential distribution, a gamma prior
is the natural choice.
  Gamma(a; b) (6.2)
By the Law of Total Probabilities, the unconditioned probability of collision can be written
as:
P (collision) =
Z 1
0
P (collisionj)P ()d: (6.3)
Evaluating Equation 6.3 is not analytically tractable; thus, an approximation method is
used:
P (collision) 
NX
i
P (collisionji); (6.4)
where i are N samples from the distribution Gamma(a; b).
The parameters of the gamma distribution are the shape parameter k and the scale param-
eter . As the  parameter models the rate at which the change from linear to Brownian
motion occurs, some properties on its distribution are desirable. First, it should be mono-
tonically decreasing. This can be achieved with a parameter k = 1. On the other hand,
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Figure 6.1: Resulting motion model using a Gamma(1; 1) prior.
the transition from constant velocity movement to Brownian motion should occur within
the trajectory simulation time T . To this end, the expected value for  is xed to one,
forcing the parameter  = 1. Choosing an expected value of one for the  parameter
means that the expected time of switching motion models is one second.
Figure 6.1 shows the resulting motion model compared to dierent xed values of . It
can be appreciated that, although the expected value of  is one, the resulting motion
yields slightly longer times periods for switching behaviours.
Although the behaviours seem similar, a main dierence is that the inner merge function
m(t;) (shown in Equation 5.25 and the only component of the motion model depending
on ) is bounded as t ! 1. On the other hand, the unconditioned merge function
m(t) =
R1
0 m(t;)p()d is not bounded with the selected parameters of the Gamma
distribution (although it grows very slowly).
Finally, the error of the used approximation is analysed in Figures 6.2 and 6.3. As the
only component depending on  is the function m(t;) (see Equation 5.25), the error on
this function is analysed. First, Figure 6.2 shows the error with dierent sample sizes at a
xed time of 1 s. For performance reasons, four samples were used. On average, the error
achieved by using four samples is less than 10 cm.
Figure 6.3 shows the error of the complete function m(t) for dierent sample sizes. It
can be appreciated that after a small period, the error increases (almost) linearly with
time. This is expected, as the m(t;) function eventually converges to a constant value
of 1=. Although the unconditioned function m(t) does not converge to a constant value,
it increases slowly as t increases.
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vR
v0 = vR   vO
v0
d = kdk = kxO   xRk
Figure 6.4: Diagram showing the robot (blue square) and a moving obstacle (red circle)
at the end position of the simulated path.
6.3 Probability of Collision at Unexplored Times
A safe trajectory evaluation has to not only take into account how hazardous the trajectory
is, but also how dangerous the environment could be after completing the trajectory. This
notion is modelled as a probability of collision for times beyond the period of the simulated
trajectory. To evaluate the quantity, the expected time for an active collision is estimated.
An active collision is understood as situation where the robot and obstacle actively change
their movement patterns to reach a collision situation (subject to a maximum velocity and
acceleration constraints).
Figure 6.4 shows the conguration of the robot and the moving obstacles at the nal pose
on the trajectory. The robot and the moving obstacles are d meters apart and they are
moving with velocities vR and vO respectively. To estimate the probability of collision for
future congurations, the expected time for an active collision is used.
In a single dimension, the time it takes for the robot to travel d meters at a speed v,
constrained to a maximum velocity (vM ) and acceleration (aM ), can be calculated using
the following formula:
t(d; v; vM ; aM ) =
8<:  v+
p
v2+2aMd
aM
; d <
v2M v2
2aM
v2 v2m+2aMd
2aMvM
; d  v2M v22aM
: (6.5)
dM =
v2M v2
2aM
is the threshold used to dierentiate the two components and is the distance
required for the moving body to achieve maximum velocity. The rst component of this
equation calculates the time by assuming the body accelerates (at aM m=s
2) until it
reaches the desired distance d. The second component rst assumes the moving body has
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enough time to reach the maximum velocity (travelling dM metres in that time). Then,
it adds the time required to traverse the remaining d  dM metres at the maximum speed
vM .
The conguration shown in Figure 6.4 is equivalent to a single moving body, located at
xR moving with velocity v
0 = vR   vO. The goal is to estimate how long it will take to
travel d metres
To use this equivalent model, the minimum time required for a collision is further sub-
divided into two components. The rst component is the time to collision, restricted to
moving only in parallel to the vector d = xR   xO. The second component is the time to
`return' to the origin when moving perpendicularly to the connecting line. The maximum
time between these two components is the used minimum time for collision. Although
this is not necessarily the real solution, it provides a very fast, and physically accurate,
calculation of the sought quantity. The reasoning behind the two components is shown in
Figure 6.5, where the distances in both axes and the real movement, subject to constraints
of maximum velocity and acceleration, are shown. It is clear that the parallel component
of the distance reaches the collision distance much earlier than the perpendicular com-
ponent. In this case, the collision can be assumed once the robot has travelled enough
(moved closer to the obstacle) and had enough time to move back to the line connecting
the robot and the obstacle.
After this, each velocity component has to be calculated. The magnitudes of the parallel
(vk) and perpendicular (v?) projections of the velocity can be calculated using the following
equations:
vk = kv0k cos v0
=
v0  (xR   xO)kxR   xOk
 (6.6)
v? = kv0k sin v0
=
q
kv0k2   v2k; (6.7)
Equation 6.7 is obtained by using Pythagoras' theorem.
Using Equations 6.6, 6.7 and 6.5, the desired value of the minimum time for a collision is
calculated as follows:
tcol = max ft(d; vk; vM ; aM ); t(0; v?; vM ; aM )g: (6.8)
The value obtained in Equation 6.8 gives the time for an active collision. Using this value,
the expected covariance of the robot's and obstacle's positions can be calculated using the
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Figure 6.5: Subgure (a) shows the distance in the two axes as a function of time.
Subgure (b) shows a possible movement that tries to force a collision, given the physical
constraints of the robot and the moving obstacles. From subgure (b), although the
minimum parallel distance is reached at point 1, no collision occur as the perpendicular
distance is still much greater than zero. A better point is to assume is the second point
where the movement for both components has had enough time to move the robot and
the obstacle close enough for a collision.
proposed motion model (Equation 5.24). The probability of collision at future times is
then evaluated using Equation 5.12 when evaluated at zero distance:
p
(1)
col =
r2
2jC j 12
; (6.9)
where C is the sum of the covariance matrices.
The new probability of collision (extension of Equation 5.27) is:
P (collision) = 1  P (no collisionjt > T )
TY
t=0
P (no collisionjt) (6.10)
= 1 max
O
n
p
(1)
col
o TY
t=0
P (no collisionjt) (6.11)
Using this time to collision results in a fatalistic scenario; this is because only the active
time to collision has been analysed. In some cases, this could be desirable behaviour,
but in human scenarios, where people can also react to the robot's movements, this is
not necessarily desirable. To lessen this extreme behaviour, it is assumed that the actual
time for a future collision is a random variable (with a support at [tcol;1)). Then, the
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dependency on the time can be integrated out from the probability of collision as follows:
p
(1)
col = Et[p
(t)
col]
=
Z 1
tcol
p
(t)
colf(t)dt; (6.12)
where f(t) is the density of the distribution of the time of collision.
In this case, to simplify Equation 6.12, it is assumed that the density function f(t) is a
piece-wise constant function and, for times t > tf it has a value of 0. The dierent pieces
of the function are assumed to be equally divided. This allows calculating the integral
directly as a sum:
p
(1)
col =
MX
i
p
(ti)
col f(ti)t; (6.13)
where t is the constant segment length, and M is the total number of segments.
The values for f(t) are chosen from an exponential distribution with parameter  = 1,
and the points to be evaluated are chosen to be ti = 0; 1; 2; 3; 4:
f(t) / e (t ti tcol);For ti < t < ti+1: (6.14)
The denition is proportional, as the resulting values are scaled to ensure f(t) integrates
to one.
The values for p
(ti)
no col for times outside the simulated time are estimated in the same way
as the probabilities within the simulated trajectory.
6.4 Navigation and Cost Functions Evaluation
In real environments, as moving obstacles are detected by the robot's sensors, their last
detected position is inserted as an obstacle into the cost map. While estimating the NF,
these coordinates will be blocked and the corresponding NF () will remain undened (see
Algorithm 4).
In simulations, the state of the moving obstacles (position and velocity) is fed directly
into the navigation algorithm, and moving obstacles are designed not to be detected by
the robot's sensors. This allows an analysis of how the blocked area aects the resulting
navigation behaviour.
Instead of blocking the last measured position (which, for a moving obstacle, makes no or
little sense), the expected position is blocked instead. This is achieved by rst calculating
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the expected position at the end of the simulated trajectory. As the simulated time is
constant for all trajectories, this is only estimated once. By evaluating the proposed
motion model, the mean and variance of the position is obtained. These values are used
to create an obstacle in the cost map which is centred at the mean position of the obstacle,
with a radius proportional to its variance.
To account for more information along the trajectory, the evaluation of the cost function
at every simulated step is explored next.
First, the cost function introduced in 5.34 is modied to be evaluated along the whole
trajectory instead of only at the end of the trajectory. Assuming that the simulated
trajectory has a length of N = Nu steps, the recursive Equation 5.34 can be expanded as:
C(x0;u) =
c(x0;u) + (1  p(0)col)C(x1;u)
1  p(0)col
=
c(x0;u)
1  p(0)col
 + 

1  p(0)col

c(x1;u)
1  p(0)col

1  p(1)col
 + : : :
=
N 1X
i=0
ic(xi;u)
Qi 1
j=0

1  p(j)col

Qi
j=0

1  p(j)col

+ NCF(xN ;u)
QN 1
j=0

1  p(j)col

QN
j=0

1  p(j)col
 :
(6.15)
The nal expression assumes that
Q 1
j=0 (1  p(j)col) = 1. This cost function penalises the
cost at position xi (at time ti) through the probability of collision at that particular
instance. If the probability of collision is low (p
(i)
col = 0), the corresponding term will not
be penalised. On the other hand, as p
(i)
col ! 1, the corresponding term will diverge to 1.
Thus, if at any point, the probability of collision reaches one, the cost of that particular
trajectory is set to 1.
The discount parameter (0 <   1) controls the inuence of dierent time steps in the
cost estimation. A lower values ( ! 0) increases the inuence of early steps, while a
greater value ( = 1) allows all the time steps to have equal inuence. If values larger
than one were allowed, future time steps would have increasingly higher inuence in the
cost function. As the local planner already deals exclusively with short trajectories, a
value of  = 1 is used. This eectively incorporates all the cost information evenly for the
trajectory being evaluated. By using  = 1 (i.e. all steps have the same weight), Equation
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6.15 can be further simplied as:
C(x0;u) =
N 1X
i=0
c(xi;u)
1  p(i)col
 + CF(xN ;u)
1  p(N)col
 : (6.16)
The number of steps N depends on the corresponding control commands u = (v; !), the
granularity (x), and time length (T ) of the parameters of the DWA algorithm:
N =
T max fdisp(u); disp(!)g
x
; (6.17)
where disp() is the total displacement given a velocity command.
The dierence in length will have an eect on the proposed cost function. If one is
not careful, the cost of dierent trajectories would be incomparable. For example, faster
commands will yield larger values for N , which will result in more term on the summation,
increasing the nal cost.
A naive solution is to x the number of steps to the maximum value (for example, using
the robot's maximum linear speed). Although this solution makes trajectories of dierent
lengths comparable, it also creates issues with the performance of the algorithm, as even
simple trajectories (for example, a zero velocity trajectory) need to be simulated for a,
possibly large, number of steps.
To compare trajectories of dierent lengths, an immediate cost proportional to the gran-
ularity of the simulation x is used. In this regard, Equation 6.16 becomes a direct ap-
proximation of an integral, providing ground for comparison. To further enforce a higher
penalisation cost when entering areas of high probability of collision, the cost function is
designed to assign higher values in such areas. The immediate cost is dened as follows:
c(xi;u) = p
(i)
colcstuckx; (6.18)
where cstuck > 1 is a constant penalisation parameter.
Similarly, the future cost is set as the expected distance (measured as the NF) penalised
by an extra term, weighted by the chances of collision for future positions:
CF(xN ;u) = NF(xN )

1 + p
(N)
col  cstuck

: (6.19)
As Equation 6.19 refers to the cost in future positions of the robot (times beyond t(N)),
the probability of collision must incorporate not only the chances of colliding at the con-
guration at time t(N), but also the chances of colliding for future, possibly unknown,
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congurations of the robot and the environment. The probability of collision for time
beyond the simulation period introduced in Section 6.3, is used:
p
(N)
col  p(1)col (6.20)
6.5 Experimental Results
To evaluate the dierent components introduced, a series of dierent simulations were
carried out. Besides the simulations used in the previous chapter, new scenarios were
evaluated.
Scenarios 1 to 4 are the same as the previous chapter (Corridor, Crossroad simple, Zigzag
crossing and Crossroad complex). Scenario 5 is a simulated Crowded scenarios, where the
robot has to deal with 15 moving obstacles. Figure 6.6 shows a snapshot of Scenarios 5,
6 and 8 (other scenarios are minor variations of these scenarios). Each moving obstacle is
separated by 1 m from each other and they moves horizontally from one side to the other.
The robot has to move rst from upper left corner to the lower right corner, and then,
after moving, to the upper right corner, nishes by completing another diagonal path to
the lower left corner.
In Scenario 6, the robot is located in the Corridor scenario with only one moving obstacle
moving towards the robot from the opposite side of the corridor. When the moving obstacle
is 3 m away, it randomly chooses a stopping point and halts at that point. Scenario 7
is similar to the previous scenario, but the moving obstacle is initially halfway through
the corridor in a stationary position. When the robot is 3 m away, it will select a new
position and move to stop at that point. Scenario 8 is based on Scenario 7, with 5
obstacles initially located near the walls. As the robot approaches each moving obstacle,
they independently chose a random stopping point and move towards it. Finally, Scenario
9 uses the conguration in Scenario 5 (Crowded scenario) but the obstacles are initially
resting and only start moving when the robot is at 3 m away from them.
6.5.1  Marginalisation Results
In Table 6.1, the resulting success and collision rates for the proposed marginalised motion
model are shown. By using the marginalised version of the motion model, there is an
improvement of behaviour (when compared to the previous result) in Scenarios 1 and 3.
On the other hand, there is a clear drop in performance in Scenarios 2 and 4. Although
the averaged  does not clearly improve the performance, the resulting values of collision
are within the average collision rate from the previous chapter. By marginalising the
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(a)
(b) (c)
Figure 6.6: Snapshots of some of the new scenarios. In (a) a snapshot of the crowded
scenario (Scenario 5), in (b) from a sudden start scenario (Scenario 6) and in (c) from a
multiple sudden start scenario (Scenario 8)
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Combination Scenario 1 Scenario 2 Scenario 3 Scenario 4
Sc. Col. Sc. Col. Sc. Col. Sc. Col.
Previous method with averaged

86.81 13.19 44.57 55.43 62.50 37.50 36.36 63.64
Best Result for previous method

86.00 14.00 91.00 9.00 97.00 3.00 82.00 18.00
Worst Result for previous
method 
42.00 58.00 54.00 46.00 48.00 52.00 49.00 51.00
Table 6.1: Results after marginalising out  from the motion model. Sc. and Col.
represent Success and Collision rates respectively. Values are presented as percentages.
parameter  in the motion model, more consistent behaviour (with regard to the robot
navigation) is achieved.
6.5.2 Navigation and Cost Function Evaluation Results
In Tables 6.2, 6.3 and 6.4, results for the dierent cost evaluations and blocking of the
NF are shown. For each scenario, the percentages of successes, collisions and timeouts
are recorded. Some instances ran into a timeout situation. These situations were counted
separately from the successes and collision:
%TO: =
NoTO:
NoSc:+NoCol:+NoTO:
(6.21)
%Sc: =
NoSc:
NoSc:+NoCol:
(6.22)
%Col: =
NoCol:
NoSc:+NoCol:
; (6.23)
where No is used to represent `number of' while % represents `percentage of'.
Timeouts are identied when the simulation is extended for more than two minutes for
normal scenarios (1, 2, 3, 4 ,6, 7, 8) and more than ve minutes for crowded scenarios (5,
9). The chronometer starts when the simulation programs are launched. Loading all the
components takes at least 30 s. It was later noticed that in some cases, the number of
timeouts was relatively high. This was later identied as occurring due to an increased
loading time required by the ROS in certain situations. This is the main reason why
timeouts are counted separately from the successes and collisions.
Dierent blocking radii have a clear impact on the resulting behaviour, but there is no
optimal value found in the results. In general, a smaller radius should be preferable, as
it leaves a greater number of future options available for analysis. Similarly to the 
parameter, the optimal radius is situation dependent. It can be inferred from the results
that, in situations where the robot has to deal with an obstacle moving in parallel to it,
lower values have a better performance (Scenarios 1, 4 and 5 to a lesser extent). If the
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Combination Scenario 1 Scenario 2 Scenario 3
%Sc. %Col. %TO. %Sc. %Col. %TO. %Sc. %Col. %TO.
Step-wise evaluation, blocking
radius of r = 0:5
75.56 24.44 10.00 61.36 38.64 12.00 86.25 13.75 20.00
Step-wise evaluation, blocking
radius of r = 1:0
67.09 32.91 21.00 75.00 25.00 12.00 89.41 10.59 15.00
Step-wise evaluation, blocking
radius of r = 1:5
35.29 64.71 15.00 68.48 31.52 8.00 88.89 11.11 1.00
Step-wise evaluation, blocking
radius of r = 2:0
26.67 73.33 25.00 61.05 38.95 5.00 88.17 11.83 7.00
Trajectory-wise evaluation,
blocking radius of r = 0:5
88.89 11.11 10.00 63.53 36.47 15.00 59.55 40.45 11.00
Trajectory-wise evaluation,
blocking radius of r = 1:0
78.49 21.51 7.00 61.36 38.64 12.00 77.53 22.47 11.00
Trajectory-wise evaluation,
blocking radius of r = 1:5
53.93 46.07 11.00 56.99 43.01 7.00 76.84 23.16 5.00
Trajectory-wise evaluation,
blocking radius of r = 2:0
34.52 65.48 16.00 40.23 59.77 13.00 79.79 20.21 6.00
Table 6.2: Results of dierent combinations of parameters. Sc., Col. and TO. are
Success, Collision and Timeouts respectively. Values are presented as percentages.
obstacle is moving perpendicularly to the robot (mainly in Scenario 2 and 3), a larger
radius yields better results. Mixed behaviours (Scenarios 6, 7, 8, 9) also benet from a
larger radius. In all this cases, the best result is not necessarily achieved at the maximum
evaluated radius, which could be regarded as the safest option.
In general, step-wise evaluation of the cost function yields slightly better results than
trajectory-wise evaluation (seven out of nine scenarios had better results when using the
step-wise formulation). Crowded Scenarios 5 and 9 (which motivate this extension) are
positively aected by the step-wise evaluation. Given that a smaller blocking radius should
be preferred, when focusing on a radius of 1:0, there was not much dierence, scenario-
wise, between the two dierent evaluation methods; ve scenarios performed better when
using the step-wise evaluation and four scenarios performed better using the trajectory-
wise evaluation. In this case, the Crowded scenarios still performed better using the
step-wise evaluation.
6.5.3 Qualitative Results
Particular behaviours of step-wise and trajectory-wise evaluations within the crowded
scenario (Scenario 5) are shown in Figures 6.7 and 6.8. It can be appreciated that, un-
der similar circumstances, both evaluations result in evasive behaviour. In both cases,
the robot deaccelerates when approaching a moving obstacle and waits until the moving
obstacle has passed the robot's (vertical) position before moving once again. It is appre-
ciated that the step-wise evaluation deaccelerates further away from the moving obstacle,
as compared to the trajectory-wise evaluations. A larger gap between the robot and a
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Combination Scenario 4 Scenario 5 Scenario 6
%Sc. %Col. %TO. %Sc. %Col. %TO. %Sc. %Col. %TO.
Step-wise evaluation, blocking
radius of r = 0:5
53.57 46.43 16.00 33.00 67.00 0.00 84.62 15.38 9.00
Step-wise evaluation, blocking
radius of r = 1:0
46.51 53.49 14.00 40.40 59.60 1.00 88.75 11.25 20.00
Step-wise evaluation, blocking
radius of r = 1:5
43.01 56.99 7.00 21.00 79.00 0.00 95.12 4.88 18.00
Step-wise evaluation, blocking
radius of r = 2:0
40.96 59.04 17.00 10.10 89.90 1.00 92.86 7.14 16.00
Trajectory-wise evaluation,
blocking radius of r = 0:5
56.32 43.68 13.00 16.00 84.00 0.00 83.33 16.67 4.00
Trajectory-wise evaluation,
blocking radius of r = 1:0
52.22 47.78 10.00 14.14 85.86 1.00 89.47 10.53 5.00
Trajectory-wise evaluation,
blocking radius of r = 1:5
31.91 68.09 6.00 6.00 94.00 0.00 84.62 15.38 9.00
Trajectory-wise evaluation,
blocking radius of r = 2:0
48.35 51.65 9.00 16.16 83.84 1.00 88.04 11.96 8.00
Table 6.3: Results of dierent combinations of parameters. Sc., Col. and TO. are
Success, Collision and Timeouts respectively. Values are presented as percentages.
Combination Scenario 7 Scenario 8 Scenario 9
%Sc. %Col. %TO. %Sc. %Col. %TO. %Sc. %Col. %TO.
Step-wise evaluation, blocking
radius of r = 0:5
68.00 32.00 0.00 20.45 79.55 12.00 24.18 75.82 9.00
Step-wise evaluation, blocking
radius of r = 1:0
70.41 29.59 2.00 26.83 73.17 18.00 41.18 58.82 15.00
Step-wise evaluation, blocking
radius of r = 1:5
78.95 21.05 5.00 42.37 57.63 41.00 30.14 69.86 27.00
Step-wise evaluation, blocking
radius of r = 2:0
92.78 7.22 3.00 28.21 71.79 61.00 24.56 75.44 43.00
Trajectory-wise evaluation,
blocking radius of r = 0:5
59.18 40.82 2.00 12.37 87.63 3.00 23.23 76.77 1.00
Trajectory-wise evaluation,
blocking radius of r = 1:0
68.69 31.31 1.00 37.11 62.89 3.00 34.44 65.56 10.00
Trajectory-wise evaluation,
blocking radius of r = 1:5
85.00 15.00 0.00 32.56 67.44 14.00 33.33 66.67 25.00
Trajectory-wise evaluation,
blocking radius of r = 2:0
83.51 16.49 3.00 25.00 75.00 48.00 16.67 83.33 34.00
Table 6.4: Results of dierent combinations of parameters. Sc., Col. and TO. are
Success, Collision and Timeouts respectively. Values are presented as percentages.
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Figure 6.7: Instance of Scenario 5 using the Step-wise cost evaluation. The vertical
dashed lines represent the instances at which the diagrams of the rst row are taken from.
moving obstacle does not compromise the robot as much; it leaves more space for the
robot to navigate in case of a sudden change of movement patterns. This partially justi-
es the increased performance of the step-wise evaluation in scenarios involving crowded
environments.
Although deacceleration was observed in both methods, it did not arise in all congurations
of the environment. For example, Figure 6.9 shows how the robot (using the step-wise
evaluation) manages to manoeuvre in between two moving obstacles moving in opposite
directions. In this case, stopping (or decelerating) and waiting for the object to clear the
space would lead to a collision with the other incoming moving obstacle.
The conservative behaviour of the step-wise evaluation is also shown in Figure 6.10 and
can be compared to the trajectory-wise evaluation shown in Figure 6.11. These gures
show two instances of Scenario 6, where the moving obstacle chooses the same direction
as the robot. As soon as it detects the moving obstacle moving in the same direction, the
step-wise evaluation (Figure 6.10) decreases the velocity, rotates, and then moves past the
obstacle, leaving a wide gap between the obstacle and the robot. On the other hand, the
trajectory-wise evaluation does not completely stop, and the gap between the robot and
the moving obstacle is narrower.
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Figure 6.8: Instance of Scenario 5 using the Trajectory-wise cost evaluation. The vertical
dashed lines represent the instances at which the diagrams of the rst row are taken from.
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Figure 6.9: Instance of Scenario 5 using the Step-wise cost evaluation. The vertical
dashed lines represent the instances at which the diagrams of the rst row are taken from.
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Figure 6.10: Instance of Scenario 5 using the Step-wise cost evaluation. The vertical
dashed lines represent the instances at which the diagrams of the rst row are taken from.
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Figure 6.11: Instance of Scenario 5 using the Trajectory-wise cost evaluation. The
vertical dashed lines represent the instances at which the diagrams of the rst row are
taken from.
147
6.6 Summary
In this chapter, extensions to the navigation algorithm as described in Chapter 5 have
been introduced. First, a method for removing the  parameter of the algorithm was
presented. Second, the probability of collision for a trajectory beyond the simulated
period is proposed. This is a required component for the next component, which is the
evaluation of the cost function at ner grain level. Finally, it was explored invalidating
part of the NF by using the expected future position of obstacles rather than the detected
position of the obstacles.
To evaluate the dierent extensions, simulations were carried out using the same previous
scenarios along with ve new scenarios. These scenarios are designed to evaluate the
robot's navigation behaviour with regard to crowded environments and sudden changes in
the behaviour of moving obstacles.
First, a method to avoid tuning the parameter  was introduced; this involved marginali-
sation and placing representative prior probability for its value. Results are mixed, with
two scenarios (Scenario 2 and 4) performing worse than when the previous method was
used. The fact that the tuning of the algorithm is simplied and no per-scenario parameter
is required is still a great advantage over the previous formulation of the algorithm.
In the case of moving obstacles, this chapter shows the importance of blocking the space
corresponding to their expected position, rather than to their last measured position. As
expected, this inuence the resulting navigation behaviour and this (positive) inuence is
most prominent for crowded scenarios.
Finally, the two dierent methods of the evaluating a cost function throughout the tra-
jectory (step-wise evaluation) or at the end position of the trajectory (trajectory-wise
evaluation) are compared. The main dierence between these two types of evaluations is
that the step-wise evaluation results in more cautious behaviour, leaving a larger space
between the robot and moving obstacles. In particular, this resulted in an increased per-
formance of the navigation algorithm for crowded scenarios.
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Chapter 7
Group Detection and Avoidance
7.1 Introduction
A robot operating in a human environments has to both avoid collisions with each person
in the environment, and detect, understand and act accordingly around groups of people.
To help with this latter task, a new navigation requirement needs to be implemented: the
robot should avoid disrupting people engaged in a group activity. To this end, a group
avoidance pipeline is introduced in this chapter. The elements of the proposed group
avoidance pipeline are: detection of a group of people in the environment, characterisation
of the group's working space, and an integration of avoidance behaviour regarding groups
into the previously introduced navigation strategy.
First, groups must be detected. After the people present in the environment have been
identied, a model to characterise when two or more people are engaged in a social group
activity should come into play. To achieve this, a set of features are proposed and extracted
This work was partially presented in A study of Socially Acceptable Movement for Assistive
Robots Concerning Personal and Group Workspaces at the 7th Hamlyn Symposium on Medical
Robotics [134]
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(a) People naturally arrange themselves. The f-formation is a common ar-
rangement among people engaged in a group activity. In picture on the right,
the group's shared space is highlighted in blue.
o-space
p-space
r-space
(b) Diagram of the f-formation showing the dierent components of the space partition.
Figure 7.1: The f-formation.
from group candidates. These features are then fed into a linear classier to distinguish
groups from non-groups.
When people are engaged in social group activities, they tend to arrange themselves in
certain identiable spatial arrangements. A recurrent arrangement is the so-called facing
formation or f-formation [135], shown in Figure 7.1. The f-formation divides the space into
three dierent areas: the outside area or r-space; personal area or p-space; and group's
working area or o-space. The robot should automatically avoid the p-space, as long as the
people in the group are detected as obstacles. For example, legs create static obstacles
in the laser range sensor's measurement. Although this assessment may not completely
correspond to a person's p-space, the robot will not, at the very least, move across a
person's position. From the diagram in Figure 7.1b, it is clear that to avoid interrupting
group dynamics and interactions, the o-space should be avoided. To this end, this area is
modelled as an elliptical obstacle to be avoided.
Social interactions are not static; they are created and disappear quickly, dependent on
150
Gaze Detector
People Tracker
Group Detector
Disrupting
Probability
Uncertainty Model
Local Planner
Figure 7.2: Diagram showing the dierent components of the proposed approach
the number of people in the group, new members, and members who leave. These char-
acteristics imply that a local planner might be a better option to handle social situations
than a global planner.
Using an ellipse to mark for the group's shared area, a probability measure for intrusion
into the o-space is proposed. This probability serves two purposes. First, as the parameters
of the o-space are estimated using measurements from the robot's sensors, they are subject
to noise. Thus, a probabilistic model should more accurately capture the uncertainty
(given the noise) of the parameters of the group's ellipse. Second, and more importantly,
a probabilistic model can easily be integrated into the previously introduced local planning
algorithm.
Finally, all components of the group avoidance pipeline are analysed and tested using
simulations and real recorded data.
7.2 Group Detection
For the robot to avoid disrupting groups of people, it rst needs to know which people are
engaged in group activity and which are not. To this end, features from the candidates'
groups are extracted. The candidates' features are described in terms of people's positions,
velocity and gaze; values which need to be provided by the robot's on-board sensors. After
this, a linear classier is used to determine a candidate as part of a groups or not part of a
group. To identify larger groups, a hierarchical merging procedure is proposed. This last
algorithm extends groups by merging unassigned people into existing groups. An outline
of the proposed algorithm for group detection is shown in Algorithm 4.
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Algorithm 4 Pseudocode for the proposed grouped detection algorithm. First, a com-
parison of pairwise groups is performed and small groups are identied. This procedure
produces a list of detected groups G together with a list of people not matched to any
group Pu. The existing groups are then enlarged by merging unassigned people to them.
The output of this merge procedure is a list of new enlarged groups, along with a list of
people who are still unassigned. This process is repeated until no further merges can be
carried out.
Require: Detected people P
G;Pu  SmallGroupDetector(P )
repeat
G;Pu  MergePeopleAndGroups(G;Pu)
until G does not change
return G
7.2.1 People and Gaze Detection
The rst step of this process is to detect people in the environment and estimate their gazes.
People detection is carried out using colour camera- and depth camera-based method [136].
This method has been used as it was required by the used gaze detector. To measure
people's gazing direction, an infrared sensor for pupil detection is used. A diagram of the
sensor is shown in Figure 7.3. Pupil detection is carried out by creating the `red eye' eect
[137] for people in the environment. To avoid disrupting people's ongoing activities, this
eect is produced using infrared lighting instead of a visible light. Capturing this `red
eye' eect is achieved through an infrared camera with on-axis LEDs to illuminate the
retina and o-axis LEDs to illuminate the surrounding area. By alternating the powered
LEDs and synchronising the camera's frame grabber with each of the LED arrays, two
consecutive images are obtained. In one image the pupils are bright (due to the on-axis
LEDs), while in the other, the pupils are not directly illuminated and no `red eye' eect is
observed. Then, taking the image dierence the people's pupil are detected. To minimise
errors due to movement, the infrared camera needs to operate at a high frame rate (60
Hz ). Noise measurements are eliminated by enforcing an anatomic constraint on the pixel
distance that corresponds to a pair of eyes. Finally, the 3D position can be obtained by
registering the infrared camera with a depth camera (Kinect R) mounted bellow. The
custom sensor is placed at a height of 1.35 m from the ground.
To estimate a person's gaze, a sensor fusion method is used. After identifying the pupils'
positions, the forehead of the person is identied. The forehead is assumed to be a planar
region above the eyes. Under this assumption, the normal vector nf to the forehead
plane gives a strong indication of the gaze direction. The normal nf can be computed
eciently using the SVD decomposition. Due to the noise characteristics of the Kinect R,
the normal vector nf is not accurate enough for this task. A second estimation of the
gaze is carried out by directly using the pixel coordinates of the pupils and the measured
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Infrared Camera On-axis LEDs
O-axis LEDs
Depth Camera
Figure 7.3: Diagram of the sensor used for pupil detection. The on-axis and o-axis
LEDs are synchronised with the frame grabber in such a manner that one frame corre-
sponds to an image illuminated with each of the LED arrays. This causes the `red eye'
eect, which can be captured with an infrared camera.
3D position of the person's head. Assuming a known separation between the eyes, the
following relationship can be obtained:
yH cos() + xH sin()
L2 sin2()  4y2H
  u
4fL
= 0; (7.1)
where u is the dierence in pixels of the detected pupils, f is the focal length of the
camera, L is the distance between the eyes, (xH ; yH) is the position of the head of a
person, and  is the gaze angle. This equation can be easily derived by writing the
coordinates of the left and right eyes in terms of the gazing angle, head position and eye
separation, and then, projecting the position of the eyes onto the camera plane to nally
take the pixel dierence between them. Equation 7.1 can be solved numerically, but two
dierent solutions are possible. To discriminate between the two possible solutions, the
forehead normal vector nf is then used, and the solution which points in the same direction
is chosen.
A diagram of the gaze estimation pipeline is shown in Figure 7.4.
7.2.2 Small Group Identication
The rst step for identifying social groups is to pick up small groups of people. In this
case, pairwise groups are rst identied.
The raw data measured from a candidate group is shown in Figure 7.5. From this raw data,
the following group's features are dened: the distance between two people; the relative
gaze of each person towards the other person; a boolean value indicating which gazes
were detected; magnitude of the average velocity and of the dierence of the velocities;
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Figure 7.4: Pipeline for the people's gazes estimation. First, images of the illuminated
pupils and non-illuminated pupils are taken. Image dierence is used to identify candidates
eye pairs. Anatomic ltering is used to lter eyes from noise measurements. A rst
estimation of the gaze is performed assuming the forehead as a planar region. Finally, the
forehead gaze is used as a disambiguation of the gaze calculated using the pixel coordinates
of the pupils in the image. This procedure produces more accurate and robust estimation
of the gaze angle of a person.
and the relative angle between a person's gaze and to the bisecting line between the other
person's direction and the moving direction. These features are designed with the following
intuitions in mind:
 People should stay within a certain distance of each other to allow social interaction.
 People should be looking towards another member of the group.
 In a moving group, the velocities of the participants should be similar.
 In a moving group, people should switch their gaze between the moving direction
(to ensure his/her own safety) and the other members of the group.
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Mathematically, these features are expressed as:
f1 = kx1   x2k (7.2)
f2 = cos 1 = g1  d1!2 (7.3)
f3 =
8<:1 if g1 is detected,0 otherwise (7.4)
f4 = cos 2 = g2  d2!1 (7.5)
f5 =
8<:1 if g2 is detected,0 otherwise (7.6)
f6 = kv1 + v2
2
k (7.7)
f7 = kv1   v2k (7.8)
f8 = g1 

d1!2 + dm
2

(7.9)
f9 = g2 

d2!1 + dm
2

; (7.10)
where xi, vi and gi are the position, velocity and gaze direction (unit vector) of each per-
son. The vector di!j is the unit vector pointing from person i to person j: di!j =
xj xi
kxj xik ,
and dm is the moving direction vector: dm =
v1+v2
kv1+v2k . A geometric denition of each re-
quired component are shown in Figure 7.5a.
The moving gaze features (features 8 and 9) are further detailed below. When a person
is moving, he/she is not necessarily looking towards the other person in the group. In
this situation, it is assumed that a person will shift his/her attention between the moving
direction (dm) and the other person direction (di!j). Thus, the mean value between
these two direction vectors is used as a reference for the moving gaze angle. It can be
appreciated that this set of features is independent of the raw position, gaze direction and
velocities of each particular person.
To classify the existence of groups from no groups, the Logistic regression1 method is used.
The Logistic regression is a linear classier; this means that it uses a linear prediction
function:
g(f) = 0 +
X
i
ifi (7.11)
where the i values are the coecients to be estimated. This is then used to estimate the
probability of a group as
p(Groupjf) = 1
1 + e g(f)
: (7.12)
1For a description of the Logistic Regression, please refer to [138]
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v1
g^1
1
v2
g^2 2
x1
x2
`
(a) Diagram showing how the dier-
ent features used to identify pairwise
groups are calculated.
v(p)
g^(p)
(p)
v(g)
x(p)
x(g)
`
(b) Diagram showing how the features
are used in the hierarchical merging
step of the proposed algorithm.
Figure 7.5: Diagrams showing the dierent components of the features used by the
proposed group detection algorithm.
Training was carried out using the statsmodel2 package available in Python3.
Before training the model (estimating the i parameters), care must be taken regarding
how these features are used within the linear model. If these features are directly used
in the classier, the order of detection could play an important role in classication. For
example, if the gaze of the rst person is always detected (f3) and the gaze of the second
person is not (f5), this could bias the classier into assuming that f3 = 1 implies a
group. Thus, some constraints have to be put in place to avoid such behaviour. In the
proposed model, the i parameters regarding the relative gaze of each person (features 2
and 4) should be the same, since the order of the detection should not inuence the result.
Similarly, the same constraints should be applied for detected gazes indicators (features 3
and 5) and moving gazes (features 8 and 9):
2 = 4; (7.13)
3 = 5; (7.14)
8 = 9: (7.15)
Using these constraints, the model simplies to:
g(f) = 0 + 1f1 + 2(f2 + f4) + 3(f3 + f5) + 6f6 + 7f7 + 8(f8 + f9): (7.16)
These constraints eectively decrease the number of parameters from 10 to 7.
2http://statsmodels.sourceforge.net/
3http://www.python.org
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On runtime, the procedure SmallGroupDetector, evaluates each pairwise group candidate
using the trained i parameters. If Pt people are detected at time t, then the number of
possible candidates is Pt(Pt+1)2 . When the probability value of a pairwise candidate is
above a threshold, the corresponding people are marked belonging to a group. In this
work, the used threshold is calculated to generate a False Positive Rate (FPR) of 0.1 on
the test data. In some instances, a person pi is marked as a group with person pj and
with person pk independently. In this case, the SmallGroupDetector immediately creates
a group of three people. To eciently keep track of marked people, the Disjoint-set data
structure is used.
7.2.3 Hierarchical Group Merging
After the small groups have been detected, an iterative merging of non-associated people
into existing groups is performed. For each person currently not in a group, features
are extracted and compared against all existing groups. These features are then used to
classify the person-group pair as a (larger) group or non-group. Similar to the pairwise
group detector, a Logistic regression is used for the classication task.
In this case, the features used are analogous to the features introduced in the previous
section. Instead of using the norma (Euclidean) distance between the person and a group,
the Mahalanobis distance is used. To this end, the covariance of the group participants'
position is used as a scaling factor. The gaze components are analogous to the pairwise
group's gaze features; however, the group's gaze towards the person is not used (this
includes static or moving gaze components). This is due to the fact that the gaze of a
group is not easily dened.
Mathematically, the resulting person-to-group features are as follows:
f1 = kx(p)   x(g)k(g) (7.17)
f2 = g(p)  d(p)!(g) (7.18)
f3 =
8<:1 if g(p) is detected,0 otherwise (7.19)
f4 = k
v(p) + v(g)
2
k (7.20)
f5 = kv(p)   v(g)k (7.21)
f6 = g(p) 

d(p)!(g) + dm
2

; (7.22)
where the variables x(p);v(p) and g(p) correspond to a person's position, velocity and gaze,
and x(g) corresponds to the position and velocity of the group. Given a covariance matrix
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, the Mahalanobis distance is calculated as follows: kx  yk =
p
(x  y)T 1(x  y).
Figure 7.5b shows a geometric denition of the components for the merging step.
As only people's gazes are evaluated, no extra constraints are required to train the linear
classier.
The MergePeopleAndGroups from Algorithm 4 evaluates pairs of non-assigned people
and an existing group using the trained Logistic regression model. If the resulting score is
above a threshold, the person is merged into the group and removed from the non-assigned
people's list. This procedure is repeated until no further merges need to be carried out.
Similar to the pairwise case, the threshold for this classier is the one that yields a FRP
of 0.1 on the test data.
7.3 Group Modelling and Interruption Avoidance
To discourage the robot from intruding on a group's shared space, a probabilistic model is
used. This model can then be directly integrated into the previously introduced navigation
algorithm.
7.3.1 Group Modelling
First, a model of the group's shared space is required. To this end, an ellipse is used.
Assuming E(g) is the ellipse corresponding to a group's shared space, the probability of
entering the group's shared space can be written as:
P (xR 2 E(g)) = E[1E(g)(xRje)]
=
Z
1E(g)(xRje)p(e)de; (7.23)
where e refers to the parameters of the ellipse and 1E(g)(x) is the indicator function which
takes a value of 1 if the point x lies inside the ellipse E(g); otherwise, it takes the value of
0.
Each detected group is composed of a list of people that belong to the group, and for
each person in the group, their position and velocity is provided. With this information,
the parameters of the group's o-space ellipse are estimated. To this end, the average
and covariance matrix of the positions of people in the group are used. In general terms,
the covariance matrix gives a measure of how spread data is. In this particular case,
since people are not randomly distributed in space but rather located at a roughly similar
distance from the group's centre, the covariance matrix gives a direct representation of the
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a
b

x(g)
Figure 7.6: Graphical representation of the parameters of the ellipse
shape of the o-space of a group. With this in mind, the group's ellipse could be directly
identied by the following quadratic equation:
(x  x(g))T 1(g)(x  x(g)) = 0: (7.24)
Equation 7.24, although correct, does not provide a simple solution to estimate the prob-
ability of intrusion. Reparametrising the ellipse in terms of its central position x(g), semi-
radii lengths a and b, and rotation angle  (see Figure 7.6), simplies the evaluation of
the integral of Equation 7.23. Finally, for a moving group, the group's velocity v(g) is
also a required parameter of the model. These parameters can be easily computed from
Equation 7.24 as follows:
 The centre of the group's ellipse is set to the average position of the people in the
group.
 The semi-axes of the ellipse are aligned to the eigen vectors of the covariance matrix.
This is achieved by using the following rotation on the ellipse:
 = arctan
V(0;1)
V(0;0)
; (7.25)
where, V is a matrix containing the eigenvectors of the covariance matrix.
 The semi-radii are equal to the square root of the covariance matrix's eigenvalues.
 Finally, the group's velocity is set to the average velocity of the people in the group.
Having dened the group's shared space ellipse, Equation 7.23 has to be evaluated next.
To estimate this equation, a prior distribution for the parameters of the ellipse is required.
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Even for a simple Gaussian prior, this integral is not analytically solvable; thus, an ap-
proximation method has to be used. In the next section, a numerical approximation of
Equation 7.23 is analysed.
7.3.2 Approximating the Probability of Intrusion
To evaluate the probability of intrusion (Equation 7.23), a distribution for the parameters
of the ellipses is required. These parameters are assumed to be measured by a sensor
prone to noise, which is assumed to be normally distributed:
fx(g); a; b; ;v(g)g  N (u(g);(g)); (7.26)
where the mean vector u(g) corresponds to the measured values for each component, and
the covariance matrix (g) is assumed to be a constant diagonal matrix.
From this distribution, N samples are extracted and the probability of intrusion at t
seconds after the measurement is approximated as:
P (xR 2 E(g)) 
1
N
NX
i
1E(g)(xRjx(i)(g) +tv
(i)
(g); a
(i); b(i); (i)); (7.27)
where the index (i) indicates the i-th extracted sample.
Many samples are usually required to accurately evaluate Equation 7.27. As shown in
Figure 7.7, the estimation quality is reduced when fewer samples are used. If the uncer-
tainty regarding the group's parameters is small, a low number of samples are enough to
obtain a good approximation of the probability of collision.
Figure 7.8 shows how the approximation degrades as the uncertainty on the state increases.
It can be appreciated that, although at larger uncertainties the approximation gets sparser
and not very smooth, it still captures the ellipsoidal shape of the probability area.
Using a low number of samples also requires a much lower computation time. For the
task of avoiding the obstacle, it is essential to achieve real time performance; thus, low
computation times is benecial. To quantitatively evaluate the performance of the ap-
proximation with dierent sample sizes, the error of the approximation is estimated. The
error is estimated by discretising a space of 3x3 metres and comparing the resulting prob-
abilities using a dierent number of samples. The mean parameter of the ellipse is centred
at the origin, with radii of 1 m and 2 m and a rotation of 30 degrees. The covariance
parameter of the ellipse is assumed to have the shape 2I, where I is the identity matrix.
A ground truth is obtained by estimating Equation 7.27 using 20,000 samples.
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(d) Approximation with 10000 samples and
 = 0:02
Figure 7.7: Dierent results for the approximation of P (xR 2 E(g)) using dierent
number of sample sizes. Highlighted in black is the ellipse given the mean parameters.
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(d) Approximation with 20 samples and  =
0:16
Figure 7.8: Dierent results for the approximation of P (xR 2 E(g)) using a sample size
of 20 for dierent uncertainty levels. Highlighted in black is the ellipse given the mean
parameters.
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Figure 7.9: Approximation error of the probability of intrusion for dierent uncertainty
levels. The error is estimated against an approximation using 20000 samples. For each
sample size, the error is estimated 200 times. The average error is shown in a dotted black
line while the blue shaded area represent the standard deviation of the error. For each
value of  the error obtained using 20 samples is highlighted in red.
Figure 7.9 shows the average and standard deviation of the error for the dierent sample
sizes and levels of uncertainty. A good compromise between accuracy and performance
is obtained when using only 20 samples. As the proposed model has 7 dimensions, more
than 14 samples are required to, in the best-case scenario, explore each variable in any
given direction. This oers and indication of why a good error level is achieved with 20
samples.
7.3.3 Interruption Avoidance
For navigation purposes, the probability of intrusion is regarded as part of the probability
of collision on a trajectory. To this end, Equation 5.27 of Chapter 5 is extended to account
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for the probability of group interruption as follows:
P (Collision) = 1 P (:Collision static environment) (7.28)
 P (:Collision moving obstacles)
 P (:Group intrusion)
7.4 Experimental Results
To validate the proposed approach, the group detection data was recorded and labelled
for model training. The group avoidance method based on the probability of intrusion is
evaluated by simulating groups of moving people and by using real sensory data to analyse
the behaviour of the robot in particular situations.
7.4.1 Group Detection Results
To estimate the parameters of the proposed group model, groups of people (and non-
groups) were recorded in dierent congurations (in terms of spatial conguration and
number of people present). The gaze detector sensor has a working range from 1.5 m to
2.5 m and a eld of view of 35 degrees. Because of the constrained working area of the
gaze detector, only groups of two to four people were recorded. The proposed features
were then extracted and properly labelled as group and non-group. Two dierent types
of datasets were recorded: for pairwise groups, and for person-to-group group detection.
This dierentiation allows each component of the hierarchical group detection to be trained
independently.
The complete datasets are composed of over 20 minutes of recordings; from these, a
total of 31,184 samples were obtained. Of these samples, 8,426 samples correspond to
positive samples and 22,758 to negative samples. The pairwise and person-to-group models
required dierent datasets for their parameter estimations. To train the pairwise group
detector, 2,788 positive and 16,453 negative samples were used. On the other hand, to
train the person-to-group model, 5,638 positive and 6,305 negative samples were used.
Empirically, it was observed that there was no interference between the depth camera
(Kinect) and the active LEDs required for the gaze detector.
The classication was evaluated by cross-validation. To this end, the dataset was divided
into a training dataset (40% of the total data) and a test dataset (60% of the total data).
For validating the use of gaze related features, a model was trained using only distance and
velocity features (features 1, 6 and 7). The resulting Receiving Operating Characteristic
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(ROC) curves of the tested detectors are shown in Figure 7.10. For both detectors (pair-
wise group and person-to-group detection), the performance increases when gaze related
features are used. By looking at Figures 7.10a and 7.10b, it can be appreciated that the
introduction of the gaze has a positive impact on the performance of the classication. The
eect is less signicant for the person-to-group merging (Figure 7.10b). It is interesting to
analyse the behaviour for low false positive rates. Figures 7.10c and 7.10d show a section
of the previous ROC curves limited to false positive rates lower than 10%. Interestingly,
for very low false positive rates (lower than 1%), the detection characteristic with the gaze
of the proposed pairwise group detector and without the gaze of the proposed pairwise
group detector are similar. For values larger than 1%, the false positive ratio that uses the
related features increases much faster than the false positive ratio that uses only non-gaze
features. This indicates that, initially, groups are created based on non-gaze features, but
as the group detector is allowed a larger false positive ratio, the gaze component plays a
major role. On the other hand, for the person-to-group merging procedure the eect of
gaze related features has a negative impact at very low false positive rates (lower than
0.3% approximately). Although a low false positive ratio is desirable, given that the true
positive ratio is approximately 20%, it would not be useful to tune the detector at this
performance. In the case of higher true positive ratios, their performance grows much
faster when gaze related features are used as opposed to when they are not used. These
results clearly validate the use of the proposed set of features for group detection.
Qualitative results of the group detection are shown in Figures 7.11 and 7.12. The left
column shows how the depth camera measurement of the environment; it depicts the
detected gazes as red arrows and the social obstacles as white ellipses. In the right column,
gaze and social obstacles are shown as projected onto the colour camera plane. In all
examples, there was a small registration error between the gaze sensor and the colour
camera. This error is due to the fact that the infrared camera used for the gaze detector
was only registered with the depth camera in Kinect. As colour information was not used
for gaze estimation or people detection, registration against the colour camera was not
estimated as accurately as between the infrared and depth camera. This only aects the
projected image on the right column and not the detection results.
In Figure 7.11, results for three dierent situations are shown. In the rst example,
Figures 7.11a and 7.11b show two people standing still in a corridor. The two people are
simulating a group, and given the distance and the gaze directions, the proposed algorithm
manages to detect the group with no major problems. The social obstacle denition lls
the area in between the group, as would be expected.
In Figures 7.11c and 7.11d, a three-people moving group is shown. Although the gaze
detection is not as accurate as in the rst example, the group detector manages to identify
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Figure 7.10: ROC curves for the trained models using the distance only and the full set
of features. Subgure (a) shows the result for the pairwise group classication. On the
other hand, subgure (b) shows the classication of for the person-to-group classication.
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this walking group correctly. The social obstacle, shown in white, still covers the shared
area of the three people, although it is not as large as the previous example.
Figures 7.11e and 7.11f show two people who should not be detected as a group. The
distance between people in this example, is slightly larger than in previous examples, and
their gazes are not pointing towards each other. It is clear that, for the person on the
right, the detected gaze had a large error. Because the person on the left was not looking
towards the other person, very low evidence of a group was available in this example. It
can be appreciated that no group was detected in this case.
One of the problems of the current proposed method is the relatively small eld of view.
This can be seen in Figure 7.12, where two instances of a two-people moving group are
shown. In Figures 7.12a and 7.12b, although both people are close, only one of them is
correctly identied. Obviously, with only one person in the environment (according to the
depth sensor), no group can be identied. As soon as the gaze of the leftmost person is
detected (Figures 7.12c and 7.12d), the group is correctly identied.
7.4.2 Group Avoidance Results
To evaluate the performance of the group avoidance component, real-world data was
recorded and groups were detected. A robot was simulated using the recorded data.
50 simulations of each method were carried out. The moments at which the robot started
moving were randomly selected, in order to capture noise from dierent times of the
recording. Two types of environments were recorded: static groups of people and moving
groups of people. As the eld of view of the gaze detector and the depth camera is rather
low, only two and three people were recorded. Fitting larger groups into the eld of view
of these sensors creates enough obstacles (through the detection of people's legs) for the
robot to avoid, even without group awareness.
Results for static environments are shown in Figures 7.13 and 7.14. Figure 7.13a shows
the resulting trajectories in the presence of a pairwise group. By using the proposed group
denition, the robot manages to not move into the space between the two people. When
the group detection is disabled, the robot nds that the space between the two people
is large enough for it to navigate it way through. The robot only avoids the group in a
minority of cases; this avoidance is not because of the presence of the group, but because of
the small movements the participants made. Figure 7.14 shows the resulting trajectories
of the robot in the presence of a three-people group. Similar to the previous results, the
proposed group modelling method manages to avoid interrupting the group. This shows
that the proposed method of group identication and merging is robust enough to be used
for group-aware navigation in a mobile platform.
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(a) (b)
(c) (d)
(e) (f)
Figure 7.11: Qualitative group detection results for a static group (Figures 7.11a
and 7.11b), three people walking (Figures 7.11c and 7.11d) and two people in no group
(Figures 7.11e and 7.11f)
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(a) (b)
(c) (d)
Figure 7.12: Group detection results for two walking people. Figures 7.12a and 7.12b
show that there is not enough information to group the two people together. In Fig-
ures 7.12c and 7.12d both gazes are detected and the group identied.
Table 7.1 shows the completion times for the two approaches. It can be observed that
the proposed method takes longer to complete the task than the normal approach. The
area where a group may be located is much larger than the area in which a single person
could be located. This directly aect the are of high probability of disrupting a group. As
this probability is directly incorporated as part of the probability of collision, the robot
assumes that this is a relatively dangerous area to travel through and thus moves slowly
in the vicinity of the group. This is clearly a disadvantage of the proposed probabilistic
planner.
A dierent modelling of the navigation problem is to, instead of using probabilistic mod-
elling, treat the o-space ellipse as a physical object and mark it as such in the cost map.
Trajectories resulting from this approach are shown in Figures 7.15 and 7.16. In this case,
the trajectories are mainly inuenced by the global planner, which, in the presence of an
obstacle, plans a path around that obstacle. The Local Planner (i.e. proposed method)
simply follows this new path. In Figure 7.15b, although there should not be a group,
169
10 12 14
X position
8
9
10
11
12
Y
p
o
si
ti
o
n
Enabled Group Avoidance
Disabled Group Avoidance
People
(a) Paths generated in the presence of two peo-
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Figure 7.13: Robot's reaction in two situations. Two people engaged in a group and
two people not engaged in a group.
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Figure 7.14: Paths generated in the presence of three people in a group.
Method Group Avoidance No Group Avoidance
Mean (s) Dev. Mean(s) Dev.
2 People Grouped 38.13 8.18 17.40 1.42
2 People Non Grouped 35.30 22.33 17.46 2.60
3 People Groupe 96.76 18.28 26.66 13.50
Table 7.1: Times required to complete the navigation task.
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Figure 7.15: Robot trajectories when using the proposed local planner with social con-
straints and the full navigation stack using social obstacles.
Method Group Avoidance Social Obstacles
Mean (s) Dev. Mean(s) Dev.
2 People Grouped 38.13 8.18 15.62 0.88
2 People Non Grouped 35.30 22.33 16.85 3.86
3 People Groupe 96.76 18.28 15.90 1.39
Table 7.2: Comparison of completion times of the social obstacles paths against social
constraints at the local planner.
the global planner plans around the group. The group detector has a relatively low false
positive detection rate. In this case, the false positive rate is high enough to generate a
global plan around the non-existent group.
Resulting times of completion are shown in Table 7.2. The times of completion decrease
even further. Due to the social obstacles, the areas which are very close to people are
blocked; thus; the local planner has to be less careful about colliding with people.
Resulting trajectories in the presence of moving obstacles are shown in Figures 7.17
and 7.18. In this case, both methods avoid the approaching group of people. The dis-
abled group avoidance method follows a similar pattern as the ones shown in the previous
chapter. In this case, it is not the group that is avoided, but each individual person in
the group. On the other hand, two dierent patterns can be seen when group avoidance
is enabled: early avoidance; and stop and wait. As the group obstacle area is larger than
a person, if the group is detected too close and blocked (with an area of high probability),
the area near the robot is also blocked and the robot is forced to wait (no valid NF can
be computed). If the group is not detected too close to the robot, it manages to avoid the
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Figure 7.16: Robot trajectories when using the proposed local planner with social con-
straints and the full navigation stack using social obstacles for the three people scenario.
Method Group Avoidance No Group Avoidance
Mean (s) Dev. Mean(s) Dev.
2 People 15.69 2.67 15.25 4.45
3 People 17.21 3.18 12.66 0.76
Table 7.3: Time taken to complete the task in the presence of moving obstacles with
and without group avoidance enabled.
approaching group as early as possible. This is clear in Figure 7.17, as the people remains
longer in the detection area of the sensor. In the y-time plot, a bifurcation with the two
behaviours is clear at (10:5; 3). On one hand, the robot stops (the x and y coordinates do
not change as time advances), and on the other, the robot creates an avoidance behaviour
that allows the group to walk by.
The times taken to complete the path are shown in Table 7.3. An increase in the completion
times is still seen in these results. The increase in completion time in the experiments
is caused by two factors. First, by including a probability of intruding into a group's
o-space, the robot has to move more slowly as the surroundings become more hazardous.
Second, in some instances, the robot stops and waits when it detects a group too close to
its position.
7.5 Summary
This chapter presents a group detection method based on gaze, position and movement
cues. This is later used to enhance the people-aware navigation algorithm to account for
groups of people.
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Figure 7.17: Robot trajectories in the presence of a moving group of people. The rst
plot from the left shows the xy-view of the resulting trajectories. The second plot shows
the x vs. time view and the last plot the y vs. time views of the trajectories.
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Figure 7.18: Robot trajectories in the presence of a moving group of people. The rst
plot from the left shows the xy-view of the resulting trajectories. The second plot shows
the x vs. time view and the last plot the y vs. time views of the trajectories.
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First, the resulting features based on gaze, position and movement of the people prove to
be enough to identify groups by using a linear classier. The performance of the resulting
classier is evaluated in real data, achieving a good performance on the test dataset.
Results show that, despite the good performance of the detector module, including de-
tected groups as obstacles in the navigation cost map restricts the possible movements of
the robot. This is due to the global planner using false positive detections to generate
its plan. The behaviour of the global planner is not incorrect, and the plan is the best
solution based on the available measurements of the environment.
By incorporating the group presence into the local planner, the robot also manages to
avoid groups. In this case, the robot moves slowly around groups, increasing the time
required to complete the path.
The main problem with the proposed approach lies in the physical limitations of the gaze
sensor; that is, its very narrow eld of view. For recorded data, the detection area was
rather narrow, not allowing the robot much space to manoeuvre.
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Chapter 8
Conclusions
This thesis has explored two major problems related to robot navigation: perception of
complex 3D environments and obstacles; and people avoidance under uncertainty condi-
tions. Three major contributions have been presented.
8.1 Research Contribution
First, a people tracking method for crowded environments using laser-based
measurement was proposed in Chapter 4. The proposed method makes use of two
dierent features extracted from the laser range sensor: detected legs and identied clusters
of meaningful points. Legs were detected by an external module, while meaningful clusters
were detected by a proposed clustering module. To achieve multi-target tracking, the
PHD lter was used. This lter has a clear separation between track initialisation and
tracking. This property allows the ecient mixing of these two types of features. To
initialise a tracking target, leg detector features were used. These are meaningful features
but are prone to misdetections. On the other hand, to achieve a continuous and robust
tracking, the features associated with the output of a clustering module were used. The
resulting method was evaluated with two dierent error metrics: CLEARMOT and OSPA.
Dierent real world environments were recorded with varying complexity; from corridors
to very crowded environments. Results showed that the proposed combination of features
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managed to correctly track people in the environment, while, at the same time, ltering
out the noise generated by the cluster-based features. Likewise, long-range tracking was
achieved due to the robustness of the cluster features.
Second, an obstacle avoidance method explicitly modelling uncertainties of the
sensory input and the impossibility of knowing people's intentions was presented
in Chapter 5 and further extended in Chapter 6. A cost function based on the Bellman
equation was introduced rst. This cost function assumes a two-outcome model for nav-
igation: successful navigation to the next position; or a pause in the current position
due to a collision. The proposed cost function requires an estimation of the probability
of colliding with the environment. An approximation was presented, assuming Gaussian
distributed variables together with a small radius of the robot. Finally, people's unknown
intentions were modelled using a mixture of motions: constant velocity and Brownian
motion. The proposed motion model assumed a constant velocity until a certain point,
after which Brownian motion was also used. As people's intentions are unknown, the time
at which this happens was also regarded as a random variable. To avoid an exponential
increment in the number of required components, a single component approximation of
the mixture model was proposed. The base obstacle avoidance method was evaluated and
compared against the base implementation. Results showed that the resulting behaviour
of the robot is heavily inuenced by the value of its parameters. The base method was
further extended by marginalising out the main parameter of the motion model. This
resulted in an average behaviour in comparison to the high variability of using a xed
value. Investigation methods to better handle crowded environments, and an evaluation
of the cost function at ner steps, were also explored. By evaluating the cost function
in small steps, better performance was observed in simulations of crowded environments.
Likewise, an increased performance was achieved by a better estimation of the NF. To this
end, parts of the free space corresponding to the future expected positions of the moving
obstacles were invalidated.
Third, a group detection, modelling and avoidance method based on people's
gazes was proposed in Chapter 7. An infrared gaze detector was used to identify people's
gazes within a narrow eld of view. Pairwise groups were then detected by combining
gaze-based and spatial-based features onto a standard linear classier. Extensions to larger
groups were carried out by an iterative procedure, where unassigned people were merged
into existing groups. This procedure was repeated until no group changes were required.
Then, the group's shared space was modelled as an ellipse the robot needed to avoid. To
integrate this into the previously proposed local planner, a probability of interrupting a
group was proposed and a method for its evaluation described. These elements were used
to avoid interrupting a group of people while the robot navigates the surrounding area.
Results showed a good performance of the group detection approach, and when integrated
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into the navigation algorithm the desired behaviour (group avoidance) was achieved.
8.2 Future Work
The work carried out in this thesis could be further extended in dierent directions, some
of which are presented next.
To sense the environment, a multi-camera system was chosen. Although this particular
conguration eectively solves the problem of a narrow eld of view, it increases the
amount of data with each new camera added to the system. A dierent approach to
be explored would be to use an active system, where a moving depth camera is used
to measure parts of the environment which are deemed important. This would reduce
the amount of data that requires processing but would required a policy denition and
evaluation for the active sensing. To detect and track people present in the environment,
only the laser range sensor was used. Taking full advantage of the dierent sensor places
on the robot is a clear extension to the presented work. Besides estimating the position
and velocity of each person, the tracking could also be extended to estimate other useful
variables, for example, their gaze (from intensity images) or their pose.
A Mobile Assistive Robot may not have a circular or small footprint, which are key as-
sumptions used to derive the used uncertainty model. These assumptions are put in place
to avoid relaying on usually expensive, approximation methods for integrals (key compo-
nents of expected values, for example). Later in this work, approximation methods were
used with no big impact on the performance. Exploring dierent, more complex, uncer-
tainty models using real-time approximation methods for their evaluation is an important
direction that this research can take.
Using people's gaze can be invaluable to understanding the social context that an Mobile
Assistive Robot has to deal with. The sensor used to detect people's gaze in this study
had a very short eld of view, which limited its applicability in real world environments.
An avenue worth exploring is estimating gaze direction directly from intensity images. In
this work, only the group's shared space was modelled using the gaze information. Many
authors have proposed dierent personal space models for compliant navigation, all of
which require information about where a person's attentions is directed. Clearly, using
the gaze provides a good starting point to infer a person's attention direction, which can
later be integrated into a personal space model. Similar to the work presented in this
thesis, exploration of machine learning approaches to model people's comfort are could be
explored.
Finally, in an application level, an Mobile Assistive Robot applied to healthcare appli-
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cations could be proven invaluable. Besides the problems explored in this thesis, new
problems arise when dealing with healthcare environment. First, regulations about equip-
ment operating in healthcare environments have to be taken into account. For example,
the robot's sterilisation could be proven dicult for a general purpose robot. Other prob-
lem that arises exclusively in healthcare applications is that more studies regarding how
a robot should interact with patients need to be further carried out. Although this the-
sis explored the interactions between a robot and social groups of people, dealing with
patients may require new, unexplored, constraints.
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