In this paper we study a reflected Markov-modulated Brownian motion with a two sided reflection in which the drift, diffusion coefficient and the two boundaries are (jointly) modulated by a finite state space irreducible continuous time Markov chain. The goal is to compute the stationary distribution of this Markov process, which in addition to the complication of having a stochastic boundary can also include jumps at state change epochs of the underlying Markov chain because of the boundary changes. We give the general theory and then specialize to the case where the underlying Markov chain has two states.
Introduction
A double sided reflected process, say at zero from below and some positive level b, is a reasonable model for a storage process where the stored quantity has to be nonnegative and the buffer size is limited. When borrowing or backlogging is allowed, then the lower barrier could also be negative. There is a huge literature on such processes, in particular when the driving process (before reflection) is Brownian motion. Less attention is given to the case where the boundaries are themselves stochastic processes. For most papers on this topic the focus was on showing the existence and uniqueness of solution of the related Skorohod problem. A recent study which refers to many of the earlier results in this particular direction is [10] where the focus is on multidimensional models. For the one phase double sided reflection (non-modulated case), we mention the important results reported in [9] and references therein. In [5] the multi-phase double sided reflection is analyzed assuming that the two reflecting barriers do not depend on the environment.
Very little work is done related to the computation of the stationary distribution of such processes when more explicit stochastic structure is assumed, especially when the boundaries are not smooth. One example of such a study is given in [8] where the driving process is Lévy and there is only one lower boundary which increases linearly and then drops back to zero at arrival epochs of a Poisson process.
We are not aware of any results for the case where the boundary together with the driving process are jointly modulated by some other process. This is motivated by situations in which the buffer size and the allowed backlog are allowed to change from time to time as a response to changes in the driving process which are caused by changes in an underlying environment.
In this paper we model the environment as a finite state space irreducible continuous time Markov chain. When in a given state, our process behaves like a two sided reflected Brownian motion with drift and diffusion coefficient as well as lower and upper boundaries which are allowed to depend on this state. The main goal is to give a computational scheme for computing the joint stationary distribution of the buffer content and the state of the underlying environment.
We mention that the Markovian modulation in finance is referred as the regimeswitching condition, but the focus is different. The literature is vast. We mention [3, 11, 15] and references there-in.
The paper is organized as follows. In Section 2 we present the general model and provide some preliminary results. Section 3 is about the stationary joint distribution of the buffer content and the underlying environment. Section 4 specialized the results to various cases where the lower barrier is zero (no backlog) and the underlying environment changes between two states. Under some conditions, for this case we also show how to compute the distribution of some regenerative epoch associated with this process.
Model
Throughout, we denote x ∨ y = max{x, y}, x ∧ y = min{x, y},
, ∆g(t) = g(t) − g(t-), for càdlàg functions g and g c (t) = g(t) − 0<s≤t ∆g(s), when in addition g has bounded variation on finite intervals. Also, a.s. and w.l.o.g. abbreviate almost surely and without loss of generality, respectively.
Let W = {W (t)| t ≥ 0} and J = {J(t)| t ≥ 0} be two independent processes where W is a Wiener process (a standard Brownian motion) and J is an irreducible and homogeneous continuous time Markov chain with state space E = {1, . . . , N }. We assume that J has right continuous sample paths and we denote by Q = (q ij ) its rate transition matrix, by π = (π i ) its stationary distribution and define P = diag [ π] . Let σ(i) ≥ 0 and µ(i) ∈ R, be the diffusion and drift coefficients in the state i ∈ E we define the Markov-modulated Brownian motion as the bivariate process (X, J), where the continuous component, X, is defined as
For each i ∈ E we let a(i) ≤ b(i) be two finite real numbers which define the upper and lower barriers when in state i. If a(i) = b(i) we must assume that σ(i) = 0 and w.l.o.g. also that µ(i) = 0.
There is a unique process (Z, L, U ) satisfying
where a(J(t)) ≤ Z(t) ≤ b(J(t)) for each t ≥ 0, L and U are nondecreasing right continuous processes with
and, equivalently, either
, or L and U cannot increase at the same time, or (L, U ) is a minimal solution (holds automatically if a(i) < b(i) for all i ∈ E). We call the process (Z, L, U ) the modulated two-sided reflection of (X, J).
Clearly, if s > 0 is a state transition epoch, then
+ , ∆L(s) ∆U (s) = 0 and ∆Z(s) = ∆L(s) − ∆U (s). We denote by κ = i µ(i)π i the asymptotic drift of the process X(t).
Although Z is not Markovian, (Z, J) is. Let us identify its generator. The state space of this process is given by the set E = i∈E [a(i), b(i)] × {i} and it is helpful to define
that correspond to the states where the upper and lower barrier is accessible respectively. Let C be the set of functions f (z, i) on E that are twice continuously differentiable in z,
. We note that clearly there always is a twice continuously differentiable h :
Now, the generalized Itô's formula for semimartingales (e.g. Theorem 33 on p. 81 of [12] ) implies after some obvious manipulations that
Note that L c (s), U c (s) can increase only when J(s) ∈ E − , E + (respectively). Recalling that f (a(i), i) = 0 for i ∈ E − and the first relation in (3) we have that
and similarly
Now, for each i = j let N ij be an independent Poisson process with rate q ij , independent of W , such that if an arrival finds J in state i then it instructs J to jump to j and otherwise nothing happens. It follows that N ij (s) − q ij s is a martingale with respect to the filtration generated by W and N ij for i = j andf (Z(s), i) are bounded processes. Hence,
is a martingale and thus, by summing over i, j ∈ E, with i = j, and noting that q ii = − j =i q ij , this implies that
is a martingale with respect to the filtration generated by W and the Poisson processes N ij , but also with respect to the filtration generated by W and J, since it is adapted to that filtration and N ij are non-anticipative with respect to it (see also [13] , Lemma V.21.13). Since f (w, i) are locally bounded, it follows that the following is a martingale with respect to the filtration generated by W and J:
Rewriting equation (4) in terms of the above martingale we have
where we denoted by Af (z, i) the following operator
whose domain includes the set C. Equation (10) shows that the generator of the Markov modulated process can be seen as the Kronecker sum of the generators of the processes obtained maintaining fixed the modulating component. In the same way the domain can be seen as a Kronecker product of their domains.
Stationary Distribution
In the following we exclude the trivial case E − ∪ E + = ∅ when the process is just a deterministic function of J and Z(0) and it may admit multiple stationary distributions. Therefore let assume for the moment that E − = ∅ as a similar argument can be made for
and J(0) = i, then the probability of hitting a(i) before J changes state is bounded below by the positive probability of this event starting from Z(0) = b(i) and J(0) = i. This observation together with a geometric retrial argument, recalling that J is irreducible, implies that (Z, J) is a regenerative process with finite mean regeneration epochs and thus a unique stationary distribution exists.
The following result gives a tool to compute the stationary distribution of the process (Z, J) as solution of a system of differential equations. To simplify the proof and then to solve the system of differential equations we divide the interval
satisfying the conditions
Proof. The stationary distribution satisfies the following equation for any function f belonging to the domain of the generator A,
see for example Prop. 9.2 in Ch. IV of [6] . Let f be a function in C, having Π(a(i)-, i) = 0 for any i ∈ E, it follows that
and using integration by parts we get that equation (12) reduces to
where we used the fact that f (b(i), i) = 0, i ∈ E + , and f (a(i), i) = 0, i ∈ E − . Changing the order of summation and rearranging terms we have
By considering the restriction of the functions in C in any subinterval I k , we have that the class of the admitted derivative functions separates points in I k , i.e. for any two points
Since this class is in addition an algebra, by Theorem 4.5 of Chapter 3 in [6] it follows that it is also separating in E ∩ (I k × E) that implies that it uniquely determines the value of the integrand on that set. Now selecting functions such that the values of the other summands are zero we obtain that the unique integrand satisfying (14) is the null function. This means that
that is in agreement with (11) and the chosen convention that Π i (z) = 0, z < a(i) and
Now having established that the integrals in (14) are zero, by the same for (14) we have
together with ψ σ (i) = 0 for i ∈ E + ∩ E − and ψ µ (i) = 0 for any i ∈ E + ∪ E − . Equation (15) states that the vector of marginals is an eigenvector corresponding to the null eigenvalue of Q. This gives the required conditions that Π i (i) = π i for any i ∈ E, i.e. the marginal stationary distribution agrees with the stationary distribution of J.
The condition ψ σ (i) = 0 implies that for the states with positive diffusion coefficient, i ∈ E + ∩ E − , the marginal of the stationary distribution has to be continuously differ-
with the possibility to have Π(a(i), i) > 0, and for the states
Uniqueness follows by the fact that if Π(z, j) is a distribution that solves the system (11), thus we have that
for f ∈ C and where in the second equality we used the fact that for a given Markov process X(t) with generator G it holds that
for any function g in its domain. Since the class C is dense in the class of bounded functions on E we have by bounded convergence that for any f in this class,
and it follows that Π is a stationary distribution function. As we already proved by the regeneration argument that the process (Z(t), J(t)) admits a unique stationary distribution we have that Π has to agree with it.
The way of solving (11) consists of obtaining a solution for the system in each subinterval I k and then appropriately gluing together all these partial solutions. Fix one of these subintervals, say I k , and let E k = {i ∈ E : a(i) ≤ l k−1 < l k ≤ b(i)]} be the set of states active over I k . The restriction of the system (11) to the subinterval I k then reads as follows
where we set c k (i) = j:b(j)≤l k q ji π j . The equivalent matrix form of (16) is the following
where
where Π k (z) and c k denote the restrictions of the vectors Π(z) and c to the only states active over I k .
[·] denotes transposition. If the set of active states over I k is a proper subset of E we have that Q is a strictly substochastic matrix and this has an inverse, therefore the system (17) admits the constant k k = [Q −1 ] c as particular solution. In the case E k = E, Q reduces to the rate transition matrix of J that is stochastic and singular. For this case the constant c is zero, the system (17) is homogeneous and the particular solution k k = 0 is the zero constant.
The general solution of (17) can always be written as the sum of the particular solution and the general solution of the associated homogeneous system. By [7] Thm. 8.1, see equation (8.8) p. 221, the general solution of the homogeneous system can be written as V k e Λ k z where (V k , Λ k ) is a pair of matrices with the following properties:
i) Λ k is square and with size m k equal to the degree of det(A k (z)), where A k (z) = S k z 2 − M k z + Q k is the matrix polynomial associated to the system of differential equations (17) ii) V k is rectangular with size N k × m k , with N k = |E k |, the number of states in E k iii) the rank of the matrix col[V k , V k Λ k ] = m k iv) the pair satisfies the following matrix equation
We use the non-standard terminology of finite standard pair of the matrix polynomial A k (z) to denote any pair of matrices (V k , Λ k ) satisfying the above properties. In particular we note that their definition is not unique but given any two finite standard pairs, (V , Λ) and (V , Λ ) there exists a non-singular matrix S such that (V , Λ) = (V S, S −1 Λ S), see the discussion at p. 193-194 in [7] . When the matrix Λ k has the special property to be in block Jordan form then the pair is generally known as a finite Jordan pair of A k (z), see for more details [7] , p. 184.
Given any finite standard pair (V k , Λ k ) we can therefore write down the general solution of (17) as
where u k is vector of unknowns that can be determined by the boundary conditions. Let P k be the restriction of the matrix P to the states active on I k , a slight generalization of the results in [4] Corollary 3 implies that the systems
) that are unique under the restriction that the matrices Λ ± are substochastic. We explicitly notice that the case when the matrix Q k is not irreducible, whose analysis is not included in [4] , can be solved by splitting the system (19) into two disjoint systems. Each of them will admit unique solutions given to its respective boundary conditions.
In [4] it is shown that the matrices V ± are possibly defective transition matrices and in particular E ± V ± = I ± where the projection matrices E ± are defined as the submatrices of the identity matrix I k constructed by selecting only the rows corresponding to the states contained in the set [4] allow to immediately construct a finite standard pair in (18) as follows
This construction is always valid but in the case when Λ ± k have in common the null eigenvalue. This happens only in the case E k = E and the asymptotic drift of the modulated process X(t) is zero, that is κ = 0, see also Section 7 in [4] . We are going to exclude this case as it has no added difficulty but the formulas appear far more cumbersome.
Using the constructed finite standard pair in (20), the solution (18) over the interval I k can be rewritten in the following form
8 and it is fully specified after assigning the unknown boundary values
We notice that in general second order differential equations require two boundary conditions to be solved while first order differential equations require only one. Noticing that the second order equations in (11) appear for the states with positive diffusion component, i.e. for i ∈ E + ∩ E − , and that the first order ones are related to the states with no diffusion and non-null drift, i.e. i ∈ (E
, in order to solve the system we need |E + | + |E − | boundary conditions that are given by
Finally to glue together the solution over the entire interval [l 0 , l K ] it is then necessary to add intermediate boundary conditions by using the following continuity properties of the solution
for any i ∈ E + ∪ E − and j ∈ E, and the following differentiability properties of the solution
for any i ∈ E + ∩ E − and j ∈ E.
Remark 1. We believe that the uniqueness of the solution of the standard two-sided Skorohod reflection proved in [5] implies uniqueness of the solution of (11) but we were only able to prove in the general case that uniqueness holds in the set of distribution functions on E. However the examples given in the next section show that at least for the cases that are analytically tractable the uniqueness in the strict sense holds.
Fluid queues with modulated buffer
In this section we present an application of the model to the case of fluid queues with Markov modulated buffer. We assume that for all states the lower barrier is zero, i.e. a(i) = 0 for any i ∈ E, and we regard the process Z as the buffer content of a fluid queue whose net-input flows is the process X(t) and whose buffer is equal to b(i) when the environment J is in state i ∈ E.
In this simplified setting, it is easier to solve the system (11), as it is possible without loss of generality to order the buffer levels in increasing order, i.e.
Even if one can in general get the stationary distribution at least numerically for any configuration of the barriers, it is quite complicated to get analytical result even for the case when N = 2. Indeed for this case a closed form solution exists but the expression is cumbersome as it requires solutions of forth-order algebraic equations, and we prefer not to include it. For this reason we limit our focus to more specific cases and provide the solutions for the case where the net-input flow is not modulated, i.e. the modulation applies only to the buffer levels, and the case where only in one of the two states the diffusion coefficient is positive. 9
The Brownian queue with an alternated buffer size
In this section we analyze the case when E = 2 and the drift and diffusion components, µ and σ, do not depend on the environment. The reflecting levels are given by a(1) = a(2) = 0 and 0 < b(1) < b (2) , and the system can be looked at as a fluid queue that for exponential periods of times, i.e. when J = 1, reduces the size of its buffer. This model may describe a service station that for specified period of times receives help from another service station with which it shares the buffer size. When the second system turns on, the buffer of the first station is reduced and the overflow fluid becomes the starting content for the second station. In the following we derive the stationary distribution of the system, and in the next subsection we compute the discontinuity rate of the content process together with the size distribution of the discontinuities.
The system (11) (2)]. For the interval I 1 we have that
and for the interval I 2 we have
In addition we have the boundary conditions Π i (0) = 0 and
. When µ < 0 the matrices Λ ± 1 below are substochastic and are the same ones appearing in (21). When µ > 0 they are not substochastic but the result still holds. When µ = 0 it follows that the asymptotic drift κ = 0 and the root 0 has multiplicity 2. As already mentioned before, for this case the solution looks slightly different from the one given below, and it can be computed using similar arguments. We have decided to omit its expression here.
Let λ ± 1 be the negative solutions of the equations 1 2 σ 2 z 2 ∓µ z −(q 12 +q 21 ) = 0. Define
and ∆ 1 = ∆I. Considering the continuity conditions at z = 0 and z = b(1) we can write the solution for z ∈ I 1 as
Let λ ± 2 be the negative solutions of the equations
2 )/2 = ∆ = µ/σ 2 , we can 10 write the solution for z ∈ I 2 with boundary condition Π 2 (b(2)) = π 2 as
In the equation above we already used the continuity condition for z = b(1) by imposing the boundary value at b(1) to be equal to Π 2 (b (1)). The solution is completely identified by solving for the value of Π 2 (b (1)) that assures the differentiability of Π 2 (z) at z = b(1).
We have that, for z ∈ I 1
and for z ∈ I 2
To simplify the resulting expression define
, where e i is the i-th column vector of the canonical base in R 2 , and k 3 = Θ 2 coth(Θ 2 (b(2)− b(1))), then the value of Π 2 (z) at the boundary b(1) is given by
Mean inter-regeneration time and distribution of the content jump
In this section we continue the analysis of the previous section by looking at the process at the moments of the discontinuities, that is when the environment jumps from state 2 to state 1 and the buffer content just before the jump epoch is greater than the buffer level b(1).
These special epochs are regeneration points for the process Z(t), and we denote by τ the general interval of time that lags betweens two such discontinuities of Z(t). We are going to exploit the regenerative structure of Z(t) at its discontinuity points to determine the expectation of τ and the distribution of Z(τ −).
This quantities may have relevance when studying an optimization problem. For example, if we consider the example mentioned before, the discontinuity may model the start-up content of a second server to which there can be associated start-up costs taken into account by a given cost function. The value of 1/E[τ ] gives the average rate at which such costs incur.
Assume that Z(0−) > b(1) and Z(0) = b(1) and define τ = inf t>0 {∆Z(t) < 0}, the picture below helps in understanding the given definition.
Let f (z) be any twice differentiable function, by Itô's Lemma we have that
where U i (t), i ∈ E is the amount of content lost at the barrier b(i) during the interval [0, t). Evaluating (31) at t = τ under the condition that Z(0) = b(1) and taking 11
expectation we get that
Having that τ is a regeneration point for Z we have by renewal theory that
where we defined η = 1/E b (1) [τ ], the rate of discontinuities of Z. In general we have that
so that multiplying equation (32) by η, applying (33) and using repeatedly integration by parts similarly to the proof of Theorem 1, we get the following system of differential equations by collecting all the integrand terms with factor f (z),
, and π(z) = Π (z).
Having that Π(z) = Π 2 (z) + Π 1 (z ∧ b (1)), by comparing the second equation in (34) with the derivative of equation (27) we get that (1)) . Substituting its value in (35) and integrating we get that, for z ∈ I 2 ,
where we used the expression of Π 2 (z) given in (29).
4.2. Two-state modulation with σ(1) σ(2) = 0 In this section we consider the case when N = 2 and only in one of the two states the diffusion coefficient is positive.
The way to proceed to compute the stationary distribution is similar to the one used in the previous section, but we decided to include these examples because for these cases the matrices V ± are rectangular and do not reduce to the identity matrix. In [4] and [5] the authors looked at how compute the stationary distribution for the case of two-sided reflection with two non-modulated barriers, but no explicit examples where given and as far as we know they are not treated elsewhere.
The system (11) (2)]. We consider the two cases when the state with no diffusion component is the first one, i.e. σ(1) = 0 and then when the state with no diffusion is the second one, i.e. σ(2) = 0.
In the second case in order to have positive probability for the process to enter the interval (b(0), b(1)] we assume that µ(2) > 0. To simplify the analysis and reduce the cases we assume that the asymptotic drift κ < 0 and for the first case that µ(1) < 0.
For z ∈ I 1 we have that
and for ∈ I 2 we have
In 
and selecting the solution with λ + 1 < 0 we have that
4 . Solving the system (19) that is explicitly rewritten as
we get the following solutions
Over the interval I 1 , the stationary distribution is given by
Having Π 2 (0) = 0 we can solve for c 
whereV
Over the interval I 2 let λ ± 2 be the negative solutions of the equations
, we can write the solution for z ∈ I 2 with boundary condition
In the equation above we already used the continuity condition for z = b(1) by imposing the boundary value at b(1) to be equal to Π 2 (b(1)). The solution is completely identified by solving for the value of Π 2 (b(1)) that assures the differentiability of Π 2 (z) at z = b(1).
We have that for z ∈ I 1
where e i is the i-th column vector of the canonical base in R 2 , and
then the value of Π 2 (z) at the boundary b(1) is given by
14
Notice that in this case the function Π 1 (z) is not continuous at z = 0 where it gives the probability to find the system empty when the environment is found in state 1, i.e. 
P(Z
where Π 2 (b (1)) is known by continuity from equation (39) and we used the fact that π 2 = π 1 q 12 /q 21 . Notice that in this case the function Π 2 (z) is not continuous at z = b(2) where it gives the probability to find the system saturated when the environment is found in state 2, i.e.
P(Z * = b(2), J * = 2) = π 2 − Π 2 (b(2−)) = e (z−b (1)) (π 2 − Π 2 (b(1))) .
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