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An OP ring is a commutative ring R with an identity and with the property 
that, for all n > 2, every vector in Rn can be expressed as an outer product. 
Rings of this kind were discussed at some length in [2]; in this note we 
will show that A[x] is an OP ring if A is a principal ideal domain. A well- 
known theorem of Seshadri [S] follows from this property (at least when 
A is the ring of polynomials in one variable over a field) so our argument 
gives a new proof of that result. 
As in [.4, Rmxn will denote the set of m x 12 matrices with entries in 
R, SL,(R) the multiplicative group of matrices of determinant 1 in Rnxn , 
and if 11 > 2, EL,(R) the subgroup generated by all matrices of the form 
&(X) = I + heij , h E R and i # j. Also, for n > 2 and i # j, Pbj) is the 
matrix obtained by performing the permutation (;i) on the rows of the n x n 
identity matrix. As noted in the appendix of [2], EL,(R) contains matrices 
equal to the Pbj)‘s to within a minus sign; hence if R is a Euclidean ring 
it follows by a very standard argument (see for example MacDuffee [3], 
proof of Theorem 22.3) that for any A E Rmxn there is a P E: EL,(R) such 
that PA has all zeros below the main diagonal. 
Again as in [2], if b, ,..., b, E R, we will use I(b, ,..., blc) to denote the 
ideal in R generated by the hi’s; the notation (b, ,..., bk) is reserved for 
vectors in Rk. If R is an integral domain with unique prime factorization 
the greatest common divisor of the b,‘s will be denoted by gcd(b, ,..., bk); 
of course this is determined only up to multiplication by a unit in R. If 
w1 ,..., w+, E Rn, we use col(v, ,..., vn-r) for the (n - 1) x n matrix whose 
rows are the er,‘s, and [z1r ,..., z),+r] for the outer product of these vectors; 
that is, [or ,..., z),+.J is the vector in Rn whose ith component is (-l)i+l 
times the determinant of the matrix obtained by deleting the ith column 
from the matrix col(o, ,..., ~+r). For a discussion of the elementary properties 
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of the outer product relevant to this paper, see [2, Section 23. Finally, if 
P~%xn > P# will denote the cofactor matrix of P, that is, the n x n matrix 
whose i, j entry is the cofactor of the i, j entry of P. 
LEMMA A. For any o, ,..., v,,-, E Rn and any P E Rnxn, 
[%P,..., v,-$1 = [q ,..., Q-l] P#. 
This is (4) of [2]; we will not repeat the proof here. 
COROLLARY 1. If P is invertible then (al ,..., a,) is an outer product if and 
only if (aI ,..., a,) P is. 
Proof. Let Q = (P-1)’ so that P = (8-l)’ = Q# 1 PI. I f  (ur ,..., u,J is 
an outer product then it follows from the lemma that (al ,..., aJ Q# is also, 
and hence that (al ,..., a,) Q# / P 1 is, since this property is certainly preserved 
under scalar multiplication. 
COROLLARY 2. I f  (aI ,..., G) is an outer product then so also is 
(da1 ,-.., da,-, ,a,> 
for anydE R. 
Proof. Take P = diag(l,..., 1, d). Then P# = diag(d ,..., d, 1) so 
(al ,..., a,) P# = (da1 ,-, d+l ,a,,); 
this is an outer product by the lemma. 
LEMMA 1. Let R be a commutative ring with identity, n an integer > 3, 
and vi , wi E Rn for i = l,..., n - 1. I f  
col(w, )...) wn-1) = P col(0, ,... , wn-1) 
for some P E EL&R), then [wl ,..., w,J = [vl ,..., v,,,-;I. 
Proof. It will of course be sufficient to prove this for P = B&), in 
which case wk = vk for all k # i and wi = vi + hvj . Then 
[Wl ,.-*, w+J = [q ,..., et,-l-j + Q.J, ,***, q-1 , q , vi+1 ,‘.., %z-11 
= bl ,***, %ll 
since the outer product is zero when two of the factors are equal. 
LEMMA 2. Let A be a principal ideal domain and 6, ,.. ., b, E A[x]. If 
gcd(b, >..., b,) = 1, then I(b, ,..., bk) n A # (0). 
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Proof. Let K be the field of quotients of A. In the usual proof of unique 
prime factorization for A[x] it is shown that an irreducible polynomial in 
A[x] is also irreducible in K[x], so the prime factors of the hi’s are the same, 
whether we consider them as elements of A[x] or of K[x]. Since the hi’s 
have no common prime factors in A[x] it then follows that they also have 
none in K[x], and hence that they generate the unit ideal in this ring; thus 
there are ci E K[x] such that 
1 = Crb, + ..* + Ckb, . 
Now clearing denominators in the ci’s gives the desired result. 
THEOREM. Let A be a principal ideal domain and R = A[x], the ring of 
polynomials in one variable over A. Then R is an OP ring. 
Proof. Let v = (a, ,..., a,) E Rn. We must show that v is an outer 
product, and this is trivial if n = 2 so we may suppose n 3 3 and do an 
induction on n. Let d = gcd(a, ,..., u+.r); then each ai = db, for some bi , and 
by Corollary 2 of Lemma A it will be sufficient to show that (b, ,..., bfiFl , a,) 
is an outer product. By the induction hypothesis the vector (b, ,..., bnml) 
is an outer product in Rn-l, say the outer product of the rows of the 
(n - 2) X (n - 1) matrix M; then (b, ,. .., b,,-1 , 0) is the outer product of 
the rows of the (n - 1) x n matrix 
Now gcd(b, ,..., b& = 1, so by Lemma 2 there is a nonzero element 
a E I(b, ,..., b,-J n A, say a = b,c, + *** + b,-,c,-l . Then 
(b, 1..., bn-1, aa,J = (b, ,...> bn-1 9 0) 
which is also an outer product by Corollary 1 of Lemma A. Since a is a 
product of primes it will thus be sufficient to prove 
LEMMA 3. Let b, ,..., b, E A[x], gcd(b, ,..., b,-,) = 1, and p be a prime 
in A. If (b, ,..., bnml , pb,) is an outerproduct it thenfollows that (b, ,..., bnpl , b,) 
is also. 
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Proof. Let K = A&A. Then K is a field and A[x]&l[~] is isomorphic 
to K[x]; we will use this isomorphism as an identification. With this under- 
standing, let + be the natural map of A[x] onto K[x] and extend 4 in the 
obvious way to maps, which we also denote by 4, of A[xln onto K[x]~ and 
4xlrxs onto G4,, for all relevant r and s. Since gcd(b, ,..., b,-r) = 1, 
p +’ b, for some i, and by Corollary 1 of Lemma A we may suppose that 
P -r L . Also, by hypothesis, there are vectors vi E A[x]” such that 
(4 >..., L, , A) = [vvl ,..., vn-11; let M = col(v, ,..., v+J. Then 
4(M) E W (n-1) xn and of course K[zc] is Euclidean, so there is a 
c E J%-1w[~l) such that @(M) h as all zeros below the main diagonal. 
Every B&) E EL,-r(K[ x 1) is clearly in the image of 4, so 4 maps EL,-l(A[x]) 
onto EL,-r(K[x]); let C E EL,+l(A[x]) be such that 4(C) = C, and let 
CM = (aij) = col(w, ,..., w,+i). Then $(CM) = c+(M), so ~$(a~$) = 0, i.e., 
p 1 aij , for all i > j. Also [wr ,..., w+i] = [vu1 ,..., ~,a-,1 = (4 ,..., L, , f&J 
since C E JW,,+~(A[~]). Now the usual expansion of the determinant gives 
I c4%-, , Wl >***, %,)I = (Xl I [WI ,*.., w,,-,I), which is 0 since this is 
the determinant of a matrix with two equal rows; thus 
Since p 1 a,-,,i for all j < 71 - 1 and p f  bnml this implies that p I a,+-l,n--l 
also; hence p 1 u,-,,~ for all j < n. 
For each i let 
Wi’ = (ai1 ,..., %&--1 ,P%) = wip, 
where P = diag(l,..., 1, p). Then, by Lemma A, 
[WI’,..., 4-11 = @, ,..., b,, , pb,) P# = p(b, ,... - b,) 
(since P# = diag@ ,..., p, 1)) and so [wr’,..., w;-~ , p-‘wk-l] = (b, ,..., b,). 
But w;-l = (“n-1.1 ,..., an-l.n-l , ~a,_~.,) and P I %-,,j for all j < n, so 
p-lwh-, E A[x]“; hence (b, ,..., b,) is an outer product, as desired. 
COROLLARY. If a, ,..., a, E A[x] and d eI(a, ,..., an) then there is (I matrix 
in 44wn with jirst row (al ,..., a,) and determinant d. 
Proof. Let v  = (a, ,..., a,) E A[x]%; by hypothesis there is a w E A[x]n 
such that (v, w) = d, and by the theorem there are v, ,..., V~ E A[xln such 
that w = [v2 ,..., v,]. Then I col(v, v2 ,..., v,J = (v, [vs ,..., v,J) = d, as 
desired. 
The so-called “unimodular row property” is the special case of the 
corollary obtained by taking d to be 1. If  A is the ring of polynomials in 
one variable over a field this is known (see, e.g., [Z], Section 2 for a proof) 
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to be equivalent to the theorem proved by Seshadri in [.5j; hence our argument 
yields a slight generalization of Seshadri’s theorem. The best result of this 
kind so far was obtained by Towber in his thesis at the University of Chicago, 
where he showed that D[x] is an OP ring when D is a Dedekind domain. 
In fact Towber shows much more than this. Let R” denote an n-dimensional 
free R-module and A(Rn) the usual exterior algebra on Rn. Then the OP 
property for the ring R is equivalent to the statement that, for all n 3 2, 
all vectors in /F1(Rn) are decomposable (see [2], Section 2 for a proof.) 
Since all elements of cln-l(R”) satisfy the Plucker conditions, the OP property 
is thus a consequence of the following elegant result in Towber’s thesis. 
THEOREM. Let R = D[x], D a Dedekind domain. Then the Pliicker 
conditions are necessary and suficient for the decomposability of vectors in 
flP(Rn), for all n 3 2 and all 1 < p < n. 
However it should be remarked that Towber’s proof assumes the validity 
of Seshadri’s theorem (more precisely, of the generalization of that theorem 
obtained by Serre in [4]), and therefore his techniques yield no new informa- 
tion on the theorem itself, although they do give a significant extension of it. 
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