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Abstract— Cloud Computing represents a new era where 
computing is offered as a service rather than as a physical 
product. The next level of flexibility will be achieved when 
Cloud Computing services can be automatically traded. This 
paper focuses on providing the foundation for simple and 
flexible Cloud resource trading. This is achieved by proposing 
vocabularies for the trading of Cloud resources and algorithms 
for a Cloud marketplace. A multi-attribute combinatorial 
marketplace is proposed as a solution for situations where 
Cloud resources need to be traded in combination (bundles). 
Vocabularies are introduced to serve as a foundation to build 
standards for Cloud resources trading. 
Keywords-component; Bidding, Combinational Auctions, 
Cloud Computing, Cloud Marketplace, Cloud Resources, 
Marketplace. 
I. INTRODUCTION  
Cloud Computing represents a transitional shift from 
computing as a physical product to computing as a service. 
Cloud Computing provides infrastructure, platform, and 
software as services; Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS), and Software as a Service 
(SaaS). These services are commonly offered to consumers 
as subscription-based services in a pay per usage basis. 
Although they may be offered and charged in similar means, 
they are highly differentiated in terms of cost, reliability, 
uptime and performance [17]. 
Cloud Computing started to have an increasing 
penetration rate across global markets due to its cost 
effectiveness and flexibility [6]. It has high potential to 
provide infrastructure and services to enable massive number 
of opportunities in the Computing industry. Large providers 
such as Amazon, IBM, Google, Microsoft and Sun 
Microsystems have already taken the opportunity to provide 
various types of Cloud services. Examples are Amazon’s 
EC2, IBM’s Blue Cloud, Google’s Apps and Microsoft’s 
Azure. Clouds also accommodate wide range of content 
types; social networking (e.g. Facebook and MySpace), 
gaming portals (e.g. BigPoint), business applications (e.g., 
SalesForce.com), media content delivery (e.g. Pando Media 
Booster), and scientific workflows (e.g. Nimbus) [6]. 
The current market of Cloud resources is formed, 
enforced and dominated by large providers and vendors [8]. 
It is predicted that the Cloud Computing market will 
contribute up to $121 billion to the computing market by 
2015 [18]. Even though the market is dominant by several 
large players, current offerings still lack several functions 
that limit to some extent the boundaries of the market [25]. 
That includes lack of interoperability, enterprise level SLAs, 
price transparency and limited number of players in the 
market including small and medium enterprises (SMEs) [17]. 
Therefore, the need for Cloud resources marketplace is 
necessary to enable free trading of such resources in a 
massive scale. 
This paper argues that a global multi-attribute 
combinatorial marketplace for Cloud resources is desirable 
and will benefit both providers and consumers. This is 
supported by the need for, specifying architecture of and 
defining notation for combinatorial marketplace of Cloud 
resources. Although there are proposed market architectures 
and algorithms [6, 7, 8, 12, 16, 23, 27, 31, 32, 35, 37], this 
architecture addresses and offsets the limitations exhibited 
by the existing offerings and some proposed solutions. 
The remainder of this paper is as follows. A background 
of Cloud Computing and Cloud resources trade is presented 
in section 2. Section 3 discusses the motivations for a Cloud 
resources marketplace. Vocabularies for Cloud resources 
trading are introduced in Section 4. Then, the abstract view 
of the proposed architecture is discussed in Section 5. A case 
study is developed in Section 6 to assess the proposed 
architecture. Section 7 is a discussion of the results. Section 
8 presents some conclusions. 
II.BACKGROUND 
Cloud Computing has drawn significant attention 
worldwide from businesses, IT vendors, academia and public 
media. Wide range of definitions was proposed to 
accommodate various technologies and therefore there is no 
agreed on and widely accepted definition [6, 8, 34, 36]. 
Cloud computing, however, can be viewed as a model that 
enables processing, storage, networking and applications to 
be securely accessed as services over networks either 
publicly or privately [36]. Apart from the definition, there 
are five essential characteristics of Cloud Computing [6, 11, 
36]; 1) On-demand self-service; where the resources can be 
provisioned when needed automatically, 2) Broad network 
access; resources are available and accessible over a 
network, 3) Resource pooling; resources can be bundled to 
serve multiple consumers simultaneously, 4) Rapid 
elasticity; resources can be elastically provisioned and 
released, and 5) Measured service; resources usage can be 
billed, monitored, controlled, and reported. 
Technically, Cloud Computing is classified into two 
main models; 1) service and 2) deployment [21, 36]. Service 
model categorizes Cloud Computing based on type of 
service provided while deployment model classifies Cloud 
Computing based on the architecture and type of 
deployment. Cloud implementers are therefore required to 
choose a cloud service and a deployment model based on 
their specific business, operational, and technical 
requirements. 
A. Service Model: 
This model is composed of three sub-models where 
service providers usually categorize their offerings under one 
of them. This model classifies what the Cloud provides 
(software, platform or infrastructure) rather than how the 
Cloud will provide (public, private). This model covers the 
following services; 
1) Software as a Service (SaaS): The resources provided 
to the consumer are applications running on the provider’s 
infrastructure. The applications are accessible on-demand 
through a network either by a thin client interface, such as a 
web browser or a program specific interface [17]. The 
provider manage and control the underlying cloud 
infrastructure including network, servers, operating systems 
and storage while the consumer may control limited user-
specific application configuration settings [36]. 
2) Infrastructure as a Service (IaaS): Processing, 
storage, networks, and similar resources provisioned to the 
consumer to enable deploying and running software or 
processing and storing data on the provider’s infrastructure 
[17]. The provider manage and control the underlying cloud 
infrastructure whereas the consumer has control over 
operating systems, storage, and deployed applications and 
stored data [34]. 
3) Platform as a Service (PaaS): The Cloud provides 
application-hosting environment to consumers using 
programming languages, libraries, services, and tools [17]. 
The environment enables consumers to develop, test or run 
platform-specific or cross-platform solutions. The provider 
manages and controls the underlying Cloud infrastructure 
whilst the consumer controls the deployed applications [36]. 
B. Depolyment Model:  
This model consists of four sub-models where Clouds are 
classified based on how they are deployed rather than what 
they provide. This model covers the following deployments; 
1) Public Cloud: The Cloud infrastructure and its 
computational resources are provisioned and made available 
for the general public [34]. A single or multiple providers 
can own, manage, and operate the Cloud to deliver Cloud 
services to consumers. The Cloud physically exists on the 
provider’s premises. The public Cloud is the dominant over 
other types because of the involvement of large players such 
as Amazon (EC2), IBM (Blue Cloud), Google (AppEngine) 
and Microsoft (Windows Azure) [18]. 
2) Private Cloud: The cloud infrastructure is 
provisioned and operated exclusively for a single 
organization. The private Cloud may be owned, managed, 
and operated by the organization, a third party, or a 
combination of them [34]. It may be hosted on or off 
organization’s premises. This type of Clouds offers the 
organization with better control over the underlying 
infrastructure, resources and consumers [36]. 
3) Hybrid Cloud: The cloud infrastructure is intended to 
be a best composition of two or more distinct Clouds 
(private or public). Each Cloud remains independent entity 
but interconnected by a shared technology or protocol which 
enables data portability [34]. The Hybrid Cloud can be 
implemented widely to overcome both public and private 
limitations. 
4) Federated Cloud: A pool of accessible shared 
resources (both internal and Cloud) that are owned, 
managed and operated by independent interconnected 
providers and where customers can select the demanded 
computing environment with the ability to distinguish 
between providers by cost and trust levels [13]. The 
federated Cloud can be viewed as a solution for 
interoperability issues, limited scalability and performance 
instability that encounter public and private Clouds users 
[23, 26]. 
C. Cloud Resources Trading 
Offering Cloud resources as tradable services is 
increasingly becoming a common market trend [18]. Market 
forecasts indicate a significant growth from $37.8 billion in 
2010 to $121.1 billion in 2015 with compound annual 
growth rate of 26.2% where SaaS dominate the market with 
the largest segment approx. 73% of the market revenue [18]. 
The current Cloud market forms two business models; 
Business to Business (B2B) and Business to Consumer 
(B2C), whereas the other two models are merely missing; 
Consumer to Consumer (C2C) and Consumer to Business 
(C2B) [5]. This is also reinforced by the players where each 
player has its marketplace to offer its resources. This limits 
various opportunities available to consumers including 
bidding for Cloud resources, allocating dynamic resources, 
requesting from multiple providers, obeying standard 
enterprise SLAs and avoiding interoperability issues among 
providers. 
To cope with such challenges, a multi-attribute 
combinatorial Cloud marketplace is proposed. The 
marketplace will have the potential to enable trading of 
Cloud resources on a massive scale that is far beyond the 
single provider level. It is to efficiently open up the Cloud 
space to a wider range of customers to whom Cloud 
resources and services were previously unavailable or not 
affordable [17]. 
That will include small and medium enterprises (SMEs), 
scientific workloads and academic research. For instance, 
SMEs will have access to geographically distributed systems 
in a way that was previously affordable only to large 
enterprises. 
There are various attempts that address those challenges 
and even delivered wide range of designs and algorithms but 
efforts to standardize the trading of Cloud resources and 
offerings do not exist. This is also supported by nonexistence 
of vendor-independent marketplace for trading Cloud 
resources where multitude providers and consumers meet 
and where other attributes than a price exist [1, 2, 27, 28, 
35]. A multi-attribute combinatorial marketplace for Cloud 
resources therefore seems feasible as a solution in which 
heterogeneous and highly differentiated Cloud resources can 
be traded to benefit all parties involved. This also should 
enable liquidizing Cloud resources in a way those resources 
will be exchanged and Cloud-based workloads will become 
more transportable between involved parties, so Cloud 
resources can easily fit into different environments as they 
are extensively exchanged [11]. 
III.MARKETPLACE MOTIVATIONS 
The rapid growth of Cloud implementations motivated 
researchers to address and resolve issues related to 
interaction between multiple Clouds and providers. One of 
the main trends is through a marketplace that achieves 
increased Cloud utilization and reduced cost [20]. Building a 
worldwide marketplace for Cloud resources should have 
significant advantages over the current market [33]. This 
section identifies and discusses unfulfilled Cloud trading 
opportunities as well as the limitations of the current 
offerings. Although the list might be an open ended of 
various motivations, some may attract new arguments based 
upon technical difficulties that may be interpreted as this 
architecture is still not sufficient to ensure its success. 
Despite that assumption, this marketplace has greater 
advantages over the current offerings as follows; 
A. Enabling Interoperability:  
Cloud Computing resources will be truly utilized only if 
customers are not restricted to a particular service provider 
and can easily switch between vendors due to requirements 
or offerings change. The existing offerings include highly 
differentiated services that harden the chance of moving any 
critical workload to different provider. This may involve 
large costs incurred when migrating the workload and 
reprograming applications to use new vendors’ APIs [14, 
17, 20]. 
B. Empowering Small and Medium Vendors: 
Providing Cloud Computing services usually need large 
investments which are not affordable by most SMEs. Yet, 
this is reflected on the lists of leading Cloud Computing 
vendors where large enterprises usually occupy the top 10 to 
50 [18]. A marketplace of Clouds will enable small and 
medium service providers to be involved in Cloud 
Computing business. This can also attract smaller customers 
with specialized needs who are best served in a retail basis 
rather than a wholesale basis. In aggregate, a large number 
of small providers will form a Cloud with a wider 
geographical distribution than the largest single provider 
could afford and support. This will target and address local 
markets with specific requirements such as low-latency 
access to interacting customers or devices. This model has 
already shown several success stories: Akamai, Limelight 
Networks and BitGravity [24]. Those small providers host 
their content distribution system by purchasing computation 
capacity in ISPs around the world instead of building their 
own data centers to serve each territory [17]. 
C. Improving Service Level Agremments (SLAs): 
The current offerings lack of well-defined service level 
agreements (SLAs) by cloud providers. This shortage 
includes basic parameters such as guaranteed uptime, 
guaranteed levels of performance and failure repercussions 
[6, 14]. This goes further when it comes to federated Clouds 
where each provider has its own SLA. There is no standard 
SLA to address what happen and how it happens when a 
customer wants to move from a provider to another. What 
happens to the data and how? This matter can cause further 
credibility issues between service providers and customers 
[17]. Some enterprises however, have good SLAs that 
protect them as providers but expose their customers. 
The lack of enterprise-grade SLAs is resolved in the 
marketplace model. The market has a standard SLA that 
technically defines the minimum terms of contracts that will 
cover both providers and customers. Those terms are based 
on the characteristics of a service rather than a provider or a 
customer based agreement. Both providers and customers 
can negotiate further terms and conditions to be included to 
their own SLAs without breaking the basic market SLA. A 
standard SLA has some benefits including better legal 
protection for customers and providers and improved 
standard for market entry [10, 33]. 
D. Avoiding Monopoly: 
Hosting the world’s Cloud Computing resources on a 
small number of providers increases the risk of a single 
provider technical failures as well as single vendor lock in. 
Technical failures; bugs, misconfigurations and security 
breaches can have a huge impact on the operations of many 
customers simultaneously [17]. A marketplace will enable 
competitive and independent implementations of Cloud 
Computing which will greatly reduce any mono-related 
risks. Customers will also be benefited by enjoying the 
freedom of choices from multitude of service providers.   
E. Enabling Infrastructure Innovation:  
A marketplace of Cloud Computing will add large 
number of players into the current market. This will require 
wide range of infrastructure pieces; CPUs, GPUs, memory 
units, storage and network equipment [17]. This 
marketplace model will promote the innovation of a large 
community of computer vendors selling to many different 
service providers. Today, it is challenging for infrastructure 
vendors to produce, market and support wide range of 
differentiated products. It may result in concealing the value  
of these products and limiting innovation due to 
affordability of small number of large Cloud providers [14]. 
The marketplace model may also motivate the emergence of 
new infrastructure suppliers. 
F.  Enabling Programming Innovation: 
One of today’s market limitations is that there is no 
standard for Cloud Computing programming [32]. PaaS and 
SaaS products must be rewritten to be compatible with the 
unique interface of each Cloud offering. This means 
reprograming the same solution for every single deployment 
[17]. In this case, the service providers restrain innovations 
by locking-in their customers and restricting development to 
software firms or high level developers. This market model 
is IaaS oriented which can have great potential to serve as 
underlying infrastructure for scalable PaaS and SaaS. The 
market will have a standard interface which allows both 
software and platform services to be programmed once and 
then deployed across all Clouds. This can open the market 
widely to larger community of software developers and 
therefore balance the advantage to all; providers, developers 
and customers. 
G. Advancing Academic Contributions: 
Academic community is a committed source of 
innovation. The design and implementation of IaaS Clouds 
pose major challenges for academic research [17]. This is 
because the current model of large Clouds with complicated 
interfaces is not favorable for academic research. The 
marketplace model with simple entities will enable 
researchers to initiate their own designs and investigate 
relevant advanced issues. 
IV.VOCABULARY FOR CLOUD RESOURCES TRADING  
There is no standard in Cloud Computing yet, starting 
from its definition to its deployment, services and 
applications. Each Cloud provider has its own definitions 
and standards for the Cloud resources. When it comes to 
trading, customers need a standard baseline to start with. 
This section defines the basic vocabularies for Cloud 
resources trading as proof of concept. These vocabularies 
are dynamic, flexible and expandable to meet various Cloud 
requirements.  Detailed information about how they are used 
will be explained in details in a followed section. 
1) Cloud Service Vocabulary 
This section focuses on defining attributes associated 
with the Cloud resources and may contribute to their final 
prices. This includes trust, security (e.g. credentials, 
encryptions, and firewall), privacy, location and legal 
aspects. It is assumed those attributes can be negotiated as 
essential part of the deal. 
 Attributes are dynamic and applicable to all Cloud 
resources. Each Cloud resource should be assigned one or 
more attributes. This model is designed to accommodate 
wide range of attributes as each Cloud resource should have 
different ones based on the nature of each resource. 
Providers submit requests to the marketplace to offer their 
resources along with attributes and their costs. The 
marketplace has the ability to verify the accuracy of 
technical attributes in specific (e.g. security mechanisms, 
location of resource, hardware architecture and operation 
system). 
It is assumed those attributes can be assigned integer 
values based on their real market valuation so there is a 
finite set of associated attributes AT  to each resource. Let 
AT  represents the set of attributes, },...,at,at{atAT n21= , 
and R  donates the set of resources where }r,…,rR={r n,21  . 
Attributes AT  has a certain valuation V  where 
) ,..,v,vV=sum(v n21 and  0 V ≥ . The value V  consists of a 
set of predefined values assigned by the market according to 
the real value of each attribute. Suppose V  contributes to 
the total price P  of r resources. Then, the total price of r  
is  
V(AT)Ρ(r)=p(r)+  
To illustrate, a resource r  that is provided with 128 bit 
encryption will have lower value v  than the same resource 
when provided with 256 bit of the same type of encryption 
and so on. The valuation of attributes is considered at this 
stage to 1) demonstrate its importance, 2) simplify the 
auction process in later stages where the case is to bid for 
multi-attributes bundles of resources.   The final value of all 
possible attributes V(AT) will be added to the final price of 
resource r  at the close of bidding stage based on the 
required attributes by the consumer. This valuation process 
is possible in the case of a single resource or bundle of 
resources. 
2) Vocabularies for Cloud Resources Trading 
This section is intended to provide standard vocabularies 
for Cloud resources trading. That is proposed as a 
foundation for the marketplace of the Cloud resources. The 
following vocabularies cover the basic entities of the 
marketplace as well as the trading transactions needed for 
various types of Cloud resources including IaaS, SaaS and 
PaaS. 
In the marketplaceM , there is a set of providers S and a 
set of consumers C where the providers S  offer set of 
resources R . Bundle B is a combination of resources where 
RB ⊆  , for which consumers may submit a bid. Assume 
ib  donates the set of bids },…,b,b,b={bb n321i . A bid [30] is 
a tuple iii ,pB= b where RBi ⊆ is a set of resources and 
0  pi ≥ is a price. In single resource auction, a single 
resource only is requested by the consumer C  where the 
final form of the transaction outcome should include a 
single provider, a single resource and a single consumer. In 
resource bundle auction, multiple resources are requested by 
the consumer to form a complete transaction that includes 
multiple providers, multiple resources and a single 
consumer. 
The providers submit their resource offerings to a pool of 
n  resources R . Consumers C  submit resource requests to 
the marketplace system, which matches the consumers’ 
requirements with available resources. There is a wide range 
of matching algorithms that can be considered to search for 
the best matches and many of them can be modified for 
different design choices. This architecture adopts CABOB 
algorithm, which is considered one of the fastest search 
algorithms for combinatorial auctions yet [30]. However, 
any other algorithms can be used to meet the requirements 
of the marketplace.   
The bundle will be auctioned by a set of single bids for 
the whole bundle rather than for each resource within the 
bundle. CABOB uses five heuristic methods to match 
request with resources and determines the winning bid [30]. 
This architecture uses Normalized Shadow Surplus (NSS) 
due to its advantages over other ones [30]. This method 
weights the resources by their values using a shadow price 
iy for each resource. Then it searches for the bid whose 
price gives the highest surplus above the price requested by 
the provider as minimum willing to sell. jw  represents the 
highest and winning bid [30],  
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Defining a way for distributing revenue among providers 
is essential in auctions especially in resource bundle 
auctions. The marketplace rules specify the individual 
revenue percentage for each provider, whose resource has 
been auctioned in a bundle. RV  donates individual 
revenue and jw  represents the winning bid. Let CN  be the 
predefined percentage of each resource contribution to the 
final value of the bundle. Obviously; 
CN%RD= w j ×  
The revenue may greatly vary due to the variation in each 
predefined rules. Some resources may attract higher %CN  
due to their type, usage or attributes. 
Listing or insertion fees are also crucial to keep the 
marketplace alive. The marketplace is expected to charge 
for at least every successful auction. F  gives the predefined 
listing fee for each resource. The individual listing fees 
pLS  can be calculated as follows; 
F%=RDLSp ×  
The total listing fees TLF  for bundle auction can be 
calculated as: 
∑
=
n
1p
pLS=TLF  
Total listing fees are predefined based on the final value 
of winning bid. The higher winning bid is, the higher pLS  
will be. However, TLF  may seem to be negligible but it is 
important for the marketplace and worth studying. 
The implementation of the above listed vocabularies should 
be possible for all types of Cloud resources. The trade of 
any XaaS is considered one of the main objectives of the 
marketplace, where X is infrastructure, platform or 
software.  The resource model therefore must be designed 
carefully in order to accommodate all technical and business 
specifications of any XaaS offering [22]. Figure 1 shows the 
resource model as an XML schema. The design uses XML 
to facilitate the exchange of Cloud instances among the 
marketplace components. In similar cases, XML however, 
can be replaced with any other language to meet specific 
requirements of the marketplace. 
The resource model includes the following information 
about each resource [22]; 
• Resource_ID: to assign a unique identifier with 
each resource. 
• Resource_Name: the name of the resource shown 
in the marketplace to all members. 
• Resource_Description: A customer friendly 
description of the resource. 
• Publication_Date: Date of adding the resource to 
the marketplace. 
• Validity_From: Date from which resource is listed 
in the marketplace. 
• Validity_Until: Date until the resource can be listed 
for. 
• Version: Version of the resource 
• Brand: Commercial brand of the resource 
• Service_Provider_ID: a unique identifier for the 
provider in the marketplace. 
• License: Type of license that applies to the 
resource (if applicable) 
• Attribute: a set of attributes that enable consumers 
to customize the resource for their needs. The 
attributes vary based on the resource type. 
• Price: specifies the minimum acceptable price for 
the resource to be allocated. It is based on 
technical and business parameters that are 
predefined by the provider. 
• Status: This defines the status of the resource so 
other members can know about it. 
• Type: unique type for each resource (IaaS, SaaS, 
PaaS or other) 
• Category: This is a subtype of for the resource so it 
can be categorized under a genuine class of 
resources.   
 Figure 1. Resource XML Schema. Inspired by [22] 
 
 
V.BASIC ARCHITECTURE 
This architecture is intended to solve the problem of 
existing offerings where the buyer is limited to specific 
resource or set of resources from a single provider only. 
This architecture forms a marketplace where Cloud 
resources can be allocated by the market members. Cloud 
resources can be either allocated as a single isolated 
resource or as resource bundles. The bundle may include set 
of Cloud resources from a single or multiple parties [15]. 
This model tries to reduce the impact of traditional market 
classifications where members can be sellers only, buyers 
only, or byers from a single provider at the same time). Each 
party can be involved in one or more type of transactions 
with different parties at the same time. This would ensure 
that the consumer’s requirements are matched with 
resources. Bundles composed by different providers also 
reduce the risk of failures or resource unavailability in case 
of a single provider [20].  
  This marketplace is composed of three entities; 1) 
Consumer (buyer), 2) Provider (seller) and 3) Marketplace 
system [7, 12, 15]. The consumer can be a) end-consumer 
who will consume the resource(s) individually and b) 
business consumer (e.g. SME) who will take the advantage 
of the Cloud resources in other business operations. On the 
other side, there are a) SaaS b) PaaS c) IaaS providers.   
The marketplace works in the following simplified 
manner; providers submit their offers to a pool of resources 
or resources directory where the market system stores 
relative information about resources. Resources are traded 
as individual resources unless marketplace rules specify 
which resources are permitted combinations [15]. That is to 
enable trading of resource bundles in conjunction with other 
resource bundles from various providers.  
The consumers submit their resource requests to the 
marketplace system, which uses a matching algorithm 
(CABOB) to search, extract the best match and determine 
the winning bid. This may or may not fully match the 
request constraints (e.g. resource quantity, time required, 
price and other attributes) [1, 5, 15, 25, 35]. Therefore, the 
price will not be the sole judge for the winning bid 
determination. The auctioneer in CABOB determines the 
winning bid based on the returning liner program (LP) value 
from the search algorithm. It makes the bid with 
=0 xi losing and the bid with =1 xi winning [30]. 
However, if the returned values are not integer, simply 
CABOB rejects them. Figure 2 shows the marketplace 
components. 
 
 
Figure 2. Marketplace Components 
VI.EVALUATION 
The aim of this evaluation is to demonstrate one specific 
example of trading Cloud resources. It is assumed that 
requested resources are highly differentiated to form a 
bundle of IaaS, PaaS and SaaS resources. This 
demonstration shows the simplicity and flexibility of this 
architecture.  
Assume a consumer is submitting a resource request for 
the following resources; 2 storage units, 3 GPUs, 3 high 
CPUs, Microsoft Azure and email protection software. All 
required resources include different attributes (e.g. certain 
throughput, graphics accelerator, specific processor speed, 
development kits and libraries, complementary services: 
Content filtering, email disaster recovery, email attacks 
filter and security policies management) [19]. Table 1 shows 
the required resources in the view of the resource model. 
Suppose the submitted bid along with the resources 
request is X. Using the CABOB search algorithm [30]; 
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The marketplace system checks the resource availability. 
If resources request does not match the available resources  
RQ∉  , then the system holds the request for specific time 
interval until resources are matched or time interval expired. 
If RQ∈ , then the system verifies if bid is lower than the 
minimum price required by the providers  then the bid will 
be rejected )(rPX < . But if X ≥ )(rP , the system will 
effectively be using CABOB algorithm to match the best 
combination of resources in terms of price and requirements 
(e.g. quantity of resources and other attributes).  
After the auction closes, revenue distributions among 
providers start using the following:  CN%RD= wj ×  
Finally; the listing fees are deducted from the revenue RD.   
F%=RDLSp ×  
 
Table 1. Resource Model Description 
 R1 R2 R3 R4 
ResourceID 0001 0002 0003 0004 
Resource 
Name 
CPU GPU Storage Email 
Publication 
Date 
01/07/12 29/06/12 02/07/12 30/06/12 
Validity From 01/07/12 29/06/12 02/07/12 30/06/12 
Validity Until 10/07/12 05/07/12 13/07/12 08/07/12 
Version 2011 1 3 2.3 
Brand Intel ATI WD MS 
Service 
Provider ID 
1000 1100 1200 1300 
License N/A N/A N/A enterprise 
Attribute Speed, 
architecture  
Capacity, 
Acceleration 
Capacity, 
encryption 
Backup, 
security 
Price $0.080 $0.005 $0.050 $0.240 
Status Available Not available Allocated available 
Type IaaS IaaS IaaS SaaS 
Category Processing Graphics Storage Email 
 
VII.DISCUSSION 
In the previous section, an evaluation was presented to 
examine the feasibility of multi-attribute combinatorial 
marketplace for Cloud resources trading. It is shown that 
highly differentiated Cloud resources can be traded in 
bundles using combinatorial auction. The importance of 
combinatorial auction is clearly demonstrated by better 
economical allocations it delivers. Although the evaluation 
covered limited number of resources, combinatorial auction 
demonstrated its ability to manage extreme large number of 
differentiated resources. Heuristic research algorithms 
facilitate the matching process between consumers’ requests 
and available resources. Methods to calculate the revenue 
for each provider and the listing fees for the marketplace 
were also introduced. 
This study also aims to open the space for trading Cloud 
resources by offering standard vocabularies which are 
important to build the foundation that future contributions 
can be built on. The review of the existing offerings 
addressed their limitations and motivated for a worldwide 
marketplace for Cloud resources. The use of resource model 
in this marketplace enables SaaS, PaaS and IaaS to be traded 
in a unified way. 
The design of multi-attribute combinatorial market 
benefits the consumer in a way the consumer retains high 
level of utilization and control over requested bundles. This 
can be extended to include control over the performance of 
the resources which is usually under the provider control 
[20]. The design of the marketplace can also improve the 
way of implementing different types of Clouds. The 
interaction between consumers and providers or between 
providers and other providers will enable heterogeneous 
implementation of Clouds [20]. 
Issues are also expected to be encountered in such 
marketplace. In case of Cloud-based service failure or 
resource unavailability, issues related to SLAs will be raised. 
It would be required to have an automated renegotiation 
system that rapidly resolves any related issues [4, 20]. 
Another potential issue is the security of detailed 
information about resources exchanged between the 
marketplace system and the providers. The marketplace 
system requires detailed information about every single 
resource so it can be offered, allocated and released by the 
marketplace system. Providing enough details about a 
resource in Cloud environment therefore can pose security 
risks [9].     
VIII.CONCLUSION 
While the existing offerings of Cloud resources suffer 
from various limitations, market researches predicate 
promising and glorious future as more players join the 
market. Cloud deployment models may be developed to 
form new models that can accommodate the requirements of 
Cloud Computing trade. Federated Cloud is therefore the 
most appropriate existing model [9, 13, 23] for trading 
Cloud resources that can accommodate Cloud resources in 
massive scale which is extremely far away from any single 
provider level. 
Although this study attempted to introduce standard 
vocabularies for Cloud Computing trading, further research 
is necessary to develop wider range of standards that can be 
adapted by any Cloud marketplace design. The proposed 
architecture can also be described as a genuine solution 
(proof of concept). Search and winning bid determination 
algorithms are also adaptable to meet the marketplace 
requirements. The case study demonstrates the feasibility of 
the solution but the problem and solution can be further 
large and complex.  
This solution in conjunction with other proposed ones 
seems to break the problem theoretically, but other 
challenges and considerations should be tackled in practice. 
The first on the list should be the technical issues (e.g. 
compatibility) [14]. Security, privacy and legal [13, 17] are 
all aspects need to be carefully considered prior to design 
any marketplace for large-scale Cloud resources. 
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