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Abstract
Convolutional codes over Abelian groups provide an effective theoretical framework for
the analysis of some classes of TCM codes. The encoder synthesis for this class of codes is not
as simple as in the binary case, since minimal encoders in the group case might be necessarily
nonlinear. In this contribution an algorithmic method testing whether a convolutional code
over an Abelian group admits a systematic or a minimal homomorphic encoder is provided.
This test consists in verifying whether a subgroup splits in a group. Through this method,
the class of codes admitting systematic encoders and the class of codes admitting minimal
encoders can be compared. Finally this test is applied to some examples of practical relevance.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
As shown in [10], codes with an underlying group structure play an important
role in the representation of the trellis coded modulation (TCM) schemes proposed
by Ungerbock in [22]. In particular, codes over Abelian groups showed to be an
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effective theoretical framework for the analysis of PSK modulation codes [18]. For
convolutional codes over the binary field, the encoder construction is traditionally
based on the theory of polynomial and rational matrices. This theory has been used
for convolutional codes over Abelian groups in [18,19], where it was first pointed
out that not every convolutional code admits a homomorphic systematic encoder in
this set up. In general, codes over groups impose restrictions on the structural prop-
erties of the encoders they admit. While papers like [8,18,19,15] are more oriented
to a clear specification of these restrictions, in [11,17] a construction of a canonical
nonhomomorphic feedback free encoder is proposed.
This paper is devoted to the investigation of convolutional codes over Abelian
groups which admit homomorphic encoders with special properties. It is clear that,
whenever we impose restrictions on the class of codes under consideration, it is likely
that the codes with the best performances are discarded. On the other hand, such a
restriction allows to deal with codes in a simpler way and to select more easily the
best codes in this restricted class. This is what actually happens when we consider the
restriction to linear binary codes or to group codes. The same underlying philosophy
motivates our interest in investigating classes of group codes admitting encoders with
special structure. Moreover, there are two specific situations in which the restriction
to homomorphic encoders provides great advantages. The first one is in the context
of bit geometrically uniform (BGU) encoders [12], where homomorphic encoders
allow a simplified computation of their bit error probability. This simplification has
been successfully used for extending some results on serially concatenated turbo
codes from the binary case [1] to the TCM case [12]. The second situation occurs
when considering rotational invariance and rotational transparency, which can be
addressed in a simpler way using homomorphic encoders [3,19].
More specifically, in this paper, as in [8], we try to characterize convolutional
codes over Abelian groups which admit systematic or minimal homomorphic encod-
ers. These codes are called systematic and minimal, respectively. Differently from
[8], in this paper we do not impose restrictions on the input spaces. As a preliminary
step we study the class of rational and polynomial encoders and of their inverters.
In particular we show that the classical characterizations in terms of inverters of
noncatastrophic and of minimal encoders continue to hold in our framework. In the
second part of the paper we focus on convolutional codes. We first introduce the
concept of encoding group which constitutes the input sequence space of every ho-
momorphic encoder of the code. In general, this group does not coincide with the
canonical input group of the code [11]. The first important contribution of this paper
is to show that these two groups coincide exactly for the codes which admit a causal
homomorphic encoder with a causal homomorphic inverse. In the free case, consid-
ered in [8], this class of codes coincides with the class of systematic and minimal
convolutional codes. However, in the more general case considered in this paper,
these three classes do not coincide. Systematic and minimal codes are finally charac-
terized in purely algebraic terms precisely through the splitting property of a certain
group inside another one. Moreover, these characterizations allows us to compare
F. Fagnani, S. Zampieri / Linear Algebra and its Applications 378 (2004) 31–59 33
minimality and systematicity. It is easily proven that a systematic convolutional code
is always minimal. We show conversely that a certain power of a minimal convolu-
tional code is necessarily systematic. In the last part of the paper these techniques are
applied to some examples chosen from the codes proposed in [2]. These examples
show in particular that the above mentioned classes of codes are strictly included
into each other.
We conclude this section by providing a short outline of the paper. The next
section is devoted to the exposition of some preliminaries on group theory and
on group codes. In particular the concepts of controllability, completeness, input
group and state group are recalled. Moreover, some results on operators over Lau-
rent sequence spaces are presented. In Section 3 encoders and inverters are treated.
In particular noncatastrophic, minimal and systematic encoders are investigated. In
Section 4 codes are considered according to the encoders they admits and these codes
are characterized in terms of group splitting. Finally Section 5 is devoted to some
examples.
2. Preliminaries
In this section we will recall some preliminary definitions and results which are
needed in the sequel. The first part is devoted to group theory and more specifically
to splitting subgroups. In the second part some introductory material on group codes
over Laurent spaces is presented, while the last part is devoted to shift operators.
2.1. Splitting subgroups
If G is any Abelian group and n ∈ Z, we define the following subgroups of G:
G(n) := {x ∈ G such that nx = 0}, nG := {nx : x ∈ G}.
An exact sequence of Abelian groups consists of a sequence of Abelian groups Gk
and homomorphisms jk as below
G1
j1→ G2 j2→ · · · jn−1→ Gn
such that ker jk = im jk−1 for all k = 2, . . . , n− 1. The following exact sequence
{0} → H j→ G π→ K → {0} (1)
is particularly important and it is called a short exact sequence. Notice that in this
case exactness amounts to require that j is one-to-one, π is onto, and that kerπ =
im j . The exact sequence (1) is said to split if one of the two following equivalent
conditions is satisfied
(i) There exists a homomorphism θ : G→ H such that θ ◦ j = idH .
(ii) There exists a homomorphism p : K → G such that π ◦ p = idK .
34 F. Fagnani, S. Zampieri / Linear Algebra and its Applications 378 (2004) 31–59
The homomorphisms θ and p are called splitting maps. If (1) splits, then we have
a natural isomorphism between G and H ×K given by g → (θ(g), π(g)).
Let H be a subgroup of G, and assume that j : H → G is the canonical injection
and that π : G→ G/H is the canonical quotient homomorphism. We say that H
splits in G if the exact sequence
{0} → H j→ G π→ G/H → {0}, (2)
splits. It can be shown that H splits in G if and only if there exists a subgroup L of
G such that G = H ⊕ L.
The following lemma provides a useful tool for checking whether a subgroup H
splits in G.
Lemma 1. Let H ⊆ G be Abelian groups. Assume that G/H is finitely generated.
The following conditions are equivalent:
1. H splits in G.
2. The Abelian groups G(n)/H(n) and (G/H)(n) are isomorphic for every n ∈ Z.
3. nG ∩H = nH for every n ∈ Z.
Proof. This result can be proven by standard techniques of Abelian groups and exact
sequences. We only sketch the proof. The equivalence between 2 and 3 follows by
showing the exactness of the sequence
{0} → G(n)
H(n)
jn−→
(
G
H
)
(n)
πn−→ nG ∩H
nH
→ {0},
where the maps jn and πn are defined as follows
jn(g +H(n)) := g +H, πn(g +H) := ng + nH.
The fact that 1 implies 3 follows by noticing that, if π : G→ G/H is the canonical
quotient map and p : G/H → G is a splitting map, then for any h = ng ∈ H we
can define h′ := g − p(g +H). Since π(h′) = 0 and since nh′ = ng we can argue
that ng ∈ nH . This shows that nG ∩H ⊆ nH , while the other way is trivial.
For showing that 3 implies 1 we need the additional hypothesis that G/H is fi-
nitely generated, which, by the fundamental decomposition theorem for finitely gen-
erated Abelian groups, implies that G/H can be decomposed as the direct sum of a
finite number of cyclic subgroups G/H = C1 ⊕ · · · ⊕ Ck . For each i select li ∈ G
as follows. If Ci  Z and if gi +H is a generator of Ci , then let li := gi . If Ci  Zni
and if gi +H is a generator of Ci , then nigi ∈ H and by 3 this implies that there
exists hi ∈ H such that nigi = nihi . In this case define li := gi − hi . Consider fi-
nally the subgroup L of G generated by l1, . . . , lk . It is not difficult to verify that
G = H ⊕ L. 
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2.2. Group codes over Laurent sequence groups
Let V be a finite Abelian group and let V Z be the set of biinfinite sequences over
V . If v ∈ V Z, v(t) will denote the t th component of the sequence v. Let σ : V Z →
V Z be the backward shift. If I ⊆ Z, we denote by |I : V Z → V I the restriction op-
erator to I so that, if C ⊆ V Z, then C|I ⊆ V I denotes the set of the restrictions to I
of all the sequences in C.
In this paper we will consider only codes contained in the so called Laurent se-
quence group. A Laurent sequence group over a finite Abelian group V is defined
as
LV := {v ∈ V Z : ∃t ∈ Z such that v(k) = 0 ∀k  t}.
This set inherits an Abelian group structure by a componentwise extension of the
group operation in V and so it will be called sequence group.
In fact, if for any r =∑+∞i=l riDi ∈ Z((D)), we define the map
r(σ, σ−1) :LV →LV
by letting
(r(σ, σ−1)v)(t) :=
(+∞∑
i=l
riσ
−iv
)
(t) =
+∞∑
i=l
riv(t − i), (3)
LV becomes a finitely generated Z((D))-module.
We now come to the following fundamental definitions.
Definition 1 (Controllability [11, 23]). A subset C ⊆LV is said to be controllable
if, given any v1, v2 ∈ C, there exists n ∈ N and v ∈ C such that
v|(−∞,−1] = v1|(−∞,−1], (4)
v|[0,+∞) = (σ−nv2)|[0,+∞).
Moreover, C is said to be N-controllable if (4) holds with fixed n = N which is
independent with the trajectories v1, v2. Finally, C is said to be strongly controllable
if it is N-controllable for some N ∈ N.
Definition 2 (Completeness [11, 23]). A subsetC ⊆LV is called complete, if, given
any v ∈LV , we have that
v|[t+1,t+n] ∈ C|[1,n] ∀t ∈ Z, ∀n ∈ N ⇒ v ∈ C. (5)
Moreover, C is said to be N-complete if (5) holds with fixed n = N . Finally, C is
said to be strongly complete if it is N-complete for some N ∈ N.
A group code is a subgroup C ⊆LV which is complete and σ -invariant, i.e.,
such that σC = C. In other words a group code is a complete Z((D))-submodule
of LV .
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The following proposition shows that a group code in our set up is automatically
strongly complete and strongly controllable. This implies that the class of codes
considered in [11,17] includes the codes analyzed in this paper.
Proposition 1 ([8], Lemma 3). Let C ⊆LV be a group code, where V is a finite
Abelian group. Then C is strongly complete and strongly controllable.
Let C ⊆LV be a group code. For any I ⊆ Z we define the following subgroup
of C
CI := {v ∈ C|v(t) = 0 ∀t /∈ I }.
Let moreover
Cf :=
⋃
I finite
CI
be the subgroup consisting of the sequences in C with finite support. We will also
use the notation C− and C+ for, respectively, C(−∞,−1] and C[0,+∞).
If v ∈LV , define v−, v+ ∈LV by
(v−)|(−∞,−1]=v|(−∞,−1], (v−)|[0,+∞) = 0,
(v+)|(−∞,−1]=0, (v+)|[0,+∞) = v|[0,+∞).
If C ⊆LV is a group code, then we define
C+ := {v+|v ∈ C}, C− := {v− | v ∈ C}.
We clearly have that
C− ⊆ C−, C+ ⊆ C+.
The input group of C is defined as
U(C) := C+|[0], (6)
while the state space of C is defined as the quotient group
X(C) := C
C− ⊕ C+ . (7)
It is a standard fact [11] that
X(C)  C
+
C+
 C
−
C−
.
2.3. Shift operators
Let W and V be finite Abelian groups and let C1 ⊆LW and C2 ⊆LV be
group codes. Any homomorphism ψ : C1 → C2 which commutes with the shift σ
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is called a shift operator. A shift operator ψ is said to be causal (resp. anticaus-
al) if ψ(C1+) ⊆ C2+ (resp. ψ(C1−) ⊆ (C2−)). Notice that a causal shift operator
ψ : C1 → C2 induces a natural homomorphism
ψU : U(C1)→ U(C2) (8)
from the input group of C1 to the input group of C2.
A shift operator ψ is said to be finitely anticipating if there exists l ∈ N such that
σ−l ◦ ψ is causal and the minimal l for which this holds is called the anticipation of
ψ . Finally, ψ is said to have finite memory if there exists m ∈ N such that σmψ is
anticausal and the minimal m for which this holds is called the memory of ψ . A shift
operator ψ is said to be sliding window, if there exist l and m and a homomorphism
γ : C1|[−m,l] → V such that, given w ∈ C1,
ψ(w)(t) = γ (w|[−m+t,l+t]) ∀t ∈ Z.
In this case we also use the notation γ∞ for ψ . If m = l = 0, the shift operator is
also called static. It is clear that γ∞ has finite anticipation less than or equal to l and
finite memory less than or equal to m. It can be shown that also the converse holds
if C1 =LW . When this is not the case, we have a weaker result illustrated by the
following proposition.
Proposition 2. Let C1 ⊆LW and C2 ⊆LV be group codes and let ψ : C1 → C2
be a shift operator. Then the following facts are equivalent:
1. ψ is finitely anticipating and finite memory.
2. ψ is sliding window.
3. ψ(C1f ) ⊆ C2f .
Proof. (2⇒3) is trivial.
(1⇒2) It follows from Proposition 1 that we can assume that C1 is M-com-
plete for some M ∈ N. Assume that ψ has finite anticipation l and finite memory
m. Put m∗ := max(m,M − l − 2). Consider w1, w2 ∈ C1 such that w1|[−m∗,l] =
w2|[−m∗,l]. We now show that ψ(w1)(0) = ψ(w2)(0) which will clearly imply that
ψ is sliding window. Consider w := w1 − w2. Then, w|[−m∗,l] = 0 and since m∗ 
M − l − 2 we have that l +m∗ + 1  M − 1. Hence, since C1 is M-complete, we
can write w = w− + w+ where w− ∈ σm∗C1− and w+ ∈ σ−l−1C1+. Since ψ has
finite anticipation l and finite memory m we have that
ψ(w+)∈ψ(σ−l−1C1+) = σ−1σ−lψ(C1+) ⊆ σ−1C2+,
ψ(w−)∈ψ(σm∗C1−) = σm∗ψ(C1−) ⊆ σmψ(C1−) ⊆ C2−.
This yields
ψ(w)(0) = ψ(w− + w+)(0) = ψ(w−)(0)+ ψ(w+)(0) = 0.
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(3⇒1) Since C1 is a group code, then by Proposition 1 it is N-controllable for some
N ∈ N. This implies [11, strong controllability theorem, p. 1505] that each trajectory
in C1(−∞,0] can be written as a finite sum of trajectories of support length at most
N + 1 and contained inC1(−∞,0]. Now, it follows from condition 3 and from the fact
that C1[0,N ] is finite that there exists k ∈ N such that ψ(C1[0,N ]) ⊆ C2[−k,N+k]. This
implies that
ψ(C1(−∞,0]) ⊆ C2(−∞,k].
This shows that ψ has finite memory. The fact that ψ has finite anticipation can be
shown in a similar way. 
Remark 1. From the proof of Proposition 2 it can be seen that, if ψ : C1 → C2 is a
shift operator with finite anticipation l and finite memory m and ifC1 is M-complete,
then there exists γ− : C1|[−m∗,l] → V and γ+ : C1|[−m,l∗] → V such that
ψ = γ∞− = γ∞+ ,
where m∗ := max(m,M − l − 2) and l∗ := max(l,M −m− 2).
Let ψ : C1 → C2 be a shift operator. A state space realization of ψ is a quadruple
(X, f, g, l), where X is a set called the state space, f and g are maps
f : X ×W −→ X,
g : X ×W −→ V
and where l ∈ N is called the anticipation, such that, given w ∈ C1 and v ∈ C2,
we have that ψ(w) = v if and only if there exists x ∈ XZ for which the following
relations hold{
x(k + 1) = f (x(k), w(k)),
v(k − l) = g(x(k), w(k)) (9)
for all k ∈ Z. When the state space X is also an Abelian group and f and g are
homomorphisms, (X, f, g, l) is called a linear state space realization of ψ .
It is well known [4–7,16,21] that, any causal shift operator ψ :LW →LV act-
ing from a sequence group LW to another sequence group LV admits a linear state
space realization, called canonical realization, with state space
X(ψ) := (LW)−
(LW)− ∩ ψ−1(LV )− . (10)
The canonical realization possesses an important minimality property. Indeed, if we
consider another state space realization of ψ with state space X, there exists a surjec-
tive map π : X0 → X(ψ), where X0 ⊆ X. This shows that the cardinality of X(ψ)
must be less than or equal to the cardinality of the state space X.
Shift operators between Laurent sequences groups admit another nice algebraic
representation. Let V andW be finite Abelian groups. An elementN =∑+∞i=l NiDi ∈
Hom(W, V )((D)) naturally induces a shift-invariant homomorphism
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N(σ, σ−1) :LW →LV (11)
by substituting the indeterminate D with the forward shift operator σ−1. In other
words the homomorphism N(σ, σ−1) operates as follows
(N(σ, σ−1)w)(t) :=
+∞∑
i=l
Niw(t − i) (12)
for any w ∈LW . A straightforward verification shows that every finitely anticipat-
ing shift operator between LW and LV is of the type above. Moreover, N(σ, σ−1)
has finite memory if and only if N ∈ Hom(W, V )[D,D−1]. In this case N(σ, σ−1)
is sliding window and it is also called a polynomial shift operator. On the other
hand, causality for N(σ, σ−1) corresponds to the fact that N ∈ Hom(W, V )[[D]]
and therefore the causal polynomial shift operators are those for which N ∈
Hom(W, V )[D]. There is another important concept we need to introduce. An el-
ement N ∈ Hom(W, V )((D)) is said to be rational if there exist a P ∈ Hom(W, V )
[D,D−1] and a r ∈ Z[D,D−1] having unitary trailing coefficient such that rN = P .
If N is rational, N(σ, σ−1) is said to be a rational shift operator. The importance of
rational shift operators relies on the classical fact [4–7,16,21] that a shift operator
over Laurent sequence groups is rational if and only if it admits a linear state space
realization with a finite Abelian group as state space.
3. Encoders and inverters
Let C ⊆LV be a group code. An encoder for C is an invertible finitely antic-
ipating rational shift operator ψ :LW → C for some finite Abelian group W . Finite
anticipation insures that, at least in principle, the map can be implemented in real
time with a finite delay. If ψ is, respectively, causal, polynomial, the encoder will be
called, respectively, causal, polynomial. An encoder ψ , by definition, always admits
the inverse ψ−1 : C→LW . In general, the only thing we can say is that ψ−1 is a
homomorphism commuting with the shift. As we will see, many interesting coding
and systems theoretic concepts regarding encoders can be defined or characterized
through special properties of their inverses.
Given an encoder ψ :LW → C, an inverter for ψ consists of a triple (W˜ , j, φ),
where
1. W˜ is finite Abelian group called the inverter group,
2. j : W → W˜ is an injective homomorphism,
3. φ :LV →LW˜ is a rational shift operator such that φ ◦ ψ = j∞.
In other words, an inverter is a shift operator between Laurent sequence groups
whose restriction to C coincides with the inverse of the encoder. The following dia-
gram summarizes the inverter definition.
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LW
ψ−→ C
j∞ ↓ ↓ i
LW˜
φ←− LV
where i is the canonical inclusion.
3.1. Noncatastrophic encoders
An encoder ψ :LW → C is said to be noncatastrophic if
ψ−1(Cf ) ⊆ (LW)f ,
in other words, by Proposition 2, if ψ−1 is sliding window.
It is a classical result that in the field case an encoder is noncatastrophic if and
only if it admits a polynomial inverter. We will show that this fact holds true also for
noncatastrophic encoders over finite Abelian groups.
In order to see this we need the following result which shows that a sliding win-
dow shift operator from a group code C to a Laurent sequence group LV can be
extended to a sliding window shift operator between Laurent sequence groups.
Proposition 3. Let C ⊆LV be a group code and let θ : C→LW be a sliding
window shift operator. Then, there exist a finite Abelian group Ŵ , an injective homo-
morphism ι : W → Ŵ , and a polynomial shift operator N(σ, σ−1) :LV →LŴ ,
such that
N(σ, σ−1)|C = ι∞ ◦ θ.
Moreover, N(σ, σ−1) can be chosen to have the same anticipation and memory
as θ.
Proof. Let γ : C|[−n,m] → W be such that γ∞ = θ . Consider the quotient group
Ŵ := V
n+m+1 ×W
H
,
where
H := {(v,w) ∈ V n+m+1 ×W |v ∈ C|[−n,m], γ (v) = w}.
Let γˆ : V n+m+1 → Ŵ be given by γˆ (v) = (−v, 0)+H . Moreover, let ι : W → Ŵ
be given by ι(w) = (0, w)+H . The map ι is clearly injective and we have that
γˆ|C|[−n,m] = ι ◦ γ. (13)
Put N(σ, σ−1) := γˆ∞: it is clear that this is a sliding window shift operator from
LV to LŴ (hence a polynomial shift operator), with the required properties. 
Remark 2. Unfortunately, the Abelian group Ŵ introduced in the previous prop-
osition may be very big. This group can be reduced in the following way. Let n ∈
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N be such that nW = 0 = nV . Using the fundamental decomposition theorem [13,
Theorem 2.1 in Chapter II] we can write
W = C1 ⊕ · · · ⊕ Ck,
where Ci is a cyclic subgroup of W of order ni , with ni |n. Define W := (Zn)k and
let ι¯ : W → W be the map sending the generator of Ci to (0, . . . , 1, . . . , 0) (with 1
at the ith position). Clearly, also the Abelian group Ŵ introduced in the previous
proposition can be decomposed as
Ŵ = C′1 ⊕ · · · ⊕ C′h,
where C′i is a cyclic subgroup of Ŵ of order mi with mi |n. Consider as before Ŵ :=
(Zn)
h and let κ¯ : Ŵ → Ŵ be defined analogously to ι¯. It is easy to see that there ex-
ists an injective homomorphism κ : W → Ŵ such that the following diagram com-
mutes
W
ι−→ Ŵ
↓ ι¯ ↓ κ¯
W
κ−→ Ŵ
(14)
where ι is the homomorphism introduced in the previous proposition. Since all the
groups involved are actually Zn-modules and W is Zn-free, it follows that the injec-
tion κ splits, i.e., there exists ζ : Ŵ → W such that ζ ◦ κ = idW . Now, consider the
homomorphism
γ˜ := ζ ◦ κ¯ ◦ γˆ : V n+m+1 → W,
where γˆ is the homomorphism defined in the proof of the previous proposition. Then,
it follows from (13) and (14) that
γ˜|C|[−n,m] = ζ ◦ κ¯ ◦ γˆ|C|[−n,m] = ζ ◦ κ¯ ◦ ι ◦ γ = ζ ◦ κ ◦ ι¯ ◦ γ = ι¯ ◦ γ.
This implies that N(σ, σ−1) = γ˜∞ provides an inverter.
Observe finally that, while Ŵ depends also on V , the number of generators k of
W depends only on the group W .
We can now state the following result which is direct consequence of Proposition
2, Proposition 3, and Remark 2.
Corollary 1. Let C ⊆LV be a group code and let ψ :LW → C be an encoder
for it. Then, the following conditions are equivalent
1. ψ is noncatastrophic.
2. The inverse of ψ is sliding window.
3. ψ admits a polynomial inverter.
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Moreover, if n is a number such that nW = 0 = nV and W is generated by k
elements, then the inverter group of the polynomial inverter in 3 can be chosen to be
W˜ = Zkn.
3.2. Minimal encoders
Let C ⊆LV be a group code and let ψ :LW → C be a causal encoder for it.
Let X(C) be the state space of C introduced in (7) and let X(ψ) be the state space
of the canonical realization of ψ defined in (10). Consider the homomorphism
ψX : X(ψ)→ X(C)
defined as follows: if x ∈ X(ψ) and w ∈ (LW)− is any of its representatives, then
we define
ψX(x) := ψ(w)+ (C− ⊕ C+).
It can be shown that ψX is a well-defined surjective homomorphism [20]. These
considerations motivate the following definition.
Definition 3. A causal encoder ψ is said to be minimal if the homomorphism ψX
defined above is an isomorphism.
We have the following characterization of minimal encoders which sharpen [17,
Proposition 6.1].
Proposition 4. Let ψ :LW → C be a causal encoder. The following conditions
are equivalent:
1. ψ is minimal.
2. w ∈ (LW)− and ψ(w) ∈ C− ⊕ C+ ⇒ ψ(w) ∈ C−.
3. ψ−1 is a sliding window causal and anticausal shift operator.
Proof
(1⇔2) It follows from the definition of ψX.
(2⇒3) Let v ∈ C− and let w ∈LW be such that ψ(w) = v. Write w = w− +
w+ with w− ∈ (LW)− and w+ ∈ (LW)+. Then,
ψ(w−) = v − ψ(w+) ∈ C− ⊕ C+.
By condition 2 this implies that ψ(w−) ∈ C− which yields ψ(w+) = 0 and hence
w+ = 0. This shows that ψ−1 is anticausal. Let now v ∈ C+ and let w ∈LW be
such that ψ(w) = v. Decomposing w = w− + w+ as above, we can argue that
ψ(w−) = v − ψ(w+) ∈ C+.
By condition 2 this implies that ψ(w−) ∈ C− and so we can argue that ψ(w−) = 0
and hence w− = 0, showing in this way that ψ−1 is causal. Finally using Proposition
2 we can argue that ψ−1 is sliding window.
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(3⇒2) Let w ∈ (LW)− be such that ψ(w) = v− + v+ with v− ∈ C− and v+ ∈
C+. Then,
w = ψ−1(v−)+ ψ−1(v+)
and since ψ−1 is causal and anticausal, it follows that ψ−1(v+) = 0 and thus v+ =
0, which yields ψ(w) ∈ C−. 
From Remark 1 there exist maps
γ− : C|[−M+2,0] → W, γ+ : C|[0,M−2] → W
such that ψ−1 = γ∞− = γ∞+ , where M is such that C is M-complete. Using Propo-
sition 3 it follows that a minimal encoder admits both a causal polynomial inverter
and an anticausal polynomial inverter. This generalizes a well known result which
has been proved in the field case in [9,14].
3.3. Systematic encoders
Another important class of encoders is constituted by the systematic encoders,
which are encoders admitting static inverters.
Definition 4. A causal encoder ψ :LW → C is said to be systematic if there exists
a surjective homomorphism π : V → W such that π∞ is the left inverse of ψ . The
encoder is called essentially systematic if π is only defined on C|[0].
Notice from the definition that a systematic encoder is necessarily essentially sys-
tematic. Notice moreover that systematicity is equivalent to the existence of a static
inverter having as inverter group W itself. The previous definition is an abstract
version of the definition which is commonly proposed in the literature. Indeed, it is
not difficult to verify that the map
p : W → V,
a → p(a) := ψ(δa)|[0],
where δa ∈LW is such that δa(0) = a and δa(k) = 0 for k /= 0, is a splitting map
for π , i.e., π ◦ p = idW . This implies that
• V = V1 ⊕ V2, where V1 := kerπ and V2 := imp;
• the splitting map p : W → V2 is an isomorphism;
• by defining the shift operator ψ1 := (idV − p ◦ π)∞ ◦ ψ from LW to LV1 , we
have that the encoder ψ can be represented as a map
ψ :LW →LV1 ⊕LV2 ,
w → ψ(w) = ψ1(w)+ p∞(w).
Example. Let ψ :LW →LV be a causal shift operator. Consider the graph of ψ
G(ψ) ⊆LW ⊕LV .
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Clearly, G(ψ) is a group code and it has a systematic encoder
φ :LW → G(ψ),
w → φ(w) :=
(
w
ψ(w)
)
.
In this case the map π : W ⊕ V → W is simply the projection on the first factor.
Corollary 2. Any essentially systematic encoder is minimal.
Proof. It follows from condition 3 of Proposition 4. 
The following is a converse to Corollary 2 in a very special case.
Corollary 3. Let C ⊆LV be a 2-complete group code. Then, any minimal causal
encoder for C must be essentially systematic.
Proof. Let ψ be a minimal causal encoder for C. It follows from condition 3 of
Proposition 4 that ψ−1 is a causal and anticausal sliding window map. Hence, by
Remark 1 after Proposition 2, it follows that ψ−1 is static. This implies that ψ is
essentially systematic. 
4. Group codes and their encoders
It is well-known [11,15,19,20] that not every group code admits a minimal or a
systematic encoder. The solution proposed in [11,17] consists in taking into consid-
eration nonlinear encoders, i.e. encoders which are not homomorphisms. However,
as mentioned in the introduction, in some situations it may be more convenient to
restrict to the class of linear encoders. In this section it will be analyzed how much
the class of codes is restricted by imposing the existence of encoders with particular
properties.
First observe that in our context a group code C ⊆LV always admits a rational
encoder as the following theorem points out. For this reason in our set up group
codes are also called convolutional codes, since the encoding process consists in a
convolution.
Theorem 1 ([8], Lemma 3; [7], Theorems 1, 2 and 5). LetC ⊆LV be a σ -invariant
subgroup of LV . The following conditions are equivalent:
1. C is a group code.
2. There exists an encoder ψ :LW → C for C.
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3. The canonical state space X(C) of C is a finite Abelian group.
Moreover, if any of the above conditions is satisfied, then C admits a causal
polynomial encoder. Finally the finite Abelian group W introduced in point 2 is
uniquely determined by C.
Remark 3. The finite Abelian group W introduced in the previous theorem will be
called the encoding group of C and will be denoted by the symbol W(C). It has
been shown in [7, Proposition 1] that the input group U(C) introduced in (6) and the
encoding group W(C) have the same cardinality. However in general they are not
isomorphic.
4.1. Group codes admitting causal encoders with causal inverse
It can be seen that a group code C always admits a causal encoder or an encoder
with causal inverse, but does not admit in general an encoder which is simultaneous-
ly causal and has causal inverse. The following result shows, in particular, that a
group code C admits such an encoder if and only if the groups U(C) and W(C) are
isomorphic.
Theorem 2. LetC ⊆LV be a group code. Then the following conditions are equiv-
alent:
1. C admits a causal encoder with a causal inverse.
2. U(C) and W(C) are isomorphic.
3. U(C(n)) = U(C)(n) for all n ∈ Z.
4. nU(C) = U(nC) for all n ∈ Z.
5. (nC)+ = n(C+) for all n ∈ Z.
6. 0 → σ−1(C+)→ C+ → U(C)→ 0 splits.
Moreover, if any of the previous conditions holds true, then the encoder of point
1 can be chosen to be polynomial.
Proof. (1⇒2) This is direct consequence of (8).
(2⇒4) It follows from 2 that nU(C)  nW(C)  W(nC). On the other hand,
as observed in Remark 3, W(nC) and U(nC) have the same cardinality, therefore
also nU(C) and U(nC) have the same cardinality. Since we also have the obvious
inclusion nU(C) ⊆ U(nC), this implies that they are indeed equal.
(4⇒5) Notice that ⊇ is always true. We need to prove ⊆. Let v ∈ C be such
that nv ∈ C+. Then, x := (nv)(0) ∈ U(nC) and it follows from 4 that there ex-
ists v˜0 ∈ C+ such that (nv˜0)(0) = x. Notice now that n(v − v˜0) ∈ σ−1(nC)+. By
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repeating this argument we can construct by induction elements v˜k ∈ σ−kC+ such
that
n(v − v˜0 − · · · − v˜k) ∈ σ−(k+1)(nC)+ ∀k ∈ N.
Consider now
v˜ :=
+∞∑
k=0
v˜k.
Notice that nv = nv˜. Moreover, since C is complete, v˜ ∈ C+. This shows that nv ∈
n(C+).
(5⇒3) Notice that ⊆ is always true. We need to prove ⊇. Let x ∈ U(C)(n) and let
v ∈ C+ be such that v(0) = x. Then
σ(nv) = nσ(v) ∈ (nC)+.
It then follows from 5 that there exists v˜ ∈ C+ such that nv˜ = nσv. Hence, v −
σ−1v˜ ∈ (C(n))+ and (v − σ−1v˜)(0) = v(0) = x. This shows that x ∈ U(C(n)).
(3⇒6) It follows from Lemma 1 that it is sufficient to show that
n(C+) ∩ σ−1(C+) ⊆ nσ−1(C+).
Let v ∈ C+ be such that nv ∈ σ−1(C+). This implies that v(0) ∈ U(C)(n). It follows
from 3 that there exists v˜ ∈ C(n)+ such that v˜(0) = v(0). Then,
nv = n(v − v˜) ∈ nσ−1(C+).
(6⇒1) Let U := U(C) and let θ : U → C+ be a splitting homomorphism for the
exact sequence in 6, i.e., a homomorphism such that (θ(x))(0) = x for all x ∈ U .
Define ψ :LU → C by letting
ψ(u) :=
+∞∑
t=0
σ−t θ(u(t))
for every u ∈LU . Completeness insures that ψ(u) defined above is indeed in C and
ψ is clearly a causal shift operator.
We now show that ψ is invertible. Let u ∈LU \ {0} and let t ∈ Z be such that
u(t) /= 0 and u(s) = 0 for all s < t . Then, ψ(u)(t) = θ(u(t))(t) = u(t) /= 0. This
proves injectivity. We want to prove now the surjectivity. Let v ∈ C. By σ -invari-
ance it is not restrictive to assume that v ∈ C+. Define u ∈ (LU)+ in the following
recursive way:
u(0)= v(0), (15)
u(t)=
(
v −
t−1∑
s=0
σ−sθ(u(s))
)
(t) t  1. (16)
We have to prove first that u(t) determined in this way are actually in U . This will
be proved by induction. Clearly, u(0) ∈ U . Suppose we know that u(0), u(1), . . . ,
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u(t − 1) are in U and satisfy (16). By (16), in order to show that u(t) ∈ U , it is
enough to prove that(
v −
t−1∑
s=0
σ−sθ(u(s))
)
|(−∞,t−1]
= 0.
Observe preliminarily that(
v −
t−1∑
s=0
σ−sθ(u(s))
)
|(−∞,−1]
= 0.
On the other hand, if 0  τ  t − 1, then(
v −
t−1∑
s=0
σ−sθ(u(s))
)
(τ )=
(
v −
τ−1∑
s=0
σ−sθ(u(s))
)
(τ )− θ(u(τ))(0)
= u(τ)− u(τ) = 0.
This reasoning proves also that v = ψ(u). Moreover, the fact that u ∈ (LU)+ proves
that the inverse is causal. Notice that we have not actually shown that ψ is an encoder
since we have not proven rationality of ψ . Hence we have not proven 1 yet. However,
it is easy to realize that rationality is not used in the implication (1⇒2) so that we
can be sure that conditions 2–6 are equivalent. We will now complete the proof by
showing that these conditions imply the existence of a causal polynomial encoder
with causal inverse for C. Let us go back to the way we have constructed the map
ψ starting from the splitting map θ . It is clear that if θ has codomain in C[0,m], for
some m ∈ N, then the resulting map ψ is a sliding window shift operator, hence
polynomial. So the key point is to show that a splitting map θ , for the exact sequence
in 6, can be found with codomain in C[0,m]. This will be done by showing that we
can find m ∈ N such that
U(C) = C[0,m]|[0] (17)
and that the following exact sequence
0 → C[1,m] → C[0,m] → C[0,m]|[0] → 0 (18)
splits. Indeed, a splitting map of this exact sequence, will also be a splitting map of
the exact sequence in 6 and by construction will have codomain in C[0,m].
To show (17), suppose that x ∈ U(C) and let v ∈ C+ such that v(0) = x. Then
v = φ(w) for some w ∈LW . Let w′ ∈LW such that w′|(−∞,0] = w|(−∞,0] and that
w′|[1,+∞) = 0. If we define v′ := φ(w′) ∈ C, it is not difficult to check that v′(0) =
v(0) = x and that v′ ∈ C[0,m]. To show that (18) splits, it is enough to show, by virtue
of Lemma 1 that
n(C[0,m]) ∩ (C[1,m]) = n(C[1,m])
for all n ∈ Z. The inclusion ⊇ is trivial. Suppose conversely that v ∈ C[0,m] and
that nv ∈ C[1,m]. This means that nv(0) = 0 and so, by condition 3, there exists
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v˜ ∈ (C(n))+ such that v(0) = v˜(0). So there exists w˜ ∈LW such that v˜ = φ(w˜).
Define as above w˜′ ∈LW such that w˜′|(−∞,0] = w˜|(−∞,0] and that w˜′|[1,+∞) = 0 and
v˜′ := φ(w˜′). Observe that v˜′ ∈ C[0,m], nv˜′ = 0 and that v˜′(0) = v˜(0) = v(0). This
implies that v − v˜′ ∈ C[1,m] and that nv = n(v − v˜′). This completes the proof. 
4.2. Minimal group codes
In this section we will introduce the concepts of minimal and of systematic group
codes. Then, the properties of these group codes will be investigated and compared.
Definition 5. A group code is said to be minimal if it admits a minimal encoder.
A group code is said to be (essentially) systematic if it admits an (essentially) sys-
tematic encoder.
A direct consequence of Proposition 4 is that, if a group code is minimal, then
it admits a causal encoder with causal inverse and moreover that if a group code is
systematic, then it is minimal. This considerations imply that both for minimal and
for systematic group codes we have that the encoding group and the input group
coincide.
We give now a theorem which provides a characterization of minimal group
codes.
Theorem 3. LetC ⊆LV be a group code. The following conditions are equivalent:
1. C is minimal.
2. The exact sequence {0} → C+ → C+ → X(C)→ {0} splits.
3. n(C+) ∩ C+ = n(C+) for all n ∈ Z.
4. (C−)(n) = (C(n))− for all n ∈ Z.
Proof. (2⇔3) This follows from Lemma 1.
(3⇔4) This follows from a straightforward verification.
(1⇒2) Letψ :LW → C be a minimal encoder. Define θ : C+ → C+ as follows:
given z ∈ C+, let v ∈ C be any sequence such that v+ = z. Put θ(z) := ψ(ψ−1(v)+).
Since ψ is causal, θ(z) is in C+, and since ψ−1 is anticausal, the value of θ(z) does
not depend on the choice of v. Therefore θ is a well-defined homomorphism. Now,
if z ∈ C+, we can take v = z and, since ψ−1 is causal, ψ−1(v)+ = ψ−1(v) and
therefore θ(z) = z. This proves that θ is a splitting map for the exact sequence in 2.
(2⇒1) Let θ : C+ → C+ be a splitting map for the exact sequence in 2, i.e., a
homomorphism from C+ to C+ which is the identity map when restricted to C+.
Consider the map
φ : C→LU(C)
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defined by
φ(v)(t) := θ((σ tv)+)(0).
The map φ is clearly anticausal. It is also causal. Indeed, assume that v ∈ C+. Then,
for every t < 0 we have that σ tv ∈ C+ and therefore
φ(v)(t) = θ(σ tv)(0) = (σ tv)(0) = v(t) = 0.
We now show that φ is invertible. Let v ∈ C be such that φ(v) = 0 and assume by
contradiction that v /= 0. It is not restrictive to assume that v ∈ C+ and that v(0) /= 0.
Then, φ(v)(0) = θ(v+)(0) = θ(v)(0) = v(0) /= 0 which would show that φ(v) /= 0.
This proves injectivity. Regarding surjectivity, fix a u ∈ (LU(C))+. For each t 
0 choose inductively vt ∈ σ−tC+ such that
v0(0) = u(0),
vt (t) = u(t)−
t−1∑
s=0
θ((σ tvs)
+)(0), t  1
and define v :=∑+∞t=0 vt . Then
φ(v)(t)=
t∑
s=0
φ(vs)(t)=
t∑
s=0
θ((σ tvs)
+)(0)=vt (t)+
t−1∑
s=0
θ((σ tvs)
+)(0)=u(t).
This also proves that ψ := φ−1 :LU(C) → C is a causal shift operator with causal
and anticausal inverse φ. It remains to show that ψ is rational. By observing that
Proposition 4 holds true also for general nonrational shift operators, we can argue
that the canonical state space X(ψ) of ψ is isomorphic to the canonical state space
X(C) of C. By Theorem 1 this implies that X(ψ) is a finite Abelian group and so ψ
must be rational. 
Remark 4. The existence of a homomorphic minimal encoder has already been
studied in a slightly different set up in [17]. In that paper the notion of encoder
is given directly as a state space realization and the existence of a homomorphic
minimal encoder has been shown to be equivalent to the fact that input group U(C)
of the code C splits in the canonical branch group B(C) of the code, which is defined
as
B(C) := {([v], v|[0], [σ−1v]) : v ∈ C},
where [v] ∈ X(C) denotes the coset of the representative v. It can be shown that
U(C) splits in B(C) if and only if C+ splits in C+. It is interesting to notice that this
is true also in the general nonabelian case and this fact suggests that the equivalence
of conditions 1 and 2 of the previous theorem holds true more in general.
We can deepen the structural analysis of minimal group codes by observing the
following fact.
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Lemma 2. Let C ⊆LV be a group code and n ∈ Z. The following conditions are
equivalent.
1. n(C+) ∩ C+ = n(C+).
2. (a) (nC)+ = n(C+),
(b) nC ∩ (C− ⊕ C+) = (nC)− ⊕ (nC)+.
Proof. (1⇒2) (a) follows directly. As far as (b) we only have to show ⊆. Let v ∈
C be such that nv = v˜− + v˜+, with v˜− ∈ C− and v˜+ ∈ C+. Since v˜+ ∈ n(C+), it
follows from 1 that there exists v′ ∈ C+ such that v˜+ = nv′. Hence we can argue
that
v˜+ ∈ n(C+) ⊆ (nC)+.
On the other hand observe that
v˜− = nv − v˜+ ∈ nC ∩ C− = (nC)−.
(2⇒1) Let z ∈ C+ be such that nz ∈ C+. Let v ∈ C be such that v+ = z. Since
(nv)+ ∈ C+ we have that nv ∈ C− ⊕ C+. It follows from (b) that there exist v˜1, v˜2 ∈
C such that nv˜1 ∈ (nC)−, nv˜2 ∈ (nC)+ and nv = nv˜1 + nv˜2. It now follows from
(a) that that there exists v′ ∈ C+ such that nv˜2 = nv′. Notice now that nz = nv′ ∈
n(C+). 
From the previous lemma we can prove the following further characterization of
minimal group codes.
Corollary 4. Let C ⊆LV be a group code. The following conditions are equiva-
lent:
1. C is minimal.
2. U(nC) = nU(C) and X(nC) = nX(C) for all n ∈ Z.
Proof. By Theorem 3 we have that 1 is equivalent to the fact that n(C+) ∩ C+ =
n(C+) for all n ∈ Z, which, by Lemma 2, is equivalent to the fact that (nC)+ =
n(C+), and nC ∩ (C− ⊕ C+) = (nC)− ⊕ (nC)+ for all n ∈ Z. By Theorem 2, the
first of the previous two conditions is equivalent to the fact that U(nC) = nU(C) for
all n ∈ Z, while, by a straightforward verification, it can be shown that the second
condition is equivalent to the fact that X(nC) = nX(C) for all n ∈ Z. 
4.3. Systematic group codes
The following theorem provides a characterization of systematic group codes. A
similar condition has been proposed also in [19].
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Theorem 4. LetC ⊆LV be a group code. The following conditions are equivalent:
1. C is systematic.
2. C admits a causal encoder ψ :LW → C which has a causal inverter with in-
verter group W.
3. The input group U(C) splits in V.
Proof. (1⇒2) This is obvious since a systematic encoder admits a static inverter
with inverter group W .
(2⇒3) Let φ :LV →LW be a causal inverter with inverter group W for ψ .
Consider the maps ψU and φU defined from ψ and φ as done in (8). Then θ :=
ψU ◦ φU is a homomorphism from V to U(C). Let j denote the inclusion map of
U(C) inside V . Let a ∈ U(C) and let v ∈ C+ such that v(0) = a. Then
(θ ◦ j)(a) = θ(a) = ψU ◦ φU(a) = ((ψ ◦ φ)(v))(0) = v(0) = a
which shows that that θ ◦ j = idU(C). This implies that U(C) splits in V .
(3⇒1) From the splitting map θ : V → U(C) we can define the static shift oper-
ator
φ := θ∞|C : C→LU(C).
We want to prove that φ is invertible. Let v ∈ C be such that φ(v) = 0 and assume by
contradiction that v /= 0. It is not restrictive to assume that v ∈ C+ and that v(0) /= 0.
Then, v(0) ∈ U(C) and φ(v)(0) = θ∞(v)(0) = θ(v(0)) = v(0) /= 0 which would
show that φ(v) /= 0. This proves injectivity.
Regarding surjectivity, fix a u ∈ (LU(C))+. For each t  0 choose inductively
vt ∈ σ−tC+ such that
v0(0) = u(0),
vt (t) = u(t)−
t−1∑
s=0
θ(vs(t)), t  1
and define v :=∑+∞t=0 vt . Then, θ∞(v) ∈ (LU(C))+ and for each t  0 we have that
θ∞(v)(t)= θ(v(t)) = θ
(+∞∑
s=0
vs(t)
)
=
t∑
s=0
θ(vs(t))
= θ(vt (t))+
t∑
s=0
θ(vs(t)) = u(t).
Consider now the causal shift operator ψ := φ−1 :LU(C) → C. It remains to show
that ψ is rational. Observe first that the inverse θ∞ of ψ is a static shift operator. We
can apply Proposition 4 and we can argue that the canonical state space X(ψ) of ψ
is isomorphic to the canonical state space X(C) of C. By Theorem 1 this implies that
X(ψ) is a finite Abelian group and so ψ must be rational. 
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Remark 5. The above result is also useful to characterize essentially systematic
group codes: it is sufficient to replace V with the group C|[0]. In particular, we have
that C is essentially systematic if and only if U(C) splits in C|[0].
4.4. Relation between minimal and systematic group codes
In this section the class of minimal encoders and the class of systematic encoders
will be compared. As mentioned above, the class of systematic group codes is in-
cluded in the class of minimal group codes. Actually, these two classes coincide for
group codes having a Zn-free module as the encoding group. This fact, which has
already been shown in [8] using polynomial matrices techniques, can also be proved
using the previous results, as the following corollary shows.
Corollary 5. Let C ⊆LV be a group code and assume that the encoding group
W(C) is a Zn-free module for some integer n. Then the following conditions are
equivalent:
1. C is minimal.
2. C is essentially systematic.
3. U(C) is Zn-free.
Proof. (1⇒3) follows from condition 2 of Theorem 2. (3⇒2) Since W(C) is a Zn-
module, then we have that also C|[0] is a Zn-module. By 3 this implies that U(C)
splits in C|[0] and so, by Theorem 4 and Remark 5, this yields 2. Finally, (2⇒1) is
trivial. 
The relation existing between minimal group codes and systematic group codes
can be clarified further by the following corollary. To present this result we need to
introduce a transformation which can be performed on a group code. Fix N ∈ N and
consider the map
PN :LV →LVN
defined by
PN(v)(t) := v|[tN,tN+N−1].
This map acts by cutting the sequence in pieces of length N . If C ⊆LV is a group
code, we define
CN := PN(C) ⊆LVN .
It is easy to see that CN is still a group code and it is called the N th power of C.
Notice that
U(CN) = C+|[0,N−1],
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while
X(CN)  (C
N)+
(CN)+
 C
+
C+
 X(C).
Corollary 6. Let C ⊆LV be a group code. The following conditions are equiva-
lent:
1. C is minimal.
2. CN is essentially systematic, where N ∈ N is such that C is (N + 1)-complete.
Proof. (1⇒2) Let N ∈ N be such that C is (N + 1)-complete. It follows from The-
orem 4, Remark 5, and by the way CN has been defined, that CN is essentially
systematic if and only if U(CN) = C+|[0,N−1] splits in CN|[0] = C|[0,N−1]. To prove
this last condition, it is sufficient to show, by Lemma 1, that
n(C|[0,N−1]) ∩ C+|[0,N−1] ⊆ n(C+|[0,N−1]).
Let x ∈ C|[0,N−1] be such that nx ∈ C+|[0,N−1]. Let v ∈ C+ be such that v|[0,N−1] =
x. Hence, nv|[0,N−1] = nx ∈ C+|[0,N−1] and, by the way N has been chosen, we
have that nv ∈ C+. It then follows from condition 3 of Theorem 3 that there exists
v˜ ∈ C+ such that nv = nv˜. This yields nx = nv˜|[0,N−1] ∈ n(C+|[0,N−1]).
(2⇒1) IfCN is essentially systematic, it is also minimal. It then follows from The-
orem 3 that (CN)+ ⊆ (CN)+ splits. Notice now that the transformation PN induces
an isomorphism both between C+ and CN+ and between C+ and CN+ . Therefore
also C+ ⊆ C+ splits and, again by Theorem 3, this implies that C is minimal. 
5. Some numerical examples
In this last section we will present some examples of group codes. In particular
we will show that
1. there exists a group code C which admits a causal encoder with causal inverse,
but which is not a minimal group code;
2. there exists a minimal group code C which is not essentially systematic.
In order to treat these examples we need an algorithmic test verifying whether a
subgroup H of an Abelian group G splits in G. In the following examples the group
codes are modules over Zn and so we will need a test which, given two matrices
M ∈ Zh×mn and N ∈ Zh×ln , is able to test whether H splits in G, where
G := imM := {Mx ∈ Zhn : x ∈ Zmn },
H := imN := {Nx ∈ Zhn : x ∈ Zln}.
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We developed an algorithmic test implemented in MAPLE V (available on request
from the authors) which allowed us to verify whether H splits in G, by using Lemma
1. This procedure consisted in four subprocedures, whose correctness for aim of
conciseness is not explicitly proved:
1. Given M ∈ Zh×mn , find K ∈ Zm×gn such that
imK = kerM = {x ∈ Zmn : Mx = 0}. (19)
This can be done as follow. Let M ∈ Zh×m be any representative of M and com-
pute the Smith normal form over the Euclidean domain Z[
M nIh
] = U [ 00 0
]
V ,
where Ih is the h× h-identity matrix, U , V are unimodular integer matrices and
where  = diag{k1, . . . , kr} with ki nonzero integers. It can be shown that the
matrix
K := [Im 0]V −1 [ 0
Im+h−r
]
mod n
satisfies (19).
2. Given M ∈ Zh×mn and N ∈ Zh×ln , find L ∈ Zh×gn such that
imL = imM ∩ imN. (20)
This can be done as follow. Let F1 ∈ Zh×g1n , F2 ∈ Zh×g2n be such that
ker
[
M −N] = im [F1
F2
]
which can be computed by the procedure above. It can be shown that the matrix
L := MF1
satisfies (20).
3. Given M ∈ Zh×mn and N ∈ Zh×ln , test whether
imN ⊆ imM. (21)
This can be done as follow. Let M ∈ Zh×m, N¯ ∈ Zh×l be any representatives of
M and N respectively. Compute the Smith normal form over the Euclidean do-
main Z[
M nIh
] = U [ 00 0
]
V ,
where U , V are unimodular integer matrices and where ¯ = diag{k1, . . . , kr}
with ki nonzero integers. It can be shown that (21) holds true if and only if

−1 [
Ir 0
]
U
−1
N is an integer matrix,[
0 Ih−r
]
U
−1
N = 0.
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4. Finally, given two matrices M ∈ Zh×mn and N ∈ Zh×ln , to test whether imN splits
in imM , according to Lemma 1, it is enough to verify, for every ν dividing n,
whether
im νM ∩ imN ⊆ im νN
and this can be done by using the previous procedures.
We applied this algorithm to the codes proposed in [2]. We noticed that most of
these codes are essentially systematic, some are not even minimal and there are few
codes which are not essentially systematic but are minimal. In the following we treat
in detail three examples.
Example 1. Consider the first code of Table IX in [2]. In this case V = Z24. From
the granules we can argue that the matrix
M =
[
2 3
2 1 + 2D
]
∈ Z4[D,D−1]2×2
generates this code, namely, using the right multiplication convention, we have that
C= imM(σ, σ−1)
=
{[
v1
v2
]
∈LV
∣∣∣∣v1(t) = 2w1(t)+ 3w2(t)v2(t) = 2w1(t)+ w2(t)+ 2w2(t − 1) ∃w1, w2 ∈LZ4
}
.
It is easy to verify that the polynomial matrix
N =
[
3
1 + 2D
]
∈ Z4[D,D−1]2×1
represents a systematic encoder for C and so the encoding group of C is Z4. The
existence of a systematic encoder is confirmed by the fact that U(C) splits in V .
The same arguments can be used to prove that all the codes of Table IX in [2] are
systematic.
Example 2. Consider the first code of Table X in [2]. In this case V = Z34. From the
granules we can argue that the matrix
M =
0 2 12 0 D
2 2 1 +D
 ∈ Z4[D,D−1]3×3
generates this code, namely, using the right multiplication convention, we have that
C= imM(σ, σ−1)
=

v1v2
v3
 ∈LV
∣∣∣∣∣∣∣∣
v1(t) = 2w2(t)+ w3(t)
v2(t) = 2w1(t)+ w3(t − 1)
v3(t) = 2w1(t)+ 2w2(t)
+w3(t)+ w3(t − 1)
∃w1, w2, w3 ∈LZ4
 .
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It is easy to verify that the polynomial matrix
N =
 1 0D 2
1 +D 2
 ∈ Z4[D,D−1]3×2
represents an encoder for C and so the encoding group of C is Z4 ⊕ 2Z4. Since, as
pointed out in the table, the input group of this code is Z4 ⊕ 2Z4, by Theorem 2 this
code admits a causal encoder with causal inverse. In fact N(σ, σ−1) is causal and
admits the causal inverse represented by the matrix[
1 0 0
3D 1 0
]
∈ Z4[D,D−1]2×3.
Using the properties of the granules [11] and defining the matrices
M0 :=
0 2 12 0 0
2 2 1
 , M1 :=
0 0 00 0 1
0 0 1
 ,
we have that
C|[0] = im [M1 M0] U(C) = C+|[0] = imM0.
Applying the algorithm it can be verified that U(C) does not split in C|[0] and so C
is neither systematic nor essentially systematic. It is not difficult to verify that
C = ker
[
1 1 3
2σ−1 2 0
]
=
{v1v2
v3
 ∈LV
∣∣∣∣∣v1(t)+ v2(t)+ 3v3(t) = 02v1(t − 1)+ 2v2(t) = 0
}
which shows that C is 2-complete. By Corollary 3 we can argue that the group code
C is not minimal.
Example 3. Consider the seventh code of Table X in [2]. Also in this case V = Z34.
From the granules we can argue that the matrix
M =
2D 2 +D 22D D 2 + 2D
2 3 + 2D 2 + 2D
 ∈ Z4[D,D−1]3×3
generates this code, namely, using the right multiplication convention, we have that
C = imM(σ, σ−1).
It can be verified that the polynomial matrix
N =
 2 +D 2D 2 + 2D
3 + 2D 2 + 2D
 ∈ Z4[D,D−1]3×2
represents an encoder for C and so the encoding group of C is Z4 ⊕ 2Z4. Since, as
pointed out in the table, the input group of this code is Z4 ⊕ 2Z4, by Theorem 2 this
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code admits a causal encoder with causal inverse. In fact N(σ, σ−1) is causal and
admits the causal inverse represented by the matrix[
3 + 3D 3 + 3D 2 +D
3 + 2D 3 + 2D 3 + 2D
]
∈ Z4[D,D−1]2×3.
Using the same reasonings used in the previous example and defining the matrices
M0 :=
0 2 20 0 2
2 3 2
 M1 :=
2 1 02 1 2
0 2 2
 ,
we have that
C|[0] = im [M1 M0] U(C) = C+|[0] = imM0.
Applying the algorithm it can be verified that U(C) does not split in C|[0] and so C
is neither systematic nor essentially systematic. It is not difficult to verify that
C = ker
[
1 + 3σ−2 2 + 3σ−2 3 + 3σ−1 + 3σ−2
2 2 2
]
which shows that C is 3-complete. By Corollary 6 the group code C is minimal if
and only if C2 (the 2nd power of C) is essentially systematic and this happens if and
only if
C+|[0,1] = im
[
M0 0
M1 M0
]
splits in
C|[0,1] = im
[
M1 M0 0
0 M1 M0
]
.
Applying the algorithm it can be verified this occurs and so we can argue that C is
minimal.
6. Conclusions
In this paper some characterizations of systematic and minimal convolutional
codes over finite Abelian groups have been proposed. These characterizations yield
effective algorithmic tests of these properties. We applied these tests to the codes
proposed in [2] and we verified that all the possible situations actually occur. This
shows that, as we could expect, in some cases the best codes are lost if we restrict
to systematic and minimal convolutional codes. On the other hand, we point out that
the same thing occurs when we restrict from general to linear codes. It would be
important to quantify how much we loose with these restrictions and how much we
gain in the simplification of the code synthesis. This is in fact the subject of our
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present investigation in the specific field of the construction of parallel concatenated
turbo TCM codes.
Another interesting topic to be investigated is the possibility of extending the
theory presented in this paper to more general codes, such as codes over nonabelian
groups, or codes over sequence spaces with semidirect group structures.
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