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•A UNIFIED THEORY OF COHERENT DIGITAL
SYSTEMS WHICH TRACK DOPPLER FREQUENCY
Charles L. Weber, Member IEEE*
ABSTRACT
A unified theory from which the design of a large class of coherent digital
communication systems can be optimally carried out is presented.
In the design of digital communicatien systems, the error rate is the
criterion which is invariably emphasized. In many digital systems, however,
there is relative motion between transmitter and receiver which must be
estimated by making use of Doppler frequency information. A new analysis
of a general class of coherent digital system3 is herein developed, in which
the trade-offs that exist between Doppler measurement capability and sub-
carrier demodulation error rate are quantitatively presented. The theoretical-
ly unrecoverable power loss which exists when employing frequency division
multiplexing subca; riers as compared to time division multiplexing is
described. The results point out that there is significant parametric
dependence of the optimal choice of system parameters on the carrier loop
signal-to-noise ratio and the data rate.
University of Southern California, Los Angeles. This work was supported in
part by U. S. -Army Contract DA-ARO- D- 31-124-G- 1045 and in part by NASA
Contract Number EW .473447.
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A UNIFIED THEORY OF COHERENT DIGITAL
SYSTEMS WHICH TRACK DOPPLER FREQUENCY
Charles L. Weber
I.	 Introduction.
In digital communication systems, there often is the need to maintain
continuous Doppler frequency information for range-rate and range estimation
as well as the need to maintain the error rate below a specified value. Range-
rate and range data contribute to the specification and possibly the eventual
control of the trajectory or orbit of the vehicle. In addition to specifying various
system parameters, the allocation of the total available transmitted power to the
various information bearing subcarrier signals should be carried out based on
knowledge of the effect that this choice will have on Doppler tracking capability
as well as error rates. The choice of the number of frequency division multi-
plexing subcarriers as compared to the number of time division multiplexing	 I ,
subcarriers also effects Doppler tracking capability. The goal herein is to
provide this design information for a general class of coherent digital communi-
cation systems. In an actual design, these results would have to be incorporated
with qualitative parameters such as frequency guard bands, guard times, time
allotments for synchronization pulses and addressing sequences, etc. These
parameters would be estimated based on allowable hardware sophistication and
cost.
The fact that the design of voice systems as well as telemetry systems is
becoming almost exclusively digital (for a variety of purposes: performance,
scrambling capability, etc. ) emphasizes the need for such a unified theory.
L
•Thu type of coherent digital system to be considered is one wh 4_ch transmits
the data signals by phase modulating the rf carrier with bi-phase modulated
sinewave data subcarriers. The frequencies of the several subcarriers are
assumed to have been judiciously choosen so that the spectra of the modulated
data are non-overlapping.
For definiteness, the demodulation of the subcarriers will be assumed to be
carried out employing squaring loops, COSias loops, etc. , so that all necessary
subcarrier phase and synchronization reference information is obtained directly
from the data signal, thereby eliminating the need for separate sync channels
and eliminating the need for placing any power in the subcarrier reference.
This has been termed single-channel mechanization with a suppressed subcarrier. 1
II. System Description.
A basic diagram of the general type of digital system to be considered is
displayed in Figure 1. In the transmitter portion of the system, the data signals,
{s k (t), k = 1, ... , K), bi-phase modulate the frequency multiplexed subcarrier 	
r*
waveforms { 2pk
 cos wkt, k = 1, ... , K). The input to the carrier phase
modulator, e(t), is therefore given by
K
8(t) _	 2pk	 s k (t) cos uukt	 (1)
k= 1	 % I
where pk , k = 1, ... , K, is the average power in the k th bi-phase modulated
subcarrier waveform before carrier phase modulation.
-2-
t'The trend in modern digital communication systems is to employ
subcarriers with 100% modulation; that is, there is no residual power at
the subcarrier frequency for tracking purposes. The reason for this is
that with the advent of squaring loops 3 , Costas loops 4 , delay-locked loops,
etc. , coherent phase reference and bit synchronization information can be
obtained directly from the 100 0/c modulated data signal. The (s k 9  k = 1, ... , K }
are each assumed to consist of a sequence of ±Ps with bit times {Tb '
k
k = 1, ... , K) respectively.
With this modulation scheme assumed, the output of the phase modulator is
given by
s 	 =	 2P sin(w c t + 0(t) + 0 0 )	 (2)
where P is the overall average transmitted power, and 00 is some unknown
constant reference angle.
The received waveform is then given by
t
Y(t) =	 2P	 Fin c t + f Wd (T)dT + 0(t) + 0 0 ) + n(t)	 (3)
where n(t) is assumed to be white Gaussian noise with one-sided spectral
density N 0 watts/hertz, and wd (T) represents the Doppler frequency shift
due to the relative velocity between transmitter and receiver.
-3-
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Neglecting frequency shifters, frequency synthesizers, bandpass
limiters, etc. , the coherent carrier tracking loop generates the reference
signal
t
r(t)_ \ 2 cos(w t + r w d (T)dT + 6^(t))	 (4)
The data bearing waveforms which comprise A(t) are assumed to be at
frequencies outside the bandwidth of the carrier phase locked loop (PLL).
The Doppler frequency is assumed to be varying slowly enough to be within
this bandwidth however, so that the carrier PLL• is able to track this signal.
The output data bearing signal of the carrier tracking loop which goes into
the various subcarrier demodulators is thus given by
YO (t)= s 0 (t) + n0(t)
where
	
	
(5)
s0(t) _ ^ sin(A(t) + 6r(t))
^ r (t) = A 0 - a 0 (t) is the carrier loop phase error, and the additive noise, n0(t),
has the same statistics  as n(t).
With the Doppler frequency slowly varying, any cycle slipping is attributed
solely to the additive noise. No detuning will be assumed to exit between the
received carrier and the voltage controlled oscillator (VCO) rest frequency,
i. e, , steady state operation has been obtained?. The approximate steady state
-4-
mod 2n probability density function of 
r 
is then given by5, 6
	
exp(a cos	 )
P(^ ) _
	 r	 r
r	 2rrI0(r)	 -n<^ <nr 	 ,
where I0 (• ) is the modified Bessel function of the first kind of order zero, and
P
c
a =
r
N 0 
B 
L
r
is the signal-to-noise ratio of the carrier tracking loop. In (7), B L is the
r
one-sided noise bandwidth of the carrier PLL based on the linear theory5, 7
of PLL's and F
c 
is the average power of the received signal at the carrier
frequency. The overall signal-to-noise ratio of the received signal is given by
A Pcr	 N 0 B L
r
In order to ultimately specify the trade-off between Doppler tracking
capability and digital demodulation capability, the distribution of power
between the carrier tracking loop and the subcarrier demodulation loops must
be specified. To do this s(t) is represented by the series (see, e.g. Lindsey[.;] )
S (t) = J2P{exp[j(u)t + e(t) + 6C	 0)] }
mJ P QM jeXp J(u)c t + 8 0 )] k=1	 (j)mk
M k = 
-CO
J m	 ( 2pk ) exp[jm k (wkt + '3' s k ( t )])	 (8)k
-5-
(6)
(7)
i
ti n
iwhere Jm (- ) is the Bessel function of order rn k , and	 ,means the imaginary
k
part of. The signal which enters the carrier tracking loop is
4f	 sin(U) t 4 0 0 ) + n(t)
where the average power in the tracking signal, P
c , 
is given by the average
power of the component of s(t) in (8) at uu c . This is obtained by setting m  = 0,
k =	 ... , K, from which we obtain the percent of the total power that enters
the carrier tracking loop, namely,
Pc _
	 q 2P)P	 k=1	 0 	 k
To obtain the power in the subcarriers, s 0 (t) is similarly expanded. The
average power in the kth subcarrier data signal at the output of the kth extraction
filter (see Fig. 1) is obtained by assuming 
r 
(t) is essentially constant over the
bit time T 
	
of the kth data signal, and setting m  = fl and mk , = 0 for k' # k.
k
This average power, P , is then given by
sk
(9)
P
s 
	
=2J2(' Zp )P	 1	 k k -1
WO
2ZJ 0 2pk, ) [E(ccs ^r)^ (10)
where 8
11 (CL r )
E(cos 6 r ) - I (a )
0 r
-6-
(1l)
r
ti
The average power, P , of the k t ' subcarrier in (10) has arbitrarily been
	 •
sk
defined in terms of the first moment squared of cos y
r 
It could equally well
have been defined in terms of the second moment, i.e. , E(cos 2 r ). The
system performance is, as it should be, independent of which definition is
chosen. The behavior of both definitions is similar, with the latter always
being greater than the former.
For a given 6 r , the input signal 	 hgnal to the k subcarrier demodulator is
yk (t) -	 2Ps ( 6 r ) Cos(w kt + 2 s k (t)) + nk (t)	 (12)
k
i
whe re
JPs (fi r )	 JP U s cos ^ r	 (13)k	 k
and where nk(t) also has the same statistics as n(t). This follows from the
fact that the extraction filters Hk (jw), k = 1 9 1 .. , K, in Figure 1 are normally
broadband vith respect to the bandwidths of the synchronization tracking loop,
the subcarrier phase tracking loop, and the matched filter in the subcarrier
demodulator. In (13)
I1/2
D	 ^ 2J2 2 P ) ,'_' J2 2 P )	 (14)
s k	 1 'V k k =1	 0 `r k
k'ik
N
-7-
IAn upper bound on P
sk /P can be obtained by assuming that the power in all
othe-- subcarriers is zero (p k' = 0 for all k' j k), and the input SNR is assumed
sufficiently high so that E(cos r ) . L. Then
P
s  ti 2J14^p^k)P 
which obtains its maximum value of approximately 0. 68 when p 	 1. 7.
Therefore, with one subcarrier and no sync channels, the maximum power
that can be placed into the subcarrier demodulator input is 68% of the total
received power. We shall see determine the requisite carrier signal-to-noise
ratio to attain this upper bound.
In the important case where all subcarrier channels are afforded the
same performance level, we have that
Pk = P,	 k= 1, . . . , K ,
f
from which (9) and (10) reduce to
Pc = [J o ( ( 2P)]2KP	 (15)
and
P
_	 2
P	 = ZJ I( 2P)CJO 2p) , 2K 2 LE(cos 6 r )]	 (16)
-8-
iIL
IL
6
respectively. Note that p affects E(cos r ) as well as the other factors in
(16). Since P /P is dependent on E(cos	 ), we see that the performance
s k	r
of the digital demodulation of the subcarrier signals is not directly dependent
upon the occurrence of cycle slipping events, but only indirectly to the extent
that cycle slipping broadens the steady state mod 2n probability density function
of the carrier phase error r . Cycle slipping, as would be ex pected, is a
'
fundamental concern in determining Doppler tracking capability.
Plots of th°se power distributions versus p for various values of S and Kr
are displayed in Fig. 2. Note that the maximum value of P
s 
/P occurs at
different values of p. For K = 1 ( one data channel), for example, when
iin
0 = 1, the ma:: P iP occurs at p = 0. 4, while when P = 100, the max P /Pr	 s	 r	 s
occurs at p = 1.45. This overall dependence demonstrates that when designing
a bi-phase digital coiamunication system (as well as when designing a PLL) a
design point must t e picked; that is, an input signal-to- rois-- ratio, 0r , must be
chosen at which the system will be deisgned to operate optimally. As pointed
out by Lindsey [8], note that for sufficiently large K and 0 r , the optir_ial choice
is p pt: 1. Fur smaller K and 8	 however, this choice is quite suboptirriuni.r
This dependence of the optimal p on a r decreases as the number of sub-
carriers is increased; this is displayed in Figure 3, when the optimal choice
of p, p, is plotted versus 8
r 
for various K. For that p which maximizes the
total power into the subcarriers, we use the notation p. in section V, we shall
see that p will differ from that value of p, p, which minimizes the error rate.
i
I
-9-
it should also be notedp (and p) take on values which overmodulate the
2
carrier. When K =I for example, if p = n8 ti 1. 23, the carrier is 100%
ti
modulated. In Fig. 3, however, p is greater than 1. 23 for all 0 > 35 whenr
K = 1. For K > 2, there is overmodulation for all
	 which proe.uce reason-
-	 r
able error rates. Therefore, in the design of digital phase-modulated systems,
overmodulation is not only good, its optimum in most cases; the exact amount
of which is given in Fig. 3, when the criterion is max P
s 
/P.
The fraction of the total power lost in pha-e modulation due to noise and
distortion can also be easily displayed. This fraction decreases as 0 increases.r
6
It
In Fig. 4, curve 1 is the maximum percent of the total received power that is
P
transferred into the various subcarriers, namely (—PS) K, which is plotted versus
K at p and for large 
r
. When K = 1, it is possible to transfer as much as 68%
of the total power into the one subcarrier, while when K = 50, only 37% of the
total power can be transferred into all 50 subcarrier channels. Curve 2 is a
plot of the percent of total power which is needed by the carrier tracking loop
_	 P	 P
at p and urge fi r . Equivalently stated, P K is maximized when P takes on
the value given by curve 2 in Fig. 4. Curve 3 in Fig. 4 is the sum of curves 1
and 2. The remainder of the power is lost as a result of the phase modulation
process. For one subcarrier, at least 22 07c of the total power is always lost,
w;iilc for K = 50, at least 36 01c of the power is always lost.
The performance of the subcarrier demodulators and the Doppler measuring
subsystem must next be determined so that their trade-off can be established.
-10-
III. Digital Performance - Probability of Error.
The output signal of the kth extraction filter, which is the input signal to
the kth subcarrier demoL;ulator, is given by
yk(t) = J2 	 cos(uj	 + 2 s k (t)) + n k (t)	 (17)
where nk (t) has the same statistics as n(t), and where the assumption is main-
tained that the total available subcarrier power is shared equally among the K
frequency multiplexed data channels. The indexing on P
s r
(6 ) has thus been
deleted. The data signal s k(t) fully bi-phase modulates the subcarrier reference
signal cos wkt. In order to obtain a simplified description of the trade-off between
telemetry performance and Doppler tracking capability, we now invoke the
realistic assumption that bit synchronization is obtained directly from the data
channel as opposed to placing a certain amount of residual powc r in the subcarrier
reference, and in addition that the synchronization jitter is regl ; gible with respect
to prase jitter in the carrier tracking loop. It will be further assumed that the
squaring loop, Costas loop, or other method which is employed to obtain coherent
subcarrier phase information is functioning with negligible jitter with respect to
that in the carrier loop. This is realistic, inasmuch as noise bandwidth of the
subcarrier tracking loop can often be made 10 3 to 10 6 times narrower than
that of the carrier tracking loop. Therefore, the subcarrier telemetry demodulation
will be assumed to perform like a perfectly coherent system which has perfect
synchronization information. The probability of a bit error P
e 
for such is given
by 
k
- 11 -
1
b
rr	 2P (^ )T
	
exp(ac cos	 )
P = P	 erfc	 s r b	 _	 r	 r d^
e	 ^ -^	 NO	 2rrI0(ar)	 r
where erfc is the complementary error function, defined as
(18)
erfc(p)	 f 
CO
 
µ
exp(-2 2v ) dv
n
The average signal-to-noise ratio per bit, R 
s , 
often called communication
efficiency, is defined as the ratio of signal energy per bit to noise spectral
density. Therefore
IL P s T bR 
	 =
s	 N0
CEOs 6 ))7 2 Tb
N0
where T  is bit time, which has been assumed the same for all digital subcarrier
channels. In terms of the parameters which describe the carrier tracking loop,
R
s 
can be expressed as
Ps 1R	 = ^
s r P 6
r
(20)
where
6	 a	 1
r	 T b B L
r
-12-
is defined as the reciprocal of the product of the bit time and the noise band-
width of the carrier loop. For fixed carrier loop bandwidth, 6 is proportional
r
to the bit rate in each channel.
When a , the carrier loop SNR, is large, E(cos	 )	 1 and P is closely
r	 r	 e
approximated by erfc( 2R ). For low a , however, P is often significantly
s	 r	 e
higher than erfc ( 2R ). Furthermore, as we will discuss in detail in section. V,
s
the minimum value P e (minimized with respect to p) does not necessarily
occur at the maximum value of R
s 
(max P /P). The P at R
	
is close
s	 e	 s
max
enough to P
e	
so that when designing a system for minimum P it would
e
min
generally be acceptable to use R
s	
Except at high loop SNR's, consequently,
max
one should never approximate Pe (R s
	) by erfc (2R s	), but should employ
max	 max
the integral representation in (18).
With this description of the digital subcarrier demodulation performance,
we next consider Doppler measurement capability. System performance
curves and an evaluation of the results are discussed in Section V.
IV. Doppler Measurement Capability.
The signal from which Doppler frequency information is to be obtained,
the carrier VCO output, r(t), has the representation
t
r(t) = N2' cos(w ct + j wd (T)dT + 8(t))
f
-13-
av
In a one-way communication link, the carrier frequency is removed by
mixing with a noncoherent carrier reference, J2 sin(u) t). In a two-way
c
system, this mixing can be made coherent with a corresponding gain in
performance. In fact, the extension of all the ideas herein to two-way systems
is straightforward. We shall assume a one-way system, in which case the
output of the mixer is (neglecting the double frequency term)
c(t) = cos 0(t)
where
t
0(t) = f Wd (T)dT + ^ r (t) + A 1
The signal c(t) is the input waveform to tlze Doppler measurement device.
For implementation purposes, this input signal may be phase modulated on some
intermediate frequency, but this does not alter the performance characteristics
that are described here.
There are several methods of obtaining the Doppler frequency information
from the signal c(t). Among them are:
i) use c(t) as the input to a frequency counter,
ii) frequency demodulate c(t) with a FM discriminator,
iii) differentiate c(t) and follow this with an envelope detector.
For implementation purposes, c(t) is often formed by mixing r(t) down to an
IF (e.g. , 1 megahertz) instead of demodulating all the way to a baseband
(2.l)
-14-
6signal. The analysis and theoretical performance for such is identical
to that presented.
All of these schemes are methods of obtaining the instantaneous frequency
of c(t), or equivalently of .iiff.erentiating A(t) in (21). Doppler information may
equivalently have been obtained from the output of the carrier P_LL filter, but
a somewhat cleaner signal is obtained via the output of the VCO.
Whatever the scheme, we shall assume it ideally obtains the instantaneous
frequency of c(t), namely L(t). Denoting this signal by d(t), we have
d ( t )	 L(t) = W d ( t ) + r 	 (22)
The measurement disturbances in (22) are seen to be ^ (t). In this initial
r
approach to provide a trade-off between Doppler and error rate, we shall assume
uu d (t) .s sufficiently slowly varying so that il; can be assumed conGtant.
r	 In some cases, nominal Doppler values are known a priori, are stored and
e
subtracted out before the variational Doppler about the nominal value is
estimated. For example, in deep space applications, Doppler shifts due to the
earth's rotation and the relative velocity of the satellite are approximately
known a priori, and can be removed before variations about these nominal
values are estimated.
,4
	
	
In general, d(t) would be filtered to provide the best estimate, u d (t), of
wd (t) from d(t). The variance of the error before filtering will be designated
v? . In every case, the fundamental task in acquiring knowledge of Doppler
W 
measurement capability is in obtaining necessary statistical information
X 
_15-
about ^ r (t), iiamely, the first and second moments. The obstacle
here centers around the fact that, in order to obtain a tractable mathematical
model of a PLL, the assumption is generally made that the additive noise is
white. In most choices of loop filters, this unfortunately leads to the con-
clusion that ^ r (t) is also white. This vexation can be partially overcome with
the following approach. Let us model the total phase error ^ (t) as
r
rt^(t) = J	 2rrN(T)dT +r 
	 ^m(t)
where N ( T) is a stochastic process consisting of a sequence of pulses which are
each of unit area and of short duration. A pulse is positive whenever the loop
slips a cycle in the positive 6 
r 
direction and negative whenever the loop slips in
the negative
	 direction. The process	 (t) is the inod 2rr phase error process 5
r	 m
By modeling 
r 
(t) in this manner the error contributions due to cycle-slipping
and due to phase jitter between cycle slips are additive. A typical sample
function of the 6 
r 
(t) process is depicted in Fig. 4. At low signal-to-noise ratios,
the predominate contribution to overall phase error will be due to cycle slips,
while at large signal-to-noise ratios, cycle-slips will occur very rarely, and
the predominate variation in 6 
r 
(t) will be due to the mod 2rr phase jitter,
	 (t).M
Empirical data taken on PLL 10
 leads to the conjecture that cycle slipping
events in di..3joint intervals are statistically independent. This plus the fact
that N(t ) is the consecution of a jump process, is sufficient to conclude 11 that it
is a generalized Poisson process.
(23)
- 16 -
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The cumulative number of cycle slips, N(t), actually can be expressed as
N(t) = N+ (t) - N - (t)	 (24)
where N + (t) consists of the positive pulses in N(t) and thus r. presents cycle
slippage in the positive 6 
r 
(t) direction, and similarly for N (t} in the negative
-
^ r (t) direction. Since steady state operation is assumed, any no detuning is assumed
in the carrier VCO, the expected number of cycle slips to the right is equal to
that to the left. Hence
E [N(t)] = 0
^I
The occurrence times of the cycle slip events represented by N + (t) and N-(t)
are therefore Poissonly distributed and assumed to be statistically independent.
The no detuning assumpticri implies the processes are also identically distributed.
Therefore.
Q2	 = a2	 = E ( N+ ) = E(N_)
Combining
aN = QN + cr = E (N+ ) + E ( N _ )	 (25)
-17-
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The expected number of cycle slips to the right or left per unit time has
been shown to bey
i
BL
E(N + ) = E(N - ) = 2	 2	 (26)
rr al^(ar	 r)
This is the exact result for first order PLL's anti an approximation for higher
order loops. Since
^r(t) = 2TTN(t) + ^ (t)
	 (27)
we can therefore write
2	 2 2	 2
a^ = Orr QN + a
r	 m
8B
	
Lr	 2	 2
+Q^	 = Q^	 (28)
ar I 0 (a r )	 m 
where the additional assumption has been made that N(t) is statistically
independent of ^
	
(t).M
	The remaining task is to determine Q2
	
As previously indicated, models
m.
of PLL's have exr:lusively assumed the additive disturbance to be white and
Gaussian, with the conclusion that ^ is also white. Since Doppler measurement
in inherently concerned with cycle slipping, all of the various linear theories
of PLL's break down when attempting to determine Doppler measurement
capability. One way, however, in which realistic statistical information
-18-
I 
can be obtained about ^ (t) is to assume the loop filter of the PLL is of
m
the form
F(s) =	 1
Ts + 1
With this filter, the Fokker-Planck equation for the probability density
function of the vector Markovrocess 	 t),	 12p	 ( (. ►^ (t)) can be solved	 in the steady
state. The resulting p. d. f. is
^2
exp - 2 + ar cos ^r
Q^
P(6 	 (^9)
( 2n ) 3 /2 Q^IO(ar)
where the variance of ^, Q is given by
2	 4 B  Q^ =
	
	
(30)
CL 
r
In (30), a  is the loop SNR, which we have previously expressed as a  = Pc/BLN0'
and B L is the noise bandwidth of the PLL.
At high SNR, the principle disturbance in 
r 
is due to m , since cycle-
slips occur rarely at high SNR. Therefore, at high SNR
	
Q 
2	 2 
::
4BL	 (31)
	
^	
6	 a
m	 r
I
-19-
AThis representatiun has an ;,dditional assumption imbedded; namely, that
this result is approximately independent of the structure of the loop filter. These
results, namely:
Orr 2 
aN 	 8 (32)
B L 	 aT 0 r
for the cycle slipping, and
2
c^
M	 4 (33)
B L	 a r
are plotted in Fig. 5.
From (32), since I0 ( • ) increases exponentially, we see that cycle-slipping
decreases exponentially, while phase jitter bet , een cycle-slips decreases only
as (ar) 1. Thus, we can. qualitatively determine when cr	 becomes the pre -
m
dominant distrubance in Doppler measurement. The cumulative e`fect of cycle-
slipping and phase-jitter is also shown in Fig. 5 as the dotted line.
V. System Evaluation and Discussion.
The proper choice of system parameters can now be determined from a
display of the results of the previous sections. The trade-off between Doppler
measurement capability and error rate is displayed in Fig. 7 and 8, for K = 1
and 2 respectively. The variation of probability of error and variance of Doppler
measurement, normalized by the noise bandwidth of the carrier PLL, B L , is
r
plotted as a function of the modulation index parameter, p, for several
	 . At
r
-20-
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low data rates (smaller values, of b ), it is noted that, the minima are
r
sharper than at h:ghe:r data rates. This says that the choice of a modulation
index parameter is more sensitive at lower data rates than at higher rates.
Examination of rig. 7d, for example, shows that, on account of this
insensitivity at higher rates, a substantial improvement can be obtained in
the variance of Doppler measurement, while the corresponding degradation
in probabilAy of error is not appreciable. This is not the case at lower rates,
as depicted, for example, in Fig. 7a.
The solid lines in Figs. 7 and 8, are curves of constant input signal-to-
noise ratio and are therefore design curves. They indicate the cost in performance
which is encountered by varying p, for fixed 0 r . For these curves, when p
increases beyond that which minimizes the error rate, the Doppler variance
and the error rate increase. This is due to the fact that too much power is
going into distortion terms. The useful regions of these design curves are
thus between the values of p = 0 and that p which minimizes the probability
of error, P.
The dashed lines in Figs. 7 and 8, on the other hand, are performance
curves. They demonstrate how a particular system, i. e. , a specific choice
It	 of system parameters, varies with signal-to-noise ratio. It is noted that the
error rate deteriorates much faster than Doppler variance, and this is
a
independent of the data rate and the number of subcarriers.
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In Fig. 9, the optimal value of p in the sense of minimizing the probability
of error, p, is displayed versus 
r 
for various subcarriers and data rates. The
curves demonstrate that the dependence of p on signal-to-noise ratio and data
rate is quite significant at low rates and low SNR, but that this dependence
decreases substantially as the number of subcarriers increases.
In some systems, when the input signal-to-noise ratio drops below a
specified threshold, which corresponds to the error rate increasing above a
corresponding threshold, the data rate is decreased, thereby keeping tl , e error
rate within a specified tolerance. If one is to make optimal use of the system,
then, when the error rate is changed, the setting of the modulation index
must also be adjusted according to the curves in Fig. 9.
As shown in Fig. 4, the percent of total power lost due to distortion and
noise increases as the number of subcarriers is increased. This demonstrates
the well known fact, that for a fixed data rate, the error rate decreases as the
number of subcarriers is increased. The data rate per subcarrier is proportional
to S r . Therefore the data rate of the overall syst-c m is proportional to Kbr.
The theoretical trade-off that exists in the choice of number of subcarriers is
depicted in Figure 10 for Kb r = 100, 500, and 1000. For overall fixed data rate,
KS r , the gain in performance when using one subcarrier versus ten or more
subcarriers ;s almost 3db in signal-to-noise ratio. This is the case for all
data rates. This leads to the conclusion that, in general, time multiplexing
is preferrable to frequency multiplexing.
_2Z_
6The effect that the number of subcarriers has on Doppler measurement
capability is shown in Fig. 11. The modulation index is set at p = p, for
which normalized Doppler measurement variance is plotted against input
signal-to-noise ratio. For fixed 5 r , the Doppler variance decreases as the
number of subcarriers is increased. This is attributed to the fact that as the
number of subcarriers is increased, the fraction of the total power in the
carrier is increasing. This is the case whether the design point is chosen
so as to maximize total subc.arrier power, as described in Fig. 4, or chosen
to minimize the error rate, namely p = p.
In an actual design, the final choice of system parameters requires that
these results be incorporated with more qualitative factors such as frequency
guard bands between subcarriers, guard times and time allotments for synchroni-
zing pulses and addressing sequences, hardware complexity, etc. These additional
considerations may alter the preferences indicated above.
In the evaluation of Doppler measurement capability, no attempt has been
made to filter the waveform containing the Doppler signal. This could be done,
based on a specified performance criterion, if sufficient statistics of the Doppler
stochastic process, wd (t) and the disturbance process r (t) are known. The
design of the Wiener filter, for example, requires knowledge of second order
statistics for both processes, neither of which have thus far been attainable.
*Amplitude modulation of the carrier might be considered preferential to phase
modulation, since AM has the distinct advantage of having no distortion power.
Linear rf modulators are required for AM, however, but T WT I s operate most
efficiently in the saturated mode. This inefficiency in the AM system must be
considered in an overall system evaluation and comparison.
-23-
SVI. Concluding Comments.
The theoretical quantitative trade-offs between error-rates, Doppler
tracking capability, time division multiplexing and frequency division
multiplexing which exist in modern coherent digital systems, are presented
in a unified theork,. The theoretical gain in performance of time multiplexing
over frequency multiplexing is specified. The effect of the system parameters
on Doppler measurement capability is described in detail.
At low data rates and low r , the assumption that the carrier phase
error, r , is constant over the bit time gradually breaks down. This would
make PE and r- lower bounds on the actual performance of the system. Sinced
cycle slipping decreases exponentially, however, it is expected that in all design
regions of interest, the results of this model will agree excellently with empirical
R	 data.
This theory is also directly extendable to the cases where subcarrier phase
and bit synchronization information is provided on adjacent subcarriers.
t
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6FIGURE CAPTIONS
Figure 1. General System Configuration
Figure 2. Fraction of Power in Subcarriers, P /P, versus Modulation Index
Parameter, p.	 s
Figure 3. Values of p which maximize P /P, p, versus a , for various K
s	 r
Figure :.. Power allocation-, which maximize Total Subcarrier Power
Figure 5. Typical Sample Function of 	 (1)
r
Figure 6. Doppler Error versus Carrier Signal-to-Noise Ratio
Figure 7. Error Rate versus Doppler .Titter
Figure 8. Error Rate versus Doppler ,Titter
Figure 9. Optimum Modulation Index, p, 	 versus Signal-to-Noise Ratio
Figure 10. Time Multiplexing versus Frequency Multiplexing for Fixed Data
Rates
Figure 11. Doppler Measurement Variance versus Input Signal-to-Noise Ratio
for various K with p = p.
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