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Abstract
Matching pursuit (MP), particularly using the Gammatones dic-
tionary, has become a popular tool in sparse representations
of speech/audio signals. The classical MP algorithm does not
however take into account psychoacoustical aspects of the audi-
tory system. Recently two algorithms, called PAMP and PMP
have been introduced in order to select only perceptually rele-
vant atoms during MP decomposition. In this paper we compare
this two algorithms on few speech sentences. The results sug-
gest that PMP, which also has the strong advantage of including
an implicit stop criterion, always outperforms PAMP as well as
classical MP. We then raise the question of whether the Gam-
matones dictionary is the best choice when using PMP. We thus
compare it to the popular Gabor and damped-Sinusoids dictio-
naries. The results suggest that Gammatones always outperform
damped-Sinusoids, and that Gabor yield better reconstruction
quality but with higher atoms rate.
Index Terms: Matching pursuit, Time-frequency decomposi-
tion, Sparse representation, Gammatones, Perceptual models.
1. Introduction
During the last two decades, the Matching pursuit (MP) algo-
rithm [1] has been widely used as a powerful tool for spare
representation of signals using redundant dictionaries of time-
frequency functions (atoms). MP is a greedy algorithm which
iteratively approximates a signal x(t) by a projecting it onto an
overcomplete dictionary D of atoms φθ:
Rmx (t) = 〈Rmx (t), φθ〉φθ +Rm+1x (t), (1)
withR0x(t) = x(t) at the first iterationm = 0. At each iteration
m, a single atom φm is selected such that:
φm = argmax
φθ∈D
|〈Rmx (t), φθ〉| (2)
where 〈·, ·〉 is (generally) the Hermitian inner product. The sig-
nal x(t) can be thus decomposed as:
x(t) =
M∑
m=1
nm∑
i=1
smi φm(t− τmi ) + ε(t), (3)
where τmi and s
m
i are the temporal position and weight of the
ith instance of the atom φm, respectively. The notation nm
indicates the number of instances of φm, which need not to be
the same across atoms, andM indicates the number of different
atoms.
Recently a toolkit which efficiently implements the classi-
cal matching pursuit algorithm has been released: the Match-
ing Pursuit ToolKit (MPTK) which is based on the work in [2]
and can be downloaded from http://mptk.irisa.fr. It can be in-
stalled on various platforms (Windows, Linux and Mac OSX)
and is now massively used as it is the best available toolkit for
(classical) MP analysis. MPTK provides fast implementation of
different kind of dictionaries, including the Gabor dictionary.
In the field of speech/audio coding, it has been argued in
[3, 4] that a relatively small dictionary of Gammatone atoms al-
low efficient coding of natural sounds using MP. The motivation
behind this work is that early psychoacoustic experiments used
Gammatone functions as a model of basilar membrane displace-
ment [5] and where found to approximate cochlear responses of
the cat [6]. Later it was stated in [7] that Gammatone func-
tions also delineate the impulse response of human auditory fil-
ters. Real-valued Gammatone filters can be seen as gamma-
modulated sinusoids and are defined as:
γ(t) = tn−1e−2πbERB(fc)cos(2πfct), (4)
where fc is the central frequency distributed on ERB (equiva-
lent rectangular bandwidth) scales, n is the filter order, and b is a
parameter that controls the bandwidth of the filter. ERB(fc) =
24.7 + 0.108fc, n = 4 and b = 1.019 are commonly used as
parameters.
On the other hand, classical MP (used in [3, 4]) focus on
minimizing the energy of residuals at each iteration. Thus, it
does not take into account psychoacoustical aspects of the au-
ditory system which are crucial in any codec development. To
address this issue, a psychoacoustically-adaptive inner product,
considering frequency masking effects in sinusoidal decompo-
sitions, was presented in [8] and later refined with a perceptual
model in [9]. The resulting algorithm is called PAMP. More re-
cently a new perceptual model, called PMP, was introduced in
[10], taking into account both temporal and frequency masking
effects. Similar to the perceptual model embedded in MPEG
coders, the goal of psychoacoustically-based MP algorithms is
to discard the perceptually irrelevant structures of the input sig-
nal and therefore increase the coding efficiency.
In this article we first experimentally compare these two al-
gorithms when using a dictionary of Gammatone atoms. Our
experiments suggest that PMP, which also has the strong ad-
vantage of including an implicit stop criterion, always outper-
forms PAMP as well as classical MP. We then raise the ques-
tion of whether the Gammatones dictionary is the best choice
when using PMP. We thus compare it to the popular Gabor and
damped-sinusoids dictionaries. The results suggest that Gam-
matones always outperform damped-sinusoids, and that Gabor
yield better reconstruction quality but with higher atoms rate.
The paper is organized as the following. In section 2, the
two psychoacoustically-based MP algorithms are briefly de-
scribed. Section 3 presents and analyzes the results of com-
parison between classical MP, PAMP and PMP. In section 4 we
present an evaluation of PMP when using different dictionaries.
Finally, we draw our conclusion and perspectives in section 5.
2. Psychoacoustically-inspired matching
pursuits
In this section we give a short description of PAMP and PMP.
Details about these algorithms can be found in [8, 9] and [11],
respectively.
2.1. PAMP
PAMP [8, 9] relies on a perceptual model which predicts
masked thresholds for sinusoidal distortions in audio coding.
This model exploits the simultaneous masking effect (frequency
masking) in order to determine what distortion level can be al-
lowed such that it is perceptually not detectable. The model is
based on a perceptual distortion measure [12] which estimates
the probability that subjects can detect a distortion signal in the
presence of a masking signal. This distortion measure defines a
norm:
‖x‖2 =
∑
f
α̂(f)|x̂(f)|2 (5)
where x̂(f) is the Fourier transform of the signal x and α̂(f) is
a real and positive weighting function representing the inverse
of the masking curve for sinusoidal distortions. The norm is
induced by the inner product:
〈x, y〉 =
∑
f
α̂(f)x̂(f)ŷ∗(f), (6)
This inner product is then used in Eq. 2 instead of the classical
Hermitian inner product in order to select the sinusoidal com-
ponents of the signal in a MP decomposition with a dictionary
of sinusoids. At the first iteration, i.e., when the residual equals
the signal, α̂(f) is set as the inverse of the threshold-in-quiet.
Then, at each iteration α̂(f) takes into account the sinusoidal
distortion caused by the atom selected at the previous iteration.
2.2. PMP
PMP [11] relies on a perceptual model which take into account
both temporal and frequency masking effects (as opposed to
PAMP which considers frequency masking only). In PMP, a
dictionary of Gammatone atoms is used and a masking pattern
is created (and progressively updated) to determine a masking
threshold at all time indexes and atom central frequencies.
At the first iteration, the masking pattern is set to the
threshold-in-quiet, as in PAMP, for all time indexes. Then, all
the inner products in Eq. 2 which are below the masking pat-
tern are set to zero, meaning that projections that are below he
threshold-in-quiet are ignored. Once the first atom has been
selected, which will act as a masker, the masking pattern is el-
evated in a time interval around the atom temporal position and
in the two adjacent critical bands. The updated masking pat-
tern is then again used as a threshold, setting to zero all the
inner products below it, thereby avoiding the search of atoms
that would be masked by previously selected ones, i.e. percep-
tually irrelevant. This process is repeated until no inner product
is above the masking threshold, meaning that there is no audible
part left in the residual, and the algorithm stops. This implicit
and perceptually-motivated stop criterion is a strong advantage
over classical MP and PMP.
3. Comparison between MP, PMP and
PAMP
In this section, we experimentally compare the performance of
the two psychoacoustically-based and the the classical matching
pursuit algorithms. Since Gammatones have become popular
waveforms in sparse speech/audio representations, we perform
this comparison in the setting of MP using Gammatones dictio-
naries. The main idea is to analyse the behavior of MP when
(Gammatone) atom selection is performed by the two percep-
tual models. We recall however that, while PMP has been intro-
duced in this setting, PAMP have been developed in the frame-
work of sinusoidal decompositions. By doing such a compari-
son, we are thus evaluating the behavior of PAMP when distor-
tions are generated by Gammatone components.
We use four sentences from the TIMIT database [13] for the
experiments. We selected these excerpts such that both speaker
and phonetic variability is achieved: two male (sx54 and sx221)
and two female (sx23 and sx136) speakers from different geo-
graphic regions are used in this study. The following speakers
were used: mbma1 (sx54), fdrw0 (sx23), fgcs0 (sx136) and
mcre0 (sx221). All files are sampled at 16 kHz with 16-bit
quantization.
While signal to noise ratio (SNR) is a valid measure for
waveform reconstructability, for audio coding problems this
does not necessary reflect the perceived quality of the recon-
struction. Therefore we use the well-known perceptual quality
assessment measure PESQ [14] to estimate mean opinion scores
(MOS). PESQ gives a continuous grading scale from 1 (very
annoying) to 5 (no perceptual difference between original and
reconstruction).
Since PMP is the only algorithm which implicitly has a per-
ceptual stop criterion, we use the latter as an operating point to
compare the 3 algorithms. We first run PMP and then compute
the atoms rate per sample when it stops. Then, MP and PAMP
are stopped when they reach this atoms rate. The experimental
results of this process are are shown in Table 1, for Gamma-
tones dictionaries with 32, 64 and 128 atoms. A first observa-
tion is that PMP always yield a PESQ value above 3.5. More-
over, our listening tests confirm that the reconstruction quality
is good without being perceptually transparent. This shows that
the perceptual model of PMP achieves the desired goal. A sec-
ond observation is that PMP always slightly outperforms MP
and significantly outperforms PAMP. Finally, these results sug-
gest that a good choice for the number of Gammatones in the
dictionary is 64.
Figure 1 displays the evolution of the 3 algorithms, itera-
tion after iteration, until they they reach the atoms rate given by
PMP. The figure corresponds to only one sentence, but the be-
havior is very similar for the 4 sentences. Because the masking
pattern is updated with the masking effect caused by each new
atom, PMP behaves exactly like MP until most of the masker
atoms have been extracted; only then (around atoms rate of
0.05) the newly selected atoms are perceptually relevant and
the difference can be appreciated. From this rate, PMP starts
selecting atoms which are perceptually relevant and thus yields
higher PESQ values, while MP selects atoms which minimize
the residual energy and thus yields higher SNR values. The
weak performances of PAMP are most probably due to the fact
that distortions generated by Gammatone decompositions do
not satisfy the hypothesis made on distortions obtained in si-
nusoidal modeling.
In Table 2, we provide the atoms rate required by MP
and PAMP to achieve the same PESQ value as PMP (at stop-
File Dictionary PESQ-PMP PESQ-MP PESQ-PAMP Atoms Rate
sx54
32 Gammatones 3.66 3.56 3.17 0.09
64 Gammatones 3.70 3.61 3.22 0.08
128 Gammatones 3.70 3.61 3.21 0.08
sx23
32 Gammatones 3.77 3.45 3.07 0.15
64 Gammatones 3.84 3.62 3.08 0.14
128 Gammatones 3.85 3.67 3.15 0.14
sx136
32 Gammatones 3.60 3.43 2.98 0.09
64 Gammatones 3.64 3.42 3.05 0.08
128 Gammatones 3.62 3.47 3.08 0.08
sx221
32 Gammatones 3.55 3.41 3.19 0.09
64 Gammatones 3.58 3.47 3.33 0.08
128 Gammatones 3.59 3.49 3.35 0.08
Table 1: PESQ and atoms rate using Gammatone dictionary.
ping atoms rate), for 64 Gammatones. It is clear that PMP
exhibits the highest efficiency among the three algorithms, as
MP requires up to 40% and PAMP up to 80% more atoms to
achieve the same perceived quality. All these experimental re-
sults suggest that PMP is a very good algorithm for efficient
and perceptually-consistent sparse speech representations and
coding.
File Atoms rate PMP Atoms rate MP Atoms rate PAMP
sx54 0.08 0.11 0.13
sx23 0.14 0.17 0.23
sx136 0.08 0.10 0.15
sx221 0.08 0.10 0.11
Table 2: Atoms rate required by MP and PAMP to reach the
same PESQ value as PMP.
4. Comparison of different dictionaries
using PMP
Given the results of the previous section which are in favor of
PMP, we now focus on the latter and raise the following ques-
tion: is the Gammatones dictionary the best choice when using
PMP? This question has been indeed central in classical match-
ing pursuit. The original MP algorithm [1] used the Gabor dic-
tionary defined as:
gθ(t) = Kθe
−π( t−τs )
2
eiω(t−τ), (7)
for index θ = {s, τ, ω} where s is the scale, τ the time transla-
tion , ω the frequency modulation, and Kθ such that ‖gθ‖ = 1.
Probably the most known work on this matter is [15], where
the authors argued that a dictionary which consists only of
atoms that exhibit symmetric time-domain behavior are not well
suited for modeling asymmetric events such as transients in au-
dio signals. They proposed the use of structured overcomplete
dictionaries of damped sinusoids (DS) defined as:
dθ(t) = Kθλ
(t−τ)eiω(t−τ)u(t− τ), (8)
File Dictionary PESQ-PMP Atoms rate
sx54
64 Gammatones 3.69 0.08
64 Gabor 3.85 0.12
64 D-Sinusoids 3.55 0.08
sx23
64 Gammatones 3.84 0.14
64 Gabor 4.04 0.20
64 D-Sinusoids 3.54 0.15
sx136
64 Gammatones 3.64 0.08
64 Gabor 3.87 0.12
64 D-Sinusoids 3.39 0.08
sx221
64 Gammatones 3.58 0.08
64 Gabor 3.85 0.12
64 D-Sinusoids 3.34 0.09
Table 3: PESQ and atoms rate using different dictionaries.
for index θ = {λ, τ, ω} where λ is the damping factor, τ the
time translation, ω the frequency modulation, Kθ such that
‖dθ‖ = 1 and u(t− τ) being the step function.
They showed, in the context of classical MP, that DS are
more suited for modeling signals with transient behavior than
symmetric Gabor atoms. More recently, the work in [16] pro-
posed a comparison of Gabor atoms, complex exponentials and
”Fonction d’onde Formantique”. The authors argued that the
Gabor dictionary performs sufficiently well.
This motivates us to analyse the behavior of PMP when us-
ing different dictionaries than Gammatones, within the ERB
scale. We thus propose in this section a comparison between
Gammatones, damped sinusoids and Gabor atoms.
Table 3 shows the results obtained using 64 atoms per dic-
tionary, within the ERB scale. A first observation is that Gam-
matones and DS stop at almost the same atoms rate, but Gam-
matones dictionary outperforms DS. The most important obser-
vation is that the Gabor dictionary achieves higher PESQ values
than the other dictionaries, but the atoms rate is also consider-
ably higher. If we rely on atom rates as a measure of coding
Figure 1: Comparison of PESQ and SNR vs. atoms rate for
sentence sx54 and 64 Gammatones.
efficiency, we may consider that the Gammatones dictionary is
the best choice, given that PMP requires about 50% more Gabor
atoms to achieve a relatively smaller gain in PESQ. However,
the best way to assess coding efficiency is to use bits per second,
and the best way to asses perceptual quality is MOS. Moreover,
the ERB scale may not be the optimal choice for Gabor and DS
atoms. Finally, we used only 4 sentences in our experiments. A
much larger and richer database should be used in order to have
a good evaluation. Thus, all these factors (at least) should be
taken into account before drawing final conclusions. The ques-
tion we raised is then still open, but we may still argue that PMP
with Gammatones presents a promising potential.
5. Conclusion
In this paper, we first presented an experimental comparison
of two psychoacoustically-based matching pursuit algorithms
(PMP and PAMP) as well as the classical MP algorithm. The
results suggest that PMP always outperforms both MP as PAMP
in term of sparsity and perceived reconstruction quality. In a
second experiment, we compared different dictionaries (Gam-
matones, Gabor and damped-sinusoids) using PMP. The results
suggest that Gammatones is the best choice if atoms rate is con-
sidered as a measure for coding efficiency. All these results
suggest that PMP is a very good algorithm for efficient and
perceptually-consistent sparse speech representations and cod-
ing. However, further work is required in refining the percep-
tual model in PAMP in order to take into account the distortions
generated by Gammatone decompositions more accurately. A
more in-depth study of the coding efficiency, using bits per sec-
ond instead of atoms rate, is also necessary. We believe indeed
that latter would allow to mitigate the results of [3, 4]. This
will be the purpose of a future work (also using the full TIMIT
database in the experiments).
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