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1. INTRODUCTION AND STATEMENT OF RESULTS 
In his survey paper on Schrijdinger semigroups [S] B. Simon formulated 
the following 
Conjecture (see [S, p. 5193). Let VE KfP”, the local Kato class of 
potentials. Then the time-independent Schrddinger operator H= -d + V 
has the unique continuation property (ucp). 
By this it is meant that given any connected open subset 52 c R”, the 
only solution u of Hu = 0 in 52 that can vanish in an open subset 52, c Sz 
is u - 0. A measurable function V on R” is said to belong to the Kato class 
K,, if 
lim sup s I V(Y)1 r-r0 x,%R” lx-y(<r Ix-yl”-* dy=o. (1.1) 
In ( 1.1) and throughout this paper we assume that n > 3. If in (1.1) we 
replace the sup on R” with that on an open set QcR”, then the resulting 
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class of functions is denoted by K,(Q). A measurable function V on R” is 
said to belong to Kf if VE K,(Q) for any bounded open set Sz E R”. 
In this paper we provide a positive answer to Simon’s conjecture for 
radial potentials. Our problem being a local one we work in a fixed ball 
centered at the origin with radius, say, two: Bz = {x E R” 1 1x1 < 21. By a 
solution u to 
Hu= -Au+ vu (1.2) 
in Bqr for a VE K,(B,), we mean an Hii: function such that for every 
cp E C,“(B*) 
s [VU(X) .Vcp(x) + V(x) u(x) q(x)] dx = 0. 
B2 
On the potential I/ in (1.2) we assume, besides VE K,( B,), that it be 
radial, i.e., there exists V* defined on (0, 2) such that 
V(x) = v*(M), XE B,. 
We remark that by Proposition 4.10 in [AS] VE K,(B,) is equivalent to 
requiring 
s 
ro 4ro) = e(r) < 00 (1.3) 
0 
for every r. E (0, 2), where we have set g(r) = 1 V*(r)\. 
We remark that if YE Lf,,, with p > n/2, then V E Kp. This can be easily 
seen by applying Holder’s inequality. It is well known, see e.g., [Sta], that 
even if the matrix A in (1.2) has entries just bounded measurable, solutions 
of Lu = 0 are in fact locally Holder continuous if VE LP,, and p > n/2. If 
VE L$f(SZ) this is no longer true in general as u(x) = ln(ln l/lx!), (xl <e-I, 
is an H:,$, although unbounded, solution of - du + VU = 0 with a V which 
is locally in L”“. It is a remarkable result of Aizenman and Simon that the 
class Kp is the natural class of potentials for which solutions of Hu = 0 
still retain continuity properties. In their celebrated paper [AS] they show 
that nonnegative solutions of Hu = 0 satisfy a strong Harnack’s inequality, 
provided that VE K’,““. The latter result has been subsequently extended in 
[CFG] to elliptic operators as in (1.2) with bounded measurable 
coeficients. 
The main result in this paper is the following 
THEOREM 1.1. Let u be a solution to (1.2) in B, with VEK,,(B~) and 
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radial. Then there exists r0 > 0 depending only on the local Kato norm of‘ V 
at x = 0 such that ITfor some constants A, a > 0 
s & u2d~=O(ew[ -&I) (1.4) 
as r-0, then ur0 in B, 
The proof of Theorem 1.1 does not use Carleman estimates. It is based 
on a blend of geometric and variational ideas first found in [GLI], 
[GL2]. These ideas lead to a quantitative estimate for a solution u to (1.2) 
which bears information on the zeros of U. More precisely, we have 
THEOREM 1.2. Let u be a solution to (1.2) in B2 with VE KJB,) and 
radial. There exist rD > 0 depending on the local Kato norm of V at x = 0, a 
dimensional constant C = C(n) > 0, a constant B > 0 depending on u, n and 
on the local Kato norm of V at x = 0, and a constant a > 0 depending on n 
and on the local Kato norm of V at x = 0, such that if u $ 0 in B, for every 
r E (0, r,,/2), then we have 
u2 dx. (1.5) 
We prove Theorems 1.1 and 1.2 in Section 2. 
The literature on uniqueness results for second order elliptic equations 
starts with Carleman’s 1939 famous paper {C} in which it is shown that 
solutions of Hu = -Au + Vu=0 in R2 cannot vanish of infinite order at 
one point without being identically zero if VE L,zc(Rz). Carleman’s idea, 
which consists in the establishment of weighted a priori inequalities, has 
influenced all subsequent developments. We do not attempt here a detailed 
bibliographical account of the use of Carleman estimates in uniqueness 
problems. We mention that the first paper concerned with unbounded 
potentials is due to Schechter and Simon [SS]. In it it is proved that if 
V2e KF, then H= -A + V has the ucp. Concerning potentials in Lp 
classes, because of the connection between Carleman estimates and Sobolev 
inequalities, it had long been conjectured that the Schrodinger operator H 
has the ucp if VE Lf,, andp>n/2. In [ABG] Amrein, Berthier, and 
Georgescu proved the ucp for p > n/2 if n = 2, 3,4 and p 2 n - 2 for n 3 5. 
A recent outstanding result of Jerison and Kenig’s [JK] proves the conjec- 
ture to be true in an even stronger form. Jerison and Kenig’s result is based 
on the establishment of a difficult L* - Ly Carleman estimate. It is not clear 
whether there even exists a Carleman estimate which allows a VE KjPC. The 
only existing result is Sawyer’s [Sal, in dimension three. The latter, 
however, does not extend to higher dimension. Hormander in [H] has 
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proved the ucp for an elliptic operator with a zero order term VE Lf,,, 
p > (4n - 2)/7, n > 4. He also has a strong uniqueness result for potentials 
locally controlled as 1 V(X)\ < C (.x-x0( -‘+‘, E > 0. The latter has been 
extended and improved in [GL2]. We want to emphasize that if we set 
Y(x)=\x~-~ [ln 1/1x1]-‘-: E>O, then VEK~~’ (see (1.7)), whereas 
v4 J% with p= (4n-2)/7. Therefore our results do not fall within the 
range of applicability of those in [H]. The same remark holds for the 
paper [JK], as L;Lz and Kf are incomparable for n > 3. For an extensive 
bibliographical account we refer to [H], [JK], [GLl, 21. For recent 
development on the connection between Carleman estimates and restriction 
theorems for the Fourier transform see [J], [KRS], and [BKRS]. 
AS mentioned above, the results in this paper are based on a method 
developed in [GLl, 23. An important tool in [GL2] was the following a 
priori inequality: 
(1.6) 
valid for any function u E Cm(R”) and any r > 0, where B, = (x 1 Ix/ <t-j. 
(1.6) is a strong form of Heisenberg’s uncertainty principle. In fact, by a 
density argument one easily obtains from (1.6)) for any u E H ‘x2(Rn) 
The latter, Schwarz’s inequality, and Plancherel’s theorem for the Fourier 
transform, yield for u E H ‘,‘(R”) 
1x1 2 u2 dx 
U 
lx,2~2d+GoRn u2dxr, (1.7) 
R” 
which is Heisenberg’s uncertainty principle. 
Lemma 1.1 below is an ad hoc version of (1.6) when the inverse square 
potential 1x1~ * in the left-hand side is replaced by V E K,,. For such a V let 
us set 
v(r) = sup 5 
I V(Y)1 
XER” lx-r.l<r lx-y(” 2 dy. 
Recall that YE K, implies q(r) -+ 0, see ( 1. I ). 
LEMMA 1.1. Let VE K,. Then there exists a dimensional constant C, > 0 
such that for every u E Cm (R”) and r > 0 
S,, 1 VI u* dx < C,?(r) [i ii, u* da + I, IVN* dx]. (1.8) 
1 r 
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Lemma 1.1 has for-reaching consequences when combined with the ideas 
in [GLl, 23. As it will be apparent from the proofs below, the restrictive 
assumption that Y be radial comes into play only at one point. Namely, in 
the proof of (2.33) below. Although we have not succeeded in removing it, 
we feel that there is in the method employed some extra flexibility not fully 
exploited yet. We hope to come back to this in a future study. 
2. PROOFS 
We begin this section by proving Lemma 1.1. 
Proof of Lemma 1.1. We observe that it is not restrictive to assume that 
VEK,f-lL”, and V> 0. If, in fact, VE K, we set V,(x) = I V(x)1 if 
1 V(x)1 <k, and Vk(x)=k if IV(x)1 > k. Then 06 V,< IV], V, /* (VI as 
k + co. Therefore, by monotone convergence, if u E Cm(R”) we have 
s V,u’dx+ s 1 VI u2 dx as k-tco, & E, 
and 
s 
V,(Y) 
sup 2 4-v(r). 
xeR” Ix-ul<r Ix-yl”- 
Let then V E K, n L”, V > 0. We consider the solution $ to the Neumann 
problem 
dl+b=V in B, 
a* 1 -= 
I av no/-’ S, 
Vdy E’S(r) on i?B,, 
(2.1) 
where w, denotes the volume of the unit ball in R”. 
Claim. There exists a dimensional constant C, > 0 such that 
111//11 Lm(B,) G CAr). (2.2) 
Let us take the claim for granted. From the divergence theorem 
s 
Vu2 dx = 
& 
1 
4 
dt,h2dx=j-ll 
r 
g u2do-2 J’B. uV$.Vudx 
gf(r)~~B,u2d~+2([B,~Vu~2dx)1’2(~B,ti2~V~~zdx)”2. (2.3) 
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Now we use the identity 
From it and (2.2) we obtain 
jB,U2 lV$l'dx=; j 
B, 
u2 A(t+b2) dx - j-, Vu’* dx 
1 
f- 2 i dB r 
u2 g (dJ’>dg 
-5 jB V(u’) WV) dx -t- ll$ll ~,m(s,) j Vu2 dx 
r 5, 
d Cd(r) W jaB u2 da 
+; jB u2 IV$12dx+2j 3/21Vu12dx 
B, 
+ C,?(r) jB, Vu2 dx. (2.4) 
Inequality (2.4) yields 
199 
jB, u2 WI2 dx< C,f(r) v(r) Ia, 
r 
u2 do + C,q’(r) jB, IW2 dx 
+ C,q(r) I, Vu2 dx. (2.5) 
Next we observe that 
s Vdy<r”-’ s V 7 dy 6 rn- 2a(r) B, 4 1.d 
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Using this in (2.5) we obtain 
JB, u2 IV$j2dx= cnq2(r) [; JaB u2do+J 
7 & 
lVu,2dx] 
+ G?(r) J Vu* dx. (2.6) & 
Next we replace (2.6) in (2.3) obtaining 
J Vu*dx<C m N n & r J de, u2do+2([a, ,Vu,2dx)1’2 
u2 do + J lVu12 dx I 4 1 
+c,q(r) J 
112 
Vu’& 4 
~cnv(r) ; Ja, [ u*do+ IVu12dx J I 4 1 
+ EC, J Vu2 dx+> q(r) JB, IVu12 dx. 
4 
(2.7) 
Now choosing E>O such that EC, < 1 we obtain (1.8) from (2.7). We are 
therefore left with the proof of the claim. If (T, = no, denotes the measure 
of the unit sphere i3B, in R” for X, y E B, and z E aB, we set 
a(x-y z)Jx-J+w)~~ 
3 
(x-yy(” *. 
For gE C(aB,) we define 
Kg(x) = 0,’ PV Ja, [a(x - z, z) + a,,] g(z) da(z), (2.8) 
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where the integral in (2.8) is taken in the principal value (PV) sense. We 
introduce the following equivalence relation on C(6’s,) 
g of iff g-f= const., 
and we denote by X the Banach space 
A-= {Cd, I g~C(aBr)l. 
By known results (see, e.g., [IF, Ch. 33) the operator S* = ($Z - K) -I maps 
X into itself, and we have for g E C(aB,) 
II~*(cgl,)llx~c lkllLySB,)r (2.9) 
for a certain C = C(n) > 0. Let S be the adjoint of S*, i.e., S = (fi- K*)- ‘, 
see [F]. The solution of the Neumann problem (2.1 ) is given by 
where N(x, y) is the Neumann function for the ball 
sion for N(x, JJ) can be found, e.g., in [FJR] 
1 1 
N(x3y)=(n-2) JK-yyl”-~+cJ,(n-2) 
r 1 
(2.10) 
9,. An explicit expres- 
XJ,, (,-,,n-* S(cc(x-., z))(z)Wz). (2.11) 
, 
Substituting (2.11) into (2.10) it is clear that because of the assumption 
I/E K,, the term corresponding to the first addend in (2.11) has L9rot-m in 
B, that satisfies the bound (2.2). As for the second addend we have by 
Fubini 
J’, v(y) s,, (y - I,+2 S(ol(x - ., z))(z) da(z) &I 
= J S(a(.x - ->z))(z) ‘f?(z) Mz), a& 
where we have set for z E aB, 
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By the results in [AS] we have for a C = C(n) > 0 
II gll Lyas,) G Q(r). 
On C(BB,) we now introduce another equivalence relation 
(2.12) 
and we set 
Then by (2.9) and duality we have S: Y + Y continuously. Since on the 
other hand the function tl(x - ., z) has mean zero on i?e, for every x E B,, 
denoting by ( , ) the pairing between X and Y we have 
I j S(a(x- .,z))(z)Wz) = I<s(c@-(x-*~ .)12L cgll>l as, 
= I~X- aT .)I~, s*(cgm. (2.13) 
Now it is known (see, e.g., [F]) that there exists C = C(n) > 0 such that for 
every g E X 
I([a(x- .Y .)12, d>l 6 c MIX. 
By (2.13), (2.14), (2.9), and (2.12) we finally obtain 
(2.14) 
I j 
S(4x - *> z))(z) g(z) Wz) G Cnd’). 
84 
This completes the proof of the claim and, hence, of the lemma. 
Before presenting the proof of Theorems 1.1 and 1.2, we draw some 
consequences of Lemma 1.1 which, besides being needed in the proof of 
Theorem 1.2, also have an independent interest. In what follows we 
consider a solution u E Hi;: of the equation 
-Au+ vu=0 in B, = {x 1 1x1 < 2}, (2.15) 
where VEK,,(B~). For a ball B, centered at the origin and 0 <r < 1 we 
introduce the quantities 
H(r) = S,, u2 da, D(r) = j IVu12 dx, I(r)=j (IVu12+ Vu’)dx. 
r Br 4 
(2.16) 
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Differentiating with respect to r yields, if up = Vu. (x/ 1x1) for 1x1 = p, 
H’(r) = y H(r) + 2 SZR, uup da. (2.17) 
Observing that d(u2) = 2u du + 2 IVU\~ = 2(IVuI* + Vu’), from (2.15) and 
the divergence theorem we have 
(2.18) 
and therefore (2.17) can be written 
n-l 
H’(r) = - H(r) +21(r). (2.19) 
r 
LEMMA 2.1. Let UEH;,$B*) be a solution of (2.15). Then there exists 
r0 > 0 sufficiently small, depending on the local K, norm of V around x = 0, 
such that either 
H(r)#O for every r E (0, r,), 
or ur0 in B,. 
Proof. Assume that H(r,) = 0 for a certain r,, small. Since, by the results 
in [AS], u is locally continuous in B, we have u (pB,O 3 0. Therefore by 
(2.15) and the divergence theorem 
O=j (IVuj’+ Vu2)dx. 
43 
From this, Lemma 1.1, and the assumption H(r,) =0 we get 
= C,rl(rd jB,o IV4 * dx. 
Since q(r) -+ 0 as r + 0 we see that the latter inequality is possible for rD 
such that q(rO) < C; ’ only if u z const. on B,. But u j aB,, z 0, and therefore 
must be u 3 0 on B,. This proves the lemma. 
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We now introduce the quantity (see [GLI] and [GL2]) 
W-) N(r) =- 
W-1’ 
(2.20) 
and consider the set 
Q,o= {rE(O, ro) I Nr)>max(L Nr,))), (2.21) 
r,, being as in Lemma 2.1. From Lemma 2.1 we obtain 
COROLLARY 2.1. The function r++ N(r) is absolutely continuous on 
(0, rO), hence a.e. differentiable. Q, is then an open subset of R and therefore 
(see, e.g., WI) 
fi,= fi (aj, bj) a,-, bj $9,. (2.22) 
j=l 
We remark that if r E Q,, then N(r) > 1, i.e., 
H(r) 7 < Z(r). (2.23) 
This information will be most useful in what follows. 
LEMMA 2.2. Let u and r0 be as in Lemma 2.1. Then there exists a C > 0 
depending only on the local K,, norm of V around x = 0 such that 
D(r) 6 U(r) for every r E Sz,. (2.24) 
Proof As in the proof of Lemma 2.1 we have 
D(r) <Z(r) + lBr I VI u2 dx 
hl(r)+C.q(r)[F+D(r)], 
where we have used (1.8). If r EQ,~, (2.23) holds. Recalling that from the 
proof of Lemma 2.1 q(r) < C; i if r < rO, we finally obtain (2.24). 
Remark 2.1. Lemma 2.1, Corollary 2.1 and Lemma 2.2 hold unchanged 
if instead of considering solutions of (2.15) we consider solutions of the 
equation 
--du+6.vu+ vu=0 in Bz, 
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where I/E K,(B,) and b’ is a vector field on B, such that \g\* E K,(B,). We 
only have to keep in mind that in (2.16) the definition of Z(r) becomes in 
this case 
I(r)=! [\Vu\‘+uF-Vu+ VU’] dx. (2.25) 
B, 
We now return to the proof of Theorem 1.2. We first establish a lemma 
that constitutes the crucial part of the proof. We recall the definition (1.3) 
of .5(r0). 
LEMMA 2.3. Let N(r) be the quantity defined in (2.20). Then there exist 
C > 0 depending on the local K, norm of V around x = 0, and L depending 
on u and the local K, norm of V around x = 0, such that 
for euery r E (0, rO). (2.26) 
Remark 2.2. The explicit dependence of L on u and V is as follows 
L=r~““‘exp[C~(r~)] max(1, N(r,)), 
where, we recall, 
N(ro) =ro Se,” CIW* + Vu21 dx 
s . aBro u2 do 
Proof of Lemma 2.3. By Corollary 2.1 we have at a.e. r E 12, 
N’(r)=I’(r)+i-H’(r) 
N(r) Z(r) r H(r)’ 
Dividing through by H(r) in (2.19) yields 
H’(r) -n - 1 I 2 Z(r) 
H(r) r H(r)’ 
Now we recall the following integral identity, see [GLl, 21 
(2.27) 
(2.28) 
D’(r) = J8, lVul* do = e D(r) + 2 j (x .Vu) Au dx. 
I ?B, 
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From it we obtain recalling that Au= Vu 
I’(r) = !$%)+2 jaB u;do+ 
n-2 
Vu’do-- Vu2 dx 
r r I B, 
-f i, (x-Vu) Vudx. (2.29) 
r 
We analyze the terms on the rhs of (2.29). By (2.23) we obtain at a.e. r E Sz, 
IJaB, Vu2 dfll< Q(r) jaB, u2 do = Cg(r) H(r) < Crg(r) Z(r). (2.30) 
By (1.8) in Lemma 1.1, (2.23) and Lemma (2.2) we have at every re52, 
IqjB, V~‘dxlGC~~[~+D(r)]<C.~Z(r), (2.31) 
if 
Now we denote by r(r) the quantity 
T(r)=1 (JVU~~+)VJU’)~X 
4 
(see (2.16)). By Lemma 1.1 and Lemma 2.2 we have 
Z(r) <l(r) ,< Cl(r) at every r E 52,, 
where C= C(n, V) > 0. Then by (2.18) we obtain 
(2.32) 
2 r =- r Jb m(p) I@)1 dp G; 1; pg(p) b) dp 
~5 T(r) I’ pg(p) dp = 2 y r(r). 
0 
(2.33) 
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Using now (2.32) in (2.33) yields at a.e. ~EQ,,, 
2 
i i 
; B (x.Vu)Vudx cd+). 
r 
(2.34) 
Inserting (2.30), (2.31), and (2.34) into (2.29) we finally obtain at a.e. 
rEQ,, 
I’(r) n-2 
a-----+2 
I(r) r 
(2.35) 
From (2.19), (2.35), and (2.18) we have at a.e. ~ESZ,, 
In the second to the last inequality in (2.36) we have used Schwarz’s 
inequality. Now let us pick an arbitrary interval (ai,, b,,,) in the decomposi- 
tion (2.22). Integrating (2.36) on (r, b,,), where r E (a,,, b,,), yields 
Finally, 
This proves the lemma. 
As remarked above, the dependence of L on the solution u of (2.15) is 
in the number max( 1, N(r,)). 
We are now ready to give the 
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Proof of Theorem 1.2. Using (2.20) we rewrite (2.28) as 
-$ [In ($)]=2?. (2.37) 
We integrate (2.37) between R and 2R where 2R <rO, Lemma 2.3 then 
yields 
Cdro) (2.38) 
Exponentiating we get for any R E (0, t-,/2) 
H(2R) < 2”-’ exp (2.39) 
Integration in R in (2.39) easily gives 
u2dxQCexp u2 dx, (2.40) 
where C> 0 is a dimensional constant, B = 2L/C&(r,), B = C&(r,J. This 
proves Theorem 1.2. 
Proof of Theorem 1.1. Suppose then that for every r E (0, t-,/2), r0 as in 
Theorem 1.2, u f 0 in B,= B,(O). Then by (2.40) if rl = r-,/2 we have 
< . . . d Ck exp 1 J u2 dx B ,12-I’ 
= Ck exp ir,2!k,, (1+2-D+ ‘.. +2-*p)] 
(2.41) 
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where JB,,2-k1 is the Lebesgue measure of the ball Br,*-k and y >O is to be 
determined. Now we choose y such that 2”” = C, where C is the constant 
in (2.40). Then we get from (2.41) 
It is now clear that if (1.4) holds with A = B’ and c( > fl, letting k -+ KJ in 
(2.42) would give u E 0 in B,, . This proves Theorem 1 .l. 
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