A convergence analysis of the nonlinear Uzawa algorithm for saddle point problems  by Lin, Yiqin & Wei, Yimin
Applied Mathematics Letters 20 (2007) 1094–1098
www.elsevier.com/locate/aml
A convergence analysis of the nonlinear Uzawa algorithm for saddle
point problemsI
Yiqin Lina, Yimin Weib,c,∗
aDepartment of Mathematics and Computational Science, Hunan University of Science and Engineering, Yongzhou 425100, PR China
b Institute of Mathematics, School of Mathematical Sciences, Fudan University, Shanghai 200433, PR China
cKey Laboratory of Mathematics for Nonlinear Sciences (Fudan University), Ministry of Education, PR China
Received 19 April 2006; received in revised form 3 July 2006; accepted 15 December 2006
Abstract
In this paper we discuss the convergence behavior of the nonlinear inexact Uzawa algorithm for solving saddle point problems
presented in a recent paper by Cao [Z.H. Cao, Fast Uzawa algorithm for generalized saddle point problems, Appl. Numer. Math.
46 (2003) 157–171]. We show that this algorithm converges under a condition weaker than that stated in this paper.
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1. Introduction
In this paper, we consider a nonlinear inexact Uzawa algorithm presented in [1] for solving systems of linear
equations with the following block 2-by-2 structure:(
A BT
B −C
)(
x
y
)
=
(
f
g
)
, (1)
where A ∈ Rn×n is a symmetric positive definite, B ∈ Rm×n is of full row rank, and C ∈ Rm×m is a symmetric
positive semidefinite, f ∈ Rn , g ∈ Rm and m ≤ n.
A number of solution methods have been proposed for solving saddle point problems, see the nicely written survey
by [2] and the references therein. The method studied in this paper is similar to the Uzawa-type methods, see [1,3–7].
Let S = BA−1BT+C be the Schur complement and QB be a symmetric positive definite m×m matrix satisfying
(1− γ )(QBw,w) ≤ (Sw,w) ≤ (QBw,w) (2)
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for all w ∈ Rm and for some 0 ≤ γ < 1. Here (·, ·) is the Euclidean inner product and below ‖x‖ = (x, x)1/2 and
‖x‖G = (Gx, x)1/2 if G is a symmetric positive definite matrix.
For φ ∈ Rn , Φ(φ) is an approximation to the solution ξ of Aξ = φ. We assume that the approximation Φ(φ)
satisfies
‖Φ(φ)− A−1φ‖A ≤ δ‖φ‖A−1 (3)
for all φ ∈ Rn and for some δ < 1. As described in [3], (3) is a reasonable assumption which is satisfied by the
approximate inverse associated with the PCG algorithm [8]. Cao [1] proposed the following nonlinear inexact Uzawa
algorithm.
For x0 ∈ Rn and y0 ∈ Rm given, the iterative sequence {(xk, yk)} is defined, for k = 0, 1, . . . , by
xk+1 = xk + Φ( f − Axk − BTyk), (4)
yk+1 = yk + Q−1B (Bxk+1 − Cyk − g). (5)
Cao proved that (xk, yk) would converge to the exact solution (x, y) of (1) under the sufficient conditions
δ <
1− γ
3− γ , 0 ≤ γ < 1. (6)
In [5], it was showed that if C = 0 in (1), (xk, yk) would converge to the exact solution under the conditions
δ <
1
3
, 0 ≤ γ < 1. (7)
Obviously, the conditions stated by (7) are less restrictive than those stated by (6).
In this paper, we show that under the conditions stated by (7), (xk, yk) still converge to the exact solution for the
generalized case (i.e., C 6= 0) and the convergence result obtained in [5] (i.e., C = 0) can also be obtained.
2. Analysis of the convergence rate
Let (x, y) be the solution pair of (1) and (xk, yk) be defined by the nonlinear inexact Uzawa algorithm. Define the
iteration errors
exk = x − xk, eyk = y − yk .
From (1), (4) and (5), we get
exk+1 = exk − Φ(Aexk + BTeyk ),
eyk+1 = eyk + Q−1B (Bexk+1 − Ceyk ).
We rewrite these equations as
exk+1 = (A−1 − Φ)(Aexk + BTeyk )− A−1BTeyk ,
eyk+1 = Q−1B B(A−1 − Φ)(Aexk + BTeyk )+ (I − Q−1B S)eyk .
Let B¯ = Q−1/2B BA−1/2 and P2 = Q−1/2B SQ−1/2B . Then we have
A
1
2 exk+1 + A−
1
2 BTeyk+1 = (I + B¯T B¯)A
1
2 (A−1 − Φ)(Aexk + BTeyk )− B¯TP2Q
1
2
Be
y
k ,
PQ
1
2
Be
y
k+1 = P B¯ A
1
2 (A−1 − Φ)(Aexk + BTeyk )+ (I − P2)PQ
1
2
Be
y
k .
Thus, we get(
δ
1
2 (A
1
2 exk+1 + A−
1
2 BTeyk+1)
PQ
1
2
Be
y
k+1
)
= T ·
(
δ−
1
2 A
1
2 (A−1 − Φ)(Aexk + BTeyk )
−PQ
1
2
Be
y
k
)
, (8)
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where
T =
(
δ(I + B¯T B¯) δ 12 B¯TP
δ
1
2 P B¯ −(I − P2)
)
.
It is easy to see that
‖δ 12 (A 12 exk+1 + A−
1
2 BTeyk+1)‖2 = δ‖Aexk+1 + BTeyk+1‖2A−1 (9)
and
‖PQ
1
2
Be
y
k+1‖2 = (Q
1
2
B P
2Q
1
2
Be
y
k+1, e
y
k+1) = ‖eyk+1‖2S . (10)
By (3), we get the estimate
‖δ− 12 A 12 (A−1 − Φ)(Aexk + BTeyk )‖2 ≤ δ‖Aexk + BTeyk ‖2A−1 . (11)
From (8)–(11), we can get the inequality
δ‖Aexk+1 + BTeyk+1‖2A−1 + ‖eyk+1‖2S ≤ (ρ(T ))2(δ‖Aexk + BTeyk ‖2A−1 + ‖eyk ‖2S),
where ρ(T ) is the spectral radius of matrix T . Next, we estimate the eigenvalues of the symmetric matrix T .
It follows from (2) and P2 = Q−1/2B SQ−1/2B that we have σ(P2) ⊂ [1 − γ, 1]. By the definition of B¯, we can
obtain B¯ B¯T = Q−1/2B BA−1BTQ−1/2B . It follows from (2) for any w ∈ Rm ,
(B¯ B¯Tw,w) = (Q−1/2B BA−1BTQ−1/2B w,w)
≤ (Q−1/2B SQ−1/2B w,w) ≤ (w,w).
Therefore, σ(B¯ B¯T) ⊂ (0, 1] since B¯ is of full row rank. Here σ(B¯ B¯T) denotes the spectrum of B¯ B¯T.
Let {λ, (uT, vT)T} with λ ∈ R, u ∈ Rn and v ∈ Rm be an eigenpair of matrix T . We have
δ(I + B¯T B¯)u + δ 12 B¯TPv = λu, (12)
δ
1
2 P B¯u − (I − P2)v = λv. (13)
Assume that λ 6∈ [δ, 2δ]. Then λI − δ(I + B¯T B¯) is either a positive or a negative definite and v 6= 0. In this case
we obtain from (12)
u = δ 12 [λI − δ(I + B¯T B¯)]−1 B¯TPv.
Then (13) yields
δP B¯[λI − δ(I + B¯T B¯)]−1 B¯TPv − (I − P2)v = λv.
Multiplying this equation by vT from the left yields
(ϕ(λ)v, v) = 0
with
ϕ(µ) = δP B¯[µI − δ(I + B¯T B¯)]−1 B¯TP + P2 − (1+ µ)I
= δ
µ− δ P
[
B¯ B¯T + δ
µ− δ B¯ B¯
T
(
I − δ
µ− δ B¯ B¯
T
)−1
B¯ B¯T
]
P + P2 − (1+ µ)I.
The above equation can be verified by using the Sherman–Morrison–Woodbury formula [8]. It is easy to see that
(ϕ(µ)v, v) is strictly decreasing in µ on each interval outside the set [δ, 2δ].
We write N ≥ M for symmetric matrices M and N if and only if N − M is a positive semidefinite.
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Assume that −1 ≤ µ ≤ 0. Then ϕ(µ) ≥ 0 if
δ
µ− δ
[
B¯ B¯T + δ
µ− δ B¯ B¯
T
(
I − δ
µ− δ B¯ B¯
T
)−1
B¯ B¯T
]
+ I ≥ (1+ µ)P−2.
The inequality holds if
1+ δ
µ− 2δ ≥
1+ µ
1− γ ,
which is equivalent to µ ≤ µ1 with
µ1 = −(γ − 2δ)−
√
(γ − 2δ)2 + 4δ(1+ γ )
2
.
One easily verifies that −1 < µ1 ≤ 0. Therefore, we have ϕ(µ1) ≥ 0, which implies λ ≥ µ1.
Assume that µ > 2δ. Then ϕ(µ) ≤ 0 if
δ
µ− δ
[
B¯ B¯T + δ
µ− δ B¯ B¯
T
(
I − δ
µ− δ B¯ B¯
T
)−1
B¯ B¯T
]
+ I ≤ (1+ µ)P−2.
The inequality holds if
1+ δ
µ− 2δ ≤ 1+ µ,
which is equivalent to µ ≥ µ2 with
µ2 = δ +
√
δ2 + δ.
Therefore, we have ϕ(µ2) ≤ 0, which implies λ ≤ µ2. Thus, we have
σ(T ) ⊂ [µ1, µ2].
It is easy to see that if δ < 1/3, ρ(T ) < 1.
Therefore, we have proved the following convergence result.
Theorem 1. Assume that (2) and (3) hold. Then xk and yk converge to x and y, respectively, if
δ <
1
3
, 0 ≤ γ < 1.
In this case, the following inequality holds
δ‖Aexk + BTeyk ‖2A−1 + ‖eyk ‖2S ≤ ρ2k(δ‖Aex0 + BTey0‖2A−1 + ‖ey0‖2S),
where
ρ = max
(
δ +
√
δ2 + δ, γ − 2δ +
√
(γ − 2δ)2 + 4δ(1+ γ )
2
)
. (14)
Remark 2. If P = I , we can estimate the eigenvalues of matrix T by the technique used in [5].
Remark 3. It is easy to see that the convergence rate ρ stated by (14) is less than that given in Theorem 2.2 in [1],
which is
ρ = γ + 2δ +
√
(γ + 2δ)2 + 4δ(1− γ )
2
.
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