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ABSTRACT
Similar to those electronic topological insulators that are based on the quantum 
valley Hall effect [13, 35, 14], valley photonic topological insulators (PTIs) 
guide unidirectional electromagnetic modes. [22, 21, 5] A recent research[9] 
studies how that unidirectional mode couples into the free space, aiming to 
incorporate this PTI into integrated photonic structures. Here we focus on 
light-refraction from a two-dimensional valley PTI into the free space. We 
understand this PTI as a waveguide, model its refraction as the radiation of an 
array of dipoles, and demonstrate several ways to engineer its dispersion 
relation. We also confirm the nontrivial topology of this PTI by unveiling its 
non-zero Berry curvature at the valley. This study may benefit f uture 
research o n p hotonic topological behaviors and realizing novel photonic 
phenomenon.
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CHAPTER 1
INTRODUCTION
The development of science is usually driven by a fusion of technological
demands and fundamental discoveries. The ”photonic topological insulator”,
as a perfect example, is the result of the evolution of photonic crystals and the
exploration of topological phases.
Over the past twenty years, molding the light flow by using 2D and 3D
photonic crystals has been a thriving research topic.[12] Photonic crystals can
have band gaps that significantly affect the motion of photons travelling inside,
which lead to promising applications in optical communications and signal pro-
cessing. As researchers further investigate the ”conventional” optical degrees of
freedom, such as frequency, phase, polarization, etc., the topological behavior
of the photonic bands start receiving more attention.[19, 5]
The physical concept of topology is tightly linked with mathematical stud-
ies of the fibre bundle.[23] In the field of solid state physics, topology has been
accumulating phenomenal interest since Michael Berry discovered the Berry
phase in 1984.[4] Many unique properties are associated with the Berry phase
and the Berry curvature.[34] Especially, the unidirectional quantum Hall edge
state is connected with the Berry curvature of the band structure.[16] In 2005, S.
Raghu demonstrated a theoretical study on a photonic analogue to the quantum
Hall effect, and proved the possiblity to create unidirection photonic state out
of topology.[26]
For the past decade, researchers realized different photonic crystals that em-
ulate the quantum Hall effect[32, 33, 22], quantum spin Hall effect[10, 6, 15, 22],
1
quantum valley Hall effect[22, 21] and quantum anomalous Hall effect[29].
The theoretically-predicted unidirectional photonic states were experimentally
confirmed.[33, 29, 20, 9] Their immunity to back-reflections heralds that the
topological photonic waveguides have enormous advantages over conventional
waveguides.
In this study, we focus on the unidirectional chiral kink states in a photonic
topological insulator (PTI) that emulates the quantum valley Hall effect.[21] Par-
ticularly, we study how such kink states refract to the free space. We model the
refraction phenomenon with the radiation of an array of electric dipoles. Fur-
thermore, we explore several ways to engineer the refraction direction by ma-
nipulating the photonic band diagram. Understanding the refraction pattern
may benefit future research that pushes the valley PTI towards applications, for
example, the search for practical methods to excite such kink states out of the
PTI.
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CHAPTER 2
THEORY
2.1 Rewritting Maxwell’s Equations
Photonic crystals are made up of periodic structures, realizing a system with
a spatially, periodically changing dielectric function. [26] (Fig. 2.1) This spati-
cally periodic nature of the structure motivates us to borrow the physics of the
electronic Bloch states.
Φ(x) = u(x)eik·x (2.1)
The Bloch state is a product of a plane wave eik·x and a periodic function u(x),
where u(x) has the same periodicity as the crystalline lattice.
To draw parallels between electronic states and electromagnetic states, the
first step is to write Maxwell’s equations in the form of the Schro¨dinger
Equation[8].
Figure 2.1: 1D, 2D and 3D photonic crystals[28]
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M =
ε0ε¯
1
c ξ¯
1
c ζ¯ µ0µ¯
 N =
 0 i∇ × I3−i∇ × I3 0
 (2.2)
f =
EH
 i∂f∂t = Hf (2.3)
In this form[27, 26], f = [E,H]T represents a classical electromagnetic wave.
E and H represent the electric and magnetic fields. The effective Hamiltonian
H = M−1 · N. Matrix M describes the material, with the real-valued parameters
ε¯, µ¯, ξ¯, ζ¯ representing the permittivity, the permeability and the two magneto-
electric coupling tensors. I3 is a 3-by-3 identity matrix. With this re-formalism
of Maxwell’s equations, S. Raghu and F. D. M. Haldane explained the Bloch’s
theorem, the geometric phase, the Chern number, etc. from the perspective of
photonics.[26]
2.2 the Chern Number
Although the geometric phase was discovered first in optics by S.
Pancharatnam[24], photonic geometric phase caught attention after the discov-
ery of Berry phase[4] in an electronic system. Therefore, we start to introduce
the topology by discussing the electronic system.
For a Bloch wave function |u(k)〉, when k is varied along a path C, |u(k)〉
accumulates a phase γ =
∫
C dk ·A (k).
A (k) is called the Berry connection, similar to the vector potential. A (k) is
defined as,
4
A (k) = i 〈u(k)| ∇k |u(k)〉 (2.4)
For the same Hamiltonian, both |u(k)〉 and eiφ(k) |u(k)〉 are indistinguishable
solutions. Under the gauge transformation |u(k)〉 → eiφ(k) |u(k)〉, the Berry cur-
vature experiences A (k) → A (k) − ∇kφ(k). Therefore the Berry connection is
gauge-dependent.[34] Hence, in general, the phase γ is gauge-dependent. How-
ever, for a closed path C, γ can only change by a integer multiple of 2pi under
gauge transformations.[4] Therefore, for any closed path C, γ becomes a gauge-
invariant quantity, and is known as the Berry phase. γ is defined as,
γ =
∮
C
dk ·A (k) (2.5)
According to Stokes’ theorem, we can rewrite the Berry phase as a surface
integral,
γ =
"
S
dS ·Ω(k) (2.6)
where
Ω(k) = ∇k ×A (k) (2.7)
By integrating the Berry curvature over a closed manifold, one should al-
ways get a integer multiples of 2pi.[34] (For example, a parallelogram in 2D with
periodic boundary conditions on both of the two pairs of parallel sides is equiv-
alent to a torus manifold.)
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"
S
Ω(k) ds = N · 2pi (2.8)
That integer is the Chern number.
For a material with a complete band gap, if the Fermi level is inside that band
gap, the material functions as an insulator. A ”gap Chern number” associated
with that complete band gap is defined as the sum of the Chern numbers of all
the bands below the gap.[19, 29] Therefore, we can classify different (insulator-
like) materials according to their gap Chern numbers.
It may be worthy to mention that, although people usually consider a k-
dependent geometric phase, the same mathematics and physics apply to a ge-
ometric phase depending on another parameter. We consider a k-dependent
geometric phase because the Hamiltonian of the system in this study depends
on k.
2.3 Bulk-Edge Correspondence
An interesting phenomenon emerges when we join two different materials with
different Chern numbers together. For example, let us consider a heterostruc-
ture of two bulk crystalline materials and one boundary. (figure 2.2) Along that
boundary, one or more edge modes exists. Meanwhile, in the momentum-space,
the frequency dispersion relation of this structure has a band gap. And, in that
band gap, there are the dispersion relations of the edge modes.
It is the difference between the gap Chern numbers of the two materials that
determines the behavior and the number of the edge modes. When material A
6
Figure 2.2: The Bulk-Edge correspondence
and material B have identical Chern numbers, the frequency spectrum of the
edge mode does not span the entire band gap. Conversely, when A and B have
different gap Chern numbers, the edge modes’ frequency spectra always cover
the entire band gap, and, the number of such edge modes equals to that Chern-
number-difference.
NUEM =| NA −NB | (2.9)
where NUEM represents the number of Unidirectional Edge Modes.
The edge mode that occurs in the later case has another interesting property,
unidirectionality. Since the frequency spectra of the edge modes monotonically
spans the entire band gap, their slopes do not change sign. That means their
group velocities (∝ ∂ω
∂k ) do not change directions.
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2.4 Design of the PTI
Before introducing the design of the photonic topological insulator (PTI) em-
ulating the valley Hall effect, we briefly discuss the valley magnetic moment
in an electronic system, graphene. Valleys are the K and K’ points in the first
Brillouin zone of graphene. The reason why valleys are interesting is that, for a
electron, an intrinsic magnetic moment results from valleys. Furthermore, only
in inversion-symmetry broken systems, can that valley magnetic moment be
non-zero. This leads to a valley Hall effect that will be discussed below.[35]
Starting from the tight binding model[3], I conceptually demonstrate this
band gap opening. The electronic wavefunction can be described as eq. 2.10,
where φA is the wavefunction centered at A-typed atoms and φB is that centered
at B-typed atoms. The wavefunctions are Bloch states, following the form of
equation 2.1.
Ψ =
∑
A
eik·rAφA(r − rA) + λ
∑
B
eik·rBφB(r − rB) (2.10)
For graphene, the spatial distributions of φA and φB are the same. For the
inversion-symmetry-broken graphene, the distributions are different, resulting
in a difference between the two diagonal elements of the Hamiltonian. There-
fore, a direct band gap occurs at the K(K’) point (Fig. 2.3 (b)); while, when
inversion symmetry is conserved (figure 2.3 (a)), there is a Dirac point. The
band diagrams of the unperturbed and perturbed graphene are calculated us-
ing Mathematica and presented in figure 2.3 (a,b).
Di Xiao and Qian Niu demonstrated that, for the energy bands of the
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Figure 2.3: The band diagrams of graphene and inversion-symmetry-
broken graphene
inversion-symmetry-broken graphene, the electron’s orbital magnetic moment
is concentrated in the valleys.[35] The orbital magnetic moment in the K valley
has the opposite sign of that in the K’ valley. Furthermore, the Berry curvature
is distributed over the Brillouin zone in a very similar way, also concentrating
in the valleys and having opposite signs in the two different valleys. Therefore,
an integration of the Berry curvature over the entire first Brillouin zone gives
a zero total Chern number. That zero total Chern number is due to the pre-
served time reversal symmetry.[35] However, since the Berry curvature is con-
centrated in the valley, the integration of the Berry curvature over one valley is
non-zero. That integration is defined as the valley Chern number. Hence, at the
boundary between the two different inversion-symmetry-broken graphene-like
systems, the valley Chern number changes by an integer number. For example,
valley Chern numbers of the AB- and BA- stacked bilayered graphene differ by
±2, indicating that two unidirectional edge modes exist at every valley.[14] This
unidirectional phenomenon is directly related to inversion symmetry breaking.
Therefore, we call it topologically-protected unidirectionality. Historically, edge
modes that occur at the boundary between graphene-like systems are referred
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to as ”kink” modes.[14] Due to the unique properties of these kink modes, we
refer them as topologically-protected kink modes (TPKMs). Such TPKMs are
immune to local impurities, provided there is no inter-valley scattering.
The existence of two TPKMs between AB- and BA-stacked bilayered
graphene was experimentally confirmed by Long Ju. [13] Tzuhsuan Ma started
to consider a photonic analog.[21] The hexagonal unit cell with a cylindrical di-
electric rod at the center has a Dirac point at K(K’) points in the band structure.
This phenomenon is similar to graphene, before breaking inversion symmetry.
By replacing the cylindrical rods with the triangular rods, we lift the inversion-
symmetry of the unit cell and open a band gap at the K(K’) point.
Joining the two oppositely-perturbed photonic crystals together, we obtain
a interface separating them. Tzuhsuan Ma and Gennady Shvets demonstrate
that this interface acts as a waveguide, carrying one TPKM per valley, robust
to local impurities.[21] This phenomenon suggests this photonic crystal is topo-
logically non-trivial, similar to the inversion-symmetry-broken graphene, such
as the AB- and BA- stacked bilayer graphene and MoS2.
2.5 Computation
In this study, we use COMSOL Multiphysics to perform numerical computa-
tions. COMSOL Multiphysics is a simulation software using the finite element
method to solve differential equations.[1] Particularly, we use the radio fre-
quency and wave optics modules for this study. In this study, we only consider
2D cases, for computational convenience. Also, we only study the TE polariza-
tion (i.e. electric field in the 2D plane and magnetic field perpendicular to the
10
Figure 2.4: The band diagrams of photonic crystals before and after
inversion-symmetry-breaking
(a) Before inversion-symmetry-breaking. A Dirac point occurs at the K(K’) point and
at ωa02pic = 0.445. (b) After inversion-symmetry-breaking. A complete band gap opens
around ωa02pic = 0.445. The blue region represents silicon (ε = 13); the grey region repre-
sents air (ε = 1). d0 = 0.615a0, d1 = 0.64a0, d2 = 0.09a0, where a0 is the lattice constant.
2D plane).
2.5.1 Unit Cell, Eigen Frequency Computation
To obtain a numerical solution to the photonic band diagram, we solve for
the k-dependent eigen-frequencies of the unit cell. We implement the phased-
shifted periodic boundary conditions for all the three pairs of parallel sides of
the hexagonal unit cell. The periodic boundary condition ensures that, the elec-
tromagnetic field profile at one side is a copy of that at the other. This emulates
that the entire 2D space is packed with the hexagonal unit cells. Then, we alter
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Figure 2.5: Dispersion relation of the TPKMs [21]
(a) and (b) Two types of interfaces between the two differently inversion-symmetry-
broken photonic crystals. There are ten unit cells at each side of the interface. Only
three of them are shown in the graph. (c) The dispersion relation of the TPKMs along
the two types of interfaces. At one valley, the slope of the dispersion does not change
sign.
(kx, ky) to sweep along the contour Γ → K(K′), K(K′) → M and M → Γ in the
first Brillouin zone. For every set of parameters (i.e. kx and ky), COMSOL solves
for the eigen-frequencies. After combining all the eigen-frequencies along that
contour, we obtain the sphotonic band diagram. (figure 2.4)
2.5.2 Supercell, Eigen Frequency Computation
To compute the dispersion of the TPKM, we need to simulate a infinite 2D
domain where positively-perturbed unit cells fill one half and negatively-
perturbed unit cells fill the other. Hence, we draw one slice of the infinite 2D do-
main and implement periodic boundary condition on the left and right bound-
aries. Although this set-up is not extending infinitely upwards and downwards,
12
Figure 2.6: Unidirectional propagation of the TPKM
(a) The platiform in COMSOL simulation. The red line outlines the boundary between
two different inversion-symmetry-broken photonic crystals. The source is at the posi-
tion of the star, emitting valley-polarized beam. (b) The unidirectionality of the TPKM
is immune to that Ω shape line. The color represents time averaged energy distribution.
it is still a good platiform to simulate the TPKM because the TPKM decays ex-
ponentially along the direction perpendicular to the interface. Consequently,
far from the interface, the electromagnetic field intensity is negligible. Hence,
simulations on this set-up should provide accurate dispersion relation of the
TPKM.2.5
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2.5.3 Driven Simulation
We can also introduce sources in COMSOL. For example, figure 2.6 shows a
set-up of a driven simulation. The channel is the same as figure 2.5 (b). Figure
2.5 (c) shows that this channel has only two eigen modes at a frequency inside
the band gap. The two eigen modes have opposite wave numbers. We aim
to excite the mode with a negative group velocity (negative slope), at kxa0 =
−2pi3 . Therefore, as this mode propagates rightwards by a distance of a0, the
field profile should obtain a phase delay of 2pi3 . We use three electric dipoles
with different phases to excite them. The right dipole leads its adjacent left
dipole a phase of 4pi3 (equivalent to a phase delay of
2pi
3 ). The field profile of
this phased array dipoles should match the field profile of the mode with that
negative group velocity. On the other hand, the mode with a positive group
velocity obtains a phase lead of 2pi3 as it propagates a0, mismatching the phased
array dipoles. Therefore, this source selectively excites the mode with a negative
group velocity.
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CHAPTER 3
UNFOLDING THE REFLECTION PATTERN
3.1 Start from the Dispersion Relation
The idea is to understand the interface as an electromagnetic boundary problem
— a refraction from a waveguide to the free space. We only need to know the
dispersion relations of the waveguide and the free space and a interface condi-
tion joining them. According to figure 2.5 (c), the Topologically Protected Kink
Modes (TPKMs) are at dimensionless frequency ωa2pic = 0.445 with a momentum
of kkinka0 = 4pi3 . The other side, vaccum, has the dispersion relation of isotropic
free space. In addition, at the interface between the PTI and vacuum, the paral-
lel component of the wave vector k‖ is continuous, or, changed by N additional
wave vectors, due to the periodicity of the photonic crystal.
k‖a0 = kkink cos(60◦) =
2pi
3
(3.1)
or
k‖a0 = kkink cos(60◦) ± Nk′ = 2pi3 ± 2piN (3.2)
Therefore, we can determine k‖. With the dispersion relation in vacuum, we
can also calculate k⊥ and the angle of the refracted light in the following way.
k2‖ + k
2
⊥ = ε(
ω
c
)2 (3.3)
15
Figure 3.1: Refraction of TPKM from PTI into air
and
α = arctan(
k‖
k⊥
) (3.4)
This calculation provides accurate estimation of the direction of the refracted
light. For example, when the free space is vacuum (ε = 1), only the N = 0 case
provides a real k⊥. This calculation gives α = 41.49◦. (figure 3.1) Compared
to angular distribution of the energy of the refracted beam (figure 3.2 (c)), this
result correctly indicates, along which direction, the energy is maximized.
3.2 A Model Based on Discrete Dipoles
As we are trying to investigate the refraction pattern further, the periodic nature
of the photonic crystal suggests us to model it with an array of discrete electric
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(and magnetic) dipoles. In addition, in this study, we focus on the TE-polarized
(i.e. E field in plane and H field perpendicular to plane) mode. Therefore, we
extract the electric field profile of the unit cells and try to model them as electric
dipoles.
~p =
"
S i
iω(εS i − εair)ε0 ~E (3.5)
Since the system is 2-dimensional, the integration is over a surface instead
of a volume. The subscript ”Si” means that the integration is over the silicon
region in a unit cell. ε0 is the vacuum permittivity.
To come up with a simple and intuitive model from this discretization
method, we need to reconstruct the refraction pattern, with as less unit cells
as we can. (If we model all the unit cells with dipoles, these dipoles will recon-
struct the field everywhere, but then the model will not be simple.) Therefore,
we consider only the unit cells that are at the boundary of the PTI. Accord-
ing to the field profile given by the driven simulation, those unit cells that are
spatially-further from the kink mode have lower field intensity. We can neglect
them without introducing much numerical error. Therefore, we extract the field
profiles of the 12 unit cells that are at the boundary and most close to the kink
mode. Then, we study the overall radiation of the 12-dipole system.
By comparing the angular distribution of the emitted energy, we found that
the 12-dipole system almost reconstructs the refraction pattern of the PTI. There-
fore, we proceed to scrutinize these twelve dipoles. The first notable property of
the twelve dipoles is that all of them are almost linarly polarized. Although all
of them are actually elliptically polarized, their polarization ellipses have major
17
Figure 3.2: Comparison between the PTI and the 12-dipole system
axes that are much longer than the minor axes.
This linearly-polarized property of the twelve dipoles is peculiar. Because,
a linearly polarized dipole is supposed to radiate a ”doughnut-like” pattern in
3D space — zero energy along the direction parallel to the dipole and maxi-
mum energy along the direction perpendicular to the dipole[11]. On a 2D plane
18
Figure 3.3: Eccentricities of the Polarization Ellipses
For all the elliptically polarized dipoles, the eccentricities are very close to one. There-
fore the ellipses are very ”flat”. The dipoles are very close to linearly polarized.
cutting that doughnut vertically, the radiation pattern becomes a ”dumbell” pat-
tern. (Figure 3.2) However, the 12-dipole system is radiating along one direc-
tion, without the backward radiation.
Then, we start to suspect that, it may be the slightly-elliptical polariza-
tion that makes the difference, preventing them from radiating as completely-
linearly polarized dipoles do. Therefore, we calculate the direction of the major
axis of each of the twelve dipoles, calculate the average and choose that as the
average-direction of the 12-dipole system. Then, we project every dipole along
that average-direction and construct a new 12-linearly-polarized-dipole system.
However, by comparing the radiation pattern of the two systems, we find
19
Figure 3.4: The radiation patterns of one dipole and the 12-dipole system
that they are very similar. Hence, we conclude that the peculiar radiation from
the 12-dipole system is not due to their elliptical polarization.
While analyzing the polarization of the twelve dipoles, we notice the sec-
ond unique feature of them. Every two adjacent dipoles have a phase differ-
ence close to 2pi3 . To understand this specific number of phase difference, we
can consider the wavevector along the PTI/vacuum interface. At the interface,
k‖ = 2pi3 , and the separation between two adjacent unit cell is the lattice constant
a0 = 1. Hence, every two dipoles extracted from two adjacent unit cells share
the phase difference of 2pi3 . To investigate how this specific phase-difference af-
fect the radiation pattern of the 12-dipole system, we set another twelve dipoles
and manually divide their dipole moments correspondingly by e
2pi
3 , e
4pi
3 , e
6pi
3 , etc.
This procedure removes from the dipoles the phase-difference caused by the
spatial distances between them.
The radiation pattern in figure 3.5 (a) shows that, without that phase dif-
20
Figure 3.5: The radiation patterns of 12 phased and unphased dipoles
(a) The radiation pattern of the 12 dipoles after artificially phase-matching. (b)
The radiation pattern of the original 12 dipoles extracted from the driven simu-
lation
ference of 2pi3 between every adjacent two dipoles, the twelve dipoles radiate
in a similar way as linearly-polarized dipoles do — the most radiated energy
is concentrated along the two opposite directions perpendicular to the dipoles’
oscillation direction. Very different from figure 3.5 (a), figure 3.5 (b) shows that
the 12-dipole system that reconstructs the PTI’s refraction pattern radiates only
along one direction. Therefore, we conclude that the phase difference between
every two adjacent unit cells causes the peculiar radiation pattern.
3.3 How things get complex
At the beginning of this chapter, we estimate the angle of refraction into air ac-
cording to the dispersion relations. Further, we model the refraction from PTI
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into free-space with the radiation of a 12-dipole system. We discover that the
phase-differences between every two adjacent dipoles lead to the unique redia-
tion of the 12-dipole system. Therefore, these calculations unfold the refraction
phenomenon, at least, at a preliminary level. However, equation 3.2 suggests
a possibility of seeing multiple refraction lobes. If we fill the free space with a
dielectric material with a enough high permittivity value, it is possible for the k‖
altered by N 2pia0 to form another refraction lobe. In the next chapter, we are going
to first demonstrate that secondary lobe exists, then investigate which parame-
ters affect the direction of that lobe, and finally tune these parameters to let the
two lobes to be along the angles that we desire.
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CHAPTER 4
ENGINEERING THE PHOTONIC BAND DIAGRAM
4.1 Filling the vacuum
To let two refraction lobes to exist, equation 3.2 and equation 3.3 should provide
a real k⊥. In the following paragraphs, we call the refraction lobe associated with
3.1 the 0th order lobe. That zero says that the k‖ does not have any additional 2pia0 .
Correspondingly, we call the refraction lobe associated with N = 1 in equation
3.2 the 1st order lobe. When the free space is air (ε = 1), the 1st order lobe has
a k⊥ = 0.4964i, and therefore, it does not propagate into the free space. Letting
k⊥ = 0, we can solve the minimum permittivity value of the dielectric filling the
free space to let the 1st order to exist. That εmin is 2.25.
With both 0th and 1st order lobes existing, we can use equations 3.1, 3.2, 3.3
and 3.4 to estimate the angles of both the two lobes accurately. For example,
when the ε f reespace = 2.8040, the two peaks in the angular distribution of the
energy refracted from PTI agrees with the calculation. (figure 4.1)
We return to our 12-dipole model, for this case of two refraction lobes. Com-
paring the angular dependence of the radiation patterns, we find that the 12-
dipole still reconstructs the refraction. (figure 4.2 (c))
Figure 4.2 (c) shows a very intriguing feature — the angle between the two
lobes is close to 90◦. It is not possible for an array of parallel linearly-polarized
dipoles in an isotropic medium to radiate along two perpendicular directions
in the far field, because, with one direction perpendicular to the dipoles’ os-
cillation, the other direction must be parallel to the oscillation. The far-field
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Figure 4.1: Field Profile When the Free Space is Filled with Dielectric ε =
2.8040
radiation along the dipoles’ oscillation direction must be zero. This scenario is
similar to a discretized Brewster’s angle effect described in [25].
However, in figure 4.2 (c), the right and the left parts of the domain have
different permittivitys. The medium is no longer isotropic, so this phenomenon
can be understood as a refraction happening at the interface. The 1st order lobe
is not parallel to the oscillation direction of the dipoles.
Therefore, we try to find an alternative way to search for a refraction pattern
that is similar to the discretized Brewster’s angle effect. We restore the permit-
tivity of the free space to one. Equations 3.1, 3.2, 3.3 and 3.4 suggest that, at a
higher dimensionless frequency ωa02pic , the refraction pattern into air (ε = 1) will
contain two perpendicular directional lobes.
However, that 90◦ angle in ε = 1 medium requires ωa02pic = 0.61. This number
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Figure 4.2: Comparison between the PTI and the 12-dipole System When
the Free Space is Filled with Dielectric ε = 2.8040
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Figure 4.3: Angle between the Two Directional Lobes
exceeds the dispersion relation of the TPKM. (figure 2.5) Therefore, we try to
taylor the dispersion of the TPKM by engineering the photonic crystal.
4.2 Carving the unit cell
The opening of the Dirac point at K(K’) point on the photonic band diagram
(figure 2.4) is due to the inversion-symmetry-breaking geometric distribution of
the permittivity over the unit cell. Therefore, the contrast between εS i and εair
determines the scale of that inversion-symmetry-breaking. We can adjust that
scale by replacing silicon with another dielectric material.
By changing the permittivity of the triangular-shaped rods, we discover
that, a smaller scale of inversion-symmetry-breaking (i.e. a smaller permit-
tivity) pushes the band gap to a higher dimensionless frequency ωa02pic and vice
versa. When the permittivity is too low, the band gap closes, preventing all
topologically-nontrivial phenomena to happen.
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Figure 4.4: Modifying the band diagram
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We also studied how the geometry affects the photonic band diagram. How-
ever, it is hard to quantify which geometry corresponds to a higher or lower
scale of inversion-symmetry-breaking. We just present an example of a modi-
fied geometry and its photonic band diagram.
Meanwhile, we start to consider a ”inversed” structure: in one unit cell, the
silicon region and the air region are exchanged. The device is like a slab of
silicon with a 2D-array of holes. Its photonic band structure was studied by
Yaroslav A. Urzhumov and Gennady Shvets.[31] The advantage of this design
is that, at the K(K’) point, there are multiple degenerate points. One of them is
at ωa02pic = 0.62 which may be related to a phenomenon similar to the Brewster’s
angle effect. After breaking the inversion symmetry, those degenerate points
are opened as band gaps. However, those band gaps are different in principle.
For the lowest-energy band gap, a TPKM may exist, while, for the high-energy
band gap, no such TPKM exists. We further investigate this phenomenon by
studying the topology.
4.3 Identifying topology — calculating the Chern number
The quantum valley Hall effect is due to inversion symmetry breaking in real
space. The TPKM originates from a non-zero valley Chern number.
The eigen-frequency simulations of COMSOL provides numerical solutions
to the photonic band diagram and the electromagnetic field distribution. The
two solutions, analogous to the electronic band diagram and wave function in
condensed matter electronic systems, determine the Chern number of the band
diagram. We follow a numerical recipe[2, 7] to compute the Berry curvature
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Figure 4.5: Berry Curvatures of the Two Differently Perturbed Unit Cells
over the first Brillouin zone and therefore calculate the Chern number.
For the original structure, triangular Si rods in air, the Berry curvatures of
the two differently perturbed unit cells are shown in figure 4.5 (b), (c), (d), (e),
(f) and (g). We are interested in the valley Chern number. We compute the K-
valley Chern numbers associated with that complete band gap which is due to
inversion-symmetry-breaking.
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Both of the two bands below the band gap contribute to that gap valley
Chern number. We sum the Berry curvatures of band a and band b and therefore
obtain the Berry curvature associated with that band gap. We integrate that gap
Berry curvature over the sector region close to the K point in figure 4.5 (c). Ac-
cording to the symmetry, this integration contributes 13 of the gap valley Chern
number assigned to the K-valley. We perform this calculation to the two dif-
ferent inversion-symmetry-broken unit cells and compute their difference. This
difference indicates how many TPKM the interface can support. The result is
expected to be,
Ngap,+,K =
1
2pi
3
"
sector
Ω(k)ds =
1
2
(4.1)
and
Ngap,−,K =
1
2pi
3
"
sector
Ω(k)ds = −1
2
(4.2)
The subscript ”+” (or ”-”) represents one type of inversion-symmetry-
breaking, the triangular rod facing upwards (or downwards); ”K” means that
the Berry curvature is associated with the K-valley. Therefore, the number of
supported TPKM that is polarized at the K-valley is,
Ngap,K = Ngap,+,K −Ngap,−,K = 1 (4.3)
For K’-valleys, the difference between the valley Chern numbers should also
be 1. Ngap,K′ = 1
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According to our computation, Ngap,+,K = 0.4263 and Ngap,−,K = −0.4266.
Therefore, Ngap,K = 0.8529. The nearest integer to this result is one, matching
the fact that there is only one TPKM along the boundary. (figure 2.5).
The error is about 15%. A possible source of this error is the finite mesh of
the momentum space for the calculation of the Berry curvature. We mesh the
rectangular reciprocal space that contains the first Brillouin zone into 1012 =
10201 elements. This mesh gives ∆kx = 2pi75 and ∆ky =
√
3pi
75 .
A possible source of the error is a numerical overflow that occurs at the Γ
point of band a. We think that is due to a degeneracy of band a and a lower
flat band. It is possible to separate the two bands by linear transformations and
eliminate that numerical overflow.[7, 2] We are still improving our code and
trying to use that technique to study the Berry curvature at degeneracy points.
At present, we do not know how that degeneracy affects our calculation of the
gap Chern number. In this study, we assume that the degeneracy at the Γ point
casts negligible effect on the Berry curvature close to the K(K’) points, due to
the large distance between Γ and K(K’) points in the reciprocal space.
For the ”inversed” unit cell, an air-hole in a silicon slab, a degeneracy point
exists at ωa02pic = 0.62 close to the frequency for two perpendicular radiation lobes
to occur. After inversion-symmetry-breaking, it becomes a complete band gap.
Therefore, we are interested in the topology of this band gap. (band gap in
figure 4.6 (a))
After summing the Berry curvatures of all the bands below, we obtain the
Berry curvature of band gap (figure 4.6 (c)). However, the valley Chern number
associated with band gap is 0.0851 from our calculation. This number is close to
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Figure 4.6: Berry Curvatures of the ”Inversed” Unit Cells
0, indicating that no TPKM exists at the interface.
To confirm this discovery, we set up a supercell to simulate the kink mode
at the boundary. The dispersion relation of that kink mode does not connect
the bulk modes above and below the band gap. (figure 4.7) Therefore, that kink
mode is topologically trivial. In this band gap, there is no TPKM, matching the
zero result of the calculated gap valley-Chern-number difference.
32
Figure 4.7: Topologically trivial kink mode in band gap
The E-field distribution is taken at kxa0 = 2.6 and ωa02pic = 0.505.
33
CHAPTER 5
FUTURE
5.1 Inverse Design — a General Solution?
We have tried to increase the frequency of the TPKM. However, our attempts
do not cover all possible geometries in the C6v symmetric group. In fact, re-
searchers have been using optimization algorithms to design photonic struc-
tures. [18, 30, 17] The method is called ”inverse design” and, thoeretically, it
can sweep over all possible geometric alignments within a particular symmet-
ric group, for example, in 2D, the C4v or the C6v group. With this method, we
can ultimately find out how high we can push the TPKM to. If a TPKM can exist
at ωa02pic = 0.61, the discrete Brewster’s angle effect could exist.
5.2 Proceed to Applications
Till now, most experimentally realize PTIs in microwave spectrum. [29, 22, 33]
In this spectrum, not only can we apply high magnetic field, but also the source
can be enclosed inside the PTI to excite the TPKM. However, in nano-fabricated
optical devices, it is extremely hard to include the source. Using inverse design,
we may create a sophisticated pattern which can couple the radiation from the
12-dipole system to a horizontal wave. Therefore, by attaching that pattern to
the edge of the 2D Si PTI, we can excite the twelve unit cells at the boundary
with a horizontal wave. Then, according to reciprocity, those twelve unit cells
will excite the TPKM in the PTI.
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5.3 Convergence of the Chern Number Computation
We calculated the valley Chern number of the band gap. Our numerical result
is 15% apart from one. We assume that the error is due to the finite size of the
mesh elements in the reciprocal space. With the discrete nature of the numerical
recipe[7], such error always exists. In this study, the supercell simulation (fig-
ure 2.5) showing one TPKM, supports our numerical calculation of the Chern
number. But, how to justify the accuracy (or the effectiveness) of the numerical
calculation? We expect that the error will reduce as we increase the number of
mesh elements of the reciprocal lattice. By repeating the calculation with de-
creasing size of mesh elements, we may demonstrate that the numerical result
should converge to a quantized Chern number.
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