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Abstract 
In this paper, we propose a robust automatic unsupervised face recognition system using SIFT characteristics. A SIFT-
based feature extraction is performed on the analyzed face images. Then, we introduce a novel metric for the obtained 
feature vectors. Next, we develop an automatic facial feature vector classification technique based on a hierarchical 
agglomerative clustering algorithm and some validation indexes. The recognition system described here works for large sets 
of faces and can be successfully applied in the face database indexing domain.  
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1. Introduction 
Face recognition represents a largely researched computer vision area, located at the confluence of two 
important domains: biometrics and pattern recognition. Facial recognition is preferable to many other biometric 
technologies because of its natural, robust and non-intrusive character and because it is very easy to use [1].  
The main application areas of face recognition are access control, surveillance systems, robotics, human-
computer interactions and medical diagnosis. Artificial face recognition has been vividly researched in the last 
two decades, numerous recognition techniques being developed in this period [1,2].  
Most of these approaches perform recognition in a supervised manner. Thus, any supervised face 
recognition system constitutes a computer-driven application that performs the person authentication by 
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comparing the selected facial characteristics in the input image with a face database. The supervised 
recognition process is divided into two main operations: face identification and face verification.  
Most popular face recognition systems use Principal Component Analysis (PCA) [3,4], known as Eigenface 
method, Linear Discriminant Analysis (LDA), also known as Fisherfaces [5], Independent Component 
Analysis (ICA) [6], Elastic Bunch Graph Matching (EBGM) [7], neuronal models like Dynamic Link Matching 
(DLM) [8], Hidden Markov Models (HMM) [9], Support Vector Machines (SVM) [10], Scale Invariant 
Feature Transform (SIFT) [11] and Gabor filters [12]. The existing unsupervised face recognition techniques 
use Self Organizing Maps (SOM) [13], sometimes in combination with PCA or ICA.       
We approached the supervised face recognition domain in our previous works. Thus, we developed an 
Eigenface-based facial recognition technique [4] based on the influential work of M. Turk and A. Pentland [3]. 
Also, a robust face recognition system using 2D Gabor filtering was provided by us [12]. 
In this paper we approach the unsupervised facial recognition area. The novel recognition technique 
proposed here has not only an unsupervised character, but also a completely automatic one. For this reason it 
works properly for very large face sets and it could be successfully used for clustering-based face database 
indexing.   
The feature extraction part of our recognition technique is described in the next section. It computes robust 
face feature vectors using SIFT features [14]. Then, an automatic unsupervised classification is performed on 
the resulted SIFT-based feature vectors.     
In the third section we provide first a novel special metric for these face feature vectors. The proposed 
distance is used by our automatic feature vector clustering approach that is based on a hierarchical 
agglomerative clustering algorithm [15,16] and a measure based on validation indexes [17,18].  
Some facial recognition experiments, proving the effectiveness of the provided technique, are described in 
the fifth section. Method comparisons are also performed. This paper finalizes with a section of conclusions, an 
acknowledgements and a list of references.   
 
2. SIFT-based Feature Extraction 
      We consider the following unsupervised recognition task. Let {F1, …, Fn} represent the set of faces to be 
clustered automatically, on the similarity basis. The faces from each resulted cluster must belong to the same 
person. 
      Because of the unsupervised character of this face recognition process, the persons are unknown and no 
facial training set is available. Even the number of these persons is unknown, given the automatic character of 
the process. 
      A robust SIFT-based facial feature extraction is performed on Fi  images. Published by David Lowe in 1999, 
Scale Invariant Feature Transform represents a computer vision algorithm that locates and describes local 
features in images [14]. SIFT characteristics are widely used in computer vision areas like object tracking and 
recognition. 
      The SIFT algorithm extracts the interesting keypoints from an image to produce a feature description. The 
extracted features are invariant to scaling, orientation, affine transforms and illumination changes [14], 
therefore they are very well-suited for face description. 
      The SIFT characteristics of a facial image are extracted in several steps. First, one computes the maxima 
and minima values of the result of Difference of Gaussians (DoG) filters applied at different scales on the face 
image. Then, the low contrast points are discarded. A dominant orientation is then assigned to each of the 
detected keypoints. 
      For each keypoint one computes a local feature descriptor on the basis of the local image gradient, 
transformed according to keypoint orientation to obtain orientation invariance. Thus, we obtain a SIFT feature 
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vector of dimension 128 coefficients for each keypoint of the face. Let in
 
be the number of the keypoints of 
face iF . Then, its corresponding feature vector is modeled as the following pair of matrices:  
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where )( ik Fv  is the feature vector of the k
th keypoint of iF  and )( ik Floc  is a pair of coordinates representing its 
location in the face image. The keypoints are positioned in the feature vector given by (1) from left to right and 
from top to the bottom. 
      Obviously, )( iFV
 
represent complex feature vectors, therefore the distances between them cannot be 
measured using the Euclidean metric or other popular metrics. Their classification process requires a special 
metric, such a proper metric being proposed in the next section.  
 
3. An Automatic Unsupervised Face Classification Technique 
      The clustering of faces { } niiF ,1=
 
is the next step of the unsupervised face recognition process. We propose 
an automatic face feature vector clustering approach in this section. First, a novel metric that is specially 
modelled for )( iFV  vectors and used in the classification process is described in the next subsection. Next, a 
robust classification method, using this newly introduced metric, a region-growing algorithm and some 
validation indexes, is provided in the second subsection. 
 
3.1. A novel metric for facial feature vectors 
 
      We introduce a robust metric that is able to measure properly the distances between face feature vectors 
computed by (1). The novel metric is based on the number of keypoint matches between the compared faces. 
So, we define a match between two facial images as a pair of keypoints whose locations and feature vectors are 
close enough to each other. The proposed distance is modeled by the following formula: 
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where the set of matches is computed as 
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having the property  
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      The threshold values 1T  and 2T
 
are determined empirically, and  Ed
 
represents the Euclidean metric. The 
function d computed by (2) - (4) satisfies all the defining properties of a metric. We will demonstrate each of 
them.  
 
Non-negativity: 
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Subadditivity (triangle inequality): 
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     Let us introduce ijkM , representing the set of matches between all the three faces kji FFF ,, , and  
k
ijM  
representing the set of matches between iF
 
and jF  but cannot be found in kF . We have 
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3.2. Automatic hierarchical agglomerative clustering method using validation indexes 
 
      We develop an automatic unsupervised facial feature vector classification technique that combines a 
hierarchical agglomerative clustering algorithm [15] with a measure based on validation indexes [17,18]. Our 
approach applies a region-growing procedure repeatedly until the optimal number of clusters is achieved. 
       Each time, the region-growing algorithm sets a final number of clusters nK ≤ . It starts initially with n 
clusters: 
 
 )}({)},...,({ 11 nn FVCFVC ==                                                               (9)  
  
       At each step, our algorithm computes the overall minimum distance between clusters and aggregates the 
clusters corresponding to it [16]. Thus, for i < j, we obtain: 
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where ),(min
],1[min jinji
CCdd
∈≠
=  and the distance between clusters is computed through average linkage clustering: 
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where d is the metric given in (2). The clustering procedure continues the same way until the number of 
clusters reaches K, NCC ,...,1  representing the obtained feature vector clusters. 
      One considers a threshold T and applies the region-growing algorithm for each [ ]TK ,1∈ . The ideal 
threshold value is T = n, but it produces a great computational complexity for a high number of faces (as in our 
case), therefore we have considered ª º2/nT =  for our tests. 
      The optimal K value is determined using a combined cluster validation index that has to be minimized. 
Thus, the proper number of clusters is computed as a combination of Dunn and Davies-Bouldin validity 
indexes. As one knows, Dunn index maximizes the inter-cluster distances and minimizes the intra-cluster 
distances [17]. The index of Davies and Bouldin is a function of the ratio of the sum of within-cluster scatter to 
between-cluster separation. Its lowest value indicates an optimal clustering [18]. Thus, the proper K value is 
computed as: 
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where Davies-Bouldin index is determined as 
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while Dunn validity index is obtained as 
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where iCen  and )( iCd  represent the centroid and the intra-cluster distance of iC . The final set of feature 
vector clusters { }
optimK
CC ,...,1  constitutes the face recognition result. Because of the described optimal cluster 
number detection, the proposed face recognition is a purely automatic process.  
 
 
4. Experiments and Method Comparison 
 
      We have performed numerous experiments based on the facial recognition method described here. The 
proposed technique has been tested on many large face sets, satisfactory results being achieved. We used Yale 
Face Database B that contains thousands of 192 × 168 facial images corresponding to numerous persons [19], 
for our numerical tests. 
       Our approach produces a high face recognition rate, of approximately 90%.  As we have mentioned before, 
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the selection of the threshold values influences the recognition rate. The optimal values for the thresholds from 
relation (3) are 65.01 =T  and 152 =T . Also, we set the threshold ª º2/nT = , where n is a large number. The 
recognition rate rises if this threshold value is increased, but the computational complexity of the process and 
its time execution rise as well. High values for the performance parameters (Precision, Recall and F1) have 
been obtained for this recognition process. Thus, we get Precision = 0.93, Recall = 0.91, F1 ~ 0.92. These 
values proves the effectiveness of our proposed facial recognition technique that produces very few missed hits 
and also very few false positives. 
       An unsupervised face recognition example is described below. One considers a small set of faces here, 
although our recognition method is well-suited for large face datasets. The image set displayed in Figure 1 
contains 8 faces from the Yale Database [19], { }81,...,FF , belonging to three persons (two males, one female).  
 
 
Fig. 1. The set of faces to be clustered 
 
      Their feature vectors, )( 81−FV , are obtained using (1), then the distances between them are computed. The 
automatic clustering provided in the previous section is applied. We get the optimal number of clusters 
3=optimK  and the final recognition result: { }8611 ,, FFFC = , { }422 , FFC =  and { }7533 ,, FFFC = . The 
maximum intra-cluster distance is 99),( 81 =FFd , while the minimum inter-cluster distance is 138),( 52 =FFd , 
so, a robust face classification has been performed. These classification results are depicted in Fig. 2.  Each row 
of the figure contains the faces from a class and their SIFT characteristics. The keypoints and their orientations 
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are represented for each face. 
 
Fig. 2. SIFT characteristics and face clustering result 
 
      Method comparisons have been also performed. The recognition technique proposed here is much faster 
and provides better results for large face sets than non-automatic approaches. Also, our SIFT-based method 
produces better recognition results than unsupervised techniques using other face features, such as the 
Eigenfaces [3,4] or the 2D Gabor filtering based characteristics [12].  
      Also, we have considered some other automatic classification algorithms to be applied for the face feature 
vectors. Thus, it is possible to use other clustering procedures, instead of the described region-growing 
algorithm, in combination with the validation indexes. Therefore, we have tested K-means algorithms and their 
variants [20], and Self-Organizing Feature Maps (SOFM), on the same facial feature vector sets and obtained 
weaker recognition results and also slower execution times.  
      The performance parameters of several face recognition techniques are compared in the next table. The 
parameter values are registered for this SIFT-based unsupervised recognition method, the Eigenface algorithm 
of Turk & Pentland [3], the Eigenface-based method of Barbu [4], the 2D Gabor filtering approach [12], and an 
algorithm using SIFT features with K-means clustering. As it results from Table 1, the recognition technique 
provided here achieves the highest values for Precision, Recall and F1, which means it outperforms the other 
methods. 
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Table 1. The performance parameters for several face recognition approaches 
 
 This technique Eigenface (T-P) Eigenface (B) 2D Gabor filters SIFT/K-means 
Precision 0.93 0.92 0.90 0.88 0.88 
Recall 0.91 0.90 0.88 0.86 0.91 
F1 0.9199 0.9099 0.8899 0.8699  0.8947 
 
     The recognition techniques measured by performance parameters registered in Table 1 have been tested on 
hundreds 192 × 168 faces of Yale Face Database B. Their corresponding RPC (Recall versus Precision Curves) 
are displayed in Fig. 3. The RPC of our technique, marked in blue, also proves the performance of the proposed 
approach. 
 
 
Fig. 3. RPC curves for several face recognition approaches 
 
 
5. Conclusions 
 
      A novel unsupervised automatic face recognition system has been proposed here. Important original 
contributions are brought in this paper. Our facial recognition technique differs from the other SIFT-based 
recognition methods by its unsupervised character. The existent face recognition techniques using SIFT features 
represent supervised approaches [11], while the system developed by us is a totally unsupervised one. 
      We have modeled robust SIFT-based face feature vectors in the feature extraction stage, combining the 
SIFT characteristics with their locations. However, the main contribution of this article is the novel metric 
introduced to measure the distance between these feature vectors.   
      The proposed automatic region-growing based clustering approach represents another important 
contribution. Our technique classification technique applies repeatedly a hierarchical agglomerative clustering 
algorithm on the facial feature vector set until the proper number of classes (clusters) is detected. We have 
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modeled a novel validation index based on a combination of Dunn and Davies/Bouldin indexes [17, 18], which 
provides a satisfactory detection of the optimal clusters and consequently the automatic character of this 
recognition technique. 
      Unlike many other unsupervised recognition methods, our technique is completely automatic, no 
interactivity being present. Because of its automatic character, this face recognition approach works more 
efficiently for very large sets of human faces. It has a higher recognition rate than other unsupervised 
techniques. For this reason, the most obvious application area of our recognition system is face database 
indexing and retrieval. Some robust clustering-based face indexing solutions [21] could be developed using the 
face recognition method described here. Our future research in this domain will focus on such cluster-based 
face indexing models.  
      Also, because of its unsupervised character, the proposed face recognition approach works properly for non-
cooperative subjects. Therefore, another important application field of this technique is the video surveillance 
[22].  
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