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1 Einleitung
Der Gegenstand dieser Arbeit ist die numerische Berechnung regularisierter nichtnegativer Ma-
trixfaktorisierungen zu vorgegebenen Matrizen spektroskopischer Messdaten.
Diese Matrizen spektroskopischer Daten und das resultierende Faktorisierungsproblem stehen in
engem Bezug zum Gesetz von Lambert und Beer. Bei der Analyse eines chemischen oder physi-
kalischen Systems mittels absorptionsspektroskopischer Techniken bestimmen die Konzentration
und die Absorptivita¨t einer Spezies durch ihr Produkt die wellenla¨ngenabha¨ngige Absorption
elektromagnetischer Strahlung. Fu¨r ein Gemisch mehrerer Komponenten u¨berlagern sich die
Absorptionsbeitra¨ge im Idealfall additiv. Untersucht wird ein dynamisches System, in dem sich
die Konzentrationen der beteiligten Substanzen zeitlich a¨ndern.
Ausgehend von diesem Zusammenhang wird folgendes Problem untersucht. Gegeben ist einzig
eine Matrix von Messdaten zu einem Zeit- und Frequenzraster. Es sind von dem zugrunde
liegenden System weder die Anzahl der beteiligten Reinsubstanzen noch deren Spektren bekannt.
Auf diese unbekannten Gro¨ßen soll allein aus der Matrix der Messwerte geschlossen werden.
Dazu ist die Matrix mittels mathematischer Methoden mo¨glichst exakt und aufwandseffizient
derart zu faktorisieren, dass die so gewonnene Faktorisierung fu¨r das chemische Untersuchungs-
system sinnvolle Strukturaussagen zula¨sst. Diese Strukturaussagen betreffen sowohl die Zahl
der teilhabenden Substanzen und deren Reinkomponentenspektren als auch die zugeho¨rigen
(zeitlichen) Konzentrationsprofile. Aus physikalischen Gru¨nden sind bei einer Zerlegung nur
nichtnegative Faktoren sinnvoll.
In diversen Theorien von Mechanik, Thermodynamik bis hin zur O¨konomie hat es sich als erfolg-
reich erwiesen, zuna¨chst proportionale, also homogene und additive, Zusammenha¨nge zwischen
abha¨ngigen und unabha¨ngigen Gro¨ßen zu unterstellen. Entsprechend weit fortgeschritten ist die
Theorie linearer Abbildungen und die Numerik zur Lo¨sung von
Ax = b (1.1)
nach x, sei es durch direkte oder iterative Verfahren. Auch wenn sich im Zuge weiterer Erkennt-
nisse erweist, dass bei globaler Betrachtung (1.1) nicht exakt gilt, so ist die Beherrschung der
linearen Theorie stets der Schlu¨ssel zur Lo¨sung nichtlinearer Erweiterungen. Gleichungen vom
Typ (1.1) treten beispielsweise bei der Diskretisierung von Differentialgleichungen auf, [1,30,81];
die Matrix A ist wohlbekannt, wenngleich in manchen Anwendungen aufwendig zu berechnen.
Ist die Matrix A allerdings nicht bekannt, stellt sich das Problem diese zu identifizieren. Of-
fenbar kann dies nicht gelingen, sofern nur eine rechte Seite b bekannt ist, selbst falls das dazu
entsprechende x zuga¨nglich ist. Die Gleichung (1.1) wird auf mehrere rechte Seiten, vereint in
der Matrix B, zu AX = B erweitert. Zusa¨tzlich sei an dieser Stelle die Notation zu
XY = A (1.2)
gea¨ndert, um dem Kontext der gegebenen Daten A und den gesuchten Gro¨ßen X,Y mo¨glichst
nahe zu kommen.
Es ist anzumerken, dass, sofern ein Faktor bekannt ist, sei dies beispielsweise X, unter entspre-
chenden Rangbedingungen an X das Identifikationsproblem fu¨r Y eine gut beherrschte Stan-
dardaufgabe ist, [5, 55]. Allerdings ist bei der vorliegenden Aufgabe weder X noch Y bekannt.
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Vielmehr stellt sich aus dem Anwendungskontext (spektroskopische Daten) heraus noch eine
weitere Frage. Die Dimensionen von A sind wohlbekannt, die Spaltenanzahl von X und die Zei-
lenanzahl von Y jedoch nicht. Liegen spektroskopische Daten A einer chemischen Reaktion vor,
so steht die Anzahl der Spalten in X und der Zeilen in Y , folgend s genannt, fu¨r die Anzahl der
an der Reaktion beteiligten unabha¨ngigen Komponenten. In diesem Zusammenhang bedeutet
unabha¨ngig, dass sowohl die vektoriellen Eintra¨ge der Konzentrationsprofile als auch die der
Reinsubstanzspektren jeweils untereinander linear unabha¨ngig sind. Unter entsprechenden Be-
dingungen an die Dimensionen der Messreihe ist fu¨r den Ansatz (1.2) die Anzahl s gleich dem
Rang von A.
Die Annahme (1.2) ist oft nur ein idealisiertes Modell; daher sei realita¨tsnah der multivariate
Zusammenhang
A = XY + E (1.3)
angesetzt. Dabei ist A ∈ Rk×n gegeben und es sind die Matrizen X ∈ Rk×s und Y ∈ Rs×n
gesucht, so dass das Residuum E gegenu¨ber dem Produkt XY in einem geeigneten Sinne klein
ist. Ferner sollen die Faktoren X und Y von vollem Rang s sein und dieser aber nicht gro¨ßer als
der von A.
Dies ist eine Aufgabenstellung der multivariaten Analysis, deren Arbeitsgebiet die Analyse einer
Menge von mehrdimensionalen Daten mittels statistischer Verfahren miteinschließt. Klassische
Lehrbu¨cher der multivariaten Analysis sind [9, 40,42,43,52].
Anwendungen des in (1.3) beschriebenen Zusammenhangs finden sich etwa in der Datenkom-
pression (Bildverarbeitung), der Detektion struktureller Zusammenha¨nge (Klassifizierung von
Daten, Abha¨ngigkeitsanalysen) und deren Kombination (Schrifterkennung, allgemein Musterer-
kennung). In dieser Arbeit liegt der Fokus auf der Analyse und Berechnung multivariater Zer-
legungen vom Typ (1.3) mit Anwendungsbezug zur Spektroskopie, weshalb im weiteren Verlauf
nur noch nichtnegative Faktoren von Interesse sind.
Zuna¨chst gilt es die idealisierte Aufgabenstellung aus (1.2) in Bezug auf Existenz und Eindeutig-
keit einer Lo¨sung mit nichtnegativen Faktoren X,Y vollen Ranges zu untersuchen. U¨bersichts-
arbeiten zur nichtnegativen Matrixfaktorisierung (mitunter ohne Forderung des vollen Ranges
der Faktoren) sind [8,10,13,67,83,84]. Die Existenz einer Zerlegung ist bei der in dieser Arbeit
untersuchten Anwendung gesichert, denn A ist nach der Modellgrundlage gerade das Produkt
zweier Faktoren vollen Ranges. Die Frage nach der Eindeutigkeit der Faktorisierung bleibt und
mit ihr, ob und wie sich, fu¨r den Normalfall einer nichteindeutigen Zerlegung, Mengen mo¨glicher
Lo¨sungen determinieren lassen.
Zur na¨herungsweisen Zerlegung einer nichtnegativen Matrix in nichtnegative Faktoren sind eine
Reihe iterativer Methoden bekannt. Diese klassischen Zuga¨nge sind grundsa¨tzlich in drei Klassen
zu unterteilen: multiplikative Korrekturformeln, [3,58–60,75], Gradientenverfahren, [3,23,58,60,
75] und alternierende kleinste Quadrate Methoden, [3, 47,60].
Diese Iterationsmethoden erweisen sich auch als partiell erfolgreich, ihr Ergebnis ha¨ngt jedoch
kritisch von der Wahl der Startna¨herung ab. Daru¨ber hinaus liefern die Algorithmen bei der
Anwendung auf spektroskopische Daten nur sehr bedingt nutzbare Faktorisierungen.
Speziell auf nichtnegative Matrixfaktorisierungen mit Anwendungsbezug zur Spektroskopie zu-
geschnittene Algorithmen sind beispielsweise in [63,86], algorithmische Ideen in [6,11,68,88] zu
finden.Wie sich bei einer detaillierten Untersuchung der Methoden aus [63,86] spa¨ter zeigen wird,
ist deren Erfolg jedoch stark von der Struktur der Ausgangsfaktoren X und Y und damit der
Matrix A abha¨ngig; nur ein du¨nn besetzter Faktor Y (beziehungsweise X bei Transposition der
gesamten Problemstellung) begu¨nstigt eine physikalisch-chemisch sinnvolle Zerlegung. Weiter
werden nur lokale Niedrigrangapproximation berechnet, in der Form, dass die Faktoren stu¨ck-
3weise nacheinander als Paare (X:,i, Yi,:) extrahiert werden. Dies steht im klaren Widerspruch
zur Komplexita¨t der Aufgabenstellung; ohne jede Grundlage wird so (fu¨r den idealisierten Fall)
unterstellt, dass fu¨r die verbleibende Matrix A − X:,iYi,: exakte Zerlegungen in nichtnegative
Faktoren vollen Ranges (nun s − 1) existieren und, dass falls es welche gibt, darunter zudem
noch mindestens eine physikalisch-chemisch sinnvolle ist.
Der in dieser Arbeit neu entwickelte Algorithmus zur Berechnung einer Faktorisierung basiert
auf einer Idee von Lawton und Sylvestre aus [56]. Kernstu¨cke der Methode sind die Singula¨r-
wertzerlegung, [18,22], von A und ein Fehlerfunktional, welches unter anderem die Eintra¨ge der
Fehlermatrix E, aber auch den Charakter der Faktoren X und Y bewertet. Ein solcher Kom-
promiss zwischen Genauigkeit – soll doch eigentlich (1.2) und nicht (1.3) gelo¨st werden – und
Einhaltung von vernu¨nftigen Grenzen bei Werten und Variabilita¨t der Faktoren Xund Y ist
wiederum typisch fu¨r schlecht gestellte Probleme, [19,36,61], und stellt eine Regularisierung der
Aufgabe dar.
Bei dem hier verfolgten Zugang liefert eine abgeschnittene Singula¨rwertzerlegung die Grundlage
geeigneter, niedrigdimensionaler Untervektorra¨ume fu¨r die gesuchten Faktoren. Im Normalfall
sind diese Faktoren keinesfalls eindeutig, abgesehen von Sortierung und Normierung existieren
weitere Freiheitsgrade, deren Parameter im Anschluss mittels Minimierung einer nichtlinearen
Fehlerfunktion optimal bestimmt werden.
Angesichts der Schwierigkeiten bei der Lo¨sung von (1.2) beziehungsweise (1.3), die dank des
in der Arbeit neu entwickelten Algorithmus zwar reduziert, aber wegen der Schlechtgestelltheit
nicht eliminiert werden ko¨nnen, ist es hilfreich, die Aufgabe durch die Einbeziehung weiterer
Informationen zu modifizieren. Solche Informationen ko¨nnen zum Beispiel partielle Kenntnisse
u¨ber beteiligte Substanzen oder u¨ber deren Kinetik beinhalten.
Das multivariate Modell (1.3) ist Grundlage vieler weiterer Anwendungen und besitzt zahlreiche
Verallgemeinerungen, etwa auf drei oder mehr Faktoren (siehe dazu beispielsweise [48,51,66,77]).
Bei dem hier vorliegenden Anwendungsfeld und dem dazu entwickelten Lo¨sungsverfahren hat
sich jedoch gezeigt, dass die Feineinstellung der Regularisierungen entscheidend fu¨r die Qualita¨t
der gewonnen Faktorisierung ist. Der Algorithmus bietet zahlreiche Optionen und Einstellungen;
dies ist einerseits gut fu¨r ein interaktives Programm, verdeutlicht andererseits aber auch die
Tatsache, dass es die Lo¨sung nicht gibt.
Der Erkenntnisgewinn der vorgelegten Arbeit besteht in Folgendem: Einerseits wird untersucht,
inwiefern sich Lo¨sungsmengen fu¨r die Faktoren X und Y angeben lassen, wann eine Faktori-
sierung eindeutig ist und welchen Einfluss zusa¨tzliche Restriktionen (an die Faktoren) auf die
Mengen aller mo¨glichen Faktorisierungen haben. Andererseits ist durch den entwickelten Zerle-
gungsalgorithmus ein leistungsstarkes Analysewerkzeug fu¨r spektroskopische Daten bereitgestellt
worden.
Aufbau der Arbeit
Die Arbeit ist wie folgt organisiert. In Kapitel 2 wird die Problemstellung detailliert erla¨utert.
Die idealisierte Aufgabe wird als schlecht gestelltes inverses Problem charakterisiert und mittels
Regularisierungen modifiziert. In Kapitel 3 wird zuna¨chst die kontinuierliche Verallgemeinerung
des diskreten multivariaten Modells (1.3) mit u(x, y) =
∑s
i=1 wi(x)vi(y) und w, v ∈ C(R+,Rs+)
untersucht, wobei u bekannt und ein Faktorenpaar (w, v) gesucht ist. Das Hauptaugenmerk liegt
dabei auf Untersuchungen der Faktorisierung in Bezug auf Eindeutigkeit, welche im Normalfall
nicht gegeben ist. Weiter wird analysiert, unter welchen Voraussetzungen Teilfaktoren (einzelne
Spalten von X oder Zeilen von Y ) eindeutig sind und wie zusa¨tzliche Restriktionen die Menge
aller Faktorenpaare einschra¨nken. Diesbezu¨glich stehen die Zusammenha¨nge zwischen den ein-
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zelnen Teilfaktoren wi(x), vj(y) im Mittelpunkt. Das diskrete Faktorisierungsproblem aus (1.3)
mit nichtnegativen Faktoren X,Y wird in den Kapiteln 4 und 5 untersucht. In Kapitel 6, dem
numerischen Hauptteil der Arbeit, wird der neu entwickelte Algorithmus zur Berechnung einer
regularisierten nichtnegativen Matrixfaktorisierung vorgestellt. Eingesetzt wird diese Lo¨sungs-
methode inzwischen unter anderem am Leibniz-Institut fu¨r Katalyse e. V. in Rostock sowie
der Evonik Oxeno GmbH in Marl zur Reinkomponentenzerlegung spektroskopischer Daten. In
Kapitel 7 werden letztendlich die Faktorisierungsergebnisse fu¨r eine kinetische Analyse genutzt.
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2 Das Faktorisierungsproblem
In diesem Kapitel wird das Faktorisierungsproblem in kontinuierlicher und diskreter Gestalt vor-
gestellt und eine erste Untersuchung der Existenz und Eindeutigkeit einer Lo¨sung vorgenommen.
Trivialen Uneindeutigkeiten wird durch eine Einteilung in A¨quivalenzklassen begegnet. Weiter
wird die idealisierte Faktorisierungsaufgabe als schlecht gestelltes inverses Problem charakteri-
siert. Abschließend wird das multivariate Modell (1.3) aus dem (skalaren) Lambert-Beerschen
Gesetz der Spektroskopie hergeleitet.
2.1 Faktordarstellungen und Faktorisierungsaufgaben
Allgemeiner Ausgangspunkt ist der folgende d-dimensionale Produktansatz. Zu d, s ∈ N \ {0},
D = D1 × ...×Dd, Dj ⊂ R+, j = 1, ..., d, wird eine Funktion u : D →W ⊂ R der Form
u(x1, ..., xd) =
s∑
i=1
d∏
j=1
w
(j)
i (xj) + e(x1, ..., xd) (2.1)
mit stetigen Funktionen
w
(j)
i : Dj → R+, i = 1, .., s, j = 1, ..., d,
und einer Sto¨rung e : D1 × ... × Dd → R betrachtet. Weiter seien fu¨r alle j = 1, ..., d die
Funktionen w
(j)
i , i = 1, ..., s, jeweils auf Dj linear unabha¨ngig.
2.1.1 Die abgeleitete Faktorisierungsaufgabe
Fu¨r die in dieser Arbeit betrachtete Aufgabenstellung ist außer der Funktion u : D → W nur
bekannt, dass sich diese u¨ber einen Produktansatz wie in (2.1) zusammensetzt. Die Zahl s und
die Teilfunktionen w
(j)
i : Dj → R+, i = 1, ..., s, j = 1, ..., d, sind nicht bekannt. Die abgeleitete
Faktorisierungsaufgabe besteht darin, zu einer geeigneten Zahl s eine Aufschlu¨sselung von u in
die Einzelfaktoren w
(j)
i so zu bestimmen, dass das Residuum e im Vergleich zur Faktordarstellung∑s
i=1
∏d
j=1 w
(j)
i in einem geeigneten Sinne klein ist.
Die allgemeine nichtnegative Faktorisierungsaufgabe ohne Sto¨rungen
Die Betrachtung des sto¨rungsfreien Falles e(x1, ..., xd) = 0 fu¨hrt auf die idealisierte Faktorisie-
rungsaufgabe 2.1.
Faktorisierungsaufgabe 2.1. Zu einer stetigen Funktion u : D → R+ mit D = D1 × ...×Dd,
Di ⊂ R+, i = 1, ..., d, sind die Zahl s und eine Faktorisierung
u(x1, ..., xd) =
s∑
i=1
d∏
j=1
w
(j)
i (xj)
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mit
w
(j)
i ∈ C(Dj ,R+), i = 1, ..., s, j = 1, ..., d,
gesucht, wobei fu¨r alle j = 1, ..., d die Funktionen w
(j)
i , i = 1, ..., s, auf Dj linear unabha¨ngig
sind.
Der bivariate Ansatz
Eine Beschra¨nkung der Dimension auf d = 2 fu¨hrt mit der Zuordnung y = x2, x = x1, vi(y) =
w
(2)
i (y), wi(x) = w
(1)
i (x), i = 1, ..., s, fu¨r den sto¨rungsfreien Fall und D1 = D2 = R+ auf
folgenden zweidimensionalen Produktansatz.
Faktorisierungsaufgabe 2.2. (Produktansatz) Zu der stetigen Funktion u : R2+ → R+ sind
die Zahl s ∈ N und eine Faktorisierung
u(x, y) =
s∑
i=1
wi(x)vi(y) (2.2)
in linear unabha¨ngige Funktionen wi ∈ C(R+,R+), i = 1, ..., s, und linear unabha¨ngige Funktio-
nen vi ∈ C(R+,R+), i = 1, ..., s, gesucht.
Die diskrete Formulierung als eine nichtnegative Matrixfaktorisierung
Fu¨r eine sto¨rungsfreie Betrachtung von u(x, y) auf einem Raster x¯ ∈ Rk, y¯ ∈ Rn,
A ∈ Rk×n, Ai,j = u(x¯i, y¯j), i = 1, ..., k, j = 1, ..., n,
leitet sich die diskrete Formulierung einer nichtnegativen Matrixfaktorisierung ab. Dabei sind
die Vektoren x¯, y¯ so gewa¨hlt, dass A mit der Konstruktion von u wie in (2.2) den maximalen
Rang rank(A) = s besitzt.
Faktorisierungsaufgabe 2.3. (Nichtnegative Matrixfaktorisierung) Zu einer gegebenen Matrix
A ∈ Rk×n+ und s = rank(A) ist eine nichtnegative Faktorisierung
A = XY, (2.3)
X ∈ Rk×s+ , Y ∈ Rs×n+ , (2.4)
gesucht. Aufgrund von (2.3) haben X und Y den vollen Rang s.
Die Existenz einer Faktorisierung
Zu einer allgemein gewa¨hlten Funktion u ist die Existenz einer Auflo¨sung des kontinuierlichen
Produktansatzes 2.2 genauso wenig gesichert wie fu¨r eine Matrix A mit min{k, n} ≥ 4 die Exis-
tenz einer Lo¨sung zu Faktorisierungsaufgabe 2.3. Dabei besteht im diskreten Fall die Schwierig-
keit in der Beschra¨nkung der Anzahl der Teilfaktoren (Spalten von X und Zeilen von Y ) auf
s = rank(A), womit die Faktoren X,Y den vollen Rang s haben.
Die Frage nach der Existenz einer Auflo¨sung der idealisierten Faktorisierungsaufgaben 2.2 und
2.3 wird in dieser Arbeit nicht untersucht. In den weiteren Analysen werden nur Probleme be-
trachtet, fu¨r die eine Faktorisierung exakt oder mit kleinen Sto¨rungen existiert, womit nochmals
auf den Ausgangspunkt einer u¨ber (2.2) mit jeweils linear unabha¨ngigen Funktionen wi(x), i =
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1, ..., s, und vi(y), i = 1, ..., s, faktorisierbaren Funktion u(x, y) hingewiesen sei. Im Speziellen
heißt dies, dass einerseits Funktionen wie beispielsweise u(x, y) = exp(xy) nicht mit in die Ana-
lyse des sto¨rungsfreien kontinuierlichen Produktansatzes eingeschlossen werden. Ebenso werden
andererseits Matrizen mit Rang s, welche sich nicht exakt in Faktoren X ∈ Rk×s+ , Y ∈ Rs×n+
faktorisieren lassen, fu¨r Untersuchungen zur Faktorisierungsaufgabe 2.3 ausgeschlossen. Fu¨r die
Matrix
A =
⎛
⎜⎜⎝
1 1 0 0
1 0 1 0
0 1 0 1
0 0 1 1
⎞
⎟⎟⎠
aus Beispiel 4.22 (vergleiche auch Thomas, [84], oder Cohen, Rothblum, [13]) gilt rank(A) = 3,
sie besitzt aber keine Faktorisierung mit X ∈ R4×3+ , Y ∈ R3×4+ .
Nichtlinearita¨tskorrekturen und Niedrigrangapproximation
Unter dem Einfluss von Sto¨rungen e(x, y) aus (2.1) a¨ndert sich fu¨r die diskrete Problemstel-
lung das Ziel der nichtnegativen Matrixfaktorisierung zu einer nichtnegativen Niedrigrangap-
proximation. Weiter kann das Auftreten von Sto¨rungen negative Eintra¨ge in A hervorrufen.
Erwartungsgema¨ß sind diese jedoch betragsma¨ßig klein im Vergleich zu den gro¨ßten Eintra¨gen
in A.
Faktorisierungsaufgabe 2.4. (Nichtnegative Niedrigrangapproximation) Zu einer gegebenen
Matrix A ∈ Rk×n, Ai,j ≥ −ε mit 0 ≤ ε  maxi,j Ai,j und einer Zahl s ∈ N, s ≤ rank(A), ist
eine nichtnegative Niedrigrangapproximation
‖A−XY ‖2F → min, (2.5)
X ∈ Rk×s+ , Y ∈ Rs×n+ , (2.6)
vorgegebenen Ranges rank(X) = rank(Y ) = s gesucht. (Dabei bezeichnet ‖ · ‖F die Frobenius-
norm, siehe [22] oder Definition 4.3.)
Zusa¨tzliche Regularisierung der Faktoren
Fu¨r das Faktorisierungsproblem 2.4 lassen sowohl die Skalierung als auch fu¨r s ≥ 2 die Sortierung
der Teilfaktoren in den Spalten von X und den Zeilen von Y keine eindeutige Auflo¨sung zu.
In Abschnitt 4.4 wird gezeigt, dass sich die Faktorisierungsaufgabe im Normalfall auch un-
abha¨ngig davon nicht eindeutig lo¨sen la¨sst.
Oft basiert eine Zerlegung der Datenmatrix A auf einer Modellierung und es sind nur bestimmte
Faktorisierungen zur Auswertung des Modells wertvoll. Um aus der Menge aller mo¨glichen Fak-
torenpaare bestimmte zu selektieren, bedarf es einer zusa¨tzlichen Regularisierung der einzelnen
Faktoren.
Faktorisierungsaufgabe 2.5. (Regularisierte nichtnegative Niedrigrangapproximation) Zu ei-
ner gegebenen Matrix A ∈ Rk×n, Ai,j ≥ −ε mit 0 ≤ ε  maxi,j Ai,j und einer Zahl s ∈ N, s ≤
rank(A), ist eine regularisierte nichtnegative Niedrigrangapproximation
1
2
‖A−XY ‖2F +
1
2
p∑
i=1
γ2i fi(X,Y )→ min, (2.7)
X ∈ Rk×s+ , Y ∈ Rs×n+ ,
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vorgegebenen Ranges rank(X) = rank(Y ) = s gesucht mit p der Anzahl der Regularisierungs-
funktionen fi(X,Y ) ≥ 0, i = 1, ..., p, sowie deren Gewichtung γi ∈ R, i = 1, ..., p.
2.1.2 Einordnung der nichtnegativen Niedrigrangapproximation als
Optimierungsproblem
Die spezielle Einordnung der Faktorisierungsaufgaben 2.3 und 2.4 ist die nichtnegative Ma-
trixfaktorisierung, siehe beispielsweise [3, 12,47,58,75].
Fu¨r die allgemeine Einordnung von 2.4 als Optimierungsproblem ist die fehlende Konvexita¨t der
Zielfunktion aus (2.5) entscheidend, was fu¨r die Lo¨sung der zugeho¨rigen Faktorisierungsaufgabe
nicht von Vorteil ist. Die Funktion
f(X,Y ) = ‖A−XY ‖2F (2.8)
entha¨lt bei einer simultanen Betrachtung der Unbekannten X und Y Terme vierten Grades in
Xi,j und Yl,m und ist nicht konvex. Das Optimierungsproblem fa¨llt unter den Nebenbedingungen
X,Y ≥ 0 somit in die Klasse der nichtkonvexen Optimierungsprobleme unter Nichtnegativita¨ts-
nebenbedingungen, vergleiche auch Bemerkung 5.2.
Einen Ausweg bietet der beispielsweise von Kim und Park in [47] betrachtete Zugang, eine
Faktorisierung u¨ber die alternierende Lo¨sung linearer Ausgleichsprobleme unter Nichtnegati-
vita¨tsrestriktionen zu berechnen. Unter Fixierung eines Faktors (X beziehungsweise Y ) werden
alternierend Optimierungsprobleme aufgestellt und in Y beziehungsweise X gelo¨st. Das hat je-
doch den Verlust der simultanen Auflo¨sung der Faktoren zur Folge. Diese und weitere klassische
Vorgehensweisen zur Berechnung von Faktorisierungen sind in Kapitel 5 detailliert vorgestellt.
2.2 Die Faktorisierungsaufgabe als schlecht gestelltes Problem
2.2.1 Inverse Probleme und deren Klassifizierung
Die gestellten Faktorisierungsaufgaben sind in die Klasse der inversen Probleme einzuordnen.
Seien X und Y zwei beliebige Mengen. Zu der Operatorgleichung
F (x) = y, x ∈ D ⊆ X , y ∈ Y,
liegt ein inverses Problem vor, falls zu einem Element y ∈ Y ein x ∈ D gesucht ist mit F (x) = y.
Die folgende von Hadamard eingefu¨hrte Charakterisierung inverser Probleme unterscheidet kor-
rekt und schlecht gestellte Aufgaben, [36].
Definition 2.6. Die Operatorgleichung
F (x) = y, x ∈ D ⊆ X , y ∈ Y,
und damit das inverse Problem heißt nach Hadamard korrekt gestellt, falls gilt:
1. Zu jedem y ∈ Y gibt es eine Lo¨sung x ∈ D von F (x) = y (Existenzbedingung).
2. Die aus F (x) = y erhaltene Lo¨sung x ist in D eindeutig bestimmt (Eindeutigkeit).
3. Die Lo¨sung x ha¨ngt stetig von der rechten Seite y ab (Stabilita¨tsbedingung).
Andernfalls heißt die Aufgabe schlecht gestellt.
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2.2.2 Das inverse Problem des kontinuierlichen Produktansatzes
Bei der Klassifizierung des kontinuierlichen Produktsansatzes aus Faktorisierungsaufgabe 2.2
nach Definition 2.6 ergeben sich unmittelbar zwei Probleme. Einerseits besitzt nicht jede nicht-
negative Funktion eine Auflo¨sung wie in (2.2) und andererseits stellt sich fu¨r den Fall der Existenz
einer Faktorisierung die Frage nach deren Eindeutigkeit.
Fu¨r die in dieser Arbeit betrachtete Aufgabenstellung ist speziell die Frage der Eindeutigkeit
von Interesse. Um die Skalierung und Sortierung der Faktoren unbeachtet zu lassen, ist es dies-
bezu¨glich sinnvoll eine Einteilung der Faktorisierungen in A¨quivalenzklassen vorzunehmen.
Nichteindeutigkeit der Faktorisierung durch Skalierung und Permutierung: Einfu¨hrung von
A¨quivalenzklassen
Seien (w, v) und (w˜, v˜) mit w, v, w˜, v˜ ∈ C(R+,Rs+) zwei nichtnegative Faktorisierungen zum
kontinuierlichen Produktansatz
u(x, y) =
s∑
i=1
wi(x)vi(y) =
s∑
i=1
w˜i(x)v˜i(y).
In Lemma 3.5 wird spa¨ter gezeigt, dass es eine regula¨re Transformation T ∈ Rs×s gibt mit
w˜i(x) =
s∑
j=1
wj(x)(T
−1)j,i, v˜i(y) =
s∑
j=1
Ti,jvj(y), i = 1, ..., s. (2.9)
Fu¨r den Umgang mit der freien Skalierung und der freien Sortierung einer Faktorisierung wird
folgende Relation in Definition 2.7 eingefu¨hrt. Es ist dazu mit s ∈ N die Menge
X (s) = {(w, v) : w, v ∈ C(R+,Rs+), w1(x), ..., ws(x) lin. unabh., v1(y), ..., vs(y) lin. unabh.}
definiert.
Definition 2.7. Zu einer gegebenen und wie in (2.2) faktorisierbaren Funktion u ∈ C(R2+,R+)
sei auf der Menge X (s) die Relation R wie folgt definiert
R ⊂ X (s) ×X (s),
(w, v) ∼R (w˜, v˜) :⇔ u(x, y) =
∑
wi(x)vi(y) =
∑
w˜i(x)v˜i(y) und
T ∈ Rs×s aus (2.9) ist eine permutierte Diagonalmatrix.
Korollar 2.8. Die Relation R ist reflexiv, symmetrisch und transitiv und somit eine A¨quiva-
lenzrelation. Es lassen sich die Faktorisierungen von u durch R in A¨quivalenzklassen
[(w, v)]R
unterteilen.
2.2.3 Die Einordnung als schlecht gestelltes Problem
Die Frage nach der Eindeutigkeit der Faktorisierung ist ein Teil der Untersuchungen in Kapitel
3. Dabei stellt sich heraus, dass das Faktorisierungsproblem 2.2 fu¨r s > 1 in der Regel mehr
als eine A¨quivalenzklasse von Auflo¨sungen besitzt. Eigenschaft 2 von Definition 2.6 ist selbst
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bei einer Auflo¨sung in A¨quivalenzklassen nicht erfu¨llt und das inverse Problem aus Faktorisie-
rungsaufgabe 2.2 ist schlecht gestellt. Gleiches gilt fu¨r die nichtnegative Matrixfaktorisierung
aus Faktorisierungsaufgabe 2.3, vergleiche Abschnitt 4.4.
Es besteht der Bedarf, aus der Menge aller mo¨glichen Faktorisierungen bestimmte A¨quivalenz-
klassen von Faktorenpaaren zu selektieren. Damit ist die Faktorisierungsaufgabe 2.5 gestellt; zu
A ist eine regularisierte nichtnegative Niedrigrangapproximation gesucht.
2.3 Spektroskopie, Chemometrie und approximative Faktorisierungen
”
Chemometrics, in the most general sense, is the art of processing data
with various numerical techniques in order to extract useful informati-
on“, R. Kramer, [50].
2.3.1 Das Gesetz von Lambert-Beer
In der Spektroskopie ist die Absorption α beim Strahlendurchgang durch lichtabsorbierende
Materie definiert als der dekadische Logarithmus des Quotienten der Intensita¨t der einfallenden
Strahlung I0 und der ausfallenden I1. Die molare Konzentration cˆ der Probe, deren Extinkti-
onskoeffizient aˆ und α stehen in folgender Beziehung.
Das Gesetz von Lambert und Beer, [28,29],
α = α(λ) = log10
I0
I1
= cˆaˆ(λ)l (2.10)
beschreibt den linearen Zusammenhang zwischen der Absorption α einer chemischen Lo¨sung,
deren molaren dekadischen Extinktionskoeffizienten (Absorptivita¨t) aˆ bei der Wellenla¨nge λ,
deren molarer Konzentration cˆ und der Probendicke l.
2.3.2 Superposition der Komponenten
Bei der Untersuchung eines Systems aus s Komponenten ergibt sich die Gesamtabsorption in
Gleichung (2.10) als Superposition der Einzelabsorptionen
α(λ) = l
s∑
i=1
cˆiaˆi(λ).
Wird die Probenabsorption zur Analyse chemischer Reaktionsverla¨ufe genutzt, bestimmt sich
die Probenabsorption α abha¨ngig von zwei vera¨nderlichen Gro¨ßen. Neben den Extinktionskoeffi-
zienten aˆi = aˆi(λ) in Abha¨ngigkeit von der Wellenla¨nge sind auch die Konzentrationen cˆi = cˆi(t)
als Funktionen in Abha¨ngigkeit von der Zeit maßgebend. Ohne wesentliche Einschra¨nkung darf
die Schichtdicke l auf 1 normiert werden. Idealisiert la¨sst sich die Absorption als multivariate
reellwertige Funktion u : R2+ → R+,
u(t, λ) =
s∑
j=1
cˆj(t)aˆj(λ) (2.11)
angeben.
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2.3.3 Funktionsauswertungen auf einem Zeit- und Frequenzraster und Fehlerterme
In praktischen Untersuchungen stehen fu¨r die Funktion u aus (2.11) nur endlich viele Messwerte
auf einem Raster t¯ ∈ Rk und λ¯ ∈ Rn zur Verfu¨gung. Dies fu¨hrt auf die Matrizen A ∈ Rk×n+ ,
Cˆ ∈ Rk×s+ , Aˆ ∈ Rs×n+ ,
Ai,j = u(t¯i, λ¯j), Cˆi,l = cˆl(t¯i), Aˆl,j = aˆl(λ¯j), i = 1, ..., k, j = 1, ..., n, l = 1, ..., s,
und das Produkt A = CˆAˆ. Dabei ist Cˆ die Matrix der Konzentrationsprofile und Aˆ die Absorp-
tivita¨tsmatrix. Die Modellannahme beinhaltet Sto¨rungen, die ausgeglichen werden mu¨ssen
A = CˆAˆ+ E, E ∈ Rk×n. (2.12)
Die Eintra¨ge in E basieren einerseits auf systematischen Modellfehlern in Form von Nichtlinea-
rita¨tskorrekturen des idealisierten Gesetzes von Lambert-Beer sowie andererseits auf zufa¨lligen
Fehlern. Eine detaillierte Erla¨uterung zur Zusammensetzung der Sto¨rungen bei spektroskopi-
schen Daten erfolgt im Anhang.
2.3.4 Die Faktorisierungsaufgabe
Mit der Grundlage des Lambert-Beerschen Gesetzes in der Matrixformulierung (2.12) und unter
der Annahme E = 0 stellt sich die Gleichung A = CˆAˆ als Matrixfaktorisierungsaufgabe dar.
Ausgehend von der Matrix der Messdaten sollen die Faktoren Cˆ und Aˆ so bestimmt werden,
dass deren Produkt mo¨glichst gut A approximiert. Zugleich sind die Matrixelemente von Cˆ
und Aˆ aus physikalischen Gru¨nden (Konzentration, Absorptivita¨t) nichtnegativ. Damit ist also
eine nichtnegative Niedrigrangapproximation von A gesucht. Die Lo¨sung dieses Problems ist im
Normalfall nicht eindeutig; die Aufgabenstellung wird zu einer regularisierten nichtnegativen
Niedrigrangapproximation modifiziert.
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3 Die kontinuierliche Faktorisierungsaufgabe
In diesem Kapitel erfolgt eine Analyse des kontinuierlichen Produktansatzes. Dabei wird der
Problemstellung aus den Abschnitten 2.1 und 2.3 entsprechend eine Funktion u(x, y) zugrunde
gelegt, welche sich u¨ber (2.1) mit d = 2 und e(x, y) = 0 aus s Faktorenpaaren zusammensetzt; es
werden demzufolge nur Funktionen untersucht, zu denen eine Faktorisierung existiert. Es bleibt
die Frage nach der Eindeutigkeit der Auflo¨sung.
Im Vordergrund steht die Charakterisierung der Faktorisierung bezu¨glich der Anzahl der A¨qui-
valenzklassen von Auflo¨sungen in
”
eindeutig lo¨sbar“ und
”
mehrdeutig lo¨sbar“. Dazu werden
Zusammenha¨nge unter mo¨glichen Faktorisierungen untersucht und im Zuge dessen ein notwen-
diges und ein hinreichendes Kriterium dafu¨r formuliert, dass alle nichtnegativen Zerlegungen
a¨quivalent sind. Dabei werden bereits die notwendigen Voraussetzungen nur in seltenen Fa¨llen
erfu¨llt.
Weiter wird analysiert, unter welchen Umsta¨nden einzelne Teilfaktoren eindeutig sind. Insbe-
sondere steht im Fokus, inwiefern derartige Teileindeutigkeiten (oder analog dazu zusa¨tzliche
Restriktionen) die Vielfalt aller Faktorisierungen einschra¨nken; es wird untersucht, wie sich die
Eindeutigkeit von Teilfaktoren wi(x) oder vj(y) indirekt auf andere Teilfaktoren auswirkt. Dafu¨r
sind speziell die Zusammenha¨nge zwischen den einzelnen Teilfaktoren wi(x), vj(y), i, j = 1, ..., s,
und die Nichtnegativita¨t aller Teilfaktoren entscheidend.
3.1 Zusammenha¨nge zwischen den Faktorisierungen und ihre
Einteilung in A¨quivalenzklassen
Die Grundlage von Faktorisierungsaufgabe 2.2 bildet mit s ∈ N, w, v ∈ C(R+,Rs+) und u ∈
C(R2+,R+) ein Zusammenhang
u(x, y) =
s∑
i=1
wi(x)vi(y). (3.1)
Dabei ist jeweils die lineare Unabha¨ngigkeit der s Funktionen wi(x), i = 1, ..., s, beziehungsweise
vi(y), i = 1, ..., s, zu beachten, das heißt es existieren zwei s-Tupel x¯, y¯ ∈ Rs+ mit
det(U) = 0, U ∈ Rs×s, Ui,j = u(x¯i, y¯j), i, j = 1, ..., s,
und damit auch
det(X),det(Y ) = 0, X, Y ∈ Rs×s, Xi,j = wj(x¯i), Yi,j = vi(y¯j), i, j = 1, ..., s.
Als Vereinfachung fu¨r diesen Abschnitt werden folgende Voraussetzung und folgende Bezeich-
nung definiert. Weiter wird nur der Fall s ≥ 2 betrachtet.
Faktorisierungsvoraussetzung 3.1. Gegeben seien eine Funktion u ∈ C(R2+,R+), welche sich
wie in (3.1) mit s ≥ 2 als Produkt aus linear unabha¨ngigen Funktionen wi ∈ C(R+,R+), i =
1, ..., s, und linear unabha¨ngigen Funktionen vi ∈ C(R+,R+), i = 1, ..., s, zusammensetzt.
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Bezeichnung 3.2. Zu der Faktorisierungsvoraussetzung 3.1 sowie zwei Vektoren x¯, y¯ ∈ Rs+ mit
rank(U) = s, U ∈ Rs×s, Ui,j = u(x¯i, y¯j) sind die Funktionen uy¯, ux¯ ∈ C(R+,Rs+) definiert als
uy¯(x) = (u(x, y¯1), ..., u(x, y¯s))
T ,
ux¯(y) = (u(x¯1, y), ..., u(x¯s, y))
T .
3.1.1 Das inverse Problem
Wie in Faktorisierungsaufgabe 2.2 formuliert, ist in der Umkehrung aus (3.1) nur die Funktion
u(x, y) bekannt. Die inverse Aufgabe ist es, zu u die Zahl s ∈ N sowie eine nichtnegative Fak-
torisierung in jeweils untereinander linear unabha¨ngige Funktionen wi : R+ → R+, i = 1, ..., s,
und vi : R+ → R+, i = 1, ..., s, zu bestimmen.
Die Zahl s la¨sst sich mittels u und unter Verwendung der linearen Unabha¨ngigkeit der s Teil-
funktionen aus w(x) und v(y) untereinander bestimmen.
Lemma 3.3. Es sei die Faktorisierungsvoraussetzung 3.1 gegeben.
Die Zahl s ∈ N ist die gro¨ßte Zahl, fu¨r die es zwei Tupel x¯, y¯ ∈ Rs+ gibt mit
det(U) = 0, U ∈ Rs×s, Ui,j = u(x¯i, y¯j), i, j = 1, ..., s,
also
s = lim
m,n→∞
max
x¯ ∈ Rm+ ,
y¯ ∈ Rn+
rank ((u(x¯i, y¯j))i=1,...,m, j=1,...,n) . (3.2)
Durch die Konstruktion von u u¨ber (3.1) ist s klar definiert.
Mo¨gliche Basen der Funktionen wi(x), i = 1, ..., s, und vi(y), i = 1, ..., s, sind bei geeigneter
Wahl von x¯, y¯ ∈ Rs+, das heißt rank(U) = s,
BX = {u(x, y¯1), ..., u(x, y¯s)},
BY = {u(x¯1, y), ..., u(x¯s, y)}.
Beweis: Offensichtlich gilt (3.2). Bleibt zuna¨chst zu zeigen, dass BX eine Basis fu¨r w(x) ist.
Seien x¯, y¯ ∈ Rs so gewa¨hlt, dass rank(U) = s gilt. Weiter seien durch w˜, v˜ ∈ C(R+,Rs+) eine be-
liebige nichtnegative Faktorisierung von u gegeben und Y˜ ∈ Rs×s definiert als Y˜i,j = v˜i(y¯j), i, j =
1, ..., s. Aus rank(U) = s folgt rank(Y˜ ) = s. Dann ist mit der Bezeichnung 3.2 der Faktor w˜(x)
Lo¨sung des linearen Gleichungssystems (uy¯(x))
T = (w˜1(x), ..., w˜s(x))Y˜ , also
(w˜(x))T = (uy¯(x))
T Y˜ −1,
und BX ist ein Erzeugendensystem der Faktoren wi(x), i = 1, ..., s. Da sich u(x, y) aus s Teil-
faktoren zusammensetzt, ist BX eine Basis. Analog la¨sst sich zeigen, dass BY eine Basis fu¨r
vi(y), i = 1, ..., s, ist. 
Korollar 3.4. Seien wie in Lemma 3.3 die Tupel x¯, y¯ ∈ Rs+ geeignet gewa¨hlt mit rank(U) =
s, U ∈ Rs×s, Ui,j = u(x¯i, y¯j). Dann la¨sst sich die Aufgabenstellung auf die Bestimmung geeig-
neter Matrizen S, T ∈ Rs×s
wi(x) =
s∑
j=1
u(x, y¯j)Sj,i, i = 1, ..., s,
vi(y) =
s∑
j=1
Ti,ju(x¯j , y), i = 1, ..., s,
reduzieren.
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3.1.2 Zusammenha¨nge unter den Faktorisierungen
Es stellt sich unmittelbar die Frage nach der Eindeutigkeit der Zerlegung. Dazu wird zuna¨chst in
einer Voru¨berlegung der Zusammenhang zwischen zwei Faktorisierungen untersucht. Anschlie-
ßend werden alle nichtnegativen Faktorisierungen u¨ber die Relation aus Definition 2.7 in A¨qui-
valenzklassen eingeteilt.
Lemma 3.5. Es sei die Faktorisierungsvoraussetzung 3.1 gegeben.
Dann hat jede weitere Zerlegung von u(x, y)
u(x, y) =
s∑
i=1
w˜i(x)v˜i(y)
die Gestalt
w˜i(x) =
s∑
j=1
wj(x)(T
−1)j,i, i = 1, ..., s, (3.3a)
v˜i(y) =
s∑
j=1
Ti,jvj(y), i = 1, ..., s, (3.3b)
mit einer regula¨ren Matrix T ∈ Rs×s.
Beweis: Durch Lemma 3.3 ist klar, dass es Matrizen S, T ∈ Rs×s mit
w˜i(x) =
s∑
j=1
wj(x)Sj,i v˜i(y) =
s∑
j=1
Ti,j vj(y)
gibt. Dass diese regula¨r sind, folgt aus u(x, y) =
∑
wi(x)vi(y) =
∑
w˜i(x)v˜i(y) und der Faktori-
sierungsvoraussetzung 3.1. Es bleibt S = T−1 zu zeigen.
Seien x¯, y¯ ∈ Rs derart gewa¨hlt, dass fu¨r U ∈ Rs×s, Ui,j = u(x¯i, y¯j), gilt rank(U) = s. Weiter
seien X, X˜, Y, Y˜ ∈ Rs×s, Xi,j = wj(x¯i), X˜i,j = w˜j(x¯i), Yi,j = vi(y¯j), Y˜i,j = v˜i(y¯j), i, j = 1, ..., s.
Aus rank(U) = s folgt rank(X) = rank(Y ) = rank(X˜) = rank(Y˜ ) = s. Aus der Faktorisierungs-
voraussetzung ergibt sich
X˜Y˜ = XSTY
und es folgt, dass S = T−1 gelten muss. 
3.1.3 Die Einteilung in A¨quivalenzklassen
Um in Bezug auf die Eindeutigkeit der Faktorisierung Skalierung und Permutierung fu¨r die
einzelnen Faktoren unbeachtet zu lassen, werden alle Faktorisierungen u¨ber die Relation R aus
Definition 2.7 in A¨quivalenzklassen eingeteilt.
Nach Definition 2.7 gilt fu¨r zwei nichtnegative Faktorisierungen (w, v) und (w˜, v˜) von u
(w(x), v(y)) ∼R (w˜(x), v˜(y)) :⇔ ∃T ∈ Rs×s regula¨r mit genau s Nichtnullelementen,
so dass (3.3a) und (3.3b) erfu¨llt sind.
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3.2 Nichteindeutigkeit der Faktorisierung
”
The following rule of thumb tells when to expect a unique factoriza-
tion: if all columns of the correct unknown G and all rows of the cor-
rect unknown F contain a significant number of zeros, then the result
by PMF is unique.“, Paatero, Tapper, [67], fu¨r die diskrete Aufgabenstellung einer
nichtnegativen Matrixfaktorisierung A = GF . (PMF:
”
positive matrix factorization“)
Im vorherigen Abschnitt wurde in Lemma 3.5 die Transformationseigenschaft der Faktorisie-
rungen untersucht. Dies fu¨hrt direkt auf die Eindeutigkeitsproblematik und die Frage, unter
welchen Voraussetzungen alle mo¨glichen Faktorisierungen in derselben A¨quivalenzklasse liegen.
Dazu werden in diesem Abschnitt in Satz 3.6 notwendige und in Satz 3.8 hinreichende Kriterien
aufgestellt.
3.2.1 Notwendige Voraussetzung fu¨r eine eindeutige Faktorisierung
Als notwendige Bedingung fu¨r eine eindeutige Faktorisierung ergibt sich aus der Faktorisierungs-
forderung und der Nichtnegativita¨t der Faktoren folgendes Kriterium. Entscheidender Punkt ist
dabei, dass es keine zwei Funktionen wi, wj mit wi(x) ≥ αwj(x) fu¨r ein α > 0 sowie alle x ∈ R+
gibt. Dies wu¨rde die Subtraktion w˜i = wi−αwj ermo¨glichen, was auf eine andere nichtnegative
Faktorisierung fu¨hrt.
Satz 3.6. (Notwendige Bedingung) Seien die Faktorisierungsvoraussetzung 3.1 erfu¨llt und die
nichtnegative Faktorisierung von u(x, y) durch Funktionen wi, vi, i = 1, ..., s, bis auf Skalierung
und Sortierung eindeutig.
Dann gibt es fu¨r alle i, j ∈ {1, ..., s}, i = j, Stellen x, y ∈ R+ mit
wi(x) = 0 < wj(x),
vi(y) = 0 < vj(y),
was im Umkehrschluß heißt, dass es keine i, j ∈ {1, ..., s} und kein α > 0 gibt mit i = j und
wi(x) ≤ αwj(x), ∀ x ≥ 0, (3.4a)
oder
vi(y) ≤ αvj(y), ∀ y ≥ 0. (3.4b)
Fu¨r den Fall s = 2 ist diese Bedingung gleichzeitig hinreichend, siehe Satz 3.8.
Beweis: Es wird nur die Forderung aus (3.4b) gezeigt, die Bedingung (3.4a) fu¨r w(x) folgt
analog. Sei angenommen die Faktorisierung von u ist eindeutig und es gebe ein α > 0 sowie i, j
mit i = j und vi(y) ≤ αvj(y) fu¨r alle y ≥ 0. Die Konstruktion von w˜(x) und v˜(y) als
v˜l = vl, l ∈ {1, ..., s} \ {j}, w˜l = wl, l ∈ {1, ..., s} \ {i},
v˜j = vj − α−1vi, w˜i = wi + αwj ,
ist wegen s ≥ 2 mo¨glich. Die Funktionen w˜ und v˜ erfu¨llen die Nichtnegativita¨tsbedingungen,
rekonstruieren u(x, y) und liegen bezu¨glich der Relation R aus 2.7 nicht in derselben A¨quiva-
lenzklasse wie (w(x), v(y)). Die Transformation T aus (3.3a) und (3.3b) ist dabei
T = Is×s − α−1ejeTi .
Damit ist die Faktorisierung nicht eindeutig, was der Voraussetzung widerspricht. 
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3.2.2 Hinreichende Voraussetzung fu¨r eine eindeutige Faktorisierung
Bezu¨glich hinreichender Voraussetzungen fu¨r eine eindeutige Faktorisierung liefert Satz 3.8 eine
Aussage. Dazu wird Lemma 3.7 beno¨tigt. Dieses zeigt, dass eine regula¨re, nichtnegative Matrix
T ∈ Rs×s+ entweder genau s Nichtnullelemente entha¨lt oder eine Inverse mit einem negativen
Eintrag besitzt. Dies ist fu¨r mo¨gliche Transformationen einer Faktorisierung entscheidend um
nichtnegative Funktionen zu erhalten.
Lemma 3.7. Gegeben sei eine regula¨re Matrix T ∈ Rs×s mit Ti,j ≥ 0, i, j = 1, ..., s. Weiter
seien 1 ≤ s0, i0, i1 ≤ s und i0 = i1 mit
Ts0,i0, Ts0,i1 > 0.
Dann gibt es s1 und j0 mit
(T−1)s1,j0 < 0.
Beweis: Angenommen es gelte (T−1)i,j ≥ 0 fu¨r alle i, j = 1, ..., s. Es gilt aber
(
T T−1
)
s0,j
=
s∑
i=1
Ts0,i (T
−1)i,j = 0, ∀ j = s0,
woraus mit (T−1)i,j ≥ 0, i, j = 1, ..., s, folgt, dass
(T−1)i0,j = (T
−1)i1,j = 0, ∀ j = s0,
⇒ (T−1)i0,: = α(T−1)i1,: ⇒ det(T−1) = 0,
was der Regularita¨t von T widerspricht. 
Satz 3.8. (Hinreichende Bedingung) Es sei die Faktorisierungsvoraussetzung 3.1 gegeben. Wei-
ter sei (w, v) eine nichtnegative Faktorisierung von u und es gebe x¯, y¯, , ε ∈ Rs+, i, εi > 0, i =
1, ..., s, mit
wi(x¯j) = iδi,j , ∀ i, j = 1, ..., s, (3.5a)
vi(y¯j) = εiδi,j, ∀ i, j = 1, ..., s, (3.5b)
und dem Kronecker-Delta δi,j .
Dann sind alle nichtnegativen Faktorisierungen von u a¨quivalent.
Beweis: Mittels (3.5a) ergibt sich fu¨r jede weitere nichtnegative Faktorisierung (w˜(x), v˜(y)) eine
Transformationsmatrix T−1 aus (3.3a) als nichtnegativ. Ebenso folgt aus (3.5b) und (3.3b), dass
T nichtnegativ ist. Die Matrix T ist regula¨r und kann damit nach Lemma 3.7 nur s Elemente
gro¨ßer Null besitzen, damit liegen (w(x), v(y)) und (w˜(x), v˜(y)) in einer A¨quivalenzklasse. 
Weiter stellt sich durch die zusammengetragenen Bedingungen bezu¨glich der Eindeutigkeit die
Frage, wie anhand von u(x, y) entschieden werden kann, ob eine Zerlegung eindeutig ist.
Bemerkung 3.9. Einerseits kann, sofern eine Zerlegung bekannt ist, unter Anwendung von Satz
3.8 mittels dieser entschieden werden, ob das Problem nur eine A¨quivalenzklasse an Auflo¨sungen
besitzt oder nicht. Andererseits kann eine Funktion als eindeutig faktorisierbar deklariert werden,
falls es x¯, y¯ ∈ Rs+ und ε ∈ (R+ \ {0})s gibt mit
u(x¯i, y¯j) = εiδi,j.
Als Faktorisierung ergibt sich dabei unmittelbar
w(x) = uy¯(x), v(y) = diag(ε
−1
1 , ..., ε
−1
s )ux¯(y).
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Abbildung 3.1: Dargestellt sind die Funktionen w(x), v(y) und u(x, y) aus Beispiel 3.10. Die
hinreichenden Voraussetzungen fu¨r eine eindeutige Faktorisierung sind erfu¨llt; es lassen sich
keine nichtnegativen Differenzen unter den einzelnen Teilfaktoren bilden. Alle Faktorisierungen
liegen in derselben A¨quivalenzklasse.
Zur Veranschaulichung der notwendigen und hinreichenden Kriterien sollen die beiden folgenden
Beispiele dienen.
Beispiel 3.10. (Eindeutige Faktorisierung) Es sei eine Faktorisierung aus s = 2 Teilfaktoren
gegeben. Dazu seien die Intervalle x ∈ [0, 12π] und y ∈ [0, 32π] und die Faktoren
w(x) =
(
sin2(x)
cos2(x)
)
, v(y) =
(
max(sin(y), 0)
max(sin(y − 12π), 0)
)
gewa¨hlt. Die Faktoren und die resultierende Funktion u(x, y) = (w(x))T v(y) sind in Abbildung
3.1 dargestellt.
Die Faktoren erfu¨llen die Voraussetzungen aus Satz 3.8. Somit liegen alle Faktorisierungen von
u(x, y) in derselben A¨quivalenzklasse.
Beispiel 3.11. (Keine eindeutige Faktorisierung) Etwas abgewandelt zu Beispiel 3.10 ist fol-
gendes Problem. Als Intervalle sind erneut x ∈ [0, 12π] und y ∈ [0, 32π] gewa¨hlt. Die Faktoren
w(x) =
(
sin2(x)
1
4 sin
2(2x)
)
, v(y) =
(
max(sin(y), 0)
max(sin(y − 12π), 0)
)
erfu¨llen die notwendigen Voraussetzung aus Satz 3.6 nicht. Die Differenz w1(x)−αw2(x) ist fu¨r
α ∈ [0, 1] auf dem Intervall x ∈ [0, 12π] nichtnegativ. Es lassen sich mit
(wˆα(x))
T = (w(x))T
(
1 0
−α 1
)
, vˆα(y) =
(
1 0
α 1
)
v(y)
weitere nichtnegative Faktorisierungen von u = wT v bilden, siehe dazu auch Abbildung 3.2.
Anzumerken ist, dass alle nichtnegativen Faktorisierungen unskaliert die Teilfaktoren w2(x) und
v1(y) enthalten. Die Zusammenha¨nge dazu werden spa¨ter in den Sa¨tzen 3.15 und 3.19 unter-
sucht.
3.2.3 Abschwa¨chung der hinreichenden Bedingung
Die hinreichenden Voraussetzungen an u(x, y) fu¨r nur eine A¨quivalenzklasse an Faktorisierungen
lassen sich geringfu¨gig abschwa¨chen. Dazu sei zuna¨chst das Lemma 3.12 gezeigt sowie anschlie-
ßend Satz 3.13 formuliert.
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Abbildung 3.2: Dargestellt sind oben die Funktionen w, v aus Beispiel 3.11. Die notwendigen
Voraussetzungen fu¨r eine eindeutige Faktorisierung sind nicht erfu¨llt; es existieren mehrere A¨qui-
valenzklassen von Faktorisierungen. Zwei zu (w, v) alternative Lo¨sungen sind unten mit (wˆα, vˆα)
fu¨r α = 0.5 und α = 1 dargestellt. Anmerkung: Zu einer Faktorisierung der Funktion u = wT v
ergeben sich die Teilfaktoren w2 und v1 als eindeutig, vergleiche dazu mit den Sa¨tzen 3.15 und
3.19.
Lemma 3.12. Sei T ∈ Rs×s regula¨r und fu¨r ein i0 ∈ {1, ..., s} gelte Ti,i0 ≥ 0 fu¨r i = 1, ..., s.
Dann besitzt T (mindestens) eine der beiden folgenden Eigenschaften.
a) Es gibt genau ein i mit Ti,i0 > 0 oder
b) es gibt i, j mit (T−1)i,j < 0.
Beweis: Seien o.B.d.A. i0 = 1 und I = {i : Ti,1 > 0}. Gilt Eigenschaft b) nicht (das heißt
(T−1)i,j ≥ 0, ∀i, j), so folgt daraus
(T−1)j,i = 0, ∀ j = 2, ..., s, i ∈ I,
und es gilt
rank((T−1)1:s,I) = 1.
Da T regula¨r ist, ergibt dies wiederum, dass |I| = 1 sein muss, also besitzt T die Eigenschaft a),
sofern Eigenschaft b) auf T nicht zutrifft. 
Damit la¨sst sich eine erste Abschwa¨chung der Voraussetzungen aus Satz 3.8 fu¨r einen der Fak-
toren formulieren.
Satz 3.13. Es sei die Faktorisierungsvoraussetzung 3.1 gegeben. Weiter sei (w, v) eine nichtne-
gative Faktorisierung von u und es gelte eine der folgenden Bedingungen.
1. Es gibt x¯, y¯, y˜, , ε ∈ Rs+ mit i, εi > 0, i = 1, ..., s, und j0 ∈ {1, ..., s}, so dass
wi(x¯j) = iδi,j, ∀ i, j ∈ {1, ..., s}, (3.6a)
vi(y¯j) = εiδi,j, ∀ i, j ∈ {1, ..., s}, j = j0, (3.6b)
vi(y˜i) = 0, vj0(y˜i) > 0, ∀ i ∈ {1, ..., s}, i = j0. (3.6c)
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2. Es gibt x¯, y¯, x˜, , ε ∈ Rs+ mit i, εi > 0, i = 1, ..., s, und j0 ∈ {1, ..., s}, so dass
wi(x¯j) = iδi,j , ∀ i, j ∈ {1, ..., s}, j = j0,
vi(y¯j) = εiδi,j , ∀ i, j ∈ {1, ..., s},
wi(x˜i) = 0, wj0(x˜i) > 0, ∀ i ∈ {1, ..., s}, i = j0.
Dann sind alle nichtnegativen Faktorisierungen von u a¨quivalent.
Beweis: Da die Voraussetzungen an die Faktoren komplementa¨r sind, beschra¨nkt sich der Beweis
auf die 1. Bedingung. Angenommen es existieren zwei Faktorisierungen (w(x), v(y)), (w˜(x), v˜(y))
und die zugeho¨rige Transformationsmatrix aus (3.3a) und (3.3b) ist keine permutierte Diago-
nalmatrix. Aus (3.6a) folgt, dass T−1 komponentenweise nichtnegativ sein muss. Soll T−1 keine
permutierte Diagonalmatrix sein, muss T nach Lemma 3.7 negative Eintra¨ge besitzen, wobei
dafu¨r durch die Bedingung aus (3.6b) nur Eintra¨ge der Spalte j0 in Frage kommen. Sei dazu
i0 so gewa¨hlt, dass Ti0,j0 < 0 gilt. Aufgrund von (3.6c) muss es weiter j1, j2 mit j1 = j2 und
Ti0,j1, Ti0,j2 > 0 geben. Aus der Regularita¨t von T und Ti,j ≥ 0, ∀i, ∀j = j0, (wegen (3.6b))
folgt, dass ∃i1 : i1 = i0, Ti1,j1 > 0 oder Ti1,j2 > 0. Sei o.B.d.A Ti1,j1 > 0. Da mit Ti0,j1
und Ti1,j1 mindestens zwei Elemente aus Spalte j1 positiv sowie alle weiteren nichtnegativ sind,
folgt nach Lemma 3.12, dass T−1 einen negativen Eintrag besitzen muss. Das widerspricht der
Nichtnegativita¨t von w˜(x) in Verbindung mit der Voraussetzung aus (3.6a). 
Zur Veranschaulichung der Aussage des Lemmas 3.13 ist in Beispiel 3.14 eine Funktion konstru-
iert, welche nur eine A¨quivalenzklasse an Faktorisierungen besitzt.
Beispiel 3.14. (Eindeutige Faktorisierung) Zu α ∈ R ist die Hilfsfunktion φα : R+ → R+
definiert als
φα(x) =
{
sin2(π(x− α)) fu¨r α ≤ x < α + 1,
0 sonst.
Mit s = 3 sind dazu die Faktoren
w(x) = (φ0(x), φ1(x), φ2(x))
T ,
v(y) = (φ0(y) + φ2(y), φ1(y) + φ3(y), φ2(y) + φ3(y))
T
gewa¨hlt. Dann sind alle Faktorisierungen von
u(x, y) =w1(x)v1(y) + w2(x)v2(y) + w3(x)v3(y)
a¨quivalent und liegen in der A¨quivalenzklasse [(w, v)]R. Die Faktorisierung erfu¨llt dabei die erste
Bedingung aus Satz 3.13.
Eine Auswertung von u an den Stu¨tzstellen x¯ = (1/2, 3/2, 5/2), y¯ = (1/2, 3/2, 5/2, 7/2) fu¨hrt
auf die Matrix
A =
⎛
⎝ 1 0 1 00 1 0 1
0 0 1 1
⎞
⎠ =
⎛
⎝ 1 0 00 1 0
0 0 1
⎞
⎠
⎛
⎝ 1 0 1 00 1 0 1
0 0 1 1
⎞
⎠ .
Fu¨r die spa¨ter untersuchte diskrete Problemstellung einer Matrixfaktorisierung werden die Zer-
legungen ebenfalls in A¨quivalenzklassen eingeteilt. Mit R aus Definition 4.13 besitzt A nur eine
A¨quivalenzklasse von Faktorisierungen, na¨mlich [(I3, A)]R.
Die in Satz 3.13 formulierten Bedingungen ließen sich auch weiter auf disjunkte Teilfaktorisierun-
gen von u(x, y) ausweiten. Mit disjunkten Teilfaktorisierungen ist gemeint, dass es eine disjunkte
Zerlegung I1, ..., I von I = {1, ..., s} derart gibt, dass fu¨r alle j = 1, ..., 
 fu¨r die Teilfunktionen
wi, vi, i ∈ Ij die Voraussetzungen von Satz 3.13 gelten und an den zugeho¨rigen Stellen x¯, y¯, y˜
beziehungsweise x¯, y¯, x˜ die Funktionen wi, vi, i /∈ I verschwinden.
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Abbildung 3.3: Dargestellt sind die Funktionen w, v und u aus Beispiel 3.14. Die hinreichenden
Voraussetzungen fu¨r eine eindeutige Faktorisierung aus Satz 3.13 sind erfu¨llt. Alle Faktorisie-
rungen liegen in derselben A¨quivalenzklasse.
3.3 Einschra¨nkungen der Menge aller Faktorisierungen
In den Sa¨tzen 3.6 und 3.8 sind Bedingungen an die Faktoren formuliert, so dass alle mo¨gli-
chen Faktorisierungen in derselben A¨quivalenzklasse liegen. Diese Bedingungen sind sehr ein-
schra¨nkend und nur in Sonderfa¨llen erfu¨llt. Unabha¨ngig davon la¨sst sich unter Gu¨ltigkeit be-
stimmter Voraussetzungen an die Ausgangsfaktoren die Vielfalt der mo¨glichen Faktorisierungen
einschra¨nken.
In diesem Abschnitt werden Zusammenha¨nge unter den einzelnen Faktoren untersucht. Insbeson-
dere werden Eingrenzungen der Menge aller Auflo¨sungen analysiert. Anhand der Untersuchungen
ist es mo¨glich, Einschra¨nkungen an einzelne Teilfaktoren anzugeben, welche durch zusa¨tzliche
Restriktionen (an die Faktoren) hervorgerufen werden.
3.3.1 Eindeutigkeit der Auflo¨sung in einem Teilfaktor
Die hinreichenden Bedingungen fu¨r eine eindeutige Faktorisierung sind insbesondere dadurch
sehr einschra¨nkend, dass starke Forderungen an w und an v gestellt werden. Unter bestimmten
Gegebenheiten fu¨hrt jedoch bereits die Voraussetzung fu¨r nur einen Faktor auf eine Eindeutigkeit
in einem Teilfaktor wi0 oder vi0 . Eine solche Einschra¨nkung liefert der folgende Satz.
Satz 3.15. Es sei die Faktorisierungsvoraussetzung 3.1 erfu¨llt. Weiter sei (w, v) eine nichtnega-
tive Faktorisierung von u und es gebe y¯ ∈ Rs+,  ∈ (R+ \ {0})s sowie i0 ∈ N, x0 ∈ R+ mit
wi(x0) = 0, wi0(x0) > 0, ∀ i = 1, ..., s, i = i0,
vi(y¯j) = iδi,j , ∀ i, j = 1, ..., s.
Sei (w˜(x), v˜(y)) eine beliebige nichtnegative Faktorisierung von u(x, y).
Dann gibt es ein j0 und ein α > 0, so dass gilt
v˜j0(y) = αvi0(y).
Weiter gilt
w˜j(x0) = α
−1δj0,jwi0(x0), ∀j = 1, ..., s.
Beweis: Es gelten mit einer regula¨ren Matrix T ∈ Rs×s die Beziehungen aus (3.3a) und (3.3b)
und es gilt
w˜i(x0) =
s∑
j=1
wj(x0)(T
−1)j,i ≥ 0, i = 1, ..., s,
⇒ (T−1)i0,i ≥ 0, i = 1, ..., s.
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Nach Lemma 3.12 gilt fu¨r T eine der beiden folgenden Aussagen
a) ∃! j0 : (T−1)i0,j0 > 0 oder
b) ∃ i1, j1 : Ti1,j1 < 0.
Angenommen T besitzt Eigenschaft b), dann folgt daraus
v˜i1(y¯j1) =
s∑
l=1
Ti1,lvl(y¯j1) = Ti1,j1vj1(y¯) = Ti1,j1j1 < 0,
was der Nichtnegativita¨t von v˜ widerspricht. Damit kann Eigenschaft b) nicht gelten und es muss
a) erfu¨llt sein. Sei gerade α−1 := (T−1)i0,j0 > 0, wegen (T
−1)i0,j = 0 fu¨r alle j = 1, ..., s, j = j0,
hat Tj0,: ebenfalls nur ein Element ungleich Null, na¨mlich Tj0,i0 = α, woraus folgt
v˜j0(y) =
s∑
i=1
Tj0,ivi(y) = αvi0(y).
Fu¨r w˜ gilt
w˜j(x0) =
s∑
i=1
(T−1)i,jwi(x0), j = 1, ..., s,
= (T−1)i0,jwi0(x0), j = 1, ..., s,
= α−1δj0,jwi0(x0), j = 1, ..., s.

Fazit 3.16. Erfu¨llen die Teilfaktoren aus v(y) die Bedingungen (3.5b) und liegt zusa¨tzlich der
Teilfaktor vi0(y) an einer Stelle x0 isoliert vor, so ergibt sich die Funktion vi0(y) abgesehen von
Skalierung und Sortierung eindeutig in der Faktorisierung.
Beispiel 3.17. Die Faktorisierung der Funktion u aus Beispiel 3.11 ist nicht eindeutig. Nach
Satz 3.15 findet sich jedoch der Teilfaktor v1(y) in jeder Faktorisierung wieder, vergleiche auch
Abbildung 3.2. Fu¨r die Anwendung der Voraussetzungen aus Satz 3.15 lassen sich y¯ = (π/2, π)T ,
 = (1, 1)T , i0 = 1, x0 = π/2 wa¨hlen.
Bemerkung 3.18. Der Satz 3.15 ist die Verallgemeinerung von Satz 3.8. Werden die Vor-
aussetzungen aus Satz 3.15 fu¨r alle i0 = 1, ..., s (mit jeweils zugeho¨rigen x
(i)
0 ∈ R+) erfu¨llt,
so liegt die Bedingung aus (3.5a) vor und die gesamte Faktorisierung ist eindeutig. Dabei folgt
nach Satz 3.15 aus der Existenz der Stellen x
(i)
0 zuna¨chst nur Eindeutigkeit in den Funktionen
vi, i = 1, ..., s. Unmittelbar klar ist damit jedoch auch die Eindeutigkeit von w, vergleiche auch
Lemma 3.32.
3.3.2 Einschra¨nkungen an die Faktorisierung durch Eindeutigkeit oder Kenntnis
einiger Teilfaktoren
Unter Umsta¨nden sind an die Faktorisierung der Funktion u(x, y) zusa¨tzliche Restriktionen
durch spezielle Kenntnisse u¨ber einige der Teilfaktoren gestellt. Direkte Restriktionen an einige
Teilfaktoren schra¨nken indirekt auch andere Teilfaktoren ein. Gleiches gilt, falls einige Teilfakto-
ren in der Faktorisierung eindeutig sind. Derartige Zusammenha¨nge zwischen den Faktoren w(x)
und v(y) und die Auswirkungen von Restriktionen oder der Eindeutigkeit einiger Teilfaktoren
auf die gesamte Faktorisierung werden in diesem Teilabschnitt untersucht.
Aus der Kenntnis oder Eindeutigkeit von beispielsweise wi(x), i = 1, ..., s0 < s, lassen sich
einerseits Einschra¨nkungen fu¨r die komplementa¨ren Funktionsteile vj(y), j = s0 +1, ..., s, sowie
andererseits auch fu¨r die zugeho¨rigen Funktionsteile vj(y), j = 1, ..., s0, schlussfolgern.
3.3 Einschra¨nkungen der Menge aller Faktorisierungen 23
Zusammenhang zwischen komplementa¨ren Funktionenteilen
Inwiefern die komplementa¨ren Teilfaktoren wi(x), i = 1, ..., s0 < s, und vj(y), j = s0 + 1, ..., s,
in Verbindung zueinander stehen, zeigt zuna¨chst der Satz 3.19 sowie dessen Verallgemeinerung
Korollar 3.21.
Satz 3.19. Es seien die Faktorisierungsvoraussetzung 3.1 erfu¨llt und x¯, y¯ ∈ Rs+ so gewa¨hlt,
dass rank(U) = s mit Ui,j = u(x¯i, y¯j), i, j = 1, ..., s. Weiter bezeichne X ∈ Rs×s die gesuchten
Auswertungen Xi,j = wj(x¯i) und es sei U˜ Σ˜V˜
T = U eine Singula¨rwertzerlegung von U .
Sind die Faktoren wi(x), i = 1, ..., s− 1, und somit auch X:,1:s−1 bekannt, so ergibt sich mit der
Bezeichnung aus 3.2 fu¨r vs(y) ein eindimensionaler Untervektorraum
vs(y) ∈
{
f(y) = t¯T V˜ TU−1ux¯(y) : t¯ ∈ Rs, t¯ ∈ ker((Σ˜−1U˜TX:,1:s−1)T )
}
, (3.7)
das heißt einzig die Skalierung ist unbekannt.
Beweis: Bezeichne Y ∈ Rs×s die unbekannten Auswertungen Yi,j = vi(y¯j). Desweiteren sind
U˜ , Σ˜, V˜ ∈ Rs×s und aus rank(U) = s folgt, dass rank(X) = rank(Y ) = rank(Σ˜) = s. Es gibt
eine eindeutig bestimmte regula¨re Matrix T ∈ Rs×s mit
U = U˜ Σ˜T︸ ︷︷ ︸
X
T−1V˜ T︸ ︷︷ ︸
Y
, (3.8)
wobei gilt
T:,1:s−1 = Σ˜
−1U˜TX:,1:s−1.
Der Teilfaktor vs(y) ergibt sich (vergleiche Lemma 3.3) mit einem b ∈ Rs als
vs(y) = b
Tux¯(y).
Weiter gilt mit einem t¯ ∈ Rs, t¯ ∈ ker(T T:,1:s−1) = ker((Σ˜−1U˜TX:,1:s−1)T ),
Ys,: = b
TU = t¯T V˜ T
und mit bT = t¯T V˜ TU−1 folgt
vs(y) =
s∑
i=1
(
t¯T V˜ TU−1
)
i
u(x¯i, y).

Korollar 3.20. Analog gilt Satz 3.19 auch fu¨r bekannte Faktoren vi(y), i = 1, ..., s − 1. Seien
dazu die Matrizen U, U˜ , Σ˜, V˜ definiert wie in Satz 3.19 und Yi,j = vi(x¯j), i = 1, ..., s − 1, j =
1, ..., s, bekannt.
Dann gilt mit der Bezeichnung aus 3.2
ws(x) ∈
{
f(x) = (U−1U˜ Σ˜t)Tuy¯(x) : t ∈ Rs, t ∈ ker(Y1:s−1,:V˜ )
}
.
Der Satz 3.19 zeigt, dass sich aus der Kenntnis von wi(x), i = 1, ..., s − 1, ein eindimensionaler
Untervektorraum fu¨r vs(y) bestimmen la¨sst und lediglich die Skalierung von vs(y) unbekannt
ist. Eine Verallgemeinerung dessen la¨sst sich ebenfalls angeben.
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Korollar 3.21. Es seien die Faktorisierungsvoraussetzung 3.1 erfu¨llt und x¯, y¯ ∈ Rs+ so gewa¨hlt,
dass rank(U) = s mit Ui,j = u(x¯i, y¯j), i, j = 1, ..., s. Weiter bezeichne X ∈ Rs×s die gesuchten
Auswertungen Xi,j = wj(x¯i) und sei U˜ Σ˜V˜
T = U eine Singula¨rwertzerlegung von U .
Sind die Faktoren wi(x), i = 1, ..., s0 < s, und damit auch X:,1:s0 bekannt, so ergibt sich fu¨r
vj(y), j = s0 + 1, ..., s, folgender Untervektorraum der Dimension s− s0
vj(y) ∈
{
f(y) = t¯T V˜ TU−1ux¯(y) : t¯ ∈ Rs, t¯ ∈ ker((Σ˜−1U˜TX:,1:s0)T )
}
, j = s0 + 1, ..., s.
Insbesondere gilt also fu¨r die gesuchten Funktionen
(vs0+1(y), ...., vs(y))
T = T¯ T V˜ TU−1ux¯(y)
mit einer Matrix T¯ ∈ Rs×(s−s0) vom Rang s− s0 und
T¯ ∈ ker((Σ˜−1U˜TX:,1:s0)T ).
Bemerkung 3.22. Analog zu Korollar 3.21 folgt aus bekannten Faktoren vi(y), i = 1, ..., s0 < s,
mit den Bezeichnungen aus Korollar 3.20
wj(x) ∈
{
f(x) = (U−1U˜ Σ˜t)Tuy¯(x) : t ∈ Rs, t ∈ ker(Y1:s−1,:V˜ )
}
, j = s0 + 1, ..., s.
Beispiel 3.23. Das Beispiel 3.17 zeigt eine Anwendung von Satz 3.15. In der Faktorisierung
der Funktion u(x, y) = (w(x))T v(y) aus Beispiel 3.11 ist der Faktor v1(y) eindeutig und kann
somit als bekannt angesehen werden. Nach Korollar 3.20 ist auch w2(x) eindeutig, siehe dazu
auch Abbildung 3.2.
Zusammenhang zwischen zugeordneten Teilfunktionen
Zusa¨tzlich zu den untersuchten Zusammenha¨ngen unter den komplementa¨ren Teilfunktionen las-
sen sich aus der Kenntnis einer Funktion wi0(x) auch bedingt Ru¨ckschlu¨sse auf den zugeho¨rigen
Teilfaktor vi0(y) ziehen. Insgesamt ergibt sich ein affiner Raum der Dimension s − 1 fu¨r vi0(y).
Dazu ist der Satz 3.25 sowie vorbereitend das Lemma 3.24 als Vereinfachung der Sherman-
Morrison-Woodbury Formel, [22], formuliert.
Lemma 3.24. (Sherman-Morrison-Woodbury, siehe beispielsweise [22]) Seien u, v ∈ Rs. Die
Matrix Is − uvT ∈ Rs×s ist genau dann regula¨r, wenn gilt vTu = 1.
Beweis: Sei zuna¨chst Is − uvT regula¨r angenommen. Fu¨r den Fall u = 0 ist nichts zu zeigen,
fu¨r u = 0 gilt
(0, ..., 0)T = (Is − uvT )u = u− uvTu = u(1− vTu) ⇒ 1− vTu = 0.
Sei weiter (1− vTu) = 0 und Is − uvT nicht regula¨r angenommen. Dann muss v = 0 gelten und
es gibt ein x ∈ Rs \ {0} mit
(0, ..., 0)T = (Is − uvT )x.
Damit gilt weiter vTx = 0 und
0 = vT (Is − uvT )x = vTx− vTuvTx = (1− vTu)vTx,
was weiter 1 − vTu = 0 folgert und einen Widerspruch zur Annahme bedeutet. Damit muss
Is − uvT regula¨r sein. 
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Satz 3.25. Es seien die Faktorisierungsvoraussetzung 3.1 erfu¨llt und x¯, y¯ ∈ Rs+ so gewa¨hlt,
dass rank(U) = s mit Ui,j = u(x¯i, y¯j), i, j = 1, ..., s. Weiter bezeichne X ∈ Rs×s die gesuchten
Auswertungen Xi,j = wj(x¯i) und sei U˜ Σ˜V˜
T = U eine Singula¨rwertzerlegung von U .
Ist der Faktor wi0(x) und damit auch X:,i0 bekannt, so ergibt sich mit der Bezeichnung aus 3.2
und t = Σ˜−1U˜TX:,i0 fu¨r vi0(y) der (s− 1)-dimensionale affine Raum V(i0),
vi0(y) ∈ V(i0) =
{
f(y) = t¯T V˜ TU−1ux¯(y) : t¯ ∈ Rs, 0 = 1− tT t¯
}
. (3.9)
Beweis: Sei Y ∈ Rs×s definiert wie im Beweis von Satz 3.19 als Yi,j = vi(y¯j). Mit wi0(x) ist in
Gleichung (3.8) die Spalte i0 der Matrix T als
t = T:,i0 = Σ˜
−1U˜TX:,i0
bekannt. Weiter gilt fu¨r t¯ ∈ Rs, t¯T = (T−1)i0,:
rank(U −X:,i0Yi0,:) < s⇔ rank(U˜ Σ˜V˜ T − U˜ Σ˜tt¯T V˜ T ) < s
⇔ rank(Is − tt¯T ) < s
und mit Hilfe von Lemma 3.24
⇔ 0 = 1− tt¯T .
Durch ru¨ckwa¨rtige Substitution analog zum Beweis von Satz 3.19 folgt der Zusammenhang aus
(3.9). 
Die Idee aus Satz 3.25 la¨sst sich von wi0(x) auf vi0(y) u¨bertragen.
Wie Satz 3.25 zeigt, ergibt sich bei Kenntnis einer Funktion wi0(x) fu¨r die entsprechend zu-
geho¨rige Funktion vi0(y) ein affiner Unterraum der Dimension s − 1. Dieser la¨sst sich unter
Umsta¨nden noch weiter einschra¨nken.
Korollar 3.26. Es seien die Faktorisierungsvoraussetzung 3.1 erfu¨llt und x¯, y¯ ∈ Rs+ so gewa¨hlt,
dass rank(U) = s mit Ui,j = u(x¯i, y¯j), i, j = 1, ..., s. Weiter sei U˜ Σ˜V˜
T = U eine Singula¨rwert-
zerlegung von U .
Ist zusa¨tzlich eine Teilmenge I ⊂ {1, ..., s} bekannt, so dass fu¨r den Teilfaktor vi0(y) gilt vi0(y¯i) =
0, ∀ i ∈ I, so la¨sst sich fu¨r t¯ aus (3.9) die Einschra¨nkung
vi0(y) ∈
{
f(y) = t¯T V˜ TU−1ux¯(y) : t¯ ∈ Rs, t¯T V˜ Ti,: = 0, ∀ i ∈ I
}
(3.10)
angeben.
Nach Korollar 3.21 la¨sst sich der Unterraum fu¨r vi0 noch weiter einschra¨nken. Seien dazu außer
wi0(y) weitere Teilfaktoren wj(x), j ∈ J, mit J ⊂ {1, ..., s} \ {i0} bekannt. Daraus folgt die
zusa¨tzliche Einschra¨nkung
vi0(y) ∈
{
f(y) = t¯T V˜ TU−1ux¯(y) : t¯ ∈ Rs,
(
Σ˜−1U˜TX:,j
)T
t¯ = 0, ∀ j ∈ J
}
. (3.11)
Bemerkung 3.27. Die Bedingungen aus (3.10) und (3.11) sind unter Umsta¨nden untereinander
abha¨ngig. Fu¨r den Fall, dass sich die Funktionen u(x, y¯i), i ∈ I, mit I aus Korollar 3.26 nur
aus bekannten Faktoren wj(x), j ∈ J, mit J zu (3.11) zusammensetzen, also v(y¯i) = 0 fu¨r alle
i ∈ I, 
 ∈ {1, ..., s} \ J, gilt, folgt aus(
Σ˜−1U˜TX:,j
)T
t¯ = 0, ∀ j ∈ J,
unmittelbar
t¯T V˜ T:,i = 0, ∀ i ∈ I.
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Obere und untere Einhu¨llende einzelner Funktionenteile
Weiterhin gelten natu¨rlich die Nichtnegativita¨tsbedingungen
vi0(y) ∈
{
f(y) = t¯Tux¯(y) : t¯ ∈ Rs, t¯Tux¯(y) ≥ 0, ∀ y ∈ R+
}
.
Fu¨r die Systemrestriktion eines bekannten Teilfaktors wi0(x) la¨sst sich zusa¨tzlich eine obere
Schranke fu¨r den zugeordneten Teilfaktor vi0(y) angeben.
Korollar 3.28. Es sei die Faktorisierungsvoraussetzung 3.1 erfu¨llt. Ist wi0(x) bekannt, so gilt
zusa¨tzlich zu (3.9)
vi0(y) ∈
{
f(y) = t¯Tux¯(y) : t¯ ∈ Rs, t¯Tux¯(y) ≤ v¯i0(y), ∀ y ∈ R+
}
mit der oberen Einhu¨llenden v¯i0 : R+ → R+,
v¯i0(y) = inf
x ∈ R+
wi0(x) > 0
u(x, y)
wi0(x)
,
wobei 0 ≤ wi0(x) und ∃x0 ∈ R+ : wi0(x0) > 0 klar ist.
Beispiel 3.29. Erneut sei das Beispiel 3.11 mit den Faktoren w(x) und v(y) untersucht. Nach
den Sa¨tzen 3.15 und 3.19 ist der Faktor w2(x) bis auf Skalierung und Sortierung eindeutig.
Ohne Beschra¨nkung der Allgemeinheit seien die Skalierung identisch und die Sortierung wˆ2(x) =
w2(x). Nach Satz 3.25 gilt fu¨r jede nichtnegative Faktorisierung (wˆ, vˆ) von u, dass
vˆ2(y) ∈ V(i2) = {αmax(sin(y), 0) +max(sin(y − π/2), 0) : α ∈ R}.
Die Anwendung von Korollar 3.28 fu¨hrt auf die obere Einhu¨llende v¯2(y) = v1(y) + v2(y). Zu-
sammen mit der Nichtnegativita¨t von vˆ2 la¨sst sich von dem affinen Raum V(i2) die Menge
{αmax(sin(y), 0) + max(sin(y − π/2), 0) : α ∈ [0, 1]} (3.12)
relevanter Lo¨sungen vˆ2(y) abspalten. In Abbildung 3.4 sind ausgewa¨hlte Funktionen dieser Menge
dargestellt.
Zusammenfassung aller Einschra¨nkungen fu¨r zusammengeho¨rige Teilfaktoren
Die aufgefu¨hrten Zusatzkenntnisse lassen sich zu Resultat 3.30 zusammenfassen.
Resultat 3.30. Seien die Voraussetzungen aus Satz 3.25 sowie Korollar 3.26 erfu¨llt, die Be-
zeichnungen ebenfalls wie in 3.25 und 3.26 gewa¨hlt und J gegeben wie zu (3.11).
Zusammenfassend ergibt sich fu¨r vi0 die Darstellung
vi0(y) = t¯
T V˜ TU−1ux¯(y)
mit t¯ ∈ Rs und den Einschra¨nkungen
0 = 1− (Σ˜−1U˜TX:,i0)T t¯,
t¯T V˜ Ti,: = 0, ∀ i ∈ I,
(Σ˜−1U˜TX:,j)
T t¯ = 0, ∀ j ∈ J,
0 ≤ t¯T V˜ TU−1ux¯(y) ≤ inf
x∈R+,wi0 (x)>0
u(x, y)
wi0(x)
, ∀ y ∈ R+.
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Abbildung 3.4: Dargestellt sind mo¨gliche Teilfaktoren vˆ2(y) = v
(α)
2 (y) einer nichtnegativen Fak-
torisierung von u aus Beispiel 3.11 und Beispiel 3.29. Der Teilfaktor ist wie in (3.12) mit dem
Parameter α konstruiert.
Ebenso la¨sst sich der umgekehrte Fall fu¨r den Faktor w zusammenfassen.
Resultat 3.31. Es sei die Faktorisierungsvoraussetzung 3.1 erfu¨llt. Seien x¯, y¯ ∈ Rs+ so gewa¨hlt,
dass rank(U) = s mit Ui,j = u(x¯i, y¯j), i, j = 1, ..., s. Weiter bezeichne Y ∈ Rs×s die gesuchten
Auswertungen Yi,j = vi(y¯j) und sei U˜ Σ˜V˜
T = U eine Singula¨rwertzerlegung von U . Dazu seien
der Faktor vi0(y) und damit auch Yi0,: bekannt und es gebe weiter Teilmengen I, J ⊂ {1, ..., s},
i0 /∈ J , so dass wi0(x¯i) = 0 fu¨r alle i ∈ I gilt und vj(y) fu¨r j ∈ J bekannt sind.
Dann besitzt wi0 folgende Darstellung
wi0(x) = (U
−1U˜ Σ˜t)Tuy¯(x)
mit t ∈ Rs und den Einschra¨nkungen
0 = 1− Yi0,:V˜ t,
U˜i,:Σ˜t = 0, ∀ i ∈ I,
Yj,:V˜ t = 0, ∀ j ∈ J,
0 ≤ (U−1U˜ Σ˜t)Tuy¯(x) ≤ inf
y∈R+,vi0 (y)>0
u(x, y)
vi0(y)
, ∀ x ∈ R+.
3.3.3 Die Faktorisierung unter Kenntnis eines kompletten Blocks von Faktoren
Lo¨sen la¨sst sich die Schwierigkeit der uneindeutigen Faktorisierung, indem das Problem durch
Zusatzkenntnisse leicht abgewandelt wird. Ist neben u(x, y) auch entweder w(x) oder v(y) be-
kannt, so la¨sst sich der fehlende Faktor trivialerweise eindeutig bestimmen, inklusive expliziter
Kenntnis u¨ber Skalierung und Sortierung.
Lemma 3.32. Es sei die Faktorisierungsvoraussetzung 3.1 erfu¨llt. Von der Zerlegung sei bereits
der Teil w ∈ C(R+,Rs+) beziehungsweise v ∈ C(R+,Rs+) bekannt.
Dann la¨sst sich dazu eindeutig v(y) beziehungsweise w(x) bestimmen.
Beweis: Seien zuna¨chst der Fall des bekannten Faktors w(x) angenommen und dazu x¯, y¯ ∈ Rs+
so gewa¨hlt, dass det(U) = 0 mit U ∈ Rs×s, Ui,j = u(x¯i, y¯j). Weiter sei X ∈ Rs×s, Xi,j = wj(x¯i).
Nach Lemma 3.3 la¨sst sich v(y) mit einer regula¨ren Matrix T ∈ Rs×s konstruieren als
v(y) = Tux¯(y).
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Weiter gilt
u(x¯l, y¯) =
s∑
i=1
wi(x¯l)
s∑
j=1
Ti,ju(x¯j , y¯), l, 
 = 1, ..., s,
U = XTU
und es ergibt sich T = X−1 sowie v(y) als
v(y) = X−1ux¯(y). (3.13)
Der Fall zur Bestimmung von w(x) fu¨r eine bekannte Funktion v(y) la¨sst sich analog zeigen. 
Die Charakterisierung des zugeho¨rigen inversen Problems
Bei einer geeigneten Wahl der Definitions- und Bildmengen D und Y ist Eigenschaft 1 aus Defi-
nition 2.6 erfu¨llt. Mit Lemma 3.32 folgt die Forderung 2. Bedingung 3, die stetige Abha¨ngigkeit
der Lo¨sung v von der rechten Seite (u,w), zeigt der folgende Satz. Dabei sei beispielhaft nur der
Fall eines bekannten Teilfaktors w(x) zusa¨tzlich zu u(x, y) betrachtet.
Satz 3.33. Es sei die Faktorisierungsvoraussetzung 3.1 erfu¨llt. Seien weiter mu,mw,mv > 0,
Ωx = Ωy = R+, Ω = R2+ und x¯ ∈ Ωx fest gewa¨hlt sowie D = X (s) und
X (s) = {v ∈ C(Ωy,Rs+) : ∃y¯ ∈ Ωsy : det((vi(y¯j))i,j=1,...,s) = 0, ‖vi‖∞,Ωy ≤ mv, ∀i = 1, ..., s} ,
Y(s) =
⎧⎨
⎩(u,w) ∈ C(Ω,R+)× C(Ωx,Rs+) :
det((wj(x¯i))i,j=1,...,s) = 0,
‖u‖∞,Ω ≤ mu, ‖wi‖∞,Ωx ≤ mw, ∀i = 1, ..., s,
∃v ∈ X (s) : u(x, y) =∑si=1 wi(x)vi(y)
⎫⎬
⎭ .
Weiter seien die folgenden Metriken zu X (s) und Y(s) definiert
d1(v, v˜) = max
i=1,...,s
‖vi − v˜i‖∞,Ωy ,
d2((u,w), (u˜, w˜)) = max
{
‖u− u˜‖∞,Ω, max
i=1,...,s
‖wi − w˜i‖∞,Ωx
}
.
Dann gilt fu¨r alle (u,w) ∈ Y(s): Fu¨r alle ε > 0 gibt es ein δ > 0, so dass
∀(u˜, w˜) ∈ Y(s) : d2((u,w), (u˜, w˜)) < δ ⇒ d1(v, v˜) < ε,
wobei fu¨r v(y), v˜(y) gilt
u(x, y) =
s∑
i=1
wi(x)vi(y), u˜(x, y) =
s∑
i=1
w˜i(x)v˜i(y).
Beweis: Seien (u,w) ∈ Y(s) gewa¨hlt sowie dazu X ∈ Rs×s, Xi,j = wj(x¯i). Es ist X regula¨r.
Weiter sei δ > 0 so gewa¨hlt, dass ∀(u˜, w˜) ∈ Y(s) mit X˜ ∈ Rs×s, X˜i,j = w˜j(x¯i) gilt
‖X − X˜‖∞ < δ ⇒
∥∥∥X−1(X˜ −X)∥∥∥
∞
< 1, (3.14)
beispielsweise δ ≤ s−3/2‖X−1‖−1F . Es ist X˜ regula¨r (durch die Wahl von Y(s)) und nach Satz
2.3.4 aus [22] gilt
‖X˜−1 −X−1‖∞ ≤ ‖X˜ −X‖∞‖X
−1‖2∞
1−
∥∥∥X−1(X˜ −X)∥∥∥
∞
=: .
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Weiter ergibt sich nach (3.13)
v(y) = X−1ux¯(y), v˜(y) = X˜
−1u˜x¯(y)
und es folgt mit max{d2((u,w), (u˜, w˜)), ‖X−X˜‖∞} < δ (wobei δ ≤ s−3/2‖X−1‖−1F wegen (3.14))
d1(v, v˜) = max
i=1,...,s
∥∥∥∥∥∥
s∑
j=1
(X−1)i,ju(x¯j , y)− (X˜−1)i,ju˜(x¯j , y)
∥∥∥∥∥∥
∞,Ωy
≤ max
i=1,...,s
⎧⎨
⎩
s∑
j=1
∥∥∥(X−1)i,ju(x¯j , y)− (X˜−1)i,ju˜(x¯j , y)∥∥∥
∞,Ωy
⎫⎬
⎭
≤ max
i=1,...,s
⎧⎨
⎩
s∑
j=1
∣∣∣(X−1)i,j − (X˜−1)i,j∣∣∣ ‖u‖∞,Ω + ∣∣∣(X˜−1)i,j∣∣∣ ‖u(x¯j , y)− u˜(x¯j , y)‖∞,Ωy
⎫⎬
⎭
< max
i=1,...,s
(mu + ‖X˜−1‖∞δ) ≤ max
i=1,...,s
(mu + (‖X−1‖∞ + )δ).
Da fu¨r  = (δ) gilt lim
δ→0
(δ) = 0, folgt aus δ genu¨gend klein die Behauptung. 
Korollar 3.34. Fu¨r den Fall eines bekannten Faktorblocks v(y) ergibt sich Eigenschaft 3 aus
Definition 2.6 analog zu Satz 3.33.
Bei der Kenntnis eines Faktors: Ein korrekt gestelltes inverses Problem
Zusammenfassend ergibt sich daraus folgendes Fazit.
Fazit 3.35. Mit den Mengen D = X (s), Y(s), dem Vektor x¯ ∈ Rs und mw aus Satz 3.33 sowie
X (s)w =
{
w ∈ C(Ωx,Rs+) : det((wi(x¯j))i,j=1,...,s) = 0, ‖wi‖∞,Ωx ≤ mw, ∀i = 1, ..., s
}
und dem Operator
Fw : X (s)w ×X (s) → Y(s),
Fw(w, v) =
(
s∑
i=1
wi(x)vi(y), w
)
ergibt sich fu¨r die Bestimmung von v(y) zu u(x, y) und w(x) mit den Aussagen aus 3.32 und
3.33 ein nach Definition 2.6 korrekt gestelltes inverses Problem.
Gleiches folgt fu¨r den Fall eines bekannten Faktorblocks v(y) bei geeigneter Wahl des Operators,
der Definitions- und Bildmengen sowie den zugeho¨rigen Metriken.
Zusammenfassung
In diesem Kapitel wurde die kontinuierliche Faktorisierungsaufgabe 2.2 untersucht. Die Unbe-
stimmtheit der Skalierung und der Umsortierung der Faktorenteile in w, v lo¨ste sich durch eine
Einteilung aller Faktorisierungen in A¨quivalenzklassen. Bezu¨glich der Eindeutigkeit der Lo¨sung
wurden das notwendige Kriterium 3.6 und das hinreichende Kriterium 3.8 formuliert, wobei
bereits die notwendigen Voraussetzungen in aller Regel nicht erfu¨llt sind. Es bleibt jedoch fest-
zuhalten, dass unter bestimmten Voraussetzungen einige Teilfaktoren eindeutig sind.
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Weiter wurde untersucht, wie sich mittels bekannter Restriktionen fu¨r einzelne Teilfaktoren
auch auf andere Teilfunktionen schließen la¨sst und wie stark solche zusa¨tzlichen Restriktionen
die Menge aller mo¨glichen Faktorisierungen einschra¨nken. Fu¨r einzelne Teilfaktoren ergeben sich
dabei zuna¨chst ein- oder mehrdimensionale Untervektorra¨ume sowie affine Ra¨ume. Durch die
Nichtnegativita¨tseigenschaft der Faktoren werden diese zu Mengen beschra¨nkt.
In der Regel betreffen derartige Eingrenzungen aber nur wenige Teilfaktoren und sind insge-
samt nicht so umfangreich, dass alle Faktorisierungen in einer A¨quivalenzklasse liegen. Fu¨r die
diskrete Faktorisierungsaufgabe der nichtnegativen Matrixfaktorisierung gilt dies analog, siehe
im folgenden Kapitel den Abschnitt 4.4. Um aus der Menge aller Zerlegungen Faktorenpaare
mit bestimmten Eigenschaften zu selektieren, wird die Aufgabenstellung zu der regularisierten
Faktorisierungsaufgabe 2.5 modifiziert.
4 Die nichtnegative Matrixfaktorisierung
In Kapitel 3 wurde der kontinuierliche Produktansatz untersucht. Ausgangspunkt dieses Kapitels
ist dessen diskrete Formulierung, einerseits ohne Sto¨rung als nichtnegative Matrixfaktorisierung
sowie andererseits unter dem Einfluss von Sto¨rungen in Form einer nichtnegativen Niedrigrang-
approximation.
Dazu werden zuna¨chst einige grundlegende Eigenschaften zur Niedrigrangapproximation zu-
sammengetragen. Weiter wird der spa¨ter genutzte Ansatz zur Bestimmung einer nichtnegativen
Matrixfaktorisierung vorgestellt. Ausgangspunkt der aus [56] abgeleiteten Idee ist eine abge-
schnittene Singula¨rwertzerlegung der Matrix A. Aufbauend auf den U¨berlegungen aus Abschnitt
3.3 werden zum Abschluss fu¨r den theoretischen Fall des ungesto¨rten Problems Zusammenha¨nge
zwischen den einzelnen Teilfaktoren untersucht. Von Interesse ist dabei, welche indirekten Aus-
wirkungen zusa¨tzlich bekannte Restriktionen (an einige Teilfaktoren) auf andere Teilfaktoren
und damit die Vielfalt aller mo¨glichen Faktorisierungen haben. Denselben Effekt (wie zusa¨tz-
liche Restriktionen in Form bekannter Teilfaktoren) haben Teilfaktoren, die in der Zerlegung
eindeutig sind.
Zuna¨chst wird ein kurzer U¨berblick zu Arbeiten bezu¨glich der nichtnegativen Matrixfaktori-
sierung gegeben. Dabei wird auch auf die in dieser Arbeit nicht weiter untersuchte Frage zur
Existenz einer Zerlegung in nichtnegative Faktoren vollen Ranges eingegangen.
4.1 Grundlagen zur nichtnegativen Matrixfaktorisierung
Zum inversen Problem der nichtnegativen Matrixfaktorisierung stellen sich die zwei zentralen
Fragen einerseits nach der Existenz einer Faktorisierung in nichtnegative Matrizen vollen Ranges
sowie andererseits nach deren Eindeutigkeit. Wesentliche Resultate wurden dabei von Thomas
([84], 1974), Campbell und Poole ([8], 1981), Tam ([83], 1981), Chen ([10], 1984) sowie Paatero
und Tapper ([67], 1994) erzielt.
Der ersten Frage nach der Existenz einer Aufspaltung in Faktoren vollen Ranges widmeten sich
zuna¨chst Thomas, Campbell und Poole sowie Tam und stellten diesbezu¨glich Kriterien an die
Matrix A auf, siehe dazu [8,83,84]. Unabha¨ngig davon waren es spa¨ter Cohen und Rothblum, [13]:
Als nichtnegativer Rang einer nichtnegativen Matrix rank+(A) wird die kleinstmo¨gliche Anzahl
an nichtnegativen dyadischen Produkten bezeichnet, welche addiert A ergeben; sie zeigten, dass
im Fall A ∈ Rk×n+ mit min{k, n} ≤ 3 gilt rank+(A) = rank(A) und gaben weiter fu¨r n = k = 4
ein Beispiel mit rank+(A) = rank(A) + 1 an, welches sich ebenfalls in [84] findet (siehe auch
Beispiel 4.22 dieser Arbeit).
Als Erweiterung von [8, 83, 84] war es Chen, der sich in [10] mit der zweiten Frage nach der
Eindeutigkeit der Faktorisierung bescha¨ftigte, wobei fu¨r A ∈ Rk×n diesbezu¨glich ausschließlich
der Fall rank(A) = n ≤ k betrachtet wurde. Angegeben sind dazu notwendige und hinreichende
Kriterien fu¨r die Eindeutigkeit der Faktorisierung. Aufgegriffen wurde das Problem der unein-
deutigen Auflo¨sung ebenfalls von Paatero und Tapper in [67] insofern, dass das Zwischenschal-
ten einer regula¨ren Matrix T in XY = XT−1TY unter bestimmten Umsta¨nden ebenfalls eine
nichtnegative Matrixfaktorisierung ergibt. Dabei unterschieden Paatero und Tapper zwischen
Matrixfaktoren X,Y , die nur durch Diagonalmatrizen in nichtnegative Faktoren XT−1 und TY
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transformiert werden ko¨nnen sowie allen anderen, ohne Ru¨cksicht auf Permutierungen in den
Teilfaktoren und fu¨hrten den Begriff p-rotierbar oder positiv rotierbar fu¨r letztgenannte ein, al-
so Faktoren, welche sich auch mittels einer Nichtdiagonalmatrix T in weitere Faktorisierungen
u¨berfu¨hren lassen. Anders als bei Chen, [10], fehlt dabei eine tiefergehende Untersuchung von
Matrixprodukten, welche sich nur durch permutierte Diagonalmatrizen in weitere nichtnegative
Faktorisierungen transformieren lassen. Einzig die
”
Daumenregel“, dass eine signifikante Anzahl
an Nullelementen in allen Spalten von X und allen Zeilen von Y auf eine eindeutige Auflo¨sung
fu¨hrt, wurde aufgestellt (siehe Zitat auf Seite 16).
Fu¨r den Normalfall einer nicht eindeutig faktorisierbaren Matrix warfen Paatero und Tapper
in [67] die sich daran anschließende dritte Frage zur nichtnegativen Matrixfaktorisierung auf:
Wie la¨sst sich aus der Menge aller mo¨glichen Auflo¨sungen objektiv ein Element selektieren?
”
How to favour one solution among a set of p-rotateable solutions? And
how to do it in a repeatable objective way?“, Paatero, Tapper, [67].
Zur Umsetzung einer Faktorenauswahl wurde in [67] die Mo¨glichkeit zusa¨tzlicher Restriktionen
angefu¨hrt, wobei Paatero und Tapper zuna¨chst den Einsatz anwendungsorientierter quadrati-
scher Funktionen vorschlugen. Dies fu¨hrt somit auf die Aufgabenstellung einer regularisierten
nichtnegativen Matrixfaktorisierung.
Fu¨r klassische und neuere Zuga¨nge bei der Berechnung von Matrixfaktorisierungen sei auf Ka-
pitel 5 verwiesen, in welchem verschiedene Methoden vorgestellt werden.
Vor der Analyse der klassischen nichtnegativen Matrixfaktorisierung in Bezug auf Eindeutigkeit
der Lo¨sung werden einige wichtige Eigenschaften zur Niedrigrangapproximation einer Matrix
zusammengetragen, welche im spa¨teren Verlauf der Arbeit beno¨tigt werden und auf welchen der
in dieser Arbeit angewendete Ansatz zur Erzeugung einer nichtnegativen Matrixfaktorisierung
basiert.
4.2 Niedrigrangapproximation einer Matrix
Die Niedrigrangapproximation einer Matrix A ist ein wichtiges Instrument der numerischen
Mathematik. Dabei wird A durch eine Matrix B beziehungsweise dem Produkt von zwei Ma-
trizen B,C mit im Allgemeinen rank(B)  rank(A) beziehungsweise rank(BC)  rank(A)
angena¨hert.
4.2.1 Die Singula¨rwertzerlegung
Auf dem Gebiet der Niedrigrangapproximation spielt die Singula¨rwertzerlegung eine entschei-
dende Rolle. Von Eckard und Young 1936 erstmalig mit
”
The approximation of one matrix
by another of lower rank“ [18] vero¨ffentlicht, hat sie sich, auch bedingt durch die wachsenden
Kapazita¨ten fu¨r Rechentechnik, zu einem wichtigen numerischen Werkzeug entwickelt.
Satz 4.1. (Singula¨rwertzerlegung, Eckard und Young, [18], Golub, [22]) Sei A ∈ Rk×n, dann
existieren orthogonale Matrizen U ∈ Rk×k und V ∈ Rn×n sowie nichtnegative reelle Zahlen
σ1 ≥ σ2 ≥ ... ≥ σmin{k,n}, Singula¨rwerte genannt, so dass gilt
A = UΣV T
mit einer aufgefu¨llten Diagonalmatrix
Σ ∈ Rk×n, Σi,j =
{
σi fu¨r i = j,
0 fu¨r i = j.
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Die Spalten von U = (u1, ..., uk) und V = (v1, ..., vn) werden linksseitige und rechtsseitige Sin-
gula¨rvektoren genannt.
Fu¨r die Eindeutigkeit der Singula¨rwertzerlegung liefert folgendes Korollar eine Aussage.
Korollar 4.2. Es seien A ∈ Rk×n eine Matrix vom Rang s und A = UΣV T eine Singula¨rwert-
zerlegung von A mit den paarweise verschiedenen Singula¨rwerten σ1 > σ2 > ... > σs. Weiter sei
A = U˜ Σ˜V˜ T ebenfalls eine Singula¨rwertzerlegung von A.
Dann gilt Σ = Σ˜ und die ersten s Spalten von U und V sind bis auf das Vorzeichen eindeutig
bestimmt
U:,i = ±U˜:,i, i = 1, ..., s,
V:,i = ±V˜:,i, i = 1, ..., s.
Beweis: Sei o.B.d.A. k ≤ n. Dass Σ = Σ˜ gilt ist klar, da in den Hauptdiagonalen jeweils
die positiven Wurzeln der Eigenwerte von AAT stehen, diese absteigend geordnet sind und die
restlichen Eintra¨ge Null sind. Es ist U:,i ein Eigenvektor von AA
T zum Eigenwert σ2i . Der
Eigenraum zu σ2i hat die Dimension eins, da alle Eigenwerte gro¨ßer Null paarweise verschieden
sind. Ebenso ist U˜:,i ein Eigenvektor zu σ
2
i von AA
T , beide sind normiert und damit gilt U:,i =
±U˜:,i. Analog folgt V:,i = ±V˜:,i u¨ber ATA. 
Fu¨r die weitere Verwendung werden als Abstandsmaße fu¨r Matrizen die Spektralnorm und die
Frobeniusnorm definiert.
Definition 4.3. (Siehe beispielsweise [22]) Sei A ∈ Rk×n, dann wird
‖A‖2 =
√
λmax(ATA)
als Spektralnorm bezeichnet und
‖A‖F =
√√√√ k∑
i=1
n∑
j=1
A2i,j
als Frobeniusnorm. Dabei ist λmax(A
TA) der Betragswert des betragsma¨ßig gro¨ßten Eigenwertes
von ATA.
Bemerkung 4.4. Die Frobeniusnorm und die Spektralnorm sind orthogonal invariant, das heißt
fu¨r orthogonale Matrizen U ∈ Rk×k und V ∈ Rn×n gilt
‖A‖2 = ‖UAV ‖2,
‖A‖F = ‖UAV ‖F .
4.2.2 Eigenschaften der Niedrigrangapproximation
Um den spa¨teren Umgang mit der Niedrigrangapproximation zu vereinfachen seien folgende zwei
Bezeichnungen eingefu¨hrt.
Bezeichnung 4.5. Zu einer Matrix A ∈ Rk×n mit A = (a1, ..., an), ai ∈ Rk fu¨r i = 1, ..., n,
und einer Zahl s ∈ N, 1 ≤ s ≤ n, werden im weiteren Verlauf die Bezeichnungen
A:,1:s := (a1, a2, ..., as) ∈ Rk×s,
AT:,1:s := (A:,1:s)
T ∈ Rs×k
verwendet.
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Bezeichnung 4.6. Zu einer Matrix A sei mit Hilfe einer Singula¨rwertzerlegung A = UΣV T
die Niedrigrangapproximation A(s) definiert als
A(s) = UΣ:,1:sV
T
:,1:s.
Fu¨r die Niedrigrangapproximation A(s) gilt Folgendes.
Lemma 4.7. Seien A ∈ Rk×n und A = UΣV T eine Singula¨rwertzerlegung, dann gilt
∥∥∥A(s) −A∥∥∥2
2
= σ2s+1,
∥∥∥A(s) −A∥∥∥2
F
=
min{k,n}∑
i=s+1
σ2i .
Beweis: Aufgrund der orthogonalen Invarianz der Spektral- und der der Frobeniusnorm gelten∥∥UΣ:,1:sV T:,1:s −A∥∥22 = ∥∥diag(σ1, ..., σs, 0..., 0) − diag(σ1, ..., σmin{k,n})∥∥22 = σ2s+1,∥∥UΣ:,1:sV T:,1:s −A∥∥2F =
min{k,n}∑
i=s+1
σ2i .

Die additive Sto¨rung einer Matrix A ∈ Rk×n mit rank(A) = s < min{k, n} fu¨hrt oft auf eine
Matrix A˜ = A + E mit rank(A + E) = s˜ > s. Fu¨r eine Niedrigrangapproximation von A˜ ist die
Wahl des unbekannten Ranges s der sto¨rungsfreien Matrix A entscheidend. Diesbezu¨glich wird
der ε-Rang einer Matrix als mo¨gliches Entscheidungskriterium eingefu¨hrt.
Definition 4.8. Seien A ∈ Rk×n und ε > 0. Dann ist der ε-Rang einer Matrix A definiert als
rankε(A) = min
B∈Rk×n, ‖A−B‖2≤ε
rank(B).
Korollar 4.9. Die Zahl s = rankε(A) ist gleichbedeutend mit der Anzahl der Singula¨rwerte von
A, die echt gro¨ßer ε sind, also σs > ε ≥ σs+1.
Beweis: Sei s beliebig mit s < rank(A) (da ε > 0). Der Beweis erfolgt mit Hilfe der Aussage
min
B∈Rk×n, rank(B)=s
‖A−B‖2 = ‖A−A(s)‖2 = σs+1
aus Satz 4.10, vergleiche auch [22]. Demzufolge gilt
min
B∈Rk×n, ‖A−B‖2≤ε
rank(B) = min
i: ‖A−A(i)‖2≤ε
i = min
i: σi+1≤ε
i
und die Behauptung folgt direkt. 
Die Bestapproximation
Mit dem ε-Rang einer Matrix A und der Approximation durch A(s) stellt sich gleichzeitig die
Frage nach einer Bestapproximation fu¨r eine Matrix. Der folgende Satz zeigt, dass es (im Sinne
von ‖ · ‖2, ‖ · ‖F ) unter allen Rang-s Matrizen keine bessere Approximation an A gibt als A(s).
Satz 4.10. (Golub, [22], Stewart, [80]) Sei A ∈ Rk×n mit rank(A) = r und den Singula¨rwerten
σ1 ≥ σ2 ≥ ... ≥ σr > 0. Dann gilt fu¨r jede beliebige Matrix B ∈ Rk×n mit rank(B) = s ≤ r
‖A−B‖22 ≥ σ2s+1, (4.1)
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‖A−B‖2F ≥
r∑
i=s+1
σ2i . (4.2)
Wie in Lemma 4.7 gezeigt, ist beispielsweise A(s) eine Bestapproximation.
Beweis: Der Beweis fu¨r die Spektralnorm geht auf Golub und van Loan in [22] zuru¨ck; Stewart
liefert in [80] eine Herleitung von Ungleichung (4.2). Beides wird nun folgend vorgestellt.
Fu¨r den Beweis seien o.B.d.A. n ≤ k und UΣV T = A eine Singula¨rwertzerlegung von A sowie
V = [v1, ..., vn]. Sei B vom Rang s, so la¨sst sich eine Orthormalbasis x1, ..., xn−s fu¨r den Kern
von B finden, ker(B) = span{x1, ..., xn−s}. Aufgrund der Dimensionen gibt es einen Vektor z
mit
z ∈ span{x1, ..., xn−s} ∩ {v1, ..., vs+1}
und ‖z‖22 = 1. Es folgt mit Bz = 0,
Az =
s+1∑
i=1
σi(v
T
i z)ui,
1 = ‖z‖22 =
∥∥∥∥∥∥
s+1∑
j=1
αjvj
∥∥∥∥∥∥
2
2
=
s+1∑
j=1
α2j‖vj‖22 =
s+1∑
j=1
α2j
die Abscha¨tzung
‖A−B‖22 ≥ ‖(A−B)z‖22 = ‖Az‖22 =
s+1∑
i=1
σ2i (v
T
i z)
2 =
s+1∑
i=1
σ2i α
2
i ≥ σ2s+1
aus (4.1).
In dem Beweis fu¨r die Ungleichung (4.2) sei B aus beliebigen orthonormalen Vektoren xi ∈ Rk,
i = 1, ..., s, gebildet, B =
∑s
i=1 xiy
T
i . Nun genu¨gt es zu zeigen, dass∥∥∥∥∥A−
s∑
i=1
xiy
T
i
∥∥∥∥∥
2
F
≥‖A‖2F −
s∑
i=1
σ2i .
Dabei gilt∥∥∥∥∥A−
s∑
i=1
xiy
T
i
∥∥∥∥∥
2
F
= tr
⎛
⎝(A− s∑
i=1
xiy
T
i
)T (
A−
s∑
i=1
xiy
T
i
)⎞⎠
= tr
(
ATA+
s∑
i=1
(yi −ATxi)(yi −ATxi)T −
s∑
i=1
ATxix
T
i A
)
.
Da tr((yi−ATxi)(yi−ATxi)T ) ≥ 0 und tr(ATxixTi A) = ‖Axi‖2F gelten, ist der Beweis vollsta¨ndig,
falls
s∑
i=1
‖Axi‖2F ≤
s∑
i=1
σ2i
gilt. Seien dazu V = (V1, V2), wobei V1 die ersten s Spalten von V umfasst, und Σ = (Σ1,Σ2)
eine analoge Zerlegung ist. Dann gilt
‖Axi‖2F =σ2s + (‖Σ1V T1 xi‖2F − σ2s‖V T1 xi‖2F )
− (σ2s‖V T2 xi‖2F − ‖Σ2V T2 xi‖2F )
− σ2s(1− ‖V Txi‖2F ).
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Dabei sind die letzten beiden Terme nichtnegativ beziehungsweise Null und es ergibt sich
s∑
i=1
‖Axi‖2F ≤sσ2s +
s∑
i=1
(‖Σ1V T1 xi‖2F − σ2s‖V T1 xi‖2F )
=sσ2s +
s∑
i=1
s∑
j=1
(σ2j − σ2s)|vTj xi|2
=
s∑
i=1
⎛
⎝σ2s + (σ2j − σ2s) s∑
j=1
|vTi xj|2
⎞
⎠
≤
s∑
i=1
(σ2s + (σ
2
i − σ2s))
=
s∑
i=1
σ2i .

Diese Grundlagen bezu¨glich der Singula¨rwertzerlegung werden nun dafu¨r verwendet, die nicht-
negative Matrixfaktorisierung aus Problemstellung 2.3 beziehungsweise die Aufgabe der nicht-
negativen Niedrigrangapproximation aus 2.4 zu bearbeiten.
4.3 Matrixfaktorisierung mittels Transformation der Singula¨rvektoren
Die im vorherigen Abschnitt angefu¨hrten U¨berlegungen, speziell Satz 4.10, zeigen, dass sich
die Probleme der Matrixfaktorisierung und der Niedrigrangapproximation in den Dimensionen
deutlich reduzieren lassen. Zur Erinnerung: Aufgabe ist es, eine Faktorisierung beziehungsweise
Niedrigrangapproximation der Matrix A ∈ Rk×n mit nichtnegativen Faktoren X ∈ Rk×s, Y ∈
Rs×n vom Rang s zu erzeugen.
Den Ansatz hierfu¨r liefert eine Idee von Lawton und Sylvestre aus [56]. Bei einer Singula¨rwert-
zerlegung der Produktmatrix A = XY ergeben sich fu¨r U und V die Strukturinformationen von
X und Y . Demzufolge lassen sich die Faktoren X und Y auch ru¨ckwa¨rtig aus den links- und
rechtsseitigen Singula¨rvektoren konstruieren.
4.3.1 Das idealisierte Modell
Sei die sto¨rungsfreie Faktorisierungsaufgabe 2.3 betrachtet. Analog zu (3.8) fu¨r die kontinuierli-
che Faktorisierung liefert das multiplikative Einfu¨gen einer geeigneten regula¨ren Matrix T ∈ Rs×s
und deren Inversen in die Singula¨rwertzerlegung UΣV T = A eine Transformation der abstrakten
Faktoren der Singula¨rwertzerlegung
A = UΣV T = UΣ:,1:sV
T
:,1:s
= UΣ:,1:sT
−1︸ ︷︷ ︸
X
TV T:,1:s︸ ︷︷ ︸
Y
(4.3)
= XY.
Ziel ist es dabei, die Matrix T so zu wa¨hlen, dass X und Y komponentenweise nichtnegativ sind.
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4.3.2 Das korrigierte Modell
Fu¨r gesto¨rte Daten ergibt sich bei vorgegebenen s in der Regel eine Niedrigrangapproximation
der Matrix A vom Rang s  rank(A). Um mo¨glicherweise in den Singula¨rvektoren U:,s+1:k
und V T:,s+1:n enthaltene Informationen bezu¨glich X und Y nicht zu ignorieren, wird eine Matrix
T ∈ Rs×z (s ≤ z  min{k, n}) und deren Pseudoinverse T+ (siehe beispielsweise [22]) verwendet
A ≈ UΣ:,1:z T+︸ ︷︷ ︸
X
TV T:,1:z︸ ︷︷ ︸
Y
(4.4)
= XY.
Bei stark gesto¨rten Daten mit z  s wird folgender allgemeiner Ansatz mit S ∈ Rz×s, T ∈ Rs×z
genutzt
A ≈ UΣ:,1:zS︸ ︷︷ ︸
X
TV T:,1:z︸ ︷︷ ︸
Y
(4.5)
= XY.
Bemerkung 4.11. Die Anwendung von T ∈ Rs×z mit z ≥ s wie in (4.4) oder von S und T aus
(4.5) liefert keine bessere Approximation an A bezu¨glich ‖ · ‖2 oder ‖ · ‖F als die Verwendung
einer regula¨ren Matrix T ∈ Rs×s wie in (4.3). In beiden Fa¨llen liegt eine Niedrigrangapproxi-
mation vom Rang s oder kleiner vor, welche nach Satz 4.10 im Sinne der Spektralnorm oder der
Frobeniusnorm nicht besser sein kann als UΣ:,1:sV
T
:,1:s aus (4.3).
4.3.3 Existenz und Eindeutigkeit der Transformation
Durch die Voru¨berlegung aus den Gleichungen (4.3), (4.4) beziehungsweise (4.5) reduziert sich
die Faktorisierungsaufgabe von X und Y auf die Bestimmung von T beziehungsweise T und
S, also in der Dimension von (n + k)s auf s2, sz beziehungsweise 2sz. Dass dieses Vorgehen
fu¨r sto¨rungsfreie Daten berechtigt ist, es also fu¨r existierende Faktoren X und Y eine eindeutig
bestimmte Matrix T gibt, zeigt der folgende Satz, siehe [64].
Satz 4.12. (Neymeyr et al., [64]) Sei das sto¨rungsfreie Matrixprodukt A = XY gegeben mit
X ∈ Rk×s, Y ∈ Rs×n und rank(A) = s ≤ min{k, n}. Dann gibt es eine eindeutig bestimmte
Matrix T ∈ Rs×s, so dass sich X und Y aus der abgeschnittenen Singula¨rwertzerlegung von A
wie in (4.3) ergeben.
Beweis: Die beiden linearen Abbildungen
ϕ1 : R
s → Rk, ϕ1 : x → UΣ:,1:sx,
ϕ2 : R
s → Rk, ϕ2 : x → Xx
haben das gleiche Bild, da rank(X) = s. Somit gibt es eine eindeutig bestimmte regula¨re Matrix
T ∈ Rs×s mit
UΣ:,1:s = XT, UΣ:,1:sT
−1 = X.
Daraus ergibt sich in (4.3)
0 = UΣ:,1:s(V
T
:,1:s − T−1Y )
und da UΣ:,1:s den vollen Rang s mit s ≤ k hat und A(s) = A = XY gilt, folgt
V T:,1:s = T
−1Y, TV T:,1:s = Y.

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4.4 Nichteindeutigkeit der nichtnegativen Matrixfaktorisierung
Ein wichtiger Punkt bei der Bestimmung von Faktorisierungen oder Niedrigrangapproxima-
tionen ist die Frage nach deren Eindeutigkeit. Hierzu erfolgt eine U¨bertragung der Aussagen des
Abschnitts 3.2 auf den Fall einer Matrixfaktorisierung.
Bezu¨glich Skalierung und Sortierung werden die nichtnegativen Faktorisierungen analog zu Ka-
pitel 3 in A¨quivalenzklassen eingeteilt. Sei dazu Folgendes definiert.
Definition 4.13. Gegeben seien die Dimensionen k, n sowie der Rang s. Dazu seien die Mengen
X = {X ∈ Rk×s+ : rank(X) = s},
Y = {Y ∈ Rs×n+ : rank(Y ) = s},
T = {T ∈ Rs×s : rank(T ) = s und T ist eine permutierte Diagonalmatrix}
und die A¨quivalenzrelation
R ⊂ (X × Y)× (X × Y),
(X,Y ) ∼R (X˜, Y˜ ) :⇔ ∃T ∈ T : X˜ = XT−1, Y˜ = TY
definiert.
4.4.1 Notwendige und hinreichende Bedingungen
Die notwendigen und hinreichenden Voraussetzungen fu¨r eine eindeutige nichtnegative Ma-
trixfaktorisierung u¨bertragen sich von der kontinuierlichen Faktorisierungsaufgabe 2.2 auf die
diskrete 2.3. Dazu wird folgende Faktorisierungsvoraussetzung eingefu¨hrt.
Faktorisierungsvoraussetzung 4.14. Sei A ∈ Rk×n+ derart gegeben, dass rank(A) = s mit
s ≥ 2 gilt und es X ∈ Rk×s+ , Y ∈ Rs×n+ gibt mit A = XY .
Korollar 4.15. (Notwendige Bedingung) Es seien die Faktorisierungsvoraussetzung 4.14 erfu¨llt
sowie A derart, dass alle nichtnegativen Faktorisierungen von A bezu¨glich R aus 4.13 in derselben
A¨quivalenzklasse liegen. Sei dies weiter [(X,Y )]R mit X ∈ X , Y ∈ Y und A = XY .
Dann gilt
∀ i, j = 1, ..., s, i = j, ∃l ∈ {1, ..., k} : Xl,i > 0, Xl,j = 0,
∀ i, j = 1, ..., s, i = j, ∃l ∈ {1, ..., n} : Yi,l > 0, Yj,l = 0.
Der Beweis erfolgt analog zu dem des Satzes 3.6.
Korollar 4.16. (Hinreichende Bedingung) Es seien die Faktorisierungsvoraussetzung 4.14 erfu¨llt
und A = XY eine Faktorisierung mit X ∈ Rk×s+ , Y ∈ Rs×n+ .
Gibt es weiter Vektoren ξ ∈ {1, ..., k}s, χ ∈ {1, ..., n}s und ε,  ∈ (R+ \ {0})s, so dass
Xξi,j = iδi,j , i, j = 1, ..., s,
Yj,χi = εiδi,j , i, j = 1, ..., s,
gilt, so sind alle nichtnegativen Faktorisierungen von A a¨quivalent.
Der Beweis erfolgt analog zu dem des Satzes 3.8.
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Korollar 4.17. Anderslautend bedeutet die Bedingung aus Korollar 4.16, dass es fu¨r A ∈ Rk×n+
zwei Permutationsmatrizen P ∈ Rk×k, Q ∈ Rn×n, eine Diagonalmatrix vollen Ranges D ∈ Rs×s+
sowie Xˆ ∈ R(k−s)×s+ und Yˆ ∈ Rs×(n−s)+ gibt mit
PAQ =
(
D Yˆ
XˆD XˆYˆ
)
.
Es sind alle Faktorisierungen von PAQ a¨quivalent zu
(
(
Is
Xˆ
)
, (D, Yˆ ))
und es gilt ohne Beru¨cksichtigung der Skalierung fu¨r die urspru¨nglichen Faktoren A = XY
X = P T
(
Is
Xˆ
)
, Y = (D, Yˆ )QT .
Abschwa¨chung der hinreichenden Bedingung
Die hinreichenden Voraussetzungen an die Faktoren fu¨r eine eindeutige Faktorisierung lassen
sich geringfu¨gig abschwa¨chen. Die Voraussetzungen ergeben sich analog zu denen aus Satz 3.13
fu¨r den kontinuierlichen Produktansatz. Ein Beispiel dazu ist die Matrix
A =
⎛
⎝ 1 0 1 00 1 0 1
0 0 1 1
⎞
⎠ =
⎛
⎝ 1 0 00 1 0
0 0 1
⎞
⎠
⎛
⎝ 1 0 1 00 1 0 1
0 0 1 1
⎞
⎠ ,
welche bereits in Beispiel 3.14 angefu¨hrt ist. Alle Faktorisierungen sind a¨quivalent zu (I3, A).
Eindeutigkeit in einem Teilfaktor
In Abschnitt 3.3.1 ist fu¨r den kontinuierlichen Produktansatz untersucht, unter welchen Vor-
aussetzungen an die Faktoren einige Teilfaktoren in der Faktorisierung eindeutig sind. Dazu ist
Satz 3.15 formuliert. Fu¨r den diskreten Ansatz gilt Folgendes.
Korollar 4.18. Es seien die Faktorisierungsvoraussetzung 4.14 erfu¨llt und A = XY eine Fak-
torisierung mit X ∈ Rk×s+ , Y ∈ Rs×n+ . Weiter gebe es Vektoren χ ∈ {1, ..., n}s,  ∈ (R+ \ {0})s,
ein α > 0 und Indizes i0 ∈ {1, ..., s}, j0 ∈ {1, ..., k}, so dass gilt
Xj0,: = αe
T
i0 ,
Yj,χi = iδi,j , i, j = 1, ..., s.
Dann ist der Teilfaktor Yi0,: bis auf Skalierung eindeutig, das heißt zu jeder Faktorisierung X˜Y˜
gibt es i1 und β > 0 mit
Y˜i1,: = βYi0,:.
Der Beweis erfolgt analog zu dem des Satzes 3.15.
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4.4.2 Der Spezialfall des vollen Ranges
In [10] ist zusa¨tzlich eine notwendige Bedingung fu¨r eine eindeutige Faktorisierung an A fu¨r
den Spezialfall rank(A) = min{k, n} gestellt. Diese ist in Lemma 4.19 formuliert und kann
ebenfalls aus Korollar 4.15 abgeleitet werden. Dessen Ausweitung auf den allgemeinen Fall gilt
trivialerweise nicht.
Lemma 4.19. Sei A ∈ Rk×n mit k ≥ n ≥ 2. Seien weiter rank(A) = n und Ai,i1 ≥ εAi,i2 , i =
1, ..., k, mit einem ε > 0 und i1 = i2.
Dann besitzt A keine eindeutige Faktorisierung.
Beweis: Seien o.B.d.A. i1 = 1, i2 = 2 sowie e1 = (1, 0, ..., 0)
T ∈ Rs, e2 = (0, 1, 0, ..., 0)T ∈ Rs.
Dann sind durch
A = AIs = A(Is − εe2eT1 )︸ ︷︷ ︸
X
(Is + εe2e
T
1 )︸ ︷︷ ︸
Y
zwei nichtnegative Faktorisierungen gegeben, welche nicht a¨quivalent sind.
Lemma 4.19 zeigt, dass, sofern A eindeutig faktorisierbar ist und den Rang n mit n ≥ 2 besitzt,
es eine Permutationsmatrix P ∈ Rk×k gibt mit
(PA)i,i = 0, i = 1, ..., n.
Die Ausweitung von Lemma 4.19 auf den Fall rank(A) < min{k, n} gilt selbstversta¨ndlich nicht,
siehe Beispiel 4.20.
Beispiel 4.20. Fu¨r folgende Matrix A sind alle Faktorisierungen a¨quivalent, vergleiche Korollar
4.16,
A =
⎛
⎝0 1 11 0 1
1 1 2
⎞
⎠ =
⎛
⎝0 11 0
1 1
⎞
⎠(1 0 1
0 1 1
)
.
4.4.3 Die Charakterisierung des Faktorisierungsproblems
An dieser Stelle sei eine Charakterisierung des diskreten Faktorisierungsproblems nach Ha-
damard aus Definition 2.6 angefu¨hrt. Zur allgemeinen Aufgabe der Matrixfaktorisierung wird
zuna¨chst ein bekanntes Resultat zur Frage nach der Existenz einer Zerlegung in Faktoren vollen
Ranges angefu¨hrt.
Nichtnotwendige Existenz einer Zerlegung in Faktoren vollen Ranges
Eine Aussage zur Existenz einer nichtnegativen Matrixfaktorisierung liefert folgender Satz, ver-
gleiche dazu auch Cohen und Rothblum mit [13].
Satz 4.21. (Vergleiche beispielsweise Cohen, Rothblum, [13]) Fu¨r jede nichtnegative Matrix
A ∈ Rk×n+ mit rank(A) = s existiert eine nichtnegative Matrixfaktorisierung A = XY mit
X ∈ Rk×s+ , Y ∈ Rs×n+ , falls gilt min{k, n} ≤ 3.
Beweis: Es sei o.B.d.A. A ∈ Rk×n+ mit k ≥ n. Der einzige nichttriviale Fall ist n = 3, rank(A) =
2 und ai = 0, i = 1, 2, 3, mit ai ∈ Rk, (a1, a2, a3) = A. Dann gibt es ein α ∈ R3 \ {0} mit
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α1a1 + α2a2 + α3a3 = 0. Da ai ≥ 0 komponentenweise gilt, gibt es weiter i, j mit αiαj < 0. Sei
o.B.d.A. α1 > 0, α2 ≥ 0, α3 < 0, dann ist
A = (a1, a2)
(
1 0 −α1α3
0 1 −α2α3
)
(4.6)
eine nichtnegative Faktorisierung von A. 
Das folgende Beispiel aus [13,84] verdeutlicht, dass die Ausdehnung auf k, n > 3 nicht gilt.
Beispiel 4.22. (Thomas, [84], Cohen, Rothblum, [13]) Sei
A =
⎛
⎜⎜⎝
1 1 0 0
1 0 1 0
0 1 0 1
0 0 1 1
⎞
⎟⎟⎠ ,
dann ist rank(A) = 3, aber es gibt keine Faktorisierung A = XY mit X ∈ R4×3+ , Y ∈ R3×4+ .
Zur nichtnegativen Faktorisierung der ersten 3 Spalten von A werden nach Lemma 3.13 Vektoren
der Form (α,α, 0, 0)T , (β, 0, β, 0)T , (0, γ, 0, γ)T mit α, β, γ > 0 beno¨tigt, aus welchen sich die
vierte Spalte von A nicht mit ausschließlich nichtnegativen Faktoren konstruieren la¨sst.
Korollar 4.23. (Vergleiche ebenfalls Cohen, Rothblum, [13]) Aus Satz 4.21 la¨sst sich ableiten,
dass jede nichtnegative Matrix A ∈ Rk×n+ vom Rang zwei eine nichtnegative Matrixfaktorisierung
besitzt. Insbesondere la¨sst sich eine solche Faktorisierung direkt berechnen.
Der Beweis und das Vorgehen zur Berechnung der Faktorisierung sind aus U¨bersichtlichkeits-
gru¨nden in Anhang D.1 verschoben.
Wie bereits in der Einfu¨hrung erwa¨hnt, sei durch den Hintergrund der Problemstellung aus Fak-
torisierungsaufgabe 2.2 und der daraus abgeleiteten nichtnegativen Matrixfaktorisierung 2.3 bei
der Analyse der Faktorisierung nur der Fall einer, in Matrizen vollen Ranges s, faktorisierbaren
Matrix untersucht.
Nichtnotwendige Eindeutigkeit einer Faktorisierung
Bei einer Charakterisierung des allgemeinen inversen Problems der nichtnegativen Matrixfak-
torisierung mit Vollrangrestriktionen fu¨r die Faktoren nach Definition 2.6 ist bereits die erste
Bedingung fu¨r ein
”
korrekt gestelltes“ Problem nicht erfu¨llt, sofern min{n, k} > 3 gilt. Fu¨r die in
dieser Arbeit analysierten Probleme ist jedoch speziell die zweite Eigenschaft von Interesse, die
Eindeutigkeit der Faktorisierung. In Korollar 4.15 sind diesbezu¨glich notwendige Bedingungen
an die Faktoren gestellt. In der Regel sind diese jedoch nicht erfu¨llt und es gibt keine eindeutige
Faktorisierung.
Charakterisierung nach Hadamard: Ein schlecht gestelltes Problem
Damit la¨sst sich die Faktorisierungsaufgabe 2.3 auch in dem in dieser Arbeit untersuchten An-
wendungskontext nach Hadamard als
”
schlecht gestellt“ einordnen. Selbst fu¨r den, nicht not-
wendig gegebenen, Fall einer, in nichtnegative Matrizen vollen Ranges, faktorisierbaren Matrix
ist die Faktorisierung nur in Sonderfa¨llen eindeutig und es handelt sich somit um ein schlecht
gestelltes Problem.
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4.5 Lo¨sungseinschließungen unter zusa¨tzlichen Restriktionen
Die bisherigen Untersuchungen in diesem Abschnitt basierten stets auf einem modellfreien An-
satz, das heißt fu¨r die Einschra¨nkungen der Menge aller Faktorisierungsa¨quivalenzklassen ist nur
die Nichtnegativita¨t der Faktoren verantwortlich. Sind Teilfaktoren in den Spalten von X oder
den Zeilen von Y bekannt (oder in der Faktorisierung eindeutig und somit bekannt), hat dies
indirekt auch Auswirkungen auf andere Teilfaktoren. In Abschnitt 3.3 ist diesbezu¨glich der kon-
tinuierliche Produktansatz untersucht. Auf den dortigen Ergebnissen aufbauend, wird nun fu¨r
die diskrete Aufgabenstellung eine U¨bersicht erstellt, wie sich durch zusa¨tzliche Restriktionen
die Menge aller mo¨glichen nichtnegativen Matrixfaktorisierungen einschra¨nken la¨sst.
Seien dazu die Faktorisierungsvoraussetzung 4.14 gegeben, UΣV T eine Singula¨rwertzerlegung
von A und X ∈ Rk×s+ , Y ∈ Rs×n+ die (gesuchten) Faktoren der Zerlegung.
1. Sind von dem Faktor X die ersten s − 1 Spalten X:,1:s−1 bekannt, so ist (analog zu Satz
3.19) die Zeile Ys,: bis auf ihre Skalierung ebenfalls bekannt. Es gilt
Ys,: ∈
{
tTV T:,1:s : t ∈ Rs, t ∈ ker(((Σ:,1:s)+UTX:,1:s−1)T )
}
.
2. Sind von dem Faktor X die ersten s0 < s Spalten bekannt, so ergibt sich (analog zu Korollar
3.21) fu¨r die Zeilen Yj,:, j = s0 + 1, ..., s, ein (s− s0)-dimensionaler Untervektorraum
Yj,: ∈
{
tTV T:,1:s : t ∈ Rs, t ∈ ker(((Σ:,1:s)+UTX:,1:s0)T )
}
, j = s0 + 1, ..., s.
3. Ist die Spalte X:,i0 bekannt, so ist die zugeho¨rige Zeile Yi0,: (analog zu Satz 3.25) Element
des folgenden (s− 1)-dimensionalen affinen Raums Y(i0)
Yi0,: ∈ Y(i0) =
{
tTV T:,1:s : t ∈ Rs, 0 = 1− tT ((Σ:,1:s)+UTX:,i0)
}
.
4. Ist fu¨r die Spalte X:,i0 eine Menge I ⊂ {1, ..., k} mit Xi,i0 = 0, i ∈ I, bekannt, so gilt
(analog zu Korollar 3.26)
X:,i0 ∈
{
UΣ:,1:st¯ : t¯ ∈ Rs, t¯ ∈ ker((UI,1:sΣ1:s,1:s)T )
}
.
5. Ist X:,i0 bekannt, so gilt neben den Nichtnegativita¨tsrestriktionen (analog zu Satz 3.28)
Yi0,: ∈
⎧⎪⎪⎨
⎪⎪⎩t
TV T:,1:s : t ∈ Rs, 0 ≤ tTV Ti,1:s ≤ min
j = 1, ..., k,
Xj,i0 > 0
Aj,i
Xj,i0
, i = 1, ..., n
⎫⎪⎪⎬
⎪⎪⎭ .
6. Ist X:,i0 bekannt und gibt es zusa¨tzlich zu den Indizes i1, ..., is ∈ {1, ..., k} einen Vektor
ε ∈ (R+ \ {0})s mit
Xi,j = εjδj,, j, 
 = 1, ..., s,
so erzeugt das Anfu¨gen von X:,i0 an A (aufbauend auf Satz 3.15) unskaliert Eindeutigkeit
in der Zerlegung bezu¨glich X:,i0 . Als neue Ausgangsmatrix ergibt sich dabei
A′ = (A,X:,i0) ∈ Rk×(n+1).
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4.5.1 Einbinden mehrerer bekannter Teilfaktoren
Der Punkt 6 in der zuvor angefu¨hrten Auflistung zeigt eine Mo¨glichkeit einzelne bekannte Teile
von X oder Y in die Faktorisierung einzuarbeiten. Sind sowohl Teilfaktoren aus X und Y
bekannt, la¨sst sich eine Erweiterung des multivariaten Modells wie folgt umsetzen.
Korollar 4.24. Es seien die Faktorisierungsvoraussetzung 4.14 erfu¨llt und von den Faktoren die
Teilkomponenten X:,1:i0 und Yj0+1:s,: mit 1 ≤ i0 ≤ j0 < s bekannt. Die Erweiterung der Matrix
A zu
A′ =
(
A X1:i0,:
Y:,j0+1:s 0(s−j0)×i0
)
∈ R(k+s−j0)×(n+i0)
erzeugt nach Korollar 4.18 fu¨r den Fall, dass es zu einer Faktorisierung A = XY einen Vektor
ε ∈ (R+ \ {0})s sowie Indizes i1, ..., is ∈ {1, ..., k} mit
Xi,j = εjδj,, j, 
 = 1, ..., s,
gibt, unskaliert Eindeutigkeit in X:,1:i0. Analog folgt aus der Existenz von  ∈ (R+ \ {0})s sowie
Indizes i1, ..., is ∈ {1, ..., n} mit
Yj,i = jδj,, j, 
 = 1, ..., s,
bis auf Skalierung Eindeutigkeit in Yj0+1:s,:.
Bemerkung 4.25. In Korollar 4.24 ist der Fall i0 > j0 uninteressant. Die Faktorenpaare
(Xi, Yi), i = j0 + 1, ..., i0, ließen sich jeweils direkt aus A extrahieren.
Bemerkung 4.26. Sei A = XY . Dann ist eine mo¨gliche Faktorisierung A′ = X ′Y ′ der Matrix
aus Korollar 4.24 gegeben durch
X ′ =
(
X
(0(s−j0)×j0 , Is−j0)
)
, Y ′ = (Y,
(
Ii0
0(s−i0)×i0
)
). (4.7)
4.5.2 Systemrestriktionen fu¨r spektroskopische Daten
Fu¨r eine zu faktorisierende Matrix von spektroskopischen Daten lassen sich auf verschiedene
Weisen Teile des Faktors Aˆ = Y bestimmen. Einerseits ko¨nnen Zeilen von Aˆ durch Einzelmes-
sungen bekannt sein, worauf sich unter Umsta¨nden die Sa¨tze 3.19 und 3.25 anwenden lassen,
und andererseits bestehen in der Praxis Mo¨glichkeiten, einzelne Zeilen von Aˆ zu ermitteln.
Sind zwei Indizes i = j und α = 1 bekannt mit
Cˆj,: = (αCˆi,1, Cˆi,2, ..., Cˆi,s), (4.8)
so la¨sst sich
Aˆ1,: =
1
Cˆi,1(1− α)
(Ai,: −Aj,:)
bestimmen. Analog ist es ebenfalls mo¨glich, den absoluten Unterschied zweier Zeilen aus Cˆ in
lediglich einer Komponente ausnutzen. Seien dazu i = j, α = 0 und
Cˆi,: − Cˆj,: = (α, 0, ..., 0), (4.9)
dann ist Aˆ1,: direkt berechenbar durch Aˆ1,: = α
−1(Ai,: −Aj,:).
Anwenden lassen sich diese Szenarien durch einen Wiederholungsversuch mit einer gea¨nderten
Anfangskonzentration (Zusammenhang aus (4.8)) oder durch die Hinzugabe einer bestimmten
Menge eines Stoffes zwischen den, im Vergleich zur Reaktionsdynamik, zeitnah beieinanderlie-
genden Messzeitpunkten ti und ti+1 (Zusammenhang aus (4.9)). Das letztgenannte Vorgehen
fu¨hrt selbstversta¨ndlich nur auf eine Na¨herung.
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Fazit
Die Schwierigkeiten der kontinuierlichen Faktorisierungsaufgabe 2.2 treten in gleicher Form bei
der nichtnegativen Matrixfaktorisierung aus Faktorisierungsaufgabe 2.3 auf. In Bezug auf Ein-
deutigkeit der Auflo¨sung ko¨nnen nur fu¨r Spezialfa¨lle Anspru¨che gestellt werden.
Durch spezielle Teilkenntnisse u¨ber die Faktoren X und Y la¨sst sich die Menge aller mo¨glichen
Faktorenpaare einschra¨nken. Gleiches u¨bertra¨gt sich auf die Niedrigrangapproximation aus Fak-
torisierungsaufgabe 2.4. Trotz dessen ist die Auflo¨sung in A¨quivalenzklassen im Normalfall nicht
eindeutig. Dies fu¨hrt auf den Bedarf nach einer zusa¨tzlichen Regularisierung der Faktoren; die
Faktorisierungsaufgabe der regularisierten nichtnegativen Niedrigrangapproximation ist gestellt.
5 Klassische Zuga¨nge zur Matrixfaktorisierung
In diesem Kapitel werden einige klassische Zuga¨nge zur approximativen Matrixfaktorisierung
vorgestellt und untersucht.
Zur Berechnung von Matrixfaktorisierungen sind in der Literatur eine Reihe von Methoden be-
kannt. Jeweils problemabha¨ngig sind dabei verschiedene Restriktionen an die Faktoren gestellt
und werden unterschiedliche Arten der Regularisierung angewendet. Bei der Hauptkomponen-
tenanalyse wird eine Zerlegung mit unkorrelierten Daten in einem der Faktoren bestimmt. Ziel
bei einer Unabha¨ngigkeitsanalyse ist es, in einem Faktor mo¨glichst unabha¨ngige Daten zu er-
halten. Die nichtnegative Matrixfaktorisierung erzeugt Faktoren mit nichtnegativen Eintra¨gen,
welche zusa¨tzlichen Regularisierungen unterliegen ko¨nnen. Ein weiterer Algorithmus ist das kom-
merzielle Softwarepaket BTEM, welches speziell fu¨r die Anwendung auf spektroskopische Daten
entwickelt wurde.
5.1 Hauptkomponenten- und Unabha¨ngigkeitsanalyse
Die Hauptkomponenten- und die Unabha¨ngigkeitsanalyse zerlegen einen großen Datensatz A in
signifikante Faktoren X,Y jeweils durch eine Niedrigrangapproximation vorgegebenen Ranges s
A ≈ XY, A ∈ Rk×n, X ∈ Rk×s, Y ∈ Rs×n.
Idee dieser beiden Methoden ist es, diese Faktorisierung derart zu erzeugen, dass die Zeilen von
Y beziehungsweise Spalten von X unkorreliert (Hauptkomponentenanalyse) beziehungsweise
mo¨glichst unabha¨ngig untereinander (Unabha¨ngigkeitsanalyse) sind. Auf mo¨gliche Nichtnegati-
vita¨tsrestriktionen von X oder Y wird keine Ru¨cksicht genommen.
5.1.1 Die Hauptkomponentenanalyse (Principal Component Analysis)
Wie bereits eingangs erwa¨hnt, wird bei der Hauptkomponentenanalyse eine Faktorisierung mit
unkorrelierten Daten in einem Faktor bestimmt. Fu¨r U¨bersichtsarbeiten zur Hauptkomponen-
tenanalyse ist unter anderem auf [9, 40,43] verwiesen.
Varianz und Kovarianz
Fu¨r den spa¨teren Umgang werden die Stichproben-Varianz, die Stichproben-Kovarianz sowie die
Stichproben-Kovarianzmatrix beno¨tigt. Details dazu lassen sich beispielsweise in [43] nachschla-
gen.
Zu zwei reellwertigen Zufallsgro¨ßen ZX und ZY sei die n-dimensionale Stichprobe (xi, yi), i =
1, ..., n, gegeben mit xi, i = 1, ..., n, unabha¨ngig, (identisch verteilt) und die yi ebenso. Mit der
korrigierten Stichproben-Kovarianz
Cov(x, y) =
1
n− 1
n∑
i=1
(xi − x)(yi − y) (5.1)
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ist ein erwartungstreuer Scha¨tzer fu¨r die Kovarianz der Zufallsgro¨ßen ZX und ZY definiert.
Dabei sind x¯ = n−1
∑
xi und y¯ = n
−1
∑
yi Scha¨tzer fu¨r die Erwartungswerte von ZX und ZY .
Weiter ist die korrigierte Stichproben-Varianz
Var(x) = Cov(x, x) =
1
n− 1
n∑
i=1
(xi − x)2 (5.2)
ein erwartungstreuer Scha¨tzer fu¨r die Varianz von ZX .
Seien ferner Z1, ..., Zk reellwertige Zufallsgro¨ßen, zu welchen durch A:,j ∈ Rk, j = 1, ..., n, eine
n-dimensionale Stichprobe gegeben ist, zusammengefasst in A ∈ Rk×n. Fu¨r i = 1, ..., k seien
ai = Ai,: ∈ Rn die Stichprobeneintra¨ge zu Zi und diese jeweils unabha¨ngig, (identisch verteilt).
Dann ist Σ ∈ Rk×k,
Σi,j = Cov(ai, aj)
ein Scha¨tzer fu¨r die Kovarianzmatrix der den ai, i = 1, ..., k, zugrunde liegenden Verteilungen.
Bemerkung 5.1. Fu¨r x, y ∈ Rk und A ∈ Rk×n mit der zugeho¨rigen Kovarianzmatrix Σ gilt
Cov(xTA, yTA) = xTΣy.
Die Hauptkomponenten und deren Gewichte
Die Hauptkomponenten Y1, ..., Ys ∈ R1×n werden als Linearkombinationen der Zeilen von A
Yi = x˜
T
i A, x˜i ∈ Rk,
derart bestimmt, dass sie untereinander unkorreliert sind und in ihrer Reihenfolge eine fallende
Varianz besitzen.
Die Hauptkomponentenanalyse la¨sst sich fu¨r eine Rang-s Niedrigrangapproximation auf zwei
Weisen anwenden.
1. Eine Hauptkomponentenanalyse von A liefert fu¨r
A = XY
unkorrelierte Hauptkomponenten in Y und deren Gewichte in X.
2. Andererseits liefert eine Hauptkomponentenanalyse von AT die mit Y gewichteten unkor-
relierten Hauptkomponenten X.
In diesem Abschnitt soll nur das Beispiel einer Hauptkomponentenanalyse von A betrachtet
werden.
Bestimmung der ersten Hauptkomponente
Aufgabe ist es die erste Hauptkomponente Y1 als Linearkombination
Y1 = x˜
T
1 A
so zu bestimmen, dass Var(Y1) maximal wird. Zur Beschra¨nkung der Skalierung wird die Ne-
benbedingung x˜T1 x˜1 = 1 eingefu¨hrt und es ergibt sich
x˜1 = arg max
x∈Rk,‖x‖2=1
Var(xTA) = arg max
x∈Rk,‖x‖2=1
xTΣx,
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woraus die Zielfunktion
f1(x) = x
TΣx− λ(xTx− 1) → max
folgt. Der Gradient von f1(x)
∇xf1(x) = 2Σx− 2λx = 2(Σ − λIk)x,
∂f1
∂λ
(x) = 1− xTx
besitzt die Nullstellen
x = V:,i, λ = σi
mit den normierten Eigenvektoren V:,i, i = 1, ..., k, von Σ und den zugeho¨rigen Eigenwerten σi.
Unter diesen wird f1(x) fu¨r den Eigenvektor zum gro¨ßten Eigenwert von A maximal und mit
x˜1 = V:,1 gilt
Y1 = V
T
:,1A,
Var(Y1) = V
T
:,1ΣV:,1 = σ1.
Bestimmung der weiteren Hauptkomponenten
Alle weiteren Hauptkomponenten Yi, i = 2, ..., s, werden induktiv bestimmt. Dabei sollen diese
unkorreliert mit den Vorherigen und von maximaler Varianz sein. Fu¨r die Zielfunktionen
fi(x) = x
TΣx−
i−1∑
j=1
λjCov(Yj,:, x
TA)− λi(xTx− 1), i = 2, ..., s,
= xTΣx−
i−1∑
j=1
λjV
T
:,jΣx− λi(xTx− 1) → max
ergeben sich
∇xfi(x) = 2(Σx− λiIk)x−
i−1∑
j=1
λjV
T
:,jΣ,
∂fi
∂λj
(x) = −V T:,jΣx, j = 1, ..., i − 1,
∂fi
∂λi
(x) = 1− xTx,
wobei als Lo¨sungen
x = V:,, λj = 0, j = 1, ..., i − 1, λi = σ
mit den normierten Eigenvektoren V:,, 
 = i, ..., k, und den zugeho¨rigen, der Gro¨ße nach abstei-
gend geordneten, Eigenwerten σ von Σ in Frage kommen. Damit ergeben sich zu x˜i = V:,i die
Hauptkomponenten
Yi = V
T
:,iA, i = 2, ..., s,
und aus der Transformation Y = X˜A mit X˜T = (x˜1, ..., x˜s) = V:,1:s ∈ Rk×s folgt u¨ber (V T:,1:s)+ =
V:,1:s eine Niedrigrangapproximation
A = V Y = XY.
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5.1.2 Die Unabha¨ngigkeitsanalyse (Independent Component Analysis)
Einen a¨hnlichen Ansatz zur Hauptkomponentenanalyse, welche eine Faktorisierung in unkorre-
lierte Daten ergibt, stellt die Idee der Extraktion unabha¨ngiger Komponenten aus den Zeilen der
Datenmatrix dar. Die vorgestellten Ideen dieses Abschnittes zur Unabha¨ngigkeitsanalyse sind
hauptsa¨chlich [14,37–39] entnommen.
Motivation der Unabha¨ngigkeitsanalyse
Seien Zi, i ∈ N, unabha¨ngig, identisch verteilte und auf Erwartungswert μ = 0 und Vari-
anz σ2 = 1 transformierte Zufallsgro¨ßen. Dann konvergiert die Verteilungsfunktion von Sn =
n−1/2
∑n
i=1 Zn nach dem zentralen Grenzwertsatz, [74], fu¨r n→∞ gegen die Verteilungsfunkti-
on der Standardnormalverteilung. In der Unabha¨ngigkeitsanalyse wird daher das Ziel verfolgt,
die einzelnen Komponenten mo¨glichst stark abweichend von einer Normalverteilung zu konstru-
ieren. Die Bestimmung der Unabha¨ngigkeitskomponenten Y1, ..., Ys als Linearkombinationen aus
den Messdaten bleibt erhalten
Y = X˜A.
Abweichung von einer Normalverteilung
Eine Gro¨ße fu¨r die Abweichung einer Verteilung von einer Normalverteilung ist die Kurtosis
kurt(Y ) = E(Y 4)− 3(E(Y 2))2,
welche fu¨r eine normalverteilte Zufallsgro¨ße Y den Wert 0 liefert und fu¨r fast alle anderen Ver-
teilungen einen Wert ungleich Null, [38]. Zielstellung ist es daher, |kurt(Y )| oder (kurt(Y ))2 zu
maximieren. Zu beachten ist, dass die Kurtosis sensibel auf
”
Ausreißer“ reagiert und damit kein
robustes Maß zur Bestimmung der Abweichung einer Zufallsverteilung von einer Normalvertei-
lung ist, [38].
Einen Ausweg bietet die aus der Entropie abgeleitete Negentropie. Die Entropie geht auf die
Arbeit
”
A mathematical theory of communication“ [76] von Shannon zuru¨ck und wird unter
anderem in der Informationstechnologie eingesetzt. Interpretiert werden kann die Entropie als
ein Zahlenwert fu¨r den Grad an Information, welche eine Beobachtung in sich birgt. Fu¨r eine
diskrete Zufallsgro¨ße z ist sie definiert als
H(z) = −
∑
i
P (z = ai) lnP (z = ai) (5.3)
mit den mo¨glichen Werten ai fu¨r z. Bei einer stetigen Zufallsgro¨ße z mit der Dichte pz ergibt
sich die Entropie als
H(z) = −
∫
pz(ξ) ln pz(ξ) dξ. (5.4)
Fu¨r zufa¨llige Beobachtungswerte liefert die Entropie einen großen Zahlenwert und fu¨r normal-
verteilte Zufallsgro¨ßen den gro¨ßten unter allen Zufallsgro¨ßen mit gleicher Varianz, [16, 38, 69].
Daher ergibt sich mit der Negentropie
J(z) = H(ν)−H(z)
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und einer normalverteilten Zufallsgro¨ße ν mit gleicher Varianz wie z eine nichtnegative Funktion
J(z), welche fu¨r eine normalverteilte Zufallsgro¨ße den Wert Null liefert. Eine Approximation an
die Negentropie liefert beispielsweise
J(z) ≈ 1
12
E(z3)2 +
1
48
kurt(z)2,
welche wiederum das Problem der nicht robusten Kurtosis beinhaltet. Eine andere Approxima-
tion an J(z) bietet
J˜(z) = (E(G(z)) − E(G(ν)))2
mit einer nichtquadratischen FunktionG. In dem FastICA1-Algorithmus von Hyva¨rinen, Ga¨vert,
Hurri und Sa¨rela¨ (vergleiche unter anderem [38]) kommen dafu¨r beispielsweise
G(z) = G1(z) =
1
a
ln cosh az
mit einer beliebigen Konstanten 1 ≤ a ≤ 2 oder
G(z) = G2(z) = − exp(−z
2
)
zum Einsatz.
Da bei der Maximierung von J˜(Y ) = J˜(x˜TA) zufa¨llige Startvektoren x˜ gewa¨hlt werden, fu¨hren
verschiedene Durchla¨ufe des FastICA–Algorithmus generell auch auf verschiedene Faktorisie-
rungen in unabha¨ngige Komponenten.
Zusammenfassung
Die Anwendung der Methoden PCA und ICA auf die Faktorisierungsaufgabe 2.3 ist nicht sinn-
voll, da die Nichtnegativita¨tsrestriktionen nicht beachtet werden.
Die Methoden wa¨ren prinzipiell darauf erweiterbar, was jedoch nicht im Fokus dieser Arbeit
steht. Weiter ist es in dem Anwendungskontext dieser Arbeit kritisch zu bewerten, die Faktoren
sukzessiv einzeln zu bestimmen und das Faktorisierungsproblem nicht als zusammenha¨ngende
Aufgabe zu lo¨sen.
5.2 Klassische Algorithmen zur nichtnegativen Matrixfaktorisierung
Zur Berechnung einer nichtnegativen Matrixfaktorisierung sind eine Reihe klassischer Algorith-
men bekannt. Diese lassen sich grundsa¨tzlich in drei allgemeine Klassen von Methoden untertei-
len: multiplikative Korrekturformeln, Gradientenverfahren und alternierende kleinste Quadrate
Methoden. In [3] sind eine Zusammenfassung der grundsa¨tzlichen Methoden und Erla¨uterungen
zu ausgesuchten speziellen Algorithmen zu finden; spezifische Arbeiten sind [12,23,47,58–60,75].
Zusa¨tzlich sei auf Zdunek und Cichocki mit [87] verwiesen, die sich mit der Anwendung eines
anderen Abstandsmaßes als ‖A−XY ‖F bescha¨ftigten.
In diesem Abschnitt sollen mit den Algorithmen von Lee und Seung, [58], und Kim und Park, [47],
zwei spezielle Ansa¨tze vorgestellt werden.
1MatLab Code FastICA 25, bereitgestellt unter http://www.cis.hut.fi/projects/ica/fastica/.
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Allgemeine Aufgabenstellung
Ziel ist es, zu einer nichtnegativen Matrix A ∈ Rk×n eine nichtnegative Niedrigrangapproxima-
tion
min
X,Y≥0
f(X,Y ), (5.5)
f(X,Y ) = ‖A−XY ‖2F (5.6)
mit X ∈ Rk×s, Y ∈ Rs×n, s = rankε(A)  min{k, n}, fu¨r ein geeignetes ε > 0 zu bestimmen.
Fu¨r den idealisierten Modellfall der nichtnegativen Matrixfaktorisierung 2.3 ist ε < σr(A) zu
wa¨hlen mit σr(A) dem kleinsten nicht verschwindenden Singula¨rwert von A.
Eine U¨berfu¨hrung des Problems in eine regularisierte nichtnegative Niedrigrangapproximation,
a¨hnlich zu Faktorisierungsaufgabe 2.5, liefert die in der Literatur ha¨ufig auftretende Zielfunktion
f(X,Y ) = ‖A−XY ‖2F + α‖X‖2F + β‖Y ‖2F , α, β ≥ 0. (5.7)
Bemerkung 5.2. Die Zielfunktionen aus (5.6) und (5.7) sind auf Rk×s+ × Rs×n+ nicht konvex.
Somit sind die jeweils dazugeho¨rigen Optimierungsprobleme ebenfalls nicht konvex.
Nachweis: Seien e = (1, 0, ..., 0)T ∈ Rk, e¯ = (1, 0, ..., 0)T ∈ Rs, e˜ = (1, 0, ..., 0)T ∈ Rn und
γ ∈ R+ \ {0}. Es ist mit f aus (5.7)
0.5(f(γee¯T , 0) + f(0, γe¯e˜T )) = ‖A‖2F + 0.5(α + β)γ2,
f(0.5γee¯T , 0.5γe¯e˜T ) = ‖A‖2F −A21,1 + (A1,1 − 0.25γ2)2 + 0.25(α + β)γ2.
Fu¨r eine konvexe Funktion folgt daraus die Forderung
γ2 ≤ 4(α + β) + 8A1,1,
welche fu¨r feste Werte A1,1, α, β ≥ 0 nicht fu¨r alle γ ∈ R+ zu halten ist.
Zu dem notwendigen Kriterium erster Ordnung einer lokalen Minimalstelle von f aus (5.6) unter
Nichtnegativita¨tsrestriktionen sei Folgendes bemerkt. Notwendige beziehungsweise hinreichende
Kriterien zweiter Ordnung sind in [65] zu finden.
Bemerkung 5.3. (Notwendiges Kriterium erster Ordnung) Die partiellen Ableitungen von f
aus (5.6) sind
∂f
∂Xi,j
= −2((A−XY )Y T )i,j , ∂f
∂Yi,j
= −2(XT (A−XY ))i,j .
Ein lokales Minimum der restringierten Optimierungsaufgabe aus (5.5) erfu¨llt die Karush-Kuhn-
Tucker Bedingungen, [49,65]. Diese lauten fu¨r das spezielle Problem mit f aus (5.6)
X, Y ≥ 0,
(XY −A)Y T ), XT (XY −A)) ≥ 0,
Xi,j((XY −A)Y T ))i,j = 0, ∀i = 1, ..., n, j = 1, ..., s,
Yi,j(X
T (XY −A))i,j = 0, ∀i = 1, ..., s, j = 1, ..., n.
Die partiellen Ableitungen der Zielfunktion mit Regularisierungen aus (5.7) sind
∂f
∂Xi,j
= 2(αX − (A−XY )Y T )i,j , ∂f
∂Yi,j
= 2(βY −XT (A−XY ))i,j
und die notwendigen lokalen Optimalita¨tsbedingungen erster Ordnung ergeben sich sehr a¨hnlich
zu denen bezu¨glich f aus (5.6).
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5.2.1 Multiplikative Korrekturterme
Ein verbreiteter und sehr einfacher Algorithmus zur Lo¨sung des nichtregularisierten Problems
aus (5.5) ist durch die multiplikativen Korrekturformeln
Yi,j ← Yi,j (X
TA)i,j
(XTXY )i,j
, i = 1, ..., s, j = 1, ..., n,
Xi,j ← Xi,j (AY
T )i,j
(XY Y T )i,j
, i = 1, ..., k, j = 1, ..., s,
von Lee und Seung aus [58] gegeben. Weiter ist diesbezu¨glich in [58] gezeigt, dass fu¨r eine daraus
konstruierte Folge von Iterierten (X(l), Y (l)) fu¨r l = 0, 1, 2, ... die Auswertung von ‖A−X(l)Y (l)‖2F
nicht steigend und nur fu¨r eine stationa¨re Iterierte invariant ist.
Einerseits ist der Algorithmus zwar sehr einfach, andererseits jedoch bergen die Korrekturterme
auch einige Schwierigkeiten. Zuna¨chst ist das Problem eines verschwindenden Nenners nicht
behandelt. Weiter fu¨hren Startwerte mit X
(0)
i,j = 0 auf eine Folge von Iterierten (X
(l), Y (l)), l =
1, 2, ... , mit X
(l)
i,j = 0, ∀l. Gonzalez in [23] und Lin in [60] zeigten weitere Schwa¨chen des
Algorithmus: So gilt beispielsweise unter bestimmten Voraussetzungen an A, X(0) und Y (0),
dass
X
(l)
i,j , Y
(l)
j,k > 0, ∀i, j, l, k.
Letztendlich sind von Gonzalez, [23], und Lin, [59], Verbesserungen des Algorithmus vorgeschla-
gen.
5.2.2 Alternierende kleinste Quadrate Methoden unter Nebenbedingungen
Die fehlende Konvexita¨t der Optimierungsprobleme aus (5.6) und (5.7) birgt bei deren nu-
merischer Lo¨sung Schwierigkeiten. Einen Ausweg bietet folgender, unter anderen auf Karja-
lainen, [44], und Paatero, [67], zuru¨ckgehender, Ansatz. Die Optimierungsprobleme werden in
jeweils zwei konvexe Teilprobleme aufgespalten, welche alternierend gelo¨st werden. Dazu wird
einerseits fu¨r festes Y ein lineares Ausgleichsproblem unter Nebenbedingungen in X gelo¨st sowie
andererseits zu festem X ein optimales Y ebenfalls als Lo¨sung eines linearen Ausgleichsproblems
unter Nichtnegativita¨tsrestriktionen bestimmt. Insgesamt ergeben sich aus den Optimierungs-
problemen zu (5.6) und (5.7) jeweils die zwei Teilprobleme
min
X≥0
fY (X), fY (X) = ‖A−XY ‖2F , (5.8)
min
Y≥0
fX(Y ), fX(Y ) = ‖A−XY ‖2F (5.9)
beziehungsweise
min
X≥0
fY (X), fY (X) = ‖A−XY ‖2F + α‖X‖2F , (5.10)
min
Y≥0
fX(Y ), fX(Y ) = ‖A−XY ‖2F + β‖Y ‖2F . (5.11)
Lemma 5.4. Die Zielfunktionen aus (5.8) und (5.9) sind konvex, die der regularisierten Teil-
probleme aus (5.10) und (5.11) sind fu¨r α, β > 0 strikt konvex. Damit sind die Teilprobleme aus
(5.8) bis (5.11) konvexe Optimierungsprobleme.
Beweis: Der Nachweis wird fu¨r (5.9) und (5.11) gefu¨hrt. Zuna¨chst soll die Konvexita¨t bezie-
hungsweise strikte Konvexita¨t der zugeho¨rigen Zielfunktionen gezeigt werden. Eine Umformung
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von fX(Y ) aus (5.11) in eine eindimensionale Formulierung liefert mit a ∈ Rkn, X˜ ∈ Rkn×sn
und y ∈ Rsn
a(j−1)k+i = Ai,j , y(j−1)s+l = Yl,j, i = 1, ..., k, j = 1, ..., n, l = 1, ..., s,
X˜i+νk,l+μs =
{
0 fu¨r ν = μ,
Xi,l fu¨r ν = μ
, i = 1, ..., k, l = 1, ..., s, ν, μ = 0, ..., n − 1,
das quadratische Funktional
fX(Y ) = ‖a− X˜y‖2 + β‖y‖2 = aT a− 2aT X˜y + yT (X˜T X˜ + βIsn)︸ ︷︷ ︸
=:B
y. (5.12)
Die Matrix B ist symmetrisch positiv semidefinit sowie fu¨r β > 0 positiv definit und damit ist
fX(Y ) konvex beziehungsweise fu¨r β > 0 strikt konvex. Der Beweis fu¨r (5.8) und (5.10) folgt
analog. Da zusa¨tzlich die Menge Y = Rs×n+ konvex ist, sind die Optimierungsprobleme ebenfalls
konvex. 
Korollar 5.5. Die regularisierten Teilprobleme aus (5.10) und (5.11) besitzen fu¨r α, β > 0
jeweils eindeutig bestimmte Lo¨sungen.
Beweis: Fu¨r (5.11) gilt: Die Menge aller zula¨ssigen Vektoren in (5.12) ist fu¨r y halboffen und
an den Ebenen yi = 0 abgeschlossen. Da die Zielfunktion zu dem Optimierungsproblem nach
Lemma 5.4 fu¨r β > 0 strikt konvex ist und trivialerweise auch koerziv, besitzt die quadratische
Funktion fu¨r Y ∈ Rs×n+ ein eindeutig bestimmtes Minimum. Analoges gilt bei α > 0 fu¨r das
Optimierungsproblem aus (5.10). 
Lo¨sung der regularisierten Teilprobleme
Eine Herangehensweise, die Teilprobleme (5.8) und (5.9) zu lo¨sen, liefern Kim und Park in [47]
u¨ber die Aufspaltung in die n linearen Ausgleichsprobleme unter Nebenbedingungen
min
Y≥0
‖A−XY ‖2F  min
Y:,1≥0
‖A:,1 −XY:,1‖22 , ..., min
Y:,n≥0
‖A:,n −XY:,n‖22,
welche direkt mit der active-set-Methode von Lawson und Hanson, [55], implementiert in der
MatLab Routine lsqnonneg, gelo¨st werden. Alternativ ergeben sich fu¨r die regularisierten Fa¨lle
die mit α, β > 0 strikt konvexen Probleme
min
X≥0
∥∥∥∥
(
AT
0s×k
)
−
(
Y T√
αIs
)
XT
∥∥∥∥2
F
, min
Y≥0
∥∥∥∥
(
A
0s×n
)
−
(
X√
βIs
)
Y
∥∥∥∥2
F
.
Nach der Wahl der Startmatrizen X(0), Y (0) ist damit die alternierende Lo¨sung der genann-
ten Teilprobleme die Iteration des Verfahrens. Die Dimensionen dieser Optimierungsstrategie
sind demzufolge Rk×s und Rs×n, was durchaus als umfangreich gewertet werden kann. Durch
die Vorgabe von Unterra¨umen fu¨r X und Y , beispielsweise mittels einer abgeschnittenen Sin-
gula¨rwertzerlegung von A, ließen sich die Probleme auf Rs×s reduzieren und die Effizienz fu¨r
n, k  s deutlich steigern.
5.2.3 Anwendungsbereiche der nichtnegativen Matrixfaktorisierung in der Literatur
Multivariate Ansa¨tze der Form A = XY + E mit nichtnegativen Faktoren X,Y sind in der
Literatur weit verbreitet. In dieser Arbeit ist der Fall einer Faktorisierung der Matrix A bei
(relativ zum Produkt XY ) kleinen Sto¨rungen untersucht.
Leicht abgewandelt davon sind Anwendungen in der Mustererkennung:
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- Bild- und Gesichtserkennung, [26,57],
- Schrift- beziehungsweise Ziffernerkennung, [25,27],
- Klassifikation von Texten oder Objekten, [2, 3, 71].
Bei diesen Anwendungen ist im Normalfall fu¨r s min{k, n} die Aufgabe einer Niedrigrangap-
proximation mit einer im Vergleich zum Produkt XY großen Sto¨rung E, also σs(XY )  σ1(E),
gestellt. Weiter sind speziell in den Vero¨ffentlichungen zur Bild- und Ziffernerkennung auch
(zu ‖A − XY ‖F ) alternative Abstandsmaße angewendet, welche ebenfalls A¨nderungen in den
Iterationsvorschriften nach sich ziehen.
5.3 Selbstmodellierende Zuga¨nge in der Chemometrie
Ein weiterer klassischer Zugang zur Berechnung einer Niedrigrangapproximation einer Matrix
A geht auf Lawton und Sylvestre:
”
Self modelling curve resolution“ [56] zuru¨ck. Der Ansatz-
punkt fu¨r die darauf aufbauenden selbstmodellierenden Algorithmen ist eine Transformation
der Faktoren der Singula¨rwertzerlegung von A. Letztendlich ist es diese Idee von Lawton und
Sylvestre, welche die Basis der U¨berlegungen aus Kapitel 4 sowie der in Kapitel 6 vorgestellten
neu entwickelten Methode PCD bildet.
Mit der Bezeichnung
”
selbstmodellierender Algorithmus“ wird eine Methode von
”
modellbehaf-
teten Algorithmen“ abgehoben. Derart werden in der Chemometrie Verfahren bezeichnet, wel-
che zusa¨tzliche Restriktionen an eine Faktorisierung stellen, in Form eines kinetischen Modells
fu¨r die Konzentrationsprofile des zugrunde liegenden Systems. Selbstmodellierende Algorithmen
beschra¨nken die Zerlegung lediglich auf nichtnegative Faktoren und begu¨nstigen eine Faktori-
sierung mit typischen Einzelsubstanzspektren fu¨r einen dieser. Eine spezifiziertere Abgrenzung
ist in [63] zu finden.
Notation
In diesem Abschnitt wird die Faktorisierungsaufgabe 2.5 (Bestimmung einer regularisierten
nichtnegativen Niedrigrangapproximation) untersucht. Der u¨blichen Notation der Chemie fol-
gend werden die Faktoren mit Cˆ und Aˆ bezeichnet, Cˆ = X, Aˆ = Y . Fu¨r Bezu¨ge auf den
idealisierten Produktansatz aus Faktorisierungsaufgabe 2.2 wird t = x und cˆ(t) = w(x) sowie
x = y und aˆ(x) = v(y) verwendet.
5.3.1 Historische Entwicklung selbstmodellierender Algorithmen in der
Spektroskopie
Lawton und Sylvestre bestimmten in dem 1971 publizierten Artikel
”
Self modelling curve re-
solution“ [56] die Teilfaktoren der Zeilen von Aˆ als nichtnegative Linearkombinationen aus den
Eigenvektoren von ATA zuna¨chst fu¨r ein 2-Komponentensystem und ohne weitere Regularisie-
rungen. Im Jahr 1974 folgte mit [82] eine publizierte Anwendung auf ein praktisches System,
dem Multikomponentensystem
A+ B  C,
inklusive eines Ausblicks auf die Anwendung in der Kinetik.
Spa¨ter waren es Malinowski ([63], erste Auflage 1980), Kvalheim und Liang ([54], 1993) sowie
Garland ([11,68,86,88], ab 2000) die in der Weiterentwicklung des Ansatzes federfu¨hrend waren.
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Malinowski griff die Ideen von Lawton und Sylvestre in [63] auf und entwickelte diese weiter,
Garland konzipierte darauf basierend das Softwarepaket BTEM.
Ausgehend von einer Singula¨rwertzerlegung wird eine Transformation der abstrakten Faktoren
U und V T in sinnvolle Profile berechnet. Entscheidender Punkt ist dabei die lokale Rang-1
Approximation der Matrix A durch dyadische Produkte zur einzelnen Rekonstruktion der Fak-
torenpaare (Cˆ:,i, Aˆi,:) fu¨r i = 1, ..., s. Kritisch anzumerken ist jedoch, dass das Zusammenspiel
aller Komponenten der einzelnen Faktoren nicht beru¨cksichtigt wird.
Exemplarisch fu¨r diesen Ansatz wird der in BTEM angewendete Algorithmus im Folgenden
ausfu¨hrlich erla¨utert und untersucht.
Auf dem Gebiet der selbstmodellierenden Algorithmen mit einer abgeschnittenen Singula¨rwert-
zerlegung als Ausgangspunkt und einem Anwendungsbezug zur Spektroskopie entsprechen die
Ansa¨tze und Algorithmen von Malinowski und hinter BTEM dem Stand der Forschung. Bei den
klassischen Algorithmen zur Erzeugung von nichtnegativen Niedrigrangapproximationen ist der
Algorithmus von Kim und Park eine geeignete Referenz.
5.3.2 Das Softwarepaket BTEM
Das kommerzielle Softwarepaket BTEM (Band Target Entropy Minimization) ist eine speziell
zur Isolation einzelner Komponenten aus Spektroskopiedaten, gegeben in Form einer Matrix
A, entwickelte Anwendung. Der zugeho¨rige Algorithmus baut stark auf der von Malinowski
in [63] genutzten Verfahrensweise auf, entha¨lt jedoch einige sinnvolle beziehungsweise praktische
Evolutionen und ist in einem Programmpaket fu¨r MatLab inklusive graphischer Oberfla¨che
umgesetzt. Als Verweise seien beispielhaft [11,68,86,88] angegeben.
Die Problemklasse und der Lo¨sungsansatz
Hinter der Software steht ein Algorithmus zum Erzeugen einer regularisierten nichtnegativen
Niedrigrangapproximation einer Matrix A. Das Hauptaugenmerk der Niedrigrangapproximation
A ≈ CˆAˆ liegt auf dem Faktor Aˆ, dessen Zeilen, a¨hnlich wie bereits von Malinowski entwickelt,
einzeln bestimmt werden. Basis dieses Vorgehens ist die Annahme, dass sich die Eintra¨ge in
bestimmten Indexbereichen von A hauptsa¨chlich aus lediglich einem Teilfaktor Aˆi0,: bestimmen.
Diesen gilt es zu rekonstruieren. Dazu wird manuell ein zusammenha¨ngender Bereich in den
Indizes I ⊂ {1, ..., n} vorgegeben und eine
”
geeignete“ Linearkombination der rechtsseitigen
Singula¨rvektoren von A bestimmt. Diese ergibt Aˆi0,: und soll A auf I (demzufolge A:,I) mo¨glichst
gut approximieren.
Der Programmaufbau
Die Anwendung von BTEM gliedert sich in die folgenden vier Schritte.
1. Zuna¨chst werden die Messdaten eingelesen.
2. Anschließend folgt die Bestimmung einer Singula¨rwertzerlegung und die Betrachtung der
rechtsseitigen Singula¨rvektoren. Im Zuge dessen werden bis zu 6 jeweils zusammenha¨ngen-
de Indexbereiche (Band-Targets, siehe Definition 5.6) festgelegt, mit dem Ziel diesbezu¨glich
bis zu 6 Teilfaktoren Aˆi,:, i = 1, ..., s ≤ 6, zu bestimmen.
3. In Stufe 3 erfolgt die konkrete Auswahl der Regularisierungsfunktionen fi aus (2.7), speziell
fu¨r den vorliegenden Datensatz. Die Minimierung der Zielfunktion aus (2.7) wird mittels
eines Simulated Annealing-Algorithmus, [15], ausgefu¨hrt.
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4. Der Abschluss umfasst die Auswertung der Ergebnisse, das heißt der Zeilen von Aˆ. Die
Gewichte Cˆ werden nicht berechnet, lassen sich aber eigensta¨ndig mittels linearer Aus-
gleichrechnung bestimmen.
Approximation vom Rang 1
Ausgangspunkt ist zu einer Matrix A ∈ Rk×n, rank(A) = s, die idealisierte Faktorisierungsauf-
gabe der nichtnegativen Matrixfaktorisierung. Zu dem Faktor Aˆ ∈ Rs×n, rank(Aˆ) = s, ergibt
sich mit
Aˆ+ = AˆT (AˆAˆT )−1
der zweite Faktor Cˆ aus A = CˆAˆ als
Cˆ = AAˆT (AˆAˆT )−1. (5.13)
Diese Beziehung wird nun auf die Aufgabenstellung der nichtnegativen Niedrigrangapproxima-
tion und speziell der lokalen nichtnegativen Niedrigrangapproximation wie folgt u¨bertragen.
Mit dem BTEM Algorithmus wird eine sukzessive Niedrigrangapproximation bestimmt. Das
heißt das Faktorisierungsproblem wird in s Teilprobleme A ≈ Cˆ:,iAˆi,:, i = 1, ..., s, aufgespalten.
Dabei wird die Auflo¨sung aus (5.13) auf den Zusammenhang der Teilfaktoren eines Faktorenpaars
(Cˆ:,1, Aˆ1,:) u¨bertragen
Cˆ:,1 = AAˆ
T
1,:(Aˆ1,:Aˆ
T
1,:)
−1 (5.14)
und der Teilfaktor Aˆ1,: als Linearkombination der ersten rechtsseitigen Singula¨rvektoren der
Matrix A bestimmt
Aˆ1,: = T1,:V
T
:,1:z (5.15)
mit s ≤ z ≤ min{k, n}.
Fu¨r das Residuum der Matrixfaktorisierung gilt nach diesem vereinfachenden Ansatz
‖A− Cˆ:,1Aˆ1,:‖22 ≥ σ22 , ‖A− Cˆ:,1Aˆ1,:‖2F ≥
min{k,n}∑
i=2
σ2i . (5.16)
Der Ansatz einer lokalen Niedrigrangapproximation in BTEM
Die lokale Niedrigrangapproximation erfolgt in BTEM u¨ber Zielbereiche (Band-targets).
Definition 5.6. (Zielbereiche, Band-targets) Fu¨r die Variable x aus Faktorisierungsaufgabe 2.2
wird ein zusammenha¨ngendes Intervall bestimmt, welches, u¨bertragen auf das Frequenzraster
x¯ ∈ Rn, eine zusammenha¨ngende Indexmenge I ergibt. Fu¨r diese Indexmenge wird eine lokale
Niedrigrangapproximation bestimmt.
Abbildung 5.1 zeigt die Auswahl von fu¨nf Bereichen fu¨r den Datensatz aus Anhang B.4.
Bemerkung 5.7. In den vorliegenden Vero¨ffentlichungen ist nichts u¨ber die algorithmische Ein-
arbeitung der Zielbereiche ausgesagt. Insofern kann eine Beurteilung der angefu¨hrten Rechen-
schritte nicht erfolgen und es lassen sich keine Aussagen bezu¨glich mo¨glicher Probleme durch
U¨berlagerungen und Coexistenzen der Teilfaktoren Aˆi,:, i = 1, ..., s, in den Zielbereichen treffen.
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Abbildung 5.1: Auswahl von fu¨nf Zielbereichen fu¨r den Datensatz aus Anhang B.4.
Bemerkung 5.8. Die einzelnen Teilfaktoren (Cˆ:,i, Aˆi,:) werden jeweils aus den Originaldaten
in A extrahiert. Das heißt Cˆ:,2 und Aˆ2,: werden anhand von A und nicht A− Cˆ:,1Aˆ1,: bestimmt.
Bemerkung 5.9. Der Ansatz die Faktorenpaare (Cˆ:,i, Aˆi,:) einzeln abzuspalten ist sehr kritisch
zu bewerten. Sei der idealisierte Fall einer Matrix A vom Rang s betrachtet. Der Ansatz aus
(5.14) und (5.15) liefert nach Lemma 3.24 zwar eine Rangreduktion rank(A− Cˆ:,iAˆi,:) = s− 1,
es wird jedoch ohne jede Grundlage unterstellt, dass fu¨r die verbleibende Matrix A − Cˆ:,iAˆi,:
exakte Zerlegungen in nichtnegative Faktoren vollen Ranges existieren und dass, falls es welche
gibt, darunter zudem noch mindestens eine physikalisch-chemisch sinnvolle ist.
Die Optimierungsaufgabe
Die Nichtnegativita¨tsrestriktionen werden durch Strafterme eingebunden. Als weitere Regulari-
sierungen werden in diskretisierter Form unter anderem das Betragsintegral des Faktors aˆ1(x)
u¨ber x sowie die Norm der m-ten Ableitung (m = 1, 2, 4) von aˆ1(x) angewendet. Zusa¨tzlich
wird u¨ber (5.18) eine spezielle Form der in Abschnitt 5.1 kurz erla¨uterten Shannon-Entropie aus
(5.3), vergleiche auch [76], bezu¨glich des Faktors Aˆ1,: eingesetzt.
Nach [86] lautet das Minimierungsproblem insgesamt
F (Cˆ, Aˆ)→ min, F : Rk×1 × R1×n,
F (Cˆ, Aˆ) = δShFSh(Aˆ) + δDerFDer(Aˆ) + δIntFInt(Aˆ) + γ1PAˆ(Aˆ) + γ2PCˆ(Cˆ) (5.17)
mit den Regularisierungs- und Straffunktionen
FSh(Aˆ) = −
∑
i
|(Fder,i(Aˆ))|
FDer(Aˆ)
ln
(
|(Fder,i(Aˆ))|
FDer(Aˆ)
)
, (5.18)
FDer(Aˆ) =
∑
i
∣∣∣(Fder,i(Aˆ))∣∣∣ ,
FInt(Aˆ) =
n∑
i=1
|Aˆi|,
PAˆ(Aˆ) = F1(Aˆ)
⎧⎨
⎩
0 F1(Aˆ) < λ1,
10 λ1 ≤ F1(Aˆ) < λ2,
104 λ2 ≤ F1(Aˆ)
+
{
0 max{Aˆ} ≤ λ3,
104 max{Aˆ} > λ3 ,
PCˆ(Cˆ) = 10
3
k∑
i=1
min(0, Cˆ)2,
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den Hilfsfunktionen
Fder,i(Aˆ) ≈ d
mAˆ
dxm
(x¯i), m = 1, 2 oder 4,
F1(Aˆ) =
n∑
i=1
min(0, Aˆi)
2,
den Parametern λ1 = 10
−3, λ2 = 10
−2 sowie dem variablen Parameter λ3 > 0. Die Wahl von
δSh, δDer, δInt ∈ {0, 1} erfolgt manuell.
Bemerkung 5.10. Die Funktion PAˆ ist nur fu¨r Parametersa¨tze mit λ1, λ2 ∈ {−∞, 0,∞},
λ1 ≤ λ2, und λ3 ∈ {−∞,∞} stetig sowie dann auch differenzierbar.
Bemerkung 5.11. Der Einsatz der Straffunktion PCˆ ist unter Anwendung von (5.13) insofern
kritisch zu bewerten, dass sie unter Umsta¨nden wenig Einfluss hat. Ist die Ausgangsmatrix A
komponentenweise nichtnegativ und die Iterierte Aˆ ebenfalls, so ist Cˆ mit der Berechnung durch
(5.13) auch komponentenweise nichtnegativ und es gilt PCˆ(Cˆ) = 0.
Eine Parameterreduktion durch die Singula¨rwertzerlegung
In der oben beschriebenen Form ist die Optimierungsfunktion u¨ber die Vektoren Cˆ und Aˆ
eine Abbildung Rk × Rn → R. Wird Aˆ als Element des Bildraums der ersten z rechtsseitigen
Singula¨rvektoren unter Verwendung von (5.15) bestimmt und Cˆ in Abha¨ngigkeit davon mittels
(5.14), so vereinfacht sich das Optimierungsproblem zu
G(T ) → min,
G : R1×z → R, G(T ) = F (‖T‖−22 UΣ:,1:zT T , TV:,1:z),
wobei UΣV T eine Singula¨rwertzerlegung von A ist.
5.3.3 Kritische Auseinandersetzung mit der lokalen Auflo¨sung
Die Strategie des BTEM-Algorithmus ist es, nur eine lokale Auflo¨sung der Matrixfaktorisierung
vorzunehmen. Die Ungleichungen aus (5.16) zeigen, dass die Approximation durch ein dyadisches
Produkt als Niedrigrangapproximation kritisch zu bewerten ist. Weiter soll an dieser Stelle kurz
die Vorgehensweise aus (5.14) untersucht werden. Ebenso ist das Verhalten der Linearkombina-
tion aus (5.15) fu¨r den Fall interessant, dass eine Teilmatrix rekonstruiert werden soll, welche
tatsa¨chlich nur den Rang eins hat.
Kritische Auseinandersetzung des Zusammenhangs aus (5.14)
Der Ansatz Cˆ:,1 u¨ber die Linearkombination aus (5.14) als
Cˆ:,1 ≈ C˜:,1 = AAˆ+1,:
zu approximieren, ist lediglich in Sonderfa¨llen mehr als nur eine grobe Na¨herung und liefert im
Normalfall eine U¨berscha¨tzung von Cˆ:,1. Eine Abscha¨tzung fu¨r den Fehler liefert der folgende
Satz.
Satz 5.12. Gegeben sei das Matrixprodukt A = CˆAˆ mit A ∈ Rk,n, Cˆ ∈ Rk×s+ , Aˆ ∈ Rs×n+ ,
rank(A) = s. Weiter sei zu Aˆ1,: der Teilfaktor C˜:,1 mittels (5.14) bestimmt als
C˜:,1 = AAˆ
+
1,:.
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Dann gilt
C˜:,1 = Cˆ:,1 ⇔ Aˆ1,:⊥Aˆi,:, ∀ i = 2, ..., s, (5.19)
C˜i,1 ≥ Cˆi,1, i = 1, ..., k, (5.20)
max
i=2,...,s
AˆTi,:Aˆ1,:‖Cˆ:,i‖ ≤ ‖Aˆ1,:‖22‖C˜:,1 − Cˆ:,1‖ ≤
s∑
i=2
AˆTi,:Aˆ1,:‖Cˆ:,i‖. (5.21)
Beweis: Aus rank(A) = s folgt ‖Aˆ1,:‖2 > 0. Weiter gilt
C˜:,1 =
(
s∑
i=1
Cˆ:,iAˆi,:
)
Aˆ+1,:,
C˜:,1 − Cˆ:,1 =
(
s∑
i=2
Cˆ:,iAˆi,:
)
AˆT1,:‖A1,:‖−22
und es folgt die rechte Ungleichung von (5.21). Aus rank(Cˆ) = s folgt (5.19). Weiter sind alle
Eintra¨ge in Cˆ und Aˆ nichtnegativ und es folgt (5.20) sowie die linke Ungleichung von (5.21).
Speziell die untere Schranke der Abscha¨tzung fu¨r ‖C˜:,1 − Cˆ:,1‖ aus (5.21) beinhaltet starke
Voraussetzungen an den Faktor Aˆ, um eine gute Na¨herung fu¨r Cˆ:,1 zu erhalten.
In Abschnitt 6.5 wird eine kleine Modifikation der Vorgehensweise aus (5.14) vorgestellt, welche
die Fehlerschranken aus (5.21) deutlich herabsetzt. Dabei beschra¨nken sich die Skalarprodukte
(Aˆi,:, Aˆ1,:) der Fehlerabscha¨tzungen aus (5.21) lokal auf die Indexmenge I der Zielbereiche
max
i=2,...,s
AˆTi,IAˆ1,I‖Cˆ:,i‖ ≤ ‖Aˆ1,I‖22‖C˜:,1 − Cˆ:,1‖ ≤
s∑
i=2
AˆTi,IAˆ1,I‖Cˆ:,i‖,
vergleiche dazu Satz 6.25.
Ergebnis der lokalen Niedrigrangapproximation einer Teilmatrix mit Rang 1
Satz 5.12 zeigt, wie sich der Fehler der Approximation fu¨r Cˆ:,1 aus (5.14) verha¨lt. Ein weiterer
Kritikpunkt der lokalen Rekonstruktion setzt bei dem Fall an, dass eine Teilmatrix A:,I aus
Spalten von A durch Aˆ1,I approximiert werden soll, wobei sich A:,I tatsa¨chlich als dyadisches
Produkt C˜:,1Aˆ1,I darstellen la¨sst.
Sei dazu fu¨r die idealisierte Faktorisierungsaufgabe 2.3 der Fall angenommen, es gibt eine nicht-
leere zusammenha¨ngende Menge I ⊂ {1, ..., n}, so dass rank(A:,I) = 1 gilt. Dann folgt fu¨r den
idealisierten Fall mit der Beziehung Aˆ = TV T:,1:s aus (5.15), dass ebenfalls rank(VI,1:s) = 1 sein
muss. Insgesamt ergibt sich so zur Bestimmung von Aˆ1,: auf der Indexmenge I ein eindimensio-
naler Vektorraum fu¨r Aˆ1,I .
Fazit 5.13. Fu¨r den oben beschriebenen Fall konzentriert sich die Bestimmung des Teilfaktors
Aˆ1,: und damit auch dessen Regularisierung grundsa¨tzlich auf den Indexbereich {1, ..., n}\I, also
den Indexbereich, auf welchem A nicht lokal approximiert werden soll.
5.4 Kritische Zusammenfassung der vorgestellten Lo¨sungsansa¨tze
Die in diesem Kapitel vorgestellten Methoden eignen sich aus verschiedenen Gru¨nden nur bedingt
zur Lo¨sung der Faktorisierungsaufgaben 2.3, 2.4 (nichtnegative Matrixfaktorisierung, Niedrig-
rangapproximation) und 2.5 (regularisierte nichtnegative Niedrigrangapproximation) mit Bezug
zu spektroskopischen Daten. Dazu seien die Methoden abschließend kurz zusammengefasst.
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Hauptkomponentenanalyse
Das grundsa¨tzliche Problem der Hauptkomponentenanalyse sind die nicht beachteten Nicht-
negativita¨tsrestriktionen an die Faktoren. Zudem konzentriert sich die Faktorisierung nur auf
einen der Faktoren X oder Y und die Bestimmung untereinander unkorrelierter Teilfaktoren.
Der zweite Faktor bleibt hingegen unberu¨cksichtigt, was der zu lo¨senden Faktorisierungsaufga-
be grundsa¨tzlich widerspricht. Der Ansatz einer Faktorisierung in untereinander unkorrelierte
Teilfaktoren fu¨r einen der Faktoren kann als durchaus sinnvoll angesehen werden, wobei dafu¨r
die Problemklasse der Daten entscheidend ist.
Durch zusa¨tzliche Nichtnegativita¨tsrestriktionen ließe sich diese Methode auch fu¨r die vorliegen-
den Faktorisierungsaufgaben anwenden.
Unabha¨ngigkeitsanalyse
Die Kritikpunkte aus der Hauptkomponentenanalyse lassen sich direkt auf die Unabha¨ngigkeits-
analyse u¨bertragen. Der Ansatz untereinander mo¨glichst unabha¨ngige Teilfaktoren fu¨r einen der
Faktoren zu erzeugen, ist im Vergleich zur Hauptkomponentenanalyse jedoch fu¨r einige Anwen-
dung ein u¨berzeugenderer Zugang zur Bestimmung einer Faktorisierung.
Nichtnegative Matrixfaktorisierung
Die vorgestellten klassischen Algorithmen zur nichtnegativen Matrixfaktorisierung entsprechen
dem Anforderungsprofil zur Lo¨sung der vorliegenden Faktorisierungsaufgaben. Jedoch bietet ei-
nerseits die in Abschnitt 5.2 erwa¨hnte Variante von Lee und Seung u¨berhaupt keine zusa¨tzlichen
Regularisierungsmo¨glichkeiten sowie andererseits die vorgestellte Methode von Kim und Park
nicht genug Flexibilita¨t hinsichtlich der Regularisierungen, welche lediglich u¨ber α und β steu-
erbar sind. Weiter wa¨re es bei der Anwendung auf Daten mit vergleichsweise kleiner Sto¨rung E
sinnvoll, die Faktoren X und Y aus speziell gewa¨hlten Unterra¨umen des Rk×s und des Rs×n nied-
riger Dimension zu bestimmen. Dies wu¨rde den Optimierungsaufwand reduzieren, vergleichbar
mit dem in Abschnitt 4.3 beschriebenen Ansatz. Da es sich bei den Verfahren jedoch um einen
allgemein gehaltenen Ansatz zur Lo¨sung von Aufgaben der Niedrigrangapproximation handelt,
beschra¨nkt sich dieser Kritikpunkt auf die in dieser Arbeit betrachtete spezielle Problemklasse.
Der Algorithmus BTEM
Der Algorithmus BTEM beinhaltet eine deutliche Reduktion des Aufwandes. Die Faktoren wer-
den nicht autonom bestimmt, sondern u¨ber eine Transformation der Faktoren einer abgeschnit-
tenen Singula¨rwertzerlegung von A. Somit werden die Spalten von X und Zeilen von Y als
Elemente von niedrigdimensionalen Untervektorra¨umen, aufgespannt von den ersten z Singula¨r-
vektoren, berechnet. Die eingesetzten Regularisierungen sind, abgesehen von der in Bemerkung
5.10 benannten Unstetigkeit von PAˆ(Aˆ), fu¨r den ausgewa¨hlten Anwendungsbereich der optischen
Spektroskopie geeignet. Sie sind diesem angepasst und flexibel.
Hauptkritikpunkte sind die lokale Niedrigrangapproximation mit einem dyadischen Produkt,
welche der Problemstellung auch lokal gekoppelter Daten widerspricht (vergleiche (5.16) so-
wie Bemerkung 5.9), die Berechnung einer Approximation fu¨r Cˆ:,1 in Abha¨ngigkeit von Aˆ1,:
(Abscha¨tzung aus Satz 5.12) sowie die Ausweitung der lokal betrachteten Komponenten auf den
gesamten Indexbereich (Fazit 5.13). Weiter werden die einzelnen Teilfaktoren in Cˆ nicht von der
Routine ausgegeben und mu¨ssen im Anschluss eigensta¨ndig mittels linearer Ausgleichsrechnung
bestimmt werden.
Trotz der Kritik an den mathematischen Voraussetzungen bleibt festzuhalten, dass der BTEM-
Algorithmus in der Praxis bei der Anwendung auf Daten der FT-IR Spektroskopie gute Ergeb-
nisse liefert. Gegenu¨ber Sto¨rungen verha¨lt sich der Algorithmus robust.
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6 Regularisierte nichtnegative
Niedrigrangapproximationen und ihre
Implementierung in der Methode Pure
Component Decomposition
In Kapitel 3 ist gezeigt, dass der kontinuierliche Produktansatz unter bestimmten Voraussetzun-
gen, von der Skalierung und Sortierung abgesehen, eindeutig lo¨sbar ist. Dabei sind sowohl die
notwendigen Anforderungen an die Ausgangsfaktoren aus Satz 3.6 als auch die hinreichenden
Bedingungen aus Satz 3.8 sehr einschra¨nkend und nur in Sonderfa¨llen erfu¨llt.
Analoges gilt ebenfalls fu¨r die nichtnegative Matrixfaktorisierung; im Normalfall sind die Fakto-
ren nicht eindeutig. Basieren die Daten A auf einer zu analysierende Modellierung, so besteht der
Bedarf, aus allen mo¨glichen Faktorisierungen bestimmte zu selektieren, um so tiefgreifende Auf-
schlu¨sse durch die Zerlegung zu erhalten. Eine Mo¨glichkeit der Selektion sind Regularisierungen.
Dies fu¨hrt auf die Aufgabe der Berechnung einer regularisierten nichtnegativen Niedrigrangap-
proximation.
U¨bersicht
Dieses Kapitel bildet den praktischen Kernteil der Arbeit; es wird ein neu entwickelter Algorith-
mus zur Lo¨sung der Faktorisierungsaufgabe 2.5 vorgestellt und diskutiert.
In den Abschnitten 6.1 und 6.2 werden die in dem Algorithmus eingesetzten Regularisierungen
erla¨utert. Dabei sind in 6.1 allgemeine Regularisierungen behandelt und in 6.2 eine sehr spe-
zielle; es ist einer der Faktoren mit einem Anfangswertproblem verknu¨pft. Die sich ergebende
Zielfunktion liegt in Form eines nichtlinearen Quadratmittelproblems vor, dessen Lo¨sung kurz
beschrieben wird. Ausgangspunkt fu¨r die Niedrigrangapproximation ist der kontinuierliche Pro-
duktansatz aus (2.2) mit stetigen Funktionen wi(x), vi(y), i = 1, ..., s. Fu¨r den diskretisierten
Fall bietet dies die Mo¨glichkeit einer stufenweisen Ausdu¨nnung der Daten in unterschiedlichen
Grobgittern. Diese Vorgehensweise einer Multi-Level-Strategie ist in 6.4 erla¨utert. Weiter wird in
6.5 ein nicht zu empfehlender Algorithmus einer lokalen Niedrigrangapproximation eingefu¨hrt
und analysiert. Eine Analyse der sensiblen Wahl der Gewichtungsparameter der Regularisie-
rungsfunktionen erfolgt in Abschnitt 6.6.
Insgesamt entstand aus diesen Ideen ein Programmpaket, welches auf die Niedrigrangapproxima-
tion von spektroskopischen Daten ausgelegt ist. Die Methode tra¨gt den Namen Pure Component
Decomposition, kurz PCD.
Notation und Aufgabenstellung
Ebenso wie in Abschnitt 5.3 werden, der u¨blichen Notation der Chemie folgend, in diesem
Kapitel die Bezeichnungen Cˆ = X, Aˆ = Y verwendet. Fu¨r den kontinuierlichen Produktansatz
2.2 werden die Variablen mit t = x, x = y und die Funktionen mit cˆ = w, aˆ = v bezeichnet.
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Die Aufgabenstellung lautet demnach wie folgt.
Faktorisierungsaufgabe 6.1. Zu einer Matrix A ∈ Rk×n, Ai,j ≥ −ε mit 0 ≤ ε  maxi,j Ai,j
und einer Zahl s ∈ N, s ≤ rank(A), ist eine regularisierte nichtnegative Niedrigrangapproxima-
tion
1
2
‖A− CˆAˆ‖2F +
1
2
p∑
i=1
γ2i fi(Cˆ, Aˆ)→ min, (6.1)
durch Cˆ ∈ Rk×s+ und Aˆ ∈ Rs×n+ , rank(CˆAˆ) = s, gesucht mit den Regularisierungsfunktionen
fi(Cˆ, Aˆ) ≥ 0, i = 1, ..., p, sowie deren Gewichtung γi ∈ R, i = 1, ..., p.
Der angewendete Lo¨sungsansatz
Ausgangspunkt sei zuna¨chst eine Matrix A ∈ Rk×n+ , welche exakt in zwei nichtnegative Faktoren
Cˆ ∈ Rk×s+ und Aˆ ∈ Rs×n+ jeweils vollen Ranges zerfa¨llt. Wie in Abschnitt 4.3 erla¨utert, ist es
mo¨glich mit Hilfe einer regula¨ren Matrix T ∈ Rs×s und den ersten s links- und rechtsseitigen
Singula¨rvektoren auf die Faktoren Cˆ und Aˆ zu schließen (inklusive der Skalierung durch die
Singula¨rwerte)
Cˆ = UΣ:,1:sT
−1, Aˆ = TV T:,1:s.
Ein solcher Ansatz wird nun verwendet und es ist die Aufgabe eine geeignete Transformation T
zu bestimmen. Bei der Berechnung einer Niedrigrangapproximation gesto¨rter Daten wird eine
Matrix T ∈ Rs×z angewendet
Cˆ = UΣ:,1:zT
+, Aˆ = TV T:,1:z. (6.2)
Voru¨berlegung zur Skalierung der Faktoren
Einige der spa¨ter vorgestellten Regularisierungsfunktionen besitzen Eigenschaften wie etwa
f(α−1Cˆ, αAˆ) = α2f(Cˆ, Aˆ),
so dass der unbekannte Skalierungsfaktor der einzelnen Faktorenpaare bei der Optimierung
hinderlich ist. Eine Mo¨glichkeit diesem Problem entgegenzutreten, ist eine, die Allgemeinheit
nicht einschra¨nkende, Normierung der Zeilen von Aˆ
Cˆ:,i ← ‖Aˆi,:‖∞Cˆ:,i, i = 1, ..., s, (6.3)
Aˆi,: ← ‖Aˆi,:‖−1∞ Aˆi,:, i = 1, ..., s, (6.4)
auf 1 vorzunehmen (also indirekt Ti,: ← ‖Aˆi,:‖−1∞ Ti,:) und so die Rechnung im Sinne der Skalie-
rung auf Repra¨sentanten der A¨quivalenzklassen zu beschra¨nken.
Diese direkte Anwendung birgt jedoch ein Problem. Sei T () ∈ Rs×z die 
-te Iterierte bei der
spa¨teren Minimierung von F aus (6.11), wobei T () den vollen Rang habe. Wird eine Zeile von
T () in eine Nullmatrix eingebettet, so ergibt sich fu¨r eine geeignete A¨nderung der Iterierten um
diese Matrix eine im Rahmen der Maschinengenauigkeit gleiche Folgerechnung
F (T () + γdiag(em)T
()) = F (T ()), m = 1, ..., s, γ > −1.
Dabei ist em ∈ Rs der m-te Einheitsvektor.
6.1 Die Straf- und Regularisierungsfunktionen 63
Es existiert also ein s-dimensionaler Vektorraum V , so dass eine Variation von T () um geeignet
skalierte Elemente aus V auf eine gleiche Folgerechnung wie T () selbst fu¨hrt. Fu¨r eine mit
φ : Rsz → Rs×z,
(φ(x))i,j = x(i−1)z+j , i = 1, ..., s, j = 1, ..., z, (6.5)
aus F : Rs×z → R erzeugte Funktion G : Rsz → R,
G(x) = F (φ(x))
besitzt die Hessematrix HG(x) aller zweiten partiellen Ableitungen damit fu¨r alle x ∈ Rsz mit
rank(φ(x)) = s stets einen s-dimensionalen Kern. Es kann sich somit das hinreichende Kriterium
einer strikten lokalen Minimalstelle x∗ (positiv definite Hessematrix) nicht einstellen.
Eine praktisch bessere Umsetzung ist der Weg u¨ber eine Straffunktion
f1 : R
s×n → R, f1(Aˆ) =
s∑
i=1
(1− ‖Aˆi,:‖∞)2. (6.6)
6.1 Die Straf- und Regularisierungsfunktionen
In diesem Teilabschnitt werden die in dem Faktorisierungsalgorithmus eingesetzten Regularisie-
rungsfunktionen fi zur Lo¨sung der Faktorisierungsaufgabe 2.5 vorgestellt. Zusa¨tzlich zur Ap-
proximationsforderung werden zuna¨chst die Nichtnegativita¨tsrestriktionen der Faktoren Cˆ, Aˆ in
Straffunktionen eingearbeitet. Neben diesen Problemrestriktionen werden geeignete Regularisie-
rungsfunktionen motiviert und eingefu¨hrt. Insgesamt werden alle Funktionen zuna¨chst fu¨r das
Optimierungsproblem aus (6.1), also fu¨r Cˆ, Aˆ direkt, eingefu¨hrt. Die Transformationen aus (6.2)
werden erst zum Schluss angewendet.
Niedrigrangapproximation und lokale Niedrigrangapproximation
Die Approximationsforderung aus (6.1) wird aufgrund des einfacheren Umgangs mit allen Straf-
und Regularisierungsfunktionen als
f0 : R
k×s ×Rs×n → R, f0(Cˆ, Aˆ) = ‖A− CˆAˆ‖2F
eingefu¨hrt. Fu¨r eine lokale Niedrigrangapproximation von A nur auf der Zeilenindexmenge I ⊂
{1, ..., n} ergibt sich
f0(Cˆ, Aˆ) = ‖A:,I − CˆAˆ:,I‖2F .
Die Nichtnegativita¨tsrestriktionen
Fu¨r die idealisierte nichtnegative Matrixfaktorisierung lauten die Forderungen
Cˆi,j ≥ 0, i = 1, ..., k, j = 1, ..., s,
Aˆi,j ≥ 0, i = 1, ..., s, j = 1, ..., n,
an die Faktoren Cˆ, Aˆ. Fu¨r gesto¨rte Daten und die Aufgabe der Niedrigrangapproximation ist es
mitunter sinnvoll, Werte amin, cmin ≤ 0 als untere Schranken einzufu¨hren. An dieser Stelle wirkt
die Restriktion der Normierung von Aˆ aus (6.6) einer ungewollten Ausnutzung einer mo¨glichen
freien Skalierung bei der Anwendung absoluter Schranken entgegen.
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Die Nichtnegativita¨tsrestriktionen werden in zwei Straffunktionen eingebettet
f2 : R
s×n → R, f2(Aˆ) =
s∑
i=1
n∑
j=1
(ϕ(Aˆi,j))
2,
f3 : R
k×s → R, f3(Cˆ) =
k∑
i=1
s∑
j=1
(ψ(Cˆi,j))
2
mit ϕ,ψ : R → R definiert als
ϕ(a) =
{
a− amin fu¨r amin > a,
0 fu¨r amin ≤ a , ψ(c) =
{
c− cmin fu¨r cmin > c,
0 fu¨r cmin ≤ c.
Bemerkung 6.2. Die Konstante cmin ist stark von den Daten in A abha¨ngig. Unter Umsta¨nden
ist es sinnvoll fu¨r f3 eine Normierung der Spalten von Cˆ bezu¨glich der Maximumsnorm vorzu-
nehmen.
Eine problemabha¨ngige Modellkorrektur
Unter besonderen Umsta¨nden ist eine leichte Modellkorrektur in dem Sinne no¨tig, dass die
Nichtnegativita¨tsrestriktionen fu¨r einen Teilfaktor C:,j0 aufgehoben werden. Dies fu¨hrt auf die
Faktorisierungsaufgabe 6.3.
Faktorisierungsaufgabe 6.3. Zu einer gegebenen Matrix A ∈ Rk×n, einer Zahl s ∈ N, s ≤
rank(A), und einem Index j0 ∈ {1, ..., s} ist eine regularisierte Niedrigrangapproximation
1
2
‖A− CˆAˆ‖2F +
1
2
p∑
i=1
γ2i fi(Cˆ, Aˆ)→ min,
Aˆ ∈ Rs×n+ , Cˆ ∈ Rk×s, Cˆi,j ≥ 0, i = 1, ..., k, j = 1, ..., s, j = j0,
gesucht.
Eine derartige Faktorisierungsaufgabe fu¨hrt auf eine Modifikation der Straffunktion f3(Cˆ) zu
f˜3 : R
k×s → R, f˜3(Cˆ) =
k∑
i=1
s∑
j=1
(
(1− δj,j0)ψ˜1(Cˆi,j) + δj,j0ψ˜2(Cˆi,j)
)2
(6.7)
mit ψ˜1, ψ˜2 : R → R definiert als
ψ˜1(c) =
⎧⎨
⎩
c− cmin fu¨r cmin > c,
0 fu¨r cmin ≤ c ≤ cmax,
c− cmax fu¨r c > cmax
,
ψ˜2(c) =
⎧⎨
⎩
c + cmax fu¨r −cmax > c,
0 fu¨r −cmax ≤ c ≤ cmax,
c− cmax fu¨r c > cmax.
Fu¨r die idealisierte Faktorisierungsaufgabe 2.3 ergibt sich mit der Normierung ‖Aˆi,:‖∞ = 1, i =
1, ..., s, und aus der Aufgabenstellung Ai,j ≥ 0 die Beschra¨nkung
Cˆi,j ≤ max
i,j
Ai,j, i = 1, ..., k, j = 1, ..., s,
welche sich mit dem Einfluss von leichten Sto¨rungen auch auf die Faktorisierungsaufgabe 2.5
u¨bertra¨gt. Fu¨r die Modellkorrektur aus Faktorisierungsaufgabe 6.3 folgt dies nicht und um etwa-
igen unerwu¨nschten Egalisierungseffekten Einhalt zu gebieten, wird dies direkt in der Restriktion
(6.7) u¨ber cmax fu¨r den Faktor Cˆ gefordert (vergleiche dazu beispielsweise in Abbildung B.10
die Faktorisierung durch den Algorithmus BTEM).
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6.1.1 Regularisierungen der Faktoren
Wie bereits zum Anfang dieses Abschnittes angemerkt, sind die in Kapitel 3 angefu¨hrten not-
wendigen und hinreichenden Kriterien fu¨r die Existenz nur einer A¨quivalenzklasse an Faktorisie-
rungen sehr einschra¨nkend. Außer in Spezialfa¨llen lassen allein die Nichtnegativita¨tsbedingungen
und die Faktorisierungsforderung beliebig viele A¨quivalenzklassen an Auflo¨sungen und Niedrig-
rangapproximationen zu.
Ziel der Regularisierungen aus Faktorisierungsaufgabe 2.5 ist es, unter all diesen Faktorenpaaren
zu selektieren. Die Wahl dieser Regularisierungen ist dabei jeweils spezifisch fu¨r das der Matrix
zugrunde liegende Anwendungsfeld.
Glatte und du¨nn besetzte Faktoren
Eine einfache Form der Regularisierung sind Glattheitsforderungen fu¨r die einzelnen Faktoren,
beispielsweise u¨ber die erste und die zweite Ableitung. Ebenso la¨sst sich eine Regularisierung
mittels des Betragsintegrals anwenden. Fu¨r den kontinuierlichen Produktansatz aus Faktorisie-
rungsaufgabe 2.2 fu¨hren diese Ansa¨tze auf die Regularisierungsfunktionen
f˜4(aˆ) =
s∑
i=1
∫ (
daˆi
dx
(x)
)2
dx, f˜6(aˆ) =
s∑
i=1
∫
aˆ2i (x) dx,
f˜5(aˆ) =
s∑
i=1
∫ (
d2aˆi
dx2
(x)
)2
dx, f˜7(cˆ) =
s∑
i=1
∫ (
dcˆi
dt
(t)
)2
dt.
Die U¨bertragung auf das diskrete Problem fu¨hrt auf die lineare Tichonov-Regularisierung, [5,
19,36,61], welche sich fu¨r einen Vektor x ∈ Rn als
Tα(x) = α‖Bx‖2
mit einer linearen Abbildung B ∈ Rm×n, m ≤ n, und α > 0 ergibt. Sei dabei das Diskretisie-
rungsgitter fu¨r beide Variablen t und x jeweils a¨quidistant mit den Schrittweiten τ beziehungs-
weise h. Die angewendeten Regularisierungsfunktionen lauten
f4, f5 : R
s×n → R, fi(Aˆ) =
s∑
j=1
∥∥∥B(i)AˆTj,:∥∥∥2
diag(b(4))
, i = 4, 5, (6.8)
f6 : R
s×n → R, f6(Aˆ) =
s∑
i=1
∥∥∥AˆTi,:∥∥∥2
diag(b(6))
, (6.9)
f7 : R
z×k → R, f7(Cˆ) =
s∑
i=1
∥∥∥B(7)Cˆ:,i∥∥∥2
diag(b(7))
mit den Matrizen
B(4) ∈ R(n−2)×n, (B(4))ij = 1
2h
⎧⎨
⎩
−1 fu¨r j − i = 0,
1 fu¨r j − i = 2,
0 sonst
,
B(5) ∈ R(n−2)×n, (B(5))ij = 1
h2
⎧⎪⎪⎨
⎪⎪⎩
1 fu¨r j − i = 0,
−2 fu¨r j − i = 1,
1 fu¨r j − i = 2,
0 sonst
,
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B(7) ∈ R(k−2)×k, (B(7))ij = 1
2τ
⎧⎨
⎩
−1 fu¨r j − i = 0,
1 fu¨r j − i = 2,
0 sonst
,
den Vektoren
b(4) ∈ Rn−2, b(4) = h(0.5, 1, 1, ..., 1, 0.5)T ∈ Rn−2,
b(6) ∈ Rn, b(6) = h(0.5, 1, 1, ..., 1, 0.5)T ∈ Rn,
b(7) ∈ Rk−2 b(7) = τ(0.5, 1, 1, ..., 1, 0.5)T ∈ Rk−2
und der durch eine symmetrisch positiv definite Matrix B induzierten Norm
‖x‖2B = (x,Bx) = xTBx.
Lokal dicht besetzte Faktoren
Eine Mo¨glichkeit der Regularisierung bei einer lokalen Niedrigrangapproximation ist es, die
Integralberechnung von f˜6 auf den Bereich außerhalb des betrachteten Approximationsbereichs
I fu¨r x zu beschra¨nken
f˜8 = f˜6(aˆ)−
s∑
i=1
∫
I
aˆ2i (x) dx.
Die eingesetzte diskrete Variante lautet
f8 : R
s×z → R, f8(T ) =
s∑
i=1
∥∥∥AˆTi,:∥∥∥2
diag(b(8))
mit einem geeigneten Vektor b(8) analog zu b(6), nur eingeschra¨nkt auf den Bereich außerhalb
des Intervalls I.
Systemrestriktionen
Durch Vorkenntnisse u¨ber Teile der Faktoren la¨sst sich die Menge aller A¨quivalenzklassen mo¨gli-
cher Faktorisierungen auf eine Menge relevanter einschra¨nken, siehe Abschnitt 4.5. Eine Mo¨glich-
keit a-priori Kenntnisse u¨ber Cˆ und Aˆ auf die Faktorisierung zu u¨bertragen sind Regularisie-
rungsfunktionen.
Da es sich einerseits sowohl bei den Eintra¨gen in A, wie auch oftmals bei den bekannten Teilfak-
toren um gesto¨rte Daten handelt und andererseits die Skalierungsfrage bleibt, ist eine Anpassung
erforderlich. Seien c0 ∈ N Teilfaktoren von Cˆ unskaliert bekannt und in C¯ ∈ Rk×c0 vorgegeben.
Die anzupassenden Spalten in Cˆ seien beispielsweise Cˆ:,1:c0. Dann liefert
f9 : R
k×c0 → R, f9(Cˆ) = ‖C¯ − Cˆ:,1:c0Θ‖2F
mit der Diagonalmatrix
Θ ∈ Rc0×c0, Θ = diag
(
(CˆT:,1C¯:,1)/(Cˆ
T
:,1Cˆ:,1), ..., (Cˆ
T
:,c0C¯:,c0)/(Cˆ
T
:,c0Cˆ:,c0)
)
ein Maß fu¨r die Abweichung der variablen Gro¨ße Cˆ von der Vorgabe C¯. Analoges la¨sst sich fu¨r
Aˆ durch
f10 : R
a0×n → R, f10(Aˆ) = ‖A¯−ΘAˆ1:a0,:‖2F ,
Θ ∈ Ra0×a0 , Θ = diag
(
(AˆT1,:A¯1,:)/(Aˆ
T
1,:Aˆ1,:), ..., (Aˆ
T
a0 ,:A¯a0,:)/(Aˆ
T
a0,:Aˆa0,:)
)
definieren, wobei a0 die Zahl der bekannten Teilfaktoren A¯ ∈ Ra0×n ist.
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Bemerkung 6.4. Bei einer simultanen Anwendung von f9 und f10 ist zu beachten, dass die
einzelnen Teilfaktoren eine Zuordnung erhalten mu¨ssen. In f9 und f10 sind die bekannten Teil-
faktoren von 1 bis c0 beziehungsweise von 1 bis a0 angeordnet. Da die beiden Anordnungen in der
Regel nicht zueinander passen beziehungsweise die Mengen der betrachteten Teilfaktoren sogar
disjunkt sind, ist eine andere Vorgabe der Ordnung no¨tig.
Weiter lassen sich Kenntnisse u¨ber die Anzahl der Teilfaktoren aus Aˆ in bestimmten Linear-
kombinationen aus A einarbeiten. Sei dazu I ⊂ {1, ..., k} und c(s) ∈ N|I| gegeben, so dass die
Forderung
∀ i ∈ I ∃J (i) ⊂ {1, ..., s}, |J (i)| ≥ c(s)i : Cˆi,j = 0, ∀ j ∈ J (i),
besteht. Als Regularisierungsfunktion zur Umsetzung dessen ist
f11 : R
k×s → R, f11(Cˆ) =
∑
i∈I
c
(s)
i∑
j=1
Cˆ2
i,π
(i)
j∥∥∥∥Cˆ:,π(i)j
∥∥∥∥2
∞
(6.10)
gewa¨hlt. Dabei werden die Koeffizienten aus Cˆi,: relativ betrachtet und fu¨r alle i ∈ I diese jeweils
durch die Permutation π(i) wie folgt geordnet
|Cˆ
i,π
(i)
1
|∥∥∥Cˆ
:,π
(i)
1
∥∥∥
∞
≤
|Cˆ
i,π
(i)
2
|∥∥∥Cˆ
:,π
(i)
2
∥∥∥
∞
≤ · · · ≤
|Cˆ
i,π
(i)
s
|∥∥∥Cˆ
:,π
(i)
s
∥∥∥
∞
.
Unkorrelierte Faktoren
Fu¨r das Ziel mo¨glichst unkorrellierter Faktoren ist die direkte Anwendung der Stichproben-
Kovarianz der Teilfaktoren in Aˆ ungeeignet. Die Einarbeitung in eine Quadratmitteloptimierung
fu¨hrt auf die Minimierung von Cov(Aˆi,:, Aˆj,:)
2 und nicht von Cov(Aˆi,:, Aˆj,:), was fu¨r durchaus
angestrebte negative Werte von Cov(Aˆi,:, Aˆj,:) nicht sinnvoll ist. Alternativen sind
f˜12(Aˆ) =
s−1∑
i=1
s∑
j=i+1
exp(αCov(Aˆi,:, Aˆj,:))
mit α > 0 oder (mit dem Hintergrund nichtnegativer Eintra¨ge in Aˆ) die Summe der paarweisen
Skalarprodukte
f12 : R
s×n → R, f12(Aˆ) =
s−1∑
i=1
s∑
j=i+1
Aˆi,:Aˆ
T
j,:.
In der Anwendung hat sich dabei f12 als geeignet herausgestellt.
An einem a¨hnlichen Punkt setzt
f13 : R
k×s × Rs×n → R, f13(Cˆ, Aˆ) =
(
σs(Cˆ) + c
)−2
+
(
σs(Aˆ) + a
)−2
an, welche mit passend gewa¨hlten c, a > 0 einer ”
starken linearen Abha¨ngigkeit“ unter den
Faktoren jeweils in Cˆ und Aˆ entgegenwirkt.
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Transformation der Straf- und der Regularisierungsfunktionen und die zusammengesetzte
Zielfunktion
Durch die Ansa¨tze aus (6.2) sind die Funktionen fi(Cˆ, Aˆ), fi(Cˆ) beziehungsweise fi(Aˆ), i =
0, ..., 13, indirekt Funktionen in Abha¨ngigkeit von T
fi(Cˆ, Aˆ) = fi(UΣ:,1:zT
+, TV T:,1:z), i = 0, 13,
fi(Cˆ) = fi(UΣ:,1:zT
+), i = 3, 7, 9, 11,
fi(Aˆ) = fi(TV
T
:,1:z), i = 1, 2, 4, 5, 6, 8, 10, 12.
Von dieser Stelle an werden sie auch als solche betrachtet
f¯i : R
s×z → R,
f¯i(T ) = fi(UΣ:,1:zT
+, TV T:,1:z), i = 0, 13,
f¯i(T ) = fi(UΣ:,1:zT
+), i = 3, 7, 9, 11,
f¯i(T ) = fi(TV
T
:,1:z), i = 1, 2, 4, 5, 6, 8, 10, 12.
Die aus der regularisierten Faktorisierungsaufgabe abgeleitete und aus den einzelnen Teilfunk-
tionen zusammengesetzte Gesamtzielfunktion lautet demnach F : Rs×z → R,
F (T ) =
1
2
(
f¯0(T ) +
13∑
i=1
γ2i f¯i(T )
)
(6.11)
mit
F (T ) → min
als Ziel.
Die Modifikation der Abstandsfunktion
Die Abstandsfunktion f0 la¨sst sich wie folgt modifizieren. Da bereits eine Singula¨rwertzerlegung
der Matrix A durch den Ansatz aus (6.2) bestimmt wird, ist es aufgrund des verminderten
Rechenaufwandes sinnvoll
f¯0(T ) = ‖Σ1:z,1:z(Iz − T+T )‖2F +
min{k,n}∑
i=z+1
σ2i
zu verwenden. Fu¨r eine lokale Niedrigrangapproximation auf dem Indexbereich I ergibt sich
f¯0(T ) = ‖Σ1:z,1:z(Iz − T+T )V TI,1:z‖2F + ‖diag(σz+1, ..., σmin{k,n})V TI,z+1:min{k,n}‖2F .
Stetigkeits- und Differenzierbarkeitsbetrachtungen
Fu¨r die Lo¨sung des Optimierungsproblems aus (6.1) stellt sich die Frage nach der Stetigkeit der
einzelnen Straf- und Regularisierungsfunktionen und dazu zuna¨chst nach der Stetigkeit bei der
Bildung der Pseudoinversen.
Bemerkung 6.5. Die Abbildung φ : Rs×z → Rz×s, die jeder Matrix T ihre Pseudoinverse
zuordnet, ist nicht stetig. Sei T = (ε), dann ergibt sich dazu T+ = (1/ε) und es gilt fu¨r ε→ 0
T → T = (0).
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Demgegenu¨ber steht jedoch
T+ = (1/ε)  (0) = T
+
.
Unter geeigneten Voraussetzungen la¨sst sich die Stetigkeit jedoch sicherstellen, wie das folgende
Lemma von Rakoceˇvic´ zeigt.
Lemma 6.6. (Rakoceˇvic´, [73]) Seien A ∈ Rs×z sowie {An}n∈N eine Folge mit ebenfalls An ∈
Rs×z fu¨r n ∈ N. Weiter gelte An → A.
Dann gilt
A+n → A+ ⇔ ∃n0 > 0 : rank(An) = rank(A), ∀ n ≥ n0.
U¨ber die Stetigkeit der einzelnen Zielfunktionen la¨sst sich Folgendes aussagen.
Bemerkung 6.7. Die Funktionen fi, i ∈ {i ∈ N : i ≤ 12} \ {11}, sind stetig differenzierbar,
wobei fu¨r f9 beziehungsweise f10 der Zusatz ‖Cˆ:,i‖ > 0 beziehungsweise ‖Aˆi,:‖ > 0 fu¨r i = 1, ..., s
notwendig ist. Fu¨r zwei Matrizen Cˆ ∈ Rk×s, Aˆ ∈ Rs×n mit σs(Cˆ) > c, σs(Aˆ) > a ist auch f13
stetig differenzierbar (siehe dazu beispielsweise [78], Satz 1). Die Funktionen f11, f13 sind stetig.
Fu¨r eine Matrix T ∈ Rs×z mit vollem Rang s sowie γ11 = 0, σs(Σ1:z,1:zT+) > c, σs(T ) > a ist
F (T ) aus (6.11) nach Lemma 6.6 und Bemerkung 6.7 stetig differenzierbar, da gilt rank(U:,1:z) =
rank(V:,1:z) = z.
Der Rechenaufwand
Da es sich beim Berechnen der regularisierten nichtnegativen Niedrigrangapproximation um Re-
lationen min{k, n}  z ≥ s handelt, sind bei einer Auflistung aller notwendigen Multiplikationen
die Dimensionen der Ausgangsmatrix die fu¨hrenden Gro¨ßen fu¨r eine Funktionsauswertung F (T )
und der Aufwand entspricht
ROW = O(k + n).
Die Aufspaltung in Komponenten zur Quadratmitteloptimierung
Um bei der Optimierung der Zielfunktion aus (6.1) eine bessere Aufschlu¨sselung der einzelnen
Komponenten zu erhalten, ist es sinnvoll, die Auswertung der Frobeniusnorm der einzelnen
Teilfunktionen, so weit mo¨glich, komponentenweise in einen Algorithmus zur Quadratmittelop-
timierung einzubinden. Es lassen sich so die Informationen u¨ber die partiellen Ableitungen zur
Bestimmung des Gradienten durch finite Differenzen numerisch pra¨ziser verarbeiten. Aus no-
menklaturtechnischen Gru¨nden ist f¯0 davon ausgenommen, wird jedoch durch f¯0(T ) =
√
f¯0(T )
ersetzt. Insgesamt ergibt sich somit fu¨r p Straf- und Regularisierungsquadratkomponenten
F (T ) =
1
2
(
f¯20 (T ) +
p∑
i=1
γ2i f¯
2
i (T )
)
. (6.12)
6.2 Dynamik eines Matrixfaktors und kinetische Analyse
Fu¨r spezielle den Daten zugrunde liegende Modellierungen gibt es eine weitere Regularisie-
rungsmo¨glichkeit. Sind die einzelnen Teilkomponenten aus einem der Faktoren u¨ber eine Diffe-
rentialgleichung untereinander verknu¨pft, so la¨sst sich die Lo¨sungsvielfalt weiter einschra¨nken.
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6.2.1 Zusammenhang der Teilfaktoren u¨ber ein Differentialgleichungssystem
In Abschnitt 2.3.1 ist die Anwendung von nichtnegativen Matrixfaktorisierungen auf spektro-
skopische Daten erla¨utert. Sind die Eintra¨ge in A spektroskopische Daten einer chemischen Re-
aktion, so beschreibt der Faktor Cˆ die Konzentrationsverla¨ufe der teilnehmenden unabha¨ngigen
Komponenten. Diese Konzentrationsprofile stehen u¨ber eine gewo¨hnliche Differentialgleichung
in Zusammenhang. Ist diese dabei konkret gegeben, so la¨sst sich der Faktor Cˆ anhand der
Eduktkonzentrationen bestimmen und dazu unmittelbar Aˆ berechnen.
Entha¨lt die Differentialgleichung jedoch unbekannte Parameter, so la¨sst sich deren Berechnung
mit der Bestimmung der Faktorisierung koppeln. In Abha¨ngigkeit des Parameters φ und des
Faktors Cˆ wird ein Anfangswertproblem gelo¨st und die Auswertung dieser Lo¨sung an den Stu¨tz-
stellen t¯ ∈ Rk mit Cˆ abgeglichen.
Kopplung von Faktorisierung und Parametrisierung in einem Ausgleichsproblem
Sei fu¨r den Faktor c(t) die Differentialgleichung
c˙(t) = f(t, c;φ)
mit f : R × Rs × Rν → Rs und den Parametern φi, i = 1, ..., ν, gegeben. Zur Anpassung ist
eine korrekte Skalierung der Werte in Cˆ notwendig. Einige Mo¨glichkeiten den Skalierungsfaktor
α ∈ Rs fu¨r die einzelnen Spalten zu berechnen, werden in Abschnitt 6.2.3 erla¨utert. Die absoluten
Faktoren seien durch C(abs) ∈ Rk×s gegeben.
Aus der Differentialgleichung mit dem Parameter φ, dem Intervall t ∈ [t¯1, t¯k] und der ersten
Zeile von C(abs) setzt sich ein Anfangswertproblem zusammen. Ziel ist es, die Auswertung dessen
Lo¨sung c(t) an den Stu¨tzstellen t¯i, i = 1, ..., k, und die Eintra¨ge in C
(abs) einander anzupassen.
Es liegt das Ausgleichsproblem
k∑
i=2
s∑
j=1
(C
(dgl)
i,j (φ)− C(abs)i,j )2 → min (6.13)
vor, wobei die Eintra¨ge in C(dgl)(φ) die Auswertungen der Lo¨sung c(t) an den Stu¨tzstellen t¯
sind.
Folge von Anfangswertproblemen
Um die Matrix C(dgl) zeilenweise zu berechnen la¨sst sich das zu lo¨sende Anfangswertproblem in
eine Folge aus k − 1 Anfangswertproblemen zerlegen. Das erste lautet
c˙(t) = f(t, c;φ), t ∈ [t¯1, t¯2],
c(t¯1) = C
(dgl)
1,:
und der Vergleichswert in (6.13) ist C
(dgl)
2,: = c(t¯2).
Die Fortsetzung der Folge von Anfangswertproblemen ist auf zwei verschiedene Weisen mo¨glich.
Einerseits lassen sich die berechneten Werte C
(dgl)
2,: als Anfangswerte fu¨r das zweite Anfangs-
wertproblem
c˙(t) = f(t, c;φ), t ∈ [t¯2, t¯3],
c(t¯2) = C
(dgl)
2,:
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nutzen (induktive Folge von Anfangswertproblemen). Andererseits ist es auch mo¨glich, eine
Lo¨sung mit den Anfangswerten C
(abs)
2,: (autonome Folge) zu berechnen
c˙(t) = f(t, c;φ), t ∈ [t¯2, t¯3],
c(t¯2) = C
(abs)
2,: .
Die Auswertung von c(t) am Intervallende fu¨hrt jeweils auf die Anpassungswerte C
(dgl)
3,: = c(t¯3).
Weiter liefert die jeweilige Fortsetzung dieser Vorgehensweisen (induktiv oder autonom) fu¨r die
Zeitintervalle [t¯i, t¯i+1], i = 3, ..., k−1, eine Folge von Anfangswertproblemen. Die Auswertungen
deren Lo¨sungen an den Intervallenden sind die Eintra¨ge in C(dgl) fu¨r die Ausgleichsrechnung.
6.2.2 Die Zielfunktion
Fu¨r die Zielfunktion ist zu beachten, dass C(abs) in (6.13) von Cˆ abha¨ngt. Mit den anzupassenden
Parametern φ ergibt sich insgesamt die Zielfunktion
f14 : R
k×s × Rν → R, f14(Cˆ, φ) =
k∑
i=2
s∑
j=1
(C
(dgl)
i,j (φ, Cˆ)− C(abs)i,j (Cˆ))2.
6.2.3 Skalierung der Faktoren
Ein Problem ist die Skalierung der Spalten des Faktors Cˆ, welche fu¨r die korrekte Lo¨sung des
Anfangswertproblems notwendig ist. Nun folgend sind verschiedene Mo¨glichkeiten genannt, diese
zu bestimmen.
1. Sind Stu¨tzstellen t¯i0 und Werte ci(t¯i0) > 0 fu¨r alle i = 1, ..., s bekannt, so erfolgt die
Anpassung darauf.
2. Ist zu den Profilen ein Wert c(ges) > 0 und ein Zusammenhang der Form
c(ges) =
s∑
i=1
βici(t), ∀ t ≥ 0, (6.14)
mit βi > 0, i = 1, ..., s, bekannt, so ergeben sich C
(abs)
:,i = αiCˆ:,i, i = 1, ..., s, mit α als
Lo¨sung des restringierten linearen Ausgleichsproblems
min
α∈Rs+
∥∥∥(c(ges), ..., c(ges))T − Cˆdiag(β)α∥∥∥2
2
.
3. Sind ein Index i0, eine Stu¨tzstelle t0 und ein Wert ci0(t0) > 0 bekannt sowie ein Zusam-
menhang wie in (6.14), jedoch mit unbekanntem c(ges), so lassen sich die weiteren Profile
ci(t), i ∈ {1, ..., s} \ {i0} u¨ber ein lineares Ausgleichsproblem bestimmen. Seien dazu
i0 = s und C
(abs)
:,s die bereits skalierte Linie zu Cˆ:,s, dann ergeben sich C
(abs)
:,i = αiCˆ:,i fu¨r
i = 1, ..., s − 1 mit α als Lo¨sung des restringierten linearen Ausgleichsproblems
min
α∈Rs−1+
k∑
i=1
⎛
⎝βs
(
C
(abs)
i,s −
1
k
k∑
l=1
C
(abs)
l,s
)
+
s−1∑
j=1
αjβj
(
Cˆi,j − 1
k
k∑
l=1
Cˆl,j
)⎞⎠2 . (6.15)
Die Koeffizientenmatrix des Ausgleichsproblems ist dabei durch rank(Cˆ:,1:s−1) = s − 1
ebenfalls von vollem Rang s− 1, sofern gilt (1, ..., 1)T /∈ im(Cˆ:,1:s−1).
4. Sind fu¨r die Punkte 2 oder 3 zu mehreren, aber nicht allen Profilen ci(t), i = 1, ..., s,
konkrete Werte gro¨ßer Null bekannt, so lassen sich die Ausgleichsprobleme diesbezu¨glich
modifizieren.
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6.2.4 Einschra¨nkung der Modellfreiheit
Sind die Regularisierungen aus den Funktionen fi, i = 4, ..., 13, bereits einschneidende Eingriffe
in die Modellfreiheit der Niedrigrangapproximation, so ist die Kopplung eines der Faktoren
mit einer zu parametrisierenden Differentialgleichung eine weitere starke Einschra¨nkung aller
mo¨glichen A¨quivalenzklassen an Lo¨sungen. Handelt es sich bei dem kinetischen Modell nur um
eine Vermutung, so la¨sst sich diese zwar mo¨glicherweise ausschließen, im Normalfall aber nicht
sicher als die einzige Mo¨glichkeit belegen. Mit der Gewichtung in der aus allen Regularisierungen
zusammengesetzten Zielfunktion aus (6.1) sollte dies dementsprechend beru¨cksichtigt werden.
6.3 Methoden der nichtlinearen Ausgleichsrechnung
In diesem Abschnitt wird die Minimierung der Funktion aus (6.11) betrachtet, welche bei der
Umsetzung der vorangegangenen Theorie ein Kernstu¨ck der Selbstmodellierung darstellt. Da-
zu wird das Gauß-Newton Verfahren eingefu¨hrt und anschließend daran die ACM Fortran
Bibliothek NL2SOL als leistungsstarker Optimierer vorgestellt. Fu¨r die Erla¨uterungen zum
Gauß-Newton Verfahren sowie allgemein zur nichtlinearen Ausgleichsrechnung ist zudem auf
Bjo¨rck, [5], Nocedal und Wright, [65], sowie Kosmol, [49], verwiesen.
Um Inkonsistenzen mit den Dimensionen zu vermeiden, werden in diesem Kapitel nicht speziell
die Funktionen fi aus den vorherigen Teilabschnitten behandelt, sondern allgemein eine Quadrat-
mitteloptimierung von Funktionen gi. Weiter wird in diesem Abschnitt die Optimierung u¨ber
einen Vektor x ∈ Rq und nicht u¨ber eine Matrix T betrachtet. Diese nomenklaturtechnische
Modifikation hat keinerlei Einfluss auf die grundsa¨tzliche Theorie.
Die unrestringierte Quadratmittelaufgabe
Das vorliegende nichtlineare Ausgleichsproblem zu g : Rq → Rp mit p ≥ q lautet G : Rq → R,
G(x) =
1
2
p∑
i=1
g2i (x), G(x) → min . (6.16)
Eigenschaften der Quadratmittelfunktion
Von der Funktion G ist zu erwarten, dass sie nicht konvex aber mindestens einmal stetig differen-
zierbar ist. Fu¨r die Zielfunktion aus (6.11) wa¨re dies im Normalfall fu¨r die Wahl γ11 = γ13 = 0
gegeben. Wie die folgende Bemerkung zeigt, ist F aus (6.11) zudem koerziv.
Bemerkung 6.8. In dem vorliegenden Fall der regularisierten Niedrigrangapproximation ist die
Zielfunktion F aus (6.11) koerziv, da aufgrund der Orthogonalita¨t von V die stets verwendete
Normierungsfunktion f¯1 koerziv ist. Weiter ist beispielsweise f¯6 ebenfalls koerziv.
Nachweis: Sei {T (i)}i∈N eine Folge von Matrizen T (i) ∈ Rs×z, i = 1, 2, ..., mit
lim
i→∞
‖T (i)‖ =∞.
Dann gilt
f¯1(T ) =
s∑
i=1
(1− ‖Ti,:V T:,1:z‖∞)2 =
s∑
i=1
1− 2‖Ti,:V T:,1:z‖∞ + ‖Ti,:V T:,1:z‖2∞
≥
s∑
i=1
1− 2‖Ti,:V T:,1:z‖2 +
1
n
‖Ti,:V T:,1:z‖22 = s− 2(
s∑
i=1
‖Ti,:‖2) + 1
n
‖T‖2F
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und mit ‖x‖1 ≤
√
s‖x‖2, fu¨r x ∈ Rs, folgt
f¯1(T ) ≥ s− 2
√
s‖T‖F + 1
n
‖T‖2F i→∞−−−→ ∞.
Somit ist f¯1(T ) koerziv.
Die Funktion f¯6 ist durch ihre Definition u¨ber die von der Matrix diag(b
(6)) induzierten Norm
ebenfalls koerziv, da zusa¨tzlich rank(V:,1:z) = z gilt. 
Minimalstelle der Quadratmittelfunktion
Eine Minimalstelle x∗ des allgemeinen Optimierungsproblems aus (6.16) mit zweimal stetig
differenzierbaren Funktionen gi(x), i = 1, ..., p, ist charakterisiert durch die notwendigen Bedin-
gungen
∇G(x∗) = (JTg g)(x∗) = 0 (⇔ g(x∗) ∈ ker(Jg(x∗)) ⇔ g(x∗)⊥JTg (x∗)),
HG(x
∗) =
(
JTg Jg +
p∑
i=1
giHgi
)
(x∗) ist symmetrisch positiv semidefinit. (6.17)
Eine hinreichende Bedingung fu¨r eine lokale Minimalstelle ist die Forderung, dass HG(x
∗) positiv
definit ist. Dabei ist Jg ∈ Rp×q die Jacobimatrix der partiellen Ableitungen von g und die Hgi ∈
Rq×q, i = 1, ..., p, sind die Hessematrizen der zweiten partiellen Ableitungen der Funktionen gi
Jg =
(
∂gi
∂xj
)
i=1,...,p,j=1,...,q
,
Hg =
(
∂2g
∂xi ∂xj
)
i,j=1,...,q
, 
 = 1, ..., p.
Zum Bestimmen einer solchen Minimalstelle x∗ lassen sich das Gauß-Newton Verfahren, [5,49],
Quasi-Newton Verfahren, [5,49], oder modifizierte Verfahren dieser Klassen, [17,19,49], einsetzen.
6.3.1 Das Gauß-Newton Verfahren
Das Gauß-Newton Verfahren ist eine iterative Methode zur Lo¨sung von nichtlinearen Ausgleichs-
problemen fu¨r Funktionen g : Rq → Rp. Das Ziel ist die Konstruktion einer Folge von Iterierten
xk ∈ Rq, k = 1, 2, ... , zum Startwert x0 mit
lim
k→∞
1
2
p∑
i=1
gi(xk)
2 = min
x∈Rq
1
2
p∑
i=1
gi(x)
2.
Approximation durch ein lineares Modell
Sei xk die aktuelle Iterierte. Um xk+1 zu bestimmen, wird die Taylor-Reihe von g(xk)
g(xk +Δx) = g(xk) + Jg(xk)Δx +O((‖Δx‖2, ..., ‖Δx‖2)T )
nach dem linearen Term abgeschnitten und die Funktion g(k) : Rq → Rp,
g(k)(x) = g(xk) + Jg(xk)(x− xk)
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extrahiert. Fu¨r diese soll das lineare Ausgleichsproblem in x
Gk(x) =
1
2
‖g(k)(x)‖22 → min (6.18)
gelo¨st werden. Die notwendige Bedingung fu¨r ein Optimum x∗k dieser konvexen Funktion ist
gleichzeitig hinreichend und lautet
‖∇Gk(x∗k)‖ =
∥∥JTg (xk)Jg(xk)(x∗k − xk) + JTg (xk)g(xk)∥∥ = 0. (6.19)
Lo¨sung des linearen Ausgleichsproblems
Die Lo¨sung x∗k von (6.18) liefert die neue Iterierte zur Optimierung der Funktion G
xk+1 = x
∗
k
beziehungsweise
xk+1 = xk + λk(x
∗
k − xk)
mit einer geeigneten Schrittweite λk bei Anwendung einer Schrittweitensteuerung. Die Lo¨sung
des linearen Ausgleichsproblems (6.18) in x, la¨sst sich durch Lo¨sung des linearen Gleichungssys-
tems in x∗k aus (6.19) erreichen. Aus Stabilita¨tsgru¨nden ist es jedoch sinnvoller das Ausgleichs-
problem direkt mittels QR-Faktorisierung oder Singula¨rwertzerlegung zu lo¨sen, vergleiche [62].
Das lineare Ausgleichsproblem aus (6.18) ist eindeutig lo¨sbar, sofern dessen Matrix Jg(xk) den
vollen Spaltenrang besitzt. Dann gilt
‖Jg(xk)x + g(xk)− Jg(xk)xk‖2 =
∥∥ΣV Tx− UT (Jg(xk)xk − g(xk))∥∥2
mit einer Singula¨rwertzerlegung Jg(xk) = UΣV
T und damit fu¨r x weiter
V Tx = Σ+UT (Jg(xk)xk − g(xk)),
x = V Σ+UT (Jg(xk)xk − g(xk)) = (Jg(xk))+ (Jg(xk)xk − g(xk)).
Hat Jg(xk) nicht den vollen Spaltenrang, so ergibt sich zuna¨chst erneut
ΣV Tx = UT (Jg(xk)xk − g(xk)), rank(Σ) = r < q.
Weiter folgt daraus die Forderung
(ΣV Tx)1:r = (U
T (Jg(xk)xk)− g(xk))1:r,
Σ1:r,1:rV
T
:,1:rx = (U
T (Jg(xk)xk)− g(xk))1:r,
welche durch
x = (Jg(xk))
+ (Jg(xk)xk − g(xk))
erfu¨llt wird. Jedoch ist auch jeder Vektor der Form
x0 = (Jg(xk))
+ (Jg(xk)xk − g(xk)) + V T:,r+1:qy, y ∈ Rq−r,
Lo¨sung des Ausgleichsproblems. Unter diesen wird diejenige Lo¨sung mit der kleinsten euklidi-
schen Norm weiter verwendet. Da gilt
(Jg(xk))
+ (Jg(xk)xk − g(xk)) ⊥ V T:,r+1:q,
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la¨sst sich die Summe fu¨r eine Normberechnung von x aufspalten zu
‖x0‖2 =
∥∥(Jg(xk))+ (Jg(xk)xk − g(xk))∥∥2 + ∥∥V T:,r+1:qy∥∥2
und es folgt die neue Iterierte
x = (Jg(xk))
+ (Jg(xk)xk − g(xk)).
Damit stimmt die gesuchte Lo¨sung in beiden Fa¨llen, rank(Jg(xk)) = q und rank(Jg(xk)) < q,
u¨berein
x∗k = (Jg(xk))
+ (Jg(xk)xk − g(xk)).
Abbruchbedingung
Als Abbruchkriterien fu¨r die Iteration des Gauß-Newton Verfahrens lassen sich die absolute
Abbruchschranke G(xk) < εa, die Norm des Gradienten
‖∇G(xk)‖ =
∥∥(JTg g)(xk)∥∥ < ε
oder auch die x-Konvergenz
‖xk − xk−1‖ < 
mit geeigneten εa, ε,  > 0 anwenden. Fu¨r weitere Abbruchkriterien ist auf [17,49] verwiesen.
Konvergenz des Gauß-Newton Verfahrens
Zu Aussagen bezu¨glich der Konvergenz des Gauß-Newton Verfahrens la¨sst sich folgender Satz
aus [49] anfu¨hren.
Satz 6.9. (Kosmol, [49]) Sei g ∈ C1(Rq,Rp) und sei Jg in x∗ ∈ Rp mit der Konstanten L > 0
Lipschitz-stetig. Es gelte ∇G(x∗) = 0, rank(Jg(x∗)) = q und
L‖g(x∗)‖ <
∥∥∥(Jg(x∗)TJg(x∗))−1∥∥∥−1 .
Dann gibt es eine Umgebung K von x∗, so dass das Gauß-Newton Verfahren fu¨r jeden Startpunkt
aus K durchfu¨hrbar ist, die gesamte Iterationsfolge bleibt in K und konvergiert mindestens Q-
linear gegen x∗. Ist zusa¨tzlich g(x∗) = 0, so ist die Konvergenz mindestens Q-quadratisch.
Definition 6.10. Eine Folge (xk)k∈N heißt Q-linear, beziehungsweise Q-quadratisch konvergent
gegen x∗, falls gilt
1. (xk)k∈N konvergiert gegen x
∗ und
2. ‖xk+1 − x∗‖ ≤ C‖xk − x∗‖ mit einem C ∈ [0, 1), beziehungsweise
‖xk+1 − x∗‖ ≤ C‖xk − x∗‖2 mit einem C ∈ [0, 1).
Bemerkung 6.11. Der Fall G(x∗) = 0 ist fu¨r die regularisierte nichtnegative Niedrigrang-
approximation unter Verwendung der zusa¨tzlichen Regularisierungen fi, i = 4, 5, 6, 7, 13, nicht
gegeben. Fu¨r die idealisierte Faktorisierungsaufgabe 2.3 ist G(x∗) = 0 bei ausschließlicher Ver-
wendung von fi, i = 0, 1, 2, 3, erfu¨llt.
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Bemerkung 6.12. Die Lo¨sung des linearen Ausgleichproblems aus (6.18) liefert eine Minimie-
rung der quadratischen Funktion
Gk(x) =
1
2
gT (xk)g(xk) + (x− xk)TJg(xk)T g(xk) + 1
2
(x− xk)TJTg (xk)Jg(xk)(x− xk). (6.20)
Ein Vergleich mit der Taylorentwicklung der Quadratmittelfunktion G im Punkt xk bis zur 2.
Ordnung ergibt den Defekt
Gk(x)−G(x) ≈ 1
2
(x− xk)T
(
p∑
i=1
gi(xk)Hgi(xk)
)
(x− xk). (6.21)
Dieser ha¨ngt offenbar direkt von den Funktionswerten gi(xk), i = 1, ..., p, ab. Wie in Bemer-
kung 6.11 angemerkt, verschwinden die Funktionswerte gi(x) im Normalfall nicht einmal in der
gesuchten Minimalstelle x∗ und der Defekt sollte demzufolge nicht vernachla¨ssigt werden.
Da das Optimierungsproblem der regularisierten Niedrigrangapproximation durch viele Zwi-
schenminima charakterisiert ist, wird zu dessen Lo¨sung nicht das Gauß-Newton Verfahren an-
gewendet, sondern eine Weiterentwicklung. Ein solches leistungsstarkes Optimierungsprogramm
ist NL2SOL.
6.3.2 Das Programmpaket NL2SOL
Das Programmpaket NL2SOL ist eine ACM Fortran Bibliothek zur Lo¨sung von nichtlinearen
Ausgleichsproblemen. Der Algorithmus basiert auf einer Kombination verschiedener Methoden,
die durch geschickte Verknu¨pfung die große Leistungsfa¨higkeit des Verfahrens ausmachen. Zum
Spektrum der Methoden za¨hlen das klassische und ein verbessertes Gauß-Newton Verfahren,
Quasi-Newton Methoden und ein trust-region Verfahren. Fu¨r tiefgreifendere Erla¨uterungen ist
auf [17] verwiesen.
Korrekturterm zum Gauß-Newton Verfahren
Entscheidender Ansatzpunkt fu¨r eine Verbesserung des Gauß-Newton Verfahrens ist die Be-
merkung 6.12. Um die sehr aufwendige Bestimmung der Hessematrizen der Einzelfunktionen
(Aufwand: ∼ q2 zusa¨tzliche Funktionsaufrufe) zu vermeiden, wird eine Folge von Na¨herungen
dieser konstruiert, a¨hnlich wie bei Quasi-Newton Methoden. Zur Konstruktion einer Na¨herung
Sk+1 ≈
p∑
i=1
gi(xk+1)Hgi(xk+1)
werden die bekannten Jk+1 := Jg(xk+1), gk+1 := g(xk+1) und Jk := Jg(xk), gk := g(xk)
eingesetzt. Dabei ergibt sich mit Δxk = xk+1 − xk die Forderung
Sk+1Δxk =
p∑
i=1
gi(xk+1)Hgi(xk+1)Δxk
≈
p∑
i=1
gi(xk+1)(∇gi(xk+1)−∇gi(xk))
= JTk+1gk+1 − JTk gk+1 =: yk. (6.22)
Initialisiert wird die Folge mit S0 ∈ Rq×q, S0 = 0. Der erste Schritt zu x1 ist also einer mit
dem klassischen Gauß-Newton Verfahren. Weiter wird obigen U¨berlegungen zufolge Sk+1 derart
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gesucht, dass Sk+1 ∈ Q = {S : S = ST und SΔxk = yk}, wobei yk beispielsweise wie in (6.22)
bestimmt wird oder auch nach Formeln von Broyden-Dennis oder Betts, vergleiche [17]. Als eine
mo¨gliche Korrekturformel fu¨r S ist
Sk+1 = Sk +
(yk − SkΔxk)vT + v(yk − SkΔxk)T
ΔxTk v
− Δx
T
k (yk − SkΔxk)vvT
(ΔxTk v)
2
mit
v = ∇g(xk+1)−∇g(xk) = JTk+1gk+1 − JTk gk
in [17] angegeben.
Beschra¨nkung auf eine Umgebung um die aktuelle Iterierte
Die Approximation durch das quadratische Gauß-Newton Modell aus (6.20) oder mit der Ver-
besserung um den Fehlerterm aus (6.21) sind nur lokal gu¨ltig. Speziell fu¨r die ersten Schritte,
welche unter Umsta¨nden sehr groß sein ko¨nnen, lassen sich die lokalen quadratischen Modell
nur schwer halten. Dies ist der Ausgangspunkt des trust-region Verfahrens; zu einer aktuellen
Iterierten wird die neue Iterierte nur in einer vorgegebenen Umgebung um die aktuelle gesucht.
In den einzelnen Iterationen erfolgt mit den hinzugewonnenen Informationen der neuen Punkte
eine Anpassung der Gro¨ße und der Form der trust-region. Insgesamt wird in NL2SOL dazu ein
Schritt der Form
Δxk = −(Hk + λkD2k)−1∇G(xk) (6.23)
angewendet. Die Matrix Hk = J
T
g (xk)Jg(xk) + Sk ist dabei eine Approximation an die Hes-
sematrix von G in xk, vergleiche dazu (6.17), (6.21) und (6.22), Dk eine Diagonalmatrix zur
Skalierung und λk ≥ 0 eine weitere Schranke. Fu¨r weitererfu¨hrende Erla¨uterungen ist hierbei
direkt auf die zu NL2SOL geho¨rende Vero¨ffentlichung [17] sowie allgemein zum trust-region
Ansatz auf [5] verwiesen.
Die Abbruchbedingungen
Als letzten Punkt bezu¨glich NL2SOL werden nun verschiedene Abbruchkriterien angefu¨hrt. Das
erste Abbruchkriterium ist die
”
absolute Funktionenkonvergenz“
g(xk) < εA.
Dieses Kriterium behandelt gleichzeitig den sehr seltenen Fall mit x∗ = 0 und G(x∗) = 0, welcher
Probleme bei den spa¨teren Kriterien der
”
x-Konvergenz“ und der
”
relativen Funktionenkonver-
genz“ erzeugen wu¨rde. Allen weiteren Abbruchbedingungen wird zuna¨chst die Forderung einer
nicht zu großen Fehlerreduktion
G(xk)−G(xk + Δxk) ≤ 2(G(xk)−Qk(xk + Δxk)) (6.24)
auferlegt. Dabei ist Qk das aktuelle quadratische Modell, fu¨r einen Gauß-Newton Schritt bei-
spielsweise Gk aus (6.20). Gilt andernfalls die Ungleichung (6.24) nicht, so kann eine weitere
Verbesserung, als es das aktuelle quadratische Modell vermuten la¨sst, erwartet werden.
Das Konvergenzkriterium der
”
x-Konvergenz“ setzt ein, falls von dem Abstand zum unbekannten
tatsa¨chlichen Minimum x∗ (Hg(x
∗) positiv definit) erwartet werden kann, dass dieser kleiner als
εx ist. Entschieden wird dies, falls fu¨r einen Newton Schritt (λk = 0 in (6.23))
RELDX(xk, xk + Δxk,Dk) =
‖Dk(Δxk)‖∞
‖Dk(|xk + Δxk|+ |xk|)‖∞
≤ εx
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gilt mit der Skalierungsmatrix Dk = diag(d
k
1 , ..., d
k
q ) aus (6.23) und der komponentenweisen
Auswertung von |xk + Δxk|, |xk|.
Die
”
relative Funktionenkonvergenz“
RELDF(xk) =
G(xk)−Qk(xk −H−1K ∇G(xk))
G(xk)
≤ εR
oder eine Kombination mit der
”
x-Konvergenz“ komplettieren die erfolgreichen Abbruchkriteri-
en.
Eine
”
singula¨re Konvergenz“ wird erkannt, falls die Hessematrix HG einen echten Kern besitzt
oder so schlecht konditioniert ist, dass sie
”
fast singula¨r“ ist. Greift keines der bisher genannten
Abbruchkriterien und wird (6.24) nicht erfu¨llt, so kann von einer
”
falschen Konvergenz“ gegen
einen nichtkritischen Punkt ausgegangen werden, falls sich gleichzeitig dazu eine Stagnation in
x−Richtung
RELDX(xk, xk + Δxk,Dk) < εF
einstellt, wobei fu¨r gewo¨hnlich εF < εx gilt. Ursachen dafu¨r sind mo¨glicherweise zu scharf
gewa¨hlte Schranken εA, εx, εR (im Vergleich zur Genauigkeit mit der G und JG berechnet
werden), dass JG fehlerhaft ist oder dass G oder JG in der Na¨he von xk eine Unstetigkeit
besitzt.
6.4 Anwendung von Multi-Level-Methoden
Ein zentrales Problem bei der Berechnung einer regularisierten Niedrigrangapproximation mit-
tels der Optimierung von F aus (6.11) ist die Existenz vieler lokaler Minimalstellen von F .
Um dem Problem der vielen lokalen aber nicht globalen Minimalstellen entgegenzutreten, wird
in PCD die Strategie der mehrfachen Optimierung mit Zufallsstartvektoren zusammen mit einer
Multi-Level-Strategie verfolgt.
6.4.1 Mehrfachoptimierung mit einer zufa¨lligen Wahl von Startvektoren
Fu¨r eine Anzahl von m zufa¨lligen Startmatrizen wird eine Optimierung durchgefu¨hrt. Es ergeben
sich in der Regel
T (i), i = 1, ...,m,
als lokale Minimalstellen von F (T ) mit den zugeho¨rigen Funktionswerten
F (T (i)), i = 1, ...,m.
Aus den lokalen Minimalstellen wird dasjenige T (i0) mit dem kleinsten Funktionswert aus-
gewa¨hlt,
F (T (i0)) ≤ F (T (i)), i = 1, ...,m. (6.25)
Durch die uneindeutige Sortierung existieren fu¨r die aus dem restringierten Faktorisierungspro-
blem 2.5 abgeleitete Optimierungsaufgabe fu¨r (6.11) in der Regel (d.h. bei sinnvoller Wahl der
Gewichtungen in γ) mindestens s! verschiedene globale Minimalstellen. Eine Garantie, dass eine
Optimierung auf eines dieser fu¨hrt, ist nicht gegeben.
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Diese Mehrfachoptimierung vervielfacht wiederum den Rechenaufwand, da der Hauptteil, abge-
sehen von der Singula¨rwertzerlegung, insgesamt m mal durchlaufen wird. An dieser Stelle gilt
es einen geeigneten Kompromiss aus der Anzahl der Startmatrizen und einem vertretbaren Re-
chenaufwand zu finden. Die Zahl m der Zufallsstartmatrizen ist dabei u¨ber Anzahl und Lage
der lokalen Minima problemabha¨ngig.
6.4.2 Die Anwendung einer Du¨nngitterapproximation
Einen Ausweg aus dem deutlich erho¨htem Rechenaufwand bietet eine Ausdu¨nnung der Daten.
Der regularisierten Niedrigrangapproximation aus 2.5 liegt der idealisierte Produktansatz 2.2
mit den zwei Faktoren cˆ, aˆ ∈ C(R+,Rs+) zugrunde. Fu¨r unterschiedliche Diskretisierungsgitter,
soweit geeignet gewa¨hlt, ergeben sich dabei sehr a¨hnlich strukturierte Daten.
Dies ero¨ffnet die Mo¨glichkeit, von der Grunddiskretisierung t¯ ∈ Rk, x¯ ∈ Rn und der zugeho¨rigen
Datenmatrix A ausgehend, eine Ausdu¨nnung des Gitters vorzunehmen und darauf eine Niedrig-
rangapproximation zu bestimmen.
Das Ziel der Multi-Level-Strategie
Der Vorteil dieser Ausdu¨nnung ist, dass sich die Optimierungsfunktion aus (6.11) zur Bestim-
mung der Niedrigrangapproximation vereinfacht und sich somit der Rechenaufwand fu¨r eine
Funktionsauswertung reduziert. Damit la¨sst sich der Nachteil der Mehrfachoptimierung unter
Umsta¨nden mehr als egalisieren. Aufgrund der Struktur der Daten ist diese Niedrigrangapproxi-
mation auf ein weniger stark ausgedu¨nntes Gitter u¨bertragbar und es ergibt sich ein geeigne-
ter Startvektor. Somit wird die Mehrfachoptimierung unno¨tig. Fu¨r einen fallenden Grad der
Ausdu¨nnung la¨sst sich dies so weit anwenden, bis eine Niedrigrangapproximation der Ausgangs-
daten vorliegt.
Diese Idee ist in eine Multi-Level-Strategie verpackt, vergleichbar mit den Mehrgittermethoden
fu¨r lineare Gleichungssysteme von diskretisierten partiellen Differentialgleichungen.
Der Aufbau einer Du¨nngitterhierarchie
Zum Aufbau der Du¨nngitterhierarchie in verschiedenen Stufen wird Folgendes beno¨tigt.
1. Die Grunddiskretisierung oder Wurzelstufe: Diskretisierung t¯ ∈ Rk, x¯ ∈ Rn und Datenma-
trix A ∈ Rk×n.
2. Eine monoton wachsende Folge P : Gewa¨hlt sei fu¨r diesen Abschnitt die geometrische Folge
Pi = 2
i, i = 0, 1, 2, ... .
3. Ausdu¨nnung der Grunddiskretisierung bezu¨glich der Folge P mit den maximalen Grobgit-
terstufen lt, lx ∈ N: Es resultieren fu¨r die in Punkt 2 gewa¨hlte Folge P die Grobgitter
t(i) ∈ R
 k2i , t(i)ν = t1+(ν−1)2i , ν = 1, ...,
⌊
k
2i
⌋
, i = 0, ..., lt,
x(j) ∈ R
 n2j , x(j)μ = x1+(μ−1)2j , μ = 1, ...,
⌊ n
2j
⌋
, j = 0, ..., lx.
Fu¨r die Daten ergeben sich
A(i,j) ∈ R
 k2i ×
 n2j , i = 0, ..., lt, j = 0, ..., lx
A(i,j)ν,μ = A1+(ν−1)2i ,1+(μ−1)2j , ν = 1, ...,
⌊
k
2i
⌋
, μ = 1, ...,
⌊ n
2j
⌋
,
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und insgesamt resultieren zusammengeho¨rige Tripel (t(i), x(j), A(i,j)), i = 0, ..., lt, j =
0, .., lx.
4. Auswahl der Ausdu¨nnungskombination: Dazu seien zwei monoton nichtfallende Folgen τ
und χ der La¨nge 
 ∈ N mit folgenden Eigenschaften definiert
τ1 = 0, τ = lt,
χ1 = 0, χ = lx,
τi+1 + χi+1 ≥ τi + χi + 1, i = 0, ..., 
 − 1.
Weiter sei, nicht unbedingt notwendig, aber wu¨nschenswert
τi+1 ≤ τi + 1,
χi+1 ≤ χi + 1.
Definition 6.13. Mit den oben angefu¨hrten Definitionen wird
S(i) =
(
t(τi), x(χi), A(τi,χi)
)
ein Grobgitter bezu¨glich (t¯, x¯, A) genannt.
Eine Folge
S() ≺ S(−1) ≺ ... ≺ S(0) =
(
t(0), x(0), A
)
= (t¯, x¯, A)
wird als Grobgitterhierarchie von A bezeichnet mit der Relation
S(i) ≺ S(j) :⇔
{
t(τi)
}
⊆
{
t(τj)
}
und
{
x(χi)
}
⊆
{
x(χj)
}
und∣∣∣{t(τi)}∣∣∣+ ∣∣∣{x(χi)}∣∣∣ < ∣∣∣{t(τj)}∣∣∣+ ∣∣∣{x(χj)}∣∣∣
⇔ i > j.
Bemerkung 6.14. Die Relation ≺ aus Definition 6.13 ist mit den Festlegungen aus Punkt 3
und Punkt 4 transitiv und antisymmetrisch.
Bemerkung 6.15. Die Folgen τ und χ definieren die Reihe der Ausdu¨nnung vom gro¨bsten
Gitter S() = (t(lt), x(lx), A(lt,lx)) hin zu den Originaldaten.
Bemerkung 6.16. Bei Anwendung einer anderen Folge P als Pi = 2
i muss die Relation ≺ aus
Definition 6.13 mo¨glicherweise gea¨ndert werden, damit weiter eine Grobgitterhierarchie nach
obiger Definition aufbaubar ist.
Nomenklatur in den einzelnen Du¨nngittern
Durch die Verwendung unterschiedlicher Diskretisierungsgitter, ergibt sich fu¨r jede Stufe eine
eigene Singula¨rwertzerlegung, eine eigene Zielfunktion und jeweils eine eigene Niedrigrangappro-
ximation. Dazu seien folgende Notationen getroffen.
1. Die Singula¨rwertzerlegung der Matrix A(τi,χi) in Stufe i:
A(τi,χi) = U (i)Σ(i)V (i)
T
. (6.26)
2. Die Zielfunktion aus (6.11) fu¨r die Diskretisierung aus Stufe i:
F (i) : Rs×z → R. (6.27)
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3. Die Folge von Iterierten bei der Optimierung von F (i)(T ):
T (i,j) ∈ Rs×z, j = 0, 1, 2, ..., Ni . (6.28)
Dabei ist T (i,0) die Startmatrix fu¨r den Minimierungsalgorithmus in der i–ten Stufe, Ni
die Anzahl der Iterationen und Tˆ (i) = T (i,Ni) die letzte Iterierte.
4. Die sich ergebende Niedrigrangapproximation sowie die Transformation Tˆ (i) in Stufe i:
(Cˆ(i), Aˆ(i)) ∈ R
 k2τi ×s × Rs×
 n2χi , Tˆ (i) ∈ Rs×z,
Cˆ(i) = U (i)Σ
(i)
:,1:z(Tˆ
(i))+, Aˆ(i) = Tˆ (i)(V
(i)
:,1:z)
T .
Prolongation und Restriktion zwischen zwei Du¨nngittern
Die U¨berga¨nge von einem Grobgitter zu einem benachbarten werden durch Prolongationen und
Restriktionen vollzogen.
Definition 6.17. Eine Abbildung vom feinen ins gro¨bere Gitter
 : S(i) → S(i+1)
wird als Restriktion bezeichnet, eine vom groben ins feinere Gitter
ρ : S(i+1) → S(i)
als Prolongation.
Bemerkung 6.18. Die Hintereinanderausfu¨hrung von zuna¨chst Prolongation und danach Re-
striktion ergibt die Identita¨tsabbildung, die Umkehrung gilt in der Regel nicht
 ◦ ρ = id, ρ ◦  = id.
Der Prolongationsoperator
Der Operator ρ realisiert den U¨bergang von einem groben Gitter S(i) in das na¨chstfeinere Gitter
S(i−1). Das Entscheidende ist dabei die Prolongation der Niedrigrangapproximation
(C(i), Aˆ(i)) → (C(i−1), Aˆ(i−1)),
also der Transformation
Tˆ (i) → T (i−1,0).
Als Mo¨glichkeiten bieten sich mit den Abbildungen φi : Rs×z → R, i = 1, 2, 3,
T (i−1,0) = argmin
T
φ1(T ), φ1(T ) =
∥∥∥∥Aˆ(i) − T (V (i−1)1:2(χi−χi−1): n
2χi
,1:z)
T
∥∥∥∥2
F
,
T (i−1,0) = argmin
T
φ2(T ), φ2(T ) =
∥∥∥∥Cˆ(i) − U (i−1)1:2(τi−τi−1): k
2τi
,:Σ
(i−1)
:,1:z T
+
∥∥∥∥2
F
oder
T (i−1,0) = argmin
T
φ3(T ), φ3(T ) = φ1(T ) + φ2(T )
an.
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Bemerkung 6.19. In der Praxis ist es sinnvoll die Anpassung nach Art der Prolongation
zwischen den Grobgittern S(i) → S(i−1) auszuwa¨hlen
φ1 bei τi − τi−1 = 0, χi − χi−1 ≥ 1 (Ausdu¨nnung in x-Richtung),
φ2 bei τi − τi−1 ≥ 1, χi − χi−1 = 0 (Ausdu¨nnung in t-Richtung),
φ3 bei τi − τi−1 ≥ 1, χi − χi−1 ≥ 1 (Ausdu¨nnung in t- und in x-Richtung).
Somit wird diejenige Skala angepasst, in welcher die Prolongation erfolgt. Weiter werden die
zugeho¨rigen Prolongationsoperatoren dementsprechend mit ρi, i = 1, 2, 3, bezeichnet.
Durch den Strukturerhalt der Datenmatrix vera¨ndern sich die Strukturen der Matrizen der
Singula¨rwertzerlegung (fu¨r den Fall σ
(i)
j > σ
(i)
j−1, i = 1, ..., 
, j = 1, ..., z) ebenfalls wenig. Beim
Anpassen der Niedrigrangapproximation der groben Stufe an die na¨chstfeinere bleibt damit auch
die Struktur der Transformation T ebenfalls anna¨hernd erhalten. Fu¨r einen Vergleich zweier
Matrizen Tˆ (i) und Tˆ (i−1) sind jedoch folgende Bemerkungen zu beachten.
Bemerkung 6.20. Fu¨r zwei unterschiedliche Du¨nngitterdiskretisierungen in x entsteht durch
die Normierung der rechtsseitigen Singula¨rvektoren und der Restriktion der Normierung der
Zeilen von Aˆ bezu¨glich der Maximumsnorm aus f1 eine andere Skalierung fu¨r die Zeilen von T .
Fu¨r einen sinnvollen Vergleich sollte demzufolge zusa¨tzlich der Faktor 2−0.5(χi−χi−1) einfließen,
so dass
Tˆ (i) ≈ 1
20.5(χi−χi−1)
Tˆ (i−1).
Bemerkung 6.21. Fu¨r einen Vergleich zweier Transformationen Tˆ (i) wie in Bemerkung 6.20
beschrieben, sind die Vorzeichen der Singula¨rvektoren zu beachten. Fu¨r den (bei Messwerten)
Normalfall σ
(i)
j > σ
(i)
j+1, i = 0, ..., 
, j = 1, ..., z − 1, sei dies, die Allgemeinheit nicht ein-
schra¨nkend, durch folgende Vorzeichenwahl der Singula¨rvektoren geregelt∥∥∥∥V (i):,j − V (i−1)1:2(χi−χi−1): n2χi ,j
∥∥∥∥ ≤
∥∥∥∥V (i):,j + V (i−1)1:2(χi−χi−1): n2χi ,j
∥∥∥∥ , j = 1, ..., z.
Die algorithmische Struktur
Algorithmisch ist der Ablauf wie folgt organisiert:
1. Restriktion der Daten in 
 Stufen und auf manuell vorgegebene Weise durch τ und χ.
2. Auf dem gro¨bsten Gitter werden Optimierungen mit m Zufallsstartmatrizen ausgefu¨hrt,
welche in der Regel in lokale Minimalstellen fu¨hren. Unter diesen wird diejenige mit dem
geringsten Funktionswert ausgesucht.
3. Mittels einer der Prolongationsoperatoren ρi, i ∈ {1, 2, 3}, wird diese zur Startiterierten
T (−1,0) im Grobgitter S(−1) prolongiert.
4. Ausgehend davon wird eine Minimalstelle Tˆ (−1) bestimmt und diese auf das na¨chstfeinere
Gitter abgebildet. Dieses Vorgehen wird hierarchisch bis zur Wurzelstufe S(0) fortgesetzt.
5. Letztendlich ergibt sich die Niedrigrangapproximation aus (Cˆ, Aˆ) in der Grunddiskretisie-
rung.
Die Abbildung D.1 zeigt diesbezu¨glich ein Strukturgramm.
Eine Untersuchung der Funktionsweise der Multi-Level-Strategie, insbesondere der Folgen T (i,j),
i = 
, ..., 0, j = 0, ..., Ni, sowie den Minimalstellen Tˆ
(i), i = 
, ..., 0, erfolgt in Anhang B.5.1
anhand eines Beispiels.
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Zusammenfassung 6.22. Die Multi-Level-Strategie dient nur zur Reduktion des Rechenauf-
wandes. Die Dimension der zu optimierenden Matrix T und damit die Anzahl der Variablen
bleibt unvera¨ndert. Eine Verbesserung der Stabilita¨t wird erzielt, da die Optimierung in gleicher
Zeit o¨fter mit zufa¨llig gewa¨hlten Startvektoren durchlaufen werden kann.
6.5 Strategie der sukzessiven Faktorisierung
In Abschnitt 5.3 ist eine Vorgehensweise zur Bestimmung einer lokalen Rang-1 Approximation
einer Matrix beschrieben. Es sind einige Bedenken bezu¨glich der theoretischen Grundlage fu¨r
die Ideen von Malinowski und den Algorithmus BTEM genannt, da eine spezielle Datenstruktur
fu¨r den Erfolg dieser Methode erforderlich ist.
Daten aus der FT-IR Spektroskopie erfu¨llen unter Umsta¨nden diese Voraussetzungen, was auch
der Grund fu¨r den Erfolg von BTEM bei Daten dieser Spektroskopietechnik ist.
Ausgehend davon liegt der Ansatz nahe, a¨hnliches mit den neuen Ideen von PCD zu verknu¨pfen.
Im vorherigen Abschnitt 6.4 erfolgte eine Dimensionsreduktion des Problems in der Auswertung
der Zielfunktionen, nicht aber in den Variablen. In diesem Abschnitt wird eine Mo¨glichkeit
untersucht, eine Faktorisierung Stu¨ck fu¨r Stu¨ck zu bestimmen. Es werden nacheinander einzeln
die Faktorenpaare isoliert und abgespalten. Somit wird eine additive Zerlegung der Matrix A in
Einzelschritten
A = Cˆ:,1Aˆ1,:︸ ︷︷ ︸
Schritt 1
+ Cˆ:,2Aˆ2,:︸ ︷︷ ︸
Schritt 2
+ · · ·+ Cˆ:,sAˆs,:︸ ︷︷ ︸
Schritt s
+E, (6.29)
konstruiert. Dieser Ansatz bedeutet demnach eine Variablenreduktion.
Herauslo¨sen eines Faktorenpaars und die lokale Niedrigrangapproximation einer Teilmatrix
Zentraler Punkt der Idee der sukzessiven Matrixfaktorisierung ist die lokale Niedrigrangapproxi-
mation durch ein dyadisches Produkt und die Ausweitung dieser lokalen Niedrigrangapproxima-
tion auf die gesamte Diskretisierung. Es ergibt sich eine zu Faktorisierungsaufgabe 2.5 abgewan-
delte Form.
Faktorisierungsaufgabe 6.23. Zu einer gegebenen Matrix A ∈ Rk×n, Ai,j ≥ −ε mit 0 ≤ ε
maxi,j Ai,j und einer Menge I ⊂ {1, ..., n} werden zwei Vektoren Cˆ ∈ Rk+ und Aˆ ∈ R1×n+ mit
‖A:,I − CˆAˆ1,I‖2F +
p∑
i=1
γ2i fi(Cˆ, Aˆ) → min
gesucht.
Sei die Indexmenge I nun so gewa¨hlt, dass A:,I eine Linearkombination aus genau einem Teil-
faktor von Aˆ ist. Dies sei beispielsweise Aˆ1,:. Das heißt es gelte ‖Aˆ1,I‖ > 0, ‖Aˆ2:s,I‖ = 0 und
A:,I = Cˆ:,1Aˆ1,I .
Laut (4.5) ergibt sich das Herauslo¨sen dieses Faktorenpaars durch
Cˆ:,1 = UΣ:,1:sS:,1, Aˆ1,: = T1,:V
T
:,1:s (6.30)
und es gilt somit
A:,I = UΣ:,1:sS:,1︸ ︷︷ ︸
Cˆ:,1
T1,:V
T
I,1:s︸ ︷︷ ︸
Aˆ1,I
. (6.31)
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Zusammenhang zwischen den Linearkombinationen der beiden Faktoren
Unter den Voraussetzungen ‖Aˆ1,I‖ > 0, ‖Aˆ2:s,I‖ = 0 ergibt sich (bei a¨hnlicher Anwendung wie
in Gleichung (5.14) durch den BTEM-Algorithmus) zu einem gegebenen Teilfaktor Aˆ1,: ∈ R1×n
mit ‖Aˆ1,I‖ > 0 die zugeho¨rige Spalte Cˆ:,1 ∈ Rk direkt u¨ber
Cˆ:,1 = A:,I(Aˆ1,I)
+
=
1
‖Aˆ1,I‖22
A:,IAˆ
T
1,I . (6.32)
Unvera¨ndert wird (fu¨r den idealisierten Fall der exakten Matrixfaktorisierung A = XY ) der
Teilfaktor Aˆ1,: als Linearkombination aus den ersten s rechtsseitigen Singula¨rvektoren
Aˆ1,: = T1,:V
T
:,1:s
bestimmt. Fu¨r S aus (6.30) folgt nach obigen U¨berlegungen
S:,1 = (Σ:,1:s)
+UT Cˆ:,1 = (Σ:,1:s)
+UT
1
‖Aˆ1,I‖22
A:,IAˆ
T
1,I
=
1
‖T1,:V TI,1:s‖22
(VI,1:s)
TVI,1:sT
T
1,:,
was sich deutlich von (5.14) aus dem in Abschnitt 5.3 vorgestellten Algorithmus unterscheidet.
Fu¨r gesto¨rte Daten wird Aˆ1,: = T1,:V
T
:,1:z und Cˆ:,1 = UΣ:,1:zS:,1 mit
S:,1 = ‖T1,:V TI,1:z‖−22 (VI,1:z)TVI,1:zT T1,: (6.33)
angewendet.
Bemerkung 6.24. Die Forderung ‖Aˆ1,I‖ > 0, ‖Aˆ2:s,I‖ = 0 la¨sst sich vor Beginn der Rechnung
nicht belegen. Ein notwendiges aber nicht hinreichendes Kriterium dafu¨r ist
rank(A:,I) = 1
oder fu¨r gesto¨rte Daten
rankε(A:,I) = 1, 0 < ε σ1(A:,I).
Sto¨rungen der lokalen Rang-1-Niedrigrangapproximation
Dass die lokale Niedrigrangapproximation aus Faktorisierungsaufgabe 6.23 fu¨r den Fall einer
Menge I mit ∃i0, i1, i0 = i1 : ‖Aˆi0,I‖, ‖Aˆi1,I‖ > 0 als Faktorisierung keine nu¨tzlichen Ergebnisse
liefert, ist klar.
Hinsichtlich der Anwendung des Zusammenhangs aus (6.32) fu¨r den Einfluss von Sto¨rungen
durch die Teilfaktoren Aˆ2:s,: auf der Indexmenge I gibt folgender Satz eine Aussage.
Satz 6.25. Sei I ein Indexbereich mit ‖Aˆ1,I‖ > 0. Weiter seien Aˆ1,I = T1,:V TI,1:z exakt bestimmt
und die Gewichtung des zugeho¨rigen Faktors
C˜:,1 = ‖Aˆ1,I‖−22 A:,IAˆT1,I
wie in (6.32) berechnet. Auf dem Indexbereich I liege eine Sto¨rung
A:,I = Cˆ:,1Aˆ1,I +
s∑
i=2
Cˆ:,iAˆi,I︸ ︷︷ ︸
E
6.5 Strategie der sukzessiven Faktorisierung 85
vor, wobei Cˆ und Aˆ die exakten Faktoren seien.
Dann gilt fu¨r die Abweichung der approximierten Spalte C˜:,1 zur exakten Cˆ:,1
max
i=2,...,s
AˆTi,IAˆ1,I‖Cˆ:,i‖ ≤ ‖Aˆ1,I‖22‖C˜:,1 − Cˆ:,1‖ ≤
s∑
i=2
AˆTi,IAˆ1,I‖Cˆ:,i‖, (6.34)
‖Cˆ:,1 − C˜:,1‖2 ≤ ‖E‖2‖Aˆ1,I‖2
.
Beweis: Da ‖Aˆ1,I‖ > 0 ist, folgt
C˜:,1 =
(
s∑
i=1
Cˆ:,iAˆi,I
)
Aˆ+1,I ,
C˜:,1 − Cˆ:,1 =
(
s∑
i=2
Cˆ:,iAˆi,I
)
Aˆ+1,I , (6.35)
‖C˜:,1 − Cˆ:,1‖2 ≤ ‖E‖2‖Aˆ+1,I‖2 ≤
‖E‖2
‖Aˆ1,I‖2
.
Die Ungleichungen aus (6.34) ergeben sich u¨ber (6.35) durch die Nichtnegativita¨t von Cˆ und Aˆ
(sowie somit auch Aˆ+1,I). 
Bemerkung 6.26. Im Vergleich zu den Abscha¨tzungen aus (5.21) bezu¨glich des Algorithmus
BTEM sind die Abscha¨tzungen aus (6.34) fu¨r nichtnegative Faktoren Cˆ, Aˆ deutlich scha¨rfer.
Insbesondere ist C˜ = Cˆ, sofern AˆTi,IAˆ1,I = 0 fu¨r alle i = 2, ..., s gilt.
Der Algorithmus der sukzessiven Niedrigrangapproximation
Insgesamt ergibt sich damit als Ablauf eine Iteration u¨ber die Anzahl der Komponenten. Es
wird jeweils zu einem geeigneten Indexbereich I u¨ber Faktorisierungsaufgabe 6.23 und (6.32)
ein Faktorenpaar (Cˆ:,i, Aˆi,:) bestimmt, anschließend abgespalten und die Iteration u¨ber
A← A− Cˆ:,iAˆi,:
fortgesetzt. Schlussendlich bleiben Sto¨rungen u¨brig. Abbildung D.2 im Anhang zeigt ein ent-
sprechendes Ablaufdiagramm.
6.5.1 Kritische Bewertung des Ansatzes der sukzessiven Zerlegung
Trotz allen praktischen Erfolgs bei der Anwendung von BTEM auf Daten aus der FT-IR Spek-
troskopie und den oben angefu¨hrten sinnvollen Evolutionen sei ausdru¨cklich darauf hingewiesen,
dass starke U¨berlagerungen in den Zeilen von Aˆ auf dem Indexausschnitt I zu erheblichen Feh-
lern in der Niedrigrangapproximation fu¨hren ko¨nnen. Es ist daher von der Anwendung dieser
Methode abzuraten und die Aufgabe als solche zu betrachten, die sie auch ist: Die Auflo¨sung
eines komplexen gekoppelten Systems.
Die Subtraktion einzelner Faktorenpaare bei gesto¨rten Daten hat numerische Fehler zur Folge,
welche die weitere Niedrigrangapproximation der verbleibenden Matrix A − Cˆ:,i0Aˆi0,: sto¨ren.
Umgehen la¨sst sich dieses Problem mit der Verfahrensweise von BTEM, die isolierten Faktoren-
paare nur zu bestimmen und die Ermittlung weiterer Komponenten ohne Subtraktion vorheriger
vorzunehmen. Das heißt fu¨r alle i = 1, ..., s werden die Faktorenpaare ausgehend von den Origi-
naldaten A berechnet. Speziell der Umgang mit Faktorenpaaren, welche einen verha¨ltnisma¨ßig
geringen Beitrag zur Matrix A liefern, wird durch den oben beschriebenen Vorgang erschwert.
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6.6 Gewichtung der Regularisierungsfunktionen
Reduziert sich die Menge aller Faktorisierungen nicht auf eine A¨quivalenzklasse, so erfolgt der
U¨bergang zur regularisierten nichtnegativen Niedrigrangapproximation. Dabei bestimmen die
Gewichte γi ∈ R, i = 1, ..., p, entscheidend die resultierenden Faktoren, da verschiedene Wahlen
von γ im Normalfall auch auf Faktorisierungen aus unterschiedlichen A¨quivalenzklassen fu¨hren.
Der Einfluss dieser Gewichte wird in diesem Abschnitt diskutiert.
Die Zielfunktion
Wie in Abschnitt 6.1 erla¨utert, setzt sich die Zielfunktion aus (6.12) als
F (T ) =
1
2
(
f¯20 (T ) +
p∑
i=1
γ2i f¯
2
i (T )
)
,
zusammen. Vereinfachend seien die Matrix T zeilenweise hintereinander aufgelistet, in den Vektor
x u¨berfu¨hrt und F dementsprechend u¨ber
φ : Rsz → Rs×z, (φ(x))i,j = x(i−1)z+j , i = 1, ..., s, j = 1, ..., z,
gi : R
q → R, gi(x) = f¯i(φ(x)), i = 0, ..., p,
angepasst durch
G : Rq × Rp → R, G(x; γ) = 1
2
(
g20(x) +
p∑
i=1
γ2i g
2
i (x)
)
.
Dabei ist q = sz die Anzahl der Variablen.
Es stellt sich die Frage nach einer geeigneten Gewichtung und Auswahl der Einzelfunktionen
gi(x). Ziel ist einerseits G(x; γ) zu einer festen Parameterwahl γ und in Abha¨ngigkeit von x zu
minimieren und andererseits, dass die Minimalstelle x = xˆ ∈ Rsz eine geeignete Niedrigrangap-
proximation (Cˆ, Aˆ) der Matrix A ergibt. Dabei ha¨ngt die Minimalstelle xˆ direkt von der Wahl
der Gewichtung γ ab
xˆ = xˆ(γ) = xˆγ .
Der Einfluss der Regularisierungsparameter
Seien nun Tˆ eine geeignete Transformation fu¨r Cˆ und Aˆ, umgeformt zu xˆ, und γ eine fest
gewa¨hlte Gewichtung. Demzufolge sollte diese Gewichtung so gewa¨hlt sein, dass xˆ eine globale
Minimalstelle der zweimal stetig differenzierbaren Funktion G(x; γ) unter Fixierung von γ ist.
Das heißt notwendigerweise, dass
‖∇xG(xˆ; γ)‖ = 0 (6.36)
ist sowie hinreichend dazu, dass
HG(xˆ; γ) positiv definit (6.37)
ist mit
∇xG ∈ Rq, ∇xG(x; γ) =
((
∂g0
∂xi
g0 +
p∑
l=1
γ2l
∂gl
∂xi
gl
)
(x, γ)
)
i=1,...,q
,
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und HG der Hessematrix der zweiten partiellen Ableitungen der Funktion G nach x
HG ∈ Rq×q, HG(x; γ) =
(
∂2G
∂xi∂xj
(x; γ)
)
i,j=1,...,q
.
Weiter wa¨re von xˆ wu¨nschenswert, dass neben den notwendigen und hinreichenden Forderungen
aus (6.36) und (6.37) zusa¨tzlich
‖∇γ∇xG(xˆ; γ)‖ = 0 (6.38)
gilt mit ∇γ∇xG(x; γ) ∈ Rq×p,
(∇γ∇xG(x; γ))i,j = ∂
2G
∂xj∂γi
(x, γ) =
(
2γj
∂gj
∂xi
gj
)
(x; γ), i = 1, .., q, j = 1, .., p.
Die Problematik der Parameterwahl
Ziel ist es, dass bei einer Vera¨nderung des Parametersatzes γ der Punkt xˆ auch weiterhin die
notwendige Bedingung eines verschwindenden Gradienten fu¨r eine lokale Minimalstelle erfu¨llt. Es
ergibt sich somit die Forderung aus (6.38). Fu¨r die Praxis ist das eine nicht sinnvolle Forderung,
was die Korollare 6.27 und 6.28 zeigen.
Korollar 6.27. Die Bedingung aus (6.38) ist mit min(γ) > 0 genau dann erfu¨llt, wenn gilt
gi(xˆ)‖∇xgi(xˆγ)‖ = 0, ∀ i = 1, ..., p. (6.39)
Die Forderung aus (6.39) ist fu¨r lineare Funktionen
gi(x) = (a
(i))Tx
mit a(i) ∈ Rq und fu¨r i = i0, ..., i1 unter Umsta¨nden nur bedingt sinnvoll, da daraus die Forderung
x ∈ ker((a(i0), ..., a(i1))T ) folgt. Fu¨r die Aufspaltung der Regularisierungsfunktion f6 aus (6.9)
in die einzelnen Quadratkomponenten zu f¯i0, ..., f¯i1 , ist dies nur erfu¨llt, falls x = 0 gilt, da die
zugeho¨rige Matrix (a(i0), ..., a(i1))T keinen echten Kern besitzt. Dies gilt in der Regel ebenfalls
fu¨r f4 und f5 aus (6.8) sowie f7. Dazu ist folgendes Korollar formuliert.
Korollar 6.28. Die Forderung aus (6.38) beziehungsweise (6.39) ist fu¨r die aus f4, f5, f6 und
f7 erzeugten Teilfunktionen gi nicht sinnvoll.
Die Aufspaltung von f4 aus (6.8) in Quadratkomponenten, das Einsetzen der Transformation
Aˆ = TV T:,1:z aus (6.2) und die Umsetzung in gi, i = i
(4)
0 , ..., i
(4)
1 , mit entsprechend gewa¨hlten
i
(4)
0 , i
(4)
1 ergibt die linearen Funktionen
g
i
(4)
0 +(i−1)(n−2)+j
(x) =
√
b
(4)
j
n∑
l=1
z∑
ν=1
B
(4)
j,l Vl,νx(i−1)z+ν , i = 1, ..., s, j = 1, ..., n − 2.
Damit gilt die Bedingung aus (6.39) fu¨r i = i
(4)
0 , ..., i
(4)
1 lediglich, falls
g
i
(4)
0 +(i−1)(n−2)+j
(x) = 0
ist. Dies gilt in der Regel nur fu¨r alle i = 1, ..., s, j = 1, ..., n − 2, falls x = 0 ist, da
ker(V:,1:z) = {0}
sowie im Allgemeinen gilt
im(V:,1:z)  ker(B
(4)).
Fu¨r f5 gilt Analoges, fu¨r f7 ebenfalls, nur unter Einbeziehung der linksseitigen Singula¨rvektoren
sowie den Singula¨rwerten. Fu¨r f6 entfa¨llt die Einschra¨nkung ”
in der Regel“. 
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Abbildung 6.1: Bestimmt wurden Faktorisierungen des Datensatzes bezu¨glich der Fallstudie aus
Anhang B.4. Variiert ist die Gewichtung γ4 ∈ [0.0025, 25] aus (6.11) mit den festen Gewichten
γ1 = 4, γ2 = 0.4, γ3 = 4, γ6 = 0.02, γ7 = 0.01 sowie γi = 0, i = 5, 8, 9, 10, 11, 12, 13. In
beiden Darstellungen sind die L-Kurven jeweils gut zu erkennen. Im Sinne von du¨nn besetz-
ten Zeilenvektoren in Aˆ sind dementsprechend die Werte bezu¨glich kleineren Residuen fu¨r f6
interessanter.
Das Entscheidungskriterium der L-Kurve
Eine Mo¨glichkeit, die Wahl der Parameter a-posteriori zu bewerten, ist eine sogenannte L-Kurve,
[7, 33–35]. Ziel ist es dabei, fu¨r eine Quadratmitteloptimierung
min
x∈Rq
1
2
(
g20 +
p∑
i=1
γ2i g
2
i (x)
)
verschiedene Gewichtungssa¨tze γ zu vergleichen, wobei in der Regel nur ein Parameter γl variiert
wird. Dabei liefern die Parameter γ(i), i = 1, ...,m, die optimalen Variablen
x(i) = x(i)(γ(i))
mit
G(xˆ(i)) = min
x∈Rq
G(x; γ(i)), i = 1, ...,m.
Wurde nur ein Parameter γl variiert und entha¨lt die doppelt-logarithmische Darstellung der
ungewichteten Quadratmittel
(g2l (xˆ
(i)), g2 (xˆ
(i))), i = 1, ...,m,
fu¨r zwei Teilfunktionen gl, g einen ”
Knick“ und beschreibt die Form des Buchstaben
”
L“,
so wird die Parameterwahl von γ
(i0)
l und γ
(i0)
 zugeho¨rig zu dem ”
Knick“ als geeignete Wahl
fu¨r einen Kompromiss aus den beiden Teilfunktionen gl und g angesehen, vergleiche dazu die
Abbildungen 6.1 und 6.2.
6.7 Programmstruktur und Implementierung
Basierend auf den Untersuchungen dieses Kapitels ist ein Programm zur Berechnung regularisier-
ter nichtnegativer Niedrigrangapproximationen entstanden, welches bereits am Leibniz-Institut
fu¨r Katalyse e.V. in Rostock sowie der Evonik Oxeno GmbH in Marl zur Reinkomponentenzer-
legung spektroskopischer Daten eingesetzt wird.
Dieser Teilabschnitt umfasst eine kurze Erla¨uterung des Programmaufbaus. Der Programmab-
lauf ist in drei verschiedene Abschnitte unterteilt, wobei diese in verschiedenen Programmier-
sprachen implementiert sind.
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Abbildung 6.2: Bestimmt wurden Faktorisierungen des Datensatzes bezu¨glich der Fallstudie aus
Anhang B.2. Variiert ist die Gewichtung γ5 ∈ [0.0015, 150] aus (6.11) bei den festen Gewichten
γ1 = 1, γ2 = 0.1, γ3 = 1, γ4 = 0.01, γ7 = 10
−6, γ12 = 0.0025 und γi = 0, i = 5, 8, 9, 10, 11.
Entscheidend ist die linke Darstellung, in der die L-Kurven gut zu erkennen sind. Erga¨nzend dazu
la¨sst die rechte Darstellung eine Korrelation mit der Entwicklung von f6(Tˆ ) fu¨r dieses Beispiel
erkennen. Bei der Betrachtung der Faktoren Cˆ und Aˆ ist die Parameterwahl des
”
Knicks“ der
L-Kurve ebenfalls im Sinne der Chemie optimal.
Dabei ist in einen MatLab-Code ein C-Unterprogramm eingebunden, welches Fortran Bib-
liotheken verwendet. Die MatLab-Datei fungiert als Ausgangspunkt von PCD und der C-Code
als Geschwindigkeitsverbesserung der rechenintensiven Optimierung. Die Fortran Bibliotheken
dienen sowohl als eigentlicher Optimierer als auch zur Bereitstellung mathematischer Hilfsmittel.
Der Gesamtablauf erfolgt aus MatLab heraus, dazu za¨hlt die Datenverarbeitung und das Ein-
lesen aller notwendigen Parameter (Indexbereiche der mo¨glicherweise angewendeten lokalen Nie-
drigrangapproximation, s, z, Angaben zur Multi-Level-Strategie usw.). Auch die Multi-Level-
Strategie wird aus MatLab heraus gesteuert. Dazu werden eine Singula¨rwertzerlegung der be-
trachteten Matrix generiert und alle notwendigen Matrizen und Vektoren bestimmt. Anschlie-
ßend erfolgt der Aufruf der C-Routine PureComponentDecomposition, welche den Teil der
Optimierung umfasst. Die Schnittstelle zwischen dem MatLab- und dem C-Code bilden dabei
Dateien, welche mit ausreichender Genauigkeit (Exponentialdarstellung, 16–stelliger Mantisse)
ex- und importiert werden. In dem C-Code werden alle rechen- und damit zeitaufwendigen Ope-
rationen ausgefu¨hrt, also insbesondere die Auswertung der Zielfunktion, welche Bestandteil der
C-Routine ist. In dem C-Code eingebunden sind die Fortran Bibliotheken Lapack und Blas.
Die Optimierung der Zielfunktion wird mittels der in Abschnitt 6.3 erla¨uterten ACM Fortran
Bibliothek NL2SOL ausgefu¨hrt. Von dem C-Code wird eine Transformation T zuru¨ckgege-
ben, welche in der Regel ein lokales Minimum darstellt. Die Weiterverarbeitung erfolgt in dem
MatLab-Code, welcher schlussendlich mit der Ausgabe von Cˆ und Aˆ terminiert. Fu¨r eine Dar-
stellung der Verknu¨pfungen der einzelnen Teilfunktionen ist auf das Diagramm aus Abbildung
D.3 verwiesen.
6.8 Kritische Bewertung des Algorithmus
Ansatz der Transformation der Singula¨rvektoren
Der Ansatz, die Faktorisierungsaufgabe nicht direkt durch eine Berechnung der Faktoren Cˆ und
Aˆ zu lo¨sen, sondern mit Hilfe einer Transformation der Singula¨rvektoren wie in (6.2), verringert
den Rechenaufwand fu¨r große Unterschiede von max{s, z} und min{k, n} enorm.
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Fu¨r leicht gesto¨rte Daten ist die Einschra¨nkung sich mo¨glicherweise ergebender kleiner negati-
ver Eintra¨ge in den Faktoren und die Beschra¨nkung der Freiheitsgrade akzeptabel, da sich die
signifikanten Charakteristiken fu¨r die Niedrigrangapproximation in den ersten Singula¨rvektoren
wiederfinden.
Ist die Sto¨rung E im Vergleich zum Produkt CˆAˆ stark, so ist der Ansatz die Faktorisierung
auf Basis einer abgeschnittenen Singula¨rwertzerlegung der gesto¨rten Matrix A = CˆAˆ + E zu
berechnen, nicht zu empfehlen. Es ist in diesem Fall nicht gesichert, dass es eine Transformation
der Singula¨rvektoren zu Faktoren gibt, welche einerseits nur vergleichsweise geringe negative
Eintra¨ge besitzen und deren Produkt andererseits eine
”
akzeptable“ Na¨herung an A darstellt.
Multi-Level-Methoden und Zufallsstartmatrizen
Das zur Berechnung der regularisierten Niedrigrangapproximation resultierende Optimierungs-
problem besitzt fu¨r s ≥ 2 im Normalfall keine eindeutige globale Minimalstelle und viele lokale
Minimalstellen. Um die Wahrscheinlichkeit zu minimieren, ein lokales und nicht globales Mini-
mum zu erhalten, wird die Optimierung mehrfach mit zufa¨llig gewa¨hlten Startmatrizen T ∈ Rs×z
durchgefu¨hrt.
Dem gesteigerten Rechenaufwand la¨sst sich wirkungsvoll durch eine Multi-Level-Strategie ent-
gegensteuern. Voraussetzung dafu¨r sind strukturierte Daten, welche sich aus der Diskretisierung
des Faktorisierungsproblems 2.2 unter bestimmten Bedingungen ergeben.
Sukzessives Abspalten der Faktoren
Die Berechnung einer Niedrigrangapproximation durch eine sukzessive Faktorisierung mittels
lokaler Niedrigrangapproximationen durchzufu¨hren, ist kein geeigneter Ansatz, die Aufgabe 2.5
zufriedenstellend zu lo¨sen. U¨berlagerungen, sowohl in dem lokal betrachteten Bereich, als speziell
auch außerhalb diesen, werden so ignoriert. Ohne analytische Grundlage wird unterstellt, dass
das verbleibende Residuum A− Cˆ:,iAˆi,: eine nichtnegative Niedrigrangapproximation vom Rang
s− 1 mit physikalisch sinnvollen Faktoren besitzt.
Wahl der Gewichtung
Die Uneindeutigkeit der nichtnegativen Matrixfaktorisierung ist die Motivation fu¨r den U¨bergang
zur regularisierten Niedrigrangapproximation. Dabei stellt sich die Frage nach der Wahl der
Regularisierungsparameter γi, i = 1, ..., p. Da das Minimum der Zielfunktion
fγ(x) = G(x, γ)
direkt von γ abha¨ngt (xˆ = xˆ(γ)), nimmt die Parameterwahl eine Schlu¨sselrolle ein. Nicht mehr
als eine Hilfestellung bietet eine zu speziell gewa¨hlten Parametersa¨tzen erstellte L-Kurve, welche
Hinweise auf eine geeignete Parameterrelation liefert.
Perspektiven
Die Perspektiven der in diesem Kapitel behandelten Regularisierungen sind begrenzt. Das Pro-
blem der nichtnegativen Niedrigrangapproximation la¨sst sich durch Regularisierungsfunktionen
beeinflussen. Dieser Einfluss ist mit der Auswahl der Regularisierungen jedoch abha¨ngig von der
zugrunde gelegten Modellierung.
Die untersuchte Faktorisierungsaufgabe mit den bekannten Einschra¨nkungen der Nichtnegati-
vita¨t ist und bleibt nicht eindeutig lo¨sbar, lediglich werden mit Hilfe von Regularisierungen aus
den mo¨glichen Faktorisierungen bestimmte selektiert.
7 Kinetische Modellanpassung
In den vorherigen Kapiteln wurden multivariate Modelle der Form A = CˆAˆ + E und Algo-
rithmen zur Berechnung der Faktoren Cˆ und Aˆ untersucht. In diesem Kapitel wird eine solche
Faktorisierung zur Anpassung eines kinetischen Modells genutzt.
Ausgangspunkt ist eine nichtnegative Niedrigrangapproximation aus Faktoren Cˆ, Aˆ, wobei die
Eintra¨ge der Ausgangsmatrix A spektroskopische Daten einer chemischen Reaktion sind. Die
Eintra¨ge des Faktors Cˆ sind Approximationen an die vorliegenden Einzelkonzentrationen zu
den Zeitpunkten t¯1, ..., t¯k , also diskrete Auswertungen einer Funktion c ∈ C(R+,Rs+) von s
Konzentrationsverla¨ufen an den Stellen t¯1, ..., t¯k.
In der Chemie ist die Reaktionskinetik eines Systems aus s Komponenten durch eine zugeho¨rige
gewo¨hnliche Differentialgleichung c˙ = f(t, c) beschrieben. Ist die Differentialgleichung bekannt,
so sind die Konzentrationsverla¨ufe c(t), t ∈ [t¯1, t¯k], zu dem Anfangswert c(t¯1) direkt berechenbar.
Entha¨lt die Differentialgleichung jedoch einen unbekannten Parameter φ ∈ Rν ,
c˙ = f(t, c;φ), (7.1)
so la¨sst sich das Ergebnis der nichtnegativen Matrixfaktorisierung zu dessen Approximation als
Lo¨sung einer quadratischen Ausgleichsrechnung nutzen.
Der Parameters φ soll so angepasst werden, dass die Lo¨sung des Anfangswertproblems best-
mo¨glich an den Approximationen Cˆ im Sinne der kleinsten Quadrate liegt. Mit C(dgl)(φ) als
Matrix der Auswertungen der Lo¨sung c(t) des resultierenden Anfangswertproblems und C
(abs)
i,j
den korrekt skalierten Konzentrationsprofilen ist, wie in Abschnitt 6.2 erla¨utert, die Aufgabe
einer Ausgleichsrechnung
k∑
i=2
s∑
j=1
(C
(dgl)
i,j (φ)−C(abs)i,j )2 → min
gestellt.
In Abschnitt 6.2 wurde eine Mo¨glichkeit erla¨utert, die Bestimmung des Parameters φ direkt mit
der Berechnung einer Faktorisierung zu koppeln. In diesem Kapitel wird die Parametrisierung
eigensta¨ndig und im Anschluss an die Berechnung der Faktorisierung vorgenommen. Dabei soll
dieses Kapitel eine mo¨gliche Weiterverarbeitung eines der Faktoren erla¨utern und kann nur
als weiterfu¨hrende Erga¨nzung angesehen werden. Der Fokus liegt deutlich auf den vorherigen
Kapiteln. Fu¨r na¨here Untersuchungen zur Reaktionskinetik ist auf [72], fu¨r Untersuchungen
beispielsweise zu den artverwandten Randwertproblemen ist auf [1, 81] verwiesen.
Skalierung
Ein Freiheitsgrad der Niedrigrangapproximation ist die Skalierung. In Abschnitt 6.2.3 wurden
verschiedene Mo¨glichkeiten erla¨utert, diesen zu eliminieren. Im Folgenden sei dieser Schritt mit
α ∈ Rs+ bereits vollzogen und der Faktor
C(abs) = Cˆ diag(α)
gesetzt.
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7.1 Die Anwendung der regularisierten Niedrigrangapproximation
Der extrahierte und skalierte Faktor C(abs) aus der Niedrigrangapproximation von A ist der
Ausgangspunkt des zu lo¨senden Problems. Dieser entha¨lt diskrete Approximationen der Funktion
c(t) der Konzentrationsprofile zu dem Zeitgitter t¯i, i = 1, ..., k,
C(abs) ∈ Rk×s, C(abs)i,j ≈ cj(t¯i), i = 1, ..., k, j = 1, ..., s.
Dem untersuchten System liege ein kinetisches Modell in Form der gewo¨hnlichen Differential-
gleichung
c˙(t) = f(t, c;φ), t ∈ [t¯1, t¯k], (7.2)
fu¨r den Faktor c : R → Rs zugrunde, wobei φ ∈ Rν der zu bestimmende Parameter ist und
f : R× Rs × Rν → Rs die rechte Seite der Differentialgleichung. Als Anfangswert ist
c(t¯1) = C
(abs)
1,: (7.3)
gegeben.
Zu dem Modell (7.2) ist ein Parameter φ derart gesucht, dass die Lo¨sung c(t) zu dem Anfangs-
wert (7.3) die vorliegenden Approximationen des Faktors (t¯i, C
(abs)
i,: ), i = 2, ..., k, im Sinne der
kleinsten Quadrate bestmo¨glich approximiert.
Um die lokale Existenz einer Lo¨sung und deren Eindeutigkeit zu garantieren, wird an das An-
fangswertproblem folgende Voraussetzung gestellt.
Voraussetzung 7.1. Fu¨r das Anfangswertproblem mit der Differentialgleichung aus (7.2) und
dem Anfangswert (7.3) seien zu [t¯1, t¯n] eine offene Menge Ω ⊂ Rs mit C(abs)1,: ∈ Ω, eine Menge
Φ ⊂ Rν sowie eine Lipschitzkonstante L fu¨r die rechte Seite f gegeben, so dass fu¨r f : Ω×Φ→ Rs
gilt
‖f(t, c;φ) − f(t, c′;φ)‖ ≤ L‖c− c′‖, ∀ t ∈ [t¯1, t¯n], c, c′ ∈ Ω, φ ∈ Φ.
Bemerkung 7.2. Damit existieren nach dem Existenz- und Eindeutigkeitssatz von Picard-
Lindelo¨f, [21], fu¨r jede Wahl von φ ∈ Φ ein Wert δ > 0 und lokal eine eindeutig bestimmte
Lo¨sung c(t), t ∈ [t¯1, δ], die der Differentialgleichung (7.2) und c(t¯1) = C(abs)1,: genu¨gt.
7.2 Eine Folge von Anfangswertproblemen
Wie in Abschnitt 6.2 angefu¨hrt, ist die nichtlineare Quadratmitteloptimierung der s(k − 1)
Fehlerfunktionen
gi+(j−1)s : R
ν → R,
gi+(j−1)s(φ) = C
(dgl)
j+1,i(φ)− C(abs)j+1,i = 0, j = 1, ..., k − 1, i = 1, ..., s, (7.4)
eine Mo¨glichkeit der Parametrisierung, wobei C(dgl) die Auswertungen der Lo¨sung c(t) auf dem
Gitter t¯ entha¨lt. Insgesamt lautet die Zielfunktion G : Rν → R fu¨r die Ausgleichsrechnung
G(φ) =
1
2
s(k−1)∑
i=1
g2i (φ).
Zur Bestimmung der einzelnen Approximationen C
(dgl)
j,i , j = 2, ..., k, i = 1, ..., s, wurden in
Abschnitt 6.2 zwei Mo¨glichkeiten u¨ber die Lo¨sung jeweils einer Folge von Anfangswertproblemen
aufgezeigt. Dabei boten sich einerseits eine induktiv sowie andererseits eine autonom aufgebaute
Folge von Anfangswertproblemen an. Diese Ansa¨tze werden nun ebenfalls zur Lo¨sung der in
diesem Kapitel gestellten Aufgabe verwendet.
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7.2.1 Eine induktive Folge von Anfangswertproblemen
Mit der Initialisierung C
(dgl)
1,: := C
(abs)
1,: wird fu¨r i = 1, ..., k−1 eine induktive Folge von Anfangs-
wertproblemen wie folgt definiert
c˙(t) = f(t, c;φ), t ∈ [t¯i, t¯i+1],
c(t¯i) = C
(dgl)
i,: . (7.5)
Dabei wird jeweils die Auswertung der Lo¨sung c(t) des Anfangswertproblems fu¨r [t¯i, t¯i+1] am
Intervallende, also c(t¯i+1), als Anfangswert des folgenden Anfangswertproblems (fu¨r [t¯i+1, t¯i+2])
gewa¨hlt
C
(dgl)
i+1,: := c(t¯i+1).
Fu¨r den Gradienten von G folgt nach dieser Vorgehensweise
∇G = JTg g, Jg ∈ R((k−1)s)×ν , (Jg)i, =
∂gi
∂φ
, i = 1, ..., (k − 1)s, 
 = 1, ..., ν,
wobei fu¨r die Jacobimatrix Jg von g mit der Notation g:+(j−1)s = (g1+(j−1)s, ..., gjs)
T gilt
∂g:+(j−1)s
∂φ
=
∂
∂φ
(
(C
(dgl)
1,: )
T +
∫ t¯j+1
t¯1
f(τ, c(τ);φ) dτ − (C(abs)j+1,:)T
)
, j = 1, ..., k − 1,
=
∂c
∂φ
(t¯j+1). (7.6)
Zu beachten ist die indirekte Abha¨ngigkeit der Lo¨sung c(t) von φ
∂c
∂φ
(t¯j+1) =
∫ t¯j+1
t¯1
⎛
⎝ s∑
μ=1
∂f
∂cμ
∂cμ
∂φ
+
∂f
∂φ
⎞
⎠ (τ, c(τ);φ) dτ
=
∫ t¯j+1
t¯1
(fccφ + fφ)(τ, c(τ);φ) dτ
mit den partiellen Ableitungen
fc ∈ Rs×s, (fc)i,j = ∂fi
∂cj
,
cφ ∈ Rs×ν , (cφ)i,j = ∂ci
∂φj
,
fφ ∈ Rs×ν , (fφ)i,j = ∂fi
∂φj
.
Es resultiert zur Berechnung von cφ : R → Rs×ν das Anfangswertproblem
c˙φ(t) = (fccφ + fφ) (t, c;φ), t ∈ [t¯1, t¯k], (7.7)
cφ(t¯1) = 0. (7.8)
Die Komponenten der Jacobimatrix Jg sind
(Jg):+(j−1)s,: =
∂g:+(j−1)s
∂φ
= cφ(t¯j+1), j = 1, ..., k − 1,
mit cφ(t¯j+1) ∈ Rs×ν und letztendlich ergibt sich mittels der Lo¨sung des Anfangswertproblems
aus (7.7) und (7.8) und den Auswertungen an den Stu¨tzstellen t¯j eine Na¨herung fu¨r ∇G.
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Bemerkung 7.3. Zur Auswertung der rechten Seite von (7.7) als zeitliche Ableitung von cφ
wird c(t) selbst auch an Zwischenstufen t ∈ (t¯i, t¯i+1) beno¨tigt. Bei getrenntem Lo¨sen der An-
fangswertprobleme aus (7.2), (7.3) und (7.7), (7.8) lassen sich diese Werte nur durch zusa¨tzliche
Interpolation bestimmen. Es ist daher sinnvoll beide Anfangswertprobleme zusammen zu lo¨sen
und die no¨tigen Auswertungen von c(t) an den Stufen automatisch mit zu berechnen.
7.2.2 Eine autonome Folge von Anfangswertprobleme
Ein anderer Ansatz ist es, die Parametrisierung des Anfangswertproblems (7.2) in eine Folge
von k − 1 Anfangswertproblemen der Form
c˙(i)(t) = f(t, c(i);φ), t ∈ [t¯i, t¯i+1],
c(i)(t¯i) = C
(abs)
i,: (7.9)
fu¨r i = 1, ..., k − 1 zu u¨berfu¨hren. Die Vergleichswerte sind ebenfalls C(dgl)i+1,: = c(i)(t¯i+1). Fu¨r die
Jacobimatrix Jg ist analog zu (7.6) die Lo¨sung der k − 1 Anfangswertprobleme
c˙
(i)
φ (t) =
(
fcc
(i)
φ + fφ
)
(t, c(i);φ), t ∈ [t¯i, t¯i+1],
c
(i)
φ (t¯i) = 0, (7.10)
fu¨r i = 1, ..., k − 1 mit den jeweiligen Approximationen am Intervallende c(i)φ (t¯i+1) ∈ Rs×ν
erforderlich.
Ein optimaler Parametersatz φ∗ ∈ Rν mit G(φ∗) = 0 erfu¨llt die Stetigkeitsbedingungen
c(i)(t¯i+1) = C
(abs)
i+1,: = c
(i+1)(t¯i+1), i = 1, ..., k − 1,
und die aus den einzelnen Lo¨sungen c(i)(t) zusammengesetzte Lo¨sung c(t) ist zudem stetig
differenzierbar
c˙(i)(t¯i+1) = f(t¯i+1, c
(i)(t¯i+1);φ
∗) = f(t¯i+1, c
(i+1)(t¯i+1);φ
∗) = c˙(i+1)(t¯i+1).
Bemerkung 7.4. Ein Unterschied zwischen den Anfangswertproblemen zu den Anfangswerten
aus (7.5) und den Anfangswerten aus (7.9) ist die reduzierte Fehlerfortpflanzung bei der An-
wendung von (7.9), da fu¨r jeden Zeitabschnitt mit dem als korrekt angesehenen Anfangswert
gestartet wird. Demgegenu¨ber pflanzt sich mit dem Startwert (7.5) der Fehler durch ungenu¨gen-
de Parameter φ von Gitterpunkt zu Gitterpunkt versta¨rkt fort. Die Fehler zum Zielwert sowie
die Ableitungen der Lo¨sung c(t) nach φ werden zum Gitterende hin im Normalfall im Vergleich
zu vorderen Gitterpunkten verha¨ltnisma¨ßig groß. In Abbildung 7.1 sind die Anwendungen der
unterschiedlichen Ansa¨tze anhand eines Beispiels dargestellt.
Bemerkung 7.5. Weiterhin ist es durchaus sinnvoll, die Auswertung der Funktionen gi aus
(7.4) entsprechend dem Kehrwert des Maximaleintrags jeder einzelnen Spalte in Cˆ zu gewichten
gi+(j−1)s(φ) = (max
l
Cl,i)
−1(ci(t¯j+1)− Cj+1,i), i = 1, ..., s, j = 1, ..., k − 1.
Bemerkung 7.6. Als Kriterium fu¨r ein lokales Minimum ist bei der Parameteroptimierung nur
die Konvexita¨t der Funktion in der mutmaßlichen Minimalstelle vorhanden. Also, sofern zusa¨tz-
lich zu einem verschwindenden Gradienten die Hessematrix der zweiten partiellen Ableitungen
der Anpassungsfunktion nach den Parametern φ positiv definit ist.
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Abbildung 7.1: In den Grafiken sind die Vorgehensweisen der erla¨uterten Ansa¨tzen fu¨r eine Bei-
spielrechnung dargestellt. Ausgangspunkt ist die Funktion cφ(t) = exp{φt} mit φ = φ0 = −0.5,
der Diskretisierung t¯i+1 = i, i = 0, ..., 5, und der Differentialgleichung c˙ = φc. Zu dem Parameter
φ = −0.25 sind die Lo¨sungen der induktiv aufgebauten Folge von Anfangswertproblemen (links,
Anfangswerte aus (7.5)) und die Lo¨sungen der autonom aufgebauten Folge (rechts, Anfangswer-
te aus (7.9)) dargestellt. Die Fehlerwerte der Funktion G(φ) ergeben sich aus den Differenzen
zwischen den Referenzwerten cφ0(t¯i) und den Auswertungen der Lo¨sungen der Anfangswertpro-
bleme an den Stellen t¯2, ..., t¯6.
7.3 Die Implementierung
Die Implementierung der Systemanpassung ist in C realisiert. Zur numerischen Lo¨sung der
Anfangswertprobleme werden die Fortran Bibliotheken Radau und Dop853 fu¨r steife bezie-
hungsweise nichtsteife Systeme von Hairer und Wanner, [31,32], angewendet. Fu¨r die aufgestell-
te Zielfunktion G la¨sst sich mit dem Fehlervektor g und dessen Jacobimatrix Jg erneut eine
nichtlineare Ausgleichsrechnung wie in Abschnitt 6.3 durchfu¨hren. Als Unterschied ist fu¨r g die
Jacobimatrix zwar nicht analytisch, aber u¨ber die Lo¨sung eines oder mehrerer Anfangswertpro-
bleme bestimmbar, siehe (7.7) und (7.10). Alternativ zum Gauß-Newton Verfahren wird in der
Praxis erneut die ACM Fortran Bibliothek NL2SOL als starkes Werkzeug zur nichtlinearen
Ausgleichsrechnung benutzt.
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8 Ausblick
In dieser Arbeit wurden multivariate Modelle der Form A = XY +E mit nichtnegativen Faktoren
X,Y behandelt. Zu einer gegebenen Matrix A ist eine Zerlegung in X ∈ Rk×s+ und Y ∈ Rs×n+ mit
rank(X) = rank(Y ) = s unter zusa¨tzlichen Regularisierungen gesucht, so dass das Residuum E
in einem geeigneten Sinne klein ist.
Fu¨r den sto¨rungsfreien Fall E = 0 und ohne zusa¨tzliche Regularisierungen stellt sich die Frage
nach der Eindeutigkeit der Faktoren. In Bezug darauf sind in Abschnitt 4.4 notwendige und
hinreichende Kriterien formuliert. Allerdings sind bereits die notwendigen Voraussetzungen sehr
einschra¨nkend und im Normalfall nicht gegeben. In speziellen Fa¨llen sind jedoch Teilfaktoren
(einzelne Spalten von X oder Zeilen von Y ) in der Faktorisierung eindeutig. Dafu¨r sind die Nicht-
negativita¨tsrestriktionen an die Faktoren und die lineare Struktur mo¨glicher Transformationen
entscheidend. Die Eindeutigkeit einiger Teilfaktoren schra¨nkt indirekt auch andere Teilfaktoren
ein.
Das gestellte Problem (eine nichtnegative Niedrigrangapproximation zu berechnen) ist somit
sowohl u¨berbestimmt (in dem Sinne, dass die bestimmte Lo¨sung nur A = XY +E, nicht aber A =
XY erfu¨llt) als auch gleichzeitig unterbestimmt, da die Lo¨sung bis auf triviale Fa¨lle keineswegs
eindeutig ist. Ferner kommt noch die unbekannte Anzahl der Teilfaktoren s als diskrete Variable
hinzu. Das Problem erweist sich damit als hartna¨ckig, wegen seines hohen Anwendungspotentials
aber auch als sehr lohnend.
Zur Berechnung einer nichtnegativen Niedrigrangapproximation wird eine spezielle Methode an-
gewendet. Ausgangspunkt ist eine Singula¨rwertzerlegung der Matrix A. Eine Beru¨cksichtigung
nur der ersten s Singula¨rwerte und -vektoren fu¨hrt auf eine Niedrigrangapproximation. Mittels
zweier multiplikativ in die abgeschnittene Singula¨rwertzerlegung eingefu¨gter Matrizen werden
die verbleibenden links- und rechtsseitigen Singula¨rvektoren zu geeigneten Faktoren X und Y
transformiert. Fu¨r sto¨rungsfreie Daten sind diese Matrizen invers zueinander; das Auftreten von
kleinen Sto¨rungen ermo¨glicht den Einsatz des Produkts aus einer Matrix T und ihrer Pseudoin-
versen
A ≈ UΣ:,1:zT+︸ ︷︷ ︸
X
TV T:,1:z︸ ︷︷ ︸
Y
.
In beiden Fa¨llen reduziert sich die Konstruktion der Faktoren auf die Berechnung einer Trans-
formation T . Dazu wird ein Optimierungsproblem aufgestellt und gelo¨st.
Ausgangspunkt der in dieser Arbeit untersuchten Aufgabe ist ein kontinuierlicher Produktansatz
u(x, y) =
∑s
i=1 wi(x)vi(y) mit stetigen Funktionen wi, vi. Die Eintra¨ge in der zu faktorisierenden
Matrix A sind diskrete Auswertungen von u. Ausgehend von diesem Ursprung ist es unter
Umsta¨nden mo¨glich, Multi-Level-Methoden in Form einer hierarchischen Ausdu¨nnung der Daten
einzusetzen. Zu den Grobgitterdaten werden Faktorisierungen berechnet und schrittweise zu
Faktorisierungen auf feineren Gittern prolongiert. Dieser Ansatz wird verfolgt, um die Rechenzeit
zu reduzieren.
Der kritische Punkt bei der Lo¨sung der schlecht gestellten Faktorisierungsaufgabe ist die Wahl
der Regularisierungen und die Spezifizierung ihrer Parameter. Letztendlich kann dieser Punkt
nur modellbezogen gekla¨rt werden.
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8.1 Die Anwendung der regularisierten Niedrigrangapproximation in
der Spektroskopie
”
Factor analysis, a mathematical technique for studying matrices
of data, is one of the most powerful methods in the arsenal of
chemometrics.“, E. R. Malinowski, [63].
Bei der Analyse eines chemischen Systems mittels spektroskopischer Techniken unterliegt die
Absorption der Probe dem idealisierten Gesetz von Lambert-Beer. Fu¨r ein Mehrkomponenten-
system ist die Gesamtabsorption eine Superposition der Einzelabsorptionen. Die Messungen von
Absorptionen verschiedener Reinkomponenten und zu diversen Wellenla¨ngen werden in einer
Absorptivita¨tsmatrix Aˆ (Reinspektren) zusammengefasst. Das Absorptionsspektrum eines Ge-
mischs dieser Stoffe fu¨hrt auf ein Vektor-Matrix-Produkt; die Absorptionsspektren verschiedener
Gemische dieser Komponenten, zusammengefasst in Matrixform, sind das Produkt der Matri-
zen der Einzelkonzentrationen Cˆ und der Absorptivita¨ten Aˆ. Die Faktoren und damit auch das
Produkt sind nichtnegativ. Unter dem Einfluss von Sto¨rungen liegt ein Modell A = CˆAˆ+E vor.
In dem multivariaten Ansatz ist nur die Matrix A der gemessenen Absorptionen der gesamten
Probe zuga¨nglich. Eine Mo¨glichkeit Informationen u¨ber das System zu extrahieren, ist dessen
Aufschlu¨sselung in unabha¨ngige Einzelkomponenten. Eine nichtnegative Matrixfaktorisierung
von A ist gesucht. Trotz zusa¨tzlicher Systemrestriktionen liegen im Normalfall nicht alle Fakto-
risierungen in derselben A¨quivalenzklasse. Um dennoch tiefgreifende Aufschlu¨sse u¨ber chemische
Zusammenha¨nge zu erlangen, bedarf es einer Selektion unter den mo¨glichen Faktorisierungen
mittels einer zusa¨tzlichen Regularisierung der Faktoren.
Computerbasierte Spektroskopietechniken erlauben sehr feine Diskretisierungsgitter und erzeu-
gen große Datenmengen. Bei der Berechnung einer Zerlegung von A ermo¨glicht dies oft eine
stufenweise Ausdu¨nnung der Daten und den Einsatz der in dieser Arbeit entwickelten Multi-
Level-Methoden, um die Rechenzeit zu reduzieren.
Fu¨r eine vorliegende Datenmatrix sind unter Umsta¨nden neben der Nichtnegativita¨t der Fakto-
ren weitere Restriktionen an eine Faktorisierung bekannt. Solche ergeben sich aus Informationen
zu dem System, welches der Matrix zugrunde liegt. Unabha¨ngig von einer Regularisierung der
Faktoren bieten derartige Restriktionen eine Einschra¨nkung der Interpretationsmo¨glichkeiten.
Von der Menge aller mo¨glichen Zerlegungen wird eine Menge der, fu¨r das vorliegende Problem,
relevanten abgespalten. U¨ber die Bestimmung einer regularisierten Faktorisierung von A hinaus
werden so auch alternative Reinkomponentenzerlegungen und andere Mo¨glichkeiten der Syste-
minterpretationen aufgezeigt.
8.2 Weiterfu¨hrende U¨berlegungen
Zum Abschluss dieser Arbeit sollen einige Perspektiven fu¨r die zuku¨nftige Arbeit formuliert
werden. Einerseits wird eine auf den Singula¨rwerten von A basierende Bestimmung des Ranges
der Niedrigrangapproximation diskutiert. Andererseits wird eine Fusion des Ansatzes von Kim
und Park aus [47] mit dem Ansatz von PCD vorgeschlagen. Zuletzt wird eine Zerlegung mit
Nichtnegativita¨tsrestriktionen in nur einem Faktor betrachtet.
Wahl des Ranges der Niedrigrangapproximation
Der Rang s der Niedrigrangapproximation ist die Anzahl der extrahierten Teilfaktoren; fu¨r
Analysen von Spektroskopiedaten entspricht s demzufolge der Anzahl der unabha¨ngigen Kom-
ponenten. Entscheidende Voraussetzung fu¨r Untersuchungen zur Wahl von s sind Kenntnisse
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u¨ber die Sto¨rung E in Form einer Approximation fu¨r ‖E‖2 oder ‖E‖F , der typischen Gro¨ße von
Eintra¨gen in E oder fu¨r zufa¨llige Sto¨rungswerte die Kenntnis derer statistischer Verteilung. Der-
artige Informationen sind anwendungsspezifisch. Fu¨r Analysen zur Problematik der Rangwahl
der Approximation ist speziell auf Stewart mit [78,79] verwiesen.
Seien die Singula¨rwertzerlegungen UΣV T = A = XY und U˜ S˜V˜ T = A˜ = XY +E der sto¨rungs-
freien und der gesto¨rten Daten gegeben. Es gelte rank(X) = rank(Y ) = s. Weyl und Mirsky
lieferten folgende Eingrenzungen fu¨r die Singula¨rwerte (siehe beispielsweise [78])
|σ˜i − σi| ≤ ‖E‖2, i = 1, ...,min{k, n}, (8.1)
min{k,n}∑
i=1
(σ˜i − σi)2 ≤ ‖E‖2F . (8.2)
Aus (8.1) folgt die Beschra¨nkung
s ≥ rank‖E‖2(A˜)
und aus (8.2) die Relation
min{k,n}∑
i=s+1
σ˜2i ≤ ‖E‖2F . (8.3)
Mit Kenntnis von ‖E‖2 ist somit s = rank‖E‖2(A˜) eine Wahlmo¨glichkeit. Ist ‖E‖F bekannt,
la¨sst sich s als minimale Wahl, fu¨r die (8.3) gilt, anwenden, [79]. Ebenfalls ist eine Entscheidung
aufbauend auf den Verha¨ltnissen
σ˜iσ˜
−1
i+1
und einem
”
Bruch“ in der Folge σ˜i mo¨glich, was gleichermaßen stark wie die zuvor genannten
Entscheidungskriterien von den Eintra¨gen in X,Y und E abha¨ngt.
Bei weiteren Untersuchungen steht in [78] insbesondere der spezielle Fall zufa¨lliger Sto¨rungen
im Fokus. Fu¨r Korrekturen eines idealisierten Modellansatzes sind diese jedoch nur bedingt
einsetzbar.
Alternierende Lo¨sung von Ausgleichsproblemen und eine Tranformation der Singula¨rvektoren
In Kapitel 5 sind klassische Zuga¨nge zur Matrixfaktorisierung vorgestellt. In dem von Kim
und Park entwickelten Algorithmus aus [47] wird eine Faktorisierung mittels der alternierenden
Lo¨sung regularisierter nichtnegativer linearer Ausgleichsprobleme berechnet.
Ein alternativer Lo¨sungsansatz ist eine Vereinigung dieser Idee mit dem in dieser Arbeit genutz-
ten Prinzip der Transformation der ersten z Singula¨rvektoren von A. Die Optimierung wird also
auf niedrigdimensionale Unterra¨ume beschra¨nkt. Werden die Nichtnegativita¨tsrestriktionen in
Straffunktionen eingebettet, so sind alternierend die Minimierungsprobleme
min
S∈Rz×s
fT (S), fT (S) = ‖Σ− ΣST‖2F +
pS∑
i=1
γ2i fi(UΣ:,1:zS), (8.4)
min
T∈Rs×z
fS(T ), fS(T ) = ‖Σ− ΣST‖2F +
pT∑
i=1
γ2i fi(TV
T
:,1:z), (8.5)
mit fT : Rz×s → R und fS : Rs×z → R sowie UΣV T einer Singula¨rwertzerlegung von A zu lo¨sen.
Anders als in dem Algorithmus von Kim und Park liegen nichtlineare Ausgleichsprobleme vor.
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Einerseits verringern sich so die Dimensionen der Variablen gegenu¨ber dem klassischen Ansatz
bei s ≤ z  min{k, n} enorm und andererseits wird die Flexibilita¨t der in PCD eingesetzten
Regularisierungen fi u¨bernommen. Sofern die Regularisierungsfunktionen zusa¨tzlich alle kon-
vex sind, u¨bertra¨gt sich diese Eigenschaft auch auf die Zielfunktionen aus (8.4) und (8.5), da
‖Σ−ΣST‖2F (beim Fixieren von S beziehungsweise T ) konvex ist und eine vorgeschaltete lineare
Abbildung keinen Einfluss auf die Konvexita¨t der Funktionen fi hat. Die Problematik mo¨glicher
lokaler, aber nicht globaler, Minimalstellen tra¨te in diesem Fall nicht auf. Die Nutzung einer stu-
fenweisen Ausdu¨nnung der Daten fu¨r eine Konvergenzbeschleunigung in Form der angewendeten
Multi-Level-Methoden ist problemlos einsetzbar.
Erste praktische Anwendungen zu diesem Ansatz sind sehr vielversprechend.
Nichtnegativita¨t in nur einem Faktor
Bezu¨glich des Ansatzes A = XY + E liegt eine alternative Aufgabenstellung vor, falls nur
fu¨r einen der Faktoren die Nichtnegativita¨tsrestriktionen gelten, also beispielsweise X ∈ Rk×s+
und Y ∈ Rs×n. Mit einer solchen Problemstellung der Faktoranalyse bescha¨ftigen sich Kim
und Park in [70] und nutzen eine derartige Zerlegung zur Strukturaufkla¨rung am Beispiel von
Gesichtserkennungen und Textklassifikationen. Dabei ist in diesen Fa¨llen im Allgemeinen keine
Faktorisierung unter kleinen Sto¨rungen im Sinne von
σs(XY ) σ1(E)
gegeben.
Eine klassische Anwendung zur Aufgabenstellung
A = XY + E, X ∈ Rk×s+ , Y ∈ Rs×n,
mit kleiner Sto¨rung E liegt bei der Analyse von Daten aus der Circulardichroismusspektro-
skopie vor. Die Gesamtabsorption, die Einzelkonzentrationen und die Reinabsorptionen stehen
nach dem Gesetz von Lambert-Beer und durch die Superposition der Einzelabsorptionen in ei-
nem solchen Zusammenhang. Die negativen Eintra¨ge ergeben sich fu¨r den Faktor Y aus der
Subtraktion der Absorptionsspektren von links- und rechtspolarisiertem Licht. Fu¨r den Faktor
X der Konzentrationsprofile gelten unvera¨ndert Nichtnegativita¨tsrestriktionen.
Problem dieser Aufgabenstellung ist die gesicherte Nichteindeutigkeit. Jede Transformation mit
einer nichtnegativen Matrix T vollen Ranges fu¨hrt unmittelbar auf eine weitere gu¨ltige Niedrig-
rangapproximation X˜ = XT , Y˜ = T−1Y . Der Kenntnis externer Systemrestriktionen und der
sinnvollen Steuerung der Regularisierungen kommen noch entscheidendere Bedeutungen zu.
Zur Berechnung einer derartigen Faktorisierung stellen Kim und Park in [70] einen Algorithmus
der alternierenden Lo¨sung linearer Ausgleichsprobleme vor. Die Bestimmung des Faktors X
erfolgt unter Nichtnegativita¨tsrestriktionen, die von Y nicht. Die Methode arbeitet also analog
zu deren in Abschnitt 5.2 vorgestellten Ansatz, eine nichtnegative Matrixfaktorisierung u¨ber
die alternierende Lo¨sung linearer Ausgleichsprobleme unter Nichtnegativita¨tsrestriktionen zu
bestimmen.
Anhang
A Optische Spektroskopie
In diesem Teil des Anhangs soll kurz die Gewinnung von Messdaten durch die beiden opti-
schen Spektroskopietechniken FT-IR und UV/Vis erla¨utert werden. Fu¨r die Analyse der in
den Kapiteln 5 und 6 vorgestellten Methoden zur Berechnung von regularisierten Niedrigrang-
approximationen werden in Anhang B vier Matrizen basierend auf Datensa¨tzen zu chemischen
Reaktionen faktorisiert. Von den Datensa¨tzen sind drei aus der FT-IR und einer aus der UV/Vis
Spektroskopie.
Die Absorptionsspektroskopie beruht allgemein auf der Wechselwirkung elektromagnetischer
Strahlung mit Atomen, Moleku¨len, Ionen und anderen energieaufnehmenden Systemen. Cha-
rakterisiert wird die Strahlung u¨blicherweise u¨ber die Frequenz ν, die Wellenla¨nge λ oder die
Wellenzahl ν˜. Eine relevante Einteilung einzelner Spektralbereiche liefert Tabelle A.1.
Strahlungsart Frequenz Wellenla¨nge Wellenzahl
Infrarot
(fernes) 0.86 THz – 10.4 THz 350 μm – 29 μm 29 cm−1 – 345 cm−1
(mittleres) 10.4 THz – 100 THz 29 μm – 3 μm 345 cm−1 – 3 330 cm−1
(nahes) 100 THz – 385 THz 3 μm – 780 nm 3 330 cm−1 – 12 800 cm−1
Sichtbares Licht 385 THz – 789 THz 780 nm – 380 nm 12 800 cm−1 – 26 300 cm−1
Ultraviolett
(fernes) 789 THz – 1.50 PHz 380 nm – 200 nm 26 300 cm−1 – 50 000 cm−1
(nahes) 1.50 PHz – 300 PHz 200 nm – 10 nm 50 000 cm−1 – 105 cm−1
Tabelle A.1: Ausgewa¨hlte Spektralbereiche elektromagnetischer Strahlung, [41].
A.1 Die FT-IR Spektroskopie
Ein Moleku¨l besteht aus zwei oder mehr Atomen, die in einer fest definierten ra¨umlichen Lage
zueinander angeordnet sind. Die Absta¨nde der Atomkerne werden dabei durch die Summe aller
Kra¨fte im Gleichgewicht festgelegt. Unter dem Einfluss von IR Strahlung kommt es zu Rotations-
und Schwingungsu¨berga¨ngen des Moleku¨ls. A¨ndert sich das Dipolmoment des Moleku¨ls bei der
Schwingung, ist diese IR-aktiv. Die dabei zugrunde liegenden Frequenzen sind charakteristisch
fu¨r die Moleku¨lbindungen (beziehungsweise fu¨r funktionelle Gruppen des Moleku¨ls) und erlauben
somit Ru¨ckschlu¨sse auf das Moleku¨l selbst. Fu¨r tiefgru¨ndigere Erla¨uterungen ist an dieser Stelle
auf [28,45] verwiesen.
A.1.1 Die Messmethodik
Das Herzstu¨ck eines FT-IR Spektrometers ist das Michelson Interferometer. Urspru¨nglich von
dem Physiker Albert Abraham Michelson zur Bestimmung der Lichtgeschwindigkeit entwickelt,
102 A Optische Spektroskopie
Strahlenquelle
Detektor
Halbdurch-
la¨ssiger
Spiegel
Fester Spiegel
Beweglicher
Spiegel
Abbildung A.1: Aufbau eines Michelson Interferometers.
wird die Apparatur heute beispielsweise in der Spektroskopie eingesetzt, um die Strahlungs-
absorption einer Probe fu¨r einen Wellenla¨ngenbereich zu untersuchen. Durch die Bestrahlung
einer Probe mit polychromatischem Licht wird ein Interferogramm erzeugt, aus welchem mittels
Fourier-Transformation ein Transmissions- und ein Absorptionsspektrum errechnet wird.
Das Michelson Interferometer (siehe Abbildung A.1) besteht aus einer Strahlenquelle, einem
halbdurchla¨ssigen, einem festen und einem beweglichen Spiegel sowie einem Detektor. Nach der
Strahlenteilung durch den halbdurchla¨ssigen Spiegel wird der eine Strahl vom festen Spiegel und
der andere von dem beweglichen Spiegel zum Strahlenteiler reflektiert. Beide Strahlen werden
unter Verlusten wieder vereinigt, zur Interferenz gebracht und der Detektor nimmt die Inten-
sita¨t des u¨berlagerten Strahls auf. Entscheidend ist dabei der Wegunterschied, den das Licht
u¨ber den beweglichen Spiegel im Vergleich zu dem Weg u¨ber den festen Spiegel besitzt. Fu¨r
monochromatisches Licht der Wellenla¨nge λ, der Lichtintensita¨t I0 vor der Strahlenteilung und
einen Wegunterschied x der geteilten Lichtstrahlen ergibt sich die Intensita¨t
I(x) =
1
2
I0(1 + cos(
2π
λ
x)).
Der Gangunterschied 0 bedeutet demnach konstruktive Interferenz, x = λ/2 fu¨hrt auf destruk-
tive Interferenz. Der entscheidende Vorteil dieser Spektroskopiemethode ist die Verwendung
polychromatischen Lichts. Die am Detektor gemessene Lichtintensita¨t I(x) und die Energie-
dichte B(ν˜) bei einer bestimmten Wellenzahl ν˜ = λ−1 ergeben zusammen das Cosinus-Fourier-
Transformations Paar
I(x) =
∫ ∞
−∞
B(ν˜) cos(2πν˜x) dν˜,
B(ν˜) =
∫ ∞
−∞
I(x) cos (2πν˜x) dx. (A.1)
Mittels des Interferogramms I(x) la¨sst sich u¨ber (A.1) die Energiedichte B(ν˜) und weiter die
Absorption A(ν˜) beziehungsweise A(λ) bestimmen. Na¨here Erla¨uterungen bezu¨glich des U¨ber-
gangs von der Orts-Intensita¨ts-Abha¨ngigkeit zur Wellenzahl-Energie-Abha¨ngigkeit finden sich
in [24,46].
Wird nun vor dem Detektor eine Ku¨vette mit einer Probe platziert, so la¨sst sich ein Interfero-
gramm zu der Probe aufnehmen und dieses mittels Fourier-Transformation in ein Transmissions-
sowie weiter in ein Absorptionsspektrum umwandeln.
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Einen quantitativen Zusammenhang zwischen Absorption und Konzentration einer Probe be-
schreibt das Gesetz von Lambert-Beer mit der Beziehung aus (2.10). Zusammen mit der Su-
perposition fu¨r mehrere Substanzen folgt so die U¨berleitung zum mathematischen Teil dieser
Arbeit.
A.1.2 Nichtlinearita¨tskorrekturen und Fehlerterme
Idealisiert wird bei der Analyse spektroskopischer Daten ein Produkt A = CˆAˆ betrachtet. Unter
dem Einfluss von Sto¨rungen wird ein Modell der Form
A = CˆAˆ+ E, E ∈ Rk×n,
untersucht. Die Sto¨rungen setzen sich in praktischen Anwendungen unter anderem aus folgenden
Ursachen zusammen:
1. Der lineare Zusammenhang des Gesetzes von Lambert-Beer in beiden Faktoren Cˆ, Aˆ ist
nur eine idealisierte Na¨herung.
2. Messtechnische Probleme, unter anderem durch Ablagerungen am Fenstermaterial der
Transmissionszelle, nicht ideale Durchmischung, nicht ideale Durchpumpvorga¨nge sowie
Temperaturschwankungen.
3. Bei der Vorbehandlung der Rohdaten erfolgt die Subtraktion eines Hintergrundspektrums.
Der Ablauf eines Versuchs in einem Lo¨sungsmittel liefert Beitra¨ge aller in der Ku¨vette
vorhandenen Komponenten, also auch vom Lo¨sungsmittel. Wa¨hrend des Ablaufs einer
Reaktion bleibt dessen Konzentrationen cˆLM zeitlich konstant und bildet eine zusa¨tzliche
unabha¨ngige Komponente mit der Absorption aˆLM ∈ Rn. In manchen Anwendungen ist
cˆLM aˆLM ein sehr stark dominierender Anteil der einzelnen Spektren; dies erschwert die
Faktorisierung der Daten in dem Sinne, dass unter Umsta¨nden die Absorptionsanteile
der anderen Substanzen Wertema¨ßig im Bereich der Sto¨rungen des Hintergrundspektrums
liegen. Um trotzdem eine geeignete Zerlegung zu generieren, wird die Vereinfachung
A′ = A− (cˆLM , cˆLM , ..., cˆLM )T aˆLM l
angewendet, da sich cˆLM aˆLM l als eine Einzelmessung vor Beginn der Reaktion bestimmen
la¨sst. Die unter Punkt 2 genannten Umsta¨nde erzeugen in der Praxis Ungenauigkeiten, so
dass teilweise nach Subtraktion des Hintergrunds eine theoretisch nicht mo¨gliche Matrix
A′ mit
∃I ⊂ {1, ..., k}, J ⊂ {1, ..., s}, I, J = ∅ : A′i,j < 0, ∀i ∈ I, j ∈ J
vorliegt.
4. Ha¨ufig ist in Spektrenserien ein Drift der Nulllinie zu beobachten. Dieser ist nicht nur
zeit-, sondern auch leicht wellenla¨ngenabha¨ngig und erschwert die Faktorisierung stark. Im
Extremfall beinhaltet jedes Spektrum Ai,:, i = 1, ..., k, eine eigene, vera¨nderte Grundlinie
und so werden weitere
”
ku¨nstliche“ Komponenten erzeugt. Um fu¨r die spa¨tere Faktori-
sierung diese Problematik auszuschließen, wird eine Grundlinienkorrektur vorgenommen,
siehe beispielsweise Abbildung A.2.
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Die Strahlung im UV- und im sichtbaren Wellenla¨ngenbereich ist im Vergleich zur IR-Strahlung
energiereicher. Die Absorption des Lichts durch die chemische Probe ist dabei hauptsa¨chlich auf
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Abbildung A.2: Links: Ausgewa¨hlte Absorptionsspektren eines spa¨ter in Anhang B.4 vorgestell-
ten Versuchs. Eine Subtraktion des Hintergrundspektrums ist bereits erfolgt, was die negativen
Eintra¨ge erkla¨rt. Zu erkennen ist ein zeitlicher Drift der Nulllinie. Rechts: Additiv korrigierte
Daten. Dabei ist jede Linie Ai,:, i = 1, ..., k, einzeln durch ein Polynom vom Grad 1 korrigiert.
Die negativen Eintra¨ge aus der Sto¨rung bleiben bestehen.
eine Elektronenanregung zuru¨ckzufu¨hren, wodurch die Elektronen auf ein ho¨heres Energieniveau
gehoben werden. Das Gesetz von Lambert-Beer und die Superposition der Einzelabsorptionen
gelten analog, weshalb auch hierfu¨r eine Systemaufkla¨rung mittels nichtnegativer Matrixfakto-
risierung der Messmatrix mo¨glich ist.
A.2.1 Die Messmethodik
Fu¨r die UV/Vis-Spektroskopie stehen verschiedene Messmethoden zur Verfu¨gung, beispielsweise
das klassische Spektrometer oder ein Diodenarray.
Klassisches Spektrometer
Bei diesem urspru¨nglichen Messgera¨t werden mittels eines Monochromators die Absorptionen
zu den Wellenla¨ngen einzeln vermessen und nicht die des gesamten Wellenla¨ngenbereichs gleich-
zeitig. Der Vorteil dieser Methodik ist ein sehr gutes Signal-Rausch-Verha¨ltnis, der Nachteil die
Dauer eines Durchlaufs aller Wellenla¨ngen, welcher bei der Analyse einer chemischen Reaktion
unter Umsta¨nden nicht infinitesimal klein im Vergleich zu deren Dynamik ist. Es ergibt sich eine
Datenmatrix
Ai,j ≈ u(t¯i + Δt j − 1
n− 1 , x¯j), i = 1, ..., k, j = 1, ..., n,
mit Δt > 0 dem Zeitabstand zwischen dem Abtasten mit x¯1 und dem Abtasten zu x¯n. Die
Annahme einer (im Vergleich zum Produkt CˆAˆ) kleinen Sto¨rung E in dem multivariaten Ansatz
A = CˆAˆ+ E ist so schwer zu halten.
Diodenarray
Im Gegensatz zum Monochromator wird mit dem Diodenarray das gesamte Spektrum des emit-
tierten Lichts der Strahlungsquelle gleichzeitig gemessen. Die Anzahl der Photodioden, zusta¨ndig
fu¨r die Transmissionsaufnahme, ist dabei vom Gera¨t abha¨ngig. Die Spektren des in Anhang B.3
betrachteten Versuchs sind durch ein Gera¨t mit 256 Photodioden aufgenommen.
B Numerische Ergebnisse der regularisierten
Niedrigrangapproximation
Die in Anhang A beschriebenen Spektroskopietechniken IR und UV/Vis liefern Daten, die auf
dem Gesetz von Lambert-Beer basieren. Zur Analyse der zugrunde liegenden Probe kann eine
regularisierte Niedrigrangapproximation der Datenmatrix beitragen. Zu 5 Fallstudien werden
in diesem Teil des Anhangs numerische Ergebnisse zur Berechnung von regularisierten Niedrig-
rangapproximationen pra¨sentiert. Eingesetzt wird dazu die neu entwickelte Methode PCD aus
Kapitel 6. Weiter werden ebenfalls die in Kapitel 5 vorgestellten klassischen Algorithmen zur
Matrixfaktorisierung auf die Daten angewendet und die Ergebnisse kritisch verglichen.
Insbesondere wird die Funktionsweise der Innovationen des Algorithmus PCD genauer analy-
siert. Ebenso erfolgt eine Betrachtung der Lo¨sungseinschra¨nkung unter Systemrestriktionen.
B.1 Ein Modellproblem
Fu¨r eine einfu¨hrende Analyse ist es sinnvoll ein Modellproblem zu entwickeln. Als ein solches
eignet sich das folgende 2-Komponentensystem, vero¨ffentlicht in [64]:
”
Pure component spectral
recovery and constrained matrix factorizations: Concepts and applications“.
Zu einem Verschiebungsparameter γ ∈ R werden die Faktoren
aˆ1(x) =
3
2
exp
(
−(x− 250)
2
100
)
+ 3exp
(
−(x− 200)
2
100
)
+
3
2
exp
(
−(x− 150)
2
100
)
, (B.1a)
aˆ2(x) = 2 exp
(
−(x− 50)
2
30 000
)
+ 1.3 exp
(
−(x− 200− γ)
2
1000
)
, (B.1b)
cˆ1(t) = 1− cˆ2(t), (B.1c)
cˆ2(t) =
exp(0.1t) − 1
exp(0.1t) + 10
(B.1d)
betrachtet. Fu¨r die U¨berfu¨hrung zur diskreten Faktorisierungsaufgabe ist γ = 20 sowie die
Diskretisierung
t¯ = (0, 1, 2, ..., 100)T ∈ R101, x¯ = (0, 1, 2, ..., 500)T ∈ R501
gewa¨hlt. Es ergibt sich die Produktmatrix A ∈ R101×501,
Ai,j = cˆ1(t¯i)aˆ1(x¯j) + cˆ2(t¯i)aˆ2(x¯j), i = 1, ..., 101, j = 1, ..., 501.
Aufgabe der nichtnegativen Matrixfaktorisierung
Ziel ist es, fu¨r die vorliegende Matrix A eine nichtnegative Matrixfaktorisierung zu bestimmen,
also anhand von A auf zwei Matrizen Cˆ ∈ R101×2+ und Aˆ ∈ R2×501+ zu schließen, sodass gilt
Cˆi,j = cˆj(t¯i), Aˆj,l = aˆj(x¯l), i = 1, ..., 101, j = 1, 2, l = 1, ..., 501.
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Abbildung B.1: Darstellung der Teilfaktoren cˆ(t) und aˆ(x) sowie u(t, x) = cˆ1(t)aˆ1(x)+ cˆ2(t)aˆ2(x)
zu dem beschriebenen 2-Komponentensystem mit γ = 20 (ausgedu¨nnt auf jede fu¨nfte Linie).
Blau: (cˆ1, aˆ1), rot: (cˆ2, aˆ2).
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Abbildung B.2: Die mo¨glichen, zueinander komplementa¨ren Faktoren cˆ1(t) und aˆ2(x) fu¨r eine
nichtnegative Matrixfaktorisierung des Datensatzes.
B.1.1 Systemfakten und Mehrdeutigkeit der Faktorisierung
Zu dem System selbst und der Eindeutigkeitsfrage bezu¨glich der Faktorisierung dessen Daten-
matrix ist Folgendes bekannt.
Systemfakten:
- Modellproblem,
- Vero¨ffentlicht in Journal of Chemometrics:
”
Pure component spectral recovery and cons-
trained matrix factorizations: Concepts and applications“ [64],
- Betrachteter Ausschnitt: t ∈ [0, 100], x ∈ [0, 500],
- Dimensionen: k = 101, n = 501, rekonstruierbare Faktorenpaare s = 2,
- Abbildung B.1.
Aussagen bezu¨glich der Mehrdeutigkeit der Faktorisierung:
- Es gibt keine eindeutig bestimmte A¨quivalenzklasse an Faktoren.
- Es gilt aˆ(0) ≈ (0, 1.84)T , cˆ(0) = (1, 0)T , cˆ(100) ≈ (5E − 5, 1)T . Damit ist Satz 3.15
abgesehen von Sto¨rungen ε ≈ 5E − 5 anwendbar und es ist cˆ2(t) ohne Skalierungsfaktor
und im Sinne von Sto¨rungen eindeutig in der Faktorisierung.
- Weiter ist Satz 3.19 anwendbar und aˆ1(x) ist bis auf die Skalierung eindeutig.
- Es ergeben sich nach den Sa¨tzen 3.25 und 3.28 fu¨r cˆ1(t) und aˆ2(x) jeweils eindimensionale
Kontinua an mo¨glichen Faktoren, siehe Abbildung B.2.
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B.1.2 Analyse der Daten
Vor der Lo¨sung der Faktorisierungsaufgabe erfolgt eine kurze Analyse der Daten. Dazu werden
einige Kenngro¨ßen zur Singula¨rwertzerlegung des Datensatzes bestimmt.
i σi ‖A‖
−2
F
kP
j=i+1
σ2j
1
‖U:,i‖1
kP
j=1
Uj,i
‚
‚
‚
d2U:,i
dt2
‚
‚
‚
2
1
‖V:,i‖1
nP
j=1
Vj,i
‚
‚
‚
d2V:,i
dx2
‚
‚
‚
2
1 1.529 E+02 1.871 E−01 -1.000 E+00 5.938 E−04 -1.000 E+00 8.546 E−03
2 7.336 E+01 0.000 E+00 3.573 E−01 1.687 E−03 -4.429 E−01 1.727 E−02
3 1.092 E−13 0.000 E+00 3.916 E−16 1.744 E+00 3.060 E−02 8.673 E−01
Tabelle B.1: Einige numerisch bestimmte Kenngro¨ßen der in diesem Abschnitt untersuchten
Matrix (Singula¨rwertzerlegung UΣV T = A und σi die Diagonaleintra¨ge von Σ).
Vor dem Hintergrund eines ungesto¨rten Modellproblems erfolgt fu¨r die Bestimmung einer nicht-
negativen Matrixfaktorisierung durch die verschiedenen Algorithmen die Wahl s = 2.
Fu¨r den BTEM- und den PCD-Algorithmus wird in (5.15) beziehungsweise (6.2) die Dimension
z = 2 gesetzt.
B.1.3 Die Ergebnisse der regularisierten Niedrigrangapproximation
Auf die Datenmatrix werden die in den Kapiteln 5 und 6 beschriebenen Verfahren zur Bestim-
mung einer regularisierten Faktorisierung angewendet. Die Ergebnisse sind in Abbildung B.3
dargestellt.
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Abbildung B.3: Die Ergebnisse der Algorithmen aus Kapitel 5 sowie PCD fu¨r das Modellproblem.
Die schwarzen Linien geho¨ren dabei zu den Ausgangskurven aus (B.1).
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Berechnet mit dem MatLab Code FastICA 25, bereitgestellt unter http://www.cis.hut.fi/projects/ica/fastica/.
3Berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
4Im Nachhinein durch lineare Ausgleichsrechnung auf den Zielbereichen bestimmt.
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Skalierung in Abbildung B.3:
- Die Ergebnisse der SPEXFA-Methode sind mit der Skalierung der Originaldaten bezu¨glich
der Maximumsnorm angepasst, also Aˆ1,: und Aˆ2,: auf aˆ1(x¯) und aˆ2(x¯).
- Die Ergebnisse der anderen Methoden sind bezu¨glich der euklidischen Norm angepasst.
Anmerkungen zu den Ergebnissen und Abbildung B.3:
1. Das Ergebnis des Algorithmus ICA ist wenig aussagekra¨ftig, da die Nichtnegativita¨t der
Faktoren nicht beachtet wird.
2. Der ICA-Algorithmus gibt bei mehrfacher Anwendung in der Regel unterschiedliche Er-
gebnisse aus. Es sind die Faktoren von zwei verschiedenen Zerlegungen dargestellt.
3. Eine Anwendung des NNMF-Algorithmus von Kim und Park auf AT liefert Ergebnisse wie
SPEXFA.
4. Der Parametersatz des BTEM-Algorithmus (Zielbereiche (ZB) aus Definition 5.6 und die
Parameter aus (5.17)):
- Linie 1 (blau): ZB: [195, 205]; δSh = 0, δDer = δInt = 1.
- Linie 2 (rot): ZB: [48, 54]; δSh = δInt = 0, δDer = 1.
5. Der Parametersatz des PCD-Algorithmus in (6.11): γ1 = 4, γ2 = 4, γ3 = 1, γ5 = 0.4
sowie γi = 0, i ∈ {4, 6, 7, 8, 9, 10, 11, 12, 13}.
6. Das Problem besitzt unendlich viele A¨quivalenzklassen an Zerlegungen, insofern kann es
kein
”
richtig“ und kein
”
falsch“ geben, solange die Nichtnegativita¨ts- und Rekonstrukti-
onsforderungen beachtet sind.
B.1.4 Die Analyse der Ergebnisse
Fu¨r das Modellproblem lassen sich die Ergebnisse und die Ausgangsdaten mit Hilfe der Gro¨ßen
εi = ‖Aˆ(Orig)i,: − Aˆ(Alg)i,: ‖2, i = 1, 2, (B.2)
i = ‖Cˆ(Orig):,i − Cˆ(Alg):,i ‖2, i = 1, 2, (B.3)
vergleichen, siehe Tabelle B.2.
NNMF1 ICA2 ICA2 SPEXFA3 BTEM4 PCD
1. Aufruf 2. Aufruf
ε1 8.61 E−03 8.95 E−01 5.86 E+00 1.94 E−14 7.95 E−06 1.32 E−02
ε2 1.38 E−02 4.27 E+00 8.95 E−01 7.76 E+00 3.53 E−02 3.82 E−06
1 4.62 E−03 1.43 E+00 3.64 E−01 2.59 E+00 (1.25 E−02) 2.51 E−03
2 2.64 E−03 2.76 E−01 1.68 E+00 9.66 E−02 (1.03 E−03) 4.15 E−03
Tabelle B.2: Die Tabelle zeigt die Fehlerwerte ε1, ε2 und 1, 2 aus (B.2) und (B.3) bezu¨glich der
Skalierung wie in Abbildung B.3.
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Berechnet mit dem MatLab Code FastICA 25, bereitgestellt unter http://www.cis.hut.fi/projects/ica/fastica/.
3Berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
4Zur Berechnung der Gro¨ßen 1, 2 wurde Cˆ
(BTEM)
i extern u¨ber eine lineare Ausgleichsrechnung bestimmt.
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B.2 Die Hydroformylierung von 3,3-Dimethyl-1-buten
Im Zuge der Forschungsarbeiten am Leibniz Institut fu¨r Katalyse in Rostock und dem Promo-
tionsprojekt von Dipl. Chem. Christoph Kubis entstand folgende Zusammenarbeit zur Hydro-
formylierung von 3,3-Dimethyl-1-buten:
”
A comparative in situ HP-FTIR spectroscopic study of
bi- and monodentate phosphite-modified hydroformylation“ [53]. Die Analyse basiert dabei auf
den Ergebnissen des Algorithmus PCD.
In diesem Teilabschnitt soll ein Vergleich der Ergebnisse der regularisierten Niedrigrangapproxi-
mation mit denen anderer Methoden gezogen werden.
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Abbildung B.4: Ausschnitt des Systems der Hydroformylierung von 3,3-Dimethyl-1-buten, aus-
gedu¨nnt auf jedes zweite Spektrum, zwei Versuchsdurchla¨ufe aneinandergereiht.
B.2.1 Systemfakten und Mehrdeutigkeit der Faktorisierung
Zu dem System selbst und der Eindeutigkeitsfrage bezu¨glich der Faktorisierung dessen Daten-
matrix ist Folgendes bekannt.
Systemfakten:
- Dr. D. Selent, Dipl. Chem. Chr. Kubis: Hydroformylierung von 3,3-Dimethyl-1-buten zu
4,4-Dimethylpentanal und 2,3,3-Trimethylbutanal,
- Vero¨ffentlicht in ChemCatChem:
”
A Comparative In Situ HP-FTIR Spectroscopic Study
of Bi- and Monodentate Phosphite-Modified Hydroformylation“ [53],
- Reaktionstemperatur: 70◦ C, Druck: 20 bar Synthesegas (CO : H2 = 1 : 1), Olefinkonzen-
tration: 0.9 mol l−1, Rhodiumkonzentration: 3 · 10−4 mol l−1, Lo¨sungsmittel: Cyclohexan,
- Spektroskopieart: FT-IR,
- Zwei Versuchsdurchla¨ufe unter gleichen Bedingungen (64 und 61 Spektrenaufnahmen), fu¨r
die Niedrigrangapproximation zu einer Matrix (125 Spektren) aneinandergereiht,
- Betrachteter Ausschnitt: t ∈ [2.01min, 42.11min] beziehungsweise t ∈ [2.01min, 40.20min]
und ν˜ ∈ [1960 cm−1, 2100 cm−1],
- Dimensionen: k = 125, n = 292, rekonstruierbare Komponenten im betrachteten Spek-
tralbereich: s = 3,
- Vorherrschende Komponenten im betrachteten Spektralbereich: Katalysatoren Acylkom-
plex und Hydridokomplex sowie Restabsorptionen des aus den Daten bereits extrahierten
Olefins und eine Sto¨rung durch den Hintergrund (hauptsa¨chlich Lo¨sungsmittel),
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- Nicht zu vernachla¨ssigende Beitra¨ge durch die gesto¨rte Subtraktion des Olefinspektrums
sowie des Hintergrundspektrums: Es gibt i0 mit ci0(t)  0, diese Sto¨rung wird u¨ber (6.7)
eingebunden,
- Abbildung B.4.
Aussagen bezu¨glich der Mehrdeutigkeit der Faktorisierung:
- Es liegt keine Eindeutigkeit der Niedrigrangapproximation vor.
- Annahme: ∃i1 : ci1(t¯64) = Cˆ64,i1 = ci1(t¯125) = Cˆ125,i1 = 0.
B.2.2 Analyse der Daten und Parameterwahl
Eine Analyse des Datensatzes mittels Singula¨rwertzerlegung ergibt die in der folgenden Tabelle
B.3 aufgelisteten Werte. In Abbildung B.5 sind die links- und rechtsseitigen Singula¨rvektoren
dargestellt.
i σi ‖A‖
−2
F
kP
j=i+1
σ2j
1
‖U:,i‖1
kP
j=1
Uj,i
‚
‚
‚
d2U:,i
dt2
‚
‚
‚
2
1
‖V:,i‖1
nP
j=1
Vj,i
‚
‚
‚
d2V:,i
dν˜2
‚
‚
‚
2
1 2.780 E+00 9.223 E−02 -1.000 E+00 8.849 E−02 -2.250 E−01 1.161 E−02
2 8.718 E−01 2.980 E−03 -2.558 E−01 3.982 E−01 -3.660 E−01 1.439 E−02
3 1.483 E−01 3.974 E−04 1.335 E−02 3.295 E−01 -9.026 E−01 1.464 E−02
4 4.708 E−02 1.370 E−04 -1.540 E−02 5.970 E−01 1.105 E−01 3.813 E−02
5 1.772 E−02 1.002 E−04 6.113 E−03 1.732 E+00 6.841 E−01 4.808 E−02
6 1.089 E−02 8.625 E−05 5.828 E−03 1.942 E+00 -3.843 E−01 9.367 E−02
7 6.797 E−03 8.082 E−05 3.325 E−03 1.944 E+00 -1.391 E−02 1.395 E−01
8 6.462 E−03 7.592 E−05 -8.503 E−04 2.132 E+00 3.362 E−02 1.668 E−01
9 5.958 E−03 7.175 E−05 -9.882 E−04 2.454 E+00 -5.123 E−02 2.214 E−01
10 5.546 E−03 6.813 E−05 6.670 E−04 2.435 E+00 -1.661 E−03 1.856 E−01
20 4.059 E−03 4.311 E−05 -4.749 E−04 2.431 E+00 3.250 E−02 2.388 E−01
Tabelle B.3: Analyse des in diesem Abschnitt untersuchten Datensatzes mittels Singula¨rwert-
zerlegung.
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Abbildung B.5: Darstellung der links- und rechtsseitigen Singula¨rvektoren aus der Singula¨rwert-
zerlegung der Datenmatrix.
Fu¨r die Anwendung der Algorithmen zur Bestimmung einer Niedrigrangapproximation des zu-
grunde liegenden Datensatzes erfolgt anhand von Tabelle B.3 und Abbildung B.5, der Glattheit
der Singula¨rvektoren sowie deren Gehalt an Informationen die Wahl s = 3.
Der zusa¨tzliche Parameter z wird fu¨r den BTEM- und den PCD-Algorithmus als z = 5 gewa¨hlt.
Dabei richtet sich das Augenmerk fu¨r diese Wahl hauptsa¨chlich auf die rechtsseitigen Sin-
gula¨rvektoren.
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Abbildung B.6: Niedrigrangapproximationen des Datensatzes.
B.2.3 Die Ergebnisse der regularisierten Niedrigrangapproximation
Die Anwendung der in dieser Arbeit beschriebenen Methoden zur Bestimmung einer regula-
risierten Niedrigrangapproximation der Datenmatrix ergibt unterschiedliche Ergebnisse, siehe
Abbildung B.6.
Aufgrund der Sto¨rungen und damit verbunden den teilweise negativen Eintra¨gen der Ausgangs-
matrix mu¨ssen die Ergebnisse auch unterschiedlich bewertet werden. So korrigiert der eingesetzte
klassische NNMF-Algorithmus von Kim und Park alle negativen Eintra¨ge vor Beginn der Rech-
nung auf Null.
Anmerkungen zu den Ergebnissen und Abbildung B.6:
1. Der NNMF-Algorithmus setzt in den Ausgangsdaten alle negativen Eintra¨ge auf Null.
2. Der Parametersatz des BTEM-Algorithmus (Zielbereiche (ZB) aus Definition 5.6 und die
Parameter aus (5.17)):
- Linie 1 (blau): ZB: [2038, 2044]; δSh = 0, δDer = δInt = 1,
- Linie 2 (gru¨n): ZB: [1993, 2000]; δSh = 0, δDer = δInt = 1,
- Linie 3 (rot): ZB: [1975, 1990]; δSh = 0, δDer = δInt = 1.
3. Die Parameterwahl des PCD-Algorithmus in (6.11): γ1 = 100, γ2 = 100, γ3 = 100, γ5 =
0.15, γ6 = 1E−3, γ11 = 5 mit I = {64, 125} und c(s) = (1, 1)T aus (6.10) sowie γi = 0, i ∈
{4, 7, 8, 9, 10, 12, 13}.
4. Die Bestimmung einer Faktorisierung mit isolierten Banden ist durch die starke U¨berlage-
rung der Banden (ν˜ = 1990cm−1 (rot) und 1994.3cm−1 (gru¨n) sowie ν˜ = 2013cm−1 (blau)
und 2017.3cm−1 (gru¨n), Ergebnis von PCD) erschwert.
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
3Im Nachhinein durch lineare Ausgleichsrechnung auf den Zielbereichen bestimmt.
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B.2.4 Die Analyse der Ergebnisse
Eine objektive Bewertung der Ergebnisse ist aufgrund der Mehrdeutigkeit der Niedrigrangap-
proximation nicht mo¨glich. Jedoch bieten die Gro¨ßen
εi =
k∑
j=s
σ2j (A− Cˆ(Alg):,i Aˆ(Alg)i,: ), i = 1, 2, 3, (B.4)
ε =
k∑
j=1
σ2j (A− Cˆ(Alg)Aˆ(Alg)) (B.5)
mit σi(B) dem i-ten Singula¨rwert einer Matrix B zwei Mo¨glichkeiten die Ergebnisse unterein-
ander zu vergleichen. Dabei sind weiterhin
⎛
⎝ k∑
j=i
σ2j (A)
⎞
⎠
i=1,...,4
=
⎛
⎜⎜⎝
8.5151 E + 00
7.8534 E− 01
2.5372 E− 02
3.3835 E− 03
⎞
⎟⎟⎠
Vergleichsgro¨ßen fu¨r Tabelle B.4.
Von den Werten εi aus (B.4) und ε aus (B.5) wird jeweils eine Gro¨ßenordnung im Bereich der
Sto¨rungen erwartet, da sich bei exakten Daten und einer exakten Bestimmung des Faktorenpaa-
res (cˆi(t), aˆi(x)) beziehungsweise (Cˆ:,i, Aˆi,:) eine Matrix B = A − Cˆ:,iAˆi,: mit rank(B) = s − 1
ergeben wu¨rde.
NNMF1 SPEXFA2 BTEM3 PCD
ε1 3.7421 E−02 3.3835 E−03 (5.8107 E−03) 6.8964 E−03
ε2 2.8500 E−02 3.3835 E−03 (5.8887 E−03) 6.4321 E−03
ε3 1.5484 E−01 3.3835 E−03 (1.2617 E−02) 7.2720 E−03
ε 2.0345 E+00 3.3835 E−03 (3.9492 E−01) 1.2998 E−02
Tabelle B.4: Die Vergleichsgro¨ßen aus (B.4) und (B.5).
B.3 Die Bildung von Hafnazyklopentan
Die Ergebnisse aus den Vero¨ffentlichungen
”
Kinetic and mechanistic investigations in homoge-
neous catalysis using operando UV/Vis spectroscopy“ [20] und
”
Combination of spectroscopic
methods: In situ NMR and UV/Vis measurements to understand the formation of group 4 me-
tallacyclopentanes from the corresponding metallacyclopropenes“ [4] sind Gegenstand der Dis-
sertation von Christian Fischer. Dabei sind in [20] Ergebnisse der Methode PCD dargelegt. In
diesem Abschnitt werden einige der beschriebenen Methoden zur Bestimmung einer regulari-
sierten Niedrigrangapproximation auf den zugeho¨rigen Datensatz angewendet und die Resultate
verglichen.
B.3.1 Systemfakten und Mehrdeutigkeit der Faktorisierung
Zu dem System selbst und der Eindeutigkeitsfrage bezu¨glich der Faktorisierung dessen Daten-
matrix ist Folgendes bekannt.
1Niedrigrangapproximation berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Niedrigrangapproximation berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
3Zur Berechnung wurde Cˆ
(BTEM)
i extern u¨ber eine lineare Ausgleichsrechnung bestimmt.
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Abbildung B.7: Systemausschnitt, dargestellt sind nur die ersten 30 Spektren, da sich hierauf
der Hauptteil der mit dem bloßen Auge erkennbaren Dynamik konzentriert.
Systemfakten:
- PD Dr. D. Heller, Dr. C. Fischer: Bildung von Hafnazyklopentan,
- Vero¨ffentlicht in Catalysis Today:
”
Kinetic and mechanistic investigations in homogeneous
catalysis using operando UV/Vis spectroscopy“ [20],
- Reaktionstemperatur: 25◦ C, Anfangskonzentration Edukt: 0.013 mol l−1,
- Spektroskopieart: UV/Vis,
- Betrachteter Ausschnitt: t ∈ [0 ms, 2.49 s], ν˜ ∈ [420 nm, 800 nm],
- Dimensionen: k = 500, n = 381, rekonstruierbare Komponenten im Spektralbereich: s = 3,
- Komponenten: rac-(ebthi)Hf(C4H8), rac-(ebthi)Hf(η
2-Me3SiC2SiMe3), Intermediat,
- Abbildung B.7.
Aussagen bezu¨glich der Mehrdeutigkeit der Faktorisierung:
- Es liegt keine Eindeutigkeit der Niedrigrangapproximation vor.
- Systemrestriktion: cˆ1(t¯1) = 0.013, cˆ2(t¯1) = cˆ3(t¯1) = 0.
- Annahme: zusa¨tzlich gilt cˆ1(t¯500) = cˆ2(t¯500) = 0, cˆ3(t¯500) = 0.013, das heißt es gilt unter
Vernachla¨ssigung der Skalierung damit Aˆ1,: = A1,:, Aˆ3,: = A500,:.
- Mit dieser Annahme la¨sst sich Satz 3.19 anwenden, das heißt Cˆ:,2 ist bis auf die Skalierung
bekannt.
B.3.2 Lo¨sungseinschließung durch Systemrestriktionen
Aus der Systemrestriktion nur eines Edukts und der Annahme nur eines Produkts ergibt sich
ohne Ru¨cksicht auf Sortierung und Skalierung Cˆ1,: = (α1, 0, 0), Cˆ500,: = (0, 0, α2) mit α1, α2 > 0.
Damit sind gleichzeitig unskaliert Aˆ1,: und Aˆ3,: bekannt sowie Cˆ.,2.
Aus der Menge aller fu¨r das System relevanten Faktorisierungen ergeben sich mit Hilfe von Korol-
lar 3.28 sowie den Sa¨tzen 3.21 und 3.25 eindimensionale Kontinua fu¨r die restlichen Teilfaktoren.
In Abbildung B.8 sind diese fu¨r Cˆ:,1 und Cˆ:,3 dargestellt.
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Abbildung B.8: Die mo¨glichen Faktoren cˆ1(t) und cˆ3(t). Die rote Linie bildet jeweils eine obere
Einhu¨llende, vergleiche auch Korollar 3.28.
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Abbildung B.9: Darstellung der links- und rechtsseitigen Singula¨rvektoren aus der Singula¨rwert-
zerlegung der Datenmatrix. Weiter ist rechts die Entwicklung der ersten 10 Singula¨rwerte
in Abha¨ngigkeit von der zugrunde liegenden Datenbasis an Spektren dargestellt. Mit einer
Betrachtung in positiver und in negativer Zeitrichtung ergeben sich σ(i), σ˜(i) ∈ R10, σ(i) =
σ1:10(A1:i,:), σ˜
(i) = σ1:10(Ai+1:k,:).
B.3.3 Analyse der Daten und Wahl der Parameter
Analog zu den beiden vorherigen Abschnitten erfolgt eine knappe Analyse des Datensatzes und
basierend darauf eine Parameterwahl fu¨r die Anwendung der Algorithmen zur Bestimmung einer
Niedrigrangapproximation.
i σi ‖A‖
−2
F
kP
j=i+1
σ2j
1
‖U:,i‖1
kP
j=1
Uj,i
‚
‚
‚
d2U:,i
dt2
‚
‚
‚
2
1
‖V:,i‖1
nP
j=1
Vj,i
‚
‚
‚
d2V:,i
dν˜2
‚
‚
‚
2
1 2.501 E+02 5.403 E−03 -1.000 E+00 6.864 E−03 -1.000 E+00 8.105 E−04
2 1.801 E+01 2.437 E−04 1.762 E−01 1.204 E−01 -4.852 E−01 6.246 E−03
3 3.805 E+00 1.343 E−05 -7.758 E−03 1.257 E−01 1.091 E−01 1.191 E−02
4 4.257 E−01 1.054 E−05 -1.042 E−03 2.605 E+00 -2.283 E−01 2.816 E−01
5 3.147 E−01 8.970 E−06 -4.536 E−04 2.147 E+00 -1.595 E−01 3.444 E−01
6 3.126 E−01 7.416 E−06 -3.533 E−04 1.907 E+00 1.751 E−01 3.458 E−01
7 2.607 E−01 6.335 E−06 -1.341 E−03 1.672 E+00 2.225 E−01 2.244 E−01
8 1.925 E−01 5.745 E−06 -7.945 E−04 2.680 E+00 2.268 E−02 3.900 E−01
9 1.392 E−01 5.437 E−06 -6.063 E−04 2.560 E+00 1.821 E−03 3.514 E−01
10 1.305 E−01 5.166 E−06 8.296 E−05 2.587 E+00 -6.754 E−03 3.732 E−01
20 9.167 E−02 3.397 E−06 -2.461 E−05 2.561 E+00 -2.275 E−02 3.015 E−01
Tabelle B.5: Analyse des Datensatzes mittels Singula¨rwertzerlegung.
Fu¨r die Bestimmung von Niedrigrangapproximationen des vorliegenden Datensatzes wird an-
hand von Tabelle B.5 und Abbildung B.9 der Parameter s = 3 sowie weiter fu¨r die Algorithmen
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Abbildung B.10: Niedrigrangapproximationen des vorliegenden Datensatzes mittels verschiede-
ner Algorithmen.
BTEM und PCD der Parameter z = 3 gewa¨hlt.
B.3.4 Ergebnisse der regularisierten Niedrigrangapproximation
Zur Lo¨sung der Faktorisierungsaufgabe bezu¨glich der Datenmatrix werden eine klassische NNMF
Methode sowie der SPEXFA-, der BTEM- und der PCD-Algorithmus angewendet. Die Ergebnisse
sind in Abbildung B.10 dargestellt.
Anmerkungen zu den Ergebnissen und Abbildung B.10:
1. Der Parametersatz des BTEM-Algorithmus (Zielbereiche (ZB) aus Definition 5.6 und die
Parameter aus (5.17)):
- Linie 1 (blau): ZB: [420, 450]; δSh = δInt = 0, δDer = 1,
- Linie 2 (gru¨n): ZB: [500, 550]; δSh = δInt = 0, δDer = 1,
- Linie 3 (rot): ZB: [600, 750]; δSh = δInt = 0, δDer = 1.
2. Der Parametersatz des PCD-Algorithmus in (6.11): γ1 = γ2 = γ3 = 1000, γ7 = 1, γ11 = 5,
mit I = {1, 500} und c(s) = (2, 2)T aus (6.10). Weiter ist γi = 0 fu¨r i ∈ {4, 5, 6, 8, 9, 10, 12, 13}.
3. In dem Ergebnis von PCD weisen die Absorptivita¨ten Aˆ2,: (gru¨n) und Aˆ3,: (rot) eine sehr
hohe Stichproben-Kovarianz auf: Cov(Aˆ2,:, Aˆ3,:) = 1.99 E− 02, bei Var(Aˆ2,:) = 1.92 E− 02
und Var(Aˆ3,:) = 2.10 E− 02.
B.3.5 Analyse der Ergebnisse
Da auch fu¨r dieses System keine eindeutige A¨quivalenzklasse an Niedrigrangapproximationen
existiert und ein Vergleich der Ergebnisse aus mathematischer Sicht nicht objektiv ist, werden
erneut die Gro¨ßen aus (B.4) und (B.5) herangezogen. Aus chemischer Sicht ist fu¨r das untersuchte
System nur das Faktorisierungsergebnis von PCD relevant.
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
3Im Nachhinein durch lineare Ausgleichsrechnung auf den Zielbereichen bestimmt.
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NNMF1 SPEXFA2 BTEM3 PCD
ε1 8.4450 E−01 8.4422 E−01 (8.5099 E−01) 8.4422 E−01
ε2 8.4450 E−01 8.4422 E−01 (8.5071 E−01) 8.4422 E−01
ε3 8.4422 E−01 8.4422 E−01 (8.5056 E−01) 8.4422 E−01
ε 8.4450 E−01 8.4422 E−01 (8.5942 E−01) 8.4422 E−01
Tabelle B.6: Auswertungen zu den Ergebnissen der verschiedenen Faktorisierungsmethoden. Die
Bezeichnungen und Anmerkungen sind analog zu Tabelle B.4. Die Referenzwerte sind dazu
⎛
⎝ k∑
j=i
σ2j (A)
⎞
⎠
i=1,...,4
=
⎛
⎜⎜⎝
6.2875 E + 04
3.3970 E + 02
1.5324 E + 01
8.4422 E− 01
⎞
⎟⎟⎠ .
B.4 Die Clusterbildung aus Rh(acac)(CO)2
Im Zuge der Forschungen am Leibniz Institut fu¨r Katalyse in Rostock und zur Weiterentwicklung
des Programmpakets PCD wurde ein Versuch zur Clusterbildung aus Rh(acac)(CO)2 durch-
gefu¨hrt.
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Abbildung B.11: Ausschnitt des Datensatzes aus Anhang B.4 (in der Abbildung ausgedu¨nnt auf
jedes zehnte Spektrum).
B.4.1 Systemfakten und Mehrdeutigkeit der Faktorisierung
Zu dem System selbst und der Eindeutigkeitsfrage bezu¨glich der Faktorisierung dessen Daten-
matrix ist Folgendes bekannt.
Systemfakten:
- Dipl. Chem. E. Barsch: Clusterbildung Rh(acac)(CO)2,
- Reaktionstemperatur: 30◦C, Druck: 20 bar Synthesegas, Anfangskonzentration Rh(acac)(CO)2:
0.66 · 10−3 mol l−1 Lo¨sungsmittel: Cyclohexan,
- Spektroskopieart: FT-IR,
- Betrachteter Ausschnitt: ν˜ ∈ [1795 cm−1, 2125 cm−1],
- Dimensionen: k = 298, n = 2739, rekonstruierbare Komponenten im betrachteten Spek-
tralbereich: s = 4 (beziehungsweise s = 3 ohne Hintergrundspektrum),
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
3Zur Berechnung wurde Cˆ
(BTEM)
i extern u¨ber eine lineare Ausgleichsrechnung bestimmt.
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Abbildung B.12: Darstellung der links- und rechtsseitigen Singula¨rvektoren der Datenmatrix.
- Vorherrschende Komponenten im betrachteten Spektralbereich: Rh4(CO)12, Rh6(CO)16,
Rh(acac)(CO)2 sowie Lo¨sungsmittel Cyclohexan,
- Es liegt nur ein Edukt (Rh(acac)(CO)2) vor,
- Leichte Sto¨rung durch Subtraktion des Hintergrundspektrums: Es gibt i0 mit ci0(t)  0,
dies ließe sich u¨ber (6.7) einarbeiten,
- Die Absorptionen des Hintergrundspektrums (hauptsa¨chlich Cyclohexan) treten nur in
4 der 298 Spektren mit einer absoluten Absorption von mehr als 1%, gemessen an der
Maximalabsorption der Messreihe, auf,
- Abbildung B.11.
Aussagen bezu¨glich der Mehrdeutigkeit der Faktorisierung:
- Es liegt keine Eindeutigkeit der Niedrigrangapproximation vor.
- Abgesehen von Sto¨rungen gilt: Cˆ1,: = (α, 0, 0) mit α > 0 sowie es gibt i1, i2, i3 ∈ {1, .., n}
und ε ∈ (R+ \ {0})3 mit Aˆj,i = δj,εj fu¨r j, 
 = 1, 2, 3. Das heißt Satz 3.15 ist anwendbar
und Aˆ1,: ist bis auf Sto¨rungen und Skalierung eindeutig in der Niedrigrangapproximation.
B.4.2 Analyse der Daten und Wahl der Parameter
Analog zu den drei vorherigen Abschnitten erfolgt eine knappe Analyse des Datensatzes und
basierend darauf eine Parameterwahl fu¨r die Anwendung der Algorithmen zur Bestimmung einer
Niedrigrangapproximation.
i σi ‖A‖
−2
F
kP
j=i+1
σ2j
1
‖U:,i‖1
kP
j=1
Uj,i
‚
‚
‚
d2U:,i
dt2
‚
‚
‚
2
1
‖V:,i‖1
nP
j=1
Vj,i
‚
‚
‚
d2V:,i
dν˜2
‚
‚
‚
2
1 2.139 E+01 1.807 E−01 -1.000 E+00 2.239 E−03 -9.456 E−01 7.086 E−03
2 9.987 E+00 2.137 E−03 -4.064 E−01 3.093 E−03 -5.371 E−01 9.495 E−03
3 1.022 E+00 2.661 E−04 -5.460 E−03 2.037 E−02 -2.700 E−01 1.289 E−02
4 3.341 E−01 6.621 E−05 -9.897 E−03 3.541 E−01 6.908 E−01 6.574 E−03
5 1.826 E−01 6.509 E−06 4.852 E−03 4.387 E−01 -4.698 E−01 1.185 E−02
6 3.658 E−02 4.113 E−06 -1.480 E−03 2.827 E−01 -5.686 E−02 3.609 E−02
7 2.721 E−02 2.788 E−06 4.856 E−04 1.131 E+00 7.331 E−02 6.378 E−02
8 1.868 E−02 2.163 E−06 -4.344 E−04 4.428 E−01 1.235 E−01 5.009 E−02
9 1.185 E−02 1.912 E−06 -4.753 E−04 5.289 E−01 1.812 E−01 1.514 E−01
10 8.720 E−03 1.776 E−06 2.890 E−05 2.127 E+00 6.781 E−02 8.941 E−02
20 3.464 E−03 1.297 E−06 -2.057 E−05 2.154 E+00 -3.872 E−02 1.986 E−01
Tabelle B.7: Analyse des Datensatzes mittels Singula¨rwertzerlegung.
Fu¨r die Bestimmung von Niedrigrangapproximationen der vorliegenden Datenmatrix wird die
Sto¨rung durch die ungenu¨gende Lo¨sung der Hintergrundproblemtik vernachla¨ssigt und anhand
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Abbildung B.13: Niedrigrangapproximationen der vorliegenden Datenmatrix.
von Tabelle B.7 und Abbildung B.12 der Parameter s = 3 sowie weiter fu¨r die Algorithmen
BTEM und PCD der Parameter z = 5 gewa¨hlt. Auch z = 4 wa¨re vertretbar.
B.4.3 Die Ergebnisse der regularisierten Niedrigrangapproximation
Fu¨r den vorliegenden Datensatz werden die in den Kapiteln 5 und 6 beschriebenen Methoden
eingesetzt, um Niedrigrangapproximationen der Datenmatrix zu bestimmen. Dargestellt sind die
einzelnen Ergebnisse in Abbildung B.13.
Anmerkungen zu den Ergebnissen und Abbildung B.13:
1. Die durch den NNMF- und den BTEM-Algorithmus erzeugten Niedrigrangapproxima-
tionen erfu¨llen zwar die Bedingungen aus Faktorisierungsaufgabe 2.4, nach Ru¨cksprache
mit DC E. Barsch handelt es sich jedoch um keine chemisch korrekten Faktorisierungen.
2. Der Parametersatz des BTEM-Algorithmus (Zielbereiche (ZB) aus Definition 5.6 und die
Parameter aus (5.17)):
- Linie 1 (blau): ZB: [2038, 2046]; δSh = δInt = 0, δDer = 1,
- Linie 2 (gru¨n): ZB: [2080, 2085]; δSh = δInt = 0, δDer = 1,
- Linie 3 (rot): ZB: [2005, 2022]; δSh = 0, δInt = δDer = 1.
3. Der Parametersatz des PCD-Algorithmus in (6.11): γ1 = γ2 = 4, γ3 = 1, γ5 = 0.25, γ6 =
0.01, γ12 = 0.1. Weiter ist γi = 0 fu¨r i ∈ {4, 7, 8, 9, 10, 11, 13}.
4. In dem Faktorisierungsergebnis von PCD sind bei den (nichteindeutigen) Absorptivita¨ten
Aˆ1,: (blau) und Aˆ2,: (gru¨n) starke U¨berlagerungen vorhanden: ν˜ = 2043.5 cm
−1 und
2044.1 cm−1 sowie ν˜ = 2073.7 cm−1 und 2074.4 cm−1.
5. Wie in den Vorbemerkungen erla¨utert, ist in einer nichtnegativen Matrixfaktorisierung
des Datensatzes die Linie A1,: eindeutig. In den Darstellungen aus Abbildung B.13 ist dies
jeweils die rote Linie. Bei der Zerlegung des SPEXFA-Algorithmus sind einige Eintra¨ge in
den Faktoren negativ, daher ist die besagte Linie nicht in der Faktorisierung enthalten.
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
3Im Nachhinein durch lineare Ausgleichsrechnung auf den Zielbereichen bestimmt.
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B.4.4 Die Analyse der Ergebnisse
Ebenfalls werden fu¨r eine Auswertung der Niedrigrangapproximationen die Gro¨ßen aus (B.4)
und (B.5) herangezogen.
NNMF1 SPEXFA2 BTEM3 PCD
ε1 1.6437 E−01 1.4863 E−01 (6.0923 E−01) 1.5905 E−01
ε2 1.5773 E−01 1.4863 E−01 (2.4459 E−01) 1.4982 E−01
ε3 1.5773 E−01 1.4863 E−01 (1.5176 E−01) 1.4982 E−01
ε 3.1352 E−01 1.4863 E−01 (1.6581 E+00) 1.6075 E−01
Tabelle B.8: Auswertungen zu den Ergebnissen der verschiedenen Methoden. Die Bezeichnungen
sowie Anmerkungen sind analog zu Tabelle B.4. Ein Referenzwert ist
∑k
i=4 σ
2
i (A) = 0.14863.
B.5 Analyse der algorithmischen Ideen
In diesem Abschnitt erfolgt eine kurze Analyse der Vorgehensweise der in Abschnitt 6.4 be-
schriebenen Multi-Level-Strategie und der in 6.5 weiterentwickelten Methode der sukzessiven
Faktorisierung durch Extrahieren einzelner Komponenten.
Ausgangspunkt fu¨r folgende Untersuchungen ist der Datensatz aus Anhang B.4. Dessen zu-
geho¨rige Absorptionsmatrix wird mit dem PCD-Algorithmus durch ein Produkt aus zwei Fak-
torisierungsmatrizen vom Rang drei approximiert.
B.5.1 Die Anwendung der Multi-Level-Strategie
Die Multi-Level-Strategie aus Abschnitt 6.4 kommt mit der Startstufe 
 = 3 und der Ausdu¨nnung
τi = 0, χi = i, i = 0, 1, 2, 3 zur Anwendung, das heißt in Stufe S(3) (siehe Definition 6.13) liegt
eine Datenbasis von k = 298 Spektren a` n(3) = 306 Datenpunkte zugrunde.
Analyse der einzelnen Du¨nngitterfunktionen
Abbildung B.14 deutet zuna¨chst die Schwierigkeit der Quadratmitteloptimierung von F (l) aus
(6.27) an. Dazu sei T (3,0) ∈ R3×5 eine zufa¨llig gewa¨hlte Matrix zur Initialisierung der Folge
aus (6.28). Weiter seien (mit ei ∈ Rs und e¯i ∈ Rz jeweils dem i-ten Einheitsvektor) folgende
Funktionen ς
(l)
i,j , ζ
(l)
i,j : R → R definiert
ς
(l)
i,j (x) = F
(l)(T (l,0) + (x− T (l,0)i,j )eie¯Tj ), i = 1, ..., 3, j = 1, ..., 5, l = 0, ..., 3, (B.6)
ζ
(l)
i,j (x) = F
(l)(Tˆ (l) + (x− Tˆ (l)i,j )eie¯Tj ), i = 1, ..., 3, j = 1, ..., 5, l = 0, ..., 3, (B.7)
welche das Verhalten der Zielfunktion F (l) bezu¨glich der Variation jeweils eines Eintrags Ti,j
darstellen, betrachtet einerseits am Startpunkt der Iteration T (l,0) (Funktion ς aus (B.6)) und
andererseits an der Minimalstelle Tˆ (l) (Funktion ζ aus (B.7)).
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
2Berechnet mit der MatLab Routine SPEXFA aus der begleitenden CD von [63].
3Zur Berechnung wurde Cˆ
(BTEM)
i extern u¨ber eine lineare Ausgleichsrechnung bestimmt.
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Abbildung B.14: Die Abbildung zeigt das Verhalten der Funktion F (3) im Startpunkt und der
Funktion F (0) in der Minimalstelle, jeweils unter Variation einer Variablen anhand des Daten-
satzes zu Anhang B.4. Dargestellt sind einige der Funktionen ς
(3)
i,j aus (B.6) fu¨r ausgewa¨hlte
Eintra¨ge T
(3,0)
i,j und eine zufa¨llig gewa¨hlte Startmatrix T
(3,0). Weiter ist als Vergleich dazu ζ
(0)
i,j
aus (B.7) angegeben.
Analyse der Zusammenha¨nge unter den einzelnen Du¨nngitterfunktionen
Zur Untersuchung der Konvergenzraten in den einzelnen Grobgittern sei zuna¨chst der Vektor
N ∈ N4 mit Nl der Anzahl der in Stufe S(l), l = 0, ..., 3, beno¨tigten Iterationen zur Quadrat-
mittelminimierung definiert. Weiter seien mit der Nomenklatur aus (6.27) und (6.28) folgende
Vektoren definiert
θ
(l)
i =
∥∥∥T (l,i) − Tˆ (l)∥∥∥
F
, i = 0, ..., Nl, l = 0, ..., 3, (B.8)
zur Analyse der Konvergenz der Iterierten T (l,i), i = 1, ..., Nl, in den einzelnen Du¨nngitterfunk-
tionen F (l),
Θi+
P3
ν=l+1 Nν
=
∥∥∥20.5(l−3)T (l,i) − Tˆ (0)∥∥∥
F
, i = 0, ..., Nl, l = 3, ..., 0, (B.9)
zur Analyse der Konvergenz der Iterierten T (l,i), i = 1, ..., Nl, l = 3, ..., 0, unabha¨ngig von den
Du¨nngitterfunktionen F (l),
ω
(l)
i =
∥∥∥∇F (l)(T (l,i))∥∥∥
F
, i = 0, ..., Nl, l = 0, ..., 3, (B.10)
zur Analyse des Gradienten der einzelnen Du¨nngitterfunktionen F (l) und
μ
(l)
i =
∥∥T (l,i+1) − T (l,i)∥∥
F∥∥T (l,i)∥∥
F
, i = 0, ..., Nl − 1, l = 0, ..., 3, (B.11)
zur Analyse des relativen Abstands zweier aufeinanderfolgender Iterierten eines Du¨nngitters S(l).
Eine grafische Darstellung der Eintra¨ge in diesen Vektoren liefert Abbildung B.15.
Die Prolongation
Fu¨r die Analyse der Prolongation zwischen zwei Du¨nngittern sind zwei Gro¨ßen interessant.
Der Abstand zwischen der Prolongation der Faktorisierung aus der gro¨beren Stufe und der
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Abbildung B.15: Die Darstellung der Vektoren θ, Θ, ω und μ aus (B.8) bis (B.11) sowie der
Betrag der einzelnen Straf- und Regularisierungsfunktionen aus (6.1) im Verlauf der Iteration
in der Grobgitterstufe S(3) rechts unten.
Faktorisierung aus der na¨chstfeineren la¨sst unter Beru¨cksichtigung anderer Einflussfaktoren auf
die Gu¨te der Prolongation schließen. Dabei entspricht die Prolongation der Faktorisierung aus
der gro¨beren Stufe dem Startvektor aus der feineren. Zudem zeigt ein Abstandsmaß fu¨r die
Faktorisierungen aus zwei Grogittern, wie sinnvoll der Aufbau einer Du¨nngitterhierarchie fu¨r
die Struktur eines konkreten Datensatzes ist.
Als Absta¨nde zwischen den Prolongationen der jeweils gro¨beren Gitter und den Minimalstellen
der feineren
κi = ‖ρ1(Tˆ (i+1))− Tˆ (i)‖F , κ˜i = ‖ρ1(Tˆ
(i+1))− Tˆ (i)‖F
‖Tˆ (i)‖F
, i = 
− 1, ..., 0,
ergeben sich in der untersuchten Anwendung
κ = (6.7215 E−01, 2.8874 E−01, 6.6531 E−02)T ,
κ˜ = (7.2679 E−02, 3.2265 E−02, 7.8195 E−03)T ,
wobei in diesem Fall stets ρ1 der angewendete Prolongationsoperator ist. Die absoluten und
relativen Differenzen der einzelnen mutmaßlichen Minimalstellen (skaliert wie in Bemerkung
6.20)
Δi = ‖20.5(i+1)Tˆ (i+1) − 20.5iTˆ (i)‖F , i = 
− 1, ..., 0,
Δ˜i =
‖20.5(i+1)Tˆ (i+1) − 20.5iTˆ (i)‖F
‖20.5iTˆ (i)‖F
, i = 
− 1, ..., 0,
betragen
Δ = (6.9279 E−01, 3.6115 E−01, 5.1616 E−01)T ,
Δ˜ = (7.4911 E−02, 4.0357 E−02, 6.0666 E−02)T .
Die Werte in κ, κ˜, Δ, Δ˜ zeigen sehr deutlich, dass es fu¨r den behandelten Datensatz mo¨glich
und damit auch sinnvoll ist, eine Multi-Level-Strategie anzuwenden.
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Analyse des Funktionsverhaltens in der letzten Iterierten
Die letzten Iterierten der Folgen aus (6.28) sind mutmaßliche Minimalstellen Tˆ (l) fu¨r die einzelnen
Du¨nngitterfunktionen F (l), l = 3, ..., 0. Zur Analyse des Verhaltens der Funktionen F (l) in Tˆ (l)
ergeben sich die Eintra¨ge aus Tabelle B.9, welche im Rahmen numerischer Berechnungen jeweils
klare Kennzeichen fu¨r lokale Minimalstellen sind.
l
∥∥∥(∇F (l))(Tˆ (l))∥∥∥
F
∥∥∥(∇F (l))(Tˆ (l))∥∥∥
∞
λmax
(
HF (l)(Tˆ
(l))
)
λmin
(
HF (l)(Tˆ
(l))
)
3 3.3429 E−04 2.9860 E−04 1.0183 E+03 1.1791 E+00
2 7.3953 E−04 7.3050 E−04 2.4975 E+02 6.1094 E−01
1 1.3778 E−06 8.2358 E−07 9.0194 E+01 1.5798 E+00
0 1.6648 E−06 7.9775 E−07 1.0114 E+02 2.6283 E+00
Tabelle B.9: Die Werte wurden jeweils zu den letzten Iterierten Tˆ (l) in den einzelnen Multi-Level-
Stufen bezu¨glich des Datensatzes zu Anhang B.4 berechnet. Dabei gibt λmax(B) den gro¨ßten
Eigenwert einer quadratischen Matrix B sowie λmin(B) den kleinsten an und HF (l) ist die Hes-
sematrix der zweiten partiellen Ableitungen der Funktion F (l) nach den zu optimierenden Va-
riablen. Fu¨r eine numerische nichtlineare Ausgleichsrechung u¨ber 15 Variablen ist sowohl die
notwendige als auch die hinreichende Bedingung fu¨r eine lokale Minimalstelle in der Wurzelstufe
S(0) ausreichend erfu¨llt.
Vergleich der Ergebnisse fu¨r unterschiedliche Startgitter
In folgendem Beispiel soll die Multi-Level-Strategie fu¨r die zwei Versuchsreihen aus B.2 und B.4
unter Anwendung unterschiedlicher Startstufen untersucht werden. Das Ziel ist ein geeignetes
Grobgitter S() derart auszuwa¨hlen, dass die Approximation zufriedenstellend stabil berechnet
wird sowie gleichzeitig die Rechenzeit minimal ist.
Fu¨r die Anwendung wurde stets lt = 0 gesetzt und lx variiert. Fu¨r jeweils m = 100 zufa¨llig
erzeugte Startmatrizen T (,0) ∈ Rs×z wurde die Anzahl der erzeugten Folgen von Iterierten
geza¨hlt, welche in eine mutmaßliche globale Minimalstelle der Startstufe fu¨hrten. Daraus la¨sst
sich statistisch auf die Wahrscheinlichkeit fu¨r eine Folge von Iterierten bei m = 4 oder m =
10 schließen, was durchaus praxisnah ist. Zusa¨tzlich wurde die Rechenzeit fu¨r den gesamten
Durchlauf der Grobgitterhierarchie gemessen. Die Werte der durchgefu¨hrten Rechnungen sind
in den Tabellen B.10 und B.11 festgehalten.
Weiter la¨sst sich mit den Tabellen B.10 und B.11 eine Abha¨ngigkeit darstellen, wie hoch die
Gesamtrechenzeit ist im Vergleich zur statistischen Wahrscheinlichkeit dafu¨r, bei m = 4 zufa¨lli-
gen Startmatrizen keine Folgen von Iterierten zu erzeugen, die in eine mutmaßliche globale
Minimalstelle der Startstufe fu¨hren. Eine solche Darstellung findet sich in Abbildung B.16.
B.5.2 Die Anwendung der sukzessiven Niedrigrangapproximation
In Abschnitt 6.5 wurde eine Vorgehensweise der sukzessiven Faktorisierung basierend auf einer
Folge von lokalen Niedrigrangapproximationen beschrieben. Dabei werden die s Faktorenpaare
(Cˆ:,i, Aˆi,:), i = 1, ..., s, nacheinander einzeln extrahiert und abgespalten.
Grundlage dieser Vorgehensweise ist wieder eine Singula¨rwertzerlegung der Datenmatrix. Die
Teilfaktoren Aˆi,: werden jeweils durch eine Linearkombination Ti ∈ R1×z aus den ersten z rechts-
seitigen Singula¨rvektoren V:,1:z bestimmt
Aˆi,: = TiV
T
:,1:s.
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Zufalls- # Iteration Stat. Wahrsch. Stat. Wahrsch. Gesamt-
lx
⌊
2455
2lx
⌋
startvek. in globales auf mind. 1 erfolg. auf mind. 1 erfolgr. rechenzeit
m Minimum Iter. fu¨r m = 10 Iter. fu¨r m = 4 m = 100
6 38 100 8 56.561 % 28.360 % 176.1 s
5 76 100 59 99.987 % 97.174 % 211.9 s
4 153 100 69 99.999 % 99.076 % 235.0 s
3 306 100 49 99.881 % 93.235 % 337.5 s
2 613 100 64 99.996 % 98.320 % 543.7 s
1 1227 100 74 > 99.999 % 99.543 % 944.9 s
0 2455 100 82 > 99.999 % 99.895 % 1886.6 s
Tabelle B.10: Die Auswertung betrifft die Versuchsreihe aus Anhang B.4 mit s = 3, z = 5.
Eine Ausdu¨nnung ist nur in x-Richtung durchgefu¨hrt, das heißt τi = 0, χi = i, i = 0, ..., lx.
Mit n = 2455 Stu¨tzwerten fu¨r x in der Wurzelstufe ergibt sich damit eine Ausdu¨nnung auf
nlx =
⌊
2455
2lx
⌋
in der jeweiligen Startstufe. Bei der erwa¨hnten globalen Minimalstelle handelt es
sich nur um eine Mutmaßung. Gerechnet wurde dabei auf einer Maschine mit einer Pentium
2.4 Ghz CPU und 4 GB Arbeitsspeicher.
Zufalls- # Iteration Stat. Wahrsch. Stat. Wahrsch. Gesamt-
lx
⌊
292
2lx
⌋
startvek. in globales auf mind. 1 erfolg. auf mind. 1 erfolgr. rechenzeit
m Minimum Iter. fu¨r m = 10 Iter. fu¨r m = 4 m = 100
4 18 100 35 98.654 % 82.149 % 174.7 s
3 36 100 53 99.947 % 95.120 % 206.8 s
2 72 100 57 99.978 % 96.581 % 261.9 s
1 146 100 59 99.987 % 97.174 % 366.7 s
0 292 100 62 99.994 % 97.915 % 578.9 s
Tabelle B.11: Die Auswertung betrifft die Versuchsreihe aus Anhang B.2 mit s = 3, z = 5 und
der Ausdu¨nnung nur in x-Richtung, das heißt τ0 = ... = τ = lt = 0.
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Abbildung B.16: Ausgangspunkt sind die Werte aus den Tabellen B.10 und B.11. In Abha¨ngigkeit
der Startstufe ist die Rechenzeit gegen die statistische Wahrscheinlichkeit auf einen Misserfolg
bei einer Wahl von m = 4 zufa¨lligen Startmatrizen fu¨r die Optimierung dargestellt, einerseits fu¨r
S(6) bis S(0) (blaue Linie, Tabelle B.10) und andererseits fu¨r S(4) bis S(0) (rote Linie, Tabelle
B.11). Zu erkennen ist dabei eine L-Kurve mit jeweils dem
”
Knick“ fu¨r S(5) beziehungsweise
S(3), demzufolge ko¨nnen fu¨r diese Beispiele die Werte lx = 5 beziehungsweise lx = 3 als geeignet
angesehen werden.
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Der jeweils zugeho¨rige Teilfaktor Cˆ:,i wird als Linearkombination Si ∈ Rz aus den ersten z
linksseitigen Singula¨rvektoren U mit der zusa¨tzlichen Gewichtung der ersten z Singula¨rwerte
berechnet
Cˆ:,i = UΣ:,1:sSi,
vergleiche (6.31). Dabei lassen sich die Vektorenpaare (Ti, Si) jeweils als eigensta¨ndige Variablen
betrachten oder in der Abha¨ngigkeit Si = Si(Ti) aus (6.33).
Insgesamt ergibt die Zusammensetzung von T˜ = (T T1 , ..., T
T
s )
T und S˜ = (S1, ..., Ss) die beiden
Transformationsmatrizen T˜ ∈ Rs×z und S˜ ∈ Rz×s aus (4.5) und damit die Faktorisierungsma-
trizen
Aˆ = T˜V T:,1:z,
Cˆ = UΣ:,1:zS˜.
Ergebnisvergleich der gesamtheitlichen und der sukzessiven Faktorisierung
Angewendet auf den Datensatz aus Anhang B.4 ergibt sich eine nahezu identische Niedrigrang-
approximation der Datenmatrix im Vergleich zu dem Ergebnis der Methode PCD aus Abschnitt
B.4. Dazu sind in Abbildung B.17 die Differenzen
Cˆ(PCD) − Cˆ(suk), (B.12)
Aˆ(PCD) − Aˆ(suk) (B.13)
der Faktoren aus der gesamtheitlichen (Cˆ(PCD), Aˆ(PCD), siehe Abbildung B.13) und der sukzes-
siven Faktorisierung (Cˆ(suk), Aˆ(suk)) dargestellt.
Die Unterschiede in den Transformationen Tˆ , Tˆ+ mit Tˆ = Tˆ (PCD) aus dem Ergebnis zu Abbil-
dung B.13 und T˜ , S˜ aus der Anwendung der sukzessiven Niedrigrangapproximation sind
‖Tˆ − T˜‖2F = 2.42489 E− 01,
‖Tˆ+ − S˜‖2F = 7.63402 E− 03, ‖Σ:,1:5(Tˆ+ − S˜)‖2F = 3.86585 E− 02.
Weiter sind folgende Kenngro¨ßen zu T˜ und S˜ interessant
‖T˜ S˜ − I3‖2F = 1.5796 E− 05, ‖S˜T˜ − diag(1, 1, 1, 0, 0)‖2F = 1.6191 E− 01,
diag(S˜T˜ ) = (1.0025, 1.0001, 0.9435, 0.0198, 0.0393)T ,
‖S˜T˜ − diag((S˜T˜ )1,1, ...(S˜T˜ )5,5)‖2F = 1.5677 E− 01,
‖S˜ − T˜+‖2F = 2.9325 E− 03.
Damit la¨sst sich eine Anwendbarkeit dieser Strategie auf den Datensatz B.4 begru¨nden. Dazu
sei angemerkt, dass die Datenstruktur der du¨nnbesetzten Faktoren sowohl in Cˆ als auch in Aˆ
dies begu¨nstigt.
B.6 Numerische Ergebnisse fu¨r eine Systemerweiterung
In den Abschnitten 4.4 und 4.5 wurde untersucht, unter welchen Voraussetzungen einige der
Teilfaktoren eindeutig sind. Weiter wurde untersucht, welche indirekten Auswirkungen dies auf
andere Faktoren hat. Sind Teilfaktoren fu¨r eine vorliegende Datenmatrix bekannt, so schra¨nkt
dies die Menge aller Faktorisierungen auf eine Menge der relevanten ein. Unter Umsta¨nden
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Abbildung B.17: Dargestellt ist der absolute Unterschied der Niedrigrangapproximationen aus
(B.12) und (B.13). Zum Vergleich ist auf Cˆ(PCD) und Aˆ(PCD) in Abbildung B.13 verwiesen.
sind dadurch auch andere Teilfaktoren in Bezug auf Relevanz eindeutig. In den untersuchten
Datensa¨tzen sind unter Beru¨cksichtigung von Sto¨rungen folgende Teilfaktoren eindeutig bezie-
hungsweise durch Kenntnisse anderer Teilfaktoren eindeutig im Sinne von relevanten Faktorisie-
rungen.
- In dem Datensatz zu B.1 sind die Faktoren Cˆ:,2 und Aˆ1,: eindeutig (Sa¨tze 3.15 und 3.19).
- In dem Datensatz zu B.3 ist durch die gemachten Annahmen (Aˆ1,: und Aˆ3,: bekannt) der
Faktor Cˆ:,2 eindeutig (Satz 3.19).
- In dem Datensatz zu B.4 ist der Faktor Aˆ3,: (rote Linie Bild NNMF und PCD) eindeutig
(Satz 3.15).
B.6.1 Lo¨sungseinschließung mittels Systemerweiterung
Weiter wurde in Korollar 4.24 ein Ansatz dargestellt, in dem an einen Datensatz mehrere einzelne
bekannte Teilfaktoren angefu¨gt werden.
Um dieses Vorgehen zu verdeutlichen, sei ein weiterer Datensatz aus der Spektroskopie angefu¨hrt.
Zur Einschra¨nkung der Lo¨sungsvielfalt werden dabei die Absorptionsspektren Aˆ von fu¨nf Kom-
ponenten an die Messmatrix angefu¨gt. Damit ist jeweils ein Teil der Voraussetzungen von Satz
3.15 pro Komponente erfu¨llt. Da die Teilfaktoren selbst den zweiten Teil der Voraussetzun-
gen nicht erfu¨llen, ergibt sich keine endgu¨ltige Eindeutigkeit in der Niedrigrangapproximation,
sondern nur eine Einschra¨nkung an Auflo¨sungsmo¨glichkeiten.
Pra¨formierung eines hydroformylierungsaktiven Katalysators aus Rh(acac)(CO)2
Als Anwendungsbeispiel sei ein Datensatz aus 6 verschiedenen Versuchabla¨ufen von Dipl. Chem.
E. Barsch gewa¨hlt.
Systemfakten und Mehrdeutigkeit der Faktorisierung
Zu dem System selbst und der Eindeutigkeitsfrage bezu¨glich der Faktorisierung dessen Daten-
matrix ist Folgendes bekannt.
Systemfakten:
- Versuchsdurchfu¨hrung und Datenaufnahme: Dipl. Chem. E. Barsch,
- Insgesamt Daten aus 6 verschiedenen Versuchsabla¨ufen zusammengesetzt,
- Spektroskopieart: FT-IR,
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- Betrachteter Ausschnitt: ν˜ ∈ [1795 cm−1, 2125 cm−1],
- Dimensionen: k = 496, n = 2455, rekonstruierbare Komponenten im betrachteten Spek-
tralbereich: s = 6 (beziehungsweise s = 5 ohne Hintergrundspektrum),
- Leichte Sto¨rung durch Subtraktion des Hintergrundspektrums: Es gibt i0 mit ci0(t)  0.
Aussagen bezu¨glich der Mehrdeutigkeit der Faktorisierung und Besonderheiten:
- Es liegt keine Eindeutigkeit der Niedrigrangapproximation vor.
- Starke Korrelation zweier Teilfaktoren Cˆ:,i und Cˆ:,j.
Systemerweiterung
An die Datenmatrix A ∈ R496×2455 werden zuna¨chst fu¨nf Teilfaktoren Aˆ ∈ R5×2455 angefu¨gt
A′ =
(
A
Aˆ
)
(B.14)
und eine Niedrigrangapproximation mit einem Produkt aus zwei Matrizen vom Rang 5 mittels
des NNMF-Algorithmus von Kim und Park bestimmt
A′ =
(
Cˆ ′
M
)
Aˆ′, Cˆ ′ ∈ R496×5, Aˆ′ ∈ R5×2455, M ∈ R5×5. (B.15)
Die negativen Eintra¨ge durch Sto¨rungen aufgrund der ungenu¨genden Subtraktion des Hinter-
grundspektrums werden durch die NNMF-Methode vernachla¨ssigt und auf Null gesetzt, das
sechste Faktorenpaar wird demzufolge nicht bestimmt. Durch die Systemrestriktion und die Art
der Faktoren selbst ergibt sich eine Einschra¨nkung der Menge an Faktorisierungen.
Weiter wird als Vergleich eine Niedrigrangapproximation der Datenmatrix A ohne Systemrestrik-
tionen in fu¨nf Faktoren bestimmt. Die Abbildung B.18 zeigt die Ergebnisse beider Berechnungen
und damit die einschra¨nkende Wirkung durch externe Systeminformationen und -restriktionen.
Zu der Faktorisierung von A′ in ein Produkt wie in (B.15) ergibt sich
M =
⎛
⎜⎜⎜⎜⎝
1.007 0 0 0 0
0.026 0.997 0 0.003 0
0 0 0 0.999 0
0.002 0.086 0 0.092 0.988
0 0 0.996 0 0
⎞
⎟⎟⎟⎟⎠ .
Die Abweichung der Matrix M von einer permutierten Einheitsmatrix analog zu (4.7) aus Be-
merkung 4.26 ist gering. Als Abweichungen von den zu erwartenden Singula¨rwerten eins ergeben
sich
(1− σi(M))i=1,...,5 = (−0.0595, −0.0120, 0.0043, 0.0093, 0.0678).
Die Anwendung von PCD unter einer Systemerweiterung
Analog zu diesem Vorgehen lassen sich fu¨r die Berechnung einer Niedrigrangapproximation mit
der Routine PCD sechs Teilfaktoren Aˆ ∈ R6×2455 an die Datenmatrix anfu¨gen
A′ =
(
A
Aˆ
)
. (B.16)
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Abbildung B.18: Dargestellt sind zwei Niedrigrangapproximationen mit dem NNMF-
Algorithmus von Kim und Park. Oben: die Faktorisierung der Matrix A mittels Cˆ und Aˆ,
unten: Die Faktorisierung der Matrix A′ aus (B.14) mit Cˆ ′ und Aˆ′ aus (B.15).
Im Unterschied zu der Faktorisierung des Algorithmus von Kim und Park ergibt sich hierbei
zusa¨tzlich das Faktorenpaar des unvollsta¨ndig beziehungsweise zu stark abgezogenen Hinter-
grundspektrums.
Die Ergebnisse der Niedrigrangapproximation unter einer Systemerweiterung
Die Wahl der Parameter zur Niedrigrangapproximation ist s = 6, z = 7 sowie zur Restriktion
γ1 = γ2 = 1000, γ3 = 250, γ5 = 1 und γi = 0, i ∈ {4, 6, ..., 13}. Erneut wird eine Multi-Level-
Strategie mit 
 = 3 und der Ausdu¨nnung τi = 0, χi = i, i = 0, 1, 2, 3, angewendet. Abbildung
B.19 zeigt die Ergebnisse der Niedrigrangapproximation.
Als vera¨nderter Teilfaktor Cˆ ′ ergibt sich
A′ =
(
Cˆ ′
M
)
Aˆ′, M =
⎛
⎜⎜⎜⎜⎜⎜⎝
1.0009 0.0251 −0.0100 0.0182 −0.0100 −0.0087
−0.0100 1.0000 −0.0100 −0.0100 0.0126 −0.0100
0.0056 0.0029 1.0000 −0.0100 −0.0008 −0.0100
−0.0100 0.0043 −0.0100 1.0000 0.0414 −0.0094
0.0157 −0.0100 0.0146 −0.0105 1.0000 −0.0101
0.0810 −0.0065 −0.0099 −0.0100 −0.0100 0.9967
⎞
⎟⎟⎟⎟⎟⎟⎠ .
Die negativen Eintra¨ge in M sind dabei auf die in Straffunktion f˜3 aus (6.7) umgesetzten Re-
striktionen Cˆi,j ≥ cmin = −0.01 zuru¨ckzufu¨hren. Die Abweichungen von den zu erwartenden
Singula¨rwerten eins sind
(1− σi(M))i=1,...,6 = (−0.0397, −0.0181, −0.0052, −0.0034, 0.0211, 0.0441).
1Berechnet mit der MatLab Routine nmfanls comb von Kim und Park.
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Abbildung B.19: Niedrigrangapproximation der Matrix A′ aus (B.16) mittels PCD.
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Abbildung B.20: Dargestellt sind die Stichproben-Kovarianzen Cov(Aˆi,:, Aˆj,:), i, j = 1, ..., 6, der
einzelnen extrahierten Teilfaktoren sowie die Stichproben-Kovarianzen der einzelnen Messungen
Cov(Ai,:, Aj,:), i, j = 1, ..., 496. Letztere ergeben sich dabei alle als positiv und sind daher
mit logarithmischer Skala angegeben. Entscheidend sind nicht die absoluten Werte, sondern die
relativen jeweils bezu¨glich den Diagonaleintra¨gen.
Die Korrelation der Daten
Stark korrelierte Daten erho¨hen im Normalfall die Vielfalt aller mo¨glichen Niedrigrangapproxi-
mation. Wie stark die Daten der in diesem Abschnitt vorliegenden Extinktionsmatrix korreliert
sind, zeigen die Darstellungen aus Abbildung B.20. Dabei sind zum einen die Stichproben-
Kovarianzen der extrahierten Teilfaktoren Aˆ (Reinkomponentenspektren)
Cov(Aˆi,:, Aˆj,:), i, j = 1, ..., 6,
sowie die Stichproben-Kovarianzen der einzelnen Messungen
Cov(Ai,:, Aj,:), i, j = 1, ..., 496,
bestimmt worden.
Bemerkung B.1. Entscheidend in Abbildung B.20 rechts sind dabei nicht die Absolutwerte,
sondern die Abweichungen von der Diagonalen.
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B.7 Kritisches Fazit
Bei den betrachteten Datensa¨tzen liegen stets Matrizen vor, welche keine eindeutige nichtnega-
tive Faktorisierung besitzen. Aus mathematischer Sicht kann es demnach in der Faktorisierung
keine Bewertung
”
richtig“ oder
”
falsch“ geben. Eine chemische Interpretation der Ergebnisse ist
jedoch zula¨ssig.
Diesbezu¨glich schneiden die Programmpakete BTEM und PCD bei der Anwendung auf Daten
aus der FT-IR Spektroskopie am besten ab, auch weil die eingesetzten Restriktionen teilweise
speziell auf die Faktorisierung von Daten dieser Spektroskopietechnik zugeschnitten sind und
die Datenstruktur eine lokale Niedrigrangapproximation wie beim BTEM-Algorithmus zula¨sst.
Fu¨r die Anwendung in der UV/Vis Spektroskopie ergeben sich in der Regel erst durch die
Einbindung externer Systemkenntnisse und damit verbundenen Restriktionen chemisch relevante
Ergebnisse.
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C Numerische Ergebnisse zur Systemanpassung
In Abschnitt 6.2 und Kapitel 7 wurde eine Aufgabenstellung der Chemometrie basierend auf
dem Ergebnis einer regularisierten nichtnegativen Niedrigrangapproximation untersucht. Aus-
gangspunkt fu¨r die Daten war dabei die Beobachtung eines Reaktionsverlaufs.
Bei derartigen Daten stehen die Teilfaktoren der Konzentrationsprofile u¨ber eine gewo¨hnliche
Differentialgleichung in Zusammenhang, welche unbekannte Parameter entha¨lt. Diese Parame-
ter sind von großem Interesse. In der gewonnenen nichtnegativen Matrixfaktorisierung sind die
Eintra¨ge des Faktors Cˆ Konzentrationen zu bestimmten Zeitpunkten und lassen sich damit zur
Bestimmung der Parameter der Differentialgleichung nutzen.
C.1 Die Anpassung eines kinetischen Modells zum System aus
Anhang B.2
Die Eintra¨ge des Faktors Cˆ sind diskrete Auswertungen einer Funktion c(t) der Konzentrations-
profile. Diese ist Lo¨sung eines Anfangswertproblems mit einer Differentialgleichung
c˙(t) = f(t, c, φ),
welche den Parameter φ ∈ Rp entha¨lt. Das Ziel ist die Anpassung des Parameters φ derart, dass
c(t) an den Messzeitpunkten t¯i, i = 1, ..., k, im Sinne der kleinsten Quadrate bestmo¨glich mit
den diskreten Approximationen aus Cˆ u¨bereinstimmt.
C.1.1 Das chemische System
In Anhang B.2 erfolgte fu¨r den untersuchten Datensatz mittels PCD nur eine Bestimmung der
Faktorenpaare der Katalysatorspezies Acylkomplex (folgend mit C bezeichnet) und Hydrido-
komplex (D). Zusa¨tzlich umfasste das System noch das Edukt 3,3-Dimethyl-1-buten (B) und
die Produkte 4,4-Dimethylpentanal und 2,3,3-Trimethylbutanal, welche fu¨r die folgenden Rech-
nungen zu einer Komponente (A) zusammengefasst werden. Weiter ist der Versuch zweimal
unter gleichen Bedingungen durchgefu¨hrt worden, siehe Abbildung B.6. Es sei daran erinnert,
dass von den Versuchen aufgrund von Mischungsvorga¨ngen jeweils die Anfa¨nge fehlen und somit
t ∈ [2.01 min, 42.11 min] beziehungsweise t ∈ [2.01 min, 40.20 min] gilt.
C.1.2 Das kinetische Modell
Dem untersuchten Ausschnitt des Versuchs wird das Reaktionsmodell
B + D
k1−→ C
C
k2−→ B + D
C
k3−→ A+ D
(C.1)
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zugrunde gelegt, was auf die Differentialgleichung⎛
⎜⎜⎝
c˙A(t)
c˙B(t)
c˙C(t)
c˙D(t)
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
k3 cC(t)
−k1 cB(t) cD(t) +k2 cC(t)
k1 cB(t) cD(t) −k2 cC(t) −k3 cC(t)
−k1 cB(t) cD(t) +k2 cC(t) +k3 cC(t)
⎞
⎟⎟⎠ (C.2)
fu¨hrt. Der Parameter ist φ = (k1, k2, k3)
T .
Die Anpassung der diskretisierten relativen Daten in Cˆ auf absolute C(abs) erfolgt mittels der
Zusatzinformationen von zwei kalibrierten absoluten Faktoren aˆC(x), aˆB(x) und anschließender
Skalierung von cˆA(t) und cˆD(t) u¨ber eine lineare Ausgleichsrechnung mittels Informationen u¨ber
die Stoffumsa¨tze.
C.1.3 Die Parametrisierung
Zur Bestimmung der Parameter werden die zwei in Abschnitt 7 erla¨uterten Methoden eingesetzt.
Einerseits erfolgt die Anpassung u¨ber eine induktiv aufgebaute Folge von Anfangswertproblemen
und andererseits u¨ber die Anpassung einer autonomen Folge von Anfangswertproblemen. Da zu
dem System zwei Versuche unter gleichen Voraussetzungen durchgefu¨hrt wurden und damit aus
zwei Faktorisierungen Daten fu¨r die anzupassenden Parameter vorliegen, wird jede Methode auf
beide Datensa¨tze angewendet.
Die Anpassung u¨ber eine induktive Folge von Anfangswertproblemen
Bei der Anwendung der Methode einer induktiv aufgebauten Folge von Anfangswertproblemen
zur Parameterbestimmung ergeben sich als optimale Parameter
φ∗ =
⎛
⎝ k1k2
k3
⎞
⎠ =
⎛
⎝ 1.6544 E + 03 l mol−1min−11.5808 E− 04 min−1
2.6837 E + 02 min−1
⎞
⎠
und
φ˜∗ =
⎛
⎝ k˜1k˜2
k˜3
⎞
⎠ =
⎛
⎝ 1.4807 E + 03 l mol−1min−11.1344 E− 06 min−1
2.5877 E + 02 min−1
⎞
⎠ .
Es bezieht sich φ∗ auf den Versuch mit k = 64 Spektren und φ˜∗ auf den mit k = 61 Spektren.
Die Anpassung u¨ber eine autonome Folge von Anfangswertproblemen
Als Vergleich dazu sind bei einer Systemanpassung mittels einer autonomen Folge von Anfangs-
wertproblemen die optimalen Parametersa¨tze
φ∗ =
⎛
⎝ 1.4710 E + 03 l mol−1min−11.3506 E− 00 min−1
2.2127 E + 02 min−1
⎞
⎠ , φ˜∗ =
⎛
⎝ 1.4594 E + 03 l mol−1min−18.6992 E− 02 min−1
2.1115 E + 02 min−1
⎞
⎠ .
Die skalierten approximierten Teilfaktoren in Cˆ aus Abschnitt B.2 sowie die Lo¨sungen der an-
gepassten Anfangswertprobleme sind in Abbildung C.1 graphisch dargestellt.
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Abbildung C.1: Oben: Dargestellt ist die kinetische Anpassung mittels nichtlinearer Ausgleichs-
rechnung u¨ber eine induktive Folge von Anfangswertproblemen. Der kalibrierte Faktor C(abs)
ist schwarz, die numerische Lo¨sung C(dgl) des angepassten kinetischen Modells aus (C.2) ist
rot dargestellt. Unten sind die Ergebnisse bei Anwendung der Methode einer autonomen Fol-
ge von Anfangswertproblemen abgebildet. Fu¨r beide Folgen ist nur die Anpassung des ersten
Versuchablaufs dargestellt.
C.2 Die Anpassung eines kinetischen Modells zum System aus
Anhang B.3
Dem Datensatz aus Abschnitt B.3 liegt ein System A → B → C zugrunde. Bei der Messdaten-
aufnahme war das Edukt zu Reaktionsbeginn mit der Konzentration 0.013 mol l−1 vorhanden.
Mit der Zusatzinformation des Stoffumsatzes 1−1−1 lassen sich die approximierten Teilfaktoren
Cˆ zu C(abs) skalieren.
C.2.1 Das kinetische Modell und die Parametrisierung
Fu¨r das vorliegende System ergibt sich das Differentialgleichungssystem
⎛
⎝ C˙AC˙B
C˙C
⎞
⎠ =
⎛
⎝ −k1CAk1CA − k2CB
k2CB
⎞
⎠ .
Eine Anpassung dieses Modells an die kalibrierten Konzentrationsdaten erfolgt nur mit der
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Abbildung C.2: Links: Dargestellt ist der kalibrierte Teilfaktor C(abs) (schwarz) und die nume-
rische Lo¨sung des angepassten kinetischen Modells (rot). Rechts: Die Darstellung zeigt einen
Ausschnitt das Edukt betreffend.
Methode einer induktiven Folge von Anfangswertproblemen und ergibt die Werte
φ∗ =
(
k1
k2
)
=
(
91.929 s−1
2.271 s−1
)
. (C.3)
Die kalibrierten Teilfaktoren C(abs) sowie die numerische Lo¨sung des sich aus dem parametri-
sierten Differentialgleichungssystem ergebenden Anfangswertproblems sind in Abbildung C.2
dargestellt.
C.2.2 Das Verhalten der Optimierungsfunktion in dem errechneten Parametersatz
Der Gradient der Optimierungsfunktion G(φ) aus (7.5) an dem berechneten Parametersatz φ∗
sowie die Eigenwerte der Hessematrix
(∇G)(φ∗) =
(
8.4622 E− 06
−1.2950 E− 04
)
, σ(HG(φ
∗)) =
(
1.9916 E + 01
2.8869 E− 01
)
,
sind im Rahmen einer numerischen Optimierung klare Kennzeichen einer lokalen Minimalstelle.
C.2.3 Analytische Lo¨sung des kinetischen Modells
Die Lo¨sung des, in diesem Abschnitt beschriebenen, kinetischen Modells la¨sst sich auch analy-
tisch bestimmen und lautet ohne Beru¨cksichtigung der Einheiten
c(t) =
0.013k2
k1 − k2 exp(−k1t)
⎛
⎝ k1−k2k2−k1k2
1
⎞
⎠+ 0.013k1
k2 − k1 exp(−k2t)
⎛
⎝ 0−1
1
⎞
⎠+ 0.013
⎛
⎝ 00
1
⎞
⎠ .
Zur Bestimmung der Parameter k1 und k2 ist das nichtlineare Ausgleichsproblem
H(k1, k2) =
k∑
i=2
3∑
j=1
(C
(abs)
i,j − cj(t¯i))2
zu lo¨sen. Dabei sind die Eintra¨ge von C(abs) die auf absolute Konzentrationen skalierten Werten
aus der nichtnegativen Matrixfaktorisierung. Die optimalen Parameter zur Minimierung von H
lauten
k1 = 94.403 s
−1,
k2 = 2.2666 s
−1
und unterscheiden sich nur geringfu¨gig von denen des numerischen Modells aus (C.3).
D Erga¨nzungen und Diagramme
D.1 Der Beweis von Korollar 4.23
Korollar 4.23. (Vergleiche ebenfalls Cohen, Rothblum, [13]) Aus Satz 4.21 la¨sst sich ableiten,
dass jede nichtnegative Matrix A ∈ Rk×n+ vom Rang zwei eine nichtnegative Matrixfaktorisierung
besitzt. Insbesondere la¨sst sich eine solche Faktorisierung direkt berechnen.
Beweis: Der Beweis wird durch vollsta¨ndige Induktion u¨ber die Anzahl der Spalten von A
gefu¨hrt. Es sei A = (a1, ..., an), ai ∈ Rk+, i = 1, ..., n, derart, dass rank((a1, a2)) = 2 gilt
(notfalls mittels Spaltenpermutation). Dass die Matrix (a1, a2, a3) ∈ Rk×3+ eine nichtnegative
Zerlegung A = (a1, a2)Y besitzt, ist nach Satz 4.21 klar. Das ist der Induktionsanfang. Sei nun
(mo¨glicherweise wieder durch Anwendung einer Spaltenpermutation und mit anderem Y )
(a1, ..., az) = (a1, a2)Y.
Es reicht zu zeigen, dass es eine Faktorisierung von
A′ = (a1, ..., az+1) = X
′Y ′
mittels X ′ = (a1, a2) oder X
′ = (az+1, a2) und einem jeweils zugeho¨rigen Y
′ gibt. (Der Fall
X ′ = (a1, az+1) ist so ebenfalls abgehandelt.) Es ist rank(a1, a2, az+1) = 2 und somit gibt es
α ∈ R3 \ {0} mit α1a1 + α2a2 + α3az+1 = 0, wobei zwei Eintra¨ge in α gro¨ßer oder gleich Null
sind und einer kleiner Null ist. Es sind zwei Fa¨lle zu betrachten. Der erste, α1, α2 ≥ 0, α3 < 0,
ist trivial. Dann gilt az+1 = −α1α3 a1 − α2α3 a2 und es ist durch
A′ = (a1, a2)
(
Y,
( −α1α3
−α2α3
))
eine nichtnegative Matrixfaktorisierung von A′ gegeben. Der zweite Fall ist α1 < 0, α2, α3 ≥ 0
(analog dazu wa¨re α2 < 0, α1, α3 ≥ 0). Es gilt a1 = −α2α1 a2 − α3α1 az+1 und durch
A′ = (az+1, a2)
(
TY,
(
1
0
))
mit der nichtnegativen Matrix
T =
( −α3α1 0
−α2α1 1
)
ist eine nichtnegative Matrixfaktorisierung von A′ gegeben. Der Rest ist durch Spaltenpermuta-
tionen lo¨sbar. So ergibt sich auch direkt eine Faktorisierung der Ausgangsmatrix A. 
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D.2 Diagramme
Folgende Diagramme sollen die Abla¨ufe in der Multi-Level-Strategie und bei der sukzessiven
Faktorisierung sowie den Aufbau von PCD veranschaulichen.
D.2.1 Ablaufdiagramm zur Multi-Level-Strategie
Grobgitter S()
Grobgitter S(i)
Startmatrix T (i,0)
Minimalstelle Tˆ (i)
T = Tˆ (0) Transformations-
matrix zur Faktorisierung
i > 0
i = 0
Ausdu¨nnung der Daten
Grobgitterhierarchie
S() ≺ S(−1) ≺ ... ≺ S(0)
Minimierung
von f (i) durch
NL2SOL
Prolongation
S(i) → S(i−1)
Tˆ (i) → T (i−1,0)
- zuna¨chst m Zufallsstartvektoren → lokale
Minimalstellen Tˆ (,1), ..., Tˆ (,m)
- Geeignete Matrix Tˆ (,i) auswa¨hlen → Tˆ ()
In
itialisieru
n
g
Iteration
i
=

−
1,...,0
Abbildung D.1: Die Grafik zeigt das Ablaufdiagramm der Multi-Level-Strategie, beschrieben in
Abschnitt 6.4.
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D.2.2 Ablaufdiagramm zur sukzessiven Faktorisierung
Singula¨rwertzerlegung A = UΣV T
A ∈ Rk×n, ε > 0
Bestimmung eines Komponenten-
paars (Cˆ:,i, Aˆi,:) durch regularisierte
lokale Niedrigrangapproximation
‖A‖ > ε
‖A‖ ≤ ε
A(Orig) := A
Faktorenpaar abspalten
A← A− Cˆ:,iAˆi,:
i
=
i
+
1
Iteration
i
=
1,2,...
Niedrigrangapproximation
A(Orig) = Cˆ:,1Aˆ1,: + · · ·+ Cˆ:,sAˆs,: + E
Abbildung D.2: Die Grafik zeigt das Ablaufdiagramm zur Matrixfaktorisierung durch einzelnes
Abspalten der Faktoren, wie in Abschnitt 6.5 beschrieben.
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D.2.3 Ablaufdiagramm zur Implementierung
PCD.m (MatLab-File)
- Datenverwaltung
- Datenverarbeitung
- Steuerung der Multi-Level-Strategie
PureComponentDecomposition (C-File)
- Herzstu¨ck des Codes
- Rechenaufwendige Teile
- Funktionsauswertungen
- Optimierungsverwaltung
NL2SOL (Fortran-Bibliothek)
- Leistungsstarker Optimierer
- Optimierung u¨ber T
Schnittstelle: Dateien
Zahlenformat: Exponential, 16 Stellen
Schnittstelle: direkter Aufruf
Zahlenformat: double
Abbildung D.3: Die Grafik zeigt den Programmaufbau. U¨bergeordnet ein MatLab-File, darin
integriert ein C-File, welches wiederum eine Fortran-Bibliothek entha¨lt.
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