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1. INTRODUCTION
Ž .Let G be a connected reductive algebraic group defined over an
algebraically closed field K and let T be a maximal torus of G. Let X be
the character group of T and R ; X the root system of G relative to T.
Thus X is isomorphic to Z r with r s dim T , the rank of G, and for each
a g R there exists a corresponding root subgroup, i.e., a unipotent sub-
Ž .group U which is isomorphic to the additive group of K and is normal-a
ized by T according to its character a :
Ž . y1 Ž Ž . .1.1. If u : K “ U is an isomorphism then tu a t s u a t a fora a a a
all t g T and a g K.
Ï Ï ÏLet X be the group of one-parameter subgroups into T and R ; X the
Ïcoroot system. Thus X is in natural Z-duality with X and there is a
Ïnatural bijection a “ a from R to R such that, among other properties,Ï
Ï Ï² : Ž .a , a s 2 for all a g R. The collection D s X, R, X, R is called theÏ
root datum of G. A different choice of T produces an isomorphic root
datum because it is effected by an inner automorphism of G. More
generally, every isomorphism of reductive groups induces an isomorphism
of their root data. The isomorphism theorem states that, conversely, every
isomorphism of the root data of two reductive groups is induced by an
isomorphism of the groups themselves, it being understood, of course, that
the groups have the same base field K. The importance of this result
comes from the fact that, to a large extent, it embodies the classification of
the reductive algebraic groups.
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We present here a new proof of this fundamental result, one that is
quite short and is, in our opinion, much simpler than any of the other
proofs that have been given so far. Our proof works equally well for the
more general isogeny theorem which we now discuss.
Recall that an isogeny of algebraic groups is a surjective homomorphism
with finite kernel. An isogeny f : G “ G9 of reductive groups induces a
homomorphism w : X 9 “ X of character groups once corresponding maxi-
Ž .mal tori T and T 9 s f T are chosen. Here w is the cohomomorphism of
Ž .the restriction f of f to T : w x 9 s x 9( f for all x 9 g X 9. The map wT T
Ï Ïand its dual w : X “ X 9 satisfy the following conditions.Ï
1.2. w and w are injecti¤e.Ï
1.3. There exists a bijection a “ a 9 from R to R9 and positi¤e integers
Ž .q a , each an integral power of the characteristic exponent p of K, such that
Ž . Ž . Ž . Ž .w a 9 s q a a and w a s q a a 9 for all a g R.Ï Ï Ï
Ž Ž . .Recall that p s 1 in case char K s 0 so that all q a s 1 in that case
Žand that p s char K otherwise. These properties will be verified later in
.the paragraph just before 2.6 below , but for now we note that the items of
Ž .1.3 come about as follows. By applying f to 1.1 we see that f U is aa
one-parameter unipotent subgroup of G9 normalized by T 9 and hence
equals U for some a 9 g R9. We then see that, in terms of isomorphismsa 9
with K, that f : U “ U has the following form.a a 9
Ž Ž .. Ž qŽa .. Ž .1.4. f u a s u c a for some q a as in 1.3, some c g K*,a a 9 a a
and all a g K.
A homomorphism w : X 9 “ X for which 1.2 and 1.3 hold will be called
an isogeny of root data. The isogeny theorem states that every such isogeny
is induced by an isogeny of the corresponding groups:
1.5. ISOGENY THEOREM. Let G and G9 be reducti¤e algebraic groups
defined o¤er an algebraically closed field K, let T and T 9 be maximal tori of
Ž . Ž .them, and let w : X T 9 “ X T be an isogeny of their root data. Then there
exists an isogeny f of G onto G9 which maps T onto T 9 and induces w. It is
uniquely determined up to composition with the inner automorphism of G
Ž .effected by an y element of T.
The isomorphism theorem is an immediate consequence of this. For, if
w is an isomorphism then by 1.5 there exist isogenies f : G “ G9 and g :
G9 “ G corresponding to w and wy1. Then g ( f corresponds to the
identity isogeny of the root datum of G and hence equals the inner
automorphism i for some t g T. Thus g 9( f s 1 with g 9 s iy1 ( g, andt t
then f ( g 9( f s f and f ( g 9 s 1 because f is surjective. Hence f is an
isomorphism with g 9 as its inverse.
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These theorems were first proved by Chevalley in his famous seminar
w x3 , with slightly different formulation since he considered only semisimple
Ï Ïgroups, in which case X and R can be dispensed with. That is certainly the
main case, and further the step from semisimple groups to reductive
Ž .groups is a simple one as is explained below at the end of Section 3 .
w xChevalley's proofs are quite long, occupying the last five Exposes of 3 .Â
w xOther proofs and expositions have been given by Humphreys 8, 9 ,
Ž w x w x .Demazure and Grothendieck see 7 and also the guide 6 to it , Springer
w x Ž w x10 who, following Tits 15 , also considers the isomorphism theorem over
. w x w x w xan arbitrary base field , and Takeuchi 14 . In 7 and 14 the theorems are
proved for group schemes. Our own proof, at least in broad outline, is
w x Žpatterned after that of Takeuchi 14 . The existence theorem for a
reductive group with a prescribed abstract root datum, defined in 2.6
.below , which together with the isomorphism theorem yields the classifica-
Ž w xtion theorem and which is also substantially due to Chevalley see 2]4 , as
w x.well as 10, 11 , will not be considered here.
The rest of the paper is organized as follows. The main proofs occur in
Sections 3 and 4 following some background material in Section 2 designed
to clarify our formulations and proofs. Section 4 contains our main
contribution to the subject, a short deduction of the isogeny theorem from
the case in which the groups have semisimple rank 1, a case which is done
w xin Section 3, following Chevalley 3 with some simplifications. At the end
of Section 4 some examples of isogenies are given. This is followed by a
Ž .final section in which some further results see 5.3, 5.4, and 5.5 , suggested
Ž .by the main result proved in Section 4 see 4.3 , are formulated and
proved.
Our results, some in preliminary form, were presented in a lecture on
July 3, 1997, at a NATO ASI conference at the Newton Institute in
Cambridge. The substance of that lecture, with some of the proofs sketched
w xin, appears in the conference proceedings 13 .
2. SOME RECOLLECTIONS
In this section we present some background material for the results that
Ž .we are pursuing. As references for this material, as well as for linear
w xalgebraic groups in general, we cite 1, 3, 9, 10 . All algebraic groups that
appear in this paper are assumed to be defined over the same algebraically
closed field K and they are identified with their groups of K-rational
elements.
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2.1. Reducti¤e Groups
Recall that an algebraic group is semisimple if it is connected and its
radical, i.e., its maximal connected normal solvable subgroup, is trivial,
while it is reducti¤e if it is connected and its radical is a torus, i.e., is
isomorphic to the direct product of a number of copies of K*, the
multiplicative group of K. If G is a reductive group then it has the
decomposition G s ST in which S is semisimple and T is a torus and0 0
both actors are normal. These condition determine S and T uniquely: S is0
the derived group of G or else its unique maximal semisimple subgroup,
one containing all others, while T is the radical of G or else the identity0
component of its center. Further S l T is finite. The rank of G is the0
Ž .dimension of any of its maximal tori all of which are conjugate and the
semisimple rank of G is the rank of its semisimple component S. The
standard example here is G s GL , the group of invertible n = n matri-n
ces, with S s SL , the subgroup of matrices of determinant 1, and T then 0
subgroup consisting of the scalar multiples of the identity. For each of
GL and SL the diagonal elements form a maximal torus. Thus the rankn n
of GL is n and its semisimple rank is n y 1.n
2.2. The Big Cell
Let G be a reductive group, T a maximal torus, X its character group,
R ; X its root system, Rq its positive subsystem relative to some ordering
Ž .of X, and U the root subgroup for a g R so that 1.1 holds . Then each ofa
U s ŁU and V s ŁU , the product over all a g Rq in each case, is aa ya
maximal connected unipotent subgroup of G which is independent of the
order of the factors in the product and is, as an algebraic variety,
isomorphic to the direct product of these factors. Further TU and TV are
Borel subgroups of G, i.e., maximal connected solvable subgroups. Finally
Ž .C s VTU the big cell is a dense open part of G and it also is isomorphic
to the direct product of its factors. A consequence of all this is the
following formula.
< <2.3. dim G s dim T q R .
For G s GL with T its diagonal subgroup the roots are a :n i j
Ž . y1 Ž .diag c , c , . . . , c “ c c i, j s 1, 2, . . . , n, i / j , the condition i - j1 2 n i j
defining the positive ones, and the corresponding root subgroups are
 < 4 Ž .U s 1 q aE a g K, E the matrix unit . Thus U resp. V is the groupi j i j i j
Ž .of all superdiagonal resp. subdiagonal unipotent matrices and C is the
Ž .set of matrices for which the 1 = 1 minor determinant , the 2 = 2




For GL , a , the coroot of a , is the map of K* into T which sends cÏn i j i j
to the diagonal matrix with c in the ith position, cy1 in the jth, and 1
Ž Ž .. Ž y1 .y1 2 ² :elsewhere. Thus a a c s c c s c , putting the relation a , aÏ Ïi j i j
s 2 in evidence. In the general case a can be defined as follows.Ï
2.5. With the notation as in 2.1 let G be the reducti¤e subgroup of G ofa
semisimple rank 1 generated by T , U , and U and let w g G representa ya a a
the nontri¤ial element of the Weyl group of G relati¤e to T , acting on T anda
ÆŽ .hence also on X s X T . Then there exists a unique a g X such thatÏ
² :w x s x y x , a a for all x g X.Ïa
² :It follows from 2.5 that a , a s 2, either because w a s ya orÏ a
because w2 s 1, both of which hold because the semisimple rank of G isa a
Ï1. Also if the scalars are extended to R and X is identified with X via any
w -invariant positive-definite bilinear form then a takes on the familiarÏa
Ž Ž ..form 2r a , a a so that 2.5 yields the important fact that
Ž . Ž .2 b , a r a , a g Z for any two roots a and b.
Ž .For the proof of 2.5 we note first that x is a weight for some rational
G -module V. For, x , being a regular function on T , is the restriction ofa
one, f , on G , which generates a G -module V by left translation; thena a
writing f as a sum of nonzero weight functions in V and restricting their
domains to T we see that x must be the weight of one of them. Next for
Ž . Ž . i Ž .¤ g V we have ) u a ¤ s Ý a ¤ since u a is a polynomial in a.a iG 0 i a
Ž .We claim that if ¤ is a vector of any weight c then ¤ is a vector ofi
Ž .weight c q ia , for every i. If we apply t g T to ) we get on the left
Ž . y1 Ž Ž . . Ž . Ž . Ž . i i Ž .tu a t ? t¤ s u a t a ? c t ¤ , which equals c t Ýa t a ¤ by ) ,a a i
i Ž . Ž . iand on the right Ýa t¤ . Thus t¤ s c t a t ¤ and ¤ is a vector of weighti i i i
 < 4c q ia . Thus if V c g X is the set of weight spaces for V, it followsc
Ž .that V / 0 and that ÝV i g Z is invariant under T , U , and U andx xqia a ya
hence also under G and w . Thus w x s x q ia for some i g Z, and thea a a
Ïmap x “ yi defines an a g X for which 2.5 holds; and clearly a isÏ Ï
unique.
We now verify the condition 1.2, 1.3, and 1.4 of the Introduction. Recall
Ž .that f : G “ G9 is an isogeny of reductive groups and that w : X T 9 “
Ž .X T is a corresponding isogeny of root data. Turning to 1.4 first, we know
Ž Ž .. Ž Ž ..at least that f u a s u g a with g a nonconstant polynomial. If wea a 9
Ž Ž ..apply f to 1.1 and then use 1.1 in the group G9 along with a 9 f t s
Ž .Ž . Ž . Ž . Ž .Ž . Ž . Ž Ž . .w a 9 t t g T , we get ) w a 9 t g a s g a t a . Thus g is homoge-
Ž . Ž . qŽa . Ž . Ž .neous, of the form )) g a s c a c g K* , and q a must be aa a
Ž .power of the characteristic exponent p because g is an additive isogeny
Ž . Ž .from K to K, whence 1.4. Then )) substituted into ) yields
Ž .Ž . Ž .qŽa . Ž . Ž . Ž .w a 9 t s a t , i.e., w a 9 s q a a . We note next that f w may bea
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taken as w in G9 because it normalizes T 9 in G nontrivially. Thereforea 9 a 9
Ž . Ž .w ( 1 y w s 1 y w (w. If we apply this to x 9 g X 9 and use 2.5 wea 9 a
² : Ž . ² Ž . : ² Ž .:get x 9, a 9 w a 9 s w x 9 , a a , which equals x 9, w a a . Since thisÏ Ï Ï Ï
Ž . Ž . Ž .holds for all x 9 g X 9 , it follows from w a 9 s q a a that w a sÏ Ï
Ž .q a a 9, so that 1.3 holds. Finally, the conditions of 1.2 hold because f isÏ T
an isogeny: it is surjective and its kernel is finite.
2.6. Abstract Root Datum
By definition, one of these consists of a lattice X of finite rank, its dual
Ï ÏX, and finite subset R and R in bijective correspondence a l a suchÏ
that:
² :2.7. a , a s 2 for all a g R.Ï
² :2.8. For all a g R, the in¤olutory map defined by w x s x y x , a aÏa
ÏŽ .x g X and its dual permute the elements of R and of R.
Ž .2.9. If a g R and ma g R m ) 0 then m s 1.
These condition capture the essence of a root datum since they ensure
Žthe existence of a corresponding reductive group this is Chevalley's
.existence theorem mentioned earlier . From them it follows that the group
Ž .W generated by all w a g R is finite and then, with the help of aa
ŽW-invariant positive-definite bilinear form, that R is a root system called
.reduced by some authors because 2.9 holds and that W is its Weyl group.
w xFor further details we cite 7, Exp. XXI .
3. THE ISOGENY THEOREM: START OF THE PROOF
We first prove the uniqueness in 1.5. Let f and f both satisfy the1
Ž Ž .. Ž Ž ..Ž .conclusion there. Then they agree on T since x 9 f t s w x 9 t s
Ž Ž ..x 9 f t for all t g T and x 9 g X 9. Let S be a basis for R. Thus every1
root is expressible uniquely as Ý n a with the n integers all havinga g S a a
Ž . Ž . Žthe same sign. For each a g S it follows from w a 9 s q a a notation
. Ž Ž .. Ž qŽa ..as in 1.3 that f u a s u c a as in 1.4, and similarly for f witha a 9 a 1
c replaced by d . Since S is a linearly independent set there exists t g Ta a
Ž .qŽa . y1such that a t s d c for all a g S. Let f s f ( i , with i the innera a 2 t t
automorphism of G effected by t. Then f and f agree on every U2 1 a
Ž .a g S , as well as on T , hence also on the Borel subgroup B that these
groups generate. It follows that they agree on all of G since the map
Ž . Ž .y1xB “ f x f x from GrB to G9 must be constant, of value 1, because2 1
GrB is complete and G9 is affine. Thus f s f s f ( i , as required.1 2 t
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ŽThe rest of this section is devoted mainly to the proof of 1.5 the
.existence of f is all that remains for groups of semisimple rank 0, that is,
for tori, and for groups of semisimple rank 1.
If T and T 9 are any two tori there exists a fundamental bijective
Ž . Ž .correspondence between Hom T , T 9 and Hom X 9, X . For, any homo-
w x w xmorphism w : X 9 “ X leads to a homomorphism w ; K T 9 “ K T of1
the corresponding algebras of regular function because the characters on
any torus form a linear basis for its algebra of regular functions; and w is1
the cohomomorphism of a unique homomorphism f : T “ T 9. If w is an
isogeny, then, by 1.2, f is also.
This 0th case of the isogeny theorem leads to the following reformula-
tion of it, with the uniqueness statement omitted.
3.1. With the assumption as in 1.5 let f : T “ T 9 be the isogeny corre-T
sponding to w : X 9 “ X discussed abo¤e. Then f extends to a homomor-T
phism f : G “ G9.
To see that 3.1 implies 1.5 it is enough to know that f in 3.1 is an
isogeny since then it is clear that w is the corresponding isogeny of root
data. First f is surjective since it maps U onto U for each a g R, as wella a 9
as T onto T 9, and these groups generate G and G9. Also dim G s dim G9
< < < <by 2.3 because dim T s dim T 9, as we have seen, and R s R9 by the
property 1.3 of w. Thus Ker f has dimension 0 and hence is finite.
Next we recall two results of Chevalley and sketch his proofs of them
since they are not widely available and in any case are quite simple.
3.2. Let f : G “ G and f : G “ G be isogenies of reducti¤e algebraic1 1 2 2
groups and let c and c be the corresponding isogenies of root data relati¤e1 2
Ž . Ž .to compatible maximal tori T , T s f T , and T s f T of G, G , and G .1 1 2 2 1 2
Assume that c s c (w with w an isogeny of root data between G and G .2 1 1 2
Then there exists an isogeny g : G “ G whose isogeny of root data is w.1 2
3.3. The same conclusion holds if we are gi¤en instead isogenies f :1
G “ G and f : G “ G such that c s w (c relati¤e to the maximal tori1 2 2 1 2
y1Ž . y1Ž .T , f T , and f T .1 2
We start the proof of 3.2 by noting that Ker f is finite and normal,1
hence is central and hence is contained in the maximal torus T because
Ž .any such torus equals its own centralizer in any reductive group . Since
c s c (w it follows that Ker f ; Ker f and hence that f s g ( f for2 1 1 2 2 1
some g : G “ G which is, at least, an isogeny of abstract groups. Let g 9:1 2
T “ T be the homomorphism for which w is the cohomomorphism. We1 2
have g ( f s f s g 9( f on T because c s c (w, so that g s g 9 on T1 2 1 2 1 1
Žbecause f is surjective. Thus g : T “ T is a morphism of algebraic1 1 2
.varieties and w is its comorphism, so that it remains only to show that g is
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a morphism on all of G . Let a , a , and a be roots on T , T , and T1 1 2 1 2
Ž . Ž .related in pairs by c , c , and w see 1.3 . Then f U s U and1 2 1 a a1
Ž . Ž .f U s U so that g U s U . Further g : U “ U is a morphism2 a a a a a a2 1 2 1 2
Ž . Ž . Ž .since, if w a s q a a , it has the form of 1.4 with q a replaced by2 1 1
Ž .q a . It follows from 2.2 that g is a morphism on the big cell of G and1 1
hence also on the union of its translates, which is G itself. Thus g is an1
isogeny of algebraic groups, and 3.2 is proved. Consider now 3.3. Let G be3
Ž .the identity component of the group of all x , x in G = G such that1 2 1 2
Ž . Ž .f x s f x . The projections p and p of G onto G and G are seen1 1 2 2 1 2 3 1 2
to be isogenies. Hence G is reductive. Let p and p be the correspond-3 1 2
y1Ž y1Ž ..ing isogenies of root data relative to T , T , and p f T s1 2 1 1
y1Ž y1Ž .. Ž .p f T . We have by construction ) f ( p s f ( p . Thus p (c2 2 1 1 2 2 2 2
ÃŽ .s p (c s p (w (c and then p s p (w because c is injective .1 1 1 2 2 1 2
Therefore by 3.2 applied to p : G “ G and p : G “ G there exists an1 3 1 2 3 2
isogeny g : G “ G with w as its isogeny of root data, as required.1 2
We turn now to the proof of 1.5 for groups of semisimple rank 1. For
ÏŽ  4  4. ² :such a group the root datum is X, "a , X, "a with a , a s 2. OurÏ Ï
starting point is that if G is a semisimple group of rank 1 then there exists
an isogeny f : G “ PGL . This comes from two facts: If B is a Borel2
subgroup of G, then GrB is isomorphic to P1, the projective line; and
Ž 1. ŽAut P s PGL which can be realized as a linear algebraic group via the2
.adjoint action of GL on its Lie algebra . The natural action of G on GrB2
thus leads to a homomorphism f from G to PGL which is seen to be an2
Ž .isogeny. We also need the fact that the corresponding value of q a s
Ž .q ya in 1.3 and 1.4 is 1, which may be seen as follows. Let B s TU anda
Ž .V s U . For ¤ g V we get from f ¤ back to ¤ by applying the followingya
Ž .sequence of morphisms. First restrict the action of f ¤ from GrB to
VBrB, then evaluate at BrB to get ¤BrB and finally apply the isomor-
Ž .phism VBrB “ V which comes from the fact see 2.2 that VB s V TU isa a
Ž .a direct product of its factors. It follows that f : V “ f V is an isomor-
Ž .phism and hence that q ya s 1.
We can now prove 1.5, when G and G9 are semisimple of rank 1.
Assume first that G9 s PGL . Let f : G “ PGL be the isogeny of the2 1 2
previous paragraph and f the corresponding isogeny of root data. It may
Ž .be assumed that f T s T 9 s the subgroup of diagonal matrices of PGL .1 2
Ž . Ž . Ž . Ž . Ž .Then f a 9 s a and w a 9 s q a a see 1.3 , so that w s q a f .1 1
Therefore F ( f , with F the Frobenius map which replaces allqŽa . 1 qŽa .
Ž .coordinates by their q a th powers, is an isogeny which realizes w, and 1.5
holds. In case G9 / PGL , let g : G9 “ PGL be any isogeny and c the2 2
corresponding isogeny of root data. By the case just done there exists an
isogeny h: G “ PGL with w (c as its isogeny of root data. Then 3.3,2
applied to the isogenies h: G “ PGL and g : G9 “ PGL , yields an2 2
isogeny f : G “ G9 with w as its isogeny of root data, as required.
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A consequence of the result just proved is that every semisimple group
of rank 1 is isomorphic to SL or PGL since these groups realize the only2 2
possibilities for a root datum: either ar2 is a generator for X or else a is,
² :because a , a s 2. The proofs just given, from 3.2 on, are, with someÏ
w xsimplifications, culled from Chevalley 3 .
We now consider the general case of reductive groups of semisimple
rank 1. Let G s ST with S its semisimple component and T its radical,0 0
and let T s T T with T s T l S, a maximal torus of S; and similarly forS 0 S
G9. We assume first that G s ST is a direct product, so that T s T T is0 S 0
Ï Ïalso; and likewise for G9. Accordingly, each of X, X, X 9, and X 9 is a
direct product, and this implies that the isogeny of root data w is also. For
Ž . Ž . Ž Ž X .. Ž .w a 9 s q a a yields that w X T ; X T , since both of these latticesS S
Ž . Ž . Ž . Žhave rank 1, while w a s q a a 9 together with the fact that X T resp.Ï Ï Ï 0
Ž X .. Ž . Ž Ž .. Ž .X T is the annihilator in X T resp. X T 9 of a resp. a 9 yields thatÏ Ï0
Ž Ž X .. Ž .w X T ; X T . Thus w is a direct product, and similarly w is also.Ï0 0
Accordingly, the present case of 1.5 follows from two simpler cases, that of
semisimple groups of rank 1 and that of tori, cases which have already
been done. Now, dropping the assumption that G and G9 are direct
products, we consider the natural isogenies S = T “ ST s G and G9 “0 0
G9rT X = G9rS9, as well as c and c 9, the corresponding isogenies of root0
data. By the case just done there exists an isogeny from S = T to0
G9rT X = G9rS9 corresponding to the isogeny of root data c (w (c 9, thus0
by 3.3 one from S = T to G9 corresponding to c (w, and finally by 3.20
one from G to G9 corresponding to w, as required.
The argument just given, slightly extended, works even if G and G9 do
not have semisimple rank 1 and thus justifies our assertion in the Introduc-
tion that the general case of 1.5 is a simple consequence of the semisimple
case.
4. THE ISOGENY THEOREM: COMPLETION
OF THE PROOF
In this section we deduce the isogeny theorem from the special case of
groups of semisimple rank 1 just done, and then we consider some
examples of isogenies. The notation introduced earlier in connection with
reductive groups and isogenies remains in effect.
 < 44.1. Let S be a basis for R. Then S9 s a 9 a g S is a basis for R9.
By the properties 1.2 and 1.3 of w each element of R9 is a unique linear
combination of the elements of S9 in which the coefficients are rational
numbers all of the same sign, and clearly those elements for which the
signs are all positive form a positive subsystem RX of R9. From this andq
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the fact that R9 satisfies 2.9 it follows that a decomposition a 9 s b9 q g 9
Ž X .a 9 g S9; b9, g 9 g R is impossible and thus that S9 is a basis.q
² :Now for each a g S let V s U and G s T , U , V , a reductivea ya a a a
Ž .group of semisimple rank 1 with X, " a , . . . as its root datum; and
similarly for a 9 and G ; G9.a 9
4.2. Let f : T “ T 9 be the isogeny corresponding to the homomorphismT
w : X 9 “ X. Then, for each a g S, f extends to an isogeny of G onto G .T a a 9
This follows from the isogeny theorem for groups of semisimple rank 1
as reformulated in 3.1. In view of this, to establish the theorem in general
it is enough to prove the following result.
4.3. The map f : D G “ G9 coming from 4.2 extends to a homo-a g S a
morphism f : G “ G9.
Ž .As mentioned earlier a more general result see 5.3 will be obtained in
the next section. We construct the extension here by constructing its
Ž Ž .. <graph. Thus let G0 be the subgroup of G = G9 generated by x, f x x
4g D G . It is closed and connected because the generating sub-a g S a
groups are so.
4.4. The projection p: G = G9 “ G maps G0 isomorphically onto G.
It is enough to prove 4.4 since then f s p9( py1: G “ G9 satisfies the
requirements of 4.3. We do this in several steps.
4.5. The projections of G0 into G and into G9 are surjecti¤e.
Here p is surjective because its image contains D G , a generatinga g S a
set for G because S is a basis for R; and similarly for p9 because of 4.1.
4.6. The group G0 is reducti¤e.
Since G and G9 are reductive the radical of each is a torus and
therefore, by 4.5, that of G0 is also.
Y Ž Ž .. < 4 <Now, for each a g S, let U s x, f x x g U , the graph of f U , leta a a
V Y, T 0, and GY be defined similarly, and let U0 and V 0 be the groupsa a
generated by all UY and all V Y, respectively. The groups UY, U0, V Y, anda a a a
V 0 are closed connected unipotent subgroups of G0 and they are all
normalized by T 0, which is a torus isomorphic to T via p.
4.7. The set C s V 0 T 0U0 is a dense open part of G0.
First C is a dense open part of its closure because it is an orbit in the
left = right action of V 0 = T 0U0 on G0. For the proof that this closure is
G0 we use the following fact.
Y Y Ž .4.8. The groups V and U commute elementwise for all a , b g S,a b
a / b.
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This follows from the corresponding results in G and G9, which hold
because S and S9 are bases for R and R9.
We return to the proof of 4.7, bearing in mind constantly that C s
Y Y Y YŽ .V 0 T 0U0. We show first, by induction on n, that ) U V V ??? V ; Ca a a a1 2 n
for any elements a , a , . . . , a of S. If n s 0 this is obvious. Assume that1 n
n ) 0. If a / a then UY V Y s V YUY by 4.8, while if a s a then1 a a a a 11 1Y Y Y Y Y Ž .U V ; G s V T 0U . Thus in both cases ) follows from the inductiona a a a a1 Y Y YŽ .assumption. We have U V 0 ; C by ) since V 0 s V V . . . for somea a a1 2Y Yelements a , a , . . . of S. It follows that U C : C, and clearly V C : C1 2 a a
Y Y Ž .and T 0 C : C. Since the subgroups U , V a g S , and T 0 generate G0,a a
the subset C must be all of G0, as required.
4.9. T 0 equals its centralizer in G0. Hence it is a maximal torus of G0.
First the centralizer of T 0 in C is T 0 since the corresponding result is
true in G and in G9. It follows from 4.7 that the centralizer of T 0 in G0,
Žwhich is connected and hence irreducible for any torus in any connected
.group , contains T 0 as a dense open part and hence equals it because T 0
is closed, as required.
4.10. The projection p: G0 “ G is bijecti¤e and the induced map of
maximal tori p: T 0 “ T is an isomorphism.
The last point was noted near the start, and the surjectivity of p holds
Ž .0by 4.5. For the injectivity, we note first that since Ker p is normal and
disjoint from the maximal torus T 0 it consists of unipotent elements and
therefore is solvable and equal to its own radical, by a theorem of Kolchin,
which states that every unipotent group is isomorphic to a group of
matrices in strict superdiagonal form. On the other hand, this radical
Ž .0consists of semisimple elements since Ker p is a connected normal
subgroup of the reductive group G0 and hence is itself reductive. Thus
Ž .0Ker p is trivial. Then Ker p is also trivial since it is finite and normal,
hence also central and therefore contained in T 0.
We can now complete the proof of 4.4, which, as we have seen, is all that
remains to be done. The properties in 4.10 are not quite enough to make p
Ž .an isomorphism as is shown in 4.11 below . However, in the present case
p also induces an isomorphism between all corresponding pairs of root
subgroups of G0 and G, since this is true for the root subgroups UY anda
Ž .U a g S by construction and the others are conjugate to these undera
the Weyl groups. It therefore induces an isomorphism between the big
Ž .cells see 2.2 of G0 and of G. Since the translates of the big cell in any
group form an open covering, it follows that p itself is an isomorphism.
Thus 4.4 is proved, and with it the isogeny theorem 1.5.
We conclude this section with some examples of isogenies, all for simple
algebraic groups. First there are the central isogenies, those, f , for which
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Ž .Ker df is central as well as Ker f , which is always central as we have seen ,
Ž .or, equivalently, those for which every q a in 1.3 and 1.4 is 1. These are
Ž .just the covering maps familiar from Lie theory the case K s C such as
Spin “ SO , SL “ PGL , and, more generally, G “ Ad G.n n n n
If char K s 0 these are the only isogenies, but if char K s p / 0 there
are others and those enter into another important classification, that of
Žthe finite simple groups, a substantial subset of which the finite Chevalley
Ž w x ..groups, twisted and untwisted see 12 and the reference given there can
be constructed in terms of fixed-point-subgroups of isogenies which are
endomorphisms of simple algebraic groups. We have already mentioned
Ž n .the simplest of these, the Frobenius F q s p , n G 0 which, in terms ofq
a suitable matrix realization, simply replaces each coordinate of the given
group by its qth power. Accordingly the isogeny of root data is multiplica-
tion by q, or its composition with an automorphism, and the fixed-point-
subgroup is finite since its coordinates are all in the finite field F . Moreq
exotic examples occur when there are two root lengths whose ratio squared
Ž Ž ..is just p s char K. Then, with a identified with 2r a , a a , multiplica-Ï
nŽ . Ž .tion by p a , a r2 a any long root, n G 0 effects an isogeny between0 0 0
Ï Ï Ï Ï n nq1Ž . Ž .D s X, R and its dual D s X, R which sends a g R to p a or p aÏ
Ïaccording as a is a long root or a short root. In case R is isomorphic to R
this leads us back to D and hence to an endomorphism of the given
Žalgebraic group and yet other finite simple groups the Suzuki groups and
Ï.the Ree groups . There remains only the case p s 2, D of type B , and Dr
Ž .of type C r G 3 , which enters into another interesting phenomenon.r
4.11. An isogeny of simple algebraic groups which is an isomorphism on a
corresponding pair of maximal tori must itself be an isomorphism, with the
Ž .sole exception of certain isogenies SO “ Sp r G 1 in characteristic 2.2 rq1 2 r
Ž .We shall not give the proof which is easy , only spell out the exceptional
case, which is unique as in 1.5 once corresponding maximal tori have been
chosen. Let G s SO relative to the quadratic form x 2 q Ýn x x2 nq1 0 is1 i nqi
2 nq1 n Ž X X .on K and G9 s Sp relative to the skew form Ý x x y x x2 n is1 i nqi nqi i
2 n Ž .on K . The group G fixes the basis vector ¤ only because char K s 20
and hence acts on K 2 nq1rK¤ , K 2 n. The result is an isogeny from G to0
G9 which restricts to an isomorphism between the maximal tori consisting
of the diagonal elements of these groups.
5. SOME EXTENSIONS
Before considering our further results, we note that the isogeny theorem
can be extended to a theorem about arbitrary surjective homomorphisms
of reductive groups which can be proved in the same way. The main
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change is that in the induced maps of root data the conditions 1.2 and 1.3
should be replaced by:
5.1. w is injecti¤e.
5.2. There exists a partition R s R j R such that 1.3 holds with R1 2
ÏŽ .replaced by R and w b s 0 for all b g R .Ï1 2
Now we come to the main results of this section.
5.3. THEOREM. Let G be a reducti¤e algebraic group, T a maximal torus
 < 4of G, S a basis for its root system, and G a g S the correspondinga
collection of reducti¤e subgroups of semisimple rank 1, and let the other
notation be that used earlier. If f : D G “ H is a map into an algebraica g S a
Ž . Ž .group H such that f is a homomorphism on each G and f V and f Ua a b
commute for all a , b g S, a / b , then f extends to a homomorphism of G
into H.
This is the generalization of 4.3 referred to earlier; observe that no
target reductive group is prescribed. It also generalizes, at least for
w xreductive groups, a result of Cline et al. 5 , which states that the conclu-
 4sion holds when G is replaced by the family of parabolic subgroups ofa
semisimple rank 1 containing a given Borel subgroup, even when G is not
reductive.
We shall deduce 5.3 from the following results.
 < 45.4. THEOREM. Let H be an algebraic group and in it let G a g S bea
a finite collection of reducti¤e subgroups of semisimple rank 1 with a common
 4maximal torus T relati¤e to which the roots are "a and the root subgroups
 4 Ž .U . Assume that S is a linearly independent subset of X s X T and that" a
V s U and U commute for all a , b g S, a / b. Then the group Ga ya b
generated by the G is a reducti¤e group, T is a maximal torus of it, and S is aa
basis for its root system relati¤e to T.
Ï ÏŽ .5.5. THEOREM. Assume as in 5.4 and also that D s X, R, X, R is an
 < 4abstract root datum realized on T in such a way that a a g S is a basis for
Ï 4  4R, and a , also coming from G , is the corresponding basis of R. Then D isÏ a
the root datum of G relati¤e to T.
Our plan is to deduce 5.5 and 5.3 from 5.4 and then to prove 5.4.
Consider first 5.5. The Weyl groups of D and of G relative to T are the
 < 4same since their generators w a g S are the same, by the formulas ofa
2.5 and 2.8. Hence so are their root systems and coroot systems, given by
Ï ÏR s WS and R s WS. Thus 5.4 implies 5.5. Consider now 5.3. The graphs
X Ž Ž .. < 4 Ž .G s x, f x x g G a g S in G = H satisfy the conditions of 5.5a a
Ž .with D s D G and hence they generate a reductive group L with D as its
root datum. By arguments given earlier, the projection p : L “ G is an1
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isomorphism and p ( py1: G “ L “ H yields the required extension of2 1
5.3. Thus 5.5 implies 5.3.
It remains to prove 5.4, which we do in several steps.
Ž .In G let U be the subgroup generated by the U a g S and V thata
generated by the V . These subgroups are normalized by T since the Ua a
and V are, so that TU and TV are also subgroups. All of these subgroupsa
are closed and connected because the subgroups that generate them are.
5.6. The groups U and V are unipotent. The groups TU and TV are
sol¤able.
For the proof of the first statement and other matters we introduce the
first of several one-parameter subgroups which play significant roles in our
development.
5.7. There exists a one-parameter subgroup l into T and a positi¤e integer
² :n such that a , l s n for all a g S.
This follows from the fact that S is a linearly independent subset of
Ž .X s X T and hence is part of a basis of the extension of X to a vector
space over the rationals.
Ž . Ž . Ž .Now, in the proof of 5.6, let u s u a u a ??? a g S, a g K bea 1 a 2 i i1 2
Ž .any element of U. Then with l as in 5.7 and c g K* arbitrary we have )
Ž . Ž .y1 Ž n . Ž n .l c ul c s u c a u c a ??? . In any realization of G as a group ofa 1 a 21 2
matrices the characteristic polynomial of the left-hand side is independent
of c. Thus each coefficient of this polynomial on the right-hand side is a
polynomial in c which is independent of c g K* and hence is equal to its
value at c s 0, where the right-hand side is 1. Thus u has the same
characteristic polynomial as 1 and hence is unipotent. Thus U is unipotent
and hence solvable as noted earlier. Since T is Abelian and it normalizes
U, it follows that TU is solvable. Here, and elsewhere, if S is replaced by
yS then the results obtained for U and TU become those for V and TV.
5.8. The set C s VTU is a dense open part of G. As a set it is the direct
product of its three factors.
The proof of the first statement is the same as that of 4.7 with 4.8 now
one of the assumptions. In the proof of the second, we use the following
result.
Ž . Ž .5.9. If l is as in 5.7 then Z Im l s 1 and Z Im l s 1.U V
Ž .If u g Z Im l is arbitrary then u, written as in the proof of 5.7, equalsU
Ž .the right-hand side of the equation ) there, which is thus independent of
c g K* and hence equal to its value at c s 0. Thus u s 1, as required.
Now let ¤ s tu be any element of V l TU. If we conjugate this
Ž . Ž .equation by l c c g K* we get on the right-hand side a polynomial in c
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and on the left-hand side a polynomial in cy1. Thus both sides are
Ž .independent of c, so that ¤ g Z Im l and ¤ s 1 by 5.9. Thus V l TU sV
1. Since also T l U s 1, because T consists of semisimple elements and U
of unipotent ones, the second part of 5.8 holds.
Ž .5.10. Z Im l s T. Hence T is a maximal torus of G.G
Ž .First Z Im l s T with C s VTU, by 5.9 and the second part of 5.8.C
The required result then follow from the first part of 5.8 as in the proof of
4.9.
5.11. For each a g S there exists a one-parameter subgroup l into Ta
² : ² :such that a , l s 0 and b , l s n for some n ) 0 and all b g S,a a
Ž .b / a ; the proof is like that of 5.7. Then the following holds: ) For any
Ž . Ž . Ž . Ž .y1c g K* and any u s u a u a ??? g U, we have l c ul c sa 1 a 2 a a1 2
Ž X . Ž X . X nu a u a ??? with a s a or c a according as a s a or not. Herea 1 a 2 j j j j1 2
Ž .the right-hand side of ) is a polynomial in c which at c s 0 yields an
element u of U. The resulting map u “ u will be denoted p .1 1 a
5.12. With the notation as abo¤e, p is a retraction from U to U . If U X isa a a
the kernel of p then U s U U X , semidirect. Finally, the reflection w ,a a a a
realized in the normalizer of T in G , normalizes U X .a a
Ž .From its definition p is a rational homomorphism from U to Ua
Ž .which, by the formula ) of 5.11 sends each element of U to itself anda
Ž .each element of U b / a to 1. This implies the first assertion of 5.12,b
X Žwhich in turn implies the second. We note next that U is connected anda
.hence irreducible because, as is easily seen, it is generated by the groups
y1 Ž .uU u u g U, b g S, b / a . Because of this and 5.8, to prove the thirdb
assertion it is enough to show that waU X l VTU : U X . Let wa u9 s ¤tu bea a
any element of this intersection. We rewrite this as wa u9 ? uy1 s ¤t and
Ž . Ž . ² :conjugate by l c c g K* . Since w fixes l , because a , l s 0, wea a a a
waŽ Ž . Ž .y1 . Ž Ž . y1 Ž .y1 .get on the left-hand side l c u9l c ? l c u l c , which isa a a a
a polynomial in c, and on the right side a polynomial in cy1, so that both
Ž y1 .sides are independent of c. At c s 0 the left-hand side is p u becausea
X Ž y1 .u9 g U s Ker p , and the equation reads p u s ¤t. Then 5.8 yieldsa a a
Ž y1 . wa¤ s 1, t s 1, and p u s 1, so that, by the original equation, u9 s 1 ?a
1 ? u is in Ker p s U X , as required.a a
Ž .5.13. If l is as abo¤e then Z Im l s U .a U a a
² :Since a , l s 0, the right-hand side is included in the left-hand side.a
Ž . Ž . Ž .y1If u g U commutes with all l c then u s l c ul c is a polyno-a a a
mial in c g K* which is independent of c and at c s 0 an element of Ua
Ž .by the formula ) of 5.11. Thus the left-hand side is included in the
right-hand side.
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5.14. Let x be any root of G relati¤e to T , U a corresponding rootx
² :subgroup, and l as in 5.7. Then x , l is nonzero, and U is contained in Ux
² :or in V according as x , l is positi¤e or negati¤e.
² : Ž .First x , l / 0 since otherwise U ; Z Im l , which is T by 5.10, andx G
² :that is impossible. Assume that x , l ) 0. To show that U ; U it isx
enough, by 5.8, to show that U l VTU ; U. Let x s ¤tu be any elementx
of the intersection. If we rewrite this as xuy1 s ¤t and then conjugate by
Ž . Ž .l c c g K* we get on the left a polynomial in c and on the right one in
cy1 so that both sides are independent of c. Hence ¤ s 1 and xuy1 s t,
which equals 1 since it is unipotent, because the unipotent elements in the
connected solvable group TU form a subgroup, as well as semisimple. Thus
x s u, an element of U as required.
Ž .5.15. Let W be the group generated by all w a g S , thought of as actinga
 < 4on T and on X, and let R s wa w g W, a g S . Each r g R is a root of
G relati¤e to T , and the corresponding root subgroup U is unique. Finally,r
Ž .mr m ) 0 is a root only if m s 1.
If r s wa above then r is a root because wU is a corresponding roota
subgroup. For the rest of the proof we may assume that r s a . Now any
Ž .root subgroup for a root ma m ) 0 is contained in U by 5.14, and
² : Ž .hence, because a , l s 0, in Z Im l , which is U by 5.13. Thus thea U a a
root subgroup is U and ma s a , which proves the last two parts of 5.15.a
5.16. R in 5.15 is a root system, W is its Weyl group, and S is a basis
for R.
Ž . Ž . Ž .First W is finite because it is contained in N T rT s N T rZ T ,G G G
which is finite for any torus in any algebraic group. Hence R is also finite.
Relative to any W-invariant positive-definite bilinear form on X, each wa
Ž .a g S is seen to be the reflection corresponding to a . Since also W
stabilizes R and, for each r s wa , contains the reflection w s ww wy1, itr a
Ž .follows that R is a root system which is reduced by the last point of 5.15
and that W is its Weyl group. Each r s wg g R is an integral linear
combination of the elements of S, by the formula of 2.5 and induction on
Ž . Ž .the length of w as a product of w b g S : ) r s Ý n a . Assum-b a g S a
Ž .ing, as we may, that r, l ) 0 in 5.14, and hence that U ; U, we mustr
show that every n G 0. Let lX be a one-parameter group into T such thata a
² X : ² X :a , l s n ) 0 and b , l s 0 for all b g S, b / a . Thena a
X Ž . Ž . X Ž .y1 Ž m .l c u a l c is a polynomial in c by earlier arguments, i.e., u c aa r a r
² X :is, with m s r, l s nn . Thus m G 0 and then n G 0, as required.a a a
5.17. For some w g W we ha¤e w 0U s V.0
ŽSince S and yS are bases for R there exists w g W the ``longest''0
.element such that w S s yS. Then w , realized in the normalizer of T ,0 0
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 < 4conjugates the generating set U a g S of U onto the generating seta
 < 4U s V a g S of V.ya a
5.18. E¤ery nontri¤ial closed subgroup of U normalized by T contains
Ž .some U r g R .r
If A is such a subgroup then w 0 A ; V by 5.17, whence w 0 A o U. Since
w is the product of a sequence of w 's there exist w g W and a g S such0 a
w waŽw .that A ; U and A o U. Replacing wA by A as we may we have
A ; U and waA o U. Let x g A be such that wa x f U, written as x s
Ž . X X Ž .u a u g U U see 5.12 . Then a / 0 by 5.12, last part. If p is as in 5.12a a a a a
Ž . Ž .we have p x s u a , which is also in A because A is closed anda a
Ž n . Ž . Ž . Ž .y1 Ž .normalized by T. Then all u c a s l c u a l c c g K* are ina a a a
A and hence U ; A, as required.a
Ž .5.19. The r and U r g R of 5.15 are the only roots and root subgroupsr
of G relati¤e to T.
Let x be any root and U any root subgroup for it, a subgroup of U orx
Ž .of V by 5.14. In the first case U contains some U r g R by 5.18,x r
whence x s r and U s U ; and similarly in the second case.x r
5.20. The group B s TV s VT is a Borel subgroup of G.
We noted at the start that B is closed, connected, and solvable. If A is a
larger subgroup of G with these properties we must show that A s B. We
have A l U s 1 since otherwise A would contain some U by 5.18 andr
² : Ž .hence also G s V , T , U which, being conjugate to some G a g S ,r r r a
would be both solvable and reductive and hence would be a torus, which it
certainly is not. Thus A l U s 1, whence A l BU s B. Since BU s VTU
it follows from 5.8 that A contains B as a dense open subset and hence
equals B because B is closed.
5.21. The group G is reducti¤e.
The radical of G is contained in every Borel subgroup, hence in B s VT
and in w 0 B s TU and in their intersection, which is T by 5.8. Hence it is a
torus, as required.
By 5.21, 5.10, 5.16, and 5.19, G is a reductive group, T is a maximal torus
of it, R is the root system for G relative to T , and S is a basis for R. Thus
5.4 is completely proved.
In closing we note that the commutativity assumptions in 5.3, 5.4, and
5.5 cannot be entirely omitted, as is shown in 5.4 by the example in which
H is a simple group for which the root system has two lengths and S is a
basis of the subsystem made up of the short roots. The group G is,
however, still reductive and perhaps that is always the case.
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