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In [RUB], the notion of an N-solution of an algebraic differential 
equation (ADE) was introduced. It is a kind of generalized solution, based 
on the differentially a gebraic Nullstellensatz (see [RIT]). Here, we show 
that there exist two N-solutions y, and y, of y”’ = 0, whose sum is not an 
N-solution of y”’ = 0. The reason in this case is that y, + y, is not the 
actual solution (and hence not the N-solution) of any ADE. The question 
remains open whether, if y, and y, are N-solutions of y”’ = 0 and if y1 + y, 
does satisfy some ADE, then y, + y, must be an N-solution of y”’ = 0. (It 
is easy to prove that if y, is an N-solution of y”’ = 0, then uy, is also an 
N-solution of y”’ = 0 for any constant a. From [RUB], where it is proved 
that the N-solutions of y” = 0 are just the piecewise linear functions, it 
follows that if yi and y, are two N-solutions of y” = 0, then y1 + y2 is also 
an N-solution of y” = 0.) 
The notion of N-solution depends on the ordering Pb Q between 
differential polynomials P and Q, which is defined in two equivalent ways. 
The first is that P < Q if every complex solution of Q = 0 that is analytic on 
an open set in the complex plane is also a solution of P=O on that set. By 
the differentially a gebraic Nullstellensatz, P d Q exactly when P belongs to 
the radical differential ideal generated by Q; that is, there exist a positive 
integer and finitely many differential po ynomials A,, A,, . . . . A, such that 
P’ = A,Q + A I Q’ + . . . + AnQ@). A function u on a compact interval is 
said to be an N-solution of P= 0 if it is an actual solution of Q = 0 and 
P d Q. Since (see [BRR]) any actual solution of an ADE must be analytic 
on a dense open set, it follows that an N-solution of an ADE must be a 
spline of actual solutions of that same ADE, with the knots forming a 
nowhere dense closed set K. In proving the main result of the present 
paper, the N-solutions y, and y2 of y”‘= 0 that we construct have 
knot-sets K1 and K2 that have finite limit points. (It was shown in [RUB] 
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that, for the equation Jp(9) = 0 in any event, there are N-solutions whose 
knots are any pre-assigned nowhere dense closed set-a Cantor set, for 
example. How much the order 9 can be reduced is an open question. j We 
do not know, for example, whether there exists an N-solution of J”’ =0 
whose knot-set has limit points, and the set of limit points has limit points. 
We now begin our construction. 
Let A = (a,,) be any sequence strictly decreasing to0, n = 1, 2, 3, . . . . and 
define 
e,,. L = 
0, + Qrr +, 
2 . (1) 
Let 
t, = a, + e,, 4, + e,, + l 
2 ’ 
s, = 
2 
and 
A simple calculation shows that 
y= f,- (x-eJ’ 
;x 
n-l 
(2) 
(3) 
(4) 
FIGURE 1 
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Define JJ,~(x), a spline of parabolic segments, by 
))A(X) = (x - a,,)‘, s,, d x G t,, 
J*Ab)=.L,-(x--e,)27 t,, G x 6 s,, - , , 
(5) 
(6) 
for n = 2, 3,4, . . . . and 
(See Fig. 1.) 
L(Jx) = (x - a,)2, s, <xda, (7) 
J’s(X) = 0, a,dx or x $0. (8) 
A moment’s check shows that Ye is everywhere differentiable exc pt 
possibly at x=0. For the only other points where it is necessary to check 
differentiability (and continuity) are the knots s, and t,,. But 
I'A(S,,- 1 =fN+ I - (s, - en+ ,I', 
e 
s,, -a,, = n+ ’ -4 
2 ’ 
and 
f II +l - 6, - e,, + , j2 = 2 (en+~-a~)'-(a"-~~+')'=(e~+~-a,,)', 
so that 
Y/lb,, + 1 = l’.h,, - ). 
Also, 
and 
Yx% + ) = a% - a,,) 
l’I4(sn - I= -G, - e,, + I ). 
Hence, by (2), 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
Similarly, 
?‘a(t,,+ )= Va(t,- ). 
(16) 
(17) 
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Moreover,
and
4!XfA=2k-%)
~>(t,+ I= -2(r,, -en),
and by (2), we have, finally,
J$( Tn - ) = _I$( c,, + ).
Now let us make two different special choices of .4, namely
We have
and
Also,
and
.q=0 1 a n d
n
1ii,=,,
2
e=,1=(2”“-“+21:n)/2=- 3
2 -2”
For a,,dx<a,_,, we have
But
81
(18)
(19)
(20)
(21)
(22)
(23)
(24)
(25)
(26)
(27)
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and 
(28) 
so we see that 
y:,(O)=0 and y>(O) = 0. (29) 
Thus we see that ~7~ and ya are everywhere differentiable. We will show 
that they are N-solutions of~7”’ = 0. 
LEMMA A. There e.rists a first-order algebraic differential equation 
P(x, y, y’) = 0 satisfied by the zeroTfunction a d by ever), function in the t\i,o 
one-parameter families (as t ranges over W\ (0, 1) ) 
L .Y-- 1 2 
$[t(i- J-If 
(30) 
2t-1 2 
--21(f ’ 1 (31) 
such that 
y “’ < P. (32) 
Proof: Let Q = ~7’ 2- XJ. Then both the zero-function and (x - (l/t))’ 
satisfy Q = 0. Now define u= U(X) by 
Then 
and 
ut= 
-2 
[ 2t- 1 
.y-- 
2t(t- 1) 1 
2t- 1 
- = u’ + 2x 
t(t- 1) 
so that 
11 2u’2 
u=i t(r-l) -4[ I 
(33) 
(34) 
(35) 
(36) 
and 
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1 [ 1 
2 
8U+2U’2= ~ 
t(t-1) . 
83 
(37) 
We have 
[r(t- l)]’ [8u+2u”]- 1 =0 (38) 
t(t-l)[u’+2s]-[2r-1]=0. (39) 
Let R be the resultant on t of the left-hand sides of (38) and (39). Then 
u satisfies R=O, which is a first-order ADE in U. In the reverse direction, 
let u be a solution of R = 0. Then there exists a number f such that (38) and 
(39) both hold, by the elimination properties of the resultant. But now we 
can reverse the steps (33)-(38) (39) to arrive at (33). The equation desired 
in Lemma A may then be chosen as 
Q.R=O. (40) 
Since any analytic solution of Q. R = 0 must be a solution of Q = 0 or 
R = 0, and since each of these equations has only quadratic functions as 
analytic solutions, we have I”” < Q R, as required. 
LEMMA x. There exists a first-order algebraic differential equation 
P(x, ~9, y’) = 0 satisfied by the zero-function and by every function in the two 
one-parameter families (as t ranges over [w) 
[s-2’]’ (41) 
$[2’]‘- [*y _ FJ- ‘12 (42) 
such that y” d P. 
Proof (Sketch ). We rewrite these families as 
[x-s12 (43) 
$2 - [.y - 312 (44) 
and proceed much as in the proof of Lemma A, except that the details are 
easier here. 
From the definitions, and from Lemmas A and xi, it follows that ya and 
~2 are N-solutions of y”’ = 0. However, yn+ J,T is not an N-solution of 
Y”’ = 0, since, as we now show, u = J’~ + y;i does not satisfy any ADE. 
Since z4 is only once-differentiable, ut not algebraic, any ADE it would 
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satisfy would have to be first-order, say P(x, J(X), y’(x)) = 0. We will show 
that such a P would have to be the zero-polynomial. 
Now J,,?(X) = [x- l/2”]* for x in the interval 
(45) 
Let k, be the integer part of g2”. If 
f!V<,<82” 
5L’ ‘7 (46) 
we have ~J(.x) = [x- l/m]‘. This happens, then, over k, non-trivial 
subintervals ofl,Z. In particular, we have sequences T,, + 0 and T,,, + 0 
(where the T,,,i are distinct) for i= 1, . . . . k,, such that 
P(x, (x-T,,)*+(x-T,,,~)*,~[(x-T,)+(x-T,,,~)])=O (47) 
over open x-intervals, and hence identically in x. Let 
q(x,S, T)=P(x,(.v-S)*+(x-T)‘,2[(x-S)+(x-T)]). (48) 
It is clear that q is a polynomial (say of degree N) in x, S, and T, and that 
for all x. 
4(x, T,z, Tn,i) = 0 for n=2, 3, 4, . . . . i= I, 2, . . . . k,,. (49) 
Fix x and n. Then Q(x, T,,, T) is a polynomial of degree <N in T, so 
that if k,,> N then q(x, T,,, T) must vanish identically in T, since it has 
more than N zeroes. Now look for fixed but arbitrary x and Tat q(x, S, T). 
It is a polynomial in S of degree d N, with infinitely many zeroes, and 
hence q(x, S, T) = 0. We thus have the unlikely situation that the first order 
ADE P=O has a two-parameter family of solutions 
(x - S)* + (x - T)2. (50) 
The following discussion shows that this is indeed impossible. For greater 
generality, we prove that an nth order analytic differential equation cannot 
have an “honest” (n + l)-parameter family of solutions. Some care is 
needed, though, because, for example, the first-order equation 1” - J+ = 0 
has the “two-parameter” family of solutions U(X) = a exp(x + b). However, 
these two parameters a and b may be replaced by the single parameter 
d(a, 6) = a exp 6. 
For simplicity ofexposition, we present only the representative case 
II = 2-the general case goes the same way. 
THEOREM 1. The real-analytic function u(x: a, b, c) on a region 62 in R4 
is an honest three-parameter family if and only if W(x: a, b, c) is not 
identically zero on Q, where 
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DEFINITION. Let U(X: a, 6, c) be a real-analytic function in a region 52 in 
R4. We say that u is a two-parameter family in disguise if there exist a 
subregion 0 = IX G of Sz, where I is an interval and G is a region in RX, 
and two real-analytic functions &a, b, c) and $(a, b, c) on G, and a 
function u of three variables such that U(X: a, 6, c) =u(x: qS(a, b, c), 
$(a, b, c)) in d. We say that U(X: a, b, c) is an honest three-parameter 
family of functions if it is not a two-parameter family in disguise. 
ProoJ: We use the fact (see [KOL], pp. 86, 87) that u,(x: a, 6, c), 
u,(x: a, b, c), and u,(x: a, b, c) are linearly dependent over the field 9 of 
meromorphic functions that depend only on a, b, c, if and only if the 
Wronskian w(x: aI, b, c) vanishes identically on Q. Now suppose first hat 
u is a two-parameter family in disguise, so that, on d E 52, U(X: a, b, c) = 
u(x: #(a, b, c), $(a, b, c)). Then, taking a/da, dfdb, and a/&, we get 
u, = dx: &a, b, c), $(a, b, c)) 4,(a, b, c) 
+ Qx: 44~ b, c), $(a, b, c)) $,(a, 6, c) 
ub = %(X: da, b, ch +(a, 6, C)) 4b(a, 6 C) 
+ udx: #(a, 6, c), $(a, b, c)) $b(ar 6, c) 
u,. = dx: @(a, b, c), Il/(a, b, c)) b,(a, b, cl 
+ 4~: #(a, b, ~1, $(a, b, c)) $Au, 6 ~1. 
(52) 
So, over F;, the three functions u,, ub, U, lie in the vector space spanned 
by the two functions v2 and u3, and consequently must be linearly dependent 
over 9, so that ?V = 0 on d, and hence on Sz, by analytic continuation. 
For the reverse implication, we use some basic facts about first-order 
linear partial differential equations. Supposing now that YV 5 0, we see that 
ub, u,. are linearly dependent over 5. That is, there exist real-analytic 
%rctions R(a, b, c), S(a, b, c), and T(a, b, c) such that, on d c 0, 
R(a, b, c) u,(x: a, 6, c) + S(a, b, c) u,(x: a, 6, c) + T(a, b, c) uC(u, 6, c) = 0. 
(53) 
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Let us look at the associated system of ordinary differential equations: 
da db dc d.x 
R(a, h, c)=S(a,= T(a, b, c) =o’ 
(54) 
The solutions of this ystem describe a family of curves 7, the characteristics 
of (53), that may be locally represented as the intersections f urfaces 
d(a,b,c)=k,, $(a, b. c)=kz, .Y = k ,. (55) 
where k,, k,, k, are constants. Now (see [GAR, Chap. 2, Sect. I]) along 
these characteristics, the solutions u of (53) must be constant, In other 
words, locally, u depends only on x, &a, b, c) and $(a, b, c), so that 
u(x: a, b, c) is really a two-parameter family in disguise. This completes the 
proof of Theorem 1. 
THEOREM 2. If u(x: a, b, c) is a real-analytic family of‘ solutions of a 
second-order ifferential equation 
F(s, u, u’, u”) = 0, (56) 
where F is a real-analytic ,fLnction its domain, and primes denote 
differentiation with respect to .Y, then u is real/v a two-parameter firmi!,> in 
disguise, unless FE 0. 
Proof: In (56), take a/da, ?/ah, c?/& to get 
Fzu,, + F&U’), + Fdu”L = 0 
FZub + F3(u’), + F4(u”)h = 0 (57) 
F,u,. + F3(u’), + FJu”)? = 0. 
If F,, F,, and F4 are not all identically zero, then the determinant of this 
system must vanish identically. But (after a transposition), thedeterminant 
is just the Wronskian W. If we suppose that u(x: u, b, c) is an honest 
three-parameter family, we are forced, by Theorem 1, to the conclusion 
that F2, F,, and F4 are all identically zero along u; that is, 
F2(x, u(x: a, b, c), u’(x: a, b, L‘), u”(x: a, b, c)) =0 (58) 
and the same with F, and F4. We may now repeat this argument, to 
conclude that all the partial derivatives F??. ,23J,,.344,,,4 vanish identically 
where there are m partials with respect o the second variable, n with 
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respect o the third variable, and p with respect o the fourth. By Taylor’s 
theorem, then, we have 
F(x,u(x:u, b,c)+r, u’(.u:a,b,c)+s,u”(x:a,b,c)+t)=0, (59) 
locally, for all sufficiently small T, S, f. Hence FE 0 as claimed. 
Returning to our construction, itremains only to prove that u(x: a, b) = 
(.u - a)’ + (x - 6)’ is an honest two-parameter family of functions, and we 
do this by applying Theorem 1. Here, 
Y$-(xv: a,b) = 4(b - a) ZO, 
and the proof is complete. 
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