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Abstract
For a spinor field theory on the Bruhat-Tits tree, we calculate the action and the partition function
of its boundary theory by integrating out the interior of the Bruhat-Tits tree. We found that the
boundary theory is very similar to a scalar field theory over p-adic numbers.
1 Introduction
The applications of p-adic analysis to string theory have provided numerous insights in the study of the
AdS/CFT correspondence [1–3]. In the early time, Freund and Olson [4] considered a kind of string world
sheets over p-adic numbers(Qp), and gave some expressions for the p-adic string amplitudes. Later on,
Zabrodin [5] found a specific realization of such kind of world sheets in term of the Bruhat-Tits tree(Tp).
According to Zabrodin’s paper, a boundary theory, which is different from the “CFT” in the AdS/CFT
correspondence, can be obtained by integrating out the interior of Tp. The AdS/CFT correspondence on
Tp is proposed in [6, 7]. Some further developments are given in [8–21]
Zabrodin only considered a massless scalar field. Recently, the spinor field theory on Tp has been
proposed by Gubser, Jepsen and Trundy [15]. They succeed in taking the square root of the Laplacian
“”. Let φa denote a field on the vertices(a vertex-field) of Tp. φa’s on all vertices can be organized into
a column vector φ ≡ (φa, φb, φc, · · · )
T, where “T” represents the transposition. The action of  on φ can
be written as the matrix multiplication:
(φ)a :=
∑
b∈∂a
(φa − φb) , ()a,a = p+ 1 and ()a,b∈∂a = −1 . (1)
(·)a gives the entry in row a, and (·)a,b gives that in row a and column b. b ∈ ∂a means that b is one of
the nearest neighboring vertices of the given vertex a, in other words, b belongs to the boundary of a.
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Imposing a directed structure on Tp, the Laplacian has a square root d, which is a matrix whose row index
takes value in edges and column index takes value in vertices. The result of d’s action on a vertex-field
is a field on edges(an edge-field), and the result of dT’s action on an edge-field is a vertex-field. Let s(e)
and t(e) denote the starting point and the terminal point of edge e. The matrix d satisfies
(dφ)e := φt(e) − φs(e) , (d
Tχ)a =
∑
t(e)=a
χe −
∑
s(e)=a
χe ,  = d
Td . (2)
χe is an edge-field. With the help of this matrix d and referring to the spinor field action over real
numbers, Gubser, Jepsen and Trundy propose the spinor field theory on Tp. Considering a scalar field
or a spinor field on the line graph of Tp, namely L(Tp), with the help of a gauge field they obtain some
fermionic correlators by the AdS/CFT method.
Acknowledging Zabordin’s calculation of the boundary theory and the spinor field theory on Tp, we
wonder what does the corresponding boundary theory looks like if integrating out the interior of Tp in
this spinor case. Is it a spinor-like field theory over Qp? Finding out its answer is the motivation of this
paper. And it turns out to be a scalar-like field theory. For simplification, we only consider Tp, ignoring
L(Tp). All the necessary knowledge about Qp and Tp can be found in [6]. As a review of Zabordin’s
calculation, we consider the case of a massive scalar field, and obtain the action and the partition function
of its boundary theory in the next section. Then in section 3, we carry out the similar calculation in the
spinor case. The last section contains a summary of our results and several unsolved problems.
In this paper we use the (z, x)-coordinate system for vertices on Tp, where z = p
n , n ∈ Z and x ∈ Qp.
Z is the set of integers. The coordinate of a vertex a writes (z(a), x(a)). It is the same coordinate system
as the (z0, z)-coordinate system in [6]. The p-adic norm | · | has the dimension of length, while the p-adic
number itself is always dimensionless. As for the p-adic integration, we use the same measurement dx as
that in [6], which also has the dimension of length. L represents the length of edges on Tp, which is a
constant.
2 The boundary theory in the scalar case
For a massive real-valued scalar field on Tp, two steps lead us to its boundary theory. The 1st one is
that working out the partition function on a cut-off boundary ER(Fig. 1). The 2nd one is that taking the
limit R → +∞ to obtain the partition function of the boundary theory. They are accomplished in the
following two subsections.
2.1 The partition function on ER
The action and EOM write
S =
1
2
∑
〈ab〉
(φa − φb)
2
L2
+
1
2
∑
a
m2φ2a , (+ L
2m2)φa = 0 . (3)
a or b denotes the vertex and 〈ab〉 means the sum is over all the nearest neighboring vertices, in other
words, over all edges. Let ER denote the set of all the vertices not belonging to ER. Decompose φ into
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Figure 1: Take Tp=2 as an example. The red vertices compose the cut-off boundary
ER ≡ {A} := {a|z(a) = p
R, R ∈ Z}. A± denotes the neighboring vertices connecting
to A from above and below, in other words A± ∈ ∂A and z(A±) = pR±1. Since there
are p different A+’s, the index i is introduced to label them. The limit R→ +∞ of
ER gives the boundary Qp where the boundary theory lives.
two, one of which is on-shell on ER, and the other one vanishes on ER:
φa = Φa + φ
′
a , (+ L
2m2)Φa = 0 when a ∈ ER , φ
′
a = 0 when a ∈ ER . (4)
Due to the tree structure of Tp, Φa below ER(“below ER” means z(a) < p
R) can be fixed by Φa’s on
ER, namely fixed by ΦA’s. While Φa above ER(z(a) > p
R) can not. But we can still choose a particular
configuration of Φa’s above ER to make them also fixed by ΦA’s. Our choice is
when z(a) > pR , Φa = p
−∆Φa− , L
2m2 + (1− p1−∆)(1− p∆) = 0 . (5)
It means that along the direction of z = pR to z =∞, Φa above ER decays at the rate of p
−∆ per edge,
which is indeed an on-shell configuration. This configuration has a disadvantage that it seems impossible
to reproduce the massless case in [5], where Φa = Φa− outside of ER. Because the required condition
∆→ 0 is forbidden by the BF bound ∆ > 1/2 [6]. We don’t deal with this problem in this paper. Since
all Φa’s on ER are fixed by ΦA’s, the measurement part of the functional integral can be factored as∫
Dφ =
∫
ER
D(Φ + φ′)
∫
ER
D(Φ + φ′) =
∫
ER
DΦ
∫
ER
Dφ′ , (6)
where
∫
ER
or
∫
ER
means that the field only fluctuates on ER or ER.
Imposing the boundary conditions Φa, φ
′
a → 0 when z(a)→∞, which are consistent with the config-
uration (5), we can rewrite the action as
S = S0 + S
′ , S0 ≡
1
2
∑
A
ΦA(

L2
+m2)ΦA , S
′ ≡
1
2
∑
a
φ′a(

L2
+m2)φ′a . (7)
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Introducing a new field ϕa := Φa|z(a)|
∆−1 and using the configuration ΦA+
i
= p−∆ΦA, S0 becomes
S0 =
p1−∆
2L2
∑
A
|z(A)|ϕA(ϕA − ϕA−)|z(A)|
1−2∆ +
m˜2
2
(p∆ − p1−∆)L1−2∆
(1− p1−∆)(p∆ − 1)
∑
A
|z(A)|ϕ2A , (8)
m˜2 = m2
|z(A)|1−2∆
L1−2∆
. (9)
Three comments here. First, to obtain this expression of S0, we use the relation between L,m and ∆
in (5) following the rules which are when R → +∞, i)for a divergent term, make sure that there is a
factor m2; ii)for a convergent term(such as (ϕA−ϕA−)|z(A)|
1−2∆ according to the next subsection), make
sure that there isn’t any factor m2. Thus all divergent factors can be absorbed by m˜. These rules also
apply in the spinor case. Second, when R → +∞ ,
∑
A |z(A)| →
∫
Qp
dx and m˜2 →∞, where m˜ can be
regarded as the renormalized mass of the boundary theory. And third, we introduce ϕ because it is not
the ΦA −ΦA− term but the ϕA − ϕA− term that tends to a Vladimirov derivative term, which is already
noticed in [7].
The partition function with a source only on ER writes
Z =
∫
Dφ exp{−S +
∑
A JAφA}∫
Dφ exp{−S}
=
∫
ER
Dϕ exp{−S0 +
∑
A |z(A)|jAϕA}∫
ER
Dϕ exp{−S0}
, jA ≡ JA|z(A)|
−∆ . (10)
The
∫
Dφ′ terms in the numerator and denominator cancel.
2.2 The partition function of the boundary theory
Suppose that ϕa → ϕx when a → x ∈ Qp. Introduce a derivative operator in the z-direction ∂zϕx :=
lima→x(ϕx − ϕa)|z(a)|
1−2∆. It follows that lima→x(ϕa − ϕa−)|z(a)|
1−2∆ = (p2∆−1 − 1)∂zϕx. So when
taking the limit R→ +∞ or A→ x, we can write
S0 →
p∆ − p1−∆
2L2
∫
dxϕx∂zϕx +
m˜2L1−2∆(p∆ − p1−∆)
2(1 − p1−∆)(p∆ − 1)
∫
dxϕ2x . (11)
m˜2 is divergent here. Now Φa becomes on-shell on the whole Tp. Considering the reconstruction of Φa
by some boundary field Φx
Φa =
∫
dxK(a, x)Φx , K(a, x) =
p2∆ − p
p2∆ − 1
|z(a)|∆
|z(a), x(a) − x|2∆s
, (12)
where K(a, x) is the bulk-boundary propagator [6] and | · |s is the supremum norm |x, y|s := sup{|x|, |y|},
the reconstruction of ϕa writes
ϕa =
∫
dxK(a, x)|z(a)|∆−1Φx . (13)
It can be verified that K(a, x)|z(a)|∆−1 → δ(x − y) when a → y ∈ Qp. So we have Φx ≡ ϕx. Using the
definition of ∂z and the above reconstruction of ϕa, it can be calculated that
∂zϕx =
p2∆ − p
p2∆ − 1
∫
y 6=x
dy
ϕx − ϕy
|x− y|2∆
≡ D2∆−1ϕx . (14)
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D2∆−1 is the 1-dim 2∆ − 1-th order Vladimirov derivative operator [9] up to a factor depending on ∆.
Finally the action and the partition function of the boundary theory write
Sbdy =
p∆ − p1−∆
2L2
∫
dxϕxD
2∆−1ϕx +
m˜2L1−2∆(p∆ − p1−∆)
2(1 − p1−∆)(p∆ − 1)
∫
dxϕ2x (15)
Zbdy =
∫
Dϕ exp{−Sbdy +
∫
dxjxϕx}∫
Dϕ exp{−Sbdy}
, jx := lim
A→x
jA . (16)
It is actually a massive scalar field on Qp. The factor p
∆−p1−∆ appears in both the kinetic and the mass
term. The zero point of this factor is ∆ = 1/2, corresponding to the BF bound.
One comment here. When we define ∂z , there seems to be a free parameter s, which comes from
∂zϕx := lima→x(ϕx−ϕa)|z(a)|
s. If s 6= 1−2∆, we will have ∂zϕx×0 = D
2∆−1ϕx or ∂zϕx×∞ = D
2∆−1ϕx.
If we only consider the boundary theory where both ∂zϕx andD
2∆−1ϕx are finite and have non-zero values,
both cases can be ignored. So we only consider the case of s = 1− 2∆.
3 The boundary theory in the spinor case
Different from the scalar case, there is a directed structure and an edge-field besides the vertex-field on
Tp. We don’t need any gauge field, since it can be eliminated by redefining the vertex-field and the
edge-field on a tree graph [15]. Because the difference between any two different directed structures can
be absorbed by the redefined edge-field, in this paper we only consider a particular directed structure
which is from bottom to top(Fig. 2). We’d like to preserve both the vertex-field and the edge-field in the
boundary theory, so the cut-off boundary ER must contain both vertices and edges. ER considered in
this paper is shown in Fig. 2. After determining ER, the same steps as those in the scalar case lead us to
the boundary theory.
3.1 The partition function on ER
The action and EOM’s write
S =
1
L
∑
e
[iχ∗e(dψ)e + iχe(dψ)
∗
e ] +
∑
e
mχ∗eχe −
∑
a
Mψ∗aψa , (17)
(idψ)e + Lmχe = 0 , (id
Tχ)a + LMψa = 0 . (18)
ψ and χ are two Grassmann-complex-valued fields on vertices and edges. e and a denote the edge and
the vertex. Let ER denotes the set of all the vertices and the edges not belonging to ER. Decompose ψ
and χ into four fields, two of which are on-shell on ER, and the others vanish on ER:
ψa = Ψa + ψ
′
a , χe = Xe + χ
′
e , (19)
(idΨ)e + LmXe = 0 , (id
TX)a + LMΨa = 0 when e, a ∈ ER , (20)
ψ′A = χ
′
E = 0 . (21)
Similar to the scalar case, the capital fields Ψa and Xe below ER can be fixed by ΨA’s, and we can choose
particular configurations for those above ER, making them fixed by XE ’s. Be aware that the capital
5
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Figure 2: The directed Tp=2 tree. The direction on all edges is from bottom to
top(z = 0 → z = ∞). The red vertices and edges compose the cut-off boundary
ER ≡ {A,E} := {a, e|z(a) = p
R , s(e) = a}. A+i and A
− are the same notations
as those in the scalar case. E+i and E
− are introduced to denote the edges which
directly connecting to E from above and below, in other words, s(E+i ) = t(E) and
t(E−) = s(E).
fields above ER can’t be fixed by ΨA’s since there are off-shell XE ’s separating them. Considering that
Ψa above ER, whose EOM writes (d
Td+L2mM)Ψ = (+L2mM)Ψ = 0, seems to be an on-shell scalar
field with the mass square mM , we can also make it decay at the rate of p−∆ per edge just as the scalar
case. And Xe above ER can be determined by these on-shell Ψa’s using EOM. Anyway, for the capital
fields above and below ER, we can write
Ψ
t(E+
i
) = p
−∆Ψt(E) , L
2mM + (1− p1−∆)(1− p∆) = 0 , (22)
i(Ψt(E+
i
) −Ψt(E)) + LmXE+
i
= 0, which is the EOM on E+i ∈ ER , (23)
i(XE −
∑
i
XE+
i
) + LMΨt(E) = 0, which is the EOM on t(E) ∈ ER , (24)
i(ΨA −ΨA−) + LmXE− = 0, which is the EOM on E
− ∈ ER . (25)
Hence Ψt(E) and XE− can be replaced by XE and ΨA− :
Ψt(E) =
iLm
1− p∆
XE , XE− =
−i
Lm
(ΨA −ΨA−) . (26)
Imposing the boundary conditions Ψa, ψ
′
a,Xe, χ
′
e → 0 when z(a), z(t(e)) → ∞, we can rewrite the
action as
S = S0 + S
′ , S0 =
1
2L
∑
E
X∗E [(idΨ)E + LmXE ]−
1
2L
∑
A
ΨA[(id
TX∗)A − LMΨ
∗
A] + c.c. . (27)
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A
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E
′′(1)
E
(2)
E
′(2)
E
′′(2)
Figure 3: Take p = 2 as an example. ER is composed of red vertices and edges.
There are p edges connecting to the same vertex from above, which are denoted by
E(i)’s.
S′ only depends on ψ′ , χ′ , ψ′∗, and χ′∗, and “c.c.” represents the complex conjugate. Introduce two
fields ϕa := Ψa|z(a)|
∆−1 , ωe := Xe|z(s(e))|
∆−1 and one parameter α :=M/m. Supposing that m > 0 for
taking the square root and considering the relation between L,m,M and ∆ in(22) and the configurations
(26), we can write S0 as
S0 =
−p1−∆
2L
c
∑
A
|z(A)|ϕ∗A(ϕA − ϕA−)|z(A)|
1−2∆
−
im˜L1−2∆
2
c
∑
E
|z(A)|ω∗EϕA +
im˜L1−2∆
2
c
∑
A
|z(A)|ϕA
∑
s(e)=A
ω∗e
+
m˜L1−2∆p∆
2(p∆ − 1)
∑
E
|z(A)|ω∗EωE −
αm˜L1−2∆p∆
2(p∆ − 1)
∑
A
|z(A)|ϕ∗AϕA + c.c. .
(28)
Here we have
m˜ = m
|z(A)|1−2∆
L1−2∆
, c =
√
α
(1− p1−∆)(p∆ − 1)
. (29)
Look into ER carefully. Referring to Fig. 3, for a general edge-field f(E) we can write
f(E(1)) + f(E(2)) + f(E′(1)) + f(E′(2)) + f(E′′(1)) + f(E′′(2)) + · · ·
=[f(E(1)) + f(E(2))] + [f(E′(1)) + f(E′(2))] + [f(E′′(1)) + f(E′′(2))] + · · · .
(30)
It indicates the relation
∑
E =
∑
A
∑
E(i) . Here
∑
E(i) means the sum is over all E
(i)’s connecting to the
given vertex A from above. Hence S0 also writes
S0 =
−p1−∆
2L
c
∑
A
|z(A)|ϕ∗A(ϕA − ϕA−)|z(A)|
1−2∆ − im˜L1−2∆c
∑
A
|z(A)|
∑
E(i)
ω∗
E(i)
ϕA
+
m˜L1−2∆p∆
2(p∆ − 1)
∑
A
|z(A)|
∑
E(i)
ω∗
E(i)
ωE(i) −
αm˜L1−2∆p∆
2(p∆ − 1)
∑
A
|z(A)|ϕ∗AϕA + c.c. .
(31)
Treating ψ,ψ∗, χ, χ∗ as four independent fields, similar to the scalar case, the partition function with
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sources only on ER can be written as
Z =
∫
DψDψ∗DχDχ∗ exp{−S +
∑
A J
∗
AψA +
∑
E K
∗
EχE +
∑
A ψ
∗
AJA +
∑
E χ
∗
EKE}∫
DψDψ∗DχDχ∗ exp{−S}
=
∫
A
DϕADϕ
∗
A(
∏
i
∫
E(i)
DωE(i)Dω
∗
E(i)
) exp{−S0 + I}∫
A
DϕADϕ∗A(
∏
i
∫
E(i)
DωE(i)Dω
∗
E(i)
) exp{−S0}
,
I ≡
∑
A
|z(A)|j∗AϕA +
∑
A
|z(A)|
∑
E(i)
k∗
E(i)
ωE(i) + c.c. , jA ≡ JA|z(A)|
−∆ , kE(i) ≡ KE(i) |z(A)|
−∆ .
(32)
3.2 The partition function of the boundary theory
To preserve the edge-field ω in the boundary theory, we need to assign a coordinate in Qp to every E
(i).
One simple choice is to set E(i) → x when A → x ∈ Qp. For example in Fig. 3, it means that E
(i) → x
when A→ x, E′(i) → x′ when A′ → x′, E′′(i) → x′′ when A′′ → x′′ and so on. So in the boundary theory,
there will be totally p+1 fields on each point, p of which come from ωE(i)’s and one of which comes from
ϕA. Considering that Ψa(ϕa) is on-shell below ER, which is the same as the scalar case, ϕA − ϕA− term
can be replaced by a Vladimirov derivative term when taking the limit R→ +∞ or A→ x. Suppose that
ωE(i) → ω
(i)
x , jA → jx , kE(i) → k
(i)
x when A→ x. The boundary action and the partition function write
Sbdy =
p1−∆ − p∆
2L
c
∫
dxϕ∗xD
2∆−1ϕx − im˜L
1−2∆c
∫
dx
∑
i
(ω(i)x )
∗ϕx
+
m˜L1−2∆p∆
2(p∆ − 1)
∫
dx
∑
i
(ω(i)x )
∗ω(i)x −
αm˜L1−2∆p∆
2(p∆ − 1)
∫
dxϕ∗xϕx + c.c. ,
Zbdy =
∫
DϕxDϕ
∗
x(
∏
iDω
(i)
x D(ω
(i)
x )∗) exp{−Sbdy + Ibdy}∫
DϕxDϕ∗x(
∏
iDω
(i)
x D(ω
(i)
x )∗) exp{−Sbdy}
,
Ibdy ≡
∫
dxj∗xϕx +
∫
dx
∑
i
(k(i)x )
∗ω(i)x + c.c. .
(33)
Similar to the scalar case, m˜ is also divergent. The kinetic term is the only convergent term in the action
and takes the form of ϕ∗D2∆−1ϕ rather than ω∗D2∆−1ϕ. Moreover, the kinetic term of ω is missing.
Imposing the condition
∫
dxD2∆−1(ϕ∗xϕx) = 0(similar to the boundary condition of the complex-
valued field theory over real numbers: φ∗xφx → 0 when x → ±∞) and using the trick of completing the
square, the functional integrals in the numerator and denominator cancel, which leads to
Zbdy = exp{−
∫
dxl∗x(β1D
2∆−1 + β2)
−1lx −
∫
dxβ3
∑
i
(k(i)x )
∗k(i)x } , (34)
lx ≡ jx + ic(p
−∆ − 1)
∑
i
k(i)x , (35)
β1 ≡
p∆ − p1−∆
L
c , β2 ≡ m˜L
1−2∆(p∆ − p1−∆)c2 , β3 ≡
p−∆ − 1
m˜L1−2∆
. (36)
The factor p∆ − p1−∆ appears in both β1 and β2, which is very similar to the scalar case. Further more,
we can write down relations between 2-point functions as
〈(ω(i)x )
∗ϕy〉 = ic(p
−∆ − 1)〈ϕ∗xϕy〉 , 〈(ω
(i)
x )
∗ω(j)y 〉 = c
2(p−∆ − 1)2〈ϕ∗xϕy〉 − δijβ3 , (37)
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where 〈ϕ∗xϕy〉 ∝ ((β1D
2∆−1 + β2)
−1)y,x, whose exact form is not considered in this paper.
4 Summary and discussion
Following [15]’s work, where a spinor field theory on Tp is proposed, we construct the corresponding
boundary theory using the method in [5]. We calculate the action and the partition function, and read
of the relations between 2-point functions. We find that i)although the kinetic term of the spinor field
theory on Tp is constructed in the form of χ
∗dψ, the kinetic term of its boundary theory takes the form of
ϕ∗D2∆−1ϕ rather than ω∗D2∆−1ϕ, in other words, it is a scalar-like field theory; ii)the kinetic term of ω
is missing in the action; iii)the kinetic term is the only convergent term in the action, which is consistent
with the non-renormalization theorem in [22]; iv)the factor p∆−p1−∆ appears frequently, including in the
action(scalar case) and the partition function(spinor case). Its zero point corresponds to the BF bound.
There are many problems still unsolved. For example, i)the field configuration above ER (5) can’t
reproduce the massless case in [5], which makes our results limited; ii)we can’t express ϕA− in (8) in
terms of ϕA’s. And that make it difficult to discuss the renormalization property(along the z-direction
of Tp) of the boundary theory; iii)the case of the line graph L(Tp) equipped with a gauge field need to
be considered, since only in that case the fermionic correlators can be obtained(by AdS/CFT) in both
the scalar case and the spinor case. The gauge field seems to be the key element to generate fermionic
correlators; iv)we wonder what kind of theory on Tp could lead to a “ω
∗D2∆−1ϕ”-like boundary theory.
Changing the definition of ER from {a, e|z(a) = p
R , s(e) = a} to {a, e|z(a) = pR , t(e) = a} doesn’t
help.
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