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ABSTRACT 
 
 Accurately forecasting crop yield in advance of harvest could greatly benefit decision 
makers. However, few evaluations have been conducted to determine the effectiveness of 
including weather forecasts, as opposed to using historical/climatology data, into crop 
models. We tested a combination of short-term weather forecasts from the Weather Research 
and Forecasting Model (WRF) to predict in season weather variables, such as, maximum and 
minimum temperature, precipitation, and radiation at four different forecast lengths (14 days, 
7 days, 3 days, and 0 days). This forecasted weather data along with the current and historic 
(previous 35 years) data were combined to drive Agricultural Production Systems sIMulator 
(APSIM) in-season forecasts of corn [Zea mays L] and soybean [Glycine max] crop yield and 
phenology in Iowa, USA. The overall goal of this research was to determine how the 
inclusion of weather forecasting impacts in-season crop model predictions. To achieve this 
goal we had two objectives 1) to determine the dependence of the accuracy of APSIM yield 
and phenology predictions on weather forecast length, and 2) the impact of weather forecasts 
accuracy on APSIM prediction accuracy. APSIM simulations of biomass accumulation and 
phenology were evaluated against bi-weekly field measurements across 16 field trials (two 
years, 2015 and 2016; two sites, central and northwest Iowa, USA; two crops, corn and 
soybean; and two planting dates; early May vs early June). We hypothesized that 1) the 
accuracy and variability of crop yield predictions will be inversely proportional to the 
weather forecast length and 2) the inclusion of an explicit weather forecast will reduce crop 
yield prediction uncertainty and produce a reliable estimate with more lead time relative to 
using historical variation alone. The accuracy of in-season yield forecasts of corn and 
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soybean varied by treatment, but overall the accuracy was inversely proportional to forecast 
length (P < 0.05). Our analysis indicated that the most accurate forecast length varied greatly 
among the 16 treatments, but that the 0 day and 3 day forecasts were, on average, the most 
accurate. That the 0 day forecast was most accurate meant that a weather forecast from WRF 
was not better than a weather forecast based on historical weather, however in these cases the 
difference between the accuracy of the 0 day forecast and the other forecast lengths was not 
enough to rule out using short-term weather forecasts. Our analysis indicated that there was 
not sufficient evidence to suggest forecasts of up to 14 days do not on average cause the 
APSIM predictions to be too inaccurate to use. This means that 14 day length forecasts could 
be used for management decisions that require lead time, but a combination of all of the 
forecast lengths should be used to make final decisions.
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CHAPTER 1. WEATHER FORECASTING AND CROP YIELD PREDICTIONS 
 
Introduction 
Forecasting crop production in-season is becoming increasingly important for agricultural 
producers to make informed crop management and financial decisions (IPCC, 2013; Newlands et 
al., 2014). Access to near real-time agronomic information and cropping system performance 
could potentially lead to increased profitability while simultaneously improving environmental 
performance (Archontoulis et al., 2015 & 2016). With accurate modeling of crop development 
stage, final yield, and weather, crop management can become more effective. Some specific 
examples include timing and/or quantity of fertilizer, chemical applications, planting and harvest 
date (Horie et al., 1992; Lawless & Semenov, 2005; Howden et al., 2007). Improved methods of 
forecasting crop production can also be beneficial in making marketing decisions that could 
improve farm profitability (Anderson, 1973; Jones et al., 2000; Brandes et al., 2016; Johnson et 
al., 2016).  
There are several approaches currently being used or developed to produce in-season 
crop forecasts, which cover a broad range of largely empirical/statistical techniques to more 
physically based approaches. Different approaches have tradeoffs between increasing inference 
and explanatory power as well as customization at the scale and resolution needed for individual 
decision makers and land managers. For example, there are yield forecasting approaches that rely 
on crop models, which are driven by a combination of current and historical weather data 
(Cantelaube et al., 2005; Chipanshi et al., 2015; Ferrise et al., 2015), remote sensing and satellite 
image analysis (Myers, 1983, Basso et al., 2013; Bolton and Friedl, 2013), and in-season farmer-
based surveys (NASS, 2015). Crop modeling offers explanatory power in addition to forecasting 
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power but this comes at the cost of extensive amounts of input data and parameters. Remote 
sensing techniques are mostly descriptive and well suited for regional scale forecasting 
(Atzberger, 2013). Farmer-based surveys are helpful to obtain information directly from the 
field, but rely on voluntary participation and do not have strong predictive insight.  
From a biophysical crop modeling viewpoint, final yield is largely dictated by weather 
conditions occurring during the growing season and thus incorporation of a weather forecast 
could potentially add value. However, there are obstacles due to the lack of accurately forecasted 
weather data that is available in near real-time and compatible with crop model weather input 
requirements. Thus the majority of current crop model forecasting approaches rely on the 
combination of current and historical weather data to calculate yield probabilities in regions 
ranging from Australia (Carberry et al., 2009), to Canada (Chipanshi et al., 2015), and Europe 
(Williams and Falloon, 2015) as well as, Iowa-USA (Archontoulis et al., 2016), and Nebraska-
USA (Morell et al., 2016). A difference among the above listed crop model forecasting 
approaches is the number of historical weather years used, the structure of the crop models, the 
temporal resolution of weather data (hourly vs daily) and the number of weather variables (e.g. 
solar radiation, temperature, precipitation, humidity and wind speed) needed by different crop 
models.  
Among the aforementioned weather variables, temperature, and precipitation forecasts 
can be easily found from various sources (Basso et al., 2013; Asseng et al., 2016). Asseng et al. 
(2016) incorporated a 10-day precipitation forecast into crop modeling in a semi-arid region and 
concluded that the weather forecast is beneficial only if it is always correct through the 
forecasted period. Gowing and Ejieji, (2001) incorporated a 7-day temperature and precipitation 
forecast into crop modeling for irrigation management in the UK and concluded that it is a 
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beneficial tool for demand management. These two studies suggest that multi-day forecasts may 
be accurate enough for yield and phenology predictions but did not test the impacts of solar 
radiation forecasts.  
Radiation is an important weather variable for yield prediction because it drives 
photosynthesis and thus daily crop growth rate and demand for water and nitrogen uptake from 
the soil. While solar radiation is a required input in the majority of process-based models, studies 
using forecasted radiation data in addition to temperature and precipitation were not found in the 
literature. This is most likely due to the difficulty in obtaining readily available daily radiation 
output from weather forecasts. To our knowledge, there are a few weather forecasting models 
that provide nearly complete forecasted weather data (including solar radiation), that is easy to 
obtain for use in crop models. These include National Digital Forecast Database (NDFD; 4-day 
forecast), the Climate Forecast System (CFS; 6-months forecast), and the Weather Research and 
Forecasting model (WRF) that can be run for different forecast lengths of one’s choosing.  
Including a weather forecast that produces a consistent set of all of the aforementioned 
key variables and is run explicitly for an area where crop yields are to be predicted could have 
advantages. For example, with current yield forecasting techniques, only historical weather data 
are being used. By including weather forecasts, one could see if the forecasted weather is going 
to greatly differ from the normal historical mean weather. With knowledge that the forecasted 
weather may be anomalous, the crop models can provide yield predictions that reflect this, and 
provide lead time for decision makers to make management decisions that will be best under the 
current weather. Greater lead time would give users more time to plan operations, but may come 
at the cost of decreased forecast accuracy. 
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To determine the tradeoff between accuracy and lead time of the weather forecast into 
crop model predictions we incorporated four different Weather Research and Forecasting Model 
(WRF) weather forecast lengths into the Agricultural Produsction Systems sIMulator (APSIM) 
crop model, which was used to predict crop yields and phenology. The overall goal of this 
research was to determine the dependence of weather forecast length on the accuracy of APSIM 
yield and phenology predictions, and the impact of weather forecasts accuracy on APSIM 
prediction accuracy. We hypothesized that 1) the accuracy and variability of crop yield 
predictions will be inversely proportional to the weather forecast length and 2) the inclusion of 
an explicit weather forecast will reduce crop yield prediction uncertainty and produce a reliable 
estimate with more lead time relative to using historical variation alone. To test these hypotheses, 
we utilized a well-calibrated crop model with a set of 16 treatments (2 years x 2 sites x 2 crops x 
2 management practices) and calculated metrics to assess accuracy and variability for four 
forecasts lengths (0 day, 3 day, 7 day, and 14 day). We also conducted a weather variable 
sensitivity analysis on APSIM simulations of yield to quantify the impacts of error in each 
weather variable. We selected crop yield and phenology as variables to test the impact of WRF 
inclusion because both are of great interest to stakeholders and also because these variables are 
affected differently by weather, e.g. phenology is mostly driven by temperature while yield is 
driven by all variables.  
Methods 
Field experiments 
Our coupled weather and crop forecast experiment was evaluated at two Iowa sites, the 
Agricultural Engineering and Agronomy Research Farm in Ames, IA, (42°01’20.37”N, 
93°46’36.05”W) and the Northwest Research Farm in Sutherland, IA (42°55’28.78”N, 
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95°32’20.39”W). At each location, corn and soybean crops were grown over two years (2015-
2016); in a corn-soybean rotation. Two planting dates (early and late planting) were included in 
the experimental design; approximately 3-4 weeks apart. The combination of sites, years, crops, 
and management resulted in 16 treatments which were used to test WRF and APSIM model 
predictions. The 16 treatments were, Ames corn early (ACE), Ames corn late (ACL), Ames 
soybean early (ASE), Ames soybean late (ASL), Sutherland corn early (SCE), Sutherland corn 
late (SCL), Sutherland soybean early (SSE), and Sutherland soybean late (SSL) over two years. 
For more information on field experiments see supplementary Table S1. 
Weather conditions versus 35-year average 
In Ames, 2015 and 2016 were both warmer and wetter than the 35 year average (1980-
2014) (Fig. 1). In Sutherland, 2015 was very similar to the 35-year average and 2016 was 
warmer and wetter. Cumulative thermal time in Ames for 2015 and 2016 was 65 °C day and 247 
°C day above the 35-year average and cumulative precipitation was 225 mm and 69 mm above 
the 35-year average respectively (Fig. 1a, c). Cumulative radiation for Ames in 2015 and 2016 
was 29.2 MJ/season greater than and 87.3 MJ/season less than the 35-year average respectively 
(Fig. 1e). In Sutherland for 2015 the cumulative thermal time was 8 °C day less than the 35-year 
average and in 2016 was 129 °C day warmer (Fig. 1b). Cumulative precipitation for 2015 was 2 
mm less than and in 2016 was 60 mm more than the 35-year average (Fig. 1d). Cumulative 
radiation for Sutherland in 2015 and 2016 was 74.3 MJ/season and 169.5 MJ/season under the 
35-year average, years respectively (Fig. 1f).   
Crop and Weather Observations 
In each site several soil, crop, and weather variables were measured during the season. 
Weather data were recorded hourly by a weather station located at the borders of each 
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experiment (Iowa Environmental Mesonet (IEM; https://mesonet.agron.iastate.edu/). Soil 
moisture at different depths and groundwater measurements were obtained every 30 minutes 
using Decagon sensors (Decagon Devices, Pullman, WA), data not shown. Soil nitrate was 
measured bi-weekly from April to November every year, data not shown. Crop variables such as 
phenology, morphology (leaf or node number, leaf area index), biomass accumulation and 
partitioning to different plant tissues, and carbon and nitrogen concentration were measured 
destructively 8-10 times over the growing season (data not shown). Grain yield at the end of the 
season was recorded with a combine harvester (data expressed with 0% moisture in this paper). 
The soil and crop data were used to calibrate the APSIM soil and crop models used in this study 
(Archontoulis et al., 2015; 2016a, b). 
The WRF model description and configuration 
 The Weather Research and Forecasting Model (WRF V3.6.1; Skamarock et al., 2008) 
was used to forecast weather variables required for input into the crop model with varying 
forecast lengths (14 days, 7 days, 3 days, and 0 days). WRF was chosen for the ability to obtain 
radiation data from the forecasts. The 0 day forecast was a combination of current and historical 
weather, with no forecast from WRF. WRF was run with two domains, the outer domain had a 
grid spacing of 51 km, while the inner domain was centered over then Central U.S. with a grid 
spacing of 17 km. There are two external data sources needed to run the Weather Research and 
Forecasting Model, the first is static geographical data and the second is gridded meteorological 
data. For static geographical data, information from the U.S. Geological Survey (USGS) and the 
Moderate Resolution Imaging Spectroradiometer (MODIS) were used and for gridded 
meteorological data, 3-hourly data from the Global Forecast System (GFS) were used (Harding 
et al., 2016 and Sines, 2016). This gridded data was chosen for its ability to forecast up to 14 
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days in advance, which is the longest forecast being used in this study. More information of the 
WRF model configuration can be found in supplementary Table S2. 
WRF model outputs were analyzed for each forecast site using Matrix Laboratory and 
Statistics Toolbox (MATLAB, Release 2015b, The MathWorks, Inc., Natick, Massachusetts, 
United States). WRF provided hourly output that was averaged into daily output, which is the 
time step APSIM uses. Daily maximum and minimum temperature (°C), total daily precipitation 
(mm) and radiation (MJ day-1) were obtained from the forecast data per location. These forecasts 
were initialized on the 1st and 16th of every month from May through October. From the WRF 
output we used shortwave surface total of solar irradiance, including direct and diffuse to 
calculate daily radiation (referred to as radiation hereafter; Skamarock et al., 2008). 
Weather files were then made for APSIM by using the current year’s observed weather, 
from the IEM, up to the forecast date, then the WRF weather forecast was included for the 
forecast time period, and lastly, 35-years of historical weather data were added to the file. For 
example if June 1st was the forecast date, the observed weather for 2015 from January 1st to 
May 31st would be the first piece of weather information in the file. Then, the WRF forecast 
would be inserted for the number of days being forecasted, if the forecast was a 3 day weather 
forecast the dates June 1st to June 3rd would be added to the file. Lastly, 35 years of historical 
weather data would be added for the remainder of the year, from June 4th to December 31st, to 
capture the range of historical variations. This process was done for four different WRF forecast 
lengths and at both locations each time the crop model was run, creating eight different weather 
scenarios for each forecast date. 
 
 
8 
 
The APSIM model description and configuration 
 The Agricultural Production Systems sIMulator (APSIM; Keating et al., 2003; Holzwort 
et al., 2014) is an advanced simulator of agricultural systems. This combines several process-
based models in a modular design and is open source. This is a field scale model that runs on a 
daily time step. The APSIM version 7.8 was used in this study.  
Briefly, the corn and soybean crop models in APSIM simulate daily biomass 
accumulation using a combined light and water use efficiency approach (Keating et al., 2003). 
Water and nitrogen stresses on crop growth, leaf elongation and senesce, phenology and grain 
accumulation are included in the crop models. Daily biomass gain is distributed to various plant 
organs using phenological driven algorithms. Crop phenology is calculated using a 3 hour 
approach and crop specific cardinal temperatures (Wilson et al., 1995; Roberson et al., 2002). 
Grain yield is the product of many processes within the model. In terms of soil modeling, the 
following APSIM models were used in this study: the SWIM model (Huth et al., 2012) for 
simulation of soil water which uses the Richards equation, the SoilN and Surface Organic matter 
models (Probert et al., 1998; Thorburn et al., 2001) for the simulation of carbon and nitrogen 
cycling per soil layer and residue decomposition which affects soil carbon, nitrogen, water, and 
temperature. For more information on the APSIM models we refer to the on-line documentation: 
(www.apsim.info). Over the past years the APSIM model has been successfully applied in this 
region to simulate production (Hammer et al., 2009; Archontoulis et al., 2014a, b; Dietzel et al., 
2016; Puntel et al., 2016; Jin et al., 2017) and environmental aspects of US Midwestern corn and 
soybean cropping systems (Malone et al., 2007; Archontoulis et al., 2016a, b; Basche et al., 
2016; Martinez-Feria et al., 2016). 
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APSIM simulation set-up, calibration, and sensitivity analyses 
 The simulation of soil and crop variables started January 1st each year. Profile soil water, 
nitrate, and ammonium values were initialized by running the model for historical years (corn-
soybean rotation with known management) and were  adjusted after January 1st (if needed) to 
match pre/in-season soil water and nitrogen field measurements (Archontoulis et al., 2015; 
2016a, b). Total soil carbon and nitrogen were measured to a 1 m depth at each site. 
Hydrological parameters were taken from Web Soil Survey (Soil Survey Staff, 2006) and 
calibrated to match soil water and groundwater measurements (Table S3). Local crop cultivars 
were used in the simulation (Archontoulis et al., 2014a, b) with minor adjustments to better fit 
observations. In the corn model we made the following changes: the radiation use efficiency 
parameter increased to 1.8 from 1.6 g/MJ, the critical N concentrations for stem and grain were 
modified (decreased) to match observations. In the soybean model we decreased the grain N 
critical concentration to better match experimental data (from 6.5 to 5.8%). Changes to crop 
model parameters were based on 2015 data and were maintained in 2016 simulations. This 
calibration follows the protocol established by  the Forecast and Assessment of Cropping 
sysTemS (FACTS) (http://crops.extension.iastate.edu/facts/) project at Iowa State University 
which utilizes APSIM to forecast crop yields, crop phenology, and soil water and nitrogen 
dynamics in Iowa, USA (Archontoulis et al., 2015; 2016a, b).  
To explore the relative impact of weather variables into APSIM crop model predictions 
of yield and phenology we performed a sensitivity analysis by changing one weather variable at 
a time (e.g. radiation) by +30%, +15%, -15% and -30%. This analysis was performed across all 
16 treatments. To quantify the probability that changing weather variables by 15% and 30% were 
in the context of historical variability, another sensitivity analysis was done. For this analysis the 
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average of all 35 years of historical data were calculated for maximum temperature, minimum 
temperature, precipitation, and radiation. This average value was then increased and decreased 
by positive and negative 15% and 30% to obtain a range of values. Each individual year was then 
compared to the increased and decreased values to determine if that change in weather variable 
occurred and how often in the last 35 years. Yearly values were placed into categories, category 
1 (-30% to -15%), category 2 (-15% to 0% (average)), category 3 (0% to 15%), category 4 (15% 
to 30%) and category 5 (30% and up) and percentages were calculated based on how many years 
of the 35 were in that category (Data not shown).   
In-season field forecast 
In-season forecast of several soil and crop variables were driven by a combination of 
actual, historical, and WRF-simulated weather data. The in-season forecast started at crop 
planting and was updated every 14 days until the end of the growing season. Each time we used 
actual weather data up to the date of forecast, followed by 14, 7, 3, or 0 days WRF forecasted 
data and finally by 35 historical weather years (1980-2014). For each forecast (except the last 
one where the full weather was known) the model provided 35 predictions for crop yields and 
phenology for 2015 and 2016. From these data we calculated the median prediction and the 
standard error. The combination of 16 crop treatments, 11 in-season forecasts, four lengths of 
WRF forecasted data and 35 years of historical weather resulted in 24,640 simulations. 
Model evaluation and data analysis 
In this study we focused our evaluation on three crop variables: grain yield, flowering, 
and maturity date. We computed the root mean square error (RMSE) and the normalized root 
mean square error (NRMSE) to estimate the actual and relative error associated with weather and 
crop yield and phenology predictions (Archontoulis and Miguez, 2015). To compare the forecast 
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accuracy of the WRF model all of the 14 day WRF forecasts for each weather variable 
(maximum and minimum temperature, precipitation, and radiation) were concatenated to form a 
full forecasted weather data set from May through October each year. Second, we compared 
WRF-simulated cumulative radiation (MJ/season), cumulative precipitation (mm), and 
cumulative thermal time (°C day), which is computed as 0.5*(maximum + minimum 
temperature) using a base temperature of zero, to observed weather from 2015 and 2016 with the 
35-year historical average. We also calculated the number of days that WRF weather variables 
had an absolute error of 20% or below compared to observed values using the following 
equation: 
 % 𝐸𝑟𝑟𝑜𝑟 = 100 ∗ (
𝐹−𝑂
𝑂
)                                                                                                              (1) 
where F is the forecasted value and O is the observed weather value. For maximum temperature, 
minimum temperature, and radiation the error percentage was calculated daily for each forecast, 
while precipitation forecasts were summed over the forecast period and then compared to the sum 
of the observed days. Once the percent error was calculated the number of days that had an error 
below 20% were summed together for each forecast length and then normalized to get a value 
between 0 and 1. This 20% benchmark was set based on the results of the weather sensitivity 
analysis. 
To detect periods within the season when the forecasted weather had notable errors, we 
calculated cumulative differences between forecasted and observed data for all weather variables. 
To evaluate the inaccuracy of the combined APSIM-WRF models yield and phenology 
forecasts across 16 field trials, we calculated a cumulative index per trial that accounts for all 14 
in-season forecasts by using the following equation: 
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𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝐼𝑛𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ∑ |100 ∗
𝑦𝑡𝑖 − 𝑦𝑓𝑖𝑛𝑎𝑙
𝑦𝑓𝑖𝑛𝑎𝑙
|                                                                        (2) 
 
Where yti is the simulated yield at time ti (approximately every 14 days after planting until the 
end of the season), and yfinal is the final simulated yield using observed weather data. The 
absolute inaccuracy value of each yield forecasting date was taken and then summed 
cumulatively over the entire growing season to get the total amount of inaccuracy for each 
forecast length. The lower the number the more accurate the forecast was. A linear regression 
was performed in excel to determine if yield accuracy was inversely proportional to forecast 
length, a p-value < 0.05 was considered significant.   
Results 
WRF model performance 
 In both years maximum temperature was forecasted the most accurately with an average 
RMSE and NRMSE of 4.9 °C and 20.3%, respectively, across years and sites. In terms of other 
weather variables, there were inconsistencies between the two study years. In 2015 radiation was 
second most accurately forecasted (RMSE = 8.3 MJ/m2/season; NRMSE = 45.0%) across sites, 
followed by minimum temperature (RMSE = 5.4 °C; NRMSE = 49.0%), and finally, 
precipitation (RMSE = 10.6 mm; NRMSE = 327.0%). In 2016 minimum temperature was 
forecasted the second most accurately (RMSE = 4.4 °C; NRMSE = 34.5%), after maximum 
temperature, followed by radiation (RMSE = 8.6 MJ/m2/season; NRMSE = 44.0%), and 
precipitation (RMSE = 12.7 mm; NRMSE = 438.5%), across sites.  
The 14 day forecast, overall had the most error during the growing season for both years 
at both locations (Fig. 2). The 3 day forecast had the least amount of error overall (Fig. 2). 
Maximum temperature was the weather variable with the least amount of error (Fig. 2a, e, i, m). 
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Minimum temperature in 2015 had more error than in 2016, especially in Sutherland 2016 where 
error in minimum temperature was low (Fig. 2b, f, j, n).  
To determine if WRF over or under prediction comes from a few individual days or is 
consistent across days we counted the number of days per month where WRF predictions 
exceeded 20% error (Fig. 3). Maximum temperatures were forecasted the most accurately for 
each day across sites and years with ~90% of the forecasted days having error below 20% (Fig. 
3a, e, i, m). Radiation was forecasted the next most accurately with > 60% of the forecasted days 
below 20% error (Fig. 3d, h, l, p). Minimum temperature forecasted within 20% in 
approximately 50% of the days (Fig. 3b, f, j, n), while daily precipitation accuracy was very low 
(Fig 3c, g, k, o). Also, our results indicated that WRF simulations were more accurate across all 
variables for the months June, July, and August compared with May, September, and October 
forecasts (Fig. 3). 
APSIM model performance and sensitivity analyses 
 The APSIM model simulated flowering date and maturity date with a RMSE of 2.8 days 
and 8.3 days respectively across all 16 treatments (Fig 4a). The simulation of biomass production 
of soybean had a RMSE of 756 kg/ha and corn a RMSE of 1932 kg/ha (Fig. 4b, c). Corn yield 
had a RMSE of 974.6 kg/ha and soybean yield had a RMSE of 608 kg/ha (data not shown).  
The APSIM crop simulations were most sensitive to changes in radiation and temperature 
but not to precipitation across 16 field trials (Fig. 5). Historically precipitation and minimum 
temperature varied the most, while radiation varied the least in the weather sensitivity analysis. 
Of the 35 historical years of weather variables, precipitation varied among all 5 categories. 
According to the categories described in the methods, for precipitation 20% of the years were in 
category 1, 24% were in category 2, 29% were in category 3, 10% were in category 4, and 13% 
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were in category 5. Yield was positively impacted by increased radiation and the effect was 
higher in the soybean simulations. For 35 historical years of radiation 0% of the years were in 
category 1 and 5, 44% were in category 2, 54% were in category 3, and 1% were in category 4. 
Maximum temperature was the most influential weather variable and deviations, either positive 
or negative, resulted in yield reductions. Of 35 historical years, weather data for maximum 
temperature did not vary as much as precipitation and had 1% of years were in category 1, 59% 
were in category 2, 33% were in category 3, 7% were in category 4, and 0% were in category 5. 
Decreasing minimum temperature by 15% caused the yield to go up but increasing minimum 
temperature caused the yields to decline. For 35 historical years of minimum temperature 16% of 
the years were in category 1, 17% were in category 2, 16% were in category 3, 17% were in 
category 4, and 14% were in category 5. 
Accuracy of in-season forecast and forecast length 
 The accuracy of in-season yield forecasts of corn and soybean varied by treatment, but 
overall the accuracy was inversely proportional to forecast length (P < 0.05) (Fig. 6, 7 and Table 
1). Yield in both 2015 and 2016 for ACE and ACL was most accurately forecasted by the 0 day 
forecast. In SCE and SCL in 2015 had the 3 day forecast as the most accurate and in 2016, early 
corn had the 0 day and late corn had the 7 day as the most accurate. In both 2015 and 2016 the 3 
day forecast was most accurate for ASE and in 2015 the 14 day was the most accurate for SSL, 
in 2016 the 0 day forecast was the most accurate. Sutherland in 2015 and 2016 for early soybean 
was most accurately forecast by the 7 day forecast. In, 2015 the SSL was most accurately 
forecast by the 7 day forecast and in 2016 the 14 day forecast. Overall, the 0 day forecast was 
most accurate 37.5% of the time, the 3 day forecast 25% of the time, the 7 day forecast 25% of 
the time and the 14 day forecast 12.5% of the time (Table 1) for simulations of yield across all 16 
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treatments. Overall, the simulated yields were similar to the median value for all of the forecast 
lengths and the measured yield from the field was also similar in the majority of treatments (Fig. 
8). In 2015 forecasted medians were similar to observed and simulated yields for ASE and ACE 
(Fig. 8a, c). In 2016 all of the medians were similar for Ames. In 2015, the median values for all 
forecast lengths, observed, and simulated yield were close for SSL and SCL (Fig. 8j, l). In 2016, 
SLC was the only boxplot that had a median value for observed yield that was not similar to the 
forecast lengths or simulated yield (Fig. 8p).  
Unlike yield, flowering date had very uniform results for each treatment in 2015 and then 
inconsistent results in 2016 (Fig. S2 and Table S4). The 14 day forecast was the most accurate 
for flowering date in 2015 for almost every treatment except ACE and ASE. The 3 day and 0 day 
tied as the most accurate forecast length for ACE and the 0 day forecast was the most accurate 
for ASE. In 2016, there were several ties for the most accurate forecast for treatments, so some 
of the treatments will be listed multiple times. Unlike in 2015, in 2016 only the 14 day forecast 
was the most accurate for only 2 treatments, ACL and SSE. The 0 day forecast was the most 
accurate for 3 treatments (ACE, ASE, & ASL). The 3 day forecast was the most accurate for 4 of 
the treatments (SCE, ASE, SSE, & SSL). Lastly, the 7 day forecast was the most accurate for 3 
treatments, (SCL, SSE, & ASL). Overall, the 0 day forecast was most accurate 31.3% of the 
time, the 3 day forecast 37.5%, the 7 day forecast 18.8% and the 14 day forecast 50% (total 
above 100% because of multiple ties for best forecast by cropping system) (Table S4) for 
simulations of flowering across all 16 treatments. Variability in flowering date was very small 
between forecast lengths (Fig. S3). For all of the 16 treatments the median values for variability 
were very consistent and did not vary between forecast lengths (Fig. S3).  
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Similar to yield, maturity date in 2016 had consistent results with the 0 day forecast being 
the most accurate for every treatment except for Sutherland soybean late where the 3 day 
forecast was the most accurate. In 2015, the results varied greatly by treatment (Fig. 9 and Table 
S5). The 0 day forecast was the most accurate for only 2 of the treatments (ASE & ASL). The 3 
day forecast was the most accurate for 3 of the treatments (ACE, ACL, & SSE). The 7 day 
forecast was most accurate for SCL, ASE, and SSL. The 14 day forecast was only the most 
accurate for SEC. Total across the 16 treatments for maturity the 0 day forecast was most 
accurate 56.3% of the time, the 3 day forecast 25%, the 7 day forecast 18.8% and the 14 day 
forecast 6.3% (total above 100% because of multiple ties for best forecast by cropping system) 
for simulations of maturity across all 16 treatments. Like flowering date, variability for maturity 
date did not vary widely between forecast lengths (Fig. 10). For all of the 16 treatments the 
median values of the boxplots were very consistent and did not vary between forecast lengths 
(Fig. 10). 
In summary, yield and maturity date had a similar pattern of an inverse relationship 
between forecast length and accuracy, with the 0 day forecast being the most accurate. Flowering 
date had the opposite pattern with the 14 day forecast being the most accurate. 
Yield prediction uncertainty over growing season 
 The uncertainty in crop yield prediction (reflected by the standard error across 35 
simulations) decreased over the entire growing season, as more of the crop forecasts were forced 
by observed weather, as opposed to historical weather (Fig. 11). Around flowering date for corn, 
the variability in yield prediction decreased by 50% (Fig. 11a). For soybean, flowering date is 
too early in the season to predict final yield with accuracy (Fig. 11b). Both corn and soybean 
standard error decreases to 50% around 800 GDD after planting. 
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Discussion 
Inclusion of in-season weather into crop model prediction of crop yields and phenology 
has been proposed as a means to increase the accuracy of crop model predictions (Lawless & 
Semenov, 2005). We tested this in a high agricultural production region, Iowa, USA, which 
represents 15% and 12% of the total USA corn and soybean production respectively, against 16 
treatments covering a range of different combinations of crops, sites, weather, years, and 
management practices (NASS, 2015). To our knowledge this is the first work to evaluate weather 
forecast impacts on crop model prediction that covers maximum and minimum temperature, 
precipitation, and radiation needed for crop models. With increased accuracy in yield forecasting 
comes the ability to allow farmers and decision makers to adapt management practices in-season 
(Horie et al., 1992; Lawless & Semenov 2005; Howden et al., 2007). 
Impact of WRF inclusion into APSIM forecast 
 Our first hypothesis that the accuracy and variability of crop yield predictions will be 
inversely proportional to the weather forecast length was partially supported by our results. Our 
results showed that the shorter (0 day and 3 day) forecasts were the most accurate for yield and 
maturity date prediction, while the 14 day forecast was the most accurate for forecasting 
flowering date in 8 of the 16 study cases (Tables 1, S4, and S5). That the 0 day forecast was most 
accurate meant that a weather forecast from WRF was not better than a weather forecast based 
on historical weather, however in these cases the difference between the accuracy of the 0 day 
forecast and the other forecast lengths was not enough to rule out using short-term weather 
forecasts.  
We set a 20% error (Eq. 1) as a benchmark point to evaluate WRF predictability of 
weather variables against observation. This benchmark was set based on the results of the 
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weather sensitivity analysis. APSIM can encounter an error of 20% in the weather and still have 
acceptable predictions (Fig. 5). The 3 day weather forecast was the most accurate when 
compared to the observed weather, while the 14 day weather forecast was the least accurate (Fig. 
3). Precipitation was the weather variable most poorly forecast within 20% error, but our weather 
sensitivity analysis concluded APSIM is relatively insensitive to poor precipitation predictions 
for these specific sites (Figs. 3, 5). There are two possible explanations for this lack of 
sensitivity; 1) soils in this study had a high plant available water holding capacity plus shallow 
water tables that could buffer water stress and 2) there were many days when precipitation was 
zero, a value which remained the same when multiplied by 15% or 30% during the APSIM 
weather variable sensitivity analysis.  
Maximum temperature and radiation were the two weather variables in the weather 
sensitivity analysis that had the largest impact on yield (Fig. 5). However, in the historical 35 
years both maximum temperature and radiation had zero years in category 1 and category 5, so 
the likelihood of either variable having the large impacts on yield is small. As expected, the 
model was most sensitive to minimum and maximum temperature for phenology (data not 
shown). Minimum temperature over the 35 historical years was spread evenly between all 
categories, while maximum temperature had more values around average. This would suggest 
minimum temperature in future weather scenarios will have a greater impact on phenology than 
maximum temperature in APSIM simulations.     
The second part of our hypothesis that the inclusion of an explicit weather forecast will 
reduce crop yield prediction uncertainty and produce a reliable estimate with more lead time 
relative to using historical variation alone was also partially supported. The shorter forecast of 3 
days provided very similar accuracy to the 0 day forecast (Table 1). What WRF did provide in 
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APSIM is the ability to give decision makers lead time when deciding management changes. 
Having enough lead time to make decisions can be benefited by using forecast lengths with the 
least variability. When comparing the standard error of yield of all of the forecast lengths, the 14 
day forecast always had the least variability (data not shown). This can be due to the increased 
amount of consistent weather data being included into the APSIM weather file, because there is 
less variability in the weather forecasts that would have an impact on APSIM. This brings us to 
believe that while the 14 day forecast length did not have the greatest amount of days within a 
20% error nor was it consistently the most accurate forecast, that including a 14 day forecast into 
APSIM can provide decision makers enough lead time to make actual decisions. We believe this 
to be true because while the 14 day forecast was not the best, our analysis did not indicate that 
the resulting errors in crop prediction would be too large to prohibit decision makers to see how 
their crops will be affected by the coming weather. This could provide decision makers enough 
time to get the equipment or chemicals they need to make changes to the management practices 
during the growing season. However, the 14 day forecast may not be reliable enough to make 
large monetary decision due to the inaccuracy in the forecast, such as, what day to apply a side 
dress, or when to apply fungicide to the crops. The 3 day forecast would be a reliable forecast to 
use to make the final decisions whether to spray chemicals on a certain day or wait for a more 
opportune time. However, since no one forecast length was consistently the most accurate for 
every treatment in this study, a combination of these forecast lengths for different applications 
could be the most beneficial.  
In general, over the entire growing season there is a decrease in normalized standard error 
of the median yield predictions as the season progresses (Fig. 11). It is important to ask when 
during the growing season a near-final forecast can be made. We believe that when the 
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normalized standard error gets to about 50%, a near final forecast can be made. For corn this 
would happen around flowering and for soybean this happens closer to grain fill (Fig. 11). For 
both corn and soybean during the 2 years of this experiment the normalized standard error was 
50% of the pre-season value at approximately GDD 800 after planting (Fig. 11).  
The first forecast of yield from APSIM was close to the final simulated yields at the end 
of the season in many of the treatments (Fig. 6). If APSIM captures soil water and nitrogen well 
at planting, has good parameterization of soil/hybrids, and weather conditions are not outside of 
the 35 year climatology, then it’s possible to have a very accurate first forecast. 
Reasons for over/under predictions of crop yields during the season 
 While there are many physically-based cropping system model platforms available 
(APSIM; Holzwort et al., 2014), Decision Support System for Agrotechnology Transfer 
(DSSAT; Jones et al., 2003; Hoogenboom et al., 2015), System Approach to Land Use 
Sustainability (SALUS; Basso et al., 2010, 2012)), we chose to use APSIM based on the 
combination of numerous detailed calibrations previously conducted in our region (Hammer et 
al., 2009; Malone et al., 2009; Archontoulis et al., 2014a, b; Archontoulis et al., 2016a, b; Basche 
et al., 2016; Dietzel et al., 2016; Jin et al., 2016; Martinez-Feria et al., 2016; Puntel et al., 2016) 
and the wide range of realistic in-season management options available such as when to apply 
fertilizer, spray chemicals, and harvest (Horie et al., 1992; Lawless & Semenov 2005; Howden et 
al., 2007).  
In our case, we were able to isolate the instances where yield predictions were inaccurate 
and identify key sources of these inaccuracies. In many cases an inaccurate weather forecast was 
the cause of the inaccuracies in the APSIM forecast predictions. For example in 2015, early 
planted corn in Sutherland had two instances where the APSIM model was inaccurate (July 1st 
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and August 1st), one negative and one positive, most clearly seen in the 14 day forecast (Fig. 
6k). The negative peak around July 1st was influenced by minimum temperature in the 2nd week 
of the forecast. The forecast was too cold by 6.6 °C on average for the 2nd week of forecast, 
which explains why the 7 day forecast did not experience as much of a shift as the 14 day 
forecast. The positive peak that occurred around August 1st was due to an increase in daily 
radiation in the WRF forecast compared to the actual observed weather by about 41%. A similar 
peak around August 1st can be seen in the other 2015 corn and soybean forecasts in both Ames 
and Sutherland, which we also attributed to an over prediction of radiation forecasted by the 
WRF forecast (Fig 6). In 2016 there was a similar peak around August 15th that appeared in all 
corn cropping systems, mostly in the 14 day forecast length. This was due to an increase in 
temperature in the WRF forecast relative to the observed weather by 4 °C a day during the 2nd 
week of the 14 day forecast (Fig. 6g, h, o, p). Another case that was examined was the negative 
peak in late planted corn in Sutherland (Fig. 6p) that was largest in the 14 day forecast around 
July 15th. This was due to 32 mm of rain that WRF failed to forecast. These specific cases for 
large peaks in yield inaccuracy suggests that APSIM is affected by the quality of the weather 
forecasts input into the model, at least during certain times of the year (Kouadio et al., 2015). 
In-season forecast efforts and challenges 
 Our approach is novel because it is the first to combine a complete set of forecasted data 
for all four weather variables needed in the APSIM model and provides the basis for future 
inclusion of weather forecasting into crop models. Previous analyses concluded that an always 
correct precipitation forecast has a positive impact on forecasting crop yield (Asseng et al., 
2016). With this in mind, the forecast used in our project was not an always correct forecast, but 
what one would receive if they only used one source of forecasted data. This is a more realistic 
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scenario of how operational weather forecasting would impact a crop model, as opposed to the 
best case scenario. The analysis presented here is in-line with the findings of Asseng et al., 
(2016) but adds additional insight into each of the meteorological forcing variables and their 
relative contribution to uncertainty. We also build upon this work to examine how forecast 
length may alter the dynamics of an in-season modeling framework. Gowing and Ejieji’s (2001) 
study was the most similar to ours in the sense that they used a real weather forecast 
implemented into their crop model. They used a 7 day weather forecast and their meteorological 
conditions that were unavailable (radiation) were estimated (sun-hours) for the forecasted period. 
In our study, radiation was explicitly predicted by WRF without the need to use sun-hours.  
Our analysis indicated that there was not sufficient evidence to suggest forecasts of up to 
14 days do not on average cause the APSIM predictions to be too inaccurate to use. This means 
that 14 day length forecasts could be used for management decisions that require lead time, but a 
combination of all of the forecast lengths should be used to make final decisions. These were 
similar findings to both Asseng et al. (2016) and Gowing and Ejieji (2001). A 14 day forecast 
may be sufficient to allow for decision making and management practices to be altered to have 
an effect on final yield. Overall, the weather forecast used in our study was less accurate than 
that of Asseng et al. (2016), but more realistic since it was an actual weather forecast and not an 
always correct forecast. With a better weather forecast it seems that the APSIM predictions 
would only become more accurate, providing an even better yield forecasting tool.   
Summary 
 Forecasting crop production in-season is becoming increasingly important for agricultural 
producers to make informed crop management and financial decisions (IPCC, 2013; Newlands et 
al., 2014). Our approach will improve how in-season crop production forecasting can be done 
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and increase the usefulness to the broader community. Weather forecasting can be used to 
improve crop forecasts for farmers and others, such as the ISU’s field forecast tool. While our 
study focused on using different forecast lengths, another way that forecasting could be 
incorporated would be to use ensemble forecasting (Gneiting and Raftery, 2005). Ensembles 
would provide many results for each forecast, instead of just one set of results. This would 
provide a range of results that could positively impact decision makers. Crop forecasting is a 
viable tool for decision makers and the inclusion of weather forecasting has the potential to 
better this field.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
24 
 
 
 
Table 1. Cumulative absolute value of inaccuracy for yield calculated by Eq. 2 among the 
different forecast lengths. The bold red numbers had the best accuracy over the entire growing 
season. The closer the number is to zero, the better the accuracy.   
 Weather Forecast Length 
Cropping System 
Panels in 
Fig. 6 14 Day 7 Day 3 Day 0 Day 
Ames Early Soybean 2015 a 50.84 45.29 32.64 39.63 
Ames Late Soybean 2015 b 30.77 31.63 39.56 42.99 
Ames Early Corn 2015 c 37.79 24.17 21.59 20.95 
Ames Late Corn 2015 d 32.60 18.10 13.60 12.16 
Ames Early Soybean 2016 e 87.13 69.85 53.52 54.84 
Ames Late Soybean 2016 f 58.19 46.26 42.81 36.04 
Ames Early Corn 2016 g 90.91 81.96 78.24 76.01 
Ames Late Corn 2016 h 40.40 34.86 36.10 33.19 
Sutherland Early Soybean 2015 i 64.95 22.94 37.39 44.57 
Sutherland Late Soybean 2015 j 33.02 25.76 37.14 35.98 
Sutherland Early Corn 2015 k 74.05 57.30 48.04 50.44 
Sutherland Late Corn 2015 l 43.29 25.65 19.63 20.52 
Sutherland Early Soybean 2016 m 44.50 39.57 40.99 41.87 
Sutherland Late Soybean 2016 n 36.26 43.44 44.14 51.37 
Sutherland Early Corn 2016 o 56.77 35.67 20.35 18.59 
Sutherland Late Corn 2016 p 65.81 62.24 65.13 63.36 
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Figure 1. Cumulative thermal time (a, b), cumulative precipitation (c, d), and cumulative 
radiation (e, f) in 2015 and 2016 vs. 35 historical years (climatology; 1980-2014) for Ames (a, c, 
e) and Sutherland (b, d, f) Iowa, USA. 
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Figure 2. The difference (simulated – observed) between cumulative WRF forecasted weather and cumulative observed weather 
for each of the variables used to drive APSIM, maximum temperature (a, e, i, m), minimum temperature (b, f, j, n), precipitation 
(c, g, k, o), and radiation (d, h, l, p), throughout the growing season for Ames 2015 (a-d), 2016 (e-h), and Sutherland 2015 (i-l) and 
2016 (m-p).  
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Figure 3. Normalized values of the 20% error (calculated using eq. 1) for each forecast length. A value of 1 means that all 
individual forecast days had an error below 20%, while a value of zero means that all induvial forecasted days had an error above 
20%. Maximum temperature (a, e, i, m), minimum temperature (b, f, j, n), precipitation (c, g, k, o), and radiation (d, h, l, p), 
throughout the growing season for Ames 2015 (a-d), 2016 (e-h), and Sutherland 2015 (i-l) and 2016 (m-p).  
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Figure 4. Measured versus APSIM model 
simulated flowering date, maturity date (panel 
a) and biomass accumulation per crop (panels b 
and c). 
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Figure 5. Weather sensitivity analysis figure, showing the impact of weather variable 
changes of negative and positive 15% and 30% and how those impact yield. 
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Figure 6. Inaccuracy in yield prediction calculated throughout the growing season for Ames 2015 (a-d), 2016 (e-h), and Sutherland 
2015 (i-l) and 2016 (m-p). Early planted soybean (a, e, i, m), late planted soybean (b, f, j, n), early planted corn (c, g, k, o), and late 
planted corn (d, h, l, p) are displayed. 
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Figure 7. Percentage of inaccuracy over the entire growing season by forecast length.  
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Figure 8. Boxplots showing variability in yield prediction (kg/ha) for each forecast length averaged across the season (~10 forecasts) 
for Ames 2015 (a-d), 2016 (e-h), and Sutherland 2015 (i-l) and 2016 (m-p). Early planted soybean (a, e, i, m), late planted soybean (b, 
f, j, n), early planted corn (c, g, k, o), and late planted corn (d, h, l, p) are displayed. Variability in the observed yields (obs.) and 
APSIM model simulations using actual weather data (sim) are also showed. 
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Figure 9. Inaccuracy in maturity date (measured in percentage) throughout the growing season for Ames 2015 (a-d), 2016 (e-h), and 
Sutherland 2015 (i-l) and 2016 (m-p). Early planted soybean (a, e, i, m), late planted soybean (b, f, j, n), early planted corn (c, g, k, o), 
and late planted corn (d, h, l, p) are displayed. 
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Figure 10. Boxplots showing variability in maturity date (measured in days) for each forecast length for Ames 2015 (a-d), 2016 (e-h), 
and Sutherland 2015 (i-l) and 2016 (m-p). Early planted soybean (a, e, i, m), late planted soybean (b, f, j, n), early planted corn (c, g, 
k, o), and late planted corn (d, h, l, p) are displayed. 
35 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3
5
 
Figure 11. Normalized standard error of median yield prediction for all corn (a) and soybean (b) treatments over the 2015 (15) and 
2016 (16) growing season.  
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CHAPTER 2. ENDURING UNDERSTANDINGS 
 
Part of the Agricultural Meteorology Graduate Major is demonstrating ones 
understanding of the Enduring Understandings. Below are descriptions of how my research 
addressed these four Enduring Understandings. 
1. Science is characterized by the formulation, testing, and revision of hypotheses. 
The scientific method is a crucial part of science, especially the formation, testing, 
and revision of hypotheses. When formulating our initial hypothesis, we knew that this 
research project was going to combine weather forecasts with crop models. This led to our 
first hypothesis that the addition of weather forecasted data into APSIM will more accurately 
predict final yield sooner in the growing season than a yield forecast with just climatological 
means. To test this hypothesis we utilized a set of 16 crop systems (2 years x 2 sites x 2 crops 
x 2 management practices = 16 treatments) and two crop variables (yields and staging 
(flowering and maturity date)) and incorporated various WRF forecast lengths into the 
FACTS system. The initial hypothesis was then revised as the project evolved from simply 
the inclusion of WRF forecasts into APSIM, to having multiple forecast lengths and how 
these forecast lengths will impact APSIM and certain crop variables.  We hypothesized that 
the shorter weather forecast lengths will be the most accurate and least varying in predicting 
yield and phenology accurately, also that inclusion of WRF into the weather database will 
improve APSIM prediction accuracy.  
2. Conservation laws govern the fluxes of mass and energy among the soil, vegetation, 
and atmosphere. 
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In models there are a lot of changes that can be made to alter the interaction between 
the fluxes of mass and energy among the soil, vegetation, and atmosphere. It is important to 
make sure that mass and energy are still being conserved in models and observations. One 
pool that we are focusing on is the nitrogen pool in the soil and where all the nitrogen goes to 
make sure that the input and output fluxes sum to the changes in that pool (i.e. conservation 
of mass). This is being done by taking partitioned biomass from the field and running a 
nitrogen analysis on each part (leaf, stem, and pod) and quantifying the amount of nitrogen in 
those sections of the plant. These measurements are being used together with other fluxes 
and pools of nitrogen to verify that mass is being conserved. 
3. Feedbacks exist between agricultural ecosystems and the atmosphere. 
Many feedbacks, both positive and negative, exist between the atmosphere and 
agricultural ecosystems. During this research project, there were field measurements taken 
during the growing season to validate the crop model used. Weather stations were set up in 
both corn and soybean fields in Ames, Iowa, to measure evapotranspiration. A positive 
feedback would be the amount of precipitation that Ames received in the 2015 growing 
season and the amount of evapotranspiration. With the increased amount of precipitation and 
the amount of transpiring surface on the ground, increased evapotranspiration can occur. This 
increased evapotranspiration will then continue to increase the amount of precipitation. Leaf 
area index was another variable that was measured in the field. A negative feedback would 
be the warmer temperatures required to make the plants grow and increase transpiration, 
which will cool the atmosphere. As the plants grow bigger they will have a greater leaf area 
and be able to reflect more of the incoming radiation from the sun which will cool the 
atmosphere relative to the soil surface.  
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4. “Essentially all models are wrong, but some are useful.” Box and Draper (1987). 
The research that we are conducting embodies this enduring understanding the most. 
We are focusing on combining two different models to simulate a final yield that could 
become very beneficial to farmers. Both models that are being used have their weaknesses, 
but are highly used models in their respective fields. With the WRF model we are only 
using GFS boundary conditions because of the length of the forecast needed for this project. 
The use of only one source for boundary conditions can limit the ability of the weather 
forecast. The APSIM and WRF models are only as good as the initial values they are given. 
For APSIM, there are many measurements that need to be taken in the field so that ground 
water, soil moisture, and other variables needed in the model are simulated correctly. 
Throughout the growing season bi-weekly measurements are being made of leaf area index 
(per node and full plant), partitioned biomass, phenology, and carbon/nitrogen analysis. 
These measurements were able to evaluate the APISM model and provide evidence of the 
usefulness of the model, with very close values between collected and simulated data. Both 
of these models are highly useful to simulate weather and crops, despite being imperfect. 
Without these models this research project would have not been possible, due to the large 
amounts of calculations that the models perform to forecast weather and crop variables.   
 
 
 
 
 
 
44 
 
APPENDIX 
SUPPLEMENTARY MATERIAL 
Table S1. Experimental details. 
Cropping System 
Planting 
Date 
Maturity 
Group Cultivar Soil 
Seeding 
Rate 
(seeds/ac) 
 
 
Depth 
(inch) 
Ames Early Soybean 2015 May 1st 2.6 
Pioneer 
92Y75 Nicollet 140,000 
 
1.5 
Ames Late Soybean 2015 May 25th 2.6 
Pioneer 
92Y75 Nicollet 140,000 
 
1.5 
Ames Early Corn 2015 April 20th 111 
Pioneer 
1151AM Nicollet 35,000 
 
2 
Ames Late Corn 2015 May 21st 111 
Pioneer 
1151AM Nicollet 35,000 
 
2 
Ames Early Soybean 2016 May 6th 2.6 
Pioneer 
92Y75 Nicollet 140,000 
 
1.5 
Ames Late Soybean 2016 June 3rd 2.6 
Pioneer 
92Y75 Nicollet 140,000 
 
1.5 
Ames Early Corn 2016 April 26th 111 
Pioneer 
1151AM Nicollet 35,000 
 
2 
Ames Late Corn 2016 May16th 111 
Pioneer 
1151AM Nicollet 35,000 
 
2 
Sutherland Early Soybean 2015 April 30th 2.2 
Pioneer 
P22T69R Primghar 140,000 
 
1.5 
Sutherland Late Soybean 2015 May 25th 2.2 
Pioneer 
P22T69R Primghar 178,000 
 
1.5 
Sutherland Early Corn 2015 April 29th 105 
Pioneer 
P0506AM Primghar 34,000 
 
1.5 
Sutherland Late Corn 2015 May 19th 105 
Pioneer 
P0506AM Primghar 34,000 
 
1.5 
Sutherland Early Soybean 2016 May 7th 2.2 
Pioneer 
P22T69R Primghar 140,000 
 
1.5 
Sutherland Late Soybean 2016 June 1st 2.2 
Pioneer 
P22T69R Primghar 140,000 
 
1.5 
Sutherland Early Corn 2016 May 78th 105 
Pioneer 
P0506AM Primghar 34,000 
 
1.5 
Sutherland Late Corn 2016 June 1st 105 
Pioneer 
P0506AM Primghar 34,000 
 
1.5 
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Table S2. Physics schemes used to run WRF 
Physics Scheme Name Scheme 
Number 
mp_physics WRF Single-moment 5-class scheme 4 
ra_lw_physics CAM scheme 3 
ra_sw_physics Dudhia scheme 1 
sf_surface_physics 5-layer thermal diffusion 1 
bl_pbl_physics MYNN  5 
cu_physics Kain-Fritsch scheme 1 
 
 
Table S3. Soil profile parameters used in APSIM. LL is lower limit (mm/mm), DUL is 
the drained upper limit (mm/mm), SAT is the saturation point (mm/mm) and SOC is 
the soil organic carbon (g/100g) 
 Ames Sutherland 
Depth LL DUL SAT SOC LL DUL SAT SOC 
0-10 0.174 0.306 0.48 2.43 0.171 0.28 0.47 2.47 
10-20 0.165 0.25 0.43 2.38 0.151 0.28 0.415 2.17 
20-30 0.12 0.22 0.35 1.97 0.141 0.27 0.421 1.85 
30-45 0.11 0.21 0.34 1.95 0.13 0.25 0.42 1.86 
45-60 0.102 0.22 0.33 0.97 0.13 0.24 0.413 1.11 
60-75 0.126 0.265 0.393 0.97 0.14 0.27 0.438 1.12 
75-90 0.133 0.261 0.364 0.49 0.14 0.263 0.438 0.39 
90-105 0.128 0.253 0.335 0.49 0.14 0.26 0.438 0.39 
105-120 0.128 0.2 0.37 0.49 0.14 0.24 0.438 0.39 
120-150 0.09 0.28 0.332 0.49 0.11 0.24 0.3 0.39 
150-180 0.09 0.18 0.242 0.49 0.11 0.24 0.3 0.2 
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Table S4. Cumulative absolute value of inaccuracy for flowering calculated by Eq. 2 among the 
different forecast lengths. The bold red numbers had the best accuracy over the entire growing 
season. The closer the number is to zero, the better the accuracy. 
  Weather Forecast Length 
Cropping System 
Panels in 
Fig S2 14 Day 7 Day 3 Day 0 Day 
Ames Early Soybean 2015 a 11.67 5.00 5.00 3.33 
Ames Late Soybean 2015 b 4.44 11.11 11.11 13.33 
Ames Early Corn 2015 c 5.95 5.95 4.76 4.76 
Ames Late Corn 2015 d 1.52 4.55 6.06 10.61 
Ames Early Soybean 2016 e 35.19 35.19 33.33 33.33 
Ames Late Soybean 2016 f 21.95 17.07 19.51 17.07 
Ames Early Corn 2016 g 19.29 20.00 19.29 18.57 
Ames Late Corn 2016 h 5.22 5.97 5.97 7.46 
Sutherland Early Soybean 2015 i 7.35 8.82 7.35 11.76 
Sutherland Late Soybean 2015 j 2.13 14.89 10.64 12.77 
Sutherland Early Corn 2015 k 17.44 24.42 20.93 23.26 
Sutherland Late Corn 2015 l 11.11 19.44 12.50 15.28 
Sutherland Early Soybean 2016 m 11.67 11.67 11.67 13.33 
Sutherland Late Soybean 2016 n 8.70 8.70 4.35 6.52 
Sutherland Early Corn 2016 o 13.89 13.89 11.81 12.50 
Sutherland Late Corn 2016 p 16.67 9.52 13.49 13.49 
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Table S5. Cumulative absolute value of inaccuracy for maturity calculated by Eq. 2 among the 
different forecast lengths. The bold red numbers had the best accuracy over the entire growing 
season. The closer the number is to zero, the better the accuracy. 
 Weather Forecast Length 
Cropping System 
Panels in 
Fig. 8 14 Day 7 Day 3 Day 0 Day 
Ames Early Soybean 2015 a 16.92 6.92 7.69 6.92 
Ames Late Soybean 2015 b 62.39 38.60 30.26 28.95 
Ames Early Corn 2015 c 11.59 7.97 7.25 7.61 
Ames Late Corn 2015 d 28.51 16.12 9.09 11.16 
Ames Early Soybean 2016 e 27.87 23.77 23.77 22.95 
Ames Late Soybean 2016 f 67.76 62.15 62.15 59.35 
Ames Early Corn 2016 g 26.45 26.86 24.38 21.49 
Ames Late Corn 2016 h 21.85 18.07 16.81 15.97 
Sutherland Early Soybean 2015 i 39.19 34.46 32.43 34.46 
Sutherland Late Soybean 2015 j 67.29 48.87 50.38 52.26 
Sutherland Early Corn 2015 k 31.63 35.71 33.67 36.05 
Sutherland Late Corn 2015 l 27.57 16.91 19.85 22.43 
Sutherland Early Soybean 2016 m 14.44 11.48 13.33 10.37 
Sutherland Late Soybean 2016 n 62.92 51.67 51.25 59.58 
Sutherland Early Corn 2016 o 13.67 11.33 10.94 9.77 
Sutherland Late Corn 2016 p 22.00 18.00 16.00 10.71 
 
 
 
 
 
 
 
 
 
 
48 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S1. All yield predictions for 2015 early soybean in Ames are shown by forecast length. These 
values over the entire growing season are taken by forecast length and combined into boxplots by forecast 
length to observe the variability. 
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Figure S2. Inaccuracy in flowering date (measured in percentage) throughout the growing season for Ames 2015 (a-d), 2016 (e-h), 
and Sutherland 2015 (i-l) and 2016 (m-p). Early planted soybean (a, e, i, m), late planted soybean (b, f, j, n), early planted corn (c, g, k, 
o), and late planted corn (d, h, l, p) are displayed. 
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Figure S3. Variability in flowering date (measured in days) for each forecast length for Ames 2015 (a-d), 2016 (e-h), and Sutherland 2015 
(i-l) and 2016 (m-p). Early planted soybean (a, e, i, m), late planted soybean (b, f, j, n), early planted corn (c, g, k, o), and late planted corn 
(d, h, l, p) are displayed. Outliers are indicated by a + and the red lines are the median values.  
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