Abstract-Given an undirected graph with weights on the vertices, the maximum weight clique problem (MWCP) is to find a subset of mutually adjacent vertices (i.e., a clique) having the largest total weight. This is a generalization of the classical problem of finding the maximum cardinality clique of an unweighted graph, which arises as a special case of the MWCP when all the weights associated to the vertices are equal. The problem is known to be -hard for arbitrary graphs and, according to recent theoretical results, so is the problem of approximating it within a constant factor. Although there has recently been much interest around neural-network algorithms for the unweighted maximum clique problem, no effort has been directed so far toward its weighted counterpart. In this paper, we present a parallel, distributed heuristic for approximating the MWCP based on dynamics principles developed and studied in various branches of mathematical biology. The proposed framework centers around a recently introduced continuous characterization of the MWCP which generalizes an earlier remarkable result by Motzkin and Straus. This allows us to formulate the MWCP (a purely combinatorial problem) in terms of a continuous quadratic programming problem. One drawback associated with this formulation, however, is the presence of "spurious" solutions, and we present characterizations of these solutions. To avoid them we introduce a new regularized continuous formulation of the MWCP inspired by previous works on the unweighted problem, and show how this approach completely solves the problem. The continuous formulation of the MWCP naturally maps onto a parallel, distributed computational network whose dynamical behavior is governed by the so-called replicator equations. These are dynamical systems introduced in evolutionary game theory and population genetics to model evolutionary processes on a macroscopic scale. We present theoretical results which guarantee that the solutions provided by our clique finding replicator network are actually the ones being sought. Extensive experiments on both randomly generated and standard benchmark graphs have been conducted, and the results obtained confirm the effectiveness of the proposed approach.
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I. INTRODUCTION
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-complete in Karp's classical paper on computational complexity [42] , but also for its theoretical as well as practical implications. Given an undirected graph, it consists of finding a subset of pairwise adjacent vertices (i.e., a clique) having the largest cardinality. The MCP finds applications in a variety of practical problems in such diverse domains as computer vision, experimental design, information retrieval, fault tolerance, etc. (see [19] and references therein). In addition, many important intractable problems turn out to be easily reducible to the MCP, and these include, for example, the Boolean satisfiability problem, the independent set problem, the subgraph isomorphism problem, and the vertex covering problem.
Due to the inherent computational complexity of the MCP, exact algorithms are guaranteed to return a solution only in a time which increases exponentially with the number of vertices in the graph, and this makes them inapplicable even to moderately large problem instances. Moreover, a series of recent theoretical results show that the MCP is in fact difficult to solve even in terms of approximation (see [5] for a recent review concerning approximation issues for optimization problems). Strong evidence of this fact came in 1991, when Feige et al. [27] (see also [28] ) proved that if there is a polynomial-time algorithm that approximates the MCP within a factor of , then any problem can be solved in "quasipolynomial" time (i.e., in time). The result was further refined by Arora et al. [4] , [3] one year later. Specifically, they proved that there exists an such that no polynomial-time algorithm can approximate the size of the maximum clique within a factor of , unless . More recent developments along these lines can be found in [15] , [16] , and [34] . In the light of these negative results, much effort has recently been directed toward devising efficient heuristics for the MCP, for which no formal guarantee of performance may be provided, but are anyway of interest in practical applications [19] .
An important generalization of the MCP which is receiving increasing attention arises when positive weights are associated to the vertices of the graph. In this case, the problem is known as the maximum weight clique problem (MWCP) and consists of finding a clique in the graph which has largest total weight (note that the maximum weight clique does not necessarily have largest cardinality). It is clear that the classical unweighted version turns out to be a special case when the weights assigned to the vertices are all equal, and for this reason the MWCP has at least the same computational complexity as the unweighted counterpart (but see [7] and [10] for classes of graphs for which the problem is solvable in polynomial time).
The MWCP has important applications in such fields as computer vision, pattern recognition and robotics, where graphs are employed as a convenient means of representing high-level pictorial information [11] . Here, the vertices of these graphs typically represent features such as lines, corners, regions, etc., and the edges represent possible relations among them. A fundamental problem in these areas is to match a new image, or image representation, against a model, for recognition purposes. An elegant approach to solve this matching problem is to construct an auxiliary graph structure, called the association graph, from the two graphs being matched and then to look for maximum cliques in it [11] . In the association graph, the vertices correspond to putative associations between vertices of the graphs being matched, and the edges represent compatibility relations between associations. Graphs arising in these applications often contains numerical attributes on their vertices and/or edges. In these cases, the matching problem becomes one of finding a maximum weight clique in a vertex-weighted association graph, where the weights on the vertices usually correspond to a measure of the "similarity" between attribute vectors (see, e.g., [37] and [60] ).
During the past few years, a number of (traditional) algorithms have been devised to solve the MWCP. The first work on this subject appears to have been published in 1975 by Nemhauser and Trotter [51] who formulated the problem as an integer linear program and applied an implicit enumeration algorithm to solve it. Building on previous work on the unweighted version, Loukakis and Tsouros [46] developed a recursive backtracking algorithm for MWCP and presented results over random graphs with up to 250 vertices. In [54] , Pardalos and Desai formulated the MWCP as an unconstrained quadratic 0-1 program and developed a branch and bound technique to solve it. They were able to run the algorithm over random graphs with up to 500 vertices. In an unpublished paper [25] , Carraghan and Pardalos proposed a simple partial enumerative algorithm which turned out to be more efficient than that presented in [54] . Balas and Xue [8] extended a previous work on the unweighted case and developed an efficient branch and bound procedure for MWCP. Basic to their algorithm is a minimum weighted coloring of a triangulated graph, which they obtain in a time complexity of . In [9] , Balas and Xue proposed a fast heuristic for the weighted fractional coloring problem and used this heuristic as an upper bounding procedure in a branch and bound algorithm for the MWCP. Compared with the method in [8] , computational results show the reduction in search tree size and the improved efficiency of the resulting algorithm. In 1994, Babel [6] presented a fast branch and bound procedure which we briefly describe in the experiment section of this paper. Other algorithms for the MWCP in the literature can be found in [2] , [35] , [48] , and [50] .
Although in the neural-network community there has recently been much interest around the unweighted version of the maximum clique problem [1] , [17] , [21] , [30] , [33] , [38] - [40] , [45] , [56] , [61] , [62] , [64] , no effort has been directed so far to its weighted counterpart. We are only aware of the work of Ballard et al. [12] , who simply described a method to encode the problem in terms of a connectionist architecture, without presenting any experimental results. In this paper, we expand on previous works done on the unweighted maximum clique problem [21] , [56] , [58] , and present a parallel, distributed heuristic for approximating the MWCP based on dynamics principles developed in various branches of mathematical biology [36] . The approach is centered around a continuous characterization of the problem introduced in a recent paper by Gibbons et al. [32] , which allows us to formulate the MWCP (a purely combinatorial problem) in terms of a continuous quadratic programming problem. Gibbons et al. ' s formulation is indeed a generalization of a powerful result proved in the mid-1960s by Motzkin and Straus [49] for the unweighted case, and recently extended in various ways [18] , [32] , [59] . The Motzkin-Straus formulation has also served as the basis for various clique finding algorithms for unweighted graphs [20] , [21] , [31] , [55] , [56] . We will show inhowfar the formulation of the MWCP by Gibbons et al. has one major drawback related to the existence of "spurious" solutions, a problem which is also present in the original Motzkin-Straus formulation [59] . These entail a lack of one-to-one correspondence between the solutions to the continuous optimization problem and those to the original, discrete one. We shall present characterizations of these spurious solutions, which sometimes can provide information on the structure of the underlying graph. In principle, however, spurious solutions should be avoided. To this end, we introduce a new regularized continuous formulation of the MWCP inspired by previous works on the unweighted problem, and show how this approach completely solves the problem.
The continuous formulation allows us to map the MWCP onto a parallel, distributed computational network whose dynamical behavior is governed by the so-called replicator equations [36] , [67] . These are dynamical systems introduced in evolutionary game theory to model the evolution of behavior in animal conflicts, and independently studied, under different names and with different purposes, in such diverse fields as population genetics, macromolecular evolution, mathematical ecology, and computer vision. We present theoretical results which guarantee that the solutions provided by our clique finding replicator networks are actually the ones being sought. Extensive experiments conducted over hundreds of graphs also demonstrate the effectiveness of the proposed approach.
The outline of this paper is as follows. In Section II, we present Gibbons et al.'s continuous formulation of the MWCP, discuss its limitations related to the existence of spurious solutions, and develop a straightforward generalization which overcomes these drawbacks. In Section III, we introduce replicator dynamics and their properties, and show how this class of dynamical systems can be employed to serve our purposes. Section IV presents experimental results on both randomly generated graphs and standard DIMACS benchmark graphs, and Section V concludes this paper.
II. CONTINUOUS FORMULATIONS OF THE MAXIMUM WEIGHT CLIQUE PROBLEM

A. Notations and Definitions
Let be an arbitrary undirected and weighted graph, where is the vertex set, is the edge set and is the weight vector, the th component of which corresponds to the weight assigned to vertex . It is assumed that for all . The order of is the number of its vertices (namely, ). The complement graph of , denoted by , is a graph having the same vertex set as and and as the edge set. Two distinct vertices are said to be adjacent if they are connected by an edge, i.e.,
. Given a subset of vertices , the weight assigned to will be denoted by As usual, the sum over the empty index set is defined to be zero.
A clique is a subset of the vertex set in which every pair of vertices are adjacent. A clique is called maximal if no strict superset of is a clique. A maximal weight clique is a clique which is not contained in any other clique having weight larger than . Since we are assuming that all weights are positive, it is clear that the concepts of maximal and maximal weight clique coincide, and we shall not make any distinction throughout the paper furthermore. A maximum cardinality clique (or, simply, a maximum clique) is a clique whose cardinality is the largest possible, while a maximum weight clique is a clique having largest total weight. The MWCP is the problem of finding a clique in having maximum weight (see [19] for a review). The maximum size of a clique in is called the clique number and is typically denoted by ; the weighted clique number of , denoted by , is the maximum weight of a clique in .
Note that maximum cliques are obviously also maximal, while the contrary need not be true. Moreover, since we are assuming that all weights are positive, maximum weight cliques are also maximal cliques. Note that the classical (unweighted) version of the maximum clique problem arises as a special case when all vertices are assigned a weight equal to one, in which case , where denotes the number of elements in .
B. Basic Formulation
In 1965, Motzkin and Straus [49] established a remarkable connection between the unweighted maximum clique problem and a certain standard quadratic programming problem. Let be an undirected (unweighted) graph, and let denote the standard simplex in the -dimensional Euclidean space (see Fig. 1 ) for all where a prime denotes transposition, and the letter is reserved for a vector of appropriate length, consisting of unit entries (hence ). For a subset of vertices, we shall denote the face of corresponding to by if and its relative interior by if ( 1) where is the adjacency matrix of , i.e., if , and if , and let be a global maximizer of on . Motzkin and Straus proved that the clique number of is related to according to the following formula:
Additionally, Motzkin and Straus proved that a subset of vertices is a maximum clique of if and only if its characteristic vector , which is the vector in defined by if and otherwise, is a global maximizer of on . 1 Though probably motivated by genuine mathematical curiosity, the Motzkin-Straus theorem has indeed intriguing computational implications. It suggests a fundamentally new way of solving the maximum clique problem, by allowing us to move from the discrete to the continuous domain. As recently pointed out by Pardalos [53] , continuous formulations of discrete optimization problems turn out to be particularly attractive. They not only allow us to exploit the full arsenal of continuous optimization techniques, thereby leading to the development of new efficient algorithms, but may also reveal unexpected theoretical properties. The Motzkin-Straus approach has recently been extended in various ways [18] , [32] , [59] and has served as the basis of many clique-finding algorithms [21] , [31] , [39] , [55] , [56] . It has also been used to determine theoretical bounds on the maximum clique size [24] , [55] .
In a recent paper, Gibbons et al. [32] generalized the Motzkin-Straus theorem to the weighted case. They first reformulated the Motzkin-Straus problem as a minimization problem by considering the function (2) where is the identity matrix, and is the adjacency matrix of the complement graph . From the previous theorem it is possible to derive the following result, which establishes a correspondence between maximum weight cliques and global minima of (3), cf. Proposition 12 in Appendix B. Theorem 2: A subset of vertices of a weighted graph is a maximum weight clique if and only if its weighted characteristic vector is a global minimizer of (3).
However, the problem in formulation (3), with a matrix drawn from the Motzkin-Straus class , has some structural drawbacks. One of them is that maximal cliques having less than maximum weight are not necessarily reflected by local solutions to (3) for any , in that need not be a local minimizer of on , as the elementary example of two disconnected vertices with different weights shows, where the objective in (3) can be a nonconstant affine function although both singletons are maximal cliques.
Therefore we propose a regularized variant of the formulation, for which we prove a sharpened version of the preceding results (Section II-D). The other advantage of the regularization is that spurious solutions, which can occur with the Motzkin-Straus class and which are discussed in detail in the following section, are automatically prohibited with the proposed alternative approach.
Anyhow, as with its unweighted counterpart, the previous result suggests a new way of solving the MWCP which is based on the minimization of the function in : a continuous optimization problem. Notice that the matrix belongs to . In other words, the Motzkin-Straus theorem turns out to be a special case of the preceding result.
C. Spurious Solutions and Their Characterization
The previous formulation of the MWCP has a major drawback which, as in the unweighted case [59] , is related to the presence of "spurious" solutions. A local or global solution of program (3) is said to be spurious if it is not in the form of a weighted characteristic vector , for some subset of vertices. In principle, spurious solutions represent a nuisance for we cannot extract the vertices comprising the clique directly from them; they just provide information about the weighted clique number. In this case, we would be forced to make recourse to iterative or recursive routines to get the clique vertices, as described in [52] and [55] . In this section we shall give characterizations of spurious solutions which, as a byproduct, can sometimes provide information about the structure of the underlying graph. Regularizations which remove these phenomena are discussed in the next section.
To illustrate, consider the simple graph having vertex set and weight vector , with edges only between vertices 1 and 2, and 1 and 3, In this case, the class contains all matrices of the form where . The subsets and are maximum weight cliques, and from Theorem 2 we know that, for any matrix , their weighted characteristic vectors and are global minimizers of on . Let us consider a particular member of , namely the matrix satisfying , which lies on the boundary of the space . It is simple to see by direct calculations that for all , all vectors of the form also are global minimizers of on , and are therefore spurious solutions. Observe that, in this particular case, spurious solutions contain more information than weighted characteristic vectors in that they allow us to identify both cliques of the graph, not just one. Unfortunately, as we shall see below, this is not always the case.
The previous example is just an instance of a more general property which we present here. To this end, we need to introduce additional notations and definitions. Given two disjoint subsets of vertices and , we shall denote by the set (4) . It is clear that when more than two cliques are involved it is difficult to establish general criteria which allow us to extract their vertices, as is the case when there are two cliques only.
D. A Regularized Formulation
Even though in certain specific circumstances spurious solutions may provide useful information concerning the structure of the underlying graph, it is clear that in general they represent a problem as they do not allow us to extract the vertices comprising a clique directly from the solution found. The major drawback is in fact the lack of one-to-one correspondence between local solutions to (3) and cliques of maximal weight. This is also reflected by the occurrence of jamming during local optimization procedures based on the so-called replicator dynamics [23] . To avoid jamming, instead of the Motzkin-Straus class for the unweighted case, here a different class of matrices is proposed to be used as input data for problem (3) if otherwise.
For the unweighted case where , this regularization goes back to a different characterization of maximal cliques thoroughly studied in [18] . Numerical experiences with this approach on a larger scale are reported in [21] , and [23] . The class represents a natural extension to the weighted case.
By contrast to the Motzkin-Straus class , we can prove for the class again the one-to-one correspondence of strict 2 local minimizers of (3) and cliques , if is replaced with a matrix . This is done as in the unweighted case, by just adapting the arguments in [32] to this more appropriate setting. As a consequence, we also can rule out the occurrence of spurious solutions, since all local solutions to (3) 
, where is a maximum weight clique. Moreover, all local (and hence global) solutions to (3) are strict.
A "distinguished" member of the class corresponding to as defined in (6) 
Observe that in the unweighted case, equals , the regularized adjacency matrix 3 of the complement graph . This reflects the elementary property that an independent set of is a clique of . So, while the local maximizers of over exactly are the characteristic vectors of maximal cliques of , the local minimizers of over exactly are the characteristic vectors of maximal independent sets of . Note that within the Motzkin-Straus class , there is no matrix with this straightforward interpretation. See [23] for a global optimization algorithm which needs both large cliques and large independent sets of in parallel. There it is also shown that all principal minors of are not vanishing, and that this is a condition sufficient for prevention of jamming in replicator dynamics. Following paths under this dynamics is a frequently used procedure in the local optimization part for finding the minimizer of the general quadratic form over , see Section III. Of course, one could try to transfer this to the weighted case, and this approach could be backed by the observation that for small , the matrices are all nonsingular for all choices of positive weight vectors . Also, if is complete, one can show that is nonsingular, regardless of the size of . Admittedly, all these cases are of restricted interest in real-world applications.
However, for general graphs and (nonrational) weights this property is not always satisfied, as the tridiagonal -matrix with shows. On 2 A local solution x to (3) is said to be strict if there exists a neighborhood U of x such that f (y) > f(x) if y 2 1 \ U nfxg. 3 We abbreviateÂ = A + (1=2)I for any graph G.
the other hand, an (intelligent) grid search over integer values of up to 1000 for tridiagonal -matrices did not yield any singular matrix of that kind, which might suggest that any matrix with rational is nonsingular. To the best of our knowledge, we are not aware of any clue to this question. But even if were singular, this does not alter the desired one-to-one correspondence between local solutions of and suitable maximal cliques as in Theorem 7.
III. CLIQUE FINDING REPLICATOR EQUATIONS: DYNAMICS FROM EVOLUTIONARY GAME THEORY
A. The Model and its Properties
Let be a nonnegative real-valued matrix, and consider the following dynamical system: (8) where a dot signifies derivative with respect to time , and its discrete-time counterpart (9) It is readily seen that the simplex is invariant under these dynamics, which means that every trajectory starting in will remain in for all future times. Moreover, it turns out that their stationary points, i.e., the points satisfying for (8) or for (9), coincide and are the solutions of the equations (10) As usual, a stationary point is said to be asymptotically stable (with respect to a dynamical system) if every trajectory under this which starts close enough to , will converge to as . Both (8) and (9) are called replicator equations in theoretical biology, since they are used to model evolution over time of relative frequencies of interacting, self-replicating entities. Equation (8) has been introduced in evolutionary game theory by Taylor and Jonker [65] to model evolution of behavior in intra-specific conflicts under random pairwise mating in a large, ideally infinite population. It formalizes the idea that the growth rates of relative frequency of the th behavior pattern ( ) is equal to the (dis)advantage , measured by incremental fitness relative to the average performance within the population in state . Here denotes incremental individual fitness attributed to an -individual when encountering a -individual, and is the resulting fitness matrix. The behavior patterns are often called "pure strategies" and the interaction matrix is also termed "payoff matrix." As it turns out, all asymptotically stationary points are (symmetric) Nash equilibrium strategies, so that the replicator dynamics could also be interpreted as a gradual and adaptive equilibrium selection process.
Note that in contrast to many other equilibrium qualifications, this selection does not need any high-order rationality but rather relies on the assumption that in a large population of actors, every actor compares her or his present performance with that of the statistical average, and then does not immediately choose her or his best reply to this average population behavior, but rather gradually changes her or his behavior according to (8) . Nevertheless, theory guarantees that in the long run a situation will emerge where all individuals do not deviate from the best reply to the status quo: Nash equilibrium obtains. Especially in situations where transaction costs of adapting somebody's own behavior too fast are high compared to the cost of obtaining a rough statistical description of the population state, this scenario seems to be highly attractive to modern economic theory, cf., e.g., [67] .
Similar arguments provide a rationale for the discrete-time version (9) . Surprisingly, these dynamical equations can also be regarded as a very special case of a general class of dynamical systems introduced by Baum and Eagon [13] and studied by Baum and Sell [14] in the context of Markov chain theory. This kind of processes have proven to be useful in the speech recognition [44] and computer vision [57] domains. The dynamics (8) and (9) also arise in population genetics under the name selection equations in a model assuming separate (nonoverlapping) generations, large population size, random union of gametes, and a selection acting only upon one chromosomal locus through different viabilities (i.e., survival probabilities), given by the fitness matrix of the genotypes, i.e., pairs of genes drawn from a set of alleles for a single chromosomal locus. Here is the gene frequency of the th allele. Obviously the matrix is in this context always symmetric, since permuted gene pairs belong to the same genotype. The models (8) and (9) as selection equations go way back to Fisher [29] and Kimura [43] .
From an optimization point of view, the difference between symmetric and nonsymmetric matrices is also crucial. Indeed, in the symmetric case the quadratic form is increasing along trajectories of the replicator dynamics; this is the fundamental theorem of natural selection, see, e.g., [26] , [47] , [36] .
Theorem 8: If then the function is strictly increasing with increasing along any nonstationary trajectory under both continuous-time (8) and discrete-time (9) replicator dynamics. Furthermore, any such trajectory converges to a stationary point. Finally, a vector is asymptotically stable under (8) and (9) if and only if is a strict local maximizer of on . Under replicator dynamics in continuous time, the trajectory approaches its limit most efficiently in the sense that (8) is a gradient system if one uses the (non-Euclidean) Shahshahani metric [36] , which for any point is defined by This efficiency result is called Kimura's maximum principle. In Appendix B, we will employ the Shahshahani metric frequently, but there the present population state will be replaced with the (truncated) weight vector as a reference point.
B. Application to MWCP
In the previous section we have seen how the MWCP can be formulated as the problem of extremizing a quadratic form over the simplex. On the other hand, we have also seen that both continuous-time and discrete-time replicator equations are able to accomplish precisely this task. Hence, the use of replicator systems to approximately solving the MWCP naturally suggests itself. Indeed, note that replicator equations are maximization procedures, while the MWCP is formulated as a minimization problem. However, it is a straightforward exercise to see that the problem of minimizing a quadratic form on is equivalent to that of maximizing , where is an arbitrary constant. Now, let be an -vertex weighted graph and suppose we are looking for maximum weight cliques in it. Consider a replicator model with as many behavior patterns as there are vertices in , and define the (symmetric and nonnegative) fitness matrix to be (11) where is any matrix in the class defined in the previous section, and From Theorem 8 we know that the system, starting from an arbitrary initial point will iteratively maximize and will eventually converge toward a strict local maximizer. The resulting solution , i.e., the limit of a trajectory under (8) or (9) , can then be employed to determine the clique itself from the nonzero components of . Note that, since the algorithm essentially performs a (Shahshahani) gradient ascent search in , there is no guarantee that yields the global solution to (3). In the light of the preceding results, therefore, what we can say is that the process can only find maximal cliques of , hoping they have a large weight. This is a common feature of most heuristic clique finding procedures [19] . Using an escape procedure like in [18] , and [23] one can then try to improve the cliques obtained.
Observe that, since the process cannot leave the boundary of , it is preferable that the relaxation process begins with an interior point, i.e., for all . A reasonable choice is to make the process start out in the vicinity of the barycenter of the simplex : this would avoid that the search be biased in favor of any particular vertex in . However, more sophisticated initialization strategies may be employed which take into account the connectivity structure of the graph at hand [24] (but see [22] ).
IV. EXPERIMENTAL RESULTS
To practically assess the effectiveness of the proposed approach, extensive simulations were conducted over a number of graphs of varying orders and densities. All experiments were done on a Pentium II 300 Hz microprocessor using C programming language on a Linux operating system. Our implementation was similar to that described in [63] , with some adaptations to the weighted case and improvements of some numerical problems. The algorithm starts from the weighted barycenter of (i.e., from the vector , where is the total weight of the graph at hand) and it iterates along a trajectory via the discrete-time version (9) of replicator dynamics (RDs) until it reaches a local optimum, i.e., a maximal clique.
Since there is a lack of publicly accessible benchmark graphs, like the DIMACS graphs [41] , for the weighted maximum clique case, we compared most of our weighted graph examples with an algorithm developed by Babel in [6] , which is one of the most efficient algorithms available in the literature for the MWCP, of the standard type. Babel uses a branch and bound approach as follows: upper and lower bounds for the maximum weight clique are found by coloring the weighted graph, where the number of colors represents the total sum of all weights. So if we want to process a graph of order 500 with weights out of we may have to deal with up to 5000 colors. The branching part of Babel's algorithm divides the bounded search-tree into smaller subproblems, the branching decisions depending on a specific order of all possible remaining nodes. By applying these steps recursively, the maximum weight clique will be found in finite time, and for not too big and too dense graphs in very short time.
The comparison, however, is not thought to be competitive because the approach proposed in this paper is only able to find locally optimal solutions (i.e., maximal weighted cliques) whereas Babel's algorithm computes thousands of subproblems to find the global solution. In some cases (especially in the smallest graphs) Babel's method provided a certificate of global optimality. These cases are labeled with an asterisk in the tables below.
A. Experiments on Random Graphs
To have a flavor of how the algorithm behaves in practice we first ran the algorithm on small randomly generated graphs. In this series of experiments graphs were generated according to the customary model, where each edge out of ( is the number of vertices of the graph) is selected with fixed probability . Therefore the average density of these graphs is . We shall call this kind of graphs, Type I random graphs to distinguish them from another type of graphs we shall discuss later on in this section.
We constructed 200 such graphs with 20 vertices and varying densities, and weights uniformly distributed in . Table I shows the results obtained using our replicator heuristic. The table shows the actual maximum weight clique (column labeled MWC) and the maximal clique found using the replicator dynamics, averaged over all 200 test cases. The results are represented as sum of weights and as size of cliques, respectively. The column "quality" reflects the (rounded) quotient and the column labeled "difference" represents the difference between the average RD clique size and the average MWC-size. The MWC was calculated using a simple enumeration technique, which tests all possible cases. Of course this was possible thanks to the small order of the graphs involved. Observe that the local solutions found by RD are not so far behind the global ones. Especially in graphs with high density, where more than one global solution typically exists, RD is close to the MWC. Note that RD tends to find larger cliques with respect to cardinality in dense graphs than the size of the actual MWC. This is an interesting result which can be found in all our observations: although RD finds a correct maximal clique, it seems to be more attractive for it to maximize cardinality rather than weight.
Since type I random graphs tend to be very regular (i.e., the degree of all vertices is nearly the same), a feature which is typically not shared by graphs arising in real-world problems, we developed a different construction approach. Type II random graphs also have an average density of , where is the number of edges to be set. Knowing this parameter and the order , these graphs are constructed as follows: let ; while ) choose two random numbers and ; add edges to randomly chosen neighbors of node ; if this is not possible add the maximum of free edges to neighbors of ; let -number of actually added edges; endwhile.
Obviously this algorithm avoids assigning to every edge the same probability, but rather tries to construct a graph of randomly chosen degrees distributed over randomly chosen vertices . Note that adding an edge does not only influence the degree of node but also that of its neighbors. Therefore for close to one, these graphs will tend to be regular as well.
In the second series of experiments with random graphs we tested our algorithm on larger type I and type II random graphs, and compared our results with those obtained using Babel's procedure. We constructed 100 random graphs with 100 vertices, various density values and equally distributed weights in
. Tables II and III show the results obtained. They contain the same information as Table I, but Table II refers to  random graphs of type I and Table III For type I graphs the RD algorithm finds in average larger cliques but with respect to the sum of weights it is behind Babel, which found in most cases the actual maximum weight clique. For type II graphs the gap between the two algorithms decreases, but RD is still weaker in finding the MWC, which is not very surprising because RD performs only a local search, as mentioned above. In all cases we can observe that the RD becomes better when graphs are dense. This is remarkable as, typically, dense graphs represent more difficult problem instances. Both algorithms consumed about the same amount of time on these graph instances.
B. Experiments on DIMACS Graphs
The experiments presented above reveal that RD seems to work better on graphs which are not too regular and which are large and dense. Therefore, our next step was to test the algorithm over a number of DIMACS graphs [41] , a class of benchmark graphs explicitly developed to test (unweighted) clique finding algorithms. To be more precise, we considered all graphs of order larger than 500 because on smaller graphs the picture did not change compared to the preceding subsection (i.e., Babel's algorithm found most times the MWC and the RD was behind). On larger graphs, however, we found encouraging results for the RD as well. Since DIMACS graphs are unweighted, we equipped them with random weights equidistributed in . In all test cases the RD computed the first local solution (normally in a few minutes) and we let Babel's algorithm ran until either it found the actual MWC (these cases are marked with an asterisk in Table IV) or the computation time taken by the algorithm exceeded RD's time by a factor of 15.
Table IV sums up the results obtained. The column "quality" again gives the quotient (rounded). The average of the "quality" column is 98.96%. As far as CPU time is concerned, it is worth mentioning that in all our experiments Babel's algorithm was at least ten times slower than RD. From the table, it can be seen that the denser the graph the harder is it for Babel to prove optimality. On the other hand the denser and larger the graph the better is the local solution of the RD. In some cases (especially on the p_hat graphs and on the hamming10-2) the local solution of RD even exceeds Babel's computation. The Graphs "keller6" and "MANN_a81" of the DIMACS series could not be rendered with Babel because the program aborted due to lack of memory. Graphs of this type still pose no problems to RD, although convergence is gradually slower and takes a lot of time even for a local result only.
C. Babel's Algorithm Versus Replicator Dynamics
In applications where weights are real numbers there is clearly no limitation for using RD. In contrast, Babel's algorithm would run into severe difficulties. For example, providing a real number between one and ten with three digits of precision requires 9000 weights, which means that there are about 1 000 000 different colors necessary in a graph of order 110.
Another advantage of RD over Babel is the symmetry in finding the solution. If one permutes the vertices of a graph in any way, RD will always converge to the same local solution. Contrastingly, Babel sorts the vertices during the branching process, and hence the procedure is sensitive to node permutation, resulting in up to 10% difference in the outcome for the same (p_hat) graph.
It is also worth mentioning that while RD only solves one single local problem, Babel's algorithm solves thousands of local problems. On the other hand, the (straightforward, dense) matrix multiplication used in RD is very time consuming (no attempt has been made to use procedures for sparse matrices; implementation details may be found in [63] ), whereas the coloring heuristic by Babel is much faster. But these algorithms should be compared in terms of operational time instead of real time.
Finally, we note that replicator dynamics naturally lends itself to parallel, distributed implementation whereas Babel clearly does not. We refer to [66] for a circuit realization of RD-style dynamical systems.
V. CONCLUSION
We have presented a new continuous framework for solving the maximum weight clique problem, and a simple parallel, distributed heuristic to approximate it. The work centers around a recently introduced continuous characterization of the MWCP which generalizes an earlier result by Motzkin and Straus. This allows us to formulate the MWCP in terms of a continuous quadratic programming problem. We have seen that one drawback associated with this formulation is the presence of "spurious" solutions which entails a lack of one-to-one correspondence between the solutions of the continuous problem and those in the original, discrete domain. After presenting some characterizations of these spurious solutions, we have introduced a new regularized continuous formulation of the MWCP to avoid them, inspired by previous works on the unweighted problem. The continuous formulation of the MWCP naturally maps onto a parallel, distributed computational network whose dynamical behavior is governed by replicator equations, a class of dynamical systems introduced in evolutionary game theory and population genetics to model evolutionary processes on a macroscopic scale. We have presented theoretical results which guarantee that the solutions provided by our clique finding replicator network are actually the ones being sought. Extensive experiments on both randomly generated and standard benchmark graphs have been conducted, and the results obtained confirm the validity of the proposed approach, despite the inherent inability of replicator dynamical systems to escape from local solutions.
Before concluding, we mention that in a recent work [60] the approach described in this paper has been applied with success to the problem of matching attributed trees arising from visual object recognition tasks. The algorithm worked remarkably well: it was always able to find the globally optimal, or nearly optimal solutions. For problems more difficult than tree matching, however, the challenge remains to devise procedures for escaping from inefficient local solutions. Our future work will be focused on improving the performance of the heuristic along the lines indicated in [18] , [20] , [23] , and [39] for the unweighted version of the problem.
APPENDIX A PROOFS OF THEOREMS IN SECTION II-C
We first prove the following useful lemmas. , and this means that is not a maximal clique, contradicting the hypothesis. The proof of 2) proceeds similarly. To show 3), observe that Therefore From properties 1) and 2), we see that the expressions in brackets are nonnegative. Hence the above sum vanishes, due to the positivity of the weight vector , if and only if the brackets are zero, which is equivalent to the assertion.
Lemma 11: If and are maximal cliques, then (14) for all , with equality if and only if 1) the matrix satisfies (5) On the other hand, the segment passes the relative interior in and therefore its intersection with is a segment containing in its relative interior, which is absurd in view of local optimality of for (3) and strict concavity. Hence has to be a clique. Now join with by a straight line and repeat the preceding arguments. Then Proposition 12 yields . Finally, has to be a maximal clique. Indeed, suppose that is a larger maximal clique containing . By positivity of weights, we have . Proposition 12 shows Now join and with a straight line, which intersects also in points of the form with close to zero. Quadraticity of the objective along this line; local optimality of ; and optimality of on the entire face yields a contradiction. This establishes property a), and the remaining assertions follow as easy consequences.
