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We propose a computer-aided detection (CAD) system which can detect small-sized (from 3 mm)
pulmonary nodules in spiral CT scans. A pulmonary nodule is a small lesion in the lungs, round-shaped
(parenchymal nodule) or worm-shaped (juxtapleural nodule). Both kinds of lesions have a radio-
density greater than lung parenchyma, thus appearing white on the images. Lung nodules might
indicate a lung cancer and their early stage detection arguably improves the patient survival rate. CT is
considered to be the most accurate imaging modality for nodule detection. However, the large amount
of data per examination makes the full analysis difﬁcult, leading to omission of nodules by the
radiologist. We developed an advanced computerized method for the automatic detection of internal
and juxtapleural nodules on low-dose and thin-slice lung CT scan. This method consists of an initial
selection of nodule candidates list, the segmentation of each candidate nodule and the classiﬁcation of
the features computed for each segmented nodule candidate.The presented CAD system is aimed to
reduce the number of omissions and to decrease the radiologist scan examination time. Our system
locates with the same scheme both internal and juxtapleural nodules. For a correct volume segmenta-
tion of the lung parenchyma, the system uses a Region Growing (RG) algorithm and an opening process
for including the juxtapleural nodules. The segmentation and the extraction of the suspected nodular
lesions from CT images by a lung CAD system constitutes a hard task. In order to solve this key problem,
we use a new Stable 3D Mass–Spring Model (MSM) combined with a spline curves reconstruction
process. Our model represents concurrently the characteristic gray value range, the directed contour
information as well as shape knowledge, which leads to a much more robust and efﬁcient segmentation
process. For distinguishing the real nodules among nodule candidates, an additional classiﬁcation step
is applied; furthermore, a neural network is applied to reduce the false positives (FPs) after a double-
threshold cut. The system performance was tested on a set of 84 scans made available by the Lung
Image Database Consortium (LIDC) annotated by four expert radiologists. The detection rate of the
system is 97% with 6.1 FPs/CT. A reduction to 2.5 FPs/CT is achieved at 88% sensitivity. We presented a
new 3D segmentation technique for lung nodules in CT datasets, using deformable MSMs. The result is
a efﬁcient segmentation process able to converge, identifying the shape of the generic ROI, after a few
iterations. Our suitable results show that the use of the 3D AC model and the feature analysis based FPs
reduction process constitutes an accurate approach to the segmentation and the classiﬁcation of lung
nodules.
& 2012 Elsevier Ltd. All rights reserved.1. Introduction
Lung cancer is the leading cause of cancer deaths. The overall
5-year survival rate is only 10–15% [1,2] and no signiﬁcant
improvement has occurred in the last 20 years [3]. Approximately
70% of lung cancers are diagnosed in too advanced stages thus
making the treatments ineffective [4].
The nodule identiﬁcation in screening CT is particularly difﬁ-
cult as low-dose CT images show a noisier appearance and anll rights reserved.
).amount of image data as large as about 300 slices per scan. In
order to support radiologists in the challenging task of interpret-
ing screening lung CT scans, researchers have begun to explore
recently computer-aided detection (CAD) methods for automatic
identiﬁcation of pathological objects in the images. The automatic
segmentation of lung nodules is a difﬁcult task due to the various
anatomic situations in which the lung nodules may be found,
leading to the four following main problematic situations: lung nodules often touch or inﬁltrate surrounding pulmonary
structures (vessel, pleural), a process leading to the failure of
all purely gray value-based segmentation techniques;
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gradient magnitudes, which may disturb model-based seg-
mentation approaches relying on contour strength; the nodule shape is typically elliptical when well-circum-
scribed, but may vary signiﬁcantly when attached to other
pulmonary structures; the size of lung nodules varies signiﬁcantly.
The different lung nodule detection CAD schemes can be classiﬁed
according to various broad categories of approaches.
Intensity based schemes [5–8]: this type of approaches explores
the intensity (voxel value) properties of the lung nodules in
comparison with the surrounding background (tissue structure).
Kostis et al. [9] adopted a morphological opening with a ﬁxed size
structure element aimed to separate small nodules from the
attached vascularity, and an iterative dilation procedure for
nodule borders reconstruction. Using multiple threshold levels
combined with feature analysis (e.g., shape, size), Giger et al. [8]
computed the likelihood of a suspected region representing an
actual nodule. The primary advantage of this approach is its
simplicity; the main drawback is the frequent difﬁculty to
determine robust threshold levels for different CT examinations
which implies a relatively low sensitivity and a high false positive
detection rate. Brown et al. [10] use 3D segmentation involving
attenuation thresholding, region growing and mathematical mor-
phology to identify the regions of interest. The system labels these
regions on the basis of a model of lung nodules and relevant
intrathoracic anatomy. Gradient based schemes [11,12]: this gen-
eric type of approach consists of the analysis of the high gradient
regions with the purpose to individualize the nodules contours.
The approaches presented by Roy et al. [11] make use of the radial
gradient index. For each CT section, high circularity regions are
enhanced improving the contrast between the nodules and the
non-pathological structures. Pu et al. [12] use a geometric model
based algorithm. The main advantage of this approach is that
using an efﬁcient geometric model relying on the analysis of the
signed distance ﬁeld could minimize the effects of the large
variability in lung nodule appearances.
Template based approaches [13,14] are using statistical models
for geometric or intensity-based features characterization of the
lung nodules; these features are further used for searching
matched object templates in the image space. In the method
described by Fan et al. [13], a thresholding is followed by the
analysis of the nodule’s orientation and size, and the adaptation of
a 3D template. The method suits the approximately ellipsoidal-
shaped small nodules, and requires interactive correction in case
of the nodules with irregular shapes. However, for nodules
attached to the chest wall, the ellipsoid shape is usually a bad
approximation. Okada et al. [14] present an automated method to
approximate the solid nodules as well as the ground glass
opacities by ellipsoids with an anisotropic Gaussian ﬁtting. The
volume of the nodule is essentially given by the volume of the
ellipsoid. While the approach is intriguing due to its applicability
to non-solid nodules, the question of volumetric reproducibility
for nodules of non-elliptical shape, especially in those cases in
which the shape changes due to irregular nodule growth, is a
potential drawback of this ellipsoid approximation approach.
Machine learning classiﬁers [15,16] characterize nodules with
features extracted directly from a reference database of known
(veriﬁed) nodules and these features are used as training input by
a learning machine. This approach generally requires a large data
set for training and testing. Ge et al. [15] have proposed a linear
discriminant classiﬁer based on 3D features. This classiﬁer turned
out to have relatively good performance, which may still need
further validation. Suzuki et al. [16] investigated a peculiar
artiﬁcial neural network (ANN) pattern recognition techniquecalled massive training artiﬁcial neural network (MTANN)
approach, in the reduction of the false positives in the computer-
ized detection of lung nodules in low dose computed tomography
(CT) images. Within this technique, the matching process is often
computationally extensive.
Despite signiﬁcant progress in this area, up to now there are
no optimal, widely accepted (and used) CAD schemes for lung
nodule detection. The difﬁculty in achieving a highly successful
scheme arises from the aspect diversity of the lung nodules (e.g.,
shape, size, intensity) and, perhaps at a similar importance level,
from the varying appearances of normal tissue structures (e.g.,
vessels, pleura). Differences in CT image noise patterns can also
affect CAD performance levels and robustness.
In this work we present a CAD system based on a 3D Mass–
Spring Model that aims to search and detect efﬁciently lung
nodules on low dose CT images. Our system uses the same
scheme for the location of both internal and juxtapleural nodules.
Our hypothesis is that the use of a Stable 3D Mass–Spring Model
minimizes the impact of the large variability in lung nodule
appearances and image based feature values on the performance
of the scheme. Moreover, this model-based segmentation techni-
que was thought to require lower run-times with respect to
normal clinical analysis time of a CT scan (i.e. a few minutes). This
paper provides a description of the approach and reports our test
results.2. Data set
Chest computer tomography (CT) is considered the best
imaging modality for the detection of lung nodules. In the last
few years, low-dose CT scans were shown to be effective for the
analysis of the lung parenchyma [17] thus making possible the
perspective of screening programs. A medical image data set is
the starting point for important epidemiological and statistical
studies. The development of a CAD system is intimately linked to
collection of a data set of selected images [18]. The CAD system
was also tested using the scans provided by the Lung Image
Database Consortium (LIDC) consortium [19,20], a publicly avail-
able database of collected thoracic CT scans aimed to promote the
development of CAD systems and the comparison of their perfor-
mances. Although our CAD system has been more speciﬁcally
designed for thin slices CT scans, the test on the LIDC database
constitutes an useful comparison with other systems perfor-
mances. Furthermore, since each nodule larger than 3 mm in
the LIDC database is described in detail by a set of radiologic
characteristics, the performance of the CAD on different types of
nodules can be studied. The image collection contains only
individual marks of nodules larger than 3 mm as resulting from
LIDC and acquired up to 2009; a total of 84 CT scans containing
148 nodules. There are other LIDC cases in the NBIA that were
restricted and those will be continuously added to the available
data. The identiﬁcation of the used data is as follows: from the
LIDC case 1.3.6.1.4.1.9328.50.1.0024 up to the case
1.3.6.1.4.1.9328.50.1.0150 (note that the case numbers are not
consecutive, but are in ascending order). The dataset is an
international web-available resource, hosted by the National
Biomedical Imaging Archive (NBIA, https://imaging.nci.nih.gov/
ncia/login.jsf), a searchable repository of in vivo images provided
by the biomedical research community, industry, and academia.
Note also that in this paper, a ‘‘case’’ refers to a CT scan of a single
patient and the term ‘‘case’’ will be used synonymously with ‘‘CT
scan’’. These scans were acquired using single or multislice CT
scanners, with (peak) voltages between 120 and 140 kVp, X-ray
tube current between 40 and 422 mA, and slice thickness
between 1.25 and 3 mm. Each scan is provided along with its
Fig. 1. Two examples of pulmonary nodules: internal nodule (left) and juxtapleural nodule (right).
Fig. 2. CAD lung ﬂow chart.
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different institution), who identiﬁed the location and radiological
characteristics of all the nodules and other anomalies larger than
3 mm in diameter, as well as the location of nodules smaller than
3 mm. Each radiologist performed ﬁrst a blinded review of the
scan, followed by an unblinded review with the information
provided by the other radiologists available. No forced consensus
was imposed. The annotations of all four radiologists in the
unblinded review are available with the database. Only nodules
larger than 3 mm were considered in this work. Fig. 1 shows two
typical examples of pulmonary nodules: juxtapleural nodule
(right) and internal nodule (left).3. Methods
The strategy adopted in this paper for the automated detection
of pulmonary nodules is based on the selection of nodule
candidates by means of a stable 3D Mass–Spring Model (MSM)
(introduced by Dornheim et al. [21,22]) and the reduction of the
amount of false positives is based on a neural classiﬁer. Our CAD
scheme consists of six major steps:1. isotropic interpolation;
2. lung parenchymal volume identiﬁcation;
3. seed points choice;
4. detection and anatomical segmentation of regions of interest
(ROIs) by the MSM;
5. features extraction for each ROI;
6. a neural network classiﬁcation is performed in order to
distinguish between true positive and false positive candidates
after a double-threshold cut to reduce the false positives (FPs).
The ﬂow chart of all these algorithms is displayed in Fig. 2. The
main part of this work consists of the lung nodules segmentation
based on a MSM process, that will be introduced in the following
sections, coupled to a 3D reconstruction process carried out by
spline curves. Details of the computerized scheme are described
in the following.4. Isotropic interpolation
Since the detection scheme relies on the volumetric analysis of
CT images, we ﬁrst convert all voxels into 3D Cartesian-
coordinate grids with uniform 3D spatial resolution in order to
reduce possible errors due to anisotropic representation of grids.
Several interpolation techniques [23,24] have been developed for
this purpose. Among these, the linear interpolation is widely used
for isotropic data reconstruction because of its computational
simplicity. Considering that the spatial resolution along the axial
direction (slice thickness) in CT examinations usually differs from
the spatial resolution within each slice, we perform a linear
interpolation along the axial direction. Regardless of the actual
axial resolution, an interpolated slice is computed between all
paired neighboring slices. Thus, at the end of the isotropic
interpolation process the size of each voxel will be cubic.5. Lung parenchymal volume identiﬁcation
A crucial task for the nodule detection is the selection of the
initial volume of interest (VOI). Lung segmentation is often used
as a preprocessing step in CAD schemes. The lung must be
segmented in order to reduce the computational time and the
false positives number. The objective of the VOI segmentation
algorithm implemented in this analysis is to allow a conservative
identiﬁcation either for the internal region of the lung parench-
yma or for the region sufﬁciently close to the pleura surface. In
both these regions we apply the nodule detection algorithm.
Although threshold-based region ﬁlling strategies [25] can be
used for a quite efﬁcient extraction of the lung parenchyma, these
strategies can also erroneously exclude important regions (i.e.
juxtapleural nodules) when these regions are contiguous to the
chest wall and have a similar density. Since juxtapleural nodule is
attached to the pleura, a simple thresholding and ﬁlling process
can never lead to separate identiﬁcation of any juxtapleural
object, it could at most identify a overall joint object far greater
than just the pleura (with all consequent problems of classiﬁca-
tion. In this paper the input image, in DICOM (Digital Imaging and
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boundary segmentation using a two-step algorithm:1.Fig
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ﬁguIncluding process: a 3D Region Growing (RG) method below a
adaptive value threshold is used for identifying the parench-
yma regions (right and left).2. Morphological process: a dilation process is applied for includ-
ing the internal structures with high intensity value (i.e.
nodules, vessels, etc.) and of the pleural layer adjacent to the
internal lung volume (the region containing the juxtapleural
nodules).
5.1. Inclusion process
The internal lung volume consists of air and the bronchial tree,
typically displayed in a CT slice as low intensity voxels sur-
rounded by high intensity voxels corresponding to the pleura (see
Fig. 3, obtained from one of the analyzed CTs). This suggests the
segmentation of the internal lung volume by the means of a 3D
RG algorithm which has the ability to create regions with similar
characters. The basic approach consists of starting with a set of
‘‘seed’’ points from which the regions are subsequently grown by
appending to each seed those neighboring points that have
properties similar to the seed (inclusion rule); the process runs
until there are no more points satisfying the predeﬁned criteria.
The choice of the inclusion rule with the optimal threshold and
the selection of a proper seed point are of great relevance for a
better performance of the algorithm. We choose as inclusion rule
the Simple Bottom Threshold (SBT): if the intensity I of a generic
voxel is lower than a threshold value, the voxel is included in the
growing region. This threshold value is automatically selected
through the method adopted by Ridler et al. [26] as result of an
iterative process. It is based on the CT voxels gray value distribu-
tion which typically displays two quite distinct parts (Fig. 3): one
containing air, lung parenchyma, trachea, and bronchial tree, the
other one containing vascular tree, bones, muscles, and fat. The
optimal threshold, is set at the plateau between these two
regions.. 3. Gray-level distribution of the voxels of one of the analyzed CT. Similar
ributions can be obtained from the other CTs. The region segmented by the RG
rithm refers to the lung parenchymal and the bronchial tree. The voxels
responding to the background, though having an intensity lower than the
shold, are not included in the grown region because they are not geometrically
nected with the seed point. (For interpretation of the references to color in this
re caption, the reader is referred to the web version of this article.)The RG algorithm uses two seed points. These seeds points
have been selected according to the following scheme:1. set the start point on the central voxel (P0) of central slice of
the scan;2. shift to the left of a voxel;
3. if the inclusion rule for such voxel is satisﬁed, then start the
RG, else go to the step 2;
4. if, at the end of the recursive process of RG, the volume (in
voxel) selected by the RG process has the same order of
magnitude with the expected lung volume, the trial phase
ends else go to the step 2. An information on the lung volume’s
order of magnitude is derived from the histogram of the CTs
gray tones, by estimating the area under the second peak from
the left (red region in Fig. 3). This part of the distribution, in
fact, refers precisely to the voxels belonging to the lung
parenchymal and bronchial tree.
For the selection of the right pulmonary volume, the steps 1–4 are
repeated with a right shift (instead of the left shift) at the step 2.
Fig. 5 displays a binary example of the inclusion process result.5.2. Morphological process
At this stage, the internal nodules, vessels and airway walls are
not included in the segmented lung. A dilation morphological
operation is applied for segmenting the lung, ﬁlling the holes and
including the pleural layer, where juxtapleural nodules are to be
found. This is a 2D method applied to each single slice of the
CT scan.
A collateral effect of the expansion phase may be the merging
of the two volumes (right and left lung), as depicted in Fig. 6, but
this effect does not affect the following stages of the analysis
because, as previously stressed, the purpose of lung volume
parenchymal identiﬁcation is the reduction of the investigation
volume (involved in nodule search). At the end of the segmenta-
tion process the trachea is also included since its density is similar
to the lung parenchyma. A more accurate processing aimed to
exclude the merging of the two volumes would involve more
complex algorithms and signiﬁcantly higher running times. An
example of volume reconstruction is shown in Fig. 4.Fig. 4. Volume of interest.
Fig. 7. Subtraction matrix (a slice): inclusive pleura are visible.
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Since the nodules have a greater intensity with respect to the
pulmonary parenchyma or to the air contained in the lungs, they
can be found by looking for the local intensity maxima inside the
pulmonary volume included after the dilation operation [27].
Therefore, a voxel level substraction is performed, involving the
following matrices:
Aðx,y,zÞ ¼ ½Dðx,y,zÞRðx,y,zÞ  Iðx,y,zÞ ð1Þ
where R(x,y,z) is the binary matrix of the 3D image resulting from
the RG process (Fig. 5), D(x,y,z) is the binary matrix obtained at
the end of the dilation process (Fig. 6), and I(x,y,z) is the input
image. The result is a third 3D matrix A(x,y,z) which will be used
for the identiﬁcation of the structures inside the pulmonary
volume through a subsequent search of intensity maxima. Fig. 7
illustrates the application of the Eq. (1) to a slice.
A peak detector algorithm is applied to the matrix Aðx,y,zÞ to
detect the local maxima and to generate the seed points list for the
next step of nodules research. In a normal data scan, the average
number of local maximum points found is about 2000; this is due
to the similar intensity values for the blood vessels and the nodules.7. The stable 3D mass–spring models
7.1. Introduction to mass–spring models
The main task in a nodule detection process is the segmenta-
tion of regions of interest (ROIs). There are a very large number ofFig. 5. Example of an including matrix resulted from region growing (a slice).
Fig. 6. The matrix after the morphological process (a slice).segmentation algorithms in the literature. A characteristic of the
segmentation process, most of the involved algorithms are spe-
ciﬁc to the application, thus bearing little or no signiﬁcance for
most other applications.
Nodules are frequently attached to other structures, including
the local pulmonary vessels and the pleural surface adjoining the
thoracic wall. The geometry of such attachments should be taken
into account in order to successfully segment each nodule type.
Mass–spring models (MSMs) are physically based models of
usual application in soft-tissue simulation. These models consist
in a network of mass points interconnected by elastic springs
modeling their interaction, aimed to describe the shape of an
object. Stable MSMs extend conventional MSMs not only by
incorporating the springs rest lengths but also their rest direc-
tions. Whenever a spring deviates from its rest direction, a torque
appears tending to restore its original orientation. We chose to
use a stable MSM for the lung nodules segmentation for the
following four major reasons:1. the use of a Stable 3D mass–spring model minimizes the
impact of the variability in lung nodule appearances (internal
nodules and juxtapleural nodules) and of the image-based
feature values, on the scheme performance;2. the volumetric sampling of the dataset by mass points allows
the joint concurrent representation in the model of the con-
tour and the gray value information;3. MSMs permit fast and ﬂexible model creation;
4. the use of spring forces and torques distinguishes between
model’s size and shape, a feature allowing to represent the
lung nodules shape while leaving the size of the target lung
nodules ﬂexible.
From a speciﬁc medical imaging perspective, a very important
advantage of these models is their capability to accommodate the
often signiﬁcant variability over time of the biological structures.
MSMs can also be applied as deformable models for segmen-
tation. In this case, no simulation of a real physical situation is
required. This process is comparable to the adaptation of an active
contour model and aims to ﬁnd an equilibrium between the
internal forces, describing the model shape, and external forces,
describing the image information. In the physics-based modeling
paradigm, the shape corresponds to applied (external) forces on
the deformable model and consequently, the model moves
towards the shape, while internal forces keep the model smooth
during deformation. Deformable models gained popularity after
they were proposed to be used in computer vision [28] and
computer graphics [29] by Terzopoulos and others in 1988.
Fig. 9. The broad mass Mi of the model is linked to two other masses of the same
slice through as many springs.
Fig. 10. Springs and masses from two slices during the evolution model.
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dynamic equations and seeks the minimum of a given energy
function. The deformation of a typical 2D deformable model can
be characterized by the following dynamic equation:
mðsÞ @
2Xðs,tÞ
@t2
þnðsÞ @Xðs,tÞ
@t
¼ FintþFext ð2Þ
where Xðs,tÞ ¼ ðxðs,tÞ,yðs,tÞÞ is a parametric representation of the
position of the model at a given time t, s is the parameter
characterizing the parametric curve (sA ½0,1), mðsÞ and nðsÞ are
parameters representing the mass density and the damping
density of the model, respectively.
The most commonly used internal forces are
Fint ¼
@
@s
jðsÞ @Xðs,tÞ
@t
 
 @
2
@s2
fðsÞ @
2Xðs,tÞ
@t2
 
ð3Þ
which represent internal stretching and bending forces: jðsÞ
controls the ‘‘tension’’ of the contour while fðsÞ controls its
‘‘rigidity’’. The most commonly used external forces are computed
as the gradient of an edge map.
The goal of the energy minimization formulation approach
used here is to ﬁnd a parametric model that minimizes the
weighted sum of internal energy and external energy. The inter-
nal energies impose constraints on the contour itself, while
external energies push the contour toward salient image features
such as lines and edges. Our choice, as discussed in detail in the
following paragraphs, was to evolve the MSM model using the
method of energy minimization.
7.2. Design and initialization of the 3D mass–spring models
In this work we developed an appropriate system of forces
(and thus, an appropriate energy functional) able to provide
solutions corresponding to nodule contours. We represent the
contour by a set of N mass points model vertices. We took a
sphere mesh of masses connected by springs (Fig. 8) as initial 3D
MS Model. The size of the sphere mesh was chosen in such a way
to contain nodules with sizes in the range of some centimeters.
The basic idea of the model is that, starting from an ‘‘enlarged’’
position, the mass–spring mesh grips the potential nodule. Each
of the seed points found by the procedure previously described in
the section ‘‘Seed Points Choice’’ is taken as center of a mesh mass–
spring.
Labeling with N the number of mass points that make up the
active model and with n the number of points of the model on a
single slice, the relation N¼ n  s holds, where s is the number ofFig. 8. The model is initialized by placing the masses on the surface of a sphere.slices involved in the search for a single nodule. Each mass M(i)
(i¼ 1, . . . ,N) is connected through two springs with two other
masses, Mði1Þ and Mðiþ1Þ, belonging to the same slice (Fig. 9)
and with two masses, MðinÞ and MðiþnÞ, belonging to the
previous (Fig. 10) and to the following slice respectively:
Etotfunctional ¼
XN
i ¼ 1
½EinternalðiÞþEexternalðiÞ ð4Þ
Each point of the model contributes with both internal and
external energies to the energy functional.
7.3. Internal energy
The energy Einternal(i) of a generic vertex i of the mass–spring
model is computed by summing up the following contributions: Elastic energy: this energy makes the model contract in order to
adapt itself to the shape of the object to be segmented. The generic
vertex labeled i is virtually connected to its four ﬁrst-order
neighbors by four springs (two in the xy-plane and two parallel
to the z axis), which contribute with an elastic energy Eelas(i)
EelasðiÞ ¼ a½Espr,i1ðiÞþEspr,iþ1ðiÞþEspr,inðiÞþEspr,iþnðiÞ ð5Þ
where Espr,jðiÞ is the elastic energy of the spring connecting the
two masses i and j
Espr,jðiÞ ¼
1
2
kDx2 ð6Þ
where Dx is the distance between the two masses and k, the
spring constant, is a parameter. Bending energy: in addition to contraction, the model must
adapt itself to the different curvatures that the object may
exhibit. Therefore, the effect of the bending term is to force the
mass points of the model by penalizing those positions of the
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ciated with the ith vertex is deﬁned as follows:
EbendðiÞ ¼ bJPi12PiþPiþ1J2 ð7Þ
where Pi indicates the position of the ith vertex. In order to
prevent the twisting of the active contour during model’s
evolution, a check is carried out and the vertices conﬁgura-
tions corresponding to angles excessively small or large are
cut off. Attraction energy: the geometric center of the positions of the
vertices belonging to a same slice is used as reference point for
the calculation of the distance to the vertices average (d) and
standard deviation (sd). If the ith vertex is placed at a distance
di from the center such as
di4dþsd ð8Þ
then to the vertex i is associated with an attraction energy
Eattr(i) given by
EattrðiÞ ¼ g di
d
ð9Þ
Therefore, farer is a vertex from the center with respect to the
average distance, greater is the contribution of additional
energy. This contribution favors more regular trends for the
points on the model surfaces, making the latter almost
spherical as those of the nodules. This term also prevents a
vertex from remaining stationary in a position of local mini-
mum (e.g. caused by noise in the CT) far from other vertices.
7.4. External energy
The internal energy evaluated on the contour points regulates
the contraction and bending, but does not provide any kind of
useful ‘‘pulling’’ force on the desired segmented object volume. In
other words, we need to combine the energy contributions in such
a way that the model’s evolution converges towards our target
surface, that is on the boundary points separating an object (in our
case a nodule) from the rest of the image. The external energy has
therefore the role to attract the model on the object edges. The
energy Eexternal(i) of a generic vertex i of the mass–spring model is
computed as the sum of the following contributions: Gradient energy: this energy contribution makes the points of
the model evolve towards locations with high gradients; this
behavior corresponds to the typically high gradients exhibited
within an image by the contour points of a generic nodule. A
little energy amount will be associated to the generic ith vertex
if located on an edge point, given by the following equation:
EgradðiÞ ¼ dJrIðPiÞJ ð10Þ
where I(Pi) is the intensity at the position Pi of the i-th vertex. Potential energy: to each point of the model is associated a
potential energy Epot proportional to the value of the image
intensity at that position: ‘‘brighter’’ is the point, more energy is
associated with it. Thus, if a point moves from a position with a
low intensity value (such as the outer edge of a nodule) to another
position with higher intensity (the pleura or the region’s internal
nodule itself), it must ‘‘pay’’ an additional contribution of energy
EpotðiÞ ¼ IðPiÞ ð11Þ
7.5. Energy functional
The energy Efunctional(i) of a generic vertex i of the mass–spring
model is computed as the sum of the following terms:
EfunctionalðiÞ ¼ aEelasðiÞþbEbendðiÞþgEattrðiÞþdEgradðiÞþEEpotðiÞ ð12Þwhere a, b, g, d and E are dimensional parameters empirically
deduced. In order to determine the values of these parameters we
introduced various sized artiﬁcial objects in the images: spheres
(representing the internal nodules) and hemispheres (represent-
ing the internal juxtapleural nodules). The objects have been
injected with different sizes (the size of simulated nodules has
been constantly kept inside the interesting range [3250] mm),
and for each object has been evaluated the corresponding recon-
structions in terms of differences between expected values and
obtained values for two extracted features: the sphericity (must
be 1 for the sphere and 0.84 for the hemisphere) and the radius. A
further statistical analysis performed on 50 spheres and 50
simulated hemispheres led us to the choice of these parameters.
The approach of inserting a simulated object inside a ‘‘real’’
context has been chosen for process optimization purposes in
the presence of noise (the background).
The initial vertices of the mass–spring model, initialized as
sphere mesh of spring-connected masses, are subsequently
adjusted by a step-by-step process until a minimum of the total
energy functional is reached
Eminfunctional ¼min
X
i
EfunctionalðiÞ
 !
ð13Þ
7.6. Evolution of the model
We designed a convergent procedure for the evolution of the
mass–spring model from an initial state in which the vertices are
laid out on a large-sized box (this box can contain ROI sizes up to
50 mm). From this type of initial condition the model is willfully
supposed to converge towards the generic ROI contours by a
contraction. The procedure we developed has the following
properties: low computational complexity;
 easiness of implementation;
 excellent performance if the initialization of the model is not
very far from the target (as is the case in our application).
The steps of the algorithm are the following:1. the value of the energy functional Efunctional(i) is initialized with
the energy value calculated at the ith vertex (i¼ 1, . . . ,N) of the
initial sphere mesh;2. For each vertex, the algorithm evaluates the energy functional
for the vertex itself and for its eight (ﬁrst-order) neighbors
belonging to the same slice (the generic vertex is allowed to
move only within its own slice). The new vertex location is
subsequently chosen as the lesser energy vertex among these
nine possibilities. The iteration process ﬁnishes when a full
cycle energy analysis of all the N vertices is completed;3. if a vertex remains stationary for two successive iteration
steps, it will be artiﬁcially shifted by an applied ‘‘jolt’’; the
procedure corresponds to the broadening of the neighborhood
where the energy functional gets estimated to successive
orders of neighbors. For the energy analysis, these new loca-
tions are chosen along the direction towards the geometric
center of the model;4. if the energy functional of N points resulting from Eq. (4) is less
than the energy functional estimated at the previous iteration
step, then the procedure returns to the step item (2), otherwise
the minimization process ends.
For the segmentation of a generic object, the algorithm requires
an average of 11 iteration steps corresponding to a computational
Fig. 11. Sample of MSMs analysis on a internal nodule: visualization of the evolution on a central slice with cubic initialization.
Fig. 12. Sample of MSMs analysis on a juxtapleural nodule: visualization of the evolution on a central slice with cubic initialization.
Fig. 13. Sample of MSMs analysis on a noise area: visualization of the evolution on a central slice with cubic initialization.
Fig. 14. An example of splines reconstruction.
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image completes in about 1.5 min; on a Linux-based PC system
characterized by an AMD Athlon 4200, double core processor and
4 GB of physical memory. Obviously, computational times for
evolving the MSM on a certain object depend on the number of
performed iterations. Since the model evolves through the shrink-
ing of an initial extended sphere up to the identiﬁcation of
object’s boundary, there is also a statistical dependence of the
computational time on the dimensions of the analyzed object:
smaller the object to be segmented, larger the average number of
performed iterations.
Figs. 11 and 12 illustrate the typical convergence sequence of
the model on internal and juxtapleural nodules. Fig. 13 illustrates
the ‘‘collapse’’ of the model in an area deprived of nodules (the
seed is a noise point).
7.7. The surface reconstruction with spline curves
The output of the previously described mass–springs model
consists of a 3D array of points (x,y,z) containing the ROI as a
‘‘net’’. The next elaboration phase is the contour identiﬁcation by
a ﬁt of these points, a procedure which leads to a clean separation
between the generic ROI and the rest of the image; in fact, greater
is the accuracy with which the generic ROI comes ‘‘drawn out’’
from the image, greater will be the precision with which the ROI
will be analytically represented. This surface representation/
reconstruction problem can be stated in mathematical terms as
follows:
given N distinct points (xi,yi,zi) (i¼1,y, N) lying on a surface M,
ﬁnd a reasonable approximating surface Mþ for M.
We have tried an original approach in solving the reconstruc-
tion problem and we opted out for using the 2D splines as
described in the three following steps:1. interpolation of the model contour points on a slice (the xy-
plane); the contour points are interpolated on a same slice
with the imposed condition of identity of the ﬁrst and the last
point of the curve;2. identiﬁcation of the checkpoints for tracing the spline in the yz-
plane; in order to get a valid 3D reconstruction, the check-
points obtained by intersecting the splines resulted at the
previous step and the yz-planes are required for the ﬁnal
interpolation;3. interpolation of the checkpoints for spline construction (yz-plane);
the checkpoints are subsequently interpolated in order to get
some splines along the yz plane (the planes not containing
points are obviously rejected). All the splines issued at this last
step deﬁne our best 3D representation of the segmented ROI.
An example of reconstruction with splines is shown in Fig. 14,
while Fig. 15 displays an example of a reconstructed nodule.8. Features extraction
Once the 3D shape and volume of the nodule are obtained, all
seven commonly used features [30–34] based on shape, size,
intensity can be extracted. In this study, along with the three
geometrical features (surface, volume and sphericity), we also use
Fig. 15. The relative 3D nodule reconstruction.
Fig. 16. Calculation of the surface and volume of the ROI: the surface is split into
triangles, the volume is split into triangular pyramids.
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skewness and kurtosis). As known from the literature, these
features are deﬁned as follows:1. surface area: the area of a generic ROI is computed as the sum
of the areas of the triangular elements derived from the points
of the previous reconstruction phase (Fig. 16);2. volume: the volume is computed as the sum of the pyramidal
volume elements with the bases on the triangular surface
elements having the ROI center as vertex (Fig. 16);3. sphericity: this parameter measures the degree of similarity
between the surface of an object and a sphere. In mathema-
tical terms, the sphericity is given by the ratio between the
surface area of a sphere (with the same volume as the given
object) and the surface area of the object
S¼ p
1=3ð6VÞ2=3
A
ð14Þ
where V and A denote the volume and the surface area of the
nodule candidate. The sphericity S of a purely spherical shape
is 1 while for a hemispherical shape one has S¼0.84. Therefore
we can measure how different is a nodule shape from a
hemispherical form;4. mean of the nodule intensity: the mean value of the gray level of
the voxels inside the nodule candidate volume;5. standard deviation of the nodule intensity: the standard devia-
tion measures the ﬂuctuation of the gray level of the voxels of
the nodule candidate;6. skewness of the nodule intensity: also known as distribution’s
third (central) moment, the skewness is a statistical parameter
characterizing the distribution just as the mean value (i.e. theﬁrst central moment) and the standard deviation (i.e. the
second central moment). The skewness is a measure of the
lopsidedness of the distribution; in particular the skewness of
a symmetric distribution is zero. In our case, the computation
of the skewness has been performed on the gray level
distribution of a generic ROI and provides an useful informa-
tion about it, therefore it can be treated as a feature. This
parameter is given by
Skewness¼
PN
i ¼ 1ðgði,j,kÞmÞ3
Ns3
ð15Þ
where N is the number of voxels of the ROI, g(i, j, k) is the gray
level at location (i, j, k), m and s are the average intensity and
standard deviation inside the segmented nodule candidate,
respectively. If the skewness is negative the data are spread
out more to the left of the mean than to the right; if it is
positive, the data are spread out more to the right;7. kurtosis of the nodule intensity: a measure of the histogram
‘‘peakedness’’. It is deﬁned as follows:
Kurtosis¼
PN
i ¼ 1ðgði,j,kÞmÞ4
Ns4
ð16Þ
We can investigate how different is the intensity distribution
of the nodule from a normal distribution. The kurtosis value of
the normal distribution is 3.
9. FPs reduction and classiﬁcation
In the present work, the previously deﬁned features have been
used in two different algorithms, both aimed to reduce the
occurrence of false positives: identifying a simple double-threshold cut: the number of ROIs
obtained by the MSM selection procedure on LIDC dataset is
large: 33 642. Almost all FP ﬁndings refer to candidate ROIs
with too many or too few voxels, and can be easily ruled out by
a simple double-threshold cut on the volume V. The diameters
of the structures of interest to radiologists range between
3 mm and 50 mm. Hence, we exploit this prior information
for ruling out all the ﬁndings with sizes ranging out of this
interval and eliminating thus the false positives found by the
nodule hunter. It should be emphasized that the threshold
values arise from the diagnosing settings and do not rely on the
structures found by the nodule hunter. For the other derived
features, the double-cut on the ﬁndings was obtained identify-
ing, for each features (f(i)), the pathology range ½f minðiÞ,f maxðiÞ;
the cut-off is performed outside the pathology range. While
systematically used [7], this method exhibits a dependence of
the detected cut-off values on the actual pathologies sample
used by it. Thus, for cut-off values computed on the basis of a
small sized pathologies sample, the pathology ranges could be
underestimated; hence, on a new data sample given as CAD
input, there could be some sensitivity loss (although minimal)
due to this processing phase. In our speciﬁc case, disposing of a
rather good data sample (148 nodules) makes us pretty con-
ﬁdent about the reliability of the results presented in this
paper. However, as reported in the ‘‘results’’ section, for
acquiring even more conﬁdence with system’s capabilities
and for estimating the range of the bias introduced by this
procedure, the system classiﬁer has been trained without
applying the double-threshold cut, maintaining still the volu-
metric cut because it identiﬁes the investigated pathology.
As result of this double-threshold cut the efﬁciency is pre-
served(100%), while FPs are reduced to 2335 corresponding to
28 FPs/CT.
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a further reduction of the FPs can be obtained by means of a
classiﬁcation step. This phase of classiﬁcation has been imple-
mented with a three layered feed forward neural network; the
neural network underwent a supervised learning training
based on the algorithm of back-propagation with momentum,
and its structure is the following:
J ﬁrst layer with seven input neurons;
J second layer with three hidden neurons;
J third layer with one output neuron.Fig. 17. Overall CAD FROC curve reporting the sensitivity (sensitivity is the
fraction of positive nodule candidates correctly classiﬁed), evaluated with respect
to the radiologist’s diagnosis, against the FPs/CT. The ﬁgure presents, as dashed
line, the FROC curve of the system’s performance without using the double-
threshold cut.The leave-one-out nodule cross validation [7,35] technique is
used to exploit the highest possible number of TPs during the
training phase, without invalidate the results. The name of this
algorithm reﬂects its computational strategy: at each step, one of
the TP patterns is successively left out and used for the validation
of the network while the other ones are used for its training. As
far as the FPs are concerned, a subset of proper size must be
selected for a suitable training of the network. To decrease the
number of subsets (otherwise it would get 148 subsets), the
number of TP patterns successively left out, in this work, is four
instead of one. After an extensive investigation of various trial-
and-error approaches, we have chosen to use all the 148 TPs and
888 FPs for the training phase, proceeding as follows:
Table 1the 888 FPs are randomly extracted from the 2335 FPs, thus
ensuring the representativeness among all FPs of the FP
pattern set used for the network training;Review of the results reported by other CADs: the asterisk indicates those works
that have been validated on the LIDC dataset of 84 CTs scanthe patterns (148 TPs þ 888 FPs) are randomly divided into 37
sets, each one containing 4 TP and 24 FPs;CAD Scans Slices/CT Nodules Efﬁciency FPs/slice FPs/CT
Bellotti [7] 15  314 26 80% – 2.4736 out of the 37 sets are put together apart as training input
for the network, while the last one is used for testing: in this
way a neural output is assigned to each pattern of the test set;Brown [10] 8 40 22 86.4% – 2.64
Roy [11] 38  51 82 70% 0.28 –
Pu [12] 52 – 184 81.5% – 6.5
Suzuki [16] 63  28 71 80.3% 0.18 4.8
Golosion [36] 84  310 148 71% – 4.0a cyclical permutation of the sets is carried out: for each
permutation the network is trained on 36 input sets and
validated on the remaining set; a neural output is thus
assigned to all the patterns (148 TPs þ 888 FPs);n Messay [37] 84  310 143 82.7% – 3.0
Our CADn 84  310 148 97% – 6.1
88% – 2.5the remaining 1447 FPs having not been selected for the cross
validation are divided into 37 subsets; each subset is classiﬁed
by one of the 37 networks.
At the end of this routine, a neural output is assigned to all
148 TPs and 2335 FPs. After the 37 trainings we have 37  4 TPs
patterns and 37  24 FPs patterns for the test set, independent
because they are systematically not used in the training phase. All
these data contribute with good statistics to the FROC curve in
Fig. 17.10. Results
Fig. 17 shows the FROC curve which describes the nodule
detection overall performance of the CAD system, a parameter
summing up the contributions of the effectiveness of the lung
volume segmentation, of the nodule candidate searching and of
the FP reduction mechanism. As one can note from Fig. 17, the use
of the neural network reduces the FPs/CT ratio from 28 to 6.1,
with a correlated sensitivity reduction from 100% (its value after
the double-threshold cut) to 97%. A further reduction to 2.5 FPs/
CT can be achieved with a lower detection rate (88%).
A direct comparison between our results and the performance
of other CAD systems is unfeasible if:1. the databases used by other CAD systems differ in the number
of CT scans, the number of slices per CT and the dose of the
images (in some cases this information is missing);2. the starting points of the processing systems are different: our
CAD processes the whole CT and automatically extracts the
slices to be analyzed;3. the results are expressed in different ways: in particular, FPs
are given per slice or per CT (it should be hinted out that in
general the FPs/CT ratio differs from the product of the FPs/
slice ratio with the number of slices/CT);4. some CAD systems focus their results analysis on the nodules
dimension, thus providing detection rates at different
nodule sizes.
Notwithstanding this, we believe it is still important to
attempt a relative comparison. We have identiﬁed published
results [36,37] that have used the same LIDC dataset scans to
validate detection systems. A summary of the results achieved by
other CAD systems is given in Table 1. In this table, each row
represents a published benchmark followed by the scans number,
average value of slices for scan, nodules number and the opti-
mized operating point reported by the according system. Based
on the very comparison with the two systems operating on the
same image CTs, one can infer that the performance of our
proposed system is at least on a same level with the results
displayed in the mentioned papers. Concerning the use of the
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Bellotti’s paper [7] where the same technique has been applied on
a dataset largely inferior in size with respect to ours; it emerges
that our system reaches a signiﬁcantly higher sensitivity at
comparable FPs rates. This result has probably to be attributed
to the MSM based qualitatively superior method of ROI detection
and segmentation we developed.
Fig. 17 presents as dashed line the FROC curve of the system’s
performance without using the double-threshold cut. The afore-
mentioned curve has been obtained by using the same neural
network architecture (7-3-1) and the same training technique,
while the patterns used during this case’s training phase were
148 TP and 1332 FP. From the visual comparison of the two
curves, it is easy to notice the CAD system improvement due to
the two-threshold cut: at 2.5 FP/scan, the sensitivity increases
from 79% to about 88%, that is a sensitivity improvement of about
9% at a ﬁxed rate of false positives, which constitutes a fair
amount. A potential bias introduced by the double-threshold cut
should range deﬁnitely below this increase. The performances
reached without the double-threshold cut are still comparable to
the ones of the two alternative systems validated on the same
database. Moreover, the classiﬁer’s ability to distinguish between
healthy and pathologic classes, despite the highly increased
complexity of the classiﬁcation problem, is another proof of the
proposed segmentation method effectiveness: the accuracy of
segmentation obviously leads to better separation in the
features space.11. Conclusions
The characteristics of slices sequence analysis make the nodule
detection in lung CT scans a hard task for the humans involved in
their analysis. Therefore, CAD systems can be a helpful tool for the
radiologists in lung cancer diagnosis.
We developed an advanced computerized method for the
automatic detection of internal and juxtapleural nodules on
low-dose and thin-slice lung CT scans. This method consists of
an initial selection of nodule candidates list followed by the
segmentation of each nodule candidate and the classiﬁcation of
the features computed for each segmented nodule candidate. We
propose a new lung nodules 3D segmentation technique based on
deformable MSMs for images from CT datasets . The result is a
robust and efﬁcient segmentation process able to converge,
identifying the shape of the generic ROI, after a few iterations.
This method has been validated on the 148 nodules with
diameters superior to 3 mm contained in 84 CT scans. The best
performance of our CAD is achieved at a sensitivity of 88% for the
nodules at a corresponding FP rate of 2.5 FPs/CT. In this case, the
combination of the segmentation procedure with the neural
classiﬁer is able to reject about 94% of the FP generated by the
ROI hunter. Our encouraging results show that the use of the 3D
AC model and the FPs reduction process based on feature analysis
constitutes a valid approach to the segmentation and the classi-
ﬁcation of lung nodules.
In a future paper we will focus on the results of the testing of
the proposed approach on more datasets. For a better estimation
of the accuracy and limitations of the proposed system, we are
currently engaged in collecting more data from 100 additional
patients with different types of pulmonary nodules, data on
which our system will be tested. We will also investigate the
possibility to add other geometrical features describing the shape
of malignant and benign nodules in order to determine whether
this will lead to more accurate diagnosis with respect the current
methodology.Conﬂict of interest statement
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