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Abstract
The serial correlations of illiquid stock’s price movements are studied, by taking into
account for the effect of the stochastic zero returns in various situations. More precisely,
heteroscedasticity and time-varying zero returns probability patterns are considered.
Depending on the set up, we investigate how the usual autocorrelations can be accom-
modated, to deliver an accurate representation of the price changes serial correlations.
An index and a cumulative sum (CUMSUM) test for choosing the adequate tool are
provided. We shed some light on the properties of the different serial correlations mea-
sures, by mean of Monte Carlo experiments. The theoretical arguments are illustrated
considering shares from the Chilean stock market.
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1
1 Introduction
In quantitative finance, it is common to examine the serial correlations of financial
assets. For a daily stock return rt, the correlations corr(rt, rt−h) (h > 0), can be used
for the momentum trading strategy. On the other hand, there is a huge literature
where the serial correlations are considered to test, if financial variables are efficient
(see e.g. Harris and Kew (2014) or Köchling, Müller and Posch (2019) and references
therein). The autocorrelations can be used to specify the so-called ARMA models (see
Francq and Zakoïan (2019), or McNeil, Frey and Embrechts (2015)). Several tools for
investigating the stocks correlations, taking into account for non standard behaviors,
are available in the literature (see e.g. Romano and Thombs (1996), Lobato, Nankervis
and Savin (2002), Patilea and Raïssi (2013) or Dalla, Giraitis and Phillips (2019)).
Such kind of tools are widely used nowadays for many tasks. However, at the best of
our knowledge, the underlying properties of zeros returns is not explicitly taken into
account for the correlations analysis of returns.
The main message conveyed by this study, is that the non standard effects of the
zero returns scheme, may lead to a misleading estimation of the financial variables
serial correlations. First, let us underline that it is advisable to concentrate on the non
zero returns. To see this through simple considerations, let us suppose for instance
that corr(rt, rt−1) < 0 (h = 1). Hence, it can be expected that observing rt−1 < 0
is likely to be followed by rt > 0, and vice et versa. Nevertheless, there is obviously
no reason to think that a negative correlation, makes rt−1 = 0 informative to expect
whether rt < 0 or rt > 0. In short, the zero returns are useless, if we are interested
in price movements. As a consequence, we aim to investigate how past price changes
can be possibly correlated with present price changes, correcting the effect induced by
0 < P (rt = 0) < 1 (i.e. use corr(rt, rt−h|rtrt−h 6= 0) rather than corr(rt, rt−h)).
We aim to solve our issue following the approach introduced by Dunsmuir and
Robinson (1981), Section 2, to take into account for missing values in time series. This
consists in considering an imputation process (at), such that at = 1, if the series is
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observed at date t, and at = 0 if it is missing. This process, originally introduced by
Parzen (1963), is called the "amplitude modulated" sequence in the literature. Then,
for some partially observed process (xt), the empirical serial correlations are computed
using zt = atxt (i.e. replacing the missing observations by zeros). Note that (at) is clas-
sically assumed iid (see e.g. Stoffer and Toloi (1992) or Bondon and Bahamonde (2012)
among others). Such a procedure implies to correct adequately the empirical correla-
tions, in order to retrieve a standard normal asymptotic distribution (see Dunsmuir and
Robinson (1981)). In our context, as stochastic zero returns means irregularly observed
price changes, it will be mathematically convenient to express our problem in a similar
way. More precisely, we define at = 1 if rt 6= 0 at date t, and at = 0 otherwise. This
makes our problem close to that of the missing value case, although rt is not formally
missing when it is equal to zero. Nevertheless, the process (at) is possibly non station-
ary in our case. Moreover, the presence of heteroscedasticity may also induce additional
severe distortions in the autocorrelations estimation. For these reasons, correcting the
correlation structure from these non standard behaviors, will be necessary to depict
the data in an adequate way. The following example illustrates the impact of the non
stationary features, on the estimation of illiquid stocks serial correlations.
1.1 An example from the Chilean stock market
It is important to note that stocks with a large amount of zero returns, are quite
common in all financial markets. In particular, it is well known that such a feature is
especially observed for emerging markets (see e.g. Lesmond (2005,p424-426)). For the
sake of illustration of the above arguments, we considered the closing prices of some
firms taken from the Chilean stock market.1 The data can be downloaded from Yahoo
Finance. In Figure 1, we plotted the daily log-returns of stocks, that seem to exhibit non
constant zero returns probabilities. For several stocks, we can observe a large amount
of years where the probability of observing a price change has a given level, and then, a
quick shift can be noticed (see for instance the stocks Security, Vapores or Cintac). At
1The author is grateful to Andres Celedon for research assistance.
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least for the stock Ventanas, a decrease can be suspected in 2011, for both the non zero
returns probability and the unconditional variance. Other stocks seem to display long
run trending behaviors for the non zero returns probability, as the Paz, HF, Cruzados,
Blanco y Negro stocks. By contrast, Figure 2 displays the returns of the Aguas stock,
for which it could be assumed that the non zero returns probability is constant. This
can be explained by the fact that the non zero returns rate is close to 100%, which
produce a flattened shape for P (at = 1). In the Chilean stock market, we found several
stocks with a rate that seems greater than 90% for a long period. However, noting that
such a behavior is similar from a stock to another, we only display the Aguas stock for
conciseness. As a conclusion, the classical assumption of a stationary (at) could not be
fulfilled for our data in many times. Also, these changes in the probability structure,
can be possibly observed in line with a time-varying variance.
Now, considering our set of stocks, let us preview the consequences of such depar-
tures from the classical case. The corrected serial correlations of order one are given in
Table 2. The first correction is standard, and consists in simply dividing the autocor-
relations by the proportion of non zero returns. This is the consequence of assuming
that (at) is stationary, as described in Section 3.1 below (see the outputs with sub-
script "cst" in Table 2). The second one is a non standard correction based on the
integrated probability introduced Section 3.2.1 ("ncp" stands for Non Constant Proba-
bility). This treatment is applied when a time-varying probability is observed, together
with a constant variance. The third one, studied in Section 3.2.3, corresponds to a
correction applied when both a time-varying non zero returns probability, and a non-
constant variance, are considered (denoted by "ds", as we have a "double source" of
non stationarity). In view of Figure 1, and the index presented in Section 4, the serial
correlations that seem relevant are displayed in bold type. Almost all the outputs show
clear differences between the classical and the non standard corrections. For instance,
we found that ρˆcst(1) is about 54% greater than ρˆds(1) for the stocks HF and Ventanas.
Also, the ρˆcst(1) is more than 46% greater than ρˆds(1) for the stock Cruzados. On the
other hand, ρˆcst(1) is more than 13% greater than ρˆncp(1) for the stock Vapores.
2 For
the stocks Aguas and Lipigas, it can be observed that the zero returns probability seems
(more or less) constant. For these stocks we found that ρˆcst(1), ρˆncp(1) and ρˆds(1) are
quite close. In view of the above analysis, the classical correction is, in many cases, not
reliable to get an accurate picture of the correlation structure of illiquid stocks.
The structure of this study is as follows. In section 2, the theoretical framework is
outlined. We also define the main settings for the analysis of corr(rt, rt−h|atat−h 6= 0).
In Section 3, the relevant serial correlation we need to estimate is first highlighted.
Subsequently, corrections for the autocorrelations are presented in situations faced in
practice. On the other hand, it is important to determine the adequate serial autocor-
relations correction to apply, as pointed out for the Chilean stocks example. Then, an
index and a CUSUM test for discriminating between the different corrections, are pro-
posed in Section 4. Thereafter, in Section 5, Monte Carlo experiments are conducted
to assess the finite sample properties of the serial correlations estimators. The finite
sample behavior of the index and CUSUM test are also studied. Finally, some addi-
tional comments on the autocorrelations of the Chilean stock market data presented
above are made. Concluding remarks are provided in Section 6.
Throughout the paper the following notations are used. Let us consider a one-period
profit-and-loss random variable rt. We assume that r1, . . . , rn are observed, with n the
sample size. We denote by Ft−1 = σ{rl : l < t}, the σ-field generated by the past values
of rt. Recall that at = 0 if rt = 0, and at = 1 if not. The almost sure convergence is
denoted by
a.s.
−→, and the convergence in distribution is signified by
d
−→.
2 The theoretical framework
In time series econometrics, there is a significant body of works dealing with long run
phenomena. For example, reference can be made to the huge cointegration literature.
In the field of financial returns, Stărică and Granger (2005), have documented the
2 The comparisons were made computing [ρˆcst(1)/ρˆncp(1)− 1] ∗ 100 and [ρˆcst(1)/ρˆds(1)− 1] ∗ 100.
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presence of a long run unconditional time-varying variance. As in a large number of
contributions in the literature (see e.g. Phillips and Xu (2006), Xu and Phillips (2008),
Cavaliere and Taylor (2007,2008), Patilea and Raïssi (2013) or Wang, Zhao and Li
(2019)), we rely on a deterministic specification for the non-constant variance. More
specifically, it is assumed that the observations obey the following equation:
rt = σtǫt, (1)
where (ǫt) is a random process specified below, and the σt’s fulfill the following condi-
tions.
Assumption 1 (Time-varying variance). The σt’s are given by σt = v(t/n), where v(·)
is a measurable deterministic and strictly positive function on the interval (0, 1], such
that supr∈(0,1] v(r) <∞, and v(·) satisfies a piecewise Lipschitz condition on (0, 1].
3
Let us underline that the Dahlhaus (1997) rescaling device is often used in order to
describe long run effects. A triangular notation should be adopted in view of Assump-
tion 1. However, the double subscript is suppressed for notational simplicity. Stylized
facts of financial returns may be described by the specification given in Assumption 1.
For instance, Fryźlewicz (2005) and Raïssi (2018) showed that the unconditional het-
eroscedasticity produce a high kurtosis for financial returns (see Table 1 for the Chilean
stocks presented above). Mikosch and Stărică (2004) suggested that serial correlations
for absolute returns may be generated from the non constant unconditional variance.
In a similar way to the above literature, we suppose that the unconditional proba-
bility of observing a daily price change is deterministic time-varying.
Assumption 2 (Non constant probability). The time-varying probabilities P (at = 1)
are given by g(t/n), where g(·), is a measurable non constant deterministic function,
3Throughout the paper, the piecewise Lipschitz condition means: there exists a positive integer p and
some mutually disjoint intervals I1, . . . , Ip with I1 ∪ · · · ∪ Ip = (0, 1] such that v(r) =
∑p
l=1 vl(r)1{r∈Il},
r ∈ (0, 1], where v1(·), . . . , vp(·) are Lipschitz smooth functions on I1, . . . , Ip, respectively.
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such that 0 ≤ g(t/n) ≤ 1 on the interval (0, 1], and g(·) satisfies a piecewise Lipschitz
condition on (0, 1].4 The process (at) is independent.
Since v(·) and g(·) are non constant, then returns processes fulfilling the above
conditions are not stationary. In view of Assumption 2, we have 0 < P (at = 1) <
1, at least for some subperiod in the sample. Our framework is quite general, and
allows for a wide type of specifications, as trending and cyclical behaviors, or abrupt
shifts, for both the zero returns probability and the variance. Concerning the non
constant variance, the studies mentioned above provide evidence of heteroscedasticity,
for financial variables with P (at = 1) = 1. Then, it is reasonable to think that the same
holds when 0 < P (at = 1) < 1. Moreover, in Figure 1, we can observe breaks as well as
trending behaviors, for the probability of observing a price change. As such behaviors
can be observed during large periods, it seems that such evolutions are structural.
For instance, the quick increase of the daily price change probability for the Security
bank stock, may be explained by the merger by absorption of the Dresdner Bank
Lateinamerika in September 2004. In addition, the Security Bank issued more than
32.8 millions new stocks after the capital increase announced during the extraordinary
shareholders meeting by December 29th, 2004. Sometimes, we can suspect that the
non constant pattern for the probability is coupled with a time-varying variance. For
instance, the stock Ventanas seems to have high variance and probability levels until
2011. After that, the variance and the non zero returns probability seem both reduced.
Remark 2.1. If P (at = 1) is time-varying, then it is easy to see that (rt) will be
heteroscedastic whether σt is constant or not. However, throughout the paper, we refer
to the case where σt is time-varying (resp. constant), as heteroscedastic (resp. ho-
moscedastic) in the sense that the prices changes (i.e. eliminating the zero returns)
are heteroscedastic (resp. homoscedastic). When σt is constant and P (at = 1) is time-
varying, we will simply say that (rt) is not stationary, or has a time-varying zero returns
probability to avoid confusion, although it is heteroscedastic. In short, V (rt|at = 1) is
4For u < 0, the different functions considered in Assumption 1-2 are set constant, that is for instance
g(u) = limu↓0 g(u).
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constant if and only if σt is constant, in view of Assumption 3 below.
As the mean of stocks returns is often not significant (see Table 1), it is reasonable
to make the following assumption.
Assumption 3 (Identifiability and zero expectation for the returns). We assume that
E(ǫ2t |at = 1) = 1 and E(ǫt|at = 1) = 0.
Note that the above condition is expressed conditional to at = 1, as we concentrate
on the price changes. Usually in models such as (1) we set E(ǫ2t ) = 1. However, allowing
for a possible time-varying 0 < P (at = 1) < 1, then of E(ǫ
2
t ) may be non constant in
our case. The condition E(ǫt|at = 1) = 0 implies that E(rt) = 0. If the sources of non
stationarity are removed, that is the time varying probability and the unconditional
heteroscedasticity, it can be expected that the remainder is stationary. The following
assumption formalizes this idea.
Assumption 4 (Strict stationarity). Given at × · · · × at+k = at+h × · · · × at+k+h = 1,
the vectors (ǫt, . . . , ǫt+k)
′ and (ǫt+h, . . . , ǫt+k+h)
′ have the same joint distribution for
any k ∈ N and any (t, h)′ ∈ Z2.
The above assumption is not very restrictive. In the applied econometrics literature,
it is often found that the short run dynamics are constant, while the variance is time-
varying (see e.g. Bernanke and Mihov (1998), Sims (1999) or Stock and Watson (2002)).
In the light of the above, several specifications were proposed in the literature (see Kew
and Harris (2009), Xu and Phillips (2008) or Patilea and Raïssi (2012) among others).
Finally, if the following more restrictive Assumption 5-6 hold true, together with
Assumption 4, then the (rt) process is strictly stationary (of course as well as (at)).
Also, an ergodicity condition will be needed to establish a strong consistency result in
the stationary case.
Assumption 5 (Homoscedasticity). 0 < σt = σ <∞ is constant.
Assumption 6 (Constant zero returns probability). (at) is iid, such that 0 < P (at =
1) < 1.
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Assumption 7 (Ergodicity). The process (rt) is ergodic.
In this part, we present the dependence set-up used for (rt). A wide variety of
models are available to capture financial assets dynamics. Hence, to keep our frame-
work general, we consider weak dependence concepts, that allow for a wide range of
specifications. In the sequel, we denote by
αǫ(h) = sup
A∈σ(ǫu,u≤t),B∈σ(ǫu,u≥t+h)
|P (A ∩B)− P (A)P (B)| ,
the mixing coefficients of (ǫt). The reader is referred to Davidson (1994) for details
about the α-mixing coefficients. Let us also introduce ‖ǫt‖q = (E‖ǫt‖
q)1/q, where ‖.‖
denotes the Euclidean norm.
Assumption 8 (α-mixing coefficients for strong convergence). There exist µ1 and µ2,
1 ≤ µ2 < µ1 < 2µ2, such that
∑∞
h=0{αǫ(h)}
1−1/2µ2 <∞ and supt ‖ǫt‖2µ1 < ∞.
Assumption 9 (α-mixing coefficients for asymptotic normality). We assume that∑∞
h=0{αǫ(h)}
ν/(2+ν) <∞, and supt ‖ǫt‖4+2ν < ∞ for some ν > 0.
Note that (ǫt) is allowed to be correlated under Assumption 8. The Assumption
9 will be used to establish asymptotic normality results, under the hypothesis of no
correlation. In Assumption 8 and 9, the usual trade-off between moment and mix-
ing conditions is made (see Phillips (1987) and references therein). Of course, if the
Assumption 8 and 9 hold together, then the more restrictive moment (resp. mixing)
condition is supposed to be true. Other dependence, prediction assumptions can be
used to state the convergence and the asymptotic normality results below. The reader
is referred to Davidson (1994), Chapter 16 and 17, for the mixingale (asymptotic un-
predictability) or the Near Epoch Dependence (NED) concepts.
In the paper, we study the following combinations of stationarity/non stationarity
assumptions. Recall that Assumption 3 and 4 are assumed hold throughout the paper.
We consider:
(1) Both Assumption 5, 6 and 7 give the stationary framework.
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(2) Assumption 2, 5 on one hand, and Assumption 1, 6 on the other hand, and finally
Assumption 1, 2 give the three cases of the non stationary framework.
The classical case (1) will be outlined in Section 3.1. However, the stationarity
assumptions may be viewed as too restrictive in many cases. Long run evolutions in
the daily price movements could be explained by, for instance, a global behavior of an
emergent financial market, investors paying a growing attention to a developing firm, or
some technological innovation. For these reasons, it is worth to investigate the case (2).
For the latter case in (2), the two sources of non stationarity are jointly exhibited by the
series (see Section 3.2.3). In the first case in (2), only a time-varying zero probability is
observed (see Section 3.2.1). Another case consists in heteroscedastic series, but with
a constant non zero returns probability. Such a situation is studied in Section 3.2.3.
3 Serial correlations in presence of zero returns
In this part, the serial correlations analysis of illiquid stocks is discussed in the light
of the assumptions made above. For mathematical ease, the following notations are
adopted. The correlations of the process (rt) are given by
ρ0t(h) := corr(rt, rt−h) = γ0t(h)γ0t(0)
−1, with γ0t(h) := E(rtrt−h).
The subscript zero means that the possible no daily price change observations, are
included in the time-varying autocorrelations. Under Assumption 1-4, some basic com-
putations show that
ρ0t(h) =
cov(rt, rt−h)√
V (rt)V (rt−h)
= ρǫ(h) {g(t/n)g ((t− h)/n)}
1
2 , (2)
where ρǫ(h) = E(ǫtǫt−h|atat−h = 1) is constant in view of Assumption 4. In the sequel,
we consider Γǫ(m) := (ρǫ(1), . . . , ρǫ(m))
′, for a given m, fixed by the practitioner. It is
clear that the correlations of (rt) are not constant, due to the time-varying probability
of observing a price change. As a consequence, these time-varying correlations may be
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viewed as spurious. Indeed, the non stationary probability of observing a price change
is not relevant to understand linear dynamics. On the other hand, the time-varying
variance does not play any role in the theoretical relation (2). Now, if in addition
Assumption 6 holds (constant zero returns probability), then ρ0t(h) is no longer time
dependent:
ρ0(h) = ρǫ(h)P (at = 1). (3)
This last case corresponds to the classical treatment of missing values in time series
(see e.g. Stoffer and Toloi (1992)).
In view of Figure 1, non stationary effects can be detected for (at). This suggests
that using the correction induced by (3) may deliver a distorted estimator of the serial
correlations of (rt). On the other side, (2) can lead to erroneous conclusions, if the
data are contaminated by zero returns with a non stationary scheme. For instance,
suppose that we are interested to measure the eventual non zero correlations of a stock
at different periods. In the case of the Security stock, using (2) may spuriously lead
to conclude that the potential linear link between the returns is affected by the 2010
increase of capital. This can have consequences on an efficiency investigation, based on
a by period examination of the serial correlations. Also, the non constant time-varying
variance could introduce some bias in the estimation step, as pointed out in Section
3.2.3. Finally, (2) and (3) show that the correlations may be underestimated, if the zero
returns are included without any care. As a conclusion, if we are interested in analyzing
the correlation structure of the prices changes, then ρǫ(h) should be considered instead
of ρ0t(h).
In the sequel, the effects of the time-varying non zero returns probability, on the
usual autocorrelations estimation are described in further detail. We also consider
the eventual practical implications of the presence of unconditional heteroscedasticity.
Following the usual approach, the methodology to obtain an accurate analysis of the
returns linear dynamics, will consist in applying a scale correction to the autocorrelation
estimator including the zero returns:
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Γ̂0(m) := (ρˆ0(1), . . . , ρˆ0(m))
′ with γˆ0(h) :=
1
n
n∑
t=1+h
rtrt−h, (4)
and ρˆ0(h) := γˆ0(h)γˆ0(0)
−1.
3.1 The stationary case
We place ourselves in the classical case where the standard Assumption 5 and 6 hold
(i.e. 0 < P (at = 1) < 1 and σt are constant). We follow the classical pathway to
analyze time series with missing values (see e.g. Stoffer and Toloi (1992)). However,
note that a zero return is not formally a missing observation, but more an absence of a
price movement. Recall that Γǫ(m) := (ρǫ(1), . . . , ρǫ(m))
′. In view of (3), we consider
the following estimator for Γǫ(m):
ρˆcst(h) = γˆa(0)
−1ρˆ0(h), Γ̂cst(m) := Ω̂P Γ̂0(m),
where
Ω̂P = diag
(
γˆa(0)
−1, . . . , γˆa(0)
−1
)
, with γˆa(0) := n
−1
n∑
t=1
at,
for taking into account for irregularly spaced price changes. The following proposition
gives the strong convergence of Γ̂cst(m).
Proposition 3.1. Under Assumption 3-7, then as n→∞,
Γ̂cst(m)
a.s.
−→ Γǫ(m).
In order to obtain a strongly consistent estimator of Γǫ(m), we simply need to divide
the (rt) sample autocorrelations, by the estimated probability of observing a price
movement. Since γˆa(0) ≤ 1, then considering Γ̂0(m) would lead to underestimate the
serial correlations in general. However, in view of Figure 1, the stationarity assumptions
seem not to be adapted to financial returns in many cases.
Before moving forward to examine more realistic non stationary specifications for
(rt), let us mention that the autocorrelations may be displayed with confidence bounds,
under the hypothesis Γǫ(m) = 0. For instance, it may serve to identify an horizon h
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where the autocorrelations seem to vanish. Note however that the fourth moment
existence is needed in such a situation. Thus, we complement the picture of the Γǫ(m)
by considering the following asymptotic normality property.
Proposition 3.2. Suppose that (rt) is uncorrelated and such that Assumption 9 holds.
Under the assumptions of Proposition 3.1, then we have as n→∞,
n
1
2 Γ̂cst(m)
d
→ N (0,ΩPΣcstΩP ),
where
Σcst =
[
∞∑
k=−∞
E
(
ΥtΥ
′
t−k
)]
× σ−2r ,
with Υt = (rtrt−1, . . . , rtrt−m)
′, ΩP = diag
(
P (at = 1)
−1, . . . , P (at = 1)
−1
)
and σr =
σ2P (at = 1).
Proposition 3.2 is similar to Theorem 3.2 in Romano and Thombs (1996). A Het-
eroscedastic Autocorrelation Consistent (HAC) type estimator may be necessary for
estimating Σcst (see Andrews and Monahan (1992) or Andrews (1991)). For estimating
σ2, we may use
σˆr := n
−1
n∑
t=1
r2t . (5)
We end this section with the following general alternatives for the estimation of Σcst.
Remark 3.1. Most of the times, (rt) is regularly recorded being only equal to zero with
a non zero probability. Then, as HAC methods generally allow for a distribution with
a Dirac mass at zero in general, one can directly apply ready-to-use packages to (Υt).
However, in some cases (rt) may be irregularly observed, in addition to the possible
presence of zero returns. For instance, Datta and Du (2012) documented irregularly
observed commodities futures contracts. In such a situation, one can use HAC esti-
mators taking into account for missing data (see Datta and Du (2012)), in order to
compute the asymptotic covariance of Γ̂cst(m).
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Remark 3.2. Let us mention that in order to display the confidence bounds under the
hypothesis that Γǫ(m) = 0, a martingale difference assumption can be made. Indeed,
there are contributions in the literature that rely on the unpredictability assumption, if
no correlations are detected (the so called efficiency assumption). In such a case, we
have
∞∑
k=−∞
E
(
ΥtΥ
′
t−k
)
= E
(
ΥtΥ
′
t
)
.
Hence, the asymptotic covariance matrix can be estimated using simpler Heteroscedastic
Consistent (HC) methods. The test proposed by Boubacar Maïnassara and Raïssi (2015)
may be used, to decide whether the HAC or the HC estimator should be used.
3.2 The non stationary case
Hereafter, non stationary effects are allowed for (rt). The correction of the serial corre-
lations by using the probability structure g(·) is first investigated. Then, we study the
cases allowing for heteroscedasticity.
3.2.1 Homoscedastic returns with time-varying probability
In view of (2) and (4), let us introduce the autocorrelations estimator
ρˆncp(h) :=
γˆ0(h)γˆa(h)
−1
γˆ0(0)γˆa(0)−1
= ρˆ0(h)
γˆa(0)
γˆa(h)
, where γˆa(h) := n
−1
n∑
t=1+h
atat−h, (6)
and
Γ̂ncp(m) := Λ̂γΓ̂0(m), Λ̂γ = diag
(
γˆa(0)
γˆa(1)
, . . . ,
γˆa(0)
γˆa(m)
)
.
Recall that the subscript "ncp" means we are facing only one source of non stationarity,
i.e. the Non Constant zero returns Probability. By correcting the autocorrelations
using γˆa(0)/γˆa(h), we mind that the zero returns scheme may be subject to probability
changes. Introduce
Λγ = diag
( ∫ 1
0 g(s)ds∫ 1
0 g(s)
2ds
, . . . ,
∫ 1
0 g(s)ds∫ 1
0 g(s)
2ds
)
.
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The following proposition ensures, that Γ̂ncp(m) delivers a correct picture of the price
changes autocorrelations. As above, an asymptotic normality result is given, to possibly
display confidence bounds in the autocorrelogram.
Proposition 3.3. Under Assumption 2-4 and Assumption 8, then as n→∞,
Γ̂ncp(m)
a.s.
−→ Γǫ(m).
Proposition 3.4. Suppose that (rt) is uncorrelated and such that Assumption 9 holds.
Under the assumptions of Proposition 3.3, then as n→∞,
n
1
2 Γ̂ncp(m)
d
→ N (0,ΛγΣncpΛγ),
where
Σncp =
 lim
n→∞
n−1
n∑
t,s=1
E
(
ΥtΥ
′
s
){σ2 ∫ 1
0
g(s)ds
}−2
.
If it is assumed that the non zero returns probability is constant, i.e. g(·) is con-
stant, then we have Λγ = ΩP . Hence, the classical correlations correction for irregularly
spaced non zero returns is retrieved. Nevertheless, recall that the stationarity assump-
tions are not realistic in many cases. According to Proposition 3.3, if the returns are
correlated, then Γ̂cst(m) does not converge to Γǫ(m) 6= 0 in presence of time varying
non zero probability. More precisely, noting that
∫ 1
0
g2(s)ds ≥
(∫ 1
0
g(s)ds
)2
(7)
as soon as g(·) is not constant, then Γ̂cst(m) is generally biased upward. A noticeable
exception is given by the case Γǫ(m) = 0, where Γ̂cst(m) and Γ̂ncp(m) are both strongly
convergent. Even in this case, it is advisable to use Γ̂ncp(m) instead of Γ̂cst(m), when
the non zero returns probability is not constant. Indeed, using again (7), Proposition
3.2 and 3.4, it is easy to see that Γ̂ncp(m) is more accurate than Γ̂cst(m), under the
assumption that g(·) is time-varying. The better results of the Γ̂ncp(m) comes from
the additional information, brought by the non constant non zero returns probability
structure.
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3.2.2 Returns exhibiting both time-varying variance and probability
Here, both heteroscedasticity, and time-varying zero returns probability are allowed.
From (2), the heteroscedasticity does not play any role in Γ0t(m). However, in view
of (4), the numerator and denominator are usually computed separately on the whole
sample. As a consequence, this produces some heteroscedasticity effects, that must
be taken into account for the estimation of Γǫ(m). To this aim, let us introduce the
following estimator
ρ̂ds(h) :=
γˆ0(0)
γˆar2(h)
ρ̂0(h), and Γ̂ds(h) := Φ̂γΓ̂0(h), (8)
where
Φ̂γ = diag
(
γˆ0(0)
γˆar2(1)
, . . . ,
γˆ0(0)
γˆar2(m)
)
, γˆ0(0) = n
−1
n∑
t=1
r2t and γˆar2(h) = n
−1
n∑
t=1+h
r2t at−h.
Recall that "ds" means we are taking into account a Double Source of non stationarity.
Define
Φγ = diag
( ∫ 1
0 v
2(s)g(s)ds∫ 1
0 v
2(s)g2(s)ds
, . . . ,
∫ 1
0 v
2(s)g(s)ds∫ 1
0 v
2(s)g2(s)ds
)
.
We are now ready to state the following asymptotic results, in our non standard frame-
work.
Proposition 3.5. Under Assumption 1-4 and Assumption 8, then as n→∞,
Γ̂ds(m)
a.s.
−→ Γǫ(m).
Proposition 3.6. Suppose that (rt) is uncorrelated and such that Assumption 9 holds.
Under the assumptions of Proposition 3.5, then as n→∞
n
1
2 Γ̂ds(m)
d
→ N (0,ΦγΣdsΦγ),
where
Σds =
 lim
n→∞
n−1
n∑
t,s=1
E
(
ΥtΥ
′
s
){∫ 1
0
v2(s)g(s)ds
}−2
.
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Let us compare the non stationary cases studied so far. If we suppose that the
conditions of Proposition 3.3 hold (the constant variance), then
∫ 1
0
v2(s)g(s)ds = σ2
∫ 1
0
g(s)ds, and
∫ 1
0
v2(s)g2(s)ds = σ2
∫ 1
0
g2(s)ds.
As a consequence, the correction (8) can be applied to the case studied in Section 3.2.1
as well. The reverse is not true in general, as the heteroscedasticity has to be taken
into account specifically, in presence of time-varying non zero returns probability. If
v(·) is not constant, in general we have
∫ 1
0 v
2(s)g(s)ds∫ 1
0 v
2(s)g2(s)ds
6=
∫ 1
0 g(s)ds∫ 1
0 g
2(s)ds
.
Then, in view of Proposition 3.5, Γ̂ncp(m) is not convergent if both the non zero returns
probability and the variance are time-varying. Obviously, the same is true for Γ̂cst(m).
In Section 4, we propose a statistic to distinguish, between the more sophisticated
correction (8), and the simpler (6).
3.2.3 Heteroscedastic returns with a constant non zero returns prob-
ability
Let us end Section 3.2, by briefly considering the case where a heteroscedastic be-
havior is observed, whereas the non zero returns probability is constant. Considering
Assumption 1 and 6, we have∫
1
0
v2(s)g(s)ds = P (at = 1)
∫
1
0
v2(s)ds,
∫
1
0
v2(s)g2(s)ds = P (at = 1)
2
∫
1
0
v2(s)ds.
Therefore, the non-constant variance effect vanishes, for correcting the serial correla-
tions from the presence of zero returns. Indeed, we can write Φγ = ΩP . The above
considerations suggest that the classical correction may be used for our present case.
Proposition 3.7. Under the Assumption 1, 3, 4, 6, and 8, we have as n→∞
Γ̂cst(m)
a.s.
−→ Γǫ(m).
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Proposition 3.8. Suppose that (rt) is uncorrelated and such that Assumption 9 holds.
Under the assumptions of Proposition 3.7, then as n→∞
n
1
2 Γ̂cst(m)
d
→ N (0,ΩP Σ˜cstΩP ),
where
Σ˜cst =
 lim
n→∞
n−1
n∑
t,s=1
E
(
ΥtΥ
′
s
){P (at = 1)∫ 1
0
v2(s)ds
}−2
.
The proofs of Proposition 3.7 and 3.8 are skipped, to avoid redundancy with the
arguments given in the proofs of the previous sections. In view of Proposition 3.7,
we can see that, although the data are non stationary, the constant non zero returns
probability makes the classical correction sufficient to estimate consistently the serial
correlations. Proposition 3.8 extends equation (3.10) of Patilea and Raïssi (2013), to
the case where stationary zero returns are present.
Remark 3.3. In the non stationary cases studied in Section 3.2, the asymptotic co-
variance matrices cannot be simplified. At the best of our knowledge, there is no HAC
estimator available for limn→∞ n
−1
∑n
t,s=1E (ΥtΥ
′
s), in view of the non stationarity
patterns allowed here. However, if we make the assumption that (rt) is a martingale
difference, we obtain
lim
n→∞
n−1
n∑
t,s=1
E
(
ΥtΥ
′
s
)
= lim
n→∞
n−1
n∑
t=1
E
(
ΥtΥ
′
t
)
. (9)
Then, from the SLLN of Hansen (1991) and strengthening the moment condition in
Assumption 8, it is clear that n−1
∑n
t=1ΥtΥ
′
t is a strongly consistent estimator of (9).
Such a covariance estimator should be considered if we make, for instance, an efficiency
assumption under some null hypothesis. The limit in (9) can be expressed in terms of
the fourth cumulants of ǫt, conditional to be different from zero, and the functions v
2(·),
g(·). As in the stationary case (see (5)), the denominators of the different asymptotic
covariance matrices can be estimated using the sample mean of the squared returns.
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4 Diagnostic tools
Recall that the constant non zero returns probability can be discarded by graphical
representations, as in Figure 1. Also, some underlying information, suggesting a break
or a gradual evolution for the zero returns probabilities, could help to determine which
of the statistics is adequate (recall the example of the Security stock). However, one
can remain undecided regarding the use of Γ̂cst(m) in some cases. If we have a clear
evidence that the non zero returns probability is time-varying, we can also remain un-
decided if Γ̂ncp(m) or Γ̂ds(m) should be used. In short, we propose tools allowing to
distinguish between the different cases presented in the above sections.
We begin by considering a cumulative sum (CUSUM) test for deciding between
Γ̂cst(m) and Γ̂ncp(m). The use of such a kind of test is very common in the framework
of deterministic specifications as in Assumption 1-2 (see e.g. Cavaliere and Taylor
(2008), Section 6). As pointed out in Section 3.1, Γ̂cst(m) may be used when the non
zero return probability is constant. For this reason we shall use a test based on the
process (at), which is iid under Assumption 6. Let us introduce the test statistic
S = sup
k
|n−
1
2 D̂k|, k = 1, . . . , n,
where
D̂k =
Ĉk −
k
n Ĉn√
γˆa(0)(1 − γˆa(0))
,
and Ĉk =
∑k
t=1 at. Using Donsker’s Theorem and the continuous mapping Theorem,
it follows that
S
d
→ sup
r∈(0,1]
|W ∗(r)|,
where W ∗(r) is a standard Brownian bridge process. Therefore, the Q test will consist
in rejecting the null hypothesis of a constant non zero returns probability, at a given
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asymptotic level α (and hence the use of Γ̂cst(m)), if S exceeds the corresponding crit-
ical value of the supremum of a Brownian bridge.
In this part, we provide an index for deciding if Γ̂ds(m) or Γ̂ncp(m) should be used.
Note that the two statistics can be compared through their respective corrections. Thus,
Γ̂ncp(m) is suitable if we have ∆ = 0, with
∆ =
∫ 1
0 v
2(s)g(s)ds∫ 1
0 v
2(s)g2(s)ds
−
∫ 1
0 g(s)ds∫ 1
0 g
2(s)ds
.
The use of Γ̂ds(m) corresponds to ∆ 6= 0. The above alternatives can be viewed, in
some sense, as a diagnostic for (rt). If decide that ∆ 6= 0, then this is equivalent to
assert that the following statements are not true:
(a) σt = σ and P (at = 1) are constant,
(b) σt is non-constant, but (rt) has a constant zero returns probability,
(c) σt = σ, but (rt) has a time-varying zero returns probability.
If we decide that ∆ is equal to zero, then we can conjecture that (a), (b) or (c) holds
true. This last assertion can only be conjectured, as ∆ = 0 may also holds true for
some specific non constant v(·) and g(·) functions.
Now, let us introduce the index κˆn = n∆̂
2, where
∆̂ =
n−1
∑n
t=1 r
2
t
n−1
∑n
t=1+h r
2
t at−1
−
n−1
∑n
t=1 at
n−1
∑n
t=2 atat−1
.
The existence of ∆̂ is ensured, at least asymptotically, from Assumption 1 and 2. In
order to state the asymptotic behavior of κˆn, we need to define the following vector
Ψ =
( ∫ 1
0 v
2(s)g(s)ds∫ 1
0 v
2(s)g2(s)ds
∫ 1
0 g
2(s)ds
,−
∫ 1
0 g(s)ds∫ 1
0 v
2(s)g2(s)ds
∫ 1
0 g
2(s)ds
,
(∫ 1
0
v2(s)g2(s)ds
)−1
,−
(∫ 1
0
g2(s)ds
)−1)′
.
We also consider the (unobserved) vector process
Zt =
(
atat−1 − P (at = 1)
2, r2t at−1 −E(r
2
t at−1), r
2
t − E(r
2
t ), at − P (at = 1)
)′
,
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and the covariance matrix
Ξ = lim
n→∞
n−1
n∑
s,t=1
E(ZsZ
′
t).
The following proposition gives the asymptotic behavior of the index κˆn.
Proposition 4.1. Under Assumption 1-4 and Assumption 8-9, and if ∆ = 0 holds
true, then as n→∞,
κˆn
d
−→ πχ21, (10)
where π is given by Ψ′ΞΨ.
Proposition 4.2. Under Assumption 1-4 and Assumption 8-9, and if ∆ 6= 0, then we
have κˆn = Op(n).
From the proof of Proposition 4.1, it is easy to see that a test with a χ21 asymptotic
distribution could be built, with a HAC estimator of Ξ at hand. However, as noted
for Proposition 3.6, in our framework such an estimator is not available at the best of
our knowledge. Even if we suppose that a HAC estimator of Ξ can be used, we need
to invert it to rely on a χ21 law. Nevertheless, it is well known that statistics based on
an inverted HAC estimator, can suffer from severe finite sample size and power draw-
backs. The reader is referred to Raïssi (2011) or Vilasuso (2001), among others, for
the test statistics with an inverted HAC estimator. Moreover, prior to the estimation
of Ξ, the expectations in Zt should be estimated by some nonparametric method. It is
well known that such a task, necessitate somewhat large samples to deliver satisfactory
properties. The above fact is exacerbated in presence of an abrupt break with an un-
known location. Then, obtaining a test statistic that behaves reasonably as a χ21 seems
difficult in view of the above described tasks. Another possibility commonly used in
practice is to draw bootstrap replicates of κˆn. However, let us underline that the scheme
of the bootstrap data generation for approximating the asymptotic distribution in (10)
is not always clear (for instance consider (a), (b), (c), or even another case allowing for
∆ = 0). For all these reasons, we prefer to provide κn as an index, i.e., decide to use
Γ̂ds(m) if κˆn is large.
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As a conclusion, it is suggested to apply the tools developed in this section in case
of doubt. If the Q test does not reject the null hypothesis, then the Γ̂cst(m) should
be considered. If the Q test rejects the null hypothesis, and the κˆn index takes low
values, then the Γ̂ncp(m) should be used. If the hypothesis of constant non zero returns
probability is rejected, and that the κn index takes large values, then we should opt for
Γ̂ds(m).
5 Numerical illustrations
In this part, the different tools introduced in the previous sections, are first investigated
by mean of Monte Carlo experiments. Then, we make some comments on the autocor-
relation structures of the above presented Chilean market’s stocks. We do not provide
outputs for the asymptotic normality results. Indeed, the confidence bounds are built
using well-known sandwich forms under the martingale difference assumption. Then,
we concentrate on the possible inconsistency of serial correlations estimators, coming
from irregularly observed price changes.
5.1 Monte Carlo experiments
The estimation of the correlation is first studied. In a second step, the use of the
diagnostic tools is illustrated. In all the experiments, the following Data Generating
Process (DGP) is considered:
rt = σ˜tǫ˜t, σt = 1{t≤n/2}δ1 + 1{t>n/2}δ2, (11)
with δ1 and δ2 are parameters given below. We set ǫ˜t = atyt, where the sequence
y1, . . . , yn is given by:
yt = but−1 + ut, (12)
where (ut) is iid and follows a Student distribution with five degrees of freedom. The
process (at) giving the zero returns scheme, is defined by P (at = 1) = 1{t≤n/2}δ3 +
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1{t>n/2}δ4, so the simulated data display a structural break for the zero returns proba-
bility. Note that σ˜t is a scale transformation of σt as we do not ensure the identification
E(ǫ˜t|at = 1) = 1 in the simulated processes. In some experiments we set b = 0, so there
is no serial correlations.
The stationary case is illustrated taking δ1 = δ2 = 1 and δ3 = δ4 = 0.6. For the non
stationary case, we fix either or both δ1 6= δ2 and δ3 6= δ4. However, some combinations
are discarded in the sake of conciseness. In many cases, it can be seen that a high
(resp. low) variance seems to be associated with a high (resp. low) probability of a
price change (see Figure 1). Such a behavior can be explained by, e.g., business cycles
or some structural change. Then, a low probability together with a high variance (and
vice versa) will be avoided. The different corrections ("cst", "ncp", "ds") are computed
in the stationary and non stationary cases. In view of our DGP, and in the sake of
conciseness, we only display the outputs for h = 1. Note that if correlations at a larger
horizon are examined, the conclusions are similar to the outputs for h = 1. In all the
experiments, N = 10000 independent trajectories of (11) are simulated, with lengths
n = 500, 2000, 5000. Such sample sizes roughly correspond to 2, 8 and 20 years of daily
returns. All the settings are inspired from the real data study below.
In Table 4-7, the bias and variances of the corrected correlations are presented. Also
a relative comparison is given. The results for the Q test, for an asymptotic nominal
level 5%, are given in Table 3. In Figure 3, the index κˆn for deciding between the "ncp"
and the "ds" corrections are displayed in box-plots.
5.1.1 Correcting the correlations in presence of zero returns
The behaviors of the different correlation corrections are examined, in the situations
presented in the theoretical part of the paper. In a first step, the outputs for the cor-
related case are analyzed (b 6= 0, see Table 4-6). Then, we briefly comment the results
for the uncorrelated case (b = 0, see Table 7).
We begin with the situations where the three corrections are valid (i.e., the constant
23
probability cases, see the three first rows of Table 4-6). At first sight, the results for
the more sophisticated "ncp" and "ds" corrections, are similar to those of the "cst"
one. Indeed, in such a case the ρˆcst(1), ρˆncp(1) and ρˆds(1) are all asymptotically valid
in estimating ρǫ(1). Of course, if there is a clear evidence that (rt) is stationary, it is
better to use the simpler "cst" correction. However, recall that the constant probability
assumption is often not realistic in practice.
Now, we turn to the case where only the "ncp" and "ds" corrections are adequate
(i.e., a non constant zero returns probability is observed together with homoscedastic-
ity, see the fourth and fifth rows of Table 4-6). First, we can see that the "ncp" and
"ds" corrections are more or less equal. On the other hand, the "cst" correction seems
dramatically biased upward, as the heterogeneity of the non zero return probability
heterogeneity is increased. For instance, in mean the "cst" correction gives correlation
estimators up to 44% greater, than the valid "ncp" and "ds" estimators. In addi-
tion, the "ncp" and "ds" corrections are more accurate, as their empirical variance are
smaller than the empirical variance of the "cst" estimator. This is a consequence of
the inequality (7). The bad results for ρˆcst(1), can be explained by the fact that the
"cst" correction, is not able to take into account for the non standard, though often
encountered in practice, time-varying zero returns probability.
We end the analysis of the correlated case, by considering the situation where only
the "ds" correction can be safely used (i.e., the presence of both heterogeneous vari-
ance and non zero returns probability, see the sixth to the ninth rows of Table 4-6). It
can be observed that only the "ds" correction, seems to handle adequately the double
source of nonstationarity. This is in accordance to the fact, that the numerator and
the denominator of the serial correlations are computed separately, which induces some
undesirable heteroscedasticity effects for the ρˆncp(1) estimator. Such effects cannot
be taken into account, when only probabilities are considered for correcting the serial
correlations. Moreover, the more accurate ρˆds(1) seems to benefit from the additional
piece of information brought from the non constant σt, on the contrary to the ρˆncp(1).
Indeed, it is found that the empirical variance of the ρˆds(1) is smaller than the one of
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ρˆncp(1). As expected ρˆcst(1) is clearly biased, when both P (at = 1) and σt are non
constant. Note that the ρˆcst(1) are in mean up to 64% greater than the ρˆds(1).
For the particular uncorrelated case, we only display the outputs for n = 500 in the
sake of conciseness, the conclusions being similar for n = 2000 and n = 5000. When
the underlying simulated process is uncorrelated, the three studied estimators seem
unbiased. Indeed, as the different corrections are scale transformations of ρ0(1) = 0,
then any possible bias is eliminated. However, let us underline that the "ds" and "ncp"
corrections seem more accurate than the "cst" one. At least for the "ncp" correction,
this could be explained by (7). As noted before, the "ds" correction benefits from
the additional information brought from the heteroscedasticity and the non constant
probability structure. Then, although the ρˆcst(1) is unbiased in the particular no cor-
relation case, it suffers from a lack of accuracy coming from the neglected non standard
information.
5.1.2 Finite sample behavior of the diagnostic tools
We begin to assess the properties of the Q test for constant non zero returns prob-
ability. From Table 3, it turns out that the Q test has a good control of the type I
error5. On the other hand, the Q test is able to detect the alternative. Indeed, when
P (at = 1) evolves through time, the relative rejection frequencies are all equal to 100%.
As a consequence, the Q test seems to have reasonably good finite sample properties,
to analyze a possible non constant behavior for the zero returns sequence.
5Since we carried out N = 10000 independent experiments, and if we suppose that the finite sample size
of the test is 5%, the relative rejection frequencies should be between the significant limits 4.57% and 5.43%
with probability 0.95. Indeed, from the standard Central Limit Theorem, the relative rejection frequencies
should be within the confidence interval
[
5± 100 ∗ 1.96 ∗
√
0.05∗0.95
N
]
with a probability of approximately
0.95. In Table 3, we can see that the relative rejections frequencies are inside or close to the mentioned
confidence interval.
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Next, the κn index is studied (see Figure 3). In the stationary case, we can see
that κˆn seems more or less constant as n is increased. The same can be seen for the
cases where there is only one source of non stationarity (the σt’s are not constant while
P (at = 1) is constant, and vice versa). Finally, note that when both a non constant
probability and heteroscedasticity are observed, clearly κˆn seems to diverge to infinity
as n→∞. In the light of our simulation experiments, the κn index have shown a good
ability to distinguish between the "ds" or "ncp" corrections.
We recommend to complement the information provided from the κˆn index and the
Q test, by descriptive statistics (for instance smoothing the at sequence), graphics or
underlying facts from the background’s stock (as noted above for the Security bank
stock).
5.2 Real data analysis
Now, we go back to the Chilean stocks presented in the Introduction (see Table 1-2 and
Figure 1-2). The main stocks indexes of the Santiago Stocks Exchange (SSE), are the
IPSA (the 30 most liquid stocks) and the IGPA (comprising the 30 stocks of the IPSA,
plus 48 other stocks according to some criteria). The stocks presented here are part of
the IGPA, but not of the IPSA.
The p-values of the Q test in Table 2, suggest that the stocks displayed in Figure
1, have a non constant zero returns probability. It remains to determine if the "ncp"
or "ds" corrections should be used. In Table 2, the κˆn index seems somewhat high
for the Cintac, HF, Ventanas and Habitat stocks, which suggests opting for the ρˆds(1).
Since the κˆn index is intermediate for the Blanco y Negro, Almendral, Security and
Cruzados stocks, we have chosen to rely on the more general ρˆds(1). Note however
that ρˆds(1) and ρˆncp(1) are quite similar for the Blanco y Negro and Cruzados stocks.
Finally, it can be noticed that the stocks Paz and Vapores have low κˆn. For this reason
the ρˆncp(1) is considered for these two stocks. For the Habitat stock, it is found that
all the serial correlations are close to zero, so there is relatively no major difference
between the different kinds of autocorrelations. However, in view of our Monte Carlo
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experiments, we rely on the ρˆds(1) to reach better accuracy.
In view of Figure 2, we can conjecture that the Aguas and Lipigas stocks have a
constant non zero returns probability. The Q test suggests that the "cst" correction is
adequate for the Lipigas stock. For the stock Aguas, the constant zero returns proba-
bility can be explained by the fact that P (at = 1) is close to one. As a consequence,
the shape of the probability structure is flattened. On the other hand, the sample size
is relatively small for the stock Lipigas. This reduce the possibility of observing an
abrupt shift or a long range trending behavior within the studied period. Note that
P (at = 1) ≈ 1 and small n, are the unique situations where we found that ρˆcst(h) can
be applied. The values of the κˆn index for the Aguas and Lipigas stocks are very low,
which discard he use of ρˆds(h) for these two stocks. Below, some concluding remarks
are provided in the light of Table 2.
6 Conclusion
At first glance, for estimating the linear relationship between present and lagged non
zero returns, it makes sense to consider a lack of a daily price movement as missing,
without any further processing. This can be done by simply dividing the usual autocor-
relations, by the proportion of non zero returns, as advocated in the classical literature.
Such treatment of the data, often suggests that the illiquid stocks returns are highly
serially correlated. However, in the light of our theoretical outputs and our Monte
Carlo experiments, the classical correction for the serial autocorrelations is distorted
in two ways. First, an upward bias can often be observed. Second, a relatively high
variability can be noticed in general. This spurious picture of the serial correlations, is
the consequence of neglected non stationarities in the data. In many cases, these short-
comings could result in an erroneous analysis of the stock’s properties. We propose
to solve such issues by simple scale corrections, taking into account for the commonly
observed stylized facts of the daily returns. These more realistic corrections lead to a
lower assessment (in absolute value) of the serial correlations of illiquid assets.
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Proofs
In the sequel, C > 0 is a constant, possibly different from line to line.
Proof of Proposition 3.1. Note that (ǫt) and (at) are strictly stationary ergodic under
the conditions of Proposition 3.1. Then, from the ergodic Theorem, we have
γˆ0(h)
a.s.
−→ γ0(h) := E(rtrt−h), (13)
for any h = 0, 1, . . . ,m. From (13), we clearly obtain
Γ̂0(m)
a.s.
−→ Γ0(m), (14)
where we recall that Γ0(m) := (ρ0(1), . . . , ρ0(m))
′. Using again the ergodic Theorem,
we write
γˆa(0)
a.s.
−→ P (at = 1), (15)
for any h = 0, 1, . . . ,m. In view of (14), (15) and (3) the result follows.
Proof of Proposition 3.2. The proof is skipped as it follows similar arguments to that
of Proposition 2 in Francq and Raïssi (2007).
Proof of Proposition 3.3. Denoting by αΥ the α-mixing coefficients of (Υt), we have
αΥ(|k|) ≤ αǫ(|k| − m), setting αǫ(k) = 1/4, for k < 0, and with obvious notations.
In view of the above argument, Assumption 8 implies that
∑∞
h=0{αΥ(h)}
1−1/2µ2 <∞.
On the other hand, ‖Υt‖µ1 <∞, by the Hölder inequality. As a consequence, from the
Strong Law of Large Numbers (SLLN) of Hansen (1991), Corollary 4, deduce that
n−1
n∑
t=1+m
Υt
a.s.
−→ n−1
n∑
t=1+m
E(Υt),
where we recall that the h-component of E(Υt) is given by E(rtrt−h). In the same way,
we have
γˆ0(0)
a.s.
−→ n−1
n∑
t=1
E(r2t ). (16)
Basic computations give
E(rtrt−h) = σ
2E(ǫtǫt−h|atat−h = 1)P (at = 1)
2,
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for any h = 1, . . . ,m, and
E(r2t ) = σ
2E(ǫ2t |at = 1)P (at = 1) = σ
2P (at = 1), (17)
for h = 0. In view of Assumption 2 (in particular the Lipschitz condition with a finite
number of breaks), we obtain
n−1
n∑
t=1
P (at = 1)
2 =
∫ 1
0
g2(s)ds+Rn, (18)
where the remainder Rn is non stochastic, such that |Rn| < Cn
−1. Similarly
n−1
n∑
t=1
P (at = 1) =
∫ 1
0
g(s)ds +O(n−1). (19)
Gathering the above facts, deduce that
ρ̂0(h)
a.s.
−→ ρǫ(h)
∫ 1
0 g
2(s)ds∫ 1
0 g(s)ds
, (20)
for h = 1, . . . ,m.
Now, the asymptotic behaviors of the correcting terms in Γ̂ncp(m) are established.
From the Kolmogorov SLLN for independent but non identically random variables (see
Sen and Singer (1993), Theorem 2.3.10), we have
γˆa(0)
a.s.
−→ n−1
n∑
t=1
P (at = 1)
Noting that the sequence atat−h − P (at = 1)
2 is martingale difference with finite (non
constant) variance, Theorem 20.10 of Davidson (1994) ensures that
γˆa(h)
a.s.
−→ n−1
n∑
t=1+h
P (at = 1)
2,
for h > 0. Using the same arguments as for (18) and (19), we have
γˆa(h)
a.s.
−→
∫ 1
0
g(s)2ds and γˆa(0)
a.s.
−→
∫ 1
0
g(s)ds, (21)
so desired result follows from (20).
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Proof of Proposition 3.4. The asymptotic normality is a direct consequence of the Slut-
sky Lemma, (21) and the CLT of Herrndorf (1984). The existence of the asymptotic
covariance matrix is ensured considering similar arguments to the proof of the more
general Proposition 3.6 below.
Proof of Proposition 3.5. We begin with the numerator of ρˆ0(h). From Assumption 8,
and using the Strong Law of Large Numbers (SLLN) of Hansen (1991), Corollary 4, we
write
γˆ0(h)
a.s.
−→ n−1
n∑
t=1+h
E(rtrt−h),
for h = 0, 1, . . . ,m. From Assumption 4, we have
n−1
n∑
t=1+h
E(rtrt−h) = E(ǫtǫt−h|atat−h = 1)
{
n−1
n∑
t=1+h
σtσt−hP (at = 1)
2
}
.
In view of Assumption 1-2 (in particular the Lipschitz condition with a finite number
of breaks), we obtain as in (18) and (19)
n−1
n∑
t=1+h
σtσt−hP (at = 1)
2 =
∫ 1
0
v2(s)g2(s)ds+O(n−1), (22)
Then
γˆ0(h)
a.s.
−→ E(ǫtǫt−h|atat−h = 1)
∫ 1
0
v2(s)g2(s)ds.
Similarly, for the denominator we have
γˆ0(0)
a.s.
−→ E(ǫ2t |at = 1)
∫ 1
0
v2(s)g(s)ds,
in view of Assumption 3. Deduce that
ρˆ0(h)
a.s.
−→ ρǫ(h)
∫ 1
0 v
2(s)g2(s)ds∫ 1
0 v
2(s)g(s)ds
. (23)
On the other hand, in view of the above arguments, we clearly also have
γˆar2(h)
a.s.
−→
∫ 1
0
v2(s)g2(s)ds, (24)
and
γˆ0(0)
a.s.
−→
∫ 1
0
v2(s)g(s)ds. (25)
The result follows from (23), (24) and (25).
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Proof of Proposition 3.6. In view of (24) and (25), the desired result is a direct conse-
quence of the CLT of Herrndorf (1984) and the Slutsky Lemma, provided that
lim
n→∞
n−1
n∑
t,s=1
E
(
ΥtΥ
′
s
)
,
exists. To see this, note that the {i, j}-component of the above limit may written as
follows
lim
n→∞
n−1
n∑
t,s=1
E(rtrt−irsrs−j), (26)
with i, j ∈ {1, . . . ,m}. We have
E(rtrt−irsrs−j) = σtσt−iσsσs−jE(ǫtǫt−iǫsǫs−j|atat−iasas−j = 1)
× P (atat−iasas−j = 1).
Since it is assumed that supr∈(0,1] v(r) <∞ in Assumption 1, we have
|E(ǫtǫt−iǫsǫs−j)| ≤ C|E(ǫtǫt−iǫsǫs−j|atat−iasas−j = 1)|.
Moreover, by the Lebesgue Theorem and Assumption 4, we have
lim
n→∞
1
n
n∑
t=1
n∑
s=1
E(ǫtǫt−iǫsǫs−j|atat−iasas−j = 1)
= lim
n→∞
1
n
∑
|k|<n
(n− | k |)E(ǫtǫt−iǫt−kǫt−k−j|atat−iat−kat−k−j = 1)
=
∞∑
k=−∞
E (ǫtǫt−iǫt−kǫt−k−j |atat−iat−kat−k−j = 1) . (27)
The above limit is well defined, as we have
|E (ǫtǫt−iǫt−kǫt−k−j)| ≤ C‖ǫtǫt−i‖2+ν‖ǫt−kǫt−k−j‖2+ναΥ(|k|)
ν/(2+ν),
from the Davydov (1968) inequality, with k ∈ Z, i, j ∈ {1, . . . ,m}, for some constant
C > 0, and in view of the mixing and moment conditions in Assumption 9. Hence, the
existence of the asymptotic covariance matrix Σds is justified.
Proof of Proposition 4.1. Some computations give
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∆̂ =
n−1
∑n
t=1 r
2
t − E(r
2
t )
n−1
∑n
t=2 r
2
t at−1
+
(
n−1
∑n
t=1E(r
2
t )
) (
n−1
∑n
t=2 atat−1
)
−
(
n−1
∑n
t=1 P (at = 1)
)
n−1
∑n
t=2 r
2
t at−1
(n−1
∑n
t=2 r
2
t at−1) (n
−1
∑n
t=2 atat−1)
−
n−1
∑n
t=1 at − P (at = 1)
n−1
∑n
t=2 atat−1
:= A1 +A2 +A3, say.
The numerator of A2 is equal to
(
n−1
n∑
t=1
E(r2t )
)(
n−1
n∑
t=2
atat−1 − P (at = 1)
2
)
−
(
n−1
n∑
t=1
P (at = 1)
)(
n−1
n∑
t=2
r2t at−1 − E(r
2
t at−1)
)
+
(
n−1
n∑
t=1
E(r2t )
)(
n−1
n∑
t=1
P (at = 1)
2
)
−
(
n−1
n∑
t=1
P (at = 1)
)(
n−1
n∑
t=2
E(r2t at−1)
)
:= A4 +A5 +A6 +A7, say.
Since it is supposed that ∆ = 0, then we can write
∫ 1
0
v2(s)g(s)ds
∫ 1
0
g2(s)ds =
∫ 1
0
g(s)ds
∫ 1
0
v2(s)g2(s)ds.
Hence, using the usual convergence property of Riemann sums, and in view of the
Lipschitz and the finite number of breaks conditions in Assumption 1 and 2, we obtain
A6 +A7 = O(n
−1). Therefore, deduce that,
n
1
2 ∆̂ = Ψ′
{
n−
1
2
n∑
t=2
Zt
}
+ op(1), (28)
using the SLLN of Hansen (1991).
On the other hand, note that E(Zt) = 0. Moreover, in view of Assumption 9, (Zt) is
such that
∑∞
h=0{αZ(h)}
ν/(2+ν) < ∞ and ‖Zt‖2+ν < ∞, where the mixing coefficients
of (Zt) are denoted by αZ . As a consequence, the CLT of Herrndorf (1984) can be
applied, and we write
n−
1
2
n∑
t=2
Zt
d
→ N (0,Ξ). (29)
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The desired result is obtained from (28) and (29).
Proof of Proposition 4.2. Using the SLLN of Hansen (1991) for the numerators and
denominators in ∆̂, we have
∆̂
a.s.
−→ ∆.
We get the desired result as it is assumed that ∆ 6= 0.
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Tables and Figures
Table 1: Descriptive statistics for illiquid Santiago financial market stocks.
mean st.dev. kurtosis skewness
Aguas 0.00 0.02 38.65 -0.91
Cintac 0.00 0.02 32.86 -0.2
Blanco y Negro 0.00 0.02 16.18 0.43
Cruzados 0.00 0.02 34.93 0.15
HF 0.00 0.01 17.36 0.90
Paz 0.00 0.02 16.18 -0.08
Vapores 0.00 0.02 36.27 -0.48
Ventanas 0.00 0.01 37.49 0.79
Almendral 0.00 0.02 30.60 1.65
Habitat 0.00 0.01 21.64 0.38
Lipigas 0.00 0.01 13.03 0.06
Security 0.00 0.01 17.37 0.1
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Table 2: The zero return probabilities (in %) of illiquid Santiago financial market stocks. The
first order correlations with corrections assuming iid, and non constant zero returns probability
(ρˆcst(1) and ρˆncp(1)). The correction for non stationary variance and zero returns probability is also
displayed (ρˆds(1)). The above notations are introduced in Section 3. The κˆn is given together with
the sample size n. In the last column, the statistic of the Q test has to be compared to the 5% level
critical value 1.33.
̂P (at = 0) ρˆcst(1) ρˆncp(1) ρˆds(1) κˆn n S
Aguas 2.40 -0.1284 -0.1284 -0.1289 0.02 1958 2.11
Lipigas 42.63 0.1152 0.1025 0.0992 2.15 896 1.22
Cintac 67.76 0.1485 0.0851 0.1102 1414.29 5142 8.94
Blanco y Negro 51.89 -0.1028 -0.0751 -0.0814 32.39 1958 8.66
Cruzados 70.39 -0.1760 -0.1126 -0.1204 58.07 2584 8.63
HF 58.84 0.5620 0.4133 0.3631 91.43 1941 7.15
Paz 27.49 0.1157 0.1057 0.1017 7.94 3379 6.88
Vapores 19.96 0.1445 0.1277 0.1403 61.33 5160 20.01
Ventanas 72.90 -0.2293 -0.1630 -0.1488 269.71 5133 8.08
Almendral 32.55 0.1611 0.1450 0.1478 3.51 5205 6.48
Habitat 41.44 0.0142 0.0109 0.0124 172.92 5193 20.92
Security 37.72 -0.0198 -0.0160 -0.0172 45.48 5188 15.70
Table 3: The relative rejection frequencies of the Q test (in %).
Case n = 500 n = 2000 n = 5000
δ3 = δ4 = 0.6 5.06 5.51 5.24
δ3 = 0.4, δ4 = 0.8 100.00 100.00 100.00
δ3 = 0.2, δ4 = 1 100.00 100.00 100.00
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Table 4: The estimation of the non zero serial correlation of order one (b = 0.1), for n = 500. The
outputs for the bias and variance are displayed multiplied by 102. The three last columns correspond
to a relative comparison between the corrections computed by the means of [ρˆcst(1)/ρˆncp(1)− 1]∗100,
[ρˆcst(1)/ρˆds(1) − 1] ∗ 100 and [ρˆncp(1)/ρˆds(1)− 1] ∗ 100 over the N = 10000 iterations. Constant
variance or probability are denoted by "homo", which stands for homogenous (δ1 = δ2 = 1, δ3 =
δ4 = 0.6). Moderate non constant variance or probability are denoted by "m. het." for moderate
heterogeneity ((δ1 = 0.75, δ2 = 1.5, δ3 = 0.4, δ4 = 0.8). Finally, highly heterogeneous non constant
variance or probability are denoted by "h. het." ((δ1 = 0.5, δ2 = 2, δ3 = 0.2, δ4 = 1).
cst ncp ds rel. comp.
prob. var. Bias Var. Bias Var. Bias Var. cst/ncp cst/ds ncp/ds
homo. homo. 0.07 0.55 0.09 0.055 0.18 0.57 -0.16 -1.17 -1.01
homo. m. het. 0.04 0.74 0.06 0.74 0.20 0.78 -0.17 -1.55 -1.38
homo. h. het. 0.00 0.96 0.02 0.96 0.19 1.02 -0.18 -1.94 -1.77
m. het. homo. 1.26 0.60 0.15 0.49 0.21 0.49 11.04 10.44 -0.55
h. het. homo. 4.26 0.77 -0.09 0.37 -0.09 0.36 44.39 44.27 -0.09
m. het. m. het. 2.72 0.85 1.46 0.69 0.19 0.54 11.03 25.06 12.63
h. het. m. het. 5.78 0.96 0.96 0.46 -0.11 0.37 44.35 60.09 10.90
m. het. h. het. 3.24 0.99 1.94 0.8 0.18 0.59 11.02 30.37 17.43
h. het. h. het. 6.24 1.02 1.28 0.49 -0.11 0.38 44.34 64.85 14.21
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Table 5: The estimation of the non zero serial correlation of order one (b = 0.1), for n = 2000.
cst ncp ds rel. comp.
prob. var. Bias Var. Bias Var. Bias Var. cst/ncp cst/ds ncp/ds
homo. homo. 0.01 0.14 0.02 0.14 0.04 0.14 -0.04 -0.27 -0.23
homo. m. het. 0.04 0.19 0.04 0.19 0.07 0.19 -0.04 -0.33 -0.29
homo. h. het. 0.05 0.25 0.05 0.25 0.09 0.25 -0.04 -0.43 -0.39
m. het. homo. 1.11 0.16 0.01 0.13 0.02 0.13 11.07 10.96 -0.10
h. het. homo. 4.35 0.2 -0.04 0.09 -0.04 0.09 44.44 44.49 0.03
m. het. m. het. 2.59 0.22 1.35 0.18 0.03 0.14 11.06 25.75 13.22
h. het. m. het. 5.90 0.24 1.04 0.12 -0.04 0.09 44.43 60.29 10.98
m. het. h. het. 3.13 0.26 1.83 0.21 0.04 0.15 11.06 31.13 18.07
h. het. h. het. 6.36 0.26 1.36 0.12 -0.04 0.09 44.43 64.99 14.24
Table 6: The estimation of the non zero serial correlation of order one (b = 0.1), for n = 5000.
cst ncp ds rel. comp.
prob. var. Bias Var. Bias Var. Bias Var. cst/ncp cst/ds ncp/ds
homo. homo. -0.01 0.06 -0.01 0.06 0.00 0.06 -0.01 -0.07 -0.06
homo. m. het. 0.00 0.08 0.00 0.08 0.01 0.08 -0.01 -0.12 -0.11
homo. h. het. 0.00 0.1 0.00 0.1 0.02 0.1 -0.01 -0.17 -0.16
m. het. homo. 1.09 0.06 -0.01 0.05 0.00 0.05 11.1 11.06 -0.03
h. het. homo. 4.4 0.08 0.00 0.04 0.00 0.04 44.43 44.39 -0.03
m. het. m. het. 2.56 0.09 1.32 0.07 0.00 0.06 11.1 25.88 13.31
h. het. m. het. 5.96 0.1 1.08 0.05 0.00 0.04 44.43 60.28 10.98
m. het. h. het. 3.1 0.1 1.8 0.08 0.00 0.06 11.09 31.28 18.17
h. het. h. het. 6.43 0.11 1.41 0.05 0.00 0.04 44.43 65.00 14.25
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Table 7: The estimation of the zero serial correlation of order one (b = 0), for n = 500.
cst ncp ds rel. comp.
prob. var. Bias Var. Bias Var. Bias Var. cst/ncp cst/ds ncp/ds
homo. homo. 0.15 0.55 0.15 0.56 0.15 0.57 -0.14 0.61 0.74
homo. m. het. 0.15 0.74 0.15 0.74 0.15 0.76 -1.26 -4.61 -3.39
homo. h. het. 0.14 0.96 0.14 0.96 0.15 1.00 -1.82 -5.87 -4.13
m. het. homo. 0.22 0.6 0.2 0.49 0.19 0.49 11.17 16.97 5.21
h. het. homo. -0.03 0.78 -0.02 0.37 -0.02 0.37 25.78 26.61 0.67
m. het. m. het. 0.26 0.86 0.23 0.69 0.2 0.55 10.96 26.58 14.08
h. het. m. het. -0.04 0.98 -0.03 0.47 -0.02 0.38 26.03 44.5 14.65
m. het. h. het. 0.27 1.00 0.24 0.82 0.21 0.59 10.9 29.48 16.76
h. het. h. het. -0.04 1.05 -0.03 0.5 -0.03 0.39 26.41 51.9 20.17
42
−0.35
−0.15
0.05
0.25
0.45
0.65
0.85
2000−12 2002−12 2004−12 2006−12 2008−12 2010−12 2012−12 2014−12 2016−12 2018−12 2020−12
time
VA
PO
RE
S 
log
−re
tur
ns
 
−0.15
0.05
0.25
0.45
2000−12 2002−12 2004−12 2006−12 2008−12 2010−12 2012−12 2014−12 2016−12 2018−12 2020−12
time
VE
NT
AN
AS
 lo
g−
ret
urn
s
 
−0.15
0.05
0.25
0.45
0.65
2014−01 2016−01 2018−01 2020−01
time
BL
AN
CO
 Y
 N
EG
RO
 lo
g−
ret
urn
s
 
−0.15
0.05
0.25
0.45
0.65
2001−01 2003−01 2005−01 2007−01 2009−01 2011−01 2013−01 2015−01 2017−01 2019−01 2021−01
time
CI
NT
AC
 lo
g−
ret
urn
s
 
−0.15
0.05
0.25
0.45
0.65
2011−05 2013−05 2015−05 2017−05 2019−05
time
CR
UZ
AD
OS
 lo
g−
ret
urn
s
 
−0.15
0.05
0.25
0.45
0.65
2014−02 2016−02 2018−02 2020−02
time
HF
 lo
g−
ret
urn
s
 
−0.15
0.05
0.25
0.45
0.65
0.85
2000−12 2002−12 2004−12 2006−12 2008−12 2010−12 2012−12 2014−12 2016−12 2018−12 2020−12
time
SE
CU
RI
TY
 lo
g−
ret
urn
s
 
−0.15
0.05
0.25
0.45
0.65
0.85
2008−02 2010−02 2012−02 2014−02 2016−02 2018−02 2020−02
time
PA
Z 
log
−re
tur
ns
 
−0.15
0.05
0.25
0.45
0.65
0.85
2000−12 2002−12 2004−12 2006−12 2008−12 2010−12 2012−12 2014−12 2016−12 2018−12 2020−12
time
HA
BI
TA
T 
log
−re
tur
ns
 
−0.15
0.05
0.25
0.45
0.65
0.85
2000−12 2002−12 2004−12 2006−12 2008−12 2010−12 2012−12 2014−12 2016−12 2018−12 2020−12
time
AL
ME
ND
RA
L l
og
−re
tur
ns
 
Figure 1: The log-returns of different illiquid stocks of the Santiago financial market. The stocks seem
to have a non stationary behavior. The kernel smoothing of the at values are displayed in full line. Data
source: Yahoo Finance.
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Figure 2: The same as for Figure 1, but for the Aguas and Lipigas stocks that seem to have a stationary
non zero returns probability.
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Figure 3: The box-plots of the index κˆn in four cases. In the top left panel, the process is
stationary (δ1 = δ2 = 1, δ3 = δ4 = 0.6). The top right panel corresponds to the heteroscedas-
tic variance and constant probability case (δ1 = 0.5, δ2 = 2, δ3 = δ4 = 0.6). In the bottom
left panel the indexes corresponding to the time-varying probability and homoscedastic case
are displayed (δ1 = δ2 = 1, δ3 = 0.2, δ4 = 1). The bottom right panel displays the indexes
for heterogeneous probability and variance. The simulated process is correlated.
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