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Abstract
In design of experiments, D-optimal designs are multisets of experimental conditions which
give us the highest accuracy estimators based on a particular optimality criterion. One of
the approaches for D-optimal designs is to use canonical moments. On the other hand, a
relationship between discrete integrable systems and canonical moments is investigated. In
this paper, by using the relationship, an algorithm for calculating D-optimal designs for some
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66 關戸 啓人
項式回帰モデルに対するロバストな D-optimal design に対して，事前情報付きに拡張し
た場合の計算法を提案する．多項式回帰モデルにおいて係数関数を推定する場合の特別な






Y = µTf(x) + "; E["] = 0; V ["] = ¾2
で表され，ここで，f(x) = (f0(x) f1(x) ¢ ¢ ¢ fm¡1(x))T は既知関数からなるベクトル，
µ = (µ0 µ1 ¢ ¢ ¢ µm¡1)T は未知係数からなるベクトル，"は誤差項である．ここで，誤差
項 "は，実験ごとに独立であると仮定する．有限区間 I 上の確率測度全体の集合を PI と




し，n個の説明変数 x1; x2; : : : ; xn はそれぞれ区間 [0; 1]に属さなければならないとする．
ここで，design x1; x2; : : : ; xn と確率測度 ¹ 2 P[0;1] とを，
¹(fxg) = #fk j xk = xg
n
(2.1)





fk(x) = xk の場合の D-optimal designは，Hankel行列式 jci+j jm¡1i;j=0 を最大化する [0,1]
上の確率測度である．つまり，多項式回帰モデルに対するD-optimal designは最適化問題
maximize jci+j(¹)jm¡1i;j=0 s.t. ¹ 2 P[0;1](2.2)
の最適解として定義される．確率測度と designの対応関係 (2.1)より，¹(fxg)は任意の x
で 1=nの倍数でなければならないが，その条件は考えず，緩和問題を解くことを考える．
詳しいことは [5]などを参照されたい．




fck(») j cj(») = cj(¹); 0 · j < kg;
c¡k = min
»2P[0;1]
fck(») j cj(») = cj(¹); 0 · j < kg




; k = 1; 2; : : : ; N
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N =1とする．定義より，カノニカルモーメントは 0 · pk · 1を満たす．
また，カノニカルモーメントは，モーメントのなすHankel行列式を用いて書き下す
ことができる．後々のために少し一般化した形でHankel行列式を定義しておく．モーメ










k = jc(T )i+j jk¡1i;j=0
















































と表すことができる．³k がわかれば，カノニカルモーメント pk も簡単に計算できること
に注意する．カノニカルモーメントのその他の性質などは [1]などを参照されたい．
x 3. 離散可積分系を用いたD-optimal designの計算法
通常の多項式回帰モデルに対する D-optimal designを求める方法として，最適化問
























































































k+1 ¡H(T )k H(T]¸1]¸2)k+2 +H(T]¸1)k H(T]¸2)k = 0

























k + "において，S 個の値
dk
dxk
g(x)jx=¯j ; 1 · j · l; 0 · k < bj(3.5)
が既知の場合を考える．ただし，g(x) = E[Y jx] =Pm+S¡1k=0 µkxk，S =Plj=1 bj であり，
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Theorem 3.1. 事前情報付き多項式回帰モデルのD-optimal designは最適化問題
maximize H(T )m (¹) s.t. ¹ 2 P[0;1]
の最適解である．ただし，T は ¯k をちょうど 2bk 個だけ含むような多重集合である．
この定理は事前情報 (3.5)を多項式回帰モデルに代入し，変数変換することで得ら
れる．
次に，D-optimal designを計算するために，目的関数H(T )m をカノニカルモーメント




















Step 1. (3.4)を用いて，目的関数を c(T )0 と ³
(T;0)
k で書き表す．








































k で，T は ¯k




°(¹; µ) s.t. ¹ 2 P[0;1]
の最適解で定義されるMaximin optimal designを求めることを考える．ただし，£は未

















の解は，p ! ¡1で Maximin optimal designに弱収束することがわかり，十分小さな
pに対し，最適化問題 (3.7)を解けば良いことになる．ただし，d¼ の定義の右辺の積は，
g0k(µk)
2 が定数とならない全ての kに対する積である．最適化問題 (3.7)の目的関数の積






x 3.3. 事前情報付き多項式回帰モデルに対するロバストなD-optimal design
最初に，いくつか記号の定義をする．確率測度 ¹(x) 2 P[0;1] に対して，変数変換
x = y2 により，原点について対称な確率測度 ¹0(y) 2 P[¡1;1] が一意に定まる．¹0 の k次






k + xm+SÃ(x) + ";







g(x)jx=¯j ; 1 · j · l; 0 · k < bj






j=1 2bj で，¯1; ¯2; : : : ; ¯l
は相異なる l個の正定数，Ã(x)は未知関数である．また，本項では，説明変数の取りう







s.t. ¹0 2 P[¡1;1];


































i;j = 0 (j < i)
S
(T )
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