Abstract. The main objective of this article is to present Bayesian optimal control over a class of non-autonomous linear stochastic discrete time systems with disturbances belonging to a family of the one parameter uniform distributions. It is proved that the Bayes control for the Pareto priors is the solution of a linear system of algebraic equations. For the case that this linear system is singular, we apply optimization techniques to gain the Bayesian optimal control. These results are extended to generalized linear stochastic systems of difference equations and provide the Bayesian optimal control for the case where the coefficients of these type of systems are non-square matrices. The paper extends the results of the authors developed for system with disturbances belonging to the exponential family.
1 Introduction treated as disturbances. As the random disturbance is admitted the performance measure will be the mean value of the deviation of the states from the required behavior of the system. When all the parameters of the system are known and the distribution of disturbances is well defined then the optimal control can be determined at least for the finite horizon case. The extension of the model to the adaptive one means that the disturbances are not precisely described. Adaptive control is the control method used by a controller which must adapt to a controlled system with parameters which vary, or are initially uncertain (c.f. Black et al. [2] or Tesfatsion [18] for the history of the adaptive control). Under some unification the model of adaptive control of the linear system is formulated as a control of the discrete time Markov process (cf. [5] ). It is assumed that the disturbance has a fixed probabilistic description which is determined by the assumption. In this paper it is assumed that the distribution function is known to be an accuracy of parameters and the disturbances additionally change the state of the system. It resembles the statistical problem of estimation. It was seminal paper by Wald [21] where the background of the modern decision theory was established (cf. [22, Chapt. 7] ). The decision theory approach to the control problems were immediately applied (see books by Sworder [16] , Aoki [1] , Sage and Melsa [14] ). The new class of control systems under uncertainty was called adaptive (cf. [18] , [2] ). In these adaptive control problems the important role have Bayesian systems. In this class of control models it is assumed that the preliminary knowledge of the disturbances is given by a priori distributions of their parameters. The aim is to construct the controls in a close form. The construction of the Bayes control is also auxiliary for the construction of minimax controls (see Szajowski and Trybu la [17] , Porosiński and Szajowski [11] , Grzybowski [8] , González-Trejo et al. [7] ). It is observed the interested in various models of disturbance structure (cf. Duncan & PasikDuncan [6] ) and the disturbance distributions (cf. Walczak [19, 20] ). Stochastic discrete time systems have many applications which we have described in [3] where the Bayes control of the linear system with quadratic cost function and the disturbances having the distribution belonging to the exponential family with conjugate priors is solved.
The paper is organized as follows: the description of the stochastic discrete time systems is subject of the section 1.1 and some remarks on disturbances are given in the section 1.2. In the section 2 we determine the Bayes control for the conjugate prior distribution π of the parameter λ as the solution of a singular linear system and provide optimal Bayesian control. We close the paper by studying the Bayes control of a class of generalized linear stochastic discrete time systems.
1.1
Stochastic discrete time systems Let x n ∈ R m be the state of the system, u n ∈ R m be the control. Assume that υ n ∈ V ⊂ R m , with υ n = (υ
T , is the disturbance at time n and α n , b n , c n ∈ R m×m . Consider a stochastic discrete time system (cf.
Kushner [9] )
The horizon N of the control, the time up to which the system is controlled, is a random variable, independent of the disturbances υ 0 , υ 1 , . . ., and has the following known distribution
In the authors paper [3] it was considered the family of the exponentially distributed disturbances. Let us assume here that the disturbances υ i n have the uniform distributions on [0, λ i ] with parameter λ i ∈ ℜ + , i = 1, 2, . . . , k and
For convenience U M will be denoted by U and called a control policy.
Definition 1.
The control cost for a given policy U (the loss function) is the following
where k i ∈ R m×m ≥ 0 m,m , are symmetric matrices, s i ∈ R 2m×2m ≥ 0 2m,2m and
With 0 i,j we will denote the zero matrix
Let the prior distribution π of the parameter λ be given. It is considered the Pareto priors (see [4, Ch. 9.7] , [10] ) with parameters r i > 0,
Denote E N , E λ the expectations with respect to the distributions of N and random vectors υ 0 , υ 1 , ... (when λ is the parameter), E π and E are the expectations with respect to the distribution π and to the joint distribution υ n and λ, respectively.
Definition 2. (see [9] , [12] , [15] , [19, 20] ) Let L(·, ·) be the loss function given by (3).
(a) The risk connected with the control policy U , when the parameter λ is given, is defined as follows
(b) The expected risk r, associated with π and the control policy U , is equal to
(c) The expected risk r, associated with π and the control policy U , is equal to
Let the initial state x 0 and the distribution π of the parameter λ be given.
Definition 3.
A control policy U * is called the Bayes policy when r(π, U * ) = inf U∈℘π r(π, U ), where ℘ π is the class of the control policies U for which exists r(π, U ).
1.2
Filtering Let us assume that the random variables υ n have the density p(υ n , λ) with respect to a σ-finite measure µ on R. The consideration is focused on the special case when each coordinate has the uniform distribution, i.e. the density p(υ n , λ) has the following representation:
where
is the set of the random variables υ i n . We have:
where q i , q 1,i are constants. Let λ have the a priori distribution π with density
and r = (r 1 , r 2 , . . . , r k , 0, . . . , 0) T . When such the a priori density is assigned to λ i and then the object of filtering, to determine the Bayes control, is to produce a posteriori density for λ i after any new observations of the state of the system. We change the control after obtaining the new data. Hence, to determine the Bayes control, a posteriori density for λ must be obtained after any new observations. This is possible if for n = 0, 1, ...N − 1 and a given x 0 , we can derive υ n from (1), i.e. the equations
If for a value of n, the matrix c n is singular, we will have to compute the MoorePenrose Pseudoinverse c † n and then use the following expression
The Moore-Penrose pseudo-inverse can be calculated via the singular value decomposition of c n (see [13] ). In these cases a posteriori density f (λ | X n , U n−1 ) of the parameter λ, after having observed X n and chosen U n−1 , has the same form as (6) i.e.
m and r n = r n−1 ∨ υ n (r 0 = r). Under these denotations we have
For known X n and U n−1 , the conditional distribution of υ n has the density
, for n = 0, 1, ..., M −1, i = 1, 2, ..., k. In addition (see [19, 20] ) by direct calculation we get Lemma 1. The following equations are fulfilled:
where Q n,i
Suppose the initial state x 0 is given, the disturbances have the distribution with the density given by (5) and the prior distribution π of the parameter λ is given by (6) . Let the distribution of the random horizon N be given by (2) . Consider the problem of the Bayes control for the system (1) with the starting point at the moment n, when X n , U n−1 are given. The expected risk is then given by (c.f Defintion 2 (c); see [12] , [3] )
Let us denote ϕ k = M i=k p i . We have
For the above truncated problem we provide the following definitions:
Definition 4. The Bayes risk is defined as
where r(π, U n ) is the expected risk defined in the defintion 2 (c) and the formulae (14). Obviously, r(π, U 0 ) = r(π, U ), W 0 = r(π, U * ). For the solution of the Bayes control problem we derive the Bayes controls u * n for n = N, N − 1, ..., 1, 0 recursively. Then U 0 * is the solution of the problem. From the Bellman's dynamic programming optimality principle we obtain the following Lemma, see [12] . Lemma 2. Assume the stochastic discrete time system (1). Then the Bayes risk W n has the form
The functions f j , j = 1, 2, 3 are strictly monotonic, differentiable. The constants Q n,i , Q n,i j , j = 1, 2, 3, 4, n = 0, 1, ..., N are given by (7), (8) and s n is defined in (3).
Bayesian optimal control for stochastic discrete time systems
We can now prove the following theorem Theorem 1. Assume the stochastic discrete time system (1). Then, the Bayes control u * n is given by the solution of the linear system
and
The matrices k n , A n , Q n , are defined in (3), (16) , the lemma 1, respectively and e = n−1 j=0 Q j r j .
Proof. From (15), the Bayes risk is given by W n = inf U n r(π, U n ). It is, equivalently,
We have
Hence, the Bayes control u * n satisfies the equation (∇ is the gradient):
By using (16) we get
By the properties of conjugate priors for the uniform distribution (see the lemma 1 we have
and at the end (k n +b
The proof is completed.
Similarly like for the system with the disturbances belonging to the exponential family (see [3] ) we get Theorem 2. Consider the system (1) and the matrices K n , L n as defined in (18), (19) respectively. Then (a) ∀n such that K n is full rank, the Bayes control u * n , is given by
(b) ∀n such that K n is rank deficient, the Bayesian optimal controlû * n is given byû *
Where E is a matrix such that K T n K n + E T E is invertible and E 2 = θ, 0 < θ << 1. Where · 2 is the Euclidean norm.
2.2 Bayesian optimal control for generalized stochastic discrete time systems In this subsection we will expand the results of the section 2.1 by studying Bayesian optimal control for a class of linear stochastic discrete time systems with non-square coefficients. We consider the following non-autonomous linear stochastic discrete time system
Where x n ∈ R m is the state of the system, u n ∈ R m is the control,
T , is the disturbance at time n and α n , b n , c n ∈ R r×m . The horizon N of the control is fixed and independent of the disturbances Definition 6. We will refer to system (22) as a generalized stochastic linear discrete time system.
In the above definition we use the term "generalized " because the coefficients in the system (22) can be either square or non-square matrices.
Theorem 3. Consider the system (22) for r = m and assume the matrices K n , L n as defined in (18), (19) respectively. Then, ∀n such that (a) m < r, rank(K n ) = m and L n ∈ colspanK n , the Bayes control u * n , is given by u *
(c) L n / ∈ colspanK n and K n is rank deficient, a Bayesian optimal control is given byû *
Where E is a matrix such that K T n K + E T E is invertible and E 2 = θ, 0 < θ << 1. (d) m > r, K n is full rank, a Bayesian optimal control is given bŷ
(e) L n ∈ colspanK n and K n is rank deficient, a Bayesian optimal control is given by (25).
The proof is based on ideas similar to those used in prove [3, Th. 3] and is omitted here.
Conclusions
In this article we focused on developing the Bayesian optimal control for a class of non-autonomous linear stochastic discrete time systems of type (1). Firstly, we proved that the Bayes control of these type of systems is the solution of a linear system of algebraic equations which can also be singular. For this case we used optimization techniques to derive the optimal Bayes control for (1) . In addition, we used these methods to obtain the Bayesian optimal control of the non-autonomous linear stochastic discrete time system of type (2), where the coefficients of this system are non-square matrices. The further extension of this paper is to study to Bayes control problem of stochastic fractional discrete time systems. The fractional nabla operator is a very interesting tool when applied to systems of difference equations and has many applications especially in macroeconomics, since it succeeds to provide information from a specific year in the past until the current year. For all these there is some research in progress.
