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Introduction
Recently, random finite set (RFS) theory has attracted extensive applications in multi-target tracking (MTT) [1] , [2] . Some RFS-based filters have been proposed, such as the probability hypothesis density (PHD) filter [3] , the cardinalized PHD (CPHD) filter [4] , the multi-target multiBernoulli (MeMBer) filter [2] and the cardinality-balanced MeMBer (CBMeMBer) filter [5] . Even though the combinatorial problems caused by data association in the PHD and CPHD filters can be avoided, a potentially unreliable clustering step is usually required in the sequential Monte Carlo (SMC) implementation [6] , [7] . By using multi-Bernoulli representation in the MeMBer and CBMeMBer filters, reliable and inexpensive extraction of state estimates can be achieved. But note that they are only appropriate for the cases with low clutter density [5] .
In Bayesian probability theory, the prior distribution is a conjugate-prior form for the likelihood function, which means that the prior distribution has the same form with the posterior distribution. The conjugacy is an attractive property with an exact posterior density. Thus, some conjugate priors based filters [8] , [13] have been proposed, which use a specific mixture of multi-Bernoulli probability density functions to represent the posterior multi-target probability density function (pdf). The generalized labeled multiBernoulli (GLMB) filter [9] , [10] is based on the labeled multi-Bernoulli conjugate prior with the label information of targets. To reduce the computational complexity, an extended the GLMB filter was proposed in [11] . In addition, two marginal multi-Bernoulli filters were proposed in [12] , namely the measurement-oriented marginal multi-Bernoulli/Poisson (MOMB/P) filter and the target-oriented marginal multi-Bernoulli/Poisson (TOMB/P) filter. The MOMB/P and TOMB/P filters are based on Poisson multi-Bernoulli mixture (PMBM) conjugate prior. In [14] , the sequential Monte Carlo implementation of the TOMB/P filter has been proposed. The PMBM conjugate prior based multiple extended target tracking filter was proposed in [15] .
The marginal multi-Bernoulli filters assume that the global association probabilities are factorized into the marginal association probabilities. Then, the marginal association probabilities can be calculated by the loopy belief propagation (LBP) algorithm with less computational complexity. Actually, the MOMB/P filter is a combination of the MeMBer filter and LBP data association approximation, which is robust to coalescence and can achieve better performance than the CPHD and CBMeMBer filters do [12] .
Although the MOMB/P filter has excellent performance, it exhibits lower performance when targets are well separated [13] . This is because the cardinality estimation of the MOMB/P filter is inaccurate when the marginal association probability has error. In the marginal association probability, the effect of measurement on predicted target state may be weakened, even if the measurement is close to the predicted target state, since the measurement information is not involved in the missed detection hypotheses. To solve this problem, an improved MOMB/P (IMOMB/P) filter is proposed with more accurate cardinality estimation by considering the measurement information in the missed detection hypotheses. Simulations show that the proposed filter outperforms the MOMB/P filter in a challenging scenario.
The rest of this paper is organized as follows. In Sec. 2, the MOMB/P filter is reviewed and the existing problems are presented. Then the IMOMB/P filter is proposed in Sec. 3. Section 4 presents the simulation results, subsequently conclusion is drawn in Sec. 5.
Background
This section involves multi-target system model, the MOMB/P filter and its problem description.
Multi-Target System Model
In this paper, the standard system model [1] , [3] is used for MTT with measurement origin uncertainty. At time k, N k target states are denoted by
consisting of parameters such as position, velocity, etc. Meanwhile, a sensor observes
The target states and measurements are treated as the multi-target state and multi-target measurement respectively, i.e., During the update step, the intensity function  
The number of Bernoulli components is
The association vector at time k can be represented as   
; the existence probabilities are given by 
and
, the association weights are given by 
and the spatial distributions are given by
k p is the marginal association probability at time k , which is approximated efficiently by the LBP algorithm based on the association weights k w . For the missed detection hypotheses
For the hypotheses of the existing tracks and new tracks
.
Problem Description
In the MOMB/P filter, the missed detection hypothesis probability in marginal association probability will be exaggerated when the target is detected. This is due to the fact that measurement information is not used in the missed detection hypotheses, as seen in (16) . Therefore, the target may be lost since the detection hypothesis probability is small.
To solve this problem, measurement information should be used in the missed detection hypotheses. This results in a more accurate marginal association probability to make the cardinality estimation more accurate.
At the same time, an important situation should be attended. If the measurement is used in the missed detection hypothesis probabilities, the measurements of detected targets will interfere the missed detection hypothesis probabilities of missed targets when targets are together as close as possible. The cardinality estimation exhibits great bias in such situation. Thus, it is necessary to judge this situation where targets are close with each other.
IMOMB/P Filter
In this section, the solution to the problem in Sec. 2.3 is presented and the linear Gaussian implementation of the IMOMB/P filter is given.
Problem Solution
In the linear Gaussian implementation of the MOMB/P filter, suppose that the predicted multi-Bernoulli mixture contains 1 k I  Bernoulli components at time 
The association weight
, describes the probability that target i is associated with no measurement. When targets are well separated, it is unreasonable that
, even if there are one or more measurements close to the target state. In order to get more accurate missed detection hypothesis probability in marginal association probability of well separated targets, 
The likelihood function
is generally a Gaussian distribution which describes the possibility that the measurement k z is generated by the target state k x . In addition, ( | ) g z x is defined as an exponential function, as follows
By (24) and (25), , i j k w is smaller when there are one or more measurements close to the target state. It is more reasonable that missed detection occurs only when no measurement is around the target. Thus, the marginal association probability is more accurate based on , i j k w . In the proposed filter, the other parts are almost the same as the MOMB/P filter except , i j k w .
The IMOMB/P Filter
As mentioned in Sec. 2.3, the situation should be noticed where targets are close. To handle this situation, a judge step in the proposed filter is required. Then, the corresponding linear Gaussian implementation of the IMOMB/P filter is summarized in this section.
Firstly, the prediction step is the same as that of the MOMB/P filter.
Secondly, the judge step is given as follows. Suppose that the estimated tracks are    
, the update step same to that of the MOMB/P filter is performed. Otherwise, go to the update step.
Then, the update step is given as follows. Suppose that at time k, the predicted intensity of the unknown targets is a Gaussian mixture as follows
, 
The updated intensity of the unknown targets is
,
Here, the updated multi-Bernoulli mixture with I k Bernoulli components can be divided into two parts as follows
where
In the first part, i.e., (29), for missed tracks distances of these two filters are both larger. It can be seen that the IMOMB/P filter is also robust to higher λ c . When p d = 0.7 and λ c = 50, the average run time of each time step of the MOMB/P filter and the IMOMB/P filter are 0.0021 s and 0.0023 s, respectively. These two filters are both efficient. It is due to the fact that they are based on the LBP algorithm with high efficiency. Although the computation efficiency of the IMOMB/P filter is slightly lower than that of the MOMB/P filter, it does not affect the real-time performance. Figure 3 shows the cardinality estimation of these two filters where 500 Monte Carlo trails are performed with p d = 0.7 and λ c = 10. In Fig. 3(a) , it can be seen that both MOMB/P filter and IMOMB filter can response clearly to cardinality changes. To see the difference between the MOMB/P filter and IMOMB/P filter, the partial enlarged detail of Fig. 3(a) is shown in Fig. 3(b) where the cardinality estimation of the proposed filter is closer to the true cardinality than that of the MOMB/P filter. The reason for this is that measurement information can be fully used in the update step to avoid the loss of tracking targets. Furthermore, the proposed filter has less bias in cardinality estimation than the MOMB/P filter, as shown in Fig. 3(c) . Therefore, the IMOMB/P filter can improve the cardinality estimation accuracy of the MOMB/P filter.
Conclusion
Through the analysis the disadvantages of the MOMB/P filter, the IMOMB/P filter has been proposed in this paper, which gives more accurate marginal association probabilities by considering measurement information in missed detection hypotheses. The simulation results have shown that the proposed filter can achieve better performance than the MOMB/P filter, especially with lower values of p d . Although the proposed filter is robust to coalescence, it also has large error from the inaccurate association weights during the coalescence. This is because the covariance estimation of the target state is too large when it is interfered by the measurements of the others. The problem may be solved by increasing the number of iterations in the LBP algorithm. Possible direction for future research includes the problems in the coalescence. 
