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I. INTRODUCTION 
L’approximation dun element dun espace vectoriel norme par un element 
dun sowespace vectoriel de dimension finie se fait habituellement en 
utilisant l’algorithme de Rem&s. Cet algorithme, d’abord developpe par 
Rem&s [6] puis Stiefel [S] a tte gCntralisC par Laurent [4] au cas dun espace 
vectoriel norme quelconque. 
Tous ces auteurs demontrent la convergence de l’algorithme en faisant 
une hypothese trb forte sur le sous espace vectoriel (“condition de Haar”). 
On constate experimentalement que, m&me si cette condition n’est pas 
realisee, l’algorithme converge souvent vers un meilleur approximant. On 
dtmontre ici, que l’algorithme, lorsqu’il se deroule sans “incidents” (on 
dira qu’il est iteratif), permet d’obtenir numeriquement un meilleur approxi- 
mant lorsqu’une hypothese beaucoup plus faible (et generique [2]) est 
verifiee. 
Par exemple, lorsque l’on approche au sens de la norme du max dans 
l’espace des fonctions continues sur un compact, on suppose simplement 
que les fonctions de base du sous-espace vectoriel ne s’annulent pas toutes 
en un mCme point. 
II. DESCRIPTION G~OMJ?TRIQUE DE L'ALGORITHME 
2.1. Notations 
Soit E un espace vectoriel norme (on note Ij . 11 sa norme), f,fi ,...,f. 
n + 1 elements lineairement independants de E; on note I/ le sous espace 
vectoriel de E engendre par fi , . . ., fn . On cherche un element g de V verifiant: 
Ilf - E II = Min[llf - g II I g E VI = i. 
g sera appele meilleur approximant def dans V. 
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Soit E’ le dual topologique de E muni de la topologie faible a(IZ’, E) et S’ 
la boule unit6 de E’ fort. On note &S’) l’ensemble des points extrCmaux 
de S’. 
On note (g, t) = t(g) la valeur en g E E de la forme IinCaire continue 
t E E’. 
Soit Y l’application de 6(S’) dans Rn+l dCfinie par: 
t t-+ ((fi t>, (“fi 9 t),..., <fn ,t)). 
On pose: r = ‘Y(&(S,)) (T est symktrique par rapport A 0). Soit T l’appli- 
cation projection de Rn+l dans RR 
(x0 ) Xl ,..*, x,) - (Xl ) x2 ,..., x,). 
On pose: T(X) = 9 et T(A) = A si A C R”+l. Soit 9 l’application de S(Y) 
dans R” dkfinie par 
P(t) = n-p(t)). 
Soit e, = (1, O,..., 0) E Rn+l et D,+ la demi droite positive de R”+l engendrke 
par e. 
Do+ = R+ . e, . 
Remarque 1.1. Lorsque E = C[O, l] les fonctionnelles de b(s’) sont de 
la forme 
g -+ &) avec E = fl et t E [0, l] [3, P- 411. 
L’ensemble I’ est alors form6 des Cldments de la forme 
E(f(t),fi(t),...,fn(t)) avec l =fl [I, 21. 
2.2. Interprktation GkomPtrique 
La norme d’un 6ltment g de E peut s’kcrire [4] 
On a done: 
En posant: X = (A,, A, ,..., An) E Rn et en notant (0 1 .) le produit scalaire 
Euclidien de Rn+l on obtient: 
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ou en posant: 
i = Min i,, . 
r\eltn 
La quantite i,+e, represente l’intersection avec D,+ de l’hyperplan d’appui 
a .F orthogonal a la direction (1, -A, ,..., -A,). 
La recherche dun meilleur approximant revient done a rechercher un 
hyperplan B d’appui a r qui coupe D, + le plus p&s possible de zero. On 
dira qu’un hyperplan est optimal s’il est d’appui a r et coupe D,+ en ie, = 1. 
Tout hyperplan optimal definit un meilleur approximant; il suffit pour cela 
de considerer le vecteur (1, -A, ,. . ., --A,) orthogonal a l’hyperplan; l’tlement 
g=, h,f, t 1 s es a or un meilleur approximant. 
Nous allons caracteriser parmi les hyperplans d’appui a r qui coupent 
D,+ ceux qui sont optimaux. 
Remarquons que, les elements fi , fi ,..., fn &ant lineairement indepen- 
dants, un hyperplan d’appui a r ne peut contenir la droite D, . 
En effet, soit H (de direction [0, A]) un tel hyperplan; r &ant symetrique, 
si H contient D, il contient aussi c on a done (A I p(t)) = 0, pour tout 
t E b(S), soit: 
avec h # 0. 
PROPOSITION 1. Soit H un hyperplan d’appui d Z’ qui coupe D,+ en Z = i * e, 
(done i > 0). 
Une condition ntfcessaire et sufisante pour que H soit un hyperplan optimal 
est qu’il existe k (1 < k < n + 1) points de H n Z’ tels que Z appartienne 
h l’enveloppe convexe de ces k points. 
Ce theoreme est une formulation geometrique du theorbme 3 de [4] (voir 
aussi [7]). 
2.3. Description de l’dlgorithme 
L’algorithme a pour but de determiner une suite d’hyperplans Hk coupant 
D,+ en ike, et tels que limk,, ik = i. 
Passage de l’e’tape k ci l’e’tape k + 1. On dispose a l’etape k de n + 1 
points independants Xjk de r engendrant un hyperplan Hk qui coupe D,+ 
en Zk = iLe, appartenant a I’interieur relatif de l’enveloppe convexe des Xik 
(j = I,..., n + 1). 
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Soit Rk l’hyperplan d’appui a r parallele a Hk coupant DO+ en ik = ike, , 
avec ik < i”. On choisit un point Z k+l de Rk n r. On note Sk l’enveloppe 
convexe des n + 2 points de R”+l 
x1” ,..., x,“,, , z”+l. 
La demi droite DO+ penetre dans Sk en I” appartenant ala face de dimension 
n de Sk de sommets Xjk (j = I,..., n + 1); elle ressort de Sk au points 
Zk+l = ik+l . e,. 
Deux Cventualites peuvent se produire: 
(1) ik = ik. L’hyperplan Hk est alors d’appui a r et d’apres la proposi- 
tion 1 c’est un hyperplan optimal done i” = i. 
(2) ik < P. On a alors deux Cventualites uivant la position de Z”+l. 
(24 Z k+l appartient B I’interieur relatif dune face de dimension n 
de Sk de sommets: 
On pose: 
Zk+l, &k (j = l,..., n + 1; j # jok). 
et 
xy = Xi”, j= 1 ,...,n + 1, .i #.iok, 
xf+l = z”+l 
Jok 
L’hyperplan Hk+l est alors l’hyperplan passant par ces points. 
(2b) Le point Zkfl appartient a une face de dimension r (r < n) de Sk. 
Dans ce cas I’algorithme ne peut se poursuivre. 
Remarque 2.1. On doit Cvidemment se donner au depart n + 1 points 
Xjo de r (j = l,..., n + 1) tels que l’hyperplan Ho qu’ils definissent coupe 
Do+ en I0 = i” . e, appartenant a l’inttrieur relatif de l’enveloppe convexe 
de ces points. 
DEFINITION 2.1. On dit que I’algorithme est ite’ratif si l’eventualite (2b) 
ne se produit a aucune &ape k (k = 1,2,...). 
Lorsque l’eventualite (1) se produit, on pose: 
ij = ij = ik = jk pour k < j. 
Soit (1, -Xk) = (1, -A,” ,..., -A,“) E Rn+l le vecteur orthogonal a H”. 
On pose gk = Cy=, hjkfj . On a alors 
i’c = Ilf - g” 11. 
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Dans le cas (1) on a: ik = i et gk est un meilleur approximant. Dans le cas (2) 
on a 
ik < ik+l < i < ik, 
certaines inegalites pouvant Ctre strictes. 
Si ik - ik < E alors gk est tel que llf - gk 11 approche a l pres la distance i 
entre f et le sous espace vectoriel I’. D’oh la definition. 
DEFINITION 2.2. On dira que l’algorithme converge si 0 est une valeur 
d’adhtrence de la suite {ik - ik}kEN . 
On a alors le resultat suivant. 
PROPOSITION 2. Si l’algorithme est itkratif et si aucune fonctionnelles de 
m ne s’annule sur V, alors l’algorithme converge. 
Remarque 2.2. L’algorithme precedent aCte CtudiC en faisant l’hypothtse 
suivante sur V (gerkalisation de l’hypothbe de Haar, voir [4]): 
“Tout element de V s’annule sur au plus n - 1 fonctionnelles non 
opposees de c?(S’).” 
Cette hypothese assure l’unicite du meilleur approximant et entraine que 
l’algorithme est iteratif et que limk+&ik - i”) = 0. 
Malheureusement cette hypothese st rarement verifiee [2, 51. 
III. DEMONSTRATION DE LA CONVERGENCE (PROPOSITION 2) 
Le cas oti l’eventualite (1) se produit &ant trivial, nous supposerons que 
l’on se trouve toujours dans l’eventualite (2a). 
Le polybdre Sk de sommets X1lc,..., Xi+l , Zk+l est alors un n + 1-simplexe 
dans R”+l. 
Si X, , X, ,..., X,.,, designent r + 1 sommets de Sk, on note [X1 ,..., X,,] 
la variete lineaire de dimension r engendree par ces r + 1 points. On note 
d(X, A) la distance Euclidienne dans R”+l dun point X a un ensemble A. 
Notons =FPk l’ensemble des faces de dimension p (0 < p < n) de Sk. Une 
face Clement de .F9” est definie par la donnee de p + 1 sommets appartenant 
B Sk. 
Soit Uk l’intersection de la droite [Z k+l, P+l] avec Hk. Uk appartient a la 
face de dimension n - 1 de sommets: 
Xjk (j = I,..., n + 1; j f jok). 
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Posons 
ik+l _ ik 
P 
kil = 
ik - ik 
(pk+l > 0); 
les hyperplans Hk et Rk &ant paralleles, on a aussi; 
Zk+l - (J” = /,“+l(Z”+l - ,FJk). 
Soit p le plus grand entier tel qu’il existe rl > 0 verifiant pour tout k E N 
(k = 0, 1, 2,...) la relation: 
Remarquons que p t 0 car par hypothese 0 n’appartient pas a p(B(S’)) 
cl”;yo;csi Bgal (Qs’) &ant compact) a 9/(&(F)) qui represente l’adhtrence 
, 
d(0, f) > 0 et par suite (7~ &ant contractante), 
on aura pour tout Xjk (representant une face de dimension 0 de 3FDk) 
d(Zk+l, Xjk) 2 d(0, f) > 0. 
La suite {ik}, &ant croissante t bornee superieurement, converge vers une 
valeur notee i; on a done 
lim d(Zk+l, Zk) = 0 et 
k-tm 
/j$ Zk = I” = ie, , ~
mais Zk E [XIk,..., Xi+,], d’oti 
& d(Zk+‘, [Xl”,..., X:,,]) = 0 
etparsuitep <n - 1. 
(1) Sip = n - 1, 
il existe r) > 0 tel que pour tout k on ait 
d(Zk+l, [X,“;j = l,..., n + 1;j # j,,“]) 2 7 
done 
et 
11 Z”fl - U” I/ > 7) 
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L’ensemble r &ant borne dans Rn+l, /j Zk+l - Uk 1) est borne superieure- 
ment; il existe done s > 0 tel que 
0 < s < pk’l. 
De la relation 
on deduit 
ik _ jk = (pk+l)-1 (ik+l - ik), 
ik - ik < s-l(‘k+l - ik). 
La suite {i”} &ant convergente, on a limk+m(ik - i”) = 0 et l’algorithme 
converge. 
(2) sio <p <n - 1. 
(2.1) Supposons 
$iflp”+l = a > 0. -+ 
Soit (pk(j)+‘) une sous sous-suite telle que lim,,, p”(j)+l = a. 11 existe 
alors E > 0 et un indice j tel que 
pour j >j on ait p k(i’ > 01 - E > 0. 
On en deduit 
ik(j) _ jk(i) < ( 01 _ c)-l (ik'i'+l _ i”(j)) 
done 
FiE (i”(j) _ i”(i)) = 0 
et l’algorithme converge. 
(2.2) Supposons maintenant que l’on ait 
iG5 pk+l = lim pk+l = 0. 
k-fm k-m 
Par definition de p, il existe une suite {W”)} de faces, avec FOck) E 9;:: , telle 
we 
i+i d(Wk)+l, F”‘“‘) = 0. 
(9 est une application strictement croissante de N dans N et on suppose 
que F’+(k) # Fdk+l)). 
Puisque lim,,, Ik = 1, on a aussi 
$I? @, Fe(“)) = 0. 
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Quitte a en extraire une sous suite, on supposera que la suite {F-fk)} est 
telle que Fmu+l) $ F;$ . 
Chaque face Z’V(k+l) contient done un Clement ZyY’“)+l avec v(k) < Y(k) < 
&k + 1) - 1 tel que Fmtk+l) ait pour sommets: 
z1y(k)+l 
> 
J$c),***, XyY'k' 
>?I+1 (avecjT E (1, 2 ,..., 12 + l}, r = I,..., p + 1). 
De la convergence de I” vers I” on deduit 
lim d(ZYY(k)+l, pdk+l)) = 0. 
k+m 
De l’hypothese lim p Ic+l = 0 et de la relation: Z”+l - Uk = pk+l(Zk+l - Uk) , 
on tire: 
lim 11 Z’f’(k)+l - U*(k) )I = 0. 
k+m 
On a done aussi 
;% d(U‘y’“‘, FQ(k+l)) = 0. + (1) 
Mais, par definition de p, on a: 
4 y(k)+l, [qyk) ,..., x;y) 2 q 
done, a partir d’un certain rang, on aura aussi 
d(U-), [X;(k) ,..., X;j”,‘]) > + . (2) 
Soit UFtk) la projection de Uyck’ sur F’(lc+l). De la relation (1) on deduit que 
!+I (qk) - UP(k)) = 0. 
Pour k suffisamment grand, on a d’apres (1) et (2): UFtk) qui n’appartient 
pas a [Xctk),..., Xc::] done Zy(k)+l appartient a [XTtk),..., X2+:, UF(“)] et 
Fi d(Zy(k)+l, [X;(‘) ,..., X;l”l’, U”“‘]) = 0. 
La variete [XT@,..., XjTz, Uy(k)] &ant contenue dans Hytk), on a 
lim d(Zy(k)+l, H’(k)) = 0. 
k-a, 
Puisque Z’p(k)+l ERy(k), la distance entre les deux hyperplans paralleles 
HP(“) et Ryfk) tend vers zero lorsque k tend vers l’infini avec v(k) < Y(k) < 
q@ + 1) - 1. 
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On a la relation 
oh (1, -Ayck)) E Rn+l est orthogonal a W’(“). 
La quantite 11 Ay(“’ /I2 est bornte superieurement; en effet, notons 
dk = (1, --A”)/(1 + 11 A” //2)1/2 la direction unitaire orthogonale a fl”; si 
11 A’(“) )I2 Ctait non borne on pourrait extraire de {dy(“)} une sous suite conver- 
gent vers un element (0, dl ,..., d,) auquel correspondrait un hyperplan 
d’equation: ([0, dl ,..., dn] / X) = 0 et d’appui a c cet hyperplan contiendrait 
done r qui est symetrique, les Clementsf, .. ., fn ne seraient alors pas lintaire- 
ment independants. 
On a done 
lim (‘YY’k) - iY(k)) = 0 
k+m 
et l’algorithme converge. Q.E.D. 
Remarque 3.1. (1) Lorsque l’hypothtse de Haar gCnQalisCe (remar- 
que (2.2)) est verifiee alors la dimension p definie dans la demonstration 
precedente st dgale a n - 1. On a alors lim,,,(i” - ik) = 0. 
(2) Lorsque p = y1 - 2 on peut montrer [l] qu’il est impossible 
d’avoir lim,,, pk+l = 0. 
(3) Lorsque E = C(K) espace des fonctions rtelles continues sur un 
compact K, muni de la norme: II g II = Max zcK I g(x)\ alors les fonctionnelles 
extrtmales de S’ sont de la forme 
.f++~fW, avec EE(--1, +l}, tEK. 
L’ensemble E(S’) est alors ferme. L’hypothese faite sur Y dans la proposi- 
tion 2 est alors que toutes les fonctions de V ne s’annulent pas en un msme 
point de K. Pour d’autres exemples de fonctionnelles extrtmales voir [5]. 
(4) L’hypothbe selon laquelle l’algorithme est iteratif nest pas tres 
forte; sur ses proprietts de genericite on consultera [2]. 
(5) L’algorithme peut Cgalement servir a resoudre le probleme plus 
general consistant a rechercher un hyperplan d’appui a un borne r de Rn+l 
qui coupe “le plus bas possible” la droite D, . L’ensemble I’ &ant tel que, 
pour tout h E R”, il existe XE r tel que ([l, --A] 1 X) = Max,,,([l, --A] 1 X). 
Si 0 n’appartient pas a la fermeture de f on a convergence de l’algorithme 
avec la meme demonstration que ci-dessus. 
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