Estimating the Frobenius norm of a matrix product C = XY without computing C explicitly is required in applications such as the one-sided block Jacobi method. In this paper, we analyze Bečka et al.'s estimator for this problem within a probabilistic framework. Specifically, we consider the set of matrices with the Frobenius norm ∥C∥ 2 F and introduce some natural probability measure into it. Then, we show that if we choose a matrix randomly from this set and apply the estimator, the expected value of the square of this estimator is exactly ∥C∥ 2 F .
Introduction
The Frobenius norm of a matrix, defined as
∑ q j=1 c 2 ij for C ∈ R p×q , is one of the most frequently used matrix norms. When the matrix C is given explicitly, ∥C∥ F can be computed in 2pq work. There are, however, situations where the matrix C is given only implicitly. For example, consider the case where C is defined as a product of two matrices X ∈ R p×r and Y ∈ R r×q as C = XY . In this case, forming C explicitly and then computing ∥C∥ F requires 2pqr + 2pq work. This is sometimes too expensive.
Such a situation arises, for instance, in the one-sided block Jacobi (OSBJ) method [1] for computing the singular value decomposition (SVD). Suppose that we want to compute the SVD of A ∈ R r×s (r ≥ s). In the OSBJ method, A is partitioned into ℓ column blocks as A = [A 1 , A 2 , . . . , A ℓ ]. Then, ∥A ⊤ i A j ∥ F is computed for all pairs of (A i , A j ) (1 ≤ i < j ≤ ℓ) and the pair (A i1 , A j1 ) with the maximum Frobenius norm is chosen. From this pair, a submatrix [A i1 , A j1 ] is constructed and its column vectors are orthogonalized by an orthogonal transformation from the right. This process is repeated until all the columns of A are mutually orthogonal to working accuracy. If this is attained, we can write AV = U Σ, where V ∈ R s×s is the product of orthogonal transformations, U ∈ R r×s has orthonormal columns and Σ ∈ R s×s is diagonal. Hence, we obtain the SVD, A = U ΣV ⊤ . In this algorithm, the evaluation of the Frobenius norms of product matrices A ⊤ i A j accounts for considerable part of the total computational work.
To estimate ∥A ⊤ i A j ∥ F with smaller computational work, Bečka et al. propose several approximation methods [2] . Among them, they report that using ∥A ⊤ i A j e∥ 2 , where e = (1, 1, . . . , 1) ⊤ , as an approximation to ∥A ⊤ i A j ∥ F is the most efficient considering the balance between the computational work and the quality of approximation. In fact, when A i ∈ R r×p and A j ∈ R r×q , this quantity can be computed with 2(p + q)r work, instead of the 2pqr work required for forming A ⊤ i A j explicitly. As for the quality of approximation, Bečka et al. report that the deterioration of convergence due to using ∥A
is minimal and the increase in the number of iterations is typically less than 10%. However, detailed theoretical analysis of this approximation has not been given yet.
In this paper, we present a probabilistic analysis of this approximation, namely, ∥C∥ F ≃ ∥Ce∥ 2 . To this end, we consider the set of p × q matrices with a specified Frobenius norm f and attach some natural probability measure to it. Now, assume that C is randomly chosen from this set according to the measure. Then we show that the expected value of ∥Ce∥ 2 2 is exactly ∥C∥ 2 F . We also discuss the relative standard deviation of ∥Ce∥ 2 2 and show that, under some assumptions, it decreases inversely proportionally to √ q. These results give one justification for using ∥Ce∥ 2 as an estimator of ∥C∥ F .
Other types of Frobenius norm estimators are also proposed and analyzed in different application areas. Ipsen analyzes the estimator ∥C∥
, where z i (i = 1, . . . , N ) is a random vector uniformly distributed on the unit q-sphere, to evaluate the norm of the inverse of the Jacobian in Newton's method [3] . Heldring et al. analyze the estimator based on random sampling of the elements of C for residual evaluation in the adaptive cross approximation [4] . Compared to these studies, the analysis of Bečka et al.'s estimator requires a different setting and techniques. In addition, our result is unique in that it expresses the variance of the estimator explicitly in terms of the singular values of C. This paper is structured as follows. In Section 2, we introduce the setting for our probabilistic analysis and derive the expressions for the expected value, variance and relative standard deviation of ∥Ce∥ 
Probabilistic analysis of Bečka et al.'s estimator

The setting
In this section, we interpret ∥Ce∥ 2 as a stochastic approximation to ∥C∥ F and analyze its properties. Assume for the moment that p ≥ q. We first define the set of p×q matrices with singular values σ 1 , . . . , σ q by
where Σ = diag(σ 1 , . . . , σ q ) and O m,n and O(n) denote the m × n zero matrix and the set of n × n orthogonal matrices, respectively. M p,q,Σ can be defined similarly for the case of p < q. We further define the set of p × q matrices with Frobenius norm f by
where Tr[·] is the trace operator. Now we introduce a probability measure into M p,q,Σ and M p,q,f . To this end, we use the Haar measures µ 1 (V ) and µ 2 (U ) on O(q) and O(p), respectively. In general, the Haar measure on O(n) is a unique (up to a scalar multiple) measure that is invariant under multiplication by any element of O(n). More precisely, it is a measure that satisfies
for any measurable subset V ⊆ O(n) and any V 0 ∈ O(n). As probability measures, we use the normalization:
The measure on M p,q,Σ is defined as the product measure of µ 1 and µ 2 . We also introduce a measure µ 3 (Σ) into the set of p × q diagonal matrices with Frobenius norm f . The measure on M p,q,f is defined as the product measure of µ 1 , µ 2 and µ 3 .
In the following, we regard C ∈ R p×q as a sample randomly chosen from M p,q,Σ or M p,q,f according to these measures and investigate the statistical properties of ∥Ce∥ 2 2 such as the expected value and the variance.
Integral of the matrix elements over O(q)
To investigate the statistical properties of ∥Ce∥ 2 2 , we frequently need to compute integrals of a polynomial of elements of V over O(q). We therefore summarize their basic properties and useful formulas here. They are specializations of the more general theory and formulas developed in [5] . In the following, we denote the (i, j) element and the jth column of V ∈ O(q) by v ij and v j , respectively, and let
where g(V ) is a polynomial in the elements of V . We denote the identity matrix of order n by I n .
has the following properties.
(a) If a row index i λ appears odd number of times in
The same is true for the column index. 
Proof From Lemma 1 (b), we have
where we used the fact that V is an orthogonal matrix and hence ∥v 1 ∥ 2 = 1. This proves (6) . To show (7) and (8), we first note that
where we used the fact that the rows of V have a unit norm in the first equality and Lemma 1 (b) and (c) in the third equality. On the other hand, consider a trans-
Givens rotation matrix of angle π/4. This keeps the integral invariant and changes the matrix element v 11 as
Hence, we obtain I[v 
where we used Lemma 1 (a) in the second inequality and (b) in the third inequality. Eqs. (7) and (8) follow immediately from (10) and (12).
(QED)
The expected value of ∥Ce∥ 2 2
Now we compute the expected value of ∥Ce∥ 2 2 assuming that C is sampled from M p,q,Σ . First, note that 
where e i is the ith column of I q . In the second inequality, we used the normalization (4) of µ 2 . In the third equality, we used the expansion
the integral in (14) becomes
where we used the invariance property (3) in the second equality and Lemma 1 (b) and (6) in the last inequality. Inserting this result into (14) gives
Thus, the expected value depends only on the Frobenius norm of Σ. We next consider the case where C is sampled from M p,q,f . In this case, using (16), we have
In summary, we have the following theorem. 2 2 In this subsection, we compute the variance of ∥Ce∥ 2 2 assuming that C is chosen from M p,q,Σ . Let V[·] denote the variance operator. We use the general formula
Theorem 3 The expected values of ∥Ce∥
The variance of ∥Ce∥
2 for a random variable x. Using (13) gives
where we used Q 1 defined in subsection 2.3 and the invariance property in the fourth and fifth equalities, respectively. In the sixth and seventh equalities, Lemma 1 and 2 were used, respectively. Combining this with (16) leads to
Thus, we arrive at the following theorem.
Theorem 4 The variance of ∥Ce∥
To gain further insight into this result, we rewrite (19) in a different form. First, denote the sample mean of the singular values byμ
Usingμ, define the sample variance of the singular values bŷ
Now we evaluate the relative standard deviation of ∥Ce∥ 
Hence, we have the following corollary. 
Numerical results
In this section, we provide some numerical experiments that confirm the theoretical results developed in the previous section. To this end, we fix the parameters p, q and Σ, generate N matrices C 1 , C 2 , . . . , C N belonging to the set M p,q,Σ randomly, estimate their squared Frobenius norms (which are the same for all the C i 's) by ∥C i e∥ 2 2 and compute their sample mean and sample variance. They are compared with the expected value and the variance given by Theorems 3 and 4, respectively.
To generate matrices belonging to M p,q,Σ , we need to generate the elements of O(p) and O(q) randomly according to the Haar measure. We do this by generating a p × p (or q × q) matrix whose elements follow the standard normal distribution N (0, 1) and computing its QR decomposition. It is well known [6] that the Q-factor obtained in this way has the desired property.
We present numerical results for two cases. First, we set p to 500, varied q from 50 to 200 and generated the elements of Σ using uniform random numbers in [0, 1]. Then we generated N = 5, 000 sample matrices {C i } from M p,q,Σ and computed ∥C i e∥ (Fig. 1) shows that for more than 90% of the matrices sampled from M 500,200,Σ , the estimator gives a result that is within ±10 range of the exact result, ∥C∥ 2 F = 69.8282. We also show the results for the half-normal distribution (the positive part of N (0, 1)) of the singular values in Table 2 . The results are similar to the uniform distribution case and the relative standard deviation decreases as 1/ √ q, although the values are slightly larger.
