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Sommaire
La constante miniaturisation des dispositifs électroniques rend essentiel le contrôle
et la compréhension des ﬂuctuations dans le courant les traversant, c’est-à-dire du bruit
électronique. Étudié depuis près de 90 ans, ce phénomène omniprésent se trouve limité
par les lois de la mécanique quantique à une valeur minimale, la limite de bruit quan-
tique.
Quantiﬁer ces ﬂuctuations pose plusieurs problèmes expérimentaux. Principale-
ment, toute mesure électronique est basée sur le passage d’un grand nombre d’électrons
dont le comportement est presque aléatoire. Faire ressortir les mécanismes sous-jacents
à l’émission du bruit requiert donc une étude statistique poussée de la distribution de
probabilité du passage d’électrons, passant entre autres par la mesure du quatrième cu-
mulant de cette distribution. Cet indicateur de l’écart entre les valeurs observées et les
valeurs attendues pour un phénomène aléatoire n’était accessible jusqu’à maintenant
qu’en comptant un à un les passages d’électrons, ce qui n’est réalisable que pour des
dispositifs spéciﬁques.
D’un autre point de vue, diminuer le niveau de bruit sous la limite quantique est
un but fort souhaitable pour le développement de technologies électroniques de pointe.
Un phénomène du nom de compression d’état démontre la possibilité de connaître une
partie des informations disponibles avec une précision supérieure à la limite quantique
au dépit de l’autre partie, qui sera noyée dans un bruit plus grand pour respecter cette
limite. L’observation de la compression d’état nécessite donc d’atteindre le niveau de
bruit minimal et d’enregistrer avec précision les niveaux de bruit de chaque paramètre
observé.
De surcroît, le domaine de la cryptographie serait fort d’utiliser un outil constitué de
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deux objets liés entre eux d’une façon non-classique. Ainsi, lire la valeur d’un paramètre
A sur un objet limite les valeurs accessibles par le paramètreB du deuxième et vice-versa,
ce qui permet de savoir si l’objet a été observé par un troisième observateur. La situation
décrite en est une d’enchevêtrement, où la mécanique classique ne peut pas expliquer le
lien entre les deux objets étudiés. Une telle manifestation n’est observable que sur des
paires d’objets créés simultanément. La préparation identique de plusieurs paires permet
une étude statistique des informations de chaque objet et toute corrélation entre eux ne
pouvant s’expliquer par la mécanique classique, telle que la compression d’état à deux
modes, est indicatrice d’enchevêtrement.
Ce texte propose de sonder ces quantités en étudiant un dispositif dont le bruit de
grenaille est simple à modéliser, la jonction tunnel. Lorsqu’elle est éloignée de son état
d’équilibre par des tensions cc et ca, le courant qu’émet une jonction tunnel présente
des ﬂuctuations sur un spectre continu de fréquences. Cette thèse vise à démontrer que
l’étude des corrélations entre les ﬂuctuations présentes à deux fréquences distinctes per-
met la mesure du quatrième cumulant de la distribution statistique du bruit de grenaille.
Cet ouvrage a aussi pour but d’utiliser divers outils développés dans le domaine de l’op-
tique quantique aﬁn de démontrer l’existence de compression d’état à deux modes dans
ces ﬂuctuations, démontrant ainsi la présence d’états enchevêtrés dans le bruit généré. 1
1. L’intégralité de cet ouvrage est . L’utilisation à ﬁns commerciales est donc proscrite.
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Introduction
Le mot «bruit» est habituellement évocateur d’un phénomène à connotation néga-
tive. Souvent synonyme avec «imperfection», il s’agit de la quantité à minimiser dans
tous les domaines où il prend son sens courant. Que ce soit dans l’audio-video, l’élec-
tronique, l’informatique ou simplement dans l’environnement au quotidien, il constitue
un symbole de mauvaise qualité ou même un empêchement à éliminer.
Son omniprésence trahit toutefois un concept fondamental, le principe d’incertitude.
Pour toute quantité mesurable, il existe une limite en deçà de laquelle le bruit ne peut
être réduit. Bien qu’il soit impossible de prévoir exactement chaque ﬂuctuation associée
au bruit, il est possible de caractériser ce dernier en fonction de son comportement sta-
tistique, donc de l’ensemble des ﬂuctuations observées sur une période de temps donnée.
En plus du fait que la nature de ce phénomène lui confère une utilité dans le domaine
de la génération de nombres aléatoires, il possède de nombreuses applications directes en
métrologie[1; 2]. L’étude de cette quantité tire aussi son intérêt de la nature quantique
de certaines sources de bruit. S’il était possible d’y détecter un signal présentant de
l’enchevêtrement[3], celui-ci pourrait constituer une ressource utile en cryptographie,
en informatique quantique et pour les expériences de téléportation[4–7].
Au-delà de ces considérations pratiques, l’étude des ﬂuctuations dans le courant élec-
trique d’un dispositif à faible courant peut fournir de l’information sur les processus
responsables de leur existence. De plus, il en découle une connaissance plus approfondie
sur les mécanismes de transport électronique[8–16]. Ce concept, bien qu’il soit bien éta-
bli à grande échelle, n’est pas encore parfaitement décrit dans les régimes à faible courant.
La miniaturisation constante des dispositifs électroniques tendant vers des dimensions
s’approchant de plus en plus de la taille de l’atome, les courants entrant en jeu seront
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nécessairement de plus en plus faibles, ce qui requerra une meilleure compréhension des
ﬂuctuations observées à cette échelle[17].
En eﬀet, l’étude des ﬂuctuations de courant électrique dans les objets macroscopiques
a révélé un comportement presque parfaitement gaussien, ce qui n’est pas le cas pour
certains conducteurs mésoscopiques tels que la jonction tunnel. La caractérisation de
cet écart par rapport au comportement macroscopique s’eﬀectue à-travers des quanti-
tés nommées «moments» et «cumulants». Le deuxième moment des ﬂuctuations dans
le courant émis par une jonction tunnel a déjà été sondé en absence et en présence
de photo-excitation[15], tout comme le troisième cumulant en absence de celle-ci[12].
Le quatrième cumulant, dont la valeur attendue est très faible en absence de photo-
excitation, devrait être fortement modiﬁée par cette dernière, indiquant un écart majeur
par rapport au comportement gaussien. Ce phénomène n’a toutefois jamais été sondé
avant les travaux présentés dans cet ouvrage.
Cette thèse vise donc à sonder la nature fondamentale des ﬂuctuations de courant
électrique présentes dans tous les dispositifs électroniques. À cette ﬁn, une quantité sen-
sible à la charge et à la statistique des porteurs, le «bruit de grenaille»[18], sera sondée
dans l’élément le plus simple pouvant émettre cette quantité, une jonction tunnel polari-
sée en tension cc et excitée par une tension ca. L’existence d’un modèle fonctionnel pour
ce phénomène permettra d’éprouver la qualité des méthodes d’analyse du bruit mises de
l’avant dans cet ouvrage et de relier l’analyse du bruit électronique à l’étude, déjà bien
entamée, des ﬂuctuations dans le domaine de l’optique. Deux quantités seront qualiﬁées
et quantiﬁées pour la première fois ici. Premièrement, le quatrième cumulant, qui décrit
l’écart d’un comportement statistique par rapport à une distribution gaussienne, sera
sondé dans le bruit émis par une jonction tunnel. Ensuite, l’observation de la compres-
sion d’état (ou «squeezing») à deux modes sera étudiée dans ces mêmes ﬂuctuations. Ce
dernier phénomène permet de diminuer le bruit observé sur un paramètre d’un système
donné au coût d’une augmentation du bruit dans un paramètre conjugué au premier.
Jusqu’à récemment, l’étude de ces phénomènes dans le domaine des fréquences micro-
ondes nécessitait l’utilisation de mécanismes non-linéaires et non-dissipatifs tels que les
jonctions Josephson[5; 19; 20]. L’utilisation du bruit modulé par une photo-excitation
aﬁn de générer ce niveau d’enchevêtrement constitue une contribution complètement
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originale à ce domaine de recherche.
Aﬁn de décrire les résultats de ces travaux, le texte débutera par une exposition de
la théorie nécessaire à la compréhension et à la prédiction des observations rapportées,
incluant une brève description de l’historique de l’étude du bruit sous diﬀérentes formes.
Deux types de montages expérimentaux seront ensuite décrits. Ces nouvelles techniques
expérimentales visant à l’observation du quatrième cumulant et de la compression d’état
à deux modes seront expliquées à la fois en termes techniques et en fonction des quantités
décrites dans la théorie. L’analyse des résultats ainsi obtenus sera ﬁnalement présentée,
exposant des observations jusqu’alors inédites dans l’étude des ﬂuctuations de courant
dans une jonction tunnel. Certaines questions ouvertes seront présentées en guise de
conclusion, tout comme un résumé des observations réalisées.
Chapitre 1
Théorie
Ce chapitre regroupe tous les éléments de théorie nécessaires à la compréhension
des phénomènes rapportés dans cette thèse. Il est constitué de trois sections. Le thème
central de cet ouvrage étant les ﬂuctuations de courant électrique, la première section
est constituée d’un survol des diﬀérents types de bruits électroniques avec un accent par-
ticulier sur le bruit de grenaille. Le bruit étant un phénomène statistique, il est de mise
que la deuxième section discute des diﬀérents concepts statistiques utilisés dans la des-
cription et l’analyse du bruit. Finalement, aﬁn d’orienter la discussion de cette thèse, la
troisième partie regroupe et décrit les phénomènes de corrélation observés dans le bruit
au niveau quantique. Dans chaque section, les réalisations expérimentales pertinentes
antérieures à cet ouvrage sont aussi répertoriées aﬁn d’exposer l’état de l’art de l’étude
des phénomènes de bruit.
1.1 Bruit
La première étude en profondeur du bruit électronique dans un conducteur a été
réalisée par J. B. Johnson des laboratoires Bell. Le problème original était celui d’un
bruissement parasite sur les lignes téléphoniques, bruissement jusqu’alors associé aux
ampliﬁcateurs utilisés dans le processus de transmission du courant. En remplaçant le
combiné par un thermocouple, Johnson démontra pour la première fois qu’une par-
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tie signiﬁcative de ces ﬂuctuations était due aux résistances des dispositifs en entrée de
l’ampliﬁcateur[21]. C’est cette partie du signal qui est discutée dans cette section.
1.1.1 Bruit de Johnson-Nyquist
Les premières observations détaillées de ﬂuctuations statistiques de charge dans un
conducteur ont été rapportées par J. B. Johnson en 1927[22; 23]. Cette variation de
tension donne lieu à des ﬂuctuations de courant indépendantes de la nature et de la
forme du conducteur, ﬂuctuations qui correspondent à la radiation de corps noir à une
dimension[24]. Johnson a toutefois observé une dépendance de ces ﬂuctuations en fonc-
tion de la température absolue de la résistance. Ces variations sont si faibles qu’elles
ne peuvent pas être observées sans ampliﬁcation ; il en découle que le bruit enregistré
dépend aussi du comportement en fréquence du mécanisme d’ampliﬁcation utilisé[22].
Si l’admittance complexe de la chaîne d’ampliﬁcation en fonction de la fréquence
f est représentée par Y (f) et la partie réelle de la résistance est donnée par R (f), le
courant observé I respecte l’équation[21; 25]
⟨I2⟩ = 4kBT ∫
∞
0
R (f) ∣Y (f)∣2 df, (1.1)
où T est la température absolue de la résistance et kB est la constante de Boltzmann.
Dans le cas d’une résistanceR purement réelle, il est possible de simpliﬁer cette équa-
tion en prenant Y = 1/R 1. Si R est constante sur la bande d’intégration 2, il en découle
la forme simpliﬁée ⟨I2⟩ = 4kBT∆f/R avec ∆f , la largeur de bande de l’ampliﬁcateur.
Le facteur 2 entre ces deux équations vient du fait que mathématiquement, il est néces-
saire d’intégrer sur les fréquences positives et négatives tandis qu’expérimentalement, il
est impossible de distinguer entre les deux. Un facteur 2 apparaît donc dans la valeur
attendue expérimentalement pour compenser cette lacune.
1. donc réelle
2. Dans le domaine des fréquences audio, le bruit contient une proportion égale en amplitude de
chaque fréquence[22], ce qui justiﬁait cette approximation dans les travaux de Johnson.
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1.1.2 Densité spectrale de bruit
Les ﬂuctuations de courant s’étendant sur un intervalle inﬁni de fréquences, il se-
rait problématique de tenter de les mesurer dans leur entièreté car cela requerrait un
détecteur de bande passante inﬁnie. Elles sont donc souvent caractérisées en termes de
la densité spectrale S2 (f) du bruit mesuré à une fréquence f , aussi nommée le second
moment du bruit. Celle-ci représente le carré du courant émis par l’échantillon à une
fréquence f sur une largeur de bande de 1 Hz[26] et prend la forme
S2 (f) = ⟨I (f) I (−f)⟩ . (1.2)
Ici, I (f) représente la composante Fourier du courant classique ﬂuctuant à la fréquence
f et ⟨⋯⟩ représente la moyenne temporelle.[27] Aﬁn d’alléger la notation, cette quantité
est souvent représentée en termes de température de bruit. Puisque pour une résistance,
le bruit à l’équilibre sur le courant vaut 4kBT /R, tel que décrit à la section 1.1.1, la
température de bruit vaut Tbruit = RS2/4kB avec kB, la constante de Boltzmann et R,
la résistance du dispositif étudié[28]. Si S2 (f) est constante lors d’une mesure à-travers
une bande passante carrée de largeur ∆f , la puissance mesurée prend la valeur P =
2RS2 (f)∆f [26]. La densité spectrale de bruit mesurée contient alors le bruit généré par
l’échantillon et celui dû à l’ampliﬁcateur, mais seulement le premier dépend du courant
traversant le conducteur. Il est donc facile de soustraire la contribution des deux autres
sources de bruit lors de l’étude du bruit de grenaille.[29]
Lorsque des électrons traversent le dispositif à l’étude un à un, la densité spectrale
de bruit prend la valeur du bruit de Poisson S2 (f) = 2e ⟨I⟩ 3, qui ne dépend pas de la
fréquence d’observation dans les cas où la tension de polarisation Vcc est faible devant la
température et la fréquence eVcc ≫ kBT,hf [12]. Ce phénomène n’est plus valide lorsque
la fréquence est trop élevée car si hf ≫ eVcc, S2 (f) se réduit à sa valeur à l’équilibre
S02 (f) = Ghf , où G est la conductance du dispositif et h, la constante de Planck[27].
Comme dans une jonction tunnel, la transmission électronique n’est pas inﬂuencée par
3. La valeur théorique S2 (f) = e ⟨I⟩ nécessite l’intégration sur les fréquences négatives et positives.
Étant donnée l’impossibilité de distinguer expérimentalement une fréquence négative d’une fréquence
positive, un facteur 2 est ajouté à la déﬁnition. Cette convention sera maintenue tout le long de cette
thèse.
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(a) (b)
Figure 1.1 – Densité spectrale de bruit d’une jonction tunnel en unités de température. (a) À fréquence
d’observation et température nulles, la densité spectrale est formée de deux droites se rejoignant à l’origine
(lignes pointillées). La valeur absolue des pentes de ces droites donne le facteur de Fano, égal à 1 pour une
jonction tunnel. Si le signal est observé à fréquence ﬁnie f , un plateau apparaît de −eVcc/hf à eVcc/hf
(ligne bleue). (b) Signal ampliﬁé à température ﬁnie. La température de la jonction arrondit les coins aux
cassures du plateau et l’ampliﬁcation multiplie la pente, ici par une valeur A = 2. Le bruit inhérent à
l’ampliﬁcateur ajoute un décalage vertical y0 = ATS2 amplificateur. Cette valeur se soustrait aisément.
un parcours dans la matière (voir section 2.2), une polarisation en courant continu Vcc
donne comme densité spectrale de bruit[12; 30; 31] :




avec f , la fréquence à laquelle le bruit est observé. Les entiers ±m donnent alors lieu à
un plateau s’étendant de Vcc = −hf/e à Vcc = hf/e, tel qu’illustré à la ﬁgure 1.1a. À la
limite T → 0, l’équation 1.3 retourne bien S02 (Vcc,0) = eGVcc = eI , le bruit de Poisson.
Tel que mentionné à la note 3, une mesure expérimentale de cette quantité nécessiterait
l’ajout d’un facteur 2.
Le concept de densité spectrale de bruit peut s’étendre à des ordres supérieurs. Tandis
que ⟨I⟩ représente le courant moyen (cc), la moyenne du deuxième ordre présentée à
l’équation 1.2 retourne la variance des ﬂuctuations de courant. L’étude du quatrième
cumulant, quantité décrite à la section 1.2.1, requiert l’utilisation de moments de la
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forme ⟨I (f1)⋯I (fp)⟩ avec p = 4, un entier. Il est donc nécessaire d’utiliser une équation
plus générale pour les moments d’ordre p :
Sp (f1⋯fp−1) = ⟨I (f1)⋯I (fp)⟩ δ (f1 +⋯+ fp) . (1.4)
1.1.3 Fluctuations du vide
Lorsqu’un système est à un niveau d’énergie minimal, donc qu’aucune excitation
n’y est imposée et que la température est au 0 absolu, il est appelé état du vide («vacuum
state» en anglais). Dans un conducteur, un tel état correspond au cas où le courant
électrique qui le traverse est nul et T = 0. Il serait naturel de s’attendre à ce que sous ces
conditions, le bruit électrique observé soit non-existant, mais n’est pas le cas. Il existe
un phénomène nommé fluctuations du vide, parfois appelé ﬂuctuations de point zéro ou
FPZ («Zero Point Fluctuations» en anglais), dont l’énergie correspond à hf/2 pour une
fréquence d’observation f , d’où son appellation alternative de «demi-photon du vide».
Une explication potentielle de ce phénomène est que le système étudié n’est jamais
vraiment isolé. Il est donc possible pour lui d’échanger de l’énergie avec son environ-
nement, ce qui mène à une dissipation, donc aux ﬂuctuations[32, Chap. IX]. Toutefois,
dans les systèmes d’électrons ﬂuctuants interagissant avec un mode de photon, les FPZ
ne peuvent pas être observées avec un détecteur passif. Il est donc nécessaire d’utiliser
un détecteur qui transfère de l’énergie aux FPZ aﬁn de les observer.[33] Ce bruit prend
toute son importance à hf ≫ kBT car dans ce régime, le bruit de la jonction tunnel se
réduit aux ﬂuctuations du vide.
1.1.4 Bruit de grenaille
En plus du bruit dû aux agitations thermiques des porteurs de charge, une partie des
ﬂuctuations de tension dans les conducteurs est due à un autre type de bruit, dit bruit
de grenaille («shot noise» en anglais). Ce phénomène, dû à la quantiﬁcation de la charge,
a une importance spéciale dans l’étude des systèmes mésoscopiques. Contrairement au
bruit thermique, qui est observé à l’équilibre, le bruit de grenaille est observé dans le cas
hors-équilibre, donc en termes de transport.
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La description mathématique du bruit de grenaille nécessite d’abord la déﬁnition du
bruit de partition. Une charge atteignant un diﬀuseur sur son parcours sera transmise
avec une probabilité T ou réﬂéchie avec une probabilité R = 1 − T . Les symboles nT et
nR représentent donc respectivement l’occupation des états transmis et réﬂéchis. L’écart
entre la valeur instantanée et la valeur moyenne d’occupation de ces états, ∆nT = nT −⟨nT ⟩ et∆nR = nR−⟨nR⟩, se nomme bruit de partition car le diﬀuseur se trouve à diviser
le porteur de charge en deux faisceaux. [24; 31; 34–39]
Le porteur incident peut être vu comme un site ni d’occupation moyenne ⟨ni⟩ = fFD
donnée par la distribution de Fermi-Dirac. Si le phénomène est étudié un porteur à la
fois, l’occupation moyenne des niveaux transmis et réﬂéchis respecte ⟨nT ⟩ = fFDT et⟨nR⟩ = fFDR et le produit nT nR = 0 puisque nT ≠ nR et nT ,nR ∈ {0,1}. Il en découle
alors que ⟨∆n2⟩ = ⟨(n − ⟨n⟩)2⟩ = ⟨n2⟩− ⟨n⟩2. Comme dans un système de Fermi, n2 = n,
⟨(∆nT )2⟩ = ⟨nT ⟩ − ⟨nT ⟩2 = T fFD (1 − T fFD)⟨(∆nR)2⟩ = ⟨nR⟩ − ⟨nR⟩2 = RfFD (1 −RfFD)⟨∆nR∆nT ⟩ = − ⟨nT ⟩ ⟨nR⟩ = −T RfFD.
(1.5)
Il est clair qu’à fFD = 1, les trois quantités donnent 0 si T = 0 ou R = 0. En tout
autre cas, des variations d’occupation des états transmis et réﬂéchis seront présentes
dans le conducteur. Cette description ne considère toutefois qu’un seul niveau d’éner-
gie. En réalité, il est nécessaire de considérer que le courant s’étale sur plusieurs de ces
niveau énergétiques. Le lien entre la description précédente et les ﬂuctuations de cou-
rant dans un conducteur est réalisé en utilisant dρ (E), la densité linéaire de porteurs
de charges dans l’intervalle d’énergie dE. Suivant cette déﬁnition, le courant incident
respecte dIi (E) = ev (E)dρ (E), où v (E) est la vitesse d’un porteur d’énergie E et de
charge e. Dans le cas d’un conducteur parfait, la densité d’états est donnée par
ν (E) = ni (E) dρ (E)
dE
= ni (E)
hv (E) ⇒ dρ (E) = ni (E)dEhv (E) (1.6)
où ni (E) est le facteur d’occupation d’état à l’énergie E. Il existe donc un lien direct
entre le courant et les nombres d’occupation :
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dIi (E) = eni (E)dE
h
. (1.7)
Les courants moyens incidents, transmis et réﬂéchis s’obtiennent donc en inté-
grant l’équation 1.7 sur l’énergie pour donner ⟨Ii⟩ = (e/h) ∫ fFD (E)dE, ⟨IT ⟩ =(e/h) ∫ fFD (E)TdE et ⟨IR⟩ = (e/h) ∫ fFD (E)RdE, où les nombres moyens d’oc-
cupation des états déﬁnis plus haut ont été utilisés. Les ﬂuctuations de courant étant un
processus dynamique, il est nécessaire de passer à une interprétation dépendant du temps
pour la suite de la démarche. Heureusement, pour les variations lentes de nombre d’oc-
cupation, la démarche précédente est toujours valide, c’est-à-dire dI (E,t) = eni(E,t)dE
h
.
Une transformée de Fourier de cette équation permet de décrire les ﬂuctuations de cou-
rant à basse fréquence en écrivant I (f) = (e/h) ∫ dEn (E,E + hf). Cette équation per-
met de relier directement les ﬂuctuations de courant I (f) et les ﬂuctuations dans le
nombre d’occupation n (E,E + hf). Comme à fréquence nulle, la puissance de bruit en
courant suit S2 = SII = e2 ∫ dEn (E,E), les spectres de ﬂuctuation des courants inci-
dents, transmis et réﬂéchi sont donnés par :
SIinIin = e2πh̵ ∫ dEfFD (1 − fFD)
SIT IT = e2πh̵ ∫ dET fFD (1 − T fFD)
SIRIR = e2πh̵ ∫ dERfFD (1 −RfFD) .
(1.8)
À faible transmission, le spectre de courant transmis devient le bruit de grenaille
obtenu par Shottky SIT IT = 2e ⟨I⟩, le courant moyen à-travers la barrière étant ⟨I⟩ =(e/2πh̵) ∫ dET fFD. Ce bruit est associé à l’arrivée non-corrélée de particules dont la
fonction de distribution d’intervalles de temps entre les arrivées d’électrons est Poisson-
nienne, soit P (∆t) = τ−1e−∆t/τ avec τ , le temps moyen entre les arrivées des porteurs.
C’est pourquoi il est parfois appelé le bruit de grenaille Poissonnien, tel que mentionné
à la section 1.1.2[31].
Expérimentalement, le bruit de grenaille SIT IT est toujours inférieur à sa valeur de
Poisson. Étant donnée la présence du facteur (1 − T fFD) dans sa déﬁnition à l’équation
1.8, une valeur de T = 1 amène une disparition complète du bruit de grenaille à tempéra-
ture nulle. Il en découle une quantité permettant la caractérisation du bruit de grenaille
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Figure 1.2 – Transition du régime de bruit thermique e ∣Vcc∣ /kBT ≪ 1 au régime de bruit de grenaille
e ∣Vcc∣ /kBT ≫ 1. À température nulle, seul ce dernier subsiste, tel que l’illustre la ligne en tirets rouge. À
température non-nulle, le bruit thermique contribue aux ﬂuctuations observées, c’est pourquoi le bruit
est non-nul à Vcc = 0.
nommée facteur de Fano 4, le ratio sans dimension de la puissance de bruit et du courant
F = S/ (2e ⟨I⟩)[40]. Dans une jonction tunnel toutefois, les coeﬃcients de transmissionT sont petits. La densité spectrale de bruit à fréquence nulle devient alors
S2 (Vcc) = 2e ⟨I⟩ coth( eVcc
2kBT
) (1.9)
et F = 1. Cette équation illustre le passage du régime de bruit thermique à e ∣Vcc∣≪ kBT
au régime de bruit de grenaille à e ∣Vcc∣≫ kBT . Cette transition, illustrée à la ﬁgure 1.2,
est indépendante des transmissions T de la barrière et se produit à e ∣V ∣ = kBT .[31]
La distinction entre ces deux types de bruit repose dans l’origine des ﬂuctuations
de courant observées. Certains auteurs associent au bruit de grenaille toute ﬂuctuation
reliée à la quantiﬁcation de la charge, tandis qu’ils considèrent le bruit thermique comme
étant indépendant de la charge. Or toute transmission à-travers une jonction tunnel est
reliée à la quantiﬁcation de la charge. Tel que le mentionne la section 2.2, le courant
observé dans une jonction tunnel est dû au passage d’électrons d’un côté à l’autre de
la barrière tunnel, et en absence de diﬀérence de potentiel, les électrons passent aussi
facilement dans une direction que dans l’autre. Pour ce faire, chaque électron a besoin
4. Dans une jonction tunnel, F = 1. Cette quantité ne sera donc pas traitée plus en détails.
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Figure 1.3 – Possibilité d’observation du bruit de grenaille d’origine thermique. (gauche) Les contacts
de gauche et de droite sont au même potentiel. Des électrons peuvent gagner suﬃsamment d’énergie par
excitation thermique pour passer d’un côté à l’autre. (droite) Le contact de droite a un potentiel plus
élevé que celui de gauche. L’excitation thermique ne donne donc plus suﬃsamment d’énergie pour que les
électrons passent de droite à gauche mais ils peuvent facilement passer de gauche à droite.
de l’énergie nécessaire pour traverser la barrière, énergie qui est, ici, d’origine thermique,
soit kBT .
En présence de tension de polarisation par contre, il existe une direction préféren-
tielle à la transmission d’électrons. En eﬀet, comme en témoigne la ﬁgure 1.3, lorsque
eVcc > kBT , l’énergie thermique ne suﬃt plus pour permettre aux électrons de passer du
contact de bas potentiel au contact de haut potentiel. Les ﬂuctuations dues au courant
sont donc bien plus importantes que celles dues à la température, c’est pourquoi le bruit
observé prend alors un autre nom. Pour tenir compte du fait que le bruit thermique est
techniquement un bruit de grenaille dans le cas d’une jonction tunnel, le bruit dû à la
tension de polarisation est parfois appelé bruit en excès. Cette distinction n’ayant tou-
tefois pas d’impact sur les discussions menées ici, la terminologie bruit de grenaille sera
utilisée pour les décrire les ﬂuctuations dues à la polarisation cc dans la suite du texte.
1.1.5 Bruit en 1/f
L’étude du bruit présentée dans cette thèse a été réalisée à hautes fréquences f ∼ GHz.
Il en découle que le dernier type de ﬂuctuations électriques communément observées,
le bruit en f−α où α ∼ 1, mieux connu sous le nom de bruit en 1/f , n’a pas d’impact
notable sur les résultats discutés ici. Néanmoins, la technique de base utilisée lors des
manipulations présentées dans ce texte a d’abord été appliquée aux observations de ce
type de bruit.[41–45]
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Expliqué brièvement, le bruit en 1/f se superpose au bruit de Johnson dans presque
toutes les résistances. Cette omniprésence suggère que l’explication doit être la même
pour tous les matériaux présentant une résistance, incluant les SQUIDs, où le bruit
en 1/f peut être dominant jusqu’à 1 MHz. Ce bruit, dont le spectre demeure constant
à toute échelle de fréquence 5, serait relié à des ﬂuctuations locales dans la résistance
elle-même et viendrait d’un type de piégeage/dé-piégeage de charges dans le cas des semi-
conducteurs.[42]
1.2 Étude statistique des fluctuations
L’utilisation de l’électricité au quotidien ne nécessite pas une connaissance parti-
culière de la distribution statistique du courant. Les ﬂuctuations sont suﬃsamment
faibles pour que seule la valeur moyenne du courant, souvent de l’ordre de 1 A ≃
6,24×1018 e´lectrons/seconde, soit d’importance. Par contre, si seulement quelques élec-
trons passent dans une fenêtre de détection de 2,5 ns, telle que celle utilisée dans les
travaux répertoriés ici, ces ﬂuctuations prennent toute leur importance. C’est pourquoi
il est nécessaire d’avoir, au minimum, une compréhension superﬁcielle du domaine de
la statistique aﬁn de comprendre les travaux présentés dans cette thèse.
1.2.1 Caractéristiques d’une distribution statistique : moments et
cumulants
Une méthode visuelle permettant de reﬂéter l’eﬀet des ﬂuctuations d’une valeur don-
née, ici le courant électrique, consiste à tracer un histogramme des événements obser-
vés. Il suﬃt pour ce faire de compter le nombre d’électrons passant dans un intervalle
de temps donné, ce qui donne l’axe horizontal de la distribution. Le nombre de fois
où n électrons sont passés dans une fenêtre de détection donne alors la hauteur de la
distribution pour une valeur n et ainsi de suite pour tout l’axe horizontal, tel qu’illus-
tré à la ﬁgure 1.4a. Dans le cas où les variables n sont continues plutôt que discrètes, il
est possible de décrire le comportement avec une fonction P (n) normalisée telle que
5. Un enregistrement du bruit «blanc» a le même son, peu importe la vitesse à laquelle il est joué.
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(a) (b)
Figure 1.4 – Histogramme d’une distribution gaussienne. (a) Nombre d’électrons traversant le dispo-
sitif dans une fenêtre de détection de τ = 2,5 ns. L’axe vertical représente le nombre de répétitions de la
traversée d’un nombre n d’électrons. (b) Le processus illustré est gaussien, avec une moyenne µ′ et un
deuxième moment σ2 ; ces deux quantités suﬃsent pour déﬁnir la forme de la distribution.
celle illustrée à la ﬁgure 1.4b. La forme d’une distribution se décrit à l’aide des moments
µ′m ≡ ⟨nm⟩, dont le premier moment µ′ est mieux connu sous le nom de moyenne :⟨n⟩ = ∫ nP (n)dn. Aﬁn de bien décrire une distribution, il est essentiel de connaître
tous ses moments. L’intérêt de cet ouvrage étant de traiter les ﬂuctuations autour de
la moyenne, il convient maintenant de déﬁnir les moments centrés, qui seront appelés
moments pour le reste de cet ouvrage[32, Chap. I] :
µm = ⟨(n − ⟨n⟩)m⟩ . (1.10)
Outre la moyenne, trois autres moments ont un nom dédié pour décrire leur eﬀet
sur la forme de la distribution. Le deuxième moment µ2 = σ2, nommé variance, donne
le carré de la déviation standard, qui représente la largeur de la distribution. Le troi-
sième moment, le «skewness» en anglais, caractérise la dissymétrie et l’inclinaison de la
distribution[46–50] alors que le quatrième moment, le «kurtosis», décrit l’aplatissement
horizontal de la distribution, donc son ratio largeur/hauteur à variance ﬁxe.
Les moments contiennent toutefois une quantité redondante. En eﬀet, outre la
moyenne et la variance centrée, tous les moments d’une distribution font intervenir les
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Figure 1.5 – (a) Illustration de l’eﬀet des cumulants κ3 et κ4 sur une distribution gaussienne. Le pre-
mier brise la symétrie de la courbe et le deuxième change le ratio largeur/hauteur. (b) Le nombre d’élec-
trons traversant un dispositif dans une fenêtre de détection pour un processus suivant une distribution de
Poisson. Il y a une légère diﬀérence entre une distribution gaussienne (trait noir) et une distribution de
Poisson.
moments d’ordre inférieur dans leur déﬁnition. C’est pourquoi la notion de cumulant
a été mise de l’avant. Un cumulant représente l’information statistique ne pouvant pas
être trouvée dans les moments d’ordre inférieur. Il faut donc soustraire les contributions
de ces derniers, ce qui donne pour les quatre premiers moments[26; 32, Chap. I] :
κ1 = µ1
κ2 = µ2 − µ21
κ3 = µ3 − 3µ2µ1 + 2µ31
κ4 = µ4 − 4µ3µ1 − 3µ22 + 12µ2µ21 − 6µ41.
(1.11)
L’eﬀet de l’existence de cumulants non-nuls pour les ordres supérieurs à 2 dans une
distribution statistique sont illustrés à la ﬁgure 1.5a.
Bien comprendre les phénomènes associés aux ﬂuctuations statistiques du courant
implique bien connaître les constituants élémentaires de cette statistique. Par consé-
quent, décomposer la distribution statistique en ses cumulants permet une interpréta-
tion physique allant au-delà de l’information que peut donner la moyenne. Pour chaque
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ordre supérieur sondé, les cumulants devraient fournir des informations de plus en plus
détaillées sur les corrélations microscopiques responsables du processus à la base de ces
ﬂuctuations[16; 51].
1.2.2 Distributions statistiques
La distribution de probabilité la plus facile à décrire est, sans aucun doute, la distri-
bution gaussienne
P (x) = (2πσ2)−1/2 exp [− (x − µ1)2
2σ2
] , (1.12)
qui utilise les termes déﬁnis dans la section 1.2.1. Dans un processus purement aléatoire
faisant intervenir un grand nombre d’événements variant autour d’une valeur attendue,
cette équation représente la distribution attendue des observations. Une gaussienne se
caractérise par des moments impairs supérieurs nuls µ′2m+1>1 = 0 et par des cumulants
d’ordre supérieur nuls κm>2 = 0. La distribution peut donc entièrement être caractérisée
par sa moyenne et sa variance, chaque moment supérieur étant une combinaison linéaire
de ces derniers.[32, Chap. I]
Les phénomènes de transmission électronique ne peuvent toutefois pas être repré-
sentés par une distribution gaussienne. Malgré la nature indépendante des transmissions
d’électrons, celles-ci se produisent à un certain intervalle, bien qu’il soit irrégulier. La dis-
tribution de Poisson, dont tous les cumulants sont égaux, peut être utilisée pour décrire
ce phénomène. Celle-ci dicte que la probabilité qu’exactement n des points aléatoires




1.2.3 Théorème de la limite centrale
La distribution gaussienne peut sembler limitée dans son application potentielle
pour cet ouvrage. Il est toutefois intéressant de noter que si un grand nombre de va-
riables indépendantes est traité, la distribution de ces variables tend vers une distribu-
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tion gaussienne. Donc même si la probabilité d’observer chaque élément n par lui-même
est décrite par une distribution non-gaussienne P (n) de moyenne nulle et de variance
ﬁnie, la somme d’un grand nombre de tels éléments peut être décrite par une gaussienne.
C’est ce qui s’appelle le théorème de la limite centrale ou loi des grands nombres. [24; 32,
Chap. I]
Une application de ce théorème se manifeste lorsqu’une fonction variant irréguliè-
rement est découpée en une collection de longs intervalles de temps. Tant que la valeur
d’une fonction dans un intervalle de temps donné n’inﬂuence pas sa valeur dans un autre
intervalle, ce type de moyennage automatique est valide et la moyenne temporelle est
égale à la moyenne sur l’ensemble.
1.2.4 Études statistiques réalisées sur les fluctuations de courant
Même lorsque la tension Vcc est ﬁxée aux bornes d’une résistance, des ﬂuctuations
autour du courant continu I = ⟨I (t)⟩ peuvent y être observées, tel que décrit dans la
section 1.1. Ces ﬂuctuations sont caractérisées par les moments d’ordres 2 et supérieurs
de la distribution de probabilité. Le second moment retourne l’amplitude des ﬂuctua-
tions de courant, mais une grande quantité d’information peut se trouver dans les autres
moments, information qui ressort dans les cumulants. Entre autres, les ﬂuctuations de
courant engendrées par une jonction tunnel sont Poissonniennes[52]. Elles devraient
donc présenter un quatrième cumulant non-nul, même en absence d’excitation. Les dif-
férentes études statistiques des ﬂuctuations réalisées avant la rédaction de cette thèse sont
donc présentées dans cette sous-section aﬁn de mettre en perspective les résultats mis de
l’avant dans cet ouvrage.
Troisième cumulant Avant les travaux présentés dans cette thèse, l’étude des ﬂuctua-
tions non-gaussiennes de systèmes électroniques simples tels que les jonctions tunnel et
les points de contact quantiques se limitait à l’observation du troisième cumulant du
bruit. Un premier ouvrage traitait de son observation dans une bande de fréquences
10 MHz − 1,2 GHz à T = 4 K, T = 77 K et 290 K[12]. Cette quantité, qui dépend for-
tement de la température en présence d’un environnement électromagnétique[53] dû à
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un mélange de corrélateurs de diﬀérents ordres[54], a aussi été observée indépendam-
ment du second moment[29], dans une barrière de transmission ajustable, soit un point
quantique[55], ainsi qu’à hautes fréquences (hf > eV, kBT ), soit dans le régime quan-
tique[27].
Statistique de comptage complet Aﬁn de décrire parfaitement le comportement
statistique du courant électrique, il serait nécessaire de connaître tous les moments
de sa distribution de probabilité. Pour ce faire, il faudrait compter individuellement
chaque électron lorsqu’il traverse le dispositif à l’étude, par exemple à l’aide d’un point
quantique[14], ce qui n’est pas toujours pratique. Il est toutefois possible de déterminer
ainsi la fonction de distribution du nombre d’électrons traversant un conducteur[17].
Cette méthode se nomme la statistique de comptage complet (FCS : «Full Counting
Statistics» en anglais).
Cette méthode-clé dans le domaine de l’optique quantique permet de caractériser
la complexité d’états optiques tels que la cohérence de photons, l’enchevêtrement et
la compression d’état[56; 57], phénomènes discutés dans la section 1.3. Les hautes fré-
quences associées aux événements reliés aux courants électriques typiques font de cette
méthode un bien plus grand déﬁ, requérant des appareils à détection rapide aﬁn de réa-
liser l’observation des charges.
Il existe une modélisation théorique de cette mesure basée sur la présence d’un élec-
tron de spin 1/2 couplé au courant. Lorsqu’une Vcc constante est appliquée sur l’échan-
tillon, en l’occurrence un point quantique, il est possible d’interpréter les résultats ob-
tenus en termes de passages discrets et indépendants d’électrons à diﬀérentes énergies.
Cette approche se généralise facilement au cas d’une tension de polarisation dépendant
du temps[17; 58]. Il s’agit donc d’un outil très intéressant dans l’étude des ﬂuctuations
de courant, car il permet de compter les électrons sans briser le circuit. Connaissant
parfaitement chacun des événements de la distribution statistique, il suﬃt d’analyser
mathématiquement les résultats aﬁn d’obtenir les cumulants d’intérêt. Il est d’ailleurs
possible d’observer expérimentalement les deuxième et troisième cumulants du cou-
rant traversant un point quantique ajustable[14] ainsi que le quatrième et le cinquième
cumulant[59]. Certaines expériences poussent même l’étude jusqu’au 15e`me cumulant,
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quoi qu’à ces niveaux, des oscillations de plus en plus larges sont observées[16].
Malgré sa puissance, cette méthode possède un désavantage ﬂagrant : tandis que dans
le domaine optique, il est possible de compter des photons un à un à la sortie d’un cir-
cuit, ceci n’est pas possible en électronique. Il est donc nécessaire d’apposer une sonde
directement sur le dispositif à l’étude et de diminuer le courant électrique à une valeur
inﬁme. De plus, l’interprétation de la statistique résultante n’est pas directe, la statis-
tique observée étant composée de plusieurs électrons, chacun démontrant diﬀérentes
diﬀusions chaotiques et de multiples réﬂexions avant d’entrer un terminal de sortie. Ce
sont là deux raisons pour lesquelles d’autres méthodes d’analyse statistique, telles que
celle utilisée dans cette thèse, trouvent leur utilité.
1.3 Corrélations
Cette section vise d’abord à présenter le concept de corrélation entre deux quantités
et les outils nécessaires à sa caractérisation. Elle aborde aussi l’application de ces outils
aux phénomènes de ﬂuctuations dans le courant électrique d’une jonction tunnel.
1.3.1 Fonctions de corrélation
Dans un système purement aléatoire, la valeur d’un élément est totalement indépen-
dante de la valeur de tout autre élément du système. Par exemple, lorsqu’une pièce de
monnaie est tirée à pile ou face, le résultat n’inﬂuence pas le résultat du tir d’une autre
pièce de monnaie. Pour déterminer à quel point deux résultats Y1 et Y2 sont liés entre
eux, il faut déﬁnir le corrélateur
C (Y1,Y2) = ⟨Y1Y2⟩ − ⟨Y1⟩ ⟨Y2⟩ = ⟨δY1δY2⟩ (1.14)
où δY = Y − ⟨Y ⟩. Dans un système à plusieurs variables, il est possible de constituer une
matrice dite de covariance dont chaque élément C (Yi,Yj) est retourné par l’équation
1.14. Les éléments diagonaux C (Yi,Yi) d’une telle matrice sont les variances et les élé-
ments hors-diagonaux, les covariances. Après normalisation, ces derniers sont appelés
coeﬃcients de corrélation et prennent la forme :
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ρij = C (Yi,Yj)√⟨δY 2i ⟩ ⟨δY 2j ⟩ . (1.15)
Une condition suﬃsante de non-corrélation des variables Yi et Yj est atteinte si leur
covariance est nulle ce qui, par contre, ne signiﬁe pas qu’elles sont statistiquement
indépendantes[32, Chap. I]. Les mêmes principes s’appliquent lorsque les fonctions trai-
tées sont des opérateurs quantiques Y → Yˆ . Il est alors crucial de tenir compte de l’ordre
des opérateurs lors de l’évaluation des éléments de la matrice.
Si les deux pièces de monnaie sont totalement indépendantes, elles sont dites non-
corrélées ou encore qu’elles ont un coeﬃcient de corrélation ρ1,2 = 0. Par contre, si
chaque fois que la première pièce tombe «pile», la deuxième fait de même, les deux
pièces sont dites corrélées, avec une corrélation ρ1,2 = 1 ; au contraire, si la deuxième
pièce donne toujours un résultat opposé à la première, les événements sont dits anti-
corrélés et ont alors une corrélation ρ1,2 = −1. Dans ces cas simplistes, les corrélations
non-nulles pourraient s’expliquer par une barre rigide reliant les deux pièces de monnaie,
tel qu’illustré du côté gauche de la ﬁgure 1.6.
L’exemple de la pièce de monnaie représente un système discret à deux niveaux : il
est impossible d’observer une valeur intermédiaire entre pile et face (discret) et aucune
autre valeur ne peut être observée (deux niveaux). Si les côtés «pile» et «face» étaient plu-
tôt des valeurs numériques, il en reviendrait au cas où Y2 = kY1, δY2 = kδY1 avec k, une
constante. Le corrélateur C (Y1,Y2) vaudrait alors k (⟨Y 21 ⟩ − ⟨Y1⟩2) = k ⟨δY 21 ⟩ ⇒ ρ1,2 = 1.
Les phénomènes répertoriés dans cet ouvrage sont plutôt continus, car il existe une
inﬁnité de valeurs pouvant être observées. De plus, dans les systèmes traités ici, la cor-
rélation pourra prendre des valeurs diﬀérentes de 1, 0 ou −1. L’image appropriée rem-
placera donc les pièces de monnaie par des sphères et la barre rigide par une tige ayant
une certaine ﬂexibilité, comme le montre la partie droite de la ﬁgure 1.6. Les quantités
observées pourront être assimilées à l’hémisphère nord ou sud de chaque sphère et le
niveau de corrélation à la rigidité de la tige.
Une fonction de corrélation d’intérêt particulier est l’auto-corrélation :
CY (t1,t2) ≡ ⟨Y (t1)Y (t2)⟩ − ⟨Y (t1)⟩ ⟨Y (t2)⟩ . (1.16)
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Figure 1.6 – Illustration d’une corrélation classique. a),b) Deux pièces de monnaie sont reliées par
une tige, source de leur corrélation. Chaque pièce peut donner soit rouge, soit bleu. Si elles sont toujours
pareilles (a), elles sont corrélées (ρ1,2 = 1) et si elles sont toujours diﬀérentes (b), elles sont anti-corrélées
(ρ1,2 = −1). Si aucune tige ne les relie, elles sont non-corrélées (ρ1,2 = 0). Il s’agit de systèmes discrets.
c),d) Deux sphères sont reliées par un ressort, source de leur corrélation. Ici, ∣ρ1,2∣ < 1 car le lien entre
les éléments du système n’est pas rigide. C’est un système continu. Un grand nombre d’expériences sont
nécessaires pour déterminer la valeur de la corrélation, car il est possible d’obtenir deux résultats diﬀérents
en c) et deux résultats pareils en d).
Celle-ci sonde une quantité Y à un temps t1 puis à un temps t2 aﬁn de quantiﬁer la corré-
lation entre deux événements subséquents, soit le deuxième moment centré à l’origine.
Dans le cas t1 = t2, elle représente la variance dépendant du temps ⟨Y (t)2⟩ = σ2 (t).
L’auto-corrélation permet de déﬁnir le concept de processus stationnaire. Il s’agit
d’un processus où les moments mesurés ne changent pas sous translation du temps,
soit ⟨Y (t1 + τ)Y (t2 + τ)⋯Y (tn + τ)⟩ = ⟨Y (t1)Y (t2)⋯Y (tn)⟩ pour tout n, τ ou
t1,t2,⋯,tn. Dans ce cas, CY (t1,t2) dépend seulement de ∣t2 − t1∣ et l’auto-corrélation est
considérée stationnaire. Les résultats de l’expérience ne devraient alors pas dépendre du
moment de départ ou de ﬁn de l’acquisition de données, mais seulement de sa durée.
Dans le cas où plus d’une quantité est observée, la fonction d’auto-corrélation peut être
remplacée par la matrice de corrélation, dont les éléments sont donnés par
⟨Yi (t1)Yj (t2)⟩ − ⟨Yi (t1)⟩ ⟨Yj (t2)⟩ . (1.17)
Ici, les éléments diagonaux représentent les auto-corrélations et les hors-diagonaux, les
corrélations croisées. Cette matrice s’applique entre autres au cas où deux photons sont
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observés aﬁn de déterminer s’ils sont indépendants, forçant i,j ∈ {1,2}. Dans le régime
stationnaire, qui est traité au cours de cet ouvrage, la matrice de corrélation se simpliﬁe
à[32, Chap. III] :
Cij (τ) = ⟨Yi (t)Yj (t + τ)⟩ − ⟨Yi (t)⟩ ⟨Yj (t + τ)⟩ = ⟨Yi (0)Yj (τ)⟩ − ⟨Yi⟩ ⟨Yj⟩ . (1.18)
Une première application de ce processus d’analyse consistait à analyser les quadra-
tures de champ de la radiation de corps noir émise par une résistance de 50 Ω. Les ré-
sultats ainsi obtenus prouvèrent directement que les ﬂuctuations du vide représentent le
bruit quantique minimal fondamental ajouté par un séparateur de faisceau à n’importe
quel signal d’entrée.[60]
1.3.2 Corrélations dans le bruit
La densité spectrale de bruit décrite à l’équation 1.2 est en fait un corrélateur de
courant. Ces corrélateurs sont habituellement déﬁnis en fonction du temps et à courant
moyen nul ⟨I⟩ = 0, tel que décrit dans la section 1.3.1 :
⟨I (t) I (t′)⟩ . (1.19)
Toutefois, si le passage de chaque électron n’est pas enregistré directement, tel qu’il est
le cas pour les travaux présentés dans cette thèse, une mesure en fonction du temps
requiert une très grande bande passante[61]. Aﬁn de pallier ce problème, il est expéri-
mentalement avantageux de travailler dans le domaine des fréquences d’observation du
courant avec le corrélateur
⟨I (f) I (f ′)⟩ . (1.20)
Dans le régime stationnaire, ce corrélateur est nul sauf à f ′ = −f ; dans ce cas pré-
cis, il correspond à la densité spectrale de bruit S2 (f). Un détecteur de puissance
de bande passante ∆f peut retourner une quantité proportionnelle à S2 (f) puisque⟨P ⟩ = R ⟨I2⟩ = RS2 (f)∆f .
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Figure 1.7 – Corrélations entre bandes de fréquences. (a) Une fréquence d’excitation f0 inférieure
à la bande passante d’un ﬁltre induit des corrélations entre les composantes de Fourier des ﬂuctuations
à l’intérieur de cette bande passante. Les δP de bandes indépendantes sont corrélés s’ils oscillent à la
même fréquence f0. (b) Une fréquence d’excitation f0 faisant le pont entre les fréquences de deux ﬁltres
indépendants induit une corrélation entre les composantes de Fourier spéciﬁques à chaque ﬁltre. Si la
fréquence ne relie pas les deux bandes, aucune corrélation ne sera détectée.
Il est aussi possible d’étudier le corrélateur de l’équation 1.20 avec des combinai-
sons de fréquences plus exotiques. Un corrélateur ⟨I (f) I (pf0 − f)⟩ non-nul est indi-
catif d’une corrélation entre les composantes de Fourier à f et pf0 − f . Or, exciter un
dispositif à une fréquence f0 induit des oscillations dans la densité spectrale de bruit
aux harmoniques pf0 de cette fréquence. Un détecteur de puissance retourne alors une
puissance P = ⟨P ⟩ + δP (t) où δP (t) oscille à la fréquence f0 et à ses harmoniques
puisque P ∝ S2 (f). Si ce détecteur est placé à la sortie d’un ﬁltre de largeur de bande
ﬁnie ∆f centrée autour d’une fréquence f , il est possible de mesurer des corrélateurs⟨I (f ′) I (pf0 − f ′)⟩ tant que {f ′,pf0 − f ′} ∈ [f −∆f/2, f +∆f/2].
Un autre corrélateur d’intérêt déﬁni à partir de l’équation 1.14 est le corrélateur
puissance-puissance
G2 = ⟨δP1δP2⟩ (1.21)
entre les ﬂuctuations de puissance à des fréquences f1,2 indépendantes. Il suﬃt de tron-
quer la partie cc à la sortie des détecteurs de puissance pour observer clairement ces
ﬂuctuations. Si la fréquence d’excitation pf0 est inférieure aux deux bandes passantes,
une forte corrélation est enregistrée entre les deux δP puisqu’ils oscillent tous deux à
pf0. Ce type de corrélation est illustré à la ﬁgure 1.7a. Un G2 non-nul peut aussi être
observé si f1+pf0 ∈ [f2 −∆f2, f2 +∆f2] ou f2+pf0 ∈ [f1 −∆f1, f1 +∆f1], ce qui est re-
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présenté à la ﬁgure 1.7b. Cette quantité est reliée au quatrième cumulant des ﬂuctuations
de puissance émises par une jonction tunnel, tel qu’il le sera décrit à la section 3.1.1.
1.3.3 Bruit photo-assisté et susceptibilité de bruit
Les corrélateurs de la section 1.3.2 permettent d’en connaître bien plus sur le cou-
rant qu’avec la simple mesure de son premier moment. En eﬀet, le courant moyen ⟨I⟩
dû à l’application d’une tension continue Vcc ne donne aucune information autre que
la conductance diﬀérentielle G = 1/R = dI
dV
du dispositif, soit la conductance cc[28]. Il
est possible d’extraire plus d’information sur ce dispositif en ajoutant une tension d’ex-
citation Vca ; par exemple, en excitant avec une tension V (t) = Vcc + Vca cos (2πf0t),
une mesure du courant I (f0) en fonction de la fréquence suivant la méthode décrite à
l’annexe C.1 peut retourner la conductance dynamique G (f0).[62]
Le corrélateur S2 (f) présenté à l’équation 1.2 représente une première quantité pou-
vant être sondée au-delà du premier moment du courant, quantité qui s’étudie d’abord
dans le régime stationnaire S2 (f) = ⟨∣I (f)∣2⟩. Dans sa forme la plus simple, cette carac-
térisation se réalise sur un dispositif soumis à une tension de polarisation Vcc ; il s’agit
d’ailleurs du premier type d’observation des ﬂuctuations ayant été eﬀectué en profon-
deur dans les conducteurs quantiques[58; 63].
Il existe toutefois une pléthore d’informations accessibles par la densité spectrale de
bruit si une photo-excitation d’amplitude Vca et de fréquence f0 est ajoutée à la tension de
polarisation. Dans ces conditions, le bruit varie en fonction du temps selon la fréquence
f0, tel que mentionné dans la section 1.3.2. La mesure de S2 (f) retourne alors le bruit




2 (Vcc,f,f0, Vca) = +∞∑
n=−∞
J2n (eVcahf0 )S2 (Vcc − nhf0/e,f) , (1.22)
où Jn est la fonction de Bessel du premier ordre. Ce comportement est tracé à la ﬁgure
1.8.
Dans la limite où f0 → 0, le bruit oscille avec la tension de façon adiabatique. La
densité spectrale moyenne est donc donnée par la moyenne de S2 (V,f) sur la période
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(a) (b)
Figure 1.8 – Bruit photo-assisté dans une jonction tunnel en unités de température. (a) L’excitation
à tension alternative Vca de fréquence f a pour eﬀet d’augmenter la densité spectrale de bruit à basses
tensions Vcc et d’ajouter des cassures à eVcc = (±mhf0 ± hf) (ligne bleue). (b) Une température trop
élevée adoucit les cassures (courbe verte), cachant la nature quantique de cet eﬀet.
d’oscillation de V (t), soit :
S
pa
2 (Vcc,f,f0 → 0,Vca) ≃ f0∫ 1/f0
0
S2(Vcc + Vca cos (2πf0t) ,f)dt, (1.23)
qui ne dépend pas de la fréquence d’excitation. Il en revient donc à polariser le dispositif
avec une tension cc supplémentaire de la valeur eﬃcace (RMS) de Vca [51] pour les faibles
tensions d’excitation.
À l’instar du courant, qui peut être décrit dynamiquement par sa conductance ca, le
bruit possède, lui aussi, une réponse dynamique. Celle-ci se caractérise par la susceptibilité
de bruit
Xp ≡ ⟨I (f) I (pf0 − f)⟩ , (1.24)
soit l’équation 1.20 avec f ′ = pf0 − f . Comme cette quantité, qui est proportionnelle
aux variations de puissance δP décrites à la section 1.3.2, varie à la fréquence pf0, elle
représente bien la correction dynamique à S2 (Vcc,f) due à une excitation f0. Cette
correction révèle donc des informations au-delà de celles obtenues pour le BPA (cas
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p = 0), tel que rapporté dans la littérature[7; 15; 18; 64] ; son comportement théorique
est décrit par l’équation[15; 62; 64; 65] :
Xp (Vcc,f,f0,z) = +∞∑
n=−∞




où z = eVca/ (hf0). Ici, la somme exprime l’interférence du processus lorsque n photons
sont absorbés et n ± p sont émis ou vice versa, chaque absorption ou émission étant
pondérée par une amplitude Jn (z)Jn+p (z)[27].
En eﬀet, le bruit de grenaille peut être décrit en termes d’émissions et d’absorptions
de photons par les électrons présents dans un réservoir soumis à une tension dépendant
du temps[18]. Exciter le dispositif à une fréquence f0 revient à envoyer des photons
d’énergie hf0 sur ces électrons, créant ainsi des paires électron-trou[51]. Ce phénomène
a déjà été observé dans un conducteur métallique[10] et dans un supraconducteur [66].
La presque totalité des paires électron-trous doivent alors se re-combiner et disposer
de l’énergie absorbée en émettant n photons de fréquences f1,⋯,fn telles que hf0 =
hf1+⋯+hfn. Ce processus n’étant pas régulier dans le temps, il en résulte des ﬂuctuations
dans le courant mesuré aux bornes du dispositif. Une étude de ce type a été rapportée
par Ivanov et Levitov en 1993[67].
Encore une fois, dans le régime basses fréquences f0 → 0, le bruit répond de façon
adiabatique aux excitations ; il est alors possible de décrire la densité spectrale de bruit
par son développement de Taylor au deuxième ordre









ce qui donne comme susceptibilité de bruit Xp=1 ≃ Vca ∂S02(Vcc,f)∂V au premier ordre et
Xp=2 ≃ V 2ca4 ∂
2S02(Vcc,f)
∂V 2
au deuxième ordre, valeurs qui oscillent à f0 et 2f0 respectivement.
Le terme d’ordre 0 en Vca correspond bien au développement limité du BPA présenté à
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l’équation 1.23. Pour les fréquences d’excitation hf0 ≫ kBT , ce qui est le cas d’intérêt
dans le régime quantique, l’approximation adiabatique ne permet plus de décrire les
comportements observés et seule l’équation 1.25 peut être utilisée à cette ﬁn.
1.3.4 Approche optique
Le développement des outils d’analyse des corrélations a d’abord connu son essor
dans le domaine de l’optique. Comme il existe des détecteurs permettant d’observer
des photons un à un tout en maintenant un échantillonnage statistique signiﬁcatif, il
est normal qu’il s’agisse là d’un champ propice à la mise à l’épreuve de ces techniques.
L’étude des ﬂuctuations électriques faite dans cet ouvrage passe donc d’abord par une
description optique de certaines quantités d’intérêt.
Un outil visant à quantiﬁer la corrélation des intensités de lumière à deux points
dans l’espace-temps se nomme le degré quantique de cohérence. Celui-ci s’évalue en
étudiant le taux d’absorption simultanée de deux photons à ces deux points. Dans le
cas de corrélations purement temporelles, il convient d’utiliser la forme normalisée de
la fonction de corrélation de Glauber. Celle-ci correspond aux corrélations intensité-
intensité, une sonde habituelle des propriétés de la lumière. En prenant n1,2, le nombre
de photons détectés à une fréquence f1,2, ce corrélateur est déﬁni par [68–70]
g2 = ⟨n1n2⟩⟨n1⟩ ⟨n2⟩ , (1.27)
ce qui est lié au corrélateur puissance-puissance carG2 = ⟨δP1δP2⟩∝ ⟨δn1δn2⟩ = ⟨n1n2⟩−⟨n1⟩ ⟨n2⟩. Une forme plus appropriée à l’analyse de G2 est présentée à la section 3.1.2.
Dans le cas d’un corrélateur respectant g2 − 1 > 0, le champ est dit groupé 6 avec une
statistique super-Poissonnienne[71] et si g2−1 < 0, le champ est dit anti-groupé avec une
statistique sous-Poissonnienne[68; 72; 73].
6. ou «mottonné», pour utiliser le vocabulaire de Jean Olivier Simoneau, M. Sc.
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1.3.5 Enchevêtrement
L’exemple des pièces de monnaie liées mentionné au début de la section 1.3 illustre
clairement le cas d’un système corrélé par une restriction évidente. Dans certains sys-
tèmes toutefois, les pièces de monnaies sont corrélées sans cause apparente ; les résultats
observés sont toujours corrélés ou anti-corrélés, mais rien dans les observations ﬁnales
ne peut expliquer ce phénomène. Tout ce que l’observateur sait est «pareil/diﬀérent».
Cela n’exclut pas l’existence d’une source de corrélation lors de la préparation de l’état.
Toujours avec le même exemple, il est possible d’élaborer un dispositif faisant sauter les
deux pièces de monnaies identiquement puis se cachant avant que l’expérimentateur ne
réalise sa mesure ; dans ce cas, seulement la disposition initiale des pièces aﬀecterait le
résultat.
Cette situation illustre le concept de paramètres globaux cachés proposé par Einstein,
Podolsky et Rosen en 1935[74] en réponse à l’utilisation de la fonction d’onde pour dé-
crire la réalité physique. Les auteurs y argumentent qu’une théorie physique doit être à
la fois correcte et complète, donc que tout système semblant pouvoir communiquer de
l’information de façon instantanée entre deux objets séparés d’une distance ﬁnie doit,
en fait, posséder un élément de la réalité physique permettant de prévoir cette quan-
tité. Einstein et al. espéraient ainsi s’aﬀranchir du problème d’interaction troublante à
distance («spooky interaction at a distance» en anglais), connue depuis sous le nom de
paradoxe EPR.
Il fallut attendre 1964 pour que John Bell présente une situation permettant
l’observation de phénomènes optiques classiquement impossibles[75] sous certaines
contraintes. Connu sous le nom d’«Inégalités de Bell», cet article représente la première
description d’une telle situation, dont les observations les plus notables ont été réalisées
par Alain Aspect plus de 26 ans plus tard[76–78]. Il s’agit de la meilleure illustration d’un
phénomène nommé enchevêtrement. L’enchevêtrement se sépare en trois sous-catégories,
soient du moins stricte au plus stricte l’inséparabilité quantique, le pilotage («steering»)
EPR et la non-localité de Bell. [79; 80] La présente section vise à établir une distinc-
tion entre ces sous-catégories ainsi que des critères permettant d’identiﬁer la situation à
l’étude.
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1.3.5.1 Critère de séparabilité
La première condition à l’enchevêtrement est l’inséparabilité. Cette condition vériﬁe
si les résultats obtenus sont possibles avec deux 7 objets indépendants. Cette vériﬁcation
s’eﬀectue à partir d’une variation sur le principe d’incertitude d’Heisenberg, qui stipule
que pour la mesure de la position X et de la quantité de mouvement P d’une particule,




L’incertitude sur une quantité statistique est habituellement donnée par sa variance, soit
le deuxième moment discuté dans la section 1.2.1.
Un objet unique doit donc respecter cette relation pour toute paire de variables
conjuguées. Mais qu’en est-il d’une paire d’objets enchevêtrés ? C’est ici que prend tout
son sens le critère d’inséparabilité. Celui-ci est basé sur le calcul de la variance totale
d’une paire d’opérateurs EPR. Aﬁn de combiner les opérateurs normalisés de position
xˆj = Xˆj/√2h̵ et de quantité de mouvement pˆj = Pˆj/√2h̵ des deux objets à l’étude, de
nouveaux opérateurs sont déﬁnis comme suit[81] :
uˆ = ∣a∣ xˆ1 + 1
a
xˆ2




où a est un nombre réel arbitraire non-nul qui vaudra ±1 dans l’intégralité de cette
thèse. Si les opérateurs position et quantité de mouvement respectent la relation de
commutation [xˆj,pˆj′] = xˆj pˆj′ − pˆj′xˆj = iδjj′ avec j,j′ ∈ {1,2}, la nature séparable est
caractérisée par la variance totale 8
⟨(∆uˆ)2⟩ + ⟨(∆vˆ)2⟩ ≥ 2. (1.30)
Donc tout état séparable devra avoir une variance totale supérieure ou égale à 2, tandis
7. Rien n’interdit l’existence d’un système enchevêtré à plus de deux objets, mais l’observation d’un
tel système serait fort complexe et les démonstrations mathématiques associées, cauchemardesques.
8. car a2 + 1/a2 = 2 dans le cas traité ici
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qu’un état maximalement enchevêtré aura une variance totale nulle[81]. Tous les états
entre ces deux limites sont dits non-séparables.
Il est plus facile de sonder la nature séparable d’un système si l’expérimentateur a
accès à toute l’information sur l’état quantique après la mesure, ce qui se traduit par des
corrélateurs ⟨ab⟩ où {a,b} ∈ {x1,p1,x2,p2} sont les quantités sondées. L’incertitude sur
ces corrélateurs ne peut s’obtenir que par une étude réalisée sur un grand nombre d’états
préparés identiquement. La mesure complète d’un état gaussien à N modes s’accomplit
en déterminant la matrice de corrélation du deuxième moment 2N × 2N , ce qui corres-
pond àN(1+2N) entrées indépendantes en prenant compte de la symétrie de la matrice
de corrélation.[4] Il en découle la matrice de covariance qui, pour N = 2, regroupe les
corrélateurs du système dans une matrice 4×4 de la forme (x1p1x2p2×x1p1x2p2)[80–87] :
⎛⎜⎜⎜⎜⎜⎜⎝
γ1 0 δx 0
0 γ1 0 −δp
δx 0 γ2 0
0 −δp 0 γ2
⎞⎟⎟⎟⎟⎟⎟⎠
. (1.31)
Il est possible de choisir δx ≥ δp ≥ 0. Dans ce cas, il s’agit d’une matrice de covariance
(MC) si et seulement si γ2 − δ2x ≥ 1 et celle-ci décrit un état non-séparable si et seulement
si 1 > (γ1 − δx) (γ2 − δp).
À l’instar des travaux de Vidal et Werner en 2002[88], il convient de simpliﬁer la
matrice rapportée à l’équation 1.31 en utilisant γ1 = γ2 = γ et δx = δp = δ. Cette dernière
prend alors la forme symétrique
MMC =
⎛⎜⎜⎜⎜⎜⎜⎝
γ 0 δ 0
0 γ 0 −δ
δ 0 γ 0
0 −δ 0 γ
⎞⎟⎟⎟⎟⎟⎟⎠
(1.32)
qui, de plus, respecte les conditions nécessaires à un état gaussien pur[82]. Les deux para-
mètres indépendants de la matrice 1.32 se combinent pour donner les seuls paramètres
servant à qualiﬁer à quel degré le système est non-séparable (voir la section 1.3.5.2),
soient la pureté µ et le nombre moyen d’événements détectés par chaque observateur n¯.
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Comme γ = 1 + 2n¯ et δ = 2µ√n¯ (1 + n¯)[80], ces quantités sont déﬁnies ainsi :






n¯ (1 + n¯) = δ√γ2 − 1 . (1.34)
La pureté µ = 1
detMMC [87] représente un paramètre de mélange déﬁni aﬁn que la ma-
trice de covariance soit linéaire en µ et que 0 ≤ µ ≤ 1. Ainsi, µ = 0 correspond à un état
non-corrélé et µ = 1 à un état pur ou maximalement enchevêtré. Les principales réalisa-
tions de la création de paires de photons micro-ondes non-séparables à diﬀérents points
dans l’espace ont été exécutées à l’aide de circuits supraconducteurs, d’un ampliﬁcateur
paramétrique[5], d’un mixeur Josephson[19] et dans un résonateur supraconducteur en
utilisant un SQUID[20].
1.3.5.2 Systèmes non-séparables
Il existe trois niveaux de systèmes non-séparables. La catégorie la moins stricte est
l’enchevêtrement et la plus stricte, la non-localité de Bell. Entre les deux se trouve la caté-
gorie d’état susceptible au pilotage EPR. Cette section vise à expliquer ces trois niveaux
de façon superﬁcielle. Le lecteur intéressé à une connaissance plus approfondie du sujet
peut s’attaquer, à ses risques et périls, aux travaux de Wiseman et al.[79] et Cavalcanti et
al.[80].
Soit une situation où deux expérimentateurs séparés, Alice et Bob, partagent un état
quantique à variables conjuguées nommé système total. Celui-ci est constitué de deux
états individuels préparés simultanément nommés sous-systèmes. Chaque expérimenta-
teur peut sonder seulement son propre sous-système. Alice utilise les opérateurs A1 et
A2 et Bob, B1 et B2. L’incertitude sur les mesures est retournée par les variances locales⟨AkAk′⟩ et ⟨BkBk′⟩ pour les sous-systèmes. Pour le système total, elle est retournée par
les variances globales ⟨AkBk′⟩ et ⟨A2k ±B2k′⟩ /2.
Si toutes ces variances retournent des résultats compatibles avec la mécanique quan-
tique, donc si la condition présentée à l’équation 1.30 est respectée, les sous-systèmes
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sont dit états séparables. Les résultats obtenus par Alice et Bob auraient donc pu être
obtenus si les sous-systèmes avaient été préparés séparément.
Enchevêtrement Par contre, si lorsque Alice et Bob eﬀectuent leurs mesures, il existe
des variances qui violent la condition posée à l’équation 1.30, les systèmes sont dits
non-séparables ou enchevêtrés. Les opérateurs d’intérêt sont alors du type décrit par
l’équation 1.29. Dans ce cas, le critère d’enchevêtrement utile est[80, éq. (71)]
µ > n¯√
n¯ (1 + n¯) , (1.35)
où µ et n¯ sont déﬁnis selon les équations 1.33 et 1.34. Il est donc nécessaire de connaître
toutes les variances globales aﬁn de remplir la matrice de l’équation 1.32 pour tester ce
critère. Les variances des sous-systèmes n’ont toutefois pas besoins d’être toutes connues
puisque les variances ⟨A1A2⟩ et ⟨B1B2⟩ n’entrent pas dans ce calcul. Dans ce cas, le
système total est parfaitement connu mais ce n’est pas nécessairement le cas pour les
sous-systèmes.
Donc si µ ne respecte pas l’équation 1.35, le système total est nommé état enchevêtré
ou intriqué. Il s’agit de la catégorie la plus générale de systèmes non-séparables, où la me-
sure d’un expérimentateur n’inﬂuence pas l’incertitude des résultats observés par l’autre
expérimentateur. Une démonstration de l’enchevêtrement quantique a déjà été réalisée à
l’aide d’états de photons dans deux résonateurs linéaires micro-ondes indépendants[89].
États non-locaux de Bell L’ensemble non-séparable faisant preuve de la plus stricte
condition est celui constitué d’états non-locaux de Bell. Dans le cas d’états gaussiens
symétriques à deux modes, celui-ci correspond à une pureté µ = 1[90], donc à un en-
chevêtrement maximal. Dans ces conditions, si Alice décide de mesurer l’opérateur A1,
les résultats des mesures de Bob seront limités à un sous-ensemble formé à partir du
sous-système auquel il avait accès avant la mesure d’Alice. Si elle choisit plutôt de mesurer
l’opérateur A2, un sous-ensemble d’états diﬀérent sera accessible par Bob. Elle diminue
ainsi séparément l’incertitude sur les ∆Bk.
Il en découle qu’en réalisant sa mesure, Alice restreint l’éventail de résultats que Bob
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peut mesurer. L’incertitude sur les résultats de ce dernier est alors plus faible que ce
qu’il en serait sans l’intervention d’Alice. Il faut donc le connaître parfaitement pour
conﬁrmer cette situation, donc mesurer toutes les ⟨BkBk′⟩.
Pareillement, si Bob décide de mesurer B1 plutôt que B2, le sous-ensemble d’états
accessibles par Alice sera diﬀérent, diminuant ses ∆Ak. Si celles-ci chutent aussi sous la
limite quantique, chaque expérimentateur peut inﬂuencer les résultats de l’autre. Il faut,
encore une fois, mesurer toutes les ⟨AkAk′⟩ pour conﬁrmer ceci et enﬁn prouver que
chaque expérimentateur peut amener les incertitudes des résultats obtenus par l’autre
sous la limite quantique.
Un tel résultat n’est toutefois possible qu’en présence d’enchevêtrement aﬁn que
les variances locales faibles soient compensées par des variances globales plus élevées.
En conséquence, il est essentiel de connaître toute l’information sur le système total
et les deux sous-systèmes, donc toutes les variances, pour prouver que la variance totale
présentée à l’équation 1.30 vaut bien 0. Les sous-systèmes sont alors appelés états Bell
non-locaux ou états délocalisés.
Pilotage («Steering») Le phénomène de pilotage EPR, que Schrödinger ne croyait
pas observable expérimentalement[79], se trouve entre ces deux frontières. Si la mesure
choisie par Alice restreint les états auxquels Bob a accès au point de lui permettre de vio-
ler la relation d’incertitude mais que la mesure choisie par Bob n’affecte pas les incertitudes
d’Alice de la même façon, l’état de Bob est dit «pilotable». Alice peut donc, par le choix
de sa mesure, décider de ce que Bob peut observer, mais le contraire est faux ; c’est un
phénomène asymétrique. Une telle situation est illustrée à la ﬁgure 1.9. Dans ce cas, la
est telle que le critère[80, éq. (74)]
µ > 1 + 4n¯
4
√
n¯ (1 + n¯) (1.36)
n’est pas respecté. Cette conjecture requiert la connaissance totale des ⟨BkBk′⟩ aﬁn de
prouver que le sous-système de Bob présente des variances inférieures à la limite quan-
tique. Le sous-système d’Alice peut être quelconque, mais le système total doit être en-
chevêtré, pour compenser les faibles variances locales de Bob. Suivant ces déﬁnitions, un
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Figure 1.9 – Représentation schématique du phénomène de pilotage EPR, inspiré des travaux de Händ-
chen et al.[91]. La zone grisée représente tous les résultats possibles pour Alice et l’ellipse jaune, ceux
accessibles par Alice et Bob. L’incertitude sur toute mesure individuelle a la forme d’une ellipse d’aire
supérieure à la limite quantique (ellipse en tirets noirs). Alice mesure A1 et A2 (lignes bleue et verte) avec
une certaine incertitude (ellipse rouge). Elle ﬁxe ainsi l’éventail de résultats accessibles par Bob pour ses
mesures de B1 (ellipse bleue) et de B2 (ellipse verte). Les incertitudes ∆B1,2 sont données par les ﬂèches
de couleur. L’incertitude totale sur les résultats de Bob est représentée par l’ellipse cyan. L’incertitude de
Bob est plus faible que celle du vide, ce qui n’est pas le cas pour Alice.
état Bell non-local est dit pilotable dans les deux directions.
Une réalisation expérimentale du pilotage EPR pour des variables dynamiques ayant
un spectre continu a été réalisée en 1992[92]. Il s’agit là de la première réalisation d’une
telle expérience sur un système à variables non-discrètes. Händchen et al.[91] ont aussi
démontré l’existence de pilotage dans un système à deux modes gaussiens enchevêtrés
de lumière. Une manipulation basée sur cet article pouvant possiblement mener à l’ob-
servation du phénomène de pilotage EPR en termes des mesures eﬀectuées dans le cadre
de cette thèse est suggérée à la section 3.2.3 et un exemple de résultats compatibles à
l’annexe A.
1.3.6 Compression d’état («Squeezing»)
Dans les jonctions tunnel à l’étude dans cet ouvrage, le transport électronique
est principalement gouverné par les lois de la mécanique quantique. Une des ques-
tions ouvertes majeures de ce domaine vise ce qui se produit si des observables non-
commutatives sont mesurées simultanément. Puisque les opérateurs de courant à temps
diﬀérents ne commutent pas, les fonctions de corrélation haute-fréquence du courant dé-
coulent de cette question quantique fondamentale.[93] Encore une fois, la majorité des
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(a) (b)
Figure 1.10 – Représentation schématique du phénomène de compression d’état[68; 69; 94; 95] (a)
Les variances des opérateurs de quadrature Xˆ et Yˆ d’un état cohérent respectent l’équation 1.38 et ∆X =
∆Y . α représente l’amplitude moyenne mesurée et la région ombrée, l’incertitude. Dans le cas spécial
de l’état du vide, ∣Xˆ ∣ = ∣Yˆ ∣ = ∣α∣ = 0 et la limite inférieure de l’équation 1.38 est atteinte. (b) Pour des
eﬀets quantiques signiﬁcatifs, les incertitudes peuvent demeurer un état d’incertitude minimale mais les
variances prendront la forme de l’équation 1.39. La compression peut prendre un angle θ selon la phase
de la mesure. L’aire de l’ellipse en (b) ne peut pas être inférieure à l’aire du cercle en (a).
outils utilisés pour traiter les ﬂuctuations ayant été développés pour le domaine de l’op-
tique, la démonstration des concepts-clés passe par des exemples pris dans ce domaine.
Lorsque le système à l’étude fait intervenir des champs optiques, ceux-ci doivent
obéir aux lois de la mécanique quantique. Ils possèdent donc une indétermination quan-
tique inhérente ne pouvant pas être éliminée. L’amplitude de ce bruit minimal est obser-
vable même en absence d’excitation, c’est pourquoi il est appelé «ﬂuctuations du vide»,
phénomène discuté dans la section 1.1.3. Par analogie avec la position et la quantité de






(aˆ − aˆ†) . (1.37)
Ces opérateurs de quadrature représentent les composantes en phase et en quadra-
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ture 9 de l’amplitude du champ électrique à une fréquence donnée par rapport à une
référence classique proportionnelle à cos (2πft)[4]. Ils satisfont la relation de commuta-
tion [Xˆ,Yˆ ] = i et leur variance respecte la relation d’incertitude (équation 1.28)[4; 68] :
⟨∆X2⟩ ⟨∆Y 2⟩ ≥ 1/4. (1.38)
Bien que le bruit quantique ne puisse pas être éliminé, il est possible de le minimi-
ser à l’aide de certaines manipulations techniques. En eﬀet, rien n’empêche l’une de ces
incertitudes d’être inférieure à 1/2 si l’autre incertitude augmente pour compenser. Les
limitations sur la précision pouvant être atteinte lors de la spéciﬁcation de deux variables
conjuguées sont données par la limite quantique standard, qui suit l’argumentaire sui-
vant : les opérateurs de l’équation 1.37 respectent la relation d’incertitude d’Heisenberg
(équation 1.28) ; la limite quantique standard présume que dans les états d’intérêt ici,
l’incertitude minimale sera le cas où ∆X =∆Y et ainsi ∆X2 =∆Y 2 = 1/2.
C’est certainement là le cas pour l’état de plus basse énergie de l’oscillateur harmo-
nique, qui correspond à un état thermique de température nulle[94, Chap. 10]. Lors-
qu’une quadrature voit son incertitude descendre sous cette valeur, ici (∆X)2 < 1/2, au
dépends de l’autre quadrature, le système subit ce qui s’appelle une compression d’état 10
(«squeezing» en anglais), qui n’est accessible qu’en ajoutant une excitation extérieure au
système, augmentant ainsi le bruit total. Dans le cas d’incertitude minimale, les incerti-
tudes des opérateurs de quadrature sont données par[69] :
⟨(∆X)2⟩ = e−2s/2⟨(∆Y )2⟩ = e2s/2. (1.39)
La possibilité d’atteindre l’incertitude minimale est gouvernée par la phase de la mesure,
représentée par le paramètre θ décrit à la ﬁgure 1.10, qui doit respecter ∣cos θ∣ < ∣tanh s∣.
L’état sera d’incertitude minimale 1/2 si θ ∈ {0,π} et d’incertitude maximale (cosh 2s) /2
si θ ∈ {π/2,3π/2}. La suppression de bruit sous la limite du vide quantique peut être com-
prise comme un eﬀet de l’augmentation de la régularité des événements de transmission
9. donc les parties réelles et imaginaires
10. Merci à Samuel Boutin (via Jean Olivier Simoneau) pour cette traduction fort appropriée.
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due à la statistique de Fermi[17].
Ce phénomène, décrit largement dans la littérature[64; 69; 94; 95], se déﬁnit préci-
sément seulement dans le cas des opérateurs d’un oscillateur harmonique. Il s’agit d’un
état gaussien avec un produit d’incertitude minimal. L’état du vide devient alors une
combinaison linéaire d’états dont les moyennes sont prescrites et qui sont décrits par
une matrice de covariance (équation 1.31).
Le concept de compression d’état peut être étendu à un cas à n−modes, où n oscil-
lateurs harmoniques sont enchevêtrés et les opérateurs comprimés sont des combinai-
sons linéaires des opérateurs de quadrature de ces oscillateurs[96]. Deux expériences de
marque ayant traité de la compression d’état à un mode (n = 1) dans le domaine optique
présentaient des réductions de ﬂuctuations de 30%[97] et 69%[98] sous la limite quan-
tique. Dans cette thèse, l’étude de la compression d’état est réalisée strictement dans le
cas n = 2, donc dans le cas d’oscillateurs harmoniques enchevêtrés. Les opérateurs de
quadrature utilisés sont donc, en termes de courant[64; 65],
Xˆ1,2 = Iˆ (f1,2) + Iˆ (−f1,2)√
2





où Iˆ (f) est l’opérateur courant à fréquence f .
Deux méthodes peuvent être utilisées pour détecter un état du vide comprimé à
deux modes. D’abord, il est possible de mesurer conventionnellement les corrélations
dans les faisceaux conjugués. La corrélateur photon-photoncorrélation relative, telle que
décrite par la fonction de corrélation de Glauber répertoriée à l’équation 1.27, est alors
d’un intérêt spécial, les corrélations étant évidentes pour un g2 élevé. Il est aussi possible
d’analyser la forme de la distribution de photons. Celle-ci s’observe à-travers le facteur
de réduction de bruit (NRF : «Noise Reduction Factor» en anglais) 11 :
NRF = ⟨(δn1 − δn2)2⟩⟨n1⟩ + ⟨n2⟩ , (1.41)
soit le ratio de la variance de la diﬀérence du nombre de photons par rapport au nombre
moyen total de photons dans deux faisceaux conjugués.[70; 100]
11. ⟨δn2⟩ = ⟨n⟩ (⟨n⟩ + 1)[99]
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D’un point de vue expérimental, une application de ce critère de qualiﬁcation des
corrélations dans un état quantique à deuxmodes créé par un ampliﬁcateur paramétrique
non-dégénéré présentait 1,9 dB de corrélation quantique entre le signal mesuré et le
nombre de photons au repos[101]. De plus, l’étude par tomographie d’états d’un état
comprimé itinérant du champ micro-ondes préparé par un ampliﬁcateur paramétrique
Josehpson a atteint un minimum de 68% du niveau de bruit du vide[102] tandis que
la mesure se rapprochant le plus de l’expérience de compression d’état réalisée dans le




Réaliser une étude statistique pertinente des ﬂuctuations de courant est un déﬁ ex-
périmental colossal. Tel que mentionné dans la section 1.2.3, un trop grand nombre
d’événements enregistrés simultanément risque de respecter une distribution gaussienne
à l’exception de très légères déviations ; une résolution temporelle extrêmement ﬁne est
donc requise aﬁn de séparer les événements de transport électronique observés. Un autre
obstacle à surmonter est celui du bruit thermique. À température ambiante, ce dernier
obscure toute autre forme de ﬂuctuation dans le courant électrique, c’est pourquoi il est
nécessaire de réaliser l’acquisition de données à très basse température. L’importance du
bruit thermique devenant négligeable à haute fréquence, les fréquences de travail doivent
aussi être élevées, ce qui représente une autre embûche potentielle dans le parcours à
suivre.
Ce chapitre vise donc à décrire la méthode expérimentale utilisée aﬁn d’obtenir les
résultats rapportés dans cette thèse. La première section dépeint les grandes lignes de
la méthode expérimentale et la deuxième, le type d’échantillon à l’étude, une jonction
tunnel. La section suivante détaille le système de refroidissement utilisé, un cryostat à
dilution à circuit fermé. Par la suite, la démarche expérimentale générale est détaillée en
termes techniques, soit en faisant intervenir les diﬀérents appareils et dispositifs néces-
saires à la bonne marche des acquisitions. Les montages associés aux expériences indivi-
duelles sont ﬁnalement décrits dans leurs spéciﬁcités.
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2.1 Techniques de mesure
Trois expériences sont répertoriées dans cette thèse. Les deux premières visent à
quantiﬁer le quatrième cumulant des ﬂuctuations de courant émanant d’une jonction
tunnel, premièrement dans le régime classique puis dans le régime quantique. La troi-
sième expérience a pour but d’explorer la compression d’état à deux modes dans les
ﬂuctuations de courant d’une jonction tunnel. Les méthodes de mesure associées à ces
expériences sont répertoriées dans cette section.
2.1.1 Observation du quatrième cumulant
L’observation du quatrième cumulant est basée sur une mesure de la corrélation
entre les ﬂuctuations de puissance à deux fréquences. Le courant électrique émis par
une jonction tunnel est séparé en deux bandes de fréquences indépendantes et les ﬂuc-
tuations de puissance sont mesurées dans chaque bande. Un ordinateur calcule alors
la corrélation entre les ﬂuctuations de puissance mesurées aux deux fréquences à l’aide
d’un digitaliseur. La jonction tunnel est donc placée à la température désirée, soit 3 K
ou 7 mK selon le régime sondé, et une tension de polarisation Vcc y est acheminée. Une
tension d’excitation Vca est aussi amenée à l’échantillon, créant un quatrième cumulant
photo-assisté dans la distribution statistique du bruit. Le courant sortant de la jonction
traverse ensuite un ampliﬁcateur refroidi à 3 K avant de sortir du cryostat. Il est alors
ampliﬁé à température pièce avant d’être ﬁltré autour de deux fréquences judicieusement
sélectionnées. Cette démarche expérimentale est détaillée dans les sections 2.5.1 et 2.5.2
pour les deux expériences réalisées.
2.1.2 Observation de la compression d’état à deux modes
L’observation de la compression d’état à deux modes requiert que l’échantillon soit
soumis à une excitation de fréquence et de phase connues et que le courant de sortie soit
sondé à deux fréquences d’observation dont la phase est corrélée au signal d’excitation.
Pour les deux fréquences de référence, la partie en phase (I ) ou en quadrature (Q) est en-
registrée par paires I1I2, I1Q2, Q1I2 ou Q1Q2 aﬁn de permettre l’étude de la corrélation
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entre les deux quantités.
L’échantillon est maintenu à une température de 7 mK et des tensions de polarisation
Vcc et d’excitation Vca lui sont acheminées aﬁn de pouvoir étudier le courant en sortie,
qui est ampliﬁé à l’étage à 3 K du cryostat. Comme dans les expériences décrites plus
haut, le signal est ampliﬁé de nouveau à la sortie du cryostat et séparé en fonction de la
fréquence. Chaque branche voit alors ses quadratures séparées en fonction de la phase
pour enﬁn être ré-ampliﬁées et enregistrées par un digitaliseur pour ﬁns d’analyse. Les
détails spéciﬁques à ces manipulations sont rapportés dans la section 2.5.3.
2.2 Jonction tunnel
Dans toute substance, l’application d’une tension électrique V suﬃsamment élevée
a pour eﬀet une circulation de charges électriques en fonction du temps I (t) nommée
courant. Le ratio entre ces deux quantités est l’impédance Z = dV
dI
(ou l’admittance Y =
dI
dV
), qui peut être déterminée à l’aide d’un ampliﬁcateur synchrone selon la méthode
décrite en annexe C.1. Dans cette thèse, seulement la partie réelle de l’impédance, soit
la résistance R, sera d’importance ; il convient donc d’en expliquer l’origine.
En présence d’un champ électrique, toute particule chargée négativement est attirée
vers le potentiel positif le plus élevé et sa trajectoire est balistique ou linéaire si aucun
obstacle n’obstrue son chemin. Dans la matière, toutefois, les électrons sont arrachés à
un atome et propulsés dans la direction générale du champ électrique ; ils vont ensuite
rencontrer des obstacles sous la forme d’autres électrons, d’atomes ou d’imperfections
dans le réseau atomique. Ces obstacles portent le nom diffuseur. À la rencontre d’un
diﬀuseur, l’électron peut être réﬂéchi, dévié ou encore peut passer tout droit. Plus la
quantité de matière à traverser est grande, plus le nombre de diﬀuseurs est grand et plus
la résistance est élevée. C’est pourquoi un ﬁl plus long possède une plus grande résis-
tance. Inversement, s’il existe plusieurs chemins à suivre pour l’électron, plus d’électrons
pourront passer simultanément, augmentant ainsi le courant. Il en découle que la résis-
tance d’un ﬁl de gros diamètre est plus faible que la résistance d’un plus petit ﬁl. Tous ces
événements vont, bien entendu, inﬂuencer diﬀéremment la probabilité qu’a chaque élec-
tron de traverser le dispositif, donc le temps entre les événements de transport, donnant
Chapitre 2 : Procédure expérimentale 42
Figure 2.1 – Illustration du courant tunnel. Dans le métal, la probabilité de trouver un électron suit le
carré d’une sinusoïde jusqu’à la frontière de l’isolant. L’amplitude subit alors une décroissance exponen-
tielle tendant vers 0 à l’inﬁni. (courbe noire) Ce comportement est symétrique dans une jonction Métal
normal-Isolant-Métal normal à diﬀérence de potentiel nulle (courbe grise). L’application d’une diﬀérence
de potentiel favorise le passage d’électrons vers le contact à plus haut potentiel positif (voif ﬁgure 1.3).
lieu à des ﬂuctuations dans le courant.
Il existe toutefois un mécanisme nommé courant tunnel, qui fait abstraction des
obstacles et qui permet aux électrons de passer d’un endroit à un autre instantanément.
La description du courant électrique présentée dans les paragraphes précédents repose
sur une description de type particule de l’électron tandis que le courant tunnel est plutôt
basé sur son modèle ondulatoire. Dans ce modèle, la possibilité de trouver un électron
en un point (x, y) à un temps t est représentée, tel qu’illustré à la ﬁgure 2.1, par une
onde de probabilité de présence.
À l’intérieur d’un conducteur, la partie réelle de cette onde peut être représentée
par une fonction oscillante d’amplitude constante ; à l’extérieur du conducteur, la fonc-
tion d’onde chute exponentiellement à partir de la frontière. Si un autre conducteur
est suﬃsamment près du premier, l’électron du conducteur 1 possède une probabilité
non-négligeable de se retrouver dans le conducteur 2 et vice-versa. Les deux conducteurs
s’échangent alors des électrons sans que ceux-ci ne circulent dans l’isolant les séparant,
nommé barrière tunnel. Ce phénomène porte le nom d’eﬀet tunnel, le chemin suivi par
les électrons ne pouvant pas être identiﬁé. S’il existe une diﬀérence de potentiel entre les
deux conducteurs, les électrons auront plus tendance à se déplacer vers le conducteur de
plus haut potentiel positif et seront remplacés dans le contact négatif par la source de
cette diﬀérence de potentiel. C’est là le courant tunnel qui, pour une distance s séparant
les conducteurs, prend la forme
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Figure 2.2 – Fabrication d’une jonction tunnel. a) Deux couches de résine sont déposées sur un sub-
strat isolant et un masque est déposé sur la couche supérieure. Une exposition à la lumière UV fait réagir
la partie exposée de la résine. b) L’échantillon est trempé dans un développeur chimique qui dissout la ré-
sine photosensible (rouge) exposée à la lumière UV et la résine directement en dessous (bleue). c) (coupe
de l’image en b)) L’échantillon est exposé à une vaporisation sous vide d’aluminium à un angle donné.
Le barreau de résine photo-sensible (rouge) fait de l’ombre à la déposition et laisse une partie du substrat
nue. d) De l’oxygène est introduit dans la chambre de déposition aﬁn d’oxyder l’aluminium, donnant une
couche isolante de Al2O3. e) L’oxygène est retiré de la chambre de déposition et un nouveau dépôt d’alu-
minium est eﬀectué à un angle miroir au premier. f) L’échantillon est trempé dans une solution chimique





où m est la masse des porteurs de charge, ici les électrons, φ le travail d’extraction et h,
la constante de Planck.
Le courant tunnel étant aﬀranchi des processus de collision, bien des sources de bruit
électrique sont éliminées par rapport au courant conventionnel. De plus, le courant
étant déjà faible dû à la nature exponentielle décroissante de l’équation 2.1, il est plus
facile de limiter le passage des électrons aﬁn d’avoir peu de canaux de transmission, donc
un petit nombre d’électron traversant la barrière tunnel à la fois.
C’est pourquoi le dispositif le plus simple en termes d’émission de bruit de grenaille
est la jonction tunnel. Il s’agit d’un dispositif Métal/Isolant/Métal sur lequel une diﬀé-
rence de potentiel peut être imposée entre les deux sections métalliques, souvent appe-
lées contacts. Les échantillons traités dans les travaux présentés ici sont du type utilisé en
thermométrie de bruit[2] et ont été préparés par photolithographie suivie de déposition
par vaporisation d’aluminium 1. Une résine est d’abord déposée sur un substrat isolant
1. Les échantillons sont une gracieuseté de Lafe Spietz.
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Figure 2.3 – (gauche) Dessous du support à échantillon. Un aimant au Néodyme est placé dans une
cavité aﬁn de maintenir l’état métal normal de l’aluminium à basse température. (centre) Échantillon dans
son support, vue du dessus. Le boîtier en cuivre servant d’écran est retiré aﬁn de permettre l’observation
de l’échantillon. (droite) Agrandissement de l’échantillon. Le grand rectangle gris est un contact en alumi-
nium lié électriquement à une borne de la jonction tunnel, tout comme la piste grise à bout triangulaire.
Les zones noires sont dues au substrat non-recouvert et la jonction n’est pas observable à cette échelle.
Des micro-soudures relient les contacts d’aluminium à la piste d’adaptation d’impédance en cuivre et au
boîtier lui-même, qui sert de masse électrique.
puis durcie par chauﬀage. Une résine qui durcit sous lumière UV, donc photosensible,
est alors déposée sur la première résine et cuite à son tour. L’échantillon est enﬁn exposé
à la lumière UV à-travers un masque dont le patron est illustré à la ﬁgure 2.2a, après quoi
un développement par gravure chimique est réalisé aﬁn de retirer la partie de la résine
exposée à la lumière et la résine directement en dessous de cette dernière.
Il en résulte une cavité permettant une première déposition à angle d’aluminium.
L’échantillon est monté sur un support dont l’angle peut être ajusté puis inséré dans une
enceinte de dépôt par vaporisation. Le vide est fait dans la chambre puis l’échantillon est
placé à l’angle désiré, après quoi l’aluminium est vaporisé en direction de l’échantillon.
Par la suite, de l’oxygène est injecté dans l’enceinte expérimentale, forçant l’oxydation
en surface de l’aluminium, ce qui créé une barrière isolante. Le vide est alors refait dans
l’enceinte et un nouveau dépôt d’aluminium est eﬀectué à un autre angle par-dessus la
couche d’oxyde, résultant en une barrière tunnel mise en sandwich entre deux conduc-
teurs, tel qu’illustré à la ﬁgure 2.2f. L’aluminium pose toutefois un léger problème : il
devient supraconducteur à 1,2 K, ce qui est supérieur à la température expérimentale
désirée pour une partie des manipulations.
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Pour pallier ce problème, la jonction est collée avec de la laque d’argent dans un sup-
port à échantillon en cuivre possédant une cavité placée directement sous l’échantillon,
tel qu’illustré à la ﬁgure 2.3. Cette cavité permet de placer un aimant suﬃsamment fort
pour briser la supraconductivité de l’aluminium. La jonction tunnel est alors connectée
à la masse du porte-échantillon d’un côté et à une micro-piste d’adaptation d’impédance
(«microstrip» en anglais, décrite en annexe C.2) de l’autre. Les contacts sont réalisés par
microsoudure, soit un ﬁl d’aluminium de 25 µm de diamètre pincé contre le point de
contact puis soudé au métal par des vibrations ultrasonores. Un connecteur SMA, dont
l’écran est relié à la masse du support à échantillon, est relié à la micro-piste par sou-
dure conventionnelle et permet d’appliquer et de mesurer la tension entre les bornes de
l’échantillon. Un boîtier en cuivre referme enﬁn le support à échantillon aﬁn d’isoler ce
dernier dans une cage de Faraday, ce qui le protège d’une partie importante des ﬂuctua-
tions électromagnétiques environnantes. La résistance est alors conﬁrmée avec un am-
pliﬁcateur synchrone, tel que décrit à l’annexe C.1. Pour les expériences présentées ici,
ces résistances valent, dans l’ordre, R1 = 22 Ω, R2 = 20 Ω et R3 = 70 Ω. Ces résistances
ont été choisies aﬁn de minimiser la réﬂexion à l’interface des lignes à transmission à
50 Ω, tel que mentionné à l’annexe C.2.
2.3 Cryostat à dilution
Aﬁn que le bruit de grenaille soit dominant sur les autres bruits tout en conservant
un courant faible, il est nécessaire de travailler à la plus basse température atteignable.
À cette ﬁn, une grande partie de chaque montage expérimental est conﬁnée dans un
cryostat à dilution permettant d’atteindre une température inférieure à 7 mK. Ainsi, en
tenant compte du chauﬀage électronique et des bruits extérieurs ne pouvant pas être
éliminés, il est possible d’atteindre une température électronique de 14 mK, telle que
déterminée dans la section 2.4.3.1. Le refroidissement lui-même nécessitant plusieurs
étapes de thermalisation, la transmission de signal électrique de l’extérieur du cryostat
à l’échantillon requiert un soin spécial. Cette section décrit donc en premier lieu les
étapes nécessaires au refroidissement de l’étage expérimental et ensuite le ﬁlage utilisé
pour l’étude du courant dans l’échantillon.
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2.3.1 Refroidissement d’un cryostat à dilution
Le premier critère d’opération d’un système de refroidissement est l’isolation : une
fois la chaleur retirée d’un élément, il faut s’assurer qu’elle n’est pas immédiatement rem-
placée. La plus grande partie des transferts de chaleur se produit par contact direct entre
les composants du système ou par contact de proche en proche via les gaz entourant
l’espace expérimental. Mais même après avoir minimisé les contacts thermiques entre
l’espace expérimental et l’extérieur, le travail d’isolation n’est pas terminé ; il est aussi
essentiel d’éliminer au maximum le transfert de chaleur par radiation thermique. En
eﬀet, la radiation émanant d’un corps à une température T , la radiation de corps noir,
chauﬀe une surface d’aire A exposée à cette radiation avec une puissance
Prad = AσBT 4 (2.2)
avec σB, la constante de Stephan-Boltzmann. Il est donc fort avantageux d’entourer
l’espace expérimental d’une enceinte ayant la plus basse température possible aﬁn de
diminuer le chauﬀage par radiation.
Toutes ces techniques d’isolation sont regroupées dans le cryostat à dilution BlueFors
BF-LD400 Cryogen Free Refrigerator System utilisé dans le cadre des expériences réperto-
riées dans ce texte. Le refroidissement se faisant par étapes, trois écrans métalliques sont
ﬁxés à des étages de refroidissement, chacun entourant l’étage de température inférieure
tel qu’indiqué à la ﬁgure 2.4. L’étage expérimental baigne ainsi dans un environnement à
0,7 K enfermé dans un corps noir à 3 K, qui lui-même est entouré d’une enceinte à 50 K.
Il en résulte une diminution d’un facteur supérieur à 3 × 1010 sur la puissance de radia-
tion incidente à l’échantillon. De plus, l’enceinte sous vide est pompée à une pression
de l’ordre de 10−6 mbar aﬁn d’éliminer la conduction thermique due aux gaz environ-
nants. Il ne reste alors que les contacts mécaniques et électriques pouvant transférer de
la chaleur en quantité signiﬁcative. Dans le premier cas, la structure reliant les diﬀérents
étages de refroidissement est faite d’acier inoxydable, un métal de faible conductivité
thermique. Du point de vue électrique, le ﬁlage est aussi choisi de façon à minimiser
toute fuite de chaleur le long des circuits électriques, tel que décrit dans la section 2.3.2.
Le meilleur moyen de refroidir un objet consiste à forcer une substance à subir une
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Figure 2.4 – Coupe des écrans de thermalisation du cryostat. Des écrans métalliques sont attachés aux
étages à 0,7 K, 3 K et 50 K, chaque écran étant enfermé dans l’enceinte formée par l’écran de température
supérieure. L’enceinte sous vide à 300 K permet le pompage du système aﬁn de minimiser le transfert de
chaleur par conduction.
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transition de phase endothermique alors qu’elle est en contact thermique avec cet objet.
Par exemple, un cryostat à dilution conventionnel requiert une grande quantité d’4He
liquide aﬁn de créer une première étape de refroidissement à 4 K, rendue possible par
l’évaporation de cette substance. Le liquide absorbe la chaleur du cryostat et utilise cette
énergie aﬁn de s’évaporer ; il doit donc être constamment remplacé. Le cryostat Blue-
Fors utilisé ici possède un grand avantage puisqu’il est «cryo-free», c’est-à-dire que tout
l’4He liquide nécessaire à son refroidissement est contenu dans le système. Un tube pulsé
(«Pulse Tube» en anglais) comprime et détend ce cryogène aﬁn de refroidir les deux pre-
miers plateaux du système, l’un à 50 K et le suivant à 3 K. Chacun de ces étages, qui
sont reliés aux écrans thermiques mentionnés plus haut, est capable d’absorber une re-
lativement grande quantité d’énergie thermique venant de l’extérieur du système et des
composants électroniques à l’intérieur du système. C’est pourquoi la première ampliﬁ-
cation nécessaire aux mesures se fait à l’étage à 3 K et non pas à basse température, un
ampliﬁcateur dissipant beaucoup de chaleur lorsqu’il est utilisé.
Les températures souhaitées ici sont toutefois bien en deçà de 3 K. Il est donc né-
cessaire d’utiliser un autre cryogène aﬁn de les atteindre. Ce cryogène est un mélange
d’3He-4He de proportions spéciﬁques. Lorsque que ce mélange est refroidi sous 2,17 K,
l’4He devient superﬂuide et le mélange se sépare en phases dites dense et diluée. La gra-
vité permet à la phase dense de s’accumuler au point le plus bas de son contenant, soit
la chambre à mélange illustrée à la ﬁgure 2.5a. La phase diluée ﬂotte donc sur la phase
dense jusqu’au niveau du distillateur ou «still» en anglais.
Pour en arriver à ce point, un complexe système de pompes et compresseurs, décrit
en annexe D, est utilisé pour comprimer le gaz sous forme liquide dans la chambre à
mélange et le distillateur. Le mélange en phase diluée est alors pompé, refroidissant le
distillateur à ∼ 700 mK par évaporation. Comme l’4He est superﬂuide, c’est l’3He qui est
retiré du mélange. L’3He présent dans la phase dense va donc migrer vers la phase diluée
pour maintenir les concentrations. Ce changement de phase requiert une entrée d’éner-
gie et permet de refroidir la chambre à mélange. Bien sûr, un compresseur continue de
condenser le mélange dans la chambre à mélange aﬁn de maintenir un cycle continu.
Une plaque en cuivre plaquée or est soudée en contact direct avec la chambre à mélange.
Cet étage, maintenu à une température de 7 mK, permet une bonne conduction ther-
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(a) (b)
Figure 2.5 – (a) Principe de refroidissement de l’étage à 7 mK. Le mélange en phase gazeuse circule
dans toute la tuyauterie et se condense d’abord par échange de chaleur avec l’extérieur des tuyaux (rouge
vers bleu). Il est ensuite pompé vers l’extérieur (bleu vers cyan), l’évaporation de l’3He refroidissant
davantage les tuyaux. La phase dense s’accumule dans le bas de la chambre à mélange par gravité. (b)
Câblage intérieur du cryostat. Des câbles coaxiaux à écran de béryllium-cuivre relient les étages de 50 K à
3 K et des câbles à écran d’acier acheminent le signal d’excitation le reste du chemin jusqu’à l’échantillon
(câbles de gauche). Un câble coaxial supraconducteur relie l’échantillon à 7 mK avec l’ampliﬁcateur à 3 K
(côté droit). Des atténuateurs (ellipses magenta) sont présents à chaque étage de refroidissement.
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mique entre les composants expérimentaux et la chambre à mélange, ce qui maximise le
refroidissement de l’échantillon.[103]
2.3.2 Câblage du cryostat à dilution
Dans le but de minimiser l’eﬀet sur l’expérience des bruits parasites captés par les ﬁls,
des câbles coaxiaux sont utilisés pour la transmission des signaux à hautes fréquences.
Constitués d’un écran métallique, d’un diélectrique et d’un conducteur central, les câbles
coaxiaux peuvent être construits avec diﬀérents matériaux et avec diﬀérents degrés de
ﬁdélité. Ceux utilisés dans le frigo à dilution permettent l’excitation de l’échantillon jus-
qu’à des fréquences de 40 GHz. Ce sont des câbles avec des écrans en béryllium-cuivre
(Coax-Co SC-086/50-SB-B) de l’étage 50 K à l’étage 3 K et des écrans en acier (Micro-Coax
UT-085B-SS) de 3 K à 7 mK. Les conducteurs (en Be-Cu plaqué argent) présentent des at-
ténuations grandissant avec la fréquence avec pour maximum 9,44 dB/m à 20 GHz dans
le premier cas et 10,1 dB/m à 40 GHz dans le deuxième. Pour l’observation du signal,
des câbles supraconducteurs en Nb-Ti Keycom 0.085" type NbTi-NbTi Superconducting
Coaxial Cables Model UPJ07 sont choisis pour relier l’échantillon à l’ampliﬁcateur, leur
nature supraconductrice diminuant le transport de chaleur d’un étage à l’autre et conser-
vant l’amplitude du courant mesuré avec une atténuation inférieure à 1 dB/m à 40 GHz.
L’ampliﬁcateur aura pour eﬀet d’empêcher tout signal de passer de l’extérieur du cryostat
vers l’échantillon. Tous les câbles coaxiaux sont reliés à l’extérieur du cryostat et entre
eux par des connecteurs de type K aﬁn de maintenir une plage de fréquences accessibles
élevée (voir annexe C.2).
La diﬀérence de température d’un étage à l’autre amène toutefois un problème au
niveau des mesures de bruit : chaque étage se trouvant à une température supérieure
à celle du prochain, le bruit thermique peut être transmis via le ﬁl conducteur jusqu’à
l’échantillon. Pour pallier ce problème, des atténuateurs sont placés à chaque étage de
refroidissement ; par exemple, des atténuateurs de 20 dB 2 sont placés à l’étage de 3 K,
diminuant l’amplitude du bruit d’un facteur 100 et la ramenant ainsi au niveau du bruit
2. Il est crucial que les atténuateurs utilisés ici soient de type cryogénique, sans quoi la résistance
interne deviendrait un court-circuit à basses températures.
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émis à l’étage à 3 K. De plus, ces atténuateurs ont aussi l’avantage de créer un contact
thermique entre le centre du câble coaxial et son écran, le refroidissant à la température
de l’étage où est posé l’atténuateur. Ainsi, le câble n’amène pas de chaleur de 300 K à
7 mK et le bruit thermique atteignant l’échantillon est dû à une température de 50 mK,
donc environ 104 fois plus faible. Les atténuateurs utilisés sont répertoriés dans l’annexe
C.3.
Ce ne sont pas tous les paramètres contrôlés dans les expériences présentées ici qui
sont des signaux alternatifs. Les tensions de polarisation Vcc peuvent être acheminées
avec des ﬁls tressés, mais ceux-ci doivent être enroulés sur des poteaux de thermalisation
à chaque étage de refroidissement. Des ﬁls à haute résistance en Ph-Br sont mis en place
aﬁn d’amener les tensions cc jusqu’aux étages à 3 K et à 7 mK et des ﬁls de cuivre sont
utilisés pour contrôler les ampliﬁcateurs sur le plateau à 3 K, dont la tension d’alimen-
tation doit être fournie avec un courant ﬁxe qui se perdrait dans les ﬁls à haute résis-
tance. Des ﬁls tissés en Nb-Ti Cryoloom - Cryogenic Woven Loom ont aussi été ajoutés au
cryostat aﬁn d’augmenter la ﬂexibilité de connexion. Dans tous les cas, des connecteurs
Samtec Precision Screw Machined Strips, où les contacts sont séparés de 2,54 mm, sont
utilisés pour le branchement aux diﬀérents dispositifs puisqu’ils demeurent fonctionnels
à basse température. Des connecteurs BNC sont utilisés à température pièce pour ﬁxer
ces tensions et des ﬁltres π sont branchés sur ces lignes dans le but de diminuer les bruits
parasites. Des câbles cryogéniques ﬂexibles Lakeshore SS sont aﬃxés à de semblables
thermalisations et permettent aussi d’acheminer des tensions cc et basses fréquences de
l’étage à 3 K à l’étage à 7 mK. Ils présentent une atténuation de 40,526 dB/m à 5 GHz.
2.4 Démarche expérimentale
Les descriptions générales données à la section 2.1 constituent un bon résumé de la
démarche expérimentale suivie dans le cadre de cet ouvrage, mais de nombreux détails
sont cruciaux aﬁn d’obtenir des résultats probants. La présente section vise à regrouper
tous les détails communs des trois expériences répertoriées dans cet ouvrage, les particu-
larités des montages individuels étant laissées à la section 2.5.
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Figure 2.6 – Montage général utilisé pour les acquisitions de données. L’échantillon, le multiplexeur
et le «T» de polarisation sont situés à l’étage à 3 K pour la mesure du quatrième cumulant dans le régime
classique et à l’étage à 7 mK pour les autres expériences. Pour les expériences à 7 mK, deux circulateurs
sont utilisés en série aﬁn de protéger l’échantillon du bruit provenant de l’ampliﬁcateur cryogénique. Ce
dernier est situé à l’étage à 3 K pour toutes les expériences. La sortie de l’ampliﬁcateur est séparée en
deux branches à température ambiante puis chaque branche est ﬁltrée selon les besoins de l’expérience
avant d’être mesurée au digitaliseur ou aux multimètres à l’aide d’un programme informatique qui gère
l’acquisition des données. Les tensions de polarisation Vcc et d’excitation Vca sont réglées par des sources
à température ambiante contrôlées par le même programme.
2.4.1 Contrôle des paramètres expérimentaux et appareils de me-
sure
Tous les appareils présentés dans cette section peuvent être contrôlés à l’aide d’un
programme informatique rédigé en langage Python par Christian Lupien nommé Py-
Hegel. Ce programme est basé sur le programme Hegel 3 rédigé par Bertrand Reulet
et permet simultanément de régler les paramètres des sources et de lire les appareils de
mesure.
3. Le programme tient son nom de la Dialectique du Maître et de l’Esclave de l’oeuvre Phénoménologie
de l’Esprit du philosophe allemand G.W.F. Hegel (1807), qui posait qu’il était toujours possible d’entraîner
un esclave pour répondre à tous les besoins du maître, mais si l’esclave disparaissait par la suite, le maître
ne pourrait plus survivre. En eﬀet, si le programme PyHegel devait cesser de fonctionner, le laboratoire
Reulet serait en bien mauvaise posture !
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2.4.1.1 Sources de tension
L’étude des ﬂuctuations de courant requiert que la jonction tunnel soit maintenue
hors-équilibre à l’aide d’une tension de polarisation Vcc et d’une tension d’excitation
Vca. La première est fournie pour toutes les expériences par une source Yokogawa GS200
en mode «tension» avec une résistance de 100 kΩ en sortie aﬁn d’en faire une source
de courant. Cette étape est nécessaire aﬁn de maintenir un courant constant jusqu’à
la jonction tunnel et de déterminer la tension de polarisation à ses bornes à partir de
sa résistance. La source cc est reliée au cryostat à l’aide d’un câble BNC et d’un ﬁltre
passe-bas BLP1.9+, après quoi des ﬁls résistifs amènent le signal jusqu’à l’étage à 3 K
ou à 7 mK via un «T» de polarisation et un ensemble multiplexeur, tous deux décrits plus
bas. Un ampliﬁcateur synchrone SR830 Lock-in Amplifier est parfois branché en parallèle
avec la source Vcc, ce dernier fonctionnant à très basse fréquence f0 = 2007 Hz. Utilisé lui
aussi en série avec une résistance de 100 kΩ, il sert à étalonner la puissance d’excitation
ca dans le régime classique, tel que décrit à la section 2.4.3.2.
Plusieurs sources sont utilisées aﬁn de fournir une photo-excitation appropriée de
tension Vca. Dans la première expérience, un générateur de signal SRS SG384 permet-
tant d’envoyer un signal d’excitation entre 950 kHz et 4,05 GHz avec des amplitudes
allant de −47 dBm à 13 dBm 4 est utilisé pour exciter l’échantillon sur la partie infé-
rieure des hautes fréquences balayées. Le générateur de signal Agilent MXG couvre la
partie supérieure, pouvant émettre des fréquences allant de 100 kHz à 20 GHz pour des
amplitudes de −20 dBm à 11 dBm.
La source de photo-excitation utilisée pour les deux autres expériences est un géné-
rateur de signal analogue PSG Agilent E8257D. Celui-ci permet d’exciter de 250 MHz à
40 GHz avec une puissance en sortie allant de −135 dBm à 25 dBm. Il est aussi possible
de lui donner une référence de phase, ce qui sera décrit dans le cadre de l’expérience sur
la compression d’état, détaillée à la section 2.5.3. Des câbles SMA amènent le courant
alternatif jusqu’au cryostat, dans lequel des câbles coaxiaux se chargent de porter le si-
gnal jusqu’à l’échantillon à-travers un «T» de polarisation et un ensemble multiplexeur ou
seulement un ensemble multiplexeur, selon la fréquence d’excitation.
4. P dBm = 10 log10 P W1 mW ⇒ P W = (1 mW)100,1P dBm
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2.4.1.2 Appareils de mesure
Deux types d’appareils de mesure sont utilisés aﬁn de procéder à l’acquisition de
données, soient le multimètre digital Agilent DMM 34401A et une carte d’acquisition
ou digitaliseur Ultraview AD14-400 14-bits à 2 canaux fonctionnant à une vitesse de
400 mega − e´chantillons/s dont le ratio signal sur bruit est de 70 dB et la gamme dy-
namique sans signal parasite est de 74 dB. Le premier sert principalement à déterminer
la température électronique de l’échantillon, la température de bruit de la chaîne d’am-
pliﬁcation et le facteur de gain tandis que la dernière sert à l’acquisition des données
proprement dites. La vitesse d’échantillonnage du digitaliseur lui donne une période de
détection de τ = 2,5 ns 5 et il digitalise la tension en entrée sur 16383 6 intervalles («bins»
en anglais) pour une tension d’entrée crête à crête dont l’amplitude peut être aussi faible
que 0,7 V et atteindre un maximum de 4 V. L’ampliﬁcation du signal doit donc être
choisie de façon à ce qu’il entre en entier dans cet intervalle tout en étant étendu sur la
plus grande plage possible. La carte retourne alors l’auto-corrélation de chaque canal et
la corrélation croisée entre les canaux au programme PyHegel, qui permet un traitement
des données sous forme d’histogrammes et d’histogrammes 2D. Il est aussi possible d’ex-
traire directement la corrélation croisée et les auto-corrélations sur un multiple entier de
4 G 7 mesures à 2 canaux, la carte ayant 8 Gb de mémoire vive. La carte remplit donc sa
mémoire en entier et les données sont ensuite traitées et moyennées par le programme
d’analyse. Une moyenne sur un plus grand nombre de mesures diminue le bruit sur les
résultats aux frais d’une plus longue durée de l’acquisition de données, donc d’une dérive
potentielle des paramètres exérimentaux.
2.4.2 Chaîne de détection et dispositifs passifs
Les ﬂuctuations dans le courant émis par la jonction tunnel sont très faibles et pour-
raient facilement se perdre devant les diﬀérentes sources de bruit présentes sur les chaînes
d’excitation et d’observation des montages. Les composants décrits ici ont été sélection-
5. La carte prend une mesure à chaque 2,5 ns ; elle ne retourne pas une moyenne des valeurs enregis-
trées sur cette période.
6. 214 − 1
7. 1 G = 1024 × 1024 × 1024 = 1073741824
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nés aﬁn de minimiser ces eﬀets et d’assurer la netteté des résultats. Il convient de no-
ter qu’à l’exception des tensions cc et de l’alimentation des ampliﬁcateurs, toutes les
connexions sont réalisées à l’aide de câbles coaxiaux SMA sur un étage de température
donné.
2.4.2.1 «T» de polarisation et multiplexeurs
Le support à échantillon n’ayant qu’un seul port d’entrée/sortie, les excitations ca
et cc ainsi que la mesure du courant doivent toutes passer par celui-ci. À cette ﬁn, deux
dispositifs passifs sont utilisés, à commencer par le «T» de polarisation Mini-Circuits
ZX85-12G+. D’un côté, une bobine inductrice permet le passage de courant continu
jusqu’à une fréquence de 0,2 MHz et de l’autre, un condensateur laisse passer les signaux
de fréquences allant de 0,2 MHz à 12 GHz. La troisième branche est reliée aux deux
premières, ce qui permet d’exciter et de polariser cette branche simultanément avec deux
sources indépendantes.
Dû aux trois plages de fréquence utilisées dans les expériences citées ici, un dispositif
nommé multiplexeur est placé entre le «T» de polarisation et l’échantillon aﬁn de sé-
parer les bandes de fréquence reliées à l’échantillon. Ceux utilisés ici possèdent trois ou
quatre bornes, l’une permettant le passage d’une gamme de fréquences presque complète
et les autres bornes séparant cette gamme en intervalles indépendants. La transmission
de signal sur chaque bande est très linéaire avec de faibles pertes et la nature indépen-
dante des bornes de sortie permet d’avoir une bande de détection découplée des bandes
d’excitation.
La borne d’entrée est donc reliée directement à l’échantillon, la borne basse fré-
quence au «T» de polarisation et la borne haute fréquence à une source d’excitation ca.
La bande intermédiaire est reliée à l’ampliﬁcateur cryogénique. La chaîne d’ampliﬁca-
tion utilisée n’a alors aucune chance d’être saturée par un courant d’excitation réﬂéchi
par l’échantillon, mais il est nécessaire d’utiliser deux sources Vca pour exciter aux hautes
et basses fréquences en succession rapide. Les bandes de fréquence des diplexeurs K&L
11SZ10-00085 : DC/120000-0 et K&L 11SZ10-00086 : DC/180000-0 et du triplexeur K&L
11SM10-00018 : DC/NC18000-O utilisés ici sont répertoriées à la ﬁgure 2.7.
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(a) (b)
Figure 2.7 – (a) Transmission entre la borne commune et les sorties basses (BF) et hautes (HF) fré-
quences des diplexeurs 4 − 12 GHz et 8 − 18 GHz. La superposition des deux dispositifs donne trois
bandes de sortie indépendantes à un niveau de −25 dB. La transmission chute toutefois jusqu’à −4 dB
à plus hautes fréquences. (b) Bandes passantes du triplexeur. La transmission entre les bandes passantes
voisines du triplexeur est limitée à −25 dB tandis que chaque canal a une transmission presque parfaite
sur sa bande passante pour les basses (BF), moyennes (MF) et hautes (HF) fréquences.
2.4.2.2 Amplificateurs, circulateurs et filtres
La faiblesse des ﬂuctuations de courant émises par la jonction tunnel nécessite une
grande ampliﬁcation. La première étape de ce processus est cruciale aﬁn d’assurer que
les ﬂuctuations observées sont bien dues à l’échantillon et non à l’ampliﬁcateur lui-
même. Il convient donc d’utiliser des ampliﬁcateurs cryogéniques à bas bruit ﬁxés sur le
plateau à 3 K du cryostat. Ces ampliﬁcateurs sont le CITCRYO4-12A Cryogenic HEMT 8
Low Noise Amplifier de bande passante 4 − 12 GHz pour la première expérience et le
Low Noise Factory LNF-LNC4_8A de bande passante 4 − 8 GHz pour la deuxième et
la troisième. L’alimentation est réalisée, pour les deux premières expériences, avec des
blocs d’alimentation à quatre piles AA et pour la dernière expérience, avec un bloc
d’alimentation relié au secteur mais dont la masse est découplée. Cette dernière étape
est cruciale aﬁn d’éliminer les boucles de masse, qui peuvent grandement nuire à la
sensibilité de la mesure.
8. «High Electron Mobility Transistor»
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Ces ampliﬁcateurs ont une température de bruit intrinsèque de l’ordre de la tempé-
rature de l’étage à 3 K. Si l’échantillon est sur ce même plateau, la sortie du multiplexeur
peut être reliée directement à l’entrée de l’ampliﬁcateur sans crainte que le bruit de ce
dernier n’augmente la température de bruit de l’échantillon. Par contre, lorsque l’échan-
tillon est maintenu à 7 mK, le bruit de l’ampliﬁcateur doit être dévié de l’échantillon
s’il ne doit pas aﬀecter ce dernier. Des circulateurs Quinstar 0XE89 CTH0408KC sont
donc utilisés à l’étage à 7 mK aﬁn d’assurer la transmission du courant dans la bonne
direction. Un circulateur est un dispositif à trois ports ne laissant passer le signal que
d’un port au prochain, tel que décrit à l’annexe C.4. Il a une transmission de 0,4 dB
suivant 1 → 2, 2 → 3 et 3 → 1 et une transmission nulle pour tout signal entre 4 et
8 GHz sous 18 dB pour 1 → 3, 3 → 2 et 2 → 1. Le premier port du circulateur est relié
à l’échantillon à-travers le multiplexeur et son deuxième à l’ampliﬁcateur à l’aide d’un
câble supraconducteur. Le faible courant émanant de l’échantillon est donc transmis sans
perte à l’ampliﬁcateur. Le troisième port du circulateur est relié à la masse à-travers une
résistance cryogénique de 50 Ω. Le bruit de l’ampliﬁcateur est donc dissipé dans cette
résistance et celle-ci ré-émet du bruit à 7 mK vers l’échantillon. Aﬁn de s’assurer de dis-
siper au maximum le bruit provenant de l’ampliﬁcateur, deux circulateurs sont utilisés
en série entre ce dernier et le multiplexeur.
Le signal sortant de l’ampliﬁcateur à bas bruit n’est toutefois pas suﬃsamment fort
pour être détecté. Il est donc acheminé à l’extérieur du cryostat par un câble coaxial
résistif puis ampliﬁé de nouveau à température pièce. Cette deuxième ampliﬁcation se
fait avec un ampliﬁcateur Miteq ASF4-0010-0800-14-10P-4 (0,1 − 8 GHz), LNF-LR1-11A
s/n 245 (1 − 11 GHz) ou Miteq AFS4-00101200-18-10P-4 (0,1 − 12 GHz), après quoi le
signal est divisé en deux par un séparateur de puissance et dans le cas des deux pre-
mières expériences, ampliﬁé à nouveau par des ampliﬁcateurs Miteq reliés aux détec-
teurs passifs décrits plus bas. Tous les ampliﬁcateurs Miteq sont alimentés par une source
Agilent E3620A réglée à +15 V. Pour la dernière expérience, les sorties du séparateur de
puissance sont reliées à des mixeurs I-Q présentés plus loin dans ce texte. Lors de l’ac-
quisition de données avec le digitaliseur, la sortie des détecteurs passifs et des mixeurs
est ampliﬁée avec des ampliﬁcateurs Mini-Circuits ZFL-1000LN+ (0,1 − 1000 MHz) et
Mini-Circuits ZFL-500LN+ (0,05 − 500 MHz) selon l’ampliﬁcation désirée, alimentés
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avec la même source que les ampliﬁcateurs Miteq. Dans tous les cas, des atténuateurs
et des ﬁltres sont utilisés tout le long de la chaîne d’ampliﬁcation aﬁn d’optimiser
l’utilisation des ampliﬁcateurs et des détecteurs. À l’exception des ﬁltres K&L Micro-
wave S/N 1 13ED20-5000/U1800 (bande passante 3200-6800 MHz) et K&L Microwave
S/N 1 13ED20-7000/U1600 (5400-8600 MHz) utilisés pour la première expérience, les
ﬁltres utilisés sont de marque Mini-Circuits. Il s’agit des passe-bas BLP1.9+, VLFX-80,
VLFX-225 et VLFX-1050, dont les fréquences de coupures sont à 1,9 MHz, 80 MHz,
225 MHz et 1050 MHz ; des passe-bande VLF-5500+ (DC-5500 MHz), VBF-4400+
(4200-4700 MHz), VBF-7200+ (7100-7300 MHz) et VHF-6010+ (6300-15000 MHz) et
des bloque-cc BLK-89-S+.
Deux types de détecteurs passifs sont utilisés dans ces expériences, soient le détecteur
de puissanceHerotek DTM180AA et la diode ShottkyHerotek DHM020BB. Ils retournent
une tension cc proportionnelle à la puissance mesurée en entrée, le premier pour des
fréquences en entrée de 1 à 18 GHz et le second de 100 kHz à 2 GHz. Le premier se
branche donc avec des connecteurs SMA et le second avec des connecteurs BNC, mais
tous deux sont représentés par des diodes.
Les mixeurs I-Q Miteq IRM0408LC2Q sont des dispositifs multipliant un signal de
référence à fréquence et phase ﬁxes par un signal d’entrée dans l’intervalle 4−8 GHz. Il en
ressort une composante en phase I et une en quadratureQ avec la fréquence de référence,
chaque composante oscillant à une fréquence entre 0 et 0,5 GHz. C’est pourquoi des
ampliﬁcateurs de basses fréquences sont utilisés en sortie de ces mixeurs.
2.4.3 Étalonnage
La mesure de la température du plateau à 7 mK ou 3 K ne garantit pas la température
des électrons dans la jonction tunnel. Toutes les sources extérieures de bruit parasite ont
pour eﬀet de chauﬀer légèrement les électrons dans la jonction. Aﬁn de bien caractériser
les résultats obtenus, il est nécessaire de déterminer leur température réelle. Du même
coup, la chaîne d’ampliﬁcation ajoute un bruit constant en fréquence au signal, ce qui
doit être éliminé des données brutes. Finalement, l’ampliﬁcateur a bien sûr un eﬀet
multiplicatif sur la valeur mesurée de la densité spectrale. Ces trois quantités peuvent
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être déterminées simultanément suivant la méthode exposée ci-bas.
De plus, régler la puissance d’une source donne la puissance eﬃcace de cet appareil
si elle est dissipée dans une résistance de 50 Ω branchée directement en sortie de celui-
ci. Étant données les grandes longueurs de ﬁl et les atténuateurs reliant les sources à
l’échantillon, il existe certainement un facteur d’échelle entre la puissance de la source
et celle ressentie par l’échantillon, qui n’a pas une résistance de 50 Ω. De plus, ce facteur
n’est pas le même pour toute excitation car l’atténuation des câbles varie en fonction de
la fréquence. Un étalonnage de la puissance d’excitation est donc nécessaire aﬁn d’exciter
l’échantillon avec une tension Vca connue d’une fréquence à l’autre, procédure qui sera
décrite sous peu.
Pareillement, le chemin suivi par le courant sortant de l’échantillon traverse de
grandes longueurs de ﬁl et des ampliﬁcateurs dans chaque branche sondée. La phase
du signal n’est donc pas nécessairement la même dans les deux branches. Or mesurer les
corrélations entre deux événements nécessite une synchronisation presque parfaite entre
les deux détecteurs utilisés, ici les canaux de la carte d’acquisition. Il faut donc ajuster la
longueur des câbles aﬁn d’éliminer le déphasage entre les deux branches du circuit, ce qui
se réalise suivant la technique présentée à la ﬁn de cette section. Comme le digitaliseur
n’est pas parfait, il existe une faible corrélation croisée entre ses deux canaux d’entrée.
Cette corrélation n’inﬂuençant que la deuxième expérience, la méthode d’élimination
de cet eﬀet sera discutée dans la section 2.5.2.
2.4.3.1 Mesure de la température des électrons
La seule quantité dont la valeur peut être déterminée sans mise à l’échelle lors de l’ac-
quisition de données est le courant cc, qui est contrôlé par une source de tension et une
résistance élevée. Comme la jonction tunnel est branchée en série avec cette résistance et
que son impédance est connue et très faible devant cette dernière, cela permet d’obtenir
exactement la tension Vcc aux bornes de la jonction, donnant un paramètre indépendant
contrôlé. Le comportement en tension de la densité spectrale d’une jonction tunnel à
photo-excitation nulle est décrit par l’équation 1.3 et la ﬁgure 1.1. Plus précisément, la
ﬁgure 1.1a illustre le cas théorique à température et photo-excitation nulles et la ﬁgure
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(a) (b)
Figure 2.8 – Étalonnage de la température électronique de l’échantillon pour les mesures dans le régime
quantique. La tension mesurée aux multimètres est négative car les détecteurs de puissance retournent une
tension proportionnelle à −I2. Plusieurs courbes VDMM (Vcc), dont chacun des 101 points est moyenné
sur 0,5 s, sont mesurées puis analysées avec l’équation 2.3. Les incertitudes sont les écart-types des quanti-
tés calculées. (a) Quatrième cumulant, régime quantique : moyenne eﬀectuée sur 270 courbes. Les données
sont acquises à-travers le ﬁltre à 4,2 GHz. Tamp varie de 2,35 K à 2,37 K et Te´lec de 12 mK à 25 mK. (b)
Compression d’état : moyenne eﬀectuée sur 22 courbes, l’étalonnage précédent ayant démontré une bonne
stabilité en temps des températures. Les données sont acquises à la sortie I d’un séparateur I-Q de phase
référée à un signal de 7,0 GHz. Tamp varie de 3,88 K à 3,96 K et Te´lec de 15 mK à 22 mK.
1.1b, la mesure de cette quantité à la sortie d’un ampliﬁcateur. Expérimentalement, cette
mesure de S2 (Vcc,f) se réalise à l’aide d’un multimètre et d’un détecteur de puissance.
Tel que mentionné dans la section 1.1.2, la pente de la densité spectrale devrait re-
tourner un facteur de Fano F = 1 car S02 = 2e ⟨I⟩ = 2eV /R dans une jonction tunnel,
ce qui donne une pente 2e/R au graphique. En unités de température, conversion habi-
tuelle pour S2, la densité spectrale de bruit est Tbruit = RS2 (Vcc,f) /4kB, ce qui indique
que la pente vaut e/2kB en ces unités, quantité ne faisant intervenir que des constantes
élémentaires. Le rapport entre la pente mesurée et cette valeur représente le gain G de
la chaîne d’ampliﬁcation, qui permet alors une remise à l’échelle directe de l’axe vertical
du graphique en unités de température.
Une autre diﬀérence marquée entre les ﬁgures 1.1a et 1.1b est le décalage vertical. Le
prolongement des droites à hautes Vcc se rencontre à Vcc = 0, auquel point S2 = 0. Donc,
si l’ordonnée à l’origine est non-nulle après la remise à l’échelle de l’axe des ordonnées,
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cette valeur représente un bruit constant indépendant de la polarisation. Il s’agit de la
température TA associée au bruit provenant de l’ampliﬁcateur.
La dernière distinction entre les deux sous-ﬁgures de la ﬁgure 1.1 est la courbure
de chaque côté du plateau. Cette courbure est représentée mathématiquement par le
dénominateur de l’argument de la coth. Alors qu’une inspection visuelle du graphique
permet de déterminer approximativement les valeurs deG et TA, un lissage est nécessaire
pour déterminer la température des électrons Te´lec. L’équation
VDMM (Vcc) = G [TS0
2
(Vcc,f)T=Te´lec + TA] (2.3)
est donc utilisée à la ﬁgure 2.8 pour lisser les données acquises à la sortie du ﬁltre de
fréquence f = f1,2 en fonction de ces trois paramètres pour en déterminer la valeur
exacte. Les méthodes approximatives décrites plus haut sont utilisées aﬁn de donner des
points de départ réalistes aux paramètres de lissage pour éviter toute divergence. Ces
trois quantités permettent de tenir compte de l’eﬀet de la chaîne d’ampliﬁcation et des
conditions environnementales de l’échantillon dans l’analyse.
2.4.3.2 Étalonnage de la puissance d’excitation
La puissance d’excitation atteignant l’échantillon peut aussi être obtenue de façon
approximative et par un lissage de données. Pour une fréquence d’excitation f0 basse
devant la température hf0 ≪ kBT , l’ajout d’une photo-excitation Vca = V cos (2πf0t)
a un eﬀet équivalent à appliquer une tension de polarisation Vcc = V /√2. Donc dans
l’expérience où l’échantillon est à l’étage à 3 K (∝ f = 62,5 GHz), des spectres TS2 (Vcc)
sont mesurés lorsque l’échantillon est soumis à diﬀérentes puissances et fréquences de
photo-excitation, incluant une photo-excitation nulle. Encore une fois, la mesure est
eﬀectuée avec un détecteur de puissance, ici une diode DTM180AA, et un multimètre.
Une fois la courbe mise à l’échelle avec les paramètres déterminés à l’aide de l’équa-
tion 2.3 et la température de bruit de l’ampliﬁcateur soustraite de la densité spectrale me-
surée, les températures de bruit TS2 (PdBm) obtenues à Vcc = 0 sont tracées en fonction
de la puissance d’excitation réglée à la source. Les valeurs en ordonnée sont alors com-
parées aux valeurs en ordonnée de TS0
2
(Vcc) ∣Vca=0 et la tension de polarisation donnant
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Figure 2.9 – Étalonnage de Vca, régime classique. (gauche) La courbe S02 (Vcc) ∣Vca=0 est lissée et re-
mise à l’échelle de température (K) avec l’équation 2.3 et Tamp = 9,64 K, Te´lec = 2,81 K. Les courbes
TS0
2
(Vcc) ∣Vca≠0 à f0 = 2007 Hz sont aussi remises à l’échelle. Les lignes en tirets font ressortir que
TS0
2
(Vcc = 0) ∣Vca=V ′ca = TS02 (Vcc = V ′ca) ∣Vca=0, donc que l’excitation est adiabatique. (droite) Des courbes
de S2 (PdBm) sont acquises pour f0 = 2,6 GHz et f0 = 11,6 GHz à Vcc = 0 puis mises à l’échelle sur le
même axe vertical. Deux échelles horizontales sont utilisées, celle du haut pour f0 = 2,6 GHz et celle du
bas pour f0 = 11,6 GHz. À TS0
2
(Vcc = 0) égales, les Vca sont aussi égales, d’où les lignes verticales en tirets
indiquant par exemple que Vca∣2,6 GHz,−21,3 dBm = Vca∣11,6 GHz,−13,5 dBm = 228 µV (ligne cyan). Toutes
les mesures sont prises à la sortie de la branche ﬁltrée autour de f1 = 4,4 GHz.
une densité spectrale de bruit équivalente à la TS2 (PdBm,Vcc = 0) retourne la valeur RMS
de la tension d’excitation Vca, tel qu’illustré à la ﬁgure 2.9. Cet étalonnage est comparé
aux résultats obtenus sous une excitation à très basse fréquence f0 = 2007 Hz fournie
par l’ampliﬁcateur synchrone. La tension VRMS en sortie de l’ampliﬁcateur synchrone
traversant une résistance élevée R = 100 kΩ, le courant quasi-cc excitant l’échantillon est
considéré comme étant connu exactement et l’excitation adiabatique résultante est jugée
équivalente aux excitations à plus haute fréquence. Une même TS2 (Vcc = 0) implique
alors directement une même Vca.
Cette méthode perd toutefois sa validité dans le régime hf ≫ kBT , donc lorsque
l’échantillon se trouve à l’étage à 7 mK (∝ f = 0,145 GHz). Pour la mesure du quatrième
cumulant en régime quantique, il est nécessaire de lisser les données acquises à la sortie
du ﬁltre de fréquence f = f1,2 avec l’équation 1.22 pour plusieurs puissances d’excitation
aﬁn de s’assurer que la source soit bien linéaire en puissance. Cet étalonnage doit être
répété à plusieurs fréquences d’excitation f0 car l’atténuation des câbles reliant la source
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de photo-excitation à l’échantillon varie en fonction de la fréquence. Ce processus est
illustré à la ﬁgure 2.10a. Lors de la mesure de la compression d’état, ces étalonnages sont
réalisés en lissant l’équation 3.9 sur les données d’auto-corrélation de chaque quadrature,
tel qu’illustré à la ﬁgure 2.10b.
(a) (b)
Figure 2.10 – Étalonnage de Vca, régime quantique. (a) Quatrième cumulant : des courbes de
S2 (PdBm) sont acquises à f0 = 2,6 GHz et f0 = 11,6 GHz pour Vcc = 0 à la sortie du ﬁltre f1 = 4,2 GHz
puis mises en échelle de température. Les données sont lissées à l’aide de l’équation 1.22 pour obtenir le
facteur d’étalonnage. (b) La compression d’état s’observant pour une paire fréquence-tension unique, les
deux sorties du mixeur I-Q, dont la fréquence de référence est 7,0 GHz, sont mesurées au digitaliseur en
fonction de Vcc lorsque l’échantillon subit une excitation à f0 = 14,0 GHz. Les courbes résultantes sont
lissées avec l’équation 3.9 aﬁn de conﬁrmer la tension d’excitation utilisée.
2.4.3.3 Ajustement de la phase entre deux signaux observés
L’ajustement de la phase à proprement parler n’est pas diﬃcile. Le problème décou-
lant de la diﬀérence entre le nombre de longueurs d’ondes parcourues par le bruit de
fréquence f1 et celui parcouru par le bruit de fréquence f2, il suﬃt d’allonger ou de
raccourcir l’un ou l’autre des parcours d’une fraction de longueur d’onde aﬁn que les
deux signaux arrivent en phase à l’appareil de mesure, supposant la phase cohérente sur
chaque chemin suivi. La partie diﬃcile consiste à mesurer la phase, ce qui se fait à l’aide
de diodes DTM180AA et de la carte d’acquisition.
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Figure 2.11 – Réglage de la phase entre les canaux de détection. (gauche) Les deux canaux de la carte
d’acquisition mesurent simultanément la tension en entrée à toutes les 2,5 ns (courbes bleue et rouge) et
retournent la corrélation entre ces deux canaux (courbe magenta). Si la longueur des câbles est telle que
les signaux n’en sont pas à leurs maxima simultanément à la carte d’acquisition, la corrélation observée en
sera diminuée. (droite) Si une longueur de câble est ajoutée ou retirée à l’un des canaux, un déphasage τ
est imposé sur celui-ci, permettant de placer les deux maxima au même point dans le temps au niveau de la
carte. Les deux signaux oscillent alors à la même fréquence temporelle si leurs oscillations sont corrélées.
Après avoir tenu compte des températures électroniques de l’échantillon, du bruit
de l’ampliﬁcateur, de l’étalonnage de la puissance d’excitation et de l’optimisation
du gain des chaînes d’ampliﬁcation, le digitaliseur permet de mesurer la corrélation⟨A1 (0)A2 (τ)⟩ entre deux signaux. Cette corrélation peut se mesurer pour diﬀérents
temps de corrélation τ , valeur habituellement réglée à τ = 0. Toutefois, s’il existe une
diﬀérence de phase τ ≠ 0 entre les signaux A1 et A2, la corrélation maximale sera obser-
vée à ce τ . Le but ici est de choisir des longueurs de parcours aﬁn de placer la corrélation
maximale à un τ qui soit un multiple entier de la résolution de la carte d’acquisition,
idéalement τ = 0. Cette procédure est illustrée à la ﬁgure 2.11.
Dans le cas des mesures de quatrième cumulant, le circuit est donc réglé aﬁn d’assu-
rer une corrélation ente les deux canaux, tel que décrit à la section 1.3.2. Une fréquence
d’excitation f0 = f2−f1, où f1,2 sont les fréquences observées par les canaux, est donc uti-
lisée. La basse fréquence d’excitation assure que l’atténuation de la puissance d’excitation
de l’électron est minimale et l’utilisation de ∣p∣ = 1 maximise la corrélation observable.
La corrélation croisée est alors mesurée entre les deux canaux de la carte d’acquisition
pour diﬀérents τ allant de −50 ns à 50 ns par intervalles de 2,5 ns, la résolution de la
carte. La longueur d’un des câbles est alors changée, soit en ajoutant une longueur ou en
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remplaçant un câble par un plus court, jusqu’à ce que le pic maximal soit observé 9. Les
câbles ne doivent donc plus être changés par la suite et la constante de temps pour la-
quelle le pic maximal a été détecté est ﬁxée comme l’intervalle de mesure de corrélation
entre les deux canaux, soit ⟨A1 (0)A2 (τ)⟩.
2.5 Montages expérimentaux
Trois expériences ont été réalisées dans le cadre de cette étude de la densité spectrale
de bruit : la mesure du quatrième cumulant dans le régime classique hf0 ≪ kBT , la
mesure du quatrième cumulant dans le régime quantique hf0 ≫ kBT et l’observation de
la compression d’état à deux modes. Cette section décrit les conditions expérimentales
spéciﬁques à chaque montage. Une notation simpliﬁée est utilisée pour les dispositifs
déjà décrits dans les sections 2.4.1.2 et 2.4.2.2.
2.5.1 Mesure du quatrième cumulant en régime classique
Figure 2.12 – Mesure du quatrième cumulant dans le régime classique.
9. Ce pic peut être observé à n’importe quel temps τ , tant qu’il est de hauteur maximale.
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Figure 2.13 – Filtres utilisés pour l’observation du quatrième cumulant dans le régime classique.
Branche f1 : fa : K&L (3200-6800 MHz) ; fb : VLF-5500+ ; fc : VBF-4400+. L’ampliﬁcateur A1 : Mi-
teq 0,1 − 8 GHz fournit l’ampliﬁcation nécessaire pour que la diode DTM180AA retourne une puissance
mesurable aux multimètres (dmm) et l’ampliﬁcateur A2 : ZFL-1000LN+ ampliﬁe le signal en sortie de
la diode pour utiliser la gamme complète de la carte d’acquisition (digitaliseur). Il fait aussi oﬃce de
bloque-cc. Un ﬁltre passe-bas fcc : VLFX-225 est ensuite placé à l’entrée de la carte d’acquisition. Branche
f2 : fa : K&L (5400-8600 MHz) ; fb : VBF-7200+ ; fc : VHF-6010+ ; A1 : Miteq 0,1 − 12 GHz. La diode,
l’ampliﬁcateur A2 et le ﬁltre passe-bas sont les mêmes que pour la branche f1.
(a) (b)
Figure 2.14 – Bandes passantes des branches d’ampliﬁcation ﬁltrées à f1 et f2 dans les montages
utilisés pour les mesures du quatrième cumulant. (a) Régime classique. f1 = (4,4 ± 0,5) GHz et f2 =
(7,2 ± 0,3) GHz. (b) Régime quantique. f1 = (4,2 ± 0,7) GHz et f2 = (7,2 ± 0,4) GHz.
Pour la mesure du quatrième cumulant dans le régime classique, le montage utilisé
est illustré à la ﬁgure 2.12. L’excitation Vca aux fréquences inférieures à 3,85 GHz est réa-
lisée avec la source SRS SG384 et aux fréquences supérieures à 7,83 GHz, avec la source
Agilent MXG. La tension cc et les basses fréquences d’excitation traversent un «T» de
polarisation sur l’étage à 3 K du cryostat avant d’entrer dans un ensemble multiplexeur
constitué de deux diplexeurs, situés sur le même étage, dont les bandes passantes sont
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rapportées à la ﬁgure 2.7a ; la source à hautes fréquences entre directement dans le mul-
tiplexeur ainsi formé. La borne d’entrée du multiplexeur est reliée à l’échantillon 10, de
résistance R1 = 22 Ω, puis la borne de fréquences intermédiaires est branchée à l’am-
pliﬁcateur cryogénique 4 − 12, aussi placé sur l’étage à 3 K. La sortie de ce dernier est
reliée à un ampliﬁcateur à température pièce 0,1 − 12 GHz. Le signal est ensuite séparé
en deux branches à l’aide d’un séparateur de puissance Mini-Circuits ZFRSC-183-S+ puis
ﬁltré autour des fréquences f1 = 4,4 GHz et f2 = 7,2 GHz par des branches de ﬁltrage
constituées des composants répertoriés à la ﬁgure 2.13. Leur bande passante est illustrée
à la ﬁgure 2.14a.
2.5.2 Mesure du quatrième cumulant en régime quantique
Figure 2.15 – Mesure du quatrième cumulant dans le régime quantique.
De nouveaux dispositifs étant disponibles, la mesure du quatrième cumulant dans
le régime quantique a été grandement facilitée. Dans le montage de la ﬁgure 2.15, l’ex-
10. L’échantillon étant à 3 K, il n’est pas nécessaire d’utiliser un aimant pour le conserver dans son état
métal normal.
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Figure 2.16 – Filtres utilisés pour la mesure du quatrième cumulant en régime quantique. Branche f1 :
fa : VBF-4400+ ; fb : VLF-5500+. L’ampliﬁcateurA1 :Miteq 0,1−8 GHz fournit l’ampliﬁcation nécessaire
pour que la diode DTM180AA retourne, après un atténuateur de 12 dB (en rouge), une puissance mesu-
rable aux multimètres (dmm). L’ampliﬁcateur A2 : ZFL-1000LN+ permet d’utiliser la gamme complète
d’amplitude de la carte d’acquisition (digitaliseur). Il fait aussi oﬃce de bloque-cc. Un ﬁltre passe-bas fcc :
VLFX-80 est ensuite placé à l’entrée de la carte d’acquisition. Branche f2 : fa : VHF-6010+ ; fb : VBF-
7200+ ; A1 : Miteq 0,1 − 12 GHz. L’atténuateur rouge vaut ici 1 dB, l’ampliﬁcation dans cette branche
étant plus faible. La diode, l’ampliﬁcateur A2 et le ﬁltre passe-bas sont les mêmes que pour la branche
f1 et dans les deux cas, des atténuateurs de 1 dB sont placés après chaque composant aﬁn d’éliminer les
réﬂexions du bruit dû aux ampliﬁcateurs à 300 K.
citation Vca est réalisée à l’aide de deux sources PSG Agilent E8257D. La tension cc et
les basses fréquences d’excitation traversent aussi un «T» de polarisation, mais celui-ci
est placé à l’étage à 7 mK du cryostat, comme le triplexeur auquel il est branché. Les
bandes passantes du triplexeur, auquel la source hautes fréquences est branchée direc-
tement, peuvent être trouvées à la ﬁgure 2.7b. Sa borne d’entrée est toujours reliée à
l’échantillon, ici de résistance R2 = 20 Ω, mais la borne à fréquences intermédiaires est
reliée à deux circulateurs sur l’étage à 7 mK avant de rejoindre l’ampliﬁcateur cryogé-
nique 4 − 8 GHz à l’étage à 3 K. La sortie de ce dernier est reliée à un ampliﬁcateur à
température pièce 1 − 11 GHz, puis le signal est séparé en deux branches à l’aide d’un
diviseur de puissance Krytar MLDD 2-way power divider, model 6030180K 0.5-18 GHz.
Les sorties de ce dernier sont ﬁltrées autour des fréquences f1 = 4,2 GHz et f2 = 7,2 GHz
par des branches de ﬁltrage constituées des composants répertoriés à la ﬁgure 2.16. Leur
bande passante est illustrée à la ﬁgure 2.14b.
Bien que le phénomène n’ait pas eu d’impact majeur sur les mesures du quatrième cu-
mulant dans le régime classique, chaque canal de la carte d’acquisition pollue légèrement
le signal mesuré à l’autre canal via un couplage réciproque ; ceci se nomme diaphonie ou
«crosstalk» en anglais. Il en résulte une légère corrélation croisée artiﬁcielle entre les ca-
naux dont il est nécessaire de s’aﬀranchir aﬁn d’avoir des mesures de corrélation croisées
dues seulement à l’échantillon à l’étude.
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Figure 2.17 – Corrélation croisée mesurée au digitaliseur pour un échantillon sans corrélation, une ré-
sistance cryogénique de 50 Ω. Les points noirs représentent les valeurs obtenues en moyennant 54 courbes
et la ligne rouge, une combinaison linéaire des auto-corrélations mesurées simultanément à la corrélation
croisée. α = −3,998 × 10−4, β = −5,386 × 10−4, γ = 44,11 comptes2.
Aﬁn de quantiﬁer cette pollution de canaux, la jonction tunnel a été remplacée par
une résistance cryogénique de 50 Ω dans le montage de la ﬁgure 2.15. Comme les ﬂuc-
tuations de courant dans une résistance ne présentent pas de corrélations entre deux
bandes de fréquences indépendantes, toute corrélation mesurée entre les canaux du di-
gitaliseur doit être due à la carte d’acquisition elle-même. La ﬁgure 2.17 rapporte donc
la corrélation croisée de la carte d’acquisition en fonction de la tension de polarisation
Vcc aux bornes de l’échantillon et la combinaison linéaire α ⟨A21⟩ + β ⟨A22⟩ + γ reprodui-
sant cette corrélation croisée à partir des auto-corrélations des deux canaux d’entrée A1
et A2. Donc pour toutes les mesures de quatrième cumulant dans le régime quantique
présentées dans cette thèse, la corrélation croisée ⟨A1A2⟩ subit d’abord un correction
G2 = ⟨A1A2⟩ − α ⟨A21⟩ − β ⟨A22⟩ − γ.
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Figure 2.18 – Observation de la compression d’état.
2.5.3 Observation de la compression d’état
L’observation de la compression d’état requiert un montage plus complexe que celle
du quatrième cumulant, tel qu’en témoigne la ﬁgure 2.18. Pour cette expérience, l’excita-
tion Vca, réalisée à l’aide d’une source PSG Agilent E8257D, doit demeurer en cohérence
de phase avec les références des séparateurs I-Q, fournies par les mêmes sources PSG, tel
qu’illustré à la ﬁgure 2.19. Le signal émis par le PSG est référé en phase à un signal en
entrée sur le panneau arrière de l’appareil. Lors des mesures ordinaires, l’appareil est sa
propre référence de phase : une onde en phase avec le signal en sortie (out) est reliée à
l’entrée de référence de phase de ce dernier (in). Aﬁn d’observer la compression d’état
à deux modes, les trois fréquences entrant en jeu dans l’expérience, f0, f1 et f2, doivent
être maintenues en phase pour toutes les mesures. Par conséquent, la référence d’une des
sources doit être une combinaison linéaire des ondes en sortie des deux autres sources
ca.
Un mixeur retourne donc à sa sortie I une onde de fréquence fI = fR−fL = 7,0 GHz
à partir des fréquences des signaux en entrée aux ports R et L, fR = 14,5 GHz et
fL = 7,5 GHz. La référence du PSG devant être inférieure à 10 GHz, utiliser un mixeur
du type fI = fR + fL n’est pas possible ici car f0 = 14,5 GHz. Il est donc nécessaire de
maintenir la sortie du PSG 2 sous tension en permanence aﬁn de conserver les références
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Figure 2.19 – Réglage de la cohérence de phase des trois sources PSG Agilent E8257D utilisées pour la
mesure de compression d’état. Le mixeur utilisé est un Miteq TB044OLWI et les signaux sont dupliqués
avec des séparateurs de puissance ZFRSC-183-S+. Un atténuateur ajustable Agilent J7211C Attenuation
Control contrôlé par ordinateur sert d’interrupteur à l’excitation ca de l’échantillon et des atténuateurs
de 3 dB (en rouge) servent à garder les puissances d’excitation dans les gammes acceptables pour les
mixeurs I−Q et le mixeur Miteq.
de phase, que l’échantillon soit excité ou pas. Par conséquent, un atténuateur ajustable
contrôlé par ordinateur est utilisé pour interrompre la tension d’excitation pour les me-
sures prises à Vca = 0. L’amplitude de la source d’excitation réglée pour cette expérience
est donc de 8 dBm en sortie du PSG 2 avec l’atténuateur programmable réglé à 101 dB
d’atténuation lors des mesures à Vca = 0 et à 7 dB dans les autres cas. Le PSG 1 et le
PSG 3 ont une amplitude en sortie de 23 dBm, ce qui donne −12,80 dBm en entrée des
mixeurs I-Q. Il en découle une amplitude de 13,25 dBm à l’entrée L du mixeur Miteq,
0,5 dBm à son entrée R et 7,97 dBm à sa sortie I , qui est la référence du PSG 3.
Pour ce montage, le «T» de polarisation est utilisé comme ﬁltre passe-bas pour l’ali-
mentation cc et son port haute-fréquence est relié à la masse via une résistance de 50 Ω.
Le triplexeur, dont les bandes de fréquences sont aﬃchées à la ﬁgure 2.7b, est utilisé
comme à la section 2.5.2. La jonction tunnel, de résistance R3 = 70 Ω, est branchée à
l’entrée du triplexeur. Comme pour la mesure du quatrième cumulant dans le régime
quantique, tous ces composants sont situés à l’étage à 7 mK du cryostat, comme les deux
circulateurs qui relient le triplexeur à l’ampliﬁcateur cryogénique 4− 8 GHz. Ce dernier
est, bien sûr, placé sur l’étage à 3 K.
L’alimentation de cet ampliﬁcateur a posé beaucoup de diﬃcultés en ce qui a trait
à l’élimination des boucles de masse. La solution ultime consiste à utiliser une source
Chapitre 2 : Procédure expérimentale 72
Figure 2.20 – Un bloque-cc BLK-89-S+ est d’abord utilisé pour couper la portion cc du signal émanant
du mixeur I−Q. Un ﬁltre passe-bas cc1 VLFX-1050 limite alors le signal en entrée de l’ampliﬁcateur A1 :
ZFL-1000LN+. Pour les mesures au multimètre (dmm), des ﬁltres passe-bas cc2 :VLFX-80 et cc3 :BLP1.9+
sont utilisés de part et d’autre de la diode DHM020BB tandis que pour les mesures avec la carte d’acquisi-
tion (digitaliseur), un deuxième ampliﬁcateur ZFL-500LN est utilisé, suivi d’un ﬁltre passe-bas cc2.
Agilent E3620A avec chaque sortie à 12 V. La borne négative de la première sortie est
reliée à la borne positive de la deuxième, formant ainsi une source ﬂottante de ±12 V
permettant d’alimenter l’ampliﬁcateur via un bloc d’alimentation LNF-PS_2 s/n 0003 11.
La sortie de l’ampliﬁcateur est ampliﬁée à température pièce par un ampliﬁcateur
Miteq 0,1 − 8 GHz dont la sortie est séparée en deux par un diviseur de puissance Kry-
tar MLDO 2-way power divider, model 6030400K 3-40 GHz. Des atténuateurs de 3 dB
sont ﬁnalement utilisés en entrée des mixeurs I-Q, dont les fréquences de référence
sont fournies par des sources PSG à raison de f1 = 7,0 GHz et f2 = 7,5 GHz pour un
f0 = 14,5 GHz, tel que décrit plus haut.
Les sorties I et Q des mixeurs I-Q sont alors reliées soit à la masse via une résistance
de 50 Ω, soit à une branche de détection fq qui se termine à un canal de la carte d’acqui-
sition ou à un multimètre. Dans les deux cas, la séquence de ﬁltres et ampliﬁcateurs de
la branche de détection est décrite à la ﬁgure 2.20.
11. Il a été découvert par la suite que les blocs d’alimentation LNF-PS_2 n’étaient pas tous identiques...
Chapitre 3
Analyse des résultats
La présente section vise à présenter et analyser les résultats obtenus au cours de
cette thèse, dont certains ont déjà été publiés [104–106]. Les expériences décrites dans
ce texte se centrant sur deux aspects distincts du bruit, l’analyse est séparée en deux
sections, soient le traitement des résultats liés à l’étude du quatrième cumulant dans
les ﬂuctuations de courant d’une jonction tunnel et l’analyse des données démontrant
l’existence de compression d’état dans ce même bruit.
3.1 Quatrième cumulant 1
L’étude du quatrième cumulant dans les ﬂuctuations de courant ayant été réalisée
avec la même méthode expérimentale dans le régime classique[104] et le régime quan-
tique[105], il est de mise d’utiliser les mêmes outils analytiques pour en traiter les ré-
sultats. Les données obtenues dans le cadre de ces deux expériences sont donc analysées
côte à côte aﬁn de faire ressortir la correspondance entre les attentes théoriques et les
1. Toutes les mesures dans le régime classique sont eﬀectuées à Te´lec = 2,8 K sur une jonction tunnel
de résistance R1 = 22 Ω avec des fréquences d’observation f1 = 4,4 GHz et f2 = 7,2 GHz. Dans le régime
quantique, Te´lec = 17 mK et la une jonction tunnel a une résistance R2 = 20 Ω. Les fréquences d’obser-
vation sont f1 = 4,2 GHz et f2 = 7,2 GHz. Toutes les courbes sont moyennées sur un grand nombre
d’échantillons (éch.) aﬁn de minimiser l’eﬀet des ﬂuctuations non-reliées à la photo-excitation ou à la po-
larisation. Dans les ﬁgures, les symboles représentent les résultats expérimentaux et les traits continus, les
attentes théoriques. Sauf indication contraire, l’incertitude expérimentale est trop faible pour être aﬃchée.
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résultats obtenus. Cela permet de plus d’illustrer les diﬀérences entre le régime classique
et le régime quantique. À cette ﬁn, la présente section décrit d’abord les mesures de
corrélation croisée pour ensuite en faire une analyse à l’aide d’outils développés dans le
domaine de l’optique.
3.1.1 Corrélateur puissance-puissance
Le montage utilisé pour l’observation du quatrième cumulant mesure d’abord les
ﬂuctuations de puissance δPk = Pk (t) − ⟨Pk⟩ sur une largeur de bande ∆fk autour
de deux fréquences indépendantes fk. Ces ﬂuctuations sont enregistrées par une carte
d’acquisition (digitaliseur) qui retourne le corrélateur puissance-puissance G2 présenté à
l’équation 1.21. Les δPk sont mesurées sur une largeur de bande∆ε ∼ 108 Hz limitée par
les ﬁltres en entrée de la carte d’acquisition. La mesure résultante
G2∆ε = ∫ dε ⟨δP1 (ε) δP2 (ε)⟩ (3.1)
retourne alors une valeur proportionnelle au quatrième cumulant.
En eﬀet, tel que suggéré à la section 1.3.2, la composante cc de la puissance est coupée
à la sortie des détecteurs. Ceux-ci retournent donc seulement les susceptibilités de bruit
Xp = ⟨I (f)k I (pf0 − fk)⟩ présentées à l’équation 1.24. Pour les fréquences f0 supérieures
à ∆ε ∼ 0,1 GHz, les oscillations en entrée de la carte ne sont pas corrélées si pf0 ≠
f ′1 ± f ′2 avec f ′k ∈ [fk −∆fk, fk +∆fk]. Le corrélateur mesuré fait donc intervenir les
composantes Fourier du courant à quatre fréquences différentes, ce qui est, par déﬁnition,
le quatrième cumulant ⟨⟨I4⟩⟩ = ⟨I4⟩−3 ⟨I2⟩2 déﬁni à l’équation 1.11 2. Le montage utilisé
exclut donc toute contribution des moments d’ordre inférieur au quatrième moment,
simpliﬁant ainsi les attentes théoriques au cas
⟨⟨I4⟩⟩ = ⟨I4⟩ = ⟨I (f1) I (pf0 − f1) I (f2) I (−pf0 − f2)⟩ . (3.2)
Avec des bandes passantes rectangulaires telles que celles illustrées à la ﬁgure 1.7, la
2. À ⟨I⟩ = 0, ⟨I4⟩ = ⟨I (f1) I (f0 − f1) I (−f2) I (f2 − f0)⟩ + ⟨I (f1) I (−f1)⟩ ⟨I (f2) I (−f2)⟩ +
⟨I (f1) I (−f1)⟩2 + ⟨I (f2) I (−f2)⟩2. Ces trois derniers termes ne sont pas mesurés par la carte d’ac-
quisition étant donnés les ﬁltres choisis.
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(a) (b)
Figure 3.1 – Balayage en fréquence de 10 MHz à 3,8 GHz et de 10 GHz à 14 GHz de G2, régimes clas-
sique et quantique (détails : note 1). Les données expérimentales sont représentées par les traits continus.
L’intervalle 4 − 8 GHz n’était pas accessible avec le montage expérimental utilisé. (a) Régime classique,
Vca = 1,0 mV. Chaque point est moyenné sur 8,6 × 1010 éch. (b) Régime quantique, Vca = 57 µV pour
f0 < 4 GHz et Vca = 44 µV pour f0 > 10 GHz. Chaque point est moyenné sur 4 × 1011 éch. pour les
courbes à Vcc = 10 µV et sur 1 × 1011 éch. pour les courbes à Vcc = 0. Tel qu’attendu, des pics sont ob-
servés à f0 = f2 ± f1 pour Vcc élevé, tout comme un pic de plus faible amplitude à f0 = (f2 − f1)/2 pour
Vcc = 0. Les tensions Vca et les gains du système ont été calibrés à Vcc = 0, f0 = f2 − f1 pour les fréquences
d’excitation f0 < 4 GHz et à Vcc = 0, f0 = f2 + f1 pour f0 > 10 GHz. Les imperfections dans les pics sont
dues à la forme des bandes passantes des ﬁltres, multiplexeurs, ampliﬁcateurs et câbles coaxiaux du côté
observation et à l’atténuation variable en fonction de la fréquence des câbles coaxiaux du côté excitation.
corrélation mesurée devrait avoir la forme de triangles centrés sur les fréquences f0 =(f1 ± f2) /p. C’est presque ce qu’illustre la ﬁgure 3.1. Les bandes passantes des branches
de détection n’étant pas rectangulaires, tel qu’en témoigne la ﬁgure 2.14, les pics ne sont
pas des triangles parfaits. Ils sont tout de même centrés sur f1 ± f2 pour une tension
de polarisation Vcc élevée et sur (f2 − f1) /2 pour Vcc = 0. Le cas f0 = (f2 + f1) /2 n’est
pas accessible avec le montage utilisé, la bande de détection étant séparée des bandes
d’excitation aﬁn de ne pas saturer l’ampliﬁcateur.
Aﬁn d’expliquer pourquoi les pics observés ne sont pas les mêmes à Vcc = 0 qu’à
Vcc élevée, il faut regarder la forme des quantités corrélées par le digitaliseur, soient les
δPk. Comme le mentionne la section 1.3.3, cette quantité est proportionnelle au Xp
de l’équation 1.24, qui peut être décrit, dans le régime adiabatique, par l’expansion de
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(a) (b)
Figure 3.2 – Comportement approximatif du quatrième cumulant dans le régime classique. (a) Densité
spectrale de bruit normalisée et ses première et seconde dérivées normalisées. À Vcc = 0, la première
dérivée est nulle et la seconde, maximale. Le contraire est observé à Vcc élevée. (b) Densité spectrale de
bruit normalisée et le carré de ses première et seconde dérivées normalisées. Dans le régime adiabatique,
où S02 (Vcc,f1) = S02 (Vcc,f2), le comportement du quatrième cumulant s’approche du carré de la première
ou de la seconde dérivée de la densité spectrale de bruit, selon la tension de polarisation.
Taylor de l’équation 1.26. L’excitation à p = 1 correspond au premier ordre ce cette
expansion ; dans ce cas, δPk ∝ Xp=1 ∝ ∂S02(Vcc,f)∂V , ce qui est tracé au centre de la ﬁgure
3.2a. Comme cette valeur est indépendante de la fréquence d’excitation, δP1 = δP2. Il
s’ensuit que le corrélateur de puissanceG2 = ⟨δP1δP2⟩∝ (∂S02(Vcc,f)∂V )2, ce qui est tracé au
centre de la ﬁgure 3.2b. Il est clair qu’à Vcc élevée, le corrélateur de puissance atteint son
maximummais qu’à Vcc = 0, celui-ci est nul. C’est pourquoi les corrélations à f0 ≈ f2±f1
sont présentes sur les courbes bleues (Vcc élevées) et absentes des courbes rouges (Vcc = 0)
de la ﬁgure 3.1.
Comme à Vcc = 0, le premier terme de l’expansion de Taylor est nul, il faut s’en
remettre au second terme Xp=2 ∝ ∂2S02(Vcc,f)∂V 2 de l’expansion, illustré en bas de la ﬁgure
3.2a, pour expliquer le pic observé sur les courbes rouges. Encore une fois, dans le régime
adiabatique δP1 = δP2 ⇒ G2 ∝ (∂2S02(Vcc,f)∂V 2 )2 pour p = 2, ce qui est tracé en bas de
la ﬁgure 3.2b. Cette courbe aﬃche un comportement opposé au cas p = 1, soit une
corrélation nulle à Vcc élevée et un maximum à Vcc = 0. Ainsi, le pic à f0 = (f2 − f1) /2
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correspondant à p = 2 est observé seulement sur les courbes rouges de la ﬁgure 3.1.
L’amplitude du pic de la courbe rouge en environ dix fois plus faible que celle des pics
de la courbe bleue, ce qui est cohérent avec le fait qu’il s’agit du second terme d’une
expansion de Taylor. Il importe de noter ici que la même logique est valide à l’extérieur
du régime adiabatique. Bien que dans ces conditions, δP1 ≠ δP2, leurs maxima et minima
sont situés aux mêmes Vcc que dans le régime adiabatique.
Les pics observés à f0 ∼ 0 GHz dans le régime classique à la ﬁgure 3.1a tirent leur ori-
gine du cas f0 < ∆f1,2 décrit à la section 1.3.2. Comme il existe alors plusieurs paires de
fréquences f,pf0−f à l’intérieur de chaque bande passante, un grand nombre de δP sont
détectés par chaque détecteur de puissance et ceux-ci sont tous corrélés. Ce phénomène
est ampliﬁé par la contribution des harmoniques pf0 de la fréquence d’excitation, ce qui
explique la hauteur de la densité spectrale de bruit (> 100 K2) observée ici. Les ﬁltres
passe-bas de 225 MHz à l’entrée de la carte d’acquisition pour les mesures dans le régime
classique ont permis l’observation de ces pics ; les ﬁltres passe-bas utilisés dans le second
montage ayant une bande passante de 80 MHz, ils en auraient masqué une grande partie.
Ces ﬁltres ont d’ailleurs coupé la quasi-totalité des pics à basse fréquence qui au-
raient pu être observés dans le régime quantique, comme l’illustre la ﬁgure 3.1b. À cette
température, les corrélations basses fréquences devraient être pratiquement absentes à
Vcc = 0. Tel que le mentionne la section 1.3.3, Spa2 (Vcc,f,f0,z) correspond à la moyenne
de S2 (V,f) sur une plage de tension V ∈ [Vcc − Vca,Vcc + Vca] dans le régime adiabatique.
Or à Vcc = 0, Vca = 57 µV, le résultat moyen est très faible pour f2 = 7,2 GHz. Tout δP
mesuré dans ces conditions serait donc négligeable. À Vcc = 100 µV par contre, la den-
sité spectrale est moins négligeable. C’est probablement ce qui explique le pic présent à
100 MHz sur la courbe bleue.
L’approximation adiabatique de l’équation 1.26 peut aussi être utilisée pour décrire
le comportement de G2 en fonction de la tension de polarisation dans le régime clas-
sique. Tel qu’il l’a été mentionné plus tôt, Gp=12 ∝ (∂S02(Vcc,f)∂V )2 et Gp=22 ∝ (∂2S02(Vcc,f)∂V 2 )2
dans le régime adiabatique. Les formes de ces courbes, tracées au centre et en bas de la
ﬁgure 3.2b, correspondent très bien aux résultats aﬃchés aux ﬁgures 3.3a et 3.6a, respec-
tivement. Les données maximales de la ﬁgure 3.6a ont une amplitude moindre que les
données de la ﬁgure 3.3a à Vca égales, comme c’est le cas sur la ﬁgure 3.1.
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(a) (b)
Figure 3.3 – Balayage cc du corrélateur de puissance observé sous fréquence d’excitation f0 ≈ (f2 −
f1) pour diﬀérentes tensions Vca, régimes classique et quantique (détails : note 1). Courbes théoriques :
Xp=1 (Vcc,f1,f0,z) × Xp=1 (Vcc,f2,f0,z) où Xp est tiré de l’équation 1.25. (a) Régime classique, f0 =
2,5 GHz. Chaque point est moyenné sur 8,6 × 109 éch. (b) Régime quantique, f0 = 2,7 GHz. Chaque
point est moyenné sur 8,8 × 1011 éch. pour la courbe à Vca = 80 µV, sur 1,9 × 1012 éch. pour les courbes
à Vca = 40 µV, Vca = 57 µV et sur 6,3 × 1012 éch. pour la courbe à Vca = 0 µV. La taille des symboles
représente l’incertitude expérimentale, telle que décrite à l’annexe B.
Cette approximation ne tient toutefois plus la route dans le régime quantique, car
l’énergie des quanta d’excitation hf0 est alors plus importante que l’énergie thermique
kBT . Le système n’a donc pas le temps de retrouver son équilibre à l’intérieur d’une
oscillation de fréquence f0, ce qui le sort du régime adiabatique. C’est aﬁn de sonder
les conséquences de cette distinction que l’expérience a été répétée à 17 mK. À cette
température, il est essentiel d’utiliser la susceptibilité de bruit, équation 1.25, aﬁn de
comprendre le comportement du quatrième cumulant.
L’équation 3.1, où δPk = ⟨I (fk) I (f0 − fk)⟩ = Xp=1 (Vcc,fk,f0,z) à p = 1, permet
de reproduire presque parfaitement les résultats expérimentaux obtenus à f0 ≈ f1 ± f2,
rapportés aux ﬁgures 3.3b et 3.4b, ainsi que les résultats obtenus dans le régime classique,
tel qu’illustré aux ﬁgures 3.3a et 3.4a. De surcroît, il est même possible d’observer des
cassures à Vcc = hf2/e et à Vcc = (hf2 +hf0)/e sur la dernière courbe de la ﬁgure 3.4b, tel
que prévu à la section 1.1.2, ﬁgure 1.1.
La ﬁgure 3.4b présente toutefois un résultat inattendu. Un quatrième cumulant est
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(a) (b)
Figure 3.4 – Balayage cc du corrélateur de puissance observé sous fréquence d’excitation f0 ≈ (f2 +
f1) pour diﬀérentes tensions Vca, régimes classique et quantique (détails : note 1). Courbes théoriques :
Xp=1 (Vcc,f1,f0,z) × Xp=1 (Vcc,f2,f0,z) où Xp est tiré de l’équation 1.25. (a) Régime classique, f0 =
11,6 GHz. Chaque point est moyenné sur 3,4 × 1010 éch. (b) Régime quantique, f0 = 11,6 GHz. La
taille des symboles représente l’incertitude expérimentale, telle que décrite à l’annexe B. Les cassures à
hf2/e ≈ ±30 µV et à (hf2 + hf0)/e ≈ ±78 µV sont évidentes sur la courbe à 31 µV. Chaque point
est moyenné sur 3,1 × 1011 éch. pour les courbes à Vca > 15 µV, sur 6,2 × 1011 éch. pour la courbe à
Vca = 11 µV et sur 6,3 × 1012 éch. pour la courbe à Vca = 0 µV.
observable en absence de photo-excitation et son amplitude est plus d’un ordre de gran-
deur supérieure à ce qui serait attendu pour le quatrième cumulant intrinsèque de Pois-
son C4 = e3I∆f 3. De plus, la densité spectrale de bruit dans une jonction tunnel doit
suivre le bruit de Poisson en absence d’excitation ca, soit S2 (Vcc,f) = 2e ⟨I⟩ = 2eVcc/R.






δV ⟩ (∆f)2 /R2. Or ⟨δV 2⟩ = ⟨δV 2⟩env + ⟨δV 2⟩e´ch, les ﬂuctuations de
tension dues à l’environnement, donc les ﬂuctuations thermiques, et celles générées
par l’échantillon. ⟨δV 2⟩env peut donc être représentée comme une ﬂuctuation de ten-
sion dans une résistance R suivant la forme ⟨δV 2⟩ ≈ 4kBTR∆f décrite à la section
1.1.1. Il en découle que le quatrième cumulant intrinsèque devrait être de l’ordre
de C04 ∼ 16e2kBT (∆f)3 /R. En unités de température, cette valeur se traduit par
C04R
2/ (2kB∆f)2 ∼ 4e2T∆fR/kB ∼ 2 × 10−6 K2, valeur qui devrait être constante en
Vcc.
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(a) (b)
Figure 3.5 – Détails du Balayage cc du corrélateur de puissance observé sous fréquence d’excitation
f0 = (f2 +f1) dans le régime quantique. Les conditions expérimentales sont les mêmes qu’à la ﬁgure 3.4b.
(a) Courbe de G2 sans excitation comparée à la correction thermique. Les incertitudes ont été omises
pour alléger la ﬁgure mais sont discutées plus en détails à l’annexe B. (b) Le croisement entre les courbes
théoriques est évident et se reproduit parfaitement dans les données expérimentales.
Or le quatrième cumulant observé à excitation nulle varie en fonction de Vcc avec
une valeur minimale de 8 × 10−5 K2, ce qui n’est pas cohérent avec cette explication.
Une source possible de cette observation serait la polarisation cc. Une Vcc = 100 µV
se traduit par une énergie thermique kBTdc = e ∣Vcc∣ ∼ 1,6 × 10−23 J, résultant en un
C04 ∼ 1×10−4 K2, ce qui rejoint l’observation expérimentale à cette tension. Cela ne suﬃt
toutefois pas à expliquer les écarts observés à ∣Vcc∣ < 70 µV, basses Vca sur les ﬁgures 3.6b
et 3.5a. Des énergies de type hf ou encore des excitations provenant de l’extérieur du
système contribuent peut-être à ces observations, tel que décrit à l’annexe B.
Une autre observation unique au régime quantique est le croisement illustré à la
ﬁgure 3.5b. Alors que dans le régime classique, les eﬀets de la température masquent
les phénomènes se produisant à basses Vcc, il est possible d’observer à Te´lec = 17 mK
des cas où à Vcc égales, le quatrième cumulant diminue lorsque Vca augmente, ce qui va
à l’encontre du comportement observé à haute Vcc. Ce phénomène peut être associé à
l’émission de photons par paires, tel que discuté à la section 3.1.2.
La description des données à f0 = (f2 − f1) /2 requiert toutefois quelques précisions
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(a) (b)
Figure 3.6 – Balayage cc du corrélateur de puissance observé sous fréquence d’excitation f0 ≈ (f2 −
f1)/2 = 1,3 GHz pour diﬀérentes tensions Vca, régimes classique et quantique (détails : note 1). Courbe
théorique :Xp=2 (Vcc,f1,f0,z)×Xp=2 (Vcc,f2,f0,z) oùXp est tiré de l’équation 1.25. (a) Régime classique.
Chaque point est moyenné sur 1,7 × 1010 éch. (b) Régime quantique. La taille des symboles représente
l’incertitude expérimentale, telle que décrite à l’annexe B. Chaque point est moyenné sur 6,2 × 1011 éch.
pour la courbe à Vca = 64 µV et sur 1,9 × 1012 éch. pour les autres courbes.
supplémentaires. Tout d’abord, il est clair sur la ﬁgure 3.1a que dans le régime classique,
une portion du signal à p = 1 (trait bleu) vient polluer le signal émis à p = 2 (trait rouge).
Il est donc nécessaire de soustraire la contribution de cette pollution des données expéri-
mentales mesurées à p = 2 avant de lisser les données. Tel que l’illustre la ﬁgure 3.2b, il ne
devrait subsister aucune corrélation à Vcc élevée pour p = 2. Toute corrélation mesurée
en ce point doit donc être due exclusivement à un signal de type p = 1, rendu possible
par la large bande passante des ﬁltres utilisés et l’amplitude de l’excitation Vca. Pour éli-
miner cette pollution, une courbe mesurée à f0 = f2 − f1 (p = 1) a été mise à l’échelle du
signal observé à Vcc = −2,24 mV, f0 = (f2 − f1) /2 (p = 2), tel qu’illustré à la ﬁgure 3.7.
Cette valeur ayant la même forme pour toute fréquence dans le régime adiabatique, la
soustraire des données expérimentales permet d’éliminer la corrélation excédentaire ob-
servée à f0 = 1,3 GHz sans inﬂuencer les résultats à Vcc = 0. L’excellente correspondance
entre la théorie et les résultats expérimentaux de la ﬁgure 3.6a à basses Vca conﬁrme
la validité de cette approche. Les valeurs élevées de Vca décollent toutefois légèrement
des attentes théoriques malgré cette correction. Celles-ci n’étant pas parfaitement plates
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Figure 3.7 – Élimination de la contribution du signal à f0 = f2 − f1 du G2 observé à f0 = (f2 − f1) /2,
régime classique (détails : note 1). Les cercles rouges représentent les données brutes mesurées au digi-
taliseur pour f0 = 1,3 GHz, Vca = 2,0 mV et les triangles bleus, une courbe mesurée à f0 = 2,5 GHz,
Vca = 2,0 mV remise à l’échelle au niveau du bruit à f0 = 1,3 GHz, Vca = 2,0 mV, Vcc = 2,24 mV. La diﬀé-
rence entre les deux courbes est représentée par les carrés verts. C’est cette dernière qui est transformée en
unités de température. Dans le cas quantique, les triangles bleus sont remplacés par une courbe théorique
à Xp=1 (Vcc,f1,1,3 GHz,z) ×Xp=1 (Vcc,f2,1,3 GHz,z).
à hautes Vca,Vcc, il est possible que la remise à l’échelle de la courbe soustraite néces-
site une correction supplémentaire. Une opération similaire été utilisée pour obtenir
la ﬁgure 3.6b, mais la quantité soustraite était plutôt de nature théorique, la fréquence
d’excitation f0 inﬂuençant la forme de la distribution dans le régime quantique.
Malgré ces corrections, les résultats expérimentaux à f0 = (f1 − f2) /2 ne collent
pas exactement à la théorie dans le régime quantique. L’évasement des pics peut proba-
blement être rattaché au phénomène responsable du quatrième cumulant observé sous
excitation nulle à la ﬁgure 3.4b. La forme globale est toutefois respectée, avec un pic
unique à Vcc = 0 pour Vca > 35 µV et des doubles pics centrés à Vcc = 0 sous cette valeur
de Vca. De plus, à la fois pour les régimes quantique et classique, l’amplitude maximale
de la corrélation observée est environ un ordre de grandeur plus faible que les résultats à
p = 1 mesurés sous la même Vca. Dans le régime classique, ceci peut s’expliquer par l’ap-
proche du développement de Taylor, mais dans le régime quantique, cette observation
repose sur l’utilisation d’une fonction de Bessel d’ordre supérieur dans l’équation 1.25.
Chapitre 3 : Analyse des résultats 83
3.1.2 Analyse photonique
Le processus de détection ayant mené aux résultats de la section 3.1.1 se résume au
fait qu’une ﬂuctuation électromagnétique de fréquence f2 est détectée simultanément à
une ﬂuctuation de fréquence f1, ce qui retourne une corrélation. En absence d’excitation
et de polarisation, toutes ces coïncidences peuvent se produire aléatoirement. De façon
instantanée, il est possible que des ﬂuctuations de courant dans une jonction tunnel
soient sporadiquement générées. La carte peut occasionnellement mesurer une corréla-
tion ponctuelle entre ces ﬂuctuations spontanées. L’ampliﬁcateur cryogénique n’étant
pas parfait, il ajoute aussi un bruit aléatoire au courant mesuré. Au-delà de leur contri-
bution au deuxième moment du bruit, qui n’aﬀecte aucunement la mesure de G2, les
ﬂuctuations résultantes peuvent aussi présenter des corrélations.
Aucune de ces corrélations ne peut être contrôlée par les variables expérimentales.
Il faut donc en minimiser les eﬀets pour analyser les résultats en termes d’émissions
de paires de photons. La méthode la plus simple consiste à moyenner la mesure sur
un grand nombre d’acquisitions séparées dans le temps. C’est pour cette raison que
tous les résultats présentés dans cette section ont été acquis avec plusieurs balayages cc
augmentant puis diminuant la tension de polarisation sur plusieurs répétitions jusqu’à
obtenir les taux de moyennage répertoriés aux ﬁgures 3.3, 3.4 et 3.6.
Tel que décrit dans la section 1.3.3, les corrélations observées dans les ﬂuctuations
de courant de la jonction tunnel peuvent être reliées à l’émission stimulée de paires de
photons dans les contacts de cette dernière. Les montages expérimentaux utilisés pour
l’observation du quatrième cumulant sondent les ﬂuctuations dans le champ électroma-
gnétique autour de deux fréquences distinctes, f1 et f2. Lorsqu’une corrélation est dé-
tectée au digitaliseur, ce qui correspond en optique à observer un «clic» simultanément
sur deux photo-détecteurs indépendants, cela signiﬁe qu’une ﬂuctuation de fréquence
f2 a atteint le digitaliseur simultanément à une ﬂuctuation de fréquence f1. L’excita-
tion d’un électron par un photon d’énergie hf peut être suivie d’une désexcitation avec
pour résultat la ré-émission de n photons avec n, un entier non-nul, pour autant que
∑n hfn = hf . Cela explique donc la forte corrélation observée lors de l’excitation à la
fréquence f0 = f1 + f2.
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(a) (b)
Figure 3.8 – Corrélateur photon-photon observé dans les régimes classique et quantique (détails :
note 1). Attentes théoriques : équation 1.27. Les traits brisés représentent le nombre de photons ⟨nk⟩ émis
par la jonction tunnel aux fréquences fk. (a) Régime classique, Vca = 1,0 mV. Chaque point est moyenné
sur 3,4 × 1010 éch. pour la courbe à f0 = 11,6 GHz et sur 1,7 × 1010 éch. pour la courbe à f0 = 1,3 GHz.
(b) Régime quantique, f0 = 11,6 GHz, Vca = 22 µV. Chaque point est moyenné sur 3,1×1011 éch. Malgré
le fait que g2 > 1 dans les deux cas, l’émission de photons par paires ne peut être conﬁrmée que dans le
régime quantique, où seulement 0,11 photon de fréquence f1 et 0,03 photon de fréquence f2 sont émis en
moyenne à Vcc = 16 µV pour chaque mesure du digitaliseur. L’incertitude est celle des données de la ﬁgure
3.4b, telle que décrite à l’annexe B, divisée par produit du nombre de photons émis à chaque fréquence.
Par contre, le phénomène d’émission de paires de photons ne peut pas expliquer les
résultats de la ﬁgure 3.3. En eﬀet, les données en question ont été collectées sous une
fréquence d’excitation f0 = f2 − f1, impliquant l’émission d’un nombre négatif de pho-
tons. Toutefois, rien n’indique l’origine de l’onde électromagnétique reliée à la fréquence
négative. En eﬀet, l’émission et l’absorption d’un photon génèrent des ﬂuctuations iden-
tiques du point de vue de la ligne de détection, ce qui représente la diﬀérence la plus fon-
damentale entre l’approche optique et l’approche électronique des phénomènes de bruit.
Donc si, dans les ﬂuctuations aléatoires de courant dans la jonction tunnel, un photon
thermique de fréquence f1 a été absorbé simultanément à une excitation de fréquence
f0 = f2−f1, le bilan énergétique de la transaction devient hf0+hf1 = hf2−hf1+hf1 = hf2 ;
ceci mène à la génération d’un photon de fréquence f2 corrélé au photon f1, que le digi-
taliseur aurait enregistré sans corrélation en absence de l’excitation à f0.
Pour les excitations à f0 = (f1 ± f2) /p ( ∣p∣ > 2), l’énergie d’un seul photon n’est
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pas suﬃsante pour exciter des paires de photons aux fréquences sondées par le montage.
Dans ces conditions, il est nécessaire d’avoir p photons incidents simultanés de façon à ce
que phf0 = hf1 ±hf2. Le cas p = 2 observé dans les expériences traitées ici fait intervenir
deux photons incidents plutôt qu’un, traitant ainsi un phénomène à 4 corps plutôt qu’à
3 corps. C’est peut-être là une raison pour laquelle les amplitudes de la ﬁgure 3.6 sont
inférieures aux amplitudes de corrélation observées à Vca égales sur les ﬁgures 3.3 et 3.4,
un plus grand nombre d’éléments entrant en jeu dans la transaction.
Toutes ces corrélations peuvent être quantiﬁées à l’aide de l’équation 1.27, qui re-
tourne le ratio entre le nombre de paires de photons émises et le nombre de photons
émis individuellement à chaque fréquence. Expérimentalement, cette quantité s’exprime
par
g2 = ⟨n1n2⟩⟨n1⟩ ⟨n2⟩ = 1 + R
2G2
Sem (f1)Sem (f2) . (3.3)
où Sem (f) = RS2/hf − 1/2 représente le nombre de photons détectés à la fréquence f .
Cette équation retournant la division de G2 par le nombre de photons, la forme
des courbes de la ﬁgure 3.8 s’explique facilement : tant que le nombre de photons de-
meure constant, g2 va croître comme G2 (voir ﬁgures 3.4 et 3.6a). Lorsque le nombre
de photons commence à croître et que G2 atteint son plateau, g2 diminue. Il en résulte
un pic indiquant le groupement photonique maximal. Des ﬂuctuations purement ther-
miques retourneraient un g2 = 1 tandis qu’une valeur supérieure à 1 indique la présence
de corrélations entre les photons détectés, donc la présence possible de paires.
La ﬁgure 3.8a illustre le corrélateur photon-photon dans le cas classique. Bien qu’il
soit de valeur positive, ce qui indique un groupement photonique, le nombre moyen
de photons émis par la jonction tunnel à une fréquence fk donnée, nk = Sem (fk), est
suﬃsamment élevé pour mettre en doute la nature quantique de la corrélation observée.
Pour s’aﬀranchir de ce problème, il est de mise d’éliminer la plus grande part des photons
émis par les ﬂuctuations thermiques, donc de diminuer la température des électrons
présents dans la jonction tunnel, soit passer au régime quantique.
Dans le cas quantique illustré à la ﬁgure 3.8b, les photons observés aux fréquences f1
et f2 sont très fortement corrélés à Vcc = 16 µV, Vca = 22 µV, f0 = 11,6 GHz. Les attentes
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Figure 3.9 – Corrélateur photon-photon pour les courbes à Vca ≠ 0 de la ﬁgure 3.4b. Les données à
Vca ≤ 22 µV ne concordent plus avec la théorie à Vcc < 10 µV. L’incertitude est décrite à la ﬁgure 3.8b.
théoriques de g2 sont bien rencontrées pour les tensions de polarisation supérieures à
cette valeur, mais le bruit de fond présent dans les mesures de corrélation croisée gonﬂe
artiﬁciellement le nombre apparent de paires détectées par le système, ce qui explique
le léger détachement par rapport à la théorie à faible Vcc. C’est pour cette même raison
que l’analyse des résultats à f0 = 1,3 GHz n’est pas présentée dans le régime quantique,
les résultats expérimentaux ne rejoignant pas les attentes théoriques à cause du bruit. Ce
phénomène s’illustre aussi pour les cas à faible Vca, tel qu’en témoigne la ﬁgure 3.9.
Ce comportement global permet tout de même d’expliquer en partie les observa-
tions répertoriées à la ﬁgure 3.5b. En eﬀet, comme le démontre la ﬁgure 3.9, le ratio
entre le nombre de paires de photons émises et le nombre de photons émis aux fré-
quences d’intérêt va en grandissant pour les Vca diminuant dans la région ∣Vcc∣ ≲ 30 µV.
Il en découle donc une corrélation plus grande entre les ﬂuctuations aux fréquences f1 et
f2 sur cette plage pour les tensions d’excitation plus faibles, ce qui se traduit dans le com-
portement illustré à la ﬁgure 3.5b. En eﬀet, si des photons sont émis indépendamment
à f1 et f2, ils ne contribuent pas à la corrélation croisée, ce qui diminue le quatrième
cumulant observé. À basses Vca par contre, la majeure partie des photons sont émis par
paires, ce qui augmente la corrélation observée. L’ajout d’une photo-excitation semble
donc forcer le groupement des ﬂuctuations, diminuant alors les ﬂuctuations contribuant
au bruit purement aléatoire. Il est ainsi possible de contrôler à quel point le bruit de gre-
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naille de la jonction s’éloigne du comportement gaussien avec les paramètres Vcc, Vca et
f0, éloignement qui se caractérise par l’observation du quatrième cumulant.
Aﬁn de quantiﬁer la probabilité qu’un photon détecté dans une branche de détection
ait été émis en paire avec un autre, il convient d’utiliser un modèle valide dans la limite⟨n1,2⟩≪ 1. La possibilité que deux photons rejoignent le même détecteur simultanément
est donc négligée, ce qui est cohérent avec le nombre de photons émis à chaque fréquence
de détection dans le régime quantique, soit 0,11 photon de fréquence f1 et 0,03 photon
de fréquence f2 à Vcc = 16 µV, Vca = 22 µV, f0 = 11,6 GHz (ﬁgure 3.8b). Dans ce cas,
les probabilités de détecter un photon aux fréquences f1 et f2 à l’intérieur d’une fenêtre
de détection sont respectivement P (1) = ⟨n1⟩ et P (2) = ⟨n2⟩ tandis que la probabilité
de détecter une paire de photons est donnée par P (1,2) = ⟨n1n2⟩. La probabilité de
détecter une paire de photons lorsqu’un photon est détecté à la fréquence f2 est donc
donnée par P (1∣2) = ⟨n1n2⟩⟨n2⟩ . Si chaque photon de fréquence f2 était émis en paire avec
un photon de fréquence f1, ⟨n1n2⟩ = ⟨n2⟩⇒ g2 = 1/ ⟨n1⟩ = 9,1.
Or les données de la ﬁgure 3.8b démontrent une probabilité entre 80% et 94% qu’un
photon détecté à la fréquence f2 ait été émis en paire avec un photon de fréquence f1. La
modulation des ﬂuctuations de courant dans une jonction tunnel a donc clairement pour
résultat l’émission de paires de photons corrélés au détriment des ﬂuctuations aléatoires.
Une analyse possible de ce phénomène serait que les sources d’émission de photons
de fréquence f2 normalement stimulées par les ﬂuctuations thermiques soient presque
toutes sollicitées aﬁn de ré-émettre l’énergie hf0 absorbée.
L’analyse du cas P (2∣1) = ⟨n1n2⟩⟨n1⟩ retourne plutôt une probabilité entre 26% et 30%
qu’un photon émis à f1 ait été émis par paire avec un photon de fréquence f2. Ceci est dû
à la plus large bande passante du ﬁltre f1, qui laisse passer beaucoup plus de photons que
le ﬁltre f2, photons dont les partenaires ont des fréquences à l’extérieur de f2 ±∆f2/2.
De plus, hf2 ≫ kBT , ce qui n’est pas autant le cas pour f1. Le ﬂuctuations thermiques
peuvent donc émettre plus de photons à f1 qu’à f2. Tandis que rien n’interdit la possi-
bilité d’une émission simultanée de trois photons de 3,86 GHz (ou toute combinaison à
p > 2 photons émis dont un de fréquence ∼ f1), la faible probabilité d’un tel événement
ne justiﬁe pas le nombre largement plus élevé de photons traversant le ﬁltre f1.
Ces résultats peuvent aussi être vus comme une preuve d’existence de la compression
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Figure 3.10 – Facteur de réduction de bruit (NRF) tiré des données de la ﬁgure 3.8b. Les cercles
rouges représentent les données expérimentales et le trait continu, les attentes théoriques de l’équation
1.41. La région turquoise sous la ligne pointillée représente le régime des champs électromagnétiques
non-classiques. L’incertitude est tirée de la ﬁgure 3.8b et subit la même mise à l’échelle que les données.
d’état à deux modes. Classiquement, la variance de n1−n2 est limitée par le bruit de gre-
naille photonique des deux faisceaux, donné par ⟨n1⟩ + ⟨n2⟩. Il en découle la déﬁnition
du facteur de réduction de bruit (NRF), donnée à l’équation 1.41. Cette valeur néces-
site toutefois la connaissance de la variance des ﬂuctuations dans le nombre de photons
à chaque fréquence ⟨δn21,2⟩, ce qui pose un problème étant donnée la grande contribu-
tion de l’ampliﬁcateur aux ﬂuctuations de bruit, contribution qui n’aﬀectait pas le qua-
trième cumulant mesuré. Par contre, le bruit en tension mesuré dans chaque bande de
ﬁltre est presque gaussien, donc presque identique à la distribution de bruit thermique
d’une résistance macroscopique. La statistique des photons suit donc celle de la lumière
chaotique, c’est-à-dire ⟨δn2⟩ = ⟨n⟩ (⟨n⟩ + 1) [71; 99; 107]. Plus précisément, le courant
mesuré à la fréquence f peut être décrit avec I (t) ∝ ae−i2πft + a†ei2πft, ce qui mène
à ⟨I (t)2⟩ ∝ ⟨n⟩ + 1/2 et à un quatrième cumulant ⟨⟨I (t)4⟩⟩ ∝ (⟨δn2⟩ − ⟨n⟩ (⟨n⟩ + 1)).
Comme ⟨⟨I (t)4⟩⟩ ≈ 0, il en découle ⟨δn2⟩ = ⟨n⟩ (⟨n⟩ + 1). C’est ainsi que peut être tracée
la ﬁgure 3.10, qui démontre clairement une région pour laquelle le NRF est inférieur à 1,
donc qu’il y a de la compression d’état à deux modes en amplitude dans les ﬂuctuations
du vide émises par la jonction tunnel. Il s’agit d’une conséquence directe de la présence
de paires de photons dans le bruit mesuré.
Chapitre 3 : Analyse des résultats 89
3.2 Compression d’état 3
Les résultats de la section 3.1.2, plus précisément l’analyse présentée à la ﬁgure 3.10,
ont démontré que le type de montage utilisé pour la mesure du quatrième cumulant
du bruit était propice à l’observation de la compression d’état à deux modes dans les
ﬂuctuations de courant d’une jonction tunnel. Il est seulement nécessaire d’y eﬀectuer
de légères modiﬁcations aﬁn d’isoler les quadratures des ﬂuctuations détectées aux fré-
quences d’observation sur une largeur de bande plus mince (0,5 GHz). Par la suite, le
programme d’acquisition peut enregistrer les amplitudes a (t) et b (t) mesurées simulta-
nément à un temps t pour les quadraturesA etB choisies parmi les quadratures Ik,Qk des
ﬂuctuations de courant aux fréquences fk. Chaque paire (a,b) cumule alors le nombre
d’événements t pour lesquels les valeurs a et b ont été mesurées simultanément, ce qui
retourne un histogramme 2D. Cette section va donc discuter en premier lieu de l’ana-
lyse de ces histogrammes, ensuite du cas spéciﬁque de la compression d’état à un mode
et ﬁnalement, des résultats de la compression d’état à deux modes.
3.2.1 Analyse des histogrammes 2D
Pour simpliﬁer l’analyse des distributions mesurées, elle sont d’abord divisées par le
nombre d’événements total de l’acquisition aﬁn de retourner les probabilités normaliséesP (A,B)Vcc,Vca , où Vcc et Vca représentent respectivement les tensions de polarisation et
d’excitation de la jonction tunnel. L’excitation est eﬀectuée à une fréquence f0 = f1 + f2,
où f1,2 sont les fréquences d’observation des ﬂuctuations. Des distributions sont donc
mesurées pour plusieurs Vcc à Vca constante puis à Vca = 0.
Comme dans le cas des mesures de quatrième cumulant, l’eﬀet de l’excitation utilisée
sur la distribution de ﬂuctuations a une très légère inﬂuence sur la distribution obser-
vée, qui s’approche d’une courbe gaussienne à deux dimensions. Dans le but de faire
ressortir l’eﬀet de l’excitation, la distribution P (A,B)0,0 est soustraite des distributions
3. Toutes les mesures de compression d’état sont eﬀectuées sur les ﬂuctuations de courant d’une jonc-
tion tunnel de résistance R3 = 70 Ω maintenue à Te´lec = 18 mK. Toutes les acquisitions de données sont
eﬀectuées sous la forme d’histogrammes 2D sur lesquels chaque axe représente une quadrature des ﬂuctua-
tions autour d’une fréquence sondée. Un histogramme sans excitation est enregistré pour chaque tension
de polarisation Vcc puis un histogramme sous excitation micro-ondes est mesuré à chaque Vcc.
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P (A,B)Vcc,Vca , retournant les ﬁgures 3.11, 3.12 et 3.14.
Une fois les distributions normalisées, les seconds moments centrés
µAB = ∑a,b (a − ⟨a⟩) (b − ⟨b⟩)P (a,b)
µA2 = ∑a (a − ⟨a⟩)2P (a)
µB2 = ∑b (b − ⟨b⟩)2P (b)
(3.4)
en sont extraits aﬁn de procéder à l’analyse statistique des ﬂuctuations de courant. Les
quantités A et B ne représentent toutefois pas nécessairement les quantités d’intérêt
ici. Les ﬂuctuations arrivant aux mixeurs I-Q sont en phase entre elles et avec le signal
d’excitation, mais rien ne garantit que la phase au niveau du mixeur I-Q soit nulle. Dans
le cas de la ﬁgure 3.11 par exemple, le canal A mesure un signal en cos (2πf1t + φ1) et le
canalB, un signal en sin (2πf1t + φ1) avec φ1 ∼ π/6. Aﬁn d’obtenir les quadratures pures
(φ = 0) du signal, il est nécessaire de combiner les seconds moments de la distribution
dans le but de faire disparaître cet angle.
Pour ce faire, il faut d’abord supposer que les deux quadratures mesurées sont per-
pendiculaires. Si les données observées sont le résultat d’une rotation d’un angle θ des
valeurs recherchées X et P , A =X cos θ +P sin θ et B = −X sin θ +P cos θ. Il en découle
que pour les seconds moments de la distribution,
⟨A2⟩ = ⟨X2 cos2 θ + P 2 sin2 θ + 2XP cos θ sin θ⟩⟨B2⟩ = ⟨X2 sin2 θ + P 2 cos2 θ − 2XP cos θ sin θ⟩⟨AB⟩ = ⟨(P 2 −X2) cos θ sin θ +XP (cos2 θ − sin2 θ)⟩ . (3.5)
Comme la moyenne d’une somme retourne la somme des moyennes, il suﬃt d’eﬀec-
tuer la rotation inverse (θ′ = −θ) pour isoler les variances selon X et P :
⟨X2⟩ = ⟨A2 cos2 θ′ +B2 sin2 θ′ + 2AB cos θ′ sin θ′⟩⟨P 2⟩ = ⟨A2 sin2 θ′ +B2 cos2 θ′ − 2AB cos θ′ sin θ′⟩
⟨XP ⟩ = ⟨A2 (1 − cos2 θ′) −B2 sin2 θ′(2 cos θ′ sin θ′) ⟩ = ⟨(A
2 −B2) sin2 θ′
2 cos θ′ sin θ′ ⟩
= ⟨(A2 −B2) sin θ′
2 cos θ′ ⟩ .
(3.6)
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Ici, les valeursX et P résultent de l’application des opérateurs Xˆ et Pˆ présentés à l’équa-
tion 1.40. Ceux-ci se normalisent en nombre de photons de bruit en divisant par l’éner-








ce qui respecte ⟨[xˆk,pˆk′]⟩ = iδk,k′ . Ces variances, en unités de température ou de photons,
sont rapportées en diverses combinaisons aux ﬁgures 3.13, 3.15 et 3.16. Sous excitation
de fréquence f0 = f1 + f2, les variances du type ⟨AB⟩ où {A,B} ∈ {X1,P1,X2,P2} re-
tournent des moyennes proportionnelles à
− ⟨P1P2⟩ = ⟨X1X2⟩ = ±⟨I (f1) I (−f2)⟩ + ⟨I (−f1) I (f2)⟩
2
= ±Xsymp=1 (Vcc,f1,f0,z)




où Xsymp = [Xp (Vcc,f1,f0,z) +Xp (Vcc, − f1,f0,z)] /2 est la version symétrisée du Xp
déﬁni à l’équation 1.25. Suivant le même raisonnement, les variances du type ⟨(A ±B)2⟩
prennent la forme[65]
⟨(A ±B)2⟩ =Xsymp=0 (Vcc,f1,f0,z) + kXsymp=1 (Vcc,f2,f0,z) (3.9)
où k = ±1 pour x1 ∓ x2, p1 ± p2 et k = 0 pour A = B. Si un tel corrélateur observé
entre deux quadratures de fréquences diﬀérentes est inférieur aux ﬂuctuations du vide,
le système observé est considéré non-séparable[19].
3.2.2 Mise à l’épreuve du système : compression d’état à un mode
La première étape dans l’acquisition des données de compression d’état consiste à
éprouver le système de mesure. Pour ce faire, certaines mesures réalisées par Gasse et
al.[64] ont été reproduites. Spéciﬁquement, la compression d’état à un mode pour une
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fréquence d’excitation f0 = 2f , soit la seconde harmonique de la fréquence d’observation
f , a été sondée indépendamment à deux fréquences rapprochées mais séparables, soient
fa = 7,0 GHz et fb = 7,5 GHz. Tel qu’expliqué à la section 3.2.3, cette paire de fréquences
représente les conditions expérimentales idéales pour la mesure de compression d’état
à deux modes, c’est pourquoi elles sont étudiées ici. Bien que des histogrammes aient
été mesurés à plusieurs tensions de polarisation Vcc, seulement ceux mesurés à Vcc =
±hfk/e sont aﬃchés dans le texte, cette valeur présentant la compression d’état maximale
observable.
Les ﬁgures 3.11 et 3.12 trahissent la présence de compression d’état à un mode le
long des traits verts et rouges. En eﬀet, la densité de probabilité P présente des valeurs
négatives (zones bleues), indiquant qu’il est moins probable d’observer du bruit sous
photo-excitation qu’en absence d’excitation pour certaines paires de valeurs (±a, ± b).
En contrepartie, il est plus probable de mesurer du bruit aux valeurs (±a, ∓ b) corres-
pondantes, tel qu’en témoigne la probabilité positive indiquée par les zones rouges. Une
partie des ﬂuctuations de courant est donc transférée d’une quadrature de la ﬂuctuation
à l’autre, ce qui est la déﬁnition de la compression d’état. L’inversion de la densité de
probabilité P entre Vcc et −Vcc rejoint aussi les résultats attendus par l’équation 3.9.
Une remarque s’impose sur la diﬀérence de phase entre les deux acquisitions. En ef-
fet, la phase des ﬂuctuations de fréquence f0 = 7,5 GHz atteignant le mixeur I-Q étant
presque optimale, il est normal qu’une autre fréquence d’excitation (f0 = 7 GHz) accuse
un retard de phase par rapport à la première. Bien qu’une inspection visuelle suﬃsse à
déterminer la valeur de la phase θ′ permettant le redressement du signal suivant l’équa-
tion 3.6, cette valeur s’obtient aussi de façon analytique. En eﬀet, il suﬃt de calculer la
valeur ⟨X2⟩ de l’équation 3.6 pour plusieurs valeurs de θ′ ∈ [0,π/4] puis de chercher
l’angle auquel la valeur minimale de cette courbe atteint son minimum. La phase I est
alors associée à l’opérateur pair Xˆ de cette rotation et la phase Q, à l’opérateur impair
Pˆ , ce qui est tracé à la ﬁgure 3.13.
La variance ⟨I2 +Q2⟩ retournant la densité spectrale de bruit de l’équation 1.22, elle
peut être lissée pour retourner le facteur de conversion à Vca = 0 et sous excitation, ce
qui permet de convertir les données en unités de température tel que décrit à la section
2.4.3.1. Dans le but de faire ressortir l’eﬀet de la compression, les opérateurs sans unité de
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Figure 3.11 – ∆P = P (A,B)Vcc,Vca − P (A,B)0,0 (sans unité) Diﬀérence entre les distributions 2D
normalisées de ﬂuctuations à ∣Vcc∣ = 26,6 µV ≈ hfa/e (f1 = f2 = fa ) sous excitation micro-ondes f0 =
2fa = 14 GHz, Vca = 37 µV et sans excitation à Vcc = 0 dans le courant d’une jonction tunnel (détails :
note 3). A et B représentent les deux quadratures des ﬂuctuations observées à une fréquence f1 = f2 =
fa = 7 GHz. Chaque distribution est constituée de 1,97×1011 éch. Le côté gauche représente le cas Vcc < 0
et le côté droit, Vcc > 0. Les lignes en tirets représentent les axes suivant lesquels la compression d’état
observée est maximale.
Figure 3.12 – ∆P = P (A,B)Vcc,Vca − P (A,B)0,0 (sans unité) Diﬀérence entre les distributions 2D
normalisées de ﬂuctuations à ∣Vcc∣ = 32,2 µV ≈ hfb/e sous excitation micro-ondes f0 = 2fb = 15 GHz,
Vca = 37 µV et sans excitation à Vcc = 0 dans le courant d’une jonction tunnel (détails : note 3). A et
B représentent les deux quadratures des ﬂuctuations observées à une fréquence f1 = f2 = fb = 7,5 GHz.
Chaque distribution est constituée de 1,97 × 1011 éch. Le côté gauche représente le cas Vcc < 0 et le côté
droit, Vcc > 0. Les lignes en tirets représentent les axes suivant lesquels la compression d’état observée est
maximale. La phase relative des ﬂuctuations est clairement diﬀérente de la phase de la ﬁgure 3.11.
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(a) (b)
Figure 3.13 – Variances normalisées (sans unité) du champ électromagnétique émis par une jonction
tunnel sous une excitation micro-ondes f0 de Vca = 37 µV (détails : note 3). Les fréquences d’observation
et d’excitation sont (a) f1 = f2 = fa = 7 GHz, f0 = 14 GHz et (b) f1 = f2 = fb = 7,5 GHz, f0 =
15 GHz. Chaque symbole représente la variance d’une distribution similaire à celles aﬃchées aux ﬁgures
3.11 et 3.12, calculée pour une quantité Xˆ (ou Pˆ ) suivant la ligne verte (ou rouge). Les lignes continues
représentent les attentes théoriques de l’équation 3.9 et la taille des symboles, l’incertitude expérimentale,
telle que décrite à l’annexe B. La région en dégradé bleu indique les niveaux de bruit inférieurs à celui du
vide.
l’équation 3.7 sont ﬁnalement utilisés. De cette façon, il est clair que la densité spectrale
de bruit observée à Vcc = 0,Vca = 0 représente un bruit équivalent à la moitié de l’énergie
d’un photon, ce qui est parfois appelé le «demi-photon du vide». Il est aussi évident
que la densité spectrale de bruit descend sous ce niveau aux valeurs ∣Vcc∣ = hfk/e pour
atteindre, sous les deux fréquences d’excitation, un bruit équivalent à ∼ 0,37 photon,
soit 74% du bruit du vide ou 1,3 dB de compression, reproduisant les résultats déjà
obtenus[64]. La correspondance entre les attentes théoriques de l’équation 3.9 et les
résultats expérimentaux est, par ailleurs, excellente.
3.2.3 Compression d’état à deux modes
La validité du montage expérimental étant conﬁrmée par des mesures de compres-
sion d’état à un mode, il convient maintenant de s’attaquer à la compression d’état
à deux modes. Dans cette mesure, une quadrature A des ﬂuctuations à fréquence
Chapitre 3 : Analyse des résultats 95
f1 = 7,0 GHz est enregistrée simultanément à une quadrature B des ﬂuctuations à fré-
quence f2 = 7,5 GHz avec A,B ∈ {Xˆ1,Xˆ2,Pˆ1,Pˆ2}. Ces fréquences ont été choisies car
elles sont suﬃsamment éloignées pour que les mixeurs I-Q les distinguent tout en étant
assez rapprochées pour qu’à l’échelle d’excitation Vcc utilisée, leurs tensions optimales de
compression d’état soient presque confondues. De plus, elles demeurent dans le régime
quantique avec hfk ≫ kBT à Te´lec = 18 mK.
Les densités de probabilité ainsi obtenues sont frappantes, tel qu’en témoigne la ﬁ-
gure 3.14. Deux paires d’opérateurs, Xˆ1,Xˆ2 et Pˆ1,Pˆ2 (sous-ﬁgures (a) et (d)), se com-
portent comme des quantités conjuguées et présentent de la compression d’état, comme
dans le cas décrit à la section 3.2.2. Aussi en commun avec les données de compression
d’état à un mode, les probabilitéss observées s’inversent sous inversion de ±Vcc et sous ro-
tation de π/2 (P (±a,±b) ≈ −P (±a,∓b)). Par contre, une nouvelle observation se trouve
dans le fait que les sous-ﬁgures (a) et (d) semblent aussi avoir des polarités opposées, in-
diquant une corrélation entre ces résultats. Les autres paires d’opérateurs (sous-ﬁgures
(b) et (c)) ne présentent aucun eﬀet de conjugaison mais présentent un changement
de variance entre les cas sous excitation et sans excitation ; la carte de probabilité des
diﬀérences montre dans ces cas que la distribution est écrasée en hauteur et élargie en
circonférence. Ce phénomène est indépendant du signe de la tension de polarisation et
correspond au phénomène de bruit photo-excité traité dans la section 3.1.1.
Dans le cas à un mode, seulement deux quantités sont d’intérêt, soient X et P .
L’étude de la variance et de la covariance des distributions de probabilité retourne donc
toute l’information nécessaire aﬁn de décrire la réalité de l’expérience réalisée. Dans
le régime à deux modes, l’étude des ﬂuctuations est réalisée simultanément à deux fré-
quences, ce qui fait entrer en jeu les quatre quantités X1, X2, P1 et P2. L’étude de la
covariance des histogrammes tels que ceux présentés à la ﬁgure 3.14 devient alors la pre-
mière quantité d’intérêt, tracée sur la ﬁgure 3.15. Comme dans les mesures de la section
3.1, la photo-excitation permet d’avoir des corrélateurs ⟨Iˆ (f1) Iˆ (f2)⟩ = ⟨Iˆ (−f1) Iˆ (f2)⟩
non-nuls. Ainsi, la variance observée entre les quadratures en phase ⟨X1X2⟩ et ⟨P1P2⟩
est donnée par l’équation 3.8, f = (f1 + f2) /2 4. Dans le cas des quadratures croisées, le
4. L’utilisation de f1 ∼ f2 simpliﬁe grandement le calcul ici. Des valeurs trop éloignées de f1 et f2
feraient intervenir la moyenne quadratique de Xp=1,f1 et Xp=1,f2 .
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Figure 3.14 – ∆P = P (A,B)Vcc,Vca −P (A,B)0,0 (sans unité) (a)-(d) Diﬀérence entre les distributions
2D normalisées de ﬂuctuations à ∣Vcc∣ = 28 µV ≈ h(f1 +f2)/2e sous excitation micro-ondes f0 = f1 +f2 =
14,5 GHz, Vca = 37 µV et sans excitation à Vcc = 0 dans le courant d’une jonction tunnel (détails : note 3).
X et P représentent les deux quadratures du signal observé tandis que les nombres 1 et 2 représentent
les fréquences d’observation de 7 et 7,5 GHz. Chaque distribution est constituée de 1,97 × 1011 éch. Le
côté gauche représente le cas Vcc < 0 et le côté droit, Vcc > 0. Une inversion dans la probabilité peut être
observée entre les distributions (a) et (d).
Figure 3.15 – Corrélateurs de quadrature du champ électromagnétique émis par une jonction tunnel
(détails : note 3) aux fréquences f1 = 7 GHz et f2 = 7,5 GHz sous une excitation micro-ondes de f0 =
14,5 GHz, Vca = 37 µV. Chaque symbole représente la covariance d’une distribution similaire à celles
aﬃchées à la ﬁgure 3.14 et les lignes continues, les attentes théoriques de l’équation 3.8. La taille des
symboles représente l’incertitude expérimentale, telle que décrite à l’annexe B.
résultat ⟨X1P2⟩ = ⟨P1X2⟩ = 0 est aussi prévu à l’équation 3.8.
La diﬀérence majeure entre les compressions d’état à un et deux modes se trouve
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donc dans les quantités conjuguées. Lorsqu’un seul mode optique est sollicité dans la
compression d’état, les opérateurs conjugués Xˆ et Pˆ suﬃsent à décrire la réalité obser-
vée, une seule fréquence entrant en jeu. C’est pourquoi l’analyse des données des ﬁgures
3.11 et 3.12 se fait à un angle diﬀérent pour chaque fréquence : peu importe la phase,
chaque canal retourne une combinaison linéaire des deux quadratures à l’étude, dont les
proportions sont contrôlées par la phase. Aﬁn d’extraire un maximum d’information, il
est alors nécessaire de procéder à une rotation des axes.
La ﬁgure 3.14 ne représente pas les mêmes conditions. Peu importe la phase des
ﬂuctuations à f1 = 7,0 GHz entrant dans le premier mixeur I-Q, les quadratures en sortie
de celui-ci ne peuvent pas contenir de contribution oscillant à f2 = 7,5 GHz étant donnée
la bande passante des mixeurs. Les valeurs de X1 et P1 oscillent donc à cos (2πft + φ1)
et sin (2πft + φ1) tandis que X2 et P2 oscillent à cos (2πft + φ2) et sin (2πft + φ2) où
φ1 ≠ φ2. Bien qu’un mauvais choix des phases puisse avoir un eﬀet néfaste sur les résultats
observés, il s’agirait là d’un cas unique. Les cos et sin étant sondés simultanément, les
déphasages peuvent tous être ramenés dans l’intervalle [−π/4,π/4]. En eﬀet, si φ1 ou
φ2 était décalé de ±π/2, les valeurs de X et P seraient simplement inversées à la sortie
du mixeur, échangeant les sous-ﬁgures (a) et (d) pour les sous-ﬁgures (b) et (c), et une
phase de π n’aurait pour eﬀet que d’inverser le signe des diﬀérences de distributions de
probabilité présentant de la compression d’état. Il en découle que toute phase telle que∣φ1∣ > π/4 ou ∣φ2∣ > π/4 peut être repliée dans cet intervalle.
C’est à ces valeurs extrêmes qu’un problème risque d’être rencontré. Supposant φ1 =
0 et φ2 = π/4, les ﬂuctuations observées dans la branche 2 seraient données par
∣X22 + P 22 ∣2 = ⟨Iˆ(f2)2⟩+⟨Iˆ(−f2)2⟩+2⟨Iˆ(f2)Iˆ(−f2)⟩+⟨Iˆ(f2)2⟩+⟨Iˆ(−f2)2⟩−2⟨Iˆ(f2)Iˆ(−f2)⟩2
= ⟨Iˆ (f2)2⟩ + ⟨Iˆ (−f2)2⟩
= 2S2 (f2)
, (3.10)
une constante. Cette valeur ne pourrait donc jamais être conjuguée avec une quelconque
quadrature des ﬂuctuations à la fréquence f1. La déﬁnition de φ1 et φ2 étant arbitraire,
il est toujours possible de revenir à un cas φ1 = 0, c’est pourquoi cette démarche se gé-
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néralise à la quantité ∣φ1 − φ2∣ = π/4. Donc pour tout ∣φ1 − φ2∣ ≠ π/4, l’amplitude de la
contribution X2 aux ﬂuctuations en sortie du mixeur à la fréquence f2 diﬀère de celle
de P2, donnant une quantité pouvant être reliée aux quadratures des oscillations de fré-
quence f1. La seule conséquence d’une situation 0 < ∣φ1 − φ2∣ < π/4 est une diminution
de l’amplitude de la quadrature recherchée, donc de la compression d’état maximale at-
teignable. L’ajout de la quadrature non-désirée a pour eﬀet l’ajout d’un bruit de fond et
limite aussi le niveau de compression atteignable. L’annexe E discute plus en profondeur
de la phase des signaux.
Les opérateurs normalisés xˆ1, xˆ2, pˆ1 et pˆ2 (équation 3.7) ne faisant intervenir chacun
qu’une seule fréquence d’observation, ils ne peuvent pas constituer indépendamment
des paires de variables conjuguées puisque f0 ≠ 2f1,2. Pour sonder la compression d’état
mise en évidence par la ﬁgure 3.14, il est nécessaire de déﬁnir les combinaisons linéaires
suivantes basées sur l’équation 1.29 avec a = ±1 :
uˆ = xˆ1 − xˆ2√
2




uˆ′ = xˆ1 + xˆ2√
2




soient les diagonales des sous-ﬁgures (a) et (d) de la ﬁgure 3.14. Les variances extraites
suivant les axes A et B subissent donc une rotation d’un angle π/4 aﬁn d’appliquer les
opérateurs des équations 3.11 et 3.12.
Ces quantités sont tracées à la ﬁgure 3.16, ainsi que ⟨xˆ21⟩, qui a un comportement
identique à ⟨pˆ21⟩, ⟨xˆ22⟩ et ⟨pˆ22⟩. Ces courbes suivent bien le comportement théorique prévu
par l’équation 3.9 5. Bien entendu, en absence de photo-excitation, toutes ces quantités
retournent la même valeur, comme l’illustrent les cercles noirs sur cette même ﬁgure.
De plus, xˆ1 retourne bien les moyennes d’opérateurs (uˆ + uˆ′) /2 = (vˆ + vˆ′) /2, ce qui
5. Idem
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(a) (b)
Figure 3.16 – Variances normalisées (sans unité) du champ électromagnétique émis par une jonction
tunnel (détails : note 3) aux fréquences f1 = 7 GHz et f2 = 7,5 GHz sous une excitation micro-ondes
de f0 = 14,5 GHz, Vca = 37 µV. Chaque symbole représente la variance d’une distribution similaire à
celles aﬃchées à la ﬁgure 3.14, calculées pour des quantités suivant les diagonales des sous-ﬁgures (a) et
(d). Les lignes continues représentent les attentes théoriques de l’équation 3.9 et la taille des symboles,
l’incertitude expérimentale telle que décrite à l’annexe B. La région en dégradé bleu indique les niveaux
de bruit inférieurs à celui du vide. Les courbes ⟨pˆ21⟩, ⟨xˆ22⟩ et ⟨pˆ22⟩ ayant le même comportement que ⟨xˆ21⟩,
elles ont été omises aﬁn d’alléger le graphique.
est cohérent avec les déﬁnitions des équations 3.11 et 3.12. L’excellente correspondance
entre les résultats et la théorie témoigne de la justesse de la méthode expérimentale
utilisée ici.
Les nombres d’événements détectés minimaux atteints sont nu = 0,34 ± 0,05, nv =
0,40 ± 0,05 et nu′ = nv′ = 0,30, soient 68%, 80% et 60% du niveau de bruit du vide,
donc une compression de 1,67 dB, 0,969 dB et 2,2 dB du bruit. Le résultat attendu
théoriquement est de n = 0,33, ce que recoupent les valeurs expérimentales. Les minima
sont bien situés à ∣Vcc∣ = 29 µV ≃ h (f1 + f2) /2e, tel qu’attendu. La compression d’état
observée correspond donc aux attentes théoriques.
Enchevêtrement de photons Comme le laissaient présager les résultats de la ﬁgure
3.14, il y a bien de la compression d’état à deux modes dans le bruit photo-excité d’une
jonction tunnel. En plus des résultats de la section 3.1, ceci conﬁrme l’existence de fortes
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Figure 3.17 – Critère d’enchevêtrement et de pilotage pour la compression d’état à deux modes. Les
lignes brisées verte et bleue représentent respectivement les équations 1.35 et 1.36 et les symboles, des
couples (n¯,µ) à diﬀérentes températures tel que décrits dans le texte. Les régimes d’enchevêtrement et de
pilotage EPR sont colorés en beige et en rose.
corrélations entre les quadratures du champ électromagnétique émis par la jonction tun-
nel à diﬀérentes fréquences. Ce n’est toutefois pas suﬃsant pour démontrer que les pho-
tons émis à ces deux fréquences sont bien enchevêtrés. Un des critères permettant de
conﬁrmer que les photons émis sont bien non-séparables est la quantité ⟨uˆ2⟩ + ⟨vˆ2⟩, qui
doit être supérieure à 1 dans un cas classique (séparable)[81] ; il s’agit là d’une inégalité
de type Bell pour les variables continues.
D’un autre point de vue, les valeurs des ﬁgures 3.15 et 3.16 permettent de remplir
la matrice de covariance MMC , équation 1.32. Dans cette matrice, γ = 2 ⟨x21⟩ et δ =
2 ⟨x1x2⟩ 6. Ceci permet, suivant les déﬁnitions des équations 1.33 et 1.34, de calculer
le nombre moyen d’événements détectés par mesure dans chaque canal et la pureté du
signal enchevêtré, avec pour résultats n¯ = 0,15 et µ = 0,62.
Tel qu’en témoigne la ﬁgure 3.17, les résultats présentés ici (triangle rouge) font bien
preuve d’enchevêtrement entre les photons mais ne respectent pas les critères permettant
d’observer le pilotage EPR. L’enchevêtrement maximal n’est donc pas atteint.
En utilisant les attentes théoriques de ⟨x21⟩ et ⟨x1x2⟩, il est possible de déterminer
la température limite sous laquelle la compression observée ici permettrait de réaliser
6. ⟨x21⟩ = ⟨x22⟩ = ⟨p21⟩ = ⟨p22⟩, ⟨x1x2⟩ = ⟨x2x1⟩ = − ⟨p1p2⟩ = ⟨p2p1⟩
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le pilotage EPR. Il serait donc nécessaire de refroidir les électrons sous 16,8 mK (carré
cyan) aﬁn d’observer ce phénomène avec les mêmes conditions expérimentales. À Te´lec =
0 (cercle magenta), la compression observée ici se traduirait par un n¯ = 0,06 et un µ =
0,85, ce qui est largement dans le régime de pilotage. Aﬁn d’éprouver cette théorie,
certaines modiﬁcations à la démarche expérimentale seraient toutefois nécessaires.
Le principe de pilotage stipule qu’Alice, simplement en choisissant la quantité qu’elle
mesure, peut inﬂuencer la variance du résultat de Bob. Par contre, la mesure eﬀectuée
par Bob n’a aucun notable eﬀet sur les variances obtenues par Alice. Les résultats d’Alice
peuvent donc être purement classiques mais ceux de Bob doivent passer sous la limite
du bruit quantique. Il faudrait donc, aﬁn d’observer ce phénomène, un montage expéri-
mental où toutes les variances du système sont enregistrées simultanément. Pour obtenir
de telles données, il serait nécessaire de procéder à une acquisition à quatre canaux simul-
tanés aﬁn d’enregistrer les quadratures I et Q à f1 et f2. Si la matrice 1.32 qui découle
de cette mesure donne une pureté µ et un nombre moyen d’événements n¯ qui rompt la
condition présentée à l’équation 1.36, il est possible d’observer du pilotage. Un exemple
de tels résultats est illustré à l’annexe A.
Par contre, le pilotage est un phénomène asymétrique, et le montage présenté semble
être symétrique. Ce n’est toutefois pas le cas puisque les fréquences observées par les
deux opérateurs sont diﬀérentes. Cette asymétrie pourrait être modiﬁée en variant la
diﬀérence entre ces fréquences. La diﬃculté expérimentale majeure face à la réalisation
de ces observations consiste donc à refroidir les électrons à une température signiﬁcati-
vement inférieure à 16,8 mK, ce qui n’a pas encore été réalisé de façon constante dans le
laboratoire où les travaux de cette thèse ont été eﬀectués.
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Conclusion
L’étude des ﬂuctuations du courant émis par une jonction tunnel réalisée dans le
cadre de cette thèse a permis de sonder les propriétés intrinsèques d’un phénomène
omniprésent dans le domaine de l’électronique, le bruit.
En appliquant diverses tensions d’excitation de fréquences micro-ondes variées aux
bornes d’une jonction tunnel polarisée en courant continu, l’observation de plusieurs
phénomènes prévus par la mécanique quantique dans un conducteur simple a été rappor-
tée ici pour la première fois. L’étude de la corrélation entre les ﬂuctuations de puissance
observées à deux fréquences indépendantes à la sortie d’une jonction tunnel constitue
une nouvelle méthode permettant d’analyser directement le quatrième cumulant des
ﬂuctuations d’un dispositif électronique.
Cette caractéristique de la distribution statistique du bruit permet de sonder, entre
autres, la nature non-gaussienne des ﬂuctuations de courant émanant d’une jonction
tunnel. Cette première observation du quatrième cumulant, réalisée dans les régimes
classique et quantique, conﬁrme la validité de la méthode exposée. En eﬀet, l’excellente
correspondance entre les données observées et les prédictions théoriques basées sur les
travaux de Gabelli et Reulet conﬁrme l’ajout d’un nouvel outil à l’arsenal de techniques
expérimentales permettant de sonder les propriétés du transport électronique à faible
courant.
À-travers cette étude du quatrième cumulant, il a aussi été possible de démontrer
l’existence de groupement photonique dans les ﬂuctuations électromagnétiques obser-
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vées dans le courant électrique. Bien qu’il n’ait pas été possible d’aﬃrmer son existence
en toute certitude dans le régime classique, les corrélations positives obtenues entre
les ﬂuctuations de puissance à fréquences indépendantes dans le régime quantique ne
laissent planer aucun doute sur le fait que pour le système sondé, il est possible de forcer
l’émission de ﬂuctuations de courant à fréquences distinctes par paires.
À cette ﬁn, l’utilisation d’outils mathématiques développés pour l’étude des ﬂuctua-
tions dans le domaine optique tels que le corrélateur photon-photon et le facteur de
réduction de bruit a été fort utile. Ceux-ci ont permis de décrire simplement les phé-
nomènes observés en termes de photons émis et absorbés. Ce pont entre les domaines
de l’optique quantique et de l’étude du transport électronique ne fait que renforcer les
correspondances déjà pressenties entre ces deux milieux de recherche. La détection de
photons absorbés représente toutefois une manifestation n’ayant pas encore trouvé son
équivalent dans l’étude des phénomènes optiques.
Une suite logique à ces mesures constituerait une mesure du quatrième cumulant
intrinsèque dans le bruit émis par une jonction tunnel. En eﬀet, la nature Poissonnienne
de ces ﬂuctuations de courant prévoit un quatrième cumulant non-nul et ce, même à
polarisation et photo-excitation nulles. La technique expérimentale décrite ici serait fort
appropriée à l’observation de cette quantité fondamentale si elle était couplée avec l’uti-
lisation d’ampliﬁcateurs paramétriques. L’ampliﬁcation de premier niveau n’ajouterait
ainsi aucun bruit au signal et permettrait de sonder la jonction en minimisant les per-
turbations externes.
L’étude de la corrélation entre ces photons a aussi mené à l’observation de compres-
sion d’état à deux modes en amplitude dans les ﬂuctuations du courant observé. Il s’en-
suivit une expérience dédiée à l’observation de la compression d’état à deux modes en
quadrature dans les ﬂuctuations de courant d’une jonction tunnel. Une fois encore, les
techniques développées dans le cadre de l’étude des ﬂuctuations dans le domaine optique
ont été essentielles à une analyse appropriée des résultats observés.
Ceux-ci ont bien conﬁrmé l’existence de compression d’état ou «squeezing» à deux
modes dans les quadratures des ﬂuctuations étudiées à fréquences diﬀérentes dans le cou-
rant émis par une jonction tunnel excitée par un signal micro-onde et polarisée correcte-
ment. Réalisée pour la première fois dans le cadre de cet ouvrage, cette compression de
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2,2 dB sous le niveau de bruit du vide conﬁrme que les ﬂuctuations électromagnétiques
de courant dans une jonction tunnel peuvent être émises par paires. De plus, l’analyse
à l’aide d’une inégalité de type Bell de ces paires conﬁrme qu’elles constituent un état
enchevêtré de pureté µ = 0,62, en comparaison avec la pureté µ = 1 que présenterait une
paire totalement enchevêtrée.
Un test de la pureté de l’état enchevêtré observé a démontré l’impossibilité d’ob-
server le pilotage ou «steering» EPR dans les données recueillies. Ce type particulier
d’enchevêtrement, où un parti peut diriger les résultats de l’autre sans que ce dernier
ne puisse inﬂuencer les résultats du premier parti, serait un phénomène fort intéressant
à sonder. Les résultats obtenus semblent suggérer qu’il soit possible d’observer le pilo-
tage en refroidissant les électrons de la jonction tunnel à une température inférieure à
16,8 mK, ce qui est un déﬁ expérimental en soi. Une procédure expérimentale qui per-
mettrait d’enregistrer cette preuve incroyable de la mécanique quantique une fois cette
température atteinte a tout de même été proposée dans ce texte.
Une nouvelle méthode permettant de sonder les ﬂuctuations de courant électro-
niques a donc été élaborée et testée avec succès. De plus, l’utilisation d’outils optiques
s’est avérée une technique fort appropriée dans le domaine des ﬂuctuations de courant
électronique. Elle a permis, pour la première fois, l’observation de paires enchevêtrées
dans le bruit émis par une jonction tunnel, ce qui est une source potentielle d’états
utilisables en informatique quantique.
Annexe A
Pilotage EPR dans les fluctuations de
courant d’une jonction tunnel
Le pilotage EPR s’observe lorsque les mesures réalisées par un parti (Alice) in-
ﬂuencent les résultats de l’autre (Bob) au-delà de la limite quantique, mais que le
contraire n’est pas vrai. Pour ce faire, il faut que les résultats d’Alice soient compa-
tibles avec la mécanique classique et que ceux de Bob ne soient pas compatibles avec la
mécanique quantique.
Cette situation est possible car lorsque Alice eﬀectue une mesure, elle limite les ré-
sultats accessibles par Bob. Puisque l’ensemble des valeurs qu’il peut observer est plus
petit, la variance de ses résultats sera plus petite. Si cette diminution est telle que Bob
peut observer des résultats avec ∆X∆P < h̵/2, l’état est dit pilotable.
Le comportement illustré à la ﬁgure A.1 décrit les résultats d’un état de pilotage
EPR. Les résultats d’Alice sont compatibles avec la mécanique quantique, les variances
étant toujours supérieures à la limite quantique. Bob ne peut donc pas piloter les ré-
sultats d’Alice. Par contre, le produit des variances observées par Bob (ligne en tirets
magenta) tombe sous la limite quantique à un certain point ; les mesures d’Alice ont
donc suﬃsamment restreint les états accessibles par Bob pour conﬁrmer qu’elle peut
piloter le sous-système de ce dernier.
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Figure A.1 – Résultats compatibles avec un état pilotable. Les mesures d’Alice respectent la mécanique
quantique mais celles de Bob, non. Cet exemple est valide si ⟨xˆ2pˆ2⟩ = ⟨pˆ2xˆ2⟩ = 0. (voir description dans
le texte)
Annexe B
Incertitude sur les données retournées
par la carte d’acquition
Aﬁn de justiﬁer la validité des résultats obtenus à l’aide de la carte d’acquisition, il
convient d’en déterminer l’incertitude expérimentale. La carte d’acquisition enregistre
deux tensions sur des canaux indépendants et peut retourner la corrélation croisée entre
ces deux canaux. Pour chaque événement de corrélation mesuré par la carte, celle-ci
retourne un «compte». La résolution de la corrélation retournée par la carte est donc de
±1 compte.
Les données ainsi recueillies lors d’une mesure de bruit d’une jonction tunnel sous
balayage de la Vcc suivent le comportement prévu par l’équation 1.3, ce qui permet
d’étalonner l’échelle de la carte d’acquisition en comptes/K2. Dans le cas des ﬁgures 3.4
et 3.5a, cette valeur était de 5987 comptes/K2 pour une incertitude de ± 1 compte
5987 comptes/K2 =
±1,7×10−4 K2. La ﬁgure 3.5 prend donc la forme de la ﬁgure B.1 lorsque les incertitudes
y sont ajoutées.
Aﬁn d’obtenir une courbe respectant les attentes théoriques d’une photo-excitation
à f0 = 11,6 GHz tout en traversant toutes les incertitudes, il est nécessaire d’avoir une
excitation d’amplitude Vca = (5,2 ± 1,3) µV ∝ 60 mK. Le signal observé pourrait donc
provenir de ﬂuctuations émises au plateau à ∼ 50 mK du cryostat à dilution, dernier
plateau ayant les atténuateurs décrits à la section 2.3.2.
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Figure B.1 – Mise en évidence de l’incertitude sur les détails du balayage cc du corrélateur de puissance
observé en absence d’excitation dans le régime quantique (ﬁgure 3.5). Les traits pleins représentent les
comportements du quatrième cumulant sous photo-excitation à f0 = 11,6 GHz, Xp=1 (Vcc,f1,f0,z) ×
Xp=1 (Vcc,f2,f0,z) où Xp est tiré de l’équation 1.25, pour (bleu) Vca = (7 mK) e/kB = 1,55 µV, (rouge)
Vca = 5,2 µV = (60 mK) e/kB et (vert) à l’équilibre C04 = 4e3Vcc∆fR.
Annexe C
Électronique
C.1 Mesure de l’impédance d’une jonction tunnel
La conductance G = I/V d’un dispositif caractérise le rapport entre le courant élec-
trique le traversant et la tension appliquée à ses bornes. Souvent donnée en fonction de
son inverse, la résistance R = V /I , cette valeur peut dépendre de la température, de la
fréquence d’observation, de la tension appliquée bref, de plusieurs paramètres qui va-
rient au cours d’une expérience. Elle peut aussi avoir une composante complexe, entre
autres si une capacité ou une inductance fait partie du dispositif. La résistance fait alors
partie de l’impédance Z = R + iZi où Zi représente cette partie imaginaire.
Dans cet ouvrage, les dispositifs à l’étude sont des jonctions tunnel. Comme la
conduction électrique n’a pas lieu à-travers la matière mais se produit plutôt par eﬀet
tunnel, la variation de température n’a pas d’eﬀet signiﬁcatif sur la résistance. La conduc-
tivité des contacts peut varier et ceux-ci peuvent être légèrement déformés, mais les eﬀets
sont minimes. Les mesures d’impédance sont quand même réalisées à température pièce
et à température cryogénique pour ﬁns de comparaison et pour assurer l’intégrité du dis-
positif à l’étude ; les valeurs présentées sont celles obtenues à température cryogénique.
La fréquence d’excitation n’a pas non plus d’eﬀet notable sur la conductivité d’une jonc-
tion tunnel dans les expériences réalisées ici. Bien que la jonction soit constituée de
deux contacts métalliques séparés par un isolant, donc d’un condensateur, la capacité a
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FigureC.1 –Mesure de l’impédance d’un dispositif quelconque (carré noir). (gauche) Un ampliﬁcateur
synchrone émet une onde électromagnétique d’amplitude
√
2VRMS et de fréquence f , qui traverse une
résistance élevée R puis un «T» avant d’atteindre le dispositif. L’autre branche du «T» est reliée à l’entrée
de l’ampliﬁcateur synchrone, qui enregistre les composantes en phase (cos) et en quadrature (sin) avec la
fréquence d’excitation. (droite) La résistance correspond à la dérivée de la tension mesurée par rapport
au courant injecté dans le dispositif. Si la variation de ce dernier est assez faible, il en sera de même des
variations de tension mesurées, ce qui ferait de la pente du graphique la dérivée instantanée. Un courant
cc peut être additionné au courant alternatif s’il est nécessaire de balayer toute la courbe.
pour seul eﬀet de réduire l’amplitude du signal émis. Il n’y a donc pas de composante
imaginaire sensible à la fréquence.
Il est possible de déterminer ces résistances à l’aide d’un ampliﬁcateur synchrone. Cet
appareil, qui émet une tension alternative de fréquence f et d’amplitude VRMS donnée,
lit un courant alternatif et en sépare les composantes en phase et en quadrature avec la
fréquence d’excitation. Une résistance élevée deRsynch = 1 MΩ peut être placée à la sortie
de l’ampliﬁcateur synchrone pour en faire une source de faible courant, la source interne
de l’appareil n’étant pas suﬃsamment précise. Mise en série avec la jonction tunnel, il
en découle un courant alternatif I (t) = √2 VRMS
Rsynch
cos 2πft appliqué sur la jonction. Un
«T» placé à l’entrée de la jonction permet alors de lire les ﬂuctuations de tension V (t)
résultant de cette excitation et la variation ∂V (t)
∂I(t) retourne ainsi la résistance dynamique
de la jonction tunnel, dont la partie réelle sera en phase avec l’excitation et la partie
imaginaire, en quadrature. Il est crucial de limiter la tension aux bornes de l’échantillon,
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les jonctions tunnel utilisées dans le cadre de cette thèse ne pouvant pas supporter des
tensions de l’ordre de 1 V.
C.2 Lignes à transmission
La transmission de courant alternatif nécessite une attention particulière au phé-
nomène d’adaptation d’impédance. Alors qu’un courant cc n’est inﬂuencé que par la
résistance totale du circuit traversé par la tension, les ondes électromagnétiques sont en
partie transmises, en partie réﬂéchies et en partie dissipées à l’interface entre deux im-
pédances. Le facteur de réﬂexion en puissance au passage d’une résistance R1 vers une
ligne à transmission d’impédance R2 =
√
L/C 1 est donné par




tandis que le facteur de transmission est donné par T = 1 −R si aucune dissipation n’a
lieu, ce qui est habituellement le cas.
Les lignes à transmission utilisées dans la presque totalité des montages électriques
sont constituées d’un conducteur entouré d’un diélectrique, lui-même entouré d’un
écran habituellement mis à la masse. L’impédance caractéristique utilisée est R2 = 50 Ω.
Ces lignes peuvent prendre la forme de câbles, où des ﬁls sont entourés de cylindres di-
électriques emballés dans des écrans métalliques, ou de guides d’ondes bidimensionnels.
Dans ce cas, l’écran peut se trouver de chaque côté d’une piste conductrice ou encore
la piste conductrice peut reposer sur une plaque diélectrique qui elle-même repose sur
l’écran.
C’est cette dernière conﬁguration, la micro-piste d’adaptation d’impédance, qui est
utilisée pour relier l’échantillon à un connecteur SMA, qui lui se connecte à tout le
montage expérimental. Pour une piste de largeur w séparée de l’écran par une épaisseur
d d’un diélectrique de permittivité ε et de perméabilité µ, l’impédance caractéristique
des ondes électromagnétiques est donnée par[108, Chap. 3] :
1. L et C représentent respectivement l’inductance linéique et la capacité linéique entre le conducteur
d’une ligne à transmission et son écran.
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Figure C.2 – Micro-piste d’adaptation d’impédance. Voir description dans le texte.
Z0 = ηd/w (C.2)
où η =√µ/ε. Il est donc possible de choisir la largeur w de la piste illustrée à la ﬁgure C.2
pour un substrat donné, mais il faut maintenir une largeur d’écran W ≫ d aﬁn d’éviter
les eﬀets de bord. Pour l’adaptation d’impédance désirée ici, un substrat Rogers, TMM10I
6X6 1E/1E 0150+-0015/DI ayant 35 µm de cuivre déposé sur chaque face d’un diélec-
trique de permittivité relative εr = 9,80 ± 0,245 (ε = εrε0) et d’épaisseur d = 0,381 mm
a été utilisé. Le site http://www1.sphere.ne.jp/i-lab/ilab/tool/ms_line_e.htm
permet de calculer instantanément la largeur de piste requise pour avoir une impédance
de 50 Ω à 4 GHz comme étant w = 0,341 mm. Les micro-pistes ont été préparées par
Kevin Parenteau-Cloutier de l’IMDQ utilisant de la photolithographie suivie de gravure
chimique sur une des faces du substrat. Les micro-pistes résultantes ont été taillées à
des dimensions pouvant entrer dans les supports à échantillon par l’équipe du 3IT de
l’Université de Sherbrooke.
Bien que l’étude des types de connecteurs et des câbles coaxiaux dépasse la portée
de ce texte, il importe de mentionner que trois types de connecteurs ont été utilisés
dans les montages expérimentaux répertoriés ici. Il s’agit des connecteurs BNC (Bayonet
Neill Concelman), utiles pour les signaux à f < 1 GHz, SMA (Sub-miniature A), utiles
pour f < 18 GHz et de type Wiltron K 2.92-mm, bons pour f < 40 GHz[109]. Les
dimensions et les types de diélectriques utilisés déterminent les fréquences maximales
utiles des câbles construits ainsi que leur robustesse mécanique. Des câbles BNC sont
utilisés pour les signaux à basse fréquence et les câbles à connecteurs SMA pour tous les
autres branchements. Les connecteurs de type K, compatibles mécaniquement avec les
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connecteurs SMA, sont utilisés pour les entrées et sorties hautes-fréquences du cryostat
ainsi que sur les lignes ﬁxes reliant les diﬀérents étages.
C.3 Câbles et atténuateurs présents dans le cryostat
Comme il est crucial que la transmission d’ondes électromagnétiques hautes fré-
quences se produise avec un minimum de pertes et d’interférences, permettant une
reproductibilité maximale d’une expérience à l’autre, une attention particulière a été
portée au câblage intérieur du cryostat. Des atténuateurs placés à chaque étage (voir ﬁ-
gure 2.5b) servent à la fois à thermaliser le conducteur des câbles coaxiaux et à atténuer
les ﬂuctuations de courant dues aux excitations thermiques des étages supérieurs. Uti-
liser le bon niveau d’atténuation est critique aﬁn de minimiser les eﬀets dus au bruit
thermique sans diminuer inutilement les signaux d’excitation. Les atténuateurs utilisés
doivent évidemment être de type cryogénique ; des atténuateurs standards verraient leur
résistance chuter à 0 à températures supraconductrices, court-circuitant ainsi les câbles à
la masse.
Les atténuateurs ont été choisis en se basant sur la démarche qui suit. À tous autres
paramètres ﬁxes, la puissance du bruit thermique est proportionnelle à la température,
tel que stipulé par l’équation 1.1. Le but étant de ramener le bruit provenant d’un étage
de température supérieure TS au niveau du bruit de l’étage courant (de température
T ), il est souhaitable d’atténuer le signal entrant d’un facteur TS/T . Comme les étages
intermédiaires du cryostat ont des températures de 300 K, 3 K, 0,7 K et 50 mK, les ratios
de température RT sont 2 :
RT,3 K = 300 K3 K = 100 = 20 dB
RT,0,7 K = 3 K0,7 K = 4,28 = 6,32 dB
RT,50 mK = 0,7 K50 mK = 14 = 11,46 dB
. (C.3)
Des atténuateurs de 20 dB, 6 dB et 10 dB ont donc été placés aux diﬀérents étages des
cryostats sur les lignes d’excitation. L’échantillon étant découplé des lignes de détection
2. RT, dB = 10 log10 Pentre´ePsortie
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Figure C.3 – Fonctionnement d’un circulateur. (gauche) Un circulateur est constitué de trois micro-
pistes reliées à un anneau central à intervalles de 120○, le tout en sandwich entre deux ferrites magnétiques.
L’écran des micro-pistes est un plan métallique par-dessus la ferrite supérieure et sous la ferrite inférieure.
Il existe donc un champ magnétique cc perpendiculaire aux écrans. (droite) les dimension de la cavité
résonnante ainsi formée sont choisies aﬁn que l’amplitude du champ électrique soit égale aux ports 1 et 2
et nulle au port 3.
par un ampliﬁcateur, les atténuateurs de 1 dB utilisés sur cette ligne servent seulement à
la thermaliser.
C.4 Circulateurs
Pour les expériences dans le régime quantique, la température des électrons doit être
maintenue à son minimum. Il est donc nécessaire d’isoler l’échantillon à l’étude des en-
trées de chaleur dues au bruit provenant de l’ampliﬁcateur tout en maintenant la trans-
mission de l’échantillon vers l’ampliﬁcateur à son maximum. Pour ce faire, un dispositif
nommé «circulateur» est utilisé.
Le circulateur est constitué d’une cavité résonnante formée par deux ferrites magné-
tiques dont le champ magnétique est perpendiculaire à trois micro-pistes séparées de
120○, tel qu’illustré à la ﬁgure C.3. En absence de champ polarisant, la cavité possède un
seul mode résonnant en bas ordre de forme cosφ où φ est l’angle donnant la position
sur la circonférence de l’anneau central. Il n’existe alors aucune direction de transmission
préférentielle. L’utilisation de ferrites magnétiques permet l’existence de deux modes ré-
sonnants en bas ordre et la sélection d’une fréquence d’opération appropriée permet à
la superposition de ces modes de s’additionner à φ = 120○ et de s’annuler à φ = 240○,
comme le montre le côté droit de la ﬁgure C.3. [108, Chap. 9]
Annexe D
Cryostat
Bien que le principe de refroidissement du cryostat à dilution soit bien expliqué à
la section 2.3, le système de pompage utilisé pour maintenir la circulation du mélange
3He-4He mériterait un ouvrage à lui seul. Il sera seulement brièvement décrit ici aﬁn de
donner une idée du principe de pompage et des étapes nécessaires au refroidissement.
Toutes les opérations présentées ici peuvent être automatisées, mais une compréhension
des étapes de refroidissement aide grandement à régler les pépins rencontrés lors du
refroidissement. Toutes ces étapes sont largement détaillées dans le manuel d’instruction
du système[103].
D.1 Panneau de pompage
Le panneau de la ﬁgure D.1 se sépare en deux parties. La partie gauche, constituée des
valves V14 à V21, est la partie servant au service du système, donc à pomper l’enceinte
à vide et à vider les pièges à froid. La partie de droite sert à la circulation à proprement
parler et au nettoyage du mélange. Celui-ci est emmagasiné dans le réservoir (en bas à
droite) à une pression d’environ 800 mbar. Une pression inférieure à la pression atmo-
sphérique est nécessaire pour qu’en cas de fuite, ce soit l’air ambiant qui fuisse vers le
mélange, ce qui est préférable à voir le mélange s’échapper dans l’atmosphère.
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Figure D.1 – Panneau simpliﬁé du système de pompage du cryostat à dilution. Les cercles avec un
V et un chiﬀre représentent les valves avec V1, une valve à guillotine. S1 et S2 sont des pompes à vrilles
(«scroll pumps» en anglais) et T1, une pompe turbo-moléculaire. Le rectangle «débit» aﬃche le débit de
mélange et le piège est un piège à froid («cold trap» en anglais) visant à piéger les impuretés présentes dans
le mélange. Les cercles barrés avec une ﬂèche sont des valves unidirectionnelles de surpression. Le cercle
avec un «m» représente une valve manuelle servant à régler le débit de gaz à la sortie du réservoir.
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D.2 Nettoyage du mélange et du piège à froid
Aux températures cryogéniques visées ici, toutes les substances deviennent solides et
peuvent ainsi boucher la ﬁne tuyauterie à l’intérieur du cryostat. Il est donc nécessaire
de nettoyer le mélange occasionnellement aﬁn de retirer les impuretés. Pour ce faire, le
système est arrêté et le mélange est vidé en partie dans le système via les valves V11,
V9, V7, V4, V3, V2, V1, V15 et V17 (dans l’ordre) aﬁn d’emmagasiner un maximum
de mélange gazeux dans le système de pompage. Il est malheureusement impossible de
le sortir en entier des réservoirs à température pièce. La pompe à vrille S1 pousse le
mélange à-travers le piège à froid, qui sert à nettoyer le mélange.
Le piège à froid est constitué de charbon poreux, donc d’une très grand surface,
enfermé dans un contenant métallique refroidi à l’azote liquide, soit à 77 K. À cette
température, la majeure partie des contaminateurs atmosphériques se solidiﬁent ou se
liquéﬁent puis s’adsorbent sur la surface de carbone. Le mélange passant dans ce piège
voit donc presque toutes ses impuretés piégées alors qu’il demeure dans sa phase gazeuse.
Une fois un maximum de mélange propre emmagasiné dans le système, celui-ci doit être
retourné vers le réservoir à mélange. La valve V11 est fermée, tout comme les valves
V9 puis V7. La valve V13 est alors ouverte, puis la valve V10 et lorsque la pression
aﬃchée à la jauge 2 est suﬃsamment basse, la pompe turbo-moléculaire est démarrée.
Celle-ci va chercher tout le mélange restant dans le système et le pousse à l’entrée de la
pompe à vrille S1. Cette dernière pousse le mélange vers le réservoir jusqu’à ce que les
pressions cessent de changer dans le système. Les valves V17, V4, V15 puis V1, V2, V3
sont alors fermées. Une fois cet état stable atteint, le processus est recommencé jusqu’à
ce que la pression à la jauge 5 ne change pas d’un cycle à l’autre, donc qu’un maximum
de contamination ait été éliminé.
Le piège à froid peut alors être nettoyé à son tour, une fois qu’il est certain que tout
le mélange est sorti des tuyaux. La pompe à vrille S2 est alors démarrée puis les valves
V21, V17 et V7 sont ouvertes. Le piège est ensuite sorti de l’azote liquide puis laissé à
réchauﬀer doucement jusqu’à la température pièce. Un ballon peut être mis à la sortie
de la pompe S2 pour mesurer le volume de contaminant extrait. Une fois le piège à
température pièce, il est chauﬀé avec un fusil à air chaud aﬁn de dégazer toute humidité
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adsorbée dans le charbon. Une fois que le piège est vidé à son maximum, les valves V7,
V17 et V21 sont fermées puis S2 est arrêtée. Le piège à froid est laissé à se refroidir à
température pièce puis plongé dans l’azote liquide.
D.3 Pompage de l’enceinte
Le pompage de l’enceinte à vide nécessaire au refroidissement est eﬀectué à-travers la
même pompe turbo-moléculaire servant à la circulation du mélange. Il est donc, encore
une fois, nécessaire de s’assurer qu’aucun mélange ne reste dans le système avant de com-
mencer à vider l’enceinte. La pompe à vrille S2 est ensuite démarrée, puis les valves V21,
V18, V16 et V14 sont ouvertes. Une fois la pression de la jauge 2 suﬃsamment basse,
la valve V16 est fermée et la valve V15 ouverte, puis la pompe turbo-moléculaire est
démarrée. Une fois la pression dans l’enceinte sous vide (jauge 1) inférieure à 10−3 mbar,
V14 est fermée, puis V15, V18 et V21, après quoi les pompes sont arrêtées. Pour que le
pompage s’eﬀectue avec succès, il est essentiel de s’assurer que les joints en caoutchouc
(«o-rings») et les surfaces sur lesquelles ils reposent soient propres et libres de tout débris
avant de commencer le pompage.
D.4 Circulation du mélange
Le principe de refroidissement décrit à la section 2.3 repose sur une circulation du
mélange 3He-4He et sur une séquence de compression-détente de ce dernier. Au début du
refroidissement, le tube pulsé se charge de refroidir le système à 3 K. Pour qu’il y arrive,
des pièges à froid à l’intérieur du cryostat sont chauﬀés, libérant une petite quantité de
mélange qui servira de gaz d’échange. Ces pièges se trouvant sur la ligne de condensation
du mélange, le mélange libéré réalise un contact thermique entre le plateau à 3 K et le
reste du système. Il en découle un refroidissement du distillateur et de la chambre à
mélange. Il est aussi possible de laisser entrer un peu plus de mélange dans le système
pour augmenter le volume de gaz d’échange.
Une fois le système suﬃsamment refroidi, donc sous 10 K, la compression du mé-
lange commence. La valve V2 est ouverte aﬁn d’équilibrer la pression des deux côtés de
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la pompe turbo-moléculaire T1, puis la valve V1 est ouverte et V2 est fermée. Les valves
V12 1, V9, V7, V6, V5 et V3 sont ouvertes puis la pompe à vrille S1 et le compresseur
C sont démarrés. Le mélange est donc forcé à se condenser dans le cryostat à dilution.
Une fois la pression à l’entrée du compresseur suﬃsamment haute, donc lorsque la jauge
4 aﬃche une pression supérieure à 900 mbar, la valve V12 est fermée puis la valve V10
est ouverte jusqu’à ce que la pression soit suﬃsamment basse pour admettre plus de mé-
lange. V10 est alors fermée et V12 ouverte, la séquence étant répétée jusqu’à ce que la
pression dans le réservoir atteigne 250 mbar.
Ouvrir V11 permet alors avoir un débit de mélange suﬃsant. V10 reste ouvert, mais
V12 doit être fermée. Une fois que tout le mélange est condensé dans le cryostat, donc
lorsque la jauge 5 aﬃche une pression inférieure à 10 mbar, la valve V11 est fermée et le
compresseur est éteint. Lorsque la jauge 2 aﬃche une pression inférieure à 1000 mbar,
les valves V5 et V6 sont fermées, laissant la pression à la sortie de S1 augmenter jusqu’à
ce qu’elle soit supérieure à la pression de la jauge 3. La valve V4 est alors ouverte et
lorsque la jauge 2 aﬃche une pression inférieure à 30 mbar, la pompe turbo-moléculaire
T1 est démarrée, démarrant la circulation du mélange. Celle-ci se fera en continu jusqu’à
ce que l’expérience soit terminée 2. Le chauﬀage des pièges à froid doit alors être éteint
pour la durée d’opération du système.
Les valves V7 et V6 sont alors fermées et les valves V4 et V13 sont ouvertes. Le
tube pulsé et la pompe turbo-moléculaire sont arrêtés et ainsi le mélange est retourné
graduellement au réservoir par la pompe à vrille S1. La valve V16 est alors rapidement
ouverte puis fermée aﬁn de laisser entrer un petit volume d’air dans les tuyaux. Les valves
V16 et V14 sont ensuite ouvertes pour laisser entrer ce volume d’air dans l’enceinte sous
vide puis refermées dans l’ordre inverse. Cette séquence est répétée trois fois aﬁn d’avoir
un gaz d’échange thermique dans l’enceinte. Celui-ci va bien sûr se condenser sur-le-
champ, mais une fois le processus de refroidissement arrêté, les composants du cryostat
vont se réchauﬀer au-delà de la température de condensation de l’azote. À ce moment,
le gaz d’échange fera un contact thermique direct avec l’extérieur, permettant ainsi un
réchauﬀement plus rapide du système.
1. La valve manuelle «m» doit être réglée aﬁn d’avoir un débit de mélange approprié.
2. ou que le système bloque à cause d’une impureté
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En absence de photo-excitation, une ﬂuctuation dans le courant émis par une jonc-
tion tunnel à une fréquence fk a une densité spectrale dont les quadratures xk et
pk respectent ⟨x2k⟩ = ⟨p2k⟩. Plus précisément, en absence d’excitation de fréquence
f0 = (fi + fj) /p avec p, un entier, les ﬂuctuations aux fréquences fi et fj doivent res-
pecter ⟨xipi⟩ = 0 ∀ i,j ∈ {1,2}. Dans un histogramme 2D dont les axes x et y sont
choisis parmi les diﬀérents xi, pj , une équipotentielle de densité spectrale de bruit est
représentée par un cercle de rayon r. Toutefois, si la jonction est excitée à une fréquence
appropriée, par exemple f0 = f1 + f2, ⟨x1x2⟩ ≠ 0, ⟨p1p2⟩ ≠ 0 et l’équipotentielle suit
une ellipse. Si f1 = f2, ⟨x1p2⟩ ≠ 0, ⟨p1x2⟩ ≠ 0, ⟨x21⟩ = ⟨x22⟩ et ⟨p21⟩ = ⟨p22⟩. C’est là la
compression d’état à un mode observée à la section 3.2.2. Dans le cas f1 ≠ f2, il s’agit
plutôt de la compression d’état à deux modes de la section 3.2.3, situation qui amène⟨x1p2⟩ = ⟨p1x2⟩ = 0. Utiliser des fréquences suﬃsamment rapprochées, ici 7,0 GHz et
7,5 GHz, permet néanmoins de travailler dans l’approximation ⟨x21⟩ ≈ ⟨x22⟩.
Expérimentalement, un mixeur I-Q sépare le courant émanant de la jonction tunnel
en deux quadratures synchronisées avec un signal de référence. Ces quadratures sont
séparées de π/2, mais la phase initiale entre les ﬂuctuations de courant et les oscillations
de la référence demeure inconnue. Dans le cas de la compression d’état à un mode, cette
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diﬀérence de phase inﬂuence directement l’orientation de l’ellipse par rapport aux axes
de l’histogramme. Cette inﬂuence peut être corrigée en modiﬁant la longueur des câbles
précédant le mixeur, modiﬁant ainsi le déphasage entre les ﬂuctuations et la référence.
Pour la compression d’état à deux modes, deux mixeurs, chacun ayant sa propre
référence, entrent en jeu pour extraire les quadratures des ﬂuctuations à deux fréquences.
Comme les deux quadratures analysées n’oscillent pas à la même fréquence, la phase les
séparant de leur référence n’a pas la même conséquence que dans le cas à un mode. Cette
annexe vise à déterminer l’orientation de l’ellipse observée en cas de compression d’état
à deux modes. Comme la même logique s’applique aux corrélateurs ⟨x1x2⟩ et ⟨p1p2⟩ et
que les corrélateurs ⟨xipj⟩i≠j ne sont pas inﬂuencés par la compression d’état, seulement⟨x1x2⟩ sera traité ici.





= 1 où a et b
sont les longueurs des demi-axes orientés respectivement selon x et y. Si cette ellipse a
plutôt des axes x′, y′ orientés à un angle arbitraire θ rapport au plan xy, la rotation des
coordonnées x′ = x cos θ + y sin θ et y′ = y cos θ − x sin θ donne, en supposant l’ellipse
centrée à l’origine :
(x cos θ + y sin θ)2
a2
+ (y cos θ − x sin θ)2
b2
= 1
x2 cos2 θ + y2 sin2 θ + 2xy cos θ sin θ
a2
+ y

















) = 1 (E.1)
ou encore Ax2 +By2 +Cxy = 1.
Cette ellipse représente une équiprobabilité sur une distribution gaussienne 2D. Si x
et y sont des variables aléatoires de variances σ2x et σ2y et de covariance σxy, leur coeﬃcient
de corrélation est donné par ρ = σxy/σxσy. La paire de variables aléatoires continues
centrées à l’origine respecte alors l’équiprobabilité[110, Chap. 5]
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f (x,y) = e
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⟩ = 1, dont les axes x = x1,y = x2 sont orientés à un



















√⟨x21⟩ ⟨x22⟩ = 1. (E.2)





En absence de compression d’état, ⟨x1x2⟩ = 0. Cette distribution suivrait donc la
forme Ax2+By2 = 1 et respecteraitA = B, car l’approximation ⟨x21⟩ ≈ ⟨x22⟩ implique une
forme circulaire. En présence de compression d’état à deux modes par contre, ⟨x1x2⟩ ≠ 0
et ⟨p1p2⟩ ≠ 0, mais aucun eﬀet n’est ressenti par ⟨x21⟩ et ⟨x22⟩. La condition A = B doit
donc toujours être respectée. Or











∣a∣ = ∣b∣ (cercle)
ou
θ = π/4 + nπ/2 (E.3)
Bien qu’expérimentalement f1 ≠ f2 ⇒ ⟨x21⟩ ≠ ⟨x22⟩, cette diﬀérence est minime. Il est
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avec n, un entier, ce qui revient aux conditions de l’équation E.3 pour ǫ = 0. Une ex-
pansion de Taylor au premier ordre prend la forme : θ ≈ ±π
4
∓ ǫ(a2+b2)
4(a2−b2) + nπ. Comme
ǫ ≠ 0 ⇒ a ≠ ±b, cette équation est toujours valide. Aux limites, la correction suit
lim∣b−a∣≫1 ∣a2+b2a2−b2 ∣ → 1 et limb→a± a2+b2a2−b2 → ∓∞. Donc plus l’asymétrie est importante, plus






















Figure E.1 – Correction à l’angle θ = π/4 décrivant l’orientation de l’axe b d’une ellipse équipotentielle
de densité spectrale de bruit en fonction du rapport des axes a et b de l’ellipse et de l’écart ǫ entre les
deuxièmes moments de bruit aux deux fréquences (voir texte). Une discontinuité est observée à a = b. Les
cas où ∣ǫ∣ > ∣b/a − 1∣ ne sont pas aﬃchés, n’ayant pas de sens physique car l’asymétrie des données initiales
serait alors plus grande que l’asymétrie observée.
la correction sur θ = π/4 tend vers ǫ/4. Toutefois, plus la distribution ressemble à un
cercle, plus le facteur correctif est important, donc plus la correction sera importante.
Néanmoins, comme a → b ⇒ ǫ → 0 aﬁn de respecter l’équation E.4, la correction de-
meure négligeable. Cette correction à θ = π/4 est illustrée à la ﬁgure E.1.
L’eﬀet du déphasage sur les quadratures de fréquences diﬀérentes nécessite d’assigner
des phases φ1 et φ2 aux ﬂuctuations de fréquence f1 et f2. Dans ce cas,
⟨x1x2⟩ = ⟨(x′′1 cosφ1 + p′′1 sinφ1) (x′′2 cosφ2 + p′′2 sinφ2)⟩⟨x1p2⟩ = ⟨(x′′1 cosφ1 + p′′1 sinφ1) (p′′2 cosφ2 − x′′2 sinφ2)⟩⟨p1x2⟩ = ⟨(p′′1 cosφ1 − x′′1 sinφ1) (x′′2 cosφ2 + p′′2 sinφ2)⟩⟨p1p2⟩ = ⟨(p′′1 cosφ1 − x′′1 sinφ1) (p′′2 cosφ2 − x′′2 sinφ2)⟩
où x′′1 , x′′2 , p′′1 p′′2 sont les amplitudes initiales des quadratures. Puisqu’en présence de com-
pression d’état à deux modes, ⟨x′′1p′′2 ⟩ = ⟨p′′1x′′2 ⟩ = 0 et ⟨x′′1x′′2 ⟩ = − ⟨p′′1p′′2 ⟩, les observations
doivent respecter
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⟨x1x2⟩ = ⟨x′′1x′′2 ⟩ cos (φ1 − φ2)⟨x1p2⟩ = ⟨x′′1x′′2 ⟩ sin (φ1 − φ2)⟨p1x2⟩ = ⟨x′′1x′′2 ⟩ sin (φ2 − φ1)⟨p1p2⟩ = − ⟨x′′1x′′2 ⟩ cos (φ1 − φ2)
. (E.5)
Un déphasage n’aurait donc comme eﬀet qu’une diminution de l’amplitude de ⟨x1x2⟩
et ⟨p1p2⟩. Il en résulterait toutefois une fuite de xi dans pi et vice-versa ; il serait alors pos-
sible d’observer ⟨x1p2⟩ ≠ 0 et ⟨x2p1⟩ ≠ 0 sans modiﬁer l’angle d’observation de l’ellipse.
Pour pallier ce problème, il est nécessaire d’optimiser les longueurs de câbles en s’assu-
rant que la distance d traversée par le signal respecte ∆φ = φ1 − φ2 = (f1 − f2)d/v = 2πn
avec n, un entier. Supposant une vitesse de propagation de l’onde électromagnétique
v = 0,7c et utilisant f1 = 7,0 GHz et f2 = 7,5 GHz, le parcours suivi par les ﬂuctuations
doit avoir une longueur qui est un multiple entier de 0,42 m.
Pour déterminer le niveau de précision avec lequel il faut choisir les longueurs, il faut
d’abord tenir compte du fait qu’un déphasage ∆φ = π/2 aurait pour résultat un signal⟨x1x2⟩ = ⟨p1p2⟩ = 0 et un signal maximal pour ⟨xipj⟩i≠j . Pour les résultats expérimentaux
présentés dans cette thèse, ⟨x1x2⟩max ≈ 100 mK et ⟨x1p2⟩ ≈ 0. L’incertitude expérimen-
tale de ±9 mK donne à ⟨x1p2⟩ une précision de ±9% de l’amplitude maximale. La phase
des ﬂuctuations doit donc être précise à moins de 9% de π/2, soit ±8○. Il en découle
qu’il faudrait connaître la longueur du parcours avec une précision de ±4 cm. Comme
la vitesse de propagation n’est pas la même dans tous les éléments du circuit, la phase ne
peut être réglée eﬃcacement que de façon empirique, donc en ajoutant un ajusteur de
phase à une des lignes de référence des mixeurs I-Q puis en cherchant le minimum de⟨xipj⟩i≠j .
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