Advances in Potential Drop Techniques for Non-Destructive Testing by Sposito, Giuseppe & Sposito, Giuseppe
IMPERIAL COLLEGE LONDON
ADVANCES IN
POTENTIAL DROP TECHNIQUES
FOR NON-DESTRUCTIVE TESTING
by
Giuseppe Sposito
A thesis submitted to Imperial College London for the degree of
Doctor of Philosophy
Non-Destructive Testing Group
Department of Mechanical Engineering
Imperial College London
London SW7 2AZ
January 2009
Abstract
In the field of Non-Destructive Testing, Potential Drop (PD) techniques have been
used for decades, especially in the petrochemical and power generation industries,
for monitoring crack growth and wall thickness variations due to corrosion and/or
erosion in pipes, pressure vessels and other structures.
Inspection is carried out by injecting currents in the specimen to be tested and
measuring the arising electrical potential difference between two or more electrodes
placed on its surface. The presence of a defect generally increases the resistance and
hence the measured voltage drop; inversion of these data can give information on
the size and shape of the defect.
However, while the principle underlying these techniques is relatively simple, some
difficulties have been encountered in their practical applications. Many commercial
systems based on PD methods, for instance, require the injection of very large
currents in order to obtain sufficiently large signals; doubts have been raised on
the stability of these methods to variations in the contact resistance between the
electrodes and the inspected material. The present work aims to show that some
of these problems can be easily overcome, and to evaluate the capabilities of PD
techniques for crack sizing and corrosion mapping.
After a brief review of the advantages, disadvantages and applications of the main
electromagnetic methods for Non-Destructive Testing, an experimental setup for
Potential Drop measurements which was developed for this work and which uses
small alternating currents (AC) is described. The setup is benchmarked against ex-
isting PD systems and then used to validate a model that allows AC PD simulations
to be run with a commercial Finite Element code. The results of both numerical
simulations and experimental measurements are used to investigate the possibility
of sizing defects of complex geometry by repeating the analysis at several different
frequencies over a broad range, and of reconstructing the depth profile of surface-
breaking defects without the need for assumptions on their shape. Subsequently, the
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accuracy to which it is possible to obtain maps of corrosion/erosion on the far sur-
face of an inspected structure is discussed, and results obtained with an array probe
that employs a novel arrangement of electrodes are presented. Finally, conclusions
are drawn and suggestions for further research are made.
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Chapter 1
Introduction
1.1 Motivation
The primary goal of Non-Destructive Testing (NDT) is the detection and evaluation
of flaws that may compromise the functionality of a structure; wherever possible,
the inspection is carried out while maintaining the structure in service. This is
extremely attractive for a vast number of applications, ranging from civil engineering
(e.g. health monitoring of bridges and railways) to the petrochemical and power
generation industries (e.g. inspection of pipelines, storage tanks, pressure vessels,
etc.), where NDT is important not only in order to guarantee safe operation of the
tested structure, but also to assess its remaining life or the need for a replacement,
and to dramatically reduce direct and indirect costs such as those associated with
plant outage. In this context, it is of crucial importance to be able to monitor the
growth of defects such as cracks or corrosion, and to estimate their size as accurately
as possible.
In the framework of the Research Centre for Non-Destructive Evaluation (RCNDE)
[1], an organisation that encompasses several British universities as well as com-
panies operating in diverse sectors of engineering, the need was identified for the
improvement of existing NDT techniques with respect to their ability to monitor
and characterise defects, i.e. to provide as much information as possible about the
23
1. Introduction
size, shape and morphology of flaws. While extensive work has been done on inspec-
tion techniques involving ultrasound (see for example [2–7]), relatively less research
has been conducted on electromagnetic methods for NDT, which represent the focus
of the present study.
In particular, a literature survey showed that techniques such as Direct Current
Potential Drop (DCPD) and Alternating Current Potential Drop (ACPD), based on
the injection of currents in the structure to be tested and on the measurement of the
resulting voltage difference between two or more points on its surface, offered the
possibility for further development thanks also to the recent advances in electronics,
which can help overcome some difficulties that have been encountered in applications
of these techniques in the field.
One objective of this work is therefore to show how such problems can be allevi-
ated and to address additional concerns about the practical deployment of Potential
Drop techniques. The principal aim of the present research, however, is to assess
the capabilities of these techniques for accurate characterisation of surface-breaking
defects of more or less complex geometry and for the quantitative evaluation of cor-
rosion/erosion on the surface opposite to that accessible for inspection. In order to
reach these goals, an essential part of this project was to gain a better understand-
ing of the physical principles on which the inspection techniques are based, with
particular reference to the interaction between the currents injected in the material
and any defects present.
1.2 Thesis outline
The structure of this thesis broadly follows the chronological sequence in which
research was undertaken for this work.
In order to understand how Potential Drop techniques relate to other electromag-
netic methods for Non-Destructive Testing, the most commonly used of these are
reviewed in Chapter 2: the basic principles and the main advantages, disadvantages
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and practical applications of each technique are discussed, and reference is made to
the relevant literature.
Chapter 3 describes a low-current experimental setup for Potential Drop measure-
ments that was developed for this project. The main characteristics of the instru-
mentation used are presented, and an explanation is given of how these contribute
to overcome the difficulties associated with the measurement of such small signals.
The setup was benchmarked against commercially available DCPD systems which
have been successfully used for industrial applications: the results of these tests,
reported in Chapter 4, show the stability of Potential Drop measurements with
respect to some problems commonly encountered when employing these techniques
in the field.
Chapter 5 presents the results of an early investigation aimed at assessing the fea-
sibility of combining DCPD and ACPD into a new technique called Potential Drop
Spectroscopy: this consists in repeating the measurements at several different fre-
quencies over a broad range, in order to obtain more information on the geometry
of a defect.
A new, simple model for three-dimensional numerical simulations of ACPD mea-
surements with a Finite Element code is presented in Chapter 6: frequency-related
effects are taken into account by appropriately modifying the geometry of the mod-
elled structure; a DC analysis can then be performed, thus reducing the computa-
tional power required. This solves the direct problem of determining the response
of a probe to defects of given shape and size.
The inverse problem of reconstructing the depth profile of a surface-breaking defect
from values of potential drop measured across its width is considered in Chapter 7:
notches of various depths and shapes are evaluated both numerically and experi-
mentally. It is also shown that the quality of the reconstruction can be improved by
using a simple technique for synthetic focusing of the injected currents.
Chapter 8 explores the possibility of producing maps of corrosion/erosion on the far
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side of an inspected structure using an array probe for the injection of currents and
the measurement of voltage differences at multiple locations.
Finally, the findings of the present thesis are summarised in Chapter 9, where con-
clusions are drawn and guidelines for future work are suggested.
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Chapter 2
A review of electromagnetic
methods for Non-Destructive
Testing
2.1 Introduction
Electromagnetic methods for Non-Destructive Testing (NDT) have their roots in
early experiments conducted in the 19th century, but only in the last decades of the
20th century did they start enjoying extensive application. Progress in electronics
has allowed the development of more efficient probes, while new techniques and
new approaches for improving the sensitivity and resolution of such techniques have
been found. At the same time, the enormous advances in computer science have
proved very useful not only in analysing larger amounts of ever more accurate test
data, but also in paving the way to a better, deeper understanding of the underlying
physical processes, which is essential if test results are to be correctly interpreted and
the maximum information available to be obtained. Theoretical and experimental
studies have therefore been performed, and today numerical simulations are used to
design new probes, find the optimum parameter choice for each test, and rapidly
predict the test performance.
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Several different techniques for electromagnetic NDT have been developed; all of
them share the same physical basis and can be described by Maxwell’s equations.
Nevertheless, each technique has its own range of application, although most of them
require the tested material to be a fairly good electrical conductor. A brief review of
the fundamentals of the most widely used techniques will be made in this Chapter,
although this survey cannot claim to be exhaustive.
2.2 Eddy Current Testing (EC)
Eddy Current testing is arguably the most widely used electromagnetic technique; its
main applications range from thickness measurements of metallic plates or insulating
coatings to the detection of surface-breaking cracks or discontinuities; conductivity
measurements are another important application, since they allow identification of
metallic alloys [8]. This inspection method offers low-cost, high-speed testing of
metallic materials; no direct coupling is required.
Conventional EC testing is based on the fact that, when a coil excited by an alter-
nating current is brought in proximity to an electrically conducting material, the
impedance measured at the terminals of the coil changes. The magnetic field asso-
ciated with the current flowing in the coil (primary field) generates eddy currents
within the conducting specimen; according to Lenz’s law, the direction of the in-
duced currents, and of the secondary magnetic field created by these currents, is such
as to oppose the change in the primary field, as sketched in Fig. 2.1. This causes a
decrease in the flux linkage associated with the coil, and therefore a decrease in the
coil inductance if the test material is non-magnetic, whereas the higher permeability
of ferromagnetic materials generally accounts for increases in the coil inductance.
Accompanying this change in inductance is usually an increase in resistance, due to
the eddy current losses incurred within the specimen.
This technique is highly sensitive to flaws or discontinuities on the surface of the
inspected material, but much less to deep-buried defects. This is because eddy
currents, like all alternating currents, tend to flow primarily close to the surface
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Figure 2.1: Schematic of Eddy Current testing, showing opposing induced currents and
magnetic field [9].
of the specimen (a phenomenon known as skin effect) and their density decays
exponentially with depth in the material [10]. For the same reason, the sensitivity
to laminar discontinuities lying below the surface, parallel to the induced currents,
is also limited.
A measure of the depth to which eddy currents penetrate the material is given by
the standard penetration depth, or skin depth, defined as
δ =
1√
pifσµ
, (2.1)
where f is the frequency of the current in the exciting coil, σ is the electrical con-
ductivity of the material and µ its absolute magnetic permeability. At a depth δ
in the material the eddy current density has decayed by a factor e compared to
its surface value. Test object properties that affect eddy currents therefore include
conductivity and permeability, as well as geometry (shape); discontinuities can be
revealed to the extent that they alter the path of electrical currents and therefore
cause a change in the measured impedance.
In general, only materials with significant electrical conductivity can be examined
by means of eddy current techniques, although thickness measurements of insulat-
ing coatings on conducting materials can be carried out by measuring the so-called
lift-off, i.e. the distance between the coil and the surface of the object being ana-
lysed [10]. The permeability of the material strongly affects the signal; the analysis
of the response of non-magnetic metals is more straightforward than it is the case for
ferromagnetic materials. For the latter, the effects of thermal or mechanical process-
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ing (which affect the magnetic permeability as well as several other properties of the
material) can be detected, but magnetic anomalies produced by handling, welding,
cold-working or prior magnetisation can interfere with interpretation of the material
properties [8]. For this reason, ferromagnetic materials are sometimes brought to
saturation prior to inspection, so that they behave like non-ferromagnetic materi-
als and variations in permeability do not affect the eddy current coil response [11].
Other factors such as the shape and size of the coil, together with the frequency of
the current, also determine the penetration and lateral spread of the eddy currents.
For the visualisation of the results of an EC inspection, it is customary to plot the
terminal impedance of the probe on a complex plane, referred to as the impedance
plane, after normalisation with respect to the inductance of the empty coil. As fre-
quency is raised, the standard penetration depth decreases but higher eddy currents
are induced, which cause the point representing the coil impedance on the complex
plane to move clockwise tracing a semi-circumference in the first quadrant, as shown
in Fig. 2.2a. A local increase in the conductivity of the specimen has a similar ef-
fect, whereas an increase in permeability moves the point upwards. If the distance
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ferromagnetic tube. (b) Rotated zoomed region of the impedance plane diagram, often used
as monitor display, showing well separated traces for different responses [12].
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between the probe and the conducting material increases, for instance because of
a loss of metal on the surface of the specimen, the point moves towards the inside
of the impedance trajectory. Surface-breaking cracks can force the eddy-currents
deeper into the material, and a phase shift results [9].
The operating frequency must be carefully chosen to give the maximum angular
separation between signals arising from real defects and spurious signals such as
those caused by lift-off. An example of good separation is shown in Fig. 2.2b.
Frequencies used for Eddy Current testing range between 5 Hz and 10 MHz [9,
10], but the vast majority of commercially available probes have nominal working
frequencies between 50 kHz and 4 MHz.
2.3 Pulsed Eddy Current method (PEC)
In the Pulsed Eddy Current method, broadband signals such as pulses or square
waves are used to excite the coil, as opposed to the continuous sinusoidal wave used
in conventional Eddy Current inspection. PEC can be considered to be a recent
extension of Eddy Current testing, as it relies on the same basic principles: the
transient current in the coil induces transient eddy currents in the test piece. For
this reason, this technique is sometimes referred to as Transient Eddy Current.
Thanks to the relationship between a single transient field and multiple continuous-
wave fields at different frequencies, by means of a Laplace or Fourier transform, one
PEC measurement is equivalent to several measurements conducted at different fre-
quencies with a conventional technique, as shown in [13]. The Pulsed Eddy Current
method has therefore the advantage of being faster and cheaper. This technique
also allows the detection, and to some extent the localisation, of hidden corrosion
even in multilayer structures [14–16].
Unlike conventional Eddy Current techniques, the signal in PEC testing is not de-
tected on the same coil used for the excitation; instead, the quantity measured is
often the voltage across a resistor on the detecting coil, which can be plotted as a
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Figure 2.3: Typical response of a detecting coil in Pulsed Eddy Current testing, plotted
as a function of time [15].
function of time [13] or of both time and frequency [17]. Signals are usually obtained
by subtraction of a reference, and they are characterised by peak amplitude, peak
arrival time and zero-crossing time [18]: an example is shown in Fig. 2.3.
2.4 Remote Field Eddy Current method (RFEC)
Internal inspection of ferromagnetic tubes can be problematic with conventional
Eddy Current techniques, because very low frequencies are needed in order to achieve
a complete penetration of the currents through thick walls, and sensitivity is dra-
matically reduced. The Remote Field Eddy Current technique alleviates these dif-
ficulties, since i allows through-penetrati n of thick-walled pipes and it is equally
sensitive to internal and external discontinuities — although this means that it is
not possible to determine whether the defect is on the inner or the outer surface [19].
The operating principle is somewhat different from the conventional Eddy Current
method. A large part of the magnetic field induced by an exciting coil internal to the
pipe penetrates the wall of the tube and is guided preferentially along the outside
of the pipe, as shown schematically in Fig. 2.4. Eddy currents following circular
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Fig. 2.5 Typical response of a Hall probe in Pulsed Eddy Current testing [16] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.6 Schematic of Remote Field Eddy Current testing, showing profiles of the 
magnetic flux field inside and outside the pipe [22] 
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Figure 2.4: Schematic of Remote Field Eddy Current testing, showing profiles of the
magnetic flux field inside and outside the pipe [12].
paths concentric with the axis of the tube flow within the tube wall and set up a
reverse magnetic field, which strongly attenuates the part of the field remaining in
the internal volume of the pipe. At a distance of two pipe diameters the direct field
has almost vanished, and the signal sensed by the detector coil is predominantly due
to the magnetic field diffusing back inward from the outside, slightly attenuated and
phase-shifted by the double passage through the tube wall. Anomalies anywhere in
this indirect path cause changes in the magnitude and phase of the received signal,
and can therefore be used to detect defects [12,20]. It must be stressed that, unlike
conventional Eddy Current techniques, RFEC testing is much more sensitive to
circumferential defects, such as metal loss due to corrosion or erosion, than to axial
defects. This is because axial cracks introduce only a small discontinuity in the
path of the magnetic field, so that the variations in the effective permeability are
not significant; circumferential cracks, on the other hand, can be detected as they
interrupt the lines of magnetic flux [21].
In the passage through the tube wall, the attenuation of the magnetic field is approx-
imately exponential, whereas the phase shift increases linearly with the thickness of
the wall: this allows the determination of the depth of metal loss. However, quanti-
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tative measurements rely on calibration on reference tubes, so that any differences
between these and the tubes tested (for example in terms of impurities, machining
tolerances, heat treatments and magnetic history) can affect the reliability of the
signal analysis [19,21]. Frequencies used in RFEC typically range between 40 Hz and
a few kHz, the lower being used for very thick-walled tubes or highly ferromagnetic
materials so that the ratio of skin depth to wall thickness is not too small [21].
2.5 Magnetic Flux Leakage detection (MFL)
Magnetic Flux Leakage detection is one of the most used techniques to test steel
products, since it provides a quick and relatively inexpensive way to assess the
integrity of materials with high magnetic permeability.
This method is based on the fact that, at high levels of induction (i.e. in the upper-
right part of the magnetisation curve, where permeability µ = dB/dH is decreasing:
with reference to Fig. 2.5, the part of the magnetisation curve between points A and
B), a discontinuity in a ferromagnetic material forces the magnetic field to leak out
of the tested specimen in proximity of the defect [22]. The field at the outside surface
of the material can then be detected by coils, Hall probes or other sensors, or even
visually in the so-called Magnetic Particle Inspection (MPI). This latter technique
is an application of MFL and it is particularly suitable for the detection of surface
defects, whose presence is revealed by an accumulation of magnetic particles trapped
in the leakage field of the cracks [23].
Two basic models, with several variants, are used to describe the theory for MFL
and to predict results analytically in relatively simple geometries, or numerically in
more practical cases. In the first approach, the leakage fields of surface-breaking
cracks are modelled by dipoles whose orientation is opposed to that of the magnetic
domains in the material [24]; in the second, the crack is modelled as an air gap in a
magnetic circuit [25].
In the practical deployment of this technique, the part to be tested is usually mag-
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Fig. 2.9 Magnetisation curve and hysteresis loop for a typical ferromagnetic material 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.10 Comparison of normalised analytical and numerical profiles of two components 
of the magnetic leakage field for a typical defect [29] 
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Figure 2.5: Magnetisation curve and hysteresis loop for a typical ferromagnetic material.
netised by applying a direct current to its ends; alternating currents at 50-60 Hz are
sometimes used to detect imperfections on the outside surface, but they are unsuit-
able if defects lying below the surface are to be detected [22]. Electromagnetic yokes
can also be used to magnetise the specimen by induction, as is commonly done with
MFL ‘pigs’ in pipelines or MFL scanners for testing of oil storage tanks [26]. Inspec-
tion is often carried out in an active magnetic field (i.e. while currents are applied
to magnetise the part), though the piece can also be brought close to saturation and
then inspected in the resulting residual magnetic field [27].
2.6 Direct Current Potential Drop technique
(DCPD)
The Direct Curre t Potential Drop method is a ong the oldest electr ag etic
techniques for non-destructive testing, having been used for decades to measure
thickness and estimate crack depth on plates and to monitor crack initiation and
propagation in laboratory tests [28–31]. Among its main advantages are the capabil-
ity to measure hidden cracks and the possibility of full automation of the monitoring;
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I
V
Figure 2.6: Schematic of probe for Direct (or Alternating) Current Potential Drop test-
ing.
on the other hand, the need for good electrical contacts makes this technique un-
suitable for scanning for defects, as the probe would be damaged if dragged over the
surface.
In this simple technique, electrical DC currents are injected into a conducting spec-
imen through one pair of electrodes, while a second pair straddles the crack (or
a small monitoring area where crack initiation is expected), as shown in Fig. 2.6.
The injecting electrodes should be positioned at a sufficient distance to ensure field
uniformity in the inspection area. As the length or depth of the crack increases (or
a new crack is initiated), the cross-sectional area of the specimen is reduced; this
causes an increase in resistance and ultimately in the potential difference measured
between the electrodes straddling the crack. The amplitude of the measured voltage
depends not only on the properties of the inspected specimen, such as conductivity
and geometry, but also on several other factors including the distance between the
measuring electrodes. Disturbances like changes in temperature, lack of stability of
the input currents or other undesirable changes in instrumentation can be almost
eliminated — and measurement accuracy improved — by comparing the signal with
a reference (‘baseline’) obtained on the same specimen in a defect-free area [28].
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The measured voltage is also proportional to the intensity of the input current;
in order to achieve measurable potential drops, many implementations of DCPD,
both commercial (e.g. the systems developed by CorrOcean [32] and Rowan Tech-
nologies [33], described in Chapter 4, or the system by Matelect [34]) and in the
research field (see for example [35, 36]), use very large currents, in some cases up
to 200 A. However, today it is possible to measure reliably voltages of the order of
a few nV, and the signal-to-noise ratio (SNR) can be improved in several different
ways, so that, as will be shown in the present work, much lower currents can be
used.
2.7 Alternating Current Potential Drop technique
(ACPD)
In principle, the Alternating Current Potential Drop technique is very similar to
DCPD, the main difference being the use of alternating currents instead of direct
currents. However, apart from the induction effects arising in the measurement
circuit, the injection of an AC current means that, because of the so-called skin
effect mentioned in Section 2.2, the current is forced to flow in a thin layer below
the surface and therefore ‘sees’ a smaller effective cross-section; as a consequence,
sufficiently high potential differences can be generated by relatively low currents
(< 1 A) [37–39]. The skin depth calculated from Eq. 2.1 is typically a few mm for
most metals (e.g. δ = 10.5 mm for stainless steel SS304 at 1 kHz) and even less
for ferromagnetic materials in the frequency range commonly used: this goes up
to about 10 kHz, as the impedance of the measuring circuit introduces errors that
increase proportionally with frequency [39].
The presence of an electrically insulating defect such as a crack forces currents to
flow around and below it, as showed in Fig. 2.7, and the longer current path results in
a higher resistance and therefore in a higher potential drop between the electrodes.
This allows the crack depth to be estimated, as will be discussed in Chapter 7.
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Figure 2.7: Qualitative representation of the current path in the presence of a defect in
Alternating Current Potential Drop testing.
Measured potential differences can also be compared with theoretical results derived
for the two extreme cases of thin-skin and thick-skin fields in simple geometries (see
for example [40, 41]); it has even been suggested that for industrial applications it
might be worthwhile choosing the input current frequency to fit one of the parameter
sets for which theoretical results exist, not only in order to avoid calibration, but also
to allow straightforward crack sizing by means of simple formulae or computed look-
up tables [42]. Increasing the skin depth, though, means that the voltage readings
and the sensitivity to changes in crack depth are both reduced; on the other hand,
it gives the opportunity to determine the presence of subsurface flaws.
It should be mentioned at this point that, as is the case for DCPD, this technique is
not ideal for crack detection because of its requirement of good electrical contacts,
but it has been applied for many decades to monitor crack growth, especially in the
petrochemical and power generation industries [43–46]. More recently, Bowler and
co-workers [39,47] obtained an analytical expression for the electrical potential cre-
ated by the injection of alternating currents through two electrodes on a metal plate,
and showed that their formula can be used to estimate accurately the conductivity
or permeability of a non-cracked specimen of known thickness, or vice versa.
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2.8 Alternating Current Field Measurement
(ACFM)
The Alternating Current Field Measurement technique was developed to combine
the ability of ACPD to size cracks without the need for calibration with the ability of
Eddy Current techniques to work without electrical contact. The latter is achieved
by inducing (rather than injecting) uniform currents on the surface of the inspected
specimen and by measuring the magnetic field above the surface (instead of the
surface voltage).
Fig. 2.8 shows the coordinate system conventionally used in ACFM: the direction
of the induced current is designated as the y axis, whereas the direction of the
associated magnetic flux density B, orthogonal to the electric field and parallel to
the surface of the specimen, is assigned as the x axis; the direction normal to the
surface is the z axis. A discontinuity is best detected when its largest dimension
is along the x direction, orthogonal to the current [49]. The current is then partly
diverted away from the deepest area and tends to concentrate near the ends of the
surface-breaking crack, thus producing changes in the magnetic field components
along the discontinuity, as shown in Fig. 2.9. In particular, small peaks are created
in Bx by the concentration of current lines at the edges of the crack, and a broad dip
Figure 2.8: Field directions and coordinate system conventionally used in Alternating
Current Field Measurement [48].
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Figure 2.9: Qualitative explanation of the effects of a surface-breaking discontinuity on
the magnetic field [48].
is produced between them with the minimum value attained at the deepest point of
the discontinuity; this allows an estimation of the crack depth, because the deeper
the discontinuity, the larger the amplitude of the Bx trough. At the same time, a
non-zero component of the magnetic flux density normal to the surface is produced
by the clockwise and anticlockwise flow of the current lines around the ends of the
crack; the negative and positive peaks in Bz coincide roughly with the ends of the
discontinuity, and the distance between them can therefore give an estimation of the
crack length [49]. In order to make the readings independent of the probe speed,
it is customary to plot Bx measurements versus Bz, forming what is known as a
butterfly plot because of its shape: in this kind of representation, the presence of
a discontinuity on the scanned surface is indicated by a loop vaguely resembling a
butterfly. An example is given in Fig. 2.10.
As for ACPD, the sizing capability relies on theoretical modelling of the expected
probe measurements. The mathematical models developed so far are based on semi-
elliptical defects, with a maximum depth usually not larger than half the length
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Fig. 2.15 (a) Typical signals from a discontinuity in Alternating Current Field 
Measurement; (b) the same signals combined to form a butterfly plot [37] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.16 Schematic of the magnetic flux density path in Laplace and Born approximations 
[33] 
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Figure 2.10: (a) Typical signals from a discontinuity in Alternating Current Field Mea-
surement. (b) The same signals combined to form a butterfly plot [49].
of the crack [50]; if the shape of the real defect deviates from a semi-ellipse, the
predictions of these models can be affected by significant errors. Furthermore, the
models are based on isolated flaws, and therefore they do not lend themselves well
to the study of clustered defects, which are typical for example of stress corrosion
cracking: laboratory and on-site tests on pipes and storage tanks have shown that,
while detection of these defects is good, improvements are needed in order to achieve
accurate sizing [51,52].
Apart from the possibility of sizing cracks without requiring calibration, one of the
main differences between the conventional Eddy Current technique and ACFM is
that in the latter a uniform input field, generally induced by larger coils, is used
for inspection. The currents are then forced to flow further down the face of a
crack, thus allowing sizing of cracks up to 20-30 mm deep, much more than the
maximum depth sensitivity of Eddy Current testing [49]; if deeper penetration is
required, Potential Drop techniques are more suitable thanks to the direct injection
of currents. Another important advantage of ACFM is the small influence of lift-off
on signals, due to the fact that the intensity of a uniform input field decays less
rapidly with distance from the inducing coil: this technique is therefore suitable for
testing rusty surfaces or structures covered with coatings up to 5 mm thick [52,53].
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On the other hand, using a larger coil means that ACFM has a lower sensitivity to
small discontinuities at the normal operating frequencies (about 5 kHz); higher fre-
quencies and smaller detection coils can improve sensitivity but noise increases [54].
Sensitivity to shallow defects is also reduced by the presence of thick or conductive
coatings. Another disadvantage related to the larger size of the induction coil is that,
because the currents spread out further, spurious signals are obtained from nearby
geometry changes such as plate edges. A third, important disadvantage is the fact
that the signal from a defect depends on the orientation of the discontinuity, and
signals obtained from defects not aligned with the scanning direction of the probe
need careful evaluation [49,53].
ACFM can be used to test all metals, regardless of their magnetic permeability,
which however does strongly affect the output field. This technique has proved
suitable for underwater inspection [54,55] and on-site testing of large welded struc-
tures [51, 56,57].
2.9 Conclusions
From a survey of the literature on electromagnetic methods for Non-Destructive
Testing it emerged that Potential Drop techniques (DCPD and ACPD) offer the
possibility for further development, thanks to the availability of theoretical mod-
els of the underlying physical principles and especially to the recent progress in
electronics and computational capabilities. Potential Drop techniques have been
introduced only briefly here to show their relationship with other electromagnetic
NDT methods, but they will be discussed in more detail in the rest of this thesis.
In particular, a low-current experimental setup developed for the present work is
described in Chapter 3, while in Chapter 4 some of the main concerns regarding
practical applications of PD techniques are addressed; advances in modelling and
defect characterisation are discussed in the remaining Chapters.
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Chapter 3
Experimental setup for Potential
Drop measurements
3.1 Introduction
This Chapter gives a description of an experimental setup for Potential Drop mea-
surements developed with the assistance of Prof. Peter B. Nagy of the University of
Cincinnati and used throughout the present work. The system is capable of injecting
alternating currents (AC) of frequency variable between 0.1 Hz and over 10 kHz: at
the lower end of this spectrum the skin depth calculated with Eq. 2.1 would typically
be much larger than the thickness of the tested structure for most materials, and
therefore, in many ways, the system effectively behaves as if direct currents (DC)
were injected.
As discussed in the previous Chapter, Potential Drop systems using AC generally
require the injection of currents of smaller intensity than those needed in DC-based
systems: this is because the skin depth effect, which forces currents to flow only in
a small layer under the surface, causes voltage drops which are larger and therefore
easier to measure. Laboratory and commercially available ACPD systems (see for
example [34, 37, 44, 58–61]) typically operate at frequencies between 300 Hz and a
few kHz and often inject currents of 1 A or less. However, thanks to the state-of-
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the-art instrumentation used in the setup developed for the present work, currents
of the order of magnitude of 100 mA or less are sufficient in most cases even in the
quasi-DC regime.
The probe used initially was based on the simplest configuration commonly used for
Potential Drop measurements [28], shown in the schematic of Fig. 2.6 and consisting
of two pairs of electrodes: one is used to inject currents in the specimen to be tested,
while the other measures the voltage drop. Array probes with multiple electrode
pairs were used later in this study, requiring the addition of multiplexers and other
instruments. These changes to the setup will be discussed in the relevant Chapters;
here a description will be given of the basic instrumentation.
A block diagram of the experimental setup is shown in Fig. 3.1 and the devices used
are listed in Table 3.1; the working principle of the system can be briefly described
as follows.
The signal coming from a function generator passes through a differential output
amplifier, whose purpose is to ensure that the currents injected into the material
through the first pair of electrodes of the probe are of equal amplitude and opposite
sign. The function generator which drives the current electrodes is in fact a voltage
Function Generator
Differential Output Amplifier
Preamplifier
Lock-In Amplifier
Trigger
I + I –V+ V–
Figure 3.1: Block diagram of the Potential Drop measurement system.
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Table 3.1: Instruments used in the Potential Drop measurement system.
Function Generator Stanford Research DS335 Synthesized Function Generator
(not necessary if using the SR830 Lock-In Amplifier)
Differential Output Texas Instruments THS4141 Evaluation Module
Amplifier or
Stanford Research SIM983 Scaling Amplifiers
Preamplifier Stanford Research SR552 Bipolar Preamplifier
or
Stanford Research SR554 Transformer Preamplifier
Lock-In Amplifier Stanford Research SR530 Lock-In Amplifier
or
Stanford Research SR830 Lock-In Amplifier
source; however, since the loading impedances expected (about 0.1 Ω) are much
smaller than its output resistance (50 Ω), it effectively behaves as a current source,
and as such it will often be referred to for brevity in the remainder of this work. The
voltage measured at the second pair of probe electrodes is fed through a preamplifier
and then read with a lock-in amplifier. The measurements can be automated by
using a computer to operate all the instrumentation through a routine written in
LabVIEW, a popular software used to control electronic devices remotely. A detailed
description of the electronics used in this experimental setup is beyond the scope of
the present work, but the most relevant characteristics of the various instruments,
as well as the rationale behind their choice, will be discussed later in this Chapter.
In order to do this, it is helpful to briefly describe first the equivalent electrical
circuit of the measurement system. The simplified circuit is shown in Fig. 3.2,
where RgH and RgL indicate the output resistances of the generator, RIH , RIL,
RV H and RV L are the contact resistances between the four electrodes of the probe
and the inspected material, while RH , Rx and RL are the resistances encountered by
the current flowing in the specimen; in particular, Rx is the resistance in the path
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RIH
RH
Rx
RL
RIL
RgH
RgL
VgH
VgL
RVH
RVL
V +
V –
Vm
+
_
Figure 3.2: Simplified equivalent electrical circuit of the Potential Drop measurement
system.
between the two internal electrodes, across which the voltage drop is measured,
whereas RH and RL are the resistances between either of the injecting electrodes
and its adjacent voltage electrode.
Assuming that the output of the amplifier is simply proportional to the difference
between the input signals V + and V −, and neglecting the loading effect of the input
impedance of the amplifier itself (typically 10–100 MΩ), the measured signal Vm can
be expressed as
Vm = (V
+ − V −) G =
= (VgH − VgL) Rx
RgH +RIH +RH +Rx +RL +RIL +RgL
G, (3.1)
where G is the gain of the differential amplifier. The output impedances of the
generator RgH ≈ RgL ≈ 50 Ω are much larger than either the contact resistances
RIH ≈ RIL ≈ RV H ≈ RV L ≈ 10–100 mΩ or the intrinsic resistances of the material
Rx ≈ RH ≈ RL ≈ 1–10 µΩ. Therefore, substituting VgH ≈ −VgL ≈ Vg and
RgH ≈ RgL ≈ Rg in Eq. 3.1, the measured voltage can be approximated as
Vm ≈ VgRx
Rg
G. (3.2)
It should be mentioned here that, while the quantity measured in Potential Drop
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tests is in fact a voltage difference, it is not uncommon to present the results of such
measurements in the form of a transfer resistance. This is defined as the ratio R
between the voltage difference (V + − V −) between the sensing electrodes and the
nominal injected current Ig =
Vg
Rg
. Hence from Eq. 3.2 follows
R ≈ Rx. (3.3)
Note that the transfer resistanceR does not coincide exactly with the ‘real’ resistance
Rx encountered by the currents flowing in the material. This is because the very
simple expressions of Eqs. 3.2 and 3.3 are based on the assumption that the system
is perfectly symmetric, and in particular that the amplifier is an ideal differential
amplifier; corrections must be made to take into account the asymmetries of a real
system, as will be discussed in the following Section.
It should also be noted that, while it would be possible in theory to use one single pair
of electrodes for both current injection and voltage sampling, as is done in common
ohmmeters, this solution is not generally employed in practice for Potential Drop
measurements because it would introduce substantial errors. If using one pair, the
equivalent electrical circuit of Fig. 3.2 would be modified into the apparently simpler
circuit of Fig. 3.3, where RV H and RV L now indicate the contact resistances of the
Rx
RgH
RgL
VgH
VgL
RVH
RVL
V +
V –
Vm
+
_
Figure 3.3: Simplified equivalent electrical circuit of a system using only one pair of
electrodes for both current injection and voltage measurement.
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only two electrodes. The current flowing through these resistances is the same that
is injected in the specimen; as a consequence, the voltage drop across them, which
also appears as a difference between the inputs of the amplifier, must be taken into
account, and the measured signal Vm is given by
Vm = (V
+ − V −) G = (VgH − VgL) RV H +Rx +RV L
RgH +RV H +Rx +RV L +RgL
G. (3.4)
Because of the large differences between the various resistances, as discussed above,
Eq. 3.4 can be approximated as
Vm ≈ VgRV H +RV L
Rg
G, (3.5)
which shows how the measured voltage would be proportional to the contact re-
sistances of the electrodes and effectively independent of the much smaller sought
resistance Rx in the material being tested.
3.2 Notes on the Common Mode Rejection Ratio
(CMRR)
The output Vm of a real amplifier is not simply proportional to the difference between
the two input signals V + and V −, as the instrument inevitably exhibits less than
perfectly symmetric transfer properties and amplifies the two inputs by slightly
different factors G+ and G− respectively. It is therefore more correct to write
Vm = V
+G+ − V −G− = (V + − V −)Gd + V
+ + V −
2
Gc, (3.6)
where Gd =
G+ +G−
2
is the differential gain and Gc = G
+ − G− is called the
common mode gain. This formulation shows that the output of a real amplifier has
an additional component proportional to the average (common) input signal. To
take this into account, Eq. 3.1 must be amended as follows:
Vm = (VgH − VgL) Rx
RgH +RIH +RH +Rx +RL +RIL +RgL
Gd+
+
1
2
VgH(Rx +RL +RIL +RgL) + VgL(Rx +RH +RIH +RgH)
RgH +RIH +RH +Rx +RL +RIL +RgL
Gc;
(3.7)
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with the usual approximations, this can be re-written as
Vm ≈ VgRx
Rg
Gd + Vg
RIL −RIH
4Rg
Gc. (3.8)
In this equation, the first term of the sum represents the true differential signal Vm,d
as would be obtained with an ideal amplifier, while the second term is the common
mode signal Vm,CM .
The ratio between the differential and the common mode gains is known as the
Common Mode Rejection Ratio (CMRR) and is an important characteristic of an
amplifier:
CMRR =
Gd
Gc
. (3.9)
Introducing this quantity in Eq. 3.8 yields
Vm ≈ VgRx
Rg
Gd
(
1 +
∆RI
4RxCMRR
)
; (3.10)
similarly, the expression of transfer resistance of Eq. 3.3 becomes
R ≈ Rx
(
1 +
∆RI
4RxCMRR
)
. (3.11)
The common mode signal, and thus the error in the measured voltage, is therefore
mainly due to the difference between the contact resistances of the two injection
electrodes, ∆RI = RIL−RIH ; since these resistances are much (about 10000 times)
larger than the sought material resistance Rx, this effect is not negligible. If the
contact resistances differ by as much as 50%, even a relatively high CMRR = 100 dB
(i.e. Gd/Gc = 100000) could be insufficient to suppress the corresponding variation
in the potential drop, and as a consequence the measurement could be affected by
an error of a few percent.
3.2.1 Investigation on the effects of variations in contact
resistance
The following experiment illustrates how inevitable variations in the contact resis-
tance can severely compromise the accuracy of the measurements if the Common
Mode Rejection Ratio is not sufficiently high.
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The injection electrodes of the probe, at a distance 2a = 20 mm from each other,
were driven differentially by VgH−VgL = 10 Vpp = 3.54 V, and therefore the current
was I = 35.4 mA; the sensing electrodes were located between the current electrodes
at a distance 2b = 10 mm from each other. As will be shown in the following Section,
the CMRR of the system is lowest if none of the preamplifiers mentioned in Table 3.1
is used; therefore, in order to underline the consequences of an insufficient common
mode rejection, the voltage measured was fed directly to a SR530 lock-in amplifier,
whose CMRR at the frequency used for the test (f = 4 Hz) was found experimentally
to be about 85 dB (see Fig. 3.7).
The probe was positioned on 50 different randomly chosen locations on a 50-mm
thick block of 304 stainless steel with a clean but roughly machined surface. At
each point both the differential and the common mode signal were measured, the
latter being given with very good approximation by the voltage at either of the
sensing electrodes. The differential measurement was repeated at each location after
switching the input channels of the lock-in amplifier. This is because, as shown by
Eq. 3.10, the measured ‘differential’ signal actually contains a significant common
mode component which is not affected by switching the inputs, as opposed to the
truly differential component, which changes sign. Thus, rewriting Eq. 3.10, the first
measurement gives
V (1)m ≈ Vg
Rx
Rg
Gd
(
1 +
∆RI
4RxCMRR
)
, (3.12)
whereas a second measurement, taken after reversing the input channels, gives
V (2)m ≈ Vg
Rx
Rg
Gd
(
−1 + ∆RI
4RxCMRR
)
. (3.13)
The two values V
(1)
m and −V (2)m of the ‘differential’ signal measured before and after
switching are plotted in Fig. 3.4 versus the common mode voltage measured at the
same location. It can be seen that the larger the common mode signal, due to the
difference ∆RI between the contact resistances of the injecting electrodes, the more
the two measured ‘differential’ values diverge from each other and from the true
differential signal Vm = 1.17 µV, as predicted by Eq. 3.12 and Eq. 3.13; whether the
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Figure 3.4: Measured ‘differential’ signals V (1)m and −V (2)m for two different input channel
polarities and true differential signal Vm versus the common mode signal at 50 randomly
chosen locations on a 50-mm thick SS304 block with roughly machined surface (see text
for details).
higher value is obtained at the first or at the second measurement depends on the
sign of the randomly changing difference ∆RI .
However, if the two measured ‘differential’ signals are subtracted from each other,
the spurious common mode components cancel out (within the accuracy of the
measurements):
Vm =
V
(1)
m − V (2)m
2
≈
≈ 1
2
[
Vg
Rx
Rg
Gd
(
1 +
∆RI
4RxCMRR
)
− VgRx
Rg
Gd
(
−1 + ∆RI
4RxCMRR
)]
≈
≈ VgRx
Rg
Gd. (3.14)
The values of the true differential signal thus obtained for each location are also
plotted in Fig. 3.4: it can be seen that they are independent of the amplitude of
the common mode signal, at least in the range explored in this test (the measured
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signals differed by as much as 50% from the true differential signal). The residual
spurious common mode component, responsible for the oscillations in the differential
signal Vm, does not exceed 0.03 µV, and is therefore reduced by more than one order
of magnitude (about 30 dB).
To sum up, the results of this experiment show that the effective CMRR of the
system can be increased with a very simple procedure which consists in taking a
differential measurement of potential drop a first time, then inverting the input
channels of the preamplifier (this can be easily done either by manually switching
the cables, or with a 2-way multiplexer, maybe remotely controlled) and repeating
the measurement, and finally subtracting the two values from each other. This
expedient, which has been utilised also by other authors [39], can be considered as
the simplest method of reducing measurement variations due to imperfect contact
resistances, and has been applied for all measurements throughout the present study,
except when the measurement speed was of concern in multiple-channel experiments
and the system CMRR was sufficiently high (thanks to the special transformer-
coupled preamplifier) to neglect this problem.
3.3 Notes on the instruments used
3.3.1 Preamplifiers
As discussed in the previous Section, a high Common Mode Rejection Ratio is
required in order to recover the signal of interest, especially if the contact between
one of the injecting electrodes and the surface of the specimen being tested is of
poor quality. High values of CMRR can be reached by introducing a preamplifier in
the measuring system.
The Stanford Research SR552 Bipolar Preamplifier has a CMRR which exceeds
100 dB at 100 Hz (this means that the differential part of the signal is amplified
by a factor 105 times higher than the common signal) and degrades by 20 dB per
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Figure 3.5: Schematic of (a) AC-coupled and (b) DC-coupled differential amplifiers.
decade above 1 kHz because of frequency-dependent symmetry effects. However,
it is important to note that, as supplied by the manufacturer, this preamplifier is
AC-coupled and therefore its CMRR decreases also at low frequencies because of
similar asymmetries in the coupling. In order to understand this, let us consider the
schematic of a generic AC-coupled amplifier shown in Fig. 3.5a. The AC coupling is
also known as high-pass filter, since the capacitors C+ and C− let through only high-
frequency components of the signal while stopping direct currents and attenuating
low-frequency components; the gain of an ideal AC-coupled amplifier then decreases
by 20 dB/decade below the so-called cut-off frequency f0 = (2piRC)
−1. Inevitable
differences between the capacitors (and to a smaller extent between the resistors) in
a real amplifier lead to two different cut-off frequencies f+0 and f
−
0 , so that the gains
G+ and G− do not decrease simultaneously, as illustrated in Fig. 3.6; ultimately, this
contributes to increasing the common mode signal. The qualitative plot in Fig. 3.6
highlights the two main sources of a common mode signal, namely (1) the difference
between the gains G+ and G− of the two inputs and (2) the difference between the
cut-off frequencies f+0 and f
−
0 .
The SR552 preamplifier used in the present work was modified by short-circuiting its
internal capacitors in order to make it DC-coupled (see the schematic of Fig. 3.5b):
the device exhibits then a constant gain (and hence CMRR) at low frequencies,
whereas its high-frequency behaviour is not affected. With careful optimisation it
was possible to achieve a CMRR of over 120 dB for all frequencies up to 1 kHz, as
shown in Fig. 3.7. The Common Mode Rejection Ratio of an amplifier, defined in
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Figure 3.6: Gains of the two inputs of an AC-coupled amplifier as a function of frequency.
the previous Section as the ratio between the differential gain and the common mode
gain, can be easily measured by feeding a low-voltage (e.g. 0.1 V) signal directly from
the function generator to both input channels of the amplifier: the ratio between
the amplitudes of the input signal and of the resulting ‘differential’ signal read on
the amplifier gives the CMRR.
Another characteristic of the SR552 preamplifier, particularly important at higher
frequencies, is its small voltage noise: 1.4 nV/
√
Hz at 1 kHz, according to the spec-
ifications. However, the lowest level of voltage noise (only 0.1 nV/
√
Hz at 1 kHz)
is exhibited by the Stanford Research SR554 Transformer Preamplifier, which com-
bines a passive transformer having a turn ratio of 100 with an amplifier whose gain
is 5.00; this results in a total gain of 500. As shown in Fig. 3.7, this instrument has
an extremely high Common Mode Rejection Ratio (over 160 dB below 10 Hz), al-
though its performance degrades rapidly with increasing frequency not only because
of the capacitive coupling between the primary and secondary windings, but also
because at very low and high frequency the gain is reduced. In fact, the gain of the
SR554 preamplifier, unlike that of the other instruments used in this setup, depends
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Figure 3.7: Common Mode Rejection Ratio measured as a function of frequency for the
amplifiers and preamplifiers used in the setup.
Table 3.2: Summary of the main specifications of the preamplifiers used in the setup.
SR552 Bipolar Preamp. SR554 Transformer Preamp.
Input impedance 100 kΩ 0.5 Ω
2.5 nV/
√
Hz at 10 Hz 0.12 nV/
√
Hz at 10 Hz
Voltage noise 1.6 nV/
√
Hz at 100 Hz 0.10 nV/
√
Hz at 100 Hz
1.4 nV/
√
Hz at 1 kHz 0.10 nV/
√
Hz at 1 kHz
Gain 100 500
Frequency range DC – 100 kHz 1 Hz – 10 kHz
(for 2% gain accuracy) (after modification)
Output impedance 600 Ω < 1.0 Ω
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on the source impedance, which in the case of Potential Drop measurements will be
given by the contact resistances between the voltage electrodes and the inspected
material; as the source impedance increases, the frequency range over which the
gain is constant at its maximum value (and therefore the CMRR is highest) nar-
rows considerably. However, for the typical values of contact resistance expected in
PD measurements, the gain of this device is practically constant between 1 Hz and
1 kHz, and the CMRR still exceeds 140 dB up to 100 Hz; this makes the SR554 the
preamplifier of choice for tests at frequencies up to about 1 kHz.
The main specifications of both preamplifiers are summarised in Table 3.2.
3.3.2 Lock-in amplifiers
A lock-in amplifier has the capability of recovering small signals from strong noise.
This feature, particularly important in Potential Drop applications where the signals
of interest can often be smaller than 1 µV, is achieved by supplying the lock-in
amplifier with a reference voltage (trigger) having the same frequency and a fixed
phase relationship to the signal to be measured; the instrument will then be able
to effectively tune a filter with a very narrow bandwidth to the frequency of the
signal, thus rejecting most of the noise. In the first part of this study the Stanford
Research SR530 Lock-In Amplifier was used, and the reference voltage was provided
by the same function generator used to generate the signal for the inspection. At a
later stage the SR530 was replaced by the more advanced Stanford Research SR830
Lock-In Amplifier, which has an internal oscillator capable of generating the signal:
the function generator can then be eliminated from the system, and the trigger is
taken internally from the amplifier itself.
In order to explain in more detail the working principle of a lock-in amplifier, let
us consider a generic sinusoidal input signal Vi = Ai cos(ωit + ϕ), where ϕ is an
arbitrary phase shift with respect to a reference signal Vr = Ar cosωrt; if the same
source is used for both signals, the two frequencies will obviously coincide, but the
calculations will be developed initially for the more general case ωi 6= ωr. At the
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heart of the lock-in amplifier is a phase-sensitive detector, also called mixer, which
multiplies the input and reference signals with each other; its output is therefore
Vmix = ViVr = AiAr cos(ωit+ ϕ) cosωrt =
=
AiAr
2
cos(ωit− ωrt+ ϕ) + AiAr
2
cos(ωit+ ωrt+ ϕ). (3.15)
The mixer is followed by a low-pass filter which will in general reject both compo-
nents; however, if ωi = ωr, then a DC signal
VX =
AiAr
2
cosϕ (3.16)
will pass undisturbed through the filter. The output of the lock-in amplifier will
thus be proportional to the input, but subject to variations if the phase shift ϕ
between the input and the reference signals varies. In order to remove this latter
effect, most lock-in amplifiers use a second mixer identical to the first one but driven
by a reference signal phase-shifted by 90◦. The output from this second mixer is
V ′mix = ViV
′
r = AiAr cos(ωit+ ϕ) sinωrt =
=
AiAr
2
sin(ωrt− ωit− ϕ) + AiAr
2
sin(ωit+ ωrt+ ϕ), (3.17)
which reduces to
VY = −AiAr
2
sinϕ (3.18)
if ωi = ωr. The outputs of the two mixers represent the components of a vector of
magnitude
Vo =
√
V 2X + V
2
Y =
AiAr√
2
. (3.19)
Since the amplitude Ar of the reference signal is usually known, Eq. 3.19 gives a
measure of the amplitude of the input signal independent of its phase shift with
respect to the reference.
Any spurious signal (noise) at a generic frequency ωi 6= ωr will be filtered out, as
discussed above. In practice, components at frequencies very close to ωr will also
pass through the filter with little attenuation; however, it can be shown that the
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Table 3.3: Summary of the main specifications of the lock-in amplifiers used in the setup.
SR530 Lock-In Amplifier SR830 Lock-In Amplifier
Input impedance 100 MΩ 10 MΩ
Voltage noise 7 nV/
√
Hz at 1 kHz 6 nV/
√
Hz at 1 kHz
Full scale sensitivity 100 nV – 500 mV 2 nV – 1 V
Frequency range 0.5 Hz – 100 kHz 1 mHz – 100 kHz
bandwidth of the low-pass filter is inversely proportional to the time over which the
signal is integrated, so that, by using sufficiently long time constants (typically a
few seconds for the applications presented in this work), it is possible to restrict the
effective bandwidth to a fraction of a Hz.
The Common Mode Rejection Ratio of both the SR530 and the SR830 lock-in
amplifiers was measured experimentally and is shown in Fig. 3.7. Note that the
SR830 offers the possibility of switching between AC and DC coupling, but for the
sake of clarity only the values measured when the DC coupling was selected have
been plotted in Fig. 3.7; if the AC coupling is used instead, the CMRR decreases
at low frequency in a similar fashion as for the SR530, which is an AC-coupled
amplifier. Although the CMRR of both instruments is relatively high, the advantage
given by the use of either the SR552 Bipolar Preamplifier or the SR554 Transformer
Preamplifier is evident.
A summary of the other main specifications of both the lock-in amplifiers used in
the present work is given in Table 3.3.
3.3.3 Differential output amplifiers
The role of the differential output amplifier in the setup of Fig. 3.1 is to reduce the
common mode signal by increasing the symmetry of the system. It can be easily
shown that, if no differential output amplifier were used and the probe received
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the excitation signal directly from the function generator (VgL = 0, RgL = 0 with
reference to the schematic in Fig. 3.2), the differential component of the measured
signal would not change, whereas the common mode signal would increase to
Vm,CM =
1
2
Vg
Rx + 2RL + 2RIL
Rg +RIH +RH +Rx +RL +RIL
Gc, (3.20)
where Vg and Rg have been used instead of VgH and RgH . Because of the large
differences between the various resistances, as discussed above, Eq. 3.20 can be
approximated as
Vm,CM ≈ VgRIL
Rg
Gc. (3.21)
The common mode signal would then be proportional to the value of the contact
resistances, rather than to their difference.
The instrument initially used in the setup was a Texas Instruments THS4141 Eval-
uation Module, a fully-differential amplifier (this means that the same device can
be used both as a differential input amplifier and as a differential output amplifier),
driven by an external two-channel power supply. The default gain of this amplifier
is ±1.
This device was later replaced by a pair of Stanford Research SIM983 Scaling Am-
plifiers, whose gain can be varied between ±0.01 and ±19.99 in steps of 0.01. The
gain of each of the two SIM983 amplifiers can be adjusted separately if necessary,
thus allowing further, fine corrections to the symmetry of the system if the common
mode signal happens to be too high due to the poor quality of the contact between
one of the injecting electrodes and the inspected surface.
3.4 Conclusions
An experimental setup for Potential Drop measurements was developed, and the
main characteristics of the instruments used have been presented. In particular, the
role of the Common Mode Rejection Ratio has been discussed, and it has been shown
that high values of CMRR are required in order to recover the signal of interest;
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furthermore, the effect of variations in the contact resistance between the electrodes
and the surface of the inspected material has been analysed, and it has been shown
that by simply repeating a measurement after switching the input channels of the
preamplifier it is possible to further improve the quality of the data. Thanks to the
very high effective CMRR that can thus be achieved and to the capability of the
lock-in amplifier to measure accurately signals as small as 2 nV even in the presence
of strong noise, it is possible to inject currents of much smaller amplitude than those
required in most existing Potential Drop systems.
Results obtained with this experimental setup will be presented in the remainder
of this work. In particular, the next Chapter will describe some benchmark tests
that were run to compare the performance of this setup with that of commercially
available DCPD systems.
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Chapter 4
Benchmarking against commercial
PD systems
4.1 Introduction
As mentioned in the previous Chapter, the experimental setup for Potential Drop
measurements developed for the present work, which will be referred to in the fol-
lowing as the ‘Imperial’ system, was designed to operate with currents of about
100 mA even in the quasi-DC regime; in contrast, the order of magnitude of the
currents required by commercially available DPCD systems and by other laboratory
setups developed in the past is often 10–100 A [32,33,35,36,62]. In order to compare
the performance of some of these systems, a simple benchmark test was devised to
evaluate their stability with respect to various issues that may arise when employing
Potential Drop techniques in the field.
In this Chapter, after a brief description of two commercial DCPD systems that
have been used for industrial applications and a discussion of some of the technical
difficulties that monitoring schemes based on the Potential Drop method are com-
monly thought to suffer from, the test procedure will be described and the results
obtained with the selected commercial systems and with the Imperial setup will be
presented and discussed.
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which can be readily hand-carried to each local site box. Cabling connections can be made quickly
and easily - a single cable connects the portable components to the site box. Power to the complete
system is supplied from the portable battery pack - there is no requirement for any other power
source. This arrangement is suitable for hazardous areas, as power is only supplied when the portable
components are connected, when conditions are safe to do so.
General System Arrangement
As well as corrosion/erosion monitoring, laboratory trials suggest the systems may also be well-suited
to crack growth monitoring. Contact the company for further information.
Monitoring Procedure Flowchart
Typically the portable equipment could be taken to site every few weeks or months (dependant on
application). Systems are designed for easy connection and data acquisition is virtually automatic.
Post processing of acquired data would usually be performed after all measurements are complete
using straight forward, user-friendly software supplied with the system. 
Figure 4.1: Schematic of the Portable Electrical Resistance system developed by Rowan
Technol gie Ltd. [33].
4.2 Commercial DCPD systems used for the test
4.2.1 System developed by Rowan Technologies Ltd.
The first commercial system considered in this study is the Portable Electrical Re-
sistance system developed and patented by Rowan Technologies Ltd. [33], in the
following referred to simply as Rowan system; a schematic is given in Fig. 4.1.
The probe consists of an array of equally-spaced nickel alloy electrodes welded onto
the surface to be monitored. Four horizontally, vertically or diagonally consecutive
electrodes are used at a time for the injection of direct currents of intensity between
10 and 70 A and the measurement of the electrical resistance; the measurements are
repeated sequentially to cover a l combinati ns of adjacent el ctrodes in e array. A
second electrode welded in the proximity of each sensing location has the function of
monitoring the local temperature, which allows variations in electrical conductivity
due to temperature changes to be taken into account. While electrodes and cables
are fixed, the multiplexing system that controls the measurement sequence and the
battery pack that supplies the power needed are portable and can be moved to
different monitoring locations.
A fixed scanner system also developed by Rowan Technologies Ltd. and based on
the same technology has been used in the power industry for continuous on-line
monitoring of boiler wall corrosion [63,64] and circumferential crack growth [65].
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Figure 4.2: Schematic of the FSM Portable system developed by CorrOcean.
4.2.2 System developed by CorrOcean
The second commercial system against which the Imperial setup was tested is the
FSM Portable system developed by CorrOcean (now Roxar) [32], which will be
referred to as CorrOcean system. This setup also employs an array of equispaced
electrodes to measure the voltages in the area to be tested, but the current injection
points are external to the inspection area (see the schematic of Fig. 4.2).
The voltage differences between horizontally adjacent electrodes only (i.e. in the
direction of the main current flow) are measured sequentially and divided by the
voltage measured on a reference sample which is electrically connected in series
with the injecting electrodes. The need for a reference arises from the difficulty in
controlling with sufficient precision the intensity of the injected current, which can be
as high as 350 A: by scaling each measurement to the voltage read at the same time
between two fixed points on the reference sample, the uncertainty associated with the
current is effectively eliminated. The reference can also compensate for variations
in electrical conductivity due to small changes in temperature. The amplitude of
the injected currents is chosen for each case so as to produce a voltage drop large
enough for the instrument to read it with sufficient accuracy: it is recommended
that the potential drop between any two measuring electrodes be at least 100 µV.
It should be mentioned that the array probe can consist of either permanently
attached electrodes, as in the Rowan Technologies system, or spring-loaded pins
which are pushed against the area to be inspected, as in the Imperial setup. In
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both cases the current feeder, the battery pack and the logging system are portable,
although rather bulky; the very large currents injected require cables of considerable
diameter.
The acronym FSM stands for Field Signature Method. The name derives from the
fact that before the actual measurements a ‘signature’ is acquired on an uncorroded
part of the structure to be tested; this signature is then used as a further reference
(baseline) for the estimation of corrosion depth. The CorrOcean system has been
used especially in the oil industry for on-line monitoring of corrosion in pipelines,
both buried and submerged [66,67], and in power plants for the inspection of welded
pipes [68].
4.3 Concerns in practical applications of
Potential Drop techniques
Among the difficulties that have been encountered during the years in the applica-
tions of Potential Drop techniques in the field, industrial partners in the Research
Centre for Non-Destructive Evaluation (RCNDE) have drawn particular attention
to the effects of:
1. variations in contact resistance between the electrodes and the inspected ma-
terial;
2. stray current loops that often develop in large grounded structures;
3. shunt currents that can be created if an electric contact is established between
two or more points on the tested structure;
4. variations in the electrical conductivity of the inspected material due to changes
in temperature.
The first problem obviously does not arise if the electrodes used for the measure-
ments are permanently or semi-permanently attached (e.g. welded or clamped) to
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the inspection area, as is the case for the Rowan system. If using a movable probe,
as in the Imperial setup, it is possible to greatly reduce the effect of variable contact
resistances on the measured signal by using amplifiers with a very high Common
Mode Rejection Ratio, as discussed in the previous Chapter. This issue was therefore
not considered in the benchmark test.
Increasing the effective CMRR of the system also contributes to reduce the effects
of stray current loops that can develop in grounded structures. Ideally, the currents
IgH =
VgH
RgH
and IgL =
VgL
RgL
injected in the specimen (see the equivalent electrical
circuit of Fig. 3.2) have exactly equal amplitude Ig and opposite sign (for alternating
currents, this means that their phase difference is 180◦): in this case, the resulting
current distribution in the tested structure will not extend beyond a limited region
of size about twice the distance between the injecting electrodes, as shown in Ap-
pendix A. However, an imbalance may be caused by asymmetries in the driving
system such as differences in the output resistances RgH and RgL of the generator.
This situation is illustrated in Fig. 4.3: if the dipole formed by the two injected
currents IgH and IgL is not ideal, some of the current lines from the positive pole
will not close on the negative pole; instead, across an arbitrary closed surface S
around the dipole there will be a net current density j, which for the conservation
IgH IgL
S
I0
Z0
Figure 4.3: Illustration of the formation of a ground loop from a non-ideal dipole source.
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of electrical charges will be given by∫
S
j dS = IgH + IgL. (4.1)
Similarly, for the conservation of charges in the remainder of the structure (i.e.
beyond the volume enclosed by the surface S), there will be a ground current I0
given by
I0 =
∫
S
j dS = IgH + IgL. (4.2)
If the tested structure is connected to ground through an impedance Z0, then the
common mode voltage measured at the sensing electrodes is increased by I0Z0: note
that, from Eq. 4.2, I0 can be effectively considered as the common mode current
of the generator. It should be mentioned that this problem arises only if both the
driving system and the structure being inspected are separately grounded, as is often
the case in the field because of health and safety requirements on large structures. In
laboratory tests, however, the specimens are usually electrically insulated (Z0 =∞),
so I0 = 0 which forces the condition IgH = −IgL = Ig even if the driving system per
se is not entirely symmetric.
Independent of the grounding of the structure, shunt currents can develop if the
currents injected are offered an alternative path, e.g. in the presence of a ‘short
circuit’ between two or more locations in the inspection area. In this case, part
of the current will flow via the shunt, rather than between the electrodes of the
probe, and this will result in a smaller measured voltage. The extent to which the
measurements can be affected was evaluated in the benchmark test.
Finally, the inherent dependence of a material’s electrical conductivity on temper-
ature needs to be taken into account in any long-term monitoring applications of
Potential Drop techniques. For many austenitic stainless steels, for example, a tem-
perature increase of 10 ◦C is sufficient to cause the electrical resistivity, and hence
the voltage measured between the electrodes, to increase by about 1% [69]. These
variations, although very significant, can be easily compensated for with a simple
algorithm, as will be shown in the following Section.
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4.4 Test procedure and results
The test procedure devised to compare the performance of the experimental setup
described in Chapter 3 and of the commercial systems developed by Rowan Tech-
nologies and CorrOcean addresses all the issues presented in the previous Section,
with the exception of the variation in contact resistance.
The specimen used for the test is a bar of stainless steel 450 mm long, 55 mm
wide and 6 mm thick. The two pairs of electrodes needed for measuring voltage and
temperature with the system developed by Rowan Technologies were provided by the
company itself and welded on the testpiece (TIG welding) about 125 mm from one
end, as shown schematically in Fig. 4.4; the separation between the voltage electrodes
is about 25 mm and was chosen so as to have an electrical resistance of around 40 µΩ,
since the scanner by Rowan Technologies was optimised for measurements between
5 and 166 µΩ. The same voltage electrodes were also used as the sensing pair for the
CorrOcean and the Imperial systems; connections were made using crocodile clips.
During the tests with the Imperial setup or with the system developed by Corr-
G1 G2 G3 G4
I+ I—
V+ V—
T—
125
85 80
25
20
450
55
T+
Figure 4.4: Schematic of the SS304 specimen used for the test, viewed from the top
(drawing not in scale). Currents are injected at I+ and I−, voltages measured between V+
and V−, and temperatures monitored at T+ and T−; points G1 through G4 indicate the
locations where a cable was attached to connect the testpiece to ground in the first part of
the test.
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Ocean, the temperature was monitored using a K-type thermocouple attached on
the specimen in proximity of the test area, and recorded using a Pico TC-08 USB
Data Logger.
Currents were injected in all cases through copper cables clamped onto the speci-
men via a bolt, washer and nut on either side of the electrodes (points I+ and I−
in Fig. 4.4). The CorrOcean and Rowan systems required the injection of direct
currents as high as 20 and 38 A, respectively, whereas low-frequency (f = 4 Hz)
alternating currents of intensity as low as 130 mA were injected with the Imperial
setup.
The measurements were controlled via computer, using a LabVIEW routine to op-
erate the instruments in the Imperial setup or dedicated software developed by each
the two companies for their respective systems. Resistance and temperature were
recorded every 10 s during the tests with the Rowan and Imperial setups, whereas
much longer intervals (a few minutes) between two consecutive measurements were
necessary when using the CorrOcean system, because of the recovery time needed
by the battery that generates the currents for the inspection.
4.4.1 Effect of grounding
The first part of the test evaluated the stability of PD measurements with respect
to grounding: the transfer resistance between the sensing electrodes was measured
first with the specimen electrically insulated, then after connecting the testpiece to
ground by means of a copper cable with crocodile connectors. The grounding cable
was attached to a few different positions along the bar, both within the inspection
area (between the electrodes, as in point G1 in the schematic of Fig. 4.4, or close to
one of the current injection points, as in G2 in the same figure) and outside it (first
at a small distance, point G3, then at the opposite end of the specimen, G4).
Resistance and temperature values measured with the Rowan system are reported
in Fig. 4.5, which shows that grounding at any location does not significantly affect
the resistance measured between the electrodes. The overall slight increasing trend
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Figure 4.5: Results with the Rowan system showing no significant change when grounding
at different positions ( G1 through G4).
of the resistance is due to the small but perceivable increase in temperature recorded
during the test, as no algorithm for thermal compensation was applied to the data
at this stage (this will be done later in this Chapter, when the effect of temperature
is discussed). Even without taking into account the temperature rise, the difference
between the average values of resistance measured before and after grounding (55.26
and 55.28 µΩ, respectively) is one order of magnitude smaller than the maximum
random oscillation observed, which is about ±0.2 µΩ. It should be mentioned that
the values of transfer resistance returned by the Rowan system were higher than
expected; the reasons for this are not entirely clear, and unfortunately it was not
possible to access the raw data.
The values of resistance measured with the Imperial setup are plotted in Fig. 4.6
together with the temperature registered by the thermocouple; again, the data pre-
sented here have not been corrected for temperature variations (see Section 4.5 for
the values after thermal compensation). The fluctuations in the values recorded do
not exceed ±0.04 µΩ, and there is no sign of a clear correlation between measured
resistance and grounding, as the change in the average resistance is only 0.01 µΩ.
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Figure 4.6: Results with the Imperial system also showing no significant change when
grounding at different positions.
With reference to the discrepancy between the values of transfer resistance measured
by the Rowan and Imperial systems, it should be mentioned that the latter was
calibrated by taking measurements on large undamaged plates of stainless steel 304
of various thicknesses (ranging from 50 µm to 50 mm) and comparing the measured
values against the predictions of an analytical formula available in the literature [70].
This test, discussed in more detail in Chapter 5, shows very good agreement between
experimental and theoretical results; this suggests that the values obtained with the
Imperial setup in the benchmark tests presented in the present Chapter are correct.
Finally, the results obtained with the CorrOcean system are reported in Fig. 4.7. In
this case, the quantity on the y axis of the graph is the ratio between the potential
drops ∆V and ∆Vref measured on the testpiece and on the reference sample, re-
spectively. The amount of data collected is considerably smaller because of the long
waiting time needed between two measurements, as mentioned earlier; the grounding
was therefore only applied at points G1 and G4 (see Fig. 4.4). As was the case for
the resistances measured with the other two systems, however, the ratio ∆V/∆Vref
is not significantly affected by grounding (change of 0.01%), and the deviation of
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Figure 4.7: Results with the CorrOcean system: bars indicate the ratio ∆V/∆Vref , line
indicates the temperature. Again, no significant change when grounding is applied.
any measurement from the average is no more than ±0.1%.
4.4.2 Effect of shunt
The second part of the benchmark test addressed the issue of shunt currents. A 3-mm
diameter, 500-mm long copper cable was attached to the specimen using crocodile
connectors at two locations close to the current injection points (see Fig. 4.8), with
the aim of creating a shunt and forming an alternative path for the currents.
Fig. 4.9 shows the values of transfer resistance and temperature as measured by the
Rowan system with and without the shunt. It can be seen that the resistance mea-
sured decreases by about 0.6% (from 55.41 to 55.08 µΩ on average) when currents
can flow via the shunt; note this change is significantly larger than either the ran-
dom fluctuations in the data or the variation due to the slow temperature increase
recorded during the test. The change introduced by the shunt appears more clearly
once temperature compensation has been applied (see Fig. 4.17).
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S1 S2
I+ I—
V+ V—
T—T+
Shunt
Figure 4.8: Schematic of the testpiece (drawing not in scale) highlighting the locations
where a cable was attached to create a shunt.
54
54.3
54.6
54.9
55.2
55.5
55.8
T r
a n
s f
e r
 r
e s
i s t
a n
c e
 [ μ
Ω
]
24
24.5
25
25.5
26
T e
m
p e
r a
t u
r e
 [ °
C
]
  Resistance
  Temperature
Shunt applied Shunt applied
Figure 4.9: Results with the Rowan system showing a reduction in transfer resistance of
about 0.6% when a shunt is created via the cable.
After this test it was realised that the contact resistance between the specimen and
the crocodile connectors could be a limiting factor that reduced the effectiveness of
the shunt. When repeating the test with the Imperial setup it was therefore decided
to retain the shunt via the copper cable for comparison purposes, but to additionally
simulate the ‘short circuit’ effect by clamping the specimen onto a mild steel plate,
as shown in the schematic of Fig. 4.10. In practical situations, a similar scenario
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I+ I—V+ V—
G-clamps
mild steel 
plate
Figure 4.10: Schematic of the testpiece clamped against a mild steel plate to create a
shunt.
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Figure 4.11: Results with the Imperial system showing a reduction in transfer resistance
of about 0.6% when a shunt is created via the cable and of up to 5% when the specimen is
clamped on the mild steel plate.
can occur for instance if a shunt is formed via the supports of a pipe.
The results obtained with the Imperial setup are shown in Fig. 4.11. The decrease
in transfer resistance observed when the copper cable is used to create a shunt is
very similar to that recorded with the Rowan system (reduction of about 0.6%, from
37.88 to 37.67 µΩ). However, the variations produced when the specimen is clamped
73
4. Benchmarking against commercial PD systems
0.9
0.92
0.94
0.96
0.98
1
Δ
V
/ Δ
V r
e f
25
25.5
26
26.5
27
27.5
28
T
e m
p e
r a
t u
r e
 [ °
C
]
  Resistance
  Temperature
Shunt (cable) Shunt (clamped)
tightening loosening
Figure 4.12: Results with CorrOcean system showing a reduction of about 0.8% when a
shunt is created via the cable and of up to 5% when the specimen is clamped on the mild
steel plate.
to the mild steel plate can reach about 5%, with larger decreases corresponding to
a better quality of the contact (the clamps were progressively tightened before each
measurement). While such change is certainly significant, it should be borne in
mind that it was obtained under particularly harsh circumstances that are unlikely
to occur in practice in applications of PD techniques in the field.
A similar procedure was followed when repeating the test with the system developed
by CorrOcean. The results, shown in Fig. 4.12, are very similar to those obtained
with the Imperial setup: when using the copper cable to create a shunt, the decrease
in the voltage ratio ∆V/∆Vref is about 0.8%, but the change reaches up to 5% when
clamping the mild steel plate more and more tightly.
4.4.3 Effect of temperature
The objective of the third and last part of the benchmark test was to study the
response of the systems to changes in resistance caused by temperature variations.
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In the case of the Rowan system, the specimen was quickly heated using a heat gun
against the surface opposite to that on which the electrodes are welded, until the
local temperature measured by the instrument reached 70 ◦C; then the specimen
was allowed to cool down naturally in air. The version of the controlling software
used for this test did not include an algorithm for thermal compensation; however,
a common and very simple way of compensating for small temperature changes is
to assume a linear relationship between resistance and temperature, such as given
by
R = R0 + β(T − T0), (4.3)
where the average resistance and temperature measured before heating the speci-
men can be used as the reference values R0 and T0, respectively, and the thermal
coefficient β can be estimated so as to best fit the experimental data; the temper-
ature effect can then be cancelled out of the measured resistance Rm to give the
‘compensated’ resistance Rc:
Rc = Rm − β(T − T0). (4.4)
The values of resistance and temperature recorded during the experiment are plotted
in Fig. 4.13 together with the compensated resistance; it can be seen that the simple
thermal compensation algorithm is effective provided that temperature does not vary
too quickly. If the measured resistance is plotted as a function of temperature for the
cooling phase of the test, the graph of Fig. 4.14 is obtained, which shows a clear linear
relationship for temperatures up to about 65 ◦C: the experimental values lie with
good approximation on a straight line defined by Eq. 4.3, where R0 = 55.199 µΩ,
T0 = 24.19
◦C (average resistance and temperature measured before heating) and
β = 0.071 µΩ/◦C.
A different procedure was followed when repeating the test with the Imperial setup.
In this case the specimen was placed in a Gallenkamp Plus II oven and its temper-
ature monitored with a thermocouple attached in proximity of the inspection area,
while the temperature of the oven was increased slowly in intervals of 1 ◦C. The
resistance and temperature recorded are plotted in Fig. 4.15 together with the ‘cor-
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Figure 4.13: Results with the Rowan system showing variation of measured resistance
with temperature and thermal compensation with Eq. 4.4.
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Figure 4.14: Resistance as a function of temperature, measured with the Rowan sys-
tem during the cooling phase of the experiment (symbols) and calculated with the linear
approximation of Eq. 4.3 (line).
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Figure 4.15: Results with the Imperial system showing variation of measured resistance
with temperature and thermal compensation with Eq. 4.4.
rected’ resistance obtained with the simple compensation algorithm of Eq. 4.4. The
fluctuations in the results are most likely due to a degradation of the Common Mode
Rejection Ratio of the SR552 preamplifier used in the experiment: as discussed in
Chapter 3, this instrument was modified to make it DC-coupled and needs periodic
fine-tuning of its delicate balance.
The values of transfer resistance measured during the experiment are plotted as a
function of temperature in Fig. 4.16: the general linear trend seen with the Rowan
system is confirmed, although the data are noisier, as observed earlier. The parame-
ters of the best-fitting line are R0 = 37.639 µΩ, T0 = 25.24
◦C and β = 0.046 µΩ/◦C:
the difference between this value of the thermal coefficient β and that calculated
from the data obtained with the Rowan setup is a consequence of the different value
of transfer resistance registered by the two instruments (as mentioned earlier, the
values obtained with the Imperial setup are likely to be more correct).
It was not possible to perform this test with the system developed by CorrOcean:
the possibility of using a heating gun and then letting the specimen cool freely in
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Figure 4.16: Resistance as a function of temperature, measured with the Imperial system
during the experiment (symbols) and calculated with the linear approximation of Eq. 4.3
(line).
air, as done for the Rowan system, is ruled out because of the long recovery time
of the instrument between two measurements, while the size of the cables hindered
the feasibility of a test with the specimen placed in an oven, even neglecting the
considerable time that would be necessary in this case to acquire a significant amount
of data.
4.5 Discussion and conclusions
It is interesting to compare the amplitude of the changes in resistance introduced
by each of the effects considered in the test. Fig. 4.17 shows the values of transfer
resistance as a function of temperature obtained in the first part of the test, with
and without the specimen connected to ground, using the Rowan system: almost
all these values lie within a relatively narrow region (deviations of less than 0.2%)
around a line defined by Eq. 4.3, where the reference values R0 = 55.263 µΩ and
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Figure 4.17: Summary of the results with the Rowan system.
T0 = 24.64
◦C were calculated by averaging the resistance and temperature measured
before connecting the testpiece to ground, and the thermal coefficient calculated in
the previous Section was used (β = 0.071 µΩ/◦C). Fig. 4.17 also shows that, if the
data obtained after creating a shunt are plotted on the same graph, they fall mostly
outside the previous region, although they are noticeably more scattered.
The same conclusions can be drawn from the data collected with the Imperial setup,
which are summarised in Fig. 4.18. In this case, the best-fitting line for the resistance
measured on the electrically insulated specimen is given by Eq. 4.3 where R0 =
37.882 µΩ, T0 = 25.39
◦C and β = 0.046 µΩ/◦C. All measurements taken when the
specimen was electrically insulated or connected to ground deviate by no more than
0.2% from this line, whereas the values measured when the shunt was applied are
clearly separated from the rest, the largest reductions in resistance being measured
when the specimen was clamped on a mild steel plate.
Only a much smaller amount of data could be taken with the CorrOcean system: this
is due to difficulties in operating the instrument, and in particular to the necessarily
long interval between two measurements (it should also be mentioned that some of
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Figure 4.18: Summary of the results with the Imperial system.
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Figure 4.19: Summary of the results with the CorrOcean system.
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the data collected had to be discarded because the current generated by the battery
was not sufficiently high, or because errors occurred in the system). Nevertheless,
Fig. 4.19 shows that it is still possible to identify the same behaviour observed
with the other two systems. The solid line in the graph indicates in this case the
average value of the ratio ∆V/∆Vref measured on the insulated specimen. The
only correction for temperature variations taken into account is that inherent in the
system, through the reference sample.
In conclusion, the main outcome of this benchmark test is that the performance
of the low-current setup for Potential Drop measurements described in Chapter 3
is comparable to that of commercially available DCPD systems which have been
successfully used for industrial applications but require the injection of much larger
currents.
Furthermore, this study showed that Potential Drop measurements in general are
not significantly affected by stray currents loops which can develop in grounded
structures. If a shunt is formed between two points of the structure close to the
inspection area, a decrease in the measured transfer resistance can be observed;
however, this depends strongly on the quality of the electrical contacts, and the
reduction in the signal is significant only if the contacts are very good, which is
unlikely to occur in practice. Finally, in long-term monitoring applications, and in
general in the presence of temperature variations, it is essential to compensate for
the corresponding changes in the resistivity of the tested material, but this can be
done satisfactorily even by using a very simple algorithm, at least when the thermal
variations are slow and limited to a few tens of ◦C.
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Chapter 5
Potential Drop Spectroscopy
5.1 Introduction
This Chapter reports the results of an investigation conducted at an early stage of
this research, aimed to evaluate the possibility of combining the principles of Direct
and Alternating Current Potential Drop techniques for the study of surface-breaking
defects of complex geometry.
Such defects are commonly encountered for example in the power generation indus-
try, where branched defects due to stress corrosion cracking are often found [71–73],
or in the railway industry, where gauge corner cracking is a problem of major con-
cern [74–76]. While electromagnetic non-destructive methods such as conventional
eddy current techniques can easily detect flaws of this kind [75,77], they sometimes
fail to give an accurate estimate of their depth because of the complicated shape of
the defects themselves [78,79].
In order to assess the integrity of a structure or to estimate its remaining service
life, it would be very valuable to be able to define the envelope of a complex defect
(see the schematic of Fig. 5.1), as this would facilitate the determination of its
maximum depth dmax, which is usually a key parameter in integrity calculations.
At the same time, however, knowledge of the defect morphology can be important
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dmax
Envelope
Figure 5.1: Schematic of a branched defect, highlighting its envelope (dotted line) and
maximum depth.
when calculating stress concentration, as there is some evidence that the presence
of branching reduces the stress intensity around the defect [80].
For ease of reference, let us recall here the standard depth of penetration (or skin
depth) of an alternating current induced or injected in a material, which was defined
in Chapter 2:
δ =
1√
pifσµ
. (5.1)
The quantities appearing in this formula are the frequency f of the current and the
electrical conductivity σ and absolute magnetic permeability µ of the material. At
high frequency, the penetration depth δ is relatively small, and in the presence of
branched defects currents would tend to flow around each of the single branches
of the crack. As a consequence, techniques involving the use of high-frequency
currents, such as ACPD or ACFM, would give information on the total length of
the crack profile rather than on its maximum depth, and therefore they may not
give an accurate estimate of the depth of complex defects [51, 52]. On the other
hand, if very low-frequency or indeed direct currents are injected, as in DCPD, they
would flow more deeply and form an envelope around the defect seen as a whole, as
they would follow a similar path whether the defect is a simple crack or has multiple
branches.
Potential Drop Spectroscopy combines these existing techniques by repeating the
measurement of voltage difference between the sensing electrodes at different fre-
quencies over a wide range; this offers the advantage of obtaining information on
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both the overall size and the complexity of the defect.
5.2 Preliminary tests
In order to gain some insight on how the results of Potential Drop measurements
can vary with frequency, and thus to evaluate the applicability of the PD Spec-
troscopy technique, preliminary tests were run on plates of stainless steel 304 (µr = 1,
σ ≈ 1.45 · 106 Ω−1m−1) of various thicknesses ranging between 50 µm and 50 mm.
Measurements were taken with the setup described in Chapter 3, using an in-line
four-point probe in which currents are injected through the two external electrodes,
separated by 2a = 20 mm, and the voltage drop is measured across the two internal
electrodes, which are 2b = 10 mm apart: a simple schematic is given in Fig. 5.2. A
current meter was used to monitor the intensity of the injected currents, which was
37.2 mA.
Since an AC voltage was used to generate the signal for the inspection, the potential
drop measured at the sensing electrodes is defined not only by its amplitude, but
also by its phase: in other words, it is a complex quantity with both a real and an
imaginary component. The latter is very small at low frequency (it must be zero if
direct currents are injected) and tends to be equal to the real component at high
frequencies [47]. Throughout the present work, however, only the real part of the
I
V
2b
2a
Figure 5.2: Schematic of probe used for the tests.
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signal was considered for the analysis, because in experimental measurements the
imaginary component, while containing some information on the properties of the
tested material, is affected by significant errors due to the inductive pickup of the
probe. As shown in [39], the loop inevitably formed by the measuring circuit gives
rise to a purely inductive signal, proportional to the inspection frequency, which can
be even larger than the ‘good’ signal due to the impedance of the material.
The transfer resistance (as the real part of the transfer impedance will henceforth
be referred to for simplicity) was measured on the various plates over a broad range
of frequencies, from 1 Hz to 100 kHz; the results are plotted in Fig. 5.3. Since the
penetration depth calculated with Eq. 5.1 is larger than the thickness of most of
the tested plates even at high frequency (δ = 1.3 mm at 100 kHz), the transfer
resistance measured on those plates does not vary with frequency, and the values
are inversely proportional to the thickness, in accordance with Ohm’s law. For
specimens thicker than the spacing 2a between the injecting electrodes, however,
10
100
1000
10000
1 10 100 1000 10000 100000
Frequency [Hz]
T r
a n
s f
e r
 r
e s
i s
t a
n c
e  
[ μ
Ω
]
0.05 mm
0.10 mm
0.20 mm
0.25 mm 0.40 mm
0.50 mm
1.0 mm
2.0 mm
2.5 mm
20 mm
50 mm
Figure 5.3: Transfer resistance between the sensing electrodes measured as a function of
frequency on plates of SS304 of various thicknesses.
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the latter becomes the limiting factor that determines how deeply currents can flow
in the material: this explains why the voltage drop measured on a 50-mm thick plate
is almost equal to that on a 20-mm plate. On the other hand, it can be noticed that
at high frequencies, when the penetration depth is smaller than the plate thickness,
the resistance increases with frequency and is independent of the thickness of the
specimen: this is because the effective cross section ‘seen’ by the currents is reduced,
as they are forced to flow in a shallower layer below the surface.
It should be mentioned that in ferromagnetic materials, or in metals with higher
electrical conductivity, the skin depth at a given frequency would be smaller, even
by orders of magnitude, and therefore the frequency-dependent increase in transfer
resistance would be observed in thinner plates and at lower frequencies.
With reference to the data of Fig. 5.3, it is interesting to plot the low-frequency
values of transfer resistance as a function of thickness, as in Fig. 5.4: they fall on
a curve given by an analytical formula recently derived by Bowler [70] under the
assumption that DC currents are injected on an infinite plate of uniform thickness
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Figure 5.4: Transfer resistance measured at f = 10 Hz on SS304 plates of various
thicknesses (from Fig. 5.3; symbols) and calculated with Eq. 5.2 (solid line).
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t and conductivity σ:
R =
1
piσ
∞∑
n=0
n
[
1√
(a− b)2 + (2nt)2 −
1√
(a+ b)2 + (2nt)2
]
, (5.2)
where 0 = 1 and n = 2 for n 6= 0. In practice, this formula holds with very
good approximation when very low-frequency currents (so that δ > t) are injected
at locations sufficiently far from the edges of the plate, as was the case in this test.
Eq. 5.2, together with its two asymptotic values for thin and thick plates, will be
discussed in more detail in Chapter 8.
5.3 Geometry of the test cases
Numerical simulations with a Finite Element (FE) code and experimental tests
were run on cases with simple geometry to study the changes in the flow of currents
introduced not only by varying the frequency, but also by the presence of surface-
breaking defects.
A 300-mm long, 140-mm wide, 38-mm thick block of ferritic steel was used for the
experiments (see Fig. 5.5). Three 10-mm deep, 0.5-mm wide notches were machined
across its width, using Electrical Discharge Machining (EDM); two of the notches are
I
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Figure 5.5: Geometry of the ferritic block used for the experimental tests.
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Figure 5.6: Photograph of a section of railhead showing multiple parallel cracks [74].
separated by only 5 mm, thus simulating a very simple defect of ‘complex’ geometry
that will be referred to as a ‘double notch’ in the following, whereas the remaining
notch is well apart from the others and represents a ‘single notch’. While the double
notch certainly cannot simulate complicated, branched defects such as those due
to stress corrosion cracking, it can still be considered representative of a type of
defect commonly encountered in railheads, where multiple parallel cracks are often
generated by rolling contact fatigue: the photograph of Fig. 5.6 shows an example.
It should be mentioned that a two-dimensional model had to be used for the numer-
ical simulations, because of the heavy computational demand of a fully 3-D model:
this problem was addressed at a later stage of the present study and will be dis-
cussed in the next Chapter. As a consequence, it will only be possible to draw a
qualitative comparison between the results of the numerical simulations and of the
experiments.
Three different geometries were used for the FE analyses, simulating the cases of
a block of ferritic steel (σ = 5.0 · 106 Ω−1m−1, µr = 100) with no notches, a block
with a single 5-mm deep, 0.2-mm wide notch, and a block with a double notch (two
notches 5 mm apart from each other), respectively. All three blocks are 100 mm long
and 40 mm thick, and the distances between the electrodes of the simulated probe
are identical to those of the probe used for the experiments: this means that the
spacing between the injecting electrodes was set to 2a = 20 mm and the separation
between the sensing electrodes was 2b = 10 mm.
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I+ I–V+ V– I+ I–V+ V–
I+ I–V+ V–
(a) (b)
(c)
Figure 5.7: FE predictions of current streamlines in a block of ferritic steel with no
notches at (a) 0.1 Hz, (b) 50 Hz and (c) 1 kHz. Points I+, I−, V+ and V− indicate the
location of the probe electrodes.
5.4 Results of the numerical simulations
The commercial code Femlab (now Comsol Multiphysics) was used to run Finite
Element analyses on the three geometries described in the previous Section. Fig. 5.7
shows the current streamlines predicted for the case of a block with no notches at
three different frequencies (f = 0.1 Hz, 50 Hz and 1 kHz). It can be noticed that,
while currents flow deeply in the material at very low frequency, they are forced into
a shallower layer as frequency increases: for the three examples given in Fig. 5.7, the
skin depth calculated with Eq. 5.1 is 71 mm, 3.18 mm and 0.71 mm, respectively
(the first value is only theoretical, since the actual penetration depth is limited by
the distance between the injecting electrodes).
The presence of a defect alters the path of the currents, as illustrated by Fig. 5.8:
currents flow around the notch and, as they are squeezed towards the surface at
higher frequencies, they tend to follow more closely the profile of the notch. This
highlights the two different principles on which DCPD and ACPD are based: in the
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I+ I–V+ V– I+ I–V+ V–
I+ I–V+ V–
(a) (b)
(c)
Figure 5.8: FE predictions of current streamlines in a block of ferritic steel with a single
5-mm deep notch at (a) 0.1 Hz, (b) 50 Hz and (c) 1 kHz.
I+ I–V+ V– I+ I–V+ V–
I+ I–V+ V–
(a) (b)
(c)
Figure 5.9: FE predictions of current streamlines in a block of ferritic steel with a double
5-mm deep notch at (a) 0.1 Hz, (b) 50 Hz and (c) 1 kHz.
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DC or quasi-DC regime, where the skin depth δ calculated with Eq. 5.1 would be
greater than — or at least comparable to — the thickness t of the tested structure
(as in Fig. 5.8a), the increase in transfer resistance measured in the presence of
a defect is mainly due to a reduction in the cross section of the material; at high
frequency (δ  t), instead, the increase in resistance produced by a defect is due to
an increase in the length of the path of the currents (as in Fig. 5.8c).
It is very interesting to observe how the current streamlines change with frequency
in the case of a block with a double notch. Fig. 5.9 shows that at very low frequency
they form an envelope around the two notches ‘seen’ as one defect, then they start
to penetrate in between the notches, and at relatively high frequency they follow
closely the profile of each of the two notches.
If the transfer resistance R between the two sensing electrodes is plotted as a function
of frequency for the three cases examined, as in Fig. 5.10, it can be seen that it
stays constant over the lower end of the spectrum: as noted earlier, this is due to
the fact that the skin depth at very low frequencies would be much greater than
the thickness of the specimen, which therefore represents the controlling parameter
together with the spacing between the electrodes. Note that this quasi-DC regime
ends at a much lower frequency than was the case for the SS304 plates of Fig. 5.3,
because of the higher conductivity and much higher permeability of ferritic steel.
As the penetration depth becomes smaller at higher frequencies, the effective cross
section ‘seen’ by the currents is reduced, and the resistance — or equivalently the
potential drop — increases proportionally to
√
f for the case of a block with no
notches (baseline).
In the presence of notches, however, the increase is slightly more rapid, as appears
more clearly in Fig. 5.11, which is obtained by dividing the values of transfer resis-
tance calculated for the case of a block with a single or a double notch by the values
calculated on the baseline. The additional increase in resistance (i.e. on top of that
due to the reduction in the effective cross section) is due to the increasing length
with frequency of the current streamlines, as these are forced to follow more tightly
the defect profile; in particular, the ratio between the values for the block with a
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Figure 5.10: Transfer resistance in ferritic steel blocks as a function of frequency, calcu-
lated with a 2-D FE model.
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Figure 5.11: Ratios between the transfer resistance for a ferritic steel block with either a
single or a double notch and a block with no notches (baseline), calculated with a 2-D FE
model.
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double notch and the block with no notches shows a sharp increase in the frequency
range where currents start to flow between the two notches.
At very high frequency the resistance ratio approaches an asymptotic value which
can be quickly estimated following a simple suggestion by Dover et al. [58]. They
observed that if a uniform current of sufficiently high frequency is applied orthogo-
nally to an infinitely long notch of uniform depth d δ, then the potential difference
between two points at a fixed distance ∆ on the surface will be proportional to the
distance ‘travelled’ by the current between those two points, so that the voltage
measured will be
V0 ∝ ∆ (5.3)
if both measuring points are on the same side of the defect, or
V ∝ (∆ + 2d) (5.4)
if they straddle the notch. In the tests considered in this Section ∆ = 2b = 10 mm
and d = 5 mm, so the predicted asymptotic value of the resistance ratio would be 2.0
for the single notch and 3.0 for the double notch (which at sufficiently high frequency
can be treated as two isolated notches, as shown by Fig. 5.9c). The values obtained
with the FE simulations are slightly lower (see Fig. 5.11), but this is thought to
be due to an insufficient mesh density; the necessary refinements would cause the
memory required for the simulations to exceed the resources available. This problem
can be overcome by reducing the geometry of the model used in the simulations, as
will be explained in the next Chapter.
Note that, if the notch depth were unknown, it would be straightforward to estimate
it from high-frequency potential drop measurements. In fact, from Eqs. 5.3 and 5.4
follows immediately
d =
∆
2
V − V0
V0
. (5.5)
This is the so-called one-dimensional estimate, used as a first guess in many al-
gorithms for crack depth sizing (see for example [81, 82]), as will be discussed in
Chapter 7. It should be noted here that if the probe straddles more than one defect
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(as in the case of a double notch), or indeed a branched crack, the estimated depth
calculated with Eq. 5.5 would be erroneous.
In all cases considered so far the probe was exactly centred with respect to the
notches; however, it should be observed that the voltage drop between the sens-
ing electrodes can vary if the probe is moved laterally. Mirshekar-Syahkal et al. [83]
showed that the potential drop at high frequency is almost independent of the probe
position as long as the voltage electrodes straddle the defect, whereas at low fre-
quency it increases considerably as the distance between one of the voltage electrodes
and the notch decreases. This is shown in Fig. 5.12, where the transfer resistance
at three different frequencies (and scaled to the respective baseline values) on a
block with a single 5-mm deep notch is plotted as a function of the lateral dis-
placement of a probe with separations 2a = 20 mm between the current electrodes
and 2b = 10 mm between the voltage electrodes. It can be observed that, when
both voltage electrodes are on the same side of the defect (in the case of Fig. 5.12,
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Figure 5.12: Ratios between the transfer resistance for a ferritic steel block with a single
5-mm deep notch and a block with no notches (baseline), calculated with a 2-D FE model, as
a function of probe displacement with respect to the defect. The insert shows the schematic
of a probe with electrode separations 2a = 20 mm and 2b = 10 mm, displaced by 4 mm.
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when the displacement is larger than b = 5 mm), the potential drop, or equivalently
the transfer resistance, falls to values smaller than those which would be obtained
on an intact specimen (baseline). The resulting sharp peak was exploited in pre-
vious works (see for example [40, 44, 46, 81]) for sizing defects of uniform depth,
as the voltage measured when the inner electrodes are just straddling the defect
was compared to the value obtained when the voltage electrodes are just both past
the notch: this results in larger ratios and therefore enhances the sensitivity of the
measurements, but a high degree of accuracy is required in positioning the probe.
Throughout the present work, instead, all measurements were taken with the probe
centred with respect to the defect being studied, unless otherwise stated, and the
values thus obtained were compared to those measured either on an intact specimen
or at sufficiently large distance from the defect.
Finally, it should be observed that while the results shown here can provide useful
qualitative information on the distribution of currents in the material as a function
of frequency, two-dimensional analyses cannot be used in practice for the study of
real defects. This is not only because the current source in 2D simulations is assumed
to be along an infinite line instead of being concentrated on a single point, but also
because any defect is assumed to be infinitely long, and as a consequence currents
can only flow below it but not around its extremities.
5.5 Experimental results
Measurements were taken on the block of ferritic steel shown in Fig. 5.5; the probe
was positioned first in the central area with no defects (baseline), then straddling the
single notch and finally across the double notch. The results are plotted in Fig. 5.13:
the qualitative agreement with the results of the numerical simulations plotted in
Fig. 5.10 is very good. Because of the relatively small penetration depth, it would
have been necessary to extend the study to frequencies below 1 Hz in order to obtain
the flat region of the curves, but such low frequencies were out of the working range
of the instrumentation used. At higher frequencies, on the other hand, the increase
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Figure 5.13: Transfer resistance at different locations on a ferritic steel block as a func-
tion of frequency, measured experimentally.
in resistance is approximately proportional to
√
f , since the effective cross section
seen by the currents is determined by the standard penetration depth.
The ratios between the three curves in Fig. 5.13 are given in Fig. 5.14, which is
obtained by dividing the values measured for either the single or the double notch by
the baseline measurements. This chart exhibits some similarities to the analogous
graph obtained with the FE simulations (Fig. 5.11), at least for frequencies up
to about 1 kHz: the ratio for the double notch shows a significant increase at
intermediate frequencies because the current path becomes longer as currents start
to penetrate in between the two notches. However, it should be observed that the
values reached by the resistance ratios for both the single and the double notch are
considerably lower than those which would be predicted using Eqs. 5.3 and 5.4; on
the other hand, the validity of applying the one-dimensional estimate to this case is
debatable since one of the assumptions on which it is based, namely the uniformity of
the electric field in the inspection area, is probably not satisfied given the relatively
small separation of the injecting electrodes (2a = 20 mm). It should also be borne
in mind that a quantitative comparison between the experimental and numerical
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Figure 5.14: Ratios between the transfer resistance measured across either a single or a
double notch and on an area with no notches (baseline), on a block of ferritic steel.
data is not possible because the two-dimensional FE analyses assume a line source
for the currents, whereas a point source is used in the experiments.
Furthermore, Fig. 5.14 shows that, contrary to the predictions of the FE model, the
resistance ratios for the experimental data increase again above 1 kHz; in fact, the
curves become steeper as frequency increases towards the upper limit of the tested
range. A possible reason for this is the inductive effect of the notches, due to their
finite width (0.5 mm): as discussed in [84], when the probe straddles an open notch
it picks up an additional, parasitic voltage produced by the flux of the time-varying
magnetic field generated by the alternating current, according to Faraday’s law.
This effect is proportional to frequency and to the notch width and depth.
5.6 Discussion and conclusions
A multi-frequency approach for Potential Drop testing was considered in this Chap-
ter. Simple numerical simulations with a commercial Finite Element code were used
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to study how varying the frequency modifies the path of currents flowing in the in-
spected material, both on intact specimens and in the presence of surface-breaking
defects: in particular, it was shown that as frequency increases, currents tend to fol-
low more tightly the profile of a notch (or crack). In theory, this could be exploited
by repeating the measurements over a broad spectrum of frequencies to obtain more
information on the defect’s geometry; however, it was realised that the practical
implementation of this technique poses several challenges.
For non-ferromagnetic materials with relatively low electrical conductivity, such as
stainless steels, frequencies of the order of 1 MHz could be needed (depending on
the thickness of the tested structure) to achieve a sufficiently small penetration
depth; however, the undesired inductive signal which inevitably arises from non-
closed defects and from the measurement circuit itself practically limits the frequency
range for the inspection to a few tens of kHz, as has been acknowledged in the
literature (see for example [39,84,85]).
More importantly, the results of the tests presented in this Chapter suggest that
sizing of even the simplest defects (infinitely long notches of uniform depth) may
not be straightforward, and that a few issues need to be addressed before trying
to evaluate defects of more realistic geometries. In particular, if the length of a
defect is finite, currents can flow not only below the defect, but also around its
extremities: this can only be taken into account by three-dimensional models. It
was therefore necessary to develop a strategy to overcome the limitations imposed in
practice by existing commercial Finite Element codes, whose requirements in terms
of computational power for the fully 3-D simulation of ACPD measurements exceed
the resources commonly available today; this is the subject of the next Chapter.
Experimentally, one way of accounting for the finite length of defects is to measure
the potential drop at multiple locations; the same approach could then be used for
the study of defects of non-uniform depth. This will be investigated in Chapter 7.
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Finite Element model for
three-dimensional ACPD
calculations
6.1 Introduction
Fully three-dimensional numerical simulations of ACPD analyses cannot be run
easily on existing commercial Finite-Element (FE) codes. For instance, Abaqus,
one of the most popular FE packages, does not solve AC problems, whereas Comsol
Multiphysics, while accounting for alternating currents, is in practice limited to
two-dimensional geometries because of heavy memory requirements. From initial
simulations with Comsol it was found that, in order to obtain accurate results, the
layer of material corresponding to the first standard penetration depth δ must be
described by a minimum of 8 four-noded elements in the direction orthogonal to the
surface. At high frequencies the thickness of this layer can be very small, especially
for ferromagnetic or highly conductive materials (for example, the skin depth at
1 kHz for a mild steel of the type used in the experiments described in this Chapter
is δ = 0.6 mm); it should also be borne in mind that the element size in directions
parallel to the surface cannot be much bigger, since elements with a large aspect
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ratio are likely to cause numerical errors, and that for similar reasons any coarsening
of the mesh with increasing distance from the surface must be gradual. All of this
means that a fully three-dimensional model can require several million elements, a
number that exceeds the computational capabilities commonly available today.
However, in this Chapter it will be shown that the results of AC problems can
be reproduced with fair accuracy by modelling the injection of DC currents into a
specimen of appropriately modified geometry. The use of direct currents means that
the model will not be able to predict the imaginary component of the AC signal;
however, as discussed in Chapter 5, this is in practice affected by errors due to the
inductive pickup of the measuring circuit and has therefore been discarded in the
analysis of the results throughout the present work.
6.2 Reduced-thickness model
In order to illustrate this approximate model, let us consider a specimen of thickness
T > δ. Bearing in mind that the standard penetration depth δ is defined as the depth
in the material at which the current density has decayed by a factor of e compared
to its surface value, a little physical insight suggests that regions of the specimen
sufficiently far from the electrodes could be neglected in the analysis, because any
currents flowing in those regions would be very small. The computational domain
can therefore be reduced to a layer of thickness t < T just below the surface, as
shown in Fig. 6.1 where the shadowed area represents the part of the specimen ‘cut
out’ of the domain; in doing this, any features such as surface-breaking defects (e.g.
the crack of depth d in Fig. 6.1) must be taken into account as they alter the path of
currents by pushing them more deeply into the material. It is important to note that
the layer of reduced thickness t should run along the entire surface of the specimen,
including lateral and bottom surfaces; this is especially relevant for specimens with
a length or width comparable to their thickness, or when the electrodes are placed
close to an edge, since in these cases the fraction of currents flowing along those
surfaces may not be negligible.
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Figure 6.1: Illustration of the approximate FE model for 3D ACPD simulations. Only
a layer of thickness t under the surface of the specimen and around any surface-breaking
features is considered in the analysis.
If direct currents are now injected in this modified geometry, the shape of the domain
itself will force them to follow a path similar to that of alternating currents in the
original geometry.
It is worth mentioning at this point that, as the standard penetration depth is a
function of the frequency of the injected currents, the thickness t of the approximate
model will also depend on frequency. Indeed, from two-dimensional numerical simu-
lations run both on Comsol Multiphysics (AC analyses on the full geometry and DC
analyses on the approximate model) and on Abaqus (DC only) it was found that
choosing a reduced thickness equal to the standard penetration depth (t = δ) gives
almost exactly the same results as the AC simulations. This is shown in Fig. 6.2
where the ratio between the potential drop VDC, t calculated with DC analyses on
the reduced-thickness model and the potential drop VAC, T (or more precisely its real
part) calculated with an AC analysis on the full geometry is plotted as a function
of the reduced thickness t expressed in units of skin depth.
It is not a casual coincidence that this ratio becomes equal to 1 for t ≈ δ. If a direct
current of intensity I is injected in an undamaged plate of thickness t (whose value
is yet to be determined), it will spread through the entire thickness; at a sufficient
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Figure 6.2: Ratio between the DC potential drop for the reduced-thickness model and
the AC potential drop on the full geometry, as a function of the ratio between the reduced
thickness t and the skin depth δ. Values obtained for a 200-mm long, 30-mm thick block
of mild steel AISI 1020 (σ = 5.3 · 106 Ω−1m−1, µr = 120) at f = 100 Hz (δ = 2.00 mm)
with probe spacings 2a = 30 mm and 2b = 10 mm; notch width 0.2 mm.
distance % ≥ t (measured on the surface) from the injecting electrode, the current
will flow across the whole section of the plate, so that the current density can be
calculated simply as
JDC =
I
2pi%t
. (6.1)
In the case of an alternating current, instead, the skin effect must be taken into
account. Bowler [86] showed that, at a sufficient distance from the injecting point,
the current density for the injection of an alternating current of intensity I in a
half-space is
JAC = −ik I
2pi%
eikz, (6.2)
where i is the imaginary unit, z is the depth and k =
√
iωµσ =
1 + i
δ
. It is now
required that in the reduced-thickness model the current density on the surface be
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equal to that for the AC case in the full geometry, or more exactly to its real part:
JDC = <[JAC(z = 0)]; (6.3)
the imaginary component cannot obviously be taken into account with a DC model.
Substituting the expressions of JDC and JAC in Eq. 6.3 gives
I
2pi%t
= <
[
1− i
δ
I
2pi%
]
=
I
2pi%δ
, (6.4)
from which immediately follows
t = δ : (6.5)
this is therefore the value of reduced thickness to be chosen in the model.
It should be noted that Eq. 6.1 is valid under the assumption that the direct current
can penetrate through the entire thickness t: this is only possible if the distance
between the points of injection and extraction of the current (i.e. the separation
2a between the current electrodes) is at least twice the thickness t. This will be
discussed in more detail later in this Section. On the other hand, Eq. 6.2 is strictly
valid only for a half-space; in the case of a plate of finite thickness T this expression
must be replaced by
JAC = −ik I
2pi%
lim
N→∞
[
N−1∑
n=0
(
eik(z+2nT ) + e−ik[z−2(n+1)T ]
)
+ eik(z+2NT )
]
, (6.6)
as calculated in [87]. Substituting this and Eq. 6.1 in Eq. 6.3 yields after a few
passages
I
2pi%t
= <
[
1− i
δ
I
2pi%
(
1 +
2
e
1−i
δ
2T − 1
)]
, (6.7)
from which
t = δ · 1
<
[
(1− i)
(
1 +
2
e(1−i)
2T
δ − 1
)] . (6.8)
This expression, which therefore includes a correction factor that is function of the
thickness T of the plate, can be evaluated numerically and is plotted in Fig. 6.3,
where both t and T have been scaled to the standard penetration depth δ for gen-
erality. It can be observed that, in addition to the asymptote t = δ for thick plates
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Figure 6.3: Reduced thickness t to be used in the FE model as a function of the full
thickness T of the plate, both expressed as a ratio to the skin depth δ.
(T  δ), Eq. 6.8 has another asymptote t = T for plates which are very thin
compared to the skin depth (T  δ), as can be expected if one considers that in
those cases alternating currents would penetrate through the entire thickness of the
material just as direct currents would.
Note that in deriving the expressions for t no assumptions were made on the presence
of defects in the tested specimen, so that Eq. 6.8 and its approximation for thick
plates, Eq. 6.5, are of general validity. A confirmation of this can be found in Fig. 6.2,
where the presence of cracks of different depths is shown to have no influence on
the optimal value of reduced thickness t. However, it is interesting to note that
the voltage drop VDC, t calculated with the reduced-thickness model decreases more
rapidly with increasing t in the presence of notches. In order to understand this, let
us consider the illustration of Fig. 6.4, which shows the current streamlines in the
area close to the notch for two different values of t. As the thickness t increases, the
potential drop diminishes not only because of the increase in the cross section ‘seen’
by the currents (which explains the exact inverse proportionality for the baseline
case, i.e. for the undamaged block), but also because the perturbation introduced
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Figure 6.4: Current streamlines in the area around a 5-mm deep notch in a block of
mild steel AISI 1020, calculated with the FE model with two different values of reduced
thickness, t.
by the defect in terms of alteration of the current path becomes less pronounced.
A higher-frequency case is considered in Fig. 6.5: again it is found that the results
of the AC analysis can be reproduced by a DC analysis with the reduced-thickness
model, choosing t ≈ δ. In this case the values of the ratio calculated for the baseline
and for a 3-mm deep notch differ only for relatively large values of t/δ. This is
because the skin depth at this frequency (δ = 0.20 mm) is much smaller than the
depth of the notch, and as a consequence currents are already forced to closely
follow the defect profile for t ≈ δ; further decreasing the thickness t only modifies
the effective cross section, but not the current path. On the other hand, as the
thickness t is increased and becomes larger than the notch depth, the effect of the
presence of a defect on the distribution of currents becomes smaller and therefore
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Figure 6.5: Ratio between the DC potential drop for the reduced-thickness model and
the AC potential drop on the full geometry, as a function of the ratio between the reduced
thickness t and the skin depth δ. Values obtained for the same block of Fig. 6.2 but at a
higher frequency, f = 10 kHz (δ = 0.20 mm).
the potential drop decreases more rapidly, as explained before.
The other parameters that intervene in the calculation of the standard penetration
depth δ (see Eq. 2.1) and hence of the reduced thickness t are the electrical conduc-
tivity σ and the magnetic permeability µ of the inspected material. Conductivity
varies by as much as two orders of magnitude for metals and metallic alloys, whereas
the permeability of ferromagnetic materials can be several orders of magnitude big-
ger than that of para- or diamagnetic materials; as a consequence, the skin depth at
a given frequency also varies significantly between different materials. The thickness
t of the reduced model needs to be modified accordingly: in any case the results of
the AC problem can be reproduced by a DC analysis on a model with t ≈ δ. As
an example, the ratio VDC, t/VAC, T as a function of t/δ is plotted in Fig. 6.6 for a
different material (aluminium, instead of mild steel).
In practical deployments of Potential Drop techniques the spacings between the
106
6. Finite Element model for three-dimensional ACPD calculations
0.01
0.1
1
10
0.1 1 10
t /
V
D
C ,
t  
/  V
A C
, T
baseline (no notch)
3-mm deep notch
T
t
δ
Figure 6.6: Ratio between the DC potential drop for the reduced-thickness model and
the AC potential drop on the full geometry, as a function of the ratio between the reduced
thickness t and the skin depth δ. Values obtained for a 200-mm long, 30-mm thick block
of aluminium (σ = 3.77 · 107 Ω−1m−1, µr = 1) at f = 10 kHz (δ = 0.82 mm) with probe
spacings 2a = 30 mm and 2b = 10 mm; notch width 0.2 mm.
electrodes of the probe are often varied depending on the application (e.g. thickness
gauging, crack sizing, conductivity measurement, etc.) and on factors such as the
accuracy and sensitivity required or the size of the area to be tested [28,62]. It was
mentioned earlier that, in order to ensure that direct currents penetrate through
the entire thickness t of the reduced model as postulated in Eq. 6.1, it is required
that the spacing between the injecting electrodes be 2a ≥ 2t; this condition is often
readily satisfied in most practical applications. Fig. 6.7 shows that the value of
reduced thickness to be chosen in the FE model is not significantly affected by the
probe geometry even in the limiting case 2a = 2t: the flattening of the curve for
t a in this case is due to the fact that the penetration of current in the material
is limited by the spacing between the injecting electrodes, so that further increases
in thickness would have no influence on the voltage measured either in the AC or in
the DC regime.
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Figure 6.7: Ratio between the DC potential drop for the reduced-thickness model and
the AC potential drop on the full geometry, as a function of the ratio between the reduced
thickness t and the skin depth δ. Values obtained at f = 100 Hz for the same block of
Fig. 6.2 but with three different probe geometries.
Finally, it is worth mentioning that, although in all cases considered so far the probe
was exactly centred with respect to any notches, the relative position of the probe
and of the defect also has no influence on the optimal value of t. This is shown in
Fig. 6.8, where the ratio VDC, t/VAC, T as a function of t/δ is plotted both for the case
in which the two inner electrodes are at the same distance b = 5 mm from a 3-mm
deep notch and for the case in which the probe is displaced laterally so that one
of the two inner electrodes is only 0.5 mm from the defect (see insert in Fig. 6.8);
note that the latter value is smaller than the skin depth at the inspection frequency,
δ = 2 mm. The case in which both electrodes are on the same side of the defect has
not been considered here as it is of little interest in practical applications of the PD
techniques.
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Figure 6.8: Ratio between the DC potential drop for the reduced-thickness model and
the AC potential drop on the full geometry, as a function of the ratio between the reduced
thickness t and the skin depth δ. Values obtained at f = 100 Hz for the same block of
Fig. 6.2 but for two different positions of the probe with respect to the notch. The insert
refers to the case in which the probe is off centre.
6.3 Experimental validation of the model
Tests were run on specimens of simple geometry to validate the approximate model
just described; the results of the xperiments were compared with those of three-
dimensional numerical simulations run with the commercial FE code Abaqus.
Four 300-mm long, 18-mm wide, 16-mm thick bars of mild steel AISI 1020 were used
for the tests. Each bar had a 0.5-mm wide notch machined across its width using
electrical discharge machining (EDM); the depth of the notches d ranged from 1 mm
to 5 mm. The probe, attached to the setup described in Chapter 3, consisted of four
small spring-loaded pins, aligned orthogonally to the notch; currents were injected
through the two outer electrodes, which were 35 mm apart, while the voltage drop
was measured across the two inner electrodes, separated by 25 mm.
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Figure 6.9: Schematic of the probe and bars used in the tests.
The tests were run over a range of frequencies between 1 Hz and 1 kHz. The value
of electrical conductivity used in the FE analyses was σ = 5.3 · 106 Ω−1m−1; the
permeability value is not known with precision for ferromagnetic materials as it
is influenced by factors such as the past magnetic history of the material and the
thermal and mechanical treatments the specimen has undergone; the value used in
the present work (µr = 120) falls in the range typical for low-carbon steels [88].
Data were taken initially on one of the bars in an area far from the notch, so as to
have a set of reference values (‘baseline’). The probe was positioned at first with the
four pins aligned on the centreline, then moved along the width of the bar towards
one of the edges. The test was then repeated with the probe straddling each of the
notches, as shown in the schematic of Fig. 6.9.
As an example, the results obtained both numerically and experimentally for the
baseline and for a 5-mm deep notch are reported in Fig. 6.10 and Fig. 6.11 for
f = 1 Hz and f = 1 kHz, respectively. The graphs show the transfer resistance
measured at the voltage electrodes as a function of the distance y of the pins from
the edge of the specimen (so that y = 9 mm represents the case in which the probe
is positioned on the centreline of the bar). It should be noted that at 1 Hz the
standard penetration depth calculated according to Eq. 2.1 would be larger than
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Figure 6.10: Transfer resistance measured at f = 1 Hz calculated with the FE model
(lines) and measured experimentally (symbols) on bars of mild steel. The insert shows
a schematic lateral view of the probe placed at a generic position y from the edge of the
specimen.
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Figure 6.11: Transfer resistance measured at f = 1 kHz calculated with the FE model
(lines) and measured experimentally (symbols) on bars of mild steel.
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the thickness of the specimen, and therefore the geometry of the model for the FE
analysis coincides with the real geometry of the bar: the model thus effectively
represents the DC case. For higher frequencies, on the other hand, the geometry of
the model was modified as discussed in the previous Section, assuming t = δ (e.g.
t = 0.631 mm at 1 kHz).
It can be seen that the values predicted by the FE simulations are in very good
agreement with those measured experimentally, both at low and high frequency.
The model also predicts satisfactorily the increase in transfer resistance as the probe
is moved closer to the edge of the specimen: this effect is much more pronounced
at low frequencies (see Fig. 6.10) because the lateral spreading of currents decreases
with increasing frequency in a similar fashion to the standard penetration depth; a
quantitative analysis of this ‘edge effect’ is presented in Appendix A.
6.4 Conclusions
A simple approximate method for modelling three-dimensional ACPD problems us-
ing a commercial FE code was developed. Modifying the geometry of the tested
specimen prior to the analysis allows accurate prediction of the results of ACPD
measurements by simulating the injection of DC currents: in particular, it was
shown that the thickness of the specimen in the model should be reduced to about
the standard penetration depth δ if the latter is smaller. This is independent of
the probe geometry and position (with the proviso that the separation between the
injecting electrodes be at least twice the reduced thickness) and of the presence of
defects. The model was validated on specimens of simple geometry with notches
of various known depths, and excellent agreement was found with the experimental
results.
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Chapter 7
Depth profiling of
surface-breaking cracks
7.1 Introduction
Estimating the shape and size of a defect is a problem of major interest in many
industrial applications, since the depth of a crack is often a key parameter in calcu-
lations of structural integrity. One of the simplest formulae for the determination of
the maximum depth of a surface-breaking defect by using Potential Drop techniques
is probably the so-called one-dimensional estimate by Dover et al. [58], presented in
Chapter 5 and recalled here for ease of reference:
d =
∆
2
V − V0
V0
. (7.1)
This estimate only applies for infinitely long defects whose depth d is much larger
than the skin depth δ of the current flowing in the material. Michael et al. [40]
noted that, for a rectangular notch of finite length L = 3d, Eq. 7.1 underestimates
the depth by at least 30%.
Most previous work on the inverse problem of using values of transfer resistance
measured at a number of different locations to reconstruct the depth profile of an
unknown defect have either used the one-dimensional estimate as a first guess in an
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Figure 7.1: Geometry of linear array probe.
iterative algorithm [81, 82], or assumed a priori knowledge of the defect shape [40,
89,90], or even made use of parameters to be evaluated heuristically [91]. PD crack
gauges are commercially available that assume the defect has a semi-circular form.
However, this assumption is not always correct. This Chapter reports the results of
a study aimed at developing an inversion technique of more general validity.
7.2 Design and testing of a linear array probe
7.2.1 Guidelines for the design
Potential Drop measurements are usually done with a simple four-point probe like
the one used so far in this work, which employs one pair of electrodes to inject
currents in the specimen to be tested and a second pair to measure the resulting
voltage difference between two points. However, using an array probe in which
multiple pairs of sensing electrodes are connected to a multiplexer would give the
advantage of taking data at several positions along the width of the specimen with-
out having to move the probe; furthermore, keeping the injecting electrodes fixed,
instead of moving them in line with the sensing electrodes, would ensure better uni-
formity of the distribution of currents — and hence of the potential field — in the
measuring area in the presence of edges.
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For the present study a linear array probe like the one shown in the schematic of
Fig. 7.1 was manufactured. The distance 2a between the outer electrodes must be
sufficient to ensure that, if current is injected through them, the resulting distribu-
tion across the measurement pins is fairly uniform. A compromise has to be reached
on the spacing 2b between the lines of inner electrodes: reducing this distance in-
creases the sensitivity to flaws, since the fractional increase in resistance due to
a defect is roughly proportional to the defect depth as a fraction of the electrode
spacing (in the one-dimensional estimate this is assumed to be valid exactly, see
Eq. 5.4); but, on the other hand, it also amplifies the effects of the inevitable errors
and uncertainties in pin positioning in the practical deployment of the probe. After
running a series of numerical simulations with the FE model presented in Chapter 6,
the values chosen were 2a = 60 mm and 2b = 10 mm, respectively; the spacing be-
tween any two of the 9 adjacent pairs in the lines of inner electrodes was set at
s = 2 mm.
The probe thus designed was then calibrated by taking several sets of data on a
500-mm long, 300-mm wide, 2.5-mm thick SS304 plate. Stainless steel is a homo-
geneous material, at least from the point of view of its electromagnetic properties,
and therefore the response of each sensing pair of the probe should be independent
of the position, as long as the probe is placed sufficiently far from the edges of the
plate. This allows a ‘signature’ of the probe to be acquired and any errors due to the
non-uniformity of the current distribution and to unavoidable imperfections in the
making of the probe (e.g. tolerances on the spacing between the sensing electrodes)
to be significantly reduced.
It should be noted at this point that swapping the roles of the electrodes used
for injection and measurement would yield the same results: Maxwell’s reciprocity
theorem states that ‘the relationship between an oscillating current and the resulting
electric field is unchanged if one interchanges the points where the current is placed
and where the field is measured’ (see e.g. [92, 93]). In fact, since it is much more
practical to multiplex the sizeable input currents (∼130 mA) than the very small
measured voltages (order of 1 µV), when running the tests it was decided to measure
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the voltage across the two outer electrodes of Fig. 7.1 and inject current across pairs
of inner electrodes on opposite sides of the defect position in turn.
7.2.2 Modifications to the experimental setup
A multiplexer was then added to the setup described in Chapter 3. In particular, a
battery of three Stanford Research SIM925 octal four-wire multiplexers was used for
these tests. In its original configuration, each of these instruments acts as a switch
that connects one of eight four-wire input channels to one four-wire output; there is
also a bypass channel which allows cascading of multiple instruments. However, it is
also possible to use the SIM925 as a demultiplexer which performs the reverse oper-
ation of connecting one input to one of eight output channels: this latter operating
mode was exploited in this case, so that the currents coming from the scaling ampli-
fiers could be switched between the pairs of injecting electrodes. In order to allow
switching the polarity of currents between the two electrodes of each pair (which
contributes to reducing the CMRR, as explained in Chapter 3), two channels are
needed for each injecting pair, so that a total of 18 channels is required for the probe
used.
7.2.3 Preliminary tests
The probe was tested on the same mild steel bars used in the experiments to validate
the FE model (see Chapter 6); in fact, the tests reported in this Section also represent
part of the validation process. An additional specimen of identical material and
dimensions was also used, on which a ‘sloped notch’ was machined; the depth of
this notch increased constantly along the width of the bar, going from 0.5 mm to
5 mm (these values are measured at the edges). Data were taken over a range of
frequencies between 1 Hz and 1 kHz.
Fig. 7.2 shows a comparison between the data collected experimentally at f = 1 Hz
and the predictions of the FE model with a fully DC analysis, for the three cases of
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Figure 7.2: Transfer resistance measured at f = 1 Hz calculated with the FE model
(lines) and measured experimentally with a linear array probe (symbols) on bars of mild
steel. The insert shows a schematic lateral view of one of the inner electrodes at a generic
position y on the specimen with a sloped notch.
the probe positioned in an area with no notches (baseline) or straddling either the
sloped notch or a notch with a constant depth of 5 mm: the measured or calculated
transfer resistance is plotted as a function of the distance y of the injecting (inner)
electrode pair from the edge of the specimen (for the bar with a sloped notch, y = 0
was chosen on the shallower side, so that the notch depth increases with y, as shown
in the insert of Fig. 7.2). Fig. 7.3 shows the values of transfer resistance measured
for the same specimens at f = 1 kHz, compared with those predicted by the FE
model in which a reduced thickness t = δ(1 kHz) = 0.631 mm was assumed. Both the
DC and the AC cases show a very good agreement between the numerical and the
experimental results for each of the specimens.
A comparison of Figs. 7.2 and 7.3 with Figs. 6.10 and 6.11 shows that the values of
transfer resistance measured with the linear array probe are not only lower because
of the smaller distance 2b between the inner electrodes, but also more uniform across
the width of each specimen because the outer electrodes are kept fixed. The increase
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Figure 7.3: Transfer resistance measured at f = 1 kHz calculated with the FE model
(lines) and measured experimentally with a linear array probe (symbols) on bars of mild
steel.
in sensitivity resulting from the reduction of the spacing 2b between the inner pairs
is also evident.
If the values of transfer resistance measured on the baseline are subtracted from those
measured across the notches, the graphs of Fig. 7.4 and Fig. 7.5 are obtained for f =
1 Hz and f = 1 kHz, respectively: these values thus represent the additional transfer
resistance introduced by a defect. The increasing depth of the sloped notch can be
clearly identified from the data, but it can also be seen that its depth cannot simply
be estimated from the resistance measured at a given point, since the maximum
resistance measured is less than that on the uniform 5-mm deep notch. This under-
or overestimation is due to the averaging effect caused by the lateral spreading of
the currents, and it is less pronounced at higher frequencies.
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Figure 7.4: Increase in transfer resistance due to the presence of a notch for the case of
Fig. 7.2 (f = 1 Hz): predictions of the FE model (lines) and experimental values (symbols).
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7.3 Focusing
The thin line in Fig. 7.6 shows the current distribution across the centreline of the
array probe when a unit DC current I0 is injected between the two central electrodes
on a plate with no defects (refer to Appendix B for a mathematical derivation): the
wide lateral spread of current is what causes the averaging effect that ‘smears’ rapid
variations in the depth profile of a defect.
In ultrasonic testing, similar problems are routinely solved by employing a focused
probe or by using an array probe with delay laws adjusted to give a focus [94, 95].
Similarly, the reciprocal array of Fig. 7.1 gives the possibility of producing ‘focused’
currents. If a negative current was applied to the pairs of electrodes j = ±1 in
Fig. 7.1 adjacent to the central pair (j = 0) which was driven with the positive
current that yielded the thin-line distribution of Fig. 7.6, it would be expected that
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Figure 7.6: Current distribution along the centreline (x = 0) of the array probe for
focusing with 1, 3 and 5 pairs of electrodes, optimised for DC. The values are scaled to the
current density reached at y = 0 in each case.
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part of the wide lobe could be cancelled out, thus ‘squeezing’ the current into the
centre of the array. The thick black and grey curves of Fig. 7.6 show the resulting
current distribution if this concept is applied to three and five pairs of electrodes,
respectively: the peak is considerably narrower, as desired.
The optimum weightings of currents applied to the pairs are different depending
on the number of pairs used, and they are also a (weak) function of frequency.
The distributions shown in Fig. 7.6 are for low frequency (DC) and are obtained
by injecting I±1 = −0.44 at the electrode pairs j = ±1 for 3-pair focusing, or
I±1 = −0.57 at j = ±1 and I±2 = +0.10 at j = ±2 for five pairs. These values,
scaled to the positive unit current I0 injected at the central pair, are obtained by
minimising the value of the integral∫ ∣∣∣∣Jx(y)Jx(0)
∣∣∣∣ dy (7.2)
where Jx is the axial current density at the centreline of the array, as plotted in
Fig. 7.6, and the integral is calculated over the centreline along the entire width of
the specimen.
In practice the focusing was done synthetically, with a procedure analogous to SAFT
(Synthetic Aperture Focusing Technique), commonly used in ultrasound and radar
(see for example [94–96]). Measurements were taken by applying the same current
to each electrode pair in turn, and the focused results were computed later by
combining the weighted data, so that the total transfer resistance R is given by
R =
∑
j
Ij
I0
Rj (7.3)
where Rj is the transfer resistance measured for each electrode pair (with j varying
for example between −2 and +2 in the case of focusing with five pairs).
This worked well on data calculated with the FE model. However, when applied
to experimental data, focusing introduced so much scatter that the data became
unusable for the purpose of reconstructing the depth profile of a defect: an example
of this will be shown in the next Section (see Fig. 7.15). It was realised that this
was due to the reduction in the total current caused by focusing. The values plotted
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Figure 7.7: Current distribution along the centreline of the array probe for focusing with
1, 3 and 5 pairs of electrodes, optimised for DC.
in Fig. 7.6 are in fact normalised current densities, i.e. they have been scaled to
the value reached at the centre of the array (y = 0) in each case; if the values
are not scaled, as in Fig. 7.7, it becomes apparent that the reduction of the lateral
spreading has been obtained at the price of a simultaneous significant decrease in the
total current flowing in the area of inspection. Associated with this is a pronounced
reduction in the amplitude of the measured signal: by substituting the values of the
weighting factors in Eq. 7.3, it is found that the total transfer resistance decreases
to about 12% of its ‘pre-focusing’ value if using three pairs, and to only about 6%
(a loss of more than 20 dB) if using five pairs. As a consequence, the effects of the
unaltered level of noise in the measurements become much more pronounced.
This problem can be overcome by modifying the geometry of the probe. Bringing
the inner lines of electrodes closer to each other contributes to narrowing the peak in
the current distribution: Fig. 7.8 shows the DC distribution for one, three and five
electrode pairs when the distance 2b between the lines of injection pins is reduced to
122
7. Depth profiling of surface-breaking cracks
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
-20 -15 -10 -5 0 5 10 15 20
Lateral position, y  [mm]
A
x i
a l
 c
u r
r e
n t
,  J
x
 [ a
r b
i t r
a r
y  
u n
i t s
]
  1 pair
  3 pairs
  5 pairs
Figure 7.8: Current distribution along the centreline of an array probe with reduced
spacing between the lines of inner electrodes (2b = 5 mm), for focusing with 1, 3 and 5
pairs of electrodes, optimised for DC.
5 mm, a value for which the noise associated with the uncertainties in pin spacing was
found to be still acceptable. An important advantage offered by this reduced spacing
is that the decrease in peak amplitude introduced by focusing is less pronounced:
using three or five pairs of electrodes, current at the centre is over 60% of the value
for one pair. Corresponding to this, the optimum weightings of currents applied to
adjacent pairs, reported in Table 7.1, are also more favourable: the total amplitude
of the focused signal, calculated with Eq. 7.3, is still about 30% of the ‘pre-focusing’
value even for five pairs.
Another modifiable probe parameter is the spacing s between two consecutive elec-
trode pairs. It is intuitive that reducing this distance would produce an even sharper
focusing of currents, but again the price to be paid would be a significant reduction
in the amplitude of the signal. Fig. 7.9 shows the DC current distribution that
would be obtained for three different values of s while keeping 2b = 5 mm fixed.
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Table 7.1: Optimum weightings of currents applied to electrode pairs of a linear array
probe with 2a = 60 mm, 2b = 5 mm and s = 2 mm, for low-frequency measurements.
I0 I±1 I±2
1 pair (no focusing) 1.00 0 0
3 pairs 1.00 -0.33 0
5 pairs 1.00 -0.39 0.04
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Figure 7.9: Current distribution along the centreline of array probes with various spacings
s between consecutive electrode pairs, for focusing with three pairs of electrodes, optimised
for DC.
On the basis of these results, it was therefore decided to build a second-generation
linear array probe, where the distance between the inner (injecting) electrodes was
reduced to 2b = 5 mm, whereas the spacing between two consecutive pairs was
kept at s = 2 mm and the separation between the outer (sensing) electrodes at
2a = 60 mm. This newer probe was used for all the tests whose results are reported
in the following Section, unless otherwise specified.
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Figure 7.10: Example of a specimen used in the tests.
7.4 Reconstruction of notch profiles using a
focused array
7.4.1 Notches of different shape
Tests were run on 200-mm long, 50-mm wide, 10-mm thick blocks of SS304; one of
them was kept intact to serve as a reference (baseline), whereas notches of different
shapes and sizes were machined on the other specimens, using EDM (Electrical
Discharge Machining). As an example, a block with a 10-mm long, 3-mm deep
rectangular notch is drawn in Fig. 7.10. The frequency of the currents used in the
experiments was f = 10.3 Hz; as the standard penetration depth δ for SS304 at this
frequency is larger than the thickness of the specimens, numerical simulations with
the FE model were run on the unmodified geometry.
Fig. 7.11 shows the results of FE simulations and experimental measurements on
the baseline and on three specimens with notches of different shapes (rectangular,
triangular, circular arc) but identical length and maximum depth; it should be noted
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Figure 7.11: FE predictions (lines) and measurements (symbols) at 10.3 Hz on a notch-
free specimen and on specimens with 10-mm long, 3-mm deep notches of different shapes.
that no focusing has been applied at this stage. Three array positions were required
to cover the full block width, which explains the three groups of points in the graph
for each specimen; the sudden jumps in the values are also due to the change in the
position of the probe, and in particular of the outer electrode pair. Some variation
would be expected across the array even in an infinitely wide undamaged plate,
because the outer electrodes are fixed and only directly in line with the central pair
of the array. This effect is predicted satisfactorily by the FE model, as is the much
larger variation towards the edges of the specimen; both effects are removed once
results relative to the baseline are considered.
As an example, the reconstructed profile of the triangular notch is shown in Fig. 7.12.
At each measuring point the estimated depth is given by
d = T · R−R0
R
(7.4)
where T is the block thickness and R and R0 are the transfer resistances measured on
the notched specimen and on the baseline, respectively. This formula is easily derived
assuming that at low frequency the potential drop (or equivalently the resistance) is
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Figure 7.12: Reconstructed profiles of a 10-mm long, 3-mm deep triangular notch using 1,
3 and 5 pairs of electrodes to focus currents. FE predictions (solid lines) and measurements
(symbols) compared with the real profile (dashed line).
inversely proportional to the remaining local thickness T−d ‘seen’ by the current. It
is therefore important that the lateral spreading of the current be small, as achieved
by focusing. The results of Fig. 7.12 show that focusing the currents synthetically
does in fact yield a very good reconstruction of the depth profile even for three
electrode pairs. Note that both R and R0 must be evaluated by using the same
number of electrodes in Eq. 7.3 if focusing is used.
The reconstruction of the rectangular notch (see Fig. 7.13) is less satisfactory: focus-
ing, while sharpening the representation of the step at the extremities of the notch,
causes an overestimation of the maximum depth. Defects of such shape, however,
are very unlikely to occur in practice; in fact, previous studies on this subject often
made the assumption that cracks have a semi-circular or semi-elliptical shape (see
for example [40] and [89]). A circular arc is therefore a fairer approximation of a
real crack. The results for this notch are shown in Fig. 7.14: as for the triangular
notch, the reconstruction is very good if focusing with three or five pairs.
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Figure 7.13: Reconstructed profiles of a 10-mm long, 3-mm deep rectangular notch. FE
predictions (solid lines) and measurements (symbols) compared with the real profile (dashed
line).
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Figure 7.14: Reconstructed profiles of a 10-mm long, 3-mm deep circular arc notch. FE
predictions (solid lines) and measurements (symbols) compared with the real profile (dashed
line).
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Figure 7.15: Reconstructed profiles of a 10-mm long, 3-mm deep rectangular notch using
a probe with larger distance between lines of inner electrodes (2b = 10 mm) and focusing
with the current distributions of Fig. 7.6. FE predictions (solid lines) and measurements
(symbols) compared with the real profile (dashed line).
As a comparison, Fig. 7.15 shows the results obtained for the rectangular notch
with the first-generation linear array probe, i.e. with a bigger spacing between the
lines of sensing electrodes: it can be seen that the ‘unfocused’ reconstruction is of
much lower quality than for the new probe with reduced spacing. Furthermore,
the weightings of the injected currents used for the focusing in this case were those
calculated for the normalised current densities of Fig. 7.6: the much larger scatter
introduced by using these values for focusing is apparent.
7.4.2 Notches of different aspect ratio
Further tests were run on specimens having notches of similar shape and identical
area but different aspect ratio. In particular, the triangular notch of Fig. 7.12
was compared with a shorter but deeper notch (6×5 mm as opposed to 10×3) and a
longer but shallower one (15×2 mm); the results are shown in Fig. 7.16 and Fig. 7.17,
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Figure 7.16: Reconstructed profiles of a 6-mm long, 5-mm deep triangular notch. FE
predictions (solid lines) and measurements (symbols) compared with the real profile (dashed
line).
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Figure 7.17: Reconstructed profiles of a 15-mm long, 2-mm deep triangular notch. FE
predictions (solid lines) and measurements (symbols) compared with the real profile (dashed
line).
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respectively. The maximum depth of the deeper notch is underestimated by ∼40%
even if focusing is used. Defects whose depth is almost equal to their length (or even
larger) cannot be sized accurately by Potential Drop methods because currents will
flow around their sides, rather than below them: this is an intrinsic limitation of PD
techniques, but it should be mentioned that the geometry of real cracks is unlikely
to be so sharp. On the other hand, focusing gives an excellent reconstruction of the
depth profile of the shallower notch, whose aspect ratio is closer to those encountered
in practice.
7.5 Conclusions
A linear array probe was developed which allows faster acquisition of Potential Drop
data. Tests were run on EDM notches of various shapes and sizes; the agreement
between the results of experimental measurements and numerical simulations with
a FE model is excellent. The data thus obtained is then processed using a simple
inversion formula which has been shown to give a good reconstruction of the notch
depth profiles. It is important to note that no a priori assumption is made on the
geometry of the defect; the reconstruction was found to work particularly well for
shapes that approximate more closely the profile of real cracks.
In addition, it has been shown that synthetic focusing of the injected currents im-
proves the results, as it sharpens the representation of rapid variations in the depth
profile. The improvement can be noticed already when focusing with three pairs of
electrodes, whereas extending the process to more pairs does not give any significant
further contribution to the quality of the reconstruction.
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Chapter 8
Potential Drop mapping
8.1 Introduction
In addition to the sizing of surface-breaking cracks as discussed in the previous
Chapter, Potential Drop techniques can be used for the monitoring of corrosion and
erosion on the inner surface of pipes, containers, pressure vessels, etc. [28, 63, 64,
66, 67, 97]. An array of electrodes is used to inject currents and measure voltages
at multiple locations on the outer surface of the inspected region; the data are
then combined to produce maps which give information on the position and size of
defects. In order to achieve penetration of the currents through the entire thickness
of the structure to be tested, the skin depth must be larger than the thickness of
the specimen; therefore, the currents used for this application are low-frequency or
even DC.
The DCPD systems by CorrOcean and by Rowan Technologies which were pre-
sented in Chapter 4 are examples of commercially available setups for remnant wall
thickness monitoring that have been employed in the power generation industry.
Unfortunately, very little quantitative information on the performance of these sys-
tems has been published. In [64] it is reported that corrosion in boilers at a power
plant was successfully monitored over a period of 2.5 years, at the end of which the
remaining wall thickness had decreased by about 30% in the most damaged areas;
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the estimated spatial variations were slow, typically in the range of 1 mm/m.
In this Chapter an attempt will be made at assessing more systematically the capa-
bilities of PD systems for such applications. In particular, the aim is to determine
how accurately the maximum depth of a defect (or minimum remaining thickness)
can be estimated as a function of the size and shape of the defect itself and of the
geometry of the probe. An alternative formulation of the problem is to determine
the minimum size of a defect whose depth can be estimated within a given degree
of accuracy, and the probe configuration required to obtain this.
8.2 Ad hoc approximation for data inversion
Corrosion, like erosion, will be modelled as a loss of material, thus neglecting the
presence of any products of chemical reactions, whose electrical conductivity is usu-
ally much smaller than that of the remaining tested material. Estimating the depth
of an area of corrosion/erosion is then equivalent to determining the remnant thick-
ness of the piece being inspected.
As mentioned in Chapter 5, an analytical expression for the voltage V between
the measuring electrodes of a four-point probe when DC currents are injected on
an infinite plate of uniform thickness t and conductivity σ was recently derived by
Bowler [70]. For example, for an in-line probe with separation 2a between the outer
electrodes and 2b between the inner electrodes, the voltage is
V =
I
piσ
∞∑
n=0
n
[
1√
(a− b)2 + (2nt)2 −
1√
(a+ b)2 + (2nt)2
]
, (8.1)
where 0 = 1 and n = 2 for n 6= 0.
As the thickness t of the plate increases, the potential drop between the two mea-
suring electrodes tends to a constant value, determined by the distances between
the electrodes:
Vthick =
I
piσ
[
1
a− b −
1
a+ b
]
=
I
piσ
k1. (8.2)
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This asymptotic value can be derived from Eq. 8.1 by taking the limit for t → ∞.
Bowler also showed that Eq. 8.1 has another asymptote for very thin plates:
Vthin =
I
piσt
ln
a+ b
a− b =
I
piσ
k2
t
. (8.3)
Note that, in Eqs. 8.2 and 8.3, k1 and k2 are constants whose values depend exclu-
sively on the geometry of the probe: two particular cases will be examined in the
next Section.
An extension of these asymptotes allows us to write an approximate expression for
V in the general case of a plate of finite thickness t:
V ≈ [V βthick + V βthin]
1
β =
I
piσ
[
kβ1 +
(
k2
t
)β] 1β
, (8.4)
where β is a parameter that can be fitted (e.g. with the least squares method) to
minimise the difference between the approximate values calculated with this equa-
tion and the exact values given by Eq. 8.1.
As an example, Fig. 8.1 shows the voltage that would be measured for the injection
of a unit current on an infinite plate of stainless steel 304 when using an in-line
four-point probe in which all the electrodes are equally spaced by s = 20 mm. The
two asymptotes are also shown on the same chart. It can be seen that the values
given by Eq. 8.4 are indeed a very good approximation of those obtained with
Eq. 8.1, as the two curves almost coincide: the difference between the two, plotted
in Fig. 8.2 as a function of the plate thickness t, does not exceed 3% for β = 3. It
is worth mentioning that here it was deliberately chosen to assign an integer value
to β for simplicity; if this parameter were allowed to assume real values, then the
maximum error could be reduced to just over 1% by setting β = 3.33 (determined
by minimising the area under the curve of Fig. 8.2 with the least squares method).
The advantage over Eq. 8.1 offered by Eq. 8.4 is that the latter can be easily inverted
to give
t =
k2[(
piσV
I
)β
− kβ1
] 1
β
: (8.5)
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Figure 8.1: Voltage between the measuring electrodes of an equispaced in-line four-point
probe, with spacing s = 20 mm, for the injection of a unit current on an infinite SS304
plate of variable thickness t: predictions with the analytical formula of Eq. 8.1 (line) and
with the approximation of Eq. 8.4 (symbols).
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Figure 8.2: Difference between the voltage calculated with Eq. 8.4 and the exact values
given by Eq. 8.1 for an equispaced in-line four-point probe, as a function of plate thickness.
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this formula can be used for the inversion of Potential Drop data, i.e. to estimate
the thickness t of a tested plate of known conductivity σ from measurements of
the voltage difference V between two points on its surface. It is worth emphasising
that k1, k2, and ultimately β, can be calculated in advance for a given arrangement
of electrodes, as they depend only on the probe geometry. In the presence of an
infinitely large corrosion/erosion region of uniform depth d on the bottom surface
of the plate, Eq. 8.5 will give the estimated remaining thickness (T − dest), where T
is the thickness of the plate in its undamaged state; the defect depth can then by
obtained simply by rewriting Eq. 8.5 as
dest = T − k2[(
piσV
I
)β
− kβ1
] 1
β
. (8.6)
However, in the practical case of a defect of finite length L and width W , the
potential drop V will be smaller, since part of the current can flow around the defect;
this will cause an underestimation of the defect depth. It is therefore necessary to
correct for the finite size of the defect.
Numerical simulations with the FE model described in Chapter 6 and validated
against the analytical solution for an undamaged plate given in [70] were run for
this purpose, considering defects of various lengths L, widthsW and depths d located
at the centre of the bottom surface of a 360-mm long, 360-mm wide, 10-mm thick
SS304 plate, as in the schematic of Fig. 8.3.
8.3 Geometry of the array probe
8.3.1 Standard configuration
The geometry of the array probe initially considered was a matrix of equally spaced
electrodes, as shown in Fig. 8.4. A set of four horizontally, vertically or diagonally
consecutive electrodes is used at a time; it will be assumed for simplicity that,
in each set of four, currents are injected at the two outer electrodes and voltages
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Figure 8.3: Geometry of the SS304 plate modelled in the FE simulations. Note that the
defect is centred on the bottom surface of the plate, not close to the edge as it may appear:
this is only an optical effect due to the perspective.
s
I+ I–V–V+
Figure 8.4: Schematic of array probe using the standard configuration: each electrode
can be used for current injection or voltage measurement.
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measured at the two inner ones, as in the example of Fig. 8.4, although, as discussed
in Section 7.2, swapping the roles of the electrodes would give identical results.
The voltages measured with each set are then combined to reconstruct a map of
remaining thickness, or equivalently of defect depth. This arrangement of electrodes
is employed in existing commercial systems (e.g. the system developed by Rowan
Technologies, [33, 64]) and will be referred to as ‘standard configuration’. Here the
interest is to define the optimum spacing s between the electrodes.
For this configuration, substituting 2a = 3s and 2b = s in Eqs. 8.2 and 8.3, the
expressions of the constants k1 and k2 assume a particularly simple form:
k1 =
1
2s
(8.7)
and
k2 = ln 2. (8.8)
The exact optimum value of β, the remaining parameter in Eq. 8.6, depends on the
probe spacing and should therefore be determined for each value of s; however, for
all electrode spacings in the range considered here, setting β = 3 is a very good
approximation.
In order to separate the effects of finite length and finite width of a defect, a first
batch of FE simulations were run on infinitely wide defects of variable finite length
L: the results obtained for 3-mm (= 30%) deep defects and different probe spacings
are shown in Fig. 8.5. The depth of long defects is estimated accurately with Eq. 8.6
independent of the probe spacing s, whereas the underestimation of shorter defects
is more pronounced for bigger values of s; on the other hand, a reduced spacing
implies that a considerably larger number of electrodes would be required to cover a
given area. A compromise could be reached with a spacing of about twice the plate
thickness (s = 2T ).
However, if infinitely long defects of finite width W are considered, then the voltage
measured between the central pair of electrodes, and hence the depth estimated
using Eq. 8.6, does not increase monotonically with the defect width. As shown in
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Figure 8.5: Maximum estimated depth as a function of defect length for an infinitely wide,
30% deep defect, using the standard configuration with three different probe spacings, s.
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Figure 8.6: Maximum estimated depth (as fraction of plate thickness) as a function of
defect width (in multiples of the probe spacing) for an infinitely long, 30% deep defect,
using the standard configuration with three different probe spacings, s.
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Fig. 8.6, the non-monotonic behaviour occurs for s ≤ W ≤ 3s, i.e. when the defect
extends between the outer (current) and the inner (voltage) electrodes. The reason
for this apparently surprising phenomenon is that the presence of an area of reduced
thickness, and therefore higher electrical resistance, between the injecting electrodes
alters the distribution of the currents, forcing them to spread out in the y direction
(see the schematics of Fig. 8.7): the decrease in the density of current lines around
the pair of electrodes aligned with the injection points (V+ and V− in Fig. 8.7b)
translates in a reduction of the voltage measured between them; on the other hand,
a slight increase can be observed in the potential drop between electrodes above
or below the central pair (such as V+1 and V
−
1 ). This effect is less pronounced for
smaller values of the probe spacing s, because the fraction of current flowing in
the bottom part of the plate, and therefore affected by the presence of a defect, is
relatively small if the distance between the injecting electrodes is comparable with
the plate thickness T .
As a consequence of this, any defect narrower than about three times the electrode
spacing (i.e. W < 6T if using s = 2T ) cannot be sized reliably using this probe
configuration. Note that, while Fig. 8.6 suggests that a monotonic relationship
between the measured voltage and the defect width could be obtained by using a
I–I+ V–V+ I–I+ V–V+
W
(a) (b)
V1+ V1–
y
x
Figure 8.7: Schematic of current distribution (a) in an intact plate, (b) in a plate with
an infinitely long corrosion of width W.
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probe with a spacing s ≤ T , this solution is in fact not viable, not only because of the
large number of electrodes that would be needed, but also because the penetration
of currents through the thickness, and therefore the sensitivity to corrosion/erosion
on the far side, would be reduced.
8.3.2 Adjacent configuration
From the results just discussed it appears that bringing the voltage measurement
electrodes closer to the current injection electrodes would be beneficial. The result-
ing arrangement, shown in Fig. 8.8, will be referred to as ‘adjacent configuration’.
In the following, the term ‘pair’ will be used to indicate one current electrode and
its adjacent voltage electrode. As in the standard configuration, four electrodes at a
time (two pairs in horizontal or vertical direction) are used to collect the data which
will then be used for the reconstruction, and reciprocity ensures that the measured
voltages do not change if the current and voltage electrodes are reversed.
The separation between the two electrodes in a pair was set to λ = 2 mm throughout
this work, but it could be easily optimised; here the focus is rather on determining
p λ
Figure 8.8: Schematic of array probe using the adjacent configuration: solid and empty
circles indicate current and voltage electrodes, respectively.
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an optimal value for the pitch p between any two current (or voltage) electrodes.
From [70], the DC potential drop for this probe geometry on an undamaged infinite
plate of thickness t is
V =
I
2piσ
∞∑
n=0
n
[
2√
λ2 + (2nt)2
+
− 1√
(p+ λ)2 + (2nt)2
− 1√
(p− λ)2 + (2nt)2
]
,
(8.9)
where 0 = 1 and n = 2 for n 6= 0; this expression is different from Eq. 8.1 because
of the different topology of the probe. The asymptotes are
Vthick =
I
piσ
[
1
λ
− p
p2 − λ2
]
, (8.10)
Vthin =
I
piσt
ln
√
p2
λ2
− 1, (8.11)
hence the values taken by the constants k1 and k2 in Eq. 8.6 are:
k1 =
1
λ
− p
p2 − λ2 , (8.12)
k2 = ln
√
p2
λ2
− 1. (8.13)
The value of β, the other parameter in Eq. 8.6, also depends on p and λ; choosing
β = 2, as was done to obtain the results presented here, gives a maximum error of
less than 4% for all values of probe pitch considered in this work.
FE simulations showed that the voltage measured with this alternative array config-
uration (and thus the estimated depth) does increase monotonically not only with
the length of the flaw, but also with its width, as shown in Fig. 8.9 for the same
infinitely long, 3-mm (30%) deep defects of Fig. 8.6. The simple shape of these
curves suggests that the underestimation of the depth of small defects can be cor-
rected for if a reasonable estimate of the defect width could be obtained. As may
be expected, this underestimation is more pronounced for probes with a larger pitch
p; on the other hand, larger values of p also yield more accurate estimates of the
depth of large defects, as confirmed in Fig. 8.10 for defects of infinite length and
width and variable depth. A compromise must therefore be reached, depending on
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Figure 8.9: Maximum estimated depth as a function of defect width for an infinitely long,
30% deep defect, using the adjacent configuration with three different probe pitches, p.
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Figure 8.10: Maximum estimated depth dest versus true depth d for defects of infinite
length and width, using the adjacent configuration with three different probe pitches, p. The
dashed line (almost hidden behind the line for p = 4T ) indicates the ideal case dest = d.
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Figure 8.11: Maximum estimated depth dest versus true depth d for square defects of
three different sizes, using the adjacent configuration with a probe pitch p = 3T . The
dashed line indicates the ideal case dest = d.
the accuracy required and on the dimensions of the smallest defect that should be
reliably sized; a probe pitch p = 3T was chosen for the remainder of this work.
The combined effect of finite length and width can be seen in Fig. 8.11, which shows
the estimated depth dest (given by Eq. 8.6) for square defects of different side lengths
as a function of the true depth d, for a probe with adjacent configuration and pitch
p = 3T . The estimate is accurate for defects of plan size 6T , or twice the probe
pitch; for smaller defects, correction factors could be applied if the length and width
of the defect could be estimated from the array data.
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8.4 Maps of corrosion: numerical and
experimental results
For the experimental tests, a flat-bottomed, 60-mm sided square defect of depth
d = 3 mm was machined at the centre of a 500×500×10 mm SS304 plate. Based
on the results of the FE simulations, it was decided to build an array probe ex-
ploiting the adjacent configuration with a pitch p = 30 mm. The probe, pictured
in Fig. 8.12, had 16 pairs of electrodes arranged in four rows. The setup described
in Chapter 3 was used, with the addition of four Stanford Research SIM925 octal
four-wire multiplexers: two of these were in fact used as demultiplexers to drive the
current electrodes, as explained in Section 7.2, while the other two were used to
multiplex the voltages.
Low-frequency currents (10 Hz) were injected in the material. At this frequency the
standard depth of penetration δ for stainless steel, calculated with Eq. 2.1, is much
larger than the thickness T of the specimen, so it can be safely assumed that the
hypothesis of a DC regime, under which Eq. 8.9 was derived, is satisfied to very
good accuracy.
Data are acquired by injecting small currents (around 130 mA) between two hor-
(a) (b)
Figure 8.12: Photographs of the array probe used for the experiments: views (a) from
the top and (b) from the side.
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Figure 8.13: Maps of estimated depth for a 30% deep, 60-mm sided square defect on a
500×500×10 mm SS304 plate, using the adjacent configuration with a probe pitch p = 3T .
Probe in position (C) relative to defect centre (see Fig. 8.16). Reconstructions from (a)
results of FE model, (b) experimental measurements. The dashed square indicates the real
position of the defect.
izontally or vertically consecutive current electrodes at a time and measuring the
voltages between the electrodes adjacent to the injection points. The local estimated
depth is then calculated for each set using Eq. 8.6, and interpolation between the
reading points finally results in the map of Fig. 8.13b. This can be compared with
the map of Fig. 8.13a, obtained from the results of the FE simulations. The agree-
ment between numerical and experimental results is very good; the position of the
defect is reconstructed correctly, and the maximum estimated depth (28.5% with
the FE data, 28.1% with the experimental data) is encouragingly close to the real
depth (30%), even though no correction factors have been applied for the finite size
of the defect.
It is found that a quick, reasonable estimate of the defect length or width can be
obtained simply with a 6-dB drop criterion, i.e. by taking a horizontal or vertical
section through the map of Fig. 8.13 (not necessarily through the centre of the de-
fect) and evaluating the distance between the two points at which the estimated
depth is half of the maximum along that section, as shown in Figs. 8.14 and 8.15.
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Figure 8.14: Variation of estimated depth along section y = 0 of the maps of Fig. 8.13:
numerical (lines) and experimental values (symbols), scaled to the respective maximum
along the section.
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Figure 8.15: Variation of estimated depth along section y = p of the maps of Fig. 8.13.
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Figure 8.16: Possible positions of the array probe relative to the defect centre.
This suggests that the introduction of correction factors to compensate for the un-
derestimation caused by the finite size of defects would be straightforward.
For a square defect such as the one considered here, the position of the array probe
relative to the defect centre can vary between four extreme cases, represented in
Fig. 8.16: the defect centre can coincide with (A) the centre of a horizontal set of
electrodes, (B) an electrode pair, (C) the centre of a vertical set of electrodes, or
(D) the centre of a diagonal set. The maps of Fig. 8.13 were obtained with the
array in position (C), but the other positions give very similar results, as can be
seen in Figs. 8.17–8.19. In all cases the maximum estimated depth is close to the
actual value, varying between 26.2% and 28.6%. It can therefore be concluded that
the quality of the results is not significantly affected by the position of the array
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Figure 8.17: Maps of estimated depth for a 30% deep, 60-mm sided square defect on a
500×500×10 mm SS304 plate, using the adjacent configuration with a probe pitch p = 3T .
Probe in position (A) relative to defect centre (see Fig. 8.16). Reconstructions from (a)
results of FE model, (b) experimental measurements.
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Figure 8.18: Maps of estimated depth for a 30% deep, 60-mm sided square defect on a
500×500×10 mm SS304 plate, using the adjacent configuration with a probe pitch p = 3T .
Probe in position (B) relative to defect centre (see Fig. 8.16). Reconstructions from (a)
results of FE model, (b) experimental measurements.
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Figure 8.19: Maps of estimated depth for a 30% deep, 60-mm sided square defect on a
500×500×10 mm SS304 plate, using the adjacent configuration with a probe pitch p = 3T .
Probe in position (D) relative to defect centre (see Fig. 8.16). Reconstructions from (a)
results of FE model, (b) experimental measurements.
probe relative to the defect, which will generally be unknown in applications of this
technique in the field.
A comparison of the corrosion maps reconstructed from the FE data obtained on the
same damaged SS304 plate with the two array probe configurations discussed in this
Chapter is shown in Fig. 8.20. It can be observed that the standard configuration,
while giving a very good reconstruction of the shape of the defect, underestimates
considerably its depth (the maximum value predicted is 22.1%, compared to 28.5%
with the adjacent configuration and to the real value of 30%): as discussed in the
previous Section, this is due to the non-monotonic variation of the measured voltage
with defect width.
Finally, it should be mentioned that similar results were obtained when modelling
scalloped rather than flat-bottomed defects. As an example, let us consider a cor-
rosion region whose square plane size varies linearly between 66 mm at the bottom
surface of the plate and 54 mm at the maximum defect depth of 3 mm, as shown
in the schematic of Fig. 8.21: except for the case of pitting corrosion, the spatial
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Figure 8.20: Maps of estimated depth for a 30% deep, 60-mm sided square defect on a
500×500×10 mm SS304 plate. Reconstructions from results of the FE model using (a) the
adjacent configuration with a probe pitch p = 3T , probe in position (A) relative to defect
centre (see Fig. 8.16); (b) the standard configuration with a probe spacing s = 2T .
variations occurring in practical applications are not expected to be significantly
sharper than this. The reconstructed maps (obtained from FE data with the adja-
cent configuration for the four possible positions of the probe considered in Fig. 8.16)
are shown in Fig. 8.22. It was found that the reconstruction of a scalloped defect is
almost identical to that of a flat-bottomed defect having the same depth and a plane
size equal to the average plane size of the scalloped defect (60 mm in the example),
as can be noticed if the maps of Fig. 8.22 are compared with those of Figs. 8.13a
and 8.17a–8.19a. Note also that the maximum estimated depth is close to the real
depth in all cases.
8.5 Conclusions
A closed analytical expression for the estimation of remaining thickness from Po-
tential Drop measurements was derived from an asymptotic extension of a formula
given in the literature. This expression was used in the study of suitable array
configurations for mapping of corrosion and erosion.
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Figure 8.21: Section of plate with a scalloped defect (compare with the section of Fig. 8.3).
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Figure 8.22: Maps of estimated depth for a scalloped defect of average plane size 60 mm
and maximum depth 3 mm (=30%) on a 500×500×10 mm SS304 plate, using the adjacent
configuration with a probe pitch p = 3T , for four positions of the probe relative to defect
centre (see Fig. 8.16). Reconstructions from results of the FE model.
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Numerical simulations with a FE model showed that the response of a conventional
array probe used in commercially available DCPD systems may not increase mono-
tonically with defect size, thus making the determination of depth unreliable for
defects smaller than about three times the electrode spacing. This problem can be
overcome by using instead a novel ‘adjacent configuration’. This alternative arrange-
ment of electrodes was shown to give good estimates of depth directly for defects
whose size was twice the probe pitch, with excellent agreement between the exper-
imental results and the predictions of the FE model. For smaller defects, simple
correction factors can be used based on the defect length and width, which in turn
can be easily estimated from the map of array data.
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Chapter 9
Conclusions
9.1 Review of thesis
This thesis explored the possibility of using Potential Drop techniques for the char-
acterisation of defects of various geometries; the subject of the research and the
framework in which this project is set were introduced in Chapter 1. A summary
of this work and of the results obtained is given here; for convenience, the main
findings are again recapitulated in a more concise form in the next Section.
The fundamentals of the most widely used electromagnetic methods for Non-De-
structive Testing were briefly described in Chapter 2, showing that Potential Drop
techniques share some of the basic principles with other EM inspection methods.
The advantages and disadvantages, practical applications and limitations of each
technique were discussed, and reference was made to the available literature. From
this review it emerged that, thanks to the recent advances in electronics and to the
enormous, fast developments in computational capabilities, margins of improvement
exist for Potential Drop techniques: the intensity of the currents injected in the
material for the inspection can be significantly reduced; numerical simulations can
be used to gain further insight on the interaction processes between the currents and
any defects present in the tested structure, and also to improve the probe design; new
methods for the processing and inversion of the acquired data can be developed. The
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outcome of this review was therefore used to formulate an outline for the progress
of the present work.
An initial, crucial part of this project was the development of an experimental
setup for PD measurements, which was carried out under the guidance of Prof.
P. B. Nagy. The setup was described in Chapter 3, where the characteristics of the
instrumentation used were briefly discussed. The main advantage offered by this
setup over existing laboratory or commercial systems is that currents of intensity
as small as a few mA can be injected even for quasi-DC (low frequency) inspection,
thanks to the high Common Mode Rejection Ratio offered by state-of-the-art ampli-
fiers and preamplifiers, which allows very small differential signals to be recovered.
Additionally, expedients such as repeating each measurement after switching the
input channels of the preamplifier increase the effective CMRR of the system and
thus reduce measurement uncertainties associated for instance with variations in the
contact resistance between the probe and the surface of the tested structure.
Other concerns commonly raised when considering the employment of Potential
Drop techniques in the field were addressed in Chapter 4: these issues also pro-
vided a benchmark for the comparison of the experimental setup with commercially
available DCPD systems. The tests showed that stray current loops which may
develop in large grounded structures do not significantly affect Potential Drop mea-
surements: in fact, while the presence of ‘short circuits’ between points in the test
area can alter the measured transfer resistance, this effect depends strongly on the
quality of the electrical contacts and is likely to be negligible in realistic situations.
On the other hand, changes in electrical resistivity due to temperature variations
must be compensated for in long-term monitoring applications, but it was shown
that a very simple algorithm based on the assumption of a linear dependence of
resistivity on temperature is sufficient if the thermal variations are not too large or
rapid. Furthermore, the tests showed that the performance of the low-current setup
developed for the present work is similar to that of existing commercial systems
which have been successfully used for industrial applications but which require the
injection of much higher currents.
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At an early stage in this research, the possibility was envisaged to develop a tech-
nique combining DCPD and ACPD, called Potential Drop Spectroscopy as it con-
sists in taking measurements of voltage drop at several different frequencies over
a broad spectrum spanning from the quasi-DC regime to the kHz range. As dis-
cussed in Chapter 5, the idea was that, at very low frequency, currents would flow
deeply in the material and effectively form an envelope around branched cracks or
other surface-breaking defects of complex geometry; as the inspection frequency is
increased and the standard penetration depth becomes smaller, currents tend to
follow more tightly the profile of the defect, and the increased path length results in
a larger voltage difference between the measuring electrodes. Low-frequency data
could then be used to obtain an estimate of the overall maximum depth of the de-
fect, which is often a key parameter in calculations of structural integrity, whereas
information on the complexity of the defect would be obtained from measurements
at higher frequency, since flaws with a more articulated profile produce larger po-
tential drops. Two-dimensional numerical simulations with a commercial Finite
Element code confirmed this idea and gave a more detailed insight on the way the
path followed by the injected currents is modified by the presence of defects and as
a function of frequency. However, preliminary tests suggested that more research
had to be undertaken before a quantitative evaluation of realistic defects of com-
plex geometry, such as stress corrosion cracks, could be successfully attempted. In
particular, it emerged that the three-dimensionality of real defects has to be taken
into account.
A simple approximate model that allows three-dimensional ACPD problems to be
simulated by running a DC analysis on a commercial Finite Element code was then
developed and validated, as described in Chapter 6. The number of elements in the
mesh required for a fully three-dimensional ACPD analysis can easily exceed the
capabilities of most of today’s computers; however, it was shown that the compu-
tational domain can be made significantly smaller by appropriately modifying the
geometry of the specimen prior to the analysis. It was demonstrated that the thick-
ness of the specimen should be reduced to about the standard penetration depth,
taking into account any features such as surface-breaking defects; direct currents
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can then be injected, since the frequency-dependent modified shape of the specimen
will force them to flow along a path similar to that followed by alternating currents.
Predictions obtained with this model were found to be in very good agreement with
experimental results.
Having solved the direct problem of calculating the potential drop due to surface-
breaking defects of simple, known geometry, the inverse problem of reconstructing
the unknown depth profile of defects of finite length and arbitrary shape was exam-
ined in Chapter 7. For this study, a linear array probe was developed that allows
faster acquisition of PD data along the defect’s length, and low-frequency measure-
ments were taken on EDM notches of various shapes and sizes. Excellent agreement
was obtained between the experimental results and the predictions of the FE model
discussed before. A simple formula, based on the assumption that, at least in the
quasi-DC regime, the transfer resistance measured at each location is inversely pro-
portional to the remaining thickness, was used for the inversion of the Potential
Drop data. The reconstruction of the depth profile of the notches is generally good,
especially for defects of more realistic shapes, although it should be emphasised
that no a priori assumption is made on the geometry of the defect; on the other
hand, the maximum depth of a defect may be severely underestimated when it is
comparable to the length, but this case is infrequent in practice. It was also shown
that the quality of the reconstruction can be improved by using a simple method
for synthetic focusing of the injected currents, since this strengthens the validity of
the assumption of a ‘local’ measurement: this is therefore particularly useful in the
presence of rapid variations in the depth profile.
Finally, Chapter 8 considered another application of Potential Drop techniques,
namely the monitoring of corrosion and erosion on the inner surface of pipes, con-
tainers, pressure vessels, etc. Using an array of electrodes to inject low-frequency
currents and measure voltage differences at multiple locations on the outer surface
of the inspected region, it is possible to combine the data to obtain maps which
give information on the size and position of defects. For the inversion of PD data,
a closed analytical expression was derived as an asymptotic extension of a formula
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given in the literature. Finite Element simulations showed that voltages measured
with the electrode arrangement traditionally used in commercially available DCPD
systems, in which all electrodes are equally spaced, may not increase monotonically
with defect size, and as a consequence the depth of defects smaller than about three
times the electrode spacing can be severely underestimated. An alternative configu-
ration of the array probe was therefore studied, in which the voltage electrodes are
immediately adjacent to the current electrodes; it was shown that this overcomes the
problem of non-monotonicity of the probe response, and that the depth of defects
as small as about twice the probe pitch can be estimated with good accuracy. An
array probe exploiting the novel configuration was then built, and maps of remnant
depth were obtained for plates with machined defects: the experimental results con-
firmed the predictions of the FE model, and the depth and size of the defects was
reconstructed with good accuracy independent of the relative position of the probe
to the defect.
9.2 Brief summary of the main contributions
The main original contributions and findings of this thesis can be briefly summarised
as follows:
- a low-current experimental setup for Potential Drop measurements was de-
veloped and benchmarked against commercially available DCPD systems that
have been successfully used for industrial applications;
- the stability of these systems with respect to some difficulties encountered in
applications of Potential Drop techniques in the field has been shown;
- a reduced-thickness model for Finite Element simulations of three-dimensional
ACPD analyses was developed and validated;
- a simple, non-iterative formula which does not make a priori geometrical as-
sumptions was used for the reconstruction of the depth profile of surface-
breaking defects of finite length and arbitrary shape;
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- it was shown that synthetic focusing of the injected currents in a linear array
can improve the quality of the reconstruction of the depth profile;
- a novel geometry of an array probe for monitoring of corrosion/erosion on the
far side of the inspected structure was shown to give better results than the
configuration of electrodes commonly used in commercial systems.
Most of these results have been presented at international NDT conferences and
published as proceedings [98–101], and papers are being prepared for submission to
refereed journals.
9.3 Recommendations for practical applications
of Potential Drop techniques
In the course of this study three main probe geometries have been identified for
different applications of Potential Drop techniques. The exact values of parameters
such as the spacings between the electrodes should be chosen carefully for each
particular case, but the guidelines for the determination of their optimal values can
be summarised as follows.
A simple four-point probe is sufficient for thickness gauging of metal plates. For
this application, the only requirement on the probe geometry is that the separation
between the injecting electrodes be sufficiently large (at least twice the estimated
thickness) in order to ensure penetration of the current through the entire thickness
of the specimen; for the same reason, direct or very low-frequency currents should
be used. The same probe can also be used on plates of known thickness to measure
their electrical conductivity; in this case, the advantage of using DC or quasi-DC is
that the measured potential drop will not be affected by the magnetic permeability
of the material.
For the sizing of surface-breaking cracks it is convenient to adopt a linear array
probe such as that of Fig. 7.1. Using multiple inner pairs of electrodes allows data
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to be taken at several locations along a crack without having to move the probe;
furthermore, it gives the possibility to apply a simple synthetic focusing technique
which improves the reconstruction of the defect profile. The separation 2b between
the inner electrodes should be as small as possible to enhance the sensitivity to de-
fects and to allow a more accurate sizing of short cracks; however, as the distance
between the pins decreases, the errors associated with uncertainties in their posi-
tioning become more relevant. A distance 2b = 5 mm seems a good compromise.
As shown in Chapter 7, an optimal value for the distance between two consecu-
tive electrode pairs is s = 2 mm. The separation 2a between the outer electrodes
should be sufficiently large to ensure that the current distribution across the inner
sensing electrodes is fairly uniform; in practice, its value will be chosen according
to the number of inner pairs used (more pairs require a larger spacing) and to the
dimensions of the specimen to be inspected. It should be borne in mind that the
depth of any defect shorter than the spacing between the inner electrodes will be
underestimated because a large fraction of current will flow around its sides; the
same can be said of any defects whose depth is larger than their length, although
cracks of such aspect ratios are unlikely to occur in practice.
An array probe is indicated for the monitoring of corrosion/erosion and to produce
maps of remaining thickness. It was shown that the arrangement of electrodes of
Fig. 8.8, in which the voltage electrodes are immediately adjacent to the current
electrodes, can give a correct estimation of the depth of defects whose size is as
small as about twice the probe pitch p; correction factors can be used for smaller
flaws. A compromise must be reached between the smallest defect that needs to be
accurately evaluated and the number of electrodes required to cover a given area of
inspection; a probe pitch of about three times the initial thickness (p = 3T ) seems
a reasonable starting value.
For long-term monitoring of corrosion/erosion on critical parts, the electrodes of the
array could be permanently or semi-permanently attached (e.g. welded or clamped)
to the inspection area; in general, however, all these probes can be simply pressed
onto the surface to be tested, as they use spring-loaded pins both to inject currents
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and to pick up the resulting potential drops. The resistances to be measured in the
tested material are typically much smaller than the contact resistances between the
electrodes and the specimen surface, and therefore the instrumentation used for the
measurements must have a Common Mode Rejection Ratio of at least 100 dB over
the frequency range of interest. Currents of small intensity (around 100 mA) can
be injected even at very low frequency if voltage differences in the nV range can be
measured accurately: it is then advisable to use a lock-in amplifier, which is capable
of recovering small signals from large background noise.
The small currents required for the inspection open up the possibility for the devel-
opment of a portable, battery-powered system. This poses a challenge for the design
of electronics of smaller dimensions than the instruments used in the experimental
setup described in this work, but capable of achieving the same performance, if not
better. When array probes are employed, care should also be taken in multiplexing
a large number of cables carrying very small signals.
9.4 Future work
Experimental data have been taken on a few specimens with artificial stress corrosion
cracking produced by SERCO. The specimens were 150-mm long, 50-mm wide, 10-
mm thick blocks of stainless steel 304, and they were tested using the linear array
probe described in Chapter 7; estimated depth profiles have been obtained with the
inversion formula of Eq. 7.4, using the synthetic focusing technique introduced in
the same Chapter. Unfortunately, these results could not be included in the present
work because SERCO have not yet supplied data on the real depth of the defects,
which is to be obtained from sectioning. Once available, these data will be compared
with the predicted values and thus provide a significative test of the capabilities of
Potential Drop techniques when trying to reconstruct the depth profile of cracks of
more realistic, complex geometry.
It would also be useful to take numerical and experimental measurements of poten-
tial drop across notches of various shapes in specimens of different thicknesses and
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materials (e.g. ferritic steel, aluminium, etc.), in order to verify the general validity
of the inversion algorithm.
Still with respect to surface-breaking defects, it would be worth investigating the
extent to which the ability of Potential Drop techniques to estimate the depth of
short cracks could be improved by reducing the separation between the inner elec-
trodes of the probe. In the presence of a deep, short defect, currents tend to flow
laterally around it, rather than below it, so that the measured voltage difference is
practically independent of the defect depth: this is therefore to be considered an
intrinsic limitation of PD techniques. However, in such cases it could be beneficial
to bring the electrodes closer to the crack (and hence to each other) in order to
increase the sensitivity to the defect, although this would also inevitably increase
the sensitivity to errors and uncertainties in the positioning of the pins.
The next step in the mapping of corrosion/erosion should be the study of smoothly
scalloped defects, which would represent more realistically the geometry of defects
encountered in practice. The defects considered in Chapter 8 had a homogeneous
depth, or presented at most a ‘bathtub-shaped’ section (see Fig. 9.1a), with depth
increasing relatively sharply at the edges and staying exactly constant over most of
the defect’s length and width; it would be desirable to study defects with a more
rounded profile, as in Fig. 9.1b. However, it should be noted that the modelling of
d
(a)
d
(b)
Figure 9.1: Sections of plates with (a) ‘bathtub-shaped’ or (b) smoothly scalloped defect
of maximum depth d.
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such geometries is not straightforward, because of the size and shape of the elements
used for the FE simulations. In fact, the numerical results presented in Chapter 8
were obtained using 1-mm long, 1-mm wide, 0.5-mm thick brick-shaped elements,
which can only give an approximate description of the defect profile, discretised in
steps; in order to reproduce more accurately curved features, it would be necessary
to reduce the element size, which in turn would significantly increase the mem-
ory and time required for the calculations. It is expected that the quality of the
reconstruction, in terms of the estimation of the maximum depth, would still be
satisfactory.
Another immediate extension of this study will be the determination of the correc-
tion factors that, as discussed in Chapter 8, need to be applied when evaluating
defects smaller than about twice the probe pitch, whose depth would otherwise be
underestimated. The correction factors can be modelled as a function of the length
and width of the defect, so it becomes important to be able to determine these
dimensions with a certain degree of accuracy. It was shown that a quick estimate
of the length and width of a defect can be obtained from corrosion maps by apply-
ing a simple 6-dB drop criterion; however, this is only a first guess, and analyses
on defects of different sizes and aspect ratios should be run in order to verify the
general validity of this simple method, and possibly to refine it, or to replace it if
appropriate with a more accurate estimate.
Finally, as mentioned in the previous Section, the experimental setup developed in
the present work has shown potential for its use as a battery-operated system, thanks
to the low currents injected. It is recommended that, for long-term monitoring
applications, future developments of the probe include the possibility of measuring
the surface temperature of the structure being tested, maybe exploiting the voltage
electrodes as thermocouples.
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Evaluation of the edge effect in
PD measurements
A.1 Introduction
Correct positioning of the probe is important in practical applications of Potential
Drop techniques: if discontinuities such as plate edges or welded joints are too close
to the injecting electrodes, they can affect the spreading of currents in the tested
material, and the transfer resistance measured between the voltage electrodes may
be altered.
This Appendix reports the results of an investigation carried out to evaluate the so-
called edge effect and to estimate the minimum distance from the edge of a plate at
which the probe can be positioned without the measured voltages being significantly
affected. The predictions of an analytical procedure are compared with experimental
results.
The author is aware that results of a similar study, developed independently, have
been recently presented by Lu et al. [102].
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Figure A.1: Geometry of finite plate for Potential Drop calculations.
A.2 Analytical derivation of DC potential drop in
a finite plate
It is possible to derive an analytical expression for the potential drop ∆V , and hence
for the resistance R, between two points V+ and V− on a fully three-dimensional
finite plate. Reference will be made to Fig. A.1, which shows a plate of length l,
width w and thickness t; on this plane, electrodes inject and extract a direct current
I at the points marked I+ and I−, respectively, while a second pair of electrodes
measures the potential drop between the points V+ and V−. The four points are
aligned parallel to the x direction and located symmetrically from the centre P of
the probe, as shown in Fig. A.1; the separation between the current electrodes is 2a,
whereas the distance between the measuring points is 2b. The expression derived in
the following will account for the general case in which the centre P of the probe
does not coincide with the centre O of the plate: offset in the x direction, i.e.
parallel to the alignment direction of the four electrodes, will be referred to as the
axial displacement, whereas the offset in the y direction will be called the lateral
displacement.
165
Appendix A. Evaluation of the edge effect in PD measurements
The analytical expression for the potential drop in a finite plate can be derived by
following a four-step procedure common to many mathematical physics problems
(see e.g. [103]):
1. starting from the fundamental expression of the electric field in an infinite
three-dimensional space, the voltage drop due to the injection and extraction
of a current I from a half-space (see the schematic of Fig. A.2) is calculated;
2. in order to simulate an infinite plate of finite thickness t it is necessary to
impose the closure of the current loops in the z direction. If a second half-
space is added at a distance 2t from the first along the z direction, and the same
currents are injected in it, then the resulting symmetric boundary condition
at a depth t forces the current lines to close as desired. Closure of the currents
originating from the additional electrodes can be obtained by adding a third
half-space at a distance 2t from the second, and so on; the process is repeated
until a sufficiently large (in theory, infinite) number of half-spaces stacked
on top of each other is obtained, as sketched in Fig. A.3. The potential drop
between the voltage electrodes on one plate is given by the sum of the potential
drops caused by the currents injected and extracted on each of the half-spaces;
3. similarly, a strip of finite width w and thickness t and infinite length can be
simulated by closing the current loops in the y direction, too: this is done
by ideally aligning a large number of infinite plates along that direction at a
distance 2w from each other, as in Fig. A.4. The potential drop in one strip
is calculated by adding the contributions of all the plates;
4. finally, a plate of finite length l is obtained by imposing the closure of the
current loops also in the last direction, and this is achieved mathematically
by considering a large number of strips at a distance 2d from each other along
the x direction, as in Fig. A.5. The potential drop in the plate of interest
is calculated as the sum of the voltage differences induced by the currents
injected in each of the strips.
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Figure A.2: Distances between the electrodes for calculations of potential drop in a half-
space.
A.2.1 Half-space
In an infinite medium of uniform conductivity σ, the electrical field E generated by
a direct current I at a distance r is
E(r) =
I
4piσr2
, (A.1)
and the potential V , defined up to a constant C, is therefore
V (r) = −
∫
E(r) dr =
I
4piσr
+ C. (A.2)
Let us consider now the four-electrode configuration represented in Fig. A.2. Through-
out the following, the superscripts + and − will be used to refer to the voltage elec-
trodes, whereas the current electrodes will be indicated by the subscripts I+ and
I− . Hence, for example, r
−
I+
will indicate the distance between the positive current
electrode I+ and the negative voltage electrode V−. Furthermore, currents will be
considered positive if injected, negative if extracted.
The potential drop ∆V (I+) due to the current injected in I+ is, from Eq. A.2,
∆V (I+) = V +
I+
− V −
I+
=
I
4piσ
(
1
r+
I+
− 1
r−
I+
)
, (A.3)
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whereas the potential drop ∆V (I−) due to the current extracted in I− is
∆V (I−) = V +
I− − V −I− =
−I
4piσ
(
1
r+
I−
− 1
r−
I−
)
. (A.4)
These values must be doubled if it is assumed that currents are injected into (and
extracted from) a conductive half-space rather than an infinite medium. The transfer
resistance between V+ and V− in a half-space is then given by
R =
∆V
I
=
∆V (I+) + ∆V (I−)
I
=
1
2piσ
(
1
r+
I+
− 1
r−
I+
+
1
r−
I−
− 1
r+
I−
)
; (A.5)
substituting the values of the various distances r yields
R =
1
piσ
(
1
a− b −
1
a+ b
)
. (A.6)
A.2.2 Infinite plate of finite thickness
Adding a series of fictitious pairs of injection and extraction points at a distance 2t
from each other along the z direction, as shown in Fig. A.3, ensures that current
paths originating from the existing current electrodes, for symmetry reasons, cannot
spread further than t in that direction; the physical closure of the current loops due
to the finite thickness of the plate is thus simulated. The current loops originating
from the additional electrodes are closed in their turn by adding extra electrode
pairs further away, and so on.
If the electrode pairs are numbered progressively from n = −∞ to n = +∞, with
n = 0 indicating the ‘real’ current electrodes (as in Fig. A.3), then Eq. A.5 can
be generalised by summing the contributions from all the current electrode pairs to
yield the resistance between the voltage electrodes on an infinite plate of thickness
t:
R =
1
2piσ
+∞∑
n=−∞
(
1
r+
I+n
− 1
r−
I+n
+
1
r−
I−n
− 1
r+
I−n
)
. (A.7)
Here the distances between the generic n-th current electrodes and the voltage elec-
trodes are given by r
+
I+n
= r−
I−n
=
√
(a− b)2 + 4n2t2
r−
I+n
= r+
I−n
=
√
(a+ b)2 + 4n2t2
. (A.8)
168
Appendix A. Evaluation of the edge effect in PD measurements
tn = 0
n = 1
n = -1
z
x
+
1I
+
0I
+
−1I
−
−1I
−
1I
−
0I
+V −V
−
+−1I
r
+
+−1I
r
+
−
1I
r
+
−2I
−
−2In = -2
2t
Figure A.3: Additional half-spaces and current electrodes are considered above and below
the plane containing the voltage electrodes, at distances 2t from each other, to simulate a
plate of finite thickness t.
The contributions of the fictitious current sources to the calculated resistance become
smaller as the distance from the voltage electrodes increases, so that in practice it
is possible to consider only a finite number of terms in the sum.
A.2.3 Infinite strip of finite width and thickness
As a third step, fictitious electrode pairs are added along the y direction. Fig. A.4
shows the general case in which the electrodes are offset by a distance y from half
the width w of the specimen. Currents can be constrained within a width w by
considering initially a strip of double width 2w and then adding a second pair of
current electrodes Iy+ and Iy− positioned symmetrically from the centreline, as in
Fig. A.4. This configuration is then repeated infinitely along the y and z directions,
with a progressive index m numbering the ‘double strips’ in the y direction (m = 0
for the strip containing the voltage electrodes).
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Figure A.4: Additional current electrodes Iy are positioned symmetrically to the centre-
line of the plane containing the voltage electrodes, and this configuration is repeated along
the y direction to simulate a plate of finite width w.
Eq. A.7 is then expanded as follows to include the new terms:
R =
1
2piσ
+∞∑
m=−∞
+∞∑
n=−∞
(
1
r+
I+n,m
− 1
r−
I+n,m
+
1
r−
I−n,m
− 1
r+
I−n,m
+
+
1
r+
Iy+n,m
− 1
r−
Iy+n,m
+
1
r−
Iy−n,m
− 1
r+
Iy−n,m
)
;
(A.9)
the distances are
r+
I+n,m
= r−
I−n,m
=
√
(a− b)2 + 4m2w2 + 4n2t2
r−
I+n,m
= r+
I−n,m
=
√
(a+ b)2 + 4m2w2 + 4n2t2
r+
Iy+n,m
= r−
Iy−n,m
=
√
(a− b)2 + [(2m+ 1)w + 2y]2 + 4n2t2
r−
Iy+n,m
= r+
Iy−n,m
=
√
(a+ b)2 + [(2m+ 1)w + 2y]2 + 4n2t2
. (A.10)
A.2.4 Finite plate
The same procedure is finally used to impose closure of currents within a length
l along the x direction. A plate of double length 2l is initially considered, and
electrode pairs are repeated symmetrically with respect to the centre of the ‘double
plate’, as shown in Fig. A.5 for a probe with an axial displacement x from the centre
O of the plate. The configuration is then repeated in all directions, with an index
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Figure A.5: Additional current electrodes Ix and Ixy are positioned symmetrically to the
centreline of the plane containing the voltage electrodes, and this configuration is repeated
along the x direction to simulate a plate of finite length l.
k numbering the ‘double plates’ in the x direction. The formula for the transfer
resistance becomes then
R =
1
2piσ
+∞∑
k=−∞
+∞∑
m=−∞
+∞∑
n=−∞
 1
r+
I+n,m,k
− 1
r−
I+n,m,k
+
1
r−
I−n,m,k
− 1
r+
I−n,m,k
+
+
1
r+
Iy+n,m,k
− 1
r−
Iy+n,m,k
+
1
r−
Iy−n,m,k
− 1
r+
Iy−n,m,k
+
+
1
r+
Ix+n,m,k
− 1
r−
Ix+n,m,k
+
1
r−
Ix−n,m,k
− 1
r+
Ix−n,m,k
+
+
1
r+
Ixy+n,m,k
− 1
r−
Ixy+n,m,k
+
1
r−
Ixy−n,m,k
− 1
r+
Ixy−n,m,k
 ,
(A.11)
where the various distances, with reference to Fig. A.5, are given in Table A.1.
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Table A.1: Distances between electrodes in Eq. A.11.
r+
I+n,m,k
=
√
(−a+ b+ 2kl)2 + 4m2w2 + 4n2t2
r−
I+n,m,k
=
√
(−a− b+ 2kl)2 + 4m2w2 + 4n2t2
r+
I−n,m,k
=
√
(a+ b+ 2kl)2 + 4m2w2 + 4n2t2
r−
I−n,m,k
=
√
(a− b+ 2kl)2 + 4m2w2 + 4n2t2
r+
Iy+n,m,k
=
√
(−a+ b+ 2kl)2 + [(2m+ 1)w + 2y]2 + 4n2t2
r−
Iy+n,m,k
=
√
(−a− b+ 2kl)2 + [(2m+ 1)w + 2y]2 + 4n2t2
r+
Iy−n,m,k
=
√
(a+ b+ 2kl)2 + [(2m+ 1)w + 2y]2 + 4n2t2
r−
Iy−n,m,k
=
√
(a− b+ 2kl)2 + [(2m+ 1)w + 2y]2 + 4n2t2
r+
Ix+n,m,k
=
√
[a+ b+ (2k + 1)l + 2x]2 + 4m2w2 + 4n2t2
r−
Ix+n,m,k
=
√
[a− b+ (2k + 1)l + 2x]2 + 4m2w2 + 4n2t2
r+
Ix−n,m,k
=
√
[−a+ b+ (2k + 1)l + 2x]2 + 4m2w2 + 4n2t2
r−
Ix−n,m,k
=
√
[−a− b+ (2k + 1)l + 2x]2 + 4m2w2 + 4n2t2
r+
Ixy+n,m,k
=
√
[a+ b+ (2k + 1)l + 2x]2 + [(2m+ 1)w + 2y]2 + 4n2t2
r−
Ixy+n,m,k
=
√
[a− b+ (2k + 1)l + 2x]2 + [(2m+ 1)w + 2y]2 + 4n2t2
r+
Ixy−n,m,k
=
√
[−a+ b+ (2k + 1)l + 2x]2 + [(2m+ 1)w + 2y]2 + 4n2t2
r−
Ixy−n,m,k
=
√
[−a− b+ (2k + 1)l + 2x]2 + [(2m+ 1)w + 2y]2 + 4n2t2
A.3 Experimental results
Measurements were taken on a stainless steel 304 plate of length l = 100 mm, width
w = 100 mm and thickness t = 1 mm, using the instrumentation described in
Chapter 3. The distance between the current electrodes was 2a = 20 mm, while the
separation between the voltage electrodes was 2b = 10 mm.
The resistance between the voltage electrodes was measured first with the probe
positioned at the centre of the plate; measurements were then repeated after moving
the probe in the y direction towards the edge of the plate in steps of 2 mm until
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Figure A.6: Predicted (lines) and measured (symbols) transfer resistance as a function
of the distance of the probe from the edge of a 100-mm long, 100-mm wide, 1-mm thick
SS304 plate, for axial or lateral displacement. Separation is 2a = 20 mm between the
current electrodes and 2b = 10 mm between the voltage electrodes.
the displacement from the centre reached 20 mm, then in steps of 1 mm; the last
reading was taken with the electrodes positioned less than 1 mm from the edge,
at the minimum distance that allowed stability of the probe. The probe was then
positioned again at the centre of the plate, and the procedure was repeated moving
the probe in the x direction; in this case, the last measurement was taken when one
of the outer (injecting) electrodes was less than 1 mm from the edge: the maximum
axial displacement of the probe was therefore almost 40 mm.
The graph in Fig. A.6 shows very good agreement between the measured data and
the predictions obtained with the analytical model, in which a conductivity value of
σ = 2.4%IACS = 1.39 · 105 Ω−1m−1 was assumed. The transfer resistance remains
fairly constant (within experimental errors) over many different positions of the
probe; it starts increasing significantly for probe displacements greater than about
30 mm or, in other words, when the distance between the centre of the probe and the
nearest edge becomes smaller than about 20 mm, a distance corresponding to the
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separation 2a between the injection points. For lateral displacements of the probe,
the resistance calculated when the electrodes are sitting on the edge of the plate is
double the value obtained at the centre, as might be expected considering that the
space over which currents can spread is halved.
A.4 Conclusions
An analytical model was developed to calculate the potential drop due to the injec-
tion of direct currents on a homogeneous plate of finite length, width and thickness.
The results were verified experimentally and indicate that Potential Drop measure-
ments are not significantly affected by the presence of geometrical discontinuities in
the tested structure, provided that the distance between the centre of the probe and
the discontinuity is larger than the separation between the outer electrodes.
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Current distribution in a linear
array probe
Let us consider a linear array probe such as that introduced in Chapter 7; for con-
venience, a schematic is shown in Fig. B.1. Note that the (outer) sensing electrodes
have not been drawn in Fig. B.1 because their position does not affect the distri-
bution of currents. Assuming that currents are injected at selected pairs of inner
electrodes, the resulting current density distribution in the material along the cen-
treline of the probe can be calculated analytically for the two extreme cases of DC
and very high frequency currents, which will now be considered separately.
B.1 Low-frequency case
If a direct current of intensity I is injected in a homogeneous and isotropic ma-
terial, it spreads uniformly in all directions, so that the lines of equipotential are
hemispherical surfaces. In the case of plates of finite thickness T , this is true for
distances from the injection point not larger than T (1). The current density J at a
(1)For the geometry of the linear array probes introduced in Chapter 7 (2b = 5 or 10 mm,
s = 2 mm), the distance between the furthest electrode pair used for focusing and the focal point
itself was always smaller than the thickness of the specimens used in the experiments (T = 10 mm).
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Figure B.1: Schematic of linear array probe.
distance r from the injection point is then given by
J =
I
2pir2
. (B.1)
In particular, with reference to Fig. B.1, the axial component (i.e. the component
along the x direction) of the current density at a point P(0, y) on the surface due to
the injection of a current I0 at the electrode A will be
J (A)x =
I0
2pi(y2 + b2)
· b√
y2 + b2
. (B.2)
It should be noted that if a current of the same amplitude and opposite sign is
injected at the electrode A* facing A, the resulting current in P will have no com-
ponent in the y direction, whereas the component in the x direction will double, so
that from Eq. B.2 it is possible to write
J (0)x =
I0
pib2
· 1[(y
b
)2
+ 1
] 3
2
. (B.3)
Similarly, let us consider another pair of electrodes j = +1 (also indicated as B, B*
in Fig. B.1) at an offset s from the previous one; if a current I1 is injected through
this pair (more precisely, injected at B and extracted at B*), the current density in
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P due to this will be
J (1)x =
I1
pib2
· 1[(
y + s
b
)2
+ 1
] 3
2
. (B.4)
Extending this concept to all other pairs of current electrodes, the total current
density at the generic point P on the centreline of the array probe due to the
injection of a combination of currents I0, I±1, I±2, . . . at the various pairs is given by
Jx(y) =
1
pib2
·
∑
j
Ij[(
y + js
b
)2
+ 1
] 3
2
. (B.5)
B.2 High-frequency case
Asymptotically for very high frequencies, it is possible to make the assumption that
an alternating current I spreads just below the surface of the material because of
the skin effect. Under this approximation, the current density at a distance r from
the point of injection can be written as
J =
I
2pirδ
, (B.6)
where δ is the skin depth for that material at the given frequency.
This means that the axial component of the current density in P due to the injection
of a high-frequency current I0 at the electrode A in Fig. B.1 is
J (A)x =
I0
2piδ
√
y2 + b2
· b√
y2 + b2
, (B.7)
and considering also the extraction of the same current I0 from the other electrode
A* of the pair, one has
J (0)x =
I0
piδb
· 1(y
b
)2
+ 1
. (B.8)
With the same considerations made for the low-frequency case, it is possible to write
the current density in P due to the injection (and extraction) of a current I1 at the
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Figure B.2: Current distribution along the centreline of an array probe with spacing
2b = 5 mm for the injection of a low- or high-frequency unit current I0 at the central pair.
pair of electrodes j = +1 in Fig. B.1
J (1)x =
I1
piδb
· 1(
y + s
b
)2
+ 1
(B.9)
and the total current density given by the simultaneous injection of currents I0, I±1,
I±2, . . . at the various pairs:
Jx(y) =
1
piδb
·
∑
j
Ij(
y + js
b
)2
+ 1
. (B.10)
The current density distributions resulting from the injection of a current I0 at the
central pair (j = 0) only, calculated with Eq. B.3 and Eq. B.8 respectively for low
and high frequency and for a probe with spacing 2b = 5 mm, are plotted in Fig. B.2:
the broader peak at high frequency is due to the fact that currents spread only in a
thin layer rather than in all three dimensions. Examples of distributions resulting
from the simultaneous injection of currents at multiple pairs, as calculated with
Eq. B.5 for low frequency, can be found in Chapter 7.
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