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Abstract
We interpret the additive middle convolution operation in terms of the Har-
nad duality, and as an application, generalize the operation to have a multi-
parameter and act on irregular singular systems.
1. Introduction
The middle convolution introduced by Katz [26] and reformulated by Vo¨lklein [40],
Dettweiler-Reiter [17] is an operation acting on
• the category of local systems on a punctured projective line (in the multiplica-
tive case); or
• that of Fuchsian systems (in the additive case).
The two multiplicative and additive operations match up via the Riemann-Hilbert cor-
respondence [18]. Katz effectively used the middle convolution to study irreducible
local systems which are rigid, namely, have no deformation preserving the local mon-
odromy data, and proved that any such a local system is obtained by applying a finite
iteration of tensor multiplications by rank 1 local systems and middle convolutions,
to some rank 1 local system [26]. One can find many other applications of the middle
convolution; in particular, to the Deligne-Simpson problem [15, 16, 28], to the classi-
fication/connection problems [38], and to the theory of isomonodromic deformations
[11, 19, 20, 22].
∗This research was supported by the grant ANR-08-BLAN-0317-01 of the Agence nationale de la
recherche.
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In this article we focus attention on the additive middle convolution. First recall
its definition following Dettweiler-Reiter [17, Appendix]. Fix a finite set D of points
in C and suppose that a pair (V, A) of a finite-dimensional C-vector space V and a
Fuchsian system
du
dz = A(z) u, A(z) =
∑
t∈D
At
z − t , At ∈ End(V) (1.1)
with singularities on D ∪ {∞} is given. Here we do not distinguish a system (1.1)
and its coefficient matrix A(z) fixing the coordinate z. The definition of the middle
convolution mcλ(V, A) is divided into the following two steps.
(MC 1) Set Wt := V/Ker At, t ∈ D, and let
• Qt : Wt → V be the injection induced from At; and
• Pt : V → Wt be the projection.
Obviously we have At = QtPt. Set W :=
⊕
t∈D Wt and let Q : W → V (resp. P : V →
W) be the linear map whose block components with respect to the decomposition
W =
⊕
Wt are Qt (resp. Pt).
(MC 2) For λ ∈ C, set Vλ := W/Ker(PQ + λ IdW), and let
• Qλ : W → Vλ be the projection; and
• Pλ : Vλ → W be the injection induced from PQ + λ IdW .
Obviously we have PλQλ = PQ + λ IdW . Let Qλt : Wt → Vλ (resp. Pλt : Vλ → Wt) be
the block components of Qλ (resp. Pλ).
Definition 1.1 (Dettweiler-Reiter). We call
mcλ(V, A) := (Vλ, Aλ), Aλ(z) =
∑
t∈D
Qλt Pλt
z − t
the (additive) middle convolution of (V, A) with λ.
Here looking at the above procedure, one can observe that the given pair (V, A)
and its middle convolution are described as
A(z) = Q(z IdW − T )−1P, Aλ(z) = Qλ(z IdW − T )−1Pλ,
where T :=
⊕
t t IdWt ∈ End(W). Such an expression of a system can be found in
the papers of Adams, Harnad, Hurtubise and Previato [1–3, 21] and implicitly in that
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of Jimbo-Miwa-Moˆri-Sato [25]. In particular, Harnad [21] considered two systems
having the following symmetric description:
A(z) = S + Q(z IdW − T )−1P, B(ζ) = T + P(ζ IdV − S )−1Q,
where Q ∈ Hom(W,V), P ∈ Hom(V,W), and S , T are semisimple endomorphisms
of V,W respectively. He then obtained an equivalence (called the Harnad duality)
between the isomonodromic deformations of the systems A(z) and −B(ζ). Note that if
S = 0, we have B(ζ) = T + PQζ−1. So the procedure getting the middle convolution
can be rephrased roughly as follows: for given Fuchsian system A(z) = Q(z IdW −
T )−1P,
(a) take its ‘Harnad dual’ 1 B(ζ) = T + PQζ−1;
(b) shift B(ζ) by λζ−1; and then
(c) take the Harnad dual again.
Such a relation between the middle convolution and the Harnad duality is already
known by Boalch [11, 12]. It may be viewed as another formulation of Katz’s in-
terpretation of the middle convolution via Fourier transform [26, §2.10]. Note that
the above procedure makes sense even in the case that S is an arbitrary semisimple
endomorphism. Suppose that a system A(z) = S + ∑ At/(z − t) with simple poles
on D and a pole of order 2 at ∞ is given. Then at step (a), take its Harnad dual
B(ζ) = T +P(ζ IdV − S )−1Q. Next at step (b), shift it by some rank 1 Fuchsian system
α(ζ) having singularities at the eigenvalues of S . Finally at step (c), take the Harnad
dual again. Then we get the middle convolution mcα(A) with α. Boalch generalized
the Harnad duality, called the cycling, and obtained a further generalization of the
middle convolution (see [13, §4.6]) for systems with simple poles at D and a pole of
order 3 at ∞ which has a ‘normal form’ (see Definition 6.7).
If T is not semisimple, then the matrix-valued function Q(z IdW − T )−1P has in
general higher order poles at the eigenvalues of T . In fact, it is known [27, 42] that
for any system of the form
A(z) =
∑
t∈D
kt∑
k=1
At,k
(z − t)k , At,k ∈ End(V), kt ∈ Z>0, (1.2)
there exist a finite-dimensional C-vector space W, an endomorphism T of W and ho-
momorphisms Q : W → V and P : V → W, such that A(z) = Q(z IdW − T )−1P. One
1For convenience, we use the terminology ‘Harnad dual’ on the system B(ζ), not on −B(ζ), while
the original ‘Harnad duality’ is the correspondence between A(z) and −B(ζ).
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may then expect that the middle convolution operation mcα can be generalized to that
acting on systems of the form (1.2). In order to obtain such a generalization, we have
to make a rigorous meaning of the ‘Harnad dual’, because for given system A(z), the
choice of datum (W, T, Q, P) satisfying A(z) = Q(z IdW − T )−1P is not unique, so we
have to eliminate ambiguity of the choice in a certain canonical way. In Fuchsian case,
what we do in (MC 1) gives the answer to it, so the problem is easily solved. In this
article, as a generalization of the procedure (MC 1), we give an explicit construction
of (W, T, Q, P) for any system A(z) of the form (1.2), and show that it is ‘canonical’
in the following sense: the constructed datum (W, T, Q, P) together with V , which we
call the canonical datum for A(z) (Definition 4.6), satisfies a stability condition (Defi-
nition 3.3) in the sense of Mumford’s geometric invariant theory, and is characterized
up to isomorphism via this condition. More precisely, we show the following:
Theorem 1.2 (Proposition 4.1 and Proposition 4.7). For any system A(z) of the form
as in (1.2) with V , 0, the canonical datum is stable; in particular, there exists a
stable datum (V,W, T, Q, P) satisfying Q(z IdW − T )−1P = A(z).
If two data (V,W, T, Q, P) and (V,W ′, T ′, Q′, P′) with the same V , 0 are both
stable and satisfy
Q(z IdW − T )−1P = Q′(z IdW′ − T ′)−1P′,
then there exists an isomorphism f : W → W ′ such that
Q′ = Q f −1, P′ = f P, T ′ = f T f −1.
Using the canonical data, we can define the notion of Harnad dual as follows: for
given system of the form
A(z) = S + A0(z), A0(z) =
∑
t∈D
kt∑
k=1
At,k
(z − t)k , S , At,k ∈ End(V), kt ∈ Z>0, (1.3)
take the canonical datum (V,W, T, Q, P) for the system A0(z), and set B(ζ) := T +
P(ζ IdV − S )−1Q. We call the pair (W, B) as the Harnad dual of (V, A) and denote it by
HD(V, A) (Definition 5.2). Then the above characterization in terms of the geometric
invariant theory gives the following two basic properties of HD:
Theorem 1.3 (Theorem 5.8). Suppose that a pair (V, A) of the form as in (1.3) with
V , 0 satisfies the following two conditions:
(a) (V, A) is irreducible, namely, V has no nonzero proper subspace preserved by
all At,k and S ;
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(b) (V, A) is not equivalent to a pair of the form (C, s), s ∈ C, under constant gauge
transformation.
Then HD(V, A) is also irreducible and HD ◦HD(V, A) is equivalent to (V, A) under
constant gauge transformation.
Theorem 1.4 (see Theorem 5.10 for the rigorous statement). The correspondence
between (V, A) and (W,−B), where (W, B) = HD(V, A), gives a symplectomorphism
between naive moduli spaces of irreducible systems of the form as in (1.3) having
different singularities with different truncated formal types.
Now the middle convolution (Definition 6.1) is defined as
mcα(V, A) := HD ◦ addα ◦HD(V, A),
where the parameter α(ζ) is a rank 1 system having singularities at the eigenvalues
of S = limz→∞ A(z), and addα : (W, B) 7→ (W, B + α) is the addition operator. Note
that here we do not require that S , T are semisimple or α is Fuchsian. We obtain the
following properties of mcα, which are well-known in the original case, as corollaries
of the above two results on HD:
Corollary 1.5 (Corollary 6.3 and Corollary 6.4). Suppose that a pair (V, A) of the form
as in (1.3) satisfies Conditions (a) and (b) in Theorem 1.3. Then mc0(V, A) ∼ (V, A).
Furthermore, if a rank 1 system α(ζ) with singularities at the eigenvalues of S satisfies
mcα(V, A) , (0, 0), then mcα(V, A) is also irreducible and
mcβ ◦mcα(V, A) ∼ mcα+β(V, A)
for any β.
Corollary 1.6 (see Corollary 6.5 for the rigorous statement). The middle convolution
mcα gives a symplectomorphism between naive moduli spaces of irreducible systems
of the form as in (1.3) having different singularities with different truncated formal
types.
Arinkin also generalized Katz’s middle convolution to the irregular singular case
in D-module setting [4], and generalized Katz’s algorithm by adding the Fourier trans-
form to the original one [5]. We show using our generalized middle convolution that
Katz’s algorithm works well for ‘naively rigid systems having a normal form’ (see
Definition 7.1 and Definition 6.7), which corresponds to the case that the Fourier
transform is not necessary in Arinkin’s generalized algorithm:
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Theorem 1.7 (Corollary 7.6). Suppose that a pair (V, A) of the form as in (1.2) with
dim V ≥ 2, Resz=∞ A(z) = 0 is irreducible, naively rigid, and has a normal form at
any t ∈ D. Then applying a suitable finite iteration of operations of the form
addα ◦mcλ/ζ ◦ addα, α ∈ E~k(C), λ = Resz=∞ α(z),
makes (V, A) into an irreducible pair of rank 1.
2. Setting
For a positive integer k, we set
S k := C[z]/zkC[z], S k := z−kC[z]/C[z].
S k is a k-dimensional C-algebra, and the pairing
S k ⊗C S k → C; ( f , g) 7→ Res
z=0
( f (z)g(z))
gives an identification S ∗k = HomC(S k,C) ≃ S k.
For a finite-dimensional C-vector space V , set
Gk(V) := AutS k (S k ⊗C V), gk(V) := EndS k(S k ⊗C V).
Any element of gk(V) is uniquely written as
ξ0 + ξ1z + · · · + ξk−1zk−1, ξi ∈ End(V),
and Gk(V) is just the subset of gk(V) defined by the condition det ξ0 , 0. It has
naturally a structure of complex algebraic group and the associated Lie algebra is
nothing but gk(V). The C-dual g∗k(V) of gk(V) can be identified with the set
{ η1z−1 + η2z−2 + · · · + ηkz−k | ηi ∈ End(V) }.
For η =
∑
j η jz− j ∈ g∗k(V), we denote by ord(η) the pole order of η;
ord(η) := max({ j ≥ 1 | η j , 0 } ∪ {0}), (2.1)
which is preserved under the Gk(V)-coadjoint action.
For a collection ~k = (kt)t∈D of positive integers indexed by a finite set D of points
in C, we set
E~k(V) :=
 A(z) =
∑
t∈D
kt∑
k=1
At,k
(z − t)k
∣∣∣∣∣∣∣ At,k ∈ End(V)
 ,
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and regard A(z) ∈ E~k(V) as a system of linear ordinary differential equations
du
dz = A(z)u
with singularities on D ∪ {∞}. If we define
G~k(V) :=
∏
t∈D
Gkt(V), g~k(V) :=
⊕
t∈D
gkt (V), g∗~k(V) :=
⊕
t∈D
g∗kt(V),
then E~k(V) is isomorphic to g∗~k(V) by the map
E~k(V)
≃−→ g∗~k(V); A(z) 7→
(∑
At,kz−k
)
t∈D ,
and hence G~k(V) naturally acts on E~k(V).
Now for two finite-dimensional C-vector spaces V and W, we set
M(V,W) := Hom(W,V) ⊕ Hom(V,W).
It has a natural symplectic structure
ω = tr dQ ∧ dP, (Q, P) ∈ M(V,W),
and the group GL(V) × GL(W) acts symplectomorphically on M(V,W) by
(a, b) · (Q, P) := (aQb−1, bPa−1), (a, b) ∈ GL(V) × GL(W).
Note that the map (µV , µW) : M(V,W) → gl(V) ⊕ gl(W) defined by
µV(Q, P) := QP, µW(Q, P) := −PQ,
is a moment map generating the GL(V) × GL(W)-action, where we identify the Lie
algebras gl(V), gl(W) with those duals via the trace pairing. Let T ∈ End(W) be an
endomorphism with eigenvalues in D and W =
⊕
t∈D Wt be its generalized eigenspace
decomposition. Let Nt := T |Wt − t IdWt ∈ End(Wt) be the nilpotent part of T restricted
to Wt. Then we can consider the map
ΦT : M(V,W) → E~k(V); (Q, P) 7→ Q(z IdW − T )−1P,
where kt = min{ j ∈ Z>0; N jt = 0}. To see it is well-defined, for (Q, P) ∈ M(V,W),
let (Qt, Pt) ∈ M(V,Wt) be its M(V,Wt)-component with respect to the decomposition
M(V,W) =⊕M(V,Wt) induced from W =⊕Wt. Then we have
Q (z IdW − T )−1 P =
∑
t∈D
Qt [(z − t) IdWt − Nt]−1 Pt
=
∑
t∈D
(z − t)−1Qt
[
IdWt − (z − t)−1Nt
]−1
Pt
=
∑
t∈D
kt∑
k=1
QtNk−1t Pt
(z − t)k .
Therefore ΦT (Q, P) can be considered as an element of E~k(V).
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Theorem 2.1 (Adams-Harnad-Hurtubise-Previato). For g = (gt(z)) ∈ G~k(V) and
(Q, P) ∈ M(V,W), let (g · Q, g · P) ∈ M(V,W) be the point given by the following
formulae:
gt(z)Qt(z − Nt)−1 = (g · Q)t(z − Nt)−1 + holomorphic,
(z − Nt)−1Ptg−1t (z) = (z − Nt)−1(g · P)t + holomorphic.
Then it gives a well-defined Hamiltonian action of G~k(V) on M(V,W) with moment
map ΦT .
More explicitly, (g · Q, g · P) is defined by
(g · Q)t ≡ gt · Qt :=
kt−1∑
k=0
gt,kQtNkt , (g · P)t ≡ gt · Pt :=
kt−1∑
k=0
Nkt Pt(g−1t )k, (2.2)
where gt(z) = ∑ gt,kzk, g−1t (z) = ∑(g−1t )kzk. Note that the above gives actions on
Hom(W,V) and Hom(V,W) separately and the two are coadjoint to each other.
The proof was given by Adams-Harnad-Previato [3] in the case that T is semisim-
ple and by Adams-Harnad-Hurtubise [1] in general cases. Strictly speaking, the orig-
inal result is stated in terms of loop group action, however one can easily derive the
above from it.
Recall that any moment map is Poisson. Therefore the above theorem connects
two Poisson manifolds M(V,W) and E~k(V), the space of systems of linear differential
equations, via ΦT .
Now, take one more finite set E of points in C and a collection ~l = (ls)s∈E of
positive integers indexed by E. Let S be an endomorphism of V with eigenvalues in
E and V =
⊕
s∈E Vs be its generalized eigenspace decomposition. For any s ∈ E, set
Ms := S |Vs − s IdVs and suppose Mlss = 0. Then we can also define
ΨS : M(V,W) → E~l(W), (Q, P) 7→ −P(ζ IdV − S )−1Q,
where we denote the indeterminate by ζ instead of z. It is a moment map generating
the following G~l(W)-action on M(V,W):
(h · Q)s ≡ hs · Qs :=
ls−1∑
l=0
MlsQs(h−1s )l, (h · P)s ≡ hs · Ps :=
ls−1∑
l=0
hs,lPsMls,
where (Qs, Ps) is the M(Vs,W)-component of (Q, P) and
h = (hs)s∈E ∈ G~l(W), hs(ζ) =
ls∑
l=0
hs,lζ l, h−1s (ζ) =
ls∑
l=0
(h−1s )lζ l.
Throughout this article, we fix two nonempty finite sets D, E of points in C, and
collections ~k = (kt)t∈D, ~l = (ls)s∈E of positive integers indexed by D, E respectively.
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3. Preliminary results from GIT
Recall that a quiver is a quadruple Q = (I,Ω, out, in) consisting of two sets I,Ω
and two maps out, in : Ω → I. The sets I, Ω are called the set of vertices, the set of
arrows respectively, and each h ∈ Ω is viewed as an arrow drawn from the vertex
out(h) to the vertex in(h).
A representation of the quiver Q is a pair consisting of a collection of C-vector
spaces Vi indexed by i ∈ I, and a collection of linear maps xh : Vout(h) → Vin(h) indexed
by h ∈ Ω. For two representations given by V ′i , x′h and Vi, xh, a morphism from the
former to the latter is a collection of linear maps ψi : V ′i → Vi indexed by i ∈ I, such
that ψin(h) ◦ x′h = xh ◦ ψout(h) for all h ∈ Ω. It is called an isomorphism if each ψi is
an isomorphism. If each ψi is just an injection, the collection (Imψi)i∈I together with
the linear maps Imψout(h)
xh−→ Imψin(h) induced from xh gives a representation of Q,
which is called a subrepresentation of (Vi, xh). Note that subspaces Xi ⊂ Vi, i ∈ I give
a subrepresentation of (Vi, xh) if and only if xh(Xout(h)) ⊂ Xin(h) for all h ∈ Ω.
For a positive integer r ∈ Z>0, let Qr be the quiver with set of vertices D ∪ {∞}
obtained by drawing r arrows both from t to ∞ and ∞ to t, and an edge-loop (i.e., an
arrow h with in(h) = out(h)) at t for each t ∈ D. Let Q ≡ Q1 for simplicity.
Each quintuple (V,W, T, Q, P) consisting of
• two finite-dimensional C-vector spaces V,W;
• an endomorphism T of W whose eigenvalues are all contained in D; and
• a point (Q, P) ∈ M(V,W)
gives a representation of Q in the following way:
(a) for each t ∈ D, assign the vertex t with the vector space Wt := Ker(T −
t IdW)dim W , and assign the vertex ∞ with V;
(b) assign the arrow from t to ∞ with Qt, the Hom(Wt,V)-block component of Q;
and similarly,
(c) assign the arrow from ∞ to t with Pt ∈ Hom(V,Wt);
(d) assign the loop at t with Nt := (T − t IdW)|Wt .
We call such a quintuple (V,W, T, Q, P) satisfying further the following condition just
as a datum: ∏
t∈D
(T − t IdW)kt = 0, (3.1)
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where the zero datum (0, 0, 0, 0, 0), which corresponds to the zero representation of
Q, is understood to satisfy the above.
Definition 3.1. A subrepresentation of a datum (V,W, T, Q, P) is a pair (X, Y) of vector
subspaces X ⊂ V, Y ⊂ W satisfying that
P(X) ⊂ Y, Q(Y) ⊂ X, T (Y) ⊂ Y.
If (X, Y) is a subrepresentation of a datum (V,W, T, Q, P), then we can consider the
restriction (X, Y, T |Y , Q|Y , P|X) of the datum to the subspaces X and Y , which obviously
gives a subrepresentation of the representation of Q corresponding to (V,W, T, Q, P),
and vice versa.
Representations of Q with prescribed vector spaces V at ∞ and Wt at t ∈ D form a
vector space
RepQ(V,W) :=
⊕
t∈D
(
M(V,Wt) ⊕ End(Wt)
)
, W = (Wt)t∈D,
and the group GL(V) × GL(W), where GL(W) :=∏t∈D GL(Wt), acts on it as isomor-
phisms of representations.
Definition 3.2. A nonzero datum (V,W, T, Q, P) is said to be irreducible if it has no
subrepresentations except (X, Y) = (0, 0), (V,W), or equivalently, if the corresponding
representation of Q is irreducible.
We also need the following condition.
Definition 3.3. A datum (V,W, T, Q, P) with V , 0 is said to be stable if for any
subrepresentation (X, Y) of it, the equalities X = 0,V imply Y = 0,W respectively.
Note that under the assumption V , 0, the irreducibility condition implies the
stability condition.
Remark 3.4. Let us fix V , 0 and consider the quiver Qdim V . Representations of
Qdim V with prescribed vector spaces C at ∞ and Wt at t ∈ D, form a vector space
RepQdim V (C,W) =
⊕
t∈D
(
M(C,Wt)⊕ dim V ⊕ End(Wt)
)
.
On the other hand, fixing a basis of V , we have identifications
Hom(Wt,V) ≃ Hom(Wt,C)⊕ dim V , Hom(V,Wt) ≃ Hom(C,Wt)⊕ dim V .
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Thus we have an isomorphism
RepQ(V,W) ≃ RepQdim V (C,W),
which enables us to regard any datum with fixed V as a representation of the quiver
Qdim V , of which the vector space at the vertex ∞ is just C.
Now fix a datum (V,W, T, Q, P) and suppose that a subrepresentation of the cor-
responding representation of Qdim V is given. Then one of the following two cases
occurs:
(a) the vector space of it at the vertex ∞ is 0;
(b) the vector space of it at the vertex ∞ is C.
In the first case, the subrepresentation gives a vector subspace Yt ⊂ Wt for each t ∈ D
such that
Qt(Yt) = 0, Nt(Yt) ⊂ Yt,
namely, the pair (0, Y), Y = ⊕t∈D Yt is a subrepresentation of (V,W, T, Q, P). In the
second case, the subrepresentation gives a vector subspace Yt ⊂ Wt for each t ∈ D
such that
Pt(V) ⊂ Yt, Nt(Yt) ⊂ Yt,
namely, the pair (V, Y), Y =⊕t∈D Yt is a subrepresentation of (V,W, T, Q, P).
This observation shows that when V , 0, a datum (V,W, T, Q, P) is stable if and
only if the corresponding representation of Qdim V is irreducible.
Lemma 3.5. Let (Qt, Pt, Nt)t∈D ∈ RepQ(V,W) be the point corresponding to some
datum (V,W, T, Q, P). If V , 0 and (V,W, T, Q, P) is stable, then the stabilizer at the
point (Qt, Pt, Nt)t∈D ∈ RepQ(V,W) of GL(W) is trivial.
Proof. Suppose that b = (bt) ∈ GL(W) stabilizes (Qt, Pt, Nt)t∈D, namely,
Qtb−1t = Qt, btPt = Pt, btNtb−1t = Nt.
Set Yt := Ker(bt − 1) ⊂ Wt and Y :=
⊕
Yt. Then the above implies that
Nt(Yt) ⊂ Yt, Im Pt ⊂ Yt.
Thus (V, Y) is a subrepresentation of (V,W, T, Q, P). By the stability condition we
must have Y = W and hence b = 1. 
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Lemma 3.6. Suppose that V , 0 and let (Qt, Pt, Nt)t∈D ∈ RepQ(V,W) be the point
corresponding to some datum (V,W, T, Q, P). Then the GL(W)-orbit of it is closed if
and only if there exists a direct sum decomposition
W = W(0) ⊕ W(1)⊕m1 ⊕ · · · ⊕W(N)⊕mN
compatible with the decomposition W =
⊕
t Wt such that:
(a) Q(W(i)⊕mi) = 0 for all i ≥ 1 and Im P ⊂ W(0);
(b) T preserves each direct summand;
(c) for any i ≥ 1 there exists Ti ∈ End(W(i)) such that T |W(i)⊕mi = IdCmi ⊗ Ti;
(d) the datum (V,W(0), T |W(0), Q, P) given by restricting (V,W, T, Q, P) to W(0) is
stable;
(e) the datum (0,W(i), Ti, 0, 0) is irreducible for any i ≥ 1.
Moreover such a direct decomposition is unique up to permutation on {1, . . . , N}.
Proof. Let x ∈ RepQdim V (C,W) be the point corresponding to (V,W, T, Q, P) under the
isomorphism given in Remark 3.4. It is well-known [30] that the orbit GL(W) · x is
closed if and only if x is semisimple as a representation of Qdim V , namely there exists
a direct sum decomposition
x = x(0)⊕m0 ⊕ x(1)⊕m1 ⊕ · · · ⊕ x(N)⊕mN
by irreducible representations x(i), and furthermore such a decomposition is unique
up to permutation on {0, 1, . . . , N}.
Since the vector space at the vertex ∞ of the representation x is just C, we may
assume that the vector space at ∞ of x(0) is nonzero and those of all the other x(i) are
zero. Then we must have m0 = 1 and the vector space at ∞ of x(0) is just C. Now for
each i ≥ 0, the vector space W(i) is given by the direct sum of those of x(i) among all
the vertices contained in D. 
Lemma 3.7. A datum (V,W, T, Q, P) with V , 0 is stable if and only if the following
two conditions hold for any t ∈ D:
(a) Ker Qt ∩ Ker Nt = 0;
(b) Im Pt + Im Nt = Wt.
12
Proof. Without loss of generality we may assume D = {0}, and hence T ≡ N is
nilpotent. We drop the subscript t = 0 in what follows.
The ‘only if’ part is obvious because (0,Ker Q ∩ Ker N) and (V, Im P + Im N) are
both subrepresentations. We show the ‘if’ part. Suppose that an N-invariant subspace
Y ⊂ W is contained in Ker Q (i.e. (0, Y) is a subrepresentation). If Y is nonzero, then
we can take a nonzero vector w ∈ Y satisfying Nw = 0 because N is nilpotent. Thus
w ∈ Ker N∩Y ⊂ Ker N∩Ker Q, which is a contradiction. Hence Y = 0. Next suppose
that an N-invariant subspace Y ⊂ W contains Im P (i.e. (V, Y) is a subrepresentation).
If Y , W, then consider the endomorphism NY on W/Y induced from N. Since NY is
nilpotent and W/Y is nonzero, Coker NY is nonzero. Thus we can take a vector w ∈ W
such that w < Y + Im N ⊃ Im P + Im N, which is a contradiction. Hence Y = W. 
4. Properties of the mapΦT
Proposition 4.1. Suppose that two data (V,W, T, Q, P) and (V,W ′, T ′, Q′, P′) with the
same V , 0 are both stable and ΦT (Q, P) = ΦT ′(Q′, P′). Then there exists an isomor-
phism f : W → W ′ such that
Q′ = Q f −1, P′ = f P, T ′ = f T f −1.
Proof. For each t ∈ D, set Ŵt := Wt ⊕W ′t and define
(Q̂t, P̂t) := (Qt, Pt) ⊕ (0, 0) ∈ M(V, Ŵt) = M(V,Wt) ⊕M(V,W ′t ),
(Q̂′t , P̂′t) := (0, 0) ⊕ (Q′t , P′t) ∈ M(V, Ŵt),
and
N̂t :=
Nt 00 0
 , N̂′t :=
 0 00 N′t
 ∈ End(Ŵt).
Then (Q̂t, P̂t, N̂t)t∈D and (Q̂′t , P̂′t , N̂′t )t∈D give points x, x′ in RepQ(V, Ŵ) respectively,
where Ŵ = (Ŵt)t∈D.
It is known [32, Theorem 1.3] that the ring C[RepQ(V, Ŵ)]GL(Ŵ) of GL(Ŵ)-invari-
ant regular functions on RepQ(V, Ŵ) is generated by the functions
x = (Q̂t, P̂t, N̂t)t∈D 7−→ χ(Q̂sN̂ks P̂s), χ ∈ End(V)∗, k ≥ 0, s ∈ D,
x = (Q̂t, P̂t, N̂t)t∈D 7−→ tr N̂ks , k ≥ 1, s ∈ D.
Since N̂t, N̂′t are nilpotent, the hypothesis ΦT (Q, P) = ΦT ′(Q′, P′) implies that the
two points x and x′ can not be distinguished by GL(Ŵ)-invariant functions, in other
words,
GL(Ŵ) · x ∩ GL(Ŵ) · x′ , ∅.
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On the other hand, by the construction and Lemma 3.6, the above two orbits are
closed. Thus x and x′ must be isomorphic as representations ofQdim V . The uniqueness
of the decomposition in Lemma 3.6 implies the result. 
Lemma 4.2. For any system A(z) ∈ E~k(V), there exists a datum (V,W, T, Q, P) satis-
fying ΦT (Q, P) = A(z).
Proof. Set Ŵt := V⊕kt and
Q̂t :=
(
At,kt At,kt−1 · · · At,1
)
∈ Hom(Ŵt,V),
P̂t :=

0
...
0
IdV

∈ Hom(V, Ŵt), N̂t :=

0 IdV 0
0 . . .
. . . IdV
0 0

∈ End(Ŵt).
Then one can easily check
Q̂tN̂kt P̂t = At,k+1, k = 0, 1, . . . , kt − 1, N̂ktt = 0.
Thus setting
Ŵ :=
⊕
Ŵt, T̂ :=
⊕(
t IdWt + N̂t
) ∈ End(W),
and (Q̂, P̂) :=⊕(Q̂t, P̂t) ∈ M(V, Ŵ), we obtain the result. 
Remark 4.3. The datum defined above has the following meaning. The identification
C
kt ≃ S kt given by the basis { zkt−1, zkt−2, . . . , 1 } induces isomorphisms
Ŵt ≃ Ckt ⊗C V ≃ S kt ⊗C V,
HomC(V, Ŵt) ≃ V∗ ⊗C V ⊗C S kt ≃ EndC(V) ⊗C S kt ,
HomC(Ŵt,V) ≃ EndC(V) ⊗C S ∗kt ≃ EndC(V) ⊗C S kt ,
EndC(Ŵt) ≃ EndC(V) ⊗C EndC(S kt ).
Under these identifications, we can write
Q̂t =
kt∑
k=1
At,k ⊗C z−k ∈ HomC(Ŵt,V),
P̂t = IdV ⊗C 1 ∈ HomC(V, Ŵt),
N̂t = IdV ⊗C z IdS kt ∈ EndC(Ŵt).
The above description was also used by Woodhouse [42]. Note that looking at N̂t in
particular, we have
{ L ∈ EndC(Ŵt) | LN̂t = N̂tL } = EndS kt (Ŵt) = gkt (V).
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Remark 4.4. For any nilpotent endomorphism N ∈ End(W), there exist a decompo-
sition W =
⊕
k Wk and injections ι : Wk ֒→ Wk−1 such that
N =

0 ι 0
0 . . .
. . . ι
0 0

. (4.1)
Such a normal form was effectively used by Oshima [37, 38].
Proposition 4.5. For any system A(z) ∈ E~k(V) with V , 0, there exists a stable datum
(V,W, T, Q, P) satisfying ΦT (Q, P) = A(z).
Proof. Take a datum (V,W, T, Q, P) satisfying ΦT (Q, P) = A(z). We show it is stable
if dim W is minimal among all such data. Assume that it is not stable, so we have a
subrepresentation (X, Y) such that:
(a) X = 0 and Y , 0, or
(b) X = V and Y , W.
First assume X = 0 and Y , 0. Then Y satisfies Q(Y) = 0 and T (Y) ⊂ Y . Thus the
datum (V,W, T, Q, P) induces a datum (V,W/Y, T ′, Q′, P′) in the obvious way. Clearly
we have
Q(z IdW − T )−1P = Q′(z IdW/Y − T ′)−1P′,
which contradicts the assumption that dim W is minimal. Next assume that X = V
and Y , W. Then Y satisfies Im P ⊂ Y and T (Y) ⊂ Y . Thus the datum (V,W, T, Q, P)
induces a datum (V, Y, T |Y , Q|Y , P) in the obvious way, and clearly
Q(z IdW − T )−1P = Q|Y (z IdY − T |Y)−1P,
which contradicts the assumption again. Hence (V,W, T, Q, P) is stable. 
In fact, for given A(z) ∈ E~k(V), we can also construct explicitly a stable datum
satisfying ΦT (Q, P) = A(z) as follows. Let (V, Ŵ, T̂ , Q̂, P̂) be the datum defined in the
proof of Lemma 4.2, and set 2
Ât :=

At,kt At,kt−1 · · · At,1
At,kt
. . .
...
. . . At,kt−1
0 At,kt

∈ End(Ŵt). (4.2)
2The definition of the matrix Ât was suggested by Takemura.
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Then one can easily see
ÂtN̂t = N̂tÂt, Q̂t =
(
IdV 0 · · · 0
)
Ât.
The second relation implies Ker Ât ⊂ Ker Q̂t. Thus setting W ′ :=
⊕
t Ker Ât, we
see that the pair (0,W ′) is a subrepresentation of the datum (V, Ŵ, T̂ , Q̂, P̂). Now
let (V,W, T, Q, P) be the quotient datum of (V, Ŵ, T̂ , Q̂, P̂) by (0,W ′), namely, W :=
Ŵ/W ′ =
⊕
Ŵt/Ker Ât and T, Q, P are the maps induced from T̂ , Q̂, P̂ respectively.
Definition 4.6. The datum (V,W, T, Q, P) given above is called the canonical datum
for the system A(z) ∈ E~k(V).
Proposition 4.7. The canonical datum for any A(z) ∈ E~k(V) with V , 0 is stable.
Proof. We use Lemma 3.7. The condition Im Pt + Im Nt = Wt is equivalent to Im P̂t +
Im N̂t + Ker Ât = Ŵt, which immediately follows from the definitions of P̂t and N̂t.
To prove Ker Qt ∩ Ker Nt = 0, suppose that wˆ ∈ Ŵt represents some element in
Ker Qt ∩ Ker Nt. Then we have
Q̂twˆ = 0, ÂtN̂twˆ = 0.
The first equation implies
P̂t
(
IdV 0 · · · 0
)
Âtwˆ = P̂tQ̂twˆ = 0,
and on the other hand, it is easy to see that
det
[
P̂t
(
IdV 0 · · · 0
)
+ N̂t
]
, 0.
Since N̂tÂtwˆ = ÂtN̂twˆ = 0, we obtain Âtwˆ = 0. Hence Ker Qt ∩ Ker Nt = 0.
By Lemma 3.7, the datum is stable. 
Remark 4.8. On the viewpoint mentioned in Remark 4.3, the matrix Ât is written as
Ât =
kt∑
k=1
At,k ⊗C zkt−k IdS kt ∈ EndC(V) ⊗C EndC(S kt ) = EndC(Ŵt).
Remark 4.9. In what follows we assume D = {0} and omit the subscript t = 0.
(a) The matrix Â ∈ End(Ŵ) is invertible if and only if the top coefficient Ak of A(z)
is invertible.
(b) Set d := ord(A) (see (2.1) for the definition) and identify Ck with S k as in
Remark 4.3. Then it is easy to see that Â vanishes on the subspace V ⊗ zdS k and so
induces a homomorphism
V ⊗ S d ≃ V ⊗ (S k/zdS k) Â−→ V ⊗ (S k/zdS k) ≃ V ⊗ S d.
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Clearly it coincides with the matrix Â ∈ End(V ⊗ Cd) constructed from A(z) regarded
as an element of Ed(V). Hence the construction of the canonical datum does not
depend on the choice of k ≥ ord(A).
(c) For i = 1, 2, let V i be a nonzero finite-dimensional C-vector space, Ai(z) ∈
Ek(V i), and (V i,W i, N i, Qi, Pi) be the canonical datum for Ai(z). Then the canonical
datum for the direct sum A(z) := A1(z) ⊕ A2(z) ∈ Ek(V1 ⊕ V2) is naturally identified
with ⊕
i=1,2
(V i,W i, N i, Qi, Pi) = (V1 ⊕ V2,W1 ⊕W2, N1 ⊕ N2, Q1 ⊕ Q2, P1 ⊕ P2).
More generally, if (V i,W i, N i, Qi, Pi), i = 1, 2 are stable data with V i , 0, then the
above direct sum is also stable and
ΦN1⊕N2(Q1 ⊕ Q2, P1 ⊕ P2) = ΦN1(Q1, P1) ⊕ΦN2(Q2, P2).
For a subset X of M(V,W) with V , 0 and an endomorphism T ∈ End(W) satis-
fying (3.1), we set
XT -st := { (Q, P) ∈ X | (V,W, T, Q, P) is stable }.
One can easily see that M(V,W)T -st is invariant under the action of the centralizer GT
of T (Note that GT ⊂ GL(W)).
Proposition 4.10. Suppose that V , 0 and T ∈ End(W) satisfies (3.1).
(a) The GT -action on M(V,W)T -st is free and proper.
(b) The map ΦT induces a Poisson embedding
M(V,W)T -st/GT ֒→ E~k(V).
(c) If ΦT (M(V,W)T -st) ∩ ΦT ′(M(V,W ′)T ′-st) , ∅, then there exists an isomorphism
f : W → W ′ such that T ′ = f T f −1.
(d) The subset M(V,W)T -st is invariant under the action of G~k(V).
Proof. (a) Considering the GT -equivariant closed embedding
ϕ : M(V,W) ֒→ RepQ(V,W), (Q, P) 7→ (Qt, Pt, Nt)t∈D,
we see that the action is free by Lemma 3.5. To see properness, we use an identifica-
tion RepQ(V,W) ≃ RepQdim V (C,W) and consider the subset of irreducible representa-
tions RepirrQdim V (C,W). We have
ϕ
(
M(V,W)T -st) = ϕ(M(V,W)) ∩ RepirrQdim V (C,W).
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By a standard fact in the geometric invariant theory [33, Corollary 2.5] together with
King’s work [29], the GL(W)-action on RepirrQdim V (C,W) is proper. Therefore the above
implies the properness of the GT -action on M(V,W)T -st.
(b) and (c) follow from Proposition 4.1.
(d) The explicit description of the action (2.2) shows that
Ker(g · Q)t ∩ Ker Nt = Ker Qt ∩ Ker Nt,
Im(g · P)t + Im Nt = Im Pt + Im Nt
for any (Q, P) ∈ M(V,W), g ∈ G~k(V) and t ∈ D. Therefore Lemma 3.7 implies the
result. 
Let gT be the Lie algebra of GT and pT : gl(W) → g∗T be the transpose of the
inclusion gT ֒→ gl(W). Recall that the map
µW : M(V,W) → gl(W); (Q, P) 7→ −PQ
is a moment map generating the GL(W)-action. We set
µT := pT ◦ µW : M(V,W) → g∗T ,
which is a GT -moment map.
Lemma 4.11. The map µT is G~k(V)-invariant.
Proof. For each t ∈ D, let GNt ⊂ GL(Wt) be the centralizer of Nt, gNt be its Lie
algebra, and pt : gl(Wt) → g∗Nt be the transpose of the inclusion gNt ֒→ gl(Wt). Then
obviously we have pt(AtNt) = pt(NtAt) for any At ∈ gl(Wt), which implies
pt
((gt · Pt)(gt · Qt)) = pt
∑
k,l≥0
Nkt Pt(g−1t )kgt,lQtN lt

= pt
∑
k,l≥0
Nk+lt Pt(g−1t )kgt,lQt
 .
Substituting the equality g−1t (z)gt(z) = 1 (mod zkt) into the above, we have
pt
((gt · Pt)(gt · Qt)) = pt (PtQt) .
Since
µT (Q, P) = −[pt(PtQt)]t∈D ∈⊕
t
g∗Nt = gT ,
we obtain the result. 
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Lemma 4.12. Suppose V , 0. Then the tangent space of the G~k(V)-orbit through any
x ∈ M(V,W)T -st coincides with Ker dxµT , and its dimension is constant on M(V,W)T -st.
Proof. The moment map equations for ΦT and µT imply
Ker dxµT = Tx(GT · x)ω, Ker dxΦT = Tx(G~k(V) · x)ω,
where the superscript ω means the symplectic orthogonal complement subspace. On
the other hand, Proposition 4.10, (b) implies
Ker dxΦT = Tx(GT · x).
Hence
Ker dxµT = Tx(GT · x)ω = (Ker dxΦT )ω = Tx(G~k(V) · x),
whose dimension is constant on M(V,W)T -st by Proposition 4.10, (a). 
Remark 4.13. The above lemma implies that for any x ∈ M(V,W)T -st, the subspaces
Ker dxµT and Ker dxΦT are symplectic orthogonal complement to each other, namely
the pair (µT ,ΦT ) is a dual pair of moment maps in the sense of Weinstein [41], as
mentioned by Harnad [21].
Theorem 4.14. Suppose V , 0. Then for any G~k(V)-coadjoint orbit O, there exist a
finite-dimensional C-vector space W, an endomorphism T of W, and a GT -coadjoint
orbit O ⊂ g∗T such that the map ΦT induces a symplectomorphism
µ−1T (O)T -st/GT
≃−→ O.
Moreover the choice of (W, T,O) is unique in the following sense: if another triple
(W ′, T ′,O′) has the same properties, then there exists an isomorphism f : W → W ′
such that f T f −1 = T ′ and fO f −1 = O′.
Proof. Take any A(z) ∈ O and then a stable datum (V,W, T, Q, P) satisfying A(z) =
ΦT (Q, P). Let O ⊂ g∗T be the coadjoint orbit through µT (Q, P). Then by Proposi-
tion 4.10, (d) and Lemma 4.11, the subset µ−1T (O)T -st is G~k(V)-invariant and hence by
equivariance, its image underΦT is a G~k(V)-invariant subset of g∗~k(V) containingO. To
see that the image actually coincides with O, we have to show that the induced G~k(V)-
action on µ−1T (O)T -st/GT is transitive, or equivalently, the restricted G~k(V)-action on
µ−1T (α)T -st, where α ∈ O, is transitive.
Proposition 4.10, (a) implies that µ−1T (α)T -st is a pure-dimensional smooth subvari-
ety, and in which, by Lemma 4.12, any G~k(V)-orbit is a Zariski open subset. Therefore
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in order to show the transitivity of the action, it is sufficient to show that µ−1T (α)T -st is
an irreducible variety.
To see that µ−1T (α)T -st is irreducible, consider the first projection ϕ : µ−1T (α)T -st →
Hom(W,V). By the definition of µT and Lemma 3.7, we see that any nonempty fiber
of ϕ is a Zariski open subset of an affine space. Moreover Lemma 4.15 below shows
that ϕ is a dominant morphism and every nonempty fibers have the same dimension,
because any g ∈ G~k(V) induces an isomorphism between the fibers ϕ−1(Q) and ϕ−1(g ·
Q). Therefore we may apply the following fact (c.f. [14, Lemma 6.1]) to deduce that
µ−1T (α)T -st is irreducible:
If X is a pure-dimensional scheme, Y is an irreducible scheme and
f : X → Y is a dominant morphism with all fibers irreducible of constant
dimension, then X is irreducible.
The uniqueness assertion immediately follows from Proposition 4.1. 
Lemma 4.15. Let V,W be two C-vector spaces and let N ∈ End(W) be a nilpotent
endomorphism of W with Nk = 0. Define an action of Gk(V) on Hom(W,V) as in
(2.2). Then the restricted action on the subset
{Q ∈ Hom(W,V) | Q|Ker N is injective }
is transitive.
Proof. Let Q, Q′ ∈ Hom(W,V) and assume that both Q|Ker N and Q′|Ker N are injective.
Then we solve the equation
k−1∑
i=0
giQN i = Q′, g(z) =
∑
i
gizi ∈ Gk(V). (4.3)
First we restrict the both sides to Ker N. Then we have
g0Q|Ker N = Q′|Ker N .
By the assumption we can find g0 ∈ GL(V) satisfying the above. Next, we restrict the
both sides of (4.3) to Ker N2. Then we have
(g0Q + g1QN)|Ker N2 = Q′|Ker N2 ,
or equivalently,
g1QN|Ker N2 = (Q′ − g0Q)|Ker N2 .
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Because Q|Ker N is injective, the kernel of QN|Ker N2 is just Ker N. Also, we have Q′ −
g0Q|Ker N = 0. Hence the both sides of the above equation descend to homomorphisms
from Ker N2/Ker N;
g1QN|Ker N2/Ker N = (Q′ − g0Q)|Ker N2/Ker N ,
and we can find g1 ∈ End(W) satisfying the above as QN|Ker N2/Ker N is injective.
Iterating this argument inductively, we find gi ∈ End(W), i = 0, 1, . . . , k − 1 with
det g0 , 0, satisfying the equation
giQN i|Ker Ni+1 =
Q′ −
i−1∑
j=0
g jQN j

∣∣∣∣∣∣∣
Ker Ni+1
,
and finally we obtain a desired g(z) ∈ Gk(V). 
5. Harnad duality
In this section we formulate the ‘Harnad dual’ in a categorical setting, and intro-
duce some important properties of it.
Definition 5.1. We call a sextuple (V,W, S , T, Q, P) consisting of:
• two finite-dimensional C-vector spaces V,W;
• (S , T ) ∈ End(V) ⊕ End(W); and
• (Q, P) ∈ M(V,W),
as a Harnad datum.
We always assume our Harnad data (V,W, S , T, Q, P) satisfy Condition (3.1) and∏
s∈E
(S − s IdV)ls = 0, (5.1)
where the zero datum (0, 0, 0, 0, 0, 0) is understood to satisfy these two conditions.
Harnad data (V,W, S , T, Q, P) (satisfying (3.1) and (5.1)) form an abelian category,
which we denote by ~lH~k. A morphism from (V,W, S , T, Q, P) to (V ′,W ′, S ′, T ′, Q′, P′)
is a pair ( fV , fW) of linear maps fV : V → V ′ and fW : W → W ′ satisfying
fVS = S ′ fV ,
fV Q = Q′ fW ,
fWT = T ′ fW ,
fW P = P′ fV .
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Now consider systems of linear ordinary differential equations of the form
du
dz = A(z)u, A(z) = S +
∑
t∈D
kt∑
k=1
At,k
(z − t)k ∈ gl(V) ⊕ E~k(V),
such that S = limz→∞ A(z) satisfies (5.1). We define an abelian category ~lD~k by
• an object of ~lD~k is a pair (V, A) consisting of a finite-dimensionalC-vector space
V and a system A(z) ∈ gl(V) ⊕ E~k(V) such that limz→∞ A(z) satisfies (5.1);
• a morphism from (V, A) to (V ′, A′), where A(z) = S + ∑ At,k(z − t)−k, A′(z) =
S ′ +
∑
A′t,k(z − t)−k, is a linear map f : V → V ′ satisfying f ◦ S = S ′ ◦ f and
f ◦ At,k = A′t,k ◦ f for all t, k.
Then it is easy to see that
Φ : (V,W, S , T, Q, P) 7→ (V, S + ΦT (Q, P)) = (V, S + Q(z IdW − T )−1P)
defines a functor from ~lH~k to ~lD~k (the map between the sets of morphisms is given by
the projection ( fV , fW) 7→ fV). The notion of canonical datum (Definition 4.6) gives
a ‘section’ of Φ; for (V, A) ∈ ~lD~k, letting S := limz→∞ A(z) and (V,W, T, Q, P) be the
canonical datum for the E~k(V)-component of A(z), set
κ(V, A) := (V,W, S , T, Q, P).
By the construction of the canonical datum, it then defines a functor from ~lD~k to ~lH~k
and satisfies Φ ◦ κ = Id. Note that there is an equivalence of categories
σ : ~lH~k → ~kH~l; (V,W, S , T, Q, P) 7→ (W,V, T, S , P, Q),
which together with Φ induces
Φ ◦ σ(V,W, S , T, Q, P) = (W, T + P(ζ IdV − S )−1Q)
=
(
W, T − ΨS (Q, P)),
where ζ denotes the indeterminate for ~kD~l.
Definition 5.2. We call
HD := Φ ◦ σ ◦ κ : ~kD~l → ~lD~k
as the Harnad dual functor.
Here we give two simple examples.
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Example 5.3. (a) If any Ekt (V)-component of A(z) is zero (i.e., A(z) = S ), then the
corresponding canonical datum is zero, whence HD(V, S ) = (0, 0).
(b) Let us compute the Harnad dual HD(V, A) in the case (V, A) = (C, s + α) for
some s ∈ E, α(z) = ∑αt, j(z − t)− j ∈ E~k(C). Set dt := ord(αt) and let (C,W, T, Q, P)
be the canonical datum for α(z), which defines (Wt, Nt, Qt, Pt) for each t ∈ D as usual.
Then Remark 4.9 shows that Wt = Cdt (which is understood as zero if dt = 0) and
Qt =
(
αt,dt αt,dt−1 · · · αt,1
)
∈ Hom(Cdt ,C),
Pt =

0
...
0
1

∈ Hom(C,Cdt ), Nt =

0 1 0
0 . . .
. . . 1
0 0

∈ End(Cdt).
For t, t′ ∈ D, let
Rt′,t := Pt′Qt =

0 0 · · · 0
...
...
...
0 0 · · · 0
αt,dt αt,dt−1 · · · αt,1

∈ Hom(Cdt ,Cdt′ ).
Then the Harnad dual (W, B) = HD(C, s + α) is described as
B(ζ) = T + R
ζ − s , R = PQ = (Rt′ ,t)t′,t∈D.
Considering the sub-objects, we define the following:
Definition 5.4. (a) A subrepresentation of a Harnad datum (V,W, S , T, Q, P) is a pair
(X, Y) of subspaces X ⊂ V, Y ⊂ W satisfying
S (X) ⊂ X, T (Y) ⊂ Y, Q(Y) ⊂ X, P(X) ⊂ Y.
A nonzero Harnad datum (V,W, S , T, Q, P) is said to be irreducible if it has no nonzero
proper subrepresentations.
(b) A pair (V, A) ∈ ~lD~k with V , 0 is said to be irreducible if V has no nonzero
proper subspace preserved by all At,k and S .
Any subrepresentation of a Harnad datum (V,W, S , T, Q, P) is also that of the da-
tum (V,W, T, Q, P).
Lemma 5.5. If a Harnad datum (V,W, S , T, Q, P) ∈ ~lH~k is irreducible and V , 0,
then the datum (V,W, T, Q, P) is stable.
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Proof. Suppose that a subrepresentation (X, Y) of the datum (V,W, T, Q, P) satisfies
X = 0 or X = V . Then S (X) ⊂ X, and hence the pair (X, Y) is a subrepresentation of
(V,W, S , T, Q, P). Therefore the irreducibility of (V,W, S , T, Q, P) implies the stability
of (V,W, T, Q, P). 
Lemma 5.6. Let (V,W, S , T, Q, P) ∈ ~lH~k with V , 0 and suppose that (V,W, T, Q, P)
is stable. Then (V,W, S , T, Q, P) is irreducible if and only if Φ(V,W, S , T, Q, P) ∈ ~lD~k
is irreducible. In particular, a pair (V, A) ∈ ~lD~k with V , 0 is irreducible if and only
if κ(V, A) ∈ ~lH~k is irreducible.
Proof. We use the normal form mentioned in Remark 4.4, namely, take decomposi-
tions Wt =
⊕
k Wt,k together with injections ι : Wt,k → Wt,k−1 such that Nt is written as
in (4.1). We regard Wt,k ⊂ Wt,k−1 using ι. Note that if we denote by Qt,k (resp. Pt,k) the
block components of Qt (resp. Pt) with respect to the decomposition Wt =
⊕
k Wt,k,
the system A(z) := S + ΦT (Q, P) satisfies
At,k =
∑
j≥1
Qt, jPt, j+k−1.
Now we show the ‘only if’ part. Suppose that a subspace X ⊂ V is preserved by
all At,k and S . Then we set
Yt,k :=
∑
j≥k
Pt, j(X) ⊂ Wt,k, Yt :=
⊕
k
Yt,k ⊂ Wt.
Obviously we have Pt(X) ⊂ Yt and Nt(Yt) ⊂ Yt. Moreover, we have
Qt(Yt) =
∑
k≥1
Qt,k(Yt,k)
=
∑
k≥1
∑
j≥k
Qt,kPt, j(X)
=
∑
k≥1
At,k(X) ⊂ X.
Thus we see that the pair (X, Y), where Y =⊕ Yt, is a subrepresentation of the Harnad
datum (V,W, S , T, Q, P). Because (V,W, S , T, Q, P) is irreducible, we have X = 0 or
X = V . Hence (V, A) is irreducible.
Next we show the ‘if’ part. Suppose that a subrepresentation (X, Y) of the Harnad
datum (V,W, S , T, Q, P) is given. Then we have S (X) ⊂ X and
At,k(X) = QtNk−1t Pt(X) ⊂ X.
Thus by the irreducibility of (V, A) we get X = 0 or X = V . Because the pair (X, Y)
is also a subrepresentation of the datum (V,W, T, Q, P) which is stable, this implies
Y = 0 or Y = W respectively. Hence (V,W, S , T, Q, P) is irreducible. 
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Lemma 5.7. Let (V,W, S , T, Q, P) ∈ ~lH~k with V , 0 and suppose that (V,W, T, Q, P)
is stable. Then (V,W, S , T, Q, P) and its image under κ ◦ Φ are isomorphic as objects
in ~lH~k;
κ ◦Φ(V,W, S , T, Q, P) ∼ (V,W, S , T, Q, P).
Proof. Note that κ ◦ Φ effects no change in both V and S . Therefore Proposition 4.1
together with Proposition 4.7 gives a desired isomorphism of the form (IdV , f ). 
Theorem 5.8. If (V, A) ∈ ~lD~k is irreducible and (V, A) / (C, s) for any s ∈ E, then
HD(V, A) is also irreducible and
HD ◦HD(V, A) ∼ (V, A).
Proof. The assumption together with Lemma 5.6 implies that κ(V, A) ∈ ~lH~k is irre-
ducible, and so is σ ◦ κ(V, A) since σ clearly preserves the irreducibility.
Now set (V,W, S , T, Q, P) := κ(V, A). If W , 0, applying Lemma 5.5 to σ ◦ κ(V, A)
shows that (W,V, S , P, Q) is stable. Thus we see from Lemma 5.6 that HD(V, A) =
Φ ◦ σ ◦ κ(V, A) is irreducible, and hence by Lemma 5.7 we have
HD ◦HD(V, A) = Φ ◦ σ ◦ (κ ◦Φ) ◦ σ ◦ κ(V, A)
∼ Φ ◦ (σ ◦ σ) ◦ κ(V, A)
= Φ ◦ κ(V, A) = (V, A).
If W = 0, the construction of the canonical datum shows that A(z) = S . Then the
irreducibility of (V, A) = (V, S ) implies that V = C and S is a scalar satisfying (5.1).

The following is an immediate consequence of the above theorem:
Corollary 5.9. An irreducible pair (V, A) ∈ ~lD~k satisfies HD(V, A) = (0, 0) if and only
if (V, A) ∼ (C, s) for some s ∈ E.
For a subset X of M(V,W) with W , 0 and an endomorphism S ∈ End(V) satisfy-
ing (5.1), we set
XS -st := { (Q, P) ∈ M(V,W) | (W,V, S , P, Q) is stable }.
Let GS ⊂ GL(V) be the centralizer of S , gS be its Lie algebra, and pS : gl(V) →
g∗S be the transpose of the inclusion gS ֒→ gl(V). Then the composite µS := pS ◦
µV : M(V,W) → g∗S is a moment map generating the GS -action.
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Theorem 5.10. Let (V,W, S , T, Q, P) be an irreducible Harnad datum with V,W , 0.
Let
• OV be the G~k(V)-coadjoint orbit through ΦT (Q, P);
• OW be the G~l(W)-coadjoint orbit through ΨS (Q, P);
• OT be the GT -coadjoint orbit through µT (Q, P); and
• OS be the GS -coadjoint orbit through µS (Q, P).
Then the two spaces
MirrS (OV ,OS ) :=
 A(z) ∈ S + OV
∣∣∣∣∣∣∣∣
(V, A) is irreducible,
pS
(
Res
z=∞
A(z)
)
∈ −OS
 /GS ,
and
Mirr−T (OW ,OT ) :=
 B(ζ) ∈ −T + OW
∣∣∣∣∣∣∣∣
(W, B) is irreducible,
pT
(
Res
ζ=∞
B(ζ)
)
∈ −OT
 /GT ,
are both holomorphic symplectic manifolds and symplectomorphic to each other. The
symplectomorphism is given by (W,−B(ζ)) ∼ HD(V, A(z)).
Proof. By Theorem 4.14, we have a GS -equivariant symplectomorphism
S + ΦT : µ−1T (OT )T -st/GT
≃−→ S + OV .
Under this isomorphism, the GS -moment map pS◦µV on the left hand side corresponds
to the map −pS ◦ Resz=∞. Thus we have a bijection
S + ΦT : µ−1S (OS ) ∩ µ−1T (OT )T -st/GS ×GT
→
{
A(z) ∈ S + OV
∣∣∣∣∣ pS (Resz=∞ A(z)) ∈ −OS
}
/GS .
Similarly, we have a bijection
− T + ΨS : µ−1S (OS )S -st ∩ µ−1T (OT )/GS ×GT
→
{
B(ζ) ∈ −T + OW
∣∣∣∣∣ pT (Resζ=∞ B(ζ)) ∈ −OT
}
/GT .
If a system A(z) ∈ S +OV is irreducible and (V,W, T, ˜Q, ˜P) is a stable datum satisfying
ΦT ( ˜Q, ˜P) = A(z) − S , then the Harnad datum (V,W, S , T, ˜Q, ˜P) is also irreducible by
Lemma 5.6, and hence so is B(ζ) = −T + ΨS ( ˜Q, ˜P) by Lemma 5.6 again. The result
follows. 
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Remark 5.11. In the situation of Theorem 5.10, take an arbitrary R ∈ p−1S (OS ) and
let OV,∞ be the G2(V)-coadjoint orbit through −S w−2 − Rw−1, where we use w as the
indeterminate instead of z. Note thatOV,∞ does not depend on the choice of R. Indeed,
for any other R′ ∈ p−1S (OS ), we can find a ∈ GS satisfying
aRa−1 − R′ ∈ Ker pS = Im adS ,
namely, there exists some b ∈ End(V) such that aRa−1 = R′ + [S , b]. Then setting
g(w) := a + baw ∈ G2(V), one can easily check that g · (−S w−2 − Rw−1) = −S w−2 −
R′w−1.
Using OV,∞, we now have the following description of MirrS (OV ,OS ):
MirrS (OV ,OS ) ≃Mirr(OV ,OV,∞) := (A0(z), A∞(w)) ∈ OV × OV,∞
∣∣∣∣∣∣∣∣
−A∞,2 + A0(z) is irreducible,
A∞,1 = Res
z=∞
A0(z)
 /GL(V),
where A∞(w) = A∞,1w−1 + A∞,2w−2. The symplectomorphism is given by
S + OV ∋ A(z) 7→
(
A(z) − S ,−S w−2 +
(
Res
z=∞
A(z)
)
w−1
)
.
The second component −S w−2 + w−1 Resz=∞ A(z) on the right hand side is equal to
the principal part of the Laurent expansion of A(z)dz at z ≡ w−1 = ∞. Therefore
we refer to Mirr(OV ,OV,∞) as the naive moduli space of irreducible systems having
singularities on D ∪ {∞} with truncated formal type (OV ,OV,∞). Since the map
OV × OV,∞ ∋ (A0(z), A∞(w)) 7→ A∞,1 − Res
z=∞
A0(z)
is a GL(V)-moment map, Mirr(OV ,OV,∞) is an open subset of the symplectic quotient
of OV × OV,∞ by the GL(V)-action, which was studied by Boalch [10].
Remark 5.12. If both S and T are semisimple, then we have GS =
∏
s GL(Vs) and
GT =
∏
t GL(Wt). In such cases the open subset of
µ−1S (OS ) ∩ µ−1T (OT )/GS ×GT ,
given by all irreducible Harnad data with fixed (V,W, S , T ), is the Nakajima quiver va-
riety [34] associated to some graph. Therefore Theorem 5.10 tells us that the two
naive moduli spaces MirrS (OV ,OS ) and MirrT (OW ,OT ) are symplectomorphic to the
same Nakajima quiver variety. It is a typical example of Boalch’s ‘different real-
izations’ (see [13, §4.7] and also [12, Appendix A]).
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Remark 5.13. Assume E = {0} and ~l = (1). Let (V,W, 0, T, Q, P) be an irreducible
Harnad datum with S = 0, V,W , 0. Then (V, A) = Φ(V,W, 0, T, Q, P) and its Harnad
dual (W, B) = HD(V, A) are written as
A(z) = Q(z IdW − T )−1P, B(ζ) = T + PQ
ζ
.
Consider the operator
ζ
( d
dζ − B(ζ) + ζ
−1IdW
)
= ζ
d
dζ − Tζ − PQ + IdW
corresponding to the system B(ζ) − ζ−1 IdW . The inverse Fourier-Laplace transform
F−1 : ζ 7→ −d/dz, d/dζ 7→ z of it is given by
− ddzz + T
d
dz − PQ + IdW = −
(
IdW + z
d
dz
)
+ T
d
dz − PQ + IdW
= −(z IdW − T ) ddz − PQ,
which corresponds to the system A˜(z) := −(z IdW − T )−1PQ. The relation
A(z)Q = Q(z IdW − T )−1PQ = −QA˜(z)
means that Q : W → V gives a morphism from (W,− ˜A) to (V, A). Note that Q is
surjective and P is injective because the pairs (Im Q,W) and (Ker P, 0) are both sub-
representations of the irreducible Harnad datum (V,W, 0, T, Q, P). In particular, (V, A)
is an irreducible quotient of (W,− ˜A). So we have a commutative diagram
(V, A) HD−−−−→ (W, B)
quotient
x yshift by −ζ−1
(W,−A˜) −F
−1
←−−−− (W, B − ζ−1).
When T is semisimple, a regular singular system of the form
(z IdW − T )dudz = Ru, R ∈ End(W)
is called a system of Okubo normal form and has been studied by many researchers
(see e.g. [8, 23, 36, 43]). Kawakami [27] further studied systems of the above form
for arbitrary T (then irregular singularities appear), and construct a functor from the
category of triples (W, T,R) to that of pairs (V, A), which is defined as follows: for
given triple (W, T,R), write R = PQ, where Q : W → V := W/Ker R is the projec-
tion and P : V → W is the injection induced from R, and then send it to the pair(
V, Q(z IdW −T )−1P). Note that it coincides with the left vertical arrow in the previous
diagram.
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Remark 5.14. So far we have restricted our Harnad data by Conditions (3.1) and (5.1)
using some fixed D, E,~k,~l. Considering here various D, E,~k,~l at once, we obtain the
category H of all Harnad data, and similarly, the category D of pairs (V, A) consist-
ing of a finite-dimensional C-vector space V and an End(V)-valued rational function
A(z) which is bounded locally near ∞. Then using Remark 4.9, (b), we can show
that the functors Φ, κ,HD are uniquely extended to functors Φ : H → D, κ : D →
H , HD: D → D. All the results, except Theorem 5.10, obtained in this section can
be rephrased in terms of these categories/functors.
6. Generalized middle convolution
For α ∈ E~l(C), we define the addition functor with α by
addα : ~kD~l → ~kD~l; (W, B) 7→ (W, B + α).
Now the generalized middle convolution is defined as follows:
Definition 6.1. For α ∈ E~l(C), we define
mcα := HD ◦ addα ◦HD: ~lD~k → ~lD~k,
which we call the middle convolution functor with α.
Example 6.2. (a) If 0 ∈ E, α(ζ) = λ/ζ and (V, A) is Fuchsian, mcα(V, A) coincides
with the original middle convolution mcλ(V, A).
(b) As a simple example, let us consider the case that D, E = {0} and (V, A) =
(C, α) is of rank 1. We omit the subscript t = 0 as usual. By virtue of Example 5.3, (b),
we already know that in this case the Harnad dual (W, B) = HD(C, α) is given by
W = Cd, B(ζ) = N + R
ζ
,
where d is the pole order of α, N is the d × d nilpotent single Jordan block, and R is
defined by
R =

0 0 · · · 0
...
...
...
0 0 · · · 0
αd αd−1 · · · α1

∈ End(Cd).
Now let us compute the middle convolution mcλ/ζ(C, α) = HD(Cd, B + λ/ζ) with
λ/ζ , 0. If λ + α1 , 0, the matrix R + λ IdCd is invertible. Hence the canonical datum
(Cd,V ′, 0, P′, Q′) for ζ−1(R + λ IdCd) is given by
V ′ = Cd, P′ = R + λ IdCd , Q′ = IdCd ,
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whence
mcλ/ζ(C, α) = (Cd, Q′(z IdCd − N)−1P′) = (Cd, (z IdCd − N)−1(R + λ IdCd )).
As a matrix, (z IdCd − N)−1(R + λ IdCd) has the (i, j)-entry given by
[(z IdCd − N)−1(R + λ IdCd )]i, j =

αd− j+1
zd−i+1
+
λ
z j−i+1
i ≤ j,
αd− j+1
zd−i+1
i > j.
(6.1)
If λ+α1 = 0, the subspace Ker(R+λ IdCd ) is generated by the d-th coordinate vector in
C
d and hence the projection Cd → Cd−1 killing the d-th component gives an isomor-
phism V ′ = Cd/Ker(R + λ IdCd ) ≃ Cd−1. Under this identification, the decomposition
R + λ IdCd =

λ 0
. . .
0 λ
αd · · · α2


1 0 · · · 0
. . .
. . .
...
0 1 0

gives the matrices P′ and Q′. The middle convolution is given by
mcλ/ζ(C, α) = (Cd−1, Q′(z IdCd − N)−1P′).
As in Remark 5.13, we have
[Q′(z IdCd − N)−1P′]Q′ = Q′[(z IdCd − N)−1P′Q′].
Since Q′ = (IdCd−1 0), we see that the (i, j)-entry of Q′(z IdCd − N)−1P′ is the same as
that of (z IdCd − N)−1P′Q′, which is given by (6.1).
We give three basic properties of the middle convolution. First rephrasing Theo-
rem 5.8, we have the following:
Corollary 6.3. If (V, A) ∈ ~lD~k is irreducible and (V, A) / (C, s) for any s ∈ E, then
mc0(V, A) ∼ (V, A).
Furthermore, Theorem 5.8 also implies the following:
Corollary 6.4. Suppose that a pair (V, A) ∈ ~lD~k and α ∈ E~l(C) satisfy the following
conditions:
(a) (V, A) is irreducible;
(b) (V, A) / (C, s) for any s ∈ E;
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(c) mcα(V, A) , (0, 0).
Then mcα(V, A) is also irreducible and
mcβ ◦mcα(V, A) ∼ mcα+β(V, A)
for any β ∈ E~l(C).
Proof. Clearly the addition functor addα preserves the irreducibility. Therefore The-
orem 5.8 implies that addα ◦HD(V, A) is irreducible, and further that mcα(V, A) is ir-
reducible if addα ◦HD(V, A) / (C, t) for any t ∈ D, or equivalently (by Corollary 5.9),
if mcα(V, A) , (0, 0). Furthermore, under the same assumption we have
mcβ ◦mcα(V, A) = HD ◦ addβ ◦(HD ◦HD) ◦ addα ◦HD(V, A)
∼ HD ◦ addβ ◦ addα ◦HD(V, A)
= HD ◦ addα+β ◦HD(V, A) = mcα+β(V, A).

Theorem 5.10 and Remark 5.11 imply the following (the proof is immediate):
Corollary 6.5. Suppose that a pair (V, A) ∈ ~lD~k and α ∈ E~l(C) satisfy all the as-
sumptions in Corollary 6.4. Let O × O∞ ⊂ E~k(V) × g∗2(V) be the truncated formal
type of A(z), namely, the G~k(V)×G2(V)-coadjoint orbit such that A(z) gives a point in
Mirr(O,O∞). Similarly, let (Vα, Aα) := mcα(V, A) and let Oα × Oα∞ ⊂ E~k(Vα) × g∗2(Vα)
be the truncated formal type of Aα(z). Then the middle convolution induces a sym-
plectomorphism
mcα : M
irr(O,O∞) ≃−→Mirr(Oα,Oα∞).
The rest of this section is devoted to study the behavior of truncated formal type
(O,O∞) 7→ (Oα,Oα∞) under the middle convolution mcα. The following example treats
the behavior of O∞ in some special, but important case.
Example 6.6. Suppose that O∞ = w−1λ IdV for some λ , 0 (where w = z−1 is the
indeterminate for O∞ as in Remark 5.11). Then for any representative A(z) of a point
in Mirr(O,O∞), we have
S = 0, Res
z=∞
A(z) = λ IdV .
Let (V,W, T, Q, P) be the canonical datum for A(z). Since QP = −λ IdV and λ , 0, we
see that Q is surjective and P is injective. Set V ′ = Coker P and let Q′ : W → V ′ be
the natural projection. Then we have an exact sequence
0 −−−−→ V P−−−−→ W Q
′
−−−−→ V ′ −−−−→ 0,
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and −λ−1Q gives a splitting of it. Let P′ : V ′ → W be the injection such that λ−1P′ is
the homomorphism associated to this splitting;
P(−λ−1Q) + λ−1P′Q′ = IdW ,
namely,
P′Q′ − PQ = λ IdW .
Then one can easily see that Im P = Ker(PQ + λ IdW) and Q′ coincides with the
homomorphism induced from PQ + λ IdW . This observation shows that the datum
(V ′,W, T, Q′, P′) coincides with the canonical datum for mcλ/ζ(V, A). By the definition
we have Q′P′ = λ IdV ′ , and hence Oλ/ζ∞ = −w−1λ IdVλ/ζ . Thus we see that the middle
convolution mcλ/ζ induces a symplectomorphism
Mirr(O,w−1λ IdV) ≃−→Mirr(Oλ/ζ ,−w−1λ IdVλ/ζ ),
and dim Vλ/ζ = dim W − dim V . We will use it in the next section.
From now on, we mainly treat systems satisfying the following property:
Definition 6.7. An element in Ek(V) of the form
Λ(z) =
⊕
λ∈Σ
(
λ(z) IdVλ +
Γλ
z
)
,
associated to
• a finite subset Σ ⊂ Ek(C) whose elements are all residue-free;
• a decomposition V =⊕
λ∈Σ Vλ by nonzero subspaces Vλ, λ ∈ Σ; and
• matrices Γλ ∈ End(Vλ), λ ∈ Σ,
is called a Hukuhara-Turrittin-Levelt normal form, or simply, a normal form.
An element A(z) ∈ Ek(V) is said to have a normal form if it is equivalent to some
normal form under the Gk(V)-action. A normal formΛ(z) equivalent to A(z) (which is
unique up to GL(V)-conjugation by Proposition 6.8 below) is called the normal form
of A(z), and each λ ∈ Σ is called a spectrum of A(z).
A system A(z) ∈ E~k(V), or a pair (V, A) ∈ ~lD~k, is said to have a normal form at
t ∈ D if its Ekt (V)-component At(z) has a normal form.
Note that for any normal form Λ(z), its coefficient matrices
Λi ∈ End(V), Λ(z) =
k∑
i=1
Λiz
−i,
satisfy the following properties:
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(a) Λ1, . . . ,Λk commute with one another;
(b) Λ2, . . . ,Λk are all semisimple.
Each simultaneous eigenvalues (λ2, . . . , λk) of (Λ2, . . . ,Λk) give a spectrum of Λ(z)
by λ(z) = ∑ki=2 λiz−i, and the subspace Vλ is given by the corresponding simultaneous
eigenspace.
Proposition 6.8. If two normal forms Λ(z),Λ′(z) are contained in the same Gk(V)-
coadjoint orbit, then there exists a ∈ GL(V) such that Λ′(z) = aΛ(z)a−1.
Proof. Let Λ(z) = ∑Λiz−i, Λ′(z) = ∑Λ′iz−i and suppose that there exists g(z) =∑
i gizi ∈ Gk(V) such that g · Λ = Λ′. It means g(z)Λ(z)zk = Λ′(z)g(z)zk modulo zk,
which can be written as
k−l∑
i=0
(
Λl+igi − giΛ′l+i
)
= 0, l = 1, 2, . . . , k.
Looking at the relation for l = k, we obtain g0Λk = Λ′g0. So taking the conjugation
by g0 on both sides of the relation g ·Λ = Λ′, we may assume that g0 = 1 andΛk = Λ′k.
Set hk+1 := gl(V) and inductively
hl := Ker
(
adΛl |hl+1
)
, h′l := Im
(
adΛl |hl+1
)
, l = 1, 2, . . . , k.
Note that h′l ⊂ hl+1 for l ≥ 1 as Λ1, . . . ,Λk commute with one another. Moreover,
since Λ2, . . . ,Λk are all semisimple, we have
hl+1 = hl ⊕ h′l , l = 2, . . . , k.
Now looking at the relation for l = k − 1, we have
[Λk, g1] ∈ h′k, Λk−1,Λ′k−1 ∈ hk, [Λk, g1] + Λk−1 = Λ′k−1.
Since gl(V) = h′k ⊕ hk, we obtain
[Λk, g1] = 0, Λk−1 = Λ′k−1.
The first relation means g1 ∈ hk. Next looking at the relation for l = k − 2, we obtain
[Λk, g2] ∈ h′k, [Λk−1, g1] ∈ h′k−1, [Λk, g2] + [Λk−1, g1] + Λk−2 = Λ′k−2.
Since gl(V) = h′k ⊕ h′k−1 ⊕ hk−1 and Λk−2,Λ′k−2 ∈ hk−1, we obtain
[Λk, g2] = 0, [Λk−1, g1] = 0, Λk−2 = Λ′k−2.
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The first two relations mean g2 ∈ hk, g1 ∈ hk−1.
Iterating the argument inductively, we finally obtain
gi ∈ hi+1, Λi = Λ′i , i = 1, . . . , k − 1
from the decomposition gl(V) = h′k ⊕ h′k−1 ⊕ · · · ⊕ h′2 ⊕ h2. 
Remark 6.9. If the leading term of A(z) = ∑i Aiz−i ∈ Ek(V) is diagonalizable with
distinct eigenvalues, then A(z) has a normal form Λ(z) = ∑i Λiz−i, where ord(Λ) =
ord(A)(=: d) and Λi is given by the Ker(adAd)-part of Ai relative to the decomposition
gl(V) = Ker(adAd) ⊕ Im(adAd) (i.e., the ‘diagonal part’ of Ai).
Conversely, one can easily show that if A(z) ∈ Ek(V) has a normal form, then its
leading term is semisimple.
Remark 6.10. Of course we can also define a similar notion for the singularity at ∞;
(V, A) ∈ ~lD~k is said to have a normal form at ∞ if the principal part
A∞(w) = −S w−2 + w−1 Res
z=∞
A(z) ∈ E2(V)
of the Laurent expansion of A(z)dz at ∞ has a normal form. Here one can observe
that in general, an element S w−2 +Rw−1 ∈ E2(V) has a normal form if and only if S is
semisimple. Hence (V, A) ∈ ~lD~k has a normal form at∞ if and only if S = limz→∞ A(z)
is semisimple, which is equivalent to that HD(V, A) is Fuchsian at any s ∈ E if (V, A)
is irreducible.
Remark 6.11. Let F := C((z)) be the field of formal Laurent series and consider
each A(z) ∈ Ek(V) as an element of EndF (V ⊗ F ) ≃ gl(V) ⊗ F , on which the group
AutF (V ⊗ F ) acts as gauge transformations;
A 7→ g[A] := gAg−1 + dgdz g
−1, g ∈ AutF (V ⊗ F ).
A fundamental fact in the Hukuhara-Turrittin-Levelt theory of meromorphic linear
ordinary differential equations [24, 31, 39] is that for any system A(z) ∈ gl(V) ⊗ F ,
there exists a positive integer b such that the pull back of the form A(z)dz via the
ramified covering map fb : z 7→ zb is equivalent to some normal form Λ(z)dz under
the AutF (V ⊗ F )-action. For this reason, a system A(z) is said to be unramified if it is
equivalent to some normal form Λ(z) under the AutF (V ⊗ F )-action (i.e., in the case
of b = 1).
It is also known (see [6, §6–7]) that two normal forms Λ(z) = ∑Λiz−i, Λ′(z) =∑
Λ′iz
−i are equivalent under the AutF (V ⊗ F )-action if and only if those have the
same pole order and there exists a ∈ GL(V) such that
aΛia
−1 = Λ′i , i ≥ 2, a exp
(
2π
√
−1Λ1
)
a−1 = exp
(
2π
√
−1Λ′1
)
.
34
It implies that for any unramified system A(z) ∈ gl(V) ⊗ F , there exists a unique
normal form Λ(z) equivalent to A(z) such that the real parts of all the eigenvalues of
the residue Λ1 = Resz=0 Λ(z) are in [0, 1). A normal form satisfying such a condition
is said to be reduced.
Note that in the above we consider formal meromorphic gauge transformations.
Replacing the action of AutF (V ⊗F ) with that of the subgroup AutC[[z]](V⊗C[[z]]) (in
other words, considering only formal gauge transformations) in the above definition
of unramifiedness, we obtain a notion close to the one in Definition 6.7; in fact, the
following two conditions for a system A(z) ∈ Ek(V) are equivalent:
(a) A(z) is equivalent to a reduced normal form under the Gk(V)-action;
(b) A(z) is equivalent to a reduced normal form under the AutC[[z]](V ⊗ C[[z]])-
action.
The direction (b) ⇒ (a) is clear because the relation g[A] = Λ induces the relation
g · A = Λ in Ek(V), where g(z) ∈ Gk(V) is the element induced from g by taking
modulo zk (so this direction is also true in the non-reduced case). The proof of the
direction (a) ⇒ (b) is as follows. For given relation g · A = Λ in Ek(V), consider g as
an element of AutC[[z]](V⊗C[[z]]). Then it is easy to see that g[A]−Λ ∈ gl(V)⊗C[[z]].
Now use [7, Lemma 1.4.1].
Note that Condition (b) is not equivalent to the unramifiedness. For instance, let Γ
be the 2×2 nilpotent single Jordan block and set Λ(z) := Γz−1 which is a normal form
by definition. Take g(z) := diag(1, zk) for some integer k > 1. Then the unramified
element A(z) := g[Λ] has pole order k and no C[[z]]-part, so it is contained in Ek(C2).
However it is not equivalent to a normal form under the AutC[[z]](V ⊗ C[[z]])-action
because its leading term is nilpotent.
Recall that by Theorem 4.14, each G~k(V)-coadjoint orbit can be described as
the symplectic quotient µ−1T (O)T -st/GT for some vector space W, an endomorphism
T ∈ End(W) and a GT -coadjoint orbit O ⊂ g∗T via the map ΦT . We denote it by
µ−1T (O)T -stV /GT when we want to emphasize the vector space V . In the two lemmas
below, we assume for simplicity that D = {0} and omit the subscript t = 0 as usual.
Also for T ∈ gl(W), we denote by pT : gl(W) → g∗T the natural projection onto the
dual of the centralizer gT of T as before.
Lemma 6.12. Let W be a nonzero finite-dimensional C-vector space, N ∈ End(W)
be a nilpotent endomorphism with Nk = 0, and O ⊂ g∗N be a GN-coadjoint orbit.
Suppose that finite-dimensional C-vector spaces V,V ′ , 0 and α ∈ C satisfy the
following conditions:
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(a) ΦN(µ−1N (O)N-stV /GN) contains a normal form;
(b) µ−1N
(O + pN(α IdW))N-stV ′ is non-empty,
Then the orbit ΦN
(
µ−1N
(O + pN(α IdW))N-stV ′ /GN) contains a normal form which has the
same nonzero spectra as that in (a).
Proof. By the assumption, the image of µ−1N (O)N-stV /GN under the map ΦN contains a
normal form
Λ(z) =
⊕
λ∈Σ
(
λ(z) IdVλ +
Γλ
z
)
, λ(z) =
k∑
i=2
λiz
−i, V =
⊕
λ∈Σ
Vλ, Γλ ∈ End(Vλ).
In what follows we assume 0 ∈ Σ. Replacing Σ with Σ∪ {0} and setting V0 := 0, Γ0 :=
0 make the argument below work well also in the case 0 < Σ.
Set dλ := ord(λ + Γλ/z). By Remark 4.9, we see that the canonical datum for Λ(z)
is given by the direct sum of those (Vλ,Wλ, Nλ, Qλ, Pλ) for λ(z) IdVλ +Γλ/z. The direct
summand for λ , 0 is given by
Wλ = Vλ ⊗ Cdλ ,
Qλ =
(
λdλIdVλ λdλ−1IdVλ · · · λ2IdVλ Γλ
)
∈ Hom(Wλ,Vλ),
Pλ =

0
...
0
IdVλ

∈ Hom(Vλ,Wλ), Nλ =

0 IdVλ 0
0 . . .
. . . IdVλ
0 0

∈ End(Wλ),
and for λ = 0, given by
W0 = V0/Ker Γ0, N0 = 0,
Q0 : W0 Γ0−→ V0, P0 : V0
projection−−−−−−→ W0.
By Proposition 4.1, we may assume that W =
⊕
λ
Wλ and N =
⊕
λ
Nλ. We set
P :=
⊕
λ
Pλ, Q :=
⊕
λ
Qλ.
Now take a point (Q′, P′) ∈ µ−1N
(O + pN(α IdW))N-stV ′ . By using the GN-action, we
may assume that µN(Q′, P′) = µN(Q, P) + pN(α IdW), i.e.,
P′Q′ = PQ − α IdW + [N, X]
for some X ∈ End(W). Let us write it as
(P′Q′)λλ = PλQλ − α IdWλ + [Nλ, Xλλ],
(P′Q′)λµ = NλXλµ − XλµNµ, λ , µ,
36
where the subscript ‘λµ’ means the Hom(Wµ,Wλ)-block component. By Lemma 3.7,
the restriction Q′|Ker N is injective. Regarding Ker Nλ as a subspace of Ker N ⊂ W
using the direct sum decomposition, we set V ′λ := Q′(Ker Nλ) for λ , 0 and
V ′0 := V
′/
⊕
λ,0
V ′λ.
Since the composite of P′Q′|Ker Nλ : Ker Nλ → W and the projection π0 : W → W0 is
(P′Q′)0λ|Ker Nλ = (N0X0λ − X0λNλ)|Ker Nλ = 0
for λ , 0, the map π0 ◦ P′ : V ′ → W0 descends to a map
V ′0 = V
′/
⊕
λ,0
V ′λ → W0,
which we denote by Pα0 . Note that Ker π0 ⊃ Im N since N0 = 0. Hence by Lemma 3.7,
π0◦P′ is surjective and hence so is Pα0 . Also we define Qα0 : W0 → V ′0 by the composite
W0
inclusion−−−−−→ W Q
′
−→ V ′ projection−−−−−−→ V ′0,
which is injective since W0 ⊂ Ker N. Clearly the pair (Qα0 , Pα0) satisfies
Pα0 Qα0 = (P′Q′)00 = P0Q0 − α IdW0 .
For λ , 0, let (Vλ,Wαλ , Nαλ , Qαλ , Pαλ) be the canonical datum for the system
λ(z) IdVλ +
Γλ
z
− dλα
z
IdVλ ∈ Ek(Vλ).
By Remark 4.9 we have (Wαλ , Nαλ ) = (Wλ, Nλ) and
Qαλ = Qλ −
(
0 · · · 0 dλα IdVλ
)
, Pαλ = Pλ.
Now identifying V ′λ with Vλ by using the injection Q′|Ker Nλ for λ , 0, set
(V ′,W, N, Qα, Pα) := (V ′0,W0, 0, Qα0 , Pα0) ⊕
⊕
λ,0
(Vλ,Wλ, Nλ, Qαλ , Pαλ).
Then it is stable by Remark 4.9 and satisfies
ΦN(Qα, Pα) =
Qα0 Pα0
z
⊕
⊕
λ,0
(
λ(z) IdVλ +
Γλ
z
− dλα
z
IdVλ
)
∈ Ek(V ′). (6.2)
Furthermore, for λ , 0 we have
PαλQαλ − PλQλ + α IdWλ = IdVλ ⊗ diag
(
α, · · · , α, (1 − dλ)α)
= [Nλ, Xλ],
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where
Xλ := IdVλ ⊗

0 · · · 0
α 0
0 2α . . . ...
...
. . .
. . . 0
0 · · · 0 (dλ − 1)α 0

.
Thus we obtain
PαQα − PQ + α IdW = [N,
⊕
Xλ] ∈ Ker pN ,
which implies
µN(Qα, Pα) = µN(Q, P) + pN(α IdW) ∈ O + pN(α IdW).
The result follows. 
Remark 6.13. In the above proof, fix a collection of complex numbers ξ0 := 0,
ξ1, . . . , ξn satisfying
(Γ0 − ξ0 IdV0)(Γ0 − ξ1 IdV0) · · · (Γ0 − ξn IdV0) = 0.
Then it is well-known [15, §2] that the numbers
rank[(Γ0 − ξ0 IdV0) · · · (Γ0 − ξi IdV0)], i = 0, . . . , n
characterize the conjugacy class of Γ0. Now consider the matrix P0Q0, which is by
definition the endomorphism of W0 = V0/KerΓ0 ≃ ImΓ0 induced from Γ0. It satisfies
rank
i∏
j=1
(P0Q0 − ξ j IdW0) = rank
i∏
j=1
(Γ0|Im Γ0 − ξ j IdIm Γ0)
= rank
i∏
j=0
(Γ0 − ξ j IdV0), i = 1, 2, . . . , n.
Hence the matrix Pα0 Qα0 = P0Q0 − α IdW0 satisfies
rank
i∏
j=1
(Pα0 Qα0 + α IdW0 − ξ j IdW0) = rank
i∏
j=0
(Γ0 − ξ j IdV0), i = 1, 2, . . . , n.
Since Pα0 is surjective and Qα0 is injective, the above implies the following equalities
for the matrix Γα0 := Qα0 Pα0 :
rank Γα0 = dim W0 = rank Γ0,
rank
[
Γα0
i∏
j=1
(Γα0 + α IdV ′0 − ξ j IdV ′0)
]
= rank
i∏
j=0
(Γ0 − ξ j IdV0), i = 1, 2, . . . , n,
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which characterize the conjugacy class of Γα0 . Therefore the normal form given by
(6.2) can be computed from that contained in ΦN(µ−1N (O)N-stV /GN) and α, V ′. Note that
in the extreme case Γ0 = 0, the first equality in the above implies Γα0 = 0.
Proposition 6.14. Suppose that (V, A) ∈ ~lD~k and α ∈ E~l(C) satisfy all the assumptions
in Corollary 6.4, and additionally that (V, A) has a normal form at some t ∈ D. Then
the middle convolution mcα(V, A) also has a normal form at the same t with the same
nonzero spectra.
Proof. Set (V,W, S , T, Q, P) := κ(V, A) and
(W,V ′, T, S ′, P′, Q′) := κ ◦ addα ◦HD(V, A).
By definition, we have mcα(V, A) = (V ′, S ′ + Q′(z IdW − T )−1P′) and
P(ζ IdV − S )−1Q + α(ζ) IdW = P′(ζ IdV ′ − S ′)−1Q′.
Taking the residue at ζ = ∞ on both sides, we obtain
−PQ + Res
ζ=∞
α(ζ) IdW = −P′Q′,
and further taking the projection gl(W) → gl(Wt)
pNt−−→ g∗Nt on both sides, we obtain
µNt(Qt, Pt) + pNt
(
Res
ζ=∞
α(ζ) IdWt
)
= µNt (Q′t , P′t),
where Qt, Pt, Q′t , P′t are the block components of Q, P, Q′, P′ relative to the decompo-
sition W =
⊕
t Wt as usual. Set β := Resζ=∞ α(ζ) and let O be the GNt-coadjoint orbit
through µNt(Qt, Pt). Then the above relation implies that the set
µ−1Nt
(O + pNt (β IdW))Nt-stV ′ /GNt
is non-empty, because mcα(V, A) is irreducible and hence (Q′t , P′t) gives a point in the
above by Lemma 5.5. Since O,V,V ′ and β satisfy all the conditions in Lemma 6.12,
the image of the above set under ΦNt contains a normal form which has the same
nonzero spectra as that in ΦNt
(
µ−1Nt (O)
Nt-st
V /GNt
)
. 
Remark 6.15. In the situation of Proposition 6.14, the proof of Lemma 6.12, more
specifically (6.2), together with Remark 6.13 enables us to compute the normal form
of mcα(V, A) from that of (V, A) and the rank of mcα(V, A).
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Remark 6.16. Suppose that (V, A) and α satisfy all the assumptions in Corollary 6.4,
and additionally (V, A) has a normal form at ∞ (see Remark 6.10). Then it is easy to
see that mcα(V, A) has a normal form at ∞ if and only if α is Fuchsian. Moreover, in
this case, the normal form can be computed as follows. Let us use the same notation
here as in the above proof and let V =
⊕
s∈E Vs, V
′ =
⊕
s∈E V
′
s be the eigenspace
decomposition for S , S ′ respectively. Then writing α(ζ) = ∑s∈E(ζ − s)−1αs, we have
PsQs + αs IdW = P′sQ′s, s ∈ E,
where Qs, Ps, Q′s, P′s are the block components of Q, P, Q′, P′ relative to the decompo-
sition V =
⊕
s
Vs, V ′ =
⊕
s
V ′s. Set Ωs := QsPs, Ω′s := Q′sP′s. Then the normal forms
of (V, A) and mcα(V, A) at ∞ are described as⊕
s∈E
(−sw−2 IdVs −Ωsw−1), ⊕
s∈E
(−sw−2 IdVs − Ω′sw−1).
Note that Ps, P′s are injective and Qs, Q′s are surjective because the data (W,V, S , P, Q)
and (W,V ′, S ′, P′, Q′) are both stable. Fix s ∈ E and let η1, . . . , ηm be complex num-
bers satisfying
(Ωs − η1IdVs) · · · (Ωs − ηm IdVs) = 0.
Set η0 := 0. Then an argument similar to that in Remark 6.13 shows
dim Vs = rank PsQs = rank(P′sQ′s − αs IdW),
rank
i∏
j=1
(Ωs − η j IdW) = rank
i∏
j=0
(PsQs − η j IdW)
= rank
i∏
j=0
(PsQs − αs IdW − η j IdW), i = 1, 2, . . . ,m.
These characterize the conjugacy class of P′sQ′s. If none of η′i := αs + ηi, i = 0, . . . ,m
are zero, P′sQ′s is invertible and hence the above equalities characterize the matrix Ω′s
also. If there is some l such that η′l = 0, then for i = 0, 1, . . . ,m, we have
rank
∏
j,l,
0≤ j≤i
(
Ω′s − η′j IdV ′s
)
= rank
[∏
j,l,
0≤ j≤i
(
PsQs − η′j IdW
)|Im PsQs]
=

rank
[
PsQs
i∏
j=0
(
PsQs − η′j IdW
)]
i < l,
rank
i∏
j=0
(
PsQs − η′j IdW
)
i ≥ l,
which characterizes the conjugacy class of Ω′s.
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Remark 6.17. We can further generalize the middle convolution. Let us recall the cat-
egory D introduced in Remark 5.14. For any rank 1 object (C, α) ∈ D, we can define
the addition addα, and hence the middle convolution mcα = HD ◦ addα ◦HD with α,
as endo-functors of D. However decomposing the parameter as α(ζ) = a + α0(ζ),
where a := limζ=∞ α(ζ), we can easily see that the first component a just plays
the role of a translation of coordinate ζ in the middle convolution; mcα(V, A) is ob-
tained from mcα0(V, A) by the coordinate change ζ 7→ ζ − a. Therefore only the case
α(ζ) = α0(ζ) ∈ E~l(C) for some E,~l is essential.
7. Generalized Katz’s algorithm
In this section we generalize Katz’s algorithm as an application of our middle
convolution. Hereafter we assume E = {0} and ~l = (1). Hence an object of the
category ~lD~k is just a pair (V, A) of a finite-dimensionalC-vector space V and a system
A(z) ∈ E~k(V). We denote byD0~k the full subcategory of ~lD~k consisting of objects (V, A)
satisfying Resz=∞ A(z) = 0, namely, that A(z) has no singularity at ∞. For (V, A) ∈ D0~k ,
we denote byO(A) ⊂ E~k(V) the G~k(V)-coadjoint orbit through A(z). Note that if (V, A)
is irreducible, then it represents a point in the space Mirr(O(A), 0).
Definition 7.1. An irreducible pair (V, A) ∈ D0
~k
is said to be naively rigid if the space
Mirr(O(A), 0) consists of only one point.
Note that the dimension of Mirr(O, 0) can be computed (if it is nonempty) as
dimMirr(O, 0) = dimO − 2 dim GL(V) + 2,
because Mirr(O, 0) is an open subset of the symplectic quotient of O by the action of
GL(V) which acts on irreducible systems with trivial stabilizer C× by Schur’s lemma.
Remark 7.2. The reason why we say ‘naively rigid’, not just ‘rigid’, is the following.
Katz originally said an irreducible local system on X := P1 \ D to be rigid if it is
determined up to isomorphism by its local monodromies around the points in D. A
natural generalization of Katz’s rigidity to the irregular singular case was introduced
by Bloch-Esnault [9], who said an irreducible algebraic connection on X to be rigid
if it is determined up to isomorphism by its formal (meromorphic) type on D. On the
other hand, in the above we consider the truncated formal type O(A), not the formal
meromorphic type.
Nevertheless, in a good situation, there is an implication between the two notions.
Suppose that a pair (V, A) ∈ D0
~k
has a reduced normal form Λt(z) = ∑Λt,iz−i (see
41
Remark 6.11) at each t ∈ D. Then Resz=∞ A(z) = 0 implies∑
t∈D
trΛt,1 =
∑
t∈D
tr Res
z=t
A(z) = 0,
since tr Resz=0 : g∗k(V) → C is Gk(V)-invariant. Let α(1)t , . . . , α(n)t be the eigenvalues of
Λt,1 repeated according to multiplicities (so n = dim V). We assume that any collec-
tion (It)t∈D of nonempty proper sub-index sets It ⊂ { 1, . . . , n } of the same cardinality
satisfies ∑
t∈D
∑
i∈It
α(i)t < Z.
This assumption implies that the trivial bundle V := X × V together with the alge-
braic connection ∇A := d − A(z)dz is irreducible (and hence that the pair (V, A) is
irreducible). Indeed, suppose that a subbundle of V preserved by ∇A is given. A
trivialization of it then gives an algebraic connection ∇B = d − B(z)dz on a trivial
bundle W = X × W together with an embedding φ : (W,∇B) ֒→ (V,∇A). Note that
by the assumption and Remark 6.11, the connection ∇A is unramified at any t ∈ D.
Therefore an argument similar to that in [6, Theorem 6.4] shows that at any t ∈ D, the
connection ∇B is also unramified and its reduced normal form is given by the restric-
tion of Λt on some subspace of V (which has the same dimension as W). Thus we
obtain a subset It ⊂ { 1, . . . , n} of cardinality dim W, which indexes the eigenvalues of
the reduced normal form of ∇B at t (repeated according to multiplicities). Now using
the ‘polar decomposition’
AutF (Cm ⊗ F ) = AutC[[z]](Cm ⊗ C[[z]]) ·G · AutC[[z]](Cm ⊗ C[[z]]),
where
G = { diag(zr1 , . . . , zrm) | ri ∈ Z, r1 ≤ · · · ≤ rm },
we have
0 = tr Res
z=∞
B(z) = −
∑
t∈D
tr Res
z=t
B(z) ∈ −
∑
t∈D
∑
i∈It
α(i)t + Z.
The assumption implies W = 0 or W = V . Hence (V,∇A) is irreducible.
Under those assumptions, we can show that if (V,∇A) is rigid, then the pair (V, A)
is naively rigid, as follows. Let (V, A′) ∈ D0
~k
be an irreducible pair satisfying O(A′) =
O(A). Then by Remark 6.11, the Ekt (V)-component A′t of A′ is equivalent to Λt under
the AutC[[z]](V ⊗ C[[z]])-action for any t ∈ D. On the other hand, the above argument
shows that the algebraic connection (V,∇A′) is irreducible. Hence by the rigidity,
there is an isomorphism (V,∇A′) ≃ (V,∇A), which gives for each t ∈ D an element of
AutF (V ⊗ F ) connecting A′t and the Ekt(V)-component At of A. Here, because At and
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A′t are both equivalent to Λt under the AutC[[z]](V ⊗ C[[z]])-action, [6, Theorem 7.2]
implies that it is in fact an element of AutC[[z]](V ⊗ C[[z]]). Hence the isomorphism
extends to a holomorphic bundle isomorphism P1 × V → P1 × V , which must be
constant and hence gives (V, A′) ∼ (V, A).
Recall that any element A(z) ∈ Ek(V) defines a matrix Â ∈ End(V⊕k) by (4.2).
Then the key lemma is the following:
Lemma 7.3. For any element A(z) ∈ Ek(V) having a normal form, there exists α(z) ∈
Ek(C) such that
dim Z(A) ≤ (dim V) dim Ker(Â − α̂ IdV),
where Z(A) denotes the stabilizer of A(z) in Gk(V).
Proof. Since dim Z(A) = dim Z(g · A) for any g(z) ∈ Gk(V), we may assume that A(z)
itself is a normal form;
A(z) =
⊕
λ∈Σ
(
λ(z) IdVλ +
Γλ
z
)
=
k∑
i=1
Λiz
−i.
Then a slight modification of the argument in the proof of Proposition 6.8 shows that
an element g(z) = ∑i gizi ∈ Gk(V) stabilizes A(z) if and only if
gi−1 ∈ hi := Ker(adΛi) ∩ · · · ∩ Ker(adΛk), i = 1, 2, . . . , k.
Hence dim Z(A) = ∑ki=1 dim hi. Similarly, one can easily see that vi ∈ V, i = 1, . . . , k
satisfy the equation 
Λk Λk−1 · · · Λ1
Λk
. . .
...
. . . Λk−1
0 Λk


vk
vk−1
...
v1

= 0
if and only if
vi ∈ KerΛi ∩ · · · ∩ KerΛk, i = 1, 2, . . . , k.
Let V(αi, . . . , αk) be the simultaneous eigenspace for (Λi, . . . ,Λk) with eigenvalue
(αi, . . . , αk). Replacing Λ with Λ − α IdV in the above equation, we then obtain
dim Ker(Â − α̂ IdV) =
k∑
i=1
dim V(αi, . . . , αk). (7.1)
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On the other hand, we have
hi =
⊕
(αi ,...,αk)
gl
(
V(αi, . . . , αk)), i ≥ 2.
To describe dim h1 analogously, we apply the fact mentioned in Remark 4.4 to the
matrix Γλ for each λ =
∑
i≥2 λiz
−i ∈ Σ. For any eigenvalue λ1 ∈ C of Γλ, there exist a
decomposition of the corresponding generalized eigenspace
Ker(Γλ − λ1 IdVλ)dim Vλ =
rλ1 ,λ2 ,...,λk⊕
j=1
V j(λ1, λ2, . . . , λk)
with V1(λ1, λ2, . . . , λk) = V(λ1, λ2, . . . , λk) and injections
ι : V j(λ1, λ2, . . . , λk) ֒→ V j−1(λ1, λ2, . . . , λk), j = 2, . . . , rλ1,...,λk ,
such that the matrix Γλ−λ1 IdVλ restricted on Ker(Γλ−λ1 IdVλ)dim Vλ is written as (4.1).
Then we can compute [38] the dimension of the centralizer Z(Γλ) as
dim Z(Γλ) =
∑
λ1
rλ1 ,λ2 ,...,λk∑
j=1
(dim V j(λ1, λ2, . . . , λk))2,
whence
dimh1 =
∑
λ∈Σ
dim Z(Γλ) =
∑
(λ1,...,λk)
rλ1 ,λ2 ,...,λk∑
j=1
(dim V j(λ1, λ2, . . . , λk))2.
Thus writing V j(α1, . . . , αk) ≡ V j(α) with α = ∑ki=1 αiz−i, we obtain
dim Z(A) =
∑
α
∑
j
(dim V j(α))2 + k∑
i=2
∑
(αi ,...,αk)
(dim V(αi, . . . , αk))2. (7.2)
Now we prove the lemma. First we rewrite (7.1) as
dim Ker(Â − α̂ IdV) = dim V(α) +
k∑
i=2
∑
(β1,...,βi−1)
∑
j
dim V j(β1, . . . , βi−1, αi, . . . , αk)
= dim V(α) +
k∑
i=2
∑
β
∑
j
δαi ,βi · · · δαk ,βk dim V j(β),
where δαi ,βi denotes Kronecker’s delta symbol. Setting
δ(α, β; j) := δ j,1δα,β +
k∑
i=2
δαi ,βi · · · δαk ,βk , α =
k∑
i=1
αiz
−i, β =
k∑
i=1
βiz
−i,
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we can describe the above equality as
dim Ker(Â − α̂ IdV) =
∑
β, j
δ(α, β; j) dim V j(β).
Next we rewrite (7.2) as
dim Z(A) =
∑
α
∑
j
(dim V j(α))2 + k∑
i=2
∑
(αi,...,αk)
(∑
β
∑
j
δαi ,βi · · · δαk ,βk dim V j(β)
)2
=
∑
α
∑
j
(dim V j(α))2
+
k∑
i=2
∑
(αi,...,αk)
∑
β,γ
∑
j,l
δαi,βi · · · δαk ,βkδαi ,γi · · · δαk ,γk dim V j(β) dim V l(γ)
=
∑
α
∑
j
(dim V j(α))2 + k∑
i=2
∑
β,γ
∑
j,l
δβi,γi · · · δβk,γk dim V j(β) dim V l(γ).
Using the inequality dim V j(α) ≤ dim V(α), we obtain
dim Z(A) ≤
∑
α
∑
j
dim V j(α) dim V(α)
+
k∑
i=2
∑
β,γ
∑
j,l
δβi,γi · · · δβk,γk dim V j(β) dim V l(γ)
=
∑
β,γ
∑
j,l
(
δl,1δβ,γ +
k∑
i=2
δβi,γi · · · δβk ,γk
) dim V j(β) dim V l(γ)
=
∑
β,γ
∑
j,l
δ(β, γ; l) dim V j(β) dim V l(γ)
=
∑
β, j
dim Ker(Â − β̂ IdV) dim V j(β).
Take α ∈ Ek(C) to attain the maximum of the values dim Ker(Â − α̂ IdV). Then
dim Z(A) ≤
∑
β, j
dim Ker(Â − α̂ IdV) dim V j(β) = dim Ker(Â − α̂ IdV) dim V,
which is the desired inequality. 
Lemma 7.4. Suppose that a pair (V, A) ∈ D0
~k
is irreducible and (V, A) / (C, 0). Then
the rank of HD(V, A) is greater than or equal to 2 dim V.
Proof. By the assumption and Lemma 5.6, (V,W, 0, T, Q, P) := κ(V, A) is irreducible.
Since the pairs (Im Q,W) and (Ker P, 0) are both subrepresentations of it, we see that
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Q is surjective and P is injective if W , 0, in other words, if (V, A) / (C, 0) (see
Corollary 5.9). On the other hand, we have QP = −Resz=∞ A(z) = 0. Thus under the
assumption (V, A) / (C, 0), we obtain
dim V = rank P ≤ dim Ker Q = dim W − dim V.

Theorem 7.5. Suppose that a pair (V, A) ∈ D0
~k
with dim V ≥ 2 is irreducible, naively
rigid, and has a normal form at any t ∈ D. Then there exists a rank 1 system α(z) ∈
E~k(C) such that the rank of mcλ/ζ ◦ add−α(V, A), where λ = −Resz=∞ α(z), is less than
dim V.
Proof. For each t ∈ D, take αt(z) ∈ Ekt (C) to satisfy the condition in Lemma 7.3
for At(z), and set α(z) := ∑t∈D αt(z − t). Let W be the underlying vector space of
HD ◦ add−α(V, A). Then, since (V, A) is naively rigid, using the definition of W we
have
2 dim GL(V) − 2 = dimO(A)
=
∑
t∈D
(dim Gkt (V) − dim Z(At))
= dim GL(V)
∑
t∈D
kt −
∑
t∈D
dim Z(At)
≥ dim V
∑
t∈D
(
kt dim V − dim Ker(Ât − α̂t IdV)
)
= dim V dim W.
Hence
dim W ≤ (2 dim GL(V) − 2)/ dim V < 2 dim V.
Note that the pair (V, A − α IdV) is irreducible as so is (V, A). Therefore the above
inequality together with Lemma 7.4 implies λ = −Resz=∞ α(z) , 0. By Example 6.6,
we thus have
dim Vλ/ζ = dim W − dim V < dim V.

Note that the functor addα ◦mcλ/ζ ◦ addα, where λ = Resz=∞ α(z), preserves the
full subcategory D0
~k
for any α(z) ∈ E~k(C) by Example 6.6. Therefore the above theo-
rem together with Proposition 6.14 implies the following:
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Corollary 7.6. Suppose that a pair (V, A) ∈ D0
~k
with dim V ≥ 2 is irreducible, naively
rigid, and has a normal form at any t ∈ D. Then applying a suitable finite iteration of
operations of the form
addα ◦mcλ/ζ ◦ addα, α ∈ E~k(C), λ = Resz=∞ α(z), (7.3)
makes (V, A) into an irreducible pair of rank 1.
Example 7.7. (a) Clearly all rank 1 objects in D0
~k
are irreducible and naively rigid.
(b) Let (C2, A) ∈ D0
~k
be an irreducible rank 2 object having a normal form
Λt(z) =
αt(z) 00 βt(z)
 , αt(z), βt(z) ∈ Ekt (C),
at each t ∈ D. The addition functor with −β(z) := −∑t∈D βt(z − t) sends (C2, A) to
(C2, A − β IdC2), which has the normal form Λt − βt IdC2 = (αt − βt) ⊕ 0 at each t.
Let (C2,Wt, Nt, Qt, Pt) be the canonical datum for Λt − βt IdC2 . As in the proof of
Lemma 6.12, we then see that Wt ≃ C ⊗ Cdt = Cdt , where dt = ord(αt − βt), and Nt
is given by the nilpotent single Jordan block. Thus we have GNt ≃ Gdt(C) ⊂ GL(Cdt ),
which is abelian. In particular all elements in g∗Nt are fixed by the coadjoint action.
Therefore in Theorem 4.14, the G~k(V)-coadjoint orbit O(A) − β IdC2 is described as
µ−1T (O)T -st/GT with O being just a single (central) element. Thus we can compute the
dimension of the naive moduli space as
dimMirr(O(A), 0) = dimMirr(O(A) − β IdC2 ,−w−1 Res
z=∞
β(z) IdC2
)
= 2
∑
t∈D
dim M(C2,Wt) − 2
∑
t∈D
dim GNt − 2 dim GL(C2) + 2
= 4
∑
t∈D
dt − 2
∑
t∈D
dt − 6
= 2
∑
t∈D
dt − 6.
Now suppose that (C2, A) is naively rigid. Then the above formula implies that the
number of points t ∈ D with dt > 0 is at most 3, so we may assume D = {t1, t2, t3}, and
up to permutation the triple (dt1 , dt2 , dt3) is one of the following:
(3, 0, 0), (2, 1, 0), (1, 1, 1).
In all the cases, the operator (7.3) with α := −β makes (C2, A) into a rank 1 object.
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Remark 7.8. In the situation of Example 7.7, (b), the case dimMirr(O(A), 0) = 2 is
also important. In this case, the number of points t ∈ D with dt > 0 is at most 4, so we
may assume D = {t1, t2, t3, t4}, and up to permutation the quadruple (dt1 , dt2 , dt3 , dt4) is
one of the following:
(4, 0, 0, 0), (3, 1, 0, 0), (2, 2, 0, 0), (2, 1, 1, 0), (1, 1, 1, 1).
Unlike in the case dimMirr(O(A), 0) = 0, the rank of (C2, A) does not change under
the operation (7.3) with α := −β. Indeed, Example 6.6 implies that the rank of the
resulting system is equal to
∑
t dim Wt − dimC2 = 4 − 2 = 2. It is well-known [35]
that through the isomonodromic deformation, the above quadruples correspond to the
Painleve´ equations of type II, IV, III, V, VI respectively.
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