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Résumé
Le domaine de l’apprentissage de dictionnaire est le sujet d’attentions croissantes durant cette
dernière décennie. L’apprentissage de dictionnaire est une approche adaptative de la représentation
parcimonieuse de données. Les méthodes qui constituent l’état de l’art en DL donnent d’excellentes
performances en approximation et débruitage. Cependant, la complexité calculatoire associée à ces
méthodes restreint leur utilisation à de toutes petites images ou “patchs”. Par conséquent, il n’est
pas possible d’utiliser l’apprentissage de dictionnaire pour des applications impliquant de grandes
images, telles que des images de télédétection.
Dans cette thèse, nous proposons et étudions un modèle original d’apprentissage de dictionnaire,
combinant une méthode de décomposition des images par convolution et des structures d’arbres de
convolution pour les dictionnaires. Ce modèle a pour but de fournir des algorithmes efficaces pour
traiter de grandes images, sans les décomposer en patchs.
Dans la première partie, nous étudions comment optimiser une composition de convolutions de
noyaux parcimonieux, un problème de factorisation matricielle non convexe. Ce modèle est alors uti-
lisé pour construire des atomes de dictionnaire. Dans la seconde partie, nous proposons une structure
de dictionnaire basée sur des arbres de convolution, ainsi qu’un algorithme de mise à jour de diction-
naire adapté à cette structure. Enfin, une étape de décomposition parcimonieuse est ajoutée à cet
algorithme dans la dernière partie. À chaque étape de développement de la méthode, des expériences
numériques donnent un aperçu de ses capacités d’approximation.
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Abstract
The dictionary learning problem has received increasing attention for the last ten years. DL is an
adaptive approach for sparse data representation. Many state-of-the-art DL methods provide good
performances for problems such as approximation, denoising and inverse problems. However, their
numerical complexity restricts their use to small image patches. Thus, dictionary learning does not
capture large features and is not a viable option for many applications handling large images, such
as those encountered in remote sensing.
In this thesis, we propose and study a new model for dictionary learning, combining convolutional
sparse coding and dictionaries defined by convolutional tree structures. The aim of this model is to
provide efficient algorithms for large images, avoiding the decomposition of these images into patches.
In the first part, we study the optimization of a composition of convolutions with sparse kernels,
to reach a target atom (such as a cosine, wavelet or curvelet). This is a non-convex matrix factoriza-
tion problem. We propose a resolution method based on a Gaus-Seidel scheme, which produces good
approximations of target atoms and whose complexity is linear with respect to the image size. Mo-
reover, numerical experiments show that it is possible to find a global minimum. In the second part,
we introduce a dictionary structure based on convolutional trees. We propose a dictionary update
algorithm adapted to this structure and which complexity remains linear with respect to the image
size. Finally, a sparse coding step is added to the algorithm in the last part. For each evolution of
the proposed method, we illustrate its approximation abilities with numerical experiments.
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Introduction
Le traitement d’images est une science relativement jeune, ayant vu le jour au XXe siècle. À l’ère
du tout numérique, les théories mathématiques nous viennent en aide pour gérer des quantités de
données toujours plus grandes. Le grand public est maintenant sensibilisé aux problématiques de
compression, mais les mathématiciens se posaient des questions de représentation bien avant que les
couleurs soient numériques.
Motivations
De la représentation des données dépendent les performances de nombreuses applications, comme
la compression, mais également la restauration de données dégradées ou encore la classification.
En traitement d’images, les représentations n’ont cessé d’évoluer pour faciliter ces diverses tâches.
Comme les images sont généralement régulières, la transformée de Fourier et les approches multi-
échelles telles que les ondelettes permettent en effet de concentrer la majeure partie des informations
contenues dans une image dans des espaces de petite taille. Se pose alors la question de comment
construire des espaces de représentation capables d’exprimer des images de manière encore plus
concise ou parcimonieuse.
Formellement, les représentations parcimonieuses consistent à approximer une image par une
combinaison linéaire de seulement quelques colonnes, appelées atomes, d’une matrice appelée dic-
tionnaire. L’image est alors représentée par un vecteur parcimonieux contenant seulement quelques
coefficients non nuls.
La recherche de représentation parcimonieuses est aujourd’hui un domaine très actif, partagé entre
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deux approches. Les approches à dictionnaire fixe utilisent un espace de représentation pré-construit,
bénéficiant généralement d’une transformée rapide pour passer de l’image à sa représentation abs-
traite et inversement. Toutefois, ces dictionnaires fixes, tels que les transformées en cosinus ou en
ondelettes, ont une capacité limitée à exprimer les images de manière parcimonieuse. La clé pour
obtenir des parcimonies plus fortes en limitant la dégradation des données est une approche adapta-
tive, appelée apprentissage de dictionnaire. Dans cette approche, l’espace de représentation s’adapte
à un certain type d’images. Si cela permet d’obtenir un bien meilleur compromis entre parcimonie et
dégradation, ces dictionnaires adaptés n’ont pas de structure prévisible. Par conséquent, les calculs
impliquant ces dictionnaires ne sont pas faits à l’aide de transformées rapides. Ces méthodes sont
donc inadaptées aux images numérique de taille réelle. Elles opèrent sur des découpages d’images
en “patchs” qu’il faut ensuite ré-assembler. Ces méthodes sont donc inadaptées aux applications en
approximation et à la résolution de problèmes inverses mal posés.
L’objectif de cette thèse est d’adresser ce manque, en proposant une méthode d’apprentissage
de transformée rapide. En imposant une structure très particulière aux dictionnaires, cette méthode
a pour ambition de permettre l’apprentissage d’atomes de grande taille à partir d’images de taille
réelle, tout en fournissant une transformée rapide entre l’image et sa représentation. Obtenir une
transformée rapide est crucial, car la complexité des algorithmes de recherche de représentation
dépend de celle du produit matrice-vecteur entre le dictionnaire et la représentation (ainsi que de
l’opérateur adjoint). En particulier pour les schémas d’apprentissage alternant entre recherche de
solution parcimonieuse et mise à jour du dictionnaire, si la recherche de représentation est moins
couteuse, des ressources sont libérées pour la mise à jour du dictionnaire.
Contributions
La contribution globale de cette thèse est l’étude d’une méthode complète d’apprentissage de
dictionnaire fondée sur des atomes constitués de convolutions de noyaux parcimonieux. Plus précisé-
ment, nous pouvons formuler trois contributions principales.
La première contribution est l’étude théorique et empirique d’un problème d’optimisation non
convexe : la recherche d’une décomposition en convolutions de noyaux parcimonieux d’un atome de
3dictionnaire. L’intérêt d’une telle contrainte est qu’elle produit des dictionnaires numériquement effi-
caces et permet de construire de grands atomes. En effet, l’opérateur de reconstruction et son adjoint
peuvent être calculés par une série de convolutions avec des noyaux de petite taille. Par conséquent,
la complexité algorithmique de leur calcul dépend de manière linéaire de la taille des images. No-
tamment, cette complexité peut être très inférieure à celle d’une convolution avec un seul noyau de
grande taille. Nous proposons un algorithme de recherche adapté et montrons numériquement que
les solutions trouvées fournissent de bonnes approximations. Nous mettons également en évidence
la facilité avec laquelle l’optimisation globale permet de trouver des solutions, ce qui est une sur-
prise et constitue certainement la découverte principale de cette thèse. Cette étude a donné lieu à la
publication de l’article [CMTD14] dans le journal IJCV.
La seconde contribution est la conception d’un dictionnaire efficace constitué de tels atomes. Nous
avons pour cela développé une méthode numérique permettant d’organiser les noyaux de convolution
selon une structure d’arbre pour réduire encore le coût des calculs. D’autre part, le modèle considéré
impose au dictionnaire de contenir virtuellement toutes les translations possibles de chacun de ses
atomes, en remplaçant le produit matrice-vecteur usuel entre le dictionnaire et le vecteur de représen-
tation par un produit de convolution. Cette approche permet d’obtenir un dictionnaire compact et
invariant par translation. L’exemple typique d’un dictionnaire fixe doté d’une structure similaire est
le dictionnaire composé d’ondelettes non-décimées [SFM07] ou de paquets d’ondelettes non-décimées.
Nous avons également adapté un algorithme pertinent pour résoudre le problème posé par la mise
à jour d’un tel dictionnaire. Ces travaux ont donné lieu a une intervention à la conférence SPARS
2015.
Enfin, la dernière contribution explique comment résoudre un problème de recherche de repré-
sentation parcimonieuse par l’apprentissage d’un dictionnaire respectant la structure issue des deux
précédentes contributions. Quelques résultats préliminaires en approximation et débruitage sont pré-
sentés pour illustrer son potentiel.
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Organisation de la thèse
La thèse est organisée en quatre chapitres. Le premier est consacré à l’état de l’art, tandis que les
trois autres développent petit à petit une méthode complète d’apprentissage de transformée rapide.
Dans le chapitre 1, nous introduisons les principes de l’analyse multi-échelles et la représentation
parcimonieuse. Ensuite, nous focalisons notre attention sur l’apprentissage de dictionnaire, une ap-
proche adaptative prometteuse de la représentation parcimonieuse. Nous présentons les méthodes de
DL populaires. Finalement, nous évoquons les problèmes de conception d’algorithmes adaptés au cas
non convexe.
Dans le chapitre 2, nous proposons une structure décrivant un atome de dictionnaire comme
une composition de convolutions de noyaux parcimonieux. Cette structure mène à un problème de
factorisation matricielle non convexe aux propriétés particulières. Nous étudions les aspects théoriques
et pratiques de ce problème, et considérons un nouvel algorithme rapide pour la mise à jour du
dictionnaire basé sur une méthode de Gauss-Seidel. Les diverses expériences présentées montrent que
la méthode se prête bien à l’optimisation globale et donne de bons résultats en termes de qualité
d’approximation.
Le modèle de dictionnaire à un atome présenté dans le chapitre 2 est étendu dans le chapitre 3
à plusieurs atomes. Plus précisément, les atomes sont construits comme des compositions de convo-
lutions le long des branches d’un arbre. Nous étudions un algorithme pour l’estimation des atomes :
l’algorithme PALM, qui assure la convergence vers un point critique. Nous utilisons cette méthode
de résolution pour approcher des dictionnaires issus d’analyses multi-échelles.
Enfin, le chapitre 4 présente une méthode de résolution d’un problème d’apprentissage de dic-
tionnaire, en utilisant le modèle de dictionnaire défini dans le chapitre 3. À cette fin, notre méthode
de mise à jour du dictionnaire est combinée avec une étape de décomposition parcimonieuse. Nous
expliquons tout d’abord comment intégrer cette étape dans l’algorithme PALM, puis nous faisons la
démonstration de l’application de la méthode d’apprentissage de dictionnaire sur quelques problèmes
d’approximation et de débruitage.
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Introduction
L’explication la plus simple est souvent la meilleure. C’est cette hypothèse pragmatique qui porte
le domaine de la représentation parcimonieuse. De tous temps, les scientifiques ont créé des modèles
théoriques pour expliquer des phénomènes complexes. Ce que propose une représentation parcimo-
nieuse, c’est de choisir un modèle qui permette d’exprimer une information à l’aide d’un nombre
restreint de paramètres.
En traitement du signal et des images, cela se traduit par l’expression d’une donnée dans un nouvel
espace, dans lequel elle est décrite par quelques coefficients seulement. Cet espace est défini par un
5
6 Chapitre 1 - Représentations parcimonieuses
dictionnaire : une grande matrice dont les colonnes sont généralement appelées atomes. Une donnée
signal ou image est alors décrite par une combinaison linéaire de quelques atomes du dictionnaire.
Aujourd’hui, les recherches sont très actives pour trouver des solutions toujours plus parcimo-
nieuses. Ces représentations mènent naturellement à des applications en compression, en débruitage,
en classification, en inpainting (restauration de données manquantes) ou encore en compressed sen-
sing.
Dans ce premier chapitre, nous commençons par poser quelques bases concernant les méthodes de
décomposition multi-échelles telles que les ondelettes, pour donner au lecteur les pré-requis nécessaires
pour aborder les chapitres 3 et 4. Nous présentons ensuite les problèmes d’optimisation associés à la
recherche de représentations parcimonieuses et d’autre part les algorithmes de décomposition (dits
de sparse coding) qui recherchent des solutions exactes ou approchées à ces problèmes. Nous nous
focalisons ensuite sur la catégorie d’approches adaptatives qui nous intéresse, à savoir l’apprentissage
de dictionnaire. Dans ce cadre, nous mentionnons diverses approches visant à structurer les diction-
naires pour réduire les complexités algorithmiques associées à ces approches. Enfin, nous explorons
quelques méthodes d’optimisation pertinentes par rapport aux problèmes non-convexes étudiés dans
cette thèse.
1.1 Les analyses multi-échelles
Les analyses multi-échelles ont influencé et influencent toujours la communauté scientifique dans
leurs tentatives de construire des espaces de représentation dotés de bonnes propriétés. Les ana-
lyses multi-échelles ont pris leur essor dans les années 1980 avec l’introduction par Burt et Adelson
[AAB+84] des pyramides gaussiennes et laplaciennes. Elles cherchent à répondre à une problématique
de contrôle de l’erreur de représentation à M termes de fonctions (1D ou 2D). Plus précisément, ces
fonctions sont conçues pour optimiser le comportement de l’erreur
∥∥∥y− yM∥∥∥
2
entre une donnée y
et son approximation yM utilisant seulement les M plus forts coefficients de représentation. Il s’agit
donc bien, dans un sens, de favoriser la parcimonie des représentations.
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1.1.1 Les ondelettes
Les ondelettes sont devenues populaires dès les années 1990 en tant qu’outil de traitement du
signal. Elles visent à proposer un compromis entre les deux représentations usuelles, extrêmes op-
posées, que sont la base des distributions de Dirac et la base de Fourier. La première fournit une
information infiniment précise en temps (ou en espace), mais nulle en fréquence, tandis que l’autre
fait exactement le contraire. Morlet et Gabor ont cherché à concevoir une base de représentation
qui fournisse une information mixte, sachant que la première limite est donnée par l’inégalité de
Heisenberg-Pauli-Weil. Cette inégalité établit qu’une fonction non nulle et sa transformée de Fourier
ne peuvent être toutes deux localisées de manière très précise. Une formulation de cette inégalité est
donnée dans [Grö01]. Elle s’écrit simplement :
δf δfˆ ≥ 12
où δf est l’étalement de la fonction f et δfˆ celui de sa transformée de Fourier fˆ . Les ondelettes de
Gabor (des gaussiennes translatées et modulées) réalisent l’égalité de cette limite.
Notre but n’est pas de donner ici un cours complet sur les ondelettes. Pour cela, nous invitons
le lecteur à consulter des ouvrages tels que [Mal00]. Il nous faut cependant mentionner certaines de
leurs propriétés et de leurs limites.
D’abord, la conception de bases d’ondelettes décrites comme des convolutions infinies de filtres
a permit l’apparition de transformées en ondelettes discrètes rapides, basées sur des bancs de filtres
organisés sur un arbre. À chaque niveau de décomposition, le signal passe d’un côté dans un filtre
passe-bas et d’un autre dans un filtre passe-haut (dans le cas 1D). Les deux signaux filtrés sont
ensuite sous-échantillonnés. À l’issue du filtrage passe-bas, le schéma est répété. Non seulement cette
décomposition peut être effectuée avec des complexité algorithmiques avantageuses, mais il s’avère que
les coefficients issus des filtrages passe-haut sont parcimonieux, dès lors que le signal est suffisamment
régulier.
D’autre part, l’utilité des transformées en ondelettes s’étant révélée moindre pour les images que
pour les signaux 1D, d’autres types de décompositions ont vu le jour, comme les paquets d’ondelettes,
les curvelets et bien d’autres.
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Figure 1.1 – Exemples d’arbres de décomposition 2D utilisés par les analyses multi-échelles classiques.
1.1.2 Paquets d’ondelettes, curvelets et arbres
Les paquets d’ondelettes [CMQW94] ont été introduits pour fournir des décompositions plus
générales que la transformée en ondelettes. En effet, cette dernière repose sur l’emploi itératif de
bancs de filtres qui n’agissent à chaque niveau de décomposition que sur les coefficients de basse
fréquence. Des décompositions plus générales sont obtenues en considérant également l’application
des filtres aux sous-bandes de haute fréquence.
Les curvelets[CD00, CDDY06] ont été introduites, de même que les contourlets, shearlets et autres
bandlets, pour représenter parcimonieusement les discontinuités de fonctions 2D, et plus particuliè-
rement les contours réguliers d’images.
Toutes ces analyses multi-échelles ont un point commun : elles décomposent les signaux ou images
en faisant appel à un arbre. Ce n’est pas nécessairement un aspect crucial de leur définition, mais nous
choisissons de les voir à travers ce prisme pour les mettre en parallèle de la méthode de conception
de dictionnaire que nous proposons dans ce manuscrit, à partir du chapitre 3.
La figure 1.1 montre des exemples d’arbres de décomposition de type ondelettes et paquets d’on-
delettes. Le signal à décomposer suit un chemin de haut en bas, en partant de la racine de l’arbre.
Chaque arête de l’arbre représente alors l’action d’un filtre différent, et chaque nœud représente la
corrélation de la donnée image avec le filtre associé. Aux feuilles de l’arbre, on trouve les coefficients
de représentation de l’image dans la sous-bande associée. Une définition formelle de ce type d’arbre
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Figure 1.2 – Illustration du problème de recherche de représentation parcimonieuse.
est donnée dans le chapitre 3.
1.2 Les représentations parcimonieuses
1.2.1 Formulation du problème
Nous disposons d’une donnée, en dimension une ou deux, y ∈ RP où P est un ensemble de points
(ou de pixels) discret, comme par exemple un carré de taille N ×N . Nous voulons lui trouver, dans
le dictionnaire D ∈ RP×Na , une représentation x ∈ RNa#P fidèle qui contienne le moins possible de
coefficients non-nuls. Ceci peut se faire en cherchant à résoudre le problème suivant :
min ‖x‖0 sous contrainte ‖Dx− y‖22 ≤ τ
où ‖x‖0 = #{j| xj 6= 0} est appelée la pseudo-norme `0. Généralement, les Na colonnes de D sont
appelées atomes, et Na est souvent grand devant la taille des données #P (la cardinalité de l’ensemble
P). La redondance participe en effet à la parcimonie des solutions. Ce modèle est illustré sur la figure
1.2.
Notons que contraindre l’écart entre modèle et données à être inférieur en norme à un seuil fixé τ
signifie que nous cherchons une approximation de la donnée. Il est bien sûr possible de resserrer cette
contrainte pour forcer une adéquation parfaite, mais dans le cadre de ce travail nous préférons rester
pragmatique et donner directement les versions approchées des problèmes d’intérêt. De ce point de
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vue, une autre formulation du problème consiste à contraindre le nombre d’éléments non-nuls de la
décomposition en minimisant l’écart entre donnée et modèle :
min ‖Dx− y‖22 sous contrainte ‖x‖0 ≤ q.
Notons que la pseudo-norme `0 n’est ni continue ni convexe. Pire, résoudre ce problème de combina-
toire est en général NP-difficile. En effet, la complexité d’une recherche exhaustive est exponentielle
en #P. Pour résoudre ce problème de manière sous-optimale ou relaxée, deux approches se dégagent.
La première cherche à estimer le support de la solution de manière gloutonne, tandis que la seconde
relaxe la pseudo-norme `0.
1.2.2 Algorithmes gloutons
Si une recherche exhaustive est irréaliste, il est toujours possible de trouver des représentations
parcimonieuses en considérant les atomes du dictionnaire un par un et en mesurant leur corrélation à
la donnée. C’est la stratégie élue par les algorithmes de type matching pursuit [MZ93], dits “gloutons”.
À chaque itération, l’atome dont le produit scalaire avec y est le plus fort est sélectionné, activant
un nouvel élément de support de x. Lorsque l’écart ‖Dx− y‖22 passe en dessous d’un seuil choisi,
l’algorithme s’arrête. Sa complexité varie entre O(#PNa) et O((#P)2Na) selon les implémentations.
Une variante de cette stratégie est l’algorithme orthogonal matching pursuit qui évite de sélec-
tionner plusieurs fois les mêmes atomes (et donc les mêmes éléments de support de x) et permet
ainsi de converger plus efficacement. Il en existe également une version permettant de sélection-
ner plusieurs atomes à la fois (ceux dont les corrélations aux données sont supérieures à un seuil
choisi), l’algorithme stagewise orthogonal matching pursuit (StOMP) [DTDlS06]. Enfin, l’algorithme
CoSaMP (compressive sampling matching pursuit)[NT09] permet de retirer un atome de la représen-
tation s’il se révèle inutile, et sa complexité se réduit à O(#P log2(#P)) lorsque certaines hypothèse
sont vérifiées sur le dictionnaire.
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Figure 1.3 – Comparaison géométrique des régularisations `1 et `2.
1.2.3 Relaxation de la pseudo-norme `0
Que la pseudo-norme `0 soit utilisée en tant que fonction objectif à minimiser ou en tant que
contrainte, sa nature discontinue et non convexe ferme la porte à la grande majorité des techniques
d’optimisation globales. Les algorithmes de type basis pursuit (BP, pour la recherche de solutions
exactes)[CDS98] ou basis pursuit denoising (BPDN, pour la recherche de solutions approchées) rem-
placent la pseudo-norme `0 par la norme `1, qui a le double avantage d’être convexe et de favoriser
la parcimonie de la solution (voir la figure 1.3). Nous cherchons alors à résoudre le problème :
(BPDN) : argminx ‖x‖1 sous contrainte ‖Dx− y‖22 ≤ τ,
ou sous sa forme lagrangienne avec un paramètre de régularisation λ :
(BPDN) : argminx ‖Dx− y‖22 + λ ‖x‖1 .
Cette régularisation par la norme `1 porte aussi le nom de LASSO (pour least absolute shrinkage and
selection operator) en statistique.
Le problème du BPDN étant convexe, il existe de nombreux algorithmes permettant de le ré-
soudre. Nombre d’entre eux font appel au seuillage doux itératif, aussi appelé forward-backward split-
ting [CW05]. En effet, bien que la norme `1 soit non-différentiable en 0, l’opérateur proximal associé
se traduit par une opération simple, dite de seuillage doux, que nous détaillons dans le chapitre 3,
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section 4.3.6. Ces schémas utilisent donc cet opérateur de seuillage pour rechercher des solutions par-
cimonieuses. D’autre part, des méthodes de point intérieur comme [KKL+07] permettent également
de résoudre le BPDN.
Notons que certaines méthodes proposent de résoudre des variantes du BPDN, comme celle
proposée par [DDDM04], qui utilise des poids pour simuler des fonctions de pénalisation de type
‖.‖p, avec 1 ≤ p ≤ 2. Allant dans le sens inverse, la méthode proposée par [BD08] utilise un seuillage
dur itératif, se replaçant ainsi dans le contexte non-convexe de l’optimisation de la pseudo-norme `0.
1.2.4 Complexité algorithmique
Les méthodes de représentation parcimonieuses, qu’elles soit du type MP/OMP ou du type BPDN,
ont dans le cas général une complexité essentiellement proportionnelle au coût du produit matrice-
vecteur Dx, qui pour un dictionnaire arbitraire est O(#PNa). Ceci constitue un sérieux handicap
aux approches d’optimisation globales au vu de la taille envisagée du dictionnaire. Cependant, les
auteurs de [CDS98] argumentent que les dictionnaires usuels choisis sont très souvent associés à une
transformée rapide de complexité O(#P log(#P)), comme les dictionnaires de Fourier, d’ondelettes
stationnaires ou de paquets d’ondelettes. Nous allons voir dans la section 1.3.6 que ce n’est pas le cas
des dictionnaires appris. Combler ce manque est l’une des motivations derrière ce travail de thèse.
Notons que pour accélérer la résolution du BPDN en grande dimension, les auteurs de [GWM11]
proposent une méthode appelée in-crowd algorithm qui impose de rechercher les coefficients de x sur
un ensemble limité, correspondant aux atomes les plus corrélés avec le résidu. À chaque itération, cet
ensemble reçoit de nouveaux éléments (et peut également en perdre si certains atomes ne sont plus
utilisés). De cette façon, la recherche de solution reste efficace même lorsque P est grand.
1.3 L’apprentissage de dictionnaire
Le problème des dictionnaires fixes est leur généricité intrinsèque. En effet, lorsque l’on souhaite
décomposer une donnée de façon parcimonieuse, mieux vaut choisir un dictionnaire adapté à ce
type de donnée. L’apprentissage de dictionnaire (dictionary learning ou DL) propose de faire évoluer
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le dictionnaire conjointement à la représentation pour obtenir un bien meilleur compromis entre
adéquation aux données et parcimonie. Les débuts du DL sont attribués à [LS00, OF97], et l’intérêt
pour ce domaine a crû durant cette dernière décennie. Dans cette section, nous formulons le problème
classique de DL et passons en revue les principales méthodes de résolution existantes et leurs limites.
Nous mentionnons également quelques travaux visant à imposer des structures aux dictionnaires.
Pour une vision détaillée des domaines de la représentation parcimonieuse et de l’apprentissage de
dictionnaire, nous référons le lecteur au livre [Ela10].
1.3.1 Formulation du problème de DL
En considérant une banque de données (yi)i∈{1,...,I} similaires, le problème d’apprentissage de
dictionnaire peut s’écrire :
argminD,(xi)i∈{1,...,I}
I∑
i=1
∥∥∥Dxi − yi∥∥∥2
2
+ λ
∥∥∥xi∥∥∥
1
(1.1)
en adoptant la relaxation décrite dans la section 1.2.3. Ce problème est non-convexe. Les méthodes de
résolution associées alternent souvent entre une étape de décomposition parcimonieuse (dans laquelle
D est fixé) et une étape de mise à jour du dictionnaire (dans laquelle les xi sont fixés). La norme des
atomes du dictionnaire (i.e., les colonnes de D) est contrôlée pour éviter que les codes xi ne tendent
vers 0.
1.3.2 Approches synthèse ou analyse
Dans la formulation du problème d’apprentissage de dictionnaire donnée par l’équation (1.1), les
inconnues sont la représentation parcimonieuse du signal et le dictionnaire, à savoir l’opérateur qui à
partir de la représentation construit une estimation de l’image. Cette approche, connue sous le nom
d’a priori de synthèse, n’est pas la seule possible. Son pendant, l’approche avec a priori d’analyse,
consiste à rechercher directement une estimation yˆ ∈ RP de l’image ainsi que le dictionnaire d’analyse
Ω, de telle sorte à ce que la multiplication de Ωyˆ soit parcimonieuse. Le problème d’apprentissage
de dictionnaire avec a priori d’analyse peut se formuler comme suit :
argminΩ,yˆ ‖yˆ− y‖22 + λ ‖Ωyˆ‖1 . (1.2)
14 Chapitre 1 - Représentations parcimonieuses
Pour éviter la solution triviale Ω = 0 et yˆ = y il est nécessaire d’imposer une contrainte non-
convexe sur les lignes de Ω, par exemple les forcer à être de norme supérieure à 1 [YNGD13], ce
qui complique la résolution numérique. Notons qu’il existe des approches bi-niveaux [PF11] dont le
but est de spécialiser les dictionnaires à des tâches spécifiques. Ces approches sont dans la lignée
du task-driven dictionary learning[MBP12]. Nous nous concentrons dans cette thèse sur l’approche
de dictionnaire de synthèse. La plupart des idées développées ici ont leur pendant dans le cadre de
dictionnaire d’analyse.
1.3.3 Méthode des directions optimales
La méthode des directions optimales (method of optimal directions, ou MOD)[EAHH99] couple
une méthode de type MP pour la décomposition parcimonieuse à une mise à jour globale du diction-
naire. C’est à dire qu’elle résout directement le problème des moindres carrés :
argminD ‖DX−Y‖22 ,
où les codes (xi)i∈{1,...,I} sont assemblés dans une grande matrice X de taille Na#P×I et Y contient
les (yi)i∈{1,...,I}. Cette méthode de résolution implique notamment l’inversion d’une matrice XXT ,
ce qui signifie qu’elle ne peut pas être utilisée pour traiter de grandes images.
1.3.4 Méthode K-SVD
La méthode K-SVD[AEB06] s’inspire de l’algorithme de classification bien connu des K-means
qui consiste à représenter chaque donnée yi par un unique vecteur de base ek, k ∈ {1, . . . ,K}, et à
faire conjointement évoluer les vecteurs ek de telle sorte à minimiser la moyenne des écarts entre les
vecteurs de données yi et les vecteurs de base. La méthode K-SVD élargit le principe des K-means
de telle sorte à ce que chaque vecteur de données puisse être représenté par une combinaison linéaire
de vecteurs de base.
Comme MOD, K-SVD alterne entre une étape de décomposition par MP ou OMP et une étape
de mise à jour du dictionnaire. Cependant, cette dernière mise à jour est effectuée atome par atome.
Pour mettre à jour un atome, K-SVD ne considère que les vecteurs données yi dont la décomposition
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fait intervenir l’atome en question, pour calculer un résidu partiel. Grâce à cette réduction de l’espace
de recherche, l’atome est mis à jour efficacement par décomposition en valeurs singulières (SVD) du
résidu partiel.
L’algorithme K-SVD a été utilisé notamment en compression [BE08], en débruitage [EA06] et
en classification [JLD11]. Enfin, une approche de K-SVD avec a priori d’analyse a été étudiée dans
[RPE13].
1.3.5 Apprentissage online
Dans le but de mieux refléter la distribution statistique des données, il peut être utile d’aug-
menter le nombre d’images utilisées pour apprendre le dictionnaire. Pour contrôler la complexité
algorithmique, les méthodes d’apprentissage online permettent de faire évoluer le dictionnaire en lui
donnant de nouvelles données de manière séquentielle. La méthode développée dans [MBPS10] est un
tel exemple. Dans ce travail, les auteurs proposent de résoudre (1.1) en ne considérant dans la somme
que t vecteurs de données, en partant d’un seul vecteur y1 et en incrémentant t au fur et à mesure.
Pour ne pas avoir à stocker les représentations X de trop nombreuses données, la méthode utilise
des matrices At et Bt d’“information passée” qui contiennent les sommes successives des corrélations
xtxt,T et ytxt,T respectivement. Il s’agit alors de résoudre le problème :
argminDt
1
t
(
Tr(12D
T
t DtAt)− Tr(DTt Bt)
)
où le dictionnaire Dt sert d’initialisation pour résoudre le problème associé à la (t + 1)ième don-
née. Cette méthode permet de ne pas être bloqué par la taille de l’ensemble d’apprentissage et est
particulièrement adaptée à des problèmes où un apprentissage en continu est nécessaire.
1.3.6 Limites du DL
Malgré leur capacité inégalée à rendre les données parcimonieuses, les dictionnaires appris ne font
pas l’unanimité. Par exemple, les méthodes de compression usuelles telles que JPEG et JPEG2000
utilisent des dictionnaires de cosinus locaux et d’ondelettes, respectivement. Ces dictionnaires sont
très génériques et leur capacité à rendre parcimonieux un type de données spécifique sont limitées.
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Mais ils ont l’avantage certain, de par leur nature très structurée, de disposer d’une transformée
rapide. En effet, en apprentissage de dictionnaire, il est impossible d’un point de vue calculatoire
de considérer des images de taille réelle. D’abord, l’ensemble d’apprentissage serait déraisonnable-
ment grand. D’autre part, l’étape d’apprentissage demanderait des calculs interminables. En fait, la
moindre multiplication par la matrice-dictionnaire serait extrêmement coûteuse. Ce sont les raisons
pour lesquelles l’apprentissage de dictionnaire est habituellement fait sur des “patchs”, par exemple
des carrés de 8 pixels de côté.
Utiliser les algorithmes de DL pour de grandes images se traduit donc par leur découpage en
patchs, avec ou sans recouvrement entre eux. Dans le premier cas, la représentation obtenue est très
redondante, tandis que le second cause des artefacts lorsque les morceaux sont recollés. Aujourd’hui,
de nombreuses méthodes tentent de contourner ce problème en ajoutant des contraintes spécifiques
sur la forme du dictionnaire. Par exemple, les auteurs de [MSE08] proposent de considérer dans le
même dictionnaire des patchs de tailles différentes.
1.3.7 Dictionnaires structurés
Les complexités associées aux algorithmes de décomposition parcimonieuse incitent à contrôler
la taille du dictionnaire, notamment par le biais du nombre d’atomes Na (à l’opposé de l’approche
par patchs qui réduit la taille #P des images considérées). Or, la redondance du dictionnaire est
cruciale pour obtenir une bonne parcimonie. Imposer une structure au dictionnaire permet alors de
proposer un compromis entre complexité algorithmique et souplesse du dictionnaire. D’autre part,
pour les applications en compression, le besoin de réduire le nombre d’atomes à coder est important.
Le lecteur pourra consulter [RBE10] pour une étude bibliographique concise sur les structures de
dictionnaires.
Concaténations
Parmi les structures étudiées par la communauté, nous trouvons les systèmes orthonormés qui
peuvent être incomplets [DT10], et les unions de bases orthonormées [LGBB05], qui sont au contraire
redondantes dans le but de favoriser la parcimonie. Dans les deux cas, la propriété de ces bases permet
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de simplifier la mise à jour des coefficients, en traitant chaque base séparément dans le cas d’une
union. D’autre part, la concaténation de dictionnaires fixes et de dictionnaires appris est utilisée dans
[PFS10].
Arbres
Nous voulons mentionner une étude proposant de structurer le dictionnaire sous forme d’arbre
enraciné, de façon à regrouper les atomes similaires dans le parcours de ce dernier [JVF05]. L’arbre
est construit des feuilles vers la racine : chaque feuille représente un atome, puis les atomes sont
regroupés en “molécules” au fur et à mesure que l’on remonte vers la racine, qui regroupe toutes les
molécules. Pour trouver une décomposition parcimonieuse dans le dictionnaire-arbre, un algorithme
de type MP teste la corrélation entre résidu et molécules, en partant de la racine. Seules les arêtes
filles de la molécule la plus corrélée sont ensuite explorées, et ainsi de suite jusqu’aux atomes-feuilles,
ce qui est bien plus économe que de tester tous les atomes du dictionnaire séparément.
Invariance par translation et approches multi-échelles
Une des propriétés intéressantes qu’une structure permet d’obtenir est l’invariance par translation.
En effet, le découpage en patchs utilisé par la majorité des méthodes cause une demande accrue de
redondance du dictionnaire. L’approche de [MLG+08] propose une extension de l’algorithme K-SVD
à des atomes invariants par translation.
D’autre part, les approches de dictionnaires convolutifs ou convolutional sparse coding permettent
de considérer automatiquement toutes les translations possible d’un atome, en remplaçant le produit
matrice vecteur Dx par une convolution. Le convolutional sparse coding est utilisé dans plusieurs
travaux et permet notamment de s’affranchir du découpage en patchs, comme dans [BL09], où une
analyse en composantes indépendantes (ICA) est effectuée sur les coefficients d’ondelettes. Dans
[OSL01, SO02], une transformée en ondelettes est utilisée comme dictionnaire, mais une étape d’ap-
prentissage permet de faire évoluer les atomes. Remarquons qu’utiliser les structures des transfor-
mées de type ondelettes permet à la fois de bénéficier d’un modèle multi-échelle et de l’invariance par
translation indue à la nature convolutive de ces transformées. Dans [OP09], les auteurs apprennent la
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meilleure base de paquets d’ondelettes non-stationnaires a partir d’une famille de filtres donnée. En-
fin, le travail de [CJSY14] propose d’apprendre en tant que dictionnaire un banc de filtres d’ondelettes
à supports compacts pour réduire les coûts de calcul.
Les modèles à plusieurs couches
Il est tout à fait possible de construire des dictionnaires définis par la composition d’une trans-
formée fixe (comme une transformée en cosinus discrète) et d’un dictionnaire appris. Cette idée a
donné lieu au modèle double sparsity [RZE10] qui propose de résoudre le problème :
argminD,(xi)i∈{1,...,I}
I∑
i=1
∥∥∥CDxi − yi∥∥∥2
2
sous contrainte, ∀j ∈ {1, . . . , Na}, ‖Dj‖0 ≤ s0
et ∀i ∈ {1, . . . , I},
∥∥∥xi∥∥∥
0
≤ s1
où C est un dictionnaire fixe. De cette façon, il est imposé que chaque atome Di du dictionnaire
s’exprime comme une combinaison parcimonieuse d’atomes du dictionnaire fixe C. D’une part, le
nombre de degrés de liberté du modèle est considérablement réduit, d’autre part la transformée est
plus rapide (à condition que C soit choisi pour).
La méthode de résolution du problème double sparsity implique alors deux étapes de type MP/OMP :
une pour mettre à jour la décomposition x et une autre pour mettre à jour les atomes du dictionnaire
appris. En effet, comme ceux-ci sont recherchés comme des combinaisons d’atomes fixes de C, leur
recherche s’apparente à une étape de décomposition parcimonieuse.
Le travail présenté dans [OLE11] s’inspire du modèle double sparsity, en prenant pour dictionnaire
fixe une transformée en ondelettes. De plus, la méthode proposée décompose le dictionnaire D en
plusieurs sous-dictionnaires : un par sous-bande de la décomposition en ondelette choisie. De cette
façon, la représentation apprise bénéficie de la structure multi-échelles et multi-orientations associée
aux ondelettes.
S’il est possible de considérer la composition d’une transformée fixe et d’un dictionnaire appris,
pourquoi ne pas considérer celle de deux dictionnaires appris ? L’algorithme étudié dans [DCS09]
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permet d’apprendre des dictionnaires constitués de deux couches : une transformée fournissant une
représentation parcimonieuse et une matrice d’échantillonnage. Dans [RSLF13], les auteurs utilisent
deux couches pour construire des atomes séparables.
Enfin, mentionnons une des rares méthodes proposant de considérer un dictionnaire doté d’un
nombre arbitraire de couches [LMG14, LMG15]. Ici, les auteurs considèrent une composition de K
dictionnaires, tous sujets à des contraintes de parcimonie. Ils utilisent une factorisation hiérarchique
pour introduire les couches de dictionnaires une par une et l’algorithme développé dans [BST14] dont
nous parlons dans la section 1.4.
Dans un contexte un peu différent, des dictionnaires structurés par des produits de Kronecker sont
proposés dans [THZ13]. Il s’avère que malgré la non-convexité de la fonction objectif à minimiser, il
est possible de trouver certains de ses minima globaux [Wie12].
1.3.8 Un commentaire sur le deep learning
En parallèle des approches orientées mathématiques de l’apprentissage de dictionnaire, le domaine
de l’apprentissage artificiel (machine learning) s’intéresse à la recherche de représentations adaptées
aux fonctions associées à l’intelligence artificielle. Il est important de noter qu’une tendance récente
dans cette communauté étudie des structures d’apprentissage composées de nombreuses couches. Ces
techniques, dites de deep learning, incluent notamment des réseaux de convolutions (convolutional
networks) tendent à abandonner la sécurité offerte par la convexité [BL07]. La convergence de ces
algorithmes est difficile à prouver, mais leurs performances sont en pratique supérieures. Il serait
sans doute bénéfique pour l’apprentissage de dictionnaire de considérer de plus près les avancées de
ce domaine, et ce commentaire est également valable pour le travail présenté dans cette thèse.
1.4 L’optimisation non-convexe
La conception et l’analyse d’algorithmes de résolution de problèmes d’optimisation impliquant
des sommes de fonctions est souvent motivée par les problèmes que se posent les communautés
de traitement du signal, de l’image, ainsi que du machine learning. En effet, ces problèmes font
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souvent intervenir de grandes échelles, et s’appuient sur des propriétés structurelles pour produire
des algorithmes efficaces. Si les problèmes convexes sont aujourd’hui bien compris, la situation est plus
difficile pour les problèmes non-convexes, tels que ceux posés par les domaines de la représentation
parcimonieuse et de l’apprentissage de dictionnaire. Une solution populaire consiste à trouver une
relaxation convexe du problème d’intérêt.
Par exemple, les schémas itératifs de type Gauss-Seidel, aussi appelés schémas de minimisation
alternée ou de descente de coordonnées, proposent de générer une suite du type
xk+1 = argminx f(x, yk)
yk+1 = argminy f(xk+1, y)
plutôt que d’essayer de résoudre directement argminx,y f(x, y). Le sous-problème associé à une va-
riable doit être strictement convexe lorsque les autres variables sont fixées. Il existe des résultats de
convergence [LT92] pour ce type de méthode. Toutefois, il est exigé pour garantir la convergence de
prouver qu’à chaque minimisation alternée (en x ou en y) le minimum est atteint de façon unique.
Dans le cas contraire, il est possible que la méthode tourne en rond.
De plus, il est possible de remplacer l’hypothèse de convexité stricte par une convexité simple en
couplant la méthode avec un terme proximal, c’est à dire en considérant la régularisation proximale
de la méthode de Gauss-Seidel :
xk+1 = argminx f(x, yk) + 12
∥∥∥x− xk∥∥∥
2
yk+1 = argminy f(xk+1, y) + 12
∥∥∥y − yk∥∥∥
2
.
L’étude de cette régularisation a pour origine [Aus92]. Ceci étant, seule la convergence des sous-suites
générées par ces algorithmes a été démontrée (dans le cas général). Le travail de [ABS13] a montré
la convergence de l’algorithme du gradient proximal (proximal forward backward splitting) pour des
fonctions non convexes et non régulières, grâce à la propriété de Kurdyka-Lojasiewicz (KL)[Loj63].
Précisons que quel que soit le schéma utilisé, tant que la fonction est globalement non convexe, toute
preuve de convergence vaut au mieux pour un point critique.
Nous voulons mentionner un algorithme en particulier, combinant une décomposition de type
Gauss-Seidel et une régularisation proximale. Développé par Bolte et al, l’algorithme proximal al-
ternating linearized minimization (PALM) résout une approximation du schéma de Gauss-Seidel
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proximal. Il opère pour cela la linéarisation proximale de chaque sous-problème, c’est à dire qu’il
opère en deux temps une descente de gradient et une opération proximale. Cet algorithme et ses
propriétés sont détaillées dans le chapitre 3.
Dans [CPR13], les auteurs proposent une méthode de gradient proximal alternée similaire à PALM
dotée en plus d’une métrique variable. Elle utilise des matrices de conditionnement pour accélérer la
résolution des sous-problèmes.
Notons qu’il existe de nombreux algorithmes de recherche non-exhaustive de solution de fonctions
non convexes basés sur des heuristiques, tels que le branch and bound et la famille des algorithmes
génétiques. Ils sont généralement utilisés pour résoudre des problèmes de combinatoire, et ne ga-
rantissent pas l’obtention d’un minimum global. Nous n’avons pas considéré ces types d’algorithmes
dans nos recherches.
1.5 Conclusion
Dans ce premier chapitre, nous avons introduit les notions nécessaires à la compréhension de notre
problématique. Ce qu’il faut en retenir, c’est que la recherche de représentations parcimonieuses est
conditionnée par de nombreux facteurs limitants. Notamment, un compromis est toujours nécessaire
entre la qualité souhaitée de la représentation et l’efficacité des transformées associées. Aujourd’hui,
seuls les dictionnaires fixes tels que les décompositions en ondelettes sont adaptés à traiter des
images de taille réelle. Si les travaux imposant plus de structure aux dictionnaires appris fournissent
des perspectives encourageantes, la non-convexité associée aux problèmes de DL est toujours source
de difficultés.
Dans les chapitres suivants, nous étudions un problème original de mise à jour de dictionnaire
imposant à ce dernier une structure d’arbre de convolutions. Nous posons des contraintes fortes sur
cette structure de manière à construire une transformée rapide adaptative. Cette méthode a donc
vocation à faire pont entre les dictionnaires fixes à transformée rapide et les méthodes d’apprentissage
aux performances supérieures.
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Chapitre 2
Apprentissage de transformée rapide
uni-atome
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2.1 Introduction
Dans ce chapitre, nous étudions un modèle de mise à jour de dictionnaire convolutif simplifié,
dans le sens où le dictionnaire n’est composé que d’un unique atome. D’abord, nous posons les
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bases du modèle au cœur de la méthode d’apprentissage de transformée rapide dans la section 2.2.
Il s’agit de poser un problème d’optimisation adapté à l’estimation d’un atome de dictionnaire par
composition de convolutions avec des noyaux parcimonieux. Ce problème d’optimisation s’avère être
non convexe mais restreint en termes de degrés de liberté. Nous en introduisons dans la section 2.3
une formulation plus pratique. En suivant, nous proposons dans la section 2.4 un algorithme de type
Gauss-Seidel pour résoudre le problème posé, dont l’avantage est une complexité proportionnelle à
la taille de l’image. Enfin, nous proposons une série d’expériences numériques visant à analyser la
convergence de l’algorithme dans la section 2.6 et ses performances en approximation de quelques
signaux utiles comme des ondelettes, curvelets ou cosinus dans la section 2.5. Nous observons ces
résultats en fonction du nombre de noyaux K et de la taille des supports S.
2.2 Modélisation du dictionnaire
2.2.1 Les grands principes du modèle
Considérons des signaux de dimension d ∈ {1, 2} vivant dans un domaine P ⊂ Zd. Dans les cas que
nous étudions, P est par exemple un ensemble de pixels P = {0, . . . , N−1}d, où N ∈ N est le nombre
de pixels selon chaque dimension. Considérons maintenant un atome idéal A ∈ RP , par exemple une
curvelet en 2D ou une fonction cosinus en 1D. La donnée observée est une somme pondérée de
translations de cet atome idéal, affectée par un bruit additif. Autrement dit, nous mesurons :
y = x ∗A + b, (2.1)
où b ∈ RP est un bruit additif, ∗ représente la convolution circulaire discrète 1 en dimension d et
x ∈ RP est un code dont les coefficients sont connus dans ce chapitre.
Nous voulons retrouver cet atome idéal A, à partir des mesures y. Pour l’instant, nous avons
simplement posé un problème inverse de déconvolution.
Voici quelques exemples pour fixer les idées. Le plus simplement, lorsque x est un symbole de
Kronecker, y est juste une version bruitée de A. Lorsque x est un code parcimonieux, il y a alors
1. Les signaux dans RP sont étendus par périodisation et sont donc définis sur tout Zd.
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plusieurs occurrences de l’atome A avec différentes réalisations du bruit. Nous avons alors un pro-
blème inverse à résoudre, qui peut être plus ou moins mal posé en fonction du conditionnement de
la convolution par x. Nous nous intéressons typiquement aux situations où x est parcimonieux, par
exemple lorsqu’il est estimé par une stratégie d’apprentissage de dictionnaire, comme celles décrites
dans le chapitre 1, section 1.3.
Habituellement, un algorithme de DL alterne entre l’estimation du code x et celle de A. Dans cette
situation, nous n’avons qu’une connaissance approximative du code x, aussi la stabilité de l’estimation
de A par rapport à l’incertitude sur x est cruciale. Notons finalement qu’aucune hypothèse ou
contrainte n’est posée sur x. Ceci étant, la qualité d’un estimateur noté H de A à partir de la donnée
y définie par (2.1) dépend clairement du conditionnement de la convolution par x.
Le problème que nous voulons résoudre dans ce chapitre consiste d’une part à estimer l’atome
inconnu A et d’autre part à exprimer ce dernier comme une composition de convolutions avec des
noyaux parcimonieux. Plus précisément, nous considérons K ≥ 2 convolutions de noyaux parcimo-
nieux (hk)1≤k≤K ∈ (RP)K et nous supposons que ces noyaux ont au plus S éléments non nuls (i.e.,
qu’ils sont S-parcimonieux). En termes plus formels, nous voulons que la convolution des K noyaux
h = (hk)1≤k≤K ∈ (RP)K approxime l’atome idéal A, i.e.,
H = h1 ∗ · · · ∗ hK ≈ A.
2.2.2 Les contraintes de supports
Pour forcer la parcimonie, nous fixons les supports des noyaux (i.e., les positions dans P de leurs
éléments non nuls). Comme pour le code x, les éléments de support des noyaux peuvent être choisis
à la main ou estimés par d’autres méthodes. Par exemple, ils pourraient être obtenus en alternant
estimation des valeurs des noyaux et estimation de leurs supports. Afin de manipuler les supports des
noyaux, nous définissons pour tout k ∈ {1, . . . ,K} une application injective Sk ∈ PS . Le domaine
image de cette application est défini par :
rg
(
Sk
)
= {Sk(1), . . . ,Sk(S)}.
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L’ensemble des contraintes sur le support d’un noyau hk, noté supp
(
hk
)
, s’écrit alors :
supp
(
hk
)
⊂ rg
(
Sk
)
, ∀k ∈ {1, . . . ,K}. (2.2)
Un exemple en 1D d’application de support est Sk(s) = k(s − 1), ∀s ∈ {1, . . . , S}. La Figure 2.1
montre un support similaire en 2D.
L’intérêt d’une telle contrainte est de produire des dictionnaires numériquement efficaces et de
permettre de considérer des atomes de plus grande taille. En effet, considérons l’opérateur de recons-
truction
RP −→ RP
x 7−→ x ∗ h1 ∗ . . . ∗ hK .
Cet opérateur et son adjoint peuvent être calculés par K convolutions avec des noyaux de taille S.
Par conséquent, leur calcul a une complexité de O(KS#P), où #P est la cardinalité de l’ensemble P.
En fonction des applications de support (Sk)1≤k≤K , cette complexité peut être nettement inférieure
à celle d’une convolution avec un noyau occupant la totalité du “support accessible”
S =
{
p ∈ P, ∃p1 ∈ rg
(
S1
)
, . . . ,∃pK ∈ rg
(
SK
)
,
K∑
k=1
pk = p
}
. (2.3)
Dans ce dernier cas, la complexité calculatoire est égale à O(#S#P) ou O(#P log(#P)) si les
convolutions sont calculées par transformée de Fourier rapide (FFT).
2.2.3 Formulation du problème
Comme expliqué dans le chapitre 1, il y a deux motivations derrière ce modèle de décomposition
et la contrainte sur les supports (2.2). Premièrement, nous voulons approximer des atomes de grande
taille avec un modèle qui limite le nombre de degrés de liberté. Deuxièmement, nous voulons faire en
sorte que la manipulation des atomes soit numériquement efficace.
Par conséquent, nous posons et proposons de résoudre le problème d’optimisation suivant :
(P0) :

argminh∈(RP )K ‖x ∗ h1 ∗ · · · ∗ hK − y‖22,
sous la contrainte supp
(
hk
)
⊂ rg
(
Sk
)
,
∀k ∈ {1, . . . ,K},
(2.4)
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où ‖.‖2 est la norme Euclidienne usuelle 2 sur RP . Par exemple, dans le cas favorable où le code x
est un symbole de Kronecker et b = 0 (cas sans bruit), la solution de (P0) approche l’atome cible A
par une composition de convolutions parcimonieuses. À l’autre extrême, lorsque la convolution avec
x est mal conditionnée et que l’amplitude du bruit est importante, la solution de (P0) estime l’atome
cible A et le régularise en accord avec le modèle convolutif.
Le problème (P0) est non convexe. Par conséquent, selon les valeurs de K ≥ 2, (Sk)1≤k≤K ∈
(PS)K , x ∈ RP and y ∈ RP , il peut être impossible de trouver une bonne approximation d’un
minimiseur global de (P0). La fonction objectif a certainement un nombre important de minima
locaux qui gêneront cette recherche. Nous nous fixons donc comme objectif d’étudier à quel point un
tel problème se prête à une optimisation globale.
D’autre part, notre premier objectif reste l’approximation d’un atome cible A. Nous allons donc
également évaluer la capacité d’une composition de convolutions à produire une bonne approximation
de quelques atomes utilisés dans diverses applications. Ces deux études, menées empiriquement,
sont liées entre elles, ainsi qu’à l’algorithme choisi pour résoudre (P0), dont les performances sont
également analysées.
2.3 Formulation alternative de (P0)
Dans cette section, nous étudions les points stationnaires du problème (P0) pour aboutir à une
formulation plus pratique équivalente. En effet, en plus d’être non convexe, (P0) a de nombreux
points stationnaires gênants, lorsque plusieurs noyaux s’annulent.
2.3.1 Contraintes supplémentaires
Notons h = (hk)1≤k≤K ∈ (RP)K la suite des noyaux et E la fonction objectif de (P0) :
E (h) = ‖x ∗ h1 ∗ · · · ∗ hK − y‖22.
2. RP et RS sont dotés du produit scalaire usuel noté 〈., .〉 et de la norme Euclidienne usuelle notée ‖·‖2. Nous
utilisons la même notation quel que soit l’espace vectoriel.
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Le gradient de E s’écrit
∇E (h) =
(
∂E
∂h1
(h) , . . . , ∂E
∂hK
(h)
)
,
où ∂E
∂hk
est la différentielle partielle de la fonction énergie E, pour tout k ∈ {1, . . . ,K}. Elle est
facilement calculée :
∂E
∂hk
(h) = 2H˜k ∗ (x ∗ h1 ∗ · · · ∗ hK − y), (2.5)
où
Hk = x ∗ h1 ∗ · · · ∗ hk−1 ∗ hk+1 ∗ · · · ∗ hK , (2.6)
et l’opérateur .˜ est défini pour tout h ∈ RP par
h˜p = h−p, ∀p ∈ P. (2.7)
Nous utilisons la notation Hk en lieu et place de Hk(h) pour faciliter la lecture.
Pour peu que hk1 = hk2 = 0 pour deux valeurs distinctes de k1 et k2 ∈ {1, . . . ,K}, nous avons
Hk = 0, pour tout k ∈ {1, . . . ,K}. En conséquence,
∂E
∂hk
(h) = 0 ∀k ∈ {1, . . .K}, si hk1 = hk2 = 0.
Ceci signifie qu’un algorithme de minimisation peut tout à fait se faire piéger dans ce type de point
stationnaire. Or, dans le cas général, un tel point stationnaire n’est clairement pas un minimiseur
global de (P0). En effet, n’importe quelle suite de noyaux dont au moins un n’a que des valeurs nulles
donne un atome estimé H = 0.
En outre, ∀h ∈ (RP)K et ∀(µk)1≤k≤K ∈ RK tels que
∏K
k=1 µk =
∏K
k=1
∥∥∥hk∥∥∥
2
, si nous définissons
g tel que ∀k ∈ {1, . . . ,K}, gk = hk‖hk‖2 , et µg = (µ1g
1, . . . , µKg
K) nous obtenons
E [µg] = E (h) ,
alors que pour k ∈ {1, . . . ,K},
∂E
∂hk
(h) = 1
µk
∂E
∂gk
[µg] .
Ceci nous donne une situation de déséquilibre dans laquelle les différentielles partielles et le gradient
sont forts dans les directions de noyaux de faibles poids. Ces noyaux sont alors injustement favorisés
par le gradient.
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Pour régler les deux problèmes mentionnés ci-dessus et réduire le nombre de points stationnaires
non pertinents, nous proposons d’ajouter une contrainte sur la norme des noyaux de convolution
hk ∈ RP , ∀k ∈ {1, . . . ,K}. Plus précisément, nous fixons une contrainte de norme unitaire
∥∥∥hk∥∥∥
2
= 1,
∀k ∈ {1, . . . ,K} et introduisons un facteur d’échelle λ ≥ 0, pour s’assurer que l’atome estimé H puisse
capter l’énergie de l’atome cible A. Pour simplifier les notations, nous posons
D =
{
h = (hk)1≤k≤K ∈ (RP)K | ∀k ∈ {1, . . . ,K}, ‖hk‖2 = 1 et supp
(
hk
)
⊂ rg
(
Sk
)}
(2.8)
et définissons un nouveau problème d’optimisation
(P1) : argminλ≥0,h∈D ‖λx ∗ h1 ∗ · · · ∗ hK − y‖22. (2.9)
Notons que la fonction objectif de (P1) est un polynôme en h1, . . . , hK de degré 2K. Elle est donc
infiniment différentiable. Elle est par ailleurs positive ou nulle, et bien sûr non convexe. Cependant,
pour k ∈ {1, . . . ,K} donné, la fonction objectif de (P1) est quadratique et convexe par rapport à hk.
Finalement, D est un ensemble régulier mais non convexe.
2.3.2 Solution de (P1)
Analysons maintenant les propriétés du problème (P1).
Proposition 2.3.1 (Existence d’une solution). Pour (y,x, (Sk)1≤k≤K) ∈
(
RP × RP × (PS)K
)
, si
x ∗ h1 ∗ . . . ∗ hK 6= 0, ∀h ∈ D, (2.10)
alors (P1) a un minimiseur.
Cette propriété est basée sur la régularité de la fonction objectif, la compacité et la coercivité du
problème. La preuve en est donnée en annexe A.1.
Notons qu’il existe peut-être des alternatives plus fines que la condition (2.10). Cependant, la
recherche de la condition la plus fine pour garantir l’existence d’un minimiseur de (P1) n’est pas
le sujet de cette étude. Concernant l’existence d’une solution, notons que la fonction objectif de
(P1) n’est pas nécessairement coercive. Par exemple, elle ne l’est pas s’il existe h ∈ D tel que
x ∗h1 ∗ . . . ∗hK = 0. Dans cette situation, une suite minimisante peut être telle que λx ∗h1 ∗ . . . ∗hK
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et (hk)1≤k≤K ont des points d’accumulation alors que x ∗ h1 ∗ . . . ∗ hK et λ tendent respectivement
vers 0 et l’infini. Notons finalement que nous nous attendons à ce que la condition (2.10) soit valide
à condition que les supports (Sk)1≤k≤K ∈ (PS)K et supp (x) soient suffisamment localisés. Dans les
expériences numériques menées, nous n’avons jamais rencontré une situation où x ∗h1 ∗ . . . ∗hK = 0.
2.3.3 Équivalence de (P1) et de (P0)
Si (P1) se montre plus facile à résoudre que (P0) d’un point de vue de l’optimisation, il nous faut
tout de même pouvoir remonter à une solution de ce dernier. La proposition suivante nous garantit
l’équivalence des deux problèmes.
Proposition 2.3.2 ((P1) est équivalent à (P0)). Soit (y,x, (Sk)1≤k≤K) ∈
(
RP × RP × (PS)K
)
tels
que (2.10) est vraie. Pour (λ,h) ∈ R × (RP)K , considérons les noyaux g = (gk)1≤k≤K ∈ (RP)K
définis par
g1 = λ h1 and gk = hk, ∀k ∈ {2, . . . ,K}. (2.11)
L’énoncé suivant est valide :
1. si (λ,h) ∈ R× (RP)K est un point stationnaire de (P1) et λ > 0 alors g défini par (2.11) est
un point stationnaire de (P0).
2. si (λ,h) ∈ R × (RP)K est un minimiseur global de (P1) alors g défini par (2.11) est un
minimiseur global de (P0).
La preuve repose sur l’homogénéité des problèmes (P0) et (P1). Elle est détaillée en annexe A.2.
2.4 L’algorithme des moindres carrés alternés
2.4.1 Principe de l’algorithme
Comme la fonction objectif de (P1) est non convexe, il n’y a en général aucune garantie de
trouver un minimum global de (P1). Cependant, cela n’empêche pas de concevoir une méthode qui
puisse trouver un point stationnaire de (P1). De plus, comme le problème considéré a des similitudes
avec le problème de l’approximation de rang 1 de tenseurs, nous nous inspirons d’un algorithme
connu et utilisé pour résoudre ce problème de tenseurs : l’algorithme des moindres carrés alternés
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(Alternating Least Squares, ALS) [DLDMV00]. Cet algorithme alterne les minimisations par rapport
aux noyaux hk, ∀k ∈ {1, . . . ,K}. Ce type d’algorithme est aussi appelé “méthode de Gauss-Seidel”
lorsque les minimisations alternent entre chaque variable ou “méthode de Gauss-Seidel par blocs”
lorsqu’elles alternent entre des blocs de variables. Mentionnons que certains résultats de convergence
concernant ces algorithmes sont présentés dans [LT92, GS00, RHL13, ABS13], bien que notre analyse
de convergence ne repose pas sur ces résultats. Comme nous allons le voir, l’algorithme ALS profite
du fait que lorsque tous les noyaux sauf un sont fixés, la fonction objectif est une fonction quadratique
du noyau libre. En conséquence, chaque étape alternée de l’algorithme a une expression explicite de
faible complexité calculatoire.
Il est certainement possible d’utiliser un algorithme d’optimisation plus efficace pour tenter de
réduire le temps de calcul. En restant dans les stratégies d’alternance, la méthode Gauss-Seidel proxi-
male (voir [ABRS10]) ou l’algorithme “proximal alternating linearized minimization” (dit PALM, voir
[BST13]) ainsi qu’une variante à métrique variable (voir [CPR13]) sont à considérer. Plus généra-
lement, des algorithmes de descente de gradient ou de quasi-Newton peuvent donner de bons taux
de convergence. À ce stade, nous sommes davantage intéressés par analyser la pertinence du modèle
proposé, formalisé par (P1), que par optimiser les temps de calculs.
Rentrons maintenant dans les détails de l’algorithme. Nous proposons de résoudre alternativement
pour chaque k ∈ {1, . . . ,K} les problèmes de moindres carrés (least squares, LS) suivants :
(Pk) :

argminλ≥0,h∈RP
∥∥∥λx ∗ h1 ∗ · · · ∗ hk−1 ∗ h ∗ hk+1 ∗ . . . ∗ hK − y∥∥∥2
2
,
sous les contraintes supp (h) ⊂ rg
(
Sk
)
et ‖h‖2 = 1,
(2.12)
où les noyaux (hk′p )p∈P sont fixés ∀k′ 6= k. L’algorithme des moindres carrés alternés ainsi construit
est décrit dans l’Algorithme 1. Le critère d’arrêt  devrait être choisit raisonnablement petit.
2.4.2 Résolution de (Pk)
Le problème (Pk) consiste à minimiser une fonction continue, il a donc une solution. Afin de
l’expliciter, réécrivons le de manière plus simple. Puisque le plongement de RS dans Rrg(Sk) ⊂ RP et
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Algorithm 1: Structure de l’algorithme ALS
Input:
y : donnée cible ;
x : coefficients connus ;
(Sk)1≤k≤K : supports des noyaux (hk)1≤k≤K .
Output:
λ et les noyaux (hk)1≤k≤K tels que λh1 ∗ . . . ∗ hK ≈ A.
begin
Initialisation des noyaux (hk)1≤k≤K ;
while pas convergé do
for k = 1 ,..., K do
Mettre λ et hk à jour avec un minimiseur de (Pk).
l’opérateur
RP −→ RP
h′ 7−→ x ∗ h1 ∗ · · · ∗ hk−1 ∗ h′ ∗ hk+1 ∗ . . . ∗ hK ,
sont linéaires, leur composition peut être décrite par un produit matrice-vecteur Ckh, où le vecteur
h ∈ RS et Ck est une matrice de taille (#P)× S dont on détaille la structure dans la section 2.4.3.
À l’aide de cette réécriture, nous formulons la proposition suivante.
Proposition 2.4.1 (Minimiseur de (Pk)). Pour tout y ∈ RP , si le produit CTk y 6= 0 et Ck est de
rang colonne plein, le problème (Pk) a un unique minimiseur, donné par les expressions suivantes :
λ =
∥∥∥(CTk Ck)−1CTk y∥∥∥2 et hk = (CTk Ck)−1CTk y∥∥(CTk Ck)−1CTk y∥∥2 (2.13)
Démonstration. Une solution de (Pk) peut être construite en plongeant dans Rrg(S
k) ⊂ RP une
solution du problème équivalent (toujours noté (Pk), par souci de simplicité)
(Pk) :
 argminλ≥0,h∈RS ‖λCkh− y‖
2
2
subject to ‖h‖2 = 1
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où nous considérons que la donnée y est vectorisée. Le plongement d’un noyau h ∈ RS dans RP
s’écrit simplement, pour tout p ∈ P :
h′p =
 hi , si ∃i tel que p = S
k(i)
0 , si p /∈ rg
(
Sk
) .
Afin de résoudre ce problème, nous définissons
(P ′k) : argminh∈RS ‖Ckh− y‖22 .
(P ′k) est un problème de moindres carrés qui a un minimiseur h∗ ∈ RS . De plus, le gradient de sa
fonction objectif Ek(h) = ‖Ckh− y‖22 est
∇hEk(h) = CTk (Ckh− y).
Finalement, sous les hypothèses de la Proposition 2.4.1, un point stationnaire unique de (P ′k) peut
être calculé explicitement :
h∗ = (CTk Ck)−1CTk y. (2.14)
Notons que si h ∈ RS et h 6= h∗, comme Ck est de rang plein, nous avons l’inégalité stricte
‖Ckh∗ − y‖22 < ‖Ckh− y‖22. À partir de l’équation (2.14), il suffit pour construire une solution (λ, hk)
de (Pk) de projeter h∗ sur la sphère ‖.‖2 = 1 et de faire porter sa norme sur le facteur λ comme
indiqué dans l’équation (2.13), ce qui garantit h∗ = λhk. La condition CTk y 6= 0 nous assure que cette
projection est bien univoque, car elle impose à λ de ne pas prendre une valeur nulle 3.
Pour montrer qu’un tel couple (λ, hk) est solution de (Pk), considérons n’importe quel couple
(µ, g) ∈ R× RS satisfaisant les contraintes de (Pk). Nous avons alors µg 6= h∗ et donc∥∥∥λCkhk − y∥∥∥22 = ‖Ckh∗ − y‖22 ,
< ‖Ck(µg)− y‖22 = ‖µCkg − y‖22 .
Par conséquent, (Pk) a un minimiseur strict défini par (2.13). Ce minimiseur est unique. En fin de
compte, nous obtenons une règle de mise à jour en plongeant dans Rrg(Sk) ⊂ RP la solution décrite
dans (2.14) et(2.13).
Pour appliquer ces formules, les principales difficultés calculatoires sont les calculs de CTk y, CTk Ck
et de l’inverse de CTk Ck. Ces calculs sont le sujet du prochain paragraphe.
3. Dans le cas contraire, le point stationnaire (2.14) serait l’origine, dont la projection sur la sphère est multivoque.
Il faudrait alors choisir un point de la sphère arbitrairement, ce qui reviendrait à réinitialiser l’algorithme de recherche.
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2.4.3 Calcul de CTk y et CTk Ck
Maintenant que nous savons comment obtenir une solution de (Pk), il nous faut définir la matrice
Ck et sa transposée de telle sorte à ce que le calcul des solutions des problèmes (Pk) successifs soient
efficaces. D’abord, considérons le gradient de (P ′k) sans la formulation matricielle :
∇hEk(h) = 2H˜k ∗ (x ∗Hk ∗ h− y) ∈ RP ,
où pour rappel, Hk est défini dans l’équation (2.6) par Hk = x ∗ h1 ∗ · · · ∗ hk−1 ∗ hk+1 ∗ · · · ∗ hK .
Ce gradient vit dans RP , or la contrainte de support implique une projection sur rg
(
Sk
)
. Seuls les
S éléments contenus dans rg
(
Sk
)
⊂ RP sont donc mis à contribution pour mettre le noyau libre à
jour. Ceci nous suggère de considérer, dans le calcul du gradient de (P ′k), uniquement les éléments
de la convolution par Hk qui coïncident avec le support rg
(
Sk
)
de h. Formellement, nous voulons
que pour n’importe quel h ∈ RS ,
(Ckh)p =
S∑
s=1
Hkp−Sk(s)hs, ∀p ∈ P.
Autrement dit, chaque colonne de Ck est une vectorisation de (Hkp−Sk(s))p∈P . Pour p
′ ∈ P, notons
τp′ l’opérateur de translation tel que (τp′b)p = bp−p′ , ∀(b, p) ∈ RP × P. Avec cette notation, la
s-ième colonne de Ck est une vectorisation de τSk(s)Hk. Par conséquent, la s-ième ligne de CTk est la
transposée d’une vectorisation de τSk(s)Hk. Nous obtenons finalement :
(CTk b)s = 〈τSk(s)Hk,b〉, ∀b ∈ RP . (2.15)
Une autre façon d’aboutir à ce résultat consiste à utiliser la linéarité de Ck pour poser l’égalité
des produits scalaires sur RP et RS . En effet, pour b ∈ RP et h ∈ RS , nous avons :
〈CTk b, h〉 = 〈b, Ckh〉
=
∑
p∈P
(
S∑
s=1
Hkp−Sk(s)hs
)
bp
=
S∑
s=1
∑
p∈P
Hkp−Sk(s)bp
hs.
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En identifiant le premier et le dernier terme, nous obtenons, pour b ∈ RP et s ∈ {1, . . . , S},
(CTk b)s =
∑
p∈P
bpHkp−Sk(s),
= 〈b, τSk(s)Hk〉,
ce qui coïncide avec (2.15).
Notons que la complexité liée au calcul de Hk est O((K − 1)S#P). Une fois Hk calculé, le coût
du calcul de (CTk y)s est O(#P), ∀s ∈ {1, . . . , S}. La complexité du calcul de CTk y est donc O(S#P).
Nous pouvons immédiatement déduire la forme de CTk Ck. En effet, chacune de ses colonnes est
obtenue en appliquant (2.15) dans laquelle il faut remplacer b par le vecteur colonne τSk(s′)Hk, pour
s′ ∈ {1, . . . , S}. Par conséquent, le coefficient de CTk Ck en position (s, s′) ∈ {1, . . . , S}2 est
(CTk Ck)s,s′ = 〈τSk(s)Hk, τSk(s′)Hk〉. (2.16)
Cette matrice de Gram est symétrique, semi-définie positive et de taille S × S. Une fois Hk calculé,
la complexité du calcul de CTk Ck est O(S2#P). Le calcul de sa pseudo-inverse est un problème bien
connu, c’est une étape de l’algorithme qui peut être optimisée. Une implémentation prête à l’emploi
par décomposition en valeurs singulières (SVD) demande typiquement O(S3) opérations.
Les étapes de l’algorithme ALS proposé sont énumérées dans l’algorithme 2. La complexité calcu-
latoire globale est O((K + S)KS#P) par itération de la boucle “while” 4. Il peut être appliqué tant
que la valeur de KS(K + S) est raisonnable. Par exemple, le cas le plus exigeant considéré dans les
expériences de ce chapitre est KS2 = 6250 (correspondant à K = 10 et S = 25).
Le critère d’arrêt  de la boucle “while” est basé sur la différence relative entre deux valeurs
consécutives de la fonction objectif de (Pk). Lorsque cette différence est inférieure à 10−4, nous
considérons qu’un point stationnaire est atteint, et l’algorithme s’arrête.
2.4.4 Convergence de l’algorithme
Avant d’énoncer le résultat de convergence, introduisons quelques notations.
4. En pratique, dans les situations qui nous intéressent,#P  S. S et S3 sont donc négligeables devant (K+S)S#P.
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Algorithm 2: Algorithme ALS en détails
Input:
y : donnée cible ;
x : coefficients connus ;
(Sk)1≤k≤K : supports des noyaux (hk)1≤k≤K .
Output:
(hk)1≤k≤K : noyaux de convolution tels que h1 ∗ . . . ∗ hK ≈ A.
begin
Initialisation des noyaux ((hkp)p∈P)1≤k≤K ;
while ‖x ∗H− y‖2 ≥  do
for k = 1 ,..., K do
Calcul de Hk selon (2.6) O((K − 1)S#P)
Calcul de CTk Ck et CTk y selon (2.16) et (2.15) ; O((S + 1)S#P)
Calcul de h∗ selon (2.14) ; O(S3)
Mise à jour de hk et λ selon (2.13) ; O(S)
Tout d’abord, notons que le résultat d’une itération de la boucle “for” dans l’algorithme 2 ne
dépend que des noyaux initiaux h ∈ D et pas du facteur d’échelle initial λ. Considérons une condition
initiale h ∈ D avant d’entrer dans la boucle “for”, et notons la condition initiale de la kième itération
Tk(h). Par exemple, T1(h) = h. Enfin, notons T (h) le facteur d’échelle et les noyaux à l’issue de la
boucle “for”. Précisément, en notant (λn,hn)n∈N la suite générée par l’algorithme 2, nous obtenons
pour tout n ∈ N
(λn+1,hn+1) = T (hn).
Proposition 2.4.2 (Convergence de l’algorithme 2). Pour (y,x, (Sk)1≤k≤K) ∈
(
RP × RP × (PS)K
)
,
si
α ∗ h1 ∗ . . . ∗ hK 6= 0, ∀h ∈ D, (2.17)
alors l’énoncé suivant est valide :
1. La suite générée par l’algorithme 2 est bornée et ses points limites sont dans R×D. La valeur
de la fonction objectif est la même pour tous ces points limites.
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2. Pour un point limite (λ∗,h∗) ∈ R × D, si pour tout k ∈ {1, . . . ,K}, la matrice Ck générée
par Tk(h∗) est de rang plein et CTk y 6= 0, alors (λ∗,h∗) = T (h∗) et (λ∗,h∗) est un point
stationnaire du problème (P1).
La preuve repose sur le fait que la fonction objectif est coercive, régulière, que chaque itération
de l’algorithme est une application régulière qui fait diminuer la valeur de la fonction objectif. Elle
exploite également le fait que (Pk) a une solution unique. La preuve détaillée est donnée en appendice
A.3.
2.4.5 Initialisation de l’algorithme
Premièrement, remarquons que l’algorithme ALS n’a pas besoin d’initialisation de λ. De plus,
les valeurs initiales des noyaux (hk)1≤k≤K doivent satisfaire les contraintes et donc appartenir à D.
Lorsque le problème (P1) a un minimiseur global, nous notons I ⊂ D l’ensemble de convergence
non vide tel que l’algorithme ALS converge vers un minimiseur global s’il a été initialisé avec un
élément de I. Étonnamment, il ressort de simulations intensives que I est relativement grand dans de
nombreuses situations. Pour illustrer ce phénomène, nous proposons une initialisation simple. Celle-
ci consiste à initialiser les noyaux de convolution par tirage d’une variable aléatoire uniformément
distribuée sur D. Il suffit pour cela [Mul59] d’utiliser la formule 5
hk = h‖h‖2
, avec h ∼ NS(0, Id),
oùNS(0, Id) est la distribution normale centrée réduite de RS . Nos expériences montrent que P (h 6∈ I)
est souvent significativement petit devant 1 lorsque h est uniformément distribué dans D. De plus,
cette initialisation aléatoire nous autorise une stratégie de “relances” pour explorer D. Plus précisé-
ment, nous proposons de lancer l’algorithme ALS R fois, R ∈ N, et de conserver le résultat pour lequel
la fonction objectif est la plus faible. La probabilité qu’une telle stratégie échoue à trouver un mini-
miseur global est égale à la probabilité qu’aucune des R initialisations indépendantes n’appartienne
à I, i.e.,
P (échec) = [P (h 6∈ I)]R
5. Par souci de simplicité, dans la formule ci-dessous, nous ne mentionnons pas l’application de RS dans RP nécessaire
à la construction des hk.
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qui tend rapidement vers 0, si P (h ∈ I) n’est pas négligeable. Par exemple, pour garantir
P (échec) ≤ ε
pour 0 < ε < 1, il faut fixer un nombre de relances
R ≥ Rε = log(ε)log (P (h 6∈ I)) . (2.18)
Notons que le nombre de relances n’augmente pas significativement lorsque ε diminue. Par contre, si
P (h ∈ I) est très faible, nous avons log (P (h 6∈ I)) = log (1− P (h ∈ I)) ∼ −P (h ∈ I) et
Rε ∼ − log(ε)P (h ∈ I) .
Il faudrait alors un nombre prohibitif de relances pour espérer obtenir un minimiseur global. La
stratégie proposée est donc uniquement envisageable lorsque P (h ∈ I) est raisonnable.
2.5 Expériences d’approximation
2.5.1 Mise en place des simulations
Dans cette section, nous focalisons nos efforts sur l’apport d’éléments de réponse empiriques
concernant une question centrale de cette étude : une composition de convolutions peut-elle approxi-
mer correctement un atome cible A ∈ RP ? Nous allons également observer l’influence du nombre de
noyaux K et de leur taille sur la qualité d’approximation. Pour ce faire, nous présentons des résultats
obtenus pour plusieurs atomes cibles A en dimension d = 1 et d = 2. Ces atomes ont été sélectionnés
dans des dictionnaires couramment utilisés en traitement du signal et de l’image.
Pour toutes les expériences présentées dans la section 2.5, nous considérons une taille N ∈ N et
une dimension d ∈ {1, 2} de sorte que P = {0, . . . , N − 1}d. En 2D, nous travaillons donc avec des
images carrées. Nous considérons un atome cible A ∈ RP , un code x ∈ RP et un bruit Gaussien de
moyenne nulle b ∈ RP de variance σ2. À travers ces expériences, nous explorons différentes valeurs
des paramètres K et S, jusqu’à des valeurs maximales Kmax = 11 et Smax = 25. De plus, pour
une dimension d ∈ {1, 2}, nous considérons systématiquement la même forme de support. Nous
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définissons pour cela un entier positif c paramétrant la taille des supports et les applications de
support (Sk)1≤k≤K ∈ (PS)K telles que pour tout k ∈ {1, . . . ,K}
rg
(
Sk
)
= k{−c, . . . , 0, . . . , c}d. (2.19)
Par exemple, pour deux noyaux 2D h1 et h2 de taille c = 1, leurs applications de support sont définies
par rg
(
S1
)
= {−1, 0, 1} × {−1, 0, 1} et rg (S2) = {−2, 0, 2} × {−2, 0, 2}, ce qui signifie que les deux
noyaux ont S = 9 éléments non nuls autorisés. La figure 2.1 montre un exemple d’application de
support obtenu pour K = 4, d = 2 et c = 1. Notons que le centrage de ces supports sur l’élément
origine p = 0 est possible grâce à la périodisation de RP .
Les raisons pour considérer de tels supports sont multiples. Tout d’abord, notre modèle d’atome
ne comporte pas de sous-échantillonnage à proprement parler, alors que l’on cherche à approximer de
grands atomes avec un nombre de degrés de liberté limité. Une dilatation des supports en fonction
du nombre de noyaux telle que celle montrée sur la figure 2.1 a clairement un rôle équivalent. Si nous
avons constaté qu’une dilatation linéaire avec K était la plus adaptée aux expériences menées ici, il
est tout à fait imaginable de considérer des dilatation en puissance pour approcher moins finement de
très grands atomes, ou au contraire aucune dilatation pour une plus grande précision sur des atomes
de taille plus raisonnable. Enfin, nous avons choisi une dilatation isotrope par souci de simplicité
et de généricité. Idéalement, les supports devraient être adaptés à la répartition de l’énergie dans
l’atome cible, ce qui demanderait soit une conception à la main plus fastidieuse, soit un algorithme
plus complet capable d’estimer les support. Pour cette première étude, nous avons besoin d’un cadre
simple pour comprendre le comportement du problème posé. Aussi il nous a semblé plus sage de ne
pas considérer une couche supplémentaire d’estimation des supports qui se traduirait sans doute par
un nombre accru de paramètres.
Il est facile de montrer (par exemple, par récurrence) que le support accessible défini en (2.3)
associé avec les applications de supports définies en (2.19) est :
S =
{
K∑
k=1
−ck, . . . ,
K∑
k=1
ck
}d
=
{
−cK(K + 1)2 , . . . , c
K(K + 1)
2
}d
.
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Figure 2.1 – Les supports rg
(
Sk
)
définis par (2.19), pour d = 2, k ∈ {1, 2, 3, 4} et c = 1 (i.e., S = 3× 3). La
contrainte (2.2) force chaque noyau hk à prendre la valeur 0 en dehors de rg
(
Sk
)
.
Taux de compression K = 3 K = 4 K = 6 K = 10
d = 1
c = 1(S=3) 0.67 1.00 1.67 3.00
c = 2(S=5) 0.80 1.20 2.00 3.60
c = 3(S=7) 0.86 1.29 2.14 3.86
d = 2
c = 1(S=9) 1.33 4.00 16.67 90.00
c = 2(S=25) 1.92 5.76 24.00 129.60
c = 3(S=49) 2.20 6.61 27.55 148.78
Table 2.1 – Taux de compression (K(K+1)c)
d
K(2c+1)d pour quelques valeurs de K et c en dimension d = 1 et d = 2.
Pour continuer sur l’exemple précédent, notons que la convolution de h1 avec h2 peut atteindre
l’ensemble S = {−3, . . . , 3}2, qui contient 49 pixels.
Par conséquent, la largeur de S est donnée par K(K + 1)c et sa taille (longueur ou aire) est
(K(K + 1)c)d. Notons que la taille de S est généralement plus grande que celle de l’espace de re-
cherche, égale àK(2c+1)d. Le rapport entre ces deux quantités correspond à un “taux de compression"
relatif à la description de l’atome par des noyaux de convolution. Ce taux se comporte comme K2d−12d
lorsque c et K augmentent. Le tableau 2.1 donne les taux de compression pour quelques valeurs de
(K, c) et d ∈ {1, 2}. Le gain dû à une augmentation de K est clairement supérieur à celui dû à une
augmentation de c.
Pour la plupart des expériences, le support de A est contenu dans S. Lorsque c’est le cas, nous
fournissons un indicateur de la capacité de la composition de convolutions à réduire l’espace de
recherche tout en captant l’intégrité du support de l’atome cible. Cet indicateur RER est défini
comme le rapport entre la taille du support effectif de A et celle de l’espace de recherche donné par
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les K noyaux S-parcimonieux, i.e.,
RER = # suppeff(A)
K(2c+ 1)d
où
suppeff(A) =
{
p ∈ P | |Ap| ≥ 10−4(maxp∈P |Ap|)
}
. (2.20)
Le rôle du support effectif est de tenir compte de manière plus réaliste de la répartition de l’énergie
dans A. Nous fournissons des valeurs de RER pour les tests présentés dans cette section.
Pour chaque expérience, les quantités N , d, A, x, σ, K, c et le nombre R de relances sont donnés.
Nous calculons alors y selon (2.1). Puis nous lançons R fois l’algorithme 2 et conservons le résultat
ayant la plus faible valeur de fonction objectif. Le résultat de ce procédé est noté (λ, (hk)1≤k≤K) ∈
R×D dans ce qui suit.
Étant donné un résultat (λ, (hk)1≤k≤K) ∈ R×D, nous évaluons la qualité de l’approximation de
A par H = λh1 ∗ · · · ∗ hK à l’aide du PSNR (peak-signal-to-noise ratio). De plus, afin de prendre en
considération le fait que la taille du support de A peut être nettement plus petite que celle de l’image
#P, le PSNR est normalisé en tenant compte de la taille du support effectif de A. Plus précisément,
nous le définissons par
PSNR∗ = 10 log10
(
r2
MSEA
)
(2.21)
où r = maxp∈suppeff(A)(Ap) − minp∈suppeff(A)(Ap) est la dynamique de A et l’erreur quadratique
moyenne (mean squared error ou MSE) est définie par :
MSEA =
∥∥∥λh1 ∗ · · · ∗ hK −A∥∥∥2
2
# suppeff(A)
. (2.22)
Notons qu’habituellement, MSE est normalisé par la taille de l’image #P au lieu de # suppeff(A).
La normalisation définie par (2.22) est motivée par la nature des atomes étudiés dans cette section :
bien que leur support puisse remplir l’ensemble P, la majeure partie de leur énergie est concentrée
dans une région de taille modeste.
Lorsque du bruit est présent, nous donnons les valeurs de PSNR (calculé avec le MSE classique)
ainsi que la variance du bruit σ2. Ces valeurs de PSNR nous informent alors sur la dégradation entre
x ∗A et y, et ne peuvent être comparées au PSNR∗, qui concerne seulement l’atome estimé. La seule
42 Chapitre 2 - Apprentissage de transformée rapide uni-atome
exception est la première expérience présentée, dans le paragraphe 2.5.2, où le code x est un symbole
de Kronecker.
Nous donnons également un critère reflétant à la fois la qualité de la convergence et le niveau
de régularisation apporté par la composition de convolutions. L’erreur de reconstruction normalisée
(Normalized Reconstruction Error, NRE) est définie par
NRE =
∥∥∥λx ∗ h1 ∗ · · · ∗ hK − y∥∥∥2
2
‖y‖22
. (2.23)
Lorsque NRE est grand, soit la convergence n’a pas été atteinte, soit les valeurs de K et S sont
trop faibles pour obtenir une bonne approximation de y. Lorsqu’il est petit, l’algorithme a convergé
à un point stationnaire proche d’un minimum global et les valeurs de K et S sont suffisantes pour
approximer y convenablement. Notons que cette dernière propriété peut être problématique lorsque
y est fortement contaminé par du bruit.
Finalement, afin d’évaluer les difficultés supplémentaires dues à la convolution avec le code x,
nous donnons une mesure de conditionnement. En effet, restaurer A à partir de y peut être un
problème mal conditionné (voir (2.1)) provoquant des instabilités. Pour chaque expérience où x
n’est pas une simple fonction delta de Dirac, nous mesurons la qualité du conditionnement grâce à
un histogramme des valeurs du module de la transformée de Fourier |xˆ| du code. Plus les valeurs
extrêmes sont espacées, pire est le conditionnement. Le cas d’un code parcimonieux semble être le
meilleur compromis entre conditionnement et redondance, cette dernière étant cruciale à l’obtention
d’une approximation stable de A en présence de bruit.
Notons que NRE peut être faible indépendamment du conditionnement car la valeur du dénomi-
nateur de (2.23) dépend de x. Pour cette raison, PSNR∗ est l’indicateur le plus pertinent du succès
ou de l’échec de l’algorithme.
2.5.2 Approximations 1D
Fonction Cosinus apodisée
La transformée en cosinus discrète modifiée (modified discrete cosine transform, MDCT) est
utilisée en traitement du signal, et notamment en codage audio [PS00]. L’expérience proposée vise à
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PSNR∗(dB) K = 5 K = 7 K = 9 K = 11
c = 2 14.43 17.32 23.81 38.26
c = 3 16.23 23.02 46.24 51.48
c = 4 18.45 34.84 54.32 54.33
c = 5 21.60 53.70 54.82 55.73
Table 2.2 – Approximation d’un Cosinus discret modifié de fréquence 100Hz : PSNR∗ en fonction de K et c.
approximer un cosinus discret modifié apodisé à l’aide d’une composition de convolutions. Pour ce
faire, nous appliquons la MDCT inverse à un symbole de Kronecker localisée à une fréquence donnée,
dans un signal de taille N = 512 (i.e., d = 1). Ce cosinus discret est ensuite apodisé par une fenêtre
sinusoïdale (wp)0≤p≤255 définie par :
wp =

0 si p ∈ {0, . . . , 127}
sin
[
pi (p−128)256
]
si p ∈ {128, . . . , 383}
0 si p ∈ {384, . . . , 512}.
Ce type de fenêtre est notamment utilisé en analyse MDCT pour des traitements anti-repliement
dans le domaine temporel [PB86].
Les figures 2.2 et 2.3 montrent des exemples d’atomes cibles A obtenus pour les fréquences 10Hz
et 100Hz. Le code x utilisé dans cette expérience est un symbole de Kronecker localisée à p = 0.
Aucun bruit n’est présent, nous avons donc y = A. Pour toutes les simulations présentées dans cette
section, les supports des noyaux sont définis par (2.19). Nous avons utilisé R = 50 relances.
De plus, nous considérons les plages de paramètres 5 ≤ K ≤ 11, 5 ≤ S = 2c+1 ≤ 11, et observons
l’évolution du PSNR∗. Le tableau 2.2 montre cette évolution dans le cas de la fréquence 100Hz
(l’évolution est la même pour 10Hz). Il apparait clairement que plus K et S sont grands, meilleure
est l’approximation de A. Ce résultat est prévisible puisque l’augmentation de ces paramètres donne
plus de flexibilité au modèle pour décrire A. Cela signifie que l’algorithme doit atteindre à convergence
une valeur plus faible de la fonction objectif. Notons que des valeurs de PSNR∗ supérieures à 50 dB
sont obtenues pour plusieurs jeux de paramètres.
Les approximations obtenues pour les fréquences 10 et 100, avec K = 9, S = 2c + 1 = 9,
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Figure 2.2 – Approximation d’un Cosinus discret de fréquence 10 par la convolution de K = 9 noyaux de
parcimonie S = 9 (PSNR∗ = 58.88dB).
sont représentées sur les figures 2.2 et 2.3, respectivement. Plus précisément, chaque figure montre
l’estimation λh1 ∗ · · · ∗hK et la cible A. Notons que ces approximations sont très précises, et RER =
256
9×9 = 3.16.
Nous répétons l’expérience pour la fréquence 100Hz avec K = 9, S = 2c + 1 = 9 et R = 25
relances, avec un bruit additif blanc Gaussien de variance σ2 ∈ [10−6, 10−3]. La figure 2.4 montre
l’évolution du PSNR∗ en fonction de la variance du bruit. Notons que le PSNR∗ est toujours plus
grand que le PSNR entre y et x∗A 6. Cela signifie que le modèle (P0) a réduit le bruit. Ce débruitage
pourrait sans doute être amélioré si x était un code parcimonieux contenant plusieurs coefficients
non nuls.
6. C’est le seul cas où la comparaison est pertinente, puisque x est un symbole de Kronecker.
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Figure 2.3 – Approximation d’un Cosinus discret de fréquence 100 par la convolution de K = 9 noyaux de
parcimonie S = 9 (PSNR∗ = 54.32dB).
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Figure 2.4 – PSNR∗ pour l’approximation du Cosinus discret de fréquence 100 par la convolution de K = 9
noyaux de taille c = 4 (parcimonie S = 9), pour 10−6 ≤ σ2 ≤ 10−3 (courbe bleue). La courbe verte représente
le PSNR entre y et x ∗A.
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Fonction Sinus Cardinal
Dans cette expérience, nous voulons approcher la fonction sinus cardinal usuelle utilisée pour
calculer un zoom linéaire [Whi15]. L’interpolation par sinus cardinal a été approchée par des fonc-
tions splines dans [AUE92]. Bien que l’interpolation par splines puisse être interprétée comme une
composition de convolutions, les supports utilisés ici sont différents. Nous fixons un facteur de zoom
Z = 3 pour un signal de taille 128 (d = 1). La donnée cible est le signal interpolé par la fonction sinus
cardinal idéale, sa taille est alors N = 3× 128 = 384. L’atome cible A est cette même fonction sinus
cardinal, obtenue par le calcul de la transformée de Fourier inverse de la fonction caractéristique d’un
intervalle centré de longueur N/3.
Le signal à zoomer correspond aux premières 128 valeurs de la 128ième colonne de l’image Barbara.
Le code x est construit par suréchantillonnage de ce signal par un facteur Z = 3 (voir la figure 2.5).
Cette opération consiste à insérer 2 zéros entre chaque couple de voisins dans le signal original.
L’histogramme de sa transformée de Fourier présenté en figure 2.6 montre que la convolution avec x
n’est pas très bien conditionnée. En effet, le rapport entre les deux valeurs extrêmes des coefficients
de Fourier est 728.
Le signal y est construit selon (2.1) pour différents niveaux de bruit. De plus, comme pour toutes
les expériences de cette section, les supports des noyaux sont fixés par (2.19).
Tout d’abord, nous fixons K = 9 et c = 4 (i.e., S = 9) et prenons R = 50 relances de l’algorithme
2 pour un cas sans bruit et un cas bruité (σ2 = 5). Les figures 2.7 et 2.8 montrent l’atome cible
A et l’approximation λ ∗ h1 ∗ · · · ∗ hK dans ces deux cas. Lorsqu’il n’y a pas de bruit (figure 2.7),
nous observons que la composition de convolutions λ ∗ h1 ∗ · · · ∗ hK donne une bonne approximation
de la fonction sinus cardinal. Lorsque du bruit est présent (figure 2.8), l’approximation perd en
précision. Ce comportement n’est pas choquant étant donné l’absence de régularisation et le mauvais
conditionnement de la convolution par x.
La même expérience est répétée pour K ∈ {3, 5, 7, 9} et c ∈ {1, 2, 3} (i.e., S ∈ {3, 5, 7}), R = 50,
dans les deux cas σ2 = 0 et σ2 = 5. Dans ce dernier cas, le PSNR entre y et x ∗A vaut 28.20 dB.
Les tableaux 2.3 et 2.5 donnent les valeurs de PSNR∗ obtenues pour ces jeux de paramètres. Dans
le cas bruité (tableau 2.3), le PSNR∗ est légèrement plus faible que dans le cas sans bruit (tableau
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Figure 2.5 – Code x utilisé pour l’approximation de la fonction sinus cardinal 1D.
Figure 2.6 – Histogramme de |xˆ|, module de la transformée de Fourier du code, pour l’approximation d’une
fonction sinus cardinal 1D.
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Figure 2.7 – Approximation d’une fonction sinus cardinal (non bruitée) avec (K, c) = (9, 4). L’atome cible A
et la composition de convolutions λh1 ∗ · · · ∗ hK . PSNR∗ = 44.47dB.
2.5), ce qui suggère que la méthode est relativement robuste au bruit. Pour tenter de confirmer cette
tendance, nous relançons l’algorithme pour (K = 9, c = 3) avec des variances de bruit plus grandes
0 < σ2 < 20. La figure 2.9 nous montre que lorsque la variance du bruit augmente (et le PSNR entre
y et x ∗A diminue), le PSNR∗ diminue à la même vitesse.
De plus, en présence de bruit, l’augmentation des paramètres K et S ne se traduit pas par une
augmentation monotone du PSNR∗. Or, lorsqu’il n’y a pas de bruit, le PSNR∗ augmente bien de
façon monotone (voir tableau 2.5). Cette sensibilité au bruit lorsque le nombre de degrés de liberté
est important est donc clairement due à l’absence de régularisation.
Les tableaux 2.4 et 2.6 montrent, pour la même expérience, l’erreur de reconstruction normalisée
(2.23). Nous observons qu’augmenter K et c améliore NRE, même dans le cas bruité. Cet exemple
montre qu’il est possible d’obtenir une bonne reconstruction du signal y alors que l’approximation
de A est médiocre lorsque la convolution avec x est mal conditionnée.
Il est également intéressant de tester la stabilité du modèle proposé lorsque notre connaissance
de x est imparfaite. Pour ce faire, nous essayons de résoudre (P1) avec un code x + bx obtenu en
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Figure 2.8 – Approximation d’une fonction sinus cardinal bruitée (σ2 = 5) avec (K, c) = (9, 4). L’atome cible
A et la composition de convolutions λh1 ∗ · · · ∗ hK . PSNR∗ = 35.68dB.
PSNR∗(dB) K = 3 K = 5 K = 7 K = 9
c = 1 31.66 33.14 34.53 35.77
c = 2 37.34 38.03 37.32 36.67
c = 3 37.69 37.61 36.63 36.82
Table 2.3 – Approximation d’une fonction sinus cardinal : PSNR∗ pour σ2 = 5 (R = 50).
NRE× 10−3 K = 3 K = 5 K = 7 K = 9
c = 1 5.0 4.6 4.1 4.1
c = 2 3.5 3.5 3.4 3.4
c = 3 3.5 3.4 3.3 3.2
Table 2.4 – Approximation d’une fonction sinus cardinal : NRE pour σ2 = 5 (R = 50).
ajoutant un bruit Gaussien bx ∼ N (0, σ2x) (y est construit avec le code parfait x). Nous fixons K = 9
et c = 3, i.e., S = 7, et lançons l’algorithme pour plusieurs niveaux de bruit 0 ≤ σ2x ≤ 15. La figure
2.10 montre que le PSNR∗ est stable en fonction de σ2x, alors que NRE a tendance à augmenter avec
σ2x. Ceci suggère que le modèle est robuste à une connaissance imparfaite de x.
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Figure 2.9 – Evolution du PSNR∗ et du NRE, pour l’approximation de l’atome de sinus cardinal, par rapport
à la variance du bruit σ2, pour K = 9 et c = 3.
PSNR∗(dB) K = 3 K = 5 K = 7 K = 9
c = 1 31.46 33.91 32.89 33.79
c = 2 37.59 38.95 39.29 39.49
c = 3 39.14 41.86 41.93 42.07
Table 2.5 – Approximation d’une fonction sinus cardinal : PSNR∗ pour σ2 = 0 (R = 50).
NRE× 10−3 K = 3 K = 5 K = 7 K = 9
c = 1 2.0 1.2 1.2 1.1
c = 2 0.3 0.2 0.2 0.2
c = 3 0.2 0.1 0.1 0.1
Table 2.6 – Approximation d’une fonction sinus cardinal : NRE pour σ2 = 0 (R = 50).
Finalement, il est important de noter que toutes les suites de noyaux (hk)1≤k≤K utilisées dans
ces expériences ont les mêmes suites de supports (Sk)k∈{1,...,K}. Malgré cette contrainte, les noyaux
appris se montrent capables d’approximer des atomes très différents tels que des cosinus discrets
apodisés de fréquences 10Hz et 100Hz et une fonction sinus cardinal. Cela suggère que le modèle basé
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Figure 2.10 – Evolution du PSNR∗, pour l’approximation de l’atome de sinus cardinal, en fonction de la
variance du bruit σ2x contaminant le code x, pour K = 9, c = 3.
sur des compositions de convolutions est raisonnablement riche et versatile.
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2.5.3 Approximations 2D
Curvelet
Le but de cette expérience est d’approximer une curvelet A dans une image (i.e., d = 2) de taille
N ×N avec N = 128. La curvelet est obtenue en appliquant la transformée en curvelet inverse d’un
symbole de Kronecker, en utilisant l’implémentation de la toolbox MCALAB [FSED10]. Le code x
correspond à un symbole de Kronecker localisée au barycentre de la curvelet. Encore une fois, les
supports des noyaux sont définis par (2.19), avec c = 1 ou c = 2. Notons que ces supports (isotropes)
ne prennent pas en compte l’anisotropie de la curvelet, ce qui n’est pas favorable. Nous testons toutes
les valeurs de K telles que 3 ≤ K ≤ 11. Aucun bruit n’est ajouté, y est une simple occurrence de
l’atome A. Nous nous limitons à R = 10 relances de l’algorithme.
Figure 2.11 – Approximation de curvelet avec K = 7 et S = 5 × 5. Comparaison entre l’atome de curvelet
cible A (à gauche) et λh1 ∗ . . . ∗ h7 (à droite). PSNR∗ = 44.30.
La figure 2.11 montre l’atome cible A et λh1 ∗ · · ·∗hK , pour K = 7 et c = 2. Pour ces paramètres,
le rapport entre le support effectif de la curvelet et l’espace de recherche est RER = 42.7 (i.e., il y a 42
fois moins de degrés de liberté qu’il y a d’éléments de support significatifs dans l’atome cible). Nous
observons, bien que PSNR∗ = 44.30 dB, que la précision de l’approximation n’est pas homogène sur
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toute l’image. En particulier, les queues de la curvelet ne sont pas bien estimées.
PSNR∗(dB) K = 3 K = 5 K = 7 K = 9 K = 11
S = 3× 3 33.06 36.55 36.52 37.22 37.01
S = 5× 5 39.99 45.81 44.30 40.74 38.05
Table 2.7 – Approximation d’une curvelet : PSNR∗ en fonction de K et S.
NRE K = 3 K = 5 K = 7 K = 9 K = 11
c = 1 1.99 0.89 0.90 0.76 0.80
c = 2 0.40 0.11 0.15 0.34 0.63
Table 2.8 – Approximation d’une curvelet : NRE en fonction de K et c.
Le tableau 2.7 donne les valeurs de PSNR∗ pour diverses valeurs de K et c. Dans cette expérience,
nous nous attendons à ce qu’augmenter K et S améliore la précision de l’estimation. Ce n’est pas
exactement ce qui est observé dans le tableau 2.7. Pour S = 5×5, augmenterK au-delà d’une certaine
valeur entraine une décroissance du PSNR∗. Ce résultat est probablement dû à une convergence
incomplète de l’algorithme, ce qui est confirmé par les valeurs de NRE dans le tableau 2.8. En
effet, vu le nombre important de degrés de libertés du modèle pour ces valeurs des paramètres, le
nombre d’itérations nécessaire à la convergence devient prohibitif. Pour utiliser la méthode dans ces
conditions, nous pourrions par exemple utiliser une initialisation exploitant les noyaux obtenus pour
des valeurs de K plus petites.
Finalement, la figure 2.12 montre les noyaux appris (hk)1≤k≤K pour K = 7 et S = 5 × 5.
Remarquons que de nombreux coefficients sont proches de zéro, i.e., seuls les coefficients alignés avec
la direction privilégiée de la curvelet ont des poids significatifs. Il est évident que la simple dilatation
isotrope des supports définie par (2.19) n’est pas appropriée pour cette curvelet. La question se pose
de l’adaptation des supports (Sk)1≤k≤K à la géométrie des atomes cibles.
Fonction cosinus
Le but de cette expérience est d’approximer un atome représentant une fonction cosinus en 2D
dans une image de taille 64×64 (i.e., d = 2 et N = 64). Un tel atome peut être vu comme un cosinus
2.5 - Expériences d’approximation 55
Figure 2.12 – Approximation d’une curvelet pour K = 7 et S = 5×5. Zoom sur les noyaux appris (hk)1≤k≤7.
Le contraste est diminué autour de 0 pour mettre en valeur les forts coefficients.
local de grande taille, assez commun en traitement d’images. L’intérêt de cet atome est de couvrir
l’intégrité de l’image, et d’avoir un support relativement grand. De plus, des patchs de cette taille
seraient difficiles à gérer avec des stratégies classiques d’apprentissage de dictionnaire. L’atome est
donc défini par
Ap = cos
(
2pi 〈p, (2, 5)〉
N
)
,∀p ∈ {0, . . . , 63}2.
Le code x est une image parcimonieuse dont les éléments de support sont choisis aléatoirement. Plus
précisément, pour tout pixel p ∈ P, il y a une probabilité égale à 10−1 que xp 6= 0. Les valeurs des
pixels activés sont alors fixées selon une loi normale centrée N (0, 1). Autrement dit, les éléments
de support du code sont générés selon une loi Bernoulli-Gaussienne, étant supposés indépendants
et identiquement distribués. La distribution Bernoulli-Gaussienne est communément utilisée en dé-
convolution parcimonieuse de signaux et d’images [CGI96, KTDH12, QDB+11]. Par conséquent, y
contient une somme de quelques translations pondérées de l’atome A 7. Cette redondance devrait per-
mettre une meilleure approximation de A. Les figures 2.13 et 2.14 montrent le code et l’histogramme
de sa transformée de Fourier. Notons que le rapport entre les valeurs extrêmes des coefficients de
7. Une somme de cosinus de même fréquence et de phases différentes donne toujours un cosinus de même fréquence.
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PSNR∗(dB) K = 3 K = 5 K = 7 K = 9 K = 11
c = 1 11.79 12.27 13.81 25.15 30.09
c = 2 11.94 15.97 41.44 38.94 39.82
Table 2.9 – Approximation d’une fonction cosinus 2D : PSNR∗.
NRE K = 3 K = 5 K = 7 K = 9 K = 11
c = 1 1.02 0.89 0.41 0.04 0.02
c = 2 0.96 0.24 0.01 0.01 0.01
Table 2.10 – Approximation d’une fonction cosinus 2D : NRE.
Fourier (en module) est 91, ce qui indique un conditionnement raisonnable. La cible y est construite
avec un bruit Gaussien additif de variance σ2 = 0.5, ce qui correspond à un PSNR entre x ∗A et y
de 22.08.
Figure 2.13 – Approximation d’une fonction cosinus 2D : Code x.
Les supports des noyaux sont toujours fixés selon (2.19) avec soit c = 1(S = 3×3) soit c = 2(S =
5 × 5). Différentes valeurs de K sont testées dans la plage 3 ≤ K ≤ 11, chaque fois avec R = 15
relances.
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Figure 2.14 – Histogramme de |xˆ|, module de la transformée de Fourier du code, pour l’approximation de
cosinus 2D.
Les tableaux 2.9 et 2.10 donnent les valeurs de PSNR∗ et NRE correspondants à la plage de
paramètres étudiée. Dans cette expérience, nous espérons obtenir une estimation relativement régu-
larisée de l’atome cible grâce aux répliques créées par le code parcimonieux x. Le tableau 2.9 montre
que le PSNR∗ peut être supérieur à 30 dB si K et S sont suffisamment grands. Même pour K = 9
et c = 2, le rapport entre le nombre de degrés de liberté et la taille de l’atome de cosinus cible
vaut RER = 64×649×5×5 = 18.2. Le tableau 2.10 montre une amélioration stable de NRE lorsque K et c
augmentent.
Les figures 2.15 et 2.16 montrent l’image y, son approximation λα ∗ h1 ∗ · · · ∗ hK , l’atome cible
A et λh1 ∗ · · · ∗ hK , pour K = 7 et c = 2. Les résultats obtenus sont relativement précis malgré la
présence de bruit sur l’image.
La figure 2.17 montre les noyaux appris (hk)1≤k≤K . Contrairement aux noyaux obtenus pour
l’approximation de curvelet, ceux-ci montrent une distribution plus homogène de l’énergie sur les
supports.
Enfin, nous répétons cette expérience pour K = 7 et c = 2 en augmentant la variance du bruit,
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Figure 2.15 – Approximation d’une fonction cosinus avec K = 7, c = 2, et un bruit Gaussien de variance
σ2 = 0.5. Image y (à gauche) et estimation λx ∗ h1 ∗ · · · ∗ hK (à droite).
Figure 2.16 – Approximation d’une fonction cosinus avec K = 7, c = 2, et un bruit Gaussien de variance
σ2 = 0.5. Atome cible A (à gauche) et estimation λh1 ∗ · · · ∗ hK (à droite).
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Figure 2.17 – Approximation d’une fonction cosinus avec K = 7, c = 2, et un bruit Gaussien de variance
σ2 = 0.5. Zoom sur les noyaux appris (hk)1≤k≤7).
afin de tester la robustesse du modèle. La figure 2.18 montre l’évolution de PSNR∗ en fonction de
la variance du bruit. Remarquons que PSNR∗ décroît à la même vitesse que PSNR (mesurant la
dégradation entre y et x ∗A).
Décomposition en ondelettes
Dans cette expérience, nous nous plaçons dans une situation caractéristique des difficultés du DL.
Dans une image (d = 2) de taille N = 512, nous définissons un atome d’ondelette cible A et un code
x reflétant les coefficients d’ondelettes d’une image naturelle. Voici la mise en place de l’expérience
étape par étape :
— Choix d’une image (ici l’image Barbara).
— Calcul de la transformée en ondelettes de l’image en utilisant des ondelettes de Daubechies
db4 au niveau de décomposition L. Nous utilisons la toolbox d’ondelettes officielle de Matlab
R2012a, avec L = 3.
— Sélection d’un ensemble de coefficients correspondants à une orientation et à un niveau de
décomposition l tel que 1 ≤ l ≤ L. Nous choisissons les coefficients basse fréquence de niveau
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Figure 2.18 – Évolution de PSNR∗ de la fonction cosinus estimée lorsque la variance du bruit σ2 varie dans
[0, 2], pour K = 7 et c = 2(S = 5× 5).
l = L = 3 pour la première expérience et les coefficients de détails horizontaux de niveau l = 3
pour la seconde.
— Mise à zéro des coefficients non sélectionnés et calcul de la transformée en ondelette inverse.
Ajout de bruit Gaussien de variance σ2 = 5 pour obtenir y.
— Construction du code x par un zoom de facteur 2l des coefficients sélectionnés, où le zoom
consiste à interpoler avec des zéros.
— Résolution de (Pk) avec le code x, la donnée cible y, R = 1, et les supports définis par (2.19)
pour K = 6 noyaux de parcimonie S = 3× 3 (i.e., c = 1). Notons que les supports associés à
la véritable décomposition en ondelettes (qui est elle-même une composition de convolutions)
ne sont volontairement pas utilisés dans cette expérience.
Les résultats obtenus pour l’atome d’ondelette basse fréquence et l’atome de détails horizontaux
sont représentés sur les figures 2.20, 2.21, 2.22 et 2.23. Notons que le conditionnement de la convo-
lution avec x est moins favorable pour l’estimation de l’atome basse fréquence. En effet, x est plus
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Figure 2.19 – Log-histogramme de |xˆ|, module de la transformée de Fourier du code. Coefficients basse
fréquence (à gauche) et de détails horizontaux (à droite).
Figure 2.20 – Estimation de l’atome d’ondelette de basse fréquence au niveau 3. Donnée cible y (à gauche)
et estimation λx ∗ h1 ∗ · · · ∗ hK (à droite). NRE = 10−3.
parcimonieux dans le cas des coefficients de détails horizontaux, ce qui améliore le conditionnement
du problème. La figure 2.19 montre les log-histogrammes de |xˆ| dans les deux cas. Notons que le
rapport entre les valeurs extrêmes des coefficients de Fourier (en module) est 532 dans le cas des
détails horizontaux, et 6.67× 104 pour le cas basse fréquence.
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Figure 2.21 – Estimation de l’atome d’ondelette de basse fréquence au niveau 3. Atome A (à gauche) et
estimation λ ∗ h1 ∗ · · · ∗ hK (à droite). PSNR∗ = 29.94.
Dans les deux expériences, l’estimation par composition de convolutions fournit un atome proche
de l’atome d’ondelette cible. Cependant, la valeur de PSNR∗ est plus grande pour l’atome de dé-
tails horizontaux, ce qui suggère que le conditionnement de x joue un rôle important. Sans surprise,
la convergence est meilleure pour l’atome basse fréquence (NRE = 10−3) que pour l’atome de dé-
tails horizontaux (NRE = 0.68). Notons cependant que nous n’avons pas fait plusieurs relances de
l’algorithme : il est possible qu’une meilleure convergence soit obtenue en augmentant R.
Finalement, nous répétons ces deux expériences avec un bruit additif Gaussien de variance σ2x = 10
affectant le code x. Notons que ce bruit dégrade le conditionnement de la convolution avec x. Pour
les coefficients de détails horizontaux, nous obtenons max|xˆ|min|xˆ| = 4.99 × 103, NRE = 1.62 et PSNR∗ =
29.09. Pour les coefficients basse fréquence, nous obtenons max|xˆ|min|xˆ| = 8.47 × 104, NRE = 0.002 et
PSNR∗ = 27.17. Le cas de l’atome de détails horizontaux donne encore une fois un meilleur résultat.
Les deux estimations λh1 ∗ · · · ∗ hK sont représentées sur les figures 2.24 et 2.25.
Les résultats obtenus dans le cas 2D sont assez similaires à ceux obtenus en 1D. Les noyaux sont
capables d’apprendre à représenter des atomes 2D très variés comme des curvelets, ondelettes ou
cosinus, avec le même schéma de support. Le modèle est à première vue aussi versatile en 2D qu’en
1D, et ce potentiel pourra être exploité pour obtenir des dictionnaires bien adaptés à une classe
d’images.
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Figure 2.22 – Estimation de l’atome d’ondelette de détails horizontaux au niveau 3. Donnée cible y (à gauche)
et estimation λx ∗ h1 ∗ · · · ∗ hK (à doite). NRE = 0.68.
2.6 Analyse de la convergence
2.6.1 Mise en place des simulations
Dans cette section, nous proposons des expériences numériques visant à estimer la taille de la
zone de convergence associée au problème (P1) qui, rappelons-le, est non convexe. Nous voulons donc
évaluer, pour divers niveaux de bruit et tailles de supports, la probabilité que l’algorithme 2 trouve
un minimum global pour le problème (P1) avec un nombre de relances conduisant à une probabilité
d’échec inférieure à ε :
Rε =
log(ε)
log (1− P (h ∈ I))
comme discuté dans la section 2.4.5.
Nous avons donc mené une série d’expériences sur des signaux 1D de taille N = 128 et (K,S) ∈
{2, . . . , 7} × {2, . . . , 10} et des supports aléatoires S = (Sk)1≤k≤K . Pour chaque k ∈ {1, . . . ,K},
l’application de support Sk plonge {1, . . . , S} dans S éléments distincts tirés aléatoirement selon
une loi uniforme sur {1, ..., 10}. De plus, pour (k1, k2) ∈ {1, . . . ,K}2, avec k1 6= k2, rg
(
Sk1
)
et
64 Chapitre 2 - Apprentissage de transformée rapide uni-atome
Figure 2.23 – Estimation de l’atome d’ondelette de détails horizontaux au niveau 3. Atome A (à gauche) et
estimation λ ∗ h1 ∗ · · · ∗ hK (à doite). PSNR∗ = 36.61.
rg
(
Sk2
)
sont des vecteurs aléatoires indépendants. Nous considérons également K noyaux aléatoires
indépendants
hkp
 ∼ N (0, 1) , si p ∈ rg
(
Sk
)
= 0 , sinon.
Finalement, le code est fixé à x = (1, 0, . . . , 0) (i.e., aucune translation n’est calculée) et l’image y est
obtenue selon le modèle (2.1), avec un bruit b ∼ N (0, σ21S) de variance σ2. Pour rappel, l’ensemble
S est le “support accessible" défini en (2.3). Notons que d’une part, y est nul hors de ce support
accessible puisque x est un symbole de Kronecker. D’autre part, comme y est construit selon le
modèle, nous savons que le minimum global de la fonction objectif vaut 0 dans le cas sans bruit.
Nous pouvons donc déterminer facilement s’il est atteint ou pas.
2.6.2 Évaluation des performances
Étant donné un problème défini par (y,x,S), un minimiseur global h∗ = (h∗,k)1≤k≤K ∈ (RP)K
de (P0) et une solution h = (h
k)1≤k≤K ∈ (RP)K trouvée par l’algorithme 2, nous définissons l’erreur
d’approximation
Ea(y,x,S) = ‖x ∗ h∗,1 ∗ . . . ∗ h∗,K − y‖22.
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Figure 2.24 – Approximation obtenue avec un code x bruité (σ2x = 10). Atome de détails horizontaux A (à
gauche) et son estimation λh1 ∗ · · · ∗ hK (à droite) (PSNR∗ = 29.09, NRE = 1.62).
Pour le problème construit ici, nous nous attendons à obtenir
Ea(y,x,S) ≤ σ2 (#S) ,
où σ2 est la variance du bruit. De plus, nous savons que Ea(y,x,S) = 0 lorsque σ = 0. Nous
définissons également l’erreur numérique
En
(
h,y,x,S
)
= ‖x ∗ h1 ∗ . . . ∗ hK − y‖22 − Ea(y,x,S).
En pratique, nous ne pouvons mesurer que la somme de ces deux erreurs
‖x ∗ h1 ∗ . . . ∗ hK − y‖22 = Ea(y,x,S) + En(h,y,x,S).
Nous considérons que l’algorithme 2 a atteint un minimum global si
‖x ∗ h1 ∗ . . . ∗ hK − y‖22 ≤ σ2 (#S) + 10−4‖y‖22. (2.24)
Bien sûr, cette notion n’est pas très fine lorsque la valeur de σ2 est grande.
2.6.3 Évaluation de la probabilité de succès
Pour (K,S) ∈ {2, . . . , 6} × {2, . . . , 10} donnés, nous générons L = 50K2 signaux. Chacun est
associé à un indice l ∈ {1, . . . , L}. Pour chaque expérience, nous fixons R = 25 initialisations aléatoires
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Figure 2.25 – Approximation obtenue avec un code x bruité (σ2α = 10). Atome basse fréquence (à gauche) et
son estimation λh1 ∗ · · · ∗ hK (à droite) (PSNR∗ = 27.17, NRE = 2.10−3).
des noyaux selon une distribution uniforme sur l’ensemble des contraintes de (P1), comme expliqué
dans la section 2.4.5. La sortie correspondante de l’algorithme 2 est appelée le rième résultat avec r ∈
{1, . . . , R}. Finalement, pour (l, r) ∈ {1, . . . L}×{1, . . . , R}, nous calculons la fonction caractéristique
1(l, r) =

1, si (2.24) est vérifiée pour le rième résultat
obtenu pour la lième relance,
0, sinon.
La probabilité d’atteindre un minimum global de (P1) est estimée comme suit
P (minimiseur global) ' 1
LR
L∑
l=1
R∑
r=1
1(l, r).
2.6.4 Résultats
Les figures 2.26 et 2.27 montrent les résultats obtenus dans les cas σ2 = 0 et σ2 = 5 × 10−2,
respectivement. Sur chaque figure sont représentées les courbes de P (minimiseur global) et le nombre
de relances équivalent pour assurer une probabilité d’échec inférieure à ε, R = log(ε)log(1−P((hk)1≤k≤K∈I))
pour une valeur de K donnée tandis que l’axe des abscisses indique la taille de support S. Nous
observons que, pour les noyaux très parcimonieux (S ≤ 3), la probabilité de succès est relativement
haute, surtout quand K est petit. Cependant, lorsque la taille du support augmente, cette probabilité
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Figure 2.26 – Test de convergence pour σ = 0 : Probabilité estimée de trouver un minimum global (en haut)
pour K ∈ {2, . . . , 7} et le nombre de relances équivalent R pour garantir P (minimiseur global) ≥ 99% (en
bas). Pour chaque valeur de K ∈ {2, . . . , 7}, les résultats sont des moyennes sur L = 50K2 entrées, chacune
ayant donné R = 25 sorties.
chute de manière significative pour ensuite remonter, ce qui est étonnant. Plus les noyaux sont
nombreux (i.e., plus K est grand), plus la descente et la remontée sont fortes. Ces résultats montrent
qu’il est possible de converger vers un minimum global avec seulement une poignée de relances de
l’algorithme 2 et ce même pour de grandes valeurs de K. Enfin, les expériences menées en présence de
bruit montrent un schéma similaire de décroissance suivie d’une croissance. Il est même plus facile, en
présence de bruit, d’atteindre la boule L2 de rayon σ
√
#S autour du minimum global que ce dernier
en l’absence de bruit. Par conséquent, les propriétés de convergence mentionnées semblent robustes
à la présence de bruit.
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Figure 2.27 – Test de convergence pour σ2 = 5.10−2 : Probabilité estimée d’atteindre une boule L2 de rayon
σ
√
#S autour du minimum global (en haut) pour K ∈ {2, . . . , 6} et le nombre de relances équivalent R pour
garantir P (minimiseur global) ≥ 99% (en bas). Pour chaque K ∈ {2, . . . , 6}, les résultats sont des moyennes
sur L = 50K2 entrées, chacune ayant donné R = 25 sorties.
2.7 Conclusions et perspectives
À travers ce chapitre, nous avons introduit un problème nouveau visant à atténuer les difficultés
calculatoires rencontrées dans la plupart des structures d’apprentissage de dictionnaires, qui imposent
généralement l’utilisation de patchs de petite taille.
Notre proposition a consisté à définir des atomes comme des compositions de convolutions avec des
noyaux parcimonieux. Construire ces atomes implique de résoudre un problème d’optimisation non
convexe. En utilisant la parcimonie des noyaux pour réduire l’espace de recherche, nous avons étudié
un algorithme numériquement efficace basé sur des minimisations des moindres carrés alternées. Cet
algorithme a une complexité linéaire par rapport à la taille de l’image. Il permet l’apprentissage de
transformées rapides par l’étape de mise à jour du dictionnaire, ainsi que de considérer des atomes
de plus grande taille.
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Nos expériences montrent que des compositions de convolutions peuvent approcher avec précision
de nombreux atomes 1D et 2D tels que des curvelets, des cosinus et des ondelettes. Nos résultats
indiquent que le problème d’optimisation non convexe considéré se prête à une optimisation globale
et que, malgré la contrainte sur les supports des noyaux, le modèle est suffisamment riche et versatile
pour approximer une vaste classe d’atomes. Cependant, le plein potentiel de ces compositions de
convolutions à des fins d’approximation reste à découvrir.
Notons qu’en tant que telle, la méthode développée dans ce chapitre ne permet pas de traiter
de véritables problèmes d’apprentissage de dictionnaires, car elle est limitée à l’approximation d’un
atome. La généralisation à plusieurs atomes est le sujet du chapitre suivant.
Parmi les piste encore inexplorées, concevoir une méthode efficace pour apprendre les supports
des noyaux pourrait avoir un fort impact sur les performances de l’algorithme proposé. Par exemple,
une stratégie de mise à jour des supports pourrait être basée sur une adaptation de l’algorithme “or-
thogonal matching pursuit", ou bien sur un terme de pénalisation dans la fonction énergie favorisant
la parcimonie des noyaux.
Enfin, les expériences de la section 2.6 montrent un comportement inattendu de l’algorithme.
Comprendre de manière formelle dans quelles conditions la fonction objectif se prête à une optimi-
sation globale est une question cruciale qui mérite un intérêt particulier.
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3.1 Introduction
Dans le chapitre précédent, nous avons étudié le problème (P0) qui consistait à optimiser une
composition de convolutions pour l’estimation d’un unique atome. Nous avons constaté que l’approche
optimisation globale était non seulement raisonnable mais efficace grâce à un algorithme adapté. C’est
pourquoi, dans ce chapitre, nous proposons une extension de cette méthode au cas d’un dictionnaire
composé de multiples atomes.
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Figure 3.1 – Exemple d’arbre enraciné.
Dans ce but, nous allons d’abord introduire le formalisme lié à une structure d’arbre au sein de
laquelle les noyaux de convolution du modèle seront organisés. Ensuite, nous formulons le problème
de mise à jour du dictionnaire pour plusieurs atomes et proposons une solution algorithmique basée
sur des descentes alternées pour sa résolution. Enfin, nous menons plusieurs expériences numériques
de mises à jour de dictionnaires complets, afin de vérifier que les performances du modèle à plusieurs
atomes sont cohérentes par rapport à celles du modèle à un atome.
3.2 Formulation du problème
3.2.1 Composantes du modèle
Notations liées à l’arbre
Considérons un arbre enraciné T (E ,N ) composé d’arêtes e ∈ E et de sommets n ∈ N . Par
définition, un arbre enraciné est un graphe connecté sans cycle, tel que ses arêtes soient reliées
(directement ou indirectement) à un sommet r, appelé la racine. Un exemple d’arbre à 8 arêtes est
représenté sur la figure 3.1. Par la suite, nous n’utilisons que les arêtes pour définir des chemins dans
l’arbre, car à l’exception de la racine, chaque sommet correspond à exactement une arête.
Chaque arête (exceptée l’arête racine) est connectée à une unique arête parente en remontant
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vers la racine. Chaque arête peut avoir autant d’arêtes filles que désiré.
Complètement à l’opposé de la racine, les arêtes qui n’ont pas de filles sont les feuilles de l’arbre
et sont notées f ∈ F . Le nombre total de feuilles dans l’arbre est noté #F . Le chemin entre une
feuille et la racine est appelé une branche. Le nombre d’arêtes consécutives entre une feuille et la
racine est le même pour toutes les feuilles et vaut K.
L’unique chemin entre deux arêtes e1 et e2 d’une même branche est noté C(e1, e2) = (e1, . . . , e2)
et est toujours orienté vers les feuilles, i.e., l’arête e1 est plus proche de la racine que e2. Pour exclure
une arête e2 d’un chemin, nous introduisons un chemin noté C(e1, e¯2) qui inclut les arêtes à partir de
e1 et jusqu’à l’arête parente de e2. De la même façon, C(e¯1, e2) part de l’arête fille de e1 et inclut e2.
Un sous-arbre de T (E ,N ) est un sous-ensemble d’un arbre, ayant pour racine une arête e ∈ E .
Un tel sous-arbre est noté T e.
Composition de convolutions
Dans l’arbre T (E ,N ), chaque arête e ∈ E correspond à la convolution avec un noyau he ∈ RP . Par
conséquent, l’unique chemin C(e1, e2) entre deux arêtes e1 and e2 (d’une même branche) correspond
à la composition de convolutions des K noyaux (he)e∈C(e1,e2). Cette opération est notée :
hC(e1,e2) = he1 ∗ · · · ∗ he2 (3.1)
Les noyaux (he)e∈E ont un support restreint qui contient seulement S éléments (où pixels) de P.
Pour chaque arête e ∈ E , nous définissons une application injective de support Se ∈ PS qui affecte
les S éléments non-nuls de he à S pixels de RP . L’image de l’application Se s’écrit :
rg (Se) = {Se(1), . . . ,Se(S)};
et la contrainte de support d’un noyau he pour e ∈ E s’écrit supp (he) ⊂ rg (Se).
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Atomes
Pour f ∈ F , un atome Hf ∈ RP du dictionnaire est défini par la compositions de convolutions
avec tous les noyaux d’une même branche C(r, f) de la racine r à la feuille f de T (E ,N ).
Hf = hC(r,f) = hf ∗ · · · ∗ hr︸ ︷︷ ︸
de la racine r à la feuille f
Le dictionnaire D ∈ RP×(P#F) contient toutes les translations de tous les atomes (Hf )f∈F .
Codes
Le code parcimonieux x ∈ RP×F est divisé en #F blocs (xf )f∈F . Nous notons donc le code (ou
les coordonnées) d’une image dans le dictionnaire x = (xf )f∈F ∈ RP×F , où ∀f ∈ F , xf ∈ RP .
Modèle de formation d’image
Nous proposons le modèle de formation d’image suivant. Nous définissons d’abord un dictionnaire
idéal D∗ contenant toutes les translations d’atomes idéaux (Af )f∈F . Une image idéale est formée par
l’opération de synthèse D∗x qui correspond à la somme des convolutions entre les codes (xf )f∈F et les
atomes (Af )f∈F . Dans la partie expérimentale (section 3.4), nous tentons par exemple d’approcher
des atomes (Af )f∈F de curvelets, de paquets d’ondelettes et de fonctions cosinus.
y = D∗x =
∑
f∈F
xf ∗Af
Notons que dans ce modèle, chaque objets individuels tels que chaque atome, chaque codes xf
ainsi que la donnée y vivent dans RP . De plus, la convolution de chaque paire atome-code assure
une invariance par translation qui permet de limiter la complexité du dictionnaire. En effet, il n’y a
que #F formes d’atomes différentes dans le dictionnaire. Toutefois, grâce à la convolution de chaque
paire atome-code, chaque atome est défini à une translation près. Le nombre effectif d’atomes dans
le dictionnaire est donc égal à #P#F .
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3.2.2 Le problème (FTL)
Nous voulons approcher les atomes idéaux (Af )f∈F du dictionnaire idéal D∗ par des atomes
(Hf )f∈F formant un dictionnaire D, eux-mêmes correspondants aux convolutions le long des branches
de l’arbre T (E ,N ). Nous proposons donc d’approcher une donnée image y = D∗x par :
Dx =
∑
f∈F
xf ∗Hf
=
∑
f∈F
xf ∗ hC(r,f) (3.2)
≈ D∗x
À l’instar du modèle proposé dans le chapitre précédent, celui-ci est motivé par notre volonté de
proposer un algorithme efficace pour calculer l’opération de synthèse Dx et sa transposée DTy, tout
en limitant le volume de l’espace de recherche. À partir de ce modèle, nous construisons le problème
de minimisation suivant :
(FTL) : argmin
(he∈De)e∈E
∥∥∥∥∥∥
∑
f∈F
xf ∗ hC(r,f) − y
∥∥∥∥∥∥
2
2
(3.3)
où y est l’image observée et Dx = ∑f∈F xf ∗hC(r,f) son estimation par le modèle. Les ensembles De
sont définis pour tout e ∈ E par :
De =
{
he ∈ RP , supp (he) ⊂ rg (Se) , ‖he‖2 ≤ 1
}
. (3.4)
Notons que dans le problème (3.3), les codes (xf )f∈F sont supposés connus. Comme dans le chapitre
2, nous nous intéressons pour l’instant exclusivement à la mise à jour du dictionnaire. Pour rappel, la
convolution par un xf peut être mal conditionnée, ce qui peut rendre la convergence difficile, d’autant
plus si la connaissance du code est imparfaite (ce qui est généralement le cas dans un schéma de DL).
Notons enfin que la borne supérieure à 1 dans (3.4) peut être ajustée si les codes sont trop petits
comparés à y. Nous avons fait en sorte que ça ne soit pas le cas dans les expériences numériques que
nous avons menées.
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Propriétés structurelles de (FTL)
Le problème (FTL) a des propriétés similaires à celles du problème (P0) énoncées dans la section
2.3. La fonction objectif de (FTL) est un polynôme en (he)e∈E de degré 2K, infiniment dérivable,
positive ou nulle et non convexe. Cependant, elle est quadratique et convexe par rapport à un noyau
donné he. Finalement, Les ensembles De, e ∈ E sont des ensembles fermés, bornés (donc compacts)
et convexes. Nous aurons besoin de projeter sur De, en utilisant l’opérateur proximal défini par
l’équation (3.10).
D’autre part, il est facile de montrer que le problème (FTL) a un minimiseur.
Proposition 3.2.1 (Existence d’une solution). Pour (y,x, (Se)e∈E) ∈
(
RP × RP × (PS)#E
)
, (FTL)
a un minimiseur.
La preuve tient au fait que les ensembles De, e ∈ E sont compacts et que la fonction objectif de
(FTL) est continue. Elle a donc un minimum, qu’elle atteint. Toutefois, il est certain qu’il n’y a pas
un unique minimiseur global. En effet, il suffit de se rendre compte qu’intervertir les signes de deux
noyaux convolués l’un avec l’autre ne change pas le résultat de la convolution. Ce type d’ambiguïtés
contribue également à la multiplicité des minimiseurs locaux.
Remarque sur l’absence de la variable scalaire λ
Dans la formulation (3.3), plusieurs éléments diffèrent de la formulation (2.9) de (P1) au chapitre
précédent. D’abord, nous considérons une somme de compositions de convolutions au lieu d’une
seule. Ensuite, la contrainte de norme unitaire pour les noyaux est devenue une contrainte de norme
inférieure à 1. Et enfin, le facteur λ, dont le rôle visait à ne pas déséquilibrer le gradient de la fonction
objectif, a disparu. La raison à cette disparition est qu’il est nécessaire de préparer le modèle de
dictionnaire à être interfacé avec un algorithme de recherche du code. Dans un schéma d’apprentissage
de dictionnaire, c’est le code x qui porte les poids. Les expériences numériques présentées dans ce
chapitre font en sorte que les poids de x permettent aux reconstructions Dx d’atteindre les valeurs
de y. Cela signifie qu’à ce stade, la contrainte forçant les noyaux à vivre dans la boule euclidienne
unité ne joue pas, mais elle permet de prouver simplement l’existence d’un minimiseur de la fonction
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objectif et évite d’éventuelles erreurs numériques (si un noyau tend vers l’infini alors qu’un autre
tend vers 0). Elle devient nécessaire lorsque nous intégrons la mise à jour du code dans le chapitre
4. Notons d’autre part que l’absence du terme λ nous empêche de formuler une solution analytique
telle que celle utilisée pour le problème à une branche du chapitre 2. Il faudrait pour cela relâcher la
contrainte. Quoi qu’il en soit, pour résoudre ce nouveau problème, nous préférons choisir une méthode
qui permette d’envisager l’ajout d’une étape d’optimisation des codes, comme nous le verrons dans
la section 3.3.
3.2.3 Parcours de l’arbre
Dans le chapitre 2, nous avons vu que mettre à jour les noyaux de manière séquentielle a permis
de faire des économies considérables en complexité algorithmique, en plus de fournir une méthode de
résolution simple. C’est pourquoi nous voulons conserver cette approche séquentielle pour résoudre
le problème (FTL). Contrairement au problème du chapitre précédent, il ne s’agit plus de mettre
à jour des noyaux alignés sur une même branche, mais organisés sur un arbre plus ou moins large
et profond. En effet, un noyau des niveaux supérieurs (proche de la racine) va être influencé par les
noyaux de plusieurs branches (son sous-arbre). Il est donc nécessaire de fixer une stratégie de mise à
jour des noyaux qui soit efficace en termes de complexité calculatoire.
Notre priorité majeure est de maximiser l’efficacité de l’opérateur de reconstruction D, car cette
opération conditionne à la fois la rapidité d’apprentissage de la représentation d’une image et celle
de sa reconstitution à partir des coefficients appris x.
D’après l’équation (3.2), la transformée directe calcule pour tout f ∈ F la convolution de chaque
code xf avec chaque atome Hf = hC(r,f) . Cependant, il serait redondant de calculer chacun de ces f
termes séparément, puisque certains noyaux interviennent dans le calcul de plusieurs atomes. C’est
justement l’intérêt d’avoir choisi une structure d’arbre plutôt que #F branches indépendantes. Il est
alors évident que la stratégie optimale consiste à calculer les différentes convolutions en commen-
çant par les feuilles de l’arbre, puis en remontant en additionnant les termes lorsque des branches
fusionnent. Cette stratégie de calcul est possible grâce à la distributivité du produit de convolution
sur l’addition. Le schéma de la figure 3.2 donne un exemple visuel de l’application de cette stratégie.
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Figure 3.2 – Parcours de l’arbre et calcul de Dx (exemple). L’arbre de gauche montre la numérotation des
arêtes selon la règle de parcours choisie, tandis que l’arbre de droite montre le calcul sans redondance de Dx
permis par ce parcours.
Algorithm 3: Parcours en profondeur
Initialisation : e = r ;
Parcours en profondeur(e) := begin
Marquer e ;
for chaque e′ fille de e do
if e′ non marquée then
Parcours en profondeur (e′) ;
Pour mettre en place cette stratégie formellement, nous définissons l’ordre de parcours des arêtes
suivant, pour tout arbre enraciné T (E ,N ).
— Génération d’une liste d’indices e ∈ E suivant la règle du parcours en profondeur.
— Inversion de l’ordre des indices générés.
La règle du parcours en profondeur est définie par récursivité dans l’algorithme 3. En résumé, elle
consiste, en partant de la racine de l’arbre, à parcourir une branche jusqu’au bout (en choisissant
une arête fille arbitrairement à chaque intersection) avant de rebrousser chemin et de tester les autres
possibilités des intersections déjà traversées.
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3.3 Résolution par minimisation alternée
3.3.1 Introduction à l’algorithme PALM
Pour tenter de résoudre le problème (FTL), nous voulons naturellement nous inspirer de l’algo-
rithme de mise à jour alternée des noyaux proposé dans le chapitre précédent, dans la section 2.4.
Ceci étant, nous voulons également faciliter l’intégration de l’optimisation du code parcimonieux x
plus tard.
L’algorithme Proximal Alternating Linearized Minimization (PALM) a été conçu par [BST14]
pour résoudre des problèmes d’optimisation non-convexes dont la fonction énergie est la somme d’un
terme régulier et d’un terme séparable potentiellement non-régulier. De plus, l’algorithme PALM est
adapté à la gestion de blocs de variables. Ses auteurs le décrivent comme un schéma de gradient
proximal alterné entre plusieurs blocs de variables. Nous avons mentionné cet algorithme dans le
chapitre 1, section 1.4.
Le problème (FTL) est non-convexe, et les contraintes de support des noyaux sont séparables. La
structure de (FTL) sépare déjà les variables en blocs, i.e. le dictionnaire est composé de nombreux
noyaux de convolution. Il est donc pertinent de considérer l’algorithme PALM pour résoudre (FTL).
Nous verrons rapidement, grâce au travail de séparation des blocs de variables déjà effectué dans le
chapitre 2, que les éléments des mises à jour de PALM peuvent être calculés à l’aide de formules
analytiques simples. De plus, PALM offre des garanties de convergence vers un point critique. Enfin,
nous commençons déjà à envisager l’intégration d’une étape de décomposition parcimonieuse pour
pouvoir réellement traiter des problèmes d’apprentissage de dictionnaire. Or, cette étape se traduira
certainement par l’ajout de termes de pénalités `1 (séparables et non réguliers) pour optimiser la
parcimonie du code. Le choix de PALM permettra d’intégrer ces termes facilement.
L’algorithme PALM peut être utilisé pour résoudre un problème de la forme :
(P ) : argmin Ψ((zk)1≤k≤K) := Φ((zk)1≤k≤K) +
K∑
k=1
Γk(zk) (3.5)
Cette formulation suppose que Φ est régulière. Pour tout k ≤ K, il n’est pas nécessaire que les
fonctions Γk soient régulières. Les conditions détaillées pour assurer la convergence de l’algorithme
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Algorithm 4: Structure de PALM
begin
Initialisation des K blocs de variables (zk,0)k≤K ;
for i = 0, 1, . . . do
for k = 1, . . . ,K do
Calculer
zk,i+1 ∈ proxΓk
tk,i
(
zk,i − 1
tk,i
∇zkΦ(z1,i+1, . . . , zk−1,i+1, zk,i, . . . , zK,i)
)
sont énoncées et vérifiées dans la section 3.3.3. La structure de PALM est résumée dans l’algorithme 4
(l’opérateur proximal sera défini plus tard par l’équation (3.9)). La mise à jour des blocs de variables
dans l’algorithme 4 sous-entend qu’un ordre de mise à jour doit être défini. En effet, lors de la
(i+ 1)ième mise à jour d’une variable zk, ce sont les (i+ 1)ièmes versions des blocs d’indices k′ < k
(déjà mis à jour) qui sont utilisées, tandis que les iièmes versions des blocs d’indice k′′ > k sont
utilisées. Nous allons donc utiliser comme ordre de mise à jour des blocs l’ordre de parcours de
l’arbre défini dans la section 3.2.3. Dans la section suivante 3.3, nous détaillons la résolution de
(FTL) avec PALM.
3.3.2 Résoudre (FTL) avec PALM
Ayant défini la stratégie globale de mise à jour des blocs dans la section 3.3.1, nous nous penchons
maintenant sur les outils et calculs nécessaire à la résolution du problème proprement dîte. Dans cette
optique, la première chose à faire est d’adapter (FTL) au formalisme de PALM (voir l’équation (3.5)).
Pour ce faire, il suffit d’exprimer les contraintes s’appliquant sur les noyaux comme des pénalités
rigides.
(FTL) : argmin
(he∈De)e∈E
Φ ((he)e∈E) +
∑
e∈E
Γe(he), (3.6)
avec
Φ((he)e∈E) =
∥∥∥∥∥∥
∑
f∈F
xf ∗ hC(r,f) − y
∥∥∥∥∥∥
2
2
, (3.7)
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et avec
∀e ∈ E , Γe(he) = χDe(he), (3.8)
où χDe(.) est la fonction indicatrice de l’ensemble De, définie par
χDe(he) =
 0, si h
e ∈ De,
+∞, sinon,
et De est l’ensemble des noyaux he de support Se et de norme euclidienne inférieure à 1, défini par
l’équation (3.4).
La procédure à appliquer pour résoudre un problème suivant ce formalisme est résumée dans
l’algorithme 4. Pour la mettre en œuvre, nous avons besoin de deux outils principaux : le gradient
de la partie régulière Φ de la fonction objectif et l’opérateur proximal de χDe . De plus, nous avons
également besoin de calculer les constantes de Lipschitz associées au gradient afin de pouvoir régler
le pas de descente. Nous détaillons ici les calculs liés à ces objets mathématiques.
L’opérateur proximal
L’opérateur proximal est défini comme suit. Soit Γ une fonction à image dans (−∞,+∞] semi-
continue inférieurement. Étant donné z ∈ Rd et un paramètre t > 0, l’opérateur proximal associé à
la fonction Γ est défini par :
proxΓt (z) := argmin
w∈Rd
{
Γ(w) + t2 ‖w − z‖
2
2
}
. (3.9)
Notons que lorsque Γ est la fonction indicatrice d’un ensemble non-vide et fermé, comme c’est le cas
pour l’ensemble des contraintes De, l’opérateur proximal se réduit à une projection sur cet ensemble.
Dans notre cas, cette projection se traduit par l’opérateur :
proxΓet (hep) =

hep
max
(
1,
√∑
p∈rg(Se)(h
e
p)2
) si p ∈ rg (Se) et ∑p∈rg(Se)(hep)2 6= 0,
0 sinon.
(3.10)
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Le gradient partiel ∇heΦ
La formulation du gradient partiel de la partie régulière Φ de la fonction objectif évoque le calcul
homologue lors de la résolution des problèmes (Pk) du chapitre précédent. Tout d’abord, nous voulons
isoler la variable he dans la fonction énergie. Pour cela, il faut partir de (3.7) et séparer les branches
de l’arbre qui passent par e de celles qui n’y passent pas. Nous notons alors les deux ensembles de
feuilles complémentaires :
Fe = F ∩ T e
Fe = F \ Fe = F ∩ (E \ T e)
et écrivons :
E =
∥∥∥∥∥∥
 ∑
f∈Fe
xf ∗ hC(e¯,f)
 ∗ he ∗ hC(r,e¯) + ∑
f ′∈Fe
xf ′ ∗ hC(r,f ′) − y
∥∥∥∥∥∥
2
2
(3.11)
Remarquons que dans l’équation (3.11), les termes en bleu sont liés à la partie de l’arbre qui concerne
he, c’est à dire que les atomes désignés par les feuilles des branches du sous-arbre de l’arête e seront
affectés par la mise à jour de he. Quant au terme en rouge, il représente les branches de l’arbre relatives
aux atomes qui ne seront pas affectés par la mise à jour de he. Notons que ces deux parties peuvent
avoir des arêtes en commun (au moins l’arête racine r, qui porte un noyau de convolution commun
à tous les atomes) mais sépare toujours les feuilles en deux groupes distincts. Cette séparation est
représentée sur la figure 3.3.
Si nous notons maintenant
He =
 ∑
f∈Fe
xf ∗ hC(e¯,f)
 ∗ hC(r,e¯) (3.12)
et
ye = y−
∑
f ′∈Fe
xf ′ ∗ hC(r,f ′) , (3.13)
nous pouvons écrire le gradient comme suit :
∇heΦ((he)e∈E) = 2H˜e ∗ (He ∗ he − ye) . (3.14)
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Figure 3.3 – Colorisation des arêtes en fonction de leur rôle dans le calcul du gradient partiel ∇heΦ. Les
branches rouges (dont les feuilles constituent l’ensemble Fe) concernent les atomes indépendants de he, tandis
que les arêtes bleues (dont les feuilles constituent l’ensemble Fe) ont un rôle primordial dans la mise à jour de
he.
Pour rappel, l’action de l’opérateur .˜ inverse les axes. Il est défini pour tout h ∈ RP par
h˜p = h−p, ∀p ∈ P.
L’expression du gradient partiel rappelle clairement le gradient du problème (P1) posé dans le chapitre
précédent en section 2.3. La principale différence réside dans le nombre de calculs à effectuer pour
obtenir He et ye. Nous définissons pour cela le résidu global :
re = y−
∑
f∈F
xf ∗ hC(r,f) . (3.15)
Notons alors qu’en combinant les équations (3.13) et (3.15), nous pouvons écrire :
ye = re +He, (3.16)
ce qui nous permet de calculer ye en seulement #P additions une fois He calculé. Quand à ce dernier
terme, il est calculé en deux temps. Avant la boucle de parcours de l’arbre, les termes ∑f∈Fe xf ∗
hC(e¯,f) sont pré-calculés pour toutes les arêtes en O(#ES#P) opérations par le parcours de l’arbre
défini dans la section 3.2.3. De même, les termes hr,e¯ sont pré-calculés avec la même complexité en
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changeant le sens de parcours. C’est à l’intérieur de la boucle que la convolution des deux termes
est calculée. La complexité de cette opération varie en fonction du niveau de profondeur de l’arête
e dans l’arbre, de la taille des atomes et de la parcimonie des codes. Dans le pire cas (si les codes
sont denses), cette complexité reste inférieure à O(#S#P), où S est le support accessible des atomes
(voir la formule (2.3)).
Concernant les calculs des convolutions par He, nous pouvons adopter un formalisme matriciel
plus familier en définissant la matrice Ce de la même manière que la matrice Ck dans la section 2.4.2.
D’une part, nous faisons comme si he ∈ RS , dont les S éléments correspondent à rg (Se). D’autre
part, Ce a pour double rôle le plongement de RS dans rg
(
Sk
)
⊂ RP et la convolution par He ; soit
Ce : RS −→ RP
he 7−→
(
S∑
s=1
Hep−Se(s)h
e
s
)
p∈rg(Se)
.
Ce changement de notation donne une expression matricielle pour le gradient :
∇heΦ((he)e∈E) = 2CTe (Cehe − ye) . (3.17)
Mise à jour de he
D’après l’algorithme 4, nous avons maintenant tous les outils pour calculer la (i+ 1)ième mise à
jour d’un noyau he. La formule de mise à jour donnée par l’algorithme 4 devient :
he,i+1 = proxΓete
(
he,i − 2
te
(
CTe Ceh
e,i − CTe ye
))
. (3.18)
Dans l’équation (3.18), nous avons développé l’expression du gradient (3.17) pour faire apparaitre les
termes CTe Ce et CTe ye car il est moins contraignant de travailler dans RS que dans RP . Les calculs
de ces deux objets sont très similaires à ceux de la section 2.4.3 du chapitre précédent. Nous avons :
CTe y =
∑
p∈P
HeSk(s)−pyp

s∈{1,...,S}
. (3.19)
En remplaçant y par Cehe dans l’équation (3.19), nous déduisons l’expression des termes de la matrice
CTe Ce :
∀(s, s′) ∈ {1, . . . , S}2,
(
CTe Ce
)
s,s′
=
∑
p∈P
HeSk(s)−pH
e
p−Sk(s′). (3.20)
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En ce qui concerne la complexité calculatoire de ces opérations, elle est identique à celle des calculs
homologues que nous avons proposé pour la résolution du modèle à une branche (voir la section
2.4.3). Le calcul (3.19) consiste en S produits scalaires sur RP tandis que le calcul (3.20) en compte
S2. Leur complexité est donc toujours linéaire en fonction de la taille des données #P.
Mise à jour du résidu re
Après chaque mise à jour d’un noyau he, il est nécessaire de recalculer le résidu re. C’est grâce à ce
résidu que nous pouvons mettre rapidement à jour les termes ye (voir la formule (3.16)). Suivre naïve-
ment la formule (3.15) implique beaucoup de calculs, alors que seul un noyau a changé. Or, l’impact de
ce changement sur la reconstruction est simplement calculé par l’opération linéaire Ce∆he = He∗∆he,
où ∆he = he,i+1−he,i est la différence entre le noyau mis à jour et sa version à l’itération précédente.
Nous pouvons donc mettre à jour le résidu à l’aide de la formule suivante :
re ← re −He ∗ (∆he), (3.21)
dont la complexité est O(S#P).
Calcul des modules de Lipschitz (Le)e∈E
Afin de calculer les mises à jour (3.18), il nous reste à régler les pas de descente te de l’algorithme.
Il nous faut alors calculer les modules de Lipschitz associés aux gradients partiels relatifs à chaque
bloc de variable, c’est à dire à chaque noyau de convolution. D’après (3.17), le gradient partiel relatif
à un noyau he se calcule comme suit :
∇heΦ = 2(CTe Cehe − CTe ye).
Pour tout e ∈ E , Le doit donc vérifier :∥∥∥2CTe Ce(he1 − he2)∥∥∥2 ≤ Le ‖he1 − he2‖2 .
Par conséquent, nous pouvons prendre
Le ≥ 2ρ(CTe Ce) (3.22)
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où ρ(CTe Ce) est le rayon spectral de la matrice carrée CTe Ce ∈ RS×RS , à savoir sa plus grande valeur
propre. Étant donnée la petite taille de cette matrice carrée, le calcul numérique du rayon spectral est
peu coûteux, à savoir O(S3). Pour fixer le pas te d’une étape de descente de gradient de l’algorithme,
il suffit alors de prendre te > Le. Nous avons maintenant tous les éléments pour calculer (3.18).
3.3.3 Conditions de convergence de PALM
Pour assurer la convergence de l’algorithme PALM vers un point critique, le problème à résoudre
doit satisfaire les conditions suivantes (voir [BST14] pour plus de détails).
(1) Pour tout k ≤ K, les fonctions Γk sont semi-continues inférieurement.
(2) La fonction Φ est différentiable (C1).
(3) La fonction objectif Ψ est semi-algébrique.
(4) Pour tout k ≤ K, le gradient partiel ∇zkΦ est globalement Lipschitz, de module de Lipschitz
Lk((zk′)k′ 6=k).
(5) Pour tout k ≤ K, le pas 1/tk est tel que tk > Lk((zk′)k′ 6=k).
Vérifions maintenant que notre problème répond aux exigences de PALM, d’après la formulation
de (FTL) (3.6) et le calcul des constantes de Lipschitz à la fin de la section 3.3.2.
(1) Pour tout e ∈ E , les fonctions Γe ne sont pas dérivables mais sont bien semi-continues infé-
rieurement.
(2) La fonction Φ (terme d’attache aux données) est dérivable et même C∞.
(3) La fonction objectif E est semi-algébrique.
(4) Pour tout e ∈ E , le gradient partiel ∇heΦ est globalement Lipschitz de module de Lipschitz
Le((he
′)e′ 6=e), que l’on sait calculer (voir l’équation (3.22)).
(5) Pour tout e ∈ E , nous choisirons les pas 1/te tels que te > Le((he′)e′ 6=e) , ∀e ∈ E .
Nous garantissons donc la convergence de l’algorithme vers un point critique de (FTL).
3.3.4 L’algorithme PALMTREE
En combinant la stratégie de parcours de l’arbre définie en section 3.2.3 et l’adaptation du pro-
blème (FTL) au formalisme imposé par PALM en section 3.3.2, nous aboutissons à une méthode
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complète dont les étapes sont détaillées dans l’algorithme 5 renommé PALMTREE.
Notons que la complexité calculatoire d’une mise à jour de l’ensemble des noyaux de l’arbre est
proportionnelle à O(#E(#S+S2)#P) 1. Le nombre d’atomes #F n’intervient pas directement, mais
est corrélé au nombre d’arêtes #E . À même nombre d’atomes dans le dictionnaire, plus le nombre
de noyaux “mutualisés” par la structure d’arbre est important, plus la mise à jour du dictionnaire
est rapide.
D’autre part, étant donnée la dépendance en S2 et S3 de la complexité de certaines étapes, il est
plus économique, pour élargir le support accessible S (défini par l’équation (2.3)) par les compositions
de convolutions, de rallonger les branches de l’arbre (ce qui se traduit par une augmentation de #E)
que d’augmenter la taille S des supports des noyaux.
1. Encore une fois, en considérant que S et S3 sont négligeables devant #P
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Algorithm 5: PALMTREE
Input:
y : donnée image ;
(xf )f∈F : codes ;
(Se)e∈E : supports des noyaux (he)e∈E .
Output:
Noyaux (he)e∈E .
begin
Génération de l’ordre de parcours e ∈ E ;
Initialisation des noyaux (he)e∈E ;
while pas convergé do
Pré-calcul des termes he¯,r et hf,e¯ pour tout e ∈ E ; O(S#E#P)
Initialisation du résidu re ; O(#P)
for e ∈ E do
Calcul de He selon l’équation (3.12) ; O(#S#P)
Mise à jour de ye selon (3.16) ; O(#P)
Calcul de CTe ye selon l’équation (3.19) ; O(S#P)
Calcul de CTe C selon l’équation (3.20) ; O(S2#P)
Calcul de Le selon (3.22) ; O(S3)
Mise à jour de he selon l’équation (3.18)
he,i+1 = proxΓete
(
he,i − 2te
(
CTe Ceh
e,i − CTe ye
))
. O(S)
Mise à jour de re selon (3.21) ; O(S#P)
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3.4 Expériences de mise à jour du dictionnaire
3.4.1 Contexte et objectifs
Dans le chapitre 2, nous avons évalué la capacité d’une composition de convolutions à approximer
un atome cible donné A. Nous avons alors appris qu’augmenter le nombre K de noyaux ou la taille S
de leurs supports permettait d’améliorer l’erreur d’approximation (l’augmentation de K restant plus
économique). Maintenant, grâce au modèle de dictionnaire défini par l’équation (3.3), nous pouvons
estimer des dictionnaires entiers d’atomes et étudier les propriétés de convergence de la nouvelle
méthode proposée. Cette section présente les résultats de l’approximation de plusieurs dictionnaires
usuels en traitement d’images, tels que ceux de curvelets et de paquets d’ondelettes.
À travers les expériences présentées, nous cherchons à répondre aux questions suivantes. D’abord,
le modèle proposé permet-il une estimation conjointe homogène des multiples atomes d’un diction-
naire donné ? En effet, si les études numériques du chapitre précédent (voir la section 2.5) montrent
que le pouvoir d’approximation d’une composition de convolutions par des noyaux parcimonieux
est respectable, qu’en est-il lorsque la branche unique devient un arbre et que certains noyaux sont
communs à plusieurs atomes ? Peut-on retrouver les caractéristiques temps-fréquence des différents
atomes ? Ensuite, la question de la convergence de l’algorithme est également à étudier dans cette
nouvelle configuration.
Paramètres des expériences
Pour toutes les expériences de la section 3.4, nous considérons des images carrées telles que P =
{0, . . . , N−1}2, avecN ∈ N. Nous associons à chaque expérience un dictionnaire cible D∗ ∈ RP×(P#F)
composé (de toutes les translations) d’atomes (Af )f∈F et des codes déterministes (xf )f∈F ∈ RP×F .
De plus, nous concevons la structure de l’arbre T (E ,N ) qui servira à l’estimation des noyaux.
Dans la première expérience, la structure de l’arbre est délibérément choisie sans lien avec la nature
du dictionnaire. Dans les expériences suivantes, nous construisons l’arbre de convolution à partir de
pyramides de pavage fréquentiel inspirées de schémas de décomposition sur plusieurs niveaux, comme
les décompositions en paquets d’ondelettes ou en curvelets.
90 Chapitre 3 - Arbres de Convolution pour l’Apprentissage multi-atomes
De la pyramide de pavages fréquentiels imbriqués à l’arbre de convolutions
Il fait sens de s’inspirer des schémas de décomposition convolutifs issus de l’analyse multi-échelle
(voir la section 1.1) pour concevoir des arbres de convolution, et d’autant plus lorsque l’on cherche
à approximer les atomes issus de ce même type de décomposition. Il convient pour cela de définir
les règles qui permettent de construire un arbre à partir d’une pyramide de pavages fréquentiels
imbriqués. Premièrement, cette pyramide est conçue en respectant les règles suivantes :
— À tout niveau de la pyramide, l’intégralité du plan fréquentiel doit être couvert par un certain
nombre de pavés adjacents et sans recouvrement.
— Le premier niveau de la pyramide consiste toujours en un unique pavé couvrant l’intégralité
du plan.
— À tout niveau inférieur au premier, chaque pavé doit être intégralement contenu dans un pavé
du niveau supérieur.
L’arbre est alors conçu en suivant les étapes énoncées ci-dessous.
— Définir une pyramide de pavages fréquentiels de L niveaux (voir la figure 3.4).
— À tout niveau de cette pyramide, faire correspondre à chaque pavé J ≥ 1 arêtes consécutives
de l’arbre.
— Un pavé au niveau l de la pyramide contenant nt pavés au niveau inférieur l + 1 se traduit
par un lien de l’arête correspondante au niveau Jl de l’arbre vers nt nouvelles arêtes.
Par conséquent, un tel arbre auraK = JL niveaux de profondeur (toutes les branches ont la même
profondeur). L’intérêt de considérer des valeurs de J > 1 est que pour élargie le support accessible
S des atomes, il est plus économique d’augmenter le nombre d’arêtes que la taille des supports des
noyaux (voir la section 3.3.4).
Chaque feuille correspond à un pavé du plus profond niveau de la pyramide. Le calcul de la
composition de convolutions le long d’une branche conduisant à une feuille f donnée fournit un
atome estimé Hf . Ainsi, estimer les noyaux le long de cette branche donne une approximation de
l’atome du dictionnaire correspondant au pavé fréquentiel de dernier niveau associé à la feuille f .
3.4 - Expériences de mise à jour du dictionnaire 91
Figure 3.4 – Pyramide de pavage fréquentiel basée sur une décomposition en curvelets de niveau 3.
Figure 3.5 – Arbres correspondant à la pyramide de pavages de type curvelet de niveau 3 montrée sur la
figure 3.4. (à gauche) J = 1 ; (au milieu) J = 2 ; (à droite) J = 3.
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Une telle construction garantit que deux atomes correspondant à des pavés fréquentiels proches
ont plus de noyaux de convolution en commun que deux atomes de pavés fréquentiels très éloignés. De
cette façon, l’économie de coût de calcul réalisée en fusionnant des branches (plutôt que de considérer
autant de branches disjointes que d’atomes dans le dictionnaire) est adaptée à la diversité des atomes
du dictionnaire. D’autre part, nous sommes conscients que quelle que soit la méthode utilisée pour
le construire, l’arbre a une structure fixe et conditionne donc la forme des atomes qu’il sera possible
d’apprendre.
Supports des noyaux
Nous avons choisi une règle pour fixer les supports des noyaux qui ne dépend que de leur profon-
deur dans l’arbre. Pour un paramètre de support c ∈ N, nous définissons les applications de support
(Sk)1≤k≤K ∈ (PS)K telles que les supports soient dilatés lorsque l’on progresse de la racine vers les
feuilles de l’arbre. C’est à dire que pour tout niveau k ∈ {1, . . . ,K}, nous fixons
rg
(
Sk
)
= dmax(1, k − /J)e{−c, . . . , 0, . . . , c}2. (3.23)
où d.e est l’opérateur partie entière supérieure. Autrement dit, ces supports sont compacts pour la
racine et l’arête qui la suit, puis linéairement dilatés tous les J niveaux. Plus l’on se rapproche des
feuilles, plus les supports sont dilatés. Par exemple, pour c = 1, K = 4 et J = 1, les applications de
supports des niveaux 1 et 2 ont pour image {−1, 0, 1}2, celle du niveau 3 a pour image {−2, 0, 2}2, et
celle du niveau 4 a pour image {−3, 0, 3}2. Notons que le centrage des supports sur p = 0 est permis
par la périodisation de RP . Notons que la taille des supports vaut alors S = (2c+ 1)2.
Données synthétiques
Nous construisons les atomes cibles (Af )f∈F à partir du plus profond niveau de la pyramide de
pavages fréquentiels. Chaque atome est calculé par une transformée inverse donnée appliquée à un
pavé (comme une transformée de Fourier ou une autre transformée pertinente). Ces atomes (et leurs
translations) forment le dictionnaire D∗.
Pour toutes les expériences de cette section, les codes (xf )f∈F sont des symboles de Kronecker
localisés à des points différents de l’espace image. Les codes sont conçus de telle sorte à ce que le
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produit D∗x = y place une occurrence de chaque atome cible dans l’espace image, en laissant les
atomes bien séparés les uns des autres.
Notons que cette section ne propose que des expériences dans lesquelles les codes sont simples
et déterministes. En effet, nous nous intéressons ici seulement à la capacité du modèle à estimer
plusieurs atomes conjointement. Les expériences du chapitre précédent (voir la section 2.5) nous ont
déjà fourni des éléments de réponse quant à la stabilité du modèle au bruit présent sur les données
comme sur le code. Le but de cette section est d’évaluer la versatilité du modèle à plusieurs atomes,
avant de se lancer dans de véritables expériences d’apprentissage de dictionnaire dans le chapitre
suivant.
3.4.2 Évaluation des performances
Dans les expériences qui suivent, nous utilisons l’algorithme PALMTREE (voir la section 3.3)
pour résoudre (FTL) avec un arbre donné, des codes (xf )f∈F donnés et une image synthétique
y = D∗x. Nous obtenons ainsi des “atomes estimés” (Hf )f∈F . Bien que les atomes ne soient pas
directement estimés, ils sont calculés par les compositions de convolutions de noyaux estimés. Nous
comparons alors ces atomes estimés aux atomes cibles (Af )f∈F utilisés pour synthétiser y, à l’aide
de plusieurs critères.
Le PSNR∗
Nous évaluons la qualité de l’approximation d’un atome Af par l’atome estimé Hf , pour une
feuille f ∈ F donnée, par un rapport signal sur bruit : le PSNR (peak-signal-to-noise ratio). De plus,
afin de prendre en compte l’éventuelle petite taille du support de Af par rapport à #P, le PSNR est
normalisé en prenant en compte la taille du support effectif de Af (au lieu de la taille de l’image),
défini par (2.20). La définition complète de PSNR∗ a été donnée dans l’équation (2.21).
Notons que PSNR∗ fournit une mesure de la qualité de reconstruction d’un atome cible par un
atome estimé. Toutefois, le problème (3.3) cherche à minimiser une somme de termes d’attache aux
données. Par conséquent, nous nous attendons à voir les valeurs de PSNR∗ varier entre les différents
atomes d’un même dictionnaire.
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Réduction de l’Espace de Recherche
L’espace de recherche associé à un arbre de convolution T (E ,N ) est égal à la taille des supports
S multipliée par le nombre de noyaux, i.e., le nombre d’arêtes #E . Pour chaque expérience présentée,
nous donnons un indicateur de la compression de la représentation RER défini comme le rapport de
la somme des supports effectifs (voir l’équation (2.20)) de chaque atome cible sur la taille de l’espace
de recherche.
RER =
∑
f∈F suppeff(Af )
S#E . (3.24)
Plus RER est grand, plus le modèle est économe.
Erreur de reconstruction normalisée
L’erreur de reconstruction normalisée (normalized reconstruction error, ou NRE) nous informe
sur la qualité de la convergence. Elle est définie par
NRE = ‖Dx− y‖
2
2
‖y‖22
. (3.25)
Localisation Espace-Fréquence
Puisque le modèle proposé vise à estimer des atomes de taille variable, il semble crucial de fournir
une mesure de leur localisation tant en espace qu’en fréquence. Dans le domaine continu, le produit
des variances définies par l’inégalité de Heisenberg-Pauli-Weil constituerait un critère très pertinent.
Mesurer la localisation espace-fréquence d’un atome est toutefois plus compliqué en discret. Bien
que la taille du support d’un atome G et du module de sa transformée de Fourier |Gˆ| donne une
vague idée de cette caractéristique, elle ne rend pas compte de la géométrie de l’atome. Nous préférons
donc mesurer
vG :=
1
‖G‖22
∑
p∈P
d(p, p0)2G2p
où d(p, p0) est la distance entre le pixel p et le barycentre p0 de l’énergie de l’atome G. Cette mesure
est définie dans [Nam13] où l’auteur établit une version discrète du principe d’incertitude. Nous
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définissons alors l’étalement espace-fréquence d’un atome G par :
δsf = vGv|Gˆ|. (3.26)
Cette incertitude discrète fait sens tant que ni l’atome G ni sa transformée de Fourier Gˆ ne sont
globalement supportés, ce qui est toujours le cas dans les expériences présentées.
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3.4.3 Atomes de cosinus
Dans cette expérience, nous estimons des atomes de cosinus à l’aide d’un arbre de convolution
non optimal. Les atomes cibles sont des fonctions cosinus 2D de fréquences variées. Les codes, atomes
et la donnée vivent dans des espaces de taille 256× 256 (espace image).
Atomes cibles
Les atomes cibles sont définis par des fonctions cosinus 2D sur l’intervalle [−pi, pi]2. Tous sont
supportés sur un ensemble carré w de 25×25 pixels représenté par une fenêtre rectangulaire 1w. Nous
sélectionnons #F = 9 différentes fréquences (basses et hautes, horizontales, verticales et combinées)
normalisées (νx, νy), dont la liste est donnée dans le tableau 3.1. Les fonctions cosinus sont alors
calculées comme suit, et représentées sur la figure 3.8.
∀f ∈ F , Afpx,py = cos(2piνxpx) cos(2piνypy)1w
Arbre
L’arbre utilisé pour l’estimation est volontairement générique. Il est constitué de K = 9 niveaux
et de #F feuilles. Sa structure est représentée sur la figure 3.6. À chacun des neuf atomes définis
dans le paragraphe précédent est associée une feuille arbitraire de l’arbre. C’est à dire qu’aucun effort
n’est fait pour regrouper les atomes de fréquences ou d’orientations similaires de façon à ce qu’ils
partagent des noyaux. Notre intention est d’observer comment la méthode se comporte lorsque la
structure de l’arbre n’est pas particulièrement adaptée à la tâche.
Les supports des noyaux sont fixés par le paramètre c = 1, c’est à dire limités à des fenêtres de
3 × 3 pixels. Le support accessible est une fenêtre de taille 33 × 33, assez grande pour capter les
supports de taille 25× 25 des atomes cibles. L’arbre étant composé de 39 noyaux de convolution, le
nombre de degrés de liberté est 39× 32 = 351, alors que stocker les neufs atomes cibles en intégralité
demanderait 9×252 = 5625 valeurs, ce qui donne une réduction de l’espace de recherche de RER ≈ 16.
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Atomes A1 A2 A3 A4 A5 A6 A7 A8 A9
(νx, νy) ×10−2 (2,2) (2,20) (2,6) (6,6) (14,6) (2,10) (14,14) (20,2) (6,2)
Table 3.1 – Fréquences normalisées des atomes de cosinus.
Figure 3.6 – La structure d’arbre utilisée pour l’estimation des atomes de cosinus. La racine est l’arête courte
au centre du graphe.
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Figure 3.7 – Atomes de cosinus A1 à A9.
Protocole
L’expérience est mise en place de la manière suivante.
— Définition des atomes cibles par les fonctions cosinus choisies.
— Définition de l’arbre T (E ,N ) (voir figure 3.6).
— Synthèse des données y par la formule (3.2), plaçant une occurrence de chaque atome dans
une image 256× 256, ces occurrences étant bien séparées les unes des autres.
— Résolution de (FTL) à l’aide de l’arbre, connaissant x, pour construire une approximation de
y.
Résultats
La figure 3.8 montre les atomes estimés. Nous observons que certains de ces atomes approximent
bien leur cible, alors que d’autres sont clairement moins fidèles, comme H2 et H5. Autrement dit,
la qualité d’approximation n’est pas homogène entre les différents atomes. Les valeurs de PSNR∗
sont comprises entre 13 et 24, comme le montre le tableau 3.2. Notons que les atomes A2 et H8
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Atoms H1 H2 H3 H4 H5 H6 H7 H8 H9
PSNR∗ 22.8 14.4 21.1 23.3 17.0 24.3 20.1 13.7 21.8
Table 3.2 – PSNR∗ des atomes de cosinus estimés.
sont de même fréquence absolue, et que les supports définis par (3.23) sont isotropes. Or, les atomes
estimés correspondants H2 et H8 n’ont pas le même PSNR∗. Il parait dès lors sensé de considérer que
l’organisation de l’arbre, et notamment le placement des différents atomes aux différentes feuilles, a
une influence sur la capacité d’approximation.
L’action de l’opérateur transposé DT sur un symbole de Kronecker est illustrée sur la figure 3.9.
Nous y voyons les convolutions successives des noyaux (dont les axes sont inversés), de la racine aux
feuilles. Notons que malgré la nature abstraite de cette structure à neuf niveaux, il est clair que chaque
noyau a appris un rôle spécifique dans l’approximation. Par exemple, les noyaux proches de la racine,
étant communs à plusieurs branches, ont tendance à évoluer vers des formes lisses, régulières. Le
noyau racine lui-même joue le rôle d’une fonction d’étalement de point qui affecte l’image entière. Au
contraire, lorsque l’on se rapproche des feuilles, les noyaux apprennent des schémas plus spécifiques.
Cependant, il semble que dans les arêtes proches des feuilles, plusieurs noyaux soient très simi-
laires. Par exemple, sur la figure 3.9, dans le sous-arbre du bas, nous voyons que l’action des deux
premiers noyaux de la branche la plus à gauche donne un résultat similaire à l’action de leurs ho-
mologues de la branche la plus à droite. Manifestement, les noyaux liés à l’atome approché par la
branche du milieu ne partagent pas les mêmes caractéristiques. En effet, cet atome est très différents
des deux autres. Par conséquent, nous avons l’impression que ces branches auraient pu être fusion-
nées jusqu’à l’avant dernier niveau sans perte sensible de qualité si la structure de l’arbre avait été
différente. Ceci soulève la question de comment construire des arbres de convolution efficaces sans
avoir recours à un niveau prohibitif de conception “à la main”.
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Figure 3.8 – (à gauche) Atomes de cosinus cibles ; (à droite) Atomes estimés.
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Figure 3.9 – Décomposition de l’action de l’opérateur transposé DT sur un symbole de Kronecker (dictionnaire
appris avec c = 1). Les compositions de convolutions des noyaux estimés sont calculées le long des branches de
l’arbre. Au bout de chaque arête e, nous représentons la convolution du noyau associé he avec tous les noyaux
parents jusqu’à la racine. Ainsi, les atomes estimés sont représentés aux feuilles de l’arbre. Les images sont
zoomées lorsque l’on se rapproche de la racine pour améliorer la visibilité.
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3.4.4 Dictionnaire de curvelets
Dans cette expérience, nous estimons les atomes d’un dictionnaire de curvelets à l’aide d’un arbre
de convolution basé sur un pavage fréquentiel spécifique à la décomposition en curvelets. Les codes,
atomes et la donnée vivent dans des images de taille 256× 256.
Pyramide de pavages fréquentiels imbriqués
La transformée en curvelet divise d’abord le plan fréquentiel en L anneaux carrés concentriques
autour de la fréquence (0, 0). Ensuite, chacun de ces anneaux à l’exception du carré central est
divisé en plusieurs zones angulaires trapézoïdales. Les anneaux extérieurs (i.e., les pavés associés aux
hautes fréquences) ont plus de zones angulaires que les anneaux intérieurs (i.e., associés aux basses
fréquences).
Pour cette expérience, le nombre de zones angulaires est fixé à 8 dans le premier anneau, et
double tous les deux anneaux après cela. Chaque niveau l ≤ L = 3 de la pyramide est défini par un
pavage curvelet standard (voir [CDDY06]) à ce niveau de décomposition. La pyramide de pavages
fréquentiels imbriqués est représentée sur la figure 3.4.
Arbre de convolution
L’arbre est construit en suivant les règles de la section 3.4.1, avec J = 2 arêtes consécutives par
niveau de décomposition, afin d’améliorer la qualité de reconstruction. Pour une décomposition en
curvelets de niveau L = 3, l’arbre a alors une profondeur de K = 6 niveaux. Il est représenté sur la
figure 3.5 (au milieu). Les supports des noyaux sont limités à une fenêtre 3× 3 (c = 1), dilatés tous
les J = 2 niveaux comme défini par l’équation (3.23).
Nous étudions deux tailles de support, c = 1 et c = 2. L’arbre étant composé de 70 noyaux
de convolution, le nombre de degrés de liberté est 630 pour c = 1 et 1750 pour c = 2. Stocker
les #F = 25 atomes cibles en intégralité demanderait 112508 valeurs (la somme des tailles de leur
support effectif), ce qui donne une réduction de l’espace de recherche de RER ≈ 178 pour c = 1 et
RER ≈ 64 pour c = 2. Ces chiffres démontrent l’efficacité de la représentation.
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Protocole
L’expérience est mise en place de la manière suivante.
— Synthèse des atomes cibles par transformée en curvelets inverse de chaque pavé du niveau K.
Nous utilisons la méthode de transformée en curvelet rapide proposée par [CDDY06].
— Construction de l’arbre à partir de la pyramide et association des atomes aux feuilles de l’arbre
correspondant à leur pavé fréquentiel.
— Synthèse des données y à l’aide de la formule (3.2), plaçant une occurrence de chaque atome
dans une image 256 × 256 (ces occurrences étant bien séparées les unes des autres, voir la
figure 3.10).
— Résolution de (FTL) à l’aide de l’arbre, connaissant x, pour construire une approximation de
y.
Résultats
La figure 3.10 montre la comparaison entre les données synthétiques et les données estimées.
L’erreur de reconstruction associée est NRE = 0.188 pour c = 1 et NRE = 0.053 pour c = 2. Une
comparaison plus précise entre atomes cibles et estimés est présentée sur la figure 3.11. Nous observons
que les atomes estimés sont très proches des atomes cibles. Le tableau 3.3 donne les valeurs de PSNR∗
de certains atomes estimés, pour des supports de 3 × 3(c = 1) et 5 × 5(c = 2). Sur l’ensemble des
#F = 25 atomes, les valeurs de PSNR∗ varient entre 33.3 et 40.1. L’amélioration du PSNR∗ entre
c = 1 et c = 2 est conséquente, mais l’augmentation de la complexité calculatoire l’est également
(notamment celle des calculs de CTe Ce et Le, respectivement en O(S2)#P et O(S3)).
La figure 3.12 compare les supports fréquentiels des atomes estimés à ceux des atomes cibles.
Nous constatons que les pavés fréquentiels sont les mêmes, en dépit de quelques artefacts de faible
énergie pour c = 1. L’incertitude discrète des atomes estimés et cibles est donnée pour les 25 atomes
par l’histogramme de la figure 3.13. Il est clair que les atomes estimés sont toujours plus localisés
que les atomes cibles. Si la localisation fréquentielle change peu, c’est la localisation spatiale des
atomes estimés qui est améliorée (particulièrement pour le cas c = 1, qui a les plus petits supports
accessibles). Clairement, cette différence est due au fort étalement spatial des curvelets.
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Figure 3.10 – Estimation du dictionnaire de curvelets : (en haut) Données synthétiques y =
∑
f∈F xf ∗Af ;
(au milieu) Donnée estimée
∑
f∈F xf ∗Hf avec c = 1 ; (en bas) Donnée estimée avec c = 2.
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Figure 3.11 – Comparaison des atomes de curvelets : (à gauche) Atomes cibles synthétisés par transformée
en curvelets inverse ; (au milieu) Atomes estimés (c = 1) ; (à droite) Atomes estimés (c = 2).
Figure 3.12 – Comparaison des atomes de curvelets : (à gauche) Supports fréquentiels des atomes cibles ;
(au milieu) Support fréquentiel des atomes estimés (c = 1) ; (à droite) Support fréquentiel des atomes estimés
(c = 2).
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Finalement, l’action de l’opérateur transposé DT sur un symbole de Kronecker est illustrée sur
la figure 3.14. Nous y voyons les convolutions successives des noyaux (dont les axes sont inversés), de
la racine aux feuilles. Notons que malgré la nature abstraite de cette structure à six niveaux, il est
clair que chaque noyau a appris un rôle spécifique dans l’approximation. De plus, contrairement à
l’expérience précédente dans laquelle la structure de l’arbre n’était pas adaptée au dictionnaire, nous
n’observons pas deux schémas identiques dans des branches différentes. Encore mieux, les schémas
formés au 4ième niveau évoquent clairement les curvelets issues d’une décomposition de niveau 2,
alors que ces dernières ne sont impliquées ni dans le modèle ni dans les données. La figure 3.15 fournit
un comparatif visuel de ces schémas avec les curvelets de niveau 2, et la figure 3.16 compare leurs
supports fréquentiels respectifs.
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PSNR∗ H1 H2 H6 H7 H11 H12 H16 H17 H21 H22
c = 1 35.0 33.4 33.3 36.1 37.0 40.1 37.1 36.8 38.9 39.0
c = 2 42.4 36.9 37.1 41.8 45.2 45.6 45.3 44.8 46.2 46.5
Table 3.3 – PSNR∗ de certains atomes de curvelets estimés, pour des supports de 3 × 3 (c = 1) et 5 × 5
(c = 2).
Figure 3.13 – Incertitude discrète δsf des atomes cibles et des atomes estimés pour c = 1 et c = 2. Plus δsf
est petit, meilleure est la localisation.
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Figure 3.14 – Décomposition de l’action de l’opérateur transposé DT sur un symbole de Kronecker (diction-
naire appris avec L = 3, J = 2 et c = 1). Les compositions de convolutions des noyaux estimés sont calculées
le long des branches de l’arbre. Au bout de chaque arête e, nous représentons la convolution du noyau associé
he avec tous les noyaux parents jusqu’à la racine. Ainsi, les atomes estimés sont représentés aux feuilles de
l’arbre. Les images sont zoomées lorsque l’on se rapproche de la racine pour améliorer la visibilité.
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Figure 3.15 – Comparaison entre les schémas formés par l’opérateur DT au niveau 4 de l’arbre (avec c = 1)
lors de l’apprentissage d’un dictionnaire de curvelets de niveau L = 3 (1ère ligne) et les atomes de curvelets
issus d’une décomposition au niveau L = 2 (2ème ligne).
Figure 3.16 – Comparaison entre les réponses en fréquence des schémas formés par l’opérateur DT au niveau
4 de l’arbre (avec c = 1) lors de l’apprentissage d’un dictionnaire de curvelets de niveau L = 3 (1ère ligne) et
les supports fréquentiels des curvelets issues d’une décomposition au niveau L = 2 (2ème ligne).
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3.4.5 Dictionnaire de paquets d’ondelettes
Dans cette expérience, nous estimons les atomes d’un dictionnaire de paquets d’ondelettes à l’aide
d’un arbre de convolution basé sur un pavage fréquentiel similaire à une décomposition en paquets
d’ondelettes. Les codes, atomes et la donnée vivent dans des images de taille 256× 256.
Pyramide de pavages fréquentiels imbriqués
Le plan de Fourier est divisé en neuf carrés identiques. Au niveau suivant, chacun de ces carrés
est divisé de la même façon, et ainsi de suite. À l’exception du carré central de chaque niveau, les
pavés carrés sont associés deux par deux à leur carré symétrique par rapport à l’origine. La pyramide
est représentée sur la figure 3.17.
Arbre de convolution
L’arbre est construit en suivant les règles de la section 3.4.1, avec J = 2 arêtes consécutives par
niveau de décomposition. Pour une décomposition de niveau L = 3, l’arbre a alors une profondeur de
K = 6 niveaux. Il est représenté sur la figure 3.18 (au milieu). Les supports des noyaux sont limités
à une fenêtre 3× 3 (c = 1), dilatés tous les J = 2 niveaux comme défini par l’équation (3.23).
Nous étudions encore deux tailles de support, c = 1 et c = 2. L’arbre est cette fois-ci composé de
94 noyaux de convolution, ce qui se traduit par 846 degrés de liberté pour c = 1 et 2350 pour c = 2.
Stocker les #F = 41 atomes cibles en intégralité demanderait 24475 valeurs (la somme des tailles de
leur support effectif), ce qui donne une réduction de l’espace de recherche de RER ≈ 29 pour c = 1
et RER ≈ 10 pour c = 2. Remarquons que la réduction de l’espace de recherche est bien moindre
que dans l’expérience précédente. En effet, les atomes du dictionnaire de paquets d’ondelettes ont
un support plus compact. Pour cette même raison, les supports de 5 × 5 (cas c = 2) ne seraient
pas appropriés à estimer des atomes de taille modeste (tels que nos paquets d’ondelettes) dans un
contexte de compression.
Protocole
L’expérience est mise en place de la manière suivante.
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Figure 3.17 – Pyramide de pavage fréquentiel basée sur une décomposition en paquets d’ondelettes de niveau
3.
Figure 3.18 – Arbres correspondant à la pyramide de pavages de type paquets d’ondelettes de niveau 3
montrée sur la figure 3.17. (à gauche) J = 1 ; (au milieu) J = 2 ; (à droite) J = 3.
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— Synthèse des atomes cibles par transformée de Fourier inverse fenêtrée de chaque pavé du
niveau K.
— Construction de l’arbre à partir de la pyramide et association des atomes aux feuilles de l’arbre
correspondant à leur pavé fréquentiel.
— Synthèse des données y à l’aide de la formule (3.2), plaçant une occurrence de chaque atome
dans une image 256× 256 (occurrences bien séparées les unes des autres, voir la figure 3.19).
— Résolution de (FTL) à l’aide de l’arbre, connaissant x, pour construire une approximation de
y.
Résultats
La comparaison entre les données synthétiques et estimées est présentée sur la figure 3.19. L’erreur
de reconstruction associée est NRE = 0.131 pour c = 1 et NRE = 0.001 pour c = 2.
La figure 3.20 montre la comparaison entre certains atomes cibles et les atomes estimés corres-
pondants. Comme pour l’expérience sur le dictionnaire de curvelets, les estimations s’avèrent assez
précises. Le tableau 3.4 donne les valeurs de PSNR∗ de certains atomes estimés, pour des supports
de 3 × 3(c = 1) et 5 × 5(c = 2). Une comparaison visuelle de ces mêmes atomes est montrée sur la
figure 3.20. Sur l’ensemble des #F = 41 atomes, les valeurs de PSNR∗ varient entre 22.7 et 47.7.
Nous constatons donc que certains atomes approchent moins bien leur cible que d’autres, comme
l’atome H23.
La figure 3.21 compare les supports fréquentiels des atomes estimés à ceux des atomes cibles.
Nous constatons que les pavés fréquentiels sont bien recouvrés pour la majorité des atomes, mais
quelques-uns présentent des artefacts qui suggèrent de l’aliasing (notamment, H23). Ces artefacts sont
atténués lorsque l’on passe de c = 1 à c = 2. Les pavés fréquentiels concernés par ces artefacts sont
ceux d’atomes de haute fréquence légèrement diagonaux. Il est probable que les supports isotropes
définis par (3.23) soient mal adaptés pour capter ces directions à haute fréquence.
L’incertitude discrète des atomes estimés et cibles est donnée pour les 41 atomes par l’histogramme
de la figure 3.22. Contrairement aux résultats de l’estimation du dictionnaire de curvelets, ceux-ci
montrent une localisation espace-fréquence similaire entre atomes cibles et estimés. Les quatre atomes
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Figure 3.19 – Estimation du dictionnaire de paquets d’ondelettes : (en haut) Données synthétiques y =∑
f∈F xf ∗Af ; (au milieu) Donnée estimée
∑
f∈F xf ∗Hf avec c = 1 ; (en bas) Donnée estimée avec c = 2.
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PSNR H1 H2 H8 H9 H15 H16 H22 H23 H29 H30 H36 H37
c = 1 27.2 32.1 26.5 30.7 27.3 31.2 31.3 22.7 26.0 32.0 31.2 29.5
c = 2 42.6 47.7 42.0 46.1 43.3 44.7 44.7 31.6 44.1 45.6 44.7 45.7
Table 3.4 – PSNR∗ de certains atomes de paquets d’ondelettes estimés, pour des supports de 3× 3 (c = 1)
et 5× 5 (c = 2).
estimés présentant des supports fréquentiels avec recouvrement sont bien sûr moins localisés que leurs
cibles.
Finalement, l’action de l’opérateur transposé DT sur un symbole de Kronecker est illustrée sur
la figure 3.23. Nous y voyons les convolutions successives des noyaux (dont les axes sont inversés),
de la racine aux feuilles. À l’instar des noyaux estimés pour le dictionnaire de curvelets, ceux-ci ont
appris un rôle spécifique dans l’approximation. Encore une fois, les schémas formés au 4ième niveau
évoquent clairement les atomes issus d’une décomposition de niveau 2, alors que ces dernières ne sont
impliquées ni dans le modèle ni dans les données.
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Figure 3.20 – Comparaison des atomes de paquets d’ondelettes : (à gauche) Atomes cibles synthétisés par
transformée en curvelets inverse ; (au milieu) Atomes estimés (c = 1) ; (à droite) Atomes estimés (c = 2).
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Figure 3.21 – Comparaison des atomes de paquets d’ondelettes : (à gauche) Supports fréquentiels des atomes
cibles ; (au milieu) Support fréquentiel des atomes estimés (c = 1) ; (à droite) Support fréquentiel des atomes
estimés (c = 2).
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Figure 3.22 – Incertitude discrète δsf des atomes cibles et des atomes estimés pour c = 1 et c = 2.
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Figure 3.23 – Décomposition de l’action de l’opérateur transposé DT sur un symbole de Kronecker (diction-
naire appris avec L = 3, J = 2 et c = 1). Les compositions de convolutions des noyaux estimés sont calculées
le long des branches de l’arbre. Au bout de chaque arête e, nous représentons la convolution du noyau associé
he avec tous les noyaux parents jusqu’à la racine. Ainsi, les atomes estimés sont représentés aux feuilles de
l’arbre. Les images sont zoomées lorsque l’on se rapproche de la racine pour améliorer la visibilité.
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3.4.6 Étude de la convergence
Mise en place
Du fait de la non convexité du problème (FTL), il est important d’essayer de caractériser la
convergence des expériences de mise à jour du dictionnaire proposées. En effet, quelle est la proba-
bilité de trouver un minimiseur global lorsque les noyaux sont initialisés par des valeurs aléatoires ?
Autrement dit, nous nous intéressons à la taille du bassin d’attraction de la fonction objectif lorsque
la taille des supports et le nombre de noyaux par niveau J varient.
Nous considérons des tailles de support de 2× 2 à 5× 5, des valeurs de J ∈ {1, 2, 3} et relançons
donc les expériences 3.4.4 et 3.4.5 499 fois en tirant à chaque fois une initialisation aléatoire des
noyaux, à la façon décrite dans le chapitre précédent dans la section 2.4.5.
∀e ∈ E , hep
 ∼ N (0, 1) , if p ∈ rg (S
e)
= 0 , otherwise.
Notons que la valeur du minimum global peut différer selon les paramètres, et qu’il nous est impos-
sible de la connaitre, les atomes de curvelets et de paquets d’ondelettes n’ayant pas été générés par
notre modèle. Nous recensons donc simplement les valeurs de NRE obtenues à convergence dans un
histogramme cumulé pour chaque jeu de paramètres.
Résultats
Les figures 3.24 et 3.25 montrent les probabilités cumulées (calculées sur 499 lancers) d’obtenir
une valeur de NRE inférieure à la valeur en abscisses. Autrement dit, nous y représentons une
estimation de la fonction de répartition des valeurs de NRE. L’observation de ces figures mène à trois
constatations. D’abord, une augmentation du nombre de noyaux ou de la taille de support contribue
à améliorer la qualité de la convergence obtenue. Ensuite, les valeurs de NRE obtenues sont toujours
concentrées sur une plage étroite (il n’y a parfois qu’un seul bassin d’attraction). Cette plage a
tendance à s’élargir lorsque le support et J grandissent. La non convexité de la fonction objectif ne se
fait donc sentir que lorsque le nombre de degrés de libertés du modèle augmente considérablement.
Enfin, la présence de pentes douces (au lieu de marches d’escaliers) laisse supposer des convergences
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Figure 3.24 – Estimation de la fonction de répartition des valeurs de NRE obtenues pour l’estimation du
dictionnaire de curvelets lorsque les noyaux sont initialisés aléatoirement. L’ordonnée d’un point donne la
probabilité d’obtenir un NRE au moins aussi petit que la valeur en abscisses.
imparfaites dans le même bassin d’attraction, et donc que la fonction objectif est très plate autour
de ses minima.
D’autre part, pour chacun des jeux de paramètres étudiés, nous avons réalisé une 500ième ini-
tialisation, qui au contraire des autres est déterministe. Elle consiste à initialiser tous les noyaux du
dictionnaire à un symbole de Kronecker en (0, 0), l’élément neutre de la convolution discrète. Il s’avère
que la valeur de NRE obtenue pour cette initialisation est presque toujours égale à la plus petite va-
leur de NRE trouvée parmi les 499 initialisation aléatoires. S’il n’est pas parfaitement clair que cette
initialisation déterministe soit toujours située dans le bassin d’attraction d’un minimum global, le
nombre moyen de relances aléatoires nécessaires pour produire une meilleur NRE est tout simplement
prohibitif. C’est pourquoi c’est l’initialisation qui a été utilisée pour les expériences d’estimation de
dictionnaire.
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Figure 3.25 – Estimation de la fonction de répartition des valeurs de NRE obtenues pour l’estimation du
dictionnaire de paquets d’ondelettes lorsque les noyaux sont initialisés aléatoirement. L’ordonnée d’un point
donne la probabilité d’obtenir un NRE au moins aussi petit que la valeur en abscisses.
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3.5 Conclusions et perspectives
Dans ce chapitre, nous avons complété le modèle d’apprentissage de transformée rapide développé
dans le chapitre 2, le dotant de la capacité d’apprendre un dictionnaire entier d’atomes.
Pour cela, nous avons défini une structure d’arbre pour organiser de manière intelligente les
noyaux de convolution servant à l’estimation des atomes du dictionnaire. Cette structure fournit une
représentation très compacte des éléments du dictionnaire et maximise l’efficacité de l’opérateur de
synthèse. À la parcimonie des noyaux s’ajoute la mise en commun d’une partie d’entre eux à plusieurs
branches de l’arbre pour réduire l’espace de recherche.
Nous avons proposé un algorithme différent, toujours basé sur des minimisations alternées, pour
résoudre le nouveau problème posé. Cet algorithme fait appel à un parcours intelligent de l’arbre et
à des pas de gradient proximal pour calculer rapidement les mises à jour du dictionnaire. Malgré un
modèle à multiples atomes, la complexité de la mise à jour reste linéaire par rapport à la taille de
l’image. De plus, cet algorithme est prêt à intégrer une étape de mise à jour du code sans avoir à
changer de formalisme.
Nos expériences confirment la capacité du modèle à approximer une vaste classe d’atomes. Elles
indiquent également que la conception ou le choix de la structure de l’arbre joue un rôle crucial
non seulement dans l’efficacité mais également dans la qualité de la représentation. Nous obtenons
en effet de meilleures estimations avec des arbres basés sur des pyramides de pavages fréquentiels
inspirés de schémas de décompositions adaptés aux atomes cibles. Enfin, les tests de convergence
menés montrent que le bassin d’attraction du minimum global est de bonne taille et qu’il est réaliste
d’espérer l’atteindre.
Bien sûr, les performances du modèle dépendent toujours de plusieurs paramètres complexes à
explorer comme la taille et la forme des supports, ou encore la structure de l’arbre. Pour pouvoir
calculer des représentations plus performantes, il sera nécessaire d’adapter au mieux ces paramètres
aux spécificités de l’application visée. Dans le futur, il serait intéressant de permettre au modèle de
laisser évoluer les supports et/ou la structure de l’arbre.
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4.1 Introduction
Grâce au modèle de dictionnaire élaboré dans les chapitres 2 et 3, nous avons obtenu une mé-
thode de représentation efficace et un algorithme d’apprentissage adapté à cette représentation. Les
expériences menées dans ces deux chapitres montrent que d’une part, le problème de la mise à jour de
dictionnaire est bien adapté à une procédure d’optimisation globale, et d’autre part que l’estimation
d’atomes par des compositions de convolutions donne des résultats raisonnables dont la qualité est
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réglable via des paramètres clairement définis, comme la taille des supports.
Nous sommes maintenant prêts à appliquer la méthode à la résolution de problèmes d’appren-
tissage de dictionnaires. Pour cela, nous commençons par interfacer un schéma de décomposition
parcimonieuse avec l’algorithme PALMTREE décrit dans la section 3.3.4. La suite du chapitre est
dédiée aux expériences numériques : nous appliquons la méthode complète, mise à jour du dictionnaire
et décomposition parcimonieuse, à des problèmes d’approximation et de débruitage. Nous étudions
l’influence des paramètres du modèle sur les performances d’approximation et de débruitage. Étant
données les nombreuses questions non traitées dans ce travail comme celles du choix des supports, du
choix des arbres, et de l’apprentissage en ligne, ces expériences font seulement office de démonstration
des possibilités offertes par le modèle proposé pour l’apprentissage de dictionnaire.
4.2 Formulation du problème d’apprentissage de dictionnaire
4.2.1 Interface du problème (FTL) avec un schéma de décomposition parcimo-
nieuse
Choix du schéma de décomposition
La méthode développée tout au long de cette thèse a vocation à être applicable à la représentation
d’images de grande taille. Dans ce contexte, il serait trop coûteux en calculs d’utiliser une méthode
de décomposition gloutonne comme l’algorithme matching pursuit, qui met à jour le code élément par
élément (voir la section 1.2.2). En effet, dans notre contexte, les codes (xf )f∈F , même parcimonieux,
sont des images de grande taille, et ont vocation à avoir un nombre d’éléments non nuls proportionnel
à cette taille. Nous préférons donc choisir une méthode de la famille du basis pursuit denoising (voir
la section 1.2.3). D’autre part, cela nous permet de rester dans le même cadre d’optimisation. Pour
rappel, le principe de ces méthodes est de résoudre un problème du type :
argminx ‖Dx− y‖22 + λ ‖x‖1 , (4.1)
où λ est un paramètre scalaire qui équilibre le compromis entre fidélité de la représentation (λ faible,
prépondérance du terme d’attache aux données) et sa parcimonie (λ fort).
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Problème complet
Nous voulons donc coupler le problème (FTL) (discuté dans le chapitre 3) à un schéma de basis
pursuit denoising. La formulation du problème complet prend alors la forme suivante :
argmin
(he∈De)e∈E ,x∈RP×F
Φ [(he)e∈E ,x] +
∑
e∈E
Γe(he)+Γ′(x), (4.2)
avec
Φ [(he)e∈E ,x] =
∥∥∥∥∥∥
∑
f∈F
xf ∗ hC(f,r) − y
∥∥∥∥∥∥
2
2
,
et avec
Γ′(x) = λ ‖x‖1 et ∀e ∈ E , Γe(he) = χDe(he),
où χDe est la fonction indicatrice de l’ensemble De des contraintes appliquées au noyau he, défini par
l’équation (3.4). Pour rappel, C(f, r) représente le chemin entre la feuille f et la racine de l’arbre,
et hC(f,r) est la composition de convolutions des noyaux-arêtes le long de ce chemin (voir la section
4.1).
Remarquons tout d’abord que la fonctionnelle (4.2) est non convexe et non lisse. Le terme d’inter-
action Φ est lui régulier, à savoir continu et différentiable selon toutes ses variables. De plus, lorsque
les noyaux (he)e∈E sont fixés, il est convexe en x. Ce terme étant identique à celui du problème (FTL)
étudié dans le chapitre 3, nous avons déjà vu qu’il est convexe en he si x et tous les autres noyaux
he
′
e′ 6=e sont fixés. Enfin, les termes
∑
e Γe et
∑
f Γ′f sont tous deux convexes, non différentiables.
Du fait des propriétés du problème d’optimisation considéré, nous conservons la méthode PALM
(et donc son formalisme) pour effectuer sa résolution.
Division de x en blocs
La question de la séparation de la variable x en blocs (xf )f∈F se pose. En effet, l’algorithme
PALM alterne un procédé sur des blocs de variables. Il est tout à fait possible de considérer le code
comme un unique bloc x ∈ RP×F afin de mettre à jour ses éléments simultanément pour toutes les
#F feuilles. Nous avons cependant opté pour séparer les blocs, ceci pour les raisons suivantes.
126 Chapitre 4 - Application à l’Apprentissage de Dictionnaire
En premier lieu, l’algorithme PALM nécessite d’obtenir une constante de Lipschitz associée au
gradient partiel de chaque bloc de variables pour fixer les pas de descente. Diviser x en #F blocs
impose de calculer #F constantes, mais nous verrons que leur calcul est peu coûteux en termes de
complexité (voir la section 4.3.5). Or, regrouper les blocs signifierait imposer un pas correspondant
(dans le meilleur des cas) à la pire de ces constantes de Lipschitz, sachant que ces constantes peuvent
varier de manière significative entre les blocs. La séparation permet donc de faire de plus grands pas
de descente.
D’autre part, notons que cette séparation tend à équilibrer la répartition des coefficients activés
entre les différents atomes du dictionnaire. En effet, sans elle, rien n’empêche l’algorithme de favoriser
un bloc (typiquement, correspondant à un atome basse fréquence) et d’annuler tous les coefficients
relatifs aux autres blocs. Or, lorsqu’un atome n’est plus utilisé par le code, il n’est plus mis à jour,
alors même que le résidu entre données et modèle n’est pas forcément nul. Même s’il n’est pas clair
que cette situation constitue toujours un minimum local, elle est indésirable.
Le problème (FTL∗)
Le problème d’apprentissage de dictionnaire que nous allons chercher à résoudre correspond au
problème de mise à jour du dictionnaire (3.6) augmenté d’un terme de pénalisation `1 des coefficients
de représentation divisés en #F blocs. Il s’écrit :
(FTL∗) : argmin
(he∈De)e∈E ,(xf∈RP )f∈F
Φ
[
(he)e∈E , (xf )f∈F
]
+
∑
e∈E
Γe(he)+
∑
f∈F
Γ′f (xf ), (4.3)
avec
Φ
[
(he)e∈E , (xf )f∈F
]
=
∥∥∥∥∥∥
∑
f∈F
xf ∗ hC(f,r) − y
∥∥∥∥∥∥
2
2
, (4.4)
et avec ∀f ∈ F
Γ′f (xf ) = λ
∥∥∥xf∥∥∥
1
, (4.5)
alors que Γe est définie ∀e ∈ E identiquement à l’équation (3.8).
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Algorithm 6: Structure de l’algorithme PALMTREE∗
Input:
y : donnée image ;
D : dictionnaire initial défini par les noyaux (he)e∈E , leurs supports (Se)e∈E et un ordre de
parcours e ∈ E ;
Output:
Noyaux (he)e∈E et codes (xf )f∈F .
begin
Initialisation des noyaux (he)e∈E ;
while pas convergé do
for f ∈ F do
Mise à jour de xf selon la règle :
xf,i+1 = prox
Γ′f
tf
(
xf,i − 2
tf
∇xfΦ
)
;
for e ∈ E do
Mise à jour de he selon l’équation (3.18) ;
4.3 Résolution avec PALM
4.3.1 Vue d’ensemble
Dans la section précédente (4.2), nous avons formalisé un nouveau problème : (FTL∗). Nous
allons maintenant énumérer les calculs nécessaires à l’adaptation de l’algorithme PALM à ce nouveau
problème. En résumé, nous voulons insérer une étape de mise à jour du code dans l’algorithme
PALMTREE proposé au chapitre 3. Ce nouvel algorithme se présenterait alors sous la forme décrite
par l’algorithme 6. D’après la règle de mise à jour énoncée dans cet algorithme, nous avons plusieurs
calculs intermédiaires à effectuer. Il nous faut déterminer pour tout f ∈ F :
— l’expression du gradient partiel ∇xfΦ ;
— l’expression de l’opérateur proximal prox
Γ′f
tf
;
— la constante de Lipschitz Lxf pour fixer le pas tf .
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4.3.2 Convergence
Les conditions énoncées dans la section 3.3.3 sont respectées par le problème (FTL∗). En effet,
les fonctions Γ′f (.) = λ ‖.‖1 sont semi-continues inférieurement et les gradients partiels ∇xfΦ sont
globalement Lipschitz pour tout f ∈ F . Nous calculons leurs constantes de Lipschitz (Lxf )f∈F dans
la section 4.3.5 et fixons les pas 1/tf tels que tf > Lxf ,∀f ∈ F .
Les autres conditions restent inchangées par rapport au problème de mise à jour du dictionnaire
(FTL), car l’expression des gradients partiels associés aux noyaux (he)e∈E reste identique et les
fonctions Γe sont indépendantes de x. Nous garantissons donc la convergence de l’algorithme vers un
point stationnaire du problème (FTL∗).
4.3.3 Opérateurs D et DT
Afin d’alléger les expressions des calculs de ∇xfΦ, prox
Γ′f
tf
et Lxf , nous avons besoin de définir
formellement les transformées D et DT associées au dictionnaire. Ceci nous permettra également de
parler de la complexité de ces opérations.
Opérateur de synthèse D
L’opération de synthèse (ou du reconstruction) consiste à calculer une image à partir de ses
coefficients de représentation x dans le dictionnaire. C’est la transformée directe que nous nous
efforçons de rendre la plus rapide possible. Elle se calcule comme suit :
D :
RP×F −→ RP
x 7−→ ∑f∈F xf ∗ hC(f,r) . (4.6)
La complexité de cette opération (voir la section 3.2.3 du chapitre précédent) est O(#ES#P). Cette
complexité est proportionnelle à la taille des données #P dans le pire cas car nous ne faisons pas d’hy-
pothèse sur la parcimonie de x. Suivant l’implémentation, plus les codes (xf )f∈F sont parcimonieux,
plus la transformée est rapide.
Notons qu’il est également nécessaire de définir l’opérateur de synthèse partiel Df relatif à un
atome Hf . En effet, nous verrons dans la section 4.3.4 que nous pouvons utiliser un résidu pour
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éviter de recalculer Dx pour chaque mise à jour d’un bloc xf . Cet opérateur calcule simplement la
composition de convolutions le long du chemin C(f, r) :
Df :
RP −→ RP
xf 7−→ xf ∗ hC(f,r)
. (4.7)
La complexité du calcul associé à cet opérateur est O(KS#P) s’il y a K niveaux de profondeur à
l’arbre.
Opérateur d’analyse DT
L’opération d’analyse consiste à calculer les intercorrélations d’une image y avec les atomes du
dictionnaire. C’est la transformée adjointe, utilisée seulement lors de la recherche d’une représentation
parcimonieuse de y. Elle se calcule comme suit :
DT :
RP −→ RP×F
y 7−→
(
h˜C(f,r) ∗ y
)
f∈F
. (4.8)
Cependant, nous n’utilisons pas l’opérateur d’analyse en tant que tel. Puisque nous avons choisi de
séparer les blocs de code (xf )f∈F , nous verrons que ce sont les opérateurs (Df,T )f∈F qui interviennent
de manière séquentielle dans l’expression du gradient (voir plus loin l’équation (4.11)). Ainsi, nous
perdons la possibilité d’utiliser un parcours intelligent de l’arbre pour calculer l’action de l’opérateur
global DT , dont la complexité aurait été équivalente à celle de la transformée directe D (à ceci près
que la transformée adjointe est appliqué à des objets non parcimonieux tels que l’image brute y ou
un résidu).
Ce compromis a été motivé par le fait que la décomposition du code en blocs permet de faire des
pas de descente plus grands. Nous choisissons alors de calculer l’action de l’opérateur DT par transfor-
mée de fourier rapide. Nous remplaçons ainsi la complexité O(#FKS#P) (où K est la profondeur de
l’arbre) du calcul de l’ensemble des #F opérateurs Df,T par une complexité de O(#F#P log(#P)),
ce qui constitue une amélioration mineure si S et K ont des valeurs raisonnables. Nous calculons
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alors pour tout f ∈ F l’action de l’opérateur Df,T comme suit :
Df,T :
RP −→ RP
y 7−→ F−1
(
Ĥf .yˆ
) , (4.9)
où F−1 désigne la transformée de Fourier inverse. De plus, nous verrons dans la section 4.3.5 que
nous pouvons utiliser la transformée de Fourier des opérateurs (Df,T )f∈F pour accélérer le calcul des
constantes de Lipschitz (Lxf )f∈F .
Tous comptes faits, le gain d’efficacité dû à l’amélioration des pas de descente et à la simplification
du calcul des constantes de Lipschitz surpasse la perte d’efficacité dû à la décomposition de l’action
de la transformée adjointe. Bien sûr, il est possible qu’il existe une stratégie incrémentielle plus
compétitive que nous n’avons pas explorée.
4.3.4 Gradient partiel ∇xfΦ
En utilisant les opérateurs D et (Df,T )f∈F définis dans la section 4.3.3, nous réécrivons la partie
lisse Φ de la fonction objectif de (FTL∗) sous forme matricielle.
Φ((he)e∈E , (xf )f∈F ) = ‖Dx− y‖22 . (4.10)
Le gradient partiel de Φ relatif à la variable xf s’écrit alors simplement :
∇xfΦ((he)e∈E , (xf )f∈F ) = 2Df,T (Dx− y) . (4.11)
Ce gradient n’est pas recalculé en intégralité à chaque mise à jour de xf . Le produit Dx est calculé
selon (3.2) une première fois pour définir le résidu :
rx = Dx− y. (4.12)
Puis, lorsque la mise à jour xf,i+1 d’un bloc xf,i est calculée, le résidu est mis à jour selon :
rx ← rx + Df (xf,i+1 − xf,i). (4.13)
et le gradient est alors mis à jour par :
∇xfΦ((he)e∈E , (xf )f∈F ) = 2Df,T rx. (4.14)
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4.3.5 Constantes de Lipschitz Lxf
Le gradient partiel relatif au bloc xf de la partie régulière Φ de la fonction objectif est donné par
l’équation (4.11).
∇xfΦ = 2(Df,T (Dx− y).
La constante de Lipschitz Lxf doit donc vérifier∥∥∥2Df,TD(x− x′)∥∥∥
2
≤ Lxf
∥∥x− x′∥∥2
où x et x′ ne diffèrent en fait que par le bloc f . L’expression ci-dessus se simplifie donc en :
∥∥∥2Df,TDf (xf − x′f )∥∥∥
2
≤ Lxf
∥∥∥xf − x′f∥∥∥
2
.
Il suffit donc de choisir pour borne le rayon spectral du terme 2Df,TDf . A première vue cependant,
cette matrice est de taille #(P×P), ce qui implique un calcul extrêmement coûteux du rayon spectral.
Heureusement, cette matrice est circulante puisque son action traduit simplement une convolution
avec H˜f ∗ Hf . Elle est donc diagonalisée par l’opération de transformée de Fourier, bien moins
complexe qu’une recherche classique des valeurs propres. Nous obtenons alors :
Lxf = 2 max
(
|Ĥf |2
)
. (4.15)
D’autre part, comme les termes Ĥf
∗
constituant l’opérateur DT sont pré-calculés dans le domaine
de Fourier (voir la formule (4.9)), il nous suffit de chercher le maximum de |Ĥf |2, une tâche de
complexité O(#P).
4.3.6 Opérateur proximal proxΓ
′
f
t
Fonction de seuillage doux
L’opérateur proximal associé à la fonction ‖.‖1 est facile à calculer numériquement : il correspond
à l’opération de seuillage doux. Une démonstration peut être trouvée dans [CW05]. Il s’écrit :
(
prox
Γ′f
t (u)
)
p
=
 up −
λ
t sign(up) si |up| > λt ,
0 si |up| ≤ λt
. (4.16)
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La complexité du calcul de prox
Γ′f
t est clairement O(#P). Notons par ailleurs que le paramètre t est
choisi de telle sorte à majorer la constante de Lipschitz relative au gradient partiel de Φ relativement
à chaque bloc (xf )f∈F (voir la section 4.3.7). Par conséquent, le traitement par blocs du code impose
un seuil λ/t spécifique à chaque bloc, au lieu d’être global. L’effet de seuil est donc plus ou moins
fort selon les blocs. Plus la convolution par un atome Hf est mal conditionnée, plus la constante de
Lipschitz associée est grande (voir la section suivante, 4.3.5), et donc plus le seuil est faible.
Contrainte optionnelle sur le support de x
Il est possible de restreindre l’espace de recherche des éléments du code x en imposant un sous-
échantillonnage de x. En effet, même si l’ajout des fonctions Γ′f à la fonction objectif favorise la
parcimonie du code, il n’est pas rare que des coordonnées actives (non-nulles) s’accumulent dans
un voisinage très proche lors de l’apprentissage. Nous avons cherché à décourager cela, dans le but
de pousser l’apprentissage à fournir des atomes de taille conséquente. Notons qu’il existe d’autres
moyens que le sous-échantillonnage pour favoriser le comportement souhaité du code, comme par
exemple considérer une fonction de pénalité `1 sur des sous-échantillonnages de x. L’avantage du sous-
échantillonnage fixé est de se traduire par l’ajout d’une fonction indicatrice de l’ensemble des éléments
autorisés à la fonction objectif. Dès lors, l’opérateur proximal associé est une simple projection, comme
dans le cas de la contrainte de support des noyaux (he)e∈E , dont l’opérateur proximal est donné par
la formule (3.10). Il suffit de modifier les fonctions (Γ′f )f∈F de telle sorte que pour tout f ∈ F :
Γ′f (xf ) = λ
∥∥∥xf∥∥∥
1
+ χEP (x)
où EP est l’ensemble des éléments de P autorisés à faire partie du support de xf . L’expression de
l’opérateur proximal se transforme alors en :
prox
Γ′f
t (xf ) = sign(xf ).max
(
xf , λ
t
)
.1EP .
Nous avons utilisé ce type de contrainte dans la plupart des expériences numériques menées. Notons
toutefois qu’un tel sous-échantillonnage doit être raisonné par rapport, d’une part, à la taille de
l’image y, et d’autre part à la taille du support atteignable des atomes du dictionnaire, sous peine
d’observer des artefacts de blocs ou dans les cas extrêmes des trous dans la reconstitution.
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4.3.7 Mise à jour de xf
En suivant la règle de mise à jour définie par PALM (voir l’algorithme 4), nous allons mettre
chaque bloc de code à jour de manière séquentielle. Grâce au calcul du gradient (voir 4.3.4), des
constantes de Lipschitz associées (voir 4.3.5), et de l’opérateur prox
Γ′f
t (voir 4.3.6), nous pouvons à
présent calculer la mise à jour d’un bloc de code xf par la formule :
xf,i+1 = prox
Γ′f
tf
(
xf,i − 2
tf
Df,T (Dx− y)
)
, (4.17)
où le pas 1
tf
est choisi tel que tf = 1.001Lxf et x = (x1,i+1, . . . ,xf,i, . . . ,x#F ,i) est tel que les blocs
déjà mis à jour sont pris en compte dans le calcul de xf,i+1.
4.3.8 Algorithme PALMTREE∗
L’algorithme 7, nommé PALMTREE∗, récapitule toutes les étapes nécessaire à l’application de
PALM au problème (FTL)∗. Globalement, la complexité algorithmique de l’étape de mise à jour
des codes est O(#F(#ES + log #P)#P), tandis que l’étape de mise à jour du dictionnaire est
O(#E(#S+ S2)#P).
Notons qu’il est possible d’itérer plusieurs fois à la suite la boucle de mise à jour des codes. En
effet, si les deux étapes ont une complexité pseudo-linéaire par rapport à la taille de l’image #P,
en pratique la mise à jour de x est plus rapide. Il est donc intéressant de faire progresser le code
de manière significative avant de passer à la mise à jour du dictionnaire, qui est un peu plus lente.
D’autre part, la première étape de sparse coding joue un rôle d’initialisation de la représentation. Il
est donc important de la laisser converger correctement en itérant les mises à jour de x. Cette étape
s’apparente à un schéma de seuillage doux itératif usuel (voir la section 1.2.3 et [CW05]).
Afin de fournir un point de départ raisonnable à l’algorithme, ce qui est d’autant plus important
que le problème est non convexe, nous choisissons d’initialiser les noyaux. Nous utilisons pour cela
l’algorithme PALMTREE développé au chapitre 3 pour approcher un dictionnaire existant, tel qu’un
dictionnaire de curvelets. C’est un dictionnaire de curvelets approchées que nous utilisons dans les
sections 4.4 et 4.5 pour initialiser.
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Algorithm 7: PALMTREE∗
Input:
y : donnée image ;
D : dictionnaire initial défini par les noyaux (he)e∈E , leurs supports (Se)e∈E et un ordre de
parcours e ∈ E ;
Output:
Noyaux (he)e∈E et codes (xf )f∈F .
begin
Initialisation des noyaux (he)e∈E ;
while pas convergé do
Initialiser le résidu rx = Dx− y ; O(#ES#P)
for f ∈ F do
Calcul de Df,T r selon (4.9) ; O(#P log(#P))
Calcul de Lxf selon (4.15) ; O(#P)
Mise à jour de xf selon (4.17) ; O(#P)
Mise à jour de rx selon (4.13) ; O(KS#P)
Pré-calcul des termes he¯,r et hf,e¯ pour tout e ∈ E ; O(S#E#P)
Initialisation du résidu re ; O(#P)
for e ∈ E do
Calcul de He selon l’équation (3.12) ; O(#S#P)
Mise à jour de ye selon (3.16) ; O(#P)
Calcul de CTe ye selon l’équation (3.19) ; O(S#P)
Calcul de CTe C selon l’équation (3.20) ; O(S2#P)
Calcul de Le selon (3.22) ; O(S3)
Mise à jour de he selon l’équation (3.18) ; O(S)
Mise à jour de re selon (3.21) ; O(S#P)
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Figure 4.1 – Dictionnaires utilisés pour l’initialisation. Dictionnaire appris à partir d’une décomposition en
curvelets de niveau L = 2, pour J = 2 (à gauche) et J = 3 (à droite). Illustration de l’action de l’opérateur
DT sur une fonction de Dirac.
4.4 Expériences d’approximation
Dans cette section, nous présentons plusieurs expériences d’approximation visant à évaluer l’in-
fluence des paramètres du modèle sur la qualité du compromis entre la fidélité et la parcimonie de la
représentation.
Nous menons chaque expérience sur une seule image, que nous approchons à l’aide du problème
(FTL∗). Nous partons d’un dictionnaire initial D0 appris selon le procédé décrit dans la section 3.4
sur un dictionnaire de curvelets. Nous avons utilisé comme modèle une décomposition en curvelets
de niveau L = 2 avec 8 zones angulaires pour paver le domaine fréquentiel. Le dictionnaire initial est
composé des translations des #F = 9 atomes appris sur cette décomposition (voir la figure 4.1) avec
des couches supplémentaires (J = 2 ou J = 3 selon la taille de l’image à approcher) pour augmenter
le support accessible des atomes.
Notons que le nombre d’atomes du dictionnaire, à savoir 9, peut paraitre faible. Pour représenter
une seule image de taille raisonnable, nous avons constaté que choisir un plus grand nombre d’atomes
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Figure 4.2 – Images 256× 256 utilisées dans les expériences. À gauche, “Barbara”, au centre, “Toulouse”, à
droite, “Empreinte”.
cause un phénomène de sur-apprentissage qui se traduit par de fortes ressemblances entre certains
atomes et une parcimonie dégradée. Dans une stratégie d’apprentissage “online” effectué sur une base
importante d’images, considérer un plus grand nombre d’atomes serait pertinent.
Pour évaluer la fidélité de représentation, nous utilisons l’indice PSNR dans sa définition classique,
à savoir :
PSNR = 10 log10
(
d2
MSE
)
(4.18)
où MSE est l’erreur quadratique moyenne définie par MSE = ‖y−Dx‖22. Quant à la parcimonie de
la représentation x, elle est mesurée en proportion de la taille des données #P. C’est à dire que nous
donnons les valeurs du rapport `0/#P. Une parcimonie de 10% de correspond donc pas à 10% des
coefficients de x ∈ RP×F , mais à 10% de la taille de P.
4.4.1 Influence de l’échantillonnage de x
En première approximation, une contrainte d’échantillonnage sur x nous permet de favoriser
l’apprentissage d’atomes de plus grande taille. Notons qu’il peut être intéressant d’apprendre un dic-
tionnaire de cette façon, puis de calculer la représentation des images tests sans contrainte d’échan-
tillonnage. Dans cette expérience, nous nous limitons à examiner les caractéristiques des dictionnaires
appris.
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Protocole
Nous sélectionnons une portion de taille 128 × 128 de l’image Toulouse (voir la figure 4.2) pour
définir y, i.e., #P = 16384, et nous en calculons une approximation en résolvant le problème (FTL∗).
Le dictionnaire initial est le modèle de paramètre J = 2 (celui de gauche sur la figure 4.1). Nous
faisons alors varier l’échantillonnage de chaque bloc xf via un pas d’échantillonnage q :
supp xf ∈ {p ∈ P | q(px, py) ∈ P}.
Par exemple, q = 2 signifie que nous sélectionnons un pixel sur deux en ligne et en colonne pour faire
partie du support de xf . L’échantillonnage utilisé est le même pour tous les blocs. Nous avons choisi
de travailler sur de petites images car pour chaque valeur de q, nous apprenons plusieurs dictionnaires
en faisant varier λ (le poids du terme de pénalisation `1 dans le problème (FTL∗), voir la formule
(4.3)) de 1 à 500.
Résultats
La figure 4.3 montre le PSNR des reconstructions Dx apprises en fonction de la parcimonie de
x. À titre de comparaison, nous donnons la courbe de PSNR associée à la reconstruction par une
transformée en curvelets dont les coefficients sont solutions de (4.1). La décomposition en curvelets
utilisée est calculée à l’aide de la toolbox Curvelab introduite dans [CDDY06]. Dans l’ensemble,
les dictionnaires appris fournissent des reconstructions de qualité légèrement supérieure à leur re-
construction par la transformée en curvelets fixe. Ensuite, il apparait que l’échantillonnage de x
conditionne le domaine de parcimonie de prédilection du dictionnaire. Par exemple, nous observons
qu’un pas d’échantillonnage q = 4 donne le meilleur PSNR à forte parcimonie, et le pire à faible
parcimonie. Ceci suggère que les contraintes à poser sur x doivent être pertinentes par rapport à
l’échelle de parcimonie visée.
La question de la résolution atteignable se pose alors. En effet, un sous-échantillonnage de x
implique que les détails de taille inférieure à q pourront difficilement être nets. Même si la contrainte
est relâchée après l’apprentissage, la taille des atomes appris est conditionnée par q. Une possibilité
est alors de choisir des paramètres d’échantillonnage différents pour les différents (xf )f∈F , ce qui peut
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Figure 4.3 – Évolution du PSNR des approximations obtenues par résolution de (FTL∗) en fonction de la
parcimonie des représentations associées.
également permettre l’apparition d’atomes de tailles différentes, pour pouvoir garantir la performance
de la représentation à la fois sur les zones homogènes et sur les détails des images.
4.4.2 Influence du paramètre λ
Dans cette expérience, nous étudions l’influence du paramètre λ sur les propriétés du dictionnaire
appris. Notamment, nous nous intéressons à la forme que prennent les atomes appris, ainsi qu’aux
performances des dictionnaires obtenus pour λ ∈ {50, 150, 300} en fonction de la parcimonie de la
représentation.
Protocole
Nous sélectionnons une image y de taille 256 × 256, i.e., #P = 65536, et nous en calculons une
approximation en résolvant le problème (FTL∗). Le dictionnaire initial est le modèle de paramètre
J = 3 (celui de droite sur la figure 4.1). Nous choisissons un pas d’échantillonnage de x égale à q = 4
(pour favoriser l’apparition de grands atomes) et apprenons plusieurs dictionnaires : un pour chaque
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valeur de λ dans {50, 150, 300}. Pour chacun de ces dictionnaires ainsi que pour la transformée en
curvelet qui a servi à initialiser le dictionnaire, nous calculons les PSNR associés aux reconstructions
à tous les niveaux de parcimonie. Pour cela, nous fixons le dictionnaire et optimisons la représentation
x pour 1 ≤ λ ≤ 103 et q = 2 (la contrainte est donc relâchée par rapport au q = 4 imposé pour la
phase d’apprentissage). De plus, nous réalisons cette expérience pour plusieurs images différentes.
À titre de repère, les performances en termes de PSNR d’un seuillage doux des coefficients d’une
décomposition en ondelettes de Daubechies “db4” au niveau 5 et au niveau 1 sont également montrées.
Nous avons utilisé pour cela la Wavelet Toolbox officielle de MatLab 2014.
Résultats
Les performances des trois dictionnaires appris sur les images Barbara et Toulouse (voir la figure
4.2) sont comparées sur les figures 4.4 et 4.7 respectivement. Elles sont confrontés à celles d’un
seuillage doux itératif sur les coefficients de la décomposition en curvelets ayant servi à initialiser le
dictionnaire.
Il transparait que les dictionnaires appris offrent de meilleures performances d’approximation
lorsque la parcimonie est forte (proportion de coefficients non nuls inférieure à 40% de #P dans le
cas de Barbara, 30% pour Toulouse). Au delà, la décomposition en curvelets approche mieux y (ce qui
est certainement en partie dû à la contrainte d’échantillonnage imposée à x). Nous observons donc le
comportement souhaité : il est possible d’obtenir des représentations plus parcimonieuses pour une
même qualité d’approximation avec un dictionnaire appris par résolution de (FTL∗). Enfin, notons
que le paramètre λ fixé pour réaliser l’apprentissage a peu d’influence sur les performances des
dictionnaires appris. Nous observons une meilleure performance du dictionnaire appris avec λ = 50
pour les représentations peu parcimonieuses, tandis qu’à forte parcimonie les performances des trois
dictionnaires appris sont presque identiques. Cette tendance est valable pour les deux images testées.
Les figures 4.6 et 4.9 montrent les reconstructions obtenues pour différents taux de parcimonie par
les dictionnaires appris avec λ = 50.
Les bonnes performances de la décomposition en ondelettes de niveau 5 sont dues à sa capacité
à générer de plus grands atomes. La décomposition en curvelets utilisée étant très peu profonde, elle
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Figure 4.4 – (Barbara) Évolution du PSNR entre donnée y et reconstruction Dx en fonction de la parcimonie
de x (`0/#P).
ne génère que de petits atomes.
Si le choix de λ affecte de façon mineure les performances d’approximation des dictionnaires
appris, il est intéressant d’observer son influence sur la forme des atomes obtenus à l’issue de l’ap-
prentissage. Les figures 4.5 et 4.8 comparent les atomes des différents dictionnaires. Il apparait alors
que si la plupart des atomes ont le même rôle (i.e., la même forme et la même bande fréquentielle)
d’un dictionnaire à l’autre (pour une même image), certains évoluent subtilement. Notamment, nous
observons une évolution de la localisation espace-fréquence des atomes. Lorsque λ augmente, l’éta-
lement spatial des atomes augmente, tandis que leur étalement fréquentiel diminue. Le paramètre
λ nous permet donc d’affecter la taille des atomes appris. Nous pouvons alors imaginer, grâce à
la division de x en blocs (xf )f∈F , de donner un aspect multi-résolution au dictionnaire appris en
considérant des coefficients adaptés (λf )f∈F .
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Figure 4.5 – (Barbara) Atomes obtenus par la résolution de (FTL∗) pour λ = 50 (à gauche), λ = 150 (au
milieu) et λ = 300 (à droite).
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Figure 4.6 – (Barbara) Reconstruction Dx obtenue pour q = 2 et différentes parcimonies. L’image originale
est montrée en haut à gauche. En haut à droite, la reconstruction obtenue avec `0/#P = 46% (PSNR= 31.3).
En bas à gauche, avec `0/#P = 26% (PSNR= 27.6). En bas à droite, avec `0/#P = 18% (PSNR= 23.6).
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Figure 4.7 – (Toulouse) Évolution du PSNR entre donnée y et reconstruction Dx en fonction de la parcimonie
de x (proportion de coefficients non-nuls).
Figure 4.8 – (Toulouse) Atomes obtenus par la résolution de (FTL∗) pour λ = 50 (à gauche), λ = 150 (au
milieu) et λ = 300 (à droite).
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Figure 4.9 – (Toulouse) Reconstruction Dx obtenue pour q = 2 et différentes parcimonies. L’image originale
est montrée en haut à gauche. En haut à droite, la reconstruction obtenue avec `0/#P = 52% (PSNR= 22.5).
En bas à gauche, avec `0/#P = 22% (PSNR= 18.8). En bas à droite, avec `0/#P = 10% (PSNR= 14.8).
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4.5 Expériences de débruitage
Dans cette section, nous cherchons à obtenir une première idée des performance du modèle proposé
en débruitage. Pour cela, nous régularisons à l’aide du problème (FTL∗) une image y contaminée
par un bruit Gaussien de moyenne nulle et de variance σ2. Nous partons d’un dictionnaire initial D0
appris selon le procédé décrit dans la section 3.4 sur un dictionnaire de curvelets. Ce dictionnaire
est composé des translations des #F = 9 atomes de curvelets issus d’une décomposition au niveau
L = 2 (voir la figure 4.1) pour les raisons évoquées dans la section précédente 4.4.
4.5.1 Influence du paramètre λ
Nous avons montré dans les expériences du chapitre 2 que le modèle de dictionnaire par compo-
sition de convolutions avait déjà tendance à régulariser le bruit présent dans les données, d’autant
plus lorsque plusieurs occurrences des atomes sont observées. Dans cette expérience, nous évaluons
sur quelques exemples d’images l’influence sur la régularisation du paramètre de parcimonie λ.
Protocole
Nous considérons une image y de taille 256 × 256, contaminée par un bruit additif Gaussien
b ∼ N (0, σ2) de variance σ2 ∈ {252, 502} telle que :
y = y0 + b.
Nous choisissons des valeurs de λ allant de 1 à 103 et fixons le pas d’échantillonnage du code à q = 4.
Nous utilisons alors l’algorithme PALMTREE∗ pour résoudre (FTL∗) avec ces paramètres.
Notons que nous pourrions apprendre le dictionnaire sur une image saine et l’utiliser pour réduire
le bruit dans une image similaire contaminée. Cependant, de meilleurs résultats sont généralement
obtenus lorsque le dictionnaire est appris directement sur la donnée contaminée (voir [Ela10]).
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Figure 4.10 – (Empreinte) Évolution du PSNR entre y0 et reconstruction Dx en fonction du paramètre λ
choisi pour l’apprentissage.
4.5.2 Résultats
Pour donner une première évaluation des performances de débruitage de (FTL∗), nous mesurons
l’erreur quadratique moyenne suivante :
MSE =
∥∥∥Dx− y0∥∥∥2
2
et nous exprimons cet écart sous la forme d’un indice PSNR (dont la formule est donnée par l’équation
(4.18)). Plus cet indice est grand, plus le bruit a été réduit. Nous le comparons également au PSNR
sur y calculé avec l’erreur quadratique moyenne
∥∥y− y0∥∥22.
La figure 4.10 montre les PSNR obtenus en fonction des valeurs de λ. Sans surprise, nous consta-
tons qu’il existe une valeur “optimale” de λ, pour laquelle le PSNR de la reconstruction est maximum.
Si λ est trop petit, nous sommes dans une situation de sur-apprentissage : x n’est pas très parcimo-
nieux et Dx est trop proche des données bruitées. À l’inverse, lorsque λ est choisi trop grand, x est
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Figure 4.11 – (Empreinte) Atomes obtenus par la résolution de (FTL∗) pour λ = 300 et un bruit sur y de
variance σ2 = 252 (à gauche), pour λ = 800 et σ2 = 502 (à droite)
trop parcimonieux pour représenter convenablement les données. Dans le cas σ2 = 252, le PSNR de
la reconstruction optimale atteint 26.5 (pour un PSNR sur y de 20.1), tandis que pour σ2 = 502, il
atteint 22.8 (pour un PSNR sur y de 14.1). Les images restaurées correspondant à ces paramètres
sont représentées sur la figure 4.12.
Enfin, la figure 4.11 montre les atomes des dictionnaires appris pour ces même paramètres. Nous
constatons que les atomes appris ne sont pas contaminés par le bruit présent sur y. Ils sont même
plutôt lisses, et plus particulièrement dans le cas σ2 = 502. Nous pouvons leur trouver le même
défaut d’homogénéité remarqué dans les expériences d’approximation (voir la section 4.4) lorsque λ
est choisi grand.
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Figure 4.12 – (Empreinte) Réduction du bruit. Images contaminées à gauche (σ2 = 252 en haut, σ2 = 502 en
bas). Reconstructions Dx obtenues pour les paramètres λ optimaux à droite.
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4.6 Conclusion
Ce dernier chapitre a apporté la démonstration du potentiel de la méthode d’apprentissage de
transformée rapide proposée pour des tâches d’approximation et de débruitage. Nous avons d’abord
couplé la méthode de mise à jour de dictionnaire avec une étape de décomposition parcimonieuse.
Cette étape a été intégrée à l’algorithme de résolution PALM déjà utilisé dans le chapitre 3, pour
former l’algorithme PALMTREE∗. La complexité raisonnable des mises à jour du dictionnaire comme
du code permet de traiter directement des images de taille réelle et l’algorithme converge vers un point
stationnaire du problème (FTL∗). D’autre part, les expériences numériques présentées témoignent
d’un potentiel encourageant pour l’approximation comme pour le débruitage d’images. Nous avons
constaté que le modèle proposé est capable de fournir des représentations raisonnablement parcimo-
nieuses et des dictionnaires robustes au bruit.
Si les exemples de dictionnaires présentés permettent déjà de réaliser des tâches simples, d’ap-
proximation ou de débruitage, il apparait nécessaire d’explorer plus en avant le modèle de dictionnaire
proposé. Ce dernier est en effet beaucoup plus riche que l’aperçu que nous pouvons en donner dans
cet ouvrage. En premier lieu, afin de pouvoir traiter de véritables tâches d’apprentissage, il semble
nécessaire de travailler sur une version “online” de la méthode. D’autre part, étant donnée la struc-
ture particulière des codes, il faut également s’autoriser à envisager des méthodes de décomposition
parcimonieuse plus spécifiques que le basis pursuit denoising. Enfin, si la complexité algorithmique
de la méthode proposée est encourageante, le passage à l’échelle vers des images de très grande taille
(par exemple de télédection) constitue encore une épreuve. Toute possibilité visant à réduire encore
cette complexité devra être explorée.
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Conclusions et perspectives
Dans l’essentiel, le travail de cette thèse à consisté à l’élaboration d’une méthode nouvelle d’ap-
prentissage de dictionnaires pour la représentation parcimonieuse d’images, répondant à un impératif
d’efficacité calculatoire. Si la méthode développée montre des résultats prometteurs, elle a encore be-
soin d’être validée de manière plus intensive pour révéler son plein potentiel.
Résumé des contributions
La première contribution de la thèse est l’étude d’un modèle d’atome composé de convolutions de
noyaux parcimonieux. Cette étude nous a mené à définir un problème d’optimisation non convexe,
que nous avons tenté de résoudre à l’aide d’un schéma de minimisations alternées. Nous avons pu
proposer un algorithme d’apprentissage efficace profitant de la structure parcimonieuse des atomes,
de complexité linéaire par rapport à la taille de l’image. Les tests numériques ont prouvé que la
méthode proposée permet effectivement de construire de grands atomes capables d’approcher avec
précision des atomes de dictionnaires fixes tels que des curvelets. De plus, ces tests montrent que
malgré la non convexité du problème d’optimisation posé, trouver un minimum global n’est pas hors
de portée.
La contribution clé de ce travail réside dans le modèle de dictionnaire défini dans le chapitre 3.
Nous y avons proposé une méthode pour apprendre un dictionnaire entier d’atomes, tous exprimés
comme des compositions de convolutions de noyaux parcimonieux. Pour améliorer l’efficacité de la
transformée définie par un tel dictionnaire, nous avons organisé les noyaux de convolution selon
une structure d’arbre, réduisant ainsi drastiquement le nombre moyen de degrés de liberté servant
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à définir un atome. Nous avons alors défini le problème d’optimisation (FTL) et mis au point un
algorithme de descente alternée inspiré de l’algorithme PALM, adapté à la structure de ce problème
et offrant la garantie de convergence vers un point critique. L’algorithme PALMTREE proposé profite
d’un parcours intelligent de l’arbre pour mettre à jour le dictionnaire noyau par noyau de manière
efficace. La complexité de cet algorithme dépend linéairement du nombre de noyaux et de la taille
des données. Elle est cependant plus sensible à la parcimonie des noyaux, qui a vocation à rester
forte. Enfin, nous avons montré numériquement que ce modèle de dictionnaire à plusieurs atomes est
capable d’approcher une vaste classe d’atomes. Toutefois, il apparait sans surprise que la structure
de l’arbre influe sur la qualité d’approximation dont sont capables les atomes. Nous avons proposé
une méthode de construction d’arbres à partir de pyramides de pavages fréquentiels imbriqués qui
s’avère pratique mais la question d’adapter la structure de l’arbre à une tâche spécifique n’est pas
traitée.
Enfin, nous avons développé dans le chapitre 4 un schéma d’apprentissage de dictionnaires conju-
guant la méthode de mise à jour d’un dictionnaire convolutif arborescent avec une étape de décom-
position parcimonieuse. Pour cela, nous avons ajouté un terme de pénalité non lisse favorisant la
parcimonie du code à la fonction à optimiser, pour former le problème (FTL∗). Cet ajout rentrant
tout à fait dans le cadre d’application de l’algorithme PALM, il nous a permis de traiter les mises à
jour du code sans affecter les mises à jour des noyaux du dictionnaire. Enfin, nous avons montré à
travers une courte étude numérique qu’il est réaliste d’utiliser la méthode proposée pour résoudre de
problèmes d’approximation et de débruitage sur des images réelles.
Perspectives
Bien que les études menées dessinent une méthode au potentiel intéressant, ce dernier reste encore
à réaliser. La méthode est jeune et nombre d’alternatives aux solutions proposées face aux problèmes
rencontrés pendant son développement n’ont pas été explorées ou même considérées.
Au cœur du modèle, la contrainte de support imposée aux noyaux est extrêmement rigide, et
les applications de supports utilisées dans les études numériques sont issues d’une heuristique qui a
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montré qu’elle n’était pas toujours adaptée. Remettre en question cette contrainte parait nécessaire
pour améliorer les performances de la méthode. Une possibilité serait d’apprendre les supports des
noyaux à l’aide d’une méthode de type matching pursuit. Une autre consisterait à remplacer la
contrainte de support par un terme de pénalisation `1 dans la fonction énergie favorisant la parcimonie
des noyaux.
Une autre amélioration de structure pourrait viser les arbres utilisés pour organiser les diction-
naires. En effet, la structure arborescente choisie influence les rôles possibles des différents atomes
par les noyaux en communs avec les branches voisines. Il est crucial de ne pas limiter les études à
quelques types d’arbres. Ceci étant, une étude exhaustive de l’influence de la structure arborescente
sur les performances des dictionnaires parait difficile à mener. Une solution considérée pendant cette
thèse consisterait à construire l’arbre pendant la procédure d’apprentissage afin de l’adapter lui aussi
aux données. Dans ce but, il serait intéressant d’utiliser une pyramide de sous-échantillonnages sur
les données et de “faire pousser” l’arbre en lui greffant des arêtes au fur et à mesure que la résolution
de l’image considérée augmente.
D’autre part, les questions d’ordre algorithmique constituent une autre piste d’intérêt. Dans sa
forme actuelle, l’algorithme proposé est performant mais certainement pas optimal. Tout d’abord,
la complexité de certaines étapes est très sensible à la parcimonie des noyaux. Cela signifie que la
méthode n’est raisonnable que pour de petits supports. Si la contrainte de support venait à évoluer,
il serait nécessaire de repenser ces étapes de l’algorithme. D’autre part, il serait préférable de calculer
la transformée adjointe de manière incrémentielle comme la transformée directe. Actuellement, la
décomposition du code en blocs impose des compromis qui ne sont certainement pas optimaux pour
la rapidité des transformées. Toute possibilité d’accélérer encore ces transformées devra être explorée.
Pour compléter la méthode proposée, il faudra tôt ou tard en concevoir une version “online” pour
pouvoir traiter des tâches d’apprentissage séquentiel. La question n’est pas triviale, notamment à
cause de la structure particulière (et volumineuse) des codes. Il faut en effet éviter d’avoir à stocker
les codes de plusieurs images.
Enfin, d’un point de vue plus théorique, il serait intéressant d’étudier la structure de la fonction
154 Conclusions et Perspectives
objectif liée à l’optimisation d’une composition de convolutions. En effet, les expériences de conver-
gence menées ont montré que l’accès au minimum global de cette fonction non convexe était parfois
facile. Comprendre de manière formelle dans quelles conditions la fonction objectif se prête à une
optimisation globale est une question cruciale qui pourrait grandement bénéficier à la méthode.
Annexes
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Annexe A
Preuves du chapitre 2
A.1 Preuve de la proposition 2.3.1 (existence d’un minimiseur de
(P1))
Remarquons tout d’abord que D est un ensemble compact. De plus, lorsque (2.10) est vérifiée, la
fonction objectif de (P1) est coercive en λ. Dès lors, pour un seuil µ, il est possible de construire un
ensemble compact tel que la fonction objectif évaluée à n’importe quel (λ,h) en dehors de cet ensemble
compact soit plus grand que µ. Par conséquent, nous pouvons extraire une sous-suite convergente de
n’importe quelle suite minimisante. Puisque la fonction objectif de (P1) est continue sur un domaine
fermé, tout point limite de cette sous-suite est un minimiseur de (P1).
A.2 Preuve de la proposition 2.3.2 (équivalence de (P0) et (P1))
La preuve de 1 repose sur une reformulation de l’expression d’un point stationnaire de (P1), et
la preuve que les multiplicateurs de Lagrange associés avec la contrainte de norme unitaire sur les
(hk)1≤k≤K sont tous égaux à 0. D’abord, considérons la différentielle partielle de la fonction objectif
de (P1) par rapport à λ et un multiplicateur de Lagrange γλ ≥ 0 associé à la contrainte λ ≥ 0. Nous
pouvons écrire :
λ
∥∥∥x ∗ h1 ∗ · · · ∗ hK∥∥∥2
2
−
〈
x ∗ h1 ∗ · · · ∗ hK ,y
〉
= γλ2 , (A.1)
et
λγλ = 0. (A.2)
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Alors, en considérant les multiplicateurs de Lagrange γk ∈ R associés à chaque contrainte
∥∥∥hk∥∥∥
2
= 1,
nous obtenons pour tout k ∈ {1, . . . ,K}
λH˜k ∗ (λx ∗ h1 ∗ · · · ∗ hK − y) = γkhk, (A.3)
où Hk est défini par (2.6). En prenant le produit scalaire de (A.3) avec hk et en utilisant les égalités
‖hk‖2 = 1 et (A.1), nous avons
γk = λ
γλ
2 = 0, ∀k ∈ {1, . . . , k}.
Par conséquent, (A.3) prend la forme, pour tout k ∈ {1, . . . ,K}
λH˜k ∗ (λx ∗ h1 ∗ · · · ∗ hK − y) = 0. (A.4)
Lorsque λ > 0, ceci implique immédiatement que les noyaux g définis par (2.11) satisfont
∂E
∂hk
(h) = 0, ∀k ∈ {1, . . .K},
i.e., les noyaux g ∈ (RP)K forment un point stationnaire de (P0).
La preuve du point 2 est directe car pour n’importe quel (fk)1≤k≤K ∈ (RP)K satisfaisant les
contraintes de (P0) 1, nous obtenons
∥∥∥x ∗ g1 ∗ . . . ∗ gK − y∥∥∥2
2
=
∥∥∥λx ∗ h1 ∗ . . . ∗ hK − y∥∥∥2
2
≤
∥∥∥∥∥
(
K∏
k=1
∥∥∥fk∥∥∥
2
)
x ∗ f
1
‖f1‖2
∗ . . . ∗ f
K
‖fK‖2
− y
∥∥∥∥∥
2
2
≤
∥∥∥x ∗ f1 ∗ . . . ∗ fK − y∥∥∥2
2
.
Par conséquent, les noyaux (gk)1≤k≤K définis par (2.11) forment une solution de (P0).
1. Nous supposons en plus que
∥∥fk∥∥2 6= 0, pour tout k ∈ {1, . . . ,K}, sinon l’inégalité est triviale.
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A.3 Preuve de la proposition 2.4.2
Le premier point de la proposition 2.4.2 peut être obtenu directement puisque 1) la suite de
noyaux générée par l’algorithme appartient à D qui est compact, 2) la fonction objectif de (P1) est
coercive en λ lorsque (2.17) est vérifiée, et 3) la fonction objectif est continue et décroît au fur et à
mesure des itérations.
pour prouver le second point de 2.4.2, considérons un point limite (λ∗,h∗) ∈ R × D. Notons F
la fonction objectif de (P1) et (λo,ho)o∈N une sous-suite de (λn,hn)n∈N qui converge en (λ∗,h∗). Les
énoncés suivants sont triviaux, puisque F est continue et (F (λn,hn))n∈N décroît :
lim
o→∞F (T (h
o)) = lim
o→∞F (λ
o,ho) = F (λ∗,h∗) (A.5)
Cependant, si pour k ∈ {1, . . . ,K}, le vecteur CTk y 6= 0 et la matrice Ck générée par Tk(h∗) est de
rang plein, alors il existe un voisinage ouvert de Tk(h∗) tel que ces conditions restent vraies pour les
matrices Ck générées par des noyaux h dans ce voisinage. Par conséquent, la kième itération de la
boucle “for" est une application continue sur ce voisinage. Finalement, nous déduisons qu’il existe un
voisinage de h∗ dans lequel T est continue.
Puisque T est continue dans le voisinage de h∗ et que (ho)o∈N converge vers (h∗), la suite
(T (ho))o∈N converge vers T (h∗) et (A.5) assure que
F (T (h∗)) = F (λ∗,h∗).
Par conséquent, en notant h∗ = (h∗,k)1≤k≤K , pour chaque k ∈ {1, . . . ,K}, F (λ∗, h∗,k) est égal à la
valeur minimale de (Pk). Puisque Ck est de rang plein, nous savons que ce minimiseur est unique
(voir la fin de la section 2.4.2), d’où (λ∗, h∗,k) est l’unique minimiseur de (Pk). Nous déduisons alors
que (λ∗,h∗) = T (h∗).
Enfin, nous savons également que (λ∗,h∗) est un point stationnaire de (Pk). En combinant les K
équations énonçant, pour chaque k, que (λ∗,h∗,k) est un point stationnaire de (Pk), nous trouvons
que (λ∗,h∗) est un point stationnaire de (P1).
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