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Homotopy field theory in dimension 2 and group-algebras
Vladimir Turaev
Abstract
We apply the idea of a topological quantum field theory (TQFT) to maps from
manifolds into topological spaces. This leads to a notion of a (d+ 1)-dimensional
homotopy quantum field theory (HQFT) which may be described as a TQFT
for closed d-dimensional manifolds and (d + 1)-dimensional cobordisms endowed
with homotopy classes of maps into a given space. For a group π, we introduce
cohomological HQFT’s with target K(π, 1) derived from cohomology classes of
π and its subgroups of finite index. The main body of the paper is concerned
with (1 + 1)-dimensional HQFT’s. We classify them in terms of so called crossed
group-algebras. In particular, the cohomological (1+1)-dimensional HQFT’s over
a field of characteristic 0 are classified by simple crossed group-algebras. We
introduce two state sum models for (1 + 1)-dimensional HQFT’s and prove that
the resulting HQFT’s are direct sums of rescaled cohomological HQFT’s. We also
discuss a version of the Verlinde formula in this setting.
Introduction
Topological quantum field theories (TQFT’s) produce topological invariants of
manifolds using ideas from quantum field theory. For d ≥ 0, a (d+1)-dimensional
TQFT over a commutative ring K assigns to every closed oriented d-dimensional
manifold M a K-module AM and assigns to every compact oriented (d + 1)-
dimensional cobordism (W,M0,M1) a K-homomorphism τ(W ) : AM0 → AM1 .
These modules and homomorphisms should satisfy a few axioms, the main axiom
being the multiplicativity of τ with respect to gluing of cobordisms. The study
of TQFT’s has been especially successful in low dimensions d = 1 and d = 2.
Deep algebraic theories come up in both cases. The (1 + 1)-dimensional TQFT’s
bijectively correspond to finite-dimensional commutative Frobenius algebras (see
[Di], [Du]). The (2+1)-dimensional TQFT’s are closely related to quantum groups
and braided categories (see [Tu]).
In this paper we apply the basic ideas of a TQFT to maps from manifolds
into topological spaces. This suggests a notion of a (d+1)-dimensional homotopy
quantum field theory (HQFT) which may be briefly described as a TQFT for
closed d-dimensional manifolds and (d+1)-dimensional cobordisms endowed with
homotopy classes of maps into a pointed path-connected space X . The (0 +
1)-dimensional HQFT’s over a field correspond bijectively to finite-dimensional
representations of π1(X) or, equivalently, to finite-dimensional flat vector bundles
overX . Thus, HQFT’s may be viewed as higher-dimensional versions of flat vector
bundles. The standard notion of a TQFT may be interpreted in this language as
an HQFT with contractible target.
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In the case where X is an Eilenberg-MacLane space K(π, 1) corresponding to a
group π, the homotopy classes of maps to X classify prinicipal π-bundles. Thus, a
(d+1)-dimensional HQFT with target X yields invariants of prinicipal π-bundles
over closed d-dimensional manifolds and (d+ 1)-dimensional cobordisms.
In the first part of the paper we discuss a general setting of HQFT’s. In
particular we introduce cohomological HQFT’s determined by cohomology classes
of groups. For d = 1, we define a wider class of semi-cohomological HQFT’s.
In the second part of the paper we focus on algebraic structures underlying
(1+1)-dimensional HQFT’s. For a group π, we introduce a notion of a π-algebra.
Briefly speaking, this is an associative algebra L endowed with a splitting L =⊕
α∈π Lα such that LαLβ ⊂ Lαβ for any α, β ∈ π. We introduce various classes of
such group-algebras including so-called crossed, semisimple, biangular, and non-
degenerate group-algebras. The crossed group-algebras play the key role in the
study of (1 + 1)-dimensional HQFT’s. Our main result is that each (1 + 1)-
dimensional HQFT with target X has an underlying crossed π1(X)-algebra and,
moreover, this establishes a bijection between (the isomorphism classes of) (1+1)-
dimensional HQFT’s with target X and crossed π1(X)-algebras. For π = 1, we
obtain the well known equivalence between the (1 + 1)-dimensional TQFT’s and
commutative Frobenius algebras (see [Di], [Du]).
The semi-cohomological (1+1)-dimensional HQFT’s (arising from 2-cohomology
of groups) seem to be especially important since they satisfy a version of the
Verlinde formula. The underlying crossed group-algebra of a semi-cohomological
(1 + 1)-dimensional HQFT is semisimple; we establish the converse provided the
ground ring K is a field of characteristic 0.
In the third part of the paper we discuss lattice models for (1+ 1)-dimensional
HQFT’s with target K(π, 1). We introduce two lattice models derived from bian-
gular (resp. non-degenerate) π-algebras. The first model generalizes the well
known lattice model for (1 + 1)-dimensional TQFT’s, see [BP], [FHK]. We first
present a map from a surface to K(π, 1) by a π-system, i.e., a system of elements
of π associated with 1-cells of a CW-decomposition of the surface. We fix a bian-
gular π-algebra and use it to define a partition function (or a state sum) of each
π-system. This partition function is homotopy invariant and determines a (1+1)-
dimensional HQFT’s with target K(π, 1). The model based on a non-degenerate
π-algebra is more subtle: generally speaking, the corresponding partition func-
tions are not homotopy invariant. To obtain an HQFT we sum up the partition
functions over all π-systems in a given homotopy class.
We prove that the lattice (1 + 1)-dimensional HQFT’s over an algebraically
closed field of characteristic 0 are semi-cohomological. This implies that these
HQFT’s satisfy the Verlinde formula.
This paper is a preliminary step towards a study of similar phenomena for
d = 2 and d = 3.
Throughout the paper, the symbol K denotes a commutative ring with unit.
The symbol π denotes a group.
Part I. Homotopy quantum field theories
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1. Basic definitions and examples
1.1. Preliminaries. We shall use the language of pointed homotopy theory.
A topological space is pointed if all its connected components are provided with
base points. A map between pointed spaces is a continuous map sending base
points into base points. Homotopies of such maps are always supposed to be
constant on the base points. We shall work in the topological category although
all our definitions apply in the smooth and piecewise-linear categories. Thus, by
manifolds we shall mean topological manifolds.
Let X be a path-connected topological space with base point x ∈ X . We call an
X-manifold any pair (a pointed closed oriented manifoldM , a map gM :M → X).
The map gM is called the characteristic map. It sends the base points of all
components of M into x. It is clear that a disjoint union of X-manifolds is an X-
manifold. An empty set ∅ is considered as an X-manifold of any given dimension.
An X-homeomorphism of X-manifolds f : M → M ′ is an orientation preserving
homeomorphism sending the base points of M onto those of M ′ and such that
gM = gM ′f where gM , gM ′ are the characteristic maps of M,M
′, respectively.
By a cobordism we shall mean a triple (W,M0,M1) where W is a compact
oriented manifold whose boundary is a disjoint union of pointed closed oriented
manifolds M0,M1 such that the orientation of M1 (resp. M0) is induced by the
one of W (resp. is opposite to the one induced from W ). The manifold W itself
is not supposed to be pointed.
An X-cobordism is a cobordism (W,M0,M1) endowed with a map W → X
sending the base points of the boundary components into x. Both bases M0 and
M1 are considered as X-manifolds with characteristic maps obtained by restricting
the given map W → X . If (W,M0,M1) is an X-cobordism, then (−W,M1,M0)
is also an X-cobordism where −W denotes W with opposite orientation. An
X-homeomorphism of X-cobordisms f : (W,M0,M1)→ (W ′,M ′0,M
′
1) is an orien-
tation preserving homeomorphism inducingX-homeomorphismsM0 →M ′0,M1 →
M ′1 and such that gW = gW ′f where gW , gW ′ are the characteristic maps ofW,W
′,
respectively.
We can glue X-cobordisms along the bases. If (W0,M0, N), (W1, N
′,M1) are
X-cobordisms and f : N → N ′ is an X-homeomorphism then the gluing of W0 to
W1 along f yields a new X-cobordism with bases M0 and M1. Here it is essential
that gN = gN ′f .
1.2. Definition of HQFT’s. Fix an integer d ≥ 0 and a path-connected topo-
logical space X with base point x ∈ X . We define a (d+1)-dimensional homotopy
quantum field theory (A, τ) with target X . It will take values in the category of
projective K-modules of finite type ( = direct summands of Kn with n = 0, 1, ...).
The reader may restrict himself/herself to the case where K is a field so that
projective K-modules of finite type are just finite-dimensional vector spaces over
K.
A (d + 1)-dimensional HQFT (A, τ) with target X assigns a projective K-
module of finite type AM to any d-dimensional X-manifold M , a K-isomorphism
3
f# : AM → AM ′ to any X-homeomorphism of d-dimensional X-manifolds f :
M →M ′, and a K-homomorphism τ(W ) : AM0 → AM1 to any (d+1)-dimensional
X-cobordism (W,M0,M1). These modules and homomorphisms should satisfy the
following eight axioms.
(1.2.1) For any X-homeomorphisms of d-dimensional X-manifolds f : M →
M ′, f ′ : M ′ → M ′′, we have (f ′f)# = f ′#f#. The isomorphism f# : AM → AM ′
is invariant under isotopies of f in the class of X-homeomorphisms.
(1.2.2) For any disjoint d-dimensional X-manifolds M,N , there is a natural
isomorphism AM∐N = AM ⊗AN where ⊗ is the tensor product over K.
(1.2.3) A∅ = K.
(1.2.4) The homomorphism τ associated with X-cobordisms is natural with
respect to X-homeomorphisms.
(1.2.5) If a (d + 1)-dimensional X-cobordism W is a disjoint union of two X-
cobordisms W1,W2 then τ(W ) = τ(W1)⊗ τ(W2).
(1.2.6) If anX-cobordism (W,M0,M1) is obtained from two (d+1)-dimensional
X-cobordisms (W0,M0, N) and (W1, N
′,M1) by gluing along anX-homeomorphism
f : N → N ′ then
τ(W ) = τ(W1) ◦ f# ◦ τ(W0) : AM0 → AM1 .
(1.2.7) For any d-dimensional X-manifold (M, g : M → X) and any map
F : M × [0, 1] → X such that F |M×0 = F |M×1 = g and F (m × [0, 1]) = x for all
base points m ∈M , we have τ(M × [0, 1], F ) = id : AM → AM where the cylinder
M × [0, 1] is viewed as an X-cobordism with bases M × 0 = M,M × 1 = M and
characteristic map F .
(1.2.8) For any (d + 1)-dimensional X-cobordism W = (W, g : W → X), the
homomorphism τ(W ) is preserved under any homotopy of g relative to ∂W .
Axioms (1.2.1) - (1.2.7) form a version of the standard definition of a TQFT, cf.
[At], [Tu, Chapter III]. It is sometimes convenient to consider the homomorphism
τ(W ) associated to an X-cobordism (W,M0,M1) as a vector
τ(W ) ∈ HomK(AM0 , AM1) = A
∗
M0
⊗AM1 .
In this language, axiom (1.2.6) says that τ(W ) is obtained from τ(W0)⊗τ(W1) by
the tensor contraction induced by the pairing a⊗ b 7→ b(f#(a)) : AN ⊗A∗N ′ → K.
Any closed oriented (d + 1)-dimesional manifold W endowed with a map g :
W → X can be considered as a cobordism with empty bases. The corresponding
K-linear endomorphism of A∅ = K is multiplication by a certain τ(W ) ∈ K.
By (1.2.8), τ(W ) is a homotopy invariant of g. More generally, the modules and
homomorphisms provided by any HQFT depend only on the homotopy classes of
the characteristic maps, see Section 2.1.
We define a few simple operations on (d+ 1)-dimensional HQFT’s with target
X . The direct sum of HQFT’s (A, τ) ⊕ (A′, τ ′) is defined by (A ⊕A′)M = AM ⊕
A′M and (τ ⊕ τ
′)(W ) = τ(W ) ⊕ τ ′(W ). The tensor product is defined similarly
using ⊗ instead of ⊕. The dual (A∗, τ∗) of an HQFT (A, τ) is defined by A∗M =
4
HomK(AM ,K) for anyX-manifoldM with action ofX-homeomorphisms obtained
by transposition from the one given by (A, τ). We define τ∗(W ) : A∗M0 → A
∗
M1
as the transpose of τ(−W ) : AM1 → AM0 . All the axioms of an HQFT are
straightforward.
We define a category denoted Qd+1(X, x) (or shorter Qd+1(X)) whose objects
are (d + 1)-dimensional HQFT’s with target X . A morphism (A, τ) → (A′, τ ′)
in this category is a family of K-homomorphisms {ρM : AM → A′M}M where M
runs over d-dimensionalX-manifolds such that: ρ∅ = idK ; for disjointX-manifolds
M,N , we have ρM∐N = ρM ⊗ ρN ; the natural square diagrams associated with
homeomorphisms of X-manifolds and with X-cobordisms are commutative. It can
be shown (we shall not use it) that all morphisms in the category Qd+1(X, x) are
isomorphisms.
It is easy to deduce from definitions that the isomorphism classes of (0 + 1)-
dimensional HQFT’s with target X correspond bijectively to the isomorphism
classes of linear actions of π1(X, x) on projective K-modules of finite type. Under
this correspondence, the invariant τ of a map g : S1 → X equals the trace of the
conjugacy class of linear endomorphisms determined by g.
If the spaceX consists of only one point x then all references to maps intoX are
redundant and we obtain the usual definition of a topological quantum field theory
(TQFT) for pointed closed oriented d-dimensional manifolds and their cobordisms.
Restricting any HQFT (A, τ) with target (X, x) to those X-manifolds and X-
cobordisms whose characteristic map is a constant map into x ∈ X , we obtain an
underlying TQFT of (A, τ).
1.3. Primitive cohomological HQFT’s. Let X be a Eilenberg-MacLane space
of type K(π, 1) where π is a group. (Speaking about Eilenberg-MacLane spaces
we always assume that they are CW-complexes). Recall that the symbol K∗
denotes the multiplicative group consisting of the invertible elements of K. For
each θ ∈ Hd+1(X ;K∗) = Hd+1(π;K∗), we shall define a (d + 1)-dimensional
HQFT (A, τ) with target X called the primitive cohomological HQFT associated
with θ and denoted (Aθ, τθ). This construction is inspired by the work of Freed
and Quinn [FQ] on TQFT’s associated with finite groups.
Choose a singular (d + 1)-dimensional cocycle on X with values in K∗ repre-
senting θ. By abuse of notation we denote this cocycle by the same symbol θ. Let
M be a d-dimensional X-manifold. Then AM is a free K-module of rank 1 defined
as follows. A d-dimensional singular cycle a ∈ Cd(M) = Cd(M ;Z) is said to be
fundamental if it represents the fundamental class [M ] ∈ Hd(M ;Z) defined as the
sum of the fundamental classes of the components of M . Every fundamental cycle
a ∈ Cd(M) determines a non-zero element 〈a〉 ∈ AM . If a, b ∈ Cd(M) are two fun-
damental cycles, then we impose the equality 〈a〉 = g∗(θ)(c)〈b〉 where g :M → X
is the characteristic map of M and c is a (d+ 1)-dimensional singular chain in M
such that ∂c = a− b. Note that g∗(θ)(c) ∈ K∗ does not depend on the choice of
c: if ∂c = ∂c′ with c, c′ ∈ Cd+1(M) then c− c′ = ∂e with e ∈ Cd+2(M) and
g∗(θ)(c)/g∗(θ)(c′) = g∗(θ)(∂e) = θ(∂g∗(e)) = ∂θ(g∗(e)) = 1.
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It is easy to check that AM is a well defined free K-module of rank 1. An X-
homeomorphisms of d-dimensional X-manifolds f : M → M ′ induces an isomor-
phism AM → AM ′ sending the generator 〈a〉 ∈ AM as above into 〈f∗(a)〉 ∈ AM ′ .
Consider a (d+1)-dimensionalX-cobordism (W,M0,M1). Let B ∈ Cd+1(W ) =
Cd+1(W ;Z) be a fundamental chain, i.e., a singular chain representing the fun-
damental class [W ] ∈ Hd+1(W,∂W ;Z) defined as the sum of the fundamental
classes of the components of W . It is clear that ∂B = −b0 + b1 where b0, b1 are
fundamental cycles of M0,M1, respectively. We define τ(W ) : AM0 → AM1 by
τ(W )(〈b0〉) = (g
∗(θ)(B))−1 〈b1〉
where g : W → X is the characteristic map of W . Let us verify that τ(W ) does
not depend on the choice of B. Let B′ ∈ Cd+1(W ) be another fundamental chain
with ∂B′ = −b′0 + b
′
1 where b
′
i is a fundamental cycle of Mi with i = 0, 1. Choose
ci ∈ Cd+1(Mi) such that ∂ci = bi−b′i for i = 0, 1. By definition, 〈bi〉 = g
∗(θ)(ci)〈b′i〉
where gi : Mi → X is the characteristic map of Mi. To see that τ(W ) is well
defined it suffices to check the equality in K∗
(1.3.a) g∗(θ)(c0)(g
∗(θ)(B′))−1 = g∗(θ)(c1)(g
∗(θ)(B))−1.
Clearly, B+ c0−B′− c1 ∈ Cd+1(W ) is a cycle representing 0 in Hd+1(W,∂W ;Z).
Note that the inclusion Hd+1(W ;Z) → Hd+1(W,∂W ;Z) is injective. Therefore
the cycle B + c0 −B′ − c1 is a boundary in W . This implies (1.3.a).
It remains to verify the axioms of an HQFT. Axioms (1.2.1) - (1.2.5) are
straightforward. Let us check (1.2.6). Let (W,M0,M1) be a (d + 1)-dimensional
X-cobordism obtained from two X-cobordisms (W0,M0, N) and (W1, N
′,M1) by
gluing along an X-homeomorphism f : N → N ′. Let B0 ∈ Cd+1(W0) be a fun-
damental chain with ∂B0 = −b0 + b where b0, b are fundamental cycles of M0, N ,
respectively. Clearly, f∗(b) is a fundamental cycle of N
′. Choose a fundamental
chain B1 ∈ Cd+1(W1) such that ∂B = −f∗(b)+ b1 where b1 is a fundamental cycle
ofM1. By definition, the composition τ(W1)◦f#◦τ(W0) sends the generator 〈b0〉 of
AM0 into (g
∗
0(θ)(B0)g
∗
1(θ)(B1))
−1〈b1〉 where gj is the characteristic map of Wj for
j = 0, 1. Observe that under the gluing of W0 to W1 along f : N → N ′, the chain
B0 +B1 is mapped into a fundamental chain B ∈ Cd+1(W ) with ∂B = −b0 + b1.
Therefore, g∗0(θ)(B0)g
∗
1(θ)(B1) = g
∗(θ)(B) where g : W → X is the characteristic
map of W . By definition,
τ(W )(〈b0〉) = (g
∗(θ)(B))−1〈b1〉 = (τ(W1) ◦ f# ◦ τ(W0))(〈b0〉).
Let us check (1.2.7). It is here that we use the fact that we work in the
pointed category and that X = K(π, 1). Consider a d-dimensional X-manifold
(M, g : M → X) and a map F : M × [0, 1] → X such that F |M×0 = F |M×1 = g
and F (m× [0, 1]) = x for all base points m of the components of M . We choose
a fundamental chain B ∈ Cd+1(M × [0, 1]) so that ∂B = −(b× 0) + (b× 1) where
b is a fundamental cycle of M . By definition, the homomorphism τ(M × [0, 1], F )
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sends the generator 〈b〉 ∈ AM into (F
∗(θ)(B))−1〈b〉. It remains to prove that
F ∗(θ)(B) = 1.
Consider the map p : M × [0, 1] → M × S1 obtained by the gluing M ×
0 = M = M × 1. It is clear that p∗(B) is a fundamental cycle in M × S
1.
The map F induces a map F˜ : M × S1 → X such that F = F˜ ◦ p. Therefore
F ∗(θ)(B) = θ(F∗(B)) = θ(F˜∗([M × S1])) where F˜∗([M × S1]) ∈ Hd+1(X ;Z). We
claim that the latter homology class is trivial. This would imply the equality
F ∗(θ)(B) = 1. To prove our claim it suffices to observe that the map F˜ extends to
a mapM ×D2 → X where D2 is a 2-disc bounded by S1. This follows easily from
the assumptions that X = K(π, 1) and each component of M contains a point m
such that F˜ (m× S1) = x.
Let us verify (1.2.8). Let (W, g : W → X) be an X-cobordism of dimension
d+ 1. We should verify that for a fundamental chain B ∈ Cd+1(W ), the element
g∗(θ)(B) ∈ K∗ is preserved under any homotopy of g relative to ∂W . Consider the
manifold W˜ obtained from W × [0, 1] by contracting each interval w × [0, 1] with
w ∈ ∂W to a point. The homotopy of g induces a map g˜ : W˜ → X . The manifold
∂W˜ is obtained by gluing W × 0 to W × 1 along ∂W × 0 = ∂W = ∂W × 1. The
chain (B×0)−(B×1) in ∂W˜ represents the fundamental class of ∂W˜ and therefore
bounds a singular chain in W˜ . This implies that g˜∗(θ)(B × 0) = g˜∗(θ)(B × 1).
This is exactly the equality we need.
It is easy to compute the element τ(W, g) ∈ K associated by this HQFT with
a (closed oriented) (d+ 1)-dimensional X-manifold (W, g :W → X):
τ(W, g) = g∗(θ)([W ]) = θ(g∗([W ])) ∈ K
∗.
Note finally that the primitive cohomological HQFT’s arising as above from
different singular cocycles representing θ ∈ Hd+1(X ;K∗) = Hd+1(π;K∗) are iso-
morphic. Therefore the isomorphism class of these HQFT’s depends only on θ. It
is easy to describe explicitly the primitive cohomological HQFT associated with
0 ∈ Hd+1(π;K∗): this HQFT assigns K to all d-dimensional X-manifolds and
assigns idK : K → K to all X-homeomorphisms and to all (d + 1)-dimensional
X-cobordisms.
1.4. Rescaling of HQFT’s. Further examples of HQFT’s can be obtained from
additive invariants of X-cobordisms. An integer valued function ρ of (d + 1)-
dimensional X-cobordisms is an additive invariant if it is preserved under X-
homeomorphisms and homotopies of the characteristic map and is additive un-
der the gluing of X-cobordisms described in Section 1.1. Fix k ∈ K∗. Using
an additive invariant ρ, we can transform any (d + 1)-dimensional HQFT (A, τ)
into a kρ-rescaled HQFT which coincides with (A, τ) except that the homomor-
phism associated with a (d+1)-dimensional X-cobordism (W,M0,M1) is equal to
kρ(W )τ(W ).
For any d ≥ 0, an additive invariant of a (d + 1)-dimensional X-cobordism
(W,M0,M1) is given by ρ(W ) = χ(W,M0) where χ is the Euler characteristic.
This example can be refined using the semi-characteristic. Consider for concrete-
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ness the case d = 1. Set
(1.4.a) ρ0(W ) = (χ(W ) + b0(M0)− b0(M1))/2 ∈ Z
where b0(M) is the number of components ofM . It is obvious that ρ0 is an additive
invariant of 2-dimensional X-cobordisms.
For d = 0 (mod 3), examples of additive invariants are provided by the signature
of W and the G-signatures of W determined by the homomorphism π1(W ) →
π1(X) induced by the characteristic map W → X and a fixed homomorphism
from π1(X) into a finite group G.
1.5. Transfer. Let X be a connected CW-complex with base point x ∈ X .
Let p : E → X be a connected finite-sheeted covering with base point e ∈ p−1(x).
From any (d+1)-dimensional HQFT (A, τ) with target E we shall derive a (d+1)-
dimensional HQFT (A˜, τ˜ ) with target X . It is called the transfer of (A, τ).
We first fix a map q : E → E which is homotopic to the identity and sends
the set p−1(x) into the point e. (To construct such a map q one may choose for
each y ∈ p−1(x) a path from y to e in E and then push all y ∈ p−1(x) into e
along these paths. This extends to a homotopy of the identity map into q). Let
(M, g : M → X) be a d-dimensional X-manifold. There is a finite number of lifts
of g to E, i.e., of maps g˜ :M → E such that pg˜ = g. Note that each pair (M, qg˜)
is an E-manifold. Consider the K-module
A˜M =
⊕
g˜,pg˜=g
A(M,qg˜).
Any X-homeomorphism of d-dimensional X-manifolds f : (M, g) → (M ′, g′) in-
duces a K-isomorphism f# : A˜(M,g) → A˜(M ′,g′) as follows. Since gf = g
′, any
lift g˜ : M → E of g induces a lift g˜f : M ′ → E of g′. The HQFT (A, τ) yields
an isomorphism f# : A(M,qg˜) → A(M ′,qg˜f). The direct sum of these isomorphisms
yields the desired isomorphism f# : A˜(M,g) → A˜(M ′,g′).
Now, consider a (d+1)-dimensional X-cobordism (W,M0,M1) with character-
istic map g : W → X . As above, there is a finite number of lifts g˜ : W → E such
that pg˜ = g. Each such lift g˜ can be restricted to the bases of W and induces in
this way certain lifts, g˜0, g˜1, of the characteristic maps M0 → X,M1 → X . Then
the HQFT (A, τ) yields a homomorphism
τ(W, qg˜) : A(M0,qg˜0) → A(M1,qg˜1).
The sum of these homomorphisms corresponding to all g˜ defines a homomorphism
τ˜ (W, g) : A˜M0 → A˜M1 . (Warning: a lift of the characteristic map M0 → X to
E may extend to different lifts of g so that the sum in question is in general
not a direct sum.) It is easy to verify that these definitions yield a (d + 1)-
dimensional HQFT (A˜, τ˜ ) with target X . In particular, for a (closed oriented)
(d+ 1)-dimensional X-manifold (W, g :W → X),
τ˜(W, g) =
∑
g˜:W→E,pg˜=g
τ(W, qg˜) ∈ K.
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We leave it as an exercise for the reader to check that the isomorphism class of
the HQFT (A˜, τ˜ ) does not depend on the choice of the map q (cf. Section 2.3).
1.6. Cohomological and semi-cohomological HQFT’s. Let π be a group
and X be an Eilenberg-MacLane space of type K(π, 1) with base point x. Let
G ⊂ π be a subgroup of finite index n and p : E → X be the connected n-sheeted
covering of X corresponding to G with base point e ∈ p−1(x). For each θ ∈
Hd+1(G;K∗) = Hd+1(E;K∗), the transfer transforms the primitive cohomological
HQFT with target E = K(G, 1) associated with θ into a (d+1)-dimensional HQFT
with target X called the cohomological HQFT associated with θ and denoted by
(Aπ,G,θ, τπ,G,θ). It follows from definitions that for a connected d-dimensional X-
manifold (M, g : M → X) with base point m ∈ M , the K-module Aπ,G,θM is free
of rank
card {i ∈ G\π | Im(g# : π1(M,m)→ π1(X, x)) ⊂ i
−1Gi}
(this rank does not depend on θ). To compute the invariant τπ,G,θ(W ) for a
(closed oriented) connected (d + 1)-dimensional X-manifold (W, g : W → X), we
first deform g so that it sends a point w ∈ W into x. For each right coset class
i ∈ G\π, choose a representative ωi ∈ i so that i = Gωi ⊂ π. Then
τπ,G,θ(W ) =
∑
i∈G\π, g#(π1(W,w))⊂i−1Gi
g∗i (θ)([W ]) ∈ K
where gi : (W,w) → (E, e) is a map inducing the homomorphism ωig#ω
−1
i of the
fundamental groups. (The value g∗i (θ)([W ]) ∈ K
∗ does not depend on the choice
of ωi.)
We define semi-cohomological HQFT’s as direct sums of rescaled cohomological
HQFT’s. Specifically, a (1+1)-dimensional HQFT with target X = K(π, 1) is said
to be semi-cohomological if it splits as a finite direct sum ⊕i(Ai, τi) where each
(Ai, τi) is a (1 + 1)-dimensional HQFT with target X obtained by k
ρ0
i -rescaling
from a cohomological HQFT (Aπ,Gi,θi , τπ,Gi,θi) where ki ∈ K∗, ρ0 is the additive
invariant of 2-dimensional cobordisms defined by (1.4.a), Gi ⊂ π is a subgroup of
finite index, and θi ∈ H2(Gi;K∗).
1.7. Hermitian and unitary HQFT’s. Assume that the ground ring K has a
ring involution k 7→ k : K → K. Let d ≥ 0 and (A, τ) be a (d + 1)-dimensional
HQFT with target a pointed path-connected space X . A Hermitian structure on
(A, τ) assigns to each d-dimensional X-manifold M a non-degenerate Hermitian
pairing 〈., .〉M : AM ⊗K AM → K satisfying the following two conditions.
(1.7.1) The pairing 〈., .〉M is natural with respect to X-homeomorphisms and
multiplicative with respect to disjoint union; for M = ∅ the pairing 〈., .〉M is
determined by the unit 1× 1-matrix.
(1.7.2) For any X-cobordism (W,M0,M1) and any a ∈ AM0 , b ∈ AM1 , we have
(1.7.a) 〈τ(W )(a), b〉M1 = 〈a, τ(−W )(b)〉M0 .
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An HQFT with a Hermitian structure is called a Hermitian HQFT. If K = C
with usual complex conjugation and the Hermitian form 〈., .〉M is positive definite
for every M , we say that the Hermitian HQFT is unitary.
Note two properties of a Hermitian HQFT (A, τ). First, if W is a (d + 1)-
dimensional closed X-manifold then τ(−W ) = τ(W ). Secondly, the group of
X-self-homeomorphisms of any d-dimensional closed X-manifold M acts in AM
preserving the Hermitian form 〈., .〉M . For a unitary HQFT we obtain a unitary
action. This implies in particular the following estimate for the value of τ on the
mapping torus Wg of an X-homeomorphism g : M → M : if (A, τ) is a unitary
HQFT then |τ(Wg)| ≤ dimCAM (cf. [Tu], Chapter III).
It is easy to check that direct sums, tensor products, and transfers of Hermi-
tian (resp. unitary) HQFT’s are again Hermitian (resp. unitary) HQFT’s. We
can define a category, HQd+1(X) (resp. UQd+1(X)), whose objects are (d + 1)-
dimensional Hermitian (resp. unitary) HQFT’s with target X . The morphisms in
this category are defined as in Section 1.2 with additional requirement that the
homomorphisms {ρM}M preserve the Hermitian pairing.
The construction of primitive cohomological HQFT’s can be refined to yield
Hermitian and unitary HQFT’s. Consider the multiplicative group S = {k ∈
K∗ | kk = 1} ⊂ K∗. For each θ ∈ Hd+1(π;S), the (d + 1)-dimensional HQFT
(Aθ, τθ) defined in Section 1.3 can be provided with a Hermitian structure as fol-
lows. For a d-dimensional X-manifoldM (where X = K(π, 1)) and a fundamental
cycle a ∈ Cd(M), set 〈〈a〉, 〈a〉〉M = 1 ∈ K where 〈a〉 ∈ AM is the vector repre-
sented by a. This yields a well defined Hermitian form on AM = K〈a〉 satisfying
(1.7.1) and (1.7.2). The isomorphism class of the resulting Hermitian HQFT de-
pends only on θ. If K = C then S = S1 = {z ∈ C | |z| = 1} and the Hermitian
HQFT determined by any θ ∈ Hd+1(π;S1) is unitary.
Note that the isomorphism classes of (0+1)-dimensional unitary HQFT’s with
target X correspond bijectively to the isomorphism classes of finite-dimensional
flat unitary bundles over X .
2. Homotopy properties of HQFT’s
2.1. Homotopy invariance of HQFT’s. It was already mentioned above
that the modules and homomorphisms provided by an HQFT depend only on the
homotopy classes of the characteristic maps. Here we discuss this in detail.
Fix a path-connected topological space X with base point x. Fix a (d + 1)-
dimensional HQFT (A, τ) with target X . For a pointed space Y , we shall denote
the set of homotopy classes of maps (in the category of pointed spaces) Y → X
by Map(Y,X).
We introduce homotopy X-manifolds exactly as X-manifolds with the differ-
ence that instead of maps to X we speak of homotopy classes of maps. Thus, a
homotopy X-manifold is a pair (a pointed closed oriented manifold M , an element
G ∈ Map(M,X)). For a homotopy X-manifold (M,G) we define a K-module
A(M,G) as follows. Observe that any homotopy F : M × [0, 1] → X between two
maps g, g′ : M → X belonging to the class G provides the cylinder M × [0, 1]
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with the structure of an X-cobordism. This cobordism gives a homomorphism
τF : A(M,g) → A(M,g′). It follows from (1.2.6) that τFF ′ = τF ′τF for any compos-
able homotopies F, F ′. Axiom (1.2.7) implies that for any homotopy F0 relating
a map to itself, τF0 = id. This implies that for any homotopy F between g and g
′
as above, the homomorphism τF is an isomorphism depending only on g, g
′ and
independent of the choice of F . We identify the modules {A(M,g)| g ∈ G} along
the isomorphisms {τF }F . This gives a K-module A(M,G) depending on (M,G)
and canonically isomorphic to each A(M,g) with g ∈ G.
An X-homeomorphism of homotopy X-manifolds f : (M,G) → (M ′, G′) is an
orientation preserving homeomorphism M → M ′ sending the base points of M
onto those of M ′ and such that G = G′f where the equality is understood as an
equality of homotopy classes. We define the action f# : A(M,G) → A(M ′,G′) of f
as the composition
A(M,G)
=
−−−−→ A(M,g′f)
f#
−−−−→ A(M ′,g′)
=
−−−−→ A(M ′,G′)
where g′ : M ′ → X is a map representing G′ and the first and third homomor-
phisms are the canonical identifications. We claim that this composition does not
depend on the choice of g′ ∈ G′. Let g′′ :M ′ → X be another representative of the
class G′ and let F ′ be a homotopy between g′ and g′′. It is clear that F ′ induces a
homotopy F = F ′ ◦ (f × id[0,1]) between g
′f and g′′f . Axiom (1.2.4) implies that
the diagram
A(M,g′f)
f#
−−−−→ A(M ′,g′)
τF
y
yτF ′
A(M,g′′f)
f#
−−−−→ A(M ′,g′′)
is commutative. This implies our claim.
We define a homotopy X-cobordism as a cobordism (W,M0,M1) endowed with
a homotopy classes of maps W → X . (The maps should send the base points of
∂W into x and the homotopies should be constant on the base points; we denote
the set of the corresponding homotopy classes by Map(W,X)). For a (d + 1)-
dimensional homotopy X-cobordism (W,M0,M1, G ∈Map(W,X)) we shall define
a homomorphism τ(W,G) : A(M0,G0) → A(M1,G1) where Gj ∈ Map(Mj , X) is the
restriction of G to Mj, for j = 0, 1. Let g : W → X be a representative of the
homotopy class G. Let gj ∈ Gj be the restriction of g to Mj. We define τ(W,G)
as the composition
A(M0,G0)
=
−−−−→ A(M0,g0)
τ(W,g)
−−−−→ A(M1,g1)
=
−−−−→ A(M1,G1)
where the first and third homomorphisms are the canonical identifications and the
second homomorphism is determined by the X-cobordism (W, g). We claim that
τ(W,G) does not depend on the choice of g in the class G. Let g′ : W → X be
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another representative of G and let F be a homotopy between g and g′. We should
prove the commutativity of the diagram
A(M0,g0)
τ(W,g)
−−−−→ A(M1,g1)
τF0
y
yτF1
A(M0,g′0)
τ(W,g′)
−−−−−→ A(M1,g′1)
where Fj denotes the restriction of F to Mj × [0, 1] for j = 0, 1. Let F
−1
1 be
the homotopy M1 × [0, 1] → X inverse to F1 (i.e., F
−1
1 (a, t) = F1(a, 1 − t) for
any a ∈ M1, t ∈ [0, 1]). Consider the X-cobordism W ′ obtained by gluing the X-
cobordisms (M0 × [0, 1], F0), (W, g′), and (M1 × [0, 1], F
−1
1 ) along M0 × 1 =M0 ⊂
∂W and M1× 0 =M1 ⊂ ∂W . By axiom (1.2.6), τ(W ′) = (τF1)
−1τ(W, g′) τF0 . On
the other hand, it is clear that W ′ is just the same cobordism W with another
characteristic map to X . Moreover, the homotopy F induces a homotopy of this
characteristic map into g relative to ∂W . By axiom (1.2.8), τ(W ′) = τ(W, g).
Hence the diagram above is commutative.
The constructions of this subsection show that from the very beginning we can
formulate the definition of an HQFT in terms of the homotopy classes of char-
acteristic maps. In the sequel we shall make no difference between characteristic
maps and their homotopy classes.
We end this subsection with a simple but useful lemma. We say that two maps
g, g′ from a cobordism W to X are equivalent if they are homotopic (rel ∂W ) in
the complement of a small ball in IntW . It is easy to see that this is indeed an
equivalence relation. Note that equivalent maps W → X coincide on ∂W .
2.1.1. Lemma. Let d ≥ 1 and (W,M0,M1) be a (d+1)-dimensional cobordism.
If g, g′ : W → X are two equivalent maps then
τ(W, g) = τ(W, g′) : A(M0,g|M0 ) → A(M1,g|M1 ).
Proof. By (1.2.5), it suffices to prove the lemma for connected W . If ∂W = ∅
then we split W along a small embedded d-dimensional sphere into a union of
two cobordisms. By (1.2.6), the claim for these smaller cobordisms would imply
the claim for W . Thus, it suffices to consider the case where W is connected and
∂W 6= ∅. Suppose for concreteness that M0 6= ∅. By assumptions, g′ : W → X is
homotopic (rel ∂W ) to a map g′′ :W → X which coincides with g outside a (d+1)-
dimensional ball B ⊂ W . Choose a regular neighborhood M0 × [0, 1] ⊂ W of M0
such that B ⊂ M0 × (0, 1) and for any base point m (of a component) of M0 the
arc m× [0, 1] is disjoint from B. Deforming if necessary g, g′′ on Int(W )\B, we can
assume that g(m× [0, 1]) = g′′(m× [0, 1]) = x for any base point m of M0. By the
argument given at the beginning of Section 2.1, τ(M0×[0, 1], g) = τ(M0×[0, 1], g′′).
12
The cobordism W is obtained by gluing M0× [0, 1] to V =W\(M0 × [0, 1)) along
M0 × 1. By (1.2.6), (1.2.8),
τ(W, g′) = τ(W, g′′) = τ(V, g′′) τ(M0 × [0, 1], g
′′)
= τ(V, g) τ(M0 × [0, 1], g) = τ(W, g).
2.2. Functoriality. The HQFT’s can be pulled back along the maps between
the target spaces. Having a map f : (X ′, x′) → (X, x) of path-connected pointed
spaces we can transform any HQFT (A, τ) with target X into an HQFT with
target X ′. It suffices to compose the characteristic maps with f and to apply
(A, τ). This induces a functor f∗ : Qd+1(X, x)→ Qd+1(X
′, x′) (cf. Section 1.2).
2.2.1. Theorem. Let d ≥ 1 and X,X ′ be path-connected spaces with base
points x ∈ X, x′ ∈ X ′. If a map f : (X ′, x′) → (X, x) induces an isomor-
phism πi(X
′, x′) → πi(X, x) for all i ≤ d, then the functor f∗ : Qd+1(X, x) →
Qd+1(X
′, x′) is an equivalence of categories.
Proof. The standard obstruction theory shows that for any d-dimensional
pointed manifold M , the composition with f defines a bijection Map(M,X ′) →
Map(M,X). For a (d + 1)-dimensional cobordism (W,M0,M1), the composition
with f defines a bijection Map(W,X ′)/ ∼→ Map(W,X)/ ∼ where ∼ is the equiv-
alence relation introduced before the statement of Lemma 2.1.1. This lemma im-
plies that from the viewpoint of HQFT’s there is no difference betweenX-manifolds
and X-cobordisms on one hand and X ′-manifolds and X ′-cobordisms on the other
hand. In a formal language this means that f∗ : Qd+1(X, x)→ Qd+1(X ′, x′) is an
equivalence of categories.
2.2.2. Corollary. A homotopy equivalence (X ′, x′)→ (X, x) of path-connected
pointed spaces induces an equivalence of categories Qd+1(X, x) → Qd+1(X ′, x′)
for all d.
2.2.3. Corollary. For any connected CW-complex X with base point x ∈ X ,
the categories Q2(X, x) and Q2(K(π1(X, x), 1)) are equivalent.
The equivalence is induced by the natural map X → K(π1(X, x), 1) inducing
the identity of the fundamental groups.
2.3. Independence of the base point. We show in this section that the notion
of an HQFT with path-connected target X is essentially independent of the choice
of a base point x ∈ X . To stress the role of the base point, we use here the terms
(X, x)-manifolds and (X, x)-cobordisms for X-manifolds and X-cobordisms.
Let α : [0, 1] → X be a path in X connecting the points x = α(0), y = α(1).
For every (X, x)-manifold M with characteristic map g :M → X , consider a map
Fα :M × [0, 1]→ X such that
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(∗) Fα|M×0 = g and Fα(m× t) = α(t) for all the base points m of the compo-
nents of M and all t ∈ [0, 1].
The existence of Fα follows from the fact that (M×0)∪(∪mm×[0, 1]) is a strong
deformation retract of M × [0, 1]. Any two maps satisfying (∗) are homotopic in
the class of maps satisfying (∗). Therefore, restricting Fα to the base M × 1 we
obtain a well-defined (X, y)-manifold. It is denoted Mα. The same construction
applies to (X, x)-cobordisms and transforms an (X, x)-cobordismW into an (X, y)-
cobordismWα. Now, every HQFT (A, τ) with target (X, y) gives rise to an HQFT
(αA, ατ) with target (X, x) by (αA)M = AMα and (
ατ)(W ) = τ(Wα). The action
of homeomorphisms is defined by a similar formula. The notation is chosen so that
(αβA, αβτ) = (α(βA), α(βτ)) for paths α, β : [0, 1]→ X with α(1) = β(0). Note also
that if two paths α, α′ are homotopic rel {0, 1}, then (αA, ατ) = (α
′
A, α
′
τ). Thus,
we can transport HQFT’s along any path in the target space. This implies the
claim at the beginning of this subsection.
These constructions may be applied to y = x. This gives a left action of
π1(X, x) on HQFT’s with target (X, x). Observe that for any HQFT (A, τ) with
target (X, x) and any α ∈ π1(X, x), the HQFT (αA, ατ) is isomorphic to (A, τ). The
isomorphism is given by the K-isomorphisms {τ(M × [0, 1], Fα) : AM → (αA)M}M
where M runs over (X, x)-manifolds.
Part II. Crossed group-algebras and (1 + 1)-dimensional HQFT’s
3. Crossed group-algebras
3.1. Group-algebras. Let π be a group. A π-graded algebra or, briefly, a
π-algebra over the ring K is an associative algebra L over K endowed with a
splitting L =
⊕
α∈π Lα such that each Lα is a projective K-module of finite type,
LαLβ ⊂ Lαβ for any α, β ∈ π, and L has a (right and left) unit 1L ∈ L1 where 1
is the neutral element of π.
An example of a π-algebra is provided by the group ring L = K[π] with Lα =
Kα for all α ∈ π. More generally, for any associative unital K-algebra A we have
a π-algebra L = A[π] with Lα = Aα for α ∈ π. Multiplication in A[π] is given by
(aα)(bβ) = (ab)(αβ) where a, b ∈ A and α, β ∈ π.
We describe here a few simple operations on π-algebras. The direct sum L⊕L′
of two π-algebras L,L′ is a π-algebra defined by (L ⊕ L′)α = Lα ⊕ L′α for α ∈ π.
The tensor product L⊗L′ of π-algebras L,L′ is a π-algebra defined by (L⊗L′)α =
Lα⊗L′α. Multiplication in L⊕L
′ and L⊗L′ is induced by multiplication in L,L′
in the obvious way. The dual L∗ of a π-algebra L is defined as the same module
L with opposite multiplication a ◦ b = ba and the splitting L∗ =
⊕
α∈π L
∗
α given
by L∗α = Lα−1 .
The group-algebras can be pulled back and pushed forward along group ho-
momorphisms. Given a group homomorphism q : π′ → π we can transform any
π-algebra L into a π′-algebra q∗(L) defined by (q∗(L))α = Lq(α) for any α ∈ π
′.
Multiplication in q∗(L) is induced by multiplication in L in the obvious way. If
the kernel of q is finite then we can transform any π′-algebra L′ into a π-algebra
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q∗(L
′). For α ∈ π, set
(q∗(L
′))α =
⊕
u∈q−1(α)
L′u.
Multiplication in q∗(L
′) is induced by multiplication in L′. Note that q∗(L
′) = L′
as algebras:
q∗(L
′) =
⊕
α∈π
(q∗(L
′))α =
⊕
u∈π′
L′u = L
′.
A Frobenius π-algebra is a π-algebra L endowed with a symmetric K-bilinear
form (inner product) η : L⊗ L→ K such that
(3.1.1) η(Lα ⊗ Lβ) = 0 if αβ 6= 1 and the restriction of η to Lα ⊗ Lα−1 is
non-degenerate for all α ∈ π;
(3.1.2) η(ab, c) = η(a, bc) for any a, b, c ∈ L.
Recall that for K-modules P,Q, a bilinear form P ⊗Q→ K is non-degenerate
if both adjoint homomorphisms P → Q∗ = Hom(Q,K) and Q → P ∗ are isomor-
phisms. The group ring L = K[π] is a Frobenius π-algebra with inner product
determined by η(α, β) = 1 if αβ = 1 and η(α, β) = 0 if αβ 6= 1 where α, β ∈ π.
It is clear that the direct sum and the tensor product of Frobenius π-algebras
L,L′ are Frobenius π-algebras; the inner products in L,L′ extend to L⊕L′ (resp.
to L⊗L′) by linearity (resp. by multiplicativity). The inner product in L induces
an inner product in the dual π-algebra L∗ via the equality of modules L∗ = L; this
makes L∗ a Frobenius π-algebra. The pull-backs and push-forwards of Frobenius
group-algebras are Frobenius group-algebras in a natural way.
3.2. Crossed π-algebras. A crossed π-algebra over K is a Frobenius π-algebra
over K endowed with a group homomorphism ϕ : π → Aut(L) satisfying the
following four axioms:
(3.2.1) for all β ∈ π, ϕβ = ϕ(β) is an algebra automorphism of L preserving η
and such that ϕβ(Lα) ⊂ Lβαβ−1 for all α ∈ π;
(3.2.2) ϕβ |Lβ = id, for all β ∈ π;
(3.2.3) for any a ∈ Lα, b ∈ Lβ, we have ϕβ(a)b = ba;
(3.2.4) for any α, β ∈ π and any c ∈ Lαβα−1β−1 we have
(3.2.a) Tr (c ϕβ : Lα → Lα) = Tr (ϕα−1c : Lβ → Lβ).
Here Tr is the K-valued trace of endomorphisms of projective K-modules of finite
type, see for instance [Tu, Appendix I]. If K is a field then Tr is the standard trace
of matrices. The homomorphism on the left-hand side of (3.2.a) sends any a ∈ Lα
into c ϕβ(a) ∈ Lα and the homomorphism on the right-hand side sends any b ∈ Lβ
into ϕα−1(cb) ∈ Lβ.
Note a few corollaries of the definition. The module L1 ⊂ L is a commutative
associative K-algebra with unit. (The commutativity follows from (3.2.3) since
ϕ1 = id.) The restriction of η to L1 is non-degenerate so that the pair (L1, η)
is a commutative Frobenius algebra over K. The group π acts on L1 by algebra
automorphisms preserving η.
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The algebra L1 acts on each Lα by multiplications on the left and on the right.
Axiom (3.2.3) with β = 1 implies that left and right multiplications by elements
of L1 coincide.
Axiom (3.2.4) with β = 1 and c = 1L ∈ L1 implies that for any α ∈ π,
DimLα = Tr (id : Lα → Lα) = Tr (ϕ1 : Lα → Lα) = Tr (ϕα−1 : L1 → L1) ∈ K.
Note that if K is a field then DimLα = (dimLα)1K where dim is the standard
integer-valued dimension of vector spaces over K and 1K ∈ K is the unit of K.
In particular if K is a field of characteristic 0 then the dimensions of all {Lα} are
determined by the character of the representation ϕ|L1 : π → Aut(L1).
We define a category, Q2(π) = Q2(π;K), whose objects are crossed π-algebras
overK. A morphism L→ L′ in this category is an algebra homomorphism L→ L′
mapping each Lα to L
′
α, preserving the unit and the inner product and commuting
with the action of π. It is easy to show (we shall not use it) that all morphisms in
the category Q2(π) are isomorphisms.
The operations on group-algebras discussed in Section 3.1 apply also to crossed
group-algebras. The direct sum and the tensor product of crossed π-algebras L,L′
are crossed π-algebras: the action of π on L,L′ extends to L⊕L′ (resp. to L⊗L′)
by linearity (resp. by multiplicativity). The action of π on L induces an action
of π on the dual π-algebra L∗ via the equality L∗ = L; this makes L∗ a crossed
π-algebra.
Given a group homomorphism q : π′ → π and a crossed π-algebra L we can
provide the π′-algebra L′ = q∗(L) with the structure of a crossed π′-algebra. The
inner product in L induces an inner product in L′ in the obvious way. The action
of π on L induces an action of π′ on L′ by
ϕβ = ϕq(β) : L
′
α = Lq(α) → Lq(βαβ−1) = L
′
βαβ−1
for α, β ∈ π′. A similar push-forward construction for crossed group-algebras will
be discussed in Section 10.3.
A useful operation on a crossed π-algebra (L, η, ϕ) consists in rescaling the
inner product: for k ∈ K∗, the triple (L, kη, ϕ) is also a crossed π-algebra.
Crossed algebras over the trivial group π = 1 are nothing but commutative
Frobenius algebras over K whose underlying K-modules are projective of finite
type. Each such Frobenius algebra A determines a crossed π-algebra A[π] over
any group π: it suffices to take the pull-back of A along the trivial homomorphism
π → {1}. Clearly, A[π]α = Aα for all α ∈ π. The underlying π-algebra of A[π] is
the one described at the beginning of Section 3.1. The group π acts on A[π] by
permutations of the copies of A.
In the remaining part of Section 3 we describe several constructions of crossed
group-algebras. Our principal result is a classification of semisimple crossed group-
algebras in terms of 2-dimensional group cohomology.
3.3. Example: crossed π-algebras from 2-cocycles. Let {θα,β ∈ K
∗}α,β∈π
be a normalized 2-cocycle of the group π with values in the multiplicative group
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K∗. Thus
(3.3.a) θα,β θαβ,γ = θα,βγ θβ,γ
for any α, β, γ ∈ π and θ1,1 = 1. We define a crossed π-algebra L = Lθ as follows.
For α ∈ π, let Lα be the freeK-module of rank one generated by a vector lα, i.e.,
Lα = Klα. Multiplication is defined by lαlβ = θα,βlαβ . Note that multiplication
induces an isomorphism Lα⊗KLβ → Lαβ. The inner product η on L is determined
by η(lα, lα−1) = θα,α−1 for all α and η(lα, lβ) = 0 for β 6= α
−1. The value of the
endomorphism ϕβ : L → L on each lα is uniquely determined by the condition
ϕβ(lα)lβ = lβlα.
Let us verify the axioms of a crossed π-algebra. The associativity of multi-
plication follows from (3.3.a). Substituting β = γ = 1 in (3.3.a) we obtain that
θα,1 = 1 for all α ∈ π. Substituting α = β = 1 in (3.3.a), we obtain that θ1,γ = 1
for all γ ∈ π. This implies that 1L = l1 ∈ L1 is both right and left unit of L.
Substituting β = α−1 and γ = α in (3.3.a) we obtain that θα,α−1 = θα−1,α for
all α ∈ π. Hence the form η is symmetric. Axiom (3.1.1) follows from definitions.
A direct computation shows that η(lα, lβ) = η(lαlβ, 1L) for all α, β. Therefore
η(a, b) = η(ab, 1L) for all a, b ∈ L. This implies (3.1.2).
Let us verify (3.2.1). For α, α′, β ∈ π, we have
ϕβ(lαlα′)lβ = θα,α′ϕβ(lαα′)lβ = θα,α′ lβlαα′ = lβlαlα′
= ϕβ(lα)lβlα′ = ϕβ(lα)ϕβ(lα′)lβ .
This implies that ϕβ(lαlα′) = ϕβ(lα)ϕβ(lα′). Substituting α = α
′ = 1, we obtain
that ϕβ(1L) = 1L and therefore ϕβ |L1 = id for all β ∈ π. For a, b ∈ L, we have
η(ϕβ(a), ϕβ(b)) = η(ϕβ(a)ϕβ(b), 1L) = η(ϕβ(ab), 1L).
Note that ⊕α6=1Lα is orthogonal to L1 and ϕβ |L1 = id. Therefore η(ϕβ(ab), 1L) =
η(ab, 1L) = η(a, b) which proves the invariance of η under ϕβ .
Axioms (3.2.2) and (3.2.3) follow directly from the definition of ϕβ .
Let us check the last axiom (3.2.4). The homomorphism c ϕβ : Lα → Lα sends
lα into klα with certain k ∈ K∗. The homomorphism ϕα−1c : Lβ → Lβ sends lβ
into k′lβ with k
′ ∈ K∗. Note that
klαlβ = c ϕβ(lα)lβ = c lβlα = lαϕα−1(c lβ) = k
′lαlβ.
Therefore k = k′ and
Tr(c ϕβ : Lα → Lα) = k = k
′ = Tr(ϕα−1c : Lβ → Lβ).
It is easy to see that the isomorphism class of the crossed π-algebra Lθ de-
pends only on the cohomology class θ ∈ H2(π;K∗) represented by the 2-cocycle
{θα,β}α,β∈π. It is obvious that Lθθ
′
= Lθ ⊗ Lθ
′
for any θ, θ′ ∈ H2(π;K∗) (we
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use multiplicative notation for the group operation in H2(π;K∗)). The crossed
π-algebra corresponding to the neutral element of H2(π;K∗) coincides with the
crossed π-algebra K[π] defined at the end of Section 3.2 where we take A = K
and set η(a, b) = ab for a, b ∈ K.
3.4. Transfer for crossed algebras. Let G ⊂ π be a subgroup of π of finite
index n = [π : G]. We show that each crossed G-algebra (L, η, ϕ) gives rise to a
crossed π-algebra (L˜, η˜, ϕ˜). It is called the transfer of L.
For each right coset class i ∈ G\π, fix a representative ωi ∈ π so that i =
Gωi ⊂ π. For α ∈ π, set
N(α) = {i ∈ G\π |ωiαω
−1
i ∈ G}
and
L˜α =
⊕
i∈N(α)
Lωiαω−1i
.
(In particular, if α is not conjugated to an element of G, then L˜α = 0.) We provide
L˜ = ⊕αL˜α with multiplication as follows. The multiplication L˜α⊗ L˜β → L˜αβ with
α, β ∈ π sends Lωiαω−1i
⊗Lωjβωj−1 into 0 if i 6= j and is induced by multiplication
in L
Lωiαω−1i
⊗ Lωiβω−1i
→ Lωiαβω−1i
if i = j ∈ N(α) ∩N(β). Clearly, L˜ is an associative algebra.
By definition, L˜1 = ⊕i∈G\πL1 is a direct sum of n copies of L1. The corre-
sponding sum of n copies of 1L ∈ L1 is the unit 1L˜ ∈ L˜1.
The inner product η˜ : L˜⊗ L˜→ K is determined by
η˜|L˜α⊗L˜α−1
=
⊕
i∈N(α)=N(α−1)
η|L
ωiαω
−1
i
⊗L
ωiα
−1ω
−1
i
where α runs over π. Clearly, η˜ is a symmetric bilinear form verifying (3.1.1). It
is easy to deduce from definitions that η˜(a, b) = η˜(ab, 1L˜) for any a, b ∈ L˜. This
implies (3.1.2) for η˜.
The action ϕ˜ of π on L˜ is defined as follows. The group π acts on G\π by
β(i) = iβ−1 for β ∈ π, i ∈ G\π. Then Gωβ(i) = Gωiβ
−1 so that βi = ωβ(i)βω
−1
i ∈
G. For any given α ∈ π, the map i 7→ β(i) sends bijectively N(α) onto N(βαβ−1).
For every i ∈ N(α), we have the homomorphism
(3.4.a) ϕβi : Lωiαω−1i
→ Lωβ(i)βαβ−1(ωβ(i))−1 .
The direct sum of these homomorphisms over all i ∈ N(α) is a homomorphism
ϕ˜β : L˜α → L˜βαβ−1 . It extends by additivity to an endomorphism, ϕ˜β , of L˜. An
easy computation shows that (ββ′)i = ββ′(i)β
′
i for any β, β
′ ∈ π. This implies that
ϕ˜ββ′ = ϕ˜βϕ˜β′ . It follows from definitions that ϕ˜1 = id. Hence ϕ˜ is an action of π
on L˜.
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Note that the homomorphism (3.4.a) preserves multiplication and inner prod-
uct in L and therefore ϕ˜β preserves multiplication and inner product in L˜. This
implies (3.2.1).
It is clear that for any i ∈ N(β), we have β(i) = i and βi = ωiβω
−1
i . Therefore,
by (3.2.2), the homomorphism (3.4.a) is the identity in the case α = β. This implies
(3.2.2) for the action ϕ˜β .
Let us verify axiom (3.2.3) for L˜. Let a ∈ Lωiαω−1i
⊂ L˜α, b ∈ Lωjβω−1j
⊂ L˜β
with i ∈ N(α), j ∈ N(β). By definition,
ϕ˜β(a) = ϕβi(a) ∈ Lωβ(i)βαβ−1(ωβ(i))−1 .
The inclusion j ∈ N(β) implies that β(j) = j. Therefore, if i 6= j then β(i) 6=
β(j) = j. Hence in the case i 6= j, we have ϕ˜β(a)b = 0 = ba. Assume that i = j.
Then β(i) = β(j) = j and βi = ωiβω
−1
i . By axioms (3.2.3) and (3.2.2) for L,
ϕ˜β(a)b = ϕβi(a)b = ϕωiβω−1i
(a)b = ϕωjβω−1j
(a)b = ba.
Let us verify that for any α, β ∈ π and any c ∈ L˜αβα−1β−1 we have
(3.4.b) Tr(c ϕ˜β : L˜α → L˜α) = Tr(ϕ˜α−1c : L˜β → L˜β).
Since both sides of this formula are linear with respect to c, it suffices to consider
the case where
c ∈ Lωiαβα−1β−1ω−1i
⊂ L˜αβα−1β−1
with i ∈ N(αβα−1β−1). A direct application of the definitions shows that both
sides of (3.4.b) are equal to 0 unless i ∈ N(α) ∩ N(β). If i ∈ N(α) ∩ N(β) then
the left-hand side of (3.4.b) equals the trace of the endomorphism c ϕωiβω−1i
of
L˜ωiαω−1i
and the right-hand side of (3.4.b) equals the trace of the endomorphism
ϕωiα−1ω−1i
c of L˜ωiβω−1i
. The equality of these two traces follows from axiom (3.2.4)
for L.
We leave it as an exercise to the reader to verify that the isomorphism class of
the crossed π-algebra L˜ does not depend on the choice of the representatives {ωi}.
3.5. Semisimple crossed π-algebras. A crossed π-algebra L =
⊕
α∈π Lα is
said to be semisimple if the commutativeK-algebra L1 is semisimple, i.e., if L1 is a
direct sum of several copies of the ring K. Note that direct sums, tensor products,
pull-backs, duals, and transfers of semisimple crossed algebras are semisimple. In
this subsection we study the structure of semisimple crossed π-algebras.
We first briefly discuss semisimple commutative algebras of finite type over
K. Each such algebra, R, is a direct sum of a finite number of copies of K, say
{Ku}u. Let iu ∈ Ku be the unit element of Ku. We have 1R =
∑
u iu and
iuiv = δ
v
uiu for any u, v where δ is the Kronecker symbol. Each element r ∈ R
can be uniquely written in the form r =
∑
u ruiu with ru ∈ K. It is clear that r
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is an idempotent (i.e., r2 = r) if and only if ru ∈ {0, 1} for all u. We call the set
{u | ru 6= 0} the support of r. Now, the product of two idempotents is zero if and
only if their supports are disjoint. This characterizes the set {iu}u as the unique
basis of R consisting of mutually annihilating idempotents. We denote this set by
bas(R); its elements are called basic idempotents of R. In particular, any algebra
automorphism of R acts by permutations on bas(R).
Let us come back to crossed algebras. By a basic idempotent of a semisim-
ple crossed π-algebra L we shall mean a basic idempotent of L1. Set bas(L) =
bas(L1) ⊂ L1. The equalities ii′ = δii′ i for i, i
′ ∈ bas(L) and 1L =
∑
i∈bas(L) i
imply that L is a direct sum of its subalgebras iL with i ∈ bas(L), i.e., L =
⊕i∈bas(L)iL where
(3.5.a) iL =
⊕
α∈π
iLα.
The subalgebras {iL}i∈bas(L) of L are mutually annihilating and orthogonal with
respect to the inner product. The action ϕ of π permutes these subalgebras.
We say that L is simple if it is semisimple and the action of π on L1 is transitive
on bas(L). Observe that every semisimple crossed π-algebra L splits uniquely as
a direct sum of simple crossed π-algebras. Indeed, the algebra L1 splits as a
direct sum of its subalgebras {mL1}m generated by the orbits m ⊂ bas(L) of
the π-action on bas(L). Then L is a direct (orthogonal) sum of the subalgebras
mL = ⊕i∈miL preserved by the action of π. Clearly, these subalgebras are simple
crossed π-algebras.
For a simple crossed π-algebra L, any two elements of bas(L) can be obtained
from each other by the action of π. Therefore the value η(i, i) ∈ K with i ∈ bas(L)
does not depend on the choice of i. The non-degeneracy of η implies that η(i, i) ∈
K∗. We call L normalized if η(i, i) = 1 for any i ∈ bas(L). It is clear that any
simple crossed π-algebra is obtained from a normalized simple crossed π-algebra
by rescaling, see Section 3.2.
3.5.1. Examples. 1. The crossed π-algebra L associated with a 2-dimensional
cohomology class of π as in Section 3.3 is simple and normalized since L1 = K1L
and η(1L, 1L) = 1.
2. Let G be a subgroup of π of finite index n and L be a crossed G-algebra
associated with θ ∈ H2(G;K∗). Then the crossed π-algebra L˜ = Lπ,G,θ obtained
as the transfer of L is semisimple because the algebra L˜1 is a direct sum of n copies
of L1 = K. The action of π on L˜1 = ⊕i∈G\πL1 permutes the copies of L1 via the
natural action of π on G\π. Hence the action of π on bas(L˜) = G\π is transitive
and the crossed π-algebra L˜ is simple. It is easy to check that L˜ is normalized.
We have a distinguished element i0(θ) ∈ bas(L˜): this is the unit element of the
copy of L1 corresponding to G\G ∈ G\π.
3. The crossed π-algebra A[π] considered at the end of Section 3.2 is semisimple
if and only if A is semisimple.
The following theorem yields a classification of simple crossed π-algebras over
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fields of characteristic 0. We introduce the following notation. Denote by C(π) the
set of pairs (a subgroup G ⊂ π of finite index, a cohomology class θ ∈ H2(G;K∗)).
The group π acts on C(π) as follows: α(G, θ) = (αGα−1, α∗(θ)) where α ∈ π and
α∗ : H
2(G;K∗)→ H2(αGα−1;K∗) is the isomorphism induced by the conjugation
by α. Denote by D(π) the set of isomorphism classes of pairs (a normalized simple
crossed π-algebra (L,ϕ, η), a basic idempotent i0 ∈ L1). The group π acts on D(π)
by α(L, i0) = (L,ϕα(i0)) where α ∈ π. The set of orbits D(π)/π is just the set of
isomorphism classes of normalized simple crossed π-algebras.
3.6. Theorem. Let the ground ring K be a field of characteristic 0. Then the
formula (G, θ) 7→ (Lπ,G,θ, i0(θ)) defines a π-equivariant bijection C(π) → D(π).
Hence
D(π)/π = C(π)/π.
Proof. We define the inverse mapping D(π)→ C(π) as follows. Let (L,ϕ, η) be
a normalized simple crossed π-algebra with distinguished basic idempotent i0 ∈ L1.
We compute the dimension of iLα ⊂ Lα for i ∈ bas(L), α ∈ π by applying (3.2.4)
to β = 1 and c = i ∈ L1. This gives
(3.6.a) dim(iLα) = Tr(a 7→ ia : Lα → Lα)
= Tr(a 7→ ϕα−1(ia) : L1 → L1) =
{
1, if ϕα(i) = i,
0, otherwise.
Let G = {α ∈ π |ϕα(i0) = i0} be the stabilizer of i0 with respect to the action
of π on bas(L). We have dim(i0Lα) = 1 for all α ∈ G. For any α ∈ G\{1},
choose a generator sα ∈ i0Lα. For α = 1 set sα = i0 ∈ i0L1. For any α, β ∈ G,
we have sαsβ = θα,βsαβ with θα,β ∈ K. We claim that θα,β ∈ K∗. Indeed, by
the non-degeneracy of η we have η(sβsβ−1 , 1L) = η(sβ , sβ−1) ∈ K
∗. Therefore
sβsβ−1 = ki0 with k ∈ K
∗ and
θα,βθαβ,β−1sα = θα,βsαβsβ−1 = sαsβsβ−1 = ki0sα = ksα.
Hence, θα,β ∈ K∗. The associativity of multiplication in L and the choice s1 = i0
imply that {θα,β}α,β is a normalized 2-cocycle of G representing a certain coho-
mology class θ ∈ H2(G;K∗). Under a different choice of the generators {sα}α∈G
we obtain a cohomological 2-cocycle. Thus, the formula (L, i0) 7→ (G, θ) yields
a well defined mapping D(π) → C(π). It follows from definitions that this map-
ping is π-equivariant. (The key point is that the action of π on L via ϕ preserves
multiplication.)
We can apply the construction of the previous paragraph to the crossed π-
algebra L˜ derived as in Sections 3.3, 3.4 from a subgroup of finite index G ⊂ π
and a cohomology class θ ∈ H2(G;K∗). The distinguished basic idempotent of L˜ is
i0 = G\G ∈ G\π = bas(L˜). The stabilizer of i0 with respect to the natural action
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of π is G. As the representative ωi0 ∈ G of i0 (used in Section 3.3) we take 1 ∈ G.
For α ∈ G, we take as the generator sα of i0L˜α = Lα the element lα used in Section
3.3. Now, it is obvious that the construction of the previous paragraph applied to
the pair (L˜, i0) gives (G, θ). Thus, the mapping D(π) → C(π) contructed above
is the left inverse of the mapping C(π)→ D(π) in the statement of the theorem.
To accomplish the proof, it suffices to show that the mapping D(π)→ C(π) is
injective. We need to prove that any normalized simple crossed π-algebra (L,ϕ, η)
with distinguished basic idempotent i0 ∈ L1 can be uniquely reconstructed from
its subalgebra i0L = ⊕α∈GKsα where G ⊂ π is the stabilizer of i0 and sα is a
generator of i0Lα. Note first that the form η on L is completely determined by
the formulas η(a, b) = η(ab, 1L) and η(
∑
i∈bas(L) kii, 1L) =
∑
i∈bas(L) ki for any
ki ∈ K. Since the action of π on bas(L) is transitive, for each i ∈ bas(L) there is
an element ωi ∈ π such that ϕωi(i0) = i. We take ωi0 = 1. The homomorphism
ϕωi : L → L maps i0L isomorphically onto iL. Therefore the elements ϕωi(sα)
with i ∈ bas(L) and α ∈ G form an additive basis of L. The product of two basis
elements is computed by
ϕωi(sα)ϕωj (sβ) =
{
ϕωi(sαsβ), if i = j,
0, if i 6= j.
It remains to recover the action ϕ of π on L. For α ∈ G, the homomorphism
ϕα : i0L → i0L is uniquely determined by the condition ϕα(sβ)sα = sαsβ for all
β ∈ G. Each β ∈ π splits as a product ωiα with α ∈ G. This gives ϕβ = ϕωiϕα
and computes the restriction of ϕβ to i0L. Knowing these restrictions for all β ∈ π,
we can uniquely recover the whole action of π on L because each basis element of
L given above has the form ϕα(s) with s ∈ i0L.
3.7. Corollary. Let K be a field of characteristic 0. Then there is a bijection
from H2(π;K∗) onto the set of isomorphism classes of crossed π-algebras L such
that dimL1 = 1 and η(1L, 1L) = 1K .
4. Two-dimensional HQFT’s
We shall relate (1 + 1)-dimensional HQFT’s to crossed π-algebras where π is
the fundamental group of the target space. In view of Corollary 2.2.3, we can
restrict ourselves to HQFT’s with target K(π, 1).
4.1. Theorem. Let π be a group. Every (1 + 1)-dimensional HQFT with
target K(π, 1) determines an “underlying” crossed π-algebra. This establishes
an equivalence between the category Q2(K(π, 1)) of (1 + 1)-dimensional HQFT’s
with targetK(π, 1) and the categoryQ2(π) of crossed π-algebras. The direct sums,
tensor products, pull-backs, duals and transfers for (1 + 1)-dimensional HQFT’s
correspond to direct sums, tensor products, pull-backs, duals and transfers for
crossed algebras.
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It is understood that the pull-backs of HQFT’s are effected along maps between
Eilenberg-MacLane spaces of type K(π, 1). By transfers of HQFT’s we mean the
transfers described in Section 1.6.
4.2. Corollary. There is a bijective correspondence between the isomorphism
classes of (1 + 1)-dimensional HQFT’s with target K(π, 1) and the isomorphism
classes of crossed π-algebras.
Note also another corollary of Theorem 4.1: the group of endomorphisms of
a (1 + 1)-dimensional HQFT with target K(π, 1) is isomorphic to the group of
endomorphisms of the underlying crossed π-algebra.
We complement Theorem 4.1 with a description of crossed π-algebras corre-
sponding to semi-cohomological HQFT’s (cf. Section 1.6).
4.3. Theorem. The underlying crossed π-algebra of a cohomological (resp.
semi-cohomological) (1 + 1)-dimensional HQFT with target K(π, 1) is normalized
and simple (resp. semisimple). The converse is also true provided the ground ring
K is a field of characteristic 0.
Since the splitting of a semisimple crossed group-algebra as a direct sum of
simple crossed group-algebras is unique (up to permutation of summands), we
obtain the following corollary.
4.4. Corollary. Let the ground ring K be a field of characteristic 0. The
splittting of a semi-cohomological (1 + 1)-dimensional HQFT over K into a direct
sum of rescaled cohomological HQFT’s is unique.
In the remaining part of Section 4 we construct the underlying crossed algebra
of a (1 + 1)-dimensional HQFT and show the functoriality of this construction.
The proof of Theorems 4.1 and 4.3 will be given in Section 5.
Throughout this section we fix a group π and a (1 + 1)-dimensional HQFT
(A, τ) with target X = K(π, 1) and base point x ∈ X .
4.5. Preliminaries on (1 + 1)-dimensional HQFT’s. Here we reformulate
the data provided by a (1 + 1)-dimensional HQFT (A, τ) in a form convenient for
the sequel. Observe first that a 1-dimensional connected X-manifold M is just a
pointed oriented circle endowed with a map into X sending the base point into x.
This is nothing but a loop in X with endpoints in x. The K-module AM depends
only on the class of this loop in π1(X, x) = π, see Section 2.1. In this way, for
each α ∈ π we obtain a K-module denoted Lα. A non-connected X-manifold M
is a finite non-ordered family {αi}i of loops in X and AM = ⊗iLαi . If M = ∅,
then AM = K.
Let W be a compact oriented surface with pointed oriented boundary endowed
with a map g : W → X sending the base points of all the components of ∂W
into x. We write C+ for a component C ⊂ ∂W with orientation induced from
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W and we write C− for C with opposite orientation. Let {(C
p
−, αp ∈ π)}p be the
components of ∂W whose orientations are opposite to the one induced from W .
Here αp is represented by the restriction of g to C
p
−. Let {(C
q
+, βq ∈ π)}q be the
components of ∂W whose orientations are induced fromW . Here βq is represented
by the restriction of g to Cq+. We view W as an X-cobordism between ∪p(C
p
−, αp)
and ∪q(C
q
+, βq). By the remarks of Section 2.1, the HQFT (A, τ) gives rise to a
homomorphism
τ(W ) ∈ HomK(
⊗
p
Lαp ,
⊗
q
Lβq) = (
⊗
p
L∗αp)⊗ (
⊗
q
Lβq).
This homomorphism is preserved under any homotopy of the map g : W → X
relative to the base points on ∂W . The axioms (1.2.6) and (1.2.7) tell us that the
homomorphism τ(W ) is multiplicative under the gluing of cobordisms and that
τ(W ) = id if W is a cylinder as in (1.2.7).
4.6. Annuli and discs with holes. In this subsection we discuss the structures
of X-cobordisms on annuli and discs with 2 holes.
Let C denote the annulus S1 × [0, 1]. We fix an orientation of C once for all.
Set C0 = S1 × 0 ⊂ ∂C and C1 = S1 × 1 ⊂ ∂C. Let us provide C0, C1 with base
points c0 = s × 0, c1 = s × 1, respectively, where s ∈ S1. For any signs ε, µ = ±
we denote by Cε,µ the triple (C,C
0
ε , C
1
µ). This is an annulus with oriented pointed
boundary. By definition,
∂Cε,µ = (εC
0
ε ) ∪ (µC
1
µ).
The homotopy class of a map g : Cε,µ → X is determined by the homotopy classes
α, β ∈ π represented by the loops g|C0ε and g|s×[0,1], respectively. Here the interval
[0, 1] is oriented from 0 to 1. Note that the loop g|C1µ represents (β
−1α−εβ)µ. We
denote by Cε,µ(α;β) the annulus Cε,µ endowed with the map to X corresponding
to the pair α, β ∈ π.
Let D be an oriented 2-disc with two holes. Denote the boundary components
of D by Y, Z, T and provide them with base points y, z, t, respectively. For any
signs ε, µ, ν = ± we denote by Dε,µ,ν the tuple (D,Yε, Zµ, Tν). This is a 2-disc
with two holes with oriented pointed boundary. By definition,
∂Dε,µ,ν = (εYε) ∪ (µZµ) ∪ (νTν).
To analyse the homotopy classes of maps Dε,µ,ν → X , we fix two proper embedded
arcs ty and tz in D leading from t to y, z and mutually disjont except in the
endpoint t. To every map g : Dε,µ,ν → X we assign the homotopy classes of the
loops g|Yε , g|Zµ , g|ty, g|tz. This establishes a bijective correspondence between the
set of homotopy classes of maps Dε,µ,ν → X and π4. For any α, β, ρ, δ ∈ π denote
by Dε,µ,ν(α, β; ρ, δ) the disc Dε,µ,ν endowed with the map to X corresponding
to the tuple α, β, ρ, δ. Note that the loops g|Yε , g|Zµ , g|Tν represent the classes
α, β, (ρα−ερ−1δβ−µδ−1)ν , respectively.
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4.7. Algebra L. We provide the direct sum
L =
⊕
α∈π
Lα
with the structure of an associative algebra as follows. The disc with two holes
D−−+(α, β; 1, 1) is an X-cobordism between (Y−, α)∪ (Z−, β) and (T+, αβ). Note
that the map D → X in question (considered up to homotopy) sends the intervals
ty, tz into the base point x ∈ X . The corresponding homomorphism
τ(D−−+(α, β; 1, 1)) : Lα ⊗ Lβ → Lαβ
defines a K-bilinear multiplication in L by
(4.7.a) ab = τ(D−−+(α, β; 1, 1))(a⊗ b) ∈ Lαβ
for a ∈ Lα, b ∈ Lβ . By a standard argument, this multiplication is associative. The
key point is that under the gluing of D−−+(α, β; 1, 1) to D−−+(αβ, γ; 1, 1) along
an X-homeomorphism (T+, αβ) = (Y−, αβ) we obtain the same X-cobordism as
under the gluing of D−−+(β, γ; 1, 1) to D−−+(α, βγ; 1, 1) along a homeomorphism
(T+, βγ) = (Z−, βγ).
The unit of L is constructed as follows. Let B+ be an oriented 2-disc whose
boundary is pointed and endowed with the orientation induced from B+. There
is only one homotopy class of maps B+ → X . The corresponding homomorphism
τ(B+) : K → L1 sends the unit 1 ∈ K into an element of L1, denoted 1L. This
element is a right unit in L because the gluing of B+ to D−−+(α, 1; 1, 1) along an
X-homeomorphism ∂B+ = Z− yields the annulus C−+(α; 1) and axioms (1.2.6,
1.2.7) apply. Similarly, 1L is a left unit of L.
4.8. Action of π and the form η. The group π acts on L as follows. For α, β ∈
π, the annulus C−+(α;β
−1) is an X-cobordism between (C0−, α) and (C
1
+, βαβ
−1).
Set
ϕβ = τ(C−+(α;β
−1)) : Lα → Lβαβ−1.
Observe that the gluing of C−+(α;β
−1) to C−+(βαβ
−1; γ−1) with γ ∈ π yields
C−+(α; (γβ)
−1). Axiom (1.2.6) implies that ϕγβ = ϕγϕβ . By axiom (1.2.7),
ϕ1 = id.
The annulus C−−(α; 1) is an X-cobordism between (C
0
−, α)∪ (C
1
−, α
−1) and ∅.
Set
η|Lα⊗Lα−1 = τ(C−−(α; 1)) : Lα ⊗ Lα−1 → K.
The direct sum of these pairings over all α ∈ π yields the form η : L⊗ L→ K.
4.9. Lemma. The algebra L with action ϕ and form η is a crossed π-algebra.
Proof. The existence of a unit was verified above. Let us verify the other
axioms.
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Verification of (3.1.1). Note that by axiom (1.2.7), τ(C−+(α; 1)) = idLα . The
annulus C−+(α; 1) can be obtained by gluing C−−(α; 1) to C++(α
−1; 1) along a
homeomorphism (C1−, α
−1) = (C0+, α
−1). The multiplicativity of τ implies that
(τ(C−−(α; 1))⊗ idLα) ◦ (idLα ⊗ τ(C++(α
−1; 1))) = τ(C−+(α; 1)) = idLα .
If K is a field then presenting the homomorphisms τ(C−−(α; 1)) = η|Lα⊗Lα−1 and
τ(C++(α
−1; 1)) : K → Lα−1 ⊗ Lα by matrices (with respect to certain bases of
Lα, Lα−1) we easily obtain that dimLα ≤ dimLα−1 and the matrix of the pairing
η|Lα⊗Lα−1 admits a right inverse. By symmetry, dimLα = dimLα−1 and the
latter pairing is non-degenerate. In the case of an arbitrary K one should use the
argument given in [Tu, Section III.2].
Verification of (3.1.2). Let us prove that η(ab, c) = η(a, bc) for any a ∈ Lα, b ∈
Lβ, c ∈ Lγ where α, β, γ ∈ π. If αβγ 6= 1, then η(ab, c) = 0 = η(a, bc). Assume
that αβγ = 1. Gluing the annulus C−−(αβ; 1) to D−−+(α, β; 1, 1) along an X-
homeomorphism (C0−, αβ) = (T+, αβ) we obtain D−−−(α, β; 1, 1). Therefore
η(ab, c) = τ(D−−−(α, β; 1, 1))(a⊗ b⊗ c)
where
τ(D−−−(α, β; 1, 1)) ∈ HomK(Lα ⊗ Lβ ⊗ Lγ ,K).
Gluing C−−(α; 1) and D−−+(β, γ; 1, 1) along an X-homeomorphism (C
1
−, α
−1) =
(T+, βγ) we obtain D−−−(β, γ; 1, 1). Hence
η(a, bc) = τ(D−−−(β, γ; 1, 1))(b⊗ c⊗ a)
where
τ(D−−−(β, γ; 1, 1)) ∈ HomK(Lβ ⊗ Lγ ⊗ Lα,K).
It remains to observe that there is an X-homeomorphism D−−−(α, β; 1, 1) →
D−−−(β, γ; 1, 1) mapping the boundary components Y, Z, T of the first disc with
holes onto the boundary components T, Y, Z of the second disc with holes, respec-
tively. By axiom (1.2.4), η(ab, c) = η(a, bc).
Verification of (3.2.1). Let us prove that ϕγ(ab) = ϕγ(a)ϕγ(b) for any a ∈
Lα, b ∈ Lβ where α, β, γ ∈ π. Gluing C−+(αβ; γ−1) to D−−+(α, β; 1, 1) along an
X-homeomorphism (C0−, αβ) = (T+, αβ), we obtain D−−+(α, β; γ, γ). Hence
ϕγ(ab) = τ(D−−+(α, β; γ, γ))(a ⊗ b)
where
τ(D−−+(α, β; γ, γ)) ∈ HomK(Lα ⊗ Lβ, Lγαβγ−1).
Similarly, gluing C−+(α; γ
−1) ∪ C−+(β; γ−1) to D−−+(γαγ−1, γβγ−1; 1, 1) along
X-homeomorphisms
(C1+, γαγ
−1) = (Y−, γαγ
−1) and (C1+, γβγ
−1) = (Z−, γβγ
−1),
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respectively, we obtain D−−+(α, β; γ, γ). Therefore
ϕγ(a)ϕγ(b) = τ(D−−+(α, β; γ, γ))(a⊗ b) = ϕγ(ab).
The proof of the identity η(ϕγ(a), ϕγ(b)) = η(a, b) is similar.
Verification of (3.2.2). The Dehn twist along the circle S1× (1/2) ⊂ C−+(α; 1)
yields an X-homeomorphism C−+(α; 1)→ C−+(α;α). Axiom (1.2.4) implies that
τ(C−+(α;α)) = τ(C−+(α; 1)) = id. Therefore ϕα|Lα = id.
Verification of (3.2.3). Note first that for any ρ, δ ∈ π the homomorphism
τ(D−−+(α, β; ρ, δ)) : Lα ⊗ Lβ → Lραρ−1δβδ−1
can be computed in terms of ϕ and multiplication in L:
(4.9.a) τ(D−−+(α, β; ρ, δ))(a ⊗ b) = ϕρ(a)ϕδ(b).
This follows from the multiplicativity of τ using the splitting of D−−+(α, β; ρ, δ)
as a union of D−−+(α, β; 1, 1) with C−+(α; ρ
−1) and C−+(β; δ
−1).
Consider a self-homeomorphism f of the disc with two holesD which is the iden-
tity on T and which permutes (Y, y) and (Z, z). We choose f so that f(tz) = ty and
f(ty) is an embedded arc leading from t to z and homotopic to the product of four
arcs ty, ∂Y, (ty)−1, tz. An easy computation shows that f is an X-homeomorphism
D−−+(α, β; 1, 1)→ D−−+(β, α; 1, β
−1). Axiom (1.2.4) implies that the homomor-
phisms
τ(D−−+(α, β; 1, 1)) : Lα ⊗ Lβ → Lαβ
and
τ(D−−+(β, α; 1, β
−1)) : Lβ ⊗ Lα → Lαβ
are obtained from each other by the permutation of the two tensor factors. There-
fore for any a ∈ Lα, b ∈ Lβ
ab = τ(D−−+(α, β; 1, 1))(a⊗ b) = τ(D−−+(β, α; 1, β
−1))(b ⊗ a) = b ϕβ−1(a).
This is equivalent to (3.2.2).
Verification of (3.2.4). Fix an orientation of S1 and consider the 2-torus S1×S1
with product orientation. Let B ⊂ S1 × S1 be a closed embedded 2-disc disjoint
from the loops S1 × s and s × S1 where s ∈ S1. Consider the punctured torus
H = (S1 × S1)\IntB with orientation induced from S1 × S1. Let us provide the
boundary circle ∂H = ∂B with orientation opposite to the one induced from H .
We choose a base point on ∂H and an arc r ⊂ H joining this point to s× s ∈ H .
We can assume that r meets the loops S1×s and s×S1 only in its endpoint s×s.
Consider a map g : H → X = K(π, 1) such that g(r) = x ∈ X and the
restrictions of g to S1×s, s×S1 represent α, β ∈ π, respectively. (The orientations
of S1 × s, s × S1 are induced by the one of S1.) Then the loop g|∂H represents
αβα−1β−1. Now, the pair (H, g) is an X-cobordism between (∂H−, g|∂H) and ∅.
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This gives a homomorphism τ(H, g) : Lαβα−1β−1 → K. We claim that both sides
of formula (3.2.a) are equal to τ(H, g)(c). This would imply (3.2.4).
The pair (H, g) can be obtained from D−−+(αβα
−1β−1, α; 1, β) by gluing the
boundary components (Z−, α) and (T+, α) along an X-homeomorphism. (The
circles Z− and T+ give the loop S
1 × s ⊂ T .) A standard argument in the theory
of TQFT’s shows that the homomorphism τ(H, g) : Lαβα−1β−1 → K is the partial
trace of the homomorphism
τ(D−−+(αβα
−1β−1, α; 1, β)) : Lαβα−1β−1 ⊗ Lα → Lα.
For d ∈ Lα, we have
τ(D−−+(αβα
−1β−1, α; 1, β))(c⊗ d) = c ϕβ(d).
Therefore τ(H, g)(c) = Tr(c ϕβ : Lα → Lα). Similarly, the pair (H, g) is ob-
tained from D−−+(αβα
−1β−1, β;α−1, α−1) by gluing the boundary components
(Z−, β) and (T+, β) along an X-homeomorphism. (The circles Z− and T+ give
the loop s× S1 ⊂ T .) Thus, τ(H, g) : Lαβα−1β−1 → K is the partial trace of the
homomorphism
τ(D−−+(αβα
−1β−1, β;α−1, α−1)) : Lαβα−1β−1 ⊗ Lβ → Lβ.
For d ∈ Lβ, we have
τ(D−−+(αβα
−1β−1, β;α−1, α−1))(c ⊗ d) = ϕα−1(c)ϕα−1(d) = ϕα−1(cd).
Therefore τ(H, g)(c) = Tr(ϕα−1c : Lβ → Lβ).
4.10. Functoriality. The construction of the underlying crossed algebra is
functorial with respect to morphisms of HQFT’s as defined in Section 1.2. Such
a morphism ρ : (A, τ) → (A′, τ ′) yields for each α ∈ π a K-linear homomorphism
ρα : Lα → L′α where L (resp. L
′) is the underlying crossed algebra of (A, τ) (resp.
of (A′, τ ′)). The commutativity of the natural square diagrams associated with
the cobordisms D−−+(α, β; 1, 1), B+, C−−(α; 1), and C−+(α;β
−1) imply that
⊕αρα : L → L′ is an algebra homomorphism preserving the unit and the inner
product and commuting with the action of π. This establishes the functoriality of
the underlying crossed algebra.
4.11. The Verlinde formula. The arguments given at the end of Section 4.9
allow us to compute explicitly the values of τ on closed oriented X-surfaces. Note
first that for any α, β ∈ π there is a unique element hα,β ∈ Lβαβ−1α−1 such that
η(c, hα,β) = Tr(c ϕβ : Lα → Lα) = Tr(ϕα−1c : Lβ → Lβ)
for any c ∈ Lαβα−1β−1 . The element hα,β can be geometrically described as
follows. Let (H ′, g) be the same punctured X-torus (H, g) as in Section 4.9 with
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opposite orientation of ∂H (so that it is induced from H). The pair (H ′, g) is
an X-cobordism between ∅ and (∂H ′, g|∂H′). Then hα,β = τ(H ′, g)(1K) where
τ(H ′, g) : K → Lβαβ−1α−1 is the homomorphism associated with (H
′, g).
To compute τ(W ) for a closed oriented X-surface (W, g : W → X) of genus
n, we choose a point w ∈ W and a system of generators a1, a2, ..., a2n ∈ π1(W,w)
subject to the only relation
∏n
r=1 a2r−1a2ra
−1
2r−1a
−1
2r = 1. We deform g so that
g(w) = x. Then g induces a group homomorphism g# : π1(W,w)→ π = π1(X, x).
Using a decomposition of W into n copies of H ′, a disc with n holes, and a disc
B− (cf. Section 5.1 below) one can easily compute that
(4.11.a) τ(W, g) = η(
n∏
r=1
hg#(a2r),g#(a2r−1), 1L) ∈ K.
Note that the relation
∏n
r=1 a2r−1a2ra
−1
2r−1a
−1
2r = 1 yields
∏n
r=1 hg#(a2r),g#(a2r−1) ∈
L1.
If the crossed π-algebra L underlying (A, τ) is semisimple then we can split
each hα,β ∈ Lβαβ−1α−1 as follows:
hα,β =
∑
i∈bas(L)
hα,β,i
where hα,β,i = ihα,β ∈ iLβαβ−1α−1 . Now we can rewrite (4.11.a) in the form
(4.11.b) τ(W, g) =
∑
i∈bas(L)
η(
n∏
r=1
hg#(a2r),g#(a2r−1),i, i).
This formula generalizes the well known Verlinde formula corresponding to π = 1:
in this case h1,1,i = kii with ki ∈ K and formula (4.11.b) has the standard form
τ(W ) =
∑
i∈bas(L) η(i, i)(ki)
n.
If K is a field of characteristic 0, then by (3.6.a) the i-th summand on the righ-
hand side of (4.11.b) is 0 unless g#(a2r−1a2ra
−1
2r−1a
−1
2r )(i) = i for all r = 1, ..., n.
Formula (4.11.a) extends to X-surfaces with boundary. Consider for simplicity
an X-cobordism W with bottom base ∪mp=1(C
p
−, αp ∈ π) as in Section 4.5 and
empty top base. The homomorphism τ(W ) :
⊗m
p=1 Lαp → K is computed as
follows. Choose a point w ∈ IntW and deform g relative to ∂W so that g(w) =
x. Now, connect w by disjoint (except in w) embedded arcs, dp, to the base
points of the circles {Cp−}. Denote by cp the element of π1(W,w) represented
by the loop obtained as the product of dp, the loop parametrizing C
p
− and the
path inverse to dp. The group π1(W,w) can be presented by 2n +m generators
a1, a2, ..., a2n, c1, ..., cm and one relation
n∏
r=1
a2r−1a2ra
−1
2r−1a
−1
2r
m∏
p=1
cp = 1.
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The paths dp are mapped by g into loops in (X, x) representing certain {γp ∈ π}p.
Then for any {up ∈ Lαp}p we have
τ(W )(⊗mp=1up) = η(
n∏
r=1
hg#(a2r),g#(a2r−1)
m∏
p=1
ϕγp(up), 1L).
4.12. Remark. We may consider generalized (1 + 1)-dimensional HQFT’s
such that the homomorphism τ is associated only with surfaces of genus 0. These
HQFT’s correspond to generalized crossed algebras defined as the crossed algebras
above but without axiom (3.2.4).
5. Proof of Theorems 4.1 and 4.3
Throughout this section we shall use the term X-surface for any 2-dimensional
X-cobordism. When the underlying surface is a disc, an annulus or a disc with
holes we call the X-surface an X-disc, an X-annulus, or an X-disc with holes,
respectively.
5.1. Proof of Theorem 4.1: the bijectivity for morphisms. We show
here that for any two (1+ 1)-dimensional HQFT’s (A, τ), (A′, τ ′) with target X =
K(π, 1) with undelying crossed algebras L,L′, the homomorphism
(5.1.a) Hom((A, τ), (A′, τ ′))→ Hom(L,L′)
constructed in Section 4.10 is bijective. The injectivity of this homomorphism
is obvious since all 1-dimensional X-manifolds are disjoint unions of loops and
therefore any two morphisms (A, τ) → (A′, τ ′) coinciding on loops coincide on all
1-dimensional X-manifolds.
To establish the surjectivity of (5.1.a) we first show how to reconstruct (A, τ)
(at least up to isomorphism) from the underlying crossed π-algebra L = (L, η, ϕ).
It follows from the topological classification of surfaces that every compact
oriented surface can be split along a finite set of disjoint simple loops into a union
of discs with ≤ 2 holes, i.e., discs, annuli and discs with two holes. This implies
that every X-surface W can be obtained by gluing from a finite collection of X-
surfaces whose underlying surfaces are discs with ≤ 2 holes. Axioms of an HQFT
imply that the vector τ(W ) is determined by the values of τ on the discs with ≤ 2
holes. It remains to show that these values are completely determined by (L, η, ϕ).
We begin by computing τ for annuli. Each X-annulus is X-homeomorphic
either to C−+(α;β), or to C−−(α;β), or to C++(α;β) with α, β ∈ π. (Note that
C+− is homeomorphic to C−+.) By definition,
(5.1.b) τ(C−+(α;β))(a) = ϕβ−1(a)
for any a ∈ Lα.
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The annulus C−−(α;β) can be obtained by the gluing of two annuli C−+(α;β)
and C−−(β
−1αβ; 1) along an X-homeomorphism (C1+, β
−1αβ) = (C0−, β
−1αβ).
Axiom (1.2.6) and the definition of η imply that
τ(C−−(α;β)) ∈ HomK(Lα ⊗ Lβ−1α−1β,K)
is computed by
(5.1.c) τ(C−−(α;β))(a ⊗ b) = η(ϕβ−1(a), b)
where a ∈ Lα, b ∈ Lβ−1α−1β .
To compute the vector
τ(C++(α;β)) ∈ HomK(K,Lα ⊗ Lβ−1α−1β) = Lα ⊗ Lβ−1α−1β
we present this vector as a finite sum
∑
i ai⊗ bi where ai ∈ Lα and bi ∈ Lβ−1α−1β .
Observe that the gluing of C−−(α
−1; 1) to C++(α;β) along an X-homeomorphism
(C1−, α) = (C
0
+, α) yields C−+(α
−1;β). The axioms of an HQFT and the compu-
tations above yield
(5.1.d)
∑
i
η(a, ai) bi = ϕβ−1(a)
for any a ∈ Lα−1 . Since the restriction of η to Lα−1 × Lα is non-degenerate,
equality (5.1.d) determines uniquely the vector τ(C++(α;β)) =
∑
i ai ⊗ bi.
There are two X-discs: B+ where the orientation of the boundary is induced by
the one in the disc and B− where the orientation of the boundary is opposite to the
one induced from the disc. The vector τ(B+) = 1L ∈ L1 is determined uniquely
as the unit element of L. The X-disc B− may be obtained by the gluing of B+
and C−−(1; 1) along ∂B+ = C
0. Therefore τ(B−) ∈ HomK(L1,K) is determined
uniquely by L. One can compute that τ(B−)(a) = η(a, 1L) = η(1L, a) for any
a ∈ L1.
Each disc with two holes can be split along 3 disjoint simple loops parallel to
its boundary components into a union of 3 annuli and a smaller disc with two
holes. Choosing appropriate orientations of these 3 loops we obtain that any X-
disc with two holes D splits as a union of 3 annuli and an X-disc with two holes
X-homeomorphic to D−−+(α, β; 1, 1) for certain α, β ∈ π. The homomorphism
τ(D−−+(α, β; 1, 1)) is multiplication in L. The values of τ on the annuli are also
determined by L by the arguments above. Now, the axioms of an HQFT allow us
to recover τ(D) uniquely.
Now we can prove the surjectivity of (5.1.a). Every morphism of crossed π-
algebras ρ : L→ L′ defines a linear homomorphism AM → AM ′ for any connected
1-dimensional X-manifold M . These homomorphisms extend to non-connected
X-manifolds M by multiplicativity. We should show that the resulting family
of K-linear homomorphisms {ρM : AM → A
′
M}M makes the natural square di-
agrams associated with X-homeomorphisms and X-surfaces commutative. The
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part concerning the homeomorphisms is obvious. As it was explained above, ev-
ery X-surface can be obtained by gluing from a finite collection of X-surfaces
of type B+, C−+(α;β), C−−(α; 1), C++(α;β), and D−−+(α, β; 1, 1). Therefore it
suffices to check the commutativity of the square diagrams associated with these
X-surfaces. For B+ and D−−+(α, β; 1, 1) this follows from the assumption that
ρ : L → L′ is an algebra homomorphism preserving the unit. For the annuli
C−+(α;β), C−−(α; 1), C++(α;β), this follows from the formulas (5.1.b) - (5.1.d)
and the assumption that ρ : L → L′ preserves the inner product and commutes
with the action of π.
5.2. Proof of Theorem 4.1: the surjectivity for objects. Let (L =⊕
α∈π Lα, η, ϕ) be a crossed π-algebra. We shall realize it as the underlying algebra
of a (1 + 1)-dimensional HQFT (A, τ) with target X = K(π, 1).
We associate with every 1-dimensional X-manifold a K-module as in Section
4.5. It remains to define the homomorphisms τ for 2-dimensional X-cobordisms.
The construction of τ goes in nine steps.
Step 1. We define the homomorphism τ for X-annuli using formulas (5.1.b) -
(5.1.d). To establish the topological invariance, note that the X-homeomorphisms
of X-annuli are generated by (i) the Dehn twists Cε,µ(α;β) → Cε,µ(α;βα) along
the circle S1 × (1/2) where ǫ, µ = ± and (ii) the homeomorphisms Cε,ε(α;β) →
Cε,ε(β
−1α−1β;β−1) permuting the boundary components of the annulus and pre-
serving the arc s× [0, 1] (with s ∈ S1) as a set.
The invariance of τ under the Dehn twists follows from the equalities ϕβα|Lα =
ϕβϕα|Lα = ϕβ |Lα .
The homomorphism τ defined by (5.1.c) is invariant under the homeomorphism
(ii) with ǫ = − because
τ(C−−(α;β))(a ⊗ b) = η(ϕβ−1(a), b) = η(a, ϕβ(b)) = η(ϕβ(b), a)
= τ(C−−(β
−1α−1β;β−1))(b ⊗ a).
To prove that the homomorphism τ(C++) defined by (5.1.d) is invariant under the
homeomorphism C++(α;β)→ C++(β−1α−1β;β−1) described above, it suffices to
deduce from (5.1.d) that for any b ∈ Lβ−1αβ ,
(5.2.a)
∑
i
η(b, bi) ai = ϕβ(b).
For any a ∈ Lα−1 , we have
η(a, ϕβ(b)) = η(ϕβ−1(a), b) = η(b, ϕβ−1(a))
= η(b,
∑
i
η(a, ai) bi) =
∑
i
η(a, ai) η(b, bi) = η(a,
∑
i
η(b, bi) ai).
Now, the non-degeneracy of η implies (5.2.a).
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Step 2. We check now axiom (1.2.6) in the case where W,W0 and W1 are
annuli. It suffices to consider the case where the annulus Cε,µ(α;β) is glued to
C−µ,ν(γ; δ) along an X-homeomorphism (C
1
µ, (β
−1α−εβ)µ) = (C0−µ, γ). Note that
the gluing is possible only if γ = (β−1α−εβ)µ; the result of the gluing is the
annulus Cε,ν(α;βδ). We consider 8 cases depending on the values of ε, µ, ν = ±
and indicate the key argument implying (1.2.6); the details are left to the reader.
Cases (1) and (2): ε = −, µ = +, ν = ±. Use that ϕδ−1ϕβ−1 = ϕ(βδ)−1 .
Case (3): ε = µ = ν = −. This case follows from Case (2) by permuting the
annuli under gluing: the gluing of C−− to C+− along an X-homeomorphism C
1
− =
C0+ is the same operation as the gluing of C−+ to C−− along anX-homeomorphism
C1+ = C
0
−.
Case (4): ε = µ = −, ν = +. We should prove that
(τ(C−−(α;β)) ⊗ idL
δ−1γ−1δ
) (idLα ⊗ τ(C++(γ; δ))) = τ(C−+(α;βδ)).
By definition,
τ(C++(γ; δ)) =
∑
i
ci ⊗ di ∈ Lγ ⊗ Lδ−1γ−1δ
where
(5.2.b)
∑
i
η(e, ci) di = ϕδ−1(e)
for any e ∈ Lγ−1. Note that γ = β
−1α−1β. For a ∈ Lα, we have
(τ(C−−(α;β)) ⊗ idL
δ−1γ−1δ
) (idLα ⊗ τ(C++(γ; δ)))(a)
=
∑
i
(τ(C−−(α;β)) ⊗ idL
δ−1γ−1δ
)(a⊗ ci ⊗ di)
=
∑
i
η(ϕβ−1(a), ci)di = ϕδ−1ϕβ−1(a) = ϕ(βδ)−1(a) = τ(C−+(α;βδ))(a).
Case (5): ε = µ = ν = +. Use that formula (5.1.d) implies the equality∑
i η(a, ai)ϕδ−1(bi) = ϕ(βδ)−1(a).
Cases (6) and (7): ε = +, µ = ±, ν = −. These cases follow from Cases (4)
and (1) by permuting the annuli under gluing.
Case (8): ε = +, µ = −, ν = +. Use the same expression for τ(C++(γ; δ)) as
in Case (4) and the equalities
∑
i
η(e, ϕβ(ci)) di =
∑
i
η(ϕβ−1(e), ci) di = ϕ(βδ)−1(e)
where e ∈ Lβγ−1β−1 .
Step 3. At steps 3 - 5 we define τ for discs with two holes Dε,µ,ν(α, β; ρ, δ)
where α, β, ρ, δ ∈ π.
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For an X-disc with two holes D = D−−+(α, β; ρ, δ), cf. Section 4.6, we de-
fine τ(D) ∈ HomK(Lα ⊗ Lβ , Lραρ−1δβδ−1) by τ(D)(a ⊗ b) = ϕρ(a)ϕδ(b) where
a ∈ Lα, b ∈ Lβ. The topological invariance of τ(D) follows from axioms (3.2.2,
3.2.3) and the fact that any self-homeomorphism of D = D−−+ is isotopic to a
composition of Dehn twists in annuli neighborhoods of the circles Y, Z ⊂ ∂D and
the homeomorphisms f±1 : D → D introduced in the proof of Lemma 4.9.
Axiom (1.2.6) holds for any gluing of an annulus of type C−+ to D−−+: if the
gluing is performed along an X-homeomorphism C1+ = Y− or C
1
+ = Z− then this
follows from the identity ϕαϕβ = ϕαβ ; if the gluing is performed along C
0
− = T+
then this follows from the assumption that each ϕα is an algebra homomorphism.
Step 4. Consider an X-disc with two holes D = D−−−(α, β; ρ, δ) and set
γ = δβ−1δ−1ρα−1ρ−1.
We define τ(D) ∈ HomK(Lα⊗Lβ ⊗Lγ ,K) by τ(D)(a⊗ b⊗ c) = η(ϕρ(a)ϕδ(b), c)
where a ∈ Lα, b ∈ Lβ , c ∈ Lγ . This definition results immediately from axiom
(1.2.6) if we present D as the result of a gluing of D−−+(α, β; ρ, δ) to C−−(γ
−1; 1)
along (T+, γ
−1) = (C0−, γ
−1).
Let us verify the topological invariance of τ(D). Consider anX-homeomorphism
h : D−−− → D−−− which maps (Y, y), (Z, z), (T, t) onto (Z, z), (T, t), (Y, y), re-
spectively. We choose h so that the arc tz is mapped onto yt = (ty)−1 and the
arc ty is mapped onto an embedded arc leading from y to z and homotopic to
the product of the arcs yt and tz. An easy computation shows that h is an X-
homeomorphism D−−−(α, β; ρ, δ) → D−−−(γ, α; δ−1, δ−1ρ). The invariance of τ
under h follows from the equalities
η(ϕδ−1(c)ϕδ−1ρ(a), b) = η(c ϕρ(a), ϕδ(b)) = η(c, ϕρ(a)ϕδ(b)) = η(ϕρ(a)ϕδ(b), c).
It is clear that any self-X-homeomorphism of D may be presented as a com-
position of h±1 with a self-homeomorphism of D preserving all boundary com-
ponents set-wise. Therefore it remains only to check the topological invariance
of τ(D) under self-homeomorphisms of D preserving the boundary components.
Such homeomorphisms (considered up to isotopy) are compositions of Dehn twists
in annuli neighborhoods of Y, Z, T . Invariance of τ(D) under such Dehn twists
follows from the already established topological invariance of the homomorphisms
τ(D−−+(α, β; ρ, δ)) and τ(C−−(γ
−1; 1)).
Axiom (1.2.6) holds for any gluing of an annulus of type C−+ to D−−− (such
a gluing produces again D−−−). If the gluing is performed along Y or Z then this
follows from the identity ϕαϕβ = ϕαβ . The existence of a self-homeomorphism of
D−−− mapping T onto Y shows that the claim holds also for the gluings along T .
Step 5. Now we define τ for D = D++−(α, β; ρ, δ). We can obtain D by
gluing three annuli C++(α; 1), C++(β; 1), C−−(γ; 1) with γ = ρα
−1ρ−1δβ−1δ−1 to
D−−+(α
−1, β−1; ρ, δ) along X-homeomorphisms
(C1+, α
−1) = (Y−, α
−1), (C1+, β
−1) = (Z−, β
−1), (C0−, γ) = (T+, γ),
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respectively. These three annuli form a regular neighborhood of ∂D in D. Axiom
(1.2.6) determines τ(D). Its topological invariance follows from the topological
invariance of the values of τ for D−−+(α
−1, β−1; ρ, δ) and for the three annuli in
question and the following obvious fact: any self-homeomorphism of D is isotopic
to a homeomorphism mapping a given regular neighborhood of ∂D onto itself.
Similarly, we can obtain D+++(α, β; ρ, δ) by gluing 3 annuli of type C++(...; 1)
to D−−−(α
−1, β−1; ρ, δ). Axiom (1.2.6) determines τ(D+++(α, β; ρ, δ)) in a topo-
logically invariant way.
Step 6. We check now axiom (1.2.6) for a gluing of an X-annulus Cε0,ε1 to
an X-disc with two holes Dε,µ,ν . By the topological invariance of τ , it is enough
to consider the gluings performed along an X-homeomorphism C0ε0 = Tν so that
ε0 = −ν. We have 16 cases corresponding to different signs ε1, ε, µ, ν. The cases
where ε0 = −ε1 and the triple ε, µ, ν contains at least two minuses were considered
at Steps 3 and 4. The cases where ε = µ are checked one by one using directly the
definitions and the properties of τ established above, specifically, axiom (1.2.6) for
annuli (Step 2). The key argument in all these cases is that the tensor contractions
along different tensor factors commute. The case ε = −, µ = + reduces to ε =
+, µ = − by the topological invariance. Assume that ε = +, µ = −. If ν = +, ε1 =
+ then (1.2.6) follows again from definitions. The remaining three cases (ν =
+, ε1 = −), (ν = −, ε1 = ±) can be deduced from the following multiplicativity of
τ .
Let α, β, ρ, δ,∆, σ ∈ π. Set γ = ραρ−1δβδ−1. Observe that the gluing of
D−−+(α, β; ρ, δ) to C−−(γ; ∆) along (T+, γ) = (C
0
−, γ) yields the X-disc with
two holes D = D−−−(α, β; ∆
−1ρ,∆−1δ). The same X-disc with two holes D
is obtained by gluing D˜ = D−+−(α, σ
−1β−1σ; ∆−1ρ,∆−1δσ) to C−−(β;σ) along
(Z+, σ
−1β−1σ) = (C1−, σ
−1β−1σ). This allows us to compute
τ(D) ∈ HomK(Lα ⊗ Lβ ⊗ L∆−1γ−1∆,K)
applying (1.2.6) to these two splittings ofD. We claim that these two computations
give the same result. The first splitting implies that for any a ∈ Lα, b ∈ Lβ , c ∈
L∆−1γ−1∆,
τ(D)(a ⊗ b⊗ c) = τ(C−−(γ; ∆))(τ(D−−+(α, β; ρ, δ))(a ⊗ b)⊗ c)
= η(ϕ∆−1(ϕρ(a)ϕδ(b)) , c).
To use the second splitting we first observe that D˜ is X-homeomorphic to
D−−+(∆
−1γ−1∆, α;σ−1δ−1∆, σ−1δ−1ρ)
via a homeomorphism mapping the boundary components Y, Z, T onto Z, T, Y ,
respectively. Therefore applying (1.2.6) to the second splitting of D we obtain
τ(D)(a ⊗ b⊗ c) = τ(C−−(β;σ))(b ⊗ τ(D˜)(c⊗ a))
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= η(ϕσ−1 (b), ϕσ−1δ−1∆(c)ϕσ−1δ−1ρ(a)) = η(b, ϕδ−1∆(c)ϕδ−1ρ(a))
= η(ϕδ−1∆(c)ϕδ−1ρ(a), b) = η(ϕδ−1∆(c), ϕδ−1ρ(a)b) = η(ϕδ−1ρ(a)b, ϕδ−1∆(c))
= η(ϕ∆−1ρ(a)ϕ∆−1δ(b), c) = η(ϕ∆−1(ϕρ(a)ϕδ(b)), c).
This completes the check of consistency and implies (1.2.6) for any gluing of an
X-annulus to an X-disc with two holes.
Step 7. Now we define τ for the X-discs B+ and B− (see Section 5.1 for
notation). Set τ(B+) = 1L ∈ L1. Axiom (1.2.6) for a gluing of B+ to an X-
annulus of type C−+ follows from the equality ϕβ(1L) = 1L for β ∈ π. Axiom
(1.2.6) for a gluing of B+ to an X-disc with two holes of type D−−+ follows from
the equalities 1La = a1L = a for any a ∈ L. This and the definition of τ for
X-discs with two holes of types D−−− or D−++ imply (1.2.6) for any gluing of
B+ to such discs with holes.
The disc B− can be obtained by the gluing of B+ and C−−(1; 1) along ∂B+ =
C0−. This determines τ(B−) ∈ HomK(L1,K). Axiom (1.2.6) for a gluing of B−
to X-discs with ≤ 2 holes follows from the already established properties of the
gluings of C−−(1; 1) and B+.
Step 8. Now we define τ(W ) for any connected X-surface (W, g :W → X). By
a splitting system of loops on W we mean a finite set of disjoint embedded circles
α1, ..., αN ⊂ W which split W into a union of discs with ≤ 2 holes. We provide
each αi with an orientation and a base point xi. Replacing if necessary g by a
homotopic map we can assume that g(xi) = x ∈ X for all i. The discs with holes
obtained by the splitting of W along ∪iαi endowed with the restriction of g are
X-surfaces. Axiom (1.2.6) determines τ(W ) from the values of τ on these discs
with holes.
We claim that τ(W ) does not depend on the choice of orientations and base
points on α1, ..., αN . The proof is as follows. Choose i ∈ {1, ..., N} and set
α = αi. Let D1, D2 be the discs with holes attached to α from two sides (they
may coincide). Let C be a regular neighborhood of α in D1. Clearly, C is an
annulus in D1 bounded by α and a parallel loop α˜. Consider the discs with holes
D˜1 = D1\C and D˜2 = D2 ∪ C. We provide α˜ with a base point x˜ and the
orientation opposite to the one of α. We deform g in a small neighborhood of x˜
so that g(x˜) = x. In these way the surfaces C, D˜1, D˜2 acquire the structure of
X-surfaces. It follows from the properties of τ established above that
∗α(τ(D1)⊗ τ(D2)) = ∗α ∗α˜ (τ(D˜1)⊗ τ(C) ⊗ τ(D2)) = ∗α˜(τ(D˜1)⊗ τ(D˜2))
where ∗α denotes the tensor contraction corresponding to the gluing along α.
Thus, replacing α with α˜ in our splitting system of loops we do not change τ(W ).
This implies that τ(W ) does not depend on the choice of orientations and base
points on α1, ..., αN . A similar argument shows that τ(W ) does not depend on
the choice of g in its homotopy class (relative to the base points on ∂W ).
We claim that the homomorphism τ(W ) does not depend on the choice of a
splitting system of loops on W . The crucial argument is provided by the fact (see
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[HT]) that any two splitting systems of loops on W are related by the following
transformations:
(i) isotopy in W ;
(ii) adding to a splitting system of loops {α1, ..., αN} a simple loop α ⊂W\∪i
αi;
(iii) deleting a loop from a splitting system of loops, provided the remaining
loops form a splitting system;
(iv) replacing one of the loops αi of a splitting system adjacent to two different
discs with two holes D1, D2 by a simple loop lying in IntD1 ∪ IntD2 ∪αi, meeting
αi transversally in two points and splitting both D1 and D2 into annuli;
(v) replacing one of the loops of a splitting system by a simple loop meeting it
transversally in one point and disjoint from the other loops.
We should check the invariance of τ(W ) under these transformations. The
invariance of τ(W ) under isotopy is obvious. Consider the transformation (ii).
The loop α lies in a disc with ≤ 2 holes obtained by the splitting of W along
∪iαi. The loop α splits this disc with ≤ 2 holes into a union of a smaller disc with
≤ 2 holes and an annulus or a disc (without holes). Therefore the invariance of
τ(W ) under (ii) follows from the already established multiplicativity of τ under
the gluings of a disc with ≤ 2 holes to an annulus or a disc. The transformation
(iii) is inverse to (ii) and the same argument applies.
The associativity of multiplication in L yields two equivalent expressions for
the value of τ for a disc with 3 holes; these expressions are obtained from two
splittings of the disc with 3 holes as a union of two discs with 2 holes (cf. Section
4.7). Since we are free to choose orientations of the loops in a splitting system,
we can reduce the invariance of τ(W ) under the transformation (iv) to this model
case. Note that in order to have the maps to X as in the model case we can
use transformations (ii) to add additional annuli to the splitting. Similarly, the
invariance of τ(W ) under the transformation (v) follows from axiom (3.2.4) (cf.
the end of the proof of Lemma 4.9).
The topological invariance of τ(W ) follows from the topological invariance of
τ for discs with ≤ 2 holes and the fact that any homeomorphism of connected
surfaces maps a splitting system of loops onto a splitting system of loops.
Step 9. We have defined τ for connected X-surfaces. We extend τ to arbitrary
X-surfaces by (1.2.5). It follows directly from definitions that (A, τ) is an HQFT.
(To prove (1.2.6) we compute τ(W ) using a splitting system of loops containing
N = N ′ ⊂W .)
5.3. Last claim of Theorem 4.1. The last claim of Theorem 4.1 is obvious for
direct sums, tensor products, and pull-backs. For the duality and transfer, this
claim is a nice computational exercise.
5.4. Proof of Theorem 4.3. Theorem 4.3 results from Theorems 3.6, 3.7, 4.1
and the fact that the underlying crossed algebra of a (1+1)-dimensional primitive
cohomological HQFT is the crossed algebra defined in Section 3.3.
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6. Hermitian and unitary crossed algebras
In this section we assume that K has a ring involution k 7→ k : K → K.
6.1. Hermitian and unitary crossed π-algebras. Let π be a group. A
Hermitian crossed π-algebra is a crossed π-algebra (L =
⊕
α∈π Lα, η, ϕ) over K
endowed with an involutive antilinear antiautomorphism a 7→ a : L → L which
commutes with the action of π, transforms η into η and sends each Lα into Lα−1 .
This definition implies the identities
(6.1.a) a = a, ka = ka, ab = ba, ϕβ(a) = ϕβ(a), η(a, b) = η(a, b)
for any a, b ∈ L, k ∈ K,β ∈ π. It follows from these conditions that 1L = 1L.
Observe that for any a ∈ L,
η(a, a) = η(a, a) = η(a, a).
In particular, if K = C with usual complex conjugation then η(a, a) ∈ R for all a.
If additionally, η(a, a) > 0 for all non-zero a ∈ L, then we say that L is unitary.
It is easy to check that direct sums, tensor products, pull-backs, duals, and
transfers of Hermitian (resp. unitary) crossed algebras are again Hermitian (resp.
unitary) crossed algebras. We can define a category, HQ2(π) (resp. UQ2(π)),
whose objects are Hermitian (resp. unitary) crossed π-algebras. The morphisms
are defined as in Section 3.2 with the additional condition that they commute with
the involutions.
6.2. Examples. Let {θα,β ∈ S}α,β∈π be a normalized 2-cocycle of the group π
with values in the multiplicative group S = {k ∈ K | kk = 1K}. We introduce
a Hermitian structure on the crossed π-algebra L =
⊕
α∈πKlα constructed in
Section 3.3. For all α ∈ π, set
lα = θα,α−1 lα−1 = (θα,α−1)
−1lα−1 .
This extends uniquely to an antilinear homomorphism a 7→ a : L → L. We claim
that it satisfies (6.1.a). The involutivity follows from the equalities
θα,α−1θα−1,α = θα,α−1θα,α−1 = 1K
where we use the identity θα−1,α = θα,α−1 . Similarly,
η(lα, lα−1) = η(θα,α−1 lα−1 , θα−1,α lα) = θα,α−1 θα−1,α η(lα−1 , lα)
= θα,α−1 θα−1,α θα−1,α = θα,α−1 = η(lα, lα−1).
To prove that this involution is an antiautomorphism we should check that lαlβ =
lβ lα for any α, β ∈ π. This is equivalent to
(6.2.a) (θα,βθαβ,(αβ)−1)
−1 = (θα,α−1θβ,β−1)
−1θβ−1,α−1 .
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To prove this formula, set γ = β−1 in (3.3.a). This yields θαβ,β−1 = θβ,β−1(θα,β)
−1.
(We use that θα,1 = 1, see Section 3.3). Now, we replace α, β, γ in (3.3.a) with
αβ, β−1, α−1, respectively. Substituting in the resulting formula the expression
θαβ,β−1 = θβ,β−1(θα,β)
−1, we obtain a formula equivalent to (6.2.a). It remains
to check the identity ϕβ(lα) = ϕβ(lα). Note first that lαlα = 1. Therefore
ϕβ(lα)ϕβ(lα) = 1. This characterizes ϕβ(lα) as the (unique) element of Lβα−1β−1
inverse to ϕβ(lα). We claim that ϕβ(lα) ∈ Lβα−1β−1 is also inverse to ϕβ(lα).
By definition, ϕβ(lα) = ylβαβ−1 where y ∈ K is determined from the equation
ϕβ(lα)lβ = lβlα. Thus, y = (θβαβ−1,β)
−1θβ,α. This implies yy = 1 and therefore
ϕβ(lα)ϕβ(lα) = yylβαβ−1lβαβ−1 = 1. Hence ϕβ(lα) = ϕβ(lα).
If K = C with usual complex conjugation then η(lα, lα) = 1 for all α so that
L is unitary.
6.3. Theorem. Let π be a group. The underlying crossed π-algebra of a Hermi-
tian (1+1)-dimensional HQFT with target K(π, 1) has a Hermitian structure in a
natural way. This establishes an equivalence between the category HQ2(K(π, 1))
of (1 + 1)-dimensional Hermitian HQFT’s with target K(π, 1) and the category
HQ2(π) of Hermitian crossed π-algebras. Similar results hold in the unitary set-
ting.
Proof. Consider a Hermitian HQFT (A, τ) with target K(π, 1) and its under-
lying crossed π-algebra L. The Hermitian structure on (A, τ) yields for each α ∈ π
a non-degenerate Hermitian pairing 〈., .〉α : Lα×Lα → K. By the non-degeneracy
of η there is a unique antilinear isomorphism b 7→ b : Lα → Lα−1 such that
(6.3.a) 〈a, b〉α = η(a, b)
for any a, b ∈ Lα. The identity 〈a, b〉α = 〈b, a〉α may be rewritten as
(6.3.b) η(a, b) = η(a, b)
for any a, b ∈ L. We shall check that the homomorphism b 7→ b defines a Hermitian
structure on L. To this end we shall apply axiom (1.7.2) to the X-surfaces of types
C−+(α;β
−1), C−−(α; 1) and D−−+(α, β; 1, 1) (cf. Section 4.6).
ForW = C−+(α;β
−1), we have −W = C−+(βαβ−1;β). By definition, τ(W ) =
ϕβ : Lα → Lβαβ−1 and τ(−W ) = ϕβ−1 : Lβαβ−1 → Lα. Axiom (1.7.2) yields
〈ϕβ(a), b〉βαβ−1 = 〈a, ϕβ−1(b)〉α
for any a ∈ Lα, b ∈ Lβαβ−1. Substituting c = ϕβ−1(b) ∈ Lα we obtain an equiva-
lent formula
〈ϕβ(a), ϕβ(c)〉βαβ−1 = 〈a, c〉α
for any a, c ∈ Lα. This is equivalent to η(ϕβ(a), ϕβ(c)) = η(a, c). Since the form
η is invariant under ϕβ and non-degenerate, the latter formula is equivalent to
ϕβ(c) = ϕβ(c).
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For W = C−−(α; 1), we have −W = C++(α; 1). By definition, τ(W ) is the
pairing a ⊗ b 7→ η(a, b) : Lα ⊗ Lα−1 → K where a ∈ Lα, b ∈ Lα−1 . The ho-
momorphism τ(−W ) : K → Lα ⊗ Lα−1 sends 1K into a sum
∑
i ai ⊗ bi with
ai ∈ Lα, bi ∈ Lα−1 such that
∑
i η(a, ai) bi = a for any a ∈ Lα−1 (cf. Section 5.1).
Axiom (1.7.2) for W is equivalent to
〈η(a, b), 1K〉∅ = 〈a⊗ b,
∑
i
ai ⊗ bi〉
where on the right-hand side we have the Hermitian form on Lα ⊗ Lα−1 induced
by the Hermitian forms on the factors. By (1.7.1), 〈η(a, b), 1K〉∅ = η(a, b). On the
right-hand side we have
〈a⊗ b,
∑
i
ai ⊗ bi〉 =
∑
i
〈a, ai〉〈b, bi〉 =
∑
i
η(a, ai) η(b, bi)
=
∑
i
η(a, ai) η(b, bi) = η(b,
∑
i
η(a, ai)bi) = η(b, a) = η(a, b).
This gives η(a, b) = η(a, b). Using this formula and the non-degeneracy of η we
observe that (6.3.b) is equivalent to the involutivity of a 7→ a : L→ L.
It remains to analyze the case W = D−−+(α, β; 1, 1). By definition, τ(W ) is
the multiplication a ⊗ b 7→ ab : Lα ⊗ Lβ → Lαβ where a ∈ Lα, b ∈ Lβ. Clearly,
−W = D++−(β, α; 1, 1). The homomorphism τ(−W ) : Lαβ → Lβ ⊗Lα sends any
c ∈ Lαβ to a sum
∑
j tj ⊗ zj with tj ∈ Lβ , zj ∈ Lα such that cy =
∑
j η(y, tj)zj
for all y ∈ Lβ−1. Axiom (1.7.2) for W is equivalent to
〈ab, c〉αβ =
∑
j
〈a, zj〉α 〈b, tj〉β
for any a ∈ Lα, b ∈ Lβ, c ∈ Lαβ. The left-hand side is equal to η(ab, c) = η(a, bc)
while the right-hand side is equal to
∑
j
〈a, zj〉α〈b, tj〉β =
∑
j
η(a, zj) η(b, tj) = η(a,
∑
j
η(b, tj)zj) = η(a, cb) = η(a, cb).
Thus η(a, bc) = η(a, cb) for all a, b, c ∈ L. By the non-degeneracy of η, bc = cb.
Hence bc = cb. We conclude that b 7→ b is a Hermitian structure on L.
Conversely, having a Hermitian structure on L we define a Hermitian structure
on (A, τ) by (6.3.a) and (1.7.1). The arguments above verify axiom (1.7.2) for the
X-surfaces C−+(α;β
−1), C−−(α; 1), D−−+(α, β; 1, 1). Since C++ = −C−− and
(1.7.2) for W is equivalent to (1.7.2) for −W , this axiom holds also for W = C++.
Clearly −B+ = B−. Therefore for W = B+, axiom (1.7.2) is equivalent to
(6.3.c) 〈1L, b〉1 = 〈τ(B+)(1K), b〉1 = 〈1K , τ(B−)(b)〉∅ = τ(B−)(b)
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for any b ∈ L1. Recall (see Section 5.1) that τ(B−)(b) = η(b, 1L) ∈ K. Therefore
(6.3.c) is equivalent to 〈1L, b〉1 = η(b, 1L). Applying the conjugation in K, we
obtain an equivalent formula 〈b, 1L〉1 = η(b, 1L). Since 〈b, 1L〉1 = η(b, 1L), formula
(6.3.c) follows from 1L = 1L.
Now, every X-surface W can be obtained by gluing from the discs with holes
of types B+, C−+(α;β), C−−(α; 1), C++(α; 1), D−−+(α, β; 1, 1) (cf. Section 5.1).
Therefore (1.7.2) holds for W . Thus, the functor HQ2(K(π, 1)) → HQ2(π) is
surjective on objects. That this functor is an equivalence of categories is straight-
forward (cf. Section 5.1).
Part III. Lattice models for (1 + 1)-dimensional HQFT’s
7. Biangular π-algebras and lattice HQFT’s
By a lattice topological quantum field theory one means a TQFT which can
be computed in terms of partition functions (or state sums) on triangulations or
cellular decompositions of manifolds. Lattice TQFT’s are well known in dimen-
sions 2 and 3, see [BP], [FHK], [TV]. In this section we introduce a lattice HQFT
in dimension 2.
7.1. Biangular π-algebras. Let L = ⊕α∈πLα be a π-algebra. Given ℓ ∈ L,
denote by µℓ the left multiplication by ℓ sending any a ∈ L into ℓa ∈ L. Clearly,
if ℓ ∈ L1 then µℓ(Lα) ⊂ Lα for all α ∈ π. We call L a biangular π-algebra if it
satisfies the following two conditions:
(i) for any ℓ ∈ L1 and any α ∈ π,
(7.1.a) Tr(µℓ|Lα : Lα → Lα) = Tr(µℓ|L1 : L1 → L1),
(ii) for any α ∈ π, the bilinear form η : Lα ⊗ Lα−1 → K defined by
(7.1.b) η(a, b) = Tr(µab|L1 : L1 → L1)
(where a ∈ Lα, b ∈ Lα−1) is non-degenerate.
Condition (i) implies that
Dim(Lα) = Tr(id : Lα → Lα) = Tr(µ1|Lα : Lα → Lα) = Tr(µ1|L1 : L1 → L1)
does not depend on α ∈ π. This shows in particular that the crossed π-algebras
are not necessarily biangular.
The bilinear form η on a biangular π-algebra L defined by (7.1.b) is symmetric:
if a ∈ Lα, b ∈ Lα−1 then
η(b, a) = Tr(µba|L1) = Tr(µbµa|L1 : L1 → L1) = Tr(µaµb|Lα : Lα → Lα)
= Tr(µab|Lα : Lα → Lα) = Tr(µab|L1 : L1 → L1) = η(a, b).
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It is clear that the inner product η makes L a Frobenius π-algebra.
The group ring K[π] with canonical π-algebra structure is biangular. More
generally, the π-algebra constructed in Section 3.3 is biangular. It follows from
definitions and the standard properties of the trace that the direct sums and ten-
sor products of biangular π-algebras are biangular π-algebras. More examples of
biangular algebras can be obtained using the pull-back and push-forward construc-
tions, see Section 3.1. Namely, the pull-back of a biangular π-algebra along any
group homomorphism q : π′ → π is a biangular π′-algebra. If q is a surjective ho-
momorphism with finite kernel and the order of Ker q is invertible in K, then the
push-forward along q of a biangular π′-algebra is a biangular π-algebra. Further
examples of biangular algebras will be given in Section 10.
Our interest in biangular π-algebras is due to the fact that each such algebra
L gives rise to a (1 + 1)-dimensional HQFT with target K(π, 1). The underlying
crossed π-algebra of this HQFT is called the π-center of L. (This term is justified
by the examples given in Section 10.2). We give here a direct algebraic description
of the π-center of L.
Observe first that for every α ∈ π, the non-degenerate form η : Lα⊗Lα−1 → K
yields a canonical element bα ∈ Lα ⊗ Lα−1 (cf. Lemma 7.1.1 below). We expand
(7.1.c) bα =
∑
i
pαi ⊗ q
α
i
where i runs over a finite set of indices and pαi ∈ Lα, q
α
i ∈ Lα−1 . Since η is
symmetric, the vector bα−1 is obtained from bα by permutation of the tensor
factors. The element bα is characterized by the following property: for any p ∈ Lα,
p =
∑
i
η(p, qαi ) p
α
i .
Note that the sum
∑
i p
α
i q
α
i ∈ L1 does not depend on the choice of expansion
(7.1.c). Below we shal prove that for all α ∈ π,
(7.1.d)
∑
i
pαi q
α
i = 1L.
Define a K-homomorphism ψα : L → L by ψα(a) =
∑
i p
α
i a q
α
i where a ∈ L.
This homomorphism does not depend on the choice of expansion (7.1.c) and sends
each Lβ ⊂ L into Lαβα−1 . It turns out that ψαψα′ = ψαα′ for any α, α
′ ∈ π and ψα
is adjoint to ψα−1 with respect to η. In particular, ψ1 is an orthogonal projection
onto a submodule C = ⊕α∈πCα of L where Cα = ψ1(Lα) ⊂ Lα. Formula (7.1.d)
implies that 1L ∈ C. It turns out that C is a subalgebra of L. Moreover, the
pairing η|C : C ⊗ C → K and the homomorphism π → AutC sending each α ∈ π
to ψα|C : C → C make C a crossed π-algebra. The crossed π-algebra C is the π-
center of L. All these claims follow directly by applying the definitions of Section
4 to the HQFT associated with L (cf. Section 8.6).
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It is easy to check that if L = K[π] or more generally if L is the π-algebra
constructed in Section 3.3, then ψ1 = idL so that C
L = L.
We finish this subsection with a proof of the existence of bα, check (7.1.d), and
state a lemma which will be used in Section 8. In the remaining part of Section 7
we give a construction of the lattice HQFT associated with a biangular π-algebra
L. A dual construction of the same HQFT is given in Section 8.
7.1.1. Lemma. Let P,Q be projective K-modules of finite type and let η :
P⊗Q→ K be a non-degenerate bilinear form. There is a unique element b ∈ P⊗Q
such that for any expansion b =
∑
i pi ⊗ qi into a finite sum with pi ∈ P, qi ∈ Q
and any p ∈ P , q ∈ Q, we have
p =
∑
i
η(p, qi) pi, q =
∑
i
η(pi, q) qi.
Moreover, for any K-homomorphism f : P → P , we have Tr(f) =
∑
i η(f(pi), qi).
Proof. Denote by ρ the homomorphism Q → P ∗ defined by ρ(q)(p) = η(p, q)
for any p ∈ P, q ∈ Q. Since η is non-degenerate, ρ is an isomorphism.
To any element b =
∑
i pi⊗qi of P⊗Q we associate a homomorphism νb : P
∗ →
Q sending each x ∈ P ∗ into νb(x) =
∑
i x(pi)qi ∈ Q. Since P and Q are projective
modules, the formula b 7→ νb defines an isomorphism P ⊗Q = Hom(P
∗, Q).
Observe that the identity p =
∑
i η(p, qi)pi for all p ∈ P is equivalent to
ρ νb = idP∗ . Indeed, ρ νb sends any x ∈ P ∗ into the homomorphism P → K
which maps each p ∈ P into η(p,
∑
i x(pi)qi) = x(
∑
i η(p, qi)pi). The equality
ρ νb(x) = x holds for all x ∈ P ∗ if and only if
∑
i η(p, qi)pi = p for all p ∈ P .
A similar argument shows that the identity q =
∑
i η(pi, q)qi for all q ∈ Q is
equivalent to νb ρ = idQ. Thus, the only element b satisfying conditions of the
lemma is determined from νb = ρ
−1 ∈ Hom(P ∗, Q).
The second claim of the lemma is standard (see for instance [Tu, Lemma
II.4.3.1]).
7.1.2. Proof of (7.1.d). Using the expression for the trace given in Lemma
7.1.1, we obtain for any ℓ ∈ L1, α ∈ π,
η(ℓ, 1L) = Tr(µℓ|L1) = Tr(µℓ|Lα : Lα → Lα) =
∑
i
η(ℓ pαi , q
α
i ) = η(ℓ,
∑
i
pαi q
α
i ).
Since the form η : L1 ⊗ L1 → K is non-degenerate,
∑
i p
α
i q
α
i = 1L.
7.1.3. Lemma. For any α ∈ π, a ∈ Lα−1 , b ∈ Lα and any expansion (7.1.c) of
bα, we have
∑
i η(a p
α
i , 1L) η(q
α
i b, 1L) = η(ab, 1L).
Proof.∑
i
η(a pαi , 1L) η(q
α
i b, 1L) =
∑
i
η(a, pαi ) η(q
α
i , b) =
∑
i
η(a, pαi ) η(b, q
α
i )
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= η(a,
∑
i
η(b, qαi ) p
α
i ) = η(a, b) = η(ab, 1L).
7.2. Maps to K(π, 1) as combinatorial systems. It is well known that
the homotopy classes of maps from a CW-complex to the Eilenberg-MacLane
space X = K(π, 1) admit a combinatorial description in terms of elements of π
assigned to the 1-cells. These elements may be viewed as the holonomies of the
corresponding principal π-bundles. Here we recall this description adapting it to
our setting.
Let T be a CW-complex with underlying topological space T˜ . By vertices,
edges and faces of T we mean 0-cells, 1-cells and 2-cells of T , respectively. Denote
the set of vertices of T by Vert(T ). Each oriented edge e of T leads from an initial
vertex, ie ∈ Vert(T ), to a terminal vertex, te ∈ Vert(T ) (they may coincide).
Denote by Edg(T ) the set of oriented edges of T . Inverting the orientation we
obtain an involution e 7→ e−1 on Edg(T ).
Each face ∆ of T is obtained by adjoining a 2-disc to the 1-skeleton T 1 of T
along a map f∆ : S
1 → T 1. In general this map may be rather wild; we shall
require the following property of regularity. We say that the CW-complex T is
regular if for any face ∆ of T the pre-image f−1∆ (Vert(T )) ⊂ S
1 of Vert(T ) is a finite
non-empty set which splits the circle S1 into arcs mapped by f∆ homeomorphically
onto certain edges of T . These arcs in S1 are called the sides of ∆. The image
of each side of ∆ under f∆ is an edge of T . An orientation of S
1 determines
an orientation and a cyclic order of the sides of ∆. The corresponding cyclically
ordered oriented edges of T form the boundary of ∆. Examples of regular CW-
complexes are provided by triangulated spaces.
Assume that T is regular. Assume also that a certain subset (possibly empty)
of Vert(T ) is distinguished; the vertices belonging to this subset are called the base
vertices of T . By a π-system {ge} on T we mean a function which assigns to every
e ∈ Edg(T ) an element ge ∈ π such that
(i) for any e ∈ Edg(T ) we have ge−1 = (ge)
−1;
(ii) if ordered oriented edges e1, e2, ..., en of T with n ≥ 1 form the boundary
of a face then ge1ge2 ...gen = 1.
Let FT be the set of maps Vert(T )→ π taking value 1 ∈ π on all base vertices
of T . The set FT is a group with pointwise multiplication. If g = {ge} is a π-
system on T and γ ∈ FT then the formula (γg)e = γ(ie)ge(γ(te))−1 yields a new
π-system γg on T . This defines a left action of FT on the set of π-systems on T .
We say that two π-systems g, g′ on T are homotopic if they lie in the same orbit
of this action, i.e., if there is γ ∈ FT such that g′ = γg. It is clear that homotopy
is an equivalence relation.
Every π-system g on T gives rise to a map g˜ : T˜ → X = K(π, 1) which sends
all vertices of T into the base point of X and sends each oriented edge e ∈ Edg(T )
into a loop in X representing ge ∈ π. An elementary obstruction theory shows that
the formula g 7→ g˜ establishes a bijective correspondence between the homotopy
classes of π-systems on T and the pointed homotopy classes of maps T˜ → X .
(These are classes of maps sending all the base vertices of T in the base point of
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X modulo homotopies constant on the base vertices).
By a CW-decomposition of an X-cobordism (or an X-manifold) W we shall
mean a regular CW-decomposition such that ∂W is a subcomplex and all the base
points are among vertices. A π-system g on a CW-decomposition T of W is said
to be characteristic if the map g˜ : W = T˜ → X is homotopic (in the pointed
category) to the given characteristic map W → X . Note that the characteristic
π-systems on T form a single homotopy class of π-systems.
7.3. State sums on closed X-surfaces. Fix a biangular π-algebra L. Let
W be a closed X-surface, i.e., a closed oriented surface endowed with a map
W → X = K(π, 1). (We do not provide closed surfaces with base points, cf.
Section 1.1). Here we define a state sum invariant τ(W ) = τL(W ) ∈ K.
Choose a (regular) CW-decomposition T of W . By a flag in T we mean a pair
(a face ∆ of T , a side e of ∆). The flag (∆, e) determines an orientation of e such
that ∆ lies on the right of e. This means that the pair (a vector looking from
a point of e inside ∆, the oriented side e) is positively oriented with respect to
the given orientation of W . By abuse of notation, we shall denote the edge of T
corresponding to e by the same letter e.
Let g be a characteristic π-system on T . With each flag (∆, e) in T we associate
the K-module L(∆, e, g) = Lge where the orientation of e is determined by ∆ as
above. Each unoriented edge e of T appears in two flags, (∆, e), (∆′, e), and
inherits from them opposite orientations. Since the corresponding values of g are
inverse to each other, we have the canonical vector bge ∈ L(∆, e, g) ⊗ L(∆
′, e, g)
introduced in Section 7.1. The tensor product of these vectors over all unoriented
edges of T is an element, Bg ∈ ⊗(∆,e)L(∆, e, g) where (∆, e) runs over all flags in
T .
Let ∆ be a face of T with n ≥ 1 oriented ordered sides e1, ..., en whose orien-
tation is determined by ∆ as above and the order is chosen so that the terminal
endpoint of er is the initial endpoint of er+1 for r = 1, ..., n (mod n). Note that
ge1 ...gen = 1. The n-linear form
L(∆, e1, g)⊗ L(∆, e2, g)⊗ ...⊗ L(∆, en, g)→ K
defined by (a1, a2, ..., an) 7→ η(a1a2...an, 1L) with ar ∈ L(∆, er, g) for r = 1, ..., n is
invariant under cyclic permutations and therefore is determined by ∆. The tensor
product of these multilinear forms over all faces of T is a homomorphism, Dg :
⊗(∆,e)L(∆, e, g)→ K where (∆, e) runs over all flags in T . Set 〈g〉 = Dg(Bg) ∈ K.
7.3.1. Claim. The state sum 〈g〉 does not depend on the choice of g in its
homotopy class and does not depend on the choice of T .
For a proof, see Section 8.
Claim 7.3.1 implies that τ(W ) = 〈g〉 = Dg(Bg) ∈ K is a well defined invariant
of the X-surface W . By the very definition, τ(W ) depends only on the homotopy
class of the characteristic map W → X and is multiplicative with respect to
disjoint union of closed X-surfaces.
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For connected W , we can give an explicit formula for τ(W ). We need the
following notation. For b ∈ Lα ⊗ Lα−1 , b
′ ∈ Lβ ⊗ Lβ−1 with α, β ∈ π, we define
[b, b′] ∈ Lαβα−1β−1 as follows: expand b, b
′ into finite sums b =
∑
i pi ⊗ qi, b
′ =∑
j p
′
j ⊗ q
′
j with pi ∈ Lα, qi ∈ Lα−1 , p
′
j ∈ Lβ, q
′
j ∈ Lβ−1 and set
[b, b′] =
∑
i,j
pip
′
jqiq
′
j ∈ Lαβα−1β−1 .
It is clear that [b, b′] does not depend on the choice of the expansions of b, b′.
Assume now that W is a closed connected oriented X-surface of genus n ≥ 1.
Consider the CW-decomposition of W formed by one vertex, 2n oriented loops
a1, a2, ..., a2n and one face with boundary
∏n
r=1(a2r−1a2ra
−1
2r−1a
−1
2r ). We choose
this CW-decomposition so that the intersection number [a1] · [a2] of the integer
homology classes represented by the loops a1, a2 equals −1. We deform the char-
acteristic map g :W → X so that is sends the only vertex ofW into the base point
of X . Consider the induced homomorphism g# of the fundamental groups and set
αs = g#(as) ∈ π for s = 1, ..., 2n. Recall the canonical element bαs ∈ Lαs ⊗ Lα−1s .
Computing τ(W ) from this CW-decomposition of W , we obtain
τ(W ) = η(
n∏
r=1
[bα2r−1 , bα2r ], 1L)
where
∏n
r=1[bα2r−1 , bα2r ] ∈ L1. In the case W = S
2, all maps W → X are ho-
motopic to the constant map. The invariant τ(S2) can be computed from the
CW-decomposition of S2 consisting of one vertex, one loop and two faces (hemi-
spheres). Fix an expansion of the canonical element b1 =
∑
i pi ⊗ qi ∈ L1 ⊗ L1.
We have
τ(S2) =
∑
i
η(pi, 1L) η(qi, 1L) = η(
∑
i
η(qi, 1L) pi, 1L) = η(1L, 1L) = DimL1.
7.4. A lattice (1 + 1)-dimensional HQFT. We extend the invariant τ of
closed X-surfaces constructed above to a (1 + 1)-dimensional HQFT with target
X = K(π, 1). The construction goes in three steps. At the first step we assign
K-modules to so-called trivialized 1-dimensional X-manifolds. At the second step
we extend this assignement to a preliminary (1 + 1)-dimensional HQFT defined
for trivialized X-manifolds and X-cobordisms with trivialized boundary. At the
third step we get rid of the trivializations.
Step 1. We say that a 1-dimensional X-manifold M is trivialized if it is
provided with a CW-decomposition T (such that the base points of the compo-
nents of M are among the vertices) and a characteristic π-system g on T . We
provide each edge e of M with canonical orientation induced by the one of M .
We associate with the trivialized 1-dimensional X-manifold M = (M,T, g) the
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K-module A(M) = ⊗eLge where e runs over all canonically oriented edges of T .
It is clear that the module A(M) is projective of finite type. For disjoint trivial-
ized 1-dimensional X-manifolds M,N , we have A(M
∐
N) = A(M)⊗K A(N). If
M = ∅ then by definition M is trivialized and A(M) = K.
Step 2. Consider a 2-dimensional X-cobordism (W,M0,M1) as defined in
Section 1.1. Assume that the bases M0,M1 of W are trivialized. We define a
K-homomorphism τ(W ) : A(M0) → A(M1) as follows. Choose a regular CW-
decomposition T of W extending the given CW-decomposition of ∂W = (−M0)∪
M1. Choose a characteristic π-system g on T extending the given π-system on
∂W . Applying the constructions of Section 7.3 to g we obtain a vector Bg ∈
⊗(∆,e)L(∆, e, g) where (∆, e) runs over flags in T such that e does not lie on
∂W . As in Section 7.3, we obtain a homomorphism Dg : ⊗(∆,e)L(∆, e, g) → K
where (∆, e) runs over all flags in T . Contracting these two tensors we obtain a
homomorphism 〈g〉 : ⊗(∆,e⊂∂W )L(∆, e, g)→ K. We provide each edge e lying on
Mr (r = 0, 1) with the orientation induced by the one of Mr. This orientation
of e coincides with the one induced by the only face attached to e if e ⊂ M0
and is opposite to it if e ⊂ M1. Therefore L(∆, e, g) = Lge if e ⊂ M0 and
L(∆, e, g) = L(ge)−1 if e ⊂M1. We identify L(ge)−1 with the dual of Lge using the
inner product η. In this way we can view 〈g〉 as a homomorphism
A(M0) =
⊗
e⊂M0
Lge →
⊗
e⊂M1
Lge = A(M1).
We claim that 〈g〉 does not depend on the choice of g and T ; this will be checked
in Section 8. Set τ(W ) = 〈g〉 : A(M0) → A(M1). By the very definition, τ(W )
depends only on the homotopy class of the characteristic mapW → X and satisfies
axiom (1.2.5). The next lemma describes the behavior of τ under the gluing of
X-cobordisms.
7.4.1. Lemma. Let M0,M1, N be trivialized 1-dimensional X-manifolds (pos-
sibly void). If a 2-dimensional X-cobordism (W,M0,M1) is obtained from two
2-dimensional X-cobordisms (W0,M0, N) and (W1, N,M1) by gluing along the
identity map N = N then τ(W ) = τ(W1) ◦ τ(W0) : A(M0)→ A(M1).
Proof. For r = 0, 1, fix a regular CW-decomposition Tr of Wr extending the
given CW-decomposition of the boundary. Gluing T0 and T1 along N we obtain
a regular CW-decomposition, T , of W . The lemma is a reformulation of the
following claim:
(∗) Let for r = 0, 1, gr be a π-system on Tr extending the given π-systems on
Mr and N . Let g be the unique π-system on T extending g0 and g1. Then the
homomorphism 〈g〉 : A(M0)→ A(M1) is the composition of 〈g0〉 : A(M0)→ A(N)
and 〈g1〉 : A(N)→ A(M1).
This claim directly follows from the definition of 〈g〉.
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Step 3. The constructions above can be summarized as follows. To any
trivialized 1-dimensional X-manifold M we assign a module A(M). This module
is natural with respect to X-homeomorphisms preserving the trivializations. To
any X-cobordism (W,M0,M1) between trivialized 1-dimensional X-manifolds we
assign a homomorphism τ(W ) : A(M0) → A(M1). This data looks like a HQFT
and satisfies the natural versions of the axioms (1.2.1) - (1.2.6) and (1.2.8). How-
ever, in general τ(M × [0, 1]) 6= idA(M). There is a standard procedure which
allows to pass from such a pseudo-HQFT to a genuine (1+1)-dimensional HQFT.
This procedure is described in detail in a similar setting in [Tu,Section VII.3] cf.
also Section 2.1. The idea is that if t1, t2 are two trivializations of a 1-dimensional
X-manifold M then the cylinder W = M × [0, 1] (mapped to X via the compo-
sition of the projection M × [0, 1] → M with the characteristic map M → X)
is an X-cobordism between (M, t1) and (M, t2). This gives a homomorphism
p(t1, t2) = τ(W ) : A(M, t1) → A(M, t2). By Lemma 7.4.1, we have the identity
p(t1, t3) = p(t2, t3) p(t1, t2). Taking t1 = t2 = t3 we obtain that p(t1, t1) is a pro-
jection onto a direct summand, Aˆ(M, t1), of A(M, t1). Moreover, p(t1, t2) maps
Aˆ(M, t1) isomorphically onto Aˆ(M, t2). This allows us to identify the modules
{Aˆ(M, t))}t where t runs over all trivializations of M along these canonical iso-
morphisms and to obtain a module, Aˆ(M), independent of t. Next we observe that
for any 2-dimensional X-cobordism (W,M0,M1) with trivialized bases, the homo-
morphism τ(W ) : A(M0)→ A(M1) maps Aˆ(M0) ⊂ A(M0) into Aˆ(M1) ⊂ A(M1).
This yields a homomorphism τˆ(W ) : Aˆ(M0) → Aˆ(M1) independent of the triv-
ializations of the bases. The modules Aˆ and the homomorphisms τˆ form the
(1 + 1)-dimensional HQFT with target X associated with L. Note that if W is a
closed X-surface, then τˆ(W ) = τ(W ).
7.5. Remark. The HQFT constructed above is additive (resp. multiplicative)
with respect to direct sums (resp. tensor products) of biangular π-algebras. This
HQFT is functorial with respect to pull-backs of biangular group-algebras along
group homomorphisms. Note that any group homomorphism q : π′ → π induces
a map X ′ = K(π′, 1) → K(π, 1) = X denoted fq. It is easy to deduce from
definitions that if a biangular π′-algebra L′ = q∗(L) is the pull-back of a biangular
π-algebra L along q, then the lattice HQFT determined by L′ is obtained from
the lattice HQFT determined by L via pulling back along fq, cf. Section 2.2. In
particular, each closed X ′-surface W = (W, g : W → X ′) gives rise to a closed
X-surface Wq = (W, fq g :W → X) and τL′(W ) = τL(Wq). For instance, consider
the homomorphism q : π → {1} where {1} is the trivial group. If L is the 1-
dimensional {1}-algebra K, then q∗(L) is the group ring K[π] and τK[π](W ) =
τL(Wq) = 1 ∈ K.
The relations with push-fowards of biangular algebras are more subtle, cf. Re-
mark 9.7.
8. Lattice models on skeletons
8.1. Skeletons of 2-manifolds. We shall use the language of graphs. By a
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graph we mean a 1-dimensional CW-complex. The valency of a vertex of a graph
is the number of edges incident to this vertex (counted with multiplicity).
Let W be a compact oriented surface with based (possibly void) boundary. A
skeleton of W is a finite graph Γ embedded in W such that
(i) Γ has no isolated vertices (i.e., vertices of valency 0);
(ii) each connected component of W\Γ is either an open 2-disc or a half-open
2-disc homeomorphic to [0, 1)× (0, 1) and meeting ∂W along the arc 0× (0, 1).
(iii) each point of the set Γ ∩ ∂W is a 1-valent vertex of Γ; the base points of
∂W do not belong to Γ.
The 1-valent vertices of Γ lying on ∂W are called feet of Γ. An open subset of
Γ consisting of a foot and the unique open edge incident to it is called a leg of Γ.
Conditions (i) - (iii) imply that each component of ∂W contains at least one
foot of Γ and that the part of Γ lying in a connected component ofW is connected.
Note that a skeleton may have loops (i.e., edges with coinciding endpoints) and
multiple edges (i.e., different edges with the same endpoints). It may also have
2-valent vertices and 1-valent vertices lying in Int(W ).
There are four basic local moves on the skeletons ofW . These moves transform
a skeleton of W into another skeleton of W with the same feet. The first move,
called the contraction move, contracts an edge e into a point provided e is neither
a loop nor a leg. The second move, called the biangular move, introduces a small
biangle (or bigon) in the middle of an edge of the skeleton. More precisely, this
move replaces a small subarc of the edge with two parallel embedded subarcs with
the same endpoints disjoint from the rest of the skeleton. The number of vertices
decreases by 1 under the contraction move and increases by 2 under the biangular
move. The third and forth moves are the inverses of the contraction and biangular
moves.
Another useful move on a skeleton Γ adds a small loop based at an edge of
Γ. The loop should be disjoint from Γ except at its endpoint and should bound
a small disc in W\Γ. This loop move is a composition of a biangular move and a
contraction along one of the sides of the biangle. Conversely, the biangular move
is a composition of a loop move and an inverse contraction move.
8.1.1. Lemma. Any two skeletons of W having the same number of feet on
every component of ∂W can be related by a finite sequence of basic moves and
ambient isotopy of W constant on the base points of ∂W .
Proof. This lemma is a simple application of the known description of the
moves relating generalized spines of W . By a generalized spine of W we mean a
finite trivalent graph G embedded in Int(W ) such that all connected components
of W\G are either open 2-discs or half-open annuli S× [0, 1) where S = S×0 runs
over components of ∂W . There are three local moves on the generalized spines.
The first move, called the IH-move, replaces a piece of the spine looking like the
letter I by a piece looking like the letter H . The second and third moves are the
biangular move considered above and its inverse. It is well known that any two
generalized spines of W can be related by a finite sequence of such moves and
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ambient isotopy.
Let us call a skeleton Γ of W trivalent if all its vertices lying in Int(W ) are
trivalent and at least one of these vertices is not incident to a leg. It is easy
to see that any skeleton of W can be transformed by the basic moves into a
trivalent skeleton. Removing from a trivalent skeleton of W all its legs we obtain
a generalized spine, G, of W . We can reconstruct the skeleton by adjoining to G
several legs lying in the annuli components of W\G. Note that different ways to
adjoin the legs are related by IH-moves. Now the results mentioned above imply
that any two trivalent skeletons of W can be related by a sequence of IH-moves,
biangular moves and inverse biangular moves. It remains to observe that each
IH-move is a composition of a contraction move and an inverse contraction move.
8.2. Skeletons versus CW-decompositions. Let W be a compact oriented
surface with based (possibly void) boundary. A regular CW-decomposition T ofW
such that ∂W is a subcomplex and the base points of ∂W are among the vertices
yields a “dual” skeleton ΓT of W as follows. Choose inside every 2-cell and every
1-cell of T a point called its center. Let us connect the center of each 2-cell ∆ to
the centers of its sides by embedded arcs lying in ∆ and disjoint except at their
common endpoint. A 1-cell e of T not lying in ∂W gives rise to a “dual edge”
formed by two arcs joining the center of e with the centers of 2-cells adjusted to
e. A 1-cell e of T lying in ∂W gives rise to a “dual edge” which is the arc joining
the center of e to the center of the only 2-cell adjusted to e. The vertices of ΓT
are the centers of the 2-cells of T and the centers of the 1-cells of T lying in ∂W .
The edges of ΓT are the dual edges of the 1-cells of T . Note that the legs of ΓT
are the dual edges of the 1-cells of T contained in ∂W .
The formula T 7→ ΓT establishes a bijective correspondence between the (iso-
topy classes of) regular CW-decompositions as above and skeletons of W . Here
by isotopy we mean ambient isotopy constant on the base points. The inverse
construction of T = TΓ from a skeleton Γ of W is as follows. Choose in each
component U of W\Γ a point called its center. We assume that if U meets ∂W
along an arc then the center of U is chosen on this arc. Moreover, if U meets ∂W
along an arc containing a base point of W then we take this point as the center
of U . The centers of the components of W\Γ are the vertices of T . Each edge e
of Γ gives rise to a 1-cell e∗ of T which crosses e transversally in one point and
connects the centers of the components of W\Γ adjusted to e. Moreover, if e is a
leg of Γ then e∗ ⊂ ∂W and e∗ ∩ e is the foot of e. This completes the description
of the 0-cells and 1-cells of T , the connected components of their complement in
W are the 2-cells of T . The 2-cells of T bijectively correspond to those vertices of
Γ which are not feet.
Observe that if an edge e of Γ is oriented then the dual 1-cell e∗ of TΓ can
be oriented so that it crosses e from right to left, the right and left of e being
determined by the orientations of W and e, cf. Section 7.3. Obviously, (e−1)∗ =
(e∗)−1. This establishes a bijection Edg(Γ) = Edg(TΓ) equivariant with respect to
the involution e 7→ e−1.
50
8.3. π-systems on skeletons. Let Γ be a skeleton of a compact oriented surface
W with based (possibly void) boundary. A π-system {ge} on Γ is a function which
assigns to any oriented edge e ∈ Edg(Γ) an element ge ∈ π such that
(i) for any e ∈ Edg(Γ), we have ge−1 = (ge)
−1;
(ii) for any vertex u of Γ of valency n ≥ 1, the oriented edges e1, e2, ..., en of
Γ with terminal vertex u and the cyclic order opposite to the one induced by the
orientation of W in a neighborhood of u satisfy ge1ge2 ...gen = 1.
Two π-systems g, g′ on Γ are said to be homotopic if there is a function
γ : π0(W\Γ) → π such that γ(U) = 1 if U is a component of W\Γ containing a
base point of ∂W , and for any e ∈ Edg(Γ), we have g′e = γ(U) ge (γ(V ))
−1 where
U, V are the components of W\Γ lying on the right and left of e, respectively
(possibly, U = V ). If γ takes the value 1 ∈ π on all components of W\Γ except
one component U then we say that g′ is obtained from g by a homotopy move at
U . It is clear that two π-systems on Γ are homotopic if and only if they can be
related by homotopy moves.
Setting ge∗ = ge we obtain a bijective correspondence between the π-systems
on Γ and on the dual CW-decomposition TΓ. This correspondence preserves the
relation of homotopy.
Every π-system {ge} on Γ gives rise to a map g˜ : W → X which sends all
vertices of TΓ into the base point of K(π, 1) and for each e ∈ Edg(Γ) sends the
oriented 1-cell e∗ into a loop representing ge. Condition (ii) above ensures that
this mapping of the 1-skeleton of TΓ extends to W . This establishes a bijective
correspondence between the homotopy classes of π-systems on Γ and the set of
(pointed) homotopy classes of maps W → X .
Each basic move Γ 7→ Γ′ on skeletons lifts to π-systems by transforming any
π-system g on Γ into a π-system g′ on Γ′ coinciding with g on the common part of
Γ and Γ′. The system g′ is uniquely determined by g in the case of the contraction
move, the inverse contraction move and the inverse biangular move. Under the
biangular move, such a π-system g′ exists and is unique up to homotopy moves at
the small biangle component of W\Γ′ created by the move. For all basic moves,
the mapping g 7→ g′ establishes a bijection between the homotopy classes of π-
systems on Γ and Γ′. The classes corresponding to each other under this bijection
determine the same homotopy class of maps W → X .
8.4. State sums on closed X-surfaces via skeletons. Fix a biangular π-
algebra L. Let W be a closed X-surface. Here we define a numerical invariant
τ(W ) = τL(W ) ∈ K using the skeletons of W .
Take a skeleton Γ of W and represent the characteristic map W → X by a
π-system g = {ge}e on Γ. Every unoriented edge of Γ gives rise to two oriented
edges e, e−1 and to the vector bge ∈ Lge ⊗ L(ge)−1 . The tensor product of these
vectors over all unoriented edges of Γ is an element, Bg ∈ ⊗e∈Edg(Γ)Lge .
Consider a vertex u of Γ of valency n ≥ 1 and n oriented edges e1, ..., en of Γ
incident to u and directed towards u. We choose the cyclic order e1, ..., en so that
it is opposite to the one induced by the orientation of W in a neighborhood of u.
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By (8.3.ii), ge1 ...gen = 1. The n-linear form
Lge1 ⊗ ...⊗ Lgen → K
defined by (a1, ..., an) 7→ η(a1...an, 1L) with ar ∈ Lger for r = 1, ..., n is invari-
ant under cyclic permutations and therefore is uniquely determined by u. The
tensor product of these forms over all vertices of Γ yields a homomorphism,
Dg : ⊗e∈Edg(Γ)Lge → K. Set τ(W ) = 〈g〉 = Dg(Bg) ∈ K. It is clear that for
the skeleton dual to a CW-decomposition of W this definition is equivalent to the
one given in Section 7.3.
We claim that 〈g〉 does not depend on the choice of g and Γ. This implies
Claim 7.3.1. It suffices to check that 〈g〉 is preserved under the basic moves and
the homotopy moves. It follows directly from definitions and (7.1.d) that 〈g〉 is
invariant under the loop move. The invariance of 〈g〉 under the contraction move
follows from definitions and Lemma 7.1.3. This implies the invariance of 〈g〉 under
the biangle move which is a composition of a loop move and an inverse contraction
move.
Assume that two π-systems g1, g2 on Γ are related by a homotopy move at a
component U of W\Γ. We claim that it is possible to relate g1 to g2 by basic
moves. This will imply that 〈g1〉 = 〈g2〉. To prove our claim, take a small subarc f
on an edge of Γ adjacent to U . Let A,B be the endpoints of f . Let us connect the
points A,B by a small arc, f ′, lying inside U (except at its endpoints A,B). The
arc f ′ splits the disc U into a biangle bounded by f∪f ′ and a complementary open
2-disc denoted D. It is clear that Γ′ = Γ ∪ f ′ is a skeleton of W obtained from Γ
by the biangular move. This move transforms g1, g2 into certain π-systems g
′
1, g
′
2
on Γ′ which can be chosen to be related by a homotopy move at the component
D of W\Γ′. Now we transform Γ′ as follows. Let us deform f ′ inside U keeping
the endpoint A and gradually pushing the endpoint B along the edges adjacent
to U . We do this until B traverses the whole boundary of U and comes back to
the original edge from the other side of A. At the end of this deformation we
obtain a skeleton Γ′′ isotopic to Γ′. Note that while B moves along an edge, both
π-systems g′1, g
′
2 move along in the obvious way. When B moves across a vertex of
Γ′ adjacent to U , the skeleton under deformation is transformed via a contraction
move and an inverse contraction move. Under these two moves, the π-systems
g′1, g
′
2 are transformed in a canonical way remaining related by a homotopy move
at the image of D. At the end of the deformation we obtain π-systems, g′′1 , g
′′
2 on
Γ′′ related by a homotopy move at the image of D under the deformation. This
image is a biangle. Applying the inverse biangular move we transform g′′1 , g
′′
2 into
one and the same π-system on Γ. This relates g1 to g2 by a sequence of basic
moves.
8.5. Construction of a (1 + 1)-dimensional HQFT via skeletons. The
construction follows along the same lines as in Section 7.4.
Step 1. We assign K-modules to the so-called split 1-dimensional X-
manifolds. A connected non-empty 1-dimensional X-manifold M is split if it is
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provided with a finite set of points x1, ..., xn with n ≥ 1 and elements h1, ..., hn ∈ π
such that: the points x1, ..., xn are distinct from each other and from the base point;
starting from the base point and moving in the direction given by the orientation
of M we meet consequtively x1, ..., xn; the product h1...hn ∈ π is the homotopy
class of the loop represented by the characteristic map M → X = K(π, 1). We
call x1, ..., xn split points and think of each hr as being attached to xr . We assign
to M the module A(M) = ⊗nr=1Lhr . A non-connected 1-dimensional X-manifold
M is split if its connected components are split. We define A(M) as the tensor
product of the modules A corresponding to the connected components. If M = ∅
then by definition M is split and A(M) = K.
Note that each trivialization (T, g) of a 1-dimensional X-manifold M in the
sense of Section 7.4 gives rise to a dual splitting of M . Namely, as split points we
take centers of the edges of T . With the center of a (canonically) oriented edge e
we associate the element ge ∈ π.
Step 2. Consider a 2-dimensional X-cobordism (W,M0,M1) with split bases
M0,M1. Let Γ be a skeleton of W and g a π-system on Γ. We say that the pair
(Γ, g) extends the splitting of ∂W if
(i) the set of feet of Γ coincides with the set of split points of ∂W ;
(ii) for each split point x ∈ M0 (resp. x ∈ M1) the value of g on the edge of
Γ incident to x and directed inside (resp. outside) W is equal to the element of π
attached to x.
Choose a pair (Γ, g) extending the splitting of ∂W and such that the map
g˜ : W → X is homotopic to the characteristic map W → X . Applying the
constructions of Section 8.4 to g we obtain a homomorphism 〈g〉 : A(M0) →
A(M1). This homomorphism does not depend on the choice of g and Γ. The proof
goes exactly as in Section 8.4; the only additional ingredient is the fact that any
two homotopic π-systems on Γ extending the same splitting of ∂W can be obtained
from each other by homotopy moves at those components of W\Γ which are not
adjacent to ∂W . This follows from definitions and the fact that each component
of ∂W has a base point.
It is clear that the definition of 〈g〉 is equivalent to the one in Section 7.4 via
the passage from trivializations of 1-dimensionalX-manifolds to the dual splittings
and the passage from CW-decompositions of 2-dimensional X-cobordisms to the
dual skeletons. Therefore, the independence of 〈g〉 on the choice of Γ and g implies
the similar claim made in Section 7.4 at Step 2.
Set τ(W ) = 〈g〉 : A(M0)→ A(M1). For completeness, we state an analogue of
Lemma 7.4.1.
8.5.1. Lemma. Let M0,M1, N be split 1-dimensional X-manifolds (possi-
bly void). If a 2-dimensional X-cobordism (W,M0,M1) is obtained from two 2-
dimensional X-cobordisms (W0,M0, N) and (W1, N,M1) by gluing along N then
τ(W ) = τ(W1) ◦ τ(W0) : A(M0)→ A(M1).
Proof. For r = 0, 1, choose a skeleton Γr of Wr and a π-system gr on Γr such
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that (Γr, gr) extends the splitting of ∂Wr. Gluing Γ0 and Γ1 along their feet lying
onN we obtain a skeleton, Γ, ofW . Let g be the unique π-system on Γ extending g0
and g1. The lemma follows from the equality 〈g〉 = 〈g1〉 ◦ 〈g0〉 : A(M0)→ A(M1).
This equality directly follows from the definition of 〈g〉.
Step 3. We repeat the constructions made in Section 7.4 at Step 3 replacing
everywhere the words “trivialized, trivialization” with “split, splitting”. This gives
a (1 + 1)-dimensional HQFT (Aˆ, τˆ ) with target X .
The duality between the skeletons and the regular CW-decompositions estab-
lishes an equivalence between the construction of this section and the one of Section
7. Therefore the HQFT obtained via skeletons coincides with the one constructed
in Section 7.
8.6. Theorem. Let L be a biangular π-algebra over an algebraically closed
field K of characteristic 0. Then the associated (1 + 1)-dimensional HQFT (Aˆ, τˆ)
is semi-cohomological.
The proof is based on the following lemma.
8.6.1. Lemma. Let A be a finite-dimensional algebra over a field K and
η : A ⊗ A → K be the bilinear form defined by η(a, b) = Tr(x 7→ abx : A → A)
where a, b, x ∈ A. If η is non-degenerate then A is semisimple.
Proof. It suffices to prove that the radical J(A) ⊂ A of A is zero (see [Hu]
for the relevant definitions). If a ∈ J(A) then for any b ∈ A there is n ≥ 1 such
that (ab)n = 0. The homomorphism x 7→ abx : A → A is nilpotent and therefore
its trace is equal to 0. Hence, η(a, b) = 0 for any b ∈ A. By assumption, η is
non-degenerate, so that a = 0.
Proof of Theorem 8.6. We first compute the π-center C of L, cf. Section
7.1. (Here we need no assumptions on K.) Let (A, τ) be the (1 + 1)-dimensional
“HQFT” with target X = K(π, 1) constructed at Steps 1 and 2 in Section 8.5.
Recall that this “HQFT” is defined for split 1-dimensional X-manifolds and 2-
dimensional X-cobordisms with split boundary. By definition, (Aˆ, τˆ ) is the (1+1)-
dimensional HQFT with target X = K(π, 1) derived from (A, τ) at Step 3 in
Section 8.5. For α ∈ π, denote by S1α a pointed circle endowed with a map to X
representing α. To compute the module
Cα = AˆS1α
we first provide S1α with a splitting, cf. Section 8.5. As a splitting of S
1
α we take
any non-base point s ∈ S1 endowed with α. By definition,
A(S1α,s) = Lα.
Now, the X-annulus C−+(α; 1) = S
1
α × [0, 1] (cf. Section 4.6) is an X-cobordism
between two copies of the split circle (S1α, s). The simplest skeleton of C−+(α; 1)
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extending the splitting of the boundary consists of the arc s × [0, 1] and an arc
connecting two distinct points of s × [0, 1] and winding once around the annu-
lus. A direct computation from definitions shows that the K-homomorphism
τ(C−+(α; 1)) : Lα → Lα is the homomorphism ψ1 defined in Section 7.1. Hence
Cα = ψ1(Lα) ⊂ Lα. We leave it to the reader to check that multiplication in
C ⊂ L derived from the HQFT (Aˆ, τˆ ) coincides with multiplication in L.
Now we can prove Theorem 8.6. By Lemma 8.6.1, the algebra L1 is semisimple.
Since K is an algebraically closed field, L1 is a direct sum of matrix rings over
K. For a matrix ring L1 = Matn(K) with n ≥ 1, the bilinear form (7.1.b) and
the corresponding homomorphism ψ1 : L1 → L1 can be computed explicitly. This
computation shows that ψ1 is a projection of Matn(K) onto its 1-dimensional
center. If L1 is a direct sum of m matrix rings then ψ1 is a projection of L1
onto its m-dimensional center Km. Hence C1 = K
m and the crossed π-algebra
C is semisimple. By Theorem 4.3, the (1 + 1)-dimensional HQFT (Aˆ, τˆ ) is semi-
cohomological.
9. Non-degenerate π-algebras and lattice HQFT’s
Throughout this section the group π is finite unless explicitly stated to the
contrary.
9.1. Non-degenerate π-algebras. Let L = ⊕α∈πLα be a π-algebra. Recall
that for ℓ ∈ L, we denote by µℓ the left multiplication by ℓ sending any a ∈ L
into ℓa ∈ L. We say that L is non-degenerate if the bilinear form η : L ⊗ L → K
defined by η(a, b) = Tr(µab : L → L) with a, b ∈ L is non-degenerate. The trace
in this formula is well defined since the underlying K-module of L is projective of
finite type; here we use the assumption that π is finite. The usual properties of
the trace imply that η is symmetric and that (L, η) is a Frobenius π-algebra.
For instance, a biangular π-algebra L is non-degenerate provided (π is finite
and) the order |π| of π is invertible in K. Note that the inner product η(a, b) =
Tr(µab) is equal to |π| times the inner product considered in Section 7.1.
The direct sums and tensor products of non-degenerate π-algebras are non-
degenerate. The push-forward along a homomorphism of finite groups q : π′ → π
transforms a non-degenerate π′-algebra into a non-degenerate π-algebra. If q is
surjective and |Ker q| is invertible in K, then the pull-back along q of a non-
degenerate π-algebra is a non-degenerate π′-algebra.
We shall show that each non-degenerate π-algebra L gives rise to a lattice
(1+1)-dimensional HQFT with target K(π, 1). The underlying crossed π-algebra,
C = ⊕α∈πCα, of this HQFT is called the π-center of L. (In the case where L is
biangular, this definition is equivalent to the one in Section 7.1 up to rescaling, cf.
Remark 9.7.1.) We give here an algebraic description of C.
Observe first that for every α ∈ π, the form η : Lα ⊗ Lα−1 → K defined above
is non-degenerate and yields a canonical element bα ∈ Lα ⊗ Lα−1 (cf. Lemma
7.1.1). As in Section 7.1, we have an expansion bα =
∑
i p
α
i ⊗ q
α
i . The expression
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bˆα =
∑
i p
α
i q
α
i ∈ L1 does not depend on the choice of this expansion. We claim
that
(9.1.a)
∑
α∈π
bˆα = 1L.
To prove it, observe that for any ℓ ∈ L1,
η(ℓ, 1L) = Tr(µℓ : L→ L) =
∑
α∈π
Tr(µℓ|Lα : Lα → Lα)
=
∑
α∈π
∑
i
η(ℓ pαi , q
α
i ) =
∑
α∈π
η(ℓ,
∑
i
pαi q
α
i ) =
∑
α∈π
η(ℓ, bˆα) = η(ℓ,
∑
α∈π
bˆα)
where we use the expression for the trace given in Lemma 7.1.1. Since the form
η : L1 ⊗ L1 → K is non-degenerate,
∑
α∈π bˆα = 1L.
As in Section 7.1, we use bα =
∑
i p
α
i ⊗ q
α
i to define a K-homomorphism
ψα : L → L by ψα(a) =
∑
i p
α
i a q
α
i where a ∈ L. This homomorphism does not
depend on the choice of the expansion of bα and sends each Lβ ⊂ L into Lαβα−1 .
For ω ∈ π, we can push (L, η) back along the conjugation α 7→ ωαω−1 : π → π.
This gives a Frobenius π-algebra Lω such that Lωα = Lωαω−1 for all α ∈ π. Let P
be the direct sum of the Frobenius π-algebras Lω over all ω ∈ π. Thus,
Pα =
⊕
ω∈π
Lωαω−1
for all α ∈ π. Given β ∈ π, consider a homomorphism Ψβ : Pα → Pβαβ−1 defined
by the block-matrix [ψω′βω−1 ]ω,ω′∈π. Thus, for a ∈ Lωαω−1 ⊂ Pα we have
Ψβ(a) =
⊕
ω′∈π
ψω′βω−1(a) ∈
⊕
ω′∈π
Lω′βαβ−1(ω′)−1 = Pβαβ−1 .
It turns out that ΨβΨβ′ = Ψββ′ for any β, β
′ ∈ π and Ψβ is adjoint to Ψβ−1 with
respect to the inner product in P . In particular, Ψ1 is an orthogonal projection
onto a submodule C = ⊕α∈πCα of P where Cα = Ψ1(Pα) ⊂ Pα. Formula (9.1.a)
implies that 1P ∈ C. It turns out that C is a subalgebra of P . Moreover, the
inner product in P restricted to C and the homomorphism π → AutC sending
each β ∈ π to Ψβ |C : C → C make C a crossed π-algebra. The crossed π-algebra
C is the π-center of L. All these claims follow directly by applying the definitions
of Section 4 to the HQFT associated with L (cf. Section 9.6).
9.1.1. Remark. It is curious to note (we shall not use it) that a non-degenerate
π-algebra L is separable. Recall that a unital associative K-algebra A is separable
if there is b ∈ A⊗A such that (i) the algebra multiplication A⊗A→ A sends b into
1 and (ii) for any a ∈ A, (a⊗1)b = b(1⊗a) (see [Pi, Chapter 10]). Such an element
b is called a separating idempotent of A. We claim that b =
∑
α∈π bα ∈ L ⊗ L is
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a separating idempotent of L. Condition (i) follows from (9.1.a), Condition (ii)
follows from the fact that for any α, β ∈ π, a ∈ Lα,
(9.1.b) (a⊗ 1) bβ = bαβ(1⊗ a).
Summing over all β, we obtain (a⊗ 1)b = b(1⊗ a). To prove (9.1.b), it suffices to
show that for any x ∈ Lβ−1α−1 ,
∑
i
η(apβi , x) q
β
i =
∑
j
η(pαβj , x) q
αβ
j a.
Using η(apβi , x) = η(xa, p
β
i ), we easily observe that both sides are equal to xa.
9.2. π-systems on CW-complexes re-examined. Let T be a regular finite
CW-complex with underlying topological space T˜ and a distinguished set of base
vertices. Let FT be the group formed by the maps Vert(T ) → π taking value
1 ∈ π on all base vertices of T . Clearly, FT = πnT where nT is the number of
vertices of T distinct from the base vertices. Each homotopy class G of π-systems
on T is an orbit of the action of FT on the set of π-systems on T , see Section 7.2.
This implies that card(G) is an integer divisor of |FT | = |π|nT . More precisely,
|π|nT /card(G) = |Stabg| where Stabg ⊂ FT is the stabilizer of an element g ∈ G.
If T˜ is connected and the set of base vertices is non-void then Stabg = 1 so
that card(G) = |π|nT . If T˜ is connected and the set of base vertices is empty
then the group Stabg can be computed in homotopy terms. Consider the map
g˜ : T˜ → X = K(π, 1) determined by g ∈ G and the induced homomorphism
g˜# : π1(T˜ ) → π. Then Stabg is isomorphic to the subgroup of π consisting of the
elements of π commuting with all elements of g˜#(π1(T˜ )) ⊂ π.
In Section 9.4 we shall need a notion of enriched π-systems on T . By an enriched
π-system on T we mean a pair (ω, g) where ω is an arbitrary map from the set
of base vertices of T to π and g is a π-system on T . Given an enriched π-system
(ω, π), we define a π-system ωg on T as follows: extend ω to all vertices of T by
assigning 1 ∈ π to all non-base vertices and set (ωg)e = ω(ie) ge (ω(te))−1 for any
e ∈ Edg(T ). The induced map ω˜g : T˜ → X is obtained from g˜ : T˜ → X by pushing
the image of each base vertex z ∈ T along a loop representing ω(z) ∈ π. The
homomorphisms π1(T, z) → π induced by g˜ and ω˜g are conjugated by ω(z) ∈ π.
Hence the π-systems g and ωg are not homotopic unless ω = 1.
If T is a CW-decomposition of an X-manifold or an X-cobordism then an
enriched π-system (ω, g) on T is characteristic if the π-system g is characteristic.
9.3. State sums on closed X-surfaces. Fix a non-degenerate π-algebra L.
Let W be a closed oriented surface endowed with a map W → X = K(π, 1).
Here we define a state sum invariant τ(W ) = τL(W ) ∈ K. Choose a regular CW-
decomposition T of W . Let G be the homotopy class of characteristic π-systems
on T . Repeating the definitions of Section 7.3 for g ∈ G we obtain a state sum
〈g〉 ∈ K. In general this state sum depends on the choice of g in G.
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9.3.1. Claim. The sum
∑
g∈G〈g〉 does not depend on the choice of T .
We outline a proof in Section 9.5. Set 〈W 〉L =
∑
g∈G 〈g〉 ∈ K. Claim 9.3.1
implies that 〈W 〉L is a well defined invariant of the closedX-surfaceW . To include
this state sum invariant into an HQFT, we need to renormalize it (cf. the proof
of Lemma 9.4.1). Set
(9.3.a) τ(W ) =
|π|nT
card(G)
〈W 〉L =
|π|nT
card(G)
∑
g∈G
〈g〉 ∈ K
where nT is the number of vertices of T . According to the results of Section 9.2, the
number |π|nT /card(G) is an integer. This number is multiplicative with respect
to disjoint union of closed X-surfaces and can be computed in homotopy terms,
see Section 9.2. In particular, this number is independent of T and L. Therefore
τ(W ) is a well defined invariant of W . By the very definition, τ(W ) depends only
on the homotopy class of the characteristic map W → X and is multiplicative
with respect to disjoint union of closed X-surfaces.
It is useful to rewrite the definition of τ(W ) in terms of the group FT = π
nT
formed by the maps Vert(T ) → π and its action on the set of π-structures on T .
Namely, for any characteristic π-system g ∈ G on T , we have
τ(W ) =
∑
γ∈FT
〈γg〉.
We can give an explicit formula for τ(W ) whenW is a closed connected oriented
surface of genus n ≥ 1. Using the same CW-decomposition of W and the same
notation as in Section 7.3, we obtain
τ(W ) =
∑
β∈π
η (
n∏
r=1
[bβα2r−1β−1 , bβα2rβ−1 ], 1L)
where
∏n
r=1[bβα2r−1β−1 , bβα2rβ−1 ] ∈ L1. Similarly,
τ(S2) = |π| η(1L, 1L) = |π|DimL.
9.4. Lattice construction of a (1 + 1)-dimensional HQFT. We extend the
invariant of closed X-surfaces constructed in Section 9.3 to a (1 + 1)-dimensional
HQFT with target X = K(π, 1). The construction follows the same lines as in
Section 7.4.
Step 1. Let M be a 1-dimensional X-manifold with distinguished CW-
decomposition T (such that the base points of the components of M are among
the vertices). We provide each edge e of M with canonical orientation induced by
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the one ofM . For a π-system g on T , we define a module A(M, g) = ⊗eLge where
e runs over all canonically oriented edges of T . Set
(9.4.a) A(M) =
⊕
(ω,g)
A(M,ωg)
where (ω, g) runs over all characteristic enriched π-systems on T (so that g˜ :M →
X is homotopic to the characteristic map M → X). Since the number of such
systems is finite, the module A(M) is projective of finite type. It is clear that for
disjoint 1-dimensional X-manifolds M,N endowed with CW-decompositions, we
have A(M
∐
N) = A(M) ⊗ A(N). If M = ∅ then by definition M has a unique
enriched π-system and A(M) = K.
The module A(M,ωg) can be explicitly computed as follows. Assume first
that M = S1. Starting from the base point, z ∈ M , and moving along M in the
direction determined by the orientation of M we meet consequtively the oriented
edges, e1, ..., en, of T where n ≥ 1 is the number of edges of T . Then
A(M,ωg) = Lω(z)ge1 ⊗ (⊗
n−1
r=2Lger )⊗ Lgen (ω(z))−1 .
If M has several components then restricting (ω, g) we obtain enriched π-systems
on these components and A(M,ωg) is the tensor product of the corresponding
modules.
Step 2. Consider a 2-dimensional X-cobordism (W,M0,M1). Assume that
at least one of the bases M0,M1 is non-void and fix a CW-decomposition of the
bases. Using (9.4.a), we define a K-homomorphism τ(W ) : A(M0) → A(M1)
by a block-matrix of homomorphisms τ(W ; (ω0, g0), (ω1, g1)) : A(M0, ω0g0) →
A(M1, ω1g1) where (ωr, gr) runs over characteristic enriched π-systems on the
given CW-decomposition of Mr, for r = 0, 1. Fix a pair (ω0, g0), (ω1, g1). Choose
a CW-decomposition T of W extending the given CW-decomposition of ∂W =
(−M0) ∪M1. Denote by G the set of characteristic π-systems g on T extending
g0 ∪ g1. The set G is non-void and finite. It is clear that for any g ∈ G the
pair (ω = ω0 ∪ ω1, g) is an enriched π-system on T . Consider the π-system ωg
on T extending the π-system (ω0g0) ∪ (ω1g1) on the boundary. Repeating the
definitions of Section 7.4 for ωg we obtain a homomorphism 〈ωg〉 : A(M0, ω0g0)→
A(M1, ω1g1). Set
τ(W ; (ω0, g0), (ω1, g1)) =
∑
g∈G
〈ωg〉 : A(M0, ω0g0)→ A(M1, ω1g1).
We claim that this homomorphism is independent of the choice of T ; for a proof,
see Section 9.5.
By the very definition, τ(W ) depends only on the homotopy class of the char-
acteristic map W → X and satisfies (1.2.5).
9.4.1. Lemma. Let M0,M1, N be 1-dimensional X-manifolds (possibly void)
with fixed CW-decompositions. If a 2-dimensional X-cobordism (W,M0,M1) is
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obtained from two 2-dimensional X-cobordisms (W0,M0, N) and (W1, N,M1) by
gluing along N then τ(W ) = τ(W1) ◦ τ(W0) : A(M0)→ A(M1).
Proof. Because of the multiplicativity of τ with respect to disjoint union, it
suffices to consider the case where W is connected and N 6= ∅. For r = 0, 1, fix
a regular CW-decomposition Tr of Wr extending the given CW-decomposition of
the boundary. Gluing T0 and T1 along N we obtain a regular CW-decomposition,
T , of W .
Assume first that at least one of the manifolds M0,M1 is non-void. Fix a
characteristic enriched π-system (ωr, gr) on the given CW-decomposition of Mr
for r = 0, 1. We should prove that
(9.4.b) τ(W ; (ω0, g0), (ω1, g1)) =
∑
y
τ(W1; y, (ω1, g1)) ◦ τ(W0; (ω0, g0), y)
where y runs over all characteristic enriched π-systems on N .
Fix a characteristic π-system h on N . Choose a characteristic π-system Hr on
Tr extending gr ∪h. It is clear that there is a unique π-system, H , on T such that
H |Tr = Hr for r = 0, 1. The corresponding map H˜ : W → X is homotopic to the
map obtained by gluing the characteristic maps W0 → X,W1 → X along N .
Denote by F be the group formed by the maps Vert(T ) → π taking the value
1 ∈ π on all vertices of T lying in ∂W . We introduce four subgroups F0, F1, FN , Fb
of F as follows. For r = 0, 1, the group Fr consists of γ ∈ F such that γ(u) = 1 ∈ π
for all vertices u of T except possibly those lying in Wr\∂Wr. The group FN
consists of γ ∈ F such that γ(u) = 1 ∈ π for all vertices u of T except possibly
those lying in N and distinct from the base vertices of N . The group Fb consists
of γ ∈ F such that γ(u) = 1 ∈ π for any vertex u of T distinct from the base
vertices of N .
The subgroups F0, F1, FN , Fb of F commute with each other. Every γ ∈ F splits
uniquely as the product γ = γ0γ1γNγb with γ0 ∈ F0, γ1 ∈ F1, γN ∈ FN , γb ∈ Fb.
By definition,
τ(W ; (ω0, g0), (ω1, g1)) =
∑
g∈G
〈ωg〉
where ω = ω0 ∪ ω1 and G is the set of characteristic π-systems on T extending
g0 ∪ g1. Thus, every g ∈ G is homotopic to H and coincides with H on ∂W . The
definition of homotopy for π-systems (see Section 7.2) and the assumption that
each component of ∂W contains a base point imply that G is the orbit of H under
the action of F on the set of π-systems on T . Since ∂W 6= ∅, this action is fixed
point free and therefore
τ(W ; (ω0, g0), (ω1, g1)) =
∑
g∈G
〈ωg〉 =
∑
γ∈F
〈ωγH〉
=
∑
γ0∈F0
∑
γ1∈F1
∑
γN∈FN
∑
γb∈Fb
〈ωγ0γ1γNγbH〉 : A(M0, ω0g0)→ A(M1, ω1g1).
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The claim (∗) in the proof of Lemma 7.4.1 directly implies that the homomorphism
〈ωγ0γ1γNγbH〉 is the composition of the homomorphisms
〈ω0γ0γNγbH0〉 : A(M0, ω0g0)→ A(N, γNγbh)
and
〈ω1γ1γNγbH1〉 : A(N, γNγbh)→ A(M1, ω1g1).
Summing over γ0 ∈ F0, γ1 ∈ F1 we obtain that
τ(W ; (ω0, g0), (ω1, g1)) =
=
∑
γN∈FN
∑
γb∈Fb
τ(W1; (γb, γNh), (ω1, g1)) ◦ τ(W0; (ω0, g0), (γb, γNh)).
Finally note that when γN runs over FN and γb runs over Fb the enriched π-
system y = (γb, γNh) runs over all characteristic enriched π-systems on N . This
gives (9.4.b).
In the case M0 =M1 = ∅ the same argument gives
τ(W ) =
∑
γ∈F
〈γH〉 = τ(W1) ◦ τ(W0).
Step 3. We apply the constructions given at Step 3 in Section 7.4 to the pre-
liminary HQFT defined above. It suffices to replace everywhere the word “trivial-
ized” with “provided with a CW-decomposition”. This gives a (1+1)-dimensional
HQFT (Aˆ, τˆ) associated with the non-degenerate π-algebra L. Note that for any
closed X-surface W we have τˆ (W ) = τ(W ).
9.5. Proof of Claim 9.3.1. The proof goes along the same lines as the
proof of Claim 7.3.1 given in Section 8. One translates the state sum in terms of
the skeletons and proves the invariance under the local moves discussed in Section
8.1. The invariance under the contraction move directly follows from definitions
and Lemma 7.1.3 which applies to L without any changes. Consider the loop
move Γ 7→ Γ′. Every π-system g on Γ lifts to a finite family, Y (g), of π-systems
on Γ′. (In fact, card(Y (g)) = |π|). It follows from definitions and (9.1.a) that
〈g〉 =
∑
g′∈Y (g)〈g
′〉. This implies the invariance of the sum
∑
g∈G〈g〉 under the
loop move. In contrast to the constructions of Section 7, we do not need to prove
the invariance under homotopy moves.
The case of X-cobordisms is similar.
9.6. Theorem. Let L be a non-degenerate π-algebra over an algebraically
closed field K of characteristic 0. Then the associated (1 + 1)-dimensional HQFT
(Aˆ, τˆ) is semi-cohomological.
61
Proof. Let α ∈ π and bα =
∑
i p
α
i ⊗ q
α
i ∈ Lα ⊗ Lα−1 be the canonical element
associated with the restriction of the inner product η (defined in Section 9.1) onto
Lα ⊗Lα−1 . Recall the homomorphism ψα : L→ L defined by ψα(a) =
∑
i p
α
i a q
α
i
where a ∈ L. Observe that for any b ∈ L1 and x ∈ Lα−1 ,
∑
i
η(bpαi , x) q
α
i =
∑
i
η(xb, pαi ) q
α
i = xb =
∑
i
η(x, pαi ) q
α
i b =
∑
i
η(pαi , x) q
α
i b.
Therefore ∑
i
bpαi ⊗ q
α
i =
∑
i
pαi ⊗ q
α
i b.
This implies that for any a, b ∈ L1,
bψα(a) =
∑
i
bpαi aq
α
i =
∑
i
pαi aq
α
i b = ψα(a)b.
In other words, ψα(L1) lies in the center, Z(L1), of L1 for all α ∈ π.
Recall the module Pα introduced in Section 9.1. Each a ∈ Pα splits uniquely
as a sum a =
∑
ω∈π aω with aω ∈ Lωαω−1 . We view {aω}ω as the coordinates of a.
Computations similar to the ones in the proof of Theorem 8.6 give the algebraic
description of the π-center C of L formulated in Section 9.1. In particular, Cα ⊂ Pα
is the image of the projection Ψ1 : Pα → Pα given in the coordinates by the block-
matrix [ψω′ω−1 ]ω,ω′∈π. An element a ∈ Pα lies in Cα if and only if for all ω
′ ∈ π,
aω′ =
∑
ω∈π
ψω′ω−1(aω).
Taking α = 1 and applying the result of the preceding paragraph we obtain that
C1 ⊂ Z(L1)
|π| ⊂ P1 = L
|π|
1 .
Using an appropriate skeleton of a disc with two holes, we can compute multi-
plication in C as follows. If a ∈ Cα, b ∈ Cβ , then the ν-th coordinate of ab ∈ Cαβ
corresponding to ν ∈ π is computed by
(ab)ν =
∑
ω,µ∈π
ψνω−1(aω)ψνµ−1(bµ) = (
∑
ω∈π
ψνω−1(aω))(
∑
µ∈π
ψνµ−1(bµ)) = aνbν .
In particular, C1 is a subalgebra of P1 = L
|π|
1 . By the results above, C1 is a
subalgebra of Z(L1)
|π|.
The argument given in the proof of Lemma 8.6.1 shows that the algebra L1 is
semisimple. Since K is an algebraically closed field, L1 is a direct sum of matrix
rings over K and its center Z(L1) is a direct sum of several copies of K. Hence
the algebra C1 is a direct sum of several copies of K and the crossed π-algebra C
is semisimple. By Theorem 4.3, the HQFT (Aˆ, τˆ) is semi-cohomological.
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9.7. Remarks. 1. Let L be a biangular π-algebra. If |π| is invertible in K
then L is non-degenerate and we have two (1+1)-dimensional HQFT’s associated
to L: the HQFT (A1, τ1) defined in Section 7 and the HQFT (A2, τ2) defined in
this section. These HQFT’s are equivalent up to rescaling. In particular, for a
closed X-surface W we have τ2(W ) = |π|χ(W )τ1(W ). The factor |π|χ(W ) comes
from the normalization factor in (9.3.a) and from the fact that the inner products
considered in Sections 7.1 and 9.1 differ by a factor of |π|. It can be shown that
A1(M) = A2(M) for any 1-dimensional X-manifold M . Thus the construction of
an HQFT given in this section generalizes the construction of Section 7 in the case
of finite π with |π| invertible in K.
2. The HQFT constructed in this section is additive (resp. multiplicative) with
respect to direct sums (resp. tensor products) of non-degenerate π-algebras. The
invariant τ of closed X-surfaces defined in Section 9.3 is compatible with pull-
backs and push-forwards of non-degenerate group-algebras as follows. Consider a
group homomorphism q : π′ → π. Let fq : X ′ = K(π′, 1) → K(π, 1) = X be the
map induced by q. Let L = q∗(L
′) be the non-degenerate π-algebra obtained as
the push-forward along q of a non-degenerate π′-algebra L′. Consider a closed X-
surface (W, g : W → X). It follows from definitions that 〈W, g〉L =
∑
g′〈W, g
′〉L′
where g′ runs over the homotopy classes of maps W → X ′ such that fqg′ is
homotopic to g. For connected W , this can be rewritten as follows:
τL(W, g) =
∑
g′
|Stabg|
|Stabg′ |
τL′(W, g
′)
where |Stabg| is the number of elements of π commuting with all elements of the
image of the homomorphism π1(W )→ π induced by g.
To consider the pull-backs, assume that q(π′) = π and |Ker q| is invertible in
K. Let q∗(L) be the non-degenerate π′-algebra obtained as the pull-back along q
of a non-degenerate π-algebra L. For each closed X ′-surface W = (W, g′ : W →
X ′), we have a closed X-surface Wq = (W, fq g
′ : W → X). It follows from
definitions that τq∗(L)(W ) = |Ker q|
χ(W )τL(Wq). For instance, consider the trivial
homomorphism q : π → {1}. If L is the 1-dimensional {1}-algebra K, then q∗(L)
is the group ring K[π] and τK[π](W ) = |π|
χ(W ) τL(Wq) = |π|χ(W ).
3. It would be interesting to generalize the constructions of this section to
π-algebras over an infinite group π. A part of these constructions can be carried
over to so-called finite π-algebras. A π-algebra L is finite if Lα = 0 for all but
finitely many α ∈ π. The definition of non-degeneracy applies to finite π-algebras
word for word. If L is a non-degenerate finite π-algebra over a possibly infinite
group π then the state sum
∑
g∈G 〈g〉 ∈ K in Section 9.3 is finite and gives a well
defined invariant of the closed X-surface W . However, the normalization factor
|π|nT /card(G) appearing in Section 9.3 may be infinite and the modules appearing
in Section 9.4 may be of infinite type. Another possible approach is to consider
topological groups and to replace state sums with integrals.
10. Further examples of group-algebras
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In this section we have collected a few miscellaneous examples and constructions
of group-algebras.
10.1. Biangular group-algebras from algebra automorphisms. Let A be
an associative unital algebra over K whose underlying K-module is projective of
finite type. Let π be a group acting on A by algebra automorphisms. Consider the
direct sum L = ⊕α∈πAα of card(π) copies of A numerated by the elements of π.
We provide L with multiplication by (aα)(bβ) = (aα(b))(αβ) where a, b ∈ A and
α, β ∈ π. It is easy to check that L is an associative algebra. We provide L with the
structure of a π-algebra by Lα = Aα for all α ∈ π. This π-algebra always satisfies
condition (i) in the definition of biangular π-algebras. It satisfies condition (ii) if
and only if the bilinear form η : A⊗A→ K defined by η(a, b) = Tr(µab : A→ A)
is non-degenerate. The form η is non-degenerate for instance when A is a direct
sum of matrix rings Matn(K) such that n is invertible in K. This can be easily
deduced from the following simple lemma.
10.1.1. Lemma. Let P,Q be free K-modules of finite rank. Then: (i) the
pairing Hom(P,Q) ⊗ Hom(Q,P ) → K sending (f ∈ Hom(P,Q), g ∈ Hom(Q,P ))
to Tr(fg) = Tr(gf) is non-degenerate; (ii) for any ℓ ∈ Hom(Q,Q), the trace of the
endomorphism of Hom(P,Q) sending any f ∈ Hom(P,Q) into ℓf ∈ Hom(P,Q) is
equal to Tr(ℓ)Dim(P ).
10.2. More non-degenerate and biangular group-algebras. Let {Vs}s∈S
be a family of free K-modules of finite rank numerated by elements of a finite set
S. With every left action of π on S we associate a π-algebra L as follows. For
α ∈ π, set
Lα =
⊕
s∈S
Hom(Vs, Vα(s)).
Each element a ∈ Lα is determined by its “coordinates” {as ∈ Hom(Vs, Vα(s))}s∈S .
The K-linear structure in L is coordinate-wise. If a ∈ Lα, b ∈ Lβ then the product
ab ∈ Lαβ is defined in coordinates by (ab)s = aβ(s)bs ∈ Hom(Vs, Vαβ(s)). It is
obvious that this multiplication is associative and makes L = ⊕α∈πLα a π-algebra.
The unit 1L is determined by (1L)s = idVs for all s ∈ S. It follows from Lemma
10.1.1 that L is non-degenerate if (and only if) π is finite and either Vs = 0 for all
s ∈ S or DimVs ∈ K is invertible in K for all s ∈ S. It follows from Lemma 10.1.1
that L is biangular if (and only if) either Vs = 0 for all s ∈ S or DimVs ∈ K does
not depend on s and is invertible in K. This gives examples of non-degenerate
π-algebras which are not biangular.
If L is biangular then an explicit computation of the homomorphism ψ1 :
L1 → L1 defined in Section 7.1 shows that it is a projection of the algebra L1 =
⊕sEnd(Vs) onto its center Kcard(S). Note also that if the action of π on S is free
and transitive then L = End(
⊕
s∈S Vs).
Replacing the direct sum with tensor product we obtain another interesting
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π-algebra. Namely, for α ∈ π, set
Rα =
⊗
s∈S
Hom(Vs, Vα(s)).
The K-module Rα is additively generated by the elements a = ⊗sas where
as ∈ Hom(Vs, Vα(s)) for s ∈ S. If b = ⊗sbs ∈ Rβ with bs ∈ Hom(Vs, Vβ(s))
then the product ab ∈ Rαβ is defined by ab = ⊗s(ab)s where (ab)s = aβ(s)bs ∈
Hom(Vs, Vαβ(s)) for s ∈ S. This multiplication is associative and makes R =
⊕α∈πRα a π-algebra with unit ⊗sidVs . It follows from Lemma 10.1.1 that this
π-algebra always satisfies (7.1.i) and satisfies (7.1.ii) if and only if is either Vs = 0
for all s ∈ S or DimVs ∈ K is invertible in K for all s ∈ S.
Assume that K is a field of characteristic 0 and Vs 6= 0 for all s ∈ S. Then
R is biangular and the homomorphism ψ1 : R1 → R1 defined in Section 7.1
is a projection of the algebra R1 = ⊗s∈SEnd(Vs) onto its 1-dimensional center.
Therefore the lattice HQFT determined by R is obtained by kρ0 -rescaling from
the primitive cohomological HQFT determined by an element of H2(π;K∗) where
k = η(1R, 1R) = DimR1 = (
∏
sDimVs)
2.
10.3. Crossed group-algebras via push-forward. Consider a group epi-
morphism q : π′ → π with finite kernel, H , lying in the center of π′. We can
push forward any crossed π′-algebra L′ along q to obtain a Frobenius π-algebra
L = q∗(L
′), cf. Section 3.1. Recall that L = L′ as Frobenius algebras. IfH = Ker q
is contained in the kernel of the action ϕ of π′ on L′, then ϕ induces an action
of π on L. We claim that L is a crossed π-algebra. Axioms (3.1.1) - (3.2.3) for
L directly follows from the corresponding axioms for L′. Let us check (3.2.4) for
L. Let α, β ∈ π and c ∈ Lαβα−1β−1 . Note that for u ∈ q
−1(α), v ∈ q−1(β), the
commutator uvu−1v−1 does not depend on the choice of u and v. Denote this
distinguished element of q−1(αβα−1β−1) by wα,β . To check equality (3.2.a), it
suffices to consider the case where c ∈ L′w where w ∈ q
−1(αβα−1β−1). The ho-
momorphism cϕβ = cϕv sends each direct summand L
′
u of Lα (with u ∈ q
−1(α))
into L′
wvuv−1
. Therefore
Tr(c ϕβ : Lα → Lα) =
∑
u∈q−1(α),wvuv−1=u
Tr(c ϕv : L
′
u → L
′
u)
=
{ ∑
u∈q−1(α) Tr(c ϕv : L
′
u → L
′
u), if w = wα,β ,
0, otherwise.
The assumption ϕ(H) = 1 implies that the trace Tr(c ϕv : L
′
u → L
′
u) does not
depend on the choice of v in q−1(β). The same argument together with formula
(3.2.a) shows that this trace does not depend on the choice of u in q−1(α). Hence,
Tr(c ϕβ : Lα → Lα) =
{
(cardH)Tr(c ϕv : L
′
u → L
′
u), if w = wα,β ,
0, otherwise,
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where u, v are arbitrary elements of q−1(α), q−1(β). Similarly, the homomorphism
ϕα−1c = ϕu−1c sends each direct summand L
′
v of Lβ (with v ∈ q
−1(β)) into
L′
u−1wvu
. Therefore
Tr(ϕα−1c : Lβ → Lβ) =
∑
v∈q−1(β),v=u−1wvu
Tr(ϕu−1c : L
′
v → L
′
v)
=
{
(cardH)Tr(ϕu−1c : L
′
v → L
′
v), if w = wα,β ,
0, otherwise.
Now, axiom (3.2.4) for L′ implies (3.2.4) for L.
This construction can be combined with those discussed in Section 3. Consider
for concreteness the structure of a crossed π′-algebra in the group ring K[π′]
determined by the trivial class 0 ∈ H2(π′,K∗). By the argument above, this gives
a structure of a crossed π-algebra in the same ring L = K[π′]. Here π acts by
conjugations and the inner product is given by (u, v) 7→ δu
v−1
for u, v ∈ π′ where
δ is the Kronecker delta. The crossed π-algebra L is semisimple if and only if
the group ring L1 = K[H ] is semisimple. This is for instance the case if K is
an algebraically closed field. If K = Q and H is non-trivial then K[H ] is not
semisimple. It is curious to note that the inner product in L admits deformations
in the class of crossed π-algebras. Namely, choose a non-degenerate symmetric
bilinear form µ : K[H ]×K[H ]→ K on L1 = K[H ] such that the pair (K[H ], µ) is
a Frobenius algebra. (There are many such forms as it is easy to see for cyclic H .)
We define the inner product ηµ : L ⊗ L → K by ηµ(Lα ⊗ Lβ) = 0 if αβ 6= 1 and
ηµ(a, b) = µ(ab, 1L) for a ∈ Lα, b ∈ Lα−1 and any α ∈ π. Here ab ∈ L1 = K[H ]
and 1L ∈ K[H ] is the unit element of L. It is easy to check that L with this inner
product is a crossed π-algebra.
If K has a ring involution k 7→ k : K → K and µ satisfies µ(u−1, v−1) = µ(u, v)
for any u, v ∈ H then the antilinear involution in L = K[π′] sending each element
of π′ to its inverse defines a Hermitian structure on L.
10.4. Crossed group-algebras from algebra automorphisms. Let us
consider crossed π-algebras L such that Lα = 0 for all α 6= 1. Axioms (3.1.1)
- (3.2.3) amount to saying that (L1, η) is a commutative Frobenius algebra with
an action of π by algebra automorphisms preserving η. Let us call such a pair
(L1, π) a π-F-algebra. Axiom (3.2.4) means that the action of π is traceless in the
sense that Tr(c ϕα : L1 → L1) = 0, for any α 6= 1, c ∈ L1. Thus any traceless
π-F-algebra (L1, π) gives rise to a crossed π-algebra such that Lα = 0 for α 6= 1.
Note that the tensor product L1 ⊗ L′1 of two π-F-algebras (L1, π), (L
′
1, π) is a
π-F-algebra. If (L1, π) or (L
′
1, π) is traceless then (L1 ⊗ L
′
1, π) is traceless.
π-F-algebras naturally arise in the study of groups of homeomorphisms. Con-
sider a closed connected oriented even-dimensional manifold M and set L1 =
L1(M) = ⊕k evenHk(M ;Q). The product in L1 is the cup-product and the form
η is defined by η(a, b) = (a ∪ b)([M ]). Clearly, L1 is a Frobenius algebra. Now,
any group π of orientation preserving self-homeomorphisms of M acts on L1 via
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induced homomorphisms. This action preserves the grading in L1 and therefore
Tr(c α∗ : L1 → L1) = 0 for all α ∈ π and c ∈ ⊕k 6=0,k evenHk(M ;Q) ⊂ L1.
The only requirement arises for c = 1 ∈ H0(M ;Q) and consists in the identity
Tr(α∗ : L1 → L1) = 0 for all α ∈ π, α 6= 1. For instance, consider an orientation-
reversing involution of the 2n-dimensional sphere jn : S
2n → S2n. It is clear that
the action of jn on H
∗(S2n;Q) is traceless. Therefore for any orientation-reversing
involution j of a closed connected oriented even-dimensional manifoldM , the prod-
uct jn×j : S2n×M → S2n×M induces a traceless endomorphism of L1(S2n×M).
In particular, jn × jm is a traceless endomorphism of L1(S2n × S2m). This yields
examples of traceless Z/2Z-F-algebras and hence of crossed Z/2Z-algebras.
This example can be extended in a slightly different direction. Consider a
closed connected oriented even-dimensional manifold M and a fixed point free
group π of orientation preserving self-homeomorphisms of M . By the Lefschetz
theorem, the super-trace of the action of π in the graded space ⊕kHk(M ;Q) is
zero. If M has only even-dimensional cohomology, this gives an example of a
traceless π-F-algebra. In general this suggests to consider a wider class of crossed
super-π-algebras.
Deformations of Frobenius algebras form a subject of a deep theory based on
the Witten-Dijkgraaf-Verlinde-Verlinde equation (see for instance [Du]). It would
be interesting to generalize this theory to crossed group-algebras.
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