Abstract: In this paper, a risk-sensitive filter for a class of jump Markov nonlinear systems is proposed. By using a set of weighted cubature points to approximate the intractable risk-sensitive recursions, the proposed filter could exhibit improved numerical stability with respect to the derivation of the square-root covariance, for which the unscented transform technique might halt the operations due to the presence of non-positive definite covariance. The performance of the proposed filter is illustrated through a simulation study of tracking a land vehicle with maneuvers.
INTRODUCTION
Risk-sensitive filtering has received much attention in the literature Dey (1997) ; Speyer et al. (1992) . This is partly due to the fact that risk-sensitive filters achieve more robustness against model uncertainty than the optimal L 2 filters and therefore they are more attractive in uncertain model scenarios when the high order moments of the estimation error can show significantly distinctive behaviors Boel et al. (2002) . The reference probability approach has been used to derive risk-sensitive recursions for discretetime nonlinear systems in Dey (1997) and Dey (1999) . The basic idea of the reference probability method is to reformulate the optimization problem into a new reference probability measure under which the measurements are independently distributed and also independent of the state process, so that the expectations can be calculated much more easily. However, there are no closed-form expressions for these recursions in most practical applications. To overcome this problem, many methodologies have been proposed such as linearization Jay (1998), central difference Sadhu et al. (2007) , unscented transform (UT) and particles Sadhu et al. (2009) 
⋆ This work was supported by the NSFC (60727002, 60774003, 60921001, 90916024) , the MOE (20030006003) , the COSTIND (A2120061303) and the National 973 Program (2005CB321902) .
Recently, the problem of risk-sensitive filtering for jump Markov linear systems (JMLSs) has been studied in Orguner (2008) . Based on the linear Gaussian assumption, an analytical solution is obtained by applying the basic interacting multiple model (IMM) approach Blom (1988) and the Kalman filtering theory. By employing the UT technique Julier et al. (2000) , the risk-sensitive filter and smoother for jump Markov nonlinear systems (JMNLSs) have been developed in our previous work Li (2010) . Nevertheless, the standard unscented transform might introduce negative weights for high-dimensional nonlinear systems, which results in the filter instability. More precisely, the error covariance can not be always guaranteed to be positive definite due to the presence of the negative weight and then prevent us from decomposing the error covariance into its square-root form.
In this paper, we propose a numerically efficient derivativefree risk-sensitive filter for a class of discrete-time JMNLSs based on the third-degree cubature rule. This idea is inspired by the recognition that the cubature rule has been shown to achieve more reliable and accurate estimates in mathematical terms than the UT method Arasaratnam (2009) . By analogous to the derivation in Li (2010) , we first define the unnormalized density functions or information states in the reference probability domain. Then the risk-sensitive filtering problem is reverted to implementing a number of infinite dimensional information states involving risk-sensitive functions. Finally, the intractable recursions are approximated by a set of weighted cubature points. In particular, the IMM-type approximation is used to circumvent the problem of exponentially growing computational complexity encountered in the multiple model estimation. The proposed filter is applied to address the positioning problem of a land vehicle with four wheels, two of which may steer. This problem is formulated into the framework of JMNLSs by modeling the dynamics of the steering angle as two different equations to represent straight trajectories and sharp maneuvers.
The rest of this paper is structured as follows. The problem is formulated in Section II. Section III introduces the cubature rule and develops the risk-sensitive cubature filter for JMNLSs. In Section IV, the land vehicle positioning algorithm is established in the framework of JMNLSs to verify the performance of the proposed filter. Conclusion is drawn in Section V.
PROBLEM FORMULATION
Consider the following discrete-time jump Markov nonlinear system defined on a probability space (Ω, F, P )
(2) where x k ∈ R n and z k ∈ R p are the state and measurement vectors at time instant k, respectively. f is the system dynamics function and g is the measurement function. B(r k+1 ) and D(r k ) are known matrices with appropriate dimensions. w k+1 and v k are zero-mean white Gaussian sequences with covariance matrices Q k+1 and R k , respectively. r k ∈ {e 1 , . . . , e N } is assumed to be a first-order Nstate homogeneous Markov chain with known transition probability matrix Π = [π ij ] N ×N , where the variable e j ∈ R N is the canonical unit vector with unity at the jth position and zeros otherwise. We also assume that the initial state x 0 is known with distribution N (x 0 ;x 0 , Σ 0 ), where the notation N (x;x, Σ) denotes the Gaussian density function for x with meanx and covariance matrix Σ. The initial distribution of the Markov chain is given as
. In addition, the basic random variables x 0 , w k , v k and r k are assumed to be mutually uncorrelated for all time k. For simplicity, f (x k , r k+1 ) is denoted by f i (x k ) for r k+1 = e i . Similar notations are defined in the same way.
The objective of the risk-sensitive filter is to calculate the following recursive estimatê
where Z k denotes the complete filtration generated by z 0:k {z 0 , · · · , z k }, and
The scalar θ ∈ R in (3) is called as the risk-sensitive parameter, and W k in (4) and (5) are positive definite weighting matrices.
By employing the reference probability method, we can define a new probability measureP such that the observation sequences z k are independently distributed and also independent of the state process x k . Furthermore, r k remains a first-order homogeneous Markov chain as that under P . For more details, see Orguner (2008) and Li (2010) .
Specifically, the risk-sensitive estimate in (3) can be equivalently rewritten as x RS k|k = arg min
In (8), p(·) andp(·) are the probability density functions under the probability measures P andP , respectively. It is observed that the risk-sensitive estimation problem in (3) can be formulated in (6) by expressing the expectations under the nominal measure P in terms of expectations under the reference probability measureP . This is expected since it is much easier to calculate expectations underP due to the independent properties of the measurement sequence Dey (1997) .
To solve the optimization problem (6), let us define the unnormalized density function
is the indicator function of the set A, i.e., I A (ω) = 1 if ω ∈ A and zero otherwise.
As shown in Li (2010), we can get
where exp{x;x, Σ} exp
It can be seen that the calculation ofx RS k|k is possible using (10) if one can calculate the unnormalized density function γ j k (x) recursively. The following lemma is adopted from Li (2010) to state the required recursion.
Thus, the risk-sensitive filtering for JMNLSs reduces to the problem of how to compute the integrals (10) and (11) recursively. As the closed-form expression for the integral (11) is generally unavailable, we derive an approximate solution using the cubature rule in the next section.
RISK-SENSITIVE CUBATURE FILTERING FOR JMNLSS
This section provides a brief review on the third-degree cubature rule to numerically compute the nonlinear weighted integral. Then the risk-sensitive cubature filter is derived by using a set of weighted cubature points to implement the risk-sensitive recursions.
Brief review of the third-degree cubature rule
The base idea of the cubature rule is to approximate a multi-dimensional weighted integral by a set of weighted points {x s , ω s } m s=1 as follows
where f (·) is some arbitrary function, D ⊆ R n is the region of integration, and w(x) ≥ 0 is the known weighting function for all x ∈ D. The cubature points and weights can be determined by solving a set of moment equations so that the cubature rule is exact for nonlinear functions belonging to monomials of degree d or less Arasaratnam (2009) .
Specially, an n-dimensional Gaussian weighted integral, which is often encountered in the nonlinear Bayesian filter, can be approximated by using the third-degree fullysymmetric cubature rule
where Σ = √ Σ √ Σ T and the cubature points are given by
with e s being the unit vector with unity at the sth position and zeros otherwise. Remark 1. Unlike the sigma point approach requiring an odd number of unequally weighted points, the center point is not needed for the cubature-rule-based approach and the weights are equal. In addition, the weighted cubature points are independent of the nonlinear function f (·) and therefore they can be calculated off-line to speed up the execution.
Risk-sensitive cubature filtering for JMNLSs
To implement the recursion (11) explicitly in the framework of the IMM-type approximation, we define the intermediate density function
Assuming that each density γ j k−1 (x) has been approximated by a single Gaussian distribution
The intermediate density γ k−1 (x) can be approximated by a mixing Gaussian distribution
where
Substituting (17) into (11) yields
In addition,
Inserting the facts (25) and (26) into (21), we can obtain
The third-degree cubature rule is now applied to obtain the predicted state estimates
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Thus, substituting (28) into (27) leads to
Furthermore, using the Bayesian formula gives
The third-degree cubature rule is used again to generate the measurement updates
where 
Then the risk-sensitive estimate can be calculated bŷ
To obtain the solution explicitly, the integrand in (42) is approximated by a single Gaussian (43) where
Substituting (43) into (42), it is easy to show that
Remark 2. It is worthwhile here to compare the proposed risk-sensitive IMM cubature Kalman filter (RS-IMM-CKF) with the risk-sensitive IMM unscented Kalman filter (RS-IMM-UKF) developed in Li (2010) . The main difference is that the nonlinear Bayesian integrals for computing the predicted and updated estimates are approximated based on different schemes. As the RS-IMM-CKF inherits the advantages of the CKF, the limitations of the UKF are not presented in the proposed filter, e.g. numerical inaccuracy and filter instability. See Arasaratnam (2009) for more details. Remark 3. The cubature point approach can be applied to implement the proposed smoothing recursion in Li (2010) to develop risk-sensitive smoothers for JMNLSs. This method can also be used to develop risk-sensitive filters and smoothers for nonlinear Gaussian systems without jumping parameter as in Dey (1997) . We omit the extensions for space consideration.
APPLICATION TO LAND VEHICLE POSITIONING
In this section, we consider a typical land vehicle positioning scenario, where the objective is to track the trajectory of the vehicle that executes a maneuver in the horizontal plane. We formulate the problem of land vehicle positioning into the framework of JMNLSs by modeling the steering angle as two different functions. Then, the proposed RS-IMM-CKF is applied and the performance is compared with both single-model filters under uncertain parameter scenario.
Vehicle kinematics models
The land vehicle position is represented in global coordinates as shown in Fig.1 . The vehicle kinematics is given by the simplified Ackerman steering model Guivant et al. (2000 Guivant et al. ( , 2002 ) 
where (X c , Y c ) is the center of the back axle in global coordinates with velocity V c . α and β denote the heading of the vehicle and the steering angle, respectively. L is the distance between the front axle and the back axle.
Let P (X, Y ) be the position of the GPS sensor, which is located on the front left side of the vehicle. Using the scheme proposed in Guivant et al. (2000) ; Caron et al. (2007) , the vehicle kinematics model is designed to represent the trajectory of the GPS sensor. Then, the dynamics can be described by
where a and b are defined as shown in Fig.1 .
Substituting the discrete first-order approximation of (49) into (50) yields
where T is the sampling period. [V k ,β k ] T are assumed to be zero-mean white Gaussian noise with covariance
Note that the steering angle β k is modeled by a firstorder function. In other words, the kinematical definition of model (51) is fulfilled for representing straight and mild trajectories but not for sharp maneuvers. To overcome this problem, it is advisable to model β k by a second-order function. By analogous to the derivation of (51), we have
where [V k ,β k ] T are assumed to be zero-mean white Gaussian noise with covariance
For simplicity in the simulations, models (51) and (52) are referred to "Model 1" and "Model 2", respectively. As the dynamic state of the vehicle might be highly variable over time, the vehicle behavior cannot be characterized by a single model. Therefore, these two kinematics models can be assumed to switch according to a Markov chain and hence the problem of land vehicle positioning can be formulated within the framework of JMNLSs.
Observation models
We adopt the observation models as in Caron et al. (2007) . The vehicle is equipped with three sensors including the GPS sensor which provides the position of the vehicle, the speed sensor and the steering sensor. The measurements of three sensors are stacked to be
53) where w k is zero-mean white Gaussian with covariance R k .
Simulation results
Implementation issues: For the vehicle, the following parameters are used as in Guivant et al. (2000) : L = 2.83, H = 0.75, a = 3.78 and b = 0.5. The sampling period T and the risk-sensitive parameter θ are taken to be 0.1 and 0.01, respectively. The weighting matrices W k have been set to be identity matrix I 6×6 for all k. The transition probabilities for the Markov chain are given by π 11 = π 22 = 0.75 and π 12 = π 21 = 0.25. The true trajectory of the vehicle is shown in Fig.2 . It is assumed that the noise covariances are not known by the tracking algorithms. To cover noise intensities, the process noise covariance and the measurement noise covariance are chosen as Q i k = 36Q i k (i = 1, 2) and R k = 4R k , respectively. Note that the Kalman filter shows better performance in terms of root mean square error (RMSE) than that of the risk-sensitive filter if all the parameters are known. Additionally, since the state vectors of two models are of different dimensions, an additional equationβ k+1 = 0 should be added in the Model 1 for implementing the filter.
As the risk-sensitive filters outperforms the corresponding Kalman filters under the uncertain parameter scenarios, we do not compare the proposed RS-IMM-CKF with the IMM-CKF. Our aim of this paper is to compare the RS-IMM-CKF with RS-IMM-UKF and both singlemodel filters. All the algorithms are designed based on the same assumptions and models. As suggested in Julier et al. (2000) , the scalar parameter in the RS-IMM-UKF is chosen as κ = 3−n to minimize the difference between the moments of the standard Gaussian and the sigma points. However, the RS-IMM-UKF was found to halt the filter operations due to the fact that the covariance matrices are not always guaranteed to be positive definite and hence the square-root forms are unavailable. In Fig.2 , the state estimates from three filters are shown versus time. These results suggest that the proposed filter is able to correctly track the vehicle motion. The simulation results averaged over 500 Monte Carlo runs are shown in Fig.3 , where the performance is compared with respect to the RMSE in position. Fig.3 indicates that the overall performance of the RS-IMM-CKF is significantly better than that of both single-model filters. Moreover, the Model 1 shows poor adaptation to vehicle maneuvers and yields larger estimation errors.
CONCLUSION
A closed-form expression of risk-sensitive recursions for JMNLSs is presented based on the third-degree cubature rule. By using the IMM-type approximation in the reference probability domain, the intractable integrals are numerically computed by a set of weighted cubature points. Compared with the linearization, the cubature rule is derivative-free and the computation of Jacobian and Hessian is avoided. Moreover, the cubature-rule-based approach exhibits better numerical stability than the UT technique. Simulation results show that the proposed filtering algorithm is suitable for land vehicle positioning problems in the uncertain model scenarios.
