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Einleitung
Die Darstellungstheorie endlicher Gruppen bescha¨ftigt sich mit der Klassifikation der A¨hnlich-
keitsklassen von Darstellungen einer endlichen Gruppe G u¨ber einem Ko¨rper K. A¨quivalent
hierzu ist die Betrachtung der Isomorphieklassen von KG-Moduln. Hierbei bezeichnen wir
mit KG die Gruppenalgebra der endlichen Gruppe G u¨ber dem Ko¨rper K. Die direkte Sum-
me und das Tensorprodukt von KG-Moduln induzieren eine Addition und eine Multiplikation
auf der Menge der Isomorphieklassen von KG-Moduln. Es bietet sich nun an, den daraus re-
sultierenden Ring A(KG), den sogenannten Greenring von KG, zu studieren. Im Fall K = C
ist A(KG) isomorph zum Charakterring R(G) von G. Besitzt K positive Charakteristik, so
sind auch Teilringe und Faktorringe von A(KG), wie zum Beispiel der Trivial-Source-Ring
oder der Grothendieckring, von Interesse. Desweiteren stehen der Burnsidering B(G) und der
Ring der monomialen Darstellungen D(G) im Blickfeld der Betrachtung. Der Ring B(G) wird
durch die Isomorphieklassen endlicher G-Mengen erzeugt. Die Addition und die Multiplikati-
on in B(G) werden dabei durch disjunkte Vereinigung und direktes Produkt von G-Mengen
induziert. Bei dem Ring D(G) bilden die Isomorphieklassen unzerlegbarer Objekte aus der
monomialen KategoriemonCG eine Z-Basis. Dabei sind die Objekte vonmonCG Paare (V,L),
bestehend aus einem endlich erzeugten CG-Modul V und einer Menge L von eindimensiona-
len Unterra¨umen, fu¨r die
⊕
L∈LL = V und gL ∈ L fu¨r alle g ∈ G und alle L ∈ L gilt. Eine
Addition zweier solcher Paare ist durch die direkte Summe der CG-Moduln und die Vereini-
gung der Mengen der eindimensionalen Unterra¨ume gegeben. Eine Multiplikation erha¨lt man
durch die Bildung der jeweiligen Tensorprodukte. Die Addition und Multiplikation auf D(G)
wird nun mittels dieser Verknu¨pfungen definiert. Ferner kann der Burnsidering B(G) in D(G)
eingebettet werden. Die Bezeichnung D(G) wurde zu Ehren von Andreas Dress gewa¨hlt, der
sich mit diesen Ringen bescha¨ftigte ([Dr71]).
Die beschriebenen Ringe sind sogenannte Darstellungsringe der Gruppe G. Die vorliegende
Arbeit thematisiert Isomorphieprobleme solcher Ringe. Hierbei bescha¨ftigt man sich mit der
Frage, welche Informationen aus einem gegebenen Darstellungsring u¨ber die zugrunde lie-
gende Gruppe gewonnen werden ko¨nnen. Motiviert werden solche Betrachtungen durch die
Tatsache, dass nicht-isomorphe Gruppen isomorphe Darstellungsringe haben ko¨nnen. Bei-
spielsweise gilt R(D8) ∼= R(Q8), wobei D8 die Diedergruppe und Q8 die Quaternionengruppe
mit 8 Elementen ist. Dies ist dadurch begru¨ndet, dass die Gleichheit der Charaktertafeln die
Isomorphie der Charakterringe impliziert. Umgekehrt erha¨lt man aus der Isomorphie zweier
Charakterringe die Gleichheit der Charaktertafeln ([Sa66]).
Auch fu¨r den Burnsidering ko¨nnen solche Gruppen angegeben werden ([Ki91], [Th88], [Br95]).
Allerdings ist nicht bekannt, ob die Isomorphie zweier Burnsideringe die Gleichheit der Mar-
kentafeln impliziert.
In der vorliegenden Arbeit werden der Ring der monomialen Darstellungen und der Trivial-
Source-Ring hinsichtlich der beschriebenen Thematik untersucht. Dabei werden bestimmte
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Invarianten der jeweiligen Ringe benutzt, um Informationen u¨ber die zugrunde liegende Grup-
pe zu erhalten. Fu¨r den Ring der monomialen Darstellungen konnte allerdings kein Beispiel
fu¨r nicht-isomorphe Gruppen G und G˜ gefunden werden, so dass D(G) ∼= D(G˜) ist.
Im ersten Kapitel werden die notwendigen Grundlagen der Darstellungstheorie zusammenge-
fasst. Desweiteren werden Green-Funktoren eingefu¨hrt und die Konstruktion sowie die ele-
mentaren Eigenschaften des Burnsideringes erla¨utert.
Das zweite Kapitel bescha¨ftigt sich mit dem Ring der monomialen Darstellungen. Dabei wer-
den zu Beginn des Abschnittes die Konstruktion des Ringes und dessen Spezies ausfu¨hrlich
beschrieben. Es wird daraufhin eine explizite Formel fu¨r die primitiven Idempotente von
Z[ζ]p ⊗Z D(G) angegeben, wobei ζ ∈ C eine primitive |G|-te Einheitswurzel und Z[ζ]p die
Lokalisierung von Z[ζ] bei einem Primideal p ist.
Im dritten Unterkapitel werden die Fu¨hrer der primitiven Idempotente von Q(ζ) ⊗Z D(G),
also die fu¨r jedes primitive Idempotent e ∈ Q(ζ) ⊗Z D(G) kleinste natu¨rliche Zahl ne ∈ N
mit ne · e ∈ Z[ζ]⊗ZD(G), berechnet. Als erste Anwendung dieser Berechnungen kann gezeigt
werden, dass D(G) ∼= D(G˜) die Gleicheit |G| = |G˜| impliziert. Ferner ist die Kommutati-
vita¨t einer Gruppe G in D(G) feststellbar. Desweiteren ko¨nnen Aussagen u¨ber Primteiler der
Ordnung des Zentrums der zugrunde liegenden Gruppe gemacht werden. Am Ende dieses Un-
terkapitels wird ein Integralita¨tskriterium fu¨r Elemente des Ghostringes von D(G) bewiesen,
das Ergebnisse aus [Bo04] erga¨nzt.
Im darauffolgenden Abschnitt wird untersucht, ob sich Eigenschaften von Sylowgruppen ei-
ner Gruppe G auf eine Gruppe G˜ u¨bertragen lassen, falls D(G) ∼= D(G˜) gilt. Es wird unter
anderem gezeigt, dass dies bei abelschen Sylowgruppen und bei zyklischen 2-Sylowgruppen
der Fall ist.
Im fu¨nften Unterkapitel wird gezeigt, dass die Isomorphie D(G) ∼= D(G˜) bei Gruppen mit
ungerader Ordnung die Isomorphie B(G) ∼= B(G˜) impliziert.
Im darauffolgenden Abschnitt wird ein Struktursatz u¨ber die Gruppe der Torsionseinheiten
von D(G) bewiesen. Dieses Ergebnis ist angelehnt an entsprechende bekannte Ergebnisse
des Burnsideringes ([Ma83]). Mit Hilfe dieses Satzes kann daraufhin gezeigt werden, dass ei-
ne abelsche Gruppe durch deren monomialen Darstellungsring eindeutig bestimmt ist. Aus
D(G) ∼= D(G˜) mit einer abelschen Gruppe G folgt also stets G ∼= G˜.
Im achten Unterkapitel werden nilpotente und p-nilpotente Gruppen thematisiert. Zu Be-
ginn dieses Abschnittes werden die monomialen Darstellungsringe der Gruppen der Ordnung
p3 sowie der Diedergruppen, Semidiedergruppen und Quaternionengruppen der Ordnung 2n
untersucht. Es wird dann gezeigt, dass sich Nilpotenz von G im Fall D(G) ∼= D(G˜) auf G˜
u¨bertra¨gt. Ferner kann bewiesen werden, dass gegebenenfalls die Isomorphie D(P ) ∼= D(P˜ )
folgt, wobei P und P˜ die p-Sylowgruppen von G und G˜ sind. Desweiteren erha¨lt man aus der
Isomorphie D(G) ∼= D(G˜) mit einer nilpotenten Gruppe G die Isomorphie H/H ′ ∼= H˜/H˜ ′,
wobei H und H˜ die jeweiligen 2′-Hallgruppen von G und G˜ sind. Am Ende dieses Abschnittes
wird gezeigt, dass sich p-Nilpotenz einer Gruppe G im Fall D(G) ∼= D(G˜) auf G˜ u¨bertra¨gt,
wenn die p-Sylowgruppen von G und G˜ zyklisch sind.
Im neunten Unterkapitel werden Gruppen, deren Sylowgruppen zyklisch sind, behandelt.
Diese Gruppen werden Z-Gruppen genannt. Mit Hilfe der Fu¨hrer der primitiven Idempo-
tente von Q(ζ) ⊗Z D(G) und der Torsionseinheiten von D(G) kann gezeigt werden, dass
aus D(G) ∼= D(G˜) die Isomorphie G ∼= G˜ folgt, wenn G und G˜ Z-Gruppen sind. Der Fall
B(G) ∼= B(G˜) fu¨r Z-Gruppen G und G˜ impliziert im allgemeinen nicht die Isomorphie von
G und G˜. Dies wird an einem Beispiel erla¨utert.
Ebenfalls von Bedeutung fu¨r das Isomorphieproblem ko¨nnen Untersuchungen der Automor-
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phismengruppe von D(G) sein. Ist beispielsweise ein Isomorphismus α : D(G˜) → D(G) ge-
geben, so kann dieser mit einem Automorphismus β ∈ Aut(D(G)) zu einem Isomorphismus
β ◦α : D(G˜)→ D(G) verknu¨pft werden. Man erha¨lt also die Mo¨glichkeit, den Isomorphismus
α geeignet zu lenken. Dieses Prinzip fu¨hrte bei einer a¨quivalenten Betrachtung beim Burn-
sidering dazu, dass man einen Isomorphismus γ : B(G) → B(G˜) durch einen normalisierten
Isomorphismus ersetzen kann ([Ra04]). Im zehnten Unterkapitel wird in Anlehnung an die
Arbeit von D. M. Nicolson [Ni76] ein Automorphismus von D(G) konstruiert.
Im dritten Kapitel wird der Trivial-Source-Ring T p(G) untersucht. Im Gegensatz zum Ring
der monomialen Darstellungen fa¨llt dieser Ring in den Bereich der modularen Darstellungs-
theorie. Es werden zuna¨chst die grundlegenden Eigenschaften des Ringes gekla¨rt, die Spezies
konstruiert und die primitiven Idempotente von Q(ζ)⊗Z T p(G) angegeben, wobei ζ ∈ C eine
primitive |G|p′-te Einheitswurzel ist. Im dritten Unterkapitel werden mit Hilfe der Theorie der
Scott-Moduln die Fu¨hrer der primitiven Idempotente von Q(ζ)⊗Z T p(G) berechnet. Hiermit
wird gezeigt, dass die Isomorphie T p(G) ∼= T p(G˜) die Gleichheit der Gruppenordnungen von
G und G˜ impliziert.
Im letzten Unterkapitel wird gezeigt, dass genau dann T p(P × H) ∼= T p(P˜ × H˜) mit p-
Gruppen P, P˜ und p′-Gruppen H, H˜ gilt, wenn B(P ) ∼= B(P˜ ) und R(H) ∼= R(H˜) gilt. Ins-
besondere fu¨hrt dies zu dem Ergebnis, dass fu¨r abelsche Gruppen G und G˜ die Isomorphie
T p(G) ∼= T p(G˜) die Isomorphie G ∼= G˜ mit sich bringt.
Ich mo¨chte mich bei meinem Betreuer Professor B. Ku¨lshammer fu¨r die interessante Auf-
gabenstellung und seine Unterstu¨tzung herzlich bedanken.
Kapitel 1
Grundlagen
In diesem Kapitel werden die Grundlagen fu¨r die vorliegende Arbeit zusammengestellt. Das
erste Unterkapitel entha¨lt eine kurze Einfu¨hrung in die gewo¨hnliche und die modulare Dar-
stellungstheorie. Dabei werden elementare Notationen, Definitionen und Sa¨tze aufgefu¨hrt, die
in den weiteren Ausfu¨hrungen Verwendung finden. Im zweiten Unterkapitel werden Green-
Funktoren definiert. Im letzten Abschnitt dieses Kapitels werden die elementaren Eigenschaf-
ten des Burnsideringes behandelt.
1.1 Grundlagen der Darstellungstheorie
Es sei G eine endliche Gruppe. Wir schreiben H ≤ G, falls H eine Untergruppe von G ist.
Im Fall H ≤ G und H 6= G verwenden wir die Bezeichnung H < G. Wir benutzen die
Notation H E G, falls H eine normale Untergruppe von G ist. Fu¨r Untergruppen H,U ≤ G
schreiben wir H =G U , falls H und U in G konjugiert sind, und H ≤G U , wenn H zu U in
G subkonjugiert ist. Wir verwenden die folgenden Notationen fu¨r konjugierte Elemente und
konjugierte Untergruppen:
gh = ghg−1, hg = g−1hg, gH = gHg−1 und Hg = g−1Hg (g, h ∈ G, H ≤ G).
Es sei p eine Primzahl. Wir schreiben Gp fu¨r die Menge der p-Elemente und Gp′ fu¨r die
Menge der p-regula¨ren Elemente von G. Fu¨r g ∈ G seien gp ∈ Gp und gp′ ∈ Gp′ die eindeutig
bestimmten Elemente mit g = gpgp′ = gp′gp. Wir bezeichnen mit G
′ die Kommutatorgruppe
und mit Z(G) das Zentrum von G.
Wir werden im folgenden einige Grundlagen der Darstellungstheorie formulieren, die in Lehr-
bu¨chern wie [CR] oder [Na] nachgelesen werden ko¨nnen. Es seien R ein kommutativer Ring mit
Einselement und RG die Gruppenalgebra von G u¨ber R. Unter einem RG-Modul verstehen
wir stets einen endlich erzeugten, als R-Modul freien RG-Linksmodul. Durch die Vorschrift
g ∗ r := r (g ∈ G, r ∈ R)
wird der Ring R selbst zu einem RG-Modul, dem trivialen RG-Modul. Es seien H ≤ G und
M ein RH-Modul. Fu¨r g ∈ G ist der konjugierte R[gH]-Modul gM definiert durch
(gh) ∗m := h ·m (h ∈ H, m ∈M).
Dabei gilt g
′
(gM) = g
′gM fu¨r g, g′ ∈ G. Ist g ∈ H, so ist gM ein RH-Modul, und es gilt
gM ≃ M . Ist N ein RG-Modul, so erhalten wir durch Restriktion von G auf H, also durch
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Einschra¨nkung der Skalarmultiplikation auf RH, einen RH-Modul, den wir mit resGHN be-
zeichnen. Die Induktion liefert aus einem gegebenen RH-ModulM den induzierten RG-Modul
indGHM := RG⊗RH M.
In der folgenden Bemerkung werden die elementaren Eigenschaften von Restriktion und In-
duktion zusammengefasst.
Bemerkung 1.1.1 Es seien K ≤ H ≤ G, U ≤ G, L ein RK-Modul, M ein RH-Modul, N
ein RG-Modul, V ein RU -Modul und g ∈ G. Dann gilt:
(i) resHK(res
G
HN) = res
G
KN und
g(resHKM) = res
gH
gK(
gM),
(ii) indGH(ind
H
KL) ≃ ind
G
KL und
g(indHKL) ≃ ind
gH
gK(
gL),
(iii) N ⊗R ind
G
HM ≃ ind
G
H(res
G
HN ⊗RM),
(iv) resGU (ind
G
HM) ≃
⊕
UtH∈U\G/H ind
U
tH∩U (res
tH
tH∩U (
tM)),
(v) indGUV ⊗R ind
G
HM ≃
⊕
UtH∈U\G/H ind
G
tU∩H(res
tU
tU∩H(
tV )⊗R res
H
tU∩HM).
In Teil (iv) und (v) sind die sogenannten Mackey-Formeln aufgefu¨hrt (siehe [Na], Kap. 3,
Thm. 1.9, Thm. 1.17).
Ist H E G und M ein R[G/H]-Modul, so wird durch
g ∗m := gH ·m (g ∈ G, m ∈M)
ein RG-Modul definiert. Dieses Konstruktionsprinzip nennt sich Inflation, und der daraus
resultierende RG-Modul wird mit infGHM bezeichnet.
Eine R-Darstellung einer R-Algebra A ist ein R-Algebra-Homomorphismus
Λ : A→ Matn(R).
Unter einer R-Darstellung von G verstehen wir einen Gruppen-Homomorphismus
∆ : G→ GLn(R).
Dabei ist n ∈ N der Grad der jeweiligen Darstellung. Setzt man ∆ linear fort auf die Grup-
penalgebra RG, so erha¨lt man eine R-Darstellung von RG. Umgekehrt erha¨lt man durch
Einschra¨nkung einer R-Darstellung von RG auf G eine R-Darstellung von G. Damit entspre-
chen sich R-Darstellungen von G und RG.
Es sei Λ eine Darstellung von RG mit Grad n ∈ N. Ist M ein freier R-Modul mit Basis
b1, ..., bn, so wird durch g · bj :=
∑n
i=1 Λ(g)ijbi (g ∈ G, j = 1, ..., n) ein RG-Modul definiert.
Ist umgekehrt M ein RG-Modul mit R-Basis b1, ..., bn, und ist g · bj =
∑n
i=1 λij(g)bi mit
λij(g) ∈ R fu¨r g ∈ G, j = 1, ..., n, so erha¨lt man durch ∆(g) := (λij(g)) ∈ GLn(R) eine R-
Darstellung ∆ von G. Also korrespondieren die R-Darstellungen von G mit den RG-Moduln.
Zwei R-Darstellungen ∆1 : G→ GLn(R) und ∆2 : G→ GLm(R) heißen a¨hnlich, wenn m = n
ist und S ∈ GLn(R) existiert mit ∆1(g) = S ·∆2(g) · S
−1 fu¨r alle g ∈ G.
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Bemerkung 1.1.2 Die A¨hnlichkeitsklassen von R-Darstellungen von G und die Isomorphie-
klassen von RG-Moduln entsprechen sich.
Die obige Bemerkung verdeutlicht, dass die Untersuchung von A¨hnlichkeitsklassen von Dar-
stellungen einer Gruppe G a¨quivalent zur Untersuchung der Isomorphieklassen von RG-
Moduln ist. Wir nehmen dies zum Anlass, einen Darstellungsring, den sogenannten Greenring,
zu definieren, um an einigen Stellen im weiteren Kontext auf diesen Ring Bezug nehmen zu
ko¨nnen. Eine ausfu¨hrliche Besprechung des Greenringes befindet sich in den Bu¨chern [CR]
und [Be]. Wir ko¨nnen die Menge der Isomorphieklassen von RG-Moduln mit einer Ringstruk-
tur versehen. Dazu setzen wir voraus, dass in RG der Satz von Krull-Schmidt-Azumaya gilt,
das heißt, dass fu¨r jeden RG-Modul eine Zerlegung in eine direkte Summe von endlich vielen
unzerlegbaren RG-Moduln existiert, die bis auf Reihenfolge und Isomorphie eindeutig ist.
Fu¨r einen RG-Modul M bezeichnen wir mit [M ] die Isomorphieklasse von M . Der Greenring
A(RG) ist der von den Isomorphieklassen von RG-Moduln bezu¨glich der Relation
[M ] + [N ] = [M ⊕N ]
erzeugte Z-Modul, wobei die Multiplikation durch
[M ] · [N ] = [M ⊗R N ]
fu¨r RG-Moduln M , N definiert ist. Damit ist A(RG) ein kommutativer Ring mit der Iso-
morphieklasse des trivialen RG-Moduls [R] als Einselement. Da in RG der Satz von Krull-
Schmidt-Azumaya gilt, ist A(RG) ein freier Z-Modul, dessen Basis aus den Isomorphieklassen
der unzerlegbaren RG-Moduln besteht. Insbesondere ist genau dann [M ] = [N ] in A(RG) fu¨r
RG-Moduln M,N , wenn M ≃ N ist. Es sei A0(RG) das Ideal von A(RG), das von allen
Elementen der Form
[M ] + [N ]− [L]
erzeugt wird, wobei
0→M → L→ N → 0
eine exakte Sequenz von RG-Moduln ist. Der Faktorring C(RG) := A(RG)/A0(RG) heißt
Grothendieckring von RG. Fu¨r einen RG-ModulM bezeichnen wir mit [[M ]] := [M ]+A0(RG)
das entsprechende Element in C(RG).
Wir werden im folgenden einige Grundlagen der Charaktertheorie behandeln, die ausfu¨hrlich
in [CR] oder [Na] nachgelesen werden ko¨nnen. Es seien K ein Ko¨rper und ∆ : G→ GLn(K)
eine K-Darstellung von G. Die Abbildung
χ : G→ K, g 7→ Spur(∆(g))
heißt K-Charakter von ∆. Ist der Grad der K-Darstellung gleich 1, so ist der entsprechende
K-Charakter ein Gruppenhomomorphismus. In diesem Fall sprechen wir von einem linearen
K-Charakter. Ein K-Charakter ist stets konstant auf den Konjugationsklassen einer Gruppe,
ist also eine Klassenfunktion. Weiterhin haben a¨hnliche K-Darstellungen den gleichen K-
Charakter. Nach Bemerkung 1.1.2 ko¨nnen wir einem KG-ModulM einen eindeutig bestimm-
tenK-Charakter χM zuordnen. Es sei {M1, ...,Ms} ein Vertretersystem der Isomorphieklassen
einfacher KG-Moduln. Dann ist
Irr(KG) := {χM1 , ..., χMs}
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die Menge der irreduziblen K-Charaktere. Der zum trivialen KG-Modul K korrespondierende
K-Charakter wird trivialer K-Charakter genannt. Fu¨r KG-Moduln L, M und N mit L ⊆M
gilt
χM = χM/L + χL und χM⊗KN = χM · χN .
Da jeder KG-Modul eine Kompositionsreihe besitzt, setzt sich jeder K-Charakter als endliche
Summe von irreduziblen K-Charakteren zusammen.
Wir betrachten nun die Situation K = C. Gegebenenfalls schreiben wir anstatt C-Charakter
nur Charakter und benutzen fu¨r Irr(CG) die Bezeichnung Irr(G). Ferner ist die Anzahl
der irreduziblen Charaktere gleich der Anzahl der Konjugationsklassen von G. Der Ring
R(G) := Z[Irr(G)] aller Z-Linearkombinationen irreduzibler Charaktere heißt der Ring der
virtuellen Charaktere oder Charakterring von G. Da Irr(G) linear unabha¨ngig u¨ber C ist, ist
R(G) ein freier Z-Modul mit Basis Irr(G). Nach dem Satz von Maschke ist CG halbeinfach.
Damit ist [M1], ..., [Ms] eine Z-Basis von A(CG), und durch A(CG) → R(G), [Mi] 7→ χMi
wird ein Ringisomorphismus definiert.
Wichtige Rechenregeln fu¨r Charaktere sind gegeben durch die erste Orthogonalita¨tsrelation
∑
g∈G
ϕ(g)ψ(g−1) =
{
|G| falls ϕ = ψ
0 sonst
fu¨r ϕ,ψ ∈ Irr(G) und die zweite Orthogonalita¨tsrelation
∑
χ∈Irr(G)
χ(h)χ(k−1) =
{
|CG(h)| falls h =G k
0 sonst
fu¨r h, k ∈ G. Von großer Bedeutung fu¨r diese Arbeit sind die linearen Charaktere von G.
Nun ist jeder lineare Charakter von G ein Gruppenhomomorphismus G → C×. Umgekehrt
wird fu¨r ϕ ∈ Hom(G,C×) der triviale C-Vektorraum C durch g ∗ c := ϕ(g) · c (g ∈ G,
c ∈ C) zu einem einfachen CG-Modul, der mit Cϕ bezeichnet wird. Dann ist χCϕ = ϕ. Also
ist Hom(G,C×) genau die Menge der linearen Charaktere von G. Wir benutzen ku¨nftig die
Bezeichnung Gˆ := Hom(G,C×).
Bemerkung 1.1.3 (i) Ist H ≤ G, so ist Hˆ0 := {ϕ|H : ϕ ∈ Gˆ} eine Untergruppe von
Hˆ mit Hˆ0 ∼= HG
′/G′. Fu¨r ψ ∈ Hˆ0 setzen wir Aψ := {ϕ ∈ Gˆ : ϕ|H = ψ}. Dann ist
|Aψ| = (G : HG
′).
(ii) Fu¨r H ≤ G, ψ ∈ Hˆ0, g ∈ G gilt
∑
ϕ∈Aψ
ϕ(g) =
{
(G : HG′)ψ(g) falls gG′ ∈ HG′/G′
0 sonst.
Teil (i) der obigen Bemerkung kann man beweisen, indem man Hˆ0 mit ĤG′/G′ identifiziert.
Dies ist wegen ϕ|G′ = 1 fu¨r alle ϕ ∈ Gˆ mo¨glich. Man kann dann die Theorie u¨ber irreduzible
Charaktere abelscher Gruppen benutzen, wie sie beispielsweise in [Hu], Kap. V, §6 zu finden
ist. Teil (ii) erha¨lt man mit Hilfe der zweiten Orthogonalita¨tsrelation, indem man beru¨cksich-
tigt, dass Aψ = {λ·τ : τ ∈ A1} fu¨r ein beliebiges λ ∈ Aψ ist, und A1 mit Ĝ/HG′ identifiziert.
Es sei p eine Primzahl. Wir werden nun einige Grundlagen der modularen Darstellungstheo-
rie auffu¨hren, die ebenfalls ausfu¨hrlich in den Bu¨chern [CR] und [Na] behandelt werden. Ein
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p-modulares System ist ein Tripel (K,O, F ), bestehend aus einem diskreten Bewertungsring
O, seinem Quotientenko¨rper K und dem Restklassenko¨rper F := O/m der Charakteristik
p, wobei m das maximale Ideal von O ist. Ist eine Gruppe G gegeben, so sprechen wir von
einem passenden p-modularen System, wenn char(K) = 0 ist, O ein vollsta¨ndiger diskreter
Bewertungsring ist, der eine primitive |G|-te Einheitswurzel entha¨lt und F algebraisch ab-
geschlossen ist. In den folgenden Ausfu¨hrungen werden wir stets ein passendes p-modulares
System zugrunde legen.
Es sei f : O → F der Restklassenhomomorphismus. Ist ξ ∈ O eine primitive |G|p′-te Ein-
heitswurzel, so ist f : 〈ξ〉 → 〈f(ξ)〉 ein Isomorphismus der zyklischen Gruppen. Fu¨r einen
FG-Modul M sei ∆ : G→ GLn(F ) eine zugeho¨rige Darstellung. Wir definieren
ψM : Gp′ → O, g 7→
n∑
i=1
f−1(ξ¯i),
wobei ξ¯1, ..., ξ¯n die Eigenwerte von ∆(g) sind. Die Abbildung ψM heißt Brauercharakter von
M und ist eine Klassenfunktion der p-regula¨ren Konjugationsklassen von G. Ist {L1, ..., Lt}
ein Repra¨sentantensystem der Isomorphieklassen einfacher FG-Moduln, so ist
IBr(G) := {ψL1 , ..., ψLt}
die Menge der irreduziblen Brauercharaktere von G. Ferner gilt fu¨r FG-Moduln L, M und N
mit L ⊆M
ψM/L + ψL = ψM und ψM · ψN = ψM⊗FN .
Also la¨sst sich jeder Brauercharakter als Summe irreduzibler Brauercharaktere schreiben.
Nun ist IBr(G) linear unabha¨ngig u¨ber K. Damit ist der Ring Rp(G) := Z[IBr(G)] aller Z-
Linearkombinationen irreduzibler Brauercharaktere ein freier Z-Modul mit Basis IBr(G). Der
Ring Rp(G) heißt Brauercharakterring von G.
Es sei N ein FG-Modul mit einer Kompositionsreihe 0 ⊆ N0 ⊆ N1 ⊆ ... ⊆ Nr = N . Da die
Sequenz 0→ Ni−1 → Ni → Ni/Ni−1 → 0 exakt ist fu¨r alle i ∈ {1, ..., r}, ist
[[N ]] =
r∑
i=1
[[Ni/Ni−1]] in C(FG).
Also ist {[[Li]] : i = 1, ..., t} eine Z-Basis von C(FG), und durch C(FG) → Rp(G), [[M ]] 7→
ψM ist ein Ring-Isomorphismus definiert.
Es seien R ∈ {O, F} und H ≤ G. Mit RH bezeichnen wir den trivialen RH-Modul R.
Fu¨r RG-Moduln M und N schreiben wir M
∣∣ N , falls M isomorph zu einem direkten Sum-
manden von N ist. Ein RG-Modul M heißt H-projektiv, wenn ein RH-Modul L existiert mit
M
∣∣ indGHL. Ist U eine Menge von Untergruppen von G, so heißt ein RG-ModulM U-projektiv,
falls es zu jedem unzerlegbaren direkten Summanden L von M ein U ∈ U gibt, so dass L
U -projektiv ist. Ein Vertex eines unzerlegbaren RG-Moduls M ist eine Untergruppe D ≤ G,
so dass M D-projektiv, aber nicht U -projektiv fu¨r jede echte Untergruppe U < D ist. Eine
Quelle von M ist ein unzerlegbarer RD-Modul V mit M
∣∣ indGDV , wobei D ein Vertex von
M ist. Es gelten die folgenden elementaren Eigenschaften:
Bemerkung 1.1.4 Es seien H ≤ G,M ein unzerlegbarer RG-Modul und L ein unzerlegbarer
RH-Modul.
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(i) Ein Vertex von M ist eine p-Untergruppe von G und ist bis auf Konjugation in G
eindeutig bestimmt. Wir bezeichnen einen Vertex von M ku¨nftig mit vtx(M).
(ii) Ist M
∣∣ indGHL, so ist vtx(M) ≤G vtx(L). Ist L ∣∣ resGHM , so ist vtx(L) ≤G vtx(M).
(iii) Es sei D ein Vertex von M , und die RD-Moduln V und W seien Quellen von M . Dann
existiert g ∈ NG(D) mit
gV ≃W . Ferner ist D ein Vertex von V und W .
(iv) Es sei P ≤ G eine p-Untergruppe. Der triviale RP -Modul RP hat Vertex P .
(v) Ist P E G eine normale p-Untergruppe, so hat jeder unzerlegbare Summand von indGPRP
Vertex P .
(Teil (i),(ii) und (iii) : [Na], Kap. 4, Thm. 3.3, Lem. 3.4, Thm. 3.6, Teil (iv), (v) : [CR], Lem.
81.15).
Mit Hilfe der Green-Korrespondenz ko¨nnen Zusammenha¨nge zwischen unzerlegbaren RG-
Moduln und unzerlegbaren RH-Moduln fu¨r Untergruppen H von G aufgezeigt werden. Fu¨r
eine p-Untergruppe P ≤ G und eine Untergruppe H ≤ G mit NG(P ) ≤ H setzen wir
X :={Q : Q = P ∩ gP, g ∈ G\H},
Y :={Q : Q = H ∩ gP, g ∈ G\H},
Z :={Q : Q ≤ P, Q G X fu¨r alle X ∈ X}.
Bemerkung 1.1.5 (Green-Korrespondenz) Es existiert eine Bijektion zwischen den Iso-
morphieklassen unzerlegbarer RG-Moduln mit Vertex in Z und den Isomorphieklassen unzer-
legbarer RH-Moduln mit Vertex in Z. Ist M ein unzerlegbarer RG-Modul mit Vertex in Z
und L ein unzerlegbarer RH-Modul, der zu M korrespondiert, so ist vtx(M) =G vtx(L), und
es gilt
resGHM ≃ L⊕ Y und ind
G
HL ≃M ⊕X,
wobei Y ein Y-projektiver RH-Modul und X ein X -projektiver RG-Modul ist.
(Siehe [CR], 20.6). In der folgenden Bemerkung wird ein Kriterium u¨ber Unzerlegbarkeit
induzierter Moduln angegeben.
Bemerkung 1.1.6 (Unzerlegbarkeitskriterium von Green) (i) Es seien H E G und
G/H eine p-Gruppe. Ist L ein unzerlegbarer FH-Modul, so ist indGHL ein unzerlegbarer
FG-Modul.
(ii) Es seien G eine p-Gruppe, H ≤ G und L ein unzerlegbarer FH-Modul. Dann ist indGHL
ein unzerlegbarer FG-Modul.
(Siehe [CR], Thm. 19.22, Cor. 19.24). Teil (ii) der Bemerkung ist eine unmittelbare Konse-
quenz aus Teil (i).
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1.2 Green-Funktoren und Subfunktoren
Um die Rechenregeln fu¨r Konjugation, Restriktion und Induktion in den Darstellungsringen
u¨bersichtlich zu formulieren, werden wir an dieser Stelle den Begriff eines Green-Funktors
einfu¨hren.
Es seien R ein kommutativer Ring mit Einselement und G eine endliche Gruppe. Ein R-
Konjugations-Funktor (R-Algebra-Konjugations-Funktor) auf G ist ein Paar (X, c), bestehend
aus einer Familie von R-Moduln (R-Algebren) X(H), H ≤ G, und einer Familie von R-Modul-
Homomorphismen (R-Algebra-Homomorphismen)
cg,H : X(H)→ X(
gH) (H ≤ G, g ∈ G),
die folgende Axiome erfu¨llen:
(C1) ch,H = idX(H)
(C2) cg′g,H = cg′,gH ◦ cg,H
fu¨r alle h ∈ H ≤ G und g, g′ ∈ G. Die Abbildung cg,H heißt Konjugationsabbildung.
Ein R-Restriktions-Funktor (R-Algebra-Restriktions-Funktor) auf G ist ein Tripel (A, c, res),
bestehend aus einem R-Konjugations-Funktor (R-Algebra-Konjugations-Funktor) (A, c) auf
G und einer Familie von R-Modul-Homomorphismen (R-Algebra-Homomorphismen)
resHK : A(H)→ A(K) (K ≤ H ≤ G),
die folgende Axiome erfu¨llen:
(R1) resHH = idA(H)
(R2) resKL ◦ res
H
K = res
H
L
(R3) cg,K ◦ res
H
K = res
gH
gK ◦ cg,H
fu¨r alle L ≤ K ≤ H ≤ G und g ∈ G. Die Abbildung resHK heißt Restriktionsabbildung.
Ein R-Mackey-Funktor auf G ist ein Quadrupel (M, c, res, ind), bestehend aus einem R-
Restriktionsfunktor (M, c, res) und einer Familie von R-Modul-Homomorphismen
indHK :M(K)→M(H) (K ≤ H ≤ G),
die folgende Axiome erfu¨llen:
(M1) indHH = idM(H)
(M2) indHK ◦ ind
K
L = ind
H
L
(M3) cg,H ◦ ind
H
K = ind
gH
gK ◦ cg,K
(M4) resHU ◦ ind
H
K =
∑
UhK∈U\H/K ind
U
U∩hK ◦ res
hK
U∩hK
◦ ch,K (Mackey-Formel)
KAPITEL 1. DER BURNSIDERING 13
fu¨r alle L ≤ K ≤ H ≤ G, U ≤ H und g ∈ G. Die Abbildung indHK heißt Induktionsabbildung.
Ein R-Green-Funktor auf G ist ein R-Mackey-Funktor (M, c, res, ind) auf G, so dassM(H) fu¨r
alle H ≤ G eine R-Algebra ist, die Konjugations- und Restriktionsabbildungen R-Algebra-
Homomorphismen sind, und die folgenden Axiome erfu¨llt sind:
(M5) x · indHK(y) = ind
H
K(res
H
K(x) · y)
(M6) indHK(y) · x = ind
H
K(y · res
H
K(x)) (Frobenius-Axiome)
fu¨r alle K ≤ H ≤ G, x ∈M(H) und y ∈M(K).
Beispielsweise bilden die Charakterringe R(H), H ≤ G, zusammen mit den u¨blichen Kon-
jugations-, Restriktions- und Induktionsabbildungen einen Z-Green-Funktor auf G. Bezeich-
net man fu¨r H ≤ G mit Rab(H) den Teilring von R(H), der durch die linearen Charaktere von
H erzeugt wird, so erha¨lt man einen Z-Algebra-Restriktionsfunktor Rab auf G. Eine ausfu¨hr-
liche Besprechung der Green-Funktoren sowie weitere Beispiele befinden sich in [Bo98]. Im
na¨chsten Unterkapitel werden wir einen weiteren Z-Green-Funktor kennenlernen.
1.3 Der Burnsidering
Wir werden in diesem Abschnitt den Burnsidering B(G) der endlichen Gruppe G einfu¨hren.
Desweiteren werden die Spezies von B(G), die primitiven Idempotente von Q ⊗Z B(G) und
deren Fu¨hrer sowie die primitiven Idempotente von Zpi ⊗Z B(G) angegeben, wobei pi eine
Primzahlmenge ist. Eine ausfu¨hrliche Darstellung der Thematik befindet sich in [CR], §80
und [Ka], Kapitel 15. Auf die Einheitengruppe von B(G) soll hier nicht eingegangen werden.
Diesbezu¨glich wird auf [Ma83] und [Ka] verwiesen.
Es sei G eine endliche Gruppe. Eine G-Menge ist eine endliche Menge S, auf der G als
Permutationsgruppe operiert. Dabei heißt S transitiv, falls G transitiv auf S operiert. Ein
G-Homomorphismus f : S → T von G-Mengen S und T ist eine Abbildung mit der Eigen-
schaft f(gs) = gf(s) fu¨r alle g ∈ G und alle s ∈ S. Ein G-Isomorphismus ist ein bijektiver
G-Homomorphismus. Mit [S] bezeichnen wir die Isomorphieklasse einer G-Menge S. Fu¨r jede
Untergruppe H ≤ G wird die Menge der Linksnebenklassen G/H durch Linksmultiplikation
zu einer transitiven G-Menge. Dabei ist G/H genau dann als G-Menge isomorph zu G/U
fu¨r U ≤ G, wenn H und U in G konjugiert sind. Ist C(G) ein Vertretersystem der Konju-
gationsklassen der Untergruppen von G, so ist {G/H : H ∈ C(G)} ein Vertretersystem der
Isomorphieklassen aller transitiven G-Mengen. Der Burnsidering ist der von den Isomorphie-
klassen von G-Mengen bezu¨glich der Relation
[S] + [T ] = [S ⊎ T ] (S, T G-Mengen)
erzeugte Z-Modul, wobei durch
[S] · [T ] := [S × T ] (S, T G-Mengen)
eine Multiplikation auf B(G) definiert ist. Damit ist B(G) ein kommutativer Ring mit Eins-
element [G/G]. Nun ist jede G-Menge eindeutig als disjunkte Vereinigung ihrer G-Bahnen
darstellbar. Da jede G-Bahn eine transitive G-Menge ist, ist B(G) ein freier Z-Modul mit
Basis
B(G) := {[G/H] : H ∈ C(G)}.
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Insbesondere ist genau dann [S] = [T ] in B(G) fu¨r zwei G-Mengen S und T , wenn S ∼= T ist.
Fu¨r H,U ≤ G ist das Produkt von [G/H] und [G/U ] gegeben durch
[G/H] · [G/U ] =
∑
HgU∈H\G/U
[G/gH ∩ U ].
Fu¨r einen kommutativen Ring R mit Einselement und H ≤ G setzen wir
BR(H) := R⊗Z B(H).
Fu¨r U ≤ H ≤ G und g ∈ G ist die Konjugationsabbildung cg,H definiert durch
cg,H : BR(H) → BR(
gH)
[H/V ] 7→ [gH/gV ] ,
die Restriktionsabbildung resHU ist definiert durch
resHU : BR(H) → BR(U)
[H/V ] 7→
∑
UhV ∈U\H/V
[U/U ∩ hV ],
und die Induktionsabbildung indHU ist definiert durch
indHU : BR(U) → BR(H)
[U/V ] 7→ [H/V ] .
Die Konjugations- und Restriktionsabbildungen sind R-Algebra-Homomorphismen, die In-
duktionsabbildungen sind im allgemeinen nur mit der Addition vertra¨glich. Mit diesen drei
Operationen wird BR zu einem R-Greenfunktor auf G (siehe [Bo98]).
Die Ringhomomorphismen B(G)→ Z sind die Spezies von B(G). Diese werden auf folgende
Weise konstruiert. Fu¨r eine G-Menge S und eine Untergruppe H ≤ G bezeichnen wir mit SH
die H-Fixpunkte von S. Durch
s
B(G)
H : B(G) → Z
[S] 7→ |SH | (S G-Menge)
erha¨lt man fu¨r jede Untergruppe H ≤ G einen Ringhomomorphismus, den sogenannten
Burnside-Homomorphismus. Fu¨r H,U ≤ G ist
s
B(G)
H ([G/U ]) = (NG(U) : U)n(H,U),
wobei n(H,U) die Anzahl der G-Konjugierten von U ist, die H enthalten. Ferner gilt s
B(G)
H =
s
B(G)
U fu¨r H,U ≤ G genau dann, wenn H und U in G konjugiert sind. Die Spezies von B(G)
sind nun genau die Burnside-Homomorphismen {s
B(G)
H : H ∈ C(G)} (siehe [Bo01]). Es seien
H,U ≤ G und piH der durch
piH : B(H) → Z
[H/V ] 7→
{
1 falls H = V
0 sonst.
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definierte Ringhomomorphismus. Beachtet man, dass fu¨r x ∈ G genau dannH ≤ xU ist, wenn
HxU = xU ist, so folgt
piH(res
G
H([G/U ])) = piH(
∑
HgU∈H\G/U
[H/H ∩ gU ]) =
∑
HgU∈H\G/U
H≤gU
1 =
∑
gU∈G/U
H≤gU
1
= (NG(U) : U)n(H,U) = s
B(G)
H ([G/U ]).
Also ist
s
B(G)
H = piH ◦ res
G
H . (1.1)
Die Abbildung
sB(G) :=
∏
H∈C(G)
s
B(G)
H : B(G)→ Z
|C(G)|
ist ein Ringmonomorphismus. Die |C(G)| × |C(G)|-Matrix, deren Spalten aus den Bildern
sB(G)([G/H]) (H ∈ C(G)) besteht, heißt Markentafel oder Speziestafel von B(G).
Der Ring BQ(G) ist ein halbeinfacher Ring, der isomorph zu Q|C(G)| ist. Setzt man die Spezies
auf natu¨rliche Weise auf BQ(G) fort, so sind die primitiven Idempotente von BQ(G) genau
die Elemente e
B(G)
H ∈ BQ(G) (H ≤ G), fu¨r die
s
B(G)
U (e
B(G)
H ) =
{
1 falls U =G H
0 sonst
gilt. Eine explizite Formel fu¨r e
B(G)
H ist gegeben durch
e
B(G)
H =
1
|NG(H)|
∑
U≤H
|U |µ(U,H)[G/U ] (1.2)
(siehe [Gl81]). Dabei ist
µ : V(G)× V(G)→ Z
die durch
∑
H≤K≤U µ(H,K) = 0 fu¨r H < U , µ(H,H) = 1 und µ(H,U) = 0 fu¨r H  U
(H,U ∈ V(G)) rekursiv definierte Mo¨bius-Funktion, wobei V(G) der Untergruppenverband
von G ist.
Wichtige Invarianten des Burnsideringes sind die sogenannten Fu¨hrer der primitiven Idempo-
tente von BQ(G). Der Fu¨hrer eines primitiven Idempotentes e
B(G)
H ∈ BQ(G) ist die kleinste
natu¨rliche Zahl nH ∈ N mit nHe
B(G)
H ∈ B(G). Fu¨r H ≤ G ist der Fu¨hrer von e
B(G)
H gegeben
durch
nH = (NG(H) : H)(H : H
′)0
(siehe [Ni76]). Dabei ist n0 das Produkt der verschiedenen Primteiler einer Zahl n ∈ N, falls
n 6= 1 ist, und n0 = 1 im Fall n = 1. Wir nennen n0 den quadratfreien Anteil von n.
Es sei pi eine Menge von Primzahlen und Spi(G) die kleinste normale Untergruppe von G, so
dass G/Spi(G) eine auflo¨sbare pi-Gruppe ist. Fu¨r pi = ∅ setzen wir Spi(G) = G. Die Gruppe G
heißt pi-perfekt, falls Spi(G) = G ist. Wir setzen
Zpi := {
a
b
: a, b ∈ Z, b 6= 0, p ∤ b fu¨r alle p ∈ pi},
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und fu¨r eine pi-perfekte Untergruppe H ≤ G setzen wir
Spi(G,H) := {[G/U ] ∈ B(G) : Spi(U) = H}
und
e
B(G),pi
H :=
∑
[G/U ]∈Spi(G,H)
e
B(G)
U .
Dann ist {e
B(G),pi
H : H ≤ G, H pi-perfekt} die Menge der primitiven Idempotente von BZpi (G)
(siehe [Yo80]).
Kapitel 2
Der Ring der monomialen
Darstellungen
Der Ring D(G) der monomialen Darstellungen einer endlichen Gruppe G wurde bereits von
Andreas Dress in [Dr71] untersucht. Die Theorie dieser Ringe hat sich in Zusammenhang mit
Induktionssa¨tzen als nu¨tzlich erwiesen ([Bo90], [Sn]). Desweiteren wurde der Ring D(G) in
[Ba04], [Bo01], [Bo04], [Fo04] und [Fo05] behandelt.
2.1 Definitionen und Eigenschaften
Es sei G eine endliche Gruppe. Wir bezeichnen mit monCG die monomiale Kategorie. Die
Objekte von monCG sind Paare (V,L), wobei V ein endlich erzeugter CG-Modul und L eine
Menge eindimensionaler Unterra¨ume von V mit der Eigenschaft
⊕
L∈L L = V und gL ∈ L fu¨r
alle g ∈ G und alle L ∈ L ist. Dabei ist ein Morphismus f : (V,L)→ (W,M) von monCG ein
Homomorphismus f : V → W von CG-Moduln, so dass fu¨r alle L ∈ L ein M ∈ M existiert
mit f(L) ⊆ M . Morphismen aus monCG werden gema¨ß der Hintereinanderausfu¨hrung der
entsprechenden CG-Modul-Homomorphismen verknu¨pft. Zwei Objekte (V,L) und (W,M)
sind isomorph, wenn ein Morphismus f : (V,L) → (W,M) aus monCG existiert, so dass der
entsprechende CG-Modul-Homomorphismus ein Isomorphismus ist. Fu¨r (V,L), (W,M) aus
monCG erha¨lt man durch
(V,L)⊕ (W,M) := (V ⊕W,L ∪M)
eine Addition und durch
(V,L)⊗ (W,M) := (V ⊗CW, {L⊗CM : L ∈ L,M ∈M})
eine Multiplikation auf der monomialen Kategorie. Ein Objekt (V,L) aus monCG mit V 6= 0
heißt unzerlegbar inmonCG, wenn fu¨r Objekte (V1,L1) und (V2,L2) ausmonCG mit (V,L) ∼=
(V1,L1)⊕ (V2,L2) stets V1 = 0 oder V2 = 0 folgt.
Fu¨r ein Objekt (V,L) aus monCG sei [V,L] die Isomorphieklasse von (V,L). Der Ring der
monomialen Darstellungen D(G) ist der von den Isomorphieklassen der Objekte von monCG
bezu¨glich der Relation
[V,L] + [W,M] = [(V,L)⊕ (W,M)]
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erzeugte Z-Modul, wobei die Multiplikation durch
[V,L] · [W,M] := [(V,L)⊗ (W,M)]
fu¨r Objekte (V,L) und (W,M) aus monCG definiert ist. Damit ist D(G) ein kommutativer
Ring mit Einselement [C, {C}]. Ferner ist D(G) als Z-Modul frei, wobei die Isomorphieklassen
der unzerlegbaren Objekte aus monCG eine Z-Basis bilden (siehe [Fo04], Satz 2.1.1).
Man kann die unzerlegbaren Objekte aus monCG folgendermaßen beschreiben:
Satz 2.1.1 (i) Es seien H ≤ G und ϕ ∈ Hˆ. Dann ist
(indGHCϕ, {g ⊗Cϕ : g ∈ G})
ein unzerlegbares Objekt in monCG.
(ii) Es seien H,U ≤ G, ϕ ∈ Hˆ und ψ ∈ Uˆ . Die Objekte
(indGHCϕ, {g ⊗ Cϕ : g ∈ G}) und (ind
G
UCψ, {g ⊗ Cψ : g ∈ G})
sind genau dann isomorph, wenn ein g ∈ G mit gH = U und gϕ = ψ existiert. Dabei
ist gϕ ∈ ĝH definiert durch gϕ(gh) := ϕ(h) fu¨r h ∈ H.
(iii) Jedes unzerlegbare Objekt in monCG ist isomorph zu einem Objekt
(indGHCϕ, {g ⊗Cϕ : g ∈ G})
fu¨r ein H ≤ G und ein ϕ ∈ Hˆ.
Beweis: Siehe [Fo04], Abschnitt 2.1. 
Das Objekt (indGHCϕ, {g ⊗ Cϕ : g ∈ G}) wird ku¨nftig durch das monomiale Paar (H,ϕ)
dargestellt. Wir bezeichnen mit
M(G) := {(H,ϕ) : H ≤ G, ϕ ∈ Hˆ}
die Menge der monomialen Paare von G und definieren durch g(H,ϕ) := (gH, gϕ) eine Opera-
tion von G auf M(G). Wir schreiben (H,ϕ) ≤ (U,ψ) fu¨r (H,ϕ), (U,ψ) ∈M(G), falls H ≤ U
und ψ|H = ϕ ist. Wir erhalten damit eine partielle Ordnung auf M(G). Wir bezeichnen mit
[H,ϕ]G die G-Bahn von (H,ϕ) ∈M(G) unter dieser Operation und setzen
M(G)/G := {[H,ϕ]G : (H,ϕ) ∈M(G)}.
Ferner sei
NG(H,ϕ) := {g ∈ G :
g(H,ϕ) = (H,ϕ)}
der Stabilisator von (H,ϕ) ∈ M(G) in G. Es gilt H ≤ NG(H,ϕ) ≤ NG(H) fu¨r (H,ϕ) ∈
M(G).
Nach Satz 2.1.1 ko¨nnen wir die Isomorphieklassen der unzerlegbaren Objekte in monCG mit
den Elementen vonM(G)/G identifizieren. Der Ring D(G) ist nun die freie abelsche Gruppe,
die von den Isomorphieklassen [H,ϕ]G ∈M(G)/G erzeugt wird, wobei die Multiplikation der
Basiselemente durch
[H,ϕ]G · [U,ψ]G =
∑
HgU∈H\G/U
[H ∩ gU,ϕ|H∩gU ·
gψ|H∩gU ]G
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fu¨r [H,ϕ]G, [U,ψ]G ∈M(G)/G gegeben ist. Insbesondere ist D(G) endlich erzeugt.
Fu¨r einen kommutativen Ring R mit Einselement und H ≤ G setzen wir
DR(H) := R⊗Z D(H).
Es seien K ≤ H ≤ G und g ∈ G. Die Konjugationsabbildung cg,H ist definiert durch
cg,H : DR(H) → DR(
gH)
[U,ϕ]H 7→ [
gU, gϕ]gH ,
die Restriktionsabbildung resHK ist definiert durch
resHK : DR(H) → DR(K)
[U,ϕ]H 7→
∑
KhU∈K\H/U
[K ∩ hU, hϕ|K∩hU ]K ,
und die Induktionsabbildung indHK ist gegeben durch
indHK : DR(K) → DR(H)
[U,ϕ]K 7→ [U,ϕ]H .
Bei den Konjugations- und Restriktionsabbildungen handelt es sich um R-Algebra-Homo-
morphismen. Die Induktionsabbildungen sind Homomorphismen der additiven Gruppen. Zu-
sammen mit diesen Operationen wird DR zu einem R-Green-Funktor auf G (siehe [Bo01],
[Fo04]).
Fu¨r H ≤ G la¨sst sich der Burnsidering B(H) durch
ηH : B(H) → D(H) (2.1)
[H/U ] 7→ [U, 1]H
in D(H) einbetten. Weiterhin ist durch
τH : D(H) → B(H) (2.2)
[U,ψ]H 7→ [H/U ]
eine Projektion von D(H) auf B(H) definiert. Dabei gilt τH ◦ηH = idB(H). Die Konjugations-,
Restriktions- und Induktionsabbildungen sind mit diesen Abbildungen vertra¨glich, es gilt also
cg,H ◦ ηH = ηgH ◦ cg,H , res
G
H ◦ ηG = ηH ◦ res
G
H , ind
G
H ◦ ηH = ηG ◦ ind
G
H (2.3)
und
cg,H ◦ τH = τgH ◦ cg,H , res
G
H ◦ τG = τH ◦ res
G
H , ind
G
H ◦ τH = τG ◦ ind
G
H (2.4)
fu¨r H ≤ G und g ∈ G.
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2.2 Spezies und Idempotente
Es sei G eine endliche Gruppe. Eine Spezies von D(G) ist ein Ringhomomorphismus D(G)→
C. Wir werden im folgenden die Menge aller Spezies von D(G) konstruieren. Fu¨r g ∈ G
definieren wir zuna¨chst den Ringhomomorphismus
tg : R(G) → C
ϕ 7→ ϕ(g).
Weiterhin erhalten wir fu¨r H ≤ G durch
piH : D(H) → R(H/H
′) (2.5)
[U,ψ]G 7→
{
ψ¯ falls U = H
0 sonst,
einen Ringhomomorphismus, wobei ψ¯ ∈ Ĥ/H ′ durch ψ¯(hH ′) := ψ(h) fu¨r h ∈ H definiert ist.
Wir setzen
D(G) := {(H,hH ′) : H ≤ G, h ∈ H}
und definieren durch g(H,hH ′) := (gH, ghgH ′) fu¨r g ∈ G eine Operation von G auf D(G).
Wir schreiben [H,hH ′]G fu¨r die G-Bahn von (H,hH
′) ∈ D(G) unter dieser Operation und
setzen
D(G)/G := {[H,hH ′]G : (H,hH
′) ∈ D(G)}.
Wir bezeichnen mit
NG(H,hH
′) := {g ∈ G : g(H,hH ′) = (H,hH ′)}
den Stabilisator von (H,hH ′) ∈ D(G) in G. Dann ist NG(H,hH
′) eine Untergruppe von G
mit
H ≤ HCG(H) ≤ NG(H,hH
′) ≤ NG(H).
Fu¨r jedes Element (H,hH ′) ∈ D(G) ist durch
s
D(G)
(H,hH′) := thH′ ◦ piH ◦ res
G
H : D(G)→ D(H)→ R(H/H
′)→ C
ein Ringhomomorphismus definiert. Dabei sind die Bilder der Elemente [U,ψ]G ∈ M(G)/G
durch
s
D(G)
(H,hH′)([U,ψ]G) =
∑
gU∈G/U
H≤gU
gψ(h) (2.6)
gegeben. In [Bo01] wurde gezeigt, dass man durch diese Konstruktion alle Spezies von D(G)
erha¨lt. Insbesondere ist genau dann s
D(G)
(H,hH′) = s
D(G)
(U,uU ′), wenn [H,hH
′]G = [U, uU
′]G ist. Damit
stehen die Spezies von D(G) in 1-1-Korrespondenz mit den Elementen aus D(G)/G.
Wir werden im folgenden einige elementare Eigenschaften der Spezies aufzeigen. Es sei G˜ eine
weitere endliche Gruppe und f : G˜ → G ein Gruppenhomomorphismus. Dann erha¨lt man
durch
resf : D(G) → D(G˜)
[H,ϕ]G 7→
∑
f(G˜)gH∈f(G˜)\G/H
[
f−1(gH), gϕ ◦ f|f−1(gH)
]
G˜
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einen Ringhomomorphismus (siehe [Bo01], 1.4). Weiterhin gilt
s
D(G˜)
(H˜,h˜H˜′)
◦ resf = s
D(G)
(f(H˜),f(h˜)f(H˜)′)
(2.7)
fu¨r (H˜, h˜H˜ ′) ∈ D(G˜)/G˜ (siehe [Bo01], 2.1). Es seien H ≤ G, (U, uU ′) ∈ D(H) und g ∈ G.
Definiert man f : gH → H durch f(ghg−1) := h fu¨r h ∈ H, so ist resf = cg,H . Ist f : H → G
die Inklusionsabbildung, so ist resf = res
G
H . Gleichung (2.7) impliziert also
s
D(gH)
(gU,gugU ′) ◦ cg,H = s
D(H)
(U,uU ′) und s
D(H)
(U,uU ′) ◦ res
G
H = s
D(G)
(U,uU ′).
Es sei ζ ∈ C eine primitive |G|-te Einheitswurzel, und es sei m := |M(G)/G|. Man erha¨lt
durch
sD(G) :=
∏
[H,hH′]G∈D(G)/G
s
D(G)
(H,hH′) : D(G) → Z [ζ]
m
einen Ringmonomorphismus (siehe [Bo01], 2.1). Demnach ko¨nnen wir den Ring D(G) mit
dessen Bild in Z[ζ]m identifizieren. Unter der Speziestafel von D(G) versteht man die m×m-
Matrix mit Koeffizienten in Z[ζ], deren Spalten aus den Bildern sD(G)([H,λ]G), [H,λ]G ∈
M(G)/G, besteht.
Erweitert man D(G) mit dem Koeffizientenring Q(ζ), so ist DQ(ζ)(G) ∼= Q(ζ)m, und damit
ist DQ(ζ)(G) eine halbeinfache Q(ζ)-Algebra (siehe [De97], Satz 1.7). Setzt man die Spezies
s
D(G)
(U,uU ′), (U, uU
′) ∈ D(G), linear auf DQ(ζ)(G) fort, so sind die primitiven Idempotente von
DQ(ζ)(G) genau die Elemente e
D(G)
(H,hH′) ∈ DQ(ζ)(G), (H,hH
′) ∈ D(G), mit
s
D(G)
(U,uU ′)(e
D(G)
(H,hH′)) =
{
1 falls [U, uU ′]G = [H,hH
′]G
0 sonst.
Eine explizite Formel fu¨r die primitiven Idempotente von DQ(ζ)(G) ist gegeben durch
e
D(G)
(H,hH′) =
|H ′|
|NG(H,hH ′)||H|
∑
H0<...<Hn=H
H0∩hH
′ 6=∅
|H0|(−1)
n
∑
ϕ∈Hˆ
ϕ(h−1)[H0, ϕ|H0 ]G
(siehe [Bo01], 3.5). Es seien H0 < H ≤ G, h ∈ H mit H0 ∩ hH
′ = ∅, {ϕ|H0 : ϕ ∈ Hˆ} =
{ϕ1, ..., ϕs}, s = (H0H
′ : H ′), und Mi := {ϕ ∈ Hˆ : ϕ|H0 = ϕi} fu¨r i = 1, ..., s. Wegen
H0 ∩ hH
′ = ∅ ist hH ′ 6∈ H0H
′/H ′. Aus Bemerkung 1.1.3 (ii) folgt∑
ϕ∈Mi
ϕ(h−1) = 0
fu¨r alle i = 1, ..., s. Also ist∑
ϕ∈Hˆ
ϕ(h−1)[H0, ϕ|H0 ]G =
s∑
i=1
[H0, ϕi]G
∑
ϕ∈Mi
ϕ(h−1) = 0.
Damit kann die Bedingung H0 ∩ hH
′ 6= ∅ in der Formel weggelassen werden. Es seien V(G)
der Untergruppenverband von G und
µ : V(G)× V(G)→ Z
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die Mo¨bius-Funktion. Dann gilt fu¨r H ≤ G die Formel∑
H=H0<...<Hn=G
(−1)n = µ(H,G)
(siehe [Ha89], Lem. 2.2). Eine alternative Formel fu¨r die primitiven Idempotente von DQ(ζ)(G)
ist nun gegeben durch
e
D(G)
(H,hH′) =
|H ′|
|NG(H,hH ′)||H|
∑
L≤H
|L|µ(L,H)
∑
ϕ∈Hˆ
ϕ(h−1)[L,ϕ|L]G. (2.8)
Im folgenden werden die primitiven Idempotente von DQ(ζ)(G) stets mit e
D(G)
(H,hH′)
, (H,hH ′) ∈
D(G), bezeichnet.
Beispiel 2.2.1 Wir betrachten die symmetrische Gruppe G := S3. Wir setzen a := (1, 2)
und b := (1, 2, 3). Dann ist G = 〈a, b〉, und die Konjugationsklassen der Untergruppen von G
werden repra¨sentiert durch 1, C2 := 〈a〉, C3 := 〈b〉 und G. Es ist
Gˆ = {1, λ}, mit λ(a) = −1, λ(b) = 1,
Cˆ3 = {1, ϕ, η} mit ϕ(b) = ξ, η(b) = ξ
2,
wobei ξ ∈ C eine primitive 3-te Einheitswurzel ist, und
Cˆ2 = {1, ψ} mit ψ(a) = −1.
Offensichtlich sind die Elemente [1, 1]G, [C2, 1]G, [C2, ψ]G, [C3, 1]G, [C3, ϕ]G, [G, 1]G, [G,λ]G ∈
D(G)/G paarweise verschieden. Wegen a−1ba = b−1 ist
aϕ(b) = ϕ(b−1) = ξ2 = η(b),
also ist [C3, ϕ]G = [C3, η]G. Damit ist
M(G)/G = {[1, 1]G, [C2, 1]G, [C2, ψ]G, [C3, 1]G, [C3, ϕ]G, [G, 1]G, [G,λ]G}
eine Z-Basis von D(G). Weiterhin ist
D(G)/G = {[1, 1]G, [C2, 1]G, [C2, a]G, [C3, 1]G, [C3, b]G, [G, 1]G, [G, aG
′]G}.
Tabelle 2.1 zeigt die Speziestafel von D(G). Da die Speziestafel nur Elemente aus Z beinhal-
tet, zerfa¨llt der Ring D(G) bereits vollsta¨ndig bei einer Koeffizientenerweiterung mit Q. Die
primitiven Idempotente von DQ(G) berechnet man nun durch Invertieren der Speziestafel.
Man erha¨lt:
e
D(G)
(G,1G′) =
1
2
[G, 1]G +
1
2
[G,λ]G −
1
2
[C3, 1]G −
1
2
[C2, 1]G −
1
2
[C2, ψ]G +
1
2
[1, 1]G,
e
D(G)
(G,aG′) =
1
2
[G, 1]G −
1
2
[G,λ]G −
1
2
[C2, 1]G +
1
2
[C2, ψ]G,
e
D(G)
(C3,1)
=
1
6
[C3, 1]G +
1
3
[C3, ϕ]G −
1
6
[1, 1]G, e
D(G)
(C3,b)
=
1
3
[C3, 1]G −
1
3
[C3, ϕ]G,
e
D(G)
(C2,1)
=
1
2
[C2, 1]G+
1
2
[C2, ψ]G−
1
2
[1, 1]G, e
D(G)
(C2,a)
=
1
2
[C2, 1]G−
1
2
[C2, ψ]G, e
D(G)
(1,1) =
1
6
[1, 1]G.
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[1, 1]G [C2, 1]G [C2, ψ]G [C3, 1]G [C3, ϕ]G [G, 1]G [G,λ]G
s
D(G)
(1,1) 6 3 3 2 2 1 1
s
D(G)
(C2,1)
0 1 1 0 0 1 1
s
D(G)
(C2,a)
0 1 -1 0 0 1 -1
s
D(G)
(C3,1)
0 0 0 2 2 1 1
s
D(G)
(C3,b)
0 0 0 2 -1 1 1
s
D(G)
(G,1) 0 0 0 0 0 1 1
s
D(G)
(G,aG′) 0 0 0 0 0 1 -1
Tabelle 2.1: Die Speziestafel von D(G)
Fu¨r die Bilder der primitiven Idempotente von DQ(ζ)(G) und DQ(ζ)(H) fu¨r H ≤ G unter der
Restriktions- und Induktionsabbildung ergeben sich folgende Formeln:
Lemma 2.2.2 Es seien H ≤ G und h ∈ H. Dann gilt:
(i) resGH(e
D(G)
(H,hH′)) =
∑
[H,uH′]H∈D(H)/H
[H,uH′]G=[H,hH
′]G
e
D(H)
(H,uH′)
(ii) indGH(e
D(H)
(H,hH′)) = (NG(H,hH
′) : H)e
D(G)
(H,hH′)
(iii) indGH(res
G
H(e
D(G)
(H,hH′))) = (NG(H) : H)e
D(G)
(H,hH′)
Beweis: (i) Fu¨r (K,kK ′) ∈ D(H) ist genau dann
s
D(H)
(K,kK ′)(res
G
H(e
D(G)
(H,hH′))) = s
D(G)
(K,kK ′)(e
D(G)
(H,hH′)) = 1,
wenn (K,kK ′) und (H,hH ′) in G konjugiert sind.
(iii) Es sei [K,ψ]G ∈M(G)/G. Dann ist
indGH(res
G
H([K,ψ]G)) =
∑
HgK∈H\G/K
[H ∩ gK, gψ|H∩gK ]G = [H, 1]G[K,ψ]G.
Also ist
indGH(res
G
H(e
D(G)
(H,hH′))) = [H, 1]Ge
D(G)
(H,hH′) = s
D(G)
(H,hH′)([H, 1]G)e
D(G)
(H,hH′) =
|NG(H)|
|H|
e
D(G)
(H,hH′).
(ii) Es seien zuna¨chst (H, vH ′) ∈ D(G) und g ∈ NG(H) mit
g(H, vH ′) = (H,hH ′). We-
gen s
D(H)
(H,hH′) ◦ cg,H = s
D(H)
(H,vH′) ist
cg,H(e
D(H)
(H,vH′)) = e
D(H)
(H,hH′),
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und wegen indGH = cg,G ◦ ind
G
H = ind
G
H ◦ cg,H ist
indGH(e
D(H)
(H,vH′)) = ind
G
H(e
D(H)
(H,hH′)).
Also folgt
indGH(res
G
H(e
D(G)
(H,hH′))) = ind
G
H(
∑
[H,uH′]H∈D(H)/H
[H,uH′]G=[H,hH
′]G
e
D(H)
(H,uH′)) =
|NG(H)|
|NG(H,hH ′)|
indGH(e
D(H)
(H,hH′)).
Aus (iii) erha¨lt man unmittelbar indGH(e
D(H)
(H,hH′)) = (NG(H,hH
′) : H)e
D(G)
(H,hH′). 
In Analogie zum Burnsidering B(G) einer endlichen Gruppe G ko¨nnen auch beim Ring der
monomialen Darstellungen die primitiven Idempotente in Verbindung zu den Konjugations-
klassen der perfekten Untergruppen von G gebracht werden.
Satz 2.2.3 Es sei R ein Integrita¨tsring der Charakteristik 0 mit der Eigenschaft, dass kein
z ∈ Z\{1,−1} in R invertierbar ist. Dann haben B(G) und DR(G) die gleichen Idempotente.
Insbesondere stehen die primitiven Idempotente von DR(G) in 1-1-Korrespondenz zu den
Konjugationsklassen der perfekten Untergruppen von G. Damit ist eine endliche Gruppe G
genau dann auflo¨sbar, wenn 0 und 1 die einzigen Idempotente in DR(G) sind.
Beweis: Siehe [Ba04]. 
Es seien p ein maximales Ideal in Z[ζ], p := char(Z[ζ]/p) und R := Z[ζ]p die Lokalisie-
rung von Z[ζ] bei p. Im folgenden sollen die primitiven Idempotente von DR(G) angegeben
werden. Fu¨r (H,hH ′), (U, uU ′) ∈ D(G) schreiben wir
(H,hH ′) ≡p (U, uU
′),
falls s
D(G)
(H,hH′)(x) ≡ s
D(G)
(U,uU ′)(x) (mod p) fu¨r alle x ∈ D(G) ist. Dann ist ≡p eine A¨quiva-
lenzrelation auf D(G). Die A¨quivalenzklassen von D(G) bezu¨glich dieser Relation werden
p-A¨quivalenzklassen von D(G) genannt. Wir setzen
Dp(G) := {(K,kK
′) ∈ D(G) : |〈k〉| 6≡ 0 6≡ (NG(K,kK
′) : K) (mod p)}.
Dann gilt:
Satz 2.2.4 (i) Es ist (H,hH ′) ≡p (H,hp′H
′) fu¨r alle (H,hH ′) ∈ D(G).
(ii) Es seien (H,hH ′) ∈ D(G) und K/H eine p-Untergruppe von NG(H,hH
′)/H. Dann ist
(H,hH ′) ≡p (K,hK
′).
(iii) Es seien (H,hH ′), (K,kK ′) ∈ Dp(G). Genau dann ist (H,hH
′) ≡p (K,kK
′), wenn
(H,hH ′) und (K,kK ′) in G konjugiert sind. 
Beweis: [Fo05], Lem. 1, Lem. 2, Prop. 3.
Es sei (H,hH ′) ∈ D(G). Nach 2.2.4 (i) ist (H,hH ′) ≡p (H,hp′H
′), und fu¨r eine p-Sylowgruppe
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H1/H von NG(H,hH
′)/H folgt aus 2.2.4 (ii) (H,hp′H
′) ≡p (H1, hp′H
′
1). Fu¨r eine p-Sylow-
gruppe H2/H1 von NG(H1, hp′H
′
1)/H1 folgt analog (H2, hp′H
′
2) ≡p (H1, hp′H
′
1). Fa¨hrt man
auf diese Weise fort, so erha¨lt man (Hn, hp′H
′
n) ∈ Dp(G) fu¨r ein n ∈ N, eine sogenannte
p-Regularisierung von (H,hH ′). Insbesondere ist (Hn, hp′H
′
n) bis auf Konjugation in G ein-
deutig bestimmt (siehe [Fo05]). Satz 2.2.4 besagt nun, dass die p-A¨quivalenzklassen von D(G)
durch genau eine Bahn [H,hH ′]G ∈ D(G)/G mit (H,hH
′) ∈ Dp(G) repra¨sentiert werden.
Wir bezeichnen mit Op(G) die kleinste normale Untergruppe von G, so dass G/Op(G) ei-
ne p-Gruppe ist. Die Gruppe G heißt p-perfekt, wenn Op(G) = G ist. Die Gruppe Op(G)
ist stets eine p-perfekte Untergruppe von G. Ferner ist Op(G) charakteristisch in G. Fu¨r eine
p-Regularisierung (Hn, hp′H
′
n) von (H,hH
′) ∈ D(G) folgt Op(Hn) = O
p(H) ≤ H. Um die pri-
mitiven Idempotente von DR(G) mit Hilfe der p-perfekten Untergruppen von G beschreiben
zu ko¨nnen, werden folgende Lemmata beno¨tigt:
Lemma 2.2.5 Es seien G eine endliche Gruppe und A eine normale, abelsche Hallgruppe.
Dann ist A = CA(G)⊕ [A,G]. Dabei ist [A,G] der Kommutator von A mit G.
Beweis: [Hu], Kap. III, Satz 13.4. 
Lemma 2.2.6 Es seien G eine endliche Gruppe und H eine abelsche Hallgruppe von G.
Dann ist H ∩G′ ∩ Z(G) = 1.
Beweis: [Hu], Kap. IV, Satz 2.2. 
Es seien H eine p-perfekte Untergruppe von G und h ∈ H. Wir setzen
Sp(H,hH ′) := {U ≤ G : Op(U) = H, U ≤ NG(H,hH
′)}.
Fu¨r U ∈ Sp(H,hH ′) und u ∈ U ist dann up′ ∈ H, und wegen p ∤ (H : H ′) ist H/H ′ eine
normale, abelsche Hallgruppe von U/H ′. Aus Lemma 2.2.5 folgt
H/H ′ = CH/H′(U/H
′)⊕ [H/H ′, U/H ′].
Mit up′,cH
′ wird der CH/H′(U/H
′)-Anteil von up′H
′ in H/H ′ bezeichnet.
Satz 2.2.7 Die primitiven Idempotente von DR(G) stehen in 1-1-Korrespondenz mit den
Elementen der Menge I := {[H,hH ′]G ∈ D(G)/G : H = O
p(H)}. Eine explizite Formel ist
gegeben durch
e
D(G),p
(H,hH′) =
∑
[U,uU ′]G∈D(G)/G
U∈Sp(H,hH′)
u
p′,cH
′=hH′
e
D(G)
(U,uU ′), [H,hH
′]G ∈ I.
Beweis: Nach Satz 1.12 in [De97] stehen die primitiven Idempotente von DR(G) in 1-1-
Korrespondenz mit den p-A¨quivalenzklassen von D(G). Es soll nun gezeigt werden, dass in
jeder p-A¨quivalenzklasse von D(G) genau eine G-Bahn [H,hH ′]G liegt, bei der H eine p-
perfekte Untergruppe ist.
Es sei (U, uU ′) ∈ D(G). Wir setzen H := Op(U), H¯ := H/H ′ und U¯ := U/H ′. Dann ist H
p-perfekt, und H¯ ist eine normale, abelsche Hallgruppe von U¯ . Aus Lemma 2.2.5 erha¨lt man
H¯ = CH¯(U¯ )⊕ [H¯, U¯ ],
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wobei [H¯, U¯ ] der Kommutator von H¯ mit U¯ ist. Da (U¯ : H¯) eine p-Potenz ist, ist up′H
′ ∈ H¯.
Es existiert also ein hH ′ ∈ CH¯(U¯) und ein vH
′ ∈ [H¯, U¯ ] mit up′H
′ = hvH ′. Damit ist auch
up′U
′ = hvU ′ ∈ U/U ′. Wegen vH ′ ∈ [H¯, U¯ ] ≤ U¯ ′ = U ′/H ′ ist v ∈ U ′. Also ist
(U, up′U
′) = (U, hU ′).
Nun ist H E U , und wegen hH ′ ∈ CH¯(U¯ ) ist whw
−1H ′ = hH ′ fu¨r alle w ∈ U . Also ist
U ≤ NG(H,hH
′). Damit ist U/H eine p-Untergruppe von NG(H,hH
′)/H, und nach Satz
2.2.4 (i) und (ii) ist
(H,hH ′) ≡p (U, hU
′) = (U, up′U
′) ≡p (U, uU
′).
Zusammenfassend kann an dieser Stelle gesagt werden, dass fu¨r beliebige (V, vV ′) ∈ D(G)
stets (V, vV ′) ≡p (O
p(V ), vp′,cO
p(V )′) gilt.
Es seien K eine weitere p-perfekte Untergruppe von G und k ∈ K mit (H,hH ′) ≡p (K,kK
′).
Wir wollen zeigen, dass [H,hH ′]G = [K,kK
′]G ist. Wegen O
p(K) = K ist K/K ′ eine p′-
Gruppe. Damit ist kp ∈ K
′, und es folgt kK ′ = kp′K
′. Wir ko¨nnen also ohne Einschra¨nkung
k = kp′ annehmen. Mit der gleichen Begru¨ndung nehmen wir h = hp′ an. Es seien (H˜, hH˜
′)
und (K˜, kK˜ ′) jeweilige p-Regularisierungen von (H,hH ′) und (K,kK ′). Dann ist
(H˜, hH˜ ′) ≡p (H,hH
′) ≡p (K,kK
′) ≡p (K˜, kK˜
′),
und aus Satz 2.2.4 (iii) folgt, dass (H˜, hH˜ ′) und (K˜, kK˜ ′) in G konjugiert sind. Also ist
H = Op(H˜) =G O
p(K˜) = K.
Wir nehmen im folgenden H = K an und zeigen, dass hH ′ und kH ′ in NG(H) konjugiert
sind. Es sei V/H eine p-Sylowgruppe von NG(H,hH
′)/H, und es sei V¯ := V/H ′. Nach Lemma
2.2.5 ist H¯ = CH¯(V¯ )⊕ [H¯, V¯ ]. Offensichtlich ist [H¯, V¯ ] ⊆ V¯
′ ∩ H¯. Ist umgekehrt x ∈ V¯ ′ ∩ H¯,
so ist x = cd mit c ∈ CH¯(V¯ ) und d ∈ [H¯, V¯ ]. Aus Lemma 2.2.6 folgt
c = xd−1 ∈ CH¯(V¯ ) ∩ V¯
′ = Z(V¯ ) ∩ H¯ ∩ V¯ ′ = 1.
Also ist x ∈ [H¯, V¯ ], und es folgt
V¯ ′ ∩ H¯ = [H¯, V¯ ]. (2.9)
Es ist H = Op(V ) charakteristisch in V , also ist H E NG(V ). Da H
′ charakteristisch in H
ist, ist H ′ E NG(V ). Nun ist CNG(V )/H′(V¯ ) E NG(V )/H
′, und da H¯ E NG(V )/H
′ ist, ist
CH¯(V¯ ) = CNG(V )/H′(V¯ ) ∩ H¯ E NG(V )/H
′. (2.10)
Wir zeigen nun, dass (V, hV ′) bereits eine p-Regularisierung von (H,hH ′) ist. Es sei dazu
t ∈ NG(V, hV
′) ≤ NG(H). Wegen V ≤ NG(H,hH
′) ist hH ′ ∈ CH¯(V¯ ), und wegen CH¯(V¯ ) E
NG(V )/H
′ (Gleichung (2.10)) ist tht−1H ′ ∈ CH¯(V¯ ). Also ist auch h
−1tht−1H ′ ∈ CH¯(V¯ ). Nun
ist h−1tht−1 ∈ V ′, also ist h−1tht−1H ′ ∈ V ′/H ′ = V¯ ′. Wegen Gleichung (2.9) ist
CH¯(V¯ ) ∩ V¯
′ = CH¯(V¯ ) ∩ V¯
′ ∩ H¯ = CH¯(V¯ ) ∩ [H¯, V¯ ] = 1,
und damit folgt tht−1H ′ = hH ′. Also ist t ∈ NG(H,hH
′), und es folgt NG(V, hV
′) ≤
NG(H,hH
′). Damit ist (NG(V, hV
′) : V ) = (NG(V, hV
′)/H : V/H) 6≡ 0 (mod p). Also
ist (V, hV ′) eine p-Regularisierung von (H,hH ′). Wir ko¨nnen daher
(H˜, hH˜ ′) = (V, hV ′)
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annehmen. Insbesondere ist hH ′ ∈ CH¯(H˜/H
′), und mit der gleichen Begru¨ndung folgt kH ′ ∈
CH¯(K˜/H
′). Wegen (V, hV ′) = (H˜, hH˜ ′) ≡p (K˜, kK˜
′) folgt aus Lemma 2.2.4 (iii), dass ein
g ∈ G mit g(K˜, kK˜ ′) = (V, hV ′) existiert. Wegen Op(K˜) = H = Op(V ) ist g ∈ NG(H). Also
ist gkg−1H ′ ∈ CH¯(
g(K˜/H ′)) = CH¯(V¯ ). Aus hH
′ ∈ CH¯(V¯ ) folgt dann h
−1gkg−1H ′ ∈ CH¯(V¯ ).
Wegen h−1gkg−1 ∈ V ′ ist h−1gkg−1H ′ ∈ V¯ ′, und damit ist
h−1gkg−1H ′ ∈ CH¯(V¯ ) ∩ V¯
′ = 1.
Also ist hH ′ = gkg−1H ′ mit einem g ∈ NG(H). Damit wird jede p-A¨quivalenzklasse durch
genau eine Bahn [H,hH ′]G mit p-perfekter Untergruppe H repra¨sentiert.
Es sei nun H wieder eine beliebige p-perfekte Untergruppe von G, h ∈ H, und es sei X die
p-A¨quivalenzklasse, die von [H,hH ′]G repra¨sentiert wird. Wir setzen
T := {[U, uU ′]G : (U, uU
′) ∈ X}
und
Y := {[U, uU ′]G ∈ D(G)/G : U ∈ S
p(H,hH ′), up′,cH
′ = hH ′}.
Es sei [U, uU ′]G ∈ T mit O
p(U) = H. Aus den obigen Ausfu¨hrungen folgt [H,up′,cH
′]G =
[H,hH ′]G und damit die Existenz von g ∈ NG(H) mit g
−1hgH ′ = up′,cH
′. Wegen U ≤
NG(H,up′,cH
′) ist gU ≤ NG(H,hH
′). Weiterhin ist up′H
′ = up′,cvH
′ mit vH ′ ∈ [H¯, U/H ′].
Also ist
(gu)p′H
′ = g(up′)H
′ = g(up′,c)
gvH ′
mit g(up′,c)H
′ ∈ CH¯(
gU/H ′) und gvH ′ ∈ [H¯, gU/H ′]. Nun ist
(gu)p′H
′ = (gu)p′,cwH
′
mit (gu)p′,c ∈ CH¯(
gU/H ′) und wH ′ ∈ [H¯, gU/H ′]. Aus der Eindeutigkeit der Zerlegung H¯ =
CH¯(
gU/H ′)⊕ [H¯, gU,H ′] folgt
g(up′,c)H
′ = (gu)p′,cH
′.
Also ist (gu)p′,cH
′ = hH ′, und damit ist [U, uU ′]G = [
gU, gugU ′]G ∈ Y .
Es sei umgekehrt [U, uU ′]G ∈ Y . Wir ko¨nnen O
p(U) = H und up′,cH
′ = hH ′ annehmen.
Nach den vorangegangenen Ausfu¨hrungen ist (U, uU ′) ≡p (H,up′,cH
′) = (H,hH ′). Also ist
[U, uU ′]G ∈ T , und es folgt Y = T .
Nach Satz 1.12 in [De97] ist das primitive Idempotent von DR(G), das zur A¨quivalenzklasse
X korrespondiert, von der Form
∑
[U,uU ′]G∈T
e
D(G)
(U,uU ′). Wegen Y = T erha¨lt man die obige
Idempotentformel. 
Durch dieses Ergebnis wird die erwartete Analogie zu den entsprechenden Idempotentfor-
meln des Burnsideringes aufgezeigt.
Beispiel 2.2.8 Es sei G = S3. Wir benutzen die gleichen Bezeichnungen wie in Beispiel
2.2.1. Es sei p ein Primideal in Z[ζ] mit char(Z[ζ]/p) = 2. Da die Speziestafel von D(G) nur
Eintra¨ge aus Z entha¨lt, besitzen DZ[ζ]p (G) und DZ(2)(G) die gleichen primitiven Idempotente.
Dabei ist Z(2) der zum Primideal (2) ⊆ Z lokalisierte Ring. Die Gruppe G besitzt genau 2
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Untergruppen U mit O2(U) = U , na¨mlich die Gruppen 1 und C3. Nach Satz 2.2.7 sind die
primitiven Idempotente von DZ(2)(G) gegeben durch:
e
D(G),2
(C3,1)
= e
D(G)
(C3,1)
+ e
D(G)
(G,1) + e
D(G)
(G,aG′) = [G, 1]G −
1
3
[C3, 1]G +
1
3
[C3, ϕ]G − [C2, 1]G +
1
3
[1, 1]G,
e
D(G),2
(C3,b)
= e
D(G)
(C3,b)
, e
D(G),2
(1,1) = e
D(G)
(1,1) + e
D(G)
(C2,1)
+ e
D(G)
(C2,a)
= [C2, 1]G −
1
3
[1, 1]G.
2.3 Die Fu¨hrer der primitiven Idempotente
Es seien G eine endliche Gruppe und ζ ∈ C eine primitive |G|-te Einheitswurzel. In diesem
Abschnitt soll die zu einem primitiven Idempotent e von DQ(ζ)(G) eindeutig bestimmte mi-
nimale Zahl n ∈ N mit ne ∈ DZ[ζ](G) berechnet werden. Man nennt eine solche Zahl n den
Fu¨hrer von e. Fu¨r H ≤ G sei Hˆ = {ϕH,1, ..., ϕH,(H:H′)}. Es sei
x = (xH)H≤G ∈
∏
H≤G
ZHˆ
mit xH = zH,1ϕH,1 + ... + zH,(H:H′)ϕH,(H:H′), zH,1, ..., zH,(H:H′) ∈ Z, fu¨r H ≤ G. Fu¨r H ≤ G
und iH ∈ {1, ..., (H : H
′)} definieren wir
x(H,ϕH,iH ) := zH,iH .
Wir betrachten den Teilring von
∏
H≤G ZHˆ
Dˆ(G) := (
∏
H≤G
ZHˆ)G := {x ∈
∏
H≤G
ZHˆ : x(H,ϕ) = x(g(H,ϕ)) ∀(H,ϕ) ∈M(G) ∀g ∈ G}.
Man nennt Dˆ(G) den Ghostring von D(G) (siehe [Bo04], Bem. 1.6 und Teil C). Unter Beru¨ck-
sichtigung von (2.5) und der Ringisomorphie R(H/H ′) ∼= ZHˆ fu¨r H ≤ G erha¨lt man einen
Ringmonomorphismus
ρ := (piH ◦ res
G
H)H≤G : D(G)→ Dˆ(G), (2.11)
der durch lineare Fortsetzung zu einem Isomorphismus ρ : Q ⊗Z D(G) → Q ⊗Z Dˆ(G) wird
(siehe [Bo98], Rem. 8.2 (d)). Unter ρH , H ≤ G, soll stets die Projektion piH ◦ res
G
H verstanden
werden. Ferner ist
ρH([U,ψ]G) =
∑
gU∈G/U
H≤gU
gψ|H ∈ ZHˆ
fu¨r H ≤ G und [U,ψ]G ∈ M(G)/G. Die Einbettung des Burnsideringes B(G) in Dˆ(G) kann
folgendermaßen verdeutlicht werden. Fu¨r H ≤ G sei
ωH : Z→ ZHˆ
die kanonoische Einbettung. Dann gilt mit den Bezeichnungen (2.1) und (2.5)
piH ◦ ηH = ωH ◦ s
B(H)
H
fu¨r H ≤ G, was durch Nachrechnen leicht verifiziert werden kann. Unter Beru¨cksichtigung
von (1.1) und (2.3) ist die Einbettung dann gegeben durch
(ρH ◦ ηG)H≤G = (piH ◦ ηH ◦ res
G
H)H≤G = (ωH ◦ s
B(H)
H ◦ res
G
H)H≤G = (ωH ◦ s
B(G)
H )H≤G. (2.12)
Das folgende Integralita¨tskriterium wird fu¨r die Fu¨hrerberechnung nu¨tzlich sein.
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Satz 2.3.1 Es sei x ∈ Dˆ(G). Genau dann ist x ∈ ρ(D(G)), wenn die Kongruenz∑
(H,ϕ)≤(I,ψ)∈M(NG(H,ϕ))
µ(H, I) · x(I, ψ) ≡ 0 (mod (NG(H,ϕ) : H))
fu¨r alle (H,ϕ) ∈M(G) erfu¨llt ist.
Beweis: [Bo04], Cor. 2.8. 
Lemma 2.3.2 Es sei H eine Untergruppe von G, und es sei m der quadratfreie Anteil von
(G : G′H). Dann ist (NG(H) : H) ein Teiler von mµ(H,G).
Beweis: [Ha89], Thm. 4.5. 
Satz 2.3.3 Es sei (H,hH ′) ∈ D(G). Dann ist (NG(H,hH
′) : H ′) der Fu¨hrer von e
D(G)
(H,hH′).
Beweis: Wir zeigen zuna¨chst, dass e
D(G)
(G,gG′) fu¨r g ∈ G den Fu¨hrer m := (G : G
′) hat. Fu¨r
g ∈ G folgt aus der expliziten Formel der primitiven Idempotente (2.8)
e
D(G)
(G,gG′) =
|G′|
|G|2
∑
L≤G
|L|µ(L,G)
∑
ϕ∈Gˆ
ϕ(g−1)[L,ϕ|L]G.
Der Koeffizient von [G, 1]G in e
D(G)
(G,gG′) ist m
−1 fu¨r alle g ∈ G. Also ist der Fu¨hrer von e
D(G)
(G,gG′)
durch m teilbar.
Wir konstruieren nun Elemente x1, x2, ..., xm ∈ DQ(ζ)(G), aus denen wir die Idempotente
e
D(G)
(G,gG′), g ∈ G, mittels geeigneter Linearkombinationen zusammensetzen. Mit Hilfe dieser
Elemente und der Integralita¨tsbedingung aus Satz 2.3.1 ko¨nnen dann die gesuchten Fu¨hrer
berechnet werden. Es sei f := e
B(G)
G , und es sei C(G) ein Repra¨sentantensystem der Kon-
jugationsklassen der Untergruppen von G. Dann ist f =
∑
U∈C(G) aU [G/U ] mit eindeutig
bestimmten aU ∈ Q. Wir setzen
x1 := ηG(f) =
∑
U∈C(G)
aU [U, 1]G,
wobei ηG durch (2.1) definiert ist. Es seien 1 = λ1, λ2, ..., λm die linearen Charaktere von G.
Fu¨r i = 2, ...,m setzen wir
xi :=
∑
U∈C(G)
aU [U, λi|U ]G.
Wir zeigen nun, dass ρH(xi) = 0 ist, falls H < G ist, und ρG(xi) = λi fu¨r alle i = 1, ...,m ist.
Setzt man die Abbildungen in Gleichung (2.12) linear auf BQ(G) bzw. DQ(G) fort, so folgt
aus Gleichung (2.12) und s
B(G)
H (f) = 0 unmittelbar
ρH(x1) = ρH(ηG(f)) = ωH(s
B(G)
H (f)) = 0
fu¨r alle H < G. Nun ist gλi = λi fu¨r alle g ∈ G und alle i = 1, ...,m. Damit folgt
ρH([U, λi|U ]G) =
∑
gU∈G/U
H≤gU
gλi|H =
∑
gU∈G/U
H≤gU
λi|H = λi|HρH([U, 1]G)
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fu¨r alle H,U ≤ G und i = 1, ...,m. Also ist
ρH(xi) =
∑
U∈C(G)
aUρH([U, λi|U ]G) = λi|H
∑
U∈C(G)
aUρH([U, 1]G) = λi|HρH(x1) = 0
fu¨r alle i = 1, ...,m und alle H < G. Außerdem ist
ρG(xi) = λi
∑
U∈C(G)
aUρG([U, 1]G) = λiaG
fu¨r alle i = 1, ...,m. Aus der expliziten Formel fu¨r die primitiven Idempotente von BQ(G)
(1.2) erha¨lt man aG = 1. Also ist ρG(xi) = λi, und damit folgt unter Beru¨cksichtigung von
Gleichung (2.6)
s
D(G)
(H,hH′)(xi) =
{
λi(h) falls H = G
0 sonst.
Ferner ist ρ(xi) ∈ Dˆ(G) fu¨r alle i = 1, ...,m. Aus der 2. Orthogonalita¨tsrelation folgt fu¨r
H ≤ G, g ∈ G und h ∈ H unmittelbar
s
D(G)
(H,hH′)(
1
m
m∑
i=1
λi(g
−1)xi) =
{
1 falls (H,hH ′) = (G, gG′)
0 sonst,
und damit ist
e
D(G)
(G,gG′) =
1
m
m∑
i=1
λi(g
−1)xi
fu¨r g ∈ G.
Wir zeigen nun, dass der Fu¨hrer des Idempotents e
D(G)
(G,1G′) gleich m ist. Dazu setzen wir
yi := ρ(xi) ∈ Dˆ(G) fu¨r i = 1, ...,m. Dann ist
yi(U, λj|U ) =
{
1 falls (U, λj|U) = (G,λi)
0 sonst
(2.13)
fu¨r U ≤ G und i, j ∈ {1, ...,m}. Nach Satz 2.3.1 ist genau dann
∑m
i=1 yi ∈ ρ(D(G)), wenn die
Kongruenz ∑
(H,ϕ)≤(U,ψ)∈M(NG(H,ϕ))
µ(H,U)
m∑
i=1
yi(U,ψ) ≡ 0 (mod (NG(H,ϕ) : H)) (2.14)
fu¨r alle (H,ϕ) ∈ M(G) erfu¨llt ist. Wegen ρU (xi) = 0 fu¨r alle U < G und alle i = 1, ...,m ist
dann
∑m
i=1 yi(U,ψ) = 0 fu¨r alle U < G. Ist (H,ϕ) ∈ M(G), so dass (H,ϕ)  (G,λi) fu¨r alle
i = 1, ...,m oder H 6E G ist, so ist Kongruenz (2.14) erfu¨llt. Es sei also (H,ϕ) ∈ M(G), so
dass H normal in G ist und ein λ ∈ Gˆ mit (H,ϕ) ≤ (G,λ) existiert. In diesem Fall gibt es
insgesamt genau
k := (G : HG′)
Fortsetzungen von ϕ auf G (siehe Bem. 1.1.3). Bezeichnet man diese mit λi1 , ..., λik (i1, ..., ik ∈
{1, ...,m}), so folgt aus (2.13)
∑
(H,ϕ)≤(U,ψ)∈M(NG(H,ϕ))
µ(H,U)
m∑
i=1
yi(U,ψ) = µ(H,G)
k∑
j=1
yij (G,λij ) = µ(H,G)(G : HG
′).
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Nach Lemma 2.3.2 ist (NG(H,ϕ) : H) stets ein Teiler von (G : HG
′)µ(H,G), also ist Kon-
gruenz (2.14) fu¨r alle (H,ϕ) ∈M(G) erfu¨llt. Es folgt
ρ((G : G′)e
D(G)
(G,1G′)) = ρ(
m∑
i=1
xi) =
m∑
i=1
yi ∈ ρ(D(G)),
und wegen der Injektivita¨t von ρ folgt (G : G′)e
D(G)
(G,1G′) ∈ D(G). Also ist (G : G
′) der Fu¨hrer
von e
D(G)
(G,1G′).
Fu¨r U ≤ G seien τU,1, ..., τU,sU , sU = (UG
′ : G′), die paarweise verschiedenen Einschra¨nkungen
λ1|U , ..., λm|U . Fu¨r j = 1, ..., sU setzen wir MτU,j := {ϕ ∈ Gˆ : ϕ|U = τU,j}. Nach Bemerkung
1.1.3 ist
m∑
i=1
λi(g
−1)[U, λi|U ]G =
sU∑
j=1
[U, τU,j ]G
∑
ϕ∈MτU,j
ϕ(g−1)
=
{
(G : UG′)
∑sU
j=1 τU,j(g
−1) [U, τU,j]G falls gG
′ ∈ UG′/G′
0 sonst
fu¨r alle U ≤ G und alle g ∈ G. Also ist
m∑
i=1
λi(g
−1)xi =
∑
U∈C(G)
aU
m∑
i=1
λi(g
−1)[U, λi|U ]G
=
∑
U∈C(G)
gG′∈UG′/G′
aU (G : UG
′)
sU∑
j=1
τU,j(g
−1)[U, τU,j]G
fu¨r g ∈ G. Fu¨r U ≤ G und r, t ∈ {1, ..., sU} mit r 6= t ist [U, τU,r]G 6= [U, τU,t]G. Wegen
me
D(G)
(G,1G′) =
m∑
i=1
xi =
∑
U∈C(G)
aU (G : UG
′)
sU∑
j=1
[U, τU,j ]G ∈ D(G)
ist dann aU (G : UG
′) ∈ Z fu¨r alle U ∈ C(G). Damit ist
me
D(G)
(G,gG′) =
m∑
i=1
λi(g
−1)xi ∈ DZ[ζ](G).
Also ist m = (G : G′) der Fu¨hrer der Idempotente e
D(G)
(G,gG′), g ∈ G. Es sei (H,hH
′) ∈ D(G).
Nach Lemma 2.2.2 (ii) ist
(NG(H,hH
′) : H ′)e
D(G)
(H,hH′) = ind
G
H((H : H
′)e
D(H)
(H,hH′)) ∈ DZ[ζ](G).
Andererseits ist der Koeffizient von [H, 1]G in e
D(G)
(H,hH′) gleich |H
′|/|NG(H,hH
′)|, also ist
(NG(H,hH
′) : H ′) der Fu¨hrer von e
D(G)
(H,hH′). 
Als erste Anwendungen von Satz 2.3.3 ko¨nnen folgende Ergebnisse formuliert werden:
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Satz 2.3.4 Die Gruppenordnung |G| ist durch D(G) eindeutig bestimmt.
Beweis: Es seiW ⊆ C die Menge aller Einheitswurzeln, und es sei O der Ring der algebraisch
ganzen Zahlen von Q(W ). Fu¨r alle (H,hH ′) ∈ D(G) ist eD(G)(H,hH′) ∈ DQ(W )(G) ein primitives
Idempotent, und es ist (NG(H,hH
′) : H ′) die kleinste Zahl n ∈ N mit neD(G)(H,hH′) ∈ DO(G).
Insbesondere ist |G| der Fu¨hrer des primitiven Idempotentes e
D(G)
(1,1) . Also ist
|G| = min{n ∈ N : neD(G)(H,hH′) ∈ DO(G) fu¨r alle (H,hH
′) ∈ D(G)}.
Damit ist die Behauptung gezeigt. 
Der obige Satz besagt also, dass die Isomorphie D(G) ∼= D(G˜) fu¨r endliche Gruppen G
und G˜ stets |G| = |G˜| impliziert. Die folgenden Sa¨tze sind unmittelbare Konsequenzen aus
Satz 2.3.3.
Satz 2.3.5 Genau dann ist G abelsch, wenn die Fu¨hrer aller primitiven Idempotente von
DQ(ζ)(G) gleich sind. Gegebenenfalls ist |G| der Fu¨hrer aller primitiven Idempotente von
DQ(ζ)(G). 
Damit kann in D(G) erkannt werden, ob eine Gruppe G abelsch ist.
Satz 2.3.6 Ist e
D(G)
(H,hH′) ∈ DQ(ζ)(G) ein primitives Idempotent mit Fu¨hrer |G|, so ist H ein
abelscher Normalteiler von G und h ∈ Z(G). Insbesondere besitzt G genau dann einen abel-
schen Normalteiler 1 6= N E G, wenn es mehr als ein primitives Idempotent in DQ(ζ)(G) gibt,
das den Fu¨hrer |G| hat. 
Satz 2.3.7 Genau dann besitzt G eine perfekte, selbstnormalisierende Untergruppe, wenn
DQ(ζ)(G) ein primitives Idempotent mit Fu¨hrer 1 besitzt.
Beweis: Ist U ≤ G perfekt und selbstnormalisierend, so ist (NG(U, 1U
′) : U ′) = (U : U ′) = 1
der Fu¨hrer von e
D(G)
(U,1U ′).
Es sei umgekehrt (U, uU ′) ∈ D(G), so dass e
D(G)
(U,uU ′) den Fu¨hrer 1 hat. Dann ist (U : U
′) = 1,
also ist U perfekt. Weiterhin ist 1 = (NG(U, uU
′) : U ′) = (NG(U, 1U) : U) = (NG(U) : U).
Also ist U selbstnormalisierend. 
Satz 2.3.8 Es seien G und G˜ endliche Gruppen und α : D(G)→ D(G˜) ein Isomorphismus.
Es seien h ∈ Z(G), H := 〈h〉 und n := |H|. Ist α(e
D(G)
(H,h)) = e
D(G˜)
(H˜,h˜H˜′)
mit (H˜, h˜H˜ ′) ∈ D(G˜), so
ist H˜ ein abelscher Normalteiler in G˜, h˜ ∈ Z(G˜), und es ist |〈h˜〉| ∈ {n, 2n, 12n}.
Beweis: Wegen h ∈ Z(G) ist H ein abelscher Normalteiler von G. Ferner hat e
D(G)
(H,h) den
Fu¨hrer |G|. Wir setzen
M := {x ∈ DQ(G) : s
D(G)
(H,h)(x) ∈ C ist eine Einheitswurzel}.
Es ist s
D(G)
(H,h)(x) ∈ Q(ζ) fu¨r alle x ∈ M , und da ±ζ
i, i ∈ N, die einzigen Einheitswurzeln in
Q(ζ) sind, ist die Menge {ord(ξ) : sD(G)(H,h)(x) = ξ, x ∈M} beschra¨nkt. Wir setzen
m := max{ord(ξ) : s
D(G)
(H,h)(x) = ξ, x ∈M}.
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Es sei λ ∈ Hˆ mit λ(h) = ω, wobei ω ∈ C eine primitive n-te Einheitswurzel ist. Dann ist
s
D(G)
(H,h)([H,λ]G) =
∑
gH∈G/H
gλ(h) = (G : H)ω,
also ist y := (−1)n(G : H)−1[H,λ]G ∈M . Es folgt
ord(s
D(G)
(H,h)(y)) =
{
2n falls n ungerade
n falls n gerade.
(2.15)
Wir zeigen, dass m = ord(s
D(G)
(H,h)(y)) ist. Es sei
x :=
∑
[U,ψ]G∈M(G)/G
a[U,ψ][U,ψ]G ∈M
mit a[U,ψ] ∈ Q fu¨r alle [U,ψ]G ∈M(G)/G. Im Fall U ≤ G mit H G U ist s
D(G)
(H,h)([U,ψ]G) = 0.
Ist [U,ψ]G ∈M(G)/G mit H ≤G U , so ist H ≤ U , und es ist ψ(h) ∈ Q(ω). Es folgt
s
D(G)
(H,h)(x) =
∑
[U,ψ]G∈M(G)/G
a[U,ψ]s
D(G)
(H,h)([U,ψ]G) =
∑
[U,ψ]G∈M(G)/G
H≤U
a[U,ψ]
∑
gU∈G/U
ψ(h) ∈ Q(ω).
Da ±ωi, i ∈ N, die einzigen Einheitswurzeln in Q(ω) sind, ist m ≤ 2n, falls n ungerade ist,
und m ≤ n, falls n gerade ist. Zusammen mit (2.15) erhalten wir
m =
{
2n falls n ungerade
n falls n gerade.
Nun hat e
D(G˜)
(H˜,h˜H˜′)
ebenfalls den Fu¨hrer |G| = |G˜|. Nach Satz 2.3.6 ist H˜ ein abelscher Nor-
malteiler in G˜ und h˜ ∈ Z(G˜). Wir setzen
M˜ := {x˜ ∈ DQ(G˜) : s
D(G˜)
(H˜,h˜)
(x˜) ∈ C ist eine Einheitswurzel}
und
m˜ := max{ord(ξ) : s
D(G˜)
(H˜,h˜)
(x˜) = ξ, x˜ ∈ M˜}.
Es sei n˜ := |〈h˜〉| und ω˜ ∈ C eine primitive |n˜|-te Einheitswurzel. Da H˜ abelsch ist, existiert
ein linearer Charakter λ˜ von H˜ mit λ˜(h˜) = ω˜. Analog den obigen Ausfu¨hrungen ist y˜ :=
(−1)n˜(G˜ : H˜)−1[H˜, λ˜]G˜ ∈ M˜ und
ord(s
D(G˜)
(H˜,h˜)
(y˜)) =
{
2n˜ falls n˜ ungerade
n˜ falls n˜ gerade.
Mit der gleichen Begru¨ndung wie oben folgt
m˜ =
{
2n˜ falls n˜ ungerade
n˜ falls n˜ gerade.
Wegen s
D(G˜)
(H˜,h˜)
◦α = s
D(G)
(H,h) ist α(M) = M˜ , und es folgt m = m˜. Es ko¨nnen also die Fa¨lle n = n˜,
n = 2n˜ und 2n = n˜ auftreten. Also ist n˜ ∈ {n, 2n, 12n}. 
Als unmittelbare Konsequenz erha¨lt man die folgenden Korollare.
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Korollar 2.3.9 Es seien G und G˜ endliche Gruppen mit D(G) ∼= D(G˜). Ist 2 6= p eine
Primzahl mit p
∣∣ |Z(G)|, so ist p ∣∣ |Z(G˜)|. Existiert in Z(G) ein Element der Ordnung 4, so
ist 2 ein Teiler von |Z(G˜)|. 
Korollar 2.3.10 Es seien G und G˜ endliche Gruppen mit ungerader Ordnung und D(G) ∼=
D(G˜). Sind Z(G) und Z(G˜) zyklisch, so ist |Z(G)| = |Z(G˜)|. 
In der Beweisfu¨hrung von Satz 2.3.8 wird die Tatsache benutzt, dass ein Element h ∈ Z(G)
in der Speziestafel von D(G) an einer Stelle eine Einheitswurzel der Ordnung |〈h〉| oder 2|〈h〉|
erzeugt. Im allgemeinen ist nicht zu erwarten, dass zu einem gegebenen Element g ∈ G eine
|〈g〉|-te Einheitswurzel in der Speziestafel von D(G) zu finden ist, wie Tabelle 2.1 im Fall
g = b zeigt.
Im folgenden Satz soll ein weiteres Integralita¨tskriterium fu¨r Elemente des Ghostringes ange-
geben werden. Wir beno¨tigen zuna¨chst das folgende Lemma.
Lemma 2.3.11 Es sei G eine endliche Gruppe mit G′ < G, und es sei p eine Primteiler von
(G : G′). Es seien Np := {H E G : (G : H) = p} und Up := {H ≤ G : (G : H) = p}. Dann
ist |Np| ≡ |Up| ≡ 1 (mod p).
Beweis: Die Normalteiler in G mit Index p korrespondieren genau zu den Untergruppen
von G/Op(G) mit Index p. Nun ist die Anzahl der Untergruppen einer p-Gruppe mit einer
bestimmten Ordnung stets kongruent 1 modulo p (siehe [Hu], Kapitel III, Satz 8.8). Also ist
|Np| ≡ 1 (mod p). Es seien H1, ...,Hr , r ∈ N, die verschiedenen G-Konjugationsklassen von
nicht-normalen Untergruppen H von G mit (G : H) = p. Fu¨r i ∈ {1, ..., r} und H ∈ Hi ist
(G : NG(H)) = p. Also ist |Hi| = p, und damit ist
|Up| = |Np|+ |H1|+ ...+ |Hr| ≡ 1 (mod p).

Fu¨r eine Untergruppe U ≤ G bezeichnen wir wieder mit (G : U)0 den quadratfreien Anteil
von (G : U).
Satz 2.3.12 Es seien n ∈ N und (U, λ) ∈M(G). Es sei x = xn,(U,λ) ∈ Dˆ(G) definiert durch
x(K,ψ) =
{
n falls (K,ψ) =G (U, λ)
0 sonst.
Genau dann ist x ∈ ρ(D(G)), wenn (NG(U, λ) : U)(U : U
′)0 ein Teiler von n ist.
Beweis: Nach Satz 2.3.1 ist genau dann x ∈ ρ(D(G)), wenn die Kongruenz∑
(H,ϕ)≤(I,ψ)∈M(NG(H,ϕ))
µ(H, I)x(I, ψ) ≡ 0 (mod (NG(H,ϕ) : H)) (2.16)
fu¨r alle (H,ϕ) ∈M(G) erfu¨llt ist. Es sei also (H,ϕ) ∈M(G) mit g(U, λ) ∈M(NG(H,ϕ)) fu¨r
ein g ∈ G, und es sei
{µ(H, I) : (H,ϕ) ≤ (I, ψ) ∈M(NG(H,ϕ)), (I, ψ) =G (U, λ)} = {µ1, ..., µs}
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mit s ∈ N. Wir setzen
Ai := {(I, ψ) : (H,ϕ) ≤ (I, ψ) ∈M(NG(H,ϕ)), (I, ψ) =G (U, λ), µ(H, I) = µi}
und wa¨hlen Repra¨sentanten (Ui, λi) ∈ Ai fu¨r i = 1, ..., s. Dann ist
|Ai| =|{
g(U, λ) : g ∈ G, H E gU, (H,ϕ) ≤ g(U, λ), µ(H, gU) = µi}|
=
1
|NG(Ui, λi)|
|{g ∈ G : H E gU, (H,ϕ) ≤ g(U, λ), µ(H, gU) = µi}|
=
1
|NG(Ui, λi)|
|{g−1 ∈ G : gH E U, g(H,ϕ) ≤ (U, λ), µ(gH,U) = µi}|
=
|NG(H,ϕ)|
|NG(Ui, λi)|
|Bi|
mit
Bi = {
g(H,ϕ) : g ∈ G, gH E U, g(H,ϕ) ≤ (U, λ), µ(gH,U) = µi}
fu¨r i = 1, ..., s. Damit ist
∑
(H,ϕ)≤(I,ψ)∈M(NG(H,ϕ))
µ(H, I)x(I, ψ) = n
s∑
i=1
µi|Ai| = n
s∑
i=1
|NG(H,ϕ)|
|NG(Ui, λi)|
µi|Bi|. (2.17)
Aus Lemma 2.3.2 folgt
(Ui : U
′
iH)0µi = (NUi(H) : H)ri = (Ui : H)ri,
wobei ri ∈ Z fu¨r i = 1, ..., s ist. Also existiert ki ∈ Z mit
(Ui : H)ki = (Ui : U
′
i)0µi = (U : U
′)0µi (2.18)
fu¨r i = 1, ..., s. Wegen (NG(Ui, λi) : Ui) = (NG(U, λ) : U) fu¨r alle i = 1, ..., s erha¨lt man aus
den Gleichungen (2.17) und (2.18)
∑
(H,ϕ)≤(I,ψ)∈M(NG(H,ϕ))
µ(H, I)x(I, ψ) = n
(NG(H,ϕ) : H)
(NG(U, λ) : U)(U : U ′)0
s∑
i=1
ki|Bi|. (2.19)
Ist nun (NG(U, λ) : U)(U : U
′)0 ein Teiler von n, so folgt aus Gleichung (2.19) und Kongruenz
(2.16) unmittelbar, dass x ∈ ρ(D(G)) ist.
Es sei umgekehrt x ∈ ρ(D(G)). Dann ist Kongruenz (2.16) fu¨r alle (H,ϕ) ∈M(G) erfu¨llt. Fu¨r
(H,ϕ) = (U, λ) folgt aus Kongruenz (2.16), dass n = (NG(U, λ) : U)n
′ mit einem n′ ∈ Z ist.
Im Fall U = U ′ ist die Behauptung dann klar. Es sei also U ′ < U , und es sei p ein Primteiler
von (U : U ′). Es sei U ′ ≤ H ≤ U mit (U : H) = p, und es sei ϕ := λ|H ∈ Hˆ. Dann ist (U, λ) ∈
M(NG(H,ϕ)) und µ(H,
gU) = −1 fu¨r alle g ∈ G mit (H,ϕ) ≤ (gU, gλ) ∈M(NG(H,ϕ)). Also
ist s = 1, und mit (U1, λ1) := (U, λ) und pµ1 = −(U : H) folgt aus (2.17)∑
(H,ϕ)≤(I,ψ)∈M(NG(H,ϕ))
µ(H, I)x(I, ψ) = −n
(NG(H,ϕ) : H)
(NG(U, λ) : U)p
|B|
KAPITEL 2. SYLOWGRUPPEN 36
mit B = {g(H,λ|H) : g ∈ G,
gH E U, g(H,λ|H) ≤ (U, λ)}.
Es seien nun H1, ...,Ht E U mit (U : Hi) = p (i = 1, ..., t), t ∈ N, so gewa¨hlt, dass fu¨r alle
K E U mit (U : K) = p genau ein j ∈ {1, ..., t} existiert mit
(K,λ|K) ∈ {
g(Hj , λ|Hj) : g ∈ G,
gHj E U,
g(Hj , λ|Hj) ≤ (U, λ)} =: Hj .
Nach den obigen Ausfu¨hrungen ist
∑
(Hj ,λ|Hj )≤(I,ψ)∈M(NG(Hj ,λ|Hj ))
µ(Hj , I)x(I, ψ) = −n|Hj |
(NG(Hj , λ|Hj ) : Hj)
(NG(U, λ) : U)p
fu¨r alle j = 1, ..., t. Also ist
(NG(U, λ) : U)p
∣∣ n|Hj|
fu¨r alle j = 1, ..., t. Ist Np := {K E U : (U : K) = p}, so folgt |Np| =
∑t
j=1 |Hj |. Damit ist
(NG(U, λ) : U)p
∣∣ n t∑
j=1
|Hj | = n|Np| = (NG(U, λ) : U)n
′|Np|.
Aus Lemma 2.3.11 folgt, dass p kein Teiler von |Np| ist. Also ist p ein Teiler von n
′. Da p
beliebig gewa¨hlt war, ist (U : U ′)0 ein Teiler von n
′, also folgt die Behauptung. 
2.4 Sylowgruppen
Im diesem Abschnitt sollen einige Ergebnisse vorgestellt werden, die die Sylowgruppen von
gegebenen Gruppen G und G˜ mit D(G) ∼= D(G˜) betreffen. Dazu werden wir hauptsa¨chlich
die Ergebnisse aus dem vorigen Kapitel, sowie Satz 2.2.7 u¨ber die primitiven Idempotente bei
Lokalisierungen verwenden.
Satz 2.4.1 Es seien G und G˜ endliche Gruppen, α : D(G˜) → D(G) ein Isomorphismus, p
ein Primteiler von |G| und P eine p-Sylowgruppe von G. Es sei α(e
D(G˜)
(1,1) ) = e
D(G)
(U,uU ′). Es ist
H := Op(U) ein abelscher p′-Normalteiler von G und h := up′ ∈ Z(G). Wir setzen
I := {[K,kK ′]G ∈ D(G)/G : K = HV, V ≤ P, k = hv, v ∈ V }.
Dann ist
α(e
D(G˜),p
(1,1) ) =
∑
[K,kK ′]G∈I
e
D(G)
(K,kK ′).
Beweis: Nach Satz 2.3.4 und Satz 2.3.8 ist |G| = |G˜|, U ist ein abelscher Normalteiler von
G und u ∈ Z(G) mit |〈u〉| ∈ {1, 2}. Also ist H ein abelscher p′-Normalteiler von G und
h ∈ {1, u} ⊆ Z(G). Mit den Bezeichnungen aus Satz 2.2.7 ist
U ∈ Sp(H,h) := {K ≤ G : Op(K) = H, K ≤ NG(H,h)} = {K ≤ G : O
p(K) = H},
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und wegen up′ ∈ Z(G) ist up′,c = up′ . Also ist e
D(G)
(U,u) in der Summe
e
D(G),p
(H,h) =
∑
[K,kK ′]G∈D(G)/G
K∈Sp(H,h)
kp′,c=h
e
D(G)
(K,kK ′)
enthalten. Damit ist α(e
D(G˜),p
(1,1) ) = e
D(G),p
(H,h) . Es sei
J := {[K,kK ′]G ∈ D(G)/G : O
p(K) = H, kp′,c = h}.
Wir zeigen I = J . Es sei zuna¨chst [K,kK ′]G ∈ I. Dann ist O
p(K) = H. Ferner ko¨nnen wir
k = hv mit v ∈ V und V ≤ P annehmen. Wegen h ∈ Z(G) ist dann h = kp′ = kp′,c. Also ist
[K,kK ′]G ∈ J .
Es sei umgekehrt [K,kK ′]G ∈ J . Wir ko¨nnen kp′,c = h annehmen. Es ist H = O
p(K), und
nach Lemma 2.2.5 ist H = CH(K) ⊕ [H,K]. Wegen kp′ ∈ H ist kp′ = kp′,cy = hy mit
y ∈ [H,K] ≤ K ′. Also ist
[K,kK ′]G = [K,kpkp′K
′]G = [K,kphyK
′]G = [K,hkpK
′]G.
Nach dem Satz von Schur-Zassenhaus existiert eine p-Untergruppe V ≤ G mit K = HV .
Ferner existiert g ∈ G mit gV ≤ P . Dann ist gK = H(gV ). Da gV eine p-Sylowgruppe von
gK ist, existiert w ∈ gK mit wgkp ∈ gV . Also ist
[K,kK ′]G = [
gK,h(gkp)
gK ′]G = [
gK,h(wgkp)
gK ′]G ∈ I.
Damit ist alles gezeigt. 
Es ko¨nnen nun die folgenden Ergebnisse formuliert werden.
Satz 2.4.2 Es seien G und G˜ endliche Gruppen mit D(G) ∼= D(G˜), und es sei p ein Prim-
teiler von |G|. Besitzt G˜ eine nicht-triviale, normale p-Untergruppe, so besitzt auch G eine
nicht-triviale, normale p-Untergruppe.
Beweis: Es sei P˜ eine p-Sylowgruppe von G˜. Nach Satz 2.2.7 ist
e
D(G˜),p
(1,1) =
∑
[K˜,k˜K˜ ′]G˜∈M(G˜)/G˜
K˜≤P˜
e
D(G˜)
(K˜,k˜K˜ ′)
. (2.20)
Nach Voraussetzung existiert eine p-Untergruppe 1 6= U˜ ≤ P˜ mit U˜ E G˜. Dann ist K˜ :=
Z(U˜) 6= 1 eine abelsche p-Untergruppe von G˜, die charakteristisch in U˜ ist. Also ist K˜ normal
in G˜, und damit hat e
D(G˜)
(K˜,1)
den Fu¨hrer |G˜|. In der Summe in Gleichung (2.20) stehen also
mindestens zwei primitive Idempotente, deren Fu¨hrer gleich |G˜| ist (na¨mlich e
D(G˜)
(1,1) und e
D(G˜)
(K˜,1)
).
Es sei α : D(G˜) → D(G) ein Isomorphismus, P eine p-Sylowgruppe von G, und es sei
α(e
D(G˜)
(1,1) ) = e
D(G)
(U,uU ′) mit einem abelschen Normalteiler U E G und u ∈ Z(G). Nach Satz
2.4.1 ist
α(e
D(G˜),p
(1,1) ) =
∑
[K,kK ′]G∈I
e
D(G)
(K,kK ′)
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mit I = {[K,kK ′]G ∈ D(G)/G : K = O
p(U)V, k = up′v, v ∈ V, V ≤ P}. Es existiert
also mindestens ein Element [K,kK ′]G ∈ I mit [K,kK
′]G 6= [O
p(U), up′ ]G, so dass e
D(G)
(K,kK ′)
den Fu¨hrer |G| = |G˜| hat. Also ist K ein abelscher Normalteiler in G. Da K/Op(U) eine
nicht-triviale p-Gruppe ist, ist die p-Sylowgruppe von K nicht-trivial und normal in G. 
Korollar 2.4.3 Es seien G und G˜ endliche Gruppen mit D(G) ∼= D(G˜). Es sei p ein Prim-
teiler von |G| mit p2 ∤ |G|, und es seien P und P˜ p-Sylowgruppen von G und G˜. Ist P˜ normal
in G˜, so ist auch P normal in G. 
Satz 2.4.4 Es seien G und G˜ endliche Gruppen mit D(G) ∼= D(G˜). Es sei p ein Primteiler
von |G|, und es seien P und P˜ p-Sylowgruppen von G und G˜. Ist P˜ abelsch, so ist auch P
abelsch.
Beweis: Es seien α : D(G˜) → D(G) ein Isomorphismus, α(e
D(G˜)
(1,1) ) = e
D(G)
(U,uU ′) mit einem
abelschen Normalteiler U E G und u ∈ Z(G). Es seien H := Op(U) und h := up′ . Nach Satz
2.4.1 ist
α(e
D(G˜),p
(1,1) ) =
∑
[K,kK ′]G∈I
e
D(G)
(K,kK ′)
mit I = {[K,kK ′]G ∈ D(G)/G : K = HV, V ≤ P, k = hv, v ∈ V }. Es sei P˜ abelsch. Dann
sind die Fu¨hrer aller primitiven Idempotente e
D(G˜)
(K˜,k˜K˜ ′)
, K˜ ≤ P˜ , k˜ ∈ K˜, durch |P˜ | teilbar.
Wegen
e
D(G˜),p
(1,1) =
∑
[K˜,k˜,K˜ ′]G˜∈D(G˜)/G˜
K˜≤P˜
e
D(G˜)
(K˜,k˜K˜ ′)
ist |P | = |P˜ | ein Teiler aller Fu¨hrer der primitiven Idempotente e
D(G)
(K,kK ′), [K,kK
′]G ∈ I. Wir
setzen K := HP . Dann ist [K,hK ′]G ∈ I und p ∤ (NG(K,hK ′) : K). Also ist |P | ein Teiler
von (K : K ′), und damit ist P ∩K ′ = 1. Es folgt P ′ ≤ K ′ ∩ P = 1, also ist P abelsch. 
Lemma 2.4.5 Es seien G eine endliche Gruppe und (H,hH ′) ∈ D(G). Angenommen, es
existieren x ∈ DQ(G) und n ∈ N, so dass s
D(G)
(H,hH′)(x) eine primitive n-te Einheitswurzel ist.
Dann gilt:
(i) Ist 2 ∤ n oder 4
∣∣n, so ist n ein Teiler von |〈h〉|.
(ii) Ist n = 2m mit m ∈ N und 2 ∤ m, so ist m ein Teiler von |〈h〉|.
Beweis: Es sei ω ∈ C eine primitive |〈h〉|-te Einheitswurzel. Fu¨r jede Untergruppe U ≤ G
mit H ≤ U und jeden linearen Charakter ψ ∈ Uˆ ist dann ψ(h) = ωi fu¨r ein i ∈ N. Fu¨r ein
beliebiges [U,ψ]G ∈M(G)/G ist dann
s
D(G)
(H,hH′)
([U,ψ]G) =
∑
gU∈G/U
H≤gU
gψ(h) ∈ Q(ω).
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Also ist s
D(G)
(H,hH′)(x) ∈ Q(ω). Da ±ω
i, i ∈ N, die einzigen Einheitswurzeln in Q(ω) sind, ist
s
D(G)
(H,hH′)(x) ∈ {±ω
i : i ∈ N}. Also ist n ein Teiler von
max{ord(±ωi) : i ∈ N} ∈ {ord(ω), ord(−ω)}.
Im Fall ord(ω) ≥ ord(−ω) ist n ein Teiler von |〈h〉|, und damit folgt (i) und (ii). Es sei also
2ord(ω) = ord(−ω). Dann ist 2 ∤ ord(ω), und wegen n
∣∣ ord(−ω) folgt 4 ∤ n. Ist 2 ∤ n, so folgt
unmittelbar n
∣∣ ord(ω) und damit (i). Es sei nun 2 ∣∣ n. Wegen n ∣∣ ord(−ω) = 2ord(ω) ist
dann n2 ein Teiler von ord(ω), und es folgt (ii). 
Satz 2.4.6 Es seien G und G˜ endliche Gruppen mit D(G) ∼= D(G˜), und es seien P und P˜
2-Sylowgruppen von G und G˜. Ist P zyklisch, so ist auch P˜ zyklisch.
Beweis: Es sei P = 〈h〉 und |P | = 2n, n ∈ N. Wir ko¨nnen n ≥ 2 annehmen. Es ist
(NG(P ) : CG(P ))
∣∣ |Aut(P )| = 2n−1.
Wegen 2 ∤ (NG(P ) : CG(P )) folgt NG(P ) = CG(P ). Es sei λ ∈ Pˆ , so dass λ(h) eine primitive
2n-te Einheitswurzel ist. Dann ist
s
D(G)
(P,h) (
1
(NG(P ) : P )
[P, λ]G) =
1
(NG(P ) : P )
∑
gP∈NG(P )/P
gλ(h) = λ(h).
Es sei α : D(G) → D(G˜) ein Isomorphismus. Dann ist s
D(G)
(P,h) = s
D(G˜)
(H˜,h˜H˜′)
◦ α mit (H˜, h˜H˜ ′) ∈
D(G˜). Wir setzen
x˜ := α(
1
(NG(P ) : P )
[P, λ]G) ∈ DQ(G˜).
Dann ist s
D(G˜)
(H˜,h˜H˜′)
(x˜) = λ(h) eine primitive 2n-te Einheitswurzel. Nach Lemma 2.4.5 ist 2n ein
Teiler von |〈h˜〉|. Also existiert in G˜ ein Element der Ordnung 2n. Damit ist P˜ zyklisch. 
2.5 Gruppen mit ungerader Ordnung
In diesem Abschnitt wird gezeigt, dass aus D(G) ∼= D(G˜) mit endlichen Gruppen G und G˜
die Isomorphie der Burnsideringe B(G) ∼= B(G˜) folgt, wenn man ungerade Gruppenordnung
voraussetzt. Fu¨r eine endliche Gruppe G seien ηG : B(G)→ D(G) die kanonische Einbettung
und τG : D(G)→ B(G) die kanonische Projektion (siehe (2.1) und (2.2)).
Lemma 2.5.1 Es sei G eine endliche Gruppe und ζ ∈ C eine primitive |G|-te Einheits-
wurzel. Setzt man ηG und τG linear fort zu Abbildungen ηG : BQ(ζ)(G) → DQ(ζ)(G) und
τG : DQ(ζ)(G)→ BQ(ζ)(G), so gilt fu¨r H ≤ G und h ∈ H
ηG(e
B(G)
H ) =
∑
[H,gH′]G∈D(G)/G
e
D(G)
(H,gH′) (2.21)
und
τG(e
D(G)
(H,hH′)) =
{
e
B(G)
H falls hH
′ = 1
0 sonst.
(2.22)
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Beweis: Fu¨r H,U ≤ G und h ∈ H ist
s
B(G)
H ([G/U ]) =
∑
gU∈G/U
H≤gU
1 = s
D(G)
(H,hH′)([U, 1]G) = s
D(G)
(H,hH′)(ηG([G/U ])).
Damit ist s
D(G)
(H,hH′)
◦ηG = s
B(G)
H fu¨r alle (H,hH
′) ∈ D(G). Also gilt Gleichung (2.21). Weiterhin
ist
τG(e
D(G)
(H,1H′)) =
|H ′|
|NG(H)||H|
∑
L≤H
|L|µ(L,H)
∑
λ∈Hˆ
λ(1)τG(
[
L, λ|L
]
G
)
=
1
|NG(H)|
∑
L≤H
|L|µ(L,H) [G/L] = e
B(G)
H
fu¨r (H, 1H ′) ∈ D(G). Fu¨r H ≤ G und h ∈ H mit hH ′ 6= 1 ist
∑
λ∈Hˆ λ(h
−1) = 0, also ist
τG(e
D(G)
(H,hH′)) =
|H ′|
|NG(H)||H|
∑
L≤H
|L|µ(L,H)[G/L]
∑
λ∈Hˆ
λ(h−1) = 0.
Damit ist Gleichung (2.22) gezeigt. 
Lemma 2.5.2 Es seien G und G˜ endliche Gruppen, und es sei α : D(G) → D(G˜) ein
Isomorphismus mit
α({e
D(G)
(H,1H′) : [H, 1H
′]G ∈ D(G)/G}) = {e
D(G˜)
(H˜,1H˜′)
: [H˜, 1H˜ ′]G ∈ D(G˜)/G˜}.
Dann ist B(G) ∼= B(G˜).
Beweis: Es sei ζ ∈ C eine primitive |G|-te Einheitswurzel. Es seien wieder ηG : B(G) →
D(G), η˜G˜ : B(G˜) → D(G˜) die kanonischen Einbettungen und τG : D(G) → B(G), τ˜G˜ :
D(G˜) → B(G˜) die kanonischen Projektionen. Wir setzen diese Abbildungen sowie auch
den Isomorphismus α zu Abbildungen der entsprechenden erweiterten Ringe BQ(ζ)(G) bzw.
BQ(ζ)(G˜) und DQ(ζ)(G) bzw. DQ(ζ)(G˜) fort. Nach Voraussetzung ist α({e
D(G)
(H,1H′) : [H, 1H
′]G ∈
D(G)/G}) = {e
D(G˜)
(H˜,1H˜′)
: [H˜, 1H˜ ′]G˜ ∈ D(G˜)/G˜}. Unter Beru¨cksichtigung von Lemma 2.5.1
erhalten wir durch
β : BQ(ζ)(G) → BQ(ζ)(G˜)
e
B(G)
H 7→ (τ˜G˜ ◦ α)(e
D(G)
(H,1H′))
einen Q(ζ)-Algebra-Isomorphismus mit inverser Abbildung
β−1 : BQ(ζ)(G˜) → BQ(ζ)(G)
e
B(G˜)
H˜
7→ (τG ◦ α
−1)(e
D(G˜)
(H˜,1H˜′)
).
Es seien (H,hH ′) ∈ D(G) und α(e
D(G)
(H,hH′)) = e
D(G˜)
(H˜,h˜H˜′)
. Aus Lemma 2.5.1 folgt im Fall hH ′ = 1
(β ◦ τG)(e
D(G)
(H,1H′)) = β(e
B(G)
H ) = (τ˜G˜ ◦ α)(e
D(G)
(H,1H′)).
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Im Fall hH ′ 6= 1 ist h˜H˜ ′ 6= 1, und damit folgt aus Lemma 2.5.1
(β ◦ τG)(e
D(G)
(H,hH′)) = β(0) = 0 = τ˜G˜(e
D(G˜)
(H˜,h˜H˜′)
) = (τ˜G˜ ◦ α)(e
D(G)
(H,hH′)).
Da die primitiven Idempotente von DQ(ζ)(G) eine Q(ζ)-Basis von DQ(ζ)(G) bilden, ist
β ◦ τG = τ˜G˜ ◦ α. (2.23)
Umgekehrt erha¨lt man mit der gleichen U¨berlegung
β−1 ◦ τ˜G˜ = τG ◦ α
−1. (2.24)
Wir setzen nun
γ : B(G) → B(G˜)
x 7→ (τ˜G˜ ◦ α ◦ ηG)(x)
und
γ∗ : B(G˜) → B(G)
x˜ 7→ (τG ◦ α
−1 ◦ η˜G˜)(x˜).
Dann sind γ und γ∗ Ringhomomorphismen. Wegen den Gleichungen (2.23) und (2.24) und
τG ◦ ηG = idB(G) bzw. τ˜G˜ ◦ η˜G˜ = idB(G˜) folgt
γ∗ ◦ γ = τG ◦ α
−1 ◦ η˜G˜ ◦ τ˜G˜ ◦ α ◦ ηG = β
−1 ◦ τ˜G˜ ◦ η˜G˜ ◦ β ◦ τG ◦ ηG = idB(G)
und
γ ◦ γ∗ = τ˜G˜ ◦ α ◦ ηG ◦ τG ◦ α
−1 ◦ η˜G˜ = β ◦ τG ◦ ηG ◦ β
−1 ◦ τ˜G˜ ◦ η˜G˜ = idB(G˜).
Also ist γ∗ = γ−1, und damit ist γ ein Isomorphismus. 
Satz 2.5.3 Es sei G eine endliche Gruppe mit ungerader Ordnung, und es sei (H,hH ′) ∈
D(G) mit hH ′ 6= 1. Dann existiert ein x ∈ D(G) mit s
D(G)
(H,hH′)(x) 6∈ Z.
Beweis: Wir setzen H¯ := H/H ′, U¯ := NG(H)/H
′ und K¯ := 〈hH ′〉 ≤ H¯. Dann existiert
ein Primteiler p 6= 2 von |K¯|. Es sei ξ ∈ C eine primitive p-te Einheitswurzel, und es sei
ϕ¯ ∈ Hom(K¯,C×) definiert durch ϕ¯(hH ′) := ξ. Es seien weiterhin
ϕ¯◦ : H¯ → C, ϕ¯◦(g) :=
{
ϕ¯(g) falls g ∈ K¯
0 sonst
und ψ¯ := indH¯K¯ϕ¯ der induzierte Charakter, der durch
ψ¯(g) :=
1
|K¯|
∑
u∈H¯
ϕ¯◦(ugu−1)
fu¨r g ∈ H¯ definiert ist. Da H¯ abelsch ist, ist ψ¯ = mϕ¯◦ mit m := (H¯ : K¯). Es sei nun
{χ¯ ∈ Irr(H¯) : χ¯|K¯ = ϕ¯} = {χ¯1, ..., χ¯m}.
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Dann ist ψ¯ = χ¯1 + ... + χ¯m. Es seien χ1, ..., χm ∈ Irr(H) die linearen Charaktere von H mit
χi(g) := χ¯i(gH
′) fu¨r g ∈ H und i ∈ {1, ...,m}. Wir setzen
x := [H,χ1]G + ...+ [H,χm]G ∈ D(G).
Dann ist
s
D(G)
(H,hH′)(x) = s
D(G)
(H,hH′)([H,χ1]G) + ...+ s
D(G)
(H,hH′)([H,χm]G)
=
∑
gH∈NG(H)/H
χ1(h
g) + ...+
∑
gH∈NG(H)/H
χm(h
g)
=
∑
gH¯∈U¯/H¯
χ¯1((hH
′)g) + ...+
∑
gH¯∈U¯/H¯
χ¯m((hH
′)g)
=
∑
gH¯∈U¯/H¯
(χ¯1 + ...+ χ¯m)((hH
′)g)
=
∑
gH¯∈U¯/H¯
ψ¯((hH ′)g) =
∑
gH¯∈NU¯ (K¯)/H¯
ψ¯((hH ′)g) = m
∑
gH¯∈NU¯ (K¯)/H¯
ϕ¯((hH ′)g).
Fu¨r g ∈ NU¯ (K¯) ist (hH
′)g = (hH ′)s mit s ∈ N und ggT(s, |K¯|) = 1. Also ist ϕ¯((hH ′)g) = ξk
mit k ∈ {1, ..., p − 1} fu¨r g ∈ NU¯ (K¯). Dann existieren Zahlen a1, ..., ap−1 ∈ N0 mit∑
gH¯∈NU¯ (K¯)/H¯
ϕ¯((hH ′)g) = a1ξ + a2ξ
2 + ...+ ap−1ξ
p−1
und a1 + ... + ap−1 = (NU¯ (K¯) : H¯). Damit ist s
D(G)
(H,hH′)(x) = b1ξ + b2ξ
2 + ... + bp−1ξ
p−1 mit
bi = mai fu¨r i = 1, ..., p − 1. Es folgt
b1 + ...+ bp−1 = (NU¯ (K¯) : H¯)(H¯ : K¯) = (NU¯ (K¯) : K¯) 6≡ 0 (mod 2).
Wir nehmen an, dass s
D(G)
(H,hH′)(x) = −z ∈ Z ist. Dann ist
f := bp−1X
p−1 + ...+ b1X + z ∈ Z[X]
ein Polynom mit f(ξ) = 0. Das Minimalpolynom von ξ ∈ Q(ξ) u¨ber Q ist von der Form
Xp−1 + ... + X + 1 und ist ein Teiler von f . Also ist bp−1 = ... = b1 = z, und es folgt
b1 + ... + bp−1 = (p − 1)z, was wegen p 6= 2 im Widerspruch zu b1 + ... + bp−1 6≡ 0 (mod 2)
steht. Also ist s
D(G)
(H,hH′)(x) 6∈ Z. Damit ist die Behauptung gezeigt. 
Als unmittelbare Folgerung erha¨lt man den folgenden Satz.
Satz 2.5.4 Es seien G und G˜ Gruppen mit ungerader Ordnung. Ist D(G) ∼= D(G˜), so ist
B(G) ∼= B(G˜).
Beweis: Es sei α : D(G) → D(G˜) ein Isomorphismus, und es seien (H,hH ′) ∈ D(G) und
(H˜, h˜H˜ ′) ∈ D(G˜) mit
s
D(G˜)
(H˜,h˜H˜′)
◦ α = s
D(G)
(H,hH′).
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Nun ist genau dann s
D(G˜)
(H˜,h˜H˜′)
(x˜) ∈ Z fu¨r alle x˜ ∈ D(G˜), wenn sD(G)(H,hH′)(x) ∈ Z fu¨r alle x ∈ D(G)
ist. Nach Satz 2.5.3 ist demnach genau dann h˜H˜ ′ = 1, wenn hH ′ = 1 ist. Also ist
α({e
D(G)
(H,1H′) : [H, 1H
′]G ∈ D(G)/G}) = {e
D(G˜)
(H˜,1H˜′)
: [H˜, 1H˜ ′]G˜ ∈ D(G˜)/G˜}.
Nach Lemma 2.5.2 ist B(G) ∼= B(G˜). 
Bemerkung 2.5.5
Eine Analogie zu Satz 2.5.3 ist beim Charakterring durch den folgenden Satz von Burnside
gegeben: Fu¨r jeden nicht-trivialen Charakter χ ∈ Irr(G) einer endlichen Gruppe G mit unge-
rader Ordnung gilt χ 6= χ¯.
Es soll weiterhin angemerkt werden, dass fu¨r symmetrische Gruppen die Spezieswerte von
D(G) nicht notwendig aus Z sein mu¨ssen. Es gibt also keine Analogie zur entsprechenden
Situation beim Charakterring. Wir betrachten beispielsweise G := S5 und
H := 〈(1, 2, 3, 4, 5), (1, 2, 4, 3)〉 ≤ S5.
Es ist NG(H) = H und H
′ = 〈(1, 2, 3, 4, 5)〉. Wir setzen h := (1, 2, 4, 3) und definieren ϕ ∈ Hˆ
durch ϕ(h) := i. Dann ist
s
D(G)
(H,hH′)([H,ϕ]G) =
∑
gH∈NG(H)/H
gϕ(h) = i 6∈ Z.
2.6 Die Gruppe der Torsionseinheiten
Fu¨r einen kommutativen Ring R mit Einselement bezeichnen wir mit UT (R) die Gruppe der
Torsionseinheiten von R. Die folgenden Sa¨tze sind angelehnt an die Methoden zur Bestimmung
der Einheitengruppe des Burnsideringes in [Ma83] und [Ka].
Lemma 2.6.1 Es sei R ein kommutativer Ring mit Einselement. Es seien A,B additive
Untergruppen von R mit den Eigenschaften
R = A⊕B, A2 ⊆ A, B2 ⊆ B, AB ⊆ A und 1 ∈ B.
Also ist A ein Ideal in R und B ein unita¨rer Teilring von R. Ferner existiere eine natu¨rliche
Zahl n ∈ N mit un = 1 fu¨r alle u ∈ UT (R). Dann gilt:
(i) Jede Torsionseinheit u ∈ UT (R) kann eindeutig in der Form u = b(1+a) mit b ∈ UT (B)
und a ∈ A˜ := {a ∈ A :
∑n
k=1
(
n
k
)
ak = 0} geschrieben werden. Umgekehrt ist fu¨r alle
b ∈ UT (B) und alle a ∈ A˜ das Element b(1 + a) eine Torsionseinheit von R.
(ii) Falls UT (R) endlich ist, gilt |UT (R)| = |UT (B)||A˜|.
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Beweis: Wegen 0 ∈ A˜ ist A˜ 6= ∅. Es seien b ∈ UT (B) und a ∈ A˜. Dann ist
(b(1 + a))n = (1 + a)n =
n∑
k=0
(
n
k
)
ak = 1,
also ist b(1 + a) ∈ UT (R).
Es sei umgekehrt u ∈ UT (R). Dann existieren eindeutig bestimmte Elemente a ∈ A und b ∈ B
mit u = a+ b. Es folgt
1 = un = (a+ b)n =
n−1∑
k=0
(
n
k
)
an−kbk + bn,
wobei
∑n−1
k=0
(n
k
)
an−kbk ∈ A und bn − 1 ∈ B sind. Wegen R = A ⊕ B folgt bn − 1 = 0 und
damit b ∈ UT (B). Setzt man c := ab
n−1 ∈ A, so ist b(1 + c) = b+ a = u. Wegen
n∑
k=1
(
n
k
)
ck =
n∑
k=1
(
n
k
)
(abn−1)k =
n∑
k=1
(
n
k
)
akbn−k = (a+ b)n − bn = 1− bn = 0
ist c ∈ A˜.
Es seien nun b1, b2 ∈ UT (B) und c1, c2 ∈ A˜ mit b1(1 + c1) = b2(1 + c2). Dann ist b1 − b2 +
b1c1−b2c2 = 0, und wegen b1, b2 ∈ B, b1c1, b2c2 ∈ A und R = A⊕B folgt b1 = b2 und c1 = c2.
Damit ist Teil (i) bewiesen. Teil (ii) folgt unmittelbar aus Teil (i). 
Eine partiell geordnete Menge (I,≤) heißt starr, falls gilt:
(i) I besitzt ein gro¨ßtes Element e und ein kleinstes Element 0.
(ii) Jede Teilmenge Mi,j := {k ∈ I : k ≤ i, k ≤ j}, i, j ∈ I, besitzt ein gro¨ßtes Element
m(i, j). Das heißt, je zwei Elemente i, j ∈ I besitzen ein Infimum in I.
Bemerkung 2.6.2 Ist I eine partiell geordnete, starre Menge, so gilt m(i, i) = i, m(i, 0) = 0
und m(e, i) = i fu¨r alle i ∈ I.
Satz 2.6.3 Es sei R ein kommutativer Ring mit Einselement, und es sei (I,≤) eine partiell
geordnete, starre, endliche Menge. Es existiere eine Familie {R(i) : i ∈ I} von additiven
Untergruppen von R mit den folgenden Eigenschaften:
1. R =
⊕
i∈I R(i) (direkte Summe der additiven Gruppen),
2. R(e) = ZH mit einer endlichen Gruppe H ≤ UT (R),
3. R(i)R(j) ⊆ R(m(i, j)) fu¨r alle i, j ∈ I.
Es existiere ferner ein n ∈ N mit un = 1 fu¨r alle u ∈ UT (R). Fu¨r i ∈ I\{e} setzen wir
Ri := {a ∈ R(i) :
n∑
k=1
(
n
k
)
ak = 0}.
Dann gilt:
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(i) Jede Einheit u ∈ UT (R) kann eindeutig in der Form
u = g
∏
i∈I\{e}
(1 + ai)
mit ai ∈ Ri und g ∈ ±H geschrieben werden. Umgekehrt ist jedes Element von dieser
Form eine Torsionseinheit in R.
(ii) Ist UT (R) endlich, so ist |UT (R)| = 2|H|
∏
i∈I\{e} |Ri|.
Beweis: Der erste Teil von Behauptung (i) wird durch vollsta¨ndige Induktion nach |I| bewie-
sen. Im Fall |I| = 1 ist R = R(e) = ZH. Da H eine abelsche Gruppe ist, folgt UT (ZH) = ±H
(siehe [Hi40]).
Es sei nun |I| = 2, das heißt I = {0, e}. Dann ist R = R(0) ⊕ R(e). Wegen m(i, i) = i und
m(i, 0) = 0 fu¨r i ∈ I folgt
R(0)R(0) ⊆ R(0), R(e)R(e) ⊆ R(e), R(0)R(e) ⊆ R(0) und 1 ∈ R(e).
Nach Lemma 2.6.1 mit A := R(0) und B := R(e) kann jede Torsionseinheit u ∈ UT (R)
eindeutig in der Form u = g(1 + a) mit a ∈ R0 und g ∈ UT (R(e)) = ±H dargestellt werden.
Umgekehrt folgt aus Lemma 2.6.1, dass jedes u = g(1 + a) mit g ∈ ±H und a ∈ R0 eine
Torsionseinheit von R ist.
Es sei |I| ≥ 3, und es sei k ein maximales Element der Menge {i ∈ I : i < e}. Wir setzen
J := I\{k}, A :=
⊕
j∈J\{e}R(j) und B := R(e)⊕R(k). Dann ist
R = A⊕B, A2 ⊆ A, B2 ⊆ B, AB ⊆ A und 1 ∈ R(e) ⊆ B.
Es sei u ∈ UT (R). Nach Lemma 2.6.1 kann u eindeutig in der Form u = b(1 + a) mit
b ∈ UT (B) = UT (R(e) ⊕R(k)) und a ∈ A˜ := {a ∈ A :
∑n
k=1
(n
k
)
ak = 0} geschrieben werden.
Wegen
R(e)2 ⊆ R(e), R(k)2 ⊆ R(k), R(e)R(k) ⊆ R(k) und 1 ∈ R(e)
kann Lemma 2.6.1 auch auf den unita¨ren Teilring B = R(e)⊕R(k) angewendet werden. Also
kann b in eindeutiger Weise in der Form b = g(1 + ak) mit g ∈ UT (R(e)) = ±H und ak ∈ Rk
dargestellt werden. Damit ist u = g(1 + ak)(1 + a).
Nun ist
⊕
j∈J R(j) ein kommutativer Ring mit Einselement, und J ist eine partiell geordnete,
starre, endliche Menge mit |J | < |I|, so dass alle Voraussetzungen aus dem Satz erfu¨llt sind.
Wegen
(1 + a)n =
n∑
k=0
(
n
k
)
ak = 1
ist 1+a ∈ UT (
⊕
j∈J R(j)), und nach Induktionsvoraussetzung folgt 1+a = h
∏
j∈J\{e}(1+aj)
mit eindeutig bestimmten h ∈ ±H und aj ∈ Rj . Also ist u = gh
∏
i∈I\{e}(1 + ai).
Es sei u = g′
∏
i∈I\{e}(1 + a
′
i) mit g
′ ∈ ±H und a′i ∈ Ri. Dann ist
1 = gh(g′)−1
∏
i∈I\{e}
(1 + ai)(1 + a
′
i)
−1.
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Wegen (1 + a′i) ∈ UT (R) existieren si ∈ N mit (1 + a
′
i)
si = (1 + a′i)
−1 fu¨r alle i ∈ I\{e}. Da
R(i)2 ⊆ R(i) ist, existieren ci ∈ R(i) mit (1 + ai)(1 + a
′
i)
−1 = (1 + ai)(1 + a
′
i)
si = 1 + ci fu¨r
alle i ∈ I\{e}. Also ist
1 = gh(g′)−1
∏
i∈I\{e}
(1 + ci). (2.25)
Wegen R(e)R(i) ⊆ R(i) fu¨r alle i ∈ I sieht man durch Ausmultiplizieren von (2.25), dass
1 = gh(g′)−1 + r1 mit r1 6∈ R(e) ist. Aus R =
⊕
i∈I R(i) folgt also gh(g
′)−1 = 1 und damit
gh = g′. Angenommen, es ist ci 6= 0 fu¨r ein i ∈ I\{e}. Wir wa¨hlen i ∈ I\{e} maximal mit der
Eigenschaft ci 6= 0. Ist nun j ∈ I\{e, i} mit cj 6= 0, so folgt aus der Maximalita¨t von i unmit-
telbar m(i, j) 6= i. Also ist cicj 6∈ R(i). Nach Ausmultiplizieren von (2.25) ist 1 = 1 + ci + r2
mit r2 6∈ R(i). Wegen R =
⊕
i∈I R(i) folgt ci = 0, was im Widerspruch zur Annahme steht.
Also ist ci = 0 fu¨r alle i ∈ I\{e}. Damit ist 1 + ai = 1+ a
′
i fu¨r alle i ∈ I\{e}, und es folgt die
Eindeutigkeit der Darstellung u = gh
∏
i∈I\{e}(1 + ai).
Umgekehrt ist wegen g ∈ UT (R) fu¨r alle g ∈ ±H und 1 + ai ∈ UT (R) fu¨r alle ai ∈ Ri das
Element g
∏
i∈I\{e}(1 + ai) ∈ UT (R). Damit ist Behauptung (i) gezeigt.
Teil (ii) folgt unmittelbar aus Teil (i). 
Es sei G eine endliche Gruppe, und es sei N (G) die Menge der Normalteiler von G. Wir
sagen, eine Teilmenge S ⊆ N (G) habe Eigenschaft (∗), falls gilt:
1. 1, G ∈ S
2. Aus M,N ∈ S folgt MN ∈ S und M ∩N ∈ S.
Es sei S eine Teilmenge von N (G) mit Eigenschaft (∗). Fu¨r N ∈ S bezeichnen wir mit S(N)
die Menge aller Elemente [K,ψ]G ∈M(G)/G, die folgendes erfu¨llen:
1. N ≤ K.
2. Aus N ≤M ≤ K und M ∈ S folgt N =M .
Bemerkung 2.6.4 Wegen [N, 1]G ∈ S(N) ist S(N) 6= ∅ fu¨r N ∈ S. Weiterhin ist {S(N) :
N ∈ S} eine partiell geordnete, starre, endliche Menge. Dabei ist S(L) ≤ S(M) fu¨r L,M ∈ S,
wenn L ≤ M ist. Ferner ist S(G) das gro¨ßte und S(1) das kleinste Element von {S(N) :
N ∈ S}. Das Infimum zweier Elemente S(L), S(M) ∈ {S(N) : N ∈ S} ist gegeben durch
S(L∩M). Ferner ist (S(G), ·) eine Untergruppe von UT (D(G)) mit S(G) ∼= Gˆ. Weiterhin soll
angemerkt werden, dass aus [K,ψ]G ∈ S(N) fu¨r N ∈ S stets N ≤
gK fu¨r alle g ∈ G folgt. Die
obige Definition von S(N) ha¨ngt also nicht von der Wahl der repra¨sentativen Untergruppe K
der Bahn [K,ψ]G ab.
Es sei T ⊆ M(G)/G. Mit D(G)T wird die additive Untergruppe von D(G) bezeichnet, die
durch die Elemente [H,ϕ]G ∈ T erzeugt wird. Wir setzen D(G)T = {0}, wenn T = ∅ ist.
Lemma 2.6.5 Es sei S ⊆ N (G) mit der Eigenschaft (∗). Dann gilt:
(i) D(G) =
⊕
N∈S D(G)S(N) (direkte Summe additiver Untergruppen),
(ii) D(G)S(M)D(G)S(N) ⊆ D(G)S(M∩N) fu¨r M,N ∈ S,
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(iii) D(G)S(G) = ZS(G) ∼= ZGˆ.
Beweis: Wir zeigen zuna¨chst
M(G)/G =
⊎
N∈S
S(N).
Es sei [K,ψ]G ∈ S(M) ∩ S(N) mit M,N ∈ S. Dann ist M ≤MN ≤ K und N ≤ NM ≤ K.
Wegen MN ∈ S folgt M =MN = N . Also ist S(M) ∩ S(N) = ∅ fu¨r M,N ∈ S mit M 6= N .
Es sei [K,ψ]G ∈ M(G)/G. Wir setzen XK := {N ∈ S : N ≤ K}. Wegen 1 ∈ S ist XK 6= ∅.
Es sei N0 :=
∏
N∈XK
N . Da S Eigenschaft (∗) hat, ist N0 ∈ S, und damit ist N0 ∈ XK . Dann
ist [K,ψ]G ∈ S(N0), und es gilt M(G)/G =
⊎
N∈S S(N). Es folgt (i).
Es seien nun [H,ϕ]G ∈ S(M) und [K,ψ]G ∈ S(N) mit M,N ∈ S. Wegen
[H,ϕ]G[K,ψ]G =
∑
HgK∈H\G/K
[H ∩ gK,ϕ · gψ]G
ist zu zeigen, dass [H ∩ gK,ϕ ·gψ]G ∈ S(M ∩N) fu¨r alle g ∈ G ist. Es istM ≤ H und N ≤
gK
fu¨r g ∈ G, also ist M ∩ N ≤ H ∩ gK fu¨r alle g ∈ G. Ist nun M ∩N ≤ L ≤ H ∩ gK fu¨r ein
L ∈ S und ein g ∈ G, so folgt
M ≤ML ≤M(H ∩ gK) ≤ H und N ≤ NL ≤ N(Hg ∩K) ≤ K.
Wegen [H,ϕ]G ∈ S(M) und [K,ψ]G ∈ S(N) erha¨lt man M = ML und N = NL. Dann ist
L ≤M ∩N , und somit ist L =M ∩N . Also ist [H ∩ gK, τ ]G ∈ S(M ∩N) fu¨r alle g ∈ G und
alle linearen Charaktere τ von H ∩ gK. Damit ist (ii) bewiesen.
Teil (iii) folgt unmittelbar aus Bemerkung 2.6.4 und aus der Definition von D(G)S(G). 
Bemerkung 2.6.6 Es sei ζ ∈ C eine primitive |G|-te Einheitswurzel. Jede Torsionseinheit
u ∈ UT (D(G)) ist von der Form
u =
∑
[H,hH′]G∈D(G)/G
u[H,hH′]e
D(G)
(H,hH′)
mit u[H,hH′] ∈ {±ζ
i : i ∈ N} fu¨r alle [H,hH ′]G ∈ D(G)/G. Also ist UT (D(G)) eine endliche
Gruppe. Insbesondere ist der Exponent exp(UT (D(G))) von UT (D(G)) ein Teiler von 2|G|.
Aus Satz 2.6.3, Lemma 2.6.5 und Bemerkung 2.6.6 folgt:
Satz 2.6.7 Es seien G eine endliche Gruppe und S eine Teilmenge von N (G) mit der Ei-
genschaft (∗). Es sei n ∈ N mit exp(UT (D(G)))
∣∣ n. Fu¨r H ∈ S setzen wir
H∗ := {a ∈ D(G)S(H) :
n∑
k=1
(
n
k
)
ak = 0}.
Dann gilt:
(i) Jede Torsionseinheit u ∈ UT (D(G)) kann eindeutig in der Form
u = ±[G,ψ]G
∏
H∈S\{G}
(1 + uH)
mit uH ∈ H
∗ und ψ ∈ Gˆ dargestellt werden.
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(ii) Es ist |UT (D(G))| = 2|Gˆ|(
∏
H∈S\{G} |H
∗|). 
Beispiel 2.6.8 Es sei G die symmetrische Gruppe S3. Wir bestimmen im folgenden die
Gruppe der Torsionseinheiten von D(G). Die Bezeichnungen werden aus Beispiel 2.2.1 und
Satz 2.6.7 u¨bernommen. Wir wa¨hlen
S := {1, C3, G}.
Dann ist
S(1) = {[1, 1]G, [C2, 1]G, [C2, ψ]G}, S(C3) = {[C3, 1]G, [C3, ϕ]G}, S(G) = {[G, 1]G, [G,λ]G}.
Da die Speziestafel von D(G) nur ganze Zahlen beinhaltet, ist u2 = 1 fu¨r alle u ∈ UT (D(G)),
und es gilt exp(UT (D(G))) = 2. Wir setzen n := 2. Nach Satz 2.6.7 ist jede Torsionseinheit
u ∈ UT (D(G)) von der Form
u = ±[G,ω]G(1 + uC3)(1 + u1)
mit ω ∈ {1, λ}, uC3 ∈ C
∗
3 und u1 ∈ 1
∗. Es ist
C∗3 = {a ∈ D(G)S(C3) : a
2 + 2a = 0} und 1∗ = {a ∈ D(G)S(1) : a
2 + 2a = 0}.
Wir berechnen zuerst C∗3 . Es sei a := x[C3, 1]G + y[C3, ϕ]G ∈ C
∗
3 mit x, y ∈ Z. Wegen
[C3, 1]
2
G = 2[C3, 1]G, [C3, ϕ]
2
G = [C3, 1]G + [C3, ϕ]G und [C3, 1]G[C3, ϕ]G = 2[C3, ϕ]G
folgt
a2 + 2a =x2[C3, 1]
2
G + 2xy[C3, 1]G[C3, ϕ]G + y
2[C3, ϕ]
2
G + 2x[C3, 1]G + 2y[C3, ϕ]G
=2x2[C3, 1]G + 4xy[C3, ϕ]G + y
2[C3, 1]G + y
2[C3, ϕ]G + 2x[C3, 1]G + 2y[C3, ϕ]G
=(2x2 + y2 + 2x)[C3, 1]G + (4xy + y
2 + 2y)[C3, ϕ]G = 0.
Also ist 2x2 + y2 + 2x = 0 = 4xy + y2 + 2y. Ist y 6= 0, so ist 2x2 + 2x = 2x(x + 1) < 0, was
aber keine Lo¨sung in Z besitzt. Also ist y = 0, und aus 2x2+2x = 0 folgt x ∈ {0,−1}. Wegen
4xy + y2 + 2y = 0 fu¨r y = 0 ist
C∗3 = {0,−[C3, 1]G}.
Wir berechnen nun 1∗. Es sei a := x[1, 1]G+ y[C2, 1]G+ z[C2, ψ]G ∈ 1
∗ mit x, y, z ∈ Z. Wegen
[1, 1]2G = 6[1, 1]G, [C2, 1]
2
G = [C2, 1]G + [1, 1]G = [C2, ψ]
2
G,
[1, 1]G[C2, 1]G = 3[1, 1]G = [1, 1]G[C2, ψ]G, [C2, 1]G[C2, ψ]G = [C2, ψ]G + [1, 1]G
ist
a2 + 2a =x2[1, 1]2G + y
2[C2, 1]
2
G + z
2[C2, ψ]
2
G + 2xy[1, 1]G[C2, 1]G + 2xz[1, 1]G[C2, ψ]G
+ 2yz[C2, 1]G[C2, ψ]G + 2x[1, 1]G + 2y[C2, 1]G + 2z[C2, ψ]G
=6x2[1, 1]G + y
2([C2, 1]G + [1, 1]G) + z
2([C2, 1]G + [1, 1]G) + (6xy + 6xz)[1, 1]G
+ 2yz([C2, ψ]G + [1, 1]G) + 2x[1, 1]G + 2y[C2, 1]G + 2z[C2, ψ]G
=(6x2 + y2 + z2 + 6xy + 6xz + 2yz + 2x)[1, 1]G + (y
2 + z2 + 2y)[C2, 1]G
+ (2yz + 2z)[C2, ψ]G = 0.
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Dann ist (6x2+ y2+ z2+6xy+6xz+2yz+2x) = (y2+ z2+2y) = (2yz+2z) = 0. Ist z 6= 0,
so ist 2y + 2 = 0, also ist y = −1. Wegen y2 + z2 + 2y = 0 folgt z2 = 1. Ist z = 1, so ist
6x2+ y2+ z2+6xy+6xz+2yz+2x = 6x2+2x = 2x(3x+1) = 0, also ist x = 0. Ist z = −1,
so ist 6x2 + y2 + z2 + 6xy + 6xz + 2yz + 2x = 6x2 − 10x+ 4 = 0, was nur die Lo¨sung x = 1
in Z hat.
Es sei z = 0. Wegen y2+2y = 0 ist y ∈ {0,−2}. Ist y = −2, so ist 6x2+y2+ z2+6xy+6xz+
2yz+2x = 6x2−10x+4 = 0, woraus x = 1 folgt. Ist y = 0, so folgt 6x2+2x = 2x(3x+1) = 0,
was x = 0 zur Folge hat. Damit sind die Lo¨sungen (x, y, z) gegeben durch
(0, 0, 0), (1,−1,−1), (1,−2, 0) und (0,−1, 1).
Also ist
1∗ = {0, [1, 1]G − [C2, 1]G − [C2, ψ]G, [1, 1]G − 2[C2, 1]G, −[C2, 1]G + [C2, ψ]G}.
Dann ist UT (D(G)) eine elementarabelsche 2-Gruppe der Ordnung 4|C
∗
3 ||1
∗| = 32.
Beispiel 2.6.9 Wir werden zeigen, dass der monomiale Darstellungsring der alternierenden
GruppeG := A5 eine Torsionseinheiten der Ordnung 3 besitzt. DaG nicht-abelsch und einfach
ist, zeigt dieses Beispiel insbesondere, dass die Ordnung einer Torsionseinheit von D(G) kein
Teiler von 2(G : G′) sein muss. Wir betrachten die Untergruppen
H := 〈(2, 3)(4, 5), (2, 4)(3, 5), (3, 4, 5)〉 ∼= Alt(4),
U := 〈(2, 5)(3, 4), (2, 3)(4, 5)〉 = H ′, K := 〈(2, 5)(3, 4)〉 ≤ U und V := 〈(3, 4, 5)〉
von G. Dann ist |H| = 12, |U | = 4, |K| = 2, |V | = 3 und
H 6≥ NG(V ) = 〈(3, 4, 5), (1, 2)(4, 5)〉 ∼= S3.
Weiterhin ist NG(U) = H = NG(H), NG(K) = U , und alle Untergruppen von G der Ordnung
2 sind zu K in G konjugiert. Ferner folgt aus K ≤ gH fu¨r g ∈ G, dass g ∈ H ist. Wir wa¨hlen
λ ∈ Hˆ, ϕ ∈ Vˆ und setzen
a := 1− ([H, 1]G − [H,λ]G) + ([V, 1]G − [V,ϕ]G).
Wir zeigen zuna¨chst, dass a eine Torsionseinheit ist, indem wir die einzelnen Spezieswerte von
a berechnen. Fu¨r alle Untergruppen W ≤ G, die nicht zu H und V in G subkonjugiert sind,
ist
s
D(G)
(W,wW ′)([H,λ]G) = 0 = s
D(G)
(W,wW ′)([V,ϕ]G)
fu¨r alle w ∈W . Gegebenenfalls ist s
D(G)
(W,wW ′)(a) = 1. Im folgenden berechnen wir die Spezies-
werte s
D(G)
(W,wW ′)(a) fu¨r alle Untergruppen W ≤ G, die zu H oder V subkonjugiert sind. Es
genu¨gt, die Gruppen H, U K, V und 1 zu betrachten. Wegen NG(H) = H und V < H ist
s
D(G)
(H,hH′)([H,λ]G) =
∑
gH∈NG(H)/H
gλ(h) = λ(h) und s
D(G)
(H,hH′)([V,ϕ]G) = 0 (2.26)
fu¨r alle h ∈ H. Es ist genau dann U ≤ gH fu¨r g ∈ G, wenn g ∈ H ist. Ferner ist U G V .
Also gilt
s
D(G)
(U,u)([H,λ]G) =
∑
gH∈G/H
U≤gH
gλ(u) = λ(u) = 1 und s
D(G)
(U,u)([V,ϕ]G) = 0 (2.27)
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fu¨r alle u ∈ U . Ist K ≤ gH fu¨r ein g ∈ G, so ist g ∈ H. Ferner ist K G V , also ist
s
D(G)
(K,k)([H,λ]G) =
∑
gH∈G/H
K≤gH
gλ(k) = λ(k) = 1 und s
D(G)
(K,k)([V,ϕ]G) = 0 (2.28)
fu¨r alle k ∈ K. Es sei {g1, ..., g(G:H)} ein vollsta¨ndiges Repra¨sentantensystem der Nebenklassen
von G nach H. Dabei seien g1 = 1 und g2 = (1, 2)(4, 5) ∈ NG(V ). Dann ist gih 6∈ NG(V )
fu¨r alle i = 3, ..., (G : H) und alle h ∈ H. Aus gih ∈ NG(V ) fu¨r ein i ∈ {1, ..., (G : H)} und
ein h ∈ H folgt na¨mlich gih ∈ H oder gih =NG(V ) g2. Ist gih ∈ H, so ist i = 1, und ist
gih =NG(V ) g2, so folgt unmittelbar g
−1
2 gih ∈ H und damit i = 2. Ist nun V
gi ≤ H fu¨r ein
i ∈ {1, ..., (G : H)}, so existiert h ∈ H mit V gih = V , da V eine 3-Sylowgruppe von H ist.
Also ist gih ∈ NG(V ), und damit ist i ∈ {1, 2}. Es folgt
s
D(G)
(V,v) ([H,λ]G) =
∑
gH∈G/H
V≤gH
gλ(v) = λ(v) + g2λ(v) =
{
−1 falls v 6= 1, λ 6= 1
2 sonst.
(2.29)
und
s
D(G)
(V,v) ([V,ϕ]G) =
∑
gV ∈NG(V )/V
gϕ(v) =
{
−1 falls v 6= 1, ϕ 6= 1
2 sonst.
(2.30)
Es seien nun 1 6= λ ∈ Hˆ und 1 6= ϕ ∈ Vˆ . Fu¨r h ∈ H folgt aus (2.26)
s
D(G)
(H,hH′)(a) = 1− s
D(G)
(H,hH′)([H, 1]G − [H,λ]G) = 1− λ(1) + λ(h) = λ(h),
und fu¨r u ∈ U erha¨lt man mit (2.27)
s
D(G)
(U,u)(a) = 1− s
D(G)
(U,u)([H, 1]G − [H,λ]G) = 1.
Fu¨r k ∈ K folgt aus (2.28)
s
D(G)
(K,k)(a) = 1− s
D(G)
(K,k)([H, 1]G − [H,λ]G) = 1.
Fu¨r v ∈ V folgt aus (2.29) und (2.30)
s
D(G)
(V,v) (a) = 1− s
D(G)
(V,v) ([H, 1]G − [H,λ]G) + s
D(G)
(V,v) ([V, 1]G − [V, λ]G) = 1.
Weiterhin ist
e
D(G)
(1,1) (a) = 1− ((G : H)− (G : H)) + ((G : V )− (G : V )) = 1.
Also ist a ∈ UT (D(G)). Fu¨r hH
′ 6= 1 hat die Einheitswurzel s
D(G)
(H,hH′)(a) = λ(h) Ordnung 3,
und damit hat a Ordnung 3. Also besitzt D(G) nicht-triviale Torsionseinheiten.
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2.7 Abelsche Gruppen
In Satz 2.3.5 haben wir gesehen, dass man die Kommutativita¨t einer GruppeG im Ring D(G)
an den Fu¨hrern der primitiven Idempotente erkennen kann. Mit Hilfe von Satz 2.6.7 u¨ber die
Torsionseinheiten von D(G) ko¨nnen wir in diesem Abschnitt zeigen, dass D(G) ∼= D(G˜) mit
einer abelschen Gruppe G die Isomorphie G ∼= G˜ impliziert. Wir werden im folgenden die
zyklische Gruppe Z/2Z stets mit C2 bezeichnen.
Satz 2.7.1 Es sei G eine abelsche Gruppe. Dann ist
UT (D(G)) ∼= G× C
m+1
2 ,
wobei m die Anzahl der Untergruppen von G mit Index 2 ist.
Beweis: Fu¨r G = 1 ist die Behauptung klar. Es sei G 6= 1. Wir benutzen die Bezeichnungen
aus Satz 2.6.7 und setzen S := {H : H ≤ G} und n := 2|G|. Dann hat S Eigenschaft (∗), und
fu¨r H ∈ S gilt S(H) = {[H,ψ]G : ψ ∈ Hˆ}. Es seien U < G und a ∈ U
∗. Dann ist a + 1 eine
Torsionseinheit in D(G). Es sei ρ die Einbettung von D(G) in den Ghostring Dˆ(G) (siehe
(2.11)). Dann ist ρU (a + 1) ∈ ZUˆ eine Torsionseinheit in ZUˆ . Da Uˆ abelsch ist, ist ±Uˆ die
Menge aller Torsionseinheiten in ZUˆ (siehe [Hi40]). Also existiert τ ∈ Uˆ mit ρU (a+1) = ±τ .
Es ist a =
∑
λ∈Uˆ a[U,λ][U, λ]G mit a[U,λ] ∈ Z. Da G abelsch ist, folgt
ρU (a) =
∑
λ∈Uˆ
a[U,λ]
∑
gU∈G/U
gλ = (G : U)
∑
λ∈Uˆ
a[U,λ]λ = ±τ − 1.
Im Fall 2 < (G : U) folgt unmittelbar a[U,λ] = 0 fu¨r alle λ ∈ Uˆ . In diesem Fall ist also a = 0.
Ist (G : U) = 2, so folgt ρU (a) ∈ {0,−2}. Ist ρU (a) = 0, so ist a[U,λ] = 0 fu¨r alle λ ∈ Uˆ , und
damit ist a = 0. Der Fall ρU (a) = −2 ist nur fu¨r a[U,1] = −1 und a[U,λ] = 0 fu¨r alle λ ∈ Uˆ\{1}
mo¨glich. Ferner ist
(1− [U, 1]G)
2 = 1− 2[U, 1]G + [U, 1]
2
G = 1− 2[U, 1]G +
∑
gU∈G/U
[U, 1]G = 1. (2.31)
Dann ist (1 − [U, 1]G)
2|G| = 1, also ist −[U, 1]G ∈ U
∗. Damit ist U∗ = {0,−[U, 1]G}, falls
(G : U) = 2 ist. Es folgt
|U∗| =
{
2 falls (G : U) = 2
1 sonst.
Wegen (2.31) und da sich jede Torsionseinheit u ∈ UT (D(G)) eindeutig in der Form
u = ±[G,ψ]G
∏
H∈S\{G}
(1 + uH)
mit uH ∈ H
∗ und ψ ∈ Gˆ darstellen la¨sst, folgt die Behauptung. 
Korollar 2.7.2 Es seien G eine endliche, abelsche Gruppe, und es sei G˜ eine endliche Grup-
pe mit D(G) ∼= D(G˜). Dann ist G ∼= G˜.
Beweis: Aus Satz 2.3.5 folgt, dass auch G˜ abelsch ist. Wegen UT (D(G)) ∼= UT (D(G˜)) folgt
G× Cm+12
∼= G˜× Cm˜+12 , wobei m und m˜ jeweils die Anzahl der Untergruppen von G und G˜
mit Index 2 sind. Dann ist |G×Cm+12 | = |G˜×C
m˜+1
2 |, und wegen |G| = |G˜| folgt m = m˜ und
damit G ∼= G˜. 
KAPITEL 2. NILPOTENTE UND P-NIPLOTENTE GRUPPEN 52
2.8 Nilpotente und p-nilpotente Gruppen
In diesem Abschnitt werden wir zuna¨chst zeigen, dass die monomialen Darstellungsringe der
Diedergruppe, der Semidiedergruppe und der verallgemeinerten Quaternionengruppe der Ord-
nung 2n nicht isomorph sind. Wir werden dann sehen, dass der Isomorphietyp von Gruppen
der Ordnung p3 durch D(G) eindeutig bestimmt ist. Anschließend werden wir die monomia-
len Darstellungsringe nilpotenter Gruppen untersuchen. Am Ende dieses Abschnittes wird ein
weiteres Ergebnis aufgezeigt, bei dem p-nilpotente Gruppen zugrunde gelegt werden.
Fu¨r 3 ≤ n ∈ N ist
Dn := 〈x, y | x
2n−1 = 1 = y2, yxy−1 = x−1〉
die Diedergruppe und
Qn := 〈x, y | x
2n−1 = 1, y2 = x2
n−2
, yxy−1 = x−1〉
die verallgemeinerte Quaternionengruppe der Ordnung 2n. Die verallgemeinerte Quaternio-
nengruppe der Ordnung 8 heißt Quaternionengruppe. Fu¨r 4 ≤ n ∈ N heißt
SDn := 〈x, y | x
2n−1 = 1 = y2, yxy−1 = x−1+2
n−2
〉
Semidiedergruppe der Ordnung 2n. Diese Gruppen werden ausfu¨hrlich in [Hu], Kapitel I, §14,
behandelt. Im folgenden soll gezeigt werden, dass die jeweiligen monomialen Darstellungs-
ringe dieser Gruppen verschiedene Basisla¨ngen haben. Es sei 3 ≤ n ∈ N. Im Fall n = 3 sei
G ∈ {Dn, Qn}, und fu¨r 4 ≤ n sei G ∈ {Dn, Qn, SDn}. Fu¨r i = 1, ..., n − 1 definieren wir
Untergruppen von G durch
Hi,1 := 〈x
2n−i−1〉, Hi,2 := 〈x
2n−i , y〉 und Hi,3 := 〈x
2n−i , yx〉.
Diese Untergruppen bilden fu¨r i = 2, ..., n − 1 ein vollsta¨ndiges Repra¨sentantensystem der
Konjugationsklassen der Untergruppen der Ordnung 2i. Fu¨r i = 2, ..., n − 1 gilt
NG(Hi,1) = G,
und fu¨r i = 2, ..., n − 2 ist
NG(Hi,2) = Hi+1,2 und NG(Hi,3) = Hi+1,3.
Außerdem ist NG(Hn−1,2) = NG(Hn−1,3) = G. Fu¨r die jeweiligen Kommutatorgruppen gilt
G′ = Hn−2,1, H
′
i,2 = H
′
i,3 = Hi−2,1
fu¨r alle i = 3, ..., n − 1 und H ′i,1 = H
′
2,2 = H
′
2,3 = 1 fu¨r alle i = 1, ..., n − 1. Weiterhin ist
Z(G) = H1,1 = 〈x
2n−2〉 das Zentrum von G.
Es sei i ∈ {2, ..., n−1} fest gewa¨hlt. Wir werden die Anzahl Ai,j der Elemente [Hi,j, hH
′
i,j ]G ∈
D(G)/G mit j ∈ {1, 2, 3} berechnen. Wir betrachten zuna¨chst die Untergruppe Hi,1. Je zwei
verschiedene Elemente von Hi,1\Z(G) bilden eine Konjugationsklasse in G. Also gibt es genau
Ai,1 = 2 + (|Hi,1| − 2)/2 = 2
i−1 + 1 Bahnen [Hi,1, h]G ∈ D(G)/G.
Wir betrachten nun die Untergruppe Hi,2. Es ist
Hi,2/H
′
i,2 = {1H
′
i,2, x
2n−iH ′i,2, yH
′
i,2, x
2n−iyH ′i,2}.
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Nun ist
x2
n−i
y = x2
n−i−1
yx−2
n−i−1
,
wie man leicht nachrechnet. Also sind die Elemente y und x2
n−i
y in NG(Hi,2) konjugiert. Da-
mit gibt es zur UntergruppeHi,2 genau die drei paarweise verschiedenen Bahnen [Hi,2, 1H
′
i,2]G,
[Hi,2, x
2n−iH ′i,2]G und [Hi,2, yH
′
i,2]G. Also ist Ai,2 = 3. Mit analoger Argumentation erha¨lt man
zur UntergruppeHi,3 die drei paarweise verschiedenen Bahnen [Hi,3, 1H
′
i,3]G, [Hi,3, x
2n−iH ′i,3]G
und [Hi,3, xyH
′
i,3]G aus D(G)/G. Es folgt Ai,3 = 3.
Wegen (G : G′) = 4 gibt es genau 4 Elemente [G, gG′]G ∈ D(G)/G mit g ∈ G.
In Dn gibt es genau 3 Konjugationsklassen von Untergruppen der Ordnung 2. Repra¨sentativ
fu¨r diese Klassen stehen die Gruppen H1,1, H1,2 und H1,3, also ist A1,1 = A1,2 = A1,3 = 2. Die
Gruppe SDn besitzt genau 2 Konjugationsklassen von Untergruppen der Ordnung 2. Diese
werden von den GruppenH1,1 undH1,2 repra¨sentiert. Es folgt A1,1 = A1,2 = 2. In der Gruppe
Qn gibt es genau eine Untergruppe der Ordnung 2, na¨mlich die Gruppe H1,1. Insbesondere
ist A1,1 = 2. Die jeweiligen Basisla¨ngen von Dn, Qn und SDn berechnen sich nun wie folgt:
|D(Dn)/Dn| = 1 + (G : G
′) +
3∑
j=1
n−1∑
i=1
Ai,j
= 1 + 4 + 3 · 2 + 3 · 2(n − 2) +
n−1∑
i=2
(2i−1 + 1) = 2n−1 + 7n− 5,
|D(SDn)/SDn| = 1 + (G : G
′) +A1,1 +A1,2 +
3∑
j=1
n−1∑
i=2
Ai,j
= 1 + 4 + 2 · 2 + 3 · 2(n − 2) +
n−1∑
i=2
(2i−1 + 1) = 2n−1 + 7n − 7
|D(Qn)/Qn| = 1 + (G : G
′) +A1,1 +
3∑
j=1
n−1∑
i=2
Ai,j =
= 1 + 4 + 2 + 3 · 2(n − 2) +
n−1∑
i=2
(2i−1 + 1) = 2n−1 + 7n− 9.
Damit sind die Basisla¨ngen der jeweiligen monomialen Darstellungsringe verschieden, und die
Ringe sind demnach nicht isomorph.
Satz 2.8.1 Es sei p eine Primzahl. Der Isomorphietyp der Gruppen der Ordnung p3 ist durch
D(G) eindeutig bestimmt.
Beweis: Nach Satz 2.7.2 genu¨gt es, die Behauptung fu¨r nicht-abelsche Gruppen zu beweisen.
Der Fall p = 2 wurde bereits behandelt. Es sei also 3 ≤ p. Es gibt genau zwei Isomorphietypen
nicht-abelscher Gruppen der Ordnung p3 (siehe [Hu], Kap. I, §14). Eine Klasse wird durch
die Gruppe
G1 := (〈x〉 × 〈y〉)⋊ 〈z〉
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beschrieben, wobei 〈x〉, 〈y〉 und 〈z〉 zyklische Gruppen der Ordnung p sind. Dabei operiert
〈z〉 durch zxz−1 = xy und zyz−1 = y auf 〈x〉 × 〈y〉. Der zweite Isomorphietyp wird durch die
Gruppe
G2 := 〈v〉 ⋊ 〈w〉
repra¨sentiert, wobei 〈v〉 und 〈w〉 zyklische Gruppen mit |〈v〉| = p2 und |〈w〉| = p sind. Dabei
operiert 〈w〉 durch wvw−1 = v1+p auf 〈v〉. Wir werden im folgenden die Basisla¨ngen von
D(G1) undD(G2) berechnen. Dabei za¨hlen wir zuerst die primitiven Idempotente e
D(G1)
(H,hH′) von
DQ(ζ)(G1), wobei H normal in G1 ist. Dann werden wir die Anzahl der restlichen primitiven
Idempotente berechnen und hinzuaddieren. Bei D(G2) werden wir analog vorgehen.
Die Gruppe G1 besitzt genau p+ 4 Normalteiler, na¨mlich die Gruppen
1, 〈y〉, 〈z, y〉, 〈zx, y〉, 〈zx2, y〉, ..., 〈zxp−1, y〉, 〈x, y〉 und G.
Dabei ist 〈y〉 = Z(G1) = G
′
1 der einzige Normalteiler der Ordnung p von G1. Die Operation
von G auf D(G) erzeugt fu¨r einen Normalteiler N < G und g ∈ N mit g 6∈ 〈y〉 eine Bahn
[N, g]G der La¨nge p. Es gibt genau p+1 echte Normalteiler, die 〈y〉 echt enthalten, und diese
enthalten genau p2 − p Elemente, die nicht in 〈y〉 liegen. Also gibt es
(p + 1)(p2 − p)/p = (p+ 1)(p − 1)
primitive Idempotente der Form e
D(G1)
(N,g) mit N E G1, N 6= G1 und g 6∈ 〈y〉, und es gibt
(p+ 2)p primitive Idempotente e
D(G1)
(N,g) , 1 < N E G1 mit N 6= G1 und g ∈ 〈y〉. Weiterhin gibt
es (G1 : G
′
1) = p
2 primitive Idempotente e
D(G1)
(G1,gG′1)
, g ∈ G1.
Da jedes Element 1 6= g ∈ G1 die Ordnung p hat, ist jedes Element 1 6= g ∈ G1 in genau einer
Untergruppe der Ordnung p enthalten. Also gibt es
(p3 − 1)/(p − 1) = p2 + p+ 1
Untergruppen der Ordnung p. Es gibt genau eine normale Untergruppe der Ordnung p, und
es sind jeweils p nicht-normale Untergruppen von G1 zueinander konjugiert. Also gibt es
(p2 + p)/p = p + 1 Konjugationsklassen nicht-normaler Untergruppen von G1. Ist H eine
nicht-normale Untergruppe von G1, so sind je zwei verschiedene Elemente von H nicht in
G1 konjugiert. Die Bahnen [H,h1]G1 und [H,h2]G1 sind also fu¨r h1, h2 ∈ H mit h1 6= h2
verschieden. Also gibt es genau p(p + 1) primitive Idempotente e
D(G1)
(H,h) mit nicht-normaler
Untergruppe H ≤ G. Die Basis von D(G1) hat also die La¨nge
|D(G1)/G1| = 1 + p(p+ 1) + p(p + 2) + p
2 + (p+ 1)(p − 1) = p(4p+ 3).
Die Gruppe G2 besitzt ebenfalls p+ 4 Normalteiler, na¨mlich die Gruppen
1, 〈v〉, 〈vp〉, 〈w, vp〉, 〈wv〉, ..., 〈wvp−1〉 und G2.
Ferner ist 〈vp〉 = Z(G2) = G
′
2. Mit der gleichen Begru¨ndung wie bei Gruppe G1 gibt es
(p+1)(p−1) primitive Idempotente der Form e
D(G2)
(N,g) mit N E G2,N 6= G2 und g 6∈ 〈v
p〉, und
(p+2)p primitive Idempotente e
D(G2)
(N,g) mit 1 < N E G2, N 6= G2 und g ∈ 〈v
p〉. Außerdem gibt
es p2 primitive Idempotente e
D(G2)
(G2,g)
, g ∈ G. Nun sind die Untergruppen 〈v〉, 〈wv〉, ..., 〈wvp−1〉
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genau die zyklischen Untergruppen der Ordnung p2 von G2, und jede dieser Gruppen entha¨lt
genau p(p− 1) erzeugende Elemente. Also gibt es p2(p− 1) Elemente der Ordnung p2 in G2,
und damit gibt es
p3 − 1− p2(p− 1) = p2 − 1
Elemente der Ordnung p in G2. Da 〈v
p〉 die einzige normale Untergruppe der Ordnung p ist,
gibt es genau
(p2 − 1− (p− 1))/(p − 1) = (p2 − p)/(p − 1) = p
nicht-normale Untergruppen der Ordnung p in G2. Damit besitzt G2 genau eine Konjugati-
onsklasse von Untergruppen der Ordnung p. Nun sind die Bahnen [H,h1]G2 und [H,h2]G2 fu¨r
eine nicht-normale Untergruppe H ≤ G2 und h1, h2 ∈ H mit h1 6= h2 verschieden. Es gibt
also p primitive Idempotente e
D(G2)
(H,h) mit nicht-normaler Untergruppe H und h ∈ H. Es folgt
|D(G2)/G2| = 1 + p+ p(p+ 2) + p
2 + (p+ 1)(p − 1) = 3p(p + 1),
und damit ist D(G1) 6∼= D(G2). 
Im weiteren Verlauf dieses Abschnittes werden wir nilpotente Gruppen untersuchen. Der
folgende Satz zeigt, dass man die Nilpotenz einer Gruppe G in D(G) erkennen kann.
Satz 2.8.2 Es sei G eine endliche, nilpotente Gruppe und G˜ eine endliche Gruppe mit
D(G) ∼= D(G˜). Dann ist G˜ nilpotent.
Beweis: Es sei α : D(G˜)→ D(G) ein Isomorphismus, und es sei
α(e
D(G˜)
(1,1) ) = e
D(G)
(U,uU ′).
Dann ist U ein abelscher Normalteiler von G und u ∈ Z(G). Es sei p ein Primteiler von G,
P die p-Sylowgruppe von G und H := Op(U). Dann ist H ein abelscher Normalteiler von G
mit p ∤ |H|. Da u ∈ Z(G) ist, ist h := up′ ∈ Z(G) ∩H. Aus Satz 2.4.1 und aus der Nilpotenz
von G folgt nun
α(e
D(G˜),p
(1,1) ) =
∑
[K,kK ′]G∈I
e
D(G)
(K,kK ′) (2.32)
mit
I = {[K,kK ′]G ∈ D(G)/G : K = H × V, V ≤ P, k = hv, v ∈ V }.
Es seien K := H×V mit V ≤ P und k := hv mit v ∈ V . Da G nilpotent ist, ist Gp′ ≤ CG(V ),
und da H normal in G ist, ist Gp′ ≤ NG(K). Da h ∈ Z(G) ist, ist
gkK ′g−1 = ghvg−1K ′ = hvK ′ = kK ′
fu¨r alle g ∈ Gp′ . Also ist Gp′ ≤ NG(K,kK
′). Weiterhin ist K ′ = (H × V )′ = V ′ eine p-
Untergruppe von G. Also ist |Gp′ | ein Teiler von (NG(K,kK
′) : K ′). Damit ist |Gp′ | ein
Teiler aller Fu¨hrer der primitiven Idempotente e
D(G)
(K,kK ′) mit [K,kK
′]G ∈ I. Es sei P˜ eine
p-Sylowgruppe von G˜. Wegen Gleichung (2.32) und
e
D(G˜),p
(1,1) =
∑
[U˜,u˜U˜ ′]∈D(G˜)/G˜
U˜≤P˜
e
D(G˜)
(U˜ ,u˜U˜ ′)
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ist |Gp′ | = |G˜|p′ ein Teiler der Fu¨hrer der primitiven Idempotente e
D(G˜)
(U˜ ,u˜U˜ ′)
mit U˜ ≤ P˜ .
Insbesondere ist |G˜|p′ ein Teiler des Fu¨hrers von e
D(G˜)
(P˜ ,1P˜ ′)
. Also ist |G˜|p′ ein Teiler von
(NG˜(P˜ ) : P˜
′)p′ = (NG˜(P˜ ) : P˜ ),
und damit ist P˜ normal in G˜. Da p beliebig gewa¨hlt wurde, sind alle Sylowgruppen von G˜
normal in G˜. Also ist G˜ nilpotent. 
Wir werden nun zeigen, dass D(G) ∼= D(G˜) mit nilpotenten Gruppen G und G˜ die Iso-
morphie D(P ) ∼= D(P˜ ) impliziert, wobei P und P˜ die p-Sylowgruppen von G und G˜ zu einem
gegebenen Primteiler p von |G| sind. Wir beno¨tigen zuna¨chst den folgenden Satz.
Satz 2.8.3 Es seien G und H endliche Gruppen mit ggT(|G|, |H|) = 1. Dann ist
D(G×H) ∼= D(G)⊗Z D(H).
Beweis: Satz 2.2.4 in [Fo04]. 
Satz 2.8.4 Es seien A1, A2, B1, B2 kommutative Ringe mit Einselement, die als Z-Modul
endlich erzeugt und frei sind. Ferner besitzen die Ringe A1 und A2 Z-Basen, die die jeweiligen
Einselemente enthalten. Es existiere ein unita¨rer Teilring R ⊆ C, so dass R ⊗Z Ai (i = 1, 2)
nur die Idempotente 0 und 1 besitzt und R ⊗Z Bi (i = 1, 2) halbeinfach ist. Ist A1 ⊗Z B1 ∼=
A2 ⊗Z B2, so ist B1 ∼= B2.
Beweis: Es seien {a1, ..., as} ⊆ A1, , {a˜1, ..., a˜t} ⊆ A2, {b1, ..., bn} ⊆ B1 und {b˜1, ..., b˜m} ⊆ B2
jeweilige Z-Basen mit a1 = 1A1 und a˜1 = 1A2 . Dann ist {ai⊗ bj : i = 1, ..., s, j = 1, ..., n} eine
Z-Basis von A1 ⊗Z B1 und {a˜i ⊗ b˜j : i = 1, ..., t, j = 1, ...,m} eine Z-Basis von A2 ⊗Z B2. Es
seien
ϕ : B1 → R⊗Z B1
bi 7→ 1R ⊗ bi
δ : B1 → A1 ⊗Z B1
bi 7→ 1A1 ⊗ bi
ψ := 1⊗ δ : R⊗Z B1 → R⊗Z A1 ⊗Z B1
1R ⊗ bi 7→ 1R ⊗ 1A1 ⊗ bi
µ : A1 ⊗Z B1 → R⊗Z A1 ⊗Z B1
aj ⊗ bi 7→ 1R ⊗ aj ⊗ bi
(i = 1, ..., n, j = 1, ..., s) die jeweiligen kanonischen Einbettungen. Dann ist ψ ◦ ϕ = µ ◦ δ.
Analog definieren wir die kanonischen Einbettungen ϕ˜ : B2 → R ⊗Z B2, δ˜ : B2 → A2 ⊗Z B2,
ψ˜ : R⊗Z B2 → R⊗Z A2 ⊗Z B2 und µ˜ : A2 ⊗Z B2 → R⊗Z A2 ⊗Z B2. Es sei
α : A1 ⊗Z B1 → A2 ⊗Z B2.
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ein Isomorphismus. Wir setzen α linear fort zu einem Isomorphismus
αˆ : R⊗Z A1 ⊗Z B1 → R⊗Z A2 ⊗Z B2.
Dann ist αˆ ◦ µ = µ˜ ◦ α.
Es seien e1, ..., en die primitiven Idempotente von R⊗ZB1 und e˜1, ..., e˜m die primitiven Idem-
potente von R⊗Z B2. Dann ist
R⊗Z B1 =
n⊕
i=1
Rei und R⊗Z B2 =
m⊕
i=1
Re˜i.
Ferner sind 0 und 1 die einzigen Idempotente in R⊗ZA1 und R⊗ZA2. Dann sind 1R⊗ZA1⊗ei,
i = 1, ..., n, die primitiven Idempotente von (R⊗ZA1)⊗R(R⊗ZB1), und wegen R⊗ZA1⊗ZB1 ∼=
(R⊗ZA1)⊗R (R⊗ZB1) sind ψ(ei), i = 1, ..., n, die primitiven Idempotente von R⊗ZA1⊗ZB1.
Analog sind ψ˜(e˜i), i = 1, ...,m, die primitiven Idempotente von R ⊗Z A2 ⊗Z B2. Also ist
αˆ({ψ(e1), ..., ψ(en)}) = {ψ˜(e˜1), ..., ψ˜(e˜m)}. Insbesondere ist n = m. Mit einer geeigneten
Umnumerierung der e˜i ko¨nnen wir αˆ(ψ(ei)) = ψ˜(e˜i) fu¨r i = 1, ..., n annehmen. Es sei nun
c ∈ B1. Dann existieren r1, ..., rn ∈ R mit ϕ(c) =
∑n
i=1 riei, und es gilt
(αˆ ◦ ψ ◦ ϕ)(c) = (αˆ ◦ ψ)(
n∑
i=1
riei) =
n∑
i=1
riψ˜(e˜i).
Damit existieren also t1, ..., tn ∈ R mit (αˆ ◦ ψ ◦ ϕ)(c) =
∑n
i=1 ti(1R ⊗ 1A2 ⊗ b˜i). Nun ist
(αˆ ◦ ψ ◦ ϕ)(c) = (αˆ ◦ µ ◦ δ)(c) = (µ˜ ◦ α ◦ δ)(c),
und es existieren zi,j ∈ Z (i = 1, ..., t, j = 1, ..., n) mit
(α ◦ δ)(c) =
t∑
i=1
n∑
j=1
zi,j(a˜i ⊗ b˜j).
Also ist
n∑
i=1
ti(1R ⊗ 1A2 ⊗ b˜i) = (µ˜ ◦ α ◦ δ)(c) =
t∑
i=1
n∑
j=1
zi,j(1R ⊗ a˜i ⊗ b˜j).
Wegen a˜1 = 1A2 ist {1R ⊗ 1A2 ⊗ b˜j : j = 1, ..., n} eine Teilmenge der kanonischen Basis
{1R ⊗ a˜i ⊗ b˜j : i = 1, ..., t, j = 1, ..., n} von R ⊗Z A2 ⊗Z B2. Also ist tj = z1,j ∈ Z fu¨r alle
j = 1, ..., n und zi,j = 0 fu¨r i 6= 1, j = 1, ..., n. Es folgt (αˆ ◦ψ ◦ϕ)(c) ∈ (ψ˜ ◦ ϕ˜)(B2), und damit
ist
β := ϕ˜−1 ◦ ψ˜−1 ◦ αˆ ◦ ψ ◦ ϕ : B1 → B2
ein Ringmonomorphismus. Beachtet man, dass ψ ◦ ϕ = µ ◦ δ und δ˜−1 ◦ µ˜−1 = ϕ˜−1 ◦ ψ˜−1 ist,
so folgt
β = δ˜−1 ◦ α ◦ δ. (2.33)
Mit der gleichen Argumentation erha¨lt man den Ringmonomorphismus
β˜ = δ−1 ◦ α−1 ◦ δ˜ : B2 → B1,
und es gilt β ◦ β˜ = idB2 und β˜ ◦ β = idB1 . Also ist β ein Isomorphismus. 
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Satz 2.8.5 Es sei p eine Primzahl, und es seien G = P × H und G˜ = P˜ × H˜ endliche
Gruppen mit p-Gruppen P, P˜ und p′-Gruppen H, H˜. Ist D(G) ∼= D(G˜), so ist D(H) ∼= D(H˜).
Beweis: Es seien ξ ∈ C eine primitive |H|-te Einheitswurzel, p ein Primideal in Z[ξ] mit
char(Z[ξ]/p) = p und R := Z[ξ]p die Lokalisierung von Z[ξ] bei p. Nach Satz 2.2.7 haben
DR(H) und DQ(ξ)(H) die gleichen primitiven Idempotente. Die primitiven Idempotente von
DR(H˜) und DQ(ξ)(H˜) stimmen ebenfalls u¨berein. Also sind DR(H) und DR(H˜) halbeinfach.
Aus Satz 2.2.7 folgt außerdem, dass 0 und 1 die einzigen primitiven Idempotente in DR(P )
und DR(P˜ ) sind. Aus Satz 2.8.3 erha¨lt man die Isomorphie
D(P )⊗Z D(H) ∼= D(G) ∼= D(G˜) ∼= D(P˜ )⊗Z D(H˜).
Wir setzen A1 := D(P ), A2 := D(P˜ ), B1 := D(H) und B2 := D(H˜). Dann sind alle Voraus-
setzungen aus Satz 2.8.4 erfu¨llt, und es folgt D(H) ∼= D(H˜). 
Korollar 2.8.6 Es seien G und G˜ endliche, nilpotente Gruppen mit D(G) ∼= D(G˜). Es seien
p1, ..., pn die verschiedenen Primteiler von |G|, und fu¨r i = 1, ..., n seien Gi und G˜i die pi-
Sylowgruppen von G und G˜. Ist
α : D(G1)⊗Z ...⊗Z D(Gn)→ D(G˜1)⊗Z ...⊗Z D(G˜n)
ein Isomorphismus, so existieren fu¨r i = 1, ..., n Isomorphismen αi : D(Gi) → D(G˜i) mit
α = α1 ⊗ ...⊗ αn.
Beweis: Fu¨r i = 1, ..., n setzen wir Hi := Gi × ... × Gn und H˜i := G˜i × ... × G˜n. Es
seien δi : D(Hi) → D(Hi−1) und δ˜i : D(H˜i) → D(H˜i−1) fu¨r i = 2, ..., n die kanonischen
Einbettungen. Nach Anwendung von Satz 2.8.5 unter Beru¨cksichtigung von Gleichung (2.33)
erha¨lt man zuna¨chst den Isomorphismus β2 := δ˜
−1
2 ◦ α ◦ δ2 : D(H2) → D(H˜2). Erneute
Anwendung von Satz 2.8.5 liefert den Isomorphismus β3 := δ˜
−1
3 ◦ β2 ◦ δ3 : D(H3) → D(H˜3).
Fa¨hrt man auf diese Weise fort, so erha¨lt man den Isomorphismus
βn := δ˜
−1
n ◦ ... ◦ δ˜
−1
2 ◦ α ◦ δ2 ◦ ... ◦ δn : D(Gn)→ D(G˜n).
Dabei sind δ2 ◦ ... ◦ δn : D(Gn) → D(G) und δ˜2 ◦ ... ◦ δ˜n : D(G˜n) → D(G˜) die kanonischen
Einbettungen. Da die Reihenfolge der Primzahlen beliebig gewa¨hlt war, erha¨lt man auf diese
Weise Isomorphismen D(Gi)→ D(G˜i) fu¨r alle i = 1, ..., n. Sind also τi : D(Gi)→ D(G) und
τ˜i : D(G˜i)→ D(G˜) fu¨r i = 1, ..., n die kanonischen Einbettungen, so ist
αi := τ˜
−1
i ◦ α ◦ τi : D(Gi)→ D(G˜i)
fu¨r alle i = 1, ..., n ein Isomorphismus. Es sei nun x = x1 ⊗ ...⊗ xn ∈ D(G1)⊗Z ...⊗ZD(Gn).
Dann ist
α(x) = α((x1 ⊗ 1D(G2) ⊗ ...⊗ 1D(Gn)) · ... · (1D(G1) ⊗ ...⊗ 1D(Gn−1) ⊗ xn))
= (α ◦ τ1)(x1) · ... · (α ◦ τn)(xn) = (τ˜1 ◦ α1)(x1) · ... · (τ˜n ◦ αn)(xn)
= α1(x1)⊗ ...⊗ αn(xn).
Also ist α = α1 ⊗ ...⊗ αn. 
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Satz 2.8.7 Es sei G eine nilpotente Gruppe ungerader Ordnung. Dann gilt UT (D(G)) ∼=
Gˆ× C2.
Beweis: Angenommen, es ist UT (D(G)) ≇ Gˆ× C2. Nach Satz 2.6.7 existiert ein
0 6= u =
∑
[H,ϕ]G∈M(G)/G
z[H,ϕ][H,ϕ]G ∈ D(G), z[H,ϕ] ∈ Z,
mit
∑2|G|
k=1
(2|G|
k
)
uk = 0 und z[G,ϕ] = 0 fu¨r alle ϕ ∈ Gˆ. Also ist 1 + u ∈ UT (D(G)). Es sei
U ≤ G so gewa¨hlt, dass |U | maximal ist mit der Eigenschaft z[U,ψ] 6= 0 fu¨r ein ψ ∈ Uˆ . Dann
ist U < G. Da ±Uˆ die Menge der Torsionseinheiten in ZUˆ ist, existiert ein τ ∈ Uˆ mit
ρU (u) =
∑
[U,ϕ]G∈M(G)/G
z[U,ϕ]
∑
gU∈NG(U)/U
gϕ = ±τ − 1.
Dabei ist ρ die Einbettung von D(G) in den Ghostring Dˆ(G) (siehe (2.11)) und ρU die entspre-
chende Projektion. Ist τ 6= 1, so ist z[U,1] = −1 und (NG(U) : U) = 1. Aus der Nilpotenz von
G folgt aber (NG(U) : U) 6= 1. Also ist τ = 1. Der Fall ρU (u) = −2 ist wegen (NG(U) : U) 6= 1
und (NG(U) : U) 6≡ 0 (mod 2) nicht mo¨glich. Also ist ρU (u) = 0. Dies impliziert aber z[U,ϕ] = 0
fu¨r alle ϕ ∈ Uˆ , was der Voraussetzung z[U,ψ] 6= 0 widerspricht. Also ist UT (D(G)) ∼= Gˆ×C2. 
Als unmittelbare Konsequenz erha¨lt man das folgende Korollar.
Korollar 2.8.8 Es seien G und G˜ nilpotente Gruppen mit D(G) ∼= D(G˜). Dann sind die
2′-Hallgruppen von G/G′ und G˜/G˜′ isomorph.
Beweis: Es seien H und H˜ die 2′-Hallgruppen von G und G˜. Nach Satz 2.8.5 ist D(H) ∼=
D(H˜). Nach Satz 2.8.7 ist H/H ′ × C2 ∼= H˜/H˜
′ × C2, woraus die Behauptung folgt. 
Fu¨r p-nilpotente Gruppen kann das folgende Ergebnis formuliert werden.
Satz 2.8.9 Es seien G und G˜ endliche Gruppen mit D(G) ∼= D(G˜). Fu¨r einen Primteiler
p von |G| seien die p-Sylowgruppen von G und G˜ zyklisch. Ist G p-nilpotent, so ist auch G˜
p-nilpotent.
Beweis: Es sei P eine p-Sylowgruppe von G. Es sei α : D(G˜) → D(G) ein Isomorphismus.
Dann ist α(e
D(G˜)
(1,1) ) = e
D(G)
(U,u) mit einem abelschen Normalteiler U E G und u ∈ Z(G). Es seien
H := Op(U) und h := up′ ∈ Z(G). Nach Satz 2.4.1 ist
α(e
D(G˜),p
(1,1) ) =
∑
[K,kK ′]∈I
e
D(G)
(K,kK ′) (2.34)
mit I = {[K,kK ′]G ∈ D(G)/G : K = HV, V ≤ P, k = hv, v ∈ V }. Es seien V ≤ P , v,w ∈ V
und K := HV . Angenommen, es ist [K,hvK ′]G = [K,hwK
′]G. Wir zeigen v = w.
Es existiert also gK ′ ∈ NG(K)/K
′ mit g(hv)K ′ = hwK ′. Wegen h ∈ Z(G) folgt gvK ′ = wK ′.
Da P zyklisch ist, ist K/H ∼= V zyklisch, also ist K ′ ≤ H und V K ′/K ′ ∼= V . Insbesondere ist
V K ′/K ′ eine zyklische p-Untergruppe von NG(K)/K
′. Nun sind vK ′, wK ′ ∈ V K ′/K ′, und
wegen |〈wK ′〉| = |〈 gvK ′〉| = |〈vK ′〉| ist 〈wK ′〉 = 〈vK ′〉 =: T . Damit ist gK ′ ∈ NNG(K)/K ′(T ).
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Da G p-nilpotent ist, ist auch NG(K) p-nilpotent, und damit ist auch NG(K)/K
′ p-nilpotent.
Aus dem p-Nilpotenz-Kriterium von Frobenius folgt, dass NNG(K)/K ′(T )/CNG(K)/K ′(T ) eine
p-Gruppe ist. Da P abelsch ist, ist jede p-Sylowgruppe von NG(K)/K
′ abelsch. Damit ist eine
p-Sylowgruppe von NG(K)/K
′ in CNG(K)/K ′(T ) enthalten. Also ist |NG(K)/K
′|p ein Teiler
von |CNG(K)/K ′(T )|. Es folgt NNG(K)/K ′(T ) = CNG(K)/K ′(T ), und damit ist wK
′ = vK ′. Es
folgt v−1w ∈ K ′ ∩ V = 1, also ist v = w.
Es sei |P | = pn mit n ∈ N. Zu jedem Teiler pm,m ∈ N, von |P | gibt es genau eine Untergruppe
V ≤ P mit |V | = pm. Nach den obigen Ausfu¨hrungen gibt es zu jeder Untergruppe V ≤ P
mit |V | = pm genau pm verschiedene Bahnen [HV, hv(HV )′]G, v ∈ V . Also ist
|I| =
n∑
i=0
pi =
pn+1 − 1
p− 1
.
Es sei P˜ eine p-Sylowgruppe von G˜. Da P˜ zyklisch ist, ist nach Satz 2.2.7
e
D(G˜),p
(1,1) =
∑
[K˜,k˜K˜ ′]G˜∈J
e
D(G˜)
(K˜,k˜K˜ ′)
mit J = {[V˜ , v˜]G˜ ∈ D(G˜)/G˜ : V˜ ≤ P˜ , v˜ ∈ V˜ }. Da P˜ ebenfalls Ordnung p
n hat, ist |J | ≤∑n
i=0 p
i. Wegen Gleichung (2.34) ist |I| = |J |, also ist genau dann [V˜ , v˜]G˜ = [W˜ , w˜]G˜ mit
V˜ , W˜ ≤ P˜ , v˜ ∈ V˜ , w˜ ∈ W˜ , wenn V˜ = W˜ und v˜ = w˜ ist. Damit ist NG˜(V˜ ) = CG˜(V˜ ) fu¨r
alle V˜ ≤ P˜ . Insbesondere ist NG˜(P˜ ) = CG˜(P˜ ), und nach dem p-Nilpotenz-Kriterium von
Burnside ist G˜ p-nilpotent. 
2.9 Z-Gruppen
In diesem Abschnitt werden wir zeigen, dass die Isomorphie D(G) ∼= D(G˜) mit Gruppen G
und G˜, deren Sylowgruppen zyklisch sind, eine hinreichende Bedingung fu¨r die Isomorphie
G ∼= G˜ ist. Dies unterscheidet sich von der entsprechenden Situation beim Burnsidering, bei
der die Voraussetzung B(G) ∼= B(G˜) im allgemeinen nicht die Isomorphie der beiden Gruppen
impliziert. Wir werden dies an einem Beispiel erla¨utern.
Eine endliche Gruppe G heißt Z-Gruppe, wenn alle Sylowgruppen von G zyklisch sind. Bei-
spielsweise sind Gruppen mit quadratfreier Ordnung Z-Gruppen. Der folgende Satz gibt Aus-
kunft u¨ber die Struktur von Z-Gruppen.
Satz 2.9.1 (Zassenhaus) Es sei G eine Z-Gruppe. Dann existieren n,m, r ∈ N mit
G = 〈x, y : xm = 1 = yn, yxy−1 = xr〉,
wobei |G| = nm, rn ≡ 1 (mod m) und ggT((r − 1)n,m) = 1 ist. Umgekehrt hat jede Gruppe
mit den angegebenen Relationen lauter zyklische Sylowgruppen.
Beweis: [Hu], Kap. IV, Satz 2.11. 
Bemerkung 2.9.2 Es sei G eine Z-Gruppe. Satz 2.9.1 besagt, dass x, y ∈ G existieren mit
G = 〈x〉⋊ 〈y〉,
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wobei |〈x〉| = m, |〈y〉| = n, yxy−1 = xr, rn ≡ 1 (mod m) mit m,n, r ∈ N und ggT((r −
1)n,m) = 1 ist. Wegen yxy−1x−1 = xr−1 und ggT(r − 1,m) = 1 ist 〈x〉 = 〈xr−1〉 ≤ G′.
Da G/〈x〉 abelsch ist, ist G′ ≤ 〈x〉, also ist 〈x〉 = G′. Damit sind m und n in der obigen
Darstellung eindeutig bestimmt. Wegen ggT(r,m) = 1 = ggT(r − 1,m) ist 2 kein Teiler von
m = |G′|.
Es sei H ≤ G. Dann ist U := H ∩〈x〉 = 〈xi〉 fu¨r ein i ∈ N mit i
∣∣ m. Ferner ist U =∏q∈M Hq,
wobei M = {q : q
∣∣ m, q Primzahl} und Hq fu¨r q ∈ M die q-Sylowgruppe von H ist. Also
ist ggT((H : U), |U |) = 1. Wegen U E H existiert nach dem Satz von Schur-Zassenhaus eine
Untergruppe V ≤ H mit H = U ⋊ V . Da |V | ein Teiler von |〈y〉| ist, existiert nach dem Satz
von Schur-Zassenhaus ein g ∈ G mit gV ≤ 〈y〉. Also existiert ein j
∣∣ n mit gV = 〈yj〉, und
wegen U E G folgt gH = 〈xi〉⋊ 〈yj〉.
Lemma 2.9.3 Es sei G eine nicht-abelsche Z-Gruppe, und es sei p ein Primteiler von |G′|.
Es sei H < G eine echte Untergruppe mit p
∣∣ (H : H ′). Dann ist H < NG(H).
Beweis: Nach Satz 2.9.1 existieren n,m, r ∈ N und zyklische Gruppen 〈x〉, 〈y〉 ≤ G mit
G = 〈x〉⋊ 〈y〉,
wobei |G| = mn, xm = 1 = yn, yxy−1 = xr mit r > 1 (da G nicht abelsch ist), rn ≡ 1 (modm)
und ggT((r−1)n,m) = 1 gilt. Es sei H < Gmit p | (H : H ′). Nach Bemerkung 2.9.2 existieren
g ∈ G und natu¨rliche Zahlen i
∣∣ m und j ∣∣ n mit
gH = 〈xi〉⋊ 〈yj〉.
Ist j = 1, so folgt aus yxiy−1x−i = (xi)r−1 und ggT(r − 1,m) = 1 unmittelbar 〈(xi)r−1〉 =
〈xi〉 = H ′. Dann ist aber p kein Teiler von (H : H ′). Also ist j 6= 1. Wegen j
∣∣ n ist dann
y 6∈ gH. Es ist aber y ∈ NG(
gH), also ist gH < NG(
gH). Damit ist H < NG(H). 
Lemma 2.9.4 Es seien G eine Z-Gruppe und u eine Torsionseinheit von D(G). Dann ist
|〈u〉| ein Teiler von 2(G : G′). Ist |G| gerade, so ist |〈u〉| ein Teiler von (G : G′).
Beweis: Es sei u ∈ UT (D(G)). Mit den Bezeichnungen aus Satz 2.6.7 sei S := {1, G}. Nach
Satz 2.6.7 ist
u = ±[G,ψ]G(1 + v)
mit ψ ∈ Gˆ, 1 + v ∈ UT (D(G)) und v ∈ D(G)S(1). Es sei
v :=
∑
[U,λ]G∈M(G)/G
z[U,λ][U, λ]G
mit z[U,λ] ∈ Z fu¨r alle [U, λ]G ∈ M(G)/G. Wegen v ∈ D(G)S(1) ist z[G,λ] = 0 fu¨r alle λ ∈ Gˆ.
Angenommen, |〈u〉| ist kein Teiler von 2(G : G′). Es ist |〈u〉| ein Teiler von 2|G|, und da nach
Bemerkung 2.9.2 ggT(|G′|, 2(G : G′)) = 1 ist, existiert ein Primteiler p von |G′| mit p
∣∣ |〈u〉|.
Insbesondere ist G nicht abelsch und p 6= 2. Wegen |〈±[G,ψ]G〉|
∣∣ 2(G : G′) folgt p ∣∣ |〈1+ v〉|.
Also gibt es eine Untergruppe T ≤ G, so dass ρT (1 + v) eine Torsionseinheit in ZTˆ ist, deren
Ordnung von p geteilt wird. Dabei ist ρ wieder die Einbettung von D(G) in den Ghostring
Dˆ(G) (siehe (2.11)) und ρT die entsprechende Projektion. Wegen UT (ZTˆ ) = ±Tˆ und p 6= 2
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existiert also τ ∈ Tˆ mit ρT (1 + v) = ±τ , wobei p ein Teiler von |〈τ〉| ist. Demnach gibt es ein
[H,ϕ]G ∈M(G)/G, so dass z[H,ϕ] 6= 0 und τ ein Summand von
ρT ([H,ϕ]G) =
∑
gH∈G/H
T≤gH
gϕ|T
ist. Es existiert also ein g ∈ G mit T ≤ gH und gϕ|T = τ . Es sei H ≤ G maximal gewa¨hlt
mit der Eigenschaft, dass T ≤ H ist, und dass ϕ ∈ Hˆ existiert mit ϕ|T = τ und z[H,ϕ] 6= 0.
Dann ist H < G. Wegen τ |〈ϕ〉| = (ϕ|T )
|〈ϕ〉| = 1 ist p ein Teiler von |〈ϕ〉|, und damit ist p ein
Teiler von (H : H ′). Insbesondere ist ϕ 6= 1. Nach Lemma 2.9.3 ist H < NG(H). Es wird
nun gezeigt, dass ρH(1+v) keine Torsionseinheit in ZHˆ sein kann. Dazu werden wir zuna¨chst
zeigen, dass kein hϕ, h ∈ NG(H), als Summand in
ρH(v)− ρH(z[H,ϕ][H,ϕ]G) = ρH(
∑
[U,λ]G∈M(G)/G
[U,λ]G 6=[H,ϕ]G
z[U,λ][U, λ]G) (2.35)
vorkommt. Angenommen, es existiert h ∈ NG(H), so dass
hϕ Summand in (2.35) ist. Dann
existiert ein [U, λ]G ∈M(G)/G mit [U, λ]G 6= [H,ϕ]G und z[U,λ] 6= 0, so dass
hϕ ein Summand
von
ρH([U, λ]G) =
∑
gU∈G/U
H≤gU
gλ|H
ist. Dann ist aber (H, hϕ) ≤ (gU, gλ) fu¨r ein g ∈ G, und damit ist (H,ϕ) ≤ (h
−1gU, h
−1gλ).
Aus der Maximalita¨tsbedingung von H folgt (H,ϕ) = (h
−1gU, h
−1gλ), was im Widerspuch zu
[H,ϕ]G 6= [U, λ]G steht. Also ist
hϕ kein Summand in (2.35). Wegen
ρH([H,ϕ]G) =
∑
gH∈NG(H)/H
gϕ
ist damit
ρH(1 + v) = 1 + z[H,ϕ]
∑
gH∈NG(H)/H
gϕ+ ρH(
∑
[U,λ]G∈M(G)/G
[U,λ]G 6=[H,ϕ]G
z[U,λ][U, λ]G)
= 1 + z[H,ϕ]
∑
gH∈NG(H)/H
gϕ+
n∑
i=1
liψi
mit n ∈ N, li ∈ Z und ψi ∈ Hˆ mit ψi 6= gϕ fu¨r alle g ∈ NG(H) und alle i = 1, ..., n. Wegen
ϕ 6= 1, UT (ZHˆ) = ±Hˆ und H < NG(H) ist ρH(1 + v) keine Torsionseinheit in UT (ZHˆ). Also
ist die Annahme zu einem Widerspruch gefu¨hrt, und es ist |〈u〉| ein Teiler von 2(G : G′). Es
sei |G| gerade. Dann ist |〈u〉| ein Teiler von |G|. Es existiert z ∈ Z mit |〈u〉|z = 2(G : G′).
Wegen 2 ∤ |G′| und |〈u〉|
∣∣ |G| folgt aus |〈u〉||G′|z = 2|G|, dass 2 ein Teiler von z ist. Also ist
|〈u〉| ein Teiler von (G : G′). 
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Lemma 2.9.5 Es seien G und G˜ Z-Gruppen. Ist D(G) ∼= D(G˜), so ist G/G′ ∼= G˜/G˜′.
Beweis: Nach Bemerkung 2.9.2 ist G/G′ zyklisch. Es sei ξ ∈ C eine primitive (G : G′)-te
Einheitswurzel, und es seien c ∈ G mit 〈cG′〉 = G/G′ und λ ∈ Gˆ mit λ(c) = ξ. Fu¨r alle
u ∈ UT (D(G)) und alle (H,hH
′) ∈ D(G) folgt aus Lemma 2.9.4, dass s
D(G)
(H,hH′)(u) = ±ξ
i mit
i ∈ {1, ..., (G : G′)} ist. Ferner ist ±[G,λ]G ∈ UT (D(G)) und s
D(G)
(G,cG′)(±[G,λ]G) = ±ξ. Da 2
kein Teiler von |G′| ist, folgt
max{|〈u〉| : u ∈ UT (D(G))} =
{
(G : G′) falls |G| gerade
2(G : G′) falls |G| ungerade.
Also ist (G : G′) = (G˜ : G˜′), und da G/G′ und G˜/G˜′ zyklisch sind, folgt G/G′ ∼= G˜/G˜′. 
Satz 2.9.6 Es seien G und G˜ Z-Gruppen. Ist D(G) ∼= D(G˜), so ist G ∼= G˜.
Beweis: Nach Satz 2.9.1 existieren x, y ∈ G und x˜, y˜ ∈ G˜ mit
G = 〈x〉⋊ 〈y〉 und G˜ = 〈x˜〉⋊ 〈y˜〉.
Dabei ist |〈x〉| = m, |〈y〉| = n, yxy−1 = xr, r,m, n ∈ N, mit rn ≡ 1 (mod m) und ggT((r −
1)n,m) = 1, und es ist |〈x˜〉| = m˜, |〈y˜〉| = n˜, y˜x˜y˜−1 = x˜s, s, m˜, n˜ ∈ N, mit sn˜ ≡ 1 (mod m˜) und
ggT((s − 1)n˜, m˜) = 1. Ferner sind m, m˜, n, n˜ ∈ N eindeutig bestimmt. Wir setzen X := 〈x〉,
X˜ := 〈x˜〉 und Y := 〈y〉.
Es sei H := CG(X). Wegen NG(X) = G ist H E G. Nach Bemerkung 2.9.2 ist H = X ⋊HY
mit HY ≤ Y . Also ist HY ≤ Z(G), und es gilt H = X × HY . Damit ist H ein abelscher
Normalteiler in G, und wegen ggT(|X|, |HY |) = 1 sind alle Untergruppen U ≤ H von der
Form U = UX×UY mit UX ≤ X und UY ≤ HY ≤ U∩Z(G). Da X ein zyklischer Normalteiler
von G ist, sind alle Untergruppen von H normal in G. Wir setzen t := (G : H). Dann ist
1, y, ..., yt−1 ein System von Linksnebenklassenvertretern von H in G. Wegen yt ∈ Z(G) ist
x = xr
t
. Außerdem ist x 6= xr
k
fu¨r alle k ∈ {1, ..., t − 1}. Also ist r +mZ eine primitive t-te
Einheitswurzel in Z/mZ.
Analog setzen wir H˜ := CG˜(X˜). Wir zeigen zuna¨chst die Gu¨ltigkeit der folgenden Aussage:
A := {e
D(G)
(U,uU ′) : m teilt den Fu¨hrer von e
D(G)
(U,uU ′)} = {e
D(G)
(U,uU ′) : U ≤ H} =: B. (2.36)
Es sei e
D(G)
(U,uU ′) ∈ B. Dann ist U abelsch, also ist der Fu¨hrer von e
D(G)
(U,u) gleich |NG(U, u)|.
Weiterhin ist X ≤ CG(H), also ist X ≤ NG(U, u). Damit ist m ein Teiler des Fu¨hrers von
e
D(G)
(U,u) .
Es sei umgekehrt e
D(G)
(U,uU ′) ∈ A. Nach Bemerkung 2.9.2 existiert g ∈ Gmit
gU = UX⋊UY , wobei
UX ≤ X und UY ≤ Y ist. Wegen e
D(G)
(U,uU ′) = e
D(G)
g(U,uU ′) ko¨nnen wir U = UX ⋊ UY annehmen.
Da U/UX abelsch ist, ist U
′ ≤ UX . Wegen m = |X|
∣∣ (NG(U, uU ′) : U ′) und |G| = mn
mit ggT(m,n) = 1 folgt U ′ = 1. Also ist U abelsch, und damit ist U = UX × UY . Nun ist
m
∣∣ |NG(U, uU ′)| ∣∣ |NG(U)|. Also ist X ≤ NG(U), und damit ist x ∈ NG(U). Es sei yi ∈ UY
fu¨r ein i ∈ N. Wegen xUY = UY ist xyix−1 = yj fu¨r ein j ∈ N. Also ist yj−ix = y−ixyi ∈ X,
und es folgt yi = yj . Also ist UY ≤ H, und damit ist U ≤ H. Es folgt A = B.
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Es sei α : D(G˜) → D(G) ein Isomorphismus. Nach Lemma 2.9.5 ist m = m˜. Wegen Aussage
(2.36) gilt damit
α({e
D(G˜)
(U˜ ,u˜)
: U˜ ≤ H˜}) = {e
D(G)
(U,u) : U ≤ H}. (2.37)
Also ist
s
D(G˜)
(H˜,x˜)
= s
D(G)
(V,v) ◦ α (2.38)
fu¨r ein V ≤ H und ein v ∈ V . Wir zeigen im folgenden, dass
s
D(G˜)
(H˜,x˜)
= s
D(G˜)
(H˜,x˜ri)
(2.39)
fu¨r alle i = 0, ..., t − 1 ist. Wir werden hierfu¨r einige Zwischenschritte beno¨tigen. Es sei
ζ ∈ C eine primitive |G|-te Einheitswurzel. Fu¨r i = 0, ..., t − 1 wa¨hlen wir ki ∈ N mit den
Eigenschaften
ki ≡ r
i (mod m) und ki ≡ 1 (mod n).
Dann ist ggT(ki, |G|) = ggT(ki,mn) = ggT(ki,m)ggT(ki, n) = ggT(r
i,m) = 1 fu¨r alle ki. Wir
definieren σi ∈ Gal(Q(ζ)/Q) durch σi(ζ) := ζki fu¨r alle i = 0, ..., t − 1. Damit ist σi ◦ s
D(G˜)
(H˜,x˜)
eine Spezies von D(G˜) fu¨r alle i. Es seien nun [U˜ , λ˜]G˜ ∈M(G˜)/G˜ und i ∈ {0, ..., t− 1}. Es ist
s
D(G˜)
(H˜,x˜)
([U˜ , λ˜]G˜) =
∑
gU˜∈G˜/U˜
H˜≤gU˜
gλ˜(x˜),
und da H˜ E G˜ ist, ist s
D(G˜)
(H˜,x˜)
([U˜ , λ˜]G˜) = 0 im Fall H˜ 6≤ U˜ . Es sei H˜ ≤ U˜ . Dann ist
(σi ◦ s
D(G˜)
(H˜,x˜)
)([U˜ , λ˜]G˜) = σi(
∑
gU˜∈G˜/U˜
gλ˜(x˜)) =
∑
gU˜∈G˜/U˜
(gλ˜(x˜))ki .
Wegen (gλ˜(x˜))m = 1 ist (gλ˜(x˜))ki = (gλ˜(x˜))r
i
= gλ˜(x˜r
i
) fu¨r alle g ∈ G˜. Also ist
(σi ◦ s
D(G˜)
(H˜,x˜)
)([U˜ , λ˜]G˜) =
∑
gU˜∈G˜/U˜
gλ˜(x˜r
i
) = s
D(G˜)
(H˜,x˜ri)
([U˜ , λ˜]G˜).
Es folgt
σi ◦ s
D(G˜)
(H˜,x˜)
= s
D(G˜)
(H˜,x˜ri)
. (2.40)
Nun ist s
D(G˜)
(H˜,x˜)
= s
D(G)
(V,v) ◦ α fu¨r ein (V, v) ∈ D(G) mit V ≤ H. Um Gleichung (2.39) zu zeigen,
werden wir beweisen, dass σi ◦ s
D(G)
(V,v) = s
D(G)
(V,v) gilt. Es sei [U, λ]G ∈M(G)/G. Nun ist
s
D(G)
(V,v) ([U, λ]G) =
∑
gU∈G/U
V≤gU
gλ(v),
und wegen V E G ist s
D(G)
(V,v) ([U, λ]G) = 0, falls V 6≤ U ist. Es sei also V ≤ U . Nach Bemerkung
2.9.2 ko¨nnen wir annehmen, dass
U = 〈xa〉⋊ 〈yb〉
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mit a
∣∣ m und b ∣∣ n ist. Dann ist 1, x, x2, ..., xa−1 ein Vertretersystem der Linksnebenklassen
von U in X ⋊ 〈yb〉. Weiterhin ist 1, y, y2, ..., yb−1 ein Vertretersystem der Linksnebenklassen
von X ⋊ 〈yb〉 in G. Also ist yjxk, j = 0, ..., b − 1, k = 0, ..., a − 1 ein Vertretersystem der
Linksnebenklassen von U in G. Wegen V = VX × VY mit VX ≤ X und VY ≤ Y existieren
eindeutig bestimmte vx ∈ VX und vy ∈ VY mit v = vxvy. Insbesondere ist vy ∈ Z(G). Dann
ist
s
D(G)
(V,v) ([U, λ]G) =
∑
gU∈G/U
V≤gU
gλ(v) =
∑
gU∈G/U
gλ(vx)
gλ(vy) = λ(vy)
b−1∑
j=0
a−1∑
k=0
λ(yjxkvxx
−ky−j)
= λ(vy)a
b−1∑
j=0
λ(yjvxy
−j).
Wegen λ(vy)
n = 1 ist λ(vy)
ki = λ(vy), und wegen λ(y
ivxy
−i)m = 1 ist λ(yivxy
−i)ki =
λ(yivxy
−i)r
i
. Wegen yb ∈ U gilt außerdem λ(vx) = λ(y
bvxy
−b) = λ(vx)
rb , also ist
b−1∑
j=0
λ(yjvxy
−j)r
i
=
b−1∑
j=0
λ(vx)
rj+i =
b−1∑
j=0
λ(vx)
rj =
b−1∑
j=0
λ(yjvxy
−j).
Damit ist
(σi ◦ s
D(G)
(V,v) )([U, λ]G) = λ(vy)
kia
b−1∑
j=0
λ(yjvxy
−j)ki = λ(vy)a
b−1∑
j=0
λ(yjvxy
−j)r
i
= λ(vy)a
b−1∑
j=0
λ(yjvxy
−j) = s
D(G)
(V,v)
([U, λ]G),
und es folgt σi ◦ s
D(G)
(V,v) = s
D(G)
(V,v) . Aus Gleichung (2.40) ergibt sich
s
D(G˜)
(H˜,x˜ri)
= σi ◦ s
D(G˜)
(H˜,x˜)
= σi ◦ s
D(G)
(V,v) ◦ α = s
D(G)
(V,v) ◦ α = s
D(G˜)
(H˜,x˜)
.
Damit ist [H˜, x˜]G˜ = [H˜, x˜
ri ]G˜, und da i ∈ {0, ..., t − 1} beliebig gewa¨hlt war, sind x˜ und x˜
ri
fu¨r alle i = 0, ..., t− 1 in G˜ konjugiert. Es sei t˜ := (G˜ : H˜). Dann ist {x˜s
j
: j = 0, ..., t˜− 1} die
Konjugationsklasse von x˜ in G˜. Also ist
{ri +mZ ∈ Z/mZ : i = 0, ..., t − 1} ⊆ {sj +mZ ∈ Z/mZ : j = 0, ..., t˜ − 1}.
Betrachtet man umgekehrt den Isomorphismus α−1 : D(G) → D(G˜), so erha¨lt man mit der
gleichen Argumentation
{sj +mZ ∈ Z/mZ : j = 0, ..., t˜ − 1} ⊆ {ri +mZ ∈ Z/mZ : i = 0, ..., t − 1},
also sind beide Mengen gleich. Da r+mZ eine primitive t-te Einheitswurzel und s+mZ eine
primitive t˜-te Einheitswurzel in Z/mZ ist, ist
t˜ = |{sj +mZ ∈ Z/mZ : j = 0, ..., t˜ − 1}| = |{ri +mZ ∈ Z/mZ : i = 0, ..., t − 1}| = t.
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Also existiert ein l ∈ N mit rl ≡ s (mod m) und ggT(l, t) = 1. Es sei c das Produkt aller
Primteiler von n, die t nicht teilen. Dann existiert ein k ∈ N mit
k ≡ l (mod t) und k ≡ 1 (mod c).
Wegen ggT(k, tc) = ggT(k, t) = ggT(l, t) = 1 ist ggT(k, n) = 1. Also ist
G = 〈x〉⋊ 〈y〉 = 〈x〉⋊ 〈yk〉 mit ykxy−k = xr
k
= xr
l
= xs.
Damit sind die Gruppen G und G˜ isomorph. 
Beispiel 2.9.7 Gegeben seien die Gruppen
G := 〈x〉⋊ 〈y〉 und G˜ := 〈x˜〉⋊ 〈y˜〉
der Ordnung 273 mit x91 = y3 = 1 und yxy−1 := x9, sowie mit x˜91 = y˜3 = 1 und y˜x˜y˜−1 := x˜16.
Dabei ist ggT((9− 1)3, 91) = 1 = ggT((16− 1)3, 91). Nach Bemerkung 2.9.2 ist G′ = 〈x〉 und
G˜′ = 〈x˜〉. Weiterhin sind {x, x9, x81} und {x˜, x˜16, x˜74} die Konjugationsklassen von x und x˜
in G und G˜ (unter Beru¨cksichtigung von 162 ≡ 74 (mod 91)). Angenommen, es existiert ein
Isomorphismus α : G˜ → G. Dann ist {α(x˜), α(x˜)16, α(x˜)74} die Konjugationsklasse von α(x˜)
in G. Ferner existiert ein k ∈ N mit ggT(k, 91) = 1 und α(x˜)k = x. Also sind α(x˜)k = x und
α(x˜)16k = x16 in G konjugiert. Es ist aber 9 6≡ 16 6≡ 81 (mod 91). Also ist G 6∼= G˜.
Nach Satz 2.9.6 ist also D(G) 6∼= D(G˜). In G werden die Konjugationsklassen der Untergrup-
pen durch die folgenden Untergruppen repra¨sentiert:
1, 〈x〉, 〈x7〉, 〈x13〉, 〈y〉, 〈y, x7〉, 〈y, x13〉 und G.
Fu¨r die Gruppe G˜ ko¨nnen die entsprechenden Repra¨sentanten fu¨r die Konjugationsklassen
der Untergruppen gewa¨hlt werden:
1, 〈x˜〉, 〈x˜7〉, 〈x˜13〉, 〈y˜〉, 〈y˜, x˜7〉, 〈y˜, x˜13〉 und G˜.
Die Markentafeln (Tabelle 2.2) beider Gruppen sind identisch, also sind die jeweiligen Burn-
sideringe B(G) und B(G˜) isomorph.
Bemerkung 2.9.8 In [Th88] werden Paare nicht-isomorpher endlicher Gruppen konstruiert,
deren Burnsideringe isomorph sind. Es handelt sich hierbei zwar nicht um Z-Gruppen, aber
aufgrund der A¨hnlichkeit zu dem obigen Beispiel soll hier die Konstruktion dieser Gruppen
erla¨utert werden. Desweiteren werden wir zeigen, dass das kleinste Beispiel fu¨r ein solches
Paar nicht-isomorphe monomiale Darstellungsringe hat.
Es seien p und q 6= 2 Primzahlen mit q
∣∣ p − 1, a, b ∈ Z/pZ primitive q-te Einheitswurzeln,
〈x〉 = Pa = Z/pZ, 〈y〉 = Pb = Z/pZ und 〈z〉 = Qa,b ∼= Z/qZ. Wir schreiben Pa und Pb additiv
und Qa,b multiplikativ. Es sei
G(a, b) := (Pa × Pb)⋊Qa,b,
wobei Qa,b durch Qa,b → Aut(Pa × Pb), z 7→ τz mit τz(x) = ax und τz(y) = by auf Pa × Pb
operiert. Es sind
1, Pa, Pb, Pa × Pb und G(a, b)
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1 〈y〉 〈x13〉 〈x7〉 〈y, x13〉 〈y, x7〉 〈x〉 G
s
B(G)
1 273 91 39 21 13 7 3 1
s
B(G)
〈y〉 0 1 0 0 1 1 0 1
s
B(G)
〈x13〉
0 0 39 0 13 0 3 1
s
B(G)
〈x7〉
0 0 0 21 0 7 3 1
s
B(G)
〈y,x13〉
0 0 0 0 1 0 0 1
s
B(G)
〈y,x7〉
0 0 0 0 0 1 0 1
s
B(G)
〈x〉 0 0 0 0 0 0 3 1
s
B(G)
G 0 0 0 0 0 0 0 1
Tabelle 2.2: Die Markentafel von B(G). Ersetzt man y und x jeweils durch y˜ und x˜, so erha¨lt
man die Markentafel von D(G˜).
die Normalteiler von G(a, b). Die Konjugationsklasssen der nicht-normalen Untergruppen wer-
den von den Gruppen
Qa,b, Pa ⋊Qa,b, Pb ⋊Qa,b, Ia,b,1, ..., Ia,b,l
mit l = (p − 1)/q repra¨sentiert. Dabei sind Ia,b,1, ..., Ia,b,l Untergruppen von Pa × Pb der
Ordnung p.
Sind a˜, b˜ ∈ Z/pZ primitive q-te Einheitswurzeln mit a 6= b, a˜ 6= b˜ und {a, b} 6= {a˜k, b˜k} fu¨r
alle k ∈ N, so ist G(a, b) 6∼= G(a˜, b˜), aber B(G(a, b)) ∼= B(G(a˜, b˜)) (siehe [Th88]). Das kleinste
Beispiel eines solchen Paares von Gruppen erha¨lt man fu¨r p = 11, q = 5, a = 3 + 11Z = a˜,
b = 4+11Z, b˜ = 5+11Z. Wir setzen G := G(3+11Z, 5+11Z) und G˜ := G(3+11Z, 4+11Z).
Ferner seien x˜, y˜ ∈ G˜ mit Pa˜ = 〈x˜〉 und Pb˜ = 〈y˜〉.
Wir werden nun zeigen, dass D(G) 6∼= D(G˜) ist. Hierbei werden einige Computerberechnungen
benutzt, auf die wir nicht im Detail eingehen werden. Es seien ξ ∈ C eine primitive 11-te
Einheitswurzel und λ ∈ Hom(Pa × Pb,C×) mit λ(x) = ξ und λ(y) = ξ. Fu¨r (T, tT ′) ∈ D(G)
sei f
D(G)
(T,tT ′) ∈ Z der Fu¨hrer des primitiven Idempotentes e
D(G)
(T,tT ′) ∈ DQ(ζ)(G) (ζ ∈ C primitive
|G|-te Einheitswurzel), und fu¨r (T˜ , t˜T˜ ′) ∈ D(G˜) sei f
D(G˜)
(T˜ ,t˜T˜ ′)
∈ Z der Fu¨hrer des primitiven
Idempotentes e
D(G˜)
(T˜ ,t˜T˜ ′)
von DQ(ζ)(G˜). Wir betrachten das Element
c := [Pa × Pb, λ]G ∈ D(G).
Es ist
s
D(G)
(Pa×Pb,x)
(c) = s
D(G)
(Pa×Pb,y)
(c) = s
D(G)
(Pa,x)
(c) = s
D(G)
(Pb,y)
(c) = ξ + ξ3 + ξ4 + ξ5 + ξ9 =: u, (2.41)
s
D(G)
(Pa×Pb,2x)
(c) = s
D(G)
(Pa×Pb,2y)
(c) = s
D(G)
(Pa,2x)
(c) = s
D(G)
(Pb,2y)
(c) = ξ2+ ξ6+ ξ7+ ξ8+ ξ10 =: v (2.42)
und
s
D(G)
(T,tT ′)(c) 6∈ {u, v} (2.43)
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fu¨r alle (T, tT ′) ∈ D(G) mit f
D(G)
(T,tT ′) = 121 und
[T, tT ′]G 6∈ {[Pa × Pb, ix]G, [Pa × Pb, iy]G, [Pa, ix]G, [Pb, iy]G} (i = 1, 2).
Wir setzen
W := {s
D(G)
(T,tT ′)(c) : f
D(G)
(T,tT ′) = 121, t 6= 0}.
Dann ist u, v ∈W . Es sei V :=W\{u, v}.
Angenommen, es existiert ein Isomorphismus α : D(G)→ D(G˜). Es sei c˜ := α(c). Wir zeigen,
dass c˜ keine Z-Linearkombination der kanonischen Basiselemente von D(G˜) sein kann. Es sei
c˜ =
∑
[U˜ ,λ˜]G˜∈M(G˜)/G˜
z[U˜ ,λ˜][U˜ , λ˜]G˜
mit z[U˜,λ˜] ∈ Z fu¨r [U˜ , λ˜]G˜ ∈M(G˜)/G˜. Fu¨r t˜ ∈ Pa˜ × Pb˜ ist dann
s
D(G˜)
(Pa˜×Pb˜,t˜)
(c˜) =
∑
[U˜,λ˜]G˜∈M(G˜)/G˜
U˜∈{Pa˜×Pb˜
,G˜}
z[U˜ ,λ˜]s
D(G˜)
(Pa˜×Pb˜,t˜)
([U˜ , λ˜]G˜).
Ist 0 6= t˜ ∈ Pa˜ × Pb˜, so ist f
D(G˜)
(Pa˜×Pb˜,t˜)
= 121, und aus der Beweisfu¨hrung von Satz 2.5.4 folgt,
dass
s
D(G˜)
(Pa˜×Pb˜,t˜)
(c˜) ∈W
ist. Es kann nachgerechnet werden, dass keine ganzen Zahlen z[U˜ ,λ˜] ∈ Z, U˜ ∈ {Pa˜ × Pb˜, G˜},
λ˜ ∈ ˆ˜U , existieren mit s
D(G˜)
(Pa˜×Pb˜,t˜)
(c˜) ∈ V fu¨r t˜ = x˜+ iy˜ ∈ Pa˜ × Pb˜, i = 0, ..., 10. Also ist
s
D(G˜)
(Pa˜×Pb˜,t˜)
(c˜) ∈ {u, v}
fu¨r alle x˜ + iy˜, i = 0, ..., 10. Wie man in den Gleichungen (2.41), (2.42) und (2.43) sieht,
sind genau vier Spezieswerte von c gleich u, und es sind genau vier Spezieswerte von c gleich
v. Nun sind die Bahnen [Pa˜ × Pb˜, x˜ + iy˜]G˜, i = 0, ..., 10, paarweise verschieden, und es gilt
x˜+ iy˜ 6= 0 fu¨r alle i = 0, ..., 10. Also existiert j ∈ {0, ..., 10} mit
s
D(G˜)
(Pa˜×Pb˜,x˜+jy˜)
(c˜) ∈ V,
woraus wir einen Widerspruch erhalten. Also existiert kein Isomorphismus α : D(G)→ D(G˜).
Bemerkung 2.9.9 Ein weiteres Paar nicht-isomorpher Gruppen mit isomorphen Burnside-
ringen wurde in [Br95] konstruiert und ist gegeben durch
G := 〈x, y, z | x9 = y9 = z9 = [x, z] = [y, z] = 1, [x, y] = z〉
und
G˜ := 〈x, y, z | x9 = y9 = z9 = [y, z] = 1, [x, z] = z3, [x, y] = z〉.
Es ist |G| = 729 = |G˜| und |M(G)/G| = 1411 = |M(G˜)/G˜|. Es sei ζ ∈ C eine primitive 729-te
Einheitswurzel. In DQ(ζ)(G) gibt es 762 primitive Idempotente mit Fu¨hrer 81, 348 primitive
Idempotente mit Fu¨hrer 243 und 301 primitive Idempotente mit Fu¨hrer 729. In DQ(ζ)(G˜)
gibt es 735 primitive Idempotente mit Fu¨hrer 81, 456 primitive Idempotente mit Fu¨hrer 243
und 220 primitive Idempotente mit Fu¨hrer 729. Also sind D(G) und D(G˜) nicht isomorph.
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2.10 Die Automorphismengruppe
Durch die Wahl eines geeigneten Automorphismus γ des Darstellungsringes D(G) erha¨lt man
die Mo¨glichkeit, einen gegebenen Isomorphismus α : D(G˜) → D(G) durch die Verknu¨pfung
γ ◦ α zu lenken. Dies hat sich bei der entsprechenden Betrachtung des Burnsideringes als
nu¨tzlich erwiesen: Ein Isomorphismus β : B(G) → B(G˜) kann durch einen normalisierten
Isomorphismus ersetzen werden, das heißt, man kann ohne Einschra¨nkung von der Situation
β(e
B(G)
1 ) = e
B(G˜)
1 ausgegehen ([Ra04]). Grundlegend hierfu¨r waren unter anderem die Kon-
struktion eines bestimmten Automorphismus des Burnsideringes in [Ni76]. Viele Ergebnisse
zum Isomorphieproblem von Burnsideringen sind durch die Verwendung normalisierter Iso-
morphismen beinflusst (siehe beispielsweise [Ra05] oder [Ki06]). Weitere Untersuchungen zur
Automorphismengruppe des Burnsideringes befinden sich in [Ki95].
In diesem Abschnitt soll in Analogie zu [Ni76], Prop. 3.4, ein Automorphismus von D(G)
konstruiert werden.
Lemma 2.10.1 Es seien G eine endliche Gruppe, p eine Primzahl und P E G, U ≤ G mit
|P | = p und p ∤ |U |.
(i) Es sei H ≤ U mit H 6≤ CU (P ) und H ≤
g(PU) fu¨r ein g ∈ G. Dann existiert genau
ein y ∈ P mit H ≤ gyU .
(ii) Es sei H ≤ CU (P ) mit H ≤
g(PU) fu¨r ein g ∈ G. Dann ist H ≤ gyU fu¨r alle y ∈ P .
Beweis: (i) Nach dem Satz von Schur-Zassenhaus existieren ein w ∈ P und ein u ∈ U mit
H ≤ wgug
−1
(gU) = wgU . Wegen P E G existiert dann y ∈ P mit H ≤ gyU .
Es istH 6≤G CU (P ), denn ausH ≤
tCU (P ) fu¨r ein t ∈ G folgt H ≤ CtU (P )∩U ≤ CU (P ). Also
existiert ein h ∈ y
−1g−1H ≤ U mit h 6∈ CU (P ). Wegen |P | = p wird P von allen Elementen
1 6= x ∈ P erzeugt, also ist hxh−1 6= x fu¨r alle 1 6= x ∈ P .
Es sei nun y′ ∈ P mit H ≤ gy
′
U . Aus (y
′)−1g−1H ≤ U folgt wegen gyhy−1g−1 ∈ H unmittelbar
(y′)−1yhy−1y′ ∈ U . Es existiert ein i ∈ N mit hy−1y′ = (y−1y′)ih. Wegen h ∈ U ist dann
(y−1y′)i−1 ∈ U . Aus ggT(|U |, |P |) = 1 folgt (y−1y′)i−1 = 1, also ist (y−1y′)i = y−1y′. Da
hxh−1 6= x fu¨r alle 1 6= x ∈ P ist, ist y−1y′ = 1. Also ist y = y′.
(ii) Wegen H ≤ P (gU) erha¨lt man nach dem Satz von Schur-Zassenhaus ein t ∈ P mit
H ≤ gtU . Wegen CG(P ) E G ist
t−1g−1H ≤ CG(P ) ∩ U = CU (P ), also ist
g−1H ≤ CU (P ).
Damit ist y
−1g−1H ≤ CU (P ) ≤ U fu¨r alle y ∈ P . 
Es sei G eine endliche Gruppe und p ein Primteiler von |G|. Die Gruppe G besitze genau
eine Untergruppe P der Ordnung p. Fu¨r p > 2 sind die p-Sylowgruppen von G also zyklisch,
und fu¨r p = 2 sind die p-Sylowgruppen von G zyklisch oder verallgemeinerte Quaternionen-
gruppen (siehe [Hu], Kap. III, Satz 8.2). Wir werden im folgenden einen Automorphismus
α ∈ Aut(DQ(ζ)(G)) konstruieren, der e
D(G)
(1,1) auf e
D(G)
(P,1) abbildet, und fu¨r den α|D(G) ein Auto-
morphismus von D(G) ist. Dabei ist ζ ∈ C wieder eine primitive |G|-te Einheitswurzel. Wir
definieren zuna¨chst eine Abbildung
β : D(G)/G→ D(G)/G
folgendermaßen:
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1. Fu¨r [H,hH ′]G ∈ D(G)/G mit p ∤ |H| setzen wir
β([H,hH ′]G) := [PH,h(PH)
′]G.
Wegen
β([gH, ghgH ′]G) = [P (
gH), gh(P (gH))′]G = [
g(PH), g(h(PH)′)]G = [PH,h(PH)
′]G
fu¨r alle [H,hH ′]G ∈ D(G)/G mit p ∤ |H| und alle g ∈ G ist dies wohldefiniert.
2. Es sei [H,hH ′]G ∈ D(G)/G mit p
∣∣ |H|, p2 ∤ |H| und p ∤ |〈hH ′〉|. Nach dem Satz von
Schur-Zassenhaus ist H = PK mit einer p′-Untergruppe K ≤ H. Dabei ist K bis auf Konju-
gation in H eindeutig bestimmt. Wegen H/H ′ = PH ′/H ′ ×KH ′/H ′ existiert ein k ∈ K mit
kH ′ = hH ′. Wir zeigen nun, dass kK ′ durch hH ′ eindeutig bestimmt ist. Es ist
H ′P/P = (H/P )′ = (KP/P )′ = K ′P/P,
und damit ist H ′ ≤ K ′P . Es folgt
H ′ ∩K ≤ K ∩K ′P = K ′(K ∩ P ) = K ′ ≤ H ′ ∩K,
also ist K ′ = H ′∩K. Aus l ∈ K mit lH ′ = kH ′ ∈ KH ′/H ′ folgt also k−1l ∈ H ′∩K = K ′, und
damit ist kK ′ durch hH ′ eindeutig bestimmt. Es sei nun K˜ ≤ H eine weitere p′-Untergruppe
mitH = PK˜. Dann existiert g ∈ H mit gK = K˜. Wegen gkH ′ = kH ′ = hH ′ ist gkK˜ ′ ∈ K˜/K˜ ′
das eindeutig bestimmte Element mit gkH ′ = hH ′. Wir setzen
β([H,hH ′]G) := [K,kK
′]G.
Nach den vorangegangenen Ausfu¨hrungen ist dies wohldefiniert.
3. Fu¨r alle anderen Fa¨lle sei β([H,hH ′]G) := [H,hH
′]G.
Fu¨r [H,hH ′]G ∈ D(G)/G mit p ∤ |H| ist
β2([H,hH ′]G) = β([PH,h(PH)
′]G) = [H,hH
′]G.
Fu¨r [H,hH ′]G ∈ D(G)/G mit p
∣∣ |H|, p2 ∤ |H| und p ∤ |〈hH ′〉| existieren eine p′-Untergruppe
K ≤ H und ein k ∈ K mit [H,hH ′]G = [PK, k(PK)
′]G. Dann gilt
β2([H,hH ′]G) = β([K,kK
′]G) = [PK, k(PK)
′]G = [H,hH
′]G.
Es folgt β2 = idD(G)/G, und damit ist β eine Bijektion. Also induziert β durch
α : DQ(ζ)(G) → DQ(ζ)(G)
e
D(G)
(H,hH′) 7→ e
D(G)
(U,uU ′)
mit [U, uU ′]G = β([H,hH
′]G) einen Automorphismus α von DQ(ζ)(G).
Satz 2.10.2 Die Abbildung α|D(G) : D(G)→ DQ(ζ)(G) ist ein Automorphismus von D(G).
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Beweis: Es sei (H,ϕ) ∈ M(G) mit P 6≤ H, und es sei ψϕ ∈ P̂H definiert durch ψϕ(yh) :=
ϕ(h) fu¨r y ∈ P und h ∈ H. Es sei g ∈ G. Dann ist gψϕ = ψgϕ, und es folgt
g(PH,ψϕ) =
(P (gH), ψgϕ). Damit ist die Abbildung
D(G) → D(G)
[U, λ]G 7→
{
[PU,ψλ]G falls P 6≤ U
[U, λ]G sonst
wohldefiniert. Weiterhin ist gCH(P ) = CgH(P ). Es seien 1 = µ1, µ2, ..., µp die linearen Cha-
raktere von P . Dann ist {µ2, ..., µp} = {
gµ2, ...,
gµp}. Ferner sei µiϕ|CH(P ) der durch
µiϕ|CH(P )(y, u) := µi(y)ϕ(u)
auf PCH(P ) = P × CH(P ) fu¨r i = 1, ..., p definierte lineare Charakter. Dann ist
p∑
i=2
[PCH(P ), µiϕ|CH(P )]G =
p∑
i=2
[g(PCH(P )),
g(µiϕ|CH(P ))]G
=
p∑
i=2
[PCgH(P ), µi(
gϕ)|CgH(P )]G.
Damit ist die Abbildung
D(G) → DQ(ζ)(G)
[U, λ]G 7→
{
(U : CU (P ))
−1
∑p
i=2
[
PCU (P ), µiλ|CU (P )
]
G
falls P 6≤ U
[U, λ]G sonst
wohldefiniert. Ist P = 〈x〉, so ist µi fu¨r i = 1, ..., p durch µi(x) eindeutig bestimmt. Außerdem
ist µi(x) fu¨r i 6= 1 eine primitive p-te Einheitswurzel, was µi(x) 6= µi(y) fu¨r x 6= y ∈ P
impliziert. Fu¨r i ∈ {2, ..., p} und h ∈ H gilt damit
hµi = µi ⇔ µi(h
−1xh) = µi(x)⇔ h
−1xh = x⇔ h ∈ CH(P ).
Also erzeugt die Operation von H auf {µ2, ..., µp} Bahnen der La¨nge (H : CH(P )). Es seien
τ1, ..., τl ∈ Pˆ , l ∈ N, Repra¨sentanten dieser Bahnen. Wegen h(PCH(P )) = PCH(P ) und
h(ϕ|CH(P )) = ϕ|CH(P ) fu¨r h ∈ H ist damit
1
(H : CH(P ))
p∑
i=2
[PCH(P ), µiϕ|CH(P )]G =
l∑
i=1
[PCH(P ), τiϕ|CH (P )]G ∈ D(G).
Wir erhalten durch
γ : D(G) → D(G)
[U, λ]G 7→ [U, λ]G fu¨r P ≤ U
[U, λ]G 7→ [PU,ψλ]G − [U, λ]G +
1
(U : CU (P ))
p∑
i=2
[
PCU (P ), µiλ|CU (P )
]
G
fu¨r P  U
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eine wohldefinierte Abbildung. Wir zeigen nun, dass die Abbildungen α und γ u¨bereinstim-
men. Dazu wird gezeigt, dass
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(H,hH′)(γ([U, λ]G)) (2.44)
fu¨r alle [U, λ]G ∈M(G)/G und alle (H,hH
′) ∈ D(G) ist.
Es sei [U, λ]G ∈ M(G)/G. Es ist [U, λ]G =
∑
[V,vV ′]G∈D(G)/G
s
D(G)
(V,vV ′)([U, λ]G)e
D(G)
(V,vV ′), und
damit ist
α([U, λ]G) =
∑
[V,vV ′]G∈D(G)/G
s
D(G)
(V,vV ′)([U, λ]G)α(e
D(G)
(V,vV ′)). (2.45)
Es sei (H,hH ′) ∈ D(G). Um Behauptung (2.44) zu zeigen, nehmen wir zuna¨chst an, dass
P ≤ U ist. Dann ist s
D(G)
(H,hH′)(γ([U, λ]G)) = s
D(G)
(H,hH′)([U, λ]G). Wir unterscheiden nun folgende
Fa¨lle:
(a) Es sei p2
∣∣ |H| oder p2 ∤ |H|, p ∣∣ |〈hH ′〉|.
Dann ist α(e
D(G)
(H,hH′)) = e
D(G)
(H,hH′). Wendet man s
D(G)
(H,hH′) auf Gleichung (2.45) an, so folgt
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(H,hH′)(
∑
[V,vV ′]G∈D(G)/G
s
D(G)
(V,vV ′)([U, λ]G)α(e
D(G)
(V,vV ′)))
= s
D(G)
(H,hH′)([U, λ]G) = s
D(G)
(H,hH′)(γ([U, λ]G)).
(b) Es sei p
∣∣ |H|, p2 ∤ |H| und p ∤ |〈hH ′〉|.
Mit den Bezeichnungen aus Teil 2 der Definition von β ist α(e
D(G)
(H,hH′)) = e
D(G)
(K,kK ′), und wegen
α2 = idDQ(ζ)(G) folgt e
D(G)
(H,hH′) = α(e
D(G)
(K,kK ′)). Wegen P ≤ U gilt K ≤
gU ⇔ H = PK ≤ gU fu¨r
alle g ∈ G. Ist also K ≤ gU fu¨r ein g ∈ G, so folgt aus hH ′ = kH ′ wegen H ≤ gU unmittelbar
gλ(k) = gλ(h). Durch Anwendung von s
D(G)
(H,hH′) auf Gleichung (2.45) erhalten wir
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(H,hH′)(
∑
[V,vV ′]G∈D(G)/G
s
D(G)
(V,vV ′)([U, λ]G)α(e
D(G)
(V,vV ′)))
= s
D(G)
(K,kK ′)([U, λ]G) =
∑
gU∈G/U
K≤gU
gλ(k) =
∑
gU∈G/U
PK≤gU
gλ(h)
= s
D(G)
(H,hH′)([U, λ]G) = s
D(G)
(H,hH′)(γ([U, λ]G)).
(c) Es sei p ∤ |H|.
Dann ist α(e
D(G)
(PH,h(PH)′)) = e
D(G)
(H,hH′). Wegen P ≤ U gilt H ≤
gU ⇔ PH ≤ gU fu¨r alle g ∈ G.
Es folgt
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(H,hH′)(
∑
[V,vV ′]G∈D(G)/G
s
D(G)
(V,vV ′)([U, λ]G)α(e
D(G)
(V,vV ′)))
= s
D(G)
(PH,h(PH)′)([U, λ]G) =
∑
gU∈G/U
PH≤gU
gλ(h) =
∑
gU∈G/U
H≤gU
gλ(h)
= s
D(G)
(H,hH′)([U, λ]G) = s
D(G)
(H,hH′)(γ([U, λ]G)).
Es sei nun P  U . Wir unterscheiden die folgenden Fa¨lle:
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(d) Es sei p2
∣∣ |H|.
Dann ist α(e
D(G)
(H,hH′)) = e
D(G)
(H,hH′), und wegen p ∤ |U | folgt
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(H,hH′)(
∑
[V,vV ′]G∈D(G)/G
s
D(G)
(V,vV ′)([U, λ]G)α(e
D(G)
(V,vV ′)))
= s
D(G)
(H,hH′)([U, λ]G) = 0.
Wegen p ∤ |U | folgt außerdem
s
D(G)
(H,hH′)(γ([U, λ]G)) =s
D(G)
(H,hH′)([PU,ψλ]G)− s
D(G)
(H,hH′)([U, λ]G)
+
1
(U : CU (P ))
p∑
i=2
s
D(G)
(H,hH′)([PCU (P ), µiλ|CU (P )]G) = 0
=s
D(G)
(H,hH′)(α([U, λ]G)).
(e) Es seien p
∣∣ |H|, p2 ∤ |H| und p ∤ |〈hH ′〉|.
Mit den Bezeichnungen aus Teil 2 der Definition von β sei (H,hH ′) = (PK, k(PK)′). Dann
ist α(e
D(G)
(H,hH′)) = e
D(G)
(K,kK ′), und wie in Fall (b) erhalten wir
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(K,kK ′)([U, λ]G). (2.46)
Wegen P 6≤ U ist s
D(G)
(H,hH′)([U, λ]G) = 0. Also ist
s
D(G)
(H,hH′)(γ([U, λ]G)) = s
D(G)
(H,hH′)([PU,ψλ]G) +
1
(U : CU (P ))
p∑
i=2
[PCU (P ), µiλ|CU (P )]G). (2.47)
(e1) Es sei K G U .
Dann ist s
D(G)
(K,kK ′)([U, λ]G) = 0. Insbesondere ist PK G PU , denn aus PK ≤G PU wu¨rde
aus dem Satz von Schur-Zassenhaus K ≤G U folgen. Also ist
s
D(G)
(PK,k(PK)′)([PU,ψλ]G) = 0 = s
D(G)
(PK,k(PK)′)([PCU (P ), µiλ|CU (P )]G)
fu¨r alle i = 2, ..., p. Also ist
s
D(G)
(H,hH′)(γ([U, λ]G)) = 0 = s
D(G)
(K,kK ′)([U, λ]G) = s
D(G)
(H,hH′)(α([U, λ]G)).
Die beiden folgenden Fa¨lle beziehen sich auf die Situation K ≤G U . Wir werden hierbei die
repra¨sentative Untergruppe U der Bahn [U, λ]G so wa¨hlen, dass K ≤ U ist. Wir unterscheiden
die Fa¨lle K 6≤ CU (P ) und K ≤ CU (P ). Es soll angemerkt werden, dass im Fall K ≤ U genau
dann K ≤ CU (P ) ist, wenn K ≤G CU (P ) ist.
(e2) Es sei K ≤ U mit K 6≤ CU (P ).
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Es sei g1, ..., gn ein Repra¨sentantensystem der Linksnebenklassen von PU in G, und es sei
{g1, ..., gm} = {gi : K ≤
gi(PU), i = 1, ..., n}.
Es sei P = 〈x〉. Wegen P  U ist 1, x, ..., xp−1 ein Repra¨sentantensystem der Linksneben-
klassen von U in PU . Dann ist gix
j , i = 1, ..., n, j = 0, ..., p − 1, ein Repra¨sentantensystem
der Linksnebenklassen von U in G. Nach Lemma 2.10.1 (i) existiert zu jedem i ∈ {1, ...,m}
genau ein j(i) ∈ {0, ..., p − 1} mit K ≤ gix
j(i)
U . Weiterhin sei yi ∈ P fu¨r i ∈ {1, ...,m} durch
yik = x
j(i)kx−j(i) definiert. Dann ist
s
D(G)
(PK,k(PK)′)([PU,ψλ]G) =
∑
gPU∈G/PU
PK≤g(PU)
gψλ(k) =
∑
gPU∈G/PU
K≤g(PU)
gψλ(k) =
m∑
i=1
giψλ(k)
=
m∑
i=1
gixj(i)ψλ(x
j(i)kx−j(i)) =
m∑
i=1
ψgixj(i)λ
(yik)
=
m∑
i=1
gixj(i)λ(k).
Ist nun K ≤ gix
s
U fu¨r i ∈ {1, ..., n} und s ∈ {0, ..., p − 1}, so ist H ≤ gi(PU), und nach
Lemma 2.10.1 (i) folgt s = j(i). Also ist
s
D(G)
(PK,k(PK)′)([PU,ψλ]G) =
m∑
i=1
gix
j(i)
λ(k) =
∑
gU∈G/U
K≤gU
gλ(k) = s
D(G)
(K,kK ′)([U, λ]G). (2.48)
Wegen K 6≤G PCU (P ) ist s
D(G)
(PK,k(PK)′)([PCU (P ), µiλ|CU (P )]G) = 0 fu¨r alle i = 2, ..., p. Mit
den Gleichungen (2.46), (2.47) und (2.48) erhalten wir
s
D(G)
(H,hH′)(γ([U, λ]G)) = s
D(G)
(K,kK ′)([U, λ]G) = s
D(G)
(H,hH′)(α([U, λ]G)).
(e3) Es sei K ≤ CU (P ).
Mit den Bezeichnungen aus Fall (e2) und mit Lemma 2.10.1 (ii) ist
s
D(G)
(PK,k(PK)′)([PU,ψλ]G) =
∑
gPU∈G/PU
PK≤g(PU)
gψλ(k) =
m∑
i=1
giψλ(k) =
1
p
m∑
i=1
p−1∑
j=0
gixjψλ(k)
=
1
p
m∑
i=1
p−1∑
j=0
gix
j
λ(k) =
1
p
∑
gU∈G/U
K≤gU
gλ(k) =
1
p
s
D(G)
(K,kK ′)([U, λ]G). (2.49)
Es ist PK = P ×K und g(PCU (P )) = P ×
gCU (P ) fu¨r alle g ∈ G. Fu¨r g ∈ G ist also genau
dann PK ≤ g(PCU (P )), wenn K ≤
gCU (P ) ist. Es folgt
s
D(G)
(PK,k(PK)′)([PCU (P ), µiλ|CU (P )]G) =
∑
gPCU (P )∈G/PCU (P )
PK≤g(PCU (P ))
g(µiλ|CU (P ))(k)
=
∑
gPCU (P )∈G/PCU (P )
K≤gCU (P )
gλ(k) (2.50)
KAPITEL 2. DIE AUTOMORPHISMENGRUPPE 75
fu¨r i ∈ {1, ..., p}. Es sei u1, ..., us ∈ U ein Vertretersystem der Linksnebenklassen von CU (P )
in U . Dann ist u1, ..., us auch ein Vertretersystem der Linksnebenklassen von PCU (P ) in
PU . Ferner sind giuj , i = 1, ..., n, j = 1, ..., s, Repra¨sentanten fu¨r die Linksnebenklassen von
PCU (P ) in G. Nun ist CU (P ) E PU , also ist
giujCU (P ) =
giCU (P ) und
gixlCU (P ) =
giCU (P )
fu¨r i = 1, ..., n, j = 1, ..., s und l = 0, ..., p − 1. Insbesondere ist giCU (P ) fu¨r i ∈ {1, ..., n}
unabha¨ngig von der Wahl des Nebenklassenvertreters gi. Es sei o.B.d.A. {g1, ..., gr} = {gi :
K ≤ giCU (P ), i = 1, ..., n}. Es folgt
∑
gPCU (P )∈G/PCU (P )
K≤gCU (P )
gλ(k) =
r∑
i=1
s∑
j=1
giujλ(k) = s
r∑
i=1
giλ(k) =
s
p
r∑
i=1
p−1∑
j=0
gixjλ(k)
=
s
p
∑
gU∈G/U
K≤gCU (P )
gλ(k) =
s
p
∑
gU∈G/U
K≤gU
gλ(k) =
(U : CU (P ))
p
s
D(G)
(K,kK ′)([U, λ]G).
(2.51)
Bei der Umformung im vorletzten Schritt wird die A¨quivalenz
K ≤ gU ⇔ K ≤ CgU (P )⇔ K ≤
gCU(P )
benutzt. Mit den Gleichungen (2.49), (2.50) und (2.51) erhalten wir
s
D(G)
(H,hH′)(γ([U, λ]G)) = s
D(G)
(H,hH′)([PU,ψλ]G) +
1
(U : CU (P ))
s
D(G)
(H,hH′)(
p∑
i=2
[PCU (P ), µiλ|CU (P )]G)
= s
D(G)
(K,kK ′)(
1
p
[U, λ]G +
p− 1
p
[U, λ]G) = s
D(G)
(K,kK ′)([U, λ]G)
= s
D(G)
(H,hH′)(α([U, λ]G)).
Es soll noch festgehalten werden, dass wir sowohl in Fall (e2), als auch in Fall (e3) die Glei-
chung
s
D(G)
(H,hH′)(γ([U, λ]G)) = s
D(G)
(K,kK ′)([U, λ]G) (2.52)
erhalten.
(f) Es sei p2 ∤ |H| und p
∣∣ |〈hH ′〉|.
Dann ist α(e
D(G)
(H,hH′)) = e
D(G)
(H,hH′). Wendet man s
D(G)
(H,hH′) auf Gleichung (2.45) an, so folgt wegen
P  U und P ≤ H
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(H,hH′)([U, λ]G) = 0.
Es sei wieder H = PK mit einer p′-Untergruppe K ≤ H. Ist K G U , so folgt unmittelbar
s
D(G)
(PK,h(PK)′)(γ([U, λ]G)) = 0 = s
D(G)
(H,hH′)(α([U, λ]G)).
Wir nehmen nun K ≤ U an. Wegen (H : K) = p ist NH(K) ∈ {K,H}. Angenommen, es ist
NH(K) = K. Ist 1 6= y ∈ P , so existieren u ∈ K und i ∈ {2, ..., p−1} mit uyu
−1 = yi. Es folgt
1 6= yi−1 ∈ H ′ und damit P ≤ H ′. Dann ist p kein Teiler von (H : H ′), was der Annahme
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p
∣∣ |〈hH ′〉| widerspricht. Also ist K E H, und damit ist PK = P ×K. Dann ist K ≤ CU (P ).
Wir benutzen wieder die Bezeichnungen aus Fall (e2). Ist K ≤ gi(PU), i ∈ {1, ...,m}, so folgt
aus Lemma 2.10.1 (ii), dass K ≤ gix
j
U fu¨r alle j = 0, ..., p − 1 ist. Ist umgekehrt K ≤ gix
j
U
fu¨r ein i ∈ {1, ..., n} und ein j ∈ {0, ..., p − 1}, so ist K ≤ ygiU mit einem y ∈ P , und wegen
K ≤ CU (P ) folgt K =
y−1K ≤ y
−1
(P (ygiU)) = gi(PU). Also ist
s
D(G)
(PK,h(PK)′)([PU,ψλ]G) =
∑
gPU∈G/PU
K≤g(PU)
gψλ(h) =
1
p
m∑
i=1
p−1∑
j=0
gixjψλ(h) =
1
p
∑
gU∈G/U
K≤gU
gλ(hp′).
(2.53)
Fu¨r g ∈ G ist genau dann K ≤ gCU (P ), wenn PK ≤
g(PCU (P )) ist. Es folgt
s
D(G)
(PK,h(PK)′)([PCU (P ), µiλ|CU (P )]G) =
∑
gPCU (P )∈G/PCU (P )
PK≤g(PCU (P ))
g(µiλ|CU (P ))(h)
=
∑
gPCU (P )∈G/PCU (P )
K≤gCU (P )
g(µiλ|CU (P ))(h). (2.54)
Wie in Fall (e3) seien u1, ..., us ein Vertretersystem der Linksnebenklassen von CU (P ) in U
und {g1, ..., gr} = {gi : K ≤
giCU (P ), i = 1, ..., n}, wobei g1, ..., gn ein Vertretersystem der
Linksnebenklassen von PU in G ist. Dann ist∑
gPCU (P )∈G/PCU (P )
K≤gCU (P )
g(µiλ|CU (P ))(h) =
r∑
j=1
s∑
v=1
gjuv(µiλ|CU (P ))(h)
=
1
p
r∑
j=1
s∑
v=1
p−1∑
w=0
(gjuvx
w
µi(hp))(
gjλ(hp′)) =
1
p
r∑
j=1
s∑
v=1
p−1∑
w=0
(gjx
wuvµi(hp))(
gjλ(hp′))
=
1
p
∑
gU∈G/U
K≤gCU (P )
s∑
v=1
(guvµi(hp))(
gλ(hp′)) (2.55)
fu¨r alle i = 2, ..., p. Da hp 6= 1 ist, ist
∑p
i=2 µi(hp) = −1. Mit den Gleichungen (2.54) und
(2.55) erhalten wir nun
1
(U : CU (P ))
p∑
i=2
s
D(G)
(PK,h(PK)′)([PCU (P ), µiλ|CU (P )]G)
=
1
p(U : CU (P ))
p∑
i=2
∑
gU∈G/U
K≤gCU (P )
s∑
v=1
(guvµi(hp))(
gλ(hp′))
=
1
p(U : CU (P ))
∑
gU∈G/U
K≤gCU (P )
gλ(hp′)
s∑
v=1
(−1) = −
1
p
∑
gU∈G/U
K≤gU
gλ(hp′). (2.56)
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Dabei wird im letzten Term wegen K ≤ gU ⇔ K ≤ gCU (P ) u¨ber alle gU ∈ G/U mit K ≤
gU
summiert. Aus den Gleichungen (2.53) und (2.56) ergibt sich
s
D(G)
(PK,h(PK)′)([PU,ψλ]G +
1
(U : CU (P ))
p∑
i=2
[PCU (P ), µiλ|CU (P )]G) = 0,
und es folgt s
D(G)
(H,hH′)(α([U, λ]G)) = 0 = s
D(G)
(H,hH′)(γ([U, λ]G)).
(g) Es sei p ∤ |H|.
Es ist α(e
D(G)
(PH,h(PH)′)) = e
D(G)
(H,hH′). Wendet man s
D(G)
(H,hH′) auf Gleichung (2.45) an, so folgt
s
D(G)
(H,hH′)(α([U, λ]G)) = s
D(G)
(PH,h(PH)′)([U, λ]G) = 0.
Ist H G U , so ist
s
D(G)
(H,hH′)([PU,ψλ]G) = s
D(G)
(H,hH′)([U, λ]G) = s
D(G)
(H,hH′)([PCU (P ), µiλ|CU (P )]G) = 0
fu¨r alle i = 2, ..., p. In diesem Fall folgt also
s
D(G)
(H,hH′)(α([U, λ]G)) = 0 = s
D(G)
(H,hH′)(γ([U, λ]G)).
Es sei H ≤ U . Unter Beru¨cksichtigung der Gleichungen (2.47) und (2.52) aus Fall (e) erhalten
wir
s
D(G)
(PH,h(PH)′)(γ([U, λ]G)) = s
D(G)
(PH,h(PH)′)([PU,ψλ]G +
1
(U : CU (P ))
p∑
i=2
[PCU (P ), µiλ|CU (P )]G)
= s
D(G)
(H,hH′)([U, λ]G).
Wegen H ≤ g(PU)⇔ PH ≤ g(PU) fu¨r g ∈ G ist
s
D(G)
(PH,h(PH)′)([PU,ψλ]G) =
∑
gPU∈G/PU
PH≤g(PU)
gψλ(h) =
∑
gPU∈G/PU
H≤g(PU)
gψλ(h) = s
D(G)
(H,hH′)([PU,ψλ]G),
und wegen H ≤ g(PCU (P ))⇔ PH ≤
g(PCU (P )) fu¨r g ∈ G erhalten wir analog
s
D(G)
(PH,h(PH)′)([PCU (P ), µiλ|CU (P )]G) = s
D(G)
(H,hH′)([PCU (P ), µiλ|CU (P )]G)
fu¨r alle i = 2, ..., p. Es folgt
s
D(G)
(H,hH′)(γ([U, λ]G)) =s
D(G)
(H,hH′)([PU,ψλ]G − [U, λ]G +
1
(U : CU (P ))
p∑
i=2
[PCU (P ), µiλ|CU (P )]G)
=s
D(G)
(PH,h(PH)′)([PU,ψλ]G) +
1
(U : CU (P ))
p∑
i=2
[PCU (P ), µiλ|CU (P )]G)
− s
D(G)
(H,hH′)([U, λ]G)
=s
D(G)
(H,hH′)([U, λ]G)− s
D(G)
(H,hH′)([U, λ]G) = 0.
Also ist s
D(G)
(H,hH′)(α([U, λ]G)) = 0 = s
D(G)
(H,hH′)(γ([U, λ]G)) fu¨r alle (H,hH
′) ∈ D(G) und alle
[U, λ]G ∈M(G)/G. Es folgt Behauptung (2.44) und damit α = γ. 
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Korollar 2.10.3 Es seien G eine endliche Gruppe und U E G eine normale, abelsche Hall-
gruppe mit quadratfreier Ordnung. Dann existiert ein Automorphismus α ∈ Aut(D(G)) mit
α(e
D(G)
(1,1) ) = e
D(G)
(U,1) .
Beweis: Es ist |U | = p1 · ... · pn mit paarweise verschiedenen Primzahlen pi (i = 1, ..., n). Es
seien P1, ..., Pn die jeweiligen pi-Sylowgruppen von U . Dann ist Pi E G fu¨r alle i = 1, ..., n, und
nach Satz 2.10.2 existieren Automorphismen α1, ..., αn mit αi(e
D(G)
(1,1) ) = e
D(G)
(Pi,1)
(i = 1, ..., n).
Wegen αi(e
D(G)
(H,hH′)) = e
D(G)
(PiH,h(PiH)′)
fu¨r alle H ≤ G mit pi ∤ |H| (i ∈ {1, ..., n}) ist dann
α := αn ◦ ... ◦ α1 ∈ Aut(D(G)) mit α(e
D(G)
(1,1) ) = e
D(G)
(U,1) . 
Kapitel 3
Der Trivial-Source-Ring
In diesem Kapitel bescha¨ftigen wir uns mit der Fu¨hrerberechnung von primitiven Idempoten-
ten des Trivial-Source-Ringes. Im vorherigen Kapitel haben wir gesehen, dass diese Invariante
sehr wichtig bei der Betrachtung von Isomorphieproblemen sein kann. Ferner werden wir zei-
gen, dass fu¨r abelsche Gruppen G und G˜ mit isomorphen Trivial-Source-Ringen stets die
Isomorphie G ∼= G˜ folgt. Eine ausfu¨hrliche Darstellung der grundlegenden Theorie ist in [CR]
und [Be] zu finden.
3.1 Definitionen und Eigenschaften
Es seien G eine endliche Gruppe, p eine Primzahl, (K,O, F ) ein passendes p-modulares System
und A(OG) der Greenring von OG. Ein OG-Modul M heißt Trivial-Source-OG-Modul, wenn
jeder unzerlegbare direkte Summand von M den trivialen Modul als Quelle hat. Die von den
Isomorphieklassen von Trivial-Source-OG-Moduln erzeugte additive Untergruppe T (OG) von
A(OG) ist bezu¨glich der Multiplikation abgeschlossen und entha¨lt das Einselement. Also ist
T (OG) ein Teilring von A(OG), der sogenannte Trivial-Source-Ring von OG. Es gilt
T (OG) =
⊕
M∈T
Z[M ],
wobei T ein Repra¨sentantensystem der Isomorphieklassen unzerlegbarer Trivial-Source-OG-
Moduln ist. Wegen
T (OG) ∼= T (FG)
(siehe [CR], Prop. 81.17) werden wir von Isomorphieklassen von Trivial-Source-FG-Moduln
ausgehen und T p(G) anstatt T (FG) schreiben.
IstM ein unzerlegbarer Trivial-Source-FG-Modul mit Vertex P ≤ G, so steht dieser in Green-
Korrespondenz zu einem unzerlegbaren FNG(P )-Modul N mit Vertex P und trivialer Quelle.
Da P trivial auf N operiert, kann N als projektiver unzerlegbarer F [NG(P )/P ]-Modul an-
gesehen werden. Ist umgekehrt N ein projektiver unzerlegbarer F [NG(P )/P ]-Modul fu¨r eine
p-Untergruppe P ≤ G, so steht inf
NG(P )
P N in Green-Korrespondenz zu einem unzerlegba-
ren FG-Modul mit Vertex P und trivialer Quelle. Damit stehen die Isomorphieklassen der
unzerlegbaren Trivial-Source-FG-Moduln mit Vertex P in 1-1-Korrespondenz zu den Isomor-
phieklassen der unzerlegbaren projektiven F [NG(P )/P ]-Moduln. Insbesondere hat T
p(G) eine
endliche Z-Basis. Die obigen Ausfu¨hrungen ko¨nnen in [CR] und [Be] nachgelesen werden.
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Fu¨r einen kommutativen Ring R mit Einselement und H ≤ G setzen wir
T pR(H) := R⊗Z T
p(H).
Es seien U ≤ H ≤ G und g ∈ G. Die Konjugationsabbildung cg,H ist definiert durch
cg,H : T
p
R(H) → T
p
R(
gH)
[M ] 7→ [gM ]
und ist ein R-Algebra-Homomorphismus. Ein weiterer R-Algebra-Homomorphismus ist gege-
ben durch die Restriktionsabbildung
resHU : T
p
R(H) 7→ T
p
R(U)
[M ] 7→
[
resHUM
]
.
Die Induktionsabbildung ist definiert durch
indHU : T
p
R(U) → T
p
R(H)
[M ] 7→
[
indHUM
]
und ist ein R-Modul-Homomorphismus. Mit diesen drei Operationen wird T pR zu einem R-
Green-Funktor auf G (siehe [Bo98]).
Setzen wir voraus, dassG eine p-Gruppe oder eine p′-Gruppe ist, so zeigen die beiden folgenden
Sa¨tze, dass der Trivial-Source-Ring T p(G) isomorph zu uns wohlbekannten Ringen ist.
Satz 3.1.1 Es sei G eine p-Gruppe. Dann ist T p(G) ∼= B(G).
Beweis: Es sei M ein unzerlegbarer Trivial-Source-FG-Modul mit Vertex H ≤ G. Dann
ist M
∣∣ indGHFH . Nach Green’s Unzerlegbarkeitskriterium ist indGHFH unzerlegbar, also ist
[M ] = [indGHFH ]. Umgekehrt ist ind
G
HFH fu¨r alle H ≤ G ein unzerlegbarer Trivial-Source-
FG-Modul mit Vertex H. Damit ist
U := {[indGHFH ] : H ≤ G}
eine Z-Basis von T p(G). Es seien H,U ≤ G mit [indGHFH ] = [ind
G
UFU ]. Dann ist
H =G vtx(ind
G
HFH) =G vtx(ind
G
UFU ) =G U.
Ist umgekehrt U = gH fu¨r ein g ∈ G, so ist
[indGHFH ] = cg,G([ind
G
HFH ]) = [ind
G
gH
g(FH)] = [ind
G
UFU ].
Also ist genau dann [indGHFH ] = [ind
G
UFU ], wenn H =G U ist. Damit ist die Abbildung
α : U → B(G)[
indGHFH
]
7→ [G/H]
eine wohldefinierte Bijektion. Setzt man α linear fort zu einer Abbildung T p(G)→ B(G), so
erha¨lt man zuna¨chst einen Z-Modul-Isomorphismus. Aus der Mackey-Tensorprodukt-Formel
folgt fu¨r H,U ≤ G
α([indGHFH ][ind
G
UFU ]) = α(
∑
HgU∈H\G/U
[indGgH∩UFgH∩U ]) =
∑
HgU∈H\G/U
[G/gH ∩ U ]
= [G/H][G/U ] = α([indGHFH ])α([ind
G
UFU ]).
Also ist α ein Ring-Isomorphismus. 
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Satz 3.1.2 Es sei G eine p′-Gruppe. Dann ist T p(G) ∼= R(G).
Beweis: Offensichtlich sind die unzerlegbaren Trivial-Source-FG-Moduln genau die einfa-
chen FG-Moduln. Damit folgt die Behauptung. 
Aus den obigen beiden Sa¨tzen erha¨lt man unmittelbar Beispiele fu¨r Gruppen G und G˜ mit
T p(G) ∼= T p(G˜) und G 6∼= G˜. In Bemerkung 2.9.9 ist fu¨r den Fall p = 3 ein solches Paar ge-
geben. Im Fall p 6= 2 bilden die Diedergruppe und die Quaternionengruppe mit 8 Elementen
ein weiteres Paar mit dieser Eigenschaft.
3.2 Spezies und Idempotente
Es seien G eine endliche Gruppe, p eine Primzahl und (K,O, F ) ein passendes p-modulares
System. Es sei q eine Primzahl. Mit Oq(G) bezeichnen wir die gro¨ßte normale q-Untergruppe
von G. Die Gruppe G heißt q-hypoelementar, wenn G/Oq(G) zyklisch ist. Gegebenenfalls ist
Oq(G) die q-Sylowgruppe von G. Ist G q-hypoelementar und H ≤ G, so ist H
′ ≤ G′ eine
q-Gruppe. Also ist die q-Sylowgruppe Q von H normal in H. Ferner folgt aus dem Satz von
Schur-Zassenhaus, dass H/Q isomorph zu einer Untergruppe von G/Oq(G) ist. Also ist H/Q
zyklisch, und damit ist H q-hypoelementar.
Bemerkung 3.2.1 Es seien H ≤ G eine p-hypoelementare Gruppe und P := Op(H). Da P
normal in H ist, operiert P trivial auf indHP FP . Wir ko¨nnen ind
H
P FP deshalb als F [H/P ]-
Modul betrachten. Nach dem Satz von Maschke ist
indHP FP ≃ F [H/P ] ≃
⊕
ψ∈Ĥ/P
Fψ
als F [H/P ]-Modul. Dabei ist die Operation von H/P auf Fψ mit ψ ∈ Ĥ/P definiert durch
hP ∗ c := µ(ψ(hP )) · c (hP ∈ H/P, c ∈ F ), wobei µ : O → F die Restklassenabbildung ist.
Wir erhalten durch
Hˆp′ → Ĥ/P
ϕ 7→ ϕ¯
mit ϕ¯(hP ) := ϕ(h) fu¨r hP ∈ H/P einen Gruppenisomorphismus. Setzt man Fϕ := inf
H
P Fϕ¯,
so ist
indHP FP ≃
⊕
ϕ∈Hˆp′
Fϕ
als FH-Modul. Ein FH-Modul M ist also genau dann ein unzerlegbarer Trivial-Source-FH-
Modul mit Vertex P , wenn M ≃ Fϕ fu¨r ein ϕ ∈ Hˆp′ ist.
Wir setzen
T p(G) := {(H,hOp(H)) : H ≤ G, hOp(H) ∈ H/Op(H), 〈hOp(H)〉 = H/Op(H)}
und definieren durch
g(H,hOp(H)) := (
gH, ghg(Op(H))),
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(H,hOp(H)) ∈ T
p(G), g ∈ G, eine Operation vonG auf T p(G). DieG-Bahn von (H,hOp(H) ∈
T p(G) wird mit [H,hOp(H)]G bezeichnet. Weiterhin setzen wir
T p(G)/G := {[H,hOp(H)]G : (H,hOp(H)) ∈ T
p(G)}.
Fu¨r eine p-hypoelementare Gruppe H ≤ G mit p-Sylowgruppe P sei T p1 (H) die additive
Untergruppe von T p(H), die durch die Isomorphieklassen der unzerlegbaren Trivial-Source-
FH-Moduln mit Vertex P erzeugt wird und
τH : T
p(H)→ T p1 (H)
die entspechende Projektion. Mit Bemerkung 3.2.1 sieht man leicht, dass T p1 (H) ein unita¨rer
Teilring von T p(H) ist und τH damit zu einem Ring-Homomorphismus wird. Ist R
p(H) der
Brauercharakterring von H, so ist die Abbildung
γH : T
p
1 (H)→ R
p(H),
die der Isomorphieklasse eines unzerlegbaren Trivial-Source-FH-Moduls M mit Vertex P
den Brauercharakter von M zuordnet, ein Ringhomomorphismus. Definiert man weiterhin
fu¨r h ∈ H die Abbildung
tH,h : R
p(H) → O
χ 7→ χ(h),
so erha¨lt man ebenfalls einen Ringhomomorphismus. Die Spezies von T p(G) sind nun gegeben
durch
s
T p(G)
(H,hOp(H))
:= tH,h ◦ γH ◦ τH ◦ res
G
H : T
p(G)→ T p(H)→ T p1 (H)→ R
p(H)→ O
fu¨r (H,hOp(H)) ∈ T
p(G) (siehe [Bo01], 2.7). Sind (H,hOp(H)), (U, uOp(U)) ∈ T
p(G), so ist
genau dann s
T p(G)
(H,hOp(H))
= s
T p(G)
(U,uOp(U))
, wenn (H,hOp(H)) und (U, uOp(U)) in G konjugiert
sind.
Ist ζ ∈ C eine primitive |G|p′-te Einheitswurzel und m := |T p(G)/G|, so ist T
p
Q(ζ)(G) halb-
einfach, und es gilt
T pQ(ζ)(G)
∼= Q(ζ)m
(siehe [De97], Satz 5.4). Ferner ist durch
sT
p(G) :=
∏
[H,hOp(H)]G∈T p(G)/G
s
T p(G)
(H,hOp(G))
: T p(G)→ Z[ζ]m
ein Monomorphismus definiert. Die Speziestafel von T p(G) ist die m×m-Matrix mit Koeffizi-
enten in Z[ζ], deren Spalten aus den Bildern sT
p(G)([M ]) der verschiedenen Isomorphieklassen
unzerlegbarer Trivial-Source-FG-Moduln [M ] besteht.
Um die primitiven Idempotente von T pQ(ζ)(G) zu bestimmen, werden wir die folgenden Abbil-
dungen betrachten. Durch
β : D(G) → T p(G)
[H,ϕ]G 7→ [ind
G
HFϕp′ ]
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ist ein Epimorphismus von Ringen definiert. Weiterhin erha¨lt man durch
β∗ : T p(G) → D(G)
(H,hOp(H)) 7→ (H,hp′H
′)
eine injektive Abbildung von T p(G) nach D(G). Die primitiven Idempotente von T pQ(ζ)(G)
sind dann gegeben durch
e
T p(G)
(H,hOp(H))
= β(e
D(G)
β∗(H,hOp(H))
). (3.1)
Die obigen Ausfu¨hrungen ko¨nnen in [Bo01] nachgelesen werden. Beachtet man, dass fu¨r H ≤
G, h ∈ H und ϕ ∈ Hˆ stets ϕp′(hp) = 1 = ϕp(hp′) gilt, so erha¨lt man fu¨r e
T p(G)
(H,hOp(H))
,
(H,hOp(H)) ∈ T
p(G), die explizite Formel
e
T p(G)
(H,hOp(H))
= β(e
D(G)
(H,hp′H
′)) =
|H ′|
|NG(H,hp′H ′)||H|
∑
L≤H
|L|µ(L,H)
∑
ϕ∈Hˆ
ϕ(h−1p′ )[ind
G
LF(ϕ|L)p′ ]
=
|H ′|
|NG(H,hp′H ′)||H|
∑
L≤H
|L|µ(L,H)
∑
ϕ∈Hˆ
ϕp′(h
−1
p′ )ϕp(h
−1
p′ )[ind
G
LFϕp′ |L]
=
|H ′|
|NG(H,hp′H ′)||H|
∑
L≤H
|L|µ(L,H)|Hˆ |p
∑
ϕ∈Hˆp′
ϕ(h−1p′ )[ind
G
LFϕ|L]
=
|H ′|p′
|NG(H,hp′H ′)||H|p′
∑
L≤H
|L|µ(L,H)|
∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L]. (3.2)
Bemerkung 3.2.2 Es seien (H,hOp(H)) ∈ T
p(G) mit hp′ 6= 1, P := Op(H) und L < H mit
(H : L)p′ 6= 1. Dann ist LP < H, und wegen 〈hP 〉 = H/P ist h 6∈ L. Es ist Hˆp′ ∼= Ĥ/P , und
fu¨r ϕ,ψ ∈ Hˆp′ ist genau dann ψ|L = ϕ|L, wenn ψ|LP = ϕ|LP ist. Ferner gibt es zu ϕ ∈ Hˆp′
genau (H : LP ) lineare Charaktere ψ ∈ Hˆp′ mit ψ|L = ϕ|L. Wir wa¨hlen τ1, ..., τk ∈ Hˆp′ ,
k = (LP : P ), mit
{τ1|L, ..., τk|L} = {ϕ|L : ϕ ∈ Hˆp′}
und definieren τ¯i ∈ Ĥ/P durch τ¯i(gP ) := τi(g) fu¨r i = 1, ..., k und g ∈ H. Aus Bemerkung
1.1.3 (ii) folgt
∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L] =
k∑
i=1
[indGLFτi|L]
∑
ϕ∈Hˆp′
ϕ|LP=τi|LP
ϕ(h−1)
=
k∑
i=1
[indGLFτi|L]
∑
ϕ∈Ĥ/P
ϕ|LP/P=τ¯i|LP/P
ϕ(h−1P ) = 0.
Also mu¨ssen in der expliziten Idempotentformel
e
T p(G)
(H,hOp(H))
=
|H ′|p′
|NG(H,hp′H ′)||H|p′
∑
L≤H
|L|µ(L,H)
∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L]
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die Summanden zu den Untergruppen L ≤ H mit (H : L)p′ 6= 1 nicht beru¨cksichtigt werden.
Umgekehrt folgt aus ∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L] = 0,
dass (H : L)p′ 6= 1 ist. Dies werden wir unter anderem in Satz 3.3.4 beweisen.
Bemerkung 3.2.3 Es seien H eine p-hypoelementare Gruppe, P := Op(H) und L ≤ H mit
(H : L)p′ = 1. Dann ist |H|p′ = |L|p′ , und damit ist LP = H. Also ist genau dann ϕ|L = λ|L
fu¨r ϕ, λ ∈ Hˆp′ , wenn ϕ = λ ist. Wegen |Lˆp′ | = |L|p′ = |H|p′ = |Hˆp′ | folgt damit
{λ|L : λ ∈ Hˆp′} = {ψ : ψ ∈ Lˆp′}.
Beispiel 3.2.4 Es sei
G := 〈a, b : a6 = 1 = b2, b−1ab = a−1〉
die Diedergruppe mit 12 Elementen. Die Konjugationsklassen von G sind gegeben durch
C1 = {1}, C2 = {a, a
5}, C3 = {a
2, a4}, C4 = {a
3}, C5 = {b, a
2b, a4b}, C6 = {ab, a
3b, a5b}.
Es seien χ1, ..., χ6 die gewo¨hnlichen irreduziblen Charaktere von G. Tabelle 3.1 zeigt die
Charaktertafel von G. Es seien Zi, i = 1, ..., 6, einfache CG-Moduln, die zu χi, i = 1, ..., 6,
C1 C2 C3 C4 C5 C6
χ1 1 1 1 1 1 1
χ2 1 1 1 1 -1 -1
χ3 1 -1 1 -1 1 -1
χ4 1 -1 1 -1 -1 1
χ5 2 1 -1 -2 0 0
χ6 2 -1 -1 2 0 0
Tabelle 3.1: Die Charaktertafel von G
korrespondieren. Es sei p = 3 und (K,O, F ) ein passendes 3-modulares System. Dann gibt
es vier 3-regula¨re Konjugationsklassen, na¨mlich C1, C4, C5 und C6, und vier Isomorphieklas-
sen einfacher FG-Moduln, die hier von F1, ..., F4 repra¨sentiert werden. Tabelle 3.2 zeigt die
entsprechende Zerlegungsmatrix. Die Eintra¨ge in der Zerlegungsmatrix lassen sich unschwer
nachrechnen, wenn man die Eintra¨ge der Charaktertafel durch deren Restklassen modulo 3
ersetzt. Es seienM1,M2,M3 undM4 projektive, unzerlegbare FG-Moduln, die jeweils zu den
einfachen FG-Moduln F1, F2, F3 und F4 korrespondieren. Tabelle 3.3 zeigt die entsprechende
Cartanmatrix. Wir berechnen nun die kanonische Basis des Trivial-Source-Ringes T p(G). Die
Isomorphieklassen der unzerlegbaren Trivial-Source-FG-Moduln mit Vertex 1 sind genau die
Isomorphieklassen der projektiven, unzerlegbaren FG-Moduln M1, M2, M3 und M4. Ist P
die 3-Sylowgruppe von G, so ist |P | = 3. Ferner ist P normal in G, und G/P ist isomorph
zur Kleinschen Vierergruppe. Es seien ϕ1, ϕ2, ϕ3 und ϕ4 die irreduziblen Brauercharaktere
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[F1] [F2] [F3] [F4]
[Z1] 1 0 0 0
[Z2] 0 1 0 0
[Z6] 1 1 0 0
[Z3] 0 0 1 0
[Z4] 0 0 0 1
[Z5] 0 0 1 1
Tabelle 3.2: Die Zerlegungsmatrix von G mit p = 3
[F1] [F2] [F3] [F4]
[M1] 2 1 0 0
[M2] 1 2 0 0
[M3] 0 0 2 1
[M4] 0 0 1 2
Tabelle 3.3: Die Cartanmatrix von G mit p = 3
von G/P . Dann repra¨sentieren Fϕ1 , Fϕ2 , Fϕ3 und Fϕ4 die einfachen F [G/P ]-Moduln. Die
unzerlegbaren Trivial-Source-FG-Moduln mit Vertex P sind alle isomorph zu einem direkten
Summanden von indGPFP . Da P normal in G ist, ist
indGPFP ≃
4⊕
i=1
Fϕi
als F [G/P ]-Modul. Fu¨r i = 1, ..., 4 repra¨sentieren also infGP Fϕi die unzerlegbaren Trivial-
Source-FG-Moduln mit Vertex P . Insbesondere gilt Fi ≃ inf
G
P Fϕi , wenn wir
ϕ1 := 1, ϕ2(x) :=

1 x = a3P
−1 x = bP
−1 x = abP
, ϕ3(x) :=

−1 x = a3P
1 x = bP
−1 x = abP
, ϕ4(x) :=

−1 x = a3P
−1 x = bP
1 x = abP
setzen. Dies ist aus der Charaktertafel und der Zerlegungsmatrix von G ersichtlich. Ein Ver-
tretersystem der 3-hypoelementaren Untergruppen von G ist gegeben durch
H1 := 1, H2 := 〈a
3〉, H3 := 〈b〉, H4 := 〈ab〉,
H5 := P, H6 := 〈P, a
3〉, H7 := 〈P, b〉, H8 := 〈P, ab〉.
Tabelle 3.4 zeigt die Speziestafel von T p(G). Die einzelnen Eintra¨ge berechnen sich durch die
Konstruktionsvorschrift der Spezies und durch Verwendung der Cartanmatrix.
Der Speziestafel ist unter anderem zu entnehmen, dass der Trivial-Source-Ring T p(G) außer
den trivialen Einheiten [Fi], i = 1, ..., 4, weitere Torsionseinheiten beinhaltet. Beispielsweise
ist durch [F1]− [M1] + [M2] eine solche Torsionseinheit gegeben.
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[M1] [M2] [M3] [M4] [F1] [F2] [F3] [F4]
s
T p(G)
(1,1) 3 3 3 3 1 1 1 1
s
T p(G)
(H2,a3)
3 3 -3 -3 1 1 -1 -1
s
T p(G)
(H3,b)
1 -1 1 -1 1 -1 1 -1
s
T p(G)
(H4,ab)
1 -1 -1 1 1 -1 -1 1
s
T p(G)
(H5,1P )
0 0 0 0 1 1 1 1
s
T p(G)
(H6,a3P )
0 0 0 0 1 1 -1 -1
s
T p(G)
(H7,bP )
0 0 0 0 1 -1 1 -1
s
T p(G)
(H8,abP )
0 0 0 0 1 -1 -1 1
Tabelle 3.4: Die Speziestafel von T p(G).
3.3 Die Fu¨hrer der primitiven Idempotente
Es seien G eine endliche Gruppe, p eine Primzahl, ζ ∈ C eine primitive |G|p′-te Einheitswurzel
und (K,O, F ) ein passendes p-modulares System. Fu¨r einen FG-Modul M bezeichnen wir
mit soc(M) den Sockel und mit hd(M) den Kopf von M .
Satz 3.3.1 (Scott-Alperin) Es seien H ≤ G und P eine p-Sylowgruppe von H.
(i) Es existiert ein unzerlegbarer direkter Summand S von indGHFH mit den folgenden Ei-
genschaften:
(a) FG
∣∣ soc(S).
(b) FG
∣∣ hd(S).
(c) vtx(S) =G P . Ist S˜ ein FNG(P )-Modul, der zu S in Green-Korrespondenz steht,
so kann S˜ als F [NG(P )/P ]-Modul betrachtet werden. Dabei ist S˜ eine projektive
Decke von FNG(P )/P .
(ii) In jeder Zerlegung von indGHFH in unzerlegbare direkte Summanden existiert ein ein-
deutig bestimmter unzerlegbarer direkter Summand S, der die Bedingungen (a), (b) und
(c) erfu¨llt.
Beweis: [Na], 4.8, Thm. 8.4.
Der Modul S aus obigem Satz heißt Scott-Modul und ist bis auf Isomorphie eindeutig durch
G und H bestimmt. Wir werden diesen Modul ku¨nftig mit S(G,H) bezeichnen.
Satz 3.3.2 (i) Es seien H, H˜ ≤ G und P ≤ H, P˜ ≤ H˜ jeweilige p-Sylowgruppen von
H und H˜. Genau dann ist S(G,H) ≃ S(G, H˜), wenn P und P˜ in G konjugiert sind.
Insbesondere ist S(G,H) ≃ S(G,P ).
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(ii) Es sei P ≤ H ≤ G mit einer p-Untergruppe P , und es sei W ein unzerlegbarer Trivial-
Source-FH-Modul. Ist S(G,P )
∣∣ indGHW , so ist W ≃ S(H, gP ) fu¨r ein g ∈ G.
Beweis: [Na], 4.8, Cor. 8.5 und Thm. 8.7.
Fu¨r die Berechnung der Fu¨hrer der primitiven Idempotente von T pQ(ζ)(G) werden wir fol-
gende Konsequenzen aus den obigen Sa¨tzen beno¨tigen:
Satz 3.3.3 Es seien H ≤ G und Q ≤ H eine p-Sylowgruppe von H. Es sei P ≤ G eine
p-Untergruppe. Genau dann ist S(G,P )
∣∣ indGHFH , wenn P und Q in G konjugiert sind.
Beweis: Wir nehmen zuna¨chst P =G Q an. Nach Satz 3.3.2 (i) ist
S(G,P ) ≃ S(G,Q) ≃ S(G,H).
Wegen S(G,H)
∣∣ indGHFH folgt damit S(G,P ) ∣∣ indGHFH .
Es sei umgekehrt S(G,P )
∣∣ indGHFH . Dann ist P =G vtx(S(G,P )) ≤G H. Demnach existiert
ein g ∈ G mit gP ≤ Q. Also ist
S(G, gP ) ≃ S(G,P )
∣∣ indGHFH
mit gP ≤ H, und nach Satz 3.3.2 (ii) ist FH ≃ S(H,
uP ) fu¨r ein u ∈ G. Nach Satz 3.3.1 (i)
ist vtx(S(H, uP )) =G P , und wegen vtx(FH) =H Q folgt P =G Q. 
Es seien M ein unzerlegbarer Trivial-Source-FG-Modul und X ∈ T pQ(ζ)(G). Ist [M1], ..., [Mm],
m ∈ N, die kanonische Basis von T p(G), so existieren eindeutig bestimmte a1, ..., am ∈ Q(ζ)
mit
X = a1[M1] + ...+ am[Mm].
Insbesondere ist [M ] = [Mi] fu¨r genau ein i ∈ {1, ...,m}. Wir setzen
s(X, [M ]) := ai
und schreiben
[M ]
∣∣ X,
falls s(X, [M ]) 6= 0 ist. Fu¨r X1,X2 ∈ T
p
Q(ζ)(G) und b1, b2 ∈ Q(ζ) gilt offensichtlich
s(b1X1 + b2X2, [M ]) = b1s(X1, [M ]) + b2s(X2, [M ]).
Ist X ∈ T p(G), so ist s(X, [M ]) ∈ Z. Ferner ist s([N ], [M ]) ∈ N0 fu¨r jeden Trivial-Source-FG-
Modul N .
Satz 3.3.4 Es seien (H,hOp(H)) ∈ T
p(G), L ≤ H, V ≤ L die p-Sylowgruppe von L und
Q ≤ G eine p-Untergruppe. Genau dann ist
[S(G,Q)]
∣∣ ∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L] =: X, (3.3)
wenn Q =G V und (H : L)p′ = 1 ist. Gegebenenfalls ist
[S(G,Q)]
∣∣ [indGLFL] und s(X, [S(G,Q)]) = 1.
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Beweis: Wir merken zuna¨chst an, dass nach dem Satz von Maschke indLV FV ≃
⊕
ψ∈Lˆp′
Fψ
ist. Damit ist [indLV FV ] =
∑
ψ∈Lˆp′
[Fψ], was
[indGV FV ] =
∑
ψ∈Lˆp′
[indGLFψ] (3.4)
impliziert. Es gelte nun Bedingung (3.3). Dann ist X 6= 0, und aus Bemerkung 3.2.2 folgt
unmittelbar (H : L)p′ = 1. Wegen Bedingung (3.3) ist [S(G,Q)]
∣∣ [indGLFλ|L] fu¨r ein λ ∈ Hˆp′ .
Da Fϕ|L = Fϕ|L fu¨r alle ϕ ∈ Hˆp′ ist, folgt aus Bemerkung 3.2.3, dass [S(G,Q)]
∣∣ [indGLFτ ] fu¨r
ein τ ∈ Lˆp′ ist. Wegen Gleichung (3.4) ist dann [S(G,Q)]
∣∣ [indGV FV ]. Aus Satz 3.3.3 folgt
nun, dass Q und V in G konjugiert sind.
Es gelte umgekehrt Q =G V und (H : L)p′ = 1. Nach Satz 3.3.2 (i) ist
[S(G,Q)] = [S(G,V )] = [S(G,L)].
Insbesondere ist [S(G,Q)]
∣∣ [indGLFL]. Nach Satz 3.3.1 (ii) gilt s([indGV FV ], [S(G,V )]) = 1 und
s([indGLFL], [S(G,L)]) = 1. Also ist
s([indGV FV ], [S(G,Q)]) = 1 = s([ind
G
LFL], [S(G,Q)]). (3.5)
Unter Beru¨cksichtigung von Bemerkung 3.2.3 und Gleichung (3.4) ist
1 = s([indGV FV ], [S(G,Q)]) = s(
∑
ψ∈Lˆp′
[indGLFψ], [S(G,Q)]) =
∑
ϕ∈Hˆp′
s([indGLFϕ|L], [S(G,Q)]).
(3.6)
Wegen s([indGLFϕ|L], [S(G,Q)]) ∈ N0 fu¨r alle ϕ ∈ Hˆp′ folgt aus den Gleichungen (3.5) und
(3.6)
s([indGLFϕ|L], [S(G,Q)]) = 0
fu¨r alle 1 6= ϕ ∈ Hˆp′. Also ist s(X, [S(G,Q)]) = 1. Insbesondere folgt die Gu¨ltigkeit von (3.3).
Damit ist alles gezeigt. 
Korollar 3.3.5 Es seien (H,hOp(H)) ∈ T
p(G) und Q ≤ H eine p-Untergruppe mit (H :
Q)p = p. Es sei U := {U : U ≤ H, (H : U) = p}, und es sei L ≤ H mit
[S(G,Q)]
∣∣ ∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L].
Dann ist L ∈ U.
Beweis: Es sei V ≤ L die p-Sylowgruppe von L. Nach Satz 3.3.4 ist V =G Q und (H : L)p′ =
1. Wegen p = (H : Q)p = (H : L)p folgt (H : L) = (H : L)p(H : L)p′ = p. Also ist L ∈ U. 
Fu¨r eine Untergruppe H ≤ G bezeichnen wir mit (H : H ′)p,0 den quadratfreien Anteil von
(H : H ′)p. Es ist also (H : H
′)p,0 = p, falls p
∣∣ (H : H ′) ist. Andernfalls ist (H : H ′)p,0 = 1.
Satz 3.3.6 Es sei (H,hOp(H)) ∈ T
p(G). Dann ist
n = (NG(H,hp′H
′) : H)(H : H ′)p′(H : H
′)p,0
die kleinste natu¨rliche Zahl mit ne
T p(G)
(H,hOp(H))
∈ T pZ[ζ](G).
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Beweis: Wir setzen e := e
T p(G)
(H,hOp(H))
und
XL :=
∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L] ∈ T
p
Z[ζ](G)
fu¨r L ≤ H. Wir zeigen zuna¨chst, dass ne ∈ T pZ[ζ](G) ist. Angenommen, H ist eine p
′-Gruppe.
Dann ist n = (NG(H,hH
′) : H ′), und nach Satz 2.3.3 ist ne
D(G)
(H,hH′) ∈ DZ[ζ](G). Sind β :
D(G)→ T p(G) und β∗ : T p(G)→ D(G) die Abbildungen aus Abschnitt 3.2, so ist
ne = nβ(e
D(G)
(β∗(H,hOp(H)))
) = β(ne
D(G)
(H,hH′)) ∈ T
p
Z[ζ](G).
Es sei also H keine p′-Gruppe. Es ist
ne =
(NG(H,hp′H
′) : H)(H : H ′)p′(H : H
′)p,0
|NG(H,hp′H ′)|(H : H ′)p′
∑
L≤H
|L|µ(L,H)XL
=
(H : H ′)p,0
|H|
∑
L≤H
|L|µ(L,H)XL. (3.7)
Aus Satz 2.3.2 folgt, dass fu¨r L ≤ H stets (NH(L) : L) ein Teiler von µ(L,H)(H : LH
′)0 ist.
Dabei ist (H : LH ′)0 der quadratfreie Anteil von (H : LH
′). Also existiert fu¨r L ≤ H ein
cL ∈ Z mit
µ(L,H) =
(NH(L) : L)cL
(H : LH ′)0
. (3.8)
Es seien L ≤ H, λ ∈ Hˆp′ und u ∈ H. Wegen
u(Fλ|L) = Fλ|uL ist
[indGLFλ|L] = cu,G([ind
G
LFλ|L]) = [
u(indGLFλ|L)] = [ind
G
uL
u(Fλ|L)] = [ind
G
uLFλ|uL].
Also ist
XL =
∑
ϕ∈Hˆp′
ϕ(h−1)[indGLFϕ|L] =
∑
ϕ∈Hˆp′
ϕ(h−1)[indGuLFϕ|uL] = XuL. (3.9)
Ferner ist µ(L,H) = µ(uL,H). Es sei C(H) ein Repra¨sentantensystem der H-Konjugations-
klassen der Untergruppen von H. Aus den Gleichungen (3.7), (3.8) und (3.9) erhalten wir
ne =
(H : H ′)p,0
|H|
∑
L≤H
|L|µ(L,H)XL =
(H : H ′)p,0
|H|
∑
L∈C(H)
|L|
∑
U≤H
U=HL
µ(U,H)XU
=
(H : H ′)p,0
|H|
∑
L∈C(H)
|L|µ(L,H)(H : NH(L))XL
=
(H : H ′)p,0
|H|
∑
L∈C(H)
|NH(L)|(H : NH(L))cL
(H : LH ′)0
XL =
∑
L∈C(H)
(H : H ′)p,0
(H : LH ′)0
cLXL.
In Bemerkung 3.2.2 wurde gezeigt, dass in der obigen Summation die Untergruppen L ≤ H
mit (H : L)p′ 6= 1 nicht beru¨cksichtigt werden mu¨ssen. Ist L ≤ H mit (H : L)p′ = 1, so ist
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auch (H : LH ′)p′ = 1. Es folgt (H : LH
′)0 = (H : LH
′)p,0, und damit ist (H : LH
′)0 ein
Teiler von (H : H ′)p,0. Also ist
ne =
∑
L∈C(H)
(H:L)
p′=1
(H : H ′)p,0
(H : LH ′)0
cLXL ∈ T
p
Z[ζ](G).
Wir zeigen nun, dass n die kleinste natu¨rliche Zahl mit ne ∈ T pZ[ζ](G) ist. Hierzu zeigen wir
zuna¨chst, dass
s(e, [S(G,H)]) =
|H ′|p′
(NG(H,hp′H ′) : H)|H|p′
ist. Wir setzen P := Op(H). Ist L < H mit P ≤ L, so ist hp′ 6= 1 und (H : L)p′ 6= 1. Nach
Bemerkung 3.2.2 ist
XL = 0. (3.10)
Es sei L < H mit P 6≤ L. Wegen |L|p < |P | folgt aus Satz 3.3.4
[S(G,H)] = [S(G,P )] ∤ XL. (3.11)
Aufgrund der Gleichungen (3.10) und (3.11) ist s(
∑
L<H |L|µ(L,H)XL, [S(G,H)]) = 0. Also
ist
s(e, [S(G,H)]) =
|H|p′
(NG(H,hp′H ′) : H)|H|p′
s(XH , [S(G,H)]),
und wegen [S(G,H)] = [S(G,P )] folgt aus Satz 3.3.4
s(e, [S(G,H)]) =
|H|p′
(NG(H,hp′H ′) : H)|H|p′
. (3.12)
Ist m der Fu¨hrer von e, so folgt aus Gleichung (3.12)
m
(NG(H,hp′H ′) : H)(H : H ′)p′
[S(G,H)] ∈ T pZ[ζ](G).
Also existiert ein k ∈ Z mit
m = k(NG(H,hp′H
′) : H)(H : H ′)p′ .
Ist p kein Teiler von (H : H ′), so istm = k(NG(H,hp′H
′) : H ′). Ferner ist n = (NG(H,hp′H
′) :
H ′), und wegen ne ∈ T pZ[ζ](G) ist damit m = n.
Es sei p
∣∣ (H : H ′). Wir setzen U := {U : U ≤ H, (H : U) = p}. Fu¨r U ∈ U setzen wir
QU := Op(U). Dann ist (H : QU)p = p fu¨r alle U ∈ U. Aus Korollar 3.3.5 folgt, dass
s(
∑
L≤H
L6∈U
|L|µ(L,H)XL, [S(G,QU )]) = 0
fu¨r alle U ∈ U ist. Also ist
s(e, [S(G,QU )]) =
|H ′|p′
|NG(H,hp′H ′)||H|p′
s(
∑
L∈U
|L|µ(L,H)XL, [S(G,QU )]) (3.13)
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fu¨r alle U ∈ U. Aus Satz 3.3.4 folgt fu¨r L,U ∈ U
s(XL, [S(G,QU )]) 6= 0⇔ QL =G QU . (3.14)
Durch
L ∼ L˜ ⇔ QL =G QL˜
mit L, L˜ ∈ U wird eine A¨quivalenzrelation auf U definiert. Es seien U1, ...,Ut, t ∈ N, die
entsprechenden A¨quivalenzklassen und Li ∈ Ui, i = 1, ..., t, ein Vertretersystem dieser Klassen.
Dann ist µ(Li,H) = −1 fu¨r alle i = 1, ..., t, und mit den Gleichungen (3.13) und (3.14) und
Satz 3.3.4 erhalten wir
s(me, [S(G,QLi )]) =
m|H ′|p′
|NG(H,hp′H ′)||H|p′
s(
∑
L∈Ui
|L|µ(L,H)XL, [S(G,QLi)])
= −
k
p
s(
∑
L∈Ui
XL, [S(G,QLi)]) = −
k
p
∑
L∈Ui
s(XL, [S(G,QLi)]) = −
k
p
|Ui|
fu¨r alle i = 1, ..., t. Also ist p
∣∣ k|Ui| fu¨r i = 1, ..., t, und es folgt
p
∣∣ k(|U1|+ ...+ |Ut|) = k|U|.
Nach Satz 2.3.11 ist |U| ≡ 1 (mod p), also ist p ein Teiler von k. Damit ist
m = cp(NG(H,hp′H
′) : H)(H : H ′)p′
fu¨r ein c ∈ Z. Wegen p = (H : H ′)p,0, n = (NG(H,hp′H ′) : H)(H : H ′)p′(H : H ′)p,0 und
ne ∈ T pZ[ζ](G) folgt m = n. 
Satz 3.3.7 Es seien G und G˜ endliche Gruppen mit T p(G) ∼= T p(G˜). Dann ist |G| = |G˜|.
Beweis: Da der Fu¨hrer des primitiven Idempotentes e
T p(G)
(1,1) gleich |G| ist, verla¨uft der Beweis
analog zur Beweisfu¨hrung von Satz 2.3.4. 
3.4 Abelsche Gruppen
In diesem Abschnitt werden wir zeigen, dass die Isomorphie T p(G) ∼= T p(G˜) mit endlichen
abelschen Gruppen G und G˜ die Isomorphie G ∼= G˜ impliziert. Es seien F ein algebraisch
abgeschlossener Ko¨rper, G1 und G2 endliche Gruppen,M1 ein FG1-Modul undM2 ein FG2-
Modul. Wir erhalten einen F [G1 ×G2]-Modul M1 ⊗F M2 durch die Operation
(g1, g2) ∗ (m1 ⊗m2) = g1 ·m1 ⊗ g2 ·m2 (g1 ∈ G1, g2 ∈ G2, m1 ∈M1, m2 ∈M2).
Es gilt der folgende Satz:
Satz 3.4.1 (i) Ist Mi ein unzerlegbarer FGi-Modul (i = 1, 2), so ist M1⊗F M2 ein unzer-
legbarer F (G1 ×G2)-Modul.
(ii) Sind Mi, Ni unzerlegbare FGi-Moduln (i = 1, 2) mit M1 ⊗F M2 ≃ N1 ⊗F N2, so ist
Mi ≃ Ni (i = 1, 2).
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Beweis: [Hu2], Ch. VII, Thm. 9.15.
Es sei p eine Primzahl und F der Ko¨rper der Charakteristik p eines p-modularen Systems,
das fu¨r die folgenden Betrachtungen stets als passend fu¨r die entsprechenden Gruppen vor-
ausgesetzt wird.
Satz 3.4.2 Es seien G und H endliche Gruppen mit ggT(|G|, |H|) = 1. Dann ist
T p(G×H) ∼= T p(G)⊗Z T
p(H).
Beweis: Wegen ggT(|G|, |H|) = 1 ko¨nnen wir annehmen, dass H eine p′-Gruppe ist. Es
ist also T p(H) ∼= R(H). Es seien M ein unzerlegbarer Trivial-Source-FG-Modul mit einem
Vertex P ≤ G und N ein einfacher FH-Modul. Dann ist M
∣∣ indGPFP und N ∣∣ FH, und
wegen
M ⊗F N
∣∣ indGPFP ⊗F FH ≃ indG×HP×1 FP×1
ist M ⊗F N ein Trivial-Source-F [G ×H]-Modul.
Es seien [M1], ..., [Mm] und [N1], ..., [Nn] die kanonischen Basen von T
p(G) und T p(H). Wir
definieren eine Abbildung
f : {[Mi] : i = 1, ...,m} × {[Nj] : j = 1, ..., n} → T
p(G×H)
([Mi] , [Nj]) 7→ [Mi ⊗F Nj ]
und setzen f durch die Vorschriften
f(x± x′, y) := f(x, y)± f(x′, y), f(x, y ± y′) := f(x, y)± f(x, y′)
fu¨r x, x′ ∈ T p(G) und y, y′ ∈ T p(H) zu einer Abbildung
f : T p(G)× T p(H)→ T p(G×H)
fort. Dann ist f([M ], [N ]) = [M ⊗F N ] fu¨r alle Trivial-Source-FG-Moduln M und alle FH-
Moduln N . Wegen f(zx, y) = f(x, zy) fu¨r x ∈ T p(G), y ∈ T p(H), z ∈ Z, ist f eine ausgegli-
chene Abbildung. Dann existiert ein eindeutig bestimmter Z-Homomorphismus
ϕ : T p(G)⊗Z T
p(H)→ T p(G×H)
mit ϕ(x ⊗ y) = f(x, y) fu¨r x ∈ T p(G) und y ∈ T p(H), und fu¨r unzerlegbare Trivial-Source-
FG-ModulnM,M ′ und unzerlegbare Trivial-Source-FH-Moduln (also einfache FH-Moduln)
N,N ′ gilt
ϕ(([M ] ⊗Z [N ])([M
′]⊗Z [N
′])) = ϕ([M ⊗F M
′]⊗Z [N ⊗F N
′]) = f([M ⊗F M
′], [N ⊗F N
′])
= [M ⊗F M
′ ⊗F N ⊗F N
′] = [M ⊗F N ⊗F M
′ ⊗F N
′]
= ϕ([M ] ⊗Z [N ])ϕ([M
′]⊗Z [N
′]).
Also ist ϕ ein Ringhomomorphismus.
Wir zeigen nun, dass ϕ injektiv ist. Da {[Mi]⊗Z [Nj ] : i = 1, ...,m, j = 1, ..., n} eine Z-Basis
von T p(G) ⊗Z T
p(H) ist, wa¨hlen wir zij ∈ Z (i = 1, ...,m, j = 1, ..., n) mit
ϕ(
n∑
j=1
m∑
i=1
zij([Mi]⊗Z [Nj ])) =
n∑
j=1
m∑
i=1
zij [Mi ⊗F Nj] = 0.
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Nach Satz 3.4.1 (i) ist Mi ⊗F Nj ein unzerlegbarer Trivial-Source-F [G1 × G2]-Modul fu¨r
alle i = 1, ...,m, j = 1, ..., n. Aus Satz 3.4.1 (ii) folgt [Mi ⊗F Nj] 6≃ [Mk ⊗F Nl] fu¨r alle
i, k ∈ {1, ...,m}, j, l ∈ {1, ..., n} mit (i, j) 6= (k, l). Also ist zij = 0 fu¨r alle i = 1, ...,m,
j = 1, ..., n. Damit ist ϕ injektiv.
Wir zeigen nun, dass ϕ surjektiv ist. Es sei L ein unzerlegbarer Trivial-Source-F [G × H]-
Modul. Wegen ggT(|G|, |H|) = 1 existiert eine p-Untergruppe P ≤ G mit
L
∣∣ indG×HP×1 FP×1 ≃ indGPFP ⊗F FH.
Es existieren ai, bj ∈ N0 (i = 1, ...,m, j = 1, ..., n) mit [indGPFP ] =
∑m
i=1 ai[Mi] und [FH] =∑n
j=1 bj[Nj ]. Dann ist
L
∣∣ m∑
i=1
n∑
j=1
aibj(Mi ⊗F Nj).
Da L unzerlegbar ist, folgt aus dem Satz von Krull-Schmidt, dass [L] = [Mk ⊗F Nl] fu¨r ein
k ∈ {1, ...,m} und ein l ∈ {1, ..., n} ist. Also ist ϕ surjektiv und damit ein Isomorphismus. 
Satz 3.4.3 Es seien G = P × H und G˜ = P˜ × H˜ Gruppen mit p-Gruppen P , P˜ und p′-
Gruppen H, H˜. Genau dann ist T p(G) ∼= T p(G˜), wenn B(P ) ∼= B(P˜ ) und R(H) ∼= R(H˜)
ist.
Beweis: Nach Satz 3.1.1 und Satz 3.1.2 gilt T p(P ) ∼= B(P ), T p(P˜ ) ∼= B(P˜ ), T p(H) ∼= R(H)
und T p(H˜) ∼= R(H˜). Ist nun B(P ) ∼= B(P˜ ) und R(H) ∼= R(H˜), so folgt aus Satz 3.4.2
T p(G) ∼= B(P )⊗Z R(H) ∼= B(P˜ )⊗Z R(H˜) ∼= T
p(G˜).
Es gelte umgekehrt T p(G) ∼= T p(G˜). Es sei ξ ∈ C eine primitive |H|-te Einheitswurzel, p
ein Primideal in Z[ξ] mit p = char(Z[ξ]/p) und S := Z[ξ]p die Lokalisierung von Z[ξ] bei
p. Dann stimmen die primitiven Idempotente von RS(H) und RQ(ξ)(G) sowie die primitiven
Idempotente von RS(H˜) und RQ(ξ)(H˜) u¨berein (siehe [Ch07]). Also sind RS(H) und RS(H˜)
halbeinfach. Ist Z(p) die Lokalisierung von Z beim Primideal (p) ⊆ Z, so stimmen die pri-
mitiven Idempotente von BS(P ) und die primitiven Idempotente von BZ(p)(P ) u¨berein, wie
man leicht an der expliziten Formel fu¨r die primitiven Idempotente von BQ(P ) sieht. Da
die primitiven Idempotente von BZ(p)(P ) in 1-1-Korrespondenz zu den Konjugationsklassen
p-perfekter Untergruppen von P stehen, besitzt BS(P ) nur die Idempotente 0 und 1. Analog
besitzt auch BS(P˜ ) nur die Idempotente 0 und 1. Setzen wir A1 := B(P ), A2 := B(P˜ ),
B1 := R(H), B2 := R(H˜), so folgt aus Satz 2.8.4 R(H) ∼= R(H˜).
Wir setzen nun S := Z[1p ]. Dann stimmen die primitiven Idempotente von BS(P ) und
BQ(P ) sowie die primitiven Idempotente von BS(P˜ ) und BQ(P˜ ) u¨berein. Außerdem besitzen
RS(H) und RS(H˜) nur die trivialen Idempotente 0 und 1 (siehe [Ch07]). Mit A1 := R(H),
A2 := R(H˜), B1 := B(P ), B2 := B(P˜ ) folgt nun mit Satz 2.8.4 B(P ) ∼= B(P˜ ). 
Korollar 3.4.4 Es seien P, P˜ p-Gruppen, H, H˜ p′-Gruppen, und es sei
T p(P ×H) ∼= T p(P˜ × H˜).
Dann gilt:
(i) Ist P abelsch, so ist P ∼= P˜ .
KAPITEL 3. ABELSCHE GRUPPEN 94
(ii) Ist H abelsch, so ist H ∼= H˜.
Insbesondere gilt fu¨r endliche abelsche Gruppen G und G˜ mit T p(G) ∼= T p(G˜) stets G ∼= G˜.
Beweis: Aus Satz 3.4.3 folgt B(P ) ∼= B(P˜ ) und R(H) ∼= R(H˜). Ist P abelsch, so folgt P ∼= P˜
(siehe [Ra05]). Ist H abelsch, so folgt H ∼= H˜ (siehe [Sa66]). 
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