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Abstract In this paper, we investigate a system of quantum electrodynamics with cut-
offs. The total Hamiltonian is defined on a tensor product of a fermion Fock space and
a boson Fock. It is shown that, under spatially localized conditions and momentum
regularity conditions, the total Hamiltonian has a ground state for all values of cou-
pling constants. In particular, its multiplicity is finite.
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1 Introduction
This articles is concerned with a system of quantum electrodynamics with cutoffs. In quantum field
theory, the interactions of charged particles and photons are described by quantum electrodynamics.
We consider the system of a massive Dirac field coupled to a radiation field. The radiation filed is
quantized in the Coulomb gauge. In this system, the process of electron-positron pair production
and annihilation occurs. We mathematically investigate the spectrum of the total Hamiltonian for
the system. The Hilbert space for the system is defined by a tensor product of a fermion Fock space
and boson Fock space, which is called a boson-fermion Fock space. The total Hamiltonian is given
by
HQED = HD⊗ 1 + 1 ⊗Hrad +κI
3
∑
j=1
∫
R3
χI(x)(ψ†(x)α jψ(x)⊗A j(x))dx
+κII
∫
R3×R3
χII(x)χII(y)
|x−y|
(
ψ†(x)ψ(x)ψ†(y)ψ(y)⊗ 1 )dxdy
on the Hilbert space. Here HD and Hrad denote the energy Hamiltonians of the Dirac field and
radiation field, respectively, ψ(x) the Dirac field operator, A(x) = (A j(x))3j=1 the radiation field
operator, α = (α j)3j=1 4×4 Dirac matrices, and χI(x) and χII(x) the spatial cutoffs. The constants
κI ∈R and κII ∈R are called coupling constants. Ultraviolet cutoffs are imposed on ψ(x) and A(x),
respectively.
By making use of the spacial cutoffs and ultraviolet cutoffs, HQED is self-adjoint operator on
the Hilbert space, and the spectrum of HQED is bounded from below. The main interest in this pa-
per is the lower bound of the spectrum of HQED. If the infimum of the spectrum of a self-adjoint
operator is eigenvalue, the eigenvector is called ground state. The infimum of the spectrum of
H0 = HD⊗ 1 + 1 ⊗Hrad is eigenvalue, but it is embedded in continuous spectrum. This is because
the radiation field is a massless field. It is not clear that HQED has a ground state since the embedded
1
eigenvalue is not stable when interactions are turned on.
The ground state of HQED for sufficiently small values of coupling constants was proven in [22].
The aim of this paper is to prove that HQED has a ground state for all values of coupling constants. In
particular, its multiplicity is finite. For the ground states of other QED models, Dimassi-Guillot [11]
and Barbaroux-Dimassi-Guillot [7] investigated the system of the Dirac field in external potential
coupled to the radiation field. They proved the existence of the ground state of the total Hamiltonian
with generalized interactions for sufficiently small values of coupling constants. As far as we know,
the existence of the ground states for the systems of a fermionic field coupled to a massless bosonic
field, which include QED models, has not been proven for all values of coupling constants until now.
To prove the existence of the ground state of HQED for all values of coupling constants, we apply
the methods for systems of particles coupled bosonic fields. The spectral analysis and scattering
theory for these systems, which include the non-relativistic QED models, have been progressed
since the middle of ’90s. The existence of the ground states was established by Arai-Hirokawa [3],
Bach-Fro¨hlich-Sigal [5, 6], Ge´rard [14], Griesemer-Lieb-Loss [16], Lieb-Loss [20], Spohn [21] and
many researchers. The strategy is as follows.
[1st Step] We introduce approximating Hamiltonians Hm, m > 0. Physically, m > 0 denotes the
artificial mass of photon, and we call Hm a massive Hamiltonian. To prove the existence of ground
states of Hm, we use partition of unity on Fock space, which was developed by Derezin´ski-Ge´rard
[10]. We especially need the partitions of unity for both Dirac field and radiation field. By the
partitions of unity and the Weyl sequence method, we prove that a positive spectral gap above the
infimum of the spectrum exists for all values of coupling constants. From this, the existence of the
ground states of Hm for all values of coupling constants follows.
[2nd Step] Let Ψm be the ground state of Hm, m > 0. Without loss of generality, we may assume
that the Ψm is normalized. Then, there exists a subsequence of {Ψm j}∞j=1 with m j+1 < m j, j ∈ N,
such that the weak limit of {Ψm j}∞j=1 exists. The key point is to show that the the weak limit is
non-zero vector. To prove this, we consider a combined method of Gerard [14] and Griesemer-
Lieb-Loss in [16]. We use the electron positron derivative bounds and photon derivative bounds. To
derive these bounds, the argument of the spatially localization is needed. For the spatially localized
conditions, we suppose
∫
R3
|x| |χI(x)|dx < ∞,
∫
R3×R3
|χII(x)χII(y)|
|x−y| |x|dxdy < ∞.
I addition, We imposed momentum regularity conditions on the Dirac field and radiation field,
which include the infrared regularity condition
∫
R3
|χrad(k)|2
|k|5 dk < ∞.
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We briefly review the results for the systems of fermionic fields coupled bosonic fields. For QED
models, the Gell-Mann - Low formula of HQED was obtained by Futakuchi-Usui [12]. For the
Yukawa model, which is the system for a massive Dirac field interacting with a massive Klein-
Gordon field, the existence of the ground state was proven in [23]. The spectaral analysis for the
the weak interaction models has been analyzed, and refer to Barbaroux-Faupin-Guillot [8], Guillot
[17] and the reference therein.
This paper is organized as follows. In section 2, full Fock spaces, fermion Fock spaces and bo-
son Fock spaces are introduced, and Dirac field operators and radiation field operators are defined
on a Fermion Fock space and boson Fock space, respectively. The total Hamiltonian is defined on
a boson-fermion Fock space and the main theorem is stated. In Section 3, partitions of unity for
the Dirac field and radiation field are investigated. Then the existence of the ground state of Hm
is proven. In section 4, the derivative bounds for electrons-positrons and photons are derived. In
Section 5, we give the proof of the main theorem.
2 Notations and Main Results
2.1 Fock Spaces
(i) Full Fock Space
The full Fock space over a complex Hilbert space Z is defined by F(Z) = ⊕∞n=0(⊗nZ) where ⊗nZ
is the n fold tensor product of Z. The Fock vacuum is defined by Ω = {1,0,0, · · · } ∈ F(Z). Let
L(Z) be the set which consists of all linear operators on Z. The functor of Q ∈ L(Z) is defined by
Γ(Q) =⊕∞n=0 (⊗nQ) and the second quantization of T ∈ L(Z) is given by dΓ(T ) =⊕∞n=0 ˜T (n) with
˜T (n) =
n
∑
j=1
((⊗ j−11 )⊗T ⊗ (⊗n− j1 )). The number operator is defined by N = dΓ(1 ).
(ii) Fermion Fock Space
The fermion Fock space over a complex Hilbert space X is defined by Ff(X) =⊕∞n=0(⊗naX) where
⊗naX denotes the n-fold anti-symmetric tensor product of X. The Fock vacuum is defined by
Ωf = {1,0,0, · · · } ∈ F(X). Let Tf and Qf be linear operators on X. We set dΓf(Tf) = dΓ(Tf)↾Ff(X)
and Γf(Qf) = Γ(Qf)↾Ff(X) where X↾M is the restriction of the operator X to the subspace M. The
number operator is defined by Nf = dΓf(1 ). The creation operator C †( f ), f ∈ X, is defined by
(C †( f )Ψ)(n) = √nUna ( f ⊗Ψ(n−1)), n ≥ 1, and (C †( f )Ψ)(0) = 0 where Una is the projection from
⊗nX to ⊗naX. The annihilation operator C( f ) is defined by C( f ) = (C †( f ))∗ where X∗ denotes the
adjoint of the operator X . For each subspace M ⊂ X, the finite particle space Ffinf (M) is defined
by the linear hull of Ωf and C †( f1), · · ·C †( fn)Ωf, j = 1, · · · ,n, n ∈N. The creation and annihilation
operators satisfy the canonical anti-commutation relations on Ff(X) :
{C( f ), C †( f ′)}= ( f , f ′), {C †( f ),C †( f ′)}= {C( f ),C( f ′)}= 0, f , f ′ ∈ X,
3
where {X ,Y}= XY +Y X .
(ii) Boson Fock Space
The boson Fock space over a complex Hilbert space Y is defined by Fb(Y) =⊕∞n=0(⊗nsY) where⊗nsY
denotes the n-fold symmetric tensor product of Y. The Fock vacuum is given by Ωb = {1,0,0, · · · } ∈
F(Y) Let Tb and Qb be linear operators on Y. Then we define dΓb(Tb) = dΓ(Tb)↾Fb(Y) and Γb(Q) =
Γ(Qb)↾Fb(Y). The number operator is defined by Nf = dΓf(1 ). The creation operator A†(g), g ∈ Y, is
defined by (A†(g)Φ)(n) =
√
nUns ( f ⊗Φ(n−1)), n≥ 1, and (A†(g)Φ)(0) = 0 where Uns is the projection
from ⊗nY to⊗nsY. The annihilation operator A( f ) is defined by A(g) = (A†(g))∗. The finite particle
space Ffinb (N) on the subspace N ⊂ Y defined by the linear hull of Ωf and A†(g1), · · ·A†(gn)Ωf,
j = 1, · · · ,n, n ∈ N. The creation and annihilation operators satisfy the canonical commutation
relations on Ffinb (N):
[A(g),A†(g′)] = (g,g′), [A†(g),A†(g′)] = [A(g),A(g′)] = 0, g,g′ ∈ Y,
where [X ,Y ] = XY −YX .
2.2 Dirac field
Let FDir = Ff(L2(R3;C4)). The energy Hamiltonian of the Dirac field is defined by
HD = dΓf(ωM)
where ωM(p) =
√
|p|2 +M2, p ∈ R3, and M > 0. Let C †(t( f1, · · · , f4)), fl ∈ L2(R3), l = 1, · · · ,4,
be the creation operator on FDirac. For each f ∈ L2(R3), we set
b†1/2( f ) =C †(t( f ,0,0,0)), b†−1/2( f ) =C †(t(0, f ,0,0)),
d †1/2( f ) =C †(t(0,0, f ,0)), d †−1/2( f ) =C †(t(0,0,0, f )).
We define bs( f ) and ds(g) by the conjugate of b†s ( f ) and d †s (g), respectively. Then the canonical
anti-commutation relations
{bs( f ),b†s′(g)} = {ds( f ),d †s′ (g)}= δs,s′( f ,g), (1)
{bs( f ),bs′(g)} = {ds( f ),ds′(g)} = {bs(g),d †s′ (g)}= 0, (2)
are satisfied and it holds that
‖bs( f )‖ = ‖b†s ( f )‖= ‖ f‖, ‖ds(g)‖ = ‖d †s (g)‖ = ‖g‖. (3)
Let hD(p) = α ·p+Mβ be the Fourier transformed Dirac operator with 4× 4 Dirac matrices α =
(α j)3j=1 and β . Let S(p) = S ·p, p ∈ R3, where S =− i4α ∧α is the spin angular momentum. The
spinors us(p) = (uls(p))4l=1 and vs(p) = (v ls(p))4l=1 are function which satisfy the following :
(D.1) hD(p)us(p) = EM(p)us(p), hD(p)vs(p) =−EM(p)vs(p),
(D.2) S(p)us(p) = s|p|us(p), S(p)vs(p) = s|p|vs(p),
(D.3)
4
∑
l=1
u ls(p)∗u ls′(p
′) =
4
∑
l=1
v ls(p)∗v ls′(p
′) = δs,s′,
4
∑
l=1
u ls(p)∗v ls′(p
′) = 0.
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Remark 2.1 We review the example of spinors in the standard representation (see [24] ; Section
1). The Pauli matrices are defined by σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
.
Then, the Dirac marices are α =
(
O σ
σ O
)
, β =
(
1 O
O −1
)
, and the spin angular momentum
is S = 12
(
σ O
O σ
)
. Let OSR = {p = (p1, p2, p3) ∈R3
∣∣ |p|− p3 = 0}. We see that the Lebesgue
measure of OSR is zero. We set
η+(p)=


1√
2|p|(|p|−p3)
(
p1− ip2
|p|− p3
)
, p /∈ OSR,(
1
0
)
, p ∈ OSR,
η−(p)=


1√
2|p|(|p|−p3)
(
p3−|p|
p1 + ip2
)
, p /∈ OSR,(
0
1
)
, p ∈OSR.
Let
u±1/2(p) =
(
λ+(p)η±(p)
±λ−(p)η±(p)
)
, v±1/2(p) =
(∓λ−(p)φ±(p)
±λ+(p)η±(p)
)
,
with λ±(p) = 1√2
√
1±M EM(p)−1. Here note that us and vs satisfy us,vs ∈ ⊕4(C1(R3\OSR)).
The Dirac field operator ψ(x) = t(ψ1(x), · · · ,ψ4(x)) is defined by
ψl(x) = ∑
s=±1/2
(
bs( f ls,x)+d †s (gls,x)
)
, l = 1, · · · ,4,
where f ls,x(p) = f ls (p)e−p·x with f ls (p) = 1√(2pi)3 χD(p)u
l
s(p) and gls,x(p) = gls(p)e−p·x with gls(p) =
1√
(2pi)3
χD(p)v˜ls(p) and v˜ ls(p) = v ls(−p). Here χD satisfy the following condition.
(A.1 ; Ultraviolet Cutoff for Dirac Field)∫
R3
|χD(p)|2dp < ∞.
Then it holds that
‖ψl(x)‖ ≤ c lD, (4)
where c lD = 1√(2pi)3 ∑s=±1/2
(‖χD u ls‖+‖χD v˜ ls‖), l = 1, · · · ,4.
2.3 Radiation Field in the Coulomb Gauge
Let Frad = Fb(⊕r=1,2L2(R3)). The free Hamiltonian is defined by
Hrad = dΓb(ω)
5
where ω(k) = |k|, k ∈ R3. Let A∗(h1,h2), hr ∈ L2(R3), r = 1,2, be the creation operators on Frad.
Let
a†1(h) = A((h,0)), a
†
2(h) = A((0,h)), h ∈ L2(R3),
and ar(h′) = (a†(h′))∗, h′ ∈ L2(R3), r = 1,2. The creation operators and annihilation operators
satisfy the canonical commutation relations
[ar(h),a†r′(h
′)] = δr,r′(h, h′), (5)
[ar(h),ar′(h′)] = [a†r (h′),a
†
r′(h
′)] = 0, (6)
on Ffinrad(M) where M is a subspace of ⊕r=1,2L2(R3). For all h ∈D(ω−1/2), it follows that
‖ar(h)(Hrad +1)−1/2‖ ≤ ‖ h√
ω
‖, ‖a†r (h)(Hrad +1)−1/2‖ ≤ ‖
h√
ω
‖+‖h‖. (7)
The polarization vectors er(k) = (e jr(k)), r = 1,2, satisfy the following relations.
(R.1) er(k) · er′(k) = 0, er(k) ·k = 0, k ∈ R3\{0}.
Remark 2.2 We check the example of the polarization vectors. For all k ∈ R3\{0}, we set
e1(k) =
1√
(k1)2 +(k2)2

 −k2k1
0

 , e2(k) = 1
|k|
√
k21 + k22

 k1k3k2k3
−(k1)2− (k2)2

 .
Then (R.1) is satisfied. Here it is noted that er ∈ ⊕3 (C1(R3\{0})), r = 1,2.
The radiation field operator A(x) = (A j(x))3j=1 is defined by
A j(x) = ∑
r=1,2
(
ar(h jr,x)+a†r (h jr,x)
)
where h jr,x(k) = h jr(k)e−k·x with h jr(k) = 1√
(2pi)3
χrad(k)e jr(k)√
2ω(k)
, and χrad satisfy the following condition.
(A.2 : Ultraviolet Cutoff for Radiation Field)
∫
R3
|χrad(k)|2
ω(k)l
dk < ∞, l = 1,2.
Then
‖A j(x)(Hrad +1)−1/2‖ ≤ c jrad (8)
where c jrad =
1√
(2pi)3
∑
r=1,2
(√
2‖ χrade jrω ‖+‖ χrade
j
r√
2ω ‖
)
.
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2.4 Total Hamiltonian and Main Theorem
We define the system of the Dirac field interacting with the radiation field. The Hilbert space for
the system is defined by FQED = FDirac⊗Frad. The free Hamiltonian is defined by
H0 = HD⊗ 1 rad + 1 D⊗Hrad
on the domain D(H0) = D(HD ⊗ 1 rad)∩D(1 D ⊗Hrad). To define the interactions, we introduce
spatial cutoff χI and χII, which satisfy the condition below.
(A.3 : Spatial Cutoff )
∫
R3
|χI(x)|dx < ∞,
∫
R3×R3
|χII(x)χII(y)|
|x−y| dxdy < ∞.
First we define a functional on FQED×FQED by
ℓI(Φ,Ψ) =
3
∑
j=1
∫
R3
χI(x)
(
Φ,(ψ†(x)α jψ(x)⊗A j(x))Ψ
)
, Φ ∈ FQED, Ψ ∈D(H0),
where ψ†(x) = (ψ1(x)∗, · · · ,ψ4(x)∗). We see that
|ℓI(Φ,Ψ)| ≤
(∫
R3
|χI(x)|dx
) 3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |c lDc l
′
Dc
j
rad ‖Φ‖‖1 D ⊗ (Hrad +1)1/2Ψ‖.
By the Riesz representation theorem, we can define the operator HI which satisfy (Φ,HIΨ) =
ℓI(Φ,Ψ) and
‖HIΨ‖ ≤ c I ‖1 D⊗ (Hrad +1)1/2Ψ‖, (9)
where cI = ‖χI‖L1
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |c lDc l
′
Dc
j
rad. By the spectral decomposition theorem, it is proven that
for all ε > 0,
‖HIΨ‖ ≤ cIε‖H0Ψ‖+ cI
(
1
2ε
+1
)
‖Ψ‖. (10)
Next we define a functional on FQED⊗FQED by
ℓII(Φ,Ψ) =
∫
R3×R3
χII(x)χII(y)
|x−y|
(
Φ,
(
ψ†(x)ψ(x)ψ†(y)ψ(y)⊗ 1 rad
)
Ψ
)
dxdy, Φ, Ψ ∈ FQED.
We see that
|ℓII(Φ,Ψ)| ≤
(∫
R3×R3
∣∣∣∣χII(x)χII(y)|x−y|
∣∣∣∣dxdy
) 4
∑
l,l′=1
(c lDc
l′
D)
2‖Φ‖‖Ψ‖.
Then, by the Riesz representation theorem, we can define an operator HII satisfying (Φ,HIIΨ) =
ℓII(Φ,Ψ) and
‖HII‖ ≤ cII, (11)
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where cII =
∥∥∥ χII(x)χII(y)|x−y|
∥∥∥
L1
4
∑
l,l′=1
(c lDc
l′
D)
2
. By (10) and (11), it holds that
‖(κIHI +κIIHII)Ψ‖ ≤ cIκIε‖H0Ψ‖+
(
cIκI
(
1
2ε
+1
)
+ cIIκII
)
‖Ψ‖.
Then the Kato-Rellich theorem yields that that HQED is self-adjoint on D(H0) and essentially self-
djoint on any core of H0. Hence, in particular, HQED is essentially self-adjoin on
D0 = F
fin
DirD(ωM)⊗ˆFfinrad(D(ω))
where ⊗ˆ denotes the algebraic tensor product.
To prove the existence of the ground state of HQED, we suppose additional conditions below.
(A.4 : Spatial Localization)
∫
R3
|x||χI(x)|dx < ∞,
∫
R3×R3
|χII(x)χII(y)|
|x−y| |x|dxdy < ∞.
(A.5 : Momentum Regularity Condition for Dirac Field)
There exists a subset OD ⊂R3 with Lebesgue measure zero such that us,vs ∈⊕4 (C1(R3\OD)),
s =±1/2. χD ∈C1(R3), and it satisfies that∫
R3
|∂pν χD(p)|2dp < ∞,
∫
R3
|χD(p)∂pν u ls(p)|2dp < ∞,
∫
R3
|χD(p)∂pν v ls(−p)|2dp < ∞,
for all ν = 1,2,3, l = 1, · · · ,4, s =±1/2.
(A.6 : Momentum Regularity Condition for Radiation Field )
There exists a subset Orad ⊂R3 with Lebesgue measure zero such that er ∈⊕3 (C1(R3\Orad)),
r = 1,2, where Orad. χrad ∈C1(R3) and it satisfies that
∫
R3
|χrad(k)|2
|k|5 dk < ∞,
∫
R3
|∂kν χrad(k)|2
|k|3 dk < ∞,
∫
R3
|χrad(k)∂kν e jr(k)|2
|k|3 dk < ∞,
for all ν = 1,2,3, j = 1,2,3, r = 1,2.
Remark 2.3 Examples of OD and Orad in (A.5) and (A.6) are as follows. In the case of the stan-
dard representation, OD = OSR where OSR is defined in Remark 2.1. For the polarization vectors
considered in Remark 2.2, Orad = {0}.
The main theorem in this paper is as follows.
Theorem 2.1 (Existence of a Ground State)
Suppose (A.1) - (A.6). Then HQED has a ground state for all values of coupling constants. In
particular, its multiplicity is finite.
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3 Ground States of Massive case
In this section, we consider a massive Hamiltonian defined by
Hm = HD⊗ 1 + 1 ⊗Hrad,m +κIHI +κIIHII,
where Hrad,m = dΓb(ωm) with ωm(k) =
√
k2 +m2, m > 0.
3.1 Fock Spaces on Direct Sum of Hilbert Spaces
We review basic properties of Fock spaces on direct sum of Hilbert spaces. These are useful for
constructing partitions of unity on Fock spaces (see, Derezin´ski-Ge´rard [10]).
(i) Full Fock Space on Z⊕Z
Let Z =
[
Z0
Z∞
]
, Z0,Z∞ ∈ L(Z), where Z is a complex Hilbert space. We consider Z =
[
Z0
Z∞
]
is
an operator Z→ Z⊕Z which acts for
Zh =
[
Z0 h
Z∞ h
]
, h ∈D(Z0)∩D(Z∞).
Let J =
[
J0
J∞
]
, J0,J∞ ∈ L(Z) and B =
[
B0
B∞
]
, B0,B∞ ∈ L(Z). We define dΓ(J,B) : F(Z)→
F(Z)⊕F(Z) by
dΓ(J,B) =⊕∞n=0
(
n
∑
j=1
(⊗ j−1J)⊗B⊗ (⊗n− jJ)
)
.
If B0 and B∞ are bounded, and J∗0 J0 + J∗∞J∞ ≤ 1, it holds that
‖dΓ(J,B)(N +1)−1‖ ≤
√
‖B0‖2 +‖B∞‖2. (12)
Let T ∈ L(Z). Then it holds that
Γ(J)dΓ(T ) = dΓ
([
T 0
0 T
])
Γ(J)+dΓ(J, ˜adT (J)), (13)
where ˜adT (J) : Z→ Z⊕Z is defined by
˜adT (J)h =
[
[T,J0]h
[T,J∞]h
]
, h ∈D([T,J0])∩D([T,J∞]).
(ii) Fermion Fock Space on X⊕X
Let X be a complex Hilbert space. Let Jf =
[
J 0f
J ∞f
]
, J 0f ,J ∞f ∈ L(X) and Bf =
[
B0f
B∞f
]
, B0f ,B
∞
f ∈
9
L(X). We set dΓf(Jf,Bf) = dΓ(Jf,Bf)↾Ff(X). Suppose that B0f and B∞f are bounded, and (J 0f )∗J 0f +
(J ∞f )∗J ∞f ≤ 1. By (12), it holds that
‖dΓf(Jf,Bf)(Nf +1)−1‖ ≤
√
‖B0f ‖2 +‖B∞f ‖2. (14)
Let Tf ∈ L(X). From (13), it holds that
Γf(Jf)dΓf(Tf) = dΓf
([
Tf 0
0 Tf
])
Γf(Jf)+dΓf(Jf, ˜adTf(Jf)). (15)
Let C( f ) and C †( f ), f ∈X, be the annihilation and creation operators on Ff(X), respectively. Then
it follows that
Γf(Jf)C( f ) =C
([ f
0
])
Γf(Jf)+Γf(Jf)C
(
(1− (J 0f )∗) f
)
, (16)
Γ(Jf)C †( f ) =C †
([ f
0
])
Γf(Jf)+C †
([
J 0f −1
J ∞f
]
f
)
Γf(Jf). (17)
(iii) Boson Fock Space on Y⊕Y
Let Y be a complex Hilbert space. Let Jb =
[
J 0b
J ∞b
]
, J 0b ,J ∞b ∈ L(Y) and Bb =
[
B0b
B∞b
]
, B0b ,B
∞
b ∈
L(Y). We define dΓb(Jb,Bb)= dΓ(Jb,Bb)↾Fb(Y). Assume that B0b and B∞b are bounded, and (J 0b )∗J 0b +
(J ∞b )∗J ∞b ≤ 1. By (12), it follows that
‖dΓb(Jb,Bb)(Nb +1)−1‖ ≤
√
‖B0b‖2 +‖B∞b ‖2. (18)
Let Tb ∈ L(Y). Then (13) yields that
Γb(Jb)dΓb(Tb) = dΓb
([
Tb 0
0 Tb
])
Γb(Jf)+dΓb(Jb, ˜adTb(Jb)). (19)
Let A(g) and A†(g), g ∈ Y, be the annihilation and creation operators on Fb(Y), respectively. Then
it follows that
Γb(Jb)A(g) = A
([
g
0
])
Γb(Jb)+Γb(Jb)A
(
(1− (J 0b )∗)g
)
, (20)
Γb(Jb)A†(g) = A†
([
g
0
])
Γb(Jb)+A†
([
J 0b −1
J ∞b
]
g
)
Γb(Jb). (21)
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3.2 Partition of Unity for the Dirac Field
We construct a partition of unity for the Dirac field. For general properties of partition of unity for
fermionic fields, refer to Ammari [1].
Let
cτ ,s( f ) =
{
bs( f ), τ =+,
ds( f ), τ =−.
Let Uf : Ff
(
L2(R3p;C4)⊕L2(R3p;C4)
) → FDirac ⊗ FDirac be an isometric operator which satisfy
Uf ΩD = ΩD⊗ΩD and
Uf c†τ1,s1
([ f1
g1
])
· · ·c†τ1,s1
([ f1
gn
])
ΩD
=
(
c†τ1,s1( f1)⊗ 1 +(−1)ND ⊗ c†τ1,s1(g1)
)
· · ·
(
c†τn,sn( fn)⊗ 1 +(−1)ND ⊗ c†τn,rn(gn)
)
ΩD⊗ΩD.
Here note that (−1)ND Ψ = (−1)nΨ for the vector of the form Ψ = c†τ1,s1( f1) · · ·c†τn,sn( fn)ΩD, f j ∈
L2(R3), j = 1, · · · ,n, n ∈N. Let j0, j∞ ∈C ∞(R). We assume that j0 ≥ 0, j∞ ≥ 0, j0(x)2 + j∞(x)2 =
1, j0(x) = 1 for |x| ≤ 1 and j0(x) = 0 for |x| ≥ 2. Let jf,R =
[ j0f,R
j∞f,R
]
where j0f,R = j0(−i∇pR ) and
j∞f,R = j∞(−i∇pR ) with ∇p = (∂p1 ,∂p2 ,∂p3).
Let Xf,R : FDir → FDir⊗FDir defined by
Xf,R = Uf Γf( jf,R).
From (15)-(17), it holds that
Xf,R HD =
(
HD⊗ 1 + 1 ⊗HD
)
Xf,R +Uf dΓf( jf,R, ˜adωM( jf,R)), (22)
Xf,R cτ ,s( f ) = (cτ ,s( f )⊗ 1 )Xf,R +Xf,R cτ ,s((1− j0f,R) f ), (23)
Xf,R c†τ ,s( f ) = (c∗τ ,s( f )⊗ 1 )Xf,R +
(
c†τ ,s(( j0f,R−1) f )⊗ 1 +(−1)ND ⊗ c†τ ,s( j∞f,R f )
)
Xf,R. (24)
Lemma 3.1 Assume (A.1). Then,
(i)∥∥(Xf,R HD− (HD⊗ 1 + 1 ⊗HD))Xf,R(ND +1)−1∥∥≤ cfR ,
(ii)‖Xf,R ψl(x)− (ψl(x)⊗ 1 )Xf,R‖ ≤ δ 1,lf,R(x), l = 1, · · ·4,
(iii)‖Xf,R ψl(x)∗− (ψl(x)∗⊗ 1 )Xf,R‖ ≤ δ 2,lf,R(x), l = 1, · · ·4.
Here cf ≥ 0 is a constant, and δ i,lf,R(x) ≥ 0, l = 1, · · · ,4, i = 1,2, are error terms which satisfy
sup
x∈R3
|δ i,lf,R(x)| < ∞ and limR→∞ δ
i,l
f,R(x) = 0 for all x ∈ R3.
11
(Proof) (i) By (22), we have∥∥(Xf,RHD− (HD⊗ 1 + 1 ⊗HD)Xf,R)(ND +1)−1∥∥≤ ‖dΓf( jf,R, ˜adωM( jf,R))(ND +1)−1‖,
and (14) yields that
‖dΓf( jf,R, ˜adωM( jf,R))(ND +1)−1‖ ≤
√
‖[ωM , j0f,R]‖2B(L2(R3))+‖[ωM , j∞f,R]‖2B(L2(R3))
By pseudo-differential calculus (e.g., [13] ; Appendix A, [19] ; Section IV), it follows that
‖[ωM , j ♯f,R]‖B(L2(R3)) ≤ c♯R , ♯= 0,∞, where c♯ ≥ 0 are constants. Thus (i) is proven.
(ii) By the definition of ψl(x) = ∑
s=±1/2
(bs( f ls,x)+d †s (g ls,x)), we have from (23) and (24) that
Xf,R ψl(x)− (ψl(x)⊗ 1 )Xf,R
= ∑
s=±1/2
(
Xf,R bs((1− j0f,R) f ls,x)+
(
d †s (( j0f,R−1)g ls,x)⊗ 1 +(−1)ND ⊗d †s ( j∞f,Rgls,x)
)
Xf,R
)
.
Then we have
‖Xf,R ψl(x)− (ψl(x)⊗ 1 )Xf,R‖
≤ ∑
s=±1/2
(
‖bs((1− j0f,R) f ls,x)‖+‖(d †s (( j0f,R−1)gls,x)⊗ 1 )Xf,R‖+‖(1 ⊗d †s ( j∞f,Rgls,x)Xf,R‖
)
≤ ∑
s=±1/2
(
‖((1− j0f,R) f ls,x)‖+‖(( j0f,R−1)gls,x‖+‖ j∞f,Rgls,x‖
)
.
Let δ 1,lf,R(x)= ∑
s=±1/2
(
‖((1− j0f,R) f ls,x)‖+‖((1− j0f,R)gls,x)‖+‖ j∞f,Rgls,x‖
)
. We see that sup
x∈R3
|δ 1,lf,R(x)| ≤
∑
s=±1/2
(‖ f ls ‖+2‖gls‖) and limR→∞δ 1,lf,R(x) = 0 for all x ∈ R. Hence (ii) follows.
(iii) From the definition of ψl(x)∗ = ∑
s=±1/2
(b†s ( f ls,x)+ds(g ls,x)), (23) and (24) yield that
Xf,R ψl(x)∗− (ψl(x)∗⊗ 1 )Xf,R
= ∑
s=±1/2
((
b†s (( j0f,R−1) f ls,x)⊗ 1 +(−1)ND ⊗b†s ( j∞f,R f ls,x)
)
Xf,R +Xf,R ds((1− j0f,R)g ls,x)
)
.
Then it follows that
‖Xf,R ψl(x)∗− (ψl(x)∗⊗ 1 )Xf,R‖ ≤ δ 2,lf,R(x),
where δ 2,lf,R(x)= ∑
s=±1/2
(
‖(( j0f,R−1) f ls,x)‖+‖ j∞f,R f ls,x‖+‖((1− j0f,R)g ls,x)‖
)
. It is seen that sup
x∈R3
|δ 2,lf,R(x)| ≤
∑
s=±1/2
(
2‖ f ls ‖+‖gls‖
)
and lim
R→∞
δ 2,lf,R(x) = 0 for all x ∈ R. Thus we obtain (iii). 
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Corollary 3.2 Assume (A.1). Then, for all l, l′ = 1, · · ·4,
(i) ‖Xf,R ψl(x)∗ψl′(x)− (ψl(x)∗ψl′(x)⊗ 1 )Xf,R‖ ≤ δ 3,l,l
′
f,R (x),
(ii)‖Xf,R ψl(x)∗ψl(x)ψl′(y)∗ψl′(y)− (ψl(x)∗ψl(x)ψl′(y)∗ψl′(y)⊗ 1 )Xf,R‖ ≤ δ 4,l,l
′
f,R (x,y).
Here δ 3,l,l′f,R (x)≥ 0 satisfies sup
x∈R3
|δ 3,l,l′f,R (x)|<∞ and limR→∞δ
3,l,l′
f,R (x)= 0 for all x∈R3, and δ 4,l,l
′
f,R (x,y)≥
0 satisfies sup
(x,y)∈R3×R3
|δ 4,l,l′f,R (x,y)| < ∞ and limR→∞ δ
4,l,l′
f,R (x,y) = 0 for all x,y ∈ R3.
(Proof) (i) By Lemma 3.1 (ii) and (iii), it is seen that
‖Xf,R ψl(x)∗ψl′(x)− (ψl(x)∗ψl′(x)⊗ 1 )Xf,R‖
≤ ‖(Xf,R ψl(x)∗− ((ψl(x)∗⊗ 1 )Xf,R))ψl′(x)‖
+‖(ψl(x)∗⊗ 1 )(Xf,R ψl′(x)− (ψl′(x)⊗ 1 )Xf,R)‖
≤ δ 2,lf,R‖ψl′(x)‖+δ 1,l
′
f,R ‖ψl(x)∗‖.
Note that ‖ψ l′(x)‖ ≤ c l′D and ‖ψl(x)∗‖ ≤ clD. Hence (i) is obtained. Similarly, we can prove (ii) by
using (i). 
3.3 Partition of Unity for Radiation Field
Let Ub : Fb(L2(R3k × {1,2})⊕ L2(R3k × {1,2})) → Frad ⊗ Frad an isometric operator satisfying
Ub Ωrad = Ωrad⊗Ωrad and
Ub a†r1
([ f1
g1
])
· · ·a†r1
([ f1
gn
])
Ωrad
=
(
a†r1( f1)⊗ 1 + 1 ⊗a†r1(g1)
)
· · ·
(
a†rn( fn)⊗ 1 + 1 ⊗a†rn(gn)
)
Ωrad⊗Ωrad.
Let j0, j∞ ∈C∞(R). We suppose that j0 ≥ 0, j∞ ≥ 0, j20+ j2∞ = 1, j0(y) = 1 if |y| ≤ 1 and j0(y) = 0 if
|y| ≥ 2. We set jb,R =
[ j0b,R
j∞b,R
]
where j0b,R = j0(−i∇kR ) and j∞b,R = j∞(−i∇kR ) with ∇k = (∂k1 ,∂k2 ,∂k3).
Let Yb,R : Frad → Frad⊗Frad defined by
Yb,R =Ub Γb( jb,R).
From (19) - (21), it follows that
Yb,R Hrad,m =
(
Hrad,m⊗ 1 + 1 ⊗Hrad,m
)
Yb,R−Ub dΓb( jb,R, ˜adωm( jb,R)), (25)
Yb,R ar(h) = (ar(h)⊗ 1 )Yb,R +Yb,R ar((1− j0b,R)h), (26)
Yb,R a†r (h) = (a∗r (h)⊗ 1 )Yb,R +
(
a†r (( j0b,R−1)h)⊗ 1 + 1 ⊗a†r ( j∞b,Rh)
)
Yb,R. (27)
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Lemma 3.3 Assume (A.2). Then
(i)
∥∥∥(Yb,R Hrad,m− (Hrad,m⊗ 1 + 1 ⊗Hrad,m)Yb,R ) (Nrad +1)−1∥∥∥≤ cbR ,
(ii)
∥∥∥(Yb,R A j(x)− (A j(x)⊗ 1 )Yb,R ) (Nrad +1)−1/2∥∥∥≤ δ jb,R(x).
Here cb ≥ 0 is a constant and δ jb,R(x)≥ 0, j = 1,2,3, are error terms which satisfy sup
x∈R3
|δ jb,R(x)|<∞
and lim
R→∞
δ jb,R(x) = 0 for all x ∈ R3.
(Proof) (i) It is proven in a similar way to Lemma 3.1 (i).
(ii) By the definition of A j(x) = ∑
r=1,2
(
ar(h jr,x)+a†r (h
j
r,x)
)
, it follows from (26) and (27) that
Yb,R A j(x)− (A j(x)⊗ 1 )Yb,R
= ∑
r=1,2
(
Yb,R ar((1− j0b,R)h jr,x)+
(
a†r (( j0b,R−1)h jr,x)⊗ 1 + 1 ⊗a†r ( j∞b,Rh jr,x)
)
Yb,R
)
.
Since ‖ar(h)(Nrad +1)−1/2‖ ≤ ‖h‖ and ‖a†r (h)(Nrad +1)−1/2‖ ≤ 2‖h‖, we have∥∥∥(Yb,R A j(x)− (A j(x)⊗ 1 )Yb,R)(Nrad +1)−1/2∥∥∥
≤ ∑
r=1,2
(
‖(ar(1− j0b,R)h jr,x)(Nrad +1)−1/2‖
+‖(a†r (( j0b,R−1)h jr,x)(Nrad +1)−1/2⊗ 1 )((Nrad +1)1/2⊗ 1 )Yb,R(Nrad +1)−1/2‖
+‖(1 ⊗a†r ( j∞b,Rh jr,x)(Nrad +1)−1/2)(1 ⊗ (Nrad +1)1/2)Yb,R(Nrad +1)−1/2‖
)
≤ ∑
r=1,2
(
‖(1− j0b,R)h jr,x‖+2‖( j0b,R−1)h jr,x‖+2‖ j∞b,Rh jr,x‖
)
.
Let δ jb,R(x) = ∑
r=1,2
(
3‖((1− j0b,R)h jr,x)‖+2‖ j∞b,Rh jr,x‖
)
, j = 1,2,3. We see that sup
x∈R3
|δ jb,R(x)| ≤
5
(
‖h j1‖+‖h j2‖
)
and lim
R→∞
δ jb,R(x) = 0 for all x ∈R. Thus we obtain the proof. 
3.4 Existence of Ground State of Hm
We recall that the massive Hamiltonian is defined by
Hm = HD⊗ 1 rad + 1 D⊗Hrad,m +κIHI +κIIHII.
Throughout this subsection, we do not omit the subscripts of the identities 1 D and 1 rad.
Since 1
ωm(k)λ
≤ 1
ω(k)λ , λ > 0, it holds that
‖A j(x)(Hrad,m +1)−1/2‖ ≤ ∑
r=1,2
(
2‖χrade
j
r
ωm
‖+‖χrade
j
r√
ωm
‖
)
≤ c jrad. (28)
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Then, we have
‖HIΨ‖ ≤ c I ‖1 ⊗ (Hrad,m +1)1/2Ψ‖, (29)
and it holds that for all ε > 0,
‖HIΨ‖ ≤ cIε‖H0,mΨ‖+ cI
(
1
2ε
+1
)
‖Ψ‖.. (30)
From (30) and ‖HII‖< ∞, it is proven that Hm is self-adjoint and essentially self adjoint on any core
of H0,m.
Theorem 3.4 (Existence of a Ground State of Hm)
Suppose (A.1) - (A.3). Let m < M. Then Hm has purely discrete spectrum in [E0(Hm),E0(Hm)+m).
In particular, Hm has a ground state.
To prove Theorem 3.4, we need some preparations. We define ˜Xf,R : FQED → FDir⊗FDir⊗Frad by
˜Xf,R = Xf,R⊗ 1 rad.
We introduce Hamiltonian ˜Hm : FDir⊗FDir⊗Frad → FDir⊗FDir⊗Frad defined by
˜Hm = ˜HD⊗ 1 rad + 1 D⊗ ˜Hrad +κI ˜HI +κII ˜HII,
where ˜HD = HD⊗ 1 D, ˜Hrad = 1 D⊗Hrad,m and
˜HI =
3
∑
j=1
∫
R3
χI(x)(ψ˜†(x)α˜ jψ˜(x)⊗A j(x))dx,
˜HII =
∫
R3×R3
χII(x)χII(y)
|x−y|
(
ψ˜†(x)ψ˜(x)ψ˜†(y)ψ˜(y)⊗ 1 rad
)
dxdy.
with ψ˜(x) = ψ(x)⊗ 1 D and α˜ j = α j⊗ 1 D, j = 1, · · ·3.
Proposition 3.5 Assume (A.1) - (A.3). Let Ψ ∈D(Hm). Then, it holds that
(i) ∥∥( ˜Xf,R(HD⊗ 1 rad)− ( ˜HD⊗ 1 rad + 1 D⊗HD⊗ 1 rad) ˜Xf,R)Ψ∥∥
≤ c f
R
(‖(ND⊗ 1 rad)Ψ‖+‖Ψ‖) ,
(ii) ∥∥( ˜Xf,RHI− ˜HI ˜Xf,R)Ψ∥∥≤ δ f,I(R) (‖(1 D⊗N1/2rad )Ψ‖+‖Ψ‖) ,
(iii) ∥∥( ˜Xf,RHII− ˜HII ˜Xf,R)Ψ∥∥≤ δ f,II(R)‖Ψ‖.
Here cf ≥ 0 is the constant in Lemma 3.1(i), and δ f,I(R)≥ 0 and δ f,II(R)≥ 0 are error terms satis-
fying that lim
R→∞
δ f,I(R) = 0 and lim
R→∞
δ f,II(R) = 0, respectively.
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(Proof)
(i) It directly follows from Lemma 3.1 (i).
(ii) Let Ψ ∈D(Hm) and ˜Φ ∈ FDir⊗FDir⊗Frad with ‖ ˜Φ‖= 1. Then,(
˜Φ,
(
˜Xf,RHI − ˜HI ˜Xf,R
)
Ψ
)
=
3
∑
j=1
∫
R3
χI(x)
(
Φ,
((
Xf,Rψ†(x)(x)α jψ(x)− ψ˜†(x)α˜ jψ˜(x)Xf,R
)⊗A j(x))Ψ)dx.
Then we have∣∣( ˜Φ,( ˜Xf,RHI − ˜HI ˜Xf,R)Ψ)∣∣
≤
3
∑
j=1
∫
R3
|χI(x)|
∥∥Xf,Rψ†(x)α jψ(x)− ψ˜†(x)α˜ jψ˜(x)Xf,R∥∥ ∥∥(1 D⊗A j(x))Ψ∥∥dx
≤
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |
∫
R3
|χI(x)| ‖(Xf,Rψl(x)∗ψl′(x)− ψ˜l(x)∗ψ˜l′(x)Xf,R)‖
∥∥(1 D⊗A j(x))Ψ∥∥dx.
By Corollary 3.2 (i), we have ‖(Xf,Rψl(x)∗ψl′(x)− ψ˜l(x)∗ψ˜l′(x)Xf,R)‖ ≤ δ 3,l,l
′
f,R (x). We also see that
‖A j(x)(Nrad +1)−1/2‖ ≤ 3 ∑
r=1,2
‖h jr‖. Then it follows that
∣∣( ˜Φ,( ˜Xf,RHI − ˜HI ˜Xf,R)Ψ)∣∣
≤ ∑
r=1,2
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |‖h jr‖
(∫
R3
|χI(x)|δ 3,l,l
′
f,R (x)dx
)
‖(1 D ⊗ (Nrad +1)1/2)Ψ‖. (31)
Since (31) holds for all ˜Φ ∈ FDir⊗FDirac⊗Frad with ‖ ˜Φ‖= 1, it follows that∥∥( ˜Xf,RHI − ˜HI ˜Xf,R)Ψ∥∥≤ δ f,I(R)‖(1 D⊗ (Nrad +1)1/2)Ψ‖, (32)
where δ f,I(R) = 3 ∑
r=1,2
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |‖h jr‖‖χI δ 3,l,l
′
f,R ‖L1 . We see that limR→∞δ f,I(R) = 0, and hence (ii)
follows.
(iii) Let Ψ∈D(Hm). We set Ql(x) =ψl(x)∗ψl(x). Then for all ˜Φ∈FDir⊗FDir⊗Frad with ‖ ˜Φ‖= 1,(
˜Φ,
(
˜Xf,RHII − ˜HII ˜Xf,R
)
Ψ
)
=
4
∑
l,l′=1
∫
R3×R3
χII(x)χII(y)
|x−y|
(
˜Φ,((Xf,RQl(x)Ql′(y)− ((Ql(x)Ql′(y)⊗ 1 D)Xf,R)⊗ 1 rad)Ψ
)
dxdy.
Then we have∣∣( ˜Φ,( ˜Xf,RHII − ˜HII ˜Xf,R)Ψ)∣∣
≤
4
∑
l,l′=1
∫
R3×R3
|χII(x)χII(y)|
|x−y| ‖(Xf,RQl(x)Ql′(y)− (Ql(x)Ql′(y)⊗ 1 D)Xf,R)Ψ‖dxdy.
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From Corollary 3.2 (ii), it holds that ‖Xf,RQl(x)Ql′(y)− (Ql(x)Ql′(y)⊗ 1 D)Xf,R‖ ≤ δ 4,l,l
′
f,R (x,y).
Then we have
∣∣( ˜Φ,( ˜Xf,RHII − ˜HII ˜Xf,R)Ψ)∣∣≤
(
4
∑
l,l′=1
∫
R3×R3
|χII(x)χII(y)|
|x−y| δ
4,l,l′
f,R (x,y)dxdy
)
‖Ψ‖ .
This implies that ∥∥( ˜Xf,RHII − ˜HII ˜Xf,R)Ψ∥∥≤ δ f,II(R) ‖Ψ‖ ,
where δ f,II(R) =
4
∑
l,l′=1
∫
R3×R3
|χII(x)χII(y)|
|x−y| δ
4,l,l′
f,R (x,y)dxdy. We see that limR→∞δ f,II(R) = 0, and thus the
proof is obtained. 
We define ˜Yb,R : FQED → FDir⊗Frad⊗Frad by
˜Yb,R = 1 D⊗Yb,R.
Proposition 3.6 Assume (A.1) - (A.3). Then it holds that for all Ψ ∈D(Hm),
(i)∥∥( ˜Yb,R(1 D⊗Hrad,m)− (1 D⊗Hrad,m⊗ 1 rad + 1 QED⊗Hrad,m) ˜Yb,R)Ψ∥∥
≤ cb
R
(‖(1 D⊗Nrad)Ψ‖+‖Ψ‖) ,
(ii)∥∥( ˜Yb,R HI− (HI⊗ 1 rad) ˜Yb,R)Ψ∥∥≤ δb,I(R)(‖(1 D⊗N1/2rad )Ψ‖+‖Ψ‖) ,
where cb ≥ 0 and δb,I(R)≥ 0 satisfying lim
R→∞
δb,I(R) = 0.
(Proof) (i) It immediately follows from Lemma 3.3 (i).
(ii) Let Ψ ∈D(Hm) and ˜Ξ ∈ FDir⊗Frad⊗Frad with ‖ ˜Ξ‖= 1. We see that(
˜Ξ,
(
˜Yb,R HI− (HI⊗ 1 rad) ˜Yrad,R
)
Ψ
)
=
3
∑
j=1
∫
R3
χI(x)
(
˜Ξ,
(
ψ†(x)α jψ(x)
)⊗ (Yb,RA j(x) − (A j(x)⊗ 1 rad)Yb,R))Ψ)dx, .
Then, ∣∣( ˜Ξ,( ˜Yb,R HI− (HI⊗ 1 rad) ˜Yb,R)Ψ)∣∣
≤
3
∑
j=1
∫
R3
|χI(x)|
∥∥(ψ†(x)α jψ(x)⊗ (Yb,RA j − (A j(x)⊗ 1 rad)Yb,R))Ψ∥∥dx
≤
(
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |c lDc l
′
D
)∫
R3
|χI(x)|
∥∥(1 D⊗ (Yb,RA j − (A j(x)⊗ 1 rad)Yb,R)))Ψ∥∥dx.
From Lemma 3.3 (ii), it holds that∥∥(1 D⊗ (Yb,RA j − (A j(x)⊗ 1 rad)Yb,R))Ψ∥∥≤ δ jb,R(x)‖(1 D ⊗ (Nrad +1)1/2)Ψ‖,
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where δ jb,R(x)≥ 0 is the error term, and hence,∣∣( ˜Ξ,( ˜Yb,R HI− (HI⊗ 1 rad) ˜Yb,R)Ψ)∣∣≤ δb,I(R)‖(1 D⊗ (Nrad +1)1/2)Ψ‖, (33)
where δb,I(R) =
4
∑
l,l′=1
|α jl,l′ |c lDc l
′
D
∫
R3 |χI(x)|δ jb(x)dx. Since (35) holds for all ˜Ξ ∈ FDir⊗Frad⊗Frad
with ‖ ˜Ξ‖= 1, we have∥∥( ˜Yb,R HI− (HI⊗ 1 rad) ˜Yrad,R)Ψ∥∥≤ δb,I(R)‖(1 D ⊗ (Nrad +1)1/2)Ψ‖.
Since lim
R→∞
δb,I(R) = 0, the proof is obtained. 
Here we introduce a new norm defined by
‖Ψ‖λ ,λ ′ = ‖(N λ/2D ⊗ 1 rad)Ψ‖+‖(1 D⊗N λ
′/2
rad )Ψ‖+‖Ψ‖, Ψ ∈D(Nλ/2D ⊗Nλ
′/2
rad ).
From Proposition 3.5 and Proposition 3.6, the next corollary follows.
Corollary 3.7 Assume (A.1) - (A.3). Then for all Ψ ∈D(Hm),
(i) ∥∥( ˜Xf,RHm− ( ˜Hm + 1 D⊗HD⊗ 1 rad) ˜Xf,R)Ψ∥∥≤ δ f(R)‖Ψ‖2,1,
(ii) ∥∥( ˜Yb,RHm− (Hm⊗ 1 rad + 1 D⊗ 1 rad⊗Hrad,m) ˜Yb,R)Ψ∥∥≤ δb(R)‖Ψ‖0,2 .
Here δ f(R)≥ 0 and δb(R)≥ 0 are error terms which satisfy that lim
R→∞
δ f(R) = 0 and lim
R→∞
δb(R) = 0,
respectively.
Lemma 3.8 Assume (A.1) - (A.3). Let qf,R = ( j0f,R)2 and qb,R = ( j0b,R)2. Then, for all Ψ ∈D(Hm)
with ‖Ψ‖ = 1,
(Ψ,HmΨ)≥E0(Hm)+ m + (M−m)(Ψ,(1 D ⊗Γb(qb,R))Ψ)
−M (Ψ,(Γf(qf,R)⊗Γb(qb,R))Ψ)+ (δ f(R)‖Ψ‖2,1 +δb(R)‖Ψ‖0,2) .
(Proof) Let Ψ ∈D(Hm) with ‖Ψ‖= 1. By Lemma Corollary 3.7 (ii),
(Ψ,HmΨ) =
(
Ψ, ˜Y ∗b,R ˜Yb,RHmΨ
)
≥ (Ψ, ˜Y ∗b,R(Hm⊗ 1 rad) ˜Yb,RΨ)+ (Ψ, ˜Y ∗b,R(1 D⊗ 1 rad⊗Hrad,m) ˜Yb,RΨ)−δb(R)‖Ψ‖0,2.
We see that Hrad,m ≥ m(1 rad −Prad) with Prad = ENrad({0}) where EX(J) denotes the spectral pro-
jection on a Borel set J ∈B(R) for a self-adjoint operator X . Then
(Ψ,HmΨ)≥ (Ψ, ˜Y ∗rad,R(Hm⊗ 1 rad) ˜Yrad,RΨ)+m
−m(Ψ, ˜Y ∗rad,R(1 D⊗ 1 rad⊗Prad) ˜Yrad,RΨ)−δb(R)‖Ψ‖0,2
≥ (Ψ, ˜Y ∗b,R(Hm⊗ 1 rad) ˜Yb,RΨ)+m−m(Ψ,(1 D⊗Γb(qb,R)Ψ)−δb(R)‖Ψ‖0,2. (34)
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Here we used Y ∗b,R(1 rad⊗Prad)Yb,R = Γb(qb,R) in the last line. We evaluate the first term in the right
hand side of (34). Let ˜˜Xf,R = ˜Xf,R⊗ 1 rad. By Corollary 3.7 (i),
(Ψ, ˜Y ∗b,R(Hm⊗ 1 rad) ˜Yb,RΨ)
=
(
Ψ, ˜Y ∗b,R(( ˜X∗f,R ˜Xf,RHm)⊗ 1 rad) ˜Yb,RΨ)
)
≥
(
Ψ, ˜Y ∗rad,R ˜˜X∗f,R( ˜Hm⊗ 1 rad) ˜˜Xf,R ˜Yb,RΨ
)
+
(
Ψn, ˜Y ∗b,R ˜˜X∗f,R(1 D⊗HD⊗ 1 rad) ˜˜Xb,R ˜Yb,RΨ
)
−δ f(R)‖ ˜Yb,RΨ‖∼2,1, (35)
where we set
‖ ˜Φ‖∼λ ,λ ′ = ‖(Nλ/2D ⊗ 1 rad⊗ 1 rad) ˜Φ‖+‖(1 D⊗Nλ
′/2
rad ⊗ 1 rad) ˜Φ‖+‖ ˜Φ‖,
for ˜Φ ∈D(Nλ/2D ⊗ 1 rad⊗ 1 rad)∩D(1 D⊗Nλ
′/2
rad ⊗ 1 rad). We see that
‖ ˜Yb,RΨ‖∼2,1 = ‖ ˜Yb,R(ND⊗ 1 rad)Ψ‖+‖(1 D⊗N1/2rad ⊗ 1 rad) ˜Yb,RΨ‖+‖ ˜Yb,RΨ‖
≤ ‖ ˜Yb,R(ND⊗ 1 rad)Ψ‖+‖ ˜Yb,R(1 D⊗N1/2rad )Ψ‖+‖ ˜Yb,RΨ‖= ‖Ψ‖2,1,
and HD ≥M(1 D−PD) with PD = END({0}). Then we have
(35)≥ E0( ˜Hm)+M−M
(
Ψ, ˜Y ∗b,R ˜˜X∗f,R(1 D⊗PΩD ⊗ 1 rad) ˜˜Xf,R ˜Yb,RΨ
)
−δ f(R)‖Ψ‖2,1
≥ E0(Hm)+M−M(Ψ,(Γf(qf,R)⊗ 1 rad)Ψ)−δ f,m(R)‖Ψ‖2,1.
Here we used E0( ˜Hm) = E0(Hm) and X∗f,R(1 D⊗PD)Xf,R = Γf(qf,R) in the last line. Thus we have
(Ψ,HmΨ)≥ E0(Hm)+m+M−M (Ψ,(Γf (qf,R)⊗ 1 rad)Ψ)
−m(Ψ,(1 D⊗Γb (qb,R))Ψ)−δb(R)‖Ψ‖0,2−δ f(R)‖Ψ‖2,1. (36)
Note that
1 D⊗ 1 rad ≥ Γf (qf,R)⊗ 1 rad +(1 D−Γf (qf,R))⊗Γb (qb,R)
= Γf (qf,R)⊗ 1 rad + 1 D⊗Γb (qb,R)−Γf (qf,R)⊗Γb (qb,R) .
Then we have
(Ψ,HmΨ)≥ E0(Hm)+ m + (M−m)(Ψ,(1 D⊗Γb (qb,R))Ψ)
−M (Ψ,(Γf (qf,R)⊗Γb (qb,R))Ψ)−δb(R)‖Ψ‖0,2−δ f(R)‖Ψ‖2,1.
Thus the proof is obtained. 
Lemma 3.9 Assume (A.1) - (A.3). Then for all 0 < ε < 1
cI|κI| ,
‖H0,mΨ‖ ≤ Lε‖HmΨ‖+Rε‖Ψ‖, Ψ ∈D(Hm),
where Lε = 11−cI|κI|ε and Rε =
1
1−cI|κI|ε
(
cI|κI|( 12ε +1)+ |κII|‖HII‖
)
.
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(Proof) Let Ψ ∈D(Hm). Since H0,m = Hm−κIHI−κIIHII, we see that
‖H0,mΨ‖ ≤ ‖HmΨ‖+ |κI| |HIΨ‖+ |κII| ‖HII‖‖Ψ‖.
From (30), it holds that ‖HIΨ‖ ≤ cIε‖H0,mΨ‖+ cI( 12ε +1)‖Ψ‖ for all ε > 0. Hence
(1− cI|κI|ε)‖H0,mΨ‖ ≤ ‖HmΨ‖+
(
cI|κI|
(
1
2ε
+1
)
+ |κII|‖HII‖
)
‖Ψ‖. (37)
Taking ε > 0 such that ε < 1
c I|κI| , we obtain the proof. 
Since ‖NDΨ‖ ≤ 1M‖HDΨ‖, Ψ∈D(HD), and ‖NradΦ‖≤ 1m‖HradΦ‖, Φ∈D(Hrad), the next corollary
follows from Lemma 3.9.
Corollary 3.10 Assume (A.1) - (A.3). Then for all 0 < ε < 1
cI|κI| and Ψ ∈D(Hm),
(i) ‖(ND⊗ 1 rad)Ψ‖ ≤ LεM ‖HmΨ‖+
Rε
M
‖Ψ‖,
(ii) ‖(1 D⊗Nrad)Ψ‖ ≤ Lε
m
‖HmΨ‖+ Rε
m
‖Ψ‖.
(Proof of Theorem 3.4 )
It is enough to show that σess(Hm) ⊂ [E0(Hm) +m,∞). Let λ ∈ σess(Hm). Then by the Weyl’s
theorem, there exists a sequence {Ψn}∞n=1 of D(Hm) such that (i) ‖Ψn‖= 1, n ∈N, (ii) s- limn→∞(Hm−
λ )Ψn = 0, and (iii) w- lim
n→∞ Ψn = 0. Since |λ −(Ψn,HmΨn)| ≤ |(Ψn,(Hm−λ )Ψn| ≤ ‖(Hm−λ )Ψn‖,
it holds that λ = lim
n→∞(Ψn,HmΨn). Here we show that
lim
n→∞(Ψn,HmΨn)≥ E0(Hm)+m,
and then, the proof is obtained. Let m≤M. From Lemma 3.8,
(Ψn,HmΨn)≥E0(Hm)+m−M(Ψn,(Γf(qf,R)⊗Γb(qb,R)),Ψn)
−δ f(R)‖Ψn‖2,1−δb,m(R)‖Ψn‖0,2.
Since s- lim
n→∞(Hm−λ )Ψn = 0, we can set
Em = sup
n∈N
‖HmΨn‖< ∞.
Let 0≤ λ ≤ 2 and 0≤ λ ′ ≤ 2. From Corollary 3.10, it is seen that for all 0 < ε < 1
cI|κI| ,
‖Ψn‖λ ,λ ′ = ‖(Nλ/2D ⊗ 1 rad)Ψn‖+‖(1 D⊗Nλ
′
rad)Ψn‖+‖Ψn‖
≤ ‖(ND⊗ 1 rad)Ψn‖+‖(1 D⊗Nrad)Ψn‖+3‖Ψn‖
≤ ( 1
M
+
1
m
)(Lε‖HmΨn‖+2Rε)+3‖Ψn‖
≤ EmLε( 1M +
1
m
)+2( 1
M
+
1
m
)Rε +3.
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Then we have
(Ψn,HmΨn)≥ E0(Hm)+m−M(Ψn,(Γf(qf,R)⊗Γb(qb,R)),Ψn)−δm,ε(R), (38)
where δm,ε(R) = cm,ε (δb(R)+δ f(R)) with cm,ε = EmLε( 1M + 1m)+2( 1M + 1m)Rε +3. It is seen that
|(Ψn,(Γf(qf,R)⊗Γb(qb,R))Ψn)|
≤ ‖(H0,m +1)1/2Ψn‖‖(H0,m +1)−1/2(Γf(qf,R)⊗Γb(qb,R))Ψn‖. (39)
From Lemma 3.9, we see that
‖(H0,m +1)1/2Ψn‖ ≤ ‖H0,mΨn‖+‖Ψn‖ ≤ Lε‖HmΨn‖+(Rε +1)‖Ψn‖= E0(Hm)Lε +Rε +1,
and hence,
sup
n∈N
‖(H0,m +1)1/2Ψn‖ ≤ EmLε +Rε +1. (40)
It holds that
(H0,m +1)−1/2(Γf(qf,R)⊗Γb(qb,R)) =(H0,m +1)−1/2((HD +1)1/2⊗ (Hrad,m +1)1/2)
× ((HD +1)−1/2Γf(qf,R))⊗ ((Hrad,m +1)−1/2Γb(qb,R))),
and hence, (H0,m + 1)−1/2(Γf(qf,R)⊗Γb(qb,R)) is compact, since ‖(H0,m + 1)−1/2((HD + 1)1/2 ⊗
(Hrad,m +1)1/2)‖ ≤ 1 and
(
(HD +1)−1/2Γf(qf,R)
)⊗((Hrad,m +1)−1/2Γb(qb,R)) is compact. There-
fore it holds that
lim
n→∞
∥∥∥(H0,m +1)−1/2(Γf(qf,R)⊗Γb(qb,R))Ψn∥∥∥= 0. (41)
From (39) - (41) we have lim
n→∞ |(Ψn,(Γf(qf,R)⊗Γb(qb,R)),Ψn)|= 0. Then by taking the limit of (38)
as R→ ∞, we have lim
n→∞(Ψn,HmΨn)≥ E0(Hm)+m. 
4 Derivative Bounds
From Theorem 3.4, Hm has the ground state. Let Ψm be the normalized ground state of Hm, i.e.
HmΨm = E0(Hm)Ψm, ‖Ψm‖= 1.
4.1 Electron-Positron Derivative Bounds
We introduce the distribution kernel of the annihilation operator for the Dirac field. For all Ψ ={
Ψ(n) = t
(
Ψ(n)1 , · · · ,Ψ(n)4
)}
∞
n=0
∈D(HD), we set
Cl(p)Ψ(n,ν)(p1, · · · ,pn) = δ l,ν
√
n+1Ψ(n+1,ν)(p,p1, · · · ,pn). l = 1, · · ·4.
Let
b1/2(p) =C1(p), b−1/2(p) =C2(p), d1/2(p) =C3(p), d−1/2(p) =C4(p).
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Then it follows that for all Φ ∈ FDirac and Ψ ∈D(HD),
(Φ,bs( f )Ψ) =
∫
R3
f (p)∗(Φ,bs(p)Ψ)dp, f ∈D(ωM),
(Φ,ds(g)Ψ) =
∫
R3
g(p)∗(Φ,ds(p)Ψ)dp, g ∈D(ωM).
The number operator for electrons and positrons are defined by
N+D = dΓf
((
1 O
O O
))
, N−D = dΓf
((
O O
O 1
))
,
respectively. It holds that for all Φ,Ψ ∈D(HD),
(Φ,N+D Ψ) = ∑
±1/2
∫
R3
(bs(p)Φ,bs(p)Ψ)dp,
(Φ,N−D Ψ) = ∑
±1/2
∫
R3
(ds(p)Φ,ds(p)Ψ)dp.
By the canonical anti-commutation relation, it is proven in ([22] ; Section III) that
[ψ†(x)α jψ(x),bs( f )] =−
4
∑
l,l′=1
α jl,l′ ( f , f ls,x) ψl′(x), (42)
[ψ†(x)α jψ(x),ds(g)] =
4
∑
l,l′=1
α jl,l′(g,g
l′
s,x) ψl(x)∗, (43)
and for ρ(x) = ψ†(x)ψ(x),
[ρ(x)ρ(y), bs( f )] =−
4
∑
l=1
(
( f , f ls,y)ρ(x)ψl(y)+ ( f , f ls,x) ψl(x)ρ(y)
)
, (44)
[ρ(x)ρ(y), ds(g)] =
4
∑
l=1
(
(g,gls,y)ρ(x)ψl(y)∗+(g,gls,x) ψl(x)∗ρ(y)
)
. (45)
Let X and Y be operators on a Hilbert space. The weak commutator is defined by
[X ,Y ]0(Φ,Ψ) = (X∗Φ,Y Ψ)− (Y ∗Φ,XΨ),
where Ψ ∈D(X)∩D(Y ) and Φ ∈D(X∗)∩D(Y ∗).
Lemma 4.1 Assume (A.1) - (A.3). Then it holds that for all f ∈ L2(R3),
(i) [HI,bs( f )⊗ 1 ]0(Φ,Ψ) =
∫
R3
f (p)∗ (Φ,K+s (p)Ψ)dp, Φ ∈ FQED, Ψ ∈D(Hm),
(ii) [HII,bs( f )⊗ 1 ]0(Φ,Ψ) =
∫
R3
f (p)∗ (Φ,(S+s (p)+T+s (p))Ψ)dp, Φ,Ψ ∈ FQED.
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Here K+s (p), S+s (p) and T+s (p) are operators which satisfy
(Φ,K+s (p)Ψ) =−
3
∑
j=1
4
∑
l,l′=1
α jl,l′
∫
R3
χI(x) f ls,x(p)(Φ, (ψl′(x)⊗A j(x))Ψ)dx,
(Φ,S+s (p)Ψ) =−
4
∑
l=1
∫
R3×R3
χII(x)χII(y)
|x−y| f
l
s,y(p)(Φ, (ρ(x)ψl(y)⊗ 1 ))Ψ)dxdy,
(Φ,T+s (p)Ψ) =−
4
∑
l=1
∫
R3×R3
χII(x)χII(y)
|x−y| f
l
s,x(p)(Φ, (ψl(x)ρ(y)⊗ 1 ))Ψ)dxdy.
(Proof)
(i) Let Φ ∈ FQED and Ψ ∈D(Hm). By (42), we have
[HI,bs( f )⊗ 1 ]0(Φ,Ψ) =
3
∑
j=1
∫
R3
χI(x)[ψ†(x)α jψ(x)⊗A j(x),bs( f )⊗ 1 ]0(Φ,Ψ)dx
=
3
∑
j=1
∫
R3
χI(x)
(
Φ,
(
[ψ†(x)α jψ(x),bs( f )]⊗A j(x)
)
Ψ
)
dx
=−
3
∑
j=1
4
∑
l,l′=1
α jl,l′
∫
R3
χI(x)( f , f ls,x)(Φ,(ψl′ (x)⊗A j(x))Ψ)dx.
Let ℓs,p : FQED×FQED → C be a functional defined by
ℓs,p(Φ′,Ψ′) =−
3
∑
j=1
4
∑
l,l′=1
α jl,l′
∫
R3
χI(x) f ls,x(p)
(
Φ′,(ψl′(x)⊗A j(x))Ψ′
)
dx,
for Φ′ ∈ FQED,Ψ′ ∈D(H0,m). We see that
ℓs,p(Φ′,Ψ′)≤ c I,s,p‖Φ′‖‖(1 ⊗ (Hrad,m +1)1/2)Ψ′‖,
where cI,s,p =
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |‖χ I‖L1 | f ls (p)|c l
′
Dc
j
rad. Then from the Riesz Representation theorem, we
can define an operator K+s (p) which satisfy ℓs,p(Φ′,Ψ′) = (Φ′,K+s (p)Ψ′). Then it holds that
[HI,bs( f )]0(Φ,Ψ) =
∫
R3
f (p)∗ℓs,p(Φ,Ψ)dp =
∫
R3
f (p)∗ (Φ,K+s (p)Ψ)dp.
(ii) From (44), we see that for all Φ,Ψ ∈ FQED,
[HII,bs( f )⊗ 1 ]0(Φ,Ψ) =
∫
R3×R3
χII(x)χII(y)
|x−y| [ρ(x)ρ(y)⊗ 1 ,bs( f )⊗ 1 ]
0(Φ,Ψ)dxdy
=
∫
R3×R3
χII(x)χII(y)
|x−y| (Φ,([ρ(x)ρ(y),bs( f )]⊗ 1 )Ψ)dxdy
=−
4
∑
l=1
∫
R3×R3
χII(x)χII(y)
|x−y|
{
( f , f ls,y)(Φ,(ρ(x)ψl(y)⊗ 1 )Ψ)
+( f , f ls,x)(Φ, (ψl(x)ρ(y)⊗ 1 )Ψ)
}
dxdy.
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We set functionals qs,p and rs,p on FQED×FQED by
qs,p(Φ′,Ψ′) =−
4
∑
l=1
∫
R3×R3
χII(x)χII(y)
|x−y| f
l
s,y(p)(Φ′,(ρ(x)ψl(y)⊗ 1 )Ψ′)dxdy, Φ′, Ψ′ ∈ FQED,
rs,p(Φ′′,Ψ′′) =−
4
∑
l=1
∫
R3×R3
χII(x)χII(y)
|x−y| f
l
s,x(p)(Φ′′,(ψl(x)ρ(y)⊗ 1 )Ψ′′)dxdy, Φ′′, Ψ′′ ∈ FQED.
We see that
qs,p(Φ′,Ψ′)≤ c II,s,p‖Φ′‖‖Ψ′‖,
rs,p(Φ′′,Ψ′′)≤ c II,s,p‖Φ′′‖‖Ψ′′‖,
where cII,s,p =
4
∑
l,l′=1
∥∥∥ χII(x)χII(y)|x−y|
∥∥∥
L1
| f ls (p)|(c l′D)2c lD. Then from Riesz Representation theorem, we
can define operators S+s (p) and T+s (p) such that qs,p(Φ′,Ψ′) = (Φ′,S+s (p)Ψ′) and rp(Φ′′,Ψ′′) =
(Φ′′,T+s (p)Ψ′′), respectively. Then it holds that
[HII,bs( f )]0(Φ,Ψ) =
∫
R3
f (p) (qs,p(Φ,Ψ)+ rs,p(Φ,Ψ))dp
=
∫
R3
f (p)(Φ,(S+s (p)+T+s (p))Ψ)dp.
Thus proof is obtained. 
In a similar way to Lemma 4.1, the following lemma is also proven.
Lemma 4.2 Assume (A.1) - (A.3). Then it holds that for all g ∈ L2(R3),
(i) [HI,ds(g)⊗ 1 ]0(Φ,Ψ) =
∫
R3
g(p)∗
(
Φ,K−s (p)Ψ
)
dp, Φ ∈ FQED,Ψ ∈D(Hm),
(ii) [HII,ds(g)⊗ 1 ]0(Φ,Ψ) =
∫
R3
g(p)∗
(
Φ,(S−s (p)+T−s (p))Ψ
)
dp, Φ,Ψ ∈ FQED.
Here K−s (p), S−s (p) and T−s (p) are operators which satisfy
(Φ,K−s (p)Ψ) =
3
∑
j=1
4
∑
l,l′=1
α jl,l′
∫
R3
χI(x)g l
′
s,x(p)(Φ, (ψl(x)∗⊗A j(x))Ψ)dx,
(Φ,S−s (p)Ψ) =
4
∑
l=1
∫
R3×R3
χII(x)χII(y)
|x−y| g
l
s,y(p)(Φ, (ρ(x)ψl(y)∗⊗ 1 ))Ψ)dxdy,
(Φ,T−− (p)Ψ) =
4
∑
l=1
∫
R3×R3
χII(x)χII(y)
|x−y| g
l
s,x(p)(Φ, (ψl(x)∗ρ(y)⊗ 1 ))Ψ)dxdy,
Lemma 4.3 Assume (A.1) - (A.5). Let Ψ ∈ D(Hm). Then, K±s (p)Ψ, S±s (p)Ψ and T±s (p)Ψ, s =
±1/2, are strongly differentiable for all p ∈ R3\OD.
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(Proof) We show that K+s (p)Ψ is strongly differentiable. Let Φ ∈ FQED with ‖Φ‖= 1. From (A.4),
K+s (p)Ψ is weakly differentiable for all p ∈R3\OD, and we have
∂pν (Φ,K+s (p)Ψ) =−
3
∑
j=1
4
∑
l,l′=1
α jl,l′
∫
R3
χI(x)∂pν f ls,x(p)(Φ, (ψl′(x)⊗A j(x))Ψ)dx,
and |∂pν (Φ,K±s (p)Ψ)| ≤
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |c l
′
Dc
j
rad
(∫
R3 |∂pν f ls,x(p)|dx
)‖(1 ⊗H1/2rad,m)Ψ‖. Then the Riesz
representation theorem shows that there exists a vector ΞΨ(p) ∈ FQED such that (Φ,ΞΨ(p)) =
∂pν (Φ,K±s (p)Ψ). Let eν = (δν , j)3j=1. It is seen that
(Φ, K
+
s (p+ εeν)−K+s (p)
ε
Ψ)− (Φ,Ξ(p))
=−
3
∑
j=1
4
∑
l,l′=1
α jl,l′
∫
R3
χI(x)
(
f ls,x(p+ εeν)− f ls,x(p)
ε
−∂pν f ls,x(p)
)
(Φ,(ψl′(x)⊗A j(x))Ψ)dx,
and hence,
|(Φ,(K
+
s (p+ εeν)−K+s (p)
ε
Ψ−Ξ(p))|
≤
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |c l
′
Dc
j′
rad
(∫
R3
|χI(x)|
∣∣∣∣∣ f
l
s,x(p+ εeν)− f ls,x(p)
ε
−∂pν f ls,x(p)
∣∣∣∣∣dx
)
‖Ψ‖. (46)
Since (46) holds for all Φ ∈ FQED with ‖Φ‖ = 1, we have∥∥∥∥K+s (p+ εeν)−K+s (p)ε Ψ−Ξ(p)
∥∥∥∥
≤
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |c l
′
Dc
j′
rad
(∫
R3
|χI(x)|
∣∣∣∣∣ f
l
s,x(p+ εeν)− f ls,x(p)
ε
−∂pν f ls,x(p)
∣∣∣∣∣dx
)
‖Ψ‖ → 0,
as ε → 0. Thus K+s (p)Ψ is strongly differentiable. Similarly, it is proven that K−s (p)Ψ, S±s (p)Ψ
and T±s (p)Ψ are strongly differentiable for all p ∈ R3\OD. 
Lemma 4.4 For all Φ,Ψ ∈D(HD), it holds that
(i) [HD,bs( f )]0(Φ,Ψ) =−(Φ,bs(ωM f )Ψ) ,
(ii) [HD,ds( f )]0(Φ,Ψ) =−(Φ,ds(ωM f )Ψ) .
(Proof) It holds that for all Φ ∈ FfinDirac(D(ωM),
[HD,b†s ( f )]Φ = b†s (ωM f )Φ.
Let Ψ ∈D(Hm). Then
(HDΦ,bs( f )Ψ)− (bs( f )Φ,HDΨ) = ([b†s ( f ),HD]Φ,Ψ) = (−b†s (ωM f )Φ,Ψ),
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and hence,
(HDΦ,bs( f )Ψ)− (bs( f )Φ,HDΨ) =−(Φ,bs(ωM f )Ψ). (47)
Since FfinDirac(D(ωM)) is a core of HD and bs( f ) is bounded, (47) holds for all Φ ∈D(HD). Hence
(i) follows. Similarly, we can also prove (ii). 
Proposition 4.5 (Electron-Positron Pull-Through Formula)
Assume (A.1) - (A.3). Then that
(i) (bs(p)⊗ 1 )Ψm = (Hm−E0(Hm)+ωM(p))−1
(
κIK+s (p)+κII(S+s (p)+T +s (p)
)
Ψm,
(ii) (ds(p)⊗ 1 )Ψm = (Hm−E0(Hm)+ωM(p))−1
(
κIK−s (p)+κII(S−s (p)+T −s (p)
)
Ψm,
for almost everywhere p ∈ R3.
(Proof) Let Φ,∈D(Hm). By Lemma 4.4 (i), we have
[Hm,bs( f )⊗ 1 ]0(Φ,Ψm)
=−(Φ,(bs(ωM f )⊗ 1 )Ψm)+κI[HI,bs( f )⊗ 1 ]0(Φ,Ψm)+κII[HII,bs( f )⊗ 1 ]0(Φ,Ψm).
On the other hand, HmΨm = E0(Hm)Ψm yields that
[Hm,bs( f )⊗ 1 ]0(Φ,Ψm) = ((Hm−E0(Hm))Φ,(bs( f )⊗ 1 )Ψm) .
Then, we have
((Hm−E0(Hm))Φ,(bs( f )⊗ 1 )Ψm)+ (Φ,(bs(ωM f )⊗ 1 )Ψm)
= κI[HI,bs( f )⊗ 1 ]0(Φ,Ψm)+κII[HII,bs( f )⊗ 1 ]0(Φ,Ψm).
By Lemma 4.1, it follows that∫
R3
f (p)∗
(
(Hm−E0(Hm)+ωM(p))Φ,(bs(p)⊗ 1 )Ψm
)
dp
=
∫
R3
f (p)∗ (Φ,(κIK+s (p)+κII(S+s (p)+T +s (p))Ψm)dp. (48)
Since (48) holds for all f ∈ L2(R3), it follows that
((Hm−E0(Hm)+ωM(p))Φ,(bs(p)⊗ 1 )Ψm) = (Φ,
(
κIK+s (p)+κII(S+s (p)+T +s (p)
)
Ψm),
for almost everywhere p ∈ R3. This implies that (bs(p)⊗ 1 )Ψm ∈D(Hm) and
(Hm−E0(Hm)+ωM(p))(bs(p)⊗ 1 )Ψm =
(
κIK+s (p)+κII(S+s (p)+T +s (p)
)
Ψm. (49)
From (49), we obtain (i). Similarly, (ii) is also proven. 
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Theorem 4.6 (Electron-Positron Derivative Bounds)
Assume (A.1) - (A.5). Then, it holds that for all p ∈R3\OD and 0 < ε < 1cI|κI| ,
(i) ‖∂pν (bs(p)⊗ 1 )Ψm‖ ≤
(
(Lε E0(Hm)+Rε +1)|κI|+2|κII|
)
Fνs,+(p),
(ii) ‖∂pν (ds(p)⊗ 1 )Ψm‖ ≤
(
(LεE0(Hm)+Rε +1)|κI|+2|κII|
)
Fνs,−(p).
Here Fνs,± are functions satisfying Fνs,± ∈ L2(R3), s =±1/2, ν = 1, · · · ,3.
(Proof) Let Rm,M(p) = (Hm−E0(Hm)+ωM(p))−1. From Proposition 4.5 it holds that for all Φ ∈
FQED with ‖Φ‖= 1,
(Φ,∂pν (bs(p)⊗ 1 )Ψm) = κI
(
Φ,∂pν Rm,M(p)K+s (p)Ψm
)
+κII
(
Φ,∂pν Rm,M(p)S+s (p)Ψm
)
+κII
(
Φ,∂pν Rm,M(p)T +s (p)Ψm
)
. (50)
Here we evaluate the three terms in the right-hand side of (50) as follows.
(First term) We see that(
Φ,∂pν Rm,M(p)K+s (p)Ψm
)
=−
3
∑
j=1
4
∑
l,l′=1
α jl,l′ ∂pν
(
f ls (p)
∫
R3
χI(x)e−ip·x (Rm,M(p)Φ, (ψl′(x)⊗A j(x))Ψm)dx
)
,
=−
3
∑
j=1
4
∑
l,l′=1
α jl,l′
{
(∂pν f ls (p))
∫
R3
χI(x)e−ip·x (Rm,M(p)Φ, (ψl′(x)⊗A j(x))Ψm)dx ,
− i f ls (p)
∫
R3
χI(x)xν e−ip·x (Rm,M(p)Φ, (ψl′(x)⊗A j(x))Ψm)dx
− f
l
s (p)pν
ωM(p)
∫
R3
χI(x)e−ip·x
(
Rm,M(p)2Φ, (ψl′(x)⊗A j(x))Ψm
)
dx
}
.
Since ‖Rm,M(p)‖ ≤ 1ωM(p) ≤
1
M and ‖Φ‖= 1, we have
∣∣∣∣
∫
R3
χI(x)e−ip·x (Rm,M(p)Φ, (ψl′(x)⊗A j(x))Ψm)dx
∣∣∣∣≤ c l
′
Dc
j
rad
M
‖χI‖L1‖(11⊗ (Hrad,m + 1)1/2)Ψm‖,∣∣∣∣
∫
R3
χI(x)xν e−ip·x (Rm,M(p)Φ, (ψl′(x)⊗A j(x))Ψm)dx
∣∣∣∣≤ c l
′
Dc
j
rad
M
‖|x|χI‖L1‖(11⊗ (Hrad,m + 1)1/2)Ψm‖,∣∣∣∣
∫
R3
χI(x)e−ip·x
(
Rm,M(p)2Φ, (ψl′(x)⊗A j(x))Ψm
)
dx
∣∣∣∣≤ c l
′
Dc
j
rad
M2
‖χI‖L1‖(11⊗ (Hrad,m + 1)1/2)Ψm‖.
It is seen that ‖(1 ⊗ (H1/2rad,m +1)1/2)Ψm‖ ≤ ‖H0,mΨm‖+‖Ψm‖= ‖H0,mΨm‖+1, and hence,∣∣∂pν (Φ,Rm,M(p)K+s (p)Ψm)∣∣
≤ ‖(1+ |x|)χI‖L1
3
∑
j=1
4
∑
l,l′=1
c l
′
Dc
j
rad
( |∂pν f ls (p)|
M
+
| f ls (p)|
M
+
| f ls (p)|
M2
) (
‖H0,mΨm‖+1
)
. (51)
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(Second term) It is seen that(
Φ,∂pν Rm,M(p)S+s (p)Ψm
)
=−
4
∑
l=1
∂pν
(
f ls (p)
∫
R3×R3
χII(x)χII(y)
|x−y| e
−ip·y (Rm,M(p)Φ, (ρ(x)ψl(y)⊗ 1 ))Ψm)dxdy
)
=−
4
∑
l=1
{
(∂pν f ls (p))
∫
R3×R3
χII(x)χII(y)
|x−y| e
−ip·y (Rm,M(p)Φ, (ρ(x)ψl(y)⊗ 1 ))Ψm)dxdy
− i f ls (p)
∫
R3×R3
χII(x)χII(y)
|x−y| y
νe−ip·y (Rm,M(p)Φ, (ρ(x)ψl(y)⊗ 1 ))Ψm)dxdy
− f
l
s (p)pν
ωM(p)
∫
R3×R3
χII(x)χII(y)
|x−y| e
−ip·y (Rm,M(p)2Φ, (ρ(x)ψl(y)⊗ 1 ))Ψm)dxdy
)
. (52)
By evaluating the right-hand side of (52), we have
∣∣∂pν (Φ,Rm,M(p)S+s (p)Ψm)∣∣≤ ‖(1+ |x|)χI‖L1 4∑
l,l′=1
(c l
′
D)
2c lD
( |∂pν f ls (p)|
M
+
| f ls (p)|
M
+
| f ls (p)|
M2
)
.
(53)
(Third term) We see that(
Φ,∂pν Rm,M(p)T +s (p)Ψm
)
=−
4
∑
l=1
∂pν
(
f ls (p)
∫
R3×R3
χII(x)χII(y)
|x−y| e
−ip·y (Rm,M(p)Φ, (ψl(x)ρ(y)⊗ 1 ))Ψm)dxdy
)
=−
4
∑
l=1
{
(∂pν f ls (p))
∫
R3×R3
χII(x)χII(y)
|x−y| e
−ip·y (Rm,M(p)Φ, (ψl(x)ρ(y))⊗ 1 ))Ψm)dxdy
− i f ls (p)
∫
R3×R3
χII(x)χII(y)
|x−y| y
ν e−ip·y (Rm,M(p)Φ, (ψl(x)ρ(y))⊗ 1 ))Ψm)dxdy
− f
l
s (p)pν
ωM(p)
∫
R3×R3
χII(x)χII(y)
|x−y| e
−ip·y (Rm,M(p)2Φ, (ψl(x)ρ(y))⊗ 1 ))Ψm)dxdy
)
. (54)
We estimate the right-hand side of the absolute value of (54), and then,
∣∣∂pν (Φ,Rm,M(p)T +s (p)Ψm)∣∣≤ ‖(1+ |x|)χI‖L1 4∑
l,l′=1
c lD(c
l′
D)
2
( |∂pν f ls (p)|
M
+
| f ls (p)|
M
+
| f ls (p)|
M2
)
.
(55)
From (51), (53) and (55), we have
|(Φ,∂pν (bs(p)⊗ 1 )Ψm)|
≤
4
∑
l=1
c l+
( |∂pν f ls (p)|
M
+
| f ls (p)|
M
+
| f ls (p)|
M2
)(
|κ I|‖H0,mΨm‖+ |κI|+2|κ II|
)
,
where c l+ = ‖(1+ |x|)χI‖L1 ×max
{
3
∑
j=1
4
∑
l′=1
|α jl,l′ |c l
′
Dc
j
rad,
4
∑
l′=1
(c l
′
D)
2c lD
}
. By the definition of f ls (p)=
28
χD(p)u ls(p)√
(2pi)3
, we have
|(Φ,∂pν (bs(p)⊗ 1 )Ψm)| ≤ Fνs,+(p)
(
|κ I|‖H0,mΨm‖+ |κI|+2|κ II|
)
, (56)
where
Fνs,+(p) =
1√
(2pi)3
4
∑
l=1
c l+
( |∂pν χD(p) |
M
+
|χD(p)∂pν u ls(p)|
M
+
|χD(p)|
M
+
|χD(p)|
M2
)
.
We see that (56) holds for all Φ ∈ FQED with ‖Φ‖= 1, and this implies that
‖∂pν (bs(p)⊗ 1 )Ψm)‖ ≤ Fνs,+(p)
(
|κ I|‖H0,mΨm‖+ |κI|+2|κ II|
)
.
From Lemma 3.9, it holds that for all 0 < ε < 1
cI|κI| ,
‖H0,mΨm‖ ≤ Lε‖HmΨm‖+Rε‖Ψm‖= LεE0(Hm)+Rε .
Thus (i) is obtained. Similarly, (ii) is also proven in a same way as (i). 
4.2 Photon Derivative Bound
In a similar to the Dirac field, we introduce the distribution kernel of the annihilation operator for
the radiation field. For all Ψ =
{
Ψ(n) =
(
Ψ(n)1 ,Ψ
(n)
2
)}
∞
n=0
∈D(Hrad,m), we define ar(k), by
ar(k)Ψ(n)ρ (k1, · · · ,kn) = δr,ρ
√
n+1Ψ(n+1)ρ (k,k1, · · · ,kn), ρ = 1,2.
It holds that
(Φ,ar(h)Ψ) =
∫
R3
h(k)∗(Φ,ar(k)Ψ)dk, Φ ∈ Frad, Ψ ∈D(Hrad,m). (57)
Lemma 4.7 Assume (A.2). Then for all Φ,Ψ ∈D(Hrad,m),
(i) [Hrad,m ,ar(h)]0(Φ,Ψ) = (Φ,ar(ωmh)Ψ) ,
(ii) [A j(x),ar(h)]0(Φ,Ψ) =−(h,h jr,x)(Φ,Ψ) .
(Proof) It holds that for all Φ ∈ Ffinrad(D(ωm)),
[Hrad,m,a†r (h)]Φ =−a†r (ωmh)Φ, (58)
[A j(x),a†r (h)]Φ = (h jr,x,h)Φ. (59)
In a similar way to Lemma 4.4, we can prove (i) by (58) and (ii) by (59). 
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Lemma 4.8 Assume (A.1) - (A.3). Then
(i) it holds that for all Φ,Ψ ∈D(Hm),
[HI,1 ⊗ar(h)]0(Φ,Ψ) =
∫
R3
h(k)∗ (Φ,Qr(k)Ψ)dk.
Here Qr(k) is an operator which satisfy
(Φ,Qr(k)Ψ) =−
3
∑
j=1
∫
R3
χI(x)h jr,x(k)
(
Φ, (ψ†(x)α jψ(x)⊗ 1 )Ψ)dx
with ‖Qr(k)‖ ≤ ‖χI‖L1
3
∑
j=1
4
∑
l,l′=1
|h jr(k)| |α jl,l′ | |c lD| |c l
′
D|.
(ii) Additionally assume (A.4) and (A.6). Then, Qr(k)Ψ is strongly differential for all k ∈R3\Orad.
(Proof) (i) Let Φ ∈D(Hm) From Lemma 4.7,
[HI,1 ⊗ar(h)]0(Φ,Ψ) =
3
∑
j=1
∫
R3
χI(x)[(ψ†(x)α jψ(x)⊗A j(x),1 ⊗ar(h)]0(Φ,Ψ)dx
=
3
∑
j=1
∫
R3
χI(x)[1 ⊗A j(x),1 ⊗ar(h)]0(Φ,(ψ†(x)α jψ(x)⊗ 1 )Ψ)dx
=−
3
∑
j=1
∫
R3
χI(x)(h,h jr,x)(Φ,(ψ†(x)α jψ(x)⊗ 1 )Ψ)dx. (60)
We define ℓr,k : FQED⊗FQED → C by
ℓr,k(Φ′,Ψ′) =−
3
∑
j=1
h jr(k)
∫
R3
χI(x)e−ik·x ((ψ†(x)α jψ(x)⊗ 1 )Φ′,Ψ′)dx
We see that |ℓr,k(Φ′,Ψ′)| ≤ ‖χI‖L1
3
∑
j=1
4
∑
l,l′=1
|h jr(k)| |α jl,l′ | |c lD| |c l
′
D|‖Φ′‖‖Ψ′‖. By Riesz representa-
tion theorem, we can define an operator Qr(k) such that ℓr,k(Φ′,Ψ′) = (Φ′,Qr(k)Ψ′). Then we
have
[HI,1 ⊗ar( f )]0(Φ,Ψ) =
∫
R3
h(k)∗ℓr,k(Φ,Ψ)dk =
∫
R3
h(k)∗ (Φ,Qr(k)Ψ)dk.
Then (i) is obtained.
(ii) The strong differentiability of Qr(k)Ψ is proven by (A.4) and (A.6) in a similar way to Lemma
4.3, and the proof is omitted. .
Proposition 4.9 (Photon Pull-Through Formula)
Assume (A.1) - (A.3). Then it holds that for almost everywhere k ∈ R3,
(1 ⊗ar(k))Ψm = κI(Hm−E0(Hm)+ωm(k))−1Qr(k)Ψm. (61)
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(Proof) Let Φ ∈D(Hm). By Lemma 4.7 (i),
[Hm,1 ⊗ar(h)]0(Φ,Ψm) =−(Φ,(1 ⊗ar(ωmh))Ψm)+κI [HI,1 ⊗ar(h)]0(Φ,Ψm).
It also holds that
[Hm,1 ⊗ar(h)]0(Φ,Ψm) = ((Hm−E0(Hm))Φ,(1 ⊗ar(h))Ψm) .
Then we have
((Hm−E0(Hm))Φ,(1 ⊗ar(h))Ψm)+ (Φ,(1 ⊗ar(ωmh))Ψm) = κI[HI,1 ⊗ar(h)](Φ,Ψm).
By Lemma 4.8,∫
R3
h(k)∗ ((Hm−E0(Hm)+ωm(k))Φ,(1 ⊗ar(k))Ψm)dk = κI
∫
R3
h(k)∗ (Φ,Qr(k)Ψm)dk. (62)
Note that (62) holds for all h ∈ L2(R3). Then we have
((Hm−E0(Hm)+ωm(k))Φ,(1 ⊗ar(k))Ψm) = (Φ, κIQr(k)Ψm) , (63)
for almost everywhere k ∈ R3. In addition, (63) yields that (1 ⊗ar(k))Ψm ∈D(Hm) and
(Hm−E0(Hm)+ωm(k))(1 ⊗ar(k))Ψm = κIQr(k)Ψm.
Thus the proof is obtained. 
Theorem 4.10 (Photon Derivative Bounds)
Assume (A.1)-(A.4) and (A.6). Then it holds that for all k ∈ R3\Orad,
‖∂kν (1 ⊗ar(k))Ψm‖ ≤ |κI|F νr (k)
where F νr is a function which satisfy F νr ∈ L2(R3).
(Proof)
Let Rm(k) = (Hm − E0(Hm) + ωm(k))−1. From Proposition 4.9, it holds that 1 ⊗ ar(k)Ψm =
Rm(k)Qr(k)Ψm. Then for all Φ ∈ FQED,
= (Φ,∂kν (1 ⊗ar(k))Ψm)
=−κI
3
∑
j=1
∂kν
(
h jr (k)
∫
R3
χI(x)e−ik·x
(
Rm(k)Φ, (ψ†(x)α jψ(x)⊗ 1 )Ψm
)
dx
)
=−κI
3
∑
j=1
{
(∂kν h jr (k))
∫
R3
χI(x)e−ik·x
(
Rm(k)Φ, (ψ†(x)α jψ(x)⊗ 1 )Ψm
)
dx
− ih jr (k)
∫
R3
χI(x)xν e−ik·x
(
Rm(k)Φ, (ψ†(x)α jψ(x)⊗ 1 )Ψm
)
dx
−h
j
r (k)kν
ωm(k)
∫
R3
χI(x)e−ik·x
(
Rm(k)2Φ, (ψ†(x)α jψ(x)⊗ 1 )Ψm
)
dx
}
. (64)
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By estimating the absolute value of the right-hand side of (64), we have
|∂kν (Φ,Rm(k)Q(k)Ψm)|
≤ ‖(1+ |x|)χI‖L1 |κI|
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ | |c lD| |c l
′
D|
(
|∂kν h jr (k)|
ωm(k)
+
|h jr (k)|
ωm(k)
+
|h jr (k)|
ωm(k)2
)
.
From the definition of h jr (k) = χrad(k)e
j
r (k))√
2(2pi)3ω(k)
, we have
∂kν h jr (k) =
1√
2(2pi)3
(
(∂kν χrad(k))e jr (k)
ω(k)1/2
+
χrad(k)∂kν e jr (k)
ω(k)1/2
− 1
2
χrad(k)kν
ω(k)5/2
)
.
Hence, it holds that
|(Φ,∂kν (1 ⊗ar(k))Ψm)| ≤ |κI|Fνr (k), (65)
where
Fνr (k) =
‖(1+ |x|)χI‖L1√
2(2pi)3
3
∑
j=1
4
∑
l,l′=1
|
{
α jl,l′ | |c lD| |c l
′
D|
×
(
|∂kν χrad(k)|+ |χrad(k)∂kν e jr (k)|+ |χrad(k)|
ω(k)3/2
+
3
2
|χrad(k)|
ω(k)5/2
)}
.
Since (65) holds for all Φ ∈ FQED, we have
‖∂kν (1 ⊗ar(k))Ψm‖ ≤ |κI|Fνr (k).
The condition (A.6) yields that Fνr ∈ L2(R3), and hence the proof is obtained. 
5 Proof of Theorem 2.1
Let {Ψm}m>0 be the sequence of the normalized ground state of Hm, m > 0. Then there exists a
subsequence of {Ψm j}∞j=1 with m j+1 < m j, j ∈N, such that the weak limit Ψ0 :=w-limj→∞ Ψm j exists.
Lemma 5.1 Suppose (A.1) - (A.3). Then,
(i) D0 is a common core of HQED and Hm, m > 0, and Hm strongly converges to HQED on D0
(ii) lim
m→∞ E0(Hm) = E0(HQED).
(i) Since D0 is a core of H0,m, D0 is also a core of Hm. It is directly proven that lim
m→0
HmΨ = HQEDΨ
for all Ψ ∈D0.
(ii) We see that (Ψ,HmΨ) ≥ (Ψ,HQEDΨ) ≥ E0(HQED), for all Ψ ∈ D0. Hence inf
m>0
E0(Hm) ≥
E0(Hm). From (i), it follows that Hm converges to HQED as m→ 0 in the strong resolvent sense, and
this yields that limsup
m→0
E0(Hm)≤ E0(HQED). Hence (ii) follows. 
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From Lemma 5.1 (ii), we can set
E∞ = sup
j∈N
|E0(Hm j)| < ∞.
Lemma 5.2 (Number Operator Bounds)
Suppose (A.1) - (A.6). Then, for all 0 < ε < 1
cI|κI| ,
(i) sup
j∈N
‖(N1/2D ⊗ 1 )Ψm j‖ ≤
(
Lε
M
E∞ +
Rε
M
)1/2
,
(ii) sup
j∈N
‖(1 ⊗N1/2rad )Ψm j‖ ≤ c0|κI|
∥∥∥ χrad
ω3/2
∥∥∥ ,
where c0 =
√
11
2(2pi)3
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |c lDc l
′
D.
(Proof) (i) We see that ‖(N1/2D ⊗ 1 )Ψm‖2 = (Ψm,(ND ⊗ 1 )Ψm) ≤ ‖(ND ⊗ 1 )Ψm‖, and Corollary
3.10 yields that for all 0 < ε < 1
cI|κI| ,
‖(ND⊗ 1 )Ψm‖ ≤ LεM ‖HmΨm‖+
Rε
M
‖Ψm‖= LεM E0(Hm)+
Rε
M
.
Hence (i) follows.
(ii) From the photon pull-through formula in Proposition 4.9, it follows that
(Ψm,(1 ⊗Nrad)Ψm) = ∑
r=1,2
∫
R3
‖(1 ⊗ar(k))Ψm‖2dk
= |κI|2 ∑
r=1,2
∫
R3
‖(Hm−E0(Hm)+ωm(k))Qr(k)Ψm‖2dk
≤ |κI|2 112(2pi)3 ∑
r=1,2
3
∑
j=1
4
∑
l,l′=1
|α jl,l′ |2(c lDc l
′
D)
2
(∫
R3
|χrad|2
|k|3 dk
)
. (66)
From (66), we obtain (ii). 
Proposition 5.3 Assume (A.1)-(A.6). Let F ∈C ∞0 (R3) which satisfy 0 ≤ F ≤ 1 and F(x) = 1 for
|x| ≤ 1, and set FR(x) = F( xR). Let pˆ =−i∇p and ˆk = −i∇k. Then for all 0 < ε < 1cIκI , R≥ 1 and
R′ ≥ 1,
(i) sup
j∈N
‖(1 −Γf(FR(pˆ))⊗ 1 )Ψm j‖)≤
c1,ε√
R
,
(ii) sup
j∈N
‖(1 ⊗ (1 −Γb(FR′( ˆk)))Ψm j‖)≤
c2√
R′
,
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where
c1,ε =
(
4Lε E∞ +Rε
M
)1/4((Lε E∞ +Rε
M
)1/2
+(LεE∞ +Rε +1)|κI|+2|κII| ∑
s=±1/2
3
∑
ν=1
∑
τ=±
‖Fνs,τ‖
)1/2
and
c2 = |κI|1/2
(
c0
∥∥∥ χrad
ω3/2
∥∥∥)1/2
(
c0
∥∥∥ χrad
ω3/2
∥∥∥+ ∑
r=1,2
3
∑
ν=1
‖Fνr ‖L2
)1/2
.
(Proof) It follows that (1 −Γf(FR(pˆ))2 ≤ 1 −Γf(FR(pˆ))≤ dΓf(1−FR(pˆ)), and then,
‖((1 −Γf(FR(pˆ))⊗ 1 )Ψm‖2 ≤ (Ψm,(dΓf(1−FR(pˆ))⊗ 1 )Ψm)
= ∑
s=±1/2
(∫
R3
((bs(p)⊗ 1 )Ψm,(1−FR(pˆ))(bs(p)⊗ 1 )Ψm)dp
+
∫
R3
((ds(p)⊗ 1 )Ψm,(1−FR(pˆ))(ds(p)⊗ 1 )Ψm)dp
)
.
(67)
We evaluate the two terms in the right-hand side of (67). The first term is estimated as∣∣∣∣
∫
R3
((bs(p)⊗ 1 )Ψm,(1−FR(pˆ))(bs(p)⊗ 1 )Ψm)dp
∣∣∣∣
≤
(∫
R3
‖(bs(p)⊗ 1 )Ψm‖2 dp
)1/2
×
(∫
R3
‖(1−FR(pˆ))(bs(p)⊗ 1 )Ψm‖2 dp
)1/2
= ‖(N+D ⊗ 1 )1/2Ψm‖×
(∫
R3
‖(1−FR(pˆ))(bs(p)⊗ 1 )Ψm‖2 dp
)1/2
.
It is seen that∫
R3
‖(1−FR(pˆ))(bs(p)⊗ 1 )Ψm‖2dp
≤ 4
∫
R3
‖(1−FR(pˆ)) 11+ pˆ2 (bs(p)⊗ 1 )Ψm‖
2dp
+4
3
∑
ν=1
∫
R3
‖(1−FR(pˆ)) (pˆ
ν)2
1+ pˆ2
(bs(p)⊗ 1 )Ψm‖2dp.
Note that for all p ∈ R3,
sup
p∈R3
∣∣∣∣(1−FR(p)) 11+p2
∣∣∣∣≤ 1R2 , supp∈R3
∣∣∣∣(1−FR(p)) pν1+p2
∣∣∣∣≤ 1R .
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Then by the electron derivative bounds in Theorem 4.6 (i) and the spectral decomposition theorem,
we have ∫
R3
‖(1−FR(pˆ))(bs(p)⊗ 1 )Ψm‖2 dp
≤ 4
R4
∫
R3
‖(bs(p)⊗ 1 )Ψm‖2 dp+ 4R2
3
∑
ν=1
∫
R3
‖∂pν (bs(p)⊗ 1 )Ψm‖2 dp
≤ 4
R4
‖(N+D ⊗ 1 )1/2Ψm‖2 +
cm(ε)2
R2
3
∑
ν=1
∫
R3
|Fνs,+(p)|2dp,
where cm(ε) = 2(Lε E0(Hm)+Rε +1)|κI|+4|κII|. Therefore,∣∣∣∣
∫
R3
(bs(p)⊗ 1 )Ψm,(1−FR(pˆ))(bs(p)⊗ 1 )Ψm)dp
∣∣∣∣
≤ ‖(N+D ⊗ 1 )1/2Ψm‖×
(
2
R2
‖(N+D ⊗ 1 )1/2Ψm‖+
cm(ε)
R
3
∑
ν=1
‖Fνs,+‖L2
)
. (68)
In a same way as the first term, we can estimate the second term in the right-hand side of (67) by
the positron derivative bounds in Theorem 4.6 (ii), and then,∣∣∣∣
∫
R3
(ds(p)⊗ 1 )Ψm,(1−FR(pˆ))(ds(p)⊗ 1 )Ψm)dp
∣∣∣∣
≤ ‖(N−D ⊗ 1 )1/2Ψm‖×
(
2
R2
‖(N−D ⊗ 1 )1/2Ψm‖+
cm(ε)
R
3
∑
ν=1
‖Fνs,−‖L2
)
. (69)
From (68) and (69), we have for all R > 1,
‖((1 −Γf(FR(pˆ)))⊗ 1 )Ψm‖2
≤ 1
R ∑τ=±‖(N
τ
D⊗ 1 )1/2Ψm‖
(
2‖(NτD⊗ 1 )1/2Ψm‖+ cm(ε) ∑
s=±1/2
3
∑
ν=1
‖Fνs,τ‖L2
)
. (70)
From Lemma 5.2 (i),
sup
j∈N
‖(N±D ⊗ 1 )1/2Ψm j‖ ≤ supj∈N
‖(ND⊗ 1 )1/2Ψm j‖ ≤
(
Lε
M
E∞ +
Rε
M
)1/2
,
and we see that
sup
j∈N
cm j (ε) = supj∈N
(
2(Lε E0(Hm j)+Rε +1)|κI|+4|κII|
) ≤ 2(Lε E∞ +Rε +1)|κI|+4|κII|.
Hence (i) follows.
(ii) In a similar way to the proof of (i), it follows that (1 − Γb(FR′( ˆk)))2 ≤ 1 − Γb(FR′( ˆk)) ≤
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dΓb(1−FR′( ˆk)), and hence,
‖(1 −Γb(1 ⊗FR′( ˆk)))Ψm‖2 ≤ (Ψm,
(
1 ⊗dΓb(1−FR′( ˆk))
)
Ψm)
= ∑
r=1,2
∫
R3
(
(1 ⊗ar(k))Ψm,(1−FR′( ˆk))(1 ⊗ar(k))Ψm
)
dk. (71)
We see that∣∣∣∣
∫
R3
(
(1 ⊗ar(k))Ψm,(1−FR′( ˆk))(1 ⊗ar(k))Ψm
)
dk
∣∣∣∣
≤
(∫
R3
‖(1 ⊗ar(k))Ψm‖2 dp
)1/2
×
(∫
R3
∥∥(1−FR′( ˆk))(1 ⊗ar(k))Ψm∥∥2 dp
)1/2
= ‖(1 ⊗N1/2rad )Ψm‖×
(∫
R3
∥∥(1−Fb,R′)(1 ⊗ar(k))Ψm∥∥2 dk
)1/2
.
By the photon derivative bounds in Theorem 4.10 and the spectral decomposition theorem,∫
R3
‖(1−FR′( ˆk))(1 ⊗ar(k))Ψm‖2dk
≤ 4
∫
R3
‖(1−FR′( ˆk)) 11+ ˆk2 (1 ⊗ar(k))Ψm‖
2dk
+4
3
∑
ν=1
∫
R3
‖(1−FR′( ˆk)) (
ˆkν)2
1+ ˆk2
(1 ⊗ar(k))Ψm‖2dk
≤ 4
R′4
∫
R3
‖(1 ⊗ar(k))Ψm‖2 dk+ 4R′2
3
∑
ν=1
∫
R3
‖∂kν (1 ⊗ar(k))Ψm‖2 dk
≤ 4
R′4
‖(1 ⊗N1/2rad )Ψm‖2 +
4|κI|2
R′2
3
∑
ν=1
∫
R3
|Fνr (k)|2dk.
Then we have∣∣∣∣
∫
R3
(
(1 ⊗ar(k))Ψm,(1−FR′( ˆk))(1 ⊗ar(k))Ψm
)
dk
∣∣∣∣
≤ ‖(1 ⊗N1/2rad )Ψm‖×
(
4
R′4
‖(1 ⊗N1/2rad )Ψm‖2 +
4|κI|2
R′2
3
∑
ν=1
‖Fνr ‖2L2
)1/2
,
and hence, for all R′ > 1,
‖((1 −Γb(1 ⊗FR′( ˆk)))Ψm‖2
≤ 2
R′
‖(1 ⊗N1/2rad )Ψm‖×
(
‖(1 ⊗N1/2rad )Ψm‖+ |κI| ∑
r=1,2
3
∑
ν=1
‖Fνr ‖L2
)
. (72)
From Lemma 5.2 (ii), it holds that sup
j∈N
‖(1 ⊗N1/2rad )Ψm j‖ < c0|κI|
∥∥∥ χrad
ω3/2
,
∥∥∥. Therefore the proof is
obtained. 
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(Proof of Theorem 2.1)
From Proposition 5.1 and a general theorem ([3] ; Lemmma 4.9), it is enough to show that w-
lim
j→∞
Ψm j 6= 0. We see that
1 D⊗ 1 rad = (1 D−Γf(FR(pˆ))⊗ 1 rad +Γf(FR(pˆ))⊗ (1 rad−Γb(FR′( ˆk)))
+Γf(FR(pˆ))⊗ (FR′( ˆk))ENrad([0,n]))+Γf(FR(pˆ))⊗ (Γb(FR′( ˆk))ENrad([n+1,∞))).
Then by Proposition 5.3, we have for all 0 < ε < 1
cI|κI| , R > 1 and R
′ > 1,
∥∥(Γf(FR(pˆ))⊗ (Γb(FR′( ˆk))ENrad([0,n])))Ψm j∥∥
≥ 1−
(
‖((1 D −Γf(FR(pˆ)))⊗ 1 rad)Ψm j‖
+‖(1 D⊗ (1 rad−Γb(FR′( ˆk)))Ψm j‖+‖(1 D⊗ENrad([n+1,∞)))Ψm j‖
)
.
≥ 1−
(
c1,ε√
R
+
c2√
R′
+‖(1 D⊗ENrad([n+1,∞)))Ψm j‖
)
,
It is seen that
√
n+1‖(1 D ⊗ENrad([n+1,∞)))Ψm j‖ ≤ ‖(1 D⊗N1/2rad )Ψm j‖ ≤ c0|κI|
∥∥∥ χrad
ω3/2
∥∥∥ .
Then from Lemma 5.2 (ii), we have
sup
j≥1
‖(1 D⊗ENrad([n+1,∞)))Ψm j‖ ≤
c3
(n+1)1/2
.
where c3 = c0|κI|
∥∥∥ χrad
ω3/2
∥∥∥. Then it follows that
‖Γf(FR(pˆ)⊗ (Γb(FR′( ˆk)ENrad([0,n]))Ψm j‖ ≥ 1−
(
c1,ε
R
+
c2
R′
+
c3
(n+1)1/2
)
. (73)
We also see that
‖Γf(FR(pˆ))⊗ (FR′( ˆk))ENrad([0,n]))Ψm j‖2
= ((H0 +1)ENrad([0,n])Ψm j ,(H0 +1)
−1(Γf(FR(pˆ)2)⊗ (Γb(FR′( ˆk)2)ENrad([0,n])))Ψm j )
≤ ‖(H0 +1)Ψm j‖‖(H0 +1)−1 (Γf(FR(pˆ)2)⊗ (Γb(FR′( ˆk)2)ENrad([0,n])))Ψm j‖.
We see that ‖(H0 +1)Ψm j‖ ≤ ‖H0Ψm j‖+1≤ ‖H0,m j Ψm j‖+1 and Lemma 3.9 yields that
‖H0,m j Ψm j‖ ≤
Lε
M
‖Hm j Ψm j‖+
Rε
M
≤ Lε
M
E∞ +
Rε
M
.
Then we have
‖Γf(FR(pˆ))⊗ (FR′( ˆk))ENrad([0,n]))Ψm j‖
≤ c4,ε‖(H0 +1)−1
(
(Γf(FR(pˆ))⊗ (Γb(FR′( ˆk)2)ENrad([0,n])))
)
Ψm j‖1/2, (74)
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where c4,ε = (Lε E∞+RεM +1)
1/2
. From (73) and (74)
‖(H0+1)−1Γf(FR(pˆ)2)⊗(Γb(FR′( ˆk)2ENrad([0,n]))Ψm j‖≥
1
c4,ε
2(
1−
(
c1,ε√
R
+
c2√
R′
+
c3
(n+1)1/2
))2
Since (H0 +1)−1
(
Γf(FR(pˆ)2)⊗ (Γb(FR′( ˆk)2)ENrad([0,n])))
)
is compact, we have
‖(H0+1)−1Γf(FR(pˆ)2)⊗(Γb(FR′( ˆk)2)ENrad([0,n]))Ψ0‖≥
1
c24,ε
(
1−
(
c1,ε√
R
+
c2√
R′
+
c3
(n+1)1/2
))2
,
(75)
where we set Ψ0 = w-limj→∞ Ψm j . Then for sufficiently large R > 0, R
′ > 0 and n > 0, the right-hand
side of (75) is greater than zero, and hence Ψ0 6= 0.
(Multiplicity) Assume dim ker (H −E0(HQED)) = ∞. Let Ψl , l ∈ N, be the ground states. Let
M be the closure of the linear hull of {Ψl}∞l=0. Then HQED is decomposed as HQED = M⊕M⊥.
Let {Φl}∞l=0 be a complete orthogonal system of M⊥. We can set a complete orthonormal system
{Ξl}∞l=0 of HQED by Ξ2l−1 = Ψl and Ξ2l = Φl for all l ∈ N. Since {Ξl}∞l=0 is a complete orthonor-
mal system , w-lim
l→∞
Ξl = 0. On the other hand, Ξ2l−1 is ground state for all l ∈ N, and hence
HQEDΞ2l−1 = E0(HQED)Ξ2l−1. In a same argument of the proof of the existence of the ground state,
we have
‖(H0+1)−1Γf(FR(pˆ)2)⊗(Γb(FR′( ˆk)2)ENrad([0,n]))Ξ2l−1‖≥
1
c˜24,ε
(
1−
(
c˜1,ε√
R
+
c2√
R′
+
c3
(n+1)1/2
))2
,
(76)
where c˜1,ε and c˜4,ε are the constants c1,ε and c1,ε replacing E∞ with E0(HQED). Then by taking
sufficiently large R > 0, R′ > 0 and n > 0, we have w-lim
l→∞
Ξ2l−1 6= 0, but this is contradict to w-
lim
l→∞
Ξl = 0. Hence dim ker (HQED−E0(HQED))< ∞. 
[Concluding remarks]
(1) The case of Massless Dirac field
It is not realistic model, but we can consider the system of a massless Dirac field coupled to the
radiation field. In such a case, by replacing (A.5) with similar conditions to (A.6), we can also
prove the existence of the ground state in a same ways as HQED.
(2) Infrared divergent problem
For some systems of particles coupled to massless Bose fields, the existence of the ground states
without infrared regularity conditions was obtained (refer to e.g., Bach-Fro¨hlich-Sigal [6], Griesemer-
Lieb-Loss [16] and Hasler-Herbst [18]), and non-existence of the ground states for other other
systems was also investigated (see e.g., Arai-Hirokawa-Hiroshima [4]). To prove the existence or
non-existence of the ground state of HQED without infrared regularity conditions is left for future
study.
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