Abstract-Tissue perfusion measurement using C-arm angiography systems capable of CT-like imaging (C-arm CT) is a novel technique with potentially high benefit for catheter guided treatment of stroke in the interventional suite. However, perfusion C-arm CT (PCCT) is challenging: the slow C-arm rotation speed only allows measuring samples of contrast time attenuation curves (TACs) every 5-6 s if reconstruction algorithms for static data are used. Furthermore, the peak values of the TACs in brain tissue typically lie in a range of 5-30 HU, thus perfusion imaging is very sensitive to noise. We present a dynamic, iterative reconstruction (DIR) approach to reconstruct TACs described by a weighted sum of basis functions. To reduce noise, a regularization technique based on joint bilateral filtering (JBF) is introduced. We evaluated the algorithm with a digital dynamic brain phantom and with data from six canine stroke models. With our dynamic approach, we achieve an average Pearson correlation (PC) of the PCCT canine blood flow maps to co-registered perfusion CT maps of 0.73. This PC is just as high as the PC achieved in a recent PCCT study, which required repeated injections and acquisitions.
I. INTRODUCTION

P
ERFUSION CT (PCT) is an important imaging modality for diagnosis in case of an ischemic stroke event. Time attenuation curves (TACs) of contrast flow in tissue and vessels are extracted from a time series of brain volumes acquired after a contrast bolus injection. Perfusion parameter maps calculated from TACs, which represent quantities such as cerebral blood flow (CBF), cerebral blood volume (CBV), mean transit time (MTT), and time-to-peak (TTP), provide information about the extent of the affected tissue [1] . They can be used to identify potentially salvageable ischemic tissue that may be reperfused by catheter-guided stroke therapy procedures such as intra-arterial thrombolysis [2] . For this purpose, the patient is transported to an interventional suite equipped with a C-arm angiography system where perfusion measurement is not yet available. Perfusion measurement using C-arm systems would allow the assessment of the perfusion parameters directly before and during the interventional procedure and thus help to determine treatment success and endpoint. Current C-arm systems typically require -s to acquire the X-ray projection images needed to reconstruct one volume and a pause of s between two successive acquisitions, which limits the temporal sampling of the TACs and makes perfusion C-arm CT (PCCT) challenging.
Recently, new approaches have been presented to overcome these problems: an acquisition protocol combining interleaved scanning and partial reconstruction interpolation has been presented and evaluated in [3] and [4] . While providing improved temporal sampling and high computational efficiency, multiple scanning sequences are required, which increases irradiation and contrast agent dose to the patient. Serowy et al. [5] and Neukirchen et al. [6] presented iterative model-based approaches, which reconstruct TACs described by a weighted sum of smooth temporal basis functions in order to keep the degrees of freedom relatively low. Although these algorithms can be implemented similarly to classical algebraic reconstruction techniques (ART) [7] , the use of basis functions with noncompact support introduces additional computationally expensive steps. A detailed survey on existing techniques for PCCT is given in [8] .
Based on the iterative parameter optimization algorithm by Neukirchen et al. [6] , we introduced a dynamic iterative reconstruction (DIR) algorithm [9] using linear basis functions with compact support in combination with a denoising strategy based on joint bilateral filtering (JBF) [10] . In this work, we describe this algorithm in more detail, include the noise statistics by statistical ray weighting, and evaluate the use of different basis functions to model the reconstructed TACs by numerical simulations. Furthermore, we validate our methods more extensively using in vivo data from six canines with induced ischemic stroke and also include MTT and TTP perfusion parameters in the evaluation.
Our paper is organized as follows. In Section II, we describe our C-arm CT perfusion imaging acquisition protocol. The mathematical formulation and the implementation details of our 0278-0062/$31.00 © 2013 IEEE dynamic reconstruction approach are presented in Section III. We will investigate our algorithm in Section IV using simulated data and real data from an in vivo study in a canine stroke model. The results of the evaluation and the benefits of the dynamic reconstruction approach are discussed in Section V. In Section VI, we summarize and conclude our work.
II. PERFUSION C-ARM CT SCANNING PROTOCOL
This section describes the C-arm perfusion acquisition protocol used for the simulation studies and real data acquisitions. Since currently available C-arm systems are not capable of continuous, uni-directional rotations, the C-arm is rotated in a bi-directional manner in forward and backward direction. At first, one C-arm rotation in forward and one in backward direction acquire mask projections with the static anatomical structures. Mask projections in both directions need to be acquired because the X-ray source and detector positions differ slightly during the forward and backward rotations. In each rotation, projections along an angular range of 197.6 are acquired. After contrast agent injection, the C-arm is rotated times in bi-directional manner as illustrated in Fig. 1 . Each rotation takes s, with a pause of s between two successive rotations. Thus, direct reconstruction of the rotations would allow a temporal sampling of TACs with period s during the total scan time s. We denote the measured photon counts (X-ray intensities) of all contrast-enhanced sweeps by vector (B: bolus), where denotes the number of detector pixels and the total number of contrast-enhanced projections. The mask photon counts are denoted by the vector (M: mask). Each entry in vector is given by the intensity value of the mask projection, which corresponds to the intensity value of the respective contrast-enhanced projection in vector (i.e., with the same source position and ray direction). By logarithmic preprocessing of and , the X-ray attenuation line integrals denoted by the vectors and are computed (1) where denotes the number of emitted photons for ray . The mask projections are subtracted from the contrast-enhanced projections to generate the projection data vector containing the line integrals describing the pure contrast dynamics and noise. Furthermore, the . To describe the mapping of the 4-D dataset to the projection data, we define the system matrix assembled from matrices , which map the 3-D volumes to the projection images according to the acquisition geometry, such that and
with and . Directly solving for the exact solution is not possible since the equation system is heavily underdetermined. Therefore we constrain each of the TACs described by to be inside a subspace spanned by a set of basis functions , such that the vector defining the contrast attenuation in the volume at time point is computed by a linear combination of basis functions with weight vectors
The interpolation of the 4-D dataset vector from all basis weights is a linear operation denoted by the matrix such that . Using basis functions to describe the TACs reduces the degrees-offreedom of the reconstruction problem from to . To reconstruct the basis weights from the measured projection data , one needs to solve the least-squares problem minimizing the Euclidean distance between the measured projection data and the forward projected estimated 4-D dataset (4) In this optimization problem the weight vector and the interpolation matrix describe the temporal dynamics of the contrast flow and the matrix describes the projection geometry of the C-arm system. Statistical Ray Weighting: In the next step we include a statistical noise model into (4) to transform this equation into the maximum likelihood (ML) estimate of the weights from projection data corrupted by quantum noise. To account for quantum noise, the numbers of measured photons can be described by independent Poisson random processes [11] .
First, we discuss how we model the noise in the projection data , which is generated by logarithmic preprocessing of and followed by subtraction. Let be a Poisson random variable describing a photon measurement with mean corresponding to the unknown number of ideally measured arriving photons. Since we do tomographic brain imaging we assume a large number of counts; i.e.,
. For such large counts, a Gaussian process is an excellent approximation of the Poisson process (5) By taking the logarithm of according to (1), we obtain the random variable describing the corresponding line integral. The distribution of can be approximated according to [12] by (6) If and denote contrast-enhanced and corresponding mask measurements, respectively, which are two independent Gaussian random variables, their difference , which represents the pure contrast enhancement, is also a Gaussian random variable (7) Thus, the noise in the subtracted projection data can be modeled by additive Gaussian noise, where the variance is related to the number of photon counts measured in mask and bolus acquisitions. Since the contrast attenuation is very small compared to the attenuation of the anatomic structures, we approximate the variance of each entry in by the number of photons measured in the corresponding mask acquisition (8) The maximum likelihood (ML) estimation of the weights from projection data with Gaussian noise is provided by the weighted least squares function [13] , which combines (4) with the diagonal weighting matrix (9)
where . Landweber Iteration: It is practically infeasible to solve (9) directly, because the data dimensions are huge and the system matrix of image reconstruction problems is typically ill-conditioned [14] . We solve this large scale problem as described in [6] by a gradient-based iterative procedure using the Landweber iteration scheme [15] (11) The parameter controls the step size of the parameter update in each iteration. The matrix product describes the calculation of the 4-D dataset by interpolation using the basis functions followed by the forward projection using the system matrix . The diagonal matrix weights each entry of the error image according to its statistical uncertainty resulting in the weighted error vector . The matrix product is a back projection of into the weight vector , where introduces an additional weighting of the back projected errors.
To describe the effect of the transposed interpolation matrix , we split the weighted error vector into parts , where corresponds to projection image . Now we can define the update of the weight vector belonging to basis function by (12) Vessel-Masked Back Projection: Fig. 2(a) shows a slice of the temporal maximum intensity projection (MIP) volume reconstructed from digital brain phantom data (see Section IV-A1 for details) after 30 iterations of the Landweber scheme according to (11) (with since data without noise was used). Severe streaking artifacts around the vessels occur. The MIP volume is created from the peak of each TAC. To avoid these artifacts, we apply an empirical modification to the weight update step in (11) by using a vessel-masked back projection. The back projection step is modified such that rays intersecting with high contrast vessel structures are only used for updating voxels containing vessels. Therefore, a first reconstruction of the projection data is done using a standard FDK reconstruction method [16] to initialize the weights . Then, the temporal MIP volume M is computed and a binary vessel mask in volume space is created by thresholding M. By forward projection of a vessel mask in projection space is calculated [ Fig. 2(c) ]. The complete error image is only back projected into vessel voxels indicated by , into the remaining voxels (indicated by ) only the rays without any vessel intersection (indicated by ) are back projected ( describes element-wise multiplication and describes element-wise negation) ( 
13) (14)
With the modified back projection step, the streaking artifacts are avoided as shown in the MIP volume in Fig. 2(b) . Details on the initialization and the vessel mask creation are given in Section III-C.
Bayesian Regularization by Joint Bilateral Filtering: Perfusion imaging is highly sensitive to noise. To allow reliable reconstruction of TACs under noisy conditions, we use joint bilateral filtering for regularization of the DIR results. Bilateral filtering [17] , [18] is a nonlinear, edge-preserving noise filter using a combination of domain and range filtering. In joint bilateral filtering (JBF), a guidance image is used to calculate the range similarity [10] . In our approach, we use the peak value of each reconstructed TAC to identify voxels with similar TACs (such as vessels or healthy and stroke-affected tissue). This results in a bilateral filter, where the range similarity measure is calculated using the temporal MIP M as guidance image instead of the filtered volume itself. The temporal MIP M is defined as ( describes row-wise maximum selection) (15) where , denotes the temporal position of the spline knot of the basis function with index .
Since the JBF operation is a 3-D filter, we change the notation of the weight vectors for defining the filter. The 3-D volume representation of weight vector is denoted by , and is the weight value at 3-D voxel index . The filtered volumes, denoted by , are computed by (16) The value of a filtered volume at voxel is a weighted combination of values of the original volume belonging to a 3-D neighborhood around . The neighboring voxels are weighted with the MIP range similarity (with bandwidth ) and the spatial closeness (with bandwidth ) and normalized by dividing by the sum of all weights . We denote one iteration of JBF by , which describes the application of (16) to all sub-vectors , followed by recomputing M according to (15) for the next JBF iteration. Fig. 3 shows the MIPs of the initial FDK reconstruction of noisy data from a digital brain phantom before and after 3 iterations of JBF denoising. The JBF is similar to the time intensity profile similarity (TIPS) PCT noise reduction method by Mendrik et al. [19] . However, evaluating the TIPS measure between two voxels requires to calculate a sum of squared differences along the temporal dimension. The JBF has the same computational efficiency as standard 3-D bilateral filtering and can also be implemented very similarly. Elad [20] showed that the bilateral filter is related to Bayesian noise removal and derived the corresponding penalty function, which can apparently also be used to describe the JBF. We can combine the ML estimate of (9) with a JBF penalty function and enforce a physically correct solution by allowing only nonnegative weights. This results in a maximum a-posteriori (MAP) estimation, which is a penalized weighted least squares (PWLS) problem. The constrained formulation of the PWLS problem is (17) It searches for the nonnegative spline weights , which have the lowest JBF penalty at a data inconsistency of not more than . The data inconsistency parameter results from the sum of the minimally achievable inconsistency and an additional tolerance . The minimal inconsistency will always be positive since noise, physical effects such as beam hardening, discretization, and the approximation of the TACs by the splines will not allow a solution with perfect data consistency in practical applications. The tolerance is a parameter to control smoothness and noise level in the brain tissue. For example, a higher achieves a solution with lower data consistency and stronger JBF regularization, which means less noise but more blurring in the tissue. In this work, we do not solve (17) directly. We rather search for a solution matching the goals of data consistency, edge-preserving smoothness, and positivity using the empirical approach discussed in Subsection III-C.
B. Basis Functions
We evaluate the performance of different sets of basis functions to describe the TACs. We use basis functions with compact support, so that in the interpolation step (3) and in the update step (12) only the addends with nonzero basis weights have to be evaluated, which reduces the computational effort. Three different classes of basis functions are investigated in this work: asymmetric linear splines, symmetric linear splines, and cubic splines.
The first class are asymmetric linear functions from our previous work [9] shown in Fig. 5(a) . The TACs are described by weight vectors . The knots of the basis functions are placed at the time points , where
The TACs are described by linear interpolation between the knots which have nonuniform distance to each other. Therefore we have to define two different functions to describe the basis. If the knot index is odd then is used and if is even then is used. These basis functions are defined with , and as Exceptions need to be defined for the beginning and for the end of the acquisition. For , we set since we assume the TACs to rise from 0 HU in the beginning. For , we use a constant basis function. This reflects the assumption that we expect a steady-state plateau phase of residual contrast in the end. This type of basis functions avoids to place spline knots in the pauses between the acquisitions.
The second class of basis functions are linear spline functions with uniformly distributed knots placed in distance . In this work, we use basis functions with s and s, which are shown in Fig. 5(b) . With the total scan time , the total number of splines used is and the places of the spline knots are . The linear basis functions are defined as (18) with . Again we use a constant basis function for . The third class of basis functions are cubic spline functions with uniformly distributed knots, which are shown in Fig. 5(c) . The knots are placed like the linear spline knots. The cubic spline basis functions are defined by the closed-form representation of the cubic B-spline [21] ( 19) with .
C. Implementation Details
This section describes the details of our implementation of the DIR-MAP algorithm. The algorithm finds an empirical approximation of the MAP estimate according to (17) in a computational efficient way. A flow chart of the complete algorithm is shown in Fig. 4 and a detailed overview of the single steps is shown in Fig. 6 . These steps are discussed below.
Initialization: In step 1, the pure-contrast projection data is computed from subtraction of the mask and bolus acquisitions. In case of real data, additional preprocessing is required, particularly to compensate for small motion of objects inside the field of view. These preprocessing steps are described in Appendix A. In step 2, all rotations are reconstructed using a standard short-scan FDK reconstruction method [16] , [22] . The filtering step applies a Shepp-Logan filter kernel [23] multiplied with a Gaussian of variance controlling smoothness and noise level in the reconstructed volumes. For initialization, we use a sharp filter kernel with pixel to avoid blurring of the reconstructed volumes. In step 3, the temporal MIP M is computed and the binary vessel mask volume is created by thresholding M with the vessel threshold . To remove single voxels with MIP value above due to the heavy noise, is processed by a 3-D erosion and dilation operation. Fig. 3 shows an example of a vessel mask. Accordingly, in step 4 vessel masks in projection space are computed for all projections by a maximum intensity forward projection of . Note that the acquisition geometry is the same for all forward and also for all backward rotations, respectively. Thus, practically only vessel masks for projections have to be computed. In step 5, the weights are initialized by the attenuation values from the initial FDK reconstructions. Therefore, initial TACs are interpolated from the FDK reconstructions. The spline weights are matched by least squares fitting of the TACs described by to the initial TACs using singular value decomposition [24] . In step 6, the MIP M is denoised using bilateral filtering with range variance and domain variance and then the initial weights are denoised using three iterations of JBF with range variance , domain variance , and guidance image M (step 7). The neighborhood used for JBF is a cube of 7 7 7 voxels and the JBF implementation is based on graphics processing unit (GPU) acceleration.
Dynamic Iterative Reconstruction: After the initialization steps, the algorithm iterates times (step 8). In each iteration, all rotations are processed subsequently (step 9). To improve convergence speed, the projections of one rotation are processed using an ordered subset (OS) [25] approach. The projections of each rotation are partitioned into subsets , maximizing the difference of the projection acquisition angles in each subset. The subsets belonging to one rotation are processed subsequently (step 10). In step 11, temporary weight volumes , are initialized to store the weight update values from one processed subset. Then, the algorithm iterates through the projections belonging to the current subset (step 12). For each projection, the estimated attenuation values for the projection acquisition time point are computed by interpolation (step 13), which is implemented on the GPU. In the interpolation step, only the weight vectors associated with basis functions which are nonzero at have to be considered. The interpolated volume is forward projected to compute the error image , which is weighted with the statistical ray weights (step 14). The forward projection is computed using a ray-driven forward projector applying linear interpolation. In step 15, vessel-masked back projection of the error image onto a temporary weight volume is applied using a voxel-driven back projector. Note that in the practical implementation, only one back projection is required and the two operators are only shown to ease notation. Forward and back projection are implemented using GPU acceleration as described in [26] . In step 16, the temporary weights are updated with the back projected error weights. Thereby the update vectors are weighted by the step size parameter and the basis function value . Thus, again only the weight vectors associated with nonzero basis functions have to be considered. After processing one subset, the weight vectors are updated from the temporary weight vectors in step 18 and nonnegativity of all weights is enforced in step 19 to assure a physically correct solution. In step 22, JBF is applied to the weights after every three full iterations.
IV. EVALUATION
In the evaluation, we compare pure FDK reconstruction with FDK reconstruction followed by JBF (FDK-JBF) and the DIR-MAP approach using different basis functions. The FDK-JBF method corresponds to the initialization part of the DIR-MAP approach (DIR-MAP with and linear asymmetric basis functions). Simulation data created from a realistic digital brain phantom and data from a clinical canine stroke model study is used.
A. Digital Brain Perfusion Phantom 1) Phantom Description:
We use the realistic digital brain phantom from our previous work [27] (available online [28] ), which has a complex structure similar to a real human brain and is an adapted version of the phantom by Riordan et al. [29] . It is based on segmented brain MRI scans from a healthy human volunteer using the Freesurfer software [30] . Inside the segmented brain, different tissue classes were annotated manually: healthy tissue, tissue with reduced CBF, and tissue with severely reduced CBF and CBV. Different perfusion parameters were assigned to the annotated classes as shown in Table III . We created a 4-D brain perfusion phantom by simulating TACs in tissue and vessels according to the annotated segmented brain. Compared to the phantom in [29] , we further reduced the sparsity of the brain phantom using the MR data and varied the perfusion parameters according to the intervals shown in Table III . Details on the phantom creation, stroke annotation and sparsity reduction can be found in previous publications [29] , [27] .
We created dynamic projection data by forward projecting the 4-D brain phantom according to the C-arm acquisition protocol discussed in Section II. To simulate quantum noise, Poisson-distributed noise was added to the projection data. To simulate a realistic noise level, a real C-arm CT scan of a water cylinder phantom with the acquisition parameters shown in Table I was performed, but with a system dose of 0.36 Gy/projection. In the numerical studies the noise level of a lower system dose was simulated to investigate a potential dose reduction for future patient studies compared to the animal study in this work. The water cylinder projection data was reconstructed using the FDK algorithm and the standard deviation inside the homogeneous water region was measured. Then projection data from a static version of the brain phantom containing only homogeneous tissue structures was created. Poisson noise for a specific emitted photon density was added to the projection data and the data was reconstructed. The standard deviation inside the reconstructed homogeneous brain phantom was measured and compared to the standard deviation of the real water cylinder phantom. The emitted photon density was then adapted until a similar standard deviation was measured. For a realistic noise level in the brain phantom, an emitted X-ray density of photons per mm at the detector and a monochromatic photon energy of 60 keV was assumed.
2) Investigations:
We reconstructed the brain phantom projection data using the DIR-MAP approach with the linear asymmetric splines, linear splines with s and s, as well as cubic splines with s and s as basis functions and also with the FDK-JBF and the FDK algorithm. For DIR-MAP and FDK-JBF reconstruction, the parameters shown in Table II were used (with for FDK-JBF). The pure FDK reconstruction was done with a filter kernel with smoothness pixel. After reconstruction of the TACs, the perfusion parameters were calculated with our in-house perfusion analysis software as discussed in Appendix B. Reference perfusion maps were created with our software from the ground truth TACs.
For quantitative evaluation, the root mean square error (RMSE) over time between the reconstructed and the reference TACs was computed for the arterial input function (AIF) and the TACs of the brain tissue. Furthermore, we calculated the Pearson correlation (PC) and RMSE between the reconstructed and the reference perfusion maps (CBF, CBV, MTT, and TTP). We considered the perfusion map slices containing the annotated stroke-affected areas inside a sub-volume of size 256 256 18. To calculate the PC and RMSE, we applied an automated region of interest (ROI) analysis with vascular pixel elimination (VPE) [3] . Therefore, air and vessel structures were excluded from the perfusion maps according to the brain segmentation. A rectangular grid with a line spacing of 8 8 mm was used to subdivide each slice of the perfusion map into square ROIs. For each ROI, the mean perfusion value was calculated for the reference and the reconstructed PCCT map. Then the PC and RMSE between the mean values of all valid ROIs in all slices were computed. ROIs including voxels not belonging to brain tissue according to the segmentation were ignored. The automated ROI analysis does not require manual selection of ROIs and is user-independent. Furthermore, a qualitative comparison of artifacts around arteries in DIR-MAP and FDK-JBF reconstructed CBF maps was done. The artifacts arise due to the high contrast dynamics in the arteries [31] .
3) Results: Fig. 8 shows the AIFs from DIR-MAP, FDK-JBF, and FDK reconstructions used to calculate the perfusion parameters compared to the reference curve. The quantitative results comparing the DIR-MAP, FDK-JBF, and FDK reconstructions are shown in Table IV . The CBF, CBV, MTT, and TTP perfusion maps from the three reconstruction algorithms compared to the reference maps are shown in Fig. 10 . Fig. 7 compares artifacts around the arteries in CBF maps reconstructed with DIR-MAP and FDK-JBF. 
B. In Vivo Study 1) Materials and Methods:
To validate the DIR-MAP algorithm under realistic conditions, we have conducted an in vivo brain perfusion study with canine ischemic stroke models, where we used PCT as reference for the validation. The ischemic stroke was induced in the healthy canines using the procedure discussed in [32] . Four hours after stroke creation, PCT was acquired and immediately followed by a PCCT. The contrast injection parameters were the same for both modalities and are summarized in Table V. The PCCT data was acquired with a clinical C-arm angiography system (Artis zeego, Siemens AG, Forchheim, Germany) using the acquisition protocol described in Section II. The PCT was performed using a clinical 64-section volume CT scanner (GE Healthcare, Milwaukee, WI, USA) with continuous scanning for 50 s, 1 rotation per s, 80 kV tube voltage and 200 mA tube current. The reconstructed data from the PCT exam covered eight slices with a voxel size of 0.234 0.234 5 mm and was sampled at a temporal interval of 0.5 s. The PCT data was denoised using the TIPS filter [19] with a spatial similarity kernel of bandwidth mm and a TIPS kernel of bandwidth HU. The PCCT data was preprocessed as described in Appendix A and reconstructed using DIR-MAP and FDK-JBF with the parameters shown in Table II, but with HU and (and for FDK-JBF). To calculate the perfusion maps from the reconstructed PCT and PCCT acquisitions, a TAC inside the basilar artery was selected as AIF and our in-house perfusion analysis software was used.
For quantitative evaluation, the PC and RMSE between the PCCT perfusion maps reconstructed with the DIR-MAP and the FDK-JBF approach and the PCT were computed. Therefore, the slice thickness of the PCCT volumes was aligned to the PCT slice thickness by applying a moving average filter (kernel size 5 mm) perpendicular to the orientation of the reconstructed slices. Then, the PCCT volumes were registered to the PCT volumes using a rigid 3D-3D registration. The registration matrix was computed between mask volumes from the PCCT and PCT acquisition. The PC and RMSE were again computed using the automated ROI analysis described in Section IV-A2. Since there is no ground truth segmentation for the canine brains, the air and bone structures were found by thresholding a mask volume. Then remaining tissue not belonging to the brain was removed manually. The vascular structures were removed by excluding Fig. 9 . Examples of an arterial input function obtained from a canine (canine C in Table VI ) reconstructed with DIR-MAP and FDK-JBF. Also, the curve from the perfusion CT (PCT) is shown.
voxels with CBV values higher than 8 ml/100 g in the CBV PCT map. The ROI size was set to 2 2 mm . Fig. 9 shows examples of an AIF from the PCCT acquisition of a canine reconstructed with DIR-MAP and FDK-JBF and from the PCT acquisition for comparison. In Fig. 11 , co-registered perfusion maps from PCCT acquisition reconstructed with DIR-MAP and FDK-JBF and from PCT acquisition are shown. The quantitative results measuring the PC and RMSE between the maps are given in Table VI . Fig. 12 illustrates 3-D perfusion maps reconstructed with DIR-MAP in different viewing directions.
2) Results:
The reconstructions were performed on a laptop computer with an Intel i7 M 620 2 2.72 GHz CPU, 8 GB RAM, and an Nvidia Quadro FX 880M graphics chip set. The reconstruction of a typical 4-D dataset of size 256 256 150 voxels with linear asymmetric basis functions took about 36 min using a nonoptimized DIR-MAP implementation and about 4.5 min using the FDK-JBF approach, where the projection preprocessing and perfusion parameter computations are not included.
V. DISCUSSION
Classical digital CT phantoms, such as the Shepp-Logan phantom [23] , usually consist of homogeneous structures. This highly favors reconstruction algorithms exploiting homogeneity like algorithms using compressed sensing based regularizers (e.g., total variation (TV) minimization [33] ) and also algorithms using regularization by bilateral filtering. Thus, simple extensions to 4-D dynamic phantoms do not allow for a meaningful evaluation since real clinical data do not exhibit such homogeneous structures. Therefore, we use the digital brain phantom for the simulation study.
The results of the simulation study show the potential of the dynamic DIR-MAP algorithm to improve PCCT compared to pure FDK reconstruction and also to FDK-JBF reconstruction. Comparing the AIFs shown in Fig. 8 , the AIF reconstructed with the DIR-MAP approach is the best approximation of the reference AIF with the lowest underestimation of the peak. Pure FDK reconstruction with a smooth filter kernel results in a severe underestimation of the AIF. The underestimation caused by the smooth filter kernel can be avoided by using a sharp reconstruction kernel followed by denoising with JBF. However, the dynamic DIR-MAP approach can still perceptibly improve the AIF estimation. Also, PC and the RMSE of all reconstructed maps are the best for DIR-MAP (Table IV) , if linear asymmetric basis functions are used; e.g., the CBF PC increases from 0.85 (FDK) to 0.87 (FDK-JBF) and to 0.92 (DIR-MAP), and the RMSE error decreases from 8.4 to 4.6 to 3.7 ml/100 g/min, respectively. Furthermore, the results in Table IV also show that the simple linear asymmetric basis functions are able to provide sufficiently accurate perfusion maps, and more complex basis functions such as cubic splines do not improve them perceptibly. The perfusion maps reconstructed with DIR-MAP and FDK-JBF compared to the FDK maps (Fig. 10) are smoother, the stroke-affected areas are better separated from the healthy tissue and the vascular structures, which are visible as the red structures in the CBF and CBV maps, are not blurred into the brain tissue. Comparing the DIR-MAP with the FDK-JBF maps, the DIR-MAP approach avoids the artifacts around the arteries, which appear in filtered back projection algorithms like FDK around structures with high contrast dynamics (for a detailed analysis of such artifact see [31] ). Fig. 7 shows these artifacts in more details. Also, there is less overestimation of the perfusion parameters in the DIR-MAP CBF and CBV maps, which corresponds to the improved RMSE shown in Table IV . The improved RMSE can be attributed to the higher peak in the AIF estimation compared to the FDK-JBF result, since the algorithm used to calculate the perfusion parameters uses the AIF to normalize the perfusion data (see Appendix B for details). In addition, the DIR-MAP maps make an even less noisy impression than the FDK-JBF maps.
The results of the canine study confirm the results of the simulation study that the dynamic DIR-MAP approach can improve PCCT compared to the static FDK-JBF technique. The PC and RMSE between the PCT and PCCT acquisitions are improved for all perfusion parameters, except the PC for CBV. However, CBV is not a dynamic perfusion parameter and can also be measured using steady-state acquisitions [34] . Thus, we do not necessarily expect improvements from a dynamic approach. The higher peak in the DIR-MAP AIF estimation (see Fig. 9 ) improves the RMSE of the CBF and CBV maps. The canine perfusion maps presented in Fig. 11 also confirm the simulation results. The streaking artifacts arising from the big vessels in the upper middle of the maps are reduced considerably by the DIR-MAP approach. Furthermore, the CBF and CBV values are less overestimated in DIR-MAP than in FDK-JBF PCCT maps when comparing to the PCT maps. Fig. 12 shows the 3-D perfusion maps of a PCCT acquisition reconstructed with DIR-MAP from different viewing directions. This highlights another advantage of PCCT compared to PCT: the possibility to reconstruct 3-D perfusion maps with high resolution in Z (axial) direction. Since this is not possible with PCT, no reference maps can be provided. However, the extent of the stroke in the CBF, MTT, and TTP maps looks very similar. These parameters are computed in a very different way from the reconstructed TACs: CBF and MTT are computed using a deconvolution-based approach and TTP simply corresponds to the temporal position of the peak of the tissue TAC (see Appendix B). Therefore, we can consider the similarity of both maps as an indication for the correctness of our PCCT acquisition and reconstruction method.
In [3] , first in vivo results of a PCCT study with healthy pigs were presented. A novel approach for PCCT was used, which combines interleaved scanning with partial volume reconstruction. However, the interleaved scanning approach increases the X-ray and contrast agent dose. Furthermore, the technique is based on the assumption that the contrast TACs are reproducible in subsequent PCCT acquisitions, which is not assured in clinical practice, since for example blood circulation parameters may change. In this work, we present an algorithmic dynamic reconstruction approach with the potential to compensate the low C-arm rotation speed without repeated scanning. The DIR-MAP algorithm is an empirical technique, which alternately maximizes data consistency and minimizes the Bayesian regularization term by bilateral filtering. It is not known if and how our approach converges and finds an solution of (17) at a certain data inconsistency . For static reconstruction with TV regularization, algorithms have been proposed seeking for a minimal TV solution at certain by adapting the TV step size to the data consistency [33] , [35] . For bilateral filtering, such algorithms are not known to the authors. We use bilateral filtering as it is a very intuitive tool and the effect of its parameters on the filtered image are predictable. Furthermore, it provides an apparent possibility to use a guidance image for range similarity determination. Our evaluation shows the potential of our empirical approach to enhance the reconstructed perfusion maps. An algorithm directly seeking an optimal solution of (17) might help to further improve the results. However, even when directly solving (17) , the selection the appropriate data inconsistency tolerance is still an empirical problem.
VI. SUMMARY AND CONCLUSION
Brain perfusion measurement using C-arm CT (PCCT) is a promising new technique which allows the measurement of the dynamic perfusion values during interventional procedures with full brain coverage and in high resolution in axial direction. However, reconstruction of reliable perfusion maps from C-arm acquisitions is a challenging task due to the low rotation speed of the C-arm system and the low contrast level of the time attenuation curves (TACs) in the brain tissue.
In this work, we introduced a novel iterative reconstruction algorithm for PCCT to overcome these limitations. The algorithm is based on the iterative parameter estimation technique described by Neukirchen et al. [6] . In contrast to [6] , we developed the algorithm for a real 3-D C-arm cone beam geometry instead of a 2-D parallel beam geometry and used an acquisition protocol available in state-of-the art clinical C-arm systems, including pauses between the acquisitions. We used spline basis functions with compact support to describe the TACs, which reduces the computational effort compared to the noncompact basis functions used in [6] . The back projection step was modified to avoid streaking artifacts around high contrast vessel structures in the cone beam reconstructions. To increase the contrast-to-noise ratio (CNR) in the tissue TACs, we applied a nonlinear regularization based on joint bilateral filtering (JBF) [10] and statistical ray weighting. To handle the high computational effort of dynamic iterative reconstruction, the most computationally expensive steps were implemented using the Nvidia CUDA programming language.
The novel algorithm was evaluated extensively with a realistic digital brain phantom similar as described by Riordan et al. [29] and data from an in vivo study with canine stroke models. Both evaluations showed that the DIR-MAP algorithm consistently outperforms static FDK reconstruction, even if the FDK data is also processed with the JBF denoising. The results from the animal study are particularly promising: we received similar average Pearson correlation of the PCCT maps and the reference PCT maps in the canine study as Fieselmann et al. [3] in a pig study. However, in [3] an interleaved scanning approach with the need for repeated contrast injections and scanning sequences is applied. The average PC for CBF is 0.73, which is achieved in [3] with three interleaved scans, and 0.64 for CBV, which is achieved in [3] with two interleaved scans. This comes at the price of an increased computational complexity of the iterative reconstruction method. Thus, further code optimization and the use of high end hardware will be required for interventional use. Future development of C-arm hardware, such as faster rotations or avoiding the pauses between the rotations, will help to improve the PCCT measurement. To show the clinical applicability of our PCCT acquisition and reconstruction method, validation with human patient studies is necessary and will be carried out in the future.
APPENDIX A PROJECTION PREPROCESSING FOR IN VIVO DATA
To reconstruct in vivo data, the projections acquired with the C-arm system need to be preprocessed. The usual preprocessing steps for C-arm projection data, including logarithmic processing, overexposure, scatter, and beam hardening correction [36] , are applied to compute the attenuation line integrals. To compensate for small movements of the animal (or objects in the acquired scene) between the mask and the contrast-enhanced acquisitions, a nonrigid 2D-2D motion correction between the static and the contrast-enhanced projections is applied [37] before the projection subtraction. However, this correction is not exact, since correction of 3-D motion in the 2-D projection space is ambiguous.
To avoid artifacts in the reconstructed volumes due to false attenuation values in the subtracted data caused by motion, we apply a correction step for invalid pixels in the subtracted projections. First, a volume vessel mask similar to step 2 of the DIR algorithm (Fig. 6) is created. Then, all rotations are processed subsequently as follows: first, the volume is reconstructed from the subtracted projections of the rotation using the FDK algorithm. In the next step, all voxels in the reconstructed volume which do not belong to a vessel structure (as indicated 
by
) are set to zero, such that only the vessels remain and the tissue attenuation and especially the artifacts are suppressed. Afterwards all projections belonging to the rotation are corrected by detecting and replacing invalid pixel values. To detect invalid values, the vessel projection is created by forward projecting . Let , denote the value of pixel in projection and the corresponding value in the vessel projection. If , the pixel does not belong to a vessel and is compared to the thresholds and defining reasonable upper and lower bounds of values for line integrals not intersecting with high contrast vessels. If or , then is marked as an invalid pixel. If , we assume that the pixel value is invalid not because of motion, but only due to noise and is set to zero. If , the pixel belongs to a vessel and is marked as invalid if or . The threshold defines a reasonable range of variation in contrast attenuation for pixels belonging to rays intersecting with vessels. The variation stems from the changing attenuation of the vessels during the acquisition and the tissue attenuation, which are both not considered in the static volume . After the invalid pixels on the projection are marked, they are replaced by row-wise 1-D linear interpolation between the closest valid pixels. In this work, we used the following thresholds:
, and . Fig. 13 shows an example of how the invalid pixel correction can help to improve the reconstructed maps. Due to motion of a plastic tube between the mask and contrast-filled projections, there are invalid pixels with too high and too low attenuation values in some of the subtracted projections. This leads to streak artifacts in the resulting CBF map. Using the invalid pixel correction, the streak artifacts can be avoided.
APPENDIX B PERFUSION PARAMETER CALCULATION
To compute the perfusion parameters, the reconstructed TACs were sampled with a temporal resolution of 1 s from the weighted spline description. For the FDK algorithm, the sampling was done using linear interpolation between the reconstructed rotations, where each reconstructed rotation represents TAC samples at the mid time point of its acquisition. Our in-house perfusion analysis software calculated the CBF, CBV, and MTT maps using the truncated SVD algorithm [38] based on the indicator-dilution theory [39] . The TTP maps were computed by determining the time from the mid time point of the first acquisition to the peak of the reconstructed TAC. For robust peak detection in noisy TACs, a cubic Savitzky Golay filter [40] of size 25 samples was applied prior to the peak search.
