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Abstract
In this thesis, I theoretically studied exotic phases of matter than arise due to strong
interactions between electrons in three different scenarios. Firstly, at a stripe melting
phase transition, which may be relevant for the high temperature superconductors,
where we propose a specific type of transition which produces critical exponents agree-
ing with neutron scattering experiments on LSCO. Secondly, for a Pomeranchuk tran-
sition where an electronic nematic order parameter develops we present a controlled
expansion within which the physics of such a transition, and of the related problem of
fermions coupled to a gauge field, can be addressed. Thirdly, in a quantum spin liquid
phase that is likely to be realized in certain organic Mott insulators. Here we show
how such a phase can be accessed from a low energy description of a metal, without
resorting to slave-particle constructions. Methodologically, the work in this thesis re-
lies on field theoretical methods such as the renormalization group, the large-N and
related expansions, dualities, bosonization and slave-particle constructions.
Thesis Supervisor: Senthil Todadri
Title: Professor of Physics
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Chapter 1
Introduction
1.1 Conventional phases of matter
The remarkable advances in condensed matter theory over the last century can be
mainly attributed to two conceptual insights, both due to Landau. Fermi liquid the-
ory 10 very successfully describes conventional metals, while Landau-Ginzburg-Wilson
theory characterizes most other phases by their broken symmetries (with the trivial
exception of band insulators). Landau's great insight into the theory of metals was,
Figure 1-1: Conventional metal. The
large circles represent ions forming a
crystalline lattice, the small circles
represent mobile electrons.
Figure 1-2: Universal properties of a con-
ventional metal (Landau Fermi liquid).
that despite strong interactions between the electrons, they retain their identity as
quasiparticles. These low energy excitations which carry the same quantum num-
21
Heat capacity CV ~ T
Spin susceptibility X8 ~ const
Conductivity p - A + BT2 ± .
Thermal Conductivity r ~ T + ...
Cooper susceptibility Xsc (Q) ~ log Q
2KF response X (2kF + q)
bers as electrons have a diverging lifetime at low energies. As a consequence, many
physical observables are qualitatively identical to those of a free electron gas. This
follows theoretically from quite general considerations and has been experimentally
verified in a wide range of systems. Any violation of this behavior is thus very likely
to have a profound physical reason and naturally attracts attention. A well known,
and still unexplained case is given by the cuprates, where a striking deviation from
Fermi liquid behavior is given by a clear linear temperature dependence of the resis-
tivity (see Fig. 1.1). A linear temperature dependence implies a short lifetime of the
1
0 8 0.0 0.072 0.085
0.095
0.6 -- 0 .101
5 0.6 - 0.128
C: 0,137
00 50 100 150 200 250 300
T (K)
Figure 1-3: Figure from Ref. 1. Temperature dependence of the resistivity in LSCO
single crystals over a large doping range.
quasiparticles at low energies
01  (1.1)
and thus a breakdown of Fermi liquid theory. This strange behavior in the cuprates
is an example of a system with the same symmetries as a Fermi liquid, but which is
nonetheless clearly distinct. One possibility is that such behavior could arise from
a nearby critical point separating the metal from a different (possibly conventional)
phase of matter. The interplay of strong fluctuations at the critical point with gapless
modes of the Fermi liquid may give rise to non Fermi liquid behavior. Alternatively,
the measurements may indicate the presence of ae, unconventional phase of mat-
22
ter, i.e. one that does not fall within the paradigm of Fermi liquid theory + symmetry
breaking.
More generally, these two scenarios lie at the heart of some of the biggest open
questions in hard condensed matter physics, which remain unsolved despite decades
of study. Apart from the high-temperature superconductors, other systems include
heavy fermions and quantum spin liquids. While there has been remarkable progress
in describing very exotic gapped phases - most famously the fractional quantum Hall
effect - systems with a gapless bulk prove much more challenging. The breakdown
of conventional perturbation theory and even more seriously, the absence of a quasi-
particle description render most standard theoretical approaches invalid. Therefore,
making progress on any one of these problems has broad implications for the other
ones as well. We begin by briefly reviewing some of the challenges that arise for
quantum critical points in the presence of a Fermi surface.
1.2 Quantum phase transitions in metals
Conventional phases of matter are characterized by the development of a non-zero
symmetry-breaking order parameter. A general starting point is a system of inter-
acting electrons, described by the Hamiltonian
H = C ekcyCk + Vk,qpC cCpCk+q, (1.2)
k
where Ek is the dispersion relation of the non-interacting electrons, ct creates a fermion
with momentum k, and Vk,q, is the electron-electron interaction amplitude. To obtain
a mean field description of symmetry broken phases we decompose the interaction by
introducing a Hubbard-Stratonovich field 0, and finding the saddle-point value of that
field. Close to the phase transition, fluctuations in # are quite generally described by
some Ginzburg-Landau type free energy for #, i.e.
F[#1 = (VO)2 + I(pro)2 + rb 2 + uq 4. (1.3)
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Minimization of F gives rise to a non-zero 0 for r < 0, indicating a symmetry broken
phase. It is tempting to integrate out the fermions and work with a theory of # only,
truncated at some low order. Such an approach is known as Hertz-Millis theory,11 1 2,
and is known by now to have some serious pitfalls in two spatial dimensions13, 14 . The
order parameter field q can decay into gapless fluctuations of the Fermi surface, which
manifests itself as Landau damping of 0. For example, in case of translation-symmetry
breaking order, the order parameter field can decay into particle-hole excitations at
the ordering wave-vector when this vector connects points on the Fermi surface. The
fermion spectral function at these hot spots is given by
1Ai (k~i ± q, f) =f(w/q), (1.4)
where f is a scaling function and i labels the hot spot. The one-loop contribution of
the fermions to a term involving 2n order parameter fields is
rl df~ d 2 qAn A n .1, (-511(2n) ~ d 2A2n-2.
The effect of ]'2' = Iwi is to change the dynamical critical exponent z from 2 to 1.
Within this modified scaling, all terms ~ 1(2n)02n are of equal order in two dimen-
sions, which means that truncation is impossible and an infinite number of terms in
the Ginzburg-Landau theory must be kept. Alternatively, the integration over the
fermions should be avoided and the coupled system of fermions and critical fluctu-
ations studied. To obtain a controlled theory, one may try to employ a standard
method to obtain an (artificial) solvable limit of interacting field theories, i.e. gener-
alizing to a large number N of electron spin species. At large N one can then attempt
to perturbatively calculate the feedback of the Landau damping into the quasiparticle
propagators. The one-loop electron Green function becomes
1
-iW + Ek - p - ilsign(W)wl1/ 2 (1.6)
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where in the scaling limit the bare, linear frequency dependence can be dropped. For
electrons close to the Fermi surface Ek ~ , the RPA Green function is
NG -+ N(1.7)
-isign(w)Iw l1/2'
where the factor of N in the numerator is symptomatic of the break-down of the 1/N
expansion. In the context of a Fermi surface coupled to a gauge field, it was pointed
out by Sung-Sik Lee" that complicated diagrams which are naively of high orders
in 1/N can actually be of much lower order due to these factors of N entering the
numerator. In the context of a spin-density wave, the large-N limit of this theory
was studied in Refs. 13,14 and more recently in Ref. 16, where these difficulties are
discussed. A related scenario occurs for a Fermi surface coupled to a gapless boson at
zero wave-vector, which may be a gauge field or a critical nematic order parameter.
Here the damping of the critical fluctuations is even stronger, while the departure of
the RPA Green function from Fermi liquid theory is weaker
G->.NG -+ . (1.8)
- isign (W)| I l2/3
Again, factors of N in the numerator cause a break-down of the 1/N expansion. The
failure of the large-N expansion has been interpreted as a sign that the physics of
a Fermi surface coupled to a gauge field is not understood, and the very stability
of this model has been called into question1 . On physical grounds one may expect
that certain processes are more important than other ones, which is not reflected in
their order in 1/N. The first important concept is smearing of the quasiparticles.
Due to scattering off the fluctuating gauge field, the width of the coherent peak in
the spectral function at low frequencies w is much larger than W itself. In real space,
this amounts to a faster decay of the Green function, i.e. G(t = 0, x) - x-2 , rather
than the non-interacting Go(t = 0, x) ~- -3 /2 . It is clear that this effect also reduces
the propagation amplitudes of particle-particle or particle-hole pairs. However, in this
case the interaction between, say, particle and hole needs to be taken into account. In
particular, the electric currents of a particle near kF and a hole near -kF are parallel,
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and thus there is an attractive interaction between particle and hole mediated by the
gauge field. This enhances the propagation amplitude of such a particle- hole pair,
in competition to the single particle effect mentioned above. In case of a particle
at kF and another one at -kF, the currents are opposite and hence the interaction
repulsive. Thus the Cooper pair propagator is weakened by both effects. In the case
of nematic criticality, the interaction between parallel currents is instead repulsive,
and the 2KF response is suppressed by both effects, while they are in competition in
the Cooper channel. It is desirable of any good controlled expansion for this model,
that the physical importance of processes is reflected in their order in the expansion
parameter. In Ref. 17 we showed that an expansion parameter with these properties
indeed exists. This is discussed in chapter 9. We considered a modified boson action
Sa = j kI2I a(k,w)2 J i1+Ela(k,w)2, (1.9)
where a smaller value of E corresponds to shorter range interactions, e.g. a 1/r
potential for e = 0. With this modification, the RPA Green function close to the
Fermi surface becomes
G E+ (1.10)
-isign(w)|Wj2/(2+c)
Thus if EN is kept of order unity while the limit N -+ co is taken, the enhance-
ment factors of N in the numerator disappear. At the same time, the gauge-field
coupling remains 7, which suppresses higher loop diagrams. The existence of this
controlled limit, the results of which agree with physical intuition provides support
for the stability of the theory. The fermion and gauge propagators agree with results
obtained within the random phase approximation to leading order, with 1/N 2 correc-
tions appearing at three-loop order. In addition, the controlled expansion allowed us
to calculate not only corrections to the RPA result, but also physical properties, such
as the 2KF response, in a controlled way. The persistence of this singularity may
have important consequences for spin liquid experiments. In Ref. 18 (see chapter 10)
we proposed several realistic measurements that could detect the presence of a spinon
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Fermi surface by exploiting this singularity.
Unfortunately, for a gapless boson that couples to the Fermi surface at a finite
wave-vector, this kind of expansion is not possible. Unlike in the gauge/nematic case,
the boson dynamical exponent for a density wave transition acquires corrections to
its RPA value, which renders it unsuitable as an expansion parameter.
To study phase transitions in metals where fluctuations occur at finite wave-vector,
we focus on the melting of spin density wave order in LSCO. Here, experimental data
on critical spin fluctuations obtained from neutron scattering in Ref. 2 can serve
as a guide in constructing a possible theory of this transition. Most interestingly,
the scaling analysis of the data obtained in Ref. 2 indicates an absence of Landau
damping. In Refs. 19,20 we constructed a theory of stripe melting in a metal which
reproduces the critical exponents found in Ref. 2. This modified theory, wherein the
stripe order melts by double defects in the CDW order, is presented in part L Within
this theory, the coupling between fluctuations of the Fermi-surface and of the order
parameter, and hence Landau damping, is irrelevant. This allows us to compute
various properties, such as the Fermi-surface reconstruction, and scaling dimensions
of operators at the critical point. However, this theory does not give rise to the
non-Fermi liquid-like transport mentioned above.
1.3 Fractionalized phases
Even more exotic are phases which share the symmetries with conventional phases,
but are still sharply distinct. Such phases may be characterized by the nature of
their low-energy excitations, which carry quantum numbers different from those of the
microscopic electrons. Examples are quantum Hall states, with excitations carrying
a fraction of the electron charge, or interacting one-dimensional systems where the
spin and the charge of electrons separate and propagate independently.
The mechanism of fractionalization can be illustrated most intuitively in a dual
formulation of the XY* transition. We consider an order parameter i0 = e'0, where
< may e.g. describe the phase of a boson, the direction of XY spins, or the location
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of maxima in a density-wave pattern. Phase transitions between an ordered phase
with (V)) # 0 and disordered phases are conveniently described in terms of defects in
4. This dual formulation2 1 involves a vortex field T(r) = ed(r) which is minimally
coupled to a fluctuating U(1) gauge field, i.e. the hopping of vortices is described by
Hv = -tv E exp{ip(r) - iWp(r + e) - 2iria(r)} + h.c., (1.11)
where the number of the original bosons is related to the flux of the gauge field via
n, = V x a, (1.12)
where V x denotes a lattice curl. For (x') $ 0, single valuedness of T' requires
that
fPlaquette ds - (27rma) = 27r e (ma) = 27rV x (ma) = 27rmn = 27r x integer.
(1.13)
If all defects proliferate, i.e. (T) = 0 (which implies (I") for all integers m), the
condition is
n E Z, (1.14)
i.e. particle number is quantized in integers, which is the conventional scenario.
However, if only double defects proliferate, (T) = 0 while ( 42) $ 0, the condition
reads
2n E Z, (1.15)
such that particle number is quantized in half-integers. Furthermore, T = i q 2)
i.e. the single vortex has become an Ising variable. The n E Z and 2n E Z phases
have the same symmetries, and it is the fate of the Ising variable that distinguishes
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between them. In the case of charge stripes, single vortices correspond to stripe
endings and the two phases can be visualized as shown in Figs 1-4 and 1-5.
flu
Figure 1-4: In the fully disordered
phase, all kinds of stripe fluctuations Fre 1-5: When only double defects
are pesentare allowed, there are no stripe endingsare present
While the dual description may be more intuitive, it is often convenient to instead
express the phases and phase transitions in the particle-number basis. In the present
case, this is achieved by the fractionalization
= b2, (1.16)
where b carries half the charge of 0. Since b -+ -b does not affect the physical '
field, an effective theory in terms of the b fields includes a Z 2 gauge field, the flux of
which is just the unproliferated single vortex.
More generally, we can use this kind of fractionalization on the level of operators to
access even more exotic phases. As we discuss in chapter 6, experiments on the organic
materials i'-(ET)2Cu2 (CN)3 and EtMe3Sb[Pd(dmit)2]2 find that at low energies the
charge degrees of freedom are frozen, while a large number of spin degrees of freedom
remain mobile. This suggests a fractionalization of the electron into charge and spin
carrying parts, as depicted in Fig. 1-6. The starting point for studying these systems
is the single-band Hubbard model on a triangular lattice
H-t E (cc + h.c) + U E (n, - 1)2(1.17
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Figure 1-6: In a quantum spin liquid state, the charge of the electrons is frozen to the
ions, but the spin degrees of freedom remain mobile. If they are carried by fermionic
spinons, those may form a Fermi surface.
tuned to half filling, where cla creates an electron with spin a =1, 4 at site r. nr = C$Cr
is the electron number at site r, and U > 0 is the on-site repulsion. For U < t the
system is in a weakly interacting Fermi liquid like state. For U >> t the electrons
are localized to exactly one electron per site so that charge motion is frozen, and
virtual fluctuations mediate a spin-exchange interaction that leads to a 3-sublattice
antiferromagnetically ordered state. To study this model at intermediate coupling we
employ the slave-rotor decomposition 22
cra = brfra, (1.18)
where fra destroys a spin-1/2 charge-0 fermionic spinon and br eir a spin-0 charge-e
boson. The Hamiltonian becomes
H t ~ (C~r'ckbrbr' ± h.c) ±UZE (n' - 1),(1.19)
<rr >a r
with boson on fermion numbers related by the local constraint n. = nf. A low energy
description in terms of bosons and spinons needs to take into account the fact that in
Eq. (1.18), the physical electron operator is invariant under br -+ breilr fra 4 fraeir.
This manifests itself as an emergent U(1) gauge field, under which spinons and bosons
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carry opposite charge. In the insulating phase, the gapped bosons can be integrated
out, resulting in a theory where a Fermi surface of spinons is coupled to an emergent
U(1) gauge field. In Ref. 23 we devised a dual approach to this transition which
does not rely on fractionalizing the electrons on the lattice scale. This is presented
in chapter 7. Here, the starting point is a long wave-length description of a metal in
terms of shape fluctuations of the Fermi surface. The quantization of electron number
in integers allows for vortex configurations in the conjugate phase variable. When
the electron density is commensurate with the underlying lattice, such defects can
condense, resulting in a Mott insulating phase. Remarkably, the resulting low energy
theory is one of a Fermi surface coupled to a U(1) gauge field, as in the slave-rotor
approach.
1.4 Overview
The rest of the thesis is organized as follows: In part I we discuss stripe melting phase
transitions, beginning with an extended discussion of the experimental situation in
LSCO. We then develop a theory for several possible stripe melting transitions in a
metal in chapter 3. Physical properties of these transitions and experimental conse-
quences are discussed in chapter 4. In part II we discuss Mott insulators with a spinon
Fermi-surface. We begin by reviewing the experimental situations in the organic com-
pounds t,-(ET) 2 Cu 2 (CN) 3 and EtMe3Sb[Pd(dmit)2]2, as well as the conventional
slave particle approach. An alternative, dual approach to the Mott transitions is pre-
sented in chapter 7. Both approaches lead to a Fermi surface coupled to an emergent
U(1) gauge field as the effective low energy theory, and we discuss physical properties
of this theory in chapter 8. To obtain these properties we developed a formal double
expansion, which is presented in chapter 9. This chapter is somewhat technical and
is not essential for understanding the basic physics. In chapter 10 we propose several
experiments to detect the spinon Fermi surface, before concluding with a short sum-
mary. Some overall conclusions and an outlook of possible research directions is given
in part III. Finally there are several appendices where some of the more technical
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details can be found.
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Part I
Stripe criticality in the Cuprates
33
Note: This chapter is a synthesis of my publications Ref. 19 and Ref. 20, with
extended introduction and conclusions.
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Chapter 2
Introduction
In the last several years evidence for the occurrence of stripe and related orders
has accumulated in many underdoped cuprates. Static charge and spin stripes have
long been known to occur in some La-based cuprate 24 ,25 . Other cuprates have been
thought to have incipient stripe ordering ("dynamic stripes") which can be pinned
locally around impurities or near vortex cores in the low temperature superconducting
state.
tT
Stripes
x-
Figure 2-1: Schematic phase diagram of the cuprates, with temperature on the vertical
and doping on the horizontal axis. At zero doping the cuprates are antiferromagnetic
Mott insulators. Upon doping, the Mott insulator is quickly destroyed and gives way
to a conducting state. Superconductivity is the highest transition temperature for
intermediate doping x ~ 0.15 - 0.2. Evidence for stripe order is strongest around
x = 0.12
Such pinning of incipient stripe order is routinely observed in STM experiments
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in the Bi-based" and oxychloride 27 cuprates. Further a number of phenomena in
the YBCO family have indicated the possible role of incipient stripe order. Quantum
oscillations 28 seen in high magnetic field and low temperature have been interpreted2 9
in terms of the reconstruction of a large Fermi surface by stripe order. Such a Fermi
surface reconstruction might also explain the sign of the Hall effect 30 and various other
transport properties of underdoped YBCO at low temperature and in high magnetic
fields3 . Several experiments also show that YBCO undergoes a rapid crossover to a
regime of enhanced orthorhombicity at a temperature that roughly tracks the pseu-
dogap temperature 32 ,33,34 . This is reasonably associated with enhanced electronic
nematic order which is naturally a precursor of stripe order. Most recently direct
evidence for charge stripes in YBCO has been obtained in an NMR experiment in
high magnetic fields3 .
The stripe ordering seems to disappear with increasing doping. The Fermi surface
of overdoped T1-2201 has been mapped out in great detail through angle dependent
magnetoresistance studies3 6 , quantum oscillations 37 , and angle resolved photoemis-
sion experiments 3 8 . All these probes clearly and convincingly demonstrate the exis-
tence of a large band structure-like Fermi surface at low temperature. The absence
of any Fermi surface reconstruction strongly suggests the absence of stripe ordering.
These developments sketch a picture of the evolution of the low temperature
"underlying normal" state electronic properties upon moving from the overdoped
to the underdoped side. Decreasing doping tends to produce stripe ordering which
reconstructs the large Fermi surface.
It is natural then to expect the existence of a quantum phase transition between
the large Fermi surface metal and a stripe ordered metal with reconstructed small
Fermi pockets (see Fig. 2-2).
Such a transition, if second order, might conceivably play a role in the mysterious
phenomena characterizing the strange metal regime of optimally doped cuprates. This
viewpoint is advocated e.g. by Taillefer in Ref. 39.
Despite this strong motivation, there is very little theoretical understanding of
such quantum phase transitions. In a weakly interacting Fermi liquid the stripe order
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Figure 2-2: Left: A typical Fermi surface of the cuprates after reconstruction due to
stripe order. Right: A large Fermi surface typical for the cuprates.
may be viewed simply as a uni-directional charge density wave (CDW) or spin density
wave (SDW). The transition to this kind of order may then be described in terms of
a fluctuating order parameter coupled to the particle-hole continuum of the metallic
Fermi surface. Such a theory was formulated by Hertz1 1 ,1 2 and others in the 1970s
and has received enormous attention over the years. Despite this the theory is very
poorly understood in two space dimensions (the case relevant to cuprates). Very
interesting recent work shows that the low energy physics involves strong coupling
between the various gapless degrees of freedom - the resulting theory currently has
no controlled description and remains to be understood1 3 , 1 .
In light of this, and in light of the fact that the cuprates are in any case unlikely
to be correctly described as weakly interacting Fermi liquids, it is natural to approach
phase transitions in the cuprates from a strong coupling perspective'. This allows
for exploring alternate scenarios for criticality associated with stripe ordering and
the associated Fermi surface reconstruction. Specifically it is interesting to view this
transition as a melting of stripe order by quantum fluctuations. The most important
questions about such a putative stripe melting transition are:
" Could the stripes melt through a continuous quantum phase transition?
" What is the nature of the resultant melted phase?
" How does the metallic Fermi surface affect (and is affected by) such a putative
continuous stripe melting transition?
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" What is the correct description of the universal singularities associated with
such a stripe melting quantum critical point?
" Can stripe criticality describe the observed non Fermi liquid physics of the
strange metal?
" Could stripe fluctuations serve as glue for superconductivity and explain the
large transition temperature?
In this chapter we address these questions within a particular stripe melting tran-
sition, where the melting occurs by proliferation of double dislocations in the charge
stripe order. We provide a few concrete and tractable examples of continuous stripe
melting transitions in the presence of a metallic Fermi surface. As expected the stripe
melting is accompanied by a reconstruction of the metallic Fermi surface. Remarkably,
despite this right at transition, the critical stripe fluctuations decouple dynamically
from the particle-hole continuum of the Fermi surface and are described by a strongly
coupled though tractable quantum field theory. In the language of renormalization
group theory the coupling of the stripe fluctuations to the Fermi surface is a "dan-
gerously irrelevant" perturbation - though it is irrelevant at the melting transition,
it is relevant at the stripe ordered fixed point and leads to the Fermi surface recon-
struction. One consequence of this dangerous irrelevance is that close to the quantum
melting transition, the energy scale associated with the onset of stripe order is para-
metrically larger than the energy scale at which the Fermi surface reconstructs. We
determine the universal critical singularities both of the stripe order parameter and
of the electronic excitations at the hot spots on the Fermi surface that are connected
to each other by the stripe ordering wavevector.
The stripe melting transitions discussed in this chapter are obtained by proliferat-
ing some but not all topological defects of the stripe order parameter. The resulting
stripe melted phase retains a memory of the long range stripe ordered phase by
possessing gapped excitations associated with the unproliferated topological defects.
Phases of this kind were proposed by Zaanen4 1 and co-workers and further explored in
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Refs. 42,43,44. Despite having the same symmetries, these are not regular Fermi liq-
uids, due to the unproliferated defects. A clear distinction between these non-trivial
stripe liquid phases and the regular Fermi liquid lies in the topological structure,
i.e. the former have ground state degeneracies on non-trivial manifolds. While this
difference is completely sharp theoretically, it is very difficult to detect with any con-
ventional experimental probe. In particular these phases have large Fermi surfaces
with Landau quasiparticle excitations described within the usual Fermi liquid theory
paradigm. Their single-electron properties, transport and low-energy thermodynam-
ics are Fermi-liquid like, thus such phases may have easily been mistaken for Fermi
liquids. The topological structure associated with the unproliferated defects leads to
a fractionalization of the stripe order parameter - this is extremely difficult to probe
in experiments.
m - - m
Stripe Loop Metal Regular fluctuating stripes
Figure 2-3: Left: In the Stripe Loop Metal phase, only those stripe fluctuations that
result in closed loop patterns are allowed. Right: In regular fluctuating stripes, both
closed and open patterns are possible.
We provide a simple physical picture of the stripe fluctuations that lead to this kind
of stripe melted phase. When the stripes melt the resulting ground state will in general
be a quantum superposition of arbitrary stripe configurations. The fluctuating stripe
phases described in this chapter may be pictured as ones in which the stripes form
closed loops of arbitrary size while they fluctuate (see FIG. 2-3). Cutting a stripe loop
open to leave an open end for a stripe costs a finite energy and describes an excited
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state. Such an open end is precisely the gapped unproliferated topological defect that
survives the stripe melting transition. This picture is justified and elaborated in detail
below. We thus dub such phases "Stripe Loop Metals". In contrast the conventional
Fermi liquid may be viewed as consisting of fluctuating stripes of all kinds including
ones with open ends in its ground state.
In the early work such a Stripe Loop Metal was suggested as a candidate for the
underdoped cuprates. As it seems extremely unlikely that the "underlying" normal
state in the underdoped cuprates has a large unreconstructed Fermi surface the Stripe
Loop Fermi liquid is unlikely to occur in the underdoped side. It is more interesting
therefore to explore the possibility that it may describe the "normal" ground state of
the overdoped cuprates. Indeed none of the existing experimental probes of the over-
doped normal state are in a position to distinguish between such a stripe-fractionalized
Fermi liquid and the conventional Fermi liquid. Further as we demonstrate in this
chaper the Stripe Loop Fermi liquid admits a direct and interesting second order
transition to the stripe ordered metal with a reconstructed Fermi surface. However
our results also demonstrate that the corresponding critical stripe fluctuations cannot
by themselves account for most of the observed non-Fermi liquid physics around op-
timal doping in the cuprates. Nevertheless as we discuss, this kind of stripe melting
transition may contain interesting lessons to at least understand the nature of stripe
fluctuations near optimal doping. Quantum melting transitions between the stripe
ordered metal and the conventional Fermi liquid are more challenging to address, and
we leave them for the future.
Apart from developing an intuitive description of the Stripe Loop Metal phase, we
also discuss several experimental consequences of the theory of the quantum phase
transition to the stripe ordered metal. The availability of a theory of a continuous
stripe melting transition enables us to reliably address the phenomenon of Fermi
surface reconstruction across such a transition. For instance we determine how the gap
opens at the hot spot as the transition is approached from the stripe melted side and
the growth of the quasiparticle weight in the folded portion of the reconstructed Fermi
surface in the stripe ordered phase. We also study the issue of the low temperature
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superconducting instability of the metal and its interplay with the stripe melting.
Not surprisingly we find that the energy scale of the superconducting instability is
enhanced as the stripe quantum critical point is approached from either side.
The rest of this chapter is organized as follows: In Section 2.1 we discuss some of
the challenges presented to theory by well known experimental results 2 . We then set
the stage for discussing phase transitions by first describing various possible stripe
order parameters that are of relevance for the cuprates in Section 2.3. In Section 3
we discuss possible phase diagrams for stripe melting transitions and the associated
defects in the order parameters. The concept of "Stripe Loop Metals" is introduced in
Section 3.2 and connected to the corresponding quantum field theories. In Section 3.3
the theories of several charge-stripe melting transitions are presented in detail. Spin-
stripe melting transitions are discussed in Section 3.4. In Section 4.1 we calculate
single particle properties close to the phase transitions. The possibility of pairing by
stripe fluctuations within our theory is analyzed in Section 4.3. We discuss some ex-
isting experimental results as well as predictions of our theory for future experiments.
Some more technical details can be found in the appendices.
2.1 Challenges from prior experiments
If quantum criticality associated with onset of stripe order is held responsible for the
physics of the strange metal in the cuprates, then it is very important to experi-
mentally establish that critical stripe fluctuations occur in the strange metal regime.
There is actually very little information from experiments on critical stripe fluctua-
tions in near optimal cuprates above their superconducting transition termperature.
In this section we discuss some of the available experimental data on quantum critical
stripe fluctuations.
In an important and well-known experiment, Aeppli et. al. 2 measured the dynamic
spin-susceptibility of slightly underdoped (x = 0.14) LSCO near (7r, 7r) over a wide
range of temperatures and wave-vectors (see Figs. 2-4 to 2-7).
As emphasized in1" the results paint a very intriguing picture of the stripe fluc-
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Figure 2-4: Figure from Ref. 2. The
dynamic spin susceptibility is measured
for wave-vectors close to (Ir, 7r) as shown
by the solid line. Wave-vectors denoted
by the dashed line were used to subtract
the background signal.
Figure 2-5: Figure from Ref. 2. In-
commensurate peaks in the susceptibil-
ity sharpen at low temperatures.
tuations and pose a challenge to theory.
Scaling of quantum critical spin fluctuations
To appreciate this, we first briefly review the standard scaling assumptions for the
full q and w dependent dynamical spin susceptibility associated with quantum critical
spin fluctuations. The imaginary part can be expressed in terms of a universal scaling
function F as
x"(q, w; T, 6) = C 2 F , -, . (2.1)|q - Q,|h- c1|Iq - Q.9|Iz' T' Eoovz
As before, Q, is the incommensurate peak wave vector, T is temperature and 5 = Ig -
gel is the distance from the T = 0 quantum critical point. z is the dynamical critical
exponent, v is the correlation length exponent, and q, is the anomalous dimension of
the spin order parameter. cO, c1, EO are non-universal numbers.
First, at w, T > Eoovz the system is in the "quantum critical regime" and does
not know that the ground state is not exactly at the quantum critical point. In this
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Figure 2-7: Figure from Ref. 2. Shown
is the width of the peak (the inverse cor-
relation length) for a range of tempera-
tures and frequencies. In Ref. 2 the data
was fit to r2 = ,o + a- 2 ((kBT/ET)2 ±
(hw/E,) 2 )1/z, finding ET/kB = 590 ±
10OK, Ew/kB = 550 ± 120K, ro =
0.033 ± 0.004A and z = 1.0 ± 0.2. ao =
3.8A is the lattice constant.
regime the width of the peak in q-space will satisfy
i(w, T) = - K -#
ci() T (2.2)
where K is a universal scaling function. Restricting to w = 0 then we get the well
known result
= 0, T > EoJvz) T. (2.3)
Second, exactly at the peak q = Q, we have (still in the "quantum critical"
regime)
(w; T) = (2.4)
with ao a non-universal number (related to co, cl) and X a universal scaling function.
At low frequency at a non-zero T, X" is linear in w so that the scaling function
X(x) ~ x for small x. This then gives
x'i(m wT > Eo6'z) 
_ aolim PW-+O T(2-l.+z)/z (2.5)
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Scaling in the LSCO experiment of Ref. 2
We will now use the scaling properties reviewed above to carefully discuss the ex-
periment in Ref. 2. There, Aeppli et. al. used neutron scattering to find the spin
structure factor S(Q, w; T) which is related to the imaginary part of the susceptibility
via
S(QW; T) = x"(Q, w; T) . <T x"(Q, w; T)T (2.6)
In their data, they fit the temperature dependence of the peak height to a power-law
(Fig. 2-6)
.i X,Fit (w, T > E6-z) -1. (2.7)
w-+O w
from which it follows (2.5) that
2 -q9, + z
Z 1.94. (2.8)
z
To determine z, the width of the peak r. is plotted as a function of v/72+ T2 over a
range of frequencies and temperatures (Fig. 2-7). A linear relationship
.(w, T) ~ v/w2 +T 2 (2.9)
is found, which implies (2.2) that z = 1, which in turn determines the anomalous
dimension 7, ~ 1.06.
Some caution is however required with the quantum critical interpretation of the
data. To emphasize this we note that Ref. 2 also plotted xk(w , T) as a function of
r,(w, T) (Inset of Fig. 2-7) and from a fit to the data found that
.i XFFit(w, T > Eo5"z) -(lim ~ K - (W = 0, T). (2.10)W-40
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If quantum critical scaling applies, then from Eq. (2.3,2.5) it follows that
x" (w,7T > E0 Pz )lim ~ 77.-3 (P = 0,T). (2.11)
w-+0 W
Thus the last fit implies i, = 0, in apparent contradiction to the conclusion q, = 1.06,
reached from the previous fits.
To address this question, it is necessary to analyze r.(w, T), which relates the two
apparently contradictory fits. n(w, T) saturates at low T, w. One possible cause is
of course that the system is not exactly at the quantum critical point. A second
possibility is quenched disorder. As the stripe order parameter breaks translation
symmetry, non-magnetic disorder will couple to it roughly as a "random field". This
will always lead to a saturation of n - even when there is true stripe ordering.
One resolution of this apparent contradiction is that the fit leading to (2.10)
includes data from the region where r has saturated. If the saturation is mainly due
to disorder, those data points (small values of r) should not be used in scaling plots.
The remaining data points can be fit with
XFit(w, T > E06Vz)lim ~ -2 (W = 0, T), (2.12)
w-+0 w
in agreement with q, - 1.06. Of course, once several data points are excluded, the
range of the remaining data is rather small and consequently the error in extracting
the exponent is large.
2.2 The significance of z ~ 1 and r, ~ 1
We would like to emphasize that in a metal, z = 1 is very surprising. Since the stripe-
ordering vector Q connects two points on the Fermi-surface (see FIG. 2-8), the stripe-
fluctuations should be Landau damped. The propagator of the stripe fluctuations is
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expected to be modified as (see FIG. 2-9)
XStripe(k, w) = 2 - Q2 (2.13)W2 - V2(k -Q
Landau Damping1
w2 + yw - v 2 (k - Q)2'
where the damping rate -y is determined by the properties of the conduction electrons
close to hot spots, i.e. points on the Fermi-surface which are connected by Q. For
small frequencies w -+ 0 the quadratic term can be neglected against the damping
term and the stripe fluctuations become strongly coupled to the Fermi surface. In
particular, we see that w ~ 6k 2, where 6k = (k - Q), i.e. the dynamical exponent
z = 2. Recent careful analyses13 '14 16 show that at low energies the stripe fluctuations
couple even more strongly to the Fermi-surface, and higher order contributions be-
come important. There is currently no controlled description of the resulting theory.
((7 7r) (r, 7r) (-7r, 7r) (r, 7r)
2Qs,1 + G
QS,2+ G 2Q, 2 +G
Qs, + Gj
(-_7, -7r) (F) -7r) (-7r, -7r) (7, -7r)
Figure 2-8: The Fermi surface of LSCO at x = 0.15 as measured in Ref. 3 via
ARPES, shown in the first Brillouin zone. Left: Hot-spots on the Fermi surface that
are connected by the SDW wave vectors. Right: Hot-spots of the CDW wave-vectors.
This form of the Landau damping is not unique to the weakly interacting Fermi
liquid but rather general in the presence of gapless excitations into which a stripe
fluctuation can decay. In Appendix A we demonstrate this explicitly for several
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known non-Fermi liquid metals.
The data of Ref. 2 shows dynamical exponent of z = 1 over all measured temper-
atures, i.e. no evidence of the expected strong coupling to the Fermi surface is seen.
Of course, once a single-particle gap develops, a low-energy stripe fluctuation can no
longer decay into particle-hole excitations and effectively decouples from the Fermi-
surface. This does not require phase-coherence and is therefore already possible in the
pseudogap phase. While such an opening of a gap would explain the observed z = 1
below the pseudogap temperature T*, it would also predict a dramatic change in the
nature of the stripe-correlations upon crossing T*. Above T* the stripe fluctuations
are strongly coupled to and modified by the gapless Fermi surface, while below T*
they decouple. However in the data of Ref. 2, the measured spin-correlations develop
smoothly across the pseudogap temperature, which for x = 0.15 LSCO is around 150
K45.
k~q
k k
q
Figure 2-9: Landau damping of the stripe fluctuations is given by the fermionic
polarization function near the ordering wave-vector.
The apparent message from the experiments is that the critical stripe fluctuations
are indifferent to the fate of the electronic Fermi surface. This has also been empha-
sized by other neutron studies of the cuprates where magnetic scattering near the
incommensurate peaks seems to not know about the particle/hole continuum of the
Fermi surface at low energies4 6 . This state of affairs in experiments should be con-
trasted with the emerging picture from modem clarifications13,14,1 6 of the standard
weak coupling "Hertz-Millis" approach to stripe ordering quantum phase transitions:
In this theory the stripe fluctuations become more and more strongly coupled to the
Fermi surface at low energy.
Given this stark contradiction, we therefore focus our attention on an alternate
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theory of the stripe ordering transition which describes it as a quantum melting of
stripes by proliferation of topological defects.
2.3 Possible stripe order parameters
Throughout the chapter we will use the term "stripe" as a collective term for various
kinds of charge density wave (CDW) and spin density wave (SDW) states. With
the cuprates in mind, we focus on two-dimensional systems (a single copper-oxygen
plane) with an underlying orthorhombic or tetragonal lattice. The simplest stripe
pattern is a
1. unidirectional charge stripe. Here the expectation value of the charge is modu-
lated at some wavevector Q, (see FIG. 3-1), i.e.
p(r) = (c., ,,) = Po + (pQe'Qr + c.c.), (2.14)
where ct , creates a spin o electron at r and summation over spin indices is
implied. Such unidirectional stripe patters occur naturally in orthorhombic
crystals, where there is a preferred direction for Q,. In tetragonal crystals
unidirectional order is possible by spontaneously breaking the lattice rotation
symmetry (in addition to the lattice translation symmetry along Q,). This case
is frequently referred to as smectic in the literature.
When the ordering vector Q, is commensurate with the lattice, i.e. Q, =
2r (m, mn), where , are integers, this is referred to as a phase with commen-
surate charge stripes. For the cuprates, commensurate stripes with my(mX) = 0
and a period of mx(my) = 4 are most commonly observed experimentally.
2. In a unidirectional spin stripe the expectation value of the spin undergoes spatial
modulations, i.e.
S(r) = (c r,,,,) = e Ms + e~'Q- M*. (2.15)
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For collinear spin order, i.e. g(r) x S(r') = 0, it follows that
M = eON, (2.16)
where N is a real vector. A further possibility is spiral order, i.e.
M = n, + in'2 (2.17)
where n', and n2 are real vectors with n',. - 2 = 0. With the cuprates in mind, we
consider collinear spin-stripes exclusively. In the cases of interest here, SDW
order at Q, will be accompanied by CDW order at Q, = 2Q,. In a weak
coupling, Landau-Ginzburg approach, this follows since the charge density has
the same symmetries as the square of the spin density. Since the ordering wave-
vectors of charge and spin are tied together, it is sufficient to name either one.
We will adopt the convention that the period of a commensurate stripe refers
to the charge sector, i.e. a "period-m stripe" has period m for the charge, but
period 2m for spin (see FIG. 2-10). It is often convenient to express a spin-
Spin, Charge 4
N6el 4
Q.
Figure 2-10: A period-4 charge stripe accompanied by an antiphase spin stripe. The
sign of the N~el-vector changes from one charge-stripe to the next.
configuration not in terms of the spin directly, but in terms of the Noel-vector
(see FIG. 2-10). In particular, in the experimentally observed antiphase stripes,
the N~el-vector changes sign between two adjacent charge stripes.
3. On a tetragonal lattice, in addition to the above, a checkerboard pattern which
respects the lattice rotation symmety is possible. Here the charge and spin-
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densities have equal modulations in both the i and directions, i.e.
(,(r)) = po + (pQ eiQcr + pQeiQc2.r + c.c.). (2.18)
and likewise for the spin-density. All of these ordering patterns are of relevance
in the cuprates, and we will discuss them in turn.
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Chapter 3
Quantum melting of stripes
Before addressing the quantum phase transition in detail, we will now briefly dis-
cuss a possible phase diagram and some properties of the phases which we consider.
The limiting cases are, on the one hand, the usual Fermi-Liquid with a large Fermi
surface which respects all symmetries of the underlying crystalline lattice. On the
other hand, there are various striped phases where translation symmetry is broken by
static spin and charge order as discussed in the previous section. In these phases the
original large Fermi-surface is reconstructed. As a striped phase undergoes a tran-
sition (or a sequence of transitions) into the Fermi-Liquid, the symmetries broken
by stripe-order are restored. Depending on the stripe order in question, these are
spin-rotation, lattice rotation and lattice translations symmetry. In general, there
may be intermediate phases where only a subset of the symmetries are restored. For
example, when spin-rotation symmetry is restored but lattice symmetries remain bro-
ken, a spin-striped phase turns into a phase with charge-stripes only. Intermediate
phases without stripe-order are also possible, e.g. a spin-nematic phase where lattice
symmetries are restored but spin rotation symmetry remains broken.
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Unidirectional
stripes
Checkerboard
order
Figure 3-1: Unidirectional and Checkerboard stripe patterns. The gray lines denote
minima in the charge density and the arrows denote the orientation of the Neel vector.
3.1 Structure of defects in the stripe order param-
eter
Just like melting of an ordinary crystal, the melting of stripes is most conveniently
described in terms of defects in the stripe order. In the limiting case of perfect long-
range stripe order, no defects are present. The Fermi liquid lies in the opposite limit,
where stripe order is completely destroyed and the number of defects is no longer well
defined, i.e. it may be viewed as a condensate of all possible defects. Intermediate
phases can be realized (and characterized) by proliferating only a subset of allowed
defects.
Before addressing the phase transition, it is necessary to identify the possible
topological defects. We begin by considering incommensurate, unidirectional spin
and charge stripes. To allow for defects we must allow the order parameters to
vary in space and time. It is convenient to introduce the phases of the stripe-order
parameters as
O,,c(r, t) = [Q,,,(r, t) - Q,c(0, 0)] -r. (3.1)
9(r, t) has the interpretation of being (Q times) the local displacement of the stripes
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in the Q-direction at time t. The fundamental topological defects are a) dislocations
where the phase of the spin-order winds by r and N rotates by r and b) dislocations
where the phase of the spin order 0, winds by 27 (see FIG. 3-2). Around these
defects the phase of the charge stripe 0, = 20, winds by 27r and 47r, respectively. We
will hence refer to defects of type a) as single dislocations and to defects of type b)
as double dislocations. Spin order is frustrated around single dislocations but not
around double dislocations (see FIG. 3-2). In the commensurate case of a period m
charge-stripe Qc = (2, 0) we can also have elementary oriented domain walls where
the entire stripe-pattern is shifted by one lattice spacing (0c increases by L). A single
dislocation is then located at the point where m such domain walls meet (see Fig.
3-3).
single dislocation double dislocation
Figure 3-2: Left: Single dislocations in the charge stripes are bound to half-
dislocations for the spin-order, leading to frustration. Right: Double dislocations
in the charge stripes avoid frustration. The gray lines denote minima in the charge
density and the arrows denote the orientation of the N6el vector.
In a conventional (weak coupling) approach, the stripe melting is described as
an XY-transition for the charge-stripe order parameter eoc. At this transition, all
dislocations proliferate and the resulting state is the Fermi liquid. However, in the
presence of a Fermi surface, this approach becomes problematic for the reasons dis-
cussed in Section 2.1. It is then natural to ask whether these complications are still
present at a modified transition where only certain dislocations proliferate.
A physical mechanism that may lead to a situation where some, but not all defects
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Figure 3-3: Left: Four elementary directed domain walls (dashed lines) meet at a
stripe dislocation. The charge order in neighboring domains is related by a primitive
lattice translation. The thin vertical lines are drawn as a guide for the eye, and are
separated by one lattice spacing. Right: Configuration with three domain walls but
without a dislocation.
proliferate was already mentioned above. We have seen that when spin order is
present, it is frustrated around single dislocations. This raises the energy cost of such
dislocations 4 7 , potentially even above the energy of double dislocations which are not
frustrated. Thermal melting by proliferating double dislocations was studied for spin
stripes in Ref. 48 and for a striped superconductor/the Larkin-Ovchinnikov (LO)
state in Refs. 49,50. Quantum melting of the LO state was discussed in a cold-atoms
context in Ref. 51.
Even in the absence of long-range spin order, strong short-range spin correlations
may significantly raise the core-energy of single dislocations. In this chapter we thus
explore a stripe melting transition where double dislocations proliferate, while single
dislocations remain gapped. In the resulting stripe liquid phase, all lattice symmetries
are restored. This phase was first proposed by Zaanen4 ' and co-workers and further
explored in Refs. 42,43,44. Despite having the same symmetries, it is not the regular
Fermi liquid due to the gapped single dislocations. A clear distinction between the
non-trivial stripe liquid phase and the Fermi liquid lies in the topological structure,
i.e. the former has a ground state degeneracy on non-trivial manifolds. While this
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Figure 3-4: Schematic zero-temperature phase diagram close to the multicritical
point X which separates the four phases discussed in the text. The dashed line
is parametrized by g.
difference is completely sharp theoretically, it is extremely difficult to probe experi-
mentally. In particular, the stripe liquid phase has the same large Fermi surface with
well defined Landau quasiparticles as the weakly interacting Fermi liquid. Its single-
electron properties, transport and low-energy thermodynamics are also identical, thus
this phase may have easily been mistaken for a Fermi liquid. A detailed discussion of
this phase along with a more physical picture is given in Section 3.2.
Above we saw that the order parameters b = eOa and N are intertwined only
around single dislocations, while around double dislocations they are independent.
Thus at energies well below the core energy of single dislocations, b and N become
separately well defined (this will be explained more formally in Section 3.2). We can
envisage four different phases (see FIG. 3-4), in all of which the single dislocations are
gapped. First, (N) 5 0, (b) 5 0 is the ordered phase with both spin and charge order.
Second, (N) = 0, (b) 5 0 describes a phase with a charge stripes but without spin
order. Third when (N) $ 0, (b) = 0, lattice symmetries and time reversal symmetries
are restored. Thus in this phase the spin expectation value S = 0 but spin rotation
symmetry is broken by a spin quadrupole moment Qab = NaNb - IN 26ab (such a
phase is frequently referred to as spin nematic). Finally (b) = 0, (N) = 0 describes
the non-trivial stripe liquid we mentioned above and which we discuss in detail in the
following section.
In the presence of itinerant fermions the two latter phases have a conventional
large Fermi surface while in the striped phases with (b) # 0 the Fermi surface is
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reconstructed by the stripe order.
3.2 Stripe loop metals
Physical picture
As we mentioned above, the distinction between the Stripe Liquid Metal obtained
after proliferation of paired dislocations and the regular Fermi-Liquid is topological
and thus difficult to detect. On a pictorial level, however, the difference between
these phases becomes very intuitive, by looking at the charge density eiQ.rb2. In
a perfectly stripe-ordered phase all the stripes extend across the entire system, and
there are no stripe endings. In the regular Fermi liquid, all kinds of fluctuations are
allowed, in particular there are dislocations where stripes end (see FIG. 2-3). We
are instead interested in a stripe liquid phases where only double dislocations are
allowed. Introducing any number of (static) paired dislocations into a stripe ordered
phase turns the stripe pattern into a set of closed stripe-loops. In the stripe liquid
phase, where these dislocations proliferate, there will thus be a fluctuating pattern of
stripe-loops, but no stripe endings ( see FIG. 2-3).
Indeed, this picture can be made precise by connecting the stripe patterns to
features of the field theory, which we will demonstrate below. To see the topological
nature of the SLM it is useful to consider the system on a cylinder, around which the
stripes wind in the ordered phase. In the SLM phase, all fluctuations of stripes are
allowed, as long as there are no loose ends. Thus the number of closed charge stripes
winding around the cylinder is conserved mod 2 (see FIG. 3-5). There are two ground
states which are distinct by the parity P, of closed stripes around the cylinder.
The distinction between these two states is clearly topological, i.e. cannot be
determined by just looking at any finite region of the cylinder.
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Figure 3-5: (a) Three smoothly connected configurations of the Stripe Loop Metal
on a cylinder. The number of stripes winding around the cylinder is conserved mod
2. The parity Pc of closed stripes is a topological quantum number distinguishing
between two possible ground states. (b) Three smoothly connected configurations
with an even number of stripes winding around the cylinder. These configurations
cannot be smoothly deformed into the configurations shown in (a) and belong to a
different ground state.
Gauge theory
To make the Stripe Loop representation of these phases more precise we now connect
it to the corresponding field-theory. Formally to express the physical order parameters
in terms of b and N, i.e.
M= Nb (3.2)
7P = b(3.3)
the phase 0, of b should fall in the interval [0, 7r]. It is more convenient to instead let
08 E [0, 27r], which comes at the cost of a local Z 2 redundancy. At each site we can
independently change the sign of both b and N without affecting the physical order
parameters. As this emergent gauge degree of freedom is an artifact of our chosen
representation of the operators, any physical operator must be a gauge-invariant
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combination of these operators. In particular, inverting Eq. (3.3) leads to
b, = s, /7r= sreiOc(r)/2, (3.4)
where Sr depends on a particular gauge, but the combination brs, is gauge invariant,
i.e. under a gauge transformation where br -+ b. we also have s, -+ -s,..
Any term in the Hamiltonian of b and N needs to be invariant under such a
transformation, in particular the kinetic terms must take the form
Hhopping = -tb E3 b*z,r,br/ - tg Nr ,,rNr . (3.5)
(rr") (rri)
Here rz,,. is a Z 2 gauge field, which transforms under a local Z 2 gauge transformation
br -+ orb,, N, -+ o,.N, as 7r,,4 rOrTr,r,, with o-,. E {+1, -11. While b itself is
not gauge-invariant, the integral of its phase 0, around a close loop is, i.e.
ei 2 w= (Tj,,-rT2 ,, 3 - - - TrN,r) ec (36)
v s, -ds = 27rnsc. (3.7)
In the ordered phase (b) # 0, single valuedness of b requires that n, be an integer for
any loop. We now consider a loop enclosing a single defect where Oc winds by 27r, i.e.
n = 1. Then Eq. (3.6) requires that around this loop
,,,2,r3 - -- ,N,r = 1. (3.8)
We have seen that single dislocations in eOc corresponds to a Z 2 gauge flux of 7r
in the gauge theory. Such an excitation (see FIG. 3-6) is usually referred to as a
vison. Therefore the transition between Fermi Liquid and the SLM is described as
a confinement transition of the Z 2 gauge theory, where visons are gapped in the
deconfined phase (SLM) while they proliferate in the confined phase (FL). At the
deconfinement transition, both b and N are massive and do not significantly affect
the critical properties of the gauge theory. However, the phase of the gauge theory
58
has important consequences for the b and N fields. As long as the visons are gapped,
b and N are independently well defined. Once the visons condense b and N become
confined, i.e. they are glued together into Z2 -charge neutral objects like b2 and bN.
Let us briefly review some basic properties of Z 2 gauge theory: A simple Hamil-
tonian for the Z 2 Gauge theory on a square lattice is
H = J 1: -r - h Q i,z(.
H=JZ~,3 hZ I '.71 (3.9)
where 0 denotes a square plaquette. In addition, the system is subject to the gauge
constraint
Gi = T'<+,-Tx 1 +7T- =l. (3.10)
For h -+ 0 (the confined phase of the gauge theory) the ground state is
0)=UK=+1) ~ (T =1 T = +R) + ri = -1)). (3.11)
(ii) (ii)
In the deconfined phase, J - 0, it is given by
10) = 1+E Gi+[ GiGj +... f11ri = +1). (3.12)
i i#3 / (ib
Pictorially this state can be represented by coloring in gray each bond of the dual
lattice which crosses a link where rfy = -1 (see Fig.3-6). The confined ground state
is then a superposition of all possible configuration with both open and closed gray
lines at low energies. The vison number is given by the gauge flux n = fJ. rz thus
there is a vison at the end of each open line. In the deconfined phase (of the Z 2 gauge
field) the visons are gapped, thus there are only closed gray lines. As visons (i.e.
charge stripe endings) act as sources for these gray lines, these lines can be identified
with the charge stripes.
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SLM on tetragonal lattices
The previous discussions considered unidirectional charge order. On tetragonal lat-
tices there is the additional possibility that the order respects the lattice rotation
symmetry, i.e.
(p(r)) = po + (pqeiQ:xx + pQCeiQc.y + c.c.). (3.13)
Now there are two possibilities of a Stripe Loop Metal respecting lattice rotation
symmetries. The SLM can be realized by independent fluctuations of the vertical
and horizontal stripes, i.e. we consider double dislocations in 0,,x and 0c,y separately.
Such a state is depicted in FIG. 3-7 (left). In such a phase there are two kinds of
(gapped) visons, corresponding to endings of horizontal or vertical stripes.
There is a further possibility for a SLM phase, distinct from the previous case,
which is illustrated in FIG. 3-7 (right). This corresponds to allowing, in addition to
the double dislocations in 0c,x and O,y separately, a new kind of defect where both
the phases of both 0,, and Oc,y wind by ±27r. It is easy to see that in the presence of
spin order, such dislocations are not frustrated.
In order to describe the transition we begin with two equal order parameters
(,Ox) = (Vy) 5 0. To include the new kind of defect, we write the stripe order
parameter in a somewhat modified form
= b1b2
Vy = bib*, .(3.14)
Now at a defect where the phase of b1 winds by 27r, both 0,, and Oc,y wind by 27r.
Similarly, around a single dislocation in b2, 0c,x winds by 27r while 0,, winds by -27r.
Further, at a single dislocation in both b1 and b2, the phase of ?Ix winds by 47r while
the phase of Vjy does not wind at all. Thus this decomposition captures both the
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double dislocations discussed above, as well as the new kind of dislocation. Formally
this decomposition has only a single Z2 redundancy, associated with changing the
sign of both b1 and b2 together.
3.3 Charge stripe melting transitions
Orthorhombic crystal
We begin with the simplest case, i.e. unidirectional charge order without spin-order.
Our strategy will be to initially consider incommensurate stripes (i.e. no pinning of
the stripe order parameter to the crystalline lattice) in the absence of an electronic
Fermi surface. We will justify this a posteriori by showing that both these couplings
are irrelevant (in the RG sense). Both in the ordered phase and in the SLM the
Z2 fluxes (equivalently single dislocations) are gapped, so we can neglect them when
studying this transition. To determine the universal properties of the phase transition
it is convenient to employ a 'soft-spin' formulation. The low-energy effective field
theory is given by the most relevant, symmetry-allowed terms of b, N, i.e.
S[b, N] = Jdrd2r + LN +IbN (3.15)
Lb = IVb12 + 9Tb2+ rb|b2 +u bleb! (3.16)
=N2+ ± 112 +NN| 2 UNNI4 (3.17)
LbN= vb 2 N (3.18)
We note in particular that under a combined time reversal and spatial inversion
(along Q), b is invariant, thus no linear derivative terms are allowed. When the
spin is disordered, N is gapped and may be integrated out. What remains is then
a 3D XY transition for the b field. The critical properties of this model are well
known . It should be noted that the transition can be formally described as a
regular XY transition for the b field, although the physical stripe melting transition
is in a fundamentally different universality class. The fundamental field b itself is
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not a physical field, but rather the stripe order parameter Vk = b2 . More generally,
only operators invariant under the local Z 2 transformations are physical, thus the
operator content of this universality class is very different from the usual 3D XY
transition. However, the critical properties are easily derivable from the ones of the
3D XY universality class. The anomalous dimension of the composite field 5 3 ', i.e.
,q ~ 1.49 is dramatically different from the anomalous dimension of b, qb ~ 0.04.
This universality class has been studied in Refs. 54,55,56 where it was dubbed XY*.
Let us now consider the stability of the XY* stripe melting transition to various
perturbations.
1. Pinning to lattice
The pinning of the period-4 charge stripe to the lattice is described by a term
Spin = -A J drd2r cos(40c) (3.19)
In terms of the phase 0, of the b-field this becomes
Spin = -A J d-rd 2r cos(80,) (3.20)
This is an 8-fold anisotropy on the XY field at the 2 + 1-D XY fixed point
which is well known to be strongly irrelevant. Thus despite the commensu-
rate ordering wavevector the stripe fluctuations de-pin from the lattice as the
quantum critical point is approached. Clearly this pinning term is important
at long distances in the stripe ordered state, and thus represents a dangerously
irrelevant perturbation of the critical fixed point. If the stripe ordering occurs
at incommensurate wavevector then there is no pinning of the stripes either at
the critical point or in the ordered phase.
2. Coupling to Fermi surface
Thus far we have ignored the presence of the conduction electron Fermi surface.
It couples to the critical stripe fluctuations in several ways which we now ana-
lyze. The most interesting coupling arises in the case where the stripe ordering
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wavevector connects two points of the Fermi surface. In the stripe ordered phase
this leads to a term
i'V5 E ckQCk + h.c. (3.21)
k
in the conduction electron Hamiltonian which will reconstruct the electronic
Fermi surface. At the critical point or in the stripe melted phase this coupling
will lead to a damping of the stripe fluctuations. Integrating out the conduction
electrons in the stripe melted phase leads to the standard Landau-damping term
Ad J dwd 2qIw 10(q, W) 2 (3.22)
This may be viewed as an interaction (between the b fields) that is long ranged
in imaginary time between the stripe fluctuations. The relevance/irrelevance
of this term at the stripe melting XY* critical point is readily ascertained
by power-counting. Under a renormalization group transformation x -+ x' =
, -+ r' = we have V -+ V' = s # with A = '-. This implies
A' As- (3.23)
As 77 > 1 at the XY* fixed point, the Landau damping of the critical stripe
fluctuations is irrelevant.
A direct coupling of the energy density of the stripe fluctuations to soft shape
fluctuations of the Fermi-surface (in the continuum only to the breathing mode)
is also allowed by symmetry. However, it was shown in Ref. 43 that if the
correlation length exponent vxy > Z, such couplings are irrelevant. For the 3D
XY model5 2 , v = 0.67155, so this coupling is also irrelevant.
For an orthorhombic crystal all other couplings to the Fermi surface are even
more strongly irrelevant. The situation with tetragonal symmetry is more com-
plicated and will be analyzed below.
3. Fermi surface reconstruction
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In the stripe ordered phase gaps will open up at 'hot spots' of the original large
Fermi surface which are connected to each other by the ordering wavevector Q.
The irrelevance of the coupling of the critical stripe fluctuations to the conduc-
tion electrons suggests that the scale at which the Fermi surface reconstructs is
parametrically lower than the scale at which the stripe order onsets. To explore
this we now describe the coupled system of stripes and conduction electrons in
a different framework that does not integrate out the conduction electrons. We
restrict attention to conduction electron states near the hot spots and linearize
their dispersion. The resulting action takes the form
S= drd2rL + Lint + L (3.24)
L4 = (0 - ivi - V) ci
Lint = r, E (Ojbejcj + c.c.),
'ij
where ci denotes a fermion at the ith hotspot, vi is the Fermi velocity at the ith
hotspot and Oij is a stripe-order parameter with a wave-vector that connects
the ith and the jth hotspot. Here we generalized the fermion action to allow
for more than one stripe-ordering wavevector, as will be the case in the pres-
ence of tetragonal symmetry, which we will discuss below. Lb is the Euclidean
Lagrangian of the b field(s) in the 2+ 1-D XY universality class.
Consider now the RG transformation appropriate for the 3D XY fixed point.
The action Sc = f drd2 rL is invariant under this RG transformation provided
that we scale
C1,2 -+ C'1,2 = sc1 ,2  (3.25)
With this scaling the full action is at a 'decoupled' fixed point at K = 0. By
power counting we see that a small r, renormalizes as
' = s (3.26)
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As r7 > 1 n is irrelevant consistent with the analysis of the previous section.
Now assume we are in the ordered phase a distance 6 from the critical point.
The energy scale Astripe of stripe formation (i.e the scale at which the critical
theory Lb crosses over from the critical to the ordered fixed point) increases as
Astripe -11 z (3.27)
To determine the value of the gap at the hot spots, we consider the self-energy
of the electrons. It must have the dimensions of energy, i.e.
E (W,, , Astripe) = -i (sW, S(7-1)/2r, sAstripe)s (3.28)
We choose s such that sAstripe = 1 and scale by a factor of n 2 A7r7pe/w, obtaining
(,A(1+77)/23
Stripee ' -S(w, h, Astripe) = Stip) wsrp A )2,
stripe
where f is a universal scaling function. On the ordered side, close
spot, the electron self-energy has the form (see FIG. 3-9).
-2
E(w, k) =.FS
(3.29)
to the hot-
(3.30)
where AFS is the size of the gap at the hot spots.
By matching this to Eq. (3.29) we get
AFS re/ (3.31)
Thus as expected the hot spot gap AFS (the scale at which the Fermi surface
reconstructs) is parametrically different from the scale at which stripe ordering
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occurs. The two energy scales have a ratio
AFS (-)/232)
Astripe
which goes to zero as the critical point is approached.
Thus the XY* stripe melting critical point survives unmodified by either the coupling
to the lattice or to the electronic Fermi surface. It therefore provides a concrete
tractable example of a stripe melting transition in a metal. On tuning through this
transition the Fermi surface undergoes a reconstruction (see Fig. 3-10. For a more
detailed discussion including different parameters see Ref. 57). This of course happens
through the coupling of the stripe order parameter to the conduction electrons as
described above in Eqn. 3.21.
Tetragonal crystal
We now turn to the situation where in addition to lattice translations, we also have
fourfold rotation symmetry. In this case, the average charge density p will be modu-
lated in both the x and the y direction, i.e.
P, = Po ± j e2iQtri ± e-2iQ.r (3.33)
i=x,y
For the translation-symmetry broken state there are now two possibilities: Rotational
symmetry can be spontaneously broken (Ox) 5 0, (0y) = 0 (or vice versa), resulting
in uni-directional stripes. Alternatively, the charge order can preserve rotational
symmetry (V/x) = (Vy) :A 0, resulting in a "checkerboard" pattern. As we will show
below, the checkerboard state admits a direct transition into the Stripe Loop Metal.
In order to reach the Fermi-Liquid, both translational and rotational symmetry need
to be restored. We consider the four possible sequences of phase transitions which
are shown in Fig. 3-11.
A. Stripe -+ Nematic Stripe Loop Metal -+ Nematic -+ Fermi Liquid
First we consider a phase transition between a unidirectional stripe-ordered
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state and a nematic Fermi-liquid. In this case one of the *j is zero on both
sides of the transition. Furthermore, rotational symmetry remains broken after
translation symmetry is restored, so we can describe the translation-symmetric
state as a condensate of pairs of unidirectional stripe dislocations. We thus
fractionalize the non-zero order parameter as in the orthorhombic case and
obtain the same action as in Eq. 3.15. The properties of this phase transition are
thus identical with the orthorhombic case which we discussed in the beginning.
After translation symmetry is restored, we still have rotational order and the
Z2-structure remaining in a state which we dub Nematic SLM. The Z 2-structure
disappears in a second order phase transition' to a nematic Fermi liquid, which
is probably first order5 8 . Finally the theory of the phase transition between a
nematic metal and a rotationally symmetric metal59 has a controlled limit17 ,
thus the properties of the entire sequence of phase transitions are understood.
B. Stripe -+ Nematic SLM- SLM -+ FL
We again consider the same stripe-melting transition into the Nematic SLM, as
discussed in the previous case. Instead of killing the topological structure, the
system may first undergo a transition where rotational symmetry is restored.
This transition is unaffected by the presence of the Z 2 structure and is again
described by the nematic QCP discussed above. The last transition, where
the topological structure is killed, is slightly different than in the case A., due
to tetragonal symmetry. This scenario was also studied in Ref. 43, and the
transition is expected to be first order.
C. Checkerboard-+ SLM -+ FL
We now discuss the case where the ordered phase is described by two equal
order parameters (I') = (,) # 0. To describe a transition out of this state we
now fractionalize both order parameters
b. (3.34)
We thus obtain a theory of two order parameters coupled to two fluctuating Z 2-
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gauge fields. In the ordered phase, both horizontal and vertical stripes coexist,
and defects in the horizontal stripes and in the vertical stripes are decoupled.
Again our aim is to melt the stripes by proliferating pairs of dislocations, with-
out closing the gap for single dislocations. In that case we can safely ignore the
gauge-field and describe the transition by the following Euclidean action:
S = E I|&bI|2 + rbi| 2 + u|b I' + 2v |bxI 2|bY| 2 . (3.35)
We first analyze this action in the absence of any coupling to the Fermi-surface
and for v = 0. This describes two decoupled XY* models which have a fixed
point where u is of order c = 4 - d, where d is the number of spacetime dimen-
sions. The scaling dimension of v close to this fixed point is given by
2
dim[v] = d - dim[lbxl2] - dim[lbyI 21 = 2 - d, (3.36)
VO(2)
where VO(2) ~ 0.67155 is the correlation length exponent of the XY-model in
three dimensions 2 . We thus obtain
dim[v] ~ -0.02 < 0, (3.37)
i.e. this perturbation is (weakly) irrelevant and the decoupled fixed point is
stable. Next, tetragonal symmetry allows a linear coupling between the nematic
fluctuations of the order parameter ONematic (r, T) = 2 _ I 2 and the ones of
the Fermi surface
Pnem. Z(cos kx - cos k.)ctck, (3.38)
k
where ck creates an electron with momentum k. Unlike the coupling in Eq.(3.21),
this term involves fermions close to a single point on the Fermi surface which
68
leads to enhanced damping ulj -+ lwl/jql, i.e.
ANematic f 2 q dw w IONematic(q, W) 2 (339)
To determine its relevance, we note that this term couples different space-time
points, thus its scaling dimension is determined by the dimension of Ib.I2 - bI 2.
But at the decoupled fixed point this is given by the dimension of 1b.1 2 alone,
i.e.
dim[ANematic] = d - 2dim[lb1 2 _ b1 2I = dim[v]. (3.40)
Thus the coupling to the Fermi surface is also irrelevant in this case. Therefore
the two XY* order parameters decouple both from each other and from the
Fermi-surface at the phase transition and we obtain a second order transition
from the checkerboard ordered phase into the SLM phase.
D. Checkerboard-4 Tetragonal SLM -4 FL
The final sequence we discuss here involves the tetragonal SLM introduced in
Section 3.2. The order parameters of charge stripes in the x and y direction are
decomposed as
V) = b1b2
0Y = bb*, (3.41)
which comes with a single Z 2 redundancy. To describe the transition, we thus
disorder both Vpx and 7k, while keeping the gap of the single type of vison finite.
The transformation properties of b1, b2 under lattice symmetries are shown in
TABLE 3.1
On symmetry grounds, this transition is described by Eq. (3.35) and most of the
above discussion follows through. In particular, the critical stripe fluctuations
are governed by the same critical exponents, and the coupling to a Fermi surface
69
Table 3.1: Transformation properties of various fields under discrete symmetries (we
here assume period-4 charge stripes)
Symmetry 
_ _ _ _ b_ b2
x-Tr~anslation e ii/2 V ) e ix/4 bi e iw/4b2
y-Translation ipx ei/ 2 Y eix/ 4bi e-ir/4b2
7r/2 Rotation 0* b* b,
Time Reversal * * b* b*
x-axis Reflection ?/x j* b2 b1
is irrelevant. We note that in this representation I4'X 12 _ 2 = 0, thus it
appears as if nematic fluctuations are strictly zero. However, the operator
Im [b*(r + af)bi(r)] Im [b*(r + af)b 2(r)] (3.42)
I E Re [0*(r) b (r + a )] - Re [#*(r + a ) (r)], (3.43)
has the same symmetries as IOX 12 - O12. Thus the decomposition (3.41) does
allow for nematic fluctuations.
3.4 Spin stripe melting transitions
For strong coupling stripe melting transitions it is natural to expect that the spin
stripe order will melt through two phase transitions - first the spin order goes away
while charge stripe order persists ( i.e translation symmetry remains broken) followed
by a second transition where the charge stripe also melts. So far we focused exclu-
sively on the second transition without addressing the first. It turns out that this
transition (between a spin-stripe and a charge-stripe phase) is quite complicated and
we currently do not have a good theory to describe it. To see the source of the dif-
ficulty, let us attempt to follow the same prescription as above, i.e. initially ignore
the coupling to the Fermi-surface. Since b is condensed, N is now physical (gauge-
invariant), thus the transition is just the 0(3) transition with TrN ~-0.04. Now if we
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add the conduction electrons, N can couple directly to their spin-density
MSN. C-+Q c ck + h.c. (3.44)
k
Following the same argument as below Eq. (3.21) we see that this is strongly relevant
since 7JN < 1 (the marginal case is 7 = 1), and the fluctuating spin-stripes no longer
dynamically decouple from the Fermi surface. The resulting theory was studied by
Abanov and Chubukov1 3" 4 and by Metlitski and Sachdev 16 , who showed that it is
strongly coupled at low energies. There is currently no controlled description of this
transition.
Stripe multicriticality
The difficulties with spin-stripe melting can be avoided if the spin-melting and the
charge-melting transitions happen for nearby values of the tuning parameter g (see
FIG. 3-4), which is likely in the cuprate phase diagram. Then, despite the pres-
ence of two distinct quantum phase transitions the somewhat higher-T physics will
be controlled by a "mother" multicritical point where spin and charge stripe order
simultaneously melt (see FIG. 3-12). In our earlier work1 9, we postulated that the
temperature regime probed in the experiments of Ref. 2 is controlled by such a mul-
ticritical stripe melting fixed point.
To study this multicritical point where both b and N are critical, we again begin
by ignoring the presence of the Fermi surface and the underlying lattice. The effective
theory for this transition is the same as in (Eq. 3.15) which we reproduce here for
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convenience:
S [b, N] = dId2r b + EN +IbN (3.45)
v = 1Vb,2 ± -|I&b| 2 + rb b12 + Ub~b (3.46)
L N = N 2 ± |TN + rNN2 + UNIN (3.47)
bN= vIbI2 N 2 . (3.48)
At the multicritical point where both b and N are critical, a small coupling v is an
irrelevant perturbation6 0 , thus we are left with a decoupled 0(3) x 0(2) fixed point.
As before, we now need to consider the effects of coupling to the Fermi surface and to
the lattice. The irrelevance of the direct coupling between b and the Fermi surface, as
well as of the lattice pinning follow by the same argument as for pure charge-stripes
melting transitions. Like in the case of charge stripes, there is a symmetry allowed
coupling between the energy density of the N fluctuations and soft shape-fluctuations
of the Fermi surface. Since yO( 3) > 2, this is again irrelevant. Next, the field N is
not physical (gauge invariant) and thus cannot directly couple to the Fermi surface.
The gauge invariant spin-density that coupled to the spin density of the itinerant
electrons at the Hot spots is M = bN. In real space and (imaginary) time the
correlation function of M simply factorizes into the correlators of its constituents, i.e.
(M(r, T) - M(0, 0)) ~.7 1+7 (3.49)(r2 + VT 2 ) 2(r 2 + v2r 2 ) 2
In particular, we can read off the anomalous dimension of M as 77M =1-±-N ±lb. Here
77N,b are the (small) anomalous dimensions of the b and N fields in the regular 3D XY
and 0(3) models, respectively. In the presence of a Fermi surface, the fluctuations of
the physical spin fluctuations M = bN will be Landau damped, like the fluctuations
of the physical charge fluctuations 7P = b2 in Eqn. 3.22, i.e.
d2qdww MI2. (3.50)
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Since Trm > 1, the Landau damping of spin-fluctuations is also irrelevant. A further
possibility to construct a gauge invariant operator as a combination of b and N fields
is the spin quadrupole operator Qab = Na Nb - N 2 5ab. It couples to the microscopic
quadrupole operator of the conduction electrons, which is given by
=1a01 + Or1 01 5a1.U2Qe'(ri, r2) = f(ri - r2) 1 2 1 (3.51)1, , 2 
- 3,/
where Ji is the spin-density at ri and f(r) is a non-universal function obeying lattice
symmetries. For slow fluctuations of Q" all the electrons need to be on the Fermi-
surface which imposes strong phase-space constraints familiar from Fermi-liquid the-
ory. It is thus convenient to decompose the vertex into its angular harmonics in the
particle-hole and Cooper channel, to get
" X(K, ) (3.52)
= dw Z FmH" (k, w)H"m(K - k, Q - w)
0 k m M_
+ j dwE E VmC"(k,w)C"(K - k, Q -W),
Sk m
where flm and Cm are the particle-hole and particle-particle propagators, respectively,
with angular momentum m. Now it is straightforward to evaluate XQ term by term
and thus establish the irrelevance of Landau damping. In particular in the m = 0
channel we have, for a Fermi-liquid
Cf'(w, k) ~ E(W2 -2 -k2) (3.53)
1 1 (w , k) ~ )(vF 2 _ W 2), ( . 4
)(vFk) 2 - W2
and it is then clear that X' ~ Q3 (with a cut-off dependent logarithm in the particle-
hole channel) and hence damping is strongly irrelevant.
We have thus verified that the decoupled multicritical point is indeed stable both
against coupling to the Fermi surface, and against pinning to the crystalline lattice.
As we pointed out, this is the opposite of what one would expect for a conventional
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stripe melting transition, where the stripe fluctuations become strongly coupled to
the Fermi surface at low energies. This immunity of the critical stripe fluctuations
to the properties of the Fermi-surface, whether it is gapless or has a single particle
(pseudo-)gap is consistent with the experiments of Ref. 2. More quantitatively, in the
theory introduced above, stripe correlations at finite temperature obey w/T scaling
with a dynamical critical exponent z = 1, as observed experimentally. Further, the
height of the peak in the dynamical spin-susceptibility scales with temperature (see
Sec. 2.1) as liM Xp"(''T) ~ - 1 where 77m = 1 - 7/N ± etab ~ 1.08. This againW-+a r k well w
agrees remarkably well with the results of Ref. 2.
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Figure 3-6: Left: Typical configuration in the deconfined phase of Z 2 gauge theory.
Electric field lines, r = -1, denoted by double black lines in the upper picture, are
deconfined. Visons - plaquettes with an odd number of rz = -1 - denoted by a spiral
in the lower picture, are absent. Visons act as sources for the thick gray lines, thus
there are only closed strings of these. Right: Typical configuration in the confined
phase. The electric field is confined and visons have proliferated, thus there are both
open and closed gray lines. In the present context the gray lines describe charge
stripes.
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SLM (Checkerboard)
Figure 3-7: Left: Checkerboard pattern with a double dislocation in both the vertical
and the horizontal stripe. Right: There is a different kinds of dislocation, where
a horizontal stripe turns into a vertical one. Such dislocations also do not suffer
from spin-frustration, thus there is the possibility of a phase where both the double
dislocations and this new kind of dislocations proliferate.
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Figure 3-8: Stripe ordering and reconstruction of the Fermi-surface occur at para-
metrically different energy scales. The dashed lines Astripe ~ Ig - gI 0-67 bound the
quantum critical region and mark the onset of stripe order for g < gc. The solid
line representing the finite-temperature phase transition is parametrically the same
as Astripe. The dotted line denotes the scale where the Fermi-surface reconstructs and
is given by AFs ~ 19 -- ,10.83.
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Figure 3-9: Diagram for the fermion self-energy in the ordered phase.
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Tetragonal SLM
(0,7r) (7r.u7r)
(0,0) (i r, 0)
(0, 7r) (7r
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Figure 3-10: Reconstruction of the Fermi-surface due to period 4 charge stripes.
On the left, the unreconstructed large Fermi surface is shown in the extended zone
scheme. The dashed lines frame the part of the Brillouin zone that is used to show the
reconstructed Fermi-surface in the center and on the right. In the center reconstructed
Fermi-surface due to uni-directional charge stripes is shown in black, while the gray
lines indicate the original, folded Fermi surface. On the right, the reconstructed
Fermi-surface due to checkerboard order is displayed in similar fashion.
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Figure 3-11: Finite temperature phase diagrams for the three sequences of phase
transitions which we discuss here.
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Figure 3-12: Schematic finite temperature phase diagram as a function of g (see FIG.
3-4). The spin-order vanishes first at g, while the charge-order persists up to g.
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Chapter 4
Electronic structure at stripe
melting transitions
4.1 Single particle Green-function
We now turn to calculate the Green-function of the electrons at the phase transi-
tion. Since the coupling to the fluctuating stripe-order is irrelevant, it is sufficient
to consider the leading order contribution to the electron self-energy in perturbation
theory. The same self-energy has already been evaluated explicitly in a different con-
text in Ref. 55. We here reproduce the universal behavior from scaling. Electrons
on points of the Fermi-surface which are connected by Q (hot spots) will be affected
most strongly, so we focus on those. In the vicinity of the critical point, the electron
k k-q k
Figure 4-1: Diagram for the leading contribution to the Fermion self-energy.
self-energy obeys (see Eq. (3.29))
E (w, 6k, h, Astripe) = Wg ( 0 , Astripe ,/ (4.1)
81
where 6k is the momentum-deviation from the hot spot and g is a universal scaling
function. The leading order contribution (see FIG. 4-1) appears at order i. 2 , so we
get
E (w, 6k = 0, n -+ 0, Astripe = 0) ~' (4.2)
Since r/ > 1 the Fermi-surface as well as the Landau quasiparticles remain sharply
defined at this critical point, even at the hot-spots.
4.2 Fermi surface reconstruction
We can further use the scaling form of the self-energy to discuss the reconstruction
of the Fermi surface. For sufficiently large doping g > g, the stripes are melted
and we have a large Fermi surface. At lower doping the stripe fluctuations, and
consequently the scattering of Fermions increases. It is clear that the scattering is
non-uniform on the Fermi-surface, i.e. it decreases with distance to the hot-spot. At
even lower doping, spectral weight from the original, large Fermi-surface starts being
transferred to a "shadow" Fermi surface, i.e. the surface of k points that is connected
to the large Fermi-surface by Q. Deep in the stripe ordered phase, the shadow Fermi
surface becomes part of the new, reconstructed Fermi surface. In the vicinity of the
critical point, the spectral weight obeys universal scaling (with non-universal angle-
dependent prefactors) which can be easily calculated.
We compute the self-energy for electrons (FIG. 4-1) close to a generic point
KO on this "shadow" Fermi-surface, safely away from the hot spots. It is again
given by Eq. (4.1), since the intermediate electron lies on the Fermi surface. For
W/VF, 6k, Astripe/VF < KO the denominator in the imaginary part of the Green func-
tion
ImG(w, KO + 6k, Astripe) = )2 ± (E")2 (4.3)
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ZShadowband
9
Figure 4-2: The spectral weight on the shadowband vanishes as a power law close to
the critical point.
can be replaced by e2 and the spectral function inherits the scaling form of E", i.e.
A(w, K, + 6k) ~ 2 G(-, sre)
EKO
(4.4)
where G is a new scaling function.
This implies61 that the quasiparticle weight Zshadw obeys a power law (see FIG.
4-2)
1
Zshadw - 1 19 ~ 9c- v(z+-r)
KO
(4.5)
Here 77 is the anomalous dimension of either charge of spin fluctuations, depending
on which ordering is responsible for the reconstruction.
4.3 Pairing by stripe fluctuations
We now turn to the possibility of superconductivity due to stripe fluctuations. We
first focus on the stripe melted phase and the approach to the critical point. Since
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the coupling between the fermions on the Fermi-surface and the fluctuating stripes
is irrelevant, it is safe to integrate out the stripe-fluctuations which gives rise to a
4-fermion interaction
V(w, k) =W (IQ - kj , w ), (4.6)
where W is a scaling function with.
lim W(x, 0) = x2-n lim W(x, 0) = 1 (4.7)
x-+ -+ 0
A sample function with these properties is
W(x, 0) = X22- + (4.8)
This interaction can then be treated in mean-field theory. Since the interaction is
T
Figure 4-3: Left: A typical large Fermi-surface of the cuprates is shown in the first
Brillouin zone, where the shaded regions denote the sign of a dX2_ 2 order parameter.
The solid dots denote a pair of electrons, which resides at momenta where the sign of
the order parameter is positive. After scattering on a fluctuating stripe, the scattered
Cooper pair, denoted by the tips of the arrows, find itself at momenta where the
sign of the order parameter has changed. Since the interaction itself is repulsive, the
effective electron-electron interaction is attractive in the d.2.,2 channel. Right: Phase
diagram including superconductivity induced by stripe fluctuations. The transition
temperature T, is highest when spin fluctuations are critical.
repulsive, it can only contribute to a superconducting order parameter with opposite
sign on hot-spots which are connected by Q, (see FIG. 4-3). For Q, close to (7r, 7r) and
a typical (large) Fermi-surface of the cuprates, the lowest angular momentum channel
that satisfies this is 62 dX2_ 2. To determine the mean-field gap at zero temperature,
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at weak coupling, we can neglect the frequency dependence of the interaction, i.e.
Ad exp -N(EFUd (4.9)
Ud = - dkdk'V(k - k')dkdk'6(Ek - - [), (4.10)
where dk is a function with d,2_2 symmetry. The dominant contributions to this
integral come from momenta close to the hot-spots where dkdk' ~ -1. From these
momenta we get
Ud ( , K) ~ r s2 -~.U( K), (.1
where K is a momentum cut-off and the scaling function U must obeys
lim U(x) = X". lim U(x) = X2 . (4.12)
x-+00 X
Next we want to determine the transition temperature T. It is clear that for
temperatures T >>-' the frequency dependence of the interaction can no longer be
dropped. For a qualitative result it is sufficient to implement this approximately by
writing the temperature dependent effective interaction as
Ud( , K; T) Ud( q2 + T- 2 , K) (4.13)
For weak coupling, the self-consistent equation for T, then becomes
A 1
log - = (4.14)
Ud(T)N(EF)
where A is a UV cutoff.
In the stripe ordered phase, the region around the hot-spots becomes gapped.
This will suppress the ability of the residual stripe flutuations to cause pairing. The
resultant phase-diagram is shown schematically in FIG. 4-3. As expected we find that
pairing is strongest close to the critical point, where it is mediated by gapless spin
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fluctuations.
4.4 Dynamic susceptibility
For comparison with future experiments, we now compute the dynamic spin-susceptibility
at the multicritical point, i.e. the Fourier-transform of Eq. (3.49):
(Q, K) ~(4.15)
w (w2 - vik 2) E((q - w)2 - v2(k - K) 2)
J0 (w 2 - vik 2 )2 ((Q _ W)2 - v2(k - K)2)2
Two trivial limits of this function are given by
Il (Q, 0) ~ Q'71+n2-1 (4.16)
E(Q2 - _VK2 K 2)
X'" (Q , K)| ~ 1_,_ (4.17)M V1 _V2 (Q2 -V2) 2
For finite K and v, 5 v2 one can see that the most singular contributions to X' (Q, K)
occur when all the momentum and frequency are carried by either b or N, which is
possible only for = v 1K or = v2K. For example if & = v 2K then the integrand
diverges at w, k -+ 0 as w2+7i 3 . After integration a power-law singularity
xi(v2 K + JQ, K) - X' (v2 K, K) 6Q?1 (4.18)
remains. A numerical plot of this function is shown in FIG. 4-4. In any actual
experiment, XM will be modified from this by finite temperature effects. In particular,
all sharp features (onset and peaks) are expected to be washed out. We expect that
what remains as a qualitative feature is a dispersive peak which is relatively narrow
as a function of K but has a long tail as function of Q.
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KFigure 4-4: The imaginary part of the spin-susceptibility, plotted for three fixed values
of Q, as a function of K (MDC). The value of X"(Q, K) is given by the height of the
solid curve above the (dotted) base line. For any given value Q it is non-zero only
over a finite interval. For fixed K and as a function of Q (EDC) it has a similarly
sharp onset at v 1K, but does not drop back to zero at higher frequencies.
4.5 Scaling of quantum critical charge fluctuations
In addition to measuring critical spin fluctuations via neutron scattering, it may be
possible to detect critical charge fluctuations, e.g. via X-ray experiments. At a quan-
tum critical point where charge order melts, the scaling properties of the dynamical
charge structure factor SCharge(Q, Q; T) follow from the same analysis as in Sec. 2.1.
In particular, right at the critical point, the peak amplitude at low frequencies obeys
SP,Charge(T) -. 2) (4.19)
where q, is the anomalous exponent of charge fluctuations, which is 7c ~ 1.49 in our
theory. Measuring this exponent thus constitutes an independent test of our theory.
4.6 Tunneling density of states near pinned stripes
STM has been a highly successful tool in investigation of striped phases in the
cuprates. Recently, it has been used to image individual defects in the stripe or-
der of BSCCO6 3 . Within our theory as the stripe melting transition is approached
the core energy of doubled dislocations decreases to zero while that of single ones
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stays non-zero. It is possible therefore that upon approaching optimal doping the
density of close dislocation pairs increases at the expense of isolated dislocations. It
will be interesting to explore this in STM experiments.
STM experiments can also potentially be used to determine the anomalous dimen-
sion of the charge stripe fluctuations qr. In the stripe-melted phase, but close to the
phase transition, there will always be disorder which locally pinns fluctuating stripes.
Close to such an impurity, there is then local stripe-order with an amplitude which
decays with distance from the impurity. By locally measuring the tunneling density
of states, these oscillations, as well as their decay, can be detected experimentally.
Y
Figure 4-5: The lowest order contribution of pinned stripes to the electronic tunneling
density of states. The box denotes a time-independent disorder potential
No(x)
Figure 4-6: Density of states for tunneling in electrons at zero bias as a function of
distance from an impurity. The impurity locally pins stripe fluctuations which lead
to an oscillatory charge density close to the impurity. Conduction electrons scatter
on this pinned stripe fluctuations which leads to an oscillatory tunneling density of
states.
The lowest order oscillatory contribution to the tunneling density of states is
shown in FIG. 4-5. The contribution due a delta-function disorder potential at the
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origin is
N,(x) j G,_,(w) cos (Q -y) Dy(i2 = 0)GV,_(w) (4.20)
We note that the integral is dominated by electrons close points on the contour
of energy it + w which are connected by Q. Around these points we can expand the
dispersion to linear order, i.e. under the integral we have G,(x) ~ .. The propagator
of charge-stripe fluctuations at zero frequency is D(x) ~ so we get
N,.=o(x) ~ -' cos (Q - x + D) , (4.21)
where 4 is some constant. The spatial decay in the amplitude of the quasiparticle
oscillations is directly given by the anomalous exponent r, of the charge stripes (see
FIG. 4-5). We note that unlike quasiparticle interference, these oscillations are non-
dispersive, i.e. the wave-vector Q is set by the stripe order, and does not change as
a function of bias w.
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Chapter 5
Conclusions
In this chapter we have studied several examples of continuous quantum melting phase
transitions of stripe order motivated by the cuprates. The stripe melting was assumed
to be driven by the proliferation of doubled dislocations. We developed a simple and
intuitive picture of the resulting stripe melted phase: the fluctuating stripes form
closed loop configurations of arbitrary size. Cutting a loop open to produce two end
points costs finite energy, thus such configurations are absent in the ground state.
At the same time, all symmetries of the metal are restored. We therefore dubbed
this phase a "Stripe Loop Metal". A Stripe Loop Metal phase has sharply defined
Landau quasiparticles at a Fermi surface that satisfies the usual Luttinger theorem.
It however differs from the conventional Fermi liquid in some very subtle ways. The
spectrum of excitations of the stripe order parameter is fractionalized. Associated
with this there is a gapped Z2 topological defect that is the end point of an open
stripe ( equivalently a relic of the single stripe dislocation of the ordered phase).
These differences are sufficiently delicate that, it cannot easily be distinguished from
a conventional Landau Fermi liquid.
We showed that this kind of stripe melting transition is strongly coupled yet
tractable. The critical stripe fluctuations dynamically decouple from the Fermi sur-
face. However, in the ordered phase, the stripes recouple to the Fermi surface and
reconstruct it. Thus our results provide concrete examples of tractable strongly cou-
pled quantum phase transitions associated with stripe melting and the associated
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reconstruction of the Fermi surface. We are not aware of any other controlled the-
ories of quantum criticality related to Fermi surface reconstruction by translation
symmetry breaking order in two space dimensions.
In the examples studied in this chapter the dangerous irrelevance of the cou-
pling between the stripe fluctuations and the Fermi surface implies that the latter
reconstructs at a scale that is parametrically lower than the scale at which the stripe
ordering occurs. Furthermore the stripe fluctuations do not destroy the Landau quasi-
particle at any point of the Fermi surface at the quantum critical point.
Before concluding we discuss these results in the context of several recent experi-
ments and theoretical suggestions on the cuprates. As discussed in the introduction
there is growing evidence for the ubiquity of stripe order in the underdoped cuprates.
Stripe order has also been invoked to reconstruct a large Fermi surface to obtain
pockets which may explain quantum oscillation phenomena, Hall effect and other
measurements. In contrast there is very little evidence for stripe ordering in the over-
doped side. A natural suggestion is that a quantum critical point associated with
melting of stripe order and the related change in the Fermi surface underlies some of
the strange normal state properties around optimal doping.
To apply the results of this chapter to the cuprates we first need to postulate
that the overdoped metal is a Stripe Loop Metal. There is very little experimental
evidence against such a proposal, and so it is worthwhile to examine our results fur-
ther. As proposed in our earlier work1 9 and discussed further in this chapter, the
'mother' multicritical fixed point where the charge and spin stripe orders simultane-
ously quantum melt into an overdoped Stripe Loop Metal might potentially control
the physics of the stripe fluctuations around optimal doping in the strange metal
regime. This proposal finds some support in well known early experiments of Aeppli
et a12 on near-optimal La 2 _2Sr2CuO 4 providing an explanation of both the scaling of
the peak width and peak height as a function of temperature/frequency. We outlined
a number of other predictions from the proposed theory for future experiments.
A disappointing aspect of our results is that the critical stripe fluctuations associ-
ated with the transition to the Stripe Loop Metal are not capable of producing most of
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the observed non-Fermi liquid physics of the strange metal regime. In particular the
electron quasiparticle remains well defined even at the stripe melting quantum critical
point. Given the success of our theory in describing the observed stripe fluctuations
in neutron data one possibility is simply that the physics driving the strange metal
non-fermi liquid is not stripe quantum criticality (contrary to the proposal of Ref.
39). We suggest that our theory correctly describes the stripe sector which decouples
dynamically from the electronic fluctuations of a non-fermi liquid metal at the stripe
quantum critical point. The explanation of the non-Fermi liquid physics itself should
then be sought in some other mechanism.
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Part II
Quantum Spin Liquid with a Fermi
surface
94
Note: Significant parts of this chapter are adapted from my publications, Refs.
23, 18 and 17.
In the introduction we discuss the key experimental results which lead to the
proposal of the spinon Fermi surface state, and review the standard slave-particle
approach to describing such a state. In the next chapter we show how the Mott
transition can be accessed by starting from the low-energy hydrodynamic description
of the Fermi liquid, by incorporating vortex configurations. The resultat low-energy
theory is that of a Fermi surface coupled to an emergent gauge field. The physical
properties of this theory can be obtained in specific controlled limit, which is done
in the next chapter. The technical details of the controlled expansion presented in
the next chapter are addressed at the interested reader, and may skipped without
losing the essential physical concepts. The discussion of quantum spin liquids with
a Fermi surface concludes with a discussion of how such a state may be detected
experimentally, and a summary of the results.
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Chapter 6
Introduction
6.1 Experimental motivation
In recent years it has become clear that the insulating side in the vicinity of the Mott
metal-insulator transition may, in some frustrated lattices, provide a realization of the
long sought quantum spin liquid (SL) state. These are insulators with an odd number
of electrons per unit cell that do not order magnetically or break lattice symmetries.
Candidate materials for SL phases of electronic Mott insulators are the layered quasi-
two dimensional organic materials r,- (ET)2Cu2 (CN) 3 and EtMe3Sb[Pd(dmit)2 2 8'9 ,
abbreviated as r, - ET and dmit in the following. These materials become metallic
under moderate pressure4,64, and hence are appropriately thought of as weak Mott
insulators.
The key experimental results on both materials are
" Electrical resistivity shows activated behavior at ambient pressure (Fig. 6-1
shows data for kappa - ET. Data for dmit is not publicly available)
" Becomes metallic under pressure, where r, - ET (see Fig. 6-2) becomes super-
conducting below ~ 3 - 4 K while dmit remains metallic down to the lowest
temperatures
" No ordering observed (in NMR) down to the lowest accesible temperatures
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* Specific heat follows a power law C - TX with x ~1
* Thermal conductivity obeys n ~ TY with y ~ 1, above 1K for . - ET and
down to the lowest temperatures for dmit
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Figure 6-1: Figure from Ref. 4. Pressure
dependence of the in-plane resistance of
, - ET as measured in Ref. 4.
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Figure 6-2: Figure from Ref. 4. r, -
ET is Mott insulating at ambient pres-
sure and becomes conducting around
0.35GPa. At low temperatures ~ 3 -
4K close to the transition, it becomes
superconducting.
Apart for the electrical resistivity, these properties are all characteristic of a con-
ventional metal. In particular, the specific heat and thermal conductivity imply that
there are a large number of gapless, mobile excitations. Since these are insulators,
such excitations need to be charge-neutral, but are likely to carry spin. Gapless,
charge-neutral and spinful excitations arise naturally as goldstone modes in mag-
netically ordered systems, but with higher power laws in the specific heat, C ~ T'
in d spatial dimensions. Instead, the metal-like specific heat and thermal transport
suggest that the excitations are fermions and form a Fermi surface.
6.2 Slave particle approaches
The main framework for previous analytical work on quantum spin liquid states and
the Mott transition has been the slave particle approach, which we briefly review to
put our subsequent alternative approach into context. For concreteness, we consider
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Figure 6-3: Figure from Ref. 5. The
specific heat of , - ET shows linear be- Figure 6-4: Figure from Ref. 6. The spe-
havior at low temperatures. The three cific heat of dmit shows linear behavior
lowest sets of points are for related com- at low temperatures. The sharp rise at
pounds which order magnetically or su- the lowest temperatures is attributed to
perconduct, where the linear term is ab- nuclear spins.
sent.
the single-band Hubbard model on a triangular lattice
H = -t E (ctc, ± + h.c) + U (n, _ 1)2 , (6.1)
<rr>o r
tuned to half filling, where ct creates an electron with spin a =t, 4 at site r. n, =
is the electron number at site r, and U > 0 is the on-site repulsion. For t/U < 1 the
system is in a weakly interacting Fermi-liquid like state. For t/U > 1 the electrons
are localized to exactly one electron per site, where virtual hopping processes lead to
interactions between the electron spins. Deep in the t/U -+ 0 limit, the spins order
in a three-sublattice Neel state, but at intermediate t/U a non-magnetic quantum
spin liquid state may exist. Employing the slave rotor representation of Ref. 22 we
write cr,, = b,f,,, with br ei*r a spin-0 charge-e boson, and frk a spin-1/2 charge-
0 fermionic spinon. The electrical charge at a site n, is identified with the boson
number and is conjugate to the boson phase ,. The physical electron operator is
manifestly invariant under local opposite phase rotations of b, and fr. Thus an
effective theory65 for the phases of the Hubbard model includes an emergent U(1)
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Figure 6-5: Figure from Ref. 7. Thermal conductivities of K - ET (black dots), dmit
(pink dots) and a non-magnetic charge-ordered insulator (green dots). The data for
dmit clearly extrapolates to a finite value, indicating a linear contribution to the
thermal conductivity, while the data for the magnetically ordered state extrapolate
to zero. The data for n -ET only curves towards zero below T ~ 0.2K, while the data
at higher temperatures appears to extrapolate to a finite value. It is not clear that
a loss of contact at low temperatures can be excluded as a reason of this downturn.
Even so, it shows strikingly different behavior from the conventional insulator.
gauge field, i.e.
S= dTL (b, a,) + £f (f, a,,) (6.2)
Ib = | (Or + ia0 + A) br| 2 - tb (b~brieirr' + c.c.) (6.3)
Lf = fr (OT - (ia, + A)) fr - tf (Irfreiarr' + c.c.) (6.4)
Here ao and arri are the temporal and spatial components of the emergent U(1) gauge
field, tb,f are boson and spinon hopping amplitudes, and A is adjusted to ensure that
(nb - nf) = 0.
The theory of a continuous Mott transition from a Fermi liquid metal to a quantum
spin liquid Mott insulator in two space dimensions based on this model was described
in Ref. 66. Here the Mott insulator is a quantum spin liquid state with gapless spin
excitations. As this transition is approached from the metallic side, the entire Fermi
surface disappears continuously. The resulting critical point is characterized by the
presence of a gapless 'critical Fermi surface'6 7 where the Fermi surface is sharp but
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Figure 6-6: Figure from Ref. 8. 1H
NMR measurements on r. - ET (left)
and a related compound which under-
goes magnetic ordering (right). In the
ordering compound, the splitting of the
peak around 27K indicates antiferro-
magnetic order. For r, - ET, there is
no evidence for order down to the low-
est temperatures.
there are no Landau quasiparticles.
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Chapter 7
Dual Approach to the Mott
Transition
In this section we develop a way of thinking about the electronic Mott transition in
two space dimensions that starts with the low energy effective theory of the Fermi
liquid phase. This is of course just the familiar Landau theory of Fermi liquids1 0 .
The hydrodynamic description of the low energy properties of a Fermi liquid is in
terms of the kinetic equation for the local quasiparticle distribution function. This
hydrodynamic theory may be usefully viewed as a theory of shape fluctuations of
the Fermi surface68 ,69 70,71 (see Fig. 7-1). In the low energy limit a local version of
Luttinger's theorem72 is obeyed so that a local shape fluctuation of the Fermi surface
which changes the area leads to a change of particle density (see Fig. 7-2). Similarly
a local shift of the "center of mass" of the Fermi surface corresponds to a non-zero
current density (see Fig. 7-2).
As the Mott transition is approached the minimal thing that needs to happen
is that long wavelength fluctuations in the local charge and current densities are
suppressed. Our goal in this chapter is to explore the nature of the Mott insulator and
the transition when the Fermi surface shape fluctuations associated with charge and
current density fluctuations are suppressed without making any a priori assumptions
about the fate of other shape fluctuations.
We will do this by relying crucially on key insights from the theory of the Mott
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Figure 7-1: A: Fermi surface
smooth shape fluctuations of
kA
AB
kx
at equilibrium. B: The low energy excitations describe
the Fermi surface.
Figure 7-2: A: Current fluctuation (1 = 1) of the Fermi surface. B: Density fluctuation
(1 = 0) of the Fermi surface.
transition of bosons. In contrast to electronic systems, the Mott transition of interact-
ing bosons is rather well understood theoretically7 3 . The liquid phase of bosons has
superfluid long range order, and the corresponding hydrodynamic theory describes
the gapless sound mode associated with superfluid order. Accessing a Mott insulator
of bosons from the superfluid phase requires condensing vortex configurations of the
superfluid order parameter. This enforces the quantization of particle number that is
crucial for the existence of a Mott insulator.
Motivated by this, we develop an alternate 'dual' way of thinking about the elec-
tronic Mott transition and the resulting spin liquid Mott insulator. We first identify a
degree of freedom in the hydrodynamic description of the conducting state that plays
the role of a vortex in the phase of the electron operator. We show that condensing
these vortices leads to an incompressible Mott insulator. Specifically it clamps down
long distance, long time fluctuations of the particle number and current densities.
The resulting Mott insulator is in a quantum spin liquid state and has gapless
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excitations. Interestingly it is a spin liquid with a Fermi surface of charge neutral
spin-1/2 fermionic spinons coupled to a fluctuating U(1) gauge field. [NOTE]
The route to a spin liquid described in this paper is very different and does not
explicitly rely on any slave particle description. It thus provides an alternate point
of view of the spinon Fermi surface state that may potentially be useful in thinking
about it. We also briefly discuss a phase obtained by condensing vortices in a phase
that is conjugate to spin antisymmetric distortions of the Fermi surface. This results
in a spin gapped metal with a charge Fermi surface which can also be alternately
described in terms of slave particles.
7.1 Bosons and the Mott transition
Consider, for concreteness, the boson Hubbard model on, say, a two dimensional
lattice with an integer number No of bosons per site on average:
Hb =-t Z (btb + h.c.) + -Z(ni No)2 (7
<ii>i
where b! creates a boson at site i and ni = btb. is the boson number at site i. If
U >> t the ground state is a Mott insulator while in the opposite limit t >> U a
superfluid state results. The superfluid-Mott phase transition is described7" by a
standard (quantum) Landau-Ginzburg action for the superfluid order parameter in
D = 2 + 1 space-time dimensions.
For our purposes it is insightful to understand how to think about the Mott
insulator and the transition to it within in a conceptual framework that begins in the
superfluid phase. Deep in the superfluid state the appropriate low energy effective
theory of the superfluid phase is simply given by the harmonic (Euclidean) action
Seff = d2xdr L (09$) 2  (7.2)
for the phase 0 of the superfluid order parameter (b - eO). Here [ = (x, r) and we
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have set the sound velocity to 1. p, is the phase stiffness. A key point is to recognize
that this "phase-only" description has no hope of describing the Mott insulator. This
is because the harmonic phase-only theory does not know about the quantization of
the conjugate particle number. This quantization is crucial in obtaining the Mott
insulator. Quantization of the particle number is equivalent to the condition that the
boson phase be defined mod 27r. Thus it is important to include vortices in the phase
field and condense them to obtain a description of the Mott insulator. As is well
known 21 7 4 this is conveniently described through a duality transformation where we
regard the gapless linearly dispersing sound wave as a transverse photon of a U(1)
gauge field. Formally
Seff -+ d2xdr I (V x a) 2  (7.3)
Vortices in # act as sources for the dual vector potential a,, and can be easily incor-
porated as a boson field that couples minimally to at. The full dual action including
a vortex field (D, is
S = d2xdT (V x a)2 + I(al, - ia,)+,12+ V (I (D'2) (7.4)
In the superfluid phase the vortices are gapped and may be integrated out to repro-
duce the dual of the low energy sound wave action. The Mott insulator is obtained
when the vortices condense. This gaps out the gauge field, and quantizes the dual
magnetic flux which is the particle number of the original bosons. The dual vortex
action is well known to be equivalent to the Landau-Ginzburg description of the Mott
transition in terms of the boson order parameter b.
7.2 Electrons and the Mott transition
It is interesting, in the fermionic version of the problem, to start again with the low
energy effective theory of the conducting phase and understand what needs to be done
to access a Mott insulator. In the fermionic case, as the conducting phase (for t > U
) is just the Fermi liquid, the corresponding low energy effective theory is Fermi liquid
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theory. Analogously to the bosonic example, the Landau Fermi liquid action by itself
does not contain within it the Mott insulator that obtains with increasing U. We may
then ask if there are special configurations (analogous to the vortices in the boson
example) that have to be included and whose condensation can lead to the Mott
insulator. The analogy with bosons may be sharpened somewhat by noticing that
Fermi liquid theory is essentially a quadratic hydrodynamic theory for the density
of fermions at each point of the Fermi surface. (For bosons the hydrodynamic mode
is just the conserved total density and the quadratic phase theory just describes
fluctuations of this mode. In contrast for fermions the Fermi liquid 'fixed point' has
emergent conservation laws corresponding to the number of fermions at each point
of the Fermi surface 68 , and the corresponding densities are emergent hydrodynamic
modes that are included in the Landau Fermi liquid description). Furthermore this
is equivalent68, 6 9,' to a quadratic 'phase' based description in terms of the phase of
the fermion operator at any given point 0 of the two dimensional fermi surface. This
quadratic phase action is a higher dimensional generalization68, 69 ,70 of the familiar
bosonization from one spatial dimension. However in contrast to the one dimensional
example the bosonized Fermi surface theory in higher dimensions is simply a rewrite
of Landau fermi liquid theory.
For the purposes of accessing a Mott insulator, it seems most interesting to ex-
plore a slightly different point of view on the Fermi liquid. As emphasized in the
literature68,69 , the quadratic hydrodynamic theory for the emergent conserved densi-
ties of the 9-movers (i.e. fermions associated with an angle 0 on the Fermi surface)
is a theory of harmonic fluctuations of the shape of the Fermi surface (see FIG. 7-1).
The fluctuations of the total density are simply determined by the fluctuations in
the area of the Fermi surface (with the assumption 68 that long wavelength fluctuations
locally satisfy Luttinger's theorem). Clearly to access the Mott insulator a description
where the quantization of particle number is incorporated is necessary. By analogy
with bosons we may then expect that we need to include vortices in the phase variable
that is conjugate to the total particle density. This conjugate phase variable is readily
identified in the bosonized phase description of the Fermi liquid (as a suitable linear
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combination of the phase of the various 9-movers). We may then anticipate that
a modified theory that correctly includes vortices in this phase variable will enable
description of a Mott insulator.
The rest of the chapter is structured as follows: In Sec. 7.3 we will briefly review
bosonization of a Fermi liquid in 2+1 dimensions68 70 . In Sec. 7.4 we show how to
incorporate vortices into the phases of the fermions and thereby obtain an effective
'dual' low energy theory that generalizes Fermi liquid theory. In Sec. 7.5 we discuss
the phase structure of this dual theory and show that it contains both Fermi liquid and
Mott insulating phases. Furthermore we show that the Mott insulator is a quantum
spin liquid that is described at low energies in terms of a spinon Fermi surface coupled
to an emergent U(1) gauge field, in agreement with more standard slave particle
approaches.
7.3 Bosonization of a Fermi Liquid in 2d
Landau Fermi liquids possess a sharply defined Fermi surface where the electron
momentum distribution has a jump discontinuity. The low energy excitations may be
described in terms of an electron-like quasiparticle that is well defined asymptotically
close to the Fermi surface10, 71 . The long distance, low energy properties of the Fermi
liquid may be described in terms of a quasiparticle distribution function n,(r, k, t)
(with the spin index o- =T, 4) which is well defined for k close to the Fermi surface,
and when Jnx,( t) = nik(X,) - no, is small. n' = O(p - Ec) is the ground
state distribution (p is the chemical potential and co is the dispersion of a single
quasiparticle). A configuration Sn(r, k) has the energy
1
E[Jn] (EO - p) Jn(r, k) + 1:fk onk,,Jnk',a (.
k,o k2 k,k',aa 75
Here V is the system size and f $ is the familiar Landau interaction function. In the
low energy limit we can ignore quasiparticle collisions and the 6n satisfy a (linearized)
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kinetic equation
+ VF-) 6n, = 6(E S - ) ,,F (7.6)
kc',cT'
where VF = d and terms of O(6n') were dropped.
To address the low energy, long wavelength physics we restrict to a small band of
momentum width All near the Fermi surface, and define
p,(0, r, t) =- dk 2 ,,k(X,t). (7.7)
Here 0 is an angle that labels points on the Fermi surface and the corresponding
Fermi momentum is KF(0). The integration variable k is the deviation of the momen-
tum in the direction normal to the Fermi surface at point 0. Clearly we may interpret
A0KF(O)p,(O, r, t) as the density of electrons (of spin a-) in a patch of angular width
AO centered at point 0 of the Fermi surface. We will dub these electrons 0-movers by
analogy with the familiar terms left/right movers in d = 1 Luttinger liquids 75 . The
deviation of the total electron density 6 p, (r, t) from its mean is clearly related to the
density of 0-movers through
6p,(r,t)= dKF(0)p,(0, ,t) (7.8)
It will sometimes be useful to work with discrete patches: chop up the Fermi
surface into N patches of angular width AO = 2 and eventually let N -+ 00. ThenN
we may write
6p,(r, t) = AO KFiPi(r, t) (7.9)
The 0-mover density may be given an interpretation in terms of the fluctuation
of the shape of the Fermi surface. Consider a slow long wavelength distortion of the
Fermi surface where
KF, -+ KF, + 6KF,(r, 0, t) (7.10)
Assume that the Luttinger theorem relating the area of the Fermi surface to the
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density holds locally even for such a long wavelength disturbance of the Fermi fluid.
The the change in the density is
6p,(r,t)= dOK47r 6KF,(r,0,t) (7.11)
The change in the density of 9-movers may then be identified as
1p(r, 0, t) = 4 2-c KF,(r, 0, (7.12)
41r
We may now reduce the full kinetic equation to write down the equation of motion
of the 9-movers. To that end we first let bF, i be the normal and tangential unit vectors
associated with point 0 on the Fermi surface. Then by integrating with respect to kil
we find
O9tP,(0)+VFOI|P.y(0)+ (27)2 J dO'KF(0')faa'(,0,')PcyI() = 0 (7.13)
Here 811 =bF - V is the derivative in the direction normal to the Fermi surface.
A bosonized phase representation is obtained by introducing for each patch i a
phase field Oj, such that
1
pia= i1|4o, (7.14)
Substituting in Eqn. 7.13 we get an equation of motion for #i, which takes the form
(19 + VF0II) 9|| Oia + AG KFi' fac' i, )| alli'e = 0 (7.15)
i'
This is clearly a direct generalization of the familiar phase representation of the
right and left moving densities in one dimensional liquids. Just as in one dimension
#i,,, will be interpreted as the phase of the 0-moving fermion, as we now discuss. The
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equation of motion above can be obtained from the Lagrangian
L = Lo + L1  (7.16)
Lo = AO EKFi (-tMiaa|ii - VF (||ia5iu) 2) (7.17)
icy
(A0)2Lf = - ( KFiKFi'fa'(i, )(1OiaiyO&i'a (7.18)
We can now write the quantum partition function as an imaginary time path integral
Z = J D e-(So+Sf) (7.19)
so 2 A0KFi (-iaoioOi| Oia + VF (0|1 ojcy)2 (7.20)
S1 = 4 KFiKFifl'(i, i Oie O'a' (7.21)
ii~c'; -r
The structure of the time derivative term in the Lagrangian determines - in an
operator framework - the commutation relations for i.. Of crucial importance is the
following relation shown in the Appendix B.
[#4,(x), KFiA0piO(y)] = i-D(xi - y1 )6(X11 - Y||) (7.22)2 r
Here (x, y) are the components of the spatial coordinates in the direction parallel to
the patch normal and (x, y)i are the components in the direction perpendicular to
the patch normal. The function D is a delta-function smeared over a distance of order
the inverse patch size ~ KF1 Thus in the long wavelength limit 27rqi is conjugate
to the density of 0-movers. We may now sum over all patches to find
[#o0,(X), p(y)] = 6(2)(X - y) (7.23)21r
with #0, defined by
0a= #iZ , (7.24)
Thus 21roo, is canonically conjugate to the long wavelength fluctuations of the total
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density of spin o-. Defining the angular Fourier transform of the Oi fields:
0i = E -ilo' (7.25)
N
we identify 00, with the 1 = 0 component. It is thus natural that it is conjugate to
the uniform "breathing" mode of the Fermi surface which corresponds to a change of
electron density. If one wishes the quadratic action for the qi, fields can be readily
rewritten in terms of Fourier transformed variables 0i..
The commutation relation Eqn. 7.22 implies that the operator e2xi1'i adds charge
1 to patch i with spin a-. In the Appendix B we further show that we may indeed
identify this with the electron creation operator at patch i:
~pt e 2rii (7.26)
As in one dimensions it is now convenient to go to charge and spin bosons 4ci,
We thus define
-c k (7.27)2
-t =kT (7.28)2
The action now splits into separate ones for qc , 4,i:
S = Sco + Sc5 + SSO + Ssf (7.29)
SCO = j AOKFi (-0iaT4oj1|ci + VF (0||1 Oi)2) (7.30)
Scf = KFiKFfs(ii')II1ei.O ci' (7.31)
i' 1,r 4 1
SSO = 1AOKFi (-iOr sia||si + VF (09|0c)2) (732)
Ssf = KFiKFifa(, \i)OJ (SkOfi' (7.33)
Here we defined the standard symmetric and antisymmetric combination fs, fa of the
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Landau interaction function (f, = fit+ftl, f_ = ft-f14). The commutation relations2 reain
satisfied by #ci, qi may be readily written down. Clearly we have
[00* PY1 i 6(2)(X - Y)(7.34)[#c(x), 5p(y)] = 2w ( -y (.4
with the obvious notation 0co - SbOt+4o, 6 p= p,.
7.4 Incorporating charge vortices
The Mott insulator is incompressible for density fluctuations. Thus we need to clamp
down fluctuations in the shape of the Fermi surface that correspond to a change of
area. Furthermore we also need to clamp down fluctuations where the center-of-mass
of the Fermi surface is displaced - these correspond to a non-zero current density (see
Fig. 7-2).
Following the logic for bosons we expect that these can be accomplished by in-
cluding vortices in the phase of the fermions. Specifically if we include vortices in the
phase q 0 (which is conjugate to the total density) and condense them, we will get a
fermionic Mott insulator.
To think about a vortex state in a Fermi liquid, first consider a ring geometry
obtained by imposing periodic boundary conditions along the x-direction, i.e. we
identify x with x + L. Imagine slowly turning on a 27 flux. This has the effect of
twisting the electron boundary conditions on going around the ring by 2X. Corre-
spondingly all single particle momentum eigenstates shift by T. For a free fermi gas
the ground state wavefunction is then given by
|$tWiSt)= fl Ct ;c r ) (7.35)
k,JEFS
This shifts the entire Fermi surface by 2. Therefore the Fermi surface displacement
is
3KFO'() = 2-'Fir ' (7.36)L
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which can be obtained from
x
Oci = - (7.37)L
This is consistent with the expectation that the phase of the electron is shifted by
21r when a 21r twist of the boundary condition is imposed. Clearly
J dl -Voi = 1 (7.38)
for any loop around the ring. Thus there is a 27r vortex in the electron phase. This
vortex is present in both 4t and q5. Thus #c winds but #, does not wind at all.
We may also directly consider such vortices in the bulk. Consider a "core" such
that the electron phase #c0 winds by 27r on going around a loop surrounding the core.
In the presence of such a vortex #c will not be a smooth field anymore. We now
show how the Fermi liquid action may be generalized to allow for the presence of
such vortices. As in the usual discussion of the 2d XY model, we separate #co into a
smooth part 0 and a vortex part 0'c:
#co =O +0 (7.39)
The smooth part satisfies
e,4V= 0 (7.40)
The vortex part is defined in terms of the vortex 3-current j,, through the equation
c = jis (7.41)
As ,#O'c is not really a simple gradient we will replace it by a vector field a,
satisfying
EynA&,aA = .jw (7.42)
Thus vortex degrees of freedom may be included in the Fermi liquid action by simply
replacing every occurrence of a,#co with +a,. Some care is required however in
implementing this procedure. To see this consider the terms in the bosonized action
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involving time derivatives: it has the structure
AO (i~r~cKiVci) (7.43)
with Ki = KFibFi. In terms of the Fourier modes #c1 , this becomes
-J 0 cSK_ _1,.VOc1' (7.44)
with KI = F e-'iKi. For smooth configurations of all the #1 fields, this action
is symmetric under interchange of 1 and 1' - we simply integrate by parts twice to
also interchange the time and spatial derivatives. This can be exploited to rewrite
the action in several equivalent forms - for instance we may symmetrize with respect
to 1 and 1'. However for non-smooth configurations of #1 these different forms are not
equivalent, and we need a prescription to choose between them. The physically sen-
sible prescription which we will employ is to insist that 4oc enters the time derivative
term in the action in such a way as to ensure that it correctly obeys- in an operator
framework- its commutation relation with the total density. To implement this, we
separate terms that involve 0c from the rest to rewrite Eqn. 7.44 as
-2io$co K_ I . I - i 5 irociK-1-11 . VOCII (7.45)
'r,r - 1,1'0
In the first term the sum over 1' does not receive any contribution from 1' = 0 as
KO = J K(O)
f27
= J-KFFO = 0- (7.46)
This follows from time reversal invariance or inversion symmetry. Then co enters
this part of the action linearly and only through its time derivative. Therefore we can
directly read off its canonical conjugate and check that it is indeed the total density.
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We find
6p =Z Ki - Voc (7.47)
which is readily seen to agree with our earlier expression for 6p.
As we are concerned with vortices in #co and none in any other 0,1, 1 # 0, why do we
not simply work with the qc; for each patch and separate out a common vortex part?
The answer has to do with the ambiguity mentioned above. The same issue arises
when we try to couple an external gauge field to the bosonized Fermi liquid action,
and in the theory of d = 1 fermionic Luttinger liquids. Indeed in the presence of an
external gauge field, separate conservation of the densities of 0 movers is violated as
the entire Fermi surface is displaced by the electric field. This is the famous anomaly'
familiar from the theory of fermions in d = 1. This means that we are not free to
minimally couple a gauge field or to extract the vortex part independently from each
Oci. Rather the correct procedure is indeed to work with 0c0 and proceed as we did
above to either introduce vortices or to couple in a gauge field. We illustrate this
issue further in Appendix refmin in the familiar context of d = 1 Luttinger liquids.
We may now include vortices in the bosonized action by separating out the smooth
part of 01,0o from its vortex part as discussed before. For notational convenience
we shall drop the underscore from the smooth part from now on. The resulting
Lagrangian density for the charge boson then takes the form
Lc = Lcto + L4a + Ccx (7.48)
Lcto = -2i (61-qco + a-r) 1K- - VOc& (7.49)
La = -i Z r c;O5K-.-j -Voc (7.50)
Lcx = j (O# + aj,6,o) M,/' (Oakjk + akmI,o) (7.51)
Here M,'/, is the angular Fourier transform of the kernel in the terms in the original
charge action that depend only on spatial derivatives. We note here that the vortex
part a, couples in to the charge boson in exactly the same form as a U(1) gauge field
A9'"' , which will be important to us below. To see this it is sufficient to consider
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Agauge 4 Agauge = 0, as the ambiguity discussed above (see also Appendix B.1) only
involves the time-derivative term in the action. The temporal component of the gauge
field Agauge couples to the total charge density, i.e.
L.(Agauge ) - £ gage =0- ipAgauge (7.52)
But this is identical to (7.49) for Agange -+ 27ra., where the 2-x reflects the identifica-
tion of 21ro as the phase of a fermionic 9-mover.
Now we introduce a vortex field 4D whose three-current is precisely j,, (see eqn.
7.41). Then the modified charge Lagrangian density is
L = Lc[&,#ck + a, 6J,o] + iA,,cx&vaA + C[G, A,] (7.53)
where AM is minimally coupled to D,. Varying with respect to A, then implements
Eqn. 7.41.
We now specialize to the situation that the total charge density of electrons is
such that there is one electron per site on average. Then the average flux seen by the
vortices will be zero, and the vortex Lagrangian will have the structure
L [<D,,= I (01, - At) <Dv2 + V (1<Dv1 2) + 1 (EyA6AA) 2  (7.54)
where V is a potential which can be expanded as a polynomial. We note that a
different electron filling would enter here as a non-zero flux for the vortices. As
an example consider electrons at quarter filling: Then the average flux seen by the
vortices per unit area is 7r, which causes a doubling of the unit cell.
The resulting full charge Lagrangian described by Eqns. 7.48, 7.53, and 7.54 then
taken together with the spin Lagrangian completes our modification of the basic Fermi
liquid action to incorporate charge vortices. We conclude this section by noting that
we are neglecting decay processes of the vortices into particle-hole exitations. The
justification of this is not immediately apparent, but will become clear in Sec. 7.5
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7.5 Phase structure of dual vortex theory
We will now use this dual vortex theory to discuss various possible phases of the
fermion system.
Fermi liquid
When the vortices are gapped we expect to recover the Fermi liquid. To see this
explicitly, we integrate out the D, field from the action. In the presence of the vortex
gap, this will lead to an innocuous renormalization of the coefficient of the Maxwell
term for the AA field:
1
Leff[A,] = 2 (eA.2avAA) 2  (7.55)
Now integrate out AA:
2.22JDg fr, - efr-axger ws) (7.56)
Thus the a,, get a 'mass' term and can be ignored for the low energy physics. Setting
aA = 0 we obtain just the bosonized action for the Landau Fermi liquid that we
started out with.
Mott insulator
When the vortices condense the fluctuations of the fermion density and current will be
suppressed and we will get a Mott insulator. Our formalism will enable us to obtain
a 'dual' description of this Mott insulator. When ((D,) $ 0, there will be a Meissner
effect for A,,, and it will acquire a 'mass'. Integrating out AA will now generate a
Maxwell term for aA. Then the full effective Lagrangian in the Mott insulating phase
Leff = Le[c',0c + a, 3l,o] ± - (+VAZa ) 2 (7.57)
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where K is a non-universal coefficient. Rewriting this in terms of OT, O we get
Leff = L[&9,4t + aMtl,o, ,40 bt + ai,o] + (,E.,\ )2 (7.58)
This is the same as the Fermi liquid action except that the phases 4r, 4 are minimally
coupled to a U(1) gauge field. This observation enables us to now go back to a
fermionic representation. We introduce fermion fields fej ~ e 2,o for each patch i
and spin a. The structure of the low energy effective theory for the Mott insulator
is simply that of fermions at a Fermi surface coupled minimally to the fluctuating
gauge field a,. The corresponding action may be taken to be
(V - ia)2L[f, a,] = f a, - iao - p - 2 )fo
22
Clearly the fc, field should be interpreted as a spinon, and the Mott insulator we
obtain is described at low energies as a spin liquid with a spinon fermi surface that
is coupled minimally to a fluctuating U(1) gauge field. This is the same result as
that obtained within the standard slave particle treatment of the Mott transition .
However we have reached it through a very different route that never involved splitting
the electron into a product of slave particle operators. Thus our approach provides
an alternate point of view on the spinon fermi surface spin liquid Mott insulator that
adds to our understanding of it.
Let us pursue a bit more this connection between the approach we have taken
in this paper and the standard slave particle description of this spin liquid Mott
insulator. We see that the chargon/holon operator of the slave particle formalism
should be identified with e2 .oc, i.e. the holon/chargon phase is essentially the 1 = 0
component of the charge boson. The bosonized version of the spinon field with spin
o- at angle 0 on the Fermi surface is simply e2 ri(O,(9)-oc). Finally the magnetic flux
of the emergent gauge field of the spin liquid is simply the density of the vortex field
(IV.
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In the slave particle approach the internal gauge field is compact. The compactness
means that "instanton" events where the gauge flux changes by 2-K are microscopi-
cally allowed. It has now been established that in two dimensional spin liquids with
sufficient number of gapless spinon modes these instanton events are supressed at low
energies so that the compactness can be ignored in the low energy effective theory
of the spin liquid phase78' 79 . How does this manifest itself in our approach? Since
the magnetic flux of the emergent gauge field corresponds to the density of vortices,
these instanton events correspond precisely to processes where the vortex decays and
disappears. This is exactly what one expects in the Fermi liquid phase. As we dis-
cussed a vortex corresponds to a pattern of swirling current and in the Fermi liquid
phase it will decay into a shower of particle-hole pairs. This decay process of the
vortex is actually not included in our effective dual action. However as we know that
the instanton events are suppressed in the spin liquid phase and right at the Mott
transition we are justified a posteriori in ignoring this vortex decay.
In addition to the Mott insulator, one can other phases by proliferating different
kinds of defects. This is discussed in Appendix C
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Chapter 8
Physical properties of the
spinon-Fermi surface state
Both approaches to the Mott transition, the conventional slave-particle construction
as well as the dual description presented above, yield fermions coupled to an emergent
U(1) gauge field as the effective low-energy theory. This theory has been subject
to numerous studies over the years, which is discussed in detail in the following
chapter. Here we intend to provide an overview of results which is sufficient to extract
the universal physical properties. First, the longitudinal (density-density) part of
the gauge field gets screened by the Fermi-surface as for the regular gauge field in
conventional metals, and can therefore be ignored. What remains is the unscreened
transverse (current-current) interaction, which is negligible in conventional metals by
virtue of the smallness of the fine structure constant. In the present case however, the
coupling constant for the emergent gauge field is of order one, which has significant
consequences. The interaction is strongest between fermion from portions of the
Fermi-surface with parallel normals. We are thus led to consider an Euclidean action
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involving fermions close to antipodal points on the Fermi surface' 5 , i.e.
S = Sf + Sint + Sa (8.1)
Sf = d2 xd Tf) fSQ (8.2)
Sint = J d2xd afsafsa (8.3)
Sa = Iky a- k)2 (8.4)
Here fs, are fermion fields with spin a = 1, .. , N close to kO,F = sKFi, with s = ±1.
The field a represents just the x-component of the vector field ai. Indeed it is just this
component that couples strongly to the patches with normals along ±x. In addition
to the number of fermion flavours N we already included an additional paramter zb
first introduced in Refs. 80,81, with zb = 3 and N = 2 the choice parameters we
are ultimately interested in. To get some intuition, it is instructive to employ the (a
priori uncontrolled) random phase approximation (RPA), which corresponds to only
considering the one loop corrections to the fermion and gauge propagators (Figs. 9-3
and 9-4). The boson propagator becomes
_1
D(k, w) = .kzb1 (8.5)
Using this to calculate the fermion self-energy yields
E = -i ANsgn(w) IwI, (8.6)
where the constant A is given by
21r -b-
A = 41r sin Zb-y , (8.7)
which is of order unity for Zb = 3. For Zb > 2 this self-energy is more singular than
the bare frequency dependence in the fermion Green function, which can therefore
be neglected at the lowest energies. In many cases, the RPA becomes controlled in
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the limit of large N. For this particular problem however, even the large N limit is
uncontrolled1 5 . Roughly, diagrams which naively are suppressed by several factors of
1/N, are actual of the same order in 1/N as the one-loop diagrams due to additional
enhancement factors that occur for fermions right on the Fermi surface. This is
because
NA
G(k -0,w) = 2 (8.8)
-isgn (W)| I I
where the factor of N in the numerator causes the 1/N expansion to break down for
A of order 1. However, if AN is of order unity, these "enhancement" factors become
of order unity, while each internal gauge line still contributes a factor of 1/N. From
Eq.(8.7) this corresponds to Zb - 2 ~-L . In this limit, the RPA becomes controlled,
as is shown in detail in the following chapter. The low energy physics is described by
a fixed point invariant under the scaling transformation
' = Wb (8.9)
P' = pxb (8.10)
X1
p = p'b (8.11)
f' (p',p',,') = b f (pX, py, W) (8.12)
a'(p', p,, ') =b- 2 a(px, py, w). (8.13)
While it is not clear that the results of this limit extrapolate to N = 2, Zb = 3, we
take the existence of such a controlled limit as support that the RPA may capture
the essential physics of the problem.
We can now use this fixed point to calculate various physical properties.
Specific heat - For the specific heat, we need to restore the full Fermi-surface.
Since the choice of patch is abitrary for a circular Fermi-surface, the fermion and
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gauge propagators take the form
G((,w) = -F1  (8.14)
I (K 2)Zb/2D(K, w) = 7-F (8.15)k ,bl (K 2  / / (815
where Ff,b are scaling functions and = Ek- [. The singular behavior of the specific
heat can be obtained from either the fermions or the gauge field as
Cfermion ~ J dlwnF(w/T)Ff(wTzb/2  (8.16)
Cgauge ~ d2qdnjB(w/T)Pb(w/|qjzb) ~ T2"'o, (8.17)
with new scaling functions fJ,b
Spin susceptibility The spin-susceptibility is given by the same bubble diagram
as the polarizability of the gauge field, i.e. Fig. 9-3. Within the regularization we
employ in the 2-patch theory, where the momentum integral is performed first, this
vanishes for w = 0, q -+ 0. However, this integral depends sensitively on the cut-
off and yields a non-universal contribution for different cut-off procedures. We thus
conclude that the vanishing of the bubble diagram for w = 0, q -+ 0 only implies the
absence of any singular contributions to the spin susceptibility on top of a non-zero
background. Thus, unlike the specific heat, the spin susceptibility of the spinon Fermi
surface state is Fermi liquid like.
2KF singularity A particularly interesting quantity is the fate of 2KF singularity,
which is universal in Landau Fermi liquids. The loss of the quasiparticle might sug-
gest that this singularity is weakened in the presence of the gauge field. However,
a particle-hole excitation at 2KF experience a strong amperean attraction, since the
electrical currents of a particle at momentum k and a hole at momentum -k are par-
allel, which could potentially enhance the 2KF singularity. The strength of the 2KF
singularity is thus determined by a competition between these two effects. Consider
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an external field that couples to the 2Kf fermion density through the following term
in the action
uJ d2xdrfLfR + h.c (8.18)
By power counting it is easy to see that the scaling in Eqns. 9.19-9.23 implies that
the coupling u scales as
U' = ub (8.19)
In general this will be modified at order 1/N as we demonstrate below. But first let
us understand how the scaling of the u determines the 2K singularities. Assume in
general that u scales as
U' = ub+u (8.20)
This implies that the operator p2K 1(i, T) L(f, -)fR(Y, T) scales as
P2K(, Y', T') = bP 2kf(x,y), (8.21)
with
Zb ± 3
A = - . (8.22)
2
This determines the behavior of the singular part of the 2K density correlation
function C2Kf (x, y, ) = (2Kf (X y, T)P2Kf (0, 0, 0)). Its Fourier transform satisfies
C2Kf(Px,py,w) = b 3+b 2 AC p,~, (8.23)C2K$ Px , Py, 21Kf (PX I Py' 0
Note that the momenta px, py describe the deviation of the full momentum from 2Kf:
in this correlation function. We then immediately have the scaling form
C2Kf (Px, Py, 3 (8.24)
Note that in the usual Fermi liquid case, we have Zb = 2, #u = 1 which reproduces
the well known square root frequency dependence of the singular part of the 2K
correlations.
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The leading order correction to 0, in the 1/N expansion comes from the one loop
vertex correction diagram of Fig. 8-1.
p+k +q.,-
q +2kF w
............. k
p+k
P
Figure 8-1: One loop correction to the 2kF-vertex. The dotted line denotes a 2kF
density fluctuation.
To calculate it we combine the large-N expansion with an RG transformation in
which internal loop integrals are performed over a thin shell in ('Y, w) space. It will
be convenient to define the RG so that we integrate over arbitrary px, W but over a
shell in p, where A > 1py| > A/b-. The vertex correction (see Fig. 8-1)is
61 I D(ky, w) 1
2 2
4I' 1 f* ltz 1
= - dk- kdt AN
2N(27r) zb kkyh i+ 7
2
1 f* ANtE 1
4 7r2 N I b odt ± A2N 2 'yt + 1 (8.25)
The overall minus sign owes to the fact that the gauge fields couples with opposite
sign to the s = +1 and s = -1 fermion densities ( = with the same sign to their
currents).
The integral remains finite if we take the limit zb -+ 2 in the first term in the
integrand, so we can evaluate it analytically. We obtain
6u = 4 12g2(AN) ln(b) (8.26)
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where the function g2
g2 (v) = 1 - 2 n(-v) (8.27)
2(y 27 2 + 1) 7rv
The vertex correction in Eqn. 8.26 implies a modified scaling exponent for u:
1
<s = 1 ± g2 2(AN) (8.28)
To leading order in c = Zb - 2, -, we therefore find (using A = 27r 2c appropriate for
small c) the power of w in the 2Kf singularity to be
1 e (I g 2 (27r 2 EN)(
-+4 - 1 - .c (8.29)2 4 7rEN
Since g2(v)/v runs from oc to 0 as v runs from 0 to oo, the 2Kf singularity is sup-
pressed over that of the Fermi liquid for cN -+ oo while it is enhanced when eN -+ 0.
The competition in Eqn. 8.29 between the first and second term in parentheses is
precisely the competition between quasiparticle smearing and Amperean attraction
described at the beginning of this section.
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Chapter 9
Controlled expansion
We now return to the issue of a controlled fixed point of a Fermi surface couple to
a gapless boson. This problem arises in a number of different contexts in quantum
many body physics. Above, we discussed a particular example of this class of models,
where the fermions are coupled to a gapless transverse gauge boson. Apart from the
low energy effective theory of certain quantum spin liquid phases 82,65 , this describes
the theory of the half-filled Landau level', and various non-fermi liquid metallic
phases .85,86,87,88. A different and equally well known example is as a description
of quantum critical metals at a 'Pomeranchuk' instability. The classic example is
the Stoner transition associated with the onset of ferromagnetism in a metal. In
recent years attention has focused on a different example of a Pomeranchuk tran-
sition: that associated with the onset of electronic nematic order89 ,90,91 ,92,
93
,
9 4
,
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from a Fermi liquid metal. Here electronic nematic order means a phase where the
lattice point group symmetry but not translation symmetry is broken. Such order
has been observed with increasing frequency in a number of different correlated met-
als9 7,32 ,33, 98,99, 1 00 giving rise to an interest in the associated quantum phase transition.
At such a quantum phase transition the nematic order parameter is described as a
gapless fluctuating Bose field, and its coupling to the gapless Fermi surface destroys
Fermi liquid behavior,,
Quite generally the low energy physics of problems of this sort is conveniently
described by restricting attention to fermionic modes in the immediate vicinity of the
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Fermi surface, and the long wavelength, low frequency modes of the fluctuating boson
field. The model is described by the Euclidean action
S = Sf + Sint + Sa (9.1)
Sf = fa, (-i ± - p + E) fka (9.2)
Sint = a(k, w)O(-k, -w) (9.3)
Sa = I -k 2 a(k, W)12 (9.4)
Here fka, a = 1,....N, is a fermion field with N possible flavors and a is the boson
field. In the gauge model a is the transverse component of a U(1) gauge field, and
O(Y!, r) is the transverse component of the current density of fermions. At a nematic
quantum critical point a will be taken to be the nematic order parameter field, and
O(k, w) is the fermion bilinear with the same symmetry. For instance, on a two
dimensional square lattice with lattice constant f a uniform nematic order parameter
couples to N-1/ 2 Ek (cos(kxf) - cos(kyf)) fkafka.
The purpose of this chapter is to formulate a new controlled theoretical approach
to this class of problem, the need for which has been emphasized recently 15" 0 1. The
low energy physics of the resulting non-fermi liquid metal is characterized by universal
scale invariant behavior. Our approach provides a systematic method of calculating
the exponents and other universal properties associated with this scale invariant be-
havior. We illustrate this by studying many physical properties of the gauge field
model and of the nematic quantum critical metal in detail.
The effective theory of the quantum spin liquid,
(V - ia)2
L[f, a,] = a, - iao - M - 2m) fa
2
is a strongly coupled gauge theory which has been subject to many studies over
the years. In a number of early papers 0 2,0 3 ,84,10 4,' the problem was analysed in a
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Random Phase Approximation (RPA) and various related approaches. This showed
that the fermions and gauge bosons stay strongly coupled in the low energy limit. In
the RPA, the boson propagator is overdamped due to Landau damping by the gapless
Fermi surface. The fermion self energy has a power law non-fermi liquid frequency
dependence. Further the long wavelength density response function retains its Fermi
liquid form.
In the gauge field problem, some of the RPA results were further substanti-
ated 105 "0 6 through a quantum Boltzmann approach which considered the fate of
various possible shape fluctuations of the Fermi surface. Smooth shape deforma-
tions of the Fermi surface (which determine long wavelength density response and
the gauge propagator) were shown to retain Fermi liquid behavior while "rough" de-
formations have the potential to be non-fermi liquid like. The latter determine the
behavior of the single fermion Green's function and the structure of the 2Kf sin-
gularities (i.e at wavevectors connecting antipodal tangential portions of the Fermi
surface) in response functions. These main results were further supported in compre-
hensive diagrammatic analyses10 7 of the model which suggested that the leading RPA
answers for many quantities were in fact exact in the low energy limit. In particular
the structure of the gauge field propagator, the fermion self energy, and the long
wavelength density response were argued to have the same form as the RPA result.
Similar diagrammatic analyses with the same conclusions have also been reached9 4
for the nematic quantum critical point. In the gauge field case the 2Kf singularities
in the density response function were argued to have specific non-fermi liquid like
power law forms' 0 7 .
Is there a controlled limit in which the reliability of these results may be assessed?
One attempted approach 08"10 7 is to take the limit of N (the number of fermion
species) large, and expand in powers of 1/N. In the early work it was argued"0 that
at low energies in the large-N limit only patches of the Fermi surface with parallel
normals are strongly coupled to each other. Any such patch couples strongly to a
boson whose momentum is perpendicular to the normal to the Fermi surface. The
low energy physics is therefore correctly described by focusing attention on patches
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with parallel normals.
In some remarkable recent work, Sung-Sik Lee 1 5 reexamined the model of N
fermion species coupled to a U(1) gauge field in the large-N limit. He showed that
even at large-N the theory remains strongly coupled, and that its solution requires
non-trivial summation of an infinite number of Feynman diagrams. When only a
single patch of the Fermi surface is considered, a book-keeping device was introduced
to show that the 1/N expansion could be organized in terms of the genus of the surface
in which the Feynman diagrams were drawn. Based on this the general validity of
the physical picture built up by RPA and the other earlier analyses for small N has
been questioned.
Even more recently in another very interesting paper Metlitski and Sachdev'0 1
studied the fate of the theory with both a Fermi surface patch and its antipodal part-
ner included. This is believed to be fully sufficient to correctly describe the asymptotic
low energy physics of the system. They found a number of further difficulties with
the large-N expansion. Specifically higher loop corrections for the gauge propagator
involved higher powers of N than the leading order one loop RPA result. This un-
pleasant finding led them to question the existence of a well-defined large-N limit to
control the theory. These authors also showed that in a perturbative loop expansion
the self energy acquires singular momentum dependence at three loop order. However
the loop expansion has no apparent control parameter.
In light of these results it becomes important to search for alternate reliable meth-
ods to judge the validity of RPA and other diagrammatic approaches to the problem.
In this paper we introduce a new controlled expansion to determine the low energy
physics of this model. We consider a family of models where the 'bare' boson action
is modified to
Sa j 2 a(k, W)12 (9.6)
The number Zb (the boson "dynamical critical exponent") equals 3 in the original
model in Eqn. 9.1. The case Zb = 2 arises in the theory of the half-filled Landau
level with long range 1/r Coulomb interactions between the electrons 83 , and in the
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theory of the bandwidth controlled Mott transition of the half-filled Hubbard model
developed in Ref. 66. We show that the large-N expansion can be controlled in the
limit of small E = Zb - 2. Specifically we show that the limit N -+ 00, E = Zb - 2 -+ 0
such that EN is finite leads to reliable answers for the low energy behavior of the
system. We demonstrate that the RPA answers for the fermion and boson propagators
are indeed exact in this limit. A systematic expansion in powers of 1/N is possible
for small E. Deviations from RPA emerge at higher orders in the 1/N expansion.
Furthermore differences between the gauge model and the nematic critical point also
appear. At order 1/N 2 , we find a singular momentum dependent correction to the
fermion self energy - however in the gauge model, this singularity is subdominant to
the leading order momentum dependence, so that the fermion self energy retains its
RPA form, at least to this order. Further we calculate the exponent characterizing
2K 1 particle-hole singularities, and show in the gauge model that (depending on the
value of cN), they may be enhanced compared to a Fermi liquid. For a quantum
critical metal at a nematic transition the fermion propagator again retains its RPA
form at leading order but at o(1/N 2) acquires a singular correction to the self energy
that dominates over the RPA form. This modification from the RPA is in accord with
the calculation of Ref. 101 but is now performed in a controlled expansion. A further
difference with the gauge field problem is in the structure of the 2Kf singularities.
We present calculations and physical arguments that show that the 2K singularities
are weakened at the nematic quantum critical point compared with a Fermi liquid.
A crucial physical ingredient that determines the low energy physics is the nature
of the 'Amperean' interaction between two fermions that is mediated by the boson
field. The term 'amperean' is appropriate for the gauge field case where the interaction
is between fermion currents but we will use it to describe the nematic transition as
well. In the gauge field case, the currents of a particle in one patch of the Fermi
surface is parallel to that of a hole in the antipodal patch. By Ampere's law the
gauge mediated interaction between such a "2Kf" particle-hole pair is attractive. In
contrast the currents of two particles with one from either patch are antiparallel and
the gauge mediated interaction is repulsive in the particle-particle (Cooper) channel.
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The situation is reversed in the nematic model. We show how this difference between
the particle-hole and Cooper channel interactions play an important role in many
aspects of the low energy physics.
Previously Nayak and Wilczek,' 81 studied the low energy physics of the gauge
field model for small E, and finite N using perturbative renormalization group (RG)
methods. The one loop beta function for the coupling constant e takes the form
#(2) = E2 _ C 4O3(e) e  - e (9.7)
2 N
where c is a positive constant. This leads to a perturbatively accessible non-fermi
liquid fixed point for Ne small and positive. Some properties of this fixed point
were calculated in Refs. 80,81 and shown to be consistent with the RPA analysis.
Calculations with this one loop beta function are able to provide answers for the
scaling exponents to order c for any N. In contrast our approach of directly solving
the theory at large-N enables us to extract exponents that are high order or even
non-perturbative in c. Thus for instance the deviations from RPA (subdominant in
the gauge field model) discussed above are expected to appear in the c expansion only
at order E3 , and so do not show up in the o(c) calculations. In the regime where they
overlap (i.e to order E at fixed large-N), we will show that the exponent values for
many properties calculated within our approach agree with those obtained from the
perturbative RG. As it does not seem to be available in the literature, we calculate
the 2Kf exponent at this small e, finite N fixed point. We show that the exponent
has an interesting non-analytic dependence on E for small c which leads in the gauge
model to an enhancement of the 2K singularities compared with a Fermi liquid in
this limit. In the nematic model we find a suppression of the 2K correlations as
expected on general physical grounds that we also discuss.
An important feature of the low energy physics is that the Fermi surface is pre-
served and is sharp even though the Landau quasiparticle is destroyed. Further at
low energies and for momenta close to the Fermi surface the fermionic spectrum is
scale invariant. This was already implied by the RPA results, and survives in our
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treatement. A similar picture was also argued67 to describe continuous phase transi-
tions where an entire Fermi surface disappears (such as a continuous Mott transition).
Following Ref. 67 we will refer to this as a critical Fermi surface. Some (though not
all) aspects of critical fermi surfaces associated with Mott-like transitions may be
expected to be shared with the Pomeranchuk transitions discussed in this paper. It is
therefore useful to consider these results in terms of a general scaling form expected
for fermions with a 'critical Fermi surface'. We write for the fermion Green's function
G(K C) W (9.8)
Here k1  is the deviation of the momentum from the Fermi surface. Note that the z
that enters this scaling equation is the 'fermionic' dynamical critical exponent. For
the problems studied in this paper the RPA gives z = " and a = 1. The latter2
is a result of the absence of any singular momentum dependence in the self energy
in RPA. Our results may be viewed as a calculation of a and z within a systematic
expansion. In the gauge model to o(1/N 2 ) these exponents do not change as far as
the leading singular structure is concerned. For the nematic critical point we find
that a = 1 - 77 with qf positive.
Following the general discussion in Ref. 67, we show that the difference from the
RPA result has direct and measurable consequences for the electron single particle
tunneling density of states N(E) (where E is measured from the chemical potential)
at the nematic quantum critical point. Within the RPA the tunneling density of
states is a constant at the Fermi level. However beyond RPA there is a power law
suppression of N(w):
N(w) - jwj z (9.9)
The exponent 7f is calculated in Section 9. Extrapolation of the leading order results
to Zb = 3, N = 2 gives the estimate qf ~ 0.3.
What about the fate of the large-N limit when Zb is not close to two? We suggest
that recent calculations of Ref. 101 should be interpreted as an instability towards
translational (and possibly other) symmetry breaking in this limit. In the nematic
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context this means that there is no direct second order quantum phase transition
associated with nematic ordering in two dimensions if N is sufficiently large. Instead
the transition is preempted by the appearance of density wave and possibly other
orders. So if for the physical case N = 2 there is a direct nematic transition, then
it is not usefully accessed by the large-N expansion. Our approach of combining the
large-N with a small Zb - 2 or a direct small Zb - 2 perturbative RG then become the
only available methods to theoretically access such a quantum critical point directly
in two dimensions. Similar phenomena also happen in the gauge field model - in the
large-N limit we propose that the uniform state is unstable to translation symmetry
breaking.
It is instructive to consider the behavior of the model in a two dimensional plane
spanned by zb and 1/N. We show our proposed 'phase diagram' in Figs. 9-1 and 9-2.
It is clear that the approach developed in this paper is ideally suited to describing the
gauge model or the nematic quantum critical point for N = 2 if it is not part of the
unstable region, i.e if Fig. 9-1 is realized. If on the other hand zb = 3, N = 2 belongs
to the unstable region as depicted in Fig. 9-2, we may still hope that the approach in
this paper is useful in describing the physics at temperatures above the onset of the
instability.
Zb
large N 2 = 3
3---- - XN =2
unstable?
small
2
0 ±N-1
2
Figure 9-1: Our suggested phase diagram. Above the indicated curve, the puta-
tive critical theory is likely preempted by some other broken-symmetry state. The
behavior proposed phase boundary at small N is one possible extrapolation.
The rest of the paper is organized as follows. In Section. 9, we begin with some pre-
liminaries and briefly discuss the patch construction for the Fermi surface that is used
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large N 3z= 23 - - -- X N =
unstable?
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Z 1-2~ zb-
2
Zb2 N
2
0 1 N-
2
Figure 9-2: An alternate possible phase diagram. Here the interesting point Zb =
3, N = 2 is in the unstable regime; in this case, it would be best accessed starting
from the correct mean field theory for the new broken-symmetry state.
in the rest of the paper. Some subtle but important aspects of the patch construction
are relegated to Appendix D.1. Then in Section 9 we warm up by studying the theory
of just one patch and ignoring any coupling with the other antipodal patch, and show
how our expansion provides a controlled answer in this simplified problem. We then
study the full two patch theory in Section 9 and determine the singular structure
of the boson and fermion propagators. In Section 9 we present a calculation of the
exponent characterizing 2Kf singularities within our approach. Next in Section 9.1
we explore the connections with the perturbative RG calculations of Ref. 80,81 and
extend their results to 2Kf singularities. In Section 9.2 we discuss simple physical
interpretations of the results of the calculations and their interpretations. Section 9.3
describes our suggestions on a possible phase diagram. We conclude in Section 9.4
with a general discussion on how our results fit in with various other related problems
and theoretical descriptions of non-fermi liquid metals. Various appendices contain
details of calculations.
Preliminaries
As mentioned above the low energy physics is correctly described by focusing atten-
tion on Fermi surface patches with parallel normals1,107,88,101. This is because the
interactions mediated by the boson field are predominantly small-angle scattering
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processes. Furthermore short range four fermion interactions that couple different
patches become unimportant at low energies 108 107 88 as can be checked a posteriori
after the two patch theory is solved. Thus the universal low energy physics of the
system is correctly captured by a theory that focuses on two opposite patches of the
Fermi surface. We focus henceforth on two opposite patches of Fermi surface; there
are a number of subtle and important points related to the patch construction that
we elaborate on in Appendix D.1. The patch construction also has a number of im-
mediate consequences for the behavior of many physical properties. These will be
discussed in Section 9.2.
Consider patches of the Fermi surface with normals along ±x. We will denote the
corresponding fermion fields fR/L where R denotes the right patch and L the left one.
It is useful to begin by considering the boson and fermion propagators in perturbation
theory keeping just the leading one loop diagrams (Figs. 9-3 and 9-4). The imaginary
frequency boson propagator D(k, w) becomes
D(kw) = 1 (9.10)(k7 Ao.l ± Jkzb-1
7 Ikyl e2
with' y = . Unless otherwise mentioned we will henceforth set e = 1. The fermion
propagator is determined by its self energy which at one-loop level takes the form
12
-i sgn()JwlI (9.11)
The constant A is given by
27r b 2
A = 47r sin -7 zb (9.12)
and thus vanishes linearly as Zb -+ 2. In terms of the scaling form in Eqn. 9.8 this
implies the fermionic dynamical critical exponent z = ! and a = 1 as promised.
2
'For the case of the nematic, we absorb the dependence on the angle between the nematic ordering
vector and the patch in question into the coupling e. This coupling e specifies an energy scale below
which our low energy theory is applicable. Since this energy scale vanishes at the 'cold spots', we
must restrict attention to a patch of the Fermi surface away from this direction.
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k+q
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q
Figure 9-3: I-loop boson self-energy.
q
k k -q k
Figure 9-4: I-loop fermion self-energy.
The arguments of Ref. 15 show that a minimal Euclidean action that enables
correct description of the low energy physics is given by
S = Sf + Sint + Sa (9.13)
Sf = d2xd-r Y3 (7o, - s - &,) faa (9.14)
Sint = Jd2xdr safsafsa (9.15)
Sa = J ky abl dk) 2  (9.16)
Here s = +1 for the patch R and -1 for the patch L. The parameter q is taken to be
small and positive. The field a represents just the x-component of the vector field ai.
Indeed it is just this component that couples strongly to the patches with normals
along ±x. Note in particular that the boson field couples with opposite sign to the
two antipodal patches. If on the other hand we were interested in the critical theory
for a Pomeranchuk transition (such as a transition to an electronic d-wave nematic
state in a two dimensional metal which microscopically has square lattice symmetry),
the minimal action will have a very similar form except that the boson will couple
with the same sign to antipodal patches. While this difference is unimportant for
some properties it plays a crucial role in others. For instance the structure of the 2Kf
singularities is completely altered between the gauge field and nematic models.
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One patch theory
We begin by focusing attention only on one patch, say the right one, and completely
ignoring the other one. Indeed Ref. 15 showed that the standard large-N expansion
leads to an apparently strongly coupled theory already in this simplified model. The
main point is that a high loop diagram may formally look like it is high order in
the 1/N expansion. However for many such diagrams the corresponding loop integral
diverges in the 77 -* 0 limit. This divergence may be regularized by using the one loop
self energy in the fermion propagator. As this is of order 1/N, the singular q depen-
dence is traded for an enhanced power of N in the numerator. Consequently the naive
1/N counting is modified and an infinite number of diagrams survive in each order of
1/N. A systematic way to keep track of the true power of 1/N is obtained by using a
"double-line" representation for the boson field that was previously used in the treat-
ment of the electron-phonon interaction in metals citeshankarRG,phonondoubleline.
It was shown that the 1/N expansion could be organized as a genus expansion with
all "planar" diagrams surviving to leading order. Ref. 15 further established that in
the large-N limit the boson propagator is unrenormalized beyond I-loop - in other
words all higher loop diagrams that survive in the large-N limit give vanishing con-
tributions. Each individual term contributing to the fermion self energy is (if one
calculates using the 1-loop fermion propagator) finite, and has the same functional
form as the I-loop self energy: formally (at Zb = 3),
1 anNn-1E = -i sgn(W)1LW 3 (9.17)
n
The nth term in the sum comes from diagrams that are formally of order 1/N" in
the large-N expansion. However for all planar diagrams there is a compensating
enhancement factor N-1 in the numerator so that each term is of order 1/N. The
worry is whether the sum over the infinite contributing diagrams leads to something
singular or not.
It is straightforward to see that these results carry over to general Zb. Indeed the
kinematics leading to the divergences in the small q limit depend only on the existence
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of the gapless Fermi surface and not on the detailed form of the boson propagator.
When the divergence is regularized with the one loop fermion self energy, every is
traded for a factor AN. Eqn. 9.17 is accordingly modified to
I _z2 b, (AN) n~1
E = sgn(W)IW z Nn (9.18)
n
Here the coefficients bn are all independent of N but in general depend on Zb. The
utility of the small Zb -2 limit where A Oc Zb -2 is now apparent. So long as zb -2 is of
order 1/N, the enhancement factor (AN)n- 1 in the numerator of each term above is
finite. If further the ba's are sufficiently non-singular when zb -+ 2 then in the large-N
limit only the n = 1 term survives. This is just the one loop answer which is thus
exact in this limit. This claim can be illustrated explicitly by calculating a particular
instance of a dangerous diagram which contributes to the series above at n = 2, such
as the one shown in Fig. D-1. We do this in Appendix D.2 and show that though
it is of order 1/N for general Zb, in the limit Zb - 2 oc 1/N it becomes higher order
in 1/N. In particular the corresponding coefficient b2 has a finite limit as Zb -+ 2
so that its contribution is of order 1/N 2 . This is in fact expected to be true for all
the bn which have limits when Zb -+ 2 such that to leading order high n terms in the
series give subdominant powers of N to the leading order result. Indeed the absence
of W log 2 w terms83,1 0,109 in the self energy exactly at zb = 2 implies that the self
energy for small A at fixed N has at most one inverse power of A. Furthermore in this
limit the self energy can be explicitly calculated using a perturbative RG technique
(see Section 9.1). The answer agrees exactly with the leading order term in the series
above. This means that the small Zb - 2 behavior of bn is such as to keep the high n
terms subdominant to the leading order one in the large-N limit.
The boson propagator is also given exactly by the one-loop answer. For arbitrary
zb this follows from the arguments of Ref. 15 due to the vanishing of higher order
planar diagrams. However in the small zb - 2 limit it also follows for the same reason
as above - the enhancement factors that render higher order diagrams to be of the
same nominal order in 1/N all become innocuous in the small Zb - 2 limit.
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We emphasize that even though we have used the formal device of small zb - 2
to control the large-N expansion the frequency dependence of the fermion self energy
2
E xC -isgn(W)W zb is exact to all orders in Zb - 2. The smallness of Zb - 2 merely
assures us that the proportionality constant has a sensible 1/N expansion.
Similar results also apply to the fermion-boson vertex which to leading order in
1/N is unrenormalized.
It is useful to understand the scaling structure of the low energy physics described
above. We have shown that in the one patch theory the large-N, small Zb - 2 limit,
the low energy physics is described by a fixed point invariant under the scaling trans-
formation
' = Wb (9.19)
= pb (9.20)
p = p'bu (9.21)
f(p', p',, w') = b f.(p., p", w) (9.22)
l+Zb
a'(p', p',, w') = 2 a(p., py, w). (9.23)
This is the same scaling structure that is obtained in a naive one loop approximation.
Though Ref. 15 has raised concerns over whether this scaling is internally consistent
in the large-N limit we see from the preceding analysis that it indeed is if the limit
of small Zb - 2 is also simultaneously taken.
The considerations of Ref. 107 can now be used to argue that this scaling structure
is exact to all orders in the 1/N expansion (so long as zb - 2 is small) within this one
patch theory. More specifically the boson propagator and fermion self energy will have
the same functional forms (Eqn. 9.10 and Eqn. 9.11) as the one loop answers. Thus
we expect that in the N, Zb plane there is a region of finite extent where the scaling
structure above is preserved. This conclusion is further bolstered by the perturbative
RG analysis for finite N, small Zb - 2 (see Section 9.1).
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Two patches
The considerations above are readily generalized to the two patch theory. Indeed as
before at each order of 1/N there are a number of diagrams that are divergent in
the small r7 limit. This is traded for an enhancement factor of AN raised to some
power when the one-loop self energy is used instead. For Zb - 2 of order 1/N these
enhancement factors become finite and a controlled 1/N expansion emerges. The
structure of the leading order contribution in 1/N to the fermion self energy, the boson
propagator, or the interaction vertex is then not modified from the one patch theory,
and thus retains its RPA form. In particular the scaling structure in Eqns. 9.19-9.23
is preserved. Below we examine higher order corrections in the 1/N expansion, and
show that new singularities appear at o(1/N 2 ). These could potentially modify the
scaling structure from that in Eqns. 9.19-9.23 above. However we show that in the
gauge field model these contribute only to subdominant corrections to the one loop
fermion Green's function. On the other hand for the nematic transition there is indeed
a modification of the fermion scaling 'dimension' at o(1/N 2). Our calculations rely on
the very recent impressive results of Metlitski and Sachdev101 who studied the boson
propagator and fermion self energy in a direct (albeit uncontrolled) perturbative loop
expansion upto three loop order. Here we will show that calculations along the lines
of those in Ref. 101 leads to controlled results for various physical quantities within
our modified 1/N expansion.
First consider the boson propagator. At Zb = 3 the analysis of Ref. 101 established
that to three loop order there is no shift of the true dynamical critical exponent.
This was done by showing that the boson propagator at zero external frequency stays
proportional to q2 up to three loops. However the three loop contribution is of order
VWY bigger than the one loop contribution thereby casting doubts on the existence
of a sensible large-N limit. We will suggest an interpretation of this result in Section
9.3. But for now we discuss the results of an identical analysis in our limit of small
Zb - 2 - o(1/N). First we note that the leading order term in the inverse gauge
propagator is of order 1 with our conventions. Next higher loop diagrams clearly give
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subdominant powers of 1/N as there are no enhancement factors in the limit of small
zb - 2. At zero external frequency the leading 1/N correction comes from the two
diagrams shown in Fig. 9-5.
These same diagrams were calculated in Ref. 101 at zb = 3. Repeating for general
Zb, we find the 1/N correction
f1 (AN)i jqv z4-1 (9.24)
N
with the - sign for the nematic critical point and the + sign for the gauge model.
The function fi is evaluated in Appendix D.3 , and is readily seen to have a finite
limit when zb -+ 2. For large AN, we have fi(AN) - (AN)2 in agreement with the
result of Ref. 101 when Zb = 3. We see explicitly that when zb - 2 is o(1/N) these
three loop contributions are down by a factor 1/N compared to the one loop term.
Thus the large-N expansion is indeed well defined in this limit.
Figure 9-5: Three-loop boson self-energy diagrams.
Figure 9-6: Two-loop fermion self-energy diagrams merely renormalize the coefficient
of Iw12 /zb.
Next we consider the fermion propagator. The one-loop self energy is inversely
proportional to AN and hence is of order 1. It is easy to see by explicit calculation
that the two loop diagram shown in Fig. 9-6 is momentum independent, and merely
provides an o(1/N 2) modification of the coefficient of the frequency dependent part
of the self energy. The most important effect at this order comes from the two graphs
shown in Fig. 9-7. At zero external frequency these graphs lead to singular momentum
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k k-fq k+i k k Ic-q k-1 k
Figure 9-7: Three-loop Fermion self-energy diagrams involving fermions on both
patches. Fermions on the right patch are denoted by solid lines, fermions on the
left patch by dashed lines.
dependence1 0 1 . Details are given in Appendix D.3. We find (for the right moving
fermion)
JE(' = 0) = iZ J(AN)(p. + p') In A (9.25)
3N2 p + p2
where the function J(AN) is defined in Appendix D.3 and is positive definite. The
+ sign applies to the nematic critical point and the - sign to the gauge model. In
a renormalization group framework this can be interpreted as the leading terms of a
singular contribution to the self energy of the form
(Px + p2)1T T J(AN) (9.26)
A similar contribution exists in the frequency dependent part as well, consistent with
the dynamical scaling. In the gauge field case the plus sign applies, and this singular
correction is subdominant to the terms that already exist at leading order. Indeed
we expect that any perturbation of the fixed point by irrelevant perturbations will
generate an analytic contribution to the momentum dependence of the self energy
that will then dominate over the singular corrections found at o(1/N 2 ). Though
the leading order frequency dependence is not analytic we expect that if we use
the large-N fermion propagators to calculate the effects of an irrelevant operator in
perturbation theory we will simply again generate a Iwb term. This will dominate
over the singular order 1/N 2 correction. Thus we conclude that in the gauge model
the leading singularities are correctly given by the RPA forms at least to order 1/N 2 .
We note that our interpretation is different from that in Ref. 101.
In the nematic case the minus sign applies in the exponent of Eqn. 9.26. This is
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more singular than the 'bare' momentum dependence of the inverse Green's function,
and consequently will dominate the low energy physics near the Fermi surface. This
singular correction can be interpreted as a shift of the scaling of the fermion fields
from that in Eqns. 9.19-9.23. Thus to order 1/N 2 we have
-b+5-r7ff= b- (4 fp(p, py, w) (9.27)
where
= 2J(AN) (9.28)
All the other scaling equations remain unmodified. This implies that the fermion
Green's function satisfies the scaling form with a = 1 - qf.
What is the physical origin of the signs and the differences between the gauge and
nematic models? We explain this in Section 9.2. To set the stage we first calculate
singularities in some other quantities within the general two patch theory.
2Kf and other singularities
In the previous chapter, we already calculated the 2KF singularity for the gauge-
field model, where the key feature was the competition between the quasiparticle
smearing and amperean attraction between particles at KF and holes at -KF. At
a quantum critical point associated with a Pomeranchuk transition, the is instead a
repulsion between particles at KF and holes at -KF, and thus both mechanisms tend
to suppress the 2KF singularity, which is therefore weaker than in a Fermi liquid.
The structure of the singularities in the Cooper channel will also be modified from
that of the Fermi liquid. But here the Amperean interaction is repulsive in the gauge
field case and thus the Cooper singularities will be weaker than in the Fermi liquid. On
the other hand at the nematic quantum critical point the boson mediated interaction
is attractive in the Cooper channel. Consequently there will be an enhancement of the
pairing vertex due to boson exchange. This leads to an enhancement of the Cooper
singularities compared with the Fermi liquid. A complete discussion of this effect is
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more complicated than the 2Kf singularities, owing to the fact that pairs of particles
can remain on the Fermi-surface after scattering an arbitrary number of times in the
Cooper channels. By scattering in this channel, particles can thus reach any point on
the Fermi surface without incurring any energy penalty. This causes the two-patch
approximation to break down and necessitates an alternative approach11 0
9.1 Perturbative fixed point for finite N, small c
and 2Kf singularities
A different controlled limit was previously discussed in Ref. 80,81. This is obtained by
considering finite N, and small E where there is a perturbatively accessible renormal-
ization group fermi-liquid fixed point. In this section we study the 2Kf singularities
at this fixed point. It will be useful for our purposes to define a RG scheme that is
slightly different from Ref. 80,81. So let us first reproduce their main result. Consider
the two patch action
S = S + Sint + Sa (9.29)
Sf = d2xd-T f a ((9r - iSax - a2) fa (9.30)
Sin = ddr asafsa (9.31)
Sa = J kyI l +k ... (9.32)
Compared with the 'minimal' action of Section 9 above, we have set I = 1 and
have reinstated the boson coupling e. The ellipses in the last equation refer to other
operators irrelevant at the RG fixed point to be described below (for instance an W2
term in the quadratic gauge action). When e = 0, the fermions and boson field are
described by two decoupled Gaussian theories. This is at a fixed point under the
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scaling
I
Ir'= Tb
b
f'(x', y', r') = bf (x, y, -r)
a'(X', y',') = b 4 a(x, y, )
(9.33)
(9.34)
(9.35)
(9.36)
(9.37)
Now turn on a small e = 0. By power counting we find
e = eb 4
In differential form (if we let b = 1 + dl) we get
de2  f 2
= -e2
dl 2
(9.38)
(9.39)
Thus e2 is relevant for c > 0 and irrelevant for c < 0. To determine the fate of the
theory for E > 0 let us study the one loop beta function for e2. We will define the RG
by integrating out modes with A > 1qyj > A. To order e2 , the fermion self energy is
given by the integral
(9.40)
where D is the gauge propagator in the bare action. After doing the q, integral the
remaining w' integral only gets contributions from small w' so we can replace the
gauge propagator by its low frequency form T--T. For small external frequancy wqege
we get
2 W
27r 2N
A dq
7b q-
(9.41)
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Ee dqyD(qy, w')9(p - q7, w - w')47r3N q.,
Anticipating that there is a new fixed point when e 2 /N ~ o(E), we replace the inte-
grand by its value at Zb = 2 to get
ie2E = - In b (9.42)
4ir2N
Thus the inverse fermion propagator takes the form
1+ 4 In b P - 2 (9.43)
The correction to the fermion-boson vertex (see Fig. 9-8) at order e 2 vanishes as
Figure 9-8: One loop correction to the fermion-boson vertex.
the q, integral has poles only on one side of the complex plane. Finally the change
to the boson propagator is also zero if only modes with high 1q.I are integrated out.
Thus the only change is in w dependence of the fermion propagator. This may be
incorporated into a modified scaling
= w 1+ e2 In b) (9.44)
=2
= b+4= (9.45)
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This implies
I' = 2 (9.46)
b'+ 4;2N
X' = (9.47)b
Y =- (9.48)
A+ e2f'(x', y', T') = b , N f(X, Y, T (9.49)
a'(x', y', '1) = b 4-8 a(x, y, -) (9.50)
The modification to the flow of the coupling e is now readily obtained to be
zb2 e2
e= eb 4 - aN (9.51)
In differential form this implies the flow equation
de2 = e2  e__4_(9.52)
dl 2 47r 2N
Thus we indeed find a fixed point when
e2 = 27r 2 Ne (9.53)
Right at the fixed point the scaling equations above are identical (to within order e)
to those found earlier in Section 9 and indeed to that expected based on RPA. The
differences from RPA discussed in earlier sections in the fermion propagator come
from three loop calculations, and hence are not expected to show up till order E3.
The singularities of many physical quantities can be usefully calculated within this
E expansion and provides an alternate controlled limit to the one we have discussed. As
an illustration let us calculate the boson propagator and the fermion self energy. Let
the bare value of the electric charge at the cut-off scale be eo. The boson propagator
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is given by the usual one loop diagram and takes the form
D(q,,w) = 1 (9.54)
4 0 Iq I q 1+E
The Landau damping term does not acquire any corrections from this perturbative
answer at least upto the order to which the RG has been performed. To obtain the
frequency dependence of the fermion propagator we examine the flow of the coefficient
of the iw term calculated above. Let us denote this coefficient 77(l) at an RG scale 1.
The calculation above gives the flow equation
d 4 77e 2 (9.55)dl 4w72N
Combining with the equation for e2 we obtain
d(qe2 ) E 2 (9.56)
dl 2
Thus we find
(l)e 2(l) e~eT (9.57)
where we set q(l = 0) = 1, and e2 is the bare coupling at the cut-off scale. The
frequency dependence of the fermion self energy is then obtained by setting 1 = In A 2
In the limit w -+ 0, we may set e2 (l) e2 so that
e2 A2 2
= 2w2 Nc (9.58)
Then at order c the self energy becomes
e2 
2
'(W) = -i27r2N jw sgn(w) (9.59)
Here we have ignored a term AE in the numerator to this order in 6.
To compare with the results of previous sections we need to set the bare coupling
2eo = 1. Note in particular that the prefactor to the frequency dependence is exactly
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1 consistent with the earlier analysis. On the other hand to calculate the scaling
dimensions of any operator directly within this epsilon expansion we need to sit right
at the fixed point and perturb the theory with that operator. The fixed point theory
corresponds to setting the bare coupling eo = e.. Thus the boson propagator and
fermion self energy right at the fixed point take the forms
1
D,(qv, w) = e 1 1  1+e (9.60)
E )= -iwj-isgn(w) (9.61)
As it does not seem to be available in the literature, let us now calculate the
scaling exponent for the 2Kf singularity at this o(c) fixed point. As before we add
the term in Eqn. 8.18 to the action. By power counting we again find
U' = ub (9.62)
This is modified at leading order of e by the same vertex correction diagram as before.
Evaluating the integral as before we find
u = I A dq] dwD,(qy, w) 2W) (9.63)4-7r2N 2 4
Here we have written E,,(w) = -iN,(w). Naively as the vertex correction is already
order e2 ~ E we should replace the integrand by its value at E = 0, i.e by the fermion
and boson propagators at the Gaussian fixed point. However at the Gaussian fixed
point t = w and the frequency integral is logarithmically divergent at large W. This
signals that the leading order E correction to #u is not analytic in E. To extract it
we keep the correct boson propagator and fermion self energy at the o(c) fixed point
calculated in Eqns. 9.60- 9.61.
Inserting these into the integral for the vertex correction, we see that the high-w
divergence of the w integral is cutoff by the presence of the Landau damping term in
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the boson propagator. The integral is readily evaluated for small E, and we find
UE 2
u = -In ln b. (9.64)2 7rEN)
Thus we get the modified scaling equation
= ub1+i E.(1 (9.65)
so that
U= 1 +- In ( 2 (9.66)2 7rEN
Inserting into Eqns. 8.22 and 8.24 we see that the 2Kf singularity is enhanced com-
pared to the Fermi liquid at this fixed point. Note that this answer for qu agrees
exactly with the result of Section 9 when the limit of cN -+ 0 is taken.
9.2 Physical picture
In this section we discuss some qualitative aspects of the physical picture of the low
energy physics, and show how we may understand the results of some of the detailed
calculations presented in previous sections. First we notice that at low energies the
Fermi surface is sharp even though the Landau quasiparticle has been destroyed.
This is qualitatively the same as in the RPA but at least in the nematic case the
detailed singular structure is modified. Despite this, as argued in many previous
papers83, 105 ,106, 107 this is a compressible state. This follows immediately from the
general argument in Appendix D.1 that the compressibility does not receive any
singular contributions from the low energy scale invariant fluctuations. Hence this
non-fermi liquid state has a finite and non-zero compressibility.
Actually the patch construction implies an even stronger result. Consider the
susceptibility to a deformation of the Fermi surface in any angular momentum channel
(i.e the response to an external field that couples to the corresponding shape distortion
of the Fermi surface). The universal singularities in this quantity are obtained by
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examining this coupling within the patch construction. But the patch theory does
not know anything about the angular dependence of the probe field. So within each
patch this external field couples in the same way as an external chemical potential.
Consequently (just as for the compressibility) there is no singular contribution to the
susceptibility in any angular momentum channel which all stay finite and non-zero.
For the nematic critical point the only exception is the order parameter channel itself
(1 = 2 for the d-wave nematic). In that case this argument implies that the critical
behavior of the order parameter susceptibility is correctly given by the mean field
Hertz answer and receives no singular corrections from the fermions. These arguments
provide a simple explanation of some recent results for the nematic critical point
obtained through detailed calculations9". Consider the approach to the quantum
critical point from the symmetric side where there is no nematic order. At low
energies the corresponding metal is described by Fermi liquid theory characterized
by Landau quasiparticles with an effective mass m* and various Landau parameters.
On approaching the quantum critical point standard scaling arguments show that the
effective mass diverges with an exponent (for Zb = 3) as
M* 1 - (9.67)
In the Fermi liquid phase the compressibility is expressed in terms of m* and the
Landau parameter F. as
K oc (9.68)
1 + PFs
The constancy of . as the critical point is approached implies that the Landau pa-
rameter FO diverges in exactly the same way as the effective mass. Applying this
reasoning to other angular momentum channels we see that the Landau parameters
in all angular momentum channels (except the order parameter one itself) must di-
verge in the same way as m* so as to give a constant susceptibility at the critical
point. This is exactly the conclusion of Ref. 96.
In either the gauge model or the nematic critical point the patch construction
implies that the only singular modification from RPA in the charge density response
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Figure 9-9: After any scattering event in the Cooper channel, two fermions remain
perfectly nested.
happens at the 2K 1 wavevectors. As explained in detail in Section 9 apart from the
2K 1 particle-hole correlations the main modifications from the Fermi liquid in the two
particle response are in the structure of the pairing correlations. Whether the 2K
and pairing correlations are enhanced or not compared to the Fermi liquid is largely
determined by the Amperean rules. In the gauge field case the pair correlations
are suppressed and the 2Kf potentially enhanced while the opposite is true for the
nematic critical point.
Consider now the 1/N 2 calculation of the fermion self energy described in Section
9. The singular contribution to the self energy comes the two diagrams shown in
Fig. 9-7. We note that both diagrams may be expressed in terms of appropriate two-
particle scattering amplitudes. Fig. 9-11 is a scattering amplitude in the (particle-
particle) Cooper channel while Fig. 9-12 is a scattering amplitude in the particle-hole
2K1 channel. Based on the physical picture dictated by the Amperean rules, we
expect that in the nematic case the Cooper channel diagram by itself leads to a self
energy that is more singular than the 'bare' terms in the action while the 2K 1 diagram
by itself leads to a singularity that is less singular than the bare term. The situation
is clearly reversed in the gauge field model. This physical picture thus enables us to
understand the signs of the contributions of the two diagrams in the calculation.
Whether the net effect is to produce a singular correction to the self energy that
dominates over the bare one at low momenta and frequencies is determined by the
competition between the Cooper and 2K 1 contributions, i.e by the relative magni-
tude of the contribution of the two diagrams. We now argue that the Cooper channel
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electron band -
hole band
Figure 9-10: After a scattering event in the 2K 1 channel, two fermions are no longer
perfectly nested.
p p+L p+q p
k k-I k-q k
Figure 9-11: The cooper-channel scattering amplitude.
p p+q p+l p
k k+q k+l k
Figure 9-12: The particle-hole channel scattering amplitude.
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always dominates (i.e gives the bigger contribution) consistent with the results of
the actual calculation. To see this consider both two particle scattering amplitudes
when the external lines are right at the Fermi surface, and initially satisfy the 'nest-
ing' condition. In the Cooper channel this means that the total momentum of the
two incoming particles is zero. In the 2Kf channel this means that the incoming
particle-hole pair has momentum exactly 2Kf,. In the 2Kf channel exchange of a
boson with momentum qy leads to a new particle-hole pair state which no longer
satisfies the nesting condition (see Fig. 9-10). Thus after one such scattering event
the particle-hole pair is less sensitive to the Amperean attraction/repulsion mediated
by subsequent boson exchange. In contrast in the Cooper channel, exchange of a
boson with momentum q. preserves the nesting condition for the resulting particle-
particle pair (see Fig. 9-9). Thus they are able to continue to reap the benefits of
the Amperean interaction in subsequent scattering events. This explains why the
Cooper channel always dominates over the 2K 1 channel. This difference between the
kinematics of the Cooper and 2K scattering channels is clearly present only if the
Fermi surface is curved. Thus we expect that in the artificial limit where we ignore
the curvature term in the fermion Greens function the two diagrams will have the
same magnitude and hence will cancel. Examining the relevant integrals shows that
this is exactly what happens.
Let us now discuss one important physical consequence of these results. At the
nematic critical point, the singular structure of the fermion Greens function is mod-
ified from RPA at order 1/N 2 . Specifically the fermion Greens function satisfies the
scaling form of Eqn. 9.8 with the fermionic dynamical exponent z = k and the expo-2
nent a = 1 - 77f with 77 given in Eqn. 9.28. Note that 77f is positive. This represents
a modification of RPA which has r/ = 0. As pointed out in Ref. 67, this shows up
very directly in the tunneling density of states N(w) defined through
d2 (N(w) = (2 7r) 2 A(K 7 w) (9.69)
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where the single particle spectra function A(K, w) is defined in the usual manner:
1
A(K, w) = -- ImG(K, iw -+ w + i0+) (9.70)
Here K is the full momentum (not linearized near the Fermi surface). Apart from
being a potentially direct measure of the deviation from RPA, study of N(w) also
provides insight into the sign of qf and some rationalization for why it is non-zero in
the first place. Singular contributions to N(w) come from momenta in the vicinity of
the Fermi surface. The two dimensional momentum integral may then be separated
into an angular integral over the Fermi surface and a radial integral over just the com-
ponent of the momentum normal to the Fermi surface. The former just contributes
an overall constant prefactor. The latter may be directly evaluated to obtain the
result advertised in the introduction
2LN(w) ~ wl (9.71)
Thus at the nematic critical point there is a power law suppression of the local single
particle density of states. This suppression is of course rather natural if we remember
that superconducting fluctuations are enhanced at the nematic critical point. Thus
the sign of ?f may be qualitatively understood. Further the enhanced superconducting
fluctuations make it plausible that there be some effect on the density of states unlike
what happens in the RPA.
9.3 Towards a phase diagram
We now turn to the question of what happens for general Zb, N. The preceding
sections show that so long as zb - 2 is small, the theory can be controlled for any N.
What happens if zb - 2 is not small? As discussed in the introduction for zb = 3 the
possibility of using large-N as a control parameter has been studied in detail recently
and several difficulties have been pointed out. Here we suggest an interpretation of
these difficulties. Consider first the nematic critical point. The action for the order
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parameter fluctuations within the two patch theory was calculated to three loop order
in Ref. 101. For fluctuations at zero frequency they found
N (1 - cv/) Ik, 21a(k, w = 0)12  (9.72)
The second term comes from the three loop polarizability of the fermions. The ap-
pearance of the extra factor of vWN in the loop calculation raises concerns over the
existence of a sensible large-N limit. It is currently not known what the structure
of higher loop terms are - for instance whether same or even higher powers of N are
generated by higher loop contributions. If we take the three loop answer at face value
then as c > 0, for large enough N, the coefficient of k2 becomes negative. This signals
an instability towards ordering at non-zero momentum. In particular this means that
the original assumption of a direct second order nematic transition is not correct, and
the nematic transition will be preempted by the appearance of density wave order.
Can this conclusion be changed by higher loop diagrams? One possibility is that
higher loop diagrams change the sign of the coefficient c. But then a different in-
stability will likely set in. For instance consider diagrams with the same structure
as those in Fig. 9-5 but with arbitrary number of boson lines connecting the right
and left moving fermions. Whatever the sign of the sum of diagrams of this sort, so
long as it has a higher power of N than the one-loop one, there will be an instability.
If the sign is negative (as in the three loop calculation), then there is an instability
where the boson likes to order at non-zero wave vector. If the sign is positive then
we consider the response to an external probe field that couples with opposite sign to
the two patches. A concrete example at the nematic critical point is just an external
electromagnetic gauge field, i.e we consider the 'diamagnetic' response to a static
external magnetic field. This changes the sign of the external vertices in diagrams
like Fig. 9-5 without changing the sign of the internal vertices. The 'diamagnetic' re-
sponse to a static magnetic field then has the opposite sign from that of an ordinary
metal. This signals an instability toward spontaneous flux formation, i.e the system
will likely develop a state associated with spontaneous circulating currents.
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The only remaining possibility is that higher loop diagrams exactly cancel the
offending V/i term found in the three loop calculation. While we cannot rule this
out we can provide a suggestive argument against this possibility by examining the
limit of small zb - 2. In this limit, the static boson polarizability may formally be
written as a series
I(ky, w = 0) = kyIZb-1l + (N; n Zb (9.73)
The leading n = 1 term was calculated in Appendix D.3. Let us assume that the
functions fn(x; zb) all have finite limits when Zb -+ 2:
lim fn(x, Zb) = Fn(x) (9.74)
Zb-+2
This is explicitly seen to be true for n = 1, and we assume it holds for arbitrary n.
Then successive terms in the series above are down by powers of 1/N for finite non-
zero AN. So for large-N there is no instability. The instability potentially happens
when AN becomes large enough that the n = 1 term is comparable to 1, i.e when
2
AN ~ Nz. If any higher order term, say the nth one, is to have the same power of
N in the large AN limit (while still keeping e small), then Fn(x) - xn+z for large
x. But then its coefficient has a high power of A ~ E. Therefore any cancelation of
the dangerous three loop term by higher loop diagrams cannot in general happen for
arbitrary Zb. This makes it rather likely that there is an instability for arbitrary Zb
not too small.
For Zb approaching 2 comparison of the three loop term with the leading one loop
term suggests that the instability happens when eC ~ y. This leads to a 'phase
boundary' between the unstable and stable regions that comes in with infinite slope
in the E, _ plane. Thus we propose the phase diagram shown in Fig. 9-1 or Fig. 9-2.
Through out the unstable region there is no direct nematic transition, and it is always
preempted by instability toward a different broken symmetry. It is not clear whether
the unstable region encompasses the all important point N = 2, Zb = 3, i.e whether
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Fig. 9-1 or Fig. 9-2 is realized. If however this point belongs to the stable region, i.e
Fig. 9-1 applies and there is a direct second order nematic transition, then we have
no choice but to access it from the small c region (either by combining with large-N,
or by the perturbative RG for small N). If Fig. 9-2 is realized on the other hand
we may still hope that our expansion captures the physics at temperatures above the
instability.
Similar considerations also apply to the gauge field model. There at Zb = 3, the
gauge polarizability acquires only a positive o(VN-) correction at three loop level.
However at the same order if we consider the response to an external probe that cou-
ples with the same sign to both right and left movers (for instance a potential that
couples to the fermion density) then the sign of the three loop response is reversed.
This once again will overwhelm the bare and one loop terms in the density response.
If the three loop calculation were the full story this once again signals an instability
towards a state which spontaneously orders at non-zero momentum and hence breaks
translation symmetry. More generaly when higher loop terms are included the sit-
uation is similar to the discussion above for the nematic model. Consequently we
propose that the gauge field model is also unstable toward a state with some broken
symmetry at sufficiently large-N when Zb is sufficiently different from 2. Thus once
again this proposal implies that if the gauge model at N = 2, Zb = 3 is stable then we
have no choice but to access it as we have done from the small c region.
9.4 Discussion
In this concluding section we consider the implications of our results for some specific
systems, and for the general theory of non-fermi liquid metals.
An important and topical realization of the gauge model is to the theory of gap-
less quantum spin liquids where a gapless Fermi surface of charge neutral spin-1/2
fermionic spinons is coupled to a gapless fluctuating U(1) gauge field. Note that in
this example the spin liquid is a non-fermi liquid metal for spin transport but is an
insulator for electrical transport. Such a state has been proposed8 2 ," to describe
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the intermediate temperature scale physics of the layered organic Mott insulators
K - (ET)2 Cu 2 (CN) 3 and EtMe3Sb[Pd(dmit)2] 2. Our controlled calculations merely
confirm the correctness of several key results from RPA that are directly relevant to
experiments - for instance the scaling structure of the low energy theory implies that
the specific heat follows the familiar RPA result C, ~ T3 at low temperature T. The
more important contribution of the present paper to the theory of such a spin liquid
is the controlled calculation of the structure of the 2Kf spin correlations. Detect-
ing these in experiments would be an interesting way to 'measure' the spinon Fermi
surface (see Ref. 111 for a proposal). Our results also set the stage for an analysis
of phase transitions from the spinon Fermi surface state to various proximate phases
with spinon pairing or other 'order' that may be relevant to describing the very low
temperature physics of the organics.
The model of a fermi surface coupled to a gauge field also describes algebraic
charge liquid metals84,86 ,87 and the related d-wave Bose metals88. An essential dif-
ference with the particular gauge model studied in this paper is that there are two
species of fermions that couple with opposite gauge charges to the same fluctuating
U(1) gauge field. The Amperean rules are therefore different and this will lead to
some differences in the results. These can be straightforwardly handled within our
expansion. Similarly our methods are readily generalized to provide controlled expan-
sions for various Pomeranchuk transitions other than the nematic example considered
in detail in this paper.
It is interesting to contrast the quantum critical metal at these Pomeranchuk
transitions with other examples of non-fermi liquid metals. One other set of examples
is provided by Mott-like quantum phase transitions where an entire Fermi surface
disappears continuously. Apart from continuous Mott metal-insulator transitions,
these are thought to describe non-fermi liquid physics in heavy fermion metals near
the onset of magnetic long range order. Ref. 67 argued that such Mott-like transitions
will be characterized b the presence of a sharp critical Fermi surface but without a
sharp Landau quasiparticle. A critical fermi surface is also a feature of a Pomeranchuk
transition if it is second order. However we might expect that the destruction of the
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Landau quasiparticle is more severe at the Mott-like transitions. Indeed the explicit
calculation in Ref. 66 for a continuous Mott transition found the exponent value
a = -_ (where 7 is the anomalous exponent of the boson field at the 3D XY fixed
point, and is known to be small and positive). This corresponds to a large fermion
anomalous dimension qf = 1 - a = 1 + q. In contrast at the nematic critical point,
the fermion anomalous dimension is small. Within RPA it is simply 0 while the three
loop calculation of Ref. 101 as well as the controlled estimate presented in this paper
give non-zero but small values. The largeness of qf is a partial measure of the extent
to which the quasiparticle is smeared (as is exemplified by the suppression of the
tunneling density of states).
In summary in this paper we have developed a controlled and systematic approach
to calculating the universal properties of a non-fermi liquid metal that arises when a
gapless Fermi surface is coupled to a fluctuating gapless boson field. We illustrated
our approach by studying spinon fermi surface spin liquids, and quantum critical
metals near an electronic nematic transition in some detail. Our approach readily
lends itself to the study of various closely related problems. We leave the exploration
of these to the future.
163
164
Chapter 10
How can a spinon Fermi-surface be
measured?
What are experimental signatures of such a ghost FS? The possibility of unusual
quantum oscillations at low-T has been discussed" 2 , but it is likely that the spinon
FS undergoes an instability at low-T, possibly related to spinon pairing
Another idea is to look for an oscillatory spinon mediated RKKY coupling between
two ferromagnets separated by a spin liquid material"'. However unlike the standard
giant magnetoresistance effect the coupling cannot be measured via the electrical
resistance. This proposal also requires controlling the thickness of the SL layer to
atomic precision. An alternative, potentially simpler route to detecting the spinon
FS is given by the strong 2KF oscillations in the spin-singlet channel. In the preceding
chapter we demonstrated that the spinon density (like the spin density) exhibits 2KF
oscillations that may even be stronger than in a Fermi-liquid. In a weak Mott insulator
(as in the case of the organics) short wavelength fluctuations of the spinon density
couple to the physical charge density and thus induce charge Friedel oscillations in a
Mott insulator with a spinon Fermi-surface.
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10.1 Charge Friedel oscillations in a Mott insula-
tor
The spinon number nf,, is a spin singlet operator that transforms under lattice and
time reversal symmetries in the same way as the electrical charge n, = C,, thus
we might expect a linear coupling between nf,r and n,. For long wavelength external
perturbations that couple to the charge density, the boson system is gapped and
the response is that of an incompressible insulator. However for short wavelength
perturbations the boson density has a non-zero response which, in turn, induces a
response of the spinon density. At a 2KF wavevector of the spinon FS, there are
long range oscillations of the fermion density that couple back to the physical charge
density which will therefore show Friedel oscillations.
An approximate self-consistent calculation of the magnitude of this effect may be
done within the slave particle mean-field theory. An external potential with Fourier
components V(p) induces some change JA in the mean field parameter A. In general
the hopping parameters tb, tf will also change, for a rough estimate we ignore these
below. The resulting change in the boson and fermion densities in linear response
theory is
6(n)(p) = xb(p)(V(p)+A(p)) (10.1)
6(nf)(p) = -Xf(p)SA(p) (10.2)
Here Xb,f are the density response function of the boson and fermion respectively. The
condition 6(n)(p) = 6 (nf)(p) determines 6A. The charge density response function
defined through 6(n)(p) = X(p)V(p) is then
X XbXf (10.3)
Xb + Xf
This is the well-known Ioffe-Larkin composition rule which we now use to evaluate
the 2KF response.
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Near a 2KF wavevector we write the fermion response Xf( 2 KF + q) = X ,2K+ ±
XI,2KF (q) where X 2KF is the smooth background response at 2KF and X8,2KF (q) is
the singular part. Denoting the (non-singular) boson response Xb( 2 KF ± q) = X0,2KF
we see that the singular part X2KF of the 2KF electrical density response is reduced
from that of the spinon density X',2KF by a factor
( -2
R = 1+ 2K (10.4)
Xb,2KF
As t/U is varied across the Mott transition, both X2,2KF and X0,2K will be es-
sentially unchanged so that the factor R, and hence the magnitude of the charge
Friedel oscillations, is more or less the same on either side of the transition. R may
be estimated within the slave rotor mean field theory combined with a large-N ap-
proximation to the quantum rotor model that describes the bosons. Near the Mott
transition we generalize the 0(2) model describing the bosons to a model of N com-
plex bosons b = (bi, . . . , bN) which we solve by expanding in powers of 1/N and
extrapolating to N = 1. The mean-field boson action is
LbZ= Y- ( + Alg +p 'br 2  (10.5)2U -J
r) 2
- E tb (b* - bri + c.c.) + i Ar (Ibr 2 N), (10.6)
where g' are the 2N 2 + O(N) generators of 0(2N) and A is a Lagrange multiplier
field, that is integrated over in the path integral. The external gauge field A' should
not be confused with the emergent gauge field ao in Eq. (9.5). For large N we can
replace ( = iA by its saddle-point value, which for g < g, is given by
1=Jd 1 + A, (10.7)
kEBZ tbk + w2 _U
where = 6 - Ej eik, with a-i all vectors connecting a lattice site to its nearest
neighbors. At half filling on the triangular lattice tb ~ 0.33t and by setting A = 0 we
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find g, ~ 0.39.
The boson-susceptibility Xb = E Xi = x + where the diamagnetic and
paramagnetic contributions are given by
para - 2N 2  [ w2  1
xE BZ - + w2 + w2
dia 2N 2 - X (0). (10.8)Xb b
The fermion susceptibility is given by the usual expression
Xf(q) = Ns&D E 1 1, (10.9)
EBZ W + tj - -iw +tf E+T -
with N. the number of spin species. The momentum sums need to be evaluated
numerically, they are almost equal for spinons and rotors. The ratio Xb ( )/X( -) is
dominated by the prefactor, in particular the reduced bandwidth of the spinons
x~(Z) Nf t 20 (10.10)
Xb(qO) N 2 tf(
which gives
R() = I + ~)2  0.002. (10.11)
Though the magnitude of the charge Friedel oscillations is very small it is interest-
ing conceptually that it is non-zero. Deep in the Mott insulator R decreases further
and vanishes in the extreme limit where Xb(q) = 0 for all q.
Actually, as discussed above, the detailed nature of the 2KF singularity for the
spinons is modified and even potentially enhanced"7 in the Mott insulator as compared
to the Fermi liquid due to the gapless U(1) gauge field. Thus we reach the remarkable
conclusion that there are charge Friedel oscillations in the insulator. In fact, they may
even be more slowly decaying than in the metal.
The presence of the 2KF singularities in the charge density response relies on
the 2KF singularities in the spinon density response. We now argue that this latter
singularity directly affects the phonon and STM spectra which could be more useful
168
Figure 10-1: Screening in a Fermi Liquid. In a regular metal, charge (represented
by white half-spheres) and spin (black half-spheres with arrows) of the electrons are
confined, and the electrons move to screen any displaced positively charge ions (big
spheres).
to detect the spinon FS.
10.2 Kohn anomaly
In the SL, the charge of the electron gets pinned to the ions that make up the un-
derlying lattice, while the spin continues to be mobile and forms a FS. Thus the
oscillating entity in a phonon mode is the electrically neutral ion-boson composite
(see Figs. 10-1,10-2). While electrically neutral, this object carries gauge charge
of the boson b, and hence there will be long range interactions between different
ion-boson composites. To properly describe the phonon spectrum we must take into
account the screening of the gauge interaction by the spinon fluid. Specifically there
will be an emergent 'Coulomb' interaction between the ion-boson composites that will
be screened by the mobile spinons. As in the usual discussions of the Kohn anomaly
the ability of the spinon fluid to screen the gauge interaction is sharply changed as
the phonon wavevector passes through any 2KF wavevector. Consequently the Kohn
anomaly survives deep in the Mott insulator so long as the system retains a spinon
FS. It is not weakened by the suppression of electric charge fluctuations, and remains
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Figure 10-2: Screening in a Spin Liquid. In the spin liquid Mott insulator, the
charge of the electron is bound to the ions while the spins stay mobile. The elec-
trically neutral ion-chargon composite carry internal gauge charge however and their
displacement is screened by the (oppositely) gauge-charged spinon fluid.
similar to a weakly interacting metal.
Alternatively, strong Mott insulators are well described by simple spin-only models
with dominant nearest neighbor exchange. Here the 2KF singularities in the spinon
density should be interpreted as slow power correlations of incommensurate valence
bond solid order. Such correlations have been found in a spin-1/2 system on triangular
two-leg 116 and four-leg 117 ladders that realize quasi-1-d versions of the spinon FS
state. The above argument shows that phonons couple to these incommensurate
valence bond fluctuations, and consequently there is a Kohn anomaly in the phonon
spectrum.
10.3 Signatures of a spinon FS in STM
In metals, Friedel-like oscillations have been imaged through STM. The most common
strategy is to measure the spatial modulation of the tunneling spectrum at fixed bias.
In the Mott insulator we are faced with the immediate problem that (at T = 0)
there is a gap in the single electron spectrum. However if the bias exceeds the gap
it is possible to tunnel into the sample. The tunneling spectrum near the threshold
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is readily calculated within the slave rotor mean field theory.
function in real space is given by
Ge(-r, ) = G(-r, F)Gb(-,r'),
The electron Green
(10.12)
so that
1 Im d2kG|et(, k) (10.13)
= JdQN (Q) Nf (W - Q) (0 (Q) - 0 (Q - w)), (10.14)
where the Heaviside-functions 0 are a consequence of the pole structure of the retarded
Green functions. First, note that the fermion d.o.s. is constant at the Fermi energy,
i.e.
lim Nf(w, ) = Nf(CF ) (10.15)
w-+O =' (1
Next consider the boson d.o.s.
Nb(w) = Jd2k6 2 A 2
- tbEk ) (10.16)
Clearly Nb(w) = 0 for IwI < A and for w - A < A we can expand the dispersion at
the bottom of the band 6k ~k 2 to obtain
lim Nb(w) = (W - A) + 0
W-+A 2t (W (10.17)
Plugging both these expression into Eq. (10.14), we obtain
1N(w) = I9(W - A)
2t
= (W - A)0(W - A)N (F Y)
2t
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dQNf o A - Q) (10.18)
(10.19)
In the presence of a defect such as a step edge or an impurity, the local spinon
density of states Nf(w -+ 0;x) oscillates as a function of spatial location x at the
2KF wavevectors of the spinon FS. Thus the electron tunneling spectrum at a bias
voltage close to the gap acquires spatial modulations at the 2KF wavevectors of the
spinon Fermi surface.
A different way to understand this result is to think about equal energy contours
of the electronic excitation spectrum. If we remove an electron from the system
with minimum possible energy A, what is its momentum? In the mean field theory,
this requires removing a boson at zero momentum with energy A and a spinon from
anywhere on the spinon Fermi surface. Consequently the locus of mimimum energy
gap is just the spinon Fermi surface. Thus the equal energy contour at the threshold
is just the spinon Fermi surface.
For instance in the vicinity of a step edge, the electrical charge density will show
oscillations perpendicular to the edge with a wavelength '. In general these oscilla-
tions will reflect the details of the underlying spinon Fermi surface. The charge density
Friedel oscillations must be carefully distinguished from a different phenomenon that
also yields a spatial modulation of the STM tunneling spectrum. This is the interfer-
ence between standing waves reflected off an edge or other defects. This 'quasiparticle
interference' (QPI) leads to a spatial modulation at a wave vector that changes as
a function of bias voltage. Thus it does not reflect the properties of any underly-
ing Fermi surface. However if the bias is tuned to be very near the threshold then
the equal energy contour is given just by the spinon Fermi surface. Thus the QPI
wavevectors at the threshold can provide information about the underlying spinon
Fermi surface.
We emphasize that the suppression factor (10.4) for the oscillations in the charge
density response plays no role in the Kohn anomaly or the STM oscillations. For the
Kohn anomaly, our discussion of the strong Mott insulator, where charge oscillations
are completely absent, shows that it is not weakened. For the STM spectrum, we
note that the ratio of the oscillatory signal to the background is the same as for free
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fermions, i.e.
Nsc. (> A) Nsc.1 (10.20)
Nbg. > A) Nbg. free fermions
as is clear from Eqn. 10.19.
The effects we describe will only be visible at temperature much lower than the
Fermi temperature (estimated to be ~ 300K for the organic spin liquids). The
spinon Fermi surface may be unstable at very low-T ( 5K in organics) so that
experiments are best performed at low-T just above this instability. In both the
organic spin liquids (r, - (ET)2Cu2 (CN)3 and EtMe3Sb[Pd(dmit)2]2) determination
of the phonon spectrum through neutron scattering is challenging but may possibly
be done through inelastic X-ray scattering techniques.
Previous STM studies1 18 of the r,-ET organics have focused on a superconducting
material. STM studies of the insulating SL will be useful both in determining the
single particle gap and in detecting the possible spinon FS. In this context we note
that, in r, - (ET)2Cu2(CN) 3, the charge gap as measured by optical conductivity
and dc transport is small (in the 15 -100 meV range) though it is hard to extract a
precise number. This range should be readily accessible in STM experiments.
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Chapter 11
Summary
In chapter 7 we formulate a new approach for describing the electronic Mott transition
on a two dimensional lattice between a Fermi liquid metal and a quantum spin liquid
Mott insulator. We started with the effective low energy theory of the Fermi liquid
viewed as a theory of shape fluctuations of the Fermi surface. The Mott transition
must involve suppression of shape fluctuations that correspond to density and current
fluctuations. To implement this suppression, and based on insights from the theory
of the Mott transition of bosons, we incorporated vortices in the electron phase into
the bosonized description of the low energy description of a Fermi liquid. Condensing
these vortices gives us a Mott insulator. We showed that the low energy effective
theory of this Mott insulator has a spinon Fermi surface coupled to a fluctuating
U(1) gauge field. This is the same result as in the usual slave particle description of
the Mott transition even though our approach is very different and did not explicitly
invoke slave particles. We also showed how we could obtain a description of a spin
gapped metal with a charge Fermi surface by condensing vortices in the phase of the
variable conjugate to the spin antisymmetric shape fluctuations of the Fermi surface.
Such a state too has a well-known description in terms of slave particles.
When compared to slave particle theories our approach is more coarse-grained.
We keep only degrees of freedom near the Fermi surface and see how to change their
dynamics so that the Fermi liquid is destroyed in favor of a Mott insulator. Thus
we keep the momentum space structure of the Fermi liquid while incorporating the
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minimum possible correlation effects needed to describe the Mott insulator. In con-
trast the slave particle approach is very much a real space construct, and momentum
space structure is introduced by first doing a mean field calculation to obtain a Fermi
surface for slave fermions. By providing an alternative point of view we hope that
our approach gives additional insight into the novel physics associated with the Mott
transition and the quantum spin liquid state.
Either way, from the slave-particle or the dual approach, one is left with a low
energy consisting of fermionic spinons minimally coupled to an emergent U(1) gauge
field. In chapter 8 we calculated various physical properties of this theory. While
non-singular properties such as the compressibility or spin susceptibility remain qual-
itatively unchanged, i.e. finite, most singular properties get modified. For example,
the specific heat follows a power law C T 13 instead of the familiar linear T de-
pendence of a Fermi liquid. 2KF singularities are also modified, and we showed that
within the controlled expansion of chapter 9 they are even stronger than in a Landau
Fermi liquid.
Based on the 2KF singularity, we then proposed (chapter 10) several experiments
that can be used reveal the spinon Fermi surface in n - ET and dmit, if it exists. We
propose that instead of measuring the 2KF singularity in the spin triplet channel as
was proposed earlier 1 1 , it may be more fruitful to use the singularity in the singlet
channel. While the oscillations of the charge density are very small, a much stronger
signature can be expected in the phonon spectrum via a Kohn anomaly, and from
quasiparticle interference in STM measurements above the Mott gap.
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Part III
Conclusions and outlook
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In my thesis work I studied two examples of quantum phase transitions in metals,
where a gapless Fermi surface is present on either side of the transition. Such a
quantum critical point is described by a quantum field theory of critical bosonic
fluctuations strongly coupled to gapless modes of the Fermi surface. The same type
of quantum field theory also describes the low energy phase of certain quantum spin
liquids, where the gaplessness of the bosonic fluctuations is guaranteed by an emergent
gauge invariance. In two dimensions, the interactions between gapless bosonic and
fermionic excitations strongly affect their dynamics. When the bare action of the
bosons is ~f k2 ' 112, the Fermion self-energy in the RPA has a singular, sub-linear
frequency dependence
E(w) = iAsign(w)jw , (11.1)
where x = 1/2 in the finite wave-vector case, and x = 2/3 in the zero wave-vector
case and A is a non-universal number. Such a self-energy with x < 1 implies the
absence of a well defined quasiparticle. Moreover, for momenta right at the Fermi
surface, and at small frequencies, the fermion Green function becomes
lim G(k = KF 1  (11.2)K-+  E(w) isign(w)jw x
Thus, when A is used as an expansion parameter, e.g. A ~ , the factor of A 1 in
the numerator of the Green function invalidates the expansion in A. This breakdown
of the large-N expansion is a direct consequence of the sub-linear frequency depen-
dence of the self-energy and thus a generic feature of non-Fermi liquid metals. To
obtain reliable descriptions of these kinds of transitions, it is therefore necessary to
find an alternative (possibly additional) mechanism that restores theoretical control.
Physically, it is reasonable to expect that the problems discussed above become less
severe when the range of the boson-mediated interaction is reduced. This allows for
two possibilities.
First, there may exist different physical situations, where the range of boson-
mediated interactions is shorter than in the case discussed above. The effective in-
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teraction in real space is
D(x, r) = (X 2 + v2T2)--(l+n)/ 2 , (11.3)
where a large anomalous dimension q corresponds to a reduced interaction range. At
conventional phase transitions (and in the absence of a gapless Fermi surface) q ~ 0.
Much larger values of 77 occur when the physical field which couples to the fermions is
not given by b, but rather by a composite field such as b2 . This is the case for a stripe
melting transition, where only double defects in the order parameter proliferate, as
we discuss in part I. Here the anomalous dimension for the charge-stripe fluctuations
is 7 ~ 1.49. For 7 - 1 > 0 the coupling between this order parameter and the
Fermi surface is irrelevant, with 7 = 1 the marginal case. As a result, the theory
is perturbative in the coupling between fermions and order-parameter fluctuations,
and Landau quasiparticles are well defined over the entire Fermi surface. While this
does not allow us to draw any conclusions about the fate of generic density wave
transitions in metals, it provides one scenario where all critical properties can be
readily obtained, and compared to experiment.
A second possibility is to use the range of the interaction as an artificial control
parameter. We write the boson action as - fk,, k1+E 1q, 2, where c = 0 corresponds to
1/r interactions. It is clear that extrapolating from small values of c to the physical
case of c = 1 is only meaningful when there is a reason to expect that these theo-
ries exhibit the same qualitative physics. In the case of zero-wavevector fluctuations
(or a gauge field), this approach is justified by the non-renormalization of the bo-
son dispersion, as we discussed in part II. We proposed this expansion to obtain a
controlled description of metals at electronic-nematic transitions and the low energy
theory of spin liquids with a spinon Fermi surface. In the finite wave-vector case, the
boson dispersion gets renormalized by the coupling to the fermions, and this kind of
expansion does not apply.
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Outlook: Quantum phase transitions in metals
In our study of stripe melting transitions, an important role was played by 6 = 1 -q.
This is a property of the bosonic theory only (i.e. without any coupling to a Fermi
surface). We saw that close to the decoupled fixed point, the flow of the coupling g
between the fermions and the stripe fluctuations is given by
dg (11.4)
ds
At the stripe melting transitions discussed in part I we showed that 6 < 0, hence
the decoupled fixed point is stable. A direct consequence of the stability of this fixed
point is a well-defined Landau quasiparticle over the entire Fermi surface.
It is interesting to consider phase transitions where critical fluctuations at a finite
wave-vector occur with 6 small but positive. One well-known example of such a
critical point is the N6el to VBS transition of Ref.119, where in the large-N limit,
6 - 1/N. When this transition occurs in a metal, the coupling between critical
fluctuations and the Fermi surface is (weakly) relevant at the decoupled fixed point.
This raises the possibility of a perturbatively accessible non-Fermi liquid fixed point
with g* ~ 1/N. Here the control parameter 1/N refers to the bosonic sector of the
theory. This may avoid the difficulties associated with describing non Fermi liquids
within a 1/N expansion, where N is the number of fermion flavors. If such a fixed
point indeed exists, it would provide an interesting example where non Fermi liquid
properties arise primarily close to hot spots on the Fermi surface. In addition, one
could study how the cold areas of the Fermi surface are affected. More generally,
understanding this may provide new ideas for tackling the much more complicated
problem of density-wave transitions in metals, when q is close to zero.
Outlook: Stripes and disorder
A further important question is the effect of quenched disorder on the various stripe
phases and phase transitions. The k ~ 0 modes of a non-magnetic impurity potential
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couple to the elastic energy, which can be absorbed into the definition of the stripe
order parameter. A more important role is played by the components of the disorder
close to the ordering wavevector, Q(x) = fA dd kei(k+Q) Vimp(k + Q). These couple
to the CDW order parameter as a random field, i.e.
Hdi. = Q(x)eice + c.c. (11.5)
In d < 4 dimensions, this is relevant 1". For d = 3 it is generally expected that power-
law correlations survive, while for d = 2 the correlations decay exponentially 1 21 . The
effect of non-magnetic disorder on the spin ordering is more subtle. Disorder can
couple to N via the smooth part of (VV) 2 (VN)2 , but this is likely irrelevant due to
the large number of fields and derivatives. More interesting coupling mechanism is
provided by single-dislocations in the charge stripe, which are tied defects in N. The
disorder lowers the energy cost of double dislocations in the charge more severely than
of single dislocations. This raises the possibility, especially in the case of XY-spins,
that although CDW and SDW order are destroyed, (N) may remain non-zero in the
presence of weak disorder. This corresponds to spin nematic order, which breaks
spin-rotation symmetry but no lattice symmetries. Some important questions here
are
" Is there indeed a phase where both CDW and SDW order are destroyed by
disorder, but spin nematic order persists?
" What are the physical properties of such a phase?
" How can this phase be distinguished from a fully disordered, glassy state?
Outlook: Bosonization in higher dimensions
In part II we showed that combining the bosonized description of a Fermi liquid
with duality relations allows us to obtain the low energy theory of a quantum spin
liquid. While this phase was previously known from slave-particle approaches, this
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new description offers an interesting perspective, for example on the physical origin
of the emergent gauge field. Moreover, the bosonized description of the Fermi liquid
is quadratic in all fields. Thus, it may be possible to use bosonization to calculate
physical properties without resorting to large N or small c as expansion parameters.
More generally, the hydrodynamic approach may offer access to exotic phases
which are very hard to conceive within a conventional fermionic description. One
exciting possibility is a higher-dimensional analog of the Luther-Emery liquid, which
has a spin gap but gapless charge excitations. The spin gap could be created by
a BCS-like pairing of the spin fluctuations only, e.g. in the d wave channel, while
leaving the charge excitations unaffected. This results in a d-wave gap for the single-
particle propagators. Charge transport on the other hand is metallic. The same
phenomenology is observed in the pseudogap phase of the cuprates, and is difficult
to describe using conventional methods. In addition, this state would likely exhibit
regular quantum oscillations. These oscillations are a property of the charge degrees
of freedom only, which are unaffected by the proposed spin gap. At present, it is
unclear how to describe quantum oscillation, even in a regular Fermi liquid, within the
bosonized description. It appears likely however, that configurations of circulating
current, such as we used in the description of the Mott transition, are the key to
obtaining quantum oscillations. Once this is understood for the Fermi liquid, the
same approach can be directly applied to the proposed spin-gapped state, since the
charge sectors of the two theories are identical. In addition to being of possible
relevance to the cuprates, this would demonstrate quantum oscillations despite a
single particle gap.
Another possibility involves phases arising out of a conventional superconductor.
Based on the phase only description of the superconductor, it is difficult to obtain
phases other than bosonic insulators, and difficult to see how fermionic excitations can
re-emerge. In the bosonized description, metals and superconductors are expressed in
terms of the same phase variables, with the superfluid mode being a particular linear
combination of the electron phase variables. It would be interesting to see whether
this viewpoint can be used to understand transitions out of superconductors, e.g. in
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the presence of disorder or magnetic field.
Outlook: Quantum spin liquids in the organics
In part II we studied the low energy theory of a quantum spin liquid from several per-
spectives. Both the slave particle approach, and the dual approach using bosonization,
predict a Fermi surface coupled to a gauge field. While thermodynamic and transport
measurements on r, - ET and dmit provide support for the existence of charge-neutral
fermionic excitations, there is no experimental evidence for the existence of a U(1)
gauge field. In fact, the Fermi-liquid like behavior suggests the absence of a gauge
field. We are thus left with several possibilities:
There is no spinon Fermi surface in the organics - This possibility cannot
be ruled out until there is a clear signature of a Fermi surface, e.g. via 2KF OS-
cillations. However, the low temperature thermodynamic and transport properties
are very difficult to achieve without a Fermi surface. Since an insulating state with
these properties is necessarily very unusual, this would be have to be an interesting
state. These unusual properties also makes it very difficult to construct a competitive
alternative state.
The spinon Fermi surface undergoes a transition into a state where the
gauge field is gapped - This scenario may be most plausible for r, - ET, where
there are some indications for a phase transition at very low temperatures. A natural
way to eliminate gauge fields is via the Higgs mechanism in a paired state. However,
paired states, even with nodes, do not exhibit Fermi liquid like low temperature
properties. Alternative paired states that do not gap out the full Fermi surface, as
suggested in Ref. 113 may be possible. Yet, within the controlled expansion, there is
no (weak-coupling) instability towards such a state.
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The interaction scale is too low - A final, rather mundane possibility is simply
that the effective fine structure constant is too low to observe non-Fermi liquid effects
at the given temperatures. Current theoretical approaches are not suitable to pre-
dicting the numerical value of this constant. This possibility likely requires significant
advances in numerical techniques to address.
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Appendix A
Landau-damping in some
non-Fermi liquid metals
Note: This appendix was published in Ref. and Ref. 20
Consider a metal with a sharp Fermi surface, possibly in a Non-Fermi Liquid
phase. We take a scaling form for the electronic spectral function
1 WV
A(Jk, w) = : F (-), (A.1)faz Jkzf
where 6k = (k - kF) k F. This is appropriate for the Fermi-Liquid (a = zf = 1) but
also for the marginal Fermi-Liquid and certain non-Fermi Liquids, such as a metal at
a Pomeranchuk transition (a = 1, zf = 3/2). Using this to perturbatively calculate
the self-energy of the fluctuations of the stripe order parameter (FIG. 2-9), we find
JJ"(, Q) =j dG d2kA(k, w + Q)A(k,w) (A.2)
~ f2 iN (A.3)
At low energies, for a > 2 zf, this dominates over the bare W2 term and consequently
z is renormalized away from one.
This remains true even for some more exotic models of the strange metal, such as
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the uniform Resonating Valence Bond (RVB) state studied, e.g., in Ref.'2 2 . In this
model there is spin-charge separation, with the spin carried by charge-neutral fermions
(spinons) which form a Fermi surface, and the charge carried by spinless bosons
(holons) which form an incoherent Boltzmann gas. The electron Green function is
given by the convolution of a spinon and a holon Green function. Nevertheless, at
finite wave-vectors the Landau-damping again takes the form of Eq. (A.3). The
spin response of this state is determined solely by the spinons (which form a Fermi
surface), thus the self-energy of spin stripe fluctuations has the form of Eq. (A.3).
The charge response is given by the Ioffe-Larkin rule
lelectrn __ 1flspinonflholon (A.4)
ton - rspinon ± fIholon
where the holon-polarizability is finite and non-singular at finite wave-vectors and
1'"'in. is of the form of Eq. (A.3). Expanding 11'ectron for small w then yields
1+21-t
electron
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Appendix B
Calculations within the bosonized
description of a Fermi liquid
Note: Part of this appendix was published in Ref. 23
For clarity we will demonstrate the calculation of the commutator [qi (x), #i(y)] in
the non-interacting case f(i, i') = 0. It should be clear however that the commutator
is independent of f(i, i') since it is determined exclusively by the time-derivative
terms in the action, while f(i, i') only appears with spatial derivatives of the fields.
We compute
[#i(x, 0), M4(y, 0)] (B.1)
= lim (0(X, 6), q#(y, 0) - # (X, 0), #(y, 0))E-40
= lim e ik.("-) eiWE - e-iWE
e-+O Jk1 ,&u, (21r) 3 AOkF kl (iW + VFkiI)/ eik.(xL-yi) 1 X1, - yl,
= fe 2rk lim - arctan X11  (B.2)
Jk_1 22rAOkF -E-4O 7 VEC
= sgn(xli - yj) D(xi - y) (B.3)
2 AOkF
where we employ a standard point-splitting procedure and the smeared delta-function
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D(x) is defined by the last line. Using Eq. (7.14) we then obtain
i sgn(xll - yjj)[#i (x, 0), KFAOPi(y, 0)] = -D(x_ - y-)o911 (B.4)27r L I 0 I 2
= J(Xg - yl)D(x_ - yi). (B.5)
Next we are interested in the fermion correlator
(?/(X, r)7 (0, 0)) ~ exp 47r2 ((x, _)0(0, 0) - # 2). (B.6)
In Ref. 8 it has been shown that, in the long-wavelength limit, the fermion correlator
is unaffected by a non-singular f(i, i') (see also section B.1), so again we set it to zero
for simplicity. It is then straightforward to compute
(#(x, > 0)#(0, 0) - #2) (B.7)
1 e mhe-ic - 1 eiwO+
= (27r) 3 kFAO Jw,k,k_L | (W - iVFkl)
2 f dkj eixllkIe-vTkID(xi - Y) - 1
(27r)2 k 11 > kgl
In (LkFAO/) for x 1 > (B.8)
(27r) 2  kFAO
In (1 - All (ix - VFr)) f
(27r)2 for xj < kFAO (B.9)
where L is the size of the system and A1 the momentum cut-off normal to the Fermi
surface. We have now determined the fermion correlator
(#(x, r)l/t (0, 0)) ~ exp 47r2 (0(x, r)0(0, 0) -- 2) (B.10)
1
= 0 for x_> kFA> (B.11)
A-'1  for x 1 < (B.12)
A-' - (ix - VFT) kFAO
where we have taken the thermodynamic limit L -+ oo. Via the same point-splitting
procedure as above, it is easily verified that the fermion operators satisfy anti-
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commutation relations.
B.1 Minimal coupling and vortices in bosonized
action
In the main text we point out that a bit of care is required when coupling a gauge
field to or isolating vortices from the bosonized theory. To illustrate the issue and its
resolution, here we briefly discuss the 1-dimensional case, which may be more familiar
to the reader.
The bosonized action of one dimensional spinless fermions can be written in terms
of the phases #R/L of the right/left moving fermions as
S = SR + SL (B.13)
SR/L = -j TiO$R/LCxqR/L ± (dxqR/L)2 . (B.14)
To couple the bosons to an electromagnetic field one may be tempted to follow the
minimal substitution prescription
appORIL -+ p4R/L ± Am. (B.15)
This is however incorrect as we can easily see, e.g. by calculating the charge-density
operator
.6
Pnaive = IA 7 (SR(19pR ± A/-) + SL (pL ± Ap )) (B.16)
= Ox(OR - OL)/4-r, (B.17)
while we know that the correct charge and current operators are given by
p = ax(qR - OL)/27r (B.18)
J = 1x(OR + L) /27r . (B.19)
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This is not surprising. In fact, it is well known that the separation between right-
and left-movers (Eq. (B.13)) is incomplete in the presence of gauge-fields due to the
chiral anomaly7 6 . Knowing the physical charge- and current operators we can readily
write the correct action as
S =SRopqR) + SL(MpbL) + / ipAr + JAx + A- (B.20)| A2~
=SR(0ptR + AM) + SL(OptL + AI)
+ 1 i(Or 5 + Ar)(Ox4L + Ax) - (R ++ L). (B.21)
Note that the last term, which mixes left- and right-movers, vanishes upon integration
by parts for AA = 0 and can then have an arbitrary coefficient. However for A, 74 0
the coefficient is uniquely given by Eq. (B.21). It is only for this choice of coefficient
that minimal substitution yields the correct action.
Equivalently we may rewrite the action in terms of
0++0 = 0-+ -- (B.22)
2 2
as
S = I -2iarvp&9i + (&O<p)2 + (&gxd)2 (B.23)
= -j -2i(artp + Ar)&ax + (axO + Ax) 2 ± (O O)2. (B.24)
As above, for AM = 0, we are free to add f, (a,-pOa9 - a&op~xO) to Eq. (B.23) with
a arbitray coefficient, but minimal substitution only yields the correct answer (B.24)
if the coefficient is zero.
Single particle green function
A somewhat more subtle issue than the response functions discussed in the previous
sections is given by the single particle Green functions. In particular, while the Green
function of a 0-mover obeys the one dimensional scaling Go(x, r) ~ -, the full Green
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function for a generic Fermi surface obeys
/ ikx-iwO 4+G(x, 0) (T(0) /t(x)) = ~ d+, (B .25)
Jkw W k - W X 2
where a single power of - comes from the integral over momenta parallel to kF, and
x
for each transverse direction. To reproduce this, it is necessary to combine many
0-movers, i.e.
(IF(0))I't (x)) = eiF,O-Go(x, 0), (B.26)
where
1
Go(x, 0) f (xiA)- (B.27)
xl
with KF - x = x1| and KF x x = x 1 , and the cutoff function
f(s < 1) = 1 (B.28)
f(s > 1) = 0. (B.29)
One may try to simple evaluate the sum for very large distances, i.e., x > NA- 1 . For
0-movers close to the one pointing along x, the transverse coordinate is
SA) I=f -> f (xi)A) = f=0, (B.30)
and only a single 0-mover contributes, i.e. we get one-dimensional behavior. Clearly
this is the wrong limit, since the (arbitrary) patching of the Fermi surface becomes
visible, i.e. the limit N -+ oc is not take correctly. For NA- 1 > x > A- 1 a large
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number of 9-moves contribute, up to sum cut-off angle 9, ~ -!. We get
1 00 i eiKFx
x _0 0  Cos 0 x
eiKFx +2 A 2dse- 2
j+00
-iKFx '02 (B.31)
(B.32)
The remaining integral goes to a constant for NA- 1 > x, i.e.
lim
30 -+00 f_30
(B.33)
thus we have obtained the correct scaling for the Green function in d = 2.
Friedel Oscillations
As a corollary of the above, we can also reproduce the density-density correlation
function at 2KF, which is simply
(B.34)
Quasiparticle Green function in an interacting Fermi-Liquid
Here we show that the quasi-particle Green function retains its Fermi-liquid like form
in the presence of Fermi-liquid interactions68 . It is most convenient to obtain this
from the equation of motion for po = 27rio - VpO, i.e.
w(O)po = vFq cos Opo + q cos f0 dOff(0 - OV)pg. (B.35)
a discrete version of the above is
(B.36)w(O)po = vFq cos Opo ± q cos02 f(0 - O')pg.
0'
We see that the off-diagonal contributions are suppressed by a factor of 1/N. One
may still worry that there are a large number - N such contributions which can add
194
dsei-4 2 = /(1 - i)
(,P(O),Pt(X))
(p(x)p(0)) ~ eiKF-X .I
up to something finite in the limit N -+ oc. To address this point, it is convenient to
expand the Landau function as
f (0 - 0') = eii(-') . (B.37)
For a non-singular Landau function, only a finite number of f, contribute appreciably.
For N much larger that the number of contributing fl, it is save to drop the off-
diagonal terms.
B.2 Dual approach to superconductivity
We now want to reproduce well known results on superconductivity from the dual
description. For clarity, we will consider the spinless case exclusively. It is convenient
to adopt the notation
19i = Oi + 0; (B.38)
<pi = -4i + O;, (B.39)
and integrate out <pi to get
Z = D - Ei SBCS (B.40)
SBCS,i = [ (O4d) VF (?g) 2 + AOKF 472 cos (27r?). (B.41)
For ABCS 5 0 we are in the gapped phase, where a quadratic approximation is
expected to give a good description of the system. It is however also clear that it
would be incorrect to simply expand the cosine, and instead we should treat the
coefficient of A? as a variational parameter and determine its optimal value from the
minimum of the variational free energy
F = FO + T(SBCS - SGauss)0, (B.42)
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where
SGauss = I G-(q, Wn) (q, Wn) 2.
q,wn
The free energy is then given by
F = - J log G(q, w,) +T F T 4 (vFq2VFn) G(q, wn)
q,wn q,wn
-TAKi ABCSA| 21T2 G(q,wn)F 47r2
Its minimum is given by
AOKF
2 (vFq2
AGKF (v2
2
vin = 2ABCSAII exp
+ - + AOKFAIIA BCse 'ff G(q,n)
V± F
_ 
2 + V3M 2
VFnF
(4 2 12
AOI\ O V22+W2+V
In the limit of large number of patches k < vFm we have
1QV2q 1
q,wn F n±F
1 1_4Alog 2A||
2 (27-)2 VFM*
Next, using 2A 1 = KFAO
2 2AcBCSA||
MVF = eXpVFin
log mvF2A11)
S2ABCS MVF
FM = ABCS.
While this is clearly more cumbersome that working directly with fermions, there
is hardly any additional difficulty to work with a four fermion interaction, i.e. a term
(B.51)cVix Cos (#i + #; - Oil - #;,).
Again, we can replace this by a quadratic term, with a coefficient determined e.g.
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(B.43)
(B.44)
(B.45)
G-1(q, w.) = (B.46)
(B.47)
(B.48)
(B.49)
(B.50)
from the renormalization group. Compared to the mean-field case discussed above,
we note that the mode
vo Oi+ Oi-(B.52)
0
does not incur an energy penalty. Dropping all other (gapped) modes leaves us with
a quadratic, massless action for 79 , the superfluid mode which in this approach is just
one particular linear combination of the fermion phase variables
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Appendix C
Proliferation of different defects in
the fermion phase variables
Note: This appendix was published in Ref. 23
C.l Spin-vortex condensation as a route to a spin
gapped metal
In this section we briefly digress and consider the natural question of what happens
if we condense the vortex in the spin rather than in the charge boson. Specifically let
us define the zero angular momentum component of the spin boson:
SO = I , 08i(C.1)
It is easy to see that 70,c is conjugate to (twice) the z-component of the spin density
MZ = (JOt - j6)
[#So(X), Mt(y)] = j( 2 )(X -- y) (C.2)27r
We can now contemplate phases in which fluctuations of the spin density and the
spin current are clamped. This is achieved by condensing vortices in Oso. Repeating
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the analysis of the previous section we see that the resulting paramagnet has (after
refermionization) two species of fermions d, at the original Fermi surface that are
coupled to an emergent U(1) gauge field with opposite gauge charges:
,C= ,& - (V- ica)2- d, . (C.3)
2m
This is an example of a spin-gapped "algebraic charge liquid" metal8 7 analogous to
the holon metal that has been discussed in the context of doped Mott insulators. The
coupling to the gauge field ultimate drives a pairing instability and the ground state
will be superconducting. Nevertheless the spin gapped metallic ground state can be
exposed if a magnetic field that suppresses superconductivity is present.
C.2 Higher angular momenta vortex condensates?
The theoretical aproach to the Mott transition described in chapter 7 immediately
invites the question on whether more exotic phases may be accessed by condensing
vortices in higher angular momentum channels. Could we for instance introduce and
condense vortices in the d,2-,2 channel of the charge boson, i.e. in 0c,2 + Oc,-2?
The field #c2 + kc,-2 is conjugate to a d,2-,2 distortion of the Fermi surface. Such a
vortex condensate would have rather exotic properties: it will be a compressible metal
which is nevertheless "incompressible" for such a d.2_,2 Fermi surface distortion.
Furthermore the single particle spectrum will be gapped almost everywhere on the
Fermi surface as adding an electron at a generic k-point necessarily couples in with
the gapped d.2,2 Fermi surface distortion mode.
Despite the appeal of describing such an exotic metal very simply it is not clear
to us that it is legitimate to ever introduce such higher angular momentum vortices
and study their condensation. The difficulty is as follows. To talk about vortices in
some field it is important that it be a periodic variable. This in turn means that
the physical Hilbert space is such that the conjugate variable is quantized to be an
integer multiple of some basic unit. For the 1 = 0 charge or spin boson the conjugate
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variables are the total charge and spin densities respectively. Their spatial integrals
can of course only take quantized values. Consequently 0co, 0,o are periodic variables
and it is legitimate to study vortex defects. For the higher-i modes however, the
conjugate variables are various shape distortions of the Fermi surface which in the
microscopic Hilbert space are not quantized. Consequently 0c or #, for l # 0 should
not be regarded as a periodic variable, and there is no obvious sense in defining
vortices in these fields.
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Appendix D
Some technical details on the
controlled N-E expansion to certain
non-Fermi liquid metals
Note: This appendix was published in Ref. 17
D.1 Universality and the patch approximation
In this paper we have discussed a scaling theory which focuses on the interactions of
fermions near the Fermi surface via bosons of small frequency and small momentum.
The kinematics of these bosons allows us to restrict attention to one patch of the
Fermi surface and its antipode. In particular the universal singularities in the low
energy physics is correctly captured by breaking up the full Fermi surface into patches
(and their antipodes), and studying the theory patch by patch. In this Appendix we
briefly discuss some subtle points associated with the patch construction and the
subsequent treatment of the theory for any given pair of antipodal patches. As a
bonus we will show that the compressibility has no singular contributions coming
from the low energy scale invariant fluctuations.
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Consider the following microscopic Lagrangian for the gauge field problem
I 
-. + (D1Luv = fl ar - --- V+ +pf.(D)2m r-
This Lagrangian is gauge-invariant, and this forbids a mass term for the gauge field
a in the effective action.
Next consider the low-energy description which focuses on the modes near two
antipodal patches of Fermi surface (with normal , , without loss of generality), f ~
fReikFx fLe-ikFX:
= ft a2 VFLpatch = - a - VF x- +- a fR
2m N )
and VF = kF/m. Here a is the x-component of the gauge field which couples strongly
to this pair of patches. For other patches with normal h(O) at an angle 0 to the x-axis,
it is the component a'- h(O) that will couple strongly. The full theory is obtained by
summing over all patches and adding together the 'diamagnetic' term
Ldia a (ftf) (D.3)
2mN
By itself the patch action appears to respect an 'emergent' gauge symmetry which
acts by
a - a + A, fR -+ e77 fR, fL -- e77 fL (D.4)
with A = A(x). However, we observe that the gauge field a couples in this two-patch
theory to (VF times) the axial current f)tfR - ftfL, which is "anomalous", as we now
review. To diagnose this anomaly, consider the coefficient of a 2 in the effective action
resulting from integrating out the fermions. In the patch approximation, the numbers
of left- and right-moving fermions are separately conserved. Turning on the gauge
field a violates this conservation since the gauge field couples like a chemical potential
with opposite sign on the two sides. The change in the 'chiral density' of fermions is
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then the density of states at the Fermi surface times the effective chemical potential
change, '.
However in the patch theory, the density of states at the Fermi surface is ill-defined.
It is apparent from its high-energy origin as a theory with a finite Fermi surface that
this description is only valid up to some maximum deviation of the momentum from
the middle of the patch. Let the patch size (which equals the cut-off for q.) be denoted
AY = KFAO where AG is the angular extent of the patch. The density of states in
each patch is then 47r _ Nm -. This apparently implies that the one-loop gauge
field polarizability
n(k, w = 0) = (O(, 0)O(-k, 0))1_,,,, (D.5)
depicted in Fig. 9-3 takes a non-zero value as k -+0:
mAO
11(k -+ 0, = 0) = 27r2  (D.6)
Note that this is the contribution from both patches to the fermion polarizability
to the coefficient of -ia2 in the one loop euclidean effective action for the gauge2
field. Naively this seems to be a problem as it violates the fake gauge invariance
(D.4); more problematically, it also violates the real microscopic gauge invariance.
The resolution is that the microscopic gauge invariance is obtained only when the
diamagnetic term is also included in the effective action. Indeed if we sum over all
patches the contribution from the polarizability is
dOvF 2  F a 2 (D.7)
0j, 47r 4-rm
As the density satisfies po = N4,. we see that the non-zero fermion polarizability at
k - 0, W = 0 exactly cancels the diamagnetic term as required by gauge invariance.
The answer above for the fermion polarizability may be reproduced formally by
considering the integral
l(k, = 0) 0c jG(k + p)G(p) (D.8)
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Actually this integral is ill-defined at short distances and depends on the order of
integration. The origins of the patch theory from the original full Fermi surface means
that we need to impose a cut-off on the x and y momenta but not necessarily on the
frequency. Doing the frequency integral by contour integration we reproduce (in the
limit k -+ 0) the non-zero constant obtained above through a physical argument. Note
that imposing a hard cut-off on px violates the fake gauge invariance of Eqn. D.4.
Thus a careful formulation of the patch theory that is faithful to its microscopic
origins requires imposing a cut-off on the fermion momenta, and taking the frequency
cut-off to infinity first before sending the momenta cut-offs to infinity to define the
scaling limit.
However as in any scaling theory we expect that universal low energy singulari-
ties are actually insensitive to how the theory is regularized at short distances (i.e
independent of the "short distance completion" of the theory). Thus for the purpose
of calculating the universal singularities we are free to choose any regularization of
the patch theory. A convenient choice (and the one used in this paper) is to define
the scaling theory by sending the momenta cut-offs to infinity first, and then the fre-
quency cut-offs. Then the polarization integral may be done by first integrating over
Px. The result then vanishes as both poles of px lie on the same side in the complex
plane. Thus in this regularization of the patch theory there is no need to include a
diamagnetic term to maintain gauge invariance. Indeed with this regularization the
fake gauge invariance is no longer fake and is a real property of the universal scaling
theory.
Though this choice for defining the scaling theory will reproduce all the universal
singularities there is no guarantee that it will correctly reproduce non-universal ones
as it is not faithful to the original microscopic action with the full Fermi surface.
A good example to illustrate this is the fermion compressibility, i.e the response
in the density of the system to a change of chemical potential. Within the patch
construction the chemical potential couples to f ifR ± ftfL. This is identical to the
coupling of the nematic order parameter. In the single patch theory, the chemical
potential term is thus identical to the gauge coupling term. The contribution to the
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compressibility is thus given by the same H(k -+ 0, W = 0) discussed above. With
the regularization actually employed in this paper (which dictates us to do the p,
integral first) this is zero as is indeed required by the gauge invariance of Eqn. D.4.
In the other regularization (dictated by the original microscopic situation) we do the
frequency integral first and get a non-zero answer.
What is the interpretation of the zero answer that doing the p. integral first pro-
duces? Clearly it means that there is no singular contribution to the compressibility
in the low energy theory. The non-zero answer found in the other regularization must
be viewed as a smooth non-singular background that is not correctly described by the
scale invariant patch theory. The validity of Eqns. D.4 in the scaling limit employed
in the paper thus ensures that singular contributions to the compressibility vanish to
all orders of perturbation theory in the one patch theory. Actually the same result
is also true in the two patch theory. To see this note that with the short distance
completion we have chosen the two patch action in the presence of an external po-
tential that couples to f t fR + ftfL enjoys a low energy gauge invariance similar to
Eqn. D.4 but where we rotate the phases of right and left movers with opposite phases
This gauge invariance ensures that the contribution to the fermion compress-
ibility vanishes even in the two patch theory. For the original microscopic model
this then implies that there is no singular contribution to the background non-zero
compressibility.
In Appendix D.4, we explicitly check that short-distance sensitivity (similar to
what happened in the polarizability integral) does not arise in some of the universal
quantities of interest, and the answers are insensitive to the order of integration.
D.2 Example diagram - single patch
Consider the 3-loop self-energy contribution shown in Fig. D-1 with the external
Fermion on the Fermi-surface, i.e. = ±kx + k = 0 ("+" and "-" for the right
and left patch, respectively) for zb -+ 2.
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pp+q p+l
k k+q k+1 kc
Figure D-1: Three-loop fermion self-energy containing fermions from a single patch.
E(3) f ddid qdpD(q)D(q - l)D(9)gRIL(P) (D.9)
X gR/L(k + q)gR/L(k + 1) R/L(P + q)QR/L( P ±1),
where
~-k= -k sgn(wk)Iwk 2zb + ± (D.10)
and di = 'd''(2
Begin by integrating out p = (wy, P:
dpgRL (p + q)gRIL (P)gRLP + 1)
Wif (1, qy, Wj, Wq) - Wqf (qy, 1y, Wq, w1) (D.i)
q(E (WI) - el) - ly (E(wq) - Eq)
where f is a non-singular function independent of Zb and N. The l2 and q., integrations
are straightforward and we find
~()isgn(Wk)lWk 12 /ZbANf
N(3) N 2  ] dqyqldw qdwjsgn(qy - ly)
x Wfq, D(q)D(1). (D.12)
-YlWq - wil + Iqy - lyl
One still needs to verify that the remaining integral is finite. In Ref.1 5 it has been
shown that all planar diagrams in the single-patch theory are UV-finite, so it remains
to verify IR-finiteness. For I finite and q -+ 0 or q -+ I this is clear. For q, I -+ 0 the
integrand diverges as q;-2 which is cancelled by the remaining integrations. Thus the
3-loop self energy is indeed of order N- 2 as long as AN is of order unity.
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D.3 Self energies at three loops
Ref.'01 identified the important diagrams that contribute to the boson and fermion
self energies at three loop level, and evaluated them in appropriate limits when Zb =
3. Here we briefly sketch the modifications for general Zb close to 2. Consider the
diagrams in Fig. 9-5 that determine the boson self energy at three loops. For zb ~ 2
we find
11= kZb 2AN y 1 d d(1 - s)3t s
Nr o o t + I t(1 - s) 2 + s 2
x (syAN) 2  (D.13)
(1 - s) 2 t 2 + (s-yAN) 2
In the physical limit -yA = , N = 2 we evaluate the integral numerically to find
17 = 0.1061ky Zbl-1. (D.14)
Now consider the diagrams for the three loop fermion self-energy contributions
depicted in Fig. 9-7.
They are given by
(3= - D(q)D(p)D(q - p) (D.15)
X gR(k ± p)gR(k ± q)gL(1)gL(1 + q)9L(1 + p).
The integrals may be evaluated following Ref.' 01 , the results are, to leading order in
Ck:
(3A 2  AEI ) (6k) = 4 Cz (0)k ln- (D.16)127r b C
E() - 12 4 CzA (AN)Ckln A (D.17)
k
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where
Czb(AN) = 9 6 Jdx j dy ds dt( Z (t - S)Zb) (D.18)
( 0 0 s
2 2 2 2 2
(t((x - 1) -+x +1)+s(y+1)zb+ya - 12-N 2 2 (47r) "s 2t2 s-
(X2 2 2 2((t((x- 1) + x  1)+ s((y+1)+yzb 
- 1))2+N 2 A2 (47r) s2t2(s -)2)
48 d d d dtts(s+t) 2
+ 4 dx dy ds dt
(4,r)I (X +sz)(y +tb)(x - y + (t + s)zb)1 1 0 0
(t((x - 1) $ + x + 1) + s((y - 1) z! +y b + 1))2 - N 2A 2 (4ir) ~s 2t 2 (s + t)2
2 22
((t((x - + X + 1) + s((y - 1)zb + yzb + 1))2 + N 2A2(47r) s 2t 2 (s + t)2) 2
The function J(AN) which appears in Eq. (9.25) is the sum of the singular contribu-
tions at Zb = 2, i.e.
J(AN) = 4 2 (C2(0) - C2(AN)) (D.19)
(note that the prefactor is unity at zb = 3, N = 2). A numerical estimate of this
function is shown in Fig. D-2.
C2(0)-C 2(AN)
1.06 -- -- -- -- -- - - - - -- -- ------- 
. .
ese
0.8
0.6
0.4
0.2
AN
I I I Ii I
10 20 30 47r2 50
Figure D-2: Numerical integral determining the fermion anomalous dimension 77.
D.4 Order of integration
Consider as a concrete example the three-loop self energy depicted in Fig. 9-7. We
want to keep a cut-off on they y-components of momenta and verify that we can
interchange the order in which we perform the integration over frequencies and mo-
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mentum x-components. As the only possible divergencies arise from the UV, we can
set all y-components as well as external momenta and frequencies to zero (the y com-
ponents in the numerators of the gauge propagators are set to unity). Recall that
any two integrals are independent of the order of integration, if the double integral is
absolutely convergent. So consider
/ Dwq w1Dsq_-Dwjgpggqg9p+qgp+ij (D.20)
J dw / 1+6/Zb dwq IW+ 2+6/z
~ 10/Zb f 2+10/zb [ 3+10/zb
x dpx 2 dqx 2 Jdli (D.21)
Since each of these integrals is individually convergent, the original integrations can
be performed in any order. This analysis applies to most of the diagrams shown here
and is a result of the Landau-damping form of the gauge propagator, thus it does not
extend to diagrams calculated at the small c pertubative fixed point. In our proposed
expansion N -+ oc, AN = o(1), of the diagrams shown in this paper only the one-loop
boson self-energy (Fig. 9-3) is sensitive to the order of integration.
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