Abstract. For certain Markov operators T we show that bounded cocycles with respect to T are coboundaries. This result is applied to show that certain translation invariant subspaces of functions on the unit circle have unexpected regularity properties.
Introduction
Gottschalk and Hedlund [GH] T n F , where T is a uniquely ergodic Markov operator whose invariant measure has full support. In section 2, the cocycle theorem is applied to show that finitely generated multiplicative semigroups in the integers are Rosenthal sets. In the concluding theorem arguments from section 1 are modified to produce a proof that the product of a finitely generated multiplicative semigroup and a Sidon set is a Rosenthal set. Finally, some previous examples [Ro, PS1, PS2] of Rosenthal sets are realized as special cases of the results above.
Notation and Definitions. Let X be a compact metric space. We denote the continuous complex-valued functions on X by C(X). An operator T : C(X) → C(X) that satisfies (1) T f ≥ 0 if f ≥ 0 and (2) T 1 = 1 is called a Markov operator. Standard compactness arguments show there are always T -invariant probability measures on X. We say that T is uniquely ergodic if there exists a unique Tinvariant Borel probability measure on X. A measure m has full support if m(O) > 0 for all open sets O. Finally, given x ∈ X and ε > 0 we denote the ball of radius ε around x by B(x, ε).
1.
1.1. Theorem. Let X be a compact metric space. Let T : C(X) → C(X) be a Markov operator. Let F ∈ C(X). Suppose
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(1) There exists a constant K < ∞ such that for all N ,
T is uniquely ergodic and the unique T -invariant Borel probability measure has full support.
Then there exists a continuous function f such that
Proof. Denote the T -invariant probability measure by m. We require the following lemmas, some of which are standard results. In the latter case we sometimes give a reference rather than a proof. We begin with a definition. Proof. The extension of T to bounded Borel functions is exhibited in [Fo] . In [Me] it is shown that the image of an upper-semicontinuous function is again uppersemicontinuous. If p is bounded, Borel, then T p ≥ T p by the positivity of T , and T p is upper-semicontinuous. Therefore T p is also greater than the least uppersemicontinuous function greater than T p. That is, T p ≥ T p.
Definition.
Given a compact metric space X and a Borel probability measure m on X, we define R m , the Riemann integrable functions with respect to m, by the condition: R m = {h : for all ε > 0 there exist continuous functions h 1 and h 2 such that h 1 ≥ h ≥ h 2 and h 1 − h 2 dm ≤ ε}. This last quantity equals zero since h restricted to A is continuous. On the other hand,h(x) is continuous for all x ∈ A, as can be seen from the following argument.
since the integrand is smaller than δ for every t. Thus
Thus the points of continuity ofh are of full m-measure, which implies by Lemma 1.5 thath ∈ R m .
Lemma. Let X be a compact metric space. Let T : C(X) → C(X) be a uniquely ergodic Markov operator with invariant measure m.
(
Proof of (1). Without loss of generality h dµ = 0. For h continuous, the assertion is included in Proposition 1.2 of [Kr, p. 178] . For h merely in R m we recall that given ε > 0 there exist continuous functions h 1 and h 2 such that h 1 ≤ h ≤ h 2 and
Since h 1 and h 2 are continuous for sufficiently large
Since ε is arbitrary A N (h) converges uniformly to 0, which proves (1).
Proof of (2). Observe that
. This last statement implies that the only invariant functions are a.e. constant which is the assertion of (2).
Lemma. Let m be a probability measure with full support on a compact metric space. Let (h n ) be a Cauchy sequence of bounded functions in the uniform norm, such that for all n, h n is m-equivalent to a continuous function, then h = lim n h n is m-equivalent to a continuous function.
Proof. By hypothesis there exists for each n a continuous function g n such that g n = h n m-a.e. Given ε > 0 there exists M such that for j, k ≥ M , |h j − h k | ≤ ε except on a set of m-measure 0. In addition, the continuity of g k and the hypothesis that m is of full-support imply that for j, k ≥ M , |g j −g k | ≤ ε everywhere. Thus (g k ) is a Cauchy sequence in the uniform norm.
We now begin the proof of Theorem 1.1. The first step is to show that the functional equation, F = f − T f µ-a.e. has a solution among the upper-semicontinuous functions. F is a complex-valued function. However, since T F is realvalued if F is real-valued, each of the real and complex parts of F is a bounded cocycle in their own right with respect to T . Therefore if the theorem holds for realvalued F , then the theorem holds for complex-valued F as well. Hence we assume without loss of generality that F is real-valued. We denote the unique T -invariant measure by m. We remark for later use that the hypothesis that F is a bounded cocycle implies that
The first inequality of (2) follows from Lemma 1.3; the second follows from equation (1); and the equality follows from the continuity of F . Furthermore, from equation (1), we see that
Since T is uniquely ergodic the only fixed points of T are constants (Lemma 1.7) and thus (f − f ) is µ-a.e. a constant, which implies that f is m-equivalent to an upper-semicontinuous function. Let
The same reasoning as above shows that g is equivalent to an upper-semicontinuous function. Applying (1) to f and to g and adding yields T (f + g) ≥ (f + g), which implies that T (f + g) = (f + g) m-a.e. The unique ergodicity of T implies that f + g is m-a.e. a constant, which implies that f is m-equivalent to a lower-as well as an upper-semicontinuous function. Hence there exists a set, A, of full m-measure such that f restricted to A is continuous. By Lemma 1.6, f is m-equivalent to a Riemann integrable function h ∈ R m . Furthermore, we may without loss of generality choose h with h dm = 0. We now show that h is m-equivalent to a continuous function. Since F = h − T h m-a.e., we have for all N and m-a.e.
For each N , the right side of equation (3) is m-equivalent to a continuous function. By Lemma 1.7,
T n h converges uniformly to 0. Therefore h is evidently the uniform limit of functions that each are equivalent to continuous functions, which implies by Lemma 1.7 that h itself is equal almost everywhere to a continuous function. Leth ≡ h withh ∈ C(X). Thenh − Th ∈ C(X) andh − Th = F m-a.e. Since F is also continuous the equation holds everywhere.
1.9. Remark. Let X be a compact metric space. Let T : C(X) → C(X) be a Markov operator. Let F ∈ C(X). Suppose (1) T is uniquely ergodic and the unique T -invariant Borel probability measure has full support.
(2) There exists a constant K < ∞ such that for all N , the essential supremum (with respect to the T -invariant measure) of
Then the same argument shows that there exists a continuous function f such that F = f − T f.
1.10.
Remark. With few changes the proof of Theorem 1.1 can be adapted to give another proof of the Gottschalk-Hedlund theorem. For general operators Lin and Sine [LS] have observed that the left side of equation (3) converges in norm if and only if F is a coboundary.
2.
We now apply the cocycle theorem to the study of translation invariant subspaces of 2π-periodic functions.
Notation and Definitions. Let T denote the circle-group. In what follows T will be modeled by the interval [0, 1) with addition mod 1. Lebesgue measure will be denoted by m. L ∞ (T) and L q (T) will denote respectively the Lebesgue measurable bounded and qth-power integrable (equivalence class of) complex-valued functions. If f = g a.e., then we sometimes write f ≡ g. C(T) will denote the continuous complex-valued functions. Similarly C 0 (T) will denote the functions in C(T) with mean 0. A(T) will denote functions in L 1 (T) with absolutely summable Fourier coefficients. Given a function h ∈ L 1 (T), define the spectrum of h to be the set of k such thatĥ(k) = 0. Given a function space H ⊂ L ∞ (T) and a subset of integers S, H S will denote the set of h ∈ H with spectrum in S. A Rosenthal set, R, in the integers (or the dual of any compact abelian group) is defined by the property that every bounded function with spectrum in R is equivalent to a continuous function. Generally this equivalence is written as L ∞ R (T) = C R (T). A Sidon set, S, in the integers (or the dual of any compact abelian group) is defined by the property that L ∞
S (T) = A S (T). M(T)
is the set of Borel measures, and µ ∈ M(T) is said to be adapted if the support of µ is not contained in a proper closed subgroup. For z ∈ [0, 1), δ z denotes the Dirac mass at z. Given two sets of integers, M and N , define the product MN = {k : k = mn for some m ∈ M and n ∈ N } and the sum M + N = {k : k = m + n for some m ∈ M and n ∈ N }. We say that a set of integers M is symmetric if M = −M .
Theorem. Let S ⊂ Z be a finitely generated multiplicative semigroup. Then S is a Rosenthal set. That is, L
We require a lemma verifying that Theorem 1.1 applies.
Lemma. If µ ∈ M(T) is an adapted probability measure, then the Markov operator T : C(T) → C(T) given by T h = µ * h is uniquely ergodic, and the unique invariant measure is Lebesgue measure.
Proof. Let ν be a T -invariant probability measure. That is, h dν = µ * h dν for all h ∈ C(T). This implies that µ * ν = ν. Furthermore, the hypothesis that µ is adapted implies thatμ(k) = 1 for all k = 0. Thusν(k) = 0 for all k = 0, and since ν is a probability measure,ν(0) = 1. We have shown that Lebesgue measure is the only T -invariant measure.
Proof of Theorem 2.1. Fix a sequence (c
. Each µ i is an adapted probability measure that has the property that if
where the product symbol denotes convolution.
In addition g * F N is a coboundary with respect to convolution by µ N :
where µ j N denotes the j-fold convolution of µ N with itself. By Lemma 2.2, convolution by µ N is a uniquely ergodic Markov operator whose invariant measure has full support. Hence Theorem 1.1 applies and we may conclude that g * F N = h − µ N * h for some continuous h. By the uniqueness of Fourier coefficients, h = g * F N −1 . Hence g * F N −1 is continuous. It in turn has a bounded cocycle with respect to the measure µ N −1 . The same argument shows that g * F N −2 is continuous. An iteration of this argument N − 2 more times shows that g itself is continuous.
Actually a much stronger theorem is true. Its proof, though logically independent, uses closely related ideas.
Theorem.
Let S be a Sidon set and M be a finitely generated multiplicative semigroup. Then R = SM is a Rosenthal set.
Proof. First we require the definition of the height of a function with respect to the essential supremum and some elementary lemmas.
Definition. Given a real-valued function p ∈ L
∞ (T) define the height of p with respect to the essential supremum by p # (x) = lim ε→0 ess sup y∈ (x−ε,x+ε) p(y).
2.5.
Remark. Given a bounded measurable function p, one can find a function q equal to p almost everywhere such that the upper-semicontinuous cover of q of section 1 is equal to the height of q with respect to the essential supremum. Namely, let q(x) = minimum {p(x), inf I p| I ess sup }, where the infimum is taken over all intervals I that contain x. However, it is simpler to ignore this fact and establish the relevant properties of the height of a function independently.
Lemma. For any real-valued
Proof. Suppose f # (x) < α, for some α ∈ R. Then there exists an ε 0 such that for all ε ≤ ε 0 , ess sup y∈ (x−ε,x+ε) f (y) < α. This implies that f # (y) < α for all y ∈ (x − ε 0 , x + ε 0 ), which is a sufficient condition for upper-semicontinuity.
simply as a consequence of the definition of the height of a function. Also from the definition one infers that if F is equivalent to a continuous function, then F # ≡ F , which is the second equivalence of the lemma. One infers the first statement from the following pair of inequalities:
Lemma. If µ is a positive discrete measure and f
Proof. This is an application of the triangle inequality. We omit the details. Proof. If f is Riemann integrable the conclusion follows from the fact that T j f (x) is a Riemann sum for f . On the other hand, for all j, T j is a norm one operator from
Lemma. Fix q with
. If f is arbitrary, then the conclusion follows from approximating f in the L q norm by continuous functions.
We now begin the proof of Theorem 2.3. Since the finite union of Sidon sets is Sidon (see [LR] ), we may suppose without loss of generality that S is symmetric. We prove the theorem by induction on the number of generators of M . First suppose that M is generated by a single element. Denote this element by p.
. For j = 0, 1, 2, 3, . . . µ j is a measure whose transform is two-valued:μ(k) = 1 if p j divides k and 0 otherwise. Suppose f ∈ L ∞ S . Since S is symmetric, the real and imaginary parts of f both have spectrum in S. Hence we may consider them separately and suppose without loss of generality that f is real-valued. Fix j. Note that (δ 0 − µ j ) * f is a function with spectrum in a possibly proper subset of S ∪ pS ∪ · · · ∪ p j−1 S. This finite union is a {±1, 2, . . . , n}. Let (a n ) be a sequence of integers. Then E = n>0 a 1 a 2 · · · a n E n is a Rosenthal set, and so is any finite union of translates of E. The following corollary to Theorem 2.3 would also suffice to show this result. . Let f ∈ L ∞ R . Since the R j are symmetric, without loss of generality f is real-valued. We observe that (δ 0 − µ j ) * f is a function with spectrum in j−1 k=1 a k R k . The union is a finite set. Thus once again (δ 0 − µ j ) * f # ≡ (δ 0 − µ j ) * f , and letting j tend to infinity the argument proceeds as above to the conclusion that f is equivalent to a continuous function. Thus R is a Rosenthal set.
Suppose F is a finite set of integers. We show that F + R is Rosenthal. If F has one element the statement is true since a set is Rosenthal if and only if every translate of the set is Rosenthal. Assume for the purposes of induction that the statement is true whenever F has fewer than n elements. Suppose F = {b 1 , b 2 , . . . , b n } has n elements. By translating if necessary, we may assume without loss of generality that 0 = b 1 . Let f ∈ L ∞ R+F . Quite analogously to what has gone before, we observe that (δ 0 − µ j ) * f is a function with spectrum in T = j−1 k=1 a k R k n k=2 R + f k . T is the union of a finite set with a set that is known to be Rosenthal by the inductive hypothesis. Hence T is Rosenthal. Thus once again (δ 0 − µ j ) * f # ≡ (δ 0 − µ j ) * f , and letting j tend to infinity the argument proceeds as above to the conclusion that f is equivalent to a continuous function. Thus R + F is a Rosenthal set.
