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a b s t r a c t
The non-stationary conduction–convection problem including the velocity vector field
and the pressure field as well as the temperature field is studied with a finite volume
element (FVE) method. A fully discrete FVE formulation and the error estimates between
the fully discrete FVE solutions and the accuracy solution are provided. It is shown
by numerical examples that the results of numerical computation are consistent with
theoretical conclusions. Moreover, it is shown that the FVEmethod is feasible and efficient
for finding the numerical solutions of the non-stationary conduction–convection problem
and is one of the most effective numerical methods by comparing the results of the
numerical simulations of the FVE formulation with those of the numerical simulations
of the finite element method and the finite difference scheme for the non-stationary
conduction–convection problem.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω ⊂ R2 be a bounded and connected polygonal domain. Consider the non-stationary conduction–convection
problem whose coupled equations governing viscous incompressible flow and heat transfer for the incompressible fluid
are Boussinesq approximations to the non-stationary Navier–Stokes equations.
Problem (I). Find u = (u1, u2), p, and T such that, for tN > 0,
ut − ν∆u+ (u · ∇)u+∇p = jT , (x, y, t) ∈ Ω × (0, tN),
∇ · u = 0, (x, y, t) ∈ Ω × (0, tN),
Tt − γ−10 ∆T + (u · ∇)T = 0, (x, y, t) ∈ Ω × (0, tN),
u(x, y, t) = 0, T (x, y, t) = ϕ(x, y, t), (x, y, t) ∈ ∂Ω × (0, tN),
u(x, y, 0) = 0, T (x, y, 0) = ψ(x, y) (x, y) ∈ Ω,
(1.1)
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where u = (u1, u2) is the fluid velocity vector, p the pressure, T the temperature, tN the total time, Re the Reynolds number,
Pr the Prandtl number, ν = √Pr/Re, γ0 =
√
RePr , j = (0, 1) the unit vector, and ϕ(x, y, t) and ψ(x, y) are two given
functions. For the sake of convenience,without loss of generality, wemay aswell suppose thatϕ(x, y, t) = 0 in the following
theoretical analysis.
Problem (I) is an important systemof equationswith dissipative nonlinear terms in atmospheric dynamics (see [1]). Since
this system of equations does not only contain the velocity vector field as well as the pressure field but also includes the
temperature field, finding the numerical solution of Problem (I) is a difficult task. There are at least 15 papers in a special
IJNMF issue (Vol 40 Issue 8) addressing this topic—comparing and discussing various numerical approaches. In particular, we
would mention document [2] of the above issue that summarizes the results from the papers dedicated to understanding
the fluid dynamics of thermally driven cavity. These papers mainly make use of finite element (FE) formulation or finite
difference (FD) schemes as discretization tools.
The finite volume element (FVE) method (see [3–5]) is considered as one of the most effective numerical methods due to
their following advantages. First, it preserves the integral invariants of conservation of mass as well as that of total energy.
Second, it has higher accuracy and is more suitable for computations involving complicated boundary conditions than the
finite difference (FD) method. Third, it has the same accuracy as the finite element (FE) method but is simpler and more
convenient to apply than the FE method. The FVE method is also known as a box method (see [6]) as an early reference
where one discretized the integral form of conservation law of the differential equation by choosing a linear (or bilinear)
FE space as the trial space. It is also referred to as a generalized difference method in China (see [7,8]). It has been widely
applied to finding numerical solutions of different types of partial differential equations, but it wasmainly used to treat with
linear partial differential equations, for example, second order elliptic equations, parabolic equations, Stokes equations, and
Navier–Stokes equations (see [9,6,10,3,11,12,4,7,8,5,13,14]).
Though a FVE method for time-dependent Stokes equations (see [13]) and a penalty FVE method for the transient
Navier–Stokes equations (see [15]) have been presented, to the best of our knowledge, there are no published results
to address the FVE formulation for the non-stationary conduction–convection problem. In this paper, we extend the
developments in [15,13] and apply the FVE technique to studying the non-stationary conduction–convection problem
with real-life applications, establishing a FVE formulation for the non-stationary conduction–convection problem, and
analyzing the errors between the FVE solutions and the accuracy solution. Thus, we supply the theoretical basis for
real implementation. It is shown by numerical examples that the results of numerical computation are consistent with
theoretical conclusions. Moreover, it is shown that the FVE method is feasible and efficient for finding the numerical
solutions of the non-stationary conduction–convection problem and that the FVE formulation is one of the most
effective numerical methods by comparing the results of the numerical simulations of the FVE formulation with those
of the numerical simulations of the FE formulation and the FD scheme for the non-stationary conduction–convection
problem.
The paper is organized as follows. Section 2 is to derive a semi-discrete formulation with respect to time for the non-
stationary conduction–convection problem, then directly derive a fully discrete FVE formulation from the semi-discrete
formulation with respect to time which could avoid the semi-discrete FVE formulation about spatial variables and is a
new study attempt. In Section 3, the error estimates between the fully discrete FVE solutions and the accuracy solutions
are provided. In Section 4, some numerical examples are presented illustrating that the errors of the fully discrete FVE
approximate solutions are consistent with the theoretical results obtained previously, that the FVE method is feasible and
efficient for finding the numerical solutions of the non-stationary conduction–convection problem, and that it is one of
the most effective numerical methods by comparing the results of the numerical simulations of the FVE formulation with
those of the numerical simulations of the FE formulation and the FD scheme for the non-stationary conduction–convection
problem. Section 5 provides main conclusions.
Though the FVE method for time-dependent Stokes equations (see [13]) and the penalty FVE method for the transient
Navier–Stokes equations (see [15]) have been provided, the non-stationary conduction–convection problem here is entirely
different from the time-dependent Stokes equations in [13] and the transient Navier–Stokes equations in [15]. The
continuous equation and themomentumequation on fluid velocity and pressure of time-dependent Stokes equations in [13]
are only a linear system of equations, while the continuous equation and the momentum equation on fluid velocity and
pressure of the non-stationary conduction–convection problem are a nonlinear system of equations and the non-stationary
conduction–convection problem includes a nonlinear, time-dependent, and heat transfer energy equationwith temperature
and fluid velocity coupled, which is more complex than the transient Navier–Stokes equations without energy equation
in [15]. Though the FVE numerical solutions of the transient Navier–Stokes equations obtained by penalty technology in [15]
are better than those of other methods, they are easy to distort their accuracy solutions. Therefore, making a study of
the FVE method for the non-stationary conduction–convection problem has far more difficulties, more important, more
serviceable, and more challenging than those for time-dependent Stokes equations (see [13]) and the penalty FVE method
for the transient Navier–Stokes equations (see [15]). Especially, in this paper, we avoid the semi-discrete FVE formulation
with respect to space variable and start directly from semi-discrete formulation with respect to time to establish the fully
discrete FVE formulation for the non-stationary conduction–convection problem and do theoretical analysis. The above-
mentioned methods are greatly different from the methods in [15,13] and the improvement and innovation for the existing
methods (see, e.g., [15,13] or others) are made.
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2. Semi-discrete formulation about time and fully discrete FVE formulation for the non-stationary conduc-
tion–convection problem
2.1. Semi-discrete formulation about time for the non-stationary conduction–convection problem
The Sobolev spaces along with their properties used in this context are standard (see [16]), for example, L2(Ω) =
v; 
Ω
v2dx <∞ with norm ∥v∥0 = Ω v2dx1/2; L2(L2) = v(x, t);  tN0 Ω v2(x, t)dxdt <∞ with norm ∥v∥L2(L2) = tN
0

Ω
v2dxdt
1/2
; Hm(Ω) = v ∈ L2(Ω); ∂αv/∂xα ∈ L2(Ω), 0 6 |α| 6 m (where m > 1 is integer, α = (α1, α2), α1
and α2 are two non-negative integers, and |α| = α1 + α2) with norm ∥v∥m =

06|α|6m ∥∂αv/∂xα∥20
1/2
and semi-norm
|v|m =

|α|=m ∥∂αv/∂xα∥20
1/2
; Hm0 (Ω) = {v ∈ Hm(Ω); ∂αv/∂xα|∂Ω = 0, 0 6 |α| < m}.
Put X = H10 (Ω)2,M = L20(Ω) =

q ∈ L2(Ω); 
Ω
qdxdy = 0,W = H10 (Ω). And define
a(u, v) = ν

Ω
∇u · ∇vdxdy, ∀u, v ∈ X, b(q, v) =

Ω
q div vdxdy, ∀v ∈ X, q ∈ M,
a1(u, v,w) = 12

Ω
[(u∇v) ·w − (u∇w) · v] dxdy, ∀u, v,w ∈ X,
a2(u, T , φ) = 12

Ω
[(u · ∇T )φ − (u · ∇φ)T ] dxdy, ∀u ∈ X,∀T , φ ∈ W ,
d(T , φ) = γ−10

Ω
∇T · ∇φdxdy, ∀T , φ ∈ W .
The following properties for trilinear forms a1(·, ·, ·) and a2(·, ·, ·) are often used (see [17,18]).
a1(u, v,w) = −a1(u,w, v), a1(u, v, v) = 0, ∀u, v,w ∈ X, (2.1)
a2(u, T , φ) = −a2(u, φ, T ), a2(u, φ, φ) = 0, ∀u ∈ X, ∀T , φ ∈ W . (2.2)
The bilinear forms a(·, ·), d(·, ·), and b(·, ·) have the following properties:
a(v, v) > ν|v|21, ∀v ∈ X; |a(u, v)| 6 ν|u|1|v|1, ∀u, v ∈ X, (2.3)
d(φ, φ) > γ−10 |φ|21, ∀φ ∈ W ; |d(T , φ)| 6 γ−10 |T |1|φ|1, ∀T , φ ∈ W , (2.4)
sup
v∈X
b(q, v)
|v|1 > β∥q∥0, ∀q ∈ M, (2.5)
where β is a constant. Define
N0 = sup
u,v,w∈X
a1(u, v,w)
|u|1 · |v|1 · |w|1 , N˜0 = supu∈X,(T ,φ)∈W×W
a2(u, T , φ)
|u|1 · |T |1 · |φ|1 . (2.6)
Thus, a mixed variational formulation for Problem (I) is written as follows.
Problem (II). Find (u, p, T ) ∈ H1(0, tN; X)2 × L2(0, tN;M)× H1(0, tN;W ) such that, for almost all t ∈ (0, tN),
(ut , v)+ a(u, v)+ a1(u, u, v)− b(p, v) = (jT , v), ∀v ∈ X,
b(q, u) = 0, ∀q ∈ M,
(Tt , φ)+ d(T , φ)+ a2(u, T , φ) = 0, ∀φ ∈ W ,
u(x, y, 0) = 0, T (x, y, 0) = ψ(x, y), (x, y) ∈ Ω.
(2.7)
The following result is classical (see [1,18]).
Theorem 1. If ψ ∈ L2(Ω), then the Problem (II) has at least a solution which, in addition, is unique provided that ∥ψ∥20 6
2ν2tN/(2N0t−1N exp(tN)+ νγ0N˜20 ), and there are the following prior estimates
∥u∥20 + ν∥∇u∥2L2(L2) 6 t2N∥ψ∥20 exp(tN), ∥T∥20 + γ−10 ∥∇T∥2L2(L2) 6 ∥ψ∥20.
Let N be the positive integer, k = tN/N denote the time step increment, tn = nk (0 6 n 6 N), and (un, pn, T n) be the
semi-discrete approximation of (u(t), p, T ) at tn = nk (n = 0, 1, . . . ,N) with respect to time. If the differential quotients
ut and Tt in Problem (II) are, respectively, approximated with the backward difference quotients ∂¯tun = (un − un−1)/k
and ∂¯tT n = (T n − T n−1)/k at time t = tn, then the semi-discrete approximation scheme of Euler backward one step of
Problem (II) about time reads as follows.
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Problem (III). Find (un, pn, T n) ∈ X ×M ×W (1 6 n 6 N) such that
(un, v)+ ka(un, v)+ ka1(un−1, un, v)− kb(pn, v) = k(jT n, v)+ (un−1, v), ∀v ∈ X,
b(q, un) = 0, ∀q ∈ M,
(T n, φ)+ kd(T n, φ)+ ka2(un−1, T n, φ) = (T n−1, φ), ∀φ ∈ W ,
u0 = 0, T 0 = ψ(x, y), inΩ.
(2.8)
Remark 1. Euler backward one step here is used to discretize the time derivative of Problem (III). However, the
approximation of the time derivative may use other difference schemes, e.g., more exactly, central differences, forward
differences, and so on, but the basic approach is the same as in the present method.
It has been proved that Problem (III) has a unique solution series {un, pn, T n}Nn=1 (see [18,1]) and the following results for
Problem (III) are known and classical (see Theorems 5.6 and 5.7 in [18]) from inequalities (2.3)–(2.5).
Theorem 2. Under the assumptions of Theorem 1, Problem (III) has a unique solution (un, pn, T n) ∈ X ×M ×W such that
∥un∥20 + νk
n
i=1
∥∇ui∥20 6 C0∥ψ∥20,
∥T n∥20 + γ−10 k
n
i=1
∥∇T i∥20 6 ∥ψ∥20, ∥pn∥0 6 C∥ψ∥0,
∥u(tn)− un∥20 + kν
n
i=1
|u(ti)− ui|21 + ∥p(tn)− pn∥20 6 Ck2∥ψ∥20,
∥T (tn)− T n∥20 + kγ−10
n
i=1
|T (ti)− T i|21 6 Ck2∥ψ∥20, 1 6 n 6 N,
where C0 = 2nk exp(2nk) is a bounded number, (u, p, T ) ∈ [H10 (Ω) ∩ H2(Ω)]2 × [H1(Ω) ∩ M] × [H10 (Ω) ∩ H2(Ω)] is the
exact solution for the Problem (I), C is a constant independent of k.
2.2. Fully discrete FVE formulation for the non-stationary conduction–convection problem
In order to get the FVE numerical solutions for Problem (II), it is necessary to introduce a FVE approximation for the
spatial variables of Problem (III).
First, let ℑ2h = {K˜} be a quasi-uniform triangulation of Ω with maximum diameter 2h = max{2hK˜ }, where 2hK˜ is the
diameter of the triangle K˜ ∈ ℑ2h and the interior angle of any triangle K˜ ∈ ℑ2h is smaller than π/2. For any K˜ ∈ ℑ2h, connect
its third midpoints cutting K˜ into four triangulations which reconstitutes a quasi-uniform triangulationℑh = {K} ofΩ with
h = max hK , where hK is the diameter of the triangle K ∈ ℑh (see [6,3,19,17,7,18,5]). Let Zh ≡ {zi}M1+M2i=1 (zi = (xi, yi)) be the
nodal points of triangulation ℑh, Z◦h ≡ {zi}M1i=1 the interior nodal points of triangulation ℑh, and {zi}M2i=M1+1 the nodal points
on ∂Ω .
In order to describe the FVE formulation, we introduce a dual partition ℑ∗h based on ℑh whose elements are called the
control volumes. We construct the control volume in the same way as in [6,3,7,5]. Let zK = (xK , yk) be the barycenter of
K ∈ ℑh. We connect zK with line segments to the midpoints of the edges of K , thus partitioning K into three quadrilaterals
Kz (z = (x, y) ∈ Zh(K), where Zh(K) are the vertices of K ). Then with each vertex z ∈ Zh = K∈ℑh Zh(K) we associate
a control volume Vz , which consists of the union of the sub-regions Kz , sharing the vertex z . Finally, we obtain a group of
control volumes covering the domain Ω , which is called a barycenter-type dual partition ℑ∗h of the triangulation ℑh (see
Fig. 1).
The partition ℑ∗h is known as regular or quasi-uniform, if there exist two positive constants C1 and C2, being independent
of the spatial mesh size h and temporal mesh size k, such that
C1h2 6 mes(Vz) 6 C2h2, ∀Vz ∈ ℑ∗h, (2.9)
where mes(Vz) denotes the measure of dual element Vz . The barycenter-type dual partition can be introduced for any FE
triangulation ℑh and leads to relatively simple calculations. Besides, if the FE triangulation ℑh is quasi-uniform, then the
dual partition ℑ∗h is also quasi-uniform (see [6,3,19,17,7,18,5]).
The trial function spaces Xh,Wh, andMh of velocity, temperature, and pressure are respectively defined as follows:
Xh =

vh ∈ X ∩ C(Ω)2; vh|K ∈ P 21 (K),∀K ∈ ℑh

,
Wh =

wh ∈ W ∩ C(Ω);wh|K ∈ P1(K),∀K ∈ ℑh

,
Mh =

qh ∈ L20(Ω); qh|K ∈ P0(K),∀K ∈ ℑ2h

,
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Fig. 1. Left image: a triangle K partitioned into three sub-regions Kz . Right image: a sample region with dotted lines indicating the corresponding control
volume Vz .
where Pl (l = 0, 1) are l-th polynomial spaces on K . It is obvious that Xh ⊂ X = H10 (Ω)2 and Wh ⊂ W = H10 (Ω). For
(u, T ) ∈ X × W , let (Πhu, ρhT ) be the interpolation projection of (u, T ) onto the trial function spaces Xh × Wh. By the
interpolation theory of Sobolev spaces (see [6,3,19,17,7,18,5]), we have that
|u−Πhu|m 6 Ch2−m|u|2, ∀u ∈ H2(Ω)2,m = 0, 1, (2.10)
|T − ρhT |m 6 Ch2−m|T |2, ∀T ∈ H2(Ω),m = 0, 1, (2.11)
where C in this context indicates a positive constant which is possibly different at different occurrences, being independent
of the spatial mesh size h and temporal mesh size k.
The test spaces X˜h and W˜h of velocity and temperature are, respectively, chosen as follows:
X˜h =

vh ∈ L2(Ω)2; vh|Vz ∈ P0(Vz)2 (Vz ∩ ∂Ω = ∅), vh|Vz = 0(Vz ∩ ∂Ω ≠ ∅),∀Vz ∈ ℑ∗h

,
W˜h =

wh ∈ L2(Ω);wh|Vz ∈ P0(Vz) (Vz ∩ ∂Ω = ∅), wh|Vz = 0(Vz ∩ ∂Ω ≠ ∅),∀Vz ∈ ℑ∗h

,
which are spanned by the following basis functions: for any point z ∈ Z◦h ,
φz(x, y) =

1, (x, y) ∈ Vz,
0, elsewhere. (2.12)
For any vector (vh, wh) ∈ X˜h × W˜h, there is
(vh, wh) =

z∈Z◦h
(vh(z), wh(z))φz . (2.13)
For (u, w) ∈ X ×W , let (Π∗h u, ρ∗hw) be the interpolation projection of (u, w) onto the test space X˜h × W˜h, i.e.,
(Π∗h u, ρ
∗
hw) =

z∈Z◦h
(u(z), w(z))φz . (2.14)
By the interpolation theory of Sobolev spaces (see [6,3,19,17,7,18,5]), we have that
∥u−Π∗h u∥0 6 Ch|w|1; ∥w − ρ∗hw∥0 6 Ch|w|1. (2.15)
Moreover, the interpolation projectionsΠ∗h and ρ
∗
h satisfy the following properties (see [19,17,18,20]).
Lemma 3. If (vh, wh) ∈ Xh ×Wh, then
K
(vh −Π∗h vh)dxdy = 0, K ∈ ℑh; ∥vh −Π∗h vh∥Lr (Ω) 6 Ch∥vh∥W1,r (Ω), 1 6 r 6∞, (2.16)
K
(wh − ρ∗hwh)dxdy = 0, K ∈ ℑh; ∥wh − ρ∗hwh∥Lr (Ω) 6 Ch∥wh∥W1,r (Ω), 1 6 r 6∞. (2.17)
Though the trial function spaces Xh and Wh respectively satisfy Xh ⊂ X and Wh ⊂ W like FE methods, the test spaces
X˜h ⊄ Xh and W˜h ⊄ Wh. As in the case of nonconforming FE methods, this is due to the loss of continuity of the vector
functions in X˜h and functions in W˜h on the boundary of two neighboring elements. So the bilinear forms a(u, v), b(v, p),
and d(T , φ) and trilinear forms a1(u, v,w) and a2(u, T , φ) in (2.7) must be revised accordingly. Noting that div u = 0, by
Green’s formula, we have that
Ω
∆u · vdxdy =

Vz∈ℑ∗h

Vz
∆u · vdxdy = −

Vz∈ℑ∗h

Vz
∇u · ∇vdxdy+

Vz∈ℑ∗h

∂Vz
(v∇u) · nds, (2.18)
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Ω
∇p · vdxdy = −

Vz∈ℑ∗h

Vz
pdiv vdxdy+

Vz∈ℑ∗h

∂Vz
pv · nds, (2.19)

Ω
∆Tφdxdy =

Vz∈ℑ∗h

Vz
∆Tφdxdy = −

Vz∈ℑ∗h

Vz
∇T∇φdxdy+

Vz∈ℑ∗h

∂Vz
(∇Tφ) · nds, (2.20)

Ω
(u · ∇)v ·wdxdy =

Vz∈ℑ∗h

Vz
(u · ∇)v ·wdxdy = −

Vz∈ℑ∗h

Vz
(u∇w) · vdxdy+

Vz∈ℑ∗h

∂Vz
(u · n)(v ·w)ds, (2.21)

Ω
(u · ∇)Tφdxdy =

Vz∈ℑ∗h

Vz
(u · ∇)Tφdxdy = −

Vz∈ℑ∗h

Vz
(u · ∇φ)Tdxdy+

Vz∈ℑ∗h

∂Vz
Tφ(u · n)ds, (2.22)
where

∂Vz denotes the line integrals, with the counter clockwise direction, on the boundary ∂Vz of the dual element;
n = (n1, n2) is the unit outer normal vector to ∂Vz . So bilinear forms a(u, v), b(p, v), and d(T , ϕ) and trilinear forms
a1(u, v,w) and a2(u, T , φ) in (2.7) are, respectively, rewritten as
a(u, v) = ν

Vz∈ℑ∗h

Vz
∇u · ∇vdxdy−

∂Vz
(v∇u) · nds

, (2.23)
b(p, v) = −

Vz∈ℑ∗h

∂Vz
pv · nds−

Vz
p div vdxdy

, (2.24)
d(T , φ) = γ−10

Vz∈ℑ∗h

Vz
∇T∇φdxdy− γ−10

Vz∈ℑ∗h

∂Vz
(∇Tφ) · nds, (2.25)
a1(u, v,w) = −

Vz∈ℑ∗h

Vz
(u∇w) · vdxdy+

Vz∈ℑ∗h

∂Vz
(u · n)(v ·w)ds, (2.26)
a2(u, v, φ) = −

Vz∈ℑ∗h

Vz
(u · ∇φ)Tdxdy+

Vz∈ℑ∗h

∂Vz
Tφ(u · n)ds. (2.27)
Since X˜h and W˜h are, respectively, the piecewise constant vector function space and the piecewise constant function space
with the characteristic functions of the dual elements Vz as the basis functions, we have that
a(u, v) = −ν

Vz∈ℑ∗h

∂Vz
(v∇u) · nds, ∀v ∈ X˜h; b(p, v) = −

Vz∈ℑ∗h

∂Vz
pv · nds, ∀v ∈ X˜h; (2.28)
a1(u, v,w) =

Vz∈ℑ∗h

∂Vz
(u · n)(v ·w)ds, ∀w ∈ X˜h; a2(u, T , φ) =

Vz∈ℑ∗h

∂Vz
Tφ(u · n)ds, ∀φ ∈ W˜h; (2.29)
d(T , φ) = −γ−10

Vz∈ℑ∗h

∂Vz
φ∇T · nds, ∀φ ∈ W˜h. (2.30)
Then a fully discrete FVE formulation for Problem (II) is written as follows.
Problem (IV). Find (unh, p
n
h, T
n
h ) ∈ Uh ×Mh ×Wh (1 6 n 6 N) such that
(∂¯tunh,Π
∗
h vh)+ ah(unh,Π∗h vh)+ a1h(un−1h , unh,Π∗h vh)+ bh(pnh,Π∗h vh) = (jT nh ,Π∗h vh), ∀vh ∈ Xh,
b(qh, unh) = 0, ∀qh ∈ Mh,
(∂¯tT nh , ρ
∗
hwh)+ dh(T nh , ρ∗hwh)+ a2h(un−1h , T nh , ρ∗hwh) = 0, ∀wh ∈ Wh,
u0h = 0, T 0h = ρhψ(x, y), (x, y) ∈ Ω,
(2.31)
where
ah(unh,Π
∗
h vh) = −ν
M1
j=1

∂Vzj
(vh(zj)∇unh) · nds; bh(qh,Π∗h vh) =
M1
j=1
vh(zj)

∂Vzj
qhnds; (2.32)
a1h(un−1h , u
n
h,Π
∗
h vh) =
M1
j=1

∂Vzj
(un−1h · n)(unh · vh(zj))ds; dh(T nh , ρ∗hwh) = −γ−10
M1
j=1
wh(zj)

∂Vzj
∇T · nds; (2.33)
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a2h(un−1h , T
n
h , ρ
∗
hwh) =
M1
j=1
wh(zj)

∂Vzj
T nh (u
n−1
h · n)ds. (2.34)
Problem (IV) is also referred to as Euler backward one step fully discrete FVE formulation.
3. Error estimates of solutions for fully discrete FVE formulation of Problem (II)
In order to derive the existence, the uniqueness, the stability, and the error estimates of the solutions for fully discrete
FVE formulation or Problem (IV) of the non-stationary conduction–convection problem, it is necessary to introduce some
preliminary lemmas.
From [15,7,13,14,20] we have the following three lemmas.
Lemma 4. For K ∈ ℑh and z ∈ Zh, set S∗z = mes(Vz), SK = mes(K), and zi, zj, and zk are the vertices of K ,
∥uh∥0,h ≡ ∥Π∗h uh∥0 =

Vz∈ℑ∗h
u2h(z)S
∗
z

1/2
=

1
3

K∈ℑh
[u2h(zi)+ u2h(zj)+ u2h(zk)]SK
1/2
, ∀uh ∈ Xh, (3.1)
|uh|1,h ≡
 
z∈K∈ℑh

∂uh(z)
∂x
2
+

∂uh(z)
∂y
2
SK
1/2
, ∀uh ∈ Xh, (3.2)
∥uh∥1,h =
∥uh∥20,h + |uh|21,h1/2 , ∀uh ∈ Xh. (3.3)
Then the pairs of norms | · |1,h and | · |1, ∥ · ∥0,h and ∥ · ∥0, and ∥ · ∥1,h and ∥ · ∥1 are equivalent on Xh, respectively.
Lemma 5. Due to Xh ⊂ C(Ω¯)2 and Wh ⊂ C(Ω¯) as well (2.18)–(2.30), there hold the following results:
ah(uh,Π∗h vh) = a(uh, vh), a1h(vh, uh,Π∗hwh) = a1(vh, uh,wh), a1h(vh, uh,Π∗h uh) = 0, ∀uh, vh,wh ∈ Xh, (3.4)
dh(Th, ρ∗hφh) = d(Th, φh), a2h(uh, Th, ρ∗hφh) = a2(uh, Th, φh), a2h(uh, Th, ρ∗hTh) = 0, ∀Th, φh ∈ Wh,∀uh ∈ Xh, (3.5)
bh(ph,Π∗h vh) = −b(ph, vh), ∀vh ∈ Xh,∀ph ∈ Mh. (3.6)
Further, ah(uh,Π∗h vh) and dh(Th, ρ
∗
hwh) are all symmetric, bounded, and positive definite, i.e.,
ah(uh,Π∗h vh) = ah(vh,Π∗h uh), ∀uh, vh ∈ Xh, (3.7)
dh(Th, ρ∗hwh) = dh(wh, ρ∗hTh), ∀Th, wh ∈ Wh, (3.8)
and there exist positive constants h0, C0, and C˜0 such that, when 0 < h 6 h0,
ah(uh,Π∗h uh) > ν|uh|21, |ah(uh,Π∗h vh)| 6 C0∥uh∥1∥vh∥1, ∀uh, vh ∈ Xh, (3.9)
dh(Th, ρ∗hTh) > γ
−1
0 |Th|21, |dh(Th, ρ∗hwh)| 6 C˜0∥Th∥1∥wh∥1, ∀Th, wh ∈ Wh. (3.10)
There exists a constant β > 0 independent of h such that
sup
vh∈Xh
|bh(ph,Π∗h vh)|
∥vh∥1 = supvh∈Xh
|b(ph, vh)|
∥vh∥1 > β∥ph∥0, ∀ph ∈ Mh. (3.11)
Lemma 6. There holds the following statement:
(uh,Π∗h vh) = (vh,Π∗h uh), ∀uh, vh ∈ Xh. (3.12)
For any u ∈ Hm(Ω)2 (m = 0, 1) and vh ∈ Xh,
|(u, vh)− (u,Π∗h vh)| 6 Chm+n∥u∥m∥vh∥n, n = 0, 1. (3.13)
Set |∥uh∥|0 = (uh,Π∗h uh)1/2, then |∥ · ∥|0 is equivalent to ∥ · ∥0 on Xh, i.e., there exist two positive constants C3 and C4 such that
C3∥uh∥0 6 |∥uh∥|0 6 C4∥uh∥0, ∀uh ∈ Xh. (3.14)
Remark 2. For scale function, i.e., if uh and vh in Xh are substituted with wh and Th inWh, the results of Lemma 6 hold (see
Theorem 3.2.1 and Lemma 5.1.5 in [7]).
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The following discreteGronwall Lemma (see [17,18]) is useful for the proofs of the existence, the uniqueness, the stability,
and the error estimates of the solutions of Problem (IV).
Lemma 7 (Discrete Gronwall Lemma). If {an}, {bn}, and {cn} are three positive sequences, and {cn} is monotone, they satisfy
an + bn 6 cn + λ¯
n−1
i=0
ai, λ¯ > 0, a0 + b0 6 c0, (3.15)
then
an + bn 6 cn exp(nλ¯), n > 0. (3.16)
For (un, pn) ∈ X ×M and unh ∈ Xh, put
Ah((Shun,Qhpn); (vh, qh))
= a(Shun, vh)− b(Qhpn, vh)+ b(qh, Shun)+ a1(un−1h , Shun, vh), ∀(vh, qh) ∈ Xh ×Mh,
A((un, pn); (vh, qh)) = a(un, vh)− b(pn, vh)+ b(qh, un)+ a1(un−1, un, vh), ∀(vh, qh) ∈ Xh ×Mh.
(3.17)
By the FE methods (see, e.g., [17,18]) for the non-stationary Navier–Stokes equations, we have Lemma 8.
Lemma 8. Let (Sh,Qh) : X ×M → Xh×Mh be the Navier–Stokes projection, i.e., for (un, pn) ∈ X ×M, there exist (Shun,Qhpn)
(n = 0, 1, . . . ,N) such that
kAh((Shun,Qhpn); (vh, qh))+ (Shun − Shun−1, vh)
= kA((un, pn); (vh, qh))+ (un − un−1, vh), ∀(vh, qh) ∈ Xh ×Mh, (3.18)
∥Shun∥1 + ∥Qhpn∥0 6 C(∥un∥1 + ∥pn∥0). (3.19)
If (un, pn) ∈ H2(Ω)2 × H1(Ω) and h = O(k), there holds
∥un − Shun∥20 + k2∥pn − Qhpn∥20 + kν
n
i=1
∥ui − Shui∥21 6 Ch5
n
i=1
(∥ui∥22 + ∥pi∥21). (3.20)
And if (un, pn, T n) ∈ H2(Ω)2×H1(Ω)×H2(Ω) (n = 1, 2, . . . ,N) are the solutions of Problem (III), then there exists a positive
constant C independent of the discretization parameter such that
∥un − Shun∥20 + k2∥pn − Qhpn∥20 + kν
n
i=1
∥ui − Shui∥21 6 Ch4∥ψ∥22, 1 6 n 6 N. (3.21)
By Lemma 5 and using the same approach as the proof of Theorem4.1 in [9], for given bounded vector function un−1h ∈ Xh,
there holds the following inequality
sup
(vh,qh)∈Uh×Mh
(unh,Π
∗
h vh)+ kAh((unh, pnh); (vh, qh))
∥vh∥1 + ∥qh∥0 > β(∥u
n
h∥0 + k∥∇unh∥0 + k∥pnh∥0), ∀(unh, pnh) ∈ Xh ×Mh, (3.22)
where β is independent of h and k.
For Problem (IV), we have the following results of the existence, the uniqueness, and the stability of the solutions.
Theorem 9. Under the hypotheses of Theorem 2, there exists a unique series of solutions (unh, p
n
h, T
n
h ) (n = 1, 2, . . . ,N) of fully
discrete FVE formulation for Problem (II), i.e., Problem (IV) satisfying
∥unh∥20 + ∥T nh ∥20 + k2∥pnh∥20 + k
n
i=1
(∥uih∥21 + ∥T ih∥21) 6 C
∥ψ∥20 + ∥ψ∥40 + ∥ψ∥30 . (3.23)
Proof. For given T nh ∈ Wn, the first and second equations in Problem (IV) have a unique series of solutions (unh, pnh) (n =
1, 2, . . . ,N) from the Lax–Milgram Theorem (see [19,17,18]) due to inequality (3.22). Taking vh = unh in the first equation
in Problem (IV) and qh = pnh in the second equation in Problem (IV), by using Lemmas 4–6, the Hölder inequality, and the
Cauchy inequality, we obtain that
∥|unh|∥20 + kν|unh|21 = k(jT nh ,Π∗h unh)+ (un−1h ,Π∗h unh) 6 Ck∥T nh ∥20 +
kν
2
|unh|21 +
1
2
∥|un−1h |∥20 +
1
2
∥|unh|∥20. (3.24)
872 H. Li et al. / J. Math. Anal. Appl. 396 (2012) 864–879
Further, we get from (3.24) that
∥|unh|∥20 + kν|unh|21 6 Ck∥T nh ∥20 + ∥|un−1h |∥20. (3.25)
Summing (3.25) from 1 to n and noting that u0h = 0 yield that
∥unh∥20 + kν
n
i=1
|uih|21 6 Ck
n
i=1
∥T ih∥20. (3.26)
Put
D(T nh , wh) = (T nh , ρ∗hwh)+ kdh(T nh , ρ∗hwh)+ ka2h(un−1h , T nh ,Π∗h vh). (3.27)
Ifun−1h is a givenbounded vector function, fromTheorem3.2.1 and Lemma5.1.5 in [7] (similarly Lemma6), by using Lemma5,
there hold the following results:
D(wh, wh) = ∥|wh|∥20 + kγ−10 |wh|21, ∀wh ∈ Wh, (3.28)
D(T nh , wh) 6 C∥wh∥1∥T nh ∥1, ∀T nh , wh ∈ Wh, (3.29)
where ∥|wh|∥20 = (wh, ρ∗hwh) (since for any wh, φh ∈ Wh, (wh, ρ∗hφh) = (ρ∗hwh, φh) and (wh, ρ∗hwh) > 0). Then, from
the Lax–Milgram Theorem (see [19,17,18]), the third equation in Problem (IV) has a unique series of solutions T nh (n =
1, 2, . . . ,N). By takingwh = T nh in the third equation in Problem (IV), using Lemma 5, the Hölder inequality, and the Cauchy
inequality, we obtain that
∥|T nh |∥20 + γ−10 k|T nh |21 = (T n−1h , ρ∗hT nh ) 6
1
2
(∥|T n−1h |∥20 + ∥|T nh |∥20). (3.30)
Further, we get from (3.30) that
∥|T nh |∥20 + 2γ−10 k|T nh |21 6 ∥|T n−1h |∥20. (3.31)
Summing (3.31) from 1 to n and noting that ∥|T 0h |∥0 = ∥|ρhψ |∥0 6 C∥ψ∥0 yield that
∥T nh ∥20 + γ−10 k
n
i=1
|T ih|21 6 C∥ψ∥20. (3.32)
Combining (3.32) with (3.26) yields that
∥unh∥20 + kν
n
i=1
|uih|21 + ∥T nh ∥20 + γ−10 k
n
i=1
|T ih|21 6 Ckn∥ψ∥20 6 C∥ψ∥20. (3.33)
By the first equation in Problem (IV), (3.11), (2.6), the Hölder inequality, and (3.33), we have that
βk∥pnh∥0 6 sup
vh∈Xh
k|bh(pnh, vh)|
∥vh∥1
= sup
vh∈Xh
|(unh,Π∗h vh)+ kah(unh, vh)| + ka1h(un−1h , unh,Π∗h vh)− k(jT nh ,Π∗h vh)− (un−1h ,Π∗h vh)|
∥vh∥1
6 C(∥unh∥0 + kν∥unh∥1 + kN0∥un−1h ∥1∥unh∥1 + k∥T nh ∥0 + ∥un−1h ∥0) 6 C(∥ψ∥0 + ∥ψ∥20). (3.34)
Combining (3.34) and (3.33) yields (3.23) which completes the proof of Theorem 9. 
Remark 3. The inequality (3.23) shows that the solutions for Problem (IV) are bounded, stabilized, and continuously
dependent on the given initial function ψ .
For the solutions (unh, p
n
h, T
n
h ) (n = 1, 2, . . . ,N) of Problem (IV), we have the following results of convergency, i.e., error
estimates.
Theorem 10. Under the hypotheses of Theorem 2, if ψ ∈ H2(Ω) and k = O(h), there hold the following error estimates between
the solution (un, pn, T n) (n = 1, 2, . . . ,N) to Problem (III) and the solutions (unh, pnh, T nh ) (n = 1, 2, . . . ,N) to Problem (IV):
∥un − unh∥20 + ∥T n − T nh ∥20 + kν
n
i=1
|ui − uih|21 + kγ−10
n
i=1
|T i − T ih|21 6 Ch4. (3.35)
∥pn − pnh∥0 6 Ch. (3.36)
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Proof. Subtracting Problem (IV) from Problem (III) taking v = vh, q = qh, and w = wh, we obtain the following system of
error equations:
(un − unh, vh)− (unh,Π∗h vh − vh)+ ka(un − unh, vh)+ ka1(un−1, un, vh)− ka1(un−1h , unh, vh)− kb(pn − pnh, vh)
= k(j(T n − T nh ), vh)− k(jT nh ,Π∗h vh − vh)+ (un−1 − un−1h , vh)− (un−1h ,Π∗h vh − vh),
∀vh ∈ Xh, n = 1, 2, . . . ,N,
b(qh, un − unh) = 0, ∀qh ∈ Mh, n = 1, 2, . . . ,N,
(T n − T nh , wh)− (T nh , ρ∗hwh − wh)+ kd(T n − T nh , wh)+ ka2(un−1, T n, wh)− ka2(un−1h , T nh , wh)
= (T n−1 − T n−1h , wh)− (T n−1h , ρ∗hwh − wh), ∀wh ∈ Wh, n = 1, 2, . . . ,N,
u0 − u0h = 0, T 0 − T 0h = ψ(x, y)− ρhψ(x, y), (x, y) ∈ Ω.
(3.37)
Let En = Shun − unh. By using the error equation (3.37) and (3.18), we obtain that
∥En∥20 + kν|En|21 = (En, En)+ ka(En, En)
= [(Shun − un, En)+ ka(Shun − un, En)] + [(un − unh, En)+ ka(un − unh, En)]
= [(Shun−1 − un−1, En)+ kb(Qhpn − pn, Eh)+ ka1(un−1, un, En)− ka1(un−1h , Shun, En)]
+ [kb(pn − pnh, En)− ka1(un−1, un, En)+ ka1(un−1h , unh, En)+ (unh,Π∗h En − En)
+ k(j(T n − T nh ), En)− k(jT nh ,Π∗h En − En)+ (un−1 − un−1h , En)− (un−1h ,Π∗h En − En)]
= (En−1, En)+ k(j(T n − T nh ), En)− k(jT nh ,Π∗h En − En)+ (unh − un−1h ,Π∗h En − En). (3.38)
By using the Hölder inequality, the Cauchy inequality, (3.13), (3.21), Lemmas 5 and 6, and Taylor’s formula, if h = O(k) we
get that
|(En−1, En)| 6 ∥En−1∥0∥En∥0 6 12∥En−1∥
2
0 +
1
2
∥En∥20, (3.39)
|k(j(T n − T nh ), En)− k(jT nh ,Π∗h En − En)| 6 Ck∥T n − T nh ∥0∥En∥0 + Ckh2∥T nh ∥0∥∇En∥0
6 Ck∥T n − T nh ∥20 + Ck∥En∥20 + Ckh4 +
νk
4
|En|21, (3.40)
|(unh − un−1h ,Π∗h En − En)| = (Shun − un + un − un−1 + un−1 − Shun−1 + En−1 − En,Π∗h En − En)
6 Ch(∥Shun − un∥20 + h∥un − un−1∥21 + ∥un−1 − Shun−1∥20 + ∥En−1∥20 + ∥En∥20)+
νk
4
|En|21
6 Ch(∥En∥20 + ∥En−1∥20)+ Ch5∥ψ∥22 + Ck2h3∥ut∥2L∞(H1) +
νk
4
|En|21. (3.41)
Combining (3.38) with (3.39)–(3.41) yields that
∥En∥20 + kν|En|21 6 ∥En−1∥20 + Ckh4 + Ck∥T n − T nh ∥20 + Ck(∥En∥20 + ∥En−1∥20). (3.42)
Summing (3.42) from 1 to n yields that
∥En∥20 + kν
n
i=1
|Ei|21 6 Cnkh4 + Ck
n
i=1
∥T i − T ih∥20 + Ck
n
i=0
∥Ei∥20. (3.43)
If k is sufficiently small such that Ck 6 1/2 in (3.43), we obtain from (3.43) that
∥En∥20 + 2kν
n
i=1
|Ei|21 6 Ch4 + Ck
n
i=1
∥T i − T ih∥20 + Ck
n−1
i=0
∥Ei∥20. (3.44)
Applying the Gronwall Lemma to (3.44) yields that
∥En∥20 + kν
n
i=1
|En|21 6 C

h4 + k
n
i=1
∥T i − T ih∥20

exp(Ckn). (3.45)
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By using the triangle inequality, (3.20), and Lemma 6, we get that
∥un − unh∥20 + kν
n
i=1
|ui − uih|21 6 C

h4 + k
n
i=1
∥T i − T ih∥20

. (3.46)
By using (3.11) and the error equation (3.37), we have that
β∥Qhpn − pnh∥0 6 sup
vh∈Xh
|b(Qhpn − pnh, vh)|
∥vh∥1
6 sup
vh∈Xh
|b(Qhpn − pn, vh)|
∥vh∥1 + supvh∈Xh
|b(pn − pnh, vh)|
∥vh∥1
6 C∥Qhpn − pn∥0 +
k−1 (un − unh,Π∗h vh)− (un−1 − un−1h ,Π∗h vh)+ a(un − unh, vh)
+ a1(un−1, un − unh, vh)+ a1(un−1 − un−1h , unh, vh)− (j(T n − T nh ),Π∗h vh)
 /∥vh∥1
6 C
∥Qhpn − pn∥0 + k−1 ∥un − unh∥0 + ∥un−1 − un−1h ∥0+ |un−1 − un−1h |1 + |un − unh|1 + ∥T n − T nh ∥0 . (3.47)
Combining (3.46) with (3.47) yields that
∥Qhpn − pnh∥0 6 Ch
∥ψ∥2 + ∥T n − T nh ∥0 +

k
n
i=1
∥T i − T ih∥20
1/2 . (3.48)
By using the triangle inequality, (3.21) and (3.48), we get that
∥pn − pnh∥0 6 Ch
∥ψ∥2 + ∥T n − T nh ∥0 +

k
n
i=1
∥T i − T ih∥20
1/2 . (3.49)
Let Rh : W → Wh be a generalized Ritz projection, i.e., for given un−1h ∈ Xh, T n−1 ∈ W , and T n−1h ∈ Wh, and for any
T n ∈ W (n = 1, 2, . . . ,N), there exist RhT n ∈ Wh (n = 1, 2, . . . ,N) such that
(RhT n, wh)+ kd(RhT n, wh)+ ka2(un−1h , RhT n, wh)− (RhT n−1, wh)
= (T n, wh)+ kd(T n, wh)+ ka2(un−1, T n, wh)− (T n−1, wh), ∀wh ∈ Wh, n = 1, 2, . . . ,N. (3.50)
If (un, pn, T n) (n = 1, 2, . . . ,N) are the solutions of Problem (III) and T n ∈ H2(Ω)∩W , there hold the following inequalities
(e.g., see, [19,17,18]):
∥RhT n∥0 + k1/2∥RhT n∥1 6 C∥T n∥1, n = 0, 1, 2, . . . ,N, (3.51)
∥RhT n − T n∥20 + kγ−10
n
i=1
|RhT i − T i|21 6 Ch4∥ψ∥22, n = 0, 1, 2, . . . ,N. (3.52)
Let en = RhT n − T nh . By using the error equation (3.37), (2.2), (3.50)–(3.52), Lemma 5, and (2.15), we obtain that
∥en∥20 + kγ−10 |en|21 = (en, en)+ kd(en, en)
= [(RhT n − T n, en)+ kd(RhT n − T n, en)] + [(T n − T nh , ρ∗h en)+ kd(T n − T nh , en)]
= [(RhT n−1 − T n−1, en)+ ka2(un−1, T n, en)− ka2(un−1h , RhT n, en)]
+ [(T nh , ρ∗h en − en)+ ka2(un−1h , T nh , en)− ka2(un−1, T n, en)+ (T n−1 − T n−1h , en)− (T n−1h , ρ∗h en − en)]
= (en−1, en)+ (T nh − T n−1h , ρ∗h en − en)
6 ∥en−1∥0∥en∥0 + Ch(∥en∥0 + ∥RhT n − T n∥0 + h∥T n − T n−1∥1 + ∥T n−1 − RhT n−1∥0 + ∥en−1∥0)|en|1
6
1
2
∥en−1∥20 + ∥en∥20+ C h5 + k2h3 + ∥en∥20 + ∥en−1∥20+ k2γ0 |en|21. (3.53)
Further, we get from (3.53) that
∥en∥20 + kγ−10 |en|21 6 Ch

h4 + ∥en∥20 + ∥en−1∥20
+ ∥en−1∥20. (3.54)
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Summing (3.54) from 1 to n and using (3.52) and (2.11) yield that
∥en∥20 + kγ−10
n
i=1
|ei|21 6 Cnh(h4 + k2)+ ∥e0∥20 + Ck
n
i=1
∥ei∥20
6 C(h4 + k2h2)+ Ck
n
i=1
∥ei∥20 + C∥Rhψ − ψ∥20 + C∥ψ − ρhψ∥20
6 C(h4 + k2)+ Ck
n
i=1
∥ei∥20. (3.55)
If k is sufficiently small such that Ck 6 1/2 in (3.55), we obtain from (3.55) that
∥en∥20 + kγ−10
n
i=1
|ei|21 6 Ch4 + Ck
n−1
i=0
∥ei∥20. (3.56)
Applying the Gronwall Lemma to (3.44) yields that
∥en∥20 + kγ−10
n
i=1
|ei|21 6 Ch4 exp(Ck) 6 Ch4. (3.57)
By using the triangle inequality, (3.57) and (3.52), we obtain that
∥T n − T nh ∥20 + kγ−10
n
i=1
|T i − T ih|21 6 Ch4. (3.58)
Combining (3.46) with (3.58) yields that
∥un − unh∥20 + kν
n
i=1
|ui − uih|21 6 Ch4. (3.59)
Combining (3.58) with (3.49) yields that
∥pn − pnh∥0 6 Ch. (3.60)
Combining (3.58) with (3.59) and (3.60) yields (3.35) which completes the proof of Theorem 10. 
Combining Theorem 2 with Theorem 10 yields the following results.
Theorem 11. Under the hypotheses of Theorems 2 and 10, there hold the error estimates between the solution (u, p, T )
for Problem (II) and the solutions (unh, p
n
h, T
n
h ) (n = 1, 2, . . . ,N) of Problem (IV):
∥u(tn)− unh∥20∥T (tn)− T nh ∥20 ++k
n
i=1
(|u(ti)− uih|21 + |T (ti)− T ih|21) 6 C(k2 + h4), (3.61)
∥pn − pnh∥0 6 C(k+ h), (3.62)
where C is a constant which is only dependent on γ0, ν ,Ω , ψ , maximum total time upper bound tN , and independent of k and h.
4. Some examples
In this section, we present some numerical examples with a physical model of cavity flow and Reynolds number
Re = 7.1 × 103 and Pr = 0.71 by the fully discrete FVE formulation, i.e., Problem (IV) to validate that the results of
numerical computation are consistentwith the theoretical conclusions.Moreover, it is shown that the FVEmethod is feasible
and efficient for finding the numerical solutions of the non-stationary conduction–convection problem and that the FVE
formulation is one of the most effective numerical methods by comparing the results of the numerical simulations of the
FVE formulation with those of the numerical simulations of the FE formulation and the FD scheme for the non-stationary
conduction–convection problem.
Let the side length of the cavity be 1 and Ω¯ = [0, 1] × [0, 1]. We first divide the cavity into 100× 100 = 10,000 small
squares with side length △x = △y = 0.01, and then link diagonal of the square to divide each square into two triangles
in the same direction, which composes triangularizations ℑ2h and ℑh (h =
√
2 × 10−2/2). The dual decomposition ℑ∗h is
taken as barycenter dual decomposition, i.e., the barycenter of the right triangle K ∈ ℑh is taken as the node of the dual
decomposition. We take a time step increment as k = 0.01. Let the initial value and the boundary values of u = (u1, u2) be
equal to 0 on the boundary of the cavity. And let T = (1− y)(1− x) on the boundaries of the cavity.
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Fig. 2. When Re = 7.1× 103 and Pr = 0.71, the left image, the center figure, the right image are respectively the stream line figures of the FDS solution,
the FVE solution, and the FE solution of the velocity u at the time level t = 2.
Fig. 3. When Re = 7.1× 103 and Pr = 0.71, the left image, the center image, the right image are, respectively, the stream line figures of the FDS solution,
the FVE solution, and the FE solution of the temperature T at the time level t = 2.
Fig. 4. When Re = 7.1× 103 and Pr = 0.71, the left image, the center image, the right image are, respectively, the stream line figures of the FDS solution,
the FVE solution, and the FE solution of the pressure p at the time level t = 2.
We find a FVE numerical solution (unh, p
n
h, T
n
h ) by Problem (IV) when n = 200 (i.e., t = 2), whose unh, pnh, and T nh are
depicted graphically at the center images in Figs. 2, 3 and 4, respectively.
We also find a numerical FE solution (unh, p
n
h, T
n
h ) by the following fully FE formulation:
(unh, vh)+ ka(unh, vh)+ ka1(un−1h , unh, vh)− kb(pnh, vh) = k(jT nh , vh)+ (un−1h , vh), ∀vh ∈ Xh,
b(qh, unh) = 0, ∀qh ∈ Mh,
(T nh , wh)+ kd(T nh , wh)+ ka2(un−1h , T nh , wh) = (T n−1h , wh), ∀w ∈ Wh, i = 1, 2, . . . , 200,
u0h = 0, T 0h = ρhψ(x, y), (x, y) ∈ Ω,
when n = 200 (i.e., t = 2), whose unh, pnh, and T nh are depicted graphically at the right hand figures in Figs. 2, 3 and 4,
respectively.
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We also find a numerical FD solution un
1,j+ 12 ,i
, un
2,j,i+ 12
, pnji, and T
n
j,i+ 12
(i, j = 0, 1, . . . , 100; n = 0, 1, 2, . . . , 200) by the
following FD scheme which is conditionally stable (see [21,22]):
pj−1,i − 2pj,i + pj+1,i
∆x2
+ pj,i−1 − 2pj,i + pj,i+1
∆y2
n
= R,
un+1
1,j+ 12 ,i
= F n
j+ 12 ,i
− k
∆x
[pnj+1,i − pnj,i], un+12,j,i+ 12 = kT
n
j,i+ 12
+ Gn
j,i+ 12
− k
∆y
[pnj,i+1 − pnj,i],
T n+1
j,i+ 12
= T n
j,i+ 12
− k
∆x
un
1,j,i+ 12
(T n
j+ 12 ,i+ 12
− T n
j− 12 ,i+ 12
)− k
∆y
un
2,j,i+ 12
(T nj,i+1 − T nj,i)
+ k
γ0

Tj−1,i+ 12 − 2Tj,i+ 12 + Tj+1,i+ 12
∆x2
+
Tj,i− 12 − 2Tj,i+ 12 + Tj,i+ 32
∆y2
n
,
where
R = 1
k∆x
[Fj+ 12 ,i − Fj− 12 ,i]
n + 1
k∆y
[Gj,i+ 12 − Gj,i− 12 + k(Tj,i+ 12 − Tj,i− 12 )]
n,
F n
j+ 12 ,i
= un
1,j+ 12 ,i
− k
∆x
un
1,j+ 12 ,i
(un1,j+1,i − un1,j,i)−
k
∆y
un
2,j+ 12 ,i
(un
1,j+ 12 ,i+ 12
− un
1,j+ 12 ,i− 12
)
+ νk

u1,j+ 12 ,i−1 − 2u1,j+ 12 ,i + u1,j+ 12 ,i+1
∆y2
+
u1,j− 12 ,i − 2u1,j+ 12 ,i + u1,j+ 32 ,i
∆x2
n
,
Gn
j,i+ 12
= un
2,j,i+ 12
− k
∆y
un
2,j,i+ 12
(un2,j,i+1 − un2,j,i)−
k
∆x
un
1,j,i+ 12
(un
2,j+ 12 ,i+ 12
− un
2,j− 12 ,i+ 12
)
+ νk

u2,j−1,i+ 12 − 2u2,j,i+ 12 + u2,j+1,i+ 12
∆x2
+
u2,j,i− 12 − 2u2,j,i+ 12 + u2,j,i+ 32
∆y2
n
,
when n = 200 (i.e., t = 2), whose (un
1,j+ 12 ,i
, un
2,j,i+ 12
), pni,j, and T
n
j,i+ 12
are depicted graphically at the right images in Figs. 2, 3
and 4, respectively.
The curves of Fig. 5 are, respectively, the relative errors (log) (with respect to vector norm for FDS, but with respect to
L2-norm for FVE and FE methods) of the solutions of the FD scheme, the fully discrete FVE formulation Problem (IV), and
fully discrete FE formulation at time t ∈ (0, 2]. Since the fully discrete FVE formulation Problem (IV) keeps conservation law
of mass or energy, it is more stable than the FD scheme and the fully discrete FE formulation and the errors of its numerical
solutions are smallest among three formulations, which does not exceed 4×10−2. Moreover, it is shown that the results for
numerical examples are consistent with those obtained for the theoretical case, since the theoretical and numerical errors
achieve O(10−2).
Comparing the fully discrete FVE solution of Problem (IV) with the fully discrete FD solution and the FE solution
implementing numerical simulation for t = 2 on the same computer (LASGWork Station), we find that for the fully discrete
FVE formulation Problem (IV) the required computing time is 6 s, while for the fully discrete FE formulation is 12 s, and the
FD scheme is about 5 s, computing time of the fully discrete FVE formulation Problem (IV) is almost as same as the times of
the FD scheme, but is only a half of time of the FE formulation and the error of FVE solution is far smaller than those of the
FE solution and the FD solution.
It has been shown that the FVE formulation is one of the most effective numerical methods by comparing the above
results of the numerical simulations of the FVE formulation with those of the FE formulation and the FD scheme of the
non-stationary conduction–convection problem.
5. Conclusions
In this paper, we have derived the semi-discrete formulation with respect to time for the non-stationary
conduction–convection problem, then directly derived a fully discrete FVE formulation from the semi-discrete formulation
with respect to time which could avoid the semi-discrete FVE formulation about spatial variables which is a new study
attempt. We have provided the error estimates between the fully discrete FVE solutions and the accuracy solution by
recurring the FE methods for the non-stationary Navier–Stokes equations and parabolic equations. We have also given
some numerical examples illustrating that the errors of the fully discrete FVE approximate solutions are consistent with
previously obtained theoretical results, validating that the FVE method is feasible and efficient for finding the numerical
solutions of the non-stationary conduction–convection problem, and showing that the FVE formulation is one of the most
effective numerical methods by comparing the results of the numerical simulations of the FVE formulation with those of
the numerical simulations of the FE formulation and the FD scheme for the non-stationary conduction–convection problem.
These are the improvement and innovation for the existing methods (e.g., see, [13,15] or others).
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Fig. 5. When Re = 7.1 × 103 and Pr = 0.71, the top image, the middle image, and the bottom image are, respectively, the error (log) images of the FDS
solutions, the FVE solutions, and the FE solution of the velocity u, the temperature T , and the pressure p at the time t ∈ (0, 2].
Though the FVE method for time-dependent Stokes equations (see [13]) and the penalty FVE method for the transient
Navier–Stokes equations (see [15]) have been provided, the non-stationary conduction–convection problem here is entirely
different from the time-dependent Stokes equations in [13] and the transient Navier–Stokes equations in [15]. The
continuous equation and themomentumequation on fluid velocity and pressure of time-dependent Stokes equations in [13]
are only a linear system of equations, while the continuous equation and the momentum equation on fluid velocity and
pressure of the non-stationary conduction–convection problem here are a nonlinear system of equations and the non-
stationary conduction–convection problem includes a nonlinear, time-dependent, and heat transfer energy equation with
temperature and fluid velocity coupled, which is more complex than the transient Navier–Stokes equations without energy
equation in [15]. Therefore, making a study of the FVE method for the non-stationary conduction–convection problem here
has far more difficulties, more important, more serviceable, and more challenging than those for time-dependent Stokes
equations (see [13]) and the penalty FVE method for the transient Navier–Stokes equations (see [15]).
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