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Wer ist verantwortlich, wenn (halb-)automatisierte Systeme dis-
kriminieren? Wie werden gesellschaftliche Stereotype und Dis-
kriminierung durch Machine Learning und Künstliche Intelli-
genz (re-)produziert? Wo gibt es Interventionspunkte und wel-
che Arten von Forschung und Regulierung sind erforderlich, um 
sicherzustellen, dass diese Interventionen effektiv sind? Zahl-
reiche Fälle von Diskriminierung durch Algorithmen aufgrund 
von Geschlecht, Ethnizität, Klasse und sexueller Orientierung 
haben in den letzten Jahren einen dringenden Handlungsbedarf 
deutlich gemacht. Unternehmen und Regierungsinstitutionen 
ziehen unter dem Motto von Effizienz und Kosteneinsparung 
zunehmend (halb-)automatisierte Entscheidungssysteme he-
ran – oft sind sie ungetestet oder schlecht entwickelt, jedenfalls 
hinsichtlich der in sie eingeschriebenen strukturellen Ungleich-
heiten. Der Einsatz solcher Systeme in Bereichen wie Bildung, 
Beschäftigung, Gesundheit, Bankwesen, Polizeiarbeit und Ter-
rorismusbekämpfung objektiviert damit diskriminierende Ent-
scheidungen und läuft Gefahr, gesellschaftliche Ungleichheiten 
infrastrukturell zu verankern und langfristig zu verstärken.
In den letzten zehn Jahren hat sich rund um diese Problema-
tik ein interdisziplinäres Forschungsfeld entwickelt, das sich erst 
unter der Bezeichnung discrimination-aware data-mining und 
aktuell unter fairness, accountability and transparency in ma-
chine learning (FAT) mit Bias in soziotechnischen Systemen 
auseinander setzt. Eine besondere Herausforderung dieser For-
schung besteht in der Entwicklung geeigneter Methoden, um 
Bias aus Daten, Klassifizierungen und Modellen zu entfernen: 
Methoden des Debiasing sollen sowohl technischen als auch ju-
ristischen und emanzipatorischen Anforderungen genügen. Die-
ses wichtige Unterfangen basiert auf der Erkenntnis, dass infor-
matische Systeme nicht objektiv sind. Gleichzeitig müssen aber 
auch hier eine Reihe an normativen Entscheidungen getroffen 
werden. Debiasing formalisiert im Grunde mathematisch, was 
als fair und frei von Diskriminierung verstanden wird. Wir kön-
nen etwa fragen, wie soziale Kategorien wie Geschlecht, Ethni-
zität, Alter oder Klasse – z. B. bei der Vergabe von Krediten oder 
von staatlichen Fördermaßnahmen bei Arbeitslosigkeit – algo-
rithmisch zueinander in Beziehung gesetzt werden und auf Ba-
sis welcher Annahmen dann getestet wird, ob ein System diskri-
miniert und für wen es fair ist.
Um diesen impliziten Normsetzungen auf die Spur zu kom-
men, beschäftigt sich ein am ITA durchgeführtes Projekt mit 
Praktiken des Debiasing. Konkret wird danach gefragt, welche 
impliziten Annahmen und Werte Forscher_innen der FAT-Com-
munity in ihren epistemischen Praktiken mobilisieren. Im Ok-
tober 2018 fand dazu ein erster internationaler Workshop mit 
dem Titel „Debiasing and Discrimination-Awareness in Ma-
chine Learning: Exploring Implicit Assumptions and Context“ 
statt. Im Rahmen des von Bettina Berendt (KU Leuven) und 
Doris Allhutter (ITA) durchgeführten Workshops nahm eine 
Gruppe von zehn Forscher_innen an einer kollektiven Dekonst-
ruktion teil: Ziel dieses methodischen Herangehens ist es, kon-
krete Debiasing-Praktiken zu reflektieren und damit informati-
sche Kernkonzepte und ihre impliziten Argumentationslogiken 
zu beleuchten. Problematisiert wurde beispielsweise die Fähig-
keit eines Entscheidungsunterstützungssystems entweder mög-
lichst korrekte oder faire Entscheidungen vorzuschlagen (der 
sogenannte accuracy-fairness trade-off). Entsprechende Refle-
xionen ermöglichen es der FAT-Community schrittweise zu er-
fassen, auf welch vielschichtige Weise ihre disziplinär gepräg-
ten Arbeitspraktiken mit gesellschaftlichen Machtverhältnissen 
verwoben sind. Dies kann nicht nur dazu beitragen, disziplinäre 
Konzepte und Methoden zu hinterfragen, sondern epistemische 
Praktiken zu transformieren.
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