In this work, we show that an implementation of Coulomb-attenuated density-functional theory leads to considerably better prospects than hitherto for modeling two-photon absorption cross sections for charge-transfer species. This functional, which corrects for the effect of poor asymptotic dependence of commonly used functionals, essentially brings down the widely different results for larger charge-transfer species between Hartree-Fock and density-functional theory ͑DFT͒-B3LYP into a closer range. The Coulomb-attenuated functional, which retains the best aspects of the Hartree-Fock and DFT-B3LYP methods, proves to be very promising for further modeling design of multiphoton materials with technical applications.
I. INTRODUCTION
In the last few years, we have witnessed an increased contribution from theoretical modeling in the design and characterization of materials with properties made to order. A branch of such modeling has concerned the computation of light-matter interaction, which now has reached the level of precision necessary to become a practical tool for the design of materials with particular optical properties. Vice versa, results on the properties of materials from spectroscopic and other types of experimental measurements are now commonly analyzed and interpreted by means of computations, leading to increased understanding of basic properties and mechanisms-for instance, structure-property and structurefunction relationships.
The coherent absorption of two photons rather than of single photons means that light is preferentially absorbed when it is very intense-the two-photon cross section is quadratically dependent on the intensity-but penetrates the material under normal intensity conditions. Moreover, by reaching fundamental optical excitations by means of infrared light, two-photon absorption shows deeper penetration. These features underlie many of the technological applications of two-photon materials. The manufacturing of strong multiphoton chromophores has been greatly promoted by the flexibility of synthetic chemistry and also by the capability of modern modeling techniques, which can approach the optical processes by first principles for molecular sizes that are of technical interest.
Charge-transfer molecules are important constituents in multiphoton materials, as can be understood from the observation that the change in the dipole moment induced by a charge-transfer excitation leads to a large transition dipole moment and therefore a strong optical oscillator strength. 1 A practical way to design such molecules is to add substituent groups of electron donor and acceptor character and to separate them by bridges, often of conjugated bond-length alternating type and special central coordinating units. These simple recipes transcend from the one-photon to the multiphoton cases, the difference being that the molecular chromophores in the latter cases should be multidimensional.
First-principles calculations of multiphoton absorptions have for a decade been rooted in ab initio time-dependent perturbation theory ͑TDPT͒-in particular, the random-phase approximation ͑RPA͒, where TDPT is applied to HartreeFock ͑HF͒ theory. Correlated techniques based on multiconfiguration self-consistent-field and coupled-cluster theories have been developed and applied to a number of small molecular systems, serving also as benchmarks for the RPA. Although the RPA is applicable to larger systems by means of screening and linear-scaling techniques, it suffers from the neglect of electron correlation. The development of the corresponding time-dependent technology within densityfunctional theory ͑DFT͒ has therefore been welcome, combining the applicability of HF theory with the inclusion of electron correlation. Nevertheless, the dependence of the multiphoton cross sections on the choice of functional has remained a concern as the property indeed is very sensitive to the parametrization of the DFT model. In particular, for larger charge-transfer systems, which represent the most promising multiphoton systems, the cross-section variation between different standard functionals is unreasonably large, irrespective of whether simplified few state models or the full response models are applied. The DFT transition moments thus get very large for two-and three-photon excitations and also for ground-excited state and excited-excited state one-photon excitations. The situation is further aggravated by the fact that comparisons with experimental data often are difficult to carry out as these are obtained at strong fields and therefore contain contributions from competing stepwise processes and are subject to saturation effects. Theory must therefore often stand on its own, making large deviations between the different theoretical models particularly worrisome.
It is a very reasonable conjecture that problems in the description of multiphoton charge-transfer excitations are inherited from those of the corresponding one-photon excitations and related to the locality assumption in DFT. In this respect, the common functionals can be divided into three classes. Local-density approximation ͑LDA͒ functionals such as SVWN depend only on the local electron density but their accuracy is often poor. Generalized gradient approximation ͑GGA͒ functionals such as PBE or HCTH contain non-local-density-gradient corrections, often improving considerably on the LDA. The third class consists of hybrid functionals such as the B3LYP and B97 functionals, which include a fixed proportion of HF exchange. For heavily delocalized systems, all these classes of functionals show an incorrect asymptotic dependence concerning excitation energies 2 and polarizabilities, 3, 4 two properties closely related to multiphoton absorption. Moreover, hybrid as well as pure DFT functionals may provide qualitatively and quantitatively incorrect results for large compounds due to "overpolarization." Likewise, charge-transfer excitations are intrinsically nonlocal processes and the associated transition moments become overestimated. The reason is the aforementioned locality of the functionals: their form is unable to account properly for the energy required to transfer the electronic charge from one side of the system to another-see Sec. II for an illustrative example.
A remedy for the problem was recently proposed by Tawada et al., who presented the long-range-corrected ͑LC͒ functional. 5 Their idea is to treat short-range exchange interaction by means of an appropriate ͑pure͒ density functional and the long-range interaction by HF exchange. The switch between these two regions is smoothly accomplished with the help of an Ewald split of the r 12 −1 operator In the present work, we calculate two-photon excitation cross sections and the corresponding excitation energies using the CAM-B3LYP functional, investigating whether the large disagreements between HF theory and DFT can be explained and corrected for large charge-transfer systems, the prime candidates for multiphoton materials. In the following, we first recapitulate the attenuated Coulomb method, referring to the original article of Ref. 6 for details. We then apply CAM-B3LYP together with HF, LDA, and B3LYP on a set of charge-transfer molecules of varying size to explore trends. Results are discussed and summed up in the last section of the paper.
II. CAM-B3LYP FOR CHARGE-TRANSFER MOLECULES
It has been shown that standard, pure DFT functionals have problems reproducing some properties of excited systems. 8 These difficulties are related to an incorrect asymptotic behavior of the functionals, leading to unphysically diffuse density in the outer regions. Also, because DFT functionals are local
͑with gradient corrections in GGA͒, they cannot account for effects that occur during charge-transfer excitations. There have been several attempts to fix these, nowadays one of the most serious deficiencies of DFT. The asymptotic behavior can be adjusted by a correct functional construction ͑LB94 functional presented in Ref. 9͒ or by various schemes that include some feedback from the ionization potential. 10, 11 These methods have, however, their own problems-for instance, LB94 cannot accurately reproduce the potential generated by inner-valence electrons. Asymptotic-correction schemes are probably more robust but lack theoretical appeal.
Another way to ensure the correct asymptotic behavior was suggested by Tawada et al. 5 -namely, to switch on exact exchange gradually at long separations, as done in their LC functional. This functional describes charge transfer much better but at the expense of a poorer description of other properties such as atomization energies. The idea of using different proportions of HF exchange for different regions of space was developed further by Yanai et al., who presented the CAM-B3LYP functional. 6 Early investigations suggested that CAM-B3LYP provides roughly the quality of B3LYP, with an improved treatment of charge-transfer processes. 7 It should be noted that, although CAM-B3LYP in its original parametrization does not have an entirely correct asymptotic behavior, it still presents a significant improvement over established density functionals.
The CAM-B3LYP method partitions exchange interaction into short-and long-range contributions, switching between them smoothly using the error function. Short-range exchange is extracted mostly by a DFT functional ͑0.81͒, while long-range exchange is treated mostly by exact HF exchange ͑0.65͒. The proportion of HF exchange and the distance dependence of these three functionals are shown in Fig. 1 . It has been suggested that functionals with an exactly correct asymptotic behavior ͑i.e., full HF exchange͒ for longrange interactions may provide an even better description of charge-transfer systems. 7 The usefulness of CAM-B3LYP is clearly seen in some test systems-for example, for the polarizabilities of alkene chains in Fig. 2 . These compounds have conjugated bonds stretching over the entire molecule, giving it a strong chargetransfer character. For long chains, the longitudinal polarizability per unit length of the chain should converge to a constant. Whereas LDA fails miserably, giving polarizabilities increasing much faster with the chain length, the CAM-B3LYP polarizabilities are close to the expected ones, where the discrepancy can be attributed to the remaining deficiencies in the asymptotic correction.
Another difficult case-probably more appealing to chemists-was presented in Ref. 8 . Some of the lowest excited states of ethylene-tetrafluoroethylene supermolecule have a charge-transfer character, see Fig. 3 . The energy required for such a hop grows like −r −1 with distance between the parts of the system. Unsurprisingly, the excitation energies obtained with pure DFT show no such dependence. Again, CAM-B3LYP corrects this problem.
Having demonstrated that CAM-B3LYP gives the correct behavior for well-understood model systems, we now apply it to the more challenging task of calculating twophoton absorptions in charge-transfer molecules. For this purpose, we have chosen the paranitroaniline ͑PNA͒ molecule, the nitro-amino-trans-stilbene ͑NATSB͒ molecule, and the AF240 molecule ͑see Fig. 4͒ . PNA is a relatively small charge-transfer system but has over the years been studied with a range of methods. The NATSB molecule, which consists of a donor-acceptor pair connected with a stilbene-type bridge, is more interesting from a practical point of view and has a larger two-photon absorption cross section. Finally, the AF240 molecule has been the subject of earlier experimental studies, with no previous theoretical predictions at the ab initio level.
III. PARA NITROANILINE
PNA is a benchmark system used to establish the quality of various theoretical methods for the calculation of optical properties. 12, 13 In Table I , we have calculated the six lowest excitation energies and the corresponding two-photon absorption cross sections using the B3LYP and CAM-B3LYP methods, in the augmented cc-pVDZ basis set to reach close to the basis-set limit. We have here used CAM-B3LYP with original parameters ␣ = 0.19 and ␣ + ␤ = 0.65. With these choices, a fully correct asymptotic behavior ͑which requires ␣ + ␤ =1͒ is not achieved and CAM-B3LYP may still give results that do not scale correctly with system size, although this may not be noticeable for the molecular sizes studied here.
The energies obtained with B3LYP are slightly lower than the experimental value of 4.37 eV.
14 In this respect, CAM-B3LYP presents an improvement, lifting the lowest root by 0.37 eV and the sixth one by 0.78 eV. The twophoton absorption cross sections increase by about 20%. In addition to the cross section a.u. specified in a.u., we report also the related energy-weighted cross section GM in GM units:
where ␣ is the fine-structure constant, a 0 is the Bohr radius, c is the speed of light in vacuum, is the energy of the exciting photon ͓in the case of two-photon absorption ͑TPA͒ process, one-half of the excitation energy͔, and ⌫ is the lifetime of the excited state, which we set to 0.1 eV. Practical calculations on molecules of interest are often performed in a smaller basis set than this. We have therefore also performed calculations in the smaller 6-31G ** basis to see what trends to expect when the basis is too small to describe the process accurately. The excitation energies and TPA cross sections are collected in Table II , which also include HF and LDA results. Whereas the HF excitation energy overestimates the experimental value of 4.37 eV ͑see Ref. 14͒ by about 1 eV, the LDA energy underestimates it. Moreover, in contrast to HF, LDA predicts the higher excited states to have a cross section much lower than that of the charge-transfer state. More advanced DFT functionals such as PBE provide no improvement since the error cannot be attributed to an insufficiently accurate functional parametrization but rather to the inapplicability of the local description. By contrast, the HF method yields cross sections of the same order of magnitude.
Turning our attention to hybrid functionals, we see that the excitation energies obtained with B3LYP and CAM-B3LYP increase by 0.21 and 0.25 eV, respectively, when the split-valence 6-31G ** basis without diffuse functions is used instead of the aug-cc-pVDZ basis. For small molecules such as PNA, the correction introduced by CAM-B3LYP is comparable with the error in the method. The excellent B3LYP/ 6-31G ** result arises from error cancellation.
IV. NITRO-AMINO-TRANS-STILBENE
The NATSB molecule is a prototypical strong TPA absorber, 1 consisting of a stilbene bridge that joins a NO 2 -NH 2 donor-acceptor pair ͑Table III͒. For this molecule, we have performed calculations in the smaller ccpVDZ basis, with the geometry optimized at the B3LYP/ccpVDZ level of theory, see Ref. 15 . For this molecule, no experimental excitation energies are known to the authors.
Again, the HF method produces the largest excitation energies and the smallest TPA cross sections. Moreover, LDA presents the opposite behavior, with very low excitation energies and with TPA cross sections larger by an order of This also contributes to a cross section that ͑in a.u.͒ is close to LDA value and ͑in GM units͒ the largest of those considered here. By contrast, CAM-B3LYP provides a balanced picture of the process. The excitation energy of the charge-transfer state is 0.46 eV lower than the HF result and 1.2 eV higher than the too low LDA prediction. The corresponding TPA cross section is lower than that predicted by LDA and substantially higher than the too conservative HF result.
V. AF240
The AF240 molecule is a variant of the AF270 organic chromophore studied experimentally in Ref. 16 , see Fig. 4 . Since this 69-atom molecule is more than twice the size of the 30-atom NATSB molecule, size effects should be stronger.
When optimizing the geometry of the AF240 molecule, the best way to mimic the experimental conditions would be to perform a full ab initio geometry optimization, either with an explicit solvent or by using a polarizable continuum model. However, the inclusion of solvent effects would make an otherwise expensive geometry optimization even more demanding. We have therefore optimized the geometry in vacuum, using the force-field provided by the SPARTAN program as well as the HF and B3LYP forces, calculated in 6-31G and 6-31G * basis sets. Since force-field or semiempirical optimization methods will probably be the only practical methods for large molecules in the foreseeable future, it is relevant to have an idea about their impact on the property of interest to us. By comparing the results obtained at the different geometries, we find that, although the choice of geometry does have an impact on the calculated excitation energies and the TPA results, these effects are much smaller than the effects arising from the use of different electronicstructure methods. Since the B3LYP/ 6-31G * geometry is expected be the best for molecules in vacuum, we have used this geometry in the following.
The fact that experiments are carried out in a liquid sample implies not only geometry effects but also a strong polarization that in general is much larger than the geometryinduced changes in the TPA cross sections. 15 The solvent is also important in that solvent collisions induce a dephasing of the excited states, changing the coherent cross section ͑considered here͒ and, in particular, its strength relative to the corresponding incoherent stepwise processes, 17, 18 which are strongly enhanced through a solvent dephasing mechanism. Although relevant in assessing the measured TPA cross sections, these effects are beyond the scope of our work.
A. First excitation energy of AF240
We study first the impact of the geometry and the electronic-structure method on excitation energies, see Table  IV . Again, the HF method overestimates the first excitation energy, whereas the LDA method strongly underestimates it, confirming the charge-transfer character of the lowest excited state. The observed B3LYP geometry effects are small, the calculated first excitation energies being scattered in a range of 0.16 to about 2.94 eV. Interestingly, the force-field result is only 0.02 eV off the central value, the discrepancy being much smaller than the basis-set effect. The CAM-B3LYP model behaves similarly, with all results between 3.53 and 3.74 eV and the force-field result only 0.015 eV off the central value. Apparently, the use of force-field geometries is acceptable for molecules such as AF240, although a stronger statement requires more molecules to be studied. Also, our basis set is rather small: for PNA, the basis-set limit is 0.25 eV lower than the value obtained in this basis and the AF240 shift is expected to be of the same order. TABLE III. Orientationally averaged two-photon absorption cross sections for NATSB molecule. For ordinary CAM-B3LYP, the long-range interactions are accounted with ␣ + ␤ = 0.65 fraction. a.u. is the cross section in a.u. while GM is specified in 10 −50 GM. Geometry optimized using HF method and 6-31G basis set.
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Geometry optimized using B3LYP method and 6-31G basis set.
B. Solvent effect
The measurements of TPA spectra of AF240 are reported for the molecule solvated in tetrahydrofuran. 19 The experimental spectrum has its main peak at 392 nm ͑3.16 eV͒. Since the solvent is polar and since the first excited state of AF240 is a charge-transfer state, we expect the excitation energy to be lowered by solvation. We have estimated this effect using the McRae-Bayliss formula, 20 based on the following parameters: the magnitude of the ground-state dipole moment g , the magnitude of the excited-state dipole moment e , the cosine of the angle between the ground-and excited-state dipole moments cos , the permittivity of solvent ⑀ r , the refractive index of the solvent n, and the solute cavity radius a w . We use a w = 10.5 Å, corresponding to a cavity diameter of about 1.5 Å larger than the largest interatomic distance in AF240.
The CAM-B3LYP model predicts a solvent shift of −0.02 eV, which is smaller than the B3LYP shift of −0.09 eV, the difference arising since the B3LYP excitedstate dipole moment is twice the CAM-B3LYP dipole moment. Adding a basis-set shift of −0.25 eV and a solvent shift of −0.02 eV to the CAM-B3LYP excitation energy of 3.58 eV, we obtain 3.31 eV, in reasonable agreement with the experimental value of 3.16 eV. The B3LYP first excitation energy after corrections for basis set and solvent shifts becomes 2.58 eV. This is 0.58 eV below the experimental value, demonstrating the difficulty of the B3LYP model to treat excitations in this kind of systems.
C. Two-photon absorption of AF240
For the TPA cross sections, the trends observed for the smaller molecules become more pronounced for AF240. 21 As expected for a molecule of this size, the HF and LDA methods provide the smallest and largest TPA cross sections, respectively. The B3LYP results are not substantially different from the LDA results. The geometry effects are smaller than in the one-photon calculations, the quality of the results depending more on the method itself. The CAM-B3LYP values are almost seven times larger than the too small HF values and four times smaller than the too large LDA values.
Calculations on a molecule of the size of AF240 demonstrate clearly the strengths and weaknesses of the computational models, indicating that the success of time-dependent DFT for small molecules can in part be attributed to their small size, which severely limits the charge-transfer distance in excitations. The HF model overestimates the excitation energy, even when basis-set effects are accounted for. The LDA functional, on the other hand, gives too low excited states, which are lowered further when the basis set is increased. The B3LYP model corrects the LDA problem somewhat, but its performance is still unsatisfactory-in particular, when solvent effects are included, see Table V . By contrast, the CAM-B3LYP model gives very reasonable excitation energies, particularly when solvation and basis-set effects are included. Compared with the differences between the computational models, the geometry and basis-set effects on the TPA cross sections are small but not negligible ͑Table VI͒.
VI. CONCLUSION
The present work adheres to the general ambition of making quantum-chemical methods applicable to optical, photonic properties of technical materials in the nonlinear regime. The nonlinear process of two-photon excitations exhibits some features that are of high technological interest, where charge-transfer molecules have been singled out as useful ingredients in two-photon materials. The ability to transfer an electron from one end to another in such molecules produces a large change in the dipole moment and a large two-photon absorption cross section. Unfortunately, from a theoretical point of view, it has been difficult to meet some of the requirements in the field of two-photon technology since fundamental charge-transfer excitations are poorly described by standard DFT functionals-in particular, in large molecules. Since DFT is the most applicable and widely used electronic-structure theory, its limitation for charge-transfer excitations should be solved in order to pursue applications on two-photon materials involving large molecular compounds.
The results presented in this article show that the Coulomb-attenuated CAM-B3LYP method, to a large extent, remedies the difficulties of standard DFT in the description of charge-transfer processes. With its implementation, we envisage an increase in the size of molecules for two-photon simulations of the kind presented here, by combining it with linear-scaling and density-fitting algorithms. Geometry optimized using B3LYP method and 6-31G basis set.
