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Abstract. Industry 4.0 has shifted the manufacturing related processes from 
conventional processes within one organization to collaborative processes 
across different organizations. For example, product design processes, manufac-
turing processes, and maintenance processes across different factories and en-
terprises. This complex and competitive collaboration requires the underlying 
system architecture and platform to be flexible and extensible to support the 
demands of dynamic collaborations as well as advanced functionalities such as 
big data analytics. Both operation and condition of the production equipment 
are critical to the whole manufacturing process. Failures of any machine tools 
can easily have impact on the subsequent value-added processes of the collabo-
ration. Predictive maintenance provides a detailed examination of the detection, 
location and diagnosis of faults in related machineries using various analyses. 
In this context, this paper explores how the FIWARE framework supports pre-
dictive maintenance. Specifically, it looks at applying a data driven approach to 
the Long Short-Term Memory Network (LSTM) model for machine condition 
and remaining useful life to support predictive maintenance using FIWARE 
framework in a modular fashion. 
Keywords: Predictive Maintenance, FIWARE, LSTM, Big Data Analytics, In-
dustry 4.0. 
1 Introduction 
Modern complex and competitive manufacturing demand flexible and modular sys-
tems to optimize production processes; maintenance and market demands; and to 
support collaborative partners [1, 2]. In the context of Industry 4.0, utilizing emerging 
technologies such as Internet of things, advanced data analytics and cloud computing 
provides new opportunities for flexible collaborations as well as effective optimiza-
tion of manufacturing related processes, e.g. predictive maintenance [1]. 
Both operation and condition of the production equipment are critical to the whole 
manufacturing process [3, 5]. Failures of the machine tools easily can have impact 
such as delay on the subsequent value-added processes of the organization, partners 
and its customers, due to the interlinked nature of production systems [4, 5]. Essen-
tially, any unplanned failure or inefficient process of manufacturing equipment can 
result in an unplanned downtime and costs for an entire production line [3, 5]. Tradi-
tional processes dealing with maintenance are complex, and costly [6]. It is impossi-
ble for the traditional data processing approaches and tools to produce meaningful 
information from the huge volume of data generated by modern manufacturing pro-
cesses [7].  
Condition-based maintenance utilizes condition measurements to schedule appro-
priate maintenance activities while minimizing impact to normal machine operations 
[3, 5]. In order to achieve optimal maintenance decision making, a new approach 
should be in place to utilize multiple data sources from different data domains. Typi-
cally, production data, machine operation and function data, and sensor data are all 
required for the analysis (real-time, off-line) and used to build models for predicting 
machine condition i.e. failure, worn, etc., or inefficient process or poor product quali-
ty reducing failure times and costs [3, 5, 6]. Real-time monitoring of machine tools 
and equipment together with predictive models, visualization and data analysis sup-
ported by flexible predictive maintenance platform can lead to effective maintenance. 
This paper presents an approach for data driven predictive maintenance of machine 
equipment, based on real-time shop floor monitoring and enhances the collaboration 
between parties involved through flexible maintenance platform in the context of 
Industry 4.0 by applying FIWARE framework, enabling modularizing of related func-
tions. The contributions of this work are a) design a predictive maintenance analytics 
platform based on FIWARE b) propose data-driven approach with Long Short-Term 
Memory (LSTM) network for RUL estimation, which can make full use of the sensor 
sequence data, and c) using the design predictive maintenance platform to present the 
application case. 
2 Related work 
The emerging Industry 4.0 drives the focus of modern industrial collaborative compu-
ting [1]. Industry 4.0 can be realized as the flexibility that exists in value-creating 
networks is increased by the application of emerging technologies such as the internet 
of things, Cyber Physical Systems (CPS), cloud computing, enabling machines and 
plants to adapt their behaviors to changing orders and operating conditions through 
self-optimization and reconfiguration [1]. Essentially the data exchanged and pro-
duced in such interaction among several components establishes the underlying busi-
ness processes for collaboration. Collaborative business processes are required being 
moved across factories and enterprises to effectively manage and ease the life cycle of 
production and its demands [8, 9]. This requires a flexible and modular platform. 
Furthermore, with the demand for data to flow across different collaborative domains, 
new important challenge like transparency and traceability arise [4]. 
Effective maintenance is essential to decreasing the costs associated with down-
time and faulty products in highly competitive and complex manufacturing industries 
[3, 4]. In the context of predictive maintenance, remaining useful life (RUL) estima-
tion and detecting the tool condition of an equipment enable to schedule effective 
 schedule plan in advance, avoiding unexpected failure, ensuring smooth replacement 
maintenance, cancelling unnecessary maintenance to reduce cost and adjusting the 
operating conditions, such as speed, load, to prolong the life of the equipment [3, 5, 
6]. RUL of a component or a system is defined as the length from the current time to 
the end of the useful life whereas tool condition can be described as degradation 
(worn-out) or health of machine equipment [5, 6, 10]. 
The condition and health of the production machine is critical to the whole manu-
facturing process [3, 4, 5]. To support this, traditional maintenance approaches such 
as manual and fixed maintenance scheduling are typically carried out [3]. However, 
this approach is cumbersome, costly and introduces the possibility of human error [5, 
6]. The continuous collection of large amounts of data from sources such as sensors 
and equipment usage can provide new opportunities to operations and maintenance 
process to be proactive with ongoing equipment maintenance and upkeep [3, 5]. This 
enables optimization of the operation and condition of the equipment as well as pre-
dict future potential issues in a system or equipment and, therefore utilize mainte-
nance in a predictive manner [3, 5].  
Data-driven with machine learning approaches are recognized in providing the ris-
ing effective solutions in facilitating the decision-making process, assisted by the 
advanced capabilities of cloud computing, big data and analytics [7]. There however 
exist challenges in predictive maintenance; the complexity and the capacity to manage 
big data with the nature of being dynamic and complex associations, and the flexibil-
ity and interoperability to integrate different systems/components [2, 5, 9]. Several 
conceptual frameworks for predictive maintenance have been proposed in the re-
search community [11-14]. However, key factors such as modular design i.e. to act 
easily and dynamically based on needs, advanced analytics and middleware capability 
based on the context of Industry 4.0 standards, are still overlooked. In order to 
achieve a flexible predictive maintenance with an optimal maintenance decision mak-
ing, a new approach should be in place to support the integration of different compo-
nents, multiple data sources from different data domains as well as advanced analytics 
capabilities in a modular fashion. 
3 Predictive Maintenance 
3.1 FIWARE Architecture 
FIWARE is an open source platform for building smart solutions in different applica-
tion domains [15]. It offers a catalogue library of components known as Generic Ena-
blers (GEs), along with a set of reference implementations that allow the instantiation 
of some functionalities such as Big Data analysis, development of context-aware ap-
plications, connection to the Internet of Things [15]. Existing architecture such as 5-
level approach [11] generally focuses on design architecture and lacks consideration 
for modularity required for flexible predictive maintenance. On the other hand, 
FIWARE is a modular and open sourced platform, third parties or other software as 
required can be integrated via a plug in/out option [15], and hence is adopted in this 
work. In addition to acquiring modular feature, an architecture for predictive mainte-
nance based on the concept of big data analytics and cloud computing is considered in 
this work. From the analysis and architecture of big data analytics systems in our 
previous work [7], the underlying functions and processes of the big data systems 
such as data collection, processing, modeling and analysis, and visualization, are real-
ized for designing big data analytics required for predictive maintenance. 
The proposed architecture generally consists of four main layers. The first layer is 
an application layer concerning applications, interfaces, dashboards, etc. The second 
layer is a process layer involves various processes. The third layer is a middleware 
and data layer concerning broker, adapters, data storage. The fourth layer contains a 
resource layer referring to factory resources e.g. production machines/equipment. 
Each layer has a general focus but is flexible enough to make up of different require-
ments i.e. processes, systems, tools, to meet different requirements. The architecture 
is controlled by identity access and management. 
 
 
Fig. 1. Proposed FIWARE Architecture Platform. 
At the resource layer i.e. the shop floor in Fig. 1, the framework gathers data from 
the shop floor, deployed sensors or devices deployed in the shop floor, which contains 
for example, operational machine data such as CNC operation data and spindle, CNC 
machine data, CNC assistant data, predefined CNC setting, machine statues, etc.  
At the middleware and data layer, the FIWARE context broker acts as the core 
middleware in a publish and subscribe manner, accommodating the interaction of 
different processes, APIs, systems for the whole platform. Lower level data is collect-
ed using different data adapters, injecting into the Big data analytics processing en-
gines for the process layer. Collected data is kept in storage like HDFS as required. In 
addition, machine measurement and basic machine data from the manufacturer is 
stored and managed stored and managed in the industrial data space.  
 The process layer is implemented by the FIWARE framework, integrating different 
modules and functionalities required for predictive maintenance. The capability of big 
data analytics is essential for operating predictive maintenance in modern manufactur-
ing described in Section 2. Thus, the core function of the proposed predictive mainte-
nance platform is big data analytics, enabling big data analytics including batch and 
streaming data analytics processing incorporating with different data from sensor, 
Hadoop Distributed File System (HDFS), the platform database and other related 
manufacturing systems. The analytics can be available via the context broker’s APIs 
for the functionalities of the application layer as a publish/subscribe manner.  
For the application layer, the FIWARE context broker will collect data from differ-
ent resources via various adapters or sensor enabled devices. This is used to fill the 
top-level Dashboards for monitoring purposes as well as inform predictive mainte-
nance modules for maintenance scheduling purposes.  
3.2 Predictive Maintenance Methods 
As Industry 4.0 associates with IoT, big data and cloud computing, data driven ap-
proach is the cost-effective option compared with the model-based and experience-
based approaches which are highly complex, difficult to build and maintain [6]. 
Hence, data driven approach is adopted in this work. A general data driven predictive 
maintenance approach includes data acquisition, data preprocessing, development of 
detection or prediction model and deployment and integration of the developed model 
[16]. In the case of Industry 4.0, multiple different machines/equipment involve in the 
production chain, hence further considerations such as multiple resources, machines, 
data fusion and processing, etc., are recognized. 
In the case of RUL and tool wear detection aspects such as failure, degradation, 
various data such as manufacturing machine/equipment operational data collected via 
sensor are used to build models, capturing time sequence information [5, 10]. Meth-
ods such as sliding window, Hidden Markov Model (HMM) and Recurrent Neural 
Network (RNN) are widely used [10]. However, these approaches face challenges; 
computational complexity and storage with HMM, memory problems with RNN [17, 
18]. Long Short-Term Memory Network (LSTM), a type of RNN, overcomes the 
memory problems by controlling information flow using gates (input, forget and out-
put) [18].  Due to the nature of sequential sensor data, LSTM is suitable for data driv-
en predictive models for machine condition and RUL. The approach for learning 
LSTM model in this work is presented in Fig. 2. The step can be iterative i.e. evaluate 
model to train model, etc., and adjusted to different needs i.e. parameter or network 
settings, autoencoder, etc., as required to the learning purpose. 
 
 
Fig. 2. Procedure of LSTM Model 
To support the aspect of predictive maintenance within the Big data analytics of 
the process layer, the predictive models in Fig. 1, combining data derived from the 
machine tool operator, manufacturer and sensors are used for developing the predic-
tive models following the steps in Fig. 2, and are predicting the machine condition 
(e.g. worn) and remaining useful life (RUL) [5, 6, 10].  
As in the case of real-time monitoring and notification in Fig. 1, the underlying 
machines, devices and factories are considered as the maintenance items. During op-
eration, real-time state data collected from the underlying machine is processed by 
comparing the key state of each maintenance item including the threshold [5]. The 
state and threshold of the equipment item is stored in the maintenance repository in a 
database. Based on the notification of machine condition and RUL, maintenance 
schedule can be planned, and appropriate tasks can then be decided and performed for 
optimal operation. 
4 FIWARE Predictive Maintenance for Application Case 
A flexible manufacturing factory consists of a processing system, a logistics system, 
an information system, and an auxiliary system, collaborating multiple partners and 
customers. A concrete scene of the flexible factory is shown in Fig. 3. The processing 
system in the scene consists of 4 sets of equipment, which consists of an automatic 
stereoscopic warehouse, numbers of AGV trolleys, three robots, numbers of frames of 
carrier plates. Coordinate measuring machine (CMM) is responsible for the measure-
ment. A cleaning machine and a drying machine are responsible for cleaning and 
drying the workpiece. Production data are typically generated by different machines 
equipment operation, condition, setting, etc., including CNC machine tool. 
 
 
Fig. 3. Flexible Manufacturing Factory [5] 
 In the context of flexible manufacturing in this case, data are collected from differ-
ent machines and tools via sensor as well as other information systems like ERP, 
MES, etc. Also, the manufacturing industries work beyond their boundary i.e. collab-
orative partners, suppliers, etc., and the nature of dynamic data can be extremely fre-
quent and highly voluminous in the context of modern factory [1, 2, 5]. Thus, it is 
essential to use a consistent but extensible model to allow for a flexible predictive 
maintenance in manufacturing. FIWARE offers a data model based on an entity-
attribute model, the entities are used to represent and model real world objects includ-
ing virtual entities, the attributes that describe different aspects of the entity as well as 
supporting open standards and extensibility [15]. In this aspect, FIWARE model 
meets the requirements of flexible predictive maintenance platform, thus it is adopted 
for the application case as presented in Fig. 4. 
 
 
Fig. 4. Sample Machine Data Model 
 
Fig. 5.  Propose FIWARE Predictive Maintenance Case 
The proposed architecture in Fig. 1 is instantiated for the application case in Fig. 3 
using key components enabling Big Data Analytics within FIWARE framework in 
Fig. 5 with the LSTM predictive models in Section 3.2 and data model in Fig. 4. 
At the resource layer, different machines/devices are used for production, con-
nected via associated adapters enabling the interaction with the context broker and 
related data processes and storage using the proposed data model. For seamlessly 
connecting, managing and gathering data of IoT devices in this case, FIWARE gener-
ic enablers such as IoT Agent for JSON, and OPC-UA, as well as Ultralight 2.0 pro-
tocol and NGSI for complex real-time processing are configured as required.  
For the middleware and data layer, Orion Context Broker as the middleware 
represents a Publish/Subscribe Context Broker Generic Enabler hosted within the 
predictive maintenance platform. It provides services including the registration of 
provider systems, updates and notifications based on changes in context information, 
and query of context information [15]. The Orion context broker utilizes the NGSI 
REST API and PEP Proxy, which provides a connector that enables the context data 
coming from the Context Broker to be pushed into HDFS storage as the data layer 
enforcing security policy. Following the big data systems architecture and FIWARE 
open standards [7, 15], collected data are kept into the platform Data Lake enabling a 
central source for processing and analytics. 
In the context of process layer, the Cosmos Big Data Analysis Generic Enabler 
enables Big Data analysis of both batch and stream data. It includes a Hadoop engine, 
an authentications generator based on NGSI API Oauth2, and a connector to the Con-
text Broker [21]. Data is injected into the Big Data GE's HDFS by either accessing the 
integrated Hadoop command line interface via a shell, or by using Telefonica's SSH 
File Transfer Protocol (SFTP) server for direct data injection into HDFS [21, 22]. The 
results from MapReduce will be accessed via HDFS (input and output folders created) 
[21, 22]. The processed data is then made available to the context broker. For real-
time analytics, QuantumLeap with the ability to configure rules on the complex event 
process allows instant time-series data pushed by machine equipment, which then can 
be available, for example via Gafana at the application layer.  
For the application layer, different dashboards, applications and other user inter-
faces can be integrated upon requirements. In this case, dashboards such as Grafana 
offers to view or notify real-time data generated by machine equipment. In addition, 
Hive (SQL) query is supported for ad hoc query within the big data analytics module 
[15, 21].  
Regarding predictive model, a sample dataset is initially trained, following the pro-
cedure in Fig. 2. At this stage, it is the initial training from a sample dataset 12000 
with 30 time step to process a batch of 28 variables. Initial batch size of 750 was used. 
The number of training epochs was set at 71 epochs but was increased for datasets 
where the algorithm required a longer time to converge. A dropout rate of 20% were 
used after the LSTM. The model is trained using Keras library with TensorFlow 
backend [20]. All models were trained via the Adam optimizer. The sample data and 
initial sample result are presented in Fig 6. and Fig. 7 respectively. Full analysis and 
model learning will be carried out as future work in order to achieve optimized mod-
els for production deployment. 
 In addition to utilizing LSTM predictive models, actual operating time can be cal-
culated, and the remaining operating time until maintenance is subsequently deter-
mined using the proposed data model in Fig. 4 [5, 23]. Furthermore, the remaining 
operating life of the machine equipment can be calculated by the extended Taylor’s 
equation, obtaining the values of the parameters including the speed, the feed rate, 
and the properties of the machine tool material and the workpiece as well as KPIs 
[23]. 
The information about the machine equipment stored in the machine repository 
proposed in the data model is available via the dashboard, which is also accessible to 
the digital twins for available machine equipment. This includes, the design of each 
machine and its configuration capability such as the workpiece, etc., and the infor-
mation related to the available machines and their parameters. This enables the 
maintenance operators who create the process plan, obtaining the information about 
the availability of the resources for creating viable process plans via the dashboard. 
To support transparent collaboration in the proposed platform, machine base data is 
accessed via the FIWARE’s IDS connector, facilitating the transparency of policy, 
data flow, usage and access across the interactions between each component with the 
context broker on the platform. To gain greater scalability of the proposed architec-
ture, FIWARE offered container virtualization using container images is adopted for 
deployment [24]. 
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Fig. 6. (a) Sample machine dataset (b) Sample machine operational data 
  
Fig. 7. Initial result from sample dataset 
5 Discussion 
Modern manufacturing such as the application case in Fig. 3 is complex and involves 
modern plant-run machines deployed smart sensors (sensor networks), network of 
collaborative partners and processes, and robots running on the shop floor. Flexibility 
is critical for the whole production chain, in the sense that the existing systems e.g. 
machines can easily be integrated with predictive maintenance, and other different 
systems or processes without significant effort. In other words, interoperability i.e. the 
ease integration of the existing machines, robots, systems, etc. and predictive mainte-
nance platform is highly important. Existing approach [11] offers 5-level architecture 
for Industry 4.0 manufacturing systems, however it lacks the consideration for modu-
larity, collaboration, middleware component or big data analytics implementation.  
The proposed solution however aims to provide flexible and modular architecture 
using FIWARE framework in Fig. 5. The flexibility is achieved by facilitating the 
ease integration of different components required for predictive maintenance. The 
proposed 4-layer approach, like 5-level approach [11] supports better understanding 
of different components/processes at different levels as well as the overall architec-
ture. Our adoption of FIWARE framework also provides the modularity which facili-
tates the ease integration i.e. interoperability of different components as pluggable 
components. In this sense, the case’s current different machines, robots, systems and 
other information systems like MES, ERP, Logistics, CRM, etc., can be easily inte-
grated with the designed predictive maintenance solution, enabling effective mainte-
nance analytics with minimal effort.  
Besides, middleware technology which is not considered in existing 5-level archi-
tecture [11], is the basic for any IoT system to manage effective communica-
tions/interactions i.e. machine to machine, machine to system, etc. within a context. 
The adopted FIWARE context broker along with Big Data Analysis module facilitates 
the support for the interaction and integration of existing as well as future different 
IoT devices within the production plant as well as other collaborative context for in-
formation analytics.  
In the context of collaboration in the described case, various collaborative process-
es exist in the form of network of machines and systems as well as network of collab-
orations i.e. machine manufacturers, suppliers, insurers, customers, etc. In other 
words, data interaction occurs at different levels i.e. components, machines, systems. 
Also, collaborative data are moved/accessed; machine base data from manufacturer, 
product design data from partner as well as machine status/diagnosis required to the 
insurer for purposes e.g. claim analysis. The application of IDS connector along with 
the proposed data model facilitates greater interoperability as well as greater transpar-
ency of data access due to the policy and usage controls of the IDS connector in a 
collaborative context. Ultimately, it will facilitate virtual factory production mode 
which requires a higher level of integration of data from customers, suppliers and 
partners across enterprises, enabling the optimization of the information flow and 
delivery process for smart plant information systems. 
In the case of maintenance in the presented case, effective maintenance is essential 
to decreasing the costs associated with downtime and faulty products. The proposed 
solution currently focuses on predictive maintenance in the manner that maintenance 
activity can be carried out before a potential failure or a degradation of a ma-
chine/equipment is detected. On the other hand, without the process of optimal 
maintenance schedule plan for the existing complex machines/equipment within the 
production chain, it is not easy to manage effective maintenance. In this regard, opti-
 mal maintenance schedule plan considering complex systems, cost, etc., in the context 
of Industry 4.0, will be hugely significant for future work. 
6 Conclusion 
In this paper, we proposed flexible and modular Predictive Maintenance using 
FIWARE to overcome some challenges of predictive maintenance in modern collabo-
rative manufacturing. Predictive maintenance in industry collaborations in the com-
plex and dynamic manufacturing environment requires a concrete, extensible archi-
tecture and platform. Unlike the 5-level approach, the proposed predictive mainte-
nance platform offers flexible and modular system with advanced capabilities to han-
dle the requirements of Industry 4.0 and advanced analytics e.g. LSTM models (ma-
chine condition, RUL). The effectiveness of the proposed solution is demonstrated 
within a flexible manufacturing case. Using predictive maintenance analytics, the 
maintenance task can be performed in an efficient manner to avoid unnecessary 
downtime, to keep low cost and to provide better management of the condition and 
process of expensive manufacturing equipment and optimization of the whole produc-
tion chain. Regarding future work, we plan to do the implementation and evaluation 
of the design platform including predictive models, with the described application 
case and further use cases across industries as well as the development of optimal 
predictive maintenance schedule plan considering complex systems of Industry 4.0. 
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