INTRODUCTION
In recent years, it has been increasingly recognized that targeting specific therapies to distinct tumor subtypes can help maximize the treatment efficacy and minimize the toxicity. For this purpose, an accurate cancer classification becomes a necessity. However, current practice of cancer classification, largely based on tumors' morphological and other pathological features, can be subjective and depend on highly trained pathologists. Use of molecular information, in particular, gene expression based on microarray experiments (e.g. Brown and Botstein, 1999; Lander, 1999) appears to be promising. There have been some interesting applications in practice. For example, Golub et al. (1999) considered distinguishing two subtypes of leukemia, acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL), using Affymetrix high-density oligonucleotide microarrays containing probes for 6817 genes, whereas Hedenfalk et al. (2001) reported on clinical studies on classifying hereditary breast cancer with/without BRCA1 and BRCA2 mutations using cDNA microarrays. These two studies provided strong evidence * To whom correspondence should be addressed. that gene expression profiles can be used for cancer classification. It gives us hope that with the use of molecular information cancer classification can be objective and highly accurate, which makes it possible to choose the most appropriate treatment. However, there is still room left to improve on the classification performance with gene expression data (Dudoit et al., 2002) .
A striking feature in gene expression data is that there are a huge number of genes (i.e. large p) and a small number of biological samples or arrays (i.e. small n) due to the still relatively high cost of arrays. In statistical words, we have a 'large p and small n' problem (West, 2002) . Because of this feature, many existing methods, derived for the usual 'small p and large n' problem, either cannot be applied or may not perform well. For instance, for such data, it is impossible to fit a linear model directly using ordinary least squares method by including all the genes because the number of variables (i.e. genes) p greatly exceeds the number of samples n. In these situations, a commonly used method is to do variable selection before applying a classifier: using some statistical criterion, one tries to select a small number of 'significant' genes to be used in the classifier. For example, Golub et al. (1999) chose about 1100 out of 6817 genes based on their correlation with the class distinction, and Hedenfalk et al. (2001) used a standard t-test with the significance level α = 0.0001 to select genes within cross-validation, resulting in very few genes. However, most of the existing variable selection schemes are based on univariate analyses, and they proceed in a sequential way because it is computationally too demanding to do best subset selection for large data sets, and hence may not be optimal. Furthermore, with a very small sample size n, even after variable selection, the number of selected genes can be still much larger than n. In many applications, it is reasonable to assume that the number of significant genes can be larger than the sample size n; dramatically reducing the number of genes to be used may lose too much information. It is desirable for a classifier to automatically incorporate some variable selection scheme within it. Hence, in this paper, we consider the general situation that p n.
In this paper, we consider three new methods proposed recently: the weighted voting method of Golub et al. (1999) , Tukey (1993) , the compound covariate method used by Hedenfalk et al. (2001) , and the shrunken centroids method of Tibshirani et al. (2002) . These methods were developed based on different motivations. For instance, from a statistical point of view, the weighted voting method appears somewhat ad hoc, though intuitively reasonable, whereas the shrunken centroids method is related to the classical linear discriminant analysis and model regularization/penalization. A natural question is how these methods are related to each other and to existing statistical techniques. In addition, one also wants to know whether these methods can be modified or new methods with better performance can be developed. These are the two main questions we are going to tackle in this paper. Our contributions are several fold. First, we point out a close connection of these three methods with a linear regression model, one of the most widely used statistical methods. Second, this linear regression model naturally leads to other generalizations, such as partial least squares (PLS) methods and penalized PLS (PPLS) methods, that can serve as alternative methods. Third, using real data we compare the performance of the three methods and the PLS methods and PPLS methods. In particular, we found that the PLS methods and PPLS methods work very well.
RELATIONSHIP OF THE THREE METHODS TO LINEAR REGRESSION

Notation
Suppose that X ij is the expression level of gene i from sample (array) j , and that Y j is the (cancer) type of sample j , for i = 1, . . . , p and j = 1, . . . , n. Denote column vectors 
The goal is that, with a new sample with observed gene expression levels x * = (x * 1 , . . . , x * p ), predict its type. Next, we express each of the classification rules of the three methods (the weighted voting, compound covariate and shrunken centroids methods) as a linear model. Note that Tibshirani et al. (2002) , from a different perspective, have pointed out a close connection of these three methods. Here, we view the prediction equations of these methods as linear models; they only differ in the way their regression coefficients are estimated in the linear models.
Weighted voting method
The classification rule can be regarded as a linear model
with ρ 0 = 0 and
If G(x * ) > 0, the sample is classified as Type I; otherwise, as Type II.
Compound covariate method
with t 0 = 0 and
If H (x * ) > 0, the sample is classified as Type I; otherwise, as Type II.
Shrunken centroids method
with τ 0 = log π 1 /π 2 (a common way is to let π 1 = n 1 /n and π 2 = n 2 /n) and
(s i + s 0 ) 2 , wherex i 1 andx i 2 are possibly shrunken sample means:
Here s 0 is a positive constant (we set it equal to the median values of the s i over the set of genes). For g = 1 and 2, m g = 1/n g + 1/n,
The shrinkage is selected by cross-validation (CV) and f + = max(f , 0). When there are multiple values of yielding a minimum CV classification error, we choose the largest (i.e. we shrink d i g as much as possible).
If S(x * ) > 0, the sample is classified as Type I; otherwise, as Type II.
A connection: linear model and least squares
In each of the three methods, there are two steps. First, a prediction equation or a predictor, G( ), H ( ) or T ( ), is built. Second, based on the sign of the predictor for a test sample, the sample is classified into one of the two categories. It is striking to note that each predictor looks exactly like a linear model; they differ only slightly in the corresponding regression coefficients.
In statistics, it is common to use ordinary least squares (OLS) to fit a linear model, partly due to its statistical optimality. The regression coefficients in the above three linear models are all different from the OLS estimator. In the following, we give the OLS estimator fitted in a special way, showing its similarity to the above estimates.
First, we use a binary variable Y j to indicate the type of sample j :
and we treat Y j as continuous. It is conventional in linear models to center each covariate X ij usingx i . Due to p n, we cannot fit a single model
using all the genes at once. Instead, we first fit a separate model for each gene i:
Then it can be verified (Huang and Pan, 2003) that the OLS estimates are
Because each of the above model is doing the prediction based on only one gene, it is natural to combine them together so it is likely to be more stable or efficient than the use of an individual gene. A general rule can be a weighted sum
where w i are some weights, i = 0, 1, . . . , p. If we take all w i = 1, we have a combined predictor
If Y 1(x * ) > 0, the sample is classified as Type I; otherwise, as Type II. We call this method as the Y 1( ) method.
In the special case with n 1 = n 2 , we have b 0 = 0. In this case, if we use the sample proportions to estimate π 1 and π 2 , we will have π 1 = π 2 = 1/2, leading to τ 0 = 0 for S( ), as that for G( ) and H ( ). Also, in this case,x i = (x i 1 +x i 2 )/2 is the same as that used in G( ) and H ( ). However, in general, if n 1 = n 2 , we do not have these equalities, thus explaining a possible difference among the methods.
On the other hand, we may not want to weight all genes equally because it is reasonable that different genes may have different predictive power. A commonly used weighting scheme that has certain desired statistical property is to take w i inversely proportional to the variance of an estimate. It can be verified (Huang and Pan, 2003 , http://www.biostat.umn.edu/rrs.php), that
Thus, if we take
Because we determine the type of the new sample based on the sign of Y 2(x * ), we can remove the common positive factor σ 2 from c 0 and c i s. Again, if Y 2(x * ) > 0, the sample is classified as Type I; otherwise, as Type II. We will call this method as the Y 2( ) method. Note that after removing the factor σ 2 from c i , we see that c i is in the same scale as ρ i and t i : the denominator is related to the standard deviation, not the variance. In contrast, for both b i and τ i , the denominator is related to the variance.
USE OF LINEAR REGRESSION
There are some advantages of framing the classification problem as a linear model. First, it provides an alternative to justify the use of the other methods. In particular, from a statistical point of view, the derivations of the weighted voting method and the compound covariate method are somewhat ad hoc, though they do appear intuitively reasonable. Second, due to the richness of the literature on linear regression, it naturally points to some extensions, leading to alternative methods, such as penalized regression methods (Tibshirani, 1996; Fan and Li, 2001 ). Here, we explore the connection with the PLS methodology; in particular, we will show that the linear model Y 1( ) discussed above is in fact closely related to a special case of PLS. We also consider penalized regression in the framework of PLS, leading to PPLS.
Partial least squares
In the construction of the linear model Y 1( ) or Y 2( ), the model was only fitted once on each gene. It is possible that more variations in the response variable can be explained by gene expression levels by further iterations. Also, we ignored the possible correlation among the expression levels of different genes. Using PLS to build a linear model addresses these two concerns directly (Garthwaite, 1994) . The PLS method intends to form some linearly independent components that are linear combinations of the original covariates (i.e. gene expression levels) to predict the response variable.
Before constructing the PLS components, Y and X i are centered to give Y 1 = Y −ȳ1 and 
Construct the 1st PLS component T 1 to be the weighted average of Y 1 i ,
where we take w 1 i = 1 in a so-called simple PLS method, and w 1 i = 1/ Var(b 1 i ) in a weighted PLS method. Let Y 2 be the residual of a regression of Y 1 on T 1 and let X 2 i be the residual of a regression of X 1 i on T 1 for i = 1, . . . , p, we can repeat the above procedure to construct T 2 . We extend this procedure iteratively in a way to get T 3 , . . . , T q . To be specific, suppose that we have already constructed 
and for i = 1, . . . , p,
It is trivial to see that the residuals Y k and 
where
In practice, the number of components q has to be determined. As usual, we try various values of q, and use (leave-oneout) CV to select a smallestq yielding a minimum prediction error. Note that, when q = 1, the PLS looks similar to the linear models Y 1( ) and Y 2( ).
Penalized regression
With the large number of genes, it is possible that not all of them are useful in predicting the type of a sample. Also, it is well known that, with the large number of parameters β i , some regularization or penalty on the parameter estimates b i may be productive. This motivates to use penalized least squares
where f (·) is a penalty function that serves to regularize the parameter estimates. In particular, if we take f (β 1 , . . . , β n ) = λ 0 p i=1 |β i |, the resulting estimates follow the softthresholding rule (e.g. Fan and Li, 2001; Tibshirani, 1996) 
Here λ is a parameter to be determined (e.g. by CV), and f + = max(f , 0). This resembles the idea of using the soft-thresholding in the shrunken centroids method of Tibshirani et al. (2002) . Here, it differs in that we can possibly shrink the regression coefficients b i in a linear model directly. Furthermore, under the general framework of penalized regression, it is possible to use other penalty functions (Fan and Li, 2001 ), though we do not pursue it here.
PPLS is in fact a combination of PLS and penalized regression. Assume we already obtained a PLS model
Since T 1 , . . . , T q are linear combinations of X 1 i , we can rewrite our model as:
To penalize a i , the coefficients for gene i, we let a i = sign(a i )(|a i |−λ) + , where λ is determined using CV. Then we construct a new component T = p i=1 a i X 1 i , and we regress Y against T using OLS to have a linear model
To classify a new sample, as before, we use the sign of the following predictor:
Note that if a i = 0, then the coefficient a i is penalized to 0 and gene i is not used in the predictor.
As in PLS, we use CV to select a smallestq yielding a minimum CV error. Note that because we also need to use CV to select the shrinkage parameter λ, CV is used to select the best combination of (q, λ) yielding the smallest CV prediction error; if there are multiple points giving the smallest CV prediction error, we select a point (q, λ) from these points such that q is the smallest and for this q, λ is the largest.
In a similar way, we can also build another two classifiers: penalized Y 1( ) and penalized Y 2( ). Briefly, after we have Y 1( ) and Y 2( ) rules, we shrink their coefficients with CV selected λ to obtain their penalized versions.
It was found that PPLS does not work well if we do not standardize the data (Huang and Pan, 2003) . The reason is the following. PPLS penalizes all the regression coefficients a i using a global threshold value λ. Because a i depends on the expression level X i of gene i, we need to standardize X i s such that a i s are comparable to facilitate selecting a global λ to shrink a i s. To standardize the data, for each gene, its expression level is centered on its sample mean and scaled by its sample standard deviation s i . This same idea has been used in other penalized regression methods, such as ridge regression and the lasso (Tibshirani, 1996) .
EXPERIMENTS
We evaluate the performance of the methods using the leukemia data (Golub et al., 1999) and the colon data (Alon et al., 1999) . The penalization methods [the shrunken centroids, PPLS and penalized Y 1( ) and Y 2( )] were applied to the standardized data, whereas others to the original data. More results are contained in Huang and Pan (2003) .
Leukemia data
The training data set consists of 27 ALL samples and 11 AML samples, and the test data set consists of 20 ALL samples and 14 AML samples. Affymetrix high-density oligonucleotide microarrays containing 7129 probes for 6817 human genes were used. Data were normalizd such that the mean expression level on each array is 0. Here we consider using all p = 7129 probes to build a classifier using the training data and evaluating its performance using the test data.
The weighted voting method has one prediction error, the compound covariate has two errors and the shrunken centroids method has two errors. The Y 1( ) and Y 2( ) methods and the penalized Y 1( ) and Y 2( ) methods have 5, 4, 2 and 2 prediction errors, respectively. For the PLS, for q = 1, 2, 3 and 4, the prediction errors from the simple method are 8, 6, 4 and 3 respectively, and those from the weighted method are 4, 0, 0, and 0, respectively; for either method, the prediction error for q > 4 is the same as that for q = 4. With CV, the selected q are 3 and 2 for the simple PLS method, and the weighted PLS method respectively, leading to 4 and 0 prediction errors, respectively. Both the simple and the weighted PPLS work pretty well, the test errors at all qs are smaller than or equal to that of the corresponding PLS methods; the CV selectedq are 3 and 4 for the simple and the weighted PPLS methods, respectively, both leading to 0 errors. Hence, the PLS and PPLS are the best for this problem.
Colon data
The data set consists of 40 tumor samples and 22 normal colon tissues, with 6500 human genes on each Affymetrix array. The public available data however have only 2000 genes; this subset was used in our analyses. Since the original authors did not distinguish a training set and a test set for the colon data as for the leukemia data, we randomly selected seven normal samples and 13 colon samples and treated these 7+13 samples as our test data; the remaining 15+27 samples were treated as our training data. The data were randomly partitioned 20 times. The results (Table 1) were averaged over such 20 partitions.
We compare the performance of the methods based on the test data. It can be seen that the weighted PPLS is the best with the smallest prediction errors, followed by the simple PPLS and the penalized Y 2( ), and then by the shrunken centroids and the penalized Y 1( ); all the top winners are penalized methods. The performance of Y 1( ) and Y 2( ) are close to that of the weighted voting and the compound covariate, all of which are substantially improved over by PLS. It seems that for this problem, penalization is more effective than adding more components in a linear model.
DISCUSSION
We have pointed out that the three existing methods, the weighted voting, the compound covariates and the shrunken centroids, all can be formulated as linear models; they differ in how the regression coefficients are estimated. An alternative is to use the well-established least squares to estimate the regression coefficients in the linear model, leading to a special case of PLS with just one component. It is interesting to note that the three existing methods are based on univariate analysis of each gene; they effectively treat the genes as independent. The PLS tries to have a better fit and to exploit the possible correlation of gene expression levels by incorporating more components. As shown, PLS performs much better than the weighted voting and the compound covariates methods. It is noted that the shrunken centroids method also performs well; the reason is the penalization/shrinkage used in it. This motivated our development of the PPLS methods, which have been shown to improve over PLS. An attractive point of PLS and PPLS (and other three methods considered here) is that there is no restriction on the number of genes to be used; PPLS (and the shrunken centroids method) can automatically do gene selection by shrinking regression coefficients.
Finally we note that our proposed use of PLS is different from the usual use of PLS: here PLS is only used to build a predictor, then the classification is based on the sign of the predictor. To our knowledge, our direct use of the PLS-based methods to tumor classification with gene expression data is novel. For instance, though Nguyen and Rocke (2002) introduced the use of PLS in tumor classification, they used it to reduce dimension before applying other discriminant rules to do classification. Our proposed PPLS is a penalized regression method in the framework of PLS. A different approach to penalized regression is considered by Ghosh (2002) , who used more sophisticated optimal scoring by treating the response as a categorical variable, whereas we simply treat it as a continuous variable in model building. It is natural to apply PLS (and PPLS) to linear models with continuous response data (Johansson et al., 2003) , to generalized linear models with categorical response data (Marx, 1996) , and to regression analysis with censored survival times (Park et al., 2002) . In addition, following the line of Ramaswamy et al. (2001) , we may extend the use of PLS and PPLS to multi-class classification, and we hope to report the results in the future.
