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In the recent growth of the computer network, the traditional computation model 
for stand-alone computer becomes inadequate to deal with the decentralized soft-
ware and hardware. A new computation paradigm is emerging, the Mobile Agent 
Mobile agent can move about in a network of computers on its own will and thus 
allows computation to share in the network. Mobile agent system differs from 
distributed system in having an expressive and mentalistic notion and the control 
of process migration. In this dissertation, we present a mobile agent framework 
which incorporating mobile agent technology into distributed control. We show 
that the integration of mobile agent technology and distributed control can in-
crease the functionality and performance of distributed control systems. Based 
on our proposed mobile agent framework, we have implemented a distributed 
train control and monitoring system. Our implementation demonstrates the va-
lidity and feasibility of our mobile agent framework. The performance, in terms 
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In the recent growth of the computer network, the traditional computation model 
for stand-alone computer becomes inadequate to deal with the decentralized soft-
ware and hardware. A new computation paradigm is emerging, the Mobile Agent 
This chapter is organized as follows. In section 1.1, we introduce a mobile agent 
system in general. In section 1.2, we discuss the benefits of a distributed control 
system. In section 1.3, we discuss the motivation of the dissertation which is to 
integrate mobile agent system and distributed control system in order to increase 
functionality and feasibility. In section 1.4, we presents some related work about 
agent frameworks. Finally, section 1.5 is the overview of the dissertation. 
1.1 Mobile Agent Systems 
Before having any definitions on agent, we would like to give some examples on 
what a mobile agent can do. It will give you a first image on what is an mobile 
agent and what can benefit by mobile agents. < 
Reduced Communication. In an agent equipped client-server system, part of 
the client or the server can move to the other side of the communication 
link. Once the movement has made, interactions between server and client 
can bypass the communication link [Knabe, 1996] and be made within the 
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memory of a machine. By reducing the communication needs, agents can 
have interactions even with low communication bandwidth [Nwana, 1996 • 
Reduced Server Load. Agents allow computation to share, which is an impor-
tant characteristics. A server can reduce work by sending an agent to the 
client [Knabe, 1996]. The client is presumed willing to give resources such 
as processor time to the service. Although the same effect can be achieved 
without mobile agent if the client is equipped with the same service, the 
server cannot send services that the client does not install. Furthermore, as 
number of services grows, number of services installed in the client grows 
and effort in managing clients grows also. 
Mobile Computing. The user can send a mobile agent to do something and 
then disconnect the network link before the agent completes the job. The 
result is kept in the mailbox and is returned to the user at the next con-
nection. It benefits to portable computer and wireless network access as it 
minimizes power consumption and transmission costs. 
Network Management. In a large network, there is difficulty in operation mon-
itoring and fault detection. It would be feasible to send mobile agents to 
network equipments to monitor the network. Useful data are sent to admin-
istrators for trouble shooting and performance tuning. 
1.2 Distributed Control Systems 
There is a trend that computer systems are growing towards a larger numbers of 
loosely connected processing units [Anderson et al., 1987]. There is a number of 
benefits of distributed control over centralized control [Pasquale, 1988 . 
Management Complexity. For a large distributed system, it is too complex 
for any single machine to control the entire system. As there are many com-
ponents to monitor and control simultaneously, communication bottlenecks 
are likely to occur on that single machine. 
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Speed. When control is distributed among many objects, multiple decisions are 
made in parallel. Thus it offers a potential increase in system throughput. 
Reliability. By using distributed and redundancy of control, the chance of cor-
rupting the entire system by a single point failure decreases. 
Autonomy. Each object is in full control of itself, and needs not rely on other 
objects. Control is shared, not by imposition. 
1.3 Motivation of the Dissertation 
Mobile agent is an emerging paradigm for distributed computing. It involves 
not only the exchange of data among agents scattered in different machines, but 
also the transmit of executable programs which are agents. We believe that it 
is promising by introducing mobile agent technology into distributed control sys-
tems. As discussed in the previous sections, mobile agent and distributed control 
have similarities. They both have distributed nature. They can benefit by scal-
ability, speed and management. The integration of mobile agent technology and 
distributed control can help to increase the functionality and performance of dis-
tributed control systems. We can, by this integration, examine also the feasibility 
of the concept of mobile agent in other areas. In addition, we use a train model to 
implement a distributed train control and monitoring system. The system is an 
application of our mobile agent framework. We make use of the system to verify 
the feasibility and validity of our mobile agent framework. 
1.4 Related Work 
Ferguson [1992] proposed a functional framework called TouringMachines for con-
trolling autonomous agents in dynamic multi-agent worlds, addressing reactive 
and deliberative control methods. The proposed multi-layered architecture allows 
a rationally bounded, goal-directed agent to reason predictively about potential 
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conflicts by constructing causal theories which explain other agents' observed be-
haviors and hypothesize their intentions; at the same time it enables the agent to 
operate autonomously and to react promptly to changes in its real-time environ-
ment. 
The MIX [Iglesias et al., 1996] multiagent architecture is conceived as a gen-
eral purpose distributed framework for the cooperation of multiple heterogeneous 
agents. It distinguishes between network agents, that provide the network fa-
cilities, and application agents, that can be implemented according to different 
models. This distinction allows the integration of different agent models in a 
uniform way. 
ARCHON [Cockburn and Jennings, 1996] is an architecture for integrating 
multiple preexisting expert systems. ARCHON is a prototypical example of a 
heterogeneous body-head architecture. The head of each agent maintains models 
of its own state and that of other agents with which it is acquainted, and uses 
speech act theory to negotiate task assignments with other agents. 
Telescript [White, 1995] is a language-based environment for building mobile 
agent systems. There are two key concepts in Telescript technology: places and 
agents. Places are virtual locations occupied by agents. Agents are software 
processes, and are mobile: they are able to move from one place to another. 
Their program and state are encoded and transmitted over a network to another 
place, where execution resumes. 
The IMAGINE [Haugeneder et al., 1994] project aims to provide a sophisti-
cated and comprehensive environment upon which a variety of complex multi-
agent systems can be built. In particular the environment has to support appli-
cations in the area of Human Computer Cooperative Work, which require a high 
level of cooperation among collections of multidimensionally distributed, hetero-
geneous autonomous agents, including humans. 
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1.5 Overview of the Dissertation 
In this dissertation, we present our mobile agent framework which is suitable for 
distributed control systems. We also discuss an application of the mobile agent 
framework, a distributed train control and monitoring system. The remaining 
chapters are organized as follows. 
• Chapter 2 gives an overview on mobile agents. We briefly survey some 
definitions, characteristics and programming languages of mobile agents. 
• Chapter 3 presents our proposed mobile agent framework. It describes the 
necessary components in the framework, the architecture of an agent and a 
mechanism of agent migration. 
• Chapter 4 discusses the implementation details of a distributed train control 
and monitoring system based on our proposed the mobile agent framework. 
It describes different agents and their relationship in the train control and 
monitoring system, and important application implementation issues. 
• Chapter 5 discusses issues on using mobile agents and evaluates April as a 
mobile agent language. 
• Chapter 6 summarizes the contributions and limitations of our work and 
also gives suggestions of future work. 
• Appendix A introduces the hardware architecture and implementation de-
sign of the train system. 
• Appendix B describes the implementation of the early generation of the 




In recent intensive development of network computing, a huge computer network 
also develops at the same time a problem between the information available and 
the ability to handle the information. This applies to processing application data, 
monitoring and operating huge computer networks, and also many mutually in-
compatible user interfaces. 
Agent is a possible solution to these problems. In a computer network, mobile 
agents move around hosts on behalf of their users, seeking information, processing, 
and forwarding the useful information. In order to achieve the scenario, special 
system services such as agent migration, message sending are needed. Also, a 
programming language for mobile agents that makes use of the system services in 
an expressive way is highly desirable. 
Owning to the variety of functionalities of agents, giving a detail description 
of an agent is a difficult problem. However, in the broadest sense of an agent, the 
following scenarios could demonstrate the abilities of an "agent" [Wooldridge and 
Jennings, 1995]: . 
1. After you have logged on to your computer system, your per-
sonal digital assistant (PDA) draws your attention with a list of email 
messages, sorted into order of importance that have received since you 
last logged in. The PDA has automatically found any related email 
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messages and news articles. The assistant brings you one particular 
email message from your supervisor requesting a meeting. The assis-
tant then has negotiated a suitable date and time with the PDA of 
your supervisor. Moreover, your PDA has also searched the network 
any materials that you are interested in. In anticipation that it will be 
of interest to you, the PDA has already obtained a relevant technical 
report from an FTP site. 
2. Your PDA shows you an email message that has arrived contain-
ing notification about the acceptance of a paper you submitted to an 
important conference. Without prompting, your PDA has looked into 
transportation arrangements. Later you are presented with a sum-
mary of the most convenient transportation options. Once you have 
confirmed a suitable option，your PDA makes reservations on your 
behalf, marks your schedule accordingly. 
Although some ofthe technology to support these scenarios is not yet available, 
research is being undertaken in these areas. However, the key computer-based 
components that appear in each of the above scenarios are known as agents. 
This chapter is organized as follows. In section 2.1, we give a general definition 
and different views of agent. In section 2.2, we discuss the characteristics of mobile 
agents. In section 2.3, we discuss programming languages for mobile agents. 
2.1 Definition of an Agent 
Software agents, intelligent agents and agent-oriented systems have attracted con-
siderable effort from various fields of computer science, most notably artificial in-
telligence, distributed systems, computer communications, natural language pro-
cessing, knowledge engineering and software engineering. The question “what is 
an agentT, is then raised. In Genesereth and Ketchpel's view [Genesereth and 
Ketchpel, 1994], agents are software components that communicate with their 
peers by exchanging messages in an expressive agent communication language. 
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Agency is related with the concepts and attributes that agents possess. It 
determines the nature of agents and predicts their behaviour. An agent whose 
nature is well defined and its behaviour is predictable is more likely to be of use 
and to be trusted by the user. Wooldridge and Jennings [1995] distinguish two 
general usages of the term "agent": weak and stronger. 
2.1.1 A Weak Notion of Agents 
An agent is considered to conform to a weak notion of agency if it consists of the 
following properties: 
Autonomy. Agents work independently without the direct intervention of human 
or others. They have some kind of control over their actions and be able to 
amend their internal state so that they can make rational decisions based 
on the information gathered [Castelfranchi, 1995]. 
Social ability. Agents possess the ability to communicate with other agents and 
probably humans to make changes or question their environment [Gene-
sereth and Ketchpel, 1994 . 
Reactivity. Agents perceive their environment through sensors, and respond 
upon that environment through effectors in a timely fashion to changes that 
occur in it [Wooldridge and Jennings, 1995; Russell and Norvig, 1995 . 
Pro-activeness. Agents do not simply possess reactivity, they are able to exhibit 
goal-directed behaviour by taking the initiative [Wooldridge and Jennings, 
1995]. Agents need to appreciate the environment and to decide how to 
fulfill their goal. 
A simple mean of abstracting an agent is as a self-contained, concurrently 
executing process that contains and controls some internal state and is able to 
communicate with other agents through message passing. 
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2.1.2 A Stronger Notion of Agents 
For some researchers, the term "agent" has a stronger and more specific meaning 
than weak agency. Agent is conceptualised using concepts that are more usually 
applied to humans. Shoham [1993] describes agent as an entity whose state con-
sists of mentalistic notions such as beliefs, capabilities, choices, and commitments. 
Dennett [1987] describes such an agent as an intentional system. Intentional 
systems help the ascription of abstraction notions to systems for the purpose of 
describing how they work. The intentional notions as described by Shoham [1993 
are useful for providing convenient and familiar ways of describing, explaining and 
predicting the behaviour of complex systems. 
Bates [1994] takes agents, in addition to the concept of strong notion of agents, 
into anthropomorphic areas by considering the implications of believable agents 
that try to model a human approach to their interaction with the user by showing 
emotions. In addition, giving agents humanity attributes can present the agents 
visually by using an animated face or icon with graphical cartoon character [Maes, 
1994 . 
2.1.3 Other Attributes of Agents 
Some other attributes can be addressed to agents to improve their functional-
ity [Wooldridge and Jennings, 1995]. 
Mobility: the ability of an agent's moving about in a network of computers to 
fulfill its goal [White, 1994]. However, mobility is not a requirement for an 
agent [Nwana，1996]. 
Veracity: the assumption that an agent will not intentionally communicate false 
information [Galliers, 1988]. 
Benevolence: the assumption that agents do not have conflicting goals, and that 
every agent will therefore always try to do what is asked of it [Rosenschehin 
and Genesereth, 1985]. 
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Rationality: the assumption that an agent will act in order to achieve its goals, 
and will not act in such a way as to prevent its goals from being fulfilled [Gal-
liers, 1988 . 
These and other agent attributes are formally defined using the Z formal spec-
ification method by Goodwin [1993 . 
2.2 Characteristics of Mobile Agents 
Agents that go about their tasks, not only on their owners' computers, but by 
moving about in a network of computers [Lingnau and Drobnik, 1995] are called 
itinerant or mobile agents. They are analyzed by Harrison et al. [1995] and Chess 
et al. [1995]. Mobile agents have the potential of moving among machines on their 
own will. The agent program includes explicit commands that cause the agent to 
'go elsewhere' and continue working just like before the move. Mobile agents are 
code-containing objects that may be transmitted between communicating partici-
pants in a distributed system. As opposed to systems that only allow the exchange 
of non-executable data, systems incorporating mobile agents can achieve signif-
icant gains in performance and functionality [Knabe, 1995; Knabe, 1996]. The 
difference between mobile agent and process, and so too between agent migration 
and process migration, is on who decides where and when to move about. In 
process migration, migration is normally enforced by the system with the factors 
of resource allocation, load balancing or some other similar reasons. In agent 
migration, it is the agent who decides where and when to move. 
Agent mobility is a natural generalization of the concept of "stationary agent." 
It also has the extension to the client-server model in which the client sends a 
portion of itself to the server for execution [Chess et al., 1995]. In the client-server 
model [Renaud, 1993], communicating entities have fixed and well-defined roles; 
a server offers a set of services and a client makes use of those services. Clients 
are strictly dependent upon servers to provide services that they require. As 
network communication is assumed, the communication process between clients 
10 
Chapter 2 Mobile Agents 
and servers is by means of message passing. 
However, a fundamental problem arises with the client-server model. If the 
services provided by the server are not exactly what the client requires, the client 
has to make a series of requests to construct the end service it needs. This results in 
an overall latency increase and in wasteful and inefficient intermediate information 
being poured into the network. Besides, ifservers endeavor to address this problem 
by introducing specialized services, as the number of clients grows, the number of 
services for each server makes it unfeasible to support. 
Another problem in providing services in network is that the computational 
components of a service must reside on the server machine. It is because commonly 
used access protocols such as WWW, Gopher, and Telnet only provide for the 
exchange of non-executable data, servers must take complete responsibility for 
performing any service-related computation for clients. Equipping a service with 
agents can solve or reduce the problem. The most important characteristic of 
agents is that they allow computation to move. A server can off-load work onto a 
client by sending an agent to the client. The same effect can be achieved without 
mobile agent. If the client is equipped with the services, there is no need to 
transport the agent. However, the server cannot send jobs that the client does 
not install. Thus, mobile agents provide a general and transparent means of 
transferring computation from servers to clients. 
The mobile agent paradigm attempts to address issues that are raised by the 
client-server model and network service management. Typical characteristics of 
mobile agents, in summary, are their ability to migrate at will, reduction of overall 
communication traffic, ability to create user customized services and peer-to-peer 
communication. 
2.3 Programming Languages for Mobile Agents 
Mobile agents offer compelling advantages for constructing flexible and adaptable 
distributed systems. Mobile agents must be able to move about in a heterogeneous 
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computer network. Agents consist of code and persistent state. In order to move 
about, an agent has to move with its code as well as its state. It is expected that 
an agent's code should run in an identical fashion on every host it can move to. 
However, the transmission of code places new demands on programming lan-
guages and runtime systems. Traditional languages and compilers, for maximizing 
performance, assume program code staying in a specific machine and make ma-
chine specific code. Support for mobile agent in traditional languages is done in an 
ad hoc approach such as transmitting source files and recompiling on receipt which 
results in poor performance and no guarantee for executing in a heterogeneous en-
vironment. For example, if the agent is written in C which is usually compiled to 
machine dependent language, the transmission of the code of the agent should be 
in source code form. As implementations of the C language standard conformance 
vary, it turns out that automatic, transparent recompilation is infeasible. Knabe 
1995] suggests that the following items should be required for language of mobile 
agents. 
Code Manipulation. The language must provide a means for manipulating and 
transmitting the code-containing entities that represent mobile agents. A 
means must also exist for receiving the object, converting them into an 
executable form, and executing them. 
Heterogeneity. Heterogeneous machine architecture is a common characteristic 
of distributed systems. Mobile agents constructed on one architecture must 
be executable on other architectures. 
Performance. The use of mobile agents in an application can eliminate commu-
nication latencies or enable enriched functionality. These benefits can only 
be realized if the implementation of mobile agent transmission and execution 
delivers sufficient performance. 
There is more advantages in languages which are either interpreted directly or 
compiled to a portable intermediate interpreter-based language which can be easily 
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transmitted and executed without recompilation. Languages of former category 
include Tcl [Ousterhout, 1994], Perl [Wall and Schwartz, 1990] and Obliq [Cardelli, 
1994], while Java [Gosling and McGilton, 1995], Telescript [White, 1994], Er-
lang [Armstrong et al., 1993] and April [McCabe and Clark, 1995] serve as ex-
amples of the latter. The following is a brief summary on languages that have 
advantages in developing agent systems: 
• Java [Gosling and McGilton, 1995; Gosling et al., 1996], developed by Sun 
Microsystems Incorporated, is a concurrent, object-oriented language. Java 
resembles C and C + + but removes some of disputed issues like pointer, 
Java is compiled to a platform-independent byte-coded instruction set for 
portability. A virtual machine is needed to execute the compiled Java byte 
code. However, code transmission is not explicitly supported in Java. 
• Agent Tcl [Gray, 1995], developed at Dartmouth College, is a transportable-
agent system. It has explicit migration instructions and supports transpar-
ent migration and communication. It is a modified version of Tool Command 
Language (Tcl) [Ousterhout, 1994] which is a high-level scripting language 
and highly portable. As the language is interpreted directly from source 
code at runtime, it allows inspection of source code of agents and this may 
be a disadvantage. 
• Telescript [White, 1994; White, 1995], developed by General Magic Incor-
porated, is an object-oriented, remote programming language. It is claimed 
to be the first commercial agent language. It is a platform that enables the 
creation of active, distributed network applications. It has built-in support 
for code migration and explicit dynamic support for extensibility of objects. 
Generic agent types are created within the class hierarchy. Agents are in 
fact mobile programs capable of transporting themselves from place to place 
in a Telescript network. 
• Obliq [Cardelli, 1994; Cardelli, 1995] is a lexically-scoped untyped inter-
preted language that supports distributed object-oriented computation. The 
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language achieves distribution of network objects through distributed lexical 
scoping. Obliq has intrinsic support for "agents": distributed computations 
that can be migrated across networks. Every object is potentially and trans-
parently a network object. However, Obliq agents are migrated as source 
code that is interpreted at remote machine. 
• APRIL [McCabe and Clark, 1995; McCabe and Clark, 1996; McCabe, 1996 
and MAIL [Haugeneder et al., 1994; Steiner et al., 1995] are two languages 
aimed for developing multi-agent systems and were developed as part of the 
ESPRIT project IMAGINE [Haugeneder, 1994]. APRIL was designed to 
provide core features to realize most agent systems. It provides facilities 
for multi-tasking, message passing communication, pattern matching and 
symbolic processing capabilities. However, MAIL is used for building sys-
tems composed of autonomous, cooperative agents and it provides a rich 
collection of predefined abstractions including plans and multi-agent plans. 
Among the above languages, Telescript [White, 1994] is a very desirable lan-
guage for mobile agent systems. However, as it is a commercial product, various 
internal details would not be exposed and thus its commercial nature limits the 
extensibility of the language to suit research purposes. The similar reason oc-
curs on Java [Gosling and McGilton, 1995], but Java supports for heterogeneous 
integration with user interface environment. It can be considered for interface 
oriented mobile agent systems. 
Agent Tcl [Gray, 1995] and Obliq [Cardelli, 1994] are interpreted languages and 
would have security problem as the source code is inspectable during production 
of the system. Moreover, efficiency problems arise on the speed of interpreting 
source code at runtime. 
April [McCabe and Clark, 1995] is a general purpose language for building dis-
tributed applications. It has no explicit imperative for code migration. However, 
code migration can be realized by procedure abstraction. April manipulates code 
as first class value. April process can send code as message to other April program 
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and executes the code inside the message. In terms of agent migration, an agent 
(an April program) sends itself as a message in a form of procedure abstraction 
to the target host. State information of the agent is held as arguments of the 
procedure that defines the agent. 
Moreover, April is compiled to a platform independent byte code and so April 
programs can be executed on other architectures without recompilation. Hetero-
geneity is a common characteristic of distributed systems as well as agent systems. 
Furthermore, as April program is compiled into a form of byte code, not inter-
preted directly at runtime as in scripting languages, April can deliver a substantial 
performance over those scripting languages. 
So, April fulfills the three requirements for language of mobile agents by Knabe 
1995]: code manipulation, heterogeneity and performance. In addition, April is 
aimed at building prototyping systems. Thus, the system is open to academy 
and we can obtain the source code of April to customize into our design. In 





A Mobile Agent Framework 
An agent framework describes the infrastructure of an agent system. It consists of 
the types of agents in the system, how to organize the agents and how the agents 
communicate so as to cooperate. Depending on the nature of the system, there 
will be different types of framework. There is still no universal agent framework 
that is suitable for any agent systems. Agent framework, usually, is application 
dependent or at least context dependent. For a system enabling agent mobility, 
the agent framework should also consist of components handling agent migration. 
In this chapter, a mobile agent framework for, but not limited to, distributed 
control is proposed. 
3.1 The Framework 
In designing the mobile agent framework, a criterion should be fulfilled that agents 
are individual entities in the system and they should only be responsible for their 
own role. Agent system is a cooperative system. Every agent has a specific role. 
If an agent is not capable to complete a task, the agent can seek help from other 
agent that is capable to complete the task. 
In achieving the requirements, we define the mobile agent framework to have 
three layers, illustrated in figure 3.1. They are the system layer, the support layer 
and the application layer. The bottom layer is the system layer. It is the interface 
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Application Layer Agent Agent Agent Agent 
Support Layer Agent Migration Server Communication Server Facilitator 
System Layer Agent System Platform 
Operating System 
Figure 3.1: Mobile agent framework 
between the agents and the operating system. In addition, agent programs are 
compiled as a portable universal code instead of native machine code so as to allow 
agent executing on heterogeneous platforms. The system layer is responsible for 
executing agents. � 
The middle layer is the support layer. It consists of support agents that provide 
system services to application agents. There are three types of support agents: 
agent migration server, communication server and facilitator. An agent migration 
server (see section 3.1.3) provides inter-host agent transferring service. A commu-
nication server (see section 3.1.4) helps peer-to-peer inter-communication between 
agents. The communicating parties can be located in different hosts. The commu-
nication server is capable of routing messages to correct destinations. A facilitator 
(see section 3.1.5) is an application level support agent. It provides such services 
as hardware control and access to operating system level system calls. 
The top layer is the application layer, containing the application agents. Ap-
plication agents can send jobs to appropriate support agents. The off-load of 
jobs from application agents to support agents reduces the complexity of applica-
tion agents. They can also be equipped with specific services depending on their 
requirement. 
The layered approach of the framework makes each layer modular. Each layer 
in the framework abstracts the details of its lower layer and provides high level 
services to its upper layer. The system layer encapsulates the operating system 
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level system services to give agent system level services to the support layer. The 
support layer encapsulates the agent system level services to give application level 
services to the application layer. The agents in the application layer make use of 
the application level services to fulfill their goals. 
The framework can achieve transparent agent communication and migration. 
Agent migration, shown in figure 3.2, is achieved by a series of communication 
among different agents in both hosts. The figure shows both the actual physical 
path and the conceptual virtual path of migrating an agent from the view of 
different participating agents. 
Physical Path 
• HostA HostB 
Virtual Path 
Agent -» Agent 
Migrate Spawn 
Agent Migration 7 ~ ^ 一 Agent Migration 
Se�er ——2^—— 1 S— 
Message Message 
Send Receive 
Communication Message:Agent • Communication 
Sei^er 2 Server 
System System 
Call ,, Call 
Agent Engine Agent Engine 
Socket r ^ Socket 
Network 丨 Packet | 
Figure 3.2: Mobile agent framework in agent migration 
In the physical path of migrating an agent, the agent who needs to migrate 
sends a migration request to the local agent migration server. When the agent 
migration server receives a migration request, the agent migration server requests 
permission of migration from the agent migration server of the requested host. 
After the permission of migration is granted, the agent migration server sends the 
requesting agent in the form of a message to the agent migration server of the 
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requested host. The message representing the agent contains the code and the 
current status of the agent. On the other hand, upon receipt an agent-containing 
message, the agent migration server creates a clone of the agent with the included 
agent status as the initial status of the newly created agent. The preservation of 
the agent status makes the agent behaving as before migration. The communica-
tion server knows nothing about the content of the messages that it sends. The 
communication server is only aware of the recipient of the message. At last, it is 
the agent system platform processes the communication in operating system level, 
for example, using socket. 
However, the agent migrating path from the view of different participating 
agents is different. From the view of the migrating agent, it is only aware where 
to go, host B in the figure, and it sends a migration request to the local agent 
migration server. It only knows that it goes from host A to host B but not the 
detail data flow. From the view of the agent migration server, what it performs 
is the transfer of an "agent" to the agent migration server of the requested host. 
From the view of the communication server, it only knows that it sends a message 
to the communication server of the requested host. In the process of agent mi-
gration, each participating agent encapsulates part of the details of the migration 
process. 
3.1.1 Agent Operations 
To have an agent system, we must have an agent first. To have an agent, we 
have to know how to create an agent. In this section, the functional units and 
operations with respect to agent migration of an agent is discussed. 
Agent is the concept of a class of computation model. To enable agent, we 
must have agent programs. Agent programs control the change of an agent's 
status. Actions occur as side-effect of the agent's being committed to an action 
whose time has come [Shoham, 1990; Shoham, 1993]. As Shoham proposed, each 
agent iterates two steps at regular intervals. First, the agent reads the current 
messages and updates its mental state. Second, it executes the commitments for 
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the current time. The clock initiates the two steps at regular interval. The process 
is illustrated in figure 3.3. 
control flow 
一 —一 • 令 incoming messages 
initialization 一 — • * 一 一 一 • 
data flow ^ ^ * * 
I ^ , Z ^ ~ ^ 
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卜 � � state 卜 / \ ^ a p a b m t ^ 
1 � n ^ z 
\ ^ _ _ i _ _ ^ z 
^ ^ execute 
.1 丄 outgoing messages commitments _ _ _ _ _ _ • 
Figure 3.3: Shoham's generic agent interpreter 
The general agent interpreter of Shoham [1993] describes a conceptual opera-
tion flow of an agent. However, the agents adopting the general agent interpreter 
have limitation. The general agent interpreter is a message driven model of com-
putation. All activities of the agent are initiated by messages but not and cannot 
be initiated by the agent itself. As mentioned in section 2.1.1, an agent can be 
able to exhibit pro-activeness. The general agent interpreter cannot fulfill the 
pro-active property of agent. Nevertheless, the general agent interpreter can sim-
ulate the pro-active property. Under the message driven model, an agent can 
initiate tasks by sending messages to itself. With the help of a third-party agent 
which can rebound messages to the message sender, an agent can initiate tasks 
by sending messages to the message-rebound agent. However, with a single agent 
adopting the general agent interpreter and without an initial external message, 
the pro-active property still cannot be obtained. 
So, for the purpose of improving the power of the general agent interpreter, we 
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propose the simple agent template. The simple agent template is the architecture 
of the internal operations of agents in our agent framework. It aims at specifying 
the operation, especially on the handling of messages of an agent. The simple 
agent template maintains a database called agent status containing the status 
and capabilities of the agent. The agent status also stores the resource that the 
agent reserved. The simple agent template has a programmable timer. The timer 
sends the message (timer, TID) to the agent at regular interval where TID is 
an identification of the timer. The timer can have many timer identifications. 
Different timer identification indicates different event to the agent. The timer 
accepts two types of incoming message. The (timer, TID, StartTime, Int) 
message requests the timer to start working after StartTime seconds for every Int 
seconds with the identification TID. The (timer, TID, stop) requests the timer 
to stop sending the (timer, TID) messages to the agent. The timer messages 
have no difference with other incoming messages to the agent. 
The simple agent template does not use the clock which is used in the general 
agent interpreter to initiate the agent activities at regular interval. There is no 
need to synchronize each cycle at regular interval. In addition, the clock introduces 
idle time of the agent when the service time of a message is shorter than the 
regular interval. The idle time may cause fatal errors in a control system. The 
turn-around time in a control system has to be minimized to give a fast response. 
The simple agent template is message driven. All activities of the agent are 
initiated by messages and handled in the message processing loop. There is a 
message queue in the agent where the pending messages are stored in. The simple 
agent template iterates three steps in the message processing loop. In the first 
step, the agent reads a message in the message queue. The second step is the 
service routine. The service routine performs the service corresponding to the 
message. The service involves inquirying or updating the agent status, sending 
internal message to the agent itself or programming the timer for periodic jobs. 
The third step is for replying other agents. 
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There are four possible sources that a message comes from. The most com-
mon source is from other agents in the network. It is the way that different agents 
having communication. The other three sources of message are the internal com-
munication within the agent. The first one is from the initialization procedure of 
the agent. The purpose of this source is to let the agent automatically starts jobs 
by itself. The second one is from the service routine of the agent. The agent can 
generate runtime events by this source. The third one is from the timer of the 
agent. When the timer is programmed, the agent can perform periodic jobs. The 
architecture of the simple agent template is illustrated in figure 3.4. 
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Figure 3.4: Simple agent template 
The simple agent template can be fitted into different types of agent. For a 
server agent, service defines the services that the server offers to clients. Agent 
status is the database of the server. Client sends its requests as messages to the 
server and gets the results from the replies of the server. 
The simple agent template is also suitable for shared resource management 
(SRM) agent. The SRM agent owns some resources. The resources are represented 
by the agent status. The only way for other agents to perform operations on the 
resources is by sending messages to the SRM agent requesting it to perform the 
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operation on their behalf. In accessing shared resources, mutual exclusion is a 
common problem. Using the simple agent template, mutual exclusion follows 
intrinsically because only the SRM agent directly accesses the resource and the 
SRM agent services only one request at a time. The message-receive pattern of 
the simple agent template serializes the requests. 
However, the simple agent template has limitations. Using the server agent 
as an example, the ordering of the receive and reply message routines makes the 
service as a subroutine: serialized the server and client as the client is blocked by 
the service throughout the time taken by the server to service the request. The 
problem can be improved by replying the client as soon as possible. 
Based on the simple agent template, we propose the general agent template 
to improve the server blocking time. In the general agent template, the service 
routine as in the simple agent template is divided into two portions, the critical 
service and the uncritical service. The critical service consists of necessary proce-
dures that are needed to produce the results that the client needs. The uncritical 
service is not directly related to the client results. The improvement of the gen-
eral agent template compared with the simple agent template is to delay some 
computation of the service after replying the client agent and other related agents 
and thus decrease the response time to the client agent. The architecture of the 
general agent template is shown in figure 3.5. 
3.1.2 Agent Life Cycle 
Having discussed the operation of an agent by applying the general agent template, 
we describe in the following the life cycle of an agent which is appropriate for 
mobile agent systems. There are five states in the life cycle of an agent. There is 
a state of an agent in the life cycle for agent migration. The details of the agent 
migration is left in section 3.1.3. The states of the life cycle of an agent involve: 
Initialization state The agent initializes its status by the predefined preferences 
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Figure 3.5: General agent template 
and current status of the environment. It also has to connect necessary com-
munication channels. If the agent has automatic jobs, it puts corresponding 
messages in the message queue during the initialization state. 
Ready state The agent in this state performs its normal activities like querying 
and updating status, sending messages to other agents and interacting with 
the environment. 
Idle state The agent is waiting for a message to read in and sleeps until a message 
arrives. If there is already a message in the message queue, the agent wakes 
up immediately. • 
Migration state The agent has triggered the migration procedure and is wait-
ing for the result of migration from the target host. If the migration is not 
successful, the agent transits back to the ready state. If the migration is 
successful, there are two situations. In the view of the agent, a successful 
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migration means that the agent is transferred to the target host and resumes 
its execution in the target host. The agent starts in the target host as the 
same as other new agents but with the initial status that is carried from the 
original host. The agent starts in the initialization state. After applying 
the original status, the agent transits to the ready state and resumes its 
execution in the target host. This situation corresponds to the conceptual 
settle path in the state diagram. On the other hand, in the view of the agent 
system, a successful migration means that the agent has finished its execu-
tion in the current host. The agent transits to the termination state and 
terminates in the current host. This situation corresponds to the physical 
settle path in the state diagram. 
Termination state The agent has finished its execution and returns its resource 
to the system. � 
The events corresponding to state transitions of the agent life cycle are illus-
trated in figure 3.6. 
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Figure 3.6: Agent life cycle 
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3.1.3 Agent Migration Server 
In a mobile agent system, agents move around according to their own will. There 
is need for an entity to handle and control the immigration and emigration of 
agents. It is, in our framework, the agent migration server. 
The agent migration server (AMS) handles agent migration requests, setting up 
links to remote server for migration and creating new clone of agents when being 
requested from remote servers for immigration of agents. The AMS is composed 
of three functional units: the event handling unit, the migration management 
unit and the code management unit. The AMS maintains two databases: the 
agent database and the code database which are associated with the migration 
management unit and the code management unit respectively. The agent database 
stores the information of currently existing agents. The code database stores the 
code of the agents. The overall architecture of the AMS is illustrated in figure 3.7. 
Agent Migration Server 
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A ^_^ Migration ^_». Code «*_>» Code 
溫 Management Unit Management Unit DE 
Event Handling Unit 
Agent System Platform 
Figure 3.7: Agent migration server 
The event handling unit (EHU) evaluates all the incoming messages to the 
AMS, and transfers those valid messages to the migration management unit. The 
EHU receives results from the migration management unit and replies, if any, the 
26 
Chapter 3 A Mobile Agent Framework 
requesting agents. 
The migration management unit (MMU) handles both agent immigration and 
emigration requests and operations. It manipulates the information of the agents 
in the host in the agent database. The MMU sends and receives requests with 
remote AMSs. It also sends and receives agent clones with remote AMSs. An 
agent clone here refers to both the code and the current status of the agent. 
The code management unit (CMU) manipulates the code of mobile agents in 
the local host. From the code database, CMU retrieves the code of the agent 
that needs to emigrate and stores the code of the newly arrived agents to the 
code database. CMU improves the performance of the system by reducing code 
transfer in the network, especially for agent whose code is not changed during the 
life time of the agent. 
After introducing various components of the AMS, we discuss the migration 
protocol, which involves four parties: the migration requesting agent, the local 
agent migration server, the remote agent migration server and the newly spawned 
agent. The protocol has five phases and is described as follows. 
Triggering Phase The agent who needs to migrate sends a request to the local 
AMS. In the request, the requesting agent supplies the remote host where 
it migrates to. 
Initialization Phase When the local AMS receives the migration request of an 
agent, the local AMS sends a request to the AMS of the requested remote 
host where the agent needs to go. Upon receipt of migration permission, 
the local AMS server sends the clone of the agent to the remote AMS. The 
clone of the agent includes the code and the current status of the agent. The 
remote AMS then, after receiving the clone, spawns the clone of the agent. 
In this phase, the requesting agent changes from ready state to migration 
state and the newly spawned agent is in the initialization state. If the remote 
AMS already has the code of the requesting agent, the transferring of the 
clone of the agent is skipped and only the current status of the agent is sent 
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instead. If the request is rejected by the remote AMS, the requesting agent 
returns to ready state and processes the reject reason. 
Transition Phase After the newly spawned agent is successfully spawned, it 
sends a message to the requesting agent to indicate success. If the remote 
AMS cannot spawn the agent in the remote host, the remote AMS sends a 
error message to the requesting agent. The requesting agent then returns to 
ready state and processes the error. 
Termination Phase When the requesting agent receives the message that its 
clone is successfully spawned in the requested host, the requesting agent 
sends a message of terminate to acknowledge the newly spawned agent. 
Ready Phase The requesting agent changes from migration state to the termi-
nation state. It returns the resource to the system and is terminated. On 
the other hand, after the new agent received the acknowledgement of the 
requesting agent, it changes from the initialization state to the ready state 
and performs in the target host as before migration. 
Figure 3.8 shows the agent migration protocol in the form of message inter-
action among different agents. Solid arrow in the figure is the message flow and 
dotted arrow is the control flow. Small numbers on the tail of solid arrows in-
dicate the alternative responses of a message. In general, every message to the 
AMS is checked whether the related agent is a valid agent in the host. If not, 
a (error, InvalidID) message is sent to the message sender and the message 
to the AMS is ignored. In addition, if the message sender requires a reply from 
the message recipient, the message sender generates a (error, ServerTimeOut) 
message when the expected reply time is reached. 
3.1.4 Communication Server 
The communication server is a special agent for providing a transparent hetero-
geneous message communication interface among agents. In each host, there is 
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Figure 3.8: Agent migration protocol 
one communication server. Agents sending messages have to specify the address 
of the recipient of the message. When an agent sends a message, the agent passes 
the message to the communication sever. The communication server organizes 
all the message activities among agents. If the communication server receives a 
message that is sent to an agent at the same host of the communication server, 
the communication server passes the message directly to the target agent. If the 
message received by the communication server is sent to an agent at other remote 
host, the communication server passes the message to the communication server 
of the host that the target agent residing. Using communication server makes the 
communication procedure among agents transparent. Also, as the communica-
tion procedure is performed by the communication server, agents do not need to 
equip themselves with any network communication functionalities and thus the 
communication server reduces the complexity of application agents. 
In a message-based system, process naming is necessary in message passing. 
29 
Chapter 3 A Mobile Agent Framework 
So, agent name registration is provided by the communication server. Whenever, 
an agent needs to receive messages, it has to register with the local communication 
server. It can also deregister itself when necessary. The use of name registration 
can be a service that an agent provides to public. So, an agent can register 
multiple times using different names for each service it provides to public. 
3.1.5 Facilitator 
Facilitator is a special type of agent for providing various application level ser-
vices to application agents. For instance, a facilitator can be an information server 
providing host specific information. It can be a resource management server con-
trolling shared resources such as printers or hardware ports. It also can provide 
an interface between operating system system calls and agents. Equipping the 
agent system with facilitators enriches the functionality of the agent system. As 
facilitator is modular in providing system services, it has the advantages of flex-
ibility and scalability. Agent system equipped with facilitators can reduce the 
complexity of application agents. Many system services or routine tasks can be 
passed to facilitators. 
3.2 April as a Mobile Agent Language 
April [McCabe and Clark, 1995; McCabe and Clark, 1996; McCabe, 1996] is a 
symbolic programming language, intended for building distributed applications, 
in particular for building multi-agent systems. 
April is a process oriented language for implementing intelligent applications 
on a network. April includes different types of technology needed for network 
computing. For example, April has facilities for identifying an agent uniquely 
on a global network, language constructs for defining mobile codes easily, a data 
structure "tuple" which enables to exchange messages between agents, and secu-
rity against execution of illegal codes. April supports an interface for April agents 
to exchange messages with processes described in other programming language. 
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April presents an open environment to implement agents. 
However, April does not directly support mobile processes—in the way that 
Telescript [White, 1994; White, 1995] does for example. Instead, April uses some 
of its basic features to implement mobile programs. It manipulates programs as 
values by procedure abstraction. Agent migration is achieved by sending an agent 
as a message in the form of procedure abstraction. Agent state information is 
held as arguments of the procedure abstraction that defines the agent. 
April acts as an assembly language for agent programming. It provides the 
basic functionalities for implementing agent properties. It supports network com-
munications by means of messages between agents. It manipulates code as first 
class value such that agent migration can be realized by sending code as value 
in message. It also provides an interface with other programming language that 
can make hardware control routines written in a more efficient or lower level pro-
gramming language. April is a non-commercial product that suits for academic 
research usage. For the properties of April of being a mobile agent language, we 
choose April to implement our agent framework in distributed train control and 
monitoring system which will be discussed in chapter 4. 
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An Agent Based Distributed 
Train Control and Monitoring 
System 
In chapter 3, we propose a mobile agent framework for distributed control sys-
tems. In addition to the mobile agent framework, we develop a distributed control 
application based on the mobile agent framework. In this chapter, we describe 
the application, an agent based distributed train control and monitoring system 
(DiTCAMS). 
DiTCAMS, by its distributed nature, is an appropriate example for testing the 
feasibility and effectiveness of the mobile agent framework. DiTCAMS is built on 
a twelve feet by nine feet area and is equipped with two Pentium-Pro machines 
running QNX [1994] as the operating system. The machines are connected with 
Ethernet network using TCP/IP as the network protocol. DiTCAMS is developed 
with the programming languages C and April [McCabe and Clark, 1995] where 
C is used to interface with hardware and April is used to handle the application 
logic. April provides API calls to interface with foreign programming languages 
such as C. 
As DiTCAMS is intended to provide an environment for testing mobile agent 
system, the railway network is divided into two regions. While the regions are 
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connected, they are controlled and monitored by two different computers. Each 
region is equipped with identical hardware and software. The computers of each 
region are connected by means of computer network. As each region is self-
contained, when there is any network fault, each region can still be operated 
independently. 
This chapter is organized as follows. In section 4.1，we give a description of the 
application DiTCAMS. In section 4.2, we define the terminology of DiTCAMS. In 
section 4.3, we discuss the design and architecture of DiTCAMS. In section 4.4， 
we discuss the important collaboration scenarios among agents in DiTCAMS. In 
section 4.5, we discuss other implementation details of DiTCAMS such as track 
resource management and train location determination. 
4.1 Introduction to DiTCAMS 
DiTCAMS simulates an international large-scale automatic railway control and 
monitoring system. The whole system is divided into regions according to national 
borders. In each national region, it can be further subdivided into sub-regions to 
fulfill the need of the nation. Each region or sub-region maintains a computer 
system, which controls and monitors the trains inside the region. The trains in 
the system are unmanned and automatic. Each train has its own schedule and the 
schedule can be amended in real-time. The trains are allowed to cross the border 
of two regions subjected to the agreement of the two regions. The process of the 
train crossing the border is automatic and is the cooperation of the two computer 
systems of the two regions. The train can carry its schedule when it crosses the 
border of two regions and resumes the schedule at the destination region. The 
computer system sends the control signals to the trains and the railway network in 
real-time and it is not required to schedule the control signals in advance. Thus, 
it allows the system to have the flexibility to switch from automatic to manual-
control mode. The computer system is capable of detecting the locations of the 
trains and prevent the trains from collision. 
33 
Chapter 4 An Agent Based Distributed Train Control and Monitoring System 
4.2 Terminology in DiTCAMS 
Track unit is a piece of rail which is allowed at most one train to occupy at any 
time. 
Segment is a contiguous of track units which are installed some sensors and 
only one train is permitted to be present at any time. It is bounded by 
sensors or a dead-end track unit. 
Point machine is a device for switching the possible movement of trains from 
one path to another. Synonym: Switch 
Point segment is a segment with point machine(s). 
Multi-point segment is a point segment with more than one point machines. 
Sensor is a device installed on a track unit for detecting the movement oftrains. 
Region is a geographical area consisting of a specified set of segments. 
4.3 Architecture of DiTCAMS 
An agent system is a cluster of agents cooperating to achieve some goals. So, DiT-
CAMS is designed from the point of view of how to divide the problem into small 
functional units. As it is a real-time application, events must be completed within 
a time limit. Dependence among tasks must be defined clearly. In DiTCAMS, 
there are tasks such as train and switch control, train and resource scheduling, 
train location sensing and system monitoring through control panel. By intro-
ducing agent to DiTCAMS, each agent is responsible for a specific task. Agents 
communicate by the means of message passing to archive cooperation. 
Agents in DiTCAMS are classified into active agents and passive agents. Ac-
tive agents posses the property of pro-activeness as described in section 2.1.1. 
They are able to behave goal-directed behaviour by taking the initiative. They 
have to perceive the environment to decide how to fulfill their goal. In contrast 
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with active agents, passive agents do not have goals but they are still reactive. 
They perceive the environment and respond upon the changes of the environment. 
The environment can be other agents or external objects. 
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Figure 4.1: Architecture of DiTCAMS 
Figure 4.1 shows the architecture of DiTCAMS using an agent-based design. 
A white oval in the figure represents an active agent. A gray oval represents a 
passive agent. An arrow in the figure represents a message path from one agent 
to another and the label of the arrow is the content of the message. The following 
sections discuss the properties of each agent in DiTCAMS. 
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4.3.1 Active Agents 
There are three types of active agent in DiTCAMS, the train agent, the sensor 
agent and the screen agent. The train agent controls the behaviour of a train. The 
sensor agent reads signals of the sensors. The screen agent displays the current 
status of the region on the screen. The following sections describe the three types 
of agent briefly. 
4.3.1.1 Train Agent 
Train agent controls the behaviour of a train. Each train is represented by a 
dedicated train agent such that different trains can have different behaviour. A 
train agent consists of a scheduler which determines where and when the train 
goes and a failsafe engine which detects, prevents and recovers from collision. In 
the current implementation, all the train agents are the same and have no specific 
goal. We program the train agents such that when a train comes to a switch, it 
selects a path randomly. 
Train agents do not detect the geographical location of their associated trains. 
It is the responsibility of the train tracking agent (section 4.3.2.3), which updates 
train agents of their respective trains' new locations in real-time. According to the 
new information, the scheduler of a train agent determines the next course actions 
of its train. Possible actions are moving forward, stopping or moving backward. 
The failsafe engine in each train agent receives new train location from the 
train tracking agent. The engine is responsible for checking the consistency of the 
new train location against the internal information of the train agent itself. For 
example, it checks if the new location is reserved by itself or other train agents 
and tells the scheduler to amend the schedule. ‘ 
Figure 4.2 illustrates the relationship between the failsafe engine and sched-
uler of a train agent. A white oval represents an active agent while a gray oval 
represents a passive agent. An arrow represents a message path from one agent 
to another. A message path can be one-way or two-way. The label of an arrow is 
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Figure 4.2: Train agent internal 
the content of a message. The failsafe engine receives all the new train location 
messages from the train tracking agent. If the new train location is inconsistent 
with internal information of the train agent such as the new train location is not 
reserved by the train agent, the failsafe engine coordinates with the track resource 
agent and the control agent to make the train escapes from the inconsistent state. 
Details of the recovery procedure are described in section 4.5.5. After the fail-
safe engine completes the routine, the new location information is passed to the 
scheduler of the train agent. 
4.3.1.2 Sensor Agent 
Train locations are detected by magnetic sensors installed on the track units. In 
each region, there is one sensor agent. The sensor agent is used to monitor the 
state of the sensors, decode the sensor signals and pass the decoded information 
to the train tracking agent (section 4.3.2.3) for computing which train triggers the 
sensor. 
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The signals from the sensors cannot locate the trains directly. The sensors are 
actually magnetic switches. When a train crosses a sensor, the sensor turns on. 
Otherwise, the sensor turns off. So, there is no information about which train is 
crossing when a sensor turns on. We have special treatment on locating a train 
which is discussed in section 4.5.3. 
Limited by hardware, sensor agent uses polling to monitor the sensors. Ex-
periments are done to obtain a safety polling interval so that no sensor signal is 
missed. From the experiments, a sampling frequency at about 800 Hz is a stable 
setting such that no sensor signal missing is observed. To be more conservative, 
we set the polling frequency to 1000 Hz. 
4.3.1.3 Screen Agent 
The screen agent is responsible for displaying graphically the current status of the 
train system on the screen panel. It receives information from the train tracking 
agent (section 4.3.2.3) and the control agent (section 4.3.2.4) to reflect the current 
status and location of the trains and the direction of the switches. As the screen 
is a critical region in DiTCAMS, a central management agent for the screen is 
needed to solve the mutual exclusion problem and there is one screen agent in 
each region. The screen agent is linked with an external screen process. The 
external screen process is written in C which draws the screen using hardware 
specific graphics library functions. A pipe is used to link with the screen agent 
and the external screen process. The screen agent passes information through the 
pipe to the external screen process for updating the screen. 
4.3.2 Passive Agents 
There are five types of passive agents in DiTCAMS, the train migration agent, the 
track resource agent, the train tracking agent, the control agent and the console 
agent. The following sections describe the passive agents briefly. 
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4.3.2.1 Train Migration Agent 
The train migration agent is actually an agent migration server as described in 
section 3.1.3. It is responsible for coordinating trains movement across different 
geographical regions which are controlled by different computer systems. In each 
region, there is one train migration agent. 
When a train agent requests its local train migration agent for emigration of 
the train, the local train migration agent liaises with the train migration agent 
of the destination host to perform such tasks as train identity authentication and 
agent code transfer. Details of train migration are described in section 4.4.4. 
Train migration agent provides region specific information to newly arrived 
train agent such as the map of the geographical region, and information of the 
landscape such as the slope and curvature of the track units. 
4.3.2.2 Track Resource Agent 
The track resource agent manages track usages. In any geographical region, the 
railway network is divided into segments. For safety reason, no two trains are 
allowed to occupy a segment simultaneously. The track resource agent formulates 
a segment as a critical region. Before a train can enter a segment, the representing 
train agent has to reserve the segment from the track resource agent. After the 
train leaves a segment, the train agent has to release the segment to the track 
resource agent. Once a segment is reserved, the track resource agent refuses 
subsequent requests on that segment until the segment is released. Details of the 
reserve and release of segment are discussed in section 4.4.1. 
4.3.2.3 Train Tracking Agent 
The train tracking agent is used to determine the locations of trains. Limited by 
the sensoring system, there is no train information obtained from sensors. The 
train tracking agent has to keep track of each train movement and determine which 
train triggers a sensor. When a sensor signal is identified, the train tracking agent 
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determines which train triggers the sensor and sends a message about new train 
location to the train that supposed triggering the sensor. Algorithms of train 
location determination and consistency checking are given in section 4.5.3. 
4.3.2.4 Control Agent 
The control agent interfaces between software agents and hardware. It gathers 
hardware control requests and controls the trains and switches in the train system. 
Similar to the screen agent, the control agent is linked with an external control 
process which is written in C and controls the hardware directly. A pipe is used 
to link the control agent and the external control process. The control agent 
passes the control requests through the pipe to the external control process. The 
hardware is linked with the computer by a serial port and provides a set of control 
commands. The external control process transforms the control requests to the 
control commands as byte strings and sends the byte strings to the serial port of 
the computer. 
When an agent needs to control hardware such as increasing train speed, the 
requesting agent sends a message to the control agent, which in turn controls 
the hardware on behalf of the requesting agent. The control agent encapsulates 
the control procedure as a set of control requests. Details of a control cycle are 
described in section 4.4.3. After a control task is performed, control agent sends 
information to screen agent (section 4.3.1.3) to reflect the current status. 
4.3.2.5 Console Agent 
The console agent receives user commands from the console keyboard for man-
ual control on DiTCAMS. For example, user can control train speed, train head 
lights, and switch position through the console. Console agent filters out invalid 
commands and sends messages to appropriate agents. 
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‘ 4.4 Agent Collaborations 
In this section, we discuss agent collaborations in DiTCAMS. The following sec-
tions discuss the scenarios of track resource allocation, sensor triggering, hardware 
.) 
Control and train migration. 
4.4.1 Track Resource Allocation 
As mentioned in section 4.3.2.2, each segment allows at most one train to occupy. 
Train agent has to reserve for a segment with the track resource agent before its 
train moves into the segment. 
To reserve a segment with the track resource agent, the train agent sends a mes-
sage (reserve, TID, SID) to the track resource agent, where TID is the identity 
of the train and SID is the identity of the requested segment. The track resource 
agent maintains a track resource database which records the occupancy status of 
each segment. Upon receiving a segment reserve request, the track resource agent 
searches through the track resource database to determine if the request should 
be granted, and replies the requesting train agent with the message (occupied, 
SID) or (ok, SID) depending on whether the requested segment is occupied or 
not. If the result is positive, the track resource agent updates the record of the 
reserved segment in the track resource database as occupied and thus refuses 
subsequent requests of the same segment. However, the availability of segments 
depends not only on the occupancy of segments. There is also safety requirement 
that affects the segment availability, which is discussed in section 4.5.1.3. 
The release procedure of segments with the track resource agent is similar to 
that of making a request. The train agent requesting to release a segment sends a 
message of (release, TID, SID) to the track resource agent. The track resource 
agent checks whether the releasing segment is occupied and ifso, is occupied by the 
requesting train agent. It replies the requesting train agent with a message (ok, 
SID) or (error, SID) depending on whether the request violates the consistency 
of the track resource database. If the result is positive, the track resource agent 
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updates the record of the released segment in the track resource database as free. 
4.4.2 Sensor Triggering 
When a sensor is triggered, the sensor agent monitoring the sensors receives a sig-
nal. The sensor agent decodes the signal and obtains the identity of the triggered 
sensor. Then, it sends a message of (sensor, SensorID) to the train tracking 
agent. 
To avoid the effect of unstable or rebound of sensors, the sensor agent keeps 
track ofthe status ofthe sensors. If the time interval oftwo consecutive activations 
ofthe same sensor is too short, say 0.1 second, the two activations can be regarded 
as one and the sensor agent only sends one (sensor, SensorID) message to the 
train tracking agent. 
4.4.3 Hardware Control 
The control agent provides a set of control commands for controlling the trains 
such as speed and head light and other system devices such as switches. Train 
agent sends the control commands to the control agent. Then, the control agent 
controls the appropriate device by sending a byte string corresponding to the 
control command to the serial port of the computer. On successfully completed a 
control task, the control agent sends the details of the control task to the screen 
agent for updating the current system status on the screen. 
4.4.4 Train Migration 
Train migration is the most complicated example of agent collaboration in DiT-
CAMS. The whole process involves ten agents scattered on two machines. Agents 
involved are the sensor agents, the train tracking agents, the train migration 
agents, the control agents and the train agent of the migrating train. Figures 4.3 
and 4.4 show the procedures of train migration and the interactions among the 
agents. In the figure, an oval represents an agent. A solid arrow represents a 
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message path from an agent to another. The label of a solid arrow is the content 
of the message and the number preceding the label is the event sequent in a step. 
For simplicity, the diagrams omit the interactions of sensor agent, train tracking 
agent and train agent, that is, the events from a sensor is triggered to the related 
train agent receives the message of the new location. 
There are six steps in the train migration process. Some of the steps can be 
mapped into the phases of agent migration protocol in section 3.1.3. However, 
some of the steps are application specific and thus cannot be mapped into the 
agent migration protocol. 
In step one of figure 4.3，the train T in region A is approaching the border of 
region A and region B. In step two, the train T arrives at the border. The train 
agent T decides to go to region B. It sends a control command to control agent to 
stop the train to wait for the preparation of train migration, followed by a message 
to the train migration agent at the desired destination region to initiate the train 
migration procedure. Events one through three in step two correspond to the 
triggering phase of the agent migration protocol. The train migration agent in 
region A, in response to the request of the train agent, sends a migration request 
to the train migration agent of region B with the clone of the requesting train 
agent. The train migration agent of region B spawns a copy of the train agent 
in region B. Events four through five correspond to the initialization phase of the 
agent migration protocol. 
In step three, the newly spawned train agent in region B sends its parent 
train agent through the train migration agent a message to acknowledge success-
ful spawning. This corresponds to the transition phase in the agent migration 
protocol. 
In step four of figure 4.4, the requesting train agent is acknowledged that its 
new train agent is spawned, both train agents send a control command to its local 
control agent to set the train into movement. This step gets the train to move 
across the border of the two regions. This step has no corresponding phase in the 
agent migration protocol. 
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Figure 4.3: Train migration (i) 
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In step five, after the train arrives in region B, indicated by the triggering of 
the first sensor in region B, the new train agent in region B sends a stop command 
to the local control agent to stop the train for synchronizing with its parent train 
agent. The new train agent then sends a message to its parent train agent to 
acknowledge arrival of the train in region B through the two train migration 
agents in both hosts. The parent train agent then sends a stop command to its 
local control agent. This action has no effect on the train as the train is now in 
region B, where the control signal cannot reach. This command serves only to 
reset the hardware. This step is also application specific and does not correspond 
to any phase in the agent migration protocol. 
In step six, the parent train agent sends a message to the new train agent to 
tell the new train agent that the parent train agent will be terminated. Events 
one, three and four, correspond to the termination phase of the agent migration 
protocol. The parent train agent then terminates itself. Event two corresponds 
to the ready phase in the agent migration protocol. The new train agent, after 
receiving the termination message of its parent train agent, sends a control com-
mand to its local control agent to set the train into movement again. Event five 
is the completion phase in the agent migration protocol. 
4.5 Other Implementation Issues 
This section discusses the main implementation issues of DiTCAMS that are re-
lated to the application. These issues are track resource management, railway 
topology encoding, train location determination, train speed control, collision pre-
vention and recovery, and extensions to April for improving efficiency of real-time 
execution. 
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4.5.1 Track Resource Management 
In building a train control and monitoring system, safety is one of the major 
concerns. The major requirement is to prevent train collisions. An effective pre-
ventive measure is to enforce and maintain a safety distance between any two 
trains running in the railway. 
There are two approaches enforcing safety distances. An ideal approach is for 
a train to detect the distance between the train ahead and itself continuously. 
However, this approach requires a large amount of sensors installed on the tracks 
or a global positioning system using satellite or wireless communication which are 
expensive. 
A suboptimal approach is to install sensors on the tracks with sufficiently long 
intervals. This approach can largely reduce the number of sensors installed. With 
this approach, a train does not have to determine the safety distance by the actual 
distance but by the number of segments between the train ahead and itself. 
The following sections discuss the details of segment management within a 
geographical region and across regions. In addition, the safety regulations imposed 
on the managing system are described. 
4.5.1.1 Local Track Resource Management 
In local track resource management, there are two events in the system: segment 
reserve and release. The track resource agent accepts two types of messages: 
(reserve, TID, SID) and (release, TID, SID) for segment reserve and re-
lease requests respectively, where TID is the identify of the requesting train agent 
and SID is the identity of the requested segment. The track resource agent main-
tains a track resource database containing the current occupancy status of each 
segment. Each segment has a record in the database. Each record is a tuple 
composed of two fields, (TID, TS). Positive values of TID of a segment record 
indicate that the segment is occupied by the train with identify TID. Negative 
values indicate that the segment is not occupied and -TID is the train identify of 
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the last occupant. A zero value indicates that the segment is also not occupied 
and it is not visited by any trains so far. The field TS keeps track of the time of 
last reserve or release of the segment. 
For a (reserve, TID, SID) request, let the segment record of the segment 
SID be (sTID, sTS). The segment SID is granted if sTID < 0 or TID 二 sTID 
and if so, the tuple (TID, cTS) replaces the segment record (sTID, sTS) of the 
segment SID where cTS is the system time. 
For a (release, TID, SID) request, let the segment record of the segment 
SID be (sTID, sTS). The request is accepted if TID = sTID and if so, the tuple 
(-sTID, cTS) replaces the segment record (sTID, sTS) of the segment SID where 
cTS is the system time. 
4.5.1.2 Distributed Track Resource Management 
In coping with different geographical regions, segment reserve and release on the 
border must be synchronized with the two track resource agents of the two regions 
so as to prevent collisions. As the border is shared by the two regions (see fig-
ure 4.5), we introduce a special type of segment called border segment. A border 
segment is shared by the two regions. Both regions have the record of the border 
segment. So, a border segment reserve (or release) is valid if the two track resource 
agents of the two regions both consider the reserve (or release) on the segment 
valid. Other procedures for segment reserve and release are the same as in local 
track resource management. Therefore, we introduce two new type of messages: 
(rreserve, TID, SID) and (rrelease, TID, SID) for remote segment reserve 
and release respectively, where TID is the identity of the requesting train and SID 
is the identify of the requested segment. 
The segment reserve and release procedures are also amended for border seg-
ments. For each valid segment reserve (or release) request, the track resource 
agent checks if the requested segment is a border segment and, if so, sends a 
rreserve (or rrelease) message to the track resource agent of the region that 
sharing the segment. 
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Figure 4.5: A border segment 
4.5.1.3 Safety Regulation of Track Resource 
One measure to prevent train collisions is to restrain trains from going into a 
segment too early after the segment has just been released. Under this scheme, 
even a segment has been released, the track resource agent does not grant the 
segment to other train agents immediately. The track resource agent waits for an 
amount of time before granting the segment to other train agents. 
DiTCAMS adopts this safety regulation in controlling the usage of segments. 
To implement this requirement, there are two approaches. The first one is by 
using timer. After a segment has been released, the track resource agent sets a 
timer to signal itself for the timeout of the unavailability of the segment. The 
track resource agent allows train agents to reserve the segment after the timer 
signal has arrived. This approach consumes extra system resources and increases 
the workload of the system in dealing with timers. 
Another approach is by using time stamps. In the track resource database, 
each segment in the region has a record (TID, TS) updated in the database after 
each segment reserve or release operation. The track resource agent grants a 
segment if TID < 0 and cTS - TS > TIMEOUT, where cTS is the system time 
and TIMEOUT is a period of time waiting for actually release of a segment after a 
release operation. For this approach, no extra system resource is consumed but 
some memory space is needed to store the time stamp of each segment. 
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4.5.2 Railway Topology Encoding 
To model railway topology, graph is a suitable means for this purpose. The railway 
network is represented by a graph G = (5, E) where S is the set of segments and 
E is the set of possible edges between two segments. Figure 4.6 is an example of a 
portion of a railway network. A circle in the figure is a sensor. A rectangle in the 
figure is a point machine (switch). Figure 4.7 shows how segments are formed. The 
resulting segments form the set S. For each sensor, if the adjacency segments of a 
sensor are Si and S2, then (si, S2) 6 E. The resulting graph is called the topological 
graph. Prom the figure, the sets S = {1，2,3,4} and E = {(1,2)，（2,3), (2,4)} form 
the topological graph G of the railway network in figure 4.6. Figure 4.8 shows the 
corresponding topological graph. 
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Figure 4.6: A simple railway network 
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Figure 4.7: A simple railway network and segments 
Figure 4.9 is an example of a railway network showing a non-trivial situa-
tion. As mentioned before, a segment is the area bounded by sensors or dead-end 
track unit. By this definition, the railway network as in figure 4.9 is divided into 
segments as in figure 4.10. The topological graph of figure 4.10 is illustrated in 
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Figure 4.10: Railway network and segments 
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Figure 4.11: An incomplete topological graph 
figure 4.11. 
However, the topological graph in figure 4.11 is not correct. With reference 
to figure 4.10, segment 1 is not reachable from segment 6 and vice versa. The 
problem is that segment 3 is a multi-point segment. A multi-point segment is a 
segment with more than one point machines. Thus, nat all the segments on one 
side of segment 3 can reach all the segments on the other side of segment 3 and 
vice versa. Using only one node to represent segment 3 cannot model the situation 
correctly. 
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Figure 4.12: Possible paths of a railway network 
To solve the problem, we can list out all the possible paths passing through 
the multi-point segment, segment 3. Figure 4.12 shows the five possible paths 
passing through segment 3 in the railway network as in figure 4.9. For each path, 
we construct one virtual segment in between the two segments on the two sides 
of segment 3. A virtual segment is a logical name of a segment. A segment 
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^ ^ ^ Segment 3a ^ ^ 
y ^ ^ Segment 3b ^ ^ Segment 4 
Segment 1 y ^ ^ ^ Segment 3c 广 Segment 5 
Segment 2 Segment 3d ‘ ^ y Segment 6 
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ Segment 3e ^ ^ ^ ^ ^ ^ ^ 
Figure 4.13: A complete topological graph 
may correspond to more than one virtual segments. As shown in figure 4.13, 
this is the complete topological graph; there are five additional virtual segments, 
segments 3a to 3e replacing the original segment 3. As the five additional segments 
are representing the same original segment 3，they are called virtual segments so 
as to differentiate them from other normal segments. The set of virtual segments 
that are derived from the same segment is called a virtual segment group. 
The construction of the complete topological graph is simple. Instead of using 
one segment to represent a multi-point segment, we construct a virtual segment for 
each path passing through the multi-point segment. However, as the complexity of 
the multi-point segment grows, the number of possible paths passing through the 
multi-point segment increases exponentially. Moreover, as the virtual segments 
are representing the same physical segment, when a train agent requests any one 
of the virtual segments, the track resource agent has to lock all virtual segments 
in the same virtual segment group so that no other trains can pass through the 
multi-point segment. The procedure is the same for releasing virtual segments. 
This will increase the workload of the system. 
The topological graph has to be compressed so that the workload of the system 
would not increase with the complexity of the multi-point segment. Algorithm 4.1 
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shows the procedure for compressing the topological graph but maintaining the 
reachability property of the graph. 
The principle of the compression algorithm is to defer the branching point from 
normal segment to virtual segment. Referring to figure 4.14, segment 1 is a two-
way branch. If it follows the complete reachability graph, the branching point is 
in segment 1 and two virtual segments, segments 3a and 3b, are needed. However, 
if the branching point is deferred to the virtual segment, only one virtual segment 
is needed. Figure 4.15 shows the compressed topological graph of the railway 
network as in figure 4.9. 
In the algorithm, Sj is the set of virtual segments of the same virtual segment 
group that representing the same physical multi-point segment. Si is the set of 
segments locating in one side of the segments in Sj while Sn is the set of segments 
locating in the other side of the segments in Sj. Referring to algorithm 4.1 and 
figure 4.14, Sj = {3a, 36,3c, U, 3e}, S[ = {1,2} and 5« = {4,5,6}. For the first 
element in & , Sj, = {3a, 36}, Sn> = {4,5}, Er = {(l,3a),(l,36),(3a,4),(3fe, 5)}, 
Sn 二 3ab, and En = {(l,3a6),(3a6,4),(3a6,5)}. The procedure of processing 
other elements in Si is similar. 
This algorithm reduces the number of virtual segments to min(|5L|, 1¾^)- In 
the complete topological graph, the number of virtual segments is the number of 
possible paths connecting Si and SR. In the worse case, the number of virtual 
segments of the complete topological graph is |^ J|<^ 2|. For edges, in the complete 
topological graph, the number of edges is two times the number of possible paths 
connecting Si and Sn. In the compressed topological graph, the number of edges 
is the number of possible paths connecting Si and 5^ plus min(|5L|, 1¾!)-
4.5.3 Train Location Determination 
As mentioned in section 4.3.2.3, there is no train information obtained from the 
signaling system. The signaling system supplies only the identity of sensor trig-
gered. Therefore, we need to keep track of the movement directions and current 
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• Let G = (5, E) be the complete topological graph mentioned before. 
• Let the compressed topological graph be Gopt = {Sopu ^opt) where Sopt = S 
and Eopt = E initially. 
• Let J = {Sj : Sj C 5 } where Sj is a set of virtual segments of the same 
virtual segment group representing the same physical multi-point segment. 
• For each Sj G J, 
- L e t Si C S where Si = {si ： V(5 ,^ sj) e E, Sj G Sj). Si is the set of 
segments locating on the left side of Sj. 
- L e t SR C S where 5^ = {sj : V(Si, sj) G E, Si G Sj}. 5^ is the set of 
segments locating on the right side of Sj. 
- I t is assumed that |^J < |5/e|. If |S^ | > |5i?|, the procedure is reversed 
accordingly. 
一 For each si e Si, 
* Let Sj' C Sj where 
Sj' = {sj : V(si, Sj) e Eopt, and sj G Sj} 
* Let SR> C SR where 
SR' = {sj : V(si, Sj) e Eopt, Si e Sj' and Sj G Sn} 
* Let Er be a set of existing edges to be removed where 
Er = { (s i , Sj) : V(si, Sj) e Eopt, Si e Sj, or Sj € Sj>} 
* Let Sn be a new virtual segment that replacing Sj'. 
* Let En be a set of new edges where 
En = {(S/, 5n)} U {(S„, Sr) ： Sr G 8 ^ } 
* Update Sopt and Eopt where 
Sopt = Sopt \ Sj' U {Sn} 
Eopt = Eopt \ Er U En 
Algorithm 4.1: The compression procedure of topological graph 
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Figure 4.14: Compressing a complete topological graph 
鬥 ^-^<f^ ^ ^¾ :^^  
Segment 2 Segment 3cde , Segment 6 
Figure 4.15: A compressed topological graph 
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locations of the trains. This information allows us to determine which train trig-
gers a sensor. The initial locations of the trains are needed prior to start DiT-
CAMS and are obtained by setting each train one by one into movement until a 
sensor is triggered. 
Train location determining is to check whether the adjacency segments of the 
triggered sensor has a train going towards the sensor. Suppose a sensor is triggered 
and a train is in one of the adjacency segments of the sensor and going towards 
the sensor. We can conclude that the train triggers the sensor and the train has 
moved from one adjacency segment of the sensor to the other adjacency segment 
of the sensor. 
The determination of train location is performed by the train tracking agent 
at each sensor trigger. For train location determination, graph is also used as a 
data structure of this purpose as in topological graph but with some extension. In 
the train tracking agent, the graph is defined as Gtid = {Stid, Eud) where Sud is the 
set of segments as defined in the compressed topological graph Gopt = {Sopt, ^ opt), 
Etid is the set ofedges where Eud Q Eopt- Each element in Eud represents a sensor. 
In each segment node of Stid, there is a train record list T associated with Sud 
which stores the information of the train that is supposed to be located in this 
segment. Each element in T has the form (TID, DIR, SEN, MASK) where TID is 
the identity of the train, DIR is the driving direction of the train, SEN is the last 
sensor that the train crosses and MASK is used to validate if the train goes to a 
valid path. 
When a train goes from one segment to another, the train record of the train 
in the train record list of the original segment is moved to that of the destination 
segment. If the train goes into the destination segment in the left-to-right direc-
tion, the train record is inserted at the head of the train record list. Otherwise, 
the train record is inserted at the tail of the train record list. Thus, the position 
of element in T indicates the relative time and direction the train entering the 
segment. As a segment allows at most one train to occupy, the train record list 
normally has at most one element in it. If there are more than one train in a 
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segment, the collision recovery routine (see section 4.5.5) of the train agent will 
attempt to make the train far from the occupied segment. 
For the construction of the sensor set Eud, we consider only the normal segment 
nodes but not the virtual segment nodes. Let N be the set of non-virtual segments. 
Since there is only one sensor in between a pair of adjacent segments physically, 
we select only one of the edges that connect to a virtual segment. Thus, the sensor 
set 
Etid = U {(几，工)：any one (n, x) e Kpt} U {(y, n) : any one (y, n) G Eopt} 
VnGAT 
Figure 4.16 shows an example of constructing the sensor set Eud- The edges 
with a circle and a label are the elements of Eud. The dotted line edges are edges 
in Eopt but not selected in Eud-
Q ^ ^ Segment 4 
I ^A 丨 ^ ^ Z | 1 
Segment 1 0 Segment 3ab ^ Segment 5 
I L ^ ^ ^ ~ ~ ^ ; > ^ ^ J 
Segment 2 U Segment 3cde , Q Segment 6 
Figure 4.16: A graph for train location determination 
However, the construction scheme of Eud may lead to some paths missing. As 
not all the edges connecting to a virtual segment are selected as the sensor edge, 
when a train goes to a segment through an unselected edge, the train tracking 
agent may not determine which train triggers the sensor. As shown in figure 4.16, 
segment 5 cannot be reached from segment 3ab from the graph. When a train 
goes from segment 1 through segment 3 to segment 5, assuming that the switches 
toggle correctly, sensor A would be triggered first. The train tracking agent moves 
the record of the train in the list T of segment 1 to that of segment 3ab. Then 
the train continues to go to segment 5 and triggers sensor D. As sensor D has 
only segment 3cde and segment 5 as neighbors and the record of the train is in 
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segment 3ab, the train tracking agent would regard that no train triggers sensor 
D. To handle this problem, we introduce alias segment 
Each segment has an alias segment set for each direction. When a train moves 
to a new segment, in addition to the destination segment, copies of the train 
record of the train are duplicated to segments that are in the alias segment set 
of the original segment. If the train leaves a segment, we need to remove all the 
duplicated train records of the train. The duplication of train records makes the 
unselected edges visible to the corresponding sensor. 
To construct the alias segment set, let Af, At be the sets of alias sets for 
the forward and backward directions respectively and Ad,i G Ad the alias set of 
segment i of direction d. Let D be the set of dotted line edges which is Eopt \ Etid, 
Etid be the set ofsensor edges, Sm be the set of segments and V be the set of virtual 
segments. For any path (5«, Sj, Sk) where Si, Sk G Sud, Sj ^ V, (¾, Sj), (¾, Sk) G 
Etid and Sj is physically in between Si and 5¾, if ^{Si,x) G D and x + Sj, then 
X e Af^i or if 3{Sj,x) e D and 3{y,x) G Eud and y + Sj, then y G 4/’i. In the 
opposite direction, if 3{x,Sk) G D and x + Sj, then x G Ab,i or if 3{x,Sj) G D 
and 3{x, y) G Eud and y + Sj, then y G At,i. 
Figure 4.17 shows the partial construction of the alias sets that is related to 
crossing segment 3. In the figure, we assume that of left-to-right is the forward (f) 
direction while right-to-left is the backward (b) direction. The forward alias set 
of segment 1 A/’i is {3cde}. When a train goes from segment 1 to segment 3ab, a 
copy of the train record of the train is duplicated in segment 3cde so that sensor 
D is able to detect the crossing of the train if the train goes from segment 1 to 
segment 5 through segment 3ab. In segment 6, its backward alias set Ab,e is { } 
since the path from segment 6 to segment 3cde does not prohibit any sensor from 
detecting the crossing of trains. 
Although alias segment makes the unselected edges visible to corresponding 
sensors such that the train tracking agent can locate a train correctly when the 
train goes through an unselected edge, it has some problems. As the operation 
of alias segment is to duplicate copies of train record to virtual segments, extra 
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A(b.4)={3cde} 
Alias Set C ^ S e g m e ^ 
A(f,l)={3cde} A l ^ ^ ^ ^ ^ , ^A(b,5)={3ab} 
Segment 1 0 Segment 3ab j ^ Segment 5 
A(f,2)={3ab) B x^^,^-C^ AQb,6)={ } 
Segment 2 C ^ Segment 3cde〈一___Q Segment 6 
Figure 4.17: Alias set assignment 
invalid paths may be introduced. In figure 4.17, if a train goes from segment 1 to 
segment 3ab, its train record is duplicated in the train record list of segment 3cde 
according to the forward alias segment set in segment 1. If, at the same time, 
another train goes from segment 6 to segment 3cde and triggers sensor E. Then, 
the train tracking agent cannot determine correctly which train triggers sensor E. 
Thus, we need additional verification on train location determination. 
The problem of the alias segment is the loss of the last location of the train 
when duplicating train record to alias segments. One way to solve the problem 
is to keep track of the last location of each train at each step. When a sensor 
is triggered, the train tracking agent checks not only the driving direction of the 
train but also if the sensor can be reached by the train. This checking is made 
possible using the last position of the train. However, the process of checking if 
two nodes in a graph are reachable takes 0{n) time to complete where n is the 
number of nodes. We can precompute by using mask. 
Mask can be used to remember the last location of trains and verify if the last 
location of the train is reachable from the current triggered sensor in 0(1) time. 
For each virtual segment group, we create a bit pattern where the number of bits is 
the number of paths passing through the virtual segment group. A path here refers 
to paths {Su Sj, Sk) where 5», Sk G N, N C Sud is the set of non-virtual segments, 
Sj e V, V C Stid is the set of virtual segments, and 3(5j, Sj), {Sj, Sk) G Eud. One 
distinct bit is assigned to each of the path that passes through the virtual segment 
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group. The identity of a path is the bit pattern with all bits but the one assigned 
to the path having a value zero. Each segment that immediately connects with 
a virtual segment group has a mask of the same size as that of the bit pattern 
of the virtual segment group. The mask of a segment is obtained by performing 
a bitwise or operation on all the path identities of the paths that connect with 
the segment and the virtual segment group. Other segments, including virtual 
segments, have a mask of size 1 and value 1. 
As mentioned before, when a train is identified moving from a segment to 
another, the train record of the train is moved from the train record list of the 
original segment to that of the destination segment. After the introduction of 
mask, if the train moves into a virtual segment, the mask value of the segment 
that the train comes from is copied to the mask field of the train record. When 
a sensor is triggered, the train tracking agent checks if the mask in the train 
record of the coming train matches the mask of the destination segment by doing 
a bitwise and operation on the two masks. If the result is non-zero, the two masks 
match. As the matching process involves only one bitwise and operation and no 
searching is needed, it is an 0(1) operation. 
^<^777：： .： .： .； .： .： .： .：\ 
:::Segment 3ab ::: 
••••••••••••••••••'•••••••• Mask 
；；：Segment 3cde ；：； 00101 
^___,^-"-^ Segment 4 
Mask Path ID ::::；^^^^^^^^^^^^^^^^^^^^^；；；；><-^__： 
0 0 0 1 1 ^ ^ nonm- ^ ¾ ^ ^ ^ ^ ^ ^ ^^^___T^ 
E^^^==^_io:ii^i:z:====L^^ 
11100 ^ 0 0 1 0 0 ^^¾^¾^^^^ • 10000 
^^ ^^ ^^ ~^ -^"^ 0^1000一:::-::.::.::::.::::. r r ~7~| 
Segment 2 -<^ ^^ -^ “““ 一 ^ •...••• • •--•. ••... ••••••. Segment 6 
f 10000— •••••;•;•;•.•.•.••.•.•.• 
v , - . - . . . - . : : . - . . - . . y 
Figure 4.18: Mask assignment for path validation 
Mask provides validation in crossing a complex virtual segment group. The 
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use of alias segments and masks provides a solution to train location determina-
tion even in a complex virtual segment group. Figure 4.18 shows an example of 
assigning bit patterns to virtual segments and masks to segments. With reference 
to figure 4.17 and 4.18, if a train a goes from segment 1 through segment 3ab to 
segment 5，sensor A will be triggered first. The train tracking agent recognizes 
that train a in segment 1 triggers sensor A and moves the train record of train 
a to the train record list of segment 3ab. Moreover, as segment 3cde is in the 
alias set of segment 1, a copy of the train record is duplicated to segment 3cde. 
Since segment 3ab is a virtual segment, the mask of segment 1, the original seg-
ment of train a, is updated to the train record. The train record of train a in 
both segment 3ab and 3cde is (a, forward, A, 00011). If, at this moment, another 
train |3 comes from segment 6 to segment 3cde accidentally, sensor E will be trig-
gered. Under the current setup, the train tracking agent can determine correctly 
whether which train triggers sensor E. In segment 6，the train record of train P is 
(J3, backward, X, 1). If train a triggers sensor E, it might go to segment 6. How-
ever, the bitwise and of the mask of train a, 00011 and the mask of segment 6, 
10000，is 00000. Thus, train a cannot trigger sensor E. On the other side of 
sensor E, if train f3 triggers sensor E, it might go to segment 3cde. As mentioned 
above, the mask of a virtual track segment is 1. So is the mask of segment 3cde. 
The bitwise and of the mask of train (3 and the mask of segment 3cde is 1. Con-
sequently we can conclude that train P triggers sensor E and train P goes from 
segment 6 to segment 3cde although this is an accident. 
4.5.4 Train Speed Control 
Train speed is another major factor affecting the safeness of the system. We have 
to ensure that a train has enough momentum to climb a slope but, at the same 
time, is able to stop in time to avoid collision. As we do not change the railway 
network frequently or dynamically, static speed control can be applied. Each train 
is given a predefined speed for each segment. The speed depends on the slope of 
the segment and the properties of the train. We obtain the speed by experiments. 
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As mentioned before, the train agent reserves a segment with the track resource 
agent before going into the segment. Ifthe train agent cannot reserve the segment 
ahead, the train agent will brake the train immediately to avoid the train going 
into the unreserved segment. In busy traffic, the speed of the train fluctuates 
with accelerating and braking as the segment ahead always reserved by other 
train agents. On the other hand, in light traffic, the train can only run at the 
reference speed because the train agent has only the local traffic information, 
that is the segment ahead. The train agent cannot adjust the speed of the train 
according to the actual traffic status. 
Human drivers adjust the driving speed smoothly so as to avoid abrupt accel-
eration and braking. In busy traffic, one always drives at a lower speed to be able 
to brake in time to avoid collision. On the other hand, in light traffic, one drives 
the car in full speed as the car has a longer buffer to be braked. 
To simulate such human being behaviour in agents, we need a more general 
segment reservation strategy. Instead of reserving one segment ahead each time, 
the train agent attempts to reserve more segments to predict the traffic status in 
front of the train. In general, more segments the train agent can reserve, the higher 
the speed the train can run; and the fewer segments the train agent can reserve, 
the lower the speed of the train. In the experiment of evaluating the segment 
reservation strategy, we limit the number of segments that a train agent can reserve 
to at most three. If the train agent can reserve two consecutive segments ahead, 
the train runs at the predefined reference speed. If the train agent can reserve 
only one segment ahead, the train runs at the speed of the reference speed minus 
one. If the train agent can reserve three consecutive segments ahead, the train 
runs at the speed of the reference speed plus one. The result is satisfactory even 
on such simple algorithm. The trains run speedily in light traffic but cautiously 
in heavy traffic, especially on a busy junction. 
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4.5.5 Collision Prevention and Recovery 
In previous sections, we introduce two strategies to prevent train collision. In sec-
tion 4.5.1.3, the track resource agent keeps the segment just released for an extra 
period of time before granting the segment to other train agents. In section 4.5.4, 
for the purpose of detecting the traffic information, the train agent attempts to 
reserve more segments. 
However, preventive measures do not provide full proof against accidents. 
Hardware failure may occur any time and may cause accidents. So, we need recov-
ery procedures to handle accidents. Due to the hardware limitation, we assume 
that the train control subsystem operates robustly while the signaling subsystem 
and the switches may have imperfection and there is no signal for the faults of 
any components in the system. The following collision recovery procedures con-
centrate on the faults of the two types of components, signaling subsystem and 
switches. The possible faults from switches are no response and incomplete switch-
ing. The no response of a switch causes a train going into a wrong segment while 
the incomplete switching of a switch may cause a train off track. The possible 
faults from the signaling subsystem are unconditional triggering and no response 
and these faults may cause the train tracking agent determining train location 
wrongly. 
In each train agent, there is a failsafe engine safeguarding the train from colli-
sion with other trains. The failsafe engine of a train agent is activated whenever 
the train tracking agent sends a new train location to the train agent. More-
over, the train agent maintains a track segment store (TSS), containing all the 
segments reserved to the train. TSS is used to maintain the consistency of the 
reserved segments against the new train location. In normal cases, the segments 
in TSS are the segments that the train is currently in and the few consecutive 
segments in front of the train. TSS should not contain any segments behind the 
train. If this kind of segment exists, the failsafe engine releases them to the track 
resource agent. 
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When a new train location is received, the failsafe engine checks if the new 
location is in TSS. If so, the failsafe engine releases the segment that the train 
just leaves and all the segments that are not the consecutive segments in front of 
the train. Then, the failsafe engine passes the control to the scheduler of the train 
agent. 
If the new location is not in TSS, the failsafe engine will brake the train 
immediately as the train may have entered a segment reserved by other train 
agents. The failsafe engine will attempt to reserve the segment corresponding to 
the new location with the track resource agent. If the request is successful, the 
train is not in danger. The failsafe engine releases those unused segments and 
passes the control to the scheduler of the train agent. If the train agent cannot 
reserve the new segment, the train might be in dangerous situation now since 
the segment is reserved to another train. The failsafe engine will make the train 
return to the segment that the train just leaves so as to avoid possible collision. 
Then the failsafe engine releases all unused segments and passes the control to the 
scheduler. 
4.5.6 Improving Efficiency of April for Real-time Execu-
tion 
In this section, we address two inadequacies of April [McCabe and Clark, 1995] in 
supporting real-time applications. First, all variables in April programs are local 
variables. They are either local to functions or are function parameters. To share 
information among functions of the same process, parameter passing is the only 
means. When the volume of the shared information is large, parameter passing 
incurs overhead. 
Second, April has two types of compound data structure, tuple and list. A 
tuple is a fixed collection of values, each of which may have a different type and a 
list is a sequence of values with variable length, all of which have the same type. 
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element accesses work in 0(n) time but can be accessed by index. For a large 
amount of data, it is infeasible to name each item. List is then the only means to 
represent the large amount of data. The drawback is to suffer from 0(n) time for 
each access. 
So, we extend April with (1) global variables and (2) extra tuple manipulation 
fadlities so as to avoid excessive memory movement caused by parameter passing 
and list manipulation respectively. 
4.5.6.1 Global Variables 
To implement global variables in April, we make use of the macro-processing 
language of April, which is built upon the operator precedence grammar [McCabe 
and Clark, 1996]. Macros are often used to give a semantics to new syntactic 
features which are defined via operator declarations. 
An April program consists of a sequence of named procedures, functions and 
patterns embedded in a program construct as illustrated in program 4.1. One of 
the procedures, in this case proc_i, in the program sequence is identified as the 
one to be initially forked as a process when the compiled program is executed. 
This is the procedure named by the execute keyword. 
April program is compiled to April object code file, which is compiled expres-
sions and evaluated on loading. In the case of an object code file that is executed 
using the April virtual machine, the value of the expression must be a procedure. 
The virtual machine loads and evaluates the code for the procedure returning 
expression. 
The general program form is actually a shorthand for a valof which returns 
a procedure which is a field value of a theta expression. Program 4.2 is syntactic 
suga^fo«riLh©^5^3^$©R)anfpr®gr«faldt^P}, is used by an arbitrary statement or 
group of statements returning a value to be used as the value of the expression. 
The statement P is executed. Within P, the primitive statement valis E should 
be executed. As a result, the value of the valof expression is E. 
The theta expression groups named procedures, functions and patterns into a 
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program{ 
proc_l() {. • •}; 
proc_2() {...}; 
proc_n() {••.}; 
} execute proc_i; 
Program 4.1: An April program template 
program{ 
main() { writef(stdout, "Hello world\n",()); } 
} execute main; 
Program 4.2: The hello.ap program file 
lambda(handle?stdin, handle7stdout, handle7stderr) -> valof{ 
valis theta{ 
main() { writef(stdout, "Hello world\n",()); } 
).main 
}； 
Program 4.3: The precompiled hello.ap program file 
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tuple or record of procedures, functions and patterns. The value that is associated 
with a theta expression is a record with field values be the procedures, functions 
and patterns that the theta expression contains and field names be the names 
that they have been given. The lambda expression is used to construct anonymous 
functions. The type of the lambda itself is a function. The record selection 
expression E.fi is the value of the fi component of the record value of E. 
The transformation is implemented by means of macro as illustrated in pro-
gram 4.4. A macro definition consists of a pair—the matching pattern and the 
replacement pattern. The syntax of a macro definition is defined as: #macro 
pattern 一 > replacement ； The matching pattern specifies the potential struc-
tures that are applicable to the macro and the replacement pattern determines 
how the matched structure is to be rewritten. 
#macro { program ?B execute ?E } -> { 
lambda(handle7stdin, handle7stdout, handle7stderr)-> 
valof{ valis theta{B>.E } 
}； 
Program 4.4: The program macro 
However, the fragment B in the program macro is a sequence of procedures. 
The procedures can only share data by means of parameter passing. We propose 
and implement a new syntactic sugar for global variables. The informal syntax 
for April global variable extension is illustrated in program 4.5. 
In program 4.5, variables I i , (1 < i < m) are the global variables that can 
be shared among procedures proc_k(), (1 < k < n). Values Vi, (1 < i < m) are 
the initial values of the global variables I i , (1 < i < m) respectively. Procedure 
proc_j 0 is the one identified to be initially forked as a process when the program 
is executed. Program 4.6 is the implementation of global variables in April by 
means of macro. 
The purpose of the global macro is to declare variables with initial values 
before the expression that returns a procedure in the lambda expression. In this 
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arrangement, the procedures in B of the theta expression can access the variables 
declared in G. Program 4.7 is a sample April program using global variables by 
the global macro. Program 4.8 is the macro expanded form of program 4.7. 
—program global { 
11 is VI and 
12 is V2 and 
• • • 
Im is Vm 
} in { 
proc_l() -> {...}; 
proc_2() -> {. • .}; 
• • • 
proc_n() 一> { . .•}; 
} execute proc_j ； 
Program 4.5: A global variable extended April program template 
#macro _global(? ! is ?V and ?G, ?B) -> { l := V; _global(G, B)}; 
#macro _global(? ! is ?V, ?B) -> { l := V; valis B}; 
#macro { —program global ?G in ?B execute ?E } -> { 
lambda(handle7stdin, handle7stdout, handle?stderr) -> 
valof{ _global(G, theta{B>.E) } 
}; 
Program 4.6: The global macro 
4.5.6.2 Tuple Variable Manipulation 
In April, there are limited facilities on tuple manipulation. In handling tables, 
programmers are always forced to use lists instead of tuples. However, 0{n) 
time is needed for both accessing and updating on list elements. We propose 
and implement a rich set of tuple manipulation operators to handle large data 
structures. They are nthtpl, settpl, tp ls ize and l i s t2tpl . The descriptions 
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—program global { 
string7Hello is "Hello" and 
stringTWorld is "World\n" 
} in { ^ 
main() { writef(stdout, '"/.w '/.w", (Hello, World)); } 
} execute main; 
Program 4.7: The global. ap program file 
lambda(handle7stdin, handle?stdout, handle7stderr) -> valof{ 
string7Hello := "Hello"; 
string?World := "World\n"； 
valis theta{ 
main() { writef(stdout, "%w %w", (Hello, World)); } 
}.main 
} 
Program 4.8: The precompiled global. ap program file 
1. nthtpl(any7Twp/e, integer7n^W -> any 
This function returns the nth element of the tuple Tuple. 
2. settpl(any?7^Ze, integer?n^/i, any? Value) 
This operator updates the nth element of the tuple Tuple with Value. 
3. tplsize(any7Tup/e) -> integer 
This function returns the size of the tuple Tuple. 
4. list2tpl (any [] 7List) -> any 
This function converts the list List to a tuple. 
All the above operators work in 0(1) time except l ist2tpl , which builds a 
tuple from a list. As traversing a list is an 0{n) operation, list2tpl works in 
0{n) time. The implementation of tuple manipulation routines cannot be made 
by means of macro only. It involves accessing the internal data structure of April. 
The April compiler and virtual machine have to be extended to enable the new 
tuple manipulation features. 
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In addition, to enhance the readability of tuple operations, two tuple indexing 
macros are defined to give array like accessing and updating tuple elements. By 
using the tuple indexing macro, the syntax of an element of a tuple is T [ [I] 3 where 
T is a tuple and I is the index of the element in the tuple to be accessed. The 
definitions of the tuple indexing macros are given in program 4.9. Program 4.10 is 
an example of using tuple indexing macros and program 4.11 is the precompiled 
version of program 4.10. 
#macro {?T}[[?I]] -> nthtpl(T, I); 
#macro nthtpl(7T, ?I) := ?E -> settpl(T, I, E); 
Program 4.9: The tuple indexing macros 
program{ 
main(){ 
(any, any)7Message := (dummy, dummy)； 
Message[[l]] := Hello; 
Message[[2]] := World; 
writef(stdout, '"/oW y.w\n", (Message[[l]] , Message[[2]])); 
}； 
} execute main; 
Program 4.10: The tuple. ap program file 
lambda(handle?stdin,handle?stdout,handle?stderr) -> theta{ 
main(){ 
(any, any)7Message := (dummy, dummy); 
settpl(Message, 1, Hello)； 
settpl(Message, 2, World)； 
writef(stdout, "7oW y,w\n", 
(nthtpl(Message, 1), nthtpl(Message, 2)))； 
}; 
}.main 




In chapters 3 and 4，we have discussed the design of our proposed mobile agent 
framework which is suitable for distributed control applications and an application 
based on the framework. In this chapter, we address issues on using mobile 
agents. In section 5.1, we discuss how mobile agent technology benefits distributed 
computing. In section 5.2，we discuss the requirements of enabling mobile agent 
technology. In section 5.3, we evaluate April [McCabe and Clark, 1995] as a mobile 
agent language. In section 5.4, we describe the history of DiTCAMS. 
5.1 On Enabling Mobile Agents 
Agent migration is achieved by treating the code of an agent as procedure abstrac-
tion which is a feature of April [McCabe and Clark, 1995]. In April, procedure 
is one of the data types in the language so that procedures, the same as other 
data structures such as tuple and list, can be transferred in a message to other 
processes of the same machine or even to processes of other machines. Agent mi-
gration is a transmission of message, consisting of the procedure abstraction and 
the current status of the agent. Agent programs do not have to include network 
related codes for agent migration. By the process naming facility, the message 
recipient can be a symbol instead of a full network address. Also, by the agent 
migration protocol, agent is informed that whether the migration succeeds or not. 
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Agents can be programmed to respond to different results of migration. If the 
process of agent migration is treated as a function call，then the return value of 
the function call specifies the result of the migration. 
A concern of using mobile agent technology in real-time application is that of 
performance since agent migration can be a time-consuming task. Our experience 
of using the technology in DiTCAMS disproves our concern empirically. One of 
the reasons is the operating system used, QNX [1994], is dedicated for real-time 
mission critical applications. The context switching time of QNX outperforms 
most of other traditional general purpose operating systems. The second reason 
is related to the presumed role of an agent. It is expected that in a multi-agent 
system, each agent shares part of the responsibilities of the entire system so that 
each agent is, in terms of code size, comparatively smaller than processes in tra-
ditional concurrent applications. When an agent is transferred through network, 
the overhead is relatively low. 
The introduction of mobile agent technology gives distributed applications a 
simple interface and solution. By the heterogeneous property of agents, only 
one set of source programs and executables is needed for the whole distributed 
environment. For remote procedure call, although one set of program is kept, 
there is a copy of executables for each hardware architecture. 
DiTCAMS, based on our mobile agent framework, is used to examine the flex-
ibility of using mobile agent technology in distributed control application. How-
ever, mobile agent technology is definitely not limited to train control systems. 
There are various types of application which can take advantage of mobile agent 
technology. 
A typical example is distributed information systems. In this information 
explosion era, people find searching information, managing their own sets of dis-
tributed information or integrating with other information sources being over-
loaded unless they are equipped with suitable tools. When mobile agents are 
equipped with knowledge of searching and managing different types of informa-
tion, they are allowed to surf different information servers on their own will. Those 
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mobile agents are not limited to go to one server only. If they want to, they can 
go to a series of servers. When they have finished or time constraint occurs, they 
will go back to the initiator reporting the result. 
5.2 Cost in Achieving Mobile Agents 
As mentioned in section 2.1.3, mobile agent can move about in a network of 
computers to fulfill its goal. So, mobile agent systems should preserve the hetero-
geneous property. In order to hold the heterogeneous property of agent systems, 
agent languages have to support, in the sense of portability, manipulating and 
transmitting, the code-containing entities that represent mobile agents. If the 
agent is written by traditional languages like C which is usually compiled to na-
tive machine codes, the transmission of the code of the agent can only be in source 
code form. As various implementations of the C language standard conformance 
may vary, it turns out that automatic, transparent recompilation is infeasible. As 
a result, mobile agent languages are usually implemented by means of either script 
language or language compilable to abstract machine code. 
For script language implementation, the source code of the agent is interpreted 
directly during runtime. The transmission of agent code is achieved by transferring 
the source code, i.e. the script. 
For abstract machine language implementation, the source code of the agent 
is compiled to a portable intermediate language which can be transmitted and 
executed without recompilation. 
Both of the two means of implementations have performance penalty. For 
script languages, part of the system resource is used for interpretation. For ab-
stract machine languages, though the languages do not need interpretation during 
runtime, the compiled abstract machine codes cannot be fine tuned for specific 
machine architectures; thus the performance cannot be as good as native machine 
languages. Therefore, mobile agent technology may not be a good choice for com-
putation intensive applications unless it is equipped with more powerful machines 
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to compensate the performance loss. 
The current implementations of agent languages are not tailor-made for real-
time applications. In real-time applications, resource, like processor time, has to 
be given to computation entity which has the highest priority in the shortest time. 
Traditional operating systems cannot guarantee to give resource to a computation 
entity in a fixed interval of time. The context switching latency of traditional 
operating systems may fluctuate depending on the system loading. As a result, we 
choose the combination of QNX, a real-time operating system, and April, an agent 
language, to handle the real-time events and the application logic respectively. 
5.3 On Using April as a Mobile Agent Language 
April [McCabe and Clark, 1995] is a symbolic language intended to be used to 
build distributed agent applications. It provides message passing primitives for 
exchanging data called "tuple" between agents. A tuple is a fixed collection of 
values, each of which may have a different type. As tuples can be constructed 
during runtime and there is no limitation on the type and size of the elements 
in the tuple, message exchange between agents is flexible. This facilitates agent 
communication. 
April does not directly support mobile programs. In order to enable mobility, 
April manipulates programs as values by the means of procedure abstraction. A 
procedure abstraction [McCabe and Clark, 1995] is a procedure returning expres-
sion as in the way of lambda expressions return functions in functional program-
ming languages. Agent migration becomes a message passing of a tuple containing 
the procedure abstraction of the program that represents the agent. The status of 
the agent before migration can be a parameter of the procedure abstraction or one 
of the elements in the migration message tuple. This state parameter allows the 
migrated agent to behave continuous execution immediately following the state 
before migration. 
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April is designed to build distributed applications. April programs are com-
piled to a portable intermediate language. The internal data structure of April 
is hardware independent. Thus, April executables can be executed in different 
platforms without recompilation if there is a April runtime system for that plat-
form. At the moment of the development of the train control system starts, April 
only had distributions on SunOS, Solaris and Linux platforms. We implement the 
QNX platform porting for the train control system. 
April is a process oriented language. In the April runtime system, each agent 
is represented by an April process residing in the April runtime system. In the 
operating system level, there is only one process, the April runtime system, exe-
cuting in the machine. The runtime system is responsible for scheduling processor 
time to each agent. As mentioned before, April is not designed for real-time appli-
cations. The April runtime system cannot guarantee to schedule processor time in 
a fixed time interval to the appropriate agent when a event occurs on that agent. 
So, we make use of the real-time performance of QNX in conjunction with mobile 
agent facilities of April to implement the real-time mobile agent system. 
In QNX, priority is controlled at the process level. Each process in QNX can 
have different priorities. Thus, in the train control system, it is restricted that for 
each April runtime system, there is exactly one April process in it. It means that 
for each agent created, there is one new April runtime system spawned to serve the 
agent instead of spawning the new agent in the same April runtime system. In the 
view of the operating system, there are many April runtime processes executing. 
This approach can force the scheduling of processor time passed to the operating 
system. As there is only one April process in one April runtime system, the April 
runtime system only have to schedule processor time to the only April process. 
5.4 History of DiTCAMS 
The current April implementation of the train control system is actually the third 
generation of the real-time train control project. Part of the system design of 
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the current generation inherits from the previous generations. All the generations 
of the train control system are implemented on the real-time operating system 
QNX. In the first generation, the train control system is entirely written in C and 
is not distributed. The system is divided into several processes. The inter-process 
communication is by the means of message passing which is directly supported by 
the operating system and conforming POSIX standard. As each process in the 
train control system is a process in the operating system, the process scheduling 
is performed by the operating system. The performance is good. However, it is 
not flexible enough to maintain. The limitation is the size of a message has to be 
fixed. So, whenever the size of a message is changed, all the related communicating 
parties need to be recompiled. Also, C is not a suitable tool, as explained before, 
for developing mobile agent systems. However, this generation gives a blue-print 
on constructing a train control system. . 
To address the problems, in the second generation, we use Erlang to rewrite the 
train control system. Erlang is a declarative concurrent programming language 
designed for prototyping and implementing reliable real-time systems [Armstrong 
and Virding, 1993; Armstrong et al., 1993]. The main architecture of the Erlang 
generation of the train control system is similar to that of the first generation. 
Erlang has a process based model of concurrency. We use Erlang process to re-
place the QNX process in this generation. Subroutines of directly controlling the 
hardware are left written in C and Erlang programs call the subroutines. It is 
to make such low level routines efficient. All the Erlang processes are executed 
within the Erlang runtime system, which is responsible for scheduling processor 
time to Erlang processes. Besides the application processes, there are some sys-
tem processes, like file server, code server and error logger, concurrently executing 
in the Erlang runtime system. Erlang processes also communicate by means of 
message passing. However, unlike QNX C, Erlang messages are not bounded by 
size and Erlang message receive primitive uses pattern matching to select message 
handler. The performance of the Erlang generation train control system is compa-
rable with the first generation but the code size is much smaller. However, there 
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is a major problem of using Erlang in developing mobile agent system. Erlang 
has no direct support for mobile programs and also Erlang cannot treat programs 
as first class values that could be used to send program as value in a message in 
agent migration. In spite of that, the Erlang and C integration inspires the April 
generation which is a mobile agent enabled system. 
The following table summarizes the three generations of the train control sys-
tem. 
" ^ ^ ^ a _ i n g Language 旧 = : ? : ” = ^ ^ ^ ^ ^ ^ 
~~1 ~ ~ c Only 6418 3 months — None 
“ 2 C and Erlang, C for hardware~~m3~~1^ 2 months N o n e ~ 
control and Erlang for appli-
cation logic 
” 3 C and April, C for hardware~~2^ 2858 2 months + Yes 
control and April for applica- � 1 month ports 
tion logic April to QNX 
Table 5.1: Summary of train control system generations 
The first two generations are concurrent multi-process systems without mobile 
ability. They are run on a i486 class machine. The performance of the two 
generations is good though there are more than thirty processes concurrently 
running in the system. The two systems are built on a nine feet by four feet 
area. The difference of the two generations is that part of the second generation 
is written in a high level language but the first generation is entirely written in 
C. The third generation is also a concurrent multi-process (agent) system but 
with mobile ability. The scale of the third generation is three times the previous 
generations. It is built on a twelve feet by nine feet area. It is run on two 
Pentium-Pro machines. The reason of the third generaiton running on a more 





In this dissertation, we examine the design and implementation of a distributed 
control mobile agent application based on our proposed mobile agent framework. 
We construct actual implementation on both hardware and software to realize the 
proposed mobile agent framework. 
This chapter is organized as follows. In section 6.1，we review the contributions 
of this dissertation. In section 6.2, we evaluate the limitations of our system. We 
then explore, in section 6.3, future work based on our design and implementation 
of the distributed control mobile agent framework. 
6.1 Contributions 
The major contribution of our work is to incorporate mobile agent technology to 
distributed control applications. We have designed a mobile agent framework and 
implemented a train control system based on the mobile agent framework. This 
dissertation describes the mobile agent framework and discusses our practical 
experience of implementing the train control system. We shall summarize our 
work in the following: 
1. A mobile agent framework for distributed control is proposed. It includes 
necessary components and their architecture in a mobile agent system, an 
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architecture of an agent that would benefit to distributed control systems, 
and an agent migration protocol. 
2. DiTCAMS, a distributed train control and monitoring system based on our 
proposed mobile agent framework, is implemented. This experiment can be 
used to verify the correctness of the mobile agent framework empirically. 
Also, the train control system can be taken as a means of visualizing mobile 
agent systems. 
3. We are one of the first, to our best knowledge, to enable mobile agent tech-
nology in distributed control applications. 
4. We extend a general purpose mobile agent language, April [McCabe and 
Clark, 1996], to suit for real-time applications. 
6.2 Limitations 
Our work has limitations on different areas ranging from system design to imple-
mentation which are summarized as follows: 
1. There is no programming language designed for real-time mobile agent ap-
plications. April [McCabe and Clark, 1996] is a suitable starting point of 
mobile agent application but it cannot achieve real-time system require-
ment. On the other hand, Erlang [Armstrong et al., 1993] is designed for 
reliable real-time applications but it has no support for direct manipulation 
of program entities. As Erlang is a commercial product, we have difficultly 
in extending the language. As a result, we use April on top of QNX [1994], 
a real-time operating system, to suit our requirement. 
2. Since the size of an agent is small, the communication overhead in agent 
migration is small when compared with hardware responsiveness. However, 
when the system is scaled up that a large number of agents need to mi-
grate, the communication overhead may become a major problem in agent 
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migration. 
3. The message format and content of the mobile agent framework is applica-
tion dependent. It is sufficient for a well-defined system. However, when 
the system needs to exchange general knowledge, there must be a standard 
for the messaging protocol. 
4. In the train control system, as the signal system cannot give the information 
of the identity of the train which triggers a sensor. The train control system 
has to keep track of the last position of each train and determine which 
train triggers a sensor when a sensor is triggered. Though there is recovery 
procedure to detect faulty sensors, there maybe a chance of accident when 
a large area of sensors do not function at the same time. 
6.3 Future Work 
From the experience in incorporating mobile agent technology into distributed 
control system, we have identified two areas that will be benefit from further 
development. We summarize these areas in the following: 
1. As for real-time applications, it is desirable to further extend April to fully 
support real-time requirement. This includes improving the scheduler of 
the April runtime system and introducing priority to April processes. The 
context switching time for April processes within the April runtime sys-
tem should be minimized to improve the responsiveness of a process to an 
event. This will reduce the reliance on the operating system and increase 
the portability of the system. ‘ 
2. For a universal agent communication language in the mobile agent frame-
work, Knowledge Query and Manipulation Language (KQML) [Finin et al., 
1994; Labrou and Finin, 1994; Mayfield et al., 1995; Mayfield et al., 1996 
can be introduced to April. KQML is aimed at developing sharable large 
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scale knowledge bases to enable agent-to-agent communication and knowl-
edge sharing. KQML is a message passing protocol to support runtime 
knowledge sharing among agents. It is suitable for development of agent 





In this appendix, an overview of the hardware architecture of the train system 
is presented. In addition, some of the implementation design is discussed in the 
following. 
The hardware of the train system is built on a commercial model train system. 
The model train hardware has RS-232 interface to the computer for control and 
sensoring. The model train hardware has three main components: the control 
center, the control system and the sensoring system. The control center is the 
interface between the RS-232 interface of the computer and the two subsystems, 
the control system and the sensoring system. 
A control signal is a series of bytes sent by the computer through the RS-232 
interface to the control system of the model train system. The control signal passes 
through the track units to the train. Each train is equipped with a processor to 
receive and interpret the control signal and to control the properties of the train 
like speed and head lights. 
For sensoring, we implant magnetic sensors on the tracks and a magnet under 
each train. The magnetic sensors are connected to the sensoring system. When-
ever a train crosses a sensor, a signal is transferred to the computer. The magnetic 
sensor is on when a magnetic field is near and off when no magnetic field is near. 
So, the signal from the magnetic sensor conveys no information about the direc-
tion and identity of the train crossing the sensor but only the information: a train 
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is crossing. As a result, we have special treatment on identifying the direction 
and identity of the train crossing the sensor as described in section 4.5.3. 
The sensoring system operates in a polling fashion. As the magnetic sensor is 
actually a mechanical switch and there is no component to memorize the status of 
a switch. When a sensor is on, the sensoring system must get the information fast 
enough before the sensor turns off. On the other words, the sensoring system must 
have enough sampling or polling frequency for the moment of the train crossing 
the sensor. 
However, we have more than 200 sensors on the track and the 9600 baud RS-
232 interface operates at only 7 Hz for polling all the sensors. In addition, the 
control and sensoring components share the same RS-232 interface. The RS-232 
interface has not enough bandwidth to serve for both the sensoring and control 
signals. By experiment, we find that the sensor signals are missed occasionally. 
The performance of the sensoring system is not acceptable. 
So, we built a special interface using a cluster of 8255 interface ICs dedicated 
to the sensor system. It is a parallel interface and each sensor occupies a port of a 
8255 chip. The new interface operates also in polling mode at more than 1000 Hz. 
By experiment, no missing of sensor signal is recorded. 
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A Concurrent Administrator 
Based Train System Using C 
In section 5.3, we mention that the first generation of the train control system 
is entirely written in QNX C. In this section, we give an overview of the design 
issues of the first generation train system: the Concurrent Administrator-based 
Train System (CATS). 
CATS is a concurrent multiprocess system. The process categorization is sim-
ilar to that of the April train system. However, there is a main difference in 
the message passing paradigm between the two systems. The message passing 
primitives of April are asynchronous. After an April message is sent, the message 
sender can proceed to the next task and needs not wait for any reply. Generally, 
there are only two message primitives in April, send and receive. However, the 
message passing primitives of QNX used in CATS are synchronous. The message 
sender is blocked until the message receiver receives and replies the message. In 
addition to send and receive, the message primitive of QNX has reply. 
Under this message passing paradigm, when a server requests a client doing 
a task by initiating a send, the server is blocked until the client finishes the task 
and replies the server. It is impractical in real-time control system as the server is 
blocked all the time. The administrator concept [Gentleman, 1981] can solve the 
blocking problem. The key idea of administrator is to reverse the role of send and 
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reply for workers. It is the worker who initiates the message send. The message 
is the result of the previous task and the request of a new task of this worker. 
The administrator replies the worker with the definition of a new task. In case 
an administrator has a message which is needed to send to another process, a 
special type of worker called courier is needed. The courier sends messages on 
behalf of an administrator. The administrator replies the courier with message 
to be sent to another process. The administrator concept implicitly transforms a 
synchronous message passing paradigm to an asynchronous mode. 
The process architecture of CATS is similar to that of the April train sys-
tem but with couriers in between processes where communication is needed. As 
mentioned above, the use of couriers is to resolve the blocking problem between 
processes when using synchronous message passing primitives. 
The operation system QNX has support for adjusting process priority. CATS 
makes use of this feature to schedule the application processes well in the system. 
CATS classifies its processes into three categories: hardware processes, courier 
processes and ordinary processes. Hardware processes have the highest priority 
among the two categories. They have to interface with low speed hardware com-
ponents. A slight delay would cause the train crashes. Courier processes have 
priority higher than ordinary processes. The role of courier is to deliver message. 
If the courier is blocked by other processes, the message may not be delivered to 
the target receiver before the message is void. 
CATS performs well on its first prototype. Although there are more that 30 
processes executing concurrently in one i486 class machine, no significant evidence 
shows the system is overloaded. One of the reasons is that the performance 
of context switch delay of QNX is only several milliseconds. Though CATS is 
complicated, the programs of CATS are all within 1000 lines for each process. It 
is the benefit of dividing the whole system into different functional processes. 
However, CATS has a severe problem in addressing mobility in heterogeneous 
environments. As CATS is written in C, the compiled program may not be ex-
ecutable in other platforms. This is the main reason for the second and third 
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