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Abstract—With the advances in hardware technologies and
deep learning techniques, it has become feasible to apply these
techniques in diverse fields. Convolutional Neural Network
(CNN), an architecture from the field of deep learning, has
revolutionized Computer Vision. Sports is one of the avenues
in which the use of computer vision is thriving. Cricket is a
complex game consisting of different types of shots, bowling
actions and many other activities. Every bowler, in a game of
cricket, bowls with a different bowling action. We leverage
this point to identify different bowlers. In this paper, we
have proposed a CNN model to identify eighteen different
cricket bowlers based on their bowling actions using transfer
learning. Additionally, we have created a completely new
dataset containing 8100 images of these eighteen bowlers to
train the proposed framework and evaluate its performance.
We have used the VGG16 model pre-trained with the ImageNet
dataset and added a few layers on top of it to build our model.
After trying out different strategies, we found that freezing the
weights for the first 14 layers of the network and training the
rest of the layers works best. Our approach achieves an overall
average accuracy of 93.3% on the test set and converges to a
very low cross-entropy loss.
Keywords—CNN, Transfer Learning, VGG16, Cricket,
Bowlers
I. INTRODUCTION
Artificial intelligence and Machine learning technologies
are revolutionizing the way of modern life. Deep learning, a
subset of machine learning, is being used widely in the field
of image and speech recognition. CNNs are very efficient
at detecting different details and patterns on image data.
With the advancements in the field of computer vision, deep
learning is being increasingly used in sports for various
purposes. From helping the match officials in their deci-
sion making process to helping the athletes in training on
physical aspects - use of artificial intelligence is ubiquitous.
Due to the availability of high amount of data in recent
years through television broadcasting and improved camera
technologies, research based on computer vision in sports
activities is expanding.
Cricket is a major sport in many countries. In recent years,
cricket has become a matter of interest for deep learning
researchers to carry out research based on various actions
in the game. One of the sophisticated activities in cricket is
bowling. Every bowler bowls with a different bowling action
towards the batsman. Even though, at some points in the
delivery, the bowling actions of different bowlers may look
similar, the overall bowling action is quite unique. Therefore,
a system can be developed to detect these unique bowling
actions to identify a bowler from an image and video clip.
Such a system can be of great use to the broadcasters who
have to keep track of the bowlers throughout the whole
match.
In this work, we have proposed a method for identifying
the bowler from bowling action images. The classifier was
built using transfer learning [1]. Transfer learning is a
method where we use a pre-trained model and modify it
to create a separate model. Here, we have employed a
famous pre-trained model named VGG16 [2] to build our
classifier. We have removed the final layer of the model
and modified it by adding three more dense layers and an
output layer to build our classifier. We have found that,
freezing the weights of the first 14 layers and training the
remaining layers provides the best accuracy for the proposed
architecture. Also, there is no pre-existing dataset containing
cricket bowling action images. So, to train and evaluate the
performance of our model, we have built our own dataset
and named it BolwersNet. The dataset contains 8100 images
of 18 different cricket bowlers belonging to seven different
cricket playing nations.
Our proposed system can assist broadcasters, scorers and
the team management in many ways. People engaged in
broadcasting have to keep track of the bowlers manually.
Our system can be used to count the balls bowled by a
particular bowler and update the name of the bowler at the
beginning of each over. Also, the system can be utilized to
gather individual highlights of a particular bowler which can
be helpful for match analysis and coaching.
Previously, no other research work has built a classifier
to detect bowling actions of cricket bowlers. Also, CNN
based models are the latest and most efficient ways for image
classification. Thus, our approach to build a CNN based
model to classify cricket bowlers based on their bowling
actions can be noted as a novel approach in line with the
state-of-the art techniques.
II. RELATED WORKS
Several works utilizing computer vision has been done
in the domain of cricket activity recognition. Dixit et al. [3]
compared three different CNN architectures in terms of ball-
by-ball cricket video classification. They used a pre-trained
VGG16 CNN architecture for transfer learning to classify
each ball into several outcomes. Batra et al. [4] proposed an
automated multi-dimensional visual system which detected
no-balls bowled in a cricket match. Hari et al. [5] used
intensity projection profile of the umpires to extract the
events in cricket match highlights. Chowdhury et al. [6]
proposed a method to detect foot overstep no-ball using
computer vision techniques. Lazarescu et al. [7] classified
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cricket shots using camera motion parameters. Karmaker et
al. [8] used batsman motion vector to detect cricket shots.
Semwal et al. [9] used saliency and optical flow to bring out
static and dynamic cues from cricket videos and then used
CNNs on these cues to extract feature representations. They
finally used a Support Vector Machine (SVM) [10] on these
feature representations to classify cricket shots.
Many of the existing works have used image classification
techniques for sports activity recognition. It is observed that
Convolutional Neural Network based approaches provide the
most accurate detections. There have been a few explorations
made by the researchers in the domain of Cricket activity
recognition. But none of them have worked on recognizing
bowling actions of the bowlers. The outcome of our research
can be a baseline for the future research works on bowling
action recognition.
III. BASICS OF CNN
Convolutional neural network (CNN) [11, 12] is a deep
learning architecture that has been massively fruitful for
image classification [13]. Yann LeCun et al. [14] first in-
troduced the idea of a convolutional neural network that can
be trained through backpropagation. The CNN architecture
became popular among deep learning researchers through the
introduction of LeNet-5 in [15] which showed exceptional
performance for handwritten character recognition. The ar-
chitecture of LeNet-5 is shown in Fig. 1.
Fig. 1. Architecture of LeNet 5. Each plane is a feature map, i.e. a set of
units whose weights are constrained to be identical
A CNN is constructed with three types of key layers:
Convolutional layers, Pooling layers and Fully-connected
layers. The convolutional layer is built with a set of filters or
kernels which are convolved over the actual image to extract
features from the image in a feature map. At first, the filters
or kernels are placed on a particular position on the image.
Then element-wise multiplication followed by summation
is carried out to create a single pixel value in the feature
map. The filter slides over the whole image and performs
the same task to create a complete feature map. Equation 1
demonstrates this convolution operation mathematically.
f(x) ∗ g(x) =
∞∫
−∞
f(τ)g(t− τ)dτ (1)
On top of the feature maps, a nonlinear activation function
is applied to increase nonlinearity [16]. The most commonly
used nonlinear activation functions are Rectified Linear Units
(ReLU) [17], sigmoid, tanh and softmax (usually used for
output layer only). The initial convolutional layers mostly
extract low-level features like vertical and horizontal lines,
curves etc. The deeper convolutional layers are able to
extract higher-level features like a hand, human body shapes
etc. Usually, a pooling layer is placed after a convolutional
layer to reduce the spatial size of the feature map and lessen
the computational costs [18]. Most commonly practiced
pooling methods are max pooling and average pooling [19].
After the convolution and pooling operations, the pixel
values are then flattened and reshaped to a single column
vector and then fed into an Artificial Neural Network (ANN).
In this ANN, there are one or more fully connected layers
where every neuron from the current layer is connected to
every neuron of the previous layer. At the end of the fully
connected layers, there is an output layer which has number
of nodes equal to the number of classes.
IV. PROPOSED MODEL FOR CLASSIFYING BOWLER
We propose a CNN-based approach to classify cricket
bowlers based on their bowling actions using transfer learn-
ing [1]. Transfer learning is a learning approach where you
can take a pre-trained model and replace its output layer
with a layer that has the number of nodes you need for
your classification. It is an amazing tool to overcome the
limitations of small dataset and less-advanced hardware. The
pre-trained model is usually trained on a huge dataset and is
already able to detect high level features. Some of the popu-
lar pre-trained transfer learning models are VGG16, VGG19,
InceptionV3, MobileNet etc. Transfer learning saves a lot of
computational expenses, training time and also it allows the
model to achieve good accuracy with a minimal amount of
data.
A. VGG16
VGG16 is a famous CNN model which was proposed by
K. Simonyan and A. Zisserman [2]. The model has been
trained with ImageNet dataset [20] which contains over 14
million images belonging to 1000 different classes. The
model performed with a 92.7% test accuracy on ImageNet
data. We used a pre-trained VGG16 model, removed its
final layer and added three more dense layers and an output
layer for our classification. We kept the weights of first 14
layers unchanged and trained the remaining layers with our
dataset. Fig. 2 shows the architecture we have used for this
classification.
B. Data Collection
As we could not find any pre-existing image dataset on
bowling action recognition, we had to construct our own
dataset - ”BowlersNet” for training and testing our model.
The dataset contains 8100 images belonging to 18 different
bowlers from seven different cricket playing nations. There
are 450 images for each of the classes. The images are taken
from public videos using snipping and cropping tools by
human agent. Images of the bowlers are taken at several
distinguishing key points of their bowling actions. From
the dataset, 6480 images (360 images of each class) were
used for training the model. The remaining 1620 images
(90 images of each class) were used as a validation set.
Apart from that, we have created an additional test dataset
containing 540 images (30 images of each class) for testing
purpose which was kept apart from the training and valida-
tion process. Fig. 3 shows a subset of our dataset.
C. Data Preprocessing and Augmentation
Data augmentation is a very effective process to moderate
the negative effects of having a small dataset. It helps to
avoid overfitting by artificially expanding the volume of the
training dataset. This process takes an existing image and
Fig. 2. Architecture of the proposed Convolutional Neural Network.
Fig. 3. A subset of the dataset collected for training and evaluating the
model.
performs operations like zooming, shifting, scaling etc. on it
to create multiple images. For our training process, we have
used a width shift range of 0.3, height shift range of 0.3 and
zoom range of 0.2 to augment the data. For our model, all
the training data has to be of the same shape. So, we resized
all the data to 100 × 200 before feeding it to the model as
input for training.
D. Training the model
The model was trained with the training set we prepared.
After trying out different combinations through trial-and-
error process and tuning different parameters, 3 additional
dense layers (two having 1024 nodes and one having 512
nodes) and an output layer were added in place of the final
layer of the VGG16 model to achieve a good accuracy.
The weights of the first 14 layers of the overall model was
kept unchanged and the remaining layers of the model were
trained. Softmax activation was used in the final layer of our
network.To avoid overfitting, a dropout of 10% was added
to each of the dense layers. To make sure that the model
does not overfit on the jersey colors of the bowlers, initially
the all training images were converted to grayscale images
with a single color channel. And as the VGG16 pre-trained
architecture expects images having 3 color channels, the
grayscale images were converted to 3 channel grayscale and
then fed to the model for training. Fig. 4 shows some of the
RGB images and corresponding converted grayscale images
used for training. Different optimizers were tested for the
model to reduce the cross entropy to a minimum possible
value, and RMSProp optimizer [21, 22] was used with a
learning rate of 0.000002. With this setting, the training and
the validation data was fed to the model with a batch size
of 20. The model was trained for 150 epochs. Table I gives
a brief overview of the different properties of our model.
E. Results and Evaluation
After training the model, it achieved an accuracy of almost
100% on the validation set we used. Fig. 5 shows the training
and validation accuracy increasing steadily with number of
epochs. Also, in Fig. 6 we can see the training and validation
loss decreasing to a very low value. To get a more unbiased
evaluation of our model, a separate test set containing 540
images (30 images of each class) was prepared. Our model
achieved an accuracy of 93.30% on the test set. Fig. 7 shows
the confusion matrix of our model when it was tested with
the test set. From the confusion matrix, we have measured
the precision and recall for each class. Then, the F1 score
Fig. 4. Conversion of some RGB images to grayscale images used for
training
TABLE I
SUMMARY OF OUR MODEL
Properties What we used
Transfer Learning
Model
VGG16
Weights Pre-trained ImageNet weights for the first 14
layers and the rest of the layers were trained
using backpropagation
Optimizer RMSProp with a learning rate of 0.000002
Activation
functions
ReLU for the hidden layers, Softmax for the
output layer
Regularization Dropout of 10% on the layers added on top of
VGG16, Data Augmentation using width shift
range of 0.3, height shift range of 0.3 and zoom
range of 0.2
Input shape 100× 200× 3
Number of output
classes
4
of the model was calculated using the macro averages of
the precision and recall values. A summary of the model
evaluation is shown in Table II. Also to check the strength
of the model, we applied several augmentations to the images
of the test set and then the images were fed to the model. The
model’s response to different augmentations is summarized
in Table III.
TABLE II
A SUMMARY OF THE MODEL EVALUATION ON THE TEST SET
Name of the class Precision Recall F1 Score Accuracy
Bhuvneshwar 0.93 0.93
0.932 0.933
Boult 1.00 0.97
Bumrah 0.97 1.00
Cummins 0.97 0.93
Malinga 0.97 1.00
Mashrafee 0.93 0.93
Miraz 0.97 0.94
Murali 0.90 0.87
Mustafiz 0.90 0.87
Rabada 0.97 0.97
Rashsid 0.85 0.93
Rubel 0.93 0.93
Shakib 0.79 0.90
Southee 0.96 0.87
Starc 0.93 0.93
Steyn 0.93 0.90
Taskin 0.90 0.93
Woakes 1.00 0.97
TABLE III
A SUMMARY OF THE MODEL’S RESPONSE TO AUGMENTED IMAGES
Augmentation applied
Number of Correct
Predictions
(Out of 540 images)
Accuracy
Rotation
(-15 to +15 degrees randomly)
487 90.18 %
Additive Gaussian Noise 501 92.77 %
Gaussian Blur 499 92.40 %
Perspective Transformation 485 89.81 %
Cropping 490 90.74 %
Sharpening 493 91.29 %
Fig. 5. Training and Validation Accuracy
Fig. 6. Training and Validation Cross-Entropy Loss
Fig. 7. Confusion Matrix
V. CONCLUSION
This paper presents a CNN model which can identify
different cricket bowlers based on their bowling actions
using transfer learning. We have used VGG16 as our pre-
trained transfer learning model. We removed its output layer
and added a few dense layers. We have created our own
dataset and trained the model with it to identify 18 different
cricket bowlers belonging to seven cricket playing nations.
Our model has performed remarkably well with a test set
accuracy of 93.3% and F1 score of 93.2%. In future, we
plan to extend our work and include bowlers from all the
cricket playing nations.
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