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Abstract
In this paper, we develop a Bayesian multiscale approach based
on a multiscale finite element method. Because of scale disparity in
many multiscale applications, computational models can not resolve all
scales. Various subgrid models are proposed to represent un-resolved
scales. Here, we consider a probabilistic approach for modeling un-
resolved scales using the Multiscale Finite Element Method (cf., [1, 2]).
By representing dominant modes using the Generalized Multiscale Fi-
nite Element, we propose a Bayesian framework, which provides mul-
tiple inexpensive (computable) solutions for a deterministic problem.
These approximate probabilistic solutions may not be very close to the
exact solutions and, thus, many realizations are needed. In this way, we
obtain a rigorous probabilistic description of approximate solutions. In
the paper, we consider parabolic and wave equations in heterogeneous
media. In each time interval, the domain is divided into subregions.
Using residual information, we design appropriate prior and posterior
distributions. The likelihood consists of the residual minimization. To
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sample from the resulting posterior distribution, we consider several
sampling strategies. The sampling involves identifying important re-
gions and important degrees of freedom beyond permanent basis func-
tions, which are used in residual computation. Numerical results are
presented. We consider two sampling algorithms. The first algorithm
uses sequential sampling and is inexpensive. In the second algorithm,
we perform full sampling using the Gibbs sampling algorithm, which is
more accurate compared to the sequential sampling. The main novel
ingredients of our approach consist of: defining appropriate permanent
basis functions and the corresponding residual; setting up a proper pos-
terior distribution; and sampling the posteriors.
1 Introduction
Many problems in application domains have multiple scales. The scales
in space and time are dominant in these applications that arise in porous
media, material sciences and so on. Detailed descriptions at the finest scales
often include uncertainties due to missing information. Moreover, there is
often limited information about the solution available. For this reason, it
is desirable to compute solutions within a probabilistic setup and estimate
associated uncertainties, which is an objective of this paper.
One of the challenges in the computation of multiscale problems is the
resolution of finest scales. Due to the grid resolution, one can not afford
many degrees of freedom in each computational grid. Subgrid information
are often modeled stochastically even for deterministic problems. For exam-
ple, a typical approach for modeling subgrid information uses Representa-
tive Volume Element (RVE) to compute macroscopic quantities. However,
because of uncertainties in RVE sizes and boundary conditions, the macro-
scopic parameters can not be modeled deterministically. It is advantageous
in this and other multiscale applications to use probabilistic approaches to
compute the solution. In this paper, our goal is to propose a novel mod-
eling approach for missing subgrid information by setting up a Bayesian
formulation.
The reduced-order modeling approaches have been commonly used in
solving multiscale problems. These approaches include homogenization and
numerical homogenization methods [3, 4, 5, 6, 7, 8, 9, 10], multiscale meth-
ods [5, 11, 12, 13, 14, 6, 15, 16, 17, 18, 19, 20, 21, 22], and so on. In ho-
mogenization and numerical homogenization approaches, the macroscopic
information is computed using RVE simulations. In these approaches, the
sizes of RVEs and limited number of local information can be insufficient to
2
compute the solution accurately. In multiscale finite element methods, in
particularly in Generalized Multiscale Finite Element Method (GMsFEM),
multiscale basis functions are computed to systematically take into account
missing subgrid information. In these approaches, the missing subgrid infor-
mation is represented in the form of local multiscale basis functions. Using
a few initial (dominant) basis functions, the error can be reduced substan-
tially. The multiscale basis functions are computed under some assumptions.
Our objective is to propose a Bayesian formulation, which can allow com-
puting the multiscale solution and associated uncertainties with a few basis
functions and stochastically representing the missing information.
The probabilistic approaches are important for problems when one has
limited information about the solution. For example, it is common to mea-
sure the solution or averages at some locations with some precisions. In this
case, to impose the constraint on the solution at some time instants, one can
easily use additional constraints in the Bayesian framework by including ad-
ditional multiplicative factors. Furthermore, one can include uncertainties
in the media properties in the Bayesian framework and compute the solu-
tion and the uncertainties associated with the solution and the variations of
the field parameters. Bayesian approaches for forward and inverse problems
have been developed in many previous papers (e.g., [23, 24, 25, 26, 27]). Our
approach shares some similarities with [28], though in our paper, we seek
multiscale basis functions in a given set of basis functions.
Our approach starts with the Generalized Multiscale Finite Element
framework. The GMsFEM was first presented in [29] and later investigated
in several other papers (e.g., [30, 31, 32, 33, 34, 35, 36, 37, 38]). It is a gen-
eralization of the MsFEM and defines appropriate local snapshots and local
spectral decompositions. This approach adds local degrees of freedom as
needed and provides numerical macroscopic equations for problems without
scale separation and identifies important features for multiscale problems.
Because of the local nature of proposed multiscale model reduction, the de-
grees of freedom can be added adaptively based on error estimators. How-
ever, due to the computational cost, one often uses fewer basis functions.
This can result to discretization errors, which we would like to represent in
a Bayesian framework.
We consider the time-dependent equations
∂u
∂t
= L(κ(x, t), u,∇u),
where κ(x, t) is a heterogeneous space-time function and L is a differential
operator. Our approach starts with constructing multiscale basis functions
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and uses a few basis functions as permanent basis functions (see Figure 1).
It is known that these basis functions can provide a solution approximation.
Additional basis functions are selected stochastically using the residual in-
formation. These basis functions are selected conditioned to the selection of
subregions, which is based on the distribution of local residuals. The latter
is used as a prior distribution.
To setup the posterior distribution, we start with an approximate so-
lution computed with a few permanent basis functions and compute the
corresponding residual. Using the residual information at the current time,
we define a prior distributions for the basis selection. The likelihood includes
the residual, which is minimized. We discuss several choices for the posterior
distributions and two sampling algorithms. The first sampling algorithm is
a sequential sampling and uses the prior distributions based on the residual
to select the realizations of the solution. The second sampling algorithm,
full sampling, seeks basis functions and the solution that can provided a
desired error distribution. We note that a general flexibility of our proposed
framework allows implementing various solution strategies and incorporat-
ing the data. In our approach, we do not seek ‘”very close” approximations
of the solutions; but rather look for many approximate solutions. Below, we
summarize our algorithm (see Figure 1):
• compute multiscale basis functions and identify permanent basis func-
tions and “the rest” of basis functions;
• use the residual to compute prior distribution for “the rest” basis func-
tions;
• setup a posterior, which includes the residual minimization and the
data;
• sample the posterior distribution.
We present numerical results for parabolic and wave equations. Our nu-
merical results study probabilistic approximations of the solution. We show
that the full sampling provides better accuracy at a higher computational
cost. The number of multiscale basis functions in full sampling depends
on the threshold in the posterior and this is studied in the paper. The
main novel ingredients of our approach are (1) defining appropriate perma-
nent basis functions and corresponding residuals for priors; (2) setting up a
proper posterior distribution, the likelihood, and the prior distribution; and
(3) sampling methods, which explore these posterior distributions.
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Figure 1: Outline of the algorithm.
The paper is organized as follows. In Section 2, we present a general
problem setup and motivation. Section 3 is devoted to our Bayesian algo-
rithm. In this section, we describe some basic ingredients of our algorithm
and setup the posterior distribution. In Section 4, we present numerical
results for parabolic and wave equations.
2 Problem setup, preliminaries, and motivation
We consider the forward model
∂u
∂t
= L(κ(x, t), u,∇u), (1)
where L is a multiscale differential operator. For example, L(κ(x), u,∇u) =
div(κ(x, t)∇u) or higher order differential operator, where κ(x, t) is highly
oscillatory coefficients.
We consider solving (1) on a coarse grid (see Figure 2 for the illustration).
Previous approaches construct multiscale basis functions on the coarse grid
block to represent important degrees of freedom. However, the missing
degrees of freedom are not modeled and the construction of basis functions
often rely on some assumptions. In this paper, we use a Bayesian framework
and develop a novel multiscale approach.
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Figure 2: Illustration of fine grid, coarse grid, coarse neighborhood and
oversampled domain.
2.1 Computational grid. Description of coarse and fine grids
We introduce the notation for the coarse and fine grid. Computations are
done on a coarse grid, where fewer basis functions are used. The com-
putational domain is denoted by Ω, which is partitioned by a coarse grid
T H . The coarse grids contain multiscale features of the problem and require
many degrees of freedom for modeling. We denote by Nc, the number of
nodes in the coarse grid and by Ne be the number of coarse edges. K is a
generic coarse element in T H . Multiscale basis functions are computed on
a refinement of T H , called a fine grid T h, with mesh size h > 0. The fine
grid resolves multiscale features of the problem.
2.2 General idea of multiscale basis construction
We discuss some general ideas of multiscale basis construction, which al-
lows building basis functions to approximate some important features of the
solution. We will focus on Generalized Multiscale Finite Element Method
(GMsFEM). First, we discuss a variational formulation and then discuss the
basis constructions. Some of the technical details about basis constriction
are presented in Appendix A.
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2.3 Variational formulation
The variational form reduces the PDE system into a system of linear equa-
tion. The dimension of the system is proportional to the number of basis.
For very high dimensional system, as those considered in the paper, this
leads to very large computational problems. We propose a Bayesian basis
selection technique. This approach uses smaller number of basis on space-
time grids in capturing the unresolved scale through stochastic approach.
Typical subgrid basis functions representing the solutions over computa-
tional grids can not include all fine-grid information of the solution space.
Some important subgrid information can be taken into account, while un-
resolved scales and information can be modeled in a probabilistic fashion,
as proposed in the paper.
As an example, we consider the parabolic differential equation (1) in
a space-time domain Ω × (0, T ) and assume u = 0 on ∂Ω × (0, T ) and
u(x, 0) = β(x) in Ω. We assume the source term is f(x). We compute the
solution uH in the time interval (0, T ). The solution space is denoted by
V
(0,T )
H,off , which is a direct sum of the spaces only containing the functions
defined on one single coarse time interval (Tn−1, Tn), we can decompose the
problem into a sequence of problems and find the solution uH in each time
interval, denoted by unH . The coarse space in each (Tn−1, Tn) is constructed
and denoted by V
(0,T )
H,off = ⊕Nn=1V (Tn−1,Tn)H,off , where V (Tn−1,Tn)H,off contains the
functions having zero values in the time interval (0, T ) except (Tn−1, Tn),
namely ∀v ∈ V (Tn−1,Tn)H,off , v(·, t) = 0 for t ∈ (0, T )\(Tn−1, Tn).
The coarse-grid equation is to find
Rnv (u
n
H(x, t), u
n−1
H (x, t)) =∫ Tn
Tn−1
∫
Ω
∂unH
∂t
v +A(unH , u
n−1
H , v) = 0,
(2)
where A corresponds to the PDE and its discretization and v is the test
functions. We will also investigate wave equations described in Section 4.
In the paper, we will consider spatial formulations, but the method can be
used for space-time method.
Example. In a continuous Galerkin formulation for parabolic equations
with heterogeneous coefficients κ, we seek unH ∈ V (Tn−1,Tn)H,off (where V (Tn−1,Tn)H,off
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will be defined later) satisfying∫ Tn
Tn−1
∫
Ω
∂unH
∂t
v +
∫ Tn
Tn−1
∫
Ω
κ∇unH · ∇v +
∫
Ω
unH(x, T
+
n−1)v(x, T
+
n−1)
=
∫ Tn
Tn−1
∫
Ω
fv +
∫
Ω
gnH(x)v(x, T
+
n−1),
(3)
for all v ∈ V (Tn−1,Tn)H,off , where gnH(·) = {un−1H (·, T−n−1) for n ≥ 1;β(·) for n =
0}, and F (α+) and F (α−) denote the right hand and left hand limits of F at
α respectively. Then, the solution uH of the problem in (0, T ) is the direct
sum of all these unH ’s, that is uH = ⊕Nn=1unH . In multiscale simulations,
our objective is to define multiscale basis functions and minimize Rn in the
space of these basis functions. In our current approach, we would like to
setup a Bayesian framework and sample a probability distribution related
to Rn.
Remark 1. We note that the residual can be written in a discrete form.
In general, the discrete form is
R(un+1disc , u
n
disc) = ΨvMfineΦuu
n+1
disc −ΨvMfineΦuundisc + ∆tΨvAfineΦuun+1disc ,
where Mfine and Afine are fine-grid mass and stiffness matrices, Ψv consists
of the test space basis vectors, Φu consists of the trial basis vectors, and u
n
disc
is a discretized solution at nth time step. The test functions are important
for the stability in the proposed method. In the paper, we will mostly use the
test spaces that correspond to snapshot spaces, but in general, one can use a
test space consisting of all fine-grid functions.
Next, we discuss multiscale basis function construction procedure with
details described in Appendix A.
2.4 Multiscale basis functions and snapshot spaces.
The main idea of a multiscale approach is to systematically select impor-
tant degrees of freedom for the solution in each coarse block (see Figure
2 for coarse and fine grid illustration). For each coarse block ωi (or K)
and time interval (Tn−1, Tn), we identify local multiscale basis functions
φn,ωij (j = 1, ..., Nωi) and seek the solution in the span of these basis func-
tions. For problems with the scale separation, a limited number of degrees
of freedom is sufficient. For more complicated heterogeneities as those that
appear in many real-world applications, one needs a systematic approach
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to find the additional degrees of freedom. In each coarse grid (space-time),
first, we construct the snapshot space, V n,ωisnap = span{ψn,ωij }. The choice of
the snapshot space depends on the global discretization and the particu-
lar application [18]. Each snapshot can be constructed, for example, using
random boundary conditions or source terms [39], which allows avoiding
the computations of all snapshot solutions. Details of snapshot spaces are
presented in Appendix A.
Once we construct the snapshot space V n,ωisnap , we compute the offline
space, which is a principal component subspace of the snapshot space. The
offline space contains important degrees of freedom as first few basis func-
tions. In this paper, our goal is to develop a Bayesian framework, which
adaptively adds new basis functions to very few initial basis functions.
The offline space construction is discussed in Appendix A and in Section
4 for some examples. We denote the offline space by V n,ωiH,off for a generic
domain ωi and time interval (Tn−1, Tn) with elements of the space denoted
φn,ωil . The offline space is constructed by performing a spectral decomposi-
tion in the snapshot space. By selecting the dominant eigenvectors (corre-
sponding to the smallest eigenvalues), we choose the elements of the offline
space [18]. The choice of the spectral problem is important for the conver-
gence and is derived from the analysis as it is described below. The conver-
gence rate of the method is proportional to 1/Λ∗. Here, Λ∗ is the smallest
eigenvalue among all coarse blocks whose corresponding eigenvector is not
included in the offline space. Our goal is to select the local spectral prob-
lem to remove as many small eigenvalues as possible so that we can obtain
smaller dimensional coarse spaces to achieve a higher accuracy.
3 Bayesian formulation
We seek the solution in each coarse time interval (Tn−1, Tn)
unH(x, t) =
∑
i,j
βni,j φ
n,ωj
i (x, t),
where βni,j ’s are defined in each computational time interval and φ
n,ωj
i (x, t)
are basis functions. We will choose φ
n,ωj
i to be time-independent, in general.
in this paper.
For further description, we introduce some notations. First, we select
some basis functions in each selected subdomain, which will be used as per-
manent multiscale basis functions. These are first dominant modes (typically
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a few basis functions) in each coarse domain and denoted by
φ
n,ωj
i (x, t) − permanent basis functions.
Furthermore, we will select basis functions from the rest of the space, which
we denote by
φ
n,ωj
i,+ (x, t) − the rest of basis functions
in order to distinguish from the first few basis functions. The solution is
sought as
unH(x, t) =
∑
i,j
βni,j φ
n,ωj
i (x, t) +
∑
i,j
βni,j,+ φ
n,ωj
i,+ (x, t).
“Fixed” multiscale solution with permanent basis functions.
In our approaches, we will use “fixed” multiscale solution computed using
permanent basis function. We denote this solution by
un,fixH (x, t) =
∑
i,j
γni,j φ
n,ωj
i (x, t), (4)
where γ’s are computed from
A(γn) = Rn,fixv (u
n
H(x, t), u
n
H(x, T
+
n−1), u
n−1
H (x, T
−
n−1)) = 0,
where v are offline basis functions.
Next, we describe some general steps of our algorithms, which are used
to define posterior functionals.
• Problem under consideration
∂u
∂t
= L(u). (5)
• We seek the solution in the time interval (Tn−1, Tn), as
unH(x, t) =
∑
i,j
βni,j φ
n,ωj
i (x, t) +
∑
i,j
βni,j,+ φ
n,ωj
i,+ (x, t).
Here, basis functions φ
n,ωj
i (x, t) are kept fixed and φ
n,ωj
i,+ (x, t) are se-
lected based on the indicator I for basis index and the indicator J for
subdomains. The indicators are defined later and represent the indices
of basis functions and subdomains that are selected in simulations.
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• Denote the global residual at time (Tn−1, Tn) by Rn and the resid-
ual for the subdomain ωj by Rnωj . We will consider several possi-
ble residuals: Rn,fixv (u
n,fix
H (x, t), u
n,fix
H (x, T
+
n−1), u
n−1,fix
H (x, T
−
n−1)); and
Rnv (u
n
H(x, t), u
n
H(x, T
+
n−1), u
n−1
H (x, T
−
n−1)). In all cases, v is assumed to
be in a large dimensional snapshot space. Rn and Rnωj are vectors
corresponding to these residuals.
• First, we select Nω subdomains, where multiscale basis functions will
be added. We denote by αωk = ‖Rnωk‖/‖Rn‖, where Rn is the global
residual vector andRnωk is the local residual vector in ωk (as mentioned
earlier). Furthermore, we denote by
α̂ωk =
αωk∑
j α
ωj
Nω,
where Nω is the desired number of average subregions that is the user’s
choice and depends on available computer resources. With probability
α̂ωk ∧ 1, we select the region ωk, i.e., Jk = 1 if the region is selected.
Remark 2. We note that we can compute the residual only at few
locations to evaluate the prior probability distributions.
• We use permanent basis functions φn,ωji in every region and select addi-
tional Nbasis basis functions (as above) using the residual. The number
of basis, Nbasis, is the user’s choice and depends on available computer
resources. For each ωj , we compute the correlation coefficient
corrcoeff(Rnωj , φ
n,ωj
k,+ ) = αk,+.
We normalize these αk,+ (we keep the same notation as for subdomain
indices) so that on average we have Nbasis basis functions.
α̂k,+ =
αk,+∑
αi,+
Nbasis.
I.e., in a prior distribution, we choose kth basis with probability α̂k,+∧
1. Since α̂k,+ are used as a prior information, one can use the residual
at a few fixed locations or approximate residuals to compute this prior.
• We will consider several posteriors.
Posterior around fixed solution. In this case, we will use the
solution [0, T ] computed using permanent basis to sample realizations.
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We sample
P (β1:NT+ , I1:NT ,J 1:NT |u1:NT ,fixH (x, t)) ∼ P (u1:NT ,fixH (x, t)|β1:NT+ (I1:NT ,J 1:NT ))
pi(β1:NT+ |I1:NT ,J 1:NT )pi(I1:NT ,J 1:NT ),
(6)
where superscript 1 : NT refers to the whole time interval of the sam-
pled quantities,
P (u1:NT ,fixH (x, t)|β1:NT+ (I1:NT ,J 1:NT )) ∼ exp
(
−‖R
n,fix
v ‖2
σ2L
)
(7)
and
pi(β1:NT+ |I1:NT ,J 1:NT ) = exp
(
−‖β
1:NT
+ ‖2
σ22
)
Here, Rn,fixv is the residual computed using u
1:NT ,fix
H (x, t), ‖ · ‖ is a
discrete l2 norm, and σL represents the precision of the numerical
approximation. Here, σ2 is the variance for the prior and, in our
numerical simulations, we ignore the prior for β1:NT+ , and so, one can
assume that σ2 is a large number. In fact, the posterior is computed
around the residual corresponding to the fixed solution. This posterior
will be used in the example for parabolic equations (Sections 4.1 and
4.2).
Posterior around previous time. In the second case, we will sam-
ple at each time interval based on the previous time sampled solution.
In this case, we re-compute the coefficients corresponding to fixed basis
functions.
P (βn+1, In+1,J n+1|unH(x, t))) ∼ P (unH(x, t))|βn+1(In+1,J n+1))
pi(βn+1|In+1,J n+1)pi(In+1,J n+1) (8)
P (unH(x, t))|βn+1(In+1,J n+1)) ∼ exp
(
−‖R
n+1
v ‖2
σ2L
)
(9)
Here, Rn+1v is the residual computed using u
n
H(x, t) as an initial con-
dition and permanent basis functions in the current time interval
(Tn, Tn+1), ‖ · ‖ is a discrete l2 norm, and, again, σL represents the
precision of the numerical approximation. In fact, the posterior is
computed around the residual corresponding to the solution at pre-
vious time step. This posterior will be used in the example for wave
equations (Sections 4.3).
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Posterior using fixed and previous time solutions. One can
condition the multiscale solution at the fixed solution u1:NT ,fixH (x, t)
and unH(x, t). In this case, one can seek a posterior distribution for
P (un+1H (x, t)|unH(x, t), u1:NT ,fixH (x, t)).
Other more general posteriors can also be setup.
3.1 Sampling from the posterior distribution
We will consider two sampling algorithms. In the first sampling algorithm
(we call “sequential sampling”), we will use samples from the prior distri-
bution and use them to obtain samples of β’s. In this process, in the first
step, we sample I and J from the prior based on the residual and use them
to compute the samples of β. In our numerical experiments, we will show
the results for E(βn+1|In+1,J n+1).
In the second algorithm, we will perform full posterior sampling (we call
“full sampling”), where we will sample both the indices (I, J ) and the
coefficients (β). In this case, we will use Gibbs sampling [40, 41], though
one can also design efficient sampling algorithms based on Markov chain
Monte Carlo methods [40, 41]. In Gibbs sampling, we will compute the
probabilities pˆii for each additional basis function as
pˆin+1i+
1− pˆin+1i+
=
αˆn+1i+
1− αˆn+1i+
∗ F ,
where F is a multiplication factor that depends how much a change in one
basis function (i.e., adding a basis function) will affect the residual change.
This factor also depends on the model size. To penalize adding linearly
dependent basis functions, we modify the prior distribution pi(I,J ) with
a multiplicative constant, which takes into account the linear dependency
factor. This multiplicative factor is a product of the singular values of
the matrix consisting of an inner product of basis functions such that the
resulting σ2 log(F) reduces to the difference between two residuals. Note
that in this step, it is important to have a computable residual.
3.2 Dynamic data
In our proposed approach, the threshold σL (e.g., in (7)) represents the ac-
curacy of our approximation. If we let σL approach to zero, our sampling
will increase the number of basis functions and the solution will converge to
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the fine-grid solution. However, the main idea of our approach is to allow
less accurate solutions. The threshold in (7) can depend on the additional
dynamic data. We can add the time-dependent data by including additional
terms in the posterior distribution. For example, if we obtain the measure-
ments of the solution at some locations, this can be added as an additional
multiplicative term in the posterior (e.g., in (6)) in the form of
exp
(
−‖D(u
n+1
H )−Dobs‖2
σ2d
)
,
where D(un+1H ) is the observation that depends on the solution and Dobs is
the associated observed data. We note that σd is a factor in choosing the
accuracy of our approximation. For example, if the measurement accuracy
σd is large, one can choose σL also to be large.
4 Numerical examples
In our numerical results, we will compare two sampling approaches. In the
first approach, the basis functions will be selected from the prior distribution
and we will show the mean of the conditional distributions. In the second
approach, we will apply Gibbs sampling to sample the realizations. Our
numerical results will show that both approaches provide a good accuracy
(in a statistical sense) and the Gibbs sampling is more accurate compared
when sampling from the prior distribution. Moreover, we observe a fast
convergence when using Gibbs sampling.
We will consider several problems. In the first example, we consider a
parabolic problem and two different discretizations. In the second example,
we will consider the wave equations. In each example, we will specify the
residual that is used in the sampling. We note that it is important that this
residual provides a good stability for the solution.
4.1 Mixed formulation for parabolic equations
For the mixed GMsFEM, the support of multiscale basis functions are ωE ,
which are the two coarse elements sharing a common edge E (see [42] for
details). In particular, we denote EH as the set of all coarse grid edges and let
Ne be the total number of coarse grid edges. The coarse grid neighborhood
ωE of a face E ∈ EH is defined as
ωE =
⋃
{K ∈ T H : E ∈ ∂K}, i = 1, 2, · · · , Ne,
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which is a union of two coarse grid blocks if Ei is an interior edge (face)
For a coarse edge Ei, we write ωEi = ωi to unify the notations. Multiscale
basis functions are constructed using local snapshot spaces and local spectral
problems (see [42] for details). Here, we will discuss the residual which is
used in our Bayesian Multiscale Method.
We denote QH,off as the space of functions which are piecewise constant
on each coarse block. We will use this space to approximate the pressure u.
For approximating the velocity V = −κ∇u, we will construct a multiscale
space VH,off for the velocity by following the general framework of the GMs-
FEM. Next, we use the spaces QH,off, VH,off to solve the problem: to find
un+1H ∈ QH,off and Vn+1H ∈ VH,off such that∫
Ω
κ−1Vn+1H · w −
∫
Ω
div(w)un+1H = 0, ∀w ∈ VH,off,∫
Ω
(
un+1H − unH
∆t
+ div(Vn+1H ))q =
∫
Ω
fn+1q, ∀q ∈ QH,off.
(10)
The residual is defined as
Rnw(Vn+1H,+ ,Vn+1,fixH , un+1,fixH ) =
∫
Ω
κ−1(Vn+1H,+ +Vn+1,fixH ) ·w−
∫
Ω
div(w)un+1,fixH .
Denote Rn to be corresponding coordinates and use discrete l2 norm as the
residual norm.
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Figure 3: The permeability field κ.
Next, we will present an example. We use the permeability field κ shown
in Figure 3 and the contrast of the permeability field
maxκ
minκ
is increasing as
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maxκ
minκ
= 1000e250t. In this example, we find the distribution of the solution
at two different time instants T = 0.01 and T = 0.02. The fine grid is 100×
100 and the coarse grid is 10×10. We use only one permanent basis function
per edge to compute “fixed” solution and use our Bayesian framework to seek
additional basis functions by solving small global problems. In our approach,
first using the global residual we define local regions, where multiscale basis
functions are added. We choose σL = 1e−3. In our example, we fixed these
local regions in each time step and choose 25% and 55% of the total coarse
edges for the first and second time step, where the residual is larger than a
certain threshold. In these coarse blocks, we apply both sequential sampling
and full sampling algorithms.
In Figure 4, we depict the mean solution using the sequential sampling
algorithm and full sampling algorithms. The errors for the mean at T = 0.02
are 3.02% for the sequential sampling and 0.79% for full sampling. We note
that full sampling provides a better result. We observe similar results for
x2 component of the solution. We depict the standard deviation of the
solution at each pixel in Figure 5. We observe that the true solution falls
within the limits of the mean and the standard deviations. Next, we show
the results across several samples. For the sequential sampling, we use 20
realizations and show both residuals and the errors in Figure 6 and 7. The
error is computed as a difference between the solution and the snapshot
solution using the snapshot vectors in the elements, where the basis functions
are updated. From these figures, we observe that the residuals and errors
are smaller for full sampling compared to sequential sampling. Moreover,
Gibbs sampling stabilizes in a few iterations, which shows a fast numerical
convergence.
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Figure 4: Plots of x1-component of the numerical velocity V at T = 0.02:
reference solution (left), mean of sequential sampling (middle), mean of full
sampling (right).
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Figure 5: Plots of sample standard deviation of x1-component of the velocity
at T = 0.02: sequential sampling (left), full sampling (right).
0 10 20 30 40 50
0
0.5
1
1.5
2
2.5
x 10−6
0 10 20 30 40 50
0
0.2
0.4
0.6
0.8
1
1.2
x 10−5
Figure 6: Residual vs. samples for sequential sampling (red dotted line) and
full sampling (blue solid line): at time T = 0.01 (left), at time T = 0.02
(right).
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Figure 7: L2 vs. sample using sequential sampling (red dotted line) and full
sampling (blue solid line): at time T = 0.01 (left), at time T = 0.02 (right).
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Figure 8: History of occurrence probability against basis functions using
sequential sampling (red dotted line) and full sampling (blue solid line): at
time T = 0.01 (left), at time T = 0.02 (right).
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Figure 9: History of number of basis functions against sampling process
using sequential sampling (red dotted line) and full sampling (blue solid
line): at time T = 0.01 (left), at time T = 0.02 (right).
In Figure 8, we depict the frequency of the basis functions in both se-
quential and full sampling. We have enumarated the basis functions such
that the frequency in full sampling is increasing. We observe from this fig-
ure that the sequential sampling has a similar trend and we have found the
correlation in the frequencies between full sampling and partial sampling to
be 0.7. The shift in sequential sampling is due to the fact that fewer basis
are used in this sampling. We plot the total number of basis functions in
Figure 9. We observe from this figure that the full sampling requires more
basis functions compared to the sequential sampling. Moreover, the number
of basis functions in full sampling stabilizes around a certain value, which
depends on σL (the precision of the residual in (7)).
4.2 Continuous Galerkin formulation for parabolic equations
In this section, we present the Bayesian approach for the continuous Galerkin
formulation. Multiscale basis functions are obtained from eigenfunctions in
the local snapshot space with small eigenvalues in an appropriate local spec-
tral eigenvalue problem (see [18] for details). We denote the space of multi-
scale basis functions by VH,off, in which we seek numerical approximations
for the problem: find un+1H ∈ VH,off such that∫
Ω
un+1H − unH
∆t
v +
∫
Ω
κ∇un+1H · ∇v =
∫
Ω
fn+1v, ∀v ∈ VH,off. (11)
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The residual is defined as
Rnv (u
n+1
+ , u
n+1
fixed, u
n
fixed) =
∫
Ω
fn+1v −
∫
Ω
un+1+ + u
n+1
fixed − unfixed
∆t
v
+
∫
Ω
κ∇(un+1+ + un+1fixed) · ∇v.
(12)
We use the permeability field κ as in Figure 3. We will compare the
solutions at two different time instants T = 0.01 and T = 0.02. The fine
grid is 100× 100 and the coarse grid is 10× 10. We use 2 permanent basis
functions per coarse neighborhood to compute “fixed” solution and use our
Bayesian framework to seek additional basis functions by solving small global
problems. In this example, we select 30% of the total local regions at which
residual is the largest and multiscale basis functions are added. In these
coarse blocks, we apply both sequential sampling and full sampling.
Figure 10 shows the reference solution and the sample mean at T =
0.2. The L2 error for the mean at T = 0.02 is 0.92% in the full sampling
method, lower than 2.24% in the sequential sampling method. Figure 11
shows the pixel-wise standard deviation of the samples. It can be seen that
the deviation is smaller in full sampling.
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Figure 10: Plots of the reference solution (left) and sample mean of nu-
merical solution at T = 0.02: sequential sampling (middle), full sampling
(right).
In Figures 12 and 13, the residual and L2 errors are plotted for both
sequential and full sampling. We observe that the errors and the residual in
full sampling decrease and stabilize in a few iterations. Moreover, the full
sampling gives more accurate solutions associated with our error threshold
in the residual. In Figure 14, we plot the frequency of the basis functions vs.
sample that appear in full and sequential sampling. The correlation of the
frequencies is 0.87, which indicates that we have a good prior model based
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Figure 11: Plots of sample standard deviation of numerical solution at T =
0.02: sequential sampling (left), full sampling (right).
on the residual. Finally, in Figure 15, we show the full number of basis
functions. As we observe that the number of basis functions in full sampling
approaches to a steady state, which depends on the error threshold σL (see
(7)).
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Figure 12: Residual vs sample using sequential sampling (red dotted line)
and full sampling (blue solid line): at time T = 0.01 (left), at time T = 0.02
(right).
4.3 Wave equation
In this section, we present an application of our approach to wave equa-
tions. Multiscale basis function construction follows to a similar procedure
described in Appendix A with some slight modifications, see [43] for details.
Here, we describe the residual that is used in our Bayesian framework.
We will use IPDG method with multiscale basis functions to solve the
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Figure 13: L2 error vs sample using sequential sampling (red dotted line)
and full sampling (blue solid line): at time T = 0.01 (left), at time T = 0.02
(right).
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Figure 14: History of occurrence probability against basis functions using
sequential sampling (red dotted line) and full sampling (blue solid line): at
time T = 0.01 (left), at time T = 0.02 (right).
following wave equation,
∂2u
∂t2
= ∇ · (a∇u) + f in Ω× [0, T ]. (13)
The IPDG method is to find uH such that∫
Ω
∂2uH
∂t2
v + aDG(uH , v) =
∫
Ω
f v, ∀ v ∈ VH , (14)
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Figure 15: History of number of basis functions against sampling process
using sequential sampling (red dotted line) and full sampling (blue solid
line): at time T = 0.01 (left), at time T = 0.02 (right).
where the bilinear form aDG(u, v) is defined by
aDG(u, v) =
∑
K∈T H
∫
K
a∇u · ∇v +
∑
e∈EH
(−
∫
e
{a∇u · n}e [v]e
−
∫
e
{a∇v · n}e [u]e +
γ
h
∫
e
a[u]e [v]e),
with γ > 0 is a penalty parameter and n denotes the unit normal vector on
e. Let ∆t > 0 be the time step size. We will consider the classical second
order central finite difference method for time discretization, i.e., we find
un+1H such that∫
Ω
un+1H − 2unH + un−1H
∆t2
v + aDG(u
n
H , v) =
∫
Ω
fn v ∀ v ∈ VH .
We compute the solution un+1H at n + 1 th time level, starting with the
offline space. In each coarse element K ∈ T H , we define the local residual
operator, Rnv , as
Rnv (u
n+1
H , u
n
H , u
n−1
H ) = (
un+1H − 2unH + un−1H
∆t2
, v) + aDG(u
n
H , v)− (fn, v),
and the operator norm of local residual functional is defined by
‖RnK‖ = sup
v∈Vh(K)
|Rnv |
‖v‖L2(K)
.
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Figure 16: The medium a.
We use the medium a shown in Figure 16. In this example, we find the
distribution of the solution at the time instants T = 0.4. The fine grid is
200×200 and the coarse grid is 20×20. We use one permanent basis function
per edge to compute “fixed” solution and use our Bayesian framework to
seek additional basis functions by solving small global problems. In this
approach, we use previous time solution in the posterior. In our approach,
using the global residual, some local regions (17 % of total coarse regions)
are defined, where multiscale basis functions are added. In these coarse
blocks, we apply both sequential sampling and full sampling algorithms.
In Figure 17, we depict the mean solution using the sequential sampling
algorithm and full sampling algorithms. The errors for the mean are 4.47%
for the sequential sampling and 2.67% for full sampling. As before, the full
sampling algorithm provides a more accurate result. We depict the standard
deviation of the solution at each pixel in Figure 18. We observe that the
true solution falls within the limits of the mean and the standard devia-
tions. Next, we show the results across several samples. For the sequential
sampling, we use 20 realizations and show both residuals and the errors in
Figure 19 and 20. The error is computed as a difference between the solu-
tion and the snapshot solution using the snapshot vectors in the elements,
where the basis functions are updated. From these figures, we observe that
the residuals and errors are smaller for full sampling compared to sequential
sampling. Moreover, Gibbs sampling stabilizes in a few iterations. In Figure
21, we plot the total number of basis functions for samples. As we observe
that the full sampling results to about 700 additional basis functions (on av-
erage) for the entire domain. This number is affected by the error threshold
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σL (see (7)) that we impose in the posterior distribution.
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Figure 17: Numerical solution at T = 0.4. Left: reference solution, Mid-
dle: mean solution for sequential sampling, Right: mean solution for full
sampling.
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Figure 18: Standard deviation of the solution. Left: sequential sampling,
Right: full sampling
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Figure 19: Residual vs sample using sequential sampling (red dotted line)
and full sampling (blue solid line) at the final time.
25
0 5 10 15 20
0.02
0.025
0.03
0.035
0.04
0.045
0.05
Figure 20: L2 error vs sample using sequential sampling (red dotted line)
and full sampling (blue solid line) at the final time.
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Figure 21: History of number of basis functions against sampling process
using sequential sampling (red dotted line) and full sampling (blue solid
line): at time T = 0.4.
5 Conclusions
In this paper, we propose a novel Bayesian Multiscale Finite Element ap-
proach. The main idea of the approach is to solve time-dependent problems,
e.g., parabolic equations or wave equations, using multiscale basis functions
in each coarse grid. It is known that [18] first few basis functions reduce the
error substantially, while the “rest” of basis functions may reduce error sig-
nificantly less. This is due to global effects. Various online approaches (e.g.,
[18] and the references therein) are proposed to remedy this situation. The
online approaches are expensive as we need to compute new basis functions.
In this paper, we propose a rigorous sampling for “rest” of basis functions,
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which allow computing multiple realizations of the solution and thus provide
a probabilistic description for un-resolved scales. Our approaches are moti-
vated by recent work [2], where the authors propose a probabilistic numerical
method.
In the paper, we present a description of the method and sampling algo-
rithms for un-resolved scales. Several posterior distributions are considered
and two sampling mechanisms are studied. In both sampling methods, we
use local residuals as a prior distributions for selecting multiscale basis func-
tions. In the first approach, multiscale basis functions are selected from the
prior distribution, while in the second approach, we present a full sampling
using the Gibbs sampling. We show that the Gibbs sampling rapidly sta-
bilizes at the steady state and provides a more accurate approximation at
an additional cost. We consider several discretizations and applications to
wave and parabolic equations. In general, the proposed method can be used
to condition the solutions at measurement locations or computing solutions
in stochastic environments. In this case, one can combine the precisions of
the forward and inverse simulations in a unified way. This will be studied
in our future work.
A Some Notations
• ωi is a subdomain with a common vertex at xi; ωE is a subdomain
with a common edge E; K is a coarse-grid block
• uH is the coarse-grid multiscale solution; unH is the coarse-grid space-
time multiscale solution defined on (Tn−1, Tn)
• ψωji - local snapshot solutions in the oversampled region ωj ; φωji - local
offline basis in ωj
• φn,ωji - permanent (first few) local offline basis in ωj ; φn,ωji,+ - the rest
of basis functions in ωj
• un,fixH is the solution in (Tn−1, Tn) computed using permanent basis
functions
• Rn,fixv (un,fixH (x, t), un,fixH (x, Tn−1)) - the residual corresponding to fixed
solution, v is the test function
• Rn - the global residual vector; Rnωj - the local residual vector in ωj
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• VH,off is the offline space in Ω; V ωiH,off is the offline space in ωi; VH,snap
is the snapshot space in Ω; V ωiH,snap is the snapshot space in ωi
• V (T1,T2)H,off is the offline space in Ω × (T1, T2); V ωi,(T1,T2)H,off is the offline
space in ωi × (T1, T2); V (T1,T2)H,snap is the snapshot space in Ω × (T1, T2);
V
ωi,(T1,T2)
H,snap is the snapshot space in ωi × (T1, T2)
A Space-time basis construction details
A.1 Snapshot space
Let ω be a coarse neighborhood in space. Coarse node index is omitted
to simplify the notations. The construction of the offline basis functions in
(Tn−1, Tn) uses a snapshot space V ωH,snap (or V
ω,(Tn−1,Tn)
H,snap ). For simplicity,
the coarse time index n is omitted. The snapshot space V ωH,snap consists of
functions in ω and contains all or most necessary components of the fine-
scale solution restricted to ω. Further, a spectral problem is solved in the
snapshot space to compute multiscale basis functions (offline space).
We consider a snapshot space that consists of solving local problems
for all possible boundary conditions. We denote by ω+ the oversampled
space region of ω ⊂ ω+, defined by adding several fine- or coarse-grid layers
around ω and define (T ∗n−1, Tn) as the left-side oversampled time region for
(Tn−1, Tn). We can compute inexpensive snapshots using random boundary
conditions on the oversampled space-time region ω+×(T ∗n−1, Tn). by solving
a small number of local problems imposed with random boundary conditions
−div(κ(x, t∗)∇ψ+,ωj ) = 0 in ω+ × (T ∗n−1, Tn),
ψ+,ωj (x, t) = rl on ∂
(
ω+ × (T ∗n−1, Tn)
)
,
where t∗ is a time instant, rl are independent identically distributed (i.i.d.)
standard Gaussian random vectors on the fine-grid nodes of the boundaries
on ∂ω+ × (T ∗n−1, Tn). Then the local snapshot space on ω+ × (T ∗n−1, Tn) is
V +,ωH,snap = span{ψ+,ωj (x, t)|j = 1, · · ·, lω + pωbf},
where lω is the number of local offline basis we want to construct in ω and
pωbf is the buffer number.
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A.2 Offline space
We perform a space reduction by appropriate spectral problems to compute
the offline space. We solve (φ, λ) ∈ V +,ωH,snap × R such that
An(φ, v) = λSn(φ, v), ∀v ∈ V ω+snap, (15)
where the bilinear operators An(φ, v) and Sn(φ, v) are defined by
An(φ, v) =
∫ Tn
Tn−1
∫
ω+
κ(x, t∗)∇φ · ∇v,
Sn(φ, v) =
∫ Tn
Tn−1
∫
ω+
κ˜+(x, t∗)φv,
(16)
where the weight function κ˜+(x, t) is defined by κ˜+(x, t) = κ(x, t)
∑Nc
i=1 |∇χ+i |2,
{χ+i }Nci=1 is a partition of unity associated with the oversampled coarse neigh-
borhoods {ω+i }Nci=1 and satisfies |∇χ+i | ≥ |∇χi| on ωi, where χi is the stan-
dard multiscale basis function for the coarse node xi, −div(κ(x, Tn−1)∇χi) =
0, in K, χi = gi on ∂K, for all K ∈ ωi, where gi is linear on each edge of
∂K.
We arrange the eigenvalues {λωj |j = 1, 2, · · ·Lω + pωbf} from (15) in the
ascending order, and select the first Lω eigenfunctions, which are correspond-
ing to the first Lω ordered eigenvalues, and then we can obtain the dominant
modes ψωj (x, t) on the target region ω × (Tn−1, Tn) by restricting ψ+,ωj (x, t)
onto ω × (Tn−1, Tn). Finally, the offline basis functions on ω × (Tn−1, Tn)
are defined by φωj (x, t) = χ
ωψωj (x, t), where χ
ω is the standard multiscale
basis function for a generic coarse neighborhood ω. This product gives con-
forming basis functions (Discontinuous Galerkin discretizations can also be
used). We also define the local offline space on ω × (Tn−1, Tn) as
V ωH,off = span{φωj (x, t)|j = 1, · · ·, lω}.
Note that one can take V
(Tn−1,Tn)
H,off in the coarse-grid equation as V
(Tn−1,Tn)
H,off =
span{φωij (x, t)|1 ≤ i ≤ Nc, 1 ≤ j ≤ li}.
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