Abstract. Least-change secant updates for nonsquare matrices have been addressed recently in [6] . Here the use of these updates in iterative procedures for the numerical solution of underderetrained systems is considered. The model method is the normal flow algorithm used in homotopy or continuation methods for determining points on an implicitly defined curve. A Kantorovich-type local convergence analysis is given which supports the use of least-change secant updates in this algorithm. This analysis also provides a Kantorovich-type local convergence analysis for least-change secant update methods in the usual case of an equal number of equations and unknowns. This in turn gives a local convergence analysis for augmented Jacobian algorithms which use least-change secant updates. In conclusion, the results of some numerical experiments are given.
1. Introduction. Our notational conventions, which are not strictly observed but are intended to serve as helpful guidelines for remembering what is what, are the following: Unless otherwise indicated, lowercase letters denote vectors and scalars, and capital letters denote matrices and operators. Boldface uppercase letters denote vector spaces, subspaces, and affine subspaces. For positive integers p and q, R p denotes p-dimensional real Euclidean space and R pq denotes the space of real p q matrices. We refer particularly to R n and R for 5 _> n, and for convenience, we set n+m for m _> 0. Vectors with bars are in Rn; without bars, they are in R n or R m unless otherwise indicated. We often partition vectors, e.g., we write 2 E R as 2 (x, A) for x E R n and A Rm, and we do not distinguish between (x, A) and (). We also often partition matrices, e.g., we write B e R nn as B [B,C] for B R 'n and C Rnxm. The dimensions of vector and matrix partitions are made clear in each case, usually by the context. We use "Jacobian" to mean "Jacobian matrix," and we denote the full Jacobian of a function F by F. If I1" II. A projection onto a subspace or affine subspace which is orthogonal with respect to I1" I I is denoted by P with the subspace or affine subspace appearing as a subscript.
If P denotes a projection, then we set P+/-I-P, where I is the identity operator.
Of interest here is the numerical solution of a zero-finding problem for a (possibly) underdetermined nonlinear system, which we write in the following form. PROBLEM 1.1. Given F R n R n with >_ n, find . R n such that F(2,, =0.
We make the following basic hypothesis throughout the sequel. .for all 2,, fl e .
(ii) There is a constant # .for which IF'(2,)+I <_ # .for all In Hypothesis 1.2, the superscript "-t-" indicates pseudo-inverse. That is, for b R n and 2, e f, F'(2,)+b e R n is the solution of F'(2,) b having minimal Euclidean norm, i.e., the solution which is orthogonal in the Euclidean inner product to the null-space of F(2,), i.e., the solution which is in the span of the columns of For the analysis in the following, we also define for r > 0 Problems such as Problem 1.1 arise in a variety of contexts. One is equalityconstrained optimization, in which Problem 1.1 is the problem of finding a point on a constraint surface. Another is parameter-dependent systems of nonlinear equations, in which usually 2, (x, ), where x R n is an independent variable and R m is a parameter vector. Of particular interest here is the context of homotopy or continuation methods for determining points on an implicitly defined curve, in which 5 n + 1 and 2, (x, A) with A R . For a description of these methods, see the extensive survey of Allgower and Georg [2] and also Georg [15] , Morgan [20] , [21] , Rheinboldt In the 5 n case, quasi-Newton methods are very widely used as cost-effective alternatives to Newton's method. The basic form of a quasi-Newton method for solving F(x) 0, F" R n --. R , is (1.2) Xk+l Xk BIF(xk), in which Bk . . F(xk) E Rnn, the Jacobian of F at xk. The most generally effective quasi-Newton methods are those in which each successive Bk+ is determined as a least-change secant update of its predecessor Bk. As the name suggests, Bk+l is determined, as a least-change secant update of Bk by making the least possible change in Bk (as measured by a suitable matrix norm) which incorporates current secant information (usually expressed in terms of successive x-and F-values) and other available information about the structure of F .T here are also notable updates which, strictly speaking, are least-change inverse secant updates obtained in an analogous way by making the least possible change to B -. When speaking generically of least-change secant updates, we intend to include these. When distinguishing least-change secant updates from least-change inverse secant updates, we sometimes refer to the former as direct least-change secant updates. In [12] , Dennis and Schnabel precisely formalize the notions associated with least-change secant updates and show how the updates most widely used in quasi-Newton methods can be derived as least-change secant updates. In [14] , Dennis and Walker show that least-change secant update methods, i.e., quasi-Newton methods using least-change secant updates, can be expected to have desirable convergence properties in general. See also Dennis and Schnabel [13] as a general reference on all aspects of quasi-Newton and least-change secant update methods.
In view of the success of least-change secant update methods in the 5 n case, it is natural to consider least-change secant update methods for general >_ n which are obtained from Algorithm 1.3 by replacing F(k) with a matrix maintained by leastchange secant updating. The main purpose of this paper is to study such algorithms.
In 2 below, we consider Algorithm 1.3 and analogous algorithms which use leastchange secant updates. For the record and to set the stage for further analysis, we first give a local convergence theorem for Algorithm 1.3. Our understanding is that something like this local convergence result has been assumed in folklore but has not been previously published [1] , although some results for a modified version of Algorithm 1.3 have been given by Ben-Israel [4] . Next, we formulate and develop a local q-linear and q-superlinear convergence analysis for analogues of Algorithm 1.3 which use nonsquare-matrix extensions of least-change secant and inverse-secant updates given recently by Bourji and Walker [6] and Beattie and Weaver-Smith [3] .
We note that these and all other updating algorithms considered in this paper are, in the terminology of [14] , fixed-scale least-change secant update methods. That is, the norm I1" I I on tt nn used to define least-change secant updates remains the same for all iterations. Thus our analysis does not apply to algorithms which use the nonsquare-matrix extensions of the Davidon-Fletcher-Powell and Broyden-FletcherGoldfarb-Shanno updates given in [6] , for these updates are least-change with respect to norms which vary from one iteration to the next.
The analysis in 2 proceeds more or less along standard lines in many ways, and the developments parallel those of [14] and [6] in many particulars. We have followed the usual approach (cf. [14] , [6] ) of carrying out most of the difficult technical work in a very general context and isolating the details in an appendix. However, the analysis of 2 does have the important, somewhat nontraditional feature of being a Kantorovich-type analysis; see, e.g., [23] . By this we mean that there is no a priori assumption of existence of or proximity to a solution of Problem 1.1 which is expected to be a limit of an iteration sequence. Such an analysis is necessary in the context of interest here, since solutions of Problem 1.1 cannot be assumed to be isolated and therefore no particular solution can be singled out a priori as an expected limit of an iteration sequence. We hasten to note that our analysis does not use the method of "majorization," which some regard as characteristic of a Kantorovich-type analysis (cf. Marwil [18] ), but accomplishes the same ends through more direct means. We also note that with fi n, this analysis provides a Kantorovich-type local convergence analysis for general fixed-scale least-change secant and inverse secant update methods in the usual case of an equal number of equations and unknowns. Kantorovich-type local convergence analyses (using "majorization") have previously been given in the n case for least-change secant update methods which use Broyden or sparse
Broyden updates by Dennis [9] , Marwil [18] , and Dennis and Li [11] and for more general quasi-Newton methods of the form (1.2) by Dennis [8] , [10] .
An iterative method other than Algorithm 1.3 which is often used in homotopy or continuation methods is the augmented Jacobian algorithm; see, e.g., Billups [5] , Georg [15] , aheinboldt [24] , and Watson, Billups, and Morgan [29] . We consider this method in the following basic form. ALGORITHM 1.4. Given 2o E l:t n and V l:t mn such that is nonsingular, determine for k O, 1, ..., where $k satisfies F'(2k)k --F(2k) and Vk O.
Other forms of this algorithm are considered in the 5 n + 1 case in [15] , [24] , and [29] , including forms in [15] and [29] which use a simple least-change secant update (the (first) Broyden update, see [6] and 4 below) to approximate F'. In [15] and [24] , For perspective, we note other recent work which is related to the local convergence analyses for updating algorithms given here. In [6] , a local convergence analysis is given for certain paradigm iterations for solving Problem 1.1 which use least-change secant updates. Although these paradigm iterations are very general in some ways and more or less include the updating algorithms given in this paper, the local convergence analysis in [6] does not apply to the algorithms here. Indeed, the local convergence analysis in [6] is intended to apply to methods for parameter-dependent systems in which some explicit control is exercised over successive parameter values. In particular, the local convergence results of [6] are conditioned on the rate of convergence of the last m components of the iterates to their limits, and nothing can be said about this rate of convergence for the updating algorithms given here. In work independent of that here and in [6] , Martinez [17] [6] and [3] . For completeness, we very briefly review the general definitions of these updates here before introducing the algorithms which We thank one of the referees for suggestions which simplified and shortened our original proof. use them. For more discussion and, in particular, for specific formulas which extend the well-known square-matrix updates to the nonsquare case, see [6] and [3] .
Throughout the following, we assume an affine subspace A c_ R nn is given in which updated matrices are to lie. [6] , obtained with A equal to the set of matrices such that some particular subset of n columns exhibits symmetry.
(iii) The sparse Broyden update of [6] , obtained with A equal to the set of matrices having a particular pattern of sparsity.
(iv) The sparse symmetric update of [3] , obtained with A equal to the set of matrices having a particular pattern of sparsity and such that some particular subset of n columns exhibits symmetry.
To define a least-change inverse secant update, we assume that B is of full rank n.
As in [6] , we assume in particular that the first n columns of B constitute a nonsingular matrix, although we stress that any set of n linearly independent columns of B can be used instead. We write B [B, C] [14] and [6] . Analogous expressions hold for least-change inverse secant updates. [14] and [6] for determining admissible right-hand sides of secant equations. Such a rule is given as a function X which for each pair 2, 2+ E t determines a set X(2, 2+) C_ R n in which admissible right-hand sides lie. In most cases of practical interest, there is no reason for making anything other than the traditional choice, corresponding to X(2, 2+) {F(2+)-F(2)}. However, in some important contexts this may not be the preferred choice, and in some instances it may not be admissible in the analysis which follows. There is an extensive discussion in [14, 3] of choice rules and the conditions they must satisfy in the case of an equal number of equations and unknowns. That discussion is valid here with only minor appropriate changes, and we refer the reader to it.
Our first analogue of Algorithm 1.3 uses direct least-change secant updates. is a "computed part" of F'(2k) and Ak is an "approximated" part maintained by updating. Although these options are often a very important part of practically effective algorithms, we have omitted them here to simplify the exposition. It would be trivial to modify the analysis below to allow the option of not updating; it would be straightforward and not difficult to modify it to allow a "computed part" of F (2k) in each Bk. Under such modifications, the results below would still be valid with only minor appropriate changes.
Our local convergence analysis for Algorithm 2.4 is given in Theorems 2.5 and 2.6 below. Theorem 2.5 addresses the local q-linear convergence of the algorithm; Theorem 2.6 draws more refined conclusions about the asymptotic speed of convergence and, in particular, gives conditions under which the convergence is q-superlinear. We comment further on these theorems and the conditions in them following the proofs.
Our notation and terminology used in association with q-linear and q-superlinear convergence is that of Ortega and Rheinboldt [23, p. [15] and [29] . 4. Some numerical experiments. In this section we discuss some numerical experiments involving the methods of interest here. As indicated in the introduction, our purpose is not to offer a broad computational study but to give some indication of the performance of these methods in their simplest forms and to outline some basic issues associated with them. The only updates we consider are the first and second Broyden updates of [6] We first took F() xl 2x32 + 9x22 12x2, the zero curve of which is a cubic with turning points at The results given in Table 1 for 20 (5, 0) are typical. For starting points farther away from the cubic, greater differences in the performance of the methods became evident. The results given in Table 2 for 20 (0, 5) are typical. A striking feature of these results is that Algorithm 2.8 with the second Broyden update (4.2) did considerably better than Algorithm 2.4 with the first Broyden update (4.1). As it happens, the iterates (which we do not show here) indicated that neither update performed very well on this problem in that each gave rise to occasional steps which led far away from the ultimate limit. However, in all our trials, Algorithm 2.8 with the update (4.2) always performed at least as well as Algorithm 2.4 with the update (4.1) and often did significantly better, as in the case shown here. This is in contrast to the 5 n case, in which the second Broyden update is generally regarded as inferior to the first.
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Another striking feature of the results in Table 2 is that the four methods yielded three markedly distinct points on the curve. In view of the distance of the starting point from the curve, the differences in these points is understandable; however, it might seem surprising that the iterates of Algorithm 2.4 with the update (4.1) and those of the chord method converged to the same point within numerical limits, an event also seen in Table 1 Georg [15] in the n + 1 case. Of course the iterates produced by the chord method and their limit (if it exists) must also lie in this affine subspace. In the case at hand, this affine subspace is just a line in R TABLE 3 ReSults for F(c) x21 x2 with c 0 (1,-1 (4.1) . This may be the case in some circumstances, but the update (4.2) also has possibly unattractive aspects. For one thing, it distinguishes a particular subset of the columns of the matrices being updated, which may be undesirable for a variety of reasons. For another, it may be poorly suited for use in many homotopy algorithms. We have in mind predictor-corrector algorithms in which each predictor step is in a direction approximately tangent to the homotopy zero curve being traced and is followed by a series of corrector steps determined by an algorithm of the type considered here. It is usually desirable to update the current approximate Jacobian following a predictor step as well as after each corrector step. If we denote the current approximate Jacobian at a predictor step by B and the step in an approximate tangent direction by , then B 0 and the denominator of (4.2) is just tTt (--t 2 in the 5 n + 1 case). If we are near a point at which t is small, then this denominator may be very small and the update determined by (4.2) may be numerically unstable. This instability may be compounded in the subsequent corrector iterations: Since the iterates are not constrained to a manifold, it may be difficult to control them and guarantee forward progress along the homotopy zero curve. We note that the first Broyden update (4.1) does not have these potential flaws; indeed, Georg [15] has observed that it may be particularly well suited for updating after a step in an approximate tangent direction in that it effectively incorporates current "tangent information" in the updated approximate Jacobian. However, as we observe above, the update (4.1) cannot incorporate current tangent information after a corrector step. It seems that what is needed is an update which effectively incorporates tangent information on both predictor and corrector steps, does not distinguish a particular subset of the columns of the matrices being updated, and yet yields controllable iterates.
In our second set of experiments, we addressed the effectiveness of the algorithms of interest here in performing the corrector iterations in a highly-developed homotopy method code applied to a real test problem. The code is the HOMPACK suite [29] , which allows the use of predictor-corrector methods with either the normal flow algorithm or an augmented 2acobian algorithm in the corrector steps. (It also offers an ordinary differential equation-based algorithm which we do not consider here.) The normal flow algorithm in HOMPACK is just Algorithm 1.3 with an analytic evaluation of F at each iteration; we refer to the method using it as NF below. The augmented Jacobian algorithm is Algorithm 3.3 with the first Broyden update (4.1) and with V equal to an approximate tangent vector; we refer to the method using it as AJB1 below. In this algorithm, B0 is obtained by an analytic evaluation of F at either the last point on the curve or (if a corrector failure has occurred) the current predictor point.
For our experiments we also included modifications of the HOMPACK method using the normal flow algorithm which implement Algorithm 2.4 with the first Broyden update (4.1) and Algorithm 2.8 with the second Broyden update (4.2) in the corrector steps. We refer to these modified methods respectively as NFB1 and NFB2 below. In these methods, B0 is obtained as in AJB1; all other procedures and strategies, such as step-size selection, are as in NF. We did not use a chord method in these experiments; it is noted in [29] that such methods are rarely cost-effective. We used HOMPACK to solve this test problem, allowing it to construct and track the (four) zero curves of the homotopy map using NF, AJB1, NFB1, and NFB2. In the trials involving NFB1 and NFB2, we allowed up to six corrector iterations before declaring convergence failure, instead of the usual maximum of four in NF, and we used an "ideal" residual reduction factor for the corrector iterations (see [29] ) of .5 instead of the usual default factor of .01 in NF. This extra leeway seemed more appropriate and resulted in better performance for the updating methods. The pertinent performance data for finding the four solutions are given in Table 4 . We emphasize that these data actually reflect a series of corrector iterations from different starting points. Following corrector convergence failure, the starting points are moved toward the zero curve until convergence occurs, and the cost of corrector failures is not simply ignored but is counted. Such testing is more meaningful for homotopy algorithm evaluation than in vacuo tests involving a single set of corrector iterations, since how a scheme performs in conjunction with prediction and stepsize correction strategies is ultimately more important than its performance in isolation. To further observe the behavior of the methods, we allowed HOMPACK to take a single step a distance .5 along the tangent from the initial point of each of the four zero curves of the homotopy map using NF, AJB1, NFB1, and NFB2. Each updating method was allowed just one initial Jacobian evaluation; NF used one Jacobian evaluation per iteration as usual. The methods were allowed to iterate to termination, rather than being restarted closer to the zero curve if convergence did not occur after some maximum number of iterations; thus the number of function evaluations is equal to the number of iterations, which is also the number of Jacobian evaluations for NF. The resulting numbers of function evaluations are given in Table 5 . We believe the data for NFB2 in the successful cases are not as encouraging as they appear, since the return to the zero curve for NFB2 may be erratic and may be to an earlier (already traversed) point on the homotopy curve, which is worthless. [6] and [3] remains to be done. (5) Updates should be sought for predictor-corrector homotopy algorithms which produce iteration sequences having desirable properties, e.g., by effectively incorporating tangent information on both the predictor and corrector steps without distinguishing columns of the matrices being updated.
Appendix. We first outline a local convergence analysis for a very general algorithm formulated as follows. holds. [-l Note that (A.12) and (A.13) are norm-independent in that if either holds in any pair of norms on R n and Rn, then it also holds in every pair of norms on R n and Rn. In Proposition A.6 below, we summarize some particular consequences of Theorem A.5. In Proposition A.6, both (A.17) and the property of q-superlinear convergence are norm-independent; however, the size of r on which q-superlinear convergence is conditioned is norm-dependent. 
