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Abstract
The aim of this paper is to introduce and investigate the concept of pseudo-atoms of a real-valued function m defined on an
effect algebra L; a few examples of pseudo-atoms and atoms are given in the context of null-additive, null–null-additive and
pseudo-null-additive functions and also, some fundamental results for pseudo-atoms under the assumption of null–null-additivity
are established. The notions of total variation |m|, positive variation m+ and negative variation m− of a real-valued function m
on L are studied elaborately and it is proved for a modular measure m (which is of bounded total variation) defined on a D-lattice
L that, m is pseudo-atomic (or atomic) if and only if its total variation |m| is pseudo-atomic (or atomic). Finally, a Jordan type
decomposition theorem for an extended real-valued function m of bounded total variation defined on an effect algebra L is proved
and some properties on decomposed parts of m such as continuity from below, pseudo-atomicity (or atomicity) and being measure,
are discussed. A characterization for the function m to be of bounded total variation is established here and used in proving above-
mentioned Jordan type decomposition theorem.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In 1992, Kôpka defined the D-posets of fuzzy sets in [13], which is closed under the formations of differences
of fuzzy sets, while studying the axiomatical systems of fuzzy sets. The structure of a D-poset supports a non-
commutative measure theory and allows the solution of some problems of non-commutative probability theory,
including some problems of theory of quantum measurement. In the “quantum probability theory” one assume the
occurrence of non-compatible events, that is events that can be tested separately but not simultaneously. Thus the set
of non-compatible events does not fulfil the axioms of Boolean algebra. Therefore Boolean algebra is replaced by
orthomodular lattice or poset [11]. Effect algebra have been introduced by Foulis and Bennet [4] as an algebraic struc-
ture providing an instrument for studying quantum effects that may be unsharp. Effect algebras which are essentially
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in quantum physics [7], in mathematical economics [12,26] and in fuzzy theory [8]. The categorical equivalence of
D-posets and effect algebras is discussed in [11]. For a list of nice examples of effect algebras we refer to [6] and for
some of its properties we refer also to [4] and [5].
Suzuki in 1991 [23], for the first time introduced and investigated the concept of atoms of fuzzy measures. Pap [21]
and Wu and Wu [25] further studied atoms of non-monotone null-additive set functions. Some important contributions
to the study of the theory of atoms can be seen in [14–19,24]. When Congxin and Bo [10] studied atoms, they found a
kind of sets, called pseudo-atoms, which have properties similar to those of atoms. Also giving a characterization for
a set of non-null measure which contains no pseudo-atoms, they obtained decomposition theorems for pseudo-atoms
and also for atoms of a set function.
The concept of an atom of a function m defined on an effect algebra L is introduced and studied in [17]; see
also [18], while here in this paper we put forward the concept of pseudo-atoms of a real-valued function m defined on
an effect algebra L. Section 2 contains prerequisites and basic results on an effect algebra L, which are extensively
used in subsequent sections. In Section 3, after introducing the concept of pseudo-atoms, the relationship between
pseudo-atoms and atoms are explored by means of a few examples in the context of null-additive [17,18], null–null-
additive and pseudo-null-additive functions. Section 4 is equipped with the properties of pseudo-atoms (along with
a few properties of atoms) under the assumption of null–null-additivity. Following [21,22], notions of total variation
|m| [9], positive variation m+ and negative variation m− of a real-valued function m on L, are introduced and studied
in detail in Section 5. It is established for a modular measure [3,9] (which is of bounded total variation) defined on
a D-lattice L that, m is pseudo-atomic (or atomic) if and only if its total variation |m| is pseudo-atomic (or atomic);
the proof is a bit intricate. Finally, a Jordan type decomposition theorem for an extended real-valued function (which
is of bounded total variation on L) is proved. Moreover, it is observed that (i) if m is continuous from below on
a σ -continuous, σ -complete D-lattice L, then its decomposed parts m1 and m2 (which are finite, non-negative and
monotone real-valued functions on L in their own right) are also continuous from below on L and (ii) if m is pseudo-
atomic (or atomic) modular measure on a D-lattice L, then its decomposed parts m1 and m2 are also pseudo-atomic
(or atomic) measure on L. A crucial lemma for total variation |m| is established, which has been used in obtaining
a characterization for a function m to be of bounded total variation. This characterization dominates the proof of the
above mentioned Jordan type decomposition theorem.
2. Preliminaries and basic results
An effect algebra (L;⊕,0,1) is a structure consisting of a set L, two special elements 0 and 1, and a partially
defined binary operation ⊕ on L × L satisfying the following conditions for every a, b, c ∈ L:
(1) If a ⊕ b is defined, then b ⊕ a is defined and a ⊕ b = b ⊕ a.
(2) If b ⊕ c and a ⊕ (b ⊕ c) are defined, then a ⊕ b and (a ⊕ b) ⊕ c are defined and a ⊕ (b ⊕ c) = (a ⊕ b) ⊕ c.
(3) For every a ∈ L, there exists a unique a⊥ ∈ L such that a ⊕ a⊥ is defined and a ⊕ a⊥ = 1.
(4) If a ⊕ 1 is defined, then a = 0.
Throughout the paper, L = (L;⊕,0,1) denotes, in general, an effect algebra. In every effect algebra L, a dual opera-
tion  to ⊕ can be defined as follows: a  c exists and equals b if and only if b ⊕ c exists and equals a. We say that
two elements a, b ∈ L are orthogonal and we write a ⊥ b, if a ⊕ b exists. If a ⊕ b = 1, then b is orthocomplement of
a and write b = a⊥. It is clear that 1⊥ = 0, (a⊥)⊥ = a, a ⊥ 0 and a ⊕ 0 = a, for all a ∈ L. Also for a, b ∈ L, define
a  b if there exists c ∈ L such that a ⊥ c and a ⊕ c = b. It may be proved that  is a partial ordering on L and
0 a  1; a  b ⇔ b⊥  a⊥ and a  b⊥ ⇔ a ⊥ b for a, b ∈ L. If a  b, the element c ∈ L such that c ⊥ a and
a ⊕ c = b is unique, and satisfies the condition c = (a ⊕ b⊥)⊥. In this case we write c = b  a.
For a1, . . . , an ∈ L, we inductively define a1 ⊕ · · · ⊕ an = (a1 ⊕ · · · ⊕ an−1) ⊕ an, provided that the right-hand
side exists. The definition is independent on permutation of the elements. A finite subset {a1, . . . , an} of L is said to
be orthogonal if a1 ⊕ · · · ⊕ an exists. A sequence {an} in L is called orthogonal if, for every n, ⊕in ai exists. If,
moreover supn
⊕
in ai exists, the sum
⊕
n∈N an of an orthogonal sequence {an} in L is defined as supn
⊕
in ai . We
denote by N the set of all positive integers and by R the set of real numbers.
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is a lattice, we say that effect algebra L is a lattice effect algebra (or D-lattice). For elements a, b of D-lattice L, we
set aΔb = (a ∨ b)  (a ∧ b). The notion of σ -continuity of a D-lattice is, as usual, expressed in terms of monotone
sequences: we write an ↑ a (respectively, an ↓ a) whenever {an} is an increasing sequence in L and a = supn an
(respectively, {an} is a decreasing sequence and a = infn an). The lattice (L,) is said to be σ -continuous if an ↑ a
implies an ∧ b ↑ a ∧ b (or equivalently, an ↓ a implies an ∨ b ↓ a ∨ b) for all b ∈ L [1–3,11].
Let us recall the following results which we shall use in the sequel.
2.1. (See [2].) Let a, b, c ∈ L, such that b a and c (a  b). Then b ⊥ c and b ⊕ c a.
2.2. (See [1].)
(i) Let {a1, . . . , an} ⊆ L be orthogonal. If 1  k  n, then {a1, . . . , ak} and {ak+1, . . . , an} are orthogonal and⊕n
i=1 ai =
⊕k
i=1 ai ⊕
⊕n
i=k+1 ai.
(ii) Let {an} be an orthogonal sequence in L and A,B ⊆ N disjoint such that a =⊕n∈A an and b =⊕n∈B an
exist. Then a ⊥ b and a ⊕ b =⊕n∈A∪B an.
2.3. (See [2].) Let L be a σ -complete effect algebra. If {an} is an increasing (respectively, decreasing) sequence, then
supn an (respectively, infn an) exists.
2.4. (i) A function m on L with values in R is called a measure if a, b ∈ L, a ⊥ b implies m(a ⊕ b) = m(a)+m(b).
It is easy to see that m is a measure if and only if b  a implies m(a) = m(b) + m(a  b). Obviously for a
measure m, we have: m(0) = 0, and m is monotone [3].
(ii) Let a0, a1, . . . , an be in L with a0  a1  · · · an and let bi = ai  ai−1 for every i ∈ {1,2, . . . , n}. Then
{b1, b2, . . . , bn} is orthogonal and b1 ⊕ b2 ⊕ · · · ⊕ bn = an  a0 [2].
2.5. Assume that a, b, c are elements of an effect algebra L.
(i) If a  b, then b = a ⊕ (b  a) [1].
(ii) If a  b, then b  a  b and b  (b  a) = a [11].
(iii) If a  b c, then a ⊕ (c  b) = c  (b  a) and (c  b) ⊕ (b  a) = (c  a) [2].
(iv) If a  b c, then (c  b) (c  a) and (c  a)  (c  b) = (b  a) [11].
(v) If a ⊥ b, then a  a ⊕ b and (a ⊕ b)  a = b [1].
(vi) If a ⊥ b and a ⊕ b c, then c  (a ⊕ b) = (c  a)  b = (c  b)  a [11].
2.6. (See [3].) Assume that a, b, {bn}∞n=1 are elements in a D-lattice L.
(i) If bn ↓ b and a ⊥ bn for each n, then a ⊕ bn ↓ a ⊕ b.
(ii) If bn ↓ b and a  bn for each n, then a  bn ↑ a  b.
(iii) If bn ↓ b and a  bn for each n, then bn  a ↓ b  a.
(iv) If bn ↑ b and a  bn for each n, then a  bn ↓ a  b.
3. Pseudo-atoms in an effect algebra
Let m be an extended real-valued function defined on an effect algebra L. We have the following definitions.
Definition 3.1. m is called monotone, if we have m(a)m(b), whenever a, b ∈ L and a  b; m is called exhaustive,
if we have limn→∞ m(an) = 0 for any orthogonal sequence {an} of elements from L; m is called order continuous
(at 0) if limn→∞ m(an) = 0 whenever an ↓ 0.
Example 3.1. Let E = {0,1, 12 , 13 , . . . , 1p , . . .}. Let us define: for each 1p , 0 ⊕ 1p = 1p , 1p ⊕ 1p = 1, 0 ⊕ 1 = 1 and if
p = q , 1
p
⊕ 1
q
cannot be defined. Evidently E is an effect algebra. Let us consider the function m : E → [0,1] defined
by m(x) = 1 if x = 1, and otherwise m(x) = 0. Then one can observe that m is a monotone, exhaustive and order
continuous function.
Definition 3.2. m is called continuous from below (respectively, continuous from above), if an ∈ L, an  an+1,
n ∈ N ⇒ m(∨∞n=1 an) = limn→∞ m(an), provided ∨∞n=1 an exists (respectively, if an ∈ L, an  an+1, n ∈ N and
m(a1) < ∞ ⇒ m(∧∞n=1 an) = limn→∞ m(an), provided ∧∞n=1 an exists).
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and order continuous function, then m is exhaustive.
Proof. Let {an} be a orthogonal sequence of elements in L. In view of 2.2 and since an ⊕∞i=n an and⊕∞i=n an ↓ 0,
by monotonicity and order continuity of m, the assertion follows. 
Theorem 3.1. Let m : L → [0,∞] be a monotone function defined on a σ -complete effect algebra L, with m(0) = 0.
Then m is exhaustive if and only if m(anΔam) → 0 as n,m → ∞ for any monotone sequence {an} in L (which is
called m-Cauchy).
Proof. Let m be exhaustive. Suppose that {an} is an increasing sequence but not m-Cauchy. Then there exists ε > 0
and a subsequence {ank }∞k=1 of {an} such that
m(ank+1  ank ) = m(ank+1Δank ) ε, ∀n k.
Put bk = ank+1  ank (k ∈ N). Then by 2.4(ii), {bk} is an orthogonal sequence and limk→∞ m(bk) ε, which contra-
dicts that m is exhaustive.
Conversely, if {an} is an orthogonal sequence in L, then⊕n∈N an exists and we have bn =⊕∞i=n an ↓ 0 as n → ∞.
Thus {bn} is m-Cauchy and so we obtain,
lim
n→∞m(an) = limn→∞m(bn  bn+1) = limk→∞m(bnΔbn+1) = 0. 
Proposition 3.2. Let m : L → [0,∞] be a monotone, exhaustive and continuous from below function defined on a
σ -complete D-lattice L, with m(0) = 0. Then m is order continuous.
Proof. Let an ↓ 0, an ∈ L, n ∈N. For any fixed n ∈N, using 2.6(ii), we get an  am ↑ an as m → ∞ (as an  am for
m n). Consequently, limm→∞ m(an  am) = m(an). Now, for a given ε > 0, choose n1, n2 ∈ N such that m(an) <
m(an  am) + ε2 , for all m n1, and m(anΔam) < ε2 for all n,m n2. Now, for m n n0 (n0 = max{n1, n2}) we
obtain,
m(an) < m(an  am) + ε2 = m(anΔam) +
ε
2
< ε,
showing that limn→∞ m(an) = 0.
Aliter. Let us suppose on the contrary. Then there exists an ε0 > 0 and a sequence {an} with an ↓ 0, and m(an) > ε0
(n ∈N). Since (using 2.6(ii)), (ak  an) ↑ ak as n → ∞, for any fixed k and m is continuous from below, we get
lim
n→∞m(a1  an) = m(a1) > ε0.
Thus there exists an n(1) such that m(a1 an(1)) > ε0. In the same way, since limn→∞ m(an(1)an) = m(an(1)) > ε0,
choose n(2) > n(1) with m(an(1)  an(2)) > ε0. Thus, we obtain a subsequence {n(k)} of N such that
n(1) < n(2) < · · · and m(an(k)  an(k+1)) > ε0.
Put bk = a⊥n(k)  a⊥n(k+1) (k ∈ N), by use of 2.4(ii) and 2.5(iv), we obtain orthogonal sequence {bk} of elements in L,
with m(bk) > ε0, which contradicts the fact that m is exhaustive. 
Remark 3.1. Exhaustivity of m is an essential condition for the above proposition; consider the σ -complete effect
algebra E of Example 3.1. Define m(0) = 0 and m(x) = 1, when x ∈ {1, 12 , 13 , . . . , 1p , . . .}. Then m is monotone,
continuous from below but not order continuous (observe that m is not exhaustive).
Proposition 3.3. Let m : L → [0,∞) be a function defined on an σ -complete effect algebra L, with m(0) = 0. If m is
monotone and continuous from above, then m is order continuous.
Proof. In view of 2.3, the assertion follows. 
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whenever a, b ∈ L, a ⊥ b and m(b) = 0.
Example 3.2. Let E = {0, a, b, c,1}. Let us define: a⊕b = b⊕a = c, b⊕c = c⊕b = a⊕a = 1 and let x⊕0 = 0⊕x
for all x ∈ E. Then one can easily see that E is a lattice effect algebra. Consider two functions m1 and m2 : E → [0,1]
as follows:
(i) m1(x) = 1 if x ∈ {c,1}, and otherwise m1(x) = 0,
(ii) m2(x) = 1 if x ∈ {0, a, c,1}, and m2(b) = 0.
Then m1 is not a null-additive function, while m2 is a null-additive function.
Example 3.3. Let E = {0, a, b, c, d, e,1}. Let us define: a⊕b = b⊕a = c, b⊕c = c⊕b = a⊕d = d ⊕a = e⊕e = 1
and let x ⊕ 0 = 0 ⊕ x for all x ∈ E. Then one can easily see that E is an effect algebra. Consider two functions m1
and m2 : E → [0,1] as follows:
(i) m1(x) = 1 if x ∈ {0, a, c}, and otherwise m1(x) = 0,
(ii) m2(x) = 1 if x ∈ {a, c,1}, and otherwise m2(x) = 0.
Then both m1 and m2 are not null-additive functions.
Proposition 3.4. Let m : L → [0,∞] be a function defined on L. Then the following conditions are equivalent:
(i) m is null-additive.
(ii) If a, b ∈ L, a ⊥ b, b a and m(b) = 0, then m(a  b) = m(a).
Definition 3.4. A function m : L →R (or [0,∞]) with m(0) = 0 is called pseudo-null-additive, if
(i) m is monotone.
(ii) m(b ⊕ c) = m(c), whenever a, b, c ∈ L, b ⊥ c, b, c a and m(a  b) = m(a).
It may be observed that notions of null-additivity and pseudo-null-additivity are independent to each other.
Example 3.4. Let us consider the effect algebra E given in Example 3.2 and a function m : L → [0,1] as follows:
m(x) = 0 if x ∈ {0, a}, m(x) = 1 if x ∈ {c,1} and m(b) = 12 . Then m is not a pseudo-null-additive function.
Example 3.5. Let us consider the effect algebra E given in Example 3.3 and a function m : L → [0,1] as follows:
m(x) = 0 if x ∈ {0, b, d, e}, and m(x) = 1 if x ∈ {a, c,1}. Then m is a pseudo-null-additive function.
Definition 3.5. A function m : L → R (or [0,∞]) is called null–null-additive, if m(a ⊕ b) = 0, whenever a, b ∈ L,
a ⊥ b and m(a) = m(b) = 0.
Example 3.6. (i) Let us consider the effect algebra defined in Example 3.2 and two functions m1 and m2 : L → [0,1]
as follows:
(i) m1(x) = 0 if x ∈ {0, a,1}, m1(b) = 12 , and m1(c) = 1.
(ii) m2(x) = 0 if x ∈ {0, a}, m2(x) = 1 if x ∈ {c,1}, and m2(b) = 12 .
Then m1 is a null–null-additive function, while m2 is not a null–null-additive function.
(ii) In Example 3.5, m is not a null–null-additive function.
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3.6(i), m1 is null–null-additive but not a null-additive function.
Now we introduce the concept of pseudo-atom and atom of a real-valued (or [0,∞]-valued) function m defined on
an effect algebra L and establish some relations between pseudo-atoms and atoms.
Definition 3.6. An element a ∈ L with m(a) = 0 is called a pseudo-atom of a function m, if b ∈ L, b a implies
(i) m(b) = 0, or
(ii) m(a) = m(b).
In case there are no pseudo-atoms of m on L, m is called non-pseudo-atomic on L.
Remark 3.3. Using 2.5(ii), one can observe that for a pseudo-null-additive function m with m(0) = 0, condition (ii)
in Definition 3.6 implies m(a  b) = 0 for a, b ∈ L with b a and m(a) = 0.
Remark 3.4. Let a ∈ L be a pseudo-atom of m and b ∈ L,b  a with m(b) > 0. Then b is also a pseudo-atom of
m and m(a) = m(b). Hence, one can deduce that if a1 and a2 be two pseudo-atoms of m with m(a1 ∧ a2) > 0, then
a1 ∧ a2 is a pseudo-atom of m and m(a1 ∧ a2) = m(a1) = m(a2).
Definition 3.7. An element a ∈ L with m(a) = 0 is called an atom of m, if for a, b ∈ L with b a,
(i) m(b) = 0; or
(ii) m(a  b) = 0.
In case there are no atoms of m in L, m is called non-atomic (cf. [17]) on L.
Remark 3.5. (i) For a null-additive function m, the condition m(a  b) = 0 implies m(a) = m(b). Since b ⊕ a⊥  b,
we get (b ⊕ a⊥)⊥  b⊥, i.e. a  b  b⊥. Hence b ⊕ (a  b) exists and therefore from null-additivity of m, we get
m(b ⊕ (a  b)) = m(b), that is m(a) = m(b).
(ii) Using 2.5(iv), one can observe that if a ∈ L is an atom of a measure m, then any element b ∈ L, b  a with
m(b) = 0 is also an atom of m.
Remark 3.6. By Remark 3.5(i), for a null-additive function, its atom is also its pseudo-atom. But in this case the
converse need not be true, that is we can find a null-additive function m such that there exists a pseudo-atom of m
which is not an atom of m (see the following Example 3.7(i)). By Remark 3.3, for a pseudo-null-additive function m,
with m(0) = 0, its pseudo-atom is also its atom. In this case also, the converse need not be true (see the following
Example 3.7(ii)).
Example 3.7. Let us consider the effect algebra E given in Example 3.2 and two functions m3 and m4 : E → [0,1] as
follows:
(i) m3(x) = 1 if x ∈ {0, a, c,1}, and m3(b) = 0;
(ii) m4(x) = 1 if x ∈ {c,1}, m4(x) = 0 if x ∈ {0, b}, and m4(a) = 12 .
Then m3 is a null-additive function for which 0, a, c and 1 are pseudo-atoms but not atoms, and m4 is a pseudo-null-
additive function for which c is an atom but not a pseudo-atom.
Remark 3.7. In the view of the above illustrations, we can divide the family of all atoms and pseudo-atoms into three
classes: Class I is the family of pseudo-atoms which are not atoms, Class II is the family of atoms which are not
pseudo-atoms, and Class III is the family of atoms that are also pseudo-atoms. It is obvious by Example 3.7(i) and
Remark 3.6 that Class II is empty for a null-additive function, while Example 3.7(ii) and Remark 3.6 imply that Class I
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and an atom of a function m coincide.
4. Properties of pseudo-atoms and atoms
In this section, we will present a glimpse of properties of pseudo-atoms and atoms of a [0,∞]-valued function
defined on an effect algebra L.
Definition 4.1. An element a ∈ L with m(a) > 0 is said to have an atom (or pseudo-atom) of m if there exists b ∈ L
with b a such that b is an atom (or pseudo-atom) of m.
Proposition 4.1. Let m be a bounded, null-additive and exhaustive function, defined on an σ -complete effect algebra
L. If each a ∈ L with m(a) > 0 contains an atom of m, then there exist at most a countable number of pairwise
orthogonal atoms ai from L with ai  a (i ∈ I ), such that m(a ⊕i∈I ai) = 0, where each element a ∈ L contains
at most a countable number of distinct atoms of m.
Proof. Let a ∈ L with m(a) > 0. If a itself is an atom of m, then the theorem is proved. Otherwise, we take a1 ∈ L,
a1  a, which is an atom of m such that
m(a1) >
1
2
sup
{
m(c): c a, c is an atom of m
}
.
Then either m(a  a1) = 0 and then the theorem is proved, or m(a  a1) > 0 and in this case we have a2 ∈ L,
a2  a  a1, which is an atom of m and such that
m(a2) >
1
2
sup
{
m(c): c a  a1, c is an atom of m
}
.
Now let us consider (a  a1)  a2  a. Then either m((a  a1)  a2) = 0, i.e. with the aid of 2.1 and 2.5(vi),
m((a  a1)  a2) = m(a  (a1 ⊕ a2)) = 0, and then the theorem is proved or m(a  (a1 ⊕ a2)) > 0 and in this case
we have a3 ∈ L, a3  a  (a1 ⊕ a2), which is an atom of m and such that
m(a3) >
1
2
sup
{
m(c): c a  (a1 ⊕ a2), c is an atom of m
}
.
By the successive use of 2.1 and 2.5(vi), inductively at the j th stage, either we have m(a ⊕j−1i=1 ai) = 0 and then
the theorem is proved or m(a ⊕j−1i=1 ai) > 0 and in this case, continuing the above procedure, we obtain a sequence
{ai} of pairwise orthogonal atoms of m from L such that aj ∈ L, aj  a ⊕j−1i=1 ai , for all j ∈N and
m(aj ) >
1
2
sup
{
m(c): c
(
a 
j−1⊕
i=1
ai
)
, c is an atom of m
}
. (1)
We claim that m(a ⊕∞i=1 ai) = 0. If we suppose on contrary that m(a ⊕∞i=1 ai) > 0, then there exists a1 ∈ L,
a1  (a ⊕∞i=1 ai), and a1 is an atom of m. Now using 2.2 and 2.5(iv), we get a1  (a ⊕∞i=1 ai) (a ⊕j−1i=1 ai)
and therefore (1) yields that
2m(aj ) > m
(
a1
)
(j ∈N).
Finally, exhaustivity of m yields that m(a1) = 0, which contradicts the fact that a1 is an atom of m. 
Proposition 4.2. Let {mi} (i = 1,2, . . . , n) (n ∈N) be a finite family of non-atomic functions on L and m =∑mi or
m =∨mi (the smallest function greater than or equal to each mi). Then m is non-atomic.
Proof. Let a ∈ L with m(a) > 0. Then there exists mi (1 i  n) such that mi(a) > 0. Since mi is non-atomic, there
exists b ∈ L, b  a such that mi(b) > 0 and mi(a  b) > 0. But then m(b) > 0 and m(a  b) > 0, which yields that
m is non-atomic. 
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continuous), denoted by μ  m, if m(a) = 0, a ∈ L implies μ(a) = 0 [17].
Proposition 4.3. If a ∈ L is an atom of m and μ  m, then a is an atom of μ, when μ(a) > 0.
Proof. Let a ∈ L be an atom of m. Then, for a given b ∈ L with b  a, either m(b) = 0 or m(a  b) = 0. Hence by
μ  m, at least one of μ(b) or μ(a  b) is equal to 0, and this proves the result. 
Definition 4.3. A function μ : L → [0,∞] is said to be singular with respect to m, denoted by μSm, if, for a given
a ∈ L, there exists b ∈ L, b a such that μ(a) = μ(b) and m(b) = 0.
Proposition 4.4. Let λ and μ be [0,∞]-valued functions on L and m = μ + λ, where μSλ and m  μ. If m is
non-atomic, then so is μ.
Proof. Let a ∈ L with μ(a) > 0. Since μSλ, there exists b ∈ L, b  a such that μ(a) = μ(b) and λ(b) = 0. Of
course m(b) > 0. If m is non-atomic, then there exists c ∈ L, c b such that m(c) > 0 and m(b c) > 0. Necessarily
μ(c) > 0 and μ(b  c) > 0, which yields that μ is non-atomic. 
Theorem 4.1. Let m be a finite, monotone and continuous from above function defined on an σ -complete effect
algebra L, with m(0) = 0. Let a ∈ L with m(a) > 0. Then a does not contain any pseudo-atom of m if and only if for
each a0 ∈ L, a0  a with m(a0) > 0 and ε > 0 there exist b a0 such that 0 < m(b) ε.
Proof. The if part. If for a given a ∈ L with m(a) > 0, a0  a is a pseudo-atom of m, then choose ε0 ∈ R such
that 0 < ε0  m(a0), and by hypothesis there exists b ∈ L with b  a0 and 0 < m(b)  ε0. Further, since a0 ∈ L is
a pseudo-atom of m, we have m(a0) = m(b). Therefore m(a0) ε0, a contradiction.
The only if part. Let us suppose that a ∈ L with m(a) > 0 and a has no pseudo-atom. Also assume that there exist
a0 ∈ L, a0  a with m(a0) > 0 and ε0 > 0 such that b a0 with m(b) > 0, we have m(b) > ε0. Define
ε1 = inf
{
m(b): b a0, m(b) > 0
}
.
(Obviously a0  ε1.) Take a1  a0 such that m(a1) > 0 and ε1 m(a1) < ε1 + 1. Again define
ε2 = inf
{
m(b): b a1, m(b) > 0
}
.
Take a2  a1 such that ε2  m(a2) < ε2 + 12 . Proceeding in the same way, we obtain two sequences {εn} and {an}
such that
ε0  ε1  ε2  · · ·m(a), a  a0  a1  a2  a3  · · ·
and
εn m(an) < εn + 12n−1 (n ∈N),
where
εn = inf
{
m(b): b an, m(b) > 0
}
.
In view of 2.3, put b0 = ∧∞n=1 an. Then m(b0) = m(∧∞n=1 an) = limn→∞ m(an) = limn→∞ εn  ε0 > 0. Let
b ∈ L with b  b0 and m(b) > 0. Then by the definition of εn, we get m(b0)  m(b)  εn for any n. Thus
m(b) limn→∞ εn = m(b0). Hence we get m(b0) = m(b), which yields that a ∈ L with m(a) > 0 contains a pseudo-
atom b0. 
Proposition 4.5. Let m be a null–null-additive function with m(0) = 0 and let a1 and a2 be two orthogonal pseudo-
atoms of m with m(a1 ∧ a2) = 0. Then a1  (a1 ∧ a2) and a2  (a1 ∧ a2) are two orthogonal pseudo-atoms of m and
m(a1  (a1 ∧ a2)) = m(a1), m(a2  (a1 ∧ a2)) = m(a2).
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since m(a1∧a2) = 0 and m is null–null-additive, we get m(a1) = m((a1∧a2)⊕(a1(a1∧a2))) = 0. It contradicts the
fact that a1 is a pseudo-atom of m. Hence m(a1  (a1 ∧ a2)) > 0. Again since a1  (a1 ∧ a2) a1 and a1 is a pseudo-
atom of m, by Remark 3.4, we obtain that a1  (a1 ∧ a2) is a pseudo-atom of m and m(a1  (a1 ∧ a2)) = m(a1).
Similarly, a2  (a1 ∧ a2) is also a pseudo-atom of m and m(a2  (a1 ∧ a2)) = m(a2).
Also, a1  (a1 ∧ a2)  a⊥2  ((a2  (a1 ∧ a2))⊥ implies that (a1  (a1 ∧ a2)) ⊕ (a2  (a1 ∧ a2)) exists. Hence
a1  (a1 ∧ a2) and a2  (a1 ∧ a2) are orthogonal pseudo-atoms of m. 
Theorem 4.2. Let m be a null–null-additive function and a1 and a2 be two orthogonal pseudo-atoms of m. Then there
exist orthogonal elements a01, a11 and a21 such that either each ai1 is a pseudo-atom of m or m(ai1) = 0 (i = 0,1,2)
and also a1 ⊕ a2 = a01 ⊕ a01 ⊕ a11 ⊕ a21.
Proof. Let a01 = a1 ∧a2, a11 = a1  (a1 ∧a2) and a21 = a2  (a1 ∧a2). Since a1 and a2 are orthogonal pseudo-atoms
of m, we get
a1 ⊕ a2 = a01 ⊕ a01 ⊕ a11 ⊕ a21. (2)
Now let us consider the following four cases:
Case (i). Let m(a1 ∧ a2) = 0. Then by Proposition 4.5, we have that in (2), a11 and a21 are pseudo-atoms of m and
m(ai1) = m(ai) (i = 1,2), m(a01) = 0.
Case (ii). Let m(a1 ∧ a2) > 0 and m(ai  (a1 ∧ a2)) > 0 (i = 1,2). Since ai  (a1 ∧ a2)  ai (i = 1,2) and ai
(i = 1,2) are pseudo-atoms of m, we get by Remark 3.4 that ai1 (i = 1,2) are pseudo-atoms of m and m(ai1) = m(ai)
(i = 1,2). Moreover, we have that a01 is a pseudo-atom of m and m(a01) = m(a1) = m(a2). Hence in (2), ai1 are all
pseudo-atom of m and m(ai1) = m(a1) = m(a2) (i = 0,1,2).
Case (iii). Let us suppose that m(a1 ∧ a2) > 0 and one of m(ai  (a1 ∧ a2)) = 0 (i = 1,2) holds. Assume that
m(a11) = 0 and m(a21) > 0. By similar argument as in case (ii), one can conclude that a01 and a21 are pseudo-atoms
of m. Therefore in (2), a01 and a21 are pseudo-atoms of m and m(ai1) = m(a1) = m(a2) (i = 0,2) and m(a11) = 0.
Case (iv). Now let us suppose that m(a01) = m(a1 ∧ a2) > 0 and m(ai1) = m(ai  (a1 ∧ a2)) = 0 (i = 1,2). By
similar arguments as in case (iii), one can conclude that, in (2), a01 is a pseudo-atom of m and m(a01) = m(a1) =
m(a2); m(a11) = m(a21) = 0. 
Corollary 4.1. Let m be a null–null-additive function and a1 and a2 are two orthogonal pseudo-atoms of m. If
m(a1 ∧ a2) > 0 and m(ai  (a1 ∧ a2)) = 0 (i = 1,2), then a01 = a1 ∧ a2 is a pseudo-atom of m and there is an
element, say a31 ∈ L with m(a31) = 0 such that a01 ⊥ a31 and a1 ⊕ a2 = a01 ⊕ a01 ⊕ a31.
Proof. From case (iv) of Theorem 4.2, when m(a1 ∧ a2) > 0 and m(ai  (a1 ∧ a2)) = 0 (i = 1,2), we obtain that
a1 ⊕ a2 = a01 ⊕ a01 ⊕ a11 ⊕ a21, where m(a01) = m(a1) = m(a2) and m(a11) = m(a21) = 0. Let us take a31 =
a11 ⊕ a21. Further since m is null–null-additive, we have the assertions. 
Corollary 4.2. Let m be a null–null-additive function and a1 and a2 be pseudo-atoms of m. If m(a1) = m(a2), then
the following three inequalities do not hold simultaneously:
m(a1 ∧ a2) > 0, m
(
a1  (a1 ∧ a2)
)
> 0, m
(
a2  (a1 ∧ a2)
)
> 0.
5. A Jordan type decomposition theorem
We shall now introduce the notion of variations on an effect algebra L.
Definition 5.1. Let m be a real-valued function defined on L, with m(0) = 0. For every a ∈ L, we define
|m|(a) = sup
n∑∣∣m(ai) − m(ai−1)∣∣,i=1
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n∑
i=1
max
{
m(ai) − m(ai−1),0
}
,
m−(a) = sup
n∑
i=1
max
{−(m(ai) − m(ai−1)),0},
where the supremums are taken over all finite chains {ai} in L connecting 0 and a, that is, 0 = a0  a1  · · · an = a,
ai ∈ L, i = 1,2, . . . , n (n ∈ N). We call |m|, m+ and m−, the total variation [9], positive variation and negative
variation of m, respectively. The function m is said to be of bounded total variation (on L) if |m|(1) < ∞. It is
obvious to observe that |m|(1) < ∞ if and only if m+(1) < ∞ and m−(1) < ∞.
Remark 5.1. If m is a [0,∞]-valued monotone function defined on L, with m(0) = 0, then for a ∈ L, |m|(a) = m(a).
Proposition 5.1. Let m be a real-valued function defined on L, with m(0) = 0. Then the total variation |m| of m has
the following properties for a ∈ L:
(i) 0 |m|(a)∞;
(ii) |m|(0) = 0;
(iii) |m(a)| |m|(a);
(iv) |m| is monotone;
(v) sup{|m(b)|: b a, b ∈ L} |m|(a);
(vi) |m|(a) = 0 if and only if m(b) = 0 for every b a, b ∈ L.
Proposition 5.2. Let m be a real-valued function defined on L, with m(0) = 0. Then the positive and negative variation
of m, m+ and m− have the following properties for a ∈ L:
(i) 0m+(a)∞, 0m−(a)∞;
(ii) m+(0) = m−(0) = 0;
(iii) m+ and m− are monotone;
(iv) m+ = (−m)−, m− = (−m)+;
(v) |m|(a) = 0 if and only if m+(a) = m−(a) = 0;
(vi) m+(a)m(a)−m−(a).
Moreover, if m is of bounded total variation defined on L, then
(vii) m = m+ − m−;
(viii) |m| = m+ + m−;
(ix) m+ = 12 (|m| + m), m− = 12 (|m| − m).
Proof. Parts (i)–(vii) are the immediate consequences of Definition 5.1.
(viii) For a ∈ L, let us consider the chain 0 = a0  a1  · · ·  an = a, ai ∈ L, i = 1,2, . . . , n. Since |m(ai) −
m(ai−1)| = max{m(ai) − m(ai−1),0} + max{−(m(ai) − m(ai−1)),0}, we get
|m|(a)m+(a) + m−(a). (3)
For the reverse inequality, consider an arbitrary ε > 0. Choose a chain 0 = a0  a1  · · ·  an = a, ai ∈ L,
i = 1,2, . . . , n, such that
n∑
i=1
max
{
m(ai) − m(ai−1),0
}
> m+(a) − ε. (4)
Let S1 be a subchain which consists of chain pairs {ai−1, ai} for which∑∣∣m(ai) − m(ai−1)∣∣> m+(a) − ε (5)
S1
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∑
S1
denotes the summation over the subchain S1. Further, let S2 denotes the subchain which consists
of chain pairs {ai−1, ai} of the rest with respect to S1. Then we have∑
S1
∣∣m(ai) − m(ai−1)∣∣−∑
S2
∣∣m(ai) − m(ai−1)∣∣= m(a). (6)
Hence∑
S2
∣∣m(ai) − m(ai−1)∣∣=∑
S1
∣∣m(ai) − m(ai−1)∣∣− m(a) > m+(a) − m(a) − ε = m−(a) − ε. (7)
Further since,
n∑
i=1
∣∣m(ai) − m(ai−1)∣∣=∑
S1
∣∣m(ai) − m(ai−1)∣∣+∑
S2
∣∣m(ai) − m(ai−1)∣∣,
using (4) and (7), we get
n∑
i=1
∣∣m(ai) − m(ai−1)∣∣> m+(a) + m−(a) − 2ε. (8)
Since ε > 0 is arbitrary, by inequalities (3) and (8), we have the desired conclusion.
(ix) This result follows from (vii) and (viii). 
Theorem 5.1. Let m be a function of bounded total variation defined on L. If there exist monotone real-valued
functions ν1 and ν2 defined on L such that m = ν1 − ν2, with ν1(0) = ν2(0) = 0, then ν1 m+ and ν2 m−, where
m+ and m− are the positive and negative variations of m, respectively. Moreover, there exists a non-negative function
ν defined on L, with ν(0) = 0, such that ν1 = m+ + ν and ν2 = m− + ν.
Proof. By Proposition 5.2(vii), we get m+ − m− = m = ν1 − ν2, and then ν1 − m+ = ν2 − m−. To prove the first
part of the theorem, it is sufficient to prove that ν1 − m+  0.
For a ∈ L and arbitrary ε > 0, there exists a chain 0 = a0  a1  · · · an = a, ai ∈ L, i = 1,2, . . . , n, such that
m+(a) − ε <
n∑
i=1
max
{
m(ai) − m(ai−1),0
}=∑
i′
[
m(ai′) − m(ai′−1)
]
,
where
∑
i′ is taken over those i for which m(ai) − m(ai−1)  0. Now, using m = ν1 − ν2 and monotonicity of ν1
and ν2, we have∑
i′
[
m(ai′) − m(ai′−1)
]=∑
i′
[
ν1(ai′) − ν1(ai′−1)
]−∑
i′
[
ν2(ai′) − ν2(ai′−1)
]

∑
i′
[
ν1(ai′) − ν1(ai′−1)
]

n∑
i=1
[
ν1(ai) − ν1(ai−1)
]
= ν1(a),
which yields that m+(a) − ε < ν1(a). Since ε > 0 is arbitrary, we have the desired conclusion.
Putting ν = ν1 − m+ = ν2 − m−, the second part of the theorem is proved. 
Lemma 5.1. Let a, b ∈ L and b a. If |m|(b) < ∞, then |m(a) − m(b)| |m|(a) − |m|(b).
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i = 1,2, . . . , n, such that
|m|(b) − ε <
n∑
i=1
∣∣m(ai) − m(ai−1)∣∣.
Now let us consider the chain 0 = a0  a1  · · · an = b an+1 = a, ai ∈ L, i = 1,2, . . . , n. For this special chain,
we have the preceding inequality as
n+1∑
i=1
∣∣m(ai) − m(ai−1)∣∣− (|m|(b) − ε)> ∣∣m(a) − m(b)∣∣.
The definition of |m|(a) yields that
|m|(a) > (|m|(b) − ε)+ ∣∣m(a) − m(b)∣∣,
which further yields that
|m|(a) − |m|(b) + ε > ∣∣m(a) − m(b)∣∣.
Since ε > 0 is arbitrary, we have the desired inequality. 
Theorem 5.2. A real-valued function m defined on L, with m(0) = 0 is of bounded total variation if and only if there
exists a monotone real-valued function ν defined on L such that |m(a) − m(b)| ν(a) − ν(b) holds for any a, b ∈ L
and b a.
Proof. First, let us suppose that m is of bounded total variation. Putting ν = |m|, by Proposition 5.1(iv), we get ν is
monotone and by Lemma 5.1, we get for a, b ∈ L and b a, |m(a) − m(b)| ν(a) − ν(b).
Conversely, if ν is monotone real-valued function defined on L which satisfy the given inequality, then for an
arbitrary but fixed chain 0 = a0  a1  · · · an = 1, ai ∈ L, i = 1,2, . . . , n, we have
n∑
i=1
∣∣m(ai) − m(ai−1)∣∣ n∑
i=1
(
ν(ai) − ν(ai−1)
)= ν(1) − ν(0).
Thus by definition of |m|(1), we get
|m|(1) ν(1) − ν(0).
Hence m is of bounded variation. 
Proposition 5.3. Let m be a function of bounded total variation defined on an σ -complete effect algebra L. If its total
variation |m| is continuous from below (respectively, continuous from above), then so is m.
Proof. Let {an} be an increasing sequence of elements in L. By Lemma 5.1 and in view of 2.3, we have the following
inequality:∣∣∣∣∣m
( ∞∨
n=1
an
)
− m(an)
∣∣∣∣∣ |m|
( ∞∨
n=1
an
)
− |m|(an),
and hence m is continuous from below.
By similar arguments, we can prove that m is continuous from above. 
Proposition 5.4. Let m be a function of bounded total variation defined on L, with m(0) = 0. If its total variation |m|
is order continuous, then so is m.
Proposition 5.5. Let m be a function of bounded total variation defined on a σ -complete effect algebra L, with
m(0) = 0. If its total variation |m| is exhaustive, then so is m.
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Then
(i) m is continuous from below if and only if its total variation |m| is continuous from below.
(ii) m is continuous from below if and only if its positive and negative variations m+ and m− are continuous from
below.
Proof. (i) The if part. Follows from Proposition 5.3.
The only if part. Let {an} be an increasing sequence of elements in L. Let us consider an arbitrary (finite) family
{bi}1ik of elements from L. Consider the finite chain 0 = b0  b1  · · · bk =∨∞n=1 an. Since (bi ∧ an) ↑ bi as
n → ∞ for each fixed i (1 i  k) and m is continuous from below, we get
k∑
i=1
∣∣m(bi) − m(bi−1)∣∣= k∑
i=1
∣∣∣ lim
n→∞m(bi ∧ an) − limn→∞m(bi−1 ∧ an)
∣∣∣
=
k∑
i=1
lim
n→∞
∣∣m(bi ∧ an) − m(bi−1 ∧ an)∣∣
= lim
n→∞
k∑
i=1
∣∣m(bi ∧ an) − m(bi−1 ∧ an)∣∣.
Since the chain 0 = b0 ∧ an  b1 ∧ an  · · · bk ∧ an = an, is a chain connecting 0 to an, by definition of |m|(an),
we get
k∑
i=1
∣∣m(bi) − m(bi−1)∣∣ lim
n→∞|m|(an).
Further, since the family {bi}1ik is arbitrary, by last inequality we get
|m|
( ∞∨
n=1
an
)
 lim
n→∞|m|(an).
Since the reverse inequality follows from the monotonicity of |m|, we obtain the desired result.
(ii) is immediate consequence of (i) and Proposition 5.2(vii), (viii) and (ix). 
Proposition 5.6. (See [9].) Let L be a D-lattice and m : L →R be a measure which is modular. Then
(a) |m| is modular.
(b) |m|(a ⊕ b) = |m|(a) + |m|(b) whenever a, b ∈ L and a ⊥ b.
(c) |m|(a) = sup{∑ni=1 |m(ai)|: n ∈N, ⊕ni=1 ai = a} for every a ∈ L.
(d) If m is strongly continuous, then |m| is a strongly continuous bounded positive measure.
Theorem 5.4. Let m be a real-valued measure, of bounded total variation, defined on a D-lattice L, which is modular.
Then m is pseudo-atomic (or atomic) if and only if |m| is pseudo-atomic (or atomic).
Proof. To prove the theorem, we will prove that a ∈ L is a m-pseudo-atom if and only if a ∈ L is a |m|-pseudo-atom.
Let us suppose that a ∈ L is a |m|-pseudo-atom. Then we can choose b ∈ L with b  a such that m(b) = 0. Obvi-
ously |m|(b) = 0. By Proposition 5.6, since |m| is a measure, we get |m|(a  b) = 0. Further by Proposition 5.2(vi)
and (viii), we obtain that a ∈ L is a m-pseudo-atom.
Now suppose that a ∈ L is a m-pseudo-atom. For the desired result, it is sufficient to prove that, if b ∈ L, b  a
and m(b) = 0, then |m|(b) = 0. For this, we prove that, if c ∈ L such that c  b, then m(c) = 0. Let c ∈ L such
that c  b and m(c) = 0. Then, by assumption and 2.5(iii), we get m(b  c) = m((a  b) ⊕ c) = 0, from which
m(a) = m(c) = −m(c), a contradiction. Thus with the help of Proposition 5.2(viii), we get |m|(b) = 0. 
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modular.
(i) m is a measure if and only if m+ and m− are measures.
Moreover if m is a measure, then
(ii) m+ and m− are pseudo-atomic (or atomic), provided that m is pseudo-atomic (or atomic).
Proof. (i) The if part. Let m+ and m− are measures. Then by Proposition 5.2(vii), we obtain that m is a measure.
The only if part. Let m be a measure. Then, by Propositions 5.6(b) and 5.2(ix), we obtain that m+ and m− are
measures.
(ii) The proof is immediate from the proof of Theorem 5.4. 
Theorem 5.5. Let m be an extended real-valued function defined on an effect algebra L, with m(0) = 0. Then m
is of bounded total variation if and only if it can be expressed as a difference of two finite, non-negative, monotone
real-valued functions m1 and m2 on L, with m1(0) = m2(0) = 0.
Proof. Firstly, let us suppose that m is of bounded total variation. Then by Proposition 5.2(vii), we have m =
m+ − m−. Put m1 = m+ and m2 = m−. Again, according to Proposition 5.2(i)–(iii), we obtain that both m1 and m2
are finite, non-negative, monotone real-valued functions on L, with m1(0) = m2(0) = 0.
Conversely, let m = m1 − m2, where m1 and m2 are finite, non-negative, monotone real-valued functions on L,
with m1(0) = m2(0) = 0. Then for a, b ∈ L, b a, we have by monotonicity of m1 and m2,∣∣m(a) − m(b)∣∣= ∣∣m1(a) − m2(a) − (m1(b) − m2(b))∣∣
= ∣∣m1(a) − m1(b) − (m2(a) − m2(b))∣∣
m1(a) − m1(b) + m2(a) − m2(b)
= m1(a) + m2(a) −
(
m1(b) − m2(b)
)
= ν(a) − ν(b),
where ν = m1 + m2. Hence by Theorem 5.2, m is of bounded total variation. 
The results obtained in this section may be summarized as follows.
Theorem 5.6 (Jordan type decomposition theorem). Let m be an extended real-valued function defined on an effect
algebra L, with m(0) = 0. Then m is of bounded total variation if and only if it can be expressed as a difference of
two finite, non-negative, monotone real-valued functions m1 and m2 on L, with m1(0) = m2(0) = 0. In this case,
(i) if m is a continuous from below function defined on a σ -continuous, σ -complete D-lattice L, then its decomposed
parts m1 and m2 are also continuous from below functions on L;
(ii) if m is a pseudo-atomic (or atomic) measure defined on a D-lattice L, which is modular, then its decomposed
parts m1 and m2 are also pseudo-atomic (or atomic) measure on L.
Remark. We conclude this paper by raising the following open problems [20,27], which deserve to be further inves-
tigated:
(i) Is the total variation |m| continuous from above when a function m is at least continuous from above?
(ii) Can we obtain for a null–null-additive (or null-additive) function m, a representation m = ν1 − ν2, where ν1
and ν2 both are null–null-additive functions (or both are null-additive functions)?
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