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Abstract—We consider crowdsourced labeling under a worker-
task specialization block model, where each worker and task is
associated with one particular type among a finite set of types
and a worker provides a more reliable answer to tasks of the
matched type than to the tasks of unmatched types. We design
an inference algorithm that recovers binary task labels (up to
any given recovery accuracy) by using worker clustering and
weighted majority voting. The designed inference algorithm does
not require any information about worker types, task types as
well as worker reliability parameters, and achieve any targeted
recovery accuracy with the best known performance (minimum
number of queries per task) for any parameter regimes.
I. INTRODUCTION
We consider the problem of crowdsourced labeling, which
has diverse applications in image labeling, video annotation,
and character recognition [1]–[3]. Workers in the crowdsourc-
ing system are given simple tasks and asked to provide a
binary label to each assigned task. Since workers may provide
incorrect labels to some of the tasks and worker reliabilities
are usually unknown, the main challenge in the crowdsourced
labeling is to infer true labels from noisy answers collected
from workers of unknown reliabilities.
To resolve such challenge and to design inference algo-
rithms with provable performance guarantees, many previous
works considered a simple yet meaningful error model for
workers’ answers. One of the most widely studied model is
the single-coin Dawid-Skene model [4], where each worker is
modeled by his/her own reliability level and the worker pro-
vides a correct answer to any task with probability depending
on the worker’s reliability level, regardless of the types of
assigned tasks. For such a model, various inference algorithms
were proposed to first estimate the worker reliabilities from the
collected answers and to use them to infer correct labels by
using expectation maximization (EM) [5], message passing
[6], or spectral method [7]. However, this error model does
not capture some realistic scenarios where worker’s ability to
provide a correct label could change depending on the types
of the assigned tasks and the workers’ expertise.
In this work, we consider a d-type worker-task specializa-
tion model, which was introduced in [8]. This model assumes
that each worker and each task is associated with a single
type (among d different types) and a worker provides an
answer better than a random guess if the task type matches
the worker type but if it does not match the worker just
provides a random guess. We generalize this model to the
case where a worker provides a correct answer to the task
of the same type with probability p and to the task of
different types with probability q ∈ [1/2, p]. In [8], the authors
proposed an inference algorithm that achieves the targeted
error fraction α ∈ (0, 1) in the recovered labels with the
number of queries per task scaling as Θ
(
d
(2p−1)2 ln
d
α
)
when
q = 1/2 and showed that it outperforms the simple majority
voting, which requires the number of queries per task scaling
as Θ
(
d2
(2p−1)2 ln
1
α
)
. However, the benefit of this algorithm
decreases as q increases and the majority voting algorithm
becomes the better as q ↗ p.
In our work, we propose a new algorithm for the gener-
alized d-type worker-task specialization model with arbitrary
reliability parameters p ≥ q ≥ 1/2. The proposed algorithm
takes advantages of both the algorithm in [8] and the majority
voting, and guarantees to achieve the best known performance,
regardless of the regimes of the reliability parameters (p, q)
or the number of types d. The proposed algorithm does not
require any information on the model parameters, including
the reliability levels (p, q).
In Section II, we formulate the problem, and in Section III
we provide some performance baselines and outline our con-
tributions. In Section IV our algorithms are introduced with
performance guarantees, and in Section V conclusions are
provided.
II. PROBLEM FORMULATION
In this work, we consider a d-type specialization model for
crowdsourced labeling defined in [8]. We assume that there
exists T binary tasks and W workers. Denote the set of tasks
and the set of workers by T and W , respectively. Let a =
(a1, · · · , aT ) ∈ {−1, 1}T denote the true labels of the T tasks,
and let ti, wj ∈ [d] denote the type of the i-th task and that of
the j-th worker, respectively, where [N ] := {1, . . . , N}. Let
Wz denote the set of workers with type z ∈ [d]. We assume
that the type of each task and the type of each worker are
uniformly distributed over [d]. If task i is assigned to worker
j, the worker always provides an answer. The set of workers
assigned to task i is denoted by N (i). Let Mij be the j-th
worker’s answer to the task i. If task i is not assigned to worker
j, then Mij = 0, and if it is assigned
Mij =
{
ai with probability Fij ,
−ai with probability 1− Fij .
(1)
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We assume that Mij’s are independent for all i, j. The worker-
task specialization block model we consider further assumes
that
Fij =
{
p, if ti = wj ,
q, o.w.
(2)
where p ≥ q ≥ 1/2, i.e., if the task type ti matches the
worker type wj the worker’s answer is correct with probability
p and otherwise it is correct with probability q(≤ p). Different
from [8] where the value q was fixed to 1/2, here we consider a
general q ∈ [1/2, p]. Note that E[Mij ] = ai(2p−1) if ti = wj
and E[Mij ] = ai(2q − 1) if ti 6= wj , and thus E[M ] has a
rank d block model.
Let aˆ = (a1, . . . , aT ) ∈ {−1, 1}T denote the inferred
labels of the tasks. The performance metric we consider is
the expected fraction of errors in the inferred labels, i.e.,
E[ 1T
∑T
i=1 1(aˆi 6= ai)] = 1T
∑T
i=1P(aˆi 6= ai). We aim to
minimize the number of queries per task, achieving
1
T
T∑
i=1
P(aˆi 6= ai) ≤ α, for some α ∈ (0, 1). (3)
III. PERFORMANCE BASELINES
In this section, we first review performance baselines of
previous works and outline our contributions.
A. Majority Voting
For majority voting, the decision is given by aˆMVi =
sign
(∑
j∈N (i)Mij
)
. By applying Chernoff’s bound, it can
be shown than
P(aˆMVi 6= ai) ≤ exp
−|N (i)|
2
(∑
j∈N (i)(2Fij − 1)
|N (i)|
)2 .
(4)
When we choose N (i) ⊂ W at random, effectively, 1/d
fraction of answers are given with fidelity Fij = p and the
rest with Fij = q. Assuming |N (i)| = Ld, the majority voting
gives
P(aˆMVi 6= ai) ≤ exp
(
−r
2
MV
2
Ld
)
(5)
where
rMV =
((2p− 1) + (d− 1)(2q − 1))
d
. (6)
To achieve the targeted recovery accuracy (3) with the majority
voting, the required number of queries per task is
Ld =
2d2
((2p− 1) + (d− 1)(2q − 1))2 ln
(
1
α
)
. (7)
B. Weighted Majority Voting
For weighted majority voting, the decision is given by
aˆWMVi = sign
 ∑
j∈N (i)
µijMij
 , (8)
where µij is the weight for the answer from the j-th worker
to the i-th task. Assume that µij = 0 if the i-th task is not
assigned to worker j. By using Hoeffding’s inequality (or
Corollary 5 in [9]), it can be shown that the weighted voting
guarantees
P(aˆWMVi 6= ai) ≤ exp
(
−r
2
WMV
2
|N (i)|
)
(9)
where
rWMV =
∑
j∈N (i) µij(2Fij − 1)
‖µi∗‖2 ·
√|N (i)| . (10)
Assume again that we choose N (i) ⊂ W at random and
|N (i)| = Ld. By Cauchy-Schwarz inequality, the weight µij
that maximizes rWMV is µij ∝ (2Fij − 1). Thus, when {Fij}
is known, i.e., when the task types {ti} and the worker types
{wj} as well as the reliability parameters (p, q) are known
at the inference algorithm, by choosing µij ∝ (2Fij − 1)
the weighted majority voting can achieve (9) with r∗WMV =√
(2p−1)2+(d−1)(2q−1)2√
d
. The required number of queries per
task to achieve (3) for the weighted majority voting is thus
Ld =
2d
(2p− 1)2 + (d− 1)(2q − 1)2 ln
(
1
α
)
. (11)
We can check the Ld for the weighted majority voting (11)
is less than or equal to that for the majority voting (7). We
emphasize that this result is achievable when the worker types
and the task types as well as reliability parameters (p, q) are
all known to the inference algorithm.
C. Inference Algorithm from [8]: Clustering and Majority
Voting from the Workers of a Matched Cluster
In [8], the d-specialization model with p > q = 1/2 was
considered. This model assumes that when the task type and
the worker type match the worker provides an answer better
than a random guess but when they do not match the worker
provides a random guess. We review the algorithm in [8].
Algorithm [8]: This algorithm is composed of two stages.
• Stage 1 (Clustering Workers by Types): Let S ⊂ T represent
randomly chosen R tasks from the set T . Assign each task
in S to all W workers. Given the answers Mij for i ∈ S,
cluster workers sequentially: for a worker j ∈ [W ] if there
exists a cluster of workers Q ⊂ [j − 1] such that for each
j′ ∈ Q
1
R
∑
i∈S
(Mij = Mij′) > ζ, (12)
then assign j to Q; otherwise, create a new cluster contain-
ing j. Let {V1, . . . ,VC} be the resulting clusters of [W ]
workers. For each task i ∈ T \S and cluster z ∈ [C], assign
task i to L workers sampled uniformly at random from the
set Vz . The total number of workers assigned to task i is
LC.
• Stage 2 (Type Matching and Majority Voting): For each task
i ∈ T , find the cluster of matched type by
z∗(i) = arg max
z∈[C]
∣∣∣∣∣∣
∑
j∈N (i)∩Vz
Mij
∣∣∣∣∣∣ , (13)
and estimate the label for the task i by the majority voting
from the answers only from the set Vz∗(i):
aˆi = sign
 ∑
j∈N (i)∩Vz∗(i)
Mij
 . (14)
The main idea of this algorithm is to cluster workers by
finding subsets of workers having similarity (larger than some
threshold ζ) in their answers for the initially assigned |S| =
R tasks. After assigning the rest of the tasks T \S to total
LC workers from C clusters, the final decision is made by
the majority voting from the answers only from one cluster
believed to be composed of workers having the same type
as the task. The parameters ζ, R, and L of this algorithm
were chosen to guarantee the recovery condition (3), under
the assumption T W . We note that the choice of ζ, which
is 12 +
(2p−1)2
4d in [8], requires a prior knowledge of the model
parameter p.
We can easily generalize the analysis of this original algo-
rithm for q = 1/2 in [8] to a general q ≥ 1/2 by selecting a
proper choice of ζ, R, and L and can show that the required
number of queries per task 1T (WR+ Ld(T −R)) to achieve
the recovery condition (3) is approximately
Ld =
2d
(p− q)2 + (2q − 1)2 ln
(
6d
α
)
(15)
when T W .
Remark 1 (Our contributions): When q = 1/2 and
d is large, the clustering-based algorithm can guarantee the
recovery condition (3) with the number of queries per task
scaling as d(2p−1)2 ln
d
α , whereas the majority voting requires
d2
(2p−1)2 ln
1
α queries per task. This demonstrates the benefit
of using the clustering-based algorithm for q = 1/2. The
gain comes from aggregating a selected (small) subset of
answers from a matched cluster; in contrast, even though the
majority voting aggregates almost d times large number of
answers, since (d−1)L answers are just random guesses these
answers degrade the overall inference performance, especially
when d is large. On the other hand, for any q > 1/2,
the clustering-based algorithm requires much more number
of queries d(p−q)2+(2q−1)2 ln
d
α compared to that of majority
voting d
2
((2p−1)+(d−1)(2q−1))2 ln
(
1
α
) ≈ 1(2q−1)2 ln ( 1α), since
the clustering-based algorithm does not utilize the (d − 1)L
answers from unmatched clusters even though these answers
can still provide some useful information about the true task
label when q > 1/2. Motivated by this observation, in the next
section we propose a new algorithm, still based on clustering,
but which aggregates the answers from different clusters by
providing different “weights” between the matched cluster and
the unmatched clusters. Moreover, we propose new approaches
to cluster workers and to set proper weights on the aggregated
answers, even when the worker reliability parameters (p, q)
are unknown. Remind that the algorithm in [8] requires the
knowledge of the worker reliabilities to set a proper ζ in (12)
for worker clustering.
IV. MAIN RESULTS
A. When Worker Reliability Parameters (p, q) are Known
We start from the case when work reliability parameters
(p, q) are known but when the task types and the worker types
are unknown as in [8]. The main modification in the proposed
algorithm compared to Algorithm [8] comes from changing
the majority voting estimator in (14) to the weighted majority
voting estimator as in (8) with weights based on the cluster
type matching (13). More specifically, the proposed algorithm
is as follows.
Algorithm 1 (for the known (p, q) case): This algorithm
is composed of two stages. Stage 1 for worker clustering is
the same as [8], which is summarized in Section III-C. Stage
2 is modified as below.
• Stage 2 (Type Matching and Weighted Majority Voting):
For each task i ∈ T , find the cluster of matched type
z∗(i) by (13) and set the weights µij for answers Mij ,
j ∈ N (i), by
µij =
{
2p− 1, for j ∈ Vz∗(i),
2q − 1, for j ∈ N (i)\Vz∗(i).
(16)
Estimate the label for the task i by the weighted ma-
jority voting (8) with weights (16) based on the worker
clustering and the type matching.
Theorem 1: With Algorithm 1, for any α ∈ (0, 1) when
T  W , the recovery of task labels is guaranteed with the
expected accuracy (3), with the number of queries per task
Ld = min{ 2d
(2(2p−1)(2q−1)+(d−2)(2q−1)2)2
(2p−1)2+(d−1)(2q−1)2
ln
(
6
α
)
,
2d
(p− q)2 + (2(2p−1)(2q−1)+(d−2)(2q−1)2)2(2p−1)2+(d−1)(2q−1)2
ln
(
6d
α
)
}.
(17)
Outline of the Proof: With the proposed two-stage algorithm,
the total number of queries per task is 1T (WR+Ld(T −R)).
We can determine the conditions for W and R to guarantee
the perfect clustering in Stage 1, i.e., all the W workers are
correctly clustered to d groups with high probability, i.e.,
C = d and Vz = Wz for all z ∈ [d], by using similar
arguments as in [8]. Assuming T  W , the number of
queries per task is approximately Ld. Let us then focus on the
condition for Ld to guarantee (3). The required number of Ld
is dominated by the condition for Ld under the event that type
matching error occurs, i.e., z∗(i) 6= ti in (13). Consider the
probability of type matching error from (13). Note that Siz :=∑
j∈N (i)∩Wz 1(Mij = +1) will be Binomial(|N (i)∩Wz|, p)
if ti = z and ai = 1; Binomial(|N (i) ∩ Wz|, 1 − p) if
ti = z and ai = −1; Binomial(|N (i) ∩ Wz|, q) if ti 6= z
and ai = 1; and Binomial(|N (i) ∩Wz|, 1 − q) if ti 6= z and
ai = −1. When |N (i) ∩Wz| = L, which happens with high
probability, by using Chernoff’s bound it can be shown that
P
(|Siz − E[Siz]| ≥ 12 |p− q|L) ≤ 2 exp(− (p−q)2L2 ) . By the
union bound over z ∈ [d], the type matching error is bounded
above as
P(z∗(i) 6= ti) ≤ min
{
2d exp
(
− (p− q)
2L
2
)
, 1
}
(18)
Under the event that z∗(i) 6= ti, the weight defined in (16) is
not equal to the desired weight µij = 2Fij−1 but it is higher
(µij = 2p− 1) for a cluster that is incorrectly matched to the
task, and lower (µij = 2q−1) for the cluster having the same
type as the task. By using (9) and (10), we can show that the
expected error fraction from the weighted majority voting with
such partially mismatched weights is bounded above by
P(aˆWMVi 6= ai|z∗(i) 6= ti) ≤
exp
(
− (2(2p− 1)(2q − 1) + (d− 2)(2q − 1)
2)2
2((2p− 1)2 + (d− 1)(2q − 1)2) L
)
.
(19)
By combining (19) and (18), it can be shown that the required
number Ld of queries per task to guarantee (3) becomes (17). ◦
Remark 2: Note that Algorithm 1 guarantees the recovery
condition (3) with a reduced number (17) of queries per task
compared to that of the original algorithm in (15). Especially,
the gap increases as q ↗ p, whereas the gap becomes 0
and Algorithm 1 goes back to Algorithm [8] when q = 1/2.
Compared to the required number (7) of queries for majority
voting, we can see the proposed algorithm requires the same
order Θ(ln
(
1
α
)
) of queries when q > 1/2 and d → ∞.
Remind that Algorithm [8] required Θ(d ln dα ) queries per task
when q > 1/2 and d → ∞. Thus, the proposed algorithm
takes the advantages of both Algorithm [8] and the majority
voting, and performs at least as well as the better of the
two algorithms, regardless of the parameter regimes for the
reliabilities (p, q) or the number d of types.
B. When Worker Reliability Parameters (p, q) are Unknown
In this section, we propose a new algorithm guaranteeing
as good performance as that of Algorithm 1, even when the
reliability parameters (p, q) are unknown. For the purpose,
we change both the clustering algorithm in Stage 1 and the
weighted majority voting in Stage 2 of Algorithm 1. The way
of assigning tasks to workers by two steps is the same as that of
Algorithm [8], i.e., assign |S| = R tasks to all W workers, and
after clustering of workers by using the answers for S assign
the rest |T \S| = T − R tasks to total Ld workers composed
of randomly selected L worker from each of d clusters.
Algorithm 2 (for the unknown (p, q) case):
• Stage 1 (Clustering Workers by Types):
– Data preparation: After assigning each of |S| = R tasks to
all W workers, construct a data matrix S ∈ {−1, 1}R×W ,
and define the adjacency matrix A = STS while zeroing
out the diagonal term of A. Define a diagonal matrix D as
Djj =
∑W
k=1Ajk and set Dij = 0 for i 6= j. Construct
a Laplacian matrix L = D−1/2AD−1/2.
– Spectral clustering: Find the d largest eigenvectors of
L and form a matrix X ∈ RW×d by putting those
eigenvectors as columns of X . Cluster the rows of X
using the k-means clustering and create the cluster of
workers {V1, . . . ,Vd}.
• Stage 2 (Type Matching and Weighted Majority Voting): For
each task i ∈ T , find the cluster of matched type z∗(i)
by (13).
– Randomly split each cluster: for each l ∈ [d], include each
worker of Vl to V(1)l independently with a small enough
probability β > 0, and denote by V(2)l , the complement
of V(1)l , i.e, V(1)l ∪ V(2)l = Vl. Let W(1) = ∪dl=1V(1)l ,
W(2) = ∪dl=1V(2)l , and (V(1)l )c =W(1)\V(1)l for l ∈ [d].
– Estimate pˆ and qˆ: Define
pˆi = max

∑
j∈N (i)∩V(1)
z∗(i)
1(Mij = 1)
|N (i) ∩ V(1)z∗(i)|
,
∑
j∈N (i)∩V(1)
z∗(i)
1(Mij = −1)
|N (i) ∩ V(1)z∗(i)|

qˆi = max

∑
j∈N (i)∩(V(1)
z∗(i))
c 1(Mij = 1)
|N (i) ∩ (V(1)z∗(i))c|
,
∑
j∈N (i)∩(V(1)
z∗(i))
c 1(Mij = −1)
|N (i) ∩ (V(1)z∗(i))c|

(20)
and make pˆ = 1T
∑T
i=1 pˆi and qˆ =
1
T
∑T
i=1 qˆi.
– Set the weights µij as in (16) by replacing p by pˆ and q
by qˆ, and estimate the label for the task i by the weighted
majority voting aˆWMVi = sign
(∑
j∈N (i)∩W(2) µijMij
)
.
Theorem 2: With Algorithm 2, for any α ∈ (0, 1) when
T  W , the recovery of task labels is guaranteed with the
expected accuracy (3), with the number of queries per task as
in (17).
Outline of the Proof: To prove that Algorithm 2 achieves
as good performance as that of Algorithm 1 even when the
parameters (p, q) are unknown, we show that 1) clustering
algorithm in Stage 1 guarantees the perfect clustering with
high probability and 2) the weighted majority voting with
weights µij defined in terms of pˆ and qˆ does not degrade
the estimation performance compared to the case we use the
true p and q.
The performance of the clustering algorithm in Stage 1 of
Algorithm 2 is guaranteed by the lemma below, of which the
proof can be found in [10], [11].
Lemma 3: Let L be the Laplacian matrix defined in Algo-
rithm 2. By using the spectral clustering algorithm described
in Algorithm 2, the clustering error could be less than α if
R = 54d
2(d(2q−1)+2(p−q))4
((2p−1)+(d−1)(2q−1))2(p−q)4 log
4W
α .
Since the number of queries per task 1T (WR + Ld(T −
R)) ≤ WRT +Ld is dominated by Ld when T is large enough,
below we focus on analyzing the required Ld to guarantee the
desired recovery accuracy.
Let us analyze the performance of the weighted majority
voting with the estimators pˆ and qˆ. Assume the perfect clus-
tering of workers from Stage 1, i.e., Vz =Wz for all z ∈ [d].
By applying Chernoff bound to the estimators pˆ = 1T
∑T
i=1 pˆi
and qˆ = 1T
∑T
i=1 qˆi, we can show that |pˆ − E[pˆ]| ≤  and
|qˆ−E[qˆ]| ≤  for an arbitrary small  > 0 with high probability
for large enough number T of tasks. Note that E[pˆ] = E[pˆi]
and E[qˆ] = E[qˆi] for all i ∈ [T ]. Conditioned on the correct
type matching event for task i, we have E[pˆi|z∗(i) = ti] = p
and E[qˆi|z∗(i) = ti] = q. On the other hand, conditioned
on the incorrect type matching event for task i, we have
E[pˆi|z∗(i) 6= ti] = q and E[qˆi|z∗(i) 6= ti] = p+(d−2)q(d−1) .
When we define the probability of incorrect type matching
as ∆ := P(z∗(i) 6= ti), we have p′ := E[pˆi] = p−∆(p− q)
and q′ := E[qˆi] = q + ∆
(p−q)
d−1 . Here we assume that p 6= q
to exclude a trivial case that p′ = p and q′ = q. Note that
E[pˆ|z∗(i) 6= ti] = 1T q + T−1T p′ → p′ as T → ∞ and
E[qˆ|z∗(i) 6= ti] = 1T p+(d−2)q(d−1) + T−1T q′ → q′ as T →∞.
Conditioned on the incorrect type matching (z∗(i) 6= ti)
for the task i, by using (9) and (10) (and the fact that {µij}
and {Mij : j ∈ N (i) ∩ W(2)} are independent due to the
random splittion of workers in Stage 2 of the algorithm)
we can show that the weighted majority voting (16) with
pˆ → p′ = p − ∆(p − q) and qˆ → q′ = q + ∆ (p−q)d−1
guarantees that the expected error fraction is bounded above
by exp
(
−
(
(2(2p−1)(2q−1)+(d−2)(2q−1)2)2
2((2p−1)2+(d−1)(2q−1)2) + 1
)
L
)
for some
1 > 0 depending on (p, q, d,∆) assuming ∆  1. Note
that compared to the bound in (19) for the known (p, q) case
the weighted majority voting with (pˆ, qˆ) achieves a slightly
larger exponent by 1 > 0, conditioned on incorrect type
matching (z∗(i) 6= ti). This can be explained from the fact
that conditioned on the incorrect type matching it is better to
use (p′, q′), which satisfy p′ < p and q′ > q, since this results
in putting a smaller weight on the answers from the cluster
that is incorrectly believed to be a matched cluster for the task.
Since the number Ld of queries per task required to
achieve the desired recovery accuracy is dominated by the
condition for Ld under the incorrect type matching, by
following similar analysis as in Theorem 1, we can show that
Algorithm 2 achieves the targeted recovery accuracy (3) with
the number of queries per task as in (17). ◦
Remark 3: We remark that Algorithm 2 does not require
any prior information about reliability parameters (p, q) nor
the task/worker types. Stage 1 of Algorithm 2 clusters workers
by applying spectral algorithm to the Laplacian matrix, and
Stage 2 of Algorithm 2 first finds a matched cluster and uses
this information to obtain the estimates (pˆ, qˆ) of the model
parameters (p, q), which then can be used for the weighted
majority voting.
In Fig. 1, we compare the empirical performances (error frac-
tion in inferred tasks over total queries per task) of majority
voting, Algorithm [8], and the proposed two algorithms (Alg.1
and 2) for d = 10. When q = 1/2 (the left figure), Alg. 1 goes
back to Alg. [8] and this algorithm outperforms the majority
voting. We can observe that Alg. 2, which uses the estimates
(pˆ, qˆ), achieves as good performance as that of Alg. 1. When
Fig. 1. Comparisons of label recovery accuracy for four different algorithms.
q > 1/2 (the right figure), the majority voting outperforms
Alg. [8]. Our proposed algorithms achieve the accuracy close
to but not as good as that of the majority voting. The reason
could be that the number T of tasks in the experiment is not
large enough to hold the performance guarantees we proved.
V. CONCLUSIONS
In this work, we considered crowdsourced labeling under a
d-type specialization model with general reliability parameters
p ≥ q ≥ 1/2. We proposed an algorithm that recovers binary
tasks up to any given accuracy (1 − α) ∈ (0, 1) with the
number of queries per task scales as Θ(d ln dα ) when q = 1/2
and as Θ(ln 1α ) when q > 1/2. The proposed algorithm does
not require any information about reliability parameters nor
the task/worker types, and achieves as good performance as
the algorithm with the known reliability parameters (p, q).
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