Abstract In this short note, the dual problem for the traveling salesman problem is constructed through the classic Lagrangian. The existence of optimality conditions is expressed as a corresponding inverse problem. A general 4-cities instance is given, and the numerical experiment shows that the classic Lagrangian may not be applicable to the traveling salesman problem.
where X = [x 11 , x 21 , · · · , x n1 , x 12 , x 22 , · · · , x n2 , · · · , x 1n , x 2n , · · · , x nn ] T ∈ R n 2 , and x ij is defined by x ij = 1 if city i is in the jth position 0 otherwise
Furthermore, due to the round trip of TSP, we have
Theorem 1 The TSP can be rewritten to the following vector type
where, e is an appropriate vector with entries one,
is the Hadamard product, and
2 and e i ∈ R n 2 is an unit vector with nonzero at position i.
Proof Let define the following notation
In the objective function, the first part can be rewritten as
. .
. . .
In a similar way,
It is easy to rewrite the constraints in vector forms as given in (4) and (5). This completes the proof. ⊓ ⊔ Without loss of generality, suppose that x 11 = 1, then we have
and rearrange X in such a way that
where,
T , and id is a unique index vector to establish the relationship between X andX.
To make sure that the objective function value is constant, the matrix A should be rearranged through the following procedureŝ
Let the rearranged matrixÂ be partitioned intô
where,Â 11 ∈ R (2n−1)×(2n−1) ,Â 12 ∈ R (2n−1)×(n−1)
2 ×(2n−1) and
2 , then we have
As a result, the TSP problem can be reduced to
2 (the last row is deleted) and
Classic Lagrangian method
By introducing the Lagrange multiplier λ, µ associated with constraint E r Y − e = 0, and
Let define the following dual feasible space
then the Lagrangian dual function can be written explicitly as
associated with the Lagrangian equation
Finally, the Lagrangian dual problem can be obtained as
Theorem 2 If (λ,μ) is a critical point of the Lagrangian dual function and (λ,μ) ∈ S + , then the correspondingȲ = A −1 r (λ,μ)b r (λ,μ)) is a global solution to the reduced TSP problem (P r ).
Proof The proof is trivial and is omitted here.
Inverse problem
The inverse problem can be simplified as follows
This a feasibility problem in optimization. To solve such an inverse problem, some degree of freedom should be given in advance. For instance, we can suppose that Y is a freely random "true" solution.
Numerical experiments
Now, let consider a 4-cities TSP problem, whose distance matrix is given as follows
T and d 2 is the remainder, then 
which corresponds to the former two conditions in (15), and
which is to guarantee thatȲ is a best solution, and
which is to guarantee that a Euclidean distance matrix [2] is satisfied, or more specifically 
We try to solve the above feasible problem (involving all variables d, λ, µ) numerically by YALMIP [3] , but no feasible solutions can be obtained, which may be an indication that the traveling salesman problem can not be solved by classic Lagrangian.
