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Abstract 
Background: This study was undertaken to improve assessment practice on OSCEs through 
collaboration across geographically dispersed medical schools in Australia.  
Methods: A total of eleven OSCE stations were co-developed by four medical schools and 
used in summative 2011 and 2012 examinations for the assessment of clinical performance in 
the early clinical and exit OSCEs in each school’s medical course. Partial Credit Rasch Model 
was used to evaluate the psychometric properties of the shared OSCE data. Evaluation of the 
quality assurance reports was used to determine the beneficial impact of the collaborative 
benchmarking exercise on learning and teaching outcomes.  
Results: The data for each examination demonstrated sufficient fit to the Rasch model with 
infit mean square values ranging from 0.88 to 0.99. Person separation (1.25 to 1.63) indices 
indicated good reliability. Evaluation of perceived benefits showed that the benchmarking 
process was successful as it highlighted common curriculum areas requiring specific focus 
and provided comparable data on the quality of teaching at the participating medical schools. 
Conclusion: This research demonstrates the validity of the psychometric data and benefits of 
evaluating clinical competence across medical schools without the enforcement of a 
prescriptive national curriculum or assessment.  
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Introduction 
Concerns about junior doctor competencies (Goldacre et al, 2003; Boursicot et al, 
2006), has led to a call for greater integration of medical education (McGrath et al, 2006). In 
addition, there has been a move towards outcomes-based medical education with identifiable 
core competencies (Harden et al, 1999; Wilkinson, 2010; Medical Deans Australia and New 
Zealand, 2011) and this has coincided with a shift in societal expectations regarding the 
accountability of doctors. Medical scandals have shaped public perception and have increased 
pressure for medical training providers to be more confident in certifying the ability of their 
graduates (Norcini et al, 2008). 
Two major proposals have emerged worldwide in response to these pressures.  One 
proposal suggests a national medical education curriculum with a mandatory national exit 
exam to allow medical school benchmarking (Wilkinson, 2010; Chapius et al, 2010). At the 
same time, there is recognition that having a national exit examination or a highly prescriptive 
academic standard framework would drive counter-productive standardisation and uniformity 
(Australian Medical Students’ Association, 2010). A rigid national assessment may not be 
readily applied across the diversity of medical schools.  
The second proposal promotes voluntary assessment collaboration between medical 
schools (Harden, 2009). The argument for this approach is that it would allow greater 
flexibility for medical courses to maintain relevant curricula with benefits such as improved 
cost-effectiveness, transparency, accountability, and standardisation of process and relevant 
content among participating medical schools (Wilkinson, 2010; Wilkinson et al, 2014; 
Muijtjens et al, 2008). The applicability of either proposal merits research. 
 International and national consortia such as the International Database for 
Enhancement of Assessment and Learning (IDEAL), Universities Medical Assessment 
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Partnership (UMAP) and Australian Medical Assessment Collaboration (AMAC)) have 
developed databases and processes to provide their member schools with access to quality 
assessment items. However, in many countries, there is a lack of data on the attainment of 
clinical competencies by medical graduates.  OSCEs are widely used at important clinical 
assessment checkpoints (Brailovsky et al, 1992; Whelan, 1999; Medical Council of Canada, 
2002; Turner & Dankoski, 2008). Benchmarking medical school assessment standards, with 
an evaluation of the psychometric impact, may prove valuable in establishing the attainment 
of clinical competencies (McGrath et al, 2006; Roberts et al, 2006), as it has done for written 
assessment (Wilkinson et al, 2014). Given this context, there is the need for a benchmarking 
process that helps evaluate assessment standards and provides individual medical schools 
with feedback about the strengths and weaknesses of their clinical curriculum, teaching and 
assessment.  
This research project was designed and conducted with an overarching aim of 
improving assessment practice on OSCEs through collaboration across geographically 
dispersed medical schools in Australia. The improvement was evaluated in two ways, firstly 
through the study of the psychometric properties of the student performance data across the 
different participating medical schools. For scores to be meaningfully interpreted, content-
related evidence of the adequacy of the content tested, statistical evidence of score 
reproducibility and the assessment item’s statistical quality are required (Downing, 2004). 
The second evaluation procedure was to explore how useful the data from the exercise was in 
providing the participating schools with feedback on the learning outcomes of their students. 
Based on the overarching aim, this research was therefore designed to answer the following 
questions: 
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1. To what extent do the OSCE performance data form a unidimensional and locally 
independent construct according to the Rasch measurement model? 
2. What are the benefits of the exercise for the participating schools? 
Methods 
Participating Medical Schools 
Four regional and geographically dispersed Australian medical schools (A, B, C and D 
– letters randomly assigned) participated in this study by sharing OSCE stations which were 
co-developed by an expert committee.  The selected schools originated from 4 different states 
in Australia. Two of the schools run 4-year graduate-entry programmes, while the other two 
schools run undergraduate-entry medical programmes. All schools have similar horizontally 
and vertically integrated outcomes-based curricula. The selected year groups (early clinical 
and exit level) were chosen because of their comparable levels of intended learning outcomes. 
This collaborative venture is known as the Australian Collaboration for Clinical Assessment 
in Medicine (ACCLAiM). 
Shared OSCE Stations 
There were two phases of the collaboration in which a total of eleven OSCE stations 
were collaboratively developed by a committee comprising clinical and educator colleagues 
from each participating school. Competencies were chosen from prospectively reviewed 
clinical blueprints which represent a fair and reasonable assessment and which mapped to the 
Medical Deans Australia and New Zealand (MDANZ) medical competencies project (2011).  
The assessed competencies included history taking, physical examination, communication, 
diagnostic reasoning and knowledge of basic sciences and they were similarly weighted at 
each school. After achieving consensus on content and marking criteria the stations were 
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incorporated into the summative OSCEs at each school. Figure 1 summarises the process that 
was followed for the development and implementation of the shared OSCE stations. 
Appendix 1 depicts the eleven stations used over the three distinct OSCE cycles, their 
descriptors and the competencies that each of them assessed. The first phase of this study was 
conducted in 2011, when four of the stations were embedded in the end of early clinical (EC) 
phase OSCEs. The second phase of the study was conducted in 2012 involving the same four 
schools and following the same procedure, but involved embedding four new stations into the 
early clinical (EC) exam, as well as three new stations used in the exit level exams (EE). The 
scoring sheets consisted of a checklist and an overall global rating scale.  
Examination procedure 
Each collaborative set of OSCE stations were embedded into the OSCEs (comprising 
either 10 or 12 stations) in each school. The collaborating schools inserted these stations into 
their blueprint, and designed the other OSCE assessment items around the shared stations.  
This approach permitted locally relevant content to be examined alongside the benchmarked 
competencies, without the need to fully align the entire curriculum sequence of the medical 
schools.  The participating schools arranged the shared station ‘paperwork’ to fit with their 
local practice, to ensure that the shared OSCE stations appeared identical to the local medical 
school stations. Due to large numbers of students, concurrent multiple circuits of each station 
were used at each school. All schools had one internal local examiner per station who were 
experienced clinicians involved in student teaching. 
To standardise marking at the four schools, a secure on-line examiner 
training/calibration program was developed and made available to all the assessors of the 
shared OSCE stations one week prior to the examination (Malau-Aduli et al, 2012). Each 
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school retained their pre-existing local practice in relation to examiner and role player training 
for the other OSCE stations. 
As a means of quality assurance (QA), the consistency of assessment processes at each 
school was evaluated by the ACCLAiM clinical co-ordinators from the other three 
participating schools. To ensure QA validity, the QA examiners were selected from staff 
possessing an expert level of experience of OSCE design, implementation and analysis. For 
each examination, they were required to serve as QA examiners on the shared ACCLAiM 
stations as well as the internal local OSCE stations, and provided a combined QA report to the 
visited school based on a predetermined template.  This report constructively critiqued the 
administration of the OSCE, and provided feedback on the academic content and 
student/examiner views on the OSCE. Where OSCEs were run at more than one clinical site 
per medical school, the QA examiners were split to cover each site.   
Communication between participating schools 
The ACCLAiM committee met several times per year during the study, with 
additional communication by teleconference and email.  Administrative and academic staff 
members at each participating school were free to contact the other member schools at any 
stage during the study period to seek answers to any OSCE related queries.   
Analysis 
Research question 1: Partial Credit Rasch Model (PCRM) was used to evaluate the 
unidimensionality (i.e. the common underlying construct across the stations) and local 
independence (i.e. the probability of a person correctly responding to an item does not depend 
on the other items in the test) of the shared OSCE data. PCRM is a powerful method for 
interrogating clinical assessment data as it estimates students’ true measures of clinical 
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competence by portioning the variance in raw scores into variance due to item difficulty and 
student ability (Marais & Andrich, 2008). The Rasch model serves as a quality assurance 
framework for measurement, in that it uses a unidimensionality measurement scale to 
determine the probability of an item score (Bond & Fox, 2012). Total students’ percent scores 
on each shared station were converted to standardised scores and collapsed into 10 categories 
– zero to nine, to be fitted into the PCRM, using the Winsteps software (Linacre, 2009). This 
allowed for the aggregation of scores across multiple sites. Unidimensionality and local 
independence are assessed using fit statistics, person-item distribution, reliability and 
differential item functioning (DIF) measures.  
Fit statistics gives an indication of the consistency of the hierarchy of station 
difficulty across the various students’ clinical competence on the scale. It estimates the extent 
to which responses show adherence to the modelled expectations. Overall fit of the items to 
the model was examined by assessing the mean item log residual test of fit statistics. Good-fit 
and misfit items were identified using infit and outfit mean-square values. Expected value is 
1.0 and the ideal range that is deemed productive for measurement is 0.8-1.2 (Gustafson, 
1980). Lower values indicate observations are too predictable (i.e. data overfit the model) and 
higher values indicate unpredictability (i.e. data underfit the model). 
Reliability refers to the replicability of the observed responses and it is estimated for 
both persons and items. The person measure reliability (PRI) indicates how well the scale can 
distinguish amongst persons in terms of their latent trait locations (Bond & Fox, 2012) e.g. 
clinical competence. A measure of person separation (PSI) is calculated to indicate the 
efficiency of the items in separating the persons measured (Bond & Fox, 2012). The item 
measure reliability (IRI) indicates how well the scale can distinguish between items, on the 
basis of their difficulty (Bond & Fox, 2012), and the item separation index (ISI) indicates the 
efficiency of the sample of persons in separating the items used. Reliability ranges from 0 to 
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1.0, with a score of 1.0 denoting that less of the measurement variability can be attributed to 
measurement error. For the separation indices, values less than 1.0 are unsatisfactory. 
Item-person map visually represents the order of difficulty of items relative to each 
other and can easily ascertain where any individual person is located in relation to all items 
(Wright & Masters, 1981). Person and item locations are logarithmically transformed and 
plotted on the same continuum using a common unit of measurement termed logit; thereby 
converting ordinal data to equal-interval data, implying equal difference in ability or latent 
trait possession (Masters, 1982).  
Differential Item functioning (DIF) tests measurement invariance by detecting test 
items biased towards different subgroups of test takers according to construct irrelevant 
factors (Hagquist & Andrich, 2004). DIF was used in this study to examine whether the 
OSCE stations functioned differently by entry program (graduate & undergraduate entry); 
gender (males & females) and origin (domestic & international students). A value of <0.43 is 
not significant; ≥0.43 indicates slight to moderate difference and ≥0.64 indicates moderate to 
large difference (Bond & Fox, 2012). 
Research question 2: The impact of the benchmarking process was examined by the 
assessors from the participating schools. Based on an evaluation of the quality assurance (QA) 
reports provided to each school after the examinations, the assessors deliberated on and 
documented the benefit(s) and impact of the benchmarking exercise on teaching and learning 
in their respective schools. Over the 2-years study period, fifteen clinicians were involved in 
the QA examination across all participating schools and their experiences and QA reports 
were collated and coded for emerging themes. 
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Results 
This research used data collected from 4470 student records, from four Australian 
medical schools.  
Research question 1: To what extent do the OSCE performance data form a unidimensional 
and locally independent construct according to the Rasch measurement model? 
The mean item log residual test of fit statistics, measuring the overall fit of the data to 
the Rasch model, showed that all items fitted the model with infit and out-fit values for person 
and item ranging from 0.88-0.90 and 0.95-0.99 respectively.  
Table 1 depicts reliability measures of the three examinations. In all examinations, 
item reliability and separation indices were much higher than person reliability and separation 
indices. The results indicate that the estimated item measures (0.95) are highly reliable with 
only 5% measure variability attributed to measurement error within each examination. 
Estimated person measures (0.61-0.73) also indicated good reliability. 
Figure 2 shows the Rasch item-person map of student ability and item difficulty for 
the three examinations. Students of greater ability and more difficult stations are towards the 
top, and students of lesser ability and easier stations are towards the bottom. A student plotted 
on the same level as a station has a 50%   (p = 0.5) chance of passing that station. Students 
above that level have a greater chance of passing the station and students below have less 
chance of passing that station. With OSCEs focused on clinical competence, it is desirable to 
have all stations at a similar level of difficulty. For all examinations, there are differences in 
student performance between schools on individual stations, however, irrespective of school 
affiliations, similar patterns were observed in student performance. The items used were of 
average difficulty and there was a broad range of student abilities. For the 2011 EC exam, 
there was a broad range of student abilities from -3 to +5. The items were of average 
  11
  
 
difficulty with the abdominal pain station been slightly easier than the others and the 
vaccination station being slightly more difficult (Fig 2a). The 2012 EC exam (Fig 2b) shows a 
spread of student abilities from -2 to +4, and that items were of average difficulty with STI 
being the easiest. For the 2012 EE (Fig 2c), the cellulitis station was the most difficult and 
there was a wide spread of student abilities from -5 to +5. The item-person map confirms the 
suitability of the examinations to differentiate between high and low performers.  
Differential Item Functioning (DIF) was measured to determine items which were 
biased in relation to construct irrelevant factors such as entry program, gender and origin. It 
indicates the relative difficulty of the items in relation to students’ abilities and the higher the 
score on the Y axis, the more difficult the students within the subgroup found the station. 
Figure 3 shows DIF differences for two subgroups. In the 2011 EC exams (Fig 3a), graduate 
entry (GE) students found the groin station more difficult and undergraduate (UE) students 
found the prostate station more difficult, with a difference of about 0.5 in each case. However, 
there were no significant differences in the 2012 EC exams. As depicted in Fig 3b for the 
2012 exit exam, domestic students found the neck lump most difficult (physical examination 
with lots of basic science knowledge) and international students found the asthma station 
most difficult (management plan and communication skills). There were no differences in 
performance patterns for all other subgroups in the exams (data not shown). The difficulty of 
each item for all subgroups was remarkably similar with only few discrepancies, indicating 
that the test items functioned similarly for different subgroups of examinees. 
 
Research question 2: what are the benefits of the exercise for the participating schools? 
Data collated from the assessors and the QA reports were categorised into three major 
themes namely: community of practice, learning experience and diagnostic tool. 
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 Community of Practice: Throughout the duration of the study, ACCLAiM committee 
members met frequently at meetings, via teleconference and medical education conferences. 
This promoted the emergence of a ‘community of practice’, where group members could 
share OSCE experience and ask advice on a range of OSCE academic issues (i.e. standard 
setting techniques, optimal station length and reading time length, ideal means of student 
debriefing immediately post-OSCE).  As time progressed, the committee members developed 
other sharing ventures and collaborations alongside this research project. They began sharing 
ideas and developed OSCE stations from their local station bank, thus decreasing the time-
consuming and expensive work of creating new stations while diversifying the range and 
method of relevant competencies assessed. It was noted that administrative staff from the 
participating medical schools also began communicating about more practical issues (i.e. 
optical mark recognition (OMR) sheets, and OSCE station timers).  
Learning Experience: The discussion about the content and focus of the shared 
OSCEs provided a rich learning experience for the collaborating clinicians, but the post exam 
analysis was by far the most instructive.  Each school has been provided with a confidential 
report containing the data for their students, set in the context of the performance data of all 
the participating students. There were several instances where OSCEs which an individual 
school was confident that their students would find easy was in fact experienced as difficult. 
This gave rise to review of specific content and skills teaching at individual schools, 
particularly where students from one school performed differently to their peers at the other 
schools. It was also possible to identify common strengths and feed this back to teaching staff.  
Diagnostic Tool: The Quality Assurance (QA) and examination performance reports 
provided to each school after the OSCE exam gave external qualitative and quantitative data 
on the overall examination process, the student experience and performance, the preparation 
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and performance of role players and assessors and the level of difficulty of each of the 
stations. Although each school was tasked with the editorial lead of one of the OSCE stations, 
this did not particularly benefit students of the corresponding school. The reports were able to 
externally identify strengths and weaknesses of each school’s OSCE and provide this 
feedback in a constructive way.  
Discussion 
Prevailing assessment theory considers the primacy of construct validity, which draws 
upon theory and evidence to give meaning to assessment. Typically, evidence for validity is 
drawn from five areas to support confidence in the inferences made from assessment: 
curriculum content; data management; statistical analyses of test data; correlational analyses; 
and effects of assessment (Kane, 2006). In this study, we demonstrate the value of 
benchmarking and quality assurance processes in the generation of evidence to support 
validity of assessment scores. 
The results of the Rasch analysis demonstrate that the assessment items measured the 
same underlying construct as evidenced by the fit statistics and the high reliability indices 
obtained for the three examinations, a measurable proof of how well the items had 
distinguished between students in terms of their latent trait ability regardless of geographical 
locations. Generally, the scores followed a normal distribution pattern. This is ideal for 
OSCEs as they are focused on clinical competence. However, in all three examinations, more 
or less difficult items could have been included to better distinguish between examinees with 
very high or very low total scores. The absence of DIF in the subgroups (gender, origin and 
entry program) suggests that the observed examinee scores were free of construct irrelevance, 
thus confirming the unidimensionality and local independence of the data.  
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Although similar performance trends were observed in student performance across all 
participating schools, the observed variations between students’ mean scores on individual 
stations highlights the challenge of comparing performance between medical schools in 
‘league table’ format. Local differences between medical schools reflect varied student 
performance and limit the comparison of results (Petrusa et al, 1991; Muijtjens et al, 2008; 
Chesser et al, 2009). We need to understand these differences between schools much better 
before we embark on a “one size fits all” assessment benchmarking strategy. This requires 
considerable further research. While each school had differences in the taught curricula, 
course duration, student entry requirements, and assessment scoring criteria, the study 
promoted critical reflection on curriculum areas that potentially need greater emphasis or 
development. As such, the comparison and the shared learning arising from the study were 
useful for educational quality improvement in each school. Although each school was tasked 
with the editorial lead of one of the OSCEs, this did not particularly benefit students of the 
corresponding school. Origin of the test material written had no effect on the resulting 
performance of a school and this contrasts with a previous study of written assessment 
(Muijtjens et al, 2008). 
Overall, the time and expense spent in bringing the ACCLAiM committee together 
was beneficial to the process of ensuring that shared items were relevant to each school’s 
curriculum, and fitted in with each school’s overall OSCE blueprint. Retaining local processes 
of administration and examiner training in conducting the hybrid OSCE of shared and local 
content facilitated uptake by the wider staff group of each medical school and allowed the 
necessary academic rigour of each school’s assessment process to continue without external 
interference. Furthermore, the collaboration process has provided the participating schools 
with valid quality-assured data on the competency of their students in key clinical areas. This 
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data can be used to identify strengths and weaknesses in curricula, teaching and learning, as 
well as assessment processes. In addition, it can be used to demonstrate robust assessment 
processes, including national standard setting, to external stakeholders. 
This research has served primarily as a learning exercise, much more than an outcome 
measurement on curriculum effectiveness. It has aided participating schools to learn how to 
align test materials, standards, assessors, information analysis, scores interpretation and 
meaningful utilisation of analysed data, and most importantly, how to learn from each other’s 
assessment practices. The flip side of the coin is that it is difficult to use these data as sole and 
absolute benchmarks of effective curricula. Other unaccounted sources of random variation 
and unavoidable side effects need to be carefully considered and monitored, thus necessitating 
the need for further studies, which our group is undertaking.  Further studies could explore the 
use of G-studies to provide more data on inter-rater reliability and reproducibility of the 
scores over time. 
McCrorie and Boursicot (2009) suggested that national qualifying level examinations 
should be considered to ensure formal quantitative comparisons of clinical competence. 
However, Australian Universities Quality Agency (2009) reported that increased formal 
standards will reduce the incentive for institutions to develop new methods of teaching, new 
curricula and general improvements to their operations. They stated that over time, this will 
damage the sector rather than enhance it. We believe that we are still far away from an 
absolute use of instruments for the purpose of benchmarking and there is still scope to learn 
new things about teaching, learning and assessment methods. In addition, the evidence from 
this current study supports the proposal for increased use of shared assessment by medical 
schools for quality assurance purposes and also in order to provide a more robust assessment 
system of clinical competence. The process also serves as a diagnostic tool for improvement 
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of learning and teaching. Given that OSCEs are expensive to run and developing high quality 
test material is resource intensive, it may be misconstrued that including shared OSCEs for 
quality assurance and benchmarking would make the assessment process more complex and 
expensive to organise. However, we argue that the benefit of this process far outweighs any 
cost implications with the added value of collective development and sharing of high quality 
assessment. This brings increased validity, accountability and insights to the curriculum and 
assessment procedures.  
Limitations 
As this was a new collaboration, student scores were collected over only two years, 
however, the volume of data collated and the observed high reliability indices confirm the 
construct validity of the assessment. Furthermore, the DIF studies could have been 
confounded by the choice of role player and examiner (both across circuits and across sites), 
although standardised on-line examiner training and thorough role player training sessions 
were conducted at all examination sites. There were also minor differences between schools 
in the implementation of the examination, in relation to timing and organisation of 
examinations. These limitations are expected to be remedied as this collaboration continues to 
improve in subsequent years. 
Conclusion 
This research demonstrates the validity of the psychometric data and benefits of 
evaluating clinical competence across medical schools without the enforcement of a 
prescriptive national curriculum or assessment. This study has a significant educational 
impact as it supports the use of shared OSCEs by medical schools to benchmark clinical 
competence, providing a more robust yet flexible assessment system. It demonstrates that 
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sharing of assessment materials can provide common, defensible, reliable, valid, robust and 
standardised assessments which in turn, enhance transparency and accountability. The 
economic benefits and collective wisdom gained by such collaboration provide ample 
justification for its ongoing application. 
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Practice points 
 Collaborative OSCE development by medical schools can enable benchmarking of key 
nationally required clinical competencies. 
 The sharing of assessment materials can provide common, defensible, reliable, valid, robust 
and standardised assessments which in turn, enhance transparency and accountability. 
 Improving assessment practice through cross-institutional collaboration fosters development of 
communities of practice, rich learning experiences and serves as a diagnostic tool. 
 
Glossary 
Clinical Competence: The mastery of relevant knowledge and the acquisition of a range of relevant 
skills at a satisfactory level including interpersonal, clinical and technical components at a certain 
point of education, i.e., at graduation. 
 
Reference: Wojtczak, A. 2003. Glossary of Medical Education Terms. AMEE Occasional Paper No 3. 
Dundee: AMEE 
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Figure 1: Process of Development and Implementation of Shared OSCE Cases 
 
 
  
Blueprint
•Competencies to be assessed blueprinted to MDANZ competencies project
Station 
Development
•Stations developed by ACCLAiM committee
•Each participating school agrees on content and marking criteria
•Stations videotaped with  'clear pass' and 'borderline' versions
Station 
Implementation
•Stations embeded into local school summative exam 
•Assessor and role player training using videotapes
•Quality Assurance at each school by ACCLAiM committee member
•Deideintified student performance data collected and analysed
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Table 1: Reliability Measures  
Measurement 2011 EC 2012 EC 2012 EE 
Person reliability index (PRI) is similar to 
Cronbach’s alpha, although usually smaller. It 
indicates the reproducibility of person ordering, if 
same sample of persons are given a parallel set of 
items which measure the same construct. 
0.61 0.73 0.70 
Person separation index (PSI) indicates the 
efficiency of the items in separating the persons 
measured.  
1.25 1.63 1.52 
Item reliability index (IRI) is a measure of the 
consistency of inferences made on item difficulty.  
0.95 0.95 0.95 
Item separation index (ISI) indicates the efficiency 
of the sample of persons in separating the items used.   
4.31 4.58 4.30 
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Figure 2: Item-Person Maps  
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Figure 3: Differential Item Functioning by entry program and origin  
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Appendix 1:   Description of the Shared OSCEs 
 
 
 
