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Abstract
In this paper we propose a new method for utilising phase information by comple-
menting it with traditional magnitude-only spectral subtraction speech enhance-
ment through Complex Spectrum Subtraction (CSS). The proposed approach has
the following advantages over traditional magnitude-only spectral subtraction: (a)
it introduces complementary information to the enhancement algorithm; (b) it re-
duces the total number of algorithmic parameters; and (c) is designed for improv-
ing clean speech magnitude spectra and is therefore suitable for both automatic
speech recognition (ASR) and speech perception applications. Oracle-based ASR
experiments verify this approach, showing an average of 20% relative word ac-
curacy improvements when accurate estimates of the phase spectrum are avail-
able. Based on sinusoidal analysis and assuming stationarity between observa-
tions (which is shown to be better approximated as the frame rate is increased),
this paper also proposes a novel method for acquiring the phase information called
Phase Estimation via Delay Projection (PEDEP). Further oracle ASR experiments
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validate the potential for the proposed PEDEP technique in ideal conditions. Real-
istic implementation of CSS with PEDEP shows performance comparable to state
of the art spectral subtraction techniques in a range of 15-20 dB signal-to-noise ra-
tio environments. These results clearly demonstrate the potential for using phase
spectra in spectral subtractive enhancement applications, and at the same time
highlight the need for deriving more accurate phase estimates in a wider range of
noise conditions.
Keywords: Speech enhancement, spectral subtraction, robust speech
recognition, phase spectrum
1. Introduction
At the turn of the 21st century, state of the art Automatic Speech Recogni-
tion (ASR) systems operating in “noise-free” environments were able to produce
word recognition accuracies exceeding 95% accuracy on well-defined large vo-
cabulary tasks and approaching 100% on small vocabulary tasks [1, chap. 1].
These developments have led to an ever-increasing range of ASR applications,
particularly in mobile devices. Automatic speech recognition however, has so far
failed to live up to consumer expectations in noisy scenarios. For example, in
automotive environments ASR systems are subjected to a number of acoustically
additive sources, as well as other sources of degradation including the Lombard
effect [2] or other emotional stress of the driver. In this paper we only consider
compensating the effects of additive background noise.
Three common approaches to robust ASR which counteract additive noise are
speech enhancement, robust acoustic modeling, and robust speech parameterisa-
tion and recognition algorithms – a review of all three methods can be found in
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[3, 4]. In this paper, we concentrate solely on speech enhancement techniques
which aim to attenuate the additive noise within the noisy speech signal and
thereby recover the underlying clean speech. In many applications, this approach
is often most appropriate as it requires little-to-no information about the operating
environment and is generally easy to integrate with standard ASR feature extrac-
tion techniques. Such characteristics make enhancement an effective solution in a
wide range of recognition engines and operating environments.
Speech enhancement techniques have traditionally been designed to improve
speech quality rather than ASR [3, 5]. Consequently, algorithms are optimised
based on signal-level criteria (e.g. maximising signal-to-noise ratio (SNR), or
minimising distortion) or perceptual measures such as Mean Opinion Scores, and
not specifically speech recognition accuracy. Whilst there are numerous exam-
ples where enhancement was shown to be a successful pre-processing stage for
robust ASR, some techniques distort the speech signal in ways which can cause
word accuracy performance to decrease and are therefore sub-optimal for ASR.
Redesigning enhancement techniques to specifically optimise for ASR has gained
increased interest in recent years [5, 6, 7, 8]. Whilst focussing on ASR accuracy
is the primary motivator for the work in this paper, the proposed techniques are
equally suitable for speech perception applications.
Spectral subtraction [9] is one of the most widely used single-channel noise
reduction techniques, and is commonly used as a baseline for comparing novel
speech enhancement techniques. Considerable research has been dedicated to op-
timising this technique for speech quality purposes, although some recent studies
have looked at optimising forms of the algorithm specifically for ASR [6, 7].
Spectral subtraction is traditionally performed on the magnitude (or power)
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spectrum, retaining the noisy phase spectrum only for reconstruction to the time
domain. Disregarding the phase spectrum is a direct result of studies undertaken
in the 1980s which concluded that the phase spectrum provided no significant
perceptual difference to the enhanced signals [10, 11]. Whilst these early ex-
periments showed that phase was unimportant for perception, it was duly noted
by Wang and Lim [11] that accurate phase estimation may be important if being
used to further improve the magnitude estimate. This belief was recently verified
by showing that estimates of the true clean speech phase are necessary to obtain
accurate estimates of the clean speech magnitude spectrum when using spectral
subtraction [12, chap. 5]. This work has direct relevance for ASR applications
since feature representations are typically derived from the magnitude spectrum
(e.g. in Mel-Frequency Cepstral Coefficients (MFCC)); recognition performance
can potentially be improved by successfully incorporating phase spectrum infor-
mation in the subtraction procedure.
The phase spectrum has previously been used in generating features for ASR
[13, 14, 15] and speaker identification [16], however there have only been two
examples of its use in speech enhancement. Phase spectrum compensation [17]
controls the amount of reinforcement or cancellation that occurs during synthesis
of the enhanced signal by adding an anti-symmetry function to the noisy speech
signal in the frequency domain. Despite showing promising speech quality im-
provements, it has not yet been used for ASR as time-domain reconstruction is
generally undesirable. The other technique developed to date is phase-error fil-
tering [18, 19] which assumes that phase variations between multiple microphone
channels after time delay compensation is due purely to the influence of the back-
ground noise. The observed phase difference between channels is used to filter the
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noisy speech such that large phase differences result in greater signal attenuation.
This work continues the move towards phase spectrum processing by examin-
ing its use in frequency-domain spectral subtraction. In Section 2 we demonstrate
its importance in deriving clean speech magnitude estimates, and propose to com-
plement traditional magnitude-only spectral subtraction with phase information
by performing the subtraction in the complex frequency spectrum. The proposed
Complex Spectrum Subtraction (CSS) which incorporates phase information has
the added advantage of reducing the number of subtraction parameters which must
be optimised. Section 3 introduces the first known method for estimating phase
spectra, and verifies the conditions under which the underlying assumptions are
valid. In the remaining sections, we evaluate CSS with Phase Estimation via DE-
lay Projection (PEDEP) technique on ASR tasks using a range of noisy speech
data.
2. Phase Information for Spectral Subtraction
2.1. Conventional Magnitude Spectral Subtraction
Spectral subtraction aims to recover the clean speech spectrum by subtracting
an estimate of the noise magnitude (or power) spectrum from that of the noise-
corrupted speech. The generalised frame-by-frame frequency-domain subtraction
rule derived from [9] and [20] is defined by:
|Sˆ(k)|γ =
|Y (k)|
γ −α(k)|Dˆ(k)|γ |Y (k)|γ −α(k)|Dˆ(k)|γ > β |Dˆ(k)|γ
β |Dˆ(k)|γ otherwise
(1)
where |Dˆ(k)| is an estimate of the noise magnitude spectrum, and |Sˆ(k)| is the
resulting estimate of the clean speech spectrum. The parameter γ determines
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the spectrum the subtraction takes place in; this could be the magnitude spec-
trum (γ = 1) [9], or the power spectrum (γ = 2) [20, 21]. The time- and frequency-
dependent subtraction factors, α(k), are introduced to compensate for inaccurate
estimates of the noise spectra. These factors can be optimised empirically, or
determined using SNR-weightings (as introduced in [20]), or via other methods
[22, 23]. The spectral flooring factor, β , is used to reduce the effects of over-
subtraction and avoid negative spectra. The value for the flooring factor is typi-
cally 0 < β ¿ 1 [20, 24].
Closer examination of (1) shows that conventional spectral subtraction oper-
ates only on the magnitude spectrum1. It can be shown however, that traditional
spectral subtraction approaches cannot accurately recover the clean speech magni-
tude spectrum without knowledge of the phase spectrum [12, chap. 5]. Since most
ASR features are derived directly from the magnitude spectrum (e.g. MFCC), in-
corporation of phase information will lead to better estimates of the clean speech
magnitude spectrum, and ultimately improved ASR performance. Although our
focus is on ASR in this paper, a similar statement can be made about human
perception applications since signals enhanced by spectral subtraction are recon-
structed using the enhanced magnitude spectrum.
2.2. The Effect of Phase on Clean Speech Magnitudes
Phase information is not included in (1), which means magnitude spectral sub-
traction implicitly assumes that noise, noisy speech and clean speech are all in
1For speech recognition purposes, reconstruction to the time domain (as required in human
perception applications) is unnecessary. As a result, we have excluded this procedure from all
discussions and experiments in this paper.
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Figure 1: Single-frequency phasor diagram showing the effect on clean speech magnitude esti-
mates when assuming signal collinearity. The phase difference and resulting magnitude error are
denoted by ∆θ and ∆M respectively.
phase; that is, they are collinear2. This assumption is not valid when speech and
noise are not in phase [25]. The shortfall of this assumption is demonstrated by
the single-frequency phasor diagram in Fig. 1.
Assuming that the instantaneous noise magnitude is accurately estimated (purely
for the purposes of this analysis), magnitude subtraction produces the estimated
clean speech magnitude (“Estimated |S(k)|”) since it assumes the noisy speech
signal and noise have the same phase. To aid comparison, the true clean speech
magnitude (“True |S(k)|”) is rotated about the origin onto the noisy speech vec-
tor to the point “Projected |S(k)|”. From this projection it can be seen that there
is a resulting error between the true and estimated clean speech magnitudes (de-
noted ∆M). Since this example assumes the noise magnitude estimate is accurate,
2We refer only to magnitude spectral subtraction (as opposed to power spectral subtraction)
since this approach relates most closely to the novel complex spectrum subtraction method pre-
sented in this paper. The novel method (described in Section 2.3) operates jointly on the magnitude
and phase spectra as opposed to converting to the power spectrum.
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∆M is due to the existence of a phase difference between the clean speech and
noise signals (denoted ∆θ ). This phase difference can even cause the noisy signal
magnitude to be less than the clean speech magnitude when the signals are con-
siderably out of phase [25]. The collinear assumption is therefore a limitation of
magnitude-only spectral subtraction, ensuring the clean speech magnitude cannot
be completely recovered without phase information.
The accuracy of the clean speech magnitude estimates resulting from magni-
tude spectral subtraction is affected by both the local signal-to-noise ratio and the
phase difference between the signals. In Fig. 2, the effect of decreasing SNR is
demonstrated, where both the input clean speech S(k) and the phase difference
between speech and noise (∆θ ) are kept constant. It can be observed that by in-
creasing the level of the noise from D1(k) to D2(k), the clean speech magnitude
estimate error increases from ∆M1 to ∆M2. In other words, as the SNR decreases,
phase differences (which are traditionally assumed non-existent) result in larger
clean speech magnitude errors.
The clean speech magnitude error w.r.t. both magnitude and phase difference
is presented in Fig. 3 in which the globally positive intensity demonstrates the
clean speech magnitude is always underestimated. In cases when the SNR is high
(greater than 20 dB) and there is little phase difference between noise and clean
speech, the estimate error is typically small. For SNR less than 15 dB however,
there is a noticeable increase in the estimation error both as the SNR decreases
and as the phase difference approaches pi radians. This estimation error reaches a
maximum of (1−β )|Y (k)| in the region where the noise and speech signals have
the same magnitude (i.e. 0 dB) but are out of phase by pi radians. This value of
maximum error is due to the flooring operation in (1) which dictates the minimum
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Figure 2: The effect of decreasing SNR on the magnitude error ∆M given the same phase differ-
ence ∆θ .
output magnitude and therefore also enforces the maximum estimation error.
As the SNR decreases below 0 dB, it can be observed that the error gener-
ally reduces, even though it first increases around pi2 . As mentioned previously,
traditional magnitude spectral subtraction inherently assumes the noise and noisy
speech are collinear. Due to the additive noise assumption, as the SNR decreases
the noisy speech signal more closely resembles the background noise, and the
phases of these signals approach collinearity. In this case, as the underlying as-
sumption regarding phase in the traditional method is better approximated, the
resulting clean speech magnitude estimate becomes more accurate.
2.3. Complex Spectrum Subtraction
The preceding discussion highlighted that clean speech magnitude estimates
using magnitude-only subtraction are affected by both SNR and phase difference
between noise and clean speech. Considerable research has looked at ways of
reducing the effects of the former using SNR-dependent subtraction factors; here
9
Figure 3: Visualisation of the effects of SNR and difference between noise and speech phase on
the accuracy of clean speech magnitude estimates according to conventional magnitude spectral
subtraction.
we aim to reduce the effects due to phase differences by introducing phase infor-
mation by performing subtraction on the complex frequency spectrum.
To achieve this, we propose to perform the subtraction in the complex fre-
quency domain by implementing individual subtraction rules for the real and
imaginary components:
|S(k)|cos(θS) = |Y (k)|cos(θY )−α(k)|Dˆ(k)|cos(θˆD)
|S(k)|sin(θS) = |Y (k)|sin(θY )−α(k)|Dˆ(k)|sin(θˆD). (2)
In this instance, we must estimate both the magnitude and phase of the instan-
taneous noise spectrum D(k), since only Y (k) is known. There are a range of tech-
niques available to estimate the noise magnitude; in this paper, noise magnitude
estimation is performed using time-recursive averaging with soft-decision speech
activity detection as per the work in [6]. The frequency-dependent oversubtrac-
tion factors α(k) are maintained to compensate for inaccuracies in the magnitude
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estimation.
Phase spectrum estimation is far more difficult, particularly due to phase wrap-
ping and other signal processing problems [26]. An averaging process similar to
magnitude estimation is inappropriate as the phase spectrum is circular in the
range −pi < θ ≤ pi; a large number of samples will result in zero mean. To over-
come these challenges, we propose a novel method for estimating the phase spec-
trum in Section 3 and use it to enable complex spectrum subtraction.
As per traditional spectral subtraction, the oversubtraction factors α must still
be optimised, however it should be emphasised that using CSS removes reliance
on both the flooring factor β and the spectrum in which subtraction takes place
(i.e. γ). It has been demonstrated that optimal operation of conventional spec-
tral subtraction for ASR requires data-dependent tuning of each of these parame-
ters [27, 28]; this is a key contribution of the proposed CSS approach.
3. Phase Spectrum Estimation
3.1. Estimation Approaches
There are two approaches to implementing complex spectrum subtraction. The
‘direct approach’ involves estimating the noise phase spectrum θD, and perform-
ing subtraction via (2).
The alternative approach is to estimate the clean speech phase θS and inter-
polate the CSS output using a method we refer to as the tangent method (shown
graphically in Fig. 4). The full range of possible complex subtraction outputs are
represented by a circle with radius equal to the scaled noise magnitude estimate,
α(k)|D(k)|, centred on the noisy speech signal Y (k). Assuming the estimation in-
accuracy is appropriately compensated using α(k), one of the points on this circle
11
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Figure 4: Tangent method for interpolating CSS output using a clean speech phase estimate θSˆ
which either intersects the circle of possible outputs (a) or falls outside this circle (b).
corresponds to the original clean speech. This approach assumes that θSˆ is accu-
rate and therefore seeks a clean speech spectrum estimate with the most similar
phase to θSˆ.
To determine the clean speech spectrum S(k), one of three choices is made:
1. Intersection: if θSˆ intersects the circle representing all possible complex
subtraction outputs (green in Fig. 4(a)), one of the two intersection points
(red ‘X’) is chosen. In this paper, the selection is made by assessing the
phase difference between the clean speech and noise signals; if they are
out of phase by more than pi2 radians, the chosen point should reflect com-
plex addition rather than subtraction, in which case the point with greater
magnitude is chosen.
2. Tangent: if θSˆ does not intersect the circle, the two circle tangents drawn
from the origin are determined (Fig. 4(b)). The point most in phase with θSˆ
is chosen as the subtraction output.
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3. Collinear: if α(k)|Dˆ(k)| > |Y (k)| (i.e. the circle representing all CSS out-
puts encompasses the origin), collinear subtraction is performed. This method
closely matches conventional magnitude spectral subtraction but excludes
the flooring operation. The output could also be chosen as the point where
θSˆ intersects the circle, however this demonstrated inferior ASR perfor-
mance in preliminary experiments as it frequently led to incorrect increases
in signal energy.
3.2. Estimation Based on Sinusoid Stationarity
Noise magnitude estimates are typically calculated during non-speech periods
and assumed to remain stationary during speech periods. To derive phase esti-
mates, we propose to apply stationarity in the context of phase spectra to a sum of
sinusoids which is accurately represented by a sum of sinusoids, i.e.:
di =
L
∑
l=1
ail cos(ω
i
l t +ϕ
i
l ) (3)
where i is the current frame, L is the number of sinusoids, and ail , ω
i
l , and ϕ
i
l are
the sinusoidal amplitude, angular frequency and phase respectively.
Consider the single sinusoid shown in Fig. 5 which is sampled in 32 ms frames
with 10 ms advances between adjacent frames. At the beginning of “Frame 1”, the
sinusoid has a phase of 0 radians, but at “Frame 2” and “Frame 3” this phase has
changed. Assuming the sinusoid remains stationary between frames, the expected
phase at the start of each successive frame can be inferred knowing ω il along
with the time delay τ between adjacent frames. The expected phase ϕ of angular
frequency ω at frame i can therefore be determined as:
φ i = φ i−n+ τωn (4)
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Figure 5: Demonstration of phase changes due to frame-based sampling on a single-frequency
sinusoid.
where n is the number of frames prior to the current frame in which a reference
phase was taken. In real-world conditions, the reference phase is taken as the
phase of the most recent frame of pure noise or clean speech, depending on which
is being estimated. This approach is termed Phase Estimation via DElay Projec-
tion (PEDEP).
This method is straight forward when only one sinusoid is present, however
more assumptions are required to apply this technique to speech signals which
contain a mixture of sinusoids. The first assumption is that DFT centre angular
frequencies ωl – determined by the sampling rate ωs and the length of the analysis
window – represent the true signal frequencies, and consequently the effects of
spectral smearing (due to deviations from these centre frequencies) are minimal.
This assumption enables each frequency to be analysed independently.
This approach also assumes that the signal in each frequency remains station-
ary (or very close to) from one frame to the next. In this way, it is inherently
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assumed that no other sinusoidal components are added or removed between ob-
servations.
3.3. Investigation
To determine the validity of the proposed PEDEP approach, we studied the
stationarity behaviour of the phase spectra of two typical noise sources (AWGN
and car noise) as well as clean speech, independently. The clean speech phase
samples were generated from 100 randomly chosen TIMIT sentences [29], whilst
samples of car noise were obtained from the NOISEX database [30] and Additive
White Gaussian Noise (AWGN) was randomly generated. Observe that in this
section, as our aim is to analyse clean speech and noise signals independently,
noisy speech signals were not synthesised.
To visualise the stationarity behaviour, histograms describing the relationship
of observed phase spectra in adjacent frames were generated for each DFT centre
frequency. True differences in phase between adjacent frames were calculated
and normalised for the expected delay τω due to observation sampling using a
modified version of (4):
∆φ = φ i−φ i−1− τω (5)
where each value of ∆φ was wrapped to the range (−pi,pi]. By removing the
observational delay, the histograms help assess the validity of the stationarity as-
sumption pivotal to the PEDEP approach.
Figure 6 shows the average distributions of observed phase differences for all
frequencies for AWGN, car noise and clean speech. Each histogram is compared
with the ideal distribution which reflects the assumption of perfect stationarity
(i.e. ∆φ = 0). The behaviour of individual frequencies was found to be very sim-
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Figure 6: Histograms showing normalised phase differences between adjacent observation frames.
ilar to that observed in Fig. 6, making the outcomes of this investigation relevant
to applying PEDEP on a frequency-by-frequency basis.
The three distributions in Fig. 6 are very similar, as is their behaviour as the
frame advance decreases, which suggests the PEDEP approach will be suitable
for a wide range of noise and speech signals. Looking at the distributions more
closely, the histogram for the standard speech processing frame rate (10 ms) ex-
hibits main peaks at approximately ±pi4 , and only a minor peak at 0 radians which
makes it significantly different in shape to the ideal distribution. This observation
led to decreasing the frame advance in an attempt to improve the distribution, the
motivation being that the signal is more likely to remain stationary as the obser-
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vations become closer in time. In other words, there is less time for sinusoidal
components to be added to or removed from the overall signal.
As the frame advance reduces, the distribution transforms towards the ideal
histogram, with dominant peaks appearing at 0 radians for frame advances less
than and including 2.5 ms. The peaks around ±pi4 shift towards ±pi6 , but more
importantly are attenuated. As the frame advance decreases to 1 ms, only minor
improvements in the distributions are observed, suggesting only minor improve-
ments in the accuracy of the phase estimation (and subsequently the enhancement
and recognition performance) procedure should be observed.
This investigation demonstrates the stationarity assumption pivotal to the pro-
posed PEDEP approach is better approximated as frame advances are reduced
(i.e. frame rates are increased). In Section 4, the effect of increasing the frame
rate on ASR accuracy is investigated.
4. Experiments
4.1. “Oracle-style” ASR Experiments
The previous section demonstrated the underlying stationarity assumption of
the PEDEP approach is better approximated with larger frame rates. In this section
we conduct oracle-style recognition experiments in order to:
1. Assess the effectiveness of the proposed complex spectrum subtraction us-
ing PEDEP compared to magnitude-only spectral subtraction;
2. Compare the performance of both noise phase and speech phase estimation
over a range of frame rates; and
3. Determine the upper bound on ASR performance using CSS assuming per-
fect phase estimation is achievable.
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The Aurora 2.0 corpus [31] was used for model training, system tuning, and
recognition. Acoustic models were trained using clean speech only, with each
digit represented by an 18-state Hidden Markov Model with 3-component Gaus-
sian mixture state models. Acoustic features consisting of 39-dimensional MFCC
vectors – 13 static coefficients (including C0) plus delta and acceleration coeffi-
cients – were extracted for each 32 ms frame with 10 ms advance between frames.
Speech recognition was performed on test sets A and B using the Hidden Markov
Toolkit [32] – all results quoted in this paper are word accuracies (in %). The
recogniser was tuned to the best performance on clean speech (using the data set
aside for multi-condition training) and kept constant for all experiments.
The following baseline and enhancement approaches were evaluated (where
algorithm parameters α and β were optimised empirically using the Aurora multi-
condition training data set):
• Clean Speech: baseline ASR using original clean digit sequences.
• Noisy Speech: baseline ASR using noise-corrupted data.
• Magnitude Spectral Subtraction: traditional magnitude-only spectral sub-
traction according to (1).
• True Noise Phase CSS: complex spectrum subtraction according to (2) with
true θD and estimated |D(k)|. This case simulates ASR performance upper
bound when noise phase estimation is perfect.
• True Speech Phase CSS: complex spectrum subtraction according to the
tangent method (Fig. 4), using true θS and estimated |D(k)|. This case sim-
ulates performance upper bound when speech phase estimation is perfect.
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• CSS with Noise PEDEP: complex spectrum subtraction according to (2)
where θˆD is determined using the proposed PEDEP algorithm.
• CSS with Speech PEDEP: complex spectrum subtraction as per the tangent
method in Fig. 4 where θˆS is determined using the PEDEP algorithm.
For configurations incorporating PEDEP, phase estimates were derived using
{1, 1.25, 2, 2.5, 5, 10} ms frame advances. In order to maintain a 10 ms ASR
frame rate, only frames corresponding to those of the standard 10 ms advance are
used – these frames are referred to as analysis frames. For example, in the 1 ms
case, every 10th frame is an analysis frame. CSS was applied to each analysis
frame using a phase estimate derived by projecting forward the true phase from
the previous frame (regardless of the frame advance). In this way we can deter-
mine if PEDEP provides useful information in the ideal case by eliminating prop-
agation errors due to phase projection across multiple frames. Phase projection
over multiple frames is utilised in the “real-world” experiments in Section 4.2.
4.1.1. Proof of Concept Experiment
This initial experiment aims to verify the effectiveness of subtraction in the
complex frequency domain and compare with traditional magnitude-based spec-
tral subtraction. The results are shown in Fig. 7, where noise levels have been
aggregated into high (15-20 dB), medium (5-10 dB) and low SNR (-5-0 dB), as
well as averaged over all SNR.
The results indicate large improvements in ASR accuracy can be achieved us-
ing CSS compared to magnitude-only spectral subtraction if perfect noise phase
estimation (i.e. ‘True Noise Phase CSS’) is possible. The average relative im-
provement for all noise types and SNR is 19.8%, with 35.8%, 34.7% and 13.1%
19
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Figure 7: Proof of concept speech recognition results comparing complex spectrum subtraction
and traditional magnitude spectral subtraction.
improvements for high, medium, and low SNR cases respectively.
The results also demonstrate that interpolating the enhanced spectrum using
the clean speech phase is effective in high SNR (average relative improvement of
16.2%), but not as effective as traditional spectral subtraction in medium or low
SNR even though it does improve unprocessed noisy speech.
Both proposed methods recover some of the performance loss in high SNR en-
vironments (e.g. see babble, street and restaurant noise in Fig. 7(a)) brought about
by distortion introduced by magnitude spectral subtraction. Distortion – com-
monly referred to as musical noise – arises due to spectral flooring, and also the
use of magnitude estimates rather than true instantaneous magnitudes. Introduc-
ing phase information and removing the flooring process enables CSS to reduce
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Figure 8: ASR performance of the proposed PEDEP phase estimation technique for increasing
frame advances.
these levels of distortion and improve ASR accuracy, regardless of the background
noise.
4.1.2. Phase Estimation
The investigation in Section 3.3 showed better stationarity approximation as
the frame rate increased; this should result in improved phase estimates which
will ultimately lead to improved ASR performance. To test this inference, the
proposed CSS with PEDEP estimation technique was evaluated over a range of
frame rates. Recognition characteristics as the frame advance is increased from
1 ms to 10 ms are shown in Fig. 8 for babble noise; similar characteristics were
observed for all types of background noise.
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Examining the general trends in Fig. 8, the ASR accuracy improves consis-
tently as the frame advance is decreased for both CSS approaches, regardless of
the SNR. This effect is particularly pronounced when estimating the noise phase
directly (blue bars), where despite being inferior to magnitude spectral subtraction
at standard speech processing frame advances (i.e. 10 ms), the proposed approach
is superior for frame advances of 5 ms and below. This result confirms that bet-
ter approximation of the stationarity assumption improves phase estimates and
ultimately ASR accuracy. For babble noise, this ‘direct approach’ produces av-
erage relative word accurracy improvements of 12.6% and 6.9% respectively for
medium and low SNR compared to traditional magnitude spectral subtraction us-
ing a 5 ms frame advance (i.e. 200 Hz). Increasing the frame rate to 1000 Hz,
these relative improvements increase to 45.1% and 15.4% respectively, but only
limited gains are obtained for advances less than 2.5 ms.
As per the results presented in Section 4.1.1, tangent-based interpolation from
the speech phase estimate fails to outperform magnitude spectral subtraction in
medium to low SNR. As the frame rate increases however, the recognition accu-
racy consistently increases for all SNR, albeit less significantly than the ‘direct
approach’. For example, when increasing the frame rate from 100 Hz to 1000 Hz,
only 4.8% average improvement is obtained in high SNR compared to 65.7%.
This limited improvement is attributed to the fact that only intersection selection
alters the output magnitude between one frame rate and the next; tangent selection
and collinear spectral subtraction will produce the same output regardless of the
frame rate. Given that intersections account for approximately one-third of the
cases, the expected improvements in performance as the frame rate increases are
therefore limited.
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The behaviour of both approaches w.r.t. frame rates can also be seen to be
different. Under high SNR conditions, CSS with noise PEDEP requires frame
rates of at least 400 Hz in order to outperform magnitude spectral subtraction
compared with 100 Hz for the tangent-based method. Averaged over all SNR, this
minimum frame rate converges to 200 Hz for both approaches.
This oracle experiment highlights a need to find an appropriate trade-off be-
tween processing requirements and ASR performance when considering practical
implementation of this phase estimation approach. From the results presented
in Fig. 8, and the corresponding results for other noise types, frame advances of
2.5-5 ms are seen as a suitable trade-off for both CSS approaches. This causes
a 2×−4× increase in frame analysis, but produces noticeable improvements in
ASR performance for both proposed CSS approaches averaged over all SNR con-
ditions.
4.2. “Real-World” ASR Experiments
In the experiments in the previous sectino, the true phase spectrum was always
known; a scenario not indicative of “real-world” applications. To realise the pro-
posed approach for “real-world” applications, both approaches were implemented
as described by Algorithm 1. It should be noted that there is no need to estimate
or update the clean speech phase for the ‘direct approach’. The noise phase refer-
ence θDre f is updated prior to CSS in noise-only frames so it can be utilised in the
enhancement. The speech phase reference θSre f is updated only in speech frames
using the phase of the enhanced speech to limit the effect of the noise signal on the
next speech phase estimate. In this section, both CSS approaches were applied at
an estimation frame rate of 200 Hz, with ASR analysis frames taken every 10 ms.
The results of this experiment are presented in Fig. 9. These results are pre-
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Algorithm 1 Practical Implementation of Complex Spectrum Subtraction
Initialise θDre f , θSre f as phase of first frame; initialise reference frame numbers.
for all subsequent frames at 5 ms advances do
Perform soft-decision SAD on each frequency.
Project θDre f , θSre f from most recent reference frame using (4).
if frequency determined to be noise only then
Update θDre f to phase of current frame; update noise phase reference
frame.
end if
Do complex spectrum subtraction as per (2) or tangent method (Section 3).
if frequency contains speech then
Update θSre f as phase of enhanced speech; update speech phase reference
frame.
end if
if current frame required for analysis then
Generate MFCC features for recognition.
end if
end for
sented alongside an empirically optimised implementation of Kamath & Loizou’s
multi-band spectral subtraction (MBSS) [22] which is a common reference tech-
nique. In most high SNR environments (Fig. 9(a)), both CSS approaches provide
improvements in word accuracy over MBSS. This is an important result as most
speech systems are designed to operate in higher SNR conditions. Further analy-
sis shows the tangent-based interpolation approach provides superior and more
consistent performance than the direct noise phase estimation approach. The
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Figure 9: Speech recognition performance of practical implementations of PEDEP phase estima-
tion for complex spectrum subtraction.
tangent-based approach provides an average 13.8% relative improvement over
MBSS compared to an average 9.7% for the ‘direct approach’.
As the noise level increases, the effectiveness of the current implementations
of CSS decreases with respect to MBSS. In both medium and low SNR cases, the
proposed approaches still generally provide enhancement over the original noisy
speech data, however both methods fail to improve on the performance provided
by Kamath and Loizou’s method [22]. Given the significant improvements in ASR
accuracy observed in the oracle-based experiments in Section 4.1, the inferior re-
sults observed in Fig. 9 are most likely caused by the current method of integration
with realistic speech processing. This is discussed in greater detail in Section 5.
To verify the performance observed in Fig. 9 on data collected in a real noisy
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Figure 10: Relative improvement in ASR word accuracy for practical implementations of PEDEP
phase estimation for complex spectrum subtraction (IDL = engine idle, 35U/35D = 35 mph with
window up/down, 55U/55D = 55 mph with window up/down).
environment, the phone numbers task of the AVICAR database [33] was chosen.
The data was down-sampled to 8 kHz to match the clean speech acoustic model
used in previous experiments. To perform channel normalisation, the acoustic
model was adapted using data from the idle noise condition according to the eval-
uation protocol in [34]. The reference spectral subtraction method and the two
proposed approaches were then applied to the test data as per the previous ex-
periment. Relative improvements in word recognition accuracy compared to the
original noisy speech for the reference spectral subtractio method and the two
proposed CSS approached are shown in Fig 10.
The trends observed in these results closely match those of Fig. 9. In par-
ticular, the tangent-based CSS approach outperforms the reference multi-band
spectral subtraction technique in high SNR conditions (i.e. idle), and provides
superior and consistent performance compared to the direct noise phase estima-
tion approach. As the noise levels increase however, the proposed approaches
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fail to improve on the performance of the MBSS technique, despite providing
enhancement over the original noisy speech data in most instances.
5. Discussion
The experiments in the previous section demonstrated the potential for com-
plex spectrum subtraction (which uniquely combines magnitude and phase spec-
trum information) to improve on the ASR word accuracy performance of tradi-
tional magnitude-only spectral subtraction. Of the two proposed CSS methods
employing the novel Phase Estimation via DElay Projection (PEDEP), the per-
formance of the ‘direct approach’ with noise phase estimation outperformed the
tangent-based approach which uses speech phase estimates in most scenarios.
Real-world implementations of both these techniques provide superior perfor-
mance compared to Kamath & Loizou’s multi-band spectral subtraction [22] in
most high SNR environments.
Whilst being highly effective in real-world scenarios at high SNR, the tangent-
based approach failed to outperform both the ‘direct approach’ and an optimised
implementation of magnitude spectral subtraction in medium and low SNR envi-
ronments, even in oracle experimentation. A solution to this problem is to exploit
the observed variation of the proposed techniques’ ASR performance with respect
to SNR. The experiment results suggest an SNR-adaptive implementation – rather
than using each approach in isolation – would provide better performance across
all SNR. Such a system would take advantage of the complementary nature of
the performance of the two CSS approaches, applying tangent-based subtraction
in high SNR, and switching to the ‘direct approach’ as the SNR decreases. The
specifics of this system (e.g. determining appropriate SNR for switching, and im-
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proved SAD) will be investigated in future research.
It is also important to place the proposed technique in context with the state
of the art both in terms of ASR performance, and computational complexity. The
most recent and significant contribution in spectral subtraction and its direct appli-
cation to ASR is likelihood-maximisation (LIMA) [6]. LIMA-based approaches
typically utilise gradient-descent methods to directly optimise a set of parameters
related to the enhancement algorithm in order to maximise the likelihood of the
state sequence generated by the ASR system. That is, they consider the enhance-
ment and recognition systems as one entity [5, 6, 8, 35].
The LIMA-based method proposed by BabaAli et al. [6] is based on mel-
spaced MBSS. Using test data with an average SNR of 15 dB, they demonstrated
a relative ASR improvement of approximately 22.7% compared to Kamath and
Loizou’s method [22] on an isolated word task on data similar to Aurora. In real-
world experiments in Section 4.2, we demonstrated an improvement of 13.8%
over the same reference technique in high SNR conditions. It is important to
note that the upper bound on performance expected using the tangent-based CSS
method is 19.2% better than Kamath and Loizou’s MBSS (and 37.8% for the
‘direct approach’ using noise phase estimates). Therefore, whilst the current prac-
tical implementations proposed in Section 4.2 do not match the performance of
LIMA-based multi-band spectral subtraction, there is potential for the proposed
approaches to provide similar or better ASR performance if the phase estimation
technique can be improved.
In terms of computational complexity, the proposed approach has the disad-
vantage that twice the number of frames must be taken compared to standard sub-
traction approaches [20, 22] in order to sufficiently satisfy the stationarity require-
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ment. During analysis however, the computational complexity of the proposed
techniques are very similar to these methods; all calculate local SNR, and the pro-
posed techniques determine phase estimates through frequency-dependent sub-
traction which is computationally equivalent to determining frequency-dependent
oversubtraction weights as required by the traditional methods.
In comparison to LIMA-based spectral subtraction, the proposed approach
is much more efficient since the former requires iterative joint optimisation of
both the algorithm parameters and state sequence. Despite having inferior ASR
performance in their current form, the proposed CSS approaches are effective and
practical alternatives to the current state of the art in spectral subtraction for ASR.
6. Conclusion
This study contributes a new approach to using the phase spectrum by propos-
ing to complement traditional magnitude-only spectral subtraction with phase
spectrum information. The proposed Complex Spectrum Subtraction approach
aims to alleviate a major shortfall of magnitude-only spectral subtraction; clean
speech magnitudes cannot be perfectly reconstructed without phase information
(Section 2.2 and [12]). The errors in clean speech magnitudes caused by tra-
ditional approaches were found to be jointly dependent on the phase difference
between noise and speech signals, as well as the instantaneous signal-to-noise
ratio.
Two approaches to performing subtraction in the complex frequency domain
have been proposed. The estimated clean speech spectrum can be determined by
either directly estimating the noise phase or estimating the clean speech phase
and using tangent-based interpolation to establish the clean speech spectrum. The
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results of a proof of concept experiment using perfect phase information demon-
strated that by explicitly introducing phase information in this way is beneficial to
ASR performance regardless of the CSS approach, providing an average relative
word accuracy improvement of 20%.
In order to acquire phase spectra estimates for CSS, a novel method termed
Phase Estimation via DElay Projection (PEDEP) was proposed. This approach
is based on the stationarity of sinusoidal waveforms and the known time delay
between observations. Preliminary investigation demonstrated the underlying sta-
tionarity assumption was better approximated as the time advance between adja-
cent frames was decreased. Increasing the frame rate in this way led to significant
improvements in ASR accuracy when estimating the noise phase (65.7% rela-
tive), but lesser increases for estimating the clean speech phase and interpolating
the subtraction output via the tangent method (4.8%).
A final experiment using “real-world” implementations of the two approaches
demonstrated that CSS with PEDEP was superior to the magnitude-based ap-
proach proposed by Kamath and Loizou [22] in high SNR environments; a 17.4%
relative improvement was observed for the proposed tangent-based approach. Over-
all, the ASR results suggest the need for an SNR-dependent system which dynam-
ically switches between both proposed CSS approaches. The implementation of
such a system is left for future research.
The performance of CSS relies heavily on the ability to accurately estimate
the phase spectrum. Whilst this paper presented an initial approach to estimating
phase spectra which showed a positive impact on ASR performance, the proposed
PEDEP method requires increased frame rates, reducing its practicability. The
results demonstrated in proof of concept experiments (average accuracy improve-
30
ment of 20%) however suggest that further research attention to this approach
would be justified in order to improve its practicability.
Given this is a first attempt at estimating and using phase information, there is
undoubtedly room for it to improve. This immaturity, coupled with the promising
results demonstrated in proof of concept experiments, provide the perfect motiva-
tion for further research attention to this problem.
Despite these shortcomings, the proposed approach has a number of distinct
advantages over conventional magnitude-only spectral subtraction. Aside from
complementing magnitude information with phase spectrum information, CSS
reduces the number of algorithmic parameters making it easier to optimise for
specific environments. Even though this technique was motivated by a need to
improve ASR performance, by improving clean speech magnitude estimates it is
also suitable for human perception applications. This portability between applica-
tions is not common as most speech enhancement techniques have been designed
specifically with human perception in mind.
Finally, we note that spectral subtraction can be performed in either magnitude
or power spectral domains. In this paper, we have focussed solely on magnitude
spectral subtraction. We have done this as the methods proposed in this paper
operate on the magnitude and phase spectra and therefore are directly comparable
to conventional subtraction in the magnitude domain. The effects of phase differ-
ences between speech and noise however are likely to be less for power spectral
subtraction compared to magnitude subtraction given the influence of the power-
domain transform which reduces the effects of severely out-of-phase cross-terms.
In future work we propose to compare the effects of these phase differences in
the magnitude domain with the results by Evans et al. [21] who analysed various
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errors due to subtraction in the power spectrum.
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