The crossing number of a graph G is the least number of crossings over all possible drawings of G. We present a structural characterization of graphs with crossing number one.
Introduction
For a graph G we let V (G) and E(G) denote its vertex set and edge set respectively. Our graphs may have multiple edges but, for simplicity, we assume they have no loops.
We assume the reader is familiar with the concept of drawings of graphs. We make no distinction between the elements of a graph and their representations in the drawing. Let D be a drawing of a graph G. If H is a subgraph of G, we use the notation D[H] to denote the drawing of H obtained from D by deleting the corresponding vertices and edges that are not in H.
Let cr(D) denote the number of crossings of D. The crossing number cr(G) of G is the least number of crossings over all possible drawings of G. A drawing D of G is optimal if cr(D) = cr(G). We note that a graph G is planar if and only if cr(G) = 0. An optimal drawing of a planar graph is an embedding.
In the context of studying crossing numbers, Kuratowski's is a classic characterization of planar graphs as: a graph has crossing number at least one if and * andre.silva@ic.unicamp.br † alanmarcelo.arroyoguevara@ist.ac.at ‡ rbruce@uwaterloo.ca § lee@ic.uniacamp.br only if it contains a subdivision of K 5 or K 3,3 (we shall refer to the subdivisions of K 3,3 and K 5 as Kuratowski graphs). Following the same spirit, we answer the question of when does a graph have crossing number at least 2? The answer is our Theorem 4, characterizing graphs with crossing number 1. Our characterization extends a result of Richter and Arroyo [AR17] ( Theorem 1, below). We characterize the crossing pairs of a nonplanar graph G. A pair of edges e, f of a graph G is a crossing pair of G if there exists a drawing D of G with cr(D) = 1 (we refer D as a 1-drawing of G) in which e and f cross. Clearly, for a nonplanar G, cr(G) = 1 if and only if G has a crossing pair and cr(G) ≥ 2 otherwise.
In Section 2 we present related work. Section 3 expands on some properties of crossing pairs and details our characterization in Theorem 4. In section 4, we describe the results and notation used for proving Theorem 4; the proof is in Section 5. The last section contains some remarks on Theorem 4.
Related work
The problem of characterizing graphs with crossing number at least two was already studied by Arroyo and Richter [AR17] in the context of peripherally 4-connected graphs.
A graph G is peripherally 4-connected if G is 3-connected and, for every vertex 3-cut X of G, and, for any partition of the components of G − X into two non-null subgraphs H and K, at least one of H or K has just one vertex. Two edges e = x 1 y 1 and f = x 2 y 2 are linked if either e, f are incident with a common vertex or there is a 3-cut X in G such that X ⊂ {x 1 , y 1 , x 2 , y 2 } and the vertex in {x 1 , y 1 , x 2 , y 2 }\X induces a trivial component of G − X. Otherwise, e and f are unlinked. Two edges e and f of G are separated by cycles if there exists two (vertex-)disjoint cycles C e and C f in G with e ∈ E(C e ) and f ∈ E(C f ).
Theorem 1. [AR17]
A peripherally 4-connected nonplanar graph G has crossing number at least two if and only if for any pair of unlinked edges e, f in G they are separated by cycles.
We note that if we drop the connectivity requirement, then the converse of Theorem 1 is no longer true. Consider G = K 3,4 . It is 3-connected but not peripherally 4-connected. We know that cr(K 3,4 ) = 2 [Zar55] ; however, no any pair of disjoint edges is separated by cycles.
There is also some work on characterization of line graphs that have crossing number one. The line graph L(G) of a graph G is a graph with vertex set E(G) and a, b ∈ E(G) are adjacent in L(G) if and only if a, b share a common vertex in G. Let ∆(G) denote the maximum degree of a graph G.
Since the edges incident with a vertex of degree d in G induce a complete graph K d in L(G), a vertex of degree 6 in G implies cr(L(G)) ≥ cr(K 6 ) = 3. Similarly, if G has two vertices with degree 5, then cr(L(G)) ≥ 2. Therefore, if cr(L(G)) ≤ 1, then G has at most one vertex of degree 5 and ∆(L(G)) < 8.
Kulli, Akka and Beineke [KAB79] characterized planar graphs whose line graph has crossing number one, while Jendrol' and Klevusč [JK01] obtained a characterization for nonplanar graphs. Their results are detailed in what follows.
Theorem 2. [KAB79] For every planar graph G, we have cr(L(G)) = 1 if and only if:
(1) ∆(G) = 4 and there is a unique non-cut-vertex of degree 4, or
(2) ∆(G) = 5, every vertex of degree 4 is a cut vertex, and there is a unique vertex of degree 5 with at most 3 edges in any block.
Theorem 3.
[JK01] For a nonplanar graph G, we have cr(L(G)) = 1 if and only if the following conditions hold:
(1) cr(G) = 1,
(2) ∆(G) ≤ 4, and every vertex of degree 4 is a cut vertex of G, and
(3) there exists a drawing of G in the plane with exactly one crossing in which each crossed edge is incident with a vertex of degree 2.
Akka, Jendrol, Klešč, and Panshetty [AJKP97] obtained a characterization of planar graphs whose line graph has crossing number two.
A graph G is k-crossing-critical if cr(G) ≥ k and every proper subgraph H of G has cr(H) < k. The 1-crossing-critical graphs are exactly the Kuratowski graphs. We note that a graph with crossing number at least 2 contains a 2crossing-critical graph as a subgraph.
A great deal of attention has been given to 2-crossing-critical graphs [BKQ83, DOTV11, Koc87, Ric88, RS09,Š84, BORS16]. For a positive integer n ≥ 3, the Möbius Ladder V 2n on 2n vertices, is the graph obtained from a 2n-cycle by joining vertices with distance n in the cycle. Bokal, Opporowski, Richter and Salazar [BORS16] characterized all 3-connected 2-crossing-critical graphs that contains a V 10 as a minor and all the ones not containing a V 8 as a minor. They also showed how to obtain all the not 3-connected 2-crossing-critical graphs from the 3-connected ones, and showed that there exists only finitely many 3-connected 2-crossing-critical graphs with no V 10 minor. It remains to characterize or enumerate all the 3-connected 2-crossing-critical graphs with a V 8 but no V 10 as a minor. We hope this work can help determine these remaining 2-crossing-critical graphs.
Crossing pairs and statement of the main result
The main point of this section is to introduce our main result Theorem 4. The lead-up to its statement is an analysis of crossing pairs. The graph in Figure 1a Second, if H is a Kuratowski subgraph of G, then e, f are both in H and make the unique crossing of D[H]. That is, e and f are a crossing pair in H. This is readily seen to be equivalent to the assertion that e and f are not in either the same branch or adjacent branches of H. (A branch in H is a path P joining two vertices with degrees different from 2 such that all internal vertices of P have degree 2 in H.)
Third, since vertex-disjoint cycles cross an even number of times in a drawing, e and f are not separated by cycles in G (separated by cycles is defined just before Theorem 1). Figure 2 shows edges e and f that are separated by cycles such that G − e and G − f are both planar.
The second fact is easily seen to imply the first: If for every Kuratowski subgraph H of G, e, f is a crossing pair of H, then G − e and G − f are both planar. However, the first fact does not imply the second: If e and f are pairs of edges in branches of a Kuratowski graph H sharing a vertex, both G − e and G − f are planar, but e and f is not a crossing pair of H. In Theorem 4 we describe conditions under which the first and second facts are equivalent.
We are now ready to state our main result, which characterizes crossing pairs in Kuratowski graphs in terms of these three facts.
Theorem 4. Let G be a nonplanar graph that is not a Kuratowski graph and let e, f ∈ E(G). The following are equivalent: The proof of Theorem 4 is in Section 5. This is preceded by some preparatory work in the next section.
Preliminaries
In this section we present some definitions and results used throughout the text.
Given a subgraph H of G a path P in G is H-avoiding or avoids H if no internal vertex of P is in H.
Let . In case B is just an edge with both ends in H, then B has no nucleus and is trivial. Although, the definitions of attachment and nucleus depend on G and on the subgraph H, we omit them, but these are always clear from the context.
Let C be a cycle of G. Two distinct C-bridges B 1 and B 2 overlap if they have exactly three attachments in common or if there exist distinct vertices a, x, b, y occurring in this cyclic order in C such that a, b ∈ Att(B 1 ) and x, y ∈ Att(B 2 ). If the latter happens, then they skew overlap.
There are two useful observations about C-bridges that we will use without proper reference. First, suppose that B 1 and B 2 are skew overlapping C-bridges in a subgraph H of a graph G. If G has a (C ∪ B 1 ∪ B 2 )-avoiding path P with ends in each of B 1 and B 2 , then C ∪ B 1 ∪ B 2 ∪ P contains a subdivision of K 3,3 .
Second, if B 1 and B 2 are overlapping C-bridges, then in any embedding D of G, B 1 and B 2 must be drawn in distinct faces of D[C].
For vertices x and y of a graph G, a cycle C ⊆ G detaches x from y if there exists two overlapping C-bridges, each containing exactly one of x and y in their nucleus.
The vertices x and y are cofacial in an embedding D if x and y are incident with a common face of D. The following theorem by Tutte (and its slight modification in Corollary 6) is an important tool in the proof of Theorem 4. Corollary 6. Let G be a planar graph, let x ∈ V (G) and let f ∈ E(G) not incident with x. Then G has an embedding such that x and f are incident with a common face unless G contains a cycle C which detaches x from f .
Proof of Theorem 4
Proof. Let e, f be edges of a connected non-planar graph G.
The proof that (i) implies (ii) follows from the discussion preceding the statement of Theorem 4. To see that (ii) implies (iii), we note that (iii) has the additional hypothesis of the subgraph H having e and f as a crossing pair of H. Such hypothesis follows from (ii) and the fact that G has at least one non-Kuratoswki subgraph as G is not planar. The rest of this section is devoted to (iii) implies (i).
For a drawing D of G, a side is the closure of a face of D.
The hypotheses of (iii) are that e, f are not separated by cycles in G, G − e and G − f are planar, and there is a Kuratowski subgraph H in which e, f is a crossing pair. . Therefore e crosses at least one edge of C in D H , and since f is the only edge that crosses e in D H , f must be in C.
Let B u and B v be the C-bridges in G − e containing u and v in their nuclei, respectively. If B u = B v , then there is a uv-path P in G − e that is disjoint from C. Then P + e and C are cycles that separate e and f in G, a contradiction.
Our end goal is to find an embedding of G − e in which u and v are on distinct faces incident with f . Such an embedding can be easily extended to a 1-drawing of G where e and f cross.
Let D e be a planar embedding of G − e. From Claim 7 we know that u and v are drawn on different sides of C, henceforth we refer to them as the uand v-sides of C, respectively.
Let G u and G v denote the subgraphs of G − e embedded on the u-side and v-side of C in D e , respectively. To achieve our end goal, we will prove that there exists an embedding of G u in which u and f are cofacial and where C bounds a face. Analogously, we will show the existence of an embedding of G v where v and f are cofacial and where C bounds a face. By combining these embeddings, we obtain our goal embedding of G − e.
For the sake of contradiction, suppose no embedding of G u with u and f cofacial exists.
Claim 8. There exists a C-avoiding path P with ends in C such that 1. f and every edge and vertex of P are incident with a common face F u on the u-side of C.
2. P separates u from f in G u , that is, every path in G u from u to an end of f has a vertex from P .
Proof. The C-bridge B u overlaps B v , and hence B u has at least two attachments. Thus, the set of C-avoiding paths with ends in C is not empty. Among these paths, select P with the property that the face of D e [C ∪ P ] incident with P and f is minimal under inclusion.
To show that (1) holds, consider the path R of C containing f and having the same ends as P .
Our choice of P impose some constrains on the (P ∪ R)-bridges of G u drawn the face of D e [P ∪ C] incident with P and f : Each of these bridges having at least two attachments, has all its attachments in one of the components of R−f . This already implies (1).
If u is a vertex of P , then f and u are cofacial in F u so we may assume otherwise. f C P u Figure 3 : An example of a C-avoiding path that separates u from f . Now we prove (2). First note that this item holds when D e [u] is drawn in the face of D e [C ∪ P ] incident with P that is not incident with f . Thus, let us assume that D e [u] is in the face of D e [C ∪ P ] incident with P and f , such as depicted in Figure 3 .
By way of contradiction, suppose that a P -avoiding path from u to an end of f exists. Then the union of this path, P , and a C-avoiding path in B u connecting u to P , contains a C-avoiding path P for which the face of D e [C ∪ P ] incident with P and f is properly contained in the corresponding face of D e [C ∪ P ], a contradiction. This last contradiction completes the proof of (2).
Consider a path P as in Claim 8, and let x and y be its ends. Let R and Q be the xy-subpaths of C; we assume that R is the one containing f .
If Proof. Otherwise, we consider a (Q ∪ P )-avoiding path connecting u to an attachment a in the interior of Q. Extend this path into a cycle of G, by following Q from a to a vertex in Att(B v ) that is in the interior of Q (Claim 9). Continue Proof. We prove the first statement; the second follows from the symmetry between u and v. First, suppose that the (Q∪P )-bridge containing u has an attachment that is an interior vertex of P (Figure 4a ). Then P ⊆ B u . In D e , redraw the C-bridge B u such that in the drawing restricted to C ∪ B u , u and f are cofacial. The fact that vertices and edges of P were cofacial in the original drawing guarantees that u and f are cofacial in the new drawing of G u .
Secondly, suppose that the (Q∪P )-bridge containing u has no attachment in the interior of P (Figure 4b ). In this case, this (Q ∪ P )-bridge is equal to the Cbridge B u , and as consequence of Claim 10, Att
Condition (1) in Claim 8 implies that the C-bridge B P including P also has {x, y} as set of attachments. By swapping B u and B P in D e and by redrawing B u in such a way that u is cofacial with f in its restriction to C ∪ B u , we obtain a drawing of C u in which u and f are cofacial and C bounds a face.
Recall that our ultimate goal is to show that G u has in embedding in which u and f are cofacial and C bounds a face, and this holds from showing the same statement for C ∪ B u (and similarly for G v and C ∪ B v ). Since we assumed that G u has no embedding in which u and f are cofacial and where C bounds a face, from Claim 11, it follows that there is no embedding of C ∪ B u in which the same hypothesis hold. Corollary 6 implies that there is a cycle C in C ∪ B u which detaches u from f . Let B u and B f be the C -bridges containing u and f , respectively, with u ∈ N uc(B u ).
The graph C ∪ B u ∪ B v ∪ {e} satisfies the same conditions as G in (iii) of Theorem 4. This means that Claim 8 also applies to C ∪ B u . We redefine P to be the path obtained from applying Claim 8 to the graph C ∪ B u ∪ B v ∪ {e}, and this has the significant consequence that the new P is part of B u . We name its ends x and y and define the paths Q and R similarly with relation to this new P . Proof. Suppose that C has no vertex in the interior of Q.
Let a ∈ Att(B f ). Consider a path P a in B f connecting any end of f to a. We may take P a so that f / ∈ E(P a ), and such that P a contains exactly one of x and y. Let z be the unique element of {x, y} that is in P a .
We construct a path P a in G from v to a as follows: Replace the subpath of P a from the end in f to z by a C-avoiding path from v to an interior vertex of Q (Claim 9) followed by the subpath of Q ending in z.
The path P a shows that, for every a ∈ Att(B f ), there exists a C -avoiding path in G − e − f connecting v to a. Since B f and B u overlap, the C -bridges of G − e − f containing u and v in their nuclei also overlap. The existence of these overlapping C -bridges show that G − f is not planar, a contradiction.
Consider a C -avoiding path in B u connecting u to a vertex in Att(B u )\V (P ). Claim 12 guarantees that such path does not contain vertices in P . Extend this path by following C until we reach a vertex in the interior of Q (Claim 13).
As |V (C ) ∩ V (P )| ≤ 1, we can choose this extension to avoid any vertex in P , however, the existence of this extension contradicts Claim 10. Let x be the vertex in V (C ) ∩ V (P ) that is closest to x in P . Similarly define y with respect to y. The previous claim guarantees that x = y .
Let A Q and A P be the internally disjoint x y -paths whose union is C . From Claim 12 and the choice of x and y it follows that one of A Q and A P , say A P , is internally disjoint from Q, while the other path A Q is internally disjoint from P (see Figure 5 ).
Proof. To verify that Att(B u ) ⊆ V (A P ), note that the existence of a C -avoiding path connecting u to an interior vertex of A Q would imply the existence of a (Q ∪ P )-avoiding path from u to an interior vertex of Q, contradicting Claim 10. Now we show that Att(B f ) ⊆ V (A Q ). By way of contradiction, suppose that for some vertex a in the interior of A P , there is a C -avoiding path P a connecting an end of f to a. By possibly slightly modifying P a , we may assume that f / ∈ E(P a ). Claim 12 guarantees that V (P a ) ∩ V (Q ∪ P ) is not empty. Traverse P a from a to the its end in f . Let p be the first vertex of Q ∪ P that we encounter just before P a enters to the face of D e [Q ∪ P ] containing D e [f ] for the first time. Note that p is in the x y -path of P , as otherwise, the ap-path of P a would have a vertex of A Q in its interior, contradicting that P a is C -avoiding.
Follow P a from p to its end in f until we either reach the next vertex p ∈ P or until we reach the end of P a . If p / ∈ {x, y}, then this path would show that not all vertices of P are incident with the same face as f in C ∪B u , contradicting Claim 8.(1). Thus p ∈ {x, y}, and by symmetry, we may assume that p = x.
Since x is not an internal vertex of A P , a = p, and because P a is C avoiding, x / ∈ V (C ). However, as the ax-path of P a is drawn in the side of D e [Q ∪ P ] disjoint from D e [f ], and x is in the x y -path of Q ∪ P containing Q, P a contains at least one vertex of A Q in its interior, contradicting that P a is C -avoiding.
The previous claim shows that B u and B f do not overlap, contradicting the assumption that C detaches u from f . Thus, there exists an embedding of C ∪ B u in which u and f are in the same face. Since B u has at least one attachment to C, such an embedding has one face bounded by C. Thus, Claim 11 implies that G u has en embedding in which u and f are cofacial and where C bounds a face. Likewise, there is an embedding of C v in which v and f are cofacial and one face is bounded by C. By gluing these embeddings together, and by adding the edge e, we obtain a 1-drawing of G in which e and f are crossed.
Final remarks
Let G be a nonplanar graph. We say that a pair of edges e, f of G is a potential crossing pair if, for every Kuratoski subgraph H of G, e and f is a crossing pair of H. Clearly, a crossing pair is also a potential crossing pair and, as (ii) on Theorem 4 shows, a potential crossing pair not separated by cycles is also a crossing pair. This raises the question on the existence of potential crossing pairs on graphs with crossing number at least 2. Given Theorem 4, such pair would necessarily be separated by cycles. We leave it as an open question, although we conjecture that they do not exist.
Regarding the proof of Theorem 4, we are aware of a shorter proof that shows that (ii) and (i) are equivalent (see Silva's thesis [Sil18, Theorem 3.12]). This proof uses the famous Two Disjoint Paths theorem, proved independently by many authors [Sey80, Shi80, Tho80, RS90]. The proof relies on the fact that a pair of edges e, f of a graph G is a crossing pair if and only if G − e − f has a planar embedding such that the ends of e and f alternate in a face of the embedding. The proof of the equivalence of (i) and (ii) using the Two Disjoint Paths Theorem is shorter and somewhat straightforward. However, proving that (iii) implies (ii) seems significantly more complicated and we were unable to make it work using only the Two Disjoint Paths Theorem.
