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Abstract
Trigonometric degeneration of the Baxter-Belavin elliptic r matrix
is described by the degeneration of the twisted WZW model on elliptic
curves. The spaces of conformal blocks and conformal coinvariants of
the degenerate model are factorised into those of the orbifold WZW
model.
1 Introduction
The Baxter-Belavin elliptic classical r matrix is a quasi-classical limit of
the famous Baxter’s elliptic R matrix.[1] It has a unique position in the
classification of the classical r matrices by Belavin and Drinfeld.[2]
Etingof introduced the elliptic Knizhnik-Zamolodchikov (KZ) equation
as a system of differential equations satisfied by the twisted trace of product
of vertex operators (intertwining operators of representations) of affine Lie
algebras ŝlN .[3] This system is formally obtained by replacing the rational
r matrix in the ordinary KZ equation by the elliptic one. Kuroki and the
1
author constructed the twisted Wess-Zumino-Witten (WZW) model on ellip-
tic curves and gave to Etingof’s equations a geometric interpretation as flat
connections.[4]
As is well-known, the elliptic r matrix degenerates to the trigonometric
r matrix when the elliptic modulus τ tends to i∞. Hence it is natural to
expect that the twisted WZW model becomes a degenerate model which is
related to the trigonometric r matrix when the elliptic curve degenerates to
a singular curve.
The purpose of this and the subsequent papers is to show that this is
indeed the case and to analyse the degenerate WZW model. In the present
paper we examine the degenerate WZW model and prove the factorisation
theorem of Tsuchiya-Ueno-Yamada type.[5] The spaces of conformal blocks
and conformal coinvariants of the twisted WZWmodel over the singular curve
factorise into those of the orbifold WZW model, which has been intensively
studied in other context. See, e.g., Ref. [6]. Actually, though based on a
different standpoint, Etingof’s work[3] could be considered as a precursor to
them.
In the forthcoming papers we study the behaviour of the sheaves of con-
formal blocks and conformal coinvariants of the twisted WZW model around
the boundary of the moduli of elliptic curves, especially the factorisation
property of these sheaves. The integrable systems arising from this WZW
model, i.e., the trigonometric Gaudin model and the trigonometric KZ equa-
tions, shall be also analysed.
In this work, we use the formulation of WZW models in terms of the
affine Lie algebras. The reader can translate it into the formulation by the
vertex operator algebras[7, 8, 9] without difficulties.
This paper is organised as follows: After reviewing the twisted WZW
model on elliptic curves in §2, we define the trigonometric twisted WZW
model and corresponding WZW model on the orbifold in §3. The space of
conformal coinvariants of the trigonometric twisted WZW model is decom-
posed into the “direct integral” of the spaces of conformal coinvariants of the
orbifold WZW model. This general factorisation theorem is proved in §4.
If certain conditions are imposed on the modules inserted to the degenerate
curve, a refined factorisation theorem can be proved. This is done in §5.
The simplest non-trivial example of the factorisation is given in §6. The last
section §7 summarises the results and lists several problems.
2
Notations
We use the following notations besides other ordinary conventions in math-
ematics.
• N , L: fixed integers. N ≧ 2 will be the rank of the Lie algebra and
L ≧ 1 will be the number of the marked points on a curve.
• Let X be an algebraic variety, F be a sheaf on X and P be a point on
X .
OX , Ω
1
X , FP , mP : the structure sheaf of X , the sheaf of holomorphic
1-forms on X , the stalk of F at P , the maximal ideal of the local ring
OX,P , respectively.
When F is an OX-module;
F|P := FP/mPFP , F
∧
P : fibre of F at P , mP -adic completion of FP ,
respectively.
• We shall use the same symbol for a vector bundle and for a locally free
coherent OX-module consisting of its local holomorphic sections.
2 Review of twisted WZW model on elliptic
curves
In this section we briefly review the twisted WZW model on elliptic curves.
In the next section the degeneration of this model, the trigonometric twisted
WZW model, shall be given. We follow Ref. [4] but make slight changes of
normalisation and notations because we need to use the results of Etingof[3]
later.
We fix an invariant inner product of g = slN(C) by
(A|B) := tr(AB) for A,B ∈ g. (1)
Define matrices β and γ by
β :=

0 1 0
0
. . .
. . . 1
1 0
 , γ :=

1 0
ε−1
. . .
0 ε1−N
 , (2)
3
where ε = exp(2pii/N). Then we have βN = γN = 1 and γβ = εβγ.
Let E = Eτ be the elliptic curve with modulus τ : Eτ := C/Z+ τZ. We
define the group bundle Gtw with fibre G = SLN (C) and its associated Lie
algebra bundle gtw with fibre g = slN(C) over E by
Gtw :=(C×G)/∼, (3)
gtw :=(C× g)/≈, (4)
where the equivalence relations ∼ and ≈ are defined by
(z, g) ∼ (z + 1, γgγ−1) ∼ (z + τ, βgβ−1), (5)
(z, A) ≈ (z + 1,Ad γ(A)) ≈ (z + τ,Ad β(A)). (6)
(Because γβ = εβγ, the group bundle Gtw is not a principal G-bundle.1) Let
Jab = β
aγ−b, which satisfies
Ad γ(Jab) = ε
aJab, Ad β(Jab) = ε
bJab. (7)
Global meromorphic sections of gtw are linear combinations of Jabf(z) (a, b =
0, . . . , N − 1, (a, b) 6= (0, 0)), where f(z) is a meromorphic function with
quasi-periodicity,
f(z + 1) = εaf(z), f(z + τ) = εbf(z). (8)
The twisted Lie algebra bundle gtw has a natural connection, ∇d/dz =
d/dz. We define the invariant OE-inner product on g
tw (regarded as an
OE-Lie algebra sheaf) by
(A|B) :=
1
2N
trgtw(adA adB) ∈ OE (9)
for sections A, B of gtw, where the symbol ad denotes the adjoint represen-
tation of the OE-Lie algebra g
tw. This inner product is invariant under the
translations with respect to the connection ∇ : gtw → gtw ⊗OE Ω
1
E :
d(A|B) = (∇A|B) + (A|∇B) ∈ Ω1E for A,B ∈ g
tw. (10)
1The bundle Gtw is a PGLN principal bundle. Hurtubise and Markman (for example,
see Ref. [10]) take this viewpoint, but we prefer to regard it as a group scheme over the
elliptic curve by the reason we stated in §0 of Ref. [4].
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Under the trivialisation of gtw defined by the construction (4), the connection
∇ and the inner product (·|·) on gtw coincide with the exterior derivative by
z and the inner product defined by (1) respectively.
For each point P on E, we define Lie algebras,
gP := (gtw ⊗OE KE)
∧
P , (11)
where KE is the sheaf of meromorphic functions on E and (·)
∧
P means the
completion of the stalk at P with respect to the maximal ideal mP of OP .
In other words, it is isomorphic to the loop Lie algebra g((z − z0)), where
z0 is the coordinate of P , but the isomorphism depends on choices of the
coordinate z and the trivialisation of gtw. The subspace
gP+ := (g
tw)∧P
∼= g[[z − z0]] (12)
of gP is a Lie subalgebra.
Let us fix mutually distinct points Q1, . . . , QL on E whose coordinates
are z = z1, . . . , zL and put D := {Q1, . . . , QL}. We shall also regard D as a
divisor on E (i.e., D = Q1 + · · ·+QL). The Lie algebra g
D :=
⊕L
i=1 g
Qi has
a 2-cocycle defined by
ca(A,B) :=
L∑
i=1
ca,i(Ai, Bi), ca,i(Ai, Bi) := ResQi(∇Ai|Bi), (13)
where A = (Ai)
L
i=1, B = (Bi)
L
i=1 ∈ g
D and ResQi is the residue at Qi. (The
symbol “ca” stands for “Cocycle defining the Affine Lie algebra”.) We denote
the central extension of gD with respect to this cocycle by gˆD:
gˆD := gD ⊕ Ckˆ,
where kˆ is a central element. Explicitly the bracket of gˆD is represented as
[A,B] = ([Ai, Bi]
◦)Li=1 ⊕ ca(A,B)kˆ for A,B ∈ g
D, (14)
where [Ai, Bi]
◦ are the natural bracket in gQi. The Lie algebra gˆP for a point
P is nothing but the affine Lie algebra gˆ of type A
(1)
N−1 (a central extension
of the loop algebra g((t− z)) = slN
(
C((t− z))
)
).
The affine Lie algebra gˆQi can be regarded as a subalgebra of gˆD. The
subalgebra gQi+ of g
Qi (cf. (12)) can be also regarded as a subalgebra of gˆQi
and gˆD.
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Let gout be the space of global meromorphic sections of g
tw which are
holomorphic on E except at D:
gout := Γ(E, g
tw(∗D)). (15)
There is a natural linear map from gout into g
D which maps a meromorphic
section of gtw to its germ at Qi’s. The residue theorem implies that this
linear map is extended to a Lie algebra injection from gout into gˆ
D, which
allows us to regard gout as a subalgebra of gˆ
D.
Definition 2.1. The space of conformal coinvariants CCE(M) and that of
conformal blocks CBE(M) over E associated to gˆ
Qi-modulesMi with the same
level kˆ = k are defined to be the space of coinvariants ofM :=
⊗L
i=1Mi with
respect to gout and its dual:
CCE(M) := M/goutM, CBE(M) := HomC(M/goutM,C). (16)
(In Ref. [5], CCE(M) and CBE(M) are called the space of covacua and that
of vacua respectively.)
3 Trigonometric twistedWZWmodel and orb-
ifold WZW model
In this section we define the degeneration of the twisted WZW model in the
previous section, §2, i.e., the trigonometric twisted WZWmodel on a singular
“curve”. (Exactly speaking, the model is defined on a “stack”, whatever it
is.) As is shown in the sections coming later, §4 and §5, if we desingularise
the “curve”, the spaces of conformal coinvariants and conformal blocks are
factorised into those of the orbifold WZW model, the definition of which is
also given in this section.
When the modulus τ of the elliptic curve Eτ tends to i∞, one of the
cycle of the torus is pinched and we obtain a singular curve of the “croissant
bread” shape. Such an object is constructed simply by identifying the north
pole (∞) and the south pole (0) of the Riemann sphere P1(C).
Unfortunately, the twisted bundle gtw over Eτ does not simply degenerates
to a bundle over such a singular curve. We need to take several steps:
1. Lift the bundle gtw to a covering space of Eτ where the pull-back of
gtw become trivial. The covering is N2-fold and the covering space is
an elliptic curve isomorphic to Eτ .
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Figure 1: Degeneration of an elliptic curve and its N2-covering.
2. Take such degeneration of the covering elliptic curve that it becomes the
N2-fold covering of the singular curve mentioned above. This covering
space consists of N copies of P1 connected to form a ring.
3. The “degenerate bundle” gtw over the singular curve is understood as
the trivial bundle over the singular covering space constructed above
with the cyclic group action together.
A “manifold with local finite group action” is called an orbifold, but in
our case the underlying space has a singularity, hence it should be regarded
as a stack in algebraic geometry. It is not our task (and certainly beyond the
reach of the author’s ability) to construct a general theory of the WZWmodel
over stacks. We shall define the twisted WZW model over the degeneration
of the elliptic curve below by down-to-earth terminology only.
Let us denote the standard coordinate of P1(C) by t. The cyclic group
CN = Z/NZ acts as t 7→ ε
at (a ∈ CN) and the quotient Eorb = P
1/CN is an
ordinary orbifold. The degenerate elliptic curve Etrig is defined by identifying
0 and ∞ (i.e., the fixed points of the CN action) of Eorb.
Not defining what the twisted bundle gtrig over Etrig and the twisted
bundle gorb over Eorb are, we directly define what their meromorphic sections
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are in the following way. (In fact, specifying sections is equivalent to defining
bundles in algebraic geometry.)
Definition 3.1. A g-valued meromorphic function f(t) on P1 is a meromor-
phic section of gorb if and only if it satisfies
f(εt) = Ad γ(f(t)). (17)
The same f(t) is a section of gtrig if and only if it satisfies
f(∞) = Ad β(f(0)), (18)
in addition to (17).
The relations (18) and (17) are degenerate form of (6).
Hereafter we fix mutually distinct points Q1, . . . , QL on the orbifold Eorb
with coordinates t = t1, . . . , tL (modulo CN -action). The algebras g
trig,Qi,
g
trig,Qi
+ , g
orb,Qi and gorb,Qi+ are defined from g
trig and gorb in the same way as gQi
and gQi+ for the elliptic curve, (11) and (12). When Qi 6= 0,∞ (i = 1, ..., L),
they are isomorphic to gQi and gQi+ since the definition is local.
For the orbifold WZW model, we need similar Lie algebras g(0), g
(0)
+ , g
(∞),
g
(∞)
+ sitting at the singular points, 0 and ∞. Formally their definition is the
same as (11) and (12) with P replaced by 0 and∞ and E by Eorb. The mode
expansion of g(0) has a different form from the usual loop algebra, namely,
g(0) =
⊕
a,b=0,...,N−1
(a,b)6=(0,0)
⊕
m∈Z
CJa,b ⊗ t
a+mN . (19)
The algebra g(∞) has the same form.
The central extension of gQi, gˆ(Qi), is defined in the same way as in §2
by using the cocycle (13). The central extension of g(0) and g(∞) are defined
essentially in the same manner. Difference is that we have to change the
normalisation of the central element kˆ:
[A,B] = [A,B]◦ ⊕ ca,0(A,B)kˆ, ca,0(A,B) :=
1
N
Rest=0(∇A|B) (20)
for A,B ∈ g(0), where [A,B]◦ is the natural loop-algebra bracket in g(0). The
origin of the factor 1/N shall be explained soon later. The definition of gˆ(∞)
is exactly the same. We often denote g(0) and g(∞) by g
(0)
γ and g
(∞)
γ , following
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§1 of Ref. [3], where gˆγ is shown to be isomorphic to the ordinary affine Lie
algebra gˆ. The suffix γ is put to emphasise the twisting of the algebra by γ,
(17).
Let D be the divisor Q1+ · · ·+QL. The definition of the loop algebra g
D
and its central extension does not change so far as D does not contain 0 and
∞. When D contains 0 or ∞ or both, then the change of the normalisation
(20) of the cocycle at 0 and ∞ should be taken into account. (When we talk
about Etrig or g
trig, it is always assumed that D contains neither 0 nor ∞.)
Instead of the subalgebra gout, (15), we define the following subalgebras
of gˆD:
g
trig
out := {f(t) : global meromorphic section of g
trig with poles in D}. (21)
gorbout := {f(t) : global meromorphic section of g
orb with poles in D}, (22)
Their Lie algebra structures are defined by the pointwise Lie bracket of g-
valued functions. It is not trivial that they are subalgebras of gˆD, since the
residue theorem cannot be directly applied. For f(t), g(t) ∈ gtrigout , it is easy
to see that
ca(f, g) =
L∑
i=1
ResQi(∇f(t)|g(t)) =
1
N
N−1∑
a=0
L∑
i=1
ResεaQi(∇f(t)|g(t)) = 0,
where εaQi denotes the action of a ∈ CN on the point Qi. Since {ε
aQi |
a ∈ CN , i = 1, ..., L} contains all poles of (∇f(t)|g(t)) on P
1, we can apply
the residue theorem here. This proves that gtrigout defined by (21) is a Lie
subalgebra of gˆD. In the case of gorbout, when D does not contain 0 nor ∞, the
proof is the same. When D contains, e.g., 0, the central extension should be
kˆ times
ca(f, g) =ca,0(f(t), g(t)) +
L∑
i=1
ca,i(f(t)|g(t))
=
1
N
(
Res0(∇f(t)|g(t)) +
N−1∑
a=0
L∑
i=1
ResεaQi(∇f(t)|g(t))
)
= 0.
The last equality is the consequence of the residue theorem applied to (∇f(t)|g(t))
over P1. Hence, also in this case gorbout is a subalgebra of gˆ
D. Other cases (when
D contains∞) are proved in the same way. This is the reason why we have to
put 1/N in (20), which appeared first in Ref. [3], Lemma 1.1, where Etingof
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wrote down explicit formulae of the isomorphism of gˆγ and the ordinary affine
Lie algebra gˆ.
We are now ready to define the spaces of conformal coinvariants and
conformal blocks for Etrig and Eorb.
Definition 3.2. (i) The space of conformal coinvariants CCtrig(M) and that
of conformal blocks CBtrig(M) over Etrig associated to gˆ
Qi-modules Mi with
the same level kˆ = k are defined to be the space of coinvariants of M :=⊗L
i=1Mi with respect to g
trig
out and its dual:
CCtrig(M) :=M/g
trig
outM, CBtrig(M) := HomC(M/g
trig
outM,C). (23)
(ii) The space of conformal coinvariants CCorb(M) and that of conformal
blocks CBorb(M) over Eorb associated to gˆ
Qi-modules Mi with the same level
kˆ = k are defined to be the space of coinvariants of M :=
⊗L
i=1Mi with
respect to gorbout and its dual:
CCorb(M) :=M/g
orb
outM, CBorb(M) := HomC(M/g
orb
outM,C). (24)
In this paper we consider only smooth modules of affine Lie algebras gˆQi ,
gˆ(0), etc.: Let gˆ = g ⊗ C[ξ, ξ−1]⊕ Ckˆ be an affine Lie algebra. (We identify
gˆQi, gˆ(0) and so on with this algebra by means of suitable isomorphisms.) A
gˆ-module M is called smooth if for any v ∈M , there exists m ≧ 0 such that,
for A1, . . . , Aν ∈ g, m1, . . . , mν ≧ 0, and ν = 0, 1, 2, . . .,
(A1 ⊗ ξ
m1) · · · (Aν ⊗ ξ
mν)vi = 0 if m1 + · · ·+mν ≧ m, (25)
where ξ is the loop parameter of gˆ = g((ξ))⊕Ckˆ. Not only Laurent polyno-
mials but also Laurent series in g ⊗ C[ξ−1][[ξ]] can act on smooth modules.
Therefore, if Mi (i = 1, . . . , L) are smooth gˆ
Qi modules, the actions of gtrigout
and gorbout on M1 ⊗ · · · ⊗ML are well-defined.
Concrete examples of spaces of conformal coinvariants shall be given in
§6. The relation of CCtrig and CCorb is our main subject in this paper and
studied in the next sections, §§4–5. How CCE for elliptic curves degenerates
to these spaces at the boundary of the moduli space of the elliptic curves
shall be clear in the forthcoming papers.
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4 Factorisation (1)
In this section the general factorisation theorem of the space of conformal
coinvariants CCtrig is shown. The result is not so sharp as that in the next
section, but the idea of the factorisation becomes clear.
To state the theorem, we need the notion of the Verma module of gˆγ , i.e.,
gˆ(0) and gˆ(∞). Recall that gˆ(0) has a natural triangular decomposition:
gˆ(0) = n
(0)
+ ⊕ h
(0) ⊕ n
(0)
− ⊕ Ckˆ, (26)
where n
(0)
+ consists of g-valued power series in t with strictly positive powers
while n
(0)
− consists of series in t with negative powers. (See (19).) h
(0) is the
same as the Cartan subalgebra of g, which is spanned by J0,b (b = 1, ..., N−1).
Since h(0) is canonically identified with the Cartan subalgebra h of g, we often
drop the superscript (0). The algebra gˆ(∞) has the same decomposition but
with opposite powers of t: n
(∞)
+ is the subspace of g
(∞) with negative powers
of t and n
(∞)
− is that with negative powers of t, because n
(∞)
+ is the space of g
valued functions which vanish at∞. To avoid repeating the same statements
for gˆ(0) and gˆ(∞), we identify them in the canonical way and denote the above
decomposition as
gˆγ = nγ,+ ⊕ hγ ⊕ nγ,− ⊕ Ckˆ, (27)
and define bˆγ := nγ,+ ⊕ hγ ⊕ Ckˆ.
Definition 4.1. (i) Let λ is an element of h∗γ = HomC(hγ,C) and k is an
arbitrary complex number. The Verma module of gˆγ of highest weight λ and
level k is the gˆγ-module
Mλ := U gˆγ/Jγ,λ,k, (28)
where Jγ,λ,k is the left ideal generated by nγ,+, H − λ(H) for H ∈ hγ and
kˆ − k. The cyclic vector 1 mod Jγ,λ,k is denoted by 1λ. Equivalently Mλ is
defined as the gˆγ-module induced from the one-dimensional bˆγ-module:
Mλ := Ind
gˆ
bˆγ
C1λ, (29)
where 1λ satisfies nγ,+1λ = 0, H1λ = λ(H)1λ and kˆ1λ = k1λ. (See Ref. [3],
(1.3).)
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(ii) The gˆγ-module
M(0) := U gˆγ/J(0), (30)
where J(0) = U gˆγ nγ,++U gˆγ (kˆ−k), is called the universal Verma module of
level k.[11] The cyclic vector 1 mod J(0) is denoted by 1. Equivalently M(0)
is defined as the gˆγ-module induced from the one-dimensional (nγ,+ ⊕ Ckˆ)-
module:
M(0) := Indgˆ
nγ,+⊕Ckˆ
C1, (31)
where 1 satisfies nγ,+1 = 0 and kˆ1 = k1.
Since [hγ, Jγ,λ,k] ⊂ Jγ,λ,k and [hγ , J(0)] ⊂ J(0), we can define right hγ-
actions on Mλ and M(0) by
[x] 7→ [xH ], (32)
for H ∈ hγ and x ∈ U gˆγ , where [x] denotes the equivalence class of x modulo
Jγ,λ,k or J(0).
The general factorisation theorem is as follows. Hereafter we always
assume that {Q1, . . . , QL} do not contain neither 0 nor ∞. Hence D =
Q1 + · · ·+QL is a divisor of Etrig as well as that of Eorb.
Theorem 4.2. Let Mi be a smooth gˆ
Qi-module of level k for i = 1, . . . , L
and M be the tensor product M1 ⊗ · · · ⊗ML endowed with the gˆ
D-module
structure. Then,
CCtrig(M) ∼= CCorb(M(0)0 ⊗M ⊗M(0)∞)/CCorb ·h,
CCorb ·h := CCorb(M(0)0 ⊗M ⊗M(0)∞)ρ1,β(h).
(33)
Here M(0)0 and M(0)∞ are the universal Verma modules defined above for
gˆγ = gˆ
(0) and for gˆγ = gˆ
(∞) respectively and ρ1,β is the right action of h =
h(0) = h(∞) on M(0)0 ⊗M ⊗M(0)∞ defined by
(v0 ⊗ v ⊗ v∞)ρ1,β(H) := v0H ⊗ v ⊗ v∞ + v0 ⊗ v ⊗ v∞Ad(β)H (34)
for H ∈ h, v0 ∈ M(0)0, v ∈ M and v∞ ∈ M(0)∞. Note that the left action
of gorbout and the right action of h on M(0)0⊗M ⊗M(0)∞ commute with each
other and thus ρ1,β descends to the action on CCorb.
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This statement is rigorous but not very illuminating, so we rephrase it
in a little bit incorrect but more impressive way. By virtue of the Poincare´-
Birkhoff-Witt theorem, Mλ and M(0) are isomorphic to Unγ,− and Unγ,− ⊗
Uhγ respectively as linear spaces. Being commutative, the universal envelop-
ing algebra Uhγ is a polynomial ring over the dual space h
∗
γ = HomC(hγ,C).
Hence M(0) is spanned by x⊗ f(λ), where x ∈ Ugγ,− and f(λ) is a polyno-
mial in λ ∈ h∗γ . Evaluating x⊗ f(λ) at λ ∈ h
∗
γ, we obtain an element of Mλ.
In this sense, M(0) may be approximately regarded as a direct integral:
M(0) “=”
∫
λ∈h∗γ
Mλ dλ. (35)
(This is not correct since the direct integral should be spanned by L2-
functions instead of polynomials.) Using this (approximate) identification,
we can rewrite CCorb(M(0)0 ⊗M ⊗M(0)∞) as
CCorb(M(0)0 ⊗M ⊗M(0)∞) =
∫∫
h∗×h∗
CCorb(Mλ ⊗M ⊗Mµ) dλ dµ. (36)
The statement of Theorem 4.2 becomes
CCtrig(M) ∼=
∫
h
CCorb(Mλ ⊗M ⊗Mβ∗(λ)) dλ, (37)
where β∗(λ) = −λ ◦ Ad(β−1). The proof of (37) (from Theorem 4.2) is the
same as that of (72).
The isomorphism (37) is an analogue of the factorisation theorem of or-
dinary WZW models.[5, 12, 13, 9] In fact, under certain finiteness conditions
for Mi’s, almost all CCorb(Mλ ⊗M ⊗Mβ∗(λ)) vanish and the direct integral
is replaced by finite direct sum as we will prove in §5.
Proof. The idea of the proof of Theorem 4.2 is essentially the same as that
of Ref. [5]. See also Ref. [12, 13]. We make use of techniques in Ref. [9].
To begin with, observe that there is an exact sequence,
0→ gtrigoutM/g
0
outM →M/g
0
outM → CCtrig(M)→ 0, (38)
where
g0out = {f(t) : meromorphic section of g
orb with poles in D, f(0) = f(∞) = 0}
⊂ gtrigout . (39)
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Using this exact sequence, we prove the theorem in two steps. In the first step,
we show that a linear map ϕ(v mod g0outM) = [10⊗v⊗1∞] ∈ CCorb(M(0)0⊗
M ⊗M(0)∞) induces an isomorphism
ϕ : M/g0outM
∼
→ CCorb(M(0)0 ⊗M ⊗M(0)∞). (40)
In the second step we show that
ϕ(gtrigoutM/g
0
outM)
∼= CCorb ·h, (41)
(cf. (33) for the definition of CCorb ·h) or, equivalently,
10 ⊗ g
trig
outM ⊗ 1∞ ≡ (M(0)0 ⊗M ⊗M(0)∞)ρ1,β(h) mod g
orb
out. (42)
Hereafter mod gorbout denotes mod g
orb
out(M(0)0 ⊗M ⊗M(0)∞). Combining
these two statements with the exact sequence (38), we obtain the proof of
the theorem.
To prove that ϕ in (40) is an isomorphism, we use a lemma by Kazhdan
and Lusztig.[14]
Lemma 4.3. Let a be a Lie algebra over C and a1, a2 be its Lie subalgebra
such that a = a1 + a2. Assume that an a2-module V is given and put W :=
Indaa2 V . Then the canonical homomorphism V ∋ v 7→ v ∈ W induces an
isomorphism
V/(a1 ∩ a2)V
∼
→ W/a1W. (43)
See §A.7 of Ref. [14] for the proof.
We apply this lemma to
a1 = g
orb
out, a2 = n
(0)
+ ⊕ g
D ⊕ n
(∞)
+ ⊕ Ckˆ, V = C10 ⊗M ⊗ C1∞, (44)
where 10 and 1∞ are the canonical cyclic vectors of M(0)0 and M(0)∞. It
is easy to see from (26) or (27) that the Lie algebra a = a1 + a2 is equal to
g(0) ⊕ gD ⊕ g(∞) ⊕Ckˆ. Since a1 ∩ a2 = g
0
out acts trivially on the first and the
last factor of M(0)0 ⊗M ⊗M(0)∞, we have
V/(a1 ∩ a2)V ∼= C10 ⊗M ⊗C1∞/g
0
outC(10 ⊗M ⊗ C1∞) = M/g
0
outM. (45)
On the other hand,
W = Indg
(0)⊕gD⊕g(∞)⊕Ckˆ
n
(0)
+ ⊕g
D⊕n
(∞)
+ ⊕Ckˆ
C10 ⊗M ⊗ C1∞ = M(0)0 ⊗M ⊗M(0)∞. (46)
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Hence W/a1W = M(0)0 ⊗M ⊗M(0)∞/g
orb
out(M(0)0 ⊗M ⊗M(0)∞), which
proves (40) by Lemma 4.3.
Next we prove (42). Namely, we prove the following two claims:
10 ⊗ g
trig
outM ⊗ 1∞ ⊂ (M(0)0 ⊗M ⊗M(0)∞)ρ1,β(h) + g
orb
out(M(0)0 ⊗M ⊗M(0)∞).
(47)
10 ⊗ g
trig
outM ⊗ 1∞ + g
orb
out(M(0)0 ⊗M ⊗M(0)∞) ⊃ (M(0)0 ⊗M ⊗M(0)∞)ρ1,β(h).
(48)
To prove (47), assume f(t) ∈ gtrigout and v ∈M . We show that 10⊗f(t)v⊗
1∞ belongs to (M(0)0 ⊗M ⊗M(0)∞)ρ1,β(h) mod g
orb
out. Since f(t) ∈ g
trig
out ⊂
gorbout, we have
10 ⊗ f(t)v ⊗ 1∞ ≡ −f(0)10 ⊗ v ⊗ 1∞ − 10 ⊗ v ⊗ f(∞)1∞ mod g
orb
out. (49)
The conditions (17) and (18) imply that f(∞) = Ad β(f(0)) ∈ h. Hence the
right hand side of (49) belongs to (M(0)0⊗M⊗M(0)∞)ρ1,β(h) which proves
(47).
Conversely, assume v0 ∈ M(0)0, v ∈ M , v∞ ∈ M(0)∞ and H ∈ h. We
show that (v0 ⊗ v ⊗ v∞)ρ1,β(H) belongs to 10 ⊗ g
trig
outM ⊗ 1∞ mod g
orb
out to
prove (48). Thanks to the fact we proved in the first step of this proof of
Theorem 4.2, there exists v˜ ∈M such that
v0 ⊗ v ⊗ v∞ ≡ 10 ⊗ v˜ ⊗ 1∞ mod g
orb
out. (50)
Hence we have
(v0 ⊗ v ⊗ v∞)ρ1,β(H) ≡ (10 ⊗ v˜ ⊗ 1∞)ρ1,β(H)
= H ⊗ v˜ ⊗ 1∞ + 10 ⊗ v˜ ⊗Ad β(H)
≡ −10 ⊗ h(t)v˜ ⊗ 1∞
(51)
modulo gorbout(M(0)0 ⊗ M ⊗ M(0)∞). Here h(t) is an element of g
trig
out sat-
isfying h(0) = H + (regular function at t = 0) and h(∞) = Ad β(H) +
(regular function at t = ∞). When H is J0,b (cf. (7)), such h(t) can be
written down explicitly:
hb(t) :=
εbtN − tNi
tN − tNi
J0,b, (52)
where ti = exp(2piizi/N) is the coordinate of Qi for a certain i (1 ≦ i ≦ N).
For general H , h(t) can be constructed as a linear combination of hb(t). The
last expression in (51) is an element of 10 ⊗ g
trig
outM ⊗ 1∞, which proves (48).
Thus (42) as well as Theorem 4.2 is proved.
15
5 Factorisation (2)
The statement of the previous section can be refined for special modules.
In fact, the direct integral in (37) is replaced by finite direct sum when
we impose following finiteness conditions on Mi’s: for each i = 1, . . . , L
there exists a finite dimensional g-module Vi which generates Mi over gˆ
Qi
and gˆQi+ Vi ⊂ Vi. Throughout this section we assume this condition, which
automatically implies that Mi’s are smooth.
Let us denote V = V1⊗ · · · ⊗ VL and the set of g-weights of V by wt(V ).
For λ ∈ h∗, we define
λ˜ := −λ ◦ (1−Ad β−1)−1 = λ ◦ (1− Ad β)−1 ◦ Ad β,
λ˜′ := −λ ◦ (1−Ad β)−1.
(53)
They are well-defined since 1− Ad β±1 is invertible on h =
⊕N−1
b=1 CJ0,b.
Theorem 5.1. Under the above assumption on Mi, CCtrig(M) is finite di-
mensional and there is a linear isomorphism
CCtrig(M) ∼=
⊕
λ∈wt(V )
CCorb(Mλ˜ ⊗M ⊗Mλ˜′), (54)
where Mλ˜ and Mλ˜′ are inserted at 0 and ∞ of Eorb respectively.
Proof. For simplicity of notation, we denote J0,b by Hb (b = 1, . . . , N − 1).
As mentioned before, they form a basis of h. We also introduce ideals Ih and
I ′h of the polynomial ring Uh as follows:
Ih =
⋂
λ∈wt(V )
Iλ, I
′
h =
⋂
λ∈wt(V )
I ′λ,
Iλ := ideal of Uh generated by Hb − λ˜(Hb)(b = 1, . . . , N − 1).
I ′λ := ideal of Uh generated by Hb − λ˜
′(Hb)(b = 1, . . . , N − 1).
(55)
The main part of the proof of the theorem is to show the following inclu-
sion:
I ⊗M ⊗M(0)∞ +M(0)0 ⊗M ⊗ I
′ ⊂ K, (56)
where
I =M(0)0Ih, I
′ = M(0)∞I
′
h, (57)
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and K is the kernel of the canonical surjection M(0)0 ⊗ M ⊗ M(0)∞ →
CCorb(M(0)0 ⊗M ⊗M(0)∞)/CCorb ·h, namely,
K := gorbout(M(0)0 ⊗M ⊗M(0)∞) + (M(0)0 ⊗M ⊗M(0)∞)ρ1,β(h). (58)
When the inclusion (56) is proved, we shall see that we may replace CCorb(M(0)0⊗
M⊗M(0)∞) in (33) by CCorb(M¯(0)0⊗M⊗M¯ (0)∞), where M¯(0)0 =M(0)0/I
and M¯(0)∞ = M(0)∞/I
′ which are finite direct sums of Verma modules. The
space of conformal coinvariants CCorb(M¯(0)0⊗M⊗M¯(0)∞) decomposes into
finite direct sum of CCorb(Mλ˜⊗M⊗Mλ˜′) and, factoring by CCorb ·h, we shall
obtain (54). The proof of the first statement, dimCCtrig(M) < ∞, is given
after Lemma 5.2.
Let us show that
I ⊗M ⊗M(0)∞ ⊂ K, (59)
namely, for v0⊗v⊗v∞ ∈M(0)0⊗M⊗M(0)∞ and p(H) ∈ Ih, v0p(H)⊗v⊗v∞
belongs to K. Thanks to the existence of v˜ satisfying (50), we may assume
v0 = 10 and v∞ = 1∞, because g
orb
out(M(0)0⊗M⊗M(0)∞)(p(H)⊗1⊗1) ⊂ K.
Hence the problem reduces to show
p(H)⊗ v ⊗ 1∞ ∈ K. (60)
By the following lemma, we have only to show (60) for v ∈ V ⊂M .
Lemma 5.2. (i) gˆD = gtrigout ⊕ g
D
+ ⊕ Ckˆ. (ii) M = V + g
trig
outM .
Proof. (i) The space gD is spanned by gD+ and the elements of the form
0 ⊕ · · · ⊕ Ja,b ⊗ ξ
−n
i ⊕ · · · ⊕ 0, where (a, b) ∈ {0, 1, . . . , N − 1}
2
r {(0, 0)},
n ∈ Z>0, ξi is the local coordinate at Qi ∈ D and Ja,b ⊗ ξ
−n
i sits at the i-th
component. The latter elements can be replaced with the following which
belong to gtrigout : if n = 1,
Ja,b(t) :=
{
Ja,bt
a(tN − tNi )
−1 (a 6= 0),
J0,b(ε
btN − tNi )(t
N − tNi )
−1 (a = 0).
(61)
and if n > 1, (t d/dt)n−1Ja,b(t). Thus we have g
trig
out + g
D
+ = g
D. It is an
exercise of complex analysis to show that gtrigout ∩ g
D
+ = {0}.
(ii) By the assumption Mi = U gˆ
QiVi, g
Qi
+ Vi ⊂ Vi and the Poincare´-
Birkhoff-Witt theorem, we have M = U gˆDV = UgtrigoutV = V + g
trig
outM .
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By this lemma, every element v ∈ M is decomposed as v = vf + vout,
vf ∈ V , vout ∈ g
trig
outM . The finite-dimensionality of CCtrig(M) immediately
follows from this expression. Note that gtrigout acts trivially on 10 and 1∞.
Hence 10⊗vout⊗1∞ belongs to g
orb
out(M(0)0⊗M⊗M(0)∞) ⊂ K. K becomes
a right Uh-module by the action v0 ⊗ v ⊗ v∞ 7→ v0H ⊗ v ⊗ v∞ of H ∈ h.
Therefore p(H) ⊗ vout ⊗ 1∞ belongs to K, which allows us to assume that
v ∈ V in (60).
We further reduces the problem and show (60) for a weight vector in V ,
vλ ∈ Vλ. K being a right Uh-module, as we mentioned above, it is enough
to show that
(Hb − λ˜(Hb))⊗ vλ ⊗ 1∞ ∈ K, (62)
for b = 1, . . . , N − 1. Since the constant function with value Hb belongs to
gorbout, we have
Hb ⊗ vλ ⊗ 1∞ ≡ −10 ⊗Hbvλ ⊗ 1∞ − 10 ⊗ vλ ⊗Hb
= −10 ⊗ λ(Hb)vλ ⊗ 1∞ − 10 ⊗ vλ ⊗ Ad β(Adβ
−1(Hb))
≡ −λ(Hb)10 ⊗ vλ ⊗ 1∞ +Ad β
−1(Hb)⊗ vλ ⊗ 1∞
= −λ(Hb)10 ⊗ vλ ⊗ 1∞ + ε
−bHb ⊗ vλ ⊗ 1∞
(63)
modulo K, which proves (62) and consequently (59). Similarly we can prove
that M(0)0 ⊗M ⊗ I
′ ⊂ K and the inclusion (56) is proved.
Now we have the following commutative diagram with exact rows.
0 0y y
0 −→ I˜ I˜ −→ 0y y y
0 −→K −→M(0)0 ⊗M ⊗M(0)∞ −→ CCtrig(M) −→ 0y y y
0 −→ K¯ −→ M¯(0)0 ⊗M ⊗ M¯(0)∞ −→ M¯(0)0 ⊗M ⊗ M¯(0)∞/K¯ −→ 0y y y
0 0 0
(64)
Here I˜ := I⊗M ⊗M(0)∞+M(0)0⊗M ⊗ I
′ and K¯ := K/I˜. (The exactness
of the middle row is due to Theorem 4.2.) Applying the nine lemma in the
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homological algebra to this diagram (or chasing the diagram), we have
CCtrig(M) ∼= M¯(0)0 ⊗M ⊗ M¯(0)∞/K¯. (65)
It is easy to see that
K¯ = gorbout(M¯(0)0 ⊗M ⊗ M¯(0)∞) + (M¯(0)0 ⊗M ⊗ M¯(0)∞)ρ1,β(h), (66)
because the left gˆD-action and the right h-action on M(0)0 ⊗M ⊗M(0)∞
commute and the right h-action is commutative. By (65) and (66) we have
CCtrig(M) ∼= CCorb(M¯(0)0 ⊗M ⊗ M¯(0)∞)/CCorb · ρ1,β(h),
CCorb · ρ1,β(h) := CCorb(M¯(0)0 ⊗M ⊗ M¯(0)∞)ρ1,β(h).
(67)
Lemma 5.3.
M¯(0)0 ∼=
⊕
λ∈wt(V )
Mλ˜, M¯(0)∞
∼=
⊕
λ∈wt(V )
Mλ˜′ . (68)
(cf. (53).)
Proof. For two distinct weights λ and µ in wt(V ), we have Iλ + Iµ = Uh,
since {Hb}b=1,...,N−1 is a basis of h and the map λ 7→ λ˜ is injective. (See (55).)
Hence the “Chinese remainder theorem” implies
Uh/Ih ∼=
⊕
λ∈wt(V )
Uh/Iλ. (69)
Regarding both hand sides as
(
g
(0)
+ ⊕ h ⊕ Ckˆ
)
-modules, on which g
(0)
+ acts
trivially and kˆ acts as k, we induce them up to gˆ(0)-modules and we obtain
the first isomorphism in (68). The second isomorphism in (68) is proved in
the same manner.
Due to Lemma 5.3 we may rewrite (67) as
CCtrig(M) ∼=
⊕
λ,µ∈wt(V )
CCorb(Mλ˜ ⊗M ⊗Mµ˜′)/CCorb,λ,µ ·ρ1,β(h),
CCorb,λ,µ ·ρ1,β(h) := CCorb(Mλ˜ ⊗M ⊗Mµ˜′)ρ1,β(h).
(70)
We show that the component CCorb(Mλ˜ ⊗ M ⊗ Mµ˜′)/CCorb,λ,µ · ρ1,β(h) of
the above decomposition vanishes unless λ = µ. Let us take v0 ⊗ v ⊗ v∞ ∈
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Mλ˜⊗M⊗Mµ˜′ . For any H ∈ h, we have v0H = λ˜(H)v0 and v∞H = µ˜
′(H)v∞,
which lead to
(v0 ⊗ v ⊗ v∞)ρ1,β(H) = v0H ⊗ v ⊗ v∞ + v0 ⊗ v ⊗ v∞Ad(β)H
= (λ− µ)(1− Ad β)−1(H)(v0 ⊗ v ⊗ v∞),
(71)
due to (53). Hence if λ − µ 6= 0, there exists H ∈ h such that (λ − µ)(1 −
Ad β)−1(H) 6= 0, which means v0 ⊗ v ⊗ v∞ ∈ CCorb,λ,µ ·ρ1,β(h). Therefore
CCorb(Mλ˜ ⊗M ⊗Mµ˜′)/CCorb,λ,µ ·ρ1,β(h)
=
{
CCorb(Mλ˜ ⊗M ⊗Mλ˜′) (λ = µ),
0 (λ 6= µ).
(72)
This completes the proof of Theorem 5.1.
6 Example (case of Weyl modules)
Let us directly compute the space of conformal coinvariants for Weyl modules
as a simple example and see how the factorisation theorem Theorem 5.1
decompose CCtrig into CCorb’s.
Let Vi be a finite-dimensional g-module and regard them as (g
Qi
+ ⊕ Ckˆ)-
module of level k as before. The Weyl module is the gˆQi-module induced up
from Vi:
M(Vi) := Ind
gQi⊕Ckˆ
gˆ
Qi
+
Vi. (73)
The tensor product M(V ) = M(V1) ⊗ · · · ⊗M(VL) is naturally induced up
from V = V1 ⊗ · · · ⊗ VL and, by virtue of Lemma 5.2 (i), we have
M(V ) = Indg
D⊕Ckˆ
gˆD+
V = Ugtrigout ⊗C V = V ⊕g
trig
out Ug
trig
out ⊗C V = V ⊕g
trig
out M(V ).
(74)
Hence the space of conformal coinvariants is isomorphic to V itself:
CCtrig(M(V )) ∼= V. (75)
On the other hand, let us compute the component CCorb(Mλ˜ ⊗M(V )⊗
Mλ˜′) of the factorisation, (54). Put a1 = g
orb
out, a2 = b
(0) ⊕ bD ⊕ b(∞) ⊕ Ckˆ,
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where b(0) and b(∞) are subalgebras of gˆ(0) and gˆ(∞) defined at the beginning
of §4 and bD := ⊕Li=1g
Qi
+ . Then
a := a1 + a2 = gˆ
D+(0)+(∞), a1 ∩ a2 = h. (76)
We apply Lemma 4.3 to these algebras and the a2-module V ∼= C1λ˜⊗V⊗C1λ˜′ .
The module W in the lemma is
Indaa2 C1λ˜ ⊗ V ⊗ C1λ˜′ = Mλ˜ ⊗M(V )⊗Mλ˜′ . (77)
The space of coinvariants “V/a1 ∩ a2V ” in the lemma is
C1λ˜ ⊗ V ⊗ C1λ˜′/h(C1λ˜ ⊗ V ⊗ C1λ˜′). (78)
Take a weight vector vµ ∈ V of weight µ. The action of H ∈ h on 1λ˜⊗vµ⊗1λ˜′
is equal to the multiplication of λ˜(H) + µ(H) + λ˜′(H) = (−λ+ µ)(H). (See
(53).) Namely, if λ = µ, h(1λ˜⊗vµ⊗1λ˜′) = 0, while if λ 6= µ, h(C1λ˜⊗V ⊗C1λ˜′)
contains 1λ˜ ⊗ vµ ⊗ 1λ˜′. Consequently,
C1λ˜ ⊗ V ⊗ C1λ˜′/h(C1λ˜ ⊗ V ⊗ C1λ˜′)
∼= Vλ. (79)
The coinvariants “W/a1W” in Lemma 4.3 is
Mλ˜⊗M(V )⊗Mλ˜′/g
orb
outMλ˜⊗M(V )⊗Mλ˜′ = CCorb(Mλ˜⊗M(V )⊗Mλ˜′). (80)
because of (77). Thus we have proved
CCorb(Mλ˜ ⊗M(V )⊗Mλ˜′)
∼= Vλ. (81)
Summarising, the factorisation (54) for the Weyl modules Mi =M(Vi) is the
same as the weight space decomposition of V , V =
⊕
λ∈wt(V ) Vλ.
7 Summary and concluding remarks
We formulated the twisted WZW model on a degenerate elliptic curve Etrig
and the orbifold Eorb, Definition 3.2. Theorem 4.2 asserts that the space
of conformal coinvariants (and thus the space of conformal blocks) on Etrig
factorises into that on Eorb. This factorisation theorem holds for any smooth
modules, but the result can be refined for modules generated by g-modules,
Theorem 5.1. The factorisation for the case of Weyl modules is nothing more
than the weight space decomposition of the tensor product of g-module, (75),
(81).
From these results arise several problems:
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• In Ref. [5] the factorisation of the space of conformal coinvariants/blocks
on singular curves together with the existence of a flat connection (the
KZ connection) leads to the locally freeness of the sheaf of conformal
coinvariants/blocks. One of our next tasks is to follow this line to anal-
yse the structure of the KZ connection, which might help finding the
integral representation of the solutions of the elliptic KZ equations.
• The weights λ˜ and λ˜′ in Theorem 5.1 look quite strange. For example,
λ˜ = −λ/2 when g = sl2(C) (N = 2) and Mλ˜ can hardly be integrable
when Mλ is. But such weights are inevitable due to the charge con-
servation. The same kind of phenomenon is implicit but exists also in
Ref. [3], where the solution of the elliptic KZ equations is constructed as
a twisted trace of vertex operators. Representation theoretical meaning
of Mλ˜ is in question.
• We computed the space of conformal coinvariants for the Weyl mod-
ules in §6. This case is important in the study of the elliptic Gaudin
model.[4] The case for integrable modules instead of Weyl modules
would also be important.
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