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Abstract
We consider the semistrong limit of pulse interaction in a thermally driven, parametrically forced, non-
linear Schrödinger (TDNLS) system modeling pulse interaction in an optical cavity. The TDNLS couples a
parabolic equation to a hyperbolic system, and in the semistrong scaling we construct pulse solutions which
experience both short-range, tail–tail interactions and long-range thermal coupling. We extend the renor-
malization group (RG) methods used to derive semistrong interaction laws in reaction–diffusion systems to
the hyperbolic–parabolic setting of the TDNLS system. A key step is to capture the singularly perturbed
structure of the semigroup through the control of the commutator of the resolvent and a re-scaling operator.
The RG approach reduces the pulse dynamics to a closed system of ordinary differential equations for the
pulse locations.
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1. Introduction
Pulse solutions occupy a distinguished place in the study of hyperbolic systems, particularly
the nonlinear Schrödinger (NLS) equation and its variants. We investigate the existence and sta-
bility of multipulse solutions in a hyperbolic–parabolic system built around the NLS equation.
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of a nonlinear medium contained within an optical cavity, operating in a particular limit. Inter-
actions between the pulse and the crystal lead to frequency conversion and also heat the crystal.
This is modeled with a parametrically forced nonlinear Schrödinger equation (PNLS) coupled
to the heat equation. The result is a two-scale system, which supports spatially localized optical
pulses coupled through a broad thermal envelope.
There is a well developed literature addressing the existence and stability of stationary pulses
via the geometric singular perturbation theory and the Evans function (see [2,3,9,15,16,20,25]
and references therein). There is no such theory for pulse interactions; in particular strong pulse
interactions are not yet understood mathematically. Weak pulse interactions, in which well sepa-
rated pulses are driven by tail overlap, have been well studied (see [6,7,17,19,20]). In the weak
regime the pulse coupling is exponentially small, and pulses propagate without changes to shape
or stability. Recently the semistrong interaction regime was introduced (see [4,22]) for singularly
perturbed systems in which pulse components decay at asymptotically distinct rates so that some
components approach the background state between pulses while others components do not. The
pulse positions, amplitudes, and shapes all change at leading order, and at rates that are algebraic
in the perturbation parameter. Moreover the pulses may bifurcate as they propagate.
For a class of reaction–diffusion systems, the renormalization group (RG) approach has been
used to reduce the dynamics of the semistrong pulse interaction regime to a system of ordinary
differential equations, up to an asymptotically small correction [5]. A key step is the replace-
ment of the linearization about the semistrong pulse configuration with a reduced linearization
which captures the strong component of the pulse interaction via a finite rank operator. This
replacement greatly reduces the complexity of the associated spectral analysis and resolvent es-
timates; in particular it permits the spectral problem for an N -pulse ansatz to be reduced to a
condition on the eigenvalues of an N ×N matrix whose entries are given in terms of explicit in-
tegrals. The secularity, i.e., the difference between the exact and the renormalized linearization,
is asymptotically large; however, by exploiting the singularly perturbed structure of the system,
the semigroup is seen to be strongly contractive on certain subspaces, and with an appropriate
choice of the reduced linearization the secularity can be controlled.
The extension of the RG approach for semistrong pulse interactions to a mixed hyperbolic–
parabolic setting is nontrivial. The linearized operators are merely C0 and in contrast to the
analytic semigroup case one cannot appeal to the uniform convergence of the Laplace transform
representation to export the singularly perturbed structure of the resolvent estimates into the
semigroup. Indeed estimates for C0 semigroups rely on the “Fourier type 2” property [11,26]
of an underlying Hilbert space to obtain convergence, and the semigroup estimates come from
the principle of uniform boundedness; any singularly perturbed structure within the semigroup
is lost in this argument. We show in Theorem 3.1 that in a general setting this singular structure
may be preserved if it is factored out of the resolvent before the semigroup estimates are made,
and re-introduced after the estimate is in hand. This program requires uniform control of the
commutator of the projected resolvent and certain rescaling operators. The remainder of the
proof follows along the lines of the analytic semigroup case, modulo technical issues involved in
working with norms with different scalings for the various system components.
The application of the RG approach to the semistrong pulse interaction in hyperbolic–
parabolic systems exhibits the flexibility of the RG method in two ways. First, the ability to
replace part of the linearization with a finite rank operator, within the equivalence class of
strongly contracted secularities, greatly simplifies the linear analysis, leading to a sharp charac-
terization of the point spectrum in terms of inner products of known functions, see Proposition 3.
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ities, would require a delicate application of the geometric singular perturbation theory, see [4].
The current approach sidesteps this issue entirely, constructing N pulses though a simple formal
argument which does not require an explicit resolution of the pulse velocities, rather only that
the residual, the amount by which the pulses fail to be standing solutions, is appropriately small.
The local pulse velocities are recovered, a posteriori, through the projection of the residual onto
the tangent space of the pulse manifold.
In Section 2 we present the model system, formally construct families of N -pulses within the
semistrong regime, state the main result concerning the reduction of the PDE dynamics to an
asymptotically closed family of ODEs for the pulse positions, and introduce the notation for the
norms and scaling operators. In Section 3 we present the linear analysis, deriving the linearized
and reduced linearized operators, and analyze the point spectrum of the reduced linearization,
which leads to a nonlocal eigenvalue problem (NLEP). We also derive the resolvent estimates
and prove Theorem 3.1, which establishes the singularly perturbed structure of C0 semigroups in
a general setting. In Section 4 we apply the RG methodology, exploiting the estimates derived in
Section 3 to show that the PDE dynamics in a neighborhood of the N -pulses reduces to a closed
set of limiting ODEs for the pulses’ evolution. In particular we show that an antisymmetric two-
pulse can form a stable bound pair with pulse separation q =O(ε| ln ε|).
2. The thermally detuned PNLS model
We study the thermally detuned, parametrically forced, nonlinear Schrödinger equation
(TDNLS) which describes the evolution of the depth averaged optical field intensity, u ∈ C,
and temperature θ over the transverse direction, x, of the crystal,
iut + 12uxx + |u|
2u+ (i − a(θ))u− γ u∗ = 0, (2.1)
θt − ε−2θxx + hθ = ε−1|u|2. (2.2)
Here γ and a represent the parametric forcing and the detuning, h > 0 and  > 0 model radia-
tive cooling and a scaled absorption coefficient, and ε  1 describes the scaling of the inverse
thermal diffusivity. The approximately linear dependence of the refractive index on temperature
is reflected in the detuning parameter a, i.e.,
a(θ) = a0 − θ. (2.3)
The model, derived in [13], is an extension of earlier optical-only versions [23,24] to include
self-induced heating. In [14] it was shown that for a > 0 and γ > 1, and in the case of a spatially
uniform temperature θ , the optical equation (2.1) sustains standing waves with a constant polar-
ization αp satisfying e−2iαp = (i ±
√
γ 2 − 1)/γ. These pulses were studied in the context of a
prescribed thermal envelope in [12].
The form of the uniform temperature pulses suggests recasting the PNLS as a real system
after the polarization has been factored out. Introducing the new dependent variables
U = (U1,U2,U3)t =
((e−iαpu),(e−iαpu), θ)t , (2.4)
we obtain
Ut =F( U), (2.5)
R.O. Moore, K. Promislow / J. Differential Equations 245 (2008) 1616–1655 1619Fig. 1. Evolution of an up–down–up three-pulse ansatz and thermal profile with a = 2.6, γ = 1.2, h = 1, ε = 0.1, and
 = 0.3. The optical pulses move up the thermal profile, decreasing their amplitude and increasing their width, until the
pulse–pulse repulsion balances the focusing effect of the thermal gradient, generating a steady-state solution.
where
F( U) ≡
⎛⎝ 0 − 12∂2x + η−(U3)− (U21 +U22 ) 0−(− 12∂2x + η+(U3)− (U21 +U22 )) −2 0
ε−1U1 ε−1U2 ε−2∂2x − h
⎞⎠ U,
(2.6)
and η±(θ) = η0,± − θ , with η0,± = a0 ±
√
γ 2 − 1.
We state below our main result, which outlines the asymptotic stability of the semistrong N -
pulse solutions constructed formally in the section below. The pulses are stable in a scaled norm,
‖ · ‖Xε defined in (2.13), which gives ε-uniform control of the L∞ norm of each component, as
well as of the unscaled H 1 norm of the optical components.
Theorem 2.1. For all parameters a, γ, and h of (2.5) satisfying γ > 1, a >
√
γ 2 − 1, and h > 0,
there exists 0 > 0 such that the N -pulse ansatz constructed in Lemma 2.2 is admissible, see
Definition 2.1, for all  ∈ (0, 0). Moreover, there exists ac > √105/272, see Lemma 3.5, such
that for all a < ac we may choose 0 > 0, ν > 0, M > 1, and ε0 > 0 such that for all ε ∈ (0, ε0),
 ∈ (0, 0), and for all q ∈ K, the manifold, M, of quasi-steady N -pulse solutions (2.30), of
the TDNLS equation (2.1)–(2.2) is asymptotically exponentially stable up to O(ε). Specifically,
given an initial value U0 sufficiently close to M, the corresponding solution U of (2.5) can be
decomposed as
U(x, t) = Φ(x, q)+W(x, t), (2.7)
where the N -pulse Φ is given by (2.26), the remainder W satisfies
‖W‖Xε M
(
e−νt‖W0‖Xε + ε
)
, (2.8)
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W has decayed toO(ε), the pulse evolution is given at leading order by the closed set of ordinary
differential equations (4.66).
2.1. Notation and function spaces
Given a Banach space, X, with dual X∗, the pairing f ∈ X and g ∈ X∗, is denoted 〈g,f 〉.
For M an l × m matrix of elements from the dual space we define the tensor of M , denoted
⊗M :X → Rl×m, by
(⊗M)f =
⎛⎝ 〈M11, f 〉 . . . 〈M1m,f 〉... . . . ...
〈Ml1, f 〉 . . . 〈Mlm,f 〉
⎞⎠ . (2.9)
For N a k × l matrix of elements of X, the tensor product N ⊗ M :X → Xk×m acts on f ∈ X
through the matrix product of N and ⊗Mf .
The operator Sε scales the independent variable by ε,
Sεf (x) = f (εx), (2.10)
and a vector version, S , scales the independent variable of the third component of functions
F = (f1, f2, f3)t ,
( SεF )(x) =
(
f1(x), f2(x), f3(εx)
)t
. (2.11)
The diagonal operator Dε scales the magnitude of the third component
Dε = diag(1,1, ε). (2.12)
We introduce the scaled norm which is the base norm for controlling the remainder W ,
‖F‖Xε =
∥∥ S−1ε F∥∥H 1, (2.13)
and the associated, ε independent, Hilbert space X. We observe that the scaled H 1 norm uni-
formly controls the L∞ norm,
‖f ‖L∞  c
√
ε‖f ‖2
L2
+ ε−1‖∂xf ‖2L2 = c
∥∥S−1ε f ∥∥H 1, (2.14)
and also controls the unscaled H 1 norm, but not uniformly
‖F‖H 1 
∥∥ D−3/2ε SεF∥∥X. (2.15)
Since the third component of our solution satisfies a parabolic equation while the first two are
hyperbolic, it is natural to use different norms on the third component. Given two norms ‖ · ‖X
and ‖ · ‖Y , we introduce the bifurcated norm
‖F‖X,Y = ‖f1‖X + ‖f2‖X + ‖f3‖X + ‖f3‖Y . (2.16)
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the Fourier transform of functions which are localized near a fixed set of positions q , independent
of the separation distance |qN − q1|. For
q ∈Kl0 ≡
{
q ∈ RN ∣∣ l0| ln ε| < inf
j=2,...,N(qj − qj−1)
}
,
we partition the real line at the midpoints of the q positions {s1, . . . , sN−1}, sj = 12 (qj + qj+1)
for j = 1, . . . ,N − 1. We introduce the partition of unity, {χj }Nj=1, subordinate to the open cover
{(sj−1 −1, sj +1) | j = 1, . . . ,N} where s0 = −∞ and sN = ∞. The C∞ function χj = 1 on the
interval (sj−1 + 1, sj − 1) and has support within (sj−1 − 1, sj + 1) and satisfies ‖∂xχj‖L∞  1.
For each p > 0, j ∈ {1, . . . ,N}, and r  1 we introduce the p-weighted, qj -shifted, Lr norm,
‖f ‖Lrp,j =
∥∥〈x − qj 〉pf ∥∥Lr , (2.17)
with weight 〈x〉p ≡
√
1 + |x|2p . The associated p weighted, q windowed, Lr norm is given by
‖f ‖Lr
p,q =
(
N∑
j=0
‖χjf ‖rLrp,j
) 1
r
. (2.18)
We remark that for j = 1, . . . ,N any weighted norm controls the windowed norms,
‖f ‖Lr
p,q  2‖f ‖Lrp,j , (2.19)
while the windowed L21,q norm controls the L
1 norm,
‖f ‖L1  c
N∑
j=1
‖χjf ‖L1  c‖f ‖L21,q . (2.20)
For r = 2 we define the weighted Sobolev norm
‖f ‖H 1p,j =
(‖f ‖2
L2p,j
+ ‖∂xf ‖2L2
) 1
2 , (2.21)
with the weighted–windowed Hilbert space H 1
p,q defined where the norm
‖f ‖H 1
p,q
= (‖f ‖2
L2
p,q
+ ∥∥∂2xf ∥∥L2)2, (2.22)
is finite. When the function within the norm has been rescaled, so must the pulse positions, q .
We emphasize this when using weighted norms via the notation∥∥S−1ε f ∥∥Lr = ∥∥〈x − εqj 〉pS−1ε f ∥∥Lr , (2.23)p,jε
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usual, nonwindowed, p-weighted norm with weight centered on the mid-point of the N -pulse,
1
2 (qN + q1).
We write f = g +O(ε) in norm ‖ · ‖ if
‖f − g‖ cε. (2.24)
We denote the mass of a function f by f = ∫∞−∞ f dξ . The quantity [ F ]j will denote the j th
component of the vector F when less cumbersome notation is not available.
2.2. Semistrong pulse solutions
We construct the semistrong N -pulse ansatz by first assuming that the temperature θ takes a
constant value, p, so that the pulse solution in the optical variables takes the form (φ,0)t where
φ(x;p,q) =√2η+(p) sech(√2η+(p)(x − q)), (2.25)
and q ∈ R denotes the pulse position. Exploiting the difference in scaling between the optical and
thermal components of the system, we construct an approximate N -pulse ansatz, parameterized
by dynamic pulse positions q ∈ R, writing
Φ(x; q) =
(
Ξ
0
Θ
)
, (2.26)
where Ξ is given in terms of the localized pulse solutions φj ≡ φ(x;pj , qj ), the pulse center
temperatures,
pj ≡ Θ(x = qj ), (2.27)
and the pulse signs, αj = ±1, via
Ξ =
N∑
j=1
αjφj . (2.28)
The temperature profile is taken as the quasi-steady solution induced by the thermal heating
Θ = ε−1(−ε−2∂2x + h)−1|Ξ |2. (2.29)
The goal is to determine the parameters p = (p1, . . . , pN) in terms of the pulse positions q ,
thereby constructing a manifold of semistrong N -pulse quasi-steady solutions of the TDNLS
equation
M= {Φ(x, q) ∣∣ q ∈K}, (2.30)
where
K=
{
q ∈ RN ∣∣ l0| ln ε| < inf (qj − qj−1)}, (2.31)j=2,...,N
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fies |φi(qj )| =O(ε) for i = j. Indeed the η± control the two exponential decay rates associated
to an N -pulse ansatz and the associated linearized operators. We impose a condition which keeps
the value of η−(Θ) strictly positive.
Definition 2.1. The parameters {a, γ,,h,N} are admissible if
ηmin,− ≡ min
j=1,...,N infq∈K
ηj,− > 0.
To resolve the temperature profile, Θ , we introduce the local temperature profile, Θj , induced
by the j th pulse,
Θj ≡ ε−1
(−ε−2∂2x + h)−1|φj |2, (2.32)
which has the solution
Θj(x;pj , qj ) = ηj,+√
h
∫
R
e−ε
√
h|x−qj−s| sech2
(
s
√
2ηj,+
)
ds, (2.33)
where ηj,± ≡ η±(pj ) = η0,± − pj . In the rescaled norm induced by the scaling operator Sε ,
defined in (2.10), the thermal profile is well approximated by the sum of the local temperature
profiles.
Lemma 2.1. For q ∈K, the thermal profile Θ has the expansion∥∥∥∥∥S−1ε
(
Θ −
N∑
j=1
Θj
)∥∥∥∥∥
H 2
=O(ε). (2.34)
Moreover for |x − qj | l0| ln ε|, the local thermal profiles take the explicit form
Θj(x) = 
√
2ηj,+
h
e−ε
√
h|x−qj |(1 +O(ε2)), (2.35)
while
Θj(qj ) = 
√
2ηj,+
h
− ε ln 2 +O(ε2). (2.36)
In addition there exists c > 0, which may be chosen independent of q ∈K, for which∥∥∂xS−1ε Θ∥∥L2 + ‖∂xΘ‖L∞  cε. (2.37)
Proof. Since the pulses are well separated, the tail–tail interactions are small, and we see that
‖(|Ξ |2 −∑ |φj |2)‖H 1 =O(ε). Thus the H 1 norm of the difference between Θ and the sum of
the local thermal profiles is O(ε) in the rescaled variables for which Θ and each Θj decay at
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Region I is the stability region for PNLS pulses, crossing into region II coincides with a Hopf bifurcation, see [1], and
there are unstable point spectra. In regions III and IV there is unstable essential spectra, η0,− < 0 and the data is inad-
missible. In the TDNLS system, the impact of the thermal field is to lower the thermal detuning, a, locally about a pulse.
Admissibility of the parameters is equivalent to a(θ(x)) remaining above the essential bifurcation curve a =
√
γ 2 − 1
for all values of x ∈ R.
an O(1) exponential rate as |x| → ∞. The evaluations (2.35) and (2.36) of Θj follow from a
straightforward expansion of the integrals (2.33). Taking the derivative of (2.33) we obtain
Θ ′j (x) = −εηj,+
∫
R
H(x − qj − s)e−ε
√
h|x−qj−s| sech2
(
s
√
2ηj,+
)
ds, (2.38)
where H(s) = sign(s). Since the integral is uniformly bounded and O(1), the result (2.37) fol-
lows by summing over j = 1, . . . ,N . 
Using (2.34) and (2.35), the N unknown thermal detunings pj are determined through the
pulse positions qj from (2.27), which, at leading order, results in N coupled quadratic equations
for p,
pj = Θ(ql) = 
√
2
h
(
N∑
l=1
√
η0 − ple−ε
√
h|qj−ql |
)
+O(ε), (2.39)
for j = 1, . . . ,N . These equations can be solved for arbitrary q ∈K if  is sufficiently small, but
still O(1) with respect to ε, or for arbitrary admissible parameters if the pulses are sufficiently
close together, on the order of O(ε−1). Since admissibility of the parameters also requires  suf-
ficiently small, we concentrate on the former regime, and construct the general N -pulse ansatz,
depicted in Fig. 1, in the lemma below.
Lemma 2.2. Given a0 and γ satisfying γ > 1 and a0 >
√
γ 2 − 1, equivalently residing in the
interior of the union of regions I and II of Fig. 2, and given h > 0, and N ∈ N+, then there exists
0 > 0, independent of ε, such that for all  ∈ (0, 0) the parameters are admissible and there is
a unique solution p = p(q,) to Eq. (2.39). Taking l0 in (2.31) to satisfy,
l0 = 1/
√
2ηmin,−, (2.40)
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|q − q∗| 1 there exists c > 0 such that
‖Φq −Φq∗‖Xε  c|q − q∗|, (2.41)
and
|∇q p| cε. (2.42)
Proof. Defining G = (G1, . . . ,GN)t by Gj ( p, q,) = pj − Θ(qj ; p, q), then the system (2.39)
is equivalent to G = 0. It is clear that G(0, q,0) = 0, and since ∇pG(0, q,0) = IN×N , from the
implicit function theorem there exists 0 > 0 such that G( p, q,) = 0 has a unique, smooth
solution p = p(q,), for all  ∈ (0, 0). Moreover taking the q gradient of this equation we
see that ∇q p = −[∇pG]−1∇qG. From (2.39) we have ‖∇qG‖ = O(ε), and (2.42) follows.
From Lemma 2.1 we see that ‖Θj‖L∞  
√
2ηj,+
h
 
√
2η0,+
h
, and hence from (2.34), we
have ‖Θ‖L∞  N
√
2η0,+
h
. In particular, for  sufficiently small, in terms of a, γ, and N ,
we have ηj,− = η0,− − pj > η0,− − ‖Θ‖L∞ ≡ ηmin,− > 0, and by redefining 0 we verify
the parameters are admissible for all  ∈ (0, 0). Moreover, since ηj,+ > ηj,− it follows that
ηmin,+ ≡ η0,+ − ‖Θ‖L∞ > ηmin,− > 0 and we may take l0 = 1/
√
2ηmin,− > 1/
√
2ηmin,+, in the
definition of K. Since the fast pulses all decay at a rate faster than l0, the interactions between
adjacent pulses is at most O(ε). The result (2.41) follows readily from the continuity of φj ,
the exponential localization of the subpulses which comprise the first component of Φ , and the
smallness of the derivative of third component of Φ given by (2.37). 
We remark that the pulse amplitudes which are controlled by p depend upon the pulse posi-
tions, q , and will vary by anO(1) amount as the pulses evolve. For the two-pulse this dependence
is made explicit in the following sub-section.
2.3. Two-pulse solutions
In the case of two pulses an explicit solution is possible. By symmetry the thermal amplitudes
are equal, p1 = p2 = p, and (2.39) reduces to
p = 
√
2
h
√
η0 − p
(
1 + e−2εq
√
h
)+O(ε), (2.43)
where q = −q1 = q2. The thermal amplitude depends upon the pulse position via the relation
p(q) = 
2
h
(
1 + e−2εq
√
h
)2(√1 + 4η0,+h
22(1 + e−2εq√h)2 − 1
)
, (2.44)
which varies by roughly a factor of four as the interpulse distance ranges from Δ  ε−1 to
Δ  ε−1. The two pulse ansatz is then given by
Φ =
(
α1φ(x;p(q),−q)+ α2φ(x;p(q), q)
0
Θ1(x;−q)+Θ2(x;q)
)
, (2.45)
where φ is given by (2.25) and Θj is given by (2.33).
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We decompose the solution of the TDNLS equation (2.5) as
U =
(
U1
U2
U3
)
= Φ(x; q(t))+W(x, t), (3.1)
where the remainder W = (W1,W2,W3)t . In these coordinates the TDNLS equation can be writ-
ten as
Wt + ∂Φ
∂ q ˙q = R +LqW +N (W), (3.2)
where R is the residual given by
R ≡ F(Φ) =
( 0∑N
j=1(ηj − η(Θ)+ |Ξ |2 − φ2j )αjφj
0
)
, (3.3)
and the linearized operator Lq is given by
Lq =
( 0 D 0
−C −2 −Ξ
2ε−1Ξ 0 E
)
, (3.4)
where
C = −1
2
∂2x − 3
∑
j,k
αkαjφkφj + η+(Θ), (3.5)
D = −1
2
∂2x −
∑
j,k
αkαjφkφj + η−(Θ), (3.6)
E = ε−2∂2x − h. (3.7)
The nonlinearity is given by
N (W) =
⎛⎝ −2W1W2Ξ − (W 21 +W 22 )W2(3W 21 +W 22 )Ξ + (W 21 +W 22 )W1
ε−1(W 21 +W 22 )
⎞⎠ . (3.8)
While the essential spectra of C and D are independent of q , their point spectra are controlled
by the localized operators
Cj = −12∂
2
x − 3φ2j + ηj,+, (3.9)
Dj = −12∂
2
x − φ2j + ηj,−, (3.10)
for j = 1, . . . ,N.
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intervals [√η0,+,∞) and [√η0,−,∞) respectively. Moreover if the parameters are admissible,
then there exist νC, νD > 0 such that the sets {λ ∈ σp(C) | λ < νC} and {λ ∈ σp(D) | λ < νD}
agree, up to multiplicity and to within O(ε), with the union of the point spectra of the operators
Cj and Dj , respectively. More specifically
σp(C)∩ {λ < νC} =
N⋃
j=1
{−3ηj,+,0} +O(ε), (3.11)
σp(D)∩ {λ < νD} =
N⋃
j=1
{−2√γ 2 − 1}+O(ε), (3.12)
with the corresponding eigenfunctions of C and D being comprised, at leading order, of linear
combinations of the associated eigenfunctions of the Cj and Dj respectively.
Proof. The functions η±(Θ) vary slowly, with anO(ε) derivative, over the support of the poten-
tials in (3.5)–(3.6). The preservation of exponential dichotomies for systems with slowly varying
coefficients (see Ref. [8] and Appendix A.2 of Ref. [21]), guarantees that the stable (unstable)
manifold at +∞ (−∞) for the first order systems associated to (C−λ)W = 0 and (D−λ)W = 0
depend smoothly upon the slow length scale parameter  as  → 0. In particular the point spec-
trum and associated eigenfunctions of the slowly varying operator may be obtained as a regular
perturbation expansion from the associated constant–coefficient operators for those λ’s where
both the slowly varying and constant coefficient operators have analytic exponential dichotomies,
i.e., away from the union of the essential spectra.
To investigate in detail the splitting of the eigenvalues and eigenvectors, we consider the op-
erator D, for which the sub-operators Dj each have a single, common eigenvalue −2
√
γ 2 − 1
with eigenfunction φj . Since the parameters are admissible
νD = 12 infj=1,...,N σe(Dj ) =
1
2
inf
j=1,...,N
√
2ηj,− > 0,
and any λ ∈ (−∞, νD] is an O(1) distance from the essential spectrum of any of Dj . For such
λ any solution to the eigenvalue problem Dψ = λψ has an expansion λ = λ0 + ελ1 + · · · ,
and ψ = ψ0 + εψ1 + · · · , where ψ0 =∑Nj=1 βjφj , and λ0 = −2√γ 2 − 1. At leading order ψ1
satisfies
(D − λ0)ψ1 = −ε−1(D − λ0)ψ0 + λ1ψ0. (3.13)
The right-hand side of (3.13) can be written as a sum of terms each of which is exponen-
tially localized about x = qj , the left-hand side can then be approximated, at leading order by∑N
j=1(Dj − λ0)ψ1,j where
(Dj − λ0)ψ1,j = ε−1
[(
βj+1φj+1 + βj−1φj−1 + βj (αj−1φj−1 + αj+1φj+1)
)
αjφ
2
j
− βj
(
Θ −Θ(qj )
)
φj
]+ λ1βjφj . (3.14)
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that the right-hand sides of (3.14) for j = 1, . . . ,N be orthogonal to the kernel, φj of Dj − λ0.
This leads to the conditions λ1 ∈ σ(D̂) with β ∈ Ker(D̂ − λ1), where D̂ has the tridiagonal form
D̂ = −ε−1(diag(‖φ1‖2L2, . . . ,‖φN‖2L2))−1
⎛⎜⎜⎜⎝
d11 δ12 · · · 0
δ12 d22
. . .
...
...
. . .
. . . δN−1,N
0 · · · δN−1,N dNN
⎞⎟⎟⎟⎠ , (3.15)
where
dii ≡ 2αi(αi−1δi,i−1 + αi+1δi,i+1)−
(
Θ −Θ(qj ),φ2j
)
L2 ,
and δi,j ≡ (φi, φ3j )L2 , for i, j = 1, . . . ,N with α0 = αN+1 = 0. For q ∈K we have δj,j+1 =O(ε)
and the N eigenvalues split at O(ε). We remark that the impact of the thermal perturbation,
(Θ − Θ(qj ),φ2j )L2 =O(ε2) since φj is even about qj and Θ = Θ(εx) is slowly varying. The
thermal perturbations have only a higher order impact on the eigenvalue splitting, unless the
pulse separations are so great that δij =O(ε2), in which case the thermal perturbations prevent
the eigenvalue splitting from becoming exponentially small.
The essential spectra of C and D depend only upon the limiting operators, C0 = − 12∂2x +η0,+
and D0 = − 12∂2x + η0,−, and are comprised of the intervals [η0,+,∞) and [η0,−,∞) respec-
tively. 
3.1. The reduced operators
A key step in the renormalization group treatment is the replacement of the exact linearization
with a reduced operator whose spectral and semigroup properties are easier to analyze, yet such
that the difference between the exact and the reduced operator, the secularity, does not lead to
growth of the remainder W . Due to the contractivity of the resolvent operator (E − λ)−1, the
N -pulse potential which comprises the L31 = Ξ component of Lq can be replaced with a finite-
rank operator, ΞN = ξ ⊗ φ whose range ξ consists of N shifted copies of a smooth, exponentially
decaying, mass 1 function ξ,
ξ = ( ξ1 . . . ξN ) , (3.16)
with ξj (x) = ξ(x − qj ), and
φ = (α1φ1 . . . αNφN )t . (3.17)
The reduced linearization is
L˜q =
( 0 D 0
−C −2 −Ξ
2ε−1ΞN 0 E
)
. (3.18)
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The N -pulse profiles which comprise the manifold M, defined in (2.30), are not stationary
solutions, and as such it is not self-consistent to determine their linear stability in terms of the
spectrum of the associated linearized operator. We say that the N -pulse ansatz Φ is spectrally
compatible with the manifoldM if the spectrum of the associated linear operator can be decom-
posed into a part strictly contained within the left-half complex plane and a finite-dimensional
part whose associated eigenspace approximates the tangent plane of M at Φq .
The Green’s function of E,
G0(x;λ) = (E − λ)−1δ, (3.19)
plays a central role in the reduction of the eigenvalue problem. It can be represented in terms of
its Fourier transform,
Ĝ0(k) = − 1√
2π
1
ε−2k2 + (λ+ h) , (3.20)
or in spatial coordinates as
G0(x) = − ε√
λ+ he
−ε√λ+h|x|, (3.21)
where on the branch cut B = (−∞,−h] we choose the square root so that √λ+ h < 0 for
λ ∈ C\B .
A central role is played in the analysis by the commutator of the resolvent of E and the scaling
operator, Sε , and by the strong contractivity of the resolvent on zero-mass functions.
Lemma 3.2. Let λ ∈ C be an O(1) distance from the branch cut B , then the following estimates
hold uniformly in λ, ∥∥S−1ε (E − λ)−1f ∥∥H 1  cε‖f ‖L1 , (3.22)∥∥S−1ε (E − λ)−1Sεf ∥∥H 1  c‖f ‖L2 . (3.23)
If moreover for some q ∈ K, f has small mass in each window, then we have the improved
estimate
∥∥S−1ε (E − λ)−1f ∥∥H 1  cε
(
N∑
j=1
|χjf | + ε 12 ‖f ‖H 11,q
)
, (3.24)
where {χ1, . . . , χN } is the partition of unity associated to q , and c > 0 is independent of q .
Proof. Writing g = (E − λ)−1f as a convolution of f with the Green’s function, g = G0 ∗ f ,
we observe that (S−1ε g)(x) = ε−1(S−1ε G0) ∗ (S−1ε f )(x). (3.25)
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we have ∥∥S−1ε g∥∥H 1  ε−1∥∥S−1ε G0∥∥H 1∥∥S−1ε f ∥∥L1  c∥∥S−1ε f ∥∥L1  ε‖f ‖L1, (3.26)
which establishes (3.22). Setting g˜ = G0 ∗ (Sεf ) we see that S−1ε g˜ = ε−1(S−1ε G0) ∗ f so that
‖g˜‖H 1  cε−1
(∥∥S−1ε G0∥∥L1 + ∥∥∂xS−1ε G0∥∥L1)‖f ‖L2  c‖f ‖L2, (3.27)
which establishes (3.23).
For the small mass estimate we decompose f as f = f1 + · · · + fN where fj = χjf . By
linearity g = g1 +· · ·+gN where gj = (E−λ)−1fj , and ‖f ‖2
H 11,q
= ‖f1‖2
H 11,1
+· · ·+‖fN‖2
H 11,N
.
By assumption each fj has small mass and may be decomposed as a small mass and a massless
part
fj = f jρj + γ ′j , (3.28)
where ′ denotes ∂x , ρj = ρ0(x − qj ), with ρ0 = 1 and ‖ρ0‖H 11 = 1. Moreover we may choose γj
to satisfy
‖γj‖L2 + ‖γ ′j‖H 11,j  c‖fj‖H 11,j , (3.29)
since for any function fj with zero mass satisfying γ ′j = f we have the bound
‖γj‖2L2 =
∫
R
γ 2j ∂x(x − qj ) dx =
∣∣∣∣ ∫
R
(x − qj )γjfj dx
∣∣∣∣ c‖γj‖L2‖fj‖L21,j , (3.30)
where we integrated by parts to obtain the second equality. Using the decomposition (3.28) of fj ,
we write gj = gj1 + gj0 were gj1 = (E − λ)−1f jρj is estimated from (3.22) as ‖S−1ε gj1‖H 1 
‖f jρj‖L1  cε|f j |. For the zero mass term gj0 = (E − λ)−1γ ′j , we write the convolution as
gj0 = G0 ∗ γ ′j0 = G′0 ∗ γj0, and
S−1ε gj0 = ε−1
(S−1ε G′0) ∗ (S−1ε γj ). (3.31)
Since G0 is slowly varying, while S−1ε G0 decays at anO(1) exponential rate we have the bounds∥∥S−1ε gj0∥∥L2  cε∥∥S−1ε G′0∥∥L1∥∥S−1ε γj∥∥L2  cε∥∥S−1ε γj∥∥L2  cε 32 ‖γj‖L2
 cε 32 ‖fj‖L21,j . (3.32)
Moreover taking the Fourier transform of the scaled gj0 we have
̂S−1ε gj0(k) = εgˆj0(εk) = 1√ ε
2kγ̂j (εk)
2 , (3.33)2π k + (λ+ h)
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The inequalities (3.32) and (3.34), taken together yield (3.24). 
For j = 1, . . . ,N we introduce the E-resolvent of the shifted ξ functions (3.16),
Gj(x;λ) = 2ε−1(E − λ)−1ξj . (3.35)
Lemma 3.3. The functions Gj are smoothed, scaled, and shifted approximates of the Green’s
function of E − λ. In particular ∥∥S−1ε Gj∥∥H 11,jε  c, (3.36)
and
Gj(x,λ) = 2ε−1G0(x − qj )+O(ε), (3.37)
in L2.
Proof. The H 1 bound on Gj follows from (3.35) and (3.22) since ‖ξj‖L21,j =O(1). It remains
to establish the weighted part of the estimate. Without loss of generality we shift ξj , Gj , and the
weight function to be centered at the origin and drop the j subscript. Observing that
̂S−1ε G = εSεGˆ = 1√
2π
ε̂ξ(εk)
k2 + (λ+ h) , (3.38)
we find ∥∥|x|S−1ε G∥∥L2 = ∥∥∂k ̂S−1ε G∥∥L2 , (3.39)
however
∂k
̂S−1ε G(k) = 1√
2π
(
ε2ξˆ ′(εk)
k2 + (λ+ h) −
2kεξˆ (εk)
(k2 + (λ+ h))2
)
, (3.40)
so that ∥∥|x|S−1ε G∥∥L2  c(ε‖ξˆ‖L∞ + ε 32 ‖ξˆ ′‖L2) cε‖ξ‖L21 =O(1). (3.41)
For the second estimate, since ξ has mass 1, its Fourier transform has the expansion
ξˆj (k) = eikqj
(
ξˆ (0)+ kξˆ ′(0)+ · · ·)= eikqj( 1√ + kξˆ ′(0)+ · · ·), (3.42)2π
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Ĝj (k;λ) = −2 ε
−1eikqj ξˆ (k)
ε−2k2 + (λ+ h) = −
2√
2π
ε−1eikqj
ε−2k2 + (λ+ h) +O(ε), (3.43)
in the L2 norm. Taking the inverse Fourier transform we obtain (3.37) where the first term on the
right-hand side is the shifted Green’s function, (E − λ)−1δx=qj . 
To aid in the characterization of the point spectrum of L˜ we denote by P the upper-left 2 × 2
sub-operator of L˜ and introduce the localized operators P j , obtained from P by replacing C and
D with Cj and Dj for j = 1, . . . ,N ,
P j =
(
0 Dj
−Cj −2
)
. (3.44)
The point spectrum of the operator P which is an O(1) distance from
σe(P ) ≡
N⋃
j=1
σe(P j ), (3.45)
can be expressed as a regular perturbation expansion of the eigenvalues of
σp(P ) ≡
N⋃
j=1
σp(P j ). (3.46)
We define
νe = − sup
{λ ∣∣ λ ∈ σe(P ), q ∈K}, (3.47)
and remark that the parameters a, γ,,h, and N are admissible exactly when the corresponding
νe > 0.
As is typical for the NLEP problem associated with semistrong pulse interactions, see [4,5],
the point spectrum of L˜ consists of two disjoint sets, the unperturbed spectrum, which is also
part of σp(P ) and the perturbed spectrum which interacts with the finite rank operator ΞN, and
which corresponds to the kernel of the NLEP operator given in (3.56).
Proposition 1. Let the parameters be admissible. For any ν ∈ (0, νe) the point spectrum of
L˜ = L˜q can be decomposed as σp(L˜)∩{λ > −ν} = σP ∪σM , where the set σP consists of those
λ ∈ σp(P ) ∩ {λ > −ν} for which the associated eigenfunction (Ψ1,Ψ2) satisfies ⊗φΨ1 = 0
while the set σM is defined by
σM =
{
λ
∣∣λ > −ν and 1 ∈ σ(M)}, (3.48)
where the N ×N matrix M is given by
M(λ) = ⊗φD(CD + λ(λ+ 2))−1Ξ G. (3.49)
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problem for the reduced operator is written as( −λ D 0
−C −2 − λ −Ξ
2ε−1ΞN 0 E − λ
)
Ψ = 0. (3.50)
Addressing the third component of this equation we solve for Ψ3,
Ψ3 = −2ε−1(E − λ)−1ΞNΨ1, (3.51)
which can be written in terms of the smoothed Green’s functions (3.35) as
Ψ3 = − G⊗ φΨ1, (3.52)
where we have introduced G = (G1, . . . ,Gn). Eliminating Ψ3 from the first two rows of (3.50)
we arrive at a finite rank perturbation of the eigenvalue problem for P , the NLEP equation,
(P − λ)
(
Ψ1
Ψ2
)
= −
(
0
Ξ
)
( G⊗ φ)Ψ1. (3.53)
As seen in [10,14], P − λ has the inverse
(P − λ)−1 =
(−(λ+ 2)(DC − z)−1 −D(CD − z)−1
C(DC − z)−1 −λ(CD − z)−1
)
, (3.54)
where z ≡ −λ(λ + 2). Thus either λ ∈ σp(P ) and ⊗φΨ1 = 0 or the eigenvalue system reduces
to a scalar equation for Ψ1,
Ψ1 = D(CD − z)−1Ξ( G⊗ φ)Ψ1. (3.55)
This is the dichotomy which characterizes σP and σM . We remark that solving Eq. (3.55) can be
recast as finding the kernel of the scalar NLEP operator,
LΨ = (CD − z)D−1Ψ −Ξ( G⊗ φ)Ψ. (3.56)
Acting on (3.55) with ⊗φ we obtain the matrix system
(I −M)⊗ φΨ1 = 0, (3.57)
where M is the N ×N matrix given by (3.49), or equivalently
Mjk =
(
D(CD − z)−1ΞGj ,αkφk
)
L2 .  (3.58)
Lemma 3.4. Let νe be given by (3.47) and fix ν0 ∈ (0, νe). For any ν ∈ (0, ν0) the set σp(P ) ∩
{λ > −ν} is in one-to-one correspondence, up to multiplicity and to within O(ε), with the set
σp(P )∩ {λ > −ν}.
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λ > −ν; in particular this set is an O(1) distance from the branch cut B and the set σe(P ). The
remainder of the proof follows from the persistence of exponential dichotomies under slowly
varying perturbations, along the lines of Lemma 3.1. 
The spectrum of the localized operators P j is bounded in Theorem 3.3 of [14], in particular
the PNLS stability region I depicted in Fig. 2 is shown to be nonempty. The lemma below adapts
these results to the optical component P of the TDNLS equations.
Lemma 3.5. There exists ac >
√
105/272 such that for all γ > 1, h > 0, N ∈ N+, and
a0 ∈
(√
γ 2 − 1, ac
)
, (3.59)
there exists 0 > 0 and νp > 0 such that for all  ∈ (0, 0) the parameters are admissible and
the point spectrum of the frozen operator satisfies
σp(P )− {0} ⊂ {λ | λ < −νp},
for all q ∈K. Moreover the eigenvalue of each P j at λ = 0 is simple with eigenfunction (φ′j ,0)t .
For a0 > ac , this result holds if γ is close enough to 1.
Proof. For a single operator P j with pj = 0, i.e. ηj,± = η0,± the result follows from [14]. Since
for  sufficiently small each pj can be made small, independent of q ∈K, the result, particularly
the uniformity of νp , follows. 
Remark 3.1. Numerically it can be shown that if a0 and γ lie in region I of Fig. 2, then a single
pulse in a constant thermal background is spectrally stable. The admissibility of the parameters
is equivalent to the essential spectrum of each operator P j lying strictly in the left-half complex
plane, which is again equivalent to a0 − pj >
√
γ 2 − 1.
We expand slightly the definition of σP .
Proposition 2. Fix ν ∈ (0,min{νe, νp}), and let the parameters satisfy (3.59) and  ∈ (0, 0)
with 0 given by Lemma 3.5. Then
σ(L˜)∩ {λ > −ν} = σ ′P ∪ σM, (3.60)
where σM is as given in (3.48) and σ ′P consists of eigenvalues from σp(P ) ∩ {λ > −ν} whose
associated eigenfunction (Ψ1,Ψ2)t satisfies | ⊗ φΨ1| =O(ε). Moreover σ ′P consists of N eigen-
values within O(ε) of zero and the corresponding eigenfunctions, Ψj , of L˜ satisfy∥∥∥∥∥∥ S−1ε
⎛⎝Ψj −
⎛⎝φ′j0
0
⎞⎠⎞⎠∥∥∥∥∥∥
H 1,L1
+ ∥∥S−1ε Ψj,3∥∥H 11,q =O(ε). (3.61)
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ε of zero. Moreover, up to O(ε) in the H 1 norm, the associated eigenfunctions (Ψj,1,Ψj,2)t are
given by (φ′j ,0)t . Since | ⊗ φφ′j | =O(ε), either ⊗φΨj,1 = 0 and λj ∈ σP or the NLEP equation
(3.53) can be treated as a regular perturbation expansion
(P j + εP j,1 − ελj )
((
φ′j
0
)
+ ε
(
Ψj,1
Ψj,2
))
=
(
0
Ξ
)
( G⊗ φ)(−φ′j + εΨj,1), (3.62)
for which the O(ε) terms are given by
P j
(
Ψj,1
Ψj,2
)
= (λj − P j,1)
(
φ′j
0
)
+
(
0
Ξ
)
( G⊗ φ)(−ε−1φ′j +Ψj,1), (3.63)
and
Ψj,3 = G⊗ φ
(−ε−1φ′j +Ψj,1). (3.64)
The result (3.61) then follows from (3.36) 
The following proposition characterizes σM .
Proposition 3. Fix ν ∈ (0,min{νe, νp}), and let the parameters satisfy (3.59) and  ∈ (0, 0)
with 0 as in Lemma 3.5. Then the parameters are admissible and there exist R0,μ0 > 0 such
that σM ⊂ B(0,R0) and for all q ∈K, the elements of σM are in one-to-one correspondence, up
to multiplicity and to within O(εμ0), with the set
σM0 =
{
λ
∣∣λ > −ν and 1 ∈ σ (M0(λ))}, (3.65)
where M0 is given by (3.74) and ν is as in Proposition 2. Moreover by taking 0 sufficiently
small, independent of ε, σM is empty for all  ∈ (0, 0) and q ∈K.
If |λ|  1 then we see from (3.37) that ‖Gj‖L∞  c√1+|λ|  1. The entries Mjk of M , given
by (3.58) satisfy the bound
|Mjk| ‖ΞGj‖L2
∥∥(CD − z)−1Dφj∥∥L2  c‖(CD − z)−1‖√1 + |λ| . (3.66)
However from Lemma 4.2 of [14] we know that ‖(CD − z)−1‖  c(1 + |λ|)−1 for |λ|  1.
In particular we see that |Mjk| → 0 as |λ| → ∞ for λ > −ν. Thus there exists an R0 > 0,
independent of q ∈K, such that I +M is invertible for |λ| >R0.
We assume that |λ| < R0 and λ > −ν. In this case Gj , given by (3.37) is a slowly varying
function of space. In particular we have
Mjk =
N∑
l=1
(
αlφlGj ,αj (CD − z)−1Dφj
)
L2 (3.67)
=
N∑
Gjl
(
αlφl, αj (CD − z)−1Dφj
)
L2
(
1 +O(ε)), (3.68)l=1
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rate away from x = qj . Similarly if f is strongly localized about x = qj we have
(CD − z)−1f = (CjDj − z)−1f, (3.69)
up to O(ε) in L2 for z at least O(ε) away from the poles of either side. In particular
(
(CjDj − z)−1Djφj ,φl
)
L2 =
{O(e−ρ|qj−ql |), j = l,
((CjDj − z)−1Djφj ,φj )L2 , j = l,
(3.70)
for some ρ > 0 and all λ > −ν. Since l0 > 1/
√
2ηj,+ and |qj − ql |  l0| ln ε| we see that
e−ρ|qj−ql |  e−l0| ln ε|ρ  cεμ0, where μ0 = l0ρ. Changing variables to y =
√
2ηj,+(x − qj ) in
the j = l inner product yields
(
(CjDj − z)−1Djφj ,φj
)
L2 = η4j,+
((
C0D0(pj )− z
η2j,+
)−1
D0(pj )φ0, φ0
)
L2
, (3.71)
where C0 = −∂2y − 6φ20 + 1, D0(p) = −∂2y − 2φ20 +μ(p), μ(p) = η−(p)/η+(p), and φ0(y) =
sech(y). Introducing the λ-analytic function
R(λ,p) =
((
C0D0(pj )+ λ(λ+ 2)
η2+(p)
)−1
D0(pj )φ0, φ0
)
L2
, (3.72)
we may write the matrix M as
Mjk = η4j,+GjkR(λ,pj )+O
(
εμ0
)
, (3.73)
or equivalently M = M0 +O(εμ0) where
M0 = GN×N
⎛⎜⎜⎜⎝
η41,+R(λ,p1) 0 . . . 0
0 η42,+R(λ,p2) . . . 0
...
...
. . .
...
0 0 . . . η4N,+R(λ,pN)
⎞⎟⎟⎟⎠ , (3.74)
and GN×N denotes the N ×N matrix with entries Gjk .
Finally we observe that for the data as specified |pj | c and thus R(λ,pj ) →R(λ,0) as
 → 0. Moreover from (3.36), |Gjk| c and as  → 0 we have M0 → η40,+R(λ,0)GN×N , and‖M0‖ c. In particular, for  sufficiently small, −1 /∈ σ(M0). 
To define the spectral projections associated to L˜ we must characterize the small point spec-
trum of the adjoint, L˜†.
Lemma 3.6. The adjoint eigenfunctions corresponding to the N eigenvalues in σp(L˜) ∩
{λ > −ν} satisfy the estimate∥∥∥∥∥∥ D−
1
2
ε
S−1ε
⎛⎝Ψ †j −
⎛⎝D−1j φ′j1
2φ
′
j
0
⎞⎠⎞⎠∥∥∥∥∥∥
H 1
 cε. (3.75)
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(
P † − λ)(Ψ †1
Ψ
†
2
)
=
(
1
0
)
2Ξ†ε−1(E − λ)−1Ψ †2 , (3.76)
by solving for Ψ †3 = (E − λ)−1ΞΨ †2 . However since Ξ† = φt ⊗ (ξ1 . . . ξn)t , we may use the
self-adjointness of (E − λ) to rewrite (3.76) as
(
P † − λ)(Ψ †1
Ψ
†
2
)
=
(
1
0
)
2 φt ⊗ GtΨ †2 . (3.77)
The kernels of the localized operators P †j are given by(
Ψ
†
j,1
Ψ
†
j,2
)
=
(
D−1j φ′j
1
2φ
′
j
)
+O(ε), (3.78)
in the H 1 norm. At leading order these functions are also in the kernel of ⊗ Gt . Thus we can
look for the small eigenvalue eigenfunctions of L˜† as perturbations of these functions. Turning
to the Ψ3 component, the product ΞΨ †j,2 has O(ε) mass in each q-window and is O(1) in the
H 11,q norm. From (3.24) we see that
∥∥S−1ε Ψ †3 ∥∥H 1  cε 32 , (3.79)
and the result (3.75) follows. 
3.3. Resolvent and semigroup estimates
We define the finite rank spectral projection onto the spectral set of L˜ corresponding to its N
small eigenvalues,
πqF =
N∑
j=1
(F,Ψ
†
j )L2
(Ψj ,Ψ
†
j )L2
Ψj . (3.80)
The complementary spectral projection, π˜q = I − πq, has range Xq, which corresponds to the
functions which are uniformly contracted under L˜q evolution. The following lemma bounds the
commutator of the projection operator and the scaling operator.
Lemma 3.7. There exists c > 0 independent of ε and q ∈K such that
‖πF‖H 1,L1  c
∥∥ D 32ε F∥∥H 1,L1 , (3.81)∥∥ D−1ε S−1ε π SεF∥∥ 1  c∥∥ D 12ε F∥∥ 1, (3.82)H H
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∥∥ D 12ε πF∥∥H 1,H 11,q  cε 32
(
N∑
j=1
|χjf3| + ε 12 ‖f3‖H 11,q
)
. (3.83)
Proof. The bounds (3.61) and (3.75) imply that ‖Ψj,3‖L2  c
√
ε and ‖Ψ †j,3‖L2  cε so that the
inner products (Ψj ,Ψ †j )L2 = θj +O(ε), where θj is defined in (4.15). Moreover Lemma 3.2 of
[14] shows that the θj are uniformly bounded from below by some θ0 > 0. From the structure of
the projection operator, π , we observe that
‖ DεπF‖H 1,L1 
c
θ0
N∑
j=1
‖ DεΨj‖H 1,L1
∣∣(F,Ψ †j )L2 ∣∣. (3.84)
From (3.75) we calculate
∣∣(F,Ψ †j )L2 ∣∣ c(∥∥(f1, f2)t∥∥L2 + ∥∥Ψ †j,3∥∥L∞‖f3‖L1)
 c
(∥∥(f1, f2)t∥∥L2 + ∥∥S−1ε Ψ †j,3∥∥H 1‖f3‖L1) (3.85)
 c
(∥∥(f1, f2)t∥∥L2 + ε 32 ‖f3‖L1) c∥∥ D 32ε F∥∥H 1,L1 , (3.86)
where we used the bound (2.14) and (3.75). From (3.61) and (3.64) we readily see that
‖Ψj‖H 1,L1  c
(
1 + ε(‖Gj‖H 1 + ‖Gj‖L1))=O(1). (3.87)
Combining this result with (3.86) establishes the estimate (3.81).
Addressing the inequality (3.82) we observe that
∣∣(Sεf3,Ψ †j,3)L2 ∣∣= ε−1∣∣(f3,S−1ε Ψ †j,3)L2 ∣∣ cε 12 ‖f3‖L2, (3.88)
which implies |( SεF,Ψ †j )L2 | c‖ D
1
2
ε F‖H 1 . From (3.61) we find that ‖ D−1ε S−1ε Ψj‖H 1 =O(1),
and the desired result follows.
For the small mass case, with F = (0,0, f3)t , each f3,k = χkf3 can be decomposed
f3,k = f kρk + γ ′k, (3.89)
where ρk and γk are as in (3.28). The inner product can be estimated∣∣(f3,k,Ψ †j,3)L2 ∣∣ c(|f 3,k|∥∥Ψ †j,3∥∥L∞ + ‖γk‖L2∥∥∂xΨ †j,3∥∥L2)
 c
(|f 3,k|∥∥S−1ε Ψ †j,3∥∥H 1 + ε‖f3,k‖H 11,j ∥∥Ψ †j,3∥∥L2)
 cε 32
(|f 3,k| + ε 12 ‖f3,k‖H 1 ). (3.90)1,j
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‖Ψj‖H 1,H 11,q  c
(
c + ε∥∥| G|∥∥
H 11,q
)
 cε− 12
∥∥S−1ε | G|∥∥H 11,q =O(ε− 12 ), (3.91)
where we used (2.15) and (3.36). Together (3.90) and (3.91) yield (3.83). 
We bound the resolvent of P as a map from H 1 × H 1 into H 1 × H 1. For this we introduce
the eigenspaces of P and P † corresponding to eigenvalues with λ > −ν,
V = span{(Ψ1,Ψ2)t ∈ ker(P − λ) ∣∣ λ ∈ σp(P )∩ {λ > −ν}}, (3.92)
V† = span{(Ψ †1 ,Ψ †2 )t ∈ ker(P † − λ) ∣∣ λ ∈ σp(P )∩ {λ > −ν}}. (3.93)
Proposition 4. Let ν be as in Proposition 2. For all F ∈ H 1 × H 1 which are L2 orthogonal
to V†, we have the following bound
∥∥(P − λ)−1F∥∥
H 1  c‖F‖H 1, (3.94)
where c > 0 may be chosen independent of q ∈K.
Proof. Since F is orthogonal to the eigenfunctions of P † we know that (P − λ)−1F ∈ (H 1)2
and is bounded for λ > −ν. The issue is the uniformity of the bound as |λ| → ∞. Given q ∈K,
consider the partition of the real line, {s0, s1, . . . , sN } where s0 = q1 − √ε, sN = qN + √ε, and
sj = 12 (qj + qj+1) for j = 1, . . . ,N − 1. Let {χj }Nj=0 be a partition of unity subordinate to
the open cover {(sj − 1, sj+1 + 1) | j = −1, . . . ,N + 1} where s−1 = −∞ and sN+1 = ∞.
We decompose F =∑ j = −1N+1Fj where Fj = Fχj . For j = 1, . . . ,N the function Fj is
localized about qj and hence (P − λ)−1Fj is asymptotically close to (P j − λ)−1Fj . Moreover,
from Proposition 4.1 of [14] we know that the resolvent of the localized operators P j decays to
zero in H 1 as |λ| → ∞ for λ > −ν. For the terms (P − λ)−1(F−1 +FN+1) we see that on the
support of χ−1 and χN+1, P is a small, compact perturbation of a constant coefficient operator
and a slowly varying potential. By further subdividing the support of F we may approximate
P by boundedly invertible constant coefficient operators on each sub-interval of (−∞, s−1 + 1)
and (sN+1 − 1,∞). 
The estimates on E and P in Lemma 3.2 and Proposition 4 permit us to bound the resolvent
of L˜ in a rescaled norm, and estimate its commutator with the scaling operator.
Proposition 5. Let ν be as in Proposition 2. For F ∈ X we have the following estimates on the
resolvent of L˜, for c > 0 independent of q ∈K and λ > −ν,
∥∥ S−1ε (L˜− λ)−1π˜F∥∥H 1  c‖ DεF‖H 1,L1 , (3.95)∥∥ S−1ε (L˜− λ)−1π˜ SεF∥∥ 1  c‖F‖H 1 . (3.96)H
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improved estimate
∥∥ S−1ε (L˜− λ)−1π˜F∥∥H 1  cε
(
N∑
j=1
|χjf3| + ε 12 ‖f3‖H 11,q
)
. (3.97)
Proof. First we construct the resolvent of L˜ in terms of the resolvent of P . Fixing F =
(f1, f2, f3)t ∈ X and F˜ = π˜F = (f˜1, f˜2, f˜3)t ∈ Xq we consider the solution Ψ ∈ Xq of
(L˜− λ)Ψ = F˜ . Solving for the third component, we find
Ψ3 = G⊗ φΨ1 + (E − λ)−1f˜3, (3.98)
and eliminating Ψ3 from the residual, arrive at the 2 × 2 system,
(P − λ)
(
Ψ1
Ψ2
)
=
(
f˜1
f˜2 −Ξ G⊗ φΨ1 +Ξ(E − λ)−1f˜3
)
. (3.99)
Inverting (P − λ), operating on the first row of the resultant vector with ⊗φ, and solving for
⊗φΨ1 yields
⊗φΨ1 = (I +M)−1 ⊗ φ
[
(P − λ)−1
(
f˜1
f˜2 +Ξ(E − λ)−1f˜3
)]
1
, (3.100)
where the matrix M is as defined in (3.49). Substituting the expression in (3.100) for ⊗φΨ1 into
(3.98)–(3.99) yields an explicit expression for Ψ in terms of F . From (3.22) we see that
∥∥Ξ(E − λ)−1f˜3∥∥H 1  c‖Ξ‖H 1(∥∥(E − λ)−1f˜3∥∥L∞ + ∥∥∂x(E − λ)−1f˜3∥∥L2) (3.101)
 c
∥∥S−1ε (E − λ)−1f˜3∥∥H 1  cε‖f˜3‖L1 . (3.102)
The uniform boundedness of (P −λ)−1 from (V†)⊥ ⊂ (H 11,q)2 into (H 11,q)2 follows from Propo-
sition 4. The operand of (P − λ)−1 in (3.100) is not in (V†)⊥ for arbitrary F˜ ∈ Xq , however the
quantity
⊗φ
[
(P − λ)−1
(
f˜1
f˜2 +Ξ(E − λj )−1f˜3
)]
1
is a vector comprised of elements((
P † − λ)−1(φj0
)
,
(
f˜1
f˜2 +Ξ(E − λj )−1f˜3
))
L2
, (3.103)
which are bounded since (φj ,0)t is orthogonal to V . Addressing Eq. (3.99), the choice of ⊗φΦ1
given by (3.100) is exactly what is required to render the right-hand side of (3.99) orthogonal to
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that ∥∥(Ψ1,Ψ2)t∥∥H 1  c‖ DεF˜‖H 1,L1 . (3.104)
Turning to the third component of Ψ , we act on (3.98) with S−1ε and take the H 1 norm,∥∥S−1ε Ψ3∥∥H 1  c(∥∥S−1ε G∥∥H 1‖Ψ1‖L2 + ∥∥S−1ε (E − λ)−1f˜3∥∥H 1)
 c
(‖Ψ1‖L2 + ε‖f˜3‖L1) c‖ DεF˜‖H 1,L1 , (3.105)
where we used (3.36) and (3.22). Together (3.104) and (3.105) control the left-hand side of (3.95)
by the quantity ‖ DεF˜‖H 1,L1 . The estimate (3.81) implies that
‖ DεF˜‖H 1,L1 =
∥∥ Dε(F − πF)∥∥H 1,L1  c(‖ DεF‖H 1,L1 + ∥∥ D 32ε F∥∥H 1,L1), (3.106)
which establishes (3.95).
Addressing the estimate (3.96), we set F˜ = π˜ SεF = SεH where H = (I − S−1ε π Sε)F.
Reprising the argument, we find that (3.102) becomes∥∥Ξ(E − λ)−1f˜3∥∥H 1  c∥∥S−1ε (E − λ)−1Sεh3∥∥H 1  c‖h3‖L2, (3.107)
where we used (3.23). We conclude that ‖(Ψ1,Ψ2)t‖H 1  c‖H‖H 1 , and (3.105) becomes∥∥S−1ε Ψ3∥∥H 11  c(‖Ψ1‖L2 + ∥∥S−1ε (E − λ)−1S3h3∥∥H 1) c‖H‖H 1, (3.108)
where we again used the second member of (3.22). However from bound (3.82) we have
‖H‖H 1  c‖F‖H 1 , which yields (3.96).
Turning to the small mass estimate (3.97), since H 11,q uniformly controls the L1 norm, it is
sufficient to consider only F with zero third component mass, a subspace which is invariant
under the action of Sε and Dε . We repeat the analysis which lead to (3.95) and (3.105), but apply
(3.24) in the place of (3.22), picking up an extra factor of ε 12 multiplying the third component
of F . Moreover from (3.83), the projection π˜ respects the H 11,q norm∥∥[F˜ ]3∥∥H 11,q = ∥∥f3 − [πF ]3∥∥H 11,q  c(‖f3‖H 11,q + ε 32 ‖f3‖H 11,q ), (3.109)
which establishes (3.97). 
To exploit the contractiveness of the resolvent on subspaces we extend Theorem 2.1 of Xu
and Feng [26] on decay estimates for C0 semigroups to a class of singularly perturbed operators.
Theorem 3.1. Fix t0 > 0. For each p in the index set P , let Ap be a closed, densely defined
operator on a Hilbert space H with norm ‖ · ‖H . Let X ⊂ H be a Banach space with norm ‖ · ‖X
Let Ap generate a C0 semigroup, Sp(t), let πp be a spectral projection associated to Ap , and let
Bp and Cp be bi-continuous, invertible operators from H into H . If for all σ > ν
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{∥∥Cp(Ap − λ)−1πpB−1p ∥∥X →H
+ ∥∥Cp(Ap − λ)−1πpC−1p ∥∥H →H ∣∣ λ > σ,p ∈P}< ∞, (3.110)
then for all δ > 0 there exists cδ > 0, independent of p ∈ P and t > t0, such that∥∥CpSp(t)πpx∥∥H  cδe(ν+δ)t‖Bpx‖X, (3.111)
for all x ∈ X.
Proof. Choose δ > 0 and without loss of generality assume that σ ≡ ν + δ = 0. We must show
there exists c > 0 such that ‖CpSp(t)πpx‖H  c‖Bpx‖X, or equivalently that
‖CpSp(t)πpB−1p ‖X →H is uniformly bounded for all t > t0 and p ∈ P . The case when σ = 0
is handled by shifting the operator Ap and using the Cauchy integral theory to shift the contours
of integration, see [26] for details.
Let x ∈ X and y ∈ H ′ = H ⊂ X′ be arbitrary, and omitting the p subscript on the operators,
we have the equality
(CS(t)πB−1x, y)
H
= 1
2πi
0+i∞∫
0−i∞
eλt
(C(λ−A)−1πB−1x, y)
H
dλ. (3.112)
Integrating by parts we have
(CS(t)πB−1x, y)
H
= 1
2πi
lim
τ→∞
[
eλt
t
(C(λ−A)−1πB−1x, y)
H
∣∣0+iτ
0−iτ
+
0+iτ∫
0−iτ
eλt
t
(C(λ−A)−2πB−1x, y)
H
dλ
]
(3.113)
= 1
2πi
0+i∞∫
0−i∞
eλt
t
(C(λ−A)−2πB−1x, y)
H
dλ, (3.114)
where we used the property of the Laplace transform, that ‖(λ + iτ − A)−1x‖H → 0 as τ →
∞ ± ∞. We use the invertability of C to reformulate (3.114) as
(CS(t)πB−1x, y)
H
= 1
2πi
0+i∞∫
0−i∞
eλt
t
(C(λ−A)−1πB−1x,C−1†(λ−A†)−1π†C†y)
H
dλ,
(3.115)
so that
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H
∣∣ c
t
0+i∞∫
0−i∞
(∥∥C(λ−A)−1πB−1x∥∥2
H
+ ∥∥C−1†(λ−A†)−1πC†y∥∥2
H
)
dλ.
(3.116)
Since every Hilbert space is Fourier type 2, see [11], these integrals are convergent. Moreover∥∥C(λ−A)−1πB−1x∥∥
H

∥∥C(λ−A)−1πB−1∥∥
X →H‖x‖X, (3.117)
while ∥∥C−1†(λ−A†)−1πC†y∥∥
H
= sup
‖z‖H=1
(
z,C−1†(λ−A†)−1πC†y)
H

∥∥C(λ−A)−1πC−1∥∥
H →H‖y‖H , (3.118)
so from (3.110) there exists a function μ(x, y), independent of ε and t > t0, such that
∣∣(CS(t)πB−1x, y)
H
∣∣ μ(x, y)
t
. (3.119)
It follows from the Banach–Steinhaus theorem, see for example Theorem 2.6 of [18], that since
the sets {CpSp(t)πpB−1p x | t > t0,p ∈ P} are H -norm bounded for each x ∈ X, the set of oper-
ators {CpSp(t)πpB−1p | t > t0,p ∈ P} is equicontinuous. In particular there exists a c > 0 such
that ∥∥CpSp(t)πpB−1p ∥∥X →H  c, (3.120)
for all p ∈ P , which establishes (3.111). 
Proposition 6. If the parameters satisfy (3.59) and 0 is sufficiently small, then for all δ > 0
setting ν = min{νe, νp}− δ > 0 there exists M > 1, independent of q ∈K, ε ∈ (0, ε0), and t > 0,
such that the semigroup Sq(t) associated to L˜q satisfies∥∥Sq(t)F∥∥Xε Me−νt∥∥ D−3/4tm DεF∥∥H 1,L1 , (3.121)∥∥Sq(t)F∥∥Xε Me−νt‖F‖Xε , (3.122)
for all F ∈ Xq, where tm = min{1, t}. If moreover F = (0,0, f3), where f3 has small mass in
each q window, we have the improved estimate
∥∥Sq(t)F∥∥Xε Me−νt εt− 34m
(
N∑
j=1
|χjf3| + ε 12 ‖f3‖H 11,q
)
. (3.123)
Proof. It is straightforward to see that L˜ generates a C0 semigroup since it is a bounded pertur-
bation of a constant coefficient operator. To apply Theorem 3.1 we take P = {(ε, q) | 0 < ε < ε0
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jection off of the N small eigenvalues of L˜. The bounds (3.95) and (3.96) serve to verify the
condition (3.110) and the conclusion, (3.111), is exactly (3.121) for t > t0. On the other hand,
taking Bp = S−1ε , then both terms in the condition (3.110) reduce to (3.96) and the conclusion
(3.111) yields (3.122), also for t > t0. The small time estimates are automatic, for fixed ε, since
L˜ generates a C0 semigroup and off of a compact subset of K the pulses separate into the weak
interaction regime in which the N pulses can be analyzed as separate copies. The key is to show
the small time estimates may be made uniform in ε. The issue is the third component of the solu-
tion W = (W1,W2,W3)t of Wt = L˜W , with initial data W(0) = F = (f1, f2, f3)t . The function
W satisfies
W3,t = EW3 + 2ε−1ΞW1. (3.124)
Setting g(t) = 2ΞW1, which is a smooth function and exponentially localized in each window,
we can solve for W3 in terms of its Fourier modes,
Ŵ3(k) = e−[(k/ε)2+h]t fˆ3(k)+ ε−1
t∫
0
e−[(k/ε)2+h](t−s)gˆ(s, k) ds. (3.125)
Since we are concerned only with small t , we may take gˆ to be constant in time and obtain the
estimate
Ŵ3(k) = e−[(k/ε)2+h]t fˆ3(k)+ εgˆ(k)
k2 + ε2h
(
1 − e−[(k/ε)2+h]t). (3.126)
So that
( ̂S−1ε W3)(k) = εŴ3(εk) = εe−[k2+h]t fˆ3(εk)+ gˆ(εk)
k2 + h
(
1 − e−[k2+h]t). (3.127)
For the homogeneous term in (3.127) the most poorly behaved part of the H 1-norm is the L2
norm of the derivative which blows up like∥∥ke−[k2+h]t fˆ3(εk)∥∥L2  ∥∥ke−[k2+h]t∥∥L2‖Sεfˆ ‖L∞  c
t
3
4
‖f3‖L1, (3.128)
as t → 0+. We conclude
∥∥S−1ε W3∥∥H 11  εt 34 ‖f3‖L1 +
∥∥∥∥ gˆ(εk)k2 + h(1 − e−[k2+h]t)
∥∥∥∥
H 1
 c
(
ε
t
3
4
‖f3‖L1 + ‖f1‖H 1
)
. (3.129)
The short time estimates, and the result (3.121) follows. To establish (3.122) we observe that
∥∥e−[k2+h]t εfˆ3(εk)∥∥ 1 = ∥∥e−[k2+h]t ̂S−1ε f3(k)∥∥ 1  c∥∥S−1ε f3∥∥ 1, (3.130)H H H
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only consider the case of zero third component mass. Since the operators Sε and Dε preserve the
zero-mass condition, we take Bp = D
3
2
ε , apply (3.97) to show that (3.111) is verified. Since the
weighted–windowed norm H 11,q uniformly controls L
1
, the short-time estimates may be treated
as above, yielding (3.97). 
4. Nonlinear stability via the renormalization group method
The renormalization group method for pulse interaction was developed in [17] and extended in
[5] to include semistrong interactions of pulses in a singularly perturbed, dissipative system. The
linear estimates developed in Section 3 for the C0 semigroup of the hyperbolic–parabolic system
(3.18) are comparable to the estimates developed on the analytic semigroup corresponding to the
dissipative system. The nonlinear analysis is thus similar to that presented in [5] and we highlight
the differences, sketching the proof of the basic lemmas.
We fix ε ∈ (0, ε0) and assume at time t0 that the initial data U0 to the system (2.5)–(2.6)
satisfies
‖Φq∗ − U0‖Xε  δ, (4.1)
for some q∗ ∈K. The following proposition, adapted from Proposition 2.2 of [17], permits us to
choose our base point q0 about which we develop our local coordinate system.
Proposition 7. Fix δ  1. Given U0 and q∗ ∈ K satisfying ‖W∗‖Xε  δ, for W∗ ≡ Φq∗ − U0,
then there exists M > 0, independent of U0 and q∗, and a smooth function H :X →K such that
q = q∗ +H(W∗) satisfies
W0 ≡ U0 −Φq ∈ Xq . (4.2)
Moreover, if W∗ ∈ Xqo for some qo ∈K with |qo − q∗| = o(1) then
‖W0 −W∗‖Xε + |q − q∗|M0‖W∗‖Xε |q∗ − qo|. (4.3)
Proof. Since
W0 = W∗ +Φq −Φq∗ , (4.4)
the condition (4.2) is equivalent to the system
0 = Λ ≡ πqW0 = πq(W∗ +Φq −Φq∗). (4.5)
The adjoint eigenvectors Ψ †j are characterized by (3.75), while the pulse form is given by (2.26),
so that the quantities Λ = (Λ1, . . . ,ΛN)t , depend, up to O(ε), only upon the first two compo-
nents
Λj(q,W∗) =
(
W1,∗ + φj (q)− φj (q∗),D−1φ′ (·, q)
)
2 +
(
W2,∗, φ′ (·, q)
)
2 +O(ε), (4.6)j j L j L
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∇qΛ|(q=q∗,W∗=0) = −diag
(∥∥φ′1∥∥2L2, . . . ,∥∥φ′N∥∥2L2)+O(ε), (4.7)
and hence uniformly invertible, the implicit function theorem guarantees the existence of a
smooth function H which provides the solution of (4.2) in a neighborhood about the manifold
M defined in (2.30). The interval of existence of H may be chosen uniformly in q since K is
compact.
If in addition we have W∗ ∈ Xqo , then (W∗,Ψ †j (qo))L2 = 0 for j = 1, . . . ,N . We see that∣∣(W∗,Ψ †j (q∗))L2 ∣∣ ∣∣(W∗,Ψ †j (qo)−Ψ †j (q∗))L2 ∣∣M0‖W∗‖L2 |q0 − q∗|. (4.8)
From (4.7) we see that the q gradient of Λ has an O(1) inverse, and the bound on |q − q∗| in
(4.3) follows from the implicit function theorem. The bound on W0 − W∗ in (4.3) follows from
(4.4) and (2.41).
4.1. The projected equations
To begin the RG procedure we freeze q = q0 in Xq0 , where q0 is the base point provided by
Proposition 7, and change variables as
U(t) = Φq +W, (4.9)
where W ∈ Xq0, and q = q(t). Inserting this into the evolution equation (2.5), the evolution for
the remainder W becomes
Wt + ∇q Φ ˙q = R + L˜q0W + (Lq − L˜q0)W +N (W), (4.10)
W(x,0) = W0, (4.11)
where W0 = W∗ +Φq0 −Φq∗ . The terms ΔL ≡ Lq − L˜q0 include both the approximations made
to the linear operator and the secular growth implicit in the sliding of q away from q0.
To enforce W ∈ Xq0 we impose the nondegeneracy condition ∂∂t π0W = 0, where π0 = πq0
is given by (3.80). Since π0 is independent of time, the nondegeneracy condition is equivalent
to π0Wt = 0, and moreover as π0 commutes with L˜q0 it follows that π0L˜Γ 0W = L˜Γ 0π0W = 0.
The nondegeneracy condition is thus equivalent to the N equations
(∇qΦ ˙q,Ψ †j )L2 = (R +ΔL W +N (W),Ψ †j )L2 . (4.12)
From the form (2.26) of the semistrong pulse solutions, we calculate
∇qΦ ˙q =
⎛⎝∑Nj=1 αj (∂pj φj∇qpj ˙q − φ′j q˙j )0∑N ∂Θ q˙
⎞⎠ . (4.13)
j=1 ∂qj j
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right-hand side of (4.13), and using the form of the adjoint eigenvector (3.75), the nondegeneracy
equations (4.12) for ˙q take the form
q˙j = −
(R +ΔL W +N (W),Ψ †j )L2
αj θj +O(ε) , (4.14)
for j = 1, . . . ,N , where
θj ≡
(
φ′j ,D
−1
j φ
′
j
)
> θ0 > 0, (4.15)
see Lemma 3.2 of [14].
We introduce the quasi-static residual
R˜ ≡ π˜q(R − ∇qΦ ˙q) = π˜q
⎛⎜⎝
−∑Nj=1 αj (∂pj φj∇qpj ˙q − φ′j q˙j )∑N
j=1(ηj − η(Θ)+ |Ξ |2 −
∑N
l=1 φ2l )αjφj
−∑Nj=1 ∂Θ∂qj q˙j
⎞⎟⎠ , (4.16)
so that the evolution for the remainder W may be written concisely as
Wt = R˜ + L˜0W + π˜0(ΔL W +N ), (4.17)
W(x, t0) = W0, (4.18)
where L˜0 = L˜q0 and π˜0 = I − πq0 . The evolution for the remainder W is dominated by the first
two terms on the right-hand side of (4.17), the last two terms are asymptotically irrelevant, until
q− q0 is driven so large by the pulse dynamics that the secularity implicit in ΔL forces an update
of q0.
The residual and the quasi-steady residual satisfy the following bounds.
Lemma 4.1. There exists c > 0, independent of q ∈M such that the projected residual takes the
form
(
R,Ψ
†
j
)
L2 = −
αjΘ
′(qj )
4
‖φj‖2L2 −
1
2
∫
R
φ3j
(
αj−1φ′j−1 + αj+1φ′j+1
)
dx +O(ε2), (4.19)
and the quasi-steady residual satisfies
‖R˜‖H 1,L1  cε. (4.20)
Proof. From the form of the residual, (3.3) and the adjoint eigenvectors (3.75), and keeping only
leading order terms, we see
(
R,Ψ
†
j
)= (R2, φ′j )
2
=
(
3 [
αj+1φ2j φj+1 + αj−1φ2j φj−1
]+ αj Θ ′(qj )(x − qj )φj ,φ′j) . (4.21)2 2 L2
1648 R.O. Moore, K. Promislow / J. Differential Equations 245 (2008) 1616–1655Integrating (4.21) by parts yields (4.19). The result (4.20) follows from (4.16) and the fact that
˙q =O(ε) and ‖∂qjΘ‖L1 =O(1). 
4.2. Decay of the remainder
We identify the duration of each renormalization interval, and quantify the decay of the re-
mainder W over this interval. To control the dynamics we introduce the quantities
T0(t) = sup
t0<s<t
eν(s−t0)
∥∥W(s)∥∥
X
, (4.22)
T1(t) = sup
t0<s<t
∣∣q(s)− q0∣∣. (4.23)
The first enforces the decay of the remainder, W , the second measures the distance the pulse
positions have moved from their frozen base point. The variation of constants formula applied to
(4.17) yields the solution
W(x, t) = S(Δt)W0 +
t∫
t0
S(t − s)(R˜ + π˜0(ΔLW +N ))ds, (4.24)
where we have introduced Δt = t − t0.
We freeze the base point at q0 and break ΔL in secular and reductive parts, ΔL = ΔLs +ΔLr
where ΔLs = LΓ −LΓ 0 and ΔLr = LΓ 0 − L˜Γ 0 .
Lemma 4.2. There exists c > 0, independent of ε ∈ (0, ε0) and q0 ∈ K such that the following
estimates on each of the terms in (4.24) hold,
‖ DεΔLs W‖H 1,L1  cT1‖W‖Xε , (4.25)∥∥ D 32ε ΔLrW∥∥H 1,H 11,q  cε 12 ‖W‖X, (4.26)∥∥ DεN (W)∥∥H 1,L1  c‖W‖2Xε . (4.27)
Proof. The operator DεΔLs takes the form
ΔLs =
( 0 VD − VD 0
VC − V C 0 Ξ −Ξ
ΞN −ΞN 0 0
)
, (4.28)
where VC and VD represent the potentials in the operators C and D. The potentials without
overbars are evaluated at the evolving parameters q(t) and those with overbars are evaluated at
the frozen parameters q0. Since the potentials VC and VD decay exponentially in each window
and depend smoothly on q , we have the bounds∥∥(VC − V C)W1∥∥H 1 + ∥∥(VD − VD)W2∥∥H 1
 c|q − q0|
∥∥(W1,W2)t∥∥ 1  cT1‖W‖Xε . (4.29)H
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The quantity (ΞN − ΞN)W1 is a sum of terms (ηj ⊗ φj − ηj ⊗ φj )W1, each of which decays
exponentially in each q window. These terms satisfy the bound
∥∥(ηj ⊗ φj − ηj ⊗ φj )W1∥∥H 1+L1
 c
(‖ηj‖H 1,L1 ∣∣(φj − φj ,W1)∣∣+ ‖ηj − ηj‖H 1,L1‖W1‖L2) (4.31)
 cT1‖W1‖L2 . (4.32)
Summing over j we see ∥∥(ΞN −ΞN)W1∥∥H 1,L1  cT1‖W‖Xε . (4.33)
Combining (4.29), (4.30), and (4.33) yields (4.25).
For the reductive term, since both Ξ and ΞN are exponentially localized in each q window
we have the estimate
∥∥ D 32ε ΔLrW∥∥H 1,H 11,q = ε 12 ∥∥(Ξ −ΞN)W1∥∥H 11,q
 cε 12
(‖W1‖L∞ + ‖∂xW1‖L2) cε 12 ‖W1‖H 1 . (4.34)
Regarding the nonlinear estimate, from (3.8) we see that DεN is homogeneous of degree at
least two in W1 and W2, and is independent of ε. Since H 1 is an algebra and ‖W 2j ‖L1 = ‖Wj‖2L2
it follows that ∥∥ DεN (W)∥∥H 1,L1  c∥∥(W1,W2)t∥∥2H 1  c‖W‖2Xε , (4.35)
which establishes (4.27). 
To estimate the distance that the pulse locations, q , have moved from the base point, q0, we
examine Eqs. (4.14), controlling the drift of the pulses by their speed. Regarding the residual, it
is straightforward to estimate from (4.19) that |(R,Ψ †j )L2 | =O(ε), while for the other terms we
observe that
∣∣(F,Ψ †j )L2 ∣∣ c(∥∥(f1, f2)t∥∥L2 + ‖f3‖L1∥∥Ψ †j,3∥∥L∞) c∥∥ D 32ε F∥∥L2,L1 . (4.36)
Using these estimates and Lemma 4.2 we obtain
T1(t)
t0+Δt∫ ∣∣ ˙q(s)∣∣ds (4.37)
t0
1650 R.O. Moore, K. Promislow / J. Differential Equations 245 (2008) 1616–1655
t0+Δt∫
t0
c
(∥∥R2(s)∥∥L2 + (T1(s)+ ε 12 )∥∥W(s)∥∥Xε + ∥∥W(s)∥∥2Xε)ds (4.38)

t0+Δt∫
t0
c
(
ε + e−ν(s−t0)(T1(t)+ ε 12 )T0(t)+ e−2ν(s−t0)T 20 (t))ds (4.39)
 c
(
εΔt + (ε 12 + T1)T0 + T 20 ). (4.40)
For T0 small enough we can eliminate T1 from the right-hand side, obtaining
T1  c
(
εΔt + T 20
)
. (4.41)
The evolution for the remainder is given by (4.24). To bound the terms in this equality we
combine the semigroup estimates developed in Proposition 6 with the bounds of Lemma 4.2.
∥∥W(t)∥∥
Xε

∥∥S(Δt)W0∥∥Xε +
t∫
t0
(∥∥S(t − s)R˜∥∥
Xε
+ ∥∥S(t − s)π˜0ΔLsW∥∥Xε
+ ∥∥S(t − s)π˜0ΔLrW∥∥Xε + ∥∥S(t − s)π˜0N (W)∥∥Xε)ds (4.42)
M0
[
e−νΔt‖W0‖Xε +
t∫
t0
e−ν(s−t0)
(‖ DεR˜‖H 1,L1 + ‖ DεΔL˜s W‖H 1,L1
+ ∥∥ D 32ε ΔL˜rW∥∥H 1,H 11,q + ∥∥ DεN (W)∥∥H 1,L1)
]
ds (4.43)
M0
[
e−νΔt‖W0‖Xε +
t∫
t0
e−ν(s−t0)
(
ε + (T1 + ε 12 )∥∥W(s)∥∥Xε + ‖W‖2Xε)
]
ds.
(4.44)
To estimate the decay of ‖W(t ′)‖X for t ′ ∈ (t0, t) we evaluate (4.44) at t = t ′, multiply by
eν(t
′−t0), and take the sup over t ′ ∈ (t0, t) obtaining
T0(t)M0
(
T0(t0)+
t∫
t0
(
εeν(s−t0) + (ε 12 + T1(t))T0(t)+ e−ν(s−t0)T 20 (t))ds
)
(4.45)
M
(
T0(t0)+ εeνΔt +
(
ε + T1(t)
)
ΔtT0(t)+ T 20 (t)
)
. (4.46)
From (4.41) we may eliminate T1 from the T0 estimate, and neglecting orders higher than T 20
obtain
T0(t)M
(
T0(t0)+ εeνΔt +
(
ε
1
2 + εΔt)T0(t)+ T 2(t)). (4.47)0
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term linear in T0 from the right-hand side of (4.47) yielding
T0  2M
(
T0(t0)+ εeνΔt + T 20
)
. (4.48)
The quadratic equation in T0
0 = T0(t0)+ εeνΔt − 12MT0 + T
2
0 , (4.49)
has two positive real roots so long as T0(t0)+ εeνΔt  1. The smaller of these roots, r0 takes the
form
r0 = 2M
(
T0(t0)+ εeνΔt
)+O(T0(t0)+ εeνΔt)2, (4.50)
while the larger is
r1 = 12M +O
(
T0(t0)+ εeνΔt
)
. (4.51)
Thus if T0(t0)  1 and εeνΔt  1 then there is an excluded region, either 0 < T0 < r0 or r1 <
T0 < ∞. Since T0(t0) < r0 and T0 is continuous in t , we see that
T0(t) r0 M
(
T0(t0)+ εeνΔt
) (4.52)
so long as
Δt  β| log ε|
ν
(4.53)
for any fixed β < 1. This condition on Δt prevents the secularity from dominating the linear
operator, in particular it is a stronger condition on Δt than that imposed after Eq. (4.47). This
implies that
∥∥W(t)∥∥
Xε
M
(
e−ν(t−t0)
∥∥W(t0)∥∥X + ε) for t ∈ (t0, t0 + β| log ε|ν
)
, (4.54)
and in particular for t1 = t0 +Δt we have∥∥W(t1)∥∥X M(εβ∥∥W(t0)∥∥X + ε). (4.55)
4.3. The RG iteration
We break the time evolution into a series of initial value problems, tracking the decay of the
remainder over the long-time scale of many RG iterations. We fix β < 1 and Δt = β| log ε|
ν
. The
renormalization times are defined sequentially
tn = tn−1 +Δt. (4.56)
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solve the initial value problem (4.17) with initial data W(tn) ∈ Xq , with the quantities T0,n
and T1,n corresponding to (4.22)–(4.23) over In. The renormalization map, G, takes the initial
data, Wn−1 = W(tn−1) for the initial value problem on interval In−1 and returns the initial data
Wn = W(tn) for the initial value problem on the interval In,
GWn−1 = Wn. (4.57)
Arguing inductively, the initial data and the new base point qn are obtained from W(t−n ), the
end-value of the evolution of W over In−1, by applying Proposition 7. Indeed we know that
W(t−n ) ∈ Xqn−1 and so from (4.3) we have∣∣qn − q(t−n )∣∣M0∥∥W (t−n )∥∥Xε ∣∣q(t−n )− q(tn−1)∣∣M0∥∥W (t−n )∥∥XεT1,n−1(t). (4.58)
From the estimates on Δt, and T1,n−1, we bound the jump in q at renormalization by∣∣qn − q(t−n )∣∣M0(| log ε|ε + T 20,n−1)∥∥W (t−n )∥∥Xε . (4.59)
The solution at time t = tn is independent of the decomposition,
U(tn) = Φq(t−n ) +W
(
t−n
)= Φqn +Wn, (4.60)
and from (4.3) we may bound the jump in W at each renormalization∥∥W (t−n )−W(tn)∥∥X = M0∥∥W (t−n )∥∥Xε ∣∣q(t−n )− qn−1∣∣
M0
(| log ε|ε + T 20,n−1)∥∥W(t−n )∥∥X, (4.61)
where we used (4.41). From (4.52), using the equality T0,n−1(tn−1) = ‖Wn−1‖X , we have the
estimate
T0,n−1 M1
(‖Wn−1‖X + ε(1−β)). (4.62)
Combining the estimates (4.61) and (4.62) with (4.55), we obtain a bound on GWn−1 = Wn,
‖GWn−1‖X 
(
1 +M0
[| log ε|ε +M21 (∥∥W(tn−1)∥∥X + ε(1−β))2])M(εβ∥∥W(tn−1)∥∥X + ε3).
(4.63)
Neglecting the terms involving positive powers of ε within the first parenthesis on the left-hand
side, we may bound ‖W(tn)‖X by ηn, the solution of the map
ηn = M(1 +M2η)
(
εβηn−1 + ε
)
, (4.64)
with η0 = ‖W(·, t0)‖X , and M2 = M0M21 . It is easy to see for η0 =O(1) and ε sufficiently small
that
ηn → M1 − εβM ε, (4.65)
as n → ∞. Since ‖W(·, tn)‖X  ηn, the estimate (4.55) yields the result (2.8) in Theorem 1.1.
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To recover the asymptotic pulse motion, we consider the situation where t is sufficiently large
that ‖W‖X Mε. In this regime we have the following result.
Proposition 8. For t sufficiently large that ‖W‖X Mε then the pulse dynamics are given at
leading order by
˙qj =
Θ ′(qj )
4θj
‖φj‖2L2 +
αj
2θj
∫
R
φ3j
(
αj−1φ′j−1 + αj+1φ′j+1
)
dx +O(ε 32 ). (4.66)
Proof. From (4.41) we see that T1  cε2| log ε|, and hence from (4.25)–(4.26) and (4.36) that∣∣(ΔLW,Ψ †j )L2 ∣∣ cε 32 . (4.67)
Moreover from (4.27) we verify that∣∣(N (W),Ψj )L2 ∣∣ c‖W‖2X =O(ε2). (4.68)
In this regime the estimates (4.67) and (4.68) on the secularity and the nonlinearity show that
the remainder W has an asymptotically small influence on the pulse evolution equations, (4.14),
which from (4.19) reduce to
˙qj = −
αj
θj
(
R,Ψ
†
j
)
L2 +O
(
ε
3
2
)
, (4.69)
which is equivalent, at leading order, to (4.66). From (2.37) we see that first term is generically
O(ε) while the integral terms scale with the pulse spacing like e
√
2ηj,+|qj−qj+1|
, which with our
choice of l0 from (2.40) can be as large as O(ε). 
In the case of a two-pulse ansatz with pulses located at ±q , the pulse construction is explicit,
see (2.45), and we simplify the pulse dynamics (4.66) by approximating (2.38) for q  ε−1 and
evaluating the tail–tail interaction integral, yielding
q˙ = − 1
θ1
(
εη+ + 8α1α2η2+e−2q
√
2η+). (4.70)
For an antisymmetric two pulse with α1α2 = −1, the long-range thermal gradient will move
the pulses together until a balance is achieved with the pulse–pulse repulsion, forming a stable,
bound two-pulse ansatz, with pulse separation qs ≈ | ln ε|. For this pulse separation we may
approximate the two-pulse thermal detuning p given by (2.44) as
p = 4
h
(√
1 + η0h
22
− 1
)
+O(ε| ln ε|), (4.71)
1654 R.O. Moore, K. Promislow / J. Differential Equations 245 (2008) 1616–1655and hence η+ = η+,0 − p is independent of q to leading order. The steady two-pulse separation
is then given by
qs = 12√2η+ ln
8
ε
+O(ε| ln ε|). (4.72)
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