Abstract. We obtain an estimate on the average cardinality of the value set of any family of monic polynomials of
Introduction
Let F q be the finite field of q elements, let T be an indeterminate over F q and let f ∈ F q [T ]. We define the value set V(f ) of f as V(f ) := |{f (c) : c ∈ F q }| (cf. [LN83] ). This paper is a continuation of [CMPP13] and is concerned with results on the average value set of certain families of polynomials of F q [T ] .
Let V(d, 0) denote the average value set V(f ) when f ranges over all monic polynomials in where the constant underlying the O-notation depends only on d and s (see [Uch55b] , [Coh72] ). In a previous paper [CMPP13] we obtain the following explicit estimate for q > d and 1 ≤ s ≤ In this paper we obtain an explicit estimate for V(d, s, a) which can be seen as a complement of (1.3). More precisely, we have the following result. We observe that (1.4) holds for a larger set of values of s than (1.3), although it does not holds for fields of characteristic 2. It might also be worthwhile to remark that the estimate for |V(f b ) − µ d q| in (1.4) does not behave as well as that of (1.3). On the other hand, it strengthens (1.2) in that it provides an explicit estimate for |V(f b ) − µ d q| which holds for fields of characteristic greater than 2.
A second aim for this paper is to provide estimates on the second moment of the value set of the families of polynomials under consideration. In connection with this matter, in [Uch56] it is shown that, under the Riemann hypothesis for L-functions, for p > d we have
where the sum ranges over all monic polynomials f ∈ F q [T ] of degree d with f (0) = 0 (see also [KK90] for results for d ≥ q). We obtain the following explicit version of (1.5), which also holds for fields F q of small characteristic. Our second result regarding second moments is an estimate on the average second moment of the set of monic polynomials of degree d with s coefficients fixed. We obtain the following result. Our approach to prove Theorem 1.1 shares certain similarities with that of [CMPP13] . Indeed, we express the quantity V(d, s, a) in terms of the number χ The proof of Theorems 1.2 and 1.3 follow a similar scheme to that of Theorem 1.1. We provide a detailed proof of Theorem 1.3 in Sections 6, 7, 8 and 9 and a sketch of the proof of Theorem 1.2 in Section 10. In Section 6 we obtain a combinatorial result which expresses V 2 (d, s, a) in terms of the number S a m,n of certain "interpolatings sets" with d −s + 1 ≤ m+ n ≤ 2d. In Section 7 the number S a m,n is expressed as the number of F q -rational points with pairwise-distinct coordinates of a given F q -definable affine variety Γ * m,n of F q d−s+1+m+n for each m, n as above. In Section 8 we show certain results concerning the geometry of Γ * m,n , which allow us to determine in Section 9 the asymptotic behavior of V 2 (d, s, a). Finally, in Section 10 we discuss how the arguments of the previous sections can be adapted in order to obtain a proof of Theorem 1.2.
Finally, we remark that the analysis of the singular locus of the varieties underlying the proofs of Theorems 1.1 and 1.3 requires the study of discriminant locus of the family of polynomials under consideration, namely the union of the zero locus of the discriminants of all these polynomials. Such a discriminant locus has been considered in [FS84] , where it is shown that it is absolutely irreducible for fields of characteristic large enough. In an appendix we show that the discriminant locus is absolutely irreducible for fields of characteristic at least 3, extending thus the main result of [FS84] .
Notions and notations
Since our approach relies on tools of algebraic geometry, we briefly collect the basic definitions and facts that we need in the sequel. We use standard notions and notations which can be found in, e.g., [Kun85] , [Sha94] .
We denote by A n the affine n-dimensional space F q n and by P n the projective n-dimensional space over F q n+1 . Both spaces are endowed with their respective Zariski topologies, for which a closed set is the zero locus of polynomials of F q [X 1 , . . . , X n ] or of homogeneous polynomials of F q [X 0 , . . . , X n ]. For K := F q or K := F q , we say that a subset V ⊂ A n is an affine Kvariety if it is the set of common zeros in A n of polynomials F 1 , . . . , F m ∈ K[X 1 , . . . , X n ]. Correspondingly, a projective K-variety is the set of common zeros in P n of a family of homogeneous polynomials F 1 , . . . , F m ∈ K[X 0 , . . . , X n ]. We shall denote by V (F 1 , . . . , F m ) or {F 1 = 0, . . . , F s = 0} the affine or projective K-variety consisting of the common zeros of polynomials F 1 , . . . , F m . The set V (F q ) := V ∩ F n q is the set of q-rational points of V .
A K-variety V is K-irreducible if it cannot be expressed as a finite union of proper K-subvarieties of V . Further, V is absolutely irreducible if it is irreducible as a F q -variety. Any K-variety V can be expressed as an irredundant union V = C 1 ∪ · · · ∪ C s of irreducible (absolutely irreducible) K-varieties, unique up to reordering, which are called the irreducible (absolutely irreducible) K-components of V .
For a K-variety V contained in A n or P n , we denote by I(V ) its defining ideal, namely the set of polynomials of
The degree deg V of an irreducible K-variety V is the maximum number of points lying in the intersection of V with a linear space L of codimension dim V , for which V ∩ L is a finite set. More generally, following [Hei83] (see also [Ful84] ), if V = C 1 ∪ · · · ∪ C s is the decomposition of V into irreducible K-components, we define the degree of V as
An important tool for our estimates is the following Bézout inequality (see [Hei83] , [Ful84] , [Vog84] ): if V and W are K-varieties, then the following inequality holds:
In such a case, the (affine or projective) K-variety V := V (F 1 , . . . , F n−r ) they define is equidimensional of dimension r, and is called a set-theoretic complete intersection. If the ideal (F 1 , . . . , F n−r ) generated by F 1 , . . . , F n−r is radical, then we say that V is an ideal-theoretic complete intersection. If V ⊂ P n is an ideal-theoretic complete intersection defined over K, of dimension r and degree δ, and F 1 , . . . , F n−r is a system of generators of I(V ), the degrees d 1 , . . . , d n−r depend only on V and not on the system of generators. Arranging the d i in such a way that
Let V be a variety contained in A n and let I(V ) ⊂ F q [X 1 , . . . , X n ] be the defining ideal of V . Let x be a point of V . The dimension dim x V of V at x is the maximum of the dimensions of the irreducible components of V that contain x. If I(V ) = (F 1 , . . . , F m ), the tangent space T x V to V at x is the kernel of the Jacobian matrix (∂F i /∂X j ) 1≤i≤m,1≤j≤n (x) of the polynomials F 1 , . . . , F m with respect to X 1 , . . . , X n at x. The point x is regular if dim T x V = dim x V holds. Otherwise, the point x is called singular. The set of singular points of V is the singular locus Sing(V ) of V . A variety is called nonsingular if its singular locus is empty. For a projective variety, the concepts of tangent space, regular and singular point can be defined by considering an affine neighborhood of the point under consideration.
Let V and W be irreducibles K-varieties of the same dimension and let f : V → W be a regular map for which f (V ) = W holds, where f (V ) denotes the closure of f (V ) with respect to the Zariski K-topology of W . Then f induces a ring extension
by composition with f . We say that f is a finite morphism if this extension is integral, namely if each element η ∈ K[V ] satisfies a monic equation with coefficients in K[W ]. A basic fact is that a finite morphism is necessarily closed. Another fact concerning finite morphisms we shall use in the sequel is that the preimage f −1 (S) of an irreducible closed subset S ⊂ W is equidimensional of dimension dim S. 
the following polynomial:
Our first objective is to determine the asymptotic behavior of the average value set
For this purpose, we have the following result. 
Finally, we consider the affine quasi-F q -variety Γ r ⊂ A d−s+r defined as follows:
Our next result relates the number |Γ r (F q )| of q-rational points of Γ r with χ a r . Lemma 3.2. Let r be an integer with d − s + 1 ≤ r ≤ d. Then the following identity holds:
Proof. Let (b 0 , α) be an arbitrary point of Γ r (F q ) and let σ : {1, . . . , r} → {1, . . . , r} be an arbitrary permutation. Let σ(α) be the image of α by the linear mapping induced by σ. Then it is easy to see that b 0 , σ(α) is also a point of Γ r (F q ). Furthermore, σ(α) = α if and only if σ is the identity permutation. This shows that S r , the symmetric group of r elements, acts over the set Γ r (F q ) and each orbit under this action has r! elements. The orbit of an arbitrary point In order to estimate the quantity |Γ r (F q )| we shall consider the Zariski closure cl(Γ r ) of Γ r ⊂ A d−s+r . In order to determine equations defining cl(Γ r ), we shall use the following notation. Let T, X 1 , . . . , X l+1 be indeterminates over F q and let f ∈ F q [T ] be a polynomial of degree at most l. For notational convenience, we define the 0th divided difference
.
With these notations, we define the following affine 
By the definition of the divided differences of F (b 0 , T ) we easily conclude that (b 0 , α) ∈ Γ * r . On the other hand, let (b 0 , α) be a point belonging to the set of the right-hand side of (3.3). We claim that
Arguing inductively, suppose that we have
can be expressed as a linear combination with nonzero coefficients of the differences From now on we assume that the characteristic p of F q is strictly greater than 2. This section is devoted to establish a number of facts concerning the geometry of the affine F q -variety Γ * r . We first show that the defining polynomials of Γ * r form a regular sequence, which in particular allows us to determine the dimension of Γ * r . Then we analyze the singular locus Γ * r , showing that it has codimension at least 2 in Γ * r . Finally, we show a number of results concerning the projective closure pcl(Γ * r ) of Γ * r and the set of points of pcl(Γ * r ) at infinity. The final outcome is that both pcl(Γ * r ) and the set of points of pcl(Γ * r ) at infinity are normal complete intersections, which will allow us to obtain a suitable estimate on the number of q-rational points of Γ * r . arises in the dense representation of such a polynomial with nonzero coefficient. We deduce that the leading term of
for 1 ≤ i ≤ r in the monomial order defined above. Hence the leading terms of ∆ i−1 F (B 0 , T 1 , . . . , T i ) (1 ≤ i ≤ r) are relatively prime and thus they form a Gröbner basis of the ideal J that they generate (see, e.g., [CLO92, §2.9, Proposition 4]), the initial ideal of J being generated by {T 4.1. The dimension of the singular locus of Γ * r and consequences. As asserted above, we shall study the dimension of the singular locus of Γ * r . Our aim is to show that such a singular locus has codimension at least 2 in Γ * r .
We start with following simple criteria of nonsingularity. 
We observe that, if all the roots in F q of f b 0 are simple, then J F (b 0 , α) has full rank and (b 0 , α) is a regular point of Γ * r . Therefore, in order to prove that the singular locus of Γ * r is a subvariety of codimension at least 2, it suffices to consider the set of points (b 0 , α) ∈ Γ * r for which at least one coordinate of α is a multiple root of f b 0 . In particular, f b 0 must have multiple roots. We start considering the "extreme" case where f Proof. Consider the morphism of F q -varieties defined as follows:
We claim that Ψ r is a finite morphism. In order to prove this claim, it is enough to show that the coordinate function
it provides the monic equation annihilating t j that we are looking for.
Since d − s ≥ 3, then d − s − 1 ≥ 2 and the condition f
Taking into account that Ψ r is a finite morphism we deduce that Ψ
In what follows we shall assume that f 
is nonsingular. Indeed, by hypothesis α i is a simple root of f
The next case to be discussed is the one when two distinct multiple roots of f b 0 occur among the coordinates of α. has degree at least 2. Hence we have: 
, T ) are the resultant and the first-order subresultant of F (B 0 , T ) and ∆ 1 F (B 0 , T, T ) with respect to T . As a consequence,
, where Ψ r is the morphism of (4.1) and Z 2 is the subvariety of A d−s defined by the equations
We first observe that
. We claim that the first-order subresultant
occurs in the dense representation of S 1 . On the other hand, if
arises in the dense representation of S 1 . We claim that the polynomials arising in (4.2) form a regular sequence in
Therefore, W 2 is contained in a subvariety of Γ * r of codimension 2.
It remains to consider the case where only one multiple root of f b 0 occurs among the coordinates of α, but there are at least two distinct coordinates of α taking such a value. Then we have either that all the remaining coordinates of α are simple roots of f b 0 , or there exists at least a third coordinate whose value is the same multiple root. Our next result deals with the first of these two cases.
Lemma 4.6. Let (b 0 , α) ∈ Γ * r be a point satisfying the following conditions:
The argument is similar to that of the proof of Lemma 4.2. Assume without loss of generality that i = 1 and j = 2. We observe that the polynomials
It is easy to see that
where
Since α i is a simple root of f b 0 for i ≥ 3, it follows that γ i = 0, which implies that J ∆,F (b 0 , α) has rank r. This finishes the proof of the lemma.
Finally, we consider the set of points (b 0 , α) ∈ Γ * r where the value of at least three distinct coordinates of α is the same multiple root of f b 0 .
Lemma 4.7. Let W 3 ⊂ Γ * r be the set of points (b 0 , α) for which there exist
Proof. Let (b 0 , α) be an arbitrary point of W 3 . Without loss of generality we may assume that α 1 = α 2 = α 3 is the multiple root of f b 0 . Taking into account that (b 0 , α) satisfies the equations
we conclude that α 1 is a common root of the polynomials f b 0 , ∆F (b 0 , T, T ) and ∆ 2 F (b 0 , T, T, T ). Under the hypotheses on d, s and p of the statement of the lemma, it is easy to see that there exists j with 2 
We conclude that (
, where Ψ r is the morphism of (4.1) and Z 3 is the subvariety of A d−s defined by the equations: 
It is easy to see that the polynomials defining these equations form a regular sequence of We finish the section by discussing a few consequences of the analysis underlying the proof of Theorem 4.8.
Corollary 4.9. Let assumptions be as in Theorem 4.8. Then the ideal
Proof. Let J ∆ (B 0 , T ) be the Jacobian matrix of the polynomials
with respect to B 0 , T . We claim that the set of points (b 0 , α) ∈ Γ * r for which J ∆ (b 0 , α) has not full rank is contained in a subvariety of Γ * r of codimension 1. Let (b 0 , α) be an arbitrary point of Γ * r . In the proof of Lemma 4.2 we show that F (B 0 , T j ) ∈ J for 1 ≤ j ≤ r. This implies that the gradient ∇F (b 0 , α j ) is a linear combination of the gradients of the polynomials
Moreover, if J F (b 0 , α) has not full rank, then f b 0 has multiple roots. By Lemma 4.3, the set of points (b 0 , α) ∈ Γ * r for which f 
. We denote by J 
Proof. According to Lemma 4.1, the polynomials Proof. According to Lemma 4.10, the homogeneous polynomials
+ monomials of positive degree in T 1 , . . . , T i−1 , we conclude that pcl(Γ * r ) ∩ {T 0 = 0} is the linear F q -variety defined by the equations {T 1 = 0, . . . , T r = 0}. This finishes the proof of the lemma. Now we are able to prove the main result of this section, which summarizes all the facts we need concerning the projective variety pcl(Γ * r ). 
In the next section we apply the results on the geometry of Γ * r of Section 4 in order to obtain an estimate on the number of q-rational points of Γ * r .
5.1.
Estimates on the number of q-rational points of normal complete intersections. In what follows, we shall use an estimate on the number of q-rational points of a projective normal complete intersection of [CMP12] (see also [CM07] or [GL02] for other estimates). More precisely, if V ⊂ P n is a normal complete intersection defined over F q of dimension m ≥ 2, degree δ and multidegree d := (d 1 , . . . , d n−m ), then the following estimate holds (see [CMP12, Theorem 1.3]):
where 
We also need an estimate on the number q-rational points of the affine F q -variety Γ * ,= r := Γ * r 1≤i<j≤r
We observe that Γ * ,= r = Γ * r ∩ H r , where H r ⊂ A d−s+r is the hypersurface defined by the polynomial F r := 1≤i<j≤r (T i − T j ). From the Bézout inequality (2.1) it follows that
Furthermore, we claim that Γ * ,= r has dimension at most d − s − 1. Indeed, let (b 0 , α) be an arbitrary point of Γ * ,= r . Assume without loss of generality that α 1 = α 2 . By the definition of the divided differences we deduce that f ′ b 0 (α 1 ) = 0, which implies that f b 0 has multiple roots. In Corollary 4.9 we prove that the set of points of Γ * r for which f b 0 has multiple roots is contained in a subvariety of Γ * r of codimension at least 1. Therefore, we deduce our claim.
Combining our claim with (5.3), applying, e.g., [CM06, Lemma 2.1], we obtain
r (F q ), from (5.2) and (5.4) we deduce that
As a consequence, we obtain the following result. 
5.2.
An estimate for the average mean value V(d, s, a). Theorem 5.1 is the critical step in our approach to estimate the average mean value V(d, s, a).
Corollary 5.2. With assumptions and notations as in Theorem 5.1, we have
Proof. According to Theorem 3.1, we have (5.6)
In [CMPP13, Corollary 14] we obtain the following upper bound for the absolute value of the first term in the right-hand side of (5.6):
Next we consider the absolute value of the second term in the right-hand side of (5.6). From Theorem 5.1 we have that δ r 2(r − 2)! .
Concerning the first term in the right-hand side, we see that
On the other hand,
Finally, we consider the last sum
Therefore, we obtain
Combining the bounds for A(d, s) and B(d, s) the statement of the corollary follows.
On the behavior of (5.5).
In this section we analyze the behavior of the right-hand side of (5.5). Such an analysis consists of elementary calculations, which shall only be sketched.
Fix k with 0 ≤ k ≤ s − 1 and denote h(
Analyzing the sign of the differences h(k + 1) − h(k) for 0 ≤ k ≤ s − 1, we deduce the following remark, which is stated without proof. 
In order to obtain an upper bound for the right-hand side of (5.7) we shall use the Stirling formula (see, e.g., [FS08, p. 747]): for m ∈ N, there exists θ with 0 ≤ θ < 1 such that m! = (m/e) m √ 2πm e θ/12m holds. Applying the Stirling formula, we see that there exist θ i (i = 1, 2, 3) with 0 ≤ θ i < 1 such that
By elementary calculations we obtain
It follows that
By the definition of ⌊k 0 ⌋, it is easy to see that d/⌊k 0 ⌋ d − ⌊k 0 ⌋ ≤ 11/6 and that 2⌊k 0 ⌋ ≤ −1 + √ 5 + 4d ≤ −1/5 + 2 √ d. Therefore, taking into account that d ≥ 5, we conclude that
Combining this bound with Corollary 5.2 we obtain the following result.
Theorem 5.4. With assumptions and notations as in Theorem 5.1, we have
|V(d, s, a) − µ d q| ≤ d 2 2 d−1 q 1/2 + 49 d d+5 e 2 √ d−d .
Estimating the second moment V 2 (d, s, a): combinatorial preliminaries
Now we consider the second objective of this paper: estimating the second moment of the value set of the families of polynomials under consideration.
As before, we assume that the characteristic p of F q is greater than 2 and fix integers d and s with d < q, 1 ≤ s ≤ d−4 for p > 3, and 1 ≤ s ≤ d−6 for p = 3. We also fix a :
, we denote
In what follows, we shall consider the problem of estimating the following sum:
We start with the following result, which plays a similar role as Theorem 3.1 in the estimate of V(d, s, a).
Theorem 6.1. Let assumptions be as above. We have 
Concerning the first term in the right-hand side of the last equality, we have (6.2)
Next we analyze the second term of the expression for V 2 (d, s, a) under consideration. For this purpose, we express it in terms of cardinality of the sets 
Fix n, m ∈ N and subsets Γ 1 = {α 1 , . . . , α m } ⊂ F q and Γ 2 = {β 1 , . . .
These two identities can be expressed in matrix form as follows:
are the following matrices:
) is a solution of (6.3).
For m + n < d − s + 1, the rank of the matrix M(Γ 1 , Γ 2 ) is m + n, and the set of solutions S
This implies
Combining (6.2) with the previous equality we deduce the statement of the theorem. = (B, B 0,2 ) . Furthermore, we consider the polynomial F ∈ F q [B, B, T ] defined as follows:
Observe that, for any (b,
, we have that
be the affine quasi-F q -variety defined as
Similarly to Lemma 3.2, we have the following result. 
Proof. Let (b, b 0,1 , b 0,2 , α, β) be an arbitrary point of Γ m,n (F q ) and let σ : {1, . . . , m} → {1, . . . , m} and τ : {1, . . . , n} → {1, . . . , n} be two arbitrary permutations. Let σ(α) and τ (β) be the images of α and β by the linear mappings induced by these permutations. Then it is clear that b, b 0,1 , b 0,2 , σ(α), τ (β) belongs to Γ m,n (F q ). Furthermore, σ(α) = α if and only if σ is the identity permutation and a similar remark can be made concerning τ (β). This shows that the product S m × S n of the symmetric groups S m and S n of m and n elements acts over the set Γ m,n (F q ) and each orbit under this action has m!n! elements.
The there corresponds a unique orbit of Γ m,n (F q ). This implies that number of orbits of Γ m,n (F q ) =
and finishes the proof of the lemma.
In order to estimate the quantity |Γ m,n (F q )| we shall consider the Zariski closure cl(Γ m,n ) of Γ m,n in A d−s+1+m+n . Our aim is to provide explicit equations defining cl(Γ m,n ). For this purpose, let Γ * m,n ⊂ A d−s+1+m+n be the affine F q -variety defined as
The relation between the varieties Γ m,n and Γ * m,n is expressed in the following result.
Lemma 7.2. With notations and assumptions as above, we have the following identity:
Proof. This is an easy consequence of Lemma 3.3.
Geometry of the variety Γ * m,n
Let be given m and n with 1 ≤ m, n ≤ d and d − s + 1 ≤ m + n ≤ 2d. In this section we obtain critical information on the geometry of Γ * m,n , which shall allow us to conclude that Γ * m,n is the Zariski closure of Γ m,n . Several arguments in this section are similar to those of Section 4. Therefore, in order to avoid repetitions, some proofs shall only be sketched. 
Proof. Consider the graded lexicographic order of
Arguing as in Lemma 4.1 it is easy to see that the leading terms of
respectively. This shows
form a Gröbner basis of the ideal J m,n that they generate (see, e.g., [CLO92, §2.9, Proposition 4]). Furthermore, since the leading terms of 
. . , U j ) (1 ≤ j ≤ n) also form a regular sequence. As a consequence, Γ * m,n is a set-theoretic complete intersection of dimension d − s + 1.
8.1. The singular locus of Γ * m,n . The aim of this section is to prove that the singular locus of Γ * m,n has codimension at least 2 in Γ * m,n . Arguing as in the proof of Lemma 4.2 it is easy to see that the polynomials F (B 1 , T i ) (1 ≤ i ≤ m) and F (B 2 , U j ) (1 ≤ j ≤ n) vanish on Γ * m,n . As a consequence, we have the following criterion of nonsingularity.
Remark 8.2. Let J F 1,2 be the Jacobian matrix of the polynomials Let (b, b 0,1 , b 0,2 , α, β) be an arbitrary point of Γ * m,n , with α := (α 1 , . . . , α m ) and β := (β 1 , . . . , β n ). Denote b 1 := (b, b 0,1 ) and b 2 := (b, b 0,2 ). Then specializing the Jacobian J F 1,2 at (b, b 0,1 , b 0,2 , α, β) we obtain the following matrix: (8.1)
Therefore, from Remark 8.2 we immediately deduce the following remark. 
Arguing as in the proof of Lemma 4.3 we easily deduce that Ψ m,n is a finite morphism. Let (b, b 0,1 , b 0,2 , α, β) be a singular point of Γ * m,n . According to Remark 8.3, either f b 1 or f b 2 has multiple roots. We observe that we may assume without loss of generality that f are nonzero polynomials, it follows that
denote the resultant of the polynomials F (B 1 , T 1 ) and ∆ 1 F (B 1 , T 1 , T 1 ) with respect to T 1 and let R 2 := Res (F (B 2 , U 1 
m,n (Z), where Ψ m,n is the morphism of (8.2) and Z ⊂ A d−s+1 is the subvariety of A d−s+1 defined by the equations • f b 2 has only simple roots in F q , • there exist 1 ≤ i < j ≤ m such that α i = α j and α i , α j are multiple roots of f b 1 . Then W ′ 2 is contained in a subvariety of codimension 2 of Γ * m,n . Next we consider the points of Γ * m,n for which there exist exactly two distinct coordinates of α whose value is a multiple root of f b 1 , and both take the same value. Arguing as in Lemma 4.6 we obtain the following remark.
Remark 8.7. Let (b, b 0,1 , b 0,2 , α, β) ∈ Γ * m,n be a point satisfying the following conditions:
• f b 2 has only simple roots in F q ;
• there exist 1 ≤ i < j ≤ m such that α i = α j and α i is a multiple root of f b 1 ;
• for any k / ∈ {i, j}, α k is a simple root of f We finish this section with a consequence of the analysis underlying the proof of Theorem 8.9. As the proof of this result is similar to that of Corollary 4.9, it shall only be sketched. 
Proof. By Lemma 8.1, the polynomials
form a regular sequence. Let J ∆ 1,2 be Jacobian matrix of these polynomials with respect to B, B 0,1 , B 0,2 , T , U . We claim that the set of points (b, 
Proof. The proof of the lemma is deduced mutatis mutandis following the proof of Lemma 4.10, considering the graded lexicographical order of
Similarly to Lemma 4.11, the set of points of pcl(Γ * m,n ) at infinity is a linear variety. We shall skip the the proof of this result, because it is similar to that of Lemma 4.11.
Combining Theorem 8.9 and Lemmas 8.11 and 8.12 as we did in the proof of Theorem 4.12 we obtain the main result of this section. 
Next we estimate the number |Γ m,n (F q )|. For this purpose, according to Lemma 7.2 we obtain an upper bound on the number of q-rational points (b, b 0,1 , b 0,2 , α, β) of Γ * m,n such that, either b 0,1 = b 0,2 , or there exist 1 ≤ i < j ≤ m with α i = α j , or there exist 1 ≤ k < l ≤ n with β k = β l . Such a subset of Γ * m,n form the following F q -variety:
Observe that Γ * , = m,n = Γ * m,n ∩ H m,n , where H m,n ⊂ A d−s+1+m+n is the hypersurface defined by the polynomial
By the Bézout inequality (2.1) we have
The set Γ * m,n ∩ {B 0,1 = B 0,2 } is contained in the codimension-1 subvariety of Γ * m,n given by Ψ −1 m,n ({B 0,1 = B 0,2 }). Furthermore, if α i = α j for 1 ≤ i < j ≤ m, then α i is a multiple root of f b 1 , and the same can be said of f b 2 if β k = β l for 1 ≤ k < l ≤ m. Then, by Remark 8.4 and Lemma 8.5 we conclude that Γ * , = m,n has dimension at most d − s. Therefore, combining, e.g., [CM06, Lemma 2.1] with (9.2) we obtain
, from (9.1) and (9.3) we see that d, s, a) . Theorem 9.1 is the fundamental step towards the determination of the asymptotic behavior of V 2 (d, s, a). Indeed, by Theorem 6.1 we have
Next we obtain an upper bound for the absolute value A 1 (d, s) of the second term in the right-hand side of (9.5). Indeed, taking into account that
we see that
Arguing as in the proof of [CMPP13, Corollary 14], we have that
Combining the two previous bounds we obtain
Finally, we consider the absolute value B 1 (d, s) of the last term of (9.5). We have
Theorem 10.1. With assumptions and notations as above, we have
In view of Theorem 10.1, we fix m and n with 1 ≤ m, n ≤ d and d + 1 ≤ m + n ≤ 2d and consider the sum S m,n :=
In order to find an estimate for S m,n we introduce new indeterminates T, T 1 , . . . , T m , U, U 1 , . . . , U n , B, B d−1 , . . . , B 1 , B 0,1 , B 0,2 over F q and denote B := (B d−1 , . . . , B 1 ). Furthermore, we consider the polynomial
, T ] and the following affine F q -variety:
Arguing as in the proof of Lemmas 7.1 and 7.2, we conclude that the following identity holds:
The next step is to perform an analysis of the geometry of the affine ∞ of points of pcl(Γ 0 m,n ) at infinity. We refrain from giving details, as proofs are similar to those of Theorems 8.9 and 8.13. We obtain the following result. •
In order to estimate the number of q-rational points of Γ 0 m,n we shall use a further estimate on the number of q-rational points of a projective complete intersection of [CMP12] . More precisely, if V ⊂ P N is a complete intersection defined over F q of dimension r ≥ 2, degree δ and multidegree 
∞ is a linear F q -variety of dimension d, we have:
Arguing as in Section 9.1, we obtain the following upper bound:
where ξ m,n := Appendix A. Irreducibility of the discriminant of small families of polynomials Let K be a field and let K[X 1 , . . . , X n ] be the ring of multivariate polynomials with coefficients in K. For given positive integers a 1 , . . . , a n , we define the weight wt(X α ) of a monomial X α := X We shall also use the following simple criterion of irreducibility. .
Applying the Poisson formula for the resultant, we easily deduce the following identity:
