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Abstract
Respiratory disorders can be difficult to differentiate, as their symptoms are sometimes similar to
one another. Concerning asthma which is the major interest in this research, early detection of small
airway impairment could greatly help with timely diagnosis. In this research, an integrated software
package (ISP) has been developed to help clinicians in classification of asthma severities using Impulse
Oscillation data.
The ISP has been developed based on object-oriented methodology. In this package, IOS
“diagnostic” parameters such as AX and frequency-dependence of resistance as well as parameter
estimates of extended RIC (eRIC) and augmented RIC (aRIC) models (simplified cases of Mead’s
model) are used as elements of feature vectors to represent respiratory impedance. Two Co-active
Neuro-Fuzzy Inference Systems (CANFIS) are implemented in this software to classify respiratory
patterns. Both of the systems used train data sets containing 112 patterns belonging to four different
classes of asthma severities including asthma, small airway disease (SAD), mild SAD (mSAD) and
normal. The first CANFIS utilized IOS impedance measurements and parameter estimates of the aRIC
model, while the second CANFIS utilized parameter estimates of the eRIC model instead.
In order to improve on the user-friendliness and running times of the previous versions of codes
for these modules, they were modified and enhanced before integration into the ISP.
To encapsulate the functionalities of the different components in the developed ISP, the adapter
object-oriented design pattern was used in implementing the ISP. Following the object-oriented
principles led to construction of fully object-oriented software. The flexibility of the software package in
enabling the developer to add new components (modules) and to upgrade current components with
newly developed versions makes it a robust and reliable platform to assist researchers and clinicians in
pulmonary medicine who seek more sensitive diagnostic tools to explore small airway impairments
based on IOS measurements.
After performing a thorough analysis of requirements of the software, the architecture of the ISP
was designed and implemented in C#, one of the supported programming languages by Microsoft Visual
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Studio 2008. The ISP has been tested successfully on Windows XP and Vista and it has an easy-to-use
user interface to interact with the user.
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Chapter 1: Introduction
1.1

PROBLEM STATEMENT
Asthma affects 3% to 5% of adults and 7% to 10% of children. Half of the people with asthma

develop it before age 10 and most develop it before age 30. The rate of asthma has increased by about
60% since 1979 among all ages, races, and gender groups; however, it is slightly more common in
blacks and Hispanics than in whites [1].
Asthma and Chronic Obstructive Pulmonary Disease (COPD) can greatly affect human lives.
Asthma can be difficult to diagnose, as its symptoms are sometimes similar to other conditions,
including allergic rhinitis (hay fever), lung infection, and even cardiac problems [2]. Early detection of
small airway impairment could greatly help with timely diagnosis of asthma. Impulse oscillometry has
made it possible to quantitatively evaluate the resistive and elastic components of the respiratory system
and requires only resting breathing during test performance and minimal cooperation of the subjects.
Impulse oscillation system (IOS) provides valid, objective measurements of lung mechanics.
Parameter estimates for such models may then possibly serve as a means to detect and diagnose
respiratory diseases. Many recent reports [2], [3], [4], [5] and [6] have described impulse oscillometry as
more sensitive than conventional spirometry in detecting small airway dysfunction and in providing
more useful information in a quantitative fashion.
Although respiratory system impedance may be obtained directly from IOS testing, analysis and
interpretation of this information has proven challenging for pulmonologists. Therefore, IOS is not
currently widely used in clinical pulmonary function testing. To address these difficulties, a modelbased co-active neuro-fuzzy inference system (CANFIS) has been developed and tested. In its current
and enhanced implementation the software package is able to classify the severities of 4 small airway
conditions based on respiratory airway impedance measurements from IOS and respiratory impedance
model parameters.
This study investigates the prospects of applying object-oriented design and programming to
address some biomedical engineering aspects of pulmonary medicine. The main aim of this study is to
develop an integrated, interactive, and user-friendly software package to classify the severities of small
1

airway conditions in asthmatic and normal subjects. This goal is achievable by utilizing the objectoriented design methodologies, model-based feature extraction and an inference system that incorporates
the strengths of artificial neural networks and fuzzy decision making (soft computing).
Previous research by our team has shown that model-based features and CANFIS classifiers have
proven helpful for working with IOS data. In the earlier implementation of these approaches, the user
had to accomplish separate tasks at different stages such as respiratory system model parameter
estimation, manual selection of the best estimates, feeding the selected parameters into a program and
combining them with other calculated parameters from IOS measurements (to extract all the required
features), running the CANFIS program with the generated inputs and providing the classification
results in an output file. Besides being a bit challenging for a medium-level computer user, human
performance could be affected by many factors in this step-by-step implementation and if not done
carefully this approach had the potential to lead into misclassification.
2.2

PROPOSED SOLUTION
A definition of an integrated software is a collection of computer programs designed to work

seamlessly together to handle an application, either by passing data from one to another or as modules of
a single system. In recent decades, many well-developed software packages have been commercialized
in different areas of biomedicine such as biomedical signal processing, bioinformatics, and
neuroscience. In all of these systems the primary goal is construction of an interactive computer-aided
environment to create a sophisticated computing solution dealing with complex medical problems.
Typically, the applications in biomedicine involve analysis and classification of experimental
data that are often composed of many different variables. The IOS measurements provide various types
of measured values (features) that could make the analysis of this information for the untrained and busy
practitioner difficult.
In previous implementation of the human respiratory system models (e.g. the augmented RIC
and extended RIC models), the input data set for the parameter estimation models was limited to six
frequencies. This rigidity caused some limitations in analysis and software development. The programs
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needed to be modified, enhanced and validated to ensure more flexibility and enable the user to work
with any other number of frequencies in the range of IOS measured values.
Artificial Neural Networks (ANNs) can be characterized as parallel distributed processing
systems capable of solving complex problems of classification. ANNs are similar to the systems that
implement mapping functions, and are characterized by their flexibility and generalization abilities.
Using fuzzy logic in the decision making phase of training the ANNs, their robustness and accuracy
could be further improved as the investigations carried out by our research team have shown.
The remaining task in this research was development of a robust, reliable and integrated software
package with a user-friendly interface to interact with the user to get the IOS measurements and provide
the classification results in an easy to understand fashion at the end.
Therefore, an object-oriented architecture and design was developed in this research. This
package includes eRIC and aRIC parameter estimation models along with their associated CANFIS
programs that could be considered and implemented as isolated objects with encapsulated properties and
user-friendly interfaces to interact with other objects inside the package. In order to improve on the
running time, the programming language of codes for these components was changed. In addition, the
codes were enhanced and modified.
After performing a thorough analysis of requirements of the software, the architecture of the
package was designed. Next step was implementing the software package in C# programming language
which is a modern programming language that promotes object-oriented software development by
offering syntactic constructs and semantic support for concepts that map directly to notions in objectoriented design.
This research work is presented in seven chapters. Chapter 2 reviews the anatomy of the human
respiratory system, some diseases that affect this system, and pulmonary function tests developed for
obtaining respiratory measurements. Chapter 3 provides details of impulse oscillation system and
respiratory impedance models. Chapter 4 generally explains the basic information on artificial neural
networks, their characteristics, the concept of fuzzy logic, fuzzy sets, membership functions, if-then
rules as well as fuzzy inference systems and briefly introduces fuzzy models. It also includes description
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of the co-active neuro-fuzzy inference system (CANFIS) and its details. In Chapter 5 the architectural
design, components and the implementation of the proposed integrated software package are discussed.
Chapter 6 explains the integrated software step-by-step from end-user point of view and discusses how
to obtain classification results from running the software. Chapter 7 wraps up the research work by
providing the conclusions drawn from analysis of the results in Chapter 6 and makes recommendations
for future enhancement of the work.
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Chapter 2: Physiology of the Human Respiratory System
2.1

INTRODUCTION
In order to develop efficient and useful lung testing methods to diagnose pulmonary diseases, a

good knowledge about the function of the respiratory system is necessary. In this chapter, a brief review
of the anatomy and physiology of the respiratory system, some diseases that affect the small airways and
alveoli, and finally several pulmonary tests used in diagnosis or treatment evaluation will be discussed.
Accurate diagnosis, effective treatments and advancing responsible medicine is possible through the
good understanding of how the respiratory system behaves in health and in disease to help those who
suffer from pulmonary disorders.
2.2

THE HUMAN RESPIRATORY SYSTEM
The primary function of the respiratory system is to allow gas exchange. It should supply the

blood with oxygen in order for the blood to deliver oxygen to all cells of the body and remove the
unwanted carbon dioxide generated by these cells which may be harmful to the body. The respiratory
system achieves this function through breathing.

Figure 2.1: Organs of the body involved in the breathing process [7]
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The organs in the human body that are involved in the process of breathing consist of the nose,
pharynx, larynx, trachea, bronchi and lungs as shown in Figure 2.1 [7]. Based on anatomical
classification, these organs can be subdivided into two tracts:
a. Upper respiratory tract: includes the nasal passages (nose, nasal cavity and sinuses), pharynx,
larynx and trachea.
b. Lower respiratory tract: comprised of bronchi, bronchioles, lungs, and alveoli found in the
lungs.
The diaphragm, the thin, dome-shaped sheet of muscle attached to the lower ribs and spine is the
most important muscle of inspiration and is the other part of respiratory system which is involved in
moving air in and out of the lungs by contracting and relaxing, respectively.
2.2.1 Anatomy of the Human Respiratory System
Molecules of oxygen and carbon dioxide are passively exchanged, by diffusion, between the
gaseous external environment and the blood. This exchange process occurs in the alveolar region of the
lungs.
Based on dividing the respiratory system into two tracts, the breathing pathway starts from nasal
passages (nose) which are part of the upper respiratory tract or the conducting zone. The nasal passages
open into the pharynx (throat), which serves as a common passageway for both the respiratory and
digestive systems. One of the two tubes, the trachea, leads from the pharynx allowing air to be
conducted to the lungs. The larynx, or the voice box, is located at the entrance of the trachea. Beyond
the larynx, the trachea divides into two main branches which are part of the lower respiratory tract the
right and left bronchi entering the right and left lungs, respectively. Within each lung, the bronchus
continues to branch into progressively narrower, shorter and more numerous airways. The smaller
branches are known as bronchioles. Clustered at the end of the terminal bronchioles are the alveoli, the
tiny air sacs where gas exchange between air and blood takes place [8]. Figure 2.2 [9] shows the parts of
both the upper and lower respiratory tracts.
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Figure 2.2: Upper and lower respiratory tracts [9]
In order to accomplish the process of gas exchange, the path of airflow, the continuum of
conducting airways from the entrance through the terminal parts must remain open.
2.2.2 Gas Exchange
In physiology, the term respiration encompasses two separate but related processes: external
respiration and internal respiration [8]. External respiration includes the process of exchanging oxygen
and carbon dioxide between the outside environment and the tissue cells while internal respiration
consists of the intracellular metabolic reactions involving the use of oxygen to drive energy from food
and producing carbon dioxide as a by-product.
In this study, the external respiration is the part that is important to understand. External
respiration, which is mainly the gas exchange process, takes place in three steps. First, air is alternatively
moved in and out of the lungs through the airways by the mechanical act of breathing or ventilation. The
second step is gas diffusion. The air passes through the upper tract of the respiratory system to the
alveoli and then reaches the tiny air sacs located at the end of the airway path in the lungs where the
contact with deoxygenated blood coming from the heart takes place. Permeable walls of the alveolar
sacs and pulmonary capillaries are thin enough to permit gas exchange. The third step is when the
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oxygenated blood transports the gases between lungs and the tissues of the body and exchange of
oxygen and carbon dioxide between blood and tissues occurs.

Figure 2.3: Process of gas exchange [10]
Figure 2.3 [10] shows the process of gas exchange. In the external respiration, carbon dioxide
diffuses from pulmonary arteries into alveoli and oxygen diffuses from alveoli into pulmonary
capillaries. Internal respiration includes oxygen diffusion from capillaries into cells and carbon dioxide
diffusion from cells into capillaries.
2.2.3 Mechanics of Breathing
Breathing, or pulmonary ventilation, consists of two phases: inhalation and exhalation. Inhalation
is the period when air flows into the lungs while exhalation is when gases exit the lungs.
Before describing the process of breathing, it is important to know that there are three different
pressure considerations in ventilation:
Atmospheric (barometric) pressure: the pressure exerted by the air surrounding the body. At sea
level, it is 760 mm Hg.
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Intrapulmonary (intra-alveolar) pressure: the pressure in the alveoli. It rises and falls with phases
of breathing, but it is equalized with the atmospheric pressure at the end of each phase of breathing
(when flow is zero) [11].
Ventilation is a process based on the volume changes in the thoracic cavity. Pressure changes in
the thoracic cavity lead to the flow of gases, following the pressure gradient, leading to volume changes.
The thoracic cavity is larger than the unstretched lungs because the thoracic wall grows more
rapidly than the lungs during development [8] and there are two forces that cause lung collapse: first,
because of their elasticity, lungs always tend to recoil to the smallest size and second, the surface tension
of the alveolar fluid constantly acts to draw the alveoli to their smallest possible dimension.
In order to make the air flow in and out of lungs, the central nervous system sends instructions to
the respiratory muscles to generate the required forces. Lungs do not have muscles and cannot expand
on their own. The respiratory muscles and the diaphragm provide the necessary expansion and
contraction needed to pull air in and out of the lungs. Changes in thoracic volume during inspiration and
expiration take place in this order:
Inspiration: Before the beginning of inspiration, the respiratory muscles are relaxed and intraalveolar pressure is equal to atmospheric pressure. In the period of inspiration, the respiratory muscles
including the diaphragm and external intercostal muscles are stimulated to contract. The diaphragm
descends and contraction of external intercostal muscles makes the rib cage elevate. These changes
make the pressure in the alveoli fall, and accordingly, the volume of the thoracic cavity increase. As the
lungs are stretched, intrapulmonary volume increases as air flows deep into the lungs until the
intrapulmonary pressure is equal to atmospheric pressure, at the end of inspiration, when flow ceases.
Expiration: At the end of inspiration, the respiratory muscles relax. The diaphragm rises to
assume its original dome-shaped position and the rib cage descends due to its inward elastic recoil. So
the volume of thoracic cavity decreases and elastic lungs recoil passively which causes intrapulmonary
pressure to rise leading to airflow out of the lungs until the intrapulmonary pressure equals atmospheric
pressure.
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Beside the elastic recoil of the lungs, other physical factors can influence pulmonary ventilation.
Some of these factors include [11]:
Airway resistance: The major nonelastic source of resistance to gas flow is friction encountered
in the respiratory pathways. The relationship between gas flow (F, in L/sec), pressure (P, in cmH2O) and
resistance (R, in cmH2O/L/sec) is given by the following equation [11]:
F=P/R

(2)

Where P is the ratio of the pressure difference between atmospheric and intra-alveolar pressure.
Airway resistance is inversely proportional to the volume of lungs, so it decreases when the volume of
the lung increases and vice versa. During inspiration, the volume of the lungs increase, so airway
resistance decreases. Conversely, in the expiration phrase, the volume of the lungs decrease and airway
resistance increases consequently.
The equation also indicates that gas flow decreases as the resistance due to friction increases.
Gas flow (conduction) stops when the air reaches the small airways with small diameters at terminal
bronchioles, and diffusion takes place as the main force driving gas movement. So the greatest
resistance to gas flow occurs in the medium-sized bronchi [11].
Alveolar Surface Tension Forces: In an environment that includes gas and liquid, the
molecules of liquid are more attached to each other than to gas molecules. This strong attachment
between liquid molecules produces a tension at the surface of liquid, called surface tension, which binds
liquid molecules closer together and reduces their contact with gas molecules. Because of existence of
this tension, the liquid resists any force that tends to expand its surface area. The major component of
the liquid covering the alveolar walls is water, but there is also another component called surfactant that
decreases the cohesiveness of water molecules so that less energy is needed to overcome the surface
tension forces and lungs are expanded during the inspiration.
Lung Compliance: Elastic recoil property can be measured and quantified by the quantity,
compliance. Elastic recoil is a property of the lungs that embodies their stretchability and their tendency
to snap back to their resting position when the stretching forces are removed [12]. In this research, the
compliance we are looking for relates to the volume increment caused by the impulse oscillation system
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(IOS). The IOS pressure increment added at the mouth causes this volume increment. After accounting
for resistive pressure loss, the volume increment divided by the mouth pressure pulse is compliance to
be estimated by IOS data and model analysis.
2.2.4 Respiratory Capacities
In order to determine one person’s respiratory status, specific combinations of respiratory
volumes need to be measured, which are called respiratory capacities. These parameters depend on the
amount of air flushed in and out of the lungs during inspiration and expiration.
There are four respiratory volumes important in respiratory capacities measurements [11]:
Tidal Volume (TV): The amount of air flowing in and out of lungs during one normal breathing
cycle. It is about 500 mL in an average adult.
Inspiratory Reserve Volume (IRV): The additional amount of air that can be inspired forcibly
after tidal volume. It is about 2100 to 3200 mL.
Expiratory Reserve Volume (ERV): Similar to IRV, it is the additional amount of air that can be
evacuated from the lungs after a tidal expiration. It is normally about 1000 to 1200 mL.
Residual Volume (RV): The amount of air remaining in lungs even after maximal expiration. It
can help to keep the alveoli patent open and prevent lung collapse. It is about 1200 mL.
The respiratory capacities consist of two or more lung volumes. There are four respiratory
capacities:
Inspiratory Capacity (IC): The total amount of air that can be inspired after a tidal expiration. So
it is the sum of tidal volume and inspiratory reserve volume.
IC=TV+IRV

(4)

Functional Residual Capacity (FRC): The amount of air remaining in lungs after a tidal
expiration.
FRC=RV+ERV (5)
Vital Capacity (VC): The total maximum amount of exchangeable air that can be exhaled from
lungs after maximum inhalation.
VC=TV+IRV+ERV (6)
11

Total Lung Capacity (TLC): The sum of all lung volumes. It is normally around 6000 mL in
males.
TLC=RV+ERV+TV+IRV=RV+VC=IC+FRC

(7)

Figure 2.4 [12] indicates the different respiratory volumes and capacities. Lung volumes and
capacities are smaller in women than in men because of their size difference. They are greater in athletic
people than in average or unfit people.

Figure 2.4: Lung volume and capacities [12]
2.2.5 Pulmonary Diseases
In normal individuals, breathing takes minimal effort from the body but the pulmonary system is
sensitive to multiple agents that can trigger reactions or diseases. The problems in the respiratory system
happen when there is an abnormality in flowing of air through airways. The most disabling disorders are
chronic obstructive pulmonary diseases (COPD), asthma, lung cancer and restrictive lung diseases.

12

Figure 2.5: Pathogenesis of Chronic Obstructive Pulmonary Diseases (COPD) [11]
Chronic Obstructive Pulmonary Diseases (COPD): This category is the major cause of death and
disability in the United States among all pulmonary diseases. Two main examples of them are
obstructive emphysema and chronic bronchitis.
Obstructive emphysema starts with deterioration of the alveolar walls (it is the deterioration of
alveolar walls that causes enlargement of alveoli) and the gas exchange area of the lungs get reduced.
The lungs lose their elasticity and the airways collapse during the expiration and obstruct the outflow of
air.
Chronic bronchitis is a long-term inflammatory condition in lower respiratory airways. The
mucosa of the lower respiratory pathways produce more mucus than normal which is the result of
cigarette smoke, air pollutants, or allergens. The air pathways inflame and these responses obstruct the
airways and impair lung ventilation and gas exchange. Due to the higher amount of produced mucus,
bacteria thrive in the slugged pools of mucus, so lung infections happen frequently.
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Figure 2.5 [11] shows the pathogenesis of COPD.
Asthma: Asthma is a respiratory disorder characterized by single or combination episodes of
coughing, dyspnea, wheezing and chest tightness. Although it may be classified as COPD because it is
an obstructive disorder, asthma is marked by acute exacerbations followed by symptom-free periods
[11]. The cause of asthma has been hard to diagnose. Researchers have found out that the first step in an
asthma attack is the airway inflammation which is an immune response. Along with this problem, extra
mucus is produced and the air flow reduces dramatically. During the asthma attack, smaller airways get
obstructed because of spasms of the smooth muscle in the walls of these airways. Figure 2.6 [13] shows
the difference between a normal airway condition and the airway condition in an asthma attack.

Figure 2.6: Differences between a normal airway and the airway in asthma attack [13]
The bronchiolar diameter reduces more during expiration rather than during inspiration in an
asthma episode. So during the asthma attack, the functional residual capacity and residual volume of the
lungs increase.
The symptoms of asthma vary in children and adults. Sometimes the symptoms of asthma are
similar to other lung conditions and make it hard to diagnose, but early detection and proper treatments
would be very helpful in lives of people with this disorder.
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Lung Cancer: The incidence of lung cancer is associated with smoking since 90% of patients
with this type of cancer are smokers. In a normal person, nasal hairs, sticky mucus and cilia play a good
role in protecting the lungs from chemical and biological irritants, but in smokers these parts are
overwhelmed and stop functioning properly. It will cause the production of more mucus and increases
the risk of infections including pneumonia and COPD. Later on, like other cancers, the disorders lead to
uncontrolled creation of cells. There are several types of lung cancers, but the most common ones are
those involving the epithelial cells lining the bronchi and bronchioles [12].
Restrictive lung diseases: Another category of respiratory disease is restrictive lung diseases
characterized by a loss of lung compliance causing incomplete lung expansion and increased lung
stiffness. They may occur either because of an alteration in lung parenchyma or because of a disease of
the pleura, chest wall, or neuromuscular apparatus [14]. In physiological terms, restrictive lung diseases
are characterized by reduced total lung capacity (TLC), vital capacity, or resting lung volume.
Accompanying characteristics are preserved airflow and normal airway resistance, and reduced
functional residual capacity (FRC). If caused by parenchymal lung disease, restrictive lung disorders are
accompanied by reduced gas transfer, which may be marked clinically by oxygen desaturation during
and after exercise.
The many disorders that cause reduction or restriction of lung volumes may be divided into 2
groups based on anatomical structures.
The first is intrinsic lung diseases or diseases of the lung parenchyma. The diseases cause
inflammation or scarring of the lung tissue (interstitial lung disease) or result in filling of the air spaces
with exudate and debris (pneumonitis). These diseases can be characterized according to etiological
factors. They include idiopathic fibrotic diseases, connective-tissue diseases, drug-induced lung disease,
and primary diseases of the lungs (including sarcoidosis).
The second is extrinsic disorders or extraparenchymal diseases. The chest wall, pleura, and
respiratory muscles are the components of the respiratory pump, and they need to function normally for
effective ventilation. Diseases of these structures result in lung restriction, impaired ventilatory function,
and respiratory failure (e.g., neuromuscular disorders).
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2.3

PULMONARY FUNCTION TESTING TECHNIQUES
Lung function tests, or pulmonary function tests, evaluate how well the lungs work. They are a

group of procedures that measure how much air the lungs can hold, what is the speed of inspiration and
expiration, and how well the lungs exchange oxygen and carbon dioxide in blood. Pulmonary function
tests can help doctors diagnose a range of respiratory diseases which might not be obvious to the doctor
or the patient. The tests are also used to measure how a lung disease is progressing, and how serious the
lung disease has become. Pulmonary function tests also can be used to assess how a patient is
responding to different treatments. Generally, the following types of data could be acquired by using
lung function tests [12]:
How much air volume can be moved in and out of the lungs
How fast the air in the lungs can be moved in and out
How stiff the lungs and chest wall are
How efficiently oxygen is transferred into the blood
The diffusion characteristics of the membrane through which the gas moves (determined by
special tests)
How the lungs respond to physical therapy procedures of the chest area
There are two common techniques of pulmonary function tests, the standard spirometry and the
Impulse Oscillometry System (IOS). In the following subsection, both of these testing techniques will be
explained. In this research, the IOS method has been used.
2.3.1 Spirometry
Spirometry is the most common pulmonary function test to measure the changes in the volume
of lungs during breathing. A spirometer is the instrument that is used for a spirometry test. It is a volume
recorder that can consist simply of an air-filled drum floating in a water-filled chamber, (figure 2.7) or
currently more commonly, a flow-measuring device incorporating an integrating function. As the person
breathes air in and out of the drum through a connecting tube, the resulting rise and fall of the drum are
recorded as a spirogram, which is calibrated to the magnitude of the volume change. During exhalation,
the light weight floating drum goes up and the pen goes down, marking a moving chart. First, normal
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breathing can be seen and some of the test measurements can be obtained by normal, quiet breathing.
Next, the person takes a maximal inspiration and follows this by a maximal expiration. The expired
volume is the vital capacity (VC).

Figure 2.7: Sample of a Spirometry test [15]
As shown in Figure 2.7 [15], during the test, soft nose clips are used to prevent air escaping
through the nose. Not shown is the usual filter mouthpieces used to prevent the spread of
microorganisms.
Modern spirometers consist of pneumotachometers, which produce electronic signal outputs
which can measure flow (volume per unit of time) as well [12].
They record, measure and assess the flow-volume loop and associated parameters. The evaluated
data can be immediately printed out on a printer or saved to the internal memory. Modern spirometers
are portable and handy devices that allow assessing the inspiratory and expiratory lung volumes
including pre and post measurements with date and time. An interpretation program automatically can
assess the measurement.
The general respiratory parameters that can be measured by spirometry are:
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Forced vital capacity (FVC): The maximum volume of air, measured in liters during a rapid and
forced expiration.
Forced expiratory volume in one second (FEV1): The volume of air the person exhales in the
first second of a forced expiration.
FEV1 divided by FVC (FEV1/FVC): The proportion of air in the lungs, which can be exhaled in
one second.
Other parameters that can be calculated from the spirogram are vital capacity (VC), tidal volume
(Vt), breathing rate and ventilation rate (tidal volume x breathing rate). Spirometry measures vary in
different cases based on age, height, sex and body size of subjects.
The information obtained from a spirometer is presented as a percent of that predicted for age,
gender and height and are used in diagnosis of certain lung problems. To diagnose COPD, the FEV1
parameter is useful. When it is less than 70% predicted, it is a mild COPD, while less than 35%
classifies it as severe COPD. When the FEV1/FVC parameter is less than 80% of a normal value, this
may be indicative of expiratory flow obstruction. This problem happens in obstructive conditions such
as asthma, chronic bronchitis and emphysema. In restrictive diseases such as pulmonary edema and
fibrosis, FEV1/FVC is higher than normal.
In order to test the reversibility of an airway obstruction, clinicians may perform spirometry
before and after inhalation of short-acting medication known as bronchodilator. The bronchodilator
dilates the airways and reduces airflow obstruction allowing air to pass through freely. This is
commonly referred to as a reversibility test, or a post bronchodilator test (Post BD), and is an important
part in diagnosing asthma versus COPD. A post bronchodilator test is a good way of evaluating the
amount of bronchoconstriction that was present in the airway, and how responsive a patient is to a
bronchodilator medication [12].
With a simple spirometer, neither the FRC nor the residual volume can be measured. There is
another way to measure them which is called the helium dilution method. In this method, the person is
connected to a spirometer containing a known concentration of helium, which is almost insoluble in
blood. After some breaths, the helium concentration in the spirometer and lung become the same. Since
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no helium has been lost, the amount of helium present before equilibration equals the amount after it. In
this way, the FRC volume is measurable.
There is another way to measure FRC by using a body plethysmograph device. It resembles a
telephone booth, a large airtight box that the person sits in. After a normal expiration, a shutter closes
the mouthpiece and the person is asked to take a deep inspiration. In the inhalation step, the person takes
the air inside the box into his lungs so the lung volume increases and the box pressure rises since its
volume is decreased. By using Boyle’s law and knowing the pressure in the box before and after
inspiration and the volume of the box before inspiration, the change in the volume of lungs can be
calculated. With this information, FRC, which is the volume of lungs before inspiration, can be derived
[16].
Although the results from spirometry are useful in studying lung function, a successful
spirometric measurement requires maximal coordinated inspiratory and expiratory efforts from the
patient. It is even harder for young children, aged people, and patients with severe problems in
breathing. Since spirometry results are dependent on patient cooperation, FEV1 and FVC can only be
underestimated, never overestimated [17]. These issues can make disease diagnosis more difficult and
less accurate when the clinician uses the Spirometry lung function test.
2.3.2 Impulse Oscillometry System (IOS)
The other technique, which requires minimum cooperation from the patient, is forced oscillation
technique (FOT). It is less popular than Spirometry mainly due to the sophistication of its required
mathematical and technical infrastructure. It was developed by Dubois in 1956. It evaluates the
mechanical properties of the respiratory system and more specific information about resistive, inertive
and elastic properties of the respiratory system can be obtained than is possible by a spirometric test
[18]. It uses a superimposed pressure burst at the mouth to gain information about airflow obstruction by
measuring the respiratory impedance (Z) and its two components, resistance (R) and reactance (X), over
a wide range of frequencies. A user-friendly version of Dubios’ FOT has been developed by Jaeger in
Germany since 1980. This new technique is called the Impulse Oscillometry System (IOS) and measures
different mechanical parameters of lungs. The IOS provides respiratory impedance with very precise
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results. Even in the early stages of airflow obstruction, IOS is more sensitive to baseline abnormality
than spirometry. Sensitivity of FOT to peripheral airway obstruction makes it a better way to diagnose
peripheral airway diseases since spirometry mainly measures overall change of volume over time and
does not provide a clear indication of peripheral airway obstruction. The IOS also provides useful
guidance in clinical patient management [19], and it can be used to test older children and adults the
same as younger children and aged people.

Figure 2.8: Position of the subject during the IOS test [20]
IOS does not use the respiratory muscles as the source of force. It uses rectangular pulse-flow
signals as input for measurement of input impedance. When the test is being administered as shown in
Figure 2.8 [20], the subject usually sits in an upright position with the nose clipped and lips firmly
closed around the mouthpiece. The cheeks may or may not be supported with the hands.
IOS measurements yield frequency-dependent impedance values which may be correlated with
respiratory system models consisting of electrical components that are analogous to the mechanical
resistance, inertance and compliance of the central and peripheral airways. Parameter estimations of
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these models can serve as reference values for the detection, diagnosis and treatment of various
diseases/pathologies [21].
Since IOS is the main method used in this research, the next chapter will be the detailed
description of this method.
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Chapter 3: Impulse Oscillometry System (IOS)
3.1

INTRODUCTION
As discussed in the previous chapter, most of the methods of lung function testing provide lung

measurements obtained during specific breathing action of the patient and usually demand maximum
cooperation of the patient. In contrast, as a tool for the investigation of respiratory mechanics in clinical
practice, forced oscillation technique (FOT) has the advantage of being a noninvasive, versatile and
theoretically a well-supported method. FOT is a reliable method to obtain differentiated tidal breathing
analysis. With FOT, more specific information of the resistive and elastic properties of the respiratory
system can be obtained than is possible by spirometric test [18].
Spirometry is not a suitable method to recognize peripheral airway obstruction. The most
important characteristic of FOT compared to spirometry is that it has greater sensitivity to peripheral
airway disease.
This chapter reviews how forced oscillation techniques have been developed to measure the
respiratory input impedance for use in clinical applications.
3.2

METHODOLOGY OF IMPULSE OSCILLATION TECHNIQUE
The forced oscillation technique (FOT) is a noninvasive, patient-friendly method with which

measurements of respiratory mechanics are possible. FOT generates and superimposes small external
pressure signals on the normal breathing of the subject and by measuring the resulting flow, it
determines the mechanical properties of the respiratory system.
The first FOT was developed by DuBois in 1956 [22]. It used a superimposed pressure burst at
the mouth of the subject to obtain information about airflow obstruction by measuring the respiratory
impedance (Z) and its two components, resistance (R) and reactance (X). Since then, numerous variants
of the FOT have been developed in terms of measurement configuration, oscillation frequencies and
evaluation principles. Research and study continued till recently a commercial unit with improved
technical capabilities emerged.
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Impulse oscillation technique is one of the oscillometry methods that apply an impulse-shaped
external pressure signal on the respiratory system of the subject. Other methods may use continuous,
mono or multifrequency external signals [19].
The first and main benefit of applying impulse oscillation technique rather than other FOT pulses
is that impulse oscillation allows the user to measure up to 10 impedance spectra per second. It gives a
useful analysis of breath in different impedance. However, because of working with high impulse rates,
recording longer respiratory time constants is not possible which could be more informative about
respiratory abnormalities [19]. For this reason, recording of 5 impedance spectra per second is the
common application of impulse oscillation technique. Another benefit of using impulse oscillation
technique is its smaller and simpler electronic and mechanical structures that work with minimum power
loss to generate the forced signals [19].
By applying the entire energy of impulse oscillation pressure to the respiratory system within a
very short time, a higher impact to the respiratory system compared to sinusoidal or pseudo-random
noise (PRN) applied pressures is obtained and it causes less inconvenience for the patients. This
characteristic can be considered as the other benefit of using impulse oscillation technique [19].
3.2.1 Aperiodic waveforms of impulse oscillation method
The impulse generator produces the pressure pulses for 30 to 40 ms duration and with limited
magnitude of 0.3 kPa. This produces an aperiodic pressure/flow signal (time course). The frequency
domain representation of this aperiodic time course is a continuous spectrum after transforming it using
a Fourier integral rather than a Fourier series. This transformation is then achieved by using the fast
Fourier transform (FFT) algorithm in the IOS. Cyclic pressure impulse shaped waveforms with short
duration (200 msec/cycle – 5 impulses/sec) cause cyclic flow signals to flow into the pulmonary system.
For calculation of pulmonary system impedance, the average of a certain number of pressure and flow
impulses is determined.
Figure 3.1 [19] represents data for spectra of respiratory resistance, reactance and coherence
between 3 and 35 Hz for a normal adult during forced oscillation using generated impulse-shaped
signals by the impulse oscillometry system (IOS). So the important advantage of continuous spectra is
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that it has infinite frequency resolution and the abnormalities in the respiratory system can be recognized
with the regional nonhomogeneities where resistance, reactance and coherence spectra show (Figure 3.1)
deviations in the smooth and uniform continuous spectra. Figure 3.2 [19] shows the power spectra of
flow and pressure generated by IOS in the frequency range of 0.1 to 35 Hz.

Figure 3.1: Representative data for spectra of respiratory resistance, reactance and coherence [19]

Figure 3.2: Power spectra of flow and pressure for impulse-shaped forcing signal generated by IOS [19]
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3.2.2 Impulse oscillometry system
Schematic diagram of the impulse oscillometry system (IOS) is shown in Figure 3.3 [19]. The
measuring-head of the IOS is functionally similar to Psuedo Random Noise (PRN) FOT systems. The
IOS generates the recurrent aperiodic impulse-shaped forcing signals and this is its specific
characteristics [19].

Figure 3.3: Schematic diagram of the IOS [19]
As described above in the IOS device, recurrent pressure impulses generate an oscillating flow,
which is conducted to the airways. The device picks up the pressure and flow signals recorded by the
pneumotachograph and isolates the signals produced by the oscillating flow. These signals are then used
to calculate the respiratory impedance as described below [19].
There are two different channels to measure pressure and flow. In order to avoid phase
differences in both of the channels, matched transducers of the same type have been used. Recording of
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pressure and flow signals occurs at the 200 Hz frequency and then the signals are converted by a 12-bit
analog-to-digital converter [19]. The IOS impulse generator can be tuned by both volume displacement
of the loudspeaker membrane and magnitude of the terminating resistor.
The IOS performs recording the respiratory measurements as follows: the subject breathes
spontaneously through the tubing between mouthpiece and terminating resistor. The loudspeaker
generator transmits brief pressure impulses via the Y-adapter, pneumotachograph and mouthpiece into
the respiratory tract. Then the signals containing both breathing activities and the forcing impulse signal
are registered by pneumotachograph and pressure transducer [19].
3.3

INTERPRETATION OF OSCILLATION MECHANICS
The process of respiration can be described as two time-dependent variables, the rate of air flow

(V) into the lungs and the air pressure (P) at the entrance of the respiratory system. The linear part of the
response of the air flow rate to oscillatory perturbations of the external pressure defines a complex
“impedance” (Z) as the relation between their complex amplitudes at a given angular frequency  as:
Z() Zr () j Zx ()

(1)

FOT measures the impedance to ‘forced’ pressure oscillations produced by a loudspeaker. Both
respiratory system flow and pressure, and the imposed forced oscillation signals are achievable from the
flow and pressure channels.
By definition, respiratory impedance is the transfer function or ratio of pressure and flow,
derived from the imposed forced oscillations, after being discriminated from underlying respiratory
pressure and flow and their harmonics [19].
In other words, since Z embodies both the in-phase and out-of-phase relationships between
pressure and airflow, it is a generalization of resistance. The in-phase component is called the real part
of Z (or resistance: R), which describes the dissipative mechanical properties of the respiratory system.
The out-of-phase relationship is expressed by the imaginary part (or reactance: X) which is related to the
energy storage capacity and determined by the elastic properties dominant at low oscillation frequencies.
The inertive properties become progressively more important with increasing the frequency (
Both R and X appear as functions of the frequency of oscillation [23].
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= 2 f).

In monofrequency oscillations, respiratory impedance includes airway resistance, as well as
elasticity of lungs and chest wall at one oscillation frequency. In contrast, multifrequency oscillation
methods provide measures of respiratory mechanical properties as a function of frequency and allow the
recognition of characteristic respiratory responses at different oscillation frequencies. Most commonly,
multifrequency oscillation methods use the oscillation frequency scale in the range of 5 to 30 Hz.
3.3.1 Respiratory resistance
The resistance component of respiratory impedance (R) includes central and peripheral airways,
lung tissue and chest wall resistance. The lung tissue and chest wall resistance are usually negligible
[19].
R is almost independent of oscillation frequency in healthy subjects but at higher frequencies it
may increase a bit because of upper airways shunt effect [19]. When central or peripheral airway
obstructions occur, R increases above normal values. The central airways obstruction increases R
independent of oscillation frequency. In peripheral airways obstruction, R is highest at low oscillation
frequencies and falls when the frequency increases [19]. This is called the frequency dependence of
resistance.
From the mechanical point of view, respiratory resistance is the change in air pressure over flow.
It can be expressed as voltage over current based on Ohm’s law in electric world.
R = ΔP / Q

(2)

3.3.2 Respiratory reactance
The reactance component of the respiratory impedance is composed of the inertance (I), massinertive forces of the moving air in the conducting airways, and the capacitance (C), the elastic
properties of lung periphery. With knowing that  equals to =2.π.f, the relation between the
magnitudes of these parameters can be expressed as shown in the following formula.
X(f) = .I – (1 / .C)

(3)

The inertance is related to the mass of air (pressure over change in flow with respect to time) in
mechanical terms and it is equal to voltage over the changes of current from an electrical point of view.
I = ΔP / (dQ/dt) (4)
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L = V / (di/dt)

(5)

The compliance (in mechanical terms) is the volume increment divided by the pressure
increment and, in electrical terms, it is the accumulated electrical charge divided by changes in voltage.
C = Volume / ΔP

(6)

C = Q/ ΔV

(7)

The range of oscillation frequency influences X. Low frequency capacitive X expresses that the
respiratory tract has the ability to store energy in the lung periphery [19].
Low oscillation frequencies reflect both small airways as well as large airways, while high
oscillation frequencies reflect only larger airways. The magnitude of low-frequency reactance is
increased in COPD due to functional peripheral airway obstruction, with resultant contraction of surface
area of the lung periphery exposed to low-frequency oscillations. Indeed, low-frequency reactance is
more sensitive to peripheral airway obstruction in COPD/emphysema than resistance. In the presence of
peripheral airway obstruction in patients with COPD, relatively small increments to airways resistance
may occur because of the large cumulative cross-sectional diameter of all airways in the lower
generations of airways [19].
Capacitive and inertive elements of respiratory impedance can be analyzed with respiratory
system equivalent electrical circuit models. Some different models of varying complexity and fidelity
have been developed to define an approximation of a normal X spectrum with a zero-crossing exactly at
resonant frequency and positive slope throughout. Parameter estimates for these models can be used as
reference values for detection and diagnosis of different respiratory pathologies.
3.3.3 Other components of IOS
There are other parameters driven from IOS including resonant frequency (Fres), reactance area
(AX), and frequency dependence of resistance. Resonant frequency is defined as the point at which the
magnitudes of capacitive and inertive reactances are equal or the point at which the reactance is zero
during the test. Reactance area refers to the integrated low frequency respiratory reactance magnitude
between 5 Hz and resonant frequency. This parameter provides a single quantity that reflects changes in
the degree of peripheral airway obstruction and correlates closely with frequency dependence of
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resistance. Frequency dependence of resistance, R3-R20 and R5-R20, are the characteristics for
peripheral airway dysfunction [24].
3.4

RESPIRATORY IMPEDANCE MODELLING
IOS yields frequency-dependent impedance values in shape of curves that are visually analyzed

to distinguish between a healthy respiratory system and a diseased one. These values can be deployed to
develop mechanical and equivalent electrical circuit models to evaluate and quantify lung mechanics. In
these equivalent models, various electric circuit models with lumped parameter components representing
the respiratory system’s resistances, inertances, and compliances have been studied over the years.
These parameters have proven useful in respiratory system disease detection and diagnosis. The simplest
are the well-known series Resistance-Capacitance (RC) and Resistance-Inductance-Capacitance (RIC)
models, while some work has also been done on the DuBois model [25].
In our research group, six models have been examined using two different parameter estimation
procedures applied to IOS data for adults diagnosed with various respiratory ailments. This effort to
date, has established that the fitting error performance of the extended RIC (eRIC) model and the
Augmented RIC (aRIC) model, ranked in the middle of a series of conventional models developed over
the past decades. However, they also provide parameter estimates that are physiologically more realistic
and in line with expected values [26]. In these models, R is usually measured in cmH2O/L/s or kPa/L/s,
I is measured in cmH2O/L/s2 or kPa/L/s2, and C is measured in L/cmH2O or L/kPa.
3.4.1 RC model
The resistance of the airways and the compliance of the alveoli are modeled as a simple RC
circuit as shown in Figure 3.4. The impedance of the circuit can be calculated with formula 8.

Figure 3.4. RC model
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Z = R – j/ω.C

(8)

where j = -1.
3.4.2 RIC model
The three element circuit with lung inertance I included in the RC model as shown in Figure 3.5
and the formula 9 computes the impedance.

Figure 3.5. RIC model
Z = R + j(ωI – 1/ωC)

(9)

3.4.3 DuBois Model
In this model, the resistance is divided into the airway resistance (Raw) and tissue resistance (Rt)
and the inertance is divided into the airway inertance (Iaw) and the tissue inertance (It). Compliance is
also divided into the tissue compliance (Ct) and the alveolar compliance (Cg) as shown in Figure 3.6.

Figure 3.6. DuBois model.
The impedance of the circuit is:
Z = Raw+ jωIaw
RtCt2ω 2
+
(CgCtIt)2ω6 + [CgCt(CgCtRt2 – 2It(Cg + Ct))]ω4 + (Cg + Ct)2ω2
jω[CgCt2It2ω4 – Ct(2CgIt + CtIt – CgCtRt2)ω2 + (Cg + Ct)]

(CgCtIt)2ω6 + [CgCt(CgCtRt2 – 2It(Cg + Ct))]ω4 + (Cg + Ct)2ω2
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(10)

3.4.4 Mead Model
In the Mead’s model, the modeled respiratory parameters are the lung inertance (I), central
resistance (Rc), peripheral resistance (Rp), lung compliance (Cl), chest wall compliance (Cw), bronchial
tube compliance (Cb) and extrathoracic compliance (Ce). The circuit is shown in Figure 3.7.

Figure 3.7. Mead model.
The impedance of the circuit is:
Z = - j/ωCe || Zm

(11)

where
Zm =

+ j(-

RpCl2

+ Rc

ω2Rp2Cb2Cl2 + (Cb + Cl)2
ω2Rp2Cb2Cl2 + Cb + Cl
ω[ω

2

Rp2Cb2Cl2

2

+ (Cb + Cl) ]

+ ωI -

1 )
ωCw

= Rm + jXm

(12)
(13)

so
ZR = Re(Z) =

ZX = Im(Z) =

Rm
1 - 2ωCeXm + ω

2

Ce2(Rm2

(14)
+

Xm2)

Xm – ωCe(Rm2+Xm2)
1 - 2ωCeXm + ω2Ce2(Rm2 + Xm2)
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(15)

3.4.5 Extended RIC Model
It was developed as an improvement of the RIC model. The additional peripheral resistance (Rp),
connected in parallel with the compliance of peripheral airways, models the resistance presented by the
respiratory system’s small airways. This model can be considered to be a simplification of either the
DuBois model (with It equal to zero and Ct equal to infinity) or the Mead model (with Cl and Cw equal
to infinity and Ce equal to zero) [27]. The circuit of the extended RIC model is shown in Figure 3.8.

Figure 3.8. Extended RIC model.
The impedance of the circuit is:
Z=R+

Rp
1 + (ωRpC)2

+ j ωI -

ωRp2C

(16)

1 + (ωRpC)2

3.4.6 Augmented RIC Model
This model was proposed as an improvement to the extended RIC model and can be considered
as a simplification of the Mead’s model when lung and chest wall compliances are very, very large. The
additional parameter (Ce) represents extrathoracic compliance, which is thought to increase the real part
of the respiratory system’s impedance at the higher frequencies due to upper airways shunt effects as
observed in IOS data. The circuit of the augmented RIC model is shown in Figure 3.9 and its impedance
is given by formula 17.

A(RA+Rp)

Z=

+
[A(1 – ω2ICe) + (ω2Rp2CCe)]2 + [ωCe(RA + Rp)]2
ω(IA – Rp2C)[A – ω2Ce(IA – Rp2C)] – ωCe(RA+Rp)2

j
[A(1 – ω2ICe) + (ω2Rp2CCe)]2 + [ωCe(RA + Rp)]2
where A = 1 + (ωRpC)2
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(17)

Figure 3.9. Augmented RIC model.
3.5

PARAMETER ESTIMATION TECHNIQUE
A brief characterization of a subject's lung properties can be provided by determination of the

parameters of any model that best fit the behavior of it. This information can be then used in comparison
with reference characteristics either to determine the presence of underdeveloped features, or the
existence of pathological conditions [25].
As mentioned before, the two better models used in this research are eRIC and aRIC models. The
average values of the IOS parameters (Resistance and Reactance at frequencies 5, 10, 15, 20, 25 and 35
Hz) were used to estimate the model parameters for these models [28].
The parameters for the aRIC model, R (resistance of the large airways), Rp (peripheral
resistance), I (inertance of the air column), Cp (compliance of peripheral airways) and Ce (extrathoracic
compliance), were estimated for all gathered data from tested subjects. The same procedure repeated to
estimate the parameters of eRIC model (R, Rp, I and C). As an example, in table 3.1, the average values
of resistance and reactance of lungs of a 13 years old girl with 60.5 inches height and 103.6 pounds
weight before and after inhaling the bronchodilator in 5 to 35 Hz frequency range are shown.

Table 3.1: An example of respiratory system resistance and reactance in different frequencies recorded
with IOS in pre- bronchodilation and post- bronchodilation
Test

R5

R10

R15

R20

R25

R35

X5

X10

X15

X20

X25

X35

PRE

0.59

0.54

0.49

0.43

0.42

0.52

-0.18

-0.07

-0.07

0

0.09

0.24
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average
POST
average

0.44

0.41

0.38

0.36

0.37

0.44

-0.1

-0.01

0.01

0.07

0.14

0.27

In table 3.2, the parameter estimations for this IOS data set based on aRIC model and eRIC
model are presented in tables 3.2 and table 3.3 respectively.

Table 3.2: Results of running augmented RIC parameter estimation model on the data sets given in table
3.1
Test

R

PRE average

Rp

I

C

Ce

0.34224 0.37215 0.001834 0.041998

POST average 0.31821 0.23541 0.001531

0.002725

0.10074

0.002406

Table 3.3: Results of running extended RIC parameter estimation model on the data sets given in table
3.1
Test

R

PRE average

0.4456

POST average

Rp

I

C

0.44093 0.001087

0.08616

0.38143 0.38788 0.001172

0.1735

Parameter estimation of a model is similar in concept to curve-fitting. Therefore, it is necessary
to first select a suitable error criterion (E) that is to be minimized. The least squares (LS) criterion is by
far the most commonly used for curve-fitting and parameter estimation. In this study, the least squares
criterion has been used to minimize the sum of the squared errors between the measured IOS ZR and ZX
data samples at 5, 10, 15, 20, 25 and 35 Hz, and the estimated resistive (ZR,est) and reactive (ZX,est)
impedance values at the corresponding frequencies. The LS criterion was chosen for this work due to its
relation with other system identification algorithms and its availability in different software packages.
Equation 18 presents the LS equation.
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E = ∑ { [ZR(f) – ZR,est(f)]2 + [ZX(f) – ZX,est(f)]2

(18)

where f is 5, 10, 15, 20, 25 and 35.
The nonlinear LS was used for parameter estimation in these models because aRIC and eRIC
impedance functions are nonlinearly dependent on these parameters. The optimization tool box in
MATLAB software has this algorithm as a function, named “lsqnonlin”. For the RIC model, the linear
LS algorithm (lsqlin function in MATLAB) can be used. The nonlinear LS algorithm is based on the
interior-reflective form of Newton’s method. The converged upon solution of parameter estimates might
only be locally minimal instead of being globally minimal. To address this issue, a procedure was
employed in which for every estimation run, an initial parameter estimate vector was produced by a
random number generator with values ranging uniformly from 0 to 5, to 0.5 and to 0.05 for the
resistances, capacitances and inductance, respectively. This was then repeated at least forty more times
per model for each set of test data to find the parameter estimates minimizing the error function (18),
with the program stopping each time when the error value (E) changed by less than a factor of 10 -9 from
one iteration to the next. Such a procedure increases the likelihood that the algorithm converges to
parameter estimates corresponding to a global error minimum. This LS error value at the end of running
the algorithm provides an overall measure of the goodness of fit to the given test data for each model.
All IOS data used in this research have been reviewed and quality assured by our expert clinician
in order to reject artifacts caused by air leaks, swallowing, breath holding or vocalization.
The estimated values for R, Rp, I, C and Ce parameters after running the estimating algorithm,
and the four parameters, AX, Fres, R5 and R5-R15, that are direct data from IOS device, will be fed
later to a neuro-fuzzy system to help the diagnosis of the problem in the tested subjects.
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Chapter 4: CANFIS, a Neuro-Fuzzy Classification System
4.1

INTRODUCTION
It is not easy to classify pulmonary diseases by only observing the resistance and reactance

curves measured by the IOS. In these types of problems, Artificial Neural Networks (ANNs) are
excellent classifiers. They are particularly useful in cases where the problem to be solved is intractable
and development of an algorithmic solution is difficult. This attribute of ANNs makes them particularly
suitable to classify impulse oscillometric patterns in health and disease.
The implemented neuro-fuzzy classification system, which will be described in this chapter, is a
computer-aided system that uses a combination of IOS measures (resistance and reactance) of lung
function, estimated parameters of respiratory impedance models, and a set of fuzzy rules applied to a
back propagation artificial neural network to classify respiratory patterns. It classifies the IOS test
patterns acquired from a subject into one of 4 categories: asthma, mild small airway disease (mSAD),
small airway disease (SAD) or normal. This classification system could create an efficient, robust and
automatic means of airway disease recognition and diagnosis.
This chapter presents an overview of artificial neural networks and their applications, fuzzy logic
and its implementations, and then a detailed description of the implemented neuro-fuzzy system.
4.2

ARTIFICIAL NEURAL NETWORKS
An artificial neural network (ANN) is a mathematical model or computational model to simulate

the structure and/or functional aspects of biological neural networks. It consists of an interconnected
group of artificial neurons and processes information using a connectionist approach to computation. In
most cases an ANN is an adaptive system that changes its structure based on external or internal
information that flows through the network during the learning phase. Neural networks are non-linear
statistical data modeling tools. They can be used to model complex relationships between inputs and
outputs or to find patterns in data.
ANNs are parallel distributed processing systems capable of solving complex classification
problems by their remarkable ability to derive meaning from complicated or previously unseen data.
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Today there is a tremendous amount of interest in ANNs also known as connectionist models,
parallel distributed processing models and neuromorphic systems. Initially inspired by biological
nervous systems, the development of ANNs has been motivated by their applicability to certain types of
problems and their potential for parallel implementation. ANNs have been studied and developed for
many years in the hope to achieve brain-like performance in signal processing and pattern recognition.
ANNs have been developed as generalizations of mathematical models of human cognition or
neural biology based on the assumptions that [29]:
1- Information processing occurs in many simple elements called neurons.
2- Signals are passed between neurons over connection links.
3- Each connection link has an associated weight, which, in a typical neural net, provides a
weighting factor for the transmitted signal.
4- Each neuron applies an activation function (usually nonlinear) to its net input (sum of
weighted input signals) to determine its output signal.
4.2.1 Biological Neural Networks
The brain is made up of a huge network of nerve cells or neurons, which have the ability to
gather and transmit information between one another through an electrochemical process. A biological
neuron is made of three components: dendrites, soma, and axon. The dendrites receive signals from
other neurons. The signals are in the form of electric impulses that are transmitted across a synaptic gap
by means of a chemical process. The action of the chemical transmitter modifies the incoming signal in
a manner similar to the action of the weights in an artificial neural network.
A typical biological neuron is shown in Figure 4.1 [12], together with axons from two other
neurons from which the illustrated neuron could receive signals and dendrites for two other neurons to
which it could send signals.
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Figure 4.1: Biological Neuron [12]
The cell body of a neuron sums the incoming signals at a time and when a sufficient input is
received, the cell transmits a signal over its axon to other cells connected to it. An action potential,
which is the result of differential concentrations of ions on either side of the neuron’s axon sheath,
transmits the signal from a particular neuron. The involved ions are mostly potassium, sodium, and
chloride.
The ANNs have been built based on several main features of biological neural networks
including [12]:
1- The neuron receives many signals.
2- Signals may be modified by a weight at the receiving synapse.
3- The processing element of neuron sums the weighed inputs.
4- Based on receiving a sufficient input, the neuron transmits a single output.
5- The output from a particular neuron may go to many other neurons (the axon branches).
6- Information processing is local.
7- Memory is distributed: Long-term memory resides in the neurons’ synapses or weights and
short-term memory corresponds to the signals sent by the neurons.
8- A synapse’s strength may be modified by experience.
9- Neurotransmitters for synapses may be excitatory or inhibitory.
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In addition to these features, ANNs get their fault tolerance characteristics form biological neural
networks. Similar to biological networks, ANNs are able to identify input signals and they can be
retrained in cases of significant damage (like loss of data and some connections).
4.2.2 Structure of an Artificial Neural Network
Similar to biological neural networks, ANNs consist of a large number of neurons that are the
simple processing elements in a neural network. They have also been called units, cells or nodes. Each
neuron performs a simple operation to compute its output (or activation) from its inputs and is connected
to other neurons by its weighted links. Each neuron has an internal state called its activation function or
activity level, which is a function of its inputs. Typically, a neuron sends its activation as a signal (or
input) to other neurons. It is important to note that a neuron can send only one signal at a time, although
the signal is broadcast to several other neurons [29]. The information from one neuron to another is
transmitted by the links between them. Each link has a weight. These weights are adjusted based on
information from a set of data called the training data that include various input conditions and
corresponding desired outputs. During the training phase, for a particular input, these weights are
adjusted to minimize the difference between the ANN’s output and the desired output specified in the
training data for the same input. After training, the entire set of weights in an ANN corresponds to a
mapping function in the input space that can be used to obtain the proper output for the future,
potentially previously unseen, input data sets [30].
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Figure 4.2: A simple artificial neuron [12]
As shown in Figure 4.2 [12], which is a simple artificial neuron, the neuron Y receives inputs
from the bias neuron X0 and the neurons X1, X2, and X3. The activations (output signals) of these
neurons are x0, x1, x2, and x3, respectively and the weights on the connections from these neurons to
neuron Y are w0, w1, w2, and w3, respectively. The input of neuron Y (y_in) in this example is the sum
of the weighted signals from neurons X0, X1, X2, and X3.
y_in = w0x0 + w1x1 + w2x2 + w3x3

(1)

The bias neuron (x0) always equals 1 and allows its weight to act as an adaptive bias. In Figure
4.3 [12], the neuron Y is connected to neurons Z1 and Z2, with weights v1 and v2. Neuron Y sends its
output signal y to each of these neurons. The values received by neurons Z1 and Z2 would be different
because each output signal is scaled by the appropriate weight, v1 or v2. In a typical net, the activations
z1 and z2 of neurons Z1 and Z2 would depend on inputs from several or even many neurons, not just one,
as shown in this simple example [12].

Figure 4.3: A very simple neural network [12]
Although the neural network shown in Figure 4.3 [12] is very simple, but it shows the main
difference between an ANN and a normal input-output system. ANNs can solve many more problems
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that can’t be solved by a net with only input and output units, which can only solve problems with linear
solutions.
4.2.3 Characteristics of Artificial Neural Networks
A neural network is characterized by its architecture, which is the pattern of connection between
the neurons that make up the network, its training or learning algorithm, that sets the values of the
weights of the links, and its activation function.
4.2.3.1

Architecture
The architecture of an ANN is the way in which the neurons connect together to make the layers

of the network and defines the connection patterns between different layers. The simple ANN shown in
Figure 4.3 [12] consists of three layers: input layer, output layer, and hidden layer. Usually the main
difference between input-output nets and ANNs is the hidden layer where the internal neurons have been
built and linked to each other in a specific way. Architectures of ANNs are usually grouped under two
categories; the feed-forward architecture and the feedback architecture.
Feed-forward ANNs, as shown in Figure 4.4 [12], allow signals to travel one way only; from
input to output. Therefore the output of each layer does not affect that same layer. In a fully
interconnected net, each neuron in one layer is connected to every neuron on the next layer and there is
no connection between the neurons of the same layer. Feed-forward ANNs tend to be straight forward
networks that associate inputs with outputs. Feed-forward ANNs are the most widely used ANNs. As
described before, this ANN organizes its neurons into three layers: the input layer, the hidden layer and
the output layer. Each neuron in the input layer receives external input signal and transmits it to all
neurons in the hidden layer through links. Similarly, neurons in the hidden layer receive input signals
from the input layer and send the processed signal to each neuron in the output layer. Obviously,
neurons in the output layer generate the ANN’s output by combining signals transmitted from the hidden
layer [31].
Feed-forward networks are commonly used for classification by varying the number of nodes in
the hidden layer, the number of layers, and the number of input and output nodes. They are extensively
used in pattern recognition. This type of setting is also referred to as bottom-up or top-down.
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Figure 4.4: Feed-Forward Network [12]
Feedback (or recurrent) ANNs can have signals travelling in multiple directions by introducing
loops in the network so the neurons are interconnected in different manners. Feedback networks are very
powerful and can get extremely complicated. One example of a fully interconnected recurrant network
of a single layer is the Hopfield network, illustrated in Figure 4.5. The feedback feature in this singlelayer network effectively makes this type of network function as an ANN memory. Feedback networks
are dynamic, which means that their state is changing continuously until they reach an equilibrium point.
They remain at the equilibrium point until the input changes and a new equilibrium needs to be found.
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Figure 4.5: Recurrent Network [31]
Feedback architectures are also referred to as interactive or recurrent, although the latter term is
often used to denote feedback connections in single-layer settings. Figure 4.5 [31] shows a simple
example of a feedback (Hopfield) ANN.
4.2.3.2

Activation Function
After adding the weighted input signals in a neuron of an ANN, the neuron should apply an

activation function to produce its output. In fact, the behavior of a neural network depends on these
basic operations in any neuron of an ANN. The activation function controls the amplitude of the output
of the neuron. Typically, a nonlinear activation function is used to achieve the advantage of multi-layer
nets and the activation function used for all neurons in a particular layer is usually the same [29].
There are many easy-to-define activation functions used in an ANN. According to [29] some of
the common activation functions are:
Identity Function: The identity function is usually used on the neurons in the input layer of
multi-layer networks. So the output activity is proportional to the total weighted output, and it is
expressed as:
F(x) = x

for all x.

(2)

Threshold (binary step) Function: In this function, the output is set at one of two levels,
depending on whether the total input is greater than or less than some threshold value (). Single-layer
networks often use this activation function to convert the net input to an output unit that is binary or
bipolar signal based on the threshold. It is expressed as:
F(x) =

1

if x ≥ θ

0

if x < θ

(3)

Binary Sigmoid function: It is a common type of sigmoid functions (S-shaped curves). The
output of this function has a range of 0 to 1, and is often used as the activation function for neural nets in
which the desired output values happen in binary form or in the interval between 0 and 1. It is also
called the logistic function. In the neural networks with backpropagation training algorithm, binary
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sigmoid function is used as the activation function since the relationship between the value of the
function at a point and the value of the derivative at that point reduces the computational burden during
training [12]. This function is expressed as:
F(x) = 1 / [1 + exp(-σx)]

(4)

where σ is the steepness parameter.
Bipolar Sigmoid Function: Similar to binary sigmoid function, it is a logistic function that can
have the output values in any range appropriate for the given problem. Common range of values is from
-1 to 1 which is called the bipolar sigmoid.
4.2.3.3

Training algorithms
The training or learning algorithm is the strategy in the training phase of an ANN. In the training

phase, if the network does not generate the desired output, the parameters and weights in the network
should be changed in order to obtain the proper output. If the proper output is not achievable, the process
should be continued until the network converges. In other words, the training algorithm is the ability to
improve the network’s performance for a given problem.
The type of training algorithm depends on the type of problem to be solved. The three major
types of training algorithms are: supervised, unsupervised, and reinforcement learning [29].
Supervised learning algorithms use the training data to train the ANN. An algorithm in this
category generates outputs based on the input data and if the resulting output is not close enough to the
desired output, the parameters are changed. This process continues until the error between the ANN’s
output and the training data’s target output reduces to a specific small value.
Unsupervised learning algorithms are similar to clustering techniques [31]. This type of
learning algorithm groups similar input vectors together without the use of training data, and no target
vectors are specified. The net modifies its weights so that the most similar input vectors are assigned to
the same output (or cluster) unit. The neural net will produce a vector for each cluster formed [29].
Reinforcement learning algorithm uses a trial and error approach to get to desired outputs. A
set of training data is provided to the net and if the calculated output is not close enough to the desired
output, the feedback will be fed into the net and some random values will be chosen as weights to the
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links and the process will continue. The feed-back in this kind of algorithm is not as informative as the
feedback in supervised learning.
The developed artificial neural network to classify the pulmonary system diseases uses a specific
type of supervised learning algorithm named backpropagation (BP) for training the ANN of this
problem. This algorithm has been implemented on a six layer feed-forward network whose activation
function is a binary sigmoid function and would be presented in next chapter.
In this algorithm, the total squared error of the output computed by the network in two
continuous steps should be minimized. So, the errors propagate backwards from the output neurons to
the hidden neurons to calculate the desired output. Figure 4.6 [12] shows a feed-forward neural network
with one hidden layer that utilizes the BP training algorithm. This figure just shows the direction of
information flow for the forward pass of operation. During the backward pass, signals are sent in the
reverse direction. The output neurons (the Z neurons) and the hidden neurons may have bias neurons.
The binary sigmoid function was chosen as the activation function because it is continuous,
differentiable, and monotonically non-decreasing. The binary sigmoid function has all of these
attributes.
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Figure 4.6: Neural network with one hidden layer [12]
In this network, each neuron in the hidden and output layers performs a simple two-step
operation. According to [31], Figure 4.7 [12] shows the computation of a neuron in a neural network that
utilizes BP training. In the first step, neuron Yj calculates a weighted sum of all signals on its input. In
the second step, the calculated sum is fed to the activation function to produce the output signal of the
neuron. The final output signal of a neuron is expressed as:
yj = F(sj) = F(w0jx0 + Σwij x xi)

i = 1, 2, …, n

(5)

Figure 4.7: The Computation of a Neuron [12]
The detailed BP training algorithm used in this research will be described in the next chapter.
4.3

FUZZY LOGIC AND FUZZY INFERENCE SYSTEMS
Fuzzy logic is a form of multi-valued logic derived from fuzzy set theory to deal with reasoning

that is approximate rather than precise. In contrast with binary logic, the fuzzy logic variables may have
a membership value of not only 0 or 1, but also a value between 0 and 1.
Fuzzy inference is the process of formulating the mapping from a given input to an output using
fuzzy logic. The mapping then provides a basis from which decisions can be made, or patterns
discerned. In order to understand fuzzy inference systems, a brief summary about fuzzy sets,
membership functions, logical operations, and If-Then rules is necessary.
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4.3.1 Fuzzy Sets
Fuzzy sets are sets whose elements have degrees of membership. In classical set theory, an
element either belongs or does not belong to a set. By contrast, an element can be a member of one or
more sets with a degree of belonging or membership. According to this definition, a fuzzy set needs a
function (membership function) that maps objects in a domain of concern to their membership value in
the set [31].
The operations on fuzzy sets are similar to the basic operations on classical sets. The union of
two fuzzy sets A and B is a fuzzy set C, which contains both A and B. It is expressed as C = A U B and
the membership function of C is:
µC(x) = max (µA(x), µB(x)) = µA(x) V µB(x)

(6)

The intersection of two fuzzy sets A and B is a fuzzy set C, which is the largest fuzzy set
contained in both A and B. This is expressed as C = A  B and the membership function of C is
expressed as:
µC(x) = min (µA(x), µB(x)) = µA(x) Λ µB(x)

(7)

The complement of a fuzzy set A is a fuzzy set Ā, which is expressed as Ā = ¬A or Ā = NOT A
and the membership function of Ā is:
µĀ(x) = 1 - µA(x)

(8)

4.3.2 Membership Functions
Membership functions are the graphical representations of the degree of membership of an
element to a fuzzy set. A membership function maps an element of a fuzzy set to the interval [0, 1]. The
degree of membership of an element x to a fuzzy set A is expressed as µA(x), where 0 ≤ µA(x) ≤ 1.
Membership function associates a weighting with each of the inputs that are processed, defines
functional overlap between elements, and ultimately determines an output response.
There are different types of membership functions defined on fuzzy sets. Some of them were
used in this research, in order to determine the optimum membership function that best classifies the
data patterns. Gaussian, triangular and trapezoidal membership functions turned out to have given the
best accuracy percentage among all the applied membership functions in this research.
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4.3.2.1

Gaussian Membership Function
A Gaussian membership function is defined by:
Gaussian(x; c, σ) = exp – (x – c)2 / 2 σ2

(9)

where the parameters c and σ control the center and width of the membership function. A plot of
the Gaussian membership function is presented if Figure 4.8 [12]. Adjusting σ would change the width
of the membership function while adjusting c changes the center of the membership function.

Figure 4.8: Gaussian(x; 5, 2.5) [12]
4.3.2.2

Triangular Membership Function
The Triangular membership function with straight lines can formally be defined by three

parameters as follows:

(10)
where a, b and c with a < b < c represent the x coordinates of the three corners of the triangular
membership function. One typical plot of the triangular membership function is given in Figure 4.9 [12].
Adjusting a and/or b changes the width of the membership function while increasing or decreasing
parameter c shifts the membership function to the right or the left respectively.
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Figure 4.9: Triangle(x; 1, 5, 8.5) [12]
4.3.2.3

Trapezoidal Membership Function
A trapezoidal membership function is specified by four parameters {a, b, c, d}, and is expressed

as:

(11)
where a, b , c and d with a < b ≤ c < d represent the x coordinates of the four corners of the
trapezoidal membership function. An example of a trapezoidal function has furnished in Figure 4.10
[12]. When parameter b is equal to parameter c, the trapezoidal membership function reduces to a
triangular membership function. Adjusting a and/or d is similar to adjusting a and/or b in the triangular
membership function.
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Figure 4.10: Trapezoid(x; 2, 3.5, 7, 9) [12]
4.3.3 Fuzzy Operations
Fuzzy intersection: The intersection on two fuzzy sets A and B is defined in general by a
function T with the following definition [12]:
µA∩B(x) = T(µA(x), µB(x)) = µA(x) * µB(x)

(12)

where * is a binary operator for the function T. This class of fuzzy intersection operators is
usually referred to as T-norm (triangular norm) operators and they meet the following basic
requirements.
Boundary Requirement:

T(0, 0) = 0, T(a, 1) = T(1, a) = a

Monotonicity Requirement:

T(a, b) ≤ T(c, d) if a ≤ c and b ≤ d

Commutativity Requirement:

T(a, b) = T(b, a)

Associativity Requirement:

T(a, T(b, c)) = T(T(a, b), c)

Fuzzy union: The union operator on two fuzzy sets A and B is defined in general by a function
S with the following definition [12]:
µAUB(x) = S(µA(x), µB(x)) = µA(x) + µB(x)

(13)

where + is a binary operator for the functions S. This class of fuzzy union operators is usually
referred to as T-conorm (or S-norm) operators and they satisfy the following basic requirements.
Boundary Requirement:

S(1, 1) = 1, S(0, a) = S(a, 0) = a

Monotonicity Requirement:

S(a, b) ≤ S(c, d) if a ≤ c and b ≤ d

Commutativity Requirement:

S(a, b) = S(b, a)
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Associativity Requirement:

S(a, S(b, c)) = S(S(a, b), c)

4.3.4 If-Then Rules
Processing the input data in a fuzzy system is accomplished through the fuzzy (If-Then fuzzy)
rules. Fuzzy rules are in the form of “If A then B”, where A is the antecedent and B is the consequent.
The antecedent is a condition that if true, implies the consequent will be drawn as the conclusion or
result. Fuzzy rules, therefore, associate a condition, described using linguistic variables and fuzzy sets,
to a conclusion. The antecedent of a fuzzy rule may be a combination of some multiple simple
conditions that make a complex condition. It can use three logic connectives between the simple
conditions: AND (conjunction), OR (disjunction), and NOT (negation). As an example of a fuzzy rule,
one of the Impulse Oscillometry system’s condition and behavior can be expressed in the following
fuzzy rule:
IF the airway resistance of a patient is Fair AND
(the peripheral resistance of the patient is High OR
the patient has a Moderate small airway inertance) AND
the alveoli compliance is NOT High
THEN the patient is asthmatic
where Fair, High and Moderate are fuzzy sets defined by any of the membership functions
discussed in the previous subsections [12].
The consequent of a fuzzy rule can be classified into crisp, fuzzy, or functional consequent
categories [31]. In general, the fuzzy rules with a crisp consequent are used more often because their
processing procedure is more efficient. Averaging and weighting the resulting outputs from all the
individual rules into one single output decision which decides what to do, is the process of
defuzzification that produces the crisp value as output result.
4.3.5 Fuzzy Inference System
Fuzzy Inference Systems use fuzzy logic including all membership functions, If-Then rules and
fuzzy operations to build a computing framework to solve different engineering problems in a wide
variety of fields.
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Each fuzzy inference system consists of three main subsystems including a rule base, a database,
and a reasoning mechanism. The rule base contains all the rules that are needed to cover all different
input conditions in order to reach the proper output of the system. The membership functions are defined
in database and the reasoning mechanism is the approach to generating the output from the given input
conditions. In Figure 4.11 [12] a block diagram of a basic fuzzy inference system is shown. In this block
diagram, the input of inference system can be either a crisp or a fuzzy value and the output is a crisp
value after the defuzzification process.

Figure 4.11: Block diagram for a fuzzy inference system [12]
According to [32], the steps of fuzzy reasoning performed by fuzzy inference systems are:
1- Compare the input variables with the membership functions on the antecedent part to obtain
the membership values. This step is often called “fuzzification”.
2- Combine the membership values through a specific operator on the antecedent part to get
firing strength or weight of each rule.
3- Generate the qualified fuzzy or crisp consequent of each rule depending on the weight.
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4- Aggregate the qualified consequents to produce a crisp output which is called
“defuzzification”.
4.3.6 Fuzzy Models
There are three types of fuzzy models which are more common in use. These models are
Mamdani model, Tsukamoto model, and Sugeno model.
In Mamdani model, both input and output values are crisp. A simple one-input one-output fuzzy
system with using Mamdani model can be expressed as follows:
IF x is High THEN y is High
IF x is Medium THEN y is Medium
IF x is Low THEN y is Low
where X is a crisp input and Y is a crisp output.
In Tsukamoto model, the inferred output of each rule is defined as a crisp value induced by the
rule’s firing strength. For example:
IF x is High THEN y is C1
IF x is Medium THEN y is C2
IF x is Low THEN y is C3
where High, Medium, Low, C1, C2, and C3 are membership functions.
In Sugeno Fuzzy Model, a typical fuzzy rule is expressed as:
IF x is A AND y is B THEN z = f(x, y)
where A and B are fuzzy sets in the antecedent, while z = f(x, y) is a crisp function in the
consequent. Usually, f(x, y) is a polynomial in the input variables x and y, or any function that can
properly describe the output of the model within the fuzzy region specified by the antecedent of the rule.
Since the only fuzzy part of the Sugeno model is in its antecedent, it is easy to demonstrate the
distinction between a set of fuzzy rules and nonfuzzy ones. When f(x, y) is a first-order polynomial, the
resulting fuzzy inference system is called a first-order Sugeno fuzzy model. The developed neuro-fuzzy
classification system in this research is based on the first-order Sugeno fuzzy model because of its
transparency and efficiency [12].
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4.4

CANFIS: CO-ACTIVE NEURO-FUZZY INFERENCE SYSTEM
A nero-fuzzy system is a hybrid system generated by merging neural network and fuzzy logic

technologies to incorporate the strengths of both. ANNs come with a learning algorithm and therefore,
can learn from data and feedback, while fuzzy logic uses linguistic variables and if-then rules to develop
fuzzy rule-based models that are easy to comprehend. Since neural networks can learn, their learning
concepts are incorporated into fuzzy inference systems to produce neuro-fuzzy systems.
4.4.1 Neural Networks and Fuzzy Logic
A neuro-fuzzy network is a fuzzy inference system (FIS) in the body of an artificial neural
network. Depending on the FIS type, there are several layers that simulate the processes involved in a
fuzzy inference like fuzzification, inference, aggregation and defuzzification. Embedding an FIS in a
general structure of an ANN has the benefit of using available ANN training methods to find the
parameters of a fuzzy system.
4.4.2 Neuro-Fuzzy Architecture
Similar to ANNs, neuro-fuzzy systems consist of nodes and links but their architectures have
some differences. The nodes and links in a neuro-fuzzy net correspond to a specific component such as
the antecedent membership functions of the input variables in the first layer of the network. The other
difference is that the nodes of a layer in a neuro-fuzzy net are not necessarily fully connected to all
nodes of the adjacent layer. A neuro-fuzzy system usually consists of more layers than a typical ANN. A
neuro-fuzzy architecture is shown in Figure 4.12 [12].
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Figure 4.12: A neuro-fuzzy architecture [12]
According to [31], the functionalities associated with different layers of a neuro-fuzzy system
which constitute fuzzy rule-based inference include the following:
-

Compute the degree of membership to a fuzzy condition involving one input variable.

-

Compute the degree of membership of a fuzzy condition involving multiple input variables.

-

Compute the normalized degree of membership.

-

Compute the conclusion inferred by a fuzzy rule.

-

Combine the conclusion of all fuzzy rules in a model.

4.4.3 ANFIS: Adaptive Network-based Fuzzy Inference System
ANFIS, a multi-layer architecture, is a fuzzy inference system which provides a base to build a
set of fuzzy if-then rules with appropriate membership functions to generate a specific output based on a
specific input in a fuzzy system. As the CANFIS is an extended ANFIS model, in this section ANFIS
model will be described.
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Figure 4.13: Two-input ANFIS architecture with two rules [12]
Figure 4.13 [12] shows ANFIS architecture with five layers. Assume that the fuzzy inference
system has two inputs x and y and one output z. For a first-order Sugeno fuzzy model, a common rule
set with two fuzzy if-then rules is the following [12]:
Rule 1: If x is A1 and y is B1, then f1 = p1x + q1y + r1
Rule 2: If x is A2 and y is B2, then f2 = p2x + q2y + r2

Figure 4.14: Two-input first-order Sugeno fuzzy model with two rules [12]
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In Figure 4.14 [12] the reasoning mechanism for this Sugeno fuzzy model is shown. The
functionalities of the nodes in the different layers of the ANFIS model shown in 4.13 are as follows
(notice that the output of the ith node in layer l is denoted as Ol,i):
Layer 1: Every node i in this layer is an adaptive node with a node function:
O1,i = µAi(x) for i = 1, 2 or

(14)

O1,i = µBi(y) for i = 3, 4

(15)

The output of the nodes in this layer is:
O1,1 = µA1(x)
O1,2 = µA2(x)
O1,3 = µB1(y)
O1,4 = µB2(y)
where x or y is the input to the nodes and A1, A2, B1 and B2 are linguistic variables such as “small” or
“large” associated with each node. In other words O1,i is the degree of membership of a fuzzy set A ( =
A1, A2) or B = (B1 or B2) and it specifies the degree to which the given input x or y satisfies the
quantifier A. Here, the membership function for A can be any appropriate parameterized membership
function described in section 4.3, such as the generalized bell function:
µA(x) = 1 / (1 + |(x – ci)/ ai|2b)

(16)

where {ai, bi, ci} is the parameter set.

Layer 2: Every node in this layer is a fixed node labeled Π, whose output is the combination of all the
incoming signals. The output of each node represents the firing strength of a rule. The output of the
nodes in layer 2 of Figure 4.13 [12] is:
O2,1 = w1 = µA1(x) µB1(y)
O2,2 = w2 = µA2(x) µB2(y)
Layer 3: Every node i in this layer is a fixed node labeled N. The ith node calculates the ratio of the ith
rule’s firing strength to the sum of all rules’ firing strengths as shown below.
O3,1 = w1 = w1 / (w1 + w2)
O3,2 = w2 = w2 / (w1 + w2)
The outputs of this layer are called normalizing firing strengths.
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Layer 4: Every node i in this layer is an adaptive node with a node function:
(17)
O4,i = wifi = wi(pix + qiy + ri)
The output of the nodes in layer 4 of Figure 4.13 [12] is:
O4,1 = w1f1 = w1(p1x + q1y + r1)
O4,2 = w2f2 = w2(p2x + q2y + r2)
where wi, is a normalized firing strength from layer 3 and {pi, qi, ri} is the parameter set of this node.
Parameters in this layer are referred to as consequent parameters.

Layer 5: The single node in this layer is a fixed node labeled Σ, which computes the overall output as
the summation of all incoming signals. The output of the node in this layer is:

O5,1 = Σ wi fi = Σi wi fi / Σi wi
O5,1 = w1 f1 + w2 f2
O5,1 = (w1 f1 + w2 f2) / w1 + w2
4.4.4 The Structure of CANFIS
CANFIS is an extended ANFIS model. The extension takes many of the advantages of the
artificial neural networks and the linguistic interpretability of the fuzzy inference system. In the
following section, this neuro-fuzzy inference system will be described.

58

Figure 4.15: Two-input, two-output CANFIS architecture with four rules [12]
To build an n-output ANFIS model, one approach is by placing n number of ANFIS models side
by side. The other approach of generating multiple-output ANFIS models is by maintaining the same
antecedents of fuzzy rules among multiple ANFIS models; this is known as the CANFIS model. Figure
4.15 [12] according to [33] shows a CANFIS architecture for a two-input (x and y), two-output (z1 and
z2) and Sugeno fuzzy model with the four rules given below.
Rule 1: If x is A1 and y is B1, then C1 = p1x + q1y + r1
Rule 2: If x is A1 and y is B2, then C2 = p2x + q2y + r2
Rule 3: If x is A2 and y is B1, then C3 = p3x + q3y + r3
Rule 4: If x is A2 and y is B2, then C4 = p4x + q4y + r4
The hidden and output layers of a neuro-fuzzy network can be shown as the consequent layer and
fuzzy association layer as shown in Figure 4.16 [12].
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In consequent layer, every node i is an adaptive node with a node function Ci = f (pix + qiy + ri)
where {pi, qi, ri} is the parameter set of each node referred to as consequent parameters. The output of
the nodes in the consequent layer of Figure 4.16 [12] is:
C1 = f (p1x + q1y + r1)
C2 = f (p2x + q2y + r2)
C3 = f (p3x + q3y + r3)
C4 = f (p4x + q4y + r4)
The fixed nodes in fuzzy association layer compute the overall output as the summation of all
incoming signals using the normalized firing strength from layer 3:
z1 = w1 C1 + w2 C2 + w3 C3 + w4 C4
= (w1 C1 + w2 C2 + w3 C3 + w4 C4) / w1 + w2 + w3 + w4

z2 = w1 C1 + w2 C2 + w3 C3 + w4 C4
= (w1 C1 + w2 C2 + w3 C3 + w4 C4) / w1 + w2 + w3 + w4
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Figure 4.16: Two-input, two-output CANFIS architecture with four rules [12]
The neuro-fuzzy CANFIS system implemented in this research has been modified as a module in
the software package and its implementation details will be given in the next chapter.
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Chapter 5: Integrated Software Package
5.1

INTRODUCTION
In order to obtain the final classification results before development of the integrated software

package (ISP), several different steps were involved. The researcher had to run separate programs
(modules): the model parameter estimation program, sort its results to achieve the best estimated values,
and then run the CANFIS program based on the selected respiratory impedance model (augmented RIC
or extended RIC) to gain the final result. Considering the fact that human performance can be influenced
by many factors, any mistake in this step-by-step process potentially can cause a misclassification and
lead into wrong diagnosis.
The ISP described in this chapter is a user-friendly software package that accepts the IOS
measurements as inputs, and after processing all the related programs (modules), shows the diagnosis
results to the user.
Taking design and implementation principles of software development into consideration, in this
package the IOS-based model parameter estimation codes and the developed CANFIS codes were
converted to the components of an object-oriented design to seamlessly work together and build a robust
and reliable software package to classify the severity of asthma.
Software development is the set of activities that results in software products. It may include
research, new development, modification, reuse, re-engineering, maintenance, or any other activities that
result in software products. There are several models for such processes including variety of tasks or
activities that take place during the process.
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Figure 5.1: Major activities in software development process
The major steps in any software development methodology include problem analysis, design,
implementation, verification, and maintenance. Figure 5.1 shows the diagram of the major activities in
the software development process. In the following sections, the deployed methodology and its
implementation will be described.
5.2

ANALYSIS AND SYSTEM OVERVIEW
The important task in creating a software product is extracting the requirements or requirements

analysis. This phase involves understanding what the software is expected to process and produce and
what the different functionalities of the software are.
At the beginning of a software development process, drawing a flowchart diagram that shows
processes of the system and their order of connections is very useful. In Figure 5.2, the basic flowchart
of the developed ISP is shown.
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Figure 5.2: The basic flowchart diagram for the developed ISP
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As discussed in chapter 3, IOS provides the respiratory resistance and reactance in both
inspiration and expiration and also calculated the values of both inspiration and expiration phases. The
IOS software provides the resistance and reactance values in the frequency range of 3, 5, 10, 15, 20, 25
and 35 Hz. It also produces some other parameters such as resonant frequency (Fres) and reactance area
(AX). All these data and the personal information of the subject are saved in a file with .pdf format,
readable with adobe acrobat reader software. This file is considered as the input for the developed ISP to
extract the subject’s information.
Inside the ISP, the next step is to run one of the two current parameter estimation model
programs (modules) based on the user’s preferences through the ISP interactive user interface. In this
step, the user is able to overview the IOS data and decide on which test data and in what frequency
range the model should be run.
Then the ISP will call the proper component and run. The result of this step is a set of numbers
(model parameter estimates) including central airway resistance (R), peripheral (small) airway resistance
(Rp), airway inertance (I), peripheral (small) airway compliance (C p), and extrathoracic compliance (Ce
specifically for aRIC model). After this step, the ISP will call the relevant CANFIS module, which uses
selected IOS values as well as respiratory system’s model-based parameters (feature vector) as inputs
and automatically produces the classification results as outputs. The output appears in one of four
different categories including Asthma, small airway disease (SAD), mild SAD (mSAD) or normal. In
the next step, the classification results will be shown to the user and she/he can save the results of all
steps in a file for later retrieval purposes. Figure 5.3 shows the relations and parameter passing steps of
the classification process.
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Figure 5.3: The major relations between main parts of the diagnosis process
5.3

SOFTWARE DESIGN
Software design is a process of problem-solving for a software solution that involves converting

the informational and functional requirements of the system into unified design specifications. It would
later be used to script programs during the development phase. Design phase includes low-level
component and algorithm implementation issues as well as the architectural view.
Program designs are constructed in various ways. Using a top-down approach, designers first
identify and link major program components and interfaces, then expand design layouts as they identify
and link smaller subsystems and connections. Using a bottom-up approach, designers first identify and
link minor program components and interfaces, then expand design layouts as they identify and link
larger systems and connections. As the modules of this software were already developed (but needed to
be modified and integrated), a top-down approach was used in this research.
There are two main design methodologies which are function-oriented design and objectoriented design. A function-oriented design strategy relies on decomposing the system into a set of
interacting functions with a centralized system state shared by these functions. Functions may also
maintain local state information but only for the duration of their execution [34]. In this methodology,
data flows, graphical structure charts, and conditional statements and looping constructs are the main
tools to design a software system. In contrast, object-oriented design strategy focuses on data rather than
processes. It consists of classes and objects that each of them contains all the information needed to
manipulate its own data structure. An object contains encapsulated data and procedures grouped together
to represent its assistance. An object-oriented program can be considered as the interaction between the
objects of the system.
The main reason to define and develop object-oriented design methodology was the tendency to
consider data and behavior separately and encapsulate data and procedures of each object. In the objectoriented world, each object is capable of receiving messages, processing data, and sending messages to
other objects and can be viewed as an independent 'machine' with a distinct role or responsibility.
As described before, even though different modules (programs) included in this software
package depended on data from each other, but they were developed and used as stand-alone modules
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and worked independently from each other. To classify one subject’s IOS data, the user had to run the
software modules more than one time to check the different results. The evidence presented above
clearly translated into the suitability that an object-oriented design is more suitable for developing the
ISP for this research.
5.3.1 What is a Design Pattern?
A design pattern is a reusable, generic solution to common problems found while designing
software. It's not an algorithm to solve a specific instance of a problem, nor a piece of code or a
template. Design patterns are abstract paradigms that need to be applied in their own specific form to
each instance of the problem [35]. In most cases, they don't specify how the solution has to be
implemented; but typically they show relationships and interactions between objects.
Design patterns can speed up the development process by providing tested, proven development
paradigms. Effective software design requires considering issues that may not become visible until later
in the implementation.
5.3.2 Object-Oriented Design Patterns
The key purpose of design patterns is reuse of experience. According to [36], there are three
categories of object-oriented design patterns: creational, behavioral, and structural. Creational design
patterns concern the process of object creation. Behavioral design patterns characterize the ways in
which classes or objects interact and distribute responsibility. Patterns belonging to the structural
category deal with the composition of classes or objects.
It is useful to mention that based on object-oriented definitions, the terms ‘class’ and ‘object’
refer to different concepts. A class is an abstract definition for a set of entities that are similar in defining
their attributes. For example, ‘car’ is a class that generally describes an entity that has specific color,
doors, an engine, etc. and it can perform specific functionalities such as turning on or off or moving. An
‘object’ is an instance of a class. In this example, a 2007 blue four door Camry Toyota that belongs to
John Smith is one object derived from the general class of car. In this software, one of main and useful
structural patterns, adapter pattern, has been used.
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5.3.3 Adapter Design Pattern
This design pattern is useful when some components cannot work together because of their
incompatible interfaces. It occurs when a component offers compelling functionality that you would like
to reuse, but its structure is not compatible with the architecture of the system currently being developed.
Reuse has always been painful and elusive. One reason has been the tribulation of designing
something new, while reusing something old. There is always something not quite right between the old
and the new. It may be physical dimensions or misalignment. It may be timing or synchronization. It
may be unfortunate assumptions or competing standards.
The adapter pattern is adapting between different components. Like any adapter in the real
world, it is used to be an interface, a bridge between two objects. In real world we have adapters for
power supplies, adapters for camera memory cards, and so on. Probably everyone has seen some
adapters for memory cards. If you cannot plug in the camera memory card in your laptop, you can use
an adapter.
In a software program, when the developer has a component expecting a specific type of input,
and also has another component offering the same features, but exposing a different interface, he will
not implement one of them again. With an adapter, the interfacing layer between two components can be
created.
As an example, in Figure 5.4 the adapter object (an instance of adapter class) inherits the target
interface that the end-user expects to see, while it holds an instance the adaptee. When the user calls the
request() method on its target object (the adapter), the request is translated into the corresponding
specific request on the adaptee.
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Figure 5.4: An example of an adapter design pattern with other components of a system
5.4

SOFTWARE COMPONENTS
The major component (module) in the IPS is the ‘LugNet’ component that is the implementation

of the adapter design pattern and manages all the relations between classes and components inside the
software. Other major components in this package are the parameter estimation components for
respiratory impedance and the neuro-fuzzy classifier components (CANFIS). These components have
been implemented in different programming languages. The codes of parameter estimation models (for
both eRIC and aRIC models) are in MATLAB, while the codes of CANFIS models are in C++. Other
main components used in the developed ISP is the Krypton toolkit which is a set of free user interface
controls that allow the developer to quickly create professional looking applications.
5.4.1 Parameter Estimation Component
IOS measures airways resistance and reactance of the subjects at six different frequencies
(chapter 3). A nonlinear least squares (LS) algorithm, which is a gradient-based method, can be applied
to the augmented RIC and extended RIC models to estimate their parameters because of the nonlinear
dependence of their impedance functions on the parameters. For simpler models such as RIC model, a
linear LS algorithm can be used.
Unlike the linear LS algorithm, the nonlinear LS algorithm may produce parameter estimates
corresponding to a local error minimum rather than a global minimum. In order to address this issue, a
procedure was used whereby each estimation run began with an initial guess, i.e., a parameter estimate
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vector produced by a random number generator that’s appropriately weighted. This was then repeated at
least 10 more times per model for each test data to find the parameters yielding the (globally) minimum
error.
The earlier version of the codes for eRIC and aRIC parameter estimation components used the
MATLAB optimization toolbox in order to implement the nonlinear least squares algorithm. MATLAB
optimization toolbox extends the MATLAB technical computing environment with tools and widely
used algorithms for standard and large-scale optimization. These algorithms solve constrained and
unconstrained continuous and discrete problems. The toolbox includes functions for linear
programming, quadratic programming, nonlinear optimization, nonlinear least squares, solution of
systems of nonlinear equations, multi-objective optimization, and binary integer programming.
MATLAB is well-known for its programming environment that provides fast and easy-to-use
tools to solve the problems with very high computing loads. For the current version of the ISP, it was
decided to improve upon the earlier MATLAB codes for eRIC and aRIC models and use them in the
package. MATLAB compiler allows us to build an executable or a shared library from a MATLAB
application or program. Executables and libraries created with the MATLAB compiler use a runtime
engine called the MATLAB compiler runtime (MCR) provided with MATLAB compiler for distribution
with applicants and can be deployed for free. In the developed ISP, the MATLAB codes were compiled
with MCR and used as dynamic link libraries (in .dll format) inside the software. It is important to
mention that any time later in this research, if there is a need to add or change the MATLAB codes for
model parameter estimation algorithms, it is easily possible with changing the MATLAB code,
recompiling it, and then replacing the new .dll file with the older version in the folder that the software
has been installed in.
The earlier version of the MATLAB code for eRIC and aRIC models could read the input data
for a particular subject from an excel file (with .csv format) and fill a matrix. Since the IOS output is in
.pdf format, the task of reading data from .pdf file and inserting its data into .csv file was the user’s
responsibility. In the developed integrated software package, a .pdf reader component has been modified
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in order to read the data directly from IOS file and pass it to MATLAB code. After running the eRIC or
aRIC component, the outputs are ready to be passed to CANFIS classifier component.
5.4.2 CANFIS Component
The coactive neuro-fuzzy inference system (CANFIS) is used as the reasoning mechanism of the
classification system, and the IOS as well as aRIC and eRIC model parameters were explored as feature
vectors with the expectation of obtaining an excellent performance with respect to the percentage of
correct classification during memorization and generalization [12].
Among the impedance values that IOS measures, only the difference between resistances R5 and
R15 (R5 – R15) also known as frequency-dependence of resistance and the reactance area (AX) were
selected as elements of the feature vector for the CANFIS classifier. The remaining elements of the
feature vector were the estimated parameters of the respiratory impedance model: central airway
resistance (R), airway inertance (I), peripheral (small) airway compliance (Cp), peripheral airway
resistance (Rp) and the ratio of the peripheral (small) airway resistance to compliance (Rp/C) for the
eRIC model and an additional extrathoracic compliance (C e specifically for the aRIC model). The
degrees of membership of these inputs form the data base of the classification system. The output of the
CANFIS classifies the severity of asthma in subjects as reflected in the mechanical attributes of the
peripheral airways into four groups as shown in table 5.1 [12].

Table 5.1: Different groups of asthma severity
Group

Inference

Group 1

Asthma

Group 2

Mild Small Airway Disease (mild SAD)

Group 3

Small Airway Disease (SAD)

Group 4

Normal (non-Asthmatic)
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The fuzzy rules which make up the rule base of the classification system are selected based on
the input variables of the CANFIS.
Two different CANFIS models were implemented using the C++ language to classify or
differentiate between the four groups of asthma severity. As explained above, the first CANFIS utilized
eight parameters of the IOS and aRIC respiratory model as elements of the input (feature) vectors, while
the other CANFIS used seven parameters of the IOS and eRIC respiratory model. The details of the
CANFIS programs were described in chapter 4 of this thesis.
In order to keep the end-user’s focus on the main purpose of using the developed software, the
software does not include the training phase of CANFIS and it only works with the trained network.
After running the CANFIS outside of the software and obtaining the converged consequence weights,
converged fuzzy weights, and momentum of the system, these data are added to a specific folder of the
software. An executable file of the implemented CANFIS, which has been set to classify (not train) the
input data, was added to the same folder of the software. This ability gives the flexibility to improve the
CANFIS program apart from the rest of the software any time in the future and just add the needed files
inside the software. In other words, the software works independently from the training algorithm of the
neuro-fuzzy component.
5.4.3 LugNet Component
The LugNet component is the main component in this software because it manages all the
interactions between the other components of the software. It can be considered as the implementation
of the adapter design pattern, which is defined as a component between other components to make them
communicate with each other regardless to their different interfaces.
This component includes the main classes of the software and calls the main methods to run
when the user interacts with the software via its interface.
This component was built with visual C# (pronounced C sharp) programming language
supported inside Microsoft Visual Studio 2008 which is an integrated development environment (IDE)
from Microsoft Company. C# is a modern programming language that promotes object-oriented
software development by offering syntactic constructs and semantic support for concepts that map
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directly to notions in object-oriented design. This is in contrast to C++, which supports procedural as
well as object-oriented and generic programming.
There are three major classes defined and used inside LugNet component, which is described in
the next section.
5.5

MAIN CLASSES OF ISP
There are three main classes in the developed ISP that have the format of .cs (format of C# files)

including PDFParser, Form, and DiagnosisProcess. Based on the class hierarchy, the Form class is the
parent of two other classes which are mainForm and resultForm. When the program starts to run, an
object of mainForm class is being generated to show all the control buttons and other controls on the
form to the user to interact with the program. After completing the settings by user, when he clicks on
one of the respiratory impedance models, a new form which is an object of ResultForm class will be
appear on the monitor with the diagnosis result and other detailed information about it. PDFParser is a
class with all attributes and methods necessary to convert a .pdf file to text. Every time that a new .pdf
file is selected to be processed, one object of this class is being created to build a specific data structure
with the information inside the .pdf file. DiagnosisProcess is a class that contains methods and functions
for calling the different components to start the diagnosis process step-by-step.
A data flow diagram of the developed ISP is shown in Figure 5.5.

Figure 5.5: Data flow diagram inside the integrated software package
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In Appendix A, a brief summary of source code, assemblies of ISP, designed classes, and
software’s pre-requirements are presented. In additional, appendix B and C show the relationship
between assemblies of software and relationship between classes of software respectively.
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Chapter 6: Results and Discussion
6.1

INTRODUCTION
This chapter details the user interface interactions between the end user of the software package

and the system. The designed ISP is capable of distinguishing between the different severities of the
asthma. It is developed with flexibility in mind to enable us make future changes in each of its main
components with ease and allow us to add new diagnostic features derived from other respiratory system
models and IOS parameters to expand respiratory disease classes and optimize performance of the
package.
The programming language to develop this software is visual C#. Visual C# is Microsoft's
implementation of the C# language. It targets the .NET Framework, along with the language services
that allows the Visual Studio IDE support C# projects. While the language services are a part of Visual
Studio, the compiler is available separately as a part of the .NET Framework. The Visual C# 2008
compiler supports version 3.0 of the C# language specifications. Visual C# supports the Visual Studio
Class designer, Forms designer, and Data designer among others.
The Microsoft .NET Framework is a software framework that can be installed on computers
running Microsoft Windows operating systems. It includes a large library of coded solutions to common
programming problems and a virtual machine that manages the execution of programs written
specifically for the framework. The .NET Framework is a Microsoft offering and is intended to be used
by most new applications created for the Windows platform. Because interaction between new and older
applications is commonly required, the .NET Framework provides means to access functionality that is
implemented in programs that execute outside the .NET environment.
In this chapter, the procedure of using the ISP will be explained from the beginning of
installation to demonstrating the final results.
6.2

INSTALLATION
In Visual Studio 2008 that this software has been developed with, there is a feature to build an

installation file after debugging and compiling the program. It can be done by setting the solution

75

configuration to ‘release’ instead of ‘debug’. As shown with an arrow in Figure 6.1, this setting should
occur during the implementation phase.

Figure 6.1: The Visual Studio Environment for Programming in C# language
When debugging the program is finished and no errors are found in the code, a folder named
‘Setup’ is created in the main folder of the project. This folder contains all the essential files and shared
libraries and components that the program needs in order to run on another computer that may or may
not have visual studio program and .NET framework. During the implementation phase, the developer
can select the side components supported by visual studio 2008 as the prerequisites of installing the
program such as .NET framework or windows installer.
Then developer just needs to copy and paste the ‘Setup’ folder on a target computer and run the
setup.exe file in this folder. The installer will search for the necessary files and components on the target
PC and if it doesn’t find them, it will install them before installing the software. After confirming the
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path and directory of the software with the user, the software package will be installed. After
installation, ‘UTEP Lug Net’ program can be found in the startup window, under programs directory.
6.3

THE FORMAT OF SYSTEM’S INPUT
With opening the ‘UTEP Lug Net’ program, a Microsoft window similar to Figure 6.2 will

appear on the screen. This window is a created object of mainForm class described in the previous
chapter. In each running time, one object of this class is created to interact with the end-user.

Figure 6.2: The first appearance of integrated software package after installation
In order to start diagnosis, the user should click on the ‘Start New Diagnosis’ button on this
window. This button calls method of this event that opens a dialogue window to ask the user to select an
input file. Figure 6.3 presents how this dialogue window will be shown to the user.
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Figure 6.3: The dialogue window to ask the user to insert an input file
The input file as discussed before should be one of the IOS output files in .pdf format. Each IOS
.pfd file contains the information and measured data for a subject. In appendix D, a sample IOS file is
given.
If the user selects an improper file that does not contain IOS data, the program will show an error
message. After a proper file is selected, the subject’s personal information and the measured IOS data
for every time that a test has been taken will appear in the window.
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Figure 6.4: Personal information and IOS data of the subject whose IOS file has been used as system’s
input
As an example shown in Figure 6.4, there are four sets of IOS test data for the subject named
Kimberly Turner, with the given personal information presented in left column of the window. With the
scroll bar next to the right column, the user can scroll up and down to observe the values of resistance
(R) and reactance (X) of the subject’s respiratory system stored in different frequencies.
6.4

SETTING USER PREFERENCES
The buttons under the information columns in the main window shown in Figure 6.4 give full

control to the user to select his preferred model and test data for this subject. The ‘Data Set’ option
provides the ability of choosing the inspiration or the average data values to run a test. As shown in
Figure 6.5, ‘Frequency Range’ selects the specific range of frequency in which the user wants to test the
selected data set.
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Figure 6.5: The range of frequencies that user can choose to run a test
The next option lists all different IOS data sets that the user can choose to feed to the respiratory
models. The user can also select several data sets. The program computes the average values of the
selected data sets and runs the models with the average values. After all these settings have been done,
the last setting in this window is choosing one of the models by clicking on one of ‘Process using eRIC’
or ‘Process using aRIC’ buttons.
6.5

DIAGNOSIS PROCESS
With choosing the processing method of IOS data for model (eRIC or aRIC) parameter

estimation, the software will direct the user to the next window, which is an object of the resultForm
class.
Note that with the same input data, the user can select completely different preferences and run
the software separately and independently from the previous preferences. It means that the software
allows the user to observe different results of the diagnostic process by selecting different respiratory
impedance models and different frequency ranges at the same time. As the design and implementation
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are completely based on object-oriented principles, running the system with the same input file but
different user preferences do not have any conflict with each other and they work independently. The
power of object-oriented methodology can be realized in this aspect of the implemented ISP.
6.6

THE OUTPUT RESULT OF THE ISP
Figure 6.6 shows an example of running the software for a subject who has been diagnosed

‘normal’. In the left side of this window, the user can browse all the information extracted from the IOS
data file, the details of his selected references for processing the data and the results of each step of
processing phase inside the program.

Figure 6.6: An example of the output result of the integrated software package
The different parts of the ‘diagnosis and processed data’ are:
Personal Information: includes the first name, last name, identification number (during the IOS
test), date of birth, sex, weight and height of the subject.
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PDF data: includes all measured IOS values for resistance (R) and reactance (X) at different
frequencies, and the value of AX.
User Preferences: shows the user’s selected set of IOS data fed to the respiratory system model.
It also shows user’s selected frequency range, the inspiration phase or the average amounts of measured
values, and the selected respiratory system model (i.e. eRIC or aRIC).
MATLAB Input: shows the values that have been passed to MATLAB component after reading
the IOS data into a proper data structure inside the software.
Diagnosis Input File (Feature Vector): shows the computed values of R5-R15, AX, R, Rp, I, Cp,
Ce (just for aRIC model), and Rp/ Cp.
Diagnosis Result: shows the diagnosis result after running the proper CANFIS program on the
input data set. It will be asthma, mild SAD, SAD or normal.
On the right column of the result window, a proper picture is shown to the user that shows the
classification result in a graphical way. When the subject is normal (as shown in Figure 6.6), the picture
is clear with green spots on specific areas of lungs. The green color becomes yellow, orange and red if
the patient is diagnosed by mSAD, SAD or asthma respectively.
Under this picture, there is a control button named ‘Save Data’ that gives the user the ability to
save all the detailed data and results of each processing step in an Excel file for future use.
The user can leave this window open and go back to main window of the program to perform a
new classification on the same subject’s input file. With changing the settings in this window and then
clicking on one of the models, the software will start a new thread with the same input file and run the
program again. The result of this run will be shown in a new resultForm window and the user is able to
compare the results of different preferences on the same data at this point and also save the results in
another Excel file.
6.7

VERIFICATION OF THE RESULTS
As discussed in chapter 5, the software development process is not fully accomplished with

implementation alone. Testing and verification phase is an essential phase in any software development
process.
82

For this purpose, the developed software has been tested on different data sets in different
phases of its performance as listed below:
Test 1: The first verification step was comparing the IOS data in the input pdf file with the
extracted data after the instance of PDFReader class ran its specific method to convert the data. In this
part of the test process, there were no errors and both data sets were completely the same.
Test 2: The next step was running both eRIC and aRIC parameter estimation models over
different frequency ranges (with five and six input frequencies) with both inspiration data and average
data. In this step, 20 different testing combinations were fed into the software to check the accuracy of
software’s results. The data patterns tested with six frequency values could be verified against previous
results obtained by the research team. This test provided further verification for correct input and output
data sets after running the parameter estimation models in MATLAB.
In this test, the eRIC and aRIC parameter estimation models were also fed with respiratory
impedance data at five frequencies (5, 10, 15, 20, 25 Hz and 3, 5, 10, 15, 20 Hz). Our expert clinician
then verified that the parameter estimates calculated based on IOS values at these frequencies produced
values in the expected range of the diagnosed category.
Test 3: In this step the accuracy of results after running CANFIS programs inside the software
package were evaluated. Since the training data set and the CNAFIS programs were not modified from
the previous work reported by our research team [12], the result of each IOS test pattern was verified by
comparing it with the classification result of CANFIS program outside the new developed software.
The classification performance investigation was launched with 50 different processing data
patterns in this step. The diagnostic (classification) accuracy of CANFIS was 100% compared to the
gold standard (expert diagnosis).
Three test steps outlined above demonstrate that the developed integrated software package is
highly reliable and robust tool and could be used in our research lab and others to support and facilitate
the process of IOS data analysis and classification of small airway dysfunction in asthmatic children.
This package has the potential to be expanded to include adult IOS data analysis and could therefore be
deployed to address the classification of different pulmonary conditions.
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6.8

DISCUSSION
There were two major issues in the process of the integrated software package development that

the developer considered building the system based on them. The first and main issue can be referred to
as encapsulation. The system had to be developed in a way that each component could function
completely independent of the rest of the components and allow seamless communication
(compatibility) between the components through passing parameters between them.
Other consideration about encapsulation of components was the accuracy of their implemented
code. They were assumed to work correctly and without any errors outside of the software and then
combined into the integrated software later. As this research is currently evolving and there would be
further improvements and additions to the modules and the codes of each component in the future, the
software has been designed in a modular fashion, independent and separate from all kinds of changes
that may happen to the components. Any changes in the respiratory impedance models or CANFIS
programs should be tested and verified outside of the software. The developer in the maintenance step of
the software development process should build a shared library or executable file of the changed
component and then replace it with the current version inside the software package in the specific
directory of the package.
The other main issue in development of the integrated software package was considering adding
new components (respiratory models and a more comprehensive and sophisticated neuro-fuzzy
classifier) into the system in the future. For this purpose, two main functions have been implemented in
the software that can be easily updated to call the related components for the new classification method
and add the related control buttons in the interface class (mainForm). For example, if the research team
decides to add optimized versions of the eRIC and aRIC or the Mead model (discussed in chapter 3) to
the diagnosis package in the future, their corresponding parameter estimation MATLAB programs
should be implemented and tested outside of the package first. Then a library file (with .dll format)
should be created from it inside the MATLAB software, and that file should be added to the package
with calling the function ‘DllImport’. In a similar way, the C++ CANFIS code for this method should be
implemented and tested outside of the package and its executable version with all required files for it
should be added to a folder specific for this method.
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Chapter 7: Conclusions and future Enhancements
7.1

SUMMARY OF RESULTS
The aim of this research was to develop and test an integrated software package based on the

object-oriented methodology to classify the severities of small airway impairment such as asthma by
using previously developed computer programs in the biomedical engineering laboratory of the
University of Texas at El Paso.
IOS is a model-based pulmonary function test. Therefore, IOS data were used to estimate the
capacitive, resistive and inertive elements of the central and peripheral airways in the human respiratory
impedance by using equivalent electrical circuit models (extended RIC and augmented RIC models) and
well-established parameter estimation algorithms. Based on insightful advice from the expert
clinician/pulmonologist in the research team, the IOS and model parameters were classified in four
categories including asthma (A), small airway disease (SAD), mild small airway disease (mSAD) and
normal (N). The two CANFIS modules were trained by using IOS data and parameter estimates of the
eRIC and aRIC models.
The described components constitute the essential parts of an integrated software package, which
was developed in C# programming language to provide a user-friendly, reliable, efficient and flexible
research tool to support future projects in pulmonary physiology and medicine in the UTEP biomedical
engineering research laboratory.
The testing phase of software development process in this project included examination and
assessment of the functionalities of each subsystem and thorough evaluation of the functionality and
results of the whole system.
7.2

CONCLUSIONS
The object-oriented structure of the developed ISP provides a firm and easy-to-use platform for

both clinicians and software developers who are interested in investigating the utility of human
respiratory system models and automatic pattern classification of IOS data. The following list is some of
the important conclusions that could be drawn from the results of the developed ISP:
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1- The human respiratory system models and their parameter estimations could be improved
and replaced with newer versions at any time in the future.
2- The current CANFIS models could be replaced with improved versions inside the ISP. It is
important to mention that our research team is generating new IOS training data sets related
to other pulmonary disorders. Therefore, our expanded CANFIS classifiers would classify
more classes of pulmonary disorders with acceptable clinical accuracy, sensitivity and
specificity than now.
3- The ISP of this research is able to merge any new component (respiratory impedance model)
prepared by any common programming language such as MATLAB or C++. An executable
or shared library file is needed to be created from the code of the new model and it can be
added inside the package easily. This ability originates from the firm encapsulation aspects of
the developed software package.
4- Running MATLAB components inside C# program takes more time especially with six
frequencies. As the software has been developed for evaluating one subject’s data after
training phase, the longer runtime is a minor problem.
5- The software package has been tested on several computers and laptops with both Windows
XP and Windows Vista operating systems and it works perfectly, without any errors and
bugs on these operating systems. Running the software on other operating systems such as
Linux needs major changes in the code and has not been experienced yet.
6- For developing the graphical user interface of the software package, the Krypton toolkit
which is a set of free user interface controls has been used instead of the .NET features
because of more professional look of its interface designs.
7.3

FUTURE ENHANCEMENTS
The designed, developed and well-tested ISP serves as a valuable and user-friendly research tool

to support the investigations or our research team in biomedical engineering, pulmonary physiology and
medicine. In addition to the very important goal of improving the current components and modules
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inside the existing software, there are some major works that our research team desires to accomplish in
the future.
The weights of the links in a neural network are more accurate when it is trained with more data
patterns in the training phase. Based on this theory, one of the next primary missions is testing the ISP
with more training data patterns in order to improve its classification performance. The current training
data patterns are recorded from 112 children with different asthma severity problems between the ages
of 5 and 17 in El Paso Texas [12]. A new set of IOS data acquired from Swedish normal children and
adolescents will be used in the near future to retrain the neuro-fuzzy classifier in the ISP and improve its
classification performance.
The research team plans expand the functionality of the developed ISP with more data patterns
acquired from different age groups. It is also of interest to test the system with data patterns acquired
from subjects with different ethnicities living in different geographical regions.
Other major future work for our research team is model-based, neuro-fuzzy classification of
other pulmonary system diseases to assist with their more sensitive, specific and accurate diagnosis. For
example, impulse oscillometeric evaluation of respiratory function in fire fighters, first responders,
military personnel, factory workers, school children, smokers and non-smokers would be of great
interest to our research team. As mentioned before, it is also intended to investigate and implement more
respiratory impedance models inside the existing package.
The ISP can also be an excellent tool for medical researchers to investigate the causes of the
airway obstructions in different respiratory ailments.
The graphical user interface is another part of this software development process that the
developers want to improve to display the anatomical locations of the classification results in a three
dimensional way.
Some of the desired future directions would be development of a long-term investigation
program into quantitative screening, diagnosis, monitoring and classification of respiratory diseases in
the US-Mexican border region. Generation, documentation and annotation of a large database on
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different respiratory diseases to improve the quality of respiratory health care in the region and promote
community-based health awareness programs are at the core of our research team research mission.
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Appendixes
APPENDIX A. A brief documentation of the designed Integrated Software Package
1.

SOURCE CODE
The source code is a Visual Studio solution containing two projects:
-

UTEPLugNET: A winform program. While compiled, it produces LugNet.exe as the output.

-

Setup: It is a setup project that produces and installer for the software.

Classes in the winform program are contained in two folders (‘UI’ and ‘Processing’) according
to their namespace. Images are in a folder with the same name and all external assemblies and references
are put in the folder named ‘References’ inside the root directory of this program. To update any of
these assemblies and files, you must copy the new versions in this folder. You may need to copy some
of these files (images, data files and C++ executalbles) into the ‘bin/Release’ subdirectory, if you want
to test the program without reinstallation.
The final output of the program is the diagnosis made by C++ program. This data is interpreted
using certain words or phrases in the output text file. These representative phrases are configurable
through the configuration file. Using the configuration variables provided, you can distinguish up to 5
categories using corresponding pattern in the output file. Output0 is for not classified data, output 1 for
Asthma, output 2 for Small Airway Disease (SAD), output 3 for mild SAD, and output4 for Normal. An
appropriate message will be shown to user accordingly (Message0 – Message4).
2.

ASSEMBLIES
These executables and assemblies work together in this software:
-

UTEPLugNet: the main executable of the software which consists of the GUI, I/O operations
and data processing of the pdf input and output of the MATLAB program; and doing so,
integrates the separate parts of the program.

-

aRICNET.dll/eRICNET.dll: these assemblies are the output of .NET compilation of the
MATLAB program. They work as an object-oriented wrapper (façade) for interation between
.NET and MATLAB, through a class named aRICNETclass/eRICNETclass. To call the
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MATLAB procedures, an instance of these classes is created and its method
aRIC_main/eRIC_main is called in the C# code. The actual code in the program is:
if (mode == ProcessMode.eRIC)
{
eRICNet.eRICNetclass eric = new eRICNet.eRICNetclass();
eric.eRIC_main();
}
else
{
aRICNET.aRICNETclass aric = new aRICNET.aRICNETclass();
aric.aRIC_main();
}

-

NF1_aRIC.exe/NF1_eRIC.exe: These executables are the C++ codes of the aRIC/eRIC
method and are compiled independently. They are executed directly using Process.Run
command in C#. Minor modifications in the original codes of these programs are made
before compilations that prevent them to get any input from users. These modifications are
commented in the source files NF1_aRIC.cpp.NF1_eRIC.cpp.

-

MWArray.dll: It is a prerequisite class library that is necessary for calling MATLAB
functions in a .NET program.

-

ComponentFactory.Krypton.Toolkit.dll: User interface of the program is designed using
Krypton library, included in this assembly.

- iTexSharp.dll and SharpZipLib.dll: These assemblies are referenced during extraction of text
data out of the pdf input.
3.

CLASSES
The most important assembly introduced in the previous section is LugNET.exe, which will be

undermined in this section. Classes contained in this assembly are categorized in two namespaces
UTEP.LugNET.UI and UTEP.LugNET.Processing, each containing user interface and business-logic
layers of the software respectively, as their name suggest. All fields, properties and methods of these
classes are documented in the source code.
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UTEP.LugNET.UI: There are three user interface classes in this namespace:
-

MainForm: this is the form shown after running the program. It contains the necessary GUI
controls to load the input file, show the contents and get the user preferences.

-

ResultForm: after clicking the process buttons in the previous form, the result of diagnosis
and full preview of data generated in the steps of program, is shown in this form. User can
decide to save these data.

-

WaitMessageBox: When running relatively time-consuming processes, it is recommended to
show a message box to let the user know that he/she must wait until the process is done. This
form acts as such a message box, by getting a thread and showing a wait message during its
progress and closing after it is done.

UTEP.LugNET.Processing: It contains processing methods and classes.
-

DiagnosisProcess: This class is the engine of business-logic layer. It provides various
methods to perform different task during diagnosis procedure. All user-interface classes are
dependent these classes to process data. Some tasks, such as MATLAB and C++ programs,
are not actually performed using this class and they are handed over other classes to be
actually performed.

-

ProcessMode: This is a simple enumeration which determines the mode of diagnosis
procedure: eRIC and aRIC.

-

ProcessStatus: Another enumeration which tells the step to which the diagnosis process is
preceded. This enumeration defines different values for pdf data reading, preparing input
files, reading output files and running MATLAB and C++ programs.

-

PDFParser: Input data for this program is fed as a pdf file. To extract the actual data out of
this file, this class reads the file out and converts the whole document into a single character
string. Then numeric data is fetched from this string by ProcessStatus class.

-

PDFDataRow: Data in the pdf file is tabular and every instance of this class represents a
single row of it.

-

PdfRowType: This enumeration shows the different kind of rows in pdf data table, according
to the header column, consisting: A, X, Ain, Xin, Rin and Ain.
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-

MatlabOutRow: Another tabular data in the program is the output of the MATLAB program.
To handle this kind of data, MatlabOutRow is defined.

4.

RUNTIME ENVIRONMENT
To run this program you need these prerequisites:
-

Microsoft .NET Framework 2.0 or higher

-

MATLAB Component Runtime 7.6
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APPENDIX B. Independence relationship between assemblies of ISP

«library»
aRICNET

«library»
eRICNET

«library»
ComponentFactory.Krypton.Toolkit

«library»
MWArray

«executable»
LugNET

«library»
SharpLibZip

«library»
iTextSharp

«executable»
NF1_aRIC
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«executable»
NF1_eRIC

APPENDIX C. Attributes and methods of main classes in ISP
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APPENDIX D. Sample IOS file
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