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We show that the dynamics of a driven quantum system weakly coupled to the environment can
exhibit two distinct regimes. While the relaxation basis is usually determined by the system+drive
Hamiltonian (system-governed dynamics), we find that under certain conditions it is determined
by specific features of the environment, such as, the form of the coupling operator (environment-
governed dynamics). We provide an effective coupling parameter describing the transition between
the two regimes and discuss how to observe the transition in a superconducting charge pump.
Introduction. Understanding how quantum systems in-
teract with the environment [1] is of paramount impor-
tance in quantum information science. While unveiling
how the classical world emerges from the quantum one
[2], it can also lead to a better protection against deco-
herence effects on the way towards the realization of a
quantum computer [3].
A standard approach to the dynamics of open quantum
systems boils the problem down to the measurement of
decoherence rates, distinguishing between coherence loss,
or dephasing, and relaxation. While this approach has
successfully described a variety of quantum systems, it
only offers a limited insight into the dynamics of deco-
herence. A promising line of work developed in the last
decade exploits the possibility of coupling the system to
an engineered reservoir [4–12].
As new and more accurate ways are found of har-
nessing the dynamic evolution of quantum systems, it
becomes increasingly important to understand how the
interaction with the environment is affected by a time-
dependent modulation of the system parameters. Indeed,
the study of dissipation in driven quantum systems is a
long-established topic [13] that keeps finding new appli-
cations to quantum pumping [14–16], quantum computa-
tion [17, 18] and possibly even biological systems [19, 20].
In this Letter, we consider a periodically driven quan-
tum system in the presence of a weakly coupled envi-
ronment. We show that under certain conditions deco-
herence takes place in a preferred basis determined by
specific features of the environment, such as, the type
of noise, rather than of the system. We label this un-
usual regime as environment-governed dynamics (EGD),
as opposed to the more familiar system-governed dynam-
ics (SGD). We introduce an effective coupling parameter
that presides over the transition between SGD and EGD.
This parameter can be tuned by changing the properties
of the drive. Our analysis is general and applies to opti-
cal and solid-state systems alike. As a relevant example,
we propose to observe the transition in a superconduct-
ing charge pump [21, 22]. In this system the transition is
controlled by an accessible experimental parameter and
can be explored by measuring the pumped charge.
Floquet-Born-Markov master equation. We consider
a quantum system whose unitary evolution is governed
by a periodic Hamiltonian H, so that H(t) = H(t + τ),
where τ is the period. According to Floquet theorem, the
Schrödinger equation admits solutions (Floquet states)
of the form |Ψα(t)〉 = e−iαt/~|ϕα(t)〉 , where the Flo-
quet mode |ϕα(t)〉 satisfies |ϕα(t+ τ)〉 = |ϕα(t)〉 and
α is its corresponding quasienergy. Quasienergies and
their associated modes are defined up to the transla-
tion α → α + ~Ω, where Ω = 2pi/τ . As such, all
quasienergies can be mapped into the first Brillouin zone
[− 12~Ω, 12~Ω]. The Hamiltonian describing the system
and its environment is given by Htot = H(t)+HE+HSE ,
whereHE describes the environmental degrees of freedom
and HSE is the interaction term, that we assume of the
formHSE = g A⊗E, where g is an adimensional coupling
constant and A and E are operators acting in the Hilbert
space of the system and the environment, respectively.
The general procedure for deriving the master equa-
tion (ME) in the Floquet basis and in the Born-Markov
approximation is outlined in Refs. 13, 23. The result-
ing superoperator describing the time evolution of the
density matrix is expressed a series of time-independent
coefficients multiplied by phase factors of the form
ei∆α,β,k−i∆γ,δ,k′ , with ∆α,β,k = α − β + kΩ. Starting
from the general expression, we then perform a partial
secular approximation (PSA). This amounts to neglect-
ing all terms with k 6= k′ while keeping those with k = k′
also when α 6= β . A residual time dependence due to
terms oscillating like ei(α−β)t disappears when passing
from the basis of Floquet states to that of Floquet modes.
Our result, written in the basis of Floquet modes and in
the Schrödinger picture, reads:
ρ˙αβ = −i(α − β)ραβ +
∑
γ,δ
ργ,δRα,β,γ,δ (1)
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2where
Rα,β,γ,δ = Γ+α,γ,β,δ + Γ−α,γ,β,δ
−δδ,β
∑
µ
Γ+µ,γ,µ,α − δγ,α
∑
µ
Γ−µ,β,µ,δ (2)
and
Γ+α,β,γ,δ =
∑
k
S(∆α,β,k)Xα,β,k (Xγ,δ,k)∗ , (3a)
Γ−α,β,γ,δ =
∑
k
S(∆γ,δ,k)Xα,β,k (Xγ,δ,k)∗ . (3b)
We have introduced the following quantities:
S(ω) = θ(ω)J(ω)nth(ω) + θ(−ω)J(−ω) [1 + nth(−ω)] ,
∆αβk = α − β + kΩ ,
Xαβk =
∫ τ
0
dte−ikΩt 〈ϕα|A|ϕβ〉 ,
where θ(ω) is the Heaviside function, J(ω) the spectral
density of the bath and nth(ω) is the Bose-Einstein dis-
tribution.
A few remarks are in order. First, (1) cannot be cast
into a Pauli ME [24], i.e., the equations for the diagonal
and off-diagonal terms are still coupled. This is due to
the fact that we performed a PSA instead of a full secular
approximation; we expect the additional terms to become
important close to degeneracies in the Floquet spectrum
[25, 26]. The PSA itself is justified provided the drive
period is much faster than the decoherence time. This
may not be true in the adiabatic limit, where other terms
should instead be retained [27]. We have numerically
checked the validity of the PSA in the present case by in-
cluding more oscillating terms in the ME and comparing
the results; the agreement is excellent.
Equation (1) is formally akin to that of an undriven
system, with quasienergies playing the role of ordinary
eigenenergies and effective rates given by (3). The pres-
ence of a drive manifests itself in the sum over k in (3),
allowing the system to exchange energy with the environ-
ment in any of the amounts ∆α,β,k. The magnitude of
this exchange is determined by the noise matrix elements
Xα,β,k, telling whether the Floquet modes possess those
energies and to what extent the coupling operator A al-
lows the energy transfer to take place. Note that while
each individual term in the sums (3) satisfies the detailed
balance, the overall rates Γ± in general do not.
Environment-governed dynamics. Equation (1) sug-
gests that the dynamics of the coherences is determined
by a competition between two terms. Let us now focus
our attention on two states, α and β. For α 6= β, the
first term in (1) is the Floquet energy gap E = α − β ,
stemming from the nondissipative dynamics of the driven
quantum system. The second term describes the effect
of dissipation. For sufficiently small values of E , that
is, close to a degeneracy in the Floquet spectrum, the
dissipative term can dominate in (1). As a result, the
dynamics of states α, β is strongly affected by the envi-
ronment even if the system and the environment are only
weakly coupled, i.e., g  1. This is due to the presence
of a nearly resonant driving field introducing an energy
scale, the Floquet gap, that can be much smaller than
those of the undriven system.
Let us now estimate the magnitude of the rates Γ± in
(3). We consider an Ohmic environment, whose spectral
density is given by J(ω) = aωfc(ω/ωc), where a is a
dimensionless constant, fc a cutoff function and ωc the
cutoff frequency. In the limit Ω  ωc our results are
independent of ωc and the explicit form of fc. As the
sum in (3) runs over k, we may expect the dominant
contributions to come from high-frequency modes (large
k) such that Xαβk does not vanish and kΩ < ωc. These
contributions are of order g2(E + kΩ) ≈ kg2Ω.
We define an effective coupling parameter as
χ = g2Ω/E . (5)
If χ  1 we are in the SGD regime. This corresponds
to a decoherence time much longer than the period of
Rabi oscillations between Floquet modes. By contrast,
when χ & 1 we enter the EGD regime. This regime is
realized close to a (quasi)degeneracy of the Floquet spec-
trum, where Rabi oscillations between Floquet modes are
slower than the decoherence time. We remark that the
coupling parameter χ is controlled by the Floquet gap E ,
which can be tuned by changing the drive parameters.
To appreciate the key role played by the drive, we ob-
serve that an undriven system with an arbitrarily small
energy gap cannot exhibit EGD. This is due to the fact
that for any Ohmic and super-Ohmic environment the
transition rates vanish for a vanishing energy gap.
SGD to EGD transition. As the foregoing discussion
highlights, a transition between SGD and EGD is to be
expected every time (i) a degeneracy or quasidegener-
acy is encountered in the Floquet spectrum, and (ii) the
noise operator actively couples the Floquet states. These
conditions are quite general and may be found in a va-
riety of systems; even a simple quantum bit driven by
a monochromatic drive can exhibit EGD. Furthermore,
environments with a more structured density of states,
such as those found in cavity quantum electrodynamics
architectures, may offer additional insight into the EGD
regime.
We now provide an explicit example of SGD to EGD
transition in a driven two-level system. Using a pseu-
dospin formalism, we write the system Hamiltonian as
H(t) = ~σ · ~B(t), where ~σ = {σx, σy, σz} are the Pauli
operators and ~B(t) an effective magnetic field. We con-
sider a drive that modulates ~B along the loop shown in
Fig. 1(a). This drive is a realization of Landau-Zener-
Stückelberg interference [28] with geometric phases [29].
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FIG. 1: (Color online) A model driven two-level system. (a)
Due to the driving field, the tip of the effective magnetic field
~B draws a closed loop in pseudospin space. The explicit time
dependence of ~B can be obtained by that of the parameters
JL, JR and ng, provided in Fig. 3(b), with the help of the
expressions given in the text. The solid angle spanned by
~B is controlled by the angle ϕ, that we regard as a tunable
parameter. (b) Quasienergy spectrum as a function of ϕ. A
weakly avoided quasienergy crossing occurs at ϕc = −0.26.
Its geometric properties provide a convenient way of tai-
loring the Floquet spectrum. In particular, we study the
effects of varying the angle ϕ [see Fig. 1(a)], which de-
termines the solid angle spanned by ~B in the pseudospin
space during a drive period. In Fig. 1(b) we plot the
quasienergy spectrum of the system versus ϕ. The plot
is obtained by numerically solving the Schrödinger equa-
tion for the evolution operator generated by H. The
quasienergy gap E sharply decreases near ϕ = ϕc, where
a weakly avoided quasienergy crossing occurs. Close to
ϕc, we thus expect EGD to be attained.
We characterize the transition from SGD to EGD by
studying the quasistationary state approached by the
driven system in the presence of dissipation. For the
purpose of illustration, we consider a zero-temperature
environment. [36] We write the quasistationary density
matrix ρst as ρst = 1/2(1 +~n ·~Σ) where ~Σ is the vector of
Pauli operators in the Floquet-mode basis. In this way,
the residual coherence between Floquet states is associ-
ated to the quantity n⊥ =
√
n2x + n2y.
In Fig. 2(a) we plot nz (full line) and n⊥ (dashed line)
versus ϕ in a neighborhood of ϕc. We choose the noise
operator A = σz and g2 = 0.01. As ϕ approaches ϕc
from either side, we witness the transition from SGD to
EGD, signalled by a revival of the coherence between Flo-
quet states. This revival is the first distinctive feature of
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FIG. 2: (Color online) SGD to EGD transition. nz (full lines)
and n⊥ (dashed lines) versus ϕ for A = σz and g2 = 0.01 (a),
versus g2 for A = σz and ϕ = −0.24 (b), and versus α for
ϕ = −0.16 (black) and ϕ = −0.25 (red) and g2 = 0.1 (c).
EGD is attained is the highlighted regions of panels (a,b) and
everywhere in panel (c). The drive parameters are the same
as in Fig. 3.
EGD. We then fix ϕ to a value close to ϕc and change
χ by changing g2, to which χ is proportional. The re-
sults are presented in Fig. 2(b). For small values of g2,
the coherence between Floquet states is completely lost
(n⊥ = 0, SGD). For larger values of g2 (but still in the
weak-coupling regime), n⊥ takes a finite value (EGD).
Notice that as soon as either of the two limits is attained,
the steady-state populations do not depend on the exact
value of g2.
A second distinctive feature of EGD is that the re-
laxation basis becomes strongly dependent on the type
of noise. To demonstrate this, we introduce a family
of coupling operators A(α) = ασx + (1 − α)σz, where
α ∈ [0, 1] parametrizes the angle between the reference
basis of H and the noise operator. In Fig. 2(c) we then
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FIG. 3: Application to the Cooper-pair sluice. (a) Equivalent
circuit of the sluice. (b) Time dependence of JL, JR and ng
during a pumping cycle. (c) Pumped charge Qp versus ϕ for
selected values of g2. Relevant drive parameters are τ=1 ns,
EC=1 K, ∆ng = 0.2, Jmax = 0.1EC , Jmin = 10−3Jmax.
plot nz (solid lines) and n⊥ (dashed lines) versus α for
two different values of ϕ. We set g2 = 0.1, a value ensur-
ing that the EGD limit is attained for both cases. Upon
changing α, ρst undergoes significant changes. This is in
stark contrast to what happens in SGD, where relaxation
always takes place in the same (Floquet) basis regardless
of the coupling operator.
As ρst is determined by a set of algebraic equations,
obtained by setting ρ˙αβ = 0 in (1), these features can be
analytically addressed. In the SGD limit, we obtain the
same results as predicted by a full secular approximation:
ρst11 = ρ11,SGD, where ρ11,SGD is a constant whose explicit
expression is found in literature [13, 15], and ρst12 = O(χ).
By contrast, in the EGD limit, ρst11 = ρ11,EGD and ρst12 =
ρ12,EGD + O(1/χ). The constants ρ11,SGD, ρ11,EGD and
ρ12,EGD are defined in [30].
Altogether, the results of Fig. 2 indicate that in the
EGD regime the environment is drastically influencing
the dynamics of the system. A measurement of nx,y,z
can thus disclose valuable information on both the type of
noise and the strength of system-environment coupling.
Observation in a superconducting charge pump. We
now discuss how to observe the transition in a supercon-
ducting charge pump, the Cooper-pair sluice [21, 22, 31].
The sluice, shown schematically in Fig. 3(a), consists of a
single superconducting island, coupled to superconduct-
ing leads via two superconducting quantum interference
devices (SQUIDs). The SQUIDs are operated as Joseph-
son junctions of tunable energies JL,R(t). A gate elec-
trode capacitively coupled to the island provides a third
control parameter by inducing a polarization charge ng(t)
in units of 2e. The device is operated under a constant
superconducting phase bias ϕS . In the charging regime
EC  JL,R (EC is the charging energy of the island),
the dynamics can be reduced to the two lowest-energy
charge states |0〉 and |1〉 corresponding to zero and one
excess Cooper pairs on the island, respectively. The
system is then described by a pseudospin Hamiltonian
of the form discussed above, with effective field compo-
nents Bx(t) = 12J+(t) cos
ϕ
2 , By(t) =
1
2J−(t) sin
ϕ
2 , and
Bz(t) = EC [1/2− ng(t)], where J±(t) = JL(t) ± JR(t).
Pumping is achieved by steering the three parameters JL,
JR and ng in a periodic fashion, as shown in Fig. 3(b).
Starting from the given definitions, it can be shown
that the pumping cycle of the sluice is a realization of
the loop of Fig. 1(a), with ϕ = ϕS . The quasienergy
gap of the sluice can thus be tuned by changing the su-
perconducting phase bias while performing exactly the
same pulse sequence. This makes the sluice an excellent
candidate to verify our theoretical predictions through a
direct measurement of the pumped charge Qp [31, 32].
The main source of decoherence in the sluice is charge
noise, due to fluctuations in the gate voltage [7, 14]. We
describe it by putting A = σz, α = 1 and g = Cg/CΣ,
where Cg and CΣ are the gate-to-island capacitance and
total island capacitance, respectively.
In Fig. 3(c) we plot Qp as a function of ϕ for differ-
ent coupling strengths g2. For small values of g2, corre-
sponding to χ 1, Qp exhibits a dip around ϕc. The dip
appears in coincidence with the weakly avoided crossing
in the quasienergy spectrum [Fig. 1(b)], and stems from
the mixing of “adiabatic” Floquet states at the crossing
[15, 33]. As g2 is increased, an expanding neighborhood
of ϕc undergoes the transition to EGD, producing an in-
crease in Qp. Finally, for large enough values of g2 the
whole region of mixing is in the EGD regime, and the
dip has disappeared. The observation of a finite pumped
charge at the avoided quasienergy crossing requires quan-
tum coherence between Floquet states [37]; for this rea-
son, it should be regarded as a direct signature of EGD.
Conclusions. A driven quantum system interacting
with the environment exhibits a richer scenario than an
undriven one. This is due to the emergence of an energy
scale, the Floquet gap, that can compete with decoher-
ence rates in the vicinity of a quasienergy crossing. This
energy can be tuned by choosing the drive parameters.
We have identified two dynamical regimes and given an
effective coupling parameter governing the transition be-
tween the two. This transition manifests itself in the
quasistationary density matrix, in particular, in the re-
vival of coherences between Floquet states. Finally, we
have discussed how to observe the transition in a super-
conducting charge pump. A closely related system that
can be considered in a similar spirit is the driven Cooper-
pair box [34, 35].
While the SGD regime has been intensively studied,
the EGD regime is vastly unexplored. Due to its simplic-
5ity and applicability to a variety of different systems, the
present approach may emerge as a useful tool to study
system-environment interactions in open quantum sys-
tems.
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6Quasistationary solution for the master equation
Starting from Eq. (1) in the main text, we restrict ourselves to a two-level system and set ρ˙αβ = 0. We are not
here interested in the details of the solution but only in its scaling with respect to the quantities g, Ω and E .
We represent the quasistationary solution ρst as a vector of components (ρst11, ρst12, ρst21, ρst22). Using (1), the definitions
(2) and (3) and the symmetries of the rates (3), we find that ~ρst satisfies the following matrix equation:g2Ω

m n n∗ o
p q r s
p∗ r∗ q s∗
−m −n −n∗ −o
− iE

0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

 · ~ρst = 0 . (6)
where m, . . . , s are a set of dimensionless coefficients. We have factored out a factor g2Ω in the Redfield tensor (2) as
this is its expected scaling in the case we consider (Ohmic environment, Ω ωc).
For simplicity, let us assume that all coefficients in (6) are real (it turns out that this is often the case). The exact
solution is then given by:
ρst11 =
A
C
, ρst12 =
D
C
, (7)
with
A = (q − r)[o(q + r)− 2ns]g4Ω2 + oE2 ,
C = 2n(q − r)(p− s)g4Ω2 − (m− o)[(q2 − r2)g4Ω2 + E2)] ,
D = (ms− op)[(q − r)g2Ω + iE ]g2Ω .
In the SGD regime χ 1, A ≈ oE2, C ≈ (o−m)E2 and D ≈ i(ms− op)g2ΩE . An approximate solution is
ρst11 =
o
o−m ≡ ρ11,SGD , (8a)
ρst12 = i
op−ms
m− o
g2Ω
E = O (χ) , (8b)
The coherence ρst12 vanishes for infinitesimally weak coupling, indicating that the Floquet basis is the relaxation basis.
Furthermore, (8a) does not depend on the coupling strength. These result are the same as obtained with a full secular
approximation [13, 15].
In the EGD regime χ & 1, an approximate solution is:
ρst11 =
o(q + r)− 2ns
2n(p− s)− (m− o)(q + r) ≡ ρ11,EGD , (9a)
ρst12 =
ms− op
2n(p− s)− (m− o)(q + r)
(
1 + i
q − r
E
g2Ω
)
≡ ρ12,EGD + O
(
1
χ
)
. (9b)
The coherence ρst12 in general does not vanish; in the limit χ 1, it also approaches a constant value.
