Given a split extension W z G, where W is an arbitrary Coxeter group and G a group of automorphisms of the Coxeter graph of W , we determine all involutions in W z G whose centralizers are of finite index. Our result has applications to many problems such as the isomorphism problem for general Coxeter groups. In the course of the proof, some properties of certain special elements and of fixed-point subgroups of graph automorphisms in Coxeter groups which are of independent interest are given. 140 Koji Nuida 142 Koji Nuida 146 Koji Nuida are also Coxeter groups. The factorỸ Y I of N W ðW I Þ acts on W I Â W ? I as graph automorphisms, preserving the factor W I . The factor Y I of Z W ðW I Þ is torsion-free and is the kernel of the induced action ofỸ Y I on W I , and so Y I is normal and has finite index inỸ Y I since jW I j < y. 3.3.2 The results. Let f : W ! @ W 0 be a group isomorphism between two Coxeter
Introduction
Let ðW ; SÞ be an arbitrary Coxeter system, possibly of infinite rank, and G a group acting on W as group automorphisms. We assume that this action of G preserves the set S; namely, each element of G gives rise to an automorphism of the Coxeter graph of ðW ; SÞ. The subject of this paper is the almost central involutions in the semidirect product W z G corresponding to this action of G; that is, the involutions whose centralizers are of finite index in W z G. We determine all such involutions in W z G, and the subgroup generated by those involutions, in terms of the structure of the Coxeter system ðW ; SÞ and the action of G on W (Theorem 3.1). We shall see that this subgroup is the product of certain finite irreducible components of W , specified in terms of the action of G, and a subgroup of G. Note that this subgroup is determined just by the group structure of W z G, and so our result allows us to extract information on the Coxeter group W from the group structure of W z G. Moreover, if W z G admits another expression W 0 z G 0 of the same type, our result exhibits the relationship between the Coxeter groups W and W 0 (Theorem 3.2).
The main motivation of this research is to apply the result to the isomorphism problem for general Coxeter groups; that is, the problem of deciding which Coxeter groups are isomorphic as abstract groups. An important part of the isomorphism problem is to determine whether a given group isomorphism f : W ! W 0 between Coxeter groups maps the reflections in W onto those of W 0 . As summarized in Section 3.3, it is shown by a result in the author's preceding paper [15] that the centralizer of a reflection t in W as well as that of f ðtÞ in W 0 are semidirect products sat-isfying the hypothesis of our main theorem. Since the two centralizers are isomorphic via f , our main theorem yields properties of f ðtÞ from those of W and of t. In particular, f ðtÞ is a reflection in W 0 whenever W and t satisfy a certain condition which is independent of the choice of W 0 and f (Theorem 3.7). We will investigate when this condition is actually satisfied in a forthcoming paper [14] . Our argument works without any assumption on the finiteness of rank of W or W 0 , in contrast with most of the preceding results on the isomorphism problem which only cover the case of finite rank.
For other applications, our result implies that the product of all finite irreducible components of a Coxeter group W is independent of the choice of the generating set S of W (Example 3.3). On the other hand, regarding certain semidirect product decompositions of W into two Coxeter groups which arise from the partition of S into conjugacy classes, our result shows that, under a certain condition, the normal factor possesses no finite irreducible component (Example 3.6). See Section 3.2 for further examples.
This paper is organized as follows. Section 2 is an account of the basic facts, and further remarks on abstract groups and Coxeter groups. Section 3 summarizes the main result and its applications mentioned above. In Section 4, we recall the notion of essential elements in Coxeter groups introduced by Daan Krammer [11] , and summarize some properties studied by Krammer and by Luis Paris [18] . In Section 5, we give some results on the fixed-point subgroup of a Coxeter group by an automorphism of the Coxeter graph, together with earlier results of Robert Steinberg [20] , Bernhard Mü hlherr [12] and Masayuki Nanba [13] . Finally, Section 6 is devoted to the proof of the main theorem.
Preliminaries
2.1 On abstract groups. In this subsection, we fix notation for abstract groups, and give some definitions and facts. Let G be a group. We write H c G if H is a subgroup of G, and H p G if H is a normal subgroup of G. For a subset X J G, let hX i and hX i pG denote the subgroup and the normal subgroup, respectively, of G generated by X . For H c G and X J G put
so that Z G ðX Þ is the centralizer of X in G, and for g; y A G write y g ¼ g À1 yg and X g ¼ fx g j x A X g:
For H c G, put
the core of H in G; it is the unique largest normal subgroup of G contained in H. Lemma 2.1. Let G be a group.
(1) If H p G, then Z G ðHÞ p G.
(2) If X J G, then Z G ðhX i pG Þ ¼ Core G Z G ðX Þ.
Proof. The proof of (1) is straightforward. For (2) , the inclusion J follows from (1) since hX i J hX i pG , and so it su‰ces to show that H J Z G ðhX i pG Þ whenever H p G and H J Z G ðX Þ. Now we have X J Z G ðHÞ p G by (1), and so hX i pG J Z G ðHÞ, proving the claim.
Let ½G : H denote the index of a subgroup H c G in G. The next lemma summarizes some basic facts:
(3) If H 1 ; H 2 c G and ½G : H 2 < y, then the following are equivalent:
Proof. The only non-trivial part is the 'only if ' part. Let G ¼ F n i¼1 Hg i (where n ¼ ½G : H < y) be a coset decomposition. Then Core G H ¼ 7 n i¼1 H g i . Now for 1 c k c n, two subgroups H g k and H have the same (finite) index in G, and so the subgroup 7 k i¼1 H g i has finite index in 7 kÀ1 i¼1 H g i by Lemma 2.2 (2) . Now repeated use of Lemma 2.2 (1) yields the desired conclusion.
We say that an element g A G is almost central in G if ½G : Z G ðgÞ < y. Corollary 2.4. Let G be a group and g A G.
(1) ½G : Z G ðhgi pG Þ < y if and only if g is almost central in G.
(2) If g is almost central in G, then all h A hgi pG are almost central in G.
Proof. Claim (1) follows immediately from Lemmas 2.1 (2) and 2.3, and (2) is a consequence of (1) and the observation that Z G ðhÞ d Z G ðhgi pG Þ. Lemma 2.5. Let G 1 z G 2 be a semidirect product of two groups, and suppose that H i c G i has finite index in G i for i ¼ 1; 2. Then ½G 1 z G 2 : hH 1 ; H 2 i < y.
Proof. Decompose G i as F r i j¼1 g i; j H i , where r i < y. Then 
where the last union is taken over the finite set of triples ð j; k; lÞ, as desired.
Coxeter groups. This subsection summarizes some basic definitions and facts for
Coxeter groups, which are in the book [10] unless otherwise stated, and further results and remarks. Further preliminaries concerning essential elements and fixed-point subgroups of Coxeter graph automorphisms will be given in Sections 4 and 5.
Definitions.
A pair ðW ; SÞ consisting of a group W and a generating set S is called a Coxeter system if W admits the following presentation
where the indices m s; t A f1; 2; . . .g U fyg are symmetric in s; t A S, and m s; t ¼ 1 if and only if s ¼ t. A group W is called a Coxeter group if some S J W makes ðW ; SÞ a Coxeter system. The cardinality jSj of S is called the rank of ðW ; SÞ or of W , which is not assumed to be finite unless otherwise mentioned. Now m s; t coincides with the order of st A W , and so the system ðW ; SÞ determines uniquely (up to isomorphism) the Coxeter graph, denoted by G, which is the simple unoriented graph with vertex set S and with two vertices s; t A S joined by an edge with label m s; t if and only if m s; t d 3. (By convention, the label '3' is usually omitted when drawing the graph.)
An automorphism of the Coxeter graph G is briefly called a graph automorphism of ðW ; SÞ or of W . Let Aut G denote the set of the graph automorphisms of W . Then m tðsÞ; tðtÞ ¼ m s; t for t A Aut G and s; t A S, so that t extends uniquely to an automorphism, also denoted by t, of the group W .
For This proposition prevents the existence of an infinite, properly descending sequence ðW I 1 Þ w 1 I ðW I 2 Þ w 2 I Á Á Á of parabolic subgroups with I 1 finite, since it enables us to choose the I i inductively as descending properly. Thus W also possesses a unique minimal parabolic subgroup containing a given w A W , called the parabolic closure of w and denoted here by PðwÞ.
Let l denote the length function of ðW ; SÞ, namely lðwÞ (where w A W ) is the minimal length n of an expression w ¼ s 1 . . . s n with s i A S (so that lðw À1 Þ ¼ lðwÞ). Such an expression of w with n ¼ lðwÞ is called a reduced expression. The following well-known properties will be used. 
denote, respectively, the root system, the set of positive roots and the set of negative roots. We have F ¼ F þ t F À , and F consists of unit vectors with respect to h ; i. For any subset C J F and w A W , write
Then lðwÞ coincides with the cardinality jF½wj of F½w, so that w ¼ 1 if and only if F½w ¼ q. This implies the further property that for w; u A W ; we have w ¼ u if and only if F½w ¼ F½u:
ð2:2Þ
Then it is well known (see e.g. [8, Lemma 4] ) that 2), contradicting the definition of suppðwÞ). Now we prepare a technical lemma which will be used in later sections. We say that two sets V 1 and Proof. (1) Since the action of w A W I leaves the coe‰cient in g of any a s A P J unchanged, it su‰ces to show that w Á g 0 g. Take s A I adjacent to J, and b A F þ I such that s A suppðbÞ and w Á b A F À I (see (2.4) ). This choice yields that h b; gi < 0 and
(2) Put J ¼ suppðw s Þ. Then w ¼ ðw s Þ s A W JUfsg and so I J J U fsg; therefore I J J since s B I . On the other hand, ws Á a s ¼ Àw Á a s A F À nfÀa s g by (1) , so that we have w s Á a s A F À and s A J. Thus I U fsg J J, while w s A W I Ufsg , proving the claim.
(3) Take s A J 2 adjacent to I , and g A F½u À1
denote the set of the reflections in W ; this depends on the set S in general.
Lemma 2.10. Let W be an infinite irreducible Coxeter group. Then the orbit W Á g J F of any root g A F is an infinite set.
The proof of this lemma requires the following two results: Proof of Lemma 2.10. First we show that, for any b A F þ , we have h b; a s i < 0 for some s A S. This is obvious if jSj ¼ y (choose s A SnsuppðbÞ adjacent in the infinite connected graph G to the finite set suppðbÞ), and so suppose that jSj < y.
which has cardinality lðs b Þ < y, contradicting Proposition 2.11. Hence the claim of this paragraph holds.
For the lemma, we may assume that g A F þ . Then by taking s A S with hg; a s i < 0 and putting g 1 ¼ s Á g, we have g 1 0 g and g 1 À g A R d0 P. Iterating, we obtain an infinite sequence g 0 ¼ g; g 1 ; g 2 ; . . . of distinct positive roots in W Á g inductively, proving the claim.
We also prepare a technical lemma. 
by the hypothesis. This is a contradiction. Note that the finite standard parabolic subgroups W I satisfying w 0 ðI Þ A ZðW I Þ, as in the above theorem, are also completely classified.
Let W be an irreducible Coxeter group of finite rank. Then W is called a‰ne or compact hyperbolic, respectively, if the bilinear form h ; i satisfies that (1) (2) If jW j ¼ y and every proper standard parabolic subgroup W I H W is finite, then W is irreducible, and is either a‰ne or compact hyperbolic.
Proof. Claim (1) is shown in [10, Theorem 6.4]. For (2), it is easy to show that this W is irreducible. Thus by (1) and the definition of compact hyperbolicity, it now su‰ces to show that this h ; i is positive semidefinite if it is degenerate. This follows from the observation that now V is the sum of a positive definite subspace V S nfsg (where s A S; see (1)) of codimension 1 and the non-zero radical V ? of V (note that V ? U V S nfsg ).
The a‰ne and the compact hyperbolic Coxeter groups are completely determined in [10, Chapter 2 and §6.9]. See the lists in Figures 1 and 2 , where we abbreviate s i to i. Note that the names of the compact hyperbolic Coxeter groups given here are not standard.
It is shown in [16, Proposition 4.14] that the infinite irreducible Coxeter groups of infinite ranks, in which every proper standard parabolic subgroup of finite rank is finite, are exhausted by Figure 3 . Finally, in [16, Theorem 3.1] , the centralizer of a normal subgroup generated by involutions in an irreducible W is completely determined. The following observation is an easy consequence of the result. Proposition 2.18 (see [16, Theorem 3.1] ). Suppose that W is an arbitrary Coxeter group, and H c W is a subgroup generated by involutions which is normal in W . Then Z W ðHÞ is also generated by involutions.
On centralizers and normalizers in

The main theorem and its applications
The first subsection of this section summarizes the main theorem of this paper (Theorem 3.1) and its corollary (Theorem 3.2) together with some notational remarks. The second subsection consists of some examples, and explains what our theorem yields in these cases. Finally, the third subsection is devoted to an application of our theorem to the analysis of the isomorphism problem for Coxeter groups (the problem of deciding which Coxeter groups are isomorphic as abstract groups), which was the original motivation for this research.
3.1 Main theorem. First we prepare some notation. Let W be an arbitrary Coxeter group, and G a group acting on W via a map r : G ! Aut G, g 7 ! r g , yielding the semidirect product W z G with respect to r. Let C fin W and C inf W be the set of the finite and the infinite irreducible components of W , respectively, and Our main theorem is as follows:
Theorem 3.1. We adopt the above notation.
(1) Let wg be an involution in W z G with w A W and g A G. Then wg is almost central in W z G if and only if w A W ðO r Þ and g A G r U f1g, where G r is the set of all h A G ACI satisfying the following condition:
r h is the identity on all irreducible components of W except a finite number of finite irreducible components; ð3:1Þ
and O r J C fin W is the union of the r y ðGÞ-orbits with finite cardinalities.
Note that, assuming Theorem 5.1 below, the condition (3.1) is equivalent to the finiteness of the index ½W : W r g of the fixed-point subgroup W r g by r g . The proof of Theorem 3.1 is postponed until Section 6.
Since the subgroup hH ACI i of a group H is determined by the isomorphism type of H only, we obtain the following consequence.
3.2 Examples. First we observe that, if jGj < y, then every r y ðGÞ-orbit in C fin W is finite, so that O r ¼ C fin W in Theorem 3.1; therefore hðW z GÞ ACI i ¼ W fin z G r and G r is generated by all involutions h A G satisfying (3.1). Example 3.4. Let W wr S n ¼ W n z S n denote the wreath product of W with the symmetric group S n on n letters, so that s A S n acts on ðw 1 ; . . . ; w n Þ A W n by r s ðw 1 ; . . . ; w n Þ ¼ ðw s À1 ð1Þ ; . . . ; w s À1 ðnÞ Þ. Then Theorem 3.1 implies that hðW wr S n Þ ACI i ¼ W wr S n if jW j < y; ðW fin Þ n if jW j ¼ y:
( Indeed, if jW j ¼ y, then W possesses either an infinite irreducible component or infinitely many finite irreducible components, and so no non-identity s A S n satisfies the condition (3.1) in any case.
We say that an irreducible component W I of W has finite multiplicity in W if W possesses only finitely many irreducible components with Coxeter graph isomorphic to G I . Note that, even if jGj ¼ y, the factor W ðO r Þ in the theorem contains all W I A C fin W with finite multiplicities.
Example 3.5. Let G ¼ Aut G Ã Aut G be the free product of two copies of Aut G, and r : G ! Aut G the map whose restriction to the two factors Aut G of G is the identity. Then O r is the set of all W I A C fin W with finite multiplicities, and G r ¼ 1 since G ACI ¼ q by properties of free products. Roughly speaking, Theorem 3.1 extracts the finite irreducible components of W with finite multiplicities in this manner.
The final example in this subsection is the following semidirect product decomposition of an arbitrary Coxeter group W . We start with a subset I of the generating set S of W such that t A I whenever s A I , t A S and m s; t is odd. Put In the most successful cases, the result is able to show that all f ðsÞ are indeed reflections in W 0 (see Theorem 3.7). Note that our results cover the case jSj ¼ y, in contrast with almost all of the preceding results on the isomorphism problem which cover the case of finite ranks only.
Preliminaries on centralizers and normalizers.
The central tools in our argument are the centralizers Z W ðW I Þ and the normalizers N W ðW I Þ of standard parabolic subgroups W I , which are described by the author [15] in a general setting (the normalizers had already been described by Brigitte Brink and Robert B. Howlett [3] ).
Here we summarize some of the results from [15] which we use.
We require the result only for the case that jW I j < y and w 0 ðI Þ A ZðW I Þ. Now Z W ðW I Þ and N W ðW I Þ admit the following decompositions:
Here W ? I denotes the subgroup of W generated by the reflections in the set Z W ðW I ÞnW I , which is a Coxeter group by a theorem of Deodhar [4] or of Dyer [6] .
Since ZðW I Þ is an elementary abelian 2-group, both ZðW I Þ Â W ? I and W I Â W ? I f :
This reduces our problem to the study of semidirect product decompositions of Coxeter groups whose irreducible components are finite. Finally, specializing to the case I ¼ fsg, we obtain the following result.
Theorem 3.7. Let ðW ; SÞ be an arbitrary Coxeter system.
(1) Suppose that s A S, and W ? s fin is either trivial or generated by a single reflection conjugate to s. Then f ðsÞ A S 0W 0 for any Coxeter system ðW 0 ; S 0 Þ and any group isomorphism f : W ! @ W 0 .
(2) Suppose that every s A S satisfies the hypothesis of (1). Then f ðSÞ J S 0W 0 for any Coxeter system ðW 0 ; S 0 Þ and any group isomorphism f : W ! @ W 0 , and so f preserves the set of reflections. Hence the set S W is determined by W and is independent of the choice of S.
Proof. We only prove (1), since (2) follows immediately from (1) and the first remark of Section 3.3. Now the above argument works for I ¼ fsg, and so it su‰ces to deduce that jJj ¼ 1, implying that f ðsÞ ¼ w 0 ðJÞ A S 0 as desired. This is immediately done if W ? s fin ¼ 1, since J 0 q and now both sides of (3.6) have cardinality 2. Suppose that W ? s fin ¼ hti with t A W conjugate to s. Then both sides of (3.6) have cardinality 4. Thus if jJj 0 1, then it follows that J ¼ fs 0 ; t 0 g for two commuting generators s 0 ; t 0 A S 0 and the right-hand side of (3.6) is W 0 J itself, so that we have an isomorphism f : hsi Â hti ! @ hs 0 i Â ht 0 i. Since we assumed that f ðsÞ ¼ w 0 ðJÞ ¼ s 0 t 0 , it follows that f ðtÞ is either s 0 or t 0 , which cannot be conjugate to f ðsÞ ¼ s 0 t 0 in W 0 , contradicting the choice of t. Hence jJj ¼ 1.
In the forthcoming paper [14] the author will describe the elements s A S for which the hypothesis is satisfied, and show that this case occurs very frequently.
Essential elements and Coxeter elements
Krammer introduced in his Ph.D. thesis [11] the notion of essential elements of Coxeter groups. An element w of a Coxeter group W is called essential in W if the parabolic closure PðwÞ of w is W itself (see Section 2.21 for terminology). Note that no W of infinite rank can possess an essential element, while a Coxeter element s 1 s 2 . . . s n of an infinite irreducible W of finite rank (where S ¼ fs 1 ; s 2 ; . . . ; s n g) is al-ways essential in W (see Theorem 4.1). Here we summarize some properties of essential elements required in later sections, as follows: (1) Any essential element of W has infinite order.
(2) Let 0 0 k A Z. Then w A W is essential in W if and only if w k is essential in W .
(3) If n ¼ jSj and g 1 ; . . . ; g n A F are linearly independent, then s g 1 . . . s g n is essential in W . Hence any Coxeter element of W is essential in W .
Claim (1) is an immediate consequence of a well-known theorem of Jacques Tits, which says that any finite subgroup of a Coxeter group is contained in a finite parabolic subgroup (see e.g. [1, Lemma 1.2] for a proof ). On the other hand, (2) and (3) are shown by Paris in his recent preprint [18] ; he proved (3) only for Coxeter elements but his idea can be adapted to the general case. We include proofs of (2) and (3) using Paris' idea for completeness.
For (2), we fix W and w as in the statement. For g A F, let s w g ¼ ððs w g Þ n Þ n A Z be the infinite sequence of signs þ and À such that ðs w g Þ n ¼ e if and only if w n Á g A F e . We define ðs w g Þ y (or ðs w g Þ Ày , respectively) to be e A fþ; Àg if ðs w g Þ n ¼ e (or ðs w g Þ Àn ¼ e, respectively) for all su‰ciently large n. Following [11] , we say that g is w-periodic if w n Á g ¼ g for some n 0 0. We include the proofs of the following two lemmas for completeness. Proof. By the hypothesis, all roots w n Á g such that ðs w g Þ n 0 ðs w g Þ nþ1 are distinct and contained in the finite set F½w U ÀF½w.
A root g A F is called w-odd (see [11] ) if it is not w-periodic (and so both ðs w g Þ Gy are defined; see Lemma 4.2) and ðs w g Þ y 0 ðs w g Þ Ày . A reflection s g is called w-odd if g is w-odd. Let P y ðwÞ denote the subgroup of W generated by the w-odd reflections. The following result in [11] is crucial in our argument. Proposition 4.4 (see [11, Corollary 5.8.7] ). The parabolic closure PðwÞ is a direct product of P y ðwÞ and a finite number of finite groups.
The following result from [16] is also required. See also [18, Theorem 4.1] for the case of finite ranks. For the proof of (3), we prepare two lemmas. We say that ðW ; SÞ is (non-) degenerate to signify the (non-)degeneracy of the bilinear form h ; i. Proof. We put n ¼ jSj and S ¼ fs 1 ; s 3 ; . . . ; s 2nÀ1 g, and apply the following algorithm inductively for 1 c k c n, beginning withS S ¼ S: if the Coxeter system ðhI k i; I k Þ (where I k ¼ fs i AS S j i c 2kg) is degenerate, add a new generator s 2k toS S so that s 2kÀ1 s 2k has infinite order and s 2k commutes with the other elements ofS S.
By computing the determinant of the matrix of the bilinear form with respect to the basis fa s i g i , it is checked inductively that the Coxeter system ðhI k i; I k Þ will be nondegenerate when the kth step is done. Hence the Coxeter system ðW W ;S SÞ ¼ ðhI n i; I n Þ obtained finally is the desired one. Proof. It su‰ces to consider the case that S ¼ fs 1 ; s 2 ; . . . ; s n g is finite and I ¼ Snfs n g. Then, by definition of the W -action, the nth row of the representation matrix A w of w A W I relative to the basis P of V is ð0 0 . . . 0 1Þ. Thus the matrix I n À A w is singular as desired.
The following property is the essence of claim (3) of Theorem 4.1.
Proposition 4.9. Let W be a Coxeter group with jSj ¼ n < y, and suppose that g 1 ; . . . ; g n A F are linearly independent. Then the standard parabolic closure of s g 1 . . . s g n A W is W itself. Proof. Suppose that w ¼ s g 1 . . . s g n A W I for a proper W I H W . We may assume without loss of generality that ðW ; SÞ is non-degenerate, since we can extend S tõ S S ¼ S t ft 1 ; . . . ; t m g as in Lemma 4.7 and consider t 1 .
Then, since ðW ; SÞ is non-degenerate, there is an index i such that hv; g i i 0 0 and hv; 
On fixed-point subgroups of Coxeter graph automorphisms
The subject of this section is the fixed-point subgroup W t ¼ fw A W j tðwÞ ¼ wg in a Coxeter group W of a graph automorphism t A Aut G (as mentioned in Section 2.2.1, the automorphism of W induced by t is also denoted by t). Let tnS denote the set of hti-orbits in S. It was shown by Steinberg [20, Theorem 1.32] that W t is a Coxeter group with respect to the generating set SðW t Þ ¼ fw 0 ðI Þ A W j I A tnS and jW I j < yg (see also [12] and [13] ). Here we establish the following properties of the subgroup W t , which will be used in the proof of the main theorem. (1) If jW I j < y for all I A tnS, then the Coxeter group W t is also infinite and irreducible with respect to the generating set SðW t Þ.
(2) Suppose that the hypothesis of (1) fails and every orbit I A tnS is finite. Then for any 1 0 w A W t , there is an element u A W of infinite order such that u k wtðuÞ Àk 0 w for all non-zero k A Z.
Note that the result that W t is infinite in Theorem 5.2 (1) is mentioned without proof in [12, §5] in a general setting.
5.1 Proof of Theorem 5.1. Our first step is to prove the following lemma: Lemma 5.3. Let W be an (irreducible) a‰ne or compact hyperbolic Coxeter group with type W 0Ã A 1 (see Section 2.2.3 for terminology). Suppose further that Aut G 0 fid S g. Then for any id S 0 t A Aut G, there is an element w A W of infinite order such that hwi V htðwÞi ¼ 1.
v A V we have tðhÞðtðvÞÞ ¼ hðvÞ. Note also that AnnðtðV 0 ÞÞ ¼ tðAnnðV 0 ÞÞ for any subspace V 0 J V , where AnnðV 0 Þ ¼ fh A V Ã j hðV 0 Þ ¼ 0g denotes the annihilator of V 0 .
By these observations, we have the following lemmas. In these lemmas,
Then w ¼ s b s g A W has infinite order and hwi V htðwÞi ¼ 1.
showing that w has infinite order. Thus V ffiffi 1 p ðwÞ 0 V , since otherwise we have V 1 ðw k Þ ¼ V and w k ¼ 1 for a su‰ciently large number k, a contradiction. Now we have Lemma 5.6. For i ¼ 1; 2, let b i ; g i A F þ and let V ðiÞ be a subspace of V of codimension 3, and suppose that h b i ; g i i < À1, V ðiÞ J b ? i V g ? i and Cb 1 þ Cg 1 0 Cb 2 þ Cg 2 . Then each w i ¼ s b i s g i A W has infinite order and hw 1 i V hw 2 i ¼ 1.
and so V 0 ffiffi 1 p ðw 1 Þ 0 V 0 ffiffi 1 p ðw 2 Þ by the hypothesis. Hence Lemma 5.4 completes the proof.
Corollary 5.7. Let id S 0 t A Aut G, b; g A F þ and let V 0 be a subspace of V of codimension 3. Suppose that hb; gi < À1, V 0 J b ? V g ? and Cb þ Cg is not t-invariant. Then w ¼ s b s g A W has infinite order and hwi V htðwÞi ¼ 1.
Proof. Note that tðCb þ CgÞ ¼ CtðbÞ þ CtðgÞ and tðs b s g Þ ¼ s tð bÞ s tðgÞ . Then the claim follows from Lemma 5.6, where b
Proof of Lemma 5.3. This lemma is deduced from Lemma 5.5 for the a‰ne case and Corollary 5.7 for the compact hyperbolic case, by constructing the b, g and V 0 as in Tables 1 and 2 (see also Figures 1 and 2 ). Note that b þ g is the null root of W in the a‰ne case. If jAut Gj d 3, we assume by symmetry that t satisfies the condition in the second column of the lists, where we abbreviate s i to i. In the next two columns, a word c 1 c 2 . . . c r (where r ¼ jSj) signifies P r i¼1 c i a i A V andã a i denotes the unique highest root of the finite Coxeter group W S nfs i g . Finally, the last column gives a basis of V 0 or of AnnðV 0 Þ. so that W t V G 0 1 for every infinite subgroup G of W .
Step 1. If I J S is finite, and W I is infinite and irreducible, then tðW I Þ ¼ W I . Suppose instead that tðI Þ 0 I , or equivalently I U tðI Þ. Then we have I V tðI Þ 0 I , while W t V W I J W I V W tðI Þ ¼ W I VtðI Þ (see (2.1)); therefore no essential element in W I lies in W t . Hence by Theorem 4.1, any power w k (with k 0 0) of a Coxeter element w of W I has infinite order and is not in W t , so that we have W t V hwi ¼ 1, contradicting (5.1).
Step 2. The claim holds if W has finite rank.
It su‰ces to show that t is the identity on every infinite irreducible component W I . Moreover, since tðW I Þ ¼ W I by Step 1 and ½W I : W t I < y by (5.1), it su‰ces to consider the case W I ¼ W , namely when W itself is infinite and irreducible. In this case, our aim is to show that t is the identity.
First we consider the case that W is not of typeÃ A 1 and every proper W J H W is finite. Then by combining Proposition 2.15 (2) and Lemma 5.3, we deduce that hwi V htðwÞi ¼ 1 for some w A W of infinite order whenever t 0 id S . This implies that W t V hwi ¼ 1, contradicting (5.1). Thus t must be the identity, as desired. On the other hand, the claim also holds if type W ¼Ã A 1 , since now we have W t ¼ 1 whenever t 0 id S . Finally, we consider the remaining case that a proper W J H W is infinite. We may assume that J ¼ Snfsg for some s A S, and so it su‰ces to show that tj J ¼ id J . Since jSj < y, we may assume further that W J is irreducible: indeed, if W J is not irreducible and W K is an infinite irreducible component of W J (which exists since jJj < y), then the set Snfs 0 g, where s 0 is an element of J nK farthest from s in G, possesses the desired properties. Now Step 1 implies that tðJÞ ¼ J, so that ½W J : W t J < y (by (5.1)), and therefore induction on jSj shows that tj J ¼ id J , as desired.
Step 3. If I A tnS, then jI j < y.
Suppose instead that jI j ¼ y. Then for any w A W I with J ¼ suppðwÞ (finite and) non-empty, we have J 0 I and so J 0 tðJÞ (since I is a hti-orbit), and therefore J U tðJÞ and w B W tðJÞ . This means that tðwÞ 0 w. Thus we have W t V W I ¼ 1, contradicting (5.1).
Step 4. t is the identity on every infinite irreducible component W I .
First suppose that a (not necessarily proper) W J J W I of finite rank is infinite. We can take W J irreducible. Now assume that t is not the identity on W I , so that tðsÞ 0 s for some s A I . Then, since W I is irreducible and jJj < y, an irreducible W K J W I of finite rank contains both W J and s. This W K is also infinite, so that tðKÞ ¼ K (by Step 1), and therefore ½W K : W t K < y by (5.1). Now Step 2 implies that t is the identity on W K , contradicting the choice of s. Hence the claim holds in this case. 
In the remaining case, W I is of type A y , A Gy , B y or D y (see Figure 3 ) as mentioned in Subsection 2.2.3. Note that tðW I Þ ¼ W I , since otherwise we have W t V W I ¼ 1, contradicting (5.1). Now the claim is trivial in the first and the third cases where Aut G ¼ fid S g.
In the case of type W I ¼ A Gy , if t is not the identity on W I , then Step 3 implies that t is a turning of the infinite path G I , and so there is an infinite J H I with J V tðJÞ ¼ q. Now we have W t V W J ¼ 1, contradicting (5.1). This verifies the claim.
Finally, in the case of type W I ¼ D y , if t is not the identity on W I , then tðs 1 Þ ¼ s 2 , tðs 2 Þ ¼ s 1 and t fixes J ¼ I nfs 1 ; s 2 g pointwise. Put K ¼ J U fs 2 g. Since any w A W K satisfies that tðwÞ A W JUfs 1 g , we must have W t V W K ¼ W J (see (2.1)), so that ½W K : W J < y by (5.1). However, putting g k ¼ P k i¼2 a s i A F þ K for k d 3, Lemma 2.13 implies that all of the infinitely many reflections s g k belong to distinct cosets in W K =W J . This contradiction yields the claim.
Step 5. Conclusion.
Assume that the 'only if ' part fails. Then by Step 4, W possesses infinitely many finite irreducible components W I 1 ; W I 2 ; . . . on which t is not the identity. Since every hti-orbit is finite (by Step 3), there is an infinite sequence s 1 ; s 2 ; . . . of distinct elements of S such that J ¼ fs i j i d 1g satisfies tðJÞ V J ¼ q; take s 1 as any element of I 1 with tðs 1 Þ 0 s 1 , and if s 1 ; . . . ; s k are already chosen, then take s kþ1 A I i where I i is disjoint from the hti-orbits of the preceding s j and tðs kþ1 Þ 0 s kþ1 . Now we have W t V W J ¼ 1 and jW J j ¼ y, contradicting (5.1). Hence the proof is concluded.
5.2
Proof of Theorem 5.2. We start with some preliminaries. Let t A Aut G and w A W t , and denote the support of w as an element of ðW t ; SðW t ÞÞ by supp t ðwÞ.
The following (part of a) result in [13] shows a relation between suppðwÞ and supp t ðwÞ.
Proposition 5.8 (see [13, Proposition 3.3] ). Suppose that w ¼ w 0 ðI 1 Þ . . . w 0 ðI r Þ (where w 0 ðI i Þ A SðW t Þ) is a reduced expression for w A W t with respect to SðW t Þ. Then any expression for w obtained by replacing each w 0 ðI i Þ by its reduced expression with respect to S, is also reduced with respect to S. Hence suppðwÞ ¼ 6
Secondly, we make a remark about the Coxeter graph of the Coxeter system ðW t ; SðW t ÞÞ, denoted here by G t . Let tnG be the graph with vertex set tnS, in which two orbits I ; J A tnS are joined if and only if these sets are adjacent in G. Then the vertex set SðW t Þ of G t is regarded as a subset of the vertex set tnS of tnG via an embedding w 0 ðI Þ 7 ! I . Now we have the following result on a relation between G t and tnG. Lemma 5.9. Under the embedding SðW t Þ ,! tnS of the vertex set, the underlying graph of G t is a full subgraph of tnG.
Proof. Let I ; J A tnS be two distinct orbits with both W I and W J finite. It is obvious that I and J are not adjacent in G t (i.e. w 0 ðI Þ and w 0 ðJÞ commute) if these are not adjacent in tnS. Thus our remaining task is to show that w 0 ðI Þ and w 0 ðJÞ do not commute if I and J are adjacent in tnS, that is, some s A I is adjacent to J in G. Now Lemma 2.9 (1) implies that w 0 ðJÞ Á a s A F þ JUfsg nF fsg , so that w 0 ðI Þw 0 ðJÞ Á a s A F þ . On the other hand, we have w 0 ðI Þ Á a s A F À I , and so w 0 ðJÞw 0 ðI Þ Á a s A F À . Thus we have w 0 ðI Þw 0 ðJÞ 0 w 0 ðJÞw 0 ðI Þ as desired.
Moreover, note that tnG is connected whenever G is. Indeed, for any I ; J A tnS, a path in the connected graph G between any s A I and any t A J gives rise to a path in tnG between I and J.
Proof of Theorem 5.2 (1). As remarked above, the irreducibility of W yields a connectedness of tnG, while the hypothesis implies that the embedding G t ,! tnG in Lemma 5.9 is now an isomorphism. Thus G t is connected as desired.
For the proof that W t is infinite, assume the contrary. Then W t possesses a longest element w t 0 with respect to SðW t Þ. Now for any s A S, belonging by hypothesis to an I A tnS with jW I j < y, the elements w t 0 and w 0 ðI Þ admit a reduced expression with respect to SðW t Þ and S ending with w 0 ðI Þ and s, respectively, by the Exchange Condition. Thus Proposition 5.8 implies that w t 0 admits a reduced expression with respect to S ending with s. Since s A S is arbitrary, this means that W is finite and w t 0 is the longest element of W (see Section 2.2.3), contradicting the hypothesis that W is infinite. Hence the claim follows.
Proof of Theorem 5.2 (2) . Note that the graph tnG is connected. Since the hypothesis of (1) now fails, there is a path I 0 I 1 . . . I r in tnG, where I i A tnS, such that w 0 ðI 0 Þ A supp t ðwÞ and jW I r j ¼ y. By choosing the shortest possible path, we may assume that jW I i j < y and w 0 ðI i Þ B supp t ðwÞ for 1 c i c r À 1. Now Lemma 5.9 says that I 0 I 1 . . . I rÀ1 is also a path in G t , and so by applying Lemma 2.9 (2) to the Coxeter system ðW t ; SðW t ÞÞ, we deduce that w 0 ðI rÀ1 Þ A supp t ðw 0 ww 0À1 Þ where w 0 ¼ w 0 ðI rÀ1 Þ . . . w 0 ðI 2 Þw 0 ðI 1 Þ A W t . Thus Proposition 5.8 implies that suppðw 0 ww 0À1 Þ J S contains I rÀ1 , does not intersect I r and is adjacent to I r in G.
Take s A I r adjacent to suppðw 0 ww 0À1 Þ in G. Now we show that, if W I r possesses an element u 0 of infinite order such that s A suppðu 0k Þ for all k A Znf0g, then u ¼ w 0À1 t À1 ðu 0 Þw 0 is the desired element. Indeed, for k 0 0, we have t À1 ðu 0 Þ k w 0 ww 0À1 u 0Àk 0 w 0 ww 0À1 by the choice of u 0 and Lemma 2.9 (3) (note that t À1 ðu 0 Þ A W I r ), so that, since tðw 0 Þ ¼ w 0 , we have u k wtðuÞ Àk ¼ w 0À1 ðt À1 ðu 0 Þ k w 0 ww 0À1 u 0Àk Þw 0 0 w:
Finally, we establish the existence of such an element u 0 , concluding the proof. Since jW I r j ¼ y and I r A tnS is a finite orbit, any irreducible component of W I r , and therefore the one containing s, is infinite. Now Theorem 4.1 implies that a Coxeter element of this component possesses the desired property.
Proof of the main theorem
This section is devoted to the proof of Theorem 3.1. First, note that the factor W ðO r Þ in the statement is rðGÞ-invariant, so that the product W ðO r ÞhG r i of two subgroups of W z G is indeed the semidirect product W ðO r Þ z hG r i. This implies that, since W ðO r Þ is generated by involutions, the claim (2) follows immediately from (1). So we prove (1) below.
For the 'only if ' part, we assume that wg A ðW z GÞ ACI and prove that w A W ðO r Þ and g A G r U f1g. Now by Lemma 2.2 (2) and Corollary 2.4 (2), we have ½H : Z H ðw 0 g 0 Þ < y for any H c W z G and w 0 g 0 A hwgi pW zG :
ð6:1Þ Note that r g ðwÞ ¼ w À1 and g 2 ¼ 1 since 1 ¼ ðwgÞ 2 ¼ wr g ðwÞ Á g 2 . We divide the proof into the following five steps.
Step 1. r g maps each W I A C inf W onto itself. Suppose instead that r g maps W I onto an irreducible component other than W I . Let p : W ! ! W I be the projection. Take s A I and put a ¼ swgsðwgÞ À1 A hwgi pW zG . Then we have a ¼ swr g ðsÞw À1 A W , so that Z W I ðaÞ ¼ Z W I ðpðaÞÞ. Thus (6.1) implies that pðaÞ A W I is almost central in W I . However, the first assumption yields that pðr g ðsÞÞ ¼ 1, and so pðaÞ ¼ spðwÞ1pðwÞ À1 ¼ s, which is not almost central in W I by Proposition 2.17. This is a contradiction.
Step 2. r g is the identity on every W I A C inf W . Assume that the claim fails for W I . Note that r g ðW I Þ ¼ W I by Step 1. Let p : W ! ! W I be the projection. Then we may assume without loss of generality that lðpðwÞÞ c lðpðuwr g ðuÞ À1 ÞÞ for all u A W I ; if this inequality fails, replace wg by another involution uðwgÞu À1 ¼ uwr g ðuÞ À1 Á g in hwgi pW zG , which is also almost central in W z G by (6.1), and use the induction on lðpðwÞÞ.
Put t ¼ r g j I A Aut G I , which is assumed to be non-identity. Now if pðwÞ ¼ 1, then we have Z W I ðwgÞ ¼ Z W I ðgÞ ¼ W t I and so ½W I : W t I < y by (6.1), contradicting Theorem 5.1. Thus pðwÞ 0 1.
We show that pðwÞ is an involution in W t I . Let s 1 . . . s n (where n d 1 and s i A I ) be an arbitrary reduced expression of pðwÞ A W I . Then, since r g ðwÞ ¼ w À1 and r g ðW I Þ ¼ W I , we have pðwÞ ¼ pðr g ðwÞ À1 Þ ¼ r g ðpðwÞ À1 Þ ¼ tðpðwÞ À1 Þ ¼ tðs n Þ . . . tðs 1 Þ; so that lðpðwÞtðs 1 ÞÞ < lðpðwÞÞ, and therefore the Exchange Condition shows that pðwÞ ¼ s 1 . . . b s i s i . . . s n tðs 1 Þ for an index i. Now if i d 2, then pðs 1 wtðs 1 Þ À1 Þ ¼ s 2 . . . b s i s i . . . s n is shorter than pðwÞ, contradicting the minimality of lðpðwÞÞ. Thus we have i ¼ 1 and pðwÞ ¼ s 2 . . . s n tðs 1 Þ. Since the original reduced expression s 1 . . . s n is arbitrary, we can apply this argument to the new expression of pðwÞ. Iterating, we have while r y g j ðW I 0 Þ ¼ W I j B O i , and so we have g j 0 g i h. Thus all the g i belong to distinct cosets in G=Z G ðwgÞ, while ½G : Z G ðwgÞ < y by (6.1). This contradiction yields the claim.
