Given m periodic deliveries performed by a single tractor and a finite set N of cargoes with their arrival times and processing times, we are asked to find a feasible partition of the cargo set N into m disjoint subsets. The workload of a delivery is defined to be the sum of processing times of cargoes assigned to the delivery. The m periodic deliveries are required to be balanced on their workloads. We treat the maximum distance of a workload from a prescribed guiding mark as a balancing criterion. The maximum distance is equivalent to the ordinary maximum workload over the m periodic deliveries when the guiding mark is given to be zero. In the actual assembly plant motivating this study, allocating each cargo to one of interim storage lanes determines a partition of the cargo set N, and the feasibility of a partition of the N depends on the practical fact. In this paper, we propose a dynamic programming based heuristic algorithm which runs in polynomial time and returns a linear partition of a cargo list. Since the maximum distance criterion contains the ordinary maximum workload as a special case, the proposed heuristic can be regarded as a generalization of an existing linear partition procedure of minimizing the maximum sum of processing times for a subsequence of cargoes. We also conduct numerical experiments to demonstrate the performance of the proposed heuristic with a meaningful guiding mark.
Introduction
In this paper, we consider a workload balancing problem which is motivated by a production management system in an actual automobile assembly plant (see Fukuyama et al., 1995) . We depict a schematic of the cargo operating area of the assembly plant in Fig. 1 , following the literature. A number of cargoes with automobile parts sequentially arrive in the cargo operating area during a planning horizon (e.g., a day). The production management system knows the arrival time of each cargo in advance. When a cargo arrives in the cargo operating area, it is allocated to one of available storage lanes. During the planning horizon, a single tractor performs periodic deliveries of the cargoes from the cargo operating area to stock areas of automobile parts along an assembly line. In the illustration of Fig. 1 , the cargo operating area consists of three available storage lanes, and (i) if the new arriving cargo is allocated to the first storage lane, then it is assigned to the seventh delivery; (ii) if the new arriving cargo is allocated to the second storage lane, then it is assigned to the eighth delivery, since the tractor has departed from the cargo operating area for the fifth delivery; and (iii) if the new arriving cargo is allocated to the third storage lane, then it is assigned to the sixth delivery. We notice that an allocation of the cargoes to the available storage lanes determines a subset of cargoes assigned to each delivery of the tractor. The periodic deliveries of the tractor are required to be balanced on their workloads with respect to the assigned cargoes.
The Third Lane
The Second Lane
The First Lane (Cargoes to 8th Delivery) New Arriving Cargo Fig. 1 An illustration of the cargo operating area with three storage lanes, which shows a new cargo arriving immediately after the tractor has departed for the fifth delivery.
A typical balancing criterion is the maximum of a workload over all the periodical deliveries, which is to be minimized, e.g., the assembly line balancing problem of minimizing the cycle time (see Scholl and Voß, 1996) . In this paper, we deal with the maximum distance of a workload from a prescribed value which we call the guiding mark. The maximum distance is defined so that it is equivalent to the maximum workload when the guiding mark is given to be zero. That is, the maximum distance criterion is a generalization of the maximum workload one. For the maximum workload criterion, Karuno and Furukawa (2016) have designed a dynamic programming based heuristic algorithm which runs in polynomial time and returns a linear partition of a cargo list. Their numerical results have showed a certain applicability of the heuristic algorithm in practice, that is, a small error from the minimum of the maximum workload and a short execution time on a laptop computer. In this paper, by introducing the maximum distance criterion with the guiding mark, we intend to obtain a more balanced heuristic solution which not only maintains the heuristic maximum workload with a small error, but also improves the range of the workloads, i.e., the difference between the maximum and the minimum workloads.
We organize the remainder of this paper as follows. In Section 2, we first describe the input information of the workload balancing problem. Then, we redefine a feasible solution of the problem and also define the maximum distance criterion from a given guiding mark. In Section 3, we review the definition of a linear partition of a cargo list, and provide mathematical properties with some new proofs of a linear partition, which yield a feasible solution of the workload balancing problem. After the preparation, we propose a dynamic programming based heuristic algorithm, and mention about a certain meaningful value as the guiding mark. In Section 4, we conduct numerical experiments to demonstrate the performance of the proposed heuristic algorithm. We discuss the maximum workload, the range of the workloads and the execution time of the proposed heuristic algorithm. Finally, we make some concluding remarks in Section 5.
Problem Description

Input information
Let m ≥ 2 denote the number of periodic deliveries performed by a single tractor from the cargo operating area to stock areas of automobile parts during a planning horizon, and let ω > 0 denote a constant of interval between two consecutive departure times of deliveries, which implies that for each i = 1, 2, . . . , m, the i-th delivery of the tractor starts at time t = i × ω from the cargo operating area. We now define an ordered set of m deliveries by M = {i | i = 1, 2, . . . , m}. Let N = { j | j = 1, 2, . . . , n} denote a finite set of cargoes arriving in the cargo operating area during the planning horizon, i.e., [0, m × ω). With each cargo j ∈ N, an arrival time a j ≥ 0 in the cargo operating area and a processing time p j > 0 are associated. Without loss of validity, we regard the N as a list of n cargoes such that it satisfies a 1 ≤ a 2 ≤ . . . ≤ a n < m × ω.
(1)
The processing time represents a time amount of working effort, e.g., loading/unloading, to be taken for the cargo by the tractor in an assignable delivery. The assignable deliveries associated with each cargo are going to be defined in the following. Let b (≥ 2) denote the number of available storage lanes in the cargo operating area. Without loss of validity, we assume that it meets b < m. The actual number of available storage lanes discussed in Fukuyama et al. (1995) is three, i.e., b = 3. For a cargo j ∈ N with arrival time a j and some delivery i ∈ M, if a j ≥ i × ω holds, then it means that the cargo arrives late for the i-th delivery. Hence, it is necessary (but not sufficient) to meet a j < i × ω if the cargo j ∈ N with arrival time a j can be assigned to the i-th delivery. For each cargo j ∈ N, we see the first assignable delivery s j ∈ M to be
Then, we know the last assignable delivery t j ∈ M to be
since the cargo operating area consists of b available storage lanes, and the cargo has min{b, m − s j + 1 } choices for a delivery to which the cargo can be assigned. For each cargo j ∈ N, let M j = {s j , s j + 1, . . . , t j } ⊆ M denote the set of assignable deliveries. We remark that for any cargo j ∈ N, the assignable deliveries s j , s j + 1, . . . , t j are consecutive in the set M, and |M j | ≤ b holds. We also remark that a cargo j ∈ N with arrival time a j can be assigned to the i-th delivery if and only if it satisfies
On the other hand, from the viewpoint of the tractor, the above delivery manner is explained as follows. For the i-th delivery in the M, the tractor gathers all the existing cargoes in the {{(i − 1) mod b} + 1}-th storage lane at the departure time t = i × ω. Note that the integral index of storage lane meets 1 ≤ {{(i − 1) mod b} + 1} ≤ b for any i = 1, 2, . . . , m.
In order to understand the situation of a new arriving cargo in mathematical manner, we now trace the above formulas by allocating an example cargo in the cargo operating area with b = 3. Suppose that m > 8 and ω > 2. For a cargo j ∈ N with arrival time a j = 5ω + 1 (see again Fig. 1 ), we see that s j = 6 and t j = 8 (= s j + b − 1) from Eqs. (2) and (3). That is, the cargo can be assigned to a delivery in the set M j = {6, 7, 8} ⊆ M. First, suppose that the cargo is allocated to the third storage lane by {(s j − 1) mod b} + 1 = 3. Then, we see that the cargo is actually assigned to the delivery s j = 6. We also see that it meets (6 − b) × ω = 3ω ≤ a j = 5ω + 1 < 6ω. Next, suppose that the cargo is allocated to the first storage lane. Then, the cargo is assigned to the delivery s j + 1 = 7. We see that (7 − b) × ω = 4ω ≤ a j = 5ω + 1 < 7ω. Note that a j = 5ω + 1 ≥ 5ω holds, i.e., the departure times of the first five deliveries have already passed. Hence, the cargo is also late for the fourth delivery with 7 − b = 4. Finally, suppose that the cargo is allocated to the second storage lane. Then, the delivery t j = 8 satisfies (8 − b) × ω = 5ω ≤ a j = 5ω + 1 < 8ω, and the cargo is assigned to the eighth delivery.
We summarize the input parameters of the problem which are going to be referred in the design of the proposed heuristic:
• M = {i | i = 1, 2, . . . , m}: An ordered set of m periodic deliveries performed by a single tractor during a planning horizon.
• N = { j | j = 1, 2, . . . , n}: A finite set of cargoes arriving in the cargo operating area during the planning horizon. The N has been assumed to meet Eq. (1), and we may regard it as a list of n cargoes.
• s j and t j : The first and the last assignable deliveries associated with each cargo j ∈ N, which are defined by Eqs.
(2) and (3), respectively. For each cargo j ∈ N, we may also use the notation M j = {s j , s j + 1, . . . , t j } ⊆ M to indicate the set of assignable deliveries in the M.
• p j > 0: A positive integral processing time of each cargo j ∈ N in an assignable delivery of the M j .
• α ≥ 0 : A non-negative integer, called the guiding mark of which we are going to explain the detail in the definition of the objective function of the problem.
As mentioned in the above, the set N of cargoes has already been assumed to satisfy Eq. (1) with respect to their arrival times. Hence, we can also assume that for the first and the last assignable deliveries, the n cargoes meet
and
Feasible solutions and balancing criterion
A solution of the problem to be discussed in this paper is represented by a partition J = (J 1 , J 2 , . . . , J m ) of the given set N of cargoes. For each i = 1, 2, . . . , m, we regard that the cargoes in J i ⊆ N are assigned to the i-th delivery. For a partition J = (J 1 , J 2 , . . . , J m ), and for each i = 1, 2, . . . , m, if any cargo j ∈ J i meets M j ∋ i (i.e., any cargo j ∈ N is assigned to an assignable delivery in the M j ), then the partition is referred to as a feasible solution. (Notice that the mathematical feasibility of a partition of the cargo set N depends on the real manner of the cargo allocation to available storage lanes in the cargo operating area.)
For a feasible solution J = (J 1 , J 2 , . . . , J m ), let
denote the workload of the i-th delivery, and let
⌋ denote the mean workload. (In this paper, we are going to use the mean workload as a guiding mark, and we define it to be the lower integer.) Also, for a feasible solution J = (J 1 , J 2 , . . . , J m ), let
} denote the maximum of a workload and the minimum of a workload, respectively. Further, let
denote the range of the m workloads for a feasible solution J = (J 1 , J 2 , . . . , J m ). For a given guiding mark α ≥ 0, we define the distance of a workload from the guiding mark to be
and define the maximum of a distance to be
For a problem instance, let J * = (J * 1 , J * 2 , . . . , J * m ) denote a feasible solution such that for any feasible solution J, it satisfies d max (J * ) ≤ d max (J). We call the J * an optimal solution, and d * max = d max (J * ) the optimal value. For short, we use DIST(α) as the abbreviation of the problem name. Problem DIST(α) asks to find an optimal solution J * .
When the guiding mark is given to be zero, i.e., α = 0, we see d max (J) = ℓ max (J). When the guiding mark is given to be the mean workload, i.e., α = ℓ mean , it seems reasonable at a glance. However, we should be watchful with the criterion. A feasible solution J for an instance of problem DIST(ℓ mean ) is allowed to take the maximum and the minimum workloads such that ℓ max (J) − ℓ mean ≈ ℓ mean − ℓ min (J). For example, if the maximum of the minimum workload is relatively far from the mean workload, then the maximum workload ℓ max (J) is allowed to take a larger value by the criterion than that by α = 0, which brings a wider range ∆ℓ(J) = ℓ max (J) − ℓ min (J) of the resulting workloads. For such a case, a smaller α than the mean workload may be suitable to obtain a narrower range of the workloads.
Problem DIST(0) is also a special case of the unrelated parallel machine scheduling problem of minimizing the makespan. Karuno and Furukawa (2016) have considered only the maximum workload of DIST(0). The general form of the unrelated parallel machine scheduling problem is NP-hard, while it admits a polynomial time approximation algorithm with factor two, e.g., see Vazirani (2001) . Recently, a special case called the graph balancing has been shown to admit a 1.75-approximation algorithm by Ebenlendr et al. (2014) . The graph balancing problem contains the case of problem DIST(0) with b = 2. Note that for a general α of guiding mark, the optimal value may take d * max = 0, and we would be careful in discussion of the theoretical approximability for problem DIST(α).
Heuristic Solutions
Through this section, we always regard the N as a list of n cargoes, and we consider a linear partition of the list. Before explaining the linear partition, we provide a lemma form related to Observation 1, which is going to be utilized in the design of the proposed heuristic.
The set of assignable deliveries for each cargo j ∈ N has been defined by M j = {s j , s j + 1, . . . , t j } ⊆ M in the previous section. As in Karuno and Furukawa (2016) , we utilize the following indexes of cargoes for each delivery i ∈ M :
where we assume that for any delivery i ∈ M, { j ∈ N | t j ≥ i } ∅ holds (otherwise, u i := n + 1). In this paper, we call u i and v i the first deliverable cargo of the i-th delivery and the last deliverable cargo of the i-th delivery, respectively. From Eqs. (4) and (5), we easily obtain the following inequalities :
We here provide the following lemma form based on an observation in Karuno and Furukawa (2016) :
Proof. From Eqs. (9) and (10), any cargo j ∈ N with j ≥ u i meets t j ≥ i, and also any cargo
i.e., i ∈ M j for the cargo j ∈ N, and hence the i-th delivery can address the cargo j ∈ N.
On the other hand, suppose that the i-th delivery can address a cargo j ∈ N,
The lemma implies that if u i > v i holds for some i ∈ M, then the i-th delivery can not address any cargo j ∈ N, i.e.,
In other words, if u i > v i holds for some i ∈ M, then there exists a certain cargo h ∈ N − {1} such that it meets t h−1 ≤ i − 1 and s h ≥ i + 1.
Linear partition of a cargo list
We here review a linear partition of a cargo list (see Karuno and Furukawa, 2016) . Let N[ j, k] denote a subsequence of cargoes in the cargo list N from j ∈ N to k ∈ N with 1 ≤ j ≤ k ≤ n. We may call N[ j, k] a partial cargo list of the N from cargo j to cargo k. The definition implies N[1, n] = N. A linear partition of the cargo list N with the number m of regions is represented by a collection of m disjoint and consecutive partial cargo lists, denoted by
where for each i = 1, 2, . . . , m, δ[i] ∈ N represents the delimiting cargo of the i-th region. The delimiting cargoes must satisfy
We easily see that a solution J = (J 1 , J 2 , . . . , J m ) of problem DIST(α) can be constructed from a linear partition so that for each i = 1, 2, . . . , m,
where let δ[0] = 0 for notational convenience. We call a linear partition a feasible one if it can construct a feasible solution J by Eq. (13). In a feasible linear partition, some empty region may be possible to exist. From Lemma 1, for a feasible linear partition, we have known the followings:
Observation 2 (Karuno and Furukawa, 2016) . In a feasible linear partition δ =
Observation 3 (Karuno and Furukawa, 2016) . In a feasible linear partition δ =
Observation 4 (Karuno and Furukawa, 2016) . In a feasible linear partition δ =
In this paper, we also provide the following lemma form :
and suppose that g > v i . Then, s g > i holds by Eq. (10). From Observation 1, any of the first i deliveries can not address the cargo g = δ[i], which contradicts the feasibility of the linear partition.
On the other hand, suppose that δ[i] < v i . From this, the the cargo v i ∈ N is assigned to the h-th delivery of the M with some h ≥ i + 1. By assumption and Eq. (11), we have v i < u i ≤ u i+1 , which implies that the cargo k = v i ∈ N meets t k < i + 1. That is, from Observation 1 again, the h-th delivery of the M with any h ≥ i + 1 can not address the cargo k = v i , which also contradicts the feasibility of the linear partition. □
For a delivery
We further have the following lemma :
Proof. By assumption and Eq. (11), we have seen v i < u i ≤ u i+1 . Suppose that v i < u i+1 − 1 holds, which implies that there exists a cargo k ∈ N with v i < k < u i+1 . Then, the cargo k ∈ N meets s k > i and t k < i + 1, which contradicts the inequality s k ≤ t k . □ From Observations 2-4, Lemma 2 and Lemma 3, we understand the following property :
Theorem 1 (Karuno and Furukawa, 2016) . In a feasible linear partition δ = (δ[1], δ[2], . . . , δ[m]) such that it satisfies
for each i ∈ M.
Notice that for a delivery i ∈ M with u i > v i , the above theorem states the same property as Lemma 2.
Dynamic programming procedure
In this section, we propose a dynamic programming based heuristic algorithm. In order to describe the recursive of the dynamic programming, we define the state variables as follows. For each i = 1, . . . , m and each j = 1, . . . , n, let z [i, j] denote the minimum of the maximum distance of a workload from the guiding mark in a linear partition of the partial cargo list N [1, j] with the number i of regions. Then, the z[m, n] means the minimum of the maximum distance of a workload from the guiding mark of a feasible solution corresponding to a feasible linear partition of the cargo list N with the number m of regions.
By definition (of the state variables z[i, j]), we easily see that the boundary conditions for the case of a single region (i.e., i = 1) and the case of a single cargo (i.e., j = 1) are expressed by
where the cumulative sum c j of processing times is defined by
For each i = 2, . . . , m and each j = 2, . . . , n, the state variable z [i, j] is recursively defined by
where the parameters indicating the interval of seeking for the k which takes the minimum are defined by
The parameter σ[i] is derived from Theorem 1 (see Eq. (14)), and the τ[i, j] is derived from Observation 4 and Lemma 2.
In order to give a further explanation for the recursive of Eq. (18), we look each of the three cases as follows. For the first case of j = 2, . . . , u i − 1, any cargo h ∈ N[1, j] meets t h < i (see Eq. (9)), which implies that the i-th region is empty in a feasible linear partition of the partial cargo list N[1, j] (see Observation 1). Hence, we have z
The workload of the i-th region is ∑ j h=k+1 p h = c j − c k , and the distance from the guiding mark is | (c j − c k ) − α |. The correctness can be seen in the same manner as that for the conventional linear partition in Skiena (2008) . For the last case of j = v i + 1, . . . , n, we can make the same discussion as that by Karuno and Furukawa (2016) . That is, no cargo h ∈ N [ j, n] can be assigned to the first i regions, since a cargo j ≥ v i + 1 meets s j > i (see Eq. (10), and see again Observation 1). We do not need to consider the z[i, j] of the impossible case in the computation of the final z [m, n] . Therefore, we conclude that the dynamic programming based heuristic algorithm returns a feasible linear partition of the cargo list N.
The time complexity of the dynamic programming based heuristic algorithm is evaluated as follows. We obtain a list N of n cargoes satisfying Eq. (1) in O(n log n). We also obtain the first deliverable cargoes u i and the last deliverable cargoes v i of Eqs. (9) and (10) for the m periodic deliveries in O(n) time, by utilizing the monotonous property (see Eqs. (11) and (12)). We further prepare the cumulative sums c 1 , c 2 , . . . , c n of processing times in O(n) time (see Eq. (17)). Then, for each i = 2, . . . , m and each j = 2, . . . , n, we compute the σ[i] and the τ[i, j] in O(1) time, and we can find the k taking the minimum in the recursive of Eq. (18) Henceforth, we call the dynamic programming based heuristic algorithm DP(α) for short. As mentioned before, algorithm DP(α) contains the heuristic algorithm presented by Karuno and Furukawa (2016) for problem DIST(0) with the maximum workload criterion, and also the conventional linear partition algorithm (see Skiena, 2008) as its special cases.
Setting a guiding mark
From the mathematical viewpoint of problem formulation, the guiding mark α ≥ 0 is a given integer, while it would be set to be a certain value in the production management system of the actual automobile assembly plant. One may think that the mean workload ℓ mean = ⌊ ∑ j∈N p j /m⌋ is reasonable as the guiding mark in order to improve the range of the m workloads. However, it is not true for some instances, as we have discussed in Section 2. Hence, we here define another guiding mark, which should be obtained in polynomial time.
For an instance of problem DIST(α), let J [α] denote a partition of the cargo set N obtained from a feasible linear partition by applying algorithm DP(α). As seen in Section 2, when the guiding mark is given to be zero (i.e., α = 0), the maximum distance d max (J [0] ) means the maximum workload ℓ max (J [0] ). On the other hand, when the guiding mark is given by α = c n (= ∑ j∈N p j ), we expect that the maximum distance criterion has an effect of maximizing the minimum workload ℓ min (J) for a feasible solution J. Algorithm DP(α) runs in O(mn 2 ) time, and we can compute ℓ max (J [0] ) and ℓ min (J [c n ] ) in O(mn 2 ) time. Now, define
and set the guiding mark to be α = ℓ BLNC . This can be viewed as a more tuned guiding mark for each problem instance than the mean workload, since it heuristically regards a lower bound on the minimum range of the workloads. In fact, we are going to observe the better performance of the more tuned guiding mark α = ℓ BLNC than that of α = ℓ mean in the numerical section.
Numerical Results
In this section, we conduct numerical experiments to examine the balancing performance of the proposed heuristic algorithm DP(α). First, each collection of fifty instances of problem DIST(α) to be tested is randomly generated as follows:
• The number of deliveries performed by a tractor: m = 100.
• The number of cargoes arriving in the cargo operating area: n ∈ {1000, 2000}.
• The number of available storage lanes in the cargo operating area: b ∈ {2, 3, . . . , 10}.
• The interval between two consecutive departure times of deliveries: ω = 120.
• Arrival times of the cargoes: Uniformly random integers a j ∈ [0, m × ω).
• The mean value of processing times: µ = 10.
• The coefficient of variation of processing times: CV = 0.5.
From the above setting, a processing time p j of each cargo j ∈ N is generated to be a uniformly random integer in interval [1, 19] . The first assignable delivery for each cargo j ∈ N is obtained by s j = ⌊a j /∆⌋ + 1 of Eq. (2) (with checking the assumption of s 1 = 1 in Eq. (4)), and the last assignable delivery t j of each cargo j ∈ N is obtained by Eq. (3) with the s j . The program is written in C language, and is run on a laptop computer with Windows 10 Home (64bit), Intel Core i5 2430M CPU (2.40GHz) and 8GB memory. In Tables 1-3, each of the data indicates the mean value over the fifty test instances. In Table 4 , each of the data also indicates the mean value over the fifty test instances, while each collection of the fifty instances is repeated with a number of times to measure the execution time of the proposed heuristic algorithm, regarding the precision of the clock in the laptop computer. Table 1 shows the balancing performance of the heuristic solutions obtained by algorithm DP(α) for test instances with m = 100, n = 1000 and p j ∈ {1, 2, . . . , 19}. Three guiding marks α ∈ {0, ℓ BLNC , ℓ mean } are examined. The maximum workload ℓ max for α = 0 is kept in the heuristic solution for α = ℓ BLNC , and the rage ∆ℓ for α = 0 is improved (i.e., is reduced) in the heuristic solution for α = ℓ BLNC . That is, we observe the expected effect of the maximum distance criterion on the linear partition procedure. This table also presents the result of the heuristic solution for α = ℓ mean . We notice that the heuristic solution can not maintain the maximum workload ℓ max for α = 0, and increases the range ∆ℓ of the workloads. We can see a similar result in Table 2 for test instances with n = 2000. As observed in Karuno and Furukawa (2016) , there seems to exist a threshold of the number b of available storage lanes in the cargo operating area without more improvement of the maximum workload.
Recall that algorithm DP(α = ℓ BLNC ) utilizes the solution J [c n ] obtained by DP(α = c n ) as well as J [0] by DP(α = 0) (see Eq. (19) ). For the reference of readers, Table 3 shows the performance of a feasible solution obtained by algorithm DP(α = c n ). The maximum workload is not concerned in the algorithm, and it is huge. Of course, the solo application of algorithm DP(α = c n ) can not be used in practice. Table 4 reports the execution time of algorithm DP(α) for test instances with m = 100 and n ∈ {1000, 2000}. Even when n = 2000, the execution time of algorithm DP(α = ℓ BLNC ) is less than 0.1 second. Since algorithm DP(α = ℓ BLNC ) computes solutions J [0] and J [c n ] (see again Eq. (19)), it spends longer execution time than DP(α = 0). As mentioned in Karuno and Furukawa (2016) , when the number b of available storage lanes increases, the number of assignable cargoes Table 1 The balancing performance of algorithm DP(α) on test instances with m = 100, n = 1000, µ = 10 and CV= 0.5. to a delivery also increases, and hence it requires longer execution time to find the k taking the minimum in Eq. (18) of the dynamic programming procedure. Next, we compare the heuristic solution by algorithm DP(α) with a solution obtained by another algorithm. We here pick up an IP (Integer Programming) solver, GLPK. An IP formulation of problem DIST(α) for applying the IP solver is presented in an extra section. Table 5 reports the comparison of the heuristic solution by algorithm DP(α) with a solution obtained by the GLPK on twenty test instances with m = 10, n = 60 and b = 3, where the dagger indicates a result of the interrupted computation by the upper limit of sixty minutes. The search of algorithm DP(α) is strongly restricted by the given list of the cargoes, while the solution by the IP solver is independent of the sequence of cargoes in the N. Though the IP solver is interrupted by the upper limit of the execution time for most of the test instances and the optimality of the solution can not be guaranteed, the objective function value is better than that by algorithm DP(α). However, we remark that the size of the twenty test instances is very small, which may not have the reality. For algorithm DP(α), one millisecond is sufficient to obtain the feasible linear partition of such a small size instance. Further, we notice that the difference between the two objective function values is less than µ = 10. Table 5 Objective function value comparison of the heuristic solution by algorithm DP(α) with a solution obtained by an IP solver on each of twenty test instances with m = 10, n = 60, µ = 10, CV= 0.5 and b = 3, where the dagger indicates a result of the interrupted computation by the upper limit of sixty minutes. Table 6 investigates the difference between the two objective function values obtained by algorithm DP(α) and by the LP (Linear Programming) relaxation for another twenty test instances with m = 50, n = 1000 and b = 3. The LP relaxation of an IP formulation of problem DIST(α) is also explained in the extra section. For the well known mathematical basic on the relationship between the IP and its LP relaxation, see, e.g., Vazirani (2001) . Let d LP max denote the objective function value of the LP relaxation obtained by the GLPK, which is a lower bound on the optimal value d * max . Then, for the comparison, we define the relative deviation from the lower bound to be
and the relative ratio to the mean processing time to be
In this table, we observe that the maximum workload obtained by algorithm DP(α = 0) differs from the optimum at most 3.2 [%] (see the entry of the fifteenth instance). We also observe that all values of R LP are less than 1, that is, the difference between the two objective function values is less than µ = 10 as in Table 5 . This means that the difference corresponds to at most one cargo with the mean processing time. From the results of the tables, the proposed dynamic programming based algorithm can be viewed as one of good heuristics for the workload balancing problem.
Concluding Remarks
In this paper, we considered a workload balancing problem motivated by a production management system of an Table 6 Difference between the objective function values by algorithm DP(α) and an IP (LP) solver on twenty test instances with m = 50, n = 1000, µ = 10, CV= 0.5 and b = 3. actual automobile assembly plant. Given m periodic deliveries performed by a single tractor and a set N of n cargoes with their arrival times and processing times, the problem asked to find a feasible partition of the cargo set N into m disjoint subsets. The workload of a delivery was defined to be the sum of processing times of cargoes assigned to the delivery, and the distance of a workload from a given guiding mark was also defined. We employed the maximum distance of a workload as the balancing criterion in order to obtain a more balanced partition of the cargo set than that by the maximum workload criterion. Then, we proposed a dynamic programming based heuristic algorithm which run in O(mn 2 ) time and returned a feasible linear partition of a cargo list. The proposed heuristic algorithm can be regarded as a generalization of an existing linear partition procedure of minimizing the maximum sum of processing times for a subsequence of cargoes. By utilizing the polynomial running time of the proposed heuristic algorithm, we also recommended a guiding mark which was the mean value of the maximum workload when setting the guiding mark to be zero and the minimum workload when setting it to be the total processing time. We conducted numerical experiments to demonstrate the performance of the proposed heuristic with the recommended guiding mark, and observed the heuristic maximum workload with a small error and an improved range of the workloads over all m deliveries. For future research, it would be interesting to apply a neighborhood search technique for further improvement of the heuristic solution. In fact, an iterative improvement based on the local search has been reported in Karuno and Furukawa (2016) . It would also be interesting to investigate another IP solver for the computation of an exact solution of the problem. From theoretical viewpoint, it would be significant to examine the design of an approximation algorithm with a constant factor less than two for the maximum workload criterion.
Appendix: An IP formulation and its LP relaxation
In this extra section, we consider an integer programming (IP) formulation of the workload balancing problem DIST(α). For each delivery i ∈ M and each cargo j ∈ N, let x i j denote a 0-1 variable such that
and let t (≥ 0) denote an integral variable which would be used to bound a distance of a workload from the above. Recall that the given processing times of cargoes are integral. Then, we illustrate the following IP problem :
∑ j∈N
t : a non-negative integer.
For an instance of problem Q(α), a solution (x, t) is referred to as a feasible one (in the sense of problem Q(α)) if it satisfies the six constraints of Eqs. (22)-(27). Further, for an instance of problem Q(α), let (x * , t * ) denote a feasible solution which meets t * ≤ t for any feasible solution (x, t), that is, the (x * , t * ) is an optimal solution (in the sense of problem Q(α)). We say that an instance of problem Q(α) corresponds to an instance of problem DIST(α) if they have the same input information, i.e., the same M, the same N, the same s j and t j for each j ∈ N, the same p j for each j ∈ N, and the same α.
In the numerical section, we find an optimal solution for an instance of problem Q(α) by an IP solver in order to obtain the optimal value d * max for a smaller size test instance of problem DIST(α) (see Table 5 ). Though our IP formulation is not so innovative (e.g., see Vazirani, 2001) , to see the validity, we show the following property of problem Q(α) :
Lemma 4. For an instance of problem DIST(α), let d * max denote the optimal value, and for the corresponding instance of problem Q(α) to the given instance of problem DIST(α), let (x * , t * ) denote an optimal solution. Then, d * max = t * holds. Proof. Let J * = (J * 1 , J * 2 , . . . , J * m ) denote an optimal solution for the given instance of problem DIST(α) attaining the optimal value d * max . We first make a solution (x, t) for the corresponding instance of problem Q(α) from the J * as follows:
x i j :=      1 if the i-th subset in the optimal solution J * contains cargo j, i.e., if J * i ∋ j, 0 otherwise,
t := d * max (= d max (J * )).
The J * is a partition of the cargo set N, and each cargo j ∈ N is contained in exactly one of the m subsets of the partition. Hence, for each j ∈ N, exactly one 0-1 variable among x 1 j , x 2 j , . . . , x m j takes value one by Eq. (28), and the first constraint Eq. (22) of problem Q(α) is satisfied by the solution (x, t). Also from Eq. (28), for each delivery i ∈ M, we see that p(J * i ) = ∑ j∈J * i p j = ∑ j∈N x i j p j . Then, we have
and hence the second and the third constraints of problem Q(α), i.e., Eqs. (23) and (24), are met by the solution (x, t). Further, the J * is a feasible solution, and each subset J * i never contains a cargo j ∈ N with either t j < i or s j > i (see Observation 1). Hence, from Eq. (28) again, the fourth constraint of problem Q(α), i.e., Eq. (25), is satisfied by the solution (x, t). The last two constraints of problem Q(α), i.e., Eqs. (26) and (27), are obviously satisfied by the solution (x, t).
Therefore, the solution (x, t) constructed from the J * is feasible for the corresponding instance of problem Q(α) to the given instance of problem DIST(α), and we obtain d * max = t ≥ t * . On the other hand, we make a collection J = (J 1 , J 2 , . . . , J m ) of m subsets of the cargo set N from the optimal solution (x * , t * ) of the corresponding instance of problem Q(α) as follows:
From Eqs. (25) and (26), we see that each x * i j is a 0-1 variable, and the x * satisfies Eq. (22). Hence, the collection J = (J 1 , J 2 , . . . , J m ) constructed by Eq. (30) is a partition of the cargo set N. Also, it meets Eq. (26), and for a 0-1 variable x * i j = 1, s j ≤ i ≤ t j holds, which implies that any j ∈ J i meets s j ≤ i ≤ t j . Hence, the partition J is a feasible solution for the given instance of problem DIST(α).
