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1. INTRODUCTION 
Let us consider an infinite horizon discounted Markov decision process 
in which: the state space is a subset X of R”; the action space is K, indepen- 
dent of x E X, the expected single period cost associated with x E X, k E: K is 
q(x, k); there is a probability distribution function F(y; x, k) for the 
transformed state y E X given x E A’, k E K; D = (6 > is the set of all decision 
rules which are functions of the state x E X, p, 0 < p < 1 is a discount factor. 
For each stationary policy in which decision rule 6 is used repeatedly 
over an infinite horizon let u’(x) be the expected discounted infinite 
horizon cost using the stationary policy, and let us assume 06(x) exists and 
is real valued for each x E X, 6 ED. 
Let 
u(x) = jff7 [d(x)] = mGi; [v’(x)], XEX (1) 
where we assume that minima are achieved for each x E X. 
Under a variety of circumstances, which we will assume our class of 
problems to satisfy, u will be a unique solution to the equation 
u(x)=EiE q(x,k)+pj 
C 
u(y)Wy;x,k) 
y E x 1 
= mEi; [T%](x) 
= CTvl(x), x E x. (2) 
We use 2% and TV rather than (PO), (TV) to avoid unnecessary use of 
parentheses. 
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Let the expected transformed state, given xe X, ke K, be given by 
xcX,keK (3) 
which we assume to exist and lie in X for all x E X, k E K. 
The approximating expectation equation which we will consider in place 
of (2) is 
f’(x) = yjg Cdx, k) + P %4x, k))l 
We will assume that (4) has a unique solution, which it will do in a 
range of circumstances. 
A particular situation for which the above models and conditions hold is 
the classical inventory problem of Bellman (1957) in which: stock can be 
purchased at a cost c per unit at the beginning of each period; a penalty 
cost p per unit shortage is incurred, discounted to the beginning of the 
period in which it is incurred by a factor p; there is a probability density 
function b(s) for demand, with d(s) >O for all s; pp> c. In this case we 
have, if k is the order quantity, 
(5) 
Ic(xJd=~s<x+x (x + k - s) d(s) ds. (7) 
In this problem backlogs are not allowed, and the state space is the set of 
all non-negative stock levels. 
We will use this example to illustrate the analysis, with parameters 
p = 0.95, c = 1, p = 10, and demand N( 100, 10) for which the solution (see 
Norman and White [1968]) to (2) is 
6(x)=k=O if x 3 125.1 = X 
=k=(x-x) if x d X. (8) 
In Norman and White (1968) the purpose was to study the extent to 
which a solution V to (4), followed by a single policy improvement step 
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(see Howard (1960)), would give good answers. The advantages of this are 
obvious. It is to be noted (see pp. 298-299 of Norman and White (1968)) 
that the method suggested is that given by (4), and not, as Porteus (1979) 
suggests, one in which the expected single period cost is replaced by the 
single period cost for the expected transformed state. However, the inven- 
tory example did use the latter approximation, whereas the car replacement 
example used the former approximation. 
The indications in Norman and White (1968) were that the method 
could be very useful. This was presuppositioned on the variances of the 
transformed state being “small,” and an heuristic justification, for the 
average cost non-discounted problem was given. Morton (1969) illustrated 
how dangerous such a procedure could be, and his counterexample does 
indeed give a large variance if his parameter m is large and the minimal 
ratio of standard deviation to expected level of the transformed state is 0 if 
we allow m = 1 but is 1 if we restrict m > 1, and integer. 
Clearly, therefore, the method is dangerous if not carefully used. Sub- 
sequent work by Porteus (1979) and Freeland and Porteus (1980) has, 
however, very strongly supported its usefulness in the calculation of con- 
tinuous review inventory control policies even when the ratio of standard 
deviation to expected level of demand is not very small. 
The crucial question is, therefore, one of being able to have some idea of 
when such an approximation procedure might work. This might be done 
on the basis of any of the following. 
(i) Finding V from (4) and using the V in some specified manner to 
determine bounds on errors the method will produce. This is a posterior 
method and will give best bounds. 
(ii) Using some knowledge of the form of (4) for the particular 
problem to calculate error bounds, but without calculating V itself. This is 
a prior method using some special knowledge of I/. This will give worse 
bounds, in general, than (i), but will usually involve less calculations. 
(iii) Using some knowledge of the form of (4), for a class of problems 
to which the particular one belongs, to calculate error bounds, but without 
calculating V itself. This is a prior method using some knowledge of the 
class to which the special problem belongs. This will give worse bounds, in 
general, than (ii), but will usually involve less calculations. 
In each case the bounds obtained may be unsatisfactory and then the 
solution to (2) may have to be tackled, although the solution to (4) may 
still help. However, the work expended in solving (4) will usually be much 
less than that expended in solving (2), and may be viewed as a calculated 
risk. It is also well known that error bounds tend to be much larger than 
actual errors in practice, and this, in itself, may be comforting knowledge. 
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We will begin our analysis with case (iii). In addition we will apply 
Howard’s policy iteration step (see Howard (1960)) to r” and not to 
V( = V6) in the main analysis, where ~3 is an optimal decision rule solution 
to (4). We will return to the iteration based on V in Section 5. If 6’ is the 
improved policy, obtained from TV”, we have 
v ,< vh’ < v6. (9) 
If 114, z E R”, is the usual supremum norm, the central quantity of 
interest is (In6 - u/l, and although we can say something about j/z? - 01) in 
terms of IIu- u61/ (see, e.g. Porteus (1975) and White (1980)), these bounds 
are not very useful unless p is small. Since, however, l(v6’ - VII < 110 - vbII, we 
will concentrate on the latter, knowing that these are likely to be somewhat 
in excess of the actual errors in practice. 
In calculating u6 - v, V( = V’) the optimal solution to (4), we have 
Hence 
d-v=d-- v+ v-v. (10) 
IId - v/J d I(d - VII + /I v- VII. (11) 
The calculations of the two norms on the R.H.S. of (11) will be very 
similar. In some cases, as in our inventory example, we will have v b V, in 
which case (11) is replaced by 
/Id - UJI < l/d - VII. (12) 
In what follows, to simplify analysis, we will assume that all the maxima 
and minima exist. This is not essential, and s-approximation methods may 
be used. We will also assume that u, V( = V’), and vd are bounded. This is 
not strictly necessary and (see White (1980)), it is possible to transform 
many unbounded problems into bounded ones. 
2. SOME GENERAL PRIOR BOUNDS 
Remembering that 6 is an optimal decision rule for (4), from (2), (4) we 
obtain, VX E A’, 
u’(x) - V(x) = [T”~“u”](x) - [S”“‘V](x) 
=P i ysx * 
0 (Y) KY; 4 @xl) -Pna W))) 
=P I (V”(Y) - %4x, &x))) WY; x> &x)1 YEX 
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=ps,.x (US(Y) - VY)WY; x3 &x)) 
+pl (w?J)- w4x, J(x)))) WY; -5 @x)). (13) )’ E x 
Let 
A” = sup [US(X) - V(x)], 
I c x 
V6 = i:t [d(x) - V(x)]. 
(14) 
(15) 
Then, from (13t( 15) we obtain 
A" d (p/(1 - ~1) sup 
.r c x 
s (KY) - ~(P(x~ d(x)))) ~F(Y; x, d(x)) 
?‘EX 1 > (16) 
V%(PlU -PII jfs; 
[ 
J" (VY)- v(~(x,6(x))))dF(Y;x,6(x)) . 1 (17) L’E x 
If 
a similar analysis will give 
d”W(l-p)buw[lj (V(Y) - V-T Ax, W)))) WY; x, d(x)) . 
y E x II 
(19) 
We may undertake a similar analysis for V- u. If 
A = sup [u(x) - I’(x)], 
XEX 
(20) 
we may derive 
v = f ! f ,  [u(x) - V(x)], 
d= IIu - V/I 
(21) 
(22) 
A~(P/(~-P)) sup 
xeX,kEK 
um - wk w  dm 4 k) , (23) 
1 
Va(p/(l-p)) inf 
xtX,ksK 
(V(Y) - U/4x, k))) dF(.v; x, k) 1 , (24) 
dd (p/(1 -P)) sup 
[IJ 
(VY) - J’W, k))) WY; x, k) .(25) 
xEX,ktK YE x II 
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From (11) (18), (25) we may derive 
l/u”-ull <dd+d<22d. (26) 
The inequalities (16), (17), (23), (24) will be more useful in general, but 
let us concentrate on (19) and (25) for the moment. In order to evaluate 
these we have to bound V(y) - V(p(x, S(x))) and V(y) - V(p(x, k)), k E K. 
3. SOME SPECIAL PRIOR BOUNDS 
A simple bound may be obtained in special cases. Let us suppose that V 
satisfies a Lipschitz condition of the following form (see Titchmarsh 
(1952)). 
For some tx,A~R’,r,A>0, and V~,ZEX, 
I V(y) - V(z)1 6 A I y - ZI I. (27) 
We may now combine (27) with Tchebychefs inequality (see Weather- 
burn (1952)), which is as follows, V x E X, k E K, A > 0. 
Probability { 1 y - ~(x, k)l > h(x, k)} < l/1*. (28) 
Thus combining (25)-(28) we obtain, as a weak bound, where P is a 
bound on IIVII, ifc=q?xEX,kEK Cd-% k)l. 
IId-uI( <22(/I/(1 -p)){Z4(la)a+2V/A2} 
= E(A), say. (29) 
If V3 0, we may replace 2 i7 by I? 
The term (la)’ may, of course, be replaced by (F(,u(x, k) + 
Aa(x, k), x, k) - F(p(x, k) - ,Io(x, k), x, k))(b)” and the supremum over 
XE X, kEK taken if need be. 
We may now choose 2 to minimise E(A) to get the lowest bound we can 
for this approximation. 
The Lipschitz condition will apply, in particular to the following class of 
random walk problems, viz., 
y=max[x+k-s,O] (30) 
where k, SE R”, k, s 2 0, and s has a distribution function Q(s), and, 
v y, z E x 
sup CIq(v, k)-q(z, k)ll GBIY--I” 
keK 
(31) 
for some B, aER’, a, B>O. 
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From (4), for y, z E X, we obtain 
IV(~)-V(Z)I~BI~-~I*+~~~PCIV(~(~,~))-I/(CL(~,~))II. (32) 
ksK 
Now it is clear from (30) that, V y, z E X, k E K 
MY, k)-AZ, k)l G IY--I. (33) 
Then from (32) (33), we have, for any z > 0, 
SUP CIW)- Uz)ll y.zEX:ly-zlG* 
< BY + p sup [IIVY)- f+)ll? 
y,:EX./).-:l$r 
i.e., 
SUP [IVY)- W)ll 
y,zEX:lV-ZlCz 
<(1/(1-p)) BT’=AT’, say. (34) 
Putting (y - z( = z in (34), we obtain (27). 
In more general cases, not necessarily of the random walk type, if (3 1) 
holds and (33) is replaced by, V y, z E X, k E K 
l~(y,k)-~L(z,k)l~CIy--lP (35) 
for some C, /I E R’, C > 0, p > 0, (27) will be replaced by V y, z E X, 
(v(y)- v(z)1 <B -f p’C*-’ ly-zlaS’ (36) 
I=0 
providing this series converges. 
As indicated in (12) we can halve the bound, at least, in the case &hen 
u > V. This will be so when u and/or I’ is convex on X. 
If u is convex, from (2), (4) we obtain, V x E X, 
u(x)- V(x)= [TV](X)- [W](x) 
>p inf 
keK 
(U(Y) - %4x, k))) WY; x, k) 1 
(U(Y) - Wx, k))) WY; x, k) 
+ I ((h4x, k)) - J’W, k))) WY; x, k) YCX I 
> p inf kcK ! yeX (OL(x, k)) - VAX, k))) WY; x, k) (37) 
since u is convex. 
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Equation (37) is enough to establish that inf,., [v(x)- V(X)] 20, and 
hence v 2 V. 
If V is convex, the requisite result comes from (24). 
Let us know turn to our inventory control problem. Equation (33) holds. 
For (31) we have, for yaz, 
dY> k) - 4k k) 
=PPI(z-.a-W+.d)-m-z)(W+Y)-W+z))) 
= -pp(y-z)(l-8@(k+z)-(l-@@(k+y)} (38) 
for some 0 < 8 d 1 (see Courant, Vol. II (1952)). 
Hence (31) holds with B = pp, c1= 1, and, from (34) A = pp/( 1 - p). 
Then, from (29), using P in place of 2P, and dropping the factor 2 in the 
R.H.S. since v 3 V in this case, from convexity, 
-wJ=(d(l-P))uPPl(hN~Q+ W). 
This has a minimal value when 
(39) 
and 
j* = ((2( 1 - p)/ppa) Py (40) 
min[E(A)] = 3((p5/(1 -p)‘) ~‘F74)“~ fs2’3. (41) 
Equation (41) now gives our bounds explicitly in terms of 0, as was the 
objective in Norman and White (1968). 
For the values of p, p, 0 given at the beginning, the optimal X is 125.1, 
and B = I/(O) r 2000, approximately, and a quick glance at (41) shows that 
this bound is useless for the particular figures, and yet, with the true 
optimal x equal to 125.1, the suggested method leads to very good results 
in practice. 
For this particular problem it so happens that (27) is also true for A = c, 
a = 1, since, for y > z, we have 
0 6 V(z) - V(y) d c( y - 2). (42) 
In this case (41) is replaced by 
min[E(A)] = 3(p/l -p))(c2~/4)“3 a2’3. (43) 
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Even this is too large, being of the same magnitude as P for the particular 
parametric values given. 
An alternative approach to that of using the combination of the 
Lipschitz condition (27) and the Tchebychef inequality (28) is to use a 
Taylor series expansion. This involves the use of derivatives of V, a 
notoriously difficult problem to tackle on a prior basis, i.e., without 
actually solving for V. However, let us proceed and assume that all first 
and second order partial derivatives of I/ exist and are continuous at all 
points of X. 
Let G, H be, respectively, the gradient and Hessian at points of X. Then 
(see Courant (1952)), V X, y E X, we have 
= (Y-/~-X, k))’ G + +b- p(-~ k))’ Wy - Ax, k)) (44) 
where G is evaluated at ,u(x, k), and H is evaluated at z = ~P(x, k) + 
(1 - 0) y, for some 0, depending on ~(x, k) and on y, with 0 d 8 6 1. 
Now let J(z) be the largest modulus of the eigenvalues of H at point 
z E X. Then (see Birkhoff and MacLane (1953)) with Euclidean norm 
I(~-~l(x,~))‘H(~-~(x,~))l~~(~)I,v-~(.~,~)l*. (45) 
Hence, if 
2 = sup [A(z)] 
ZCX 
(46) 
from (25), (19) we obtain 
dd; (P/(1 -P)) sup 
[I 
I.!-P(x>u*dF(Y~.?w 3 1 (47) .rEX.keK ” E x 
~6+/(l-P))suP IY-~(~,~(x))l*~~(Y~x~~(x) . 1 (48) YEX 
If 
fJ* = sup (Yi - Pi(X, k))* WY; x, k) 1 (49) ie{l,2 . . . . . n},xeX,kcK 
Equations (47), (48) reduce to 
4 d* G WW(l -PII CT*. (50) 
When n = 1, J(z) = Id*V/dz*1. 
This analysis does not apply to our inventory example, since, although 
409/107,'-32 
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the first derivatives exist and are continuous at all points in X, the second 
derivatives exist and are continuous at all x<X, with a value 0, and at all 
x > X, increasing in size as x approaches X +, but the second derivatives do 
not exist at x=X. Blindly applying the results, excluding the point x=X, 
gives i =p&(X) = 0.014 and d, d6 6 13.7. Although the theory does not 
apply in this case, the qualitative results would suggest why the 
approximation may be very good. Further work must be undertaken to 
extend this analysis to situations with irregularities at a finite number of 
points. 
Let us now suppose that V is convex on XG R’ and also monotonic 
decreasing on X, as is the case with our inventory example. Then we may 
use (12), (14), (16) to derive 
If the Lipschitz condition (27) holds, we obtain 
Now let us assume that, approximately, as is the case with the inventory 
example, y is N(p(x, 6(x)), a(x, 6(x))), in which case (y-~(x, 6(x)))/ 
rr(x, 6(x)) is N(0, 1). Then 
For the inventory control example, we may take A = c, a = 1, again 
presupposing that y is normally distributed for the optimal rule 6 in (4). 
Then (53) becomes 
A6 G ((cd(l -dMfi)) 0 (54) 
where, approximately, we assume 0(.x, 6(x)) = cr, V x E X. 
For the particular parametric values used we have As < 76. 
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4. POSTERIOR BOUNDS FOR THE INVENTORY PROBLEM 
Again, for ease of analysis, we will assume that y is N(p(x, 6(x)), 
a(x, 6(x))) approximately and that ~(x, 6(x)) is approximately x + 6(x) - ,u, 
and (T(x, 6(x)) = (T. Then (51) becomes 
A6 d (P/(1 -PII sup Csb)l 
I t x 
(55) 
where 
g(x)=j (V(x+h(x)-s)- V(x+h(x)-p))&s)ds. (56) 
3 > p 
Since V is convex, we have V(x + 6(x)-s) - V(x + 6(x) - CL) 6 I/(0 + 6 
(0) -3) - V(0 + 6(O) - .D), V x, providing p, s d x + 6(x), the former 
inequality being true, and the second inequality being true with a very high 
probability for the particular parametric values of this example, this 
probability being 0.994. For s > x + 6(x), we obtain V(0) - V(x + 6(x) - p) 
and this has an upper bound c(x + 6(x) - p). Hence the error term has a 
bound c(x + 6(x) - p)( 1 - @(x + 6(x))). With x + 6(x) 2 X, this term is 
very small. Hence an approximate upper bound on sup, E X [g(x)] is 
I (V(X-s)- V(X-p))cj(s)ds xas>p 
=C 
s 
(S-P) 4(s) ds 
x>s>p 
=ca(l -e-((.~-P)2/2a2) - )- lO(1 -e-‘.i2)< 10. (57) 
In fact we can do even better than this for this example using the full 
form of (16). Using the convexity of V, and ignoring the very small 
probability cases when s > x + 6(x), we obtain an approximate bound for 
A6 of 
j (V(O+6(0)-s)-V(O+6(0)-p))&)ds=c j (s-p)&s)=O. (58) 
s s 
This bound is subject to small errors because of the assumption of nor- 
mality for y, and the ignoring of the cases when s > x + 6(x). 
178 D. J. WHITE 
5. POLICY ITERATION BASED ON V 
The bounds obtained in Sections 2-4 are for IIt” - ~11, where 6 is an 
optimal decision rule for (4). If 6’ is obtained by finding TV”, we know that 
v d us’ < 06. However, the method proposed in the references given involves 
finding 6* by finding TV. The following analysis may be performed: 
vb* - V=TV-V+v”*-TV=(TV-SV)+T%6*-T”*V, (59) 
V-v=V-TV+TV-v=(SV-TV)+TV-TV, (60) 
v6* - v = u** -v+v-0. (61) 
From (59), (60), and (61) we easily see that the bounds on J/v6*--uIj, 
using a similar analysis to that in the previous sections, will be precisely the 
same as those given for bounds on ljv’ - VII, under the special and general 
circumstances considered. 
The advantage of using the TV* iteration approach is that we will always 
do at least as well as 6, i.e., v6’ < v*, whereas this cannot be guaranteed if 
we use the TV iterative approach. However, the TV iterative approach 
involves less work, and the bounds given by the analysis above are the 
same as for the TV’ approach. 
It is interesting to note that, for the inventory example used, we have 
6 = 6’ = 6* = actual optimal solution for (1). This is because if the con- 
vexity of V leads to a critical value solution 6*(x) = max[x, X*] for same 
X* and then, if W(x) = [TV](x), we have W(0) = cX* + W(X*), where 
I#‘(.?*) is seen to satisfy uniquely exactly the same equation as v(Z), and 
then W(O)=u(O), and we obtain Z * =x. Thus 6* is optimal for 0, and the 
rest follows from the Appendix. 
6. CONCLUSIONS 
It is possible to determine sometimes useable bounds for the errors made 
in using the expected state transformation model as a first step in 
calculating an approximation to the true u, and then using a single policy 
iteration. The general bounds may not be adequate, but they do provide 
quick calculations. If these are inadequate, better bounds may be 
obtainable by using special knowledge of the approximating V. In the 
extreme case bounds can be calculated on a posterior basis once V has 
been fully determined. In all cases these bounds are likely to be much larger 
than the actual errors. In the example given these bounds are extraor- 
dinarily good, supporting the results of previous researches in this area. 
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APPENDIX: THE SOLUTION OF THE INVENTORY PROBLEM 
Equation (4) may be put in the form, V x E X, 
V(x) = --cx + f”& C@Y)l (A.1) 
where 
(A.21 
noting that the lower limit is s =O, although we are using normal 
approximations for the actual sample. 
As with Bellman (1957), (A.l) and (A.2) are replaced by a sequence of 
successive approximations { I’,}, {e,}, w  h ere, in (A.2) we have 8, on the 
L.H.S. and I’,-, on the R.H.S. 
0, is differentiable and convex, and leads to the solution, for some Xi, at 
all points except which V, is doubly differentiable, 
V,(x) = -cx + tl,(X,), XdX, 
= -cx+ e,(x), X3X, 
with V;(X,)= -c, and V’,(x)+p>o,Vx~X. 
Assume inductively that, for some 2,. , , 
if-,(x)= -CX+en-,(X,-l), X<X”-,, 
V,-,(x)= -cx+e,-,(X), XbZ,-, 
with ~9,~ ,(x) convex, differentiable, and V:, _ ,(x) + p > 0, V x E X, and 
I’,, _ i doubly differentiable at all points except X, _, . 
Then 
~~(Y)=~-PP(~-~(Y))+P~(Y) C-1 (j’ W44W). (A.3) 
S=O 
At points y for which I’,_ ,(kzo (y -s) 4(s) ds) is doubly differentiable we 
have 
At all such points, by virtue of the inductive assumptions, 8:(y) 2 0, and 
hence 8, is convex at all such points. From (A.3), 8, is differentiable at all 
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points in X. The only point at which B:(y) might not exist is given by 
S~=,(Y-s)~(s)ds=x,_,. H owever, 8, is differentiable at this point, and 
is convex either side of it, and hence it is locally convex. Hence, 0, is con- 
vex at all points. 
Now let X, be the maximum of all minimisers of B,(y). This maximum 
exists since 8(y) tends to cc as JJ tends to co, and hence such maximisers 
are bounded, and 8, is continuous. Since &JO) < 0, X, will be given by 
e;( y ) = 0. 
The solution is then given by 
V,(x) = -cx + 8,(X,), x6X,, 
= -cx + O,(x), XBX,. (A.5) 
It now remains to prove Vn(x)+ p>O, V XEX. 
For x>X,~~, 
VA(x) = -c + e;(x) 
= -pp(l-@(x))+@(x) G-1 
( 
j~;Jx-si~(J)~~) 
a -PP(l - @(x)) + PW)( -PI 
= -pp. (A.6) 
Hence 
K(x)+p>(l -p)p>O. (A.7) 
In actual fact, 8, is strictly convex using (A.4) and (A.7) (for n - 1 
instead of n). Hence X, will be uniquely defined. 
Clearly V, will converge uniformly to the unique solution of (A.l), and 
hence to V, and V, and 8, will be convex, in fact strictly convex since 
0: 2 (1 -p) p > 0. Then the solution to (A.l) is, for some X, 
V(x) = -cx + e(x), x 2 2, (A.81 
V(x) = -cx + O(X), X<X (A.9) 
where x minimises e(x). 
We then have, for x = 0,X, 
V(0) = cx + V(X), (A.10) 
V(X)=pp jm (s-qqqs)ds 
s=r 
(A.ll) 
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From (A.ll) 
W)=(pl(l-P)) Py 
( 
(s--x)e)ds s = 4 
+c x- 
( J 
-ie (x-s)fj(s)ds . 
S=O )) 
From (A.lO), (A.12) we obtain 
(A.12) 
(A.13) 
It is easily demonstrate+l.from (A.8), (A.9) directly that V is differentiable 
at all x E X. We now merely need to find X by minimising (A.13). 
It is seen that the optimal X to (A.13) is identical with the true optimal z?‘, 
and that, for x 6 1, we get the optimal u, although, in general u(x) # V(x) 
for x > X. The identity of u(x) and V(x) for x 6 X arises from the linearity of 
u and V in this region. 
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