In this paper we present a mobile phone based augmented reality (AR) assembly system that enables users to view complex models on their mobile phones. It is based on a client/server architecture, where complex model information is located on a PC, and a camera phone is used as a thin client access device to augment still images of the assembly site with animated AR sequences.
INTRODUCTION
In industry, workers often require teaching and guidance to handle product assembly, maintenance and repair. This is commonly provided by printed blueprints or other documents. However, these are mainly two dimensional images or text while the real task is three dimensional.In our research we are interested in exploring how augmented reality (AR) technology can be used to provide intuitive assistance with assembly, repair and training tasks. With AR technology, synthetic objects can be merged with the user's view of the real world in the correct position so the user can perform assembly tasks without needing to look at another screen.
Other researchers have developed prototype AR systems for supporting assembly tasks. These are typically based around head mounted displays (HMDs) connected to desktop or wearable computers. However, HMDs can be expensive, are bulky, have safety issues and many workers are reluctant to wear them.
In contrast we are developing a reliable mobile phone based AR assembly system. By using mobile phones, the relevant assembly information can be available all the time, in an unobtrusive manner, and the user can easily access the latest information on a robust hardware platform.
RELATED WORK
Several other research groups have explored the use of AR for assembly tasks. One of the earliest was the wire bundle harness work at Boeing [3] , where virtual images showed which real wires should be bundled together. Other researchers have developed AR applications e.g. for putting a lock into a car door [12] . In most cases the AR assembly interfaces were based around desktop or wearable computers and a HMD to view the virtual content.
User studies have also been conducted to compare performance with AR interfaces to traditional manuals or computer based technology. For example, Tang [15] found that subjects completed assembly in three computer aided conditions significantly faster than with a printed manual, and that an AR condition produced significantly lower number of total errors. Similarly Baird [2] found that in a motherboard assembly task AR conditions produced faster times and were more effective instructional aids than either using a paper manual or computer aided instruction. However many of the subjects indicated that using a HMD was uncomfortable, and they were concerned about poor image contrast in see-through HMDs.
In our research we are using mobile phones for augmented assembly. Most of the first mobile AR assembly applications were based on wearable computers and HMDs. For example, Klinker [8] used a wearable computer and HMD to provide a mobile AR maintenance system for power plants. Researchers have also used PDAs for handheld AR assembly experiences. Among the first was the AR-PDA project [5] which used a client/server approach; Reiss [13] reports on an AR PDA application for industrial maintenance, while Grafe [6] describes a PDA based system for automotive assembly.
Most recently, phones have been used for mobile AR. AR-Phone [4] used Bluetooth to send camera images to a remote sever for processing and graphics overlay, taking several seconds per image. Henrysson ported ARToolKit to the Symbian platform [7] , while Moehring developed a tracking library [9] that enabled AR applications to run entirely on the phone. In these cases the AR application is just used to show virtual content and not assist with a real world assembly task.
As can be seen, prototype AR systems have been developed to explore the use of this technology for assembly tasks. Relative to this previous research, our work is novel for several reasons; (1) it is the first AR assembly interface based on mobile phones, (2) it also provides the first formal evaluation of a mobile phone based AR assembly interface.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
DEMONSTRATION SYSTEM
The goal of our research is to provide an AR experience on a mobile phone that can assist with real world assembly tasks. However there are a number of challenges that need to be addressed to provide a good quality user experience. First, virtual product models in industrial applications can be very large and difficult to render on phones because of their limited graphics capability. Secondly, the 3D API on the mobile phones is limited and requires cumbersome format conversions. To overcome these challenges we use a client/server architecture approach.
All of the complex model rendering, handling of model formats and image processing are performed on the PC server. In this way we can make use of a complex AR rendering system that already exists on the PC environment, and connect it to the mobile phone client with a relatively small programming effort. Our image based rendering approach also supports correct masking of the augmented objects, which could not be easily achieved if 3D parts were augmented to the assembly site one by one. Furthermore, the still image approach is often more ergonomic than viewing real time video. With still images the user can view the augmented content at his or her own pace without having to constantly point the mobile device towards the workspace.
Our prototype is made up of two parts; PC server software and a visualization client on a Symbian phone. On the server side we employ a version of augmented assembly software previously implemented in the AugAsse project [14] . The tracking system on the server uses a customized version of The phone client is used to take single images of the real assembly site, send them to the server and show the augmented views to the user. This software is a native Symbian application developed in C++ for Nokia mobile phones. The client interface is a simple remote viewer and controller of the system using OpenGL ES [10] for graphics rendering. The client sends data wirelessly to the PC server using Bluetooth or WLAN. Figure 1 shows an industrial assembly part displayed on the phone and the PC server in the background. In our prototype implementation, the AR environment is based on a set of markers on the assembly site. The workflow is based on a number of steps that specify which virtual objects should be shown to complete the real assembly task. These are stored on the server in an XML file, where the assembly site information, models and assembly steps are described. The client does not need any information about the assembly instructions or how the AR tracking is performed; these are all handled by the server.
To use the AR application the user takes an image of the assembly site with the phone client and sends it to the server. The user selects if s/he wants to see an augmented view of the next step, previous step, or repeat the current one (from a new view). Pressing button number '1', the user takes a new picture and asks the system to provide an AR view of the previous step. Pressing '2' also returns a new augmented image of the current step, allowing the user to take new pictures from different viewpoints. When the user wants to move to the next step, s/he takes a new image by pressing '3'. In this way the system is able to provide step-by-step information of the ongoing assembly task. The user places a real part at the position of the AR model, and then takes a new photo to show what the next part and placement should be.
The server sends the augmented information to the client, where it is shown to the user. The augmented information is provided as an animated image sequence, properly masked by the real objects and in true perspective (see the 3D puzzle assembly in Figure 2 ). After the user has placed the real part, s/he can move to the next step by taking a new image and defining that the current task is done.
As the items are added to the assembly site, the server gains knowledge of how the previous parts were placed, and thus how the assembled model so far looks like. Using this information we use masking to provide correct occlusion between the real and virtual items. We also implemented an animation mode to provide a greater understanding of which part is to be placed next. Each time the server receives a new image it creates a simple animation of the current part being placed in the AR scene by using a series of sub images placed on the main image. Each of the sub images is also masked with the real part. The server sends the sub images along with position and bitmap information to the mobile phone, which is then able to display the simulated animation of the virtual part. Figure 2 demonstrates AR masking and animation. Depending on the user's viewpoint, real objects may occlude the virtual images showing the next part to be placed. When this happens, the user could take another picture from a new angle of view. As alternative, we also provide a VR mode on the phone client to show a simplified virtual (non-augmented) view of the objects. In our current VR mode implementation the user sees the bounding box of the whole assembly project, and the current item's bounding box. To aid with object recognition, the faces on the current item's bounding are textured according to the orthogonal views of the item. The user may then freely rotate the view using keypad input to understand the assembly instructions better. The left and right navigation keys are used; when a key is pressed the model rotates 5 degrees about its vertical axis.
The client software was implemented with Symbian Series 60 OS and tested on a Nokia N95 phone. The N95 has a 262Mhz Arm 9 processor, graphics hardware, a 5 megapixel camera and a screen resolution of 320 x 240 pixels. The current system sends 640x480 images from the phone to the server and the server sends back 320x240 images. Using a 2.4 GHz PC there was no noticeable delay in the server software processing the image, because the virtual models used were generally simple. However there was a delay due to the data transmission times between the phone and PC. The average time to send and receive images was 19s over Bluetooth and 3.4s over the WLAN, nearly six times faster.
USER EVALUATION
To evaluate the system we chose an assembly task that involved correctly constructing a wooden 3D soma cube puzzle made up of 7 interlocking pieces (see Figure 2) . When assembled correctly the pieces form a perfect cube. The AR system allows users to take pictures of the workspace and see an AR view of the next piece in the puzzle assembly task.
Evaluation of User Interface Elements
We wanted to explore performance in three conditions:
-AR:
Using the AR viewing mode alone with static pictures 2 -AR+Animation: As with the AR mode, but also adding an animated view of the blocks being assembled.
-AR + VR: Adding a graphics only VR mode.
There were 11 subjects (8 men 3 women, aged 21 to 47). Each of them experienced all three conditions and solved a different puzzle in each condition. The puzzles were all cube puzzles, but in each case the cube was rotated at a different 90 degree angle and the order of the blocks was changed. The order of the AR, AR+VR, and AR+Animation conditions was also counterbalanced between users to remove any order effects.
The time it took to complete each trial was measured and after each condition subjects answered the following questions on a scale of 1 to 7 (1 = Not Very, 7 = Very): Q1: How easy was the system to use? Q2: How helpful was the AR system to solving the 3D puzzle? Q3: How helpful were the animated graphics? Q4: How helpful was the VR/computer graphics view? Q5: How helpful was the textured graphics view? Q6: How easy was it to interact with the system? Q7: How enjoyable was it to use to system? Q8: How easy was it to understand where the puzzle blocks needed to go?
After all of the trials, the subjects were asked to rank in order each of condition in response to the following ranking questions:
R1 -Ease of use R2 -Ease of understanding of where the blocks needed to go R3 -How enjoyable was the system R4 -In which condition did you perform best.
Results and Discussion
All of the subjects were able to complete the task and only one person made any errors while solving the puzzle. There was a significant difference in the performance time across the three conditions. Table 1 shows the average time it took to solve the puzzle. Using a one factor ANOVA we found a significant difference in the average solution time (F(2,27) = 4.48, P < 0.05). The AR with Animation condition was the fastest, over 80 seconds faster than the AR condition alone. Using a Bonferroni test, we found that there was a significant difference in time taken between the AR+Animation condition (M=147, SD = 7.0) and both the AR condition (M=216, SD = 20.0, p<0.05), and the AR+VR condition (M=223, SD = 21.7, p=<0.05), but no difference between the AR and AR+VR conditions. The results from the individual surveys after each condition were not so significant. Figure 4 shows the average results for the survey questions Q1, Q2, Q6, Q7 and Q8. 
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Figure 4 -Subject Responses to Survey Questions
In all cases the AR+Animation condition appears to receive higher survey rankings, but there was a high degree of variability in the results. Using a single factor ANOVA found there was no significant difference between the results, except for Q6: How easy was it to interact with the system. In this case F(2,30) = 3.25, P = 0.052, which is very nearly significant. Performing a Bonferroni test on the results for Q6 we found a significant difference between results for AR + Animation condition (M=6.1, SD = 0.23) and the AR+VR condition (M=5.3, SD = 0.21, p < 0.01) but no difference between the other conditions.
The three questions Q3, Q4, Q5 were designed to explore how helpful the subjects felt that the different interface features were. These were only asked after the relevant interface condition. The subjects felt that the animated graphics view was far more helpful than the graphics only view or textured view. A single factor ANOVA comparison found a significant difference between these results, F(2,27) = 22.9, P < 0.001. Using a Bonferroni test, we found that there was a significant difference between the results for Q3 (M=6.1, SD = 0.23) and both Q4 (M=2.9, SD = 0.28, p<0.001), and Q5 (M=3.3, SD = 0.52, p<0.01), but no difference between Q4 and Q5.
The users' written comments also supported these results. Five subjects wrote that the animated AR mode was the best feature. This was due to a number of factors such as providing a step by step guide as to how the puzzle should be assembled. The second most popular feature was the AR view with 3 subjects mentioning this. Seven subjects wrote that the VR mode was the worst feature of the system. They felt it was difficult knowing which blocks were being shown, and where the blocks were being placed. Only three users made a comment about how the system delay needed to be improved.
Although the evaluation was conducted with a small puzzle assembly task, the results give insight that can be applied into more complex tasks. Users felt that the mobile AR interface helped them perform the assembly task. They also felt that the animated graphics enabled them to perform significantly better than using AR images alone, or combining AR and graphics only views. Performance in the animated condition was indeed significantly faster than the other conditions.
CONCLUSIONS
We have presented a mobile phone based AR assembly application using a thin client on the phone connected to a remote PC server. Images captured by the phone are sent to the server, processed and an AR overlay added before they are sent back. The mobile phone interface can show an animated view of AR graphics on a still image of the real world, masking that allows the real objects to block the virtual graphics, and a VR mode which showed a simplified 3D graphics model that can be freely rotated.
The application was evaluated with a user study which found that the users overwhelmingly thought that the animated AR view was the most useful feature. In a forced choice ranking decision all of the subjects ranked the AR + Animation condition as the most enjoyable to use. In this condition users were able to complete a simple assembly task about 30% quicker than using AR images without animation and a combined AR and VR mode.
Future work includes adding new content types, and more user studies to evaluate how useful the mobile phone solution is compared to other augmented assembly devices. Without such studies it will be impossible to deliver mobile AR applications that can really improve the assembly process.
