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Designing Unimodular Sequences with Optimized
Auto/cross-correlation properties via
Consensus-ADMM/PDMM Approaches
Yongchao Wang, Jiangtao Wang
Abstract—Unimodular sequences with good auto/cross-
correlation properties are favorable in wireless communication
and radar applications. In this paper, we focus on designing
these kinds of sequences. The main content is as follows: first,
we formulate the designing problem as a quartic polynomial
minimization problem with constant modulus constraints; sec-
ond, by introducing auxiliary phase variables, the polynomial
minimization problem is equivalent to a consensus nonconvex
optimization problem; third, to achieve its good approximate
solution efficiently, we propose two efficient algorithms based
on alternating direction method of multipliers (ADMM) and
parallel direction method of multipliers (PDMM); fourth, we
prove that the consensus-ADMM algorithm can converge to
some stationary point of the original nonconvex problem and
consensus-PDMM’s output is some stationary point of the
original nonconvex problem if it is convergent. Moreover, we
also analyze the nonconvex optimization model’s local optimal-
ity and computational complexity of the proposed consensus-
ADMM/PDMM approaches. Simulation results demonstrate that
the proposed ADMM/PDMM approaches outperform state-of-
the-art ones in either computational cost or correlation properties
of the designed unimodular sequences.
Index Terms—Unimodular sequence, auto/cross-correlation,
consensus-ADMM/PDMM, convergence/complexity analysis.
I. INTRODUCTION
U nimodular sequences with good auto/cross-correlationproperties are very favorable in wireless communication
and radar systems. The reasons are twofold: One is they can
maximize the amplifier’s power efficiency in the transmit-
ter and the other is they can greatly improve the system’s
performance. For example, when the sequences have low
autocorrelation sidelobes, they can improve target detection
possibility [1] [2], facilitate synchronization [3] [4] [5] as
well as power control [6], etc. Moreover, when unimodular
sequences have low cross-correlation sidelobe levels, they
can be applied to clutter mitigation [7], improving parameter
identifiability [8] and distinguishing users [9]. Therefore, many
researchers are attracted to this field in designing unimodular
sequences with good auto/cross-correlation properties.
At the early stage, many studies focused on the autocor-
relation property of the considered unimodular sequences. In
[10], authors customized an exhaustive search algorithm to
construct binary-phase sequences. In [11], authors proposed an
iterated variable depth searching algorithm to obtain binary-
phase sequences with good autocorrelation properties. Besides
binary-phase sequences, designing polyphase (or continuous
phase) sequences with low sidelobe levels are also investigated
widely. In [12] and [13], authors proposed two heuristic
methods to design polyphase sequences respectively. However,
both of them are not capable of designing long sequences
due to their high computational complexities. Later, authors
in [14] and [15] proposed two iterative methods named cyclic
algorithm-new (CAN) and periodic CAN (PeCAN) respec-
tively to design unimodular aperiodic and periodic sequences.
In [16], authors developed a closed-form construction to obtain
integrated sidelobe level (ISL) and peak sidelobe level (PSL)
lower bounds under a power constraint. In [17], authors
introduced an algorithm frame framework based on an iterative
twisted approximation to design unimodular sequences with a
low periodic or aperiodic correlation and zero correlation zone
property. In [18], authors formulated the designing problem
as a quartic minimization problem and then customized an
alternating direction method of multipliers (ADMM) iteration
algorithm to solve it approximately. In [19]–[21], the authors
applied the majorization-minimization (MM) technique to
minimize autocorrelation sidelobe levels, which can guarantee
that its objective function value decreases in every iteration.
The authors in [22] designed a strategy of minimizing the
generalized weighted ISL measure to obtain the desired uni-
modular sequences.
In comparison with the above research topic, designing
unimodular sequences with both low autocorrelation sidelobe
levels and low cross-correlation levels is very challenging. In
[23], authors proposed an approach named Weighted Cyclic
Algorithms-New (WeCAN) method which can lower cross-
correlation levels within certain lag intervals. In [24], authors
formulated the designing problem as a quartic polynomial
minimization problem with constant modulus constraints, and
then adopted a quasi-Newton solving algorithm to approximate
the model’s optimal solution. In [25], authors applied the
MM weighted correlation (MM-WeCorr) technique to design
these unimodular sequences, which has faster convergence
than the WeCAN approach. In [26], authors applied the MM
technique to design a transmit waveform/receive filter for the
MIMO radar with multiple waveform constraints. In [27],
authors focused on designing sequences with minimum PSL.
They formulated the problem of PSL minimization based on
Chebyshev distance and exploited the fast-randomized singular
value decomposition technique to improve the performance
of the proposed algorithm. In [28], authors considered both
the continuous and discrete phase constraints and proposed a
coordinate-descent method to design low sidelobe sequences.
In [29], authors formulated the ISL and weighted ISL mini-
mization problems as quartic polynomial optimization models,
2and then simplified them into quadratic problems via the MM
technique.
In this paper, we focus on designing unimodular sequences
with optimized autocorrelation sidelobe levels and cross-
correlation levels via consensus-ADMM/PDMM approaches.
First, the designing problem is formulated as a quartic polyno-
mial minimization problem with constant modulus constraints.
Then, we introduce auxiliary phase variables to the polyno-
mial minimization problem and reformulate it as a consensus
nonconvex optimization problem. Moreover, we propose two
efficient solving algorithms, based on ADMM [30]–[33] and
parallel direction method of multipliers (PDMM) techniques
[34]–[36], to efficiently achieve the problem’s solution. Fi-
nally, we show several analyses on the proposed consensus-
ADMM/PDMM algorithms, such as convergence, local op-
timality, and efficient implementations. Simulation results
demonstrate the effectiveness of the proposed approaches.
The remaining sections of the paper are organized as
follows. In Section II, the problem’s formulation procedure is
presented. Two solving algorithms named consensus-ADMM
and consensus-PDMM as well as their performance analyses
are presented in Section III and Section IV respectively.
Finally, Section V presents some numerical results, and the
conclusions are given in Section VI.
Notation: Bold lowercase and uppercase letters denote col-
umn vectors and matrices and italics denote scalars. R and
C denote the real field and complex field respectively. The
superscripts (·)∗, (·)T and (·)H denote conjugate, transpose
and conjugate transpose respectively. | · | denotes the absolute
value. The subscripts ‖ · ‖2 and ‖ · ‖F denote Euclidean
vector norm and Frobenius matrix norm. ∇(·) represents the
function’s gradient. Re(·) takes the real part of the complex
variable and Tr(·) denotes the trace of a matrix. mat(·, N,M)
reshapes a vector to an N ×M matrix. 〈x,y〉 denotes the dot
product of x and y. vec(·) vectorizes a matrix by stacking its
columns on top of one another.
II. PROBLEM FORMULATION
Consider a set of M unimodular sequences {xm}
M
m=1
and the length of each sequence is N , i.e., xm =
[x1,m, · · · , xN,m]
T and |xi,m| = 1. The correlation function
of sequences xi and xj at lag n is defined as
rijn =
N∑
k=n+1
x∗k,ixk−n,j = x
H
i Snxj ,
i, j = 1, · · · ,M ;n = −N + 1, · · · , N − 1.
(1)
Here, Sn is defined as an off-line diagonal 0-1 matrix. When
n > 0, nonzero elements located in the upper off-line of the
matrix are shown in (2).
n zeros
Sn =


︷ ︸︸ ︷
0 · · · 0 1 0
. . .
1
0

 .
(2)
When n < 0, nonzero elements are located in the lower off-
line of the matrix. Specifics, since Sn = S
H
−n, there exists
rijn = r
∗
ij−n.
For sequences {xm}
M
m=1, we define set T corresponding to
the lag interval of interest. Then, the autocorrelation metric,
called an integrated sidelobe level (ISL), can be written as
ISL =
M∑
i=1
∑
n∈T \0
|riin|
2, (3)
and the cross-correlation metric, called a cross-correlation
level (CCL), can be written as
CCL =
M∑
i=1
M∑
j=1
j 6=i
∑
n∈T
|rijn |
2. (4)
Moreover, we define the correlation matrix at lag n
Rn =


r11n r12n · · · r1Mn
r21n r22n · · · r2Mn
...
. . .
...
rM1n · · · · · · rMMn

 .
Since the sequences {xm}
M
m=1 can be denoted by the N -by-
M matrix, i.e., X = [x1, · · · ,xm], then Rn can be obtained
through
Rn = X
HSnX. (5)
Then, combining (3), (4), and (5), we have
ISL + CCL = ‖XHX−NI‖2F +
∑
n∈T
‖XHSnX‖
2
F , (6)
where I is the identity matrix.
Thus, a compact optimization model for designing unimod-
ular sequences with minimized ISL/CCL can be formulated as
min
X∈CN×M
‖XHX−NI‖2F +
∑
n∈T
‖XHSnX‖
2
F , (7a)
subject to |xi,m| = 1, i = 1, · · · , N,m = 1, · · · ,M. (7b)
Solving model (7) directly is difficult since the objective
function (7a) is a fourth-order polynomial and the constraints
are constant modulus equalities. However, since every element
in X is a constant modulus, i.e., xi,m = e
jφi,m , we drop
constant modulus constraints and formulate problem (7) to the
following minimization problem
min
Φ
∑
n∈T
fn(Φ),
subject to 0  Φ ≺ 2π.
(8)
where
fn(Φ) = ‖X(Φ)
HSnX(Φ)−NIδn‖
2
F , n ∈ T , (9)
the constraint 0  Φ ≺ 2π means all the elements φi,m
in Φ belong to [0, 2π), and δn in (9) denotes the Dirac-
δ function. Problem (8) can further be equivalent to the
following consensus-like problem (10) by introducing a set
3of auxiliary variables {Φn, n ∈ T }.
min
Φ,{Φn}
∑
n∈T
fn(Φn)
subject to Φn = Φ, 0  Φ ≺ 2π, n ∈ T .
(10)
In comparison with (8), the major benefit of the consensus-like
problem (10) is the flexibility of allowing fn(Φn) to handle its
local variable independently. Sequentially, we will design two
efficient algorithms, named consensus-ADMM and consensus-
PDMM, to solve (10) approximately, but efficiently. Moreover,
we show several analyses on the proposed algorithms related to
convergence, local optimality, and efficient implementations.
III. CUSTOMIZED CONSENSUS-ADMM/PDMM SOLVING
ALGORITHMS
A. Consensus-ADMM Algorithm Framework
The augmented Lagrangian function of problem (10) can be
written as
L(Φ, {Φn,Λn, n ∈ T })
=
∑
n∈T
(
fn(Φn) + 〈Λn,Φn −Φ〉+
ρn
2
‖Φn −Φ‖
2
F
)
, (11)
where Λn and ρn, n ∈ T , are Lagrangian multipliers and
penalty parameters respectively. We further define
Ln(Φ,Φn,Λn)
=fn(Φn) + 〈Λn,Φn −Φ〉+
ρn
2
‖Φn −Φ‖
2
F ,
(12)
where n ∈ T .
Then, the consensus-ADMM algorithm framework for solv-
ing problem (10) can be written as
Φk+1 = argmin
0Φ≺2pi
L
(
Φ, {Φkn,Λ
k
n, n ∈ T }
)
, (13a)
Φk+1n = argmin
Φn
Ln
(
Φk+1,Φn,Λ
k
n
)
, n ∈ T , (13b)
Λk+1n = Λ
k
n + ρn(Φ
k+1
n −Φ
k+1), n ∈ T . (13c)
where k is iteration number.
Remarks: First, for different n ∈ T , the variables in (13b)
and (13c) are independent of each other. It means that the
|T | paired problems (13b) and (13c) can be implemented in
parallel, where |T | is set T ’s size. Second, the main difficulty
of implementing the consensus-ADMM algorithm (13) lies in
how to solve problem (13b) since functions Ln
(
Φk,Φn,Λ
k
n
)
are nonconvex related to variablesΦn. However, the following
lemma indicates that {fn(Φ), n ∈ T } are continuous, differ-
entiable with respect to the phase variable and have Lipschitz
continuous gradients (see detailed proof in Appendix A).
Lemma 1: Gradients {∇fn(Φ), n ∈ T } are Lipschitz
continuous with constants Ln, i.e.,
‖∇fn(Φ)−∇fn(Φˆ)‖F ≤ Ln‖Φ− Φˆ‖F , n ∈ T , (14)
where
Ln > 4(M − 1)(N + 1). (15)
TABLE I
THE CUSTOMIZED CONSENSUS-ADMM ALGORITHM
Initialization: Compute Lipschitz constants {Ln,n∈T }
according to (15). Set iteration index k=1, initialize
Φ1 and {Λ1n, n ∈ T } randomly, and let {Φ
1 = Φ1n,
n ∈ T }.
repeat
S.1 Compute Φk+1 via (19a), i.e.,
Φk+1= Π
[0,2pi)
(
1
|T |
∑
n∈T
(
Φkn +
Λ
k
n
ρn
))
.
S.2 Compute {Φk+1n , n ∈ T } via (19b) in parallel, i.e.,
Φk+1n = Φ
k+1 −
∇fn(Φ
k+1)+Λkn
ρn+Ln
.
S.3 Compute {Λk+1n , n ∈ T } via (17c) in parallel, i.e.,
Λk+1n =Λ
k
n + ρn(Φ
k+1
n −Φ
k+1).
until some preset termination criterion is satisfied.
Let Φk+1 be the output.
Based on Lemma 1, we have the following inequality
Ln
(
Φk,Φn,Λ
k
n
)
≤ fn(Φ
k) + 〈∇fn(Φ
k),Φn −Φ
k〉
+ 〈Λkn,Φn −Φ
k〉+
ρn + Ln
2
‖Φn −Φ
k‖2F .
(16)
Let right hand side of inequality (16) be Un
(
Φk+1,Φn,Λ
k
n
)
.
Then, we customize the following consensus-ADMM solving
algorithm
Φk+1 = argmin
0Φ≺2pi
L
(
Φ, {Φkn,Λ
k
n, n ∈ T }
)
, (17a)
Φk+1n = argmin
Φn
Un
(
Φk+1,Φn,Λ
k
n
)
, n ∈ T , (17b)
Λk+1n = Λ
k
n + ρn(Φ
k+1
n −Φ
k+1), n ∈ T . (17c)
Since L
(
Φ, {Φkn,Λ
k
n, n ∈ T }
)
and Un(Φ
k+1,Φn,Λ
k
n) are
strongly convex quadratic functions with respect to Φ and Φn,
optimal solutions of problems (17a) and (17b) can be obtained
by solving linear equations (18a) and (18b) respectively.
∇ΦL
(
Φ, {Φkn,Λ
k
n, n ∈ T }
)
= 0, (18a)
∇ΦnUn
(
Φk+1,Φn,Λ
k
n
)
= 0. (18b)
Then, we project the solutions onto the feasible region and
obtain
Φk+1= Π
[0,2pi)
(
1
|T |
∑
n∈T
(
Φkn +
Λkn
ρn
))
, (19a)
Φk+1n = Φ
k+1 −
∇fn(Φ
k+1) +Λkn
ρn + Ln
, n ∈ T . (19b)
Combining (17c) and (19), we summarize the customized
consensus-ADMM algorithm in Table I.
B. Consensus-PDMM Algorithm Framework
In this subsection, we develop a consensus-PDMM algo-
rithm with a full parallel implementation structure to solve
problem (7). In it, the updated process during one iteration
4TABLE II
THE PROPOSED CONSENSUS-PDMM ALGORITHM
Initialization: Set M and N . Compute Ln according to
(15). Set iteration index k = 1, choose Φ1 and Λ1n
randomly and let {Φ1 = Φ1n, n ∈ T \0}.
repeat
S.1 Compute Φk+1 via (26a), i.e.,
Φk+1= Π
[0,2pi)
(
L0Φ
k−∇f0(Φ
k)+
∑
n∈T \0
(Λkn+ρnΦ
k
n)
L0+
∑
n∈T \0
ρn
)
.
S.2 Compute {Φk+1n , n ∈ T \0} via (26b) in parallel, i.e.,
Φk+1n =
LnΦ
k
n + ρnΦ
k −Λkn −∇fn(Φ
k
n)
Ln + ρn
.
S.3 Compute {Λk+1n , n ∈ T \0} via (25c) in parallel, i.e.,
Λk+1n =Λ
k
n + ρn(Φ
k+1
n −Φ
k).
until some preset termination criterion is satisfied.
Let Φk+1 be the output.
can be executed in one phase, which could provide a flexible
asynchronous updated manner that is more suitable for some
real applications.
Specifically, consensus problem (10) can be equivalent to
min
Φ,{Φn}
f0(Φ) +
∑
n∈T \0
fn(Φn)
subject to 0  Φ ≺ 2π,Φn = Φ, n ∈ T \0,
(20)
Its augmented Lagrangian function can also be written as (see
(12))
L(Φ,{Φn,Λn,n∈T \0})=f0(Φ)+
∑
n∈T \0
Ln(Φ,Φn,Λn) . (21)
Then, the proposed consensus-PDMM algorithm1can be de-
scribed as
Φk+1 = argmin
0Φ≺2pi
L
(
Φ, {Φkn,Λ
k
n, n ∈ T \0}
)
, (22a)
Φk+1n = argmin
Φn
Ln
(
Φk,Φn,Λ
k
n
)
, n ∈ T \0, (22b)
Λk+1n = Λ
k
n + ρn(Φ
k+1
n −Φ
k), n ∈ T \0. (22c)
One can see that Φk (not Φk+1) and Λkn are involved
in solving (22b). This fact admits problems (22a) and
(22b) can be solved in parallel. According to Lemma 1,
we can obtain upper-bound functions U(Φ, {Φkn,Λ
k
n, n ∈
T \0}) and Un
(
Φk,Φn,Λ
k
n
)
of L
(
Φ, {Φkn,Λ
k
n, n ∈ T \0}
)
and Ln
(
Φk,Φn,Λ
k
n
)
respectively in the following
U(Φ, {Φkn,Λ
k
n,n∈T \0})=f0(Φ
k)+〈∇f0(Φ
k),Φ−Φk〉
+
L
2
‖Φ−Φk‖2F +
∑
n∈T \0
Ln(Φ,Φ
k
n,Λ
k
n).
(23)
1Here, we should note that the proposed consensus-PDMM algorithm is
different to the parallel methods in [35] [36], which focus on the minimization
of block-separable convex functions subject to linear constraints.
Un
(
Φk,Φn,Λ
k
n
)
=fn(Φ
k
n)+〈∇fn(Φ
k
n),Φn−Φ
k
n〉
+
Ln
2
‖Φn−Φ
k
n‖
2
F+〈Λ
k
n,Φn−Φ
k〉+
ρn
2
‖Φn−Φ
k‖2F .
(24)
Then, instead of minimizing nonconvex functions
L
(
Φ, {Φkn,Λ
k
n, n ∈ T \0}
)
and Ln
(
Φk,Φn,Λ
k
n
)
directly,
(22) can be relaxed to
Φk+1 = argmin
0Φ≺2pi
U
(
Φ, {Φkn,Λ
k
n, n ∈ T \0}
)
, (25a)
Φk+1n = argmin
Φn
Un
(
Φk,Φn,Λ
k
n
)
, n ∈ T \0, (25b)
Λk+1n = Λ
k
n + ρn(Φ
k+1
n −Φ
k), n ∈ T \0. (25c)
Since U(Φ, {Φkn,Λ
k
n, n ∈ T \0}) and Un
(
Φk,Φn,Λ
k
n
)
are
strongly quadratic, optimal solutions of problems (25a) and
(25b) can be obtained easily by setting their gradients to zero,
solving the linear equations and projecting the solutions onto
the corresponding feasible regions, which lead to
Φk+1= Π
[0,2pi)


L0Φ
k−∇f0(Φ
k)+
∑
n∈T \0
(
Λkn+ρnΦ
k
n
)
L0 +
∑
n∈T \0
ρn

, (26a)
Φk+1n =
LnΦ
k
n + ρnΦ
k −Λkn −∇fn(Φ
k
n)
Ln + ρn
, n ∈ T \0. (26b)
In Table II, we summarize the proposed consensus-PDMM
algorithm.
IV. PERFORMANCE ANALYSIS
A. Convergence Issue
Before showing the convergence theorem, we present Lem-
mas 2-5 and their proofs in Appendix B. Based on these
lemmas, we show that if proper parameters are chosen, the
augmented Lagrangian function L (·) is sufficient descent in
every iteration and is also lower-bounded, which leads L (·)
to convergence as k → +∞.
Then, we have Theorem 1 to show the convergence proper-
ties of the proposed consensus-ADMM algorithm (the proof
is given in Appendix C).
Theorem 1: Let
(
Φk, {Φkn,Λ
k
n, n ∈ T )}
)
be the sequence
generated by the proposed consensus-ADMM algorithms. If
penalty parameters ρn and Lipschitz constants Ln satisfy ρn ≥
9Ln, we have the following convergence results
lim
k→+∞
Φk = Φ∗, lim
k→+∞
Φkn = Φ
∗
n,
lim
k→+∞
Λkn = Λ
∗
n, Φ
∗ = Φ∗n.
(29)
Moreover, Φ∗ is a stationary point of problem (8), i.e., it
satisfies the following inequality〈∑
n∈T
∇fn(Φ
∗),Φ−Φ∗
〉
≥ 0, 0  Φ ≺ 2π. (30)
Theorem 2: In the consensus-PDMM algorithm, the penalty
parameters ρn and Lipschitz constants Ln are set to satisfy
ρn ≥ 9Ln. Let
(
Φk, {Φkn,Λ
k
n, n ∈ T )}
)
be the sequence
generated by the proposed consensus-PDMM algorithms. If
(29) holds, where n ∈ T \0, then limit point Φ∗ is a stationary
point of problem (8).
5∇fn(Φ) =


mat
(
2Re
((
∂v0(Φ)
∂φ1,1
· · ·∂v0(Φ)
∂φN,M
)H
(v0(Φ)− c)
)
, N,M
)
, n = 0,
mat
(
2Re
((
∂vn(Φ)
∂φ1,1
· · · ∂vn(Φ)
∂φN,M
)H
vn(Φ)
)
, N,M
)
, n ∈ T \0.
(27)
∂X(Φ)
H
X(Φ)
φi,m
=


jej(φi,m−φi,1)
0 ... 0
jej(φi,m−φi,m−1)
−jej(φi,1−φi,m) · · · −jej(φi,m−1−φi,m) 0 −jej(φi,m+1−φi,m) · · · −jej(φi,M−φi,m)
jej(φi,m−φi,m+1)
0 ... 0
jej(φi,m−φi,M)


(28)
Remarks: The proof of Theorem 2 is presented in Appendix
D. Here, we should strengthen that Theorem 2 just states
the quality of the limit point when the consensus-PDMM
algorithm is convergent. To date, the convergence analysis of
the PDMM algorithm for the general nonconvex optimization
model is still an open problem. Some state-of-the-art results
on this topic, such as [35]–[37], cannot be followed since the
nonconvex model (8) cannot satisfy their specific conditions.
However, the simulation results presented in the next section
show that the proposed consensus-PDMM algorithm always
converges, and the generated unimodular sequences have good
correlation levels.
B. Local Optimality
Theorems 1-2 show convergence properties of the proposed
consensus-ADMM/PDMM algorithms. In this subsection, we
presnet a theoretical bound on the quality of local minima of
the model (8) (see proof in Appendix E).
Theorem 3: Let f(Φ) =
∑
n∈T
fn(Φ). Then, any local
minimizer Φ∗ of problem (8) is a 12 -approximation of its
global minimum, i.e.,
f(Φ∗)− fmin
fmax − fmin
≤
1
2
, 0  Φ∗ ≺ 2π, (31)
where fmin and fmax are the global minimum and global
maximum value of the objective function in (8) respectively.
C. Efficient Implementations
Observing the proposed consensus-ADMM/PDMM algo-
rithms in Table I and Table II, we can see that the main
computational difficulty lies in calculating {∇fn(Φ), n ∈ T }.
In the following, we show that the gradients can be obtained
efficiently by exploiting their special sparsity structures.
First, we define vectors vn = vec(X(Φ)
HSnX(Φ)), n ∈
T . Then, fn(Φ) can be simplified as
fn(Φ) =
{
‖v0(Φ)− c‖
2
2, n = 0,
‖vn(Φ)‖
2
2, n ∈ T \0,
(32)
where c = vec(NI). Then, we can compute ∇fn(Φ) as
(27). Second, from (28), we can see that there are 2(M−1)
nonzero elements in
∂X(Φ)HX(Φ)
∂φi,m
. It indicates that 2(M − 1)
complex multiplication operations at most are needed to obtain
∂vH0 (Φ)
∂φi,m
(v0(Φ)−c) and
∂vHn (Φ)
∂φi,m
vn(Φ). Since Φ is an N -
by-M matrix, computational cost of obtaining all gradients
{∇fn(Φ), n ∈ T } in each iteration is roughly O(2M
2N |T |).
Furthermore, observing (17c) and (19), we can see that the
computational cost of other terms is far less than∇fn(Φ), n ∈
T . This is also true for (25c) and (26). Hence, we can conclude
that the total cost in each consensus-ADMM/PDMM iteration
is roughly O(2M2N |T |).
V. SIMULATION RESULTS
In this section, several numerical examples are pre-
sented to show the performance of the proposed consensus-
ADMM/PDMM algorithms. The simulation parameters are set
as follows: For the consensus-ADMM algorithm, we define
primal/dual residuals [38] at the k-th iteration as
Rkn = ρn(Φ
k+1
n −Φ
k), Dk = Φk+1 −Φk.
For the consensus-PDMM algorithm, n ∈ T \0. Then, the
termination criterion in Table I and Table II is set as∑
n∈T
∥∥Rkn∥∥2F + |T | ∥∥Dk∥∥2F ≤ ǫ, or the maximum iteration
number is reached. In the simulations, we set ǫ = 10−4 and
maximum iteration number as 5× 104. Moreover, to improve
the algorithms’ performance, we exploited stochastic block
coordinate descent (SBCD) and accelerated gradient descent
(AGD) [39] to reduce the computational complexity and speed
up convergence respectively. In comparison, two state-of-the-
art methods, WeCAN [23] and MM-WeCorr [25], are carried
out here. All approaches are initialized with the random phase
sequence. Besides, all experiments are performed in MATLAB
2016b/Windows 7 environment on a computer with 2.1GHz
Intel 4100×2 CPU and 64GB RAM.
Figures 1-2 show the convergence characteristics of the pro-
posed consensus-ADMM/PDMM algorithms and other com-
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Fig. 1. Comparisons of convergence performance with N = 256,M = 3,T = [1, 39]. SBCD-50% means that half of the elements in set T are updated.
Fig. 2. Comparisons of convergence performance with N = 2048,M = 32, T = [1, 39].
parison algorithms. Here, it should be noted that we do not
give the exact proof of the convergence for the consensus-
PDMM algorithm. However, from these figures, we can see
that all the algorithms show pretty converge results. Specif-
ically, We-Can converges slowest and MM-WeCorr enjoys
pretty fast converge speed. Moreover, AGD strategy can
speed up the convergence of our proposed ADMM/PDMM
approaches very well. In comparison, SBCD strategy slows
down the convergence rate. However, we should note that
it has lower computational complexity. The parameter of
50%2can be changed to attain a tradeoff between convergence
rate and computational complexity.
Figures 3-6 compare the correlation level between the
2In the k-th iteration, elements are chosen from T to construct its subset
N k with the probability Pr(n ∈ N k) = pn. In the simulations, pn is set as
50%. See details in [41].
proposed consensus-ADMM/PDMM algorithms and the MM-
WeCorr approach and WeCan approach. Here, the parameter
correlation level (dB) is defined as
correlation level =20 lg
‖XHSnX−NIδn‖
2
F
MN2
, n ∈ T .
From the figures, we can see that the correlation levels of
section n ≥ 0 are symmetrical to that of section n ≤ 0. Com-
pared to WeCAN and MM-WeCorr, the proposed algorithms
offer lower correlation levels. This fact is in accordance with
the simulation results in Figures 1-2.
We tabulate the minimum and average values of the correla-
tion levels achieved by these algorithms in Table III. For each
(M,N ) pair, the algorithms are repeated 50 times. The results
of different (M,N ) pairs show that the sequence sets generated
by the proposed consensus-ADMM/PDMM algorithms have
the optimal correlation property (both minimum and average
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Fig. 3. Correlation levels with N = 256,M = 3,T = [0, 39].
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Fig. 4. Correlation levels with N = 256,M = 3,T = [90, 128].
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Fig. 5. Correlation levels with N = 2048,M = 256, T = [0, 39].
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Fig. 6. Correlation levels with N = 2048,M = 256, T = [90, 128].
TABLE III
THE MINIMUM AND AVERAGE VALUES OF THE CORRELATION LEVEL IN dB FOR INTERVAL [0, 39] ACHIEVED BY DIFFERENT ALGORITHMS
WeCAN MM-WeCorr consensus-ADMM consensus-PDMM
N M average minimum average minimum average minimum average minimum
256
3 -41.4 -43.0 -247.8 -251.7 -279.4 -285.8 -291.7 -295.3
4 -34.3 -35.1 -44.2 -44.7 -44.1 -44.5 -44.3 -44.7
512
4 -54.5 -55.5 -278.6 -279.0 -297.3 -298.5 -308.3 -308.7
8 -27.6 -28.6 -45.8 -48.1 -45.8 -47.9 -45.9 -48.0
1024
8 N/A N/A -268.5 -271.1 -292.1 -293.4 -295.7 -297.1
16 N/A N/A -45.7 -47.3 -46.0 -48.3 -46.0 -48.2
2048
16 N/A N/A -250.6 -252.3 -299.4 -300.1 -300.2 -301.4
32 N/A N/A -44.4 -45.8 -44.4 -45.8 -44.4 -46.0
correlation levels). In addition, we should note that in each
iteration, their computational complexities are O(M2N |T |)
which are competitive with O(M2N logN) of MM-WeCorr,
and smaller than O(M2N2) of WeCAN. However, unlike
MM-WeCorr and WeCAN, the consensus-ADMM/PDMM al-
gorithms can be performed in parallel, which means that they
are more suitable for large-scale applications from a practical
viewpoint of implementation.
VI. CONCLUSION
In this paper, we formulated the unimodular sequences
design problem as a consensus-like nonconvex optimization
model. Then, two efficient algorithms, named by consensus-
ADMM and consensus-PDMM, were proposed to solve the
formulated problem. We proved that, if proper parameters are
chosen, the proposed consensus-ADMM algorithm converges
and the solution of the consensus-PDMM is guaranteed to be
a stationary point of the original problem when it is conver-
gent. Moreover, we also provided an analysis on the local
optimality of the formulated nonconvex optimization problem
and computational complexity of the proposed consensus-
ADMM/PDMM approaches. Numerical experiments showed
that, compared to the state-of-the-art methods, the proposed
algorithms obtained lower correlation sidelobe levels. Besides,
the parallel implementation structure let the proposed algo-
rithms be more suitable for large-scale applications.
APPENDIX A
PROOF OF LEMMA 1
First, for ∇f0(Φ), we have the derivations in (33). Then,
according to the Lagrangian mean value theorem, since f0(Φ)
is continuous and differentiable, there exists some point φ¯i,m
between φi,m and φˆi,m which satisfies
∂f0(Φ)
∂φi,m
− ∂f0(Φˆ)
∂φˆi,m
φi,m − φˆi,m
=
∂2f0(Φ)
∂φ¯2i,m
. (34)
Combining (33) and (34), we obtain
‖∇f0(Φ)−∇f0(Φˆ)‖F
‖Φ− Φˆ‖F
≤ max
i,m
{∣∣∣∣∣∂
2f0(Φ)
∂φ¯2i,m
∣∣∣∣∣
}
. (35)
Moreover, we have (36). From (28), we can see that there are
at most 2M − 1 nonzero elements in ∂v0(Φ)
∂φ¯i,m
and
∂2vH0 (Φ)
∂φ¯2
i,m
9‖∇f0(Φ)−∇f0(Φˆ)‖
2
F
‖Φ− Φˆ‖2F
=
N∑
i=1
M∑
m=1
∣∣∣∣∣∂f0(Φ)∂φi,m − ∂f0(Φˆ)∂φˆi,m
∣∣∣∣∣
2
N∑
i=1
M∑
m=1
|φi,m − φˆi,m|
2
≤ max
i,m


∣∣∣∣∣∣
∂f0(Φ)
∂φi,m
− ∂f0(Φˆ)
∂φˆi,m
φi,m − φˆi,m
∣∣∣∣∣∣
2

 . (33)
∣∣∣∣∣∂
2f0(Φ)
∂φ¯2i,m
∣∣∣∣∣ =
∣∣∣∣∣2Re
(
∂vH0 (Φ)
∂φ¯i,m
∂v0(Φ)
∂φ¯i,m
+
∂2vH0 (Φ)
∂φ¯2i,m
(v0(Φ)− c)
)∣∣∣∣∣ ≤ 2
∣∣∣∣∂vH0 (Φ)∂φ¯i,m ∂v0(Φ)∂φ¯i,m
∣∣∣∣+2
∣∣∣∣∣∂
2vH0 (Φ)
∂φ¯2i,m
(v(Φ) − c)
∣∣∣∣∣ . (36)
respectively. Then, the first term in (36) should satisfy the
following inequality.∣∣∣∣∂vH0 (Φ)∂φ¯i,m ∂v0(Φ)∂φ¯i,m
∣∣∣∣ ≤ 2(M − 1). (37)
Since the maximum modulus of elements in (v0(Φ) − c) is
N , we can obtain the following inequality for the second term
in (36) ∣∣∣∣∣∂
2vH0 (Φ)
∂φ¯2i,m
(v(Φ) − c)
∣∣∣∣∣ ≤ 2(M − 1)N (38)
Plugging (37) and (38) into the right side of (36), we have∣∣∣∣∣∂
2f0(Φ)
∂φ¯2i,m
∣∣∣∣∣ ≤ 4(M−1)(N + 1). (39)
Combining the above results with (35), we can see that
∇Φf0(Φ) is Lipschitz continuous with the constant L0 >
4(M − 1)(N + 1).
Second, for ∇fn(Φ), there exists
‖∇fn(Φ)−∇fn(Φˆ)‖F
‖Φ−Φˆ‖F
≤ max
i,m
{∣∣∣∣∣∂
2fn(Φ)
∂φ¯2i,m
∣∣∣∣∣
}
. (40)
For
∂2fn(Φ)
∂φ¯2
i,m
, we have∣∣∣∣∣∂
2fn(Φ)
∂φ¯2i,m
∣∣∣∣∣=
∣∣∣∣∣2Re
(
∂vHn (Φ)
∂φ¯i,m
∂vn(Φ)
∂φ¯i,m
+vHn (Φ)
∂2vn(Φ)
∂φ¯2i,m
)∣∣∣∣∣
≤2
∣∣∣∣∂vHn (Φ)∂φ¯i,m ∂vn(Φ)∂φ¯i,m
∣∣∣∣+ 2
∣∣∣∣∣vHn (Φ)∂
2vn(Φ)
∂φ¯2i,m
∣∣∣∣∣ .
(41)
Through similar derivations to (35), we have∣∣∣∣∣∂
2fn(Φ)
∂φ¯2i,m
∣∣∣∣∣ ≤ 4(M − 1)(N + 1), (42)
which results in gradients ∇fn(Φ), n ∈ T being Lipschitz
continuous with constant Ln > 4(M − 1)(N + 1). 
APPENDIX B
PROOFS OF SEVERAL LEMMAS FOR THE PROPOSED
CONSENSUS-ADMM ALGORITHM
Lemma 2: For the upper-bounded function Un
(
Φk,Φn,Λ
k
n
)
defined in (16), we have the following inequality
Un
(
Φk+1,Φn,Λ
k
n
)
− Ln(Φ
k+1,Φn,Λ
k
n)
≤ 2Ln‖Φn −Φ
k+1‖2F , ∀n ∈ T .
(43)
Proof Based on (16), we have
Un
(
Φk+1,Φn,Λ
k
n
)
− Ln(Φ
k+1,Φn,Λ
k
n)
=fn(Φ
k+1)−fn(Φn)+〈∇fn(Φ
k+1),Φn−Φ
k+1〉
+
Ln
2
‖Φn−Φ
k+1‖2F .
(44)
Since ∇fn(Φ) is Lipschitz continuous, there exists
fn(Φ
k+1)− fn(Φn)
≤ 〈∇fn(Φn),Φ
k+1 −Φn〉+
Ln
2
‖Φk+1 −Φn‖
2
F .
(45)
Plugging the above inequality into (44), we can get
Un
(
Φk+1,Φn,Λ
k
n
)
− Ln(Φ
k+1,Φn,Λ
k
n)
≤〈∇fn(Φ
k+1)−∇fn(Φn),Φ
k+1 −Φn〉
+ Ln‖Φ
k+1 −Φn‖
2
F .
(46)
Furthermore, according to Lemma 1, there exists
〈∇fn(Φ
k+1)−∇fn(Φn),Φ
k+1−Φn〉 ≤ Ln‖Φ
k+1−Φn‖
2
F .
Plugging it into (46), we can get (43). This completes the
proof. 
Lemma 3: In each consensus-ADMM iteration, ∀n ∈ T ,
‖Λk+1n −Λ
k
n‖
2
F is upper-bounded as
‖Λk+1n −Λ
k
n‖
2
F≤2L
2
n
(
2‖Φk+1n −Φ
k
n‖
2
F+3‖Φ
k+1−Φk‖2F
)
. (47)
Proof The optimal solutions of problems (17b)
can be obtained by solving the linear equations
∇ΦnUn
(
Φk+1,Φn,Λ
k
n
)
= 0, ∀ n ∈ T , i.e.,
∇fn(Φ
k+1) +Λkn + (ρn + Ln)(Φ
k+1
n −Φ
k+1) = 0. (48)
Combining it with (17c), we can get
Λk+1n = −∇fn(Φ
k+1)− Ln(Φ
k+1
n −Φ
k+1). (49)
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Plugging (49) into ‖Λk+1n −Λ
k
n‖
2
F , we have the following
derivations
‖Λk+1n −Λ
k
n‖
2
F
=‖∇fn(Φ
k+1)−∇fn(Φ
k)+Ln(Φ
k+1
n −Φ
k+1−Φkn+Φ
k)‖2F
≤2‖∇fn(Φ
k+1)−∇fn(Φ
k)‖2F+2L
2
n‖Φ
k+1
n −Φ
k
n−Φ
k+1+Φk‖2F
≤ 2L2n(2‖Φ
k+1
n −Φ
k
n‖
2
F + 3‖Φ
k+1 −Φk‖2F ),
where the second inequality comes from the Lipschitz conti-
nuity of function ∇fn(Φ). This completes the proof. 
Lemma 4: In each consensus-ADMM iteration, if
c¯n=ρ
3
n−7ρ
2
nLn−8ρnL
2
n−32L
3
n ≥ 0,
c˜n=ρ
3
n−12ρnL
2
n−48L
3
n ≥ 0.
(50)
then, L(Φk,{Φkn,Λ
k
n,n ∈ T }) decreases sufficiently, i.e.,
L(Φk,{Φkn,Λ
k
n,n ∈ T })−L(Φ
k+1,{Φk+1n ,Λ
k+1
n ,n ∈ T })
≥
∑
n∈T
1
2ρ2n
(
c¯n‖Φ
k+1
n −Φ
k
n‖
2
F+ c˜n‖Φ
k+1−Φk‖2F
)
,
(51)
Proof To facilitate the subsequent derivations, we define the
following quantities
∆kΦ=L(Φ
k, {Φkn,Λ
k
n, n ∈ T })− L(Φ
k+1,{Φkn,Λ
k
n, n ∈ T }),
∆kΦn=Ln(Φ
k+1,Φkn,Λ
k
n)−Ln(Φ
k+1,Φk+1n ,Λ
k
n),
∆k
Λn
=Ln(Φ
k+1,Φk+1n ,Λ
k
n)−Ln(Φ
k+1,Φk+1n ,Λ
k+1
n ).
Then, from the above quantities, we have
L(Φk,{Φkn,Λ
k
n,n∈T })−L(Φ
k+1,{Φk+1n ,Λ
k+1
n ,n∈T })
=∆kΦ +
∑
n∈T
(
∆kΦn +∆
k
Λn
)
. (52)
Since L
(
Φ, {Φkn,Λ
k
n, n ∈ T }
)
with respect to Φ is strongly
convex, ∆k
Φ
should satisfy the following inequality
∆k
Φ
≥
〈
∇ΦL(Φ
k+1,{Φkn,Λ
k
n, n ∈ T }),Φ
k −Φk+1
〉
+
∑
n∈T
ρn
2
‖Φk+1−Φk‖2F .
(53)
Moreover, since Φk+1=argmin
0Φ≺2pi
L
(
Φ, {Φkn,Λ
k
n, n∈T }
)
, there
exists〈
∇ΦL(Φ
k+1,{Φkn,Λ
k
n, n ∈ T }),Φ
k −Φk+1
〉
≥ 0.
Plugging it into (53), we can obtain
∆k
Φ
≥
∑
n∈T
ρn
2
‖Φk+1−Φk‖2F . (54)
Similarly, since Ln(Φ
k+1,Φn,Λ
k
n) is strongly convex with
respect to Φn, ∆
k
Φn
should satisfy
∆kΦn ≥ Ln(Φ
k+1,Φkn,Λ
k
n)− Un(Φ
k+1,Φk+1n ,Λ
k
n). (55)
Moreover, according to Lemma 2 and the strong convexity of
the functions Un
(
Φk+1,Φn,Λ
k
n
)
, n ∈ T with respect to Φn,
we have the following two inequalities respectively
Ln(Φ
k+1,Φkn,Λ
k
n)−Un(Φ
k+1,Φkn,Λ
k
n)≥−2Ln‖Φ
k
n−Φ
k+1‖2F ,
Un(Φ
k+1,Φkn,Λ
k
n)−Un(Φ
k+1,Φk+1n ,Λ
k
n)≥
ρn+Ln
2
‖Φk+1n −Φ
k
n‖
2
F .
Plugging them into (55), it can be changed to
∆kΦn ≥−2Ln‖Φ
k
n−Φ
k+1‖2F+
ρn+Ln
2
‖Φk+1n −Φ
k
n‖
2
F ,
≥−4Ln‖Φ
k+1
n −Φ
k+1‖2F+
ρn−7Ln
2
‖Φk+1n −Φ
k
n‖
2
F .
(56)
Since Λk+1n −Λ
k
n = ρn(Φ
k+1
n −Φ
k+1), the above inequality
can be rewritten as
∆kΦn ≥
−4Ln
ρ2n
‖Λk+1n −Λ
k
n‖
2
F+
ρn− 7Ln
2
‖Φk+1n −Φ
k
n‖
2
F . (57)
Furthermore, plugging (47) into (57), it can be derived as
∆kΦn≥
ρ3n−7ρ
2
nLn−32L
3
n
2ρ2n
‖Φk+1n −Φ
k
n‖
2
F−
24L3n
ρ2n
‖Φk+1−Φk‖2F .
(58)
For ∆k
Λn
, through similar derivations and the results in
Lemma 3, there exists
∆kΛn≥−
2L2n
ρn
(
2‖Φk+1n −Φ
k
n‖
2
F + 3‖Φ
k+1 −Φk‖2F
)
. (59)
Plugging (54), (58), and (59) into (52), we have the follow-
ing inequality
L(Φk,{Φkn,Λ
k
n,n ∈ T })−L(Φ
k+1,{Φk+1n ,Λ
k+1
n ,n ∈ T })
≥
∑
n∈T
1
2ρ2n
(
c¯n‖Φ
k+1
n −Φ
k
n‖
2
F+ c˜n‖Φ
k+1−Φk‖2F
)
,
where c¯n and c˜n are defined in (50). This completes the proof.

Lemma 5: If ρn > 5Ln, augmented Lagrangian function
L(Φk+1, {Φk+1n ,Λ
k+1
n , n ∈ T }) ≥ 0, ∀k. (60)
Proof First, plugging (49) into Ln(Φ
k+1,Φk+1n ,Λ
k+1
n ), it can
be written as
Ln
(
Φk+1,Φk+1n ,Λ
k+1
n
)
=fn(Φ
k+1
n ) + (
ρn
2
− Ln)‖Φ
k+1
n −Φ
k+1‖2F
+ 〈∇fn(Φ
k+1),Φk+1 −Φk+1n 〉.
(61)
Since ‖∇fn(Φ
k+1)−∇fn(Φ
k+1
n )‖F ≤ Ln‖Φ
k+1
n −Φ
k+1‖F ,
we further have the following inequality
〈∇fn(Φ
k+1),Φk+1 −Φk+1n 〉
≥〈∇fn(Φ
k+1
n ),Φ
k+1 −Φk+1n 〉 − Ln‖Φ
k+1
n −Φ
k+1‖2F .
Replacing the last term in (61) with the above inequality, we
can obtain
Ln
(
Φk+1,Φk+1n ,Λ
k+1
n
)
≥fn(Φ
k+1
n ) + 〈∇fn(Φ
k+1
n ),Φ
k+1 −Φk+1n 〉
+ (
ρn
2
− 2Ln)‖Φ
k+1
n −Φ
k+1‖2F .
(62)
Since ∇fn(Φn) is Lipschitz continuous, there exists
fn(Φ
k+1) ≤ fn(Φ
k+1
n ) + 〈∇fn(Φ
k+1
n ),Φ
k+1 −Φk+1n 〉
+
Ln
2
‖Φk+1n −Φ
k+1‖2F .
Replacing the first two terms in right hand side of (62) through
11
the above inequality, it can be simplified as
Ln
(
Φk+1,Φk+1n ,Λ
k+1
n
)
≥fn(Φ
k+1) +
ρn − 5Ln
2
‖Φk+1n −Φ
k+1‖2F .
(63)
Second, since
L(Φ,{Φn,Λn,n ∈ T })=
∑
n∈T
(
Ln
(
Φk+1,Φk+1n ,Λ
k+1
n
))
,
we can get
L(Φk+1, {Φk+1n ,Λ
k+1
n , n ∈ T })
≥
∑
n∈T
(
fn(Φ
k+1) +
ρn−5Ln
2
‖Φk+1n −Φ
k+1‖2F
)
.
(64)
Since ∀n ∈ T , fn(Φ) ≥ 0, we can conclude that, if ρn > 5Ln,
∀k, L(Φk+1, {Φk+1n ,Λ
k+1
n , n ∈ T }) > 0. This completes the
proof. 
APPENDIX C
PROOF OF THEOREM 1
First, we prove (29) in Theorem 1.
In Lemmas 4-5, we desire ρ3n−7ρ
2
nLn−8ρnL
2
n−32L
3
n > 0,
ρ3n−12ρnL
2
n−48L
3
n > 0, and ρn ≥ 5Ln hold, where the first
two inequalities can guarantee augmented Lagrangian function
L(·k) decreases sufficiently and the last one can guarantee
L(·k) ≥ 0 in every iteration. Through the famous Cardano
formula [40], we can obtain that the first two inequalities
hold when ρn ≥ 8.41Ln and ρn ≥ 4.72Ln. Combining them
with ρn ≥ 5Ln, we can see that when ρn ≥ 8.41Ln, all the
inequalities hold simultaneously. To simplify the description,
we choose ∀n ∈ T , ρn ≥ 9Ln, which can guarantee that (51)
and (60) in Lemma 4 and Lemma 5 hold simultaneously.
Summing both sides of the inequality (51) at k =
1, 2, · · · ,+∞, we can obtain
L(Φ1,{Φ1n,Λ
1
n,n ∈ T })− lim
k→+∞
L(Φk+1,{Φk+1n ,Λ
k+1
n ,n ∈ T })
≥
+∞∑
k=1
∑
n∈T
1
2ρ2n
(
c¯n‖Φ
k+1
n −Φ
k
n‖
2
F+ c˜n‖Φ
k+1−Φk‖2F
)
.
Since (60) holds, the following inequality holds.
L(Φ1,{Φ1n,Λ
1
n,n ∈ T })
≥
+∞∑
k=1
∑
n∈T
1
2ρ2n
(
c¯n‖Φ
k+1
n −Φ
k
n‖
2
F+ c˜n‖Φ
k+1−Φk‖2F
)
.
Since c¯n, c˜n > 0 and L(Φ
1,{Φ1n,Λ
1
n,n ∈ T }) is finite, we
can conclude that (65) and (66) hold.
lim
k→+∞
‖Φk+1 −Φk‖F = 0. (65)
lim
k→+∞
‖Φk+1n −Φ
k
n‖F = 0, ∀ n ∈ T . (66)
Plugging (65) and (66) into (47), there exists
lim
k→+∞
‖Λk+1n −Λ
k
n‖F =0, ∀ n ∈ T . (67)
Plugging (67) into (17c), we further have
lim
k→+∞
‖Φk+1n −Φ
k+1‖F = 0, ∀ n ∈ T . (68)
Since 0  Φ ≺ 2π, (65) indicates Φk converges to some limit
point as k → +∞, i.e.,
lim
k→+∞
Φk = Φ∗. (69)
Combining the above result with (66) and (68), we can obtain
lim
k→+∞
Φkn = Φ
∗
n = Φ
∗, ∀ n ∈ T . (70)
Plugging (68) into (49), we can obtainΛkn = −∇f(Φ
k
n). Since
gradient ∇fn(Φ) is Lipschtz continuous, it means ∇f(Φ
k
n) is
bounded. Therefore, we conclude that Λkn is also bounded.
Combining this result with (67), we can see that Λkn can
converge to some limit point, i.e.,
lim
k→+∞
Λkn = Λ
∗
n, ∀ n ∈ T , (71)
which finish the proof for (29) in Theorem 1.
Second, we prove Φ∗ is some stationary point of prob-
lem (8). Since Φk+1 = argmin
0Φ≺2pi
L
(
Φ, {Φkn,Λ
k
n, n∈T }
)
and
function L
(
Φ, {Φkn,Λ
k
n, n ∈ T }
)
is quadratic function with
respect to Φ, we have〈
∇ΦL(Φ
k+1,{Φkn,Λ
k
n, n ∈ T }),Φ−Φ
k+1
〉
≥0, 0  Φ ≺2π,
which can be further derived as〈
−
∑
n∈T
(
ρn(Φ
k
n−Φ
k+1)+Λkn
)
,Φ−Φk+1
〉
≥0,0Φ≺2π.
(72)
When k → +∞, plugging the convergence results (69)-(71)
into (72), it can be simplified as〈
−
∑
n∈T
Λ∗n,Φ−Φ
∗
〉
≥ 0, 0  Φ ≺ 2π. (73)
Since∇fn(Φ
∗) = −Λ∗n, ∀n ∈ T , (73) can be further derived
as 〈∑
n∈T
∇fn(Φ
∗),Φ−Φ∗
〉
≥ 0, 0  Φ ≺ 2π. (74)
which completes the proof. 
APPENDIX D
PROOF OF THEOREM 2
LetΦ∗ be the limit point when consensus-PDMM algorithm
is convergent. Then, to show Φ∗ is some stationary point of
problem (8), we prove that it should satisfy the following
inequality〈∑
n∈T
∇fn(Φ
∗),Φ−Φ∗
〉
≥ 0, 0  Φ ≺ 2π. (75)
Since Φk+1 = argmin
0Φ≺2pi
U
(
Φ, {Φkn,Λ
k
n, n ∈ T \0}
)
and
function U
(
Φ, {Φkn,Λ
k
n, n ∈ T \0}
)
is quadratic with respect
to Φ, we have〈
∇ΦU(Φ
k+1, {Φkn,Λ
k
n, n ∈ T \0}),Φ−Φ
k+1
〉
≥ 0,
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i.e.,〈
∇f0
(
Φk
)
+L(Φk+1−Φk)
−
∑
n∈T \0
(
ρn(Φ
k+1 −Φkn)+Λ
k
n
)
,Φ−Φk+1
〉
≥ 0,
(76)
where 0  Φ ≺ 2π. Since (29) holds, i.e., lim
k→+∞
Φk = Φ∗,
lim
k→+∞
Φkn = Φ
∗
n and Φ
∗ = Φ∗n, (76) can be derived as (77)
when k → +∞.〈
∇f0 (Φ
∗)−
∑
n∈T \0
Λ∗n,Φ−Φ
∗
〉
≥0, 0  Φ ≺ 2π. (77)
By solving problem (25b), we can get
∇fn(Φ
k
n)+Λ
k
n+Ln(Φ
k+1
n −Φ
k
n)+ρn(Φ
k+1
n −Φ
k)=0. (78)
Since lim
k→+∞
Φk = Φ∗, lim
k→+∞
Φkn = Φ
∗
n and Φ
∗ = Φ∗n, (78)
can be rewritten as ∇fn(Φ
∗) = −Λ∗n, ∀n ∈ T \0. Plugging
it into (77), we can obtain (75). This completes the proof. 
APPENDIX E
PROOF OF THEOREM 3
First, we define the following quantities
x = vec(X) = [x1;x2; · · · ;xM ] ,
Bi =
[
0N×(i−1)N , IN ,0N×(M−i)N
]
.
(79)
Then, function fn(x) in problem (8) can be expressed as
fn(x) =
M∑
i=1
M∑
j=1
∣∣xHBHi SnBjx∣∣2−MN2δn
=
M∑
i=1
M∑
j=1
∣∣vec(xxH)Hvec(BHi SnBj)∣∣2−MN2δn
=yHQny−MN
2δn,
(80)
where Qn =
M∑
i=1
M∑
j=1
vec(BHi SnBj)vec(B
H
i SnBj)
H and y=
vec(xxH). Let Q =
∑
n∈T
Qn, the objective function in (8) can
be rewritten as
f(x) =
∑
n∈T
fn(Φ) = y
HQy−MN2δn. (81)
Since x = vec(ejΦ), 0  Φ ≺ 2π and Q is a Hermitian
matrix, following the analysis of nonconvex quartic minimiza-
tion problem in [42] [43], we can conclude that any local
minima Φ∗ of problem (8) is a 12 -approximation of its global
minimum, which establishes (31). 
REFERENCES
[1] P. Stoica, J. Li, and Y. Xie, “On probing signal design for MIMO radar,”
IEEE Trans. Signal Process., vol. 55, no. 8, pp. 4151-4161, Jul. 2007.
[2] N. Levanon, “Noncoherent radar pulse compression based on comple-
mentary sequences,” IEEE Transactions on Aerospace and Electronic
Systems, vol. 45, no. 2, pp. 742-747, Apr. 2009.
[3] P. Spasojevic and C. Georghiades, “Complementary sequences for isi
channel estimation,” IEEE Trans. Inf. Theory, vol. 47, no. 3, pp. 1145-
1152, Mar. 2001.
[4] S. Hu, Z. Liu, Y. L. Guan, C. Jin, Y. Huang, and J. M. Wu, “Train-
ing sequence design for efficient channel estimation in MIMO-FBMC
systems,” IEEE Access, vol. 5, pp. 4747-4758, Apr. 2017.
[5] S. M. Tseng and M. Bell, “Asynchronous multicarrier DS-CDMA using
mutually orthogonal complementary sets of sequences,” IEEE Trans.
Commun., vol. 48, no. 1, pp. 53-59, Jan. 2000.
[6] K. Schmidt, “Complementary sets, generalized Reed-Muller codes, and
power control for OFDM,” IEEE Trans. Inf. Theory, vol. 53, no. 2, pp.
808-814, Feb. 2007.
[7] D. W. Bliss and K. W. Forsythe, “Multiple-input multiple-output
(MIMO) radar and imaging: Degrees of freedom and resolution,” in
Proc. 37th Asilomar Conf. Signals, Systems, Computers, Pacific Grove,
CA, vol. 1, pp. 54-59, Nov. 2003.
[8] J. Li, P. Stoica, L. Xu, and W. Roberts, “On parameter identifiability of
MIMO radar,” IEEE Signal Process. Lett., vol. 14, pp. 968-971, Dec.
2007.
[9] S. P. Ponnaluri and T. Guess, “Signature sequence and training design
for overloaded CDMA systems,” IEEE Trans. Wireless Commun. vol. 6,
no. 4, pp. 1337-1345, Apr. 2007.
[10] S. Mertens, “Exhaustive search for low-autocorrelation binary se-
quences,” [Online]. Available: https://arxiv.org/abs/cond-mat/9605050.
[11] S. Wang, “Efficient heuristic method of search for binary sequences
with good aperiodic autocorrelations,” Electron. Lett., vol. 44, no. 12,
pp. 731-732, Jun. 2008.
[12] P. Borwein and R. Ferguson, “Polyphase sequences with low autocor-
relation,” IEEE Trans. Inf. Theory, vol. 51, no. 4, pp. 1564-1567, Apr.
2005.
[13] C. Nunn and G. Coxson, “Polyphase pulse compression codes with
optimal peak and integrated sidelobes,” IEEE Trans. Aerosp. Electron.
Syst., vol. 45, no. 2, pp. 775-781, Apr. 2009.
[14] P. Stoica, H. He, and J. Li, “New algorithms for designing unimod-
ular sequences with good correlation properties,” IEEE Trans. Signal
Process., vol. 57, no. 4, pp. 1415-1425, Apr. 2009.
[15] P. Stoica, H. He, and J. Li, “On designing sequences with impulse-like
periodic correlation,” IEEE Signal Process. Lett., vol. 16, no. 8, pp.
703-706, Aug. 2009.
[16] P. Stoica, H. He, and J. Li, “Sequence sets with optimal integrated
periodic correlation level,” IEEE Signal Process. Lett., vol. 17, no. 1,
pp. 63-66, Jan. 2010.
[17] M. Soltanalian and P. Stoica, “Computational design of sequences with
good correlation properties,” IEEE Trans. Signal Process., vol. 60, no.
5, pp. 2180-2193, May 2012.
[18] J. Liang, H. C. So, J. Li, and A. Farina, “Unimodular sequence design
based on alternating direction method of multipliers,” IEEE Trans. Signal
Process., vol. 64, no. 20, pp. 5367-5381, Oct. 2016.
[19] J. Song, P. Babu, and D. P. Palomar, “Optimization methods for
designing sequences with low autocorrelation sidelobes,” IEEE Trans.
Signal Process., vol. 63, no. 15, pp. 3998-4009, Aug. 2015.
[20] J. Song, P. Babu, and D. Palomar, “Sequence design to minimize
the weighted integrated and peak sidelobe levels,” IEEE Trans. Signal
Process., vol. 64, no. 8, pp. 2051-2064, Apr. 2016.
[21] L. Zhao, J. Song, P. Babu, and D. Palomar, “A unified framework for low
autocorrelation sequence design via majorization-minimization,”IEEE
Trans. Signal Process., vol. 65, no. 2, pp. 438-453, Jan. 2017.
[22] I. A. Arriaga-Trejo, A. Orozco-Lugo, and J. Flores-Troncoso, “Design
of unimodular sequences with good autocorrelation and good comple-
mentary autocorrelation properties,” IEEE Signal Process. Lett., vol. 24,
no. 8, pp. 1153-1157, Aug. 2017.
[23] H. He, P. Stoica, and J. Li, “Designing unimodular sequence sets with
good correlation-including an application to mimo radar,” IEEE Trans.
Signal Process., vol.57, pp. 4391-4405, Jan. 2009.
[24] Y. C. Wang, L. Dong, X. Xue, and K. C. Yi, “On the design of
constant modulus sequences with low correlation sidelobes levels,” IEEE
Commun. Lett., vol. 16, no. 4, pp. 462-465, Apr. 2012.
[25] J. Song, P. Babu, and D. P. Palomar, “Sequence set design with
good correlation properties via majorization-minimization,” IEEE Trans.
Signal Process., vol. 64, no. 11, pp. 2866-2879, Feb. 2016.
[26] L. Wu, P. Babu, and D. P. Palomar, “Transmit waveform/receive filter
design for MIMO radar with multiple waveform constraints,” IEEE
Trans. Signal Process., vol. 66, no. 6, pp. 1526-1540, Mar. 2018.
[27] H. Esmaeili-Najafabadi, M. Ataei, and M. F. Sabahi, “Designing se-
quence with minimum PSL using Chebyshev distance and its application
for chaotic MIMO radar waveform design,” IEEE Trans. Signal Process.,
vol. 65, no. 3, pp. 690C704, Feb. 2017.
[28] M. A. Kerahroodi, A. Aubry, A. De Maio, M. M. Naghsh, and M.
Modarres-Hashemi, “A coordinate-descent framework to design low
13
PSL/ISL sequences,” IEEE Trans. Signal Process., vol.65, no. 22, pp.
5942-5956, Nov. 2017.
[29] Y. Li and S. A. Vorobyov, “Fast algorithms for designing unimodular
waveform(s) with good correlation properties,” IEEE Trans. Signal
Process., vol. 66, no. 5, pp. 1197-1212, Mar. 2018.
[30] T. Goldstein, B. O’Donoghue, S. Setzer, and R. Baraniuk, “Fast alternat-
ing direction optimization methods,” SIAM Journal on Imaging Sciences,
vol. 7, no. 3, pp. 1588-1623, Aug. 2014.
[31] M. Hong, Z. Luo, and M. Razaviyayn, “Convergence analysis of
alternating direction method of multipliers for a family of nonconvex
problems, SIAM Journal on Optimization, vol. 26, no. 1, pp. 337-364,
Jan. 2016.
[32] Y. Wang, W. Yin, and J. Zeng, “Global convergence of ADMM
in nonconvex nonsmooth optimization,” [Online]. Available:
https://arxiv.org/abs/1511.06324.
[33] J. Zhang and Z.-Q. Luo, “A proximal alternating direction method of
multiplier for linearly constrained nonconvex minimization,” [Online].
Available: https://arxiv.org/abs/1812.10229.
[34] J. Wang and Y. Wang, “Designing unimodular dequences with good
correlation properties via consensus-PDMM approach,” in Proc. 53rd
IEEE International Conference on Communications (ICC), Shanghai,
China, May 2019, to appear.
[35] W. Deng, M. Lai, Z. Peng, and W. Yin. “Parallel multi-
block admm with o(1/k) convergence,” [Online]. Available:
https://arxiv.org/abs/1312.3040.
[36] H. Wang, A. Banerjee, and Z. Q. Luo, “Parallel direction method of
multipliers,” [Online]. Available: https://arxiv.org/abs/1406.4064.
[37] M. Hong and Z.-Q. Luo, “On the linear convergence of the alternating
direction method of multipliers,” Math. Program., vol. 162, no. 1, pp.
165-199, Mar. 2017.
[38] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed
optimization and statistical learning via the alternating direction method
of multipliers, Found. Trend. Mach. Learn., vol. 3, no. 1, pp. 1-122, Jan.
2011.
[39] J. Wang and Y.-C. Wang, “On the design of constant mod-
ulus probing waveforms with good correlation properties for
MIMO radar via consensus-ADMM approach,” [Online]. Available:
https://arxiv.org/abs/1901.05260.
[40] R. Wituła and D. Słota, “Cardano’s formula, square roots, Chebyshev
polynomials and radicals,”. Journal of Mathematical Analysis and Ap-
plications, vol. 2, no. 363, pp. 639-647, 2010.
[41] Paul. Tseng, “Convergence of a block coordinate descent method for
nondifferentiable minimization.” Journal of Optimization Theory and
Applications, vol. 109, no. 3, pp. 475-494, Jun. 2001.
[42] M. Kisialiou, X.-D. Luo, and Z.-Q. Luo, “Efficient implementation of
quasi-maximum-likelihood detection based on semidefinite relaxation,”
IEEE Trans. Signal Process., vol. 57, no. 12, pp. 4811-4822, Jul. 2009.
[43] Y.-C. Wang, X. Wang, H. Liu, and Z.-Q. Luo, “On the design of constant
modulus probing signals for MIMO radar,” IEEE Trans. Signal Process.,
vol. 60, no. 8, pp. 4432-4438, Aug. 2012.
