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ABSTRACT 
The goal of this thesis is to identify the underlying 
impairments in aphasic disorders of auditory 
comprehension and repetition. The findings are 
interpreted within a cognitive neuropsychological 
framework. Models of normal language processing are 
discussed in the light of this evidence. 
Information processing models of the lexicon attempt 
to specify the stages of processing necessary for 
auditory comprehension, as well as different routes by 
which words can be repeated. Twenty fluent aphasic 
patients were used in the study. 
It was found that the patients did show qualitative 
differences in audito~y word comprehension. Five 
levels of impairment were identified: word-sound 
deafness, word-for~ deafness, word-meaning deafness, a 
central semantic disorder and a disorder specific to 
abstract words. It was concluded that abstract words 
are more sensitive to impairment than concrete words. 
Word imageability was investigated in more detail in a 
rumber of experiments with a word meaning de~~ patient 
(DRB). It was shown that his impairme~t is one of 
~ccess from the input lel:icon to the semantic system. 
The impairment results in under-specificatio~ in the 
semartic system, and an e~tremely robust effect of 
imageability in DRB's ability to comprehend and repeat 
~uditorily presented words. This effect is not 
item-specific. Intriguingly, the results also suggest 
that DRB has· an anomia for words of low imageabilit~·. 
In a subsequent section, the patients' abilities in 
repetition are investigated. Two routes for repetition 
are identified, a sub-lexical and a lexical/semantic 
route. Phonologically related erro~s arising in the 
former route tend to be non-words, occur particularly 
on longer words, and the errors tend to be in the final 
position of the string. Phonological errors arising in 
the lexical/semantic route are real words, tend to be 
higher in frequency than the stimulus items, and occur 
particularly on shorter words. 
The relationship between repetition and auditory short 
term memory is considered by further experiments with 
DRB. It is argued that sub-lexical repetItion utilises 
the auditory short term memory system. DRB's 
sub-lexical repetition and his immediate serial recall 
are enhanced by lip read information. A model of 
repetition and auditory short-term memory is presented. 
It is argued that the system requires different input 
and output phonological codes,'suggesting separate 
input and output lexicons. With the specification of 
how lexical information supports immediate serial 
recall, it is argued that there is no requirement for a 
direct, lexical, non-semantic route in repetition. 
Chapter 1: Repetition 
This chapter considers the processes involved in word 
repetition. In the first section, possible 
architectures of models of word processing are 
described. Word repetition may be carried out in 
various different ways. At least three repetition 
routes have been suggested: a semantic route, a 
sub-lexical route and a direct lexical route; such 
models are the basis for experiments described in 
Chapter 5. The separability of a semantic/lexical and 
a sub-lexical route is evaluated, with reference to 
neuropsychological data. The question of whether 
there is a direct, lexical, non-semantic route for 
rep~tition is only appropriate if there are separate 
input and output lexicons. Evidence for two 
phonological lexicons is considered firstly by analogy 
to evidence for separate orthographic and phonological 
le::icons. More direct evidence is from repetition 
priming, dual task experiments, and neuropsychological 
impairments in repetition. On the far from proven 
assumption that there are two phonological lexicons, 
the issue of whether there is a direct lexical 
repetition route is considered. 
The rest of this chapter comprises a short description 
of dysphasic naming impairments followed by models of 
short term memory. Since (for at least semantic-route 
repetition) output processing will be common to 
repetition and naming, the comparison of patients' 
performance on these two tasks will be a useful 
indication of where language breakdown is occurring. 
It is thus necessary, at least briefly, to review the 
way that naming errors are thought to arise, and the 
ways they are commonly analysed. (Errors in 
repetition will be the focus of chapter 6.> 
For models of immediate serial recall in auditory 
memory, where the relationship between memory and 
language has been made explicit, there is arguably a 
close association between repetition and recall. 
Later in this chapter experiments with normal subjects 
and neuropsychological data on memory impairments are 
briefly reviewed. Chapter 7 will present data 
pertinent to this issue, and the memory literature will 
be reconsidered more fully in chapter 9. 
1.1 The functional architecture of the lexical system. 
Information processing models attempt a functional 
description of language which is unrelated to the 
neurophysiology of the brain. They were born out of 
computer models and were devised to describe the flow 
of information through a system. They constitute a 
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first attempt to integrate separable functions of 
language (and other cognitive skills) into a working 
whole, which has claims to psychological reality. 
These models comprise a number of modules and the 
connections between them; this modular approach gives a 
complexity and richness to the description of language 
processing which not only explains results in cognitive 
psychology but also is able to predict the diversity of 
breakdown shown by dysphasic patients. 
"In such models, the processes in the brain are 
seen as modular, or distinct in operation, a~d are 
symbolised as boxes, the detailed operation 
of ~hich is in general not specified in detail. 
The processes are interlinked by directed lines 
~hichare intended to indicate that the result of 
one process is passed on to another process" 
(Horton 1985.J 
There has been a general development from the original 
(Marton 1969) "1ogogen" model, comprising few modules 
(but where those modules have a complex multi-modal 
address capability) to those which comprise many more 
modules which can each deal with fewer types of 
information. The original logogen model postulated a 
single logagen system which could be addressed from 
either acoustic or visual input and could produce a 
phonological code for speech. Information flowing 
from the logogen system to the cognitive system, and 
from the cognitive system to the logogen system allowed 
for comprehension and naming. 
The logogen model was devised in part to explain word 
priming effects (and various properties of logogens 
were postulated) and had to be drastically revised when 
Winnick and Daniel (1970) found that there was no 
priming of a word which had been previously presented 
in a different modality. Morton's revised logogen 
model (Morton 1979, Morton and Patterson 1980) 
comprised three separate logogen systems; one for 
acoustic input, one for visual input, and one for 
phonological output. 
Subsequently more connections between modules have been 
demonstrated through the study of language breakdown, 
and the written modality has been added to the model. 
There are now two main competing forms of this type of 
model, plus a more controversial 5-lexicon model. 
Most current models follow the revised logogen model in 
having separate phonological and orthographic lexicons. 
Patterson and Shewell's (1987) model comprises four 
lexicons: separate input and output lexicons for both 
written and spoken information. Allport and Funnell 
(1981), on the grounds both of economy, and their 
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interpretation of some critical data, suggest that the 
phonological lexicon is common to both input and output 
and that similarly there is one orthographic lexicon 
for input and output. The evidence supporting each of 
these opposing claims is presented in this chapter. 
1.2 Models of repetition. 
According to the 1980 version of Morton's "Logogen" 
model there are three routes by which a word may be 
repeated (Morton 1980a). All three routes require 
the incoming acoustic information to be analysed to 
some specifically linguistic level. The first route 
takes this abstract auditory representation and 
converts it into ano~tput phonological form which is 
held in the "response buffer" in order that the' 
appropriate motor patterns can be assembled at a more 
peripheral level. This route does not require the 
abstract lexical representation of the word to be 
accessed; according to this theory, this is the only 
route by which novel or non-words can be repeated, and 
ha.s therefore been call ed the "sub-l e}d cal repeti ti on 
route" • The second route maps the abstract acoustic 
representation onto the appropriate word form in the 
auditory input lexicon which is able to access the word 
form in the phonological output lexicon. This 
phonological representation is then held in the respose 
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buffer as in the case of the sub-lexical route. This 
is "direct lexical repetition" and differs from 
repetition via the third route, where the input word 
form does not directly access the output word form but 
has instead to access meaning in the cognitive system 
which is used to access the output word form. As this 
route requires the word to be reoeated via meaning. it 
is "semantic route repetition". 
While this particular model is widely cited in th~ 
literatu~~, a~ least in terms of its architectural form 
if not in terms of the pa~ticular mechanisms of access~ 
it 1S by no means gene~a:ly accepted that these ~!ve 
madules (~uditor~' a~alvsis! auditory-pnc~ologlca~ 
c~nversion, auditory input lexicon, phonologica] outpu~ 
iexicon ant r~sponse buffer) are fUGctionallv separ6ble 
entities. Allport and Funne~l (1981) propose a 
different model with one common phonological lexicon. 
This is analogous to their account o~ reading and 
writing, where they suggest there is one Qrthogra~hic 
le:~icon. Al so in the sphere of reaai ng, SElOer!Derg 
and McClelland (in press) suggest that lexical and 
sub-lexical reading can be carried out using o~e 
processing r~utine which is sensitive to lexical 
effects, such as word frequency. 
This review will consider the evidenc~ fo~ the 
separability of lexical and sub-lexical routes, for the 
existence of one or two lexicons in auditory verbal 
processing, and for the existence of the "direct 
lexical repetition route". 
1.3 Lexical and sub-lexical repetition - are they 
separable routes? 
In order to evaluate the case for lexical and 
sub-lexical repetition being separable processes, it is 
first necessary to consider the obverse of this claim; 
namely that phonological processing is unitary and that 
there are no independent input and output processes. 
Of couse, they must be separable at least at some basic 
perceptual point, since one p~ocesses acoustic 
information, while the other produces articulatory 
output. Separability in this sense could be quite 
peripheral and not specific to phonology. Allport 
(1984) describes three patients with a "conduction" 
aphasia and demonstrates that as well as producing 
phonemic paraphasias in naming they all made errors in 
tasks requiring auditory discrimination. He suggests 
that such a remarkable association is consistent with a 
single phonological code, common to input and output. 
Caramazza, Berndt and Basili (1983) describe a similar 
patient and come to the same conclusion. But patients 
with a "pure word deafness" appear to have a similar 
deficit in phoneme discrimination, without the 
corresponding output problem; if this is so there must 
be a dissociation between phoneme input and output 
processing. Caramazza et al counter this argument by 
suggesting that although these patients' speech might 
be relatively spared, in fact they nearly all produce 
some paraphasic errors. This seems unconvincing. 
The "pure" cases may produce a small number of 
phonological errors in output (Wernicke noticed them 
and suggested they were the result of poor monitoring 
caused by the auditory comprehension deficit), but they 
have a much more severe disorder in comprehension. 
The~ coul d however have an i mpai rment at a more 
peripheral 'level, if it were true that such patients 
had problems in processing non-linguistic acoustic 
information ( which, as is indicated in chapter two is 
a matter for debate>. 
Howard and Franklin (1987) describe a patient, M.K., 
who can read non-words but is entirely unable to repea.t 
them. Since phonological output is required for 
reading this level must be intact. He is also 
unimpaired in phoneme discrimination tests (Franklin, 
in press). His inability to repeat non-words must 
therefore be a consequence of a deficit in the 
processing between input and output (in Morton's model, 
a deficit in auditory-phonemic conversion). If there 
were only one system then it would be logically 
impossible to have a deficit in the process "between" 
it; M.K. appears to be good evidence against a single 
phonological processor. 
Even if there are separable phonological levels for 
input and output, the question of whether 
auditory-to-phonological conversion is independent of 
lexical processing remains. It has been suggested that 
people may read non-words by analogy to real words 
(Glushko 1979; Kay and Marcel 1981). In both oral 
reading and repetition one can find patients showing 
clear dissociations between non-word and real word 
performance. The complete inability to read or repeat 
non-words with a virtually intact ability to process 
real words could be explained by a frequency effect. 
That is, if non-words in the damaged system are 
considered to be of lower frequency than any real word, 
then they might never reach a sufficient level of 
activation to achieve an output. The real words would 
all be of sufficiently high frequency to be available. 
However, if that were so then non-words should always 
be more impaired than real words; this is clearly not 
the pattern shown in the purest cases of surface 
dyslexia where non-words are unimpaired while some real 
(exception) words are misread. It therefore appears 
that whatever the mechanism is by which the phonology 
for non-words is constructed, sub-lexical and lexical 
reading are in some sense separable. Since there are 
no equivalent "exception" words in repetition the same 
evidence cannot be adduced; but a similar argument 
applies for writing to dictation where patterns of 
surface dysgraphia have been reported (Hatfield and 
*~ Patterson 1983). If, as several authors have claimed, 
non-semantic writing to dictation is entirely parasitic 
on repetition, (e.g. Patterson 1986) then there is a 
strong case for separable routes for lexical and 
sublexical processing in repetition. 
1.4 Are there seoarate inout and output lexicons? 
Orthographic processing 
The original version of the logogen model had a single 
logogen system serving acoustic and visual input and 
phonological output. There is now general agreement 
that there are separate phonological and orthographic 
lexicons, but it is important to understand why this is 
so before the arguments for one or two phonological 
lexicons can be evaluated. A series of repetition 
priming experiments on normal subjects (Winnick and 
P~Qe 2S 
*An alternative line of evidence for t...-o repetition routes are the dissociations 
deseri bed by Mecarthy and Warri ngton (Brai n, 1984). They deseri be the languege 
i mpai rments of t'w'O conduction aphasics and one patient 'w'ith a transcortical motor 
aphasia. They demonstrate that the t'w'o conduction aphasics, ORf and RAN have 
i mpai red 'Word and non-'w'ord repetition, es peci all y for longer 'w'ords, but that thei r 
anomic problems do not appear to be at a phonological level. The thi rd patient, ART, 
mates phonemic paraphasias in naming but is able to repeat ...-ords. The patients 
have a further dissociation in that enforced semantic processi ng improves 
performance for the conduction patients but i mpa1 rs it for the transcortical patient. 
These results are consistent 'w'ith the fi rst t'w'o patients h8vi ng 8n i mpai rment in 
sub-lexical route repetition and the second a reliance on the sub-lex;cal route for 
repetition. Unfortunatel y Mecarthy and Warrington do not report 'Whether ART is 
able to repeat non-'w'Ords; this interpretation strongl y predicts that this ability 
should be intact. 
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Daniel 1970) showed that there was no effect of priming 
across modalities, except for the very short lived 
priming effect which is presumed to be arising at a 
semantic level. Since Allport and Funnell (1981) 
explicitly state that for their model, priming occurs 
in the access routes rather than in the lexicon itself, 
this lack of cross-modal priming does not force them to 
split the lexicon. However, they give three other 
pieces of evidence which they believe to show thct 
there must be separate orthographic and phonological 
lexicons. 
Allport and Funnell (1981) describe a patient AL who 
was only able to match spoken words to written words 
via a lexical route. They argued that he must either 
be doing this in the lexicon or in the semantic system. 
Since he was able to select the correct printed word to 
match with a spoken word when the alternative word was 
a semantically related distractor, but not when the two 
choices were exact synonyms (e.g. DRESS + FRO:I(), he 
must have been making the judgment ~t a semantic level. 
Furthermore, Allport and Funnell argue that since the 
spoken word "dress" and the written word FROC~ must 
have accessed their lexical forms (in order to achieve 
meaning), then these would evidently be different forms 
if they co-existed in the single lexicon. This seems 
unconvincing; it is not clear whether AL would have 
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been able to do this task if all the items had been 
presented in the same modality either, since there may 
not be the po~sibility of carrying out operations such 
as matching at a purely lexical level. 
Allport and Funnell"s second argument concerns semantlc 
reading errors in deep dyslexia. They accept th~t in 
ordet- to maLe Cl semanti c error it i s necess~.ry tc hav,: 
accEssed the apcropriate word-form corresponding to the 
stimulu~ in the orthographic lexicon. 50me de.:::: 
dYslexic patients are reported to be less imp2ired .1. 
n~ming than reading; naming of course reauires ~h~ 
orthographic/phon~logic~l lexlcon, then havin~ alreaDY 
=o~responding ~o the 
the lexicon, the patient should be able to proOucE the 
Dutput phonology without having to access the meaning. 
Thu.s deep dysle::ics WOL.lld not make sema.ntic e"-ro~-E: 
u.nless there were separate lexicons for ide~tifying 
visually-presented word forms and for p~Q~ucin; oJt~u~ 
phonology. (I~otE': it is in of act not cl E:3.r U·,CI.t there 
• • ....I. lmpalre\.: 1n 
(1985) compared rE2ding and namIng o~ the same woros 
them h~c ~uperior namlng). 
Ar ~lternative is that there are ~wo threshol~~ 1n the 
lexicon, one for producing an output to semantics, and 
a higher one for producing phonological output. In 
this case, the activation already produced to achieve 
semantic access may not be sufficient to achieve an 
output. A problem with this explanation is that initial 
lexical activation derived from stimulus input should 
be boosted by activation from the semantic system 
Cepecially in those deep dyslexics who, it is argued, 
do not have a central semantic impairment), making the 
correct response the most likely candidate for 
achieving an output. 
Allport and Funnell's final argument argument concerns 
word meaning deafness and particularly the case 
described by Bramwell (1897). This patient was often 
unable to understand a spoken word until she had 
written it down, when presumably she was able to use 
orthographic comprehension. Bramwell mentions this 
occurring with words whose spelling is not predictable 
from their phonology, such cOI.S "Edinburgh". In ordEr 
to write the word "Edinburgh" to dictation it is 
necessary to access the orthographic lexical form, 
since the use of a sub-lexical spelling route would not 
result in the correct spelling. Thus it would appear 
that the patient had a problem in getting from the 
phonological input lexicon to meaning but not from the 
orthographic input lexicon to meaning. If these two 
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lexicons were in fact the same, then this would be 
nonsensical. 
Repetition pri~ing experi~ents 
The evidence for or against a single input/output 
phonological lexicon is much less clear. Allport and 
Funnel I (1981) cite an experiment by Gipson which 
showed that, for normal subjects, producing spoken 
output for a word does not prime auditory recognition 
of that word. Allport and Funnell argue that since 
priming has to occur at the point of access, naming 
would not prime recognition even if there is a single 
le:·:icon. 
However, subsequent experiments by Gipson (1986) and 
Monsell and Banich (Monsell 1987) indicate a much more 
complex picture of priming effects than this initial 
result suggests. 
Gipson (1986) studied the effect of various repetition 
priming tasks on the ability to recognise words 
presented in a background of pink noise. In the first 
experiment, subjects had to detect the number of 
syllables in a spoken word, printed word or picture 
name. Seeing the picture or the word did not 
subsequently prime word recognition. This of COurse 
could be interpreted as evidence for two lexicons, 
since the syllable judgment presumably requires only 
the output phonological form to be accessed. However, 
Gipson follows Allport and Funnell (1981) in believing 
that priming occurs et the level of access rather than 
in the lexicon itself. 
Gipso~ goes on to use the same test of ward recogn ~ tio~ 
in noise preceded by conditions in which the sutjects 
e i ther heard worcis; read wm-d3 c,loud, read 2.10ud 
non-wC"- j pseLldorlOmop hone:. 0 ';' the "test w~""'ds ~ or ceci ded 
wh ich o~ two printed non-wor~ s was.; pseucohomophone. 
~= +oun·::; th.o'.t re,:l.d in g WCT:j~. O~odL~ced n o f C'= i lit.:, tl. o~·i 
re l eti ve t o t h e c o n t ro l condition where t~e sDo ken 
I....; ,~t-d~ . ha.o -1::Jt been previ ou51 y encountE'!"'e j . Ti- e 
os~udoh~mophone decision tas k p r imed s u bsequent word 
recognition, but significantly less than hearin~ the 
.-.:ord. Pseudohomophone reading, however, appeared to 
be an e x tremely effective prime. 
Mon sel~ and 3anich (Monsell 1987 ) stuoiec t h e ef f ec~ o~ 
repetition priming on auditory lexical decision . 
Similarly tco Gipson's results, they fo~nd tr.'::.t a" ,'1 t'::.si : 
vJhich reqL!ired the production of "i.nner speech " p·-im.:: c 
subsequent lexical decision performance to some Extent. 
BLtt te.sks where the sub ject ei ther- sai d the loJord OL'.t 
lou~, or mouthed it, were as effective as hear ing the 
word spoken by the experimenter. (The exception to 
this is the oral reading condition in Gipson's 
experiment: however he points out that subjects were 
encouraged to read as quickly as possible without 
worrying about errors. It may be that, under these 
conditions, the subjects are not "listening" to their 
own speech. If the experiment was re-run, with an 
emphasis on correct production, and perhaps with the 
real words mixed with non-words, this explanation would 
predict a priming effect for auditory word 
recognition.) 
Monsell's (1987) interpretation of this pattern of 
results is that peripheral feedback is a more effective 
prime than feedback at a phonological lev~l. However, 
since repetition priming is a specifically lexical 
effect, it is difficult to see why peripheral and 
phonological priming should have this differential 
effect, since according to Monsell's (1987) model, both 
should access the lexicon from input phonology. 
Although these are intriguing results, they do not 
resolve the issue of separate input and output 
lexicons. If priming actually occurs within the 
lexicon, the single lexicon model is not tenable, since 
all these different types of prime should produce the 
same effect. Allport and Funnel I 's (1981) argument 
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for priming at the level of access also fails to 
explain the differential effects of peripheral and 
phonological level priming, but the two lexicon model 
fares no better in this respect. 
A dual task experi.ent 
Shallice, McLeod and Lewis (1985) devised a dual task 
experiment, for normal subjects, which specifically 
addressed the issue of separate input and output 
lexicons. They argued that if subjects were able 
simultaneously to carry out two tasks, one of which 
tapped input lexical phonology while the other tapped 
output lexical phonology, then these must be 
represented separately. This logic of course relies 
on the assumption that the same system is unable to 
process two sources of information at once; but 
Shall ice et al tested this by combining their input and 
output tasks with others supposed to use the same 
lexicon, and which they therefore predicted should 
produce significantly greater dual-task decrements. 
The critical dual task combination required the 
subjects to read words out loud while they listened to 
a string of words until they heard a proper name at 
which point they were to stop reading. The subjects 
made 10% more errors on these tasks when doing them 
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together than when doing them separately. Compared to 
the control dual tasks (i.e. combinations designed to 
rely on the same lexicon), where subjects were 
essentially only able to attend to one task at a time, 
this 10% represented an extremely small decrement. 
Shall ice et al argued that the name detection task was 
processed via the input lexicon, whereas oral reading 
occurred via the phonological output lexicon. 
Unfortunately, there were very few words with 
exceptional spelling-to-sound correspondences; words 
with regular correspo~ces could have been read via 
the sublexical reading route, which would mean that the 
phonological output lexicon was not required. However 
among the small corpus of exception words there were no 
"regularisation" errors, so this suggests that the' 
reading was being done lexically. 
The control task combinations were the same oral 
reading task paired with a phoneme detection task (for 
example the subjects had to listen to a string of words 
until they heard the phoneme Ill), and the name 
detection task paired with a shadowing task. These 
pairs were to be equivalent to combining the oral 
reading and name detection tasks, except that each 
control task pair required processing by th~ same 
lexicon: the phonological output lexicon in the case of 
the first control and the auditory input lexicon in the 
second. The phoneme detection task obviously entails 
a much greater processing load than the other tasks, 
which might explain the decrement in this case. In an 
attempt to rule out this interpretation, Shallice, 
McLeod and Lewis demonstrated that there was no 
decrement in performance when these tasks were paired 
with a complex (non-linguistic) visual task. To mix 
shadowing with auditorily presented name detection is 
certainly not equivalent to the original combination in 
that shadowing requires more peripheral processing in 
an identical channel, which might cause greater 
interference. 
Although this dual task experiment does seem good 
evidence for separate input and output lexicons, 
choosing appropriate control tasks is evidently 
problematic. 
The last source of evidence from normal studies, for 
this obviously vexed question, is an analysis of speech 
error data by Fay and Cutler (1977). They propose 
that if processing in a two lexicon model is to be 
maximally efficient, then the input lexicon will be 
arranged phonologically since that is the form of 
access, and the output lexicon, which is by contrast 
accessed from the semantic system, will be semantically 
organised. Speech errors arising at the level of the 
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output lexicon should therefore be semantically related 
to the target; errors which are phonologically related 
to the target must be generated at a more peripheral 
level and should therefore be largely non-words. An 
analysis of their speech error data shows that most 
phonologically related errors are in fact real words, 
and they argue that this suggests that the output 
lexicon is in fact organised phonologically; and since 
this happens to be how the input lexicon ought to be 
organised~ then the obvious explanation is that they 
are one and the same lexicon. 
Apart from the fact that this theory is making very 
large assumptions about the nature of lexical 
representation, there are 6ther ways of explaining the 
fact that most phonological errors are real words. 
For example,. non-word errors may be generated, but 
edited out, as suggested by the work of Motley, Baars 
and Camden (1983). Similarly any kind of interactive 
account would predict that even if the error was 
generated post-lexically, it would be likely to be a 
real word because lexical items will receive more 
activation from the interaction between levels of 
processing (Stemberger 1985). 
~age 3S 
Repetition impairments 
Neuropsychological evidence is equally controversial. 
The most obvious way to show that the input and output 
lexicons are separate is to demonstrate that a patient 
has a deficit in one while the other remains intact. 
In practice this has proved to be a difficult task, 
since it is necessary to establish that the deficit is 
within the lexicon itself and· not in its access. For 
example, the fact that a patient has an auditory 
comprehension impairment, but no impairment of naming 
would not be evidence for separate lexicons, since the 
comprehension impairment could be in the access to the 
sem~ntic system from the lexicon. If information in 
the lexicons is·distributed, t~en it would be extremely 
difficult to distinguish between an access and a store 
deficit. If the lexicon contains local, 
non-distributed representations, then such a 
distinction could in principle be made. 
Shallice (1987) suggests a number of criteria which 
indicate loss of representations (i.e. impairment 
within the lexicon itself), for example that there 
should be within item consistency and that the items 
should not be primable. Item consistency (assuming it 
is not 100% consistency) could be attributed to other 
factors, such as word frequency or image~.bility. If 
the impaired lexicon was generally degraded in some 
way, rather than missing specific items, then the 
system could be primable despite the fact that the 
impairment is actually specific to the lexicon. In the 
orthographic domain, Coltheart and Funnell (1987) have 
attempted to compare the errors made in input and 
output in the reading and writing of a patient, but 
have found the exercise fraught with difficulty for 
these very reasons. Butterworth, Howard and 
McLoughlin (1984) looked at a group of dysphasics and 
found 'a significant correlation between the number of 
semantic errors in naming and the number of errors in 
word comprehension, but again the level at which these 
deficits are operating is unclear. 
The most compelling evidence from neuropsychology is 
the fact that some patients make "semantic" errors in 
repetition, similar to the semantic paralexic errors 
made by "deep" dyslexic patients. (Goldblum 1979, 
Morton 1980b). Allport and Funnell (1981) considerec 
semantically related errors in oral reading to be good 
evidence for separate orthographic and phonological 
lexicons. Why then is an equivalent symptom in 
repetition not evidence for separate auditory input and 
phonological output lexicons? 
In order for a patient to produce a repetition error 
which is related in meaning to the stimulus word~ the 
word-form in the input lexicon has to be accessed; 
otherwise it would not be possible to access any 
meaning, l~~-~\Q~_~ precisely the correct one. If 
there is only one phonological lexicon, then once 
having accessed the word form it should be available 
for output. However~ a "threshold" model like the 
logogen model allows for the possibility of two 
separate thresholds within a logogen (Morton 1980a); so 
in an impaired system there might be sufficient 
activation for an output to semantics but not for the 
higher threshold to output phonology. Thus repe~ition 
could only be achieved via the semantic system. A 
difficulty with this account is that if the word form 
for output has to be accessed in the same lexicon where 
initial threshold has already been reached for the 
correct word, then this should increase the chance of 
activation irom the semantic system achieving the 
higher threshold required for output. The single 
lexicon account would need not only to assume that 
required thresholds differ according to the subsequent 
location of processing, but also that all patients 
producing semantic errors in repetition have a central 
semantic, as well as a lexical impairment. (This does 
not seem to be true for all deep dyslexic patients, 
e.g. P.W. (Patterson 1979).) 
According to Marslen-Wilson and Tyler"s (1980) "cohort" 
model, or a "cascade" model such as that proposed by 
McClelland (1979), partial information in multiple 
entries at each level of processing begins activating 
possible candidates at subsequent levels of processing 
(Marslen-Wilson 1987). It would therefore be possible 
to activate semantic candidates for a response before 
all the appropriate auditory information had been 
processed; a semantic error could be produced despite 
the fact that there was insufficient phonological 
information about the target word for a direct output 
response. The assumption then has still to be made 
that the input phonological information is somehow 
insufficient to achieve activation for output, given 
that there may be partial activation from semantics for 
this word also, which again should mean more activation 
for the correct word than the semantically related 
error. 
There is no completely compelling evidence to support 
the notion that there are separate input and output 
lexicons. Repetition priming experiments are 
inconclusive in this matter, although the dual task 
experiment of Shall ice, McLeod and Lewis does support 
the two lexicon model. Since the major evidence for 
separate orthographic and phonological lexicons given 
by Allport and Funnell (1981) is the occurence of 
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semantic parale~ias in deep dyslexic reading, it is 
difficult to see why they do not find the occurrence of 
semantic errors in repetition more convincing. 
On the assumption that there are separate input and 
output le~icons, what is the evidence for a third 
repetition route, operating lexically, without 
accessing semantics? 
1.5 Direct Route Repetition? 
Direct route reading 
Three routes have been described by which printed words 
can be read aloud (Coltheart 1985). The semantic. 
route requires the meaning of the word to be accessed; 
the sub-lexical route accesses sub-word sized bits of 
phonology from orthographic segments and is the route 
by which novel, or non-words are read. The third is a 
direct lexical route from the visual input lexicon to 
the phonological output lexicon. The ultimate 
demonstration that such a route existed would be a 
patient with grossly impaired reading comprehension 
with an ability to read aloud all real words correctly, 
including irregular words, but a complete inability to 
read non-words. 
been described. 
Unfortunately such a case has never 
There are, however, dyslexic patients 
reported who, it is argued, are relying on such a route 
for oral reading. Two different types of cases are 
relevant here. 
WLP (Schwartz et al 1980) had extremely poor 
comprehension, but made few errors in oral word 
rea.di ng. She was able to read non-words, so could have 
been reading via the sublexical route; but Schwartz et 
al argued that in that case she should have regularised 
words with exceptional spelling-t~-sound 
corl~espondences (as do l·surTa.c2" dysle;~ics, Patte-son 
et a.l 1-:'85). In fact in the corpus they give, she ~id 
this is not an entirely c~nvinci~g demonstration a~ 
direcL lexical reacirg. 
Funnell (1983) describes a patient, WB, who was 
entirely unable to read non-words, but who read, on 
average, 9~% of real words correctly. Funnell arg~ed 
that he could not be reading all real words via the 
sema~tic route, since he had difficultv in 
distinguishing the meanings of semantically similar 
words, and had quite a severe anomia. 
reading via this route. not only would nis r2~Cl~g be 
much worse overall than the 90~~ he achi eved. bLlt he 
should also make a proportion of semantically related 
errors. From a large corpus. Funnell only found 2 
items which were possible semantic parale~ias, and 
these were questionnable. The other possible way of 
e~plaining his good reading, without recourse to a 
direct lexical reading route, would be that he is 
combining information from the semantic and sub-lexical 
routes at output, which could have the effect of 
editing out semantically related errors, since they 
will be phonologically distant from the target. 
However, WB seems to be getting very little 
phonological information from non-words; his errors are 
mostly failures to respond or a response which bears no 
phonological relationship to the target. The combined 
route explanation therefore seems difficult to sustain 
for this patient's reading. W.B. is good evidence for 
a direct lexical reading route. 
Indirect evidence for such a route is shown by 
Coltheart's observation of a surface dyslexic patient, 
AB, who on occasion defined an irregular word as its 
homophone; eg ROUTE -> "what holds the apple tree in 
the ground and makes it grow" (Coltheart et ai, 1983). 
If the patient was reading this sub-lexically one would 
e~pect that on some occasions he would produce a 
definition appropriate to the regularised pronunciation 
(e.g. in this case, the word ROUT). The fact that AB 
has defined the word's homophonic mate shows that his 
comprehension is based on a phonological rather than an 
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orthographic code for the stimulus word; but since it 
is an irregular word, the claim is that he must have 
generated its phonology via the lexical system. 
Direct route repetition 
In oral reading, then, there is at least some evidence 
to support the postulate of a direct route from lexical 
orthography to lexical phonology; what evidence is 
there for repeating spoken words via a lexical route 
without accessing semantics? 
Once again, the best evidence would be a dysphasic 
impairment where there was a complete inability to 
~epeat non-words, n~ impairment in repeating real words 
but a severe impairment in comprehending those words. 
Such a patient has not been convincingly described; 
this may be partly because such a patient would also 
have to have a severe impairment in written 
comprehension; otherwise s/he should be able to convert 
output phonology to orthography and comprehend the 
orthographic representation. 
Patterson describes a patient G.E. who she demonstrates 
is using a lexical, non-semantic route to write words 
to dictation (Patterson 1986). According to the model 
proposed by Patterson and Shewell (1987), writing to 
dictation via this route requires direct lexical access 
from the auditory input lexicon to the phonological 
output lexicon and thence to the orthographic output 
lexicon. There is no route directly from the auditory 
input lexicon to the orthographic output lexicon. The 
evidence for this is rather slight, mainly resting on 
the fact that a connection between the phonological and 
orthoqraphic output lexicons is necessary to account 
- ~p~I\I-o"'t"~s. 
for homophone errors in~writing (e.g. there/their 
confusions). If writing to dictation is parasitic on 
repetition, then G.E. (paradoxically for one entirely 
unable to repeat) is by implication g~od evidence for 
the existence of a direct lexical route in repetition. 
Wernicke (1874) described "transcortical sensory 
aphasia"; a syndrome of intact repetition with impaired 
auditory comprehension and fluent, anomic speech. 
Gardner and Winner (1978) studied a group of patients 
with transcortical sensory aphasia and found that they 
repeated words better than non-words; but the patients 
were not studied in sufficient detail to rule out the 
possibility of combined information from semantic and 
sub-lexical routes. Davis et al (1978) studied 
patients with transcortical mixed aphasia (also known 
as isolation syndrome), where both comprehension and 
spontaneous speecn are severely disrupted, but again 
repetition is spared. When the patients were asked to 
repeat sentences containing syntactic errors, although 
they did not appear to be able to understand the 
sentences, they tended to correct the errors. Such 
corrections are difficult to explain if repetition was 
occurring only at a sub-lexical level; but again it is 
difficult to draw conclusions from these experiments 
without knowing how severe were the dissociations 
between phonology and semantics. 
The evidence for a direct lexical repetition route is 
less substantial than that for a direct lexical reading 
route. This may, however, merely reflect the fact 
that fewer experiments have addressed the issue. 
There is some evidence for separate input and output 
lexicons for repetition, but it is by no means 
conclusive. The existence of a sub-lexical route is 
well-established, but little is known of the properties 
of such a route. 
In the next section impairments in naming will be 
reviewed, since impaired lexical/semantic repetition 
will reflect the properties of auditory comprehension 
and naming. Other properties of repetition may then 
reflect sub-lexical processing. 
1.6 Impairments of naming 
Naming requires the correct semantic specification for 
the word which is used to access the phonological form 
from the phonological output lexicon; this phonological 
form is held in the response buffer in order for an 
articulatory pattern to be assembled. 
The ability to name is generally tested using picture 
naming which also requires the correct identification 
of the picture and access to the appropriate semantic 
information for the picture. 
Various types of error are made in dysphasic picture 
naming: 
1) No response. 
2) A semantic error, which is related in meaning 
to the target. 
3) An unrelated real word error; a word which has 
no obvious semantic or phonological relation to 
the target. 
4) A phonological error which is conventionally 
defined as a response which shares at least 5~f. of 
its phonemes with the stimulus. 
5) A neologism which is a 'non-word with no obvious 
phonological relation to the target. 
6) A phonetic error (ie'in dyspraxia) - this level 
of processing is omitted from the model in figure 
2.1 as being peripheral to central language 
processing; generally the properties of 
phonetic errors have not been related to other 
areas of functioning using a cognitive 
neuropsychological methodology. 
No response errors 
When a patient fails to make any response at all in 
picture naming, it is extremely difficult to 
extrapolate a point of breakdown. However, if a 
patient has a severe anomia, which is characterised by 
(a) nb-response errors rather than related errors, (b) 
success on only a few high frequency words, (c) 
consistency of performance for the same item on 
different occasions and (d) no significant facilitation 
from cues, then there is good reason to think that 
entries in the phonological output lexicon may be 
degraded. Patterson and Shewell's patient, G.A., 
seems to fit this description (Patterson and Shewell 
1987) • 
SeJllantic errors 
One reason for a naming error might be inadequate 
semantic representation of the concept to be named. 
The paper by Butterworth et al (1984) showed that all 
their group of anomic patients (whether fluent, 
non-fluent or conduction) also made errors in fine 
comprehension tasks. This might suggest that at least 
some patients who appear to have an output anomia do in 
fact show a central semantic deficit when testing is 
sufficiently sensitive. However, in Howard et ai's 
(1985) facilitation experiments, on a task of pointing 
to named pictures in the presence of semantically 
related foils, the majority of the patients made no 
errors in picture pointing although they made many 
errors in naming. (This was despite the fact that 
some of the errors they made in naming happened to 
correspond to the semantically related picture foils 
used in the comprehension task.) For these patients 
at least, a central semantic deficit cannot explain 
their picture naming problems. 
If the central semantic system is intact, then semantic 
errors may be caused by an inadequate specification in 
the address to the phonological output lexicon. This 
notion is supported by Howard and Orchard-Lisle's 
(1984) finding with their patient, JCU: when unable to 
name a picture, she was not only helped by a correct 
phonemiC cue" (indicating that a partial representation 
was already available); but she also tended to make 
semantically related errors in response to an incorrect 
phonemic cue (picture of a THUMB: If I -> "foot"J 
indicating that other semantically related items had 
been activated in the output lexicon. 
Unrelated real Nord errors 
Like no response errors, it is very difficult to trace 
the genesis of unrelated real word errors. There are 
several possible accounts, and it is likely that they 
all apply. For example, these may be mixed errors 
(e.g. a phonological error on a semantic error) which 
have defeated the ingenuity of the experimenter. They 
may be highly frequent words generated as "fillers", 
rather in the manner of Butterworth's explanation for 
neologisms (see below). A largepropbrtion of them 
appear to be perseverations from earlier responses. 
Phonological errors 
There are two types of explanation for phonologically 
related errors: either they are another form of access 
problem to the phonological lexicon (Butterworth (1985) 
claims that there is no evidence that partial 
phonological forms can exist in an abnormal 
phonological output lexicon), or the response buffer is 
unable to hold the phonological form for long enough to 
produce the complete phonological form for speech. 
Miller and Ellis (1987) argue that a response buffer 
problem should mean that phonemes at the beginning of 
the response would be better preserved than phonemes at 
the end of the word. They analysed the errors of 
their patient, RD, and found no such effect. The 
notion that semantic and phonological errors derive 
from a common access problem is attractive since they 
invariably co-exist at least to some degree in anomic 
patients. 
Neologisms 
One clear genesis of neologisms is the mixture of a 
semantic error and a phonological error. Howard et al 
(1984) cite the following examples from a large corpus; 
WEB -) IspaldIdl 
bull -) Ihoksl 
(via spider) 
(via ox) 
It may be that if we had sufficient information about 
the intervening errors, then all neologisms could be 
explained thus; but there are many that defy oovious 
analysis. Butterworth (1985) suggests that in jargon 
patients, who produce a very high proportion of 
neologisms with no obvious relationship to the target, 
there is a "random phoneme generator" which fills the 
spaces where words are unavailable. 
P~ge S0 
Both reading and repetition impairments produce errors 
which can be categorised in the same way as naming 
errors (Coltheart et aI, 1980; Howard and Franklin, 
1988). A comparison of such errors in a group of 
aphasic patients, across all three modalities, will be 
presented in chapter 6. 
Conduction aphasia and short term memory impairments 
are closely related CAllport 1984); in later chapters I 
will attempt to make this relationship more explicit. 
The next section comprises a brief review o~ models of 
auditory short term memory and of neuropychological 
impairments of short-term memory. 
1.7 Auditorv ~hort-term memo~v 
A two-stage model of immediate serial recall 
It is generally agreed that there is a speci~ic worl~ing 
memory system for auditorily presented information. 
Baddeley's (1986) model consists of a phonological 
input buffer and a rehearsal loop. He argues that the 
buffer must be at the level of input because there 
appear to be short te~m memory patients who are poor at 
matching span tasks, have fluent speech and are 
impair~d at immediate serial recall (e.g. KC, Allport 
1984; JB, Shall ice and Butterworth 1977; and PV, Vallar 
and Baddeley 1984), all of which are explicable in 
terms of an impaired phonological input store. Other 
patients are good at matching span tasks but have 
impaired output; these would be patients with an 
impairment of rehearsal (e.g. R.C.; Allport 1984). 
Baddeley argues that the two components of the system 
are able to explain the differential effects of 
articulatory suppression in normal subjects. Immediate 
serial recall is reduced for phonolog{cally similar 
items, whether presented auditorily or visually (Co~rad 
and Hull 1964). Articulatory suppression removes this 
effect for visual presentation, but not for auditory 
pre~entation (as l~ng as suppression does not continue 
through the recall phasE; Baddeley, 1986). Immediate 
serial recall is also reduced for longer words; but 
articulatory suppression removes this effect 
irrespective of modality of presentation. Baddeley 
argues that phonological similarity is indicative of 
the functioning of the phonological input store, 
whereas word lengt~ is a feature of the rehearsal loop 
(Bad~eley 1986). He also argues that auditory short 
term memory must be operating at a phonological rather 
than a semantic level since for immediate recall 
semantic similarity does not affect performa~ce. The 
fact that visually presented items are affected by 
phonological similarity but not with articulatory 
suppression is because visually presented information 
can only be coded into the store via the rehearsal 
loop, and the rehearsal loop is blocked with the items 
for suppression. The fact that unattended speech also 
affects visually presented serial recall (Salame and 
Baddeley, 1982) is, he argues, simply because speech 
has obligatory access to the working memory system. 
A three-stage ~odel of immediate serial recall 
Marton in his (1970) logogen model includes a response 
buffer for phonological output. The output has to be 
buffered to deal with the eye/voice span (Morton 1964) 
and the ear/voice span (Treisman and Geffen 1967). 
This buffer is specifically related to lexical 
processing in Morton's model; Baddeley does not relate 
his working memory system to lexical processing, 
despite the fact there are strong lexical influences on 
immediate serial recall (the span for non-words is 
around 3 (Brener 1940), but almost twice that for real 
words). Originally the rehearsal loop was related 
literally to articulatory rehearsal, but this proved to 
be untenable when it was found that anarthric patients 
could have normal auditory short term memo~y (Baddeley 
and Wilson, 1985, Vallar and Cappa,1987). 
Like Morton, Monsell (19B7) relates aUditory short term memory 
to a model of lexical processing. His model has both input and 
output buffers, with a loop in between them. He suggests that 
phonological similarity effects can arise in either buffer. The 
system provides feedback to auditory comprehension vla the 
-inner ear-. Monsell pOints out that there must be a more 
peripheral feedback pathway which processes speech at a less 
abstract {e.g. featuraD level. He proposes two different types of 
memory (Monsell 1964). iype r memory 1s pers1st1ng 
activatlon in the normal processing units; for example 1n the 
lexicon. iype 11- memory holds -novel structures- for a limited 
amount of time in a -limited-capacity representational space": 
this 1s the 1<1nd of memory that would be held 1n a buffer or 
store. 
Dysphflsifl find impflirments in tlt/ditory short term memory. 
In Howard and Franl<1tn (1967) two surface dyslexics are 
described; EE appeared to rely to some extent on -inner speech-
to comprehend yisually presented words: MK, although able to 
phonologically recode written words for outputl was unable to 
use inner speech to access auditory comprehension. This was 
indicated by his inabil1ty to def1ne wr1tten pseudohomophones by 
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anything other than "appro~imate visual access"; he was 
at chance at pseudohomophone detection and was much 
worse at written rhyme judgments than spoken ones, 
despite being normal at homophone matching. In Howard 
and Franklin (in press) it is argued that MK has a 
severely impaired rehearsal loop, and that he behaves 
like a normal does under articulatory suppression. 
suppression in normal subjects does not affect 
homophone matching (Baddeley and Lewis 1981), or 
auditory rhyme judgements (Wilding, unpublished), but 
doe~ affect written rhyme judgments (Besner, Davies and 
Daniels, 1981). It also affects pseudohomophore 
detection , unless the pseudohomophones are presented 
at a slow rate (Besner, Davies and Daniels, 1981). 
MK's auditory matching span was affected by 
phonological similarity, but visual matChing was not, 
which is again the pattern for normals under 
articulatory suppression. 
As already mentioned, neuropsychological data have been 
an important influence on short term memory models; 
"pure" short term memory pa.ti ents hCl.ve been r'eported 
who appear to have input short term memory and outout 
short term memory features. For example Allport 
(1984) describes a patient, RC, with an impaired digit 
repetition span and non-fluent speech but goed 
performance on matching span tasks, who therefore 
appears to have an output memory problem. By contrast 
Allport describes JD, who has fluent speech but is 
impaired on probe tasks, suggesting an input locus for 
his short-term memory impairment. In their review of 
21 short term memory patients Caplan and Waters 
(unpublished manuscript), identify 4 categories of 
disorder; a phonological input impairment, a 
phonological store impairment, an impaired articulatory 
loop and a "central phonol ogi cCI.l processi ng 
d i stur-bance" • 
Short term memory deficit~ have been a~sociated with 
"conducti on 11 a.pha.si Cl.! v.;he~e CI.udi tory comprehensi on 1. s 
irtact, but repetition is severely impaired (Goodglas5 
~nd Kaclan 1972)~ Shallice and Warrington (1977) have 
suggested that there are two forms of conduction 
apr,a.sia. One is associated with impaired speech 
production, irrespective of task. The other is 
associated with impaired auditory short term memory, 
ar.d here the impairment will be specific to reoetition 
while naming will be relatively spared. 
(1984) argues against such a dichotomy. 
Allport 
I"iost "deep dysle}:lcs" are described a~. ha.ving reduced 
auditory short term memory. In his review of deep 
dyslexic cases Coltheart reports 10/12 patients having 
impaired auditory short term memory (Coltheart 1980a)~ 
F'iO;.::I'":· 56 
Such an association would be explicable if auditory 
short term memory were necessary for phonological 
recoding of orthographic material. Since MK has an 
extremely impaired auditory short term memory (Howard 
and Franklin, in press), but as a mild surface dyslexic 
(Howard and Franklin 1987) is overly reliant on 
phonological recoding in reading, this is not tenable. 
One is forced to the conclusion either that all 
dysphasics have impaired short term memory, which seems 
unlikely (e.g. Damasio and Damasio 1980), or that the 
auditory short term memory system has to fractionate 
sufficiently to account for different symptom 
complexes. 
The repetition impairments of a group of fluent aphasic 
patients will be presented in Chapters 5 and 6. Later 
chapters will address the issue of the relationship 
between word repetition and auditory short term memory 
(and their impairments) in more detail. 
Chapter 2: Auditory comprehension 
In order to understand a heard word, it is necessary to 
use auditory information to access semantics. Since 
the relationship between these is quite arbitrary 
(except in the case of onomatopeic words), there must 
be some kind of analysis of the acoustic input, to 
address some kind of abstract representation of the 
word. In this chapter, three broad stages of 
processing in auditory comprehension will be discussed; 
auditory analysis, lexical access and s~mantic access. 
Auditory AnalysiS (Morton and Patterson 1980) is used 
to describe the pre-Iexical analysis of speech sounds; 
since· the mechanism~ of this analysis are as yet 
obscure, this is a suitably neutral term with which to 
begin. A brief review of issues in speech perception 
is presented. Experiments on lip reading are 
considered, both as being relevant to issues of speech 
perception, and because the relationship between lip 
reading, repetition and immediate recall will be 
addressed in this thesis. Neuropsychological studies 
0; impairments of auditory analysis concern the study 
of the syndrome known s.s "word deafness". 
Lexical access is taken to mean the process by which 
abstract representations of words (or morphemes) are 
activated. Evidence for properties associated with 
this stage of processing arises from experiments on 
repetition priming and lexical decision as well as from 
neuropsychological data. 
Semantic access is the process by which the abstract 
representation of the lexical form maps onto the 
meaning of the heard word. In the third section of 
the chapter, issues of semantic organisation are 
cor:sidered, particularly with reference to the 
concreteness/abstractness cimer:sion. Evidence for a 
specific impairment between lexical and semantic levels 
of processing is reviewed. 
2.1 Auditory Analysis 
PhoneFes or features?; evidence fro. stUdies (and 
theories) of nor.al speech perception. 
Studdert-Kennedy (1974) suggested that there are four 
stages in speech perception: auditory, phonetic, 
phonological and lexical/semantic. Klatt (198~) h~s 
developed a model where soectral representations of 
acoustic information map directly onto lexical forms. 
Which (if either) is the better description of auditory 
analysis? 
Analysis of acoustic information in order to recognise 
phonemes is by no means a straightforward business; for 
example there are not discrete time segments of 
acoustic information which map directly onto phonemes. 
Rather, co-articulation means that features 
corresponding to more than one phoneme will appear at 
the same time (Lieberman et al 1967). Furthermore 
there is no invariant relationship (Chomsky and Miller 
1963) between acou~tic information and phonemes, in 
that each phoneme may have several allophonic variants, 
which are used context-sensitively. 
This has led some authors (Klatt 1979, Marcus 1981) to 
suggest that analysis of the whole unit is les~ 
problematiC than having to segment strings at a 
pre-Iexical level. Church (1987) disagrees, making a 
convincing case for the idea that allophonic variation 
can help in parsing the acoustic string. If the rules 
of allophanic variation are known, the presence o~ a 
particul~r variant could be used, for example! to 
detect word boundaries. Knowledge of phonotactic 
constraints (Kiparski 1981) can be similarly applied. 
Many experiments in the field of speech perception have 
looked for evidence of phoneti~ "features" in auditory 
analysiS (Eimas and Corbit, 1973). The problem with 
many of these experiments is that tasks which appear to 
require processing at a feature level in fact only 
require peripheral auditory processing <Pisoni and Luce 
1987) • 
The psychological reality of a "phonemic" level of 
processing largely rests on the normal ability to 
segment strings in terms of phonemes, for example in 
rhymes (Treiman 1983). Speech errors often consist of 
phoneme exchanges ~Fromkin 1973), which is strongly 
suggestive of some kind of pho~ological unit operating; 
but since this is speech production, it may well be 
represented at an output level but not a perceptual 
level. Indeed Morton and Long (1976) suggest that 
phoneme detection occurs after lexical access; Foss and 
Blank (1980) attempt to refute this by showing that 
phoneme detection can be done in non-words. Since 
non-words also have an output form it is hard to see 
the logic of this refutation. More persuasive are 
speech misperceptions (Bond and Garnes 1980) which 
involve misperceptions of units smaller than tne word. 
Such misperceptions, even when they are apparently 
phoneme transpositions, might however be equally well 
explained by errors at a feature level. 
Elman and McClelland's TRACE 1 model (1984, 1985) used 
acoustic features to activate phonological 
representations which in turn 'activated lexical forms. 
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This appeared to work well, albeit for a small number 
of items, but as it is a simulation, this of course is 
not evidence for psychological reality. 
Thus, despite a large literature on the subject, there 
is really very little evidence to suggest whether 
auditory analysis consists of a phonetic feature 
analysis only (or even more low-level perceptual 
analysis) or a pho~etic feature and a phonological 
level of analysis. 
2.2 Lip reading 
Although it does seem that patients can have specific, 
even "pure" impair~ents at the level of auditory 
analysis, it is not clear whether these impairments 
dissociate into phonetic and phonological impairme~ts 
as would be predicted by Studdert-Kennedy's model 
(1977). The problem is to specify how 
impairment at either level would differentially impair 
speech processing. One way of assessing the "modality 
specificity" of the input would be to investigate the 
relationship of lip reading to speech perception. 
It has long been realised that 'normal speakers are able 
to comprehend spee~h in background noise much better if 
they are allo~ed to lip read (Sumby and Pollack 1954). 
More recently it has become clear that lip reading has 
a more fundamental role in comprehending speech, 
despite the fact that it is perfectly possible to 
comprehend speech which is heard only, as long as no 
background noise is present. 
Reisberg, McClean and Goldfield (1987) found that 
speech perception was perfect with audition alone~ but 
that a semantically complex message was better 
understood with li~ reading. 
McGurk and Macdonald (1976) showed that when normal 
subjects heard and saw different phonemes 
si mul taneousl y, what they bel i eved they "heard" WetS 
'/ 
influenced by their lip reading (the "fusion 
ill Llsi on .. ) • So for example if they saw Ibal and heard 
Ika/ they tended to report it as Ida/. 
Kryster (1970) fOLlnd that in noise subjects were able 
to discriminate on the basis of voice and manner of 
articLl~6tion~ but not place; place is obviously the 
distinctive feature which lip reading ~ disambiguate. 
Mills (1987) reported that visually handicapped 
children were slower than normal children at acquiring 
sounds with clearly visible articulation. 
So lip reading is not just additional and separ~te 
information which is used only in special 
circumstances. 
code, that is, a code which is amodal rather than 
purely acoustic. This is confirmed by Campbell and 
Dodd's (1980) finding that recency in immediate serial 
recall was abolished by a purely lip read suffix 
following auditory presentation (and vice versa), 
whereas an orthographic suffix does not affect recency. 
Campbell (1987a) also found that a mouthed suffix did 
not affect lip read recency as much as an auditory 
suffix, suggesting that lip reading is combining with 
phonological input rather than with articulatory 
information. 
Campbell (1987b) concludes that: 
"recency and suffix effects arise at a stage of 
processing for recall where the commo~ 
phonological code, enjoyed Nauto~atically" bv I 
heard and lip read material, is activated."(p.249) 
She suggests that this is occurring at a higher level 
of processing than Crowder and Morton's (1969) 
"precategorical acoustic store", since a suffix in Cl. 
di4ferent voice to that known to belong to the person 
being lip read had an equally disastrous effect on 
recency. 
Wor~ on lip reading does suggest that there is a 
pre-Iexical, abstract (in that it is amodal as t~ 
origin) representation of auditory information. The 
nature of this representation, and the exact level at 
which lip read and auditory information combine, is far 
from clear. 
2.3 Word deafne~s 
Cases of word deafness have been reported in the 
literature for ove~ a hundred years, since Kussmaul's 
description of a patient in 1877 <Goldstein 1974). 
Unfortunately, it is very un~sual ~or (exactly) the 
same experiment to have been done on more than one 
patient; this, coupled with the fact that word dEafness 
is almost certainly not a unitary disorder, has meant 
that results are confusing and even paradoxical. The 
term "word deafness" itself has been used in a nLlmber 
of different ways. All these definitions appea~ to 
refer at least to an inability to comprehend language 
which is specific to the auditory modality, with no 
peripheral hearing loss. 
"Pure word deafness" can be taken to mean that the 
patient's language system, i.e. his reading and ~riting 
and speaking, are all normal and the only deficit is in 
audito~y comprehension. Because repetition and 
writing to dictation require auditory processina 
- , they 
will be severely affected <Hemphill and Stengel 194~). 
Other authors use the term "pure word deafness" to 
specify that the problem is at a peripheral phonemic or 
prephonemic level (Allport 1984). 
Buchman et al (1986) suggest that for a patient to be 
word deaf, he must only have problems in processing 
language sounds; his ability to recognize non-verb&l 
sounds should be unimpaired (to distinguish word 
deafness from auditory agnosia) and his 
neuroohysiological ability to respond to tones should 
be normal (to distinguish it from cortical deafne~E). 
However in a review of 34 cases they found thet most 
patients reported did have some other form of auditory 
pe~ceptual impairment. Nevertheless, there are 
dissociations reported which may suggest that 
processing of verbal and non-verbal sounds are 
functionally independent tasks. Michel et al (198eJ) 
describe a patient who was cortically deaf; they 
demonstrated that there was an absence of late auditory 
evo~ed potentials in this patient, who had bilateral 
bra.in damage. This would correctly predict that the 
patient"s impairment should not be specific to speech 
sounds. One of the three cases studied by Buchman et 
al waS reported to have normal nonlinguistic 
comprehension. However, one wonders if tests such as 
discriminating betwee~ English and non-English 
speakers~ and distinguishing a car engine noise from 
the noise of a door opening, require the same degree of 
sensitivity of processing as discriminating two 
pho~emes which differ by one distinctive feature. 
Shoumaker et al (1977) found that although their 
patient could recognize non-linguistic sounds, he was 
unable to recognize tunes; whether this is a more 
sophisticated non-linguistic acoustic task, or whether 
it requires very different processing, is open to 
question. 
Ziehl (1886) distinguished between word' sound deafness 
(lIwortlauttcwbheit") and word meaning dea.fness 
("wortsinntaubheit") • Word sound deafness was an 
inability to process auditory/phonetic information. and 
was necessarily associated with disorders in repetition 
and writing to dictation. Word meaning deafness was 
an inability to derive the meaning of the word and was 
distinguished from word sound deafness by the patient's 
ability to repeat and write to dictation without 
impairment. 
Is ~ord deafness a "pure" syndrome? 
Although many authors define word deafness in these 
terms, when they go on to report their actual cases it 
becomes clear that the criterion of an absence of other 
language deficits is generally not strictly applied 
(Buchman et al 1986). Even though word deafness may 
dissociate from other language deficits, this does not 
mean that it cannot coexist with those deficits, 
particularly since word deafness is often described in 
its "pure" form as being a resolved Wernicke-type 
aphasia (Saffran et al 1976). It certainly seems 
perfectly valid to diagnose word deafness as a symptom 
rather than just a pure syndrome, particularly if the 
assessments used are sufficiently detailed to give an 
adequate differenti~l diagnosis. 
Is ~ord sound deafness npre-phonetic U ? Various authors 
have attempted to look at the characteristics o~ th~ 
ohoneme perception p~oblem in word sound deafness, to 
establish the level at which processing is breo;.I·:ir,g 
down. Saffran et al (1976) found that their patient 
had more difficulty detecting voice contrasts than 
place ones and suggest that this is pre-phonetic 
because while it is systematic, it does not correspond 
to normal difficulties in categorical perception. 
That is, the p~oblem in detecting voice contrast cannot 
be explained by a shift to a di~ferent locus on the 
Voice Onset Time continuum. 
Auerbach et al (1982) found preserved categorical 
perception in their patient, and the patient had more 
difficulty discriminating phonemes differing by f~wp.r 
distinctive features. However auditory evoked 
potential studies suggest that their patient also had a 
prephonemic disorder. It may be that word sound 
deafness can occur in either a prephonetic or a 
phonetic form; if this were convincingly demonstrated 
it would be of considerable importance in terms of the 
number of processes involved in speech perception. 
Unfortunately there is at present no sufficiently 
specified theory of what constitutes prephonetic and 
phonetic processing to make differential diagnosis 
possible. 
Theories of how information is processed in the 
language system are heavily influenced by experiments 
on lexical access. Normal studies of lexical access 
consist of work mainly in two experimental paradigms: 
lexical decision and repetition priming. Much of the 
work has been carried out using written stimuli rather 
than spoken; its relevance to auditory lexical access 
will be evaluated. Finally neuropsychological 
impairments in lexical access will be reviewed (again 
the majority of these involve studies of impaired 
reatii ng) • 
Theories of infor~ation processing 
Since Morton's "logogen" model (1968; 1969) was first 
introduced a major class of information proces~;~­
theories have held that information can be activated in 
parallel. Serial models such as Forster's "Avtonomous 
Search Model" (Forster 1976) cannot account for the 
fact that words in context can be recognised be+ore 
sufficient sensorY'information has been analysed to 
uniqely identify a particular word form (Tyler and 
Harslen-wilson 1982). Other aspects of theories oi 
processing are more controversial; for example whether 
processing at one level has to be completed before 
information can be activated at the ne~t .level 
(McClelland 1979), whether there is interaction between 
levels <Frauenfelder and Tyler 1987), and whether 
representations are distributed (Hinton et al 1987). 
Of course it is very difficult to assess the relative 
merits of general theories, and more appropriate to 
consider specific models. These three issues will 
therefore be discussed with reference to the "Lag':Jgen 
model" (Morton 1970), "TRACE" ( HcCI ell and c.nd El lToer. 
1987) emd the "Cohort model" (Marslen-l.,jilson and TyIer 
1980, Marslen-Wilson 1987). 
In Morton's model, logogens are local (i.e. 
non-distributed) representations with resting levels of 
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activation. The higher the frequency of usage of the word, the 
less activation is required for the logogen to "fire". Each time a 
logogen "fires" it causes a lowenng of the threshold level. Thus 
is the model able to explain both frequency and priming effects. 
Partial activation does not access higher levels; that is, there is 
only one output from the system. Howeyer, there is feedback 
from the cognitive system to the input logogens, allowing for 
top-down processing. 
TRACE is Quite a different type of model. in that 1t is f} computer 
simulation of a particular aspect of language processing; It does. 
however. aim to "mimic" reell1fe processing. It belongs to a 
particular family of models. known as "interact1Ye acttYat10n" 
models (Rumelhert and McClelland 1982). Th1s particular model 
attempts to describe auditory comprehension only as far as 
lexical access; it has no semantic component. In TRACE, partial 
information et one level accesses information at the next level, 
and information between levels interacts in an excltatory 
f ashi on. Representations are agai n non-di stri buted. 
TRACE is programmed to "recognise" only 211 words, 
proceeding from the feature level, vie the phoneme 
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level to lexical access. With more representations, 
it is not clear that there would only be one candidate 
word arrived at, and there is no attempt to build in 
frequency effects. However the model easily accounts 
for coping with a noisy system, and for mixed errors; 
indeed such a highly interactive system may well mean 
that <for both an impaired and an unimpaired system), 
errors will be of all types. 
claimed for this mo~el are: 
Emergent properties 
1) a tendancy towards categorical perception. 
2) lexical feedback effects. 
3) an ability to parse word boundaries. 
4) despite a heavy influence of word beginnin9=. 
an ability to recover from initial distortion. 
5) an,ability to cope with elision. 
It is not clear whether the first two are emergent 
properties, or whether they are actually part of the 
initial design; neither is it clear whether propertie= 
3-5 would still be true ~or a much larger SEt of items. 
The original version of the cohort model compris~c a 
"le>~ical level" of non-distributed representations. 
Information was initially pro=essed in a way 
corresponding to the temporal nature of auditorily 
presented speech, but once the initial se9~ent h~~ 
activated the cohort, top down processin~ could 
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influence selection. Because a word could be 
recognised once its recognition point (ie the point at 
which it is disambiguated from all other words) was 
reached, and more quickly in context, it was argued 
that an autonomous search model could not account for 
1 e>: i cal access. Because the beginnings of spoken 
words such as "ca.ptain" and "capti ve" were equall y good 
associative primes for visual lexical decision on the 
word SHIP (Marslen-Wilson 1987), it was argued that 
partial activation between levels was occurring. 
Elman and M=~lelland suggested that a potential problem 
for the cohort model was the emphasis on activ~tlcr of 
the initial phoneme; this had bottom up priority~ and 
it Wc3.S onl y once thi s phoneme had .:,cti vC\ted some 
information tha~ context could affect access. Elman 
and McClelland pointed out that since it is possible to 
"hear" a. word even when the initial phoneme is 
distorted, this is not tenable. Marslen-Wilson (1987) 
argues that since cohorts are accessed directly ~rom 
acoustic feature information rather than via a 
phonological level, that even in noise there may be 
sufficient acoustic in~ormation to activate the system 
correctly. 
The original cohort ~odel took no a~count of word 
frequency~ suggesting that those frequency effe~ts 
found were a function of particular experimental tasks, 
and that on-line processing was not affected by word 
frequency. Subsequently Marslen-Wilson (1987) and 
Tyler (1984) found that frequency did affect early 
processing; thus the revised cohort model allows 
different representations to have different resting 
levels of activation. 
The greatest problem for the initial model was that, 
because it had both excitation and inhibition between 
the semantic and le~ical leveis, it predicted that 
subjects would make errors w!th anom8lou~ senten~es, 
such as "John dra.nk the guitar"; in fact althoug' 
subjects are significantly slower in recognising 
"guitar" in thi:· condition it is a very small e":fect, 
in the order of 20 milliseconcs. 
The new model, like TRACE, specifies that there is no 
inhibition between levels; although this allows for the 
recognition of anomalous words, it also means that 
there may no longer be just one candidate left in the 
cohort before selection takes place. Marslen-Wilson 
suggests that there may not even be interactiVe 
e~citation, and that all the context effects can be 
explained by partial activation accessing highe~ 
levels, and context acting within level. This 
corresponds to a "feed-forward ca.scade" (Mcel ell and 
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1979) O~ autonomous (No~ris 1982; 1986) model. 
Properties of the input lexicons 
On some theories, the orthographic and auditory input 
lexicons represent stores of, possibly words, but more 
likely morphemes (Murrell and Morton 1974). F'-iming 
and lexical decision tasks have traditionally been uSid 
£.,.pe.--\'VV\Q.v.X\ toc>\,~"\....) cti- E'~e(.,h c~ 
to investigate lexLcal proCessing.! Priming 
e~periments have distinguished two types of effects. 
One is a short-lived "associative" priming (Meyer et al 
1975), which is modality independent (Swinnev et al 
1979) and occurs at the semantic level. Repetition 
priming is longer,lesting, by definition word-speCific, 
modality specific (Morton 1979, Winnick'and Daniels 
1970) and appears to be occurring at the lexical level. 
Reaction times in such experiments are affected bv word 
frequency (Kirsner et al 1983). For written words, the 
physical properties of a stimulus do not affect 
priming, indicating that priming is occurring at an 
abstract level. So the effect survives changes in the 
orientation of words (Kolers 1976), shifts betwe~n case 
(Scarborough et al 1977) and changes in handwriting 
(Marten 1979). 
In a written lexical decision experiment, James (1975) 
found th~t reaction times were longer for abstract 
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infrequent words, suggesting that lexical decision may 
not be carried out at a purely lexical level. 
Although this was not a particularly well-controll ed 
study, the effect has now been replicated (Anne 
Edmundsen, personal communication ) . 
In auditory lexi cal decision tas~s . as reported 
earlier, Marslen-Wilson (1987) found that frequen cy 
affected early processing of aud i torily presented 
wot-ds. There is a cLear difference between wri t te r-
and spo ken le~ ical decis i on, in that there is no 
consi. stent effect o f word- l ength in v isual l e:dc.;!.1 
OEC :, s i on on rE2,1 words (Fredri cksen a.nd I:::ro l 1 1776 i 
though there is an effect of item length o n the 
i-ejection of non-wOl-ds(Young a.nd E l lis (1985 ) . 
Reaction times in auditory lexical decision rel~ t~ ~c 
each word's recognition point, or in the case of a 
non-word, the point at which there a r e no possib l e 
lexical candidates (Marsien-Wilson 1987). 
2.5 Imoaired Lpxical Acress 
SurfaCE dylexic5 were originally reported as having a 
severe deficit at thlS leve l (Col theart et a:;' 19E::::. ) . 
In f act other (though pef-haps mi 1 tier) sLlrf ace dys !.. 2: ~ ~ c s 
ha ve been found with normal a.billt y in visua.l le:; ica.l 
decision (Goldblum 1985, Howard and Frank l in l q e7 ) . 
/ 
Since there is no meaning attached to lexical units, 
only word frequency should affect performance on 
lexical decision, if it is a purely lexical ~~s 'k 
(Howard 1985). However some patients, such as the deep 
dyslexic patient DE (Patterson 1979) have been report ed 
to show a significant advantage in l ex ical decision 
when the real words presented are concrete, r a th e r than 
abstract. Other deep dyslexic patients show the same 
effect but only for less familiar words (Ric kard 1986) . 
Thi s perhaps indicates th a t lexical deci sion is not the 
purely lexical tas k it was thought t o be; DE I w~ ~s~ 
semantic knowledg~ for abstract words is impaired\ ma y 
base lexical decisions on his intact knowled ge o f the 
meanings of concrete words, thus reject i ng 
meaning-impoverished abstract words irrespect i v e of 
whether they are in his orthographic input lex icon. 
Some deep dyslex ic patients do not have imp a irmen ts i~ 
l exical decision (e.g. P.W.; Patterson 1979) ~ or ~t 
least only slight impairments (Coltheart 1980a ) . This 
may be, as argued in the case of P.W., becaus e hi s 
semant i c system is intact, there bein g an output loc us 
for his impaired semantic route reading. 
Alternatively, it may be that it is poss i ble to base 
lexi cal decision on representations in the orthographic 
input lexicon, but that semantic informat ion ma y be 
utilised under certain conditions or by certain 
subjects/patients. 
Howard and Franklin (1988) describe a patient, M.K. 
who is impaired at the level of lexical access for 
spoken words, although able to access written lexica l 
forms. Like D.E. he is more likely to ma ke errors in 
lexical decision if abstract words are used. Hi s 
impairment of lexical access (= word form deafness) is 
not only indicated by impaired auditory l e:: ica l 
decision; he also tends to comprehend words as i; the v 
were other , phonologicall y related words; he ma kes 
p h ono l ogically related real wor d errors in r epeti ti o n; 
a nd he is worse at repeating shorter words than 'on g 
ones. 
Access to s~mantics 
Central se~antic representations? 
In order to understand a spoken or a written word , 
information from the selected l e~ ical item in the 
modality specific input lexicon must access the me aning 
in the semantic system. Li kewise an object 
recognition system must be able to access the meanings 
of objects. According to the model in Figure 2. 1 ~ 
there is one semantic svstem which is common to a l l 
" 
rrloo2.1 i ti es. Information in the semanti c s y stem 
~ccess?S the p honoiog i cal outD~t l e ~ icon i n order ~ o 
~roauce names of words . 
T ~ ere is little agreement on the form ·of the semantic 
system, except in that it would haVE rather differen t 
properties from those attributed to lex icons. For 
example it is unlikely that there is a one-ta-one 
correspondence between a word-form and i ts meaning 
U'iorton Cl.no Fat tersGn 198~); rather-, semant i cs wi II 
consist of sets of features , or properties, from which 
a context-specific meaning will be computed. No 
particular theory of semantic organisation is 
predomi nant, al though "hi erarchi ca.l" model s (Shall ice 
1987 ) a.n d "fea.ture models" (Clark and Cla.rk 1977 ) bot h 















Figure 2.1: carprehension and repetition. 
(Adapted from Patterson and Shewell (1987).) 
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suggested that both types of organisation co-exist. 
Central se~antic i~pair.ents 
A controversial issue is whether there are separate 
semantic systems related to separate types of input, 
most particularly whether there is a "visual-semantic" 
system di sti nc:t from a. "verbal-semanti c:" system 
(Shallice 1987, Riddoch et 03.1 1988). The piec:': of 
evidence most quoted in support of this idea is the 
e~:istenc:e of patients' known a.s "optic" a.pha.:ic:s 
(Lhermitte and Beauvois 1973). The c:laim is that 
although these patients have no visual agnosia, their 
pic:ture naming is worse than their use of objec:t names 
in spontaneous speech, their ability to name to 
definition or their tactile naming. In fact, in the 
case of one of the best-known patients, Jules F. 
(Lhermitte and Beauvois 1973), the only evidenc:e that 
the patient is not agnosic: is that he is able to 
oesture the functions of pictured objec:ts. Sin.::e 
gestures by no means indicate a c:omplete specific:ation 
of the semantic:s for the picture (Riddoch et 51 lQ88) 
and since Jules F. produced errors in picture naming 
which are visually related to the target, the~e must be 
a good case for the c:laim that this patient is indeed a 
vi sual agn::!si c:; thi s syndrome of "opti c aphCl.~i a" is 
unconvincing. 
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Warrington and Shallice (1979; also Shallice 1987) 
believe that it is possible to differentiate between 
patients who have a problem in accessing intact 
semantic information and patients for whom the semantic 
representations themselves are degraded. If the 
semantic representations are degraded, they argue that: 
1) There should be consistency of performance item 
by item. 
2) Priming will not improve performance. 
3) Superordinate information will be more likely 
to be spared than attribute information. 
4) Wor-d frequency will be a "ma.jor fCl.ctor" in 
predicting which items are lost. 
5) More time given for the' response will ~ot 
increase the liklihood of the response bei~g 
correct. 
points 1~ 2 and 5 seem potentially useful, although the 
e:;istence of sl.lcn a pa.tiert he.s never bee~ convind.ilgly 
demonstrated. Point 3 could only apply to a 
hierarchical model of semantic organisation. Since at 
least some of the effects of word frequency are lexical 
rather than semantic, ~requency effects will not 
distinguish between impairments at these two levels. 
When Shallice and Warringto~ describe an access 
problem\ they still mean a problem within the semantic 
system. A problem in the procedure whereby the input 
lexicon accesses the semantic system they label a 
"partial transmission failure". It is not made 
explicit how these two types of access problem would be 
differentially diagnosed, although presumably the 
latter could be modality specific. 
Semantic access impairMents 
Word meaning deafness has been reported less freouently 
than word sound deafness; a notable exception is the 
recently republished case-history by Bramwell {lE97, 
rep~inted with an introduction by Ellis, 1987). The 
data given by Bramwell are rather anecdotal and there 
is no evidence of single" word comprehension impairment 
given in the paper (indeed when asked to point to named 
objects the patient made no mistakes); but her ability 
to repeat sentences which she appeared unable to 
understand does suggest this is word meaning deafness. 
More recently Kohn and Friedman (1986) have 
distinguished three types of word deafness: word-sound 
deafness associated with impaired writing to 
dictation, and two types of word deafness which are 
associated with essentially unimpaired writing to 
dictation; pre-access and post-access word deafness. 
Ir. pre-access word deafness the patient is able to 
write to dictation using a pre-Iexical phonological to 
orthographic route; this means he will should correctly 
write words with a predictable sound-to-spelling 
correspondence, but will tend to misspell words with 
exceptional correspondences. In post-access word 
deafness the lexical form of the word is derived for 
spelling, and therefore all words should be spelled 
correctly, including exception words. This is a 
compelling argument, if such patients exist; but again 
this is an indirect way of describing the level of word 
deafness, and if a patient is unable to w~ite to 
dictation it is not possible to make a diagnosis. 
(V\Sb) 
Kahn and Friedmantpr~sent two patients, one~ L.L., 
showing pre-access word deafness and the othe~, H.N.,· 
showing post-access word deafness. BLIt the~f anI y 
cite B words where H.N. shows behaviour indicative of 
word deafness, and their diagnosis of a post-access 
deficit rests on his successful writing of "kl"ee", 
"thigh" (irregular spellings) and "hair" (,3.mbigL:oL\S 
spelling). Similarly, with patient L.L. they only 
cite 11 words which we~e not comprehended. L.L. could 
spell words if they had been comorehended but had 
difficulty spelling all words which were not 
comp~ehended, which could have been due to deficits 
other than an input lexical one. 
Uord class effects and semantic errors 
The fact that deep dyslexics make semantic errors has 
been explained in two ways. The first is that not 
only are they forced to read via meaning because they 
have no sub-lexical route available, but that there is 
some damage to the semantic route itself. The other 
explanation is tha~ a "normal" semantic system is 
unable to differentiate between words with similar 
meanings, and without some kind of direct 'or 
sub-lexical route to obtain the exact word by using a 
phonological check, it will always produce errors. It 
seems unlikely that the second explanation can explain 
all deep dyslexics' semantic errors, which are 
generally sub-ordinate or associative errors rather 
than synonyms; but the issue remains unresolved (Ellis 
1984). 
Many patients have been reported as having a particular 
problem in comprehending abstract words and functors 
(Warrington 1975), and Warrington (1975,1981) also 
describes patients who are better at comprehending 
abstract words than concrete ones. Non-fluent 
patients are more likely to produce content words than 
functors, whereas fluent patients are more likely to 
produce functors than content words. The production 
of fluent patients may actually reflect a bias towards 
words of high frequency CEllis 1985) which would not 
necessarily be indicative of a semantic impairment. 
There does however seem to be something "different" 
about the semantic realisation of concrete and abstract 
words. An extreme form of this would be a belief that 
they were represented in two different semantic 
systems, but there ,seems little evidence for this 
<Riddoch et al 1988). A particular difficulty with 
functors sometimes co-occurs with a problem with 
abstract words, and may simply reflect that functors 
themselves are highly abstract (Ellis 1984). 
2.7 Concrete/abstractnes~ and cateaory specificit~. 
Many instances of category specific impairments in 
patients with dementia, or other non-vascular pathology 
have been reported (e.g. Sartori and Job 1988i, most 
notably by Warrington and her colleagues (e.g. 
Warrington and McCarthy 1983; Warrington and Sh~llice 
1984) • Such impairments could of course indicate that 
the semantic system is organised in terms of 
categories, which would be support for a hierarchical 
model of semantic organisation' (Shallice 1987; 
Warrington 1975). 
However, Warrington and McCarthy (1983) point out that 
there may be more general differences between the types 
of category on which these patients show dissociations. 
V.E.R. (Warrington and McCarthy 1983) comprehended more 
food and flower words correctly than names of household 
objects, while S.B.V. and J.B.R. (Warrington and 
Shallice 1984) were both better at comprehending 
object names than names of living things. Warrington 
and McCarthy (1983~ suggest that household objects tend 
to be understood in terms of their functional 
properties, whereas living things tend to be understood 
in terms of their sensory properties. S.B.V. is worse 
at comprehending concrete than abstract words, so this 
could account for his deficit with words whose 
mea.nings are distinguished by sensory properties. 
This argument is only tenable, however, if V.E.R. shows 
the opposite effect. This is difficult to determine, 
since V.E.R. obviously has a complex constellation of 
impairments; but she is worse at verbal than visual 
comprehension tasks. 
For patients with vascular lesions at least, if there 
is a difference between concrete and abstract words, it 
is invariably the abstract class that is differentially 
impaired (indeed this is one of the cardinal features 
of deep dyslexia; Coltheart 1980a). This would lead 
one to conclude that abstract words are more difficult 
to comprehend, perhaps in terms of enjoying less 
redundancy of information than concrete words, or 
requiring more highly specified information for 
complete access. How can this be reconciled with the 
finding that S.B.V. (Warrington and Shallice 1984), 
C.A.V. (Warrington 1981> and A.B. (Warrington 1975) are 
all worse at comprehending concrete words than abstract 
ones? 
A possible explanation lies in the difference between a 
modality specific access deficit and a central semantic 
deficit. If abstract words are indeed more 
"difficLllt" then access deficits will always show an 
im~ai~ment in the direction of abstract being wo~se 
than concrete words. For example, degree of 
abstractness might determine how much information is 
required to specify a word unambigLlously. Thus there 
would be more redundancy of information for concrete 
words, which would then be less affected if reduced 
information were available. However if the semantic 
system itself comprises different " subregiol"1s" (for 
e:~ample, one sensory and one propositional, e.g. 
Shallice 1988), any of which could be differentially 
impaired, then a central deficit could show an effect 
in either direction. 
This explanation of course predicts that no 
modality-specific deficit will result in an advantage 
for abstract words over concrete words. There is no 
description of a patient having the opposite 
impairment; that is, a modality-specific impairment for 
concrete words, with no abstract word impairment. 
(Warrington 1981 describes a patient as a "concrete 
word dyslexic", but this is not meant to impl y 2. 
patient with a modality-specific disorder; indeed 
Warrington demonstrates tha~ C.A.V. also has imap i red 
auditory comprehension.) 
2.2 Predicted impairmpnts in auditor y com'rehens i n ~ 
Releti vel y 1 i ttl e wor k h2.s been done on spec !. f i cat t.J 
investigating different levels of impairment in the 
auditory comprehension of words. This will be the fCCU E 
of chapters 3 and 4. An information processing model, 
such as described in Patterson and Shewell (1987 ) ~ a n 
Cl.da.ptCl.tion of which is shown in Figure 2.1, ma kes 
specific predictions about auditory comprehensicn 
deficits: 
1) A deficit in the acoustic analysis of speech sounds 
(word sound deafness) will be specific to language 6nd 
will therefore dissociate from comprehension of 
non-speech sounds. (The actual form of this ana l ysis 
is not well specified). 
2) A deficit in accessing the lexica11eve1 can occur even when 
acolJstic analysis is unimpaired, and will manifest as a tendancy 
to -hear- a word as if it were a phonologically similar word. 
This is the leye1 of deficit which Kohn and friedman call -pre-
access·, but which Howard and Franklln (t 988) refer to as 
·word-form deafness·. 
3) Patients may ha ye an impairment specific to the auditory 
modallty but also specific to the leyel of meaning: the patient 
will be able to identify the word-form. Being specific to the 
auditory modality it will inyo1ye no impairment of the central 
semantic system, this system being modality-independant. 
4) Patients with ·word sound deafness· will also hove 
impairments in repetition and writing to dictotion, which will be 
at least as severe 8S the problem with phoneme discrimination, 
but could be worse if additional deficits exist. 
5) If the sub-lexical repetition route 1s unimpaired, 
then repetition could be normal in patients with both ·word 
form- and ·word meaning· deafness. As Kohn and Friedman 
(t 986) postulate, writing to dictation should be normal 
in word meaning deafness (assuming the 
90 
lexical route is operating), and normal for nonwords 
and words predictable in sound to spelling 
correspondences in word-form deafness. 
6) If the sub-lexical repetition route is also 
impaired, then all word deaf patients will have 
impairments of repetition and writing to dictation; the 
word-form deaf patients will tend to make errors which 
are phonologically related to the stimulus item, and 
the word-meaning deaf patients will tend to make errors 
which are semantically related to the stimulus item. 
7) As well as these modality specific impairments, some 
patients' auditory comprehension problems will be 
associated with an impairment of se~antics in all 
modalities, indicatipg a central semantic impairment. 
CHAPTER 3: Levels of impairment in auditory 
comprehension 
Cognitive neuropsychological models of lexical 
processing, such as those which have evolved from 
Morton's "logogen model" (1969), offer a detailed 
account of stages leading to word comprehesion, and 
make explicit the relationships between written and 
spoken comprehension and word repetition. Assessment 
paradigms developed in the field of acquired dyslexia 
offer ways of assessing levels of impairment (and 
intact processing) directly. This chapter describes 
the assessment of 20 fluent aphasic patients using this 
kind of theoretical model. 
Lexical processing is expressed diagrammatically in 
C("'Cl~r ?-) 
Figure 2.1~(adapted from Patterson and Shewell 1987). 
In order to comprehend a spoken word the auditory 
information has to be analysed into speech sounds 
(Auditory Analysis), which are then used to access the 
word form in the Auditory I~put Lexicon which is in 
turn used to access the word's meaning in the Cognitive 
System. Reading comprehension is achieved by an 
equivalent but separate route which analyses letters 
(Visual Analysis) ,and uses this information to access 
the word form in the Orthographic Input Lexicon which 
is then used to access the meaning in the Cognitive 
System. In this model the Cognitive System is common 
to all modalities; thus an impairment in the Cognitive 
System will affect both spoken and written 
comprehension, but a more peripheral impairment will 
only affect that modality. 
At least five possible types of auditory comprehension 
impairment can be predicted using this three-level 
model. (See figure 3. i). 
word sound deafness: This is the level of impairment 
corresponding to that traditionally describing the pure 
word deaf; as it may also be used to describe a patient 
who has other unrelated impairments, however,it should 
be co~sidered as a symptom rather than a syndrome, the 
latter implying a whole range of associated deficits. 
(The same is true for the other types of word deafness 
described below). If a patient has a severe impairment 
in analysing speech sounds, this will impair 
performance on all auditory comprehension tasks, since 
s/he will be functionally deaf for speech. A mild 
impairment at this level would mean that s/he would be 
impaired at all tasks requiring accurate knowledge of 
the incoming phonology, but in the absence of any other 
impairment s/he would be able to use context to aid 
understanding where the task permitted this. An 
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Figure 3.1: Five levels of inI>ainrent in auditory Cooprehension 
inability to discriminate phonemes. Since, at least 
in the absence of lip-read information, all repetition 
routes require speech sound analysis, repetition in 
these patients will be at least as severely impaired as 
their phoneme discrimination ability. 
Uord form deafness: If a patient is unable to access 
the word form correctly, then s/he will tend to hear a 
word as another word which is phonologically similar to 
the correct word. This is the level of impairment 
described by Kohn a.nd Friedman (1986) as "pre-access 
wo..-d deafness". This level of impairment will 
interfere with access to meaning for similar sounding 
words, even though the patient can tell that such words 
do"not sound identica.l. Again, context, when present, 
may facilitate access to the correct word form. 
When a patient is able to 
access the word form correctly, as evidenced by 
unimoaired lexical decision, but is still unable to 
comprehend words, there must be a problem with word 
meanings. If the patient is able to comprehend the 
same word presented in a written form, then the 
problem is modality specific. This constitutes an 
impairment in the procedure by which the word form 
accesses the meaning, rather than an impairment at 
either the word-form level or in centra.l semantic 
representations (Shallice 1987). In order to 
establish such an impairment, it is necessary to 
administer a test which requires the patient to use 
semantic knowledge; the test must be administered both 
in spoken and written form, so that a direct comparison 
may be made. 
General semantic deficit: If the patient makes errors 
of meaning in both written and spoken forms of a 
semantic test s/he could have a central disorder of 
verbal semantics; but this would also predict an anomic 
deficit, since, according to the model used, the same 
system is used to access output word forms for naming. 
An impairment in visual semantics could also be 
associated with this level of deficit, but the question 
of whether [or notJ visual semantics are represented 
independently of verbal semantics is controversial (cf. 
Riddoch et al 1988) and will be considered later in 
this chapter. 
Abstract se~antic deficit: It is well-documented. 
particularly in the acquired dysleMia literature 
(Coltheart, Patterson and Marshall 198~). that some 
patients make significantly more errors in 
comprehending abstract words, or words of low 
imageability, than in comprehending concrete, or highly 
imageable words. Thus it should be possible for a 
patient to have a problem in comprehending spoken 
abstract words although able to comprehend spoken 
concrete words. An impairment at this level would be 
indicated if a patient, given a semantic task 
containing (otherwise matched) sets of abstract and 
concrete items. was significantly worse at 
comprehending the abstract words. 
To summarize, it is predicted that the following will 
be found: 
Patient~ auditory comprehension may be impaired because 
of a deficit at any of the above levels (and possibly 
at more than one level). 
There will be no necessary correspondence between 
spoken and written comprehension (except where there is 
a central semantic impairment). 
An impairment at the level of auditory analysis will 
necessarily lead to an impairment in lexical access, 
but an impairment in lexical access could occur in a 
patient with intact auditory analysis. 
A severe impairment of either auditory analysis or word 
form access will affect semantic access; but in a task 
where contextual cues are available, these may 
compensate for a mild peripheral impairment. 
This chapter presents the results of a range "~ 
comprehension assessments on a group of fluent aphasic 
patients. Phoneme discrimination tests are intended 
to identify word sound deaf patients; lexical decision 
tests to identify word form deaf patients. Semantic 
tests carried out in spoken, written and picture 
modalities will identify higher-level impairments. 
3.1 SUBJECTS 
Information regarding the patients is shown in TABLE 
3.1. Twenty patients were used in the study. They 
we~e all refe~red by speech therapists as having fluent 
speech and impaired comprehension, and were between one 
and three years post onset when testing began. All 
the patients who were referred were included in the 
study. Eighteen of the patients had had a 
cerebro-vascular accident, one had a dementia and the 
other patient had a head injury from a road traffic 
accident. Their ages ranged from 52 - 83 yea~s (mean 
age 70.7 years) and they had all attended school until 
at least the age of fourteen. 
TABLE 3.1 
SUBJECTS 
Patient Sex Age Time P.O. Aetiology Occupation 
D.R.B. M 55 1.5 years CVA Travel agent 
A.Ba. F 73 1 year CVA Hotel Manager 
A.By. F 79 5 years CVA House"oIi of e 
E.C. F 75 2.5 years CVA Housewife 
F. C. M 84 3 years CVA Civil Servant 
A.D. F 80 6 months CVA Seamstress 
A.H. M 65 ~ years RTA Factory worker "-
M.H. F 77 1.5 years Dementia Commercial Artist 
N.H. F 80 ""!" '-J years CVA HQL~sewife 
D. r. M 52 1 year CVA Bank manager 
C.J. M 75 1 year CVA Businessman 
V.J. M 49 3 years CVA Actor 
M.K. M 69 2 years CVA Oil consultant 
C.L. M 83 1 year CVA Not Known 
D.M. M 71 ""!" 
-' 
years CVA Barrister 
F.M. M 65 2 years CVA Engineer 
1. M. M 72 1 year CVA Store Administrator 
E.S. M 74 ""!" years CVA Estate agent 
-' 
E.W. M 64 1 year CVA BT Telephonist 
V.w. M 72 1.5 years CVA Antiques Dealer 
3.2 Auditory Input Tests 
Forty Item CV Test 
To assess the patients' ability to analyse speech 
sounds a phoneme discrimination test was devised. The 
experimenter said two syllables (one per second) of the 
form [consonant + la/] and the patient had to judge 
whether or not they were identical. There were 2~ 
identical pairs (e.g. Isa/, Isa/), 10 non-identical 
pairs where the consonants differed by three 
distinctive features (place, manner and voice; e.g. 
Isa/,/ba/), and 1~ where the consonants differed by 
just one of these distinctive features (e.g. 
Isa/,/za/). 
(The results are shown in TABLE 3.2) 
This test was administered to 18 of the 20 patients 
(all except CL and ABy). Three patients, EW, ES, and 
AD were severely impaired (.70, .70 and .73 
respectively). 
.83 and 1.00. 
The remaining patients scored between 
Another test of phoneme discrimination 
was given to six of the patients. 
P0n~ 100 
Thirty Six Item eve Test 
A more difficult test of phoneme discrimination was 
taken from a set of tests devised by Kay, Lesser and 
Coltheart (in press). It comprised 36 pairs of 
non-words, 18 of which were identical. The other 18 
varied methodically in terms of site of contrast 
(initial, final, or metathetic) and in terms of type of 
contrast (voice, place, or manner) 
This test was also administered to six normal subjects 
who scored between 1.00 and .86 (mean score = .95) 
All six patients scored within the normal r~nge except 
for E.S., confirming the previous findings for these 
si Y. ca.ses. 
If phoneme discrimination is testing "auditory 
analysis" then an impairment will affect repetition as 
well as comprehension. If the impairment is at a 
feature level it should be sensitive to particular 
parameters of phonological similarity; in thi9 cas~ t~e (_ 
t A fklM-tl'\ol ~ Ct..~LIl jCM\.I~~ ~> ~ 
patients would make more false positive errorsLwhere 
the phonemes differ by one distinctive feature, rather 
than by three distinctive features. 
TABLE 3.2 
PhonEme Discriminstion Te~ts: propo~tion correct. 
Patient ev Test eve Test 
E.W. .7121 





M.K. .9G • C;'4 
E. c. o"":!' • 1 __ 1 .94 
A.H. .92 .94 
~aL. 
;:,. i:; e .• .85 
F • ~ .. ~ r • E;3 .89 
- -L, ..... ; • .85 .97 
I':. H. Cl£:" • 'I-'~ 
M.H. 
k.J. c;:'£:" · ~ 
D.M. .93 
F.C. • °0 
V.W. 1. eel 
D. 1- 1.CO 
D.R.B. .9S SC; . ' 
1 • !'1. 1 • Ili~ 
Normal rang2 for eve test = .96 1. Oe, (mean • 95, 
TABLE 3.3 
Number of errors of various types in the CV test of 
auditory discrimination 
Patient 
E.S. E.W. (1) E.W. (2) A.D. 
Miss 8 10 2 
FP: 1 distinctive feature 5 2 6 3 
FP: 3 distinctive feature 4 2 2 6 
TABLE 3.3 shows the results for the three impaired 
patients; none of these patients makes more errors on 
phonemes differing by one distinctive feature. 
Thus there appears no effect of phoneme similarity. 
However, both ES and AD have severely impaired 
repetition (see Chapter 5) and auditory comprehension, 
suggesting that they are indeed word sound deaf. 
EW however is only mildly impaired at repetition , if 
at all, and as will be seen later in this chapter 
performs better on lexical decision and semantic tests 
than either of the other two patients. His auditory 
short term memory is good relative to the group of 
patients as a whole, so an inability to hold the two 
syllables cannot explain his apparent difficulty in 
phoneme discrimination. As can be seen from TABLE 3.3 
the CV test was readministered to confirm his poor 
performance; he" made more errors than on the first 
administration. He w~s asked to repeat the syllables 
from the CV test; he repeated 76/8~ correctly. It would 
appear that EW h~s a particular problem with the task 
of phoneme discrimination, rather than being word sound 
deaf; the cause of this problem is not clear. 
M£asy Lexical Decision Test n 
This test was devised by Coltheart (198~). The 25 real 
words contained in the test are short, highly frequent 
and highly imageable and the 25 non-words were made by 
changing one phoneme in each of the real words. All 
2~ patients were given this test on one occasion in the 
auditory modality and on another occ~sion in its 
written form. This was partly in the hope that, even 
if the patient is very impaired in the spoken form of 
the test, good performance in the other modality would 
at least show that s/he has understood the task 
correctly; this is an important consideration with 
p~tients with auditory comprehension impairments! The 
other purpose was to examine the extent to which 
impairments in lexical decision are modality specific; 
if lexical decision requires semantic access, then 
those patients with a central semantic impairment 
should be impaired in lexical decison irrespective of 
modality. 
The results (proportion correct, separately for words 
and non-words) can be seen in TABLE 3.4. (d' for 
lexical decision for all patients can be seen in 
Appendi>~ 2). As predicted the two word deaf patients 
ES and AD are both severely impaired in auditory 
)('" 
lexical decision (overall proportions corre~t =.68 and 
.77, respectively); they are both significantly better 
at written lexical decision (.92 and .98). A~ 
discussed above~ EW, who does not appear to be word 
deaf despite his poor performance in the phoneme 
discrimination test, performs relatively well in the 
lexical decision test, scoring .92 in the auditory 
version and .96 in the written. 
In addition 3 of the patients who performed normally in 
the phoneme discrimination tests were impaired in 
auditory lexical decision. These are MK, EC and AH. 
These patients were all significantly better at written 
than auditory lexical decision (McNemar Test; p<.005); 
they can be classified as word form deaf. 
Jk Despite the fact that AH and Ee both have large d primes in the EasV Lexical DeciSion 
Test, the fact that they also perform poorly on the 320 item lexical decision test 
but are able to do the task correctl y in its ..".riUen form do suggest that they are ' 
i mpei red at this level. 
TABLE 3.4 
Lexical De=ision Te=ts: Droportion correct. 
Ea.sy Lexical Decision Image x Freouency 
ALldi tory Vi sLle.l Le;·; i cal DecIsion 
P.;tie!"1t li-Jord NWor-d ~ord I-I~ord Word NI.tJm-d 
E. IoaJ. .96 .88 1. ~0 .96 
~ ..... 
.84 C"'":l 1. 0f. .84 .94 18 ~.~. II_I~ 
· 
A.D. .60 .9t:· .96 1. 00 
{:,. 3v·. 1. 00 .28 .76 .28 
M. t<. .68 .6S 1. ~e: 1. 0el .8S .53 
- r· 
.96 • S8 . "'r7' 1 • tJC:', • 7~' • e·t. t:.. __ r J. & WL' 
~ r-; 1. 0~ .,.~ 1 .0;21 .68 .92 C"~, H. :. 
· 
, ""- ..... e 
C.L. • ;;;6 .0". • '7::' . 6(: 
:-".:8-3. 1 • iJ':, ::;:,~ 1. ~.~ .85 
F.H. 1. 00 .80 1.0(z, .8B .94 • E:8 
C.J. 1. 00 .92 1. 00 .84 .98 .91 
N.H. .96 .68 q~, · . ~ .68 
i"':. H. 1. CD • SIt: • 9:-· --. • I"':':" 
i::. J. .96 .9b .84 .96 
I).M. oC' • '--1'_' 1 .. ~C 1. Cl0 1.00 
F.C. 1. eo 9":' .,..-. .68 • • '..J · --"'~ 
l,..!. W. 1. 00 • S'2 1. 0iZ1 1 • CiB 
D. I. .96 1.013 1. 00 1. 00 
D.R.B. 1. e~ .96 1. 00 .96 • 917 .98 
1. r1. 1. 00 :'... etO 
CL and ABy were both impaired in auditory lexical 
decision but were also impaired in written lexical 
decision, so it is unclear whether they simply 
misunderstood the task, or whether they have a 
word-form problem in both modalities. Unfortunately 
neither patient was given the phoneme discrimination 
tests so it is impossible to say whether they had more 
peripheral auditory problems, although in CL's case at 
least, this seems unlikely, since he is able to repeat 
non-words. ABy scores at chance in both modalities so 
a plausible conclusion is that she misunderstood the 
task. 
The remaining patients scored between .90 and 1.0~ on 
the auditory lexical decision test. FC and MH were 
both significantly worse at written lexical decision 
(McNemar Test; FC: p<.001; MH: p<.05), but this is 
perhaps unsurprising since they both have letter 
identification problems, and are letter-by-letter 
readers. 
Lexical Decision Test - 32@ Item Test 
In order to confirm these findings, the six patients 
who were given the eve phoneme discrimination test were 
also given a more difficult lexical decision test. 
This test uses the 16~ word imageability x frequency 
list devised by David Howard (unpublished) for the real 
words, and the 16~ non-words were made by changing one 
phoneme in each of the real words. The real words are 
equal sized sets from four different ranges of 
imageability ratings. Within each set are twenty high 
frequency words and twenty low frequency words. 
This additional test confirmed that the patient 
described as word sound deaf (ES), and the three word 
form deaf patients (MK, EC and AH) are all impaired at 
lexical decision, whereas DRB, who performed normally 
on the other tests, performed normally on this one 
also. 
James (1975) found that normal subjects· response times 
for visual lexical decision are affected by 
imageability and frequency, in that there is a slower 
response for words that are both infrequent and 
abstract. Do these patients show the same pattern in 
their error performance? TABLE 3.5 shows the number 
of misses for each type of word. ES makes very few 
misses; he rather makes a large number of false 
positive errors, so his responses are unilluminating in 
this respect. AH, EC and MK make more misses, but an 
analysis of the predicted and observed results for each 
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TABLE 3.5 
Errcr= in Imaaeabilitv x Freouencv Lexical Decision 
Test (N = 160 ea.ch f or words and non-words). 
E.S 
False positives 131 
~!i sse:: 9 
High Imageability! 
High Frequency 1 
High Imageabilitv/ 
Low Frequency 1 
Low imageability/ 
Hi gh FreqLI.ency 4 
Low Imageability/ 
Patient 


















patient lndlcates that all lnteractions fail to reach signiflcance: 
",'_ .t., _ ';' nei ther is there any mai n ef f ect of ei ther 
variable. This may still be because of an 
insufficient number of misses; MK did show an effect of 
imageability in the Rickard (1986) lexical decision 
test, in which the words vary orthogonally in 
imageability and familiarity. This test contains even 
more items than the one used here. 
The sixth patient given the 320 item lexical decision 
test, FM, was also impaired, and had a slightly low 
score on the Coltheart test, suggesting that he may 
also be a word form deaf patient. Like ES the 
majority of his errors were false positives. 
3.3 Semantic Tests: 
The patients were given the Synonym Matching Test 
devised by Coltheart (1980). It requires the patient 
to listen to two words and decide whether they have 
similar meanings. To establish whether patients had a 
semantic problem in neither, one, or both of the two 
modalities, this test was carried out both in written 
and spoken form. Half of the test items use words 
which are highly imageable (for example 
"flower-wedding", "flower-blossom"); the rest are 
matched with them in word frequency, but are low 
imageability words (for example "realm-compassion"y 
"realm-kingdom"). Thus it is possible using this 
particular test to establish whether patients are more 
likely to make errors in the comprehension of low 
imageability words. The synonym matching test also 
has the advantage of not requiring the patient to 
comprehend pictures, which would bias the result in the 
case of a visual agnosic patient. 
To compare visual and verbal semantic ability, Howard 
and Patterson's Palm Trees and Pyramids Test was 
administered ,i("hd~ in the version using three pictures 
sev'e id w €;2.\c..s \o...t;.",-
endLin the version using one spoke .. ward and twCJ 
pictures. This test comprises a stimulus item (either 
a word or a picture) which has to be matched to an item 
related in meaning from a choice of two (also either 
words or pictures). The two response items are 
themselves related in meaning, so quite a fine sematic 
judgment (as well as a good deal of world knowlege) has 
to be used for correct reSQOnSES. For e>:amole, for 
the stimulus "web" there is a choice of "bee" or 
"spider". 
The results for bath the synonym matching test and Palm 
Trees and Py~amids can be seen in TABLE 3.6. 
(See Appendix 3 far details of testing) 
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Synony. Hatching 
All patients made more errors than a group of normal 
controls, irrespective of whether or they had more 
peripheral impairments. (Mean score for 9 control 
subjects = .99, range .96 - 1.00; Anne Edmundsen, 
personal communication). One patient KJ is 
siqnificantly worse at (high imageability) written 
- (,b8)' (.Y7) 
synonym matching~than spoke2' despite not being 
severely impaired at written lexical decision; DRB is 
significantly worse at spoken synonym matching than 
written, despite no imp.?irment in auditory le::ical 
decision, suggesting that KJ is written word meaning 
IIblind-and DRB is spoken word meaning dea·f. 
Eight of the nineteen patients tested made 
significantly more errors to low imageability items in 
spoken synonym matching than in the high imageability 
items. Another 5 patients showed a significant effect 
of imageability when spoken and written versions were 
taken together. All patients made more errors on the 
low imageability than the high imageability items. 
This supports the view that low imageability words are 
somehow more "difficult" than high imageability words. 
TABLE 3.6: Semantic Tests (UTA = una.ble to attempt) 
Synonym-Matching Pyramids and 
Spoken Palm Trees 
Spoken Written High Im Low Im Pic:ture Spoken 
(N) (76) (76) (38) (38) (52) (52) 
E.W. .91 .81 .97 .84 .92 .96 
E.S. .71 .84 .79 .63 .98 .67 
A.D. UTA .68 UTA UTA .69 .65 
A.By. .78 .71 .87 .68 .61 .61 
M •• <. . 77 .99 .B6 .68 1.0~ .86 . 
E.C. .95 1.00 1. 0~ .89 .92 .88 
A.H. .75 .8'" 9'-:> . ~ .58 .88 .71 
C.L. .88 UTA .95 8"" . ..... .50 .60 
A.Ba. UTA .• 84 UTA UTA .90 .88 
F. M. .84 .92 .92 .76 .94 .92 
C.J. .79 .79 .84 .74 .79 .73 
N.H. .63 .63 .74 .53 .44 .79 
M.H. .66 .5121 .79 
I<.J. .89 .97 8"" . "'- .92 .92 
D.M. .91 .91 1. 121121 .82 .88 .88 
F.C. 
·74- UTA .89 .58 .69 .75 
V.w. .89 .95 .95 .84 .92 .83 
D. I- .88 9"" . .... 1. 0121 .76 .98 .98 
D.R.S .75 .97 .89 '.6e .96 .92 
1.1'1. .87 1. 1210 .9121 
Pegc 11'3 
PaI~ Trees and Pyra~ids 
All twenty patients were given this test. MH and NH 
were both significantly worse at the three picture 
version, whereas two of the wordform deaf patients, MK 
and AH, and the word sound deaf patient, ES, were 
significantly worse at choosing one of the two pictures 
to go with a spoken name than the three picture 
version. 
The model that has been used to predict levels of 
impairment has one semantic system, which means that if 
the patients are severely impaired at synonym matching 
in both modalities, and make semantic errors in naming, 
suggesting a central semantic impairmerit, then the 
patient should also have an impairment for visual 
semantics. Given that it appears possible to have an 
impairment in access to the semantic system (ie word 
meaning deafness) it is very difficult to differentiate 
between models with one semantic system and those with 
separate visual and verbal semantics systems. If all 
verbal modalities are affected without a visual agnosia 
being present then supporters of a unitary semantic 
system could argue that such a patient happened to have 
access impairments in all modalities. If visual and 
verbal semantic impairments occur in the same patient, 
then supporters of separate semantic systems could 
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argue that such a patient had an impairment in both 
systems. 
It is therefore of interest to see what patterns of 
impairment are shown in this group of patients. Five 
patients are severely impaired at both written and 
spoken synonym matching; they all make semantic errors 
in naming. These are CL, ABa, CJ, NH, and FC. Four 
of these patients are impaired at both versions of Palm 
Trees and Pyramids and the impairments on both versions 
of the test are equal; NH is severely impaired at both, 
but significantly more impaired at the three picture 
version. The only other patient who is significantly 
worse at the picture version is MH, who has more 
peripheral visual processing problems (see Appendix 4 
for examples of her picture copying); unfortunately 
NH's visual processing abilities were not further 
assessed. 
The patients who are significantly worse at the spoken 
word to picture version than the three picture version 
of Pyramids and Palm trees are, as was mentioned above, 
all patients with more peripheral auditory processing 
problems. There is no evidence that any of the 
patients who have a central semantic impairment for 
concrete words have normal visual semantics. 
3.4 Levels of impairment? 
Looking at the tests as a whole, if auditory 
comprehension were a highly interactive process , then 
one might expect there to be just one deficit with 
different degrees of severity. Problems with auditory 
discrimination might represent the most severe 
impairment, lexical decision problems the next and 
semantic problems alone the least severe impairment. 
If that were the case then word sound de?f patients 
should get the lowest scores on the semantic tests, and 
word form deaf patients the next lowest scores. The 
patients were therefore categorised into word sound 
deaf, word form deaf, and others~ single factor ANOVAs 
were carried out on the results of the phoneme 
discrimination, lexical decision and synonym matching 
tests to see if there is a main effect of patient type. 
If it is a highly interactive system, then there would 
be a main effect of p~tient category with every test. 
If hOWEver there are in some sense separ~ble levels, 
then there should be a main effect of patient type on 
lexical decision, in that both word sound de?f and word 
form deaf patients will be worse than other p~tients, 
but there should not be a main effect of type on the 
semantic test. 
Table 3.7 
The effect of patient type on periormance 
(Scores represent mean performance for each patient 
group on each test) 
Phoneme Le>: i cal Synonym Matching 
Discrim Decision Hi Image La Image 
Word-sound deaf .708 .790 .753 .657 
~iord-form deaf .917 .747 .957 6 ..,-. ...:. . .::, 
other .91e; .956 • B7c. • 6E:4 
F value (d+=2,13) 17 .e. 
Significance p<.lZl~5 p<.lOlZl5 ns. 1"'5. 
TABLE 3.7 shows the means for each category fer each 
p2.tient type. There is of course a signifIcant effect 
on phoneme discrimination because this was the way the 
categories were defined. But as predicted, there was 
also a significant effect of patient type on lexical 
te=ision, in that word sound deaf patients are slso 
poor at this task. There was no significant 
difference between types of patient on the synonym 
matching test. 
3.5 Context effects in word comprehension 
Be~ause E.C. and M.K. made a substantial number of 
errors in tests with phonologically related foils it 
seemed apparent that there was some kind of biasing 
occurring, since it was highly unlikely that their 
impaired systems would by chance access precisely those 
items which were given in the tests. It was therefor-e 
decided to inve~tigete this further. E.C. w~.s given 
the binary judgments (semantic) test, cre~ted for DRB 
(see next chapter). She hEar-d a word and haj ~o match 
it to 1 of 2 written ~crds, the co~rect ite~ being a 
synonym and the incor-rect one being unrel~ted. (e.g. 
"wise" matched to CLEVER or OUTFIT). The test was: 
admin}tered twice, once where the written woros were 
presented first, and once where the spoken word was 
pr-esented first. It W?S predi cted that if" top-down" 
processing was occur-r-ing, then she would be 
significantly better in the condition with the wri~ten 
words first, since this is the less impaired modality 
(she has no impairment for wr-itten lexical decision or 
written synonym matching). In fact there was no 
difference between the two conditions ( written first: 
157/200, spoken first: 152/200). This suggests that 
top down p~ocessing is not being used, but ~athe~ that 
the~e is activation of the semantic system by 
incomplete lexical info~mation. 
This does not howeve~ ~ule out the use of top-down 
information from semantics to the audito~y input 
lexicon; the c~itical test fo~ this is one which 
includes phonological foils. The wo~d to picture 
matching test described in Chapte~ 4 was given to both 
E. C. and M. K. The~e we~e three conditions~ where the 
stimuli were all written, where the spoken word was 
heard fi~st and where the written wo~ds were seen 
f i ~5t. 
The patient wis ~equi~ed to ~ear (or far the cont~ol 
condition, see) a word and match It with a synonym 
(e.g. "slacks" -) TROUSERS). One of the foils in each 
case was a synonym of a word phenologically ~e1ated to 
the stimulus (in this case LOTS Ca synonym fer 
"stacks"]). Both EC CI.nd /,,1K heve, I have argued. 
impaired access to the auditory input lexicon. 
Therefo~e when they hear the stimL(lus word ("slacksll), 
they wi 11 ei ther (1) access the co~rect word-fo~m, '2) 
access an incor~ect word-fo~m, O~ (3) access degr&ded 
information~ which is unable to access a specific 
mEaning. 
Without any biasing information from the visual input 
system, it is unlikely that an error in accessing the 
auditory word-form would happen to correspond to the 
foil's synonym (i.e. "stacks">. Presumably, "smacks", 
"slats", "slams" and "lacks" could all be equally 
likely errors. If information were processed 
"top-down" from the semantic system to the auditory 
input lexicon, then 
written foils would 
the prior presentation 
e 
increase the 1 i ~t i hood 
of the 
of that 
particular phonological error being accessed. 
However, if the written foils are presented ~~ter the 
stimulus word has been heard the~e should be fe~2r 
"phonological foil" errors. 
In a system where multiple outc0ts are p~ssible from 
the auditory input lexicon to the semantic system, then 
all the words partially activated will activate some 
meaning in the semantic system, and the written words 
will bias the response irrespectiv~ of order of 
presentation. 
The results can be seen in TABLE 3.8. There was no 
effect of order of presentation, suggesting that there 
is no top-down processing to t~e auditory input 
lexicon, but rather that context effects are eXDlain~d 
by partial activation from the lexicon activating 
partial information in ,the semantic system. 
TA'RLE 3.8 
Svnonvm iudgment~: written to written word. ~poken to 
written word and written to spoken word. 
(Word to word synonym judgments test with semantically 
and phonologically related foils) 
Iriri tten -> Spoken -) Writtel"' -). 
writtel"' written spokeI"' 
~ -. ~~'-'. 
correct 47 37 ~~ oJ'_' 
phon. errors 1 13 13 
sem.:>.nti c errors 1:: 9 1 1 
no response 0 1 3 
M.K. 
correct 51 32 34 
ph,::!n. errors 2 15 11 
sem. errors 7 13 15 
In ~hlS chapter it was shown that, as predicted, there 
are clearly dissociable levels·of impairment in 
auditory comprehension. At least one patient (ES) has 
a severe impairment at the level of auditory ~nalysis. 
Three patients, while unimpaired at tasks requiring 
auditory analysis, are word-form deaf. Other 
patients, while unimpaired at all input phonological 
tasks, are impaired at tasks which require semantic 
processing. 
When word-form and word-sound deafness were taken into 
account, patients had one of two kinds of semantic 
impairment. Either they had a particular impairment 
for words of low imageability; or they had a more 
severe impairment, which affected both high and low 
imageability word~ and visual semantic processi~c. 
This is comoatible wit~ there being a~ amodal semantic 
system, where abstract words a~e more sensitive to 
impairment than concrete words. Th2 fact that the 
~ord meanirg deaf patient (DRB) appeared to have a 
greater difficulty with low imageability words supports 
the latter notion. DRB's word meaning deafness is the 
subject of the next chapter. 
CHAPTER 4: Abstract word meaning deafness. 
In the previous chapter it was noted that in the 
synonym matching test all patients made more errors on 
low imageability words than high imageability ones. 
Obviously imageability is an important factor in word 
comprehension, as indeed has been shown in deep 
dyslexia (Coltheart et al 1980). 
From the results of the synonym matching test, one 
patient, ORB, appears to be word meaning deaf; moreover 
he appears to be abstract word meaning deaf in that he 
is significantly worse at low imageability words, but 
only in the auditory modality. It is perhaps 
surprising, since imageability is a func~ion of 
meaning, that such an impairment should be modality 
specific rather than central. This chapter will 
investigate ORB's impairment for low 
imageability/abstract words more fully. 
4.1 DRB - Tests of Imageabilitv 
Table 4.1 shows the results of a number of tests given 
to ORB for auditory comprehension, repetition and 
writing to dictation. Some of the tests have also 
been presented as tests of written comprehension or 
oral reading for the purposes of comparison. 
Auditory comprehension tests 
The results of the synonym matching test were given in 
Chapter 3; he showed a significant imageability effect 
in spoken presentation (F.E., %=3.28), but his 
performance was normal on the written version (.98 
overall). 
Kay's (unpublished) semantic association test was also 
given in both spoken and written forms (although in 
both cases the responses were written words since there 
are four choices). The patient hears or sees one 
stimulus word, and has to choose the response word 
closest in meaning from a choice of four; the foils are 
a more distantly semantically related word and two 
unrelated words. Thus this requires more specific 
semantic information than the synonym matching test; 
but the use of written words as responses will make it 
easier for DRB. He scored .93 on both the high and 
the low imageability versions of the test when the 
stimulus word was written (this represents only one 
error on each) and achieved the same score on the high 
imageability items with spol(en stimuli. He ~aS however 
significantly worse at the low imageability spoken -) 
written version (.47, F.E., z=2.35). This supports 
the view that his written word comprehension is 
unimpaired and that he is poor at auditorily 
comprehending low imageability words. 
Shallice and McGill's abstract word to picture matching 
test (unpublished) was also carried out with written 
and spoken stimuli. This test requires the patient to 
select the picture corresponding to the stimulus word 
from a choice of four pictures. The abstra~t word 
items are more difficult in that whereas the concrete 
words correspond directly to the picture (eg wigwam -) 
picture of a wigwam, propellor -) picture of a 
propellor), for the abstract words it is necessary to 
make inferences to select the correct picture (eg skill 
-) someone playing a musical instrument, democ~~cy -) a 
group of people all with their hands raised). It is 
therefore unsurprising that while ORB made no errors on 
the concrete items when written, he scored .83 on the 
written abstract items; although this performance is in 
fact significantly worse than for the concrete items 
(F.E., z=1.85), it is well within normal performance 
for this test. (Warrington 1981 reported m~~n normal 
performance for abstract items as .86). 
In the spoken word condition, he was good at the 
concrete words (.97) and significantly worse at the 
abstr~ct words (.47, F.E., 2=3.85); since this abstract 
score is so much worse than for the written version it 
cannot be attributed to a difficulty with making th~ 
inferences; and thus this test again supports DRB's 
TABLE 4.1 
Patient D.R.B.: evidence for abstract word deafness 
Spoken stimuli Written stimuli cell 
Hi Im Lo Im Hi Im Lo Im (n) 
Comprehension 
Synonym Matching .95 .61 1.00 .95 (38) 
Semantic 
Association Test .93 .47 .93 .93 ( 15) 
Abstract Picture-
Word Matching .97 .47 1. 00 .83 (30) 
Associations: 
Imc?gea.bi 1 i ty x 
Frequency List .. 93 .43 .90 (40) 
Reoetition 
Howard Ima.ge x 
Frequency .75 .13 1. 00 .95 (40) 
Kay Image >: 
Frequency-first .78 .08 (40) 
-second .90 .18 (40) 
Howard 200 item 
Ima.ge first 9
'"' 
. .:.. .47 ( 1(0) 
It second .94 (100) 
Writing to Dictation 
Howard Image x Freq .98 .45 (40) 
having an abstract word meaning deafness. 
DRB was given a list of words, both spoken and written, 
to which he was to produce single word associations. 
The list used was Howard's 80 item imageability x 
frequency list (see Chap 5 for details>. Whether the 
responses were acceptable word associations was decided 
by a judge who was not told either the purpose of the 
experiment or the modality of stimulus presentation. 
Examples' of correct items are: 
Written presentation Spoken presentation 
RADIO -> wireless "radio" -) TV 
CLAY -> pi a.sti ci ne "clay" -) wax 
CULT -> Marx "cult" -) ghost 
DEBUT -> the first "theory" -) idea. 
When the words were presented in written form he scored 
1.00 on the high imageability words and .90 on the low 
imageability words. Thus he is able to produce an 
associate to most of these words when written. 
However, when he heard the words he scored .95 on high 
imageability words and .45 on low imageability words 
(F • E., z =4 • 61 > • The majority of incorrect responses 
were no responses. 
Tests of repetition and writing to dictation 
Because DRB is repeating and writing to dictation, for 
at least some words, via semantics (since he cannot 
repeat or write non-words and makes semantic errors in 
repetition and writing to dictation), it is instructive 
to see if there is an effect of imageability in these 
tasks. He was given three different lists to repeat: 
the Howard imageability x frequency list which had been 
given for word associations, the 80 item imageability x 
frequency list from the PALPA (Kay, Lesser and 
Colthea~t in press) and the 200 item imageability list 
described in Howard and Franklin (1988). 
The Howard imageability x frequency list was also given 
as an oral reading test, but since he is only a mild 
surface dyslexic it is unremarkable that he made very 
few errors. He repeated .75 of the high imageability 
words correctly and .13 of the low imageability words 
(F.E., Z=2.35). 
The other two tests were each given to DRB twice, and 
each time there was a la~Qe difference between the high 
and low imageability words (all tests using the Fisher 
Exact; on the PALPA test, administation 1, z=6.07 
p<.001; administration 2, z=6.24 p<.001; on the 200 
item test administration 1, z=6.74 p<.001; 
administration 2, z=6.51 p<.001). 
DRB was asked to write the Howard imageability x 
fequency list to dictation; again there was a large 
effect of imageability (z=4.91 p<.001). 
All these tests are compelling evidence that, while DRB 
is relatively unimpaired at auditory comprehension of 
high imageability words, he has a severe impairment for 
low imageability words. Written word comprehension 
appears normal. 
4.2 Do~s DRB hav~ an auditory input impairment? 
Since, as will be demonstrated in subsequent chapters, 
DRB is unable to repeat non-words and also benefits 
from lip reading in repetition, it may seem a plausible 
argument that he is not in fact word meaning deaf, but 
has a more peripheral auditory input problem. This 
could explain the imageability effect in two ways; 
either that an auditory input problem will ~ffect low 
imageability words more because they are more 
"difficult" to access even in the normal system; or 
that he also has a central semantic impairment for low 
imageability words, which he cannot compensate for in 
the auditory modality because of the auditory input 
problem, but which he can compensate for, perhaps by 
repeated attempts, in the written modality~ where there 
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are no peripheral problems. <Of course, even if ORB's 
auditory impairment problem is post-lexical, the latter 
possiblity still applies.) 
TABLE 4.2 




Le>~ i cal Deci si on 
Easy Coltheart Test 


















Since there is no normal control data for many of the 
tests described, DRB's performance will be contrasted 
with that of MK, who has been shown in Howard and 
Franklin (1988) to have an impairment in auditory 
word-form access, and an imageability effect for both 
spoken and written input. 
TABLE 4.2 shows DRB's and MK's performance on tests of 
phoneme discrimination and lexical decision. Both 
patients score within the normal range on the phoneme 
discrimination tests, and Howard and Franklin (1988) 
have argued that MK has no impairment at the level of 
auditory analysis despite, like DRB, being entirely 
~ 
unable to repeat non-words. 
In the auditory lexical decision tests, however, their 
performance is very different~ On both the easy 
lexical decision test and on the 320 item test, which 
contains low imageability words, DRB's performance is 
unimpaired in either the spoken or written versions of 
the tests, whereas MK is severely impaired in the 
spoken version of both tests. 
An impairment in lexical decision is not the only 
evidence for MK's word form impairment. When asked to 
define the Howard imageability x frequency list he 
defines a proportion of the words with a definition 
appropriate for a phonologically related word (eg 
"pardon" -) grass t?via garden]). DRB does not do 
this; his errors are no responses. In repeating this 
list, while 14 of MK's errors were real words which 
A problem for this interpretation is that the matching required for phoneme 
discrimination tests could be carried out at a much earlier stage in auditory 
procesSing, or that MK's impairment may be pre-lexical but simply not apparent in 
such a si mple ~8slc. 
F' <:Iq (::.' 1:S 1 
TABLE 4.3 
Effect of length in repetition and comprehension 
D.R.B. 
Letter length rn=20 per cellJ 
repetition: 
-~ letter (Mean phon = 2.60) .85 
5 letter (Mean phon = 3.75) .95 
7 letter (Mean phon = 5.65) .75 
9 letter (Mean phon = 7.45) .8~ 
Svllable length rn=30 per cell) 
repetition: 1 syll.a;.ble .70 .73 
.., 
syllable .67 .63 "-
":!" 
~, syllable .70 .90 
definition: 1 syllable .77 
2 syllable .90 
3 syllable .97 
Syllable length x ab~tractnes~ [n=30 per cell) 
ORB rep. DRB def. 
Hi Image 1 syllable .63 .87 
2 syllable .67 .93 
":!" 
-' 
s~'ll abl e .67 .90 
La ImCl.ge 1 syllCl.ble .00 • 17 
.., 






were phonologically related to the target, DRB produced 
only 3 such errors; on the other hand, while DRB makes 
33 no response errors, MK makes none. MK makes more 
errors in repetition on shorter words than longer ones. 
This is because longer words have fewer neighbours so 
there is more redundancy of information for word form 
access. TABLE 4.3 shows both patients' performance in 
repetition and comprehension tests with words of 
differing length. 
The first test comprises list of words of '3,5,7, and 9 
letters, matched for imageability and frequency (the 
mean phoneme length for each list is given). There is 
no significant difference in DRB's ability to repeat 
these different lists. 
The second test is of 1,2 and 3 syllables, again 
matched for frequency and imageability. DRB was given 
the list to repeat; MK was given it for repetition and 
on another occasion for de+inition. Again DRB's 
performance does not differ across lists of different 
syllable length, whereas MK is significantly better at 
the 3 than the 1 and 2 syllable lists both for 
repetition (1+2 vs. 3 syllable, F.E. Z= 1.98, p<.05) 
and definition (Jonkheere Trend Test, z= -2.548, 
p<.01). The third test again comprises lists of one, 
two a~d three syllables, but this time words of high 
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and low imageability are contrasted; again all sets are 
matched for frequency. MK was not given this list, 
ORB was given it for repetition and on another occasion 
for defining. In both cases there was a clear effect 
of imageability but no effect of syllable length. 
The final expression of MK's word form deafness is his 
difficulty with comprehension tests where there are 
phonologically related foils. 
TABLE 4.4 
ComDrehen~ion te~t~ with phonological distractor~ 
ORB MK eN] 
picture word matching with 
phonological foils: .90 .75 [4~J 
Spoken/written word matching 
with phon ~~ sem f oi Is: .75 .53 [6e:] 
semantic errors 8 13 
phonological errors 5 15 
picture decision test: .93 .69 [388] 
misses 4 ":!' .... 
semantic errors 16 39 
phonological real word errors 4 39 
phonological non-word errors 3 39 
His performance on three such tests is contrasted with 
that of DRB in TABLE 4.4. The first test is from the 
PALPA (Kay et aI, in press). The patient hears a word 
and has to point to the corresponding picture. There 
a~e two picture foils, both of phonologically related 
words. (e.g. "fan" with pictures of fan, van, man). 
MK made more errors than DRB (10 vs. 4), but this 
difference failed to reach significance (McNemar, 
p=. ei73) • 
The next test was one where the patient heard a word 
and had to point to the word closest in meaning to it 
from a choice of four w~itten words. The foils are a 
mo~e distantly related semantic item, a word which is a 
synonym of a word phonologically related to the 
stimulus item, and a word semantically related to this 
word. 
eg "theme"; correct -) TOPIC 
semantic -) IDEA 
phonological -) ROBBER 
semantically related to phon foil -) VANDAL 
Both patients made semantic errors on this task (the 
stimulus items had a range of imageability) but DRB 
produced only 5 phonological errors, while MK produced 
15. The final test in this section is the picture 
decision test (Howard and Franklin 1988). The items 
from the Hundred Picture Naming Test were used, 
excluding three items which had no phonologically 
related real words (thermometer, mermaid and 
stethoscope) • The patients saw a picture, heard a 
word and had to say whether the word was the correct 
name for the picture. There were four conditions: for 
example, for the picture of an iron, the correct word, 
"iron", a semantically related word, "press", a 
phonologically related real word, "lion" and Cl 
phonologically related non-word, "bion". 
The results show that ORB performs much better on this 
test than MK (.93 vs •• 69). As TABLE 4.4 shows both 
make very few miss errors; each makes a number of 
semantic errors; but the striking difference is in 
terms of the number of errors in the two phonological 
conditions. 
Clearly, these three tests indicate that ORB does not 
have the severe impairment in auditory comprehension 
tests with phonological foils ~hich characterises MK's 
performance. All the tests in this section indicate 
that ORB shows none of the characteristics of word-form 
deafness which are shown by MK. On the other hand MK 
has an abstract word comprehension problem in both 
modalities; there is no evidence to suggest that DRB 
has any impairment in written comprehension. ORB's 
impairment is in the access to the semantic system 
rather than in the semantic system itself or in an 
earlier stage of processing. 
meaning deafness. 
He has abstract wo~d 
DRB, despite being unimpaired en picture naming tests, 
appears anomic in conversation. What evidence is 
there that he is anomic fo~ wo~ds of low imageability? 
Concrete ~ord na~ing 
DRB sco~ed 95/100 on the Hundred Pictu~e Naming Test. 
The errors comprised ~ semantically related and three 
phenologically related words: 
thermometer -) "temperature" 
peppe~ -) "Italy tomato" 
hoof -) "hooth" 
me~maid -) "merdraid" 
pyramid -) HP. I. L - it"s gone" 
With the Graded Naming Test he scored 11/30 which is 
slightly below the normal range for his age; but 11 of 
his errors were phonologically related non-words (e.g. 
sundial -) "sundaim"); if these are counted as correct 
he is within normal range. Thus his only problem in 
picture naming appears to be in phonological output. 
That this is at the level of phonological ouput is 
confirmed by the fact that he is slightly impaired at 
homophone matching, which for non-words at least must 
reflect a post-lexical deficit (see Table 4.5>. 
TABLI=" 4.5 
Homophone matchino - Coltheart (1980). 
irregular words 45/50 
regular words 45/50 
non-words 40/50 
Obviously, since low imageability words are by 
definition not pictu~able, it is difficult to test 
~ 
abstract naming directly. Three lines of evidence 
will be investigated; one is an imageability effect in 
oral reading; the second a discrepancy between auditory 
comprehension and repetition; and the third DRB's 
performance on naming within categories. 
~(Unfortu~t~l Y s; nee. DRB hos a ~~nt~tlc ~mprehens;on ; mpe; rment affect; rig 
both mod8hties, namHlg to deftmtlon 1S an lnappropriate tsslc.) 
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I.ageabiIity and oral reading 
DRB was given the Parkin (1982) list of words of 
differing degrees of "regularity" for oral reading. 
As can be seen in Table 4.6 there was a small but 
significant effect of regularity (Jonkheere Trend Test, 
z=2.28, p<.05), and at least 8 of the errors were 
regularisation errors (eg BOUGH -) Ibof/, REGIME -) 
IrId3im/, INDICT -) IIndIkt/), indicating that for some 
words at least, he is reading via a sub-lexical route. 
Since I have argued that his written comprehension is 
unimpaired, why is he a surface dyslexic? 
TABLE 4.6 
Parkin readino list 
regular words 32/33 
minor corresponances 28/33 
OPD 25/33 
Jonkheere Trend Test Z = 2.28, p<.05 
Since ORB is not impaired at concrete word naming, then 
the only impairment that could be forcing him to use 
the sub-lexical reading route is an abstract naming 
TABLE 4.7 
Howard's Regularity x Imageabilitv List 
Read 
Low Image Hi Image 
Regular .89 .95 
Irregular .69 .95 
Comprehended 
(word associations) 
Low Image Hi Image 
.85 .99 
.95 .95 
impairment. This would mean that he would tend to 
misread words that both have exceptional spellings and 
are of low imageability. The list of words devised 
for MK and described in Howard and Franklin (1988), 
where regular words of high and low imageability are 
matched with irregular words of high and low 
imageability was read by DRB. The results can be seen 
in TABLE 4.7. As predicted there is an interaction 
between regularity and imageability. To confirm that 
this was not an impairment in reading comprehension, 
ORB was asked to give word associations to the same 
words. These were given to a judge for marking, as 
described earlier for the imageability x frequency 
words. He made very few errors and there was no 
effect of imageability. 
Of the incorrect responses, same were idiosyncratic 
(e.g. DREAD -> "of Sue" [= the experimenter!], CLOVER 
-) it's today with ~n S [ it was St Patrick's DayJ and 
others w~re no re~oonses (e.g. PARE, CAUCUS) 
Pepe~ition vs. auditor~ COEprehension 
The Sha:!ice and McGil1 abstract wo-d to pi=ture 
metching test was readminstered, and immediately 
afterwards ORB had to repeat the ward. The correct 
picture was selected for half of the low imageability 
items (11 item~ when corrected for chance), but only 
one was correctly repeated. The errors were no 
responses; even if the ward h~d not been fully 
comprehended , some aspect of meaning must have been 
acce~sed on at least half the trials. Therefore even 
if the correct word could not be produced one might 
e>:pect ~ semantic errors rather than all no response 
errors. 
TABLE 4.8 
Shallice Abstract Picture Hatching Test 








* = corrected for chance. 





In order to investigate more directly DRB's ability to 
produce words with a greater range of imageability a 
category naming task was devised. The 10 categories, 
which can be seen in TABLE 4.9 were chosen to include 
some likely to elicit high, and some low imageability 
words. For example the "animals" category should 
produce imageable words, whereas "good qualities" 
should elicit words difficult to image. This category 
naming test was given to DRB and to a control subject, 
DO, matched for age and educational attainment. The 
test was also given to a "pure" anomic patient MW, who 
has good auditory and written comprehension (personal 
communication, Lyndsey Nickels) and to MK. A normal 
subject matched to these two patients was PK. 
Both the patients and the subjects were given two 
minutes to produce as many words as they could for each 
category. The three dysphasic patients were also 
given the category names in written form to maximise 
their understanding of them. 
TABLE 4..9 
. Me.:-n ImClgeabilitv RC!tingc:: for within cateoorv naming 
(excluding "inappropriate" words) 
Group 
Mean 0.0. D.R.B. M.W. M.K. P.K. 
Animals 6.03 5.95 6.19 5.79 5.99 6.22 
Colours 5.56 5.62 5.68 4.96 5.85 5.59 
Professions 4.75 4.38 4.95 5.34 ** 4.91 
Countries 4.65 4.70 4.73 4.60 4.65 4.60 
Politics 4.32 4.04 4.55 4.48 4.57 3.71 
Emotions 4.19 3.80 4.75 4.40 ** 4.23 
Sciences 3.67 4.15 ** ** ** 3.61 
Religions 3.76 3.50 4.06 3.88 ** - .-.;;·.0·;;.· 
Good Qualities 3.60 3.67 3.81 ** ** - -4 .'::" . ...;;-
Bad Qualities 3.32 3.30 ** ** ** ~ ..,~ ...;.. ~...;. 
** = ~ or less appropriate responses 
All the words produced by all five subjects were 
randomised and given to 11 normal subjects to rate for 
word imageability. The instructions given to the 
subjects on how to rate the words were taken from Pavio 
et al (1968), and their ratings were on a scale from 
1-7 where 7 is the most imageable. In TABLE 4.9 the 
mean imageability ratings are given for each subject 
for each category. 
All the words produced by the subjects within each 
category were randomised and 5 normal subjects were 
asked to rate how good an example each of the words was 
for that category. This rating was on a scale from 
1-3. Words were considered to be good examples of a 
category if their total score on the rating was 13 or 
TABLE 4.10 
Number of names produced for 5 most imageable 


























over (maximum score = 15). The results of the five 
categories with the higher mean imageability ratings 
were added together to make the five most imageable 
categories; the others were added together to make the 
least imageable categories. TABLE 4.10 shows the 
number of acceptable and unacceptable names produced by 
each subject. 
All subjects, whether control or dysphasic, produce 
more acceptable names in the most imageable categories 
than the least imageable categories, again some support 
for the idea that low imageability words are more 
"difficult". DRB produces 93 words in the imageable 
categories; his control, DO, produces only slightly 
more; 108. However DRB produces proportionately less 
words in the least imageable categories, and this is a 
significant difference (F.E., z=2,27) 
MK produces far fewer responses even in the most 
imageable categories than the control subject~ PK, but 
again produces significantly fewer words in the less 
imageable categories (F.E., z=3.42). MW produces the 
fewest number of words overall but the proportion of 
res~onses between most and least imageable do not 
differ significantly from PK (F.E. z=0.46). Thus it 
would appear that both MK and DRB have a particular 
problem with producing abstract words. That this is 
not the invariable pattern for anomic deficits is 
indicated by the fact that MW is equally impaired for 
both imageable and less imageable categories. 
MK makes a very much larger number of unacceptable 
responses than the other subjects, and while many of 
the other subjects" "unacceptable" words are actually 
just unusual exemplars (eg DO"s "coati-mundi" for an 
a.nimal or MW"s "the Wee Frees" for a religion), many of 
Mf(" s responses were extremel y inappropri .?te (eg "peda.l" 
for an animal - or does he mean -footed?) 
MK's performance w~s compared with that of PK. For 
each subject, the number of words in each category 
rating sco~e (1 - 15) was ~alculated and a Rank Sum 
Test was carried out. MK"s produced significantly more 
words than PI( wi th a low category rati ng (z=7. 427 
p<. 0211) • This suggests that he has a comprehension 
problem in both modalities (he was given the category 
names in both written and spoken form) and is unable to 
understand the categories themselves. He seems to 
have a central semantic problem since all modalities 
are affe=ted. 
Imageability ratings for the correct words obtained 
from DRB and DO were used for a multiple regression to 
t 
look at the correlation beween (a) categories, (b) 
t 
whether ORB or DO, and (3) the imageability of the 
responses. Predictably there was a large effect of 
category when the difference between subjects was 
partialled out (F= 86.88 df 1,263 p<.005), but there 
was also a significant effect of difference between 
subjects when the effects of category were partial led 
out CF= 6.429 df 1,263 p<.01). The latter result 
indicates that, for all categories, ORB produces words 
of higher imageability than DO, confirming that DRB has 
an abstract word anomia. 
These results suggest that MK has a central semantic 
impairment, which necessarily affects abstract words 
since they are more vulnerable. DRB has an access . 
problem from the auditory input lexicon to the semantic 
system and from the semantic system to the phonological 
output lexicon, which again results in a particular 
problem with abstract words. 
Effects of parts of speech 
~any deep dyslexics are worse at reading function than 
content words. When imageability is controlled, MK 
does not have a significant advantage ~or content words 
in repetition; is this also true for DRB? He rep~ated 
the Howard content vs. functor list, where the words 
are matched for imageability rather than frequency 
(there is no evidence that DRB has a frequency effect), 
as well as a list of verbs and nouns matched for 
imageability (Allport and Funnell, 1981). The results 
can be seen in TABLE 4.11; there is no difference 
between performance on content words and functors or on 
verbs and nouns. 
TABLE 4.11 










Shallice (1987) differentiates between an access 
problem and a central problem with loss of 
representations. In the latter, damage should be item 
specific, yielding highly consistent performance across 
repetitions of the same test. Inconsistency could 
Faoe 149 
also be a function of a different type of damage to the 
semantic system, or damage to a system which is 
distributed. In any case, since I have argued that 
ORB's impairment is one of access, there should 
certainly not be a high degree of item consistency in 
his performance. The problem is to decide what 
constitutes sufficient item consistency to indicate 
loss of representations; if each meaning representation 
were to be either completely preserved or completely 
destroyed, then there would be 100% item consistency 
for items. If parts of the meaning representation are 
lost, then if everything else were held constant, the 
same input should produce the same output (or lack of 
it) and again consistency would be 100%. However if 
the output is also affected by other aspects of 
processing, such as partial working of a sub-lexical 
route, which would itself be inconsistent, then such a 
representational loss would would not produce 100% 
consistency. Further, if it is accepted that some 
words will be more likely to be correct than others, 
for example because of their imageability, then even ~n 
access problem should produce a small effect of 
consistency. If effects of imageability are 
partial led out, any remaining effect could still be 
ex~lained by other factors which affect performance. 
And even a high degree of item consistency is not 
necessarily incom~atitle with an access deficit. 
DRB repeated the 200 item list twice as described in 
the first section of this chapter. In terms of 
imageability, the best estimate for each item being 
correct on one occasion was calculated. On the 
assumption that the probability of being correct is a 
functio~ of imageability alone, the probability of 
being correct twice, once and neither time was 
calculated, to give the expected number of items for 
each case. The actual values show significantly 
~ 
greater consistency than expected, (~[2] = 11.91, 
p<.~I); however as stated above it is not clear how 
this result should be interpreted. (See TABLE 4.12). 
TABLE 4.12 
200 high vs. low imao~ability words: item consi~t~ncv 
Both corr. One corr. None corr. 
Expected (image 
effects partial led out) 107.65 63.69 28.65 
Actual 121 37 46 
Alternative evidence for the fact that DRB has an 
access problem was obtained by investigating the 
information he had available for words he was unable to 
repeat. A "binary judgements" test was devised: DRB 
was asked to repeat a word, and if he was unable to 
repeat it, he was then given two written words from 
which to select a synonym for the word he had heard. 
The list of 200 high versus low imageability words was 
used for this test; synonyms were generated for all 
words, and then these synonyms were randomly assigned 
as foils for each judgement. Since when asked to 
define a word or repeat it, the majority of DRB's 
errors are no responses, it might be expected that he 
has no information about the word he has heard but 
cannot repeat. However, if the access is impaired in 
such a way as to giVE insufficient information to 
produce a su;ficiently. specific meaning on which to 
base a response (especially in view of his anomia), but 
still accesses some meaning in the semantic system, 
then his performance on the binary judgements test 
should be better than his repetition. 
DRB was in fact surprisingly good at this task; of the 
136 words he was unable to repeat, he was able to 
select 131 synonyms correctly. Although in defining 
he only gets .45 of low imageability words correct, he 
clearly has some information even about those words he 
is unable to define. This does support the view that 
the imoairment is one of access which leads to an 
.~r~ 1S1 
underspecification in the semantic system. 
Levels OT iaageability 
All the tests of imageability so far carried out have 
contrasted words of high imageability with words of low 
imageability, as if there were only one value for each. 
Imageability values are in fact necessarily a continuum 
because they are obtained as ratings. If the:-e were 
se~arate abstract and concrete semantic systems, 
however, and in DRB's case the concrete system was 
intact but the abstract system was impaired, there 
might be an iffiageability value below which DRB would be 
severely imoai:-ed (i.e. comprising those words whose 
mea~ings are represented in the abstract semantic 
system) and above which he would make no errors (i.e. 
comprising those whose word meanings are represented in 
the concrete semantic system). He was therefore given 
a repetition test of 160 words with varying levels of 
image~bility, divided eaually into words of Migh and 
low frequency. The results can be see~ in TABLE 4.13. 
The test was administered twice and in both cases there 
was an overall decline in performance as imageability 
decreased, rather than a cut-off point. The 
proportion correct for high and low freouency words was 
collapsed for these scores; uncollapsed, it can be seen 
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that there is no consistent effect of frequency. 
This result is not compatible with completely separate 
concrete and abstract semantic systems, although it is 
compatible with systems which have a more comolex 
relationship. 
TABLE 4.1.3 
!mc?ge Proportion Correct Average both tests 
~,c?ting l=t.Test ::;"d. ,est - . 1 I er;: e .... Hi F~eq La i=req 
6.5-6.e . 90 .95 .925 cc · ;,...) .9'C 
6.e-5.5 .8~ .9C • E"S0 ."85 .85 
5.5-5.0 .50 -c:-• I_I o" """C" • b..::._' .e5 .60 
5.0-4.5 .25 .50 -"70:-.':::'1-1 .45 .30 
4.5-4.0 ... 0:-• .:....J .40 .325 ~e • __ "_I .30 
4.0-3.5 "'0:- .40 ~~C" . .55 10 ...... ..J · ...; . .:.~ . 
3.5-3.0 .=e- -,.c . 275 .40 15 .. _ ....) . 
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IFag€ability vs. other prooerties of ~ords 
To establish whether D~B's repetition impalrment is 
best characte~ised in terms of imageability rather than 
other factors, a test was devised to assess the 
relative importance in his performance of imageability, 
concreteness, age of acquisition, familiarity, log 
frequency, and phoneme length. Gilhooley and Logie 
(1980) present a list of words with all these rating= 
(excepting phoneme length). 400 words were taken from 
this list which were two-syllabled and r&ted es having 
only one meaning in their written form. DRB was asked 
to repeat the 400 words, as was MK. Since MK made far 
fewer correct respo~ses he was asked to repeat the list 
twice, and for him performance on both administrations 
was used in the analysis. 
TAB! E 4.14 
Correlation matrix f6r DRB's repetition perfo~mance 
ver~uS word properties 


































A correlation matrix for ORB's performance on this test is shown 
in TABLE 4.14. A multiple regression was carried out to see 
which of these word properties influenced ORB's repetition. The 
effects of each word property were -dropped" 1n turn while the 
others were held constant. The f-ratios for change are shown tn 
TABLE 4.15. (It should be noted that since the dependant variable 
is right/wrong then this maximum value for the correlattons wt1l 
be less than 1) 
ORB's performance is significantly affected by concreteness, age 
of oQuisit10n ond length (TABLE 4.15). The effect of length, which 
is an exceedingly small affect may simply be 6ttributoble to the 
fact that none of the other factors correlate significantly with 
word length. Concreteness is significant rather than imageabi1lty 
because imogeability correlates highly with both concreteness end 
age of oQuisition. It is thus not possible to determine from this 
onalysis whether ORB's performance is affected more by 
imageabiHty or by concreteness. The oge of aQuisition effect 1s 
unexpected; it is not clear whether this is a property of oddttional 
importonce in ORB's repetition, or whether tt is the same 
mechanism os is producing the imageability/concreteness effect. 
Perhaps the word property which indicates semantic -difficulty· is 
not exactly concreteness or age of aQuisition but rather some as 
yet unthought of property wh1ch would be a better predictor of 
difficulty than either of these. 
155 
Even more surprisingly, MK shows no significant effect 
of any factor when all the others are held constant; 
this perhaps reflects the fact that he has more leyels 
TABLE 4.15: 
The pf f ect of imaaeability. ?ge of acquisition, 
familiarity, concretene~s, frequency and phoneme length 
on rppetition. 
F-ratio for change (df 1,393) 
Patient Image AofA F.::.m Con e t="req Len~th 
Mi< 2. ~. <=" 1 96 1 12 IZI . 1Z12 " 4 C" " 74 L_' . . -' . ~I -'. 
DPB el. 18 "1. 7. 61. 0 . 0 0 39. 64 1 1 7 e 0 1 . ., . 
of impairment than DRB. 
In an earlier section I ar g ued that DRB'~ significant 
item-specific consistency in repetitioG could b e 
Explained in terms of various properties of t hose 
Although ther e was still consistency when 
" imageabil~ty effects had been parti?lled out , cou ld 
this effect be accounted for by other propert i es? 
DRB waS once more asked to repeat the first 16~ items 
in the test dEscribed above. Using these results and 
/-
administration, a multiple regression was again carried 
out. In terms of all the variables the best estimate 
for each item being correct on one occasion was 
calculated. On the assumption that the probability of 
being correct is a function of this set of variables 
alone, the probability of being correct twice, once and 
neither time was calculated, to give the expected 
number of items for each case. The expected values 
are contrasted with the actual values in Table 4.16. 
The expected values do not differ significantly from 
the actual values (Chi Square (2J = 1.93 n.s.). 
TAB' E 4.16 
Item con~istpncv v~. word variable~ 
Both correct One correct 
31.49 54.24 




When all the relevant properties of words (and not just 
imageability) are taken into account. the effect of 
consistency can be ~ccounted for in terms of those 
properties. Thus there is no evidence for impairment 
to specific items; this is compatible with an ac=ess 
impairment. 
In this chapter DRB's word meaning deafness has been 
investigated in some detail. It was shown that his 
auditory comprehension problem could not be attributed 
to an impairment in auditory analysis or word form 
access, since he performs at a normal level with tests 
of phoneme discrimination and lexical decision, and 
there is no effect of phoneme length in word 
comprehension. MK, by contrast, has a word form 
deafness, ~nd is more impaired at comprehending shorter 
words. Neither does DRB have a central semantic 
impairment; again in contrast to MK, he has no 
impairment in the comprehension of written words. 
This was indicated by his ability on synonym matching 
tests, a word to picture matching test, and word 
association tests. All these tests indicated that 
DRB's word meaning deafness was much more severe for 
words of low imageability. 
~ 
Although many of DRB's errors in respose to low 
~ 
imageability words were no response, it was found that 
he did have some information about a word he was unable 
to repeat in that he was able to carry out a gross 
semantic judgement immediately after the failure to 
repeat. There was no item consistency in his 
repetition of words, once the relevant variables (age 
of acquisition and concreteness) were taken into 
account. His performance gradually became more 
impaired as word imageability decreased. 
It was argued that DRB also has an anomia for low 
imageability words. He is worse at repeating low 
imageabilty words than he is at comprehending them; he 
makes regularisation errors on reading low imageability 
words despite being able to comprehend them, and is 
impaired generating instances of categories for low 
imageability words. 
Many of the experiments carried out to investigate 
DRB's auditory comprehension actually used tests of 
repetition, since he appears to be repeating via the 
semantic route. In chapter 7, his repetition 
impairments will be considered in more detail. 
CHAPTER 5: Routes to repetition 
This chapter addresses the issue of whether there is 
more than one route for repeating words. At first 
sight, it seems obvious that there is at least a route 
for repeating directly from acoustic input to 
phonology, since it is perfectly possible to repeat 
novel or non-words, and a route via meaning, since 
dysphasics have been reported who make semantic errors 
in repetition. 
However, some models of reading have proposed that 
non-words could be read by analogy with real wo~d~, and 
parallel distributed processing models such as the one 
described by Seidenberg and McClelland (in ~ress) have 
shown, in some sense at least, that a single route can 
"read" both real words and non-words and yet be 
sensitive to lexical properties such as word frequency. 
With highly interactive, distributed models, it would 
be possible that impairment at any level would lead to 
the same set of (mixed) errors. It thus seems 
apposite to reconsider the notion that language tas~s 
might only be quantitatively and not qualitatively 
impaired. So the first section will address the 
possibility that the group of patients all have a 
greater or lesser impai~ment to a single re~~~ition 
system. 
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If there are qualitative differences in patient's 
repetition impairments, indicating separable routes, 
one which is capable of repeating non-words and one 
which depends on accessing meaning, there are still a 
number of forms that the model could take. A two route 
model could consist of a sub-lexical route and a 
semantic route, so that words are either repeated by 
a~sembling phonology from the acoustic input (without 
accessing lexical information), or by ~ccesEing meaning 
which in turn addresses the output phonology. This 
account would predict that lexical-semantic factors 
such as imageability would only affect the semantic 
route. The other route (by which. non-words are 
repeated) may, as in the Seidenberg and McClelland 
model of reading~ be sensitive to frequency (or to 
something correlated with frequency). 
Models such as that described by Patterson and Shewall 
(1987) propose that there are three routes for 
repetition: the sub-lexical route, presumably no~ 
sensitive to lexical factors; the direct le~ical routE 
which reauires lexical acce~s but not s~mantic access. 
and will therefore be sensitive to frequency; and the 
semantic route, which depends on lexical access and 
uses the word-form to access the meaning representation 
in the cognitive system, and will therefore be 
sensitive to frequency and imageability. 
The extent to which a sub-lexical route is independent 
of lexical/semantic processing will be addressed both 
in the current chapter and in chapter 6. This ch~pter 
also addresses the issues of whether there are seper~te 
input and output lexicons and whether there is a 
direct, lexical, non-semantic route as indic~ted in the 
Patterson and Shewell model. 
The twenty patients! who were described in chapter 2, 
we~e given tests oi repetition, reading and picture 
naming tasks. Their ability to repe~t non-words is 
compa~ed with their ability to read and write them. 
The patients' performance on a list of. words varying in 
imageability and frequency is described. This is 
compared with the patients' scores on another test of 
word repetition in order to ascertain whether their 
word repetition performance is stable. 
A number of analyses are then presented to determine 
whether there is indeed ~ sub-lexical system, 
inse~sitive to the properties associated with a lexical 
semantic route. These analyses 
1) determine whether performance in non-word 
repetition is predictive of performance in real 
wor~ repetition. 
2) compare frequency effects in repetition and 
naming, taking into account patients' ability to 
repeat non-words. 
3) determine whether overall performance on 
repetition is predicted by the size of the 
imageability effect in repetition (assuming that 
an imageability effect is an indication of 
semantic route impairment). 
In the la.st section patients are grouped according to 
their ability to repeat words and non-words. Evidence 
for direct lexical route repetition is inferred by 
determining whether between group differences can be 
explained by other factors. 
5.1 A comoarison of reoetition, reading and writing to 
dictation of non-words 
This test comprised twenty items consisting of three, 
four and five phoneme pronouncable strings which were 
derived from twenty real words by changing one 
letter/phoneme. The patients were not allowed to 
lip-read, but were permitted to ask for a non-word to 
be repeated. On other occasions the patients were 
given the same list of non-words either in a written 
form to read or in a spoken form to write to dictation. 
(Errors for the repetition task are given in chapter 6) 
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TABLE 5.1 
Repetition, Reading and Writing to Dictation of 
Non-Words 
(n = 20) 
Patient Repetition Reading Writing to diet • 
E.W. • 75 .25 .40 
E.S. .0121 .85 .00 
A.D. .20 .10 .00 
A.By. .10 .10 .00 
M.K .. .00 1. 00 .Q:5 
E.C. -co . .;;."..., .00 .00 
A.H. .75 .95 .50 
C.L. .65 .1(ZJ .00 
A. Ba.. .50 .00 .00 
F.M. .30 .30 .CZl0 
C.J. .80 .75 "'!!'co •• _1~ 
N.H. .20 .00 .013 
M.H. .95 
.:::. J • .45 .00 .00 
D.M. .50 .65 .1~ 
F.C. .65 .10 .00 
V.W. .75 1.1210 .70 
D. I. 1.00 .95 .913 
D.R.B. .00 .85 .1210 
1. M. .75 .85 .00 
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RESULTS 
Proportion of non-words correct for each of the three 
tasks is given in TABLE 5.1. On non-word repetition, 
the twenty subjects range from perfect (01) to zero 
performance (ORB, MK, ES). 
Performance on repetition of this task does not 
correlate significantly with reading non-words (r = 
-0.33). If all non-word processing depended on some 
central common mechanism, then any difference between 
oral reading and repetition, which also share a common 
output phase, would have to be accounted for by 
auditory or visual input problems. Data from the 
patient who has auditory input problems, E.S., the two 
pat~ents who are letter by letter readers, C.L. and 
M.H., and three patients who have impaired written 
lexical decision were all excluded from the results and 
the scores for repetition and oral reading were 
re-correlated. The correlation still failed to reach 
significance (r = 0.11), suggesting that visual and 
acoustic information access assembled phonology 
independently. Repetition and writing to dictation vf 
non-words are highly correlated (r = 0.77). Figure 
5.1 shows repetition scores plotted against scores for 
writing to dictation; it can be seen that the two 
scores correlate because repetition scores are always 
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which is evidence for the claim that sub-lexical 
writing to dictation is dependent upon phonology. 
5.2 A comparison of word repetition, reading and naming 
Imageability x freque~cy list. 
This test comprises 80 words; twenty are high 
frequency, high imageability; 20 low frequency, high 
imageability; 20 high frequency, low imageability and 
20 low frequency, low imageabilfty This test was 
given to the twenty patients for repetition and to 
nineteen of the oatients (not M.H.> for oral readlng. 
Errors in the repetition test are given in chapter 6. 
RESULTS 
The proportion of words correctly read and repeated is 
shown in TABLE 5.2 For word repetition as in non-word 
repetition, there was a considerable range of 
performance from all correct (C.J., V.W.> to only 2 
words correctly repeated (E.S.). The correlation 
between word reading and repetition did not reach 
significance (r = 0.20); this is unremarkable given the 
poor correlation between non-word reading and 
repetition, and the within patient differences between 
auditory comprehension and written comprehension 
Table 5.2 
Repetition. Reading and Naming 
Patient Imageability x Frequency RANT 
Reading Repetition Repetition Naming 
E.W. .975 .99 .90 
.45 
E.S. .825 .03 .10 .20 
A.D. .275 .51 .83 .20 
A.By. .40 .26 .58 .38 
M.K. .925 .45 .55 .ge 
~ r ~.'-' .. """"7:= • .:.I.....J .37 .40 
.25 
A.H. .96 • S;;\.. .90 .63 
e.L. .39 .96 .93 .30 
A.Ba. .225 .69 .60 
.18 
F.M. .96 .91 .85 .63 
C.J. .91 1. 0(21 .93 
.73 
N.H. .44 .71 .73 
.50 
M.H. NT .96 NT NT 
t<. J. .24 .91 .98 
.48 
D.M. .975 .96 .95 
.58 
F.C. .16 .86 .90 
.60 
v. ~J. .96 1. 00 1. 0:?J .75 
D. I. .99 1.00 1. 00 1.0w 
D.R.B. .975 .44 .78 1. (2\() 
1. M. .90 .99 oc:-• ....J 
.Li5 
(n) (80) (Se) (40) (40) 
Described in Chapter 3. 
Only one patient was significantly more likely to make 
errors on low than high frequency words (A.H., 
hifrequency = 34/40, lofrequency = 25/4121). Three 
patients made significantly more errors on low than 
high imageability words as measured by the Fisher 
Exact test: 
E.C. High 20/40, low 112'1/4O, z= 1.85, p<'05 
N.H. High 31/4O, low 22/4121, z= 1.85, p<'1Z5 
D.R.B. High 313/413, low 5/4O, z= 4.97, p<. (ZI01. 
One of these patients (DRB) made semantic erro~s in 
repetition; there were, two other patients who made 
semantic errors; MK did not show an effect of 
imageability in this particular test but has done so in 
many others (Howard and Franklin, 1988), and E.S. was 
only able to repeat two of the words co~rectly and so 
... !~s at floc!"'. None of the patients who made semantic 
errors in repetition were able to repeat any non-words. 
Repetition and naming test (RANT) 
Another test was given for repetition, which could be 
directly compared with the same items given for picture 
naming. This consisted of forty items presented once 
for picture naming and once for repetition. The 
frequency of the words used ranged from 283 ("feet") to 
1 (e.g. "kite) with mean frequency 37.3. The 
proportion of words correct in each test is shown in 
TABLE 5.2. The relationship between repetition and 
naming will be addressed in a later section. 
RESULTS 
To assess the patients' stability of perfo~mance in 
repetition tasks, a regression wes c~rried out to se~ 
if performance on ~epetition of the RANT correlated 
significantly with performance on repetition of the 
imageability x frequency list. Obviously the former 
test contains only picturable items, so it was 
anticipated that it might yield better perfo~mance; but 
if the patients' repetition performance were st~ble, 
then ability on one test should be highly predictive of 
ability on the other. This indeed turned out .~~ DE 
the case; there was a highly significant correlation 
er= .91, F = 81.279~ df 1,17 p<.0~5), and as predicted, 
the value of the intercept differs significantly ~rcm ~ 
(t (17) = 2.61 p<.05) because performance is better 
overall on RANT. 
5.3 Sub-lexical versus semantic repetition? 
Uord vs. non-word repetition 
A regression analysis was carried out to see if there 
was a significant correlation between performance on 
the imageability x frequency word repetition test and 
performance on the non-word repetition test. If 
sublexical and lexical routes are independent, 
then patients will show differential effects of 
impairment to one or Dther of the routes; that is, 
there will be patients with impaired sub-lexical 
processing but intact lexical processing and vice 
versa. If there'is one route w,hich is Quantitatively 
impaired to different degrees in different patients, 
then performance on one task will be highly predictive 
of performance on the other. 
There was a significant correlation ( r =.714) between 
word repetition and non-word repetition (F = 38.963 df 
1,18 p<. 0el5) • All patients made more errors 
in the non-word repetition test, except for 01 who was 
at ceiling on both tests. Al th:lugh 
this would seem to support the single route model, on 
reflection there may be reasons why such a result is 
obtained which are not incompatible with other models. 
If it is accepted with a two-route model that real 
words can be repeated either lexically or sublexically, 
then real word repetition will always be at least as 
good a~ no~-word repetition; it will never be the case 
that a patient with a low score in the real word test 
will have a high score in the non-word test. The 
opposite case should occur, where non-word repetition 
is severely impaired but real word repetition is 
normal, and the fact that no patient in this group 
shows such a pattern is at least some of the source of 
the significant correlation. The reason why there is 
no such patient in those described here might be that 
there is only one route to repetition and therefore 
that such a patient could net exist; a more likely 
explanation is that these patients were initially 
selected on the basis of their having comprehension 
problems. On a two-route model, if a patient has a 
severely impaired sub-lexical route, then her/his word 
repetition will reflect any comprehension problems and 
therefore also be impaired. Thus further evidence 
must be considered to resolve this issue. 
Frequency effects in repetition and naMing. 
If there are separate lexical and sub-lexical routes 
(with no lexical advantage in the sub-lexical route), 
and some patients are tending to rely on one or other 
of these routes, then the patients repeating lexically 
should tend to make more errors on low frequency words. 
The patients repeating sub-lexically should be 
unaffected by word frequency. It is well-documented 
that anomic errors are more likely to occur on words of 
lower frequency. So this account would predict that 
while all patients' naming performance should be 
sensitive to frequency, only those who are repeating 
lexically will have a frequency effect in repetition. 
Taking ability to repeat non-words as an indicator of 
sublexical repetition fo~ real words, there should t~us 
be an interaction between word frequency, tas~ 
(repetition or naming) and ability to repeat non-wards. 
A two-route model makes another kind of prediction. 
If there is more than one route available for 
repetition, then repetition performance will tend to be 
better than naming. If there is only one route, then 
except in the case of visual agnosic patients C=L and 
MH) who will have particular problems with picture 
naming, there should be no advantage for repetition 
over naming; and where there are input problem: as well 
as the anomia (which is always the case with this set 
of patients). repetition should actually be worse. 
The RANT was divided into low ( = less than the median 
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for this set of words) and high frequency (greater than 
the median for this set of words) items. Patients were 
divided into "poor sub-lexical repeaters" and "good 
sub-lexical repeaters" by whether their non-word 
repetition was better or worse than the median for the 
group. A split-plot, 4 factor ANOVA was carried out 
with patients, good/bad sublexical repetition, task, 
and high/low frequency as factors, with the probability 
of correct response as the dependent variable. The 
results are shown in TABLE 
RESULTS. 
<:" .... ua . .:., 
The first set of predictions is not supported: there is 
no interaction between word frequency, task and 
sub-lexical ability (F=0); neither is there any 
interaction between sublexical ability and frequency 
(F=.~) or frequency and task (F=.2). There is in fact 
a main effect of frequency (F=;"r., df 1,48 p<.00P, 
which means that patients are more likely to repeat or 
name words if they are of higher frequency, which is 
consistent with a single route model. 
However the second prediction is supported; there is a 
significant main effect of task (F=~! p<.0~1). 
Repetition is signi~icantly better than naming which 
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model. Furthermore there is a significant interaction between sub-
lexical ability and task (F=6.2 p<.05), such that repetition is only better 
than naming in those patients with good sub-lexical ability; where sub-
lexical ability is poor, repetition and naming do 
TABLE 5.3 
ANOVA: Non-word reoetition x task x freqyency 
Summary Table: 
df SS MS F p 
Between Ss. 17 3.1066 . 
Groups 1 0.5666 0.5666 3.723 .072 
Ss within 
groups 16 2.5216 0.1576 
Within Ss 54 2.16126 
Frequency 0.14222 0.14222 26.64 .0001 
FreQ x group 0.00055 0.00055 0.103 
FreQ x Ss 
within groups 16 0.06542 0.00534 
Task 1 0.76125 0.76125 20.814 .0003 
Task x group 1 0.23347 0.23347 6.220 .024 
Task x Ss 
wi thi n groups 16 0.60056 0.03754 
FreQ x task 0.00500 0.00500 0.24 
FreQ xtask 
x group 0.00000 0.00000 0.00 
FreQ x task x pts 
within groups 16 0.33279 0.02060 
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not differ significantly. This result is not 
explicable in terms of the single-route model. 
Effects of imageability in repetition. 
In Chapter 3 it was demonstrated that 13 of these 
patients are significantly worse at comprehending words 
with a low imageability value. Many other p~tients' 
scores showed a trend in this direction, and no patient 
found it harder to comprehend high imageability words 
than low imageability word~. A single repetition 
route must predict that the worse over~ll performance 
is in repetition, the larger the imageability effect 
will be. The size of the imageability effect in 
patients' repetition was correlated with per~ormance in 
(a) repeating high imageability words, and (b) 
repeating non-words. The imageability x frequency 
list was used for this analysis. The proportion of low 
imageability words repeated correctly was subtracted 
from the proportion of high image~bility words repeated 
correctly to obtain a measure of the imageability 
effect. These measures were correlated wtth a) the scores 
from repetition of the RANT list and b) the scores from non-
word repet it ion. 
RESULTS 
There was no significant relationship between 
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imageabi11ty effect and repeating high imageabi11ty words 
(r = -.255), which is consistent with their being seperate routes 
for semantic and sub-lexical repetition. However there is a 
significant correlation between size of imageabi1tty effects and 
non-word repetition (r = .61, F = 10.08, df 1,18 p<.O 1). But when 
imageability effects 8re plotted ag8inst non-word repetition 
(Figure 5.2) it C8n be seen th8t 811 but five of the p8t1ents have 
image8bility effects close to zero (th8t is, no effect of 
image8bi11ty), and these other five p8ttents all have rather poor 
sub-lexical repetition. Little C8n be concluded from this since 
811 patients who 8re 8ble to repeat non-words will also be 8ble 
to repeat 811 re8l words, which will obviously yield no 
i mage8bi 1 i ty eft ect. 
5.4 A direct lexical route? 
The evidence so far h8S supported their being seperate lexical 
8nd sub-lexic81 routes. In order to eX8mine the hypothesis of a 
direct lexic8l route for repetition, it is necess8ry to look 8t 
individual patients' repetition and contr8st this with their 
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naming (as tested by the RANT Test) and their 
comprehension as described in Chapter 3. 
The patients' repetition performance can be grouped 
into 5 types: 
1. good repetition 
2. all repetition impaired because of word sound 
deafness 
3. no non-word repetition 
4. word repetition better than non-word 
repetition 
5. repetition of words and non-words equally 
impa.i red 
Patients with good repetition 
Patients who scored more than 95% on word repetition 
and more than 75% on non-word repetition were put into 
this category. There are six such patients; 0.1., 
M.H.~ C.J., V.W., E.W. and I.M. TABLE 5.3 shows their 
performance on aujitory lexical decision and syno~ym 
matching, as well as repetition and naming. 
Patients D.!. and M.H. were unimpaired on the non-ward 
repetition task, so are able to repeat at least single 
syllabled words via the sub-lexical route. If they 
we~e repeating words via the semantic route then their 
repetition should reflect their comprehension and 
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naming performance. 0.1. has a significant effect of 
imageability in synonym matching (F.E. z=2.82 p<.01). 
For DJ, repetition should therefore lead to errors on 
words of low imageability, which is not the case. 
TABLE 5.3 
Summary of Results for Patients with good repetition 
Patients 
D.I. M.H. C.J. V.W. E.W. LM • 
Word repetition • 96 1.00 1.0~ .99 .99 
Non-word repetition 1.00 .95 .80 .75 .75 -yr.:-• I _I 
Auditory 1 e;-~ i ca.l 
decision. .98 .98 .96 .96 .92 1 • 01Zi 
Synol"lym ma.tching: 
High i magea.bi I i ty 1.00 .66 .84 .95 .97 --+ 
Low imageability .76 .74 .84 .84 --+ 
Naming 1.00 3/60*.73 .75 .45 .45 
*Boston Picture Naming Test 
+written synonym matching High imagea~ility: .95 
Low imageability: .79 
For DI, repetition should therefore lead to errors on 
words of low imageability, which is not the case. 
M.H. has a major semantic deficit; she is severely 
impaired in synonym matching even with words of high 
imageability, so semantic repetition in her c~se would 
be severely impaired; yet she made 3/80 erro~s in word 
repetition and 1/20 errors in non-word repetition. 
The remaining four patients made either one or no 
mistakes in the eighty item imageability x frequency 
list, but four o~ five errors in rep~ating the non-word 
list. Does this constitute a lexical adva~tage in 
~epetition? One of the patients~ E.W., appears to 
have a mild auditory input impairment (see Chapter 3). 
This wbuld be expected to produce a slioht oroblem in 
sub-Ie~ical repetition but would perhaps have less of 
an effect on real word processing. Thus the 
discrepancy of .99 on real word repetition and .75 on 
non-word repetition could indicate a very mild 
impairment of sub-lexical processing. Clear:y, as 
with the first two patients all these patients have 
impairments to the semantic route, both in t~rws o~ 
=omprehension and naming. They cannot therefore be 
using the semantic route for repeating words. If four 
or five errors constitute a measureable impairment of 
sub-lexical processing, then their unimpaired 
performance on word repetition would be evidence for a 
third repetition route: the direct lexical route. 
However, it is possible that there is some lexical 
advantage to sub-lexical route repetition (for example 
in terms of frequency of co-occurence of phonemes), so 
this slight discrepancy between word and non-word 
repetition could be considered to be a sub-lexical 
route operating sufficiently well to repeat real words 
correctly, but not maximally as in the case of D.l. and 
M.H. where even non-words are repeated correctly. 
Patients ~ho are unable to repeat non-words. 
Three patients were unable to give any correct 
responses in non-word repetition. Their reSDon:es are 
summarized in TABLE 5.4, and they are patients E.S., 
I'1.K. and D.R.B. E.S. is the patient earlier de:cribed 
a: "word-sound dea.f ", and therefore is i mpai red at 
identifying the acoustic repre:entations at input. 
Since this level of proce::ing is common to all 
repetition routes, an impairment here should affect 
real-word and non-word repetition and indeed this is 
the ca:e~ he is only able to repeat one item from the 
imageability x frequency list and no items from the 
non-word list. 
TABLE 5.4 
Summary of results for patients unable to repeat 
non-words 
Patients 
E.S. M.K. D.R.E:. 
Repetition 
High Imageability .03 """" • ..J.~ .75 
Low Imageability • (2)(2) .38 .13+ 
Non-word Repetition .121121 .12I1J .00 
Auditory Le>~ i cal Decision .68 .68 .98 
Synonym Matching 
High Ima.geabi 1 i ty .79 .95 .95 
Low Imageability .63 .76* .60+ 
Na.ming .2121 .9121 1. 0~ 
+ DRB shows a significant effect of imageability in 
synonym matching (Fisher Exact Test~ z=2.63, p<.Cl) and 
in repetition (Fisher Exact Test, z=4.97, p<.m~l) 
* MK shows a significant effect of imageability in 
synonym matching (Fisher Exact Test, z=1.94, p<.0S) 
M \( iI b (Z.~ h(A\f e Cl \ e.s s se ve.re re p e.hll '0\'\ 
Limpairment; they are unable to repeat any non-words 
correctly, but are able to repeat some real words 
(MK 36/80 and DRB 35/80). They both make more errors 
in comprehending low imageability words than high 
imageability words (see synonym matching test). DRB 
is significantly better at repeating words with high 
imageability values than words with low imageability 
values. Although MK's imageability effect in 
repetition does not reach significance in this 
particular test, it does so in longer tests of 
repetition. Thus word repetition appears to be carried 
out by the semantic route. If they were repeating via 
~n intact lexical route, DRB's word repetition would be 
unimpaired J since his auditory lexical decision is 
unimpaired as is his concrete word naming. Either 
there is no direct lexical route; or if there is such 
a route and it is impaired in DRB, it must b9 the 
access from the input to the output lexicon which is 
impaired in his case, since the lexicons are 
un i rnpa.i red. If there is such a route to be impaired, 
this requires there being two lexicons: an auditory 
input lexicon in some sense separable from the 
phonological output lexicon. Thus if there is ~ 
direct lexical route for repetition, there must be 
separate input and output lexicons. 
Patients ~ho are better at repeating ~ords than 
non-~ords. 
Eight of the patients, while having impaired 
repetition, are better at repeating words than 
non-words (See TABLE 5.5), although unlike the previous 
three patients they do have some ability to repeat 
non-words. ~ven if there is an advantage in the 
sub-lexical route for r~al-wordE, such that, roughly 
speaking, non-words are only repeatet 75% as well as 
real words Cas suggested by the first patient group 
reported), six of these patients (all except Fe and 
ABa) have a mare substantial lexical advantage. For 
these six patients the number of non-words repeated as 
a proportion of high imageability words repeated is as 
fellows: Cl = .66, DM = .51, KJ = .48, FM = .32, NH = 
.26 and AD = .32. 
If this lexical advantage cannot be explai~ed in terms 
of a property of the sub-lexical route~ then patients 
must be using either a semantic route or a direct 
lexical route. As I have previously argued, if they 
are using a semantic route, then their repetition 
should show the same properties and im~airments as 
their comprehension and naming. 
TABLE 5.5 
Summary of results fo~ patients who have 
a le~dcalitv effect in repetition 
PCltient 
C.L. F.C. D.M. A. Ba. K.J. F.M. N.H. A.D. 
Repetition 
High Image .98 .88 .98 .73 .93 .93 • 78 .... .0·::'· 
Low Image .98 .85 .95 .65 .90 .88 .55+ .40 
Non-word 
Repetition .65 ' co .0-' .5el • 5(21 .45 .3~ .2e; .20 
Lexical 
Decisic.n .80 .98 .94 .98 .96 .91Zt .'i'2 .78 
Synonym 1'1. 
High Image 9r::: . .... .89 1.00 *.;:. .97 9'"' . ..... .74 
** 
Low Ima.ge .82 .58 .82 
** 8"' . - .76 .53 *"fI-
Naming .30 • ·61Zl .58 .18 .48 .63 .5~ .20 
** unable to attempt this test; 
on written triads version: 
High ImClgeability Low Irnagee>.bility 
AEa .79 .63 
AD .68 
.68 
+ significant effect of imageability in repetition 
(Fls~er Exact Test, z=1.85, p<.e.5) 
Significant effect of imageability in synonym matching: 
NH and KJ (p(.05) 
DM and FC <p(.01) 
CL repeats 98% of the imageability x frequency list 
correctly, but is able to name only 30% of the pictures 
in the RANT. However since CL has an impairment of 
visual semantics this could account for his poor 
performance on the naming test. His synonym matching 
score, although impaired, is not severely so; he could 
be using semantic route repetition. 
FM has rather poorer repetition (High Imageability 
words .93, Low Imageability words .88) and again only a 
slight impairment in synonym matching (hi im .92 10 im 
.76), where there is no significant ef~ect of 
imageability. His naming is also imp~ireo (.63) I but 
given that direct comparison of difficul~y across tests 
cannot be meaningfully made, this could be comp~tible 
with his repeating via his impaired semantic route. 
NH has a signific~nt effect of imageebility in both 
reoetition and comprehension, so ag~in could be using a 
semantic route; but she is also impaired in nam~ng 
(.5), which could arguably make her repetition via the 
semantic route worse than her comprehenSion, since it 
will also have to utilize the impaired output rout~. 
Like FM, however this is difficult to quantify, so 
semantic route repetition could be a possible 
explanation for her advantage in repetition o~ real 
P~qe 167 
words. 
DM repeats .97 of the image x frequency words 
correctly. He has a significant effect of 
imageability in synonym matching so repetition purely 
via the semantic route should produce errors on words 
of low imageability. He named only 58% of the 
pictures in the RANT, and since there is no evidence 
that he has any visual semantic impairment, this should 
mean that semantic route repetition would p~odu=e 
errors in repeating even high imageability words. 
~his patient apoears to be repeating at least some 
words by a direct lexical route. 
KJ has a very similar profile to DM; he has a 
signficant effect of imageability in synonym matching 
but in repetition he repeats 93% of high imageabiiity 
words correctly and 90~: of low imageability words. 
His naming is impaired (.475) and again there is no 
evide~ce to suggest he has a visual agnosia. 
AD repeats 63% of high imageabilitv words correctly~ 
despite bei~g entirely unable to do the synonym 
matching test in a spoken form, being severely inpaired 
in the spoken word to picture version o~ PyramidE and 
Palm Trees (34/52 correct) a~d only n~ming 2C% o~ the 
RANT correc·tl y. Sne is another patient who appears to 
be using a direct lexical route for repetition. She 
has, however, significant effects of both imageability 
and frequency in repetition, suggesting that she is 
sometimes using the semantic repetition route and 
sometimes the direct lexical route (the frequency 
effect being rel~ted to the naming problem) 
Patients whose word and non-word reoetition are equally 
iFlpair@d 
AH is CI.ble to repeCl.t 751. of non-words, but only e)./. of 
rc:al wwrds (SL~bstanti all y 1 ess thCl.n the "I;;?Ood 
repeaters"). Furthermore, he is significantly bette~ 
at repe2ting high freouen=y war-cia then low freouency 
words. Since he was the only patient to show an 
effect of frequency in this repetiton test he was asked 
to repeat another list to replicate the effect. AH is 
not repeating via the semantic route, since he h~s a 
significant effect of imageability in synonym matching. 
but not in repetition. He has an impairment in 
lexical access, as indicated by his poor le~ical 
decision score; it may be that he is able to repeat 
high-frequency w~rds via the direct lexical route, but 
is forced to use the sub-lexical route for repeating 
low frequency words. 
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TABLE 5.6 
Summary of results for patients whose word 




High Imageability .85 .5121 
Low Imageability .78 .25 
Non-word Repetition .75 .35 
Auditory Lexical Decision 7-' . .. .84 
Synonym matching 
High Imageability 1. CIa 
Low Imageability .58 .89 
Naming .63 .25 
A.H. shows a significant effect of frequency in 
repetition (Fisher Exact Test, z= 2.28, p<.12I5) and a 
significant effect of imageability in synonym matching 
(Fisher Exact Test, z=3.16, p<.12I1211) 
E.C. shows a significant effect of imageability in 
repetition, (Fisher Exact Test, Z=1.B5, p<.12I5) but the 
dispari ty is not si g-ni f i cant in synonym matc:hi ng 
(z=l. 53) • 
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E.C. is severely impaired in non-word and real word 
repetition. E.C. repeats .38 of real words and .35 on 
the non-word list, despite having a significant effect 
of imageability in both repetition and in synonym 
matching. The fact that she performs equally well on 
real and non-words, despite the imageability effect, 
suggests that she is repeating at least some high 
imageability words by the semantic route, and is 
repeating other words by the sublexical route. 
To test this hypothesis, she was asked to repeat the 
words from the imageability x frequency list again, 
this time with lip reading, which I shall argue in a 
later chapter supports sub-lexical route repetition. 
Without lip reading she repeated 5~% of high 
imageability words correctly and 25% of low 
imageability words; with lip reading she repeated 33% 
of high imageability words and 30% of low imageability 
words. So when she was allowed to lip read, there was 
no longer any effect of imageability. 
5.5 Do partiallv functioning routes combine? 
An alternative explanation for the better perfomance of 
some patients in repeating real words over non-words is 
that two partially functioning routes, i.e. the 
sub-lexical and the semantic routes produce enough 
information between them to yield the correct result. 
Only three patients make semantic errors in repetition, 
MK, ORB, and ES; they are the only three patients who 
are entirely unable to repeat non-words. It may be 
that a partially functioning sub-lexical route is able 
to support the lexical route at the level of 
phonological output. If this were so, this 
phonological information would be incompatible with the 
activation produced by a semantic error, which would 
typically have no phonological relation to the target. 
This would entail the pattern of semantic errors only 
occurring with a non-functioning sub-lexical route 
<Howard 1985). However, the alternative account of 
some patients being able to use direct route repetition 
would also predict this pattern of results. 
The patients who have some ability to repeat non-words 
and real words may be using a combinatior of the 
semantic and the sub-lexical repetition route, so their 
ability to repeat words should be predictable given 
knowledge of their comprehension, naming and non-word 
repetition impairments. To what extent is this true 
in these patients? 
Figure 5.3 compares Ee's performance with that of DM~ 
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Figure 5.3 : Surmary of results for EC , AD I KJ & Ili . 
too difficult even to attempt, the test of 
comprehension used here is the spoken word to picture 
version of the Pyramids and Palm Trees Test. Because 
Pyramids and Palm Trees only tests picturable items, 
the repetition results from the RANT have been used, 
rather than from the other test, which of course 
includes words with low imageability values. EC's 
comprehension is as good as KJ's and OM's, but her 
non-word repetition is worse and she entirely fails to 
show the difference between real word and non-word 
repetition shown by OM and KJ. The only explanation 
for EC's apparent lack of ebility to use combined 
routes is her poor naming, leading one to the 
conclusion that both naming and comprehension must 
achieve some minimum level, irrespective of performance 
on non-word repetition, before both routes can combine. 
Even if this conclusion were tenable, it founders when 
one considers patient AD. AD shows a similar pattern 
of results to DM and KJ, but is more impaired at all 
tasks. She achieves a lower score than EC on naming, 
Pyramids and Palm Trees and non-word repetition, but is 
much better at repeating real words. If she is I..\sing 
a combination of routes, then there is no reason why EC 
should be unable to do so. That AD is (some of the 
time) using a direct lexical route to repeat, w~ic~ is 
unavailable to EC, is a much better explanation of the 
data. 
The particular patterns of impairment shown by these 
patients suggest that there are three routes by which 
words can be repeated; a sub-lexical route, a direct 
lexical route and a semantic route. Sub-lexical 
repetition is independent of sub-lexical reading until 
the point at which phonology is accessed, but there is 
some evidence to suggest that sub-lexical writing to 
dictation depends on p~ior phonological access. If 
there is a direct lexical route there are independent 
input and output lexicons. 
There was no suggestion in these findings that tha 
sub-lexical route is sensitive to the lexi~al property 
of word frequency. The next chapter considers the 
types of error made in repetition. It particularly 
explores the properties of the sub-lexical and 
lexical/semantic routes. 
CHAPTER 6: 
Assembled vs addre~~ed phonologv (and other errors) 
In the previous chapter, the patients' performance on a 
number of tests of repetition, reading and naming was 
considered. This chapter presents analyses of the 
error data obtained from those tests. The first 
analysis addresses the issue of whether particular 
types of error are more likely to occur on more 
infrequent or more ~bstract words. The occurrence of 
neologisms is compared with the occurrence of 
phonologically related errors to determine whether they 
have a common origin. 
By comparison with performance in other modalities, it 
is established that phonologically relatEd erro~s 
c~nnot be attributed to an output phonological 
impairment. The rest of the chapter is devoted to 
distinguishing between errors of assembled and 
addressed phonology. 
Errors are classified in the following ways: 
1. no response. 
2. phonologically related real words (where at 
least half the phonemes in the respons~ occur in 
the target). 
3. phOnologically related non-word errors (where 
at least hali the phonemes in the responSE OCcur 
in the target). 
4. neologisms (where the response is neither 
phonologically related, nor a real word). 
5. unrelated real word errors. 
6. semantically related errors. 
7. circumlocutory errors, where the response is 
semantically related, but comprises more than one 
wor-d. 
8. derivational or inflection~l errors (there were 
very few of these, they will not be discussed). 
6.1 Possibl~ loci o~ different ~~~or tyoe~. 
The first category of error is 'no resoonse'. Of 
courSE, this is a very difficult error to interpret; 
one cannot determine whether there is a failure to 
access at some level or whether errors are being edited 
out. 
If phonologically related errors arise in the 
lexical/semantic system, they should ter.d to be 
phonol ogi cc?ll y rel ateci r-eal word errc·rs (ilddressed 
phonology in Patterson's 1981 
errors could be caused by (a) 
terminology) • These 
incorrect access to the 
auditory input lexicon, (b) an imOilirment of processing 
between the lexicons, or- (c) an impairment in, or from, 
the phonological output lexicon. If phonological 
e~~o~s a~ise at the level of p~e-Iexical audito~y 
analysis, in acoustic to phonological conve~sion o~ at 
the level of phonological assembly, then they should 
tend to be phonologically related non-wo~d e~~o~s 
(assembled phonology acco~ding to Patte~son 1981). 
Howeve~, many of these may by chance be ~eal wo~ds 
(what Butte~wo~th (1985) calls jargon homophones). 
Mille~ and Ellis (1987) suggested that phonologically 
related non-word e~rors in naming should show effects 
of decay acrcss positions in the word if they are a 
~esult of a defective response buffer; but these 
autho~s i~ ~act failed to find any significant pcsition 
effect~ in thei~ patient R.D. 
~eclogisms may arise in the same way as phonologically 
related non-word errors and may merely be severe e~ro~s 
of this fo~m. A~ alte~native theo~y is that 
neologisms a~e spontaneously gene~ated at the level of 
pho~ological assembly when the~e is no usable 
infor~ation at all accessed at the level of 
phonological output and the patient is required to make 
a response. 
semantic e~~O~S a~e p~oduced when the cor~ect meaning 
is not suffiently specified or when info~mation from 
the semantic system is not stable. Semantic e~ro~s 
indicate that the patient must have been able to access 
some part of the meaning. Circumlocutory errors 
presumably indicate the same thing: these are 
definitions "explaining" the meaning of the word that 
the patient is attempting to repeat. 
TABLE 6.1 
Repetition of Imageabilitv x Freouencv Li~t: Numbpr of 
Errors. 
No Response PnonRW PhcnNW Ne!:! 1 
E.W. 1 
E.S. 36 6 4 1 1 
A.l). 17 8 2 
A. By·. 13 1""!" ._' 
1"1. K. 14 2 
E.C. 1 1 18 9 
A.H. 10 4 
C.L. 2 
A. BC' .• 15 2 
F.M. 4 
N.H. 2 13 8 
M.H. 2 1 
K.J. 4 2 
D .11. 2 
F.C. 8 1 
D.F~.B. 33 3 2 
I. M. 1 
TABLE 6.! (cont.) 
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Unrelated real word errors generally have an obscure 
origin. There are many ways in which they could be 
generated. They could be "mixed" errors (e.g. 
auditory -? semantic -) phonological) which are so 
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distant from the target as to evade detection. Some 
errors at least appear to be persE'verations of whale or 
part previous responses. Other words could simply be 
randomly-generated probably high frequency words, a 
kind of lexical analogue to Butterworth's random 
phoneme generator. 
The number of errors of each type for each of the 17 
patients who make e~rors in real word repetition can be 
seen in TABLE 6.1. 
The effect of Nord i"ageability and Nord frequ@ncv on 
error t~.'pe. 
To determin9 whether either word im~gEability or word 
frequency affecteo the types of errors mace in 
repetition, a 3-factor ANOVA assessed the effects of 
patient, word frequency and word imageability on the 
proportions of total errors, no responses, semantic 
errors and phonol ogi ca.l i y reI ~.ted errors. Tr,ere IoloEl.: =-
main effect of patients on all error types, but since 
there was also a large effect of patient on total 
proportion of errors (F=28 df 19,57 p<.005), this is 
merely indicative of different levels of severity. 
There were also main effects of both imageability 
(F=II.5 df 1.57 p<.e~5) and word frequency (F=7.1 df 
1,57 p<.005) on the total number of errors. This is 
to be expected given the findings in the previous 
chapter (a) that patients tend to make errors on less 
frequent words and Cb) that several patients are 
significantly better ~t repeating high than low 
imageability words, while no patient in this set is 
better at repeating low imageability words. The 
interaction of word imageability and word frequency wa~ 
not significant (F=0.3 df 1,57 n.5.). 
The only remainin~ significant main effect ~as o~ 
imageability on ne re5p~nse e-rors (F=11.7 df 
Patients were more likely to produce no 
response if the stimulus was a low imsge&billty word. 
This suggests that on at least some occasions no 
responsE errors are attributable to a failure to acce~s 
adequate information in the lexical/semantic system 
rather than to inadequate information further on in the 
production process or to monitoring out of incorrect 
responses. 
6.2 Npoloois'Tls 
If neologisms are severe instances of phorologically 
related errors, then neologisms should only occur in 
patients who make a large number of phonologicallv 
related errors. In other words, as phonologicallv 
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related errors increase, the rate of neologisms should 
also increase. This should be particularly true for 
phenologically related non-words since both these 
errors and neologisms must be produced via an 
impairment of assembled phonology. 
Data from the thirteen patients who made more than ~our 
phenologically related errors in repetition were used 
for this analysis. Phonologically related real words, 
phenolegically related non-words and neologisms 
occurring in repetit{on and reading of the im.geability 
x frequency list, in repetition and reading ef the 20 
item non-word list and in naming of the RANT w~re all 
expressed as proportions of total stimuli. 
A series of correlations were carried out, each time 
with neologisms as one of the measures. The effects 
of phonologically related non-words and phonologically 
related real words were examined separately for each 
task in each modality. The results can be seen in 
TABLE 6.2. 
There was a significant relationship between neologisms 
and phonologically related non-words in real word 
.repetition, real word oral reading and in naming. No 
effects of phonologically related real words reached 
significance. Thus as predicted, the more 
phOnologically related non-word errors are made!. th2 
more likely it is it that neologisms will be produced, 
supporting the theory that for these patients at least, 
neologisms are a severe form of phonologically related 
error. 
TABLE 6.2 
Correl~tion~ betw~e~ neologism~ and phonologicallv 
rElated errors 
Regression* neologisms ar.d: 
TASK PhonRW err 0:"'" S PhonNW errors 
Real word repetition F=3.98 ns. F=14.2E: p<.e,~5 
Non-word repetition F=0.34 ns. F= 2.75 ns. 
Naming F=3.95 ns. F=32.82 p<.t?te5 
Real word reading F=4.89 p<.05 F=59.39 p<.IZlC5 
Non-word reading F=IZl.70 ns. F= 0.1Zl2 ns. 
*df 1,11 in all c ..... ses 
The relationship between phonologically relate~ erro~s 
and neologisms in reading and repeatIng non-words W?S 
not significant. This was rather surprisin9, giv~n 
the real word test results; but for repetition at 
least, the lack of significance may h~ve been due to 
the very small data set for neologisms in non-words, 
because the original stimulus set was so small. 
Although this would seem to be evidence for neologisms 
being produced by the same mechanism as phonologically 
related errors,it is important to notice that none of 
the twenty subjects in this study corresponds to the 
classical description of a patient with neologistic 
jargon aphasia, su~h as R.D. (Ellis, Miller and Sinn 
1983; Miller and Ellis 1987). It is likely that the 
neologisms produced by jargon aphasic patients are 
quite different in character and 'are produced by a 
mechanism such as a random phoneme gene~ator. 
A.3 Are ohonolooiral ~rrors modalitv s=e=i~ic? 
If phonologically related real word errors were jargon 
homophones, and all phonologically related errors were 
impairments in assembled phonology, then these errors 
could simply reflect an impairment at the level of 
ph<:lnol ogi cal output (Ilresponse bL\ffer 11 i r. the M:lrton 
1970 or the Patterson and Shewell (1987) model) If 
this were so then the same impairment should be found 
in all tasks which require spoken output, irrespective 
of modality, i.e. repetition, oral reeding and naming. 
TABLE 6.3 
Phonol ogi CCI.}} y related errors as Cl. proportion 
of total errors 
Repetition Naming Reading 
Non-word Real-word Non-word Real-word 
E.S. .3121 .13 '"''"' • .If- ... .15 • 18 
A.D. .Sl • 49 .26 .61 .59 
A.By. .79 .60 .121121 .67 .60 
M.K. .65 .36 .1210 .121121 .08 
Le. .92 .54 .37 • ~121 .., .... .. I"':' 
A.H. 1. 0:zt .93 .08 .t:il2l .04 
A.Ba. .43 .16 .03 .25 .10 
F.N. 1. 010 .5121 .20 .71 1. 0121 
N.H. .88 .78 .09 .80 .41 
K • .]. 1. 121121 .86 .10 .1210 .. 1:. 
D.M. 1. 1210 .67 .05 .75 .50 
F.C. 1.m~ S'"' . - .13 .67 .64 
D.R.B. .... 1:' a4.-..J • 11 .1210 .15 .03 
Regression real 
word repetition CI.ne: : df F 
1> Naming 1,11 0.013 ns. 
2) Real word reading 1,11 0.675 rlS. 
3) Non-word reading 1 ~ 11 0.636 ns. 
4) Non-word repetition 1 , 11 47.588 p{.00S 
Thus there should be a significant correlation between 
the occurrence of phonologically related errors in both 
naming and oral reading with this error type in 
repetition. The imageability x frequency test was used 
for the repetition and oral reading data, the RANT for 
the naming data. The same thirteen patients were 
included who had been used for the previous analysis. 
The proportion of phonological errors was measured 
first as a proportion of total stimuli and then as a 
p~oportion of total errors. 
TABLE 6.3 shews the number of phenologically related 
er~ors per patient as a propo~tion of all errors. The 
correlation between phonologically related errors in 
repetition and (1) namin9 and (2) reading does not 
reach significance. This does not support the notion 
that phonologi=ally related errors are arising at the 
level of phonological assembly. 
The same analysis was used to examine the relation£hip 
between the probability of phonologically related 
errors in non-word repetition and phonologically 
related e~rors in real word repetition, as a proportion 
of total errors. 
df 1,11 p<.005). 
This was highly significant <F=47.59 
Figure 6.1 shows an extremely linear 
distribution when the proportion of phonologically 
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plotted against those produced in response to 
non-words. If errors are not a reflection of a 
phonological assembly problem, and given the evidence 
presented in the previous chapter for separate 
repetition routes, this is initially a surprising 
result. Neither can it be the result of a common 
input problem, since there is only one patient with a 
significant word sound deafness. 
The significant correlation may simply be attributable 
to the fact that if patients have an intact sub-Iexic~l 
system, they will not make errors in repetition 6t all. 
If the system is impaired, the only possible error 
types via the sub-lexical system are no responses or 
phonologically related errors; otherwise non-words will 
be repeated as (similar) real words. It is therefore 
very likely that patients producing phonologically 
related errors in real word repetition will also make 
them in non-word repetition. The other pattern of 
impairment would be phonologically related er~ors in 
non-word repetition co-existing with no such impairment 
in real word repetition. Patients with good real word 
repetition have net been used for this analysis, but in 
fact such a pattern exists (e.g. In non-word repetition 
VW and CJ make 5 and 4 such errors respectively, but 
make no errors in word repetition). 
6.4 Word freguency of phonologically related errors 
One notion of how phonologically related real word 
errors arise in the lexical/semantic system is that 
when the correct word is underspecified in some way, 
resulting in a failure of access, then a high frequency 
word of that general phonological form will be likely 
to be accessed instead. The phonologically related 
real word errors from both the imageability x frequency 
list and the RANT were taken, and the word frequency 
fo~ each stimulus item was compared with the word 
frequency of the response. See TABLE 6.4 
There is no pattern of response for the group as a 
whole. The majority ef patients produce errors which 
are~e~~r~\~ of higher frequency than the target 
words; but three patients, (E.C., A.D. and A.By.) all 
produced errors which were in the main lower in word 
frequency than the target items. 
TABLE 6.4 
Phonologically related real-word errors; word frequency 
(for patients who make more than 4 phonologically 
related real word errors) 
No. of errors where No. of errors where 
response is of lower response is of higher 
frequency than target frequency than target 
E.C. 16 10 
A.By. 12 7 
A.D. 9 5 
- C' t:. • ....,_ 6 8 
K.J. 3 3 
M.K. 6 13 
F.M. ~ "-' 6 
A.H. 3 6 
F.C. .... ...' 8 
N.H. 5 9 
6.5 Phonologicallv related errors; wordness vs length. 
While phonologically related non-words will perforce be 
indicative of an impairment in assembled phonology 
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(since these are all fluent patients who, by 
definition, have no dyspraxia or dysarthria), a 
proportion of phonologically related real words may be 
jargon homophones. Since assembled phonology is not 
sensitive to lexical factors, then jargon homophones 
will occur by chance, and will therefore tend to arise 
from stimuli which are phonologically similar to a 
large number of other words. The number of 
phonologically similar words a werd has is closely 
related to its length; that is the shorter the word the 
more similar real 'words there will be. If jarg~n 
homophones are occurring in this way~ then short words 
will tend to give rise to more phonologically related 
word errors, whereas longer words will tend to produce 
phonologically related non-word errors. 
The phonologically related errors from the imageability 
x frequency list were used for this an~lysis. The 
majority of the words in this list were either 3, 4, or 
5 phonemes in length, so stimuli with fewer tha~ 3 or 
more than 5 phonemes were discarded. The errors were 
divided into phenologically related real words and 
phonological related non-words and were exoressed as a 
proportion of the total number of stimuli of that 
phoneme length. (see Figure 6.2) 
As predicted, there were a high number of real word 
• Phonologieally related real words 
0.10 o Phonologically related nonwords 
'" ~
'" C 0.08 roO 
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errors for 3 and 4 phoneme words (.09 in both cases) 
which dropped to .025 for longer words. For 
phonologically related non-words there was a quite 
different pattern: the longer the word, the higher the 
proportion of non-word errors. A similar analysis was 
carried out on responses taken from the non-word list, 
but unfortunately, nearly all the items in this list 
are 3 and 4 phoneme; only one non-word was 5 phonemes, 
. 
so it was impossible to look~at the proportion of real 
. 
to non-word errors at the critical length. For 3 and 4 
phoneme strings, however, the non-word stimuli show a 
similar pattern to the real word stimuli, albeit with ~ 
higher over-all error rate. 
Although these results fit the jargon homophane account 
very well, there is another possible account tor these 
findings. It does not contradict this first account, 
but rather expands it. If a patient is using 
assembled phonology when producing errors, then how 
wordlike the string is should not influence 
performance; but the longer the string is. the more 
likely it is that errors will arise. If a patient is 
using addressed phonology, but has incomplete (auditory 
or semantic) information with which to address the word 
form, then s/he will access the word form that 
corresponds best to the avallable information. Here 
the number of neighbours the word has is critical; with 
a long word like crocodile, several of the phonemes 
could be incorrect or missing and it would still be the 
only possible candidate word, which would certainly not 
be true for the word cat. Thus not only are short 
werds more likely to yield phenologically related real 
words by chance, but also because patients who have 
impairments in the system which produces addressed 
phonology (that is the patients who make real word 
errors) will make more errors with short words th~n 
long ones. 
To test this hypothesis~ two patients were selected, 
one who Clppeared to be using addressed phonology and 
one who a.ppeared to be using co.ssembl ed phonology. MV 
was entirely Llnabl e to repeat non-words and tended to 
produce phonologically related real word errors which 
were higher in frequency than the stimuli. EC was able 
to repeat some non-words, and moreover seemed equally 
impaired in repeating real words and non-words; unlike 
MK she tended to produce phenologically related real 
word errors which were lower in frequency th~n the 
st i mLII i . If MK is using an impaired lexical/se~&ntic 
route to produce addressed phonology then he should 
.have greater difficulty with short words than long 
ones; EC should show the opposite effect if she is 
using an impaired sub-lexical route to assemble 
phonology. 
TABLE 6.5 
Syllable length and repetition 
(Proportion correctly repeated) 
Number of syllables 
1 2 3 
M.K. .73 .90 
E.C. .56 .13 .00 
MK and EC were each asked to repeat,a list of ninety 
words, thirty one syllable, thirty of two syllables and 
thirty of three syllables. matched for frequency and 
imageability. See TABLE 6.5 
MK was significa~tly better on the three syllabled 
words than the other words (see Chapter 4); EC was best 
at one syllable words, worse at two syllable and was 
unable to repeat any of the three syllabled words 
correctly (Jonkheere Trend Test, z= 5.01, p<.0~1). 
6.6 Do phonemes decay? 
The phonologically related errors in the repetition 
corpus were analysed to see if phonemes at the ends of 
strings were more likely to be incorrectly repeated 
than those at the beginning. Phoneme positions were 
assigned according to the method devised by Wing and 
Baddeley (1980) for letter position; the first and last 
phonemes were assigned to the first and fifth positions 
respectively and other phonemes assigned symmetrically 
across the five positions (see Appendix 5). Errors 
taken from the imageability x frequency list, the RANT 
list and the non-word list were all analysed 
seperately. Phonologically related errors were also 
analysed from the naming version of the RANT. From the 
total number of stimuli per position and the tot~l 
number of correct phonemes produced wi~hin the words, 
the expected distribution of the phonemes across tne 
positions was calcGlated (as described by Mille- and 
Ellis 1987). The results are shown in TABLE 6.6. 
For all three repetition tasl~s the distribution of 
correct phonemes is significantly different from the 
predicted distribution. In all cases there were an 
excess of errors in the fifth position relative ~o 
predicted values. The distribution of correct 
phonemes in the naming task was not significantly 
different from the predicted oistribution~ but this may 
have been because tnere were far fewer errors in this 
corcus. (The same exolanation holds f~r the ~mali 
effect in the case of repetition of the RANT list.) 
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TABLE 6.6 
Phonologically related errors in repetition and naming. 
POSITION EFFECTS 
1)Repetition of image x freq list: 
POSITION 
1 2 4 5 TOTAL 
Target Phonemes 166 95 108 95 166 630 
Phonemes corre=t 1~4 69 79 72 83 412:7 
Predicted distr. 112.0 64.1 72.9 64.1 112.0 
'1 X. . (4) =27.08, p< .001 
2)Repetition of RANT list: 
PDSITIOI-.l 
1 2 "'!" .... 4 5 TOTAL 
Ta.rget phonemes 86 39 65 39 86 315 
Phonemes correct 4-I 25 49 25 41 187 
Predicted distr. 51 23.1 38.6 23.1 51 
). Y- (4) = 38.16, p{. 01Zl1 
TABLE 6.6 (cont.) 
3)Repetition of non-words: 
POSITION 
1 2 4 5 TOTAL 
Target phonemes 158 66 98 66 158 546 
Phonemes correct 110 53 67 72 
Predicted distrib. 102.7 42.9 43.6 42.9 102.7 
Y--
).. 
(4} = 41. 79 
4)Naming RANT list: 
POSITION 
1 .., - 4 C'" 
"" 
.;;. ,_I TOTA~ 
A Ta.rget phonemes 39 16 30 16 38 139 
B Phonemes correct 26 9 18 17 20 90 
).. ~ (4) = 2.37 NS. 
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Although there appeared to be an effect of decay when 
the data as a whole were analysed, a patient by patient 
comparison of number of position 1 phonemes produced 
correctly with the number of position 5 phonemes 
produced correctly indicates that three patients were 
responsible for this significant effect. (see TABLE 
6.7) 
These three patients were EC, ABy and AD, all of whom 
had impaired le~ical decision, severe ~nomia and an 
impaired, but partially functioning, sub-lexical 
re~etition route. They were also the three patients 
who produced responses which were less frequent than 
the stimuli. Decay appears to be a feature of an 
impairment in assembled phonology. 
Because no individual patient yielded sufficient data 
to do the kind of analysis used above, it was carried 
out on the phonologically related errors made by EC 
when repeating the syllable length list. BecCl.use Mf< 
is using addressed phonology, he should not show any 
. decay effect and so his errors on the syllable length 
list were also analysed for position effects. The 
results are shown in TABLE 6.B. 
TABLE 6.7 
Phonoloaically rel~ted errors: position analysis for 
e~rh patient 
(for patients making more than 4 errors) 
First position error Fin~l position error 
M.K. 8 8 
A.H. 7 4 
F.C. 5 3 
E.S. 3 4 
N.H. 12 7 
A.By. ~ 16 
- ~ ~.~. 9 16 
A.D. 5 9 
As predicted E.C.'s errors by position differ 
significantly from those predicted; MI('s do not. 
Figure 6.3 shows the proportion of phonemes correct for 
e~ch position for both of these patients and it can be 
seen that EC shows a linear effect of decay. 
MIller and Ellis (1987) considered that decay was ~ 
property of an impaired response buffer; if this is so 
then EC's naming should also show decay. 
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Unfortunately neither she nor any of the other patients 
produced sufficient phonologically related errors in 
naming to make a position analysis possible, but if it 
were a response buffer problem EC should show exactly 
the same effect in oral reading. She was asked to 
read the words from the syllable length list which had 
been used for the repetition analysis. 
The results of a position analysis on these data can 
also be seer. in TABLE 6.8. Her performance does not 
dif~er significantly from the predicted performancE; 
Figure 6.4 contrasts this performance with her 
repetition of the same list. Unlike her performance 
in sub-lexical repetition she is entirely uneble t~ 
read non-words, but still manages to ~ead 22/80 words 
correctly; in oral re~ding she uses addressed 
phonology. For this patient at least decay does not 
appear to be a property of an impaired response buffer, 
but rather a property of an impaired acoustic to 
phonological conversion system. 
TABLE 6.8 
Phonologicallv related errors in repetition 
and reading of syllable length list: position effects. 
l)Patient E.C.; Repetition: 
POSITION 
1 r:> 3 4 5 "'- TOTAL 
Target Phonemes 57 54 57 54 57 275 
Phonemes correct 43 36 21 21 16 137 
Predicted distr. 28.4 26.9 26.4 26.9 28.4 
l Y- (4) = 38.26, p< .01211 
2)Patient M.K.; Repetition: 
POSITION 
1 2 3 4 5 TOTAL 
Ta.rget phonemes 26 22 17 22 26 113 
Phonemes correct 14 13 7 13 17 64 
Predicted distr. 14.7 12.5 9.6 12.5 14.7 
.J-1-- (4) = 2.65, ns. 
3) Patient E. C. ; Reading: 
POSITION 
1 2 3 4 5 TOTAL 
Target phonemes 45 37 44 37 45 208 
Phonemes correct 21 23 29 21 24 118 
Predicted distr. 25.5 21 24.9 21 25.5 
?-)C (4) = 4.02, ns. 
In this chapter it was found that the patients, as a 
group, made more errors on words of both low freauency 
and low imageability. No response errors were 
associated with low imageability words, suggesting a 
lack of semantic specificity for such Wards. 
Neologisms tended to co-occur with phonologically 
related non-word errors, suggesting that, for tnese 
patients at least, neologisms are a form of 
phonologically releted error rather than being randomly 
generated strings. This may be because none of these 
patients are "jargon aphasics" • 
. If all phonologically related errors were produced at a 
phonological output level, then they would occur in all 
tasks involving this component; in fact the occurrence 
of phonologically related errors in repetition does net 
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significantly correlate with the occurrence of such 
errors in naming or reading. However, it is argued 
that phonologically related non-word errors reflect an 
impairment in phonological assembly, in the sense of 
being an impairment of the sub-lexical route. At 
least some phonologically related real word errors are 
due to an impairment in addressed phonology; that is, 
an impairment of the lexical/semantic route. Other 
phonologically related real word errors may be jargon 
homophones. An impairment in addressed phonology is 
associ~ted with a preponoerance of errors to shorter 
stimulus words and error-resoonses being o~ higher ward 
frequency than the target items. An impairment in 
assembled phonology is associated with more errors to 
longer stimulus w~rds, error. responses of lower 
frequency than the target items, and errors affecting 
the end of words. 
This "position" effect for errors of .... ssembled 
phonology suggests that in~ormation being processed by 
the sub-lexical system is decaying fast. Does this 
suggest th~t the sub-lexical route has some association 
with snort-term memory? 
this iSSLle. 
The next chap~er will ~ddress 
CHAPTER 7: Short term memory, sub-lexical repetition 
and lip reading 
Auditory short term memory tests obviously share 
peripheral processes with repetition, in that the 
information must be heard and articulated. Baddeley's 
articulatory rehearsal loop (Baddeley 1986) is 
otherwise not related to models of language processing, 
such as the 10gogen model (Morton 1979). There has 
been no reported case of a patient with impaired 
auditory short term memory having unimpaired 
sub-lexical repetition. In the previous chaoter it 
was shown that patients' errors in assembled phonology 
in repetition were affected by length and the errors 
tended to occur at the end of the string. It would 
appear likely that sub-lexical repetition is in some 
way dependent on the auditory short term memory system. 
This chapter explores the relationship between 
sub-lexical repetition and auditory short term memory, 
in one patient, DRB. 
It is well-known that lip reading can support auditory 
comprehension and immediate seri~l recell (Dodo and 
.Campbell 1987); it is not clear at what point auditory 
and lip read information converge. 
DRB will also address this issue. 
Experiments with 
7.1 Digit recall versus sub-lexical repetition 
If sub-lexical repetition is dependent on auditory 
short term memory then performance on digit span recall 
should correlate highly with the ability to repeat 
non-words. Nineteen of the 2~ patients (all except 
KJ) were given an immediate serial recall test, where 
they were given between 1 and 6 digits to repe&t. 
There were 4 items at each length and the test was 
abandoned when there waS 10e% failure at one length. 
The non-word repetition test was the 20 item list 
CI.lreac!y described. The fact th",t the two tasks sha:'"e 
peripheral processes means that there will be a high 
correlation be~ween them irrespective of whether there 
is a higher level relationship. However there will be 
the same correlation between digit span and real word 
repetition if it is merely attributable to peripheral 
factors. 
There~ore the results of repetition of the 8~ item 
imagsability x frequency list were also used. The 
results of theSE three tests are shown in TABLE 7.1. 
(S~an is calculated to the nearest number of items 
. recalled to within .5 of an item; i.e 2/4 correct at 
tha.t 1 evel • ) 
TABLE 7.1 
REPETITION AND DIGIT SPAN (proportion correct) 
PATIENT Repetition Digit 
Word NonWord Sp.an 
D1 1 • 0111 1. 00 4.5 
MH .96 .95 co co 
-.) • _I 
CJ 1. (£j~ .80 4.0 
VW 1.00 .75 4.5 
Ej.L) .9'7' .75 3.5 
11'1 .99 .75 3.G 
AH .83 -"c-. , .., 5. e. 
CL .96 • c:" . (: . .., 5.5 
Fe .86 .. I:" .0.., 4. v..' 
m-I .96 .50 1.5 
ABa .69 .5iO 2.~ 
EC .37 .35 1.5 
FM .91 .3~ ~.5 
NH .71 . 2 ill .., C" ..... ~ 
AD .51 .20 O.s 
ABy "",.' .'::0 • Hi 2.0 
t1f::: .45 1Z.0(2) e.5 
DRB .44 0.00 e.5 
ES r?~' • ID..:· 1Zl.0iZ 1Z:.5 
Wo~d repetition and digit sp.an. r = 0.673 
Ncn-wo~d repetition and digit span, r = O.64~ 
There are significant correlations between digit span 
and non-word repetition er = .844) and digit span and 
real word repetition er = .673); however, when the 
effects of real word repetition have been partialled 
out there is still a significant correlation between 
digit span and non-word repetition (F= 15.84, df 1,16 
p<.005). This suggests that when one of these tasks 
is impaired, the other will be also, and that this 
cannot be wholly attributable to auditory 
discrimination or articulatory problems, since 
This non-words correlate more highly than real words. 
result again supports the idea that sub-lexical 
repetition is dependent on auditory short term memory. 
7.2 ORB: Auditorv Comprehensio~ arid Repetition 
In the chapter on word imageability, it was 
demonstrated that DRB had no phonological impairment 
for direct auditory comprehension. (Table 7.2 gives a 
summary of data already presented) Although it was 
argued that he was impaired in comprehending abstract 
words, he performed at a normal level in tests o~ 
phoneme discrimination and auditory Ie>:ical decision • 
. Unlike the word-form deaf patient, MK, he does not 
mistake words or non-words for other phonologically 
related real words, and he is no more likely to repeat 
TABLE 7.2 
DRB - summarv of comprehension ~nd repetition. 
Phoneme discrimination tests 
Same/different judgments: 40 item cv list: .95 
cve non-word: .88 
eve real word: .94 
Spoken word/picture matching: cvc -) picture: .9G 
Lexicai decision 
160 item list 156/160 (vis = no e~rors) 
Synony~ ~atching 
Spoken Spoken->Wr-itter. ilJr it. ter, 
Hi Im 1.0 1.0 
Lo Im .60 .95 .95 
Repetition 
Howa~d Image x FreQ list: Hi Im .75 
La Im • 13 
Syllable length list: 1 Syll .7121 
2 Syll .67 
..::. Syll .71Z! 
Non-words: .0121 
long words correctly than short ones. He is a surface 
dyslexic, able to read non-words, and he only makes 
(occasional) phonological output errors on long words, 
suggesting an extremely mild phonological output 
impeirment. Despite this he is entirely unable to 
repeat non-words; he must thereiore have an impairment 
between auditory analysis and phonological output. He 
is also unable to repeat even single digits rellably; 
what is the relationship between these two ta5ks~' 
t~emendously by lip reading (so much sa that ~e 
eventuelly attended lip reading clesses). 
This s~emed intriguing given that he did not a~pear to 
have any input phonological impairment, so it was 
decided to investigate the effects of lio readi~9 on 
both repetition and comprehension. For the repetition 
test the 80 item imageability x frequency list from 
the PALPA battery was used. This is similar to the 
Howard list in that it comprises 20 hIgh imageabl11ty 
high frequency wores, 20 high imageability low 
freauency words, 20 low imageabili~y low frequenc\' 
words and 20 low imageabllity ~igh frequency wares, 
matched for ietter length. The list was prese~ted 
?~oe 233 
three times on three subsequent days. On the first 
and third days DRB was not allowed to see the 
experimenter's face, but used lip reading on the second 
day. Thus it was hoped to distinguish lip reading 
effects from practise effects. The results are shown 
in TABLE 7.3. Although there ~ a practice effect, 
there was a much larger effect of lip reading. 
(McNemar Test, 2nd and 3rd presentations, p<.001). 
This was especially true for abstract words, presumably 
because they are m~re impaired to begin with. 
TABLE 7.3 
Effects of lip reading 
l)Repetition of PALPA Image x Freq List: 
Day 1 Day 2 Day 3 
I2lLR WLR 0LR 
Hi Im .77 .95 .90 
Lo Im .07 .5121 .17 
Total .43 .73 ... ..,. • -I.';" 
TABLE 7.3 (cont.) 
2)Comprehension of Syllable Length x Abstractness List: 
WLR ~LR 
Hi Im .94 
Lo Im .30 .2~ 
To test the effect of lip reading on auditory 
comp~ehension, DRB was asked to define (ie give a 
one-word associatio~) to words he heard. The list 
comprised 90 high imageability and 90 low imageability 
words, of either one, two or three syllables. Since 
there was no effect of syllable length the results are 
collapsed across the length dimension. H~lf of the list 
was presented with lip reading, half without, and on 
another occasion the conditions were reversed, so 
presentation was co~trolled for practise effects. The 
results are shown in TABLE 7.3. Comprehension was 
significantly better overall in the lip read condition 
(McNemar Test, p<.~5) Although lip reading helps both 
repetition and comprehension of low imageability words, 
the effect appears much greater for repetition than 
comprehension (.08 -? .50 versus .20 -> .30); this may 
to some extent be due to the fact that different tests 
were used. Other explanations will be considered 
later. 
7.4 Phonological input and m~morv 
If DRB's inability to repeat non-words relates to an 
. 
inability to hold the sou~ds for phonological ~ssembly, 
then other taskS which require phonemes to be held in 
real time should be impaired. Far example tas~s which 
require segmentation Ehould be impaired, deEcit~ ~h~ 
fact that DRB is unimpaired in simple phoneme 
di~crimination tests. Three tests were given which 
fulfilled this requirement. The first test w~s 
another taken from the PALPA battery. It comprised 2 
lists each of 45 eve strings (both words and 
non-wards). DRB heard the string and then was shown 5 -lM~J..:~ o.~fVVCvJ-~ 
written lettert: With the first list he had to select 
the letter which correspo~ded to the initial sound of 
the string he heard; with the second list he had to 
select the letter corresponding to the final sound. 
Both lists were presented without lip readin~; 
subsequently the second list was presented a second 
time and DRB was allowed to lip read. The results are 
shown in Table 7.4. 
ORB performed fairly well on this task when he had to 
detect the initial phoneme, although he did make 7 
mistakes. However he did make significantly more 
mistakes (24) when he had to select the final sound 
(Fisher Exact, z=6.34 p<.001). With lip reading he 
made fewer errors on this list but the difference was 
not significant. 
The second test was a phonological equivalent of the 
"binary judgements test" described in the chapter on 
imageability. When DRB failed to repeat the word 
correctly, instead of being asked to select a synonym, 
he was asked to point either to the initial sound or 
the final sound (from a choice of two). He w.?s 
impaired at selecting the initial sound <.74); when 
asked to select the final sound his performance fell to 
the level of chance (.48). 
These two tests show that, despite the fact that DRB is 
able to do same/different judgments in phoneme 
discrimination tests, when he is required to segment 
phonemes he makes errors. This must be in some sense 
.an impairment subsequent to auditory analysis since DRB 
is able to reject non-words in lexical decision even 
where the critical changed phoneme is at the end of the 
word. 
The third task which requires phonological forms to be 
held and segmented is hearing two strings and judging 
whether or not they rhyme. DRB was given a 60 item 
TABLE 7.4 
"Seomentation" tl'>sts. 
l)Phoneme segmentation - PALPA TESTS: 
Initial sound .84 
Final sound .46 
Final sound with LR .58 
2)Binary phonological judgemen~s: 
Initial sound .74 
Final sound .48 
3)Rhyme Judgments: Spoken 
43/6() Correct 
Errors (N=15 pairs/condition) 
Not orth. not phone 3 
Orth. not phone 9 
Phone not orth. 2 
Phone and orth. 3 
Written 
46/00 
rhyme judgment test in both the spoken and written form. Of 
the thirty pairs which rhymed, 15 were orthographicolly similar 
(e.g. cream - team) while 15 were not (e.g. ~ - sum); of the 
thirty pairs which did not rhyme, 15 were orthographlcally 
simi10r (e.g. foot - boot) ond 15 were not (e.g. wine - crone). The 
results are shown in TABLE 7.4. ORB was impaired, and with a 
similor pattern of performance, on both the written and spoken 
forms of the test. 
7.5 Sub-lexical repetition and short-term memory; a model. 
If ORB has no phonological impairment in direct comprehens10n, 
but is impoired in holding phoneme strings, Is this the same 
impairment which makes it impossible for him to repeat non-
words? A model of auditory short term memory (after Monsell 
1987) is shown in Figure 7.1. If such 0 system, comprising a 
phonological input store (PSTS) and a phonological output store 
(or response buffer) and their connecting pathways, Is also the 
system partl ally ut 11 i sed by sub-l exi ca 1 repet Hi on, H woul d be 
possible to explain these results as well as the lip reading ones. 
Direct comprehension as well os lexical decision 1s carried out 
from audHory analysis (without any requirment to hold 
information at this leyel) Yia the auditory input lexicon 
to the semantic system. This 1s unimpaired for ORB until 
after lexical access; real word repetHion may also 
use this system. Non-words will be repeated 
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from acoustic analysis through the phonological short 
term memory store (where the input information may have 
to be hel d a.nd "parsed 11 in order f or output phonology 
to be available) to the response buffer via the 
c.oY\\',ed:1·f)~ r·l~.~vJCl:J: j (see Figure 7.1>. Since 
DRB's impairment is not at the level of acoustic 
analysis or in the response buffer, it must be either 
in access to the PSTS, in the PSTS itself or in the 
rehearsal loop. The fact that he is impaired at 
segmenting even short strings would suggest that he is 
impaired at the level of the PSTS or the acces~ to it. 
According to this model lip· reading information 
accesses the PSTS directly, so would improve 
performance substantially if the impairment were one of 
access, or i~ it was under-specification in the PSTS 
which was enriched by information coming from another 
source. Since DRB appears to have no problem with 
lexical access, then lip reading should not improve 
direct access to the semantic system, but should only 
improve sub-lexical processing. This would explain 
why there is a much smaller effect of lip reading for 
comprehension than for repetition. 
In an attempt to provide further support for this model 
the effect of lip reading on short term memeory tasks 






















7.6 Lip reading. short-term memory and repetition. 
Lip reading and digit repetition 
DRB was asked to repeat strings of digits in three 
conditions; where he heard the digits but could not 
lipread, where he both heard and lip read them and 
where they were silently mouthed to him so that he was 
only getting lip read information. If lip readlng is 
helping repetition ~ia the assembled route, and if the 
assembled route is also the short te~m memory system, 
then it follows that lip reading should imp~ove di9it 
repetition. 
The results are shown in TABLE 7.5. Digits "ier-e only 
considered correct if recalled in the correct oroer. 
Even on the heard only condition he repeated a high 
proportion of digits correctly, considering he cannot 
repeat one reliably. As predicted, the lip read 
conditions differed significantly from the heard only 
l-
condi ti on (:::J.. (2) = 6. (j12l, p<. (5), sLlpporti nr; the model 
and giving further weight to the argument th~t the 
imp~irment is pre-rehearsal loop. 
Lip reading and matching span 
If DRB's impairment is in the PSTS or the access to it, 
..... ~~~ :-'b.f~(.:' "'..,. ... 
TABLE 7.5 
STM and Lip Reading 
1) 3-Digit strings: digits correct 0LR = 96/180 
only LR = 117/180 
both = 114/180 
2) Matching span for letter strings: prop. correct. 
(N = 20) 
3 letter 4 letter-
0LR .65 .55 
WLR .85 .60 





Without 1 ip reading 25/150 30/150 
With 1 ip reading 40/150 71/150 
Visual presentation 
3 letter 30/30 30/30 
4 - letter 31/40 33/40 
5 letter 34/50 34/50 
6 letter 34/60 28/60 
TOTAL 129/180 125/180 
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then not only rec6ll t6sks but also matching span tasks wlll be 
impaired, and of course they should be helped by lip reoding. He 
was given pairs of strings of 3 6nd 4 letters, holf of which were 
identic6l while the other p6irs differed, but only by order 
changes. The test W6S given both with 6nd without Hp re6ding. 
The results 6re shown in TABLE 7.5. ORB is very tmpaired ot 
this t6sk: without lip reading only 6S~ correct for 3 letter 
strings 6nd no better thfm chance for 4 letter strings. 
Performance improved when ORB was allowed to lip read, but 
mainly for three letter strings. 
Phon%giclJ/ simillJrity effects 
A property of the phonological input store 1S that phonologically 
simi6lr items interfere 6nd 6re less well rec611ed (Baddeley 
1986). This is even true for items presented in written 
form. If ORB's imp6irment 1S in access to the phonological 
input store, then his rec6ll of 6uditorl1y presented letter 
strings will be severely imp6ired without lip reading. 
Perform6nce should be better, with 6n effect of phonologic61 
sim116rity, for both 6uditory presentation with lip reading 
6nd for ViSU6l presentation. If the phonological input 
store itself is impaired, then there will be no 
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phonological similarity effect for recall of visually 
presented strings. 
DRB was given 8~ 3-letter strings for repetition, half 
of which comprised phonologically similar items; half 
were phonologically dissimilar. The strings were 
presented once with lip reading and once for audition 
only. Three, 4, 5 and 6 letter strings (10 
phonologically similar and 10 phonologically dissimilar 
at each length) were presented visually, requiring a 
written response. The results are shown in TABLE 7.5. 
There was no effect of phonological similarity for the 
heard only condition - but this is hardly surprising 
since his performance was so poor (.18 probability of 
individual letters being correct). With lip reading, 
there was an effect of phonological similarity (Fisher 
Exact Test, z=3.58, p<.001). He was better still at 
visual recall, but showed no effect of phonological 
similarity, suggesting he was not using phonological 
recoding to support recall. These findings suggest 
that there is some impairment both in access to the 
PSTS and in the PSTS itself. 
Lip reading and non-~ord repetition 
If lip reading improves word repetition because it 
improves assembled phonology then it should also 
improve non-word repetition. DRB was asked to repeat 
50 non-words of between 3 and 5 phonemes in length, 
with and without lip reading. The results can be seen 
in TABLE 7.6 He repeated no items correctly without 
lip reading and just 4 with lip reading. When the 
number of phonemes correctly repeated is considered, 
there is a much greater difference; only 3% are 
correctly reproduced without lip reading, whereas about 
half are repeated correctly with lip reading. 
TABLE 7.6 










.While there is clearly a large effect of lip reading, 
non-word repetition is still extremely poor even with 
lip reading and considerably worse than real word 
repetition. This means that for real word repetition 
either the sub-lexical route itself has an advantage 
for real words over non-words, or that both routes are 
being utilised. 
Lip reading and word length 
MK, whose errors are ones of addressed phonology, is 
better at repeating longer words than shorter ones; EC, 
whose errors are of assembled phonology, is better at 
repeating shorter words than longer. Without lip 
reading DRB shows no length effect in repetition. 
What happens with lip reading? DRB wa.s asked to 
repeat, both with and without lip reading, the list of 
180 words of one, two, and three syllables that he had 
been asked to defi'ne e~rlier. 
TABLE 7.7 
Lip reading and ~yllable lenoth: 
1 syllable 2 syllable 3 syllable 
.0Lip Reading .• 70 .67 .70 
WLip Reading .93 .83 .73 
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Figure 7.2: DIm: positioo effects in repetition. (Non-word repetitioo with lip reading.) 
The results are shown in TABLE 7.7 There is again no 
effect of length without lip reading; with lip reading, 
3 syllable words are repeated as poorly as all words 
without lip reading; however, the shorter the words, 
the more likely they are to be repeated correctly 
(Jonkheere Trend Test, z=1.89, p<.05). Thus with lip 
reading, DRB's performance shows an effect 
characteristic of EC, and of assembled phonology. 
Position effects in non-~ord repetition 
The other ch~racteristic of EC's repetition was that 
phonemes at the ends of words were less likely to be 
repeated correctly than phonemes at the beginnings of 
words. DRB's errors on the fifty item non-word 
repetition test, where he had been allowed to lipreac, 
were analysed for position effects. Serial position 
wa~ assigned in the way described in the previous 
chapter. The results can be seen in figure 7.2. There 
was a significant effect of position (Jonkheere Trend 
Test, z=1.83, p<.05) • 
. 7.7 Lip reading, ·articulatory suppression, and writing 
to dictation. 
ORB's writing to dictation appears, like his 
repetition, to rely on the semantic route, since he 
makes errors which are semantically related to the 
target and makes more errors writing words of low 
imageability than words of high im~geability. As with 
repetition, DRB is entirely unable to write non-words 
to dictation; he scores m/20 on the 20 item list. 
TABLE 7.8 
The ef~ect o~ lip reading and a~ticulatorv suop~ession 
on writino to dictation. 
TOTAL CORRECT (n=30 pe~ cell) 
1 syl "':> syl ..- syl Total ..... .) 
Neither Hi Image 21 17 9 47 
Lo Image 3 1 1 5 
Total 24 18 1@ ~., ... ~ 
A.S.only Hi Image 17 16 7 40 
Lo Image 0 0 1 1 
Total 17 16 S 41 
A.S.+L.R. Hi Image 22 18 10 5~ 
Le Image 4 2 3 9 
Total 26 2@ 13 59 
L.R.only Hi Image 26 21 12 59 
Lo Image 12 1 5 18 
Total 38 . 22 17 77 
u 
t:'~,I~:!e 2S0 
I have argued earlier that sub-lexical writing to 
dictation is dependent on prior access to a 
phonological output store. Assuming that DRB has 
an intact "phonological to orthographic conversion 
system", that is he is able to convert sub-lexical 
output phonological information to sub-lexical 
orthographic output, then his writing to dictatio~ 
should also improve with lip reading. If this 
improvement is indeed attributable to an improvement in 
the sub-lexical routine then it will require processing 
space at the level of output phonology; therefore the 
improvement in performance with lip reading will be 
reduced if articulatory suppression is introduced. 
To investigate the effects of lip reading and 
articulatory suppression on DRB's writing to dictation, 
the 180 item list of high and low imageability words of 
1, 2, and 3 syllables was used. It was presented (in 
a Latin square design) under four condition~: with 
neither lip reading nor articulatory suppression, with 
articulatory suppression, with lip reading, and with 
both articulatory suppression and lip reading. For 
,the conditions with articulatory suppression DRB 
continuously counted from 1-3, sub-vocally but with lip 
movements so that the experimenter could ensure that it 
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Figure 7.3: DRB: effects of articulatory suppression and lip reading on writing to dictation. 
As predicted, DRB performs better in the Hp reading conditions 
than the conditions where he is not allowed to lip read (137/320 
ys 93/320, McNemar Test, z=4.11, p<.OO 1). The fact that his 
writing does, to some extent, depend on assembled phonology is 
indicated by the oyerall superior performance without 
art i culatory suppressi on (129/320 ys 100/320, McNemar Test, 
z=4.08, p<.OO O. The interaction between lip reading and 
articulatory suppression falls to reach significance (see Figure 
7.3). For all conditions there is a clear effect of length; this can 
be entirely attributed to slight spelling errors. The fact that lip 
reading is not improving performance vis the semantic route 1s 
confirmed by the fact that the size of the imageabi1ity effect 
stays consttmt under all conditions. The proportion of semantic 
errors also stays const~mt, irrespective of lip reading (15/53 vs 
24/87). 
7.8 Lexicality effects in auditory short term memory. 
To investigate whether DRB's performance in recall was better 
for words than non-words, he was given a probe task where he 
heard a string of words (or non-words), and then heard two of 
these words again; he hod to judge whether the probe words were 
in the correct order. Two sets of list were given; one 
comprised three real words, where half the strings were highly 
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imageab1e and half were low imageabll1ty words, matched for 
frequency and length. The other lists were of three non-words 
which were constructed to be the same length (phonemes and 
syllables) as the real words. If there is lex1ca1 support for his 
short-term memory (as one might expect in the light of his 
intact phonological lexicons) then he should be significantly 
better at the task with real words than with non-words. If this 
lexical support is occurring at an input phonological level, then 
performance for the real words will be constant irrespective of 
imageability. Since he is unable to produce any output for most 
low imageabllity words, if lexical support is occurring at an 
output level then there will be a significant difference 1n 
performance between the high and low imageabi11ty lists. 
In fact, he was entirely unable to do the task with non-words and 
it had to be abandoned. With real words he scored 53/80, which 
was better than chance (binomial test, z:2.79, p<.005). Eleven 
of the errors were with high imageability words, 17 with low 
imageability words, which is a large but (possibly because of the 
small number of items) not significant difference (Fisher Exact 
Test, z= 1.41, ns.) but which contrasts with the extremely large 
imageability effects in other tasks. ORB was at chance on the 
items which required knowledge of the middle item in the l1st. 
It is therefore not possible to conclude definitely that he is 
using lexical information to support knowledge of order in the 
short term memory system. 
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DRB is unable to repeat non-words; this is not 
attributable to an impairment in auditory analysis or 
phonological output, but must rather be an impairment 
within the sub-lexical route. The findings in this 
chapter suggest that this is the same impairment which 
causes him to have severely impaired immediate serial 
recall. The fact that he performs poorly on tasks 
requiring segmentation, and that his immediate serial 
rec211 improves with lip reading, suggests that the 
impairment is at the level of the phonological input 
store. This is confirmed by the fact that there is no 
phonological similarity effect for visually presented 
letter strings, and with audito~ily presented strings 
there is only a phonological similarity effect if DRB 
is able to lip read. 
Lip reading also improves his single word repetition, 
but it is shown that the improvement is due to an 
improvement in the sub-lexical, rather than the lexical 
semantic route. Thus with lip reading, there is a 
'phoneme length effect in word repetition, and a reduced 
number of semantic errors. Lip reading also improves 
DRB's non-word repetition, and his (real word) writing 
to dictation. 
The final experiment reported suggests that the le>:ical 
system is able to interact with the auditory short term 
memory sytem, since there is an advantage for real 
words over non-words in probe span tasks. Further the 
lack of a significant effect of word imageability in 
these tasks suggests that this interaction must be at 
an input level. These findings will be discussed in 
more detail in chapter 9. 
CHAPTER 8: DiscuS5ion. 
8.1 Levels of impairment in comprehension 
It was shown in chapter 3 how different patients' 
problems correspond to different levels of impairment. 
ES has a severe problem at the level of auditory 
analysis ("word sound deafness"), while 14 of the 
oatients tested have no impairment at this level. and 
are able to discriminate phonemes as well as normal 
controls. Three of the patients who are not imp~lred 
at the level of auditory ahalysis (EC, AH and MK) are 
i mpai red at the 1 evel of wore-farm acce=s (" wor-:.-f c'·-m 
dea.fness"), whi le 1121 pa.tients show no il'T'pairment at 
thi s level. 
These patients with no auditory input im~airment 
themselves show different tyoes of semantic 
impairments. For example, DRB is impaired in 
accessing meanin;; when words are presente:i c?Ll.ditoril·"", 
but has no such impairment for written words indicating 
he has a "word-meaning deafne5s". C.J. is equally 
impaired in acce5sing meaning in both modalities, which 
suggests he has ~ central seman~ic impairment. 
impaired in both modalities, but only for low 
imageability words, suggesting a central abstra~t 
semantIC ·impairment. 
D1 is 
It is interesting to note that while patients may sharp 
the same symptom, there is no obvious way in which 
symptoms cluster into syndromes; what is striking is 
the very diversity of symptom complexes shown by these 
patients. Consider, for example, the three "word-form 
deaf" patients. E.C. has no severe semantic 
impairment, unlike AH and MK; MK is significantly worse 
at spoken than wri~ten synonym matching whereas AH is 
equally bad at both. EC is impaired in repetition, 
but her errors are closely related to the target items, 
her repetition of real words is as poor as her 
repetition of non-words and her poor repetition is most 
simply accounted for by an impairment in output 
phonology which also affects oral reading and naming. 
MK is completely unable to repeat non-words (because of 
an impairment in acoustic to phonological conversion), 
is better though still poor at repeating real words and 
is clearly using a semantically mediated route for real 
word repetition sin~e he makes semantically related 
errors. AH is able to repeat a high proportion of both 
real words and non-words. 
Different types o~ comorehension imoairment are seen in 
different patients. Patterns of impairment are 
ext~emely diverse across the group. Clearly 
traditional theories such as those described by 
Goodglass and Kaplan (1972), which only differentiate 
between comprehension impairments with or without 
repetition impairment, are woefully inadequate. 
Performance on auditory lexical decision was not 
predictive of performance on written lexical decision. 
Of the nine patients who were impaired at the auditory 
version of this task, five were significantly better at 
written lexical de~ision, two were better at spoken and 
two were equally impaired in the two modalities. 
Auditory word-form access is independent of visual 
word-form access, and a patient with 2ither word-sound 
deafness or word form deafness may or m~y not also have 
an impairment in visual word-form access. 
By definition, a patient with word meaning deafness 
(such as DRB) will have better access to sem?ntics from 
the visual word form, whereas a patient with a central 
semantic impairment (such as CJ) will be equally 
" p-l"red in both modalities. liT! eO. " The model predlcts that 
there should be a visual analogue to word meaning 
deafness, where auditory comprehension is normal, 
access to the written word-form is also normal, but 
semantic access for written words is impaired. 
H.R.M., a .deep dyslexic patient (Howard 1985), 
performed normally on visual le>:ical decision tasi~s bLI.t 
was impaired on word ·to picture matchng tasks such as 
the Peabody Picture Vocabulary Test (Dunn 1965), while 
performing normally on the spoken version of this test. 
There are thus patients who are worse at word-iorm 
access or more peripheral processing for auditory 
input, and others for visual input. The same 
dissociation applies for t~sks which ~ccess meaning, 
but there are also a proportion of patients whose 
semantic impairment, affects both modalities. 
Only ES had a severe word sound deafness. As 
predicted, he was extremely poor on the lexical 
decision and the synonym matching tasks. Real word 
repetition was as poor as non-word repetition. In the 
CV phon~me discrimination t~sk ES was equally bad at 
discriminating phonemes which differed by three 
distinctive features and phonemes which differed by 
one distinctive feature. Equally, in the eve phoneme 
discrimination test, his errors followed no pattern in 
terms of the site of contrast or the type of feature 
which was contrasted. This may be a reilection of the 
severity of the impairment; or it may be an artif~ct 
due to the extremely high rate of false positive errors 
he made on both phoneme discrimination tests. It is 
thus not possible to make any inference about the 
underlying me=hanisms of his discrimination impairment. 
8.2 Accessing lexical information 
In Morton"s "logogen model" (1979, 1970) logogens are 
transcoding devices to make possible the generation of 
an abstract code which can map onto semantics and 
output phonology. Logogens are information gathering 
devices which have to reach a threshold level of 
activation before any activation can occur at a 
subsequent level. However, Morton specifies that 
information can feed down from the cognitive system to 
the input logogens to account for context effects in 
recognition. 
other models allow partial activation to map onto 
higher levels of processing; some, such as TRAC~, also 
allow for activation between levels which, as in the 
logogen model, results in top down processing 
(McClelland and Elman 1987). "Feed-forward cascade" 
models are purely bottom up models where context 
e~fects are explicable in terms of p~rtial activation 
1 / N 1"', ,r' (\' (, I Clf 17 1) and within leve interaction. L v ~ D~' 
In terms of impaired auditory comprehension clearly 
very intera~tive models will predict that an impairment 
at one level will result in multiple types of errors; 
F'~ ·,"·1~1 •• 1,:,,;. ':::: C) 
it is not clear whether this is also true of cascade 
models. In this section lexical access impairments 
will be reviewed to see whether there is a 
characteristic pattern of lexical access deficit, 
whether this is clearly dissociable from other auditory 
comprehension impairments, and which type of model, 
logogen, interactive activation or feed-forward c~scade 
best fits the neuropsychological data. Since, 
traditionally, lexical access has been tested using a 
le>dcal decision task, it is ~.ppropriate also to ~sl:: 
exactly what levels of processing a~e required in this 
t.?sk. 
8.3 L~xical deri~ion - what i c it t~cting? 
Lexical decision minimally requires that inf6rmation 
accesses word forms in the lexicon; but since normals' 
performance in lexical decision for low frequency words 
is affected by imageability, and since several deep 
dyslexics (Rickard 1986) as well as MK (Howard and 
Franklin 1988) are worse at lexical decision (with 
written and spoken words, respectively) if they ~re of 
low imageability, it seems at le~st worth considering 
the notion th~t lexic~l decision involves semantic as 
well ~s lexical access. It must be remembered that 
lexical decision is a metalinguistic task, where the 
subje=t is bein~ asked to make a very conscious 
F'r.: ,.1 ;.: :2, 2. 
decision; this is presumably not a feature of normal 
speech processing, where the requirement for 
understanding has the effect of enhancing stimuli which 
do not quite correspond to known words to a point where 
they are actually perceived as real words. It may be 
that if lexical decision does literally require some 
sort of "conscious" decision this is only possible if 
some meaning has been accessed. 
Superficially it would seem that lexical decision is 
po~sible without semantic access because there are 
cases of patients with either a central semantic 
impairment or a semantic access impairment who have 
unimpeired lexical de=ision ability. DRB (chapter 3) 
has entirely normal ability on lexical decision tasks. 
This is even true for low imageabiljty words which he 
has difficulty comprehending. Further evidence that 
DRB is carrying out lexical decision entirely on the 
basis of lexical access might appear to come from the 
fact that, when trying to repeat word~ that he is able 
to judge as being real words, he makes a large number 
of "no response" errors. This perhaps suggests that he 
is obtaining no semantic information, a notion further 
confirmed by the fact that he judges low imageability 
words to be real words while reporting that he is not 
aw~re of having heard anything. 
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However, the binary semantic judgments test actually 
revealed that he did have some information about those 
low imageability words that he was completely unable to 
repeat; either this is partial information which is 
insufficient for output (this seems likely since the 
same task with a semantically related foil would be 
much more difficult for him), or it is a function of 
his abstract word anomia. If he is getting some 
information to the semantic system, this might enable 
accurate lexical decision on a semantic basis; he 
doesn't have to have accessed the complete correct 
meaning, just some meaning in order to judge that it is 
a word. 
So despite the apparent dissociation, these patients do 
not show that a lexical decislon impairment is 
independent of a semantic impairment. Such a 
conclusion is warranted however if patient MK is 
considered. I have argued in Chapter 4 that MK has a 
central semantic de'icit (at least for abstract words). 
MK is impaired in lexical decision tests, despite the 
fact that in repetition, he ~oes not make the large 
number of no response errors that ORB makes but rather 
makes a large number of real word errors of various 
types which show that some semantic information has 
been a..ccessed. More significantly, despite his 
central semantic imoairment, affecting w~itten 
comprehension as well as auditory comprehension, MK 
performs entirely normally on written lexical decision. 
This means that his aUditory lexi~al de~ision problem 
~annot be attributable to semantic impairment; and 
sin~e I have argued that he has no impairment of 
phoneme discrimination, he must have a specific 
impairment in ac~essing lexical forms. 
8.4 The properties of ward-form deafn=ss 
As well as poor performance i~ auditory lexi~al 
decision, MK has several other symptoms indicative of 
wo~d-form deafness. MK and DRB have similarly 
affected repetition in that they do not use a 
sublexical repetition route, make semantic errors in 
repetition and are worse at repeating low imageability 
words. MK, however, shows a number of additional 
features not present in DRB's pattern of performan~e. 
He is impaired at mat~hing spoken words to pictures 
when phonologically related foils are present; he te~ds 
to define words with definitions appropriate to a word 
phonologically related to the stimulus word; he makes a 
large number of phonologically related real word errors 
in repetition; and he is better at repeating longer 
words than shorter ones. EC and AH are also word form 
deaf and they are also impaired at spoken word to 
picture mat~hing when phenologically related feils are 
present. However they do not show the same types of 
repetition impairment; this is because they are both 
able to use the sublexical repetition route to some 
e>~tent. If their impairment is similar to that of 
MK's one would predict that they would have a reverse 
word length effect for auditory comprehension, but this 
has not been tested. 
8.5 Visual/phonolological errors in "deep" impairments 
In deep dyslexia, as well as semantic errors, one of 
the cardinal features of oral reading is the presence 
of visual errors (e.g. OWN -> "now"). The obvi OLIS 
explanation for visual errors is an impairment in 
accessing the lexical form, as I have'suggested is the 
case for MK in the auditory modality. 
In Morton and Patterson's 1980 paper two deep 
dyslexics, PW and DE, are described. Li ke M~( in the 
auditory modality, DE makes a substantial number of 
errors in visual lexical decision, so it is not 
surprising that he also makes a substantial number of 
visual errors in reading aloud. What is much more 
surprising is that PW, who was tested on a wide range 
of stimulus sets, performed normally on visual lexical 
decision tests, bLlt still made "visual errot~s" in 
reading. Martan and Patterson suggested, within the 
framework of the logogen model, that when a word-form 
fails to access a meaning, then the subsequent lowering 
of thresholds at the level of visual input logogens 
would on some occasions lead to the meaning of a 
visually related word being accessed. This phenomenon 
could also be accounted for by the access being highly 
interactive, which would mean that an impairment at one 
level would tend to produce a multiplicity of error 
types. 
If this were the case, then for semantic route 
repetition or reading, where a proportion of the errors 
ere semantically related, one would predict the 
co-occurence of visually (in the case of reading) or 
phono~ogically (in the case of repetition) related 
errors. 
However, DRB clearly does not show this pattern, as 
indicated by a comparison of his and MK's errors in 
repetition. They both have cla.ssic "deep" type 
problems in repetition: they both make more errors on 
low imageability/abstract words, make semantic errors 
and are unable to repeat non-words. Table 8.1 shows 
the number and types of errors they make on the Howard 
Imageability x Frequency list; this is typical of their 
performance in repetition. MK makes 44 errors, DRB 
makes 45, and they both make a small proportion of 
F' -\ C'! (::.,1 '4 c. ::... O{ 
semantic errors. However by far the largest 
proportion of errors in ORB's case are errors where he 
fails to respond, whereas MK"s errors are mostly 
TABLE B.l 




Phonologically related words 3 14 
Phonologically rel~ted non-words 2 2 
Semantically related words 4 4 
Unrelated words 24 
phonologically related real word errors and unrelated 
word errors; Howard and Franklin (1988) argue that his 
unrelated word errors are a mixture of perseverative 
errors and possible multiple phon~logical and semantic 
errors. ORB makes only 3 phonologically related real 
word errors; and since he also makes ~ phono~ogically 
related non-word errors, and since all these words are 
of short length, it is likely that the real word 
errors are actually "jargon homophones" and 
attributable to output problems. It was demo~str?ted 
in chapter 4 that he did have a slight phonological 
output impairment. Neither does he make many mixed 
errors; he only made 3 unrelated real word errors which 
were: 
summer -) today 
span -> saw 
late -> 1 i ver 
The second error is a possible phonological + semantic 
confusion (via "spanner"?). 
There is thus no indication that DRB is ma~ing any 
phonological input errors. Phonologically related real 
word errors in repetition appear to reflect a problem 
in accessing the correct word-form; such errors do not 
entail threshold lowering or between level interaction. 
Is this reconcilable with the data on PW's reading 
errors? In the corpus of his reading errors given in 
the appendix to "Deep Dyslexia" (Coltheart et al 1980) 
there is no distinction made between visual (= input 
errors) and phonological output errors. Of the 44 
errors given! only four are unambiguously visual 
errors: 
WAS -) "wcdt" 
MOMENT "money" 
ORATE -) "over" 
SAID -) "and" 
Since the total number of visual/phonological errors is 
j:::. c~ , .. , ,:;. • ...,1 " (" ..... , .• 0, 
reported as 13% of the total number of errors 
(Patterson 1978), even if only a proportion of the 
ambiguous errors are actually output errors, then the 
number of visual errors he makes is very small 
(although there are also 7 examples of visual + 
semantic errors). 
If the corpus of DE's reading errors is considered, 
then 17 of the 86 ~isual/phonological errors he makes 
are unambiguously visual rather than phonological 
errors~ which is 20% of the published corpus, as 
opposed to PW's 9%. 
While it is impossible to discount entirely the n~tion 
that some of PW's errors are visual ones, it certainly 
seems possible that their number has been much 
over-estimated. Over the deep dyslexia literatu~e as 
a whole, there is a wide variation in the percentage of 
visual errors in reading (Shallice and Warrington 
198~), and in so far as the relevant data are giver, 
then it is only those patients who make errors ir. 
visual lexical deci~ion who make a large number o~ 
visual errors in reading (eg GR: Marshall and Newcombe, 
1966, anc AR: Warrington and Shallice, 1979). 
~~~~l1~ 
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8.6 Evidence for between levels interaction? 
In the spoken word to written word test of semantic 
judgments with phonological and semantic foils, the 
fact that EC and MK, two of the "word-form deaf" 
patients, did on some occasions choose the phonological 
foils suggests that the written words are biasing 
lexical selection. This is because one would not 
expect by chance that the word-form incorrectly 
accessed in the lexicon would happen to be related to 
the foil chosen in the test. (This is equally true 
for the spoken word to picture matching test with 
phonologically related foils, where the word-form deaf 
patients EC, MK, and AH all made substantial numbers of 
errors. ) 
In Chapter three I argued that if "top-down" processing 
were causing the biasing towards a particular 
"phonological" error, then more such errors should 
occur when the written information is presented first. 
A model with multiple outputs from the auditory input 
lexicon to the semantic system predicts that there will 
be an equal, and large number of "phonological" errors 
irrespective of order of presentation. 
The fact that, for both MK and EC, the number of 
"phonological" errors remained constant, irrespective 
F'';:\CI'':.''171. 
of whether the spoken or written word was presented 
first, indicates that the "top-down" processing 
explanation is not tenable, since it requires the first 
word to be presented to the better modality. In order 
for written information to help auditory comprehension, 
even after the spoken word has been presented, it must 
be possible for partial information to access 
information at a higher level. 
8.7 Semantic Oroa~is~tion 
All patients who are deep dyslexic, i.e. make 
semantically related errors in reading, make more 
errors on words of low imageability than words that are 
rated as being highly imageable (Colthe~rt 1980a). 
This leads on to one of four possible conclusions: 
1) That in a single semantic system, lower 
imageability words are more "difficult" and 
therefore more susceptible to damage. 
2) As in 1), but the normal system does not work 
in a sufficiently specific way to distinguish 
between words of similar meaning in the absence of 
any disambiguating phonology. 
3) There are two separate 'systems, one for 
concrete words and one for abstract words and the 
latter is damaged in deep dyslexia. 
4) There are two semantic systems, one for visual 
information, one for verbal information; the 
verbal information system is damaged, but the 
S 
visual s~tem is directly accessible from the 
lexicons. 
What is the evidence for each of these? 
1) Imageability is an index of difficulty 
Data from the 20 patients described in this study 
support the first proposition very well. Thirte:n 
patients make significantly more errors on low th8n 
high imageability wards in tests of auditory 
comprehension, and every patient makes numeric~lly more 
errors on the law imageabilitv wards even when the 
difference is not significant. Three patients are 
significantly worse at repeating low imageability than 
high imageability words; none shows the reverse effect. 
The notion that imageability is an index of difficulty 
in the normal system receives support from the study by 
James (1975) where he reports that normal subjects in a 
lexical decision task have slowed reaction times for 
abstract words of low frequency. This study has been 
criticised on the grounds that word-familiarity was not 
sufficiently balanced, but the study has been 
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replicated in a better controlled experiment by Anne 
Edmundsen (personal communication), and precisely the 
same interaction was found. 
The strongest support for the notion that low 
imageability words are more difficult is the modality 
specific effect shown by patient DRB, which is 
described in Chapter 4. ORB's performance in tests of 
auditory comprehension, repetition and writing to 
dictation all show an extremely robust effect of word 
imageability whereas his written comprehension is at a 
no'-mal level. There are two possible explanati~ns fo~ 
this. One is that his ability to map lexical to 
semantic information is impaired in the auditory 
modality, but the semantic system itself is unimpaired. 
The other would be that the semantic system itself is 
impaired (especially in the case of words of low 
imageability) and the more temporary nature of the 
auditory trace (after all ORB does have an impairment 
of auditory short term memory) does not allow for e~tra 
activation, whereas the written form can be used for 
repeated attempts at access. 
There are two problems for the latter explanatio~. 
One is that the patient MK, who like ORB has no deficit 
i~ writte~ lexical decision, is impaired in 
comprehending written words of low imageability, and is 
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therefore unable to benefit from repeated access. More 
importantly, DRB also has an impairment in naming 
abstract words. I have argued this on the bases (1) 
that he is unable to read abstract words via the 
semantic route despite being able to comprehend them; 
(2) that his repetition is worse than his auditory 
comprehension of the same words; and (3) that he is 
worse at category naming for abstract words than a 
matched control. ,An "abstract ""nomi a 11 cannot be 
explained in terms of a fast-disappearing auditory 
trace, but must rather be an impairme~t of the map~i~g 
from the semantic system to the phonological output 
lexicon. That these are modality specific (rather 
than central semantic) impairmentE is further supported 
by the fact that there is no item co~si~tency in 
repetition~ once the relevant word properties have been 
taken into account. 
How can a word imageability effect be modality 
~,.~ ,., SpeCl1"lc: According to the "diffjcu~ty" tneory, a.n 
access deficit will produce less specification in the 
semantic system, and be~ause low imageability items 
require more activation/greater specification, they 
will tend to be more prone to error than hig~ 
imageability items. AlternativEly a modality specific 
imageability effect ~cu:d be compatible with proposals 
3 and 4 which will be considered shortly. 
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2) Abstract ~ords require disambiguating phonological 
information. 
In work on deep dyslexia, there has been a long running 
debate about whether semantic access ~rom written input 
produces meanings insufficiently specified to produce 
the correct word, unless some output phonology is 
available (via a non-semantic route). This, it could 
be argued, is why semantic errors occur in deep 
dyslexics; they represent the non-specific information 
accessed when such additional output phonology is not 
available (Newcombe 2nd Marshall, 198~). This has 
always been a rather unconvincing theory, since deep 
dyslexics' semantic errors tend not to be synonyms, 
which is what one would predict from this theory, and 
indeed some of the errors are quite distant from the 
target in meaning (Coltheart 1980b). The fo?ct that 
DRB and MK are not anomic for concrete words, but do 
produce semantically related (non-synonymous) erro~s in 
repetition of concrete words indicates that such errors 
cannot always be attributed to an output anomia. 
It seems more likely that, for semantic errors to 
occur, there needs to be an impairment to the semantic 
r-oLlte and a severe i mpai rment of the sub-l ex i cal 
route. Partial phonological information will othe~wise 
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inhibit production of the semantic error which will be 
phonologically dissimilar from the target. 
It is not only patients who make semantic errors in 
repetition who show an imageability effect. The three 
patients described earlier who make semantic errors in 
repetition (ES, MK and DRB) are all completely unable 
to repeat non-words, and indeed give no indication of 
being able to repe~t by anything other than the 
semantic route; this suggests that they are unable to 
edit out semantic erro~s usin~ phonological 
i nforma.ti on. E.C., however, is wo~se at repeating low 
imageability wo~ds (as well as comDrehe~ding them) but 
neve~ makes semantic errors in repetition, despite 
making semantic e~ro~s both in audito~y compreheniion 
a.nd nami ng. Since she must know enough about the 
phonology of the target word to avoid making semantic 
errors, the fact that the imageability effect still 
remains suggests that it cannot be attributable to an 
undamaged semantic ~oute which is merely suffering from 
a lack of disambiguating phonology. 
3) Separate concrete/abstract systems. 
The modality-specific imageabiiity effect shown by ORB 
would be equally explicable with a model postulating 
separate systems for con=rete and abstract wo~ds. In 
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this case DRB would simply have an impairment between 
the phonological input/output lexicon(s) and the 
abstract semantic system. More importantly, this 
would provide an account which allowed for concrete 
words to be more impaired than abstract words. 
Warrington has reported three such cases (1975, 1981, 
Warrington and Shallice 1984). 
Although there are methodological problems with all 
these reports (for example very small data sets, word 
lists which are not matched for all relevant properties 
and rather subjective criteria for acceptable 
definitions), the fact that three cases have been 
described with this symptom means that a unitary 
system~ where complexity = imageability, is too 
simplistic. With separate concrete and abstract 
systems, these patients would simply have damage to the 
concrete system; the fact that these patients appear to 
be rare could simply be that the symptom is linked to 
less common lesion sites. 
This model is~ however, also problematic. If concrete 
and abstract semantic sytems are Quite literally 
separate, then the~e should be for DRB an imageability 
value above which no words are'impaired, and below 
which a constant proportion of words are impaired; in 
fact, as the imageability rating increases, his ability 
to repeat the words increases steadily. It is 
unlikely that this could be an effect of another 
variable interacting, since DRB's repetition is only 
affected by concreteness and age of acquisition, and 
imageability correlates highly with both of these 
ratings. Shallice (1987) advocates a more complex 
relationship between the representations of abstract 
and concrete wores, which includes separable 
"subsystems" for sensory and fLlnctione.1 attributes; but 
it is not entirely clear how this system would ~ork. 
And unless they are literally separate systems, an 
account of the modality specific effect eQain becomes 
dif~icu~t to sustain. 
4)SeDarate visual and verbal semantic systems 
This hypothesis was motivated primarily by the 
phenomenon of "opti c aphasi a. "; but as 1 argLl'?d in thE:' 
introduction, the evidence for the existence of such a 
syndrome is not compelling. I also argued in chapter 
3 that if there were separate visual and verbal 
systems~ then the 20 patients described here should 
show a variety of patterns of semantic deficit, whereas 
ir fact all those patients who have both severe 
auditory and written comprehension problems also have a 
visual semantic impairment. Although separate visu~l 
and verbal systems could explain DRB's imageabili~y 
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effect (assuming there was access to the visual system 
from verbal input), since concrete words would have 
dual representation, specific impairments for concrete 
words would be inexplicable. 
A ~odel of se~antic representations 
None of the accounts given above seems to fit the data 
adequately. An account is required wherein low 
imageability words are more prone to impairment than 
the high imageability words, but where it is also 
possible that concrete words can be specifically 
damaged in some cases. Since the th~ee Warring~on 
patients all have complex neurological impairments, and 
since a visu&l semantic deficit cannot be ruled out in 
these cases, it could be argued that these patients 
have a specific impairment of concrete representations. 
However, in at least one of these patients it waS shown 
that there was not a specific effect of item 
consistency. Furthermore the notion that meaning can 
be encapSUlated in item-specific storage systems seems 
highly unlikely. 
1+ however there were two types oT coding in semantic 
organisation, one to do with sensory information and 
the other to do with propositional information, then 
damage to the sensory coding mechanisms might prodUce a 
non-item-specific impairment which would affect more 
imageable items as well as severely affecting visual 
semantic processing. If the system was such that, 
irrespective of type of coding, more abstract items 
required more information to be uniquely specified, 
then any sort of verbal access impairment would result 
in a disadvantage for low imageability wo~ds. The 
fact that DRB has some semantic information about words 
he cannot repeat or define supports this. 
This model predicts that all modality-specific access 
impairments for words will result in an ~bstractness 
Warrington's (1981) patient is described as a 
concrete word dvsl~¥ic, but he clearly also has 
impaired auditory comprehension; and the fact that his 
written performance is worse can be attributed to 
impaired lexical access since his written lexical 
decision is extremely poor. There are therefore no 
reported cases of modality specific impairments where 
concrete words are more impaired than abstract words. 
I have argued that, for auditory comprehension, DRB has 
degraded information accessing the semantic system, 
which results in an underspecification which is more 
likely to affect low imageability words. Such an 
explanation cannot account for an anomia for low 
imageability words; indeed it is simply unclear how an 
intact semantic system can give rise to such an 
impairment. 
B.B How many routines for repetition? 
Semantic versus sub-lexical routes. 
In Chapter 5 it was shown that for the group of 
patients as a whole, repetition was better than picture 
naming with an identical list of words; a single route 
model would predict that repetition would be worse than 
naming, since all th~ p~tients by definition have 
auditory comprehension impairments. Furthermore, 
rep~tition is only better than naming for. those 
patients whose sub-lexical ability is ~bove the median 
range (for the group as a whole) suggesting that the 
superiority is indeed explained by the availability of 
a sublexical route. 
I have argued earlier that imageability is an index of 
difficulty for semantic route repetition. Therefore 
the larger the imageability effect, the worse 
repetition would be if there were only one available 
route. The fact that the correlation between the size 
of the imageability effect and the patients' ability to 
repe~t concrete words is not significant is ~gain 
compatible with the idea that there is more than one 
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route for repeating real words. Further evidence for 
the availability of at least two routes can be found in 
chapter 6. There appear to be two characteristic 
patterns of repetition deficit. In one, associated 
with assembled phonology, longer words produce higher 
error rates, ends of words are more error prone than 
beginnings, a large number of the errors are 
phonologically releated non-words, and phonologically 
related real word errors are on average of lower 
frequency than the target. In the other pattern, 
associated with addressed phonology, long words produ=e 
lower error rates, ends of words are no more likely to 
be incorrect than beginnings, a large number of errors 
are phonologically related real words~ and these errors 
are on average of higher frequency than the target. 
The assembled phonology errors are associated with a 
partially functioning sub-lexical repetition route 
(with the lexical route being unavailable), whereas the 
addressed phonology errors are associated with a 
partially functioning lexical/semantic route (with the 
sub-lexical route being unavailable). 
A direct lexical route? 
The question of whether there is a direct lexical route 
is more controversial. It is clear that none of the 
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twenty patients I have described have the auditory 
parallel of Funnell's (1983) case of phonological 
dyslexia, who made semantic errors in comprehension and 
naming, and whose oral reading was excellent for real 
words (with neither semantic paralexias nor 
regularisation errors) but zero for non-words. 
However, there are at least two patients whose real 
word repetition is only very mildly impaired~ despite a 
severe anomia and poor non-word repetition (OM a~d KJ). 
These patients alsd show an effect of word im~geability 
in auditory comprehension, but not in repetition. 
Thi s suggests ei ther tha.t there is a "C:!i rect" 1 12:': i CCl.l 
repetition route, or that these p~tients are able to 
use partial in~orma~ion from both semantic and 
5ub-lexica! route~. 
The latter explanation cannot be true for AD, who is 
worse than EC on all related tasks, but conSiderably 
better at real word repetition. Since both the 
semantic route and the sub-lexical repetition route are 
le~s impaired for EC, a combination of thEm i~ reai 
word repetition should yield superior performance to 
AD's. Thus unless a more complex relationship between 
the sub-lexical and semClntic repetitio~ routes can be 
specified (see next Chapter) this is evidence that AD 
is using a direct lexical repetition route which is 
unavailable to EC. 
One or t~o phonological lexicons? 
In the introduction it was concluded that the issue of 
whether there a~e sepa~ate input and output 
phonological lexicons is unresolved (and, if there can 
be no agreement on unde~lying assumptions, pe~haps 
un~esol vable) • However the dual task experiment of 
Shallice, Mcleod and Lewis (1985) does weight the 
evidence against slngle lexicon models. 
In Howard and F~anklin (1988) it is argu~d that 
semantic e~rors in ~epetition are good evidence for 
sepa~ate input and output lexicons; not least because 
of Allport and Funnell's (1981) conclusion that 
semantic errors in reading constitute good evidence for 
separate orthographic and phonological lexicons. In 
order to sustain the notion of a single phonological 
lexicon, the lexicon must have separate outputs to the 
semantic system and to phonology and the former must be 
accessible on the same occasion that the latter is not. 
Since MK has a word-form impairment, it could perhaps 
be argued that he can access some semantic information, 
but cannot produce any phonological output from the 
phonological input, because this requires more p~ecise 
information. 
It is not clear how such a system would operate, 
particularly in MK's case where there is absolutely no 
evidence to suggest that he has a deficient 
phonological output lexicon. In the case of DRB, who 
has neither a word-form deficit, nor an impaired 
phonological output lexicon (for concrete words) yet 
still makes semantic errors in repetition, it becomes 
unsuste.inable. If DRB can access inpLI.t wO:"'d forms 
sufficiently well to produce an output to the semantic 
system, and can access output word forms sufficiently 
well (e.g. in object namlng), then why is he unable to 
repeat without using the semantic system? This would 
have to be accounted for in one o~ two ways. Sema.nti c 
access could be an obligatory part of lexlcal 
repetition, with phonological input informetion unable 
to acti va.t2 phonol ogi cc.l o'utput; but thi s woul et mean 
that in some sense there must be separate input and 
output representations. Alternatively, direct lexical 
repetition could be possible for normal subjects, but 
in the case of DRB the input has somehow been 
"dis-:onnected" from the output; how would this be 
possible in a single system? A 2-lexicon model 
explains DRB's repetition performance easily; he has 
intact input and output lexicons, and either there is 
no such thing as "direct lexical repetition" for even 
norma.l subjects, or for him the mapping from the 
input to the output lexicon is impaired. 
The following chapter will consider the relationship 
between repetition and auditory short term memory and 
will have further implications for the issue of 
. (. t repetlton rou es. 
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CHAPTER 9: A model for repetition and auditory short 
term memory. 
While there is general agreement that there is a short 
term memory system which is specific to auditory 
phonological processing, rather than a general working 
memory system, there are various models of the 
structure of this system. In 1969, Morton argued for 
a phonologically based output store (=response buffer); 
subsequently it became clear that there had to be some 
kind of input store because of the differential effects 
of phonological similarity with and without suppressio~ 
on auditorily and visually presented lists (Baddeley et 
a.l 1984). Monsell (1987) proposed a system with 
separate input and output stores with a rehearsal loop 
connecting them • Unlike Baddeley's model of a 
phonological short term store and a rehearsal loop, 
both Morton and Monsell made explicit the relationship 
between auditory short term memory and lexical 
prc.cessi ng. Which of these theories are consistent 
with the neuroDsychological data? 
I will argue that dissociations between patients 
support a model which, like Monsell '5, has three 
components; input and output stores which are both 
phonologically basec, c?nd a "rehea.rsal" ~oop connectin.; 
them. This is the system used for phonogical recoding 
and sub-lexical repetition, as well as for storing 
strings (see Figure 9.1). Initially data from three 
patients will be considered; ORB, MK (Howard and 
Franklin, in press) and the patient MV who is described 
by Bub et al (1987) 
9.1 DRB: An impairment of the ohonolooical input store. 
There are several sources of evidence that DRB has an 
imoairment of the phonological input store. He 
performs normallv on tests of phoneme discrimination 
and of auditory lexical decision, indicatinq th~t he is 
2ble to analyse acoustic information to the phoneme 
level. (Phoneme discrimination tests require a 
same/different judgment to be made on two strings; at 
first sight this might seem to require at least the 
first string to be held in memory, but it appears that 
an identity match can be done at a pre-phonological 
level, unlike a rhyme judgment where the string has to 
be partially segmented.) 
DRB is able to read non-words, is good at homophone 
matchin~ and has fluent speech, indicating that there 
is no phonological output problem. Despite this he is 
unable to repeat non-words. Not only is repetition 
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Figure 9.1: A rrodel of short-tenn lIEnory and repetition. 
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Lip re5ding effects. 
Lip reading improyes ORB's performance on repetition span tests 
and word repetition. Since his lexical decision is unimpaired 1t 
15 unlikely that he needs lip reading to support the 
lexical/semantic route, suggesting that the effect on repetition 
here is due to lip reading improying processing Yia the sub-
lexical pathway. This is confirmed by the significant 
improvement in non-word repetition with lip reading and by the 
fact that there is an effect of phoneme length for word 
repetition only when ORB is allowed to lip read. 
There is no phonological similarity effect in ORB's repetition of 
letter strings without lip reading, but with Hp reading 
phonologically dissimilar llsts are better recalled. 
Phoneme segment 5t ion. 
.oRB is severely impaired at all tests which require phoneme 
segmentation, such as rhyme jUdgements. He 1s unable to 
identify the last phoneme in a eve string, despite the fact that 
he can reliably reject, as non-words, strings which differ from a 
real word only in terms of the final phoneme. Errors in repetition 
291 
of non-words (with lip readingi tend to occur at tne 
end of the string, suggesting that the store is subject 
to fast decay. 
Inner ear rehearsal. 
Since DRB has an impairment in the phonological input 
store he shoul~ be unable to utilize "inner ear" 
. 
rehear _.52.1 (Monsell, 1987 - that is, the rOLlte bv ~Jh i ch 
output phonology is converted to input phonologv. 
Howard and Franklin, 1987). This is indeed the c~se; 
despite his visuel lette~ span being sign!fic~ntlv 
better than his auditory lette~ span, there is no 
e~fect of phonological sirnila~ity fo~ vis~al span. He 
was at chance wnen asked to identify the 
pseudohomophone when shown a pseudohomophone and an 
ordinary non-word, despite being able to read path 
9.2 Mk:; a.n impc?irme,.,t af the "r~hEarsal" ~aoc. 
Like DRB, MK has no impairment in phoneme 
discriminetion (althoug~ he does have an imoajrment in 
auditory lexical decision), and no phonological output 
impairment in that he can read non-words, do homop~on~ 
matching and has fiuent speech. Also like DRB, hE is 
entirely unable to repeat non-words. 
i'·;. ~., " .. '2'1:1. 
.MK's impairment must be to both the input store -) output store and the output 
store -) input store psthW'8Ys. He is severel y i mpsi red even at si ogle item tasks 
requi ring either of these routes; the input -) output deficit results in i mpai red 
non-'W'Ord repetition; the output -) input deficit causes W'ritten pseudohomophone 
deft nition to be more i m psi red then defi nition of the equiv8lentl y auditorily 
presented W'ords. 
Phonological input store. 
Unlike ORB, MK is better at matching span <reliable for 
four digits) than recall tasks. Neither non-word or 
real word repetition is improved by lip reading. MK 
is able to judge whether two spoken words rhyme and is 
significantly better at matching span tasks using 
phonologically dissimilar items than similar ones. 
These results indicate that MK does not have an 
impairment of the phonological input store. The only 
evidence to the cont~ary is that he shows no lexicality 
effect in matching span tasks; this can be attributed 
to his input lexical impairment. 
Inner ear rehearsal. 
Since MK has a severe impairment in repetition span and 
in non-word repetition despite unimpaired input and 
output stores, this must be attributable, as it were by 
default, to an impairment in the rehearsal loop, ie the 
~ 
processes linking the two stores. This impairment 
should also result in an inability to feed back 
phonologically recoded written information for auditory 
comprehension. MK has no phonological similarity effect 
for letter strings presented in the written form 
despite showing such an effect when the strings are 
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auditorily presented. He is at chance at judging 
which of two written non-words would sound like a real 
word and uses approximate visual access to define 
visually ~resented pseudohomophones. Howard and 
Franklin (in press) argue that MK behaves like a normal 
subject under suppression in these tasks. 
Vallar and Baddeley (1984) describe a patient, PV, as 
having an impairment of the phonological input store. 
" -~ 
The~e was no effect of word 
length in rEcall, and articulatory suopression di~ not 
affect visual immediate serial recall, a pattern 
suggesting impaired rehearsal. However Vallar and 
Baddeley's model of auditory short term memory 
comprised only an input store and a rehearsal loop; and 
since PV's fluent speech indicated intact output (and 
by implication an intact rehearsal loop), they were 
forced to the conclusion that PV had an input store 
impairment. The lack of an effect of articulatory 
suppression on visual recall, they attributed to a 
strategic decision by PV. Clearly, the 3-stage model 
of auditory short term memory is able to account for 
these findings much more satisfactorily; PV has an 
intact output buffer, compatible with fluent speecn 
output, but, like MK, has an impairment of the 
rehearsal loop. 
9.3 M.V.; an impairment of the phonoloaical output 
store. 
MV (Bub et aI, 1987) was also unimpaired at ohoneme 
discrimination and was reported to have good auditory 
·comprehensi on. Matching span was not tested; but like 
MK, MV showed a phonological similarity effe~t in 
auditory presentation but not in visual presentation, 
suggesting that the impairment was not at the level of 
the phonological input store. MV was better than both 
MK and DRB at non-word repetition (50% correct for 
short strings) and at digit span repetition (span = 3). 
But MV was not only impaired at non-word repetition 
but also at non-word reading and Bub et al (1987) show 
that the impairments are both quantitatively and 
qualitatively similar. Further indication that this 
patient has an phonological output store impairment is 
that her speech, though not agrammatic, was non-fluent. 
9.4 Summarv of data on thr~e oatients 
These three patients demonstrate that auditory short 
term memory comprises two stores and their 
interconnections. DRB and MK are able to use the 
output phonological store for assembled phonology from 
orthographic codes, and with the phonological output 
lexicon are able to use it for homophone judgments and 
perhaps for "buffering" speech production to maintain 
fluency (although presumably their monitoring will be 
impaired) • 
MV is unable to do any of these things, but it is 
interesting to note that there is no report of her 
making phonologically related errors in naming: the 
el.Ll.tho~s onl y report that she makes " verb,;l.l 
p~.:-aphasi as". The dissociation between error type in 
naming on the one hand and (non-wor~) repetition and 
reading on the other could be explained by the 
information which is available from the semantic 
system. However, the model in Figure 9.2 allows for 
naming to be accomplished without requiring acce~s to 
the phonological output store and there~ore gives a 
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Figure 9.2: A revised m:xiel of atrlitory-short-tenn IJElTDry and repetitioo. 
9.5 Properties of the auditorv short-term memory 
system. 
The pho~ological input store 
Because immediate recall is worse for phonologically 
similar than dissimilar items, and because this effect 
is abolished by suppression when the items are visually 
presented but not when they are ~uditorily presented, 
the phonological similarity effect appears to be 
associated with the workings of the phonological input 
store (8addeley 1986). Unfortunately. apart from the 
robust experimental phenomenon, it is not really clear 
what phonological similarity is, nor whether it is 
possible to make inferences from the phenomenon to the 
operation or organisation of the store. "Phonological 
similarity" clearly does not refer to phonemic 
distinctiveness of the letters: for the letters to be 
confusable they simply have to rhyme; syllables where 
the consonant stays constant and the vowel ch~nges are 
not confusable in this way (Drewnowski 1980). 
Interestingly, what seems to happen with confusable 
items is that they become misordered; Watkins, Watkins 
and Crowder (1974) showed that phonological similarity 
only impairs recall if scoring requires items to be 
correct in the correct position. 
Use of the input store seems crucial for tasks 
involving segmentation. Visually presented rhyme 
judgments are affected by suppression (Besner, Davies 
and Daniels 1981) whereas homophone matching is not 
(Besner et al 1981; Baddeley and Lewis 1981), 
suggesting that there is sufficient space in the output 
store under suppression to hold two items, but that 
segmentation cannot be done there. MK and DRB are 
both impaired at v~sually presented rhyme judgments but 
not homophone jUdgments. MK, whom we have argued nas 
an intact input store, is able to judge whether or not 
two auditorily prese~ted words rhyme. DRB, who has an 
impaired matching span, is not only poor at auditory 
rhyme judgments but also has difficulty with 
seg~entation tasks using only one word. 
The fact that DRB is helped by lip reading for 
sub-lexical repetition and immediate memory tasks. 
despite having no impairment in phoneme discrimination 
or auditory lexical decision, suggests that lip reading 
can directly access the phonological input store. 
There has however been very little research on lip 
reading in aphasia, and it remains to be seen whether 
other patients will show this pattern. 
p~~:2~D 
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RE. a university student with developmental memory and reading 
deficits studied by Butterworth et al (1986). actually found that 
she could do matching span better with her' eyes closed; but this 
appeared to be because she was using visual information to hold 
the items and therefore lip reading interfered. The crucial 
difference between her and ORB in this respect is that she was 
reliably able to repeat single items. 
PhonologlcalolltplIt store. 
Monse 11 (1987) suggests that the phono 1 ogi ca 1 output store. 11 ke 
the input store. is a possible locus for phonological similarHy 
effects. Since MK and ORB both have unimpaired output stores, 
the fact that neither of them shows a phonological similarity 
effect for visually presented Hems (despite the fact that MK can 
be seen to be rehearsing visually presented items) suggests that 
phonological confusability is not in fact a property of the output 
store. 
Besner et al (1981) conclude that since articulatory 
suppression affects rhyme judgments, then phonological 
segmentation must be carried out at an output level. 
Because phonological recoding (tested by non-word 
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homophone judgments) is not affected by suppression. they argue 
that phonological recoding is entirely distinct from the audftory 
memory system. However. HK, who Howard and Franklin (in 
press) have argued cannot rehearse phonological information. is 
not impaired at auditory rhyme jUdgments. ORB. on the other 
hand. who has an intact phonological output store but an impaired 
phonological input store. is impaired at auditory rhyme 
jUdgments. This suggests that processing at the level of input 
is implicated in tasks requiring phonological segmentatlon of 
efther auditory or visual input. 
Word length does not appear to be a property of the input store, 
since suppression eliminates word length effects both for visual 
and audftory presentation. Is it then a property of the output 
store? If this were so then MK should show a word length effect 
for visually presented lists, since we have argued that his output 
store is intact. In fact MK shows no word length effect 
irrespective of mode of presentation (Howard and Franklin. in 
press). 
The output store does seem to have some relevance to the 
production of fluent utterences. Dysphasic patients who, 
1 i ke MK and ORB. have poor repet it i on but are surf ace 
dyslexic (e.g. Goldblum 1985; Newcombe and Marshall 1964) 
are all fluent dysphasics (in the sense 
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of a fluent rate of speech production, not as a 
syndrome classification). Patients such as Bub et aI's 
MV (1987) and Funnell's WB (1983), on the other hand, 
who have the same impairment in assembled phonology for 
both reading and repetition, have "non-fluent" speech, 
suggesting a deficit in holding speech output in the 
store. 
Connections betNeeff stores. 
Since the word length effect does not seem to be 
attributable to either the input or the output store, 
it must, by default, be a function 0+ t~ansmitting 
information between the two stores. If the stores are 
holding devices operating on a single code (the most 
constrained definition of a store), and are sensitive 
to different properties (suggesting that they differ in 
their organisation), then the connections between the 
stores must be transcoding devices. 
If the stores each deal in a single code, and since 
each interfaces with a pre- and post- lexical level of 
processing, the codes must corresDond to some thing 
like individual phonemes (although held in the stores 
in chunks) and thus the transcode will reflect word 
length. 
Ho~ does suppression affect thE short-ter •• emory loop? 
Although supp~ession affects span, it is still possible 
to hold two-to-th~ee visually o~esented non-wo~ds in 
memo~y while ca~~ying out an a~ticulatory suppression 
task (eg. Besner and Davelaar 1982). It i'E therefor-e 
unsurprising, ~5 stated earlier, that homophone 
matching can still be carried out under articulatory 
supp~e;::;sion. 
However, tr2ns~oding between 'Etores will be complE~ely 
2boiished by s~~pr~ssion, sinCE tne~e is n~ 5tora9~ ~: 
thi 5 1 e·vel. Thus only one item can be transcoded at 
2ny one time and. assuming the supp~ession is at a fa;::;t 
enough ~ate~ this will always be one of the suppres~ion 
items. So despite the fact that more than one item 
can be held in the output sto~e during supp~ession, any 
task that requires information (even regarding o~ly one 
or t~o items) from the output store to be transcoded to 
the input store will be af~ected by suppres~ion. 1" 1-' ,-\S 
visually presented rhyme judgments (Besner f Cavies and 
Daniel:; 1981) and even pseudchomophone detection tas~:; 
are a~~ected by su~pression. But if sutjects a~e 
allowed to suppress at a slower rate f then their 
ability to detect pseudohomophones improves (B~sner, 
Cavies and Davelaar 1931), pre:;umably because lt is 
then possible to alternate transcoding between a 
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suppression item and the pseudohomophone. 
9.6 Lexical Effects in Immediate Recall. 
Since immediate recall span is longer for real words 
than non-words (Baddeley 1986), then either the 
auditory short term memory system has an inbuilt 
lexical bias or it -is able to interface with the 
lexical system. (These two possibilities are of ~oursp 
not mutually excl~sive.) 
A Unitary Phonological system 
The single phonological proce=sing system propcsed by 
Allport (1984) is not ter.able in the light of t~e 
dissociations of input and output short term memo~y 
problems shown by patients. There could still, 
however, be two systerr~s, ea..ch deal i ng wi th bo-:h I e)~ i cal 
and sub-Ie>:ical informe.tion, bL:t with one system -tor 
input and one system for output. Thi s wOL:I d mean 
that, on input, both words ~nd non-words would orcduce 
activation in the system: both would activ?te the 
output phonological system, but the words would als~ 
produce an output to the semantic system. This acc~unt 
is problematic \... 
F :;, •• ~., ':;;~ 3 04 
A specific difficulty for this account concerns 
the input double d~ssociations shown by DRB and MK. 
Results ~Eported here suggest that MK has im~aired 
word-form access but an intact phonological inpu~ 
store, while DRB has intact word-form access but an 
impaired phonological input sto~e. In a singlE 
system, words will always be less vulnerable to 
impair~ent than non-words, so DRB's pattern of 
impairment could be explained. HOWEver the opposite 
impairment shown by MK (the input store intact, the 
input lexicon impaired), would mean that items in the 
store could not be accessed, but could be maintained in 
tne store (in a form sufficiently specified for MK to 
be able to judge whether items rhyme). It would also 
be difficult in such a system to explain why MK has a 
matching span of at least 4 items, and yet shows no 
e~fect of lexicality in this matching span task. MK's 
pattern of performance is much'more easily explained in 
a system where the store and the lexicon are separable 
(but linked) systems. 
Constraints on Transcoding Hechanis~s 
Given that the lexical superiority effect in span is 
not accounted for within the stores themselves, there 
must be activation between the phonological lexic~ns 
and the stores. There are at least two ways of 
modelling this relationship, depending on the 
constraints made on the transcoding procedure. Fi gLI.re 
9.1 showed the first such model, in which the~e ?re 
separate phonological input and output stores connected 
by transcoders as described earlier in the chapte~. 
The constraint in transcoding implicit in this mo~el is 
that for each level of transcoding there can be only 
one type of input code and one type of output cod~. 
As this would seem to be the most constrained form of 
the model, it is apposi te to see whether thi s fOI-moC:'.t is 
able to account for all experimental findinGS. The 
consequence of this constraint is that information from 
the phonological input store can activate input lexical 
info~mation, but not vice versa, and inform£tion from 
the phonological output lexicon can activate the 
phonological output store, but not vice versa. Su.c!-> a 
model provides for a flow of information for speech 
monitoring, but there is no mechanism for the in~ut 
lexicon to provide additional activation for the input 
store; such support could only occur at the output 
level on this model. Conversely the output store is 
unable directly to activate lexical information without 
it being transcoded via the input store. 
An alternative model can be seen in Figure 9.2. In 
this model the constraints are somewhat relaxed, in 
that while only ond type of code can be accepted as 
input, the output can be in the same code as was used 
for the inp~t or in one other, different code. For 
example in the case of the input leXicon, if th~ input 
phonology corresponds to a word, the lexical entry will 
produce two output codes, one exactly the same as the 
input code and one which will map onto the word's 
meaning. If the input phonology does not correspond 
to a word, the lexicon will produce no output. This 
model differs from the previous one in permitting 
in~ormation to flow between the appropriate lexicon and 
store in both directions. 
There are few experimental results which will 
distinguish between these two models, but two lines of 
evidence suggest that the second model may provide the 
better a.ccount. The first is the finding by Besner 
and Davelaar that the pseudohomcphone effect in 
recalling visually presented non-words is not abolished 
by articulatory suppression. The occurrence of a 
pseudohomophone effect implies that sub-Ie~ical 
informa.tion mLlst be accessing le::ical forms. Since 
the pseudohomophone effect is actually quite small 
(rather less than one item) it can be explained by the 
extra item activating its lexical form. In the c.:Ise 
of the first model this can onlv happen at the lnput 
level; I have argued that such transcoding is even 
abolished for one item under articulatory suppression. 
This model would th~refore wrongly predict th~t 
articulatory suppre~sion should .:Ibolish the 
pSeudohoffiopho~e sffe~t. The se~ond model al~o~~ for 
the pseudohomcphone to a~tivat2 a lexical output form, 
which will still be possible under suppression. 
In chapter 7 it wa.=> shown thClt DRB W.:IS i mpCl-i I-eid .:It 
prbbe span tasks where order was crucial. He was 
unable to do the task with non-words, but managed it, 
albeit not perfectly, with real words. This could be 
explained by access to one of the stores from ~ 
lexicon. In the first model it would h.:lve to be from 
the output lexicon to the output store. BLIt DRB' s 
performance was not drastically reduced for abstract 
words in the probe soan task. Since he is severely 
impaired at producing any output for abstract words, 
this suggests he is accessing the phonological input 
store from the input lexicon, which again supports 
model 2. 
9.7 Effects of Repetition Priming 
Gipson (1986) showed that accessing the output 
phonological form of c word primes subsequent access to 
its input phonological form, but not as strongly as if 
the word is heard previously. If it were assumao that 
the strength of the prime related to the amount of 
activation the word-form originally received, then this 
could be accounted for by the model in Figure 9.2. 
When the output phonological form is a=cessed, t~e 
activatio~ feeds back (via the short-term memorv 
svstem) to the input lexicon, producing some primin9 
affect. If the w~rd is heard, on the other hand, then 
the input lexicon will be activated both directlv aGd 
via the input store. It is possible that this 
dual-activation produces a stronger priming e~fect. 
Mansell (1987) reports an experiment by Monsell and 
Banich where they compared the effects of hearing the 
word, deriving the phonology of the word and sile~tly 
mouthinq the word on auditory lexical decision. 
Silently mouthing the word is a more effective rrime 
than just deriving the phonology; Monsell suggests thct 
this is because silent mouthing is able to utilize a 
more peripheral feedback loop (the "inner voice"). 
The model in Monsell (1987) shows this feedback 
activating information from articulatory progr~mme5 to 
speech features. Since speech features ~re presumably 
at a phonetic level, then silent mouthing, like heard 
speech, should therefore produce dual activation in the 
input lexicon. 
9.8 Imoairments in repetition 
Chapter 7 demonstrated a close rel~tionship b~tween 
repetition and auditory short term memory, ~nd I 
suggested that the audito~y short term me~ory ]DO~ W&S 
the system used for sub-lexical repetition (a$ well ~s 
for auditory feedba~k). Th2 group of patients rS a 
whole showed a high correlatlon between sub~le:cic~l 
repetition ability and digit span repetition. Als~ it' 
waS shown in the previous chapter that patients who ~re 
using an impaired sub-lexical route for repeating real 
words are more impaired with words of longer length and 
are more likely to make errors on the ends of words. 
DRB has both an impaired auditory short term m~mory and 
very impaired sub-lexical repetition; where both of 
these functions have been tested they have invariably 
beer found to co-exist (e.g. Caplan and WaIters, 
unpublished manuscript). For DRB both sub-lexical 
repetition and immediate serial recall were improved by 
lip reading; his real word repetition showed decay and 
a word length effect when he was allowed to lip read. 
Direct lexical repetition? 
In chapter 5, I argued for seoarate lexical/semantic 
and sublexical routes in repetition. Furtherma~e, the 
fact that AD was more impaired than EC on all other 
relevant tasks while better at repeating real wores 
seemed to be evidence for a third route where the 
outout lexical fo~m was directly accpssed by the inout 
lE~ical form. Is the direct lexical route still 
necessary? The repetitior of these two patients 
showed that lexicality effects could not be accounted 
for simoly by the combined use of the lexical/seman~ic 
~nd sublexical routes. Ho~ever, the mo~e interactive 
use of the two routes detailed in the model ir Figur€ 
9.2 can account for the discrepancy. Of course, this 
is conjecture until the relevant tests are done, but 
the difference in their word repetition could be 
e:~plained by postulating that EC has an impairment of 
the processes between the input store and the input 
lexicon. 
The large lexical advantage shown by patients such as 
KJ and DM could be explained as an impaired route from 
"input phonological analysis" to the input phonological 
store, with a retained ability to access the sto~e via 
the lexicon. This would further support the idea of 
access from the phonological input lexicon to the input 
store, as discussed in a previous section. 
9.9 Direct route re~dino ? 
How does reading relate to this model of auditory short 
term memory and repetition? The sub-lexical reading 
route would access information in the phonological 
output store, as discussed above with reference to the 
Besner et al (1981) experiment on the pseudohomophone 
advantage in visual span. It is an impairment ~t this 
point which makes MV (Sub et all equally impmired at 
reading and repetition, but able to name without 
producing phonologi~~lly related errors.. It .!so 
contr i butes to her non-f I uent speech prodLr.<::t ion. MI< 
and DRB on the other hand have different short term 
memory impairments and are able to read via the 
sub-lexical route. 
R.E., described by Campbell and Butterworth (1985) and 
Butterworth, Campbell and Howard (1986) is a 
developmental phonological dyslexic, poor at reading 
non-words and with a short-term memory impairment. 
Testing of her auditory short term memory suggested 
that she had a phonological input store impairment. 
Why should this cause her to be a phonological 
dyslexic? One obvious possibility is that it is not a 
cause and she simply happens to have both impairments. 
More likely however is that the input store, while not 
necessary for non-word reading in an accomplished 
reader, could be a vital compononent for a learning 
reader, in terms of monitoring performance. 
A possible model for reading, repetition ~nd short term 
memory is shown in Figure 9.3. An orthographic input 
. 
store has been added because many short term memory 
patients have been reported to have a visual span 
superior to their auditory span. (Sh~llice and Vallar, 
There are two reading ~ou~es~ the Eemanti: 
route and the sublexical route. Wheth~r there is also 
2 direct le~ical route is di~ficu:t to resolve. The 
same arguments can be applied as for direct lexical 
repetition, in that it is possible to use a combination 
of routes (see Howard, 1985), and in this model the 
le~:icons support the sub-le>:ical route. 
WB, the patient reported by Funnell (1983), is the most 
compelling case of a pa.tient reading via a "direct 
route": he was unabl e to read aloud any non-words bLlt 
read 90% of real words correctly. He was impaired in 
both naming and written comprehension, but his errors 
in comprehension occurred where fine semantic 










Figure 9.3: A rn:x:Iel of short-tenn rrerrory, repetitioo and reading. 
judgments were required. If multiple outputs from the 
semantic system activate a number of semantically 
related words in the phonological output lexicon! then 
a small amount of information from the sub-lexical 
reading route, to the output lexicon, will s~rve to 
disambiguate lexical candidates. Since WB made very 
few phonologically related errors in naming, this 
suggests that the mapping between the output lexicon 
and phonological output was intact. 
impairment in the output sto~e, and possibly frcm the 
store to ohonologica! output (non-word repetition W?s 
also som~what impaired) mean that pho~ologically 
recoded in~ormatio~ would not produce en o~tout. 
9.10 Conclusion 
The data provided by these patients suggest that there 
,-
are separate lexical and sub-lexical routes for 
auditory-verbal processing. There is no evidence to 
suggest any lexical advantage to the sub-lexical route 
itself. The sub-lexical route is used for repeatlng 
novel words, for immediate serial recall of auditorily 
presented material and for inner feedback. This model 
makes the prediction that impairments in auditory 
immediate serial recall and non-word repetition will 
invariably co-occur. 
p~c.'~'31S c .. ~ ~ .. 
The fact that DRB's repetition and recall are enhanced 
by lip reading, despite his intact auditory 
comprehension, is support for Campbell's (1987b) 
conjecture, that lip read and auditory informatlon 
interact at the level of the input buffer. It remains 
to be seen whether lip reading also interacts with 
auditory information at an earlier stage of processing. 
The group of patients showed a considerable diversity 
of impairments in auditory compr~hension. These 
impairments are compatible with an input lexi:on which 
produces multiple outputs to an amodal ~emantic system. 
Experiments with DRB confi~med the vulnerabilitv to 
impairment of abstract words. It is predicted that 
a!limpairments of ~ccess from the input IE::icons to 
the semantic system will result in a greater impairment 
for abstract words. 
APPENDIX 
Appendix 1: Patient Summaries. 
PATIENT: C.L. 
Pyramids and Palm Trees 
Picture version: 26/52 
Spoken word -) Picture version: 31/52 
Auditory Descrimination 
CV list: NOT TESTED 




Auditory: High Imageability 36/38 
Low Imageability 31/38 
Written High Imageability NOT TESTED 
Low Imageability NOT TESTED 
Spoken: 12/40 
Written: NOT TESTED 
Imageability x Freguencv List 
Repetition: High Imageability 39/40 
Low Imageability 39/40 
Reading: High Imageability 13/40 




Writing to dictation: NOT TESTED 
Digit Span: 5.5 
Appendix 1: Patient Summaries. 
PATIENT: A.Ba. 
Pyramids and Palm Trees 
Picture version: 47/52 
Spoken word -) Picture version: 46/52 
Auditory Descrimination 
CV list: 34/40 




Audi tory: High Imageability 0/38 
Low Imageability 0/38 
Written High Imageability 30/::'8 
Low Imageability 24/38 
Pi ctLlre· Na.mi ng 
Spoken: 7/4121 
Written: 121/40 
Imageability x Frequency List 
F~epeti ti on: High Imageability 29/40 
Low Imageability 26/40 
Reading: High Imageability 12/40 




Writing to dictation: 0/20 
Digit Span: 2 
j::',=:.q "-"319 
Appendix 1: Patient Summaries. 
PATIENT: A.By. 
Pyramids and Palm Trees 
Picture version: 32/52 
Spoken word -) Picture version: 32/52 
Auditory Descrimination 
CV list: NOT TESTED 




Auditory: High Imageability 33/38 
Low Imageability 26/38 
v.Jri tten High Imagea.bi 1 i ty 29/38 




Imageabilitv K Frequency List 
Repetition: High Imageability 19/40 
Low Ima.geabi 1 i ty 17/40 
Reading: High Imageability 22/412! 




Writing to dictation: 121/20 
Digit Span: 2 
Appendix 1: Patient Summa~ies. 
PATIENT: M.H. 
Py~amids and Palm T~ees 
Pictu~e ve~sion: 26/52 
Spoken wo~d -) Pictu~e ve~sion: 41/52 
Audito~y Descrimination 
CV list: NOT TESTED 




Audito~y: High Imageability 25/38 
Low Imageability NOT TEST::::) 
W~itten High Imageability NOT TESTED 
Low Imageability NOT TESTED 
Pi c:tL\~e "-Iami ng 
Spoken: NOT TESTED 
W~itten: NOT TESTED 
Imageability x F~egu~ncv List 
Repetition: High Imageability 39/40 
Low Imageability 38/40 
Reading: High Imageability NOT TESTED 
Low Imageability NOT TESTED 
Non-wo~ds 
Repetition: 19/20 
Reading: NOT TESTED 
Writing to dictation: 14/2~ 
Digit Span: 5.5 
Appendix 1: Patient Summaries. 
PATIENT: M.K. 
Pyramids and Palm Trees 
Picture version: 52/52 
Spoken word -) Picture version: 45/52 
Auditory Descrimination 
CV list: 36/40 




Auditory: High Imageability 36/38 
Low Imageability 2'7'/38 
Written High Image-ability 38/38 




Image-ability x Frequencv List 
Repetition: High Imageability 21/40 
Low Imageability 15/4(l; 
Reading: High Imageability 38/40 
Low Imageability 36/4~ 
Non-words 
Repetition: 0/20 
Reaci ng: 20120 
Writing to dictation: 1/2e. 
Digit Span: 0.5 
Appendix 1: Patient Summaries. 
PATIENT: F.M. 
Pyramids and Palm Trees 
Picture version: 49/52 
Spoken word -) Picture version: 48/52 
Auditory Descrimination 
CV list: 33/4121 




Auditory: High Imageability 35/38 
La","' Image?bi 1 i ty 29/:::8 
Written High Imageability 33/38 




Imageability x Frequency List 
Reoetition: High Imageability 37/40 
Low Imageability 35/40 
F.:eadi n9: High Imageability 4121/4121 




Writing to dictation: 121/2121 
Digit Span: 1 
Appendix 1: Patient Summaries. 
PATIENT: K.J. 
Pyramids and Palm Trees 
Picture version: 48/52 
Spoken word -) Picture version: 48/52 
Auditorv Descrimination 
CV list: 38/40 




ALldi tory: High ImC'.geabi 1 i ty 37/38 
Law Imageability 3:;'/38 
Written High lmageability 26/38 




Imaoeabilitv x Frequencv List 
Repetition: High Imageabillty 37/4CJ 
Low Imageability 36/40 
Reading: High Imageability 17/40 




Writing to dictation: 0/2e 
Digit Span: NOT TESTED 
Appendix 1: Patient Summa~ies. 
PATIENT: A.H. 
Py~amids and Palm T~ees 
Pictu~e ve~sion: 46/52 
Spoken wo~d -) Pictu~e ve~sion: 37/52 
Auditory De~c~imination 
CV list: 37/4121 




Auditory: High Im2l.geabi 1 i ty 35/38 
Low Imageability ::2/38 
W~itten High ImagEability 34/38 




Imageabilitv x Frequency List 
Repetition: High imageability 34/4~ 
Low Imageability 31.14121 
Readir,g: High Imageability 4121/4121 




W~iting to dictation: 1121/2121 
Digit Span: 5 
Appendix 1: Patient Summaries. 
PATIENT: D.M. 
Pyramids and Palm Trees 
Picture version: 46/52 
Spoken word -) Picture version: 46/52 
Auditory Descrimination 
CV list: 37/40 




Auditory: High Imageability 38/38 
Low Imageability 31/33 
Written High Imageability 35/38 




Imageability x Frequency List 
Repetition: High Imageability 39/40 
Low Imageability 38/40 
Reading: High Imageability 4121/40 




Writing to dictation: 2120 
Di 9 i t Span: 1. 5 
F'ATIENT: F. c. 
Pyramids and Palm Trees 
Picture version: 36/52 
Spoken word -> Picture version: 39/52 
Auditory De~crimination 
CV list: 36/40 




Auditory: High Im,:..geabi 1 i ty 34/38 
Low Imageability 22/38 
Written High Imageability NOT TESTED 




Imageability x Frequencv List 
F':epeti ti on: High Imageability 35/40 
Low Imageabi li ty 34/40 
Re':'.ding: High Imageability 8/4(2) 
Low Imageability 5/40 
Non-words 
Repet~tion: 13/20 
Readi ng: 2/20 
Writing to dictation: 0/20 
Diqit Span: 4 
Appendix 1: Patient Summaries. 
PATIENT: I.M. 
Pyramids and Palm Trees 
Picture version: 52/52 
Spoken word -) Picture version: 48/52 
Auditory Descrimination 
CV list: 40/40 
Easy Lexical Decision 
Spoken: 50/50 
Written: NOT TESTED 
Svnonym Matching 
Auditory: High Im.ageability NOT TESTED 
Low Imageability NOT TESTED 
Written High Imageability 36/38 




Imageability x FregLlency List 
Repetition: High Imageability 39/40 
Low Imageability 4121/40 
Rea.ding: High Imageability 37/40 




Writing to dicta.tion: 17/2e 
Digit Span: ~ 
'.' 
Appendix 1: Patient Summaries. 
PATIENT: E.C. 
Pyramids and Palm Trees 
Picture version: 48/52 
Spoken word -) Picture version: 46/52 
Auditory Descrimination 
CV list: 37/40 




Auditory: Hign !ma«;2abilitv 38/38 
Lo.,.; Irr,ag':'CI,bll i ty 34/38 
Written HiQi"l Imagea,bility 38/39 
Low Ima~ea.bility 38/38 
Pi ctur-"" Na,mi no 
Spoken: 5/20 
Written: 2/1C 
Imageability x Freouencv List 
Reoetition: High Imageability 2(Z1/4C 
Low Imageability 10/4C 
Reading: High Imageability 13/40 




Wr-iting to dictation: 0/20 
Digit Boan: 1.5 
!~'"' C, .,',' 329 
Appendix 1: Patient Summaries. 
PATIENT: N.H. 
Pyramids and Palm Trees 
Picture version: 23/52 
Spoken word -) Picture version: 41/52 
Auditory Descrimination 
CV list: 34/40 




Auditory: High Ime.geabi 1 i ty 28/38 
Low Imag.?eability :2C·/39 
Written High Imageea.bi 1 i ty 27/38 




Imaoeability x Frequencv List 
Repeti tior.: High Imc3geabilitv :::3/4~ 
Low Imageability 22/40 
Rea.ding: High Imageability 28/4Ql 




Writing to dictation: 0/20 
Diqit Spear": 2.5 
F "C' '·:·330 
Appendix 1: Patient Summaries. 
PATIENT: E.S. 
Pyramids and Palm Trees 
Picture version: 51/52 
Spoken word -) Picture version: 35/52 
Auditory Descrimination 
CV list: 28/4(21 




Auditory: High Imageability ~·0/38 
Low lmageability 
Written High Imageability 35/38 
Low Imageability 29/38 
Pi cture Na.mi no 
Spoken: 8/40 
W'-itten: G/4~ 
Imag~ability x Frequencv List 
Repetition: High Imageability 1/4'" 
Low Ima.geabi I i ty 12l/4~· 
Reading: High Imageability 37/4~ 




Writing to dictation: 0/2~ 
Digit Span: 0.5 
::::. ;,' <',. I" "3~ 
Appendix 1: Patient Summaries. 
PATIENT: V.W. 
Pvramids and Palm Trees 
Picture version: 48/52 
Spoken word -) Picture version: 43/52 
Auditory Descrimination 
CV list: 40/40 




Auditory: High Imageability 36/38 
Low Imageability 32/38 
Written High Imageability 37/38 
Low Imageability 35/38 
Pictu .... "" Namino 
Spoken: 30/40 
Wri tten: 31/40 
ImagQability x Freouency List 
Repetition: High Imageability 40/40 
Low Imageability 40/40 
Reading: High Imageability 40/40 




Writing to dictation: 14/20 
Digit Soan: 4.5 
1::·- ;"'C''::;' JJ:l. 
Appendix 1: Patient Summaries. 
PATIENT: E.W. 
Pyramids and Palm Trees 
Picture version: 48/52 
Spoken word -> Picture version: 5~/52 
Auditory Descrimination 
CV list: 28/40 




Auditory: High Imageability 37/38 
Low ImC1.geabi 1 i ty 3::/38 
Written High Imageability 36/38 




ImageC1.bi 1 i ty x Freguency List 
Repetition: High Imageability 4f2l14f2l 
Low I mC1.gec?b i 1 it Y 4f2l/40 
Reading: High Imageability 4f2l/40 





Writing to dictation: 8/2~ 
.... C" 
.,j • ...J 
F'i:l.Cle333 
Appendix 1: Patient Summaries. 
PATIENT: D.I. 
Pyramids and Palm Trees 
Picture version: 51/52 
Spoken word -) Picture version: 51/52 
Auditory Descrimination 
CV list: 40/40 




Auditory: High Imageability 38/38 
Low Imageability 29/38 
Written High Imageability 36/38 




Imageability x Frequency List 
High Imageability 39/40 
Low Imageability 40/40 
Reading: High Imageability 4~/40 




Writing to dictation: 18/20 
Digit Spa.n: 4.5 
Appendix 1: Patient Summaries. 
PATIENT: C.J. 
Pyramids and Palm Trees 
Picture version: 41/52 
Spoken word -) Picture version: 38/52 
Auditory Descrimination 
CV list: 34/40 




Auditory: High Imageability 32/38 
Low Imageability 28/38 
Written High Imageability 36/38 




Imageability x Frequency List 
Repetition: High Im.:.geabi 1 i ty 4C/4~ 
Low Imageability 40/4(2) 
Reading: High Imagea.bi 1 i t Y 38/40 
Low Imageability 35/40 
Non-woros 
Repeti ti on: 10/20 
Reading: 15/20 
Writing to dictation: 7120 
~igit Span: 4 
Appendix 1: Patient Summaries. 
PATIENT: A.D. 
Pyramids and Palm Trees 
Picture version: 36/52 
Spoken word -> Picture version: 34/52 
Auditory Descrimination 
CV list: 29/40 




Auditory: High Imageability NOT T:::ST~D 
Low Imageabilit\l NOT TESiEL 
Written High Imageability 26/38 




Imageabilitv >~ Frequencv List 
Repetition: High Ime.gea.bi 1 i ty =5/4~ 
Low ImageCl.bi 1 i ty 16/4~ 
Reading: High Imagea.bi 1 i ty 15/4rJ 
Low Imagea.bi I i ty 7/40 
Repetition: 4/20 
Reading: 2/20 
Writing to dictation: 0/20 
Digit Span: 0.5 
Appendix 1: Patient Summaries. 
PATIENT: D.R.B. 
Pyramids and Palm Trees 
Picture version: 50/52 
Spoken word -) Picture version: 48/52 
Auditory Descrimination 
CV list: 38/40 




Auditory: High Imageability 36/38 
Low Imageability 23/38 
Written High Imageability ;::.8/38 
Low Imageability 36/38 
Pictur p Naming 
Spoken: 40/40 
Written: 39/40 
Imageability x Frequency List 
Repetition: High Imageability 30/40 
Low Imageability 5/40 
Reading: High Imageability 4~/40 




Writing to dictation: 0/2~ 
Digit Span: 0.5 
F' <? C' (.:., 33 7 
Appendix 2: d' for lexical decision te=ts. 
Easy Lexical Decision 320 Item Auditory 
Auditory Visual Lexical Decision 
Patient 
E.W. 2.93 4.08 
E.S. 1.04 ~ ~..., --.'. wJl.. 0.64 
A.D. 2. IZHZ) 4.1218 
A.By. 1. 74 0. 12 
M. K. 0.94 4.65 2. 18 
E.C. 2.93 4.65 1 .. 22 
A.H. 2.91 3.50 1. 60 
C.L. 2.10 2.00 
A.Ba. 4.08 3.36 
F.M. 3.17 3.50 2.73 
C.J. 3.73 3 ""!'.., . ........ 2.67 
N.H. 2.93 1. 87 
M.H. 4.08 ..., -,,-~. ~.~ 
K.J. 3.50 2.75 
D.M. 3.50 4.65 
F.C. 4.08 0.00 
. V. W. 3.73 4.65 
0.1. 4.08 4.65 
D.R.B. 4.08 4.08 4.38 
1. M. 4.08 
Appendix 3: Semantic tests: details of testing. 
SYNONYM MATCHING TEST 
(Note: Synonym matching test: IM was not given the 
spoken version of this test, MH was not given the 
written version. CL and FC were both unable to 
attempt the written version of the test. ABa and AD 
were unable to attempt either version, but were both 
given the written test in a triad form. KJ was given 
only the high imageability items in the written 
version. ) 
Patients with a significant effect of imageability in 
synony • • atching (Fisher Exact Test): 
Spoken only Spoken + Written 
AH z = 2.28, p<.05 ES z = r:> 13, p<.05 ..:... 
MK z = 1.94, p<.05 ABy z = 1.85, p<.~5 
FC z = 2.85, p<.01C5 FM z = 2.29, p<.05 
NH z = 1.65, p<.05 EW z = 3.28, p<.001 
KJ z = 1.86, p(.05 CJ z = 2.97, p<.005 
DM z = 2.36, o(.0C5 
DI ... = 2.82, p<.01 
DF:B z = 2.63, p<'el1 
Patient who is significantly worse at written than 
spoken synonym matching (ncNe~ar Test): 
(High imageability items only) 
KJ z = 3.05, p<.005 
Patients who are significantly worse at spoken than 
written synony. matching (HcNemar Test): 
DI z = 2.11, p<.05 
DRB z = 3.87, p<.001 
PYRAMIDS AND PALM TREES TEST 
Patients who are significantly worse at three picture 
version (HcHemar Test): 
MH z = 2.89, p<.005 
NH z = 3.67, p<.12I01 
Patients who are significantly worse at spoken word to 
picture version (HcNemar Test): 
ES z = 4.121121, pC 12101 
AH z = ,.., -:r..., ~. _'4-, p<'01 
MK z = 2.65, p<.005. 
Appendix 4: Examples of d~awing by MH. 
A. Copying the experimenter's (bad) drawings: 
EXPERIMENTER MH 
~. 
(All d~awing examples ca~ried out within a short p~riod 
of time.) 
Appendix 4 (continued) 
B. Drawing to dictation. 
.. +-~ 






Appendix 4 (continued) 
c. Drawing from life (unfinished portrait) . 
. ' 
r, . 
Appendix 5: Method of assigning elements to 
Five serial positions. (Wing and Baddeley. 1980). 
Total no. of Serial position in string 
elements 
in string 1 2 J 4 
1 
2 1 2 
3 1 2 3 
4 1 2 3 4 
5 1 2 3 4 5 
6 1 2 3,4 5 6 
7 1,2 3 4 5 6,7 
8 1,2 3 4,5 6 7,8 
9 1,2 3,4 5 6,7 8,9 
10 1,2 3,4 5,6 7,8 9,10 
11 1,2 3,4 5,6,7 8,9 10,11 
etc. 
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