Abstract. In this paper, we propose a decomposition approach for eigenvalue problems with spatial symmetries, including the formulation, discretization as well as implementation. This approach can handle eigenvalue problems with either Abelian or non-Abelian symmetries, and is friendly for grid-based discretizations such as finite difference, finite element or finite volume methods. With the formulation, we divide the original eigenvalue problem into a set of subproblems and require only a smaller number of eigenpairs for each subproblem. We implement the decomposition approach with finite elements and parallelize our code in two levels. We show that the decomposition approach can improve the efficiency and scalability of iterative diagonalization. In particular, we apply the approach to solving Kohn-Sham equations of symmetric molecules consisting of hundreds of atoms.
Introduction
Efficient numerical methods for differential eigenvalue problems become significant in scientific and engineering computations. For instance, many properties of molecular systems or solid-state materials are determined by solving Schrödinger-type eigenvalue problems, such as HartreeFock or Kohn-Sham equations [11, 38, 53] ; the vibration analysis of complex structures is achieved by solving the eigenvalue problems derived from the equation of motion [7, 16, 31] . We understand that a lot of eigenpairs have to be computed when the size of the molecular system is large in electronic structure study, or the frequency range of interest is increased in structural analysis. To obtain accurate approximations, we see that a large number of degrees of freedom should be employed in discretizations.
Since the computational cost grows in proportion to N 2 e N , where N e is the number of required eigenpairs and N the number of degrees of freedom, we should decompose such largescale eigenvalue problems over domain or over required eigenpairs. However, it is not easy to decompose an eigenvalue problem because the problem has an intrinsic nonlinearity and is set as a global optimization problem with orthonormal constraints. We observe that the existing efficient domain decomposition methods for boundary value problems usually do not work well for eigenvalue problems.
For an eigenvalue problem with symmetries, we are happy to see that the symmetries may provide a way to do decomposition. Mathematically, each symmetry corresponds to an operator, such as a reflection, a rotation or an inversion, that leaves the object or problem invariant. Group theory provides a systematic way to exploit symmetries [8, 14, 15, 33, 47, 52] . Using group representation theory, we may decompose the eigenspace into some orthogonal subspaces. More precisely, the decomposed subspaces have distinct symmetries and are orthogonal to each other. However, there are real difficulties in the implementation of using symmetries [5, 10] .
We see from quantum physics and quantum chemistry that people use the so-called symmetryadapted bases to approximate eigenfunctions in such orthogonal subspaces. The symmetryadapted bases are constructed from specific basis functions like atomic orbitals, internal coordinates of a molecule, or orthogonalized plane waves [8, 14, 15] . A case-by-case illustration of the way to construct these bases from atomic orbitals has been given in [15] , from which we can see that the construction of symmetry-adapted bases is not an easy task.
We observe that grid-based discretizations, such as finite difference, finite element and finite volume methods, are widely used in scientific and engineering computations [3, 4, 12, 18, 27] . For instance, the finite element method is often used to discretize eigenvalue problems in structural analysis [7, 31, 55] . In the last two decades, grid-based discretization approaches have been successfully applied to modern electronic structure calculations, see [6, 17, 43, 48] and reference cited therein. In particular, grid-based discretizations have good locality and have been proven to be well accommodated to peta-scale computing by treating extremely large-scale eigenvalue problems arising from the electron structure calculations [28, 32] . Note that grid-based discretizations usually come with a large number of degrees of freedom. And finite difference methods do not have basis functions in the classical sense. These facts increase the numerical difficulty to construct symmetry-adapted bases.
In this paper, we propose a new decomposition approach to differential eigenvalue problems with symmetries, which is friendly for grid-based discretizations and does not need the explicit construction of symmetry-adapted bases. We decompose an eigenvalue problem with Abelian or non-Abelian symmetries into a set of eigenvalue subproblems characterized by distinct conditions derived from group representation theory. We use the characteristic conditions directly in grid-based discretizations to form matrix eigenvalue problems. Beside the decomposition approach, we provide a construction procedure for the symmetry-adapted bases. Then we illustrate the equivalence between our approach and the approach that constructs symmetryadapted bases, by deducing the exact relation between the two discretized problems.
We implement the decomposition approach based on finite element discretizations. Subproblems corresponding to different irreducible representations can be solved independently. Accordingly, we parallelize our code in two levels, including a fundamental level of spatial parallelization and another level of subproblem distribution. We apply the approach to solving the Kohn-Sham equation of some cluster systems with symmetries. Our computations show that the decomposition approach would be appreciable for large-scale eigenvalue problems. The implementation techniques can be adapted to finite difference and finite volume methods, too.
The computational overhead and memory requirement can be reduced by our decomposition approach. Required eigenpairs for the original problem are distributed among subproblems; namely, only a smaller number of eigenpairs are needed for each subproblem. And subproblems can be solved in a small subdomain. Here we give an example to illustrate the effectiveness of the decomposition approach. Consider the eigenvalue problem for the Laplacian in domain (−1, 1) 3 with zero boundary condition, and solve the first 1000 smallest eigenvalues and associated eigenfunctions. We decompose the eigenvalue problem into 8 decoupled eigenvalue subproblems by applying Abelian group D 2h which has 8 symmetry operations. The number of computed eigenpairs for each subproblem is 155, and the number of degrees of freedom for solving each subproblem, 205,379, is one eighth of that for the original problem, 1,643,032. We obtain a speedup of 28.8 by solving 8 subproblems instead of the original problem.
We should mention that group theory has been introduced to partial differential equations arising from structural analysis in [9, 10] , which mainly focused on boundary value problems and did not provide any numerical result. We understand that the design and implementation of decomposition methods for eigenvalue problems are different from boundary value problems. We also see that Abelian symmetries have been utilized to simplify the solving of Kohn-Sham equations in a finite difference code [35] . However, the implementation in [35] is only applicable to Abelian groups, in which any two symmetry operations are commutative. Even in quantum chemistry, most software packages only utilize Abelian groups [53] . In some plane-wave softwares of electronic structure calculations, symmetries are used to simplify the solving of Kohn-Sham equations by reducing the number of k-points to the irreducible Brillouin zone (IBZ). For a given k-point, they do not classify the eigenstates and thus still solve the original eigenvalue problem.
The rest of this paper is organized as follows. In Section 2, we show the symmetry-based decomposition of eigenvalue problems, and propose a subproblem formulation proper for gridbased discretizations. Then in Section 3, we give matrix eigenvalue problems derived from the subproblem formulation and provide a construction procedure for the symmetry-adapted bases, from which we deduce the relation of our discretized problems to those formed by symmetryadapted bases. We quantize the decrease in computational cost when using the decomposition approach in Section 4. And in Section 5 we present some critical implementation issues. In Section 6, we give numerical examples to validate our implementation for Abelian and non-Abelian symmetry groups and show the reduction in computational and communicational overhead; then we apply the decomposition approach to solving the Kohn-Sham equation of three symmetric molecular systems with hundreds of atoms. Finally, we give some concluding remarks.
Decomposition formulation
In this section, we recall several basic but useful results of group theory and propose a symmetrybased decomposition formulation. The formulation, summarized as Theorem 2.1 and Corollary 2.2, can handle eigenvalue problems with Abelian or non-Abelian symmetries. Some notation and concepts will be given in Appendix A.
Representation, basis function, and projection operator
We start from orthogonal coordinate transformations in R d (d = 1, 2, 3) such as a rotation, a reflection or an inversion, that form a finite group G of order g. Let Ω ⊂ R d be a bounded domain and V ⊂ L 2 (Ω) a Hilbert space of functions on Ω equipped with the L 2 scalar product (·, ·). Each R ∈ G corresponds to an operator P R on f ∈ V as
It is proved that {P R : R ∈ G} form a group isomorphic to G.
A matrix representation of group G means a group of matrices which is homomorphic to G. Any matrix representation with nonvanishing determinants is equivalent to a representation by unitary matrices (referred to as unitary representation). In the following we focus on unitary representations of group G.
The great orthogonality theorem (cf. [14, 33, 47, 52] ) tells that, all the inequivalent, irreducible, unitary representations {Γ (ν) } of group G satisfy
for any l, m ∈ {1, 2, . . . , d ν } and l ′ , m ′ ∈ {1, 2, . . . , d ν ′ }, where d ν denotes the dimensionality of the ν-th representation Γ (ν) and Γ (ν) (R) * ml is the complex conjugate of Γ (ν) (R) ml . The number of all the inequivalent, irreducible, unitary representations is equal to the number of classes in G. We denote this number as n c . Definition 2.1. Given ν ∈ {1, 2, . . . , n c }, non-zero functions {φ
is called to belong to the l-th column of Γ (ν) (or adapt to the ν-l symmetry), and {φ There holds an orthogonality property for the basis functions (cf. [47, 52] 
holds for any l ∈ {1, 2, . . . , d ν } and l ′ ∈ {1, 2, . . . , d ν ′ }. This equation implies that, two functions are orthogonal if they belong to different irreducible representations or to different columns of the same unitary representation. And the scalar product of two functions belonging to the same column of a given unitary representation (or adapting to the same symmetry) is independent of the column label. Multiplying equation (2.2) by Γ (ν ′ ) (R) * m ′ l ′ and summing over R, the great orthogonality theorem (2.1) implies that
Define for any ν ∈ {1, 2, . . . , n c } and l, m ∈ {1, 2, . . . , d ν } operator P (ν) ml as
we get P
for any ν, ν ′ ∈ {1, 2, . . . , n c }, l, m ∈ {1, 2, . . . , d ν }, and l ′ ∈ {1, 2, . . . , d ν ′ }.
lk v : l = 1, 2, . . . , d ν } are non-zero functions, and for any l ∈ {1, 2, . . . , d ν }
Proof. For any l ∈ {1, 2, . . . , d ν }, we obtain from (2.4) that
where P R P S = P RS because {P R : R ∈ G} form a group isomorphic to G. Since Γ (ν) is a unitary representation of G, we have
Recall the way to achieve (2.5), we see from the above equation and the great orthogonality theorem that P (ν)
This completes the proof.
If we set ν ′ = ν, l ′ = l and m = l in (2.5), then we have for any ν ∈ {1, 2, . . . , n c }
Proposition 2.1 implies that (2.6) serves to characterize the labels of any basis function:
Corollary 2.1. Given ν ∈ {1, 2, . . . , n c } and l ∈ {1, 2, . . . , d ν }. Non-zero function v ∈ V belongs to the l-th column of Γ (ν) (or adapts to the ν-l symmetry) if and only if
We will use the following properties of operator P (ν) ml , whose proof is given in Appendix B.
lm .
(b) The multiplication of two operators P (ν)
Subproblems
We see from Corollary 2.1 and the linearity of operator P (ν) ll that, all functions in V belonging to the l-th column of Γ (ν) (or adapting to the ν-l symmetry) form a subspace of V . We denote this subspace by V (ν)
l . There holds a decomposition theorem for any function in V (cf. [47, 52] ): any f ∈ V can be decomposed into a sum of the form
where f
l . We see from (2.5) and (2.7) that P (ν)
which indeed is a direct sum
Now we turn to study the symmetry-based decomposition for eigenvalue problems. Consider eigenvalue problems of the form Lu = λu in Ω (2.9) subject to some boundary condition, where L is an Hermitian operator. Group G is said to be a symmetry group associated with eigenvalue problem (2.9) if
and the subjected boundary condition is also invariant under {P R }. Then any R ∈ G is called a symmetry operation for problem (2.9). For simplicity, we take zero boundary condition as an example and discuss the decomposition of eigenvalue problem
Since P R and L are commutative for any R in G, we have:
l , where ν ∈ {1, 2, . . . , n c } and l ∈ {1, 2, . . . , d ν }. In other words, V (ν) l is an invariant subspace of operator L.
The direct sum decomposition of space V and Proposition 2.3 indicate a decomposition of the eigenvalue problem.
Theorem 2.1. Suppose finite group G = {R} is a symmetry group associated with eigenvalue problem (2.10). Denote all the inequivalent, irreducible, unitary representations of G as {Γ (ν) : ν = 1, 2, . . . , n c }. Then the eigenvalue problem can be decomposed into nc ν=1 d ν subproblems. For any ν ∈ {1, 2, . . . , n c }, the corresponding d ν subproblems are
where k is any chosen number in {1, 2, . . . , d ν }.
Proof. We see from (2.8) and Proposition 2.3 that, other than solving the eigenvalue problem in V , we can solve the problem in each subspace V (ν) l independently. More precisely, we can decompose the original eigenvalue problem (2.10) into nc ν=1 d ν subproblems; for any ν ∈ {1, 2, . . . , n c }, the d ν subproblems are as follows
in Ω, (2.12) where the third equation characterizes u
l , as indicated in Corollary 2.1. Given any ν ∈ {1, 2, . . . , n c }, we consider the d ν subproblems (2.12). We shall prove that, for any k, l ∈ {1, 2, . . . , d ν }, if v and w are two orthogonal eigenfunctions corresponding to some eigenvalue of the k-th subproblem, then P (ν) lk v and P (ν) lk w are eigenfunctions of the l-th subproblem with the same eigenvalue, and are also orthogonal.
Combining (2.5) and the fact that P R and L are commutative for each R, we obtain that P (ν) lk v is an eigenfunction of the l-th subproblem which corresponds to the same eigenvalue as the one for v. It remains to prove the orthogonality of P lk . Indeed, we have for any v, w ∈ V Therefore, the original eigenvalue problem (2.10) is decomposed into nc ν=1 d ν subproblems, and for any ν ∈ {1, 2, . . . , n c } the corresponding d ν subproblems can be given as (2.11) . This completes the proof.
The third equation of the d ν subproblems in (2.11) are
We see from Proposition 2.1 that {u
Corollary 2.2. Under the same condition as in Theorem 2.1, eigenvalue problem (2.10) can be decomposed into nc ν=1 d ν subproblems. For any ν ∈ {1, 2, . . . , n c }, the corresponding d ν subproblems can be given as follows
13)
The third equations in (2.11) and (2.13) describe symmetry properties of eigenfunctions over domain Ω. The original eigenvalue problem can be decomposed into subproblems just because eigenfunctions of subproblems satisfy distinct equations. In the following text, we call these equations as symmetry characteristics.
Denote by Ω 0 the smallest subdomain which produces Ω by applying all symmetry operations {R ∈ G}, namely,Ω = ∪ R∈G RΩ 0 , and
We call Ω 0 the irreducible subdomain and the associated volume is g times smaller than that of Ω. The symmetry characteristic equation in (2.13) tells that for any
over Ω is determined by the values of functions {u
So each subproblem can be solved over Ω 0 .
Remark 2.1. A decomposition formulation has been shown in [10] for boundary value problems with spatial symmetries. Each decomposed problem is characterized by a "boundary condition" on Σ g 1 , which is in fact a restriction of the symmetry characteristic on boundary Σ g . Indeed, symmetry characteristics over Ω should not be replaced by the restriction on the internal boundary. In some cases, it is true that boundary conditions such as Dirichlet or Neumann type can be deduced, while in the deduction of Neumann boundary conditions one has to use the symmetry characteristic near the internal boundary, not only on the boundary. In some other cases, symmetry characteristics may not produce proper boundary conditions.
An example
We take the Laplacian in square (−1, 1) 2 as an example to illustrate the subproblem formulation in Corollary 2.2. Namely, we consider the decomposition of the following eigenvalue problem
Note that G = {E, σ x , σ y , I} is a symmetry group associated with (2.14), where E represents the identity operation, σ x a reflection about x-axis, σ y a reflection about y-axis, and I the inversion operation. We see that G is an Abelian group of order 4, and has 4 one-dimensional irreducible representations as shown in Table 1 . Table 1 : Representation matrices of example group G.
According to Theorem 2.1 and Corollary 2.2, eigenvalue problem (2.14) can be decomposed into 4 subproblems (due to nc ν=1 d ν = 4). And the symmetry characteristic conditions, the third equation in (2.13), for the 4 subproblems are
where x ∈ Ω is an arbitrary point and subscripts of {u (ν)
1 : ν = 1, 2, 3, 4} are omitted. In Figure 1 , we illustrate four eigenfunctions of (2.14) belonging to different subproblems. We see that u 2 and u 3 are degenerate eigenfunctions corresponding to λ = 5 4 π 2 with double degeneracy. In other words, a doubly-degenerate eigenvalue of the original problem becomes nondegenerate for subproblems. This implies a relation between symmetry and degeneracy [36, 40, 49] . Moreover, the first subproblem does not have this eigenvalue, which shows that the decomposition approach has improved the spectral separation. Under the assumption that all symmetries of the eigenvalue problem are included in group G and no accidental degeneracy occurs, the eigenvalue degeneracy is determined by the dimensionalities of irreducible representations of G [47, 52] . For example, in cubic crystals 2 all eigenstates have degeneracy 1, 2, or 3 [38] . According to Theorem 2.1 or Corollary 2.2, eigenvalues of each subproblem should be nondegenerate. In practice, we usually use part of symmetry operations. Thus subproblems will probably still have degenerate eigenvalues. However, it is possible to improve the spectral separation, especially when we exploit as many symmetries as possible. This would benefit the convergence of iterative diagonalization.
Formulation (2.13) makes a straightforward implementation for grid-based discretizations. We shall discuss the way to solve the subproblems in the next section.
Discretization
In this section, we study the discretized eigenvalue problems for subproblems (2.11) and (2.13). First we deduce our discretized systems when grid-based discretizations are employed. Then we provide a construction procedure for the symmetry-adapted bases, based on which we illustrate the relation of our discretized systems to those formed by symmetry-adapted bases.
Note that the d ν subproblems associated with different ν values are independent and have the same formulation. So we take one ν ∈ {1, 2, . . . , n c } and discuss the corresponding d ν subproblems.
Our discretized system
Suppose Ω is discretized by a symmetrical grid with respect to group G, and N is the number of degrees of freedom. For simplicity we assume that no degree of freedom lies on symmetry elements 3 .
We determine a smallest set of degrees of freedom that could produce all N ones by applying symmetry operations {R ∈ G}. It is clear that the number of degrees of freedom in this smallest set satisfies N 0 = 1 g N . We denote the set as {x j : j = 1, 2, . . . , N 0 }, then all degrees of freedom can be given by
The symmetry characteristic equation in (2.13) tells that for any l ∈ {1, 2, . . . , d ν }, the values of u (ν) l on all degrees of freedom {R(j) : j = 1, 2, . . . , N 0 , R ∈ G} are determined by the values of {u
where we omit subscripts of Γ (ν) (R) * 11 and u (ν)
1 .
symmetry group are one-, two-, or three-dimensional. 3 Symmetry element of operation R is a point of reference about which R is carried out, such as a point to do inversion, a rotation axis, or a reflection plane. Symmetry element is invariant under the associated symmetry operation.
Suppose the discretized system for eigenvalue problem (3.1) is
where u R(j) is the unknown associated with Rx j and {a i,R(j) , b i,R(j) } represent the discretization coefficients. For instance, in finite element discretizations, a i,R(j) and b i,R(j) are entries of the stiffness and mass matrices, respectively. Note that for any i ∈ {1, 2, . . . , N 0 }, although the discretization equation seems to involve all N degrees of freedom {R(j) : j = 1, 2, . . . , N 0 , R ∈ G}, in fact only part of coefficients {a i,R(j) , b i,R(j) : j = 1, 2, . . . , N 0 , R ∈ G} are non-zero. An extreme example is that in finite difference discretizations b i,R(j) = δ i,R(j) (j = 1, 2, . . . , N 0 , R ∈ G) for any i ∈ {1, 2, . . . , N 0 }.
We know from the symmetry characteristic equation that the discretized system is then reduced to
Denote the solution vector as
we may rewrite the discretized system as a matrix form
In the case of higher-dimensional irreducible representations, the d ν subproblems in (2.13) are coupled through symmetry characteristics. Taking d ν = 2 as an example, we assemble subproblems for u 
in Ω,
Suppose the discretized system associated with
where u 1,R(j) and u 2,R(j) are the unknowns associated with Rx j . Denote the solution vector as
T and rewrite the discretized system as a matrix form Av = λBv.
We have A = A [11] A [12] A [21] A [22] , B = B [11] B [12] B [21] B [22] ,
Entries of B are in the same form as those of A and can be obtained by substituting a i,R(j) with
If symmetry group G is Abelian, each irreducible representation is one-dimensional and all discretized subproblems are independent. Otherwise, there exist Γ (ν) with d ν > 1 and the corresponding d ν discretized subproblems are coupled through symmetry characteristics. Thus, no matter G is Abelian or not, we shall solve n c decoupled eigenvalue problems, where n c is the number of irreducible representations. And the size of discretized system for the ν-th problem is d ν N 0 .
Symmetry-adapted bases
In Section 3.3, we shall illustrate the relation between our approach and the approach that constructs symmetry-adapted bases. For this purpose, in the current subsection, we tell how to construct the symmetry-adapted bases, which is the most critical step in the latter approach.
Consider the weak form of (2.10): find (λ, u) ∈ R × V such that
where a(·, ·) is the associated bilinear form over V × V . Note that the discussion in this part is not restricted to grid-based discretizations, but we still use notation N and N 0 for brevity. Suppose that we start from N basis functions {ψ} of some type, which satisfy that for any R ∈ G, P R ψ is one of the basis functions when ψ is, i.e., the N basis functions are chosen with respect to symmetry group G. For simplicity, like the assumption for grid-based discretizations, we assume that the g basis functions {P R ψ : R ∈ G} are linearly independent for any basis function ψ. We see that the number of basis functions in the set which could produce all N ones by applying {R ∈ G} is g times smaller than N . We denote this set by {ψ j : j = 1, 2, . . . , N 0 }, then all basis functions are given as
For the given ν, we fix some k ∈ {1, 2, . . . , d ν } and generate symmetry-adapted bases for the k-th subproblem in (2.11). This is achieved by applying projection operator P (ν) kk on all the basis functions {P R ψ j : j = 1, 2, . . . , N 0 , R ∈ G}. Suppose that we obtain N ′ linearly independent symmetry-adapted bases from this process and we denote them as {Ψ j : j = 1, 2, . . . , N ′ }. Then for any l ∈ {1, 2, . . . , d ν }, symmetry-adapted bases for the l-th subproblem can be given as {P
Consider the d ν discretized systems under the generated bases. Matrix elements of the l-th discretized system are
For each j ∈ {1, 2, . . . , N ′ }, according to Proposition 2.1, {P
. We see from (2.3) and Proposition 2.3 that all the d ν discretized systems are the same. So we only need to solve the discretized system corresponding to the k-th subproblem:
where {α j } are the unknowns. After calculating {α j }, the approximated eigenfunctions for the l-th subproblem can be achieved by
Next we show how many symmetry-adapted bases would be constructed for the ν-k symmetry, i.e., the number N ′ of linearly independent symmetry-adapted functions in
And then we give the specific way to obtain these functions.
Theorem 3.1. Suppose the original basis functions {P R ψ j : j = 1, 2, . . . , N 0 , R ∈ G} satisfy that for each j ∈ {1, 2, . . . , N 0 } the g functions in {P R ψ j : R ∈ G} are linearly independent. Then for any given ν ∈ {1, 2, . . . , n c } and k ∈ {1, 2, . . . , d ν }, there are d ν N 0 symmetry-adapted bases for the ν-k symmetry.
Proof. We need to prove that there are exactly d ν N 0 linearly independent symmetry-adapted functions in {P
For any R ∈ G and j ∈ {1, 2, . . . , N 0 }, since
we see that P (ν)
kk P R ψ j is a linear combination of functions {P S ψ j : S ∈ G} and the coefficient of
kk P R ψ j : j = 1, 2, . . . , N 0 , R ∈ G} with different j values are linearly independent. So we only need to determine the number of symmetry-adapted bases in {P (ν) kk P R ψ j : R ∈ G} for any given j ∈ {1, 2, . . . , N 0 }.
Since {P S ψ j : S ∈ G} are linearly independent and R −1 runs over all elements of group G when R does, (3.5) tells that the number of linearly independent functions in {P (ν) kk P R ψ j : R ∈ G} equals to the rank of matrix C = (C mn ) g×g , where
We observe that C can be written as
. . . . . .
where C 1 and C 2 are g × d ν and d ν × g matrices, respectively. We obtain from the great orthogonality theorem (2.1) that columns of C 1 are orthogonal, and so are rows of C 2 , i.e.,
and we completed the proof. 
Relation
In this part, taking the finite element discretization as an example, we investigate the relation between our discretized systems and those formed by the symmetry-adapted bases.
Consider the finite element discretization and denote the basis function corresponding to any j ∈ {1, 2, . . . , N 0 } as ϕ j . We see from P R ϕ j (x) = ϕ j (R −1 x) that P R ϕ j is the basis function corresponding to R(j), i.e., P R ϕ j = ϕ R(j) .
Our discretized systems associated with the finite element basis functions {P R ϕ j : j = 1, 2, . . . , N 0 , R ∈ G} are determined by setting a i,R(j) and b i,R(j) in (3.2) and (3.4) as
Now we turn to study the discretized systems from the approach that constructs symmetryadapted bases, and obtain the relation between the two approaches. In the case of d ν = 1, we apply projection operator P (ν) on all the finite element basis functions to construct the symmetry-adapted bases. We see from Theorem 3.1 that for each j ∈ {1, 2, . . . , N 0 }, {P (ν) P R ϕ j : R ∈ G} give one symmetry-adapted basis function. According to Remark 3.1, we can choose R = E to get all the N 0 symmetry-adapted bases as follows
The discretized system under these bases then becomes
where {c j } are the unknowns. Equivalently, Aũ =λ Bũ, whereũ = (c 1 , c 2 , . . . , c N 0 ) T and
Comparing (3.7) with (3.2) and using (3.6), we obtain
Thus, in the case of d ν = 1, there holds λ =λ, u =ũ.
In the case of d ν = 2, there are two subproblems in (2.11). We choose k = 1 and apply projection operator P (ν) 11 on all the finite element basis functions to construct symmetryadapted bases for the first subproblem. Theorem 3.1 tells that for each j ∈ {1, 2, . . . , N 0 }, {P (ν) 11 P R ϕ j : R ∈ G} give d ν = 2 symmetry-adapted bases. According to Remark 3.1, we choose identity operation E and another S ∈ G which satisfy that the first columns of matrices {Γ (ν) (E), Γ (ν) (S −1 )} are linearly independent. Then {P (ν) 11 ϕ j , P (ν) 11 P S ϕ j : j = 1, 2, . . . , N 0 } give all the 2N 0 bases adapted to the ν-1 symmetry as follows
The discretized system under these bases is
where {c 1j , c 2j } represent the unknowns. Equivalently, Aṽ =λ Bṽ, whereṽ = (c 11 , c 12 , . . . , c 1N 0 , c 21 , c 22 , . . . , c 2N 0 ) T and A = A [11] A [12] A [21] A [22] , B = B [11] B [12] B [21] B [22] .
A simple calculation shows
Similarly
Thus, in the case of d ν = 2, we get
Consider a given ν ∈ {1, 2, . . . , n c }, the approach that constructs symmetry-adapted bases seems to have an obvious advantage that the d ν subproblems are decoupled. Theorem 3.1 tells that the number of symmetry-adapted bases for each subproblem is in fact d ν N 0 . Therefore, the coupled eigenvalue problem appeared in our decomposition approach is not an induced complexity, but some reflection of the intrinsic property of symmetry-based decomposition.
Solving subproblems instead of the original eigenvalue problem shall reduce the computational overhead and memory requirement to a large extent. The eigenvalues to be computed are distributed among subproblems, i.e., a smaller number of eigenpairs are required for each subproblem. And the decomposed problems can be solved in a small subdomain. Moreover, as indicated in Section 2, there is a possibility to improve the spectral separation, which would accelerate convergence of iterative diagonalization. In the next section, we shall propose a way to analyze the practical decrease in the computational cost.
Complexity and performance analysis
The advantage of solving subproblems (2.13) instead of the original problem (2.10) is the reduction in computational overhead. Based on a complexity analysis, we quantize this reduction and present a way to analyze the practical speedup in CPU time.
Complexity analysis
Computational complexity is the dominant part of computational overhead when the size of problem becomes sufficiently large. So the fundamental step of complexity analysis is to figure out the computational cost in floating point operations (flops).
In our computation, the algebraic eigenvalue problem will be solved by the implicitly restarted Lanczos method (IRLM) implemented in ARPACK package [37] . Our complexity analysis will be based on IRLM, whereas it can be extended to other iterative diagonalization methods.
Total flops of an iterative method are the product of the number of iteration steps and the number of flops per iteration. We shall analyze the number of flops per iteration, for which purpose we represent the procedure of IRLM as Algorithm 4.1 as follows.
Algorithm 4.1: An implicitly restarted Lanczos method
Input: Maximum number of iteration steps; The m-step Lanczos Factorization
Compute the Schur decomposition of symmetric tridiagonal matrix H m and select the set of l shifts µ 1 , µ 2 , . . . , µ l ;
Beginning with the k-step Lanczos factorization AV k = V k H k + f k e T k , apply l additional steps of the Lanczos process to obtain a new m-step Lanczos factorization AV m = V m H m + f m e T m ; 10 until Convergence or the number of iteration steps exceeded the maximum one; Table 2 is a supplementary remark to Algorithm 4.1. In Algorithm 4.1, Step 2 is the Schur decomposition of H m , and consumes about 6m 2 flops [24] . Steps 4 to 7 do l-step QR iteration with shifts. Note that each Q j is the product of (m − 1) Givens transformations, we have that
Step 5 costs 8m(m − 1) flops since applying one Givens transformation to a matrix only changes two rows or columns of the matrix. And for the same reason, Step 6 costs 4(m − 1)(n + 1) flops. Consequently Steps 4 to 7 consume 4l(m − 1)(2m + n + 1) flops. Regardless of BLAS-1 operations, we do l matrix-vector multiplication operations at Step 9.
Besides order n of the matrix, the flops of one matrix-vector multiplication also depend on the order of finite difference or finite elements. If the shift-invert mode in ARPACK is employed to solve the generalized eigenvalue problem arising from the finite element discretization, the In total, the computational overhead per IRLM iteration can be estimated as
flops. In general, order n of the matrix is much more than m for grid-based discretizations. So the majority of flops per IRLM iteration is
In order to make clear the reduction in flops per iteration from solving subproblems instead of the original eigenvalue problem, we divide the flops per iteration into two parts. One is required by l-step QR iteration, and the other is spent on l operations of matrix-vector multiplication. We denote them by f 1 and f 2 respectively and rewrite (4.1) as follows
where f 1 (l, m, n) = 4lmn and f 2 (l, m, n) = O(ln).
In solving the original eigenvalue problem (2.10), the major flops per IRLM iteration can be accounted as (4.1) or (4.2) with n = N . In the decomposition approach, as discussed in Section 3.1, we shall solve n c decoupled eigenvalue problems, and the size of discretized system for the ν-th problem is d ν N 0 . In solving the ν-th problem (2.13), m is reduced to m/θ 1 , N to d ν N/g, and l to l/θ 2 , where g is the order of finite group G, θ 1 > 1 and θ 2 ≈ θ 1 because l is almost proportional to m in Algorithm 4.1. We shall explain in Section 5.2 that the number of required eigenpairs for each subproblem is set as the same in the computation, so all the subproblems have an identical θ 1 . Thus, the majority of total flops per iteration for all n c decomposed eigenvalue problems is
where n sub = nc ν=1 d ν is the number of subproblems. As mentioned in Section 3, the decomposition approach saves the computational cost of solving the eigenvalue problem. Now the reduction can be characterized by (4.3).
Performance analysis
In (4.3) , the order of factors for f 1 and f 2 differs, so the practical speedup in CPU time cannot be properly estimated from (4.3). We introduce the CPU time ratio ω of the matrix-vector multiplications to the whole IRLM process in solving the original eigenvalue problem (2.10). It is an a posteriori parameter which screens affects of implementation, the runtime environment, as well as the specific linear solver for the shift-invert mode. Besides, testing for ω is feasible as the operation of matrix-vector multiplication is usually provided by users.
Applying the symmetry-based decomposition approach instead of solving (2.10) directly, we can show the speedup in CPU time of one IRLM iteration as follows:
That is
In practice, θ 2 is actually determined by the internal configurations of algebraic eigenvalue solvers. So we prefer to use (4.4) to predict the CPU time speedup before solving subproblems (2.13).
In Section 6, the validation of (4.4) will be well supported by our numerical experiments. Moreover, this performance analysis implies that the speedup will be amplified when more eigenpairs are required and a consequent decrease in ω is very likely. Therefore, the symmetrybased decomposition will be attractive for large-scale eigenvalue problems.
Practical issues
In this section, we address some key issues in the implementation of the symmetry-based decomposition approach under grid-based discretizations.
Implementation of symmetry characteristics
Symmetry characteristics play a critical role in the decomposition approach, so it is important to preserve and realize symmetry characteristics for discretized eigenfunctions.
For all the degrees of freedom not lying on symmetry elements, the implementation of symmetry characteristics is straightforward with grid-based discretizations. If x ∈ Ω is a degree of freedom lying on the symmetry element corresponding to operation R ∈ G, the symmetry characteristic
dν (x) are zeros. Otherwise, we have to find the independent ones out of u
dν (x) and treat them as additional degrees of freedom.
In our computation, we discretize the problem on a tensor-product grid associated with the symmetry group. Currently, for simplicity, we use symmetry groups with symmetry elements on the coordinate planes, and prevent degrees of freedom from lying on the symmetry elements, by imposing an odd number of partition in each direction and using finite elements of odd orders.
Distribution of required eigenpairs among subproblems
The required eigenpairs of the original eigenvalue problem (2.10) are distributed among associated subproblems, and the number of eigenpairs required by each subproblem can be almost reduced by as many times as the number of subproblems. However, we are not able to see in advance the symmetry properties of eigenfunctions corresponding to required eigenvalues. Thus we have to consider some redundant eigenvalues for each subproblem.
We suppose to solve the first N e smallest eigenvalues of the original problem. First we set the number of eigenvalues to be computed for each subproblem as Ne n sub plus redundant n a eigenvalues, where n sub = nc ν=1 d ν is the number of subproblems. After solving the subproblems, we gather eigenvalues from all subproblems and sort them in the ascending order. After taking N e smallest eigenvalues, we check which subproblems the remaining eigenvalues belong to. If there is no eigenvalue left for some subproblem, the number of computed eigenvalues for this subproblem is probably not enough. Subsequently we restart computing the subproblem with an increased number of required eigenpairs.
Two-level parallel implementation
We have addressed in Section 3 that the n c decomposed problems are independent to each other and can be solved simultaneously. Accordingly we have a two-level parallel implementation illustrated by Figure 2 . At the first level, we dispatch the n c decomposed problems among groups of processors. At the second level, we distribute the grids among each group of processors. Since eigenfunctions of different subproblems are naturally orthogonal, there is no communication between different groups of processors during solving the eigenvalue problem. Such two-level or multi-level parallelism is likely appreciable for the architecture hierarchy of modern supercomputers. We shall see in Section 6.3 that the two-level parallel implementation does reduce the communication cost.
Numerical tests and applications
In this section, we present some numerical examples arising from quantum mechanics to validate the implementation and illustrate the efficiency of the decomposition approach. We use hexahedral finite element discretizations and consider the crystallographic point groups of which symmetry operations keep the hexahedral grids invariant. We solve the matrix eigenvalue problem using subroutines of ARPACK. Our computing platform is the LSSC-III cluster provided by State Key Laboratory of Scientific and Engineering Computing (LSEC), Chinese Academy of Sciences.
Solve the eigenvalue problem with symmetries
Solve subproblems on a group of processors Figure 2 : Schematic illustration of two-level parallel implementation for solving the eigenvalue problem with symmetries. Actually, the number of processors in each group can be in proportion to d ν N 0 , which is size of the ν-th discretized system.
Validation of implementation
First we validate the implementation of the decomposition approach. Consider the harmonic oscillator equation which is a basic quantum eigenvalue problem as follows
The exact eigenvalues are given as λ k,m,n = k + m + n + 1.5, k, m, n = 0, 1, 2, . . . .
The computation can be done in a finite domain with zero boundary condition since the eigenfunctions decay exponentially. We set Ω = (−5.0, 5.0) 3 in our calculations and solve the first 10 eigenvalues. Obviously, the system has all the cubic symmetries. As representatives, we test Abelian subgroup D 2h and non-Abelian subgroups D 4 and D 2d . Table 3 gives the irreducible representation matrices of these groups [14] , where
The hexahedral grids can be kept invariant under the three groups. According to Theorem 2.1, we can decompose the original eigenvalue problem (6.1) as follows:
1. Applying D 2h , we have 8 completely decoupled subproblems.
2. Applying D 4 or D 2d , we have 6 subproblems and two of them corresponding to representation Γ (5) are coupled eigenvalue problems. has n c = 8 one-dimensional irreducible representations, and both the two non-Abelian groups have n c = 5 irreducible representations, one of which is two-dimensional. A description about the notation of symmetry operations in the table is given in Appendix A. We employ trilinear finite elements to solve these eigenvalue subproblems, and see from the convergence rate of eigenvalues that the implementation is correct. Taking non-Abelian group D 4 for instance, we exhibit errors in eigenvalue approximations obtained from solving the subproblems in Figure 4 . And the h 2 -convergence rate can be observed.
Moreover, in Table 4 , we list the ν-l symmetries of computed eigenfunctions from solving the subproblems. We observe that the required 10 eigenpairs are distributed over subproblems, i.e., each subproblem only needs to solve a smaller number of eigenpairs. In Table 5 , we present statistics from trilinear finite element discretizations. We see that the average CPU time of a single iteration during solving the original problem (6.1) is 42.29 seconds while that of solving 8 subproblems is 3.61 seconds 4 . In Table 6 , we present statistics from tricubic finite element discretizations. We observe that the average CPU time of a single iteration during solving the original problem (6.1) is 60.80 seconds while that of solving 8 subproblems is 9.71 seconds. We note that the speedup in average CPU time of a single iteration is 11.71 with trilinear finite elements while it is decreased to 6.26 with tricubic finite elements. This numerical phenomenon can be explained by performance analysis (4.4). In our computation, the maximum dimension of Krylov subspace is twice the number of required eigenpairs plus 5, which 4 We count the average CPU time of a single iteration for each subproblem and then accumulate them. Taking  Table 5 is recommended by ARPACK's tutorial examples. So we have θ 1 = 4.59. We obtain from the statistics of solving the original problem that the CPU time percentage ω of matrix-vector multiplications is 0.19 with trilinear finite elements and grows to 0.49 with tricubic finite elements. Correspondingly, using (4.4), we predict that the CPU time speedup for trilinear and tricubic finite elements would be 12.52 and 7.64, respectively. We see from (4.2) that the computational cost of QR-iteration grows faster than that of matrix-vector multiplication when the number of required eigenpairs increases. Thus we can expect that the decomposition approach would be more appreciable for large-scale eigenvalue problems.
Saving in communication
Besides the reduction in computational cost, solving decoupled problems will also save communication among parallel processors. As mentioned in Section 5.3, our implementation of the decomposition approach is parallelized in two levels. No communication occurs between any two groups of processors during solving the eigenvalue problem. This leads to a saving in communication.
For illustration, we take the oscillator eigenvalue problem (6.1) as an example. We decompose it into 8 decoupled subproblems according to group D 2h . The comparison of communication between solving the original problem and the subproblems is given in Table 7 . 
Applications to Kohn-Sham equations
Now we apply the decomposition approach to electronic structure calculations of symmetric molecules, based on code RealSPACES (Real Space Parallel Adaptive Calculation of Electronic Structure) of the LSEC of Chinese Academy of Sciences. In the context of density functional theory (DFT), ground state properties of molecular systems are usually obtained by solving the Kohn-Sham equation [30, 34, 38] . It is a nonlinear eigenvalue problem as follows
where ρ(r) = Ne n=1 f n |Ψ n (r)| 2 is the charge density contributed by N e eigenfunctions {Ψ n } with occupancy numbers {f n }, and V eff [ρ] the so-called effective potential which is a nonlinear functional of ρ. On the assumption of no external fields, V eff [ρ] can be written into
where V ne is the Coulomb potential between the nuclei and the electrons, V H the Hartree potential, and V xc the exchange-correlation potential [38] . The ground state density of a confined system decays exponentially [2, 22, 44] , so we choose the computational domain as an appropriate cube and impose zero boundary condition. As a nonlinear eigenvalue problem, Kohn-Sham equation (6.2) is solved by the self-consistent field (SCF) iteration [38] . The dominant part of computation is the repeated solving of the linearized Kohn-Sham equation with a fixed effective potential. The number of required eigenstates grows in proportion to the number of valence electrons in the system. Therefore the Kohn-Sham equation solver will probably make the performance bottleneck for large-scale DFT calculations.
Real-space discretization methods are attractive for confined systems since they allow a natural imposition of the zero boundary condition [6, 17, 35] . Among real-space mesh techniques, the finite element method keeps both locality and the variational property, and has been successfully applied to electronic structure calculations (see, e.g., [1, 19, 20, 26, 42, 43, 45, 46, 50, 51, 54] ); others like the finite difference method, finite volume method and the wavelet approach have also shown the potential in this field [13, 17, 23, 28, 32, 35, 41] .
We solve the Kohn-Sham equation of some symmetric molecules with tricubic finite element discretizations. The statistics are summarized in Table 9 . The full symmetry group of these molecules is the tetrahedral group T d . For simplicity we select subgroup D 2 as shown in Table 8 [14] . Accordingly, the Kohn-Sham equation can be decomposed into 4 decoupled subproblems. It is indicated by the increasing speedup in Table 9 that the decomposition approach is appreciable for large-scale symmetric molecular systems. Table 8 : Representation matrices of Abelian group D 2 . It has 4 symmetry operations, i.e., order g = 4, and thus has n c = 4 one-dimensional irreducible representations. We refer to Appendix A for a description of symmetry operations.
Concluding remarks
In this paper, we have proposed a decomposition approach to eigenvalue problems with spatial symmetries. We have formulated a set of eigenvalue subproblems friendly for grid-based discretizations. Different from the classical treatment of symmetries in quantum chemistry, our approach does not explicitly construct symmetry-adapted bases. However, we have provided a construction procedure for the symmetry-adapted bases, from which we have obtained the relation between the two approaches. Note that such a decomposition approach can reduce the computational cost remarkably since only a smaller number of eigenpairs are solved for each subproblem and the subproblems can be solved in a smaller subdomain. We would believe that the quantization of this reduction implies that our approach could be appreciable for large-scale eigenvalue problems. In practice, we solve a sufficient number of redundant eigenpairs for each subproblem in order not to miss any eigenpairs. It would be very helpful for reducing the extra work if one could predict the distribution of eigenpairs among subproblems. Under finite element discretizations, our decomposition approach has been applied to KohnSham equations of symmetric molecules. If solving Kohn-Sham equations of periodic crystals, we should consider plane wave expansion which could be regarded as grid-based discretization in reciprocal space. In Appendix C, we show that the invariance under some coordinate transformation can be kept by Fourier transformation. So the decomposition approach would be applicable to plane waves, too.
Currently, we have imposed an odd number of partition and used finite elements of odd orders to avoid degrees of freedom on symmetry elements. In numerical examples, we have treated only a part of cubic symmetries for validation and illustration. Obviously, the decomposition approach and its practical issues can be adapted to other spatial symmetries with appropriate grids.
In this paper, we concentrate on spatial symmetries only. It is possible to use other symmetries to reduce the computational cost, too. For instance, the angular momentum, spin and parity symmetries of atoms have been exploited during solving the Schrödinger equation in [21, 39] ; the total particle number and the total spin z-component, except for rotational and translational symmetries, have been taken into account to block-diagonalize the local (impurity) Hamiltonian in the computation of dynamical mean-field theory for strongly correlated systems [25, 29] . It is our future work to exploit these underlying or internal symmetries.
4. There is an inverse R −1 in G to each element R such that RR −1 = R −1 R = E.
If the commutative law of multiplication also holds, G is called an Abelian group. Group G is called a finite group if it contains a finite number of elements. And this number, denoted by g, is said to be the order of the group. The rearrangement theorem tells that the elements of G are only rearranged by multiplying each by any R ∈ G, i.e., RG = G for any R ∈ G.
An element R 1 ∈ G is called to be conjugate to R 2 if R 2 = SR 1 S −1 , where S is some element in the group. All the mutually conjugate elements form a class of elements. It can be proved that group G can be divided into distinct classes. Denote the number of classes as n c . In an Abelian group, any two elements are commutative, so each element forms a class by itself, and n c equals the order of the group.
Two groups is called to be homomorphic if there exists a correspondence between the elements of the two groups as R ↔ R ′ 1 , R ′ 2 , . . ., which means that if RS = T then the product of any R ′ i with any S ′ j will be a member of the set {T ′ 1 , T ′ 2 , . . .}. In general, a homomorphism is a many-to-one correspondence. It specializes to an isomorphism if the correspondence is one-to-one.
A representation of a group is any group of mathematical entities which is homomorphic to the original group. We restrict the discussion to matrix representations. Any matrices representation with nonvanishing determinants is equivalent to a representation by unitary matrices. Two representations are said to be equivalent if they are associated by a similarity transformation. If a representation can not be equivalent to representations of lower dimensionality, it is called irreducible.
The number of all the inequivalent, irreducible, unitary representations is equal to n c , which is the number of classes in G. The Celebrated Theorem tells that The groups used in this paper are all crystallographic point groups. Groups D 2 , D 2h , D 2d and D 4 are four dihedral groups; the first two groups are Abelian and the other two are nonAbelian. In Table 3 and Table 8 , C nj denotes a rotation about axis Oj by 2π/n in the right-hand screw sense and I is the inversion operation [14] . The Oj axes are illustrated in Figure 5 . We refer to textbooks like [8, 14, 15, 47] for more details about crystallographic point groups.
Appendix B: Proof of Proposition 2.2
Proof. (a) Since {P R } are unitary operators, we have
which together with the fact that Γ (ν) is a unitary representation derives Table 3 and Table 8 (b) It follows from the definition that
Note that the rearrangement theorem implies that, when S runs over all the group elements, S ′ = RS for any R also runs over all the elements. Hence we get
We may calculate as follows
which together with the great orthogonality theorem yields
Thus we arrive at
