We show that equilibrium matching models imply that standard estimates of the matching function elasticities are exposed to an endogeneity bias, which arises from the search behavior of agents on either side of the market. We offer an estimation method which, under certain structural assumptions about the process driving shocks to matching efficiency, is immune from that bias. Application of our method to the estimation of a basic version of the matching function using aggregate U.S. data from the Job Openings and Labor Turnover Survey (JOLTS) suggests that the bias can be quantitatively important.
Introduction
The matching function is a modeling device designed to capture the process through which the supply and demand sides are brought together in a frictional market. In a labor market context, the matching function maps the stock of job seekers and the stock of vacant jobs at any given date into the flow of jobs (or "matches" between vacant jobs and job seekers) formed at that date (Pissarides, 2000) . The matching function is the centerpiece of countless quantitative contributions to the broad field of macro-labor, some aiming to explain aggregate fluctuations in hours, wages, and other macroeconomic variables, others aiming to evaluate some policy, others still focusing on the allocation of the workforce between different regions or industries. In most of those models, the matching function is a key parameter to assess constrained efficiency of labor market equilibria -and therefore the scope for policy intervention. All such quantitative analysis has to rely on values of the matching function elasticities with respect to the numbers of vacant jobs and job seekers. Those elasticities have been and continue to be the focus of a large body of empirical work, which keeps expanding as better and more abundant data on job vacancies become available. In this paper, we argue that ✩ We thank the editor, Gianluca Violante, and two anonymous referees for constructive comments. We also thank Simon Burgess, Juan Dolado, Jon Temple, Frank Windmeijer, David Winter, Eran Yashiv and seminar/conference audiences at Bristol, Essex, Marseille, the 2011 IZA Summer School and the 2011 SED meetings for feedback on early versions of this paper. We take full responsibility for any error or shortcoming in this paper. Daniel Borowczyk-Martins acknowledges financial support from Fundação para a Ciência e a Tecnologia under grant SFRH/BD/38968/2007, co-funded by the European Social Fund.
existing estimates of the matching function elasticities are exposed to an endogeneity bias arising from the search behavior of agents on either side of the market. We offer an estimation method which, under certain assumptions, is immune from that bias. We apply our method to the estimation of a very simple version of the matching function using aggregate U.S. data from the Job Openings and Labor Turnover Survey (JOLTS).
Our results suggest that the bias is quantitatively important. For example, under the (common) assumption of constant returns to scale, an OLS estimate of the aggregate matching function elasticity w.r.t. vacancies based on the JOLTS series available at the time of writing is around 0.84. Our proposed estimate is around 0.7.
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From a theoretical standpoint, the source of bias that we highlight is straightforward. The matching function takes job vacancies as one of its inputs. Vacancies are posted by profit maximizing firms. The returns to posting a vacancy depend on the efficiency of the matching process. Therefore, random shocks to matching efficiency affect the number of matches formed both directly through the matching technology and indirectly through firms' vacancy-posting behavior -very much like total factor productivity (TFP) shocks affect aggregate production both directly and indirectly through the demand for inputs. Hence, job vacancies are endogenous, and an estimation strategy consisting of, say, running OLS regressions of the number of new matches on measures of the numbers of job seekers and job vacancies (a common strategy in the literature) fails to account for that endogeneity.
3 Yet, numbers based on such OLS estimates are routinely used to calibrate matching models that typically feature a free entry condition (firms post job vacancies as long as the expected value of doing so is positive), which explicitly makes vacancies a function of current matching efficiency.
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Perhaps surprisingly, the source of bias we identify in this paper has been largely ignored in the matching function estimation literature, which has mainly been concerned with other potential sources of bias such as time aggregation or imperfect input measurement, or with fundamental specification issues (such as the relevance of stock-flow matching).
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While we do recognize the importance of those various issues, we set them aside in this paper and focus on the source of endogeneity described above.
Our estimation strategy consists of imposing an ARMA structure on matching efficiency, transforming the model using pseudo differences to account for the autoregressive component of matching efficiency, and then estimating the transformed equation by the generalized method of moments (GMM), using lags of the labor market tightness and/or the job finding rate as instrumental variables. We implement this procedure for a wide range of ARMA processes and propose some explicit, practical criteria for specification selection.
Recent papers have used lags of the matching function's inputs as instruments for their own current values. Depending on the assumptions made about the process of matching efficiency shocks, some of the resulting estimates may coincide with ours. However our focus is different from that of these papers as we highlight the role of the free entry condition, or more generally of endogenous search behavior on one or both sides of the market, as potential sources of simultaneity.
6 By modeling the response of labor demand to matching efficiency shocks, we make the source of endogeneity explicit which allows us to justify our instrumentation strategy within the structure of a general search and matching model. The paper is organized as follows. In Section 2 we give a brief formal account of the endogeneity of vacancies using a stripped-down, standard labor-matching model. In Section 3 we show how to consistently estimate the matching function within the model of Section 2, imposing some structure on the matching efficiency shock. Section 4 describes the data. Results are then presented in Section 5. In Section 6, we discuss the specification of matching efficiency shocks, we relax the standard assumption of constant returns to scale in the matching function and we investigate the role of aggregate recessions in creating the endogeneity bias studied in this paper. Section 7 concludes.
Statement of the problem

A simple matching model
Although in principle the argument that we make in this paper applies to any matching model, in order to make our point with minimal peripheral complication we shall focus on the simplest -and perhaps most widely considered -case of an aggregate matching function m(·) that determines the number of matches formed between unemployed job seekers and vacant jobs. Specifically, the number M of such matches formed in a given month is related to the number of unemployed workers, U , and job vacancies, V , at the beginning of that month, in the following way:
where to further fix ideas we follow the vast majority of empirical studies of the matching function in assuming a CobbDouglas functional form. 7 An important feature of (1) is the presence of a shifter, A, which has a random component capturing random shocks to the matching technology. Those shocks parallel TFP shocks hitting the aggregate production function: they can be interpreted as recruitment-sector specific productivity shocks caused, for example, by changes in information and communication technologies affecting the way jobs are advertised or applied for, or by policy shocks affecting the functioning of employment agencies, or by changes in the geographic mobility of the workforce. A is variously referred to in the literature as a 'reallocation shock', a 'measure of mismatch' or one of 'matching efficiency'. We will use the latter option in this paper.
We further assume that the matching function exhibits Constant Returns to Scale (CRS) so that η = 1 − δ.
8 In this case, and with random matching -where all job seekers (vacant jobs) have equal sampling probability -the matching function can be redefined in terms of a job seeker's job finding rate, F , as follows:
where Θ = V /U is labor market tightness. The job finding rate is the probability for any unemployed worker to find a job in the current month.
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The standard matching model (see e.g. Pissarides, 2000) is closed by assuming free entry and exit of firms in the search market. While there are alternatives to the free entry assumption as a way to model labor demand (mostly involving some adjustment cost of vacancies), we choose to focus on the free entry assumption as it is used in the overwhelming majority of applications. Under free entry, firms post vacancies at a flow cost of C per month until profit opportunities from doing so are exhausted. Labor demand is then determined by the free entry condition:
where Π is the present discounted value (PDV) of a filled and producing job in the typical firm. The interpretation of (3) is that employers equate the marginal flow cost of posting a vacancy (the constant C ) to the expected marginal return of doing so, which equals the value of a filled job, Π , times the probability of filling the job, which from a firm's perspective equals M/V under random matching. Further note that, with CRS in matching, that probability is also a function of labor market tightness only as M/V = F /Θ = AΘ η−1 . Substituting into the free entry condition (3) yields:
Given the number of unemployed job seekers U , firms post more vacancies if the PDV of employing a worker, Π , is higher, or if the cost of posting a vacancy, C , is lower, or if the efficiency of the matching technology, A, is currently higher.
Endogeneity of labor market tightness
Taking logs in (2) and using lower case letters to denote logarithms, one obtains a convenient linear relationship between f and θ :
The focus of a large part of the empirical literature on the matching function -and that of this paper -is to obtain an estimate of η. The common approach to this problem is to use measures of f and θ to estimate (5) by OLS. If free entry holds, however, this will fail to produce a consistent estimate of η as (4) clearly implies that θ is correlated with a.
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Rewriting (4) in log terms yields:
7 Implicit in (1) is the additional assumption that unemployed workers all look for jobs with the same fixed intensity. It is conceptually straightforward to extend our point to the case of endogenous search intensity. 8 CRS is a theoretically desirable property for the aggregate matching function, and is indeed assumed in a vast majority of theoretical applications, as well as in many empirical studies of the matching function. Yet an important body of empirical literature has been concerned with testing the assumption of CRS. We briefly investigate the consequences of relaxing the CRS assumption in Section 6.2. 9 Note that, in a discrete time model as the one considered in this paper, a constraint should be added to (2) to ensure that F is always less than one.
We follow conventional practice and ignore that constraint, assuming that A and Θ take on values that are consistent with F 1.
10 Notable exceptions to the OLS-in-levels approach are discussed below. For example, some authors have estimated a first-differenced version of (5) by OLS. As we show below, this FDOLS estimator is also exposed to a simultaneity bias.
so that Cov(θ, a) = 0 in general. Intuitively, matching efficiency affects the job finding rate both directly by changing the efficiency of the matching process, and indirectly by affecting the employers' incentives to post vacant jobs. In spite of this potential source of bias originating from the free entry condition, estimates of η based on OLS regressions of f on θ are routinely used to calibrate matching models in which the free entry condition is assumed to hold. As briefly mentioned in the Introduction, many papers in the matching function estimation literature have addressed potential simultaneity biases originating from measurement problems, as well as temporal aggregation biases. The problem we address in this paper is clearly distinct and, in principle, cannot be solved by recourse to better or higher frequency data. We now show how the endogeneity of θ can be overcome by imposing some structure on the process of the matching efficiency shock.
The statistical model
Specification
We propose to estimate the matching function using monthly time series observations of the job finding rate and labor market tightness. Introducing a time index t, which becomes necessary at this juncture, we now decompose matching efficiency a t as follows: a t = μ + τ t + t , where μ is a constant, τ t is a seasonal dummy, and t is an unobserved component.
Rewriting Eq. (5), we obtain:
( 7) We further assume that the stochastic component of matching efficiency t follows an ARMA(p, q) process:
where L is the lag operator,
α L , and ω t is a serially uncorrelated disturbance.
Estimation
Applying the P (L) transform to (7), using (8) and re-arranging we obtain our main equation of interest for the estimation:
with the common factor restriction:
Estimation of this latter model can be based on the moment conditions E(ω t θ t− ) = 0 and E(ω t f t− ) = 0 for all q + 1. While (θ t , . . . , θ t−min{p,q} ) and, if q 1, ( f t−1 , . . . , f t−min{p,q} ) are endogenous in (9) as a consequence of free entry and the persistence in the MA(q) component of t , Q (L)ω t , the structure imposed on the matching efficiency shock implies that lags of θ t (and/or f t ) beyond order q + 1 are valid instruments for (θ t , . . . , θ t−min{p,q} ) and ( f t−1 , . . . , f t−min{p,q} ). How strong those instruments are will depend on the amount of persistence in the various components of θ -see Eq. (6) -and will be assessed in the estimation.
The number of coefficients to be estimated is p + 1 (the elasticity η and the p autoregressive coefficients ρ ), so that in principle only p + 1 moment conditions are needed for identification.
11 Because all lags of θ t (and/or f t ) beyond order q + 1 are valid instruments, the model is potentially overidentified.
Estimation of (7) finally requires a choice of values for (p, q), for which we adopt the following method. First, we estimate (7) for all values of (p, q) in a grid, (p, q) ∈ {1, . . . ,p} × {0, . . . ,q}. Next, we select the highest value of p for which we estimate statistically significant autoregressive coefficients (ρ ) up to order p. Finally, we select q by inspection of the autocorrelogram of the residual Q (L)ω t from (7), estimated with the value of p previously selected. While informal, this model selection procedure has the twofold advantage of being intuitive and straightforward to implement. Estimation of (7) over a whole grid of values of (p, q) further allows us to assess the sensitivity of our estimate of η, the matching function elasticity, to different assumptions about the persistence of the matching efficiency shock. 
Data
We take our measures of job vacancies and matches formed from the Job Openings and Labor Turnover Survey (JOLTS). JOLTS offers an aggregate time series of job openings and hires covering the U.S. non-farm sector starting December 2000 and ending in January 2012 at the time of writing. The 'job openings' variable (our measure of vacancies) is a count of all positions that are open on the last business day of the month. The 'hires' variable (our measure of matches formed) counts all additions to the payroll during the month.
12 Finally, we use data on the number of unemployed aged 16 or over from the Bureau of Labor Statistics (BLS). The left panel in Fig. 1 plots the non-seasonally adjusted time series of the job finding rate and labor market tightness, both in log terms. The shaded areas indicate NBER-dated recessions. Apart from strong seasonality in both variables, the graph suggests the presence of two breaks occurring around the middle of the two recessions covered by the data (September 2001 and, more markedly, October 2008 -both breaks are materialized on the figure by vertical solid lines). We discuss the econometric contents of those breaks in some detail in Section 6.3. The right panel of Fig. 1 is a scatter plot of the job finding rate against labor market tightness, both in log terms. Those two series co-vary very closely and the figure provides prima facie evidence of an affine relationship between f t and θ t .
Dickey-Fuller tests do not reject the hypothesis of a unit root in both the job finding rate and labor market tightness.
The possibly nonstationary nature of f t and θ t has led some authors to be concerned about the spuriousness of the correlation between those two variables. 13 As shown by Hsiao (1997) , these concerns do not apply to our structural estimation, based on GMM estimation of Eq. (9). More specifically, if f t and θ t are nonstationary then OLS on (7) will yield a superconsistent estimator of a cointegrating vector for ( f t , θ t ) (see Phillips and Durlauf, 1986, or Stock, 1987) .
14 However, what we are after when estimating a matching function is not a cointegrating relation between f t and θ t . Rather, we are seeking to estimate the parameter of a structural relationship between f t and θ t (the matching function). In other words, at the true value of the matching function elasticity η, the residual t in (7) may not be stationary (our estimation results will indeed show that we cannot reject nonstationarity). Hsiao (1997) shows that, in this context, GMM on (9) is consistent.
Estimation results
Our baseline specification of the matching efficiency process assumes that t follows an ARMA(3, 3) process. Our choice of values for (p, q) was guided by the protocol described in Section 3: three is the highest autoregression order which we find to be statistically significant in our data, and, given p = 3, inspection of the autocorrelogram of the residual from (9) suggests an MA(3) structure. (We provide a more complete discussion of our choice of specification in the next section.) All estimations are run on non-seasonally adjusted data and include month dummies to capture seasonality. Prior seasonal adjustment of the data would indeed create artificial serial correlation in all adjusted variables which would combine itself with the endogeneity issue we are tackling here. The results are shown in Table 1 . Columns 1-3 show estimates obtained using benchmark specifications taken from the literature and are displayed for comparison purposes. Our preferred estimator, accounting for endogeneity of labor market tightness and for the dynamics of efficiency shocks, is in columns 4 and 5 and places the elasticity at about 0.7 over the period under consideration. We now go over those results in detail.
12 See www.bls.gov/jlt/ for details. 13 The standard strategy is then to consider a first-differenced version of Eq. (7) (see e.g. Yashiv, 2000) . 14 A few further subtleties arise here. The statement that the OLS estimator of the regression coefficient of a nonstationary variable y t on a nonstationary vector x t is super-consistent for a cointegrating vector for (y t , x t ) is only true if the elements of x t are not themselves cointegrated. Strictly speaking, this fails to hold in our case as the r.h.s. in (7) comprises θ and month dummies, which are stationary. Month dummies included as regressors in all specifications. Instruments in column 3 are θ t− for = 2 to = 5 (following Yashiv, 2000) . Excluded instruments in column 4 are θ t− for = q + 1 = 4 to = q + p + 1 = 7. Instruments in column 5 are the same as in column 4, plus f t− for = q + 1 = 4.
Column 1 reports estimates obtained from OLS applied to Eq. (7). Our OLS point estimate of η, equal to 0.842, is on the high side of estimates previously obtained by other authors based on JOLTS data, probably owing to the combined facts that the JOLTS series now covers a longer period and has undergone a substantial revision in April 2011. 15 Hall (2005) finds an elasticity of 0.77 based on one year of JOLTS data (2002). Nagypál (2009) For column 2, we took first differences (FD) of (7) and then ran OLS. Some authors have advocated estimating (7) in first differences, based on the worry that OLS estimates from the model in levels might be spurious owing to the nonstationary nature of f t and θ t . The OLS point estimate of η based on the first-differenced version of (7), equal to 0.332, is indeed less than half of that from the model in levels. While at first blush this may reflect the spurious nature of the estimates in levels, our interpretation is that the difference in estimates between columns 1 and 2 simply reflect different biases. 16 We next implement the estimator used by Yashiv (2000) in an effort to "cater for nonstationarity [. . . ] and endogeneity". Yashiv's estimator is again based on first differences of (7): it consists of a 2SLS regression of f t on θ t , where θ t is instrumented by lags of θ t of order 2 and above. Note that this estimator would coincide with our preferred estimator if t followed a random walk. The point estimate reported in column 3 is markedly higher than the OLS estimate from the model in first differences (0.412 vs. 0.332), although still about only half as high as the OLS estimate from the model in levels (0.842). The discrepancy between the OLS and IV estimates on model (7) in FD should arouse suspicion as to the consistency of OLS. Moreover, a Sargan test rejects the consistency of the set of instruments used in column 3.
Estimates using our proposed strategy are reported in columns 4 and 5. As per the estimation protocol laid out in Section 3, Eq. (9) In order to gain some precision, we exploit the overidentified nature of the model. As noted in Section 3, all lags of θ t and f t beyond order q + 1 are valid instruments. Column 5 reports GMM estimates based on the same 'minimal' vector of instruments as in column 4, (θ t−4 , . . . , θ t−7 ), supplemented by one additional instrument, f t−q−1 .
17 Point estimates are virtually the same as in the just-identified case, and precision is slightly improved (ρ 1 is now borderline statistically significant). Finally, consistency of our set of instruments is overwhelmingly accepted by a Sargan test (reported at the bottom of column 5). Before we move on to a further assessment of the robustness of our results to alternative specifications, a few remarks are in order. First, in principle we could have included many more lags of both θ t and f t into the set of instruments. However, because of the persistence in θ t and the high correlation between f t and θ t , those additional instruments would not add much information and only contribute to bias estimates toward least squares. Application of (nonlinear) least squares to (9) -still imposing the common factor restriction (10) -produces an estimate of η of 0.595, which is markedly different from the value of 0.706 produced by GMM. 18 However we have observed in experiments not reported here that adding too many consecutive lags of θ t and/or f t to the set of instruments brings the GMM estimate of η close to the NLS value of 0.595.
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Second, based on the results shown in column 5, the hypothesis that 3 =1 ρ = 1 cannot be rejected, meaning that the matching efficiency shock t may be nonstationary. This restriction can be imposed in (9), which leads to a similar equation except that all the f 's and θ 's are taken in first differences (and summations only go up to p − 1 lags). We estimate this equation by two-step GMM, imposing the common factor restriction (10), and obtain an estimate of 0.652 for η (s.e. of 0.079), close to the one reported in columns 4 and 5. Lastly, we should check the validity of the common factor restriction (10) and assess how much identification power it carries. To that end, we estimate (9) not imposing the restriction (10). 20 Results for the (p, q) = (3, 3) specification are reported in the top panel of Table 2 . Point estimates thus obtained are very close to the corresponding estimates obtained when (10) is imposed (see columns 4 and 5 in Table 3 ). While condition (10) does not drive the point estimates, it seems however to play an important part in improving the precision of our estimates. The common factor restriction (10) can further be tested using a Wald test, which is also reported in Table 2 . 21 It is overwhelmingly accepted.
Discussion
In Section 6.1 we discuss model selection based on the amount of persistence in matching efficiency t . In Section 6.2, we attempt to relax the assumption of constant returns to scale in the matching function. Finally, in Section 6.3 we discuss the nature of matching efficiency shocks and the possible use of an alternate estimator for η, namely OLS including structural breaks in September 2001 and October 2008. Table 3 contains estimates of the model parameters under the maintained assumption that matching efficiency t follows an ARMA(p, q) process for all values of (p, q) in the grid {1, . . . , 4} × {0, . . . , 6}. In each case, we expand the 'minimal' set of instruments by adding f t−q−1 to provide some overidentification, as we did in column 5 of Table 1. Table 3 suggests a number of remarks.
Model selection
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First, p = 3 is the highest AR order for which we were able to find a statistically significant coefficient ρ p . Table 3 only reports estimation results for values of p up to p = 4 because of space constraints, but results for higher values of p are available on request, and confirm that the ρ 's are never found to be statistically significant beyond = 3. Following our model selection protocol (see Section 3), we choose p = 3 as our preferred specification.
Second, while the point estimate of the matching function elasticity η is somewhat variable across specifications for low values of p, it becomes reasonably stable (around 0.68) as soon as one allows for an autoregression order of at least three (once again, estimates obtained under higher values of p are available on request). The estimate of η = 0.692 under our preferred specification of (p, q) = (3, 3) seems 'typical' in the set of results displayed in Table 3 . 18 Note that NLS applied to (9) can only be consistent for η if ω t is serially uncorrelated (q = 0) and uncorrelated with θ t , which would be the case if, for example, it took some time for employers to adjust vacancies, so that the free-entry condition (3) applied with a lag of at least one period. 19 For example, using 24 lags of both θ t and f t produces an estimate of 0.62 for η. Other examples are available on request. 20 Note that, if (10) is not imposed, (9) becomes linear. 21 Because the CFR is a nonlinear restriction, the form under which we test it may matter for the Wald test (Gregory and Veall, 1986 ). Here we test equality to zero of λ − ηρ . Using other forms (e.g. λ /η − ρ = 0) leads to the same qualitative conclusion. 22 Note that in theory the point estimates may or may not be constant across (p, q) specifications. Indeed identification, and thus the choice of the instrument set, is driven by the structure imposed on the shock . Values of (p, q) too far below the true ones will not produce estimates fully cleansed of the endogeneity bias whereas values of (p, q) which are too high may lead to imprecise estimates, potentially getting closer to the NLS ones (cf. discussion in Section 5). Third, while estimates of the autoregressive coefficients ρ are slightly less stable, the unit-root hypothesis
is never rejected based on a simple Student test (not reported here, available on request). 23 In other words, matching efficiency shocks are consistently found to be very persistent. The next step is to select a value of q. Again following our proposed model selection protocol, we base our choice of q = 3 on an inspection of the autocorrelograms of the residual of (9) for p = 3 and all values of q ∈ {0, . . . , 6}, shown in 23 One manifestation of this is the occasionally very poor precision with which the constant, μ, is estimated in the second column of Table 3 . This is because, as is apparent in (10), the estimating Eq. (9) only depends on ν Fig. 2, where we look for 'consistent' specifications in the sense that the residual should exhibit no statistically significant autocorrelation beyond order q. It appears in Fig. 2 that only specifications with q 3 are consistent in that sense. Autocorrelograms constructed using higher values of q suggest the same thing. For parsimony, we thus adopt the minimum value of q in the consistent set, q = 3.
Non-constant returns to scale
Estimation has so far been conducted under the maintained assumption of a constant-return to scale (CRS) matching function. While, as mentioned before, CRS is a theoretically appealing property for an aggregate matching function to have, it is natural to investigate its empirical validity. The main problem one has to confront when relaxing the CRS assumption is that it is difficult to separately identify the elasticities of the matching function w.r.t. unemployment and vacancies, since those two variables are highly correlated. This is especially true when using a relatively short sample such as JOLTS, which only covers a dozen years.
Going back to the basic specification of the matching function (1), we thus relax the assumption that η = 1 − δ. Taking logs in (1), one obtains:
Definingδ = δ + η − 1, simply testingδ = 0 then provides a straightforward test of CRS.
To obtain consistent estimates of η andδ under our specification of the matching efficiency shock a t , we proceed again by applying the P (L) transform to (11):
As in the CRS case, this can be estimated based on moment conditions of the form E(ω t θ t− ) = 0, E(ω t f t− ) = 0, or E(ω t u t− ) = 0, for all q + 1. Note that, compared to the CRS case, we now have one extra parameter to estimate (namely,δ), and therefore require one extra moment condition for identification.
Results obtained under the specification of t following an ARMA(3, 3) are reported in Table 4 , which also shows OLS estimates of η andδ for comparison. Focusing on GMM estimates (column 2), we see that, as expected, a substantial amount of precision is lost by relaxing CRS (δ, in particular, is very imprecisely estimated). However, three conclusions can be drawn from the results in Table 4 . First, at the low level of precision at whichδ is estimated, CRS cannot be rejected. Second, the point estimates of η and the ρ 's obtained without assuming CRS are very close indeed to our benchmark results (obtained under the CRS assumption) shown in Table 1 . Third, OLS estimates suggest a very low elasticity of the matching function w.r.t. vacancies (η = 0.164) and a negative elasticity w.r.t. unemployment (δ = −0.282), which does not seem credible.
Structural breaks
As we discussed in Section 4, inspection of the raw series of f t and θ t plotted in Fig. 1 suggests the presence of two breaks occurring around September 2001 and, more markedly, October 2008. This observation in turn prompts the following possible interpretation about the nature of matching efficiency shocks: one could think of t as resulting from the combination of rare, large, persistent shocks (the breaks observed in Fig. 1 ), and smaller, higher-frequency shocks. 24 Under that interpretation, one can further argue that occurrences of the big, low-frequency shocks are (approximately) observed in the data: they coincide with the breaks that one can locate by simply eye-balling the data as we did in Section 4. Assuming that those large shocks are permanent shocks, one can then control for their occurrences by simply adding post-break dummies in the right-hand side of our equation of interest (7).
25 24 We are grateful to Gianluca Violante for suggesting this interpretation, and indeed prompting the discussion in this section. 25 A peripheral, yet important question when one tries to explicitly capture the time variation in matching efficiency is that of the specification of the time trend. We use post-break dummies in this section because it is consistent (in the sense of being a special case of) our preferred ARMA specification. We interpreted the discrepancy between the OLS and GMM estimates of the matching function elasticity reported in Table 1 as a consequence of the fact that the job finding rate f t and labor market tightness θ t are simultaneously affected by the matching efficiency shock. A natural question to ask is whether that simultaneity bias is still present when one controls for 'observed' large shocks in the way just described. Again, under the interpretation of shocks outlined above, one might think that the response of labor market tightness to high-frequency (small) matching efficiency shocks is negligible compared to its response to low-frequency, large shocks.
The left panel in Table 5 (columns 1-3) shows estimates of η obtained under the assumption of a CRS matching function from simple OLS (column 1), OLS including indicators of structural breaks in September 2001 and October 2008 (column 2), and from our proposed GMM estimator (column 3; columns 1 and 3 are taken up from Table 1 ). The right panel in Ta- ble 5 (columns 4-6) repeats the same comparison without imposing CRS. Estimates of η andδ are reported in that case (columns 4 and 6 are taken up from Table 4 ).
Clearly, the inclusion of those structural breaks in the set of regressors has a large impact on the OLS estimate of η.
First, looking at the right panel of Table 5 , it appears that, if one does not impose CRS, the only credible estimates in the set reported are the ones obtained from GMM, as both OLS estimators predict a negative elasticity of the matching function w.r.t. unemployment. As discussed in the previous section, GMM seems robust to relaxing the CRS assumption. Next focusing on the (perhaps more standard) CRS case, we see that the inclusion of structural breaks as regressors brings the OLS estimator slightly closer to, although now markedly below, our GMM estimate. Focusing on point estimates, OLS with breaks produces an estimate of 0.583 for η, while GMM produces 0.692. Whether that difference is quantitatively important or not is open to question -the answer probably varies between applications. Yet the fact that we find such a sizeable difference based on our JOLTS sample, which only has 133 monthly observations and straddles the single deepest recession since World War Two (a shock of unusually large magnitude), leads us to conclude that the idea that the endogeneity of labor market tightness in matching function estimation is mostly driven by low-frequency, large and persistent shocks that are observable, seems somewhat fragile.
Whether that idea is true or not, however, we want to advocate our GMM estimator and model selection protocol as a systematic and robust way of addressing the endogeneity of θ t in matching function estimation: not only is it robust to relaxing the assumption of constant returns to scale, but it also obviates the need to 'detect' structural breaks by eye-balling the data prior to estimation.
Conclusion
This paper begins by pointing out a simple implication of equilibrium matching models: the search behavior of firms and/or job seekers implies that labor market tightness and the job finding rate are simultaneously determined as functions of the unobserved efficiency of the matching process. As a consequence, the standard practice of regressing the job finding rate on a measure of labor market tightness using, e.g., OLS, is exposed to a simultaneity bias. Imposing some structure on the process followed by matching efficiency allows us to offer a consistent estimator of the matching function elasticity. Application of our method to the estimation of a basic version of the matching function using JOLTS data suggests that the bias has potentially important quantitative consequences.
In order to make our point with minimal peripheral complication, we have focused on a very basic version of the equilibrium matching model, and deliberately abstracted from a number of important problems analyzed elsewhere in the literature (such as time aggregation, imperfect input measurement or stock-flow matching). Further work is needed to examine how those sources of bias interact with the 'structural' problem of endogeneity of labor market tightness that we emphasize in this paper.
Yet, obviously, other options exist: for example, Şahin et al. (2012) use a quartic trend instead of post-break dummies and find an elasticity of η = 0.654, very close to our own GMM estimate, on a JOLTS sample that stops in December 2010. Using polynomial trends on our extended data set produces similar, although somewhat unstable results: under CRS, point estimates for η using OLS with a polynomial trend start at 0.741 with a linear trend and decrease steadily as the order of the polynomial trend is increased (down to 0.695 for a quadratic trend, 0.65 for a trend of order 6, and 0.53 for order 10. . . ). Relaxing the CRS assumption, estimates become very unstable, with the elasticity w.r.t. unemployment generally estimated a negative number. Details are available on request.
Another question is that of the practical quantitative importance of the structural bias studied in this paper, which can be measured by the extent to which it affects the quantitative predictions of various prominent equilibrium search and matching models. For instance the Mortensen and Pissarides (1994) model has been used extensively to predict the effects of labor market policy instruments such as firing costs, hiring subsidies, taxes or minimum wages. These predictions usually follow from calibrations based on estimates of the matching elasticity that potentially suffer from the endogeneity bias we studied in this paper. It would be interesting to see how sensitive those predictions are to variations in the value of the matching function elasticity.
