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In practice symmetries of combinatorial structures are computed by transforming the structure
into an annotated graph whose automorphisms correspond exactly to the desired symmetries. An
automorphism solver is then employed to compute the automorphism group of the constructed
graph. Such solvers have been developed for over 50 years, and highly efficient sequential, single
core tools are available. However no competitive parallel tools are available for the task.
We introduce a new parallel randomized algorithm that is based on a modification of the
individualization-refinement paradigm used by sequential solvers. The use of randomization crucially
enables parallelization.
We report extensive benchmark results that show that our solver is competitive to state-of-the-art
solvers on a single thread, while scaling remarkably well with the use of more threads. This results
in order-of-magnitude improvements on many graph classes over state-of-the-art solvers. In fact, our
tool is the first parallel graph automorphism tool that outperforms current sequential tools.
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1 Introduction
Exploitation of symmetry has a dramatic impact on the efficiency of algorithms in various
fields. This includes the fields of computer vision and computer graphics [15], automated
reasoning [10], machine learning [22] and in particular convolutional neural networks [7],
mathematical programming [14], chemical databases [20], SAT-solving [12], constraint pro-
gramming [8], software verification [5], model checking [9, 18] and so on.
Before symmetries of a structure can be exploited, one first has to have algorithmic means
to find the symmetries. For this, the structure is usually transformed into an annotated
graph whose automorphisms correspond to the symmetries of the original structure. Then
tools are employed that compute the graph’s automorphism group.
The current state-of-the-art implementations of solvers computing automorphism groups
are bliss [11], nauty and Traces [17], conauto [16] as well as saucy [6]. All of the
mentioned algorithms follow the individualization-refinement (IR) framework.
© Markus Anders and Pascal Schweitzer;
licensed under Creative Commons License CC-BY 4.0
29th Annual European Symposium on Algorithms (ESA 2021).
Editors: Petra Mutzel, Rasmus Pagh, and Grzegorz Herman; Article No. 6; pp. 6:1–6:18
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
6:2 Parallel Computation of Combinatorial Symmetries
These tools have become increasingly powerful through a multitude of techniques. Initially,
each mentioned tool provided insightful new pruning ideas or new implementation tricks.
However, many of these very diverse ideas from all the tools have transcended into all of the
other tools by now. This lead to a second generation comprised of improved versions of the
tools. The most recent and currently fastest solver is Traces which excels at pruning the
search space of difficult graphs. The tool has been meticulously engineered by Piperno over
the past decade ever improving its performance. The tool is fastest on most graph classes,
and on the few where it is not, it still performs competitively with the best of all the solvers.
Recently the requirements of the application domains for the tools have changed. One
major change stems from the different architecture of modern hardware. In fact, all of
the aforementioned tools are sequential, single-threaded applications: spreading the work
load across multiple cores would align with the contemporary hardware trend of steadily
increasing core counts. While there are some theoretical results, research on practical parallel
isomorphism algorithms is quite limited. In his thesis, Tener [23] describes approaches to
parallel isomorphism testing. However, he has subsequently not pursued this further in the
last decade, and the described algorithm is based on algorithms of the first generation. The
study [4] only performs comparisons against slow sequential algorithms. Overall, parallel
graph isomorphism testing has not witnessed any of the ideas that characterize the second
generation of algorithms. Generally, fast isomorphism and automorphism algorithms have
been persistently resistant to parallelization attempts in theory and practice.
The goal of this paper is to stimulate a third generation of isomorphism solvers by
harnessing the power of a modern CPU for the computation of graph automorphisms.
Parallelizing existing libraries is not a straightforward task, since the practical algorithms
are based on the IR technique, which is a priori sequential.
Contribution. We introduce dejavu, a novel randomized algorithm solving the automor-
phism group problem based on the IR paradigm. The tool is (1) on a single thread competitive
with currently fastest solvers available (sometimes even outperforming them), and (2) on 8
threads outperforms the currently fastest solvers on most graph classes. Using the de facto
standard benchmark suite, we report extensive experimental results corroborating these two
claims. The results also demonstrate the scalability of the tool as the number of threads is
varied from 1 to 8.
Underlying ideas and techniques. The quintessence of our new algorithm, by which we
achieve parallelizability, is to replace inherently sequential traversal strategies with randomized
traversal: dejavu mainly performs repeated random root-to-leaf walks in the search tree
(stemming from the IR-framework) in conjunction with a probabilistic abort criterion. The
main motivation is that computing multiple random root-to-leaf walks can be parallelized. To
allow for an even split of the work load, various subroutines, most notably the so-called sifting
algorithm which is used for the probabilistic abort criterion, also have to be parallelized
efficiently. However, to create a truly efficient tool, the algorithm has to be combined with
further heuristics tailored to the new parallel, probabilistic setting.
Randomization. Our tool dejavu is a randomized tool which, in principle, means that
the output is not always correct. The idea of exploiting randomization originated from
isomorphism testing algorithms [3, 13] which however neither compute automorphisms nor
have any form of parallelization whatsoever. For these randomized approaches (including
dejavu), the user can set an error probability (e.g. 1%) and the tool guarantees that for each
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input the probability of error is at most this number. However, crucially our approach only
has a 1-sided error. This means while some automorphisms may be missed when queried for
the automorphism group of a graph, the solver guarantees that the output consists entirely
of automorphisms of the graph. For applications exploiting symmetry this is the right kind
of error. This way, they may sometimes fail to exploit symmetries that were missed but this
only slows down the running time. It does not lead to incorrect results for the application.
2 Preliminaries
2.1 Individualization-Refinement
Following [17] closely, we introduce IR algorithms. The summary is focused on the results
necessary to describe automorphism computations and what is needed for our algorithms.
Colored Graphs. An undirected, finite graph G = (V, E) consists of a set of vertices V ⊆ N
and a set of edges E ⊆ V 2, where E is symmetric. We always assume V = {1, . . . , n}.
A coloring π : V → {1, . . . , k} is a surjective map, mapping vertices of a graph to cells
1, . . . , k. We call π−1(i) ⊆ V with i ∈ {1, . . . , k} the i-th cell of π, which is non-empty since π
is surjective. With |π| = k we denote the number of cells in a coloring. If |π| = n holds, we
call π discrete. Note that a discrete coloring also characterizes a permutation of V .
A colored graph (G, π) consists of a graph and a coloring. The symmetric group
on {1, . . . , n} is denoted Sym(n). With Aut(G) we denote the automorphism group of
a graph. An element φ ∈ Aut(G) is a permutation of vertices which maps the graph to itself,
i.e., a bijective map φ : V → V where Gφ := (φ(V ), φ(E)) = (V, E) = G holds. For colored
graphs we additionally require that the coloring is preserved, i.e., a vertex of a cell c must be
mapped to a vertex of cell c. We thus define the colored automorphism group Aut(G, π) as
those permutations φ with (G, π)φ = (Gφ, πφ) = (G, π). Note that in all of these definitions
actual equality, e.g., equality of adjacency matrices and not isomorphism, is required. In the
following, we only consider uncolored input graphs for the sake of simplicity. Let us remark,
however, that we could use exactly the same machinery for colored graphs (see [17]).
Refinement. In the following, we want to individualize vertices and refine colorings. Indi-
vidualizing vertices in a coloring is a process that artificially forces the vertex into its own
singleton cell. We use ν ∈ V ∗ to denote a sequence of vertices. In particular, we can record
in such a sequence which vertices have been individualized.
A refinement is a function Ref : G × V ∗ → Π. Here Π is the set of colorings of V , i.e., the
set of ordered partitions of V . Given a graph G and sequence of vertices ν, it must satisfy the
following properties: first, it is invariant under isomorphism, i.e., Ref(Gφ, νφ) = Ref(G, ν)φ
holds for all φ ∈ Sym(n). Secondly, it respects vertices in ν as being individualized, i.e., {v}
is a singleton cell in Ref(G, ν) for all v ∈ ν.
Cell Selector. If refinement classifies all vertices into different cells, determining automor-
phisms and isomorphisms for a graph is easy, after all, cells have to be preserved. Otherwise,
individualization is used to artificially single out a vertex inside a non-singleton class. The
task of a cell selector is to isomorphism invariantly pick a non-singleton cell of the coloring. In
the IR paradigm, all vertices of the selected cell will then be individualized one after the other
using some form of backtracking. After the individualization, refinement is applied again and
the process continues recursively. Formally, a cell selector is a function Sel : G × Π → 2V
into the power set of V satisfying the following properties:
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It is invariant under isomorphism, that is Sel(Gφ, πφ) = Sel(G, π)φ holds for φ ∈ Sym(n).
If π is discrete then Sel(G, π) = ∅.
If π is not discrete then | Sel(G, π)| > 1 and Sel(G, π) is a cell of π.
Search Tree. With the functions Ref and Sel at hand, we are now ready to define the
search tree. For a graph G we use T(Ref,Sel)(G) to denote the search tree of G with respect
to refinement operator Ref and cell selector Sel. The search tree is constructed as follows:
each node of the search tree corresponds to a sequence of vertices of G.
The root of T(Ref,Sel)(G) is the empty sequence ϵ.
If ν is a node in T(Ref,Sel)(G) and C = Sel(G, Ref(G, ν)), then its children are {ν.v | v ∈
C}, i.e., all extensions of ν by one vertex v of C.
With T(Ref,Sel)(G, ν) we denote the subtree of T(Ref,Sel)(G) rooted in ν. We omit indices Sel
and Ref if they are apparent from context. Note that the leaves of a search tree correspond
to discrete colorings of the graph, and therefore to permutations of V .
We recite the following crucial facts on isomorphism invariance of the search tree as given
in [17], which follows from the isomorphism invariance of Sel and Ref:
▶ Lemma 1. For a graph G and φ ∈ Sym(n) we have T(G)φ = T(Gφ).
▶ Corollary 2. If ν is a node of T(G) and φ ∈ Aut(G), then νφ is a node of T(G) and
T(G, ν)φ = T(G, νφ).
We have yet to mention how the search tree is used to find automorphisms of a graph:
▶ Lemma 3. If ν and ν′ are leaves of T(G), then there exists an automorphism φ ∈ Aut(G)
such that ν = φ(ν′) if and only if Ref(G, ν′)−1 · Ref(G, ν) is an automorphism of G.
We also say that ν′ is an occurrence of ν if there is some automorphism φ ∈ Aut(G) for
which φ(ν′) = ν.
Pruning. In the overall algorithm, we fix a single leaf τ and then search for automorphisms
by comparing other leaves to it. We call this fixed leaf τ the target leaf. Corollary 2 and
Lemma 3 show that this suffices to derive all automorphisms from the search tree.
Unfortunately, however, the search tree itself can be exponentially large in the input [19].
Therefore, we want to prune it as much as possible.
Towards this goal, we define a node invariant Inv : G × V ∗ → I, which is a function
mapping nodes of the tree to a totally ordered set I. We require some further properties:
The invariant must be isomorphism invariant, i.e., we require Inv(G, ν1) = Inv(Gφ, νφ1 )
for all φ ∈ Sym(n).
If |ν1| = |ν2| and Inv(G, ν1) < Inv(G, ν2), then for all leaves ν′1 ∈ T(G, ν1) and ν′2 ∈
T(G, ν2) we require Inv(G, ν′1) < Inv(G, ν′2).
It follows that even if we remove all nodes of the tree whose invariant deviates from the
corresponding node invariant on the same level on the path to the target leaf, we can still
retrieve the entire automorphism group. This operation is called pruning using invariants.
Formally, we define PruneInv(τ ′, ν′) to denote the operation that removes the subtree of node
ν′ if Inv(G, τ ′) ̸= Inv(G, ν′), where |τ ′| = |ν′| holds and τ ′ is the prefix of length |ν′| of τ .
We now describe pruning using automorphisms. Assume we already have φ ̸= id of Aut(G)
available. For nodes ν where νφ is not a prefix of the target leaf, we define PruneAut(ν, νφ) to
denote the operation which removes the subtree rooted at νφ from the search tree. Applying
PruneAut can only cut away parts of the search tree which are generated by the already
available automorphisms anyway [17].
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Algorithm 1 Sifting.
1 function Sift(S, T, B, φ)
Input : generators S, transversal table T , base points B, element φ
Output : whether S, B and T remained unchanged
2 for ( i = 1; i ≤ |B|; i = i + 1 )
3 bi := φ(Bi);
4 t := (Ti)bi ;
5 if t = ⊥ then break;
6 φ := φ · t−1;
7 if φ ̸= id then
8 S := S ∪ {φ};
9 bi := φ(Bi);




The procedure to aggregate automorphisms of dejavu works on similar principles as the
random Schreier-Sims algorithm, which provides us with a data structure to dynamically
manage permutation groups. To be more precise, our algorithm needs a way to determine
whether a newly found automorphism φ is in the group generated by the automorphisms
that were found previously. The procedure we use for this is called sifting. We give a brief
description following the lines of [21].
All groups we consider are permutation groups Γ ≤ Sym(Ω). For the domain we always
set Ω = {1, . . . , n}. By ⟨S⟩ we denote the group generated by the elements of S, i.e., all
elements that can be written as a product of elements of S. If ⟨S⟩ = Γ holds, we call S a
generating set of Γ.
We need the notion of a pointwise stabilizer of a permutation group Γ ⊆ Sym(Ω).
Let β ∈ Ω be a point, then Γ(β) := {φ ∈ Γ | φ(β) = β}. For a sequence of points
(β1, . . . , βm) ∈ Ωm we just recursively take the pointwise stabilizer of all elements:
Γ(β1,...,βm) :=
{
Γ if m = 0
(Γ(β1,...,βm−1))(βm) otherwise.
We call a sequence of points B = (β1, . . . , βm) ∈ Ωm a base relative to Γ ≤ Sym(Ω) if
ΓB = {id}. For a generating set ⟨S⟩ = Γ and a base (β1, . . . , βm) we define Si = S ∩Γ(β1,...,βi).
We call S strong relative to Γ and (β1, . . . , βm) if ⟨Si⟩ = Γ(β1,...,βi) holds for all i ∈ {0, . . . , m}.
Given a subgroup ∆ ≤ Γ, a transversal of ∆ in Γ is a subset T ⊆ Γ that satisfies
|T ∩ gH| = 1 for every coset g∆ of ∆ in Γ. We construct a transversal table for a given
base B and generating set S, which contains a transversal for each subgroup ⟨Si⟩ in ⟨Si−1⟩.
We refer with Ti to the transversal of Si. Careful inspection of the definition reveals that
each ⟨Si⟩ fixes the i-th base point of B, i.e., for all φ ∈ ⟨Si⟩ it is true that φ(βi) = βi. If we
want to know the cosets of Si in ⟨Si−1⟩, we need to find the possible images of βi in ⟨Si−1⟩.
Elements of ⟨Si−1⟩ under which βi has the same image are in the same coset of ⟨Si⟩. Thus,
we can differentiate transversal elements Ti according to the image of βi under them. We
denote by (Ti)b the element in Ti mapping βi 7→ b if it exists. We set (Ti)b = ⊥ if such an
element does not exist. The cosets correspond to the orbit of βi in Si−1. Given an element
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φ ∈ Si−1, we need to determine to where φ maps βi in order to find the coset in which it is
contained. The representative of the coset is that element t in the transversal Ti which also
maps βi to φ(βi). By forming the product φ · t−1 ∈ Si we obtain an element that fixes βi.
Algorithm 1 describes a sifting procedure, which can be used to test membership in a
given permutation group whenever a strong generating set S and corresponding base B are
available. Otherwise, if S is not strong or B not complete, the sifting procedure computes a
non-trivial permutation. In the version of the algorithm described here, this permutation
is added to the generating set to ensure that now the sifted element is covered. Possibly
one needs to extend the base for this purpose. If an element sifts successfully, i.e., the
procedure returns true, we know that it is contained in ⟨S⟩. On the other hand, if the sifting
is unsuccessful then the element was not in the group or the generating set was not strong
and has been extended towards ensuring it to become strong.
The algorithm repeatedly multiplies transversal elements to the initial element. The
operations preserve the property of whether the initially given element is in the group. Each
operation modifies the element so that it is contained the next respective pointwise stabilizer.
We refer to base, transversal table and generating set together as a Schreier structure.
As elements are sifted, such a structure captures the progress made towards constructing the
group. A crucial result we exploit is the following, related to Lemma 4.3.1 in [21]:
▶ Lemma 4. Let Γ be a group, B a base, S a set of permutations in Γ and φ a uniformly
distributed element in Γ. If ⟨S⟩ ≠ Γ, the probability that φ does not successfully sift through
the Schreier structure defined by B and S is at least 12 .
The previous results are also the foundation for the random Schreier-Sims method, which is
used by all competitive solvers to detect possibilities to apply the pruning function PruneAut.
Let us also record that the individualized vertices in a leaf of the search tree (defined in
Section 2.1) actually form a base of the respective automorphism group [17].
3 Parallel Computation of Automorphisms
We first describe how to turn random walks on IR trees into a correct, probabilistic algorithm.
Then, we discuss how to parallelize sifting as required by the algorithm. Lastly, we augment
the algorithm using breadth-first traversal into the underlying procedure of dejavu.
The motivation is that the three fundamental methods mentioned above parallelize
efficiently as long as the IR tree is sufficiently large.
3.1 Random Walks and Automorphisms
The first step of our algorithm is to compute a random walk to one of the leaves, the target
leaf. The goal is then to find another occurrence target leaf through random walks, whereby
automorphisms are found. A key observation is that by choosing uniform, random walks
through the tree – which we describe in Algorithm 2 – we also get a uniform distribution of
elements in the automorphism group. The algorithm applies the refinement to the input graph
and then repeatedly chooses a uniform random vertex of the target cell chosen by the cell
selector for individualization. Starting from the initial coloring, it then keeps individualizing
and refining until the coloring becomes discrete. It returns the coloring and the sequence of
individualized vertices.
Recall that we refer to a leaf τ ′ as an occurrence of τ if τ ′ can be mapped to τ using
an element φ ∈ Aut(G) (i.e., φ(τ ′) = τ). In this situation we call φ the corresponding
automorphism with regard to τ ′. Note that there is a unique occurrence of τ for every
φ ∈ Aut(G):
M. Anders and P. Schweitzer 6:7
▶ Lemma 5. A leaf τ can be mapped to exactly | Aut(G)| leaves in T(G) using elements of
the automorphism group Aut(G).
Proof. Note that τ is a base of Aut(G). Now consider an element φ ∈ Aut(G). Clearly, τφ
also corresponds to a leaf in the tree (Lemma 2) and τφ is a base as well. Now consider a
different element φ′ ∈ Aut(G), i.e., φ′ ̸= φ. Clearly, τφ ̸= τφ′ holds since τ is a base. ◀
▶ Lemma 6. As a random variable, the output of Algorithm 2, which is a leaf in the search
tree, is uniformly distributed within each equivalence class of leaves.
Proof. There is a unique occurrence of τ for every automorphism (Lemma 5). Hence, it
suffices to argue that the probability of finding each occurrence of τ through a random walk
in the tree is equal. Assume that we are in a node ν of the search tree and let ν1, . . . , νk be
the children of ν. Let ν′1, . . . , ν′k be the children that correspond to the subtrees of ν that do
contain an occurrence of τ . Since we are sampling an element uniformly from ν1, . . . , νk in
Algorithm 2, each of these subtrees has the same probability of being chosen. Therefore, it
suffices to argue that the chance of finding an occurrence of τ in each of ν′1, . . . , ν′k is equal.
Since they all contain an occurrence of τ , they can all be mapped to each other using the
corresponding automorphisms. But this immediately implies that all of these subtrees must
be isomorphic (Lemma 1), showing the claim. ◀
The following lemma immediately follows.
▶ Lemma 7. Let τ be a fixed leaf. Consider the distribution of outputs of Algorithm 2 under
the condition that an occurrence of τ is computed. For such a given output τ ′ consider the
automorphism φ with φ(l) = l′ corresponding τ ′. Then φ is uniformly distributed in Aut(G).
So, Algorithm 2 provides us with a method to uniformly sample random automorphisms.
We now need a method to collect these automorphisms and determine when we have found
enough of them to generate the entire automorphism group.
Description of Algorithm 3. The algorithm repeatedly samples automorphisms from
the automorphism group through random walks (using Algorithm 2). Then, it uses a
probabilistic test based on Lemma 4 and Lemma 7 to determine termination. When a certain
number d = ⌈− log2( ε2 )⌉ of consecutively sampled automorphisms turn out to be already
covered by the previously found automorphisms (i.e., they sift successfully) the algorithm
terminates. The initial value of d is linked to the guaranteed bound on the error probability ε
that can be chosen by the user. To guarantee that the error bound is kept, when some but
not d consecutively found automorphisms were discovered, the value of d is incremented.
Finishing the execution therefore hinges on seeing already explored leaves as well as
already generated automorphisms again. Note that the correctness of the algorithm depends
on the fact that we are probing automorphisms uniformly from the group. In Section 3.3, we
introduce further techniques to prune the search tree. When we do so, we always make sure
to do this in a manner that still enables us to probe uniformly after the pruning. Ensuring
this suffices to retain a correct behavior of the algorithm.
We now argue correctness for Algorithm 3.
▶ Lemma 8. Given a graph G and probability ε, Algorithm 3 produces a generating set for
the automorphism group of G with probability at least 1 − ε.
Proof. First, observe that the discovered permutations are certified before being added to
the group, which immediately ensures that all elements of the computed group are actual
automorphisms. The algorithm can therefore only fail by not adding enough elements to
the group.
ESA 2021
6:8 Parallel Computation of Combinatorial Symmetries
Algorithm 2 Random Walk of the Search Tree.
1 function RandomWalk(G)
Input : graph G
Output : a random leaf of the search tree and the individualized vertices
2 base := ();
3 col := Ref(G, [v 7→ 1], base);
4 cell := Sel(G,col);
5 while cell ̸= ∅ do
6 v := RandomElement(cell);
7 base := base.v; // append v to base
8 col := Ref(G, col, base);
9 cell := Sel(G, col);
10 return (col, base);
Algorithm 3 Parallel Randomized Automorphisms.
1 function Automorphisms(G, ϵ)
Input : graph G and probability ε
Output : a subset of Aut(G) that generates Aut(G) with probability at least 1 − ε
2 c := 0, d := ⌈− log2( ε2 )⌉, S := ∅;
3 (τ, B) := RandomWalk(G);
4 initialize trivial tranversal table T relative to B;
5 while c ≤ d do in parallel
6 // run multiple instances of the body of the loop in parallel
7 (l′, _) := RandomWalk(G);
8 φ := l′ · τ−1;
9 if φ(G) = G then
10 if ¬ Sift(S, T , B, φ) then c := c + 1;
11 else
12 if c > 0 then d := d + 1;
13 c := 0
14 return S;
Choosing random walks through the tree produces a uniform distribution of occurrences
of the leaf τ , which gives us a uniform distribution of elements in Aut(G) (Lemma 7). This
in turn enables us to use Lemma 4 to argue correctness as follows.
We terminate the algorithm after we sifted uniform elements of G successfully into the
Schreier structure d times in a row. As long as sifting fails and we add elements to the
Schreier structure, we know that no error occurs and that we are not done. We view the
computation as a sequence of tests against the hypothesis that we are missing automorphisms.
We define the beginning of a test to be right after sifting succeeds once (i.e., at the moment
when c is set to 1 in an execution of Line 10). The probability that the test fails (i.e., that
we do not abort the test early and instead increment c for d times in a row) is bounded by
( 12 )
d (Lemma 4). In order to ensure a total error bound of ε for the algorithm, we require
the sum of the probabilities of the tests to fail is at most ε. For this it suffices to have that
the i-th test fails with probability at most ε2i . The probability that the entire computation
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In order to satisfy this bound of ε2i , we increment d after each successful test. Initially, for
the first test, we set d1 = ⌈− log2( ε2 )⌉ which ensures that (
1
2 )
d ≤ ε2 . Note the value di for
variable d used during the i-th test is then di = d1 + i − 1, so ( 12 )
di < ε2i , as desired. ◀
We should clarify that while the algorithm is based on some of the same principles as
the isomorphism test of [3], that isomorphism test neither has to consider uniformity of
automorphism sampling (Lemma 7), nor employ repeated testing, nor requires any form
of sifting.
Through the use of the randomized approach, a simple opportunity for parallelization
arises by running the body of the while-loop in Line 6 on multiple threads. In particular, only
two components have to be synchronized: the state of the abort criterion c and d, as well as
the Schreier structure S and T which is manipulated by the sifting procedure. While the
former is trivial, parallelization of the sifting procedure is discussed in the following section.
There is a slight technical issue we should address when running Algorithm 3 in parallel.
If, say, the elements that are already generated by S can be computed more quickly than
those that are not, using many threads would create a bias towards finding the former type
of element first, leading to an incrementation of c with a probability larger than 1/2. This
would break the error bound. However, there is a simple way to fix the issue: whenever c
exceeds d, it suffices to additionally ensure all threads finish their current iteration.
3.2 Sifting in Parallel
For the abort criterion of the algorithm, we check whether an automorphism is contained in
the group generated by the automorphisms found so far (see Line 10 of Algorithm 3). To
check this, we sift it into a Schreier structure using a base of the automorphism group.
As it turns out, sifting elements is sometimes expensive: using a conventional, sequential
implementation of the sifting procedure to determine the abort criterion of our algorithm
does not scale with more threads. In practice, sifting would often become the bottleneck.
For the random abort criterion we observe the following when sifting elements.
1. The base is never changed or extended.
2. Changes in the transversal tables T are always local to one level in the Schreier structure.
3. In practice, if sifting is expensive, many elements are sifted. The computationally
expensive part is then mostly multiplication of elements (Line 6 of Algorithms 1 and 4).
We should stress that in particular, (1) and (2) are generally not true when sifting is employed
by previous IR algorithms, and are indeed specific to the way it is used by Algorithm 3.
Crucially, these three observations enable a rather simple modification to the algorithm:
we can sift elements into a Schreier structure concurrently, as long as we synchronize changes
to transversal tables when changing a level. We add a lock for every level and one global
lock for the generating set to enable parallel sifting on a fixed base (see Algorithm 4). We
should remark that the locking mechanism could be made more granular to further improve
scaling. However, due to observation (3), we never deemed this necessary in practice.
3.3 Uniform Pruning
While Algorithm 3 is able to solve the problem on its own and parallelizes whenever enough
random walks are required, it never actually prunes the search tree. This means that if it is
discovered during random probing that a certain path does not lead to an occurrence of the
target leaf, there is no mechanism to prevent making the same bad choices again.
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Algorithm 4 Thread-safe Sifting.
1 function Sift(S, T, B, φ)
Input : generators S, transversal table T , base B, element φ
Output : whether S and T remained unchanged
2 for ( i = 1; i ≤ |B|; i = i + 1 )
3 bi := φ(Bi);
4 t := (Ti)bi ;
5 if t = ⊥ then break;
6 φ := φ · t−1;
7 if φ ̸= id then
8 acquire lock for level i;
9 acquire lock for generators;
10 S := S ∪ {φ};
11 release lock for generators;
12 bi := φ(Bi);
13 update (Ti)bi = φ;
14 release lock for level i;
15 return false;
16 return true;
To rectify this, we want to intersperse the random walks of the tree with breadth-first
search. Fortunately, probing after breadth-first traversal of an entire level has been performed
naturally results in a uniform distribution of leaves again. Indeed, upon completion of an
entire level of breadth-first traversal, probing can also be characterized as starting a random
walk at a uniformly random node of that level. We probe from a level k by choosing uniformly
at random a node ν′ with |ν′| = k of the search tree that satisfies Inv(ν′) = Inv(ν). Here
ν is the prefix of length k of the vertex sequence corresponding to the target leaf. Due to
Lemma 1, the trees rooted in prefixes that contain some occurrence of the target leaf are
isomorphic. Therefore they yield the same probability for finding an occurrence of the target
leaf within them. The process therefore samples automorphisms with a uniform distribution.
Hence, breadth-first traversal can safely be combined with Algorithm 3.
When using the breadth-first traversal, we still want to be able to use the automorphism
pruning rule PruneAut. However, this can break uniformity. Assume for example ν and ν′
are both children of µ′. Assume further they each correspond to a “bad choice” on this level
of the search tree in the sense that neither of them contains an occurrence of the target leaf.
During the algorithm we would not yet know whether these choices are bad, but suppose we
find an automorphism mapping one to the other. By contracting them to a single node, we
reduce the number of children without a target leaf and thus increase the chance of finding
an occurrence of the target leaf in µ′.
Our solution to this problem is that whenever we use PruneAut, we artificially restore
uniformity. We do so by introducing weights to nodes of the tree, which essentially denote
the number of paths represented by a node of the tree. When combining elements of the
same level, their weights (represented paths) are combined as well. Later on, when probing
for leaves, we take weights into account when sampling random elements. Considering the
example again, when we contract the bad choices ν and ν′ to a single node, and both have
weight 1 to begin with, the remaining node gets weight 2. The remaining node is then chosen
with the same probability as both of the initial nodes together – hence, keeping the same
probability of finding the target leaf in µ.
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Since the probability of finding automorphisms is supposed to remain constant, one might
wonder why this kind of pruning should be applied at all. The reason is that the work for
the breadth-first traversal is reduced: we need to compute less nodes when advancing the
breadth-first level, since symmetric nodes are contracted. On later levels, we may be able
to throw away nodes (uniformly, since we are performing breadth-first traversal) and thus
actually increase the probability of finding target leaves.
We now formalize the notion of weights. We describe this using the following construction:
we start by defining internal weights w and external weights w for all nodes. The internal
weights and external weights of all nodes are initially set to 1, i.e., w(ν) := w(ν) := 1 for all
ν. The internal weights are then manipulated by the algorithm. Whenever internal weights
are modified, the following formula calculates the corresponding external weights:
w(ν) :=
{
1 if ν = ϵ
w(ν) · w(ν1, . . . , νk−1) if ν = ν1, . . . , νk
We now modify PruneAut into Prune′Aut by making it update the internal weights in addition
to pruning: assume we already have φ of Aut(G) available. For all nodes ν where νφ is not
a prefix of the target leaf, Prune′Aut(ν, νφ) removes νφ from the search tree and updates
w(ν) = w′(ν) + w′(νφ), where w′ are the previous internal weights.
Additionally, we want to formalize the notion that the tree rooted in νφ is now represented
by the tree rooted in ν. We do this by introducing an equivalence relation ∼, which we update
every time PruneAut is executed. Initially, every node represents itself, hence [ν]∼ = {ν}
holds. Note that trivially |[ν]∼| = w(ν) = 1 is satisfied initially. We update the relation
whenever Prune′Aut(ν, νφ) is executed. The old relation ∼′ is then replaced by ∼, which we
define in the following. We do so using three states of the search tree: first, the unpruned tree
T(G, ν), which is the initial tree where no pruning rule has been applied. Secondly, there is
the pruned tree before the operation Prune′Aut was executed, i.e., T(G, ν)′ with the relation
∼′. Lastly, there is the pruned tree after the operation Prune′Aut has taken place, for which
we want to define the relation ∼. The goal is then to argue inductively that the size of the
equivalence class is equal to the external weight of the representative in the pruned trees.
We stipulate that νφ, as well as all nodes currently represented by νφ, are now represented
by ν. Formally, we unify the equivalence classes of the root nodes in question, i.e., we set
[ν]∼ := [ν]∼′ ∪ [νφ]∼′ .
We extend this definition recursively for all nodes of the tree rooted in ν, i.e., all elements
of the unpruned tree rooted in νφ need to be represented by some element of ν′ ∈ T(G, ν)′.
The tree rooted at νφ may also represent other trees, which need to be consider. We
let [νφ]∼′ = {νφ1 , . . . , νφk }, where clearly φi ∈ ⟨S⟩ for i ∈ {1, . . . , k} holds. Since all
of these trees may have been pruned differently through applications of Prune′Aut, we
refer back to nodes of the unpruned tree T(G). For every node ν′ in the pruned tree
T(G, ν)′, we find all of the nodes of the unpruned tree that are now represented by it,
i.e., [ν′]∼ := [ν′]∼′ ∪ {ν′′φi | ν′′ ∈ [ν′]∼′ , i ∈ {1, . . . , k} | ν′′ ∈ T(G, ν)}. Note that this is
well-defined in terms of equivalence relations, since all φi define bijections between nodes of
T(G, ν) and T(G, νφi) (Lemma 2). All other nodes of the pruned tree keep their equivalence
classes of ∼′, which is correct since their weight is unaltered as well.
We now argue that the external weight of a remaining node represents the size of its
respective equivalence class:
▶ Lemma 9. Let A be a sequence of applications of Prune′Aut to a search tree T(G). Assume
that applying A results in T(G)′ with external weight function w′ and ∼′ is the corresponding
equivalence relation (as described previously). Then, it holds that |[ν]∼′ | = w′(ν).
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Proof. We argue the claim by induction over the sequence A. Initially, the claim is true
since all weights are 1 and every node represents itself in ∼.
Let us now argue that when applying some Prune′Aut(ν, νφ), the invariant remains valid.
For the root node this is easy to see: by induction |[ν]∼′ | = w′(ν) and |[νφ]∼′ | = w′(νφ) hold,
which in turn shows |[ν]∼| = |[ν]∼′ ∪ [νφ]∼′ | = w′(ν) + w′(νφ) = w(ν).
The third equality holds since φ ̸= id is required by definition. We now show this for
all ν′ ∈ T(G, ν)′ by induction. Let ν′ = ν′1, . . . , ν′k and µ = ν′1, . . . , ν′k−1. We know that
w(µ) = |[µ]∼| holds, i.e., the statement is true for the parent of ν′.
It can be easily seen that set of the elements µ′ ∈ T(G, ν) with µ′ ∈ [µ]∼, i.e., elements
represented by µ in the subtree of ν, has not been altered. Hence, we can rewrite w(µ) =
|[µ]∼| = |{µ′ ∈ [µ]∼ | µ′ ∈ T(G, ν)}| · w(ν).
The internal weight w of ν′ is only changed whenever Prune′Aut is directly applied on ν′.
This means that in the unpruned tree, ν′ represents w(ν′) many elements in T(G, µ). We
can conclude |[ν′]∼| = |{ν′′ ∈ [ν′]∼′ | ν′′ ∈ T(G, ν)}| · w(ν) = w(ν′) · |{µ′ ∈ [µ]∼ | µ′ ∈
T(G, ν)}| · w(ν) = w(ν′) · w(µ), which proves our claim. ◀
Since we weigh each equivalence class of nodes with its size in the pruned tree, it does not
matter up to ∼ whether we perform random walks on the pruned search tree or the unpruned
tree. The distributions of equivalence classes are indistinguishable. Let us now argue why this
suffices for the correctness of our algorithm. By looking carefully at the previous discussion,
we can observe that all elements of an equivalence class can be mapped to each other through
elements of ⟨S⟩. This implies that given a leaf ν, all elements represented by ν are generated
by S if and only if ν is generated by S. In terms of Lemma 4, the automorphism derived
from a leaf sampled uniformly at random from ν therefore has the same chance of sifting
through the structure as one of νφ. Therefore, by using a modified version of Lemma 4 as
the abort criterion, we can consider sampled weighted nodes of the pruned tree instead of
proper uniform random nodes of the unpruned tree:
▶ Lemma 10. Let G be a graph, B a base, S a set of permutations, T(G)′ the search
tree resulting from repeated application of Prune′Aut with elements of S and τ ∈ T(G)′
the target leaf. Furthermore, let ν be a leaf drawn from T(G)′ with weight w(ν) where
ν−1 ·τ = φ ∈ Aut(G). If ⟨S⟩ ≠ Aut(G) holds, then the probability that φ does not sift through
the Schreier structure defined by B and S is at least 12 .
Proof. Since ν is an occurrence of the target leaf, we can require νφ = τ . From the previous
discussion, we know that external weights of remaining leaves determine the amount of
leaves in the unpruned tree represented by them (Lemma 9) and that no other remaining
leaves represent them. It therefore suffices to argue that the derivable automorphisms of
leaves of T(G) represented by ν all have the same chance of being generated by ⟨S⟩. Since
leaves are represented by ν if they were pruned using Prune′Aut – which by assumption can
only use elements of S – all of them can be derived by applying some φ′ ∈ ⟨S⟩ to ν: hence,
φ ∈ ⟨S⟩ ⇐⇒ φ · φ′ ∈ ⟨S⟩. ◀
The actual solver will – in addition to finding a generating set in the first place – still need
to fill the Schreier structure sufficiently. This can however only require more elements and
thus increases the chance of elements not sifting successfully. Hence, it even decreases error
probabilities.
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Figure 1 Potential search tree traversed when using trace deviation sets. Orange indicates base
nodes and gray indicates pruned nodes. Children of pruned nodes are of course eventually pruned
as well.
4 Implementation and Heuristics
We use the tools of the previous section to construct the parallel graph automorphism solver
dejavu. We start by describing the high-level structure of dejavu. It consists of 4 modes of
operation, between which it continuously switches. The solver decides how to switch between
the modes using heuristics, which are based on a cost estimation.
The solver begins by trying to sample a good cell selector (in parallel). Then, base-aligned
automorphism search is performed (Section 4.2), followed by breadth-first search (Section 4.1),
followed by level automorphism search (see Section 4.2). At any point, depending on the
cost estimation, the solver can decide to go to a preceding mode again.
The tool is written in C++. Threads of the C++ standard library are used for parallelization.
It contains some modified code of the nauty / Traces distribution (available at [2]), namely
specialized versions of the Schreier-Sims implementation. The source code is available at [1].
The refinement of dejavu is a highly-engineered version of color refinement [17], following
the implementation of Traces closely. We also exploit the blueprint technique as described
in [3], extending the technique to also cache cell selector choices for subsequent branches.
Next, we provide further details on practical and conceptual aspects of the solver.
4.1 Breadth-first Traversal and Trace Deviation Sets
The work of the breadth-first traversal is shared between threads through lock-free queues. A
master thread adds all of the elements which have to be computed to a queue. Threads then
dequeue a chunk of work, compute the elements, and report their results back to the master
thread through another queue. In order to minimize overhead, large chunks of work are
enqueued and dequeued from the queue rather than single elements. Furthermore, dejavu
uses automorphism pruning when performing breadth-first search as described in Section 3.3
while filling up the queue (not enqueuing multiple elements known to be isomorphic).
During breadth-first traversal, we make use of a trace invariant, as introduced by Traces
and described in [17]. Furthermore, we introduce the trace deviation set technique. The
approach is related to the special automorphism algorithm of Traces [17] as well as the
trace deviation trees used in [3].
During breadth-first traversal, we also keep a trace deviation set. The idea of this pruning
technique is related to the special automorphism algorithm of Traces (see [17]) and the
trace deviation tree technique of [3]. We present the idea in the following.
To describe the technique, we first define a new node invariant, which we call the deviation
value DevInv : V ∗ → N2 ∪ {⊥}. Consider a fixed trace Inv(τ), which for our purposes will be
the trace invariant of the target leaf τ . The deviation value DevInv(ν) for a node ν is then
defined as a tuple of the first position and the corresponding value in the trace Inv(ν) that is
different from Inv(τ). If there are no differences, we set the deviation value to ⊥ denoting
“no deviation”. Since the deviation value is a function of the invariant computed up until an
isomorphism-invariant point, it is also naturally invariant under isomorphism.
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Consider a node µ in the search tree. The crucial observation is that in our algorithm,
we can also use the set of deviation values of its children as an invariant for µ itself. Assume
ν1, . . . , νk are children of µ and none of the subtrees rooted in the children has been pruned
through PruneInv. Then, D(µ) := {DevInv(ν1), . . . , DevInv(νk)}, the trace deviation set of µ,
can be used as an invariant for µ: we claim that for any other node µ′ with children ν′1, . . . , ν′k,
it must hold that D(µ) = {DevInv(ν1), . . . , DevInv(νk)} = {DevInv(ν′1), . . . , DevInv(ν′k)} =
D(µ′) whenever µ and µ′ are isomorphic. If no pruning has taken place, this is easy to
see since the branches are isomorphic by assumption, immediately implying that branches
must contain the same invariant values. But if Prune′Aut is applied, no invariant values
can be removed either: since pruned nodes are isomorphic to remaining nodes, they, again
immediately by definition, must contain the same invariant values.
When advancing in a breadth-first manner, the aforementioned requirements are guar-
anteed to be satisfied: no PruneInv has taken place on the level that is currently being
pruned. Furthermore, while computing the level, the set of deviation values is automatically
calculated anyway: whenever we observe that a node ν below µ deviates from the desired
invariant Inv(ν) and should be pruned using PruneInv, we already have enough information
to derive DevInv(ν).
These observations are specifically exploited as follows: first, all children of the base node
τ ′ (which belongs to the path on the way to the target leaf τ) are computed. If nodes deviate
from the trace, their deviation values are recorded into a set, i.e., we calculate the trace
deviation set D(τ ′). The idea is that if a node is (supposedly) isomorphic to the base node
τ ′, then, for its (supposedly) isomorphic children, it must deviate from the trace in the same
manner at the same position. Hence, for all other parent nodes µ, we also keep track of D(µ)
when calculating their children. Whenever we discover a new element of D(µ), we check
whether the set equivalence D(τ ′) = D(µ) can still be satisfied. If not, µ can be pruned
immediately, without the necessity to calculate all its children.
For example, assume that we calculated deviation values {d1, d2} for the base node
(illustrated in Figure 1). From the previous discussion, it follows that we can immediately
prune all nodes that produce a value other than {d1, d2}. We can also prune nodes that do
not produce all of the deviation values. If for example a value d3 /∈ {d1, d2} is encountered,
the parent node can immediately be removed from the tree.
A crucial point is that pruning through trace deviation sets has negligible cost: children of
the base node always have to be computed, and the trace deviation does not necessitate more
calculation than is done for that particular node anyway. We are still able to fully use the
early-out capabilities of the trace invariant. In the parallel implementation, only the initial
recording of deviation values of base nodes has to be synchronized. In the implementation we
do however, depending on a heuristic, use a slight variation: to make deviation values more
distinct, it is sometimes beneficial to not use the early-out immediately. Instead, for a fixed
constant k, color refinement is continued past the deviation for k more cells, accumulating
more information for the deviation value. The trade-off is as follows: if k becomes larger, the
early-out in color refinement is taken later, but deviation values become more distinct. In
practice, this trades per-node cost for the number of nodes in the search tree. However, in
our experiments we observed that even for very small k (we use k = 5), node reduction can
be substantial – while not increasing per-node cost by a significant amount.
4.2 Automorphism Sampling
A central aspect when sampling automorphisms is whether we can guarantee that the
resulting automorphisms are distributed uniformly in the group or not. If the distribution
is uniform, they count towards the probabilistic abort criterion of the solver. The solver
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Figure 2 Level search (left) and base-aligned search (right). Squiggly lines indicate where random
walks originate, orange indicates base nodes and gray nodes are pruned by breadth-first traversal.
uses two approaches, namely base-aligned search (generally non-uniform) and level search
(uniform).
Level search is essentially sampling as described in Section 3 (see Figure 2, left). Walks
are initiated from the remaining nodes of the search tree at the current breadth-first level, and
when drawing the initial node, weights are accounted for to make the resulting distribution
of automorphisms uniform. Crucially, in this mode, dejavu usually stores additional target
leaves, which is proven to result in an exponential speedup in the worst-case [3].
Base-aligned search is designed to find as many automorphisms as possible with minimal
effort. This typically entails giving up on uniformity. Base-aligned search initiates random
walks from a base point of a given strategy (see Figure 2, right). Whenever finding automor-
phisms from a certain base point is deemed hard, search is advanced to the next base point.
As a side effect, this handles inherently easy graphs efficiently: whenever color refinement
already determines the orbit partition, base-aligned search finds all automorphisms and is
even able to terminate search deterministically.
5 Practical Performance
We provide benchmark results corroborating that dejavu performs competitively on a large
variety of graphs while scaling with the use of more threads.
5.1 Benchmarks
All benchmarks were run on an Intel Core i7 9700K (8 cores) processor with 16GB of RAM
and Ubuntu 19.04. All graphs were randomly permuted, but every solver was given the same
permuted version of a graph. All runtimes are measured without parsing the input.
The benchmarks include most sets from [2], which is the de facto standard when it
comes to symmetry computation. We extended two of the sets to larger instance sizes. The
respective graphs can be found in [1]. We should point out that for random trees and pipe
graphs Traces benefits from specialized code that is not implemented in dejavu.
The (user-definable) error bound for dejavu was set to 1%. A 1% error bound means
that with at most that probability at least 1 generator of the generating set is missing. It
can be proven however that the probability of missing at least 2 generators then only has a
probability of at most 12 %, missing at least 3 only at most
1
22 % and so forth (the argument
for this is similar to the proof of Lemma 8 involving the index of the subgroup found). Hence,
even if errors occur, it is highly likely only a small part of the generating set is missing.
Actual error probabilities are even lower. Due to the one-sided nature of the error, on
asymmetric graphs dejavu can not err (e.g. most random regular graphs, random graphs,
multipedes, latin-sw). Secondly, on many graph families dejavu can invoke a deterministic
criterion for termination (e.g. for most of rantree, hypercubes, dac, lattice, complete
graphs, tran). This means for the majority of the benchmarks errors can not be observed.
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Figure 3 Relative runtimes of benchmark sets for Traces and dejavu (using the respective
number of threads). For sets marked with *, we capped the runtime of Traces at 2.
The benchmarks corroborate that through the use of parallelism, we are able to achieve
significant speedup over state-of-the-art tools in a domain that so far has been exclusively
dominated by sequential solvers (see Figure 3). Specifically, we do so on the particular,
representative benchmark suite state-of-the-art solvers are tuned to solve.
Overall benchmarks show that dejavu with a single thread performs competitively with
Traces (on 12 benchmark sets dejavu is faster, while Traces is faster on the other 10
sets). Using 8 threads, dejavu outperforms Traces on most sets (on 17 out of 22 sets).
Additionally, on lattice, dejavu performs better than Traces for larger instances.
5.2 Scaling
We want to discuss in detail how dejavu scales with the use of more threads. In Figure 3,
scaling is illustrated. To lessen the bonus of sampling cell selectors (see Section 4) gained
when adding threads, we provide the 1 and 2 thread variants with the best cell selector for
each set. (Otherwise, scaling would be even better, but the comparison would not be fair.)
The diagram shows the summed up runtimes for a graph class relative to the runtime of a
single thread, i.e., the single thread variant has a runtime of 1. This might overrepresent
larger instances in the data, but of course larger instances are exactly those of biggest interest.
The diagram shows that for most sets of the benchmark suite, on our hardware, dejavu
scales remarkably with the use of more threads. Overall we achieved our goal of designing
a competitive tool that on most graph classes can efficiently exploit parallelism, in our
experiments sometimes even approaching what is theoretically possible on 8 cores.
6 Conclusion and Future Work
We presented the new randomized, parallel algorithm dejavu that computes automorphism
groups and can be used to compute symmetries of combinatorial objects. Benchmarks
show that dejavu is competitive with state-of-the-art solvers, and parallelizes to 8 cores
remarkably well on a wide variety of instances. In order to show further scaling in the
same generic manner, we believe developing more large-scale, meaningful benchmark sets
is required. For harder instances, preliminary testing shows that the use of more cores
significantly improves the runtimes even further.
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In future work, we intend to improve dejavu by adding dedicated subroutines to handle
low degree vertices and gadget graph constructions. On very simple graphs, color refinement
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