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ABSTRACT
Low income proportion (LIP), Lorenz curve (LC) and generalized Lorenz curve (GLC)
are important indexes in describing the inequality of income distribution. They have been
widely used for measuring social stability by governments around the world. The accuracy of
estimating those indexes is essential to quantify the economics of a country. Established sta-
tistical inferential methods for these indexes are based on an asymptotic normal distribution,
which may have poor performance when the real income data is skewed or has outliers. Re-
cent applications of nonparametric methods, though, allow researchers to utilize techniques
without giving data the parametric distribution assumption. For example, existing research
proposes the plug-in empirical likelihood (EL)-based inferences for LIP, LC and GLC. How-
ever, this method becomes computationally intensive and mathematically complex because
of the presence of nonlinear constraints in the underlying optimization problem. Meanwhile,
the limiting distribution of the log empirical likelihood ratio is a scaled χ2 distribution.
The estimation of the scale constant will affect the overall performance of the plug-in EL
method. To improve the efficiency of the existing inferential methods, this dissertation first
proposes kernel estimators for LIP, LC and GLC, respectively. Then the cross-validation
method is proposed to choose bandwidth for the kernel estimators. These kernel estima-
tors are proved to have asymptotic normality. The smoothed jackknife empirical likelihood
(SJEL) for LIP, LC and GLC are defined. Then the log-jackknife empirical likelihood ratio
statistics are proved to follow the standard χ2 distribution. Extensive simulation studies are
conducted to evaluate the kernel estimators in terms of Mean Square Error and Asymptotic
Relative Efficiency. Next, the SJEL-based confidence intervals and the smoothed bootstrap-
based confidence intervals are proposed. The coverage probability and interval length for the
proposed confidence intervals are calculated and compared with the normal approximation-
based intervals. The proposed kernel estimators are found to be competitive estimators, and
the proposed inferential methods are observed to have better finite-sample performance. All
inferential methods are illustrated through real examples.
INDEX WORDS: Low income proportion, Lorenz curve, Generalized Lorenz curve, Ker-
nel estimator, Bandwidth, Empirical likelihood, Bootstrap, Jackknife,
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1PART 1
INTRODUCTION
1.1 Low Income Proportion
The low income proportion (LIP) is often used to evaluate social economic and poverty
status. It is the proportion of the population income falling below a given fraction α (0
< α < 1) of the β-th (0 < β < 1) quantile of the income distribution. Consider an income
variable X ∈ [0,∞) with cumulative distribution function F (x) and density function f(x),
the βth quantile F−1(β) is denoted as ξβ. Then, the α fraction of the βth quantile αξβ of
F (x) is called low income line. The low income proportion is derived based on the low income
line, which is actually the proportion falling below the low income line. Mathematically, the
low income proportion is
θαβ = P (X ≤ αξβ) = F (αξβ). (1.1)
Based in Luxembourg, functioned as the leading statistic department of European
Union, Eurostat provides EU Member State with reliable statistics that allow comparisons
across countries. It targets at offering a wide range of high quality data and statistics at
country level to government, commercial business, education institute, non-profit organiza-
tion and other public department. According to Eurostat 2012, low wage earners are defined
as those employees who earn two thirds (α = 2
3
) or less of the national median (β = 0.5)
hourly earnings. Each Member State has different proportions of low-wage earners as shown
in Table (A.1). There are 17 % of employees in EU are categorized as low-wage earners.
The top five countries with the highest proportions of low-wage earners are Latvia (27.8
%), Lithuania (27.2 %), Romania (25.6 %), Poland (24.2 %), and Estonia (23.8 %), while
the top five countries that own the lowest proportions of low-wage earners are Sweden (2.5
2%), Finland (5.9 %), France (6.1 %), Belgium (6.4 %) and Denmark (7.7 %). European
Community Household Panel (ECHP), which is a panel survey that runs from 1996 to 2001,
interviews a sample of households and individuals to collect information such as living con-
ditions, income, house, social, health and so on. According to the data estimated from 1996
ECHP survey, the proportion of low-wage earners is indicated to be 21% in UK (Yves and
Chris, 2003).
A government should be on alert for a high value of low income proportion because it
indicates a potential unstable social structure due to relative social wealth inequality. Further
investigations and adjustments are suggested to maintain a healthy economic system. As a
general social economic indicator, the estimation and inference of low income proportion may
largely affect the decisions made by government regulators, business owners, and individual
researchers.
Since the income distribution F (x) is unknown, it is routine to estimate low income
line αξβ first and then estimate the low income proportion θαβ. The low income line has
been widely applied in several poverty studies. For example, Preston (1995) discussed the
reliability to estimate low income proportion based on simple random sample. Rongve (1997)
proposed a statistical inference for the poverty index with fixed poverty lines. Zheng (2001)
showed the poverty estimates are asymptotically normally distributed, and he developed
an asymptotically distribution-free statistical inference for the poverty estimates. Yves and
Chris (2003) showed how a linearization method of variance estimation can be applied to low
income proportion based on Family Expenditure Survey data. However, most of the existing
inferential methods are based on the limiting normal distribution or Gaussian processes. In
practical situations, most income data is observed to be highly right-skewed. The skewness
is due to quite small percentage of individuals with extremely high salaries, relative to
the rest of others. Established statistical inferential methods may have poor finite-sample
performance because of the skewness of the real income data. In regard to this challenge,
recent efforts have yielded new statistical approaches to make inferences for low income
proportion (Yang, Qin and Qin (2011)).
31.2 Lorenz Curve
The recent Occupy Wall Street Movement was induced by the uneven distributed social
wealth and income. According to the report published by Congressional Budget Office in
October 2011, in 2007, the top 1% of the richest population share 21% of market income,
while the poorest 25% only obtain no more than 2% of market income. Those figures are
actually inferring to Lorenz curve.
The Lorenz curve was first introduced by Lorenz (1905) for representing the inequality
of the wealth distribution. It is the cumulative distribution function of the proportion of the
distribution of wealth, and is often used to describe the degree of inequality in income.
The Lorenz curve has wide applications in the study of inequalities in disciplines of
public health, medical research, social study, human service, industry, education, etc. For
example, Lee (1999) applied the summary indices of the Lorenz curve in measuring the
real-world medical diagnosis characteristics. Slottje (1989) used the Lorenz curve to analyze
income inequality in economics study. Shorrocks (1983) extended the Lorenz dominance
into social welfare analysis by partial orderings over income distributions for political study.
Smith (1947) utilized the Lorenz curve directly in industry concentration analysis by census
years and indicated that industry in the United States has been gradually decentralizing since
1899. There are many examples of development of the Lorenz curve in healthcare and clinical
services research including graphical distribution of healthcare professionals (Kobayashi and
Takaki (1992), Chang and Halfon (1997)), individual-level prescription data analysis (Hallas
and Stovring (2006)). Other applications have been found in reliability (Gail and Gastwirth
(1978)), ecology and bionomics study (Damgaard and Weiner (2000), Harvey, Gange, Hawes
and Rink (2011)), agricultural analysis (Victor and Rodolfo (2004)), and human and poverty
study (Foster, James and Shorrocks (1988)). Meanwhile, Lorenz curve is the foundation for
many summary indices of income or wealth inequality such as the Gini index.
In economics, each point on the Lorenz curve can be used to represent the proportion
of the total wealth owned by a certain proportion of households whose wealth rank from the
4bottom.
Figure 1.1 Lorenz curve based on real income data
Consider an income variable X ∈ [0,∞) with cumulative distribution function F (x).
The Lorenz ordinate is defined as follows:
η(t) =
1
µ
∫ ξt
0
xdF (x), (1.2)
where µ =
∫∞
0
xdF (x) is the mean of F (x), and ξt = F
−1(t) is the t-th quantile of F (x). For
a fixed t ∈ [0, 1], the Lorenz ordinate η(t) is the percentage of total income owned by wealth-
5holders of the lowest t-th percentage of incomes. Figure 1.1 refers to the Lorenz curve plot,
the diagonal line is defined as the line of perfect equality, since the income distribution with
perfect equality should be that each individual occupy the exactly the same social wealth,
i.e., the bottom t% of society should own t% of wealth. However, in real world, the practical
Lorenz curve would always fall below the line of perfect equality, due to the social wealth
would never be equally distributed. So when the real Lorenz curve is too far below the line
of perfect equality, it implies a high percentage of population own very low percentage of
social wealth, which may cause social instability such as the Occupy Wall Street Movement.
To make inferences for the Lorenz ordinate, asymptotic theories have been developed
and used to establish inference for Lorenz curve. Beach and Davidson (1983), and Beach and
Richmond(1985) applied the statistical inference to the Lorenz curve and income shares by
deriving the variance-covariance structure of (asymptotic) normal distribution, based only on
the consistently estimated 1st and 2nd moments, and later a set of joint confidence bands are
constructed by multiple comparisons. Zheng (2002) further derived the variance-covariance
structure for Lorenz curves with non-simple random samples. Goldie (1977) proved the
strong uniform consistency of the Lorenz curves and their inverses, and derived the limiting
Gaussian processes for Lorenz process. Csorgo (1986) derived the empirical Lorenz process
by the basic empirical diversity process. However, the existing methods made inferences
based on the limiting normal distribution or Gaussian processes for Lorenz curves, which
may have poor finite sample performance when the underlying distribution is skewed.
1.3 Generalized Lorenz Curve
The adoption of the Lorenz curve based on the assumption that the income distribution
is independent of the population mean. The hypothesis of equal means, however, restricts
the application of its use in the real world by requiring stronger conditions. Meanwhile,
the assumption that Lorenz curves can’t intersect with each other also limits its application
on the real income data. With the motivation to overcome those limitations, Shorrocks
(1983) and Kakwani (1984) extended the Lorenz curve to the generalized Lorenz curve by
6taking the unequal means and the degree of income inequality into account at the same time.
The height of the generalized Lorenz curve (GLC) is used to denote income level, and the
convexity of GLC is used to denote the extent of income inequality.
Consider an income variable X ∈ [0,∞) with cumulative distribution function F (x).
The generalized Lorenz ordinate is defined as follows:
θ(t) =
∫ ξt
0
xdF (x), 0 ≤ t ≤ 1, (1.3)
where ξt = F
−1(t) is the t-th quantile of F (x). For a fixed t ∈ [0, 1], the generalized Lorenz
ordinate θ(t) is the average wealth owned by the wealth-holders below the bottom t-th
percent. (1.3) and (1.2) imply that the generalized Lorenz curve is derived by rescaling the
Lorenz curve by the population mean µ of the income distribution.
Previous studies have been conducted on the properties of generalized Lorenz curve.
Thistle (1989a) showed distribution functions are uniquely determined by their generalized
Lorenz curve. Later, Thistle (1989b) derived the duality between generalized Lorenz curve
and distribution functions, and showed that the generalized Lorenz dominance is equivalent
to a second-order stochastic dominance. Kleiber and Kramer (2003) decomposed the gener-
alized Lorenz order into two components: size and distribution. Beach and Davidson (1983)
proved the asymptotic normality of the empirical estimator for GLC. Zheng (2002) further
extended the asymptotical normality of the empirical estimator for GLC in non-simple ran-
dom samples. Inferences can be made based on these asymptotic normal distributions for
GLC. However, the normal approximation-based inference may have poor finite sample per-
formance when income data is highly right skewed. Recently, generalized Lorenz curve has
shown good results in empirical applications. Belinga-Hill(2007) applied interval estimation
for the generalized Lorenz curve and concluded that empirical likelihood method performs
better than normal approximation methods. Motivated by those previous researches, we
develop several non-parametric methods to establish inference for the generalized Lorenz
curve.
71.4 Bootstrap and Empirical Likelihood
Introduced by Efron (1981, 1982a), Bootstrap, a computationally intensive statistical
technique, has been studied extensively in the literature. Four types of bootstrap confidence
intervals are discussed by Diciccio and Efron (1996) including BCa, Bootstrap-t, ABC and
calibration. Efron (1987) constructed confidence interval for a single parameter in a multi-
parameter family. Haukoos and Lewis (2004) demonstrated how to use bootstrap to get
inferences for the median and Spearman rank correlation coefficient for data that does not
follow normal distribution. Cambell and Torgerson (1999) used bootstrap methods in real
data from clinical trials, and demonstrated that the confidence interval based on bootstrap
is easy to built for cost-effectiveness ratios. Bootstrap has been proved to be a very powerful
statistical method to construct confidence intervals. There are also some limitations of using
bootstrap method. The assumption to use bootstrap is that the population distribution
should be able to represent by distribution of the sample where the data is drawn from. If
the sample is not larger enough, it will be difficulty to estimate efficient confidence intervals.
And also bootstrap is heavily dependent on the skewness of sample. The sampling method
used in generating bootstrap sample would also contribute to the sampling bias, according
to Haukoos and Lewis (2005).
Empirical likelihood (EL), introduced by Owen (1988, 1990), allows researchers to uti-
lize likelihood methods without any distribution assumptions. EL method has been shown
to have diverse advantages over other methods. For example, we can use EL method to
construct a confidence interval without choosing a parametric distribution. Next, the EL
region is shaped by sample, especially in higher order asymptotic analysis, while the normal
approximation method would assume a symmetrical shape. Based on these advantages, EL
method is expected to work well for skewed data. Also, EL method is able to construct
confidence interval without variance estimation. As mentioned by Wood et al (1996), under
mild conditions, the log empirical likelihood ratio converges to a chi-square distribution,
which is the Wilks’ theorem. For more details, we refer to Owen’s (2001) book for review.
8EL method has been widely used in many applications. For example, many health
care data analysis will not take the high skewness into account, which may cause significant
deviations from actual average healthcare costs. Zhou, Qin, Lin and Li (2006) developed a
new EL-based inference method in censored cost regression models and showed EL method
outperforms the existing method in analyzing highly-skewed health care cost data. Chen
and Qin (1993) applied EL estimation for finite population with efficient use of auxiliary
information. Qin and Zhou (2006), Huang, Qin, Yuan and Zhou (2013) utilized EL infer-
ence based method for AUC. Liu, Zou and Zhang (2008) developed a EL method to make
inferences for the difference of the means between two d-dimensional multivariate random
samples with corrected Bartlett correction.
However, most of previous researches for EL are successfully applied in linear constraints.
Significant computational intensity arise when EL is used in nonlinear statistics, due to
the presence of nonlinear constraints in the underlying optimization problem. Suppose the
sample size is n, to get the solution of the empirical likelihood ratio, we need to calculate n+1
number of nonlinear equations simultaneously. In this case, the selected optimization method
become extremely important. Recently, Yang, Qin and Qin (2011) developed an EL method
for low income proportion and showed that the EL inference achieved good performance on
skewed income data. However, because their empirical likelihood method has been proven
to follow a scaled Chi-square distribution, this method involves heavy computation burdens
due to the estimation of the unknown scale constant. In order to alleviate the computational
burden caused by the nonlinear statistics, Jing, Yuan and Zhou (2009) proposed a jackknife
empirical likelihood (JEL) method for U-statistics. The general idea of JEL is to construct
a jackknife sample which is shown to be asymptotically independent, then to implement EL
on these jackknife pseudo-values (Quenouille 1956). Gong, Peng and Qi (2010) extended the
JEL method with a smoothed ROC curve estimation, and observed that the JEL method
results in shorter intervals than the naive boostrap intervals in most cases.
91.5 Brief Summary
In our research, kernel smoothed estimators for low income proportion, Lorenz curve,
and generalized Lorenz curve have been proposed, and been compared to empirical estima-
tors. The smoothed estimators have been proved to be asymptotically normal. Meanwhile,
non-parametric inferences including bootstrap-based confidence intervals, and the smoothed
jackknife empirical likelihood-based confidence intervals for low income proportion (LIP),
Lorenz curve (LC), and generalized Lorenz curve (GLC) have been proposed and compared
to the normal approximation-based confidence intervals and naive bootstrap-based confi-
dence intervals. The limiting distributions of the log jackknife empirical likelihood ratio for
LIP, LC and GLC have been proved to be a standard χ2 distribution. After extensive simu-
lation, the numeric study results show that the proposed smoothed estimators have smaller
MSE and variance than the empirical estimators. Also, the smoothed jackknife empirical
likelihood-based confidence intervals have the best finite sample performances in most cases,
while the proposed bootstrap confidence intervals based on the smoothed estimators perform
the second to the best.
This dissertation is organized as follows. In Part 2, we introduce the main methodology
for low income proportion, including the discussion of how to choose a bandwidth based on
a kernel estimator. A smoothed estimator is proposed for low income proportion(LIP), and
this estimator is proved to be asymptotically normal. Then, we construct confidence intervals
based on normal approximation, bootstrap and jackknife empirical likelihood methods. Next,
extensive simulation studies are performed to evaluate the proposed point estimators and
compare the performances of proposed intervals. Specifically, the empirical estimator and
the proposed kernel estimator for LIP are evaluated in terms of Mean Square Error (MSE)
and Asymptotic Relative Efficiency (ARE). Also, we evaluate normal approximation-based
confidence intervals, bootstrap confidence intervals and the jackknife empirical likelihood
confidence intervals based on empirical estimator and the proposed kernel estimator, respec-
tively. As a real example, an individual income data set for full-time professors from Georgia
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University System is used to illustrate the comparison. Proof of the theorems will be given
at the end of this part. In Part 3, we first introduce the main methodology and theorem for
the Lorenz curve, including the discussion of how to choose a bandwidth based on a kernel
estimator. The smoothed estimator for Lorenz curve is proposed. Then, we establish the
normal approximation-based inference, smoothed bootstrap-based inference and jackknife
empirical likelihood-based inference. Those inferential methods are compared in the simula-
tion section, as well as in a real example. Proof will be provided at the end of this part. In
Part 4, a smoothed estimator is proposed for generalized Lorenz curve (GLC), and is proved
to have asymptotic normality. Then it is compared with the empirical estimator for GLC in
terms of Mean Square Error and Asymptotic Relative Efficiency. The smoothed jackknife
empirical likelihood (SJEL) for generalized Lorenz curve is defined and the corresponding
log-JEL ratio statistics is proved to follow the standard Chi-square distribution. Several in-
terval estimations are evaluated through simulation and a real example. Finally, we discuss
the conclusion and future work in Part 5.
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PART 2
LOW INCOME PROPORTION
This part is organized as follows. In Section 2.1, we review the empirical estimator for
low income proportion(LIP), then we define the kernel estimator for LIP. Next we propose
methods to choose the bandwidth h for the kernel estimator. The proposed point estimator
is evaluated together with the empirical estimator in terms of Mean Square Error (MSE)
and Asymptotic Relative Efficiency (ARE). In Section 2.2, the jackknife pseudo-values for
LIP is first defined, and jackknife empirical likelihood properties are then derived. In section
2.3, we construct the normal approximation confidence intervals and several bootstrap con-
fidence intervals based on empirical estimator and the proposed kernel estimator, as well as
the smoothed jackknife empirical likelihood-based confidence interval. In section 2.4, numer-
ical studies are conducted to assess the performance of the proposed estimator, and of the
proposed methods to build confidence interval. Confidence intervals based on the proposed
methods are illustrated through a real example. Proof will be given at the end of this part.
2.1 Estimation of a Low Income Proportion
2.1.1 Empirical Estimator for Low Income Proportion
Low income proportion is defined as
θαβ = P (X ≤ αξβ) = F (αξβ), (2.1)
Let X1, X2, ..., Xn be a simple random sample drawn from the population X with cu-
mulative distribution function F(x). Define the empirical estimator for θαβ to be Fn(αξβ).
Since Fn(αξβ) depends on the αth fraction of the β-th quantile of the unknown population,
we replace ξβ with its consistent estimator ξˆβ, where ξˆ(β) = F
−1
n (β) is the β-th quantile of
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Fn(x). Then an empirical estimate for θαβ can be defined as
θˆαβ = Fn(αξˆβ) =
1
n
n∑
i=1
I(Xi ≤ αξˆβ).
2.1.2 A Kernel Estimator for a Low Income Proportion
Since the empirical estimator θˆαβ is a non-smoothing estimator for θαβ, while in many
applications, θαβ is a smoothing function. We will use kernel methods to develop a smoothed
estimator for θαβ. Extensive literature has shown the advantage of kernel estimation. Falk
(1983, 1985) concluded that, for a distribution function F (x), or its quantile function F−1(x),
their corresponding kernel-based estimators asymptotically dominate their empirical estima-
tors. Kernel estimations have been found in wide applications. Lloyd and Yong (1999)
proved that the kernel estimator for the ROC curve performs better than the empirical es-
timator for its smaller mean-square error. The difference between empirical estimator and
kernel estimator diminish as sample size increases. Hsieh and Turnbull (1966) showed that,
for Youden index, the kernel-based estimator is superior to empirical estimators in that the
MSE is asymptotically smaller by O(h/n). In this section, we propose a kernel estimator for
a low income proportion and develop confidence intervals based on bootstrap and jackknife
empirical likelihood methods.
The kernel function is defined as K(x) =
∫ x
−∞ ω(y)dy, where ω is a density function.
By substituting the indicator function I(αξβ − Xi ≥ 0) by the kernel function K(αξˆβ−Xih ),
we construct a kernel estimator of the low income proportion θαβ as:
Tˆn(α, β) =
1
n
n∑
i=1
K(
αξˆβ −Xi
h
). (2.2)
Kernel estimator Tˆn(α, β) follows the asymptotic normal distribution as shown in The-
orem 2.1:
Theorem 2.1. Assume that the density function ω of the kernel function K has bounded
support, its first derivative ω
′
exists and is bounded on its supporting set, and
∫∞
−∞ |ω
′
(y)|dy <
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∞. If h = h(n)→ 0, √nh→∞ as n→∞, then
√
n{Tˆn(α, β)− θαβ} d−→ N(0, σ2αβ),
where σ2αβ =
α2β(1−β)f2(αξβ))
f2(ξβ)
+ θαβ(1 − θαβ), and f(x) is the density function of the income
distribution F (x).
2.1.3 Bandwidth Selection for the Kernel Estimator by cross-validation Method
One of the difficulties in the calculation of the smoothed estimator Tˆn(α, β) is to choose
bandwidth h for the kernel estimator. The choice of the bandwidth h will strongly influence
the performance of the kernel estimator. Extensive simulation analysis has been conducted
to show that the choice of kernel function will not change the density estimation much.
However, as in many kernel methods, the choice of the bandwidth h may influence the
performance of the proposed kernel estimate.
Many methods have been proposed for selecting the bandwidth for kernel estimators.
In our study, we propose a cross-validation (CV) method for bandwidth selection. In
order to ease the implementation, we utilize the 2-fold cross-validation method. The band-
width h is suggested to be h = cn−1/3, based on our simulation analysis. Then, the choice
of h is controlled by the constant c. Here and thereafter, we denote Tˆn,c(α, β) = Tˆn(α, β).
For a given β, we select c by minimizing the Mean Squared Error(MSE).
MSE(c) = E[Tˆn,c(α, β)− θαβ]2.
For this purpose, we randomly split the sample into two parts, where the first part is
treated as the training sample, and the other part is as the validation sample. The kernel
estimator for low income proportion Tˆ
(1)
n,c (α, β) is constructed based on the training sample,
while the empirical estimator θˆ
(2)
αβ is constructed from the validation sample. By repeating
this random split many times, we will obtain the following cross-validation estimate of the
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MSE
CVc =
1
L
L∑
l=1
[Tˆ (1,l)n,c (α, β)− θˆ(2,l)α,β ]2,
where L is the number of random splits. Then, the value of c is chosen as the constant that
minimize CVc.
Figure 2.1 is a simulation example to illustrate the relationship between MSE and the
constant c, which actually affects the bandwidth h. Clearly, the plot of MSE vs. bandwidth
is a “smiling curve”. The value of h corresponding to the lowest point of MSE will be the
optimal bandwidth.
Figure 2.1 Bandwidth selection by MSE.
Alternatively, if we focus on the overall performance of the smoothed estimator for low
income proportion across all β, we can use a similar cross-validation procedure for selecting
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c by minimizing the Average Mean Squared Error (AMSE),
AMSE(c) = E
1
K
K∑
k=1
[Tˆn,c(α, βk)− θαβk ]2.
where βk is a fine grid of (0,1), and K is an integer.
And the cross-validation estimate of the AMSE is:
ACVc =
1
L
1
K
L∑
l=1
K∑
k=1
[Tˆ (1,l)n,c (α, βk)− θˆ(2,l)αβk ]2.
Again, c is chosen as the one that minimize ACVc.
Figure 2.2 illustrates the relationship between bandwidth and AMSE, and how we choose
the constant c for bandwidth h.
Figure 2.2 Bandwidth selection by AMSE.
Similarly, we choose the value of h corresponding to the lowest point of AMSE.
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2.2 Smoothed Jackknife Empirical Likelihood for a Low Income Proportion
A smoothed version of jackknife empirical likelihood for the low income proportion will
be defined in this section. Based on Tukey (1958) who used the jackknife method to estimate
the variance, we define the jackknife pseudovalues for low income proportion as
Vˆk(α, β) = nTˆn(α, β)− (n− 1)Tˆn−1,k(α, β), k = 1, 2, ..., n. (2.3)
where Tˆn−1,k(α, β) = 1n−1
∑n
j 6=kK(
αξˆβ,−j−Xj
h
) is the given statistics Tn−1 but computed on
n − 1 observations X1, X2, ..., Xk−1, Xk+1, ..., Xn, Fn,−j(αξˆβ) = 1n−1
∑n
i 6=j I(Xi ≤ αξˆβ) , and
ξˆβ,−j = F−1n,−j(β) is the βth quantile based on these n− 1 observations.
Then, the jackknife empirical likelihood for θαβ can be defined as follows
L(θαβ) = sup
{
n∏
k=1
npk :
n∑
k=1
pk = 1,
n∑
k=1
pkVˆk(α, β) = θαβ
}
. (2.4)
By using the Lagrange multiplier method, we obtain the maximization for (2.4) at
pk =
1
n
{1 + λ[Vˆk(α, β)− θαβ]}−1, (2.5)
where λ = λ(α, β, θαβ) is the solution to
1
n
n∑
k=1
Vˆk(α, β)− θαβ
1 + λ(Vˆk(α, β)− θαβ)
= 0. (2.6)
Since
∏n
k=1 pk is subject to
∑n
k=1 pk = 1, pk ≥ 0, k=1,2,..., n, L(θαβ) will attain its
maximum n−n at pk = n−1. Thus, the jackknife empirical likelihood ratio for θαβ can be
defined as
Ln(θαβ) =
n∏
k=1
(npk) =
n∏
k=1
{1 + λ(Vˆk(α, β)− θαβ)}−1, (2.7)
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which gives the log jackknife empirical likelihood ratio as
ln(θαβ) = −2 logLn(θαβ) = 2
n∑
k=1
log{1 + λ(Vˆk(α, β)− θαβ)}. (2.8)
Based on Turkey (1958), we conjecture that the pseudovalues Vˆi(α, β), i = 1, ..., n may
be treated as though they were i.i.d, and Vˆi(α, β) has approximately the same variance
as
√
nTˆn(α, β). Therefore, the variance of
√
nTˆn(α, β), denoted as var(
√
nTˆn(α, β)), can
be estimated by the sample variance of Vˆ1(α, β), ..., Vˆn(α, β). In order to prove that the
above log jackknife empirical likelihood ratio converges to a χ2 distribution, we construct
the jackknife variance estimator for Vˆi(α, β) as follows.
υJACK(α, β) =
1
n(n− 1)
n∑
i=1
(Vˆi(α, β)− 1
n
n∑
j=1
Vˆj(α, β))
2
=
n− 1
n
n∑
i=1
(Tˆn−1,i(α, β)− 1
n
n∑
j=1
Tˆn−1,j(α, β))2.
Then, the following theorems can be derived.
Theorem 2.2. Under the conditions of Theorem 2.1, we have
υJACK(α, β)
p−→ σ2αβ, (2.9)
where σ2αβ is defined in Theorem 2.1.
Theorem 2.3. Under the conditions of Theorem 2.1, if
√
nh2 −→∞, we have
ln(θαβ)
d−→ χ2(1). (2.10)
Detailed proofs for Theorem 2.2 and Theorem 2.3 will be given at the end of this part.
In the next section, we will discuss methods for constructing confidence intervals of low
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income proportion.
2.3 Confidence Interval for a Low Income Proportion
2.3.1 Normal Approximation-based Confidence Intervals
One of the most popular methods to construct a confidence interval for an unknown
parameter is normal approximation. To construct a normal approximation based confidence
interval for the Low Income Proportion θαβ, we first need to obtain an appropriate estimator
for θαβ, and then derive its asymptotic normal distribution.
First of all, based on Preston (1995), the estimate θˆαβ for the Low Income Proportion
θαβ is asymptotically normal with variances σ
2
v ,
√
n(θˆαβ − θαβ) −→ N(0, σ2v),
where
σ2v = [θαβ(1− θαβ)]2 − 2θαβ(1− β)α
f(αξβ)
f(ξβ)
+ β(1− β)α2f(αξβ)
f(ξβ)
.
Therefore, the first (1−α) level normal approximation (NA1)-based confidence interval
for θαβ can be constructed as follows
(l1, u1) = (θˆαβ −
z1−α
2
σˆv√
n
, θˆαβ +
z1−α
2
σˆv√
n
),
where z1−α
2
is the (1− α
2
)−th quantile of the standard normal distribution. Based on Preston
(1995), a consistent estimate for σ2v is
σˆ2v = [θˆαβ(1− θˆαβ)]2 − 2θˆαβ(1− β)α
fˆ(αξβ)
fˆ(ξβ)
+ β(1− β)α2 fˆ(αξβ)
fˆ(ξβ)
,
where fˆ(.) is the kernel density function estimate defined in Preston (1995).
As derived earlier, the smoothed estimator Tˆn(α, β) for the low income proportion θαβ
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is asymptotically normal with variances σ2αβ ,
√
n(Tˆn(α, β)− θαβ) −→ N(0, σ2αβ),
where σ2(t) is defined in Theorem 2.1.
Thus, the second (1 − α) level normal approximation (NA2)-based confidence interval
for θαβ can be constructed as
(l2, u2) = (Tˆn(α, β)−
z1−α
2
σˆαβ√
n
, Tˆn(α, β) +
z1−α
2
σˆαβ√
n
),
where σˆαβ is the standard deviation of the variance estimate σˆ
2
αβ =
α2β(1−β)fˆ2(αξβ))
fˆ2(ξβ)
+
Tˆn(α, β)(1− Tˆn(α, β)).
2.3.2 Bootstrap-based Confidence Intervals
The normal approximate-based confidence intervals may have poor performance since
the income data is skewed or has outliers. Introduced in 1979, bootstrap is a powerful
non-parametric approach for constructing confidence intervals when the asymptotic variance
of an estimator is unknown and of a complex form. Besides, bootstrap-based confidence
interval does not rely on the parametric assumption for the data.
Since our asymptotic variances of both estimators are very complicated, we apply two
bootstrap methods to estimate the asymptotic variances. Both the empirical estimator and
kernel estimator will be used to construct bootstrap confidence intervals for θαβ. In total, 6
bootstrap-based confidence intervals will be built in this section. Throughout this section,
θαβ will be denoted by θ, and θˆαβ will be denoted by θˆ for simplicity.
We draw a bootstrap resample {X∗1 , X∗2 , X∗3 , ..., X∗n} with replacement from the original
data {X1, X2, X3, ..., Xn}. The bootstrap versions of the low income proportion for the
empirical estimator θˆ is
θˆ∗ =
1
n
n∑
i=1
I(X∗i ≤ αξˆ∗β).
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After repeating this bootstrap procedure B times, B bootstrap copies of θˆ are obtained,
denoted as {θˆ∗b , b = 1, 2, ..., B}
Then, the bootstrap sample variance of θˆ∗b ’s,
V ∗ =
1
B − 1
B∑
b=1
(θˆ∗b − θ¯∗)2,
where θ¯∗ = 1
B
∑B
b=1 θˆ
∗
b , is used to estimate the asymptotic variance of θˆ.
Two bootstrap confidence intervals based on the empirical estimator are constructed as
follows:
1. BT1 interval:
(l3, u3) = (θˆ − z1−α/2
√
V ∗, θˆ + z1−α/2
√
V ∗).
2. BT2 interval:
(l4, u4) = (θ¯
∗ − z1−α/2
√
V ∗, θ¯∗ + z1−α/2
√
V ∗).
Another non-parametric method to construct a confidence interval for θαβ is the boot-
strap bias correction and acceleration (BCa) method, which does not need a variance esti-
mation.
3. BCa1 interval:
(l5, u5) = (θˆ
∗
([Bβ1])
, θˆ∗([Bβ2])).
where
β1 = Φ(b+
b+ zα/2
1− a(b+ zα/2)), β2 = Φ(b+
b+ z1−α/2
1− a(b+ z1−α/2))
with correction constants a and b defined by
a =
1
6
n∑
i=1
ϕ3i /(
n∑
i=1
ϕ2i )
3
2 , b = Φ−1(
1
B
B∑
b=1
I(θˆ∗b ≤ θˆ))
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where ϕi = θˆ(.) − θˆ(−i), and θˆ(−i) is the θˆ computed by deleting the i − th observation in
original data, and θˆ(.) =
1
n
∑n
i=1 θˆ(−i).
Similar to build bootstrap confidence intervals based on the empirical estimator θˆ, we
construct the bootstrap confidence intervals based on the kernel estimator Tˆn(α, β) as follows.
First, the bootstrap version of Tˆn(α, β) is
Tˆ ∗(α, β) =
1
n
n∑
i=1
K(
αξˆ∗β −X∗i
h
).
After repeating this bootstrap procedure B times, B bootstrap copies of Tˆn(α, β) are
obtained, denoted as {Tˆ ∗b , b = 1, 2, ..., B}.
Thus, the bootstrap sample variance of Tˆ ∗b ’s
V ∗T =
1
B − 1
B∑
b=1
(Tˆ ∗b − T¯ ∗)2,
where T¯ ∗ = 1
B
∑B
b=1 Tˆ
∗
b , is used to estimate the asymptotic variance of Tˆn(α, β).
Similar to the bootstrap confidence intervals based on the empirical estimator for LIP,
three bootstrap confidence intervals based on the kernel estimator are constructed as follows:
4. BT3 interval:
(l6, u6) = (Tˆn − z1−α/2
√
V ∗T , Tˆn + z1−α/2
√
V ∗T ).
5. BT4 interval:
(l7, u7) = (T¯
∗ − z1−α/2
√
V ∗T , T¯
∗ + z1−α/2
√
V ∗T ).
6. BCa2 interval:
(l8, u8) = (Tˆ
∗
([Bβ1])
, Tˆ ∗([Bβ2])).
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where
β1 = Φ(b+
b+ zα/2
1− a(b+ zα/2)), β2 = Φ(b+
b+ z1−α/2
1− a(b+ z1−α/2))
with correction constants a and b defined by
a =
1
6
n∑
i=1
ϕ3i /(
n∑
i=1
ϕ2i )
3
2 , b = Φ−1(
1
B
B∑
b=1
I(Tˆ ∗b ≤ Tˆn))
where ϕi = Tˆ(.) − Tˆ(−i), and Tˆ(−i) is the Tˆn computed by deleting the i − th observation in
original data, and Tˆ(.) =
1
n
∑n
i=1 Tˆ(−i).
2.3.3 Smoothed Jackknife Empirical Likelihood-based Confidence Interval
The JEL theory discussed in Section 2.2 can be used to make inference for θαβ. Based
on theorem 2.3, the JEL-based confidence intervals for θαβ can be constructed as
(le, ue) = {θ : ln(θαβ) ≤ χ21,1−α}.
2.4 Numerical Studies and a Real Example
In this section, we first compare the proposed kernel estimator with the empirical estima-
tor in terms of Mean Square Error (MSE), Bias and Asymptotic Relative Efficiency(ARE).
Then, we present results for the coverage probability and the average length of NA1, NA2,
BT1, BT2, BT3, BT4, BCa1, BCa2 and SJEL intervals for the low income proportion dis-
cussed in previous section. The methods are also evaluated by a real example.
2.4.1 Numerical Studies
Point Estimator Evaluation. It is interesting to evaluate the performance of the
kernel estimator Tˆn(α, β). In this section, we are going to compare the empirical estimator
θˆαβ and the kernel estimator Tˆn(α, β).
The first evaluation method we discuss is Mean Square Error(MSE), which is frequently
used in investigating finite-sample performance of a point estimator. The MSE of the em-
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pirical estimator θˆαβ is
MSEθˆαβ = E[θˆαβ − θαβ]
2
,
and the MSE of the kernel estimator Tˆn(α, β) is
MSETˆn(α,β) = E[Tˆn(α, β)− θαβ]
2
.
Instead of an alternative evaluation, Mean Absolute Error Eθ|θˆ− θ|, MSE is even more
tractable (Casella(2002)). MSE can be composed by two parts, the square of bias, which
measure the accuracy, and the variance, which measure the precision of the estimator. Min-
imizing MSE can achieve the balance between the bias and the variance. Next, we will
compare the bias of the two estimators. Moreover, Asymptotic Relative Efficiency (ARE) is
used to evaluate these two estimators.
Preston (1995) proved the asymptotical normality of the empirical estimator θˆαβ:
√
n
(
θˆαβ − θαβ
)
d−→ N(0, σ2v),
where
σ2v = [θαβ(1− θαβ)]2 − 2θαβ(1− β)α
f(αξβ)
f(ξβ)
+ β(1− β)α2f(αξβ)
f(ξβ)
.
We also prove the asymptotical normality of the kernel estimator in Theorem 2.1 that
√
n(Tˆn(α, β)− θαβ) d−→ N(0, σ2αβ).
where σ2α,β is defined in Theorem 2.1.
Then the ARE of Tˆn(α, β) with respect to θˆαβ is
ARE(Tˆn(t), θˆ(t)) =
σ2v
σ2αβ
.
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ARE = 1 indicates that the empirical estimator and the kernel estimator are equal
efficient asymptotically. ARE > 1 indicates that the kernel estimator is more asymptotically
efficient than the empirical estimator.
Next, we are going to evaluate the kernel estimator and empirical estimator by simula-
tion studies. The simulation setting is as follows: The fraction α of low income proportion
will be fixed at 0.5. Monte Carlo simulations are employed to simulate samples from the
Chi-square distribution with degree of freedom 1. The sample sizes n are chosen to be 500,
800, and 1000. One thousand random samples are generated from the above distribution.
To see how the comparisons perform across different quantiles, β =0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
and 0.8 are considered. MSE and Bias will be calculated independently for kernel estimator
and empirical estimator. As for ARE, we will calculate the frequency of {σˆ2αβ ≤ σˆ2v} among
the 1,000 samples.
Table (2.1) lists MSE, Bias and the frequency of {ARE > 1} for kernel estimator
and empirical estimator. Biasθˆαβ is the bias calculated for the empirical estimator, while
BiasTˆn(α,β) is the bias for the kernel estimator. We observe that the proposed kernel estimator
has smaller MSE than the empirical estimator, although the bias of kernel estimator is
slightly larger than the bias of empirical estimator. This observation is as expected because
the incorporation of kernel function introduces some bias to the kernel estimator. Meanwhile,
the percentages of {ARE > 1} are all larger than 50%, which implies that, most of time, the
asymptotic variance of the kernel estimator is less than that of the empirical estimator. This
point estimation comparison results show that our proposed kernel estimator is a competitive
estimator.
Interval Estimation Evaluation Next, we will evaluate confidence intervals based
on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2 and SJEL under the same simulation
settings used for point estimation evaluation, except that Monte Carlo samples are gener-
ated from a Chi-square distribution with degree of freedom 3, and a standard Lognormal
distribution logN(0, 1). 95% and 90% confidence intervals for θαβ are constructed with
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Table 2.1 MSE, bias and the percentage of ARE > 1 generated from Chi-square distribu-
tion(df=1) are compared for empirical estimator and the proposed kernel estimator for low
income proportion with β range from 0.2 to 0.8
Sample Size β Biasθˆαβ BiasTˆn(α,β) MSEθˆαβ MSETˆn(α,β) ARE> 1
500 0.2 0.0000151 0.0000864 0.0000809 0.0000186 62.7%
0.3 0.0002177 0.0000886 0.0001270 0.0000383 65.6%
0.4 0.0005388 0.0004251 0.0001642 0.0000631 65.9%
0.5 0.0005045 0.0012869 0.0001996 0.0000836 65.7%
0.6 0.0005159 0.0027048 0.0002387 0.0001101 65.7%
0.7 0.0004883 0.0041538 0.0002508 0.0001321 62.1%
0.8 0.0018987 0.0077198 0.0002834 0.0001662 55.2%
800 0.2 0.0002088 0.0000737 0.000049 0.0000137 64.9%
0.3 0.0003675 0.0000579 0.0000733 0.0000266 64.3%
0.4 0.0002526 0.0002618 0.0001000 0.0000417 67.6%
0.5 0.0006438 0.0004305 0.0001200 0.0000551 65.6%
0.6 0.0010366 0.0007160 0.0001552 0.0000733 67.6%
0.7 0.0014917 0.0016281 0.0001641 0.0000850 65.6%
0.8 0.0012780 0.0048371 0.0001855 0.0001018 54.3%
1000 0.2 0.0000599 0.0000187 0.0000401 0.0000107 60.6%
0.3 0.0002257 0.0001994 0.0000626 0.0000226 66.2%
0.4 0.0001292 0.0004355 0.0000792 0.0000369 65.7%
0.5 0.0002355 0.0006652 0.0000959 0.0000488 68%
0.6 0.0005141 0.0009720 0.0001155 0.0000602 69.8%
0.7 0.0009827 0.0017942 0.0001309 0.0000695 65.1%
0.8 0.0002987 0.0043738 0.0001412 0.0000873 55.2%
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β=0.5, 0.6, 0.7, 0.8. Totally 5 kernel functions including Uniform, Triangular, Biweight,
Triweight and Epanechnikov kernel functions are compared. Triweight kernel density func-
tion ω(t) = 35
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(1 − t2)2I(|t| ≤ 1) is finally selected for the kernel estimator based on the
simulation results, and a constant c for the bandwidth h = cn−1/3 is chosen via the pro-
posed cross-validation method, where c is valued differently based on different β. For the
bootstrap variance estimates, 500 bootstrap samples are drawn with replacement from the
original sample.
Table (2.2) to Table (2.3) display the coverage probabilities and average lengths of
various confidence intervals for the low income proportion with Chi-square distribution at
90% and 95% confidence level, and Table (2.4) to Table (2.5) display coverage probabilities
and average lengths for the low income proportion with Lognormal distribution at 90% and
95% confidence levels, separately.
According to the simulation tables, we observe that all the confidence intervals perform
better when sample size increases. As β increases, the average length of confidence intervals
increases as well. BT1 and BT2 intervals have the same interval length, while BT3 and BT4
intervals have the same interval length. Although NA2 and BCa2 intervals are observed
to have the shortest average length, their coverage probabilities are far below the nominal
confidence level. Out of the 9 confidence intervals, the proposed SJEL-based confidence
interval is observed to achieve the best performance for better coverage probability and
shorter average interval length in most cases. The proposed smoothed bootstrap-based
confidence intervals (BT3 and BT4) have good finite sample performances next to the SJEL
interval.
Thus, we recommend the smoothed jackknife empirical likelihood (SJEL) interval, and
the smoothed bootstrap-based (BT3 and BT4) confidence intervals for low income propor-
tion. Meanwhile, the smoothed jackknife empirical likelihood method is shown to be less
computationally intensive than the plug-in empirical likelihood (EL) method dicusssed by
Yang, Qin and Qin (2011).
Figure 2.3 is used to present the consistency of the empirical estimator θˆαβ and the
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Table 2.2 Coverage probabilities and interval lengths at 90% confidence level for LIP with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and β from 0.5 to 0.8.
β = 50% β = 60% β = 70% β = 80%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
500 NA1 0.872 0.0386 0.923 0.0468 0.936 0.0551 0.926 0.0492
NA2 0.787 0.0386 0.888 0.0264 0.866 0.0242 0.931 0.0291
BT1 0.922 0.0498 0.920 0.0535 0.928 0.0566 0.941 0.0591
BT2 0.948 0.0498 0.944 0.0535 0.936 0.0566 0.953 0.0591
BT3 0.911 0.0385 0.899 0.0421 0.885 0.0445 0.897 0.0450
BT4 0.918 0.0385 0.906 0.0421 0.897 0.0445 0.900 0.0450
BCa1 0.876 0.0491 0.879 0.0528 0.890 0.0560 0.907 0.0584
BCa2 0.715 0.0376 0.728 0.0414 0.703 0.0438 0.706 0.0442
SJEL 0.908 0.0395 0.896 0.0432 0.905 0.0456 0.908 0.0461
800 NA1 0.872 0.0344 0.867 0.0394 0.864 0.0401 0.889 0.0384
NA2 0.870 0.0283 0.855 0.0189 0.820 0.0201 0.870 0.0230
BT1 0.910 0.0388 0.910 0.0418 0.907 0.0443 0.920 0.0461
BT2 0.936 0.0388 0.929 0.0418 0.932 0.0443 0.934 0.0461
BT3 0.906 0.0312 0.898 0.0340 0.911 0.0363 0.902 0.0370
BT4 0.922 0.0312 0.905 0.0340 0.912 0.0363 0.910 0.0370
BCa1 0.869 0.0385 0.864 0.0415 0.861 0.0439 0.897 0.0456
BCa2 0.734 0.0307 0.763 0.0338 0.752 0.0360 0.721 0.0367
SJEL 0.898 0.0323 0.894 0.0354 0.899 0.0373 0.904 0.0379
1000 NA1 0.878 0.0316 0.875 0.0367 0.871 0.0379 0.871 0.0405
NA2 0.870 0.0245 0.924 0.0166 0.868 0.0178 0.864 0.0197
BT1 0.937 0.0345 0.917 0.0372 0.917 0.0395 0.921 0.0412
BT2 0.948 0.0345 0.926 0.0372 0.927 0.0395 0.932 0.0412
BT3 0.894 0.0282 0.892 0.0309 0.896 0.0329 0.902 0.0336
BT4 0.892 0.0282 0.898 0.0309 0.898 0.0329 0.910 0.0336
BCa1 0.899 0.0342 0.869 0.0369 0.873 0.0392 0.895 0.0409
BCa2 0.738 0.0277 0.756 0.0306 0.748 0.0326 0.732 0.0330
SJEL 0.902 0.0293 0.904 0.0320 0.901 0.0338 0.908 0.0345
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Table 2.3 Coverage probabilities and interval lengths at 95% confidence level for LIP with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and β from 0.5 to 0.8.
β = 50% β = 60% β = 70% β = 80%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
500 NA1 0.892 0.0460 0.911 0.0590 0.929 0.0599 0.967 0.0648
NA2 0.902 0.0460 0.912 0.0315 0.979 0.0288 0.935 0.0347
BT1 0.963 0.0593 0.965 0.0638 0.954 0.0674 0.971 0.0705
BT2 0.976 0.0593 0.979 0.0638 0.964 0.0674 0.980 0.0705
BT3 0.951 0.0459 0.936 0.0502 0.948 0.0532 0.943 0.0535
BT4 0.955 0.0459 0.946 0.0502 0.956 0.0532 0.950 0.0535
BCa1 0.930 0.0585 0.930 0.0632 0.939 0.0666 0.955 0.0695
BCa2 0.791 0.0442 0.809 0.0490 0.789 0.0517 0.785 0.0521
SJEL 0.950 0.0470 0.945 0.0513 0.944 0.0542 0.953 0.0547
800 NA1 0.934 0.0438 0.935 0.0432 0.930 0.0440 0.920 0.0479
NA2 0.932 0.0337 0.912 0.0225 0.916 0.0239 0.919 0.0274
BT1 0.958 0.0463 0.956 0.0498 0.961 0.0529 0.960 0.0550
BT2 0.974 0.0463 0.973 0.0498 0.976 0.0529 0.968 0.0550
BT3 0.965 0.0371 0.946 0.0407 0.955 0.0433 0.946 0.0441
BT4 0.966 0.0371 0.949 0.0407 0.958 0.0433 0.949 0.0441
BCa1 0.932 0.0458 0.924 0.0494 0.942 0.0525 0.941 0.0543
BCa2 0.818 0.0361 0.835 0.0399 0.829 0.0423 0.801 0.0431
SJEL 0.947 0.0383 0.950 0.0419 0.956 0.0443 0.951 0.0450
1000 NA1 0.924 0.0392 0.932 0.0399 0.929 0.0413 0.929 0.0445
NA2 0.904 0.0292 0.940 0.0198 0.966 0.0212 0.972 0.0235
BT1 0.957 0.0412 0.950 0.0444 0.960 0.0470 0.964 0.0491
BT2 0.969 0.0412 0.964 0.0444 0.964 0.0470 0.975 0.0491
BT3 0.948 0.0336 0.932 0.0368 0.950 0.0392 0.954 0.0398
BT4 0.950 0.0336 0.936 0.0368 0.950 0.0392 0.962 0.0398
BCa1 0.928 0.0409 0.927 0.0441 0.943 0.0468 0.945 0.0487
BCa2 0.794 0.0325 0.828 0.0361 0.840 0.0385 0.820 0.0384
SJEL 0.949 0.0348 0.945 0.0379 0.950 0.0401 0.954 0.0409
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Table 2.4 Coverage probabilities and interval lengths at 90% confidence level for LIP with
Log-normal distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and β from 0.5 to 0.8.
β = 50% β = 60% β = 70% β = 80%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
500 NA1 0.842 0.0484 0.888 0.0567 0.857 0.0603 0.883 0.0611
NA2 0.833 0.0483 0.882 0.0467 0.864 0.0401 0.870 0.0304
BT1 0.901 0.0589 0.919 0.0662 0.902 0.0720 0.905 0.0768
BT2 0.912 0.0589 0.931 0.0662 0.919 0.0720 0.929 0.0768
BT3 0.897 0.0500 0.912 0.0560 0.904 0.0605 0.886 0.0613
BT4 0.905 0.0500 0.919 0.0560 0.912 0.0605 0.895 0.0613
BCa1 0.881 0.0584 0.895 0.0657 0.877 0.0712 0.880 0.0755
BCa2 0.778 0.0495 0.764 0.0556 0.763 0.0599 0.723 0.0603
SJEL 0.892 0.0513 0.901 0.0572 0.892 0.0612 0.892 0.0621
800 NA1 0.869 0.0378 0.856 0.0465 0.865 0.0417 0.864 0.0536
NA2 0.935 0.0449 0.851 0.0433 0.857 0.0378 0.842 0.0278
BT1 0.899 0.0462 0.898 0.0517 0.915 0.0567 0.911 0.0604
BT2 0.917 0.0462 0.920 0.0517 0.932 0.0567 0.921 0.0604
BT3 0.952 0.0461 0.952 0.0516 0.948 0.0578 0.939 0.0596
BT4 0.954 0.0461 0.953 0.0516 0.954 0.0578 0.946 0.0596
BCa1 0.884 0.0460 0.888 0.0513 0.884 0.0561 0.893 0.0596
BCa2 0.882 0.0476 0.860 0.0530 0.876 0.0571 0.813 0.0581
SJEL 0.901 0.0414 0.900 0.0461 0.910 0.0496 0.901 0.0508
1000 NA1 0.878 0.0326 0.865 0.0307 0.871 0.0319 0.881 0.0305
NA2 0.882 0.0336 0.828 0.0322 0.866 0.0281 0.846 0.0211
BT1 0.937 0.0345 0.917 0.0372 0.917 0.0395 0.921 0.0412
BT2 0.948 0.0345 0.926 0.0372 0.927 0.0395 0.932 0.0412
BT3 0.914 0.0333 0.894 0.0405 0.890 0.0389 0.904 0.0410
BT4 0.918 0.0333 0.902 0.0405 0.900 0.0389 0.912 0.0410
BCa1 0.899 0.0342 0.869 0.0369 0.873 0.0392 0.895 0.0409
BCa2 0.800 0.0362 0.808 0.0404 0.792 0.0435 0.752 0.0444
SJEL 0.902 0.0293 0.904 0.0320 0.901 0.0338 0.908 0.0345
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Table 2.5 Coverage probabilities and interval lengths at 95% confidence level for LIP with
Log-normal distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and β from 0.5 to 0.8.
β = 50% β = 60% β = 70% β = 80%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
500 NA1 0.903 0.0676 0.896 0.0757 0.930 0.0780 0.930 0.0871
NA2 0.914 0.0575 0.901 0.0556 0.914 0.0478 0.936 0.0362
BT1 0.945 0.0703 0.958 0.0788 0.956 0.0859 0.958 0.0914
BT2 0.963 0.0703 0.966 0.0788 0.962 0.0859 0.966 0.0914
BT3 0.940 0.0598 0.957 0.0669 0.950 0.0721 0.940 0.0729
BT4 0.943 0.0598 0.963 0.0669 0.956 0.0721 0.949 0.0729
BCa1 0.931 0.0697 0.945 0.0779 0.940 0.0850 0.943 0.0900
BCa2 0.849 0.0590 0.842 0.0657 0.832 0.0705 0.805 0.0704
SJEL 0.947 0.0609 0.948 0.0680 0.941 0.0728 0.944 0.0738
800 NA1 0.897 0.0451 0.890 0.0535 0.901 0.0478 0.881 0.0681
NA2 0.905 0.0449 0.891 0.0433 0.897 0.0378 0.902 0.0278
BT1 0.949 0.0550 0.955 0.0616 0.958 0.0673 0.954 0.0720
BT2 0.957 0.0550 0.962 0.0616 0.967 0.0673 0.967 0.0720
BT3 0.952 0.0481 0.952 0.0536 0.948 0.0578 0.939 0.0596
BT4 0.954 0.0481 0.953 0.0536 0.954 0.0578 0.946 0.0596
BCa1 0.937 0.0548 0.942 0.0612 0.940 0.0667 0.943 0.0712
BCa2 0.882 0.0476 0.860 0.0530 0.876 0.0571 0.813 0.0581
SJEL 0.949 0.0492 0.949 0.0547 0.951 0.0590 0.946 0.0604
1000 NA1 0.883 0.0401 0.932 0.0399 0.929 0.0413 0.929 0.0445
NA2 0.938 0.0400 0.882 0.0384 0.882 0.0335 0.918 0.0251
BT1 0.954 0.0492 0.950 0.0444 0.960 0.0470 0.964 0.0491
BT2 0.959 0.0492 0.964 0.0444 0.964 0.0470 0.975 0.0491
BT3 0.954 0.0434 0.952 0.0424 0.942 0.0423 0.956 0.0437
BT4 0.958 0.0434 0.958 0.0424 0.950 0.0423 0.956 0.0437
BCa1 0.940 0.0490 0.927 0.0441 0.943 0.0468 0.945 0.0487
BCa2 0.888 0.0429 0.882 0.0479 0.852 0.0516 0.850 0.0518
SJEL 0.949 0.0445 0.945 0.0379 0.950 0.0401 0.954 0.0409
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Figure 2.3 Consistency check for the empirical estimator θˆαβ and the kernel estimator Tˆn(α, β)
for LIP
kernel estimator Tˆn(α, β). We choose Chi-square distribution with degree of freedom 3. The
fraction α = 2
3
and β =0.6. To illustrate the consistency, the first plot is the consistency
check for the sample mean x¯ vs. sample size. The population mean equals to 3 when X
follows the Chi-sq distribution with degree of freedom 3. It is already known that x¯ is a
consistent estimator of the true population mean. The second plot is the empirical estimator
θˆαβ vs. sample size. As sample size increases, the empirical estimator will get closer to θαβ.
The third plot is the kernel estimator Tˆn(α, β) vs. sample size. The kernel estimator is
getting closer to θαβ as sample size increases.
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2.4.2 Georgia Public University Employee Income Data Example
Income Distribution for Georgia Full-time Professors in 2012
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Figure 2.4 Income Distribution for Georgia full-time Professors in 2012
Georgia Department of Audits and Accounts compiled annually-updated salary informa-
tion for all employees from each department, office, institution, board, commission, authority
and agency of State government; every university or college in the University System of Geor-
gia; any regional educational service agency; the General Assembly including all legislative
offices and agencies; offices of the Judicial Branch; and local boards of education, etc. Each
record will have ending periods in June 30, 2008, June 30, 2009, June 30, 2010, June 30, 2011
and June 30, 2012. These income data include a list of employee’s name, title or functional
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area, salary and travel reimbursement. The purpose of these income files is to strengthen
the transparency and monitoring in government. Analysis will be based on these annual
individual income data for low income proportion.
Since there is a certain percent of part-time employee or temporary employee, it will
cause downward bias of income distribution and does not meet our annual salary defini-
tion. To minimize the downward bias introduced by the part-time employee or temporary
employee, a homogenous income group is thus created for all faculty positions of universi-
ties and colleges in Georgia, which has a relatively evenly-distributed income. We limit the
income data to all titles with Professor, Associate Professor and Assistant Professor from
Units of University System and Georgia Military College from 2012 fiscal year. There are
10,332 individuals obtained initially. However, we observe some records having abnormally
low salary, and we infer that those types of professors are not working full-time during 2012.
It may be caused by several reasons. First of all, there are some newly-hired professors in
2012, who will not work for the whole 2012 fiscal year. After dropping those professors who
don’t have salary record in 2011, 9,229 observations are kept. Second of all, some professors
may not be in full-time service in 2012, who may possibly either take leave or transfer to
another organization. We filter this type of records out by dropping those whose income in
2012 is far less than that in 2011. Therefore, 6,195 observations are kept. Then, we drop
the part-time professors whose salary is less than $20,000. In total, 5,921 observations are
retained at last. By taking above steps, we create a relatively homogenous income group by
retaining only full-time professors who provide full-time service during 2012 fiscal year. All
the real example analysis will be based on these 5,921 observations.
We plot the histogram of 2012 annual salary for these full-time professors in Figure
2.4. It is observed that the income data is highly right skewed. Next, we present some
basic statistics for annual income by job title. There are 2,266 full-time Assistant Profes-
sors recorded in 2012 with median salary $68,618 and mean salary $81,055. The number of
recorded full-time Associate Professors in Georgia is 1,891. The median salary is $80,675,
and mean salary is $91,760. While for the 1,764 full-time Professors, the median salary is
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$109,044 and mean salary is $129,640. The maximum recorded salary for Assistant Profes-
sors, Associate Professors and Professors is $507,500, $633,260, and $949,419, respectively.
The statistics for annual income by school in Georgia will be present in Appendix B.
To evaluate annual income by school, based on the 5,921 observations, University of
Georgia (UGA), Georgia State University (GSU), Georgia Institute of Technology (GIT)
and Georgia Health Sciences University (GHSU) are the top 4 universities that have the
largest number of recorded full-time professors. According to the low wage definition (i.e., α
= 2
3
, β=0.5) by Eurostats 2012, we calculated the low wage, empirical estimator and kernel
estimator of low income proportion for UGA, GSU, GIT and GHSU in Table (2.6). It is
observed that the proportion of low wage earner is 8.13% in UGA, 7.34% in GSU, 13.51%
in GIT, and 22.58% in GHSU. Obviously, GSU has smaller proportion of low-wage earners
compared with the other three Georgia public universities.
Table 2.6 Empirical Estimator θˆαβ, Kernel Estimator Tˆn(α, β) for Low Income Proportion
and Low Wage αξβ defined by Eurostat 2012
Organization Empirical Estimator Kernel Estimator Low Wage (Eurostat 2012)
UGA 8.161351% 8.137909% $62,987.28
GSU 7.253086% 7.341518% $62,188.08
GIT 13.52201% 13.51576% $88,029.55
GHSU 22.72727% 22.58798% $91,731.08
For the confidence interval evaluation, we fix the fraction α at 2
3
, and choose β equal
to 0.5, 0.6, 0.7 and 0.8. The lower bound and upper bound for the proposed NA1, NA2,
BT1, BT2, BT3, BT4, BCa1, BCa2 and SJEL intervals are calculated at 90% and 95%
confidence levels. The final results are summarized in Table (2.7). Even the distribution
of the real income data is highly right-skewed, by Central Limit Theory (CLT), when the
sample size is large enough, the NA1-based confidence interval can have relatively shorter
average length than most of other intervals. As β increases, the lower bound and upper
bound of the confidence intervals will also increase, and the average length will increase as
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well in most cases. For the same β, the average length will increase when confidence level
increases. According to the low wage defined by Eurostat 2012, at 95% confidence level, in
2012, there are 8.92% to 10.8% of professors can be categorized as low-wage earners based
on the SJEL interval, and 9.0% to 10.7% of professors based on BT3 interval in 2012. This
findings will provide meaningful information for the government.
36
Table 2.7 Georgia Individual Income Example: Confidence interval and interval length at
90% and 95% confidence levels for LIP for professor’s real income data are reported based
on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2 and SJEL methods with β from 0.5 to
0.8.
90% Confidence level 95% Confidence level
β Method Confidence Interval Length Confidence Interval Length
0.5 NA1 (0.09005536, 0.1055197) 0.01546436 (0.08857408, 0.1070010) 0.01842692
NA2 (0.08971204, 0.1080916) 0.01837951 (0.08795153, 0.1098521) 0.02190053
BT1 (0.08969452, 0.1058806) 0.01618604 (0.08830381, 0.1072713) 0.01896746
BT2 (0.09020321, 0.1063893) 0.01618604 (0.08861153, 0.1075790) 0.01896746
BT3 (0.09118705, 0.1066165) 0.01542950 (0.09005919, 0.1077444) 0.01768522
BT4 (0.09124759, 0.1066771) 0.01542950 (0.08998855, 0.1076738) 0.01768522
BCa1 (0.08951191, 0.1064009) 0.01688904 (0.08883635, 0.1082587) 0.01942239
BCa2 (0.08930053, 0.1045310) 0.01523051 (0.08786997, 0.1050712) 0.01720122
SJEL (0.09076837, 0.1067684) 0.016 (0.08924836, 0.1082484) 0.019
0.6 NA1 (0.1815626, 0.1987785) 0.01721590 (0.1799136, 0.2004276) 0.02051401
NA2 (0.1775827, 0.2050476) 0.02746493 (0.1749519, 0.2076784) 0.03272648
BT1 (0.1753438, 0.2049974) 0.02965359 (0.1720306, 0.2083105) 0.03627986
BT2 (0.1761355, 0.2057891) 0.02965359 (0.1724424, 0.2087223) 0.03627986
BT3 (0.1797684, 0.2028619) 0.02309353 (0.1772200, 0.2054103) 0.02819024
BT4 (0.1797652, 0.2028587) 0.02309353 (0.1771416, 0.2053318) 0.02819024
BCa1 (0.1759838, 0.2055396) 0.02955582 (0.1734504, 0.2089174) 0.03546698
BCa2 (0.1777831, 0.2003407) 0.02255765 (0.1741475, 0.2031689) 0.02902142
SJEL (0.1795816, 0.2035816) 0.024 (0.1770349, 0.2060349) 0.029
0.7 NA1 (0.3040480, 0.3205086) 0.01646056 (0.3024713, 0.3220853) 0.01961397
NA2 (0.2963817, 0.3302967) 0.03391499 (0.2931331, 0.3335453) 0.04041221
BT1 (0.2990196, 0.3255371) 0.02651744 (0.2970666, 0.3274901) 0.03042344
BT2 (0.2982295, 0.3247470) 0.02651744 (0.2966451, 0.3270685) 0.03042344
BT3 (0.3004532, 0.3262252) 0.02577202 (0.2984255, 0.3282529) 0.02982737
BT4 (0.3006397, 0.3264118) 0.02577202 (0.2987662, 0.3285936) 0.02982737
BCa1 (0.3002871, 0.3278162) 0.02752913 (0.2975849, 0.3276474) 0.03006249
BCa2 (0.2989087, 0.3231805) 0.02427183 (0.2958069, 0.3253234) 0.02951655
SJEL (0.3008217, 0.3268217) 0.026 (0.2983017, 0.3293017) 0.031
0.8 NA1 (0.4919766, 0.5034633) 0.01148670 (0.4908764, 0.5045636) 0.01368725
NA2 (0.4781557, 0.5173900) 0.03923427 (0.4743976, 0.5211481) 0.04675052
BT1 (0.4843998, 0.5110402) 0.02664041 (0.4813239, 0.5141161) 0.03279225
BT2 (0.4846457, 0.5112861) 0.02664041 (0.4816849, 0.5144772) 0.03279225
BT3 (0.4842442, 0.5113015) 0.02705726 (0.4815802, 0.5139654) 0.0323852
BT4 (0.4842554, 0.5113126) 0.02705726 (0.4815346, 0.5139198) 0.0323852
BCa1 (0.4818443, 0.5085290) 0.02668468 (0.4801554, 0.5117379) 0.0315825
BCa2 (0.4829940, 0.5091359) 0.02614181 (0.4801499, 0.5123030) 0.03215309
SJEL (0.4837620, 0.5117620) 0.028 (0.4808233, 0.5148233) 0.034
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2.5 Discussion
Development of accurate and robust measurements to estimate low income proportion
and making inference for the Low Income Proportion are increasingly important. In this
part, we have proposed a kernel estimator for LIP, and illustrated the selection of bandwidth
for the kernel estimator by 2-fold cross-validation method. The asymptotic normality of
the proposed kernel estimator is also proved in Theorem 2.1. Later, the jackknife empirical
likelihood for LIP is defined, and the log-jackknife empirical likelihood ratio statistics is
proved to follow the standard Chi-square distribution. To evaluate the proposed kernel
estimator, we compare its MSE, Bias, and ARE with the empirical estimator. Later, the
coverage probability and interval length are compared for the two normal approximation-
based confidence intervals (NA1 and NA2), four bootstrap based confidence intervals (BT1,
BT2, BT3, and BT4), two bootstrap bias correction and acceleration (BCa1 and BCa2)
intervals and the smoothed jackknife empirical likelihood (SJEL) confidence interval. Chi-
squre distribution with df=3 and the standard Lognormal distribution logN(0, 1) are used
to generated the simulation data.
Simulation studies indicate that the proposed smoothed jackknife empirical likelihood
based interval which combines the power of both jackknife and empirical likelihood methods
performs better than any other intervals, while the proposed confidence intervals BT3 and
BT4 perform the second to the best. Lastly, thousands of real income data of Georgia Public
Sector employee is used to illustrate our methods. Based on this study, we recommend the
use of the proposed SJEL confidence interval for the Low Income Proportion.
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2.6 Proof
Proof of Theorem 2.1, Theorem 2.2 and Theorem 2.3
Theorem 2.1. Under the conditions in Theorem 2.1, we have
√
n{Tˆn(α, β)− θαβ} d−→ N(0, σ2αβ).
Proof: We have the following decomposition
√
n{Tˆn(α, β)− θαβ}
=
√
n[
1
n
n∑
i=1
K(
αξˆβ −Xi
h
)− F (αξβ)]
=
√
n[
1
n
n∑
i=1
K(
αξˆβ −Xi
h
)− 1
n
n∑
i=1
K(
αξβ −Xi
h
)]
+
√
n[
1
n
n∑
i=1
K(
αξβ −Xi
h
)− F (αξβ)]
≡ I1 + I2. (2.11)
I1 from (2.11) can be written as
I1 =
√
n[
∫ ∞
−∞
[K(
αξˆβ − x
h
)dFn(x)−K(αξβ − x
h
) dFn(x)]
=
∫ ∞
−∞
[K(
αξˆβ − x
h
)−K(αξβ − x
h
)]d[
√
n(Fn(x)− F (x))]
+
√
n
∫ ∞
−∞
[K(
αξˆβ − x
h
)−K(αξβ − x
h
)]dF (x)
≡ I11 + I12. (2.12)
Then using Taylor Series and the Bahadur’s representation for sample quantile (See
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Bahadur (1996))
ξˆβ − ξβ =
β − 1
n
∑n
i=1 I(Xi ≤ ξβ)
f(ξβ)
+ op(n
− 1
2 ).
I12 from (2.12) can be written as
I12 =
√
n
∫ ∞
−∞
[K(
αξˆβ − x
h
)−K(αξβ − x
h
)]dF (x)
=
√
n
∫ ∞
−∞
ω(
αξβ − x
h
)
αξˆβ − αξβ
h
dF (x) + op(1)
= −√n
∫ ∞
−∞
ω(
αξβ − x
h
)
α
h
1
n
∑n
i=1 I(Xi ≤ ξβ)− β
f(ξβ)
dF (x) + op(1)
= −
∫ ∞
−∞
α
h
ω(z)
Un(β)
f(ξβ)
dF (αξβ − zh) + op(1)
= −α
h
∫ ∞
−∞
ω(z)
Un(β)
f(ξβ)
f(αξβ − zh)d(αξβ − zh) + op(1)
=
αUn(β)
f(ξβ)
∫ ∞
−∞
ω(z)f(αξβ − zh)dz + op(1)
=
αf(αξβ)Un(β)
f(ξβ)
+ op(1), (2.13)
where
Un(β) =
√
n[
1
n
n∑
i=1
I(Xi ≤ ξβ)− β]
=
√
n[
1
n
n∑
i=1
I(F (Xi) ≤ β)− β]. (2.14)
Since
√
n[Fn(x) − F (x)] → B(x), which is a Gaussian Process,
√
n(ξˆβ − ξβ) = Op(1),
and
√
nh→∞, we get I11 = op(1). Therefore, I1 = αf(αξβ)Un(β)f(ξβ) + op(1).
Next, let’s consider I2 from (2.11). We are going to prove
EK(
αξβ −X
h
) =
∫ ∞
−∞
K(
αξβ − x
h
)]dF (x) −→ F (αξβ), as h→ 0.
40
and
EK2(
αξβ −X
h
) =
∫ ∞
−∞
K2(
αξβ − x
h
)]dF (x) −→ F (αξβ), as h→ 0.
Notice that
lim
h→0
∫ ∞
−∞
K(
αξβ − x
h
)f(x)dx
= lim
h→0
∫ ∞
−∞
∫ αξβ−x
h
−∞
ω(y)dyf(x)dx
=
∫ ∞
−∞
[lim
h→0
∫ αξβ−x
h
−∞
ω(y)dy]f(x)dx
=
∫ ∞
−∞
{0 ∗ I[αξβ < x] +
∫ 0
−∞
ω(y)dy ∗ I[αξβ = x] + 1 ∗ I[αξβ > x]}f(x)dx
=
∫ ∞
−∞
I[αξβ > x]f(x)dx
=
∫ ∞
−∞
I[F (x) < F (αξβ)]dF (x)
= F (αξβ)
= θαβ. (2.15)
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Similarly, we have
lim
h→0
∫ ∞
−∞
K2(
αξβ − x
h
)f(x)dx
= lim
h→0
∫ ∞
−∞
(
∫ αξβ−x
h
−∞
ω(y)dy)2f(x)dx
=
∫ ∞
−∞
[lim
h→0
∫ αξβ−x
h
−∞
ω(y)dy]2f(x)dx
=
∫ ∞
−∞
{0 ∗ I[αξβ < x] +
∫ 0
−∞
ω(y)dy ∗ I[αξβ = x] + 1 ∗ I[αξβ > x]}2f(x)dx
=
∫ ∞
−∞
{I[αξβ > x]}2f(x)dx
=
∫ ∞
−∞
I[αξβ > x]f(x)dx
=
∫ ∞
−∞
I[F (x) < F (αξβ)]dF (x)
= F (αξβ)
= θαβ. (2.16)
Let ωi = K(
αξβ−Xi
h
). So I2 from (2.11) can be rewritten as
I2 =
√
n[
1
n
n∑
i=1
K(
αξβ −Xi
h
)− EK(αξβ −X
h
)] + op(1)
=
1√
n
n∑
i=1
(ωi − Eωi) + op(1). (2.17)
Since F (Xi)
i.i.d.∼ U(0, 1), Un(β) is an ancillary statistic. By Basu’s Lemma in
Shao(2003), Un(β) is independent of
1
n
∑n
i=1(ωi − Eωi).
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Also,
V ar(
αf(αξβ)Un(β)
f(ξβ)
) + V ar(ωi)
=
α2β(1− β)f 2(αξβ))
f 2(ξβ)
+ V ar[K(
αξβ − x
h
)]
=
α2β(1− β)f 2(αξβ))
f 2(ξβ)
+ EK2(
αξβ − x
h
)− [EK(αξβ − x
h
)]2
−→ α
2β(1− β)f 2(αξβ))
f 2(ξβ)
+ θαβ − θ2αβ
=
α2β(1− β)f 2(αξβ))
f 2(ξβ)
+ θαβ(1− θαβ)
≡ σ2αβ. (2.18)
Therefore,
I1 + I2 =
αf(αξβ)Un(β)
f(ξβ)
+
1√
n
n∑
i=1
(ωi − Eωi) + op(1)
d−→ N(0, σ2αβ). (2.19)
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We need Lemma 1 and Lemma 2 to prove Theorem 2.2
Lemma 1. Under the conditions in Theorem 2.1, we have
√
n{ 1
n
n∑
k=1
Vˆk(α, β)− θαβ} d−→ N(0, σ2αβ). (2.20)
where σ2αβ is defined in Theorem 2.1.
Proof:
Define Tˆn−1,k(α, β) = 1n−1
∑n
j 6=kK(
αξˆβ,−k−Xj
h
).
Note that 1
n
∑n
k=1 Vk(α, β) can be decomposed into
1
n
n∑
k=1
Vˆk(α, β) =
n− 1
n
n∑
k=1
[Tˆn(α, β)− Tˆn−1,k(α, β)] + Tˆn(α, β), (2.21)
while
Tˆn(α, β)− Tˆn−1,k(α, β)
=
1
n
n∑
i=1
K(
αξˆβ −Xi
h
)− 1
n− 1
n∑
j 6=k
K(
αξˆβ,−k −Xj
h
)
=
1
n
n∑
i=1
K(
αξˆβ −Xi
h
)− 1
n
n∑
j 6=k
K(
αξˆβ,−k −Xj
h
)
+
1
n
n∑
j 6=k
K(
αξˆβ,−k −Xj
h
)− 1
n− 1
n∑
j 6=k
K(
αξˆβ,−k −Xj
h
). (2.22)
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So
n∑
k=1
(Tˆn(α, β)− Tˆn−1,k(α, β))
=
1
n
[
n∑
k=1
n∑
i=1
K(
αξˆβ −Xi
h
)−
n∑
k=1
n∑
j 6=k
K(
αξˆβ,−k −Xj
h
)]
+
1
n
n∑
k=1
n∑
j 6=k
[K(
αξˆβ,−k −Xj
h
)]− 1
n− 1
n∑
k=1
n∑
j 6=k
[K(
αξˆβ,−k −Xj
h
)]
=
1
n
n∑
k=1
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)] +
1
n
n∑
k=1
K(
αξˆβ,−k −Xk
h
)
+
1
n
n∑
k=1
n∑
j 6=k
[K(
αξˆβ,−k −Xj
h
)]− 1
n− 1
n∑
k=1
n∑
j 6=k
[K(
αξˆβ,−k −Xj
h
)]
= { 1
n
n∑
k=1
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]}
+{ 1
n
n∑
k=1
n∑
j=1
[K(
αξˆβ,−k −Xj
h
)]− 1
n− 1
n∑
k=1
n∑
j=1
[K(
αξˆβ,−k −Xj
h
)]
+
1
n− 1
n∑
k=1
K(
αξˆβ,−k −Xk
h
)}
≡ I1 + I2. (2.23)
Using Talyor series, I1 from (2.23) can be written as
I1 =
1
n
n∑
k=1
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]
=
1
n
n∑
k=1
n∑
i=1
[−ω(αξˆβ −Xi
h
)
αξˆβ,−k − αξˆβ
h
− 1
2
ω
′
(
αξˆβ −Xi
h
)(
αξˆβ,−k − αξˆβ
h
)2]
=
1
n
n∑
i=1
{−ω(αξˆβ −Xi
h
)
n∑
k=1
αξˆβ,−k − αξˆβ
h
− 1
2
n∑
k=1
ω
′
(
αξˆβ −Xi
h
)(
αξˆβ,−k − αξˆβ
h
)2}
= −1
2
1
n
n∑
i=1
n∑
k=1
ω
′
(
αξˆβ −Xi
h
)(
αξˆβ,−k − αξˆβ
h
)2 + op(1). (2.24)
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That is because by Bahadur (1966), we have
ξˆβ,−k − ξˆβ
= (ξˆβ,−k − ξβ)− (ξˆβ − ξβ)
= [
β − 1
n−1
∑n
j 6=k I(Xj ≤ ξβ)
f(ξβ)
]− [β −
1
n
∑n
i=1 I(Xi ≤ ξβ)
f(ξβ)
] + op(n
−1)
=
1
n
∑n
i=1 I(Xi ≤ ξβ)− 1n−1
∑n
j 6=k I(Xj ≤ ξβ)
f(ξβ)
+ op(n
−1)
=
1
n
∑n
i=1 I(Xi ≤ ξβ)− 1n−1
∑n
i=1 I(Xi ≤ ξβ)
f(ξβ)
+
1
n−1
∑n
j=1 I(Xj ≤ ξβ)− 1n−1
∑n
j 6=k I(Xj ≤ ξβ)
f(ξβ)
+ op(n
−1)
= −
1
n(n−1)
∑n
i=1 I(Xi ≤ ξβ)− 1n−1I(Xk ≤ ξβ)
f(ξβ)
+ op(n
−1)
=
1
n−1 [I(Xk ≤ ξβ)− 1n
∑n
i=1 I(Xi ≤ ξβ)]
f(ξβ)
+ op(n
−1)
=
1
n−1 [I(Xk ≤ ξβ)− Fn(ξβ)]
f(ξβ)
+ op(n
−1)
= Op(
1
n− 1) + op(n
−1)
= Op(
1
n
). (2.25)
And we also infer from (2.25) that (
αξˆβ,−k−αξˆβ
h
)2 = Op(
1
n2h2
).
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Under conditions of Theorem 2.1, I1 from (2.23) will be derived to
I1 = −1
2
1
n
n∑
i=1
n∑
k=1
ω
′
(
αξˆβ −Xi
h
)(
αξˆβ,−k − αξˆβ
h
)2 + op(1)
= −1
2
1
n
n∑
i=1
ω
′
(
αξˆβ −Xi
h
)
n∑
k=1
(
αξˆβ,−k − αξˆβ
h
)2
= −
∫ ∞
−∞
ω
′
(
αξˆβ − x
h
)dFn(x)nOp(
1
(n− 1)2h2 )
= Op(
1
nh2
)
{
1√
n
∫ ∞
−∞
ω
′
(
αξˆβ − x
h
)d
√
n[Fn(x)− F (x)] +
∫ ∞
−∞
ω
′
(
αξˆβ − x
h
)dF (x)
}
= Op(
1
nh2
)
∫ ∞
−∞
ω
′
(
αξˆβ − x
h
)dF (x)
= Op(
1
nh2
)
∫ ∞
−∞
ω
′
(y)dF (αξˆβ − yh)
= Op(
1
nh
)
∫ ∞
−∞
ω
′
(y)f(αξˆβ − yh)dy
= Op(
1
nh
). (2.26)
That is because
√
n[Fn(x)− F (x)]→ B(x), which is a Gaussian Process.
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Meanwhile, I2 from (2.23) can be written to
I2 =
n∑
k=1
[(
1
n
− 1
n− 1)
n∑
j=1
K(
αξˆβ,−k −Xj
h
) +
1
n− 1K(
αξˆβ,−k −Xk
h
)]
=
n∑
k=1
{ −1
n(n− 1)
n∑
j=1
K(
αξˆβ,−k −Xj
h
) +
1
n− 1K(
αξˆβ,−k −Xk
h
)}
=
−1
n− 1
n∑
k=1
[
1
n
n∑
j=1
K(
αξˆβ,−k −Xj
h
)−K(αξˆβ,−k −Xk
h
)]
=
−1
n− 1
n∑
k=1
{[ 1
n
n∑
j=1
K(
αξˆβ,−k −Xj
h
)− 1
n
n∑
j=1
K(
αξˆβ −Xj
h
) +
1
n
n∑
j=1
K(
αξˆβ −Xj
h
)]
−[K(αξˆβ,−k −Xk
h
)−K(αξˆβ −Xk
h
) +K(
αξˆβ −Xk
h
)]}
=
−1
n− 1
n∑
k=1
[
1
n
n∑
j=1
K(
αξˆβ,−k −Xj
h
)− 1
n
n∑
j=1
K(
αξˆβ −Xj
h
)]
+
−1
n− 1
n∑
k=1
1
n
n∑
j=1
K(
αξˆβ −Xj
h
)− −1
n− 1
n∑
k=1
[K(
αξˆβ,−k −Xk
h
)−K(αξˆβ −Xk
h
)]
− −1
n− 1
n∑
k=1
K(
αξˆβ −Xk
h
)
=
−1
n(n− 1)
n∑
k=1
n∑
j=1
[K(
αξˆβ,−k −Xj
h
)−K(αξˆβ −Xj
h
)] +
−1
n(n− 1)
n∑
k=1
n∑
j=1
K(
αξˆβ −Xj
h
)
− −1
n− 1
n∑
k=1
[K(
αξˆβ,−k −Xk
h
)−K(αξˆβ −Xk
h
)]− −1
n− 1
n∑
k=1
K(
αξˆβ −Xk
h
)
= Op(
1
n(n− 1)h)−
1
n(n− 1)
n∑
k=1
n∑
j=1
K(
αξˆβ −Xj
h
)
−Op( 1
(n− 1)2h) +
1
n− 1
n∑
k=1
K(
αξˆβ −Xk
h
)
= − 1
n(n− 1)
n∑
k=1
n∑
j=1
K(
αξˆβ −Xj
h
) +
1
n− 1
n∑
k=1
K(
αξˆβ −Xk
h
) +Op(
1
n2h
)
= − 1
n− 1
n∑
j=1
K(
αξˆβ −Xj
h
) +
1
n− 1
n∑
k=1
K(
αξˆβ −Xk
h
) +Op(
1
n2h
)
= Op(
1
n2h
). (2.27)
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From (2.26) and (2.27), we get I1 + I2 = Op(
1
nh
), which imply that
1
n
n∑
k=1
Vˆk(α, β)
=
n− 1
n
n∑
k=1
[Tˆn(α, β)− Tˆn−1,k(α, β)] + Tˆn(α, β)
= Tˆn(α, β) +
n− 1
n
Op(
1
nh
)
= Tˆn(α, β) +Op(
1
nh
). (2.28)
Therefore
√
n{ 1
n
n∑
k=1
Vˆk(α, β)− θαβ}
=
√
n[Tˆn(α, β)− θαβ] +Op( 1√
nh
)
d−→ N(0, σ2αβ). (2.29)
Thus, Lemma 1 holds.
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Lemma 2. Under the conditions in Theorem 2.1, we have
1
n
n∑
k=1
{Vˆk(α, β)− θαβ}2 p−→ σ2αβ. (2.30)
Proof:
Based on conclusion from Lemma 1, we can write that
1
n
n∑
k=1
{Vˆk(α, β)− θαβ}2
=
1
n
n∑
k=1
Vˆ 2k (α, β)− 2θαβ
1
n
n∑
k=1
Vˆk(α, β) +
1
n
n∑
k=1
θ2αβ
p−→ 1
n
n∑
k=1
Vˆ 2k (α, β)− 2θαβθαβ +
1
n
nθ2αβ
=
1
n
n∑
k=1
Vˆ 2k (α, β)− θ2αβ. (2.31)
As we define earlier that the jackknife pseudovalue is
Vˆk(α, β) = nTˆn(α, β)− (n− 1)Tˆn−1,k(α, β). (2.32)
By substituting this into Vˆk(α, β), we get
Vˆk(α, β)
=
n∑
i=1
K(
αξˆβ −Xi
h
)−
n∑
j 6=k
K(
αξˆβ,−k −Xj
h
)
=
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)] +K(
αξˆβ,−k −Xk
h
), (2.33)
which imply
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Vˆ 2k (α, β)
= {
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]}2
+K2(
αξˆβ,−k −Xk
h
)
+2K(
αξˆβ,−k −Xk
h
)
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]. (2.34)
Then,
1
n
n∑
k=1
Vˆ 2k (α, β)
=
1
n
n∑
k=1
{
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]}2
+
1
n
n∑
k=1
K2(
αξˆβ,−k −Xk
h
)
+
2
n
n∑
k=1
K(
αξˆβ,−k −Xk
h
)
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]
≡ J1 + J2 + J3. (2.35)
Based on Lemma 1, we have ξˆβ,−k − ξˆβ =
1
n−1 [I(xk≤ξβ)− 1n
∑n
i=1 I(Xi≤ξβ)]
f(ξβ)
+ op(n
− 1
2 ) and
ξˆβ,−k − ξˆβ = Op( 1n). By applying this conclusion and Taylor series, J1 from (2.35) can be
written as
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J1 =
1
n
n∑
k=1
{
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]}2
=
1
n
n∑
k=1
{
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]}2
=
1
n
n∑
k=1
{
n∑
i=1
ω(
αξˆβ −Xi
h
)
αξˆβ,−k − αξˆβ
h
}2 + op(1)
=
1
n
n∑
k=1
(
αξˆβ,−k − αξˆβ
h
)2{
n∑
i=1
ω(
αξˆβ −Xi
h
)}2 + op(1)
=
1
n
α2
h2
n∑
k=1
(ξˆβ,−k − ξˆβ)2{n
∫ ∞
−∞
ω(
αξˆβ − x
h
)dFn(x)}2 + op(1)
=
α2
nh2
n∑
k=1
(ξˆβ,−k − ξˆβ)2{ n√
n
∫ ∞
−∞
ω(
αξˆβ − x
h
)d
√
n[Fn(x)− F (x)]
+n
∫ ∞
−∞
ω(
αξˆβ − x
h
)dF (x)}2 + op(1)
=
α2
nh2
n∑
k=1
(ξˆβ,−k − ξˆβ)2{n
∫ ∞
−∞
ω(
αξˆβ − x
h
)dF (x)}2 + op(1)
=
nα2
h2
n∑
k=1
(ξˆβ,−k − ξˆβ)2[
∫ ∞
−∞
ω(z)dF (αξβ − zh)]2 + op(1)
=
nα2
f 2(ξβ)h2
n∑
k=1
1
(n− 1)2 [I(xk ≤ ξβ)I(xk ≤ ξβ)− 2I(xk ≤ ξβ)
1
n
n∑
i=1
I(Xi ≤ ξβ)
+
1
n2
n∑
i=1
I(Xi ≤ ξβ)
n∑
i=1
I(Xi ≤ ξβ)][
∫ ∞
−∞
ω(z)dF (αξβ − zh)]2 + op(1)
=
n2α2(−h)2
f 2(ξβ)h2(n− 1)2 [Fn(ξβ)− F
2
n(ξβ)][
∫ ∞
−∞
ω(z)f(αξβ − zh)dz]2 + op(1)
=
n2α2f 2(αξβ)
f 2(ξβ)(n− 1)2 [β − β
2]12 + op(1)
=
n2α2β(1− β)f 2(αξβ)
f 2(ξβ)(n− 1)2
p−→ α
2β(1− β)f 2(αξβ)
f 2(ξβ)
. (2.36)
By Taylor’s series, J2 from (2.35) can be written as
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J2
=
1
n
n∑
k=1
K2(
αξˆβ,−k −Xk
h
)
=
1
n
n∑
k=1
[K2(
αξˆβ,−k −Xk
h
)−K2(αξβ −Xk
h
)] +
1
n
n∑
k=1
K2(
αξβ −Xk
h
)
=
1
n
n∑
k=1
{2K(αξβ −Xk
h
)ω(
αξβ −Xk
h
)
αξˆβ,−k − αξβ
h
} − 1
2
[2ω2(
αξβ −Xk
h
)(
αξˆβ,−k − αξβ
h
)2]
+
1
n
n∑
k=1
K2(
αξβ −Xk
h
) + op(1)
=
1
n
n∑
k=1
K2(
αξβ −Xk
h
) + op(1)
= EK2(
αξβ − x
h
) + op(1)
= θαβ + op(1). (2.37)
Based on the proof of Lemma 1, we have 1
n
∑n
k=1
∑n
i=1[K(
αξˆβ−Xi
h
) − K(αξˆβ,−k−Xi
h
)] =
Op(
1
nh
).
Since K(
αξˆβ,−k−Xk
h
) is a cumulative distribution function, it ranges from 0 to 1. Under
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the conditions of Theorem 2.1, J3 from (2.35) can be written as
J3
=
2
n
n∑
k=1
K(
αξˆβ,−k −Xk
h
)
n∑
i=1
[K(
αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)]
≤ 2
n
n∑
k=1
|K(αξˆβ,−k −Xk
h
)|
n∑
i=1
[|K(αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)|]
≤ 2
n
n∑
k=1
1
n∑
i=1
[|K(αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)|]
= 2
1
n
n∑
k=1
n∑
i=1
[|K(αξˆβ −Xi
h
)−K(αξˆβ,−k −Xi
h
)|]
=
2
n
n∑
k=1
n∑
i=1
[| − ω(αξˆβ −Xi
h
)
αξˆβ,−k − αξˆβ
h
− 1
2
ω
′
(
αξˆβ −Xi
h
)(
αξˆβ,−k − αξˆβ
h
)2|]
=
1
n
n∑
i=1
n∑
k=1
|ω′(αξˆβ −Xi
h
)(
αξˆβ,−k − αξˆβ
h
)2|+ op(1)
=
∫ ∞
−∞
|ω′(αξˆβ − x
h
)|dFn(x)nOp( 1
(n− 1)2h2 )
= Op(
1
nh2
)
{
1√
n
∫ ∞
−∞
|ω′(αξˆβ − x
h
)|d√n[Fn(x)− F (x)] +
∫ ∞
−∞
|ω′(αξˆβ − x
h
)|dF (x)
}
= Op(
1
nh2
)
∫ ∞
−∞
|ω′(αξˆβ − x
h
)|dF (x)
= Op(
1
nh2
)
∫ ∞
−∞
|ω′(y)|dF (αξˆβ − yh)
= Op(
1
nh
)
∫ ∞
−∞
|ω′(y)|f(αξˆβ − yh)dy
= Op(
1
nh
). (2.38)
Based on (2.36), (2.37) and (2.38), we have
1
n
n∑
k=1
Vˆ 2k (α, β)
p−→ α
2β(1− β)f 2(α, β)
f 2(ξβ)
+ θαβ. (2.39)
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In sum
1
n
n∑
k=1
{Vˆk(α, β)− θαβ}2
p−→ α
2β(1− β)f 2(α, β)
f 2(ξβ)
+ θαβ − θ2αβ
= σ2αβ. (2.40)
Proof of Theorem 2.2. It follows immediately from Lemma 1 and Lemma 2.
Proof of Theorem 2.3. According to Gong, Peng and Li (2010), define g(λ) =
1
n
∑n
i=1
Vˆi(α,β)−θαβ
1+λ(Vˆi(α,β)−θαβ) . It is easy to check that
0 = |g(λ)| = 1
n
|
n∑
i=1
(Vˆi(α, β)− θαβ)− λ
n∑
i=1
(Vˆi(α, β)− θαβ)2
1 + λ(Vˆi(α, β)− θαβ)
|
≥ |λ
n
n∑
i=1
(Vˆi(α, β)− θαβ)2
1 + λ(Vˆi(α, β)− θαβ)
| − | 1
n
n∑
i=1
(Vˆi(α, β)− θαβ|
≥ |λ|Sn
1 + |λ|Zn − |
1
n
n∑
i=1
(Vˆi(α, β)− θαβ)|, (2.41)
where Sn =
1
n
∑n
i=1(Vˆi(α, β)− θαβ)2 and Zn = max1≤i≤n|Vˆi(α, β)− θαβ|.
From Lemma 1 and Lemma 2, we have |λ| = Op{n− 12}.
Put γi = λ(Vˆi(α, β)− θαβ), then we have max1≤i≤n|γi| = Op(1).
0 = g(λ) =
1
n
n∑
i=1
(Vˆi(α, β)− θαβ)(1− γi + γ
2
i
1 + γi
)
=
1
n
n∑
i=1
(Vˆi(α, β)− θαβ)− Snλ+ 1
n
n∑
i=1
(Vˆi(α, β)− θαβ)γ2i
1 + γi
=
1
n
n∑
i=1
(Vˆi(α, β)− θαβ)− Snλ+Op( 1
n
), (2.42)
which implies that λ = S−1n
1
n
∑n
i=1(Vˆi(α, β)− θαβ) + βn, where βn = Op( 1n).
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So
ln(θαβ)
= −2log Ln(θαβ)
= 2
n∑
i=1
log{1 + λ(Vˆi(α, β)− θαβ)}
= 2
n∑
i=1
γi −
n∑
i=1
γ2i + 2
n∑
i=1
ηi
= 2nλ
1
n
n∑
i=1
(Vˆi(α, β)− θαβ)− nSnλ2 + 2
n∑
i=1
ηi
=
n{ 1
n
∑n
i=1(Vˆi(α, β)− θαβ)}2
Sn
− nSnβ2n + 2
n∑
i=1
ηi
=
n{ 1
n
∑n
i=1(Vˆi(α, β)− θαβ)}2
Sn
+Op(1)
d−→ χ2(1). (2.43)
Theorem 2.3 holds.
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PART 3
LORENZ CURVE
This part is organized as follows. In Section 3.1, we first define a kernel estimator for
Lorenz curve, then propose methods to choose bandwidth for the kernel estimator. Later, the
empirical estimator and kernel estimator are evaluated through MSE and ARE. In Section
3.2, the jackknife pseudo-values and the jackknife empirical likelihood properties for Lorenz
curve is derived. In section 3.3, normal approximation-based confidence intervals and sev-
eral bootstrap-based confidence intervals for Lorenz curve are presented, together with the
proposed smoothed jackknife empirical likelihood-based confidence interval. In section 3.4,
numerical studies are conducted to compare the performance of the proposed estimators, as
well as the proposed methods to build confidence intervals. The confidence intervals based
on proposed methods are illustrated through a real example. Technique details for proof will
be given at the end of this part.
3.1 Estimation of a Lorenz Curve
3.1.1 Empirical Estimator for Lorenz Curve
Lorenz Curve is defined as follows:
η(t) =
1
µ
∫ ξt
0
xdF (x), (3.1)
where µ =
∫∞
0
xdF (x) is the mean of F (x), and ξt = F
−1(t) is the t − th quantile of F (x).
For a fixed t ∈ [0, 1], the Lorenz ordinate η(t) is the percentage of total income owned by
wealth-holders of the lowest t− th percentage of incomes.
Let X1, X2, ..., Xn be a simple random sample drawn from the population X with c.d.f.
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F (x). The Lorenz ordinate η(t) satisfies
E[X(I(X ≤ ξt)− η(t))] = 0.
An empirical estimate for η(t) can be found from the following estimating equation
1
n
n∑
i=1
XiI(Fn(Xi) ≤ t)− η(t)X¯ = 0,
where
Fn(x) =
1
n
n∑
i=1
I(Xi ≤ x).
Therefore, the empirical estimator for Lorenz Curve η(t) is
ηˆ(t) =
1
X¯
1
n
n∑
i=1
XiI(Xi ≤ F−1n (t)).
3.1.2 A Kernel Estimator for a Lorenz Curve
η(t) is a smoothing function in many applications. To find a smoothing estimator for
η(t), we apply the kernel method. A smoothed estimator of η(t) may have nice properties.
Lloyd and Yong (1999) proved that the kernel estimator for the ROC curve performs better
than the empirical estimator for its smaller mean-square error, especially when sample size
increases. In regard of the sample quantile, Yang and Shie-Shien (1985) illustrated that
the smooth estimator to the conventional sample quantize function is essentially a kernel
estimator, which has the same asymptotic distribution as the conventional sample quantile
without smoothness. In this part, we develop a kernel method to estimate the Lorenz
ordinate.
We define a kernel function K(x) =
∫ x
−∞ ω(y)dy, where ω is a probability density func-
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tion. The smoothed estimator of the Lorenz ordinate can be constructed as follows
Tˆn(t) =
1
nX¯
n∑
i=1
XiK(
t− Fn(Xi)
h
). (3.2)
We derive the asymptotic normality of the smoothed estimator Tˆn(t) in the following
theorem.
Theorem 3.1. Assume ω is a probability density function with bounded support and its
first derivative exists on its supporting set. If h = h(n)→ 0, 1√
nh2
→ 0 as n→∞, then
√
n{Tˆn(t)− η(t)} d−→ N(0, σ2(t)),
where σ2(t) = 1
µ2
[ξ2t t(1− t) + (1− 2η(t))
∫ ξt
0
x2dF (x) + η2(t)
∫∞
−∞ x
2dF (x)] .
3.1.3 Bandwidth Selection for the Kernel Estimator by Cross-validation Method
The choice of bandwidth h is one of the most difficulties in studying kernel function
related topics. Multiple methods have been used to select bandwidth. In our research,
we propose a cross-validation (CV) method to choose bandwidth. In order to ease the
implement, we utilize a 2-fold cross-validation method. From the previous section, the
smoothed Lorenz ordinate estimate for η(t) is as in (3.2), where h is chosen to be h = cn−1/3,
based on our simulation experience. This formula implies that the choice of h is controlled
by the constant c. In the following descriptions, we denote Tˆn,c(t) = Tˆn(t). For a given t, we
propose a cross-validation (CV) procedure for selecting c by minimizing the Mean Squared
Error(MSE),
MSE(c) = E[Tˆn,c(t)− η(t)]2.
By simple random sampling, we split the sample into two parts, where the first part
is treated as the training sample, based on which we construct the smoothed estimator for
Lorenz ordinate Tˆ
(1)
n,c (t). And the second part is treated as the validation sample, based on
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which we construct the empirical estimator ηˆ(2)(t). The following cross-validation estimate
of the MSE is obtained by repeating the random split enough times.
CVc =
1
L
L∑
l=1
[Tˆ (1,l)n,c (t)− ηˆ(2,l)(t)]2,
where L is the number of random splits. A constant c is chosen such that CVc is minimized.
A small value of bandwidth h will cause small bias and large variance, while a large
value of h will lead to small variance in sacrificing bias. The plot of MSE vs. bandwidth
can be a“smiling curve” which can be refer to Part 2. So the value of MSE is a trade-off
between bias and variance; minimizing MSE can compromise these two terms.
Meanwhile if we want to study the overall performance of the kernel estimator for the
Lorenz curve across all t, we can select the constant c by minimizing the Average Mean
Squared Error (AMSE).
AMSE(c) = E
1
K
K∑
k=1
[Tˆn,c(tk)− η(tk)]2, k = 1, 2, ..., K,
where tk is in a fine grid of (0,1), K is an integer.
Similar to MSE, the cross-validation estimate of the AMSE is
ACVc =
1
L
1
K
L∑
l=1
K∑
k=1
[Tˆ (1,l)n,c (tk)− ηˆ(2,l)(tk)]2.
In our study, constant c is chosen by using the cross-validation method to minimize
AMSE.
3.1.4 Point Estimator Evaluation
In this section, we are going to compare the empirical estimator ηˆ(t) and the smoothed
estimator Tˆn(t). There are several point estimator evaluation methods including MSE, best
unbiased estimator, sufficiency and unbiasedness, etc. To ease the implementation and
explanation, Mean Square Error(MSE) is chosen as our first evaluation method.
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The MSE of the empirical estimator ηˆ(t) is
MSEηˆ = E[ηˆ − η(t)]2,
and the MSE of the kernel estimator ηˆ(t) is
MSETˆn(t) = E[Tˆn(t)− η(t)]
2
.
The second method we use to evaluate these two estimators is the Asymptotic Relative
Efficiency (ARE). Based on Zheng (2002), the empirical estimator satisfies
√
n (ηˆ(t)− η(t)) d−→ N(0, σ2v),
where σ2v =
∫∞
0
[(x− ξt0)I(x ≤ ξt0)− xη]2dF (x)− (t0ξt0)2.
And we proved in Theorem 3.1 that the kernel estimator satisfies
√
n(Tˆn(t)− η(t)) d−→ N(0, σ2(t)).
Then the ARE of Tˆn(t) with respect to ηˆ(t) is
ARE(Tˆn(t), ηˆ(t)) =
σ2v
σ2(t)
.
ARE > 1 indicates that the kernel estimator Tˆn(t) is more efficient than the empirical
estimator ηˆ(t).
3.2 Smoothed Jackknife Empirical Likelihood for a Lorenz Curve
Based on Tukey (1958) who used the jackknife method to estimate the variance, the
jackknife pseudo-values for Lorenz curve can be defined as
Vˆi(t) = nTˆn(t)− (n− 1)Tˆn−1,i(t), (3.3)
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where Tˆn−1,i(t) = 1(n−1)X¯n−1,i
∑
j 6=iXjK(
t−Fn,i(t)
h
) is the given statistics Tn−1 but computed
on n− 1 observations X1, X2, ..., Xi−1, Xi+1, ..., Xn, i = 1, ..., n, Fn,i(t) = 1n−1
∑
j 6=i I(Xj ≤ t)
and X¯n−1,i = 1n−1
∑n
j 6=iXj is the sample mean based on these n− 1 observations.
Next, we define the jackknife empirical likelihood for η = η(t) as
L(t, η) = sup
{
n∏
i=1
pi :
n∑
i=1
npi = 1,
n∑
i=1
piVˆi(t) = η
}
. (3.4)
By using the Lagrange multiplier method, the maximization for (3.4) is obtained at
pi =
1
n
{1 + λ[Vˆi(t)− η]}−1, (3.5)
where λ = λ(t, η) is the solution to
1
n
n∑
i=1
Vˆi(t)− η
1 + λ(Vˆi(t)− η)
= 0. (3.6)
Clearly
∏n
i=1 pi is subject to
∑n
i=1 pi = 1, pi ≥ 0, i = 1, 2, ..., n. Because of L(t, η)
attains its maximization n−n at pi = n−1, the jackknife empirical likelihood ratio for η can
be defined as
Ln(η(t)) =
n∏
i=1
(npi) =
n∏
i=1
{1 + λ(Vˆi(t)− η)}−1, (3.7)
which gives the log jackknife empirical likelihood ratio as
ln(η(t)) = −2 logLn(η(t)) = 2
n∑
i=1
log{1 + λ(Vˆi(t)− η)}. (3.8)
The jackknife variance estimator for Tˆn(t) is defined as follows
υJACK(t) =
1
n(n− 1)
n∑
i=1
[Vˆi(t)− 1
n
n∑
j=1
Vˆj(t)]
2 =
n− 1
n
n∑
i=1
[Tˆn−1,i(t)− 1
n
n∑
j=1
Tˆn−1,j(t)]2. (3.9)
We derive the following theorems to show that the jackknife variance estimator is a
consistent estimator for σ2(t).
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Theorem 3.2. Under conditions of Theorem 3.1, we have
υJACK(t)
p−→ σ2(t), (3.10)
where σ2(t) is defined in Theorem 3.1
Theorem 3.3. Under the conditions of Theorem 3.1, we have
ln(η(t))
d−→ χ2(1). (3.11)
3.3 Confidence Intervals for a Lorenz Curve
In this section, we compare confidence intervals for η(t) including the most commonly
used normal approximation-based confidence intervals, the proposed bootstrap-based confi-
dence intervals, and the proposed jackknife empirical likelihood-based confidence interval.
3.3.1 Normal Approximation-based Confidence Intervals
The first confidence interval we are going to discuss here is a normal approximation-
based confidence interval, which is a very popular interval estimation method for an unknown
parameter.
Zheng (2002) showed that the empirical estimator ηˆ(t) for Lorenz curve η(t) is asymp-
totically normal with variances σ2v , i.e.,
√
n (ηˆ(t)− η(t)) −→ N(0, σ2v),
where σ2v =
∫∞
0
[(x− ξt0)I(x ≤ ξt0)− xη]2dF (x)− (t0ξt0)2.
Therefore, based on the empirical estimator, the first (1− α) level normal approximate
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(NA1)-based confidence interval for η(t) can be constructed as
(l1, u1) = (ηˆ(t)−
z1−α
2
σˆv√
n
, ηˆ(t) +
z1−α
2
σˆv√
n
),
where z1−α
2
is the (1− α
2
)− th quantile of the standard normal distribution, and
σˆ2v =
∫ ∞
0
[(x− ξˆt0)I(x ≤ ξˆt0)− xηˆ]2dFn(x)− (t0ξˆt0)2
is a consistent estimate of σ2v .
Based on Theorem 3.1, the kernel estimator Tˆn(t) for the Lorenz curve η(t) is asymp-
totically normal with variances σ2(t) , i.e.,
√
n(Tˆn(t)− η(t)) −→ N(0, σ2(t)),
where σ2(t) is defined in Theorem 3.1.
Therefore, the second (1−α) level normal approximate (NA2) based confidence interval
for η(t) built on the smoothed estimator can be constructed as
(l2, u2) = (Tˆn(t)−
z1−α
2
σˆ(t)√
n
, Tˆn(t) +
z1−α
2
σˆ(t)√
n
),
where
σˆ2(t) =
1
X¯2
{ξˆ2t t(1− t) + (1− 2Tˆn(t))
∫ ξˆt
0
x2dFn(x) + Tˆ
2
n(t)
∫ ∞
−∞
x2dFn(x)}.
3.3.2 Bootstrap-based Confidence Intervals
For most of interval estimations, confidence intervals are mainly built based on the
parametric distribution assumption of the data. However, the parametric assumptions such
as Gaussian distribution may not work well because income data is usually skewed or has
outliers. Bootstrapping has gradually become a computationally intensive statistical tech-
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nique for constructing confidence intervals without assumption of parametric distribution for
the sample data. As in our case, we have complicated variance estimates based on both the
empirical estimator and the kernel estimator, so we will develop multiple bootstrap meth-
ods to estimate the asymptotic variance and thus construct confidence intervals. Both the
empirical estimator and smoothed estimator will be used to construct the bootstrap-based
confidence intervals for the Lorenz curve η(t).
First of all, the bootstrap resample {X∗1 , X∗2 , X∗3 , ..., X∗n} is drawn from the original data
{X1, X2, X3, ..., Xn} with replacement. The bootstrap versions of the empirical estimator for
Lorenz curve is
ηˆ∗ =
∑n
i=1X
∗
i I(X
∗
i ≤ ξ∗t0)∑n
i=1X
∗
i
.
By repeating this bootstrap procedure for B times, B bootstrap copies of ηˆ are obtained.
We denoted them as {ηˆ∗b , b = 1, 2, ..., B}. Thus, the bootstrap sample variance of ηˆ∗b ’s
V ∗L =
1
B − 1
B∑
b=1
(ηˆ∗b − η¯∗)2,
where η¯∗ = 1
B
∑B
b=1 ηˆ
∗
b , is used to estimate the asymptotic variance of ηˆ.
Two bootstrap confidence intervals for η(t) based on the empirical estimator are con-
structed as follows:
1. BT1 interval:
(l3, u3) = (ηˆ − z1−α/2
√
V ∗L , ηˆ + z1−α/2
√
V ∗L ),
2. BT2 interval:
(l4, u4) = (η¯
∗ − z1−α/2
√
V ∗L , η¯
∗ + z1−α/2
√
V ∗L ).
The next method to construct a confidence interval for η(t) is the bootstrap bias cor-
rection and acceleration (BCa1) method, which does not need a variance estimation.
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3. BCa1 interval:
(l5, u5) = (ηˆ
∗
([Bβ1])
, ηˆ∗([Bβ2])).
where
β1 = Φ(b+
b+ zα/2
1− a(b+ zα/2)), β2 = Φ(b+
b+ z1−α/2
1− a(b+ z1−α/2))
with correction constants a and b defined by
a =
1
6
n∑
i=1
ϕ3i /(
n∑
i=1
ϕ2i )
3
2 , b = Φ−1(
1
B
B∑
b=1
I(ηˆ∗b ≤ ηˆ))
where ϕi = ηˆ(.) − ηˆ(−i), and ηˆ(−i) is the ηˆ computed by deleting the i − th observation in
original data, and ηˆ(.) =
1
n
∑n
i=1 ηˆ(−i).
Next, the bootstrap version of the kernel estimator for the Lorenz curve η(t) is
Tˆ ∗(t) =
1
nX¯∗
n∑
i=1
X∗iK(
t− Fn(X∗i )
h
).
After repeating this bootstrap procedure for B times, B bootstrap copies of Tˆn are
obtained, denoted as {Tˆ ∗b , b = 1, 2, ..., B}.
Thus, the bootstrap sample variance of Tˆ ∗b ’s is used to estimate the asymptotic variance
of Tˆn(t),
V ∗LT =
1
B − 1
B∑
b=1
(Tˆ ∗b − T¯ ∗)2,
where T¯ ∗ = 1
B
∑B
b=1 Tˆ
∗
b .
Similarly, three bootstrap confidence intervals based on the kernel estimator for Lorenz
curve η(t) are constructed as follows:
4. BT3 interval:
(l6, u6) = (Tˆn − z1−α/2
√
V ∗LT , Tˆn + z1−α/2
√
V ∗LT ),
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5. BT4 interval:
(l7, u7) = (T¯
∗ − z1−α/2
√
V ∗LT , T¯
∗ + z1−α/2
√
V ∗LT ).
6. BCa2 interval:
(l8, u8) = (Tˆ
∗
([Bβ1])
, Tˆ ∗([Bβ2])).
where
β1 = Φ(b+
b+ zα/2
1− a(b+ zα/2)), β2 = Φ(b+
b+ z1−α/2
1− a(b+ z1−α/2))
with correction constants a and b defined by
a =
1
6
n∑
i=1
ϕ3i /(
n∑
i=1
ϕ2i )
3
2 , b = Φ−1(
1
B
B∑
b=1
I(Tˆ ∗b ≤ Tˆn))
where ϕi = Tˆ(.) − Tˆ(−i), and Tˆ(−i) is the Tˆn computed by deleting the i − th observation in
original data, and Tˆ(.) =
1
n
∑n
i=1 Tˆ(−i).
3.3.3 Smoothed Jackknife Empirical Likelihood-based Confidence Interval
Based on the jackknife empirical likelihood theory discussed in Section 3.2, we can make
inference for Lorenz curve (LC). According to Theorem 3.3, the smoothed jackknife empirical
likelihood (SJEL)-based confidence interval for η(t) can be constructed as
(le, ue) = {η : ln(η(t)) ≤ χ21,1−α}.
3.4 Numerical Studies and a Real Example
The proposed smoothed estimator will be compared with the empirical estimator in
this section. Then, the coverage probabilities and interval lengths are evaluated for NA1,
NA2, BT1, BT2, BT3, BT4, BCa1, BCa2 and SJEL intervals for Lorenz curve. Later, a real
example is used to illustrate the proposed methods.
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3.4.1 Numerical Studies
In the numerical studies, the empirical estimator ηˆ(t) and the kernel estimator Tˆn(t)
are compared in terms of MSE and ARE. Next, the simulation results for the coverage
probabilities and the average interval lengths of the proposed confidence intervals for the
Lorenz ordinate are presented and discussed.
One thousand random samples are generated from the Chi-square distribution with
degree of freedom 3 under the following settings. The sample size is selected to be 100, 200,
and 500, respectively, and t is chosen to be 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8. Then, Table
(3.1) contains the comparison of the two estimators. Biasηˆ is the bias calculated for the
empirical estimator, and BiasTˆn(t) is the bias for the kernel estimator. {ARE > 1} indicates
the frequency of σˆ2(t) ≤ σˆ2v based on the 1,000 samples.
Table (3.1) shows that, even with a slightly larger bias, the kernel estimator Tˆn(t) has
a smaller MSE than the empirical estimator ηˆ(t). At the same time, the percentage of
{ARE > 1} is all larger than 50 % across all different sample sizes, which means, in most
cases, the kernel estimator has a smaller variance than the empirical estimator. Clearly, the
proposed kernel estimator is able to compete the empirical estimator.
For the interval estimation evaluation, the same simulation settings will be used, except
that samples are generated from the Chi-square distribution with degree of freedom 3, and the
Wellbull distribution with shape=1 and scale=2. We construct the 95% and 90% confidence
intervals for Lorenz curve η(t) with t=0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. Five kernel
density functions including Uniform, Triangular, Biweight, Triweight and Epanechnikov are
compared and finally the Quartic/Triweight kernel density function ω(x) = 35
32
(1−t2)2I(|t| ≤
1) is chosen for the kernel estimator, and the constant c for bandwidth h = cn−1/3 is selected
via the proposed cross-validation method, where c are valued differently based on different
quantiles. For the bootstrap variance estimate, 500 bootstrap re-samples are drawn from
the original sample based on F (x).
First of all, we calculate the coverage probabilities and average lengths for the Lorenz
curve with Chi-square distribution, for t from 0.1 to 0.9, shown in Table (3.2) and Table
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Table 3.1 MSE, bias and the percentage of ARE > 1 generated from Chi-square distribu-
tion(df=3) are compared for empirical estimator and the proposed smoothed estimator for
LC with t ranges from 0.2 to 0.8
Sample Size t Biasηˆ BiasTˆn(t) MSEηˆ MSETˆn(t) ARE> 1
100 0.2 0.0007988 0.0000303 0.0000457 0.0000420 63.3%
0.3 0.0012336 0.0002300 0.0001167 0.0001095 57.8%
0.4 0.0015107 0.0023934 0.0002197 0.0002090 67.0%
0.5 0.0016503 0.0023045 0.0003441 0.0003266 71.7%
0.6 0.0018173 0.0024518 0.0004751 0.0004490 72.4%
0.7 0.0021618 0.0031213 0.0005804 0.0005455 73.2%
0.8 0.0023247 0.0052457 0.0006236 0.0005741 62.4%
200 0.2 0.0008439 0.0005584 0.0000207 0.0000194 70.2%
0.3 0.0011933 0.0005786 0.0000510 0.0000486 60.1%
0.4 0.0014810 0.0024493 0.0000945 0.0000941 50.3%
0.5 0.0017496 0.0026769 0.0001430 0.0001418 50.5%
0.6 0.0020858 0.0030494 0.0001919 0.0001900 52.8%
0.7 0.0021838 0.0035613 0.0002383 0.0002350 51.5%
0.8 0.0020453 0.0047925 0.0002670 0.0002655 55.1%
500 0.2 0.0002354 0.0002046 0.0000079 0.0000078 73.6%
0.3 0.0004232 0.0002602 0.0000200 0.0000197 59.3%
0.4 0.0006112 0.0013564 0.0000385 0.0000392 51.4%
0.5 0.0007637 0.0015491 0.0000627 0.0000634 53.3%
0.6 0.0009519 0.0018398 0.0000911 0.0000916 53.4%
0.7 0.0010729 0.0022663 0.0001160 0.0001170 53.1%
0.8 0.0011004 0.0030915 0.0001269 0.0001300 51.2%
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Table 3.2 Coverage probabilities and interval lengths at 90% confidence level for LC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.880 0.0096 0.884 0.0213 0.891 0.0338 0.896 0.0462
NA2 0.852 0.0092 0.875 0.0204 0.850 0.0329 0.932 0.0447
BT1 0.950 0.0116 0.932 0.0239 0.923 0.0370 0.926 0.0508
BT2 0.901 0.0116 0.892 0.0239 0.896 0.0370 0.895 0.0508
BT3 0.927 0.0086 0.920 0.0200 0.919 0.0315 0.899 0.0436
BT4 0.895 0.0086 0.905 0.0200 0.895 0.0315 0.895 0.0436
BCa1 0.915 0.0097 0.914 0.0221 0.919 0.0352 0.928 0.0488
BCa2 0.857 0.0087 0.890 0.0201 0.880 0.0317 0.892 0.0438
SJEL 0.907 0.0104 0.908 0.0216 0.897 0.0340 0.900 0.0465
200 NA1 0.882 0.0066 0.906 0.0149 0.904 0.0237 0.905 0.0327
NA2 0.862 0.0066 0.902 0.0147 0.935 0.0235 0.910 0.0321
BT1 0.920 0.0073 0.920 0.0159 0.912 0.0248 0.917 0.0343
BT2 0.890 0.0073 0.907 0.0159 0.905 0.0248 0.907 0.0343
BT3 0.916 0.0063 0.910 0.0144 0.905 0.0228 0.902 0.0315
BT4 0.895 0.0063 0.902 0.0144 0.912 0.0228 0.897 0.0315
BCa1 0.901 0.0067 0.919 0.0153 0.908 0.0243 0.907 0.0338
BCa2 0.875 0.0063 0.892 0.0145 0.895 0.0230 0.890 0.0316
SJEL 0.915 0.0075 0.919 0.0156 0.911 0.0244 0.912 0.0334
500 NA1 0.883 0.0041 0.904 0.0093 0.901 0.0149 0.891 0.0206
NA2 0.912 0.0041 0.917 0.0093 0.930 0.0149 0.922 0.0205
BT1 0.899 0.0043 0.914 0.0096 0.904 0.0152 0.901 0.0211
BT2 0.888 0.0043 0.903 0.0096 0.908 0.0152 0.906 0.0211
BT3 0.901 0.0040 0.907 0.0092 0.904 0.0147 0.903 0.0203
BT4 0.910 0.0040 0.905 0.0092 0.903 0.0147 0.905 0.0203
BCa1 0.883 0.0041 0.907 0.0094 0.903 0.0151 0.900 0.0210
BCa2 0.900 0.0040 0.902 0.0092 0.905 0.0146 0.917 0.0203
SJEL 0.904 0.0049 0.910 0.0103 0.910 0.0159 0.907 0.0216
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Table 3.3 Coverage probabilities and interval lengths at 90% confidence level for LC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.5 to 0.9.
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.884 0.0584 0.892 0.0688 0.883 0.0765 0.888 0.0791 0.855 0.0695
NA2 0.877 0.0551 0.889 0.0641 0.867 0.0710 0.855 0.0697 0.872 0.0497
BT1 0.918 0.0639 0.914 0.0756 0.919 0.0858 0.932 0.0919 0.954 0.0916
BT2 0.888 0.0639 0.890 0.0756 0.890 0.0858 0.880 0.0919 0.875 0.0916
BT3 0.882 0.0566 0.885 0.0671 0.888 0.0727 0.882 0.0744 0.880 0.0645
BT4 0.892 0.0566 0.895 0.0671 0.897 0.0727 0.882 0.0744 0.879 0.0645
BCa1 0.918 0.0621 0.902 0.0738 0.920 0.0847 0.917 0.0902 0.924 0.0871
BCa2 0.890 0.0566 0.877 0.0670 0.875 0.0721 0.872 0.0731 0.815 0.0616
SJEL 0.893 0.0589 0.894 0.0700 0.895 0.0777 0.903 0.0807 0.886 0.0715
200 NA1 0.906 0.0412 0.901 0.0487 0.884 0.0543 0.876 0.0563 0.888 0.0507
NA2 0.867 0.0400 0.862 0.0470 0.867 0.0525 0.867 0.0534 0.857 0.0455
BT1 0.921 0.0430 0.917 0.0511 0.913 0.0577 0.911 0.0608 0.942 0.0586
BT2 0.899 0.0430 0.890 0.0511 0.888 0.0577 0.876 0.0608 0.891 0.0586
BT3 0.895 0.0403 0.882 0.0477 0.887 0.0525 0.887 0.0543 0.885 0.0473
BT4 0.857 0.0403 0.892 0.0477 0.907 0.0525 0.894 0.0543 0.897 0.0473
BCa1 0.907 0.0426 0.912 0.0511 0.910 0.0578 0.907 0.0612 0.915 0.0590
BCa2 0.860 0.0403 0.850 0.0477 0.840 0.0523 0.850 0.0538 0.862 0.0461
SJEL 0.903 0.0421 0.901 0.0498 0.892 0.0556 0.895 0.0580 0.909 0.0532
500 NA1 0.879 0.0260 0.898 0.0308 0.897 0.0344 0.894 0.0358 0.900 0.0325
NA2 0.897 0.0257 0.900 0.0303 0.932 0.0339 0.912 0.0351 0.922 0.0319
BT1 0.889 0.0265 0.902 0.0313 0.900 0.0352 0.904 0.0369 0.914 0.0345
BT2 0.878 0.0265 0.890 0.0313 0.896 0.0352 0.892 0.0369 0.893 0.0345
BT3 0.892 0.0257 0.897 0.0305 0.901 0.0338 0.903 0.0351 0.907 0.0315
BT4 0.892 0.0257 0.890 0.0305 0.907 0.0338 0.909 0.0351 0.911 0.0315
BCa1 0.895 0.0264 0.905 0.0314 0.914 0.0353 0.910 0.0373 0.920 0.0352
BCa2 0.892 0.0257 0.900 0.0305 0.887 0.0338 0.895 0.0350 0.895 0.0312
SJEL 0.893 0.0265 0.908 0.0310 0.901 0.0350 0.901 0.0365 0.903 0.0344
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Table 3.4 Coverage probabilities and interval lengths at 95% confidence level for LC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.929 0.0114 0.938 0.0254 0.945 0.0403 0.950 0.0551
NA2 0.915 0.0109 0.923 0.0243 0.930 0.0392 0.932 0.0533
BT1 0.979 0.0138 0.977 0.0286 0.973 0.0442 0.974 0.0605
BT2 0.947 0.0138 0.945 0.0286 0.948 0.0442 0.944 0.0605
BT3 0.934 0.0103 0.958 0.0238 0.938 0.0375 0.945 0.0518
BT4 0.948 0.0103 0.946 0.0238 0.948 0.0375 0.952 0.0518
BCa1 0.951 0.0114 0.967 0.0264 0.963 0.0420 0.973 0.0582
BCa2 0.935 0.0103 0.937 0.0239 0.935 0.0377 0.940 0.0517
SJEL 0.951 0.0118 0.955 0.0261 0.952 0.0403 0.955 0.0552
200 NA1 0.937 0.0079 0.952 0.0177 0.951 0.0283 0.950 0.0390
NA2 0.932 0.0078 0.962 0.0175 0.960 0.0280 0.952 0.0382
BT1 0.963 0.0087 0.963 0.0189 0.962 0.0296 0.961 0.0408
BT2 0.934 0.0087 0.954 0.0189 0.952 0.0296 0.953 0.0408
BT3 0.945 0.0075 0.952 0.0172 0.950 0.0272 0.950 0.0377
BT4 0.952 0.0075 0.955 0.0172 0.957 0.0272 0.955 0.0377
BCa1 0.953 0.0079 0.957 0.0182 0.955 0.0290 0.958 0.0402
BCa2 0.940 0.0075 0.960 0.0173 0.945 0.0271 0.945 0.0376
SJEL 0.962 0.0090 0.956 0.0185 0.950 0.0289 0.949 0.0396
500 NA1 0.937 0.0049 0.951 0.0111 0.945 0.0178 0.955 0.0246
NA2 0.957 0.0049 0.960 0.0111 0.972 0.0178 0.965 0.0244
BT1 0.953 0.0051 0.955 0.0114 0.951 0.0181 0.958 0.0251
BT2 0.945 0.0051 0.950 0.0114 0.949 0.0181 0.948 0.0251
BT3 0.950 0.0048 0.953 0.0110 0.953 0.0175 0.961 0.0241
BT4 0.953 0.0048 0.957 0.0110 0.955 0.0175 0.951 0.0241
BCa1 0.946 0.0049 0.954 0.0113 0.949 0.0180 0.952 0.0250
BCa2 0.952 0.0048 0.952 0.0110 0.962 0.0175 0.960 0.0241
SJEL 0.962 0.0057 0.957 0.0120 0.954 0.0187 0.958 0.0255
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Table 3.5 Coverage probabilities and interval lengths at 95% confidence level for LC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.5 to 0.9.
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.940 0.0695 0.935 0.0821 0.932 0.0912 0.935 0.0943 0.907 0.0828
NA2 0.925 0.0657 0.937 0.0763 0.937 0.0846 0.929 0.0830 0.782 0.0592
BT1 0.957 0.0761 0.958 0.0902 0.963 0.1024 0.966 0.1095 0.986 0.1091
BT2 0.936 0.0761 0.933 0.0902 0.934 0.1024 0.938 0.1095 0.929 0.1091
BT3 0.945 0.0673 0.942 0.0798 0.939 0.0863 0.938 0.0888 0.927 0.0771
BT4 0.949 0.0673 0.938 0.0798 0.937 0.0863 0.940 0.0888 0.940 0.0771
BCa1 0.960 0.0737 0.957 0.0882 0.963 0.1011 0.959 0.1073 0.974 0.1026
BCa2 0.950 0.0674 0.925 0.0794 0.932 0.0858 0.917 0.0872 0.892 0.0733
SJEL 0.940 0.0701 0.946 0.0831 0.942 0.0921 0.945 0.0949 0.939 0.0824
200 NA1 0.955 0.0491 0.952 0.0580 0.952 0.0647 0.933 0.0671 0.943 0.0605
NA2 0.838 0.0477 0.947 0.0560 0.926 0.0626 0.939 0.0637 0.937 0.0542
BT1 0.960 0.0514 0.962 0.0609 0.960 0.0686 0.962 0.0727 0.970 0.0699
BT2 0.957 0.0514 0.950 0.0609 0.947 0.0686 0.934 0.0727 0.938 0.0699
BT3 0.959 0.0480 0.940 0.0571 0.943 0.0626 0.959 0.0648 0.932 0.0564
BT4 0.940 0.0480 0.953 0.0571 0.959 0.0626 0.960 0.0648 0.932 0.0564
BCa1 0.955 0.0508 0.956 0.0606 0.956 0.0686 0.963 0.0728 0.959 0.0713
BCa2 0.922 0.0480 0.925 0.0569 0.912 0.0624 0.962 0.0641 0.915 0.0551
SJEL 0.956 0.0500 0.951 0.0593 0.956 0.0661 0.947 0.0689 0.949 0.0621
500 NA1 0.942 0.0310 0.938 0.0367 0.947 0.0410 0.944 0.0426 0.944 0.0387
NA2 0.945 0.0306 0.922 0.0361 0.952 0.0404 0.960 0.0419 0.962 0.0381
BT1 0.945 0.0315 0.942 0.0373 0.947 0.0420 0.949 0.0441 0.955 0.0411
BT2 0.939 0.0315 0.932 0.0373 0.938 0.0420 0.948 0.0441 0.937 0.0411
BT3 0.945 0.0307 0.942 0.0363 0.947 0.0404 0.960 0.0417 0.954 0.0375
BT4 0.947 0.0307 0.942 0.0363 0.952 0.0404 0.955 0.0417 0.952 0.0375
BCa1 0.945 0.0314 0.946 0.0374 0.955 0.0421 0.952 0.0445 0.961 0.0421
BCa2 0.942 0.0307 0.950 0.0363 0.940 0.0403 0.957 0.0416 0.947 0.0371
SJEL 0.953 0.0314 0.952 0.0373 0.952 0.0421 0.948 0.0441 0.950 0.0410
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(3.3) at 90% confidence levels, and Table (3.4) and Table (3.5) at 95% confidence levels.
Secondly, we calculate coverage probabilities and average lengths for the Lorenz ordinate
with Weibull distribution, for t ranges from 0.1 to 0.9, shown in Table (3.6) and Table (3.7)
at 90% confidence level, and Table (3.8) and Table (3.9) at 95% confidence level.
Based on the simulation tables, all the confidence intervals are observed to perform
better as sample size increases. As t increases, the average length of confidence intervals
increases as well. BT1 and BT2 intervals have comparable performance, while BT3 and
BT4 intervals have comparable performance. When t is chosen to be in the middle percent
(t = 40% to t = 80%), SJEL interval is observed to have good performance. However, when t
increases or decreases to the two sides, SJEL interval becomes gradually underperformed. In
most cases, the smoothed jackknife empirical likelihood-based (SJEL) confidence interval and
the proposed smoothed bootstrap-based (BT3 and BT4) confidence intervals are observed
to perform better than all other methods. Thus, SJEL interval outperforms the others
for better coverage probabilities and shorter interval lengths, while BT3 and BT4 intervals
perform the second to the best.
Based on the simulation results, we recommend the smoothed jackknife empirical
likelihood-based confidence interval (SJEL) and the smoothed Boostrap-based confidence
intervals (BT3, BT4) for the Lorenz ordinate since income data is skewed. Meanwhile, the
smoothed jackknife empirical likelihood method is proved to be less computationally inten-
sive than the plug-in empirical likelihood (EL) method proposed by Yang, Qin and Qin
(2011).
3.4.2 A Real Example
Georgia Department of Audits and Accounts provides an open resource for Georgia
public institute employee’s annually-updated salary information. Our study will focus on
professor in public school that cause more interests. To create a relative homogenous in-
come group, we limit our analysis to the income of full-time assistant professors, associated
professors, and full professors from Units of University System and Georgia Military Col-
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Table 3.6 Coverage probabilities and interval lengths at 90% confidence level for LC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.876 0.0063 0.887 0.0171 0.891 0.0303 0.898 0.0448
NA2 0.937 0.0064 0.867 0.0169 0.910 0.0298 0.915 0.0437
BT1 0.941 0.0076 0.930 0.0190 0.927 0.0329 0.923 0.0488
BT2 0.892 0.0076 0.897 0.0190 0.894 0.0329 0.896 0.0488
BT3 0.897 0.0057 0.885 0.0157 0.897 0.0284 0.897 0.0421
BT4 0.907 0.0057 0.897 0.0157 0.900 0.0284 0.897 0.0421
BCa1 0.889 0.0060 0.909 0.0170 0.916 0.0307 0.912 0.0464
BCa2 0.847 0.0058 0.890 0.0158 0.892 0.0285 0.895 0.0424
SJEL 0.889 0.0071 0.896 0.0174 0.897 0.0304 0.894 0.0448
200 NA1 0.873 0.0043 0.899 0.0117 0.914 0.0211 0.915 0.0315
NA2 0.827 0.0043 0.882 0.0117 0.882 0.0210 0.875 0.0314
BT1 0.919 0.0047 0.916 0.0124 0.930 0.0220 0.930 0.0330
BT2 0.875 0.0047 0.904 0.0124 0.913 0.0220 0.920 0.0330
BT3 0.872 0.0040 0.857 0.0112 0.870 0.0205 0.865 0.0308
BT4 0.882 0.0040 0.880 0.0112 0.879 0.0205 0.876 0.0308
BCa1 0.900 0.0042 0.911 0.0118 0.919 0.0213 0.915 0.0323
BCa2 0.845 0.0040 0.852 0.0113 0.865 0.0206 0.860 0.0309
SJEL 0.911 0.0051 0.901 0.0122 0.918 0.0218 0.913 0.0321
500 NA1 0.916 0.0027 0.899 0.0074 0.888 0.0132 0.887 0.0198
NA2 0.915 0.0026 0.902 0.0074 0.920 0.0133 0.907 0.0198
BT1 0.925 0.0028 0.907 0.0076 0.891 0.0135 0.893 0.0202
BT2 0.912 0.0028 0.897 0.0076 0.885 0.0135 0.881 0.0202
BT3 0.900 0.0026 0.910 0.0072 0.911 0.0131 0.910 0.0196
BT4 0.900 0.0026 0.905 0.0072 0.909 0.0131 0.902 0.0196
BCa1 0.914 0.0026 0.909 0.0074 0.886 0.0133 0.893 0.0201
BCa2 0.887 0.0026 0.900 0.0072 0.905 0.0131 0.900 0.0195
SJEL 0.905 0.0028 0.900 0.0077 0.906 0.0136 0.906 0.0207
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Table 3.7 Coverage probabilities and interval lengths at 90% confidence level for LC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL methods with different sample sizes and t from 0.5 to 0.9
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.912 0.0606 0.909 0.0751 0.899 0.0881 0.868 0.0957 0.870 0.0899
NA2 0.857 0.0593 0.868 0.0727 0.885 0.0843 0.869 0.0886 0.885 0.0750
BT1 0.928 0.0654 0.940 0.0816 0.927 0.0968 0.909 0.1085 0.935 0.1124
BT2 0.909 0.0654 0.906 0.0816 0.892 0.0968 0.873 0.1085 0.879 0.1124
BT3 0.887 0.0580 0.887 0.0719 0.880 0.0839 0.888 0.0903 0.865 0.0818
BT4 0.889 0.0580 0.892 0.0719 0.889 0.0839 0.889 0.0903 0.880 0.0818
BCa1 0.916 0.0629 0.912 0.0794 0.919 0.0947 0.904 0.1070 0.914 0.1083
BCa2 0.892 0.0581 0.887 0.0719 0.840 0.0836 0.842 0.0894 0.817 0.0789
SJEL 0.909 0.0605 0.906 0.0755 0.905 0.0889 0.890 0.0970 0.883 0.0932
200 NA1 0.898 0.0425 0.899 0.0531 0.896 0.0624 0.895 0.0682 0.881 0.0648
NA2 0.879 0.0420 0.897 0.0524 0.897 0.0613 0.897 0.0662 0.865 0.0617
BT1 0.902 0.0441 0.906 0.0554 0.912 0.0655 0.919 0.0725 0.923 0.0727
BT2 0.898 0.0441 0.891 0.0554 0.889 0.0655 0.886 0.0725 0.878 0.0727
BT3 0.896 0.0413 0.892 0.0515 0.887 0.0608 0.875 0.0659 0.877 0.0609
BT4 0.898 0.0413 0.891 0.0515 0.888 0.0608 0.879 0.0659 0.879 0.0609
BCa1 0.900 0.0434 0.905 0.0549 0.911 0.0653 0.916 0.0731 0.918 0.0734
BCa2 0.890 0.0415 0.860 0.0517 0.860 0.0607 0.865 0.0656 0.840 0.0600
SJEL 0.899 0.0431 0.900 0.0540 0.904 0.0636 0.906 0.0697 0.889 0.0679
500 NA1 0.898 0.0269 0.893 0.0337 0.895 0.0397 0.903 0.0435 0.895 0.0411
NA2 0.865 0.0268 0.862 0.0336 0.867 0.0394 0.869 0.0431 0.932 0.0413
BT1 0.901 0.0273 0.894 0.0343 0.901 0.0405 0.909 0.0445 0.908 0.0431
BT2 0.897 0.0273 0.897 0.0343 0.898 0.0405 0.891 0.0445 0.892 0.0431
BT3 0.895 0.0266 0.897 0.0333 0.890 0.0391 0.895 0.0427 0.905 0.0402
BT4 0.898 0.0266 0.898 0.0333 0.895 0.0391 0.892 0.0427 0.907 0.0402
BCa1 0.894 0.0272 0.897 0.0342 0.900 0.0405 0.911 0.0449 0.912 0.0440
BCa2 0.892 0.0267 0.877 0.0334 0.882 0.0391 0.877 0.0427 0.902 0.0400
SJEL 0.906 0.0271 0.902 0.0341 0.906 0.0405 0.909 0.0447 0.906 0.0432
76
Table 3.8 Coverage probabilities and interval lengths at 95% confidence level for LC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.932 0.0076 0.957 0.0203 0.961 0.0360 0.958 0.0538
NA2 0.925 0.0077 0.937 0.0201 0.972 0.0356 0.960 0.0520
BT1 0.982 0.0090 0.979 0.0226 0.974 0.0393 0.975 0.0585
BT2 0.961 0.0090 0.968 0.0226 0.962 0.0393 0.949 0.0585
BT3 0.937 0.0068 0.937 0.0187 0.947 0.0337 0.937 0.0503
BT4 0.942 0.0068 0.945 0.0187 0.952 0.0337 0.940 0.0503
BCa1 0.940 0.0070 0.968 0.0201 0.968 0.0365 0.965 0.0554
BCa2 0.910 0.0068 0.927 0.0187 0.935 0.0337 0.940 0.0505
SJEL 0.963 0.0083 0.947 0.0201 0.960 0.0359 0.950 0.0534
200 NA1 0.931 0.0051 0.946 0.0140 0.955 0.0252 0.961 0.0376
NA2 0.932 0.0051 0.944 0.0140 0.955 0.0250 0.942 0.0374
BT1 0.959 0.0056 0.956 0.0148 0.963 0.0262 0.966 0.0392
BT2 0.935 0.0056 0.943 0.0148 0.959 0.0262 0.963 0.0392
BT3 0.940 0.0048 0.945 0.0134 0.937 0.0243 0.940 0.0366
BT4 0.939 0.0048 0.945 0.0134 0.939 0.0243 0.942 0.0366
BCa1 0.950 0.0050 0.952 0.0140 0.956 0.0253 0.965 0.0383
BCa2 0.915 0.0048 0.917 0.0134 0.937 0.0242 0.935 0.0367
SJEL 0.959 0.0060 0.947 0.0147 0.953 0.0250 0.959 0.0381
500 NA1 0.962 0.0032 0.952 0.0088 0.948 0.0158 0.944 0.0236
NA2 0.922 0.0032 0.962 0.0088 0.932 0.0158 0.960 0.0236
BT1 0.968 0.0033 0.961 0.0091 0.951 0.0160 0.952 0.0241
BT2 0.962 0.0033 0.954 0.0091 0.943 0.0160 0.947 0.0241
BT3 0.955 0.0031 0.962 0.0086 0.950 0.0156 0.951 0.0234
BT4 0.947 0.0031 0.951 0.0086 0.955 0.0156 0.953 0.0234
BCa1 0.961 0.0031 0.955 0.0089 0.948 0.0158 0.952 0.0238
BCa2 0.940 0.0031 0.950 0.0086 0.955 0.0156 0.957 0.0235
SJEL 0.961 0.0033 0.955 0.0091 0.954 0.0160 0.959 0.0245
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Table 3.9 Coverage probabilities and interval lengths at 95% confidence level for LC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL methods with different sample sizes and t from 0.5 to 0.9
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.930 0.0719 0.938 0.0893 0.935 0.1053 0.928 0.1140 0.913 0.1071
NA2 0.931 0.0707 0.930 0.0867 0.937 0.1004 0.937 0.1056 0.860 0.0893
BT1 0.953 0.0777 0.966 0.0972 0.955 0.1157 0.954 0.1292 0.700 0.1341
BT2 0.935 0.0777 0.948 0.0972 0.935 0.1157 0.927 0.1292 0.929 0.1341
BT3 0.947 0.0689 0.932 0.0854 0.940 0.0995 0.935 0.1074 0.925 0.0976
BT4 0.937 0.0689 0.945 0.0854 0.936 0.0995 0.930 0.1074 0.937 0.0976
BCa1 0.944 0.0746 0.954 0.0944 0.957 0.1141 0.953 0.1275 0.958 0.1285
BCa2 0.935 0.0692 0.935 0.0852 0.910 0.0995 0.907 0.1062 0.867 0.0944
SJEL 0.948 0.0720 0.949 0.0895 0.945 0.1055 0.943 0.1141 0.946 0.1068
200 NA1 0.949 0.0506 0.953 0.0633 0.949 0.0744 0.940 0.0812 0.937 0.0772
NA2 0.945 0.0500 0.940 0.0625 0.945 0.0731 0.937 0.0788 0.942 0.0736
BT1 0.955 0.0527 0.957 0.0661 0.962 0.0779 0.957 0.0865 0.971 0.0866
BT2 0.945 0.0527 0.952 0.0661 0.945 0.0779 0.945 0.0865 0.930 0.0866
BT3 0.957 0.0493 0.957 0.0618 0.944 0.0726 0.941 0.0784 0.935 0.0725
BT4 0.940 0.0493 0.945 0.0618 0.942 0.0726 0.938 0.0784 0.938 0.0725
BCa1 0.950 0.0516 0.949 0.0653 0.953 0.0776 0.963 0.0869 0.966 0.0880
BCa2 0.927 0.0491 0.925 0.0615 0.922 0.0726 0.887 0.0781 0.882 0.0715
SJEL 0.953 0.0512 0.956 0.0641 0.953 0.0756 0.948 0.0825 0.944 0.0793
500 NA1 0.944 0.0320 0.940 0.0402 0.941 0.0473 0.944 0.0518 0.941 0.0490
NA2 0.942 0.0320 0.940 0.0400 0.940 0.0470 0.947 0.0514 0.950 0.0490
BT1 0.948 0.0325 0.945 0.0408 0.945 0.0483 0.946 0.0531 0.950 0.0513
BT2 0.942 0.0325 0.945 0.0408 0.946 0.0483 0.941 0.0531 0.937 0.0513
BT3 0.948 0.0317 0.946 0.0396 0.945 0.0467 0.945 0.0507 0.952 0.0477
BT4 0.947 0.0317 0.946 0.0396 0.950 0.0467 0.946 0.0507 0.952 0.0477
BCa1 0.945 0.0324 0.938 0.0407 0.935 0.0482 0.941 0.0534 0.956 0.0523
BCa2 0.935 0.0317 0.947 0.0397 0.935 0.0467 0.932 0.0507 0.955 0.0473
SJEL 0.947 0.0323 0.944 0.0407 0.945 0.0481 0.946 0.0533 0.954 0.0514
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lege in the 2012 fiscal year. With the initial dataset from the database, we observed that
a few individuals with abnormally low wage, which may due to following reasons: (1) 2012
newly-hired professors, who did not work for the whole fiscal year; (2) part-time professors
possible either take leave or transfer to another organization during the fiscal year. To filter
out these subjects, we first excluded professors who does not have salary record in the 2011
fiscal year, then dropped out those with 2012 income far less than that of 2011 fiscal year
and also those salary less than $20,000. Totally, there are 5,921 observations remain in the
analysis.
Figure 3.1 Lorenz Curve by School in 2012
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We keep in mind that the distribution of the income data has right skewness. Since Uni-
versity of Georgia (UGA), Georgia State University (GSU), Georgia institute of Technology
(GIT) and Georgia Health Sciences University (GHSU) have the largest number of recorded
full-time professors, we will plot the Lorenz curves for each of the 4 schools in Figure 3.1.
We observe that UGA with red color has a Lorenz curve that is closest to the line of equality.
So we conclude that UGA has a more evenly-distributed income for professors, while GHSU
has a more fluctuated income distribution.
To present the confidence interval, the level of significance is selected at 5%, and t is
chosen from 0.5 to 0.8. We evaluate NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2 and
SJEL intervals, and then summarized the results in Table (3.10).
It is observed that, at the 95% confidence level, for the least wealthy 80% individuals,
the estimated Lorenz ordinate based on the SJEL interval is within (0.6158, 0.6288), which
implies that the proportion of the total income earned by the least wealthy 80% individuals
is between 61.58% and 62.88%. Meanwhile, the interval is (0.616, 0.628) based on BT3 and
BT4 method, which indicates that the proportion of the total amount of income earned by
the least wealthy 80% individuals is between 61.6% and 62.8%.
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Table 3.10 Georgia Individual Income Example: Confidence interval and interval length at
95% confidence level for LC for professor’s real income data are reported based on NA1,
NA2, BT1, BT2, BT3, BT4, BCa1, BCa2 and SJEL methods with t from 0.5 to 0.8.
t Method Confidence Interval Length
0.5 NA1 (0.3194567, 0.3274296) 0.0079729
NA2 (0.3193395, 0.3272923) 0.0079528
BT1 (0.3193553, 0.3275310) 0.0081757
BT2 (0.3193755, 0.3275513) 0.0081757
BT3 (0.3194435, 0.3271883) 0.0077448
BT4 (0.3194340, 0.3271789) 0.0077448
BCa1 (0.3192384, 0.3270876) 0.0078492
BCa2 (0.3192576, 0.3271813) 0.0079237
SJEL (0.3186064, 0.3276064) 0.0090000
0.6 NA1 (0.4061575, 0.4156105) 0.0094530
NA2 (0.4060734, 0.4155104) 0.0094370
BT1 (0.4060339, 0.4157340) 0.0097001
BT2 (0.4062423, 0.4159424) 0.0097001
BT3 (0.4059776, 0.4156062) 0.0096286
BT4 (0.4058651, 0.4154936) 0.0096286
BCa1 (0.4056657, 0.4154564) 0.0097907
BCa2 (0.4061621, 0.4157431) 0.0095810
SJEL (0.4049175, 0.4159175) 0.0110000
0.7 NA1 (0.5038581, 0.5146614) 0.0108033
NA2 (0.5037835, 0.5145705) 0.0107870
BT1 (0.5038366, 0.5146830) 0.0108464
BT2 (0.5039583, 0.5148047) 0.0108464
BT3 (0.5038569, 0.5144971) 0.0106402
BT4 (0.5038748, 0.5145150) 0.0106402
BCa1 (0.5033484, 0.5142673) 0.0109189
BCa2 (0.5028203, 0.5136433) 0.0108230
SJEL (0.5026767, 0.5148765) 0.0121998
0.8 NA1 (0.6167516, 0.6283951) 0.0116435
NA2 (0.6166880, 0.6283140) 0.0116260
BT1 (0.6170826, 0.6280641) 0.0109815
BT2 (0.6172053, 0.6281868) 0.0109815
BT3 (0.6165209, 0.6284812) 0.0119603
BT4 (0.6165525, 0.6285128) 0.0119603
BCa1 (0.6171386, 0.6282821) 0.0111435
BCa2 (0.6162519, 0.6283271) 0.0120752
SJEL (0.6158149, 0.6288149) 0.0130000
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3.5 Discussion
There are other measurements to estimate the Lorenz curve. For example, we can also
utilize the plug-in empirical likelihood (EL) method by calculating the scale parameters of
Chi-square distribution, as proposed by Yang, Qin and Qin (2011). By computing the two
estimates, we can get the scale constant to construct the EL-based confidence interval.
In our study, we propose a kernel estimator for Lorenz curve, and propose the cross-
validation method to choose bandwidth h for the kernel estimator. Later, by comparing
the empirical estimator and the kernel estimator, the kernel estimator is proved to be a
good point estimator. Next, for the interval estimation evaluation, we compare 2 normal
approximation based confidence intervals (NA1 and NA2), 4 bootstrap based confidence
intervals (BT1, BT2, BT3, and BT4)), 2 bootstrap bias correction and acceleration intervals
(BCa1 and BCa2) and a smoothed jackknife empirical likelihood (SJEL) confidence interval.
Our simulation studies present that the proposed smoothed jackknife empirical likeli-
hood (SJEL) for Lorenz curve would perform the best, while the proposed bootstrap-based
confidence intervals (BT3 and BT4) perform next to the best. Thus, we recommend the
proposed SJEL-based confidence interval and the proposed smoothed bootstrap-based con-
fidence intervals for the Lorenz curve.
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3.6 Proof
Proof of Theorem 3.1, Theorem 3.2 and Theorem 3.3
Theorem 3.1. Under the conditions in Theorem 3.1, we have
√
n{Tˆn(t)− η(t)} d−→ N(0, σ2(t)).
Proof:
√
n[Tˆn(t)− η(t)]
=
√
n[
1
nx¯
n∑
i=1
XiK(
t− Fn(Xi)
h
)− 1
µ
∫ ξt
0
xdF (x)]
=
√
n[
1
nx¯
n∑
i=1
XiK(
t− Fn(Xi)
h
)− 1
nx¯
n∑
i=1
XiK(
t− F (Xi)
h
)]
+
√
n[
1
nx¯
n∑
i=1
XiK(
t− F (Xi)
h
)− 1
nµ
n∑
i=1
XiK(
t− F (Xi)
h
)]
+
√
n[
1
nµ
n∑
i=1
XiK(
t− F (Xi)
h
)− 1
µ
∫ ξt
0
xdF (x)]
= I1 + I2 + I3. (3.12)
Then I1 of (3.12) can be written as
I1 =
√
n
nx¯
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− F (Xi)
h
)]
=
1
x¯
∫ ∞
−∞
x[K(
t− Fn(x)
h
)−K(t− F (x)
h
)]d[
√
n(Fn(x)− F (x))]
+
√
n
x¯
∫ ∞
−∞
x[K(
t− Fn(x)
h
)−K(t− F (x)
h
)]dF (x)
= I11 + I12. (3.13)
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By Taylor Series, under condition of Theorem 3.1, I12 of (3.13) can be written as
I12 =
√
n
x¯
∫ ∞
−∞
x[K(
t− Fn(x)
h
)−K(t− F (x)
h
)]dF (x)
=
√
n
µ
∫ ∞
−∞
x[ω(
t− F (x)
h
)
F (x)− Fn(x)
h
+
1
2
ω
′
(
t− F (x)
h
)(
F (x)− Fn(x)
h
)2]dF (x) + op(1)
= −
√
n
µ
∫ ∞
−∞
x[ω(
t− F (x)
h
)
Fn(x)− F (x)
h
]dF (x) +Op(
1√
nh
)
= − 1
µ
∫ ∞
−∞
xω(
t− F (x)
h
)
√
n(Fn(x)− F (x))
h
dF (x) + op(1). (3.14)
Let Y=F(X), thus X = F−1(Y ), and let
Un(y) =
√
n[
1
n
n∑
i=1
I(Yi ≤ y)− y]
.
Clearly Yi follows uniform[0,1] distribution. Since h→ 0, so (3.14) will be equal to
I12 = − 1
µ
∫ 1
−1
F−1(y)ω(
t− y
h
)
1
h
Un(y)dy + op(1)
=
1
µ
∫ t+1
h
t−1
h
F−1(t− hz)ω(z)Un(t− hz)dz + op(1)
=
1
µ
∫ a
−a
F−1(t)ω(z)Un(t)dz + op(1)
=
1
µ
F−1(t)Un(t)
∫ b
a
ω(z)dz + op(1)
=
1
µ
ξtUn(t) + op(1). (3.15)
where [a, b] is the supporting set of ω(x). Since
√
n[Fn(x)− F (x)] → B(x), which is Gauss
Process, so I11 = op(1).
So we get
I1 =
1
µ
ξtUn(t) + op(1). (3.16)
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Secondly, for I2 of (3.12), we are going to prove
∫ ∞
−∞
xK(
t− F (x)
h
)]dF (x) −→
∫ ξt
0
xdF (x), as h→ 0. (3.17)
Since h→ 0, it is straight to show
lim
h→0
∫ ∞
−∞
xK(
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h
)f(x)dx
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−∞
x
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h
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=
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=
∫ ∞
−∞
x{0 ∗ I[t < F (x)] + 1
2
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=
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−∞
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=
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0
xdF (x)
= µη(t), (3.18)
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and
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Similarly,
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−∞
ω(y)dy)f(x)dx
=
∫ ∞
−∞
x2[lim
h→0
∫ t−F (x)
h
−∞
ω(y)dy]f(x)dx
=
∫ ∞
−∞
x2{0 ∗ I[t < F (x)] + 1
2
∗ I[t = F (x)] + 1 ∗ I[t > F (x)]}f(x)dx
=
∫ ∞
−∞
x2{I[t > F (x)]}f(x)dx
=
∫ ∞
−∞
x2I[t > F (x)]dF (x)
=
∫ ξt
0
x2dF (x). (3.20)
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Thus,
I2 =
√
n[
1
nx¯
n∑
i=1
XiK(
t− F (Xi)
h
)− 1
nµ
n∑
i=1
XiK(
t− F (Xi)
h
)]
=
√
n(µ− x¯)
x¯µ
1
n
n∑
i=1
XiK(
t− F (Xi)
h
) + op(1)
=
√
n(µ− x¯)
x¯µ
[
1
n
n∑
i=1
XiK(
t− F (Xi)
h
)−
∫ ξt
0
xdF (x)] +
√
n(µ− x¯)
x¯µ
∫ ξt
0
xdF (x) + op(1)
=
√
n(µ− x¯)
x¯µ
[
∫ ∞
−∞
xK(
t− F (x)
h
)dF (x)−
∫ ξt
0
xdF (x)]
+
√
n(µ− x¯)
x¯µ
∫ ξt
0
xdF (x) + op(1)
=
√
n(µ− x¯)
x¯µ
∫ ξt
0
xdF (x) + op(1)
= − 1
µ2
∫ ξt
0
xdF (x)
√
n
n
n∑
i=1
(Xi − µ) + op(1). (3.21)
Next, let’s consider I2 + I3 of (3.12).
I2 + I3
= − 1
µ2
∫ ξt
0
xdF (x)
√
n
n
n∑
i=1
(Xi − µ) +
√
n
nµ
n∑
i=1
XiK(
t− F (Xi)
h
)−
√
n
µ
∫ ξt
0
xdF (x) + op(1)
= −η(t)
µ
1√
n
n∑
i=1
(Xi − µ) + 1√
nµ
n∑
i=1
[XiK(
t− F (Xi)
h
)− EXiK(t− F (Xi)
h
)] + op(1)
=
1
µ
√
n
n∑
i=1
[−η(t)(Xi − µ) +XiK(t− F (Xi)
h
)− EXiK(t− F (Xi)
h
)] + op(1)
=
1
µ
√
n
n∑
i=1
{[XiK(t− F (Xi)
h
)− η(t)Xi]− [EXK(t− F (X)
h
)− η(t)µ]}+ op(1)
=
1
µ
√
n
n∑
i=1
{ωi − Eωi}+ op(1)
−→ N(0, 1
µ2
V ar(ω)), (3.22)
where ωi = XiK(
t−F (Xi)
h
)− η(t)Xi and ω = XK( t−F (X)h )− η(t)X.
Since Un(t) is an ancillary statistics. Based on Basu’s theorem, Un(t) is independent of
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1
n
∑n
i=1(ωi − Eω).
Based on (3.16), (3.21) and (3.22), we have
V ar[
1
µ
ξtUn(t))] +
1
µ2
V ar(ω)
=
1
µ2
ξ2t t(1− t) +
1
µ2
V ar[XK(
t− F (X)
h
)− η(t)X]
=
1
µ2
ξ2t t(1− t) +
1
µ2
{E[X2(K(t− F (X)
h
)− η(t))2]− [E(XK(t− F (X)
h
)− η(t)X)]2}
=
1
µ2
ξ2t t(1− t) +
1
µ2
E[X2(K(
t− F (X)
h
)− η(t))2]− 1
µ2
[EXK(
t− F (X)
h
)− η(t)EX]2
=
1
µ2
ξ2t t(1− t) +
1
µ2
E[X2(K(
t− F (X)
h
)− η(t))2]− 1
µ2
[EXK(
t− F (X)
h
)− η(t)µ]2
=
1
µ2
ξ2t t(1− t) +
1
µ2
E[X2(K(
t− F (X)
h
)− η(t))2] + op(1)
=
1
µ2
{ξ2t t(1− t) + EX2K2(
t− F (X)
h
) + η2(t)EX2 − 2η(t)EX2K(t− F (X)
h
)}+ op(1)
−→ 1
µ2
{ξ2t t(1− t) + (1− 2η(t))
∫ ξt
0
x2dF (x) + η2(t)
∫ ∞
−∞
x2dF (x)}
≡ σ2(t). (3.23)
Therefore
I1 + I2 + I3 =
1
µ
ξtUn(t) +
1
µ
√
n
n∑
i=1
{ωi − Eω}+ op(1)
=
1
µ
ξtUn(t) +
√
n
µ
1
n
n∑
i=1
{ωi − Eω}+ op(1)
d−→ N(0, σ2(t)). (3.24)
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We need Lemma 1 and Lemma 2 to prove Theorem 3.2
Lemma 1. Under the conditions in Theorem 3.1, we have
√
n{ 1
n
n∑
k=1
Vˆk(t)− η(t)} d−→ N(0, σ2(t)). (3.25)
Proof: Note 1
n
∑n
k=1 Vk(t) can be decomposed into
1
n
n∑
k=1
Vk(t) =
n− 1
n
n∑
k=1
(Tˆn − Tˆn−1,k) + Tˆn, (3.26)
We have
Tˆn − Tˆn−1,k
=
1
nX¯
n∑
i=1
XiK(
t− Fn(Xi)
h
)− 1
(n− 1)X¯n−1,k
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)
=
1
nX¯
n∑
i=1
XiK(
t− Fn(Xi)
h
)− 1
nX¯
n∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)
+
1
nX¯
n∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)− 1
(n− 1)X¯n−1,k
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
), (3.27)
where X¯n−1,k = 1n−1
∑n
j 6=kXj.
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So
n∑
k=1
(Tˆn − Tˆn−1,k)
=
1
nX¯
{
n∑
k=1
n∑
i=1
XiK(
t− Fn(Xi)
h
)−
n∑
k=1
∑
j 6=k
Xj[K(
t− Fn,k(Xj)
h
)]}
+
n∑
k=1
[{ 1
nX¯
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)− 1
(n− 1)X¯n−1,k
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)}
=
1
nX¯
n∑
k=1
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)] +
1
nX¯
n∑
k=1
XkK(
t− Fn,k(Xk)
h
)
+
1
nX¯
n∑
k=1
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)− 1
(n− 1)X¯n−1,k
n∑
k=1
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)
=
1
nX¯
n∑
k=1
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]
+{ 1
nX¯
n∑
k=1
n∑
j=1
XjK(
t− Fn,k(Xj)
h
)− 1
(n− 1)X¯n−1,k
n∑
k=1
n∑
j=1
XjK(
t− Fn,k(Xj)
h
)
+
1
(n− 1)X¯n−1,k
n∑
k=1
XkK(
t− Fn,k(Xk)
h
)}
= I1 + I2. (3.28)
By Talyor series, I1 of (3.28) can be written as
1
nX¯
n∑
k=1
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]
=
1
nX¯
n∑
k=1
n∑
i=1
Xi{−ω(t− Fn(Xi)
h
)
Fn,k(Xi)− Fn(Xi)
h
−1
2
ω
′
(
t− ξn,k,i
h
)(
Fn,k(Xi)− Fn(Xi)
h
)2}
=
1
nX¯
n∑
i=1
Xi{−ω(t− Fn(Xi)
h
)
n∑
k=1
Fn,k(Xi)− Fn(Xi)
h
−1
2
n∑
k=1
ω
′
(
t− ξn,k,i
h
)(
Fn,k(Xi)− Fn(Xi)
h
)2}
= −1
2
1
nX¯
n∑
i=1
n∑
k=1
Xiω
′
(
t− ξn,k,i
h
)(
Fn,k(Xi)− Fn(Xi)
h
)2. (3.29)
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where ξn,k,i is a random variable between Fn(Xi) and Fn,k(Xi). Since
Fn(X)− Fn,k(X) = 1
n
n∑
i=1
I(Xi ≤ X)− 1
n− 1
∑
j 6=k
I(Xi ≤ X)
=
1
n
n∑
i=1
I(Xi ≤ X)− 1
n− 1
n∑
i=1
I(Xi ≤ X) + 1
n− 1I(Xk ≤ X)
= − 1
n− 1
1
n
n∑
i=1
I(Xi ≤ X) + 1
n− 1I(Xk ≤ X)
=
1
n− 1{I(Xk ≤ X)− Fn(X)}
= Op(
1
n− 1)
= Op(
1
n
). (3.30)
Under conditions of Theorem 3.1, ω
′
is bounded. We further assume that the product
of x and ω
′
is bounded at its supporting set. Thus, (3.29) can be decomposed into
I1
= − 1
2X¯
1
n
n∑
i=1
n∑
k=1
|Xiω′(t− ξn,k,i
h
)|(Fn,k(Xi)− Fn(Xi)
h
)2
= − 1
2X¯
1
n
n∑
i=1
n∑
k=1
|Xiω′(t− ξn,k,i
h
)|Op( 1
(n− 1)2h2 )
= − 1
2X¯
1
n
n∑
i=1
n∑
k=1
|Xiω′(t− ξn,k,i
h
)|Op( 1
(n− 1)2h2 )
= −1
2
Op(n)Op(
1
(n− 1)2h2 )
= Op(
1
nh2
). (3.31)
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Then, based on (3.31), I2 of (3.28) can be written to
I2
=
1
nX¯
n∑
k=1
n∑
j=1
Xj[K(
t− Fn,k(Xj)
h
)−K(t− Fn(Xj)
h
)] +
1
nX¯
n∑
k=1
n∑
j=1
XjK(
t− Fn(Xj)
h
)
− 1
(n− 1)X¯n−1,k
n∑
k=1
n∑
j=1
Xj[K(
t− Fn,k(Xj)
h
)−K(t− Fn(Xj)
h
)]
+
1
(n− 1)X¯n−1,k
n∑
k=1
Xk[K(
t− Fn,k(Xk)
h
)−K(t− Fn(Xk)
h
)]
− 1
(n− 1)X¯n−1,k
n∑
k=1
n∑
j=1
XjK(
t− Fn(Xj)
h
) +
1
(n− 1)X¯n−1,k
n∑
k=1
XkK(
t− Fn(Xk)
h
)
= Op(
1
nh2
) +
1
nX¯
n∑
k=1
n∑
j=1
XjK(
t− Fn(Xj)
h
)
+Op(
1
nh2
) +Op(
1
n
)
− 1
(n− 1)X¯n−1,k
n∑
k=1
n∑
j=1
XjK(
t− Fn(Xj)
h
) +
1
(n− 1)X¯n−1,k
n∑
k=1
XkK(
t− Fn(Xk)
h
)
=
n∑
k=1
{( 1
nX¯
− 1
(n− 1)X¯n−1,k )
n∑
j=1
XjK(
t− Fn(Xj)
h
) +
Xk
(n− 1)X¯n−1,kK(
t− Fn(Xk)
h
)}
+Op(
1
nh2
) +Op(
1
n
)
=
n∑
k=1
{ −Xk∑n
i=1Xi
∑n
l 6=kXl
n∑
j=1
XjK(
t− Fn(Xj)
h
) +
Xk∑
l 6=kXl
K(
t− Fn(Xk)
h
)}+Op( 1
n
)
=
n∑
k=1
{ Xk∑n
l 6=kXl
[K(
t− Fn(Xk)
h
)−
∑n
j=1XjK(
t−Fn(Xj)
h
)∑n
i=1Xi
]}+Op( 1
n
)
=
n∑
k=1
{ Xk∑n
l 6=kXl
[
∑n
i=1XiK(
t−Fn(Xi)
h
)∑n
i=1Xi
−
∑n
j=1XjK(
t−Fn(Xj)
h
)∑n
i=1 Xi
]}+Op( 1
n
)
=
n∑
k=1
{ Xk∑n
i=1Xi
∑n
l 6=kXl
[
n∑
i=1
XiK(
t− Fn(Xi)
h
)−
n∑
j=1
XjK(
t− Fn(Xj)
h
)]}+Op( 1
n
)
= Op(
1
n
). (3.32)
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From (3.31) and (3.32), we get (3.26) as follows:
1
n
n∑
k=1
Vk(t)
=
n− 1
n
n∑
k=1
(Tˆn − Tˆn−1,k) + Tˆn(t)
=
n− 1
n
Op(
1
nh2
) + Tˆn(t)
= Tˆn(t) +Op(
1
nh2
), (3.33)
and hence,
√
n{ 1
n
n∑
k=1
Vˆk(t)− η(t)}
=
√
n{[Tˆn(t)− η(t)] +Op( 1√
nh2
)}
d−→ N(0, σ2(t)). (3.34)
Thus, Lemma 1 is proved.
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Lemma 2. Under the conditions in Theorem 3.1, we have
1
n
n∑
k=1
{Vˆk(t)− η(t)}2 p−→ σ2(t). (3.35)
Proof:
Lemma 2 can also be proved using the similar method to that of the proof for Lemma
2 in Part 4 for generalized Lorenz curve. Meanwhile, the sample Lorenz curve parameters
are examples of smooth L-statistics or functions of smooth L-statistics (Shao (1994)). Shao
(1994) also proved that the smooth L-statistics are asymptotically normal under weak condi-
tions and the asymptotic variances can be consistently estimated by jackknifing. Moreover,
the textbook by Jun, S. & Tu, D. S. (1995) shows that the jackknife variance estimate of
smooth L-statistics is consistent according to Theorem 3.3 . So without proof, Lemma 2 is
established.
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Proof of Theorem 3.2. It follows immediately from Lemma 1 and Lemma 2.
Proof of Theorem 3.2. Similar to Gong, Peng and Li(2010), define g(λ) =
1
n
∑n
i=1
Vˆi(t)−η
1+λ(Vˆi(t)−η) It is easy to check that
0 = |g(λ)| = 1
n
|
n∑
i=1
(Vˆi(t)− η)− λ
n∑
i=1
(Vˆi(t)− η)2
1 + λ(Vˆi(t)− η)
|
≥ |λ
n
n∑
i=1
(Vˆi(t)− η)2
1 + λ(Vˆi(t)− η)
| − | 1
n
n∑
i=1
(Vˆi(t)− η|
≥ |λ|Sn
1 + |λ|Zn − |
1
n
n∑
i=1
(Vˆi(t)− η)|, (3.36)
where Sn =
1
n
∑n
i=1(Vˆi(t)− η)2 and Zn = max1≤i≤n|Vˆi(t)− η|.
From Lemma 1 and Lemma 2, we have |λ| = Op{n− 12}.
Put γi = λ(Vˆi(t)− η), then we have max1≤i≤n|γi| = Op(1).
0 = g(λ) =
1
n
n∑
i=1
(Vˆi(t)− η)(1− γi + γ
2
i
1 + γi
)
=
1
n
n∑
i=1
(Vˆi(t)− η)− Snλ+ 1
n
n∑
i=1
(Vˆi(t)− η)γ2i
1 + γi
=
1
n
n∑
i=1
(Vˆi(t)− η)− Snλ+Op( 1
n
), (3.37)
which implies that λ = S−1n
1
n
∑n
i=1(Vˆi(t)− η) + βn, where βn = Op( 1n).
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So
ln(η(t))
= −2 log Ln(η(t))
= 2
n∑
i=1
log {1 + λ(Vˆi(t)− η)}
= 2
n∑
i=1
γi −
n∑
i=1
γ2i + 2
n∑
i=1
ηi
= 2nλ
1
n
n∑
i=1
(Vˆi(t)− η)− nSnλ2 + 2
n∑
i=1
ηi
=
n{ 1
n
∑n
i=1(Vˆi(t)− η)}2
Sn
− nSnβ2n + 2
n∑
i=1
ηi
=
n{ 1
n
∑n
i=1(Vˆi(t)− η)}2
Sn
+Op(1)
d−→ χ2(1). (3.38)
Theorem 3.2 holds.
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PART 4
GENERALIZED LORENZ CURVE
This part is organized as follows. In Section 4.1, we propose a kernel estimator for the
generalized Lorenz curve, and then apply cross-validation method to choose bandwidth h.
Then, the empirical estimator and the kernel estimator for generalized Lorenz curve (GLC)
are evaluated in terms of Mean Square Error (MSE) and Asymptotic Relative Efficiency
(ARE). In Section 4.2, the jackknife pseudo-values for generalized Lorenz curve are defined,
and then the jackknife empirical likelihood properties are derived. In section 4.3, multiple
confidence intervals are developed and presented. In section 4.4, extensive simulation are
conducted to compare the two point estimators, and the proposed confidence intervals. Later,
the proposed methods are illustrated through a real example. Proof will be provided at the
end of this part.
4.1 Estimation of a Generalized Lorenz Curve
4.1.1 Empirical Estimator for Generalized Lorenz Curve
Shorrocks (1983) and Kakwani (1984) defined the generalized Lorenz curve as follows
θ(t) =
∫ ξt
0
xdF (x), 0 ≤ t ≤ 1, (4.1)
Let X1, X2, ..., Xn be a simple random sample drawn from the population X with c.d.f.
F (x).
For a fixed t ∈ (0, 1), the generalized Lorenz curve θ(t) satisfies
E[XI(X ≤ ξt)]− θ(t) = 0.
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An empirical estimate for θ(t) can be found from the following estimating equation
1
n
n∑
i=1
XiI(Fn(Xi) ≤ t)− θ(t) = 0,
where
Fn(x) =
1
n
n∑
i=1
I(Xi ≤ x).
Therefore, the empirical estimator for generalized Lorenz curve θ(t) is
θˆ(t) =
1
n
n∑
i=1
XiI(Xi ≤ F−1n (t)) =
1
n
n∑
i=1
XiI(t ≥ Fn(Xi)).
4.1.2 A Kernel Estimator for a Generalized Lorenz Curve
As we mentioned in Part 2 and Part 3, we should use the kernel estimator for the
generalized Lorenz curve θ(t), because θ(t) is a smoothing function in many applications.
To find a smoothing estimator for θ(t), we utilize the kernel method.
Define the kernel function as K(x) =
∫ x
−∞ ω(y)dy, where ω is a probability density
function. The smoothed estimator for the generalized Lorenz curve θ(t) is defined as follows:
Tˆn(t) =
1
n
n∑
i=1
XiK(
t− Fn(Xi)
h
). (4.2)
The asymptotic normality of the smoothed estimator Tˆn(t) is shown in the following
Theorem 4.1.
Theorem 4.1. Assume ω is a probability density function with bounded support and its
first derivative exists on its supporting set. If h = h(n)→ 0, √nh2 →∞ as n→∞, then
√
n{Tˆn(t)− θ(t)} d−→ N(0, σ2(t)),
where σ2(t) =
∫ ξt
0
x2dF (x)− θ2(t) + ξ2t t(1− t).
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4.1.3 Bandwidth Selection for the Kernel Estimator by Cross-validation Method
One of the difficulties to study kernel estimator is the choice of bandwidth h for the
generalized Lorenz curve. In this study, the 2-fold cross-validation method is used to choose
bandwidth. The bandwidth h is chosen to be h = cn−1/3, based on our simulation experience.
Clearly, the constant c will control the choice of bandwidth h. Here and thereafter, we denote
Tˆn,c(t) = Tˆn(t).
First of all, at a given t, the constant c is chosen by minimizing the Mean Squared
Error(MSE).
MSE(c) = E[Tˆn,c(t)− θ(t)]2.
By randomly split the sample into two parts, we get a training sample and a validation
sample. Based on the training sample, the smoothed Lorenz ordinate Tˆ
(1)
n,c (t) is constructed;
based on the validation sample, the empirical estimate θˆ(2)(t) is constructed. By repeating
this process a lot of times, the cross-validation estimate of the MSE is constructed as below
CVc =
1
L
L∑
l=1
[Tˆ (1,l)n,c (t)− θˆ(2,l)(t)]2,
where L is the number of random splits, and c is chosen as the constant that minimize CVc.
Alternatively, if we focus on the overall performance of the smoothed estimator for the
generalized Lorenz curve across all t, we can use a similar cross-validation procedure for
selecting c by minimizing the Average Mean Squared Error (AMSE)
AMSE(c) = E
1
K
K∑
k=1
[Tˆn,c(tk)− θ(tk)]2, k = 1, 2, ..., K
where tk is in a fine grid of (0,1), K is an integer.
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And the cross-validation estimate of the AMSE is
ACVc =
1
L
1
K
L∑
l=1
K∑
k=1
[Tˆ (1,l)n,c (tk)− θˆ(2,l)(tk)]2.
4.1.4 Point Estimator Evaluation
We will evaluate the proposed estimators in terms of Mean Square Error (MSE) and
Asymptotic Relative Efficiency (ARE).
The MSE of the empirical estimator θˆ(t) is
MSEθˆ = E[θˆ(t)− θ(t)]
2
,
and the MSE of the smoothed estimator Tˆn(t) is
MSETˆn(t) = E[Tˆn(t)− θ(t)]
2
.
Note that based on Beach and Davidson (1983), and Zheng (2001), the empirical esti-
mator θˆ(t) satisfies
√
n
(
θˆ(t)− θ(t)
)
d−→ N(0, σ2v),
where σ2v =
∫ ξt0
0
(x− ξt0)2dF (x)− (θ − t0ξt0)2.
While the smoothed estimator Tˆn(t) satisfies
√
n(Tˆn(t)− θ(t)) d−→ N(0, σ2(t)).
Then the ARE of Tˆn(t) with respect to θˆ(t) is
ARE(Tˆn(t), θˆ(t)) =
σ2v
σ2(t)
.
ARE > 1 implies that the kernel estimator is more efficient than the empirical estimator.
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4.2 Smoothed Jackknife Empirical Likelihood for a Generalized Lorenz Curve
Tukey (1958) used the jackknife method to estimate the variance. Based on his method,
we define the jackknife pseudo-values as
Vˆi(t) = nTˆn(t)− (n− 1)Tˆn−1,i(t). (4.3)
where Tˆn−1,i(t) = 1(n−1)
∑
j 6=iXjK(
t−Fn,i(Xj)
h
) is the given statistics Tn−1 but computed on
n − 1 observations X1, X2, ..., Xi−1, Xi+1, ..., Xn, Fn,i(t) = 1n−1
∑
j 6=i I(Xj ≤ t) is the sample
distribution function based on n− 1 observations.
Thus, the jackknife empirical likelihood for θ = θ(t) is defined as below
L(t, θ) = sup
{
n∏
i=1
pi :
n∑
i=1
npi = 1,
n∑
i=1
piVˆi(t) = θ
}
. (4.4)
By using the Lagrange multiplier method, we obtain the maximization for (4.4) at
pi =
1
n
{1 + λ[Vˆi(t)− θ]}−1, (4.5)
where λ = λ(t, θ) is the solution to
1
n
n∑
i=1
Vˆi(t)− θ
1 + λ(Vˆi(t)− θ)
= 0. (4.6)
Since
∏n
i=1 pi is subject to
∑n
i=1 pi = 1, pi ≥ 0, i=1,2,..., n, L(t, θ) will attain its
maximization n−n at pi = n−1. Thus, the jackknife empirical likelihood ratio for θ can be
defined as
Ln(θ(t)) =
n∏
i=1
(npi) =
n∏
i=1
{1 + λ(Vˆi(t)− θ)}−1, (4.7)
which gives the log empirical likelihood ratio as
ln(θ(t)) = −2 logLn(θ(t)) = 2
n∑
i=1
log{1 + λ(Vˆi(t)− θ)}. (4.8)
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Thus, we derive the following two theorems
Theorem 4.2. Under conditions of Theorem 4.1, we have
υJACK(t)
p−→ σ2(t), (4.9)
where σ2(t) is defined in Theorem 4.1.
Theorem 4.3. Under the conditions of Theorem 4.1, we have
ln(θ(t))
d−→ χ2(1). (4.10)
where υJACK(t) is constructed as
υJACK(t) =
1
n(n− 1)
n∑
i=1
[Vˆi(t)− 1
n
n∑
j=1
Vˆj(t)]
2
=
n− 1
n
n∑
i=1
[Tˆn−1,i(t)− 1
n
n∑
j=1
Tˆn−1,j(t)]2.
4.3 Confidence Intervals for a Generalized Lorenz Curve
4.3.1 Normal Approximation-based Confidence Intervals
In this section, we construct confidence intervals for generalized Lorenz curve (GLC)
θ(t) by normal approximation method. Since we already have two appropriate estimators
for θ(t), we will construct two normal approximation-based confidence intervals for the GLC
based on the two estimators.
It has been showed that the estimate θˆ(t) for generalized Lorenz curve θ(t) is asymp-
totically normal with variances σ2v , i.e.,
√
n
(
θˆ(t)− θ(t)
)
−→ N(0, σ2v),
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where
σ2v =
∫ ξt0
0
(x− ξt0)2dF (x)− (θ − t0ξt0)2.
Therefore, a (1− α) level normal approximate (NA1)-based confidence interval for θ(t)
can be constructed as
(l1, u1) = (θˆ(t)−
z1−α
2
σˆv√
n
, θˆ(t) +
z1−α
2
σˆv√
n
),
where z1−α
2
is the (1− α
2
)− th quantile of the standard normal distribution, and
σˆ2v =
∫ ξˆt0
0
(x− ξˆt0)2dFn(x)− (θˆ − t0ξˆt0)2
is a consistent estimate for σ2v .
Based on Theorem 4.1, the smoothed estimator Tˆn(t) for the generalized Lorenz curve
θ(t) is asymptotically normal with variances σ2(t) , i.e.,
√
n(Tˆn(t)− θ(t)) −→ N(0, σ2(t)).
Then we construct another (1 − α) level normal approximate (NA2)-based confidence
interval for θ(t) as
(l2, u2) = (Tˆn(t)−
z1−α
2
σˆ(t)√
n
, Tˆn(t) +
z1−α
2
σˆ(t)√
n
),
where σˆ(t) is the standard deviation of the variance estimate for the kernel estimator
σˆ2(t) =
∫ ξˆt
0
x2dFn(x)− Tˆ 2n(t) + ξˆ2t t(1− t) =
1
n
n∑
i=1
X2i I(Xi ≤ ξˆt)− Tˆ 2n(t) + ξˆ2t t(1− t).
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4.3.2 Bootstrap-based Confidence Intervals
In this section, we apply bootstrap methods to construct confidence intervals for gen-
eralized Lorenz curve.
By drawing bootstrap resample {X∗1 , X∗2 , X∗3 , ..., X∗n} with replacement from the original
data {X1, X2, X3, ..., Xn}, the bootstrap versions of the empirical estimator for the general-
ized Lorenz ordinate θˆ(t) can be defined as
θˆ∗(t) =
1
n
n∑
i=1
X∗i I(X
∗
i ≤ ξ∗t0).
We repeat this bootstrap procedure for B times. Thus, B bootstrap copies of θˆ are
obtained, denoted them as {θˆ∗b , b = 1, 2, ..., B}.
Then, the bootstrap sample variance of θˆ∗b ’s,
V ∗G =
1
B − 1
B∑
b=1
(θˆ∗b − θ¯∗)2,
where θ¯∗ = 1
B
∑B
b=1 θˆ
∗
b , is used to estimate the asymptotic variance of θˆ.
Two bootstrap confidence intervals based on the empirical estimator for the generalized
Lorenz ordinate θ(t) are constructed as follows:
1. BT1 interval:
(l3, u3) = (θˆ − z1−α/2
√
V ∗G, θˆ + z1−α/2
√
V ∗G),
2. BT2 interval:
(l4, u4) = (θ¯
∗ − z1−α/2
√
V ∗G, θ¯
∗ + z1−α/2
√
V ∗G).
Lastly, we apply the bootstrap bias correction and acceleration (BCa1) method to con-
struct a confidence interval for θ(t), which does not need a variance estimation.
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3. BCa1 interval:
(l5, u5) = (θˆ
∗
([Bβ1])
, θˆ∗([Bβ2])).
where
β1 = Φ(b+
b+ zα/2
1− a(b+ zα/2)), β2 = Φ(b+
b+ z1−α/2
1− a(b+ z1−α/2))
with correction constants a and b defined by
a =
1
6
n∑
i=1
ϕ3i /(
n∑
i=1
ϕ2i )
3
2 , b = Φ−1(
1
B
B∑
b=1
I(θˆ∗b ≤ θˆ)),
where ϕi = θˆ(.) − θˆ(−i), and θˆ(−i) is the θˆ computed by deleting the i − th observation in
original data, and θˆ(.) =
1
n
∑n
i=1 θˆ(−i)
Similarly, based on the kernel estimator Tˆn(t), three corresponding confidence intervals
can also be built. We draw a bootstrap resample {X∗1 , X∗2 , X∗3 , ..., X∗n} with replacement
from the original data {X1, X2, X3, ..., Xn}. The bootstrap version of Tˆn(t) is
Tˆ ∗(t) =
1
n
n∑
i=1
x∗iK(
t− Fn(x∗i )
h
).
After repeating this bootstrap procedure for B times, B bootstrap copies of Tˆn are
obtained, denoted as {Tˆ ∗b , b = 1, 2, ..., B}.
The sample variance of Tˆ ∗b ’s
V ∗GT =
1
B − 1
B∑
b=1
(Tˆ ∗b − T¯ ∗)2,
where T¯ ∗ = 1
B
∑B
b=1 Tˆ
∗
b , is used to estimate the asymptotic variance of the kernel estimator
Tˆn(t).
Thus, two bootstrap confidence intervals for the generalized Lorenz curve θ(t) are con-
structed as follows:
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4. BT3 interval:
(l6, u6) = (Tˆn − z1−α/2
√
V ∗GT , Tˆn + z1−α/2
√
V ∗GT ),
5. BT4 interval:
(l7, u7) = (T¯
∗ − z1−α/2
√
V ∗GT , T¯
∗ + z1−α/2
√
V ∗GT ).
Another non-parametric method to construct confidence interval is the bootstrap bias
correction and acceleration (BCa2) method, which does not need variance estimation.
6. BCa2 interval:
(l8, u8) = (Tˆ
∗
([Bβ1])
, Tˆ ∗([Bβ2])).
where
β1 = Φ(b+
b+ zα/2
1− a(b+ zα/2)), β2 = Φ(b+
b+ z1−α/2
1− a(b+ z1−α/2))
with correction constants a and b defined by
a =
1
6
n∑
i=1
ϕ3i /(
n∑
i=1
ϕ2i )
3
2 , b = Φ−1(
1
B
B∑
b=1
I(Tˆ ∗b ≤ Tˆn))
where ϕi = Tˆ(.) − Tˆ(−i), and Tˆ(−i) is the Tˆn computed by deleting the i − th observation in
original data, and Tˆ(.) =
1
n
∑n
i=1 Tˆ(−i).
4.3.3 Smoothed Jackknife Empirical Likelihood-based Confidence Interval
The smoothed version of the jackknife empirical likelihood for the generalized Lorenz
curve θ(t) is derived in Section 4.2. We can construct confidence intervals based on this
smoothed jackknife empirical likelihood theory. Based on Theorem 4.3, the SJEL-based
confidence interval for the generalized Lorenz curve θ(t) can be constructed as
(le, ue) = {θ : ln(θ(t)) ≤ χ21,1−α}.
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Table 4.1 MSE, bias and the percentage of ARE > 1 generated from Chi-square distribu-
tion(df=3) are compared for empirical estimator and the proposed smoothed estimator for
generalized Lorenz curve with t from 0.2 to 0.8
Sample Size t Biasθˆ BiasTˆn(t) MSEθˆ MSETˆn(t) ARE> 1
100 0.2 0.0031995 0.0008617 0.0004583 0.0004189 97.9%
0.3 0.0041156 0.0002344 0.0012882 0.0012099 99.7%
0.4 0.0046863 0.0016318 0.0027291 0.0026133 100%
0.5 0.0048895 0.0034679 0.0050855 0.0049301 100%
0.6 0.0050529 0.0055697 0.0088246 0.0086053 100%
0.7 0.0040055 0.0089308 0.0143087 0.0140426 100%
0.8 0.0019127 0.0132925 0.0222319 0.0219004 100%
200 0.2 0.0017584 0.0009334 0.0002210 0.0002115 94.6%
0.3 0.0020155 0.0001939 0.0006501 0.0006302 99.9%
0.4 0.0021752 0.0005515 0.0014164 0.0013863 100%
0.5 0.0031560 0.0006204 0.0026262 0.0025793 100%
0.6 0.0043088 0.0004650 0.0045186 0.0044449 100%
0.7 0.0057898 0.0000555 0.0074270 0.0073101 100%
0.8 0.0075163 0.0007350 0.0117703 0.0115827 100%
500 0.2 0.0003534 0.0002641 0.0000898 0.0000884 70.8%
0.3 0.0005503 0.0000742 0.0002535 0.0002510 98.4%
0.4 0.0009014 0.0000674 0.0005631 0.0005585 100%
0.5 0.0012734 0.0000807 0.0010774 0.0010683 100%
0.6 0.0014360 0.0000924 0.0018319 0.0018216 99.9%
0.7 0.0017368 0.0001215 0.0029869 0.0029688 99.9%
0.8 0.0021810 0.0001425 0.0046657 0.0046403 100%
4.4 Numerical Studies and a Real Example
4.4.1 Simulation Studies
In this section, we first compare the empirical estimator and the kernel estimator. Then,
the coverage probabilities and interval lengths of the proposed intervals are evaluated by
extensive simulation studies. The proposed intervals are also illustrated by a real application.
Recall that ARE of Tˆn(t) with respect to θˆ(t) is
ARE(Tˆn(t), θˆ(t)) =
σ2v
σ2(t)
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The evaluation methods are selected to be MSE and ARE. For each setting, 1,000
random sample is generated from the Chi-square distribution with degree of freedom 3, and
the sample sizes are chosen to be 100, 200, and 500; t will range from 0.2 to 0.8. Table (4.1)
presents the comparisons results. Biasθˆ presents the bias for the empirical estimator θˆ(t),
and BiasTˆn(t) presents the bias for the kernel estimator Tˆn(t). We observe that the MSE
of the smoothed estimator is much less than the MSE of empirical estimator, although the
bias of smoothed estimator is larger than the bias of empirical estimator. Meanwhile, the
percentage of {ARE > 1} are all larger than 50%. It implies that, most of time, the variance
of the smoothed estimator is less than that of the empirical estimator.
After the evaluation for point estimators, we will continue to present results for the
coverage probabilities and the average interval lengths of the normal approximation-based
confidence intervals, along with the proposed smoothed bootstrap-based confidence intervals
and the smoothed jackknife empirical likelihood (SJEL)-based confidence interval.
We generate data from Chi-square distribution with degree of freedom 3, and Wellbull
distribution with shape=1 and scale=2, respectively. The sample sizes are chosen to be
100, 200, and 500, separately, and 1,000 random samples are generated from the above
distributions. We construct confidence intervals at 95% and 90% confidence level with t=0.1,
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. The Quartic/Triweight kernel density function ω(x) =
35
32
(1− t2)2I(|t| ≤ 1) is selected for the kernel estimator of the generalized Lorenz curve, and
the bandwidth h = cn−1/3 is chosen via the proposed cross-validation method, where c are
valued differently based on different t. For the bootstrap variance estimates, 500 bootstrap
re-samples are drawn from the original sample based on F (x).
The coverage probabilities and average lengths of the 90% and 95% confidence levels for
generalized Lorenz curve are presented in Table 4.2 to Table 4.5 for Chi-square distribution,
and in Table 4.6 to Table 4.9 for Weibull distribution.
We observe that SJEL interval performs better than any other confidence intervals,
while BT3 and BT4 intervals perform the second to the best. As sample size increases, all
the methods perform better. The average lengths increase as t increases. Therefore, we
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recommend that the smoothed jackknife empirical likelihood-based (SJEL) interval and the
proposed smoothed bootstrap-based intervals (BT3 and BT4) for the generalized Lorenz
curve when income data is right skewed.
4.4.2 A Real Example
More than ten thousands income data for professors in Georgia is extracted from the
historical records of the Georgia Public Institutes for 2012 fiscal year. After filter by several
criterions, we get 5,921 income data for full-time professors. The salary information for
professors who do not provide full-time services in 2012 will not be included. The lower
bound and upper bound of the proposed NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL intervals are calculated, and results are summarized in Table (4.10). Based on
the SJEL interval, the least wealthy 80% professors have an average annual salary from
$60,973.24 to $62,282.91. Based on the BT3 interval, it is observed that the mean income of
the least wealthy 50% professors is between (31696.16, 32287.59), which indicates that the
average annual salary for the least wealthy 50% professors is from $31,696.16 to $32,287.59
in 2012.
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Table 4.2 Coverage probabilities and interval lengths at 90% confidence level for GLC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.859 0.0301 0.866 0.0704 0.885 0.1193 0.879 0.1752
NA2 0.825 0.0298 0.825 0.0706 0.910 0.1180 0.880 0.1740
BT1 0.926 0.0356 0.902 0.0779 0.909 0.1279 0.909 0.1877
BT2 0.874 0.0356 0.883 0.0779 0.886 0.1279 0.899 0.1877
BT3 0.867 0.0276 0.882 0.0681 0.892 0.1143 0.875 0.1684
BT4 0.872 0.0276 0.890 0.0681 0.887 0.1143 0.877 0.1684
BCa1 0.884 0.0301 0.884 0.0716 0.884 0.1208 0.896 0.1788
BCa2 0.810 0.0298 0.860 0.0712 0.867 0.1175 0.877 0.1730
SJEL 0.884 0.0301 0.882 0.0708 0.887 0.1205 0.896 0.1777
200 NA1 0.905 0.0212 0.906 0.0502 0.904 0.0848 0.903 0.1248
NA2 0.890 0.0212 0.887 0.0496 0.865 0.0840 0.880 0.1237
BT1 0.938 0.0232 0.925 0.0530 0.917 0.0878 0.916 0.1295
BT2 0.904 0.0232 0.902 0.0530 0.907 0.0878 0.907 0.1295
BT3 0.872 0.0201 0.877 0.0487 0.882 0.0824 0.875 0.1216
BT4 0.880 0.0201 0.885 0.0487 0.885 0.0824 0.880 0.1216
BCa1 0.922 0.0213 0.917 0.0510 0.900 0.0854 0.914 0.1267
BCa2 0.847 0.0208 0.850 0.0499 0.862 0.0836 0.880 0.1232
SJEL 0.919 0.0219 0.903 0.0504 0.901 0.0849 0.902 0.1247
500 NA1 0.897 0.0131 0.892 0.0313 0.882 0.0533 0.885 0.0784
NA2 0.932 0.0132 0.875 0.0316 0.885 0.0532 0.885 0.0786
BT1 0.903 0.0136 0.895 0.0320 0.889 0.0539 0.892 0.0796
BT2 0.893 0.0136 0.893 0.0320 0.880 0.0539 0.882 0.0796
BT3 0.895 0.0129 0.880 0.0312 0.875 0.0526 0.885 0.0779
BT4 0.900 0.0129 0.880 0.0312 0.877 0.0526 0.875 0.0779
BCa1 0.897 0.0132 0.897 0.0315 0.886 0.0534 0.890 0.0791
BCa2 0.862 0.0130 0.867 0.0316 0.870 0.0528 0.875 0.0783
SJEL 0.904 0.0132 0.899 0.0321 0.894 0.0540 0.886 0.0791
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Table 4.3 Coverage probabilities and interval lengths at 90% confidence level for GLC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.5 to 0.9
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.896 0.2404 0.898 0.3139 0.899 0.3976 0.895 0.4946 0.885 0.6146
NA2 0.880 0.2342 0.890 0.3053 0.895 0.3916 0.895 0.4904 0.880 0.6022
BT1 0.917 0.2561 0.916 0.3328 0.919 0.4239 0.916 0.5287 0.915 0.6695
BT2 0.904 0.2561 0.908 0.3328 0.905 0.4239 0.907 0.5287 0.916 0.6695
BT3 0.882 0.2322 0.887 0.3037 0.890 0.3850 0.892 0.4824 0.882 0.5877
BT4 0.875 0.2322 0.887 0.3037 0.880 0.3850 0.887 0.4824 0.875 0.5877
BCa1 0.912 0.2460 0.907 0.3224 0.912 0.4120 0.909 0.5142 0.904 0.6483
BCa2 0.887 0.2401 0.890 0.3141 0.877 0.3943 0.880 0.4973 0.872 0.6078
SJEL 0.891 0.2373 0.890 0.3101 0.897 0.3928 0.894 0.4890 0.892 0.6377
200 NA1 0.913 0.1697 0.907 0.2215 0.900 0.2807 0.904 0.3497 0.898 0.4358
NA2 0.875 0.1682 0.885 0.2199 0.885 0.2787 0.885 0.3469 0.895 0.4335
BT1 0.920 0.1750 0.915 0.2275 0.909 0.2897 0.910 0.3608 0.909 0.4545
BT2 0.907 0.1750 0.907 0.2275 0.902 0.2897 0.903 0.3608 0.906 0.4545
BT3 0.885 0.1671 0.895 0.2181 0.897 0.2767 0.892 0.3448 0.890 0.4281
BT4 0.890 0.1671 0.888 0.2181 0.895 0.2767 0.891 0.3448 0.887 0.4281
BCa1 0.905 0.1716 0.913 0.2238 0.909 0.2861 0.900 0.3562 0.901 0.4480
BCa2 0.865 0.1704 0.867 0.2217 0.865 0.2803 0.890 0.3486 0.872 0.4344
SJEL 0.902 0.1692 0.906 0.2208 0.900 0.2796 0.901 0.3482 0.898 0.4340
500 NA1 0.917 0.1069 0.920 0.1397 0.907 0.1777 0.908 0.2219 0.894 0.2752
NA2 0.905 0.1065 0.925 0.1391 0.932 0.1767 0.930 0.2210 0.910 0.2762
BT1 0.919 0.1082 0.922 0.1412 0.909 0.1801 0.913 0.2246 0.899 0.2797
BT2 0.922 0.1082 0.924 0.1412 0.913 0.1801 0.910 0.2246 0.900 0.2797
BT3 0.907 0.1058 0.905 0.1391 0.902 0.1761 0.903 0.2200 0.905 0.2746
BT4 0.902 0.1058 0.907 0.1391 0.905 0.1761 0.912 0.2200 0.907 0.2746
BCa1 0.920 0.1074 0.913 0.1402 0.913 0.1793 0.908 0.2232 0.899 0.2783
BCa2 0.912 0.1063 0.927 0.1402 0.902 0.1765 0.927 0.2209 0.887 0.2768
SJEL 0.914 0.1076 0.920 0.1401 0.908 0.1781 0.908 0.2223 0.898 0.2755
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Table 4.4 Coverage probabilities and interval lengths at 95% confidence level for GLC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.928 0.0359 0.924 0.0839 0.935 0.1422 0.937 0.2088
NA2 0.915 0.0355 0.925 0.0842 0.917 0.1406 0.962 0.2074
BT1 0.971 0.0425 0.951 0.0929 0.949 0.1524 0.957 0.2241
BT2 0.936 0.0425 0.940 0.0929 0.942 0.1524 0.950 0.2241
BT3 0.917 0.0329 0.947 0.0815 0.945 0.1361 0.950 0.2009
BT4 0.917 0.0329 0.945 0.0815 0.952 0.1361 0.950 0.2009
BCa1 0.934 0.0350 0.943 0.0851 0.942 0.1439 0.950 0.2136
BCa2 0.870 0.0352 0.907 0.0848 0.922 0.1393 0.930 0.2055
SJEL 0.929 0.0359 0.935 0.0841 0.937 0.1429 0.953 0.2155
200 NA1 0.958 0.0252 0.955 0.0598 0.957 0.1011 0.953 0.1487
NA2 0.910 0.0253 0.902 0.0592 0.937 0.1001 0.925 0.1474
BT1 0.973 0.0276 0.966 0.0629 0.968 0.1046 0.962 0.1542
BT2 0.955 0.0276 0.959 0.0629 0.954 0.1046 0.961 0.1542
BT3 0.927 0.0239 0.927 0.0578 0.927 0.0978 0.912 0.1445
BT4 0.930 0.0239 0.930 0.0578 0.930 0.0978 0.907 0.1445
BCa1 0.962 0.0253 0.967 0.0605 0.961 0.1017 0.953 0.1511
BCa2 0.892 0.0249 0.917 0.0590 0.932 0.0987 0.920 0.1456
SJEL 0.956 0.0265 0.949 0.0599 0.960 0.1009 0.948 0.1483
500 NA1 0.945 0.0156 0.940 0.0373 0.940 0.0635 0.937 0.0935
NA2 0.940 0.0157 0.937 0.0376 0.942 0.0634 0.937 0.0937
BT1 0.957 0.0162 0.948 0.0381 0.946 0.0642 0.944 0.0950
BT2 0.949 0.0162 0.942 0.0381 0.948 0.0642 0.945 0.0950
BT3 0.937 0.0153 0.937 0.0372 0.915 0.0627 0.930 0.0930
BT4 0.942 0.0153 0.935 0.0372 0.920 0.0627 0.930 0.0930
BCa1 0.943 0.0157 0.948 0.0375 0.941 0.0634 0.939 0.0941
BCa2 0.930 0.0156 0.927 0.0375 0.915 0.0630 0.920 0.0934
SJEL 0.952 0.0164 0.944 0.0381 0.942 0.0641 0.949 0.0948
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Table 4.5 Coverage probabilities and interval lengths at 95% confidence level for GLC with
Chi-square distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1,
BCa2 and SJEL methods with different sample sizes and t from 0.5 to 0.9
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.946 0.2864 0.946 0.3740 0.945 0.4738 0.946 0.5894 0.935 0.7324
NA2 0.947 0.2791 0.945 0.3638 0.942 0.4667 0.945 0.5843 0.937 0.7175
BT1 0.964 0.3053 0.959 0.3957 0.959 0.5060 0.965 0.6301 0.951 0.7961
BT2 0.954 0.3053 0.950 0.3957 0.956 0.5060 0.965 0.6301 0.952 0.7961
BT3 0.930 0.2762 0.940 0.3623 0.935 0.4587 0.945 0.5738 0.942 0.7004
BT4 0.932 0.2762 0.932 0.3623 0.932 0.4587 0.937 0.5738 0.927 0.7004
BCa1 0.953 0.2926 0.953 0.3827 0.959 0.4917 0.964 0.6142 0.955 0.7728
BCa2 0.932 0.2841 0.935 0.3735 0.940 0.4690 0.942 0.5886 0.922 0.7189
SJEL 0.948 0.2822 0.948 0.3718 0.946 0.4673 0.946 0.5819 0.954 0.7736
200 NA1 0.954 0.2022 0.948 0.2639 0.952 0.3345 0.951 0.4167 0.949 0.5193
NA2 0.952 0.2004 0.937 0.2621 0.940 0.3321 0.947 0.4133 0.940 0.5166
BT1 0.959 0.2084 0.957 0.2714 0.955 0.3458 0.956 0.4305 0.962 0.5419
BT2 0.956 0.2084 0.952 0.2714 0.959 0.3458 0.965 0.4305 0.954 0.5419
BT3 0.927 0.1986 0.922 0.2595 0.942 0.3287 0.947 0.4102 0.937 0.5093
BT4 0.922 0.1986 0.922 0.2595 0.935 0.3287 0.940 0.4102 0.940 0.5093
BCa1 0.956 0.2043 0.950 0.2672 0.957 0.3413 0.958 0.4250 0.957 0.5349
BCa2 0.927 0.2012 0.935 0.2631 0.942 0.3336 0.945 0.4147 0.935 0.5175
SJEL 0.952 0.2014 0.951 0.2628 0.950 0.3327 0.949 0.4145 0.947 0.5169
500 NA1 0.960 0.1274 0.962 0.1665 0.954 0.2117 0.945 0.2644 0.940 0.3279
NA2 0.962 0.1269 0.960 0.1657 0.957 0.2106 0.960 0.2634 0.937 0.3292
BT1 0.965 0.1292 0.963 0.1683 0.960 0.2144 0.949 0.2678 0.943 0.3331
BT2 0.964 0.1292 0.964 0.1683 0.960 0.2144 0.950 0.2678 0.941 0.3331
BT3 0.955 0.1266 0.952 0.1649 0.955 0.2090 0.960 0.2621 0.950 0.3267
BT4 0.957 0.1266 0.955 0.1649 0.952 0.2090 0.957 0.2621 0.947 0.3267
BCa1 0.960 0.1284 0.953 0.1671 0.953 0.2131 0.947 0.2662 0.942 0.3314
BCa2 0.962 0.1274 0.945 0.1654 0.970 0.2098 0.957 0.2625 0.940 0.3297
SJEL 0.959 0.1279 0.961 0.1669 0.955 0.2121 0.950 0.2646 0.948 0.3321
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Table 4.6 Coverage probabilities and interval lengths at 90% confidence level for GLC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.889 0.0132 0.878 0.0367 0.865 0.0685 0.867 0.1083
NA2 0.880 0.0132 0.877 0.0368 0.865 0.0691 0.860 0.1086
BT1 0.935 0.0156 0.923 0.0405 0.901 0.0739 0.895 0.1168
BT2 0.906 0.0156 0.886 0.0405 0.887 0.0739 0.891 0.1168
BT3 0.882 0.0121 0.885 0.0347 0.895 0.0664 0.895 0.1056
BT4 0.890 0.0121 0.892 0.0347 0.895 0.0664 0.891 0.1056
BCa1 0.891 0.0124 0.900 0.0361 0.884 0.0683 0.888 0.1098
BCa2 0.810 0.0115 0.857 0.0355 0.855 0.0682 0.875 0.1088
SJEL 0.896 0.0135 0.890 0.0363 0.884 0.0684 0.884 0.1098
200 NA1 0.898 0.0089 0.911 0.0258 0.902 0.0485 0.895 0.0768
NA2 0.870 0.0091 0.885 0.0256 0.915 0.0483 0.908 0.0761
BT1 0.933 0.0098 0.928 0.0272 0.915 0.0502 0.904 0.0796
BT2 0.915 0.0098 0.919 0.0272 0.899 0.0502 0.902 0.0796
BT3 0.877 0.0086 0.882 0.0248 0.907 0.0469 0.902 0.0748
BT4 0.885 0.0086 0.890 0.0248 0.904 0.0469 0.903 0.0748
BCa1 0.914 0.0087 0.917 0.0257 0.908 0.0484 0.904 0.0773
BCa2 0.845 0.0083 0.852 0.0250 0.887 0.0475 0.895 0.0756
SJEL 0.904 0.0097 0.909 0.0263 0.902 0.0489 0.895 0.0768
500 NA1 0.884 0.0055 0.892 0.0162 0.902 0.0306 0.899 0.0485
NA2 0.917 0.0056 0.885 0.0162 0.910 0.0306 0.885 0.0485
BT1 0.900 0.0058 0.901 0.0166 0.901 0.0310 0.904 0.0493
BT2 0.895 0.0058 0.896 0.0166 0.895 0.0310 0.896 0.0493
BT3 0.899 0.0055 0.898 0.0160 0.902 0.0303 0.897 0.0482
BT4 0.895 0.0055 0.896 0.0160 0.901 0.0303 0.902 0.0482
BCa1 0.896 0.0055 0.898 0.0162 0.901 0.0306 0.900 0.0488
BCa2 0.875 0.0053 0.882 0.0160 0.885 0.0304 0.882 0.0484
SJEL 0.908 0.0060 0.902 0.0168 0.903 0.0307 0.908 0.0493
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Table 4.7 Coverage probabilities and interval lengths at 90% confidence level for GLC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL with different sample sizes and t from 0.5 to 0.9
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.897 0.1589 0.889 0.2160 0.883 0.2852 0.887 0.3685 0.893 0.4777
NA2 0.867 0.1575 0.870 0.2150 0.867 0.2823 0.865 0.3666 0.897 0.4689
BT1 0.919 0.1691 0.907 0.2294 0.904 0.3032 0.906 0.3952 0.916 0.5226
BT2 0.899 0.1691 0.898 0.2294 0.900 0.3032 0.902 0.3952 0.916 0.5226
BT3 0.885 0.1540 0.891 0.2104 0.896 0.2787 0.904 0.3601 0.890 0.4562
BT4 0.887 0.1540 0.898 0.2104 0.893 0.2787 0.902 0.3601 0.892 0.4562
BCa1 0.907 0.1614 0.904 0.2205 0.898 0.2928 0.899 0.3827 0.912 0.5037
BCa2 0.852 0.1587 0.852 0.2156 0.842 0.2862 0.847 0.3722 0.872 0.4735
SJEL 0.896 0.1565 0.890 0.2130 0.891 0.2812 0.893 0.3640 0.890 0.5017
200 NA1 0.910 0.1115 0.904 0.1526 0.906 0.2015 0.907 0.2616 0.892 0.3370
NA2 0.865 0.1110 0.865 0.1518 0.870 0.2012 0.882 0.2613 0.885 0.3344
BT1 0.923 0.1149 0.918 0.1574 0.912 0.2082 0.918 0.2709 0.906 0.3506
BT2 0.915 0.1149 0.914 0.1574 0.903 0.2082 0.919 0.2709 0.903 0.3506
BT3 0.894 0.1096 0.885 0.1502 0.894 0.1997 0.882 0.2581 0.892 0.3296
BT4 0.890 0.1096 0.892 0.1502 0.906 0.1997 0.890 0.2581 0.905 0.3296
BCa1 0.919 0.1122 0.908 0.1544 0.911 0.2048 0.909 0.2672 0.898 0.3449
BCa2 0.897 0.1111 0.877 0.1517 0.885 0.2023 0.877 0.2621 0.877 0.3342
SJEL 0.905 0.1111 0.909 0.1522 0.905 0.2009 0.909 0.2605 0.892 0.3354
500 NA1 0.887 0.0702 0.884 0.0962 0.890 0.1275 0.892 0.1656 0.894 0.2138
NA2 0.920 0.0695 0.912 0.0954 0.910 0.1264 0.920 0.1644 0.892 0.2143
BT1 0.885 0.0709 0.890 0.0974 0.899 0.1292 0.894 0.1676 0.899 0.2173
BT2 0.891 0.0709 0.882 0.0974 0.890 0.1292 0.897 0.1676 0.897 0.2173
BT3 0.910 0.0692 0.905 0.0951 0.901 0.1260 0.904 0.1632 0.900 0.2126
BT4 0.912 0.0692 0.900 0.0951 0.905 0.1260 0.902 0.1632 0.901 0.2126
BCa1 0.889 0.0703 0.884 0.0966 0.889 0.1283 0.892 0.1665 0.894 0.2163
BCa2 0.915 0.0695 0.910 0.0960 0.905 0.1267 0.917 0.1642 0.891 0.2143
SJEL 0.888 0.0709 0.887 0.0969 0.896 0.1281 0.891 0.1660 0.898 0.2142
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Table 4.8 Coverage probabilities and interval lengths at 95% confidence level for GLC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL methods with different sample sizes and t from 0.1 to 0.4
t=10% t=20% t=30% t=40%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.922 0.0157 0.932 0.0437 0.921 0.0816 0.924 0.1291
NA2 0.920 0.0157 0.937 0.0439 0.925 0.0823 0.920 0.1294
BT1 0.963 0.0186 0.955 0.0484 0.949 0.0882 0.952 0.1388
BT2 0.951 0.0186 0.948 0.0484 0.943 0.0882 0.937 0.1388
BT3 0.962 0.0144 0.954 0.0415 0.951 0.0791 0.953 0.1262
BT4 0.957 0.0144 0.945 0.0415 0.945 0.0791 0.940 0.1262
BCa1 0.934 0.0146 0.944 0.0430 0.934 0.0815 0.946 0.1307
BCa2 0.892 0.0136 0.907 0.0423 0.922 0.0810 0.927 0.1288
SJEL 0.939 0.0164 0.948 0.0442 0.942 0.0824 0.944 0.1373
200 NA1 0.942 0.0106 0.951 0.0308 0.946 0.0578 0.943 0.0915
NA2 0.937 0.0109 0.932 0.0305 0.945 0.0575 0.947 0.0907
BT1 0.965 0.0117 0.963 0.0324 0.955 0.0599 0.955 0.0949
BT2 0.958 0.0117 0.959 0.0324 0.957 0.0599 0.951 0.0949
BT3 0.962 0.0103 0.967 0.0295 0.955 0.0559 0.945 0.0891
BT4 0.957 0.0103 0.957 0.0295 0.955 0.0559 0.950 0.0891
BCa1 0.952 0.0103 0.958 0.0306 0.950 0.0579 0.950 0.0921
BCa2 0.962 0.0098 0.955 0.0294 0.940 0.0565 0.950 0.0900
SJEL 0.946 0.0115 0.945 0.0312 0.948 0.0580 0.947 0.0913
500 NA1 0.945 0.0066 0.945 0.0193 0.951 0.0365 0.951 0.0578
NA2 0.940 0.0067 0.940 0.0193 0.945 0.0360 0.950 0.0578
BT1 0.955 0.0069 0.950 0.0198 0.957 0.0370 0.951 0.0588
BT2 0.948 0.0069 0.942 0.0198 0.955 0.0370 0.946 0.0588
BT3 0.957 0.0065 0.947 0.0190 0.947 0.0362 0.950 0.0572
BT4 0940 0.0065 0.947 0.0190 0.947 0.0362 0.950 0.0572
BCa1 0.954 0.0066 0.949 0.0193 0.948 0.0364 0.949 0.0581
BCa2 0.935 0.0063 0.927 0.0189 0.937 0.0363 0.930 0.0572
SJEL 0.960 0.0067 0.953 0.0202 0.951 0.0373 0.950 0.0586
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Table 4.9 Coverage probabilities and interval lengths at 95% confidence level for GLC with
Weibull distribution are reported based on NA1, NA2, BT1, BT2, BT3, BT4, BCa1, BCa2
and SJEL with different sample sizes and t from 0.5 to 0.9
t=50% t=60% t=70% t=80% t=90%
Size Method Coverage Length Coverage Length Coverage Length Coverage Length Coverage Length
100 NA1 0.951 0.1893 0.949 0.2574 0.942 0.3399 0.938 0.4391 0.938 0.5693
NA2 0.927 0.1877 0.925 0.2562 0.947 0.3364 0.922 0.4368 0.930 0.5588
BT1 0.956 0.2013 0.960 0.2735 0.959 0.3622 0.956 0.4701 0.956 0.6221
BT2 0.956 0.2013 0.950 0.2735 0.950 0.3622 0.955 0.4701 0.947 0.6221
BT3 0.957 0.1835 0.956 0.2510 0.957 0.3311 0.960 0.4297 0.957 0.5447
BT4 0.961 0.1835 0.950 0.2510 0.952 0.3311 0.943 0.4297 0.946 0.5447
BCa1 0.957 0.1916 0.958 0.2629 0.952 0.3500 0.948 0.4569 0.95 0.6033
BCa2 0.952 0.1891 0.947 0.2576 0.958 0.3419 0.956 0.4437 0.922 0.5648
SJEL 0.948 0.1860 0.949 0.2532 0.946 0.3344 0.943 0.4329 0.951 0.6015
200 NA1 0.953 0.1328 0.953 0.1819 0.947 0.2401 0.946 0.3118 0.938 0.4015
NA2 0.947 0.1323 0.945 0.1809 0.942 0.2398 0.947 0.3113 0.932 0.3984
BT1 0.960 0.1367 0.956 0.1879 0.955 0.2477 0.953 0.3218 0.943 0.4185
BT2 0.954 0.1367 0.960 0.1879 0.959 0.2477 0.956 0.3218 0.947 0.4185
BT3 0.946 0.1309 0.944 0.1793 0.945 0.2367 0.943 0.3083 0.945 0.3928
BT4 0.942 0.1309 0.960 0.1793 0.946 0.2367 0.957 0.3083 0.946 0.3928
BCa1 0.950 0.1333 0.952 0.1843 0.959 0.2435 0.957 0.3173 0.942 0.4122
BCa2 0.947 0.1329 0.942 0.1808 0.930 0.2404 0.930 0.3146 0.922 0.3966
SJEL 0.952 0.1321 0.951 0.1810 0.947 0.2390 0.950 0.3100 0.946 0.4134
500 NA1 0.941 0.0837 0.941 0.1146 0.944 0.1519 0.946 0.1974 0.943 0.2548
NA2 0.930 0.0828 0.942 0.1137 0.955 0.1506 0.962 0.1960 0.945 0.2554
BT1 0.945 0.0846 0.946 0.1160 0.941 0.1538 0.951 0.1998 0.945 0.2585
BT2 0.942 0.0846 0.946 0.1160 0.942 0.1538 0.946 0.1998 0.948 0.2585
BT3 0.950 0.0826 0.950 0.1133 0.950 0.1496 0.950 0.1942 0.947 0.2525
BT4 0.947 0.0826 0.948 0.1133 0.952 0.1496 0.949 0.1942 0.945 0.2525
BCa1 0.947 0.0837 0.946 0.1151 0.946 0.1526 0.943 0.1986 0.943 0.2571
BCa2 0.950 0.0828 0.950 0.1137 0.945 0.1499 0.965 0.1949 0.930 0.2531
SJEL 0.947 0.0843 0.945 0.1152 0.948 0.1524 0.949 0.1976 0.944 0.2550
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Table 4.10 Georgia Individual Income Example: 95% confidence interval and interval length
for GLC for professor’s real income data are reported based on NA1, NA2, BT1, BT2, BT3,
BT4, BCa1, BCa2 and SJEL methods with t from 0.5 to 0.8.
quantile Method Confidence Interval Length
0.5 NA1 (32004.46, 32004.46) 0.0000
NA2 (30651.73, 33332.02) 2680.2
BT1 (31694.22, 32314.70) 620.48
BT2 (31695.82, 32316.30) 620.48
BT3 (31696.16, 32287.59) 591.43
BT4 (31690.49, 32281.93) 591.43
BCa1 (31664.83, 32306.79) 641.96
BCa2 (31686.21, 32306.68) 641.96
SJEL (31717.33, 32332.47) 615.14
0.6 NA1 (40656.66, 40656.67) 0.0100
NA2 (39202.91, 42092.21) 2889.3
BT1 (40274.97, 41038.37) 763.40
BT2 (40281.74, 41045.14) 763.40
BT3 (40244.99, 41050.12) 805.13
BT4 (40230.78, 41035.92) 805.13
BCa1 (40271.12, 41030.95) 759.83
BCa2 (40272.49, 41105.52) 759.83
SJEL (40227.26, 41023.32) 796.06
0.7 NA1 (50390.88, 50390.89) 0.0100
NA2 (48871.04, 51894.35) 3023.31
BT1 (49913.24, 50868.52) 955.28
BT2 (49904.21, 50859.49) 955.28
BT3 (49899.60, 50865.78) 966.18
BT4 (49883.95, 50850.13) 966.18
BCa1 (49956.38, 50911.49) 955.11
BCa2 (49955.02, 51020.14) 1065.12
SJEL (49989.57, 50924.68) 935.11
0.8 NA1 (61603.17, 61603.18) 0.0100
NA2 (60049.61, 63142.43) 3092.82
BT1 (60936.02, 62270.33) 1334.31
BT2 (60969.15, 62303.46) 1334.31
BT3 (60961.48, 62230.56) 1269.08
BT4 (60932.65, 62201.74) 1269.08
BCa1 (60857.96, 62272.20) 1414.24
BCa2 (60979.48, 62249.00) 1269.52
SJEL (60973.24, 62282.91) 1309.67
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4.5 Discussion
A new kernel estimator has been proposed for the generalized Lorenz curve, and is com-
pared with the empirical estimator. Then, we illustrate the 2-fold cross-validation method
to choose bandwidth h for the kernel estimator.
Meanwhile, we also propose the smoothed jackknife empirical likelihood-based confi-
dence interval (SJEL) and the smoothed bootstrap-based confidence intervals (BT3 and
BT4). These intervals are compared with the normal approximation-based confidence in-
tervals. SJEL, BT3 and BT4 intervals are observed to have the best performance than any
other intervals in most cases. The proposed smoothed jackknife empirical likelihood-based
method combines the powers of both jackknife and empirical likelihood methods. Based on
this study, we recommend the smoothed estimator for the generalized Lorenz curve, as well
as the proposed confidence intervals.
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4.6 Proof
Proof of Theorem 4.1, Theorem 4.2 and Theorem 4.3
Theorem 4.1. Under the conditions in Theorem 4.1, we have
√
n{Tˆn(t)− θ(t)} d−→ N(0, σ2(t)).
Proof:
We have the following decomposition
√
n[Tˆn(t)− θ(t)]
=
√
n[
1
n
n∑
i=1
XiK(
t− Fn(Xi)
h
)−
∫ ξt
0
xdF (x)]
=
√
n[
1
n
n∑
i=1
XiK(
t− Fn(Xi)
h
)− 1
n
n∑
i=1
XiK(
t− F (Xi)
h
)]
+
√
n[
1
n
n∑
i=1
XiK(
t− F (Xi)
h
)−
∫ ξt
0
xdF (x)]
≡ I1 + I2. (4.11)
Then I1 of (4.11) can be written as
I1 =
√
n
n
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− F (Xi)
h
)]
=
∫ ∞
−∞
x[K(
t− Fn(x)
h
)−K(t− F (x)
h
)]d[
√
n(Fn(x)− F (x))]
+
√
n
∫ ∞
−∞
x[K(
t− Fn(x)
h
)−K(t− F (x)
h
)]dF (x)
≡ I11 + I12. (4.12)
By Taylor Series, under condition of Theorem 4.1, I12 of (4.12) can be written as
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I12 =
√
n
∫ ∞
−∞
x[K(
t− Fn(x)
h
)−K(t− F (x)
h
)]dF (x)
=
√
n
∫ ∞
−∞
x[ω(
t− F (x)
h
)
F (x)− Fn(x)
h
+
1
2
ω
′
(
t− F (x)
h
)(
F (x)− Fn(x)
h
)2]dF (x)
= −√n
∫ ∞
−∞
x[ω(
t− F (x)
h
)
Fn(x)− F (x)
h
]dF (x) +Op(
1√
nh2
)
= −
∫ ∞
−∞
xω(
t− F (x)
h
)
√
n(Fn(x)− F (x))
h
dF (x) +Op(
1√
nh2
). (4.13)
Let Y=F(X), thus X = F−1(Y ), and let
Un(y) =
√
n[
1
n
n∑
i=1
I(Yi ≤ y)− y].
Clearly Yi follows uniform[0,1] distribution. Since h→ 0, the support of ω(x) is bounded
by (0,∞), so (4.13) will be equal to
I12 = −
∫ 1
−1
F−1(y)ω(
t− y
h
)
1
h
Un(y)dy + op(1)
=
∫ t+1
h
t−1
h
F−1(t− hz)ω(z)Un(t− hz)dz + op(1)
=
∫ a
−a
F−1(t)ω(z)Un(t)dz + op(1)
= F−1(t)Un(t)
∫ a
−a
ω(z)dz + op(1)
= ξtUn(t) + op(1). (4.14)
Since
√
n[Fn(x)− F (x)]→ B(x), which is Gaussian Process, so I11 = op(1). Therefore,
I1 = ξtUn(t) + op(1).
Next, let’s consider I2 of (4.11). We are going to prove
EXK(
t− F (x)
h
) =
∫ ∞
−∞
xK(
t− F (x)
h
)]dF (x) −→
∫ ξt
0
xdF (x) = θ(t), as h→ 0. (4.15)
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and
EX2K2(
t− F (x)
h
) =
∫ ∞
−∞
x2K2(
t− F (x)
h
)]dF (x) −→
∫ ξt
0
x2dF (x), as h→ 0. (4.16)
Notice that
lim
h→0
∫ ∞
−∞
xK(
t− F (x)
h
)f(x)dx
= lim
h→0
∫ ∞
−∞
x
∫ t−F (x)
h
−∞
ω(y)dyf(x)dx
=
∫ ∞
−∞
x[lim
h→0
∫ t−F (x)
h
−∞
ω(y)dy]f(x)dx
=
∫ ∞
−∞
x{0 ∗ I[t < F (x)] + 1
2
∗ I[t = F (x)] + 1 ∗ I[t > F (x)]}f(x)dx
=
∫ ∞
−∞
xI[t > F (x)]f(x)dx
=
∫ ∞
−∞
xI[t > F (x)]dF (x)
=
∫ ξt
0
xdF (x)
= θ(t). (4.17)
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Similarly, we have
lim
h→0
∫ ∞
−∞
x2K2(
t− F (x)
h
)f(x)dx
= lim
h→0
∫ ∞
−∞
x2(
∫ t−F (x)
h
−∞
ω(y)dy)2f(x)dx
=
∫ ∞
−∞
x2[lim
h→0
∫ t−F (x)
h
−∞
ω(y)dy]2f(x)dx
=
∫ ∞
−∞
x2{0 ∗ I[t < F (x)] + 1
2
∗ I[t = F (x)] + 1 ∗ I[t > F (x)]}2f(x)dx
=
∫ ∞
−∞
x2{I[t > F (x)]}2f(x)dx
=
∫ ∞
−∞
x2I[t > F (x)]dF (x)
=
∫ ξt
0
x2dF (x). (4.18)
Define ωi = XiK(
t−F (Xi)
h
) and ω = xK( t−F (x)
h
). So I2 of (4.11) can be rewritten as
I2 =
√
n[
1
n
n∑
i=1
XiK(
t− F (Xi)
h
)− EXK(t− F (X)
h
)] + op(1)
=
1√
n
n∑
i=1
(ωi − Eω) + op(1). (4.19)
Since Un(t) is an ancillary statistics. Based on Basu’s Lemma in Shao(2003), Un(t) is
independent of 1
n
∑n
i=1(ωi − Eω).
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Also,
V ar[ξtUn(t)) + V ar(ω)]
= ξ2t t(1− t) + V ar[XK(
t− F (X)
h
)]
= ξ2t t(1− t) + EX2K2(
t− F (X)
h
)− [EXK(t− F (X)
h
)]2
−→ ξ2t t(1− t) +
∫ ξt
0
x2dF (x)− [
∫ ξt
0
xdF (x)]2
= ξ2t t(1− t) +
∫ ξt
0
x2dF (x)− θ2(t)
≡ σ2(t). (4.20)
Therefore,
I1 + I2
= ξtUn(t) +
1√
n
n∑
i=1
(ωi − Eω) + op(1)
d−→ N(0, σ2(t)). (4.21)
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We need Lemma 1 and Lemma 2 to prove Theorem 4.2.
Lemma 1. Under the conditions in Theorem 4.1, we have
√
n{ 1
n
n∑
k=1
Vˆk(t)− θ(t)} d−→ N(0, σ2(t)), (4.22)
where σ2(t) is defined in Theorem 4.1.
Proof: Note that 1
n
∑n
k=1 Vk(t) can be decomposed into
1
n
n∑
k=1
Vk(t) =
n− 1
n
n∑
k=1
(Tˆn − Tˆn−1,k) + Tˆn, (4.23)
while
Tˆn − Tˆn−1,k
=
1
n
n∑
i=1
XiK(
t− Fn(Xi)
h
)− 1
(n− 1)
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)
=
1
n
n∑
i=1
XiK(
t− Fn(Xi)
h
)− 1
n
n∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)
+
1
n
n∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)− 1
(n− 1)
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
). (4.24)
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So
n∑
k=1
(Tˆn − Tˆn−1,k)
=
1
n
{
n∑
k=1
n∑
i=1
XiK(
t− Fn(Xi)
h
)−
n∑
k=1
∑
j 6=k
Xj[K(
t− Fn,k(Xj)
h
)]}
+
n∑
k=1
[{ 1
n
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)− 1
n− 1
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)}
=
1
n
n∑
k=1
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)] +
1
n
n∑
k=1
XkK(
t− Fn,k(Xk)
h
)
+
1
n
n∑
k=1
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)− 1
n− 1
n∑
k=1
∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)
=
1
n
n∑
k=1
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]
+{ 1
n
n∑
k=1
n∑
j=1
XjK(
t− Fn,k(Xj)
h
)− 1
n− 1
n∑
k=1
n∑
j=1
XjK(
t− Fn,k(Xj)
h
)
+
1
n− 1
n∑
k=1
XkK(
t− Fn,k(Xk)
h
)}
≡ I1 + I2. (4.25)
Using Talyor Series, I1 of (4.25) can be written as
1
n
n∑
k=1
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]
=
1
n
n∑
k=1
n∑
i=1
Xi{ω(t− Fn(Xi)
h
)
Fn,k(Xi)− Fn(Xi)
h
−1
2
ω
′
(
t− ξn,k,i
h
)(
Fn,k(Xi)− Fn(Xi)
h
)2}
=
1
n
n∑
i=1
Xi{ω(t− Fn(Xi)
h
)
n∑
k=1
Fn,k(Xi)− Fn(Xi)
h
−1
2
n∑
k=1
ω
′
(
t− ξn,k,i
h
)(
Fn,k(Xi)− Fn(Xi)
h
)2}
= −1
2
1
n
n∑
i=1
n∑
k=1
Xiω
′
(
t− ξn,k,i
h
)(
Fn,k(Xi)− Fn(Xi)
h
)2, (4.26)
126
where ξn,k,i is a random variable between Fn(Xi) and Fn,k(Xi). Since
Fn(X)− Fn,k(X)
=
1
n
n∑
i=1
I(Xi ≤ X)− 1
n− 1
∑
j 6=k
I(Xi ≤ X)
=
1
n
n∑
i=1
I(Xi ≤ X)− 1
n− 1
n∑
i=1
I(Xi ≤ X) + 1
n− 1I(Xk ≤ X)
= − 1
n− 1
1
n
n∑
i=1
I(Xi ≤ X) + 1
n− 1I(Xk ≤ X)
=
1
n− 1{I(Xk ≤ X)− Fn(X)}
= Op(
1
n− 1) = Op(
1
n
). (4.27)
Under conditions of Theorem 4.1, we have
1
2
1
n
n∑
i=1
n∑
k=1
|Xiω′(t− ξn,k,i
h
)|(Fn,k(Xi)− Fn(Xi)
h
)2
=
1
2
1
n
n∑
i=1
n∑
k=1
|Xiω′(t− ξn,k,i
h
)|Op( 1
(n− 1)2h2 )
=
1
2
1
n
n∑
i=1
n∑
k=1
|Xiω′(t− ξn,k,i
h
)|Op( 1
(n− 1)2h2 )
=
1
2
Op(n)Op(
1
(n− 1)2h2 )
= Op(
n
(n− 1)2h2 )
= Op(
1
nh2
). (4.28)
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Meanwhile, I2 from (4.25) can be written to
n∑
k=1
{( 1
n
− 1
(n− 1))
n∑
j=1
XjK(
t− Fn,k(Xj)
h
) +
Xk
(n− 1)K(
t− Fn,k(Xk)
h
)}
=
n∑
k=1
{ −1
n(n− 1)
n∑
j=1
XjK(
t− Fn,k(Xj)
h
) +
1
n− 1XkK(
t− Fn,k(Xk)
h
)}
=
−1
n− 1
n∑
k=1
{ 1
n
n∑
j=1
XjK(
t− Fn,k(Xj)
h
)−XkK(t− Fn,k(Xk)
h
)}
=
−1
n− 1
n∑
k=1
{ 1
n
n∑
j=1
XjK(
t− Fn,k(Xj)
h
)− 1
n
n∑
j=1
XjK(
t− Fn(Xj)
h
)
+
1
n
n∑
j=1
XjK(
t− Fn(Xj)
h
)} − −1
n− 1
n∑
k=1
{XkK(t− Fn,k(Xk)
h
)−XkK(t− Fn(Xk)
h
)
+XkK(
t− Fn(Xk)
h
)}
=
−1
n(n− 1)
n∑
k=1
n∑
j=1
[XjK(
t− Fn,k(Xj)
h
)−XjK(t− Fn(Xj)
h
)]
+
−1
n(n− 1)
n∑
k=1
n∑
j=1
XjK(
t− Fn(Xj)
h
) +
1
n− 1
n∑
k=1
[XkK(
t− Fn,k(Xk)
h
)
−XkK(t− Fn(Xk)
h
)] +
1
n− 1
n∑
k=1
XkK(
t− Fn(Xk)
h
)
=
1
n− 1Op(
1
nh2
)− 1
n(n− 1)
n∑
k=1
n∑
j=1
XjK(
t− Fn(Xj)
h
) +Op(
1
n
)
+
1
n− 1
n∑
k=1
XkK(
t− Fn(Xk)
h
)
= − 1
n− 1
n∑
j=1
XjK(
t− Fn(Xj)
h
) +
1
n− 1
n∑
k=1
XkK(
t− Fn(Xk)
h
) +Op(
1
n
) +Op(
1
n2h2
)
= Op(
1
n
). (4.29)
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From (4.28) and (4.29), we get (4.23) as follows:
1
n
n∑
k=1
Vk(t)
=
n− 1
n
n∑
k=1
(Tˆn − Tˆn−1,k) + Tˆn(t)
=
n− 1
n
Op(
1
nh2
) + Tˆn(t)
= Tˆn(t) +Op(
1
nh2
). (4.30)
Therefore
√
n{ 1
n
n∑
k=1
Vˆk(t)− θ(t)}
=
√
n[Tˆn(t)− θ(t)] +Op( 1√
nh2
)
d−→ N(0, σ2(t)). (4.31)
Thus, Lemma 1 holds.
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Lemma 2. Under the conditions in Theorem 4.1, we have
1
n
n∑
k=1
{Vˆk(t)− θ(t)}2 p−→ σ2(t). (4.32)
Proof:
We define our jackknife pseudovalue as:
Vˆk(t) = nTˆn(t)− (n− 1)Tˆn−1,k(t). (4.33)
1
n
n∑
k=1
{Vˆk(t)− θ(t)}2
=
1
n
n∑
k=1
Vˆ 2k (t)− 2θ(t)
1
n
n∑
k=1
Vˆk(t) +
1
n
n∑
k=1
θ2(t), (4.34)
where
Vˆk(t)
=
n∑
i=1
XiK(
t− Fn(Xi)
h
)−
n∑
j 6=k
XjK(
t− Fn,k(Xj)
h
)
=
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)] +XkK(
t− Fn,k(Xk)
h
). (4.35)
So we can get that
Vˆ 2k (t)
= {
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]}2
+[XkK(
t− Fn,k(Xk)
h
)]2
+2XkK(
t− Fn,k(Xk)
h
)
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]. (4.36)
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Then
1
n
n∑
k=1
Vˆ 2k (t)
=
1
n
n∑
k=1
{
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]}2
+
1
n
n∑
k=1
X2kK
2(
t− Fn,k(Xk)
h
)
+
2
n
n∑
k=1
XkK(
t− Fn,k(Xk)
h
)
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]
≡ J1 + J2 + J3. (4.37)
Note that
√
n(Fn(x) − F (x)) → B(x), which is a Gaussian Process. Also, based on
Lemma 1, Fn,k(x) − Fn(x) = Op( 1n). Therefore, based on Taylor series, J1 of (4.37) can be
written as:
J1 =
1
n
n∑
k=1
{
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]}2
=
1
n
n∑
k=1
{
n∑
i=1
Xiω(
t− Fn(Xi)
h
)
Fn,k(Xi)− Fn(Xi)
h
−1
2
n∑
i=1
Xiω
′
(
t− ξn,k,i
h
)(
Fn,k(Xi)− Fn(Xi)
h
)2}2
=
1
n
n∑
k=1
{
n∑
i=1
Xiω(
t− Fn(Xi)
h
)
Fn,k(Xi)− Fn(Xi)
h
}2 +Op( 1
(nh)2
)
=
1
n
n∑
k=1
{n
∫ ∞
−∞
xω(
t− Fn(x)
h
)
Fn,k(x)− Fn(x)
h
dFn(x)}2 + op(1)
=
1
n
n∑
k=1
{ n√
n
∫ ∞
−∞
xω(
t− Fn(x)
h
)
Fn,k(x)− Fn(x)
h
d[
√
n(Fn(x)− F (x))]
+
∫ ∞
−∞
nxω(
t− Fn(x)
h
)
Fn,k(x)− Fn(x)
h
dF (x)}2 + op(1)
=
1
n
n∑
k=1
{
∫ ∞
−∞
nxω(
t− Fn(x)
h
)
Fn,k(x)− Fn(x)
h
dF (x)}2 + op(1). (4.38)
where ξn,k,i is a random variable between Fn,k(Xi) and Fn(Xi). Let y1 = Fn(x1), Fn,k(x1) =
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1
n−1
∑n
i 6=k I(Xi ≤ x1). Exactly similar to Gong(2010), J1 can be written as
J1
=
n2
n
n∑
k=1
{
∫ ∞
−∞
∫ ∞
−∞
x1x2(
Fn,k(x1)− Fn(x1)
h
)(
Fn,k(x2)− Fn(x2)
h
)
ω(
t− Fn(x1)
h
)ω(
t− Fn(x2)
h
)dFn(x1)dFn(x2)}+ op(1)
=
n2
nh2
n∑
k=1
{
∫ ∞
−∞
∫ ∞
−∞
x1x2[
1
n− 1
n∑
i 6=k
I(Xi ≤ x1)− 1
n
n∑
i=1
I(Xi ≤ x1)]
[
1
n− 1
n∑
i 6=k
I(Xi ≤ x2)− 1
n
n∑
i=1
I(Xi ≤ x2)]ω(t− Fn(x1)
h
)ω(
t− Fn(x2)
h
)dFn(x1)dFn(x2)}
+op(1)
=
n2
nh2
n∑
k=1
{
∫ ∞
−∞
∫ ∞
−∞
x1x2[
1
n− 1
n∑
i=1
I(Xi ≤ x1)− 1
n
n∑
i=1
I(Xi ≤ x1)− 1
n− 1I(Xk ≤ x1)]
[
1
n− 1
n∑
i=1
I(Xi ≤ x2)− 1
n
n∑
i=1
I(Xi ≤ x2)− 1
n− 1I(Xk ≤ x2)]
ω(
t− Fn(x1)
h
)ω(
t− Fn(x2)
h
)dFn(x1)dFn(x2)}+ op(1)
=
n2
nh2
n∑
k=1
{
∫ ∞
−∞
∫ ∞
−∞
x1x2[
1
n(n− 1)
n∑
i=1
I(Xi ≤ x1)− 1
n− 1I(Xk ≤ x1)]
[
1
n(n− 1)
n∑
i=1
I(Xi ≤ x2)
− 1
n− 1I(Xk ≤ x2)]ω(
t− Fn(x1)
h
)ω(
t− Fn(x2)
h
)dFn(x1)dFn(x2)}+ op(1)
=
n2
nh2
n∑
k=1
{
∫ ∞
−∞
∫ ∞
−∞
x1x2
1
n− 1[
1
n
n∑
i=1
I(Xi ≤ x1)− I(Xk ≤ x1)]
1
n− 1[
1
n
n∑
i=1
I(Xi ≤ x2)− I(Xk ≤ x2)]ω(t− Fn(x1)
h
)ω(
t− Fn(x2)
h
)dFn(x1)dFn(x2)}
+op(1)
=
n2
n(n− 1)2h2
n∑
k=1
{
∫ ∞
−∞
∫ ∞
−∞
x1x2[Fn(x1)− I(Xk ≤ x1)][Fn(x2)− I(Xk ≤ x2)]
ω(
t− Fn(x1)
h
)ω(
t− Fn(xx)
h
))dFn(x1)dFn(x2)}+ op(1)
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=
n
(n− 1)2h2
∫ ∞
−∞
∫ ∞
−∞
x1x2
n∑
k=1
[Fn(x1)Fn(x2) + I(Xk ≤ x1)I(Xk ≤ x2)
−I(Xk ≤ x1)Fn(x2)− I(Xk ≤ x2)Fn(x1)]ω(t− Fn(x1)
h
)ω(
t− Fn(x2)
h
))dFn(x1)dFn(x2)}
+op(1)
=
n2
(n− 1)2h2
∫ ∞
−∞
∫ ∞
−∞
x1x2[Fn(x1 ∧ x2)− Fn(x1)Fn(x2)]
ω(
t− Fn(x1)
h
)ω(
t− Fn(x2)
h
))dFn(x1)dFn(x2)}+ op(1)
=
n2
(n− 1)2h2
∫ 1
−1
∫ 1
−1
F−1n (y1)F
−1
n (y2){Fn[F−1n (y1) ∧ F−1n (y2)]− y1y2}
ω(
t− y1
h
)ω(
t− y2
h
))dy1dy2}+ op(1)
=
n2
(n− 1)2h2
∫ 1
−1
∫ 1
−1
F−1(t− u1h)F−1(t− u2h){F [F−1(t− u1h) ∧ F−1(t− u2h)]
−(t− u1h)(t− u2h)}ω(u1)ω(u2)d(t− u1h)d(t− u2h) + op(1)
=
n2h2
(n− 1)2h2
∫ 1
−1
∫ 1
−1
F−1(t)F−1(t){t ∧ t− t2}ω(u1)ω(u2)du1du2 + op(1)
=
n2
(n− 1)2 ξ
2
t [t ∧ t− t2]
∫ 1
−1
ω(u1)du1
∫ 1
−1
ω(u2)du2 + op(1)
p−→ ξ2t t(1− t). (4.39)
Based on (4.18), EX2K2( t−F (X)
h
) −→ ∫ ξt
0
x2dF (x), and we have
1
n
n∑
k=1
K2(
t− F (Xk)
h
)
p−→ t.
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By Taylor series, J2 of (4.37) is
J2
=
1
n
n∑
k=1
X2kK
2(
t− Fn,k(Xk)
h
)
=
1
n
n∑
k=1
X2kK
2(
t− Fn,k(Xk)
h
)− 1
n
n∑
k=1
X2kK
2(
t− F (Xk)
h
) +
1
n
n∑
k=1
X2kK
2(
t− F (Xk)
h
)
=
1
n
n∑
k=1
X2k [K
2(
t− Fn,k(Xk)
h
)−K2(t− F (Xk)
h
)] +
1
n
n∑
k=1
X2kK
2(
t− F (Xk)
h
)
=
1
n
n∑
k=1
X2k{2K(
t− F (Xk)
h
)ω(
t− F (Xk)
h
)
Fn,k(Xk)− F (Xk)
h
+
1
2
[2ω2(
t− F (Xk)
h
)(
Fn,k(Xk)− F (Xk)
h
)2
+2K(
t− F (Xk)
h
)ω
′
(
t− ξn,k,i)
h
)(
Fn,k(Xk)− F (Xk)
h
)2]}+ 1
n
n∑
k=1
X2kK
2(
t− F (Xk)
h
)
=
1
n
n∑
k=1
X2kK
2(
t− F (Xk)
h
) + op(1)
= EX2K2(
t− F (X)
h
) + op(1)
=
∫ ξt
0
x2dF (x). (4.40)
Based on Lemma 1, we have 1
n
∑n
k=1
∑n
i=1 Xi[K(
t−Fn(Xi)
h
)−K( t−Fn,k(Xi)
h
)] = Op(
n
(n−1)2h2 ).
Under conditions of Theorem 4.1, we already proved that
EX2K2(
t− F (x)
h
) =
∫ ∞
−∞
x2K2(
t− F (x)
h
)]dF (x) −→
∫ ξt
0
x2dF (x), as h→ 0. (4.41)
Thus, by Chebyshev’s Inequality, we have P (|XkK( t−F (Xk)h )| ≥ M) = P (|XK( t−F (X)h )| ≥
M) ≤ 1
M2
E[X2K2( t−F (X
h
)] = O(
∫ ξt
0 x
2dF (x)
M2
) = O( 1
M2
)→ 0, as M →∞, so XkK( t−Fn,k(Xk)h ) =
Op(1) uniformly for k = 1, 2, ..., n.
Then based on (4.28), J3 from (4.37) can be written as
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J3
=
2
n
n∑
k=1
XkK(
t− Fn,k(Xk)
h
)
n∑
i=1
Xi[K(
t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]
≤ 2
n
n∑
k=1
XkK(
t− Fn,k(Xk)
h
)
n∑
i=1
|Xi[K(t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]|
= Op(1)
2
n
n∑
k=1
n∑
i=1
|Xi[K(t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]|
= Op(1)
1
n
n∑
k=1
n∑
i=1
|Xi[K(t− Fn(Xi)
h
)−K(t− Fn,k(Xi)
h
)]|
= Op(1)Op(
1
nh2
)
= Op(
1
nh2
). (4.42)
Based on (4.39), (4.40) and (4.42), we have
1
n
n∑
k=1
Vˆ 2k (t)
p−→ ξ2t t(1− t) +
∫ ξt
0
x2dF (x). (4.43)
In sum,
1
n
n∑
k=1
{Vˆk(t)− θ(t)}2
p−→ ξ2t t(1− t) +
∫ ξt
0
x2dF (x)− θ2(t)
= σ2(t). (4.44)
Thus, Lemma 2 is proved.
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Proof of Theorem 4.2. It follows immediately from Lemma 1 and Lemma 2.
Proof of Theorem 4.3. According to Gong, Peng and Li(2010), define g(λ) =
1
n
∑n
i=1
Vˆi(t)−θ
1+λ(Vˆi(t)−θ) It is easy to check that
0 = |g(λ)| = 1
n
|
n∑
i=1
(Vˆi(t)− θ)− λ
n∑
i=1
(Vˆi(t)− θ)2
1 + λ(Vˆi(t)− θ)
|
≥ |λ
n
n∑
i=1
(Vˆi(t)− θ)2
1 + λ(Vˆi(t)− θ)
| − | 1
n
n∑
i=1
(Vˆi(t)− θ|
≥ |λ|Sn
1 + |λ|Zn − |
1
n
n∑
i=1
(Vˆi(t)− θ)| (4.45)
where Sn =
1
n
∑n
i=1(Vˆi(t)− θ)2 and Zn = max1≤i≤n|Vˆi(t)− θ|
From Lemma 1 and Lemma 2, we have |λ| = Op{n− 12}.
Put γi = λ(Vˆi(t)− θ), then we have max1≤i≤n|γi| = Op(1)
0 = g(λ) =
1
n
n∑
i=1
(Vˆi(t)− θ)(1− γi + γ
2
i
1 + γi
)
=
1
n
n∑
i=1
(Vˆi(t)− θ)− Snλ+ 1
n
n∑
i=1
(Vˆi(t)− θ)γ2i
1 + γi
=
1
n
n∑
i=1
(Vˆi(t)− θ)− Snλ+Op( 1
n
) (4.46)
which implies that λ = S−1n
1
n
∑n
i=1(Vˆi(t)− θ) + βn, where βn = Op( 1n)
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So
ln(θ(t))
= −2 log Ln(θ(t))
= 2
n∑
i=1
log {1 + λ(Vˆi(t)− θ)}
= 2
n∑
i=1
γi −
n∑
i=1
γ2i + 2
n∑
i=1
ηi
= 2nλ
1
n
n∑
i=1
(Vˆi(t)− θ)− nSnλ2 + 2
n∑
i=1
ηi
=
n{ 1
n
∑n
i=1(Vˆi(t)− θ)}2
Sn
− nSnβ2n + 2
n∑
i=1
ηi
=
n{ 1
n
∑n
i=1(Vˆi(t)− θ)}2
Sn
+Op(1)
d−→ χ2(1) (4.47)
Theorem 4.3 holds.
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PART 5
CONCLUSION AND FUTURE WORK
Income distributions provide useful information to measure a society’s economics status.
Developing accurate and robust estimates of income distributions are increasingly important.
In this dissertation, we studied various indexes for measuring income distributions including
low income proportion, Lorenz curve and generalized Lorenz curve.
New kernel estimators for these indexes of income distributions were proposed, and
proved to follow asymptotic normal distribution. We accessed the performance of the pro-
posed estimators and showed that the kernel estimators outperform the empirical estimators,
in terms of Mean Square Error (MSE) and Asymptotic Relative Efficiency (ARE). Then,
confidence intervals were constructed and compared based on normal approximation, Boot-
strap, and Jackknife Empirical likelihood methods. Inferences based on NA1, NA2, BT1,
BT2, BT3, BT4, BCa1, BCa2, and SJEL are compared. The comparison are illustrated
through extensive simulation studies and a real example. Simulation studies indicate that
the proposed jackknife empirical likelihood confidence interval based on the kernel estimator
outperforms all the other intervals; the Bootstrap confidence intervals based on the proposed
smoothed estimators perform the second to the best. Based on this study, we recommend the
use of the smoothed Jackknife Empirical Likelihood-based confidence interval (SJEL) and the
smoothed bootstrap-based confidence intervals (BT3 and BT4) for low income proportion,
Lorenz curve and generalized Lorenz curve.
Missing data is a common problem in many statistical applications. The conventional
way is to use completed observations from the dataset and omit those observations with
missing value. However, this practice may not achieve desirable statistical results by disre-
garding the pattern of missing data. For our future work, we will discuss the case when the
response variable is missing at random (MAR). That is, missingness depends on the response
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and covariate. The response is actually the income data, while the covariate can be the in-
dividual demographic characteristics. There are also other two types of missing including
missing completely at random(MCAR) and missing not at random(MNAR), which maybe
meaningful to investigate as well.
Empirical Likelihood (EL) method allows researchers to incorporate auxiliary informa-
tion without giving parametric assumption. In recent years, there are increasing studies
on imputation for missing value by EL method. Wang and Rao (2002) discussed the EL-
based inference for the mean of response variable with missing value under kernel regression.
Qin (2009) gave a general discussion on Empirical Likelihood for missing data. Wu (2003)
used a calibration-type Empirical Likelihood method for estimating population totals and
other related quantities in survey sampling, whereas Qin and Zhang (2007) considered a
calibration-type Empirical Likelihood method in the context of the estimation of the mean
of a response variable. Zhou, Wan and Wang (2008) utilized the EL combining with esti-
mating equations (EE) for the kernel regression for missing data. Chen, Leung, and Qin
(2003) used a two sample Empirical Likelihood method to combine the complete and incom-
plete observations, but their method only works under MCAR. Liu, Liu and Zhou (2011)
proposed the auxiliary information with missing data and reformulate the EE through a
semi-parametric procedure.
It would be meaningful to apply Empirical Likelihood (EL) based estimation method for
Lorenz Curve and Generalized Lorenz Curve. EL method can effectively combine auxiliary
information contained in the covariate and remove the selection bias due to missing values.
Also, regression estimation method and several other estimation method can be studied and
compared together with the EL estimation method. MSE and bias can be used to evaluate
different point estimators. Moreover, Jackknife Empirical Likelihood method and Bootstrap
method can be used to construct confidence intervals.
Meanwhile, Zheng, Zhao and Yu recently proposed a new empirical likelihood method
built on the influence functions of the parameters, and they proved that the limiting distribu-
tion of the log empirical likelihood ratio follows the Wilks theorem. Based on the properties
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of their proposed method, it would be very interesting to incorporate their development into
our inference framework for the income distributions.
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Appendix A
LOW WAGE FOR EU MEMBERS IN 2006 AND 2010 BY GENDER
The 2010 data for Low Wage will be given for EU members, together with data in
2006. Meanwhile, the Low Wage by gender will also be listed for each county. The top
five countries that are label with highest proportions of low-wage earners are Latvia (27.8
%), Lithuania (27.2 %), Romania (25.6 %), Poland (24.2 %), and Estonia (23.8 %), while
the top five countries that own lowest proportions of low-wage earners are Sweden (2.5 %),
Finland (5.9 %), France (6.1 %), Belgium (6.4 %) and Denmark (7.7 %). So there would be
more low-wage earners in Latvia than in Sweden. Sweden relatively has a fairly distributed
income. Low wage definition and the data source is based on Eurostat. The “:” will be used
to denote missing data.
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Table A.1 Low income proportion for EU members in 2006 and 2010 by gender
EU member 2006 2010 2006 M 2010 M 2006 F 2010 F
EU (27 ) 16.82 16.96 12.55 13.27 21.87 21.15
Euro area (17) 14.42 14.76 10.31 11.04 19.63 19.2
Belgium 7.63 6.37 5.23 3.31 11.06 10.33
Bulgaria 18.9 22.01 18.31 22.46 19.51 21.55
Czech Republic 17.05 18.18 10.9 12.93 25.08 24.53
Denmark 9.04 7.7 6.43 5.39 12.35 9.84
Germany 20.3 22.24 14.71 17.03 27.44 28.72
Estonia 23.19 23.76 14.97 15.47 29.84 30.1
Ireland 21.41 20.66 15.94 17.56 26.67 23.57
Greece 15.73 : 12.45 : 20.16 :
Spain 13.37 14.66 7.97 9.23 21.24 21.02
France 7.13 6.08 5.35 4.53 9.33 7.87
Italy 10.27 12.36 7.52 10.25 14 15.13
Cyprus 22.65 22.69 12.26 14.89 34.18 31.44
Latvia 30.9 27.81 29.46 26.66 32.05 28.67
Lithuania 29.12 27.24 27.69 24.53 30.42 29.44
Luxembourg 13.18 13.06 7.89 9.27 22.79 20.16
Hungary 21.87 19.75 22.68 18.13 21.05 21.46
Malta 14.43 18.33 13.17 15.62 16.59 22.4
Netherlands 17.74 18.13 15.47 15.31 20.36 21.17
Austria 14.19 15.02 6.84 8.19 25.32 24.76
Poland 24.72 24.16 21.8 21.79 27.98 26.78
Portugal 20.72 16.08 15.37 10.24 26.4 22.13
Romania 26.85 25.6 25.97 25.45 27.9 25.77
Slovenia 19.24 17.14 15.57 15.27 23.49 19.29
Slovakia 18.3 19.03 12.14 14.6 24.92 23.66
Finland 4.75 5.85 2.49 3.31 6.81 8.02
Sweden 1.77 2.51 1.35 1.85 2.17 3.12
United Kingdom 21.77 22.05 15.03 16.68 28.47 27.56
Iceland 11.24 9.14 6.9 5.73 14.89 11.99
Norway 6.48 7.27 4.85 6.02 8.78 8.59
Switzerland : 11.03 : 6.14 : 16.92
Croatia : 18.17 : 15.7 : 20.74
Yugoslav Republic of Macedonia : 28.25 : 26.37 : 30.33
Turkey 0.24 0.19 0.24 0.18 0.26 0.21
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Appendix B
BASIC STATISTICS FOR GEORGIA PUBLIC UNIVERSITY INCOME IN
2012
The basic statistics including median, mean and maximum value will be listed in Table
(B.1). Out of the 5,921 selected individuals, University of Georgia (UGA) contains 18% of
professors who provide full-time service around the 2012 fiscal year. Georgia State University
(GSU) and Georgia Institute of Technology (GIT) include 10.9% and 10.7% professors, while
Georgia Health Sciences University (GHSU) has 8.17% recorded professors. Out of the 37
selected public universities and colleges in Georgia, GSU has the largest maximum salary
of $949,419.33, while GHSU has the largest median salary of $137,596.625 and the largest
mean salary of $169,371.5048.
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Table B.1 Basic Statistics for 2012 Annual Income by School in Georgia
Organization N Median Mean Maximum
UNIVERSITY OF GEORGIA 1066 94480.92 102028.34 315672.5
GEORGIA STATE UNIVERSITY 648 93282.12 115344.81949419.33
GEORGIA INSTITUTE OF TECHNOLOGY 636 132044.33 145819 445395.96
GEORGIA HEALTH SCIENCES UNIVERSITY 484 137596.63 169371.5 633260.27
KENNESAW STATE UNIVERSITY 378 75005.84 83185.99 236777.9
GEORGIA SOUTHERN UNIVERSITY 322 74409.56 81143.88 186384.92
VALDOSTA STATE UNIVERSITY 203 69810 72299.71 147794.56
COLUMBUS STATE UNIVERSITY 178 74206.1 78193.53 156847.72
UNIVERSITY OF WEST GEORGIA 167 71470.4 79061.09 183013.08
GEORGIA PERIMETER COLLEGE 157 62244.2 62945.92 111588.37
GEORGIA COLLEGE&STATE UNIVERSITY 154 74188.8 78206.65 135147.06
NORTH GEORGIA COLLEGE&STATE UNIVERSITY 130 72778.9 73651.18 126528.75
ARMSTRONG ATLANTIC STATE UNIVERSITY 120 72622.87 76309.79 158262.31
GAINESVILLE STATE COLLEGE 113 58918 61418.9 108062.04
CLAYTON STATE UNIVERSITY 111 64778.04 70533.48 126973.44
GEORGIA GWINNETT COLLEGE 106 69564.5 76645.85 165067.5
AUGUSTA STATE UNIVERSITY 96 66886.41 73044.82 170517
SOUTHERN POLYTECHNIC STATE UNIVERSITY 93 77234.42 79588.04 142815.28
ALBANY STATE UNIVERSITY 82 75064 77109.71 119188.45
GORDON COLLEGE 59 64170 63739.29 90623
ABRAHAM BALDWIN AGRICULTURAL COLLEGE 56 59068.8 60070.11 83757.94
MACON STATE COLLEGE 56 59598.49 65800.94 259706.28
SAVANNAH STATE UNIVERSITY 56 71163.25 75591.09 121817.7
DALTON STATE COLLEGE 55 56195.1 62351.98 135627.9
GEORGIA SOUTHWESTERN STATE UNIVERSITY 50 80606 82649.15 130974
DARTON STATE COLLEGE 47 67625 72708.66 146362.05
BAINBRIDGE COLLEGE 45 61044 62125.71 88081.1
COLLEGE OF COASTAL GEORGIA 45 62970 66926.25 102832.7
FORT VALLEY STATE UNIVERSITY 45 66813.35 70412.93 154323.41
MIDDLE GEORGIA COLLEGE 41 55122.9 57742.84 81096.87
GEORGIA HIGHLANDS COLLEGE 37 56428 60623.52 88265.8
EAST GEORGIA STATE COLLEGE 28 54771.4 56376.73 71543.5
GEORGIA MILITARY COLLEGE 22 29912.5 34415.45 57776.6
ATLANTA METROPOLITAN STATE COLLEGE 17 62300 63694.23 82847.48
SOUTH GEORGIA COLLEGE 9 52610 51997.78 61260
WAYCROSS COLLEGE 6 55030 56137.83 70292
SKIDAWAY INSTITUTE OF OCEANOGRAPHY 3 69998.54 54874.81 72528.62
