Abstract-In this paper, we will examine the problem of dimensionality reduction of massive disk-resident data sets. Graph mining has become important in recent years because of its numerous applications in community detection, social networking, and web mining. Many graph data sets are defined on massive node domains in which the number of nodes in the underlying domain is very large. As a result, it is often difficult to store and hold the information necessary in order to retrieve and index the data. Most known methods for dimensionality reduction are effective only for data sets defined on modest domains. Furthermore, while the problem of dimensionality reduction is most relevant to the problem of massive data sets, these algorithms are inherently not designed for the case of disk-resident data in terms of the order in which the data is accessed on disk. This is a serious limitation which restricts the applicability of current dimensionality reduction methods. Furthermore, since dimensionality reduction methods are typically designed for database applications such as indexing, it is important to design the underlying data reduction method, so that it can be effectively used for such applications. In this paper, we will examine the difficult problem of dimensionality reduction of graph data in the difficult case in which the underlying number of nodes are very large and the data set is disk-resident. We will propose an effective sampling algorithm for dimensionality reduction and show how to perform the dimensionality reduction in a limited number of passes on disk. We will also design the technique to be highly interpretable and friendly for indexing applications. We will illustrate the effectiveness and efficiency of the approach on a number of real data sets.
I. INTRODUCTION
The area of graph mining has numerous applications in a number of domains such as computational biology, chemical applications, the web, and social networking. In recent years, a number of data mining and management applications have been designed in the context of graphs and structural data [1] , [3] , [4] , [8] , [5] , [12] , [14] , [23] , [24] , [25] . A detailed discussion of graph mining algorithms may be found in [3] .
The problem of dimensionality reduction has been widely studied in the multi-dimensional domain [6] , [10] , [18] . Dimensionality reduction is a useful tool for reducing the size of the data for various database applications such as indexing and retrieval. In this paper, we will examine the problem of dimensionality reduction of massive disk-resident graphs. Graph applications typically arise in one of two scenarios:
• In one scenario, the different graphs may be drawn on a limited domain, and the size of the graph data is quite modest. Such cases are common in applications such as chemical analysis or biological compound analysis. Many of the currently developed mining algorithms [23] , [24] correspond to this scenario. However, this scenario is not quite as relevant to the problem of dimensionality reduction, which is designed for graphs that are drawn on a massive domain.
• In a second and more challenging scenario, the base node domain is drawn on a massive set of nodes. In this case, node labels are typically key identifiers drawn across a very large universe of possibilities. For example, the node labels may correspond to URL addresses in a web graph [15] , the IP-addresses in a communication network, or the user identifiers in a social network. The number of graphs can be very large, and are typically drawn over different subsets of nodes from the base domain. Since the number of edges can be the square of the number of nodes, the total number of distinct edges (over the different graphs) may be too large to store effectively. Currently developed mining algorithms are not very effective for this scenario.
In this paper, we study the second scenario in which the graphs may be drawn on a massive domain of nodes. Furthermore, it is assumed that the data set is too large to be stored in main memory. Therefore, it is extremely important to design the algorithm effectively in order to work well in the diskresident scenario. Such cases are very common in many web applications such as social networking or communication network analysis, in which the nodes are associated with a massive domain of unique identifiers. Examples of such identifiers could be a web address URL, an IP-address, or a user identifier in a social network. Real data sets are often sparse, which implies that the individual data sets satisfy the sparsity property. Our goal is to develop a reduction which can be performed efficiently in the massive-domain and diskresident scenario, and which continues to retain its usefulness for indexing and retrieval applications. A common solution to graph dimensionality reduction is that of Singular Value 978-1-4244-8960-2/11/$26.00 © 2011 IEEE ICDE Conference 2011
Decomposition (SVD) [18] , in which the edge correlation structure is used in conjunction with matrix decomposition. However, this approach does not work very well with massive graphs because of the following reasons:
• Since the number of nodes is very large, it is extremely difficult to use techniques such as SVD, which requires diagonalization of an extremely large covariance matrix.
• The interpretability of the reduced representation is very low. This is a disadvantage in many real applications in which it is desirable to retain the interpretability of the reduced representation with respect to the original data.
• Many applications such as communication analysis and social networking create a huge volume of data which needs to be stored on disk. The dimensionality reduction technique must continue to retain its efficiency and usability in such scenarios. This can be achieved only by designing the algorithm such that the number of passes over the data is limited. Some recent methods attempt to perform matrixdecomposition and dimensionality reduction [16] , [21] , [20] of large graphs. However, these methods are designed for single graphs rather than generating an index-friendly representation of multiple graphs in a massive domain. Furthermore, these methods are not designed for the disk-resident and massive-domain case. The disk-resident assumption is especially important, since all large databases are stored with a disk-resident representation.
In this paper, we will design an efficient algorithm for dimensionality reduction of massive graph data sets. We will mine important structural concepts from the data, and the entire graph is represented as a function of these concepts. Furthermore, the transformed data has the property that it activates only a small proportion of these concepts. Therefore, most of the graphs can be efficiently maintained in this representation. Furthermore, this representation also maintains its interpretability in terms of the original graph. We will show that such a representation can be effectively used in the context of a variety of database applications. This paper is organized as follows. In the next section, we will propose a sampling-based algorithm for graph dimensionality reduction. We will present theoretical results which bound the disk efficiency of the method, and present results which indicate its effectiveness. We will also discuss how the dimensionality reduction technique can be used for applications such as indexing. Section 3 contains the experimental results. Section 4 contains the conclusions and summary.
II. DIMENSIONALITY REDUCTION OF MASSIVE GRAPHS
Before describing the dimensionality reduction algorithm we will define some notations and definitions. We assume that the data contains graphs which are denoted by 1 . . . . . .. The labels of the nodes in the graphs are defined over a node label set , which is assumed to be massive. The number of nodes in is denoted by . We assume that the edges on the graphs are undirected, though the broad approach can be easily generalized to the case of directed graphs. While the base set may be very large, each individual graph may be defined only over a subset of the node set . This is often the case in many real applications in which the base network may be very large, but the underlying graphs may be defined over a pattern of activity in a local region in the graph. For example, in a social network, a small set of users may interact with one another at a given time in a local region of the graph. Thus, in practical applications, such graphs satisfy the sparsity property [20] , which is common to many application domains. We will see that this sparsity property is important from a practical perspective.
In this paper, we will mine the underlying structural concepts from the graph representation. We will show that such concepts will create a representation which reflect the broad characteristics of a given graph in the data set with the use of a multi-dimensional format. Furthermore, this multi-dimensional representation retains the sparsity property in the sense that only a small fraction of the multi-dimensional values take on non-zero values. This ensures that it is much simpler to use a variety of sparsity-based data structures such as the inverted index in order to perform effective storage and retrieval of the data. Next, we will define the basis structure for the underlying data representation.
Definition 1: The basis structure is defined as a set of graphs 1 . . . , the edge sets of which are disjoint from one another. We assume that the edges in the graphs 1 . . . are weighted, and the weights correspond to the relative edge frequencies. The frequency of the edge with node labels and in in the graph is given by ( , , ). In the event that the edge ( , ) does not exist in , we assume that the corresponding frequency is 0.
We note that this basis is orthonormal, when the graphs 1 . . . are edge-disjoint. When the graphs are edge-disjoint, the dot product on the corresponding edge frequencies is 0. In other words, we have:
In addition, for ease in interpretability, we assume that the graphs 1 . . . are node disjoint. This also provides a clear understanding of the different identifiers included in a particular basis, and can be easily expressed in terms of localized regions of the graph. The ease in interpretability can also be useful for a number of applications in the dimensionality reduction process. Next, we define the coordinates of a graph in this basis representation. Let ( ) be the number of edges in the graph . Then, the coordinate ( , ) of the graph along the concept is defined as follows:
Thus, the coordinate of the graph along a concept is simply the sum of the corresponding edge frequencies of the concept graph along the edges included in . In addition, a normalization factor of √ ( ) is used in the denominator. This is essentially a representation of the dot product between the graph and the concept . We define the corresponding conceptual representation as follows:
Definition 2: The conceptual representation of the graph along the conceptual basis { 1 . . . } is defined by the coordinate set ( ( , 1 ) . . . ( , ) ). Each of the coordinates ( , ) is defined by Equation 2. We note that in many real applications, the individual graph may be sparse, and may therefore represent a small portion of the underlying domain. In such cases, only a small fraction of the coordinates take on non-zero values. Therefore, in order to improve the storage requirements for the reduced representation of the graph, it is possible to store the concept identifiers together with their coordinate values. Furthermore, the interpretability of the concepts is clearer in this case than that of matrix decomposition methods, since the concepts are defined in terms of a base set of graphs { 1 . . . }.
A. Constructing the Basis Structure by Sampling
In this section, we will discuss the process of construction of the basis structure for dimensionality reduction. Let us consider the construction of the basis structure of a data set of fixed size containing the graphs { 1 . . . }. The value of may typically be quite large. Furthermore, the node set size = | | may be very large, and therefore the data may need to be stored on disk. Before discussing details of the construction, we will discuss the most important desiderata for a basis structure, which are those of space-requirements and basis locality. Clearly, we would like to retain only a small subset of representative edges from the original graph, so as to optimize the space requirements for the basis structure. While the total number of distinct edges can be as many as the square of the number of nodes, we would like the space requirements for the basis structure to be significantly lower. The notion of basis locality corresponds to the fact that we would like each graph to be described completely by as few components from the basis as possible. We refer to an edge in as a bridge edge, if one end of the edge lies in one partition, and the other end lies in a different partition. We also count an edge as bridge edge, if one of the nodes at the end of the edge is not contained in any partition. We need to specify this special case, since our sampling algorithm may sometimes not pick some of the nodes in the graph. Clearly bridge edges result from the graph being defined by multiple components in the basis. Thus, we would like to choose a basis which minimizes the number of bridge edges in 1 , defined by the basis 1 . . . . We note that this is a multi-graph variation on the graph partitioning problem. While the graph-partitioning problem is well known to be NP-hard, this particular variation is even more difficult since the data is not available in main memory, and the nodes cannot be accessed randomly without increasing the cost of the algorithm significantly. While graphpartitioning is a widely studied problem [13] , the massive size of the graph and the disk-resident scenario pose significant challenges which are not encountered in the standard version of the problem. Therefore, we will define a Monte Carlo sampling-based algorithm which can be effectively implemented for a disk-resident graph. Then, we will show how to use this reduced graph effectively for indexing. Next, we will provide an overview and description of the dimensionality reduction algorithm.
B. Dimensionality Reduction for Massive Graph Data Sets
We will design our dimensionality reduction algorithm, with an eye towards limiting the number of passes over the data set. This is particularly important in the case of structural data, since random access to edges would result in a very high disk I/O cost. Let be the number of graphs in the data set, and be the total number of edges over all graphs. We assume that duplicates are counted distinctly. Clearly, since we assume that each graph must contain at least one edge, and the number of edges is at least equal to the number of nodes. Therefore, we have ≥ and ≥ . The process of determining the total number of edges and creating a sample of edges requires one pass over the data. Since the basis is assumed to contain components, we use a contraction based sampling approach in order to determine the best basis. A straightforward contraction-based approach [22] is often used for determining minimum 2-ways cuts of memoryresident graphs. This technique is however not relevant to the disk-resident case, since it makes random accesses to disk. Therefore, we will design a new contract-based approach which is able to apply this broad class of techniques to the problem of basis construction in disk resident graphs. Our approach will carefully reconstruct the contraction process into sequential phases in order to limit the number of passes over the disk-resident data. We will then use a theoretical potential function argument in order to bound the number of sequential phases over the data set.
The overall approach is as follows. Let be the union of the edges in 1 . . .
for the nodes set with cardinality . We assume that is allowed to contain duplicates (or appropriately weighted edges). The algorithm proceeds in a number of sequential phases, each of which requires a pass over the disk. In each sequential phase, we sample a set of edges, where is the total number of nodes in the current graph. We construct the set of connected components induced by this set of edges. We contract each such connected component into a single node. Clearly, the process of contraction can create self-edges. Self-edges are those edges for which both ends are the same (contracted) node. We eliminate all "selfedges" after the sequential phase of contracting the underlying connected components. We however allow duplicate edges which are created by the contraction. We note that duplicate
is the number of nodes } 0 = {}; repeat = Sample of edges from in random order; Construct graph defined by edge sample from ; while graph defined by has less than components { Executed only in last iteration in case over-contraction has occurred to less than components and we want a basis of size exactly ; } randomly delete an edge from ; Contract each component in sub-graph defined by into one node; Eliminate any self edges in contracted nodes; Reset to new number of reduced nodes; Reset to new set of reduced edges; 0 = 0 ∪ ; { In the event that an edge in corresponds to one between contracted node(s), we retain the mapping to original node set in order to add to 0 . Therefore, 0 is defined in original node set ; } until nodes remain; return the -component sub-graph 1 . . . defined by edge set 0 ; end 1 result in an implicit bias in the sampling during future iterations. After the contraction process, let 1 < nodes remain. Then, we sample 1 edges and repeat the contraction approach. We repeat the process until at most connected components remain. These connected components constitute the basis for the algorithm. The overall algorithm ContractBasis is illustrated in Figure 1 . The approach in the algorithm ContractBasis is repeated times and the optimal basis is picked according to the condition of Definition 3. We will discuss how the value of is picked later. First, we will analyze the efficiency of the ContractBasis algorithm with the use of this phased approach.
An immediate question is to why the contraction algorithm should work well. We note that we would like a basis which has the least number of bridge edges across the partition. Since each edge is sampled uniformly at random, partitions which have a large number of bridge edges between them are much more likely to be forced to contract the corresponding nodes in them into a single node. Intuitively, such partitions will not survive the contraction process. The use of instances of ContractBasis further eliminates the poorly designed basis structures. In a later section, we will provide a formal argument, which quantifies the expected effectiveness of the contraction-based method.
Furthermore, the ContractBasis algorithm has a number of structural properties which can be used to probabilistically bound the number of passes over the data set. The ContractBasis algorithm performs multiple passes over the data, and in each pass, the algorithm performs a contraction. Therefore, the number of passes over the data is equal to the number of contractions. Restricting the number of passes over the data is critical in improving the I/O efficiency of the algorithm. This is extremely important in large data sets. We will use a potential function argument in order to bound the number of passes over the data set. Potential function arguments are frequently used in combinatorial optimization to bound the efficiency of different kinds of algorithms.
We note that each contraction results in reduction of both the number of nodes and edges in the contracted graph. The reduction of the number of nodes is because of the contraction process, and the reduction of the number of edges is because of the elimination of self-edges. Therefore, we define the potential function Φ on the edge set and the cardinality of the node set as follows:
The note that and are defined on the graph 1 ∪ . . . ∪ , and count the duplicate edges between nodes (created by the contraction process) distinctly. However, they do not include self-edges, since they are eliminated by contraction. Note that in our randomized algorithm, the values of Φ, | |, and are all random variables which monotonically reduce because of the contraction process. We make the following claim.
Lemma 1: The expected value of the potential function Φ at the end of one contraction iteration is less than half of its value at the beginning of the iteration from one contraction to the next.
Proof: In each iteration, we sample edges, where is the number of nodes at the beginning of an iteration. Let us order these edges in any way, and add them to the basis sequentially, thereby reducing the number of connected components. We note that the process of adding an edge may not necessarily result in the reduction of the number of connected components. In the event that an edge is sampled between two nodes which are already part of the same connected component (based on edges sampled in current iteration), the number of nodes does not reduce. On the other hand, if the edges are part of different connected components, the number of nodes reduces by 1. Therefore, the probability of the number of nodes reducing by 1 depends upon the fraction of edges which are bridge-edges between the connected components at the time of addition. We consider two cases:
Case I: Throughout the contraction iteration, (during the sequential addition of the edges), at least 50% of the edges in 1 ∪ . . . ∪ are bridge-edges, when defined across the connected components induced by the current set of added edges: In this case, the probability of a reduction in the number of connected components from each edge addition is greater that 0.5, since all of the edges were sampled uniformly at random from 1 ∪ . . . ∪ . Therefore, the expected number of nodes reduced by the addition of edges is at least /2. This means that the expected value of the potential function Φ is also reduced by a factor of at least 2, since the total number of edges also reduces in a contraction phase because of elimination of self-edges.
Case II: At some point in the contraction iteration, (during the sequential addition of the edges), less than 50% of the edges in 1 ∪ . . . ∪ are bridge-edges, when defined across the connected components induced by the current set of added edges: We note that any edge which is not a bridge-edge will become a self-edge after the contraction. Such edges are eliminated at the end of a contraction phase. Since greater than 50% of the edges are non-bridge edges, this means that the value of will reduce by a factor of at least 2 after the contraction phase. Furthermore, since reduces because of the contractions, it follows that the value of Φ will reduce by a factor of at least 2 in this iteration. We note that in this second case, the reduction by a factor of at least 2 is not just in terms of expected value, but is deterministically guaranteed.
This completes the proof.
The above behavior provides us with an idea of the number of iterations in which the expected number of components reduce to the value of .
Theorem 1: At most log( ) + log( ) − ( ) iterations are required in order to reduce the expected number of nodes to the basis size of at most by successive contractions.
Proof: We note that the value of Φ is bounded above by ⋅ , where is the number of edges (counting duplicates distinctly). Furthermore, if the value of Φ is less than , this would imply that there are fewer than connected components. Since the expected value of Φ reduces by a factor of 2 in each iteration, it follows that after log( ⋅ / ) = log( ) + log( )− ( ) iterations, the expected value of Φ is less than . Therefore, the expected number of components after such iterations is also at most . The above result is important, since each contraction phase requires two passes over the data (one for sampling, and one for contraction and elimination of self-edges). Therefore, the expected number of passes is at most (log( ) + log( )) = (log( )). Note that these are worst-case results in expectation, and therefore the algorithm is likely to be much more efficient in practice. While the above results are in expectation, we would also like to provide a probabilistic guarantee on the maximum number of passes required in order to reduce to the required number of connected components.
Theorem 2: Let is any arbitrarily small probability value. After at most to log( )+log( )− ( )+log(1/ ) iterations, the number of contracted nodes is at most with probability at least (1 − ).
Proof: Let be the random variable which represents the number of connected components after log( ) + log( ) − ( ) + log(1/ ) contraction iterations. By using the methodology of the proof of Theorem 1, we can show that the [ ] < ⋅ . By using the Markov inequality, we have:
The result follows.
The above results bound the number of passes to (log( )) with high probability. A second question which arises is the computational complexity in terms of the CPU time. The main bottlenecks in a contraction phase are the time required for sampling and the time required for contraction of the nodes. The contraction process requires us to eliminate self-edges and re-write the adjacency matrices of the different graphs. Therefore, then a given contraction phase requires (| |) ≤ ( ) time. This means that the computational complexity over all passes is ( ⋅ log( )) with high probability. We summarize as follows:
Lemma 2: The computational complexity of the ContractBasis algorithm is ( ⋅log( )) with high probability, where is the sum of the number of edges in the graphs 1 . . . . In practice, the computational complexity is much lower. This is because the first contraction phase takes the most time, and is the real bottleneck for the algorithm. In subsequent iterations, the size of the super-graph 1 ∪ . . . reduces geometrically because of contractions. In each iteration, the value of | | reduces from the last iteration. The overall reduction of the graph in terms of number of nodes also typically reduces the number of edges by the same factor or greater. This is because when the number of nodes reduce by a factor of 2 (Case I of Lemma 1), the number of edges typically reduce by a factor of much greater than 2 because of elimination of self-edges. In Case II, the number of edges are guaranteed to reduce by a factor of 2, and this case is the more likely case in skewed graphs. This essentially means that the running time in each contraction phase is less than half the running time of the previous phase, and the overall computational time often turns out to be linear in the number of edges in practice. This is the best case practical behavior of the running time, since is also the asymptotic size of the input, and forms a lower bound on the computational complexity.
C. Qualitative Issues
This section will discuss the qualitative analysis of the contraction technique. Since the problem of optimal basis construction is NP-hard, we do not expect our probabilistic algorithm to be optimal in expectation on general graphs. However, we can show that in the case of very skewed graphs containing clear correlations between groups of nodes, it is possible to obtain effective results. This is because of the nature of the contraction approach which quickly destroys cuts with a large number of edges, because each edge is sampled uniformly. On the other hand, the contraction approach probabilistically spare cuts with few edges. In skewed graphs, the ratio of the edge cut of the optimal basis to the total weight of the edges is very low. Intuitively, such graphs are also very effective for the contraction approach. While this section does not provide a formal proof to this effect, we will provide an intuitive analytical argument of why such an algorithm should work well. We will also provide experimental results which show that the algorithm does indeed work well.
The ContractBasis algorithm proceeds in a series of = (log( )) phases, during which the sizes of the node and edge sets become progressively smaller. Let the sizes of the node and edge sets at the beginning of these phases be given by 1 . . . and 1 . . . respectively. Let us examine a particular basis which contains a total of at most 0 edges. Then, the probability that none of the edges from the optimal basis are contracted in the th phase is given by at most (1 − 0 / ) . Therefore, the probability that none of the edges from the optimal basis are contracted in any phase is given 2 by
Here is the base of the natural logarithm. Let us denote
Therefore, the corresponding probability is − . We note that this probability can be quite small, since the value of occurs in an exponent. This is to be expected, since the problem is NP-hard. However, in a practical application, it is acceptable to obtain an approximately adjacent cut to the optimal one. Two cuts are said to be -adjacent, if after at most node transfers from the node set from one basis to the other, the optimal basis can be constructed. If the data is sufficiently skewed (as if often the case for real data), then approximately adjacent cuts can provide very effective results. Let us assume that 0 represents an upper bound on the quality of anyadjacent cut to the optimal cut. While 0 does not represent the quality of an optimal cut, it is good enough for most practical purposes in a real applications. For an -partitioning, there are ( ⋅ ) possible -adjacent partitions. Then, we can show that at least one of these -adjacent cuts are arrived at by the algorithm with probability at least − ⋅ ( ⋅ ) . If we repeat the process over applications of the ContractBasis algorithm, then the probability that we find a cut which is at least as good as some -adjacent cut is given by at least 1−(1− − ⋅( ⋅ ) ) . We note that if the value − ⋅( ⋅ ) is as close to 1 as possible, then by using a modest number of applications of this procedure, we can guarantee a cut with quality at least 0 with high probability. We would like to find the range of values of over which a modest probabilistic guarantee is possible. In order to find the minimum value of for which this is true, we need the following relationship to hold true:
Here is some modest fraction (say 0.5), so that the overall probability of success is at least 1 − (1 − ) . We note that even for modest values of , this probability can be quite high 2 The last approximation arises from the fact that (1 − 1/ ) = 1/ . because of the exponential dependence on . By taking the logarithm of both sides, we obtain the following value for :
In order to obtain an typical idea of the typical value of in a large scale application, let us consider a graph with = 10 5 nodes and = 10 8 edges. In such a case, the value of is at most log 2 (10 8 ⋅ 10 5 ) = 43. Let us consider graphs in which 0 is relatively small and is given by 0 = 10 6 . We approximate assuming that / ≈ 10 −3 . In such a case = 10 6 ⋅ 10 −3 ⋅ 43 = 43000. Let us also assume that we wish to determine a basis with = 10 3 nodes. In such a case, the above computation yields = 2330. To put this in perspective, approximately 2.33% of the nodes are displaced from their correct basis on the average. Since we use = 1000, each basis will contain 100 nodes on the average, and approximately two or three of those nodes may not be the correct nodes on the average. This level of inaccuracy is quite acceptable in many practical scenarios.
D. Indexing with the Reduced Representation
Unlike other dimensionality reduction methods, this technique naturally lends itself to indexing. This is because such a technique yields a basis which is such that the corresponding projected coordinates are sparsely populated. This means that only a small number of coordinates take on non-zero values in this system. This allows us to use inverted representations in order to construct an index on the underlying data. For each graph , we construct the conceptual representations, as suggested by Definition 2. Since each graph is drawn over only a modest subset of the nodes from a massive domain, and the basis structure 1 . . . also creates a partitioning, it follows that the corresponding conceptual cooordinates ( ( , 1 ) . . . ( , ) ) take on non-zero values (or highly positive values) on only a small fraction of the nodes. Some of the non-zero values may be created by the noise in the individual graphs. In order to create a more efficient representation, we create the conceptual indexing representations with a noise threshold .
We can construct an inverted representation of the graph data, in which for each possible basis set of nodes, we have a list of graph identifiers along with the corresponding conceptual coordinate values along that basis. In a given inverted list, we include only those graph identifiers for which the corresponding coordinate value is at least . This inverted representation can be used to resolve queries in a very efficient way. First, we note that the inverted representation is very compact, because it compresses the structural information conceptually without holding information about individuals. Standard query processing techniques in information retrieval [19] which are used with the inverted representation can also be used in this case. If desired, the approach can also be used to filter the query down to a small number of candidate graphs on which the similarity is measured explicitly.
III. EXPERIMENTAL RESULTS
In this section, we evaluate the effectiveness and the performance of our approach. We implemented our algorithm in C++. In addition, we adapted a well known, memorybased graph partitioning algorithm (the FM algorithm [7] ) for disk-based data. The results presented here are obtained from experiments conducted on a Windows machine with a 1.7 GHz CPU and 1 GBytes of memory.
A. The Baseline Approach
Our technique uses a graph partitioning approach for dimensionality reduction. To the best of our knowledge, there is no previous work on partitioning disk-resident graphs. On the other hand, a lot of research has been devoted to partitioning memory resident graphs. For performance comparison purpose, we adapt a widely-used, memory-based graph partitioning algorithm for disk-resident data.
There are a class of local refinement algorithms that bisect a graph into even size partitions. Most of them originated from the Kerninghan-Lin (KL) partitioning refinement algorithm [13] . The KL algorithm incrementally swaps vertices among partitions of a bisection to reduce the edge-cut of the partitioning, until the partitioning reaches a local minimum. There are many variations based on the KL algorithm, including the FM algorithm [7] , and the multi-level partitioning algorithm [11] .
The alternative algorithm we choose to compare with our approach in this paper is the FM (Fiduccia-Mattheyses) algorithm [7] . FM is an improved version of the KL algorithm, and is very commonly used for bisection refinement. The algorithm works as follows. For each vertex , the FM algorithm computes the gain achieved by moving to the other partition. These vertices are maintained by two hash tables (the key of the hash table is their gains) one for each partition. An important improvement of the FM algorithm over the KL algorithm is that it does not recompute the gains of each node after each round of moving. It is for this reason we choose FM over KL, as recomputing the gains will be extremely costly if the data is disk resident. Initially all vertices are free to move to the other partition. The algorithm iteratively selects a free vertex with the largest gain from the larger partition, and moves it to the other partition. When a vertex is moved, it is "locked" and the gain of 's neighboring vertices are updated, which means they will be hashed into new positions in the hash table. In each pass, once a vertex is moved, it is not allowed to move again, since this may result in threshing (i.e., repeated movement of the same vertex that has the highest gain). After each vertex movement, the algorithm also records the size of the cut achieved at this point. A single pass of the algorithm ends when there are no more free vertices (i.e., all the vertices have been moved). Then, FM selects the point where the minimum cut was achieved, and all vertices that were moved after that point are moved back to their original partition. This becomes the initial partitioning for the next pass of the algorithm.
We modify the FM algorithm in two aspects. First of all, the FM algorithm is a bisection algorithm. To use FM algorithm to partition a graph into arbitrary number of partitions, we invoke it recursively. For instance, to partition a 100-node graph into 5 parts, we first bisect the graph into a 40-node subgraph and a 60-node subgraph. Then, we recursively partition the 40-node subgraph into 2 parts, and the 60-node subgraph into 3 parts. Second, we adapt the FM algorithm so that it works with disk resident data. We describe the data sets below.
B. Datasets
In our experiments, we use three datasets. Each data set contains a set of graphs, and is represented by a sequence of edges in the form of ⟨ , , , ℎ ⟩, where is the id of the graph the edge belongs to, and are the node id of beginning and the ending node of the edge, and ℎ is the weight of the edge. The set of edges is disk-resident.
Synthetic Data Set:
We use a synthetic data generator to produce a set of graphs whose nodes are in the domain of 1 ⋅ ⋅ ⋅ , where is a parameter given by the user. To simulate concepts in the graph, we partition all possible edges among the nodes into a number of groups, each representing a concept. When generating a graph, we first pick concepts. Then, we add edges one by one to the graph. With high probability ( is close to 1), each edge belongs to one of the concepts, and with probability 1 − , the edge is outside the concepts. The number of graphs and the number of edges in each graph determines the density of the synthetic data set, which is also controlled by the user.
DBLP:
We convert DBLP 3 into a set of graphs, where each paper constitutes a graph. In the graphs, authors were defined as nodes, and co-authorship in a particular paper was defined as an edge. The entire set contains 357,126 nodes (unique authors), 975,951 edges (co-authorship), and 355,278 groups (papers). Thus, this is a particularly sparse graph because the total number of edges is small with regard to total number of nodes. Furthermore, each individual graph also contains very few nodes. Yet, the data set may contain some concepts; for example, certain authors may specialize in research in certain topics.
Network Data: Another real life data set we use is sensor data set with intrusion alerts. It contains information about local traffic on a sensor network which issued a set of intrusion attack types. Each graph constituted a local pattern of traffic in the sensor network. The nodes correspond to the IP-addresses, and the edges correspond to local patterns of traffic. We note that each intrusion typically caused a characteristic local pattern of traffic, in which there were some variations, but also considerable correlations. Each graph was associated with a particular intrusion-type. We have obtained two such datasets. The data set SENS1 contained a stream of intrusion graphs from June 1, 2007 to June 3, 2007 , and the data set SENS2 contains a stream of intrusion graphs from June 4, 2007 to June 6, 2007. These two data sets have very different characteristic from the DBLP data set. For instance, SENS1 has 68,386 nodes, 1,573,669 edges, and 2,250 graphs; SENS2 has 95,065 nodes, 1,535,036 edges, and 2,757 graphs. Thus, they are much more dense then the DBLP data, and furthermore, each graph is much bigger. 
C. Running time
The running time of the algorithm consists of two parts: partitioning graphs and representing them using the new basis. Because the cost of finding the coordinate values for a graph using the new basis is O(1), we focus on the running time for disk-based graph partitioning. Figure 2 and 3 compare our partitioning algorithm with the FM algorithm that has been adapted for disk-based graphs.
In Figure 2 (a), we can see that our algorithm is 2 to 3 orders of magnitude more efficient than the disk-based FM algorithm. The synthetic dataset we use contains 20,000 graphs, and the total number of nodes increases from 50K to 1 million. As we increase the number of nodes in the synthetic dataset, we also increase the size of each graph so that the dataset maintains the same density.
While our approach takes about 3 seconds to partition a graph of 1 million nodes, the FM algorithm, when partitioning graphs of the same size, takes almost 1,000 seconds. Both the total number of nodes and the edges affect the cost of the FM algorithm. Since the partitioning algorithm is nodebased, it implies that increasing the total number of nodes increases the size of the problem to the algorithm. On the other hand, for a dense graph, whenever a node is moved, the cost of updating the gains of its neighboring nodes also increase, as a node has more neighbors in a sensor graph. This cost is negligible for memory resident graphs, but for diskbased graphs it requires repeated random accesses to disk. This becomes a major source of running time. Still, the FM algorithm is much more efficient than the KL algorithm, which requires updating the gain for all the nodes in the graph instead of just neighboring nodes.
In Figure 2 (b), we study the impact of number of partitions on running time. It shows that for the FM algorithm, the running time increases as the number of partitions increases. This is so because in order to divide a graph into many parts, FM makes deep recursions, which involves repeated accesses to disk-based graphs. On the other hand, our algorithm has no random access cost as it makes linear scan of disk-resident edges for partitioning, and it is also less affected by the number of partitions. We also record the running time of our algorithm on the real data sets. These data sets are however too large for the FM algorithm. Unlike the FM algorithm, which recursively partitions the data set, our algorithm partitions the data in a global manner, which means it should be less affected by the number of partitions. This is indicated by the result shown in Figure 3 for both the DBLP and the sensor data sets.
D. Compression rate
Second, we study the compression rate of our approach. For any graph, its basis representation is of size , which is the number of structural concepts in the data. We can also represent a graph by a raw vector ⟨ 1 , ⋅ ⋅ ⋅ , ⟩, where is the number of nodes, and = 1 if the graph contains node . Thus, the compression rate, / , is the ratio of the number of concepts to the total number of different nodes in all the graphs. The ratio can be extremely small for graphs of large nodes domain.
However, this ratio is misleading, as both representations, especially the raw vector, contain many zero entries, which means they can be further compressed. In our approach, we store only non-zero coordinate values, and each base representations is a list of (concept-identity, coordinate-value) pairs. The raw vector can be stored in the same form. We compute the compression-rate based on this format. Figure 4 shows the compression rate for two synthetic datasets, the DBLP dataset, and the sensor dataset. The synthetic dataset in Figure 4 (a) is relatively sparse as it contains 2000 graphs, while Figure 4 (b) is more dense with 5000 graphs. The size of the nodes domain and the number of embedded concepts are the same for both datasets. It shows that the denser graph has a higher compression rate. This is because for dense graphs, the raw representation will have fewer nonzero entries, which increases the size of the storage. Since the embedded concepts keep the same, a good conceptual representation should not increase in size. Thus, compression rate goes up as graphs become denser. The same phenomenon happens for the real life datasets. As we know, the DBLP data set is very sparse (the number of nodes and the number of edges are roughly the same) while the sensor datasets are quite dense, thus the sensor data sets the compression rate is much higher. Overall, our approach achieves a compression factor around 3 for the DBLP data, and almost 100 for the sensor datasets.
E. Indexing Efficiency
We maintain an inverted list for all the concepts. For each possible basis, we have a list of triples in the form of ⟨ , , ⟩, where is the identifier of the graph whose conceptual coordinate value for that basis is non-zero or larger than a user-provided threshold , and is the set of nodes that belong to the graph identified by . Storing in the inverted list might introduce redundancy, as a graph can represent multiple concepts. However, storing the node set in the inverted list enables us to answer a large variety of queries directly out of the inverted list without accessing the original graph data in a random fashion, and since each graph is typically small (e.g., the number of co-authors for a paper), it is worthwhile to include the limited redundancy. We evaluate the indexing efficiency of the inverted list. Assume we are given a query which involves concepts. We only need the inverted lists for that concepts to answer the query directly. Analytically, the size of the data we need to access is: * (2 +¯) * ¯ * /
where¯is the average nodes in each graph, 2+¯is the size of each inverted list entry (in terms of number of integers),¯is the average number of concepts in each graph, is the total number of graph, and is the total number of concepts. On the other hand, if the index is not available, we need to scan the entire original data to answer the query. Thus, with the inverted list, the data we need to access in term of its size is a very small percentage of the original data. This is demonstrated in Figure 5 for both the DBLP data and the sensor data. Still, the result we obtained is larger than the analytical average given by Eq 7, mostly because concepts are of different sizes, with popular concepts containing a much larger number of nodes than other concepts.
F. Quality of the Compression
Last, we evaluate the quality of the compression. The compression is apparently lossy. Thus we want to find out how accurately the conceptual representation approximates the original data.
To do this, we use the nearest neighbors of graphs as our criterion. For any given graph, we obtain its raw vector representation , and its conceptual representation . Then, we find 's top nearest neighbors ( ) = { 1 , ⋅ ⋅ ⋅ , } in the raw vector space, and we find 's top nearest neighbors ( ) = { 1 , ⋅ ⋅ ⋅ , } in the conceptual vector space. We compute the average distance between and ( ):
, as well as the average distance between and ( ):
. Note that the distance measure (⋅, ⋅) is for the raw vector space, and in our experiment, we used the Euclidean distance. Clearly, if the compression is very lossy, then there will be a big divergence between the two average distances. We also use the average distance between any two graphs in the data set as a baseline of comparison. Figure 6 shows the result for a synthetic data set. The data set contains 2,000 graphs, each graph having about 20 edges, and the total number of different nodes in all the graphs is 2,000. Thus, the graph is relatively sparse. In addition, we embed 40 "concepts" in the graph. In the experiment, we used basis of dimensions 100, 50, 30, and 10. We randomly pick 100 graphs from the data set, find the top-k nearest neighbors ( = 1 ⋅ ⋅ ⋅ 10) for each of them, and compute the average distance to the top-k nearest neighbors.
As we show in Figure 6 (a), when the basis has 100 dimensions (in comparison with the raw data that has 2,000 dimensions), the average distances to top-k nearest neighbors show no big difference in the two vector spaces, which means the quality of the compressed representation is good even at such high compression rate. However, as we further increase the compression rate by reducing the number of dimensions, the average distance to the nearest neighbors found in the conceptual vector space start to show divergence from that in the raw vector space. In the extreme case, when the basis has only 10 dimensions (a reduction of 200 times in dimensionality) the divergence is big to the point that the average distance to the top-k nearest neighbor is not too much different from the all-pair average distance. This is expected, as we are aiming at very extremely high compression rate, which reduces the original 2,000 dimensions into only 10 dimensions.
We also evaluate the quality of compression using the real data sets. As we show in Figure 7 and Figure 8 , for the sensor dataset, we achieve very good accuracy when the basis dimension is 50,000. The raw data (SENS1) only has 68,386 nodes, which seems that the compression rate is low (from 68,386 dimensions to 50,000 dimensions). In fact, because the graph is dense, the total number of non-zero coordinatevalues in the original 68,386 dimensions is much higher than in the conceptual dimension, which means the real compression rate is very high. In fact, as we show in Figure 4 (d), the original data is several orders of magnitude larger than the compressed data. This means we achieve high compression and high accuracy at the same time.
On the other hand, the DBLP dataset has very different characteristic from the sensor dataset, Figure 9 shows the result for the DBLP dataset. As we know, the DBLP data, which has 357,126 nodes and 975,951 edges, is very sparse. Furthermore, it contains 355,278 graphs (papers), which are almost as many as the total number of nodes, and each graph contains a very small number of nodes (co-authors). When the raw dimensionality is as high as in the DBLP data, the nearest neighbor search has the curse of the dimensionality problem, as any pair of points is as far apart as other pairs. Furthermore, because each graph is very small, it usually falls into a single concept. Thus, in nearest neighbor search, the distance between any two graphs will be 0 as long as they belong to the same concept and have the same size. Clearly, a large number of graphs will qualify. However, since their raw representations are different (because author list is different), their distances in the raw space is different. This means for a graph such as DBLP, the nearest neighbor search is not very meaningful, which may lead to large divergences between the two average distances, as we show in Figure 9 .
IV. CONCLUSIONS AND SUMMARY
In this paper, we presented an algorithm for dimensionality reduction of massive disk-resident graphs with applications to indexing. The reduction is specifically designed to be friendly for applications such as indexing. To the best of our knowledge, this is the first approach for dimensionality reduction of disk-resident graphs. We design a contractionbased algorithm in order to reduce the size of the underlying graphs. We present theoretical results which bound the number of passes required on the underlying data. This reduced graph is utilized for efficient and effective indexing and retrieval. Furthermore, our reduced conceptual representation retains its interpretability with respect to the original graph. We present experimental results on real data sets illustrating the effectiveness and efficiency of our method.
