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1. Introduction
La recherche des déterminants de la valeur, de même que l'évaluation des entreprises, a fait l'objet depuis une soixantaine
d'années, de très nombreuses recherches en sciences de gestion. Le point de départ repose principalement sur la déﬁnition de
l'économiste Williams (1938) selon qui la valeur d'un actif est la valeur actuelle de tous les ﬂux ﬁnanciers espérés que ce dernier
générera. En conséquence, plusieurs méthodes permettent d'appréhender la valeur des entreprises en se fondant sur des concepts
théoriques solides. Toutefois, ces travaux, aussi intéressants soient-ils, restent insufﬁsants dans le cas des banques (Copeland,
Koller, & Murrin 2000), car les spéciﬁcités de ces ﬁrmes ne permettent pas de les traiter par une extrapolation pure et simple des
concepts traditionnels des théories de l'entreprise non ﬁnancière. En effet, l'activité bancaire est très réglementée compte tenu des
risques qu'elle peut provoquer. Elle consiste principalement à prêter. La dette n'est donc pas une simple modalité de ﬁnancement
mais un facteur principal de l'activité. Le proﬁt est réalisé principalement suite à l'écart qui existe entre la valeur d'échange
à l'échéance des actifs acquis et leur valeur d'acquisition, ce qui rend incertain le proﬁt bancaire en raison, d'une part, de la valeur
ﬁnale des actifs, soumise à une grande incertitude et, d'autre part, à l'existence d'une éventualité de défaut de remboursement des
emprunteurs.
Les travaux de recherche sur l'évaluation des banques devraient ainsi prendre en compte les spéciﬁcités propres de ce secteur
d'activité, ce qui ouvre la voie à des pistes de recherche très intéressantes. Dans cette perspective, nous nous intéressons dans ce
papier aux déterminants fondamentaux de la valeur des banques. En ce sens, force est de constater que les travaux de recherche
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en évaluation des entreprises ont montré que la valeur des entreprises est déterminée à la fois par les primes de risque liées à des
facteurs identiques à toutes les ﬁrmes appartenant à un secteur d'activité, mais aussi par des attributs propres à chaque
entreprise, appelés facteurs fondamentaux. Cependant, malgré l'importance de ce courant de littérature, nous avons remarqué
que les auteurs ont exclu les banques de leur échantillon les considérant comme des ﬁrmes dont l'exploitation est particulière.
Dès lors, nous souhaitons répondre à travers cette étude à la question suivante : existe-il des variables fondamentales
spéciﬁques aux établissements de crédit, sur lesquelles s'appuient les praticiens de l'évaluation pour estimer la valeur des ﬁrmes
bancaires ? Pour y répondre, nous organisons ce travail de la façon suivante : dans la Section 1 nous sélectionnons, sur la
base d'une revue de la littérature, des facteurs fondamentaux susceptibles d'inﬂuencer l'évaluation des banques. La Section 2
présente la démarche de l'étude empirique. Enﬁn, la Section 3 sera consacrée à la présentation et la discussion des résultats de
l'étude empirique.
2. Sélection des facteurs fondamentaux adaptés au cas des ﬁrmes bancaires
Nous étudions l'inﬂuence des facteurs fondamentaux sur l'évaluation des banques. Par conséquent, nous sélectionnons des
attributs qui ont démontrés, à travers la littérature empirique, qu'ils sont successibles de caractériser les aspects les plus
fondamentaux de la situation des banques. Les facteurs sélectionnés sont :
 la qualité du portefeuille de crédits ;
 la capitalisation de la banque ;
 le niveau de diversiﬁcation du portefeuille d'activités ;
 l'efﬁcience de la ﬁrme bancaire ;
 l'importance du portefeuille de crédits ;
 et la taille de la banque.
2.1. La qualité du portefeuille de crédits
La qualité du portefeuille de crédits d'une banque est l'élément à la fois le plus important et le plus difﬁcile pour l'évaluation de
ces établissements. Il s'agit plus particulièrement du risque que l'emprunteur ne rembourse pas sa dette à l'échéance ﬁxée. Ce
risque reste la principale préoccupation des établissements de crédit et des autorités de surveillance car il peut avoir de lourdes
conséquences pour toute ﬁrme bancaire. Wahlen (1994) remarque que les crédits distribués représentent 10 à 15 fois le montant
des capitaux propres d'une banque et que les ﬂux de trésorerie générés par cette activité peuvent avoir une inﬂuence très
signiﬁcative sur l'évaluation des ﬁrmes bancaires. En ce sens, l'étude empirique de Dahiya, Saunders, et Srinivasan (2003)
démontre une nette réaction négative de la valeur boursière d'une banque suite à la défaillance de ses débiteurs.
Mais le problème classique qui apparaît dans ce cas est que les données sur le portefeuille des crédits sont fortement spéciﬁques
à la banque et ont de fortes chances de ne pas être à la disposition des praticiens de l'évaluation au moins avec un degré d'exactitude
semblable à celui dont bénéﬁcient les dirigeants. Dans cette perspective, Docking, Hirschey, et Jones (1997) montrent que le montant
des provisions pour risque de défaut, dans le bilan et le compte de résultat de la banque, peut réduire cette asymétrie
informationnelle en livrant un message sur les probabilités de défaut des crédits telles que les dirigeants l'estiment dans l'avenir.
De nombreux auteurs ont tenté d'identiﬁer l'impact des variations du compte provisions pour risque de crédit sur la valeur de
marché des banques. Par exemples, les résultats de Docking et al. (1997), Kiridaran, Gopal, et Gerald (2009) et Elnahass, Izzeldin, et
Abdelsalam (2014) conﬁrment le rôle important des provisions pour risque de crédit dans l'explication de la valeur de marché des
établissements de crédit. En effet, l'augmentation du montant des provisions s'interprète par le marché comme une détérioration
de la qualité du portefeuille bancaire de crédits et donc une augmentation des risques. L'augmentation du risque de crédit ainsi
ressentie par les investisseurs se traduit directement par une baisse de sa valeur de marché.
Ainsi, nous nous fondons sur des variables liées à la politique de provisionnement pour choisir les « proxies » de la qualité du
portefeuille bancaire de crédits. La première variable explicative consiste à utiliser l'information disponible dans le bilan bancaire.
En effet, nous calculons, pour chaque banque de notre échantillon, un ratio annuel « Réserves pour créances douteuses/crédits
bruts ». Cette variable indique le montant global des provisions contre pertes sur prêts constitué par la banque i à une date t.
L'inﬂuence de ce ratio sur la valeur de marché des banques a été démontrée par des études empiriques telles celles de
Grammatikos et Saunders (1990) et Docking et al. (1997).
La deuxième mesure possible propose d'extraire les données sur les provisions à partir du compte de résultat à l'instar de
Kiridaran et al. (2009). Dans cette optique, les provisions pour créances douteuses reﬂètent la constatation d'une dotation de provision
au cours de l'exercice t. Nous avons déﬂaté le montant de ces dotations aux provisions par le montant des crédits distribué. Le ratio
ressortant est utilisé comme deuxième mesure possible de la qualité du portefeuille bancaire de crédits.
2.2. Le niveau de capitalisation
Plusieurs études théoriques et empiriques ont démontré l'existence d'une relation signiﬁcative entre le niveau des fonds
propres et la santé ﬁnancière d'un établissement de crédit. Dans cette optique, le niveau de couverture par les fonds propres
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constitue un critère important de solvabilité des banques depuis le premier accord de Bâle. Le ratio prudentiel recommandé par le
comité de Bâle rapporte les capitaux propres aux engagements externes.
Cantor et Johnson (1992) ont étudié la réaction de la valeur de marché des banques américaines suite aux changements du
niveau de leurs fonds propres. Les résultats de cette étude ont indiqué que le marché ﬁnancier a nettement récompensé les
banques qui ont sensiblement amélioré leur ratio de solvabilité, plus particulièrement pour les banques qui avaient un niveau
faible de fonds propres au début de la période de l'étude. Une augmentation de 1 % du tier 1 du capital entraîne une augmentation
de presque 25 % des valeurs des banques faiblement capitalisées et une augmentation de 7 % des valeurs des banques fortement
capitalisées. Baele et Vennet (2005) démontrent également que les banques peuvent signaler leur solvabilité en adoptant un
niveau des fonds propres plus élevé que le minimum requis par les autorités. Le capital supplémentaire sert comme signal aux
investisseurs d'une protection supplémentaire contre les pertes inattendues, diminuant de ce fait le risque de défaillance et le coût
potentiel d'une telle défaillance pour l'actionnaire d'un établissement de crédit.
Sur la base de ces arguments, nous pouvons penser que l'amélioration du niveau de capitalisation inﬂuence positivement la
valeur de la banque. Plusieurs variables explicatives peuvent être choisies aﬁn de vériﬁer empiriquement cette relation. Nous
avons sélectionné deux ratios considérés comme les plus pertinents pour mesurer le niveau de capitalisation d'un établissement
de crédit. Le premier rapporte le montant des fonds propres au total actif. L'inﬂuence de ce ratio sur la valeur de marché des
banques a été démontrée par l'étude empirique de Jaeger (1996).
Le deuxième ratio utilisé par la littérature pour étudier l'inﬂuence du niveau de capitalisation est le ratio de solvabilité. C'est le
cas notamment des études empiriques de Cantor et Johnson (1992) et Brewer, Jackson, et Mondschean (1996). Il s'agit en fait d'une
mesure plus précise du niveau des fonds propres destinés à couvrir les risques pris par un établissement de crédit. Les actifs pris en
considération dans le calcul du ratio sont pondérés en fonction de leur risque. En effet, les actifs sont classés, dans une première
étape, dans plusieurs catégories selon le niveau de risque associé aux contreparties sous-jacentes, ensuite des coefﬁcients de
pondération sont déterminés en fonction du risque de chaque catégorie. La somme des actifs pondérés en fonction du risque qu'ils
présentent forme alors la base de calcul du ratio de solvabilité.
2.3. Le niveau de diversiﬁcation du portefeuille d'activités d'une banque
Les activités non traditionnelles telles que les activités d'assurance et de marché sont, selon plusieurs auteurs, une solution
pour trouver d'autres sources de revenus pour la banque et atténuer son exposition aux risques traditionnels de ce secteur. En
effet, si les revenus hors intérêt générés par les activités non traditionnelles sont imparfaitement corrélés avec les revenus
d'intérêt de l'activité d'intermédiation traditionnelle, le revenu global de la banque sera plus stable et présentera, en conséquence,
moins de risque.
Les résultats des études empiriques sur la relation entre la diversiﬁcation du portefeuille d'activités et la santé ﬁnancière d'un
établissement de crédit ne sont pas analogues et ne permettent pas de tirer de conclusions déﬁnitives. Si les travaux de Benston,
Hunter, et Wall (1993) et Laderman et Elizabeth (1998) ont montré l'effet positif du développement de l'envergure des activités
bancaires sur le risque et la rentabilité de ces établissements, ceux de DeYoung et Roland (1999, 2001) et De Long (2001) parviennent
à des conclusions opposées en montrant que la diversiﬁcation du portefeuille d'activités conduit, en moyenne, à des pertes et que
le recentrage et la concentration sur les activités « premières » améliorent les performances des ﬁrmes bancaires. La divergence
des résultats empiriques est sans doute due à la dissemblance des approches méthodologiques. Alors que les mesures comptables
du risque, notamment par la variabilité du ROA et du ROE, ont abouti à la conclusion selon laquelle la diversiﬁcation augmente le
risque économique de la banque, force est de constater que les mesures par le marché ont abouti à des conclusions inverses en
montrant l'effet positif d'une stratégie de diversiﬁcation sur la valeur de marché des banques (Baele, De Jonghe, & Vander Vennet,
2007).
Ainsi, nous pouvons penser qu'une diversiﬁcation des sources de revenu est un levier pour la valeur. Une augmentation de la
part des revenus générés par des activités non traditionnelles augmente les ﬂux de trésorerie et atténue l'exposition de la banque
aux risques traditionnels de ce secteur. Nous mesurons la diversiﬁcation d'un établissement de crédit par la part des revenus
générés par les activités dites non traditionnelles. Ces dernières englobent toutes les opérations réalisées par les banques hors
intermédiation ﬁnancière traditionnelle. Qu'il s'agisse de négoce ﬁnancier, ordre de bourse, produits d'assurance, courtage, hors
bilan, ingénierie ﬁnancière ou conseil auprès des clients. Nous appelons les revenus nets de ces activités « revenus hors intérêts ».
Le ratio revenu hors intérêts sur produit net bancaire a été utilisé dans la majorité des études empiriques consacrées
à l'identiﬁcation du lien entre la diversiﬁcation du portefeuille d'activités et la performance des établissements de crédit. Ainsi,
nous utilisons ce même ratio comme variable de substitution du niveau de diversiﬁcation d'un établissement de crédit.
2.4. L'efﬁcience de la ﬁrme bancaire
L'efﬁcience de la banque est un facteur fondamental reﬂétant le niveau de compétence des dirigeants d'une banque et leur
capacité à fournir des services ﬁnanciers à un coût moins élevé que celui des concurrents. L'efﬁcience est un facteur de référence
pour l'évaluation de la performance et la santé ﬁnancière d'un établissement de crédit. Ce facteur est généralement mesuré par
le coefﬁcient d'exploitation, rapportant les charges de fonctionnement au produit net bancaire. La meilleure illustration de
l'importance de ce facteur pour une banque est que le coefﬁcient d'exploitation est une grandeur prise en compte dans
l'appréciation par la commission bancaire de la situation ﬁnancière d'un établissement. Aussi, le classement de l'agence de
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notation ﬁnancière Fitch Rating, des performances des 100 premières banques européennes, est effectué aujourd'hui en fonction
de leur coefﬁcient d'exploitation, après un premier volet axé sur la rentabilité des fonds propres.
L'étude empirique menée par Jayaratne et Philip (1996) justiﬁe la pertinence de tester l'inﬂuence du facteur fondamental «
efﬁcience » sur la valeur des banques. Les auteurs ont démontré que la déréglementation et le démantèlement des barrières
géographiques dans le secteur bancaire ont eu des conséquences négatives sur la valeur de marché des banques commerciales
à l'exception des banques efﬁcientes qui ont su tirer proﬁt de la déréglementation pour se développer au détriment des autres
banques grâce à leurs aptitudes à fournir des services bancaires et ﬁnanciers moins coûteux que leurs concurrents. Liadaki et
Gaganis (2010) et Luo (2003) ont également démontré une inﬂuence très signiﬁcative de l'efﬁcience sur la valorisation des ﬁrmes
bancaires.
En toute logique, l'efﬁcience est un vecteur de création de valeur. Plus le coefﬁcient d'exploitation d'une banque est
bas, plus son activité dégage un surplus de ﬂux de trésorerie ce qui peut faire augmenter la valeur. L'efﬁcience est mesurée
dans notre étude empirique par un ratio rapportant les coûts aux recettes. Il s'agit plus précisément du rapport des
charges opérationnelles sur le produit d'exploitation. Les charges opérationnelles retenues incluent les charges de personnel,
les dotations aux amortissements et provisions pour dépréciation des immobilisations corporelles et incorporelles et les
autres charges administratives. Les produits d'exploitation comprennent la somme des revenus nets d'intérêt, les
commissions, le solde des opérations ﬁnancières non exceptionnelles ainsi que les revenus d'assurance et autres revenus
bancaires.
2.5. L'importance du portefeuille bancaire de crédits
Le cinquième facteur sélectionné reﬂète l'importance du portefeuille de crédits d'une banque. À notre connaissance, il n'existe
pas d'études empiriques montrant l'incidence directe de ce facteur sur la valeur de marché des banques. Néanmoins, l'importance
du portefeuille bancaire de crédits peut constituer un indicateur de la santé ﬁnancière future si l'on se réfère aux modèles
théoriques de Fama (1985), et au travail empirique de Fraser et al. (2002). De ce fait, il est possible de supposer que l'importance du
portefeuille bancaire de crédits inﬂuence la valeur des banques. Plus le portefeuille bancaire de crédits est faible, moins les
opportunités de croissance de la banque sont élevées. Ceci peut baisser la valeur. La variable explicative sélectionnée pour mesurer
l'importance du portefeuille bancaire de crédits est le ratio Crédits Nets sur le Total Actif.
2.6. La taille de la ﬁrme bancaire
La taille de la ﬁrme bancaire est le dernier facteur fondamental que nous souhaitons identiﬁer son inﬂuence sur l'évaluation de
cette dernière. En effet, les deux dernières décennies ont été caractérisées par une montée considérable des opérations de fusions-
acquisitions dans le secteur bancaire dans la plupart des pays européens. Une des conséquences de ces mouvements est
l'augmentation de la taille des banques. En théorie de l'intermédiation ﬁnancière, il existe un courant de la littérature démontrant
qu'une banque devrait rationnellement chercher à augmenter sa taille. Des modèles intéressants ont été élaborés qui montrent
l'existence d'une relation positive entre la performance économique et la taille de la banque, grâce notamment à l'exploitation des
économies d'échelle informationnelles (Fama, 1985 ; Diamond, 1984). Les grandes banques devraient être plus efﬁcientes que les
petites banques en raison de l'exploitation des économies d'échelle dans la production de l'information, de la surveillance et de
transaction. En effet, les banques disposent d'un avantage dans la collecte d'information, et dans la surveillance des emprunteurs
par rapport à la ﬁnance directe où les relations sont plutôt anonymes. Elles établissent des relations de long terme, ce qui leur
permet de connaître leurs clients et d'évaluer leur capacité à honorer leurs engagements. Cela permet aux banques de réduire les
coûts d'information sur les caractéristiques et les risques des emprunteurs. L'implication directe de ces théories est que la
construction d'un portefeuille de crédits parfaitement diversiﬁé permet à une banque de réaliser son activité d'intermédiation en
assurant une rentabilité certaine. Dans cette optique, il est possible de supposer l'existence d'une inﬂuence positive de la taille sur
la valorisation des banques.
Les critères utilisés pour mesurer la taille d'un établissement de crédit sont nombreux mais non tous pertinents. Il est
important, dans le cadre de notre étude empirique, de retenir un critère ayant peu d'inconvénients. Dans cette perspective, la
comptabilité bancaire présente des variables spéciﬁques en vue d'une approche quantitative de la taille d'une banque. Les
rapports de la commission bancaire et les documents sur la comptabilité bancaire en France retiennent des variables bilantielles
telles que Total actif ou crédits ou des variables de résultat notamment Cash-ﬂow ou Produit Net bancaire. De notre point de vue,
parmi toutes ces variables, le total du bilan reste la mesure la plus déterminante de la taille de la ﬁrme bancaire parce qu'elle est
directement liée à la dimension. Notons que dans les rapports annuels publiés par la commission bancaire en France, la taille de la
ﬁrme bancaire a été toujours mesurée par le total du bilan ou total de la situation. De ce fait, nous mesurons la taille de la banque
par le logarithme de son total actif.
Toutes les variables explicatives sont résumées dans le Tableau 1.
Concernant la variable reﬂétant l'évaluation des banques, nous retenons la valeur actuelle des ﬂux de trésorerie futurs de ces
établissements. Cette valeur est traditionnellement mesurée dans la littérature empirique par le rapport entre la valeur de marché
des actifs et leur valeur comptable. Ce rapport a été utilisé dans les études empiriques de Keeley (1990), Saunders et Wilson (1994),
Demsetz, Saidenberg, et Strahan (1996), Goyal (2005) et Park et Peristiani (2007). À l'instar de ces derniers, nous calculons la variable
dépendante pour chaque banque de notre échantillon de la façon suivante :
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BVi tð Þ ¼
EiM tð Þ þ LiB tð Þ
AiB tð Þ
EiM tð Þ est la valeur de marché des capitaux propres.
LiB tð Þ est la valeur comptable des dettes.
AiB tð Þ est la valeur comptable des actifs.
3. Démarche de l'étude empirique
L'objectif de cette section est double, présenter les sources de données et l'échantillon (Section 3.1), et préciser la méthodologie
utilisée (Section 3.2).
3.1. Sources de données et échantillon
L'essentiel de nos données a été collecté à partir de la base de données Bankscope Fitch IBCA. Cette base fournit des données
annuelles à partir des bilans et des comptes de résultat des banques du monde entier. Cela nous a permis de calculer, pour chaque
banque de notre échantillon, les ratios nécessaires pour réaliser notre étude empirique. Les données comptables extraites de la
base de données Bankscope sont comparables d'un pays à l'autre puisque toutes les données sont obtenues à partir des bilans et
des comptes de résultat harmonisés par l'agence de notation londonienne Fitch/IBCA. Par ailleurs, pour mesurer la valeur de
marché de chaque banque de notre échantillon, des informations ﬁnancières sur le prix et le nombre des actions des banques
cotées ont été nécessaires. Ces données n'étant pas disponibles sur la base de données Bankscope Fitch. Nous avons eu recours à la
base de données Datastream qui fournit des données boursières, économiques et comptables sur les titres cotés du monde entier.
L'échantillon a été constitué en deux temps. Dans un premier temps, on considère toutes les banques pour lesquelles on
dispose de données boursières. Il s'agit plus précisément de tous les établissements soumis à la réglementation bancaire et cotés
en bourse durant la période de notre étude empirique qui s'étale de 2005 à 2013. Nous avons centré l'étude empirique sur les
marchés boursiers de douze pays européens1. Ensuite, nous avons supprimé les banques pour lesquelles nous ne disposons pas
d'informations sur les variables choisies, les banques qui n'ont pas une activité signiﬁcative de crédit2 et enﬁn, toutes les banques
dont les dates de clôture de l'exercice ne coïncident pas avec l'année civile. Après l'application des critères de sélection, la taille de
l'échantillon est de 82 banques (Annexe 1).
3.2. La méthodologie économétrique utilisée
Dans une étude de ce type, deux approches méthodologiques sont généralement optées. La première approche consiste
à effectuer des régressions en séries temporelles. Cette méthode permet d'étudier la réaction de la valeur d'une entreprise i aux
changements des variables explicatives sur une période de temps. Au contraire, la seconde approche possible consiste à opérer des
régressions en coupe transversale permettant d'étudier, à une date t, la sensibilité de la valeur d'un ensemble d'entreprises aux
différentes variables indépendantes.
L'originalité de notre étude réside dans l'exploitation de l'information dans les deux dimensions temporelle et individuelle
82 banques sur une période sur les neuf dernières années. Ces données, plus couramment appelées données de panel, permettent
d'étudier un ensemble d'individus suivi dans le temps. L'obtention d'une estimation en coupe et en série est dés lors possible ce
qui permet d'étudier les phénomènes dans leur diversité comme dans leur dynamique et donc d'améliorer la précision des
modèles estimés.
L'économétrie de panel est aujourd'hui largement utilisée pour la validation des propos théoriques car elle présente des
avantages nombreux. En effet, elle fournit des estimateurs plus précis et plus efﬁcaces que les études en séries temporelles ou en
Tableau 1 – Synthèse des facteurs fondamentaux susceptibles d'influencer l'évaluation des banques.
Facteur fondamental Variables explicatives Code
La qualité du portefeuille bancaire de crédits Réserves pour créances douteuses/crédits bruts LLRG:Loans
Provisions pour créances douteuses/crédits bruts LLPG:Loans
Le niveau de capitalisation Capitaux propres/total actif EquityTA
Ratio de solvabilité RS
Le niveau de diversiﬁcation du portefeuille d'activités de la banque Revenus hors intérêt/produit net bancaire NIINI
L'efﬁcience de la banque Coefﬁcient d'exploitation CostIncome
L'importance du portefeuille bancaire de crédits Crédits nets/total actif LoansTA
La taille de la banque Le logarithme du total actif Assets
1 Allemagne, Autriche, Belgique, Danemark, Espagne, Finlande, France, Irlande, Italie, Pays-Bas, Portugal, Royaume-Uni.
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coupe transversale, car les échantillons de panel font accéder leur utilisateur à une quantité d'informations considérable. D'un
autre côté, l'économétrie des données de panel permet, contrairement aux études en coupes transversales, d'étudier plus
précisément la dynamique d'un phénomène donné à long terme.
Nous avons testé deux modèles, un modèle à effet individuel ﬁxe et un modèle à effet individuel aléatoire. La différence entre
ces deux modèles porte sur les hypothèses faites sur l'hétérogénéité individuelle. Pour le modèle à effet individuel ﬁxe,
l'hétérogénéité individuelle est spéciﬁée sous la forme d'une constante spéciﬁque à chaque individu. Sa forme générale s'écrit
comme suit : yit = ai + bxit + eit Quant au modèle à effet aléatoire, il prend en compte un effet spéciﬁque individuel au niveau du
résidu. Ce dernier est donc constitué de deux composantes: la composante aléatoire standard eit et la composante aléatoire mi qui
capture l'hétérogénéité individuelle. Le modèle s'écrit alors sous la forme suivante : yit = a + bxit + wit avec wit = mi + eit.
Les différents tests statistiques que nous avons menés nous ont permis d'accepter l'existence de l'hétérogénéité individuelle
dans les deux modèles (test de Fisher pour vériﬁer la signiﬁcativité des effets ﬁxes et le test de Breush-Pagan pour tester la
signiﬁcativité des effets aléatoires). La question est donc de choisir entre les deux modèles pour l'interprétation des résultats de la
régression. En effet, les deux modèles à effet ﬁxes et à effets aléatoires permettent de prendre en compte l'hétérogénéité des
données mais les hypothèses sur la nature des effets spéciﬁques diffèrent d'un modèle à l'autre. Dans le premier cas, on suppose
que les effets spéciﬁques peuvent être corrélés avec les variables explicatives du modèle, et dans le second cas, on suppose que les
effets spéciﬁques sont orthogonaux aux variables explicatives du modèle. Le test de spéciﬁcation de Hausman permet de tester
laquelle de ces deux hypothèses est appropriée aux données. Il consiste à étudier l'hypothèse de l'indépendance entre les variables
explicatives xit et le résidu et plus particulièrement l'hétérogénéité individuelle mi dans un modèle à effet aléatoire. Dans ce cadre, il
confronte ce dernier à un modèle à effet ﬁxe. Dans notre étude, les résultats de ce test nous permettent de rejeter l'hypothèse de
l'indépendance entre l'hétérogénéité individuelle non observée et les variables explicatives. C'est la raison pour laquelle nous
avons opté pour un modèle à effet individuel ﬁxe qui présente des résultats plus robustes. On considère que la constante varie
d'une banque à l'autre et on corrige l'hétérogénéité individuelle par une transformation dite within consistant à calculer pour
chaque variable sa différence par rapport à la moyenne de la période pour chaque banque.
4. Résultats empiriques et discussions
Nous avons spéciﬁé plusieurs ratios aﬁn d'identiﬁer les facteurs fondamentaux qui inﬂuencent l'évaluation des banques de
notre échantillon. Les ratios ont été choisis de manière à tester les différents arguments théoriques et les conclusions des études
empiriques développés dans la première section. Ayant conscience du risque de présence des problèmes de multi-colinéarité,
nous avons effectué des tests de corrélation entre les variables indépendantes du modèle. Les résultats nous ont poussés à réduire
le nombre de variables explicatives pour ne retenir que les variables les moins corrélées entre elles.
Au total, six variables explicatives sont retenues dans le modèle déﬁnitif. Le ratio rapportant le montant réserves pour créances
douteuses aux crédits bruts est utilisé pour mesurer la qualité du portefeuille bancaire de prêts. Le ratio revenus hors intérêts sur
produit net bancaire indique le niveau de diversiﬁcation du portefeuille d'activités de la banque. Le ratio rapportant le montant des
capitaux propres au total actif est choisi pour mesurer le niveau de capitalisation d'un établissement de crédit. Le ratio coût sur
revenus représente l'efﬁcience d'une ﬁrme bancaire. Le ratio rapportant le total crédits nets au total actif estime l'importance du
portefeuille bancaire de crédits. Enﬁn, le logarithme du total actif représente la taille de la ﬁrme bancaire. Ainsi, l'équation qu'on a
estimée est de la forme :
BVit ¼ ai þ b1
LLP
G:Loans
þ b2
Equity
TA
þ b3
NII
NI
þ b4
Cost
Income
þ b5
Loans
TA
þ b6Assets þ eit
Les résultats de la régression multiple sur un échantillon de banques européennes sont conformes à nos prévisions. Ils mettent
en évidence l'existence d'un lien entre plusieurs variables fondamentales et la valorisation des établissements de crédit. Ces
résultats sont présentés dans le Tableau 2. Il montre que cinq variables sont signiﬁcativement différents de 0 et une ne l'est pas. Le
modèle est globalement signiﬁcatif puisque le coefﬁcient de détermination ajusté est de (0,28). Cette valeur du R2 est assez
caractéristique de ce que l'on obtient généralement sur données de panel. En effet, les données sont nombreuses, principalement
dans la dimension transversale, et présentent d'importantes disparités inter-individuelles3. Par conséquent, les R2 « within » sont
relativement faibles puisqu'ils donnent la part de la variabilité intra-individuelle de la variable dépendante qui est attribuable
à celle des variables explicatives, contrairement à ceux que l'on peut obtenir lors des régressions sur des séries temporelles ou
transversales.
Le premier résultat montre un lien négatif entre la valeur de marché des établissements de crédit et la qualité de leur
portefeuille de prêts estimée par le ratio rapportant les dotations aux provisions pour créances douteuses au total des crédits.
L'augmentation du montant des provisions s'interprète comme une détérioration de la qualité du portefeuille bancaire de prêts de
la banque. Au contraire, lorsque le ratio diminue, les actionnaires pourraient juger que le niveau des provisions pour créances
douteuses est tout à fait raisonnable par rapport au montant des prêts distribués. Une telle situation signale une bonne qualité du
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de nombreuses erreurs d'observation. Ceci entraîne l'existence des points aberrants et une variabilité inter-individuelle importante.
portefeuille de prêts de la banque et laisse envisager une amélioration de la santé ﬁnancière future de l'établissement. L'intérêt
de ce résultat trouve écho auprès des dirigeants des banques européennes cotées, surtout dans un contexte de forte volatilité
des valeurs du secteur bancaire en raison des impacts de la crise ﬁnancière. En effet, nous réfutons les conclusions d'une
littérature comptable américaine sur le sujet qui afﬁrme que l'augmentation des provisions bancaires pour créances douteuses
peut diminuer le risque perçu d'une banque par la maîtrise de la volatilité des résultats. En particulier, les études de Collins,
Shackelford, et Wahlen (1995) et Kanagaretnam, Lobo, et Yang (2004) qui ont afﬁrmé que le caractère discrétionnaire des
provisions peut faire d'elles un moyen efﬁcace pour lisser les résultats bancaires et que les dirigeants des banques augmentent
les réserves pour créances douteuses dans le but de signaler au marché ﬁnancier une probable amélioration des ﬂux de
trésorerie futurs. Notre étude empirique, basé sur l'économétrie des données de panel qui a le mérite d'étudier la dynamique de
long terme d'un phénomène, conclue que les investisseurs décident dans le cas des titres bancaires à partir du niveau de risque
de défaut microéconomique de chaque banque et les dotations aux provisions pour créances douteuses constituent un des
éléments clés pris en compte par les investisseurs lorsqu'ils évaluent la variation de ce risque de défaut. Par conséquent, le
risque inhérent à la volonté de stabiliser les résultats en ayant recours aux provisions pour créances douteuses tient dans le fait
que les investisseurs craignent que la hausse des provisions, en manifestant une probable détérioration de la qualité des
créances, ne dicte qu'une augmentation ultérieure des créances irrécouvrables, synonyme d'une détérioration de la santé
ﬁnancière de la banque.
En ce qui concerne la relation entre le niveau de capitalisation et la valorisation des banques, les résultats sont conformes aux
prévisions. Le coefﬁcient estimé pour le ratio « capitaux propres sur le total des actifs » est signiﬁcatif et a un signe positif. Le fait
de maintenir un ratio de fonds propres élevé semble donner ses fruits pour les banques fortement capitalisées car le capital
procure une marge de sécurité sufﬁsante pour assurer la conﬁance des actionnaires des établissements de crédit. En cela, nos
résultats empiriques se démarquent de l'idée de nombreux professionnels de la banque qui jugent la réglementation des fonds
propres comme trop sévère. Notre étude empirique soutient le fait qu'un niveau élevé de fonds propres n'est pas qu'une simple
protection des déposants contre le risque d'insolvabilité de leur banque, mais aussi un levier de création de valeur par les
banques. En effet, un niveau élevé de capitalisation permet à la banque de bénéﬁcier de conditions préférentielles lors d'emprunt
auprès d'autres institutions ﬁnancières et, par conséquent, avoir plus d'opportunités de ﬁnancement à faibles coûts. De la même
façon, un niveau de ratio de fonds propres au-dessus des normes imposées aide les établissements de crédit à proﬁter des
opportunités d'investissements plus rentables, ils peuvent ainsi poursuivre leur croissance, créer de la valeur sans restriction
réglementaire. Au contraire, l'exercice des activités des banques, avec un niveau faible de fonds propres, peut être freiné par les
contraintes réglementaires qui réduisent les opportunités d'investissements rentables des banques sous-capitalisées.
Carlstrom et Samolyk (1995), par exemple, précisent que ces établissements sont obligés, de temps en temps, de céder des
projets rentables à des banques fortement capitalisées puisque leur niveau de fonds propres ne leur permet pas de prendre des
risques supplémentaires.
Le Tableau 2 montre qu'il existe une relation positive signiﬁcative entre le niveau de diversiﬁcation du portefeuille d'activités et
la valeur des établissements de crédit de notre échantillon. Le coefﬁcient de régression mettant en relation la valeur de marché des
banques et le ratio « revenu hors intérêts sur produit net bancaire » est signiﬁcativement différent de 0 et de signe positif. Ce
résultat signiﬁe que les praticiens de l'évaluation voient dans la stratégie de diversiﬁcation du portefeuille d'activités un
échappement à une trop forte dépendance à l'égard d'un seul produit ou marché, à savoir l'intermédiation ﬁnancière classique.
C'est sans doute la raison qui a dernièrement poussé les banques à procéder à une diversiﬁcation pour faire état de bénéﬁces
supérieurs tirés de nouvelles activités sur des marchés très convoités. Par conséquent, les augmentations du ratio Revenu hors
intérêts/produit net bancaire livrent un signal positif sur les opportunités de croissance futures de la banque.
Le coefﬁcient négatif et signiﬁcatif trouvé entre la valeur des banques de notre échantillon et le coefﬁcient d'exploitation nous
indique l'existence d'une relation en sens inverse entre les deux variables. La diminution du coefﬁcient d'exploitation d'une
banque augmente son efﬁcience ce qui se répercute positivement sur la valeur de la banque. Les résultats empiriques montrent
clairement que les inefﬁciences des établissements de crédit sont clairement sanctionnées par les praticiens de l'évaluation. Les
Tableau 2 – Ce tableau illustre les résultats de l'estimation par MCO et un modèle à effet individuel fixe sur la période 2005–
2013 des paramètres du modèle suivant : BVit ¼ ai þ b1 LLPG:Loansþ b2 EquityTA þ b3 NIINI þ b4 CostIncomeþ b5 LoansTA þ b6Assets þ eit.
Coefﬁcient t-Student
b1 0,0052 (2,03)*
b2 0,0062 (4,94)
**
b3 0,0078 (3,06)
**
b4 0,0091 (3,43)**
b5 0,003 (0,96) NS
b6 0,0852 (8,66)***
ai 17,1062 (10,94)
Nombre de banques 82
R2 ajusté 0,2852
La statistique t est entre parenthèses. Les niveaux de signiﬁcativité sont indiqués de la manière suivante : * pour signiﬁcatif à 10 % ; ** pour
signiﬁcatif à 5 % ; *** pour signiﬁcatif à 1 % et NS pour non signiﬁcatif.
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inefﬁciences techniques peuvent provenir soit d'une mauvaise maîtrise des coûts soit d'une organisation déﬁciente. Le fait que
cette variable fondamentale soit prise en considération dans l'évaluation des banques justiﬁe, sans doute, l'intérêt porté par les
dirigeants des grandes banques européennes pour la maîtrise de coûts. Selon le classement 2005 des 100 premières banques
européennes, établi avec Fitch Ratings, on dénombre 37 banques dont le coefﬁcient d'exploitation est inférieur à 55 %, là où elles
n'étaient que 25 ans auparavant.
Le cinquième résultat empirique concerne le lien entre la valeur de marché des établissements de crédit et l'importance de leur
portefeuille de prêts mesuré par le ratio rapportant le total de crédits nets sur le total actif. Nous constatons que cette variable
explicative n'a aucune inﬂuence sur la valorisation des banques de notre échantillon. Nous estimons que ce résultat est la
conséquence du changement qu'a connu la profession bancaire durant les deux dernières décennies. En effet, les banques ont
profondément changé leur modèle d'affaires. Le modèle traditionnel qui dépendait de la différence entre les intérêts perçus sur les
crédits octroyés et ceux payés sur les dépôts a laissé de plus en plus la place à un modèle qui repose aussi bien sur les revenus de
l'activité traditionnelle de crédit que les revenus générés par des activités non traditionnelles telles que les activités de marché,
d'assurance et les autres prestations de services ﬁnanciers. Ainsi, la part des crédits dans le bilan bancaire n'est plus un indicateur
important de la santé ﬁnancière et les opportunités de croissance des établissements de crédit comme le laissent penser les
modèles théoriques élaborés avant la déréglementation ﬁnancière.
Enﬁn, le sixième résultat concerne la relation entre la valeur de marché des banques et leur taille estimée par le logarithme du
total actif. Il réfute l'idée selon laquelle une augmentation de la taille d'un établissement de crédit est un levier de création de
valeur par ce dernier. Au contraire, les résultats de l'étude économétrique sont inverses aux prédictions de certaines théories. Une
association négative et signiﬁcative est identiﬁée entre la taille et la valeur des banques. Autrement dit, les banques sont
pénalisées par leur taille. Ainsi, l'aboutissement de notre étude est en accord avec les conclusions des études empiriques sur le
manque d'évidence empirique concernant les gains d'efﬁcience associés aux opérations de fusions-acquisitions. Ces études,
notamment celles de Berger, Demsetz, et Strahan (1999), et Group of Ten (2001), n'ont pas détecté des effets bénéﬁques des
processus de consolidation des grandes banques. Aussi, le lien positif entre le niveau d'efﬁcience et la valeur des banques d'une
part, et l'existence d'une relation négative entre la taille et la valeur des établissements de crédit d'autre part, corroborent les
conclusions tirées par Danthine (2000). En effet, ce dernier, après une revue de la littérature des travaux consacrés aux économies
d'échelle et l'efﬁcience dans le secteur bancaire, conclut que les augmentations des économies d'échelle constatées durant la
décennie 1990 dans le secteur bancaire étaient principalement dues à l'utilisation des nouvelles technologies et non pas aux
mouvements de concentrations qui ont caractérisés cette époque. Danthine (2000) afﬁrme qu'une volonté de croissance des
banques, motivée par le principe selon lequel l'augmentation de la taille augmente le niveau d'efﬁcience, est une chose néfaste
pour les banques, et que plusieurs banques européennes ont dépassé le niveau optimal de la taille si l'analyse est faite sur la base
des économies d'échelles.
5. Conclusion
L'objectif de ce travail était de mieux comprendre la relation entre les facteurs fondamentaux propres aux ﬁrmes bancaires et la
valorisation des établissements de crédit. L'analyse de la littérature ﬁnancière fait état de la richesse d'un courant de la littérature
sur les déterminants fondamentaux de la valeur des entreprises non ﬁnancières et de l'absence de travaux consacrés
à l'identiﬁcation des facteurs fondamentaux affectant l'évaluation des ﬁrmes bancaires. De ces constats, ce papier s'est ﬁxé pour
objectif de répondre à deux questions :
 existe-il des attributs propres aux établissements bancaires successibles de caractériser les aspects les plus fondamentaux de la
situation d'une banque ?
 existe-il une relation signiﬁcative entre les facteurs fondamentaux identiﬁés et l'évaluation d'un établissement de crédit ?
Pour y répondre, deux étapes ont structuré notre travail. Dans la première, nous avons présenté plusieurs travaux théoriques et
empiriques sur les facteurs fondamentaux susceptibles d'inﬂuencer la valeur des banques. Les facteurs que nous avons mis en
lumière sont : la qualité du portefeuille bancaire de prêts, l'importance du portefeuille bancaire de crédits, le degré de couverture
par les fonds propres, le niveau de diversiﬁcation du portefeuille d'activités, l'efﬁcience de la ﬁrme bancaire et la taille de la banque.
Enﬁn, neuf variables explicatives ont été spéciﬁées pour reﬂéter les facteurs sélectionnés.
La deuxième étape de notre travail était empirique. Au terme des différents traitements, l'échantillon ﬁnal a été constitué d'un
panel de 82 banques européennes cotées sur une période de huit ans. La mosaïque des résultats obtenus de cet examen empirique
a montré une inﬂuence positive de la qualité du portefeuille bancaire de prêts, du niveau de capitalisation, du niveau
de diversiﬁcation du portefeuille d'activités, et de l'efﬁcience de l'établissement sur la valeur d'une banque. Nous avons interprété
ce résultat par le fait que l'amélioration de ces facteurs signale aux investisseurs l'augmentation des opportunités de croissance de
l'établissement ce qui se répercute positivement sur la valeur de la banque. En revanche, il n'existence pas une relation
signiﬁcative entre l'importance du portefeuille bancaire de crédits et la valeur de la banque. Quant à la taille de la banque, les
résultats ont montré l'existence d'une relation signiﬁcative mais le sens du lien a été contradictoire avec les prévisions que nous
avons formulées. En effet, une augmentation de la taille s'accompagne par une augmentation du risque de la banque ce qui affecte
négativement la valeur de l'établissement.
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Bien sûr, ce travail appelle d'autres études. Nous évoquons essentiellement la perspective de recherche sur les anomalies
fondamentales des rentabilités des titres bancaires. Des études empiriques en coupes transversales, à l'instar de Fama et French
(1993), mais sur la base des facteurs fondamentaux identiﬁés dans notre travail, pourraient être d'un apport indéniable pour une
étude plus englobante sur une méthodologie de mesure du coût du capital d'une banque.
Annexe 1. Matériel complémentaire
Le matériel complémentaire accompagnant la version en ligne de cet article est disponible sur http://www.sciencedirect.com et
http://dx.doi.org/10.1016/j.rgo.2016.06.001.
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