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Abstract: The duality between samples and variables cannot be exploited by traditional clustering 
methods, which often performs badly when dealing with sparse and high-dimensional data. The 
scholars then proposed biclustering, which can cluster both samples and variables simultaneously 
to get submatrices, based on the duality between samples and variables. In recent years, 
biclustering methods have developed rapidly and been widely used in many areas, such as 
microarray analysis, text clustering, recommendation system and so on. This paper at first reviews 
biclustering methods  and focus on three classical biclustering methods, including Sparse 
Biclustering, Spectral Biclustering and Information Theoretic Co-clustering. In detail, we 
conclude the differences and relationships between these three methods, and introduce the 
development status and trends of integrative analysis in multi-source datasets, multi-level 
clustering, semi-supervised learning, supervised learning and ensemble learning. Secondly, we 
focus on the application research of biclustering in the fields of microarray analysis, text 
clustering and recommendation system. Finally, combining the data characteristics of the big data 
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(Information Theoretic Co-clustering，ITCC)。 









































































































































































































































































现的关系。Sun 等(2015)[7]指出 Sun 等(2014)[6]的算法无法保证收敛，因而提出一个全局收
敛算法，并且将 Lasso 惩罚改成 惩罚，得到锁定相同样本下的两个子矩阵。Min 等(2016)[8]
为了探究 miRNA 和 mRNA 之间的关系，采用两步法，第一步通过对病人测量的 miRNA 和
mRNA 数据集进行多元稀疏组惩罚来得到 miRNA 和 mRNA 之间的关系矩阵，第二步对该
矩阵进行 的稀疏奇异值分解，得到最终的结果。 
    1.1.2 稀疏双向 K-Means 聚类 
Tan 和 Witten(2014)[9]借鉴稀疏 K-Means 聚类[10]的想法，将其拓展到双向聚类中。给
定数据矩阵 ，假设 个样本属于 个互不交叉的类 , ， 个变量属于 个互不交叉
的类 , ，其中 1, , 且 1, , ，分别表示样本和变量的类别标签。同
时假设矩阵中的元素互相独立且 ~ , ， 表示第 个样本类和第 个变量类所对应
的子矩阵中所有元素的均值，最终的聚类目标是估计 、 以及 ，目标函数如式(5)： 
arg min  ∑ ∑ ∑ ∑ ,                   (5) 
   当 1，该问题转化为样本 K-Means 聚类；当 1，该问题转化为变量 K-Means 聚类。
求解目标函数（5）最终会形成 个类式，并且每个类的均值 0。现实中部分类的实




0 的类别均值压缩到 0，因此得目标函数： 
arg min  ∑ ∑ ∑ ∑ ∑ ∑ | | .        (6) 
其中 是一个非负的调节参数，通过对式(5)中的均值 施加 Lasso 惩罚从而使不重要的类
均值稀疏到 0，因而最终的聚类结果仅仅呈现那些均值明显偏离 0 的类。 
类似 K-Means 聚类的算法，稀疏双向 K-Means 聚类可以利用迭代算法求解得到局部最
优解，只是在执行算法前需要对矩阵 中心化，得到矩阵 ，再对 执行算法。 
由于Tan和Witten(2014)[9]提出的稀疏双向K-Means聚类需要对矩阵元素进行正态假设












































































































































































































































































中第 个对角元素为∑ ，矩阵 中第 个对角元素为∑ ，因此形成如下的程度
矩阵(degree matrix)和邻接矩阵(adjacent matrix)： 
0













/ 。鉴于矩阵 为 维矩阵，因
此利用奇异值分解有效降低矩阵维度从而减少计算量。在得到解向量后，通过对该向量进行
K-Means 聚类得到最终的 2 个类别。同理，当分类个数 2时，可以对矩阵进行 SVD 分解
确定除最大奇异值外的 个最大奇异值对应的左右奇异向量 和  ( · 表示取整)。之后
基于左右奇异向量构建矩阵
/
/ ，并且基于该矩阵进行 K-Means 聚类，得到 个类。
最终聚类结果显示部分样本和部分变量共属一类，因而形成矩阵块的聚类结构，即完成了双
向聚类。 
























具体而言，令 和 分别表示取值为 , , 和 , , 的随机变量，则 , 表示
联合概率分布。假设将 分成 类， 分成 类，令 , , 表示 的 个类，令 , , 表
示 的 个类，则目的是找到一个映射 和 ，使得 
: , , , ,   : , , , ,  
其中 , 表示双向聚类的结果。由于交互信息 , 反映变量 包含与 相关的信息量
(反之亦然)，因此聚类结果的优劣可以基于原始矩阵映射到新矩阵后交互信息损失大小来度
量。通过证明，对于一个固定的双向聚类结果 , ，交互信息的损失可以写成： 
, , , || , ,                (8) 
这里 || 表示 KL 散度(相对熵)， , 的分布如式(9)： 
                         , , | , , .             (9) 
式(8)和式(9)指出，综合考虑 和 的联合分布和边际分布可得出新的联合分布 , ，
可以证明， , 和 , 的 KL 散度可以表示成 | 和 | 相对熵的加权平均，也可













类还可以应用在其他领域，例如 Cai 等(2004)[35]和 Wang 等(2005)[36]分别将信息双向聚类应
用到声音场景分类和视频截图的分类上，提高了这两个领域的分类效果。Ahmed 和
Mahmood(2014)[37]利用信息双向聚类来检测拒绝服务攻击(DoS Attack)，从而提高检测效果。 









































































































BC-CF 双向聚类方法，利用 MovieLens 数据集进行检验，结果显示该方法能够解决数据稀
疏性的问题，并且预测精度要高于传统的基于用户的预测方法。Alqadah 等(2015)[41]提出
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