Abstract-The various image-processing stages in a digital camera pipeline leave telltale footprints, which can be exploited as forensic signatures. These footprints consist of pixel defects, of unevenness of the responses in the charge-coupled device sensor, black current noise, and may originate from proprietary interpolation algorithms involved in color filter array. Various imaging device (camera, scanner, etc.) identification methods are based on the analysis of these artifacts. In this paper, we set to explore three sets of forensic features, namely binary similarity measures, image-quality measures, and higher order wavelet statistics in conjunction with SVM classifiers to identify the originating camera. We demonstrate that our camera model identification algorithm achieves more accurate identification, and that it can be made robust to a host of image manipulations. The algorithm has the potential to discriminate camera units within the same model.
I. INTRODUCTION
W E ADDRESS the problem of identification of the source camera of images. More specifically, we intend to develop a classification algorithm to determine the model and brand of the camera with which an image was acquired. Without loss of generality, the experiments are conducted on cell-phone cameras. First because they are much more ubiquitous, and also because they are becoming technologically on a par with commercial electronic cameras. In fact, according to GfK Group's "2007 Mid-Year Pan Asian Mobile Phone and Digital Imaging" report, 1 78 million camera phones were sold in the first half of 2007 in Asia and in the near future there will be several hundred million of people using them. In the forensic context, the wide-scale availability of cellular-phone cameras will signify that there will be increasingly more evidence in the form of cell-phone images brought to courts or reported to law-enforcement officers. The downside of it is that cell-phone cameras can also be used for criminal purposes, such as pilfering credit-card information and child pornography. Therefore, the identification and/or verification of source cameras has become necessary for legal purposes and security investigations.
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Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee. The camera identification problem can be addressed within the framework of image forensics. Image forensics is an emerging field concerned with determining the source and potential authenticity of digital objects and possibly reconstructing the history of manipulations effected. An obvious threat to image authenticity is the ease with which digital images can be created, edited, and manipulated with sophisticated tools which do not leave much perceptible trace [25] . A second important threat is the obfuscation of the source identity of the imaging device. In this respect, the image header, where such information as camera brand, model, date, and time, etc., are embedded is no longer reliable. Digital watermarking falls short of meeting all desiderata of these two problems. Forensic tools, however, can be designed to recognize the nature and location of the manipulation and to identify the source device of the image.
In this study, we develop a classification algorithm for source cameras to identify the camera brand and model from any single given sample image. We use the term "camera brand" to denote the manufacturer (e.g., Nokia or Siemens), and we use the term "model" to denote alternate products from the same manufacturer (e.g., Nokia 5140, 6230, or 6600). The pinpointing of the imaging sensor type is based on the telltale effects created within the proprietary image formation pipeline in cameras. These are artifacts due to color filter-array (CFA) interpolation as well as charge-coupled device (CCD) sensor defects and nonuniformities. In addition, the algorithm is intended to be robust against various manipulations, such as JPEG compression, conducted on the images. Our work differs from its correlates in the area of camera identification [4] , [14] in that we explore feature fusion and decision fusion schemes on a larger category of features. We also investigate sensitivity of the identification performance against various image manipulations, that is, when the training set of images differs from the test set due to signal processing and/or geometric operations on images. Finally, our scheme proves to be superior under various scenarios than its competitors as in Table X. This paper is organized as follows. Previous work is reviewed in Section II. The source camera-identification algorithm, from feature extraction to the decision fusion stage, is given in Section III. The details of the experiments and their results are provided in Section IV. In Section V, we discuss future work and draw our conclusions.
II. PREVIOUS WORK ON CAMERA FORENSICS
There have been a number of studies in the literature for camera identification based on the exploitation of residual artifacts and imperfections in the imaging pipeline. We can divide these approaches into two main groups according to the information source they use. The methods in the first group use sensor noise and artifacts in the CCD array. The second 1556-6013/$25.00 © 2008 IEEE group approaches camera identification via demosaicing artifacts taking place in the processing of raw sensor images.
Camera identification based on sensor noise: Geradts et al. [10] observed that large CCD arrays often contain a variety of manufacturing defects, such as hot point defects, dead pixels, pixel traps, and cluster defects, which, in total, amount to fixed pattern noise. In addition, camera electronics in the camera generate random dark current. They have observed that while dark current has limited potential in building a forensic signature, the fixed pattern noise of the CCD array is instrumental in constructing a unique pattern for each camera. Kurosawa et al. [16] and Lukas et al. [18] also turned their attention to the pattern noise of CCD arrays. Lukas et al. found that the systematic part of the noise does not change much from image to image, is relatively stable over camera life span and operating conditions, and consists of the fixed pattern noise plus photoresponse nonuniformity artifacts. While the fixed pattern noise can be corrected for by subtraction of a dark frame, the photoresponse nonuniformity noise (PRNU) caused by pixel nonuniformities is a more persistent feature. The PRNU can be reliably extracted by averaging the denoising residuals of several images. This signal pattern plays the role of a signature, that is, it acts like a spread-spectrum watermark unique to each camera.
Camera identification based on demosaicking artifacts: Commercial imaging devices use a single mosaic structured CFA rather than having separate filters for each color component. Camera models employ their proprietary interpolation algorithm in recreating the missing color values [1] . The grid interpolation process, in turn, leaves footprints, such as correlation patterns between contiguous bit planes. Kharazzi et al. [14] tried to capture the differences in CFA configuration and color-processing pipeline by a feature-based approach. They focused on features, such as mean value of RGB channels, correlations between color components, differences in neighborhood distribution, wavelet-domain statistics [19] and image-quality measures. Extensions of this work can be found in [4] , [5] , and [28] . Since the residuals of interpolation algorithms depend on the nature of the captured content, these authors fine-tuned their algorithm by separately treating the smooth and nonsmooth parts of the images. In another study, Long and Huang [17] used interpixel correlations originating from demosaicking. They defined a quadratic pixel correlation model and obtained a coefficient matrix for each color band based on this model. Swaminathan et al. [27] investigated the demosaicking artifacts using an analysis-by-synthesis method. They divided the image into three regions based on gradient features in a local neighborhood and then they estimated interpolation coefficients through singular value decomposition (SVD) for each region and each color band separately. Then, they reinterpolated the sampled CFA pattern and chose the one that minimizes the difference between the estimated final image and actual image produced by the camera.
Camera identification by alternative methods: In [8] , the authors used intrinsic lens radial distortion for camera identification. The underlying idea is that most of the digital cameras are equipped with lenses having spherical surfaces and the degree of their inherent radial distortions varies from one manufacturer to another. However, the lens features have not proven to be robust, since the distortion parameters are influenced by the focal length of the lens. Another method is the use of sensor dust characteristics of digital single-lens reflex (DSLR) cameras [9] . When the interchangeable lens is removed, dust particles are attracted to the sensor and they create a dust pattern in front of the imaging sensor. This dust pattern may be fairly stable on the sensor surface since most digital cameras do not offer a built-in solution for sensor dust removal.
Our approach encompasses two main paradigms. We extract a number of features from images based on the assumption that the processing pipeline specific to a manufacturer, and the camera noise and CCD array nonuniformity will leave telltale vestiges on the images. The various statistical moments of the image denoising residuals, described in the sequel, will capture these effects by enabling camera model and brand discrimination. Table I summarizes the main properties of available cameraidentification algorithms.
III. SOURCE CAMERA-IDENTIFICATION ALGORITHM
The block diagram of the algorithm to identify the class of source camera is given in Fig. 1 . Given a single test image, the algorithm starts with extracting its forensic features. Previous studies on steganalysis and forensics have revealed different categories of features. We have two options: 1) pool all of these disparate features (essentially feature fusion) and build one classifier and 2) treat the features in separate categories with apposite classifiers and fuse them at the decision level.
In the sequel, we describe the features used, the classification method, and the fusion procedure.
A. Forensic Feature Types for Cameras
We used three varieties of forensic features. They share the commonalities, first, of being as independent as possible from image content, and second, capturing noise-like residuals in the image due the artifacts, due to each camera's specific processing pipeline. These features were described in detail in previous work [2] - [4] , [19] ; hence, we only give brief descriptive information here.
Characteristics of the lower order bit planes: Based on the conjecture that the camera artifacts will reside mostly in the less-significant bit planes, we considered the characteristics of the neighborhood bit patterns in the 6th, 7th, and 8th bit planes. The occurrence of bit patterns within 3 3 neighborhoods was quantified via the method of local binary pattern (LBP) method [20] , [21] . The histograms of these patterns were computed in three modalities, namely, spatial, quantal, and chromatic. More explicitly, spatial patterns are those that occur within a bit plane; quantal features are those that occur between two adjacent bit planes (say, between 7th and 8th bit planes), and finally, chromatic patterns are those that occur across color components (e.g., RGB bands). The organization of these patterns is illustrated in Fig. 2 and more details are given in Appendix A. Since we consider the similarity between histograms or moments of binary patterns we call them binary similarity measures (BSM). The selected combinations of these measurements have amounted to 480 BSM features [3] , [4] . As convincing evidence, the behavior of the BSM features, the so-called the Ojala moments, is displayed in Fig. 3 . The graphs in Fig. 3 (a) contain the plot of the Ojala moments not only for different camera models, but also for different units of the same model. One can observe that different models have significantly different histograms while different units of the same model (e.g., Nokias in the graph) have histograms that differ in peak magnitudes. In Fig. 3(b) , we observe Ojala histograms of images under various manipulations. The underlying discriminating characteristics of the Ojala histograms still persist for different models from manipulation to manipulation, albeit with some variations (notably under rotation).
Characteristics of image denoising residuals: Denoising has been a frequently used tool to extract "content-independent" parts of the image. These are components that purportedly belong to imaging system noise and artifacts. The various generalized moments of denoising residual are called image-quality measures (IQM). Image-quality measures were extensively studied in [2] for steganalytic purposes. In this paper, the denoised image was obtained with a Gaussian smoothing filter and a mask of size 3 3, and by subtracting the denoised image from its original version. The IQM set is evaluated for each color band separately resulting in a total of 40 features (see Appendix A).
Characteristics of correlation within and between wavelet bands: These features, called high-order wavelet statistics (HOWS) in [4] and [19] , have proven to be very effective in image steganalysis and tamper detection. These features are based on the decomposition of the image using separable quadrature mirror filters, which split the frequency domain into multiple scales and orientations. Features consist of the four moments (mean, variance, skewness, and kurtosis) of the wavelet coefficients over subbands and three orientations as well as of the norms of the optimal linear predictor residuals, resulting in 72 features overall. The HOWS features were used previously for steganalysis [19] , for image tampering detection and classification [4] , and for camera identification [14] .
B. Feature Selection
We ran feature selection algorithms to optimize the number of features, which is tantamount to feature fusion. In any case, the large number of initially proposed features had to be reduced for classifier design. We used the sequential forward feature selection (SFFS) algorithm, which provides reliable results at an affordable computational cost [23] . The SFFS method analyzes the features in ensembles and constructs the final set by adding to and/or removing from the current set of features until no more performance improvement is possible. The SFFS procedure can be briefly described.
• Start by choosing from the set of features the pair of features yielding the best classification result.
• Add the most significant feature from the remaining ones.
• Remove the least significant feature from the selected set by conditionally removing features one by one, while checking the performance variations. If it improves, remove this feature and continue with another remove cycle; otherwise, do not remove this feature and try to add another one. In the feature fusion approach, we pooled the three feature categories, namely, BSM, IQM, and HOWS, and performed the SFFS algorithm on the whole feature set in order to reduce the dimensionality of the feature vector and improve performance. The ensemble of features was reduced from 592 to 192 features; including 119 BSM, 40 HOWS, and 33 IQM features.
C. Classification Method
We used as a classifier support vector machines (SVM) of the RBF variety. In order to set the SVM parameters, we evaluated the performance for different kernel parameters and cost parameters by scanning over the ranges and . In the final analysis, and have been selected as the best parameter pair on the basis of the search scheme. Since the SFFS algorithm is computationally costly, we have a particular training and test set for feature selection. Once we obtained a subset of features, we trained our SVM classifier with randomly selected images and tested our SVM classifier on the unseen half of the images. We repeated this process 100 times and overall performance was obtained by averaging classification accuracies of all different data sets. The performance changes very slightly with a standard deviation of approximately 1 or less which is evidence of the stability of the SFFS feature selection scheme over different training and testing images.
We used the continuous SVM scheme to identify cameras. Since SVMs are binary classifiers and predict only class labels, but do not yield probability information [6] , we have used the LibSVM package in which SVM is extended to multiple classes yielding class probability estimates. Chang et al. [6] used oneagainst-one approach in which binary classifiers are constructed for classification. A voting strategy is considered where the final decision is reached on the basis of the class receiving the highest vote count. In the case where two or more classes have identical votes, we break the tie by selecting the one with the smaller index.
More explicitly, given classes of data, for an observed feature vector and its class label , the goal is to find the probability that comes from the th class; namely, . For multiclass classification, one estimates pair-wise class probabilities, defined as . From the th and th classes of the training set, the estimate of the pair-wise class probabilities is found by fitting a parametric model to the posterior density functions . Here, and are estimated by minimizing the negative log-likelihood function using known training data and their decision values. Then, can be obtained from all 's by solving the following optimization problem: subject to Let denote the corresponding solution. Then, define the classification rule as . Details of implementation can be found in [6] and [29] .
For a given sample image, the algorithm produces a -long confidence vector, where each component indicates the probability of the test image pertaining to the th class. In Fig. 4 , we show confidence values for each cell-phone camera model. Each graph depicts a model (say ) the likelihood that test images are coming from that model , given that images are indeed from that camera model (solid curves), and the likelihood that the images are captured with any other camera model except the th one under investigation (dashed curves), namely, . For illustrative purposes, we used a subset of of the 16 models available. The histograms are composed of the confidence scores of 100 images and the graphs have been smoothed.
D. Decision Fusion Method
We had three categories of features (IQM, BSM, HOWS) and, therefore, three multiclass classifiers were trained. After the classifiers yield their confidence scores, the next step is to fuse them. The decision-level fusion schemes can be grouped into three types depending on which outputs are used.
• Confidence-level fusion: The experts produce a numerical value for each class, indicating the probability that the given image belongs to that class. The fusion follows by simple arithmetic rules, such as sum, product, min, max, and median rules.
• Rank-level fusion: The experts assign a rank to each class with the highest rank being the first choice. The Borda count scheme combines the rankings produced by different experts by summing the class ranks and then assigning the test image to the class that has the smallest total rank sum.
• Abstract-level fusion: The expert only outputs a unique class label by choosing the camera that receives the maximum confidence score. For a final decision, we select the class label that has the majority of votes. Fig. 4 . Conditional histograms of the two hypotheses for cell-phone cameras, The solid lines indicate the probability that a given sample from a camera image belongs to that camera model and the dashed lines indicate the probability that it belongs to any other camera model.
In the experimental results section, we compare the results of these fusion schemes.
IV. EXPERIMENTAL RESULTS
We have considered models of cell-phone cameras. The six brands are Motorola, Nokia, Samsung, Sony, Treo Palmone, and LG. There are various models of these brands; in fact, we have five Nokia models, two Motorola, three Samsung, and three Sony models. Finally, notice that Nokia 6600 pair -and Sony K700 pair -are units of the same model. This gives us an opportunity to distinguish not only different models but different production units from the same model. In Table II , the camera models are listed along pixel resolutions and image formats.
We collected 200 images with each one of them, a total of 3200 images, with a maximum resolution of 640 480 at daylight, auto-focus mode, and in JPEG format. Half of them (1600 images) were used for training, and classifiers were tested with the other half set of images. The images were typical shots varying from nature scenes to closeups of people.
The SFFS scheme and all feature extraction algorithms are implemented in Matlab 7.1 with an Intel E6750, 2.66-GHz processor and 2 GB of RAM. It costs approximately 50 s to extract all 592 features from one image. Although training the SVM classifiers and selecting features are time consuming, the testing (i.e., the camera identification with SVM classifier and any fusion scheme) is realized in a fraction of a second.
A. Classification Performance Over Small Camera Groups
Sample confusion tables from five-camera groups are given below (best, middle, worst case tables given) in Table III.   TABLE II  MODELS OF CAMERAS TESTED AND THEIR CHARACTERISTICS The average performance of all 560 different three-camera groups is 98.5% with a standard deviation of 1.55. The average performance of 4368 five-camera combinations is 97.4% with a standard deviation of 1.48. The histogram of classification accuracies is shown in Fig. 5 . The overwhelming majority Table II) and Nokia 6600 ( -pair), the average classification accuracy is 97.5% and 94.5%, respectively. These results have been achieved by using relatively small subsets of features. For instance, the required number of features for two-, three-, and five-camera combinations is 6, 20, and 57, respectively. 
B. Classification Performance Over Large Camera Groups
In a more challenging experiment, we tried to classify camera models from a pool of 16 models. The SFFS algorithm was run for the ensemble of camera models with the SVM classifier. The feature selection algorithm resulted in 192 features out of 592 available. The contribution of each feature category to the overall performance is given in Fig. 6 . Notice that the order in which the categories are introduced matters; therefore, we present all six orderings of the BSM, HOWS, and IQM categories. The first selected category contributes the lion's share of performance while the other two remain incremental. The corresponding confusion matrix is given in Table IV .
In this more crowded set, the accuracy achieved with the selected feature set was 95.1%. As could be conjectured, the different production units from the same model (e.g., Sony K700 and Sony K700) tend to be confused more often with each other compared to intermodel cases (e.g, Sony K750 and Sony P910), and the latter more with respect to the interbrand cases (e.g., Motorola versus Nokia).
C. Feature Fusion and Feature Stability
To show the role of feature fusion, we trained and ran the algorithm with the three separate feature categories. As shown in Fig. 6 , the ensemble of all 592 features achieves classification accuracy (93.5%), which is 6.1 points better compared to the best single category feature set, that is, HOWS with 87.4%. Furthermore, if we apply the SFFS scheme to the ensemble feature set, we improve the performance to 95.1%, with the additional benefit of having reduced the features down to one-third the original population, that is, from 592 to 192. We must clarify a few points on Table V . First, the feature selection starts from the pool of 592, and is not run separately for each category. Thus, the 40 HOWS features resulting from its initial population of 72 is what remains from the SFFS applied to the ensemble, and not specifically to the 72-feature HOWS category. Consequently, as in Table V , we can even observe performance drops (e.g., entire HOWS features yielding 87.4%), while after SFFS, its category-based performance drops to 86.8%. However, the important thing is the classification performance resulting from the combination of selected features in categories. Fusion with SFFS enhances the correct camera classification probability from 93.5 to 95.1. Besides its contribution to performance, we need 34 s to compute 192 features over one image while it takes approximately 50 s for the whole feature set. We also tested the stability of features, that is, whether we consistently obtain the same features over different combinations of camera models and over different camera populations. In Fig. 7 , the probability with which each feature is selected by the SFFS scheme is shown. These figures result from averaging of histograms from several populations and combinations. First, the histograms were quite similar in appearance over populations (not shown here). When we consider the features that appear with probability of 0.1 and above, we obtain 60 features. We observe that 71.2% of these 60 features are Ojala moments (43 within 46 BSM features), ten HOWS features, and the remaining four features are IQM types.
We also tested whether the feature sets were portable from one training population to another population. For example, we used nine cameras (L1, M1, M2, N1, N2, Sa1, Sa2, S2, and TP) to train a classifier, and then used it on threesomes of cameras. The ninesome camera group had 48 features with 98.2% performance. The same feature set, when applied to 84 three-camera groups, had an average of 98.0%, a slight decrease from the 99.72 performance when, on average, 12 features were used specific to threesomes. In Section IV-D, we investigated forensic features in more detail.
D. Forensic Features
In this section, we try to justify the features selected by the SFFS method out of the original 592. From the BSM category, these are distances among Ojala histograms and especially the Kullback-Leibler distance which is given in Table XI(A). The Ojala features and other BSM features are computed using the 7th and 8th bit planes. These are least dependent on the image content and, hence, are more effective features. The frequently selected HOWS features are the mean and variance of the wavelet coefficients. The highest histogram corresponds to the mean of the horizontal wavelet coefficients in the first level decomposition. Among IQM features, block spectral phase error and Czekonowsky distance between color components are the favorite features. Generally, both IQM features and BSM features are concentrated on the red and green channel of the image rather than the blue channel. Finally, we considered the number of adequate features as a function camera population. The required number of features rapidly rises to 192 for 16 cameras, while it is 73 and 74 for seven-camera combinations and nine-camera combinations, respectively. In this case, the 72 HOWS features are reduced to 40, consisting of the mean, variance, skewness, and kurtosis of all three-level wavelet decomposition and of the moments of the linear predictor residuals, but mostly at the first level of wavelet decomposition. Higher levels of wavelet decomposition have sparser prediction moments selected. The SFFS scheme selects 33 IQM features out of 40. The discarded features are generally the ones extracted from the blue channel, since red and green channels prove to be more informative. Finally among BSM features, the Ojala histograms, which are computed between different bit planes of different color channels, are very important.
One can associate these features to various processes in the camera pipeline. The BSM features can be conjectured to be sensitive to the organization of bit patterns of the seventh and eighth bit planes and possibly bear the footprints of the CFA interpolation The HOWS features are sensitive to the moments of directed wavelet details as well as their predictability from spatial and across the band neighbors. Finally, IQM features are sensitive to the changes in the red-green channel with camera artifacts and sensor noise.
To complete the analysis, we investigated two more points. First, we wanted to see if camera identification could be conducted on gray-level images instead of using their RGB bands. The forensic procedure applied gray-level images resulting in about five percentage points lower performance compared to the setup above which extracts features separately from the three color bands. The classification accuracy with 16 camera models fell from 95.1 with color images to the average figure of 90.9 with gray-level images. Second, we wondered if the training set was adequate for the classifiers. Recall that in all of our work, we employed 100 images for training and 100 for testing. Although at around 100, the performance seems to reach a saturation point, it increases slightly if we almost double the set of training images. In other words, one obtains 95.1% correct classification with 100 training images and 96.8 with 190 training images. This performance differential, however, can be recovered with decision fusion, as detailed in Section IV-E.
E. Roles of Brand-Model Hierarchy and of Decision Fusion
We experimented with a cascade identification scheme where the first tier identifies the camera brand and the second tier, the model within that brand. There were six camera brands according to manufacturers as in Table II . The average classification accuracy of brands using a full set of features is 97.5%; the individual brand performances are given in Table VI . Once the brand is identified, one can proceed with the identification of the camera model. In this scheme, the individual identification performance of each model generally increases; especially for Nokia 7270, Samsung D500, Sony K750, and Sony P910, performance reaches to 100%, and the score of Motorola V3 jumps by 10%. On the other hand, for the Nokia 5140 and SonyK700, identification performance drops to 77.8% and 86.2%, respectively. The average performance of the cascade identification scheme is 97.5% while direct classification performance is 95.1%.
An alternate fusion method is the decision fusion technique, where we combine the decisions from various classifiers. These classifiers were again based on feature categories, namely, BSM, IQM, and HOWS. In Table VII , we present the classification accuracy for seven different decision fusion schemes. The highest accuracy is achieved with score-level fusion. Here, for a given test image, we obtain its normalized confidence scores for each feature category, and then fuse these scores by using the product rule.
F. Camera Classification Under Image Manipulations
Images presented to a camera identifier may have been subjected to a host of manipulations, malicious or innocent, such as cropping, contrast enhancement, or JPEG compression. The types of manipulations the images were subjected to and their strength parameters are listed in Table VIII , where 33 different parameter settings are listed. Notice that there are several instances of "heavy manipulation," (e.g., 50% cropping, 50% downsampling, rotations above 5 , etc.). Since each image is subjected to all of the 33 type or strength of manipulations, the total number of training/test images is boosted to . Notice that this part of the experiment was conducted on a subset of camera models, namely, on the nine LG, Motorola, Nokia, and Sony Ericsson brands and their models.
We have conducted two classification experiments, called, respectively, the naïve and the informed set.
• Naïve classifier: The classifier is trained only with the original "unmanipulated" set of 100 images per camera, which is effectively the classifier designed in Section IV-C. However, it has to identify cameras based on variously manipulated images according to Table VIII . In this case, there are overall 100 34 3400 test images per camera. We do not use manipulated versions of the 100 nonmanipulated training images while testing. • Informed classifier: The classifier is denoted so because it is trained with the original and the manipulated sets of images. In this case, the database is partitioned into 3400 training and 3400 test images per camera. In manipulation experiments, we handled the identification problem by means of decision fusion techniques; especially the product rule. We observed that similar to the case of watermark detection, camera classification performance suffers heavily under manipulations, especially geometrical attacks, such as rotation and downsampling, while they fare much better under gray-level manipulations, such as contrast enhancement. As illustrated in Fig. 3(b) , Ojala histograms are heavily affected by geometrical attacks. Our results also showed that our method is robust to JPEG compression until factor 60 and to the most common geometrical operation, that is, cropping. We refrain from giving detailed performance tables under for each attack strength and manipulation type, but we simply quote the average performance figure, which for the naive classifier falls down to 72.5%.
To recuperate this loss of performance, we retrained a classifier with the set of images, which corresponds to the design of the so-called informed classifier. In other words, we gave the classifier a chance to see all sorts of manipulations along with the original images. The performance was, as a consequence, significantly improved, catching up almost with the identification performance run on original images only. These average performances are summarized in Table IX . In this case, the performance of the informed classifier for nine-tuple under all manipulations increases by more than 15 points from 72.5 to 89.1%.
In Fig. 8 , selected performance results are presented for threesome (averaged over 84 combinations) and ninesome cellular cameras. The goal here is to illustrate on the one hand the performance drop with the increase in the strength of the manipulation, and, on the other hand, how the original performance is recovered when classifiers are retrained using original plus manipulated images. Notice that the recovery after signal-processing attacks [ Fig. 8(a) and (b) ] is much more feasible compared to recovery after geometrical attacks [ Fig. 8(c) and (d) ]. We show the improvement of the informed classifier vis-á-vis naïve classifier in a bar graph in Fig. 9 , where the lower (darker) part of the bar indicates the naïve case performance and the lighter upper part of the bar indicated the informed case.
G. Digital Cameras Versus Cell-Phone Cameras
In this section, we extend the forensic analysis to digital cameras, that is, consumer cameras. Obviously, there are differences in degrees, if not in type between digital cameras and cell-phone cameras. In other words, while their respective image-processing pipelines are similar, there are significant differences in quality. It would be easier to point out the limitations of cell-phone cameras vis-á-vis their digital counterparts. The cell-phone cameras result in lower quality images due to several factors. First, they have lower resolution. Second, they have a fixed f/number (focal length of the lens) which limits the lighting conditions and ultimately the quality of images. Cell-phone cameras, by their compact nature, are constrained to have very small aperture stops and focal lengths. In contrast, cameras allow the aperture size, hence f/number, to be adjusted, thus providing more flexibility to the photographer. Third, the cell-phone camera flashes are not as robust as in digital cameras or absent altogether due to the power constraints. Light sensitivity of the sensor type directly affects shutter speeds which are related to the blur in action shuts. Fourth, digital and cell-phone cameras also differ in analog-digital conversion (ADC). In the former ones, a 12-b ADC is typically used while that of the cell phone is limited to 10 b. In conclusion, electronic hardware makes the difference between these two camera categories.
In order to test the performance of our algorithm on both variety cameras, we selected four digital camera types, namely, Canon S100, Canon S110, Canon S200, and one Nikon E2100. The digital camera database is composed of 150 images taken by each camera at a resolution of 1600 1200 pixels. The identification performance with digital cameras is 95% and this accuracy is upgraded to 96.5% by decision fusion techniques, which is quite close to the average performance foursomes of cellphone cameras, 98.7% (i.e., three of the same brand and one different brand of cell phone). An interesting issue was whether the digital and cell-phone cameras generated the same forensic features. We found that only 49.5% of their features were common; hence, they were not interchangeable. For example, the digital camera classification with cell-phone features dropped from 95% to 75.5%. The noninteroperability of feature sets is obviously due to widely different quality of images between the two camera categories. CFA-related footprints are more prominent in digital cameras while cell-phone cameras have higher noise contamination due to the quality differential between complementary metal-oxides semiconductor (CMOS) and CCD technologies. Therefore, BSM features, especially Ojala histograms, are more effective in digital cameras due to CFA-related patterns. On the other hand, IQM and HOWS features are more distinctive in cell-phone identification as they are directly computed over image residuals (noise).
H. Comparison With Existing Methods
It is difficult to make a full comparison with the methods in the literature since experimental protocols, feature sets, training/ testing image sizes, and number of cameras all differ. In most of the previous works, the purpose was to classify digital cameras, which are high-qualified cameras compared to cell-phone cameras. However, in comparing our method with its closest correlations, we make the following observations.
The methods closely related to ours are the demosaicking artifact-based ones, such as in [5] , [14] , [17] , and [28] . Our method differs from theirs in that we have the additional category of binary similarity measure features and that we employ the decision-level fusion. For example, in their initial work, Kharazzi et al. achieved 88.02% accuracy among five digital cameras [14] . In a more recent work in the same vein Bayram et al. [5] achieved 96% for three camera case, while we average 98.5. In [28] , a similar approach as in [14] , is applied to the camera data set consisting of a mixture of cell-phone and digital cameras; the identification performance is 98.35% among three cameras and three cell phones. In the pure camera set, their identification accuracy is 93.05% among four digital cameras while we achieve 96.5% and 98.7% performance in identification of cameras and cell phones, respectively. They also identify the camera model among seven different cameras of the same brand with 95.1% accuracy, while we average 98.5 for different brands. In [17] , Long and Huang have estimated the CFA interpolation method and used feedforward back propagation neural networks instead of SVM for classification. Their average accuracy for four cameras is 98.25%, which is on a par with ours, but their experimentation is limited to only JPEG manipulation. Swaminathan et al. [27] in a nine-brand experiment achieved a performance of 90% and 86% for the 19-class problem whereas we obtain 97.5% for both six camera brands and 16 camera models. In all fairness, we must note that the camera set in [27] consists of 19 digital cameras; hence, it may represent a more challenging repertoire. In [8] , lens radial distortion is used for identification via the same features as in [14] and achieved 89.2% accuracy for five cameras. In Table X , we compared the performance of the proposed method to the existing methods by considering the number of training/testing samples and cameras used in the experiments.
V. CONCLUSIONS AND FUTURE WORK
We have shown that with a judicious combination of forensic features, it is possible to identify the source cellular-phone camera model of an image with satisfactory accuracy. The following conclusions can be drawn.
• Useful forensic features result from a combination of lower-order bit plane patterns (BSM), of moments of wavelet components (HOWS) and of certain functions image denoising residuals (IQM).
• The combination of these features via ensemble fusion or fusion consequent to a feature selection scheme is beneficial.
• Decision fusion with a product rule, where classifiers are based on feature categories, enhances the performance. A total of 7.8 point improvement is obtained vis-á-vis a best single category classifier (HOWS). • The feature sets are stable over camera combinations with a given population size since the performance fluctuations have 1.5 standard deviation; they are also fairly stable over different camera population sizes (e.g., between threesomes and ninesomes).
• The proposed algorithm works satisfactorily with either digital cameras and cell-phone cameras, though their feature sets do not seem to be interchangeable.
• The camera-identification scheme is robust against image manipulations, provided the classifier has been trained with sample images subjected to the attacks. • There are no methodological differences between cell-phone and digital cameras. The only difference is the discriminative quality of the features and their types. We plan to extend this work along two avenues using a much larger scale of units and varieties of cameras: 1) we will study forensic classifiers with mixtures of cell-phone and digital cameras and 2) we will investigate identification potential of units of the same model and brand. Our experiments with the limited number of units (two Sony K700 and two Nokia 6600) and the more detailed study indicate that there is a considerable potential for [7] model-independent unit identification. 
APPENDIX A BINARY SIMILARITY MEASURES
Consider the 3 3 neighborhood of a binary pixel in a bit plane and obtain 512-bin histograms according to the configuration of these nine bit patterns. These histograms, also called Ojala [20] histograms, are computed as by weighting the eight directional neighbors as shown in Table XI(b) . Here, we define as the count of the th histogram bin in the seventh bit plane and as the corresponding one in the eighth plane. After normalizing these 512-bin histograms, we compute four Ojala features over the spatioquantal and spatiochromatic patterns between bit planes; resulting in a total of features.
APPENDIX B IMAGE-QUALITY MEASURES
The second model of features, image-quality measures, was extensively studied in [2] . We present here one of the most distinctive measure for illustrative purposes. The Czekonowsky distance gives a metric useful to compare vectors with strictly nonnegative components, as in the case of color images
In this paper, we used a Gaussian smoothing filter ( , mask size ) where is the 2-D Gaussian Kernel and is the normalizing constant. In these definitions, corresponds to the th 
