Background: Early warning scores (EWS) are designed to identify early clinical deterioration by combining physiologic and/or laboratory measures to generate a quantified score. Current EWS leverage only a small fraction of Electronic Health Record (EHR) content. The planned widespread implementation of EHRs brings the promise of abundant data resources for prediction purposes. The three specific aims of our research are: (1) to develop an EHR-based automated algorithm to predict the need for Pediatric Intensive Care Unit (PICU) transfer in the first 24 h of admission; (2) to evaluate the performance of the new algorithm on a held-out test data set; and (3) to compare the effectiveness of the new algorithm's with those of two published Pediatric Early Warning Scores (PEWS). Methods: The cases were comprised of 526 encounters with 24-h Pediatric Intensive Care Unit (PICU) transfer. In addition to the cases, we randomly selected 6772 control encounters from 62516 inpatient admissions that were never transferred to the PICU. We used 29 variables in a logistic regression and compared our algorithm against two published PEWS on a held-out test data set. Results: The logistic regression algorithm achieved 0.849 (95% CI 0.753-0.945) sensitivity, 0.859 (95% CI 0.850-0.868) specificity and 0.912 (95% CI 0.905-0.919) area under the curve (AUC) in the test set. Our algorithm's AUC was significantly higher, by 11.8 and 22.6% in the test set, than two published PEWS. Conclusion: The novel algorithm achieved higher sensitivity, specificity, and AUC than the two PEWS reported in the literature.
Introduction
Failure to rescue hospitalized patients from complications of disease or treatment is the source of substantial morbidity and death. 1, 2 A cardiopulmonary arrest or code outside the intensive care unit (ICU) is a profound consequence of failure to rescue that is associated with a poor prognosis in hospitalized children and adults. 3 As clinical antecedents are present before most codes, rapid response systems (RRS) have been designed, tested, and implemented to detect deterioration early and to rapidly intervene. 4, 5 One challenge with RRS is failure to activate or trigger the afferent limb. 6 Early warning scores (EWS) are designed to address this challenge by combining physiologic and/or laboratory measures into a quantified score that can then be linked to clear, expected action such as increased nursing assessments or activation of RRS. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] The most commonly used Pediatric EWS (PEWS) combine scores in 3-7 sub-scales to generate a score between 0 and 26. 12, 15, 16 Initial development and validation of these scores, which are designed to be tabulated by hand by nurses, occurred before widespread implementation of electronic health records (EHR) and therefore leverage only a small fraction of the EHR content.
The predictive validity of two commonly used PEWS scores 12, 15, 16 has been examined using the outcome of subsequent transfer to the PICU. The Bedside PEWS is the most extensively validated to date and includes seven components: heart rate, systolic blood pressure, capillary refill time, respiratory http://dx.doi.org/10.1016/j.resuscitation.2014.04.009 0300-9572/© 2014 The Authors. Published by Elsevier Ireland Ltd. This is an open access article under the CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/). rate, respiratory effort, transcutaneous oxygen saturation, and oxygen therapy. 15 A score of 0, 1, 2, or 4 is generated from each category and aggregated to a total score, which has an area under the receiving operating characteristics curve (AUC) of 0.91 in its derivation cohort and AUC of 0.87 and 0.73 in two separate validation cohorts. 12, 15, 17 The Monaghan's PEWS used in our institution combines subscores in behavior, cardiovascular, and respiratory domains, with added points for nebulizers ¼ hourly or vomiting following surgery to create a 0-9 overall score. While less extensively validated, this score had AUC of 0.89 when prospectively evaluated. 16 Since an EWS will only succeed in preventing deterioration when it is tied to clear action, each score has cut points where associated algorithms call for specific actions to be taken. The Bedside PEWS has most commonly been studied using a cut point of 8, while the Monaghan's PEWS commonly uses a score >2 for increased nurse and physician evaluation. 15, 16 The planned widespread implementation of EHRs brings the promise of abundant data resources for research purposes via secondary use of EHR data, including better prediction of clinical deterioration. 19 As noted, EHRs and EHR-based research can transform health care delivery through advanced clinical decision support. 20 However, many of the grand challenges in developing clinical decision support are still barely addressed. 21 One of these challenges is to mine large clinical data sets to develop new clinical decision support systems to improve clinical outcomes. In our study we aim to contribute to achieving this exact goal by using the data collected in the EHR during routine clinical care to derive and evaluate a prediction algorithm for PICU transfer for children in acute care wards within the first 24 h of admission.
Methods

Definition of cases and controls
Cincinnati Children's Hospital Medical Center's (CCHMC) Institutional Review Board approved the protocol for our retrospective study. We extracted EHR data that were generated by clinical providers between January 1, 2010 and August 31, 2012. During this period, CCHMC had 71,752 admissions to its inpatient wards. Of these, 1438 admissions were later transferred from the general wards to the PICU. Our unit of analysis was the encounter and not the patient. For each inpatient encounter, we defined the first 24 h of admission as the study period for three reasons. First, we attempted to determine which patients might need more attention and resources at the start of their inpatient stay. Second, as presented below, the PICU transfers that occurred in this scope covered a large percentage of total PICU transfers (i.e., 36.6%). Third, the algorithm developed in this scope could be generalized and tested in other scopes. We identified 526 case and 6772 control encounters ( Fig. 1 ).
Cases and controls were split into two experimental datasets, a training set with 90% of cases (including 473 cases and 473 controls) and a test set with 10% of cases (consisting of 53 cases and 6299 controls). The 119:1 ratio of "no-PICU transfer": "24-h PICU transfer" was maintained in the test set to preserve the generalizability of the study's findings.
Identification and selection of predictive clinical elements for the machine learning algorithm
We collected over 300,000,000 data points from all 71,752 encounters that occurred between January 1, 2010 and August 31, 2012. The data set included 7587 unique clinical elements as candidate predictors. Through a six-step process (Fig. 2) , we selected the predictive clinical elements from this data set.
In the first step, we sorted the clinical elements by their frequency. In the next step we filtered out the elements that were measured in less than 20% of clinical encounters and retained the top 400 most frequent elements. In the third step, a pediatric hospitalist manually reviewed the 400 clinical elements and generated a list of 16 candidate clinical elements with predictive potential. To create independent variables, we collected all measurements for the 16 clinical elements recorded in the EHR until 1 h before the transfer event for cases and measurements recorded in the first 24 Note 1: The first five clinical elements were vital sign data entered into the electronic health record as numeric values by a nurse or nursing assistant. The remaining 10 clinical elements were entered by a nurse at least every 4 h as part of the body systems assessment. For this assessment the nurse chose from a list of pre-existing descriptors of the body system or selected "other" and input free text. Note 2: The second column in first section of table named "Availability" showed the total number and percentage of encounters having measurement for each clinical element in the training set; Note 3: C i was used to indicate different categories under each element; Note 4: WNL and X denoted "Within Normal Limits" and "Exceptions to WNL"; Note 5: For "Acuity level", a locally developed indicator-based tool was used for assessing patient acuity and dependency regarding nurse resources.
controls. That is, to be conservative in our algorithm development, we used only a maximum of the first 23 hours' data points for the cases. Table 1 presents the details of the 16 clinical elements, which include five continuous, two narrative, and nine nominal elements.
In the fourth step, for each encounter, we extracted the most recent measurement in the study time-window (accounting for the 1 h cutoff threshold for cases) for each clinical element to develop a machine learning algorithm. For the five continuous clinical With these four measurements, we intended to represent the dynamic nature of the patients' clinical conditions. In total, we collected 36 candidate measurements.
In the fifth step, we categorized each of these 36 measurements. For measurements from the nine nominal elements, we used the original labels to indicate the categories. For the five continuous elements, we performed a categorization step based on definitions of cut-off points identified from the published work 15 and guided by two physicians. We categorized the final two narrative elements based on keywords and synonyms provided by the physician. Table 1 shows the categorization of the 16 clinical elements. In our data set, the study variables rarely had missing values. Consequently, instead of attempting to impute values for the occasionally missing clinical elements, we added a new category "Not Available" ("N/A") for each clinical element and handled the "N/A" category as other naturally occurring categories of the data. 22 The categorization of these 36 measurements resulted in 155 dichotomous variables.
Finally, we used Chi-square calculations to test the significance of each measurement in the training set. All 36 measurements were selected and used to develop a machine learning algorithm at 0.05 P-value.
Algorithm development
We selected logistic regression as the Machine Learning (ML) algorithm and used Weka 3.6.8 as our experimental platform. We based the choice on logistic regression's wide usage in clinical decision systems and the relative ease of interpreting its output. In this study, instead of calculating a PEWS for each category, we used binary-valued variables to indicate the presence/absence of categories. We applied a forward stepwise approach with Akaike's Information Criterion (AIC) to select the best model. 23 
Evaluation metrics
To measure the algorithm's predictive performance, we calculated the sensitivity, specificity, positive predictive value (PPV) and AUC. 24 A predicted positive was any combination of predictor variables that had an output of >0.5 from the logistic regression model.
Experimental comparison
In order to evaluate the PICU transfer prediction methods, we implemented a standard 10-fold cross validation step. To assess the performance of the models on practical, real world data, we evaluated the models on the testing set, which represented the real world ratio of 24-h transfer and non-transfer encounters. For comparison, we also evaluated Parshuram's Bedside PEWS and Monaghan's PEWS.
When evaluating Parshuram's Bedside PEWS, we followed Robson's work 17 and included only five clinical elements available in our dataset instead of original seven (heart rate, systolic blood pressure, capillary refill time, respiratory rate, respiratory effort, transcutaneous oxygen saturation, and oxygen therapy). All of the elements except respiratory effort and oxygen therapy were also used in our machine learning algorithm.
Monaghan's PEWS is calculated for nearly all admitted patients at CCHMC. For the cases, we extracted the highest PEWS values recorded before the transfer event; for controls, we extracted the highest PEWS values recorded in the first 24 h of hospitalization. Four hundred twenty five encounters in the training set (consisting of 201 cases and 224 controls) included a non-missing value for Monaghan's PEWS and 3080 encounters in the test set (including 19 cases and 3061 controls) had Monaghan's PEWS. For a fair comparison, the prediction results for Monaghan's PEWS were calculated only on the encounters that had a non-missing Monaghan's PEWS value.
Timestamp experiment
In order to assess the robustness of our logistic regression model, we evaluated it using available clinical measurements at different points of the first 24-h after admission. Specifically, we ran the model 24 times using cumulative clinical measurements in each hour of the first 24-h after admission on the training set (i.e., 946 samples). Table 2 shows the results of Bedside PEWS at score 7 and Monaghan's PEWS at score 2. These cut-points were determined by logistic regression with threshold 0.5 to guarantee a fair comparison.
Results
Prediction results using baselines
Prediction results using logistic regression
We included 29 variables associated with 13 of the 16 clinical elements, in the final model by the forward stepwise approach ( Table 3) . Of the 29 variables, 23 were significantly associated with PICU transfer (P < 0.05). The results are presented in Table 2 . Table 2 presents the performance of the different predictive methods. In comparison to the Bedside PEWS and Monaghan's PEWS in the test set, our model's AUC and specificity were statistically significantly improved. Our model's sensitivity numerically improved by 15.4 and 24.1% in the test set, but these improvements were not statistically significant. We hypothesize that the relatively small number of cases in the test set hindered the detection of statistical significance. The PPV of our model was 8.1%, over twice the value of that found in our dataset of the two PEWS. As a previous study 25 described, the big decrease of PPV in the test set was caused by the domination of controls. Fig. 3 (top) shows the performance of our logistic regression model on different points (from 1 to 24 h) after admission. We can see that AUC increases significantly in the first 6 h and reaches the plateau after 7 h, which means that our model can perform a good prediction using the clinical measurements of first 7 h after admission. The bottom of Fig. 3 displays the PICU transfer distribution for the 473 cases in the training set. The average and median PICU transfer times are 11.7 and 11 h respectively, and 79% admissions are transferred to PICU after 7 h.
Results comparison
Timestamp experiment
Discussion
We used existing clinical data in the EHR and machine learning to develop and validate a prediction algorithm for PICU transfer of hospitalized patients in the first 24 h. Through a process using expert clinician opinion, categorization and machine learning, we built a model consisting of 29 variables for predicting PICU transfer. Our algorithm achieved a 0.912 (95% CI 0.905-0.919) AUC in the test set. This result was statistically significantly higher than application of two existing PEWS in our test data set. Unlike previous PEWS which used a number of sub-scores to create an overall score with various cut-points, we used logistic regression so that the output was a percentage likelihood of PICU transfer. With this approach we were able to achieve 0.849 sensitivity and 0.859 specificity.
Our prediction algorithm performed significantly better than two published PEWS that were based on dynamic clinical elements, such as vital signs. One reason for this finding is that we used 29 variables from 16 clinical elements as compared to 3-7 variables in PEWS with which we compared. Our variables included vital signs, which both other scores employ. We also included level of consciousness, pain assessments, and work of breathing that each met two important criteria: (1) face validity in association with worsening patient status that might precede PICU transfer, and (2) were obtained by our nurses in the course of their usual clinical assessments. With the exception of one variable (capillary refill) each of our variables was available in >70% of encounters, with the majority being present in >90% of the encounters. At our center, these data did not require an extra reporting structure, additional clinical assessments, or research nurses. Each was present in the EHR for clinical care, but we believe each was poorly leveraged in the course of care in identifying and predicting patient risk.
The timestamp experiment showed that clinical measurements taken in the first 7 h were sufficient for our predictions. We found a relatively low PPV as transfer to the PICU in the first 24 h is an uncommon event. As we believe the cost of a false negative is considerably higher than a false positive, relatively low PPV may be a tolerable trade-off.
Our prediction algorithm can be integrated into our rapid response system to identify patients at elevated risk for PICU transfer. Current mechanisms to trigger or activate the rapid response system have limitations. 6 Early warning scores represent a quantitative and the most extensively validated mechanism to activate, but other activation mechanisms including subjective nurse, family, or physician concerns are also used. These subjective mechanisms have limitations regarding validity and reliability, and to date, PEWS are limited by the modest number of elements from which a score can be generated. Our method of machine learning/logistic regression allows an output of the percentage likelihood of PICU transfer to be calculated for an almost limitless number of clinical elements. While the best way to use this output will need to be determined prospectively, we believe a rapid response system could have multiple thresholds based on the percentage likelihood. For example, if the likelihood were >50% of PICU transfer within 24 h, this may prompt an automatic call of the medical emergency team for multidisciplinary assessment. A score of >25% might trigger a bedside evaluation by the primary medical team and a recalculation of prediction within 2 h. An output of >95% might put in motion, through clinical decision aids, a process that makes immediate PICU transfer the default action and a physician would need to take active action to avoid such a result. 
Limitations
Missing data was a major cause of incorrect prediction and we need to develop a proper imputation methodology. In the current study, we used a very simple method to address the challenges of missing data. We will implement more complex imputation methods in our future work. Imputation will be especially important because as we will add more variables to the model, the additional variables will include missing values more frequently.
Transfer to the PICU, while a clinically important event, does have some limitations as it may be driven in part by non-patient factors such as PICU bed availability. In future studies, instead of focusing exclusively on the need for PICU transfer as a dependent variable, we will predict the deterioration of hospitalized children's clinical status and will include other variables (e.g. calling a medical emergency team, nurse or physician identification as high risk) as dependent variables.
In this study, all the clinical elements had a much higher percentage of availability than in previous studies. The high percentage of available clinical measures provided the bases for applying machine learning to detect 24-h PICU transfer. This may reduce the generalizability of our findings in centers with more frequently missing data. In future studies, we will partner with other academic and non-academic children's hospitals to validate our algorithm in a diverse set of institutions on a prospective set of patients. Although our algorithm was created in the first 24 h, applying it after 24 h is quite straightforward. Similarly to the timestamp experiment, we need to regenerate the value of each variable every few hours (e.g., 1, 2, 4) and use the model to calculate the probability. However, the effectiveness of this approach needs to be verified on prospective data. The deterioration of hospitalized children is a complicated phenomenon with a variety of clinical antecedents and causes. A prolonged seizure that results in PICU transfer has a different pathophysiology and likely different clinical antecedents than worsening respiratory distress in pneumonia. In our current study, we only tested 16 clinical elements for prediction. We included just one static element (presence of developmental delay) and 15 dynamic elements. While we believe dynamic elements will likely be more useful in predicting PICU transfer in the short term, we suspect further addition of static elements such as a need for medical technology will improve prediction accuracy. We did not include lab test results, and an earlier work has explored the predictive potential of lab tests and medications for patient status deterioration. 26 In future works, we will include many more data points for the patients such as lab tests, medications, diagnostic history, social history, and family history.
Conclusion
On a retrospective data set we successfully developed a logistic regression algorithm that utilized the EHR content to predict PICU transfer for pediatric patients' first day of hospitalization. The novel algorithm achieved higher sensitivity, specificity and AUC than two of the current PEWS reported in the literature.
