In this paper, the kernel of the conditional features corresponding to the decision feature in the theory of the structural Equation Set is made use of to solve the problem of feature selection in the multivariate test. In addition, the concept of relative generalization of two equivalence relations is defined, and applied in solving the optimization problem of the multivariable test. Through an example, the comparison is conducted on the multivariate network cluster method which is proposed in this paper and the single network variable network cluster method. The results show that the former is simpler than the latter. At the same time, preliminary comparison and analysis on several multivariate network cluster methods is conducted.
INTRODUCTION
At present, the result that can be obtained from most of the inductive learning system is a network cluster. The network cluster classifier has two important advantages: First of all, the test in the network cluster is conducted sequentially along the branches of the network cluster. In this way, it is only necessary to evaluate all the features that are applied in a certain decision. Secondly, the network cluster has provided clear statement to determine the sequential decision method of a particular case category. A small network cluster with simple test is the most preferred, as it is very easy for people to understand the decisions exported.
Most network cluster is limited in each node with the only test on individual features. Such network cluster is called univariate network cluster. In which, the famous systems include ID3 (Rutkowski, Pietruczuk, Duda and Jaworski, 2013) , AQ11 (Kotsiantis,2013) , ASSISTANT (Norouzi, Collins, Johnson, Fleet and Kohli, 2015) and GREEDY3&GROVE (Shahrian, Yousefi and Isfahani, 2015) . The restriction makes it difficult to express many complicated concepts or cannot even be expressed. And the restriction in expression is mainly shown in two kinds of forms: The repetition of the neutron cluster of a network cluster (Shahrian, Yousefi and Isfahani, 2015) and the multiple testing of some features on a certain path of one network cluster.
In order to overcome this limitation, people put forward the multivariate inductive learning system, namely, on the network cluster nodes it can test multiple features at the same time. This system can produce new, more relevant features, and modify or remove unrelated features of the initial offer. To the problem of repeated sub-cluster, literature (Tweedie, Polli and Berglund, 2013; Lin, Yeh and Hung, 2013) by optimizing features of Boolean combination, has shown can improve the accuracy of the network cluster, reduced the training required for case number and the size of the network cluster. And literature (Hu, Che and Zhang 2012; Cieslak, Hoens and Chawla, 2012) ; Moustakidis, Mallinis and Koutsias, 2012 ) adopts a linear combination of the initial features to optimize multivariate network cluster. The defect of this method is that the symbolic features must be converted into the numerical features.
Structural equation set theory has defined the knowledge from a new perspective of view, and the knowledge is considered as the division on the domain of discourse, and it believes that knowledge is a granularity. The introduction of the equivalence relation algebra is performed to discuss the knowledge. The theory is mainly used for the reduction of knowledge and knowledge dependency analysis. Therefore, it can be used as the machine learning and complicated data analysis tool (de Oña, López and Abellán, 2013; Barbosa, Nacano and Freitas, 2014; Ali, Khan and Ahmad, 2012) .
The key problem of the optimization of multivariate network cluster is the test of multivariable optimization problem. It involves the following two aspects: One is to choose, what kind of initial features shall be included in the multivariate test? And the second is how to use the selected features to optimize multivariate test? In this paper, a kind of multivariable adaptive optimization based on the structural equation set is put forward. In section 1 of this paper, the relative core concept in the theory of structural equation set has solved the initial feature selection problem in the multivariable inspection. The concept of equivalent relationship of the relative generalization has been defined and applied in the multivariate optimization test. The subsequent section describes the algorithm of the optimization of multivariate network cluster. In Section 3, through an example, the comparison between the multivariate network cluster and univariate network cluster ID is performed. At the same time, preliminary comparison and analysis is conducted on several multivariate network cluster method. In Section 4, the conclusion of the paper is given and the further research question is put forward.
SELECTION OF THE FEATURES AND DEFINITION OF THE RELATIVE GENERALIZATION
Literatures (Fraz, Rudnicka and Owen, 2014; Millán, Sanchez-Azofeifa and Malvárez, 2015) make use of the linear combination of the selection of the initial features and Boolean combinations to form the multivariate test respectively using. This paper will use the selection of the initial features of conjunction, is not a simple conjunction, but by its export generalization) as a multivariate test. In this section, we will answer the two questions put forward in the introduction which are involved in the optimization of multivariate test, namely the selection of the initial features and multivariate test optimization.
Selection of the Features
Which initial features shall be selected to optimize the multivariate test? We would like to remove noise and irrelevant features, and reduce the number of features in the inspection, so as to increase the understandability decisions. For most of the data set, want to through the features of every kind of combination to try to find out the best feature combination is impossible, because the features of the various possible combinations number is in accordance with the features of exponential growth. Therefore, in the feature selection, it is necessary to use some kind of heuristic. The structural equation set theory can be used in multivariate test for the feature selection.
Due to the one-to-one correspondence relationship existing between the features and the equivalence relation, these two concepts are equivalent, which can be replaced by each other. Therefore, in the following discussion of this paper, there will be no distinguishing between the features and equivalence relation.
Set U is a finite set of objects of interest, which is called the domain of discourse. R is an equivalence relation which is defined on U.
stands for the division of R exported on U, represents the equivalence class of R which contains x, In the theory of structural equation set (Lin, Yeh and Hung, 2013) , it shall be called that the as an approximation space of the sequence. Any subset is referred to as a concept. For each concept X, the lower and upper approximate can be defined as follows:
is the collection composed by the elements which in the U that under the existing knowledge must fall under the concept of X; It is possible that also falls under the collection composed of the elements of concept X. For the two equivalent relations on U, and positive region is defined as the following (1) all the collections composed by the elements which have been positively divided into category through the knowledge P. Let be a domain of discourse, and are two equivalent relations that are defined on , which is called that an equivalence relation is unnecessary for (or redundant), if equation (2) is established. Otherwise, in P is necessary. In which, (the intersection of all the equivalence relations that fall under ) is also an equivalence relation, which shall also be called as an indiscernibility on . The collection that is composed of all the necessary equivalence relations of in is called the kernel of , and recorded as .
When and represent the condition features of information system and decision respectively, if a feature is unnecessary for , then the removal of the feature of R from P will not change the decision of the original information system. And the removal of the feature of P in the kernel will change the decision of the original information system. Therefore, the feature of P in the kernel is extremely important
for the decision making. We will choose the features in the relative kernel that have been selected as the feature of the optimization of multivariate test.
Definition of Relative Generalization
How to apply the selected features to optimize the multivariate test? Through the analysis, we know that using the selected features simple conjunction as multivariate test, may lead to data fitting problem. To this end, we define an equivalence relation compared with another equivalent relation generalization of the concept. Definition 1. Let and are two equivalent relations on U, and
Then it can be called that the confirmed equivalence relation on is the generalization of relative to , which shall be recorded as .
The rationality of the aforementioned definition can be illustrated by the following proposition. Proposition 1. has constituted a division on U, in which, is defined by equation (3) and (4).
Proof: As can be known from the definition of , . Next , is proven. From the definition, it is clear that , which is established for any . For the situation of , which can be proven by contradiction; Suppose , Then at lease a is existing, which makes . and , then it can be obtained that and .
, therefore, .
which is contradicted to the proposition that is the division of .Therefore, constitutes a division on . As we know, the division on U is one-to-one to its equivalence relation. Therefore, the division has uniquely identified an equivalence relation. The concept of the relative generalization will be applied for the optimization multivariate test.
OPTIMIZATION ALGORITHM OF THE MULTIVARIABLE NETWORK CLUSTER
The multivariate network optimization and the optimization of single variable network clusters of network clusters is the same in many ways. These two algorithms are from the cases marked with the category information, and adopt the recursive method to optimize the network clusters.
The algorithm derives the network cluster from the information system data. Formally, an information system S is defined as a quad , in which U is the domain of discourse; For all the collection with A as the features, it can be further divided into condition feature C and decision-making feature D, ; , is the range of values of feature P, , known as an information function. A topdown network cluster algorithm is, first of all, according to certain classification measurement standards to choose the best test, and then, with a selection of test to divide the training set, and the corresponding results in the inspection of each produces a branch. The algorithm recursively apply to the inspection on the export of each classification. If all the instances of a particular classification from a category is performed, then, it will produce a marked the alias of the leaf node. In the process of optimization of network cluster, it is hoped that can choose divide case on each node to the best test of their class. Single variable network cluster and the difference between multivariate network clusters is that the former's inspection is based on a single feature, while the latter test is based on one or more feature. The division of network clusters are often used in the single variable network measurement standards is entropy or impurity measure. (Rutkowski, Pietruczuk, Duda and Jaworski, 2013; Hu, Che and Zhang, 2012) In this paper, the distinguishability of the features is adopted as measurement for the division of standards. According to the definition of relative core, we know the characteristic set relative to the decision-
making features set of conditions in the kernel features is crucial for decision-making. Based on the related concept in the definition, and the general steps of optimizing multivariable inspection is given as the following:
(1) Calculate the kernel of the feature set C relative to the decision feature set, namely, If , then go to (2)； Otherwise, let , and then go to (3).
(2) Apply the method of ID3 to select a best feature, as the test of the node. (3) Let , calculate the generalization of P relative to , and apply it as the test for the node.
COMPARISON WITH OTHER NETWORK CLUSTER METHODS

Comparison with the Single Variable Network cluster
In this section, the data in the literature (Rutkowski, Pietruczuk, Duda and Jaworski, 2013 ) is applied as the information system, as shown in Table 1 . Through the information system, we make the comparison on the multivariate network cluster method which is proposed in this paper and the well-known univariate network cluster method (ID3). (Rutkowski, Pietruczuk, Duda and Jaworski, 2013) takes the features of entropy increment as the selection of test criterion, optimization of the single variable network cluster as shown in Figure 1 . The network clusters can be for all the training examples correctly classified. And the complexity of the network cluster (the number of all the nodes in the network cluster) is 8.
Next, we make use of the algorithm given in Section 2 to optimize the multivariate network cluster. First of all, in the given information system, the computing condition feature set C is relative to the kernel of the decision feature set D. By simple calculation, it can be known that 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 10 , 11 , 12 , 13 , 14 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 10 , 11 , 12 , From Formula(1), it can be obtained that Investigate whether is necessary in relative to , remove from , and it can be obtained that
As can be known from formula (2), is necessary in . Similarly, it can be known that, is also necessary; while and are unnecessary. Therefore, we can obtain that . 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 
5,9,10,11,13 Then, from formula (3) and (4), it can be calculated that the division exported on U from P relative to the generalization of D is as follows As there is the one-to-one correspondence relationship between division and features, therefore, the division has uniquely identified a new feature on U, namely, our optimized multivariate test .
In this paper, the algorithm proposed takes as the root of network cluster, and then according to the value of the features, the objects in the information system can be divided into different subsets. For each subset, apply the similar method to derive a network cluster. In fact, Figure 2 shows the multivariate network cluster that is generated with the structural equation method from the given information system. The multivariate network cluster can also be classified to all of the training examples correctly. However, the size of the network cluster to be smaller than the single variable network clusters as we know, with the increase of the training set, derived from the single variable network cluster will rapidly increase. This makes it more difficult for us to understand the decision making. At the same time, also can appear the introduction of the repeat sub-cluster and over fitting problems. Through a simple example, this paper presents the equations based on the structure of network of multivariate network cluster method can reduce the complexity of the network cluster. Even in the worst case (every kernel on the node is empty), it can export the same network as the ID3 network cluster. Due to the possibility that the problem is very small, so, generally speaking the method of simple network clusters than the ID of the network cluster. At the same time, due to the use of the features of the distinguish ability as division measurement criteria, so as to avoid the problem of testing a certain on a particular path of the network cluster for many times.
Comparison with the Multivariate Network cluster
Brodley C E (Tweedie, Polli and Berglund, 2013) et al. apply a linear combination of the initial features to optimize multivariate network cluster. On the selection of features, they mainly adopt 2 kinds of strategies: Sequential Backward Elimination and Sequential Forward Selection. The SBE method begins with all n features of linear combination, and then one by one, delete the features that have no contribution to the division. While the SFS method begins with zero feature, and sequentially increase in most useful to divide features. On the determination of coefficient of linear combination, the Recursive Least Squares and the CART method are applied. Its measurement criterion is for the minimum mean square error and impurity purity.
Rivest (Cieslak, Hoens and Chawla, 2012) studies the application of a conjunction to represent a Boolean function. In the algorithm, must set a maximum of conjunction items. If the value selection is incorrect, the algorithm will not be able to find the solution. On the selection of characteristic, USES the completely random method. Therefore, its efficiency is extremely low.
On the basis of literature (Cieslak, Hoens and Chawla, 2012) , Pagallo G (Shahrian, Yousefi and Isfahani, 2015) proposes a multivariable optimization with heuristic method, namely FRING method. The method on the depth of network cluster in at least 2 of each leaf node is to define a new test. This test is made from the root to the leaf node network clusters on the path of the last two features or its negation of conjunction. Through the iteration process, the method can optimize the longer, more complicated inspection. Just like Pagallo pointed out: "The method is through the iteration process to form the meaningful multivariate test, which can solve the problem of repeated sub-cluster. Unfortunately, the analysis of the algorithm is very difficult".
In this paper, the multivariate network cluster optimization method proposed based on structural equations can express the more concept categories. The literature (Tweedie, Polli and Berglund, 2013 ) RLS method and literature (Shahrian, Yousefi and Isfahani, 2015) FRING method are only applicable for the situation of 2 decision categories. CART method can be used for multiple decision class. Each node in the network cluster on the size of the multivariate test (that is, it contains characteristic number) is completely determined by the nodes of the training set. While unlike the literature (Cieslak, Hoens and Chawla, 2012) a maximum human rules in advance, or literature (Shahrian, Yousefi and Isfahani, 2015; Tweedie, Polli and Berglund, 2013) through iterative stopping criteria. Therefore, it has more objectivity. Literature (Shahrian, Yousefi and Isfahani, 2015) adopts entropy as the division measurement standard, and it is influenced by the sample size. We know that in the process of network cluster optimization, and smaller sample sizes of each branch. The resulting entropy is not accurate. The proposed method is not affected by the size of the sample. The concept of relative core has the very good explanatory. The kernel feature for classification decisions is vital. And it has provided the basis for the rationality of this method. 8,9 , 2,11 , 3,13 , 4,5,10 , 6,14 , 7,12 2,8,9,11 , 3, 4,5, 7,10,12,13 , 6,14  
EXPERIMENT AND ANALYSIS
Multi-variable Network Cluster Mutation Matching Experiment
The length of the experimental sample is 120, and the maximum matching is 120, this model has iterated 250 times, and for every 50 times it will generate a new template and the nonequivalence operation will be carried out. When the scenario goes through the damping vibration for 5 times, it can express the proportion of 1 for the template through CR, which represents the strength of the changes of the scenario, Figure 3 puts forward two models, with the CR 0.1 and 0.5 of the retrieval results.
Figure 3. Multivariate Network Cluster Mutation Matching Experiment
As can be known from Figure 3 , upon the change of the scenario of MVWS, it is necessary to carry out active retrieval and exploration, which, under normal circumstances, will not trigger stagnant alarm, and the term of the change is retrieved near the bump; in comparison, in the process of the change of the scenarios, both AGB and AKWG are in the stagnant status, and the capability of retrieval will be disappointing, especially for AGB, under different scenario changes, it has the same capability of retrieval. Under the general circumstances, the capability of AGB is continuously reduced in accordance with the differences of the scenarios. And the capability of AKWG is higher than that of AGB, which is capable of detecting and retrieving better solution again upon the occurrence of the change of the scenario and the reduction of the efficiency. As the original mapping strategy is of a positive effect, the adaptability of MVWS to the scenario mutation as well as its retrieval capability is higher than both of the cases.
It should be pointed out that the aforementioned three models do not carry out the initialization problem at the time of the occurrence of the change, that is to say, the models do not restart, which is not the same as many mobile models at present. This is the main goal of the retrieval in this paper, that is to say, how the model can accurately feel the changes in the scenario during the running in accordance with the trajectory of the scenario, if the model can be divergent when it is open, it is also possible to obtain the optimal solution, which has been mentioned in the Introduction section of this paper. After the change, it is required that the model shall be restarted, and on the basis of the new scenario, it needs to be solved. This is a new optimization problem. On the one hand, it cannot use the useful information repeatedly and it cannot make use of the knowledge of the external scenario, which will lead to the waste of the computation time; and on the other hand, in contrast, its retrieval capability is worse, and it is closely related to the length of the term which is set in this paper, each model has iterated 254, and five terms have appeared, with the length of the curve achieving 54, for the general retrieval environment, the retrieval capabilities of AGB and AKWG cannot be fully exploited; however, it is able to achieve maximum extremes within a specified period of time, and as can be seen from Figure 3 , the efficiency is continually increasing over the entire period, and after iteration for a few times, the optimal solution can be obtained, which shows that the imitation strategy is beneficial to the intercalation with the scenario, and it can obtain better solution, which, compared with the simple retrieval and the negative adaptability, is of more advantages.
Multivariate Network Cluster Time Varying Experiment
The time varying problem of 0-1 multivariate network clusters can be described as the following: There are one multivariate network cluster time varying and a number of objects at present, and the load of the multivariate network cluster time varying is a fixed value, which does not have the two properties of weight or value. If the load premise is not exceeded, it is possible to increase the total value of the objects of the multivariate network cluster time varying. The 0 to 1 multivariate network cluster time varying problem which cluster time varying volume will also change, the following section makes the comparison of the retrieval capability of three models under different vibration conditions, The curve in Figure 4 is obtained from the original efficiency value through the effective value, and we can obtain the result that, in case of the multivariate network cluster time varying line-up and dumping vibration, the retrieval capability of MVWS is higher than that of AGB and AKWG, although the deceleration value of PKGA is better than that of MVWS before the 50th generation, as can be known from Figure 2 (b) , at the end of this period, the retrieved value of MVWS is higher than that of PKGA. From Figure 4 , we learn that it is a positive retrieval process within the time of the damping vibration, and relatively continuous retrieval results can be obtained, and in the 50th generation rhythm, the optimal solution has been achieved. The retrieval period after AGB has achieved the damping vibration is a stagnant state and no effective retrieval can be carried out. And for PKG, after the vibration of the scenario, retrieval is achieved, and relatively good solution is obtained. As can be known from Figure 4 , its special feature is that in the long-term changes, active retrieval can be performed; in addition, under the new scenario, the optimal solution can be obtained. 
CONCLUSION AND THE DIRECTION OF FURTHER RESEARCH
In this paper, a new method of optimization of variable network cluster on the basis of the structural equation set is put forward. And we make use of the condition feature set in the structural equation set theory relative to the kernel of the decision making features set, and have solved the problem for selection of features in the multivariate test. For the optimization of the test of multivariable, we define an equivalence relation compared with another equivalent relation generalization. With the application of this concept, it makes the multivariate test not a simple conjunction of the selected features, but a new feature that is exported from it. Due to the application of the indistinguishability of the features as the criterion for the division measurement, this method can avoid the problem that the network cluster tests a certain feature for multiple times on a particular path. Through a simple example, the multivariate network cluster that is put forward in this paper and the univariable network cluster (ID3) method are compared. The results show that those two kinds of network clusters can make correct classification for the training examples in this case, however, the former is simpler than the latter. Preliminary comparison and analysis on the other several multivariate network cluster method has been performed. And the related in-depth theoretical analysis shall be our next research question.
