Discrete approximations to the equation Lcontu = u (4) +D(x)u (3) +A(x)u (2) +(A ′ (x)+H(x))u (1) +B(x)u = f, x ∈ [0, 1]
INTRODUCTION
A discrete functional calculus was developed in [5] , involving derivatives up to fourth-order and establishing full analogs of the fundamental Sobolev properties (in particular, coercivity and compactness). It was applied to obtain an optimal convergence rate for numerical simulation of fourth-order Sturm-Liouville problems on an interval.
In this article, we present an extension of the discrete calculus that is applicable for the numerical solution of general (namely, non-self-adjoint) fourth-order linear boundary-value problems.
This extension is, somewhat surprisingly, non trivial. In fact, the main difficulty rests with the third-order derivative, that does not appear in the Sturm-Liouville case. In turn, its inclusion forces a revision of the entire discrete calculus, and in particular a high-order evaluation of approximate values of the second, third and fourth-order derivatives of the solution on the boundary. This should be compared to the Sturm-Liouville case, where the full construction relied solely on the "natural" boundary conditions, namely, the given boundary values of the function and its first order derivative.
While the third-order derivative does not appear in self-adjoint problems, it may play an important role (for example, the convection term in the streamfunction formulation of the Navier-Stokes equations [6] ). The third-order derivative term causes the differential operator to be non-self-adjoint, and complicates the analytical approach beyond the discrete elliptic theory that was introduced in [5] . Note that non-homogeneous boundary conditions are accommodated by a modification of the right-hand side function f (x).
The Sturm-Liouville case, namely, D(x) ≡ H(x) ≡ 0, was treated in detail in [5] . For the general form L cont it is well-known [16] that the spectrum consists of a sequence of (not necessarily real) eigenvalues whose absolute values diverge to infinity. We impose the following assumption (that can always be validated by a small shift of B(x)), ASSUMPTION 1.1. Zero is not an eigenvalue of L cont .
The paper is organized as follows. In Section 2 we recall the functional calculus presented in [5] and extend it to the non-self-adjoint case. In particular the discrete third-order derivative is introduced.
As mentioned above, the introduction of the third-order derivative cannot be accomplished without obtaining an adequate definition of discrete high-order derivatives at boundary and near-boundary grid points. Evaluating these derivatives can be regarded as an implementation of "Dirichlet to Neumann" operators, involving the natural data (i.e., boundary values of the unknown function and its derivative), coupled with functional values at interior points. Section 3 is devoted exactly to this task. It serves as the main technical tool in this paper. We recall that the reliance of high-order schemes on discrete accurate approximation of boundary values of higher derivatives is common; a wellknown case is the need for boundary values of the vorticity when dealing with streamfunction-vorticity formulation of the Navier-Stokes equations [10, Section 2] . Section 4 is concerned with supplementary material about the discrete functional calculus (developed in [5] ). More specifically, Corollary 4.4 deals with an appropriate extension of the "discrete Rellich theorem", namely the convergence of the sequence of discrete third-order derivatives, that are absent in the self-adjoint case.
The main object of this paper is the discrete equation (5.1) approximating Equation (1.1). It is presented in Section 5. Building on the discrete functional properties, a general convergence theorem (Theorem 5.2) is established .
In Section 6 we present and discuss two numerical test problems.
1.1. Related work. While there exists a vast amount of works on the numerical treatment of second-order boundary value problems, the literature on higher-order problems is considerably less extensive. A rigorous treatment of iterative methods, applicable also to nonlinear problems, is expounded in [1] . A numerical treatment of such methods is presented in [20] . In the framework of finite-element methods, we mention spline methods [14, 18] and Galerkin methods [17, 19] . A recent work [15] has addressed the same problem as the one studied here by means of finite difference methods. It uses second-kind integral equations and an iterative correction method to achieve optimal accuracy.
DISCRETE FUNCTIONAL CALCULUS
We equip the interval Ω = [0, 1] with a uniform grid
The approximation is carried out by grid functions v defined on {x j , 0 ≤ j ≤ N } . The space of these grid functions is denoted by l 2 h . For their components we use either v j or v(x j ).
For every smooth function f (x) we define its associated grid function
and the corresponding norm is
For linear operators A : l 2 h → l 2 h we use |A| h to denote the operator norm. The discrete sup-norm is
The discrete homogeneous space of grid functions is defined by
The cornerstone of our approach to finite difference operators is the introduction of the Hermitian derivative of v ∈ l 2 h,0 , that will replace δ x . It will serve not only in approximating (to fourth-order of accuracy) first-order derivatives, but also as a fundamental building block in the construction of finite difference approximations to higher-order derivatives.
First, we introduce the "Simpson operator"
Note the operator relation (valid in l 2 h,0 )
x , so that σ x is an "approximation to identity" in the following sense.
Let ψ ∈ C ∞ 0 (Ω), then
. In the above estimates the constant C > 0 is independent of h, ψ.
The Hermitian derivative v x is now defined by
In analogy with the operator notation δ x v we shall find it convenient to use the operator notation
The truncation error for δ x (see (A.8)) is
Remark 2.1. In the definition (2.10), the values of (v x ) j , j = 0, N, need to be provided, in order to make sense of the left-hand side (for j = 1, N − 1). If not otherwise specified, we shall henceforth assume that, in accordance with the boundary
In particular, the linear correspondence l 2 h,0 ∋ v → v x ∈ l 2 h,0 is well defined, but not onto, since δ x has a non-trivial kernel.
Based on the Hermitian derivative, discrete versions of the second, third and fourth-order derivatives are introduced as follows. The precise estimates of the truncation errors are stated in Subsection 3.1 below.
• A higher-order replacement to the operator δ 2 x (see [13, Equation (15) ], [2, Equation (10.50)(c)]) is defined by
Note that, in accordance with Remark 2.1 the operator δ 2
x is defined on grid functions v ∈ l 2 h,0 , such that also v x ∈ l 2 h,0 . • The discrete third-order operator is defined by
Clearly, to make sense of this definition at near-boundary points j = 1, N − 1, the boundary values ( δ 2
x v) 0 and ( δ 2
x v) N must be given. They are derived by a (coupled) calculation that is detailed below in Section 3.
• The biharmonic discrete operator is given by (for v, v x ∈ l 2 h,0 ),
Note that the connection between the two difference operators for the second-order derivative is given by
Remark also that the operators σ x , δ x and δ 2 x all commute at interior points. That is, for any
x depend on h, but for notational simplicity this dependence is not explicitly indicated.
2.1. Uniform boundedness of the discrete operators. The fact that the biharmonic discrete operator δ 4
x is positive (in particular symmetric) is proved in [2, Lemmas 10.9, 10.10]. Therefore its inverse δ 4
x −1 is also positive. A fundamental tool (analogous to classical elliptic theory) is the coercivity property (with C > 0 independent of h) [2, Propositions 10.11,10.13],
h,0 . We first show that, in " operator sense", the second-order operator δ 2
x is comparable (independently of h > 0) to (δ 4
x ) δ 4
The operator δ 2 x δ 4
x − 1 2 is therefore bounded, with a bound that is independent of h. The same is true (with the same bound, by a well-known fact about norms of adjoints) for its adjoint, namely, δ 4
In the sequel we shall find it useful to use slightly different (and in fact weaker) boundedness facts (again uniform with respect to h), that are listed in the following proposition .
are bounded in l 2 h,0 , with bounds that are independent of h.
Proof. The boundedness of δ 4
x −1 follows directly from the coercivity property (2.20), by an obvious application of the Cauchy-Schwarz inequality.
In view of (2.16),
It therefore suffices to prove the boundedness of δ 4
x −1 δ 2 x . But this simply follows from Lemma 2.3 and
BOUNDARY and NEAR-BOUNDARY APPROXIMATIONS OF HIGHER DERIVATIVES
In this section we develop discrete approximations for higher-order derivatives at boundary points as well as near boundary points. Such expressions are needed for the discrete approximation of the general Equation (1.1). For the sake of simplicity we assume as above homogeneous boundary conditions (of the unknown function and its first derivative). Certainly general boundary conditions can be reduced to the homogeneous ones (with appropriate change of the right-hand side).
The basic idea is to express the boundary values of the higher-order discrete derivatives u
i , i = 0, N in terms of u and its Hermitian derivative. We begin by expanding the second-order discrete derivative operator from Equation (2.13) also to the boundary points j = 0 and j = N . With the values of u
to be determined below, we can write a new second-order discrete derivative operator δ 2
x , for any u such that u, u x ∈ l 2 h,0 :
N .
Next, with the boundary values u
N to be determined below, the new operator δ 2
x allows us to define a third-order discrete derivative operator δ 3 x , for any u such that u, u x ∈ l 2 h,0 . Unlike the second and fourth-order discrete derivative operators, that were derived from polynomial interpolation in [5] , this expression is defined as a linear combination of two simple third-order discrete derivative approximations, as follows.
N . Similarly, we re-define the fourth-order discrete derivative operator δ 4
x in Equation (2.15) by adding the boundary values u
N . Note that in the definition of δ 3
x u at the near-boundary points j = 1, N − 1 the boundary values of u
x u for l = 0, N are needed. As remarked earlier, this need forces us (by the coupled equations below) also to associate discrete values to the third and fourth order derivatives on the boundary.
We now proceed to determine these values in terms of the discrete function u and its Hermitian derivative at interior points. There will be three equations for the three unknowns at either one of the boundary points. For the point x 0 they are the following (analogous equations hold for x N ).
The unknowns in Equations (3.4) -(3.6) are u
0 and u (4) 0 . The remaining values u
2 and u (4) 1,2 are all evaluated in terms of u using equations (2.13), (2.14) and (2.15) . Remark that the boundary value u (2) 0 is incorporated in the evaluation of the near-boundary value u 
The second equation is a result of the Simpson integration scheme. That is to say, for some smooth v :
Using
A discrete approximation of this is Equation (3.5).
The third equation is derived by a linear combination of two approximations of the second-order derivative as follows.
A linear combination of these equations gives
Substituting v = u (2) we get
is a discrete approximation of this equation.
To summarize, the supplementary system of equations for the boundary values is as follows.
Equation (3.4) is the ODE itself. Equation (3.5) represents the relation between 3rd and 4th-order derivatives by the
Simpson operator, derived from the fundamental theorem of calculus. Equation (3.6) represents the connection between the 2nd, 3rd and 4th-order derivatives using Taylor's theorem.
Note that the equations only have a solution if the following conditions hold, which must be the case for sufficiently small values of h:
3.1. Truncation error estimates. A full study of the truncation errors of the various differential operators appears in Appendix A. This study shows different orders of the truncation error for interior, near-boundary and boundary points as summarized in Equation (2.12), as well as the following Equations (3.11), (3.12) and (3.13 ).
• The truncation error for δ 2
x (see (A.11), (A.13) and (A.28)) is
• The truncation error for δ 3
x (see (A.16), (A.28) and (A.30)) is
• The truncation error for δ 4
x (see (A.17), (A.18) and (A.28)) is
COMPACTNESS-THE DISCRETE VERSION OF RELLICH'S THEOREM
The compactness of the inverse of an elliptic operator is equivalent (by domain considerations) to the compact embedding of the Sobolev space H s , s > 0 in L 2 . This is the celebrated Rellich theorem [12, Chapter 5.7] , which is the cornerstone of the elliptic theory. Its proof requires several tools (for example, in a popular version of the proof, the use of Fourier transform and the Arzela-Ascoli theorem).
In the discrete framework we do not have some of the aforementioned analytical tools. Yet we can ask ourselves the following question.
QUESTION: Is there a suitable "compactness ′′ property of the inverse
? Of course, if we just consider a fixed h > 0 such a question is meaningless since the underlying space is finite dimensional. However, we can provide a meaningful answer if all values of h > 0 are considered. In some sense, the compactness property is related to an "increasing sequence of finite-dimensional spaces".
This question was addressed in [5] and the answer is given below In Theorem 4.2 and Corollary 4.3.
We first introduce some notation, basically relating grid functions to functions defined on the interval Ω = [0, 1] (see [2, Section 10.2]):
For a grid function z ∈ l 2 h,0 we define its associated piecewise linear continuous function by
We now cite Theorem 3.7 in [5] .
.} be an increasing sequence of integers and denote h
. be a bounded sequence of vectors so that
and let
Then there exist subsequences
The limit function g(x) is in H 4 (Ω) ∩ H 2 0 (Ω) and its derivatives satisfy
In Theorem 4.2 we have seen that in addition to the convergence (4. 
Let w h k be the piecewise linear continuous functions in Ω = [0, 1] corresponding to w (k) (Definition 4.1).
Let the sequences g
Proof. In light of Proposition 2.4 we have
The sum in the left-hand side, can be expressed in terms of the corresponding piecewise linear functions as (see [2, Lemma 10 .4])
where φ * ∈ l 2 h k j ,0 is the grid function associated with the function φ(x) (with mesh size h kj ).
By the Cauchy-Schwarz inequality
Clearly max
The uniform boundedness of {w j } ∞ j=1 and the uniform convergence of {φ j } to φ imply
We let (φ ′′ ) j denote the piecewise linear continuous function corresponding to φ ′′ (for mesh size h kj ).
By (3.11) lim
and as in the first equality in (4.9)
which proves (4.6).
We show next that a similar, but weaker, claim holds for the third-order discrete derivative, defined in (2.14) .
In the setting of Theorem 4.2 let
Observe that unlike the uniform boundedness of the discrete second-order derivatives (4.7), we do not have a similar claim for the sequence |n (k) | h k . That's essentially due to the fact that for the discrete third-order derivative δ 3
x we do not have a boundedness result analogous to Lemma 2.3. Thus we cannot derive directly the analog of the limit statement in (4.9) and a more careful use of duality is needed. 
is a test function as in the proof of Theorem 4.2.
Proof. Let φ(x) be a test function as in the proof of Theorem 4.2. Then, with the notation used in that proof,
Let us now study separately the two terms in the right-hand side of (4.13). We have In analogy with (4.11) we get (4.14) lim
Invoking Corollary 4.3 (note that δ 2 x g (kj ) = w (kj ) ) yields
Plugging (4.15) and (4.16) into (4.13) we obtain (4.12).
A DISCRETE VERSION OF THE FOURTH-ORDER EQUATION
Recall the operator L cont in (1.1). Unlike the differential operator handled in [5] , this one is not self-adjoint, which means that its eigenvalues are generally not real (in which case they appear as complex-conjugate pairs [16] ).
Using the finite difference operators introduced in Sections 2 and 3, and taking h = 1 N , we introduce the discrete analog of Equation (1.1) by We assume that f (x) is continuous in Ω = [0, 1]. The equation is supplemented with homogeneous boundary conditions
h,0 , such that also g h x ∈ l 2 h,0 .
Remark 5.1. As in Remark 2.1 we assume that all grid functions and their Hermitian derivatives are in l 2 h,0 . This amounts simply to extending the grid functions (whose relevant values are at the interior points
In what follows we designate,
The basic result here is that "stability" implies "convergence" as follows.
Then these sequences converge to limit functions g(x), v(x), in the following sense
5) lim
k→∞ v h k (x) = v(x) weakly in L 2 (Ω).
The limit function g(x)
is in H 4 (Ω) ∩ H 2 0 (Ω) and satisfies Equation (1.1):
Proof. Using the notation w (k) = w h k , n (k) = n h k and taking the scalar product of Equation (5.1) with φ * in l 2 h k ,0 yields Denote by p h k , w h k the piecewise linear continuous functions in Ω = [0, 1] corresponding, respectively, to g (k)
x , w (k) (Definition 4.1). Let
. From (4.3) and (4.6) we obtain,
Now consider the term
From Corollary 4.4 we infer
Inserting these limits in (5.6) we conclude that the equation L cont g = f is satisfied in the weak sense.
However, in view of the Assumption 1.1 there is a unique solution to this equation, so all subsequences of {g h k , v h k } ∞ k=1 converge to the same limit. This concludes the proof of the theorem.
A rigorous proof of the optimal convergence rate in the general case is currently missing. However, it has been established for the constant coefficient self-adjoint case 
NUMERICAL EXAMPLES
In this section we present two numerical examples that serve to illustrate the effectiveness of the discrete approximation as expressed in Equation (5.1). The first example is a rather simple, constant coefficient equation that serves to demonstrate the high order accuracy of the scheme presented here, even for non-homogeneous boundary data. The second example illustrates the accuracy of the method when the coefficients are non-constant, even for highly oscillating solutions.
For the convenience of the reader, we summarize here the notation introduced in the preceding sections. It will serve below in order to give a clear definition of "truncation errors" and "accuracy errors", and will also be used in the presentation of the examples.
• {u * , u (1) * , u (2) * , u (3) * , u (4) * } are the grid functions corresponding to the exact solution and its exact consecutive derivatives.
x u * } are the grid functions corresponding to the discrete derivatives of u * , as obtained by the application of the discrete difference operators.
Observe that the above discrete functions, all related to the exact solution u * , are never computed and are only invoked in error estimates, as discussed below.
Our algorithm is a finite-difference scheme, aimed at computing the discrete solution u = L −1 disc,h f * approximating the exact (and unknown) u * (see Equation (5.1) where it is designated as g h ). It also provides the consecutive discrete derivatives of u, namely δ x u, δ 2
x u, δ 3 x u and δ 4 x u. Let us clarify the following interpretation of discrete errors, for a given mesh size h:
• Truncation errors refer to the differences between {u (1) * , u (2) * , u (3) * , u (4) * } and { δ x u * , δ 2 x u * , δ 3 x u * , δ 4 x u * } respectively. Note that such errors are calculus facts that do not rely on any differential equation. A detailed analysis of the truncation errors is supplied in Appendix A.
• Accuracy errors refer to the differences between {u * , u (1) * , u (2) * , u (3) * , u (4) * } and {u, δ x u, δ 2 x u, δ 3 x u, δ 4
x u} respectively, where as above u is the solution to Equation (5.1) (designated there as g h ).
The numerical examples show that our algorithm provides highly accurate approximations to the exact solution and its derivatives {u * , u (1) * , u (2) * , u (3) * , u (4) * }. Somewhat surprisingly, this approximation is more accurate than the respective truncation errors. In fact we shall see that absolute errors are generally smaller by an order of magnitude (for a given mesh size h), and the convergence rate at all points {x 0 , ..., x N } is roughly 4 . We refer to the fourth-order convergence as "optimal rate" of convergence.
The convergence rate of some norm error ε is calculated as follows: Let ε 1 , ε 2 be consecutive errors calculated with N = N 1 , N 2 respectively. The convergence rate of ε between these two calculations is then (6.1) convergence-rate 1→2 = log N2/N1 (ε 1 /ε 2 ). It is straightforward to check that the solution u(x) is given by
and its derivatives are
The grid values N = 8, 16, 32, 64 and 128 are used in subsequent solutions of the problem.
The results with N = 32 are plotted in Figure 1 . The norms (both | · | ∞ and | · | h ) of the truncation errors of the discrete difference operators, and their respective convergence rates are presented in Table 1 . The norms of accuracy errors and their convergence rates are presented in Table  2 .
Finally, the pointwise convergence rates (at grid points) of the truncation errors, when comparing calculations with N = 32 and N = 64, are plotted in Figure 2 . Note that results at the boundary points x 0 , x N match the expected convergence rates as per Section A.5. Table 2 . Accuracy errors in the approximations to {u * , u (1) * , u (2) * , u (3) * , u (4) * } by u (Equation (5.1)) and its discrete derivatives { δ x u, δ 2
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x u, δ 3 x u, δ 4 x u}, for the test problem in Subsection 6.1. The convergence rates are calculated as per Equation (6.1). These results are analogous to those presented in Table 1 , but the discrete operators are now applied to the calculated function u instead of the exact solution u * . Note that the absolute errors and convergence rates are significantly improved as a result. x u * (compared to u (1) * , u (2) * , u (3) * and u (4) * respectively), for the test problem in Subsection 6.1. The convergence rates are obtained by comparing calculations with N = 32 and N = 64. The convergence rate at each point is calculated using Equation (6.1).
6.2.
Second test problem. We examine the following function, used in [5] to test the numerical method on highly oscillatory functions:
This boundary value problem is solved on the interval Ω = [0, 1], so the boundary conditions are homogeneous (i.e. u(0) = u(1) = u ′ (0) = u ′ (1) = 0).
The parameter ε controls oscillation frequency. In this example the value ε = 1 40 is used, which provides a wavelength roughly comparable to ε.
The coefficient functions used in [5] are equivalent to (6.4)
A ′ (x) = 20 π α cos(40πx),
with α = 10 4 and β = 10 8 chosen to ensure that the magnitudes of various terms in the differential equation are roughly equal. As the paper [5] deals with the self-adjoint case, the remaining coefficients are
In this work we can add the third-order derivative term, by taking these coefficient functions to be (6.5)
H(x) = 0,
with γ = 10 2 , again to ensure that the third-order term is comparable to the others. The coefficient functions in (6.4) remain unchanged.
The detailed expression of f (x) is too tedious to be fully presented here. The function itself is plotted in Figure 3 .
The calculated results with N = 512 are plotted in Figure 4 . The accuracy errors (with | · | ∞ and | · | h norms) and their convergence rates are presented in Table 3 . Table 3 . Accuracy errors in the approximations to {u * , u (1) * , u (2) * , u (3) * , u (4) * } by u (Equation (5.1)) and its discrete derivatives { δ x u, δ 2
x u, δ 3 x u, δ 4 x u}, for the test problem in Subsection 6.2. The convergence rates are calculated as per Equation (6.1).
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Appendix A. TRUNCATION ERRORS In this appendix we give a systematic derivation of the truncation errors for the discrete operators δ x , δ 2
x , δ 3 x and δ 4 x , as presented in Sections 2 and 3. In the first four Subsections A.1 through A.4 we establish optimal (fourth-order) truncation errors at interior points, and slower convergence on some near-boundary points, for all discrete derivatives. The truncation errors at the remaining (boundary and nearboundary points) are studied in subsections A.5 and A.6. These truncation errors are corroborated by the numerical results presented in Section 6. As in Section 2 we take Ω = [0, 1].
A.1. Hermitian derivative operator δ x . We want to estimate the truncation error of the Hermitian derivative operator (2.11), i.e.:
( δ x u * ) j − (u (1) ) * j , ∀j ∈ {1, ..., N − 1}. Recall that the error on boundary points is identically zero. Equation (A.1) in [3] specifies this error to fifth-order, without the actual derivation. We go here further up to the sixth-order term in order to prove 4th-order truncation errors of the various derivatives.
For some sufficiently smooth v : Ω → R we use the Taylor expansion v * j±1 =v(x j ) ± hv (1) 
Substituting (A.1) into Equation (2.6) we get
Likewise, substituting the Taylor expansion into Equation (2.4) yields
Finally, by Equation (2.5)
∀j ∈ {1, ..., N − 1}.
In the above equations we replace v by u and its derivatives. First, from (A.2) and (A.3) we get
By definition we have δ x u * = σ x δ x u * . Therefore Equation (A.5) can be written as
Notice that σ x = I + h 2 6 δ 2 x , where I is the identity operator. We therefore know that the inverse σ −1
x exists, and we can express it with the Neumann series
Now, Equation (A.6) can be rewritten as follows
Finally, using Equation (A.4) on the last term gives the following relation.
Recall that ( δ x u * ) 0 = u A.2. Second-order discrete derivative operator δ 2 x . For some v : Ω → R and for the interior points {x 2 , ..., x N −2 } we can write this derivative explicitly as a linear combination of the operators δ 2
x and δ x δ x (see (2.13) ). Substituting (A.8) into Equation (2.4) entails [1] (A.9)
j+1 * − u ,
Now, invoking Equation (A.3) in Equation (
A.9) gives at interior points [1] While we do not use the sixth-order term of δxu * , we need to know that it does not become of fifth-order when we apply to it the δx operator, as is the case with higher-order terms on near-boundary points.
At near boundary points we have a similar, but weaker result.
A.3. Third-order discrete derivative operator δ 3 x . We can write this operator (defined in (2.14)) as follows.
.., N − 2}. Using the Taylor expansion (A.1) together with (2.4) and (2.5), the last term in the right-hand side of the equation can be evaluated as
If v : Ω → R is a smooth function then
∀j ∈ {2, ..., N − 2}.
The above equation, combined with Equation (A.4) yields
Let v = u (1) in the above equation. Invoking (A.8) leads to
Finally, combining Equations (A.14) and (A.15) we get
We are still missing the truncation errors of δ 3 x at the near-boundary points j = 1, N − 1. They are derived below in Subsection A.6.
A.4. Fourth-order discrete derivative operator δ 4
x . Recall the definition (2.15) of the discrete biharmonic operator:
Let u : Ω → R be a smooth function. In view of Equations (A.4) and (A.10), we get
At near-boundary points we use Equation (A.12) instead of (A.10). The expansion of δ x δ x u * at x 1 , x N −1 contains a third-order term which does not cancel out, so instead of Equation (A.17) we have
Truncation errors at the boundary. We now examine the truncation error of the higher-order derivatives u (2) , u (3) and u (4) at boundary points x 0 and x N . We treat the boundary point x = 0, the treatment at x = 1 being completely analogous. By the definition of the error e we have e = α −1 w.
To estimate the error it remains to evaluate the inverse of α. Summary. At the boundary points j = 0, N the calculated values of the derivatives are subject to truncation errors as follows.
• The truncation error for the second-order discrete derivative ( δ 2
x u * ) 0,N is O(h 3 ).
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• The truncation error for the third-order discrete derivative (δ 3
x u * ) 0,N is O(h 2 ).
• The truncation error for the fourth-order discrete derivative (δ 4
x u * ) 0,N is O(h 2 ). The numerical results presented in Section 6 agree with the analytical bounds derived here.
A.6. Truncation errors of the third-order discrete derivative at nearboundary points. In Subsection A.3 we established the optimal O(h 4 ) truncation errors for δ 3
x at interior points j ∈ {2, 3, . . . , N − 2} . In addition, in Subsection A.5 we obtained the truncation rate of O(h 2 ) for the boundary values (j = 0, N ). We now conclude the study of the truncation errors by considering the remaining near-boundary points (j = 1, N − 1).
Note that in view of (A.13) and (A.28) the truncation error for second-order discrete derivative is O(h 3 ) at boundary and near-boundary points. 
