Abstract
Introduction
Recent advances in computer graphics, multimedia systems, parallel/distributed systems and high speed networking technologies enable computer scientists and engineers to build distributed virtual environment (DVE) systems. A DVE is a distributed system that allows many clients who are located in different parts of the network to concurrently explore and interact with each other under a high-resolution, 3-dimensional, graphical virtual environment (or virtual world). Clients who are exploring the virtual environment can (1) extract relevant information about the virtual environment (e.g., by sending database queries to the DVE system and inquiring about the state of any object in the virtual environment), and (2) communicate in real time with other clients who are also exploring the same virtual environment. Like any computer technology, DVE will change the way people work, interact, and share information.
To see how this may affect daily life and business operation, let us consider the following scenario. A group of people, who are located in different parts of the world, need to hold a business meeting to discuss the design and finance issues of a new high-rise office complex. Instead of requiring that all these people meet in a particular place, the meeting will be held under a DVE system. Under this DVE system, those participating in the meeting can interact in a virtual world of the new high-rise office complex that they are proposing to build. In this virtual environment, each participant of the meeting is represented by a 3D object, which is known as an avatar. These avatars can walk around in this virtual office building, and in the process, rearrange any 3D object (e.g., rearranging furniture and paintings, or selecting different kinds of wallpaper) in the virtual environment. Any change to a 3D object in this virtual environment will be visible to all participants. Also, participants will be able to interact with each other in real time, and they will be able to inquire and receive relevant information about the virtual world that they are exploring.
To design a cost-effective, scalable DVE system, many research issues need to be addressed.
For example:
Designing an efficient backend database engine which can provide high throughput and low response time for any relational, spatial, and temporal query submitted by a client, who wants to know some relevant information about the virtual environment that he/she is exploring.
Designing an efficient communication protocol which has low network bandwidth consump-tion and low communication delay for all users in a DVE system. tioned. One example of the virtual world in [13] is a model of the city of Los Angeles, where clients can freely traverse from one location to another location. One limitation of this system, however, is that it only allows one user in its virtual environment at any one time (although different users may explore the same virtual world but under different sessions). Issues of designing a backend database for a DVE system are described in [5] , where a backend database engine and query processing techniques are proposed so as to support spatial and relational queries submitted by clients who are exploring the virtual world. In [6] , the authors describe and solve the workload partitioning and processor assignment problems for a large scale DVE system. The outline of the paper is as follows. In Section 2, we present the system model of a DVE system, as well as some synchronization techniques to reduce the synchronization update overhead.
In Section 3, we present three algorithms for constructing a communication subgraph for a DVE system. In Section 4, we present our synchronization model and derive the optimal synchronization interval. Experiments are carried out in Section 5 to illustrate the network bandwidth consumption, reduction of transmission delay and the cost of synchronization. Finally, conclusions are given in Section 6.
System Model
In this section, we describe the model of a DVE system. Specifically, we formulate the problem of finding a communication subgraph for all participating clients in a DVE system. We also describe various synchronization techniques as well as some approaches to reduce the amount of communication traffic for object synchronization. In Appendix I, we list the common notation we use in this paper.
Since a DVE system can be deployed in a LAN, a private network or in a WAN environment (such as the Internet), we use graph theory notation to describe the underlying general network 
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Once a communication subgraph should be at the same coordinates § § ¦ when seen by ! ). To visualize a dynamic object, let due to the variation of network delay in delivering the "start-rendering" message to all clients. The purpose of the start-rendering message is that upon receiving this message, each participating client should update the state of the corresponding object.
Let us now give the definition of object synchronization and phase difference. . The object synchronization procedure in a DVE system is a process to guarantee that the absolute value of the phase difference between any clients and any object in a virtual world is less than or equal to a pre-defined system threshold
Some of the approaches to maintain object synchronization are:
Aggressive Object Synchronization Technique (AOS):
Under the AOS approach, each object 
Dead Reckoning Synchronization Technique (DRS):
In the AOS technique, extremely high network bandwidth will be consumed by sending the The DRS technique is illustrated in Figure 2 , where the start-rendering message encodes the object's initial position and directional velocity. Note that even if the DRS technique is used, it is still necessary for the master process 
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), the larger the degree of the phase difference between any two clients. Thus for large enough the view consistency between these two clients may become unacceptable. On the other hand, if the synchronization message is sent too often (equivalently, the value of the synchronization interval is too small), a DVE system needs to send many synchronization messages to all participating clients and therefore consumes more network bandwidth. In Section 4, we illustrate how to derive an optimal synchronization interval.
Construction of communication subgraph
In this section, we first describe various issues which affect design choices of communication subgraphs. Depending on the performance criteria, we present several algorithms for constructing a communication subgraph. Based on the derived communication subgraph, we can obtain the maximum end-to-end delay between any two clients in a DVE system. We then use this maximum end-to-end delay as an input parameter for maintaining object synchronization.
As we have discussed in Section 2, the underlying network is represented by a connected The first metric ensures that there is a high degree of object synchronization in a DVE system. As described in the previous section, absolute object synchronization may not be possible due to the non-negligible network delay of sending the "start-rendering" message. Therefore, reducing the maximum end-to-end delay between any two clients implies reducing the phase difference of any object in a DVE system. The second metric ensures that the number of packets in transit across 
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In this paper, we consider two factors that may affect the design metrics of the communication subgraph: 1) the underlying networking environment, and 2) the type of membership of DVE clients. We classify the underlying networking environment into two major classes: LAN and WAN environments. Under a LAN environment, the transmission bandwidth is high and the data transmission is usually reliable and has a small propagation delay. For a DVE system to operate in a LAN environment, the number of participants is usually small. Thus, it is possible to use a cen- Another factor that influences design choices of communication subgraphs is the type of membership. As discussed in Section 2, we classify the membership of DVE clients into two types, static membership and dynamic membership. Under static membership, a DVE system can construct a communication subgraph before admitting all participating clients. At the end of the DVE session, all resources allocated for a communication subgraph can be deallocated. For dynamic membership, a communication subgraph is created at the beginning of a DVE session. Whenever a client joins or leaves the virtual environment session, a DVE system may have to re-construct a new communication subgraph. Usually, this construction can be based on the previous subgraph, so that the subgraph construction can be accomplished in a short period of time.
Consideration the above factors for the construction of a communication subgraph, we discuss three subgraph construction algorithms. They are: 1) the minimum diameter subgraph (MDS), 2) the core-based tree (CBT), and 3) the spanning tree (ST).
Minimum diameter subgraph (MDS):
A minimum diameter subgraph (MDS) is a natural choice when we want to construct a multicast communication subgraph, since an MDS provides a guarantee on the delay bound between any two nodes. An MDS ensures that, for every pair of nodes, there exists a path between these two nodes which has a length that is less than or equal to the diameter of the graph. In the context of our DVE application, the diameter corresponds to the maximum delay between any pair of clients. Since every DVE client can be both a sender and a receiver of synchronization messages, as a consequence, the diameter provides a delay bound for all possible synchronization message transmissions. Formally, the diameter of a graph Therefore, to obtain the diameter of a graph, we have to consider all pairs' shortest paths of a graph and then take the maximum value. One way to find an MDS of a connected graph and the diameter of is equal to the diameter of . It is important to note that, given the diameter of a graph , the derived MDS may not necessarily be unique.
Aside from finding an MDS of a connected graph , one interesting question is whether we can find an MDS which also has minimal total edge cost (i.e., find an MDS which is also a minimum spanning tree of the graph ) so as to minimize the network bandwidth consumption. To answer this question, we have the following theorem: Proof: Please refer to [9] . One important point about the proposed algorithm is that the total edge cost of the derived communication subgraph may be high. As stated above, to minimize the total edge cost in is an NP-complete problem. However, we can try to reduce the total edge cost of the connected graph by the following heuristic. Try to delete some edges from such that, for each edge deletion, the diameter of remains unchanged and the resulting graph is still connected. If the removal of edge C w ill cause the diameter of to increase, we do not remove this edge. We can apply this heuristic a finite number of times, e.g., try to remove a finite number of edges from so as to have a communication subgraph that has a minimum diameter and, at the same time, a reasonable total edge cost. The core-based tree (CBT) was proposed in [1] and is intended to provide a general framework for subgraph construction in a large scale network where clients are located in different parts of the Internet. The key features of CBT are: 1) there is a designated node called the core; 2) the path between any node to the core node must be a shortest path; 3) the routing policy for each node (or router) is efficient and easy to implement (e.g., based on the current Internet routing protocol); 4) the core-based tree is constructed in an incremental manner, such that any change to the client membership imposes only small changes on the communication subgraph. However, it is important to point out that the CBT does not guarantee a minimum diameter spanning tree. It only guarantees that the path between any node and the core is the shortest.
A CBT is constructed in a distributed, incremental manner. The construction procedure of CBT is as follows: initially, a core is chosen from the set of participating clients, either manually or via a bootstrap mechanism as discussed in [1] . The core node is the only node of the communication subgraph at this stage. Then, each participating client will send a JOIN REQUEST message to the core (the IP address of the core node is advertised and is well-known). This join message is sent through a shortest path from the participating client's node to the destination core, which can accomplished via the existing Internet routing protocol. Along this shortest path, the join message may reach a node which is either part of the current communication subgraph (e.g., a node which has already joined the CBT) or a node that is not part of the tree. If the join message reaches a node which is a part of the multicast tree, the forwarding process will stop and the incoming link will be added to the forwarding cache of the visit node. In this case, the visit node will send an acknowledgment message (JOIN ACK) back to the participating client's node via the incoming interface. On the other hand, if the join message reaches a node which is not part of the multicast tree, the visit node will redirect the message to the next hop along the shortest path toward the core node and will cache the incoming interface and the incoming node in temporary storage. After that, the visit node waits for an acknowledgment message. Once an acknowledgment is received, the node adds the incoming interface to the forwarding cache and redirects the acknowledgment to all nodes listed in temporary storage. Also, it sets the node which sent the acknowledgment to be its parent node. Using this scheme, each participating client can reach the core node using the shortest path.
Once the CBT is formed, multicast service can begin. When a client sends a multicast message, it first reads the contents its forwarding cache, which is a list of its neighbor nodes in the CBT.
Therefore, to multicast a message, a client can simply send the message to all nodes listed in its forwarding cache. When a node receives a message, it forwards the message to all the outgoing interfaces listed in the forwarding cache, excluding the incoming interface from which the message came. In this way, the message can reach every leaf node of the entire multicast tree.
The algorithm of CBT construction for our DVE application is given below. Initially, the CBT consists of one core node only, and we assume that this core is one of the clients
. A client who wants to join a DVE can send a JOIN REQUEST message to the adjacent node which is along the the following procedure will be executed: ; send a JOIN REQUEST message to the first node which is along the shortest path from to the core 
An example of the CBT construction is depicted in Figure 5 . Figure 5 This problem is the Steiner tree problem, which is known to be NP-complete [4] . Therefore, we propose to find an ST communication subgraph based on the following procedure:
First, find a minimum spanning tree of the given graph by some well known algorithm (e.g., Kruskal's algorithm or Prim's algorithm), the resulting tree being denoted by
For every node
Note that the subgraph 3 generated by the above algorithm is also a tree. However, it does not guarantee the total edge cost to be minimum, since only a subset of nodes (e.g., the participating clients) are included in the subgraph.
In summary, the advantage of the MDS subgraph is that it can guarantee a low delay bound between any client in a DVE system. The CBT subgraph can be deployed in a wide area network such as the Internet, because it uses the existing Internet routing protocol. The ST subgraph can guarantee a low bandwidth consumption when sending synchronization messages between clients.
The disadvantage of the MDS subgraph is that whenever a client joins or leaves the virtual world session, the DVE system may incur the overhead of constructing another MDS subgraph (more generally, the MDS construction procedure may be invoked after some fixed number of clients join or leave the system). The CBT, on the other hand, may not have a good transmission delay bound between two clients. Lastly, the ST subgraph may have a high client-to-client delay, and it will have some computational overhead to accommodate clients with dynamic membership characteristics.
Optimal Synchronization Interval
In this section we describe synchronization issues and present the derivation of the optimal synchronization interval. Without loss of generality, this is derived for one object, but the concept can be easily extended to multiple objects in a virtual environment. Consider a particular dynamic 
The complete specification of the one-step transition probability matrix is:
To illustrate, consider the example in Figure 6 which illustrates a DTMC for 
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P -1 P -1 P -1 P -1 P -1 zeros. Note that all entries in Q and C can be derived from , the one-step transition probability matrix of . Given Q, the fundamental matrix
The fundamental matrix Proof: Please refer to [2] .
Remark:
The above theorem implies that the entry Proof: This can be directly observed by applying Corollary 1.
Remark: Note that once the "synchronization-message" is received by all clients, the phase difference of object 
Experiments
In this section, we carry out experiments to illustrate the maximum delay, the bandwidth consumption and the synchronization interval for different communication subgraphs which are generated by the MDS, CBT and the ST subgraph algorithms.
In our experimental study, we generate two graphs, namely, , we construct the corresponding communication subgraph using the MDS, the CBT and the ST algorithms. Figure 7 illustrates the corresponding subgraph diameter as well as the total edge cost in the corresponding communication subgraphs. 
H
, and we use a homogeneous system such that every machine will have the same probability of missing a rendering computation. Figure 10 illustrates the optimal synchronization interval (the derivation is based on Corollary 2) versus ¤ , the maximum allowable phase difference requirement. In general, the lower the value of , the more the system can afford a longer synchronization interval to maintain view consistency.
This implies that the lower the value of , the lower the bandwidth consumption for sending the synchronization control message. Another important point is that given a particular value of the optimal synchronization interval, the MDS has less bandwidth consumption than other subgraphs generated via the CBT and the ST methods. For example, if we consider Figure Figure 11 illustrates the relationship between , the probability of missing a rendering operation (x-axis), ¤ , the maximum allowable phase difference (y-axis) and the network bandwidth consumption (z-axis). In general, the system will have a high bandwidth consumption if the synchronization requirement is high (e.g., ¤ is small). Maximum bandwidth consumption occurs 
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The fundamental matrix according to Equation (9) . 
