W e consider the problem of efficiently allocating simulation replications in order to maximize the probability of selecting the best design under the scenario in which system performances are sampled in the presence of correlation. In the case of two designs, we are able to derive the optimal allocation exactly, and find that in the presence of positive correlation, unless the variance of one design is significantly larger than that of the other, the number of simulation replications should be identical. In extending to a general number of competing designs, an approximation for the asymptotically optimal allocation is obtained. The approximation coincides with the independent case derived previously in the limit as the correlation vanishes and also agrees with the twodesign exact solution. Furthermore, the allocations prescribed by the results seem to match intuition, in terms of the relationship to correlations and relative variances between designs, again suggesting that equal allocation is optimal for sufficiently high positive correlation. An allocation algorithm based on the approximation is proposed and tested on several numerical examples.
Introduction
The problem we consider is selecting the best design among a finite number of choices, where the performance of each design must be estimated with some uncertainty through stochastic sampling. The primary context is simulation, where the goal is to determine the best allocation of simulation replications among the various designs. This problem setting falls under the well-established branch of statistics known as ranking and selection or multiple comparison procedures. In the context of simulation, Goldsman and Nelson (1998) provide a nice overview of this field. The ranking-and-selection algorithms determine the number of simulation replications required for each design in order to guarantee a pre-specified level of correct selection, whereas multiple-comparison procedures provide confidence intervals on estimated performance differences between systems. More recently, Chen et al. (1997 , Chen and Kelton (2000) , and Chick and Inoue (2001a, b) have approached the problem from the perspective of allocating a fixed number of simulation replications in order to maximize the probability of correct selection. Chen (cf. Chen et al. 1997 has called this optimal computing budget allocation (OCBA). Although these appear to be dual problems, a closer look at the specific formulations reveals some important differences, which lead to different solutions. In particular, most of the classical statistics procedures lead to allocations that depend only on variances, whereas the latter approaches lead to the more intuitively appealing conclusion that differences in means should also affect the allocation scheme. However, previous OCBA work (Chen et al. , 2003 considers only the independent case, whereas we investigate the correlated case. This work thus parallels the work in ordinal optimization of Deng et al. (1992) and the two-stage Bayesian setting considered in Chick and Inoue (2001b) . INFORMS Journal on Computing 19(1), pp. 101-111, © 2007 INFORMS Correlation is especially important in various scenarios such as simulation or experimental-design (clinical-trial) settings that allow the same subject to be used for multiple experiments (treatments). The correlation is induced purposely in order to reduce the number of simulation replications or trials required to come to a conclusion, which in our framework, is the selection of the best design. Glasserman and Yao (1992) , Glasserman and Vakili (1994) , and Dai and Chen (1997) also investigate the effects of induced correlation on estimating performance, but do not investigate the sampling or simulation allocation problem. Multiple-comparison and rankingand-selection procedures that incorporate common random numbers include Yang and Nelson (1991) , Nelson and Matejcik (1995) , and Kim and Nelson (2001) . Since the primary goal of these procedures is to guarantee a specified level of correct selection, they tend to be on the conservative side in their computational requirements. When computation is relatively expensive, or the simulation budget is relatively tight, an efficient resource allocation becomes more crucial. Our work focuses on the effects of correlation on the optimal allocation of simulation effort.
We derive optimal allocations for the setting of maximizing the probability of correct selection subject to a budget constraint on the total number of samples, when there is correlated sampling of the estimated design performances. Our results can be used for specifying efficient allocations based on estimates of the means, variances, and correlations. For the case of two designs, we find the exact optimal allocation. When the two variances are the same, equal allocation is optimal for any positively correlated sampling; otherwise, the greater the difference in the variances, the higher level the level of positive correlation required for equal allocation to be optimal, and if the variance difference is sufficiently large, equal allocation can never be optimal. For more than two competing designs, an approximation for the asymptotically (as the number of samples increases) optimal allocation is obtained, and an allocation algorithm based on the approximation is proposed. The solution obtained from the approximation coincides with the independent case derived previously in in the limit as the correlation vanishes. In both the exact and the approximate solutions, the derived optimal allocations depend on the following factors: the variances of each of the designs, the relative difference between the means of each design and the mean of the best design, and the correlation between each design and the best design. The first two factors are also present in the independent case. The second factor does not come into play in the two-design case, since there is just a single relative difference, nor in the special three-design case where the two non-optimal means are equal, which leads to the two relative differences being identical.
The rest of the paper is organized as follows. Section 2 provides the problem setting, which is followed by the exact solution for the case of two designs in §3. An approximate solution for more than two designs is derived in §4, and some bounds on the approximation are provided. In §5, the proposed algorithm based on the results is presented. In §6, the algorithm is applied to several examples, including a queueing system, to illustrate the effects of correlation on the probability of correct selection as a function of the sampling budget. Section 7 offers some concluding remarks.
Problem Setting
We introduce the following notation: T = total number of simulation replications (budget), k = number of designs, N i = number of simulation replications allocated to design i, J im = the mth simulation replication for design i, m = 1
m=1Jim , the sample average for design i, i = mean for design i, The objective is to find a simulation budget allocation that maximizes the probability of correct selection (PCS), where "correct selection" is defined as picking the best design, which we will take as the design having maximum mean. Without loss of generality, we assume 1 > i ∀ i > 1, i.e., design 1 is the best. More precisely, we want to maximize
This formulation implicitly assumes that the computational cost of each replication is constant across designs; however, it can be generalized to other settings by changing the budget constraint to c 1 N 1 + c 2 N 2 + · · · + c k N k = T , where c i reflects the (relative) cost of a replication for design i, and T reflects a more general computing budget rather than simply the total number of simulation replications.
We assume that J im m = 1 N i i = 1 k has a joint normal distribution, and
Then, both J i i = 1 k and J 1 −J i i = 2 k also have joint normal distributions with respective covariance matrices
where
Based on (1), we havē
The objective herein is to maximize the PCS (3) subject to a limited computing budget, i.e.,
Solution for Two Designs
In the case of two designs, i.e., k = 2, the PCS (3) simplifies to
so that maximizing the probability is simply a matter of taking the lower limit of the defining integral as small as possible, i.e., minimizing u 11 as given by (2). Thus, the problem reduces to min
To simplify notation, we drop the subscript on 12 and write simply throughout. We also introduce c = 1 / 2 . Without loss of generality, we assume c ≥ 1. If c < 1, then reverse the roles of N 1 and N 2 , i.e., N 1 corresponds to the system with greater variance. Note that we can do this because the optimization problem for two systems given by (4) involves neither 1 nor 2 . Using the introduced notation, we rewrite (4) as
Note that the objective function in (5) provides some intuition for the effect of correlation on the relative simulation allocation. It is known that when = 0, the optimal solution is
i.e., the simulation allocation depends only on the standard deviations when there is no correlation in the sampling. We solve (5) by treating it as a continuous-variable optimization problem. In actual implementation, a rounding scheme is required to obtain integer solutions (see §6). This is also supported by simulation results in Chen et al. (2005) , which indicate relative insensitivity to small perturbations in the allocation. First, we have the following: Lemma 1. There exists a solution to (5) 
Proof. Assume otherwise, i.e., that N 1 < N 2 , and let N 1 and N 2 denote a minimizing pair of (5) under this constraint. Then, since c ≥ 1 and N 2 > N 1 , we have
Now, by reversing the allocation, a quick check gives 
First note that if c − 1/c ≤ 2 , then (6) is monotonically increasing in N 1 on the range N 1 ≥ N 2 , so the minimum occurs at the boundary N 1 = N 2 . Otherwise, differentiating (6) and setting to zero, one obtains:
The ratio given by (7) can provide a further indication of the effect of correlation on the relative allocation.
In the case of independent simulations (i.e., = 0),
where c is the ratio of the standard deviations.
Substituting N 2 = T − N 1 , we obtain the final solution:
with N * 2 = T − N * 1 , the solution being continuous across the boundary = c − 1/c. Not surprisingly, the optimal allocation depends on the magnitude of the correlation and the relative variances. However, for large-enough differences in the variances, the second condition in (8) is impossible, thereby leaving only a single region. In particular, if c > 1+ √ 2, then c −1/c > 2 ≥ 2 , so the optimal allocation is provided by (7). At the other extreme, the special case of equal variances (c = 1 or 1 = 2 ), the second condition in (8) leads to the conclusion that for any ≥ 0, the number of simulation replications should be identical, just as was the case for independent systems. For strictly negative correlation with c = 1, there is an alternate optimum for the first condition in (8) that simply switches the allocation of N 1 and N 2 . This should be clear from the proof of Lemma 1 when c = 1, where the last inequality in the next-to-last line becomes an equality.
Approximate Solution for More Than Two Designs
In general, the allocation problem is analytically intractable for more than two designs, so we propose in §4.1 an approximate problem. An exact solution scheme to the approximate problem is given in §4.2 and applied to solving a special case for three designs in §4.3. Throughout, we treat the non-negative variables N i to be optimized as continuous. 
An Approximate Problem
Integrating the PCS expression given by (3) over the desired region of integration is intractable. However, since the integrand in (3) involves terms that decrease exponentially, the integral will be dominated by the region closest to the origin. Thus, as a surrogate for maximizing (3), we maximize the size of the hypersphere centered at the origin that is contained in this region, which is equivalent to maximizing the hypersphere's radius given by 
The introduction of i and i are to simplify notation in the analysis that follows. Let = 2 k denote the set containing all indices except the best. Then the approximate problem can be rewritten as
We now derive a bound for the error between the original problem and the approximate problem. Let P k denote the maximal value of the PCS (3) for a given budget T , and P k denote the PCS associated with the optimal solution to (9), with corresponding minimum radius d . Obviously we have P k ≥ P k Using (3), we have
where C is a constant depending on k and . When all
, or more precisely, ln B r ∼ O T . This implies that the upper bound of the error decreases exponentially with a rate proportional to T .
Solution to the Approximate Problem
We first show that, without loss of generality, we can assume that for i ∈ , i > 0 and Var X i − X 1 = 2 1 + 2 i − 2C 1i > 0. Suppose j = 0 for some j ∈ . Then it should be clear that N * j = 1, i.e., we can then eliminate that design j from the problem. Similarly, if 2 1 + 2 j − 2C 1j = 0 for some j ∈ , we know the difference between the best design and the jth design is constant almost surely, so again N * j = 1. First we consider a degenerate case where 1 = 0. Again, it is optimal to set N * 1 = 1, reducing (9) to 
1 , which correspond, respectively, to the (optimal) value of (9) and to the designs that achieve the optimum. Assuming the claim is not true, we have that 1 = , and Y * 2 ≡ max i∈
where C 0 = 3 + 1 / − 1 and > 0 is to be specified. The constructed allocation N i retains feasibility such that
We will show that for sufficiently small , this allocation gives i leading to the contradiction max i∈ i / i < Y * 1 , i.e., a lower value of (9).
Let i be the value of i associated with N i , and define
is a continuous function of and
is a better solution than N * i . With Theorem 1, we can rewrite the problem given by (9) as follows:
subject to
and Y * correspond to the respective optimal values of N i and Y for the problem. The following is the main result.
and
an optimal solution to the approximation problem (9) is given by
Remarks. 1. The "solution" provided by (14) depends on M, which itself depends on unknown quantities; hence, it is an implicit solution. The next theorem will provide a way to determine M, upon which the normalization constraint (12) will then yield the allocation solution.
2. As in the two-design case, correlations (2 1i ) and ratio of standard deviations ( i / 1 ) characterize the solution.
3. From the theorem, it is clear that N * i = N * 1 iff A i = M. Thus, equal allocation implies A i is constant for all i > 1. We showed that equal allocation can be optimal for the exact two-design problem in §3, and we will show that it may be optimal for the approximation in a special three-design case considered in §4.3 where A 2 = A 3 . However, in general, an equal allocation cannot be optimal for the approximation for more than two designs, because if A i is not constant across , then Theorem 2 implies that at least one N * i = N * 1 . 4. Note that Theorem 2 implies that 2 1i ≥ i / 1 ⇒ A i ≤ M, which also follows by applying N i ≤ N 1 to (11).
For the proof and subsequent discussion, we introduce some additional notation. Let
Proof of Theorem 2. Solving (11) for the two cases N i ≤ N 1 and N i ≥ N 1 allows the removal of the "max" operator in (11), leading directly to the two cases in (14). Conversely, if
Similarly, the reversed sign and equality can also be established for A i > M and A i = M, respectively, so
, and the first case of (14) holds;
(
, and the second case of (14) holds;
, and both cases of (14) hold (coincide). Thus, (14) will follow directly from this and the result 2 1i ≥ i / 1 ⇒ N * i ≤ N * 1 , so it only remains to establish this last implication.
The proof again proceeds by contradiction by constructing a new allocation N i that is better than N * i , assuming that there exists an i such that
Similar to the previous proof, we define N i as follows:
where C 3 = 1+ / J and >0 is sufficiently small. Taking 
where the last step uses 2C 1i − 2 i ≥ 0 because i ∈ J ⊂ J . Since the sign of i − * i < 0 ∀ i, following arguments similar to those in the proof of Theorem 1 establishes that N i is a better solution than N * i . Theorem 3.
where a ∨ b ≡ max a b .
Proof. From Theorem 2, for i ∈ I,
so combining with Remark 4, we have M ≥ A 0 . Substituting (14) into (12) yields
Since Y * = M/N * 1 , the approximation problem (10)/ (11)/(12) leads to the conclusion of Theorem 3.
We now develop a procedure to find M by further characterizing the function h x , and by breaking the optimization problem down into intervals characterized by values of A i above the minimum value A 0 . First, define the set containing those elements: 
Locating M in Intervals Defined by Order Statistics A i quantities graphically. Now we define the (decreasing) sets I n = i ∈ I A i > A n which will replace the set I x in Theorem 3. With these definitions, we can rewrite the optimization problem in Theorem 3.
Corollary 1.
h n x T where
Since h n is smooth on A n A n+1 for all n ∈ 0 I 0 , in order to calculate the minimum, we need to locate all the zeros, if any, of the derivative of h n in A n A n+1 . Straightforward differentiation of (17) yields
Since x appears as a quadratic term in the denominator of the summands, and there are k − 1 total terms in the summations, the equation h n x = 0 can be rewritten as a polynomial equation of degree 2k − 2, and the number of zeros might be as many as 2k − 2. Theorem 4 removes that possibility, reducing the total number of possible candidates for the global optimizer to I 0 + 1.
Theorem 4. h n · has at most one zero on the interval
A n A n+1 .
Proof. We can rewrite h n x in (18) . Then we can show h n x x 2 is strictly increasing by checking the sign of its derivative. This further implies it has at most one zero when x ≥ A n > 0, and the same holds for h n x .
If h n x has no zero within the interval x ∈ A n A n+1 , then the minimum of h n x over that interval occurs at one of the interval endpoints x = A n or x = A n+1 . To see which is the case, we need only check the signs of h n x at the endpoints. If the LHS is negative and the RHS positive, then there is a unique local minimum in the interval at the zero of h n x . If both are positive, then the minimum occurs at the left endpoint. If both are negative, then the minimum occurs at the right endpoint and can be ignored, because if intervals are checked from left to right, this value will be included in the next interval considered. If the LHS is positive and the RHS is negative, then the minimum could be at either endpoint, but again the RHS is included in the next interval, so only the LHS needs to be checked. This leads to the scheme shown as Figure 3 for determining M in Theorem 3, and then the optimal allocation for the problem given by (10)/(11)/(12).
Remarks.
, then the search reduces to considering the single (rightmost,
• Inputs: i and C ij .
• Step 1. Calculate A i i = 0 1 k via (15) 
These two equations lead to a solution that is very simple to compute. Furthermore, the solution corresponds to the allocation in for the independent case (C 1i = 0 ∀ i = 1). 2. If A 0 is sufficiently large such that I 0 is empty, the search simplifies to a single interval A 0 (cf. Figure 2) with
Step 3 can be simplified for some special cases. For example, if C 1i ≥ 0 for all i ∈ I, we can show that a
Then we can apply a stopping rule in the scheme: a The global optimizer will be zero in interval A i A i+1 for the former case and A i for the latter. In particular, if C 1i = 0 ∀ i ∈ I, h i x are identical, and we need only consider the single interval A 0 to locate the unique optimizer.
A Special Case for Three Designs
We consider a special case where designs 2 and 3 are symmetric, i.e., 2 = 3 , 2 = 3 , and 12 = 13 , so that N 2 = N 3 , 22 = 33 , and d 2 = d 3 . Then the original approximation problem of maximizing min d 2 d 3 is reduced to minimizing 22 = 33 , i.e., min
subject to N 1 + 2N 2 = T . The simplification leads to two cases to consider. Let c = 1 / 2 = 1 / 3 . Case 1. 2 12 = 2 13 < 2 / 1 = 3 / 1 = 1/c i.e., I = .
Simple calculation gives us A 0 = 1 − 2C 12 / 2 . Therefore, we have to compare h 0 x * 1 and h 2 x * 2 to determine which is the optimal N * 1 . In other words,
and thus we obtain the overall allocation: 
Since 1 − 2c 2 − 2c 12 < 0 in case 2, this allocation turns out to be already included in the previous solution.
Allocation Procedure
Based on the solution procedure to the approximate problem, we propose a two-stage allocation algorithm.
The initial stage is used to estimate the means and variances/covariances, and the second stage calculates N i based on these estimates to allocate the bulk of the computational budget (assuming kn 0 T ):
• Inputs: k (# designs), T (total simulation budget), and n 0 (initial sample size for each design).
• Step 1. Estimate i and C ij , based on n 0 replications of each design.
• Step 2. Use estimates of i and C ij as input, and then determine new N i by applying the solution scheme described in Figure 3 .
• Step 3. Perform N i − n 0 + additional replications of design i, i = 1 k.
• Return design with largest (overall) sample mean. Practical implementation involves a choice of n 0 . A smaller n 0 provides added flexibility for better allocation of the remaining computing budget, but if n 0 is too small, the estimates of the mean and the variance may be very poor, resulting in a suboptimal allocation. A large value of n 0 may waste computation time in simulating non-critical designs. Chen et al. (2005) recommend a value between 10 and 20, but clearly this can be problem-dependent.
Numerical Examples
In this section, we consider several numerical examples in order to investigate the performance of the proposed CBA algorithm. We compare the probability of correct selection (PCS) for three allocations: "CBA" will denote the allocation obtained using the CBA algorithm; "IBA" will denote the independent budget allocation (IBA) calculated using the CBA algorithm under zero correlation (C ij = 0 for all i, j); "EBA" will denote equal budget allocation, i.e., N 1 = N 2 = · · · = N k = T /k. For each example, the PCS is estimated using 100,000 independent "macro" replications of each budget allocation. The estimated standard errors are under 10 −3 , so the estimates are approximately accurate to three decimal places. Knowledge of which is the true best design is used only to estimate the PCS after carrying out a particular allocation prescribed by an algorithm, not in the allocation procedures (IBA or CBA) themselves. In all cases, k = 10, T = 500, and n 0 = 10 for each design (100 initial samples total), leaving 400 samples to be allocated in the second stage of the IBA and CBA algorithms. To test the sensitivity with respect to the initial allocation, the experiments were also run with n 0 = 20, and this yielded slightly higher PCS results for both IBA and CBA (results are not reported here). We also increased T iteratively for EBA in order to estimate the total sampling budget required to achieve the same level of PCS as CBA. 
Example 1. Equal Variance
The first example we test is adopted from Example 1 in :J im ∼ N 10−i 6 2 , i = 1 2 10, so the best design is the first. We consider correlations = 0.0, 0.2, 0.5, and 0.9. The estimates of PCS for each procedure are given in Table 1 . The "efficiency gain" in parentheses represents the savings in total computing budget by using CBA over using EBA to achieve the same level of PCS. For example, the entry 44% in the first row of Table 1 is calculated as follows: for EBA, it would take T = 720 to obtain the CBAachieved PCS level of 0.830, representing a percentage difference of 220/500 × 100% in efficiency.
In all three procedures, we see that positive correlation improves simulation efficiency, i.e., the higher the correlation the higher level of PCS achieved, using the same total computing budget. In all cases, CBA performs the best, providing a savings of about 50% in the total computational budget over EBA to achieve the same level of PCS at all but the highest positive correlation, where the allocations nearly coincide.
Example 2. Unequal Variances
We next compare normally distributed designs with the following means and variances randomly (and independently) generated from U 0 10 and U 24 48 distributions, respectively: In this example, design 7 is the best. Similar to Example 1, Table 2 indicates that positive correlation improves simulation efficiency and that CBA outperforms both EBA and IBA, though to a lesser degree. Example 3. Single-Server Queueing System The last example is a simple queueing system: a firstcome, first-served, single-server queue with renewal arrival process and i.i.d. service times. The ten designs correspond to U /U /1 queues with interarrival times U 4 14 and service times U 1 15 5 + 0 5i , i = 1 10. The proxy for design performance ( i ) is the expected negative (to make it a maximization problem) average system time over the first 15 served customers. Design 1 is the best, since it has smallest mean service time, hence the largest expected negative average system time.
We consider two cases: one with independent sampling and one with correlated sampling. In the correlated-sampling case, each design shares the same arrival process, but the service times across designs are independent. This approximates correlation levels of larger problems such as the design and control of complex queueing networks, where it is usually possible to synchronize external arrival processes in the simulation. Based on some rough estimation analysis, this leads to a correlation of around 12% to 20% for the metric of interest. In the case of independent sampling, both interarrival times and service times across designs are independent. The mean average system time varies from 14 to 28 over the ten designs, while the variances vary from 33 to 120.
The estimated PCS values are provided in Table 3 . Again, correlated sampling leads to improvement in simulation efficiency, and the CBA allocation is most efficient. The relative performance is roughly along the lines to that of the = 0 and = 0 2 cases in the previous two examples, although the reduction in computational burden is even more significant.
The last column in Table 3 considers the sequential version of CBA, denoted by "seqCBA" and described below. The seqCBA algorithm starts with n 0 = 10 samples for each design as before (n 0 = 20 was also tested, and in contrast to the two-stage algorithm, the large initial sample size actually leads to a slight degradation in the estimated PCS), but then instead of allocating all of the 400 remaining samples at once, it sequentially adds an incremental computing budget ( = 20 is used here) in each iteration until the total computing budget T is exhausted. Clearly, the twostage procedure is a special case with = T − n 0 k. The numerical results indicate that the sequential version further improves the efficiency substantially, as now EBA requires more than triple the budget as seqCBA for the same PCS level. Analysis of this sequential dynamic sampling is beyond the scope of this paper, but more discussion can be found in Chen et al. (2004) .
Sequential Correlated Budget Allocation (seqCBA) Algorithm • Inputs: k (# designs), T (total simulation budget), n 0 (initial sample size for each design), and (total incremental allocation at each iteration).
• Step 0 (Initialization). Let N i = n 0 ∀ i; T = n 0 k (total budget used so far). Perform N i replications for each design i, i = 1 k.
• Step 1. Estimate i and C ij , based on N i replications.
•
Step 2. T ← T + min T − T . Use estimates of i and C ij as input, and then determine new N i by applying the solution scheme described in Figure 3.
• Step 3. Perform N i − N old i + additional replications of design i, i = 1 k.
• Repeat Steps 1, 2, and 3 until T = T (computing budget exhausted).
• Return design with largest (overall) sample mean.
Concluding Remarks
Clearly, correlation in the context of sampling when trying to compare performance between competing designs can lead to substantially reduced computational costs. Our work attempts to realize the benefits of such induced correlation by considering the computational budget allocation problem for this important case. We are able to derive the exact optimal allocation for the two-design case and characterize when equal allocation is optimal in the presence of positive correlation. Although an exact solution appears to be intractable for the general case, we are able to propose an approximate solution that seems to capture the important features, and we propose an allocation algorithm based on the results. Preliminary numerical results indicate that the algorithm is quite promising, as the most complicated of the three numerical examples, the single-server queueing example, yielded the best computational gains. Furthermore, sequential dynamic sampling yielded even more substantial savings. Simulations on larger systems are of course needed to verify these indications. In addition, one disadvantage of our approach is that a single application ("macro" replication) of the CBA algorithm does not provide an actual estimate of the achieved PCS. So another possible avenue of future research is to pursue the Bayesian framework of and Chick and Inoue (2001a, b) , which produces Bayesian estimates of the PCS.
