Abstract: Statistical methods for automated document indexing are becoming an alternative to the manual assignment of keywords. We argue that the quality of the thesaurus used as a basis for indexing in regard to its ability to adequately cover the contents to be indexed and as a basis for the specific indexing method used is of crucial importance in automatic indexing. We present an interactive tool for thesaurus evaluation that is based on a combination of statistical measures and appropriate visualisation techniques that supports the detection of potential problems in a thesaurus. We describe the methods used and show that the tool supports the detection and correction of errors, leading to a better indexing result.
Motivation
Advanced methods for retrieving documents based on their contents are becoming more and more important in many application areas. Today, information about virtually any topic is accessible in digital form through digital libraries -many of which are accessible over the web. It is common knowledge in the digital library community that semantic annotations of documents in terms of keywords from controlled vocabularies and thesauri are the key to successful search because they leverage the problems of standard information retrieval methods.
In particular, they solve the problem of synonyms by explicitly representing information about synonymous terms and relating them to a preferred term that is used to describe the content of a document. Thesauri also allow the disambiguation of homonyms by expressing the homonymous concepts through different and expanded thesaurus entries.
The benefits of using a thesaurus for annotating documents comes at the price of the effort needed Copyright © 2008 Inderscience Enterprises Ltd.
for annotating large document sets. Traditionally, this annotation is done manually by specialists that read the abstract of a document and decide which of the preferred terms in a thesaurus best describe its content. With the continually increasing amount of documents, manual annotation in a timely fashion is not feasible any more. Therefore, techniques for automatically annotating documents with terms from a thesaurus have received significant attention recently (cf. Clifford Gay and Aronson, 2005; Stuckenschmidt et al., 2004; Ferber, 1997) . Figure 1 presents the architecture of a typical thesaurusbased semantic search system. Such a system consists of two parts. The first one implements the actual search and retrieval functionality that takes a user query as input, compares it to document annotations and computes a ranked set of results. The second part of a semantic search system that is in the focus of our work is concerned with the creation of document annotations. This process relies on three different components
• the document set to be annotated
• the thesaurus that provides index terms
• the indexing method used and its ability to deal with ambiguities in the text. With the increased use of automatic indexing techniques arises a need to assess the quality of their results. We argue that this need is best met by tools that enable a human expert to analyse all of the components of the annotation system mentioned above. While the documents and the thesaurus can directly be assessed, the indexing method is best evaluated based on its results in regard to the index terms chosen. With this approach, we want to keep the human expert in the loop of an automatic annotation system and use the expert knowledge in the most efficient way to ensure the quality of the whole information retrieval system. In this paper, we present an approach for interactively assessing thesaurus-based annotation systems. Our method combines the application of statistics mostly related to the notion of information content of terms in the thesaurus and a visualisation of the results of the statistical analysis in a way that helps the user to identify and further investigate potential problems in a thesaurus. We describe the method and evaluate it in experiments with a well-known thesaurus and document set. In particular, we take the following steps:
• We present a real world annotation problem from the medical area as a basis for our investigation (Section 2).
• We describe the information theoretic measures that we developed for thesaurus assessment and show the treemap visualisation that is a central aspect of our analysis approach (Section 3).
• We present the application of our approach to the annotation problem introduced in Section 2, give examples of interesting observations facilitated by the method and highlight critical problems (Section 4).
• We present an evaluation approach based on the precision and recall of the annotating system with respect to the manually selected keywords and show that fixing the problems identified using our method actually improves the annotation results (Section 5).
• We conclude with a discussion of open questions and future research (Section 6).
An example problem
Before we discuss details of our method for assessing indexing results, we first introduce an example indexing problem in order to clarify the challenge addressed in our work.
Data and indexing method
We chose an annotation problem from the medical domain as a basis for our investigations. In particular, we look at the task of indexing abstracts from the Medline Digital Library. 2 with terms from the Medical Subject Headings (MeSH) thesaurus.
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For our experiments, we used a document set containing 7376 randomly selected Medline abstracts. Only abstracts that are already annotated with keywords from the MeSH thesaurus by domain experts were used. These manually assigned keywords provide us with a reference for assessing the quality of automatic index results.
We indexed these documents automatically using the Collexis Engine, a state-of-the-art integrated system for concept-based document indexing and retrieval provided by the German company SyynX.
4 The engine has already been applied successfully in the medical area and therefore provides an adequate basis for our investigations. Figure 2 shows an example of a medline abstract. As we can see, there are significant differences between the index terms chosen by the human annotator and the terms selected automatically by the Collexis system. This observation is supported by the results of the evaluation discussed later. The basic question we are addressing now is whether the structure and contents of the thesaurus is responsible for the mismatch and whether modifications of the thesaurus can reduce the differences to the manual annotation.
To avoid ambiguity, in this paper we will use keyword for index terms chosen by human annotators and concept for the ones found by the automatic indexing system.
The MeSH thesaurus
In the experiments, we used the MeSH thesaurus, a well established thesaurus from the medical domain that is Figure 2 Example of a document abstract used for annotation extensively used to annotate large collections of medical documents. In the following, we describe the thesaurus in more detail to provide the necessary background information for the analysis in Section 4.
The MeSH thesaurus 5 is produced by the National Library of Medicine (NLM) and continuously updated since 1960. It is used for cataloging the various documents and related media and as an index to search these documents in a database and is part of the metathesaurus of the Unified Medical Language System (UMLS). This thesaurus originates from keyword lists of the Index Medicus, a comprehensive directory of medical documents, nowadays known as Medline. Medline still uses the MeSH headings as descriptors for the documents. The thesaurus, as well as the Medline database are available online. The MeSH thesaurus is a polyhierarchic thesaurus.
It consists of the three parts
• MeSH tree structures
• MeSH annotated alphabetic list
The tree structures contains various subtrees of descriptors. On top, there are 16 categories, where each of is further divided into subcategories. A subcategory contains a hierarchic subtree from most general to most specific concepts (descriptors) in up to eleven hierarchical levels. These subtrees are not an exhaustive classification of the subject matter, but contain only those terms that have been selected for inclusion, representing a compromise among the needs of various disciplines and users.
Each MeSH descriptor appears in at least one place in the trees, and may appear in as many additional places as may be appropriate.
In our experiments, we used the MeSH 2006 thesaurus with 31,956 concepts and about 170,000 terms. The language of the MeSH thesaurus is English.
For each appearance of a descriptor, a number is assigned, like in Figure 3 . These numbers are used to locate the descriptors in each tree and to alphabetise those at a given tree level and have no intrinsic significance; e.g., the fact that D12.776.641 and D12.644.641 both have the three digit group 641 does not imply any common characteristic. The numbers are subject to change when new descriptors are added or the hierarchical arrangement is revised to reflect vocabulary changes. Table 2 shows an example of a MeSH Descriptor. The MeSH Heading is followed by several tree numbers denoting the multiple positions in the different subtrees of the MeSH thesaurus. A free scope note is used to describe the heading to the user. The different synonyms for the heading are described by the entry terms. One can use qualifiers to narrow the heading in a search application. And at last there is a unique ID for each heading. 
Thesaurus analysis and visualisation
As motivated in the introduction, we believe that the quality of automatic indexing can be improved by a critical review of the thesaurus. This review consists of two basic steps: the detection of parts of the thesaurus that show an unexpected behaviour and a detailed inspection of such parts resulting in a decision whether this particular part has to be revised to better support the indexing process. Literature on thesaurus creation and maintenance mentions a number of tasks that might be necessary including the following taken from Burkart (2004) :
• adaptation of the thesaurus to changes in the vocabulary of the domain of interest by means of adding of new terms
• deletion and/or merging of rarely used terms
• splitting, extension or restriction of extensively used terms
• review of the thesaurus structure to avoid extensive subclassing.
We chose to add another aspect to these traditional ones that deals with automatic indexing:
• identification of problematic concepts for the indexing software, i.e., concepts that are erroneous assigned or missing.
Our analysis cannot help a human expert with the first task, but it can support the remaining four tasks.
In order to enable a domain expert to carry out these actions, we analyse the thesaurus and detect unbalanced hierarchy structures as well as terms that are more often or less often used in indexing than we would expect. We support this step using a statistical measure that is discussed in this section. Beside this, we also implemented a thesaurus evaluation tools that supports the identification of problematic concepts using a visualisation that makes it easy for the user to spot potential problems. In the following, we introduce the measure implemented in our tool as well as the visualisation techniques used.
Statistical analysis
The decision whether a term is used more often for indexing as expected depends on our expectation about the frequency it should occur. This in turn depends on the level in the thesaurus hierarchy it is situated. Generally, more common concepts should have a higher frequency than special concepts. To take this into account, we do not operate on the frequency directly, instead we propose the difference of Information Contents as a distance measure (referred to as IC Difference Analysis):
where IC a (c) = − log P a (c) is the information content of a concept c with respect to the automatically annotated document set, as proposed by Resnik (1995) . P a (c) is determined by the frequency of documents that are annotated with concept c. The idea of an Intrinsic Information Content (IIC), i.e., an information content that is determined only by means of the thesaurus structure itself, was introduced by Seco et al. (2004) .
The IIC of a concept c denoted as IIC(c) is defined as
with hypo(c) as the number of hyponyms (i.e., child nodes) of a given concept c and max as the number of concepts in the whole thesaurus.
We use the IIC as reference and compare it to the Information Content based on the concept frequency in the document base.
Equation (1) is related to the Kullback-Leibler Divergence used in information theory. It is defined as
and is a measure of the differences between two probability distributions p and q. The Kullback-Leibler Divergence can be used to get an overall measure of the thesaurus suitability, instead of evaluating a single concept. It is used in this way to evaluate ontologies, examples can be found at Daemi (2004a, 2004b) . The IC Difference Analysis is not limited to equation (1) . In this paper, we use another two variants that depend on the existence of manually selected keywords:
First of all, equation (1) can be applied to the manually selected keywords as well. In this case, the Information Content is based on the frequency of documents that are manually annotated with the given keyword:
If we replace the IIC and use the manual selected keywords as reference, we get a very interesting analysis that directly shows the difference of the automatic annotations to the manually selected ones:
This measure shows deviations between manually and automatically assigned keyword and therefore directly points to potential problems in the automatic indexing process.
In principle the measures in equations (1), (4) and (5) are used for the same purpose: to detect deviations between the actual and the expected information content of a concept. Based on the information available (thesaurus structure, manual annotations, automatic annotations) and the target of the evaluation (manual or automatic annotations) the different measures can be used for this purpose.
Interactive visualisation
A major challenge in supporting thesaurus maintenance is to provide adequate tool support that guide the user to potential problems in a thesaurus based on the measures described above. In particular we have to find a way to provide the user with a view on the thesaurus that encodes the overall structure of the thesaurus or selected parts of it and the evaluation results for the different concepts in the thesaurus. Ben Shneiderman tried to get an overview of disc usage of a particular hard drive and needed a compact representation of its directory structure, showing additional information like file size and file type in one view. He invented the treemap algorithm in the early 1990s, published in Shneiderman (1992) :
According to Shneiderman, treemaps are a representation designed for human visualisation of complex traditional tree structures: arbitrary trees are shown with a 2-d space-filling representation. Consider a tree with weight or size information attached to each node and a 2-d space with corners (x 1 , y 1 ) and (x 2 , y 2 ). For each child of the root node, a partition of the space along the x-axis is calculated. For the first partition, this reads as
with |c 1 | as the size of child node 1 and |r 1 | as the size of the root node. For the next level, the corresponding partition is partitioned again along the y-axis, then again on the x-axis and so on. Shneiderman called this approach the 'slice-and-dice' algorithm. Since then, a lot of different implementations and optimisations were made by several people. One such optimisation are so-called squarified treemaps, which try to avoid the long and thin rectangles resulting from small nodes. More sophisticated approaches are presented in Shneiderman and Wattenberg (2001) and Bederson et al. (2002) . Marc Smith and Andrew Fiore used the treemap algorithm to visualise the Usenet newsgroups Smith and Fiore (2001) . Their treemap component is used in our evaluation tool. With a treemap, two additional aspects can be displayed beside the thesaurus structure. One is represented by the size of the partitions, the other by its colour.
6 Figure 4 shows the treemap of the MeSH thesaurus, where each area represents a concept in the thesaurus.
The hierarchy is visualised through the nesting of areas. The colour of the different areas is used to represent the result of the different measures introduced above. In Figure 4 the colour corresponds to the IIC of a concept. While the colour of concepts that are low in the hierarchy and therefore have a intrinsic high information content lean towards a red colour whereas concepts with a low IIC lean towards blue. The use of this representation and in particular the colour coding for representing different measures is discussed in the following section.
The treemap visualisation requires some time for the user to get familiar with. A major drawback of treemaps is the possibility for the user to lose the orientation in the hierarchy as the visualisation can not provide information about the environment of the currently selected top concept. To deal with this problem, our prototype ( Figure 5 ) combines a hierarchical common treeview with the treemap visualisation. This allows interactive navigation through the thesaurus hierarchy without losing the orientation.
The tool implements the difference measure mentioned above as well as a number of additional measures including the frequency of terms and some statistical measures on deviation and variance of Information Content. By double-clicking on the treemap or by selecting a concept in the treeview, the user can zoom into the thesaurus structure. For a selected concept, a lot of information is provided:
• the synonymous terms associated with this concept
• the number of child concepts
• the information content of this concept based on automatic and manual annotations • the IIC based on its position in the thesaurus hierarchy
• term frequency in the whole document base
• document frequency based on automatic and manual annotations
• lists of all documents that are annotated with this concept (automatic and manual). 
Real-world applications
On its own, the treemap visualisation provides an overview of the thesaurus structure only. When combined with the analytical measures, a powerful means to assess the result of an annotation process emerges. Its strength is that there is no need to have two sets of annotations for an analysis. The IIC of the thesaurus nodes can be used as a reference instead.
In the following subsections we will describe the use of our analysis tool to tackle three distinct tasks that are representative for assessing indexing results. We will illustrate these workflows with examples from an actual analysis performed on the document base described in Section 2.1.
The involved analyses of Section 3.1 and their correspondence to the described tasks are visualised in Figure 7 . In our scenario, we can use three data sources:
• the thesaurus tree itself
• the manually assigned annotations, if available
• the automatically assigned annotations.
For each concept in the thesaurus, we calculate the different information contents: IIC, IC m and IC a .
Depending on the task, we choose either IC m or IC a as value of interest and compare it to a reference value, which can be either IIC or IC m .
Analysing manual annotations
Currently, thesauri are primary designed and used for manual annotation of documents. So there are many bibliographic databases or document sets that have been meticulously annotated by domain experts. Analysing such an annotated document base with the tool presented in this paper can help finding problems with the thesaurus structure and its keywords.
Here, the information content of the keywords is compared to their intrinsic one as described in equation (4). The IIC implicates that the thesaurus is hierarchically structured with child nodes being more specialised and parent nodes being more general and that a keyword should occur less often in the document base, the more specialised it is.
The result of the comparison is used to colourise the respective nodes in the treemap visualisation. Blue is used for positive numbers, red for negative ones while the colour intensity correlates with the absolute difference. Blue tiles thus represent keywords that have been used more than their place in the thesaurus hierarchy would indicate and red tiles those that have been used less. Both cases could be a cause for concern, as the thesaurus is not only used for annotation, but to facilitate searching the document base using its keywords. Usually, the query is refined by specialising and generalising its keywords, until a satisfactory result set is achieved. For queries containing 'blue' keywords, whose corresponding thesaurus node have no children, the result set cannot be minimised in this way. The opposite holds true for 'red' keywords whose nodes have no parents. Figure 8 shows the result of this analysis for the example document base. On first glance, the node representing the keyword Angiosperms with its subconcepts is visibly different. While such a structure could indicate a problem with the thesaurus, in this case, it reflects the fact that "the angiosperms, or flowering plants, are one of the major groups of extant seed plants and arguably the most diverse major extant plant group on the planet, with at least 260,000 living species classified in 453 families" While the structural irregularity of the thesaurus correctly reflects the nature of the domain, the deep red colour indicates that the individual keywords are used very infrequently.
Our next example is right next to the previous one: The node representing the keyword Chordata (a group of animals including the vertebrates and some closely related invertebrates). Its dark blue colour is a result of keywords which show an unexpected high frequency in the document base. Figure 9 zoomes into its child node Mammals. The keyword with the lowest information content is Humans, which is not very surprising as most Medline papers are concerned with the treatment of human patients. Others are Mice and Rats, which gives us an direct insight on the favourite subjects of animal testing for drug discovery. All these keywords are among 'check tags' in the Medline database that are explicitely reviewed for every paper and so have a much higher occurance in our sample document base.
The examples in this sections show that our tool is able to pinpoint problematic keywords for a given thesaurus and document base. As the developers of search applications have to take both the structural characteristics of the thesaurus and the annotation conventions of the document set into account, the IC m − IIC analysis should be of some value when designing the search interface.
Analysing automatic annotations
When new document sets need to be annotated using existing thesauri, automatic processes are increasingly considered. Analysing an automatically annotated document set with the tool presented in this paper can help finding keywords that unsettle the indexer.
Here, the information content of the concepts is compared to their intrinsic one as described in equation (1) . The result is again used to colourise the treemap visualisation in the way described in the previous subsection. Structural irregularities can still be spotted, and deeply tinted tiles represent possibly problematic concepts. But the root of the problem can now be either the thesaurus itself, the indexer or a combination of both. Typical problems include:
Context dependence. Concepts are sometimes homonyms of commonly used terms in a text. This preferably happens in highly specialised domains where special terminology is used. In this case there are two options. Either, advanced mechanisms for context detection can be used or in cases where these methods are too expensive, the corresponding term can be deleted from the thesaurus to avoid false annotations. This kind of problem normally causes a relatively low information content with respect to the automatic annotations.
Missing definitions. Sometimes, concepts are not detected in documents because a certain synonym used in the text is not included in the thesaurus. In this case, the definition of the concept has to be refined adding the corresponding synonyms. This problem normally causes a relatively high information content with respect to the automatic annotations.
Normalisation errors. In cases where rather simple linguistic tools are used for preprocessing the meaning of terms can be lost as ambiguity is introduced in the normalisation step. In this case we either have to use more advanced preprocessing methods that are capable of eliminating the ambiguity introduced for instance by first detecting noun phrases and only using them as a basis for indexing. As above, if this approach is too expensive, we can also eliminate the corresponding terms from the thesaurus to avoid wrong annotations. This kind of problem normally causes a relatively low information content with respect to the automatic annotations.
Indexing preferences. Human annotators sometimes show certain preferences in selecting index terms that cannot be reproduced in an automatic indexing process. A typical example is the use of check-tags, predefined lists of index terms that can more easily be assigned by selecting a check-box. These terms will be over-represented in manual annotations. These terms should be treated separately in the indexing process and special strategies need to be developed for this purpose. This problem normally causes a relatively high information content with respect to manual annotations. Figure 10 shows the result of this analysis for the example document base. The tile representing the concept Chordata is standing out deep blue. Figure 11 zooms into the Mammals concept for further analysis. We see several blue areas and two dark blue concepts. One of them are the Equidae, also known as horse-like animals. The result shows a by far too low information content for this concept, thus it has a very high frequency in the Figure 10 MeSH IC Difference Analysis (ICa − IIC) on automatically selected concepts (see online version for colours) document base. As the document base is not dedicated to horse diseases, this indicates a problem.
In the MeSH Thesaurus, we find the following terms for the concept Equidae: Asses, Donkeys, Mules, Zebras, Ass, Equus asinus (the horses itself are contained in a subconcept of Equidae). The problem lies in the term Ass, as the language normaliser used by the indexer interpreted every occurrence of the word as as the singular form of Ass.
Another deep blue tile can be found within the tile representing the node Biological Sciences (Figure 12 ): Attention. In this case, the problem is not as obvious as in the case of Equidae. The concept Attention refers to the highly specific meaning of Attention in the field of psychology. The indexer falsely attributes any appearance of the word in its general meaning to this concept.
These examples illustrate some of the problems that can arise in the course of automatic indexing and it also shows that our method is an adequate means to identify them.
Comparing automatic to manual annotations
When developing automatic indexing processes, usually a document set already annotated by a human expert is used, so that the two indexing results can be compared. While one of the key points of our tool is that this is not strictly necessary, a direct comparison of selected keywords and found concepts is of course possible.
In this case, the analysis described in equation (5) directly compares the two information contents of a thesaurus node and uses the same colouring conventions Figure 11 MeSH ICa − IIC analysis of the node representing Mammals (see online version for colours) as the analyses before. Deeply tinted tiles still indicate problematic concepts, but in this analysis, the only reason can be errors in the automatic indexer.
As less tiles are coloured than in the analyses before, finding concepts that require a second look is much easier. Plant Extracts. It is used more often by manual annotators, probably because of lacking synonyms, as the preferred term 'Plant Extract' is rather abstract and not used very often in document abstracts. Compared to the analysis with IIC as reference (Figure 13(b) ), the concept is more visible and sticks out of its vicinity. 
Evaluation of the automatic indexing
As mentioned in the introduction, the goal of our method is to improve the quality of automatic indexing results by supporting human experts in the process of tuning the annotation system to the given task. In this section, we show that our method meets this goal. We use the annotation task described in Section 2 as a basis and provide a quantitative evaluation of the annotations as well as the improvements achieved based on an assessment of the annotation result.
The general idea for the evaluation is a comparison of the automatically attributed concepts with a gold standard of keywords that have been manually selected by human experts. We expect, that the indexing process finds at least the same keywords as selected by humans, if the keyword appears in the abstract. Additional concepts should be found due to the fact, that every concept appearing in the abstract is found. So we generally expect a higher recall than precision.
Beside the traditional precision and recall (with a binary decision, if a concept is regarded as a hit for a given keyword), we also perform a generalised precision and recall evaluation, which is presented in the next section.
Generalised precision and recall
It has been widely acknowledged that traditional definitions of precision and recall have serious limitations with respect to measuring the overlap between terms from structured vocabularies like thesauri. Different researchers have proposed alternative measures, often referred to as generalised precision and recall that do not only take the overlap between concepts into account but also consider the semantic distance between concepts that are not in the common term set (Hahn and Schnattinger, 1998; Kekalainen and Jarvelin, 2002; Maynard, 2005; Maynard et al., 2006) . The most recent proposal for generalising precision and recall has been made by Euzenat (2007) , who defines generalised precision and recall in the following way:
Here A is the automatically created annotation, R is a reference annotation, in our case the manually created one and ω is a function that measures the overlap between A and R. There are many options for choosing ω. In the context of comparing annotations from a thesaurus it makes sense to base the definition on notions of semantic similarity between concepts. There are a number of approaches for semantic similarity measures including purely structural measures proposed by Leacock and Chodorow (1998) and Wu and Palmer (1994) as well as measures that are based on information theoretical concepts proposed by Resnik (1995) , Lin (1998) and Jiang and Conrath (1997) . A measure that tries to combine the two is proposed by Seco et al. (2004) by means of the above mentioned IIC. We performed a comparison of these different measures and evaluated their ability to adequately capture the quality of an annotation. Based on this evaluation, we selected the measure of Lin (1998) with IIC as a basis for our experiments.
According to this measure, the similarity of two terms is computed as follows:
LCS denotes the first common term reached when moving from c 1 and c 2 upwards in the hierarchy. This leads us to the following definition of precision and recall with respect to a single document:
where A d refers to the set of automatically created annotations for document d, R d and to the set of manually 
Results
We improved the MeSH thesaurus for automatic indexing by identifying problematic concepts that are not suitable for our annotation system. As shown in the examples in Section 4, these are especially concepts with ambiguous meanings and concepts that are problematic for the involved normaliser. For the identification of these concepts, one person (familiar with our prototype, but no domain expert) needed about one hour. The result was a list of 18 concepts, containing for example the publication types (as they are not used for content description by the human annotators), the World Health Organisation (WHO, falsely annotated for the occurrence of 'who') and several psychological concepts like Attention, Inhibition, Identification, Set, Role and Aptitude (common terms as synonyms that are ambiguous with respect to the context). Binary precision and recall. The binary precision and recall analysis shows that the recall remains nearly unchanged by our improvements, as expected. On the other side, the precision is increased by about 2% points, which is an improvement of 10.2%. Figure 14 provides a more detailed view of the results in terms of the precision and recall of individual documents in the set.
Generalised precision and recall. The results of the evaluation with generalised precision and recall are presented by Table 4 and Figure 15 . The precision is increased by 2.4% points (or 5.7%). On the other hand, the recall is decreased by 1.6% points (or 2.7%). The generalised precision and recall approach always produces higher values for Precision and Recall than the traditional one. This is one reason for the smaller relative improvement. But especially the significantly decreased recall indicates that the chosen similarity measure might be too tolerant. We only marked concepts that were only rarely used for manual annotations if at all. This means that the erroneous annotations in the original set contributed positively to the recall measure and thus the improvements led to a decrease. This shows that the similarity measure has to be chosen very carefully. This remains a very complex task and should be an object of future research.
Discussion and conclusions
In this paper we present a method for analysing the suitability of a thesaurus with respect to providing the basis for automatically indexing a given document set. We illustrated the methods based on results of an automatic indexing experiments including thesauri and documents from two different domains. We showed that based on a suitable visualisation of some statistical measures for the suitability of a thesaurus it is easy to identify potentially problematic parts of a thesaurus and that a manual inspection of these problematic parts often reveals problems that appeared in the indexing process. We demonstrated some examples that show how a human expert can use our approach to supervise an automatic annotating system and thus keeps track of the overall quality of the information retrieval system. We also presented results of initial experiments in improving annotations based on the result of the analysis in which fixing some problematic concepts leads to a significantly increased precision of the annotation.
We conclude that interactive thesaurus assessment is a suitable mean to improve the results of automatic document annotation. Especially for relatively small document sets identifying indexing errors can have a significant impact on the quality of the annotation. Apart from this general observation, there are a number of issues that need further investigation. One open question is the impact the choice of a particular distance measure as the basis for generalised precision and recall has on the results of our analysis. In our experiments we revealed a substantial weakness of the generalised precision and recall approach. Nevertheless, we believe that this approach is necessary to adequately compare sets of annotations. Probably, a more restrictive similarity measure has to be chosen to avoid improvements of the results by accident. Another important observation was that many of the problems found by our method can actually be seen as problems of the indexing algorithm rather than problems of the thesaurus. In our improvements, we marked concepts that were not suitable for our annotation system. We propose this as a general way to improve existing thesauri for automatic annotation systems. For example, it could be noted that a given concept should only be used if the indexer can perform a correct noun phrase detection or context disambiguation and that some terms should only be considered, if a sophisticated disambiguation step is involved.
There are several directions for future work that are implied by this research. The major direction of research are methods for improving annotation results based on the results of the analysis. So far, we have only considered the improvement of over-represented concepts in order to improve the precision of annotations. In order to improve recall, we need to identify terms that are under-represented in the annotations and find out why this is the case. A possible problem is the lack of proper synonyms. Finding such missing synonyms is a possible way to improve recall that will be investigated in the future.
Please refer to http://www.kaiec.org for high resolution media of all figures used in this paper, as well as an animated presentation of the interactive tool.
