ABSTRACT In this paper, the transient simulation of semiconductor devices using a deterministic Boltzmann equation solver is presented. Transient simulation capability is implemented in a deterministic Boltzmann equation solver for the 3-D momentum space based on the spherical harmonics expansion. The numerical simulation results with implicit time marching methods demonstrate that the transient simulation using a deterministic Boltzmann equation solver can be performed. The impact of the quasi-static approximation for the current density, which is widely adopted in the momentum-based equations, is tested for various devices such as homogeneous samples, an N + NN + structure and an MOSFET.
I. INTRODUCTION
Deterministic Bolzmann equation solvers [1] - [7] , which solve the semiclassical Boltzmann transport equation for carrier transport in a deterministic manner without relying on the Monte Carlo method, recently have gained popularity in the modeling and simulation society. Among various variations of these solvers, for three-dimensional electron gases, the spherical harmonics expansion method is frequently used.
Starting from the steady-state simulation using the Gummel iteration method [1] , the full Newton-Raphson method has been introduced [5] , [7] . Introduction of the full Newton-Raphson method enables small-signal and noise analyses [5] , [7] . An electrothermal simulation [8] can be easily performed, since all variables are always evaluated. It can be used as a valuable tool to simulate the hot-carrierrelated problems such as the oxide reliability [9] , [10] . It is expected that deterministic Boltzmann equation solvers will play an increasingly important role in the semiconductor device simulation.
In spite of the recent progress introduced above, a fundamental simulation capability -transient simulation with an implicit time marching scheme -is still lacking [11] . It is in contrast to the Monte Carlo method. The Monte Carlo method is inherently transient, therefore, transient responses of the simulated system can be easily obtained. For example, the transient simulation via full-band Monte Carlo simulations for bipolar transistors, inverters, and ring oscillators can be found in [12] and [13] . However, in the deterministic Boltzmann equation solvers, additional effort for the transient simulation is required, because the time derivative term should be separately implemented.
Although some reports on transient simulation results can be found in [14] and [15] , those works adopt the explicit time marching scheme, which is very different from the implicit time marching scheme used in the conventional device simulators. Since the maximum time step for the explicit time marching technique is restricted due to the stability issue, it can be applied only to the very short time duration. Therefore, transient simulation capability using an implicit time marching technique is desirable for practical purposes.
One application area of particular interest is the simulation of plasma modes in the gated electron gas [16] . Recently, the plasma instability has been simulated by solving the balance equations numerically [17] . In [18] , it is reported that the higher-order transport model (for example, the Boltzmann transport equation) is more desirable. Therefore, it is very interesting to check whether the plasma effects can be obtained by solving the Boltzmann transport equation directly.
In this work, transient simulation results using the deterministic Boltzmann equation solver are reported.
The transient Boltzmann equation solver is applied to the simulation of the plasma effects. The organization of the paper is as follows. In Section II, our simulation framework is briefly introduced. In Section III, numerical results for homogeneous samples and an N + NN + structure are presented. In Section IV, the plasma effects in a MOSFET are tested. Our conclusions are presented in Section V.
II. SIMULATION FRAMEWORK
A. STABILIZATION SCHEME A deterministic Boltzmann equation solver based on the spherical harmonics expansion for the three-dimensional momentum space has been newly implemented into our in-house device simulation framework, G-Device [17] . Three non-parabolic valleys in the conduction band of silicon are considered. The phonon scattering mechanisms and their parameters are taken from [6] . The isotropic-elastic approximation for the impurity scattering is adopted with the Brooks-Herring model. Injection boundary conditions [5] , [6] are used for ohmic contacts. Band gap narrowing and the Pauli principle are not considered.
In the spherical harmonics expansion, the distribution function is expanded up to a predefined maximum order, l max . When l max is too low, considerable errors can be obtained. For example, it has been demonstrated that the firstorder expansion is not sufficient for small devices [3] , [19] . Since an appropriate value of l max depends on the device structure and the bias point, it is important to check the convergence of the simulated quantities carefully [20] . In this work, the convergence of the simulated quantities (such as terminal currents and voltages) is verified by simulations with various l max values.
The strong electric field inside the device enforces introduction of a special stabilization scheme, such as the H-transformation [1] or the maximum entropy dissipation scheme [3] , [21] . In particular, by virtue of its construction, the H-transformation requires interpolation of the previous solution variables under the present band profile, which inevitably results in interpolation errors. Therefore, the transient simulation capability that is compatible with the H-transformation is not currently available. In this work, following the suggestion in [11] , the kinetic-energy-based scheme [3] instead of the H-transformation has been adopted. Developing a new stabilization scheme, which allows the transient simulation while taking advantages of the Htransformation, would be a formidable task. Progress on this issue will be reported elsewhere.
B. TRANSIENT CAPABILITY
With adoption of the kinetic-energy-based stabilization scheme, implementing the transient capability is straightforward.
When the entire Boltzmann equation is projected, the resultant Boltzmann equation reads [5] , [6] 
where l and l represent the index pairs for the spherical harmonics expansion, t is the time, Z l,l is the density-ofstates, f l is the projected distribution function, ε is the kinetic energy, F is the force, A l,l and B l,l are transport parameters [6] , andŜ in l andŜ out l are scattering integrals. Since the discretization of all other terms except for the time derivation has been investigated extensively in previous works, the discretization of the time derivative term,
An implicit time marching scheme is adopted to discretize the time derivative term. In an implicit time marching scheme, the time derivative of Z l,l f l at a time instance t i can be written as
where N is the order of the time-marching scheme and a i,j is a coefficient connecting t i and t i−j . Note that the density-ofstates at given (r, ε) is time-invariant in the kinetic-energybased scheme. It has been found that the first-order method (the backward Euler method) introduces excessively strong over-damping even with a fairly fine time step. Therefore, two secondorder methods are applied. When the periodic input signal is applied, the modified second-order method based on trigonometric functions [22] , [23] , which is efficient for the periodic case, is used. In this scheme, with a constant time step of t, the coefficients are given by
where z = 2π n T and n T is the number of time steps per period. On the other hand, when the input signal is not periodic, following the second-order backward differentiation formula, the coefficients are given by
III. NUMERICAL RESULTS
In this section, electrical properties of homogeneous samples and an N + NN + structure are simulated by using the transient Boltzmann transport equation solver. For some cases, the results of the drift-diffusion (DD) model are also shown for comparison. The standard DD model neglects the time VOLUME 6, 2018 157 derivative of the current density, ∂ ∂t J n [24] . The current density is given by
where q is the absolute elementary charge, μ n is the electron mobility, n is the electron density, E is the electric field, and D n is the diffusivity. In this work, the standard DD model is denoted as the "QSJ" (quasi-static current density) DD model. It is noted that the QSJ DD model still considers the time derivative of the electron density by solving the continuity equation. On the other hand, the DD model which does not neglect ∂ ∂t J n [23] is called the "full" DD model. The equation for the current density reads
where τ is the momentum relaxation time.
Throughout this work, a uniform energy spacing of 10 meV is adopted. This value is found to be small enough from our numerical experience.
A. HOMOGENEOUS SAMPLES AT EQUILIBRIUM
The donor density is 2×10 17 cm −3 . In the DD model, the mobility (μ n ) of 518 cm 2 V −1 sec −1 and the momentum relaxation time (τ ) of 86 fsec are used. Since the DC bias voltage is zero, the DC electric field inside the sample vanishes. A small excitation voltage is applied across the sample. After the initial transient effect is diminished, the current is recorded. By taking the Fourier coefficients of the current, the admittance is calculated.
In this example, an analytic solution for the admittance is readily available by solving the DD model. In conjunction with the equation for the current density, the Poisson equation and the continuity equation should be solved. At equilibrium, the linearized equations at the angular frequency ω are given by
where is the permittivity, x is the position, δφ(x) is the AC component of the electrostatic potential, δn(x) is the AC component of the electron density, j is the imaginary unit, δJ n (x) is the AC component of the current density. In the case of the full DD model, all those equations are combined into
where V T is the thermal voltage and the Einstein relation is employed. It is noted that the term ωτ should be neglected in the QSJ DD model. By integrating the total current density (which is a sum of δJ n and the displacement current density) over the sample, the AC current, δI, is readily obtained as
where A is the device area (1.0 μm 2 in this example) and δV is the AC voltage. When the ideal ohmic boundary condition is considered,
only the trivial solution of (11) exists. The admittance is then analytically given as
At high frequencies, the capacitive contribution from the second term dominates. At low frequencies, in the case of the full DD model, the susceptance (the imaginary part of the admittance) may or may not become negative, depending on the sign of τ qμ n n − . The negative susceptance is originated from the time derivative of the current density. For a relatively long sample, a reasonable agreement between the results from the Boltzmann transport equation and (14) is achieved as shown in Fig. 1 . The sample length is 1200 nm. However, for a relatively short sample, the boundary condition has more significant impact on the simulation results. Fig. 2 shows the admittance of a 120-nm-long sample at equilibrium. The result from the Boltzmann transport equation shows that the simple analytic expression with the ideal boundary condition, (14) , fails to predict the admittance even at low frequencies. In order to see the effect of the boundary condition, the admittance is also calculated with the equilibrium distribution applied to ohmic contacts (empty symbols in the figure) . It corresponds to the ideal ohmic boundary 158 VOLUME 6, 2018 condition, (13) . As shown in Fig. 2 , the admittance with the ideal ohmic boundary condition agrees well with (14) . Using the DD model, the reason of discrepancy can be explained as follows. With the recombination velocity of contacts, v rec , more realistic boundary conditions for two contacts are written as
Then, a non-trivial solution, δn, of (11) can be found. Therefore, because of non-vanishing δn(L) − δn(0), the admittance can be significantly deviated from (14) . In Fig. 2 , the full DD results with two different values of v rec are also shown. With a certain value of the recombination velocity (9 × 10 6 cm sec −1 in this example), excellent agreement with the full BTE model is obtained. When the recombination velocity is much lower than the optimal value (for example, 4 × 10 6 cm sec −1 in the figure) , the low-frequency conductance is reduced and the low-frequency susceptance is overestimated. This reveals that not only the correct transport equation but also the correct boundary condition are critically important to gain the correct admittance. The time derivative of the current density is usually neglected in the conventional device simulation. In order to examine the impact of the time derivative term, two different simulation sets are generated. In addition to the simulation with correct implementation of the time derivative term (the "full" BTE model), an approximated implementation (the "QSJ" BTE model) is tried. In the QSJ BTE model, the time derivative term is implemented only for the zeroth-order distribution function, while it is completely ignored for the higher-order distribution functions. The results shown in Fig. 3 show that the approximation yields significant errors in the admittance. Even in terms of the overall magnitude, a significant error is observed at frequencies of around two or three THz.
B. N + NN + STRUCTURE
An N + NN + structure whose length is 120 nm is simulated. The device area is 1.0 μm 2 . The 40-nm-long lowly doped region is surrounded by two highly doped regions. The DC IV curve is shown in Fig. 4(a) . As the maximum order of the spherical harmonics expansion, l max , increases, the anode current is converged. In Fig. 4(b) , the doping profile and the electron velocity at the anode voltage of 0.5 V are shown as functions of the position. The maximum velocity is much larger than the saturation velocity, due to the strong quasi-ballistic transport. Since the anode current is already converged with l max = 5, the transient simulation also has been performed with l max = 5.
Small-signal anode currents of the 120-nm-long structure for the first five periods are shown in Fig. 5 . The DC voltage is 0.5 V and various frequencies are tested. At low frequencies, the conductive components dominate and the phase of the current is very similar to that of the applied voltage. As the frequency increases (for example at 10 THz), the capacitive contribution becomes significant. Such a capacitive contribution exhibits the phase difference of 90 degrees. The small-signal admittance is shown for various excitation frequencies in Fig. 6 . Below a few hundred GHz, the conductance (the real part of the admittance) does not change significantly. Reduction of the conductance at 0.5 V originates from the DC IV characteristics shown in Fig. 4 . Beyond 5 THz, the admittance does not depend on the bias voltage.
Thus far, the small-signal response has been calculated by the transient simulation. However, the transient Boltzmann transport equation solver can be applied to general largesignal cases. The large-signal response is shown in Fig. 7 . The amplitude of the sinusoidal excitation is as large as 0.5 V. The frequency is 3 THz. As shown in the figure, the largesignal excitation with the peak-to-peak amplitude of 1 V can be simulated without numerical problems. This demonstrates the robustness of the deterministic Boltzmann equation solver. The third order harmonic component (9 THz) of the anode current is about 0.8 % of the fundamental one (3 THz). Higher order harmonics are generated by the nonlinearity of the device, which cannot be captured by the small-signal analysis. Also, comparison with the QSJ simulation results reveals the importance of the time derivative term.
Next, the step response of the N + NN + structure is simulated. The anode bias voltage is increased from 0 V to 0.5 V with a smooth waveform of 0.25 − 0.25 cos( π t t ramp ) V, where t ramp is the ramping time. Once after the voltage reaches 0.5 V, it does not change. Various ramping speeds have been tested. The duration of the ramping phase is used to normalize the time variable. For slow ramping rates, the results are similar with the quasi-static result as shown in Fig. 8 . However, for faster ramping rates, the anode current is heavily deviated from the quasi-static result. For cases with large average ramping rates such as 5 V psec −1 , strong overshoot of the anode current is observed. In those cases, the displacement current contributes significantly to the total current as shown in Fig. 8 . Even after the ramping period is finished, the anode current takes a considerable amount of time to be relaxed.
The time evolution of the electron distribution function is plotted in Fig. 9 . The ramping rate is 5 V psec −1 and the elapsed times are t = 0.1 psec (just after the ramping period) and 0.2 psec (0.1 psec elapsed after the ramping period). At t = 0.1 psec, the electron distribution function (its zeroth-order expansion coefficient) is close to that in the equilibrium, because it takes a finite time to heat the electron gas. On the other hand, at t = 0.2 psec, it is clearly shown that high-energy electrons are generated near the anode terminal.
IV. APPLICATION TO PLASMA EFFECTS IN A MOSFET
Using the transient simulation capability, the detector operation of a scaled MOSFET is simulated. It is an ideal tool 160 VOLUME 6, 2018 to estimate the plasma modes in the two-dimensional electron gas. Previous studies on plasma effects in the scaled devices via full-band Monte Carlo simulations can be found in [25] and [26] . A double-gate MOSFET, whose oxide thickness is 1 nm, is considered. The silicon substrate is 10 nm. Only the upper half of the entire structure has been simulated. The doping profile along the channel direction is identical to that of the N + NN + structure shown in the previous section. The gate length is 60 nm and the gate workfunction is 4.5 eV.
The one-dimensional electron transport is considered, while the two-dimensional Poisson equation is solved together [17] . No quantum confinement effect is included in this simulation. Therefore, the finite thickness of the electron gas [27] , [28] is not considered. In order to evaluate the impact of this effect, the multisubband approach [4] , [7] would be required, which is an interesting future research topic. The surface-roughness scattering mechanism is neglected. Only the bulk phonon and impurity scattering mechanisms are considered. The input characteristics at the steady-state condition are shown in Fig. 10 . The threshold voltage is about 0.3 V. It is also confirmed that the simulation with l max = 5 gives reasonably converged values.
The detector operation [29] is simulated. The linear operation mode (so called "cold FET") has been exclusively considered in the simulation. The source terminal is directly connected to the ground and the drain terminal is electrically open. Therefore, no current is allowed at the drain terminal. However, it does not necessarily mean that the drain voltage also vanishes. Actually, when an input signal is applied to the gate terminal, a non-vanishing drain voltage is induced so that the drain current vanishes. The DC component of the induced drain voltage is often used to quantify the detector response [29] .
Once after the steady-state solution is obtained, the input signal, whose voltage amplitude is 1 mV, is applied to the gate terminal. A figure-of-merit, the voltage responsivity, R V , is defined as
where V D is the induced DC drain voltage and P AC is the dissipated AC power of the MOSFET. The amplitude of the AC gate voltage does not change the responsivity because the responsivity is normalized with P AC . It has been also numerically verified by the simulation results with different amplitudes. Since the two-dimensional cross section is simulated, R V has to be divided by the width of the device in the third dimension [23] . As in the previous section, the transient simulation has been performed. After the initial transient effect is diminished, the DC drain voltage is extracted. Two simulation sets (the full BTE and QSJ BTE models) are tested. Only when the time derivative of the distribution function is considered (the full BTE model), the plasma mode is obtained by the simulation. In [23] , it has been shown that even the small-signal admittance obtained by the full model can significantly differ from the one obtained by the QSJ model. The difference of the small-signal response also affects the induced drain voltage. Therefore, the values of R V obtained from the full and QSJ models may differ. The difference between two models is interpreted as an indicator for the impact of the plasma mode. The voltage responsivity is shown as a function of the frequency in Fig. 11 . Two gate bias voltages are tested. The responsivity shows a maximum value near the threshold voltage (0.3 V). At this bias condition, the two models give almost identical results. Therefore, significant impact of the plasma effect cannot be observed. However, above the threshold voltage (1.0 V), the full BTE results slightly deviate from the QSJ ones. Local peaks are observed at certain frequencies only in the full BTE result. Such differences are attributed to the plasma modes in the channel. It is noted that, depending on the frequency, the full BTE results can be larger or smaller than the QSJ results [23] .
It has been found that the voltage responsivity of the 60-nm MOSFET is only slightly affected by the plasma effect. It is expected that the plasma modes in the electron gas will have a larger impact in aggressively scaled devices. Systematic investigation of the detector performance is of great research interest, and will be reported elsewhere.
V. CONCLUSION
In this work, the transient simulation has been performed using a deterministic Boltzmann equation solver. A kineticenergy-based scheme is adopted with sufficiently dense grids. Implicit time marching methods are used.
It has been demonstrated that the transient simulation using a deterministic Boltzmann equation solver is possible. Examples for homogeneous samples, an N + NN + structure, and a MOSFET have been shown. The importance of the boundary condition is also shown. Furthermore, considering the time derivative of the distribution completely (the full BTE model in this work) is mandatory for accurate calculation in high frequencies.
