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Abstract
Graph coloring problems are a central topic of study in the theory of algorithms. We study
the problem of partially coloring partially colorable graphs. For α ≤ 1 and k ∈ Z+, we say that a
graph G = (V, E) is α-partially k-colorable, if there exists a subset S ⊂ V of cardinality |S| ≥
α|V| such that the graph induced on S is k-colorable. Partial k-colorability is a more robust
structural property of a graph than k-colorability. For graphs that arise in practice, partial k-
colorability might be a better notion to use than k-colorability, since data arising in practice
often contains various forms of noise.
We give a polynomial time algorithm that takes as input a (1 − ε)-partially 3-colorable
graph G and a constant γ ∈ [ε, 1/10], and colors a (1 − ε/γ) fraction of the vertices using
O˜
(
n0.25+O(γ
1/2)
)
colors. We also study natural semi-random families of instances of partially
3-colorable graphs and partially 2-colorable graphs, and give stronger bi-criteria approxima-
tion guarantees for these family of instances.
∗Indian Institute of Science, Bangalore, India.
1 Introduction
Graph coloring problems are a central topic of study in the theory of algorithms [Wig83, KMS98,
AG11, KT17]. An undirected graph G = (V, E) is said to be k-colorable if there exists an assign-
ment of colors f : V → [k] such that f (u) 6= f (v) for each {u, v} ∈ E. For a graph G, the minimum
value of k for which it is k-colorable is called its chromatic number. Computing a 3-coloring of
a 3-colorable graph is a fundamental NP-hard problem. Efficiently computing a coloring of a 3-
colorable graph which only uses a few colors is a major open problem in the study of algorithms.
The current best known algorithm colors a 3-colorable graph on n vertices using O(n0.199) colors
[KT17]. We study the problem of coloring partially colorable graphs.
Definition 1.1 An undirected graph G = (V, E) is defined to be α-partially k-colorable, denoted by α-PkC
, if there exists a subset Vgood ⊂ V such that
∣∣Vgood∣∣ ≥ α |V| and the graph induced on Vgood is k-colorable.
We will call such a set Vgood the set of good vertices, and Vbad
def
= V \Vgood the set of bad vertices.
We remark that for a given graph the partitioning of the vertex set V into Vgood and Vbad may not
be unique. In such cases, the claims we make in this paper will hold for any such fixed parti-
tion.
It is well known that for a fixed k, the problem of determiningwhether a given graph is k-colorable
is an NP-hard problem [Kar72]. Therefore, determining whether a graph belongs to 1-PkC is an
NP-hard problem, and hence, computing the largest value of α for which a graph belongs to α-PkC
is also an NP-hard problem.
Note that a graph that is (1 − ε)-partially 3-colorable can have chromatic number as large as
|Vbad| = εn. Therefore, the notion of the chromatic number of the graph does not capture the
structural property (3-colorability) satisfied by most of the graph. Partial k-colorability is a more
robust stuctural property than k-colorability. Therefore, for graphs that arise in practice, partial
k-colorability might be a better notion to to use than k-colorability, since data arising in practice
often contains various forms of noise; the notion of bad vertices can be used to capture some types
of noisy vertices in the graph.
Other notions of partial k-coloring. Another related notion of partial coloring is the follow-
ing.
Definition 1.2 An undirected graph G = (V, E) is defined to be α-partially k-colorable, if there exists a
coloring of the vertices f : V → [k] such that for at least α |E| edges {u, v}, f (u) 6= f (v).
This definition, which asks that the coloring should “satisfy” at least α fraction of the edges, can
be viewed as the edge version of partial k-colorability, whereas Definition 1.1 can be viewed as the
vertex version of partial k-colorability. For a fixed constant k, computing the maximum value of α
for which the input graph satisfies Definition 1.2 can be formulated as a Max-2-CSP with alphabet
size k; approximation algorithms for Max-2-CSPs have been extensively studied in the literature
[Rag08, RS09, BRS11] etc. Therefore, we focus our attention on Definition 1.1.
1.1 Our Results
We give an efficient (bi-criteria) approximation algorithm for coloring partially 3-colorable graphs.
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Theorem 1.1 There exists a polynomial time algorithm that takes as input a (1− ε)-P3C graph G =
(V, E) and any fixed choice of γ ∈ [ε, 1/100], and produces a set S ⊂ V such that |S| ≤ (3ε/γ) |V| and a
coloring of V \ S using O˜(n0.25+O(γ1/2)) colors1.
We point out that the above theorem gives a bi-criteria approximation guarantee which exhibits
the tradeoff between the size of the set S, and the number of colors used to color the remaining
graph G[V \ S]. In particular, setting γ = √ε in the above theorem gives us the following guaran-
tee. Given a (1− ε)-P3C graph, one can color (1−√ε)-fraction of its vertices using O˜(n0.25+ε1/4)-
colors. Using similar techniques we can give an efficient approximation algorithm for the partial
2-coloring setting as well. For completeness, we formally state the result below2 :
Proposition 1.1 There exists a polynomial time algorithm that takes as input a (1− ε)-P2C graph G =
(V, E) and any fixed choice of γ ∈ [ε, 1/100], and produces a set S ⊂ V such that |S| ≤ (4ε/γ) |V| and a
coloring of V \ S using O˜(n2γ) colors.
We also study a semi-random family of partially colorable graphs α-PkCR (n, p) , which we define
as follows.
Definition 1.3 An instance of α-PkCR (n, p) is generated as follows.
1. Let V be a set of n vertices. Arbitrarily partition V into sets Vgood and Vbad such that
∣∣Vgood∣∣ ≥ αn.
2. Add edges between an arbitrary number of arbitrarily chosen pairs of vertices in Vgood such that the
graph induced on Vgood is k-colorable.
3. Add edges between an arbitrary number of arbitrarily chosen pairs of vertices in Vbad.
4. Between each pair of vertices in Vgood×Vbad, independently add an edge with probability p. We call
this set of edges E0.
5. Add arbitrary number of edges between pairs of vertices of Vgood ×Vbad. We call this set of edges E1.
Output the resulting graph.
In the study of approximation algorithms for NP-hard problems, there have been many works
studying algorithms random and semi-random instances of various problems [BS95, FK01,
KMM11, MMV12, MMV14]. Random and semi-random instances are often good models for
instances arising in practice; designing algorithms specifically for such instances, whose per-
formance guarantee is significantly better than guarantees for general instances, could have
more applications in practice. Moreover, from a theoretical perspective, designing algorithms
for semi-random instances helps us to better understand what aspects of a problem make it
intractable. We study our semi-random model α-PkCR (n, p) for the same reasons. The following
is our main result.
Theorem 1.2 Suppose there exists an efficient algorithm which colors a 3-colorable graph using nθ colors.
Then the following holds for all choices of ε = Ω(log n/n) and p ≥ (εθ−2)O(θ). There exists a polynomial
time algorithm that takes as input a graph G sampled from (1− ε)-P3CR (n, p) and produces a set S such
that |S| = O
(
εθ−2np−(O(1/θ))
)
and a coloring of V \ S using at most nθ colors with high probability.
Moreover, the algorithm runs in time nO(1/θ)poly(n).
In particular, instantiating the above theorem with the algorithm from [KT17], w.h.p., we can
colors (1−O(ε))n fraction of vertices with O˜(n0.199)-colors. We also study the partial 2-coloring
1O˜(·) hides factors polylogarithmic in n.
2We implicitly use the algorithm in the degree reduction step of the algorithm from Theorem 1.1. See Claim 3.2 for
details.
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problem in the semi-random setting. Our guarantees for this setting are as follows:
Theorem 1.3 Let ε = Ω(log n/n) and p >
√
ε. Then, there exists a polynomial time algorithm that takes
as input a graph G sampled from (1− ε)-P2CR (n, p) , and with high probability, produces a set S ⊆ V
such that |S| = O (εnp−2) and the induced subgraph on the remaining vertices G[V \ S] is 2-colorable.
In particular, in the above theorem the number of vertices removed is bounded by O(εn) which is
stronger than the best known bound of O(
√
log n.εn) [ACMM05] in the adversarial setting.
1.2 Related Work
3-colorable graphs. There is extensive literature on algorithms for coloring 3-colorable graphs.
Wigderson [Wig83] gave a simple combinatorial algorithm that used O(n
1
2 ) colors. Blum [Blu94]
improved the number of colors used to O˜(n
3
8 ). These algorithms used purely combinatorial tech-
niques. Karger, Motwani and Sudan [KMS98] used semidefinite programming to develop an algo-
rithm, which when balanced with Wigderson’s technique [Wig83] used O˜(n
1
4 ) colors. Blum and
Karger [BK97] improved the number of colors used to O˜(n
3
14 ) by combining the techniques used
in [Blu94] and [KMS98]. Arora, Chlamtac and Charikar [AC06] got the bound down to O˜(∆0.21111)
using techniques from the ARV algorithm [ARV09], which was further improved by Chlamtac
[Chl07] to O˜(n0.2072) using SDP hierarchies. Using new combinatorial techniques, Kawarabayashi
and Thorup improved the approximation bound to O˜(n0.2049) in [KT12]. Subsequently, by com-
bining their techniques with [Chl07], they were able to give a approximation of O˜(n0.19996) [KT17],
which is the current state of the art.
Partially 2-colorable graphs. The partial 2-coloring problem, better known as Odd Cycle
Transversal (OCT) in the literature, has also been studied extensively. Formally, the setting here
is as follows. We are given a (1− ε)-partially 2-colorable graph G = (V, E) and the objective is
to find a set S of minimum size such that G[V \ S] is 2-colorable (i.e., odd cycle free). Yannakakis
first showed that it is NP-Complete in [Yan78]. Later, Khot and Bansal [BK09] showed that OCT
is hard to approximate to any constant factor, assuming the Unique Games Conjecture. From
the algorithmic side, via a reduction through the Min2CNF Deletion problem, [GVY96] gave a
O(log n) approximation for the problem. This was later improved to O(
√
log n) by [ACMM05]
by using techniques from the Arora-Rao-Vazirani [ARV09] algorithm for sparsest cut. This
problem has also been studied under the lens of parameterized complexity. In [RSV04], Reed et al.
showed that OCT is fixed parameter tractable when parameterized by the number of bad vertices,
following which a sequence of works [BK09][NRRS12][LNR+14] gave algorithms with improved
running times.
Partially 3-colorable graphs In contrast to the 3-colorable setting, there has been very little work
on coloring partially 3-colorable graph. The paper which is closest to our setting is by Kumar,
Louis and Tulsiani [KLT17], which also addresses the partial 3-coloring problem, albeit in a more
restrictive setting. Assuming that the (1− ε)-partially 3-colorable graph has threshold rank r and
the 3-coloring on the good vertices satisfies certain psuedorandomness properties, they give an
algorithm which 3-colors 1−O(γ + ε) fraction of vertices in time (r.n)O(r).
Graph problems in Semi-random Models The semi-random model used in this paper is
similar to semi-random models which have been considered for the Max-Independent Set prob-
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lem [BS95] [FK01] [Ste17] [MMT18]. Semi-random models offer a natural way of understanding
the complexity of problems in settings which are less restrictive than worst case complexity,
but are still far from being average case. While semi-random models were first introduced
for studying graph coloring in [BS95], it has also subsequently been used to study several
other fundamental problems such as Unique Games [KMM11], Graph Partitioning [MMV12],
Clustering [MMV14], to name a few.The problem of coloring 3-colorable graphs has also been
studied in average-case and planted models. Alon and Kahale [AK97] gave an efficient algorithm
that finds an exact 3-Coloring of a random 3-Colorable graph with high probability. David and
Fiege [DF16] studied the complexity of finding a planted random/adversarial 3-coloring for both
adversarial and random host graphs.
1.3 Discussion and Proof Overview
Adversarial Model: The key component inmost approximation algorithms for 3-coloring involves
solving a SDP relaxation of the 3-coloring problem, and followed by a randomized rounding pro-
cedure for coloring the graph. The standard SDP relaxation for 3-coloring is the following which
was introduced in [KMS98]:
SDP 1.4 (Exact 3-Coloring SDP)
minimize 0
subject to vi · vj ≤ − 12 ∀{i, j} ∈ E
‖vi‖2 = 1 ∀i ∈ V
SDP 1.4 doesn’t optimize any objective function, it finds a feasible solution which satisfies all the
constraints of SDP. The intended solution to the above SDP is as follows. Let σ : V → {1, 2, 3}
be any legal coloring of G. Furthermore, let u1, u2, u3 ∈ R2 be any three unit vectors satisfying
〈ui, uj〉 = −1/2 for every i, j ∈ {1, 2, 3}, i 6= j. We identify the vector ui with the color i, and assign
vj = uσ(j) for every j ∈ V. It can be easily verified that this is a feasible solution to the above SDP.
As is usual, while the SDP in general may not return the above vector coloring, one can round a
feasible vector coloring to color the graph using not too many colors [KMS98]. The approximation
guarantee is usually of the form ∆c (for some c ∈ (0, 1)), where ∆ is the maximum degree of the
graph.
Since in general, one cannot hope to have a degree bound on the graph, the above step is usually
preceded by a degree reduction sub-routine. Note that if a graph is 3-colorable (more generally k-
colorable), then the graph induced on the neighbours of any vertex v is 2-colorable (more generally
k − 1 colorable). Since a 2-colorable graph can be colored with 2 colors efficiently, the graph in-
duced on any vertex and its neighbours can be colored efficiently with 3 colors. Therefore, fixing
a threshold ∆, this procedure iteratively removes vertices (and their neighbours) having degree
larger than ∆ from the graph while coloring them with few colors, and terminates when maxi-
mum degree of the remaining graph is at most ∆. In particular, if the degree reduction step uses
f (n,∆) colors, then the total number of colors used by the algorithm is at most f (n,∆) + ∆c. Then
one can optimize the choice of ∆ for giving the best possible approximation guarantee. This degree
reduction approach and its variants, first studied by Wigderson [Wig83], has been subsequently
used in almost all known approximation algorithms for graph coloring
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In translating the above template to the setting of partially 3-colorable graphs, we face several
immediate challenges. SDP 1.4 is guaranteed to return a feasible solution only for 3-colorable
graphs, it might be infeasible if the graph is not 3-colorable. If we could compute the set of good
vertices then we could use SDP 1.4 only on the set of good vertices. However, in general, the
problem of identifying the set of good vertices is NP-hard (Fact D.1). Finally, the preprocessing
steps for degree reduction rely heavily on the combinatorial structural properties of the neighbor-
hood of vertices in exactly 3-colorable graphs, which, in general, may not be satisfied by partially
3-colorable graphs.
Our approach is to begin with an SDP relaxation that tries to solve both problems together: iden-
tifying the set of bad vertices, and coloring the set of good vertices. We introduce variables
w1,w2, . . . ,wn where the i
th variable wi is meant to indicate if vertex i is bad. Additionally, for every
edge (i, j) ∈ E, we introduce slack variables zij which are meant to indicate if at least one of the ver-
tices i, j is bad. Using the slack variables we relax the edge constraints as 〈vi, vj〉 ≤ −1/2+(3/2)zij .
Finally, we connect the edge indicator variables with vertex indicator variables using constraints
of the form zij ≤ wi + wj. Since we want the set of bad vertices to be small, our objective function
will be to minimize ∑i∈V wi. Our SDP relaxation is the following.
SDP 1.5 (Partial 3-Coloring SDP)
minimize ∑i∈V wi
subject to 〈vi, vj〉 ≤ − 12 + 32zij ∀{i, j} ∈ E
zij ≤ wi + wj ∀{i, j} ∈ E
0 ≤ zij ≤ 1 ∀{i, j} ∈ E
0 ≤ wi ≤ 1 ∀i ∈ V
‖vi‖2 = 1 ∀i ∈ V
Since the optimal “integer solution” forms a feasible solution to the SDP relaxation, it is easy to
show that for a (1 − ε)-partially 3-colorable graph, the optimal of the above SDP is at most εn.
Therefore by Markov’s inequality, we get that for a large fraction of i ∈ [n], the wi variables are
small. Let V ′ ⊂ V be the set of vertices with small wi. Since |V \V ′| = O(εn), we can focus
on coloring the induced subgraph G′ = G[V ′]. G′ has the following nice property: for every edge
(i, j) in G’, the corresponding edge constraint is approximately satisfied i.e., 〈vi, vj〉 ≤ −1/2 + oε(1),
where the second term goes to 0 as ε goes to 0. We call such graphs as being approximately vector 3-
colorable (See Definition 2.2 for a formal description). We use this property crucially in designing
our preprocessing step.
We observe that the neighborhood of any vertex in an approximately vector 3-colorable graph is
approximately vector 2-colorable. Furthermore, we show that approximately vector 2-colorable
graphs are short odd cycle free. Graphs having this property are known to have large independent
sets which can be found efficiently [MS85]. Thus one can find such large independent sets recur-
sively to color the neighborhood of large degree vertices using a small number of colors.
For the randomized rounding step, we observe that hyperplane rounding based procedures are
naturally robust to small perturbations, and the arguments for analyzing the guarantees of such
procedures hold even when the edge constraints are approximately satisfied. In particular, we can
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use known randomized rounding algorithm as is, while adapting the analysis to account for the
edge constraints being satisfied approximately.
Semi-random model: While the guarantees of our algorithm from the adversarial setting also ap-
ply to the semi-random instances, here we seek to achieve the best known approximation bounds
for exactly 3-colorable graphs. We begin by describing two distinct classes of instances which
illustrate the technical challenges in designing such an algorithm.
In this setting, the adversary is free to choose G[Vbad] in a way such that it is noisy and has large
chromatic number (e.g, graphs sampled from Erdos Renyi random model). For such instances, it
is easy to see that the only way an algorithm can have good approximation guarantees is when
it can eliminate a significant fraction of from Vbad. Then, for a start, one can hope to address this
setting by first using a preprocessing step that deletes Vbad and then running the best possible
approximation algorithm on the graph induced on the remaining vertices.
On the other hand, the adversary can also choose G[Vbad] in a way so that it is structurally indistin-
guishable from the good subgraph G[Vgood]. For instance, suppose the good subgraph G[Vgood] is a
randomly sampled unbalanced bipartite graph, where the smaller side (which we call VS) has size
at most εn. Then the adversary can choose Vbad to be an independent set, in which case the entire
graph is 3-colorable. In particular, it is information theoretically impossible to distinguish the set
VS from Vbad, since they are both independent sets and the edges incident on them are identically
distributed. While the instances constructed here make it difficult to identify Vgood, they are also
naturally easy instances for us. In particular, these instances are also (1− ε)-partially 2-colorable,
and one can use tools for coloring partially 2-colorable graphs to color these instances with small
number of colors.
However, the two cases above clearly do not cover the full range of instances that we can encounter
in our model. Therefore, we need a way to relax the above two characterizations which allows
for a seamless transition from one class of instances to other. It turns out that we can robustly
characterize both classes of instances by the number of vertex disjoint short odd cycles present in
the graph. Informally, if the number of short odd cycles is large, then with high probability, they
will show up in the neighborhood of the bad vertices, and therefore this can be used to identify
and eliminate Vbad. We can then simply run the best known approximation algorithm on the
remaining induced graph G[Vgood]. On the other hand, if the number of short odd cycles is small,
by eliminating a small fraction of vertices, we can make the graph short odd cycle free. Finally,
as discussed in the adversarial model setting, such graphs can be colored efficiently using a small
number of colors by recursively finding large independent sets [MS85].
2 Preliminaries
We introduce some notation used frequently in this paper. Throughout the paper, for a (1− ε)-
partially 3-colorable graph G = (V, E), we will write V = Vgood ⊎ Vbad where Vgood and Vbad are
the set of good vertices and bad vertices as defined in Definition 1.1. For a subset V ′ ⊆ V, we use
G[V ′] to denote the subgraph induced on the set of vertices V ′. For a subgraph G′ ⊆ G, we shall
use vert(G′) to denote the vertex set of G′. Additionally, for any vertex i ∈ vert(G′), we use NG′(i)
denote the set of neighbors of i in the graph G′. We use 1(·) to denote the indicator function, and
O˜(·) to hide terms which are polylogarithmic in the number of vertices.
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Approximate Vector Coloring. We begin by recalling the notion of vector coloring of a graph
which was introduced in [KMS98].
Definition 2.1 (Vector Coloring) Given a positive integer k ∈ N, we say that a graph G = (V, E) is
k-vector colorable if there exists unit vectors v1, v2, . . . , vn ∈ Rd for some d ∈ N which satisfy
〈vi, vj〉 ≤ − 1
k− 1 ∀{i, j} ∈ E.
We will use the notion of approximate vector colorings of a graph, which we define as follows.
Definition 2.2 (Approximate Vector Coloring) Given a positive integer k ∈ N and a γ > 0, we say
that a graph G = (V, E) is (k,γ)-vector colorable if there exists unit vectors v1, v2, . . . , vn ∈ Rd for some
d ∈ N which satisfy
〈vi, vj〉 ≤ − 1
k− 1 + γ ∀{i, j} ∈ E.
Observe that a graph that (k, 0) vector colorable is vector-k-colorable. We now state a couple of
lemmas which illustrate some useful properties of approximate vector colorings. In [KMS98], it
was observed that the vector chromatic number of sub-graph induced on the neighborhood of a
vertex is strictly less than the vector chromatic number of the actual graph. In the following lemma,
we observe that this property can be extended to approximate vector colorings as well.
Lemma 2.3 Let G = (V, E) be (3,γ)-vector colorable, for some 0 < γ < 1/10. Then for any vertex
i ∈ V, the graph induced on N(i) is (2, 4γ)-vector colorable.
Proof. The proof of this lemma follows along the lines of Lemma 4.3 from [KMS98], which says
that subgraphs induced by neighborhoods of vertices in vector 3-colorable graphs are vector 2-
colorable. Without loss of generality, let NG(i) = {1, 2, . . . , r} and let {v1, v2, . . . , vr} be the set of
vectors which are a (3,γ)-vector coloring of NG(i). For every j ∈ [r], we can write vj = v‖j + v⊥j
where v
‖
j and v
⊥
j are the projections of vj along vi and (span(vi))
⊥ respectively. Finally, for every
j ∈ [r] we define v˜j := v⊥j /‖v⊥j ‖ to be unit vector given by the projection of vj on the subspace
(span(vi))
⊥. It can be easily verified that v˜1, v˜2, . . . , v˜r is a (2, 4γ)-vector coloring of the graph
induced on N(v). To see this, fix any j ∈ V. By construction, we have ‖v‖j ‖ = |〈vi, vj〉| ≥ 12 − γ,
and therefore ‖v⊥j ‖ =
√
1− ‖v‖j ‖2 ≤
√
3
4 + γ− γ2. Therefore for any j, j′ ∈ [r] such that (j, j′) ∈ E,
using the orthonormal decomposition of vj and vj′ we have
〈v˜j, v˜j′〉 =
〈
v⊥j
‖v⊥j ‖
,
v⊥j′
‖v⊥j′ ‖
〉
=
1
‖v⊥j ‖‖v⊥j′ ‖
(
〈vj, vj′〉 − 〈v‖j , v‖j′〉
)
=
1
‖v⊥j ‖‖v⊥j′ ‖
(
〈vj, vj′〉 − 〈vi, vj〉〈vi, vj′〉
)
≤ 1(
3
4 + γ− γ2
)(− 1/2+ γ− (1
2
− γ
)2)
≤ −1+ 4γ
Since the above holds for any pair of vertices j, j′ ∈ [r] which forms an edge, the claim follows. 
7
The next lemma says that approximately vector 2-colorable graphs cannot contain short odd cy-
cles.
Lemma 2.4 Let G = (V, E) be a (2,γ)-vector colorable, where γ ≤ 1/16. Then G does not contain odd
cycles of length at most 1/8
√
γ.
Proof. Let v1, v2, . . . , vn be the (2,γ)-vector coloring of G. For contradiction, let C be an odd cycle
in G of length r ≤ 1/(8√γ). Without loss of generality, let C = {1, 2, . . . , r}, such that for every
i ∈ [r], the pair {i, (i mod r) + 1} forms an edge. Let r = 2k + 1. Now for any i ∈ [r], we have
−1 ≤ 〈vi, vi+1〉 ≤ −1+ γ. Since vi, vi+1 are unit vectors, we have
‖vi + vi+1‖2 = ‖vi‖2 + ‖vi+1‖2 + 2〈vi, vi+1〉 ≤ 2γ (1)
which implies that ‖vi + vi+1‖ ≤ 2√γ i.e, any consecutive pair of vectors are almost anti-podal.
Then, for any i ∈ [r] we also get that
‖vi − vi+2‖ ≤ ‖vi + vi+1‖+ ‖vi+1 + vi+2‖ ≤ 4√γ (2)
We shall now use the above observations to arrive at a contradiction. From the upper bound on r,
we have k ≤ (r− 1)/2 ≤ 1/(16√γ), and hence using Eq. 2 we get that
‖v1 − vr‖ ≤
k−1
∑
j=0
‖v1+2j − v1+2(j+1)‖ ≤ 4k
√
γ < 1/4 (3)
But on the other hand, since v1, vr are consecutive vertices in the cycles C, we also have 〈v1, vr〉 ≤
−1+ γ which implies that ‖v1 − vr‖ ≥
√
4− 4γ > 1, which give us the contradiction. 
Coloring graphs without short odd cycles A key combinatorial tool used in our paper is the
following Ramsey theoretic result which says that graphs without short odd cycles contain large
independent sets which can be found efficiently.
Lemma 2.5 [MS85] There exists a constant ε0 ∈ (0, 1) such that for every choice of 0 < ε < ε0 the
following holds. Let G = (V, E) be a graph without odd cycles of length at most 1/ε. Then, G contains an
independent set of size at least |V|1−2ε. Furthermore, there exists a polynomial time algorithm which finds
such an independent set.
Consequently, given a graph without short odd cycles, one can color it efficiently using a small
number of colors, as stated in the following corollary.
Corollary 2.6 There exists a constant ε0 ∈ (0, 1) for which the following holds. Given a graph G = (V, E)
which does not contain odd cycles of length at most 1/ε where ε < ε0, there exists a polynomial time
algorithm which can compute a coloring of G using O˜(n2ε) colors.
Establishing the above corollary using Lemma 2.5 is straightforward, and just uses the fact that
one can keep removing large independent sets in the graph using Lemma 2.5, and recurse on the
remaining vertices. For the sake of completeness, we include the proof here.
Proof. Consider Algorithm IndSetColoring for coloring by iteratively finding large independent
sets. Here, we use Lemma 2.5 to iteratively remove independent sets I1, I2, . . . , It, where each
independent set forms a color class. Let Gt = G[V \ (I1 ∪ I2 ∪ · · · It)] denote the graph on the
surviving vertices after t iterations. We claim that in every T = n2ε applications of Lemma 2.5 at
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Algorithm 1: IndSetColoring
Input: Graph G = (V, E)
1 Initialize t ← 1 and G1 ← G;
2 while Gt 6= φ do
3 Let It be the independent set from Lemma 2.5 instantiated with Gt;
4 Set Gt+1 ← Gt \ It;
5 Update t ← t+ 1;
6 end
7 Output coloring I1 ⊎ I2 ⊎ · · · ⊎ It;
least a constant fraction of vertices are removed, i.e., for any iteration t, we have |Vert(Gt+T)| ≤
(1− 1/21−2ε)|Vert(Gt)|.
This can be shown as follows. Let nt = |Vert(Gt)| denote the number of vertices in graph Gt. Then,
we can assume that |vert(Gt+T)| > nt/2 (otherwise we are done). Then, in T iterations the number
of vertices removed can be lower bounded by
T
∑
j=1
|Ij+T| ≥
T
∑
j=1
|Vert(Gt+j)|1−2ε ≥ n2ε(nt/2)1−2ε ≥ nt/2(1−2ε) (4)
where the first inequality follows from the guarantee of Lemma 2.5. Therefore, in O˜(n2ε) iterations,
all the vertices will be accounted for.

3 Approximation algorithm for General Setting
In this section, we prove our approximation guarantees in the adversarial model, as formally
stated in the following theorem:
Theorem 1.1 There exists a polynomial time algorithm that takes as input a (1− ε)-P3C graph G =
(V, E) and any fixed choice of γ ∈ [ε, 1/100], and produces a set S ⊂ V such that |S| ≤ (3ε/γ) |V| and a
coloring of V \ S using O˜(n0.25+O(γ1/2)) colors3.
The algorithm for the above theorem is described in Algorithm 2. In the following subsections,
we prove the correctness of the above algorithm. The proof of Theorem 1.1 can broken down
into the analysis of steps (i),(ii) and (iii) of the Partial-3-Coloring algorithm. Broadly, we show
the following: In step (i), we show that the optimal of the SDP-P3C is small (i.e., at most εn),
therefore by averaging, the fraction of large w vertices is small. Furthermore, the graph induced
on the surviving vertices must satisfy the edge constraints from the SDP with small slack γ, and
therefore must be approximately vector 3-colorable. As is usual in coloring algorithms, we first
iteratively color large degree (i.e., ≥ ∆) vertices and their neighborhoods using small number of
colors until the graph has degree bounded by ∆ (Claim 3.2). Finally, the remaining graph is also
approximately vector 3-colorable, and has degree bounded by ∆. Therefore, using a hyperplane
based randomized rounding procedure to iteratively find large independent sets in G′, we can give
a O˜(∆1/3+O(
√
γ)) coloring of the remaining vertices (Theorem 3.3). In the following subsection, we
formally prove the steps described above.
3O˜(·) hides factors polylogarithmic in n.
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Algorithm 2: Partial-3-Coloring
1 Set ∆ = n3/4;
2 Solve the Partial-3-Coloring SDP (SDP-P3C):
minimize ∑
i∈V
wi
subject to 〈vi, vj〉 ≤ −1
2
+
3
2
zij ∀{i, j} ∈ E
zij ≤ wi + wj ∀{i, j} ∈ E
0 ≤ zij ≤ 1 ∀{i, j} ∈ E
0 ≤ wi ≤ 1 ∀i ∈ V
‖vi‖2 = 1 ∀i ∈ V
(i) Thresholding:
Let S ← {i ∈ V|wi ≥ γ/3};
3 Let G′ ← G[V \ S] be the graph obtained after deleting S;
(ii) Coloring Large Degree vertices:
while ∃i ∈ G′ such that degG′(i) ≥ ∆ do
4 Color G′[{i} ∪ NG′(i)] using O˜(nC
√
γ) colors using the algorithm guaranteed by Corollary 2.6;
5 Remove {i} ∪ NG′(i) from G′;
6 end
(iii) Coloring Low Degree vertices:
Use randomized rounding from Theorem 3.3 to color the remaining vertices in G′;
To begin with, we first show that the thresholding step throws away at most a small fraction of
vertices.
Claim 3.1 (Removing Large Slack Vertices) Let S ⊂ V be as constructed in the thresholding step.
Then |S| ≤ 3εn/γ.
Proof. We begin by showing that the optimal of SDP-P3C is at most εn. Let V = Vgood ∪ Vbad be
any partition of the vertex sets into good and bad vertices such that (a) G[Vgood] is 3-colorable and
(b) |Vbad| ≤ εn. Using this partition we now construct a 2-dimensional feasible solution (v̂, ŵ, ẑ)
to SDP-P3C as follows. We set the ŵi and ẑij variables as
ŵi =
{
0, if i ∈ Vgood
1, otherwise
and ẑij =
{
0, if i, j ∈ Vgood
1, otherwise
Furthermore, we set {v̂i}i∈Vgood be a vector 3-coloring of G[Vgood], and for every i ∈ Vbad we set
v̂i = [1 0]. We quickly verify that the v̂, ŵ and the ẑ variables constructed as above form a feasible
solution to the SDP. By construction, for every i ∈ V we have ŵi ∈ [0, 1] and ‖v̂i‖2 = 1, and for
every edge (i, j) ∈ E we have zij ∈ [0, 1]. Furthermore, for any edge (i, j) we also have
ẑij = 1
(
{i ∈ Vbad} ∨ {j ∈ Vbad}
)
≤ 1( {i ∈ Vbad} )+ 1( {j ∈ Vbad} ) = ŵi + ŵj
All that remains to verify is that the variables also satisfy the approximate vector coloring con-
straints. We look at two cases: if i, j ∈ Vgood, then v̂i, v̂j come from the vector 3-coloring of G[Vgood]
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and therefore they satisfy 〈v̂i, v̂j〉 ≤ − 12 ≤ − 12 + ẑij. On the other hand if i ∈ Vbad or j ∈ Vbad then
by construction we have ẑij = 1, and therefore 〈v̂i, v̂j〉 ≤ ‖v̂i‖‖v̂j‖ = 1 = − 12 + 32 ẑij.
Therefore, we have established that (ẑ, ŵ, v̂) are a feasible solution for SDP-P3C. Since by construc-
tion ŵi = 1
{
i ∈ Vgood
}
, and the |Vbad| ≤ εn, it follows that the SDP optimal ∑i∈V wi is at most
∑i∈V ŵi ≤ εn. Therefore, using Markov’s inequality, we get
|S| = n · Pr
i∼V
[
wi ≥ γ/3
]
≤ n · 3∑i∈V wi
nγ
=
3εn
γ

From the above claim, the graph G′ = G[V \ S] induced on the remaining vertices satisfies the
following properties:
1. The graph G′ contains at least (1− 3ε/γ)n vertices.
2. The graph G′ is (3,γ)-vector colorable. In particular, the vectors (vi)i∈V\S themselves are a
(3,γ)-vector coloring of G′.
The second point shall be used crucially in the analysis of the remaining two steps. The next claim
bounds the number of colors used while coloring the large degree vertices in step (ii).
Claim 3.2 (Degree Reduction) In step (ii), over all the iterations of the while loop, the algorithm uses at
most (n/∆)O˜
(
nC
√
γ
)
colors, where C > 0 is a constant.
Proof. Fix any vertex i ∈ G′, and let G˜i = G′[N(i)] the graph induced on the neighborhood of
vertex i. Since the graph G′ is (3,γ)-vector colorable, using Lemma 2.3 we know that G˜i is (2, 4γ)-
vector colorable. Furthermore, from Lemma 2.4, we know that G′ does not contain odd cycles of
length at most 1/(8
√
4γ). Therefore, we can use Corollary 2.6 to obtain a O˜(nC
√
γ) coloring of
G˜i ∪ {i}. Finally, note that each iteration of the for loop removes and colors at least ∆ + 1 vertices
of the graph. Therefore, the total number of iterations of the for loop is bounded by n/∆. Since
in each such iteration we can color the vertex and its neighborhood using nC
√
γ number of colors,
the claim follows. 
After steps (i) and (ii), we are left with the graph G′ = (V ′, E′) which is (3,γ)-vector colorable
graph and has degree at most ∆. In particular, for every edge (i, j) ∈ E′, the corresponding vectors
satisfy 〈vi, vj〉 ≤ − 12 + γ. Since the independent set based rounding technique [KMS98] [AC06]
for coloring vector 3-colorable graphs is robust, we can still use it to round the vector coloring
of approximately 3-colorable graphs with similar guarantees, as formally stated in the following
theorem.
Theorem 3.3 Let G = (V, E) be a graph with maximum degree ∆ which is (3, α)-vector colorable. Then
there exists an efficient randomized algorithm that can color it using O
(ln∆)1/2∆ 34+α−α2( 32−α)2 ln n
 colors.
In particular, if α ≤ 1/10, then the algorithm uses at most O˜
(
(ln∆)1/2∆
1
3+10α
)
, where O˜ hides polyloga-
rithmic factors in n.
The proof of the above theorem is an extension of the proofs from [KMS98, AC06] to the setting
of approximately vector 3-colorable graphs. We defer the proof to Appendix A. Instantiating the
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above theoremwith G = G′ and α = γ, we get that G′ is colored using O˜(∆1/3+10γ) colors. Overall,
the algorithm throws away at most 3ε/γ fraction of vertices in step (i). Furthermore, it uses a total
of O˜
(
(n/∆)nO(
√
γ) + ∆1/3+10γ
)
colors in steps (ii) and (iii) respectively. Setting ∆ = n3/4 in the
previous expression, we get that the algorithm uses at most O˜(n1/4+O(
√
γ)) colors. This concludes
the analysis of the Partial-3-Coloring algorithm and the proof of Theorem 1.1.
4 Algorithm for Semi-random instances
In this section, we prove Theorem 1.2, which we again state here for convenience.
Theorem 1.2 Suppose there exists an efficient algorithm which colors a 3-colorable graph using nθ colors.
Then the following holds for all choices of ε = Ω(log n/n) and p ≥ (εθ−2)O(θ). There exists a polynomial
time algorithm that takes as input a graph G sampled from (1− ε)-P3CR (n, p) and produces a set S such
that |S| = O
(
εθ−2np−(O(1/θ))
)
and a coloring of V \ S using at most nθ colors with high probability.
Moreover, the algorithm runs in time nO(1/θ)poly(n).
We begin by describing the algorithm for the semi-random setting:
Algorithm 3: P3C-Random
1 LetA be the algorithm which can color 3-colorable graphs using nθ colors;
2 Set δ = θ/10;
{Many short odd cycles}:
3 for every vertex v ∈ V do
4 Let Gv := G[NG(v)] the subgraph induced by the neighborhood of G;
5 Greedily construct a maximal set Cv of vertex disjoint odd cycles of length at most 1/δ in Gv;
6 end
7 Construct set S ← {v ∈ V : |Cv| ≥ 2εn};
8 Let G0 ← G[V \ S] be the graph obtained after deleting S;
9 Let σ1 be the coloring of V \ S obtained by running algorithm A on G0. Let L denote the number
of colors used by the algorithm;
{Few short odd cycles}:
10 Compute a maximal set C = {C1,C2, . . . ,Cm} of vertex disjoint odd cycles in G of length at most
1/δ using greedy algorithm;
11 Let V ′ = V \
(⋃
i∈[m] vert(Ci)
)
;
12 Use the algorithm guaranteed by Corollary 2.6 to give a O˜
(
n2δ
)
coloring σ2 of G[V ′];
{Output best coloring}:
13 if |S| ≤ εn and L ≤ nθ then
14 Output coloring σ1 of V \ S
15 end
16 else
17 Output coloring σ2 of V
′;
18 end
The algorithm proceeds case wise depending on whether there exists many vertex disjoint short
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odd cycles in G. If it does, then sinceVbad is small, G[Vgood]must also contain many vertex disjoint
odd cycles. We show that these short cycles will show up in the neighborhood of the bad vertices
with high probability, which can be used to identify them. On removing these vertices, we will be
left with a 3-colorable graph. On the other hand, if the number of short odd cycles is small, we can
remove them. The remaining graph will still contain most of the vertices and will be short odd
cycle free. We can then use Lemma 2.5 to recover large independent sets. Finally, since the odd
cycles we consider are of length at most 1/δ, we can work with a maximal set of vertex disjoint
odd cycles, instead of the largest cardinality set of vertex disjoint odd cycles, while only losing a
factor of 1/δ in our analysis.
4.1 Correctness of the P3C-Random algorithm
Let C∗ = {C∗1 ,C∗2 , . . . ,C∗m∗} be a fixed largest cardinality set of vertex disjoint odd cycles of length at
most 1/δ in G[Vgood]. In particular, C∗ and consequently m∗, does not depend on the realization of the
random and adversarial edges (i.e., the E0 and E1 edges) between Vgood and Vbad. We break our analysis
into two cases depending on whether m∗ is small or large.
Case (i) m∗ > 4εn/(δp1/δ) : For ease of exposition, we say that an odd cycle C in graph G is good
if it consists of only good vertices, otherwise we call it bad. The first claim shows the set Cv must
be small for good vertices.
Claim 4.1 For every good vertex v ∈ V, we have |Cv| ≤ εn.
Proof. Fix a good vertex v ∈ Vgood. We claim that a good cycle C can never appear in the neighbor-
hood of a good vertex. For contradiction, let C be a good odd cycle appearing in the neighborhood
of v. Let G˜ = G
[
vert(C) ∪ {v}
]
be the subgraph induced on the vertex v and the vertices from
cycle C. Since G˜ ⊆ G[Vgood], the subgraph G˜ is also 3-colorable. Hence, the neighborhood of v in
the induced subgraph G˜ must be 2-colorable, and therefore it cannot contain odd cycles, and in
particular C. This gives us the contradiction.
Hence, any odd cycle which appears in the neighborhood NG(v) must be bad. Since the number
of bad vertices is bounded by εn, and the cycles in Cv are vertex disjoint, the claim follows. 
On the other hand, with high probability, we show that |Cv| is large for all the bad vertices.
Claim 4.2 With probability at least 1− e−O(εn), every vertex v ∈ Vbad satisfies |Cv| ≥ 2εn.
Proof. Consider the subgraph G′(V, E0) consisting of edges from E0 (i.e., the randomly distributed
set of edges). Fix a bad vertex v ∈ Vbad, and let Gv = G[NG(v)] denote the subgraph induced by
the neighborhood of v. We shall first give a high probability lower bound on the number of odd
cycles from C∗ which can appear in NG(v). Recall that |C∗| = m∗. We also point out again that the
choice of C∗ is not affected by the choice of E0 and E1 edges, and can be fixed ahead.
For every i ∈ [m∗], we define Zi := 1
(
vert(C∗i ) ⊆ NG′(v)
)
to be the indicator random variable
that the ith cycle appears in the neighborhood of vertex v in the graph G′. Note that these random
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variables depend only on the realization of the E0 edges. Then we have
EG[Zi] ≥ Pr
E0
[
vert(C∗i ) ⊆ NG(v)
]
≥ Pr
E0
[
vert(C∗i ) ⊆ NG′(v)
]
= Pr
E0
[
∀j ∈ vert(C∗i ), j ∈ NG′(v)
]
≥ p|C∗i | ≥ p1/δ
Here the last step uses the fact that any cycle C∗i ∈ C∗ has length at most 1/δ. It follows that
EG
[
∑
i∈[m∗]
Zi
]
= ∑
i∈[m∗]
EG[Zi] ≥ m∗p1/δ ≥ (4ε/δ)n (5)
Furthermore, since the cycles C∗1 ,C
∗
2 , . . . ,C
∗
m∗ are vertex disjoint, the corresponding random vari-
ables Z1,Z2, . . . ,Zm∗ are also independent. Therefore using Chernoff bound we get that
Pr
G
[
∑
i∈[m∗]
Zi < (2ε/δ)n
]
≤ Pr
G
[
∑
i∈[m∗]
Zi <
1
2
E
[
∑
i∈[m∗]
Zi
]]
≤ e−εn/4δ (6)
Now let C∗v = {C∗i : i ∈ [m∗],Zi = 1} be the set of cycles from C∗ which appear in the neighbor-
hood of v in graph G due to the E0 edges. Furthermore, let C˜v be a largest cardinality set of vertex
disjoint odd cycles of length at most 1/δ in Gv (which contains edges from both E0 and E1). Then
by definition we have |C˜v| ≥ |C∗v |. On the other hand, by construction, the set Cv is a maximal set of
such vertex disjoint odd cycles in Gv, and therefore, it must be a δ-approximation to the largest car-
dinality set C˜v i.e., |Cv| ≥ δ|C˜v| (see Proposition C.1). Therefore using Equation 6, with probability
at least 1− e−εn/4δ we have
|Cv| ≥ δ|C˜v| ≥ δ|C∗v | ≥ 2εn
Hence, for any fixed vertex v ∈ Vbad, w.h.p. we have |Cv| ≥ 2εn. Therefore, by a union bound and
using the lower bound on ε, we get that PrG
[
∃v ∈ Vbad : |Cv| < 2εn
]
≤ εne−εn/4δ ≤ e−εn/8δ.

Combining the two claims above, it follows that w.h.p. the set (V \ S) must exactly be the set
of good vertices, and therefore G[V \ S] must be 3-colorable. Hence algorithm A will give a nθ
coloring of G[V \ S].
Case (ii) m∗ ≤ 4εn/(δp1/δ). Let C = Cgood ⊎ Cbad be the partition of C into the set of good and
bad cycles respectively. Then, since Cgood is a set of vertex disjoint odd cycles of length at most
1/δ in G[Vgood], it follows that |Cgood| ≤ |C∗| ≤ 4εn/(δp1/δ). Furthermore, by arguments similar
to the proof of Claim 4.1, we have |Cbad| ≤ εn. Therefore, combining the two bounds, we have
|C| ≤ 5εn/(δp1/δ). Since every cycle C ∈ C contains at most 1/δ vertices, the total number of
vertices thrown away at this step is at most 5εn/(δ2p1/δ). Furthermore, using the maximality of C,
we know that the induced subgraph G′ = G[V ′] must be free of odd cycles of length at most 1/δ.
Therefore, using Corollary 2.6, we can color G′ using O˜(n2δ) colors. This concludes the analysis of
case (ii).
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Putting Things Together: If case (i) holds, then w.h.p., in the Many short odd cycles block of the
algorithm, the set S constructed is identical to Vbad, in which case the algorithm A will find a nθ-
coloring of G[V \ S] = G[Vgood]. In particular, this implies that the conditions of the "if" block will
be satisfied and the algorithm will return a nθ-coloring of (1− ε)n vertices.
On the other hand, if case (ii) holds, we know that m ≤ 5εn/(p1/δδ), and the Few short odd cycles
block deletes at most 5εn/(p1/δδ2) vertices, and colors the remaining vertices using O˜(n2δ) colors.
Then the else block of the algorithm will return a O˜(n2δ) coloring of
(
1− 5εn/(p1/δδ2)
)
n vertices.
Since the else block is evaluated only when the conditions of the if block are not satisfied, it follows
that in this case, the algorithm will throw away at most max
(
εn, 5εn/(δ2p1/δ)
)
= O(εn/δ2p1/δ)
vertices, and color the remaining graph with at most max
(
nθ, O˜(n2δ)
)
= nθ colors.
Combining the two above cases gives us Theorem 1.2.
5 Partial 2-Coloring in the Semi-random model
In this section, we give an efficient approximation algorithm for partial 2-coloring problem in the
semi-random model with tighter guarantees. The following theorem formally states our guaran-
tees for this setting.
Theorem 1.3 Let ε = Ω(log n/n) and p >
√
ε. Then, there exists a polynomial time algorithm that takes
as input a graph G sampled from (1− ε)-P2CR (n, p) , and with high probability, produces a set S ⊆ V
such that |S| = O (εnp−2) and the induced subgraph on the remaining vertices G[V \ S] is 2-colorable.
The algorithm for the above theorem (described as Algorithm 4) is quite similar to P3C-Random
algorithm, but overall, the algorithm and its analysis are much simpler. We begin by describing
the algorithm.
Algorithm 4: P2C-Random
1 For every vertex v ∈ V, compute a greedy triangle count as follows:
2 for v ∈ V do
3 Let Gv = G[NG(v)] be the graph induced on the neighborhood of v;
4 Construct a maximal matching T(v) in Gv using greedy algorithm;
5 Set t(v) ← |T(v)|;
6 end
7 Let S ← {v ∈ V : t(v) ≥ 2εn};
8 Let G0 = G[V \ S];
9 Let G1 ⊆ G be the independent set obtained using the 2-factor approximation for Vertex Cover
on G;
10 if |vert(G0)| ≥ |vert(G1)| and G0 is bipartite then
11 Output bipartite graph G0;
12 end
13 else
14 Output independent set G1;
15 end
The key difference here is that the algorithm uses triangles as forbidden subgraphs for identifying
bad vertices instead of neighborhoods with short odd cycles. As before, the algorithm broadly
addresses two cases depending on the size of the maximum matching in G[Vgood]. Suppose the
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subgraph G[Vgood] contains a linear sized matching M. Then, for every bad vertex v ∈ Vbad, with
high probability, at least one of the matching edges from M will appear in the neighborhood of v,
which together will form a triangle, which can then be used to identify the bad vertices. On the
other hand, if the size of maximum matching in G[Vgood] is small, then the subgraph G[Vgood] and
consequentlyGmust admit a small sized vertex cover. Therefore, using the greedy approximation
algorithm for vertex cover, we can find a small sized vertex cover, whose complement must be a
large independent set (which is 1-colorable).
5.1 Proof of Theorem 1.3
Let M ⊆ G[Vgood] be a fixed matching of maximum size in G[Vgood], and let m∗ := |M| denote the
size of the maximum matching. We point out that the matching M∗ is not affected by the realization
of edges between Vgood and Vbad (i.e, the E0 and E1 edges). As before, we break the analysis into two
cases depending on whether m∗ is small or large.
Case (i): m∗ ≥ (8ε/p2)n: This case is similar to case (i) of the proof of Theorem 1.2. We begin by
stating and proving two lemmas which say that the greedy triangle count t(v) is small for all the
good vertices, and large for all the bad vertices.
Lemma 5.1 For every good vertex v ∈ Vgood, we have t(v) ≤ εn
Proof. Fix a good vertex v ∈ Vgood, and let T(v) be a set of edges as constructed in the algorithm.
Observe that every edge (a, b) ∈ T(v) along with vertex v induces a triangle in G. Furthermore,
since G[Vgood] is bipartite (and hence triangle free), any triangle T ⊆ G must contain at least one
bad vertex. Therefore, as the vertex v is good, every edge e ∈ T(v) must contain at least one bad
vertex. Finally, we observe that the edges in T(v) are vertex disjoint, and there are at most εn bad
vertices, which together implies that t(v) = |T(v)| ≤ εn. 
Lemma 5.2 With probability at least 1− e−O(εn), for every vertex v ∈ Vbad, we have t(v) ≥ 2εn.
Proof. Let G′ be the subgraph on G consisting of edges from E0 (i.e,. the randomly sampled set
of edges). Recall that M = {(ai, bi)}i∈[m∗] ⊆ G[Vgood] is the fixed maximum matching in G[Vgood]
of size m∗. Let Zi := 1
(
{ai, bi ∈ NG′(v)}
)
be the indicator variable for the event that ai, bi are
neighbors of v in the graph G′. Then,
EG′
[
∑
i∈[m∗]
Zi
]
= ∑
i∈[m∗]
Pr
G′
[{ai, bi ∈ NG′(v)}] = m∗p2 ≥ 8εn (7)
Furthermore, since the edges in M are vertex disjoint, the random variables Z1, . . . ,Zm∗ are inde-
pendent and identical. Therefore using Chernoff bound we get
Pr
G′
[
∑
i∈[m∗]
Zi ≤ 4εn
]
≤ Pr
G′
[
∑
i∈[m∗]
Zi ≤ 1
2
E ∑
i∈[m∗]
Zi
]
≤ e−O(εn) (8)
Let Mv = {(ai, bi) : i ∈ [m∗],Zi = 1} be the set of matching edges from M∗ appearing in the
neighborhood of v in the graph G′. Furthermore, let M˜v be a maximum matching in the subgraph
GV := G[NG(v)] induced on the neighborhood of v (which contains both E0 and E1 edges). Then,
by definition we have |M˜v| ≥ |Mv|. On the other hand, by construction, the set T(v) is a maximal
matching in the induced subgraph Gv. Since a maximal matching is a 2-approximation to the
maximum matching, it follows that |T(v)| ≥ |M˜v|/2 ≥ |Mv|/2 ≥ 2εn.
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Therefore, for a fixed bad vertex v ∈ Vbad, with probability at least 1− e−O(εn), we have t(v) ≥ 2εn.
The claim now follows by taking a union bound over all vertices v ∈ Vbad. 
Therefore, combining Lemmas 5.1 and 5.2, we know that with probability at least 1− e−O(εn), we
have t(v) ≤ εn if and only if v ∈ Vgood. Conditioned on this event, the set S must exactly be the
set of bad vertices, in which case G[V \ S] = G[Vgood] is bipartite.
Case (ii): m∗ ≤ (8ε/p2)n: Since the size of maximum matching in G[Vgood] is at most (8ε/p2)n,
and G[Vgood] is bipartite, by König’s theorem (Theorem 2.1.1 [Die12]), it follows that the mini-
mum vertex cover of G[Vgood] has size at most (8ε/p
2)n. Then G has a vertex cover of size at most
(8ε/p2)n + εn ≤ (10ε/p2)n. Therefore, the greedy approximation algorithm for vertex cover re-
turns a vertex cover S′ of size at most (20ε/p2)n, and consequently, V \ S′ will be an independent
set of size at least (1− (20ε/p2))n.
Putting things together: In case (i), the algorithm throws away at most εn vertices and returns
a 2-colorable graph, with probability at least 1− e−O(εn). In case (ii), the algorithm throws away
at most O(ε/p2)n vertices, and returns an indpendent set. Combining the two cases gives us the
guarantees for Theorem 1.3.
6 Conclusion
In this work we consider the problem of coloring partial 3-colorable graphs in adversarial and
semi-random settings. In the adversarial setting, we give an efficient approximation algorithm
which can color (1−O(εc))-fraction of vertices using O˜(n0.25+εc′ ) colors. On the other hand, the
best known approximation guarantees for 3-colorable graphs is n0.199 [KT17]. An obvious open
question here is to achieve analogous approximation bounds for partially 3-colorable graphs as
well.
One direct way to improve on our approximation bounds in the adversarial setting is through the
use of more efficient degree reductionmechanisms as typically done in the exact 3-coloring setting
[BK97],[KT12, KT17] using combinatorial techniques like Blum’s coloring tools [Blu90]. However,
these tools rely on fragile combinatorial properties present in 3-colorable graphs (e.g. two vertices
whose common neighborhood is not an independent set must have the same color in any legal
coloring), and as such, it is not obvious how to extend these techniques to the setting of partially
3-colorable graphs.
In the semi-randommodel, we show how any efficient algorithm for exact 3-coloring that uses nθ
colors can be leveraged to obtain an efficient algorithm in this setting which uses the same number
of colors with high probability and also does not remove too many vertices. An obvious next step
would be to see if similar results can also be obtained for partially k-colorable graphs with k > 3.
Another interesting question would be to see if one can design efficient approximation algorithms
with similar guarantees, where the adversary can also delete the randomly sampled edges.
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A Proof of Theorem 3.3
The proof of the theorem is adapted from [KMS98, AC06] and the rounding algorithm used is
identical to theirs. The proof of the theorem goes through the following lemma which says that
there exists a randomized algorithmwhich can find large sized independent sets in approximately
vector 3-colorable graphs with bounded degree. The proof presented here is adapted from the
proof for the exact 3-colorable case in Section 13.2 [WS11].
Lemma A.1 Let G = (V, E) be a graph on n vertices with maximum degree ∆ which is (3, α)-vector
colorable, where α ≤ 1/2. Then there exists an efficient randomized algorithm which finds an independent
set of size Ω
n(ln∆)−1/2∆− 34+α−α2( 32−α)2
 with high probability.
Proof. Let v1, v2, . . . , vn ∈ Rd be a (3, α)-vector coloring of G. Consider the following randomized
hyperplane rounding procedure for finding a independent set:
1. Draw a random vector r ∼ N(0, 1)d by picking each coordinate independently from a stan-
dard Gaussian.
2. Compute the sets S(β) = {i ∈ V : 〈vi, r〉 ≥ β} and S′(β) = {i ∈ S(β) : ∀(i, j) ∈ E, j /∈ S(β)}.
3. Return the set S′(β).
Here β = β(α,∆) > 0 is a quantity which depends on α and ∆ which will be fixed later. Clearly,
by construction, the above procedure returns an independent set. The rest of the proof will just
involve lower bounding the expected size of the set S′(β).
Let Φ(·) denote the gaussian CDF function, and let Φ(·) def= 1−Φ(·). Firstly, we observe that for
any i ∈ V, the probability that i ∈ S(β) is Φ(β), where Φ(·) is the gaussian CDF function. This
implies E[|S(β)|] = nΦ(β). Now consider the probability that a vertex i is in S(β) but not in S′(β).
Observe that Pr [i /∈ S′(β)|i ∈ S(β)] = Pr [∃(i, j) ∈ E : 〈vj, r〉 ≥ β|〈vi, r〉 ≥ β]. Now fix a pair of
neighbouring vertices (i, j). We know that vj can we written as
vj =
(
−1
2
+ αij
)
vi +
(√
3
4
+ αij − α2ij
)
u
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where u is a unit vector orthogonal to vi and 0 ≤ αij ≤ α. Going forward, we shall assume that
αij = α; it can be easily verified that the same bound holds when αij < α. Rearranging, u can be
written as
u =
( 12 − α)√
3
4 + α− α2
vi +
1√
3
4 + α− α2
vj
Now, consider the inner product of u and r, assuming α ≤ 12
〈u, r〉 ≥
(
1
2 − α
)√
3
4 + α− α2
β +
1√
3
4 + α− α2
β =
(
3
2 − α
)√
3
4 + α− α2
β (9)
where we use the fact that conditioned on the event {i ∈ S(β)} ∧ {j ∈ S(β)}, we must have
〈vi, r〉 ≥ β and 〈vj, r〉 ≥ β by definition of the set S(β). Also, by our choice of parameters we have
β > 0. The above sequence of observations implies the following: conditioned on the event i ∈ β,
the probability of the event j ∈ β is upper bounded by the probability of event that Eq. 9 holds.
Finally, recall that the maximum degree of the graph is at most ∆. Now we proceed to bound the
desired probability as follows:
Pr
[
∃(i, j) ∈ E : 〈vj, r〉 ≥ β|〈vi, r〉 ≥ β
]
≤ ∑
j:(i,j)∈E
Pr
[
〈vj, r〉 ≥ β|〈vi, r〉 ≥ β
]
≤ ∑
j:(i,j)∈E
Pr
[
{Eq. 9 holds}
]
≤ ∆Φ
 32 − α√
3
4 + α− α2
β

where the last step follows from the fact that for any unit vector u, and a gaussian vector r ∼
N(0, 1)d, the random variable 〈u, r〉 is distributed as a gaussian, and the definition of Φ(·).
Recall that ∆ is the maximum degree of the graph. Observe that if we choose β such that
Φ
(
3
2−α√
3
4+α−α2
β
)
≤ 12∆ , then the probability that i /∈ S′(β) given that i ∈ S(β) is at most 12 . This
would imply that the expected size of S′(β) is least half the expected size of S(β), which is n2Φ(β).
Now, set β =
√
2 ln ∆
(√
3
4+α−α2
3
2−α
)
. Next we use the following fact about standard normal
distributions.
Fact A.2 (Lemma 13.8 [WS11]) For x > 0, x
1+x2
φ(x) ≤ Φ(x) ≤ 1xφ(x), where φ(x) := 1√2pi e−x
2/2 is
the pdf of the standard gaussian distribution.
From the above fact, for our choice of β, we get the following upper bound.
Φ
 32 − α√
3
4 + α− α2
β
 ≤
√
3
4 + α− α2
β
(
3
2 − α
) e− 12 ( 32−α)
2
β2
3
4
+α−α2 ≤ 1
2∆
(1)
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On the other hand, since β ≥ 1, we have β
1+β2
≥ β
2β2
= 12β , and hence we can lower bound Φ(β) as
follows
Φ(β) ≥ 1
2β
1√
2pi
e
−(ln∆)
3
4+α−α2
( 32−α)2 = Ω
(ln∆)−1/2∆− 34+α−α2( 32−α)2
 (2)
Thus,
E
[|S′(β)|] = ∑
i∈V
Pr
[
i ∈ S′(β)
∣∣∣i ∈ S(β)] Pr [i ∈ S(β)] ≥ n
2
Ω
(ln∆)−1/2∆− 34+α−α2( 32−α)2
 .
which gives us the desired lower bound on the expected size of the independent set output by the
randomized rounding procedure. 
Now using the above lemma, we complete the proof of theorem. Consider algorithm ApproxHy-
perplaneColoring for rounding approximate 3-vector colorings of graphs, which is analyzed in
Claim A.3.
Algorithm 5: ApproxHyperplaneColoring
Input: (3, α)-vector coloring {vi}i∈V of graph G = (V, E)
1 Initialize t ← 1,G1 ← G,N = 10ρ ln n;
2 while Gt 6= φ do
3 Let I1, I2, . . . , IN be independent sets returned by N i.i.d invocations of Lemma A.1;
4 Let It ← argmaxIi :i∈[N] |I i|, and set Gt+1 ← Gt \ It;
5 Update t ← t+ 1;
6 end
7 Output coloring I1 ⊎ I2 ⊎ · · · ⊎ It;
Claim A.3 For any iteration t, we have |It| ≥ ρn|vert(Gt)|/2 with probability at least 1− 1/n3.
Proof. Consider one invocation of Lemma A.1. For any iteration t, let nt = |vert(Gt)| denote
the number of surviving vertices in the graph Gt. Then we have have E
[|I|] ≥ ρnt or E[|I|] ≤
(1− ρ)nt. Therefore, we have
Pr
[
∀i ∈ [N], |I i| ≤ (1− ρ/2)nt
]
=
(
Pr
[
|I| ≤ (1− ρ/2)nt
])N 1≤ ( 1− ρ
1− ρ/2
)N 2≤ (1− ρ/2)N 3≤ n−3
where step 1 uses Markov’s inequality, and step 2 uses the fact (1 − ρ/2)2 ≥ 1− ρ and step 3
follows from our choice of N. 
Therefore, at iteration t, with probability at least 1− n−3, the size of the independent set returned
is at least ρ|Vert(Gt)|/2, and therefore, the number of surviving vertices drops by a factor of (1−
ρ/2). Hence, with probability at least 1− 1/n2, in t∗ = O
(
1
ρ ln n
)
iterations, every vertex will be
accounted for i.e., they will be part of some independent set. Since each independent set forms a
color class, the total number colors used is O
(
1
ρ ln n
)
= O˜
(ln∆)1/2∆ 34+α−α2( 32−α)2
 colors.
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B Partial 2-coloring in the Adversarial Model
In this section we prove Proposition 1.1, which we recall here for convenience.
Proposition 1.1 There exists a polynomial time algorithm that takes as input a (1− ε)-P2C graph G =
(V, E) and any fixed choice of γ ∈ [ε, 1/100], and produces a set S ⊂ V such that |S| ≤ (4ε/γ) |V| and a
coloring of V \ S using O˜(n2γ) colors.
The algorithm for the above proposition (described in Algorithm 6)is basically the same as Algo-
rithm 2, with the following key differences: (i) we solve the SDP for approximate vector 2-coloring
with slack constraints (instead of approximate vector 3-coloring) and (ii) we can directly use Corol-
lary 2.6 to round the vector solution without going through the degree reduction step.
Algorithm 6: Partial-2-Coloring
1 Solve the Partial-2-Coloring SDP (SDP-P2C):
minimize ∑
i∈V
wi
subject to 〈vi, vj〉 ≤ −1+ 2zij ∀{i, j} ∈ E
zij ≤ wi + wj ∀{i, j} ∈ E
0 ≤ zij ≤ 1 ∀{i, j} ∈ E
0 ≤ wi ≤ 1 ∀i ∈ V
‖vi‖2 = 1 ∀i ∈ V
(i) Thresholding: ;
2 Let S ← {i ∈ V|wi ≥ γ/4};
3 Let G′ ← G[V \ S] be the graph obtained after deleting S;
(ii) Round the approximate vector 2-coloring:
Use the algorithm from Corollary 2.6 to color the remaining vertices in G′;
We give a proof sketch of the correctness of the above algorithm.
B.1 Proof of Proposition 1.1
To begin with, the following claim shows that in step (i) we do not throw away too many ver-
tices.
Claim B.1 Let S ⊂ V be the set of vertices constructed in step (i) of the algorithm. Then |S| ≤ 4εn/γ.
The proof of the above claim is almost identical to that of Claim 3.1, hence we omit it here. There-
fore after step (i), the subgraph G′ = G[V \ S] satisfies the following properties:
1. The graph G′ contains at least (1− 4ε/γ)n vertices.
2. The graph G′ is again (2,γ)-vector colorable since the vectors (vi)i∈V\S themselves give a
(2,γ)-vector coloring of the graph.
Now from Lemma 2.4 we know that G′ cannot contain odd cycles of length at most 1/8
√
γ. Hence
we can use Corollary 2.6 to color G′ using O˜(n2γ) colors. This concludes the proof of Proposition
1.1.
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C Maximal and Maximum Short Odd Cycle sets
Proposition C.1 For any graph G := (V, E), and parameter δ ∈ (0, 1) the following holds. Let C be a
maximal set of vertex disjoint odd cycles of length at most 1/δ, and let C˜ be a set of largest cardinality of
vertex disjoint odd cycles of length at most 1/δ. Then |C| ≥ δ|C˜ |.
Proof. Since C is a maximal set of vertex disjoint odd cycles of length at most 1/δ, for every odd
cycle C˜ ∈ C˜, there exists an odd cycle C ∈ C such that C ∩ C˜ 6= ∅ i.e,. C˜ is hit by C. Now we
observe that (i) the cycles in C are vertex disjoint and (ii) each cycle C ∈ C has size at most 1/δ,
it follows that any cycle C ∈ C hits at most 1/δ cycles in C˜ . Since every cycle in C˜ is hit by some
cycle in C, we must have |C| ≥ |C˜|1/δ = δ|C˜ |. 
D Identifying the set of Good Vertices is NP-hard
Fact D.1 For all k ∈ N, given a graph α-partially k-colorable graph G = (V, E) it is NP-Hard to identify
a set Vgood ⊂ V of size at least αn such that G[Vgood] is k-colorable
Proof. For α = 1− 1/2n, this is exactly the k-Coloring problem which is NP-Hard [Kar72]. 
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