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ABSTRACT 
EVALUATION OF ARMY CORPS FOOD SUPPLY SYSTEM 
USING SIMULATION 
 
Ozan Pembe 
M.S. in Industrial Engineering 
Supervisor: Assoc. Prof. İhsan Sabuncuoğlu 
July, 2002 
 
 
 
Food Supply System is one of the main elements of Army Logistics System. The 
ultimate objective in food supply system is to provide the food at the right time and at the 
right place. If this objective is achieved, the morale, the health and the strength of the 
soldiers on the battlefield will enormously enhance.  
In the literature, particularly in Turkish Army, there is no study which tests 
whether the existing food supply system operates properly or not under the war 
conditions and which shows the potential problem areas and which specify time 
standards under different scenarios. The objective of this study is to answer these 
questions by the help of  simulation model of the system. This model can also be helpful 
to the staff officers who prepare logistic support plans.  
The simulation model of  Army Corps Food Supply System is built in Arena 3.0. 
The results are analyzed by statistical methods. The related bibliography is also provided 
in the thesis. 
 
 
 
Key Words: Military Simulation, Food Supply System, Logistics, Class I Supply 
Materials 
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ÖZET 
 
SİMULASYONLA BİR KOLORDUNUN ERZAK İKMAL 
SİSTEMİNİN ANALİZ EDİLMESİ 
 
Ozan Pembe 
Endüstri Mühendisliği Bölümü Yüksek Lisans 
Danışman: Doç. İhsan SABUNCUOĞLU 
July, 2002 
 
Erzak ikmal sistemi Türk Silahlı Kuvvetleri ikmal sisteminin ana parçalarından biridir. 
Erzak ikmal sistemindeki nihai amaç erzağın istenilen yer ve zamanda hazır 
bulundurulmasıdır. Bu amaç gerçekleştiğinde muharebe sahasındaki askerin sağlığı, 
morali ve gücü artacaktır.        
    Literatürde şu ana kadar mevcut sistemin muharebe şartlarında uygun çalışıp 
çalışmadığını test eden, problem sahalarının neler olduğunu gösteren ve farklı senaryolar 
altında bu sisteme ait zaman standartlarının tespit edildiği bir çalışma yapılmamıştır. Bu 
tezde biz mevcut erzak ikmal sisteminin simulasyon modelini kurarak bu soruları 
cevaplamaya çalıştık. Ayrıca bu çalışmanın lojistik destek planlarını hazırlayan karargah 
subaylarına yardımcı olacağını düşünüyoruz. 
    Sistemin simülasyon modeli Arena 3.0 kullanılarak geliştirildi. Neticeler 
istatistiksel metodlar kullanılarak incelenmiştir. İlgili literatür de bu tezde sunulmuş 
bulunmaktadır. 
 
Anahtar Kelimeler: Askeri Simülasyon, Erzak İkmal Sistemi, Lojistik, I.Sınıf İkmal 
Maddeleri 
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Chapter 1 
Introduction 
1.1.  Logistic Activities in Army 
Logistics means having the right thing, at the right place, at the right time. In its most 
comprehensive sense, it includes all the following activities; 
• Design and development, acquisition, storage, transport, distribution, 
maintenance, evacuation, and disposition of materials. 
• Transport of personnel. 
• Acquisition or construction, maintenance, operation and disposition of 
facilities. 
• Acquisition or furnishing of services 
• Medical and health service support. 
          The goal of logistics is to provide the support required to ensure that operations 
succeed. The main task of logistics in Turkish Army is to provide logistic support to 
Turkish Army Forces at all levels of war. A dependable uninterrupted  logistics system 
helps commanders seize and maintain the initiative. Thus, logistic planning should be 
executed as an integral part of force and  operational planning. During the planning 
process of logistic support, the principles below are used as a guiding tool : 
• Standardization: Methods used in logistic systems and  in its sub-systems, 
services  and  materials should be standardized. Hence, this will enhance the operational 
effectiveness of armed forces. 
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• Sufficiency: Levels and distribution of logistic resources must be sufficient to 
achieve designated levels of readiness, sustainability and mobility to provide the 
required military capability during peace, crisis and conflict. 
• Flexibility: Logistic Support must be as dynamic, flexible, mobile and 
responsive as the operational formations. 
• Simplicity: This principle has a contribution to increase the effectiveness in 
planning process of logistic support. Anticipation of requirements for any kind of 
military operation and allocation of  resources can be made easier if simplicity in 
logistic planning is provided. 
• Visibility: For an efficient management of logistics system, the number, 
situation and activities of  support units in this system should be  visible   in electronic 
environment. 
• Responsibility and authority of logistic support units, and sections should be 
determined elaborately. 
• Cooperation and coordination 
• Economy: Logistic resources must be used effectively, efficiently and 
economically.     
 
1.2.  Supply Concept  in Army 
Supply is a wide-ranging function that extends from determination of requirements at 
the national level down to delivery of items to the user in the theater. It involves 
activities at all levels of logistics. Supplying the force is one of the major elements in 
sustaining the battle. It is the process of providing all items necessary to equip, 
 3
maintain, and operate a unit. Supply operations involve the storage, distribution, 
requisitioning, protection, maintenance, and salvage of supplies. Its primary purpose is 
to sustain the soldiers and weapon systems in strategic, operational, and tactical 
environments on the modern battlefield. As the battle progresses, logistic support units 
must provide the right supplies at the right locations in time to contribute to the fight. It 
is imperative that the systems be in place to allow the supported units to place their 
demands rapidly and to assist the logistic support units in providing the supplies in a 
timely manner. 
To be successful, supply support must be both effective and efficient. Limited 
resources require that supply operations be efficient. However, efficiency cannot 
handicap effectiveness. Five logistics characteristics facilitate effective, efficient supply 
operations. Foremost among these is anticipation. Commanders and logistician must 
anticipate requirements, and the supply system must also be anticipatory. They integrate 
supply concepts and operations with strategic, operational, and tactical plans. Supply 
operations and systems must be responsive to the commander and provide continuous 
support to forward-deployed forces. Finally, logistician must improvise to expedite 
actions when needed and adapt to changing dynamics on the battlefield. 
 
1.2.1.  Levels of  Supply 
Levels of supply are broadly classified under the categories of tactical, operational, and 
strategic.  
Strategic level of supply: Strategic-level supply is involved with mobilization, 
acquisition, force projection, mobility, and the concentration of supply support in the 
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theater. It is the link between the nation's economic base and the military supply 
operations in a theater. Strategic and operational levels interface in a theater of 
operations. 
Tactical level of supply: Tactical-level supply focuses on readiness. It supports the 
tactical commander’s ability to fight battles and engagements. Successful support is 
anticipatory. It provides the right supplies at the right time and place to supported units. 
Tactical commanders must integrate supply support with their concept of operations 
during the tactical planning phase. Mobile, responsive capabilities are essential for 
accomplishing the supply mission. 
Operational level of supply: Operational-level supply focuses on sustainment, supply 
unit deployment, and the distribution and management of supplies and material. 
Contractors and civilians provide support from within as well as outside the theater of 
operations. 
 
1.2.2. Classes of Supply Materials 
Supply  includes a broad assortment of items categorized in 5 classes.  
• Class I: Food , water, health and comfort items. 
• Class II: Clothing, individual equipment, maps chemical defense equipment. 
• Class III: Petroleum fuels, lubricants, hydraulic and insulating oils, coal. 
• Class IV: Special purpose materials. For example cold-weather equipment. 
• Class V: Ammunition  of all types, bombs, explosives, mines, fuzes, missiles, 
rockets and other associated items. 
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1.2.3.   Food Supply System in Army Corps 
Request and distribution are two major components of food supply system. These 
activities are presented in Figure 1.1. In the system modeled in this study, Battalion 
Personnel Officer takes the number of soldiers in each company from the 
noncommissioned officer of the companies. Then the total number of  soldiers in 
battalion is found and reported to the Personnel Office Administrator (POA) in the 
Brigade. The POA gives the total number of Brigade to the Quartermaster Office 
Administrator. Daily Ratio Demand of Brigade is prepared according to this total 
number. DRD shows the needed  food of Brigade for the following day of operation. 
        Then a convoy which consists of 8-10 vehicles is formed to get the needed 
subsistence of the brigade. This convoy starts its movement from Brigade Supply Point 
and may undergo different enemy attacks during its travel toward Corps Supply Point. 
When it arrives CSP, the convoy commander gives the requisition form which shows 
the Daily Ratio Demand of Brigade to the Food Supply Point Commander. FSPC orders 
loading section to load the convoy. After completion  of loading each vehicle, convoy 
starts its travel back to Brigade Supply Point and may be attacked by enemy forces 
during its travel again. When convoy reaches BSP, the loading section in BSP unloads 
the vehicles. The food is then separated into piles. Each pile belongs to a specific 
battalion. This separation method is called unit pile method. Then each pile is again 
loaded upon the vehicles of Battalions, each battalion convoy which comprises 2 or 3 
vehicles travels toward Battalion Regions under the threat of enemy attacks. When these 
convoys arrive at their regions, the mission is complete. 
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Figure 1.1. Food Supply System of Army Corps
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In the military organization that we modeled there are 6 brigades, which are supported 
by Corps Supply Point and each brigade has 3 battalions. There are 3 Food Supply 
Points in CSP and they are 1000-1500 meters away from each other. One of them is the 
main supplier and supports 2 brigades. The other two FSPs support 4 brigades but not 
always have the required amount of food in its depots. Figure 1.2 displays these 
activities.                
        Actually the reaction of this food supply system under war conditions is 
unknown since Turkish Army has not entered a full-scale war so far. By making 
simulation model of  this system, we will be able to analyze the system and identify the 
problem areas. The model will  also be a helpful tool for commanders in their decision-
making process. Specification of time standards for this system under different 
scenarios is another useful outcome of this work. Because these standards will help staff 
officers prepare logistic plans efficiently and anticipate the duration of supply in FSS. A 
list of research questions to be answered by the proposed simulation study is given in 
Chapter 3. 
            Chapter organization is as follows. Chapter 2 presents the related literature with 
the simulation software and methods; the requirements of military simulation modeling; 
simulation applications that provide useful information about military logistics. In 
Chapter 3, we construct the simulation model of Army Corps Food Supply System and 
give a list of research questions to be answered by this simulation model. Chapter 4 
presents experimental design of five factors; March technique, number of supply points, 
artillery attack, air attack, breakdown of vehicles. Moreover, we implement the 
ANOVA procedure to find out the significant factors for two different performance 
measures. Chapter 5 includes ranking and selection of the best alternative design by the 
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help of Analytic Hierarchy Process (AHP) technique. In Chapter 6, we give conclusions 
of our research and propose some ideas for future researches. 
 
Figure 1.2.  The Flow of Distribution and Requisition  
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Chapter 2 
Literature Review  
In this chapter, references are summarized in three sections. They are simulation 
software and methodology, military simulation, and military logistics. In the first 
section, we mention about the papers that helped us to build our simulation model and 
learn some techniques about verification and validation. In the second section, papers 
about military modeling and simulation are presented. In the last section, the papers 
about the distribution systems and logistic support activities in military environment are 
given. We summarized the related literature in Table 2.1.  
 
2.1.  Simulation Software and Methodology 
In our study, we use ARENA 3.0 software to build the simulation model of Army Corps 
Food Supply System. Arena combines the modeling power and flexibility of the 
SIMAN simulation language, while offering the ease of use in Microsoft Windows and 
Microsoft NT environment. Takus and Profozich (1997) explain the software and its 
capabilities in their tutorial. 
          Sargent (1998) and Balci (1998) discuss how to assess the acceptability and 
credibility of simulation results, principles, and techniques of simulation validation, 
verification and testing. Kleijnen (1999) explains the statistical techniques to validate 
simulation models depending on the type of the data available. He explains three 
different cases as no data, only output data, both input and output data and gives some 
examples about them. Law and Kelton (1991) explain the timing and relationships of 
validation, verification and establishing credibility, and discuss guidelines for  
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Table 2.1. Summary Table of Related Literature 
 
CLASSIFICATION 
 
PUBLICATION 
 
SUBJECT 
 
 
 
Simulation Software 
and Methodology 
Takus and Profozich (1997)  
Sargent (1998)                  
Balci (1998)                  
Kleijnen (1999)                  
Law and Kelton (1991)  
Montgomery (1991)               
Saaty (1988)  
Banks, Carson, Nelson 
(1999) 
ARENA software tutorial               
V&V of simulation models             
V&V of simulation models             
V&V and data availability              
Analysis of simulation output         
Design and analysis of experiment 
Analytical Hierarchy Process  
Discrete-event system simulation 
 
 
 
Military Simulation 
Kang and Roland (1988)  
Hartley (1997)                    
Page and Smith (1998)         
Perla (1990)                           
Sisti (1996)             
Garrabrants (1998)   
Military simulation                          
V&V in military simulations          
Essential techniques for M&S       
Procedures used in war gaming      
Military simulation applications     
Warfare simulations 
 
 
Military Logistics 
Kang and Gue (1997)     
Parker and Williams (1997)  
Parsons and Krause (1999)  
Borrego, Cheng and Janz 
(1988)   
Modeling the offload of supplies 
Ammunition upload                        
Distribution systems                        
Logistics support activities 
 
 
determining the level of model detail and some techniques for verification and 
validation. 
          Montgomery (1991) thoroughly discusses the design and analysis of experiments 
in his book. He introduces factorial designs, regression analysis, response surface 
methods and gives examples about them. Kelton (1997) introduces some of the ideas, 
issues, challenges, solutions, and opportunities in deciding how to experiment with a 
simulation model to learn about its behavior. Hood and Welch (1992) discuss 
experimental design issues in simulation. 
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         Saaty (1988) presents Analytic Hierarchy Process (AHP), which works by 
developing priorities for alternatives and the criteria used to judge the alternatives. AHP 
provides a powerful tool that can be used to make decisions in situations involving 
multiple objectives. We choose AHP among many decision making methods because of 
its simplicity in both application and interaction with the decision makers. 
  
2.2. Military Simulation 
Kang and Roland (1988) discuss the military simulation within the subjects of 
organizations that deal with and their areas of study, classification of military 
simulation, simulation as a training tool, and application. They stress on the subjects of 
advanced distributed simulation, distributed interaction simulation, and high level 
architecture. 
         Hartley (1997) mainly stresses on the difficulties, methods, and cost of the 
military simulation studies and presents the comparison of military simulation studies 
with others in terms of verification, validation and accreditation. 
         Page and Smith (1998) provide an overview of military training simulation in the 
form of an introductory tutorial. Basic terminology is introduced, and current trends and 
research focusing on the military training simulation domain are described. Perla (1990) 
presents the art of war gaming, discussing the backbones of the procedures and 
techniques. 
         Sisti (1996) studies on the topics of interest to researchers in the simulation 
community and present some of the selected Air Force programs. He deals with the 
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wide variety of research issues in simulation science, and their application to the 
military domain. 
         Garrabrants (1998) stresses the role of simulation systems to support all levels of 
command and control functioning, especially staff planning after receipt of orders and 
mission rehearsal in his study. He explains how Marine Tactical Warfare Simulation, an 
advanced simulation system, is used to model all aspects of combat (air, land, sea, and 
amphibious ship-to-shore activities) and gives detailed information about its usage.  
 
2.3. Military Logistics 
Kang and Gue (1997) describe a simulation model of the offload of supplies to support 
a Marine Air-Ground Task Force, and show how to determine the number and 
allocation of different material handling devices for such an operation. 
        Parker and Williams (1997) prescribe a method for the strategic analyst to develop 
flow diagrams which can be used to analyze logistics requirements, project and evaluate 
force sustainment. They also evaluate the steady-state logistics flow of fuel and 
ammunition through time. 
        Parsons and Krause (1999) introduce the TloaDS simulation model that is a tool to 
study the delivery of logistics material to U.S. Marine Expeditionary Forces. This tool 
tries to provide inexpensive, flexible and frequent evaluation of new logistics delivery 
tactics and logistics material transport vehicles. It has purpose of encompassing all 
elements of the previously built models into one model, allowing for easy user 
modification increasing execution speed significantly. 
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         Borrego, Cheng and Janz (1988) study on the Comprehensive Operational Support 
Evaluation Model for Space (COSEMS) which is a discrete event simulation with 
objective of evaluating alternative logistics support concepts that have been proposed by 
the Strategic Defense System (SDS). It is written in SIMSCRIPT II.5 and FORTRAN. 
        The papers in military simulation part deal with the combat simulation and war 
gaming but the logistic support activities are not included in these papers whereas the 
papers in military logistic part just deal with the distribution systems and logistic 
support activities. In our study, we analyze both the effect of logistic support activities 
and enemy attacks. 
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Chapter 3 
The Simulation Model 
3.1. Formulation of The Problem And Planning The Study 
In this study, we aim to explore the behavior of existing food supply system of Army 
Corps under war conditions, establish the nature of relationships among significant 
factors and the system performances, specify some time standards for the activities 
which occur within this supply system and compare different scenarios. In the case 
where the system does not work properly, we try to detect the major problem areas of 
the system. The following research questions will be investigated by the help of this 
model. 
• Does the existing food supply system of Army Corps operate properly ? 
• Does any  bottleneck occur in the system ? 
• How do artillery and air attacks of enemy affect the system performances ? 
• What happens if we change the organization of the facilities in the food supply 
system ? 
• What are the significant factors and how do they affect the system performance 
measures ? 
• What kind of modifications can be made to improve the system performance 
measures of existing system ? 
The performance measures under consideration are: 
• Maximum time in system (in minutes). 
• Number of destroyed vehicles. 
• Average time-in-system measure of vehicles for each brigade (in minutes).  
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The data requirements of our simulation model are: 
• The number of vehicles in a convoy. 
• The velocity of the vehicles. 
• Loading and unloading time of a vehicle. 
• Loading capacity of a food supply point. 
• Repairing time of damaged vehicles by enemy attacks and usual breakdowns. 
• The hit and kill probabilities of enemy weapons. 
 
The assumptions for our model are: 
• The basic unit is brigade. 
• The organization of Army Corps is as in Appendix A. 
• There are enough vehicles to carry the required food by the brigades. 
• There is enough food in Corps supply point. 
• The operation under consideration is offense. 
• Air attack gun is 1 F-16 war plane. 
• Artillery guns are 4 105mm. Cannons. 
 
3.2. Model Development 
In order to develop the simulation model, we first generate the conceptual model. 
During this process we consulted the officers in Logistics Information Systems Center. 
A schematic view of model development is given in Figure 3.1. 
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 Figure 3.1. Schematic View of The Model Development 
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Conceptualizing a model is one of the important phases of model development. The 
real-world system under investigation is abstracted  by a conceptual model. By the help 
of the conceptual model, we understand main structure of the system and focus on the 
essential components of the system. In our system the basic elements are:   
 
Events : 
• Departure of convoys from brigade supply points. 
• Artillery attack of enemy. 
• Air attack of  enemy. 
• Occurrence of breakdowns because of enemy attacks. 
• Completion of repair of damaged vehicles event. 
• Arrival of convoys to Corps supply point. 
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• Departure of convoys from Corps supply point. 
• Arrival of convoys to brigade supply points. 
• Unloading event of vehicles. 
• Arrival of  convoys to Battalion Region. 
 
Activities :  There are two main activities in our model. 
• March of  convoys. 
• Loading and unloading activities. 
 
Entity : 
The major entity of the system is the vehicles of brigades. The enemy planes and 
cannons are the entities which are used for the purpose of animation. 
 
Attributes : 
• Brigade identification numbers.  
• The priority attributes of  vehicles. 
• Type of damage that the vehicle takes. 
• The beginning time of supply. 
 
Exogenous Variables (Input Variables) : 
There are two types of  input variables: Controllable  variables (decision 
variables) and uncontrollable variables (parameters). 
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Decision Variables 
• Number of  vehicles in convoys.  
• Distances between brigade supply point and corps supply point ; brigade 
supply points and  battalion regions. 
• Number of loading teams. 
• Velocity of vehicles (meters/minutes). 
• Loading capacities in supply points. 
Parameters 
• Repair time of vehicles broken by breakdowns (in minutes). 
• Repair time of vehicles damaged by artillery and air attack (in minutes). 
• Loading and unloading time of a vehicle (in minutes). 
• The time to  get ready to move from  Corps supply point to brigade supply 
points (in minutes). 
 
Endogenous Variables (Output Variables) : 
The endogenous variables are output variables and they are classified as state 
variables and performance measures. 
State Variables : 
• State of the loading units. 
• Number of the vehicles waiting in the loading queues. 
• State of repair units. 
• Number of the vehicles waiting in the unloading queues. 
• State of vehicles (busy or idle). 
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Performance Measures :  
• Maximum time in system measure (arrival of last vehicle to the Battalion 
Region)  
• Average time in system of  all vehicles (in minutes) 
• Average time in system measure of vehicles for each brigade (in minutes) 
• Total number of destroyed vehicles because of  artillery attacks 
• Total number of destroyed vehicles because of  air attacks 
• Total number of  destroyed vehicles because of  breakdowns 
• Total number of destroyed vehicles 
• Total number of destroyed vehicles for each brigade 
• The average travel time between corps supply point and brigade supply point 
• Average time spent in corps supply point (in minutes) 
• Average time spent in brigade supply point (in minutes) 
 
3.2.2. Logical Model 
We constructed the logical model of Army Corps Food Supply System via flowcharts. 
Flowcharts have many advantages in constructing the models. Specifically, they 
function as a communication and planning tool and provide an overview of the system, 
demonstrate interrelationships and promote logical accuracy.  
           The flow of  Food Supply System activities starts at 7 o’clock in the morning and 
ends when the last vehicle arrives battalion region. After Convoy Commander (CC) 
takes the report which shows the needed food of brigade, he orders convoy to march 
toward CSP. During traveling, convoy may undergo two kinds of enemy attacks: 
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artillery assault and air assault. If the artillery concentration is at the back of the convoy, 
the vehicles increase their speed. Then, CC stops the movement of convoy and waits 
until the artillery or air assault of the enemy finishes. At this point, CC checks whether 
there is any shot vehicle. If there is a shot vehicle which is repairable, the repair team of 
the convoy repairs the vehicle. When an usual breakdown occurs, failed vehicle is again 
checked whether it is repairable or not. If it is repairable, it is repaired by the repair 
team of the convoy. The flowchart related to these activities is given in Figure 3.2. 
          When convoy arrives CSP, loading activities begin. After CC gives the report to 
FSP commander, the loading team in FSP is checked whether it is idle or busy. If it is 
idle, loading begins. At the end of loading all vehicles of convoy, CC orders convoy to 
march toward Brigade supply point (BSP). During traveling back to BSP, convoy may 
again undergo enemy attacks. After convoy arrives BSP, unloading of vehicles begin. 
The flowchart related to loading activities are given in Figure 3.3. A detailed flowchart 
model of the system is given in Appendix I. 
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Figure 3.2. The Flowchart Model of Activities During Traveling 
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     Figure 3.3.  The Flowchart Model of Loading Activities 
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3.2.3. Simulation Model (Computer Code) 
ARENA 3.0 is used to model the system under consideration as this software is a 
powerful and flexible tool in creating animated models and offers reasonably good 
simulation output process. The Army Corps Food Supply System is a terminating 
system. It starts with the march order of the convoys ends when the last vehicle arrives 
to battalion region. The model is built in terms of  minutes. We present some technical 
information about the model in Table 3.1. A small part of the computer code of our 
simulation model  is given in Appendix C. 
 
Table 3.1. Technical Information About The Model 
Size of Model (with animation) 5.83 MB 
Size of Model (without animation) 3.70 MB 
Simulation Run Time (with animation) 2.43 minutes 
Simulation Run Time (without animation) 0.18 minutes 
Number of Blocks In Model File 2322 
Number of Entities 60 
Number of Attributes 10 
Number of Variables 85 
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3.3. Input Data Analysis 
In this study, we analyze the food supply system under war conditions. Since Turkish 
Army did not experience a full-scale war, we do not have the required data. Therefore 
we use triangular distributions in the absence of data as Smith (1998) recommends. The 
parameters of the distributions are determined by consulting the officers in Logistics 
Information Systems Center. Some of the data related to the loading and unloading 
activities are taken from the army field manuals. We take the hit and kill probabilities of 
weapons used by enemy forces from the databases of JANUS software, which is used to 
model combat area  in military simulations. We give the random variables, their 
distributions functions and parameters in Table 3.2, Table 3.3, and Table 3.4.  
Table 3.2. Repair Times of Vehicles 
Type of Damage  
  1 2 3 
Breakdown tria(10,15,20) tria(20,25,30) - 
       Air attack tria(10,12,18) tria(20,25,30) tria(25,30,40) 
       Artillery tria(5,10,15) tria(10,15,20) tria(15,20,25) 
 
Table 3.3.  Hit and Kill Probabilities of  Enemy Weapons 
 Hit Kill 
30 mm cannon (F-16) 0.09 0.11 
105 mm cannon 0.1 0.05 
 
Table 3.4. Loading and Unloading Times of Vehicles 
Loading tria(8,10,12) 
Unloading tria(6,8,10) 
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3.4. Model Verification and Validation 
The process of determining the correctness of a model consists of two separate 
functions: verification and validation. Verification is the process of determining that a 
model operates as intended. Validation is the process of determining that we have built 
the right model. 
 
3.4.1. Verification  
Verification is concerned with building the model right. It asks the questions: Is the 
model implemented correctly in the computer? Is the logical structure of the model 
correctly represented? In our study, we apply the techniques recommended by Banks 
(1999). 
• Throughout the verification process, we try to find and remove unintentional 
errors in the logic of the model. This activity is commonly referred to as debugging the 
model. Arena debugger function helps us to see whether the events occur properly or 
not. 
• Arena has the capability of collecting the statistics automatically. Hence, we 
can observe the outputs easily. The output statistics show that our model operates as 
intended. 
• We tested our model for the different and extreme conditions to observe 
whether the model behaves reasonable. For instance, when we increase the hit 
probabilities of enemy weapons to 1, the average number of destroyed vehicles becomes 
46.8 whereas it is 5.13 in typical case. 
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• The errors in the model can also be observed through animation. Animation 
presents a dynamic moving picture of the entities within the simulation. Thus, it is very 
powerful tool in model verifications. Arena enables us to create an animation of the 
model. During model development, the animation of our model helped us to find the 
errors and correct them. A sight from this animation is given in Figure 3.4. 
 
Figure 3.4. A Screen Shot from The Animation of  The Model 
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3.4.2. Validation 
Validation is concerned with building the right model. It is utilized to determine that a 
model is an accurate representation of the real system. It is the overall process of 
comparing the model and its behavior to the real system and its behavior. We followed 
the following steps in the validation process. 
 
3.4.2.1. Face Validity 
Face validity is achieved by asking people familiar and knowledgeable about the real 
system whether the model and/or its behavior appear reasonable. Potential users of a 
model should also be involved in model construction from its conceptualization to its 
implementation to ensure that a high degree of realism is built into the model (Banks 
1999). From the beginning of our study, we include the users in the process of model 
development. Thus we assure that the model behaves as expected. The outputs of the 
simulation model is also found to be quite reasonable by the officers in the Logistics 
Information Systems Center. The output of one replication from our simulation model is 
given in Appendix H. 
 
3.4.2.2. Sensitivity Analysis 
Sensitivity Analysis can be used to check the validity of the model. For example, in 
real-world system, an increase on the loading times in corps supply point must cause the 
maximum time-in-system performance measure to increase. As seen in Figure 3.5, our 
simulation model  behaves as we expect in real-world system. The x-axis of the graph 
shows the points of experiment (Table 3.5). 
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Figure 3.5.  Sensitivity Analysis on the Loading Times  
 
 
Table 3.5. Points of Experiment for The Sensitivity Analysis on Loading Times 
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4 tria(14,16,18) 
5 tria(16,18,20) 
6 tria(18,20,22) 
7 tria(20,22,24) 
8 tria(22,24,26) 
9 tria(24,26,28) 
10 tria(26,28,30) 
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Chapter 4 
Design and Analysis of the Experiments 
Experiments are performed by investigators in virtually all fields of inquiry, usually to 
discover something about a particular process or system. Literally, an experiment is a 
test. A designed experiment is a test or series of tests in which purposeful changes are 
made to the input variables of a process or system so that we may observe and identify 
the reasons for the changes in the output response (Montgomery 1991). 
      In this part of our study, we look for the answers of following research questions: 
• Does any  bottleneck occur in the system ? 
• How do artillery and air attacks of enemy affect the system performances ? 
• What happens if we change the organization of the facilities in the food supply 
system ? 
• What are the significant factors and how do they affect the system performance 
measures ? 
 
4.1. 25 Factorial Designs 
       If we wish to draw meaningful conclusions from an experimental design, we have 
to implement statistical methods. These methods require that observations should be 
independently distributed random variables. This is achieved in simulation experiments 
by taking independent replications. Another important point in experimental designs is 
the selection of an appropriate sample size. We apply the Sequential Procedure 
proposed by Law and Kelton (1991) to achieve a certain accuracy. Pilot experiments 
indicate that 15 replications are enough to estimate MTIS and number-of-destroyed-
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vehicles performance measures with %95 accuracy. Details of the calculations, and the 
application of Sequential Procedure are given in  Appendix C. 
Our experiment involves the study of the main and interaction effects of 5 
factors on the following performance measures. 
• Maximum time in system 
• Number of destroyed vehicles 
We implement 2k factorial design to identify the significant factors and their 
interactions. We have 5 factors. Factor A is the march technique on which Convoy 
Commander of the vehicles decides. During traveling, especially under enemy attack,   
some of the vehicles will have breakdown and should be repaired immediately. In this 
technique, we consider two cases: split&group. In the split case, the vehicles which 
don’t have breakdown do not wait for the breakdown vehicles to be repaired and go on 
their march. However, in the group case, convoys move in group. At times of 
breakdown of some vehicles, the rest of convoy wait for the failed vehicles to be 
repaired. Hence, in the group case, the convoy cannot split and goes on its movement in 
integrity. Factor B is the number of food supply points in Corps Supply Point. The 
number of these facilities can be at least 1 and at most 3. Factor C, D, E are enemy 
artillery attack, enemy air attack and the usual breakdowns, respectively. Since the food 
supply system operates in the rear region of Army Corps, the air and artillery attacks of 
enemy are not highly expected. Therefore, we define the low levels of factor C and 
factor D as having 0 probability and define the high levels as having 0.2 and 0.15 
probabilities, respectively. The officers in Logistics Information Systems Center helped 
us during the determination process of the levels of these factors. In Table 4.1, factor 
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descriptions and the levels of the factors are presented. Note that factor A and factor B  
are controllable and the factors C, D, E  are uncontrollable factors. 
 
Table 4.1. Description and Levels of Factors 
 
FACTORS 
 
FACTOR DESCRIPTION 
0 
Low 
 
         1 
      High 
 
A March Technique Split In Groups 
B Number of Supply Points in CSP 1 3 
C Artillery Assault 0 0.2 
D Air Assault 0 0.15 
E Breakdown 0.05 0.2 
 
 
4.2. Diagnostic Checking on The Validity of Assumptions 
Recall that, we have 25 design points. Each of these design points is called as a 
treatment. After we have made 15 replications for each treatment, we perform ANOVA 
to identify significant factors and their interactions. The outputs of 32 treatments are 
given in Appendix D. 
Before the evaluation of these ANOVA results for each performance measure, we 
should check the validity of two important assumptions of ANOVA. The first one is the 
normality of the errors and the second one is homogeneity of variances across the 
treatments. Violations of these assumptions can be examined by the examination of the 
residuals.  
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The residuals for our model can be defined as; 
ei= yi. - ŷi       i=1,2,.............32 ;  j=1,2,.........15 
where i   is the treatment number 
          yi. is the observed mean of the ith  treatment 
          ŷi  is  the predicted value of mean for the ith  treatment 
We computed ŷi ’s via a regression model which is given in Appendix E. The 
residuals for each performance measure are tested to see whether they fit a normal 
distribution or not. We found that the residuals are normally distributed according to 
Kolmogorov-Smirnov and Anderson-Darling tests. The summary of these test results 
are given in Table 4.2. 
 
 
Table 4.2. The Results of Kolmogorov-Smirnov and Anderson-Darling Tests  
  Test Statistic Critical Value P value Result 
MTIS K – S 0.188 0.234 0.182 Do not reject H0 
 A – D 1.730 2.490 0.130 Do not reject H0 
DEST K – S 0.206 0.234 0.114 Do not reject H0 
 A – D 1.060 2.490 0.329 Do not reject H0 
 
where K-S and A-D tests the following hypotheses ; 
           Ho : The residuals fit the normal distribution 
                       H1 : Above is not true 
MTIS stands for the Maximum Time-In-System performance measure and DEST 
stands for the number of destroyed vehicles. In Appendix F, we present the residuals 
calculated via the regression models. 
In order to check the homogeneity of variances across the treatments for the 
maximum time in system performance measure,  we applied the Bartlett test. We simply 
tested the following hypothesis. 
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Ho : σ12  =σ22  =......=σ322   
H1: above is not true for at least one  σi2 
The test statistic is  χ02 = 2.3026(q / c)     where 
 
The quantity q is large when the sample variances Si2 differ greatly and is equal to 
zero when all Si2 are equal. Therefore, we should reject Ho on values of  χ02 that are too 
large; that is, we reject Ho only when χ02 > χα,a-12. 
The results indicate that we reject the null hypothesis for the maximum time-in -
system performance measure (Table 4.3). It means that the variances across the 
treatments are not homogeneous. The usual approach to deal with this problem is to 
apply a variance-stabilizing transformation (Montgomery 1991). 
 
Table 4.3. Result Of Bartlett Test for MTIS 
Performance 
Measure 
 
Sp2  
 
Q 
 
C 
 
χ02 
 
χα,a-12 
 
Result 
 
MTIS 
 
15.516 
 
83.504 
 
1.024 
 
187.679 
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Before transformation, we empirically examine the variances of the treatments 
and find that the variance of treatments in which factor A is at its low level and the 
variance of treatments in which factor A is at its high level differs significantly. We 
have the same observation for factor D. Then we first omit factor A and made 24 
factorial design and test the variances of treatments again but the variances are found to 
be not homogenous. Then factor D is omitted and the same procedure above is followed 
but we found that the variances across the treatments are still not homogenous. At this 
point we decided to apply a variance-stabilizing transformation. 
If the theoretical distribution of the observations is known, this knowledge can be 
utilized in selecting the transformation. But in our case we don’t have any information. 
Thus, we empirically seek a transformation that equalizes the variances across the 
treatments (Montgomery 1991). After we applied the logarithmic transformation, we 
observed that these transformed data pass the Bartlett test (Table 4.4). We can feel 
confident about the transformation because it stabilizes the variances across the 
treatments and  the ANOVA results for actual data and the transformed data are mostly 
parallel to each other. The ANOVA of  performance measures was performed in SPSS 
software and  presented in Appendix G. 
  
Table 4.4. Result of Bartlett Test for MTIS (Transformed Data)  
Performance 
Measure 
 
Sp2  
 
Q 
 
C 
 
χ02 
 
χα,a-12 
 
Result 
 
MTIS 
 
1.84E-05 
 
-14.379
 
1.024 
 
-32.316 
 
44.97 
 
Do not 
Reject H0 
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We can not apply the Bartlett Test to check the homogeneity of variances for the 
number of destroyed vehicles performance measure. Because we have some treatments 
in which variance is zero. Therefore we analyzed the scatter plots of residuals and 
variances (Figure 4.1 and Figure 4.2). Since these plots are structureless and do not 
contain an obvious pattern,  we can conclude that the variances across the treatments for 
the number of destroyed vehicles performance measure  are homogeneous. 
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Figure 4.1. Scatter Plot of  Variances for  Number Of  Destroyed Vehicles 
 
 
 
Figure 4.2. Scatter Plot of Residuals for Number of Destroyed Vehicles 
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4.3. Evaluation of Main and Interaction Effects of Maximum 
Time in System 
The results of ANOVA which is performed in SPSS software indicate that march 
technique, number of food supply points in Corps Supply Point, enemy attacks and the 
usual breakdown are significant factors. We also found that the interactions between 
march technique and number of  FSPs, march technique and enemy air attack, and 
march technique and breakdown are all significant. We further examine these 
significant main and interaction effects by plotting diagrams. We show the main effects 
of significant factors in Figure 4.3. 
 
Figure 4.3.  Main Effects of Significant Factors for  MTIS 
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The line of  march technique has steeper increase than the lines of other factors. It 
means that the main effect of this factor is greater than the effects of other factors. As 
discussed earlier, the low level of march technique is the split form. If a convoy can 
split at times of breakdown, the majority of the convoy do not wait for the failed 
vehicles to be repaired. Hence, this will cause the maximum time-in-system to decrease. 
Enemy attacks and usual breakdown are significant. Because the number of 
damaged vehicles which are to be repaired at the high levels of these factors are more 
than the number at the low level of these factors. Thus, repairing the damaged vehicles 
when these factors are at their high levels takes much time and there will be an increase 
on maximum time in system. 
When the number of food supply points (Factor B) is three, one of the FSPs 
operates as the main point and serves only for the third and fourth brigade convoys. The 
first, the second, the fifth and the sixth brigade convoys are served by the remaining two 
FSPs. These remaining two FSPs do not have the all needed food in their depots. 
Therefore, some of the vehicles of 1st , 2nd , 5th , 6th brigade convoys have to be served 
from main FSP. But these vehicles have to wait for the 3th and 4th  brigade convoys to 
be loaded first. If the number of FSPs is one, none of the convoys has priority over the 
other convoys. Because there are six loading teams inside this FSP and each of these 
teams will only serve one brigade convoy. We can conclude that when factor B is at its 
high level, some of the vehicles from 1st , 2nd , 5th , 6th brigade convoys have to move 
toward the main FSP and have to wait for the 3th and 4th  brigade convoys to be loaded. 
Hence, these activities will cause maximum time in system to increase. 
        The interactions between the factor is investigated in our study. The interaction 
between march technique and number of supply points is presented in Figure 4.4. The 
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permanent line shows the change in maximum time-in-system measure while factor B is 
at lowest level and factor A  is shifting from 0 (split)  to 1 (group). The dotted line 
shows the change in maximum time in system measure while factor B is at highest level 
and factor A  is shifting from 0 (split)  to 1 (group). 
 
Figure 4.4.  The Interaction Effect Between  Factor A and Factor B  for  MTIS 
  
Because of the interaction between factor A and factor B, the interpretation of 
main effects of factor A and factor B may be a little subjective. Because a significant 
interaction will mask the significance of main effects. In our study, the average of MTIS 
across the treatments when factor A is at its low level is  359.07. But when both factor A 
and factor B is at low levels, the average of MTIS decreases to 345.61 and when factor 
A is at low level again and factor B is high level, the average of MTIS increases to 
372.53 at this time.  
It means that while convoys march in split form, they do not wait so much in the 
loading queues when there is one FSP (low level of factor B) as they wait in the loading 
In te ra c tio n  E ffe c t D ia g ra m  O f A -B
A =  + 1
A =  - 1
3 2 0
3 4 0
3 6 0
3 8 0
4 0 0
4 2 0
M
ax
im
um
 T
im
e 
In
 S
ys
te
m
B   is  a t L O W  le v e l 3 4 5 ,6 1 3 9 5 8 3 3 9 8 ,0 1 6 9 2 5 2
B   is  a t H IG H le v e l 3 7 2 ,5 3 7 9 3 9 1 ,5 8 9 3 9 3 3
1 2
 40
queues when there are three FSPs. The case is different when factor A is at high level. 
Because the average of MTIS is 394.80 at the high level of factor A whereas the average 
is 391.58 when  factor A and  factor  B are at high levels and it is 398.01 when factor A 
is again high level and factor B is low level. Actually there is not so much difference 
between these values. Since the convoys  march in groups and arrive FSPs in that form, 
the average waiting time in the loading queues do not change so much whether the 
number of FSPs is one or three. To shift the march technique from high level (in 
groups) to low level (split) will cause the average waiting time in the loading queues at 
FSPs to decrease and this change will decrease the MTIS either as seen in Figure 4.4.  
In  Figure 4.5, we plot the interaction effect of factor A and factor C. The dotted 
line shows the change in MTIS measure when  factor C (enemy artillery attack) is at 
high level and factor A is shifting from low to high level. On the other hand, the 
permanent line shows the change in MTIS measure when factor C is at low level and 
factor A is shifting from low to high level. 
 
Figure 4.5. The Interaction Effect Between  Factor A and Factor C  for  MTIS 
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When the artillery forces of enemy launches an attack on convoys, the number of 
damaged and destroyed vehicles increases. Thus, repairing them will take much time. 
The average waiting time in repair queue while the convoys march in groups  during 
this artillery attack is slightly much than the one while they move in split form. That is 
why the dotted line is a bit steeper than the permanent line. 
The diagram of interaction effect between march technique and usual breakdown 
is presented in Figure 4.6. 
 
Figure 4.6. The Interaction Effect Between  Factor A and Factor E for MTIS 
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second type of breakdown is slightly more than the average number of vehicles which 
have first type of breakdown. Since the second type of usual breakdown can only be 
repaired by technician and his team, the average number of vehicles waiting in repair 
queue increases and this cause MTIS to increase slightly either.  
 
4.4. Evaluation of Main And Interaction Effects for The 
Number of Destroyed Vehicles Statistics 
The results of ANOVA for this performance measure indicate that artillery and air 
attacks of enemy  are significant factors. There is a slight interaction effect between 
these factors too. The main effects of these significant factors are presented in Figure 
4.7. 
 
Figure 4.7. Main Effects of Significant Factors for  Number of Dest. Vehicles 
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The permanent and the dotted lines show the change in the number of destroyed 
vehicles while the underlying factors shift from  low level to high level. The dotted line 
is a little steeper than the permanent line. Since the kill probability in air attacks is 
higher than the one in artillery attacks the average number of destroyed vehicles due to 
air attack will be more than the average number of  vehicles  which is destroyed by 
enemy artillery attack. 
In Figure 4.8, we plot the interaction effect between artillery and air attacks of 
enemy. The inference drawn from this diagram is that the lines are almost parallel to 
each other. Hence, we can say that the interaction effect between these factors are 
negligible. 
 
Figure 4.8. The Interaction Effect Diagram of Factor C and Factor D 
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4.5. Sensitivity Analysis 
In this section, we investigate whether maximum time-in-system performance 
measure is sensitive to the changes in the variances of loading distributions. As seen in 
Table 4.6, MTIS and average time-in-system measures do not follow a decreasing or 
increasing pattern. It means that if the loading activities are performed with equipments 
such as forklifts, the variability in the loading times will decrease but this decrease does 
not cause a decrease on maximum time-in-system measure in our system. If we 
somehow decrease the mean times during loading, we achieve a decrease on MTIS 
measure (Table 4.7)  
 
Table 4.6. Sensitivity Analysis (I) 
 
Points of Experiment Mean Variance MaxTIS AvTIS 
tria(8.0,10,12.0) 10 0.6666 378.08 321.64 
tria(8.2,10,11.8) 10 0.5400 384.92 324.78 
tria(8.4,10,11.6) 10 0.4266 385.25 323.50 
tria(8.6,10,11.4) 10 0.3266 385.11 323.56 
tria(8.8,10,11.2) 10 0.2400 377.83 321.54 
tria(9.0,10,11.0) 10 0.1666 390.85 325.54 
tria(9.2,10,10.8) 10 0.1066 394.88 329.90 
tria(9.4,10,10.6) 10 0.0600 391.98 330.56 
tria(9.6,10,10.4) 10 0.0260 380.50 322.04 
tria(9.8,10,10.2) 10 0.0066 381.31 322.16 
tria(10,10,10) 10 0.0000 378.61 322.37 
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Table 4.7. Sensitivity Analysis (II) 
 
Points of Experiment Mean Variance MTIS ATIS 
tria(8,10,12) 10 0.6666 378.08 321.64 
tria(7,9,11) 9 0.6666 383.06 315.34 
tria(6,8,10) 8 0.6666 363.74 308.56 
tria(5,7,9) 7 0.6666 351.15 299.45 
tria(4,6,8) 6 0.6666 351.87 293.45 
tria(3,5,7) 5 0.6666 342.63 285.22 
tria(2,4,6) 4 0.6666 338.28 284.08 
tria(1,3,5) 3 0.6666 337.30 275.80 
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4.6. Conclusion 
For MTIS performance measure, the main effects of all factors are significant. March 
technique is the most significant factor. There are also three significant interactions for 
MTIS: March technique-number of FSPs, march technique-artillery assault, and march 
technique-breakdown. 
Time is one of the most important criteria in making logistic plans. The 
information obtained from Chapter 4 indicates that staff officers who are assigned to 
prepare these plans should carefully examine the effects of enemy attacks, breakdowns, 
and especially the choice of march technique. If the technology which makes the 
control, coordination, and command activities of convoys easy exists, planners should 
prefer the split form during the decision process for the appropriate march technique. As 
stated before, occurrence of enemy attacks means there will be failed vehicles to be 
repaired. Hence, this will cause time measure to increase. If security precautions of 
convoys during traveling are enhanced, the damage taken by these enemy attacks will 
be less. Breakdown causes time measure to increase significantly. Therefore, the 
maintenance of vehicles in peace time carries a great importance.  
For the number-of-destroyed-vehicles performance measure, artillery and air 
assaults are significant factors. The interaction between these factors are slightly 
significant. The results indicate that enemy attacks may handicap the supply system. In 
order to prevent the enemy attacks, commanders must give more importance to 
reconnaissance activities to anticipate these attacks.   
Since supply points are well protected against the artillery and air attacks of 
enemy, we assumed that the convoys are safe when they arrive FSPs. Hence, it is usual 
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to observe that number of FSPs is an insignificant factor for the number-of-destroyed-
vehicles performance measure. Selection of march technique doesn’t affect the 
occurrence of enemy attacks. Hence, it is again usual to observe that this factor is 
insignificant for the number-of-destroyed-vehicles performance measure. During model 
development, we assumed that engines of the vehicles are in good condition. The results 
obtained from experiments indicate that the average number of destroyed vehicles 
across all treatments as a result of breakdown are mostly zero. That is why breakdown 
factor is insignificant for the number-of-destroyed-vehicles performance measure. Since 
artillery and air attacks are two independent activities of enemy, it is usual to observe 
insignificant interaction between these factors for MTIS performance measure. We 
summarize the significant factors and interactions for each performance measure in 
Table 4.5. 
 
Table 4.5. Significant Factors and Interactions for Performance Measures 
 
Factors and Interactions 
 
MTIS 
 
DEST. 
March Technique Significant Insignificant 
Number of FSPs Significant Insignificant 
Artillery Assault Significant Significant 
Air Assault Significant Significant 
Breakdown Significant Insignificant 
March Technique - Number of FSPs Significant Insignificant 
March Technique - Artillery Assault Significant Insignificant 
March Technique – Breakdown Significant Insignificant 
Artillery Assault  - Air Assault Insignificant Significant 
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Chapter 5  
Implementation of Analytic Hierarchy Process for Army 
Corps Food Supply System  
5.1. Introduction  
In the previous chapter, we found out that factor A, factor B, and their interactions are 
significant for MTIS performance measure. To decide on the number of FSPs and the 
march technique is an important decision for staff officers who prepare logistic plans. 
At this point, we make three alternatives from these configurations of the factors   
(Table 5.1) to help the officers in their decision process. In the first alternative, there is 
only one FSP and convoys move in split form. The second alternative is that there are 
three FSPs and the convoys move in split form. In the third one, there is one FSP and 
convoys move in group. Note that there are three FSPs and convoys march in group in 
the existing system. We call the existing system as the fourth alternative for the 
simplicity in further explanations. 
 
Table 5.1. Alternative Designs for The Army Corps Food Supply System 
 Alternative Number of FSP March Technique
1 1 Split 
2 3 Split 
3 1 Group 
4 3 Group 
 
In terms of MTIS, Alternative-1 is 349.21 which is best when it is compared with 
other alternatives. The results given in Table 5.2 are found quite reasonable by the 
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officers in Logistics Information Systems Center (LISC). But it has been argued that 
having just one supply point and moving in split form is disadvantageous. According to 
officers in LISC, if this single FSP is destroyed by the long-range weapons of enemy, 
there will be unfortunately no food to supply. If the number of FSPs is more than one, 
the units can still be supplied by the remaining FSPs after enemy destroys one of them. 
It is obvious that single FSP is better and tempting target for enemy to attack. Therefore, 
we can say that vulnerability to enemy attacks is high when there is just one FSP. 
   
Table 5.2. Mean Values of MTIS for Four Alternatives 
 
Alternative 
 
Mean Value for MTIS
 
S. Deviation
 
Half-Width* 
 
Upper B.*  
 
Lower B.*
1 349.21 12.1 6.69 355.9 342.52 
2 371.76 18.1 10 381.76 361.76 
3 396.16 15.6 8.61 404.77 387.55 
4 378.08 21.90 12.20 390.28 365.88 
 
* Calculations are performed at α=0.05 significance level. 
 Another issue, discussed by the officers in LISC is that moving in split form may 
create some problems in command, control and coordination (CCC) activities of these 
brigade convoys. The experience obtained from military exercises shows that moving in 
group causes CCC activities to be performed conveniently.  
       At this point of study, we understand that selecting the best alternative, just by 
analyzing MTIS performance measure may lead us to mistaken judgements. According 
to explanations made by officers, the CCC activities and the vulnerability to enemy 
attacks (VEA) emerge as two important criteria in addition to the MTIS performance 
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measure. Therefore, we should take all of these three criteria into account in selecting 
the best alternative. The best way to cope with this multiple objective problem is to 
apply Analytic Hierarchy Process (AHP) technique. 
         
5.2. Implementation of AHP 
The AHP is a very useful technique in converting subjective assessments of relative 
importance into a set of weights and has proven to be very effective in assisting the 
selection from a finite set of alternatives. (Saaty, T. L. 1988). The officers in LISC are 
included in the implementation of AHP. First, we make pair-wise comparisons among 
the alternatives for each criterion. In these comparisons, we determine the number of 
times that an alternative is more preferable than the other alternatives. As suggested by 
Saaty (1988), the strength of preference in these comparisons is used to obtain relative 
importance between the alternatives (Table 5.3).  
 
Table 5.3. Subjective AHP Scale 
1 – Base element roughly equivalent in importance to other element. 
3 – Base element moderately more important than other element. 
5 – Base element essentially more important than other element. 
7 – Base element relative importance very strong. 
9 – Base element overwhelmingly more important than other element. 
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After the officers in LISC examined the mean values of MTIS which was obtained by 
our simulation model, they decided that : 
• First alternative is moderately more important than second alternative. 
• The relative importance of first alternative is very strong than third 
alternative. 
• First alternative is essentially more important than fourth alternative. 
• Second alternative is moderately more important than third alternative. 
• Second alternative is roughly equivalent in importance to fourth alternative. 
• Fourth alternative is moderately more important than the third alternative. 
  Using the scale in Table 5.3, we quantified the above subjective judgements and 
put them into a matrix. Then we followed the same steps for the remaining criteria. As a 
result, we have three matrices which show the preferences among the alternatives for 
each criteria. These matrices are presented in Table 5.4, Table 5.5, Table 5.6. 
 
Table 5.4. Preference Matrix of Alternatives for MTIS Criteria (Matrix-A) 
  
 
 
 
1 3 7 5
1/3 1 3 1
1/7 1/3 1 1/3
1/5 1 3 1
       
1
2
3
4
A
A
A
A
−
−
−
−
1 2 3 4A A A A− − − −
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Table 5.5. Preference Matrix of Alternatives for CCC Criteria (Matrix-B) 
  
Table 5.6. Preference Matrix of Alternatives for VEA Criteria (Matrix-C) 
 
       Lastly, we asked the officers in LISC about their preferences between three criteria. 
They stated that : 
• VEA is moderately more important than MTIS. 
• VEA is essentially more important than CCC. 
• MTIS is moderately more important than CCC. 
The matrix belonging to these subjective judgements is given in Table 5.7. 
 
Table 5.7. Preference Matrix of Three Criteria (Matrix-D) 
  
1 1/ 7 3 1/ 7
7 1 9 3
1/ 3 1/ 9 1 1/ 7
7 1/ 3 7 1
       
1 3 1/ 7 1/ 5
1/ 3 1 1/ 9 1/ 7
7 9 1 3
5 7 1/ 3 1
       
1 3 1/ 3
1/ 3 1 1/ 5
3 5 1
     
MTIS   CCC   VEA 
MTIS 
 
CCC 
 
VEA 
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        The next step is to convert these ratio comparisons into relative scores. Since 
eigenvector provides a robust estimator, and is justified by Saaty (1977), we will use the 
eigenvectors of the matrices to obtain relative scores or weights.  
 
5.2.1. Calculation of Maximum Eigen Value and Eigenvectors 
For matrix-A, the eigenvector technique would require solution of: 
 
yielding   
 
        
This can be solved by determinants. This is a cubic form, meaning that there are four 
solutions for λ. Not all of these solutions have to be real numbers, but Saaty established 
that the maximum value for λ will be a real number, and will also be ≥n. For this 
matrix, λmax is 4.0565. We calculated λ’s by using Matlab software. Once λmax is 
determined, the eigenvector of weights can be obtained by solution of set of n 
simultaneous equations. For each row of the matrix-A ;    
 
 
1 3 7 5 1 0 0 0
1/ 3 1 3 1 0 1 0 0
0
1/ 7 1/ 3 1 1/ 3 0 0 1 0
1/ 5 1 3 1 0 0 0 1
λ
         − =            
1 3 7 5
1/ 3 1 3 1
0
1/ 7 1/ 3 1 1/ 3
1/ 5 1 3 1
λ
λ
λ
λ
−  −  = −  − 
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An additional requirement is that 
 
After we solved these equations, we found that the eigenvector of weights is  
  
λmax’s and eigenvector of weights for all matrices are given in Table 5.8. 
 
Table 5.8. Maximum Eigen Values and Eigenvector of Weights of Matrices 
 
Matrix 
 
λmax 
 
w1 
 
w2 
 
w3 
 
w4 
A 4.0565 0.5917 0.1814 0.0651 0.1618 
B 4.1637 0.0849 0.0425 0.5832 0.2894 
C 4.2457 0.0768 0.5692 0.4120 0.3128 
D 3.0380 0.2582 0.1047 0.6371 - 
 
 
m a xA w wλ=
1 1 3 2 7 3 5 4 4.0565 1
1/ 3 1 1 2 3 3 1 4 4.0565 2
1/ 7 1 1/ 3 2 1 3 1/ 3 4 4.0565 3
1/ 5 1 1 2 3 3 1 4 4.0565 4
w w w w w
w w w w w
w w w w w
w w w w w
+ + + =
+ + + =
+ + + =
+ + + =
1 2 3 4 1w w w w+ + + =
1 0.5917
2 0.1814
3 0.0651
4 0.1618
w
w
w
w
=
=
=
=
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5.2.2. Consistency Checking 
Pair-wise comparisons made by the officers in LISC may have inconsistencies. For 
instance, Alternative-1 is (0.5917/0.1618)≈3.65 times better than Alternative-4 
according to weights that we showed in section 5.2.1. However, based upon the pair-
wise comparisons Alternative-1 is 5 times better than Alternative-4. The next question 
will be how much inconsistency we can tolerate in the pair-wise comparisons. 
       The maximum eigen value provides a measure of inconsistency, which can be used 
to validate whether the differences in the resulting weights were greater than expected at 
random. The expected consistency limits proposed by Saaty are given in Table 5.9. 
 
Table 5.9. AHP Consistency Limits 
# of Elements Limit 
2 0 
3 0.06 
4 0.09 
5 0.11 
6 0.12 
7 0.13 
 
At this point, we calculate a consistency index (CI) which is a function of the maximum 
eigen value and the number of elements (n) in the pair-wise comparison: 
 
The values of CI for matrices are given in Table 5.10. 
 
max( )
( 1)
nCI
n
λ −= −
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Table 5.10. The Consistency Index Values of Matrices 
Matrix       CI 
A 0.0188 
B 0.0540 
C 0.0816 
D 0.0190 
 
       Since the values of CI for each matrix is below the consistency limit, we can be 
sure that the pair wise comparisons made by the officers in LISC are consistent. 
 
5.2.3. Synthesis 
The final step in AHP is to obtain the relative performance of each alternative. This is 
simply performed by multiplying the weights of criteria with the weights of each 
alternative, and adding these products for each alternative. At the end, we have weights 
that show the relative performance of each alternative. We summarized these 
calculations in Table 5.11. 
 
Table 5.11. Relative Performance of Each Alternative 
  Alt.-1 Alt.-2 Alt.-3 Alt.-4 
0.2582x MTIS 0.5917 0.1814 0.0651 0.1618 
0.1047x CCC 0.0849 0.0425 0.5832 0.2894 
0.6371x VEA 0.0768 0.5692 0.0412 0.3128 
      
  0.1528 0.0467 0.0168 0.0418 
  0.0089 0.0045 0.0611 0.0303 
  0.0490 0.3626 0.0262 0.1993 
      
 Scores 0.2107 0.4138 0.1041 0.2714 
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        From Table 5.11, we conclude that Alternative-2 appears to be the best alternative. 
Its score is 0.4138 which is a very high value when it is compared with the scores of 
remaining alternatives. Existing system ranks as the second best alternative. Since the 
officers in LISC put great importance on VEA criterion, it is no surprise to see that 
Alternative-3 is the worst alternative. Although MTIS measure has the lowest value in 
Alternative-1, the importance of VEA criterion caused this alternative to be the third 
best alternative in ranking. Since the scores are all ratios of relative importance, 
Alternative-2 can be interpreted as literally 1.96 times as valuable as Alternative-1 
(0.4138/0.2107), and 3.97 times as valuable as Alternative-3 (0.4138/0.1041), and 1.52 
times as valuable as the existing system.  
From the results of AHP technique, we can suggest that there should be three 
FSPs and convoys should move in split form. 
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Chapter 6  
 
Conclusions 
6.1. General 
In our study, we developed a simulation model of Army Corps Food Supply 
System (ACFSS). We construct a flexible model that can be used for civilian supply 
systems and ongoing researches in Logistic Information Systems Center (LISC).  
The objectives of our study are: 
• To understand the behavior of existing ACFSS. 
• To find out the effects of enemy attacks on Armored Battalion. 
• To detect the bottlenecks of system if exist, and to develop solutions for 
overcoming these problems. 
• To identify the significant factors and find out how they affect the system 
performance measures. 
• To specify time standards for commanders and staff officers. 
We implemented 25 factorial design to identify the significant factors and their 
interactions for two performance measures: maximum time in system (MTIS), number 
of destroyed vehicles. For MTIS, march technique, number of supply points in CSP, 
enemy attacks (artillery and air) and usual breakdown are significant factors. March 
technique has the greatest effect on MTIS when compared to other factors. The 
interaction effects between march technique and number of supply points, march 
technique and artillery assault, and march technique and usual breakdown are found to 
be significant. For the number-of-destroyed-vehicles performance measure, artillery and 
air assault are significant factors. 
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         We applied AHP technique to identify a system design which is the most suitable 
according to three criteria: MTIS, CCC, VEA. During the implementation of AHP, we 
included the officers in LISC as decision-makers. The results of AHP showed that 
Alternative-2 in which there are 3 FSPs and convoys move in split form is the best 
system design.  
 
6.2. Concluding Remarks and Future Research Topics  
 
We make the following conclusions from the results of our study: 
- Although all battalions are supplied sufficiently in the existing system, the 
completion of supply activities is around 6 hours. This is an expected case but it is 
actually a very long time. Therefore, new projects are needed to minimize the 
duration of these activities. 
- Enemy attacks and breakdowns delay the duration of food supply. Commanders can 
minimize this delay in two ways. The first one is to increase the number of 
maintenance units in convoys. The second one is to supervise maintenance activities 
of vehicles in peacetime carefully. We can conclude that preparation of vehicles in 
peacetime carries really a great importance. 
- Although there occur some queues in front of the repair units at times of breakdown 
and during loading activities, food supply is completed at the expected time for the 
existing system. Therefore, we can say that the local bottlenecks do not affect the 
system performance measures severely. 
- March technique is an important factor. If the convoys are ordered to move in 
groups, this will cause the maximum time-in-system measure to increase whereas 
the CCC activities of these convoys will be easier. If the CCC activities are planned 
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perfectly by staff officers, convoy commander should prefer to march in split form. 
The above comments indicate that the movement of convoys should be carefully 
planned. 
- The choice of having one or three FSPs should be carefully decided by the planners. 
The results of AHP technique in our study indicate that three FSPs is preferable. 
There are already three FSPs in the existing system. As stated in Chapter 1, one of 
the FSPs is the main supplier which has the required amount of food in its depots 
whereas the remaining two FSPs do not have the required amount of food in their 
depots. It is obvious that remaining FSPs should be operated like the main supply 
point. Hence, the convoys, supplied from these two FSPs will not need to go to the 
main supply point and this will result in minimizing the duration of supply 
activities.  
          Supply systems are very crucial in Turkish Army. There are many projects and 
ongoing researches to improve these systems. As we explained in Chapter 1, there are 5 
classes of materials to be supplied to units at war or peace conditions. Each class of 
material has different kind of supply chain. A simulation model which combines the 
supply chains of these 5 classes of materials can be developed in future studies. 
         In our study, we didn’t include the effect of long-ranged and other sophisticated 
weapons of the enemy. If the required data related to these weapons are obtained, our 
simulation model can be revised for future studies.  
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Appendix A 
 
Main Units in The Organization of An Army Corps 
Figure 3.6. Organization of An Army Corps 
   
 
 
 
 
 
ARMY CORPS 
6 BRIGADES 
3 BATTALIONS 
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Appendix B 
 
A Small Part From Computer Code 
donusbrg2     STATION,       2doncsp:MARK(m17); 
 
1195$            GROUP:         ((9-2say1)-2say3)-2say5,Last; 
 
1197$            DELAY:         tria(3,5,7); 
 
1196$            SPLIT:; 
 
162$               SEIZE,         1: a4,1; 
 
49$                DELAY:         0.0857; 
 
163$              RELEASE:       a4,1; 
 
1234$            TALLY:         2AvTIMEinCSP,int(2u3),1:MARK(2u4); 
 
50$                TRANSPORT:     ,2donairattackbrg1,583; 
 
51$                 STATION,       2donartillerybrg1; 
 
52$                 QUEUE,         2group2qdon;    
  
53$                 GROUP,         2donninetrucks:9- 2say1+2say3+2say5+2donsay1;                                      
 
54$                 BRANCH,:       With,0.8,2devamdon,Yes: 
                                                With,0.2,2topcudon,Yes; 
 
2devamdon     SPLIT:         2donninetrucks:NEXT(2fromsplitdon); 
 
2fromsplitdon SEIZE,         1: a4,1; 
 
174$                DELAY:         0.0857; 
 
175$               RELEASE:       a4,1; 
 
67$                 TRANSPORT:     ,2donbreakdown,583; 
 
2topcudon       BRANCH,:       With,0.4,2onunedon,Yes: 
                                                  With,0.3,2ustunedon,Yes: 
                                                  With,0.3,2arkadon,Yes; 
2onunedon     SPLIT:; 
 
144$          SEIZE,         1: a3,1; 
  
145$          DELAY:         0.0857; 
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146$          RELEASE:       a3,1; 
 
57$           TRANSPORT:     ,2donchecktype1,600; 
 
2ustunedon    DELAY:         tria(10,15,20); 
 
73$            SPLIT:; 
 
147$          SEIZE,         1: a3,1; 
 
1206$         DELAY:         0.0857; 
 
148$          RELEASE:       a3,1; 
 
58$           TRANSPORT:     ,2donchecktype2,600; 
 
2arkadon      SPLIT:; 
 
154$          SEIZE,         1: a3,1; 
  
155$          DELAY:         0.0857; 
 
156$          RELEASE:       a3,1; 
 
56$           TRANSPORT:     ,2donchecktype2,600; 
 
59$           STATION,       2donchecktype1; 
 
60$           DELAY:         tria(5,10,15):MARK(m23);  
 
61$           BRANCH,:       With,0.25,2donazhasarli1,Yes: 
                                           With,0.3,2doncokhasarli1,Yes: 
                                           With,0.2,2donhasaryok,Yes: 
                                           With,0.20,2donortahasarli1,Yes: 
                                           With,0.05,2donhektopcu,Yes; 
 
2donazhasarli1 DELAY:        tria(5,10,15):MARK(m29); 
 
75$           DUPLICATE:     1,2donkont2:NEXT(2dontoplanin2say); 
 
2dontoplanin2say DELAY:      0.0; 
 
2dontoplanin2 WAIT:          2donyuru2,9-(2say1+2say3+2say5+2donsay1); 
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Appendix C 
 
The Application of Sequential Procedure  
 
Let Halflength be    H.L.= δ(n,α)= tn-1, 1-(α/2)*√s2(n)/n      
         
           Steps : 
 
1. Make n0 replications  n=n0 . 
 
2. Compute X(n) and δ(n,α) from X1, X2 ........Xn. 
 
3. If  δ(n,α)/ X(n)  <  β  stop 
 
Else,  n=n + 1   and go to step 2 
 
In our model β is 10 for Maximum Time in System and β=1 for the number of destroyed 
vehicles  and  α=0.05 
Table 4.8. Summary Table for The Application of S.P. for  Maximum Time in System 
 
Sample Size 
  
X(n) 
 
   s2(n) 
 
δ(n,α) 
n=5 390.3017 155.6865 17.3436
n=6 387.4359 173.8269 13.8330
n=7 383.7109 241.9840 14.4049
n=8 385.9726 248.3380 13.1489
n=9 382.3505 335.3714 14.1011
n=10 380.7783 322.8268 12.8408
n=11 379.1877 318.3745 11.9971
n=12 378.1917 301.3351 11.0244
n=13 379.3872 294.8043 10.3813
n=14 379.9613 276.7415 9.6034
 
Table 4.9. Summary Table for  Application of S.P. for  The Number of Destroyed Vehicles 
 
Sample Size 
      
           X(n)  
 
s2(n) 
 
δ(n,α) 
n=5 3.200 0.700 1.163 
n=6 3.500 1.100 1.100 
n=7 3.286 1.238 1.030 
n=8 3.625 1.982 1.175 
n=9 3.667 1.750 1.019 
n=10 3.900 2.100 1.036 
n=11 4.091 2.291 1.018 
n=12 4.083 2.083 0.917 
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         Appendix D 
 
The Outputs of Treatments for Each Performance Measure 
 
            Table 4.10. Data Set Of 32 Treatments for Maximum Time in System (in minutes) 
 
 T1 T2 T3 T4 T5 T6 T7 T8 T9 
Rep.1 335.486 352.329 346.337 351.198 361.114 369.914 369.410 369.115 365.783
Rep.2 335.085 366.334 346.716 342.320 352.144 377.835 365.404 369.291 351.104
Rep.3 332.183 342.221 363.209 335.343 374.097 342.135 383.042 363.393 368.997
Rep.4 326.937 365.891 380.182 339.006 360.344 365.918 391.640 369.723 386.649
Rep.5 334.890 352.195 346.393 350.925 369.997 388.161 375.652 370.844 353.716
Rep.6 333.762 363.040 352.284 341.145 352.648 378.903 388.554 378.663 373.882
Rep.7 335.222 361.407 348.209 348.517 374.747 371.584 391.703 350.859 361.182
Rep.8 331.775 358.580 363.300 346.982 368.146 356.368 380.618 363.913 372.455
Rep.9 334.488 356.435 352.036 357.270 353.601 366.815 405.035 360.733 362.084
Rep.10 329.930 342.626 351.745 352.947 352.230 371.121 376.315 371.224 374.722
Rep.11 333.669 354.922 366.655 345.167 364.648 358.958 367.909 374.134 353.632
Rep.12 332.580 371.083 342.791 334.079 362.457 355.420 402.427 384.509 360.820
Rep.13 331.970 339.990 349.759 350.562 372.610 382.961 399.426 381.512 358.382
Rep.14 333.933 327.950 358.846 337.526 368.684 378.987 397.500 385.349 364.141
Rep.15 334.322 332.132 350.509 349.162 374.713 369.685 367.912 395.545 356.997
Sample 
Mean 
333.082 352.476 354.598 345.477 364.145 368.984 384.170 372.587 364.303
Variance 
of S.M. 
0.354 11.153 6.695 3.213 4.865 9.673 12.180 8.378 6.218
 
 T10 T11 T12 T13 T14 T15 T16 T17 T18 
Rep.1 398.717 381.526 379.744 371.825 394.304 356.207 414.118 334.938 347.757
Rep.2 381.160 415.362 415.970 362.451 379.831 366.074 367.389 331.876 356.487
Rep.3 392.584 387.398 401.602 363.430 388.983 384.798 380.485 333.451 355.828
Rep.4 405.146 466.485 391.903 355.287 340.903 392.102 401.612 332.495 355.421
Rep.5 375.073 429.254 388.686 361.190 386.796 356.535 398.979 330.619 345.913
Rep.6 371.548 380.920 382.328 367.213 364.479 372.341 408.282 339.124 329.960
Rep.7 398.340 420.284 386.954 358.200 383.306 378.025 397.650 338.221 340.086
Rep.8 386.884 405.938 390.379 371.897 400.775 407.399 384.813 336.608 352.120
Rep.9 374.398 393.309 381.394 369.173 375.717 374.163 393.412 333.806 343.038
Rep.10 365.670 368.966 435.677 370.370 414.916 384.112 374.545 334.178 330.455
Rep.11 384.397 463.183 412.746 337.190 362.129 376.745 401.189 340.302 335.942
Rep.12 370.436 402.246 377.795 364.850 424.977 402.119 395.093 332.266 368.524
Rep.13 392.423 413.735 445.622 370.715 379.610 396.227 418.919 337.912 339.942
Rep.14 396.805 391.856 446.510 348.981 375.585 364.664 379.150 332.220 346.277
Rep.15 386.833 407.988 383.089 363.148 363.404 393.891 393.384 337.587 346.911
Sample 
Mean 
385.361 408.563 401.360 362.395 382.381 380.360 393.935 335.040 346.311
Variance 
of S.M. 
9.627 52.603 39.114 6.065 30.159 16.828 14.064 0.610 7.253
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 T19 T20 T21 T22 T23 T24 T25 T26 T27 
Rep.1 360.575 339.739 363.834 368.329 381.313 374.762 381.402 383.117 413.538
Rep.2 364.431 349.572 353.616 356.450 386.451 388.981 383.453 388.859 403.426
Rep.3 337.393 339.529 354.235 380.600 379.637 378.508 377.574 412.834 416.893
Rep.4 348.346 351.871 369.784 380.038 370.791 360.938 396.016 401.721 445.377
Rep.5 356.679 336.181 364.334 398.074 406.148 383.982 385.375 401.407 428.631
Rep.6 342.583 341.256 362.615 377.618 400.347 344.997 381.694 413.184 406.070
Rep.7 358.094 337.089 347.930 371.171 366.459 385.981 385.167 401.701 393.894
Rep.8 358.210 344.376 351.971 374.154 371.383 379.587 393.583 429.825 433.519
Rep.9 342.274 331.639 373.385 377.511 371.243 362.109 388.196 428.312 420.889
Rep.10 370.223 349.668 369.620 355.121 365.974 365.835 392.820 425.740 399.247
Rep.11 357.168 360.651 357.112 357.602 398.232 393.409 386.707 416.372 416.021
Rep.12 392.266 328.115 361.802 387.240 399.715 361.834 384.099 393.918 414.433
Rep.13 354.904 355.632 383.902 334.020 382.403 364.503 389.992 391.525 409.673
Rep.14 331.320 337.219 364.132 370.155 383.909 387.625 370.429 415.176 455.287
Rep.15 348.875 343.044 371.891 345.401 387.507 388.040 388.617 381.710 454.499
Sample 
Mean 
354.889 343.039 363.344 368.899 383.434 374.739 385.675 405.693 420.760
Variance 
of S.M. 
14.459 5.384 6.026 18.451 11.327 12.996 2.834 16.975 24.355
 
 T28 T29 T30 T31 T32 
Rep.1 410.308 380.633 400.515 388.948 400.889
Rep.2 419.322 400.766 391.565 384.674 410.194
Rep.3 372.472 382.354 436.928 375.392 433.446
Rep.4 415.561 376.085 427.817 363.694 447.887
Rep.5 442.049 385.532 355.442 375.494 416.737
Rep.6 403.138 388.349 355.640 421.308 421.551
Rep.7 397.921 398.403 379.283 396.250 488.369
Rep.8 442.422 378.472 402.741 398.653 428.127
Rep.9 401.839 399.745 384.938 421.891 401.076
Rep.10 415.224 392.277 371.751 453.277 436.390
Rep.11 406.363 384.788 412.394 395.217 440.901
Rep.12 419.862 366.490 387.331 395.420 433.148
Rep.13 423.504 378.625 418.636 423.827 427.197
Rep.14 402.446 409.744 433.314 398.145 402.362
Rep.15 413.870 385.148 405.451 429.773 423.274
Sample 
Mean 
412.420 387.161 397.583 401.464 427.437
Variance 
of S.M. 
19.850 8.494 44.462 38.753 33.114
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          Table 4.11. Data Set Of  32 Treatments for Number of Destroyed Vehicles 
 
 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 
Rep.1 0 5 8 3 0 6 7 3 0 6 11 10
Rep.2 0 4 10 4 0 4 10 3 0 5 9 7
Rep.3 0 2 6 2 0 2 4 2 0 2 8 5
Rep.4 0 5 5 7 0 5 7 5 0 5 9 2
Rep.5 0 2 10 1 0 4 13 4 0 1 11 1
Rep.6 0 6 9 3 0 5 5 8 0 4 9 2
Rep.7 0 3 11 1 0 6 9 5 0 3 6 1
Rep.8 0 7 10 3 0 7 7 6 0 11 9 2
Rep.9 0 6 4 7 0 13 7 8 0 6 16 4
Rep.10 0 5 9 6 0 6 16 7 0 9 8 7
Rep.11 0 4 11 5 0 7 7 3 0 7 6 5
Rep.12 0 6 8 3 0 4 6 6 0 7 4 2
Rep.13 0 6 16 1 0 6 11 3 0 9 10 3
Rep.14 0 6 6 4 0 4 12 2 0 2 9 3
Rep.15 0 11 7 3 0 6 15 8 0 4 18 6
Sample 
Mean 
0.000 5.200 8.667 3.533 0.000 5.667 9.067 4.867 0.000 5.400 9.533 4.000
Variance 
of S.M. 
0.000 0.326 0.587 0.265 0.000 0.397 0.881 0.323 0.000 0.550 0.856 0.457
 
 
 T13 T14 T15 T16 T17 T18 T19 T20 T21 T22 T23 T24 
Rep.1 0 4 6 10 0 3 14 3 0 0 7 4
Rep.2 0 6 6 9 0 5 8 2 0 6 8 6
Rep.3 0 12 2 8 0 3 3 5 0 3 5 5
Rep.4 1 5 2 5 0 5 6 6 0 3 7 3
Rep.5 0 9 1 5 0 4 3 1 0 4 6 3
Rep.6 0 10 9 10 0 5 14 3 0 4 13 5
Rep.7 0 6 2 10 0 4 9 3 0 7 8 4
Rep.8 0 7 9 12 0 8 10 5 0 7 3 2
Rep.9 0 2 2 11 0 11 7 3 0 10 14 7
Rep.10 0 2 3 8 0 5 7 3 0 7 14 8
Rep.11 0 6 5 13 0 5 18 6 0 11 10 0
Rep.12 0 7 1 9 0 6 11 2 0 3 9 2
Rep.13 0 6 3 17 0 11 9 5 0 9 10 4
Rep.14 0 11 6 6 0 9 12 2 0 6 11 5
Rep.15 0 6 3 12 0 5 9 4 0 7 11 3
Sample 
Mean 
0.067 6.600 4.000 9.667 0.000 5.933 9.333 3.533 0.000 5.800 9.067 4.067
Variance 
of S.M. 
0.004 0.570 0.476 0.673 0.000 0.452 1.111 0.161 0.000 0.592 0.700 0.281
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 T25 T26 T27 T28 T29 T30 T31 T32 
Rep.1 0 11 13 7 0 2 4 8
Rep.2 0 7 6 2 0 9 0 10
Rep.3 0 9 7 3 0 7 3 13
Rep.4 0 1 11 1 0 4 0 6
Rep.5 0 2 5 7 0 13 3 9
Rep.6 0 9 10 2 0 2 3 7
Rep.7 0 7 10 3 0 2 9 10
Rep.8 0 11 11 1 0 8 9 4
Rep.9 0 6 10 4 0 10 3 3
Rep.10 0 7 7 4 0 11 5 7
Rep.11 0 7 6 3 0 9 9 12
Rep.12 0 6 4 2 1 2 8 18
Rep.13 0 5 7 10 0 8 9 7
Rep.14 0 8 21 4 0 8 7 16
Rep.15 0 11 9 5 0 6 4 7
Sample 
Mean 
0.000 7.133 9.133 3.867 0.067 6.733 5.067 9.133
Variance 
of S.M. 
0.000 0.589 1.151 0.418 0.004 0.862 0.690 1.161
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Appendix E 
 
         Regression Models of the Performance Measures 
 
         Table 4.12. Regression Models 
 
 
PERFORMANCE 
MEASURE 
 
 
FITTED EQUATION 
 
Maximum Time 
In The System 
 
 
ŷ  = 376.93 + 17.86*XA + 5.12*XB + 8.01*XC + 6.52*XD    
+4.80*XE - 8.33*XAB + 2.97*XAC + 5.16*XAE 
 
Number Of 
Destroyed  
Vehicles 
 
       ŷ  = 4.84 + 1.81*XC + 2.78*XD 
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Appendix F 
 
Residual Analysis of Performance Measures 
 
 
Table 4.13. Residuals for the Maximum Time in System Performance Measure 
TREATMENTS Y ŷ e=y-ŷ 
1 333.082 324.190 8.892 
2 352.476 360.610 -8.134 
3 354.598 344.390 10.208 
4 345.477 354.730 -9.253 
5 364.145 371.550 -7.405 
6 368.984 361.210 7.774 
7 384.170 397.590 -13.420 
8 372.587 361.170 11.417 
9 364.303 357.390 6.913 
10 385.361 393.810 -8.449 
11 408.563 395.310 13.253 
12 401.360 405.650 -4.290 
13 362.395 377.270 -14.875 
14 382.381 366.930 15.451 
15 380.360 385.970 -5.610 
16 393.935 396.310 -2.375 
17 335.040 323.470 11.570 
18 346.311 359.890 -13.579 
19 354.889 343.670 11.219 
20 343.039 354.010 -10.971 
21 363.344 370.830 -7.486 
22 368.899 360.490 8.409 
23 383.434 396.870 -13.436 
24 374.739 360.450 14.289 
25 385.675 377.310 8.365 
26 405.693 413.730 -8.037 
27 420.760 415.230 5.530 
28 412.420 425.570 -13.150 
29 387.161 397.190 -10.029 
30 397.583 386.850 10.733 
31 401.464 405.890 -4.426 
32 427.437 416.230 11.207 
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          Table 4.14. Residuals for The Number of  Destroyed Vehicles 
 
TREATMENTS y Ŷ e=y-ŷ 
1 0.000 0.010 -0.010 
2 5.200 6.050 -0.850 
3 8.667 9.190 -0.523 
4 3.533 4.110 -0.577 
5 0.000 0.010 -0.010 
6 5.667 6.050 -0.383 
7 9.067 9.190 -0.123 
8 4.867 4.110 0.757 
9 0.000 0.010 -0.010 
10 5.400 6.050 -0.650 
11 9.533 9.190 0.343 
12 4.000 4.110 -0.110 
13 0.067 0.010 0.057 
14 6.600 6.050 0.550 
15 4.000 4.110 -0.110 
16 9.667 9.190 0.477 
17 0.000 0.010 -0.010 
18 5.933 6.050 -0.117 
19 9.333 9.190 0.143 
20 3.533 4.110 -0.577 
21 0.000 0.010 -0.010 
22 5.800 6.050 -0.250 
23 9.067 9.190 -0.123 
24 4.067 4.110 -0.043 
25 0.000 0.010 -0.010 
26 7.133 6.050 1.083 
27 9.133 9.190 -0.057 
28 3.867 4.110 -0.243 
29 0.067 0.010 0.057 
30 6.733 6.050 0.683 
31 5.067 4.110 0.957 
32 9.133 9.190 -0.057 
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Appendix G 
 
The ANOVA  Results of Performance Measures 
 
Table 4.15. Analysis of Variance For Maximum Time in System  
 
Tests of Between-Subjects Effects  
Dependent Variable: RESPONSE   
Source Type III SS df Mean Square F Sig. Eta S. Non.Para. Obs.P.
Corrected Model 286016.710 31 9226.35 39.64 0.000 0.733 1228.862 1.000
Intercept 68200041.5 1 68200041.58 293019.4 0.000 0.998 293019.3 1.000
A 153172.196 1 153172.20 658.10 0.000 0.595 658.100 1.000
B 12603.085 1 12603.08 54.15 0.000 0.108 54.149 1.000
C 30815.701 1 30815.70 132.40 0.000 0.228 132.399 1.000
D 20452.387 1 20452.39 87.87 0.000 0.164 87.873 1.000
E 11075.248 1 11075.25 47.58 0.000 0.096 47.584 1.000
A * B 33369.624 1 33369.62 143.37 0.000 0.242 143.372 1.000
A * C 4238.942 1 4238.94 18.21 0.000 0.039 18.212 0.989
A * D 918.561 1 918.56 3.95 0.048 0.009 3.947 0.509
A * E 12817.254 1 12817.25 55.07 0.000 0.109 55.069 1.000
B * C 46.230 1 46.23 0.20 0.656 0.000 0.199 0.073
B * D 27.284 1 27.28 0.12 0.732 0.000 0.117 0.063
B * E 624.381 1 624.38 2.68 0.102 0.006 2.683 0.373
C * D 123.074 1 123.07 0.53 0.467 0.001 0.529 0.112
C * E 0.143 1 0.14 0.00 0.980 0.000 0.001 0.050
D * E 10.074 1 10.07 0.04 0.835 0.000 0.043 0.055
A * B * C 1029.243 1 1029.24 4.42 0.036 0.010 4.422 0.555
A * B * D 551.528 1 551.53 2.37 0.124 0.005 2.370 0.336
A * B * E 242.177 1 242.18 1.04 0.308 0.002 1.041 0.175
A * C * D 128.960 1 128.96 0.55 0.457 0.001 0.554 0.115
A * C * E 31.312 1 31.31 0.13 0.714 0.000 0.135 0.065
A * D * E 51.647 1 51.65 0.22 0.638 0.000 0.222 0.076
B * C * D 1379.368 1 1379.37 5.93 0.015 0.013 5.926 0.681
B * C * E 520.682 1 520.68 2.24 0.135 0.005 2.237 0.320
B * D * E 16.641 1 16.64 0.07 0.789 0.000 0.071 0.058
C * D * E 461.767 1 461.77 1.98 0.160 0.004 1.984 0.290
A * B * C * D 106.819 1 106.82 0.46 0.498 0.001 0.459 0.104
A * B * C * E 505.620 1 505.62 2.17 0.141 0.005 2.172 0.313
A * B * D * E 0.110 1 0.11 0.00 0.983 0.000 0.000 0.050
A * C * D * E 133.712 1 133.71 0.57 0.449 0.001 0.574 0.118
B * C * D * E 13.320 1 13.32 0.06 0.811 0.000 0.057 0.057
A * B * C * D * E 549.621 1 549.62 2.36 0.125 0.005 2.361 0.335
Error 104271.658 448 232.75  
Total 68590329.9
52
480  
Corrected Total 390288.368 479  
A Computed using alpha = .05  
B R Squared = .733 (Adjusted R Squared = .714)  
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Table 4.16. Analysis of Variance for Maximum Time in System (Transformed Data) 
 
Tests of Between-Subjects Effects  
Dependent Variable: RESPONSE   
Source Type III SS df Mean Sq. F Sig. Noncent.Para. Obs.P.
Corrected Model 0.375 31 0.01 42.40 0.000 1314.280 1.000
Intercept 3182.832 1 3182.83 11140509.06 0.000 11140509.055 1.000
A 0.201 1 0.20 703.42 0.000 703.423 1.000
B 0.019 1 0.02 67.53 0.000 67.525 1.000
C 0.039 1 0.04 136.55 0.000 136.546 1.000
D 0.027 1 0.03 93.01 0.000 93.012 1.000
E 0.013 1 0.01 46.57 0.000 46.569 1.000
A * B 0.047 1 0.05 165.45 0.000 165.453 1.000
A * C 0.004 1 0.00 14.83 0.000 14.828 0.970
A * D 0.001 1 0.00 2.51 0.114 2.514 0.353
A * E 0.016 1 0.02 55.46 0.000 55.459 1.000
B * C 0.000 1 0.00 0.20 0.651 0.205 0.074
B * D 0.000 1 0.00 0.37 0.545 0.367 0.093
B * E 0.001 1 0.00 2.55 0.111 2.552 0.357
C * D 0.000 1 0.00 0.82 0.367 0.816 0.147
C * E 0.000 1 0.00 0.02 0.879 0.023 0.053
D * E 0.000 1 0.00 0.19 0.664 0.188 0.072
A * B * C 0.001 1 0.00 3.80 0.052 3.802 0.494
A * B * D 0.001 1 0.00 3.08 0.080 3.076 0.417
A * B * E 0.000 1 0.00 0.86 0.355 0.857 0.152
A * C * D 0.000 1 0.00 0.62 0.431 0.621 0.123
A * C * E 0.000 1 0.00 0.31 0.581 0.305 0.085
A * D * E 0.000 1 0.00 0.10 0.747 0.104 0.062
B * C * D 0.002 1 0.00 6.51 0.011 6.510 0.721
B * C * E 0.001 1 0.00 2.04 0.153 2.044 0.297
B * D * E 0.000 1 0.00 0.06 0.812 0.057 0.057
C * D * E 0.001 1 0.00 2.29 0.131 2.291 0.327
A * B * C * D 0.000 1 0.00 0.37 0.546 0.365 0.093
A * B * C * E 0.001 1 0.00 1.86 0.173 1.864 0.276
A * B * D * E 0.000 1 0.00 0.01 0.914 0.012 0.051
A * C * D * E 0.000 1 0.00 0.55 0.458 0.552 0.115
B * C * D * E 0.000 1 0.00 0.02 0.902 0.015 0.052
A * B * C * D * E 0.001 1 0.00 2.33 0.128 2.326 0.331
Error 0.128 448 0.00  
Total 3183.336 480  
Corrected Total 0.503 479  
A Computed using alpha = .05  
B R Squared = .746 (Adjusted R Squared = 
.728) 
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Table 4.17. Analysis of Variance for The Number of Destroyed Vehicles 
 
  
Tests of Between-Subjects Effects  
Dependent Variable: RESPONSE   
Source Type III SS df Mean Square F Sig. Non.Para. Obs.P. 
Corrected Model 5407.231 31 174.43 25.60 0.000 793.549 1.000
Intercept 11281.102 1 11281.10 1655.58 0.000 1655.580 1.000
A 15.052 1 15.05 2.21 0.138 2.209 0.317
B 9.919 1 9.92 1.46 0.228 1.456 0.226
C 1573.252 1 1573.25 230.89 0.000 230.886 1.000
D 3712.969 1 3712.97 544.90 0.000 544.904 1.000
E 3.169 1 3.17 0.47 0.496 0.465 0.105
A * B 0.002 1 0.00 0.00 0.986 0.000 0.050
A * C 0.602 1 0.60 0.09 0.766 0.088 0.060
A * D 5.852 1 5.85 0.86 0.355 0.859 0.152
A * E 0.602 1 0.60 0.09 0.766 0.088 0.060
B * C 2.002 1 2.00 0.29 0.588 0.294 0.084
B * D 1.519 1 1.52 0.22 0.637 0.223 0.076
B * E 3.169 1 3.17 0.47 0.496 0.465 0.105
C * D 27.552 1 27.55 4.04 0.045 4.043 0.519
C * E 3.852 1 3.85 0.57 0.453 0.565 0.117
D * E 2.552 1 2.55 0.37 0.541 0.375 0.094
A * B * C 0.752 1 0.75 0.11 0.740 0.110 0.063
A * B * D 0.469 1 0.47 0.07 0.793 0.069 0.058
A * B * E 1.102 1 1.10 0.16 0.688 0.162 0.069
A * C * D 3.502 1 3.50 0.51 0.474 0.514 0.110
A * C * E 0.352 1 0.35 0.05 0.820 0.052 0.056
A * D * E 2.552 1 2.55 0.37 0.541 0.375 0.094
B * C * D 6.769 1 6.77 0.99 0.319 0.993 0.169
B * C * E 1.519 1 1.52 0.22 0.637 0.223 0.076
B * D * E 5.419 1 5.42 0.80 0.373 0.795 0.144
C * D * E 4.602 1 4.60 0.68 0.412 0.675 0.130
A * B * C * D 0.052 1 0.05 0.01 0.930 0.008 0.051
A * B * C * E 5.852 1 5.85 0.86 0.355 0.859 0.152
A * B * D * E 2.852 1 2.85 0.42 0.518 0.419 0.099
A * C * D * E 8.802 1 8.80 1.29 0.256 1.292 0.205
B * C * D * E 0.469 1 0.47 0.07 0.793 0.069 0.058
A * B * C * D * E 0.102 1 0.10 0.01 0.903 0.015 0.052
Error 3052.667 448 6.81  
Total 19741.000 480  
Corrected Total 8459.898 479  
A Computed using alpha = .05  
B R Squared = .639 (Adjusted R Squared = .614)  
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Appendix H 
The Output of One Replication From The Simulation Model 
ARENA Simulation Results 
                            EXPER - License #9810738 
 
                        Summary for Replication 1 of 15 
 
Project:  Thesis                      Run execution date :   6/22/2002 
Analyst:  ozan pembe                  Model revision date:   6/22/2002 
 
Replication ended at time      : 388.188 minutes 
 
                                 TALLY VARIABLES 
 
Identifier              Average  Half Width Minimum     Maximum   Obs. 
______________________________________________________________________ 
 
AvTIMEinSYSTEMfor BRG1  344.91     (Insuf)    316.43     364.98    9     
1AvTIMEbtwBspCsp        84.515     (Insuf)    83.163     85.759    8     
1AvTIMEinCSP            108.03     (Insuf)    107.99     108.07    8     
1AvTIMEbtwCspBsp        73.591     (Insuf)    73.506     73.934    8     
1AvTIMEinBSP            43.023     (Insuf)    -94.9342   73.702    9     
1AvTIMEbtwBspBat1       27.405     (Insuf)    27.261     27.523    3     
1AvTIMEbtwBspBat2       19.603     (Insuf)    15.974     26.517    3     
1AvTIMEbtwBspBat3       17.705     (Insuf)    17.619     17.791    3     
oooooooooooooooooooooo      --         --         --         --    0 
AvTIMEinSYSTEMfor BRG2  292.87     (Insuf)    273.23     309.21    9     
2AvTIMEbtwBspCsp        63.003     (Insuf)    62.085     63.564    9     
2AvTIMEinCSP            61.030     (Insuf)    60.955     61.116    9     
2AvTIMEbtwCspBsp        83.050     (Insuf)    82.964     83.221    9     
2AvTIMEinBSP            67.987     (Insuf)    49.324     82.127    9     
2AvTIMEbtwBspBat1       17.244     (Insuf)    17.123     17.401    3     
2AvTIMEbtwBspBat2       19.697     (Insuf)    19.513     19.831    3     
2AvTIMEbtwBspBat3       16.469     (Insuf)    16.321     16.586    3     
eeeeeeeeeeeeeeeeeeeeee      --         --         --         --    0 
AvTIMEinSYSTEMfor BRG3  331.40     (Insuf)    307.67     355.13    8     
3AvTIMEbtwBspCsp        94.244     (Insuf)    92.742     95.540    9     
3AvTIMEinCSP            88.443     (Insuf)    87.886     88.700    9     
3AvTIMEbtwCspBsp        67.202     (Insuf)    67.202     67.202    9     
3AvTIMEinBSP            63.413     (Insuf)    40.139     83.814    9     
3AvTIMEbtwBspBat1       17.583     (Insuf)    17.501     17.666    2     
3AvTIMEbtwBspBat2       17.432     (Insuf)    17.347     17.518    3     
3AvTIMEbtwBspBat3       20.168     (Insuf)    19.520     21.107    3     
zzzzzzzzzzzzzzzzzzzzzz      --         --         --         --    0 
AvTIMEinSYSTEMfor BRG4  315.21     (Insuf)    302.43     334.48    8     
4AvTIMEbtwBspCsp        79.642     (Insuf)    77.893     81.832    9     
4AvTIMEinCSP            62.891     (Insuf)    62.548     63.362    9     
4AvTIMEbtwCspBsp        100.72     (Insuf)    100.30     101.16    6     
4AvTIMEinBSP            77.207     (Insuf)    41.559     142.17    9     
4AvTIMEbtwBspBat1       16.172     (Insuf)    15.967     16.393    3     
4AvTIMEbtwBspBat2       37.441     (Insuf)    17.556     49.686    3     
4AvTIMEbtwBspBat3       17.531     (Insuf)    17.462     17.599    2     
uuuuuuuuuuuuuuuuuuuuuu      --         --         --         --    0 
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AvTIMEinSYSTEMfor BRG5  285.03     (Insuf)    265.15     301.62    9     
5AvTIMEbtwBspCsp        65.654     (Insuf)    63.586     66.900    9     
5AvTIMEinCSP            57.269     (Insuf)    56.626     57.387    9     
5AvTIMEbtwCspBsp        72.639     (Insuf)    72.639     72.639    9     
5AvTIMEinBSP            67.721     (Insuf)    51.650     89.461    9     
5AvTIMEbtwBspBat1       20.108     (Insuf)    19.920     20.397    3     
5AvTIMEbtwBspBat2       16.093     (Insuf)    15.853     16.421    3     
5AvTIMEbtwBspBat3       29.042     (Insuf)    17.652     37.544    3     
nnnnnnnnnnnnnnnnnnnnnn      --         --         --         --    0 
AvTIMEinSYSTEMfor BRG6  345.06     (Insuf)    322.31     382.31    9     
6AvTIMEbtwBspCsp        79.422     (Insuf)    78.281     80.780    9     
6AvTIMEinCSP            90.522     (Insuf)    90.479     90.565    9     
6AvTIMEbtwCspBsp        74.775     (Insuf)    74.690     75.461    9     
6AvTIMEinBSP            72.119     (Insuf)    61.901     80.450    9     
6AvTIMEbtwBspBat1       17.299     (Insuf)    17.125     17.429    3     
6AvTIMEbtwBspBat2       34.606     (Insuf)    16.265     48.779    3     
6AvTIMEbtwBspBat3       32.771     (Insuf)    16.972     64.092    3     
brktest                 17.804     (Insuf)    12.296     27.007    5     
olcme                   9.9235     (Insuf)    8.2505     11.781    53     
avaragetime             324.22     (Insuf)    270.21     388.18    52     
SON                     324.22     (Insuf)    270.21     388.18    52     
 
                           DISCRETE-CHANGE VARIABLES 
 
Identifier              Average   Half Width  Minimum    Maximum   FinalV. 
__________________________________________________________________________ 
UTIL OF T1 IN FSP1      .21091     (Insuf)    .00000     1.0000     .00000     
UTIL OF T2 IN FSP1      .20128     (Insuf)    .00000     1.0000     .00000     
UTIL OF T1 IN FSP2      .23055     (Insuf)    .00000     1.0000     .00000     
UTIL OF T2 IN FSP2      .20976     (Insuf)    .00000     1.0000     .00000     
UTIL OF T1 IN FSP3      .25038     (Insuf)    .00000     1.0000     .00000     
UTIL OF T2 IN FSP3      .25200     (Insuf)    .00000     1.0000     .00000     
UTIL OF LOADINGUn BSP1  .16312     (Insuf)    .00000     1.0000     .00000     
UTIL OF LOADINGUn BSP2  .18382     (Insuf)    .00000     1.0000     .00000     
UTIL OF LOADINGUn BSP3  .18693     (Insuf)    .00000     1.0000     .00000     
UTIL OF LOADINGUn BSP4  .11755     (Insuf)    .00000     1.0000     .00000     
UTIL OF LOADINGUn BSP5  .20465     (Insuf)    .00000     1.0000     .00000     
UTIL OF LOADINGUn BSP6  .18161     (Insuf)    .00000     1.0000     .00000     
 
                                   COUNTERS 
 
                    Identifier                Count   Limit 
                    _________________________________________ 
 
                    TOTAL#ofDESTR.VHCS            6  Infinite 
                    #ofDestr.Vhcs.forBRG1         1  Infinite 
                    #ofDestr.Vhcs.forBRG2         0  Infinite 
                    #ofDestr.Vhcs.forBRG3         1  Infinite 
                    #ofDestr.Vhcs.forBRG4         4  Infinite 
                    #ofDestr.Vhcs.forBRG5         0  Infinite 
                    #ofDestr.Vhcs.forBRG6         0  Infinite 
                    UUUUUUUUUUUUUUUUUUUU          0  Infinite 
                    1DESTR.duringAIRattck.        0  Infinite 
                    1DESTR.duringARTattck.        1  Infinite 
                    1DESTR.duetoBRKDWN            0  Infinite 
                    UUUUUUUUUUUUUUUUUUUUUU        0  Infinite 
                    2DESTR.duringAIRattck.        0  Infinite 
                    2DESTR.duringARTattck.        0  Infinite 
                    2DESTR.duetoBRKDWN            0  Infinite 
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                    UUUUUUUUUUUUUUUUUU            0  Infinite 
                    3DESTR.duringAIRattck.        0  Infinite 
                    3DESTR.duringARTattck.        1  Infinite 
                    3DESTR.duetoBRKDWN            0  Infinite 
                    UUUUUUUUUUUUUUUUU             0  Infinite 
                    4DESTR.duringAIRattck.        3  Infinite 
                    4DESTR.duringARTattck.        1  Infinite 
                    4DESTR.duetoBRKDWN            0  Infinite 
                    UUUUUUUUUUUUUUUU              0  Infinite 
                    5DESTR.duringAIRattck.        0  Infinite 
                    5DESTR.duringARTattck.        0  Infinite 
                    5DESTR.duetoBRKDWN            0  Infinite 
                    UUUUUUUUUUUUUUU               0  Infinite 
                    6DESTR.duringAIRattck.        0  Infinite 
                    6DESTR.duringARTattck.        0  Infinite 
                    6DESTR.duetoBRKDWN            0  Infinite 
                    arizalialte1                  5  Infinite 
 
                                   OUTPUTS 
 
                    Identifier                      Value 
                    _________________________________________ 
 
                    tavg(BRKTEST)                  17.804     
                    tavg(OLCME)                    9.9235     
                    tavg(SON)                      324.22     
                    destroyedvehicles              6.0000     
                    nc(ARIZALIALTE1)               5.0000     
                    tmax(SON)                      388.18     
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Figure 3.7. Detailed Flowchart Model of The System 
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