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Users in real-world social networks are organized into communities that differ from each other in terms
of influence, authority, interest, size, etc. This article addresses the problems of detecting communities
of authority and of estimating the influence of such communities in dynamic social networks. These are
new issues that have not yet been addressed in the literature, and they are important in applications
such as marketing and recommender systems. To facilitate the identification of communities of authority,
our approach first detects communities sharing common interests, which we call “meta-communities,” by
incorporating topic modeling based on users’ community memberships. Then, communities of authority are
extracted with respect to each meta-community, using a new measure based on the betweenness centrality.
To assess the influence between communities over time, we propose a new model based on the Granger
causality method. Through extensive experiments on a variety of social network datasets, we empirically
demonstrate the suitability of our approach for community-of-authority detection and assessment of the
influence between communities over time.
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1. INTRODUCTION
In recent years, social networks have emerged as a salient reality of our daily life. Users
in real-world social networks are organized into communities. These communities differ
from each other by the number of users and their preferences and interests, social
influence, authority, and so on [Fortunato 2010]. Social influence, which concerns how
users affect each other, constitutes one of the most studied issues in the literature
[Crandall et al. 2008; Trusov et al. 2010; Bela´k et al. 2012]. Detecting influential
users in social networks allows one to study information propagation among users and
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is considered highly important in such applications as online advertising, marketing
campaigns, and recommender systems [Mao et al. 2012; Barbieri and Bonchi 2014].
Much research has been conducted recently on detecting communities and studying
their influence in social networks [Zhang et al. 2013; Chen and Saad 2012; Kempe et al.
2005]. Detecting communities gives insight into the structure of the social network,
whereas detecting influential users allows one to understand information dynamics and
propagation and network evolution. Different types of influence have been proposed,
such as pairwise influence [Yin and Zhang 2012; Goyal et al. 2010], social influence
locality [Zhang et al. 2013], community influence [Mehmood et al. 2013; Bela´k et al.
2012], topic influence [Liu et al. 2012; Tang et al. 2009; Liu et al. 2010], indirect in-
fluence [Kim et al. 2013; Xin et al. 2012], and external influence [Myers et al. 2012].
However, given the rapid evolution and dynamics of social networks, a deeper un-
derstanding of the significance and contribution of the detected communities to their
network becomes more and more important. There is thus a need to understand the
role and importance of each detected community and how a community interacts with
other communities in the social network. Moreover, studying influence at the commu-
nity scale may reveal more interesting patterns of information diffusion than merely
studying pairwise influence between users. For instance, inter-community influence
can provide a good view of the global diffusion process in a social network. More im-
portantly, an authoritative community can achieve what a single authoritative user
cannot, in terms of influence on information propagation and shaping of a new trend.
Most of the existing methods for authority detection consider only individual users
and do not take into account the authority of the community to which influential users
belong. To overcome this shortcoming, in this article, we propose a novel approach
to detecting communities of authority in social networks and assessing the influence
between them. Our approach is motivated by both the above considerations, that is,
the need to assess influence at the community level and the importance of study-
ing mutual influence between communities. We use the concept of “meta-community”
to describe a set of communities that share common interests. Here, the term “com-
mon interests” means similarity between the members of a community. Investigating
meta-communities yields a reduction in space requirements and processing time when
assessing influence between detected communities. The rationale for such an approach
is that communities with similar interests tend to exert much stronger influence on
each other than is found between those with very different interests. Our definition of
meta-community is typically aligned with the notion of homophily in social networks
studies, where the influence between users with similar interests is more important
when compared to the influence between users having no similar interests [McPherson
et al. 2001; Aral et al. 2009]. Therefore, each community is assessed with respect to
the meta-community it belongs to instead of the whole social network. In our approach
to detecting meta-communities, we propose a topic-modeling method based on user-
community membership. The advantage of using topic modeling in this context lies in
its ability to detect co-occurring communities with latent semantics. Therefore, group-
ing co-occurring communities together may reveal semantically interesting patterns
common to these communities.
In order to assess the influence between communities, we propose a new method
based on the Granger causality. This method is capable of assessing the influence
between communities and analyzing its evolution over time. The latter is of great
importance for tracking the fluctuating influence between communities. One potential
advantage of assessing and tracking influence between communities is the ability to
identify influential communities in a meta-community. To this end, we propose a new
definition of an influential community using the Granger causality. Our definition
allows us to identify influential communities in each meta-community. Although, our
work employs and adapts existing techniques in some parts, these techniques are used
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to solve new challenging problems of detecting communities of authority and analyzing
their influence over time. The main contributions of this article can be summarized as
follows:
—Introduction of a new measure based on the betweenness centrality for assessing
authority of communities in social networks.
—Detection of meta-communities representing communities sharing common interests
in social networks by incorporating the topic modeling approach.
—Assessment of influence between communities and its evolution over time by intro-
ducing a Granger causality-based model.
—Conducting extensive experiments with a variety of social network datasets to vali-
date our proposed approach.
The rest of the article is organized as follows: First, we give an overview of related
work in Section 2. Section 3 describes the stages in the proposed approach: data pre-
processing, community-of-authority detection, and the assessment of influence between
communities. The results of our experiments on real social network datasets are pre-
sented in Section 4. Finally, Section 5 gives our conclusions.
2. RELATED WORK
In this section, we discuss existing work related to the detection of communities of
authority and estimation of influence between communities.
Much research has been done in the area of social network analysis over the past
decade. One of the most important areas of research in social networks is commu-
nity detection and influential-user identification [Chen et al. 2009b; Zhang et al. 2013;
Mehmood et al. 2013; Bela´k et al. 2012; Liu et al. 2012; Leskovec et al. 2010; Chen
et al. 2009a; Bouguessa et al. 2008; Budalakoti and Bekkerman 2012; Cui et al. 2011;
Anagnostopoulos et al. 2008; Cui et al. 2013; Goyal et al. 2011]. Community detection
allows us to discover groups of users with common interests, tastes, or goals [Dietz
2009]. Influential users are those users who have the most influential role in their
social network, for instance, users having high values of centrality or betweenness
centrality [Trusov et al. 2010]. For instance, Cui et al. [2011] propose an item-level
social influence prediction model. Their model is able to detect the most influential
users that maximizes information spread in the social network. This work considers
only individual users and does not take into account the community these users belong
to. Similarly, Goyal et al. [2011] propose a data-based approach for social influence
maximization. Their proposed approach is able to detect nodes in the social network
graph that maximize the influence spread. However, their approach works for individ-
ual nodes and does not consider communities.
Much of the existing work in social network analysis focuses on community de-
tection, network characterization, and the propagation of information and influence
between individuals, while little work has been done on assessing influence between
communities. Mehmood et al. [2013] propose a community-level social influence mea-
sure for assessing the strength of the influence between two different communities in
directed social networks. Their model generalizes the independent cascade model at
the granularity of communities by estimating probability of propagation using the log
of information propagation. Our work is different from the work of Mehmood et al.
[2013] in following aspects. First, our work detects communities of authority using a
new betweenness centrality measure prior to assessing the influence between them,
while the work in Mehmood et al. [2013] create communities by grouping users based
on how they influence others and how they are influenced by others. Second, in our
work, the influence is assessed between communities sharing common interests, which
reduces the computational burden, while the work in Mehmood et al. [2013] looked at
the influence between all communities in the whole network.
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Bela´k et al. [2012] propose a framework for the analysis of cross-community influ-
ence in discussion fora. The influence is estimated using the number of replies a user
received, which is the in-degree measure in a reply to graph. However, the in-degree
measure considers only incoming replies and ignores the user’s outgoing ones, which
makes it difficult to identify influential users. Moreover, the in-degree measure is used
only with directed graphs and cannot be applied to undirected graphs. Our proposed
approach can be applied to directed and undirected graphs.
Barbieri et al. [2013] propose a community detection mechanism that utilizes infor-
mation propagation traces and stochastic mixture membership generative model. This
work can be used as a basis for a model to study whether the detected communities
possess some authority over other communities. Our work differs from that reported
in Barbieri et al. [2013] in that our model adopts detects communities of authority,
while the work of Barbieri et al. [2013] detects overlapping communities and authori-
tative nodes belonging to each community. Besides, the work of Barbieri et al. [2013]
does not look at the authority of a community comparing to our approach. Liu et al.
[2010] propose a topic-level influence in social networks. The authors also propose a
method for calculating direct and indirect influence in social networks. Other measures
have been proposed for detecting communities, in particular, the eigenvector central-
ity and PageRank [Newman 2006; Lai et al. 2010]. However, the main drawback of
the eigenvector centrality is that it works for symmetric structures only (i.e., undi-
rected graphs). The most severe inconvenience in estimating eigenvector centrality on
asymmetric matrices arises from vertices with only outgoing or incoming edges, which
will always yield a zero result [Bonacich 1972]. Similarly, the main drawback of the
PageRank measure is that it favors old nodes.
All of the aforementioned models are data-dependent and consider only goodness
metrics for evaluating communities. However, detecting communities of authority can-
not be achieved using only these basicmetrics, since goodnessmetrics cannot determine
influence relationships. Besides, influence between communities has not been studied
by these models. In this article, we propose a principled approach for the problems
of community-of-authority detection and the assessment and tracking of influence be-
tween communities. Our approach groups communities that share common interests
and preferences into meta-communities, using a topic-modeling-based model. Commu-
nities of authority are then extracted from each meta-community by introducing a new
centrality-based measure. Moreover, we propose a novel model for assessing influence
between communities and its evolution over time.
3. OUR PROPOSED MODEL
In this section, we will begin by describing the data preprocessing. Then, we will
present ourmodel for community-of-authority detection and the estimation of influence
between detected communities.
3.1. Preliminaries
Let G = (V ; E) denote an undirected social network, where V is the set of vertices
and E ⊆ V × V denotes the set of edges. Let n = |V | and m = |E| be the number
of vertices and edges, respectively, in G. Let C be a subset of nodes referred to as
community, where nC is the number of nodes in C, nC = |C|;mC is the number of edges
in C, mC = |(u, v) ∈ E : u ∈ C, v ∈ C|; bC is the number of edges on the boundary of C,
bC = |(u, v) ∈ E : u ∈ C, v /∈ C|; and d(u) is the degree of node u.
3.2. Data Preprocessing
Several approaches to community detection in the literature consider only topological
aspects of the network. However, communities usually share some latent semantics
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Fig. 1. Our LDA-based meta-community discovery model.
and patterns that are of great importance for understanding and interpreting the
social network structure and information dynamics. For instance, let C1,C2,C3, and
C4 be four communities in a social network. Suppose that communities C1 and C2 have
many members that are significantly different from those in communities C3 and C4.
Communities C1 and C2 may thus be grouped together to form a meta-community.
Although these communities are distinct, they may be related by some hidden patterns
that need to be discovered and explored.
In this article, we propose a topic-modeling-based approach for extracting commu-
nities sharing common interests using latent Dirichlet allocation (LDA) [Blei et al.
2003]. Our model employs a user-community membership representation. Communi-
ties sharing common interests are grouped together to form a meta-community. LDA
has been successfully used in many social network applications, such as community
discovery [Zhang et al. 2007], identification of influential researchers in research topics
[Zhou et al. 2006a], semantic-based community discovery [Zhou et al. 2006b], and so
on. Our approach takes advantage of community co-occurrences to discover the latent
semantics corresponding to common interests shared by communities. Our proposed
approach takes communities as input for further analysis, including discovery of meta-
communities, influence estimation, and influence evolution. Note that, our approach
assumes that communities are available. However, our work is generic and can be built
on any existing community detection algorithm.
In our work, the discovery of meta-communities is treated as an optimization prob-
lem, in which users are modeled as probability distributions over meta-communities,
and meta-communities are, in turn, modeled as probability distributions over com-
munities as illustrated in Figure 1. The optimization problem consists in finding the
parameters of these distributions through data likelihood maximization. To formulate
meta-community discovery as an optimization problem, we first need to formally define
some notation. Let C = {C1,C2, . . . ,CN} be a set of communities, where Ci represents
the ith community in C. LetU = {u1,u2, . . . ,uM} be a collection of M users in the social
network G.
A meta-community Hi = {Ci1,Ci2, . . . ,CiNi } is a set of communities sharing users
with common interests. Each community is characterized by its own users. Note
that a user can belong to different communities. The only observable variable here
is the membership of authors into communities. Communities can share common
interests and preferences, so they can be grouped together into meta-communities
H = {H1,H2, . . . ,HK}. Each meta-community is defined as a distribution over commu-
nities. The individual communities belong to meta-communities, with different levels
of probability. Similarly, each user u can join multiple communities, which in turn can
belong to different meta-communities. The meta-community proportion variable θ is
regulated by a Dirichlet distribution with a hyperparameter α. Similarly, the commu-
nity distribution over meta-communities variable φ is regulated by a Dirichlet distri-
bution with a hyperparameter β. The number of meta-communities, which corresponds
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Table I. Authors’ Publications in Each Conference
2009 2010 2011 2012
Jiawei Han KDD, ICDM, SDM KDD, ICDM, SDM KDD, ICDM, SDM KDD, ICDM, SDM
Hui Xiong KDD, ICDM KDD, ICDM, SDM KDD ICDM ICDM, SDM
Jian Pei KDD, ICDM, SDM KDD, ICDM KDD, SDM ICDM
Martin Ester KDD, SDM ICDM ICDM ICDM
Jianyong Wang KDD, ICDM KDD, ICDM ICDM, SDM KDD
to the dimensionality of the Dirichlet distribution, is assumed to be known. The gener-
ative process of our LDA-based model is summarized in the following steps:
(1) Choose mixture components φk ∼ Dir(β),
(2) Choose meta-community proportions θi ∼ Dir(α),
(3) For each community Cij :
(a) Choose a meta-community Hi j ∼ Multinomial(θi),
(b) Choose a community Cij ∼ Multinomial(φiij ).
The joint distribution of all known and hidden variables can be written as follows
[Yang and Leskovec 2012]:
p(Ci,Hi, θi,|α, β) =
N∏
j=1
p(Cij |φiij )p(Hi j |θi)p(θi|α)p(|β). (1)
(Please see Appendix A for more details about the inference process.) As a concrete
example of the practical aspects of detecting meta-communities using topic modeling,
without loss of generality, let Knowledge Discovery and Data mining (KDD), Inter-
national Conference on Data Mining (ICDM), and SIAM International Conference on
Data Mining (SDM) be three data mining conferences, and let Jiawei Han, Hui Xiong,
Jian Pei, Martin Ester, and Jianyong Wang be five authors in the data mining domain.
Table I shows the conferences where these authors have published articles from 2009
to 2012.
We can see from Table I that the authors share common interests, reflected by pub-
lications in the same conferences. Similarly, the KDD, ICDM, and SDM conferences
share common interests in the data mining domain, and they co-occur many times.
These conferences can thus be grouped together in one meta-community that encom-
passes their interests. The advantage of detecting meta-communities in this way is
that the resulting meta-communities are semantically interpretable, which in turn
will facilitate the interpretation of the influence relationships between communities
belonging to the same meta-community.
3.3. Community-of-Authority Detection
As we mentioned earlier, in the literature, most of the existing methods for
authoritative- and influential-user detection consider only individual users. According
to Cataldi et al. [2013], estimating the authority of the user will permit us to under-
stand the overall visibility of the user about a domain and allows estimating a more
precise influence value. Therefore, the rational of detecting communities of authority is
twofold: (1) it will allow us to identify and to understand the visibility of a community
within a meta-community, and (2) it will facilitate the estimation and interpretation of
the influence of a community within a meta-community. The strength of our method is
that it is able to detect communities of authority within each meta-community. More-
over, communities of authority are extracted with respect to each meta-community
space instead of the whole social network space, which is more efficient compared to
the existing methods.
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Influential users have been defined in different ways in the literature by taking
into account their structural characteristics. For example, users with a high degree of
connectedness have the opportunity to influence the behavior of others [Barabasi 2003].
The most common measures that have been proposed in the literature to identify in-
fluential users are degree centrality, closeness centrality, and betweenness centrality
[Freeman 1979]. The degree centrality approach identifies well-connected nodes, which
are called “hubs” and considers them as influential nodes [Hinz et al. 2011]. However,
this measure discards poorly connected nodes, which might be particularly influential
[Galeotti and Goyal 2009]. The closeness centrality is an extension of the degree cen-
trality, focusing on how close a node is to the remaining nodes in the social network
[Florian Probst 2013]. However, the main drawback of the closeness centrality is its
prerequisite that the graph should be strongly connected to be computed. Otherwise,
the sum of all distances would take a value of ∞. The intuition behind the closeness
centrality measure is that if a node is more often on the shortest paths between other
nodes, it is more central to the network. Thus, these nodes should be considered influ-
ential nodes.
We define the authority of a community as the degree of centrality of users belonging
to it. Therefore, to quantify the authority of a community, we introduce a new measure
based on the betweenness centrality. Our measure, named the Fraction Over Median
Centrality (FOMC), is designed to assess the authority of a community with respect to
its meta-community. The FOMC of a community C in a meta-community H is defined
as follows:
FOMC(C, H) = |{u : u ∈ VC,bcH(u) > Mbc(H)}||VH | , (2)
where bcH(u) is the betweenness centrality of user uwith respect tometa-community H,
which is a graph; Mbc(H) is the median value of the betweenness centrality measure in
meta-community H; and |VH | is the set of all nodes of meta-community H. In our work,
we choose the median as a threshold, because it has been experimentally demonstrated
that the median is able to capture many more events while keeping the false detection
rate low compared to the mean in social medias [Liu et al. 2011]. Choosing a threshold
value too high may affect communities with a small number of users. Similarly, if the
threshold value is too small, this may increase the false detection rate. In addition, we
choose the betweenness centrality measure to compute the centrality of each node in
each community of a meta-community. However, our measure FOMC is generic and
can be used with any centrality measure. The betweenness centrality (bc) of a node u
is defined as follows:
bc(u, H) =
∑
s =u=t∈V
σst(u)
σst
, (3)
where σst denotes the number of shortest paths from s ∈ V to t ∈ V , and σst(u) denotes
the number of shortest paths from s to t that pass through u [Brandes 2001]. Therefore,
using the FOMCmeasure defined in Equation (2), we can formally define a community
of authority, as follows:
Definition 3.1 (Community-of-Authority). A community C is a community of author-
ity if FOMC(C, H) ≥ M, where M is a user-defined parameter.
Note that the choice of M is application dependent. From Definition 3.1, the FOMC
measure produces a ranking of communities in terms of their authority in a meta-
community. We have used the median to separate the upper half of FOMC values
from the lower half. However, other techniques could be used to automatically select
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a separation criterion such as the one developed by Bouguessa and Wang [2009]. The
algorithm for detecting communities of authority is presented below.
ALGORITHM 1: Community-of-authority Detection
Input:
1)Meta-communities
2)M User-defined parameter
Output:
- Communities of authority in each meta-community
Initialize:  = 0 (communities of authority)
foreach meta-community H do
compute Mbc(H);
foreach community C ∈ H do
foreach user u ∈ C do
compute bc(u, H) using equation 3;
end
compute FOMC(C, H) using equation 2;
if FOMC(C, H) ≥ M then
add C to ;
end
end
end
Return ;
The output of our algorithm consists of the communities of authority in each meta-
community. Our algorithm can detect the top communities of authority in each meta-
community. The top communities of authority can be obtained by selecting the commu-
nities having the top FOMC in each meta-community.
The time complexity of our community-of-authority detection algorithm is
O((KTU )(UmC)), where K is the number of meta-communities, T is the number of com-
munities in each meta-community, U is the number of users in each community, and
mC is the number of edges in a community. The first part of the time complexity formula
corresponds to the social network structure, and the second part, to the time complexity
for the betweenness centrality using its fast implementation [Brandes 2001].
3.4. Estimation of the Influence Between Communities
Discovering and estimating social influence, with the aim of understanding how com-
munities affect each other, is an important research topic that presents several chal-
lenges: (1) the rapid evolution of social networks and their dynamics requires efficient
representation tools that can be adapted accordingly; (2) assessing the influence be-
tween communities and tracking its evolution over time is a big challenge, particularly
with highly dynamic and growing social networks; and (3) differences in the structure
of social networks, such as directed versus undirected (for example Twitter versus Face-
book), make the proposed approaches for influence assessment network-dependent and
difficult to apply to all the social network structures. This suggests the need for a more
principled approach that will be able to address the above challenges.
With the rapid evolution of social networks and their dynamics, basic graphs are
unable to show the different aspects of the network dynamics. For this reason, we adapt
the multigraph formalism to represent the dynamics of social networks. A multigraph
is a graph in which multiple edges are permitted between two nodes. The rationale
for using the multigraph representation is twofold: (1) it allows us to represent the
temporal progression of the social network; and (2) it is a good visualization tool for
the social network dynamics. In addition, we choose to represent a community as a
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Fig. 2. Example of a weighted temporal multigraph showing relationships between two communities. Each
edge here is marked by the time instant and its weight, the latter being calculated by Equation (4).
Fig. 3. Citation relationships between the two communities KDD and ICDM in the DBLP and Arnet Miner
datasets.
node instead of users, which is an extremely information-rich representation compared
to classical graphs. As a result, our model makes use of the multigraphs of meta-
communities to create a new method for assessing the evolution of influence between
communities.
Given that influence between communities can be quantified and measured, we
resort to the weighted temporal multigraph (WTMG) to represent the social network
dynamics. A WTMG is a multigraph in which a weight (typically a real number) has
been assigned to every edge at a particular time instant. Formally, we define a weighted
temporal multigraph as G = (V, E,T ,W), where V is the set of nodes, E ⊆ V × T ×
V × W denotes a set of edges, T is a finite set of time instants, and W is a function
space: V × T × V → R+. A weighted temporal edge e in G is defined as an ordered
quadruple e = (u, v, t, w(u, v, t)), where u, v ∈ V , with u possibly equal to v, are the
origin and destination nodes, t is the time instant for the node u, and w() is a function
from V × T × V to R+, that represents the weight of the edge e.
Figure 2 shows an example of a weighted multigraph, where the nodes represent
two communities of a meta-community. As shown in Figure 2, the multigraph is a
compact representation of graphs evolving over time. A node in a weighted temporal
multigraph will have a matrix of influence values between itself and the other nodes
at each time instant. The matrix of influence can be reduced to a sequence of influence
by accumulating and normalizing the influence values with respect to a time instant.
As a consequence, each community u ∈ G can be represented as a chronologically or-
dered series of influence sequences over time. To illustrate this point, without loss of
generality, let the KDD and ICDM conferences be two data mining communities in the
graph G of the Digital Bibliographic Library Browser (DBLP) dataset. Let the func-
tion W() be the number of citations of the articles of one conference by the articles of
the other conference for each year. If no citation is reported between the two confer-
ences at a particular time instant, then the edge weight will simply be zero. Figure 3
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Table II. CI(ICDM → KDD) and CI(KDD → ICDM ) Values
Computed Using Equation (4)
2009 2011 2013
CI(ICDM → KDD) 0.38497 0.45847 0.66666
CI(KDD → ICDM) 0.12021 0.15727 0.11922
illustrates citation relationships between the KDD and ICDM communities at different
time instants in the DBLP and Arnet Miner datasets.
As shown in Figure 3, each pair of nodes will have two chronologically ordered series
of influence values over time. For example, at each time instant ti, a community u ∈ G
will be influenced by another community v ∈ G. Each community is composed of a
certain number of articles. Therefore, a normalized community influence weight is
computed to represent the community influence (CI) [Lai et al. 2010] between the two
communities at a particular time instant ti. Note that the community influence values
u → v and v → u are different and should both be computed using the following
formula:
CI(u→ v, ti) =
∑
j∈v N( j → u, ti)
Mv,ti
, (4)
where N( j → u, ti) represents the number of citations of community uby an article j ∈ v
at time instant ti, and Mv,ti represents the total number of citationsmade by community
v from the other communities in graph G at time instant ti. Note that Equation (4) is
generic and can be applied to any kind of relationship between communities in a
social network. For instance, Equation (4) can be used to measure the influence of
tweet/retweet between users in different communities in the Twitter social network,
the message exchange influence between users in the Facebook social network, or
follower/followee influence relationships in the case of ResearchGate social network.
These examples clearly show the applications of our influence formula. The community
influence (CI) is an instantaneous influence between communities; detecting the long-
term influence between two communities and the direction of influence is presented in
the next section.
The community influence values obtained at each time instant will be used to study
the influence evolution, as described in the next section. Table II shows the community
influence values computed for the KDD and ICDM communities using Equation (4) at
different time instants.
As shown in Table II, the value of the community influence ICDM → KDD obtained
for 2009 is 0.38497, which can be interpreted as indicating that 38.49% of the citations
made by the KDD community are from the ICDM community. Similarly, only 12.02%
of the citations made by the ICDM community are from the KDD community in the
DM discipline.
3.5. Long-term Influence Between Communities
To extract long-term influence between communities, we propose a new method based
on the Granger causality [Granger 1969]. The idea of using the Granger causality was
inspired by the work of Chikhaoui et al. [2015]. The Granger causality has yielded
tremendous success in many domains due to its simplicity, robustness, and extendabil-
ity [Asimakopoulos et al. 2000]. The original Granger causality test was developed to
analyze the effect of one time series on another.
Formally, in a meta-community H, suppose we have two stationary processes X =
{X(t)t∈Z} and Y = {Y (t)t∈Z} representing the community influences CI(u → v) and
CI(v → u), respectively, and we intend to study whether process X influences (Granger
causes) process Y or not. The regression formulation of Granger causality states that
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X is the cause of Y if the past values of X are helpful in predicting the future values of
Y by considering the following two regression formulas:
X(t) =
L∑
l=1
alX(t − l) +
L∑
l=1
blY (t − l) + 	1, (5)
Y (t) =
L∑
l=1
clY (t − l) +
L∑
l=1
dlX(t − l) + 	2, (6)
where L is the maximal time lag, al, bl, cl, and dl are the regression variable coefficients,
and 	1 and 	2 are residual terms that are independent and identically distributed
according to a standard Gaussian N(0; σ 2). If Equation (6) is a significantly better
model than Equation (5), then we determine that time series X Granger causes time
seriesY . When the bl coefficients in Equation (5) are equal to 0, then the null hypothesis
will hold, reducing Equation (5) to Equation (7). This indicates that time series Y does
not Granger cause time series X. For example, the null hypothesis holds when there is
no interaction between communities:
X(t) =
L∑
l=1
alX(t − l) + 	1. (7)
Among other techniques, the models above can be tested using the Granger Sargent
test [Granger 1969], defined as follows:
F = (RSS	1 − RSS	2 )/L
(RSS	2 )/(n− 2L)
∼ F(L,n− 2L), (8)
where RSS	1 is the “restricted” residual sum of squares under H0 , RSS	2 is the “un-
restricted” residual sum of squares under H1, and n is the number of observations.
The Granger causality test is performed between the two processes X and Y in both
directions to discover whether the influence between them is bi-directional or uni-
directional. We used the statistical linear autoregression framework to compute the
Granger causality.
As we mentioned earlier, the influence between two communities is assessed in two
directions. One of the advantages of using Granger causality is its ability to determine
in which direction the influence propagates in the social network. Therefore, by de-
tecting the influence relationships, we can also detect which community is the most
influential with respect to each meta-community. This constitutes one of the strengths
of our proposed approach.
4. EXPERIMENTAL STUDY
In this section, we present various experiments to evaluate the effectiveness of the
proposed approach. To ensure the repeatability of our experiments, all the datasets used
in our work are publicly available. The lack of ground truth data about communities
in social networks makes testing our approach difficult. We therefore propose some
reasonable, practical methods based on statistics to test our proposed approach.
4.1. Datasets
To test the proposed approach, we used three important social network datasets:
DBLP, Arnet Miner, and Yelp. The DBLP dataset contains information about arti-
cles (2,712,770 articles), authors, conferences, and dates. Given that DBLP does not
provide information about citation relationships between articles, we augmented the
DBLP dataset with article citation information by incorporating the Arnet Miner cita-
tion network dataset (4,354,534 citations). We merged the two datasets based on the
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article title to form one complete, rich network dataset. The publication venues are
used to define research communities.
The Yelp dataset consists of information on businesses, reviews, and users (42,153
businesses, 252,898 users and 1,125,458 reviews). Business categories such as Restau-
rants, Shopping, Nightlife, Pets, Hotels & Travel, and Home Services are used to define
online communities. There are 715 such categories. Business attributes include cate-
gories, location, average rating, stars, and review count. Review attributes include
rating, text of the review, stars, votes, and dates. User attributes include review count,
average stars, and votes. Interaction between two communities is defined as a user
from one community issuing a review on a business of the other community.
For the sake of simplicity, we have chosen |H| = 100 in our LDA model to create
meta-communities. This means we have generated 100 meta-communities in each
dataset. Choosing the optimal number of topics in LDA is data dependent. Hierarchical
Dirichlet Process (HDP) method [Teh et al. 2006] could possibly be used in this context
to determine the number of meta-communities. Determining the optimal number of
meta-communities automatically will be considered in our future work.
4.2. Validation of Communities of Authority
This section describes experiments conducted to validate the trustworthiness of the
discovered communities of authority. Figure 4 shows examples of meta-communities
discovered from the DBLP and Yelp datasets. Due to space limitations, we show only
two meta-communities for each dataset.
In order to validate the communities discovered in the DBLP dataset, we compared
the communities of authority discovered using the FOMC measure and those discov-
ered using community citations and community number of publications in each meta-
community. Community citations represents the number of citations a community has
received within a meta-community. Similarly, the number of publications represents
the number of articles a community has published. Note that communities of authority
are central communities with respect to their meta-communities where the interaction
and citation properties are dense.
As shown in Figure 5(a), the community World Wide Web (WWW) Conference has
the highest FOMC value, and this community also has the greatest numbers of pub-
lications and citations. Similarly, the community Association for the Advancement of
Artificial Intelligence (AAAI) Conference has the highest FOMC value in the AI disci-
pline. In terms of publications and citations, however, its values are very close to those
of the International Joint Conference on Artificial Intelligence (IJCAI) community.
In order to validate the communities discovered in the Yelp dataset, we compared the
communities of authority discovered using the FOMC measure and those discovered
using user reviews on the individual categories, such as Beauty, Food, and Travel.
Communities discovered using our FOMC measure are correlated with the number of
reviews a community has received and the number of users that have issued reviews on
that community. The FOMC measure as defined in Equation (2) is adapted to discover
communities of authority in the Yelp dataset: the citation in DBLP is replaced with
the review in Yelp. Equation (2) can thus be generalized to any relationship between
communities.
As shown in Figures 6(a) and 6(b), the communities Beauty & Spas and Travel have
the highest FOMC values. These communities have received the greatest number of
reviews. Therefore, these communities have the largest number of users, which makes
them authoritative compared to the other communities.
One of the advantages of using topic modeling is its ability to discover semantically
meaningful meta-communities, which in turn helps us discover communities sharing
similar interests. For example, in the Yelp dataset, Figure 6(a) shows how our model
is able to discover communities interested in beauty, such as Beauty & Spas, Hair
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Fig. 4. Examples of four meta-communities discovered from the DBLP and Yelp datasets. Communities
within each meta-community are sorted with respect to their FOMC values.
Salons, Skin Care, and so on. Similarly, Figure 6(b) shows communities sharing hotel-
and travel-related interests, such as Hotels, Hotels & Travel, Wedding Planning, and
so on. Communities in each meta-community are thus well connected and interactions
are more likely to be observed between them, compared to their interactions with
communities in other meta-communities. This observation is very important in study-
ing influence between communities, which is mainly based on interactions between
communities.
4.3. Validation of the Influence Between Communities
This section describes experiments conducted to test ourmodel of the influence between
communities. We first computed, for each dataset, all of the citation influences (DBLP)
and community interactions (Yelp) between all communities at each time instant,
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Fig. 5. Validation of communities of authority in each discipline in the DBLP dataset. For the sake of clarity,
only communities with high values of FOMC are shown.
Fig. 6. Validation of communities of authority in the Yelp dataset. For the sake of clarity, only communities
with high values of FOMC are shown.
using Equation (4). The values computed for citation influence and interaction between
communities in the two datasets provide the basis on which the influence is assessed
using the Granger causality.
To assess the influence between communities, we performed two types of experiment:
(1) a test of the instantaneous influence, using all the citation influence and interaction
values computed for all time instants; and (2) a test of the long-term influence, using
citation influence values computed for different time intervals to track the influence
evolution.
4.3.1. Influence Estimation. To estimate the instantaneous influence between communi-
ties, we used the citation influence and interaction values computed between communi-
ties for all time instants. The influence evolution is assessed between each pair of com-
munities. For example, to assess the evolution of the influence between communities
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Table III. Influence Relationships Obtained for the AI Discipline. Arrow Marks
used in the First Column Means Citation Relationships. For example,
AAAI→ ATAL means AAAI cites ATAL
F-value P-value Influence direction
AAAI→ ATAL 8.634637 0.005803962 ATAL	−→ AAAI
ATAL→ AAAI 1.182824 0.284214781
AAAI→ CP 32.6899 1.820016e-06 CP	−→ AAAI
CP→ AAAI 12.7937 1.040827e-03
AAAI→ ECAI 0.03342619 0.99161974
ECAI→ AAAI 3.32747243 0.03324265 AAAI	−→ ECAI
AAAI→ IJCAI 6.98335650 0.003043018 IJCAI	−→ AAAI
IJCAI→ AAAI 0.03525582 0.965395871
AAAI→ German Conference on
Artificial Intelligence (KI)
10.76540856 0.002347008 KI	−→ AAAI
KI→ AAAI 0.09880532 0.755134149
ATAL→ ECAI 3.49774 0.0698348083
ECAI→ ATAL 22.63819 0.0000332558 ATAL	−→ ECAI
ATAL→ IJCAI 1.579958 0.21709054
IJCAI→ ATAL 6.169328 0.01793381 ATAL	−→ IJCAI
ATAL→ International
Symposium on Methodologies
for Intelligent Systems (ISMIS)
136.8126426 1.205702e-13 ISMIS 	−→ ATAL
ISMIS→ ATAL 0.4997148 4.843056e-01
ATAL→ KI 5.4914380 0.02491869 KI	−→ ATAL
KI→ ATAL 0.3704819 0.54667211
ATAL→ Uncertainty in
Artificial Intelligence (UAI)
5.236609 0.02826843 UAI	−→ ATAL
UAI→ ATAL 1.197250 0.28134546
CP→ ECAI 13.22896 8.789965e-04
ECAI→ CP 106.78303 3.567480e-12 CP	−→ ECAI
CP→ IJCAI 6.484444 0.01543785 IJCAI	−→ CP
IJCAI→ CP 4.907933 0.03333433
CP→ ISMIS 0.1490697 0.70176312
ISMIS→ CP 11.0870829 0.00205694 CP	−→ ISMIS
CP→ KI 7.2386776 0.01086205 KI	−→ CP
KI→ CP 0.1263921 0.72433631
CP→ UAI 0.03030303 9.927441e-01
UAI→ CP 95.49296376 3.996803e-15 CP	−→ UAI
ECAI→ IJCAI 71.471026 5.654790e-10 IJCAI	−→ ECAI
IJCAI→ ECAI 3.947438 5.481508e-02
ECAI→ KI 14.875913 0.0004712666 KI	−→ ECAI
KI→ ECAI 3.810893 0.0589566707
KDD and ICDM, we computed the citation influence values using Equation (4) for the
KDD community by taking the KDD → ICDM citations for all time instants (i.e., from
1994 to 2012). Similarly, we computed the citation influence values for the ICDM com-
munity by taking the ICDM → KDD citations for all time instants. Once the citation
influence sequences have been computed, the Granger causality can be assessed. We
computed the F-statistic and P-values to assess the Granger causality. Then, based
on these results, the direction of influence between each pair of communities is estab-
lished. The direction of influence is established by taking into account the influence
citations, the Granger causality, and P-values for each pair of communities. Tables III,
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Table IV. Influence Relationships Obtained for the DM Discipline
F-value P-value Influence direction
ICDM→ COLT 5.63506207 0.0230606 COLT	−→ ICDM
COLT→ ICDM 0.02885882 0.8660565
COLT→ PAKDD 10.5107236 0.002559657 PAKDD 	−→ COLT
PAKDD→ COLT 0.1518366 0.699082183
COLT→ WWW 18.8873177 0.0001085717 WWW 	−→ COLT
WWW→ COLT 0.1022642 0.7509777700
ECML→ COLT 1.351863 0.27632843
COLT→ ECML 3.811159 0.01996117 ECML	−→ COLT
ECML→ KDD 1.257329 0.269581414
KDD→ ECML 10.809571 0.002260503 ECML	−→ KDD
ECML→ PAKDD 4.054948 0.051563312
PAKDD→ ECML 16.559550 0.002260503 ECML	−→ PAKDD
ECML→ SIGIR 40.2934673 2.389869e-07 SIGIR 	−→ ECML
SIGIR→ ECML 0.2563716 6.157109e-01
ICDM→ ECML 61.990537 6.667999e-12 ECML	−→ ICDM
ECML→ ICDM 1.177615 3.206229e-01
ICDM→ ICML 40.2684670 2.404330e-07 ICML	−→ ICDM
ICML→ ICDM 0.4348535 5.138136e-01
ICDM→ KDD 2.19068 0.1475470590
KDD→ ICDM 14.11683 0.0006082799 ICDM 	−→ KDD
ICDM→ PAKDD 9.93987217 0.003254952 PAKDD 	−→ ICDM
PAKDD→ ICDM 0.02919163 0.865294023
ICDM→ PKDD 17.795775 5.714980e-06 PKDD 	−→ ICDM
PKDD→ ICDM 2.016278 1.492276e-01
ICDM→ WWW 0.4434857 0.50968990
WWW→ ICDM 5.5885406 0.02359406 ICDM 	−→ WWW
ICML→ KDD 1.812352 0.17914598
KDD→ ICML 4.724636 0.01568992 ICML	−→ KDD
ICML→ PKDD 22.306373 3.492149e-05 PKDD 	−→ ICML
PKDD→ ICML 2.612403 1.147619e-01
PAKDD→ KDD 0.01888712 0.996391966
KDD→ PAKDD 6.91436828 0.001125937 PAKDD 	−→ KDD
PKDD→ KDD 0.5231757 0.47416387
KDD→ PKDD 4.8733368 0.03373346 PKDD 	−→ KDD
SIGIR→ KDD 0.1881065 0.829408615
KDD→ SIGIR 5.5094947 0.008618246 SIGIR 	−→ KDD
WWW→ KDD 3.248772 0.07985461
KDD→ WWW 6.174210 0.01774760 WWW 	−→ KDD
PAKDD→ PKDD 117.475349 6.921130e-13 PKDD 	−→ PAKDD
PKDD→ PAKDD 7.930386 7.838746e-03
PAKDD→ WWW 11.5808360 0.001647799 WWW 	−→ PAKDD
WWW→ PAKDD 0.5867788 0.448661182
PKDD→ SIGIR 0.5278523 0.666567814
SIGIR→ PKDD 7.0064105 0.001041417 PKDD 	−→ SIGIR
IV, and V show the influence relationships obtained between each pair of communities
for the artficial intelligence (AI), data mining (DM), and Data Base (DB) disciplines.
As shown in Tables III, IV, and V, our model is able to assess the influence between
each pair of communities and determine its direction. For example, in Figure III, the
IJCAI community influences the AAAI community, based on F-values (6.98335650 >
0.03525582) and P-values (0.003043018 < 0.965395871). Similarly, in Figure IV, the
ICDM community influences the KDD community, based on F-values (14.11683 >
2.19068) and P-values (0.0006082799 < 0.1475470590). Moreover, our model is able to
determine which community of a pair of communities is more influential. For example,
in the AI discipline, the results show that the IJCAI community significantly influ-
ences the communities AAAI, Cognitive Processing (CP), and European Conference on
Artificial Intelligence (ECAI). In the DM discipline, the results show that the Euro-
pean Conference on Machine Learning (ECML) community significantly influences the
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Table V. Influence Relationships Obtained for the DB Discipline
F-value P-value Influence direction
CIKM→ SIGMOD 14.614381 0.0004758212 SIGMOD 	−→ CIKM
SIGMOD→ CIKM 1.179914 0.2842162354
CIKM→ VLDB 4.717663 0.0153442 VLDB	−→ CIKM
VLDB→ CIKM 1.990466 0.1518019
DASFAA→ DEXA 10.996642 0.002016181 DEXA 	−→ DASFAA
DEXA→ DASFAA 3.666781 0.063057428
DASFAA→ EDBT 54.393427 7.685141e-09 EDBT	−→ DASFAA
EDBT→ DASFAA 5.054712 3.043995e-02
DASFAA→ ER 5.873784 0.02023803 ER 	−→ DASFAA
ER→ DASFAA 1.082798 0.30464812
DASFAA→ ICDE 8.7642146 0.005268359 ICDE	−→ DASFAA
ICDE→ DASFAA 0.2909333 0.592769685
DEXA→ EDBT 14.723177 0.0004564571 EDBT	−→ DEXA
EDBT→ DEXA 7.200682 0.0107326379
DEXA→ ER 13.158978 0.0008378906 ER 	−→ DEXA
ER→ DEXA 1.069817 0.3075246790
DEXA→ ICDE 5.855140 0.02042384 ICDE	−→ DEXA
ICDE→ DEXA 5.267638 0.02733796
EDBT→ ICDE 7.902153 0.00147208 ICDE	−→ EDBT
ICDE→ EDBT 2.487428 0.09770573
ER→ ICDE 5.277817 0.009924399 ICDE	−→ ER
ICDE→ ER 3.911000 0.029310234
communities Conference On Learning Theory (COLT), KDD, Pacific-Asia Conference
on Knowledge Discovery and DataMining (PAKDD), and ICDM. Similar results are ob-
served in the DB discipline, where the International Conference on Data Engineering
(ICDE) community significantly influences the communities International Conference
on Database Systems for Advanced Applications (DASFAA), International Conference
on Database and Expert Systems Applications (DEXA), EDTB, and ER. Therefore, the
IJCAI, ECML and ICDE communities can be considered as influential communities in
the AI, DM, and DB disciplines, respectively.
Although a deep investigation into the validity and impact of the relationships dis-
covered is beyond the scope of this article, it is possible to provide some explanations for
them. Taking ICML 	−→ KDD as an example, ICML is a significant machine learning
community, and the conference is more theory-oriented. Therefore, theoretical articles
published in this conference have more chance of being cited by conferences that seek
more innovative applications, such as the KDD conference. Despite the reputation of
the KDD conference and its position as the top data mining conference according to
the Microsoft ranking,1 ICML exerts more influence on KDD. This assertion can be
justified by the number of citations each conference received from the other over the
past ten years.
Similar results are observed in the Yelp dataset, as shown in Tables VI, VII, and
VIII. For instance, the Beauty & Spas community in Table VI influences the Skin Care
community, based on F-values (8.613309 > 1.858078) and P-values (0.03244997 <
0.23102035). Similarly, in Figures VII and VIII, the Hotels community influences the
Wedding Planning community, based on F-values (8.4742324 > 0.5223779) and P-
values (0.02694341< 0.49702268), and the Bakeries community influences the Pretzels
1http://academic.research.microsoft.com/RankList?entitytype=3&topdomainid=2&subdomainid=7&last
=0.
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Table VI. Influence Relationships Obtained for the Beauty Category in the Yelp Dataset
F-value P-value Influence direction
Beauty & Spas→ Hair Removal 31.62830 0.002461532 Hair Removal 	−→ Beauty & Spas
Hair Removal→ Beauty & Spas 10.13317 0.024448671
Beauty & Spas→ Hair Salons 27.47356 0.003349623 Hair Salons	−→ Beauty & Spas
Hair Salons→ Beauty & Spas 9.87238 0.025607594
Beauty & Spas→ Makeup Artists 20.42535 0.006286109
Makeup Artists→ Beauty & Spas 19.52621 0.006899392 Beauty & Spas	−→ Makeup Artists
Beauty & Spas→ Nail Salons 70.31104 0.01402307 Nail Salons	−→ Beauty & Spas
Nail Salons→ Beauty & Spas 26.18042 0.03679119
Beauty & Spas→ Piercing 26.35144 0.003665701
Piercing→ Beauty & Spas 37.40233 0.001694558 Beauty & Spas	−→ Piercing
Beauty & Spas→ Skin Care 1.858078 0.23102035
Skin Care→ Beauty & Spas 8.613309 0.03244997 Beauty & Spas	−→ Skin Care
Beauty & Spas→ Waxing 36.5983048 0.001779234 Waxing	−→ Beauty & Spas
Waxing→ Beauty & Spas 0.1388111 0.724736806
Day Spas→ Makeup Artists 41.389152 0.001348213 Makeup Artists	−→ Day Spas
Makeup Artists→ Day Spas 3.520406 0.119446847
Day Spas→ Nail Salons 36.2858227 0.001813745 Nail Salons	−→ Day Spas
Nail Salons→ Day Spas 0.7180973 0.435443838
Day Spas→ Permanent Makeup 101.8659927 0.009721386 Permanent Makeup	−→ Day Spas
Permanent Makeup→ Day Spas 0.1136531 0.897945656
Day Spas→ Skin Care 32.08270 0.002385213 Skin Care 	−→ Day Spas
Skin Care→ Day Spas 21.36694 0.005722768
Eyelash Service→ Skin Care 152.642815 0.006508602 Skin Care 	−→ Eyelash Service
Skin Care→ Eyelash Service 4.682263 0.175986228
Eyelash Service→ Spray Tanning 18.9119510 0.007367615 Spray Tanning	−→ Eyelash Service
Spray Tanning→ Eyelash Service 0.4130791 0.548718964
Hair Removal→ Hair Salons 0.02153264 0.88907031
Hair Salons→ Hair Removal 26.77972347 0.00354032 Hair Removal 	−→ Hair Salons
Hair Removal→ Piercing 1.272472 0.31050434
Piercing→ Hair Removal 15.296137 0.01128332 Hair Removal 	−→ Piercing
Hair Removal→ Skin Care 2.270095 0.19224613
Skin Care→ Hair Removal 9.521137 0.02729439 Hair Removal 	−→ Skin Care
Makeup Artists→ Day Spas 3.520406 0.119446847
Day Spas→ Makeup Artists 41.389152 0.001348213 Makeup Artists	−→ Day Spas
community, based on F-values (22.532228 > 4.511655) and P-values (0.005118992 <
0.087056000), respectively.
Consequently, one of the strengths of our model is its ability to detect influential
communities using the Granger causality test. This is a potential contribution of our
work. To this end, we propose the following definition for an influential community:
Definition 4.1. Let CI(u → v) and CI(v → u) be two citation influence se-
quences. Community u is influential if CI(u → v) Granger causes CI(v → u), and the
P-value ≤ 	
Often, the significance level 	 is set to 0.05 (5%), implying that it is acceptable to have
a 5% probability of incorrectly rejecting the null hypothesis. Choosing a significance
level too small allows us to select the most influential communities. For example, if
	 = 0.02, the communities Bartenders, Hotels, Event Planning & Services, and Hotels
& Travel can be considered as influential communities in the Hotels & Travel category.
Similarly, the communities Candy Stores, Bakeries, Food, and Ice Cream & Frozen
Yogurt can be considered as influential communities in the Food category. Therefore,
the ability to discover influential communities can be generalized to other categories
and disciplines in the Yelp and DBLP datasets.
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Table VII. Influence Relationships Obtained for the Hotels & Travel Category in the Yelp Dataset
F-value P-value Influence direction
Bartenders→ Event Planning & Services 3.419867 0.11390245 Bartenders	−→
Event Planning & Services→ Bartenders 11.742716 0.01402675 Event Planning & Services
Bartenders→ Hotels 0.4526279 0.52613779
Hotels→ Bartenders 11.3209661 0.01514201 Bartenders	−→ Hotels
Event Planning & Services→ Hotels 20.966898 0.003774647 Hotels	−→
Hotels→ Event Planning & Services 4.412589 0.080409138 Event Planning & Services
Event Planning & Services→ Hotels & Travel 3.919986 0.095037697 Event Planning & Services	−→
Hotels & Travel→ Event Planning & Services 14.699462 0.008619032 Hotels & Travel
Event Planning & Services→ Magicians 0.9703852 0.473140230 Event Planning & Services	−→
Magicians→ Event Planning & Services 74.5462755 0.002770256 Magicians
Hotels→ Officiants 1.196569 0.31596777
Officiants→ Hotels 7.063693 0.03763639 Hotels	−→ Officiants
Hotels→ Wedding Planning 0.5223779 0.49702268
Wedding Planning→ Hotels 8.4742324 0.02694341 Hotels	−→ Wedding Planning
Hotels & Travel→ Officiants 1.206737 0.31409380
Officiants→ Hotels & Travel 6.989508 0.03834674 Hotels & Travel 	−→ Officiants
Hotels & Travel→ Wedding Planning 0.205416 0.66631347 Hotels & Travel 	−→
Wedding Planning→ Hotels & Travel 10.106315 0.01909897 Wedding Planning
Officiants & Travel→ Venues & Event Spaces 16.32308 0.02441534 Venues & Event Spaces	−→
Venues & Event Spaces→ Officiants 0.30000 0.76072577 Officiants
Table VIII. Influence Relationships Obtained for the Food Category in the Yelp Dataset
F-value P-value Influence direction
Bakeries→ Cafes 11.026389 0.02099441 Cafes	−→ Bakeries
Cafes→ Bakeries 1.262129 0.31227538
Bakeries→ Candy Stores 17.88756 0.008253264 Candy Stores	−→ Bakeries
Candy Stores→ Bakeries 10.16622 0.024307074
Bakeries→ Food 11.8225797 0.01846728 Food 	−→ Bakeries
Food→ Bakeries 0.4115074 0.54945160
Bakeries→ Pretzels 4.511655 0.087056000
Pretzels→ Bakeries 22.532228 0.005118992 Bakeries	−→ Pretzels
Cafes→ Candy Stores 17.399155 0.008728656 Candy Stores	−→ Cafes
Candy Stores→ Cafes 6.807569 0.047719807
Cafes→ Ice Cream & Frozen Yogurt 11.036617 0.02095895 Ice Cream & Frozen Yogurt	−→ Cafes
Ice Cream & Frozen Yogurt→ Cafes 4.418164 0.08953224
Cafes→ Pretzels 27.94065 0.03455348 Pretzels	−→ Cafes
Pretzels→ Cafes 11.23181 0.08175407
Desserts→ Bakeries 45.459363 0.02152419 Bakeries 	−→ Desserts
Bakeries → Desserts 0.541276 0.64881305
Desserts→ Pretzels 5.899606 0.05946046
Pretzels → Desserts 11.295866 0.02008745 Desserts 	−→ Pretzels
Food→ Pretzels 39.49935 0.001498633 Pretzels 	−→ Food
Pretzels → Food 17.24854 0.008883000
Ice Cream & Frozen Yogurt→ Pretzels 9.386824 0.027980859
Pretzels → Ice Cream & Frozen Yogurt 34.615084 0.002015153 Ice Cream & Frozen Yogurt 	−→ Pretzels
Detecting influential communities in the Yelp dataset is of great importance for
marketing and advertisements in growing social networks. For instance, since the
Hotels community exerts an overall influence on the other communities, as shown in
Table VII, it will be easy to post or make advertisements in this community and be
confident that the information will be spread out to the other communities by taking
advantage of the influence relationships discovered between these communities. The
advertising process will thus be easy and fast in this situation.
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Fig. 7. Most influential communities in DM and AI meta-communities extracted using [Goyal et al. 2011]
approach.
4.4. Comparison with state-of-the-art Methods
To compare the results obtained in our articlewith state-of-the-artmethods, we adapted
the work of Goyal et al. [2011] related to influence maximization to extract influential
communities. Our goal is to determine whether the extracted communities of author-
ity represent the most influential communities in the meta-community. Due to space
limitation, we report results from the DBLP dataset only.
The work of Goyal et al. tries to find a set of users in a social network, such that
by targeting this set, one maximizes the expected spread of influence in the network.
Since we are interested in detecting influential communities, we adapted the work
of Goyal et al. to find the most influential communities. To do so, we constructed a
graph of communities for each meta community, then we applied the credit distribution
model proposed in the Goyal et al. work to extract the influence spread score for each
community. Figure 7 shows the most influential communities extracted for the DM and
AI meta-communities.
As shown in Figure 7, the most influential communities extracted from the DMmeta-
community are similar to communities of authority extracted using our approach. For
example, in Goyal et al. method, the five most influential communities in the DM
meta-community are PKDD, KDD, CIKM, ICDM, and WWW. In our work, the five
communities of authority having the highest values of FOMC are WWW, ICDM, KDD,
Special Interest Group on Information Retrieval (SIGIR), and ICML. Similarly, in the
AI meta-community, the five most influential communities are IJCAI, AAAI, Principles
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of Database Systems (PODS), International Conference on Logic Programming (ICLP),
andKnowledge Representation (KR), while in our approach, the communities of author-
ity are AAAI, IJCAI, Agent Theories, Architectures, and Languages (ATAL), ECAI and
International Conference on Tools with Artificial Intelligence (ICTAI). As illustrated in
Figue 7, there are more shared communities if we take more than five communities. Al-
though, there are some differences in the extracted communities, both approaches share
the most influential communities. This demonstrates the performance of our approach
in extracting influential communities compared to the work of Goyal et al. [2011].
4.4.1. Influence Evolution. The purpose of this experiment is to examine how the influ-
ence between communities evolves over time. To this end, we computed the Granger
causality between each pair of communities in each dataset for different time intervals.
For instance, for the DM discipline in the DBLP dataset, we computed the Granger
causality for the intervals starting from the first year a conference was held, on to 2010,
2011, and 2012. Similarly, for the Yelp dataset, we computed the Granger causality for
the intervals starting from the first year a category has been added to the dataset
to 2010, 2011, and 2012. The results obtained allow us to understand how the influ-
ence between communities evolves from the first time interval to the last. Table IX
shows the results obtained for the influence between each pair of communities in the
DM discipline of the DBLP dataset for each time interval. Similarly, Table X shows
the results obtained for the influence between each pair of communities for the Ho-
tels & Travel discipline in the Yelp dataset. Due to space limitations, we will show
the influence evolution for the DM and Hotels & Travel disciplines only. The results
reported in Table IX clearly show how the values of influence between communities
change in each time interval. For example, the influence between the communities
KDD and SIGIR has changed from 2010 to 2012. In fact, in 2010, the community KDD
influences the community SIGIR (F-value = 7.018816 and P-value = 0.01214812).
This influence is preserved in 2011 with a small decrease in F-value and a small in-
crease in P-value (F-value = 6.064696 and P-value = 0.01885659), whereas in 2012,
the influence relationship has been reversed and the community SIGIR influences the
community KDD (F-value = 5.5094947 and P-value = 0.008618246). This variation
probably indicates more interest expressed by the KDD community toward the SI-
GIR community for some emerging topics such as recommender systems and social
networks.
Similarly, Table IX shows that the WWW community influences the ICDM com-
munity in 2010 (F-value = 7.0544291, P-value = 0.002985711) and 2011 (F-value =
9.1572299, P-value = 0.0007166624). However, this influence relationship no longer
holds in 2012 (F-value = 0.4434857, P-value = 0.50968990). This variation indicates a
change in the direction of the influence between the two communities: that is, in 2010
and 2011, WWW 	−→ ICDM, while in 2012, ICDM 	−→ WWW. This example clearly
demonstrates that our model is able to study and analyze the evolution of influence
between communities.
The influence evolution in the Yelp dataset reveals important characteristics of the
social network dynamics and community evolution. As shown in Table X, the over-
all influence relationships observed between communities in different intervals are
preserved. For example, the community Event Planning & Services always influences
the community Hotels & Travel in the three intervals, with a small decrease in the
P-values (P-value = 0.0192698 in 2011, P-value = 0.01046177 in 2012, and P-value =
0.008619032 in 2013). The same observation holds for the communities Hotels & Travel
and Wedding Planning, where the influence relationship Hotels & Travel 	−→ Wed-
ding Planning is maintained during the three time intervals with an observable
decrease in the P-values (P-value = 0.03088828 in 2011, P-value = 0.0203504 in 2012,
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and P-value = 0.01909897 in 2013). This shows how these two authoritative com-
munities (see Figure 6(b)) maintain their authority during these time intervals. This
analysis can be used to assess the evolution of a community’s authority over time,
which constitutes a research problem worthy of exploration. Another strength of our
model is its ability to discover emerging communities and their influence over time.
For example, the influence relationshipHotels 	−→ Wedding Planning does not hold
in 2011. However, it has been established in 2012 (F-value = 7.9423501, P-value =
0.03718656) and is found in 2013 (F-value = 8.4742324, P-value = 0.02694341) as
well, with an apparent decrease in P-values. This variation in the P-values indicates
that the Hotels community is gaining influence over the Wedding Planning community
over time.
4.5. Discussion
This article addressed two important problems in social networks: community-of-
authority detection and the analysis of influence evolution between communities. De-
spite the lack of ground truth data, tests of our proposed approach using the DBLP and
Yelp datasets demonstrate its ability to detect authoritative communities and analyze
their influence over time. Although the experiments on our approach yield interest-
ing results and findings, some details need to be clarified and justified from both a
theoretical and a practical point of view.
—Effect of meta-community size on FOMC calculation: The identification of
meta-communities is performed using the LDA model, which gathers communities
into semantically interpretable groups called meta-communities. The size of the dis-
covered meta-communities is different in each case. This is basically due to the
number of communities sharing common interests. For example, the number of con-
ferences in the DM meta-community is larger than in the HCI meta-community.
Therefore, the FOMC values are closely related to the size of the meta-community,
as shown in Equation (2), as a normalization factor, which could result in an averag-
ing effect. Consequently, communities having large numbers of users will be favored
by having high values of FOMC compared to those having small numbers of users.
—Effect of community history on influence estimation: A community’s history
plays an important role in increasing its reputation. For example, in the DBLP
dataset, the AAAI and IJCAI communities have the highest reputation among all
the AI conferences according to the Microsoft ranking. This is due to (1) the histories
of the two conferences (AAAI from 1980, and IJCAI from 1969); and (2) the quality
of the research articles published in these two conferences. Similarly, according to
the Microsoft ranking, the KDD conference is considered one of the top data mining
conferences compared to the SIGIR conference, while KDD appeared for the first
time in 1995 and SIGIR appeared in 1978. However, the results obtained by our
model indicate that SIGIR influences KDD in 2012. Consequently, the influence as
perceived by people or Microsoft ranking is different from that calculated using our
model, which takes into account the number of citations each conference received
from the other.
—Effect of multi-domain community on influence estimation: As we mentioned
earlier, meta-communities are discovered using the LDA model. The LDA model
assigns high probabilities to communities related to a particular meta-community.
However, there are multi-domain communities that can belong to more than one
meta-community. For example, the ICDE conference is considered a DB conference,
but it is also considered a DM conference. Similarly, the ICML conference is con-
sidered a DM conference, but also an AI conference. In our model, inclusion of a
community in a meta-community is based on the probabilities obtained using the
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LDA model, so a community belongs to only one meta-community. This suggests the
need for a mechanism that will be able to take into account multi-domain communi-
ties and to estimate their influence with respect to each domain.
5. CONCLUSION
In this article, we have studied two new problems: detecting communities of authority
in dynamic social networks and assessing the influence between communities and its
evolution over time. The problems studied in our work open onto some new research
directions in social network analysis, such as studying the evolution of communities
of authority and studying the relationships between communities of authority and
information diffusion and propagation, among others. We have proposed an effective
method based on topic modeling for detecting communities of authority. Our method
first discovers communities that share common interests, called meta-communities.
Then, communities of authority are discovered using a new measure based on the
betweenness centrality. The evolution of the influence between communities is assessed
by introducing the Granger causality method.
We have illustrated the effectiveness and suitability of our model through exten-
sive experiments on multiple real social network datasets. The experimental results
show the suitability of our model in detecting communities of authority and assessing
influence evolution between communities.
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