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Abstract
We propose a two-step pseudo-maximum likelihood procedure for semiparametric
single-index regression models where the conditional variance is a known function of
the regression and an additional parameter. The Poisson single-index regression with
multiplicative unobserved heterogeneity is an example of such models. Our procedure is
based on linear exponential densities with nuisance parameter. The pseudo-likelihood
criterion we use contains a nonparametric estimate of the index regression and there-
fore a rule for choosing the smoothing parameter is needed. We propose an automatic
and natural rule based on the joint maximization of the pseudo-likelihood with re-
spect to the index parameter and the smoothing parameter. We derive the asymptotic
properties of the semiparametric estimator of the index parameter and the asymptotic
behavior of our ‘optimal’ smoothing parameter. The finite sample performances of our
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1 Introduction
In this paper we consider semiparametric models defined by conditional mean and condi-
tional variance estimating equations. Models defined by estimating equations for the first
and second order conditional moments are widely used in applications. See, for instance,
Ziegler (2011) for a recent reference. Here we consider a model that extends the framework
considered by Cui, Ha¨rdle and Zhu (2011).
To provide some insight on the type of models we study, consider the following semipara-
metric extension of the classical Poisson regression model with unobserved heterogeneity:
the observed variables are
(
Y, ZT
)T
where Y denotes the count variable and Z is the vector
of d explanatory variables. Let r (t; θ) = E
(
Y | ZT θ = t) . We assume that there exists
θ0 ∈ Rd such that
E (Y | Z) = E (Y | ZT θ0) = r (ZT θ0; θ0) .
The parameter θ0 and the function r are unknown. Given Z and an unobserved error term ε,
the variable Y has a Poisson law of mean r
(
ZT θ0; θ0
)
ε. If E (ε | Z) = 1 and V ar (ε | Z) = σ2,
then
V ar (Y | Z) = V ar (E (Y | Z, ε) | Z) + E (V ar (Y | Z, ε) | Z)
= r
(
ZT θ0; θ0
) [
1 + σ2r
(
ZT θ0; θ0
)]
. (1.1)
This model is a semiparametric single-index regression model (e.g., Powell, Stock and Stoker
(1989), Ichimura (1993), Ha¨rdle, Hall and Ichimura (1993), Sherman (1994b)) where a second
order conditional moment is specified as a nonlinear function of the conditional mean and an
additional unknown parameter. This extends the framework of Cui, Ha¨rdle and Zhu (2011)
where the conditional variance of the response is proportional to a given function of the
conditional mean.
Our first contribution is to propose a new semiparametric estimation procedure for single-
index regression which incorporates the additional information on the conditional variance
of Y . For this we extend the quasi-generalized pseudo maximum likelihood method intro-
duced by Gourie´roux, Monfort and Trognon (1984a, 1984b) to a semiparametric framework.
More precisely, we propose to estimate θ0 and the function r(·) through a two-step pseudo-
maximum likelihood (PML) procedure based on linear exponential families with nuisance
parameter densities. Such densities are parameterized by the mean r and a nuisance param-
eter that can be recovered from the variance. Although we use a likelihood type criterion,
no conditional distribution assumption on Y given Z is required for deriving the asymptotic
results.
As an example of application of our procedure consider the case where Y is a count
variable. First, write the Poisson likelihood where the function r(·) is replaced by a kernel
estimator and maximize this likelihood with respect to θ to obtain a semiparametric PML
estimator of θ0. Use this estimate and the variance formula (1.1) to deduce a consistent
moment estimator of σ2. In a second step, estimate θ0 through a semiparametric Negative
Binomial PML where r is again replaced by a kernel estimator and the variance parameter
of the Negative Binomial is set equal to the estimate of σ2. Finally, given the second step
estimate of θ0, build a kernel estimator for the regression r(·). For simplicity, we use a
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Nadaraya-Watson estimator to estimate r(·). Other smoothers like local polynomials could
be used at the expense of more intricate technical arguments.
The occurrence of a nonparametric estimator in a pseudo-likelihood criterion requires a
rule for the smoothing parameter. While the semiparametric index regression literature con-
tains a large amount of contributions on how to estimate an index, there are much less results
and practical solutions on the choice of the smoothing parameter. Even if the smoothing
parameter does not influence the asymptotic variance of a semiparametric estimator of θ0,
in practice the estimate of θ0 and of the regression function may be sensitive to the choice
of the smoothing parameter.
Another contribution of this paper is to propose an automatic and natural choice of the
smoothing parameter used to define the semiparametric estimator. For this, we extend the
approach introduced by Ha¨rdle, Hall and Ichimura (1993) (see also Xia and Li (1999), Xia,
Tong and Li (1999) and Delecroix, Hristache and Patilea (2006)). The idea is to maximize the
pseudo-likelihood simultaneously in θ and the smoothing parameter, that is the bandwidth
of the kernel estimator. The bandwidth is allowed to belong to a large range between n−1/4
and n−1/8. In some sense, this approach considers the bandwidth an auxiliary parameter for
which the pseudo-likelihood may provide an estimate. Using a suitable decomposition of the
pseudo-log-likelihood we show that such a joint maximization is asymptotically equivalent
to separate maximization of a purely parametric (nonlinear) term with respect to θ and
minimization of a weighted (mean-squared) cross-validation function with respect to the
bandwidth. The weights of this cross-validation function are given by the second order
derivatives of the pseudo-log-likelihood with respect to r. We show that the rate of our
‘optimal’ bandwidth is n−1/5, as expected for twice differentiable regression functions.
The paper is organized as follows. In section 2 we introduce a class of semiparametric
PML estimators based on linear exponential densities with nuisance parameter and we pro-
vide a natural bandwidth choice. Moreover, we present the general methodology used for
the asymptotics. Section 3 contains the asymptotic results. A bound for the variance of
our semiparametric PML estimators is also derived. In section 4 we use the semiparametric
PML estimators to define a two-step procedure that can be applied in single-index regression
models where an additional variance condition like (1.1) is specified. Section 5.1 examines
the finite-sample properties of our procedure via Monte Carlo simulations. We compare
the performances of a two-step generalized least-squares with those of a Negative Binomial
PML in a Poisson single-index regression model with multiplicative unobserved heterogene-
ity. Even if the two procedures considered lead to asymptotically equivalent estimates, the
latter procedure seems preferable in finite samples. An application to real data on the fre-
quency of recreational trips (see Cameron and Trivedi (2013), page 246) is also provided.
Section 6 concludes the paper. The technical proofs are postponed to the Appendix.
2 Semiparametric PML with nuisance parameter
Consider that the observations
(
Y1, Z
T
1
)T
, ...,
(
Yn, Z
T
n
)T
are independent copies of the ran-
dom vector
(
Y, ZT
)T ∈ R × Rd. Assume that there exists θ0 ∈ Rd, unique up to a scale
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normalization factor, such that the single-index model (SIM) condition
E (Y | Z) = E (Y | ZT θ0) = r (ZT θ0; θ0) (2.1)
holds. In this paper, we focus on single-index models where the conditional second order
moment of Y given Z is a known function of E [Y | Z] and of a nuisance parameter. To be
more precise, in the model we consider,
V ar (Y | Z) = g (E (Y | Z) , α0) = g
(
r
(
ZT θ0; θ0
)
, α0
)
, (2.2)
for some real value α0. The function g (·, ·) is known and, for each r, the map α→ g (r, α) is
one-to-one. Our framework is slightly more general that the one considered by Cui, Ha¨rdle
and Zhu (2011) where the conditional variance of Y given Z is a given function of the
conditional mean of Y given Z multiplied by an unknown constant.
To estimate the parameter of interest θ0 in a model like (2.1)-(2.2), we propose a semi-
parametric PML procedure based on linear exponential families with nuisance parameter.
The density used to build the pseudo-likelihood is taken with mean and variance equal to
r and g(r, α), respectively. In this section we suppose that an estimator of the nuisance
parameter is given. In section 4 we show how to build such an estimator using a preliminary
estimate of θ0 and condition (2.2).
2.1 Linear exponential families with nuisance parameter
Gourie´roux, Monfort and Trognon (1984a) introduced a class of densities, with respect to
a given measure µ, called linear exponential family with nuisance parameter (LEFN) and
defined as
l (y | r, α) = exp [B (r, α) + C (r, α) y +D (y, α)] ,
where α is the nuisance parameter. Since the dominating measure µ need not be Lebesgue
measure, the law defined by l is not necessarily continuous. The functions B (·, ·) and C (·, ·)
are such that the expectation of the corresponding law is r while the variance is [∂rC (r, α)]
−1 .
(∂r denotes the derivative with respect to the argument r.) Recall that for any given α, the
following identity holds:
∂rB (r, α) + ∂rC (r, α) r ≡ 0.
If α is fixed, a LEFN becomes a linear exponential family (LEF) of densities. Gourie´roux,
Monfort and Trognon (1984a, 1984b) used LEFN densities to define a two-step PML proce-
dure in nonlinear regression models where a specification of the conditional variance is given.
Herein, we extend their approach to a semiparametric framework.
In the case of the SIM defined by equation (1.1), the conditional variance is given by
g (r, α) = r (1 + αr) with r and α > 0. In this case take
B (r, α) = − 1
α
ln (1 + αr) and C (r, α) = ln
r
1 + αr
,
which define a Negative Binomial distribution of mean r and variance r (1 + αr). Note that
the limit case α = 0 corresponds to a Poisson distribution. As another example, consider
g (r, α) = r2/α with r and α > 0. Now, take the LEFN density given by B (r, α) = −α ln r
and C (r, α) = −α/r, which is the density of a gamma law of mean r and variance r2/α.
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2.2 The semiparametric estimator
In order to define our semiparametric PML estimator in the presence of a nuisance parameter
let us introduce some notation: given {cn} , a sequence of numbers growing slowly to infinity
(e.g., cn = lnn), let
Hn =
{
h : cn n
−1/4 ≤ h ≤ c−1n n−1/8
}
be the range from which the ‘optimal’ bandwidth will be chosen. Define the set Θn =
{θ : ‖θ − θ0‖ ≤ dn}, n ≥ 1, with {dn} some sequence decreasing to zero.
Let α∗ be some real value of the nuisance parameter. Typically, α∗ = α0 if the conditional
variance formula (2.2) is correctly specified. Otherwise, α∗ is some pseudo-true value of the
nuisance parameter. Suppose that a sequence {α˜n} such that α˜n → α∗, in probability, is
given. Set1
ψ (y, r;α) = ln l (y | r, α)
with l (y | r, α) the LEFN density of expectation r and nuisance parameter α. Define the
semiparametric PML estimator in the presence of a nuisance parameter and the optimal
bandwidth as (
θ̂, ĥ
)
= arg max
θ∈Θn, h∈Hn
1
n
n∑
i=1
ψ
(
Yi, rˆ
i
h
(
ZTi θ; θ
)
; α˜n
)
τn(Zi), (2.3)
where
rˆih (t; θ) =
1
n−1
∑
j 6=i
Yj Kh
(
t− ZTj θ
)
1
n−1
∑
j 6=i
Kh
(
t− ZTj θ
) =: γ̂ih (t; θ)
f̂ ih (t; θ)
denotes the leave-one-out version of the Nadaraya-Watson estimator of the regression func-
tion
r (t; θ) = E
(
Y |ZT θ = t) =: γ (t; θ)
f (t; θ)
,
with f (·; θ) the density of ZT θ. The functionK (·) is a second order kernel function andKh (·)
stands for K (·/h) /h, where h is the bandwidth. τn(·) denotes a trimming function. If the
sequence α˜n is constant or ψ does not depend on α, equation (2.3) defines a semiparametric
PML based on a LEF density.
A trimming is designed to keep the density estimator f̂ ih away from zero in computations
and it is usually required for analyzing the asymptotic properties of the nonparametric
regression estimator and of the ‘optimal’ bandwidth. The practical purpose of a trimming
recommends a data-driven device like I{z: f̂ ih(zT θ;θ)≥c}(·), with some fixed c > 0 . (Herein,
IA (·) denotes the indicator function of the set A.) However, to ensure consistency with such
a trimming, one should require in addition that
θ0 = arg max
θ
E
[
ψ
(
Y, rθ
(
ZT θ
))
I{z: f(zT θ;θ)≥c}(Z)
]
.
1Herein, we focus on ψ (y, r;α) = ln l (y | r, α) where l (y | r, α) = exp [B (r, α) + C (r, α) y +D (y, α)] is
a LEFN density. However, other functions ψ (y, r;α) having the required properties can be considered (see
Appendix A).
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Meanwhile, a trimming like I{z: f(zT θ0;θ0)≥c}(·) is easier to handle in theory. Here, we consider
τn(·) = I{z: f̂ ihn (zT θn; θn)≥c}(·) (2.4)
with θn ∈ Θn, n ≥ 1, a sequence with limit θ0 and hn, n ≥ 1, a sequence of prelimi-
nary bandwidths such that nεhn → 0 and n1/2−εhn → ∞ for some 0 < ε < 1/2. The
trimming procedure we propose represents an appealing compromise between the theory
and the applications. On one hand, it is easy to implement. On the other hand, we show
below that, in a certain sense, our trimming is asymptotically equivalent to the fixed trim-
ming I{z: f(zT θ0;θ0)≥c}(·) and this fact greatly simplifies the proofs. We prove this equiva-
lence under two types of assumptions: either i) Z is bounded and θn − θ0 = o (1), or ii)
E [exp (λ ‖Z‖)] < ∞, for some λ > 0, and θn − θ0 = o (1/ lnn) . To be more precise, define
A =
{
z : f
(
zT θ0; θ0
) ≥ c} ⊂ Rd and Aδ = {z : ∣∣f (zT θ0; θ0)− c∣∣ ≤ δ} , δ > 0. By little
algebra, for all θ ∈ Θn, h and i,∣∣∣I{z: f̂ ih(zT θ;θ)≥c}(Zi)− IA(Zi)∣∣∣ ≤ IAδ(Zi) + I(δ,∞)(Gn),
where
Gn = max
1≤i≤n
sup
θ∈Θn, h
∣∣∣f̂ ih (ZTi θ; θ)− f (ZTi θ0; θ0)∣∣∣ .
Let
Ŝ
(
θ, h; α˜n, A
)
=
1
n
n∑
i=1
ψ
(
Yi, rˆ
i
h
(
ZTi θ; θ
)
; α˜n
)
IA (Zi)
with A = A or Aδ. Without loss of generality, consider that ψ (·, · ; ·) ≤ 0. (Since ψ is the
logarithm of a LEFN density, for any given y and α, the map r → ψ (y, r ;α) attains its
maximum at r = y; thus, up to a translation with a function depending only on y and α, we
may consider ψ ≤ 0.) In this case we have∣∣∣∣∣ 1n
n∑
i=1
ψ
(
Yi, rˆ
i
h
(
ZTi θ; θ
)
; α˜n
)
I{z: f̂ ihn (zT θn;θn)≥c}(Zi)− Ŝ (θ, h; α˜n, A)
∣∣∣∣∣ (2.5)
≤ −Ŝ (θ, h; α˜n, Aδ)− I(δ,∞)(Gn)
n
n∑
i=1
ψ
(
Yi, rˆ
i
h
(
ZTi θ; θ
)
; α˜n
)
.
We show that Ŝ
(
θ, h;α,Aδ
)
= oP (Ŝ (θ, h;α,A)), uniformly over Θn ×Hn and uniformly in
α, provided that δ → 0 and P (f (ZT θ0; θ0) = c) = 0. On the other hand, we prove that
P (Gn > δ) → 0, provided that δ → 0 slowly enough and h → 0 faster than nε and slower
than n1/2−ε, for some 0 < ε < 1/2. (See Lemma B.2 in the appendix; in that lemma we
distinguish two types of assumptions depending on whether Z is bounded or not.)
Deduce that
(
θ̂, ĥ
)
is asymptotically equivalent to the maximizer of Ŝ (θ, h; α˜n, A) over
Θn ×Hn. Therefore, hereafter, we simply write Ŝ (θ, h; α˜n) instead of Ŝ (θ, h; α˜n, A) and we
consider (
θ̂, ĥ
)
= arg max
θ∈Θn, h∈Hn
Ŝ (θ, h; α˜n) . (2.6)
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2.3 Methodology
The semiparametric pseudo-log-likelihood Ŝ (θ, h; α˜n) can be split into a purely paramet-
ric (nonlinear) part S˜ (θ; α˜n), a purely nonparametric one T (h;α
∗) and a reminder term
R(θ, h; α˜n), where
S˜ (θ; α˜n) =
1
n
n∑
i=1
[
ψ
(
Yi, r
(
ZTi θ; θ
)
; α˜n
)− ψ (Yi, r (ZTi θ0; θ0) ;α∗)] IA (Zi) , (2.7)
T (h;α∗) =
1
n
n∑
i=1
ψ
(
Yi, rˆ
i
h
(
ZTi θ0; θ0
)
;α∗
)
IA (Zi) ,
R (θ, h; α˜n) =
1
n
n∑
i=1
[
ψ
(
Yi, rˆ
i
h
(
ZTi θ; θ
)
; α˜n
)− ψ (Yi, r (ZTi θ; θ) ; α˜n)] IA (Zi)
− 1
n
n∑
i=1
[
ψ
(
Yi, rˆ
i
h
(
ZTi θ0; θ0
)
;α∗
)− ψ (Yi, r (ZTi θ0; θ0) ;α∗)] IA (Zi)
(see Ha¨rdle, Hall and Ichimura (1993) for a slightly different splitting). Given this de-
composition, the simultaneous optimization of Ŝ (θ, h; α˜n) is asymptotically equivalent to
separately maximizing S˜ (θ; α˜n) with respect to θ and T (h;α
∗) with respect to h, provided
that R (θ, h; α˜n) is sufficiently small.
A key ingredient for proving that R (θ, h; α˜n) is negligible with respect to S˜ (θ; α˜n) and
T (h;α∗) , uniformly in (θ, h) ∈ Θn×Hn and for any {α˜n} , is represented by the orthogonality
conditions
E
[
∂2ψ
(
Y, r
(
ZT θ0; θ0
)
;α
) | Z] = 0 (2.8)
and
E
[
∂θ∂2ψ
(
Y, r
(
ZT θ0; θ0
)
;α
) | ZT θ0] = 0, (2.9)
that must hold for any α, where ∂2 denotes the derivative with respect to the second argument
of ψ (·, ·; ·) and ∂θ is the derivative with respect to all occurrences of θ, that is given y, z and
α,
∂θ∂2ψ
(
y, r
(
zT θ0; θ0
)
;α
)
=
∂
∂θ
∂2ψ
(
y, r
(
zT θ; θ
)
;α
)∣∣
θ=θ0
(see also Sherman (1994b) and Delecroix, Hristache and Patilea (2006) for similar condi-
tions). If
ψ (y, r;α) = ln l (y | r, α) = B (r, α) + C (r, α) y +D (y, α) ,
with ∂rB (r, α) + ∂rC (r, α) r ≡ 0, then ∂2ψ (y, r;α) = ∂rC (r, α) (y − r) and thus (2.8) is a
consequence of the SIM condition (2.1). To check the second orthogonality condition note
that
E
[
∂222ψ
(
Y, r
(
ZT θ0; θ0
)
;α
) | Z] = E [∂222ψ (Y, r (ZT θ0; θ0) ;α) | ZT θ0]
and
E
[
∂θr
(
ZT θ0; θ0
) | ZT θ0] = E [r′ (ZT θ0; θ0) (Z − E [Z | ZT θ0]) | ZT θ0] ,
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where r′(·; θ0) is the derivative of r(·; θ0). The last identity is always true under the SIM
condition (e.g., Newey (1994), page 1358). Let us point out that conditions (2.8)-(2.9) hold
even if the variance condition (2.2) is misspecified.
Since R (θ, h; α˜n) is negligible with respect to S˜ (θ; α˜n) and T (h;α
∗) does not contain
the parameter of interest, the asymptotic distribution of θ̂ will be obtained by standard
arguments used for M−estimators in the presence of nuisance parameters applied to the
objective function S˜ (θ; α˜n). We deduce that θ̂ behaves as follows: i) if the SIM condition
(2.1) holds and α˜n − α∗ = OP (1) , for some α∗, then θ̂ is asymptotically normal; ii) if SIM
condition holds, the conditional variance (2.2) is correctly specified and α˜n − α0 = OP (1) ,
then θ̂ is asymptotically normal and it has the lowest variance among the semiparametric
PML estimators based on LEF densities. In any case, the asymptotic distribution of
√
n(θ̂−
θ0) does not depend on the choice of α˜n. Let us point out that in our framework we only
impose α˜n convergent in probability without asking a rate of convergence OP (1/
√
n) , as it is
usually supposed for M−estimation in the presence of nuisance parameters. This because the
usual orthogonality condition E
[
∂α∂θψ
(
Y, r
(
ZT θ0; θ0
)
;α
)]
= 0 is true for any α, provided
that ψ (y, r;α) = ln l (y | r, α) with l (y | r, α) a LEFN density. Indeed, we have
E
[
∂α∂θψ
(
Y, r
(
ZT θ0; θ0
)
;α
)]
= E
[
∂α∂rψ
(
Y, r
(
ZT θ0; θ0
)
;α
)
∂θr
(
ZT θ0; θ0
)]
= E
[
E
{
∂α∂rB
(
r
(
ZT θ0; θ0
)
;α
)
+ ∂α∂rC
(
r
(
ZT θ0; θ0
)
;α
)
Y | Z} ∂θr (ZT θ0; θ0)]
= 0
because E (Y | Z) = r (ZT θ0; θ0) and ∂α∂rB (r, α) + ∂α∂rC (r, α) r ≡ 0, for any α.
For the bandwidth ĥ we obtain an asymptotic equivalence with a theoretical ‘optimal’
bandwidth minimizing −T (h;α∗) , that is we prove that the ratio of the two bandwidths con-
verges to one, in probability. Remark that −T (h;α∗) is a kind of ψ−CV (cross validation)
function. It can be shown that, up to constant additive terms, −T (h;α∗) is asymptotically
equivalent to a weighted (mean-squared) CV function. When ψ (y, r;α) = − (y − r)2 , the
function −T (h;α∗) is the usual CV function that one would use for choosing the bandwidth
for the Nadaraya-Watson estimator of E
(
Y | ZT θ0
)
. By extension of classical results for
nonparametric regression, it can be proved that the rate of the theoretical ‘optimal’ band-
width minimizing −T (h;α∗) is n−1/5 (see Lemma B.3 in Appendix B; see also Ha¨rdle, Hall
and Ichimura (1993) for the case ψ (y, r;α) = − (y − r)2). Deduce that ĥ is also of order
n−1/5.
2.4 Extensions
Given the model conditions (2.1)-(2.2), the idea is to choose a LEFN density with mean r
and variance g(r, α) and to construct a semiparametric PML estimator given a preliminary
estimate of the nuisance parameter α0. However, it may happen that no such LEFN density
exists or that one prefers another type of LEFN densities. Then, the idea is to reparametrize
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the conditional variance of Y given Z. More precisely, we may consider
l (y | r, η) = exp [B (r, η) + C (r, η) y +D (y, η)] ,
where η stands for the nuisance parameter. Let Σ = Σ(r, η) denote the variance of the law
given by this density. Assume that for any given r, the map η → Σ(r, η) is one-to-one. In
this case, in order to provide a LEFN density with variance g(r, α) it suffices to consider
l (y | r, η) with η = Σ−1(r, g(r, α)). For instance, if g(r, α) = r(1 + αr2), one may use a
Negative Binomial density of mean r and nuisance parameter αr. Another solution is to
consider a normal density of mean r where the variance equal to r(1 + αr2) plays the role
of the nuisance parameter. In this case, given an estimate of r(1 +αr2), our semiparametric
PML becomes a semiparametric generalized least-squares (GLS) procedure. Note that this
example of function g(r, α) leads us to the situation where the nuisance parameter is replaced
by a ‘nuisance’ function of r and some additional parameters.
At the expense of more complicated writings, our methodology can be extended to take
into account the case of a ‘nuisance’ function. More precisely, consider a more general pseudo-
log-likelihood function ψ (y, r; Ψ(r, g(r, α))) where Ψ(·, ·) is a given real-valued function and
α is the nuisance parameter. See also Gourie´roux, Monfort and Trognon (1984a). To define
( θ̂, ĥ ), one replaces α˜n by Ψ(r̂hn(Z
T
i θn; θn); α˜n) in equation (2.3), where (θn, α˜n)→ (θ0, α∗),
in probability, for some α∗, and r̂hn(·; θn) is a Nadaraya-Watson estimator of the regression
r(·; θn). The same type of decomposition of the pseudo-log-likelihood criterion into a purely
parametric part function of θ
1
n
n∑
i=1
[
ψ
(
Yi, r
(
ZTi θ; θ
)
; Ψ
(
r
(
ZTi θn; θn
)
, g
(
r(ZTi θn, θn), α˜n
)))
−ψ (Yi, r (ZTi θ0; θ0) ; Ψ (r (ZTi θ0; θ0) , g (r(ZTi θ0, θ0), α∗)))] IA (Zi) ,
a purely nonparametric part function of h
T (h;α∗) =
1
n
n∑
i=1
ψ
(
Yi, rˆ
i
h
(
ZTi θ0; θ0
)
; Ψ
(
r
(
ZTi θ0; θ0
)
, g
(
r(ZTi θ0, θ0), α
∗))) IA (Zi)
and a negligible reminder function of θ and h can be used. For brevity, the details of this
more general case are omitted. However, we sketch a quick argument that applies for the
semiparametric GLS.2 Consider the semiparametric GLS criterion
Ŝ (θ, h; θn, α˜n, hn) = − 1
n
n∑
i=1
g
(
r̂hn(Z
T
i θn; θn); α˜n
)−1 [
Yi − rˆih
(
ZTi θ; θ
)]2
IA (Zi)
with (θn, α˜n) → (θ0, α∗), in probability, and hn, n ≥ 1, a sequence of bandwidths. Assume
that
max
1≤i≤n
∣∣g (r̂hn(ZTi θn; θn); α˜n)− g (r(ZTi θ0; θ0);α∗)∣∣ IA (Zi) = oP (1) (2.10)
2This semiparametric generalized least-squares procedure is a particular case for Picone and Butler (2000).
However, they do not provide a bandwidth rule.
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and g
(
r(zT θ0; θ0);α
∗) IA (z) stays away from zero. Then the GLS criterion Ŝ (θ, h; θn, α˜n, hn)
is asymptotically equivalent to the infeasible GLS criterion
− 1
n
n∑
i=1
[
Yi − rˆih
(
ZTi θ; θ
)]2
g
(
r(ZTi θ0; θ0);α
∗)−1 IA (Zi) ,
that is we can decompose the two criteria in such way that, up to negligible reminders, they
have exactly the same purely parametric and purely nonparametric parts. Finally, we apply
the methodology3 described in the previous subsection with ψ (y, r;α) = − (y − r)2 and the
trimming IA (Zi) multiplied by g
(
r(ZTi θ0; θ0);α
∗)−1 . In order to ensure condition (2.10), it
suffices to suppose that the map (r, α)→ g (r;α) satisfies a Lipschitz condition and that hn
is such that
max
1≤i≤n
∣∣r̂hn(ZTi θ0; θ0)− r(ZTi θ0; θ0)∣∣ IA (Zi) = oP (1)
and max1≤i≤n |∂θr̂hn
(
ZTi θ; θ
) |IA (Zi) is bounded in probability, uniformly with respect to
θ in oP (1) neighborhoods of θ0. For instance, a bandwidth of order n
−1/5 satisfies these
conditions (see Andrews (1995); see also Delecroix, Hristache and Patilea (2006)).
Other possible extensions of the framework we consider is to allow a multi-index regression
and/or multivariate dependent variables. For instance, the SIM condition can be replaced
by the multi-index condition
E (Y | Z) = E (Y | ZT θ10, ..., ZT θp0)
with p smaller than the dimension of Z, while the second order moment condition remains
V ar (Y | Z) = g (E (Y | Z) , α0) . On the other hand, for multivariate dependent variables
one may consider PML estimation based on the multivariate normal or multivariate gen-
eralizations of Poisson, Negative Binomial distributions (Johnson, Kotz and Balakrishnan
(1997)). The decomposition of the pseudo-log-likelihood in S˜, T and R as above can still be
used for these cases but the detailed analysis of these extensions will be considered elsewhere.
3 Asymptotic results
In this section we obtain the asymptotic distribution for θ̂ and the corresponding estimator
of the regression function r (t; θ) = E
[
Y | ZT θ = t] as well as the asymptotic behavior of ĥ,
with (θ̂, ĥ) defined in (2.3). A consistent estimator for the asymptotic variance matrix of θ̂
is proposed. Moreover, a lower bound for the asymptotic variance matrix of θ̂ is derived.
For the identifiability of the parameter of interest θ0, hereafter fix its first component,
that is θ0 = (1, θ˜
T
0 )
T , θ˜0 ∈ Rd−1. Therefore, we shall implicitly identify a vector θ = (1, θ˜T )T
with its last d − 1 components and redefine the symbol ∂θ as being the vector of the first
order partial derivatives with respect to the last d− 1 components of θ.
3Notice that the trimming function z → IA (z) with A =
{
z : f
(
zT θ0; θ0
) ≥ c} can be written as a
function of zT θ0. In view of our proofs, it becomes obvious that the methodology described in the previous
subsection remains valid if IA (Zi) is multiplied by a function depending only on Z
T
i θ0.
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Let v (t; θ) = V ar (Y | Xθ = t) . If the SIM assumption and variance condition (2.2) hold,
then v
(
ZT θ0; θ0
)
= g
(
r
(
ZT θ0; θ0
)
, α0
)
. For a given θ, let r′ (·; θ) and r′′ (·; θ) denote the
first and second order derivatives of the function r (·; θ) . Similarly, f ′ (·; θ) is the derivative
of f ′ (·; θ) . Define4
C1 = − K
2
1
4
E
12 ∂rC (r (ZT θ0; θ0) ;α∗) (3.1)
×
[
r′′
(
ZT θ0; θ0
)
+
2 r′
(
ZT θ0; θ0
)
f ′
(
ZT θ0; θ0
)
f (ZT θ0; θ0)
]2
IA (Z)

C2 = −K2 E
{
1
2
∂rC
(
r
(
ZT θ0; θ0
)
;α∗
) 1
f (ZT θ0; θ0)
v
(
ZT θ0; θ0
)
IA (Z)
}
,
with K1 =
∫
u2K (u) du, K2 =
∫
K2 (u) du, and consider
hoptn = arg max
h
(
C1h
4 + C2n
−1h−1
)
= (C2/4C1)
1/5 n−1/5.
Define the (d− 1)× (d− 1) matrices
I = E
{[
∂rC
(
r
(
ZT θ0; θ0
)
;α∗
)]2
v
(
ZT θ0; θ0
)
∂θr
(
ZT θ0; θ0
)
∂θr
(
ZT θ0; θ0
)T
IA (Z)
}
J = E
[
∂rC
(
r
(
ZT θ0; θ0
)
;α∗
)
∂θr
(
ZT θ0; θ0
)
∂θr
(
ZT θ0; θ0
)T
IA (Z)
]
.
Note that I = J if the variance condition (2.2) holds and α∗ = α0.
Now, we deduce the asymptotic normality of the semiparametric PML θ̂ estimator in
the presence of a nuisance parameter. Moreover, we obtain the rate of decay to zero of the
‘optimal’ bandwidth ĥ. The proof of the following result is given in Appendix refproof.
Theorem 3.1 Suppose that the assumptions in Appendix A hold. Define the set Θn =
{θ : ‖θ − θ0‖ ≤ dn}, n ≥ 1, with dn lnn→ 0 and α˜n, n ≥ 1, such that α˜n − α∗ = oP (1). Fix
c > 0. If (θ̂, ĥ) is defined as in (2.3)-(2.4), then ĥ/hoptn → 1, in probability, and
√
n
(
θ̂ − θ0
) D−→ N (0, J−1IJ−1) .
If Z is bounded, the same conclusion remains true for any sequence dn → 0.
4Note that ∂222ψ(y, r) = ∂
2
rrC(r, α) (y − r) − ∂rC(r, α). Thus, −∂rC can be replaced by ∂222ψ in the
definition of the constants C1 and C2.
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In applications J−1IJ−1 is unknown and therefore it has to be consistently estimated. To
this end, we propose an usual sandwich estimator of the asymptotic variance J−1IJ−1 (e.g.,
Ichimura (1993)). Let f̂h (·; θ) denote the kernel estimator for the density of ZT θ. Define
In =
1
n
n∑
i=1
[
∂rC
(
r̂ĥ
(
ZTi θ̂; θ̂
)
; α˜n
)]2 [
Yi − r̂ĥ
(
ZTi θ̂; θ̂
)]2
× ∂θr̂ĥ
(
ZTi θ̂; θ̂
)
∂θr̂ĥ
(
ZTi θ̂; θ̂
)T
I{z: f̂ĥ(zT θ̂; θ̂)≥c}(Zi)
Jn =
1
n
n∑
i=1
∂rC
(
r̂ĥ
(
ZTi θ̂; θ̂
)
; α˜n
)
∂θr̂ĥ
(
ZTi θ̂; θ̂
)
∂θr̂ĥ
(
ZTi θ̂; θ̂
)T
I{z: f̂ĥ(zT θ̂; θ̂)≥c}(Zi).
Proposition 3.2 Suppose that the conditions of Theorem 3.1 hold. Then, J−1n InJ
−1
n →
J−1IJ−1, in probability.
Proof. The arguments are quite standard (e.g., Ichimura (1993), section 7). On one
hand, the convergence in probability of θ̂ and α˜n and, on the other hand, the convergence in
probability of r̂ĥ
(
zT θ; θ
)
and ∂θr̂ĥ
(
zT θ; θ
)
, uniformly over θ in neighborhoods shrinking to
θ0 and uniformly over z ∈ A (e.g., Andrews (1995), Delecroix, Hristache and Patilea (2006))
imply In → I and Jn → J, in probability.
Theorem 3.1 shows, in particular, that θ̂ is asymptotically equivalent to the semipara-
metric PML based on the LEF pseudo-log-likelihood ψ (y, r;α∗) = ln f (y, r | α∗) . As in the
parametric case, we can deduce a lower bound for the asymptotic variance J−1IJ−1 with
respect to semiparametric PML based on LEF densities. This bound is achieved by θ̂ if the
SIM assumption and the variance condition (2.2) hold and α∗ = α0. The proof of the follow-
ing proposition is identical to the proof of Property 5 of Gourie´roux, Monfort and Trognon
(1984a, page 687) and thus it will be skipped.
Proposition 3.3 The set of asymptotic variance matrices of the semiparametric PML es-
timators based on linear exponential families has a lower bound equal to K, where
K−1 = E
{[
v
(
ZT θ0; θ0
)]−1
∂θr
(
ZT θ0; θ0
)
∂θr
(
ZT θ0; θ0
)T
IA (Z)
}
.
Concerning the nonparametric part, we have the following result on theasymptotic dis-
tribution of the nonparametric estimator of the regression. The proof is omitted (see Ha¨rdle
and Stoker (1989)).
Proposition 3.4 Assume that the conditions of Theorem 3.1 are fulfilled. Then, for any t
such that f (t; θ0) > 0,√
nĥ
(
r̂ĥ
(
t; θ̂
)
− r (t; θ0)− ĥ2β (t)
) D−→ N (0, K2v(t; θ0)f (t; θ0)−1)
where β (t) = (K1/2)
[
r′′ (t; θ0) + 2r′ (t; θ0) f ′ (t; θ0) f (t; θ0)
−1] .
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Note that, for any z such that f
(
zT θ0; θ0
)
> 0,√
nĥ
(
r̂ĥ
(
zT θ̂; θ̂
)
− r (zT θ0; θ0)− ĥ2β (zT θ0)) D→ N (0, K2v(zT θ0; θ0)f (zT θ0; θ0)−1) .
Indeed, use the results of Andrews (1995) to deduce that ∂θr̂ĥ
(
zT θ; θ
) → ∂θr (zT θ; θ) ,
in probability, uniformly over neighborhoods of θ0 where f
(
zT θ; θ
)
stays away from zero.
Therefore, we can write
r̂ĥ
(
zT θ̂; θ̂
)
− r (zT θ0; θ0) = r̂ĥ (zT θ̂; θ̂)− r̂ĥ (zT θ0; θ0)+ r̂ĥ (zT θ0; θ0)− r (zT θ0; θ0)
= ∂θr̂ĥ
(
zT θ0; θ0
) (
θ̂ − θ0
)
+ oP
(∥∥∥θ̂ − θ0∥∥∥)+ r̂ĥ (zT θ0; θ0)− r (zT θ0; θ0)
= OP
(∥∥∥θ̂ − θ0∥∥∥)+ r̂ĥ (zT θ0; θ0)− r (zT θ0; θ0)
and obtain the asymptotic normality of r̂ĥ(z
T θ̂; θ̂) as a consequence of the
√
n−consistency
of θ̂ and the asymptotic behavior of the Nadaraya-Watson estimator.
4 Two-step semiparametric PML
Here, we consider a two-step semiparametric PML procedure that can be applied in semi-
parametric single-index regression models when a conditional variance condition like
V ar (Y | Z) = g (E (Y | Z) , α0) = g
(
r
(
ZT θ0; θ0
)
, α0
)
, (4.2)
is specified. Assume that this conditional variance condition is correctly specified. At the
end of this section we also discuss the misspecification case.
First, we have to build a sequence {θn} with limit θ0. Moreover, in the case of unbounded
covariates, θn should approach θ0 faster than 1/ lnn. For this purpose, we maximize with
respect to θ a pseudo-likelihood based on a LEF density l (y | r). We use a fixed trimming
IB(·) with B a subset of Rd such that, for any θ and any z ∈ B, we have f
(
zT θ; θ
) ≥ c > 0.
To ensure consistency for such a PML estimator, we have to check that
θ0 = arg max
θ
E
[
ln l
(
Y | r (ZT θ; θ)) IB(Z)] , (4.3)
and θ0 is unique with this property. Recall that the SIM condition specifies θ0 as the unique
vector satisfying E [Y | Z] = E [Y | ZT θ0] . On the other hand, if ln l (y | r) = B (r) +
C (r) y+D (y) , then B (m)+C (m) r ≤ B (r)+C (r) r (cf. Property 4, Gourie´roux, Monfort
and Trognon (1984a, page 684)). Deduce that for any z,
θ0 = arg max
θ
E
[
ln l
(
Y | r (zT θ; θ))]
and θ0 is the unique maximizer. Hence, condition (4.3) holds for any set B. This leads us to
the following definition of a preliminary estimator.
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STEP 1 (preliminary step). Consider a sequence of bandwidths hn, n ≥ 1, such that
nεhn → 0 and n1/2−εhn →∞ for some 0 < ε < 1/2. Moreover, let l (y | r) be a LEF density.
Define
θn = arg max
θ
1
n
n∑
i=1
ln l
(
Yi | rˆhn
(
ZTi θ; θ
))
IB(Zi).
Delecroix, Hristache and Patilea (2006) showed that, under the regularity conditions
required by Theorem 3.1, we have θn − θ0 = oP (1/ lnn) . Using the preliminary estimate θn
and the variance condition (4.2) we can build α˜n, n ≥ 1, such that α˜n → α0, in probability
(see the end of this section). Let l (y | r, α) denote a LEFN density with mean r and variance
g (r, α) . Consider cn → ∞ (e.g., cn = lnn), define Hn =
{
h : cn n
−1/4 ≤ h ≤ c−1n n−1/8
}
.
Moreover, consider Θn = {θ : ‖θ − θ0‖ ≤ dn}, n ≥ 1 with {dn} as in Theorem 3.1. Fix some
small c > 0.
STEP 2. Define(
θ̂, ĥ
)
= arg max
θ∈Θn, h∈Hn
1
n
n∑
i=1
ln l
(
Yi | rˆih
(
ZTi θ; θ
)
; α˜n
)
I{z: f̂ ihn (zT θn; θn)≥c}(Zi),
with θn and hn from Step 1.
The following result is a direct consequence of Theorem 3.1.
Corollary 4.1 Suppose that the assumptions of Theorem 3.1 hold. If θ̂ and ĥ are obtained
as in Step 2 above, then √
n
(
θ̂ − θ0
) D−→ N (0,K) ,
with
K−1 = E
{[
v
(
ZT θ0; θ0
)]−1
∂θr
(
ZT θ0; θ0
)
∂θr
(
ZT θ0; θ0
)T
IA (Z)
}
.
Moreover,
ĥ
(C2/4C1)
1/5 n−1/5
→ 1,
in probability, where C1 and C2 are defined as in (3.1) with α
∗ = α0.
Remark 1. Let us point out that simultaneous optimization of the semiparametric crite-
rion in Step 1 with respect to θ, α and h (or with respect to θ and α for a given h) is not
recommended, even if the conditional variance V ar (Y | Z) is correctly specified. Indeed, if
the true conditional distribution of Y given Z is not the one given by the LEFN density
l (y | r, α) = expψ (y, r;α) , joint optimization with respect to θ and α leads, in general, to
an inconsistent estimate of α0. (This failure is well-known in the parametric case where r
is a known function; see comments of Cameron and Trivedi (2013), pages 84-85. In view of
decomposition (2.7) we deduce that this fact also happens in the semiparametric framework
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where r has to be estimated.) In this case the matrices I and J defined in section 3 are
no longer equal and thus the asymptotic variance of the one-step semiparametric estimator
of θ obtained by simultaneous maximization of the criterion in Step 1 with respect to θ,
α does not achieve the bound K. However, when the SIM condition holds and the true
conditional law of Y is given by the LEFN density l = expψ, our two-step estimator θ̂ and
the semiparametric MLE of θ0 obtained by simultaneous optimization with respect to (θ, α)
are asymptotically equivalent.
Remark 2. Note that if we ignore the efficiency loss due to trimming, K is equal to
the efficiency bound in the semiparametric model defined only by the single-index condition
E (Y | Z) = E (Y | ZT θ0) when the variance condition (4.2) holds. To see this, apply the
bound of Newey and Stoker (1993) with the true variance given by (4.2). Our two-stage
estimator achieves this SIM efficiency bound (if the variance is well-specified). However,
this SIM bound is not necessarily the two moment conditions model bound. The latter
should take into account the variance condition (see Newey (1993), section 3.2, for a similar
discussion in the parametric nonlinear regression framework). In other words our two-stage
estimator has some optimality properties but it may not achieve the semiparametric efficiency
bound of the two moment conditions model. The same remark applies for the two-stage
semiparametric generalized least squares (GLS) procedure of Ha¨rdle, Hall and Ichimura
(1993) [see also Picone and Butler (2000)]. Achieving semiparametric efficiency when the
first two moments are specified would be possible, for instance, by estimating higher orders
conditional moments nonparametrically. However, in this case we face again the problem of
the curse of dimensionality that we tried to avoid by assuming the SIM condition.
To complete the definition of the two-step procedure above, we have to indicate how
to build a consistent sequence {α˜n}. Such a sequence can be obtained from the moment
condition (4.2) after replacing r
(
zT θ0; θ0
)
by a suitable estimator. This kind of procedure
is commonly used in the semiparametric literature (e.g., Newey and McFadden (1994)). For
simplicity, let us only consider the Negative Binomial case where, for any z, we have
E
[
(Y − E (Y | Z))2 | Z = z] = r (zT θ0; θ0) [1 + α0r (zT θ0; θ0)] . (4.4)
Consider a set B ⊂ Rd such that, for any θ and any z ∈ B, we have f (zT θ; θ) ≥ c > 0. We
can write
E
{
E
[(
Y − r (ZT θ0; θ0))2 − r (ZT θ0; θ0) | Z] IB (Z)} = α0E {r (ZT θ0; θ0)2 IB (Z)} .
Consequently, we may estimate5 α0 by
α˜n =
1
n
∑n
i=1
[(
Yi − r̂hn
(
ZTi θn; θn
))2 − r̂hn (ZTi θn; θn)] IB (Zi)
1
n
∑n
i=1 r̂hn (Z
T
i θn; θn)
2
IB (Zi)
(4.5)
5One can expect little influence of the choice of the bandwidth used to construct the α˜n. This is indeed
confirmed by the simulation experiments we report in section 5.1.
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with θn and hn from Step 1 and r̂hn the Nadaraya-Watson estimator with bandwidth hn.
Since θn → θ0, deduce that α˜n → α0, in probability (see also the arguments we used in
subsection 2.4).
Now, let us comment on what happens with our two-step procedure if the second or-
der moment condition is misspecified, while the SIM condition still holds. In general, the
sequence α˜n one may derive from the conditional variance condition and the preliminary
estimate of θ0 is still convergent to some pseudo-true value α
∗ of the nuisance parameter.6
Then, the behavior of
(
θ̂, ĥ
)
yielded by Step 2 is described by Theorem 3.1, that is θ̂ is still
√
n−asymptotically normal and ĥ is still of order n−1/5.
Finally, if the SIM condition does not hold, then θ̂ estimates a kind of first projection-
pursuit direction. In this case, our procedure provides an alternative to minimum average
(conditional) variance estimation (MAVE) procedure of Xia et al. (2002). The novelty would
be that the first projection direction is defined through a more flexible PML function than
the usual least-squares criterion. This case will be analyzed elsewhere.
5 Empirical evidence
In our empirical section we consider the case of a count response variable Y . A benchmark
model for studying event counts is the Poisson regression model. Different variants of the
Poisson regression have been used in applications on the number of patents applied for and
received by firms, bank failures, worker absenteeism, airline or car accidents, doctor visits,
etc. Cameron and Trivedi (2013) provide an overview of the applications of Poisson regres-
sion. In the basic setup, the regression function is log-linear. An additional unobserved
multiplicative random error term in the conditional mean function is usually used to ac-
count for unobserved heterogeneity. In this section we consider semiparametric single-index
extensions of such models.
5.1 Monte Carlo simulations
To evaluate the finite sample performances of our estimator θ̂ and of the optimal bandwidth
ĥ, we conduct a simulation experiment with 500 replications.
We consider three explanatory variables Z = (Z1, Z2, Z3)
> ∼ N(0,Σ) with Σ = [σij]3×3
and σij = 0.5
|i−j|. The regression function is
E(Y | Z) = (Z>θ0)2 + 0.5
and θ0 = (θ
(1)
0 , θ
(2)
0 , θ
(3)
0 )
T = (1, 3,−2)T . The conditional distribution of Y given Z and
ε is Poisson of mean r(Zθ0; θ0) · ε with ε independent of Z and distributed according to
6For instance, α˜n defined in (4.5) is convergent in probability to
α∗ =
E[
(
Y − r (ZT θ0; θ0))2 IB(Z)]− E[r (ZT θ0; θ0) IB(Z)]
E[r(ZT θ0; θ0)2IB(Z)]
.
To ensure that the limit of α˜n is positive, one may replace α˜n by max (α˜n, ρ) for some small but positive ρ.
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Gamma(0.5, 2) or Uniform(0, 2). Thus, the conditional variance of Y given Z is given by
the function g (r, α) = r (1 + αr) with α0 = 2 for ε ∼ Gamma(0.5, 2) and α = 1/3 for
ε ∼ Uniform(0, 2).
For this simulation experiment we generate samples of size n = 200 and 300. For the
nonparametric part we use a quartic kernel K (u) = (15/16) (1− u2)2 I[−1,1] (u) . To estimate
the parameter θ0 and the regression r(·; θ0) we use two semiparametric two-step estimation
procedures as defined in section 4: i) A procedure with a Poisson PML in the first step and
a Negative Binomial PML in the second step; let θ̂NB−SP = (1, θ̂
(2)
NB−SP , θ̂
(3)
NB−SP )
> denote
the two-step estimator. ii) a procedure with a least-squares method in the first step and
a GLS method in the second step; let θ̂GLS−SP = (1, θ̂
(2)
GLS−SP , θ̂
(3)
GLS−SP )
> be the two-step
estimator. Note that θ̂NB−SP and θ̂GLS−SP have the same asymptotic variance. In both
two-step procedures considered, we estimate α0 using the estimator defined in (4.5). The
bandwidth hn is equal to 3n
−1/5. We also consider the parametric two-step GLS method as a
benchmark. In this case the link function and the variance parameter are considered given;
let θ̂GLS−P = (1, θ̂
(2)
GLS−P , θ̂
(3)
GLS−P )
> denote the corresponding estimator.
Table 1. Poisson regression with unobserved heterogeneity ε ∼ Gamma(0.5, 2). The true conditional
variance of Y given Z is r(Zθ0; θ0)(1 + 2r(Zθ0; θ0)) with r (t; θ0) = t
2 + 0.5. The true vector θ0 is
(1, 3,−2)T . Let θ̂NB−SP and θ̂GLS−SP denote the two-step estimators obtained from the Negative
Binomial pseudo-likelihood and GLS criterion, respectively. The first step Poisson PML estimator is
denoted by θ̂POI−SP . The superscripts indicate the components of the vectors.
n θ̂
(2)
GLS−P θ̂
(2)
GLS−SP θ̂
(2)
POI−SP θ̂
(2)
NB−SP θ̂
(3)
GLS−P θ̂
(3)
GLS−SP θ̂
(3)
POI−SP θ̂
(3)
NB−SP
200 mean 2.8977 2.8019 3.0177 3.1249 -1.9501 -1.6954 -1.7955 -2.0520
std. 0.8097 0.8986 0.9937 0.9481 0.6268 0.5170 0.6435 0.5580
MSE 0.3822 0.8467 0.9879 0.9145 0.3929 0.3600 0.4559 0.3167
300 mean 2.9422 2.8261 2.9982 3.0758 -1.9594 -1.7215 -1.8028 -1.9569
std. 0.4600 0.7741 0.9288 0.8297 0.5002 0.4568 0.5705 0.4670
MSE 0.2150 0.6295 0.8628 0.6941 0.2519 0.2862 0.3643 0.2199
Table 2. The same setup as in Table 1 but with ε ∼ Uniform(0, 2) and the true conditional variance of Y
given Z equal to r(Zθ0; θ0)(1 + (1/3)r(Zθ0; θ0)).
n θ̂
(2)
GLS−P θ̂
(2)
GLS−SP θ̂
(2)
POI−SP θ̂
(2)
NB−SP θ̂
(3)
GLS−P θ̂
(3)
GLS−SP θ̂
(3)
POI−SP θ̂
(3)
NB−SP
200 mean 2.9842 2.8460 2.9755 3.0613 -1.9961 -1.8702 -1.9094 -2.0127
std. 0.2505 0.4537 0.6619 0.4917 0.2551 0.2874 0.4117 0.2921
MSE 0.0630 0.2295 0.4387 0.2456 0.0651 0.0994 0.1777 0.0855
300 mean 2.9919 2.8956 2.9422 3.0618 -1.9946 -1.8999 -1.8953 -2.0052
std. 0.2213 0.4279 0.5753 0.3658 0.2443 0.2647 0.3639 0.2237
MSE 0.0497 0.1940 0.3343 0.1376 0.0597 0.0800 0.1433 0.0500
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The results on the estimates of the components of θ0 are provided in Table 1 and Table 2.
We report the mean, the standard deviation and the estimated mean squared error (MSE)
for each component. The two semiparametric estimators that incorporate the information on
the conditional variance clearly outperform the semiparametric single-index estimator that
ignores that information. Moreover, they behave reasonably well compared to the parametric
benchmark.
5.2 A real data example
In order to further illustrate our methodology, we consider a real dataset on recreational trips
as presented by Cameron and Trivedi (2013). This data initially collected by Sellar, Stoll
and Chavas (1985) is built from a survey that includes the number of recreational boating
trips to Lake Sommerville, Texas. We reproduce below the tables that describe the observed
frequencies and the explanatory variables. We do not use all the explanatory variables for
estimation since the variables C1, C3 and C4 are almost perfectly correlated in the sample.
(Indeed, Corr(C1, C3) = 0.977, Corr(C1, C4) = 0.987 and Corr(C3, C4) = 0.964.) To
avoid collinearity problems, we drop C3 and C4. We standardize the variables INC and
C1.
Table 3. The recreational trips data set: actual frequency distribution.
Number of Trips 0 1 2 3 4 5 6 7 8 9 10
Frequency 417 68 38 34 17 13 11 2 8 1 13
Number of Trips 11 12 15 16 20 25 26 30 40 50 88
Frequency 2 5 14 1 3 3 1 3 3 1 1
Table 4. Explanatory variables for the recreational trips counts.
Variable Definition Mean Std
TRIPS Number of recreational boating trips in 1980 2.244 6.292
by a sample group
SO Facility’s subjective quality ranking on a scale of 1 to 5 1.419 1.812
SKI Equal 1 if engaged in water-skiing at the lake 0.367 0.482
INC Household income of the head of the group ($10,000/year) 0.385 0.185
FC3 Equal 1 if user’s fee paid at Lake Sommerville 0.019 0.139
C1 Hundreds of dollar expenditure when visiting Lake Conroe 0.554 0.467
C3 Hundreds of dollar expenditure when visiting Lake Somerville 0.599 0.488
C4 Hundreds of dollar expenditure when visiting Lake Houston 0.560 0.461
The model we consider is the one given by equations (2.1)-(2.2) with g(r, α) = r(1 +αr).
First, we assume that the regression function is log-linear, that is we consider the standard
Negative Binomial Parametric model (NB-P). Next, we no longer assume that the regres-
sion function is known and we apply our semiparametric methodology, the semiparametric
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Figure 1: The link function
Negative Binomial pseudo-likelihood procedure. In the semi-parametric procedures the co-
efficient of the variable SO is set to 1. For the nonparametric part we use the quartic kernel
K(u) = (15/16)(1 − u2)2I[−1,1](u). The parameter estimates and estimated standard errors
are gathered in Table 5, the plot of the estimated link function is provided in Figure 1.
Table 5. Estimation results: parametric (NB-P) versus semiparametric model ( NB-SP).
Parameters NB-P NB-SP
Intercept -1.7452 (0.1441) .
SO 0.9017 (0.0430) 1
SKI 0.4420 (0.1707) -0.2489 (0.0405)
INC -0.2245 (0.0906) 0.1963 (0.0690)
FC3 1.5813 (0.4404) -0.1399 (0.0702)
C1 -0.3258 (0.1018) -0.2987 (0.0995)
α 2.2983 (0.2210) 5.5764
h . 5.6530
Note that the estimate of the coefficient of SO in the parametric model is close to one,
while in the semiparametric approach we fixed it to one. Thus the estimated values of the
remaining parameters in the parametric and semiparametric cases are almost directly com-
parable. The results obtained with the semiparametric approach seem more realistic. For
instance, the coefficient of INC covariate is positive with NB-SP and the link function is
strictly monotone. This suggests that a higher income more likely induces a larger number
of recreational trips. The NB-P model leads to the opposite conclusion. The reported para-
metric and semiparametric standard errors cannot be directly compared on the same basis
since we can only compute the standard error of a ratio of parameters in the semiparamet-
ric cases. The large bandwidth could be explained by the large conditional variance of the
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response and a link function with a second derivative close to zero. This leads to a large
constant (C2/4C1)
1/5 in the expression of hoptn , see equation (3.1) above.
In order to evaluate the overall performance of the parametric and semiparametric models
and of the estimation methods, we consider various goodness-of-fit measures such as the
Pearson statistic, the deviance statistic and the deviance pseudo R-squared statistic. The
Pearson statistics is given by
P =
n∑
i=1
(Yi − r̂i)2
ω̂i
,
where r̂i is the estimated conditional mean for individual i and ω̂i is the estimated conditional
variance computed according to equation (2.2). The deviance statistic is given by
D = 2
n∑
i=1
[
Yi ln
(
Yi
r̂i
)
− (Yi + 1/α̂) ln
(
Yi + 1/α̂
r̂i + 1/α̂
)]
,
with α̂ the estimated value of the nuisance parameter with the values given in the Table
5. Finally, if Y denotes the sample mean of the variable Y , the deviance pseudo R-squared
statistic is
R2DEV = 1−
n∑
i=1
[
Yi ln (Yi/r̂i)− (Yi + 1/α̂) ln
(
Yi+1/α̂
r̂i+1/α̂
)]
n∑
i=1
[
Yi ln
(
Yi/ Y
)− (Yi + 1/α̂) ln(Yi+1/α̂Y+1/α̂)] .
Another model diagnostic is obtained when comparing fitted probabilities and actual
probabilities by the mean of a chi-square type statistic. The statistic we consider is
ξ = n
J∑
j=1
(
pj − p̂j
)2
pj
,
where the possible values of Y are aggregated in J non overlapping cells. 7 The actual
frequency for cell j is denoted pj while p̂j is the corresponding predicted probability by the
model under study. For both methods GLS-SP and NB-SP we used the probabilities of
a negative binomial distribution to compute p̂j. We consider seven cells corresponding to
the values TRIP = 0, ..., 5 and TRIP > 5. All the results are summarized in Table 6.
The semiparametric model performs better than the parametric model. We also give the
estimators of the probability in Table 7. We can see that our estimators are close to the
empirical probability of TRIP . The semiparametric approach greatly improves the standard
parametric modeling.
Table 6. Goodness-of-fit statistics: P−Pearson statistic, D−deviance statistic, R2DEV−deviance pseudo
R-squared statistic and ξ−chi-square statistic.
7The chi-square statistic we consider is not necessarily chi-square distributed under the null hypotheses
of a well specified model. This is because it does not correctly take into account the estimation error in p̂j .
See Andrews (1988) for the general definition of the chi-square goodness-of-fit test statistic in nondynamic
regression models. Here, we only use ξ as a crude diagnostic for the three types of fitted probabilities p̂j .
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NB-P NB-SP
P 5296.506 608.7212
D 1158.41 405.1771
R2DEV 0.4780 0.1886
ξ 968.9416 3.1922
Table 7. Empirical probability and estimate probability
TRIPS 0 1 2 3 4 5 > 5
Empirical probability 0.6327 0.1031 0.0576 0.0515 0.0257 0.0197 0.1092
NB–P 0.1111 0.1572 0.1596 0.1407 0.1147 0.0889 0.2273
NB–SP 0.6314 0.1045 0.0568 0.0381 0.02797 0.0215 0.1194
6 Conclusion
We consider a semiparametric single-index model (SIM) where an additional second order
moment condition is specified. To estimate the parameter of interest θ we introduce a
two-step semiparametric pseudo-maximum likelihood (PML) estimation procedure based on
linear exponential families with nuisance parameter densities. This procedure extends the
quasi-generalized pseudo-maximum likelihood method proposed by Gourie´roux, Monfort and
Trognon (1984a, 1984b). We also provide a natural rule for choosing the bandwidth of the
nonparametric smoother appearing in the estimation procedure. The idea is to maximize
the pseudo-likelihood of the second step simultaneously in θ and the smoothing parameter
h. The rate of the bandwidth is allowed to lie in a range between n−1/4 and n−1/8. We derive
the asymptotic behavior of θ̂, the two-step semiparametric PML we propose. If the SIM
condition holds, then θ̂ is
√
n−asymptotically normal. We also provide a consistent estima-
tor of its variance. When the SIM condition holds and the conditional variance is correctly
specified, then θ̂ has the best variance amongst the semiparametric PML estimators. The
‘optimal’ bandwidth ĥ obtained by joint maximization of the pseudo-likelihood function in
the second step is shown to be equivalent to the minimizer of a weighted cross-validation
function. From this we deduce that n1/5ĥ converges to a positive constant, in probability. In
particular, our optimal bandwidth ĥ has the rate expected when estimating a twice differen-
tiable regression function nonparametrically. We conduct a simulation experiment in which
the data were generated using a Poisson single-index regression model with multiplicative
unobserved heterogeneity. The simulation confirms the significant advantage of estimators
that incorporate the information on the conditional variance. We also applied our semipara-
metric approach to a benchmark real count data set and we obtain a much better fit than
the standard parametric regression models for count data.
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A Appendix: Assumptions
Let Θ = {1}× Θ˜ with Θ˜ a compact subset of Rd−1 with nonvoid interior. Depending on the
context, Θ is considered a subset of Rd−1 or a subset of Rd.
Assumption A.1 The observations
(
Y1, Z
T
1
)T
, . . . ,
(
Yn, Z
T
n
)T
are independent copies of a
random vector
(
Y, ZT
)T ∈ Rd+1.
Assumption A.2 Let r (t; θ) = E
(
Y | ZT θ = t) . There exists a unique θ0 interior point of
Θ such that E (Y | Z) = E (Y | ZT θ0) = r (ZT θ0; θ0) .
Assumption A.3 For every θ ∈ Θ, the random variable ZT θ admits a density f(·; θ) with
respect to the Lebesgue measure on R.
Assumption A.4 E [exp (λ ‖Z‖)] < ∞, for some λ > 0. Moreover, E(Y 4+ε) < ∞, for
some ε > 0.
Assumption A.5 With probability one, the matrix (1, ZT )T (1, ZT ) is positive definite.
Assumption A.6 There exists c0 > 0 and a positive integer k0 such that, for any θ ∈ Θ
and 0 < c ≤ c0, the set {t : f(t; θ) = c} has at most k0 elements.
The last two assumptions ensure that P
(
f(ZT θ0; θ0) = c
)
= 0, for any 0 < c ≤ c0.
CONDITION L A function g : Θ× R→ R is said to satisfy Condition L if, for any Λ
a compact set on the real line, there exists B > 0 and b ∈ (0, 1] such that
|g (θ, t)− g (θ′, t′)| ≤ B ‖(θ, t)− (θ′, t′)‖b , θ, θ′ ∈ Θ, t, t′ ∈ Λ.
Assumption A.7 a) The function (θ, t) → f (t; θ) ≥ 0, θ ∈ Θ, t ∈ R, satisfies a Lipschitz
condition, that is there exists a ∈ (0, 1] and C > 0 such that
|f (t; θ)− f (t′; θ′)| ≤ C ‖(θ, t)− (θ′, t′)‖a for θ, θ′ ∈ Θ and t, t′ ∈ R.
b) The function (θ, t)→ r (t; θ) , θ ∈ Θ, t ∈ R, satisfies Condition L.
c) For any θ ∈ Θ, the functions t→ γ (t; θ) and t→ f (t; θ) are twice differentiable. Let
γ′′ (t; θ) and f ′′ (t; θ) denote the second order derivatives. The functions (θ, t)→ γ′′ (t; θ) and
(θ, t)→ f ′′ (t; θ) , θ ∈ Θ, t ∈ R, satisfy Condition L with b = 1.
d) For any θ ∈ Θ and any component Z(j) of Z, the functions t→ E (Z(j) |ZT θ = t) and
t → E (Y Z(j) |ZT θ = t) are twice differentiable and their second order derivatives satisfy
Condition L with b = 1.
e) For any t ∈ R, the function θ → r (t; θ) is twice continuously differentiable and, for
any θ ∈ Θ, the functions t → ∂θr (t; θ) and t → ∂2θθr (t; θ) are continuous. Moreover, the
function (θ, t)→ ∂θr (t; θ) satisfy Condition L with b = 1.
Let v (t; θ) = V ar
(
Y | ZT θ = t) be the conditional variance of Y given ZT θ = t.
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Assumption A.8 The function (θ, t)→ v (t; θ) satisfies Condition L.
Consider the functions B,C : R × N → R, with Y , R, N ⊂ R. Define Λ = ⋃θ∈Θ{t :
f(t; θ) ≥ c}, with c, δ > 0, and
D(c, δ) = {r : ∃ (θ, t) ∈ Θ× Λ such that |r − r(t; θ)| ≤ δ}.
Assumption A.9 If c > 0, there exists δ > 0 such that D(c, δ) is strictly included in R.
Assumption A.10 The kernel function K (·) is differentiable, symmetric, positive and com-
pactly supported. Moreover, K (·) and the derivative K ′ (·) are of bounded variation.
Up to a term depending only on y and α, the three arguments function ψ (·, ·; ·) involved
in equation (2.3) is defined as
ψ (y, r;α) = B(r, α) + C(r, α)y
where l(y | r, α) = exp [B(r, α) + C(r, α)y +D(y, α)] is a LEFN density with mean r and
variance [∂rC(r, α)]
−1 .
Assumption A.11 The functions B (r, α) and C (r, α) are twice differentiable in the first
argument. Moreover, for any c and δ > 0 for which D(c, δ) is strictly included in R, there
exists a constant M such that
sup
r∈D(c,δ), α∈N
(|∂2rrG(r, α)|+ |∂rG(r, α)|) ≤M,
sup
r,r′∈D(c,δ), α,α′∈N
∣∣∂2rrG(r, α)− ∂2rrG(r′, α′)∣∣ ≤M (|r − r′|+ |α− α′|) ,
where G stands for B or C. The functions ∂rB(r;α) and ∂rC(r;α) are continuously differ-
entiable in α.
Assumption A.12 For any c and δ > 0 for which D(c, δ) is strictly included in R, we have
∂rC(r, α) > 0, ∀r ∈ D(c, δ), ∀α ∈ N.
Assumption A.12 ensures that the (d− 1)× (d− 1) matrix
J = −E [∂2θθTψ (Y, r (ZT θ0; θ0) ; α∗) IA (Z)]
= E
[
∂rC
(
r
(
ZT θ0; θ0
)
;α∗
)
∂θr
(
ZT θ0; θ0
)
∂θr
(
ZT θ0; θ0
)T
IA (Z)
]
is positive definite.
Let us notice that the asymptotic results remain valid even if the function ψ (y, r;α) is
not the logarithm of a LEFN. It suffices to adapt Assumption A.11, to suppose that there
exists F (·; ·) such that ψ (y, r;α) ≤ F (y;α) , ∀r ∈ R, to ensure that J is positive definite
and to assume that, for any α, E
[
∂2ψ
(
Y, r
(
ZT θ0; θ0
)
; α
) | Z] = 0 and
E
[
∂θ∂2ψ
(
Y, r
(
ZT θ0; θ0
)
; α
) | ZT θ0] = 0.
23
B Appendix: Technical lemmas
Let Hn =
[
n−(1/2−ε), n−ε
]
, with 0 < ε < 1/2, and Θn = {θ : ‖θ − θ0‖ ≤ dn}, with dn → 0.
We use C to denote a positive constant, not necessarily the same at each occurrence.
Lemma B.1 Assume that the kernel K is a symmetric, positive, compactly supported func-
tion of bounded variation. Suppose that the map (θ, t)→ f (t; θ) ≥ 0, θ ∈ Θ, t ∈ R, satisfies
a Lipschitz condition, that is there exists a ∈ (0, 1] and C > 0 such that
|f (t1; θ1)− f (t2; θ2)| ≤ C ‖(θ1, t1)− (θ2, t2)‖a for θ1, θ2 ∈ Θ and t1, t2 ∈ R.
(B.1)
Then
max
1≤i≤n
sup
θ, z, h∈Hn
∣∣∣f̂ ih (zT θ; θ)− f (zT θ; θ)∣∣∣ = OP (h−1n−1/2)+O (ha) .
The proof of Lemma B.1 can be distilled from many existing results (e.g., Andrews (1995),
Sherman (1994b), Delecroix, Hristache and Patilea (2006)) and therefore it will be omitted.
Lemma B.2 a) If δ > 0, then
sup
θ∈Θn, h∈Hn
∣∣∣I{z: f̂ ih(zT θ;θ)≥c}(Zi)− IA(Zi)∣∣∣ ≤ IAδ(Zi) + I(δ,∞)(Gn), 1 ≤ i ≤ n,
where Aδ =
{
z :
∣∣f (zT θ0; θ0)− c∣∣ ≤ δ} and
Gn = max
1≤i≤n
sup
θ∈Θn, h∈Hn
∣∣∣f̂ ih (ZTi θ; θ)− f (ZTi θ0; θ0)∣∣∣ .
b) Suppose that K (·) and f (·; ·) satisfy the assumptions of Lemma B.1 for some a, C > 0.
Moreover, assume that either i) Z is bounded and dn → 0 or, ii) E [exp (λ ‖Z‖)] < ∞ for
some λ > 0 and dn = o (1/ lnn) (with dn from the definition of Θn). Let δn → 0 such that
δn/n
−aε → ∞ and either i) δnd−an → ∞ if Z is bounded or, ii) δn [dn lnn]−a → ∞. Then
I(δn,∞)(Gn) = oP (n
−α) , ∀α > 0.
Proof. a) We have∣∣∣I{z: f̂ ih(zT θ;θ)≥c}(Zi)− IA(Zi)∣∣∣ ≤ I{z: f̂ ih(zT θ;θ)≥c}\A(Zi) + IA\{z: f̂ ih(zT θ;θ)≥c}(Zi).
For any θ, h and δ, we can write{
f̂ ih
(
ZTi θ; θ
)≥ c}\A⊂{f̂ ih (ZTi θ; θ)≥ c, f (ZTi θ0; θ0)< c−δ}∪{c−δ ≤f (ZTi θ0; θ0)< c}
and
A\
{
f̂ ih
(
ZTi θ; θ
) ≥ c}⊂{f̂ ih (ZTi θ; θ)< c, f (ZTi θ0; θ0)≥ c+δ}∪{c ≤f (ZTi θ0; θ0)< c+δ}
which proves the inequality.
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b) It suffices to prove that P (Gn > δn) → 0. First consider the case of unbounded Z.
Note that, for any z and θ,∣∣f(zT θ1; θ1)− f(zT θ2; θ2)∣∣≤C (∣∣zT θ1 − zT θ2∣∣2 +‖θ1 − θ2‖2)a/2≤C (1+‖z‖)a ‖θ1 − θ2‖a.
Combine this inequality and Lemma B.1 and write
Gn ≤ max
1≤i≤n
sup
θ∈Θ, h∈Hn
∣∣∣f̂ ih (ZTi θ; θ)− f (ZTi θ; θ)∣∣∣
+ max
1≤i≤n
sup
θ∈Θn
∣∣f (ZTi θ; θ)− f (ZTi θ0; θ0)∣∣
≤ max
1≤i≤n
sup
θ∈Θ, h∈Hn, z
∣∣∣f̂ ih (zT θ; θ)− f (zT θ; θ)∣∣∣+ C ‖θ − θ0‖a max
1≤i≤n
(1 + ‖Zi‖)a
= O
(
n−aε
)
+OP
(
n−ε
)
+O (dan) max
1≤i≤n
(1 + ‖Zi‖)a .
On the other hand, we can write
P
(
dan max
1≤i≤n
(1 + ‖Zi‖)a > δn
)
≤
n∑
i=1
P ((1 + ‖Zi‖)a > δn/dan)
= nP
[
exp (λ(1 + ‖Zi‖)) > exp
(
λδ1/an /dn
)]
≤ ne
λE [exp (λ ‖Zi‖)]
exp
(
λδ
1/a
n /dn
) .
Since δ
1/a
n / (dn lnn) and δn/n
−aε →∞, deduce that P (Gn > δn)→ 0.
If Z lies in a compact, condition (B.1) implies that for any z in the support of Z,∣∣f (zT θ1; θ1)− f (zT θ2; θ2)∣∣ ≤ C ‖θ1 − θ2‖a , θ1, θ2 ∈ Θ,
with C > 0 some constant independent of z. In this case
Gn = O
(
n−aε
)
+OP
(
n−ε
)
+O (dan) .
Thus P (Gn > δn)→ 0 provided that δn → 0 such that δn/n−aε and δn/dan →∞
The proofs of the following three lemmas are lengthy and technical. These proofs are
provided in Delecroix, Hristache and Patilea (2006) and therefore it will be omitted herein.
The key ingredients for the three proofs are the results on uniform rates of convergence
for U−processes indexed by Euclidean families; see Sherman (1994a). See also Pakes and
Pollard (1989) for the definition and the properties of Euclidean families of functions.
The first of the three lemmas is a refined version of a standard result for cross-validation
in nonparametric regression (e.g., Ha¨rdle and Marron (1985)). The result holds uniformly
in θ,α and for h in Hn =
[
n−(1/2−ε), n−ε
]
, with 0 < ε < 1/2.
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Lemma B.3 Suppose that Assumptions A.1 to A.8 hold. Fix some small c > 0 and let
Λ =
⋃
θ∈Θ{t : f(t; θ) ≥ c}. Consider a family of functions (y, t)→ wθ,α(y, t), θ ∈ Θ, α ∈ N
for which there exist a real-valued function B(·) with E[B(Y )4+ε] <∞, for some ε > 0, and
b′ ∈ (0, 1] such that, for each y
|wθ,α(y, t)− wθ′,α′(y, t′)| ≤ B(y)
∥∥(θT , α, t)T − (θ′T , α′, t′)T∥∥b′
for any θ, θ′ ∈ Θ, t, t′ ∈ Λ, and α, α′ ∈ N . Moreover, there exist θ, α and B˜(·) such that
supt∈Λ|wθ,α(·, t)| ≤ B˜(·) and E[B˜(Y )4+ε] <∞.
For (θ, h)∈Θ×Hn and α ∈ N, define
U(θ, h;α) =
1
n
n∑
i=1
wθ,α
(
Yi,Z
T
i θ
)[
rˆih
(
ZTi θ; θ
)−r(ZTi θ; θ)]2I{z: f(zT θ;θ)≥c} (Zi) ;
the kernel is a continuous probability density function K with the support in [−1, 1]. More-
over, K is of bounded variation and symmetric. Then,
U (θ, h;α) = −h4C1 (θ;α)− 1
nh
C2 (θ;α) + ρ (θ, h;α) ,
where
C1(θ;α) =
K21
4
E
−wθ,α(Y, ZT θ)
[
r′′
(
ZT θ; θ
)
+
2r′
(
ZT θ; θ
)
f ′
(
ZT θ; θ
)
f (ZT θ; θ)
]2
I{z:f(zT θ;θ)≥c}(Z)
,
C2 (θ;α) = K2 E
{
− wθ,α
(
Y, ZT θ
)
f (ZT θ; θ)
v
(
ZT θ; θ
)
I{z: f(zθ;θ)≥c} (Z)
}
,
with K1 =
∫
u2K (u) du, K2 =
∫
K2 (u) du and
sup
θ∈Θ, h∈Hn,α∈N
ρ (θ, h;α) = oP
(
h4 + (nh)−1
)
.
Lemma B.4 Assume that the conditions of Lemma B.3 hold. Let
T˜ (θ, h;α) =
1
n
n∑
i=1
pi
(
Yi, Z
T
i ;α
) [
rˆih
(
ZTi θ; θ
)− r (ZTi θ; θ)] I{z: f(zT θ0;θ0)≥c} (Zi) ,
where, for some ε > 0, E [pi (Y, Z;α) | Z] = 0 and E [|pi (Y, Z;α)|4+ε I{z: f(zT θ0;θ0)≥c} (Z)] <
∞, for any α. Then,
T˜ (θ, h;α) = oP
(
h4 + n−1h−1
)
,
uniformly in h ∈ Hn, in θ ∈ Θn and in α ∈ N.
The following lemma will provide the order of the reminder term in the decomposition
(2.7). The proof relies on orthogonality conditions like (2.8) and (2.9).
26
Lemma B.5 Let A =
{
z : f
(
zT θ0; θ0
) ≥ c} ⊂ Rd, for some c > 0. Let φ (y, r;α) =
B (r;α) + C (r;α) y such that such that B′ (r;α) + C ′ (r;α) r ≡ 0. Suppose that the As-
sumptions A.1, A.3, A.4 and A.7 to A.11 hold. Then
R (θ, h;α) =
1
n
n∑
i=1
[
φ
(
Yi, rˆ
i
h
(
ZTi θ; θ
)
;α
)− φ (Yi, r (ZTi θ; θ) ;α)] IA (Zi)
− 1
n
n∑
i=1
[
φ
(
Yi, rˆ
i
h
(
ZTi θ0; θ0
)
;α
)− φ (Yi, r (ZTi θ0; θ0) ;α)] IA (Zi)
=
[
OP
(
h4
)
+OP
(
1
nh2
)
+OP
(
h2√
n
)
+OP
(
1
n
√
nh4
)]
×OP (‖θ − θ0‖)
+
[
O
(
h2
)
+OP
(
1√
nh2
)]
×OP
(‖θ − θ0‖2)
when n → ∞, uniformly in α, uniformly in h ∈ [n−(1/2−ε), n−ε] , with 0 < ε < 1/2, and
uniformly in θ ∈ Θn.
C Appendix: proofs of the main results
Proof of Theorem 3.1. Assume for the moment that
(
θ̂, ĥ
)
are defined by maximization
of Ŝ (θ, h; α˜n) which is defined with the fixed trimming IA(·) (see equation (2.6)). At the
end of the proof we show that the same conclusions hold for
(
θ̂, ĥ
)
defined in (2.3) with the
data-driven trimming.
Part I :
√
n−asymptotic normality of θ̂. By the decomposition (2.7) we have
Ŝ (θ, h; α˜n) = S˜ (θ; α˜n) + T (h;α
∗) +R (θ, h; α˜n) .
Our objective is to show that R (θ, h; α˜n) is negligible when compared to Ŝ (θ; α˜n) from which
we deduce that θ̂ behaves as the maximizer of S˜ (θ; α˜n). Define
R1 (θ, h;α) =
1
n
n∑
i=1
[
ψ
(
Yi, rˆ
i
h
(
ZTi θ; θ
)
;α
)− ψ (Yi, r (ZTi θ; θ) ;α)] IA (Zi)
and use Taylor expansion to write
R (θ, h; α˜n) = R1 (θ, h; α˜n)−R1 (θ0, h;α∗)
= [R1 (θ, h; α˜n)−R1 (θ0, h; α˜n)] + [R1 (θ0, h; α˜n)−R1 (θ0, h;α∗)] .
Apply Lemma B.5 to obtain the order of R1 (θ, h; α˜n) − R1 (θ0, h; α˜n) . Next, note that
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R1 (θ0, h; α˜n)−R1 (θ0, h;α∗) does not depend on θ. Deduce that
R (θ, h; α˜n) =
[
OP
(
h4
)
+OP
(
1
nh2
)
+OP
(
h2√
n
)
+OP
(
1
n
√
nh4
)]
×OP (‖θ − θ0‖)
+
[
O
(
h2
)
+OP
(
1√
nh2
)]
×OP
(‖θ − θ0‖2)
+ {terms not depending on θ} ,
uniformly in h ∈ [n−(1/2−ε), n−ε] , with 0 < ε < 1/2, uniformly in θ ∈ Θn and uniformly
with respect to {α˜n} . It follows that, up to terms not containing θ,
R (θ, h; α˜n) = oP
(‖θ − θ0‖ /√n)+ oP (‖θ − θ0‖2) ,
uniformly in h ∈ Hn, θ ∈ Θn and uniformly with respect to {α˜n} .
Now, write S˜ (θ; α˜n) = S˜1 (θ; α˜n)− S˜1 (θ0;α∗) with
S˜1 (θ, α) =
1
n
n∑
i=1
ψ
(
Yi, r
(
ZTi θ; θ
)
;α
)
IA (Zi) .
Notice that
S˜ (θ, α˜n) =
[
S˜1 (θ, α˜n)− S˜1 (θ0, α˜n)
]
+
[
S˜1 (θ0, α˜n)− S˜1 (θ0, α∗)
]
,
where the last difference does not contain θ, so that
arg max
θ
S˜ (θ, α˜n) = arg max
θ
[S˜1 (θ, α˜n)− S˜1 (θ0, α˜n)].
Furthermore, for any α˜n → α∗, in probability, we have ∂2θθT S˜1 (θ0, α˜n) − ∂2θθT S˜1 (θ0, α∗) =
oP (1) . Therefore, using the Taylor expansion we can write
S˜1 (θ, α˜n)− S˜1 (θ0, α˜n)
= (θ − θ0)T ∂θS˜1 (θ0, α˜n) + (θ − θ0)T ∂2θθT S˜1 (θ0, α˜n) (θ − θ0) + oP
(‖θ − θ0‖2)
= (θ − θ0)T ∂θS˜1 (θ0, α∗) + (θ − θ0)T
[
∂θS˜1 (θ0, α˜n)− ∂θS˜1 (θ0, α∗)
]
+ (θ − θ0)T ∂2θθT S˜1 (θ0, α∗) (θ − θ0)
+ (θ − θ0)T
[
∂2θθT S˜1 (θ0, α˜n)− ∂2θθT S˜1 (θ0, α∗)
]
(θ − θ0)
+oP
(‖θ − θ0‖2)
=
1√
n
(θ − θ0)T Vn + (θ − θ0)T
[
∂θS˜1 (θ0, α˜n)− ∂θS˜1 (θ0, α∗)
]
− (θ − θ0)T Wn (θ − θ0)
+oP
(‖θ − θ0‖2) ,
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uniformly in θ in oP (1) neighborhoods of θ0, where
Vn =
1√
n
n∑
i=1
∂θψ
(
Yi, r
(
ZTi θ0; θ0
)
;α∗
)
IA (Zi) ,
Wn = − 1
n
n∑
i=1
∂2θθTψ
(
Yi, r
(
ZTi θ0; θ0
)
;α∗
)
IA (Zi)
(here, ∂θS˜1 and ∂θψ are vectors in Rd−1, while ∂2θθT S˜1 and ∂
2
θθTψ are (d−1)×(d−1) matrices).
Next, write
∂θS˜1 (θ0, α˜n)− ∂θS˜1 (θ0, α∗) = ∂α∂θS˜1 (θ0, α) [α˜n − α∗]
(∂α denote the partial derivative with respect to α) with α between α˜n and α
∗, and notice
that by the definition of ψ as the logarithm of a LEFN density, for any α,
E
[
∂α∂θS˜1 (θ0, α)
]
= E
[
∂θ∂αψ
(
Y, r
(
ZT θ0; θ0
)
;α
)
IA (Z)
]
= 0.
Consequently, ∂α∂θS˜1 (θ0, α) = OP (1/
√
n) , uniformly in α. Deduce that for all α˜n → α∗,
in probability, ∂θS˜1 (θ0, α˜n) − ∂θS˜1 (θ0, α∗) = oP (1/
√
n) . Use this fact and the order of
R (θ, h; α˜n) to write
Ŝ (θ, h; α˜n) =
1√
n
(θ − θ0)T Vn − 1
2
(θ − θ0)T Wn (θ − θ0) (C.2)
+oP
(‖θ − θ0‖ /√n)+ oP (‖θ − θ0‖2)+ {terms not depending on θ} ,
uniformly in h ∈ Hn, θ ∈ Θn and α˜n in oP (1) neighborhoods of α∗. By little algebra,
I = E
[
∂θψ
(
Y, rθ0
(
ZT θ0
)
;α∗
)
∂θψ
(
Y, rθ0
(
ZT θ0
)
;α∗
)T
IA (Z)
]
J = −E [∂2θθψ (Y, rθ0 (ZT θ0) ;α∗) IA (Z)] .
Deduce from the assumptions that Vn converges in distribution to N (0, I) and Wn → J, in
probability. Finally, deduce that θ̂ has the same asymptotic distributions as the maximizer
of the quadratic form (C.2). More precisely, apply Theorems 1 and 2 of Sherman (1994a) to
obtain first, the
√
n−consistency of θ̂ and next, the asymptotic normality
√
n
(
θ̂ − θ0
) D−→ N (0, J−1IJ−1) .
Part II : the behavior of ĥ. By Taylor expansion we can write
T (h;α∗) = T0 + T1(h;α∗) + T2(h;α∗) + {negligible terms} ,
where T0 is independent of h,
T1(h;α
∗) =
1
n
n∑
i=1
∂2ψ
(
Yi, r
(
ZTi θ0; θ0
)
;α∗
) [
rˆih
(
ZTi θ0; θ0
)− r (ZTi θ0; θ0)] IA (Zi) ,
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T2(h;α
∗) =
1
n
n∑
i=1
1
2
∂222ψ
(
Yi, r
(
ZTi θ0; θ0
)
;α∗
) [
rˆih
(
ZTi θ0; θ0
)− r (ZTi θ0; θ0)]2 IA (Zi) .
By Lemma B.3, T2(h;α
∗) = −C1h4 − C2/nh + oP (h4 + 1/nh), uniformly over Hn, with C1,
C2 defined in (3.1). Moreover, by Lemma B.4, T1(h;α
∗) = oP (T2(h;α∗)), uniformly over Hn.
Finally, recall that
R(θ, h; α˜n) = [R1 (θ, h; α˜n)−R1 (θ0, h; α˜n)] + [R1 (θ0, h; α˜n)−R1 (θ0, h;α∗)] .
The order of R1 (θ0, h; α˜n) and R1 (θ0, h;α
∗) can be obtained in the same way as the order of
T (h;α∗) . Taking the differences R1 (θ0, h; α˜n) − R1 (θ0, h;α∗) vanishes the constants of the
dominating terms containing h. Thus, up to terms independent of h, the second bracket is
negligible compared with T (h;α∗), uniformly in {α˜n} . On the other hand, by Lemma B.5,
the first bracket is of order oP (T2(h; ;α
∗)), uniformly in θ in OP (n−1/2) neighborhoods of θ0
and h ∈ Hn and uniformly in {α˜n} in oP (1) neighborhood of α∗. Since θ̂ was shown to be√
n−consistent, deduce that ĥ is asymptotically equivalent to the maximizer of T2(h;α∗).
More precisely, ĥ/hoptn → 1, in probability, where hoptn = (C2/4C1)1/5n−1/5.
To close the proof it remains to show that (θ̂, ĥ) defined in (2.3) is asymptotically equiv-
alent to the maximizer of the objective function (θ, h) → Ŝ (θ, h; α˜n) in equation (2.6). For
this we use inequality (2.5) and Lemma B.2. Moreover, we can decompose Ŝ
(
θ, h; α˜n, A
δ
)
in the same way as Ŝ (θ, h; α˜n) and obtain the same orders, uniformly over Θn × Hn, uni-
formly with respect to {α˜n} and uniformly in δ ∈ [0, δ0], for some small δ0. Note that Aδ
shrinks to the set
{
z : f
(
zT θ0; θ0
)
= c
}
as δ → 0. Therefore, the constants appearing in
the dominating terms of the decomposition of Ŝ
(
θ, h; α˜n, A
δ
)
vanishes as δ → 0, provided
that P
[
f
(
ZT θ0; θ0
)
= c
]
= 0. Consequently, the OP (·) orders are transformed in oP (·)
orders and thus Ŝ
(
θ, h; α˜n, A
δ
)
= oP (Ŝ (θ, h; α˜n, A)), uniformly in θ ∈ Θn, h ∈ Hn and α˜n a
sequence convergent to α∗, in probability, provided that δ → 0. The proof is complete.
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