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1 Introduction
Given A ∈ Rm×n and b ∈ Rm, the linear least squares (LS) problem is
min
x
 b − Ax 2. (1)
It is well known that solving (1) is equivalent to solving the normal equations
ATAx = ATb. (2)
We assume throughout that A has full column rank. Under this assumption, the unique solution ˆ x to (1)
and (2) is
ˆ x = (ATA)−1ATb ≡ A†b. (3)
See for example [2] and [8] for useful background.
In this paper we propose practical stopping criteria for the iterative solution of large sparse LS prob-
lems. In particular, we consider the algorithm LSQR of Paige and Saunders [17, 18], which we brieﬂy
review in Section 2. Our results, however, could also be applicable to other conjugate gradients type al-
gorithms, such as the method of conjugate gradients [12] applied to the system of normal equations (2),
called CGLS in [18]; see also [2, 3].
In Section 3 we deﬁne what we mean by an acceptable LS solution and review two conditions
recently presented in [5] to determine if a given iterate xk is an acceptable LS solution. The ﬁrst criterion
requires the computation of the projection  PArk 2, where PA ≡ AA† is the orthogonal projector onto
the range of A and rk ≡ b − Axk, while the second involves the computation of the so-called minimal
backward error for the LS problem, which we denote µ.
Both  PArk 2 and µ are much too expensive to compute to be used directly in large sparse appli-
cations. A contribution of this paper is ﬁnding estimates of these two quantities that can be computed
efﬁciently at every iteration of LSQR. We discuss methods to estimate the projection  PArk 2 in Sec-
tion 4 and the backward error µ in Section 5.
We generally use upper-case letters for matrices, lower-case Roman letters for vectors and indices,
and lower-case Greek letters for scalars. The vector ej is the j-th column of the unit matrix I. We use
 A 2 and  A F to denote the 2-norm and Frobenius norm of A, respectively, and  A 2,F when either
can be used (consistently throughout an expression). Assuming A has full column rank, its Moore-
Penrose generalized inverse is given by A† ≡ (ATA)−1AT. We use PA ≡ AA† and P⊥
A ≡ I − PA
for the orthogonal projectors onto the range of A and its orthogonal complement (the null-space of
AT), respectively. Finally, σmax(A) and σmin(A) stand for the largest and smallest singular value of A,
respectively, and κ2,F(A) ≡  A 2,F A† 2,F.
Throughout this paper we illustrate our results with convergence plots produced using MATLAB
with IEEE 754 double precision arithmetic with the unit roundoff u ≈ 10−16. Test problem 1 comes
from a surveying application. The matrix A is “well1850.mtx”, a 1850 × 712 matrix from the Matrix
Market [4] with 8755 non-zero entries, 2-norm 1.7, and 2-norm condition number 1.1 × 102. In test
problem 2 we use an m × n matrix A = UΣV T, where m = 800 and n = 200. The following factors
are used: U ∈ Rm×m and V ∈ Rn×n are the full orthogonal Q factors of the QR decomposition of
random matrices, and Σ = diag(σi) ∈ Rm×n with
σi ≡
 
⌊(i − 1 + 5)/5⌋   5/n
 3
, i = 1,...,n.
Integer division is used here to obtain repeated singular values. This marix has 2-norm 1.0 and 2-norm
condition number 6.4 × 104. For each test problem the right-hand side vector b is formed as follows:
b = A[n,n − 1,...,1]T + 10−5[1,2,...,m]T.P. JIR´ ANEK AND D. TITLEY-PELOQUIN 3
2 Algorithm LSQR
In this section we give a brief overview of the method LSQR proposed in [17, 18]. The algorithm is
based on a variant of the Golub-Kahan iterative bidiagonalization procedure [7, §2], which, given the
matrix A and the starting vector b, generates the sequences of vectors ui, vi and scalars αi, βi satisfying
the recurrences
β1u1 = b, α1v1 = ATu1,
for k = 1,2,...
βk+1uk+1 = Avk − αkuk,
αk+1vk+1 = ATuk+1 − βk+1vk.
(4)
The coefﬁcients αi ≥ 0 and βi ≥ 0 are computed such that  ui 2 =  vi 2 = 1. Gathering the vectors
Uk ≡ [u1,...,uk], Vk ≡ [v1,...,vk], and deﬁning the lower bidiagonal matrices Bk ∈ R(k+1)×k and
Bk by
Bk ≡


   


α1
β2 α2
β3
...
... αk
βk+1


   


, Bk ≡ [Bk, αk+1ek+1], (5)
the relations (4) can be written in the compact matrix form
Uk+1(β1e1) = b, (6a)
AVk = Uk+1Bk, (6b)
ATUk+1 = VkBT
k + αk+1vk+1eT
k+1 = Vk+1B
T
k . (6c)
In exact arithmetic the matrices Uk+1 and Vk+1 each have orthonormal columns; however, the orthogo-
nality is lost very quickly in presence of rounding errors. The bidiagonalization algorithm can be derived
by considering the Lanczos process [15] applied to the symmetric indeﬁnite system
 
I A
AT 0
  
r
x
 
=
 
b
0
 
,
which is the augmented system associated to the LS problem (1), cf. [2, §1.1.4].
The k-th iterate of LSQR has the form xk = Vkyk, where the vector of coordinates yk is chosen such
that the residual rk ≡ b − Axk has minimal 2-norm. Using (6a) and (6b), rk can be expressed as
rk = b − AVkyk = Uk+1tk, tk ≡ β1e1 − Bkyk. (7)
Therefore, rk has the minimal 2-norm if and only if yk is the solution of the LS problem
min
y
 β1e1 − Bky 2. (8)
It can be shown by induction that
range(Vk) = span
 
ATb,(ATA)ATb,...,(ATA)k−1ATb
 
= Kk(ATA,ATb),
i.e., the columns of Vk form an orthonormal basis of the Krylov subspace generated by the matrix ATA
and the vector ATb. Thus xk is the minimum residual approximation of ˆ x in the Krylov subspace
Kk(ATA,ATb). Because yk is the exact solution of (8), we have using (6b) and (7) that
rT
k AVk = rT
k Uk+1Bk = (β1e1 − Bkyk)TBk = 0. (9)4 ESTIMATING THE MINIMAL BACKWARD ERROR IN LSQR
In other words, the LSQR approximation xk is characterized by
xk ∈ Kk(ATA,ATb), rk = b − Axk ⊥ AKk(ATA,ATb). (10)
Note that the bidiagonalization algorithm breaks down when either αk+1 = 0 or βk+1 = 0 in (4). In
such a case the iterate xk is the exact solution of the least squares problem (1), but βk+1 = 0 can happen
only if the system Ax = b in (1) is consistent; see for example [16].
The bidiagonal LS problem (8) can be solved by a successive transformation of Bk to upper trian-
gular form using a product of reﬂections Qk, leading to
Qk[Bk,β1e1] =
 
Rk fk
0 ¯ φk+1
 
, Rk ≡

 
 

ρ1 θ2
ρ2
...
... θk
ρk

 
 

, fk ≡



φ1
. . .
φk


. (11)
The k-th reﬂection is designed to zero βk+1 with the element directly above it, and has the form
 
ck sk
sk −ck
  
¯ ρk 0 ¯ φk
βk+1 αk+1 0
 
=
 
ρk θk+1 φk
0 ¯ ρk+1 ¯ φk+1
 
, (12)
where ¯ ρ1 = α1 and ¯ φ1 = β1.
From (11), the solution of the bidiagonal LS problem (8) is yk = R−1
k fk, while the minimal residual
tk and corresponding residual rk = b − Axk in (7) can be expressed, respectively, as
tk = ¯ φk+1QT
k ek+1, rk = Uk+1tk = ¯ φk+1Uk+1QT
k ek+1. (13)
Note from the above that  rk 2 = ¯ φk+1, so the 2-norm of the residual vector can easily be obtained
without actually computing the residual vector rk. The relation  ATrk 2 = ˆ φk+1αk+1|ck| can also
easily be derived, while  A 2 is usually well estimated by  Bk 2; see [18, §5].
A short recurrence for the xk can be obtained by noticing that the ﬁrst k − 1 elements of fk in (11)
form the vector fk−1 from the previous step. Deﬁning
Wk ≡ [w1,...,wk] ≡ VkR−1
k Dk, Dk ≡ diag(Rk), (14)
we obtain
xk = Vkyk = WkD−1
k fk = [Wk−1,wk]
 
D−1
k−1
ρ−1
k
  
fk−1
φk
 
= xk−1 +
φk
ρk
wk. (15)
A short recurrence for the wk can also be obtained. Solving Wk+1D−1
k+1Rk+1 = Vk+1 by forward
substitution gives
wk+1 = vk+1 −
θk+1
ρk
wk, w1 = v1.
The implementation of LSQR shown in Algorithm 1 requires two matrix-vector multiplications with
A and AT per iteration and stores only the latest columns of Uk+1, Vk+1, and Wk+1 together with the
actual iterate xk.
3 Acceptable LS Solutions
Following the nomenclature in [5], we say that an iterate xk ∈ Rn an acceptable LS solution when
it is the exact solution of a LS problem within some speciﬁed range of relative errors in the data. In
other words, an iterate xk is an acceptable LS solution if and only if there exist perturbations E and f
satisfying
(A + E)T(A + E)xk = (A + E)T(b + f),  E 2,F ≤ α A 2,F,  f 2 ≤ β b 2, (16)P. JIR´ ANEK AND D. TITLEY-PELOQUIN 5
Algorithm 1 LSQR
• Initialize:
β1u1 = b, α1v1 = ATu1, w1 = v1, x0 = 0, ¯ φ1 = β1, ¯ ρ1 = α1
• Main loop:
for k = 1,2,3,...
• Continue the bidiagonalization:
βk+1uk+1 = Avk − αkuk
αk+1vk+1 = ATuk+1 − βk+1vk
• Form the k-th reﬂection:
ρk = (¯ ρ2
k + β2
k+1)1/2, ck = ¯ ρk/ρk, sk = βk+1/ρk
• Apply the reﬂection:
θk+1 = skαk+1, ¯ ρk+1 = −ckαk+1, φk = ck¯ φk, ¯ φk+1 = sk¯ φk
• Update xk and wk+1:
xk = xk−1 + (φk/ρk)wk
wk+1 = vk+1 − (θk+1/ρk)wk
• Test for convergence and exit if xk is an acceptable LS solution.
for some chosen values of α and β (distinct from the elements αk and βk of Bk).
One choice for the parameters α and β of particular interest is α = O(u) and β = O(u), where u
denotes the unit roundoff. If (16) holds with this choice of parameters then xk is a so-called backward
stable LS solution. Statistical arguments can also be used to pick α and β. For example, one can show
that the statistical stopping criteria proposed by Arioli and Gratton in [1, §3.1.1] are triggered if and
only if (16) holds with α = 0 and β chosen using the inverse cummulative distribution function of the
chi-squared probability distribution. We refer the interested reader to the discussion in [1].
In the following we review two conditions that can be used to verify if (16) holds, one of which is
both necessary and sufﬁcient.
For any chosen α and β, (16) holds if and only if ξ2,F(xk,α,β) ≤ 1, where
ξ2,F(xk,α,β) ≡ min
E,f,ξ
 
ξ :(A + E)T[b + f − (A + E)xk] = 0,
 E 2,F ≤ ξα A 2,F,  f 2 ≤ ξβ b 2
 
.
(17)
Theanalyticalsolutionof(17)remainsanopenquestion. Belowwepresenttightboundsonξ2,F(xk,α,β).
Stopping criteria for the iterative solution of large sparse LS problems are commonly based on upper
bounds on ξ2,F(xk,α,β). For example, it is recommended in [18, §5] to stop as soon as an iterate xk
with corresponding residual rk ≡ b − Axk satisfy
 rk 2 ≤ α A 2,F xk 2 + β b 2 or  ATrk 2 ≤ α A 2,F rk 2. (18)
These stopping criteria are based on the following upper bounds on ξ2,F(xk,α,β) of Rigal and Gaches
[19] and Stewart [20], [21, Theorem 5.5], respectively:
ξ2,F(xk,α,β) ≤
 rk 2
α A 2,F xk 2 + β b 2
,
ξ2,F(xk,α,β) ≤
 ATrk 2
α A 2,F rk 2
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They give sufﬁcient but not necessary conditions for ξ2,F(xk,α,β) ≤ 1. It was shown in [5, §4] that
in many practical situations the stopping criteria in (18) can detect an acceptable LS solution several
iterations too late, or even fail altogether to detect that an acceptable LS solution has been obtained.
The following asymptotically tight upper bound on ξ2,F(xk,α,β) was given in [5, Theorem 5.1].
Lemma 3.1. Given A ∈ Rm×n, b ∈ Rm and xk ∈ Rn, deﬁne rk ≡ b − Axk and ξ2,F(xk,α,β) as
in (17). Then
ξ2,F(xk,α,β) ≤ ψ2,F(xk,α,β) ≡
 PArk 2
α A 2,F xk 2 + β b 2
, (19)
and letting ˆ x denote the true LS solution of (1),
lim
xk→ˆ x
ξ2,F(xk,α,β)
ψ2,F(xk,α,β)
= 1. (20)
Recall that a given vector xk ∈ Rn is an acceptable LS solution if and only if ξ2,F(xk,α,β) ≤ 1.
As a result of Lemma 3.1, if
 PArk 2 ≤ α A 2,F xk 2 + β b 2 (21)
then ξ2,F(xk,α,β) ≤ 1 and xk is an acceptable LS solution. From (20) we can expect the bound in (19)
to be tight if xk is sufﬁciently close to the true LS solution ˆ x. Numerical tests performed in [5] suggest
that this bound is often tight even when xk is very far from ˆ x.
The minimization problem in Lemma 3.2 was solved in [25, §2]. It is commonly referred to as a
minimal backward error problem; see for example [9] and the references therein.
Lemma 3.2. Given A ∈ Rm×n, b ∈ Rm, 0  = xk ∈ Rn and θ > 0, deﬁne
rk ≡ b − Axk, ωk ≡
θ rk 2  
1 + θ2 xk 2
2
, Nk ≡ [A, ωk(I − rkr
†
k)].
Then
µ(xk,θ) ≡ min
∆A,∆b
 
 [∆A,θ∆b] F : (A + ∆A)T[(b + ∆b) − (A + ∆A)xk] = 0
 
= min
 
ωk, σmin(Nk)
 
.
(22)
We use the notation
µ(xk,∞) ≡ lim
θ→∞
µ(xk,θ) = min
∆A
 
 ∆A F : (A + ∆A)T[b − (A + ∆A)xk] = 0
 
.
Gu [10] gave a relationship between the quantities µ(xk,∞) and ξ2,F(xk,α,β) in the special case when
α = β. The following lemma, proven in [5, Theorem 6.2], shows how we can use µ(xk,θ) with an
appropriate ﬁnite θ in (22) to determine if xk is an acceptable LS solution in the Frobenius norm for any
choice of α and β in (17).
Lemma 3.3. Given full column rank A ∈ Rm×n, b ∈ Rm and 0  = xk ∈ Rn, deﬁne rk ≡ b − Axk,
ξF(xk,α,β) as in (17) and µ(xk,θ) as in (22). Let
θ = ˆ θ ≡
α A F
β b 2
. (23)
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ξF(xk,α,β) ≤
µ(xk, ˆ θ)
α A F
≤
√
2ξF(xk,α,β). (24)
Recall that xk is an acceptable LS solution if and only if ξ2,F(xk,α,β) ≤ 1, but that at present no ex-
plicitformulaisknownforcomputingξ2,F(xk,α,β). Lemma3.3statesthatthequantityµ(xk, ˆ θ)/(α A F)
always lies within a factor
√
2 of ξF(xk,α,β). The following is therefore a near optimal test to verify if
a given iterate xk is an acceptable LS solution in the Frobenius norm, for any choice of α and β in (17):
µ(xk, ˆ θ) ≤ α A F, with ˆ θ =
α A F
β b 2
. (25)
In summary, the quantities  PArk 2 and µ(xk, ˆ θ) can be used to determine if an iterate xk is an
acceptable LS solution or a backward stable LS solution. Both these quantities, of course, are much too
expensive to compute to be used directly in stopping criteria for the iterative solution of practical large
sparse problems. In the next sections we present new bounds on and estimates of  PArk 2 and µ(xk,θ)
that can be estimated efﬁciently at every iteration of LSQR. These estimates can be used in (21) and (25),
respectively, to give practical stopping criteria for the iterative solution of large sparse LS problems.
4 Estimating  PArk 2 efﬁciently
In this section we discuss ways to estimate  PArk 2 efﬁciently in LSQR.
The following lemma relates the quantities  PArk 2 and  ATrk 2. It can easily be proven using the
singular value decomposition of A; see for example [5].
Lemma 4.1. Given A ∈ Rm×n, b ∈ Rm and xk ∈ Rn, deﬁne rk ≡ b − Axk. Then
 ATrk 2 = ¯ σk PArk 2
for some ¯ σk in the closed interval [σmin(A),σmax(A)].
The following bounds on  PArk 2 follow immediately from Lemma 4.1:
 ATrk 2
σmax(A)
≤  PArk 2 ≤
 ATrk 2
σmin(A)
. (26)
The above lower bound can be estimated at virtually no extra cost in LSQR, since reliable estimates
of  ATrk 2 and σmax(A) are available essentially free at every iteration; see Section 2. Accurately
estimating the smallest singular value of A, however, is much more challenging, so the above upper
bound is not as practically useful.
These bounds are plotted in Figure 1. Here we have explicitly computed  ATrk 2 and the extreme
singular values of A. Using LSQR’s estimates of  ATrk 2 and σmax(A) in the lower bound gave very
similar results. It is easy to see from (26) that the bounds are simultaneously tight only in very well-
conditioned problems (in which κ2(A) = σmax(A)/σmin(A) ≈ 1). In the problems we have tested, we
have observed that the lower bound is usually tighter than the upper bound, especially late in the LSQR
iteration process.
With ˆ x = A†b denoting the true LS solution of (1), the quantity  ˆ x − xk ATA ≡  A(ˆ x − xk) 2
is often referred to as the energy norm of the error. The following lemma shows that the projection
 PArk 2 is in fact  ˆ x − xk ATA.
Lemma 4.2. Given A ∈ Rm×n with full column rank and b ∈ Rm, let ˆ x be the true LS solution of (1).
For any approximate solution xk ∈ Rn, deﬁne rk ≡ b − Axk. Then
 PArk 2 =  ˆ x − xk ATA. (27)8 ESTIMATING THE MINIMAL BACKWARD ERROR IN LSQR
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Figure 1: The bounds (26) on  PArk 2
Proof. Since PA = AA† and the true LS solution is ˆ x = A†b,
 PArk 2 =  AA†(b − Axk) 2 =  A(ˆ x − xk) 2 =  ˆ x − xk ATA.
It follows from (10) that, at least in exact arithmetic, LSQR is equivalent to the method of conjugate
gradients (CG) of Hestenes and Stiefel [12] applied to the normal equations (2). Many estimates of the
energy norm of the error in CG have been studied, as discussed for example in [22, 23], and these can
be extended to estimate  PArk 2 in LSQR. In the following we derive one such estimate, originally
proposed for CG in [12, Theorem 6.1], and recently extended to CGLS in [1], directly for LSQR. We
also provide a useful new way to interpret this estimate.
Theorem 4.1. Given A ∈ Rm×n with full column rank and b ∈ Rm, let ˆ x be the true LS solution of (1)
and xk be the k-th iterate of LSQR with rk ≡ b − Axk. Then using the notation of Algorithm 1, for any
non-negative scalars k and d,
 ˆ x − xk 2
ATA =  ˆ x − xk+d 2
ATA +
k+d  
i=k+1
φ2
i. (28)
Proof. We can write
 ˆ x − xk 2
ATA =  ˆ x − xk+1 + xk+1 − xk 2
ATA
=  ˆ x − xk+1 2
ATA +  xk+1 − xk 2
ATA + 2(rk+1 − ˆ r)TA(xk+1 − xk). (29)
The last term in the above equation is identically 0, since both ˆ rTA = 0 and from (9)
rT
k+1A(xk+1 − xk) = rT
k+1AVk+1
 
yk+1 −
 
yk
0
  
= 0.
Furthermore in LSQR we have xk+1 = xk + (φk+1/ρk+1)wk+1; see (15). Thus (29) becomes
 ˆ x − xk 2
ATA =  ˆ x − xk+1 2
ATA + (φk+1/ρk+1)2 Awk+1 2
2.
Repeating this argument d − 1 times gives
 ˆ x − xk 2
ATA =  ˆ x − xk+d 2
ATA +
k+d  
i=k+1
(φi/ρi)2 Awi 2
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It remains to show that  Awi 2 = ρi. Using (14) along with (6b) and (11), we obtain
Awi = AWiei = AViR−1
i Diei = Ui+1BiR−1
i Diei = Ui+1QT
i
 
Ii
0
 
ρiei,
and thus  Awi 2 = ρi, completing the proof.
We can use Theorem 4.1 to estimate  PArk 2 =  ˆ x − xk ATA as follows. Ignoring the  ˆ x −
xk+d 2
ATA term in (28) gives
 ˆ x − xk 2
ATA ≥
k+d  
i=k+1
φ2
i ≡ λ2
d(xk). (30)
The hope is that
 ˆ x − xk 2
ATA ≫  ˆ x − xk+d 2
ATA (31)
in (28), and thus that the bound in (30) is tight. This is certainly reasonable for large enough d, since in
LSQR the quantity  PArk 2 =  ˆ x − xk ATA is theoretically strictly monotonically decreasing with k
and converges to 0; see for example the discussion in [5].
Notice that the estimate λd(xk) can be computed at essentially no extra cost in LSQR, but d addi-
tional iterations have to be performed in order to estimate  ˆ x − xk ATA. A larger value of d results in a
longer such delay; however, it also produces a larger difference in (31) and thus a tighter bound in (30).
Values of d as small as d = 5 can give excellent results in well-conditioned problems, as illustrated
with test problem 1 in Figure 2. Higher values of d are required in more ill-conditioned problems, when
 PArk 2 decreases very slowly or in a staircase pattern and (31) is thus not valid for small d; see for
example test problem 2 in Figure 2. The use of smaller values of d, however, is usually sufﬁcient when
a good preconditioner is applied. A better understanding of why this projection can decrease in such a
pattern would allow us to make a more informed choice of d, even perhaps to modify d at each iteration.
We leave this for a future investigation.
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N  PArk 2, λ5(xk), ∗ λ10(xk), λ25(xk),
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Figure 2: Estimating  PArk 2 using λd(xk) in (30) with various values of d.
Note in Figure 2 that λd(xk) continues to decrease even when  PArk 2 hits a plateau near the
tolerance u( A 2 xk 2 +  b 2). In practice, as soon as  PArk 2 = O(u)( A 2 xk 2 +  b 2) we
should conclude from Lemma 3.1 that xk is a backward stable iterate and stop the iteration. See also [3]
for the discussion on the attainable accuracy of conjugate gradients type methods for LS problems in
terms of the backward error.
The following theorem gives another useful way of interpreting the estimate λd(xk).10 ESTIMATING THE MINIMAL BACKWARD ERROR IN LSQR
Theorem 4.2. The estimate λd(xk) in (30) satisﬁes
λd(xk) =  B
†
k+dB
†
k+dˆ tk 2 (32)
where Bk+d is the matrix deﬁned in (5) at the iteration step k + d and ˆ tk ≡ [tT
k , 0]T, with tk given
in (7).
Proof. Due to (11), B
†
k+d = [R−1
k+d, 0]Qk+d. Note that
Qk+d = Hk+d ...H1, ˆ Qk ≡ diag(Qk,Id) = Hk ...H1,
where each Hi ∈ R(k+d+1)×(k+d+1) is the elementary reﬂection described by (12). Using (13), ˆ tk =
ˆ QT
k ¯ φk+1ek+1, where ek+1 is the (k + 1)-st column of Ik+d+1. It follows that
Qk+dˆ tk = Qk+d ˆ QT
k ¯ φk+1ek+1 = Hk+d ...Hk+1¯ φk+1ek+1
= [0, ..., 0, φk+1, ..., φk+d, ¯ φk+d+1]T,
(33)
and therefore
B
†
k+dB
†
k+dˆ tk = QT
k+d
 
Rk+d
0
 
[R−1
k+d, 0]Qk+dˆ tk
= QT
k+d[0, ..., 0, φk+1, ..., φk+d, 0]T.
Taking the norm we obtain ﬁnally
 B
†
k+dB
†
k+dˆ tk 2
2 =
k+d  
i=k+1
φ2
i = λ2
d(xk).
Consider the iterate xk = Vkyk with residual rk computed at step k of LSQR. In the bases Vk+d and
Uk+d+1, the vectors xk and rk have coordinates
xk = Vkyk = Vk+d
 
yk
0
 
≡ Vk+dˆ yk, rk = Uk+1tk = Uk+d+1
 
tk
0
 
= Uk+d+1ˆ tk.
Theorem 4.2 states that the estimate λd(xk) is precisely the 2-norm of the projected residual ˆ tk =
β1e1 − Bk+dˆ yk associated to the projected problem (8) solved by LSQR at the iteration k + d.
The estimate λd(xk) of  PArk 2 allows us to use (21) as a practical stopping criterion in LSQR.
In the next section we turn our attention to estimating µ(xk, ˆ θ) in (22) efﬁciently, using the ideas of
Theorem 4.2, so that (25) can also be used as a stopping criterion in practical large sparse applications.
5 Estimating µ(xk,θ)
Recall from Lemma 3.3 that we are interested in estimating µ(xk, ˆ θ), with a speciﬁc ﬁnite ˆ θ. Many
estimates of µ(xk,∞) exist in the literature; see for example [9, §4] and the references therein. These
can readily be generalized to estimate µ(xk,θ) for any ﬁnite θ > 0. Very few of these estimates,
however, are truly suitable for use in large sparse applications, since most either cost O(mn2) ﬂops to
compute, assume that a factorization of A is available, or are themselves iterative. (Here we are not
interested in nesting an iterative method to compute µ(xk, ˆ θ) at each iteration of LSQR.)
In Section 5.1 we give practical new bounds on µ(xk,θ) that are analogous to the estimate λd(xk)
for  PArk 2 given in Section 4. In Section 5.2 we show how an asymptotic estimate of µ(xk,θ) can be
estimated efﬁciently, using the ideas of Theorem 4.2.P. JIR´ ANEK AND D. TITLEY-PELOQUIN 11
5.1 Practical bounds on µ(xk,θ)
Suppose that P and Q are orthogonal projectors onto the subspaces range(P) ⊂ Rm and range(Q) ⊂
Rn, and consider the least squares problem
min
z∈range(Q)
 P(b − Az) 2. (34)
Let the columns of the matrices U and V form orthonormal bases of range(P) and range(Q), respec-
tively, so that P = UUT and Q = V V T. Denoting B = UTAV , c = UTb, and z = V y, we have
min
z∈range(Q)
 P(b − Az) 2 = min
y  c − By 2. (35)
Note from (6) that choosing U = Uk+d+1 and V = Vk+d leads to c = β1e1 and B = Bk+d, that is,
the bidiagonal least squares problem (8) solved by LSQR at the iteration step k + d, while choosing
U = Uk+d+1 and V = Vk+d+1 leads to c = β1e1 and B = Bk+d.
Given an approximate solution of the form xk = V ˜ y, here the k-th iterate of LSQR, we can ask
how well the vector of coordinates ˜ y satisﬁes the suitably projected least squares problem (35). In other
words, we can approximate the value of µ(xk,θ) by computing the minimal backward error deﬁned in
Lemma 3.2 of the vector ˜ y associated to the projected problem. In the following, we show that for any
d ≥ 0 the choice U = Uk+d+1 and V = Vk+d leads to a lower bound on µ(xk,θ), while U = Uk+d+1
and V = Vk+d+1 leads to an upper bound. In the bases Vk+d and Vk+d+1, the vector xk has coordinates
xk = Vk+d
 
yk
0d
 
= Vk+dˆ yk, xk = Vk+d+1
 
yk
0d+1
 
≡ Vk+d+1yk.
We deﬁne
µ
d(xk,θ) ≡ min
∆B,∆c
 
 [∆B,θ∆c] F :
(Bk+d + ∆B)T[(β1e1 + ∆c) − (Bk+d + ∆B)ˆ yk] = 0
 
,
(36a)
µd(xk,θ) ≡ min
∆B,∆c
 
 [∆B,θ∆c] F :
(Bk+d + ∆B)T[(β1e1 + ∆c) − (Bk+d + ∆B)yk] = 0
 
.
(36b)
Using Lemma 3.2 and the fact that
ˆ tk = β1e1 − Bk+dˆ yk = β1e1 − Bk+dyk,
we obtain
µ
d(xk,θ) = min{ωk, σmin(Nk,d)}, µd(xk,θ) = min{ωk, σmin(Nk,d)}, (37)
where
Nk,d ≡ [Bk+d, ωk(I − ˆ tkˆ t
†
k)], Nk,d ≡ [Bk+d, ωk(I − ˆ tkˆ t
†
k)]. (38)
Theorem 5.1. Let A ∈ Rm×n, b ∈ Rm, and let xk = Vkyk be the approximate solution to the least
squares problem (1) computed by LSQR at the iteration step k. Let µ(xk,θ) be the minimal backward
error deﬁned in Lemma 3.2 associated to xk for a given θ > 0 and let µ
d(xk,θ) and µd(xk,θ) be deﬁned
by (37) for a given d ≥ 0. Then
µ
d(xk,θ) ≤ µ(xk,θ) ≤ µd(xk,θ). (39)
In addition,
0 = µ
0(xk,θ) ≤     ≤ µ
l(xk,θ) = µ(xk,θ) = µl(xk,θ) ≤     ≤ µ0(xk,θ) (40)
for some l ≤ n − k.12 ESTIMATING THE MINIMAL BACKWARD ERROR IN LSQR
Proof. First we prove the lower bound in (39). If σmin(Nk) > ωk then µ
d(xk,θ) ≤ µ(xk,θ) holds since
µ
d(xk,θ) = min{ωk, σmin(Nk,d)} ≤ ωk = min{ωk, σmin(Nk)} = µ(xk,θ).
On the other hand assume that σmin(Nk) ≤ ωk, i.e., µ(xk,θ) = σmin(Nk). Let ˜ U and ˜ V be such that
U = [Uk+d+1, ˜ U] and V = [Vk+d, ˜ V ] are orthogonal matrices. Then using (6b) and (13),
UTNk
 
V 0
0 U
 
=
 
Bk+d C ωk(I − ˆ tkˆ t
†
k) 0
0 D 0 ωkI
 
, (41)
where C = UT
k+d+1A˜ V and D = ˜ UTA˜ V . Owing to the interlacing property of singular values, see,
e.g., [13, Corollary 3.1.3], the smallest singular value of Nk is not less than the smallest singular value
of the matrix  
Bk+d ωk(I − ˆ tkˆ t
†
k) 0
0 0 ωkI
 
=
 
Nk,d 0
0 ωkI
 
obtained from (41) after deleting the columns corresponding to the matrices C and D. Hence
µ(xk,θ) = min{ωk, σmin(Nk)} = σmin(Nk) ≥ min{ωk, σmin(Nk,d)} = µ
d(xk,θ)
due to the assumption σmin(Nk) ≤ ωk. The lower bounds (40) on µ(xk,θ) follow from the inter-
lacing property as well. Since yk is the exact solution of the least squares problem (8), it follows that
µ
0(xk,θ) = 0, while the existence of l such that µ
l(xk,θ) = µ(xk,θ) follows from the ﬁnite termination
property of LSQR.
To prove the upper bound in (39) we have
σmin(Nk) = min
z;  z 2=1
 
     
 
AT
ωk(I − rkr
†
k)
 
z
 
     
2
≤ min
˜ z;  ˜ z 2=1
 
     
 
AT
ωk(I − rkr
†
k)
 
Uk+d+1˜ z
 
     
2
= min
˜ z;  ˜ z 2=1
 
     
 
ATUk+d+1
Uk+d+1ωk(I − ˆ tkˆ t
†
k)
 
˜ z
 
     
2
= min
˜ z;  ˜ z 2=1
     
   
 
Vk+d+1B
T
k+d
Uk+d+1ωk(I − ˆ tkˆ t
†
k)
 
˜ z
     
   
2
= min
˜ z;  ˜ z 2=1
 
       
 
B
T
k+d
ωk(I − ˆ tkˆ t
†
k)
 
˜ z
 
       
2
= σmin(Nk,d).
Ithencefollowsthatµ(xk,θ) ≤ µd(xk,θ). Theupperbounds(40)followfromthefactthatwithgrowing
d we are enlarging the subspace range(Uk+d+1) over which we are minimizing to obtain the upper
bounds. Since Nk,l differs from Nk,l only by a zero column, we have the equality µ(xk,θ) = µl(xk,θ).
In order to evaluate the estimates µ
d(xk,θ) and µd(xk,θ) deﬁned by (36) and (37), we need to
be able to efﬁciently compute the smallest singular value of the matrices Nk,d and Nk,d in (38). Let
ˆ Qk = diag(Qk,Id), where Qk is the matrix of k reﬂections from (11). Using (13), the matrix Nk,d is
orthogonally similar to the matrix
Mk,d ≡ ˆ QkNk,d
 
Ik+d 0
0 ˆ QT
k
 
= [ ˆ QkBk+d, ωk(I − ek+1eT
k+1)],
where ek+1 is the (k + 1)-st column of Ik+d+1 here. The matrix ˆ QkBk+d is the partially transformedP. JIR´ ANEK AND D. TITLEY-PELOQUIN 13
matrix Bk+d and, using the notation of Algorithm 1, has the form
ˆ QkBk+d =


   
   
  
  

ρ1 θ2
ρ2 θ3
... ...
ρk θk+1
¯ ρk+1
βk+2 αk+2
βk+3
...
... αk+d
βk+d+1


   
   
  
  

.
Schematically, the matrix Mk,d has the following structure:


   
  
   
  
 

× × ×
× × ×
... ... ...
× × ×
× 0
× × ×
×
... ×
... ×
...
× ×


   
  
   
  
 

← k+1 .
Due to the special structure of Mk,d, its smallest singular value can be computed using only O(k+d)
ﬂops and storing only O(k+d) extra numbers. First we use Givens rotations to transform Mk,d to upper
bidiagonal form. In the following, we present one way to do this.
WeapplyGivensrotationsfromtherighttoeliminatetheelementsoftheωk(I−ek+1eT
k+1)blockone
by one. The ﬁrst k elements are zeroed with the corresponding diagonal of Mk,d, proceeding upwards
from the k-th element to the ﬁrst. To avoid ﬁll-in, each new non-zero element is immediately zeroed
with its neighbor. Below we illustrate schematically the ﬁrst two such Givens rotations for the case
k = 3, d = 2. We use ×’s to represent non-zero elements and •’s for the elements that are modiﬁed at
the step shown. 

  
   

× × ×
× • • •
• × •
× 0
× × ×
× ×
¨ ¥
§ ¦ ← − − − − − − − − − −
¨ ¥
§ ¦ ← −
1
2


  
   

.
Once the ﬁrst k elements of the ωk(I − ek+1eT
k+1) block have been zeroed, a similar process is applied
to the last d elements, proceeding down elements k + 2 through k + d + 1. Below we illustrate the ﬁrst
two such Givens rotations:

   
  


× × 0
× × 0
× × 0
× 0
× • •
• • •
¨ ¥
§ ¦ ← − − − − − − − − − −¨ ¥
§ ¦ − →
1
2

   
  


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Note that in the last such transformation, the bottom right element is merely permuted with the corre-
sponding zero diagonal element:

 
  
  

× × 0
× × 0
× × 0
× 0
× × 0
× • •
¨ ¥
§ ¦ ← − − − − − − − − − −

 
  
  

. (42)
After the entire ωk(I − ek+1eT
k+1) block has been eliminated, Givens rotations can be applied from the
left to bring the matrix to bidiagonal form:

   
  


× × 0
× × 0
× × 0
• • 0
• • • 0
• • 0
¨ ¥
§ ¦
↑
¨ ¥
§ ¦
↑
1
2

   
  


.
A total of O(k+d) Givens rotations are required. The smallest singular value of the resulting bidiagonal
matrix can be computed using the method of bisection; see for example [6, §5.3.4 and §5.4.1]. Because
we require only one singular value (the smallest), this costs O(k + d) in ﬂops and storage. Thus the
lower bound µ
d(xk,θ) can be computed using O(k + d) ﬂops and storing O(k + d) numbers.
The computation of µd(xk,θ) can be treated in the same way. The matrix Nk,d is orthogonally
similar to the matrix
Mk,d ≡ ˆ QkNk,d
 
Ik+d+1 0
0 ˆ QT
k
 
= [ ˆ QkBk+d, ωk(I − ek+1eT
k+1)]
= [ ˆ QkBk+d, αk+d+1ek+d+1, ωk(I − ek+1eT
k+1)],
which differs from Mk,d by one column αk+d+1ek+d+1. The only difference is that the element in the
position (k + d + 1,2k + 2d + 1) is not permuted as in (42) but eliminated by a Givens rotation with
the diagonal element αk+d+1. Hence the results of bidiagonalizing Mk,d and Mk,d differ in just two
elements of the last nonzero column. However, we have to recompute the singular values of Mk,d and
Mk,d from scratch at every iteration, since the right block of both matrices depends on ωk and generally
changes at each step.
The lower bounds µ
d(xk,θ) and upper bounds µd(xk,θ) for the minimal backward error µ(xk,θ)
are compared with the true value µ(xk,θ) in Figures 3 and 4 for various values of the parameter d.
Here we have set α = β and θ = ˆ θ =  A F/ b 2; see (23). Note from (40) that only the upper
bound is meaningful for d = 0. As suggested by Theorem 5.1, the quality of the estimates seems to
be increasing with higher d; this is the case in particular for the lower bound µ
d(xk,θ) in Figure 3. In
fact, µ
d(xk,θ) seems to behave much in the same way as λd(xk); see Figures 2 and 3. Recall from
Theorem 4.2 that λd(xk) represents the 2-norm of the projected residual ˆ tk associated to the bidiagonal
least squares problem (8) at the iteration step k + d, while the lower bound µ
d(xk,θ) is the solution to
the minimal backward error problem (36a) for the corresponding vector of coordinates ˆ yk. Using (20)
and (24) we can claim that the estimates λd(xk)/(α A F xk 2 + b 2) and µ
d(xk, ˆ θ)/(α A F) of the
quantity ξF(xk,α,β) are in a sense asymptotically close, which could explain their similar behavior.
The comments on the choice of d for the estimate λd(xk) in Section 4 also apply to µ
d(xk,θ) and
µd(xk,θ) here.P. JIR´ ANEK AND D. TITLEY-PELOQUIN 15
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Figure 3: Estimating µ(xk,θ) using µ
d(xk,θ) with various values of d.
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Figure 4: Estimating µ(xk,θ) using µd(xk,θ) with various values of d.
5.2 An asymptotic estimate of µ(xk,θ)
Theliterature(see[9], [10], [14], and[24])indicatethatthefollowingquantitycanbeusedasanestimate
of µ(xk,∞):
ν(xk,∞) ≡
     
 
 
 xk 2
2ATA +  rk 2
2I
 −1/2
ATrk
     
 
2
. (43)
It is easy to show (see for example [24] or [14, §2]) that
ν(xk,∞) =
       
 
 
A
( rk 2/ xk 2)I
  
A
( rk 2/ xk 2)I
 †  
rk/ xk 2
0
        
 
2
.
Note that ν(xk,∞) is a projection, much like the projection  PArk 2 =  AA†rk 2 discussed in Sec-
tion 4.
Recall from Lemma 3.3 that we are interested in estimating µ(xk, ˆ θ) and not µ(xk,∞). Su [24,
§2.7] extended the asymptotic estimate ν(xk,∞) to estimate µ(xk,θ) for any ﬁnite θ > 0:
ν(xk,θ) ≡
 
     
 
 
A
ωkI
  
A
ωkI
 †  
ωkrk/ rk 2
0
  
     
 
2
, (44)16 ESTIMATING THE MINIMAL BACKWARD ERROR IN LSQR
where, as previously, ωk is deﬁned in Lemma 3.2. It is straightforward to verify that many relations
between µ(xk,∞) and ν(xk,∞) also hold between µ(xk,θ) and ν(xk,θ). In particular, µ(xk,θ) and
ν(xk,θ) are asymptotically equivalent:
lim
xk→ˆ x
µ(xk,θ)
ν(xk,θ)
= 1. (45)
In Section 4 we discussed ways to estimate  PArk 2 efﬁciently in LSQR, and we can proceed in a
similar way to estimate the projection ν(xk,θ). Applying Lemma 4.1 to (44) gives
ν(xk,θ) ≤ ν(xk,θ) ≤ ν(xk,θ), (46)
where
ν(xk,θ) ≡
ωk  
ω2
k + σ2
max(A)
 ATrk 2
 rk 2
, ν(xk,θ) ≡
ωk  
ω2
k + σ2
min(A)
 ATrk 2
 rk 2
.
It immediately follows from the above that
ν(xk,θ)
ν(xk,θ)
=
 
ω2
k + σ2
max(A)
ω2
k + σ2
min(A)
. (47)
We can interpret (47) as follows. The bounds on ν(xk,θ) in (46) are tight when ωk ≫ σmax(A). They
are also tight when ωk ≈ σmax(A), as well as when ωk ≪ σmax(A) provided κ2(A) is not too large.
These new bounds on the asymptotic estimate only fail to be tight when ωk ≪ σmax(A) and κ2(A) ≫ 1.
The computation of the lower bound ν(xk,θ) requires essentially no extra cost in LSQR, since
reliable estimates of  rk 2,  ATrk 2, and σmax(A) are available at essentially no extra cost in LSQR.
As in (26), the upper bound ν(xk,θ) is much harder to compute, since it involves the smallest singular
value of A.
We illustrate these bounds in Figure 5. As in Figures 3 and 4 we have set θ =  A F/ b 2. The
asymptotic estimate ν(xk,θ) seems to be an excellent estimate of µ(xk,θ) not only asymptotically as
xk → ˆ x, but even in the ﬁrst iterations when ˆ x is very far from xk. As with the bounds on  PArk 2
in (26), the lower bound ν(xk,θ) appears to be usually tighter than ν(xk,θ), especially late in the
iteration process. Both bounds oscillate in ill-conditioned problems. In well-conditioned problems,
however, the lower bound ν(xk,θ) seems to give good order-of-magnitude estimates of ν(xk,θ) and
µ(xk,θ).
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In the following, we present estimates of ν(xk,θ) that are analogous to the estimate λd(xk) of
 PArk 2 from (32). We consider the asymptotic estimates associated to the minimal backward errors
µ
d(xk,θ) and µd(xk,θ) in (36), namely
νd(xk,θ) ≡
   
     
 
Bk+d
ωkIk+d
  
Bk+d
ωkIk+d
 †  
ωkˆ tk/ ˆ tk 2
0
    
     
2
,
νd(xk,θ) ≡
       
 
 
Bk+d
ωkIk+d+1
  
Bk+d
ωkIk+d+1
 †  
ωkˆ tk/ ˆ tk 2
0
        
 
2
.
(48)
The above estimates can be computed in O(k + d) ﬂops and storage using the same ideas as in Theo-
rem 4.2. Using the QR factorization of Bk+d from (11), we obtain
 
Qk+d
Ik+d
  
Bk+d
ωkIk+d
 
=

 
   
   
  
 

ρ1 θ2
ρ2
...
... θk+d
ρk+d
0 0 ... 0
ωk
ωk
...
ωk

 
   
   
  
 

≡ Ck+d. (49)
We can eliminate the ωkIk+d block in Ck+d using a product of 2(k + d) − 1 Givens rotations, which
we denote Gk+d. Below we illustrate schematically the ﬁrst two such Givens rotations for the case
k + d = 4: 
  
   
  
   


• •
× ×
× ×
×
0 0 0 0
• •
×
×
×
¨ ¥
§ ¦
↑

  
   
  
   


,

  
   
  
   


× ×
× ×
× ×
×
0 0 0 0
0 •
•
×
×
¨ ¥
§ ¦ ↓

  
   
  
   


.
This strategy is often employed in regularization algorithms for the solution of discrete ill-posed prob-
lems; see for example [11, §5.1.1].
Once the entire ωkIk+d block of Ck+d has been zeroed in this way, we have
Gk+dCk+d = Gk+d
 
Qk+d
Ik+d
  
Bk+d
ωkIk+d
 
=
  ˜ Rk+d
0
 
,
where ˜ Rk+d is upper bidiagonal, from which it follows that
 
Bk+d
ωkIk+d
 †
= [ ˜ R−1
k+d,0]Gk+d
 
Qk+d
Ik+d
 
.
Proceeding as in Theorem 4.2, we obtain
 
Bk+d
ωkIk+d
  
Bk+d
ωkIk+d
 †  
ωkˆ tk/ ˆ tk 2
0
 
=
 
QT
k+d
Ik+d
 
GT
k+d
 
Ik+d
0
 
Gk+d
 
Qk+d
Ik+d
  
ωkˆ tk/ ˆ tk 2
0
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Using (33) and taking the 2-norm, we obtain
µ
d(xk,θ) =
ωk
 ˆ tk 2
       
 
Ik+d
0
 
Gk+d[0k, φk+1, ..., φk+d, ¯ φk+d+1, 0k+d]T
       
2
. (50)
Thus the estimate µ
d(xk,θ) can be computed by applying 2(k + d) − 1 Givens rotations to the vector
[0k, φk+1, ..., φk+d, ¯ φk+d+1, 0k+d]T and computing the 2-norm of the vector formed by its ﬁrst
k + d elements. The cost of this computation is O(k + d) ﬂops and storage.
The estimate νd(xk,θ) can be computed in a similar way. Instead of (49) we have
 
Qk+d
Ik+d+1
  
Bk+d
ωkIk+d+1
 
=

 
  
   
   
  


ρ1 θ2
ρ2
...
... θk+d
ρk+d θk+d+1
0 0 ... 0 ¯ ρk+d+1
ωk
ωk
...
ωk
ωk

 
  
   
   
  


, (51)
which differs from Ck+d by only one extra column. Thus µd(xk,θ) can be computed much in the same
way as µ
d(xk,θ), using only two extra Givens rotations. As with µ
d(xk,θ) and µd(xk,θ), the estimates
νd(xk,θ) and νd(xk,θ) must be recomputed at every iteration, since they require the quantity ωk that
generally changes at each step.
100 200 300 400 500 600 700 800
10
−17
10
−15
10
−13
10
−11
10
−9
10
−7
10
−5
10
−3
10
−1
10
1 Test Problem 1
LSQR Iteration Number
50 100 150 200 250 300 350 400
10
−17
10
−15
10
−13
10
−11
10
−9
10
−7
10
−5
10
−3
10
−1
10
1 Test Problem 2
LSQR Iteration Number
N ν(xk,θ), ν5(xk,θ), ∗ ν10(xk,θ), ν25(xk,θ),
u A F
Figure 6: Estimating ν(xk,θ) using νd(xk,θ) with various values of d.
The estimates νd(xk,θ) and νd(xk,θ) are compared with ν(xk,θ) in Figures 6 and 7 for various
values of the parameter d and θ =  A F/ b 2. The behaviour of these estimates is very similar to that
of µ
d(xk,θ) and µd(xk,θ) in Figures 3 and 4, not only asymptotically as xk → ˆ x, but also very early in
the iteration process.
6 Conclusion
In this paper we have proposed efﬁcient methods to estimate the quantities  PArk 2 in (19) and µ(xk,θ)
in (22), which are both much too expensive to compute to be used directly in large sparse applications.P. JIR´ ANEK AND D. TITLEY-PELOQUIN 19
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Figure 7: Estimating ν(xk,θ) using νd(xk,θ) with various values of d.
Although we have focussed our discussion on the algorithm LSQR, these results could be applicable to
other conjugate gradients type algorithms, such as CGLS.
In our experience, the bound (19) involving  PArk 2 is often tight. It should be noted, however,
that in some problems, in particular when the right-hand side vector is not well correlated with the data,
the stopping criterion in (25) based on µ(xk,θ) can be triggered much earlier than that in (21) involving
 PArk 2, which is generally exact only asymptotically—compare (19) and (20) with (24). This justiﬁes
the use of the estimates of µ(xk,θ) in (25), rather than of  PArk 2 in (21), as stopping criteria in some
cases.
The quantity λd(xk) in (30) is a very practical lower bound on  PArk 2. It can be computed at step
k + d of LSQR at essentially no extra cost.
The minimal backward error µ(xk,θ) can be estimated using the bounds µ
d(xk,θ) and µd(xk,θ)
given in (36) and (37). One can also consider the asymptotic estimates νd(xk,θ) and νd(xk,θ) given
in (48). All of these estimates can be computed at the step k +d at a cost of O(k +d) ﬂops and storage.
Although this is slightly less efﬁcient than the computation of λd(xk) (and not as trivial to implement)
it is certainly feasible for practical large sparse problems. One might choose not to recompute these
estimates at each iteration, but rather at the step when another stopping criterion, e.g.,
λd(xk) ≤ α A 2,F xk 2 + β b 2
is triggered.
All the estimates discussed above “lag behind” by d iterations, in other words, they can only be
used to estimate  PArk 2 or µ(xk,θ) at the iteration number k + d. To avoid such a delay, one can
consider the upper bound µ0(xk,θ) on µ(xk,θ), as well as its asymptotic estimate ν0(xk,θ). One can
also use Lemma 4.1 to estimate  PArk 2 with its lower bound  ATrk 2/ A 2 and µ(xk,θ) with the
lower bound ν(xk,θ) on its asymptotic estimate; see (26) and (46). Both these estimates are available
essentially free at step k of LSQR. Although they tend to oscillate in ill-conditioned problems, they are
usually fairly tight and give good order of magnitude estimates in well-conditioned problems.
The estimates of  PArk 2 and µ(xk,θ) discussed in this paper can be used in (21) and (25). As
a result of this work, (21) and (25) can now be used as stopping criteria for the iterative solution of
practical large sparse LS problems.
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