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TRANSCENDENCE OF pir OR ℘(ω1r)
YUKITAKA ABE
Abstract. Let ℘ be a Weierstrass ℘-function with algebraic g2 and g3, whose
fundamental periods ω1, ω2 satisfy Im(ω1) = 0. We show that pir or ℘(ω1r) is
transcendental for any non-zero real number r.
1. Introduction
We shall prove the following result in this paper.
Theorem 1. Let ℘ be a Weierstrass ℘-function with algebraic g2 and g3. We
assume that one of its fundamental periods ω1, ω2 is real. Without loss of generality
we may assume that ω1 is real. Then, pir or ℘(ω1r) is transcendental for any non-
zero real number r.
The following corollary is immediate from Theorem 1.
Corollary 1. Let ℘ be as above. Then, for any non-zero real algebraic number α,
℘
(
ω1
pi
α
)
is transcendental.
When ω2/ω1 =
√−1, we can extend Theorem 1 and Corollary 1 to complex
numbers (Corollary 2 in the last section).
Meromorphic functions are highly important in the theory of transcendental
numbers. After works by [4] and [3], Bombieri [2] proved the following celebrated
theorem.
Theorem 2 (Theorem A in [2]). Let K be a number field and let f1, . . . , fN be
meromorphic functions on Cd, of finite order. Assume that
(i) the transcendence degree TransKK(f1, . . . , fN ) ≥ d+ 1;
(ii) the partial derivatives ∂/∂zj, j = 1, . . . , d map the ring K[f1, . . . , fN ] into
itself.
Then the set of points a ∈ Cd where f1(a), . . . , fN (a) are defined and fi(a) ∈ K
for all i = 1, . . . , N , is contained in an algebraic hypersurface.
We do not know many applications of the above theorem. It is not easy to
construct meromorphic functions satisfying the condition in Theorem 2. We think
this is the reason why Theorem 2 does not have so many applications.
Recently, the author determined meromorphic function fields closed by partial
derivatives ([1]). It suggests how we may construct meromorphic functions with
periods satisfying the condition in Theorem 2, except abelian functions. We shall
prove Theorem 1 by this construction and Theorem 2.
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2. Preliminaries
Let ℘ be a Weierstrass ℘-function satisfying the condition in Theorem 1. We
denote by Ω the period group of ℘ with fundamental periods ω1, ω2. Take a non-
zero real number r. We consider a discrete subgroup Γ of C2 generated by column
vectors of (
0 ω1 ω2
2pi 0 2pir
)
.
The function ℘ is expressed by mutually prime theta functions θ0 and θ1 as ℘(ζ) =
θ1(ζ)/θ0(ζ). These functions are automorphic forms for a theta factor ρ(ω, ζ). We
may assume that ρ(ω, ζ) is a reduced theta factor of type (H, ψ), i.e.
ρ(ω, ζ) = ψ(ω)e
[
1
2
√−1H(ω, ζ) +
1
4
√−1H(ω, ω)
]
,
where e(∗) = exp(2pi√−1∗), H is a positive definite hermitian form, the imaginary
part A = Im(H) of H is Z-valued on Ω × Ω and ψ : Ω −→ C×1 = {|ζ| = 1} is a
semi-character of Ω associated to A.
The positive definite hermitian form H(η, ζ) is written as H(η, ζ) = aηζ, where
a > 0. By the condition of A, there exists m0 ∈ Z \ {0} such that
a =
m0
ω1Im(ω2)
.
We define a trivial theta function
τ(ζ) = e
[
1
4
√−1S(ζ, ζ)
]
by a symmetric C-bilinear form S(η, ζ) = −aηζ. The function τ(ζ) satisfies
τ(ζ + ω) = e
[
1
2
√−1S(ω, ζ) +
1
4
√−1S(ω, ω)
]
τ(ζ)
for any ω ∈ Ω. We define a theta factor
ρ˜(ω, ζ) := ρ(ω, ζ)e
[
1
2
√−1S(ω, ζ) +
1
4
√−1S(ω, ω)
]
.
If we set θ˜i(ζ) := θi(ζ)τ(ζ) for i = 0, 1, then we have
θ˜i(ζ + ω) = ρ˜(ω, ζ)θ˜i(ζ) and ℘(ζ) =
θ˜1(ζ)
θ˜0(ζ)
.
We consider the translation by t := ω1r. We have
(2.1) ρ˜(ω, ζ + t) = e
[
1
2
√−1H(ω, t) +
1
2
√−1S(ω, t)
]
ρ˜(ω, ζ).
By a straight calculation we obtain
(2.2)
1
2
√−1H(ω, t) +
1
2
√−1S(ω, t) = −
m0rIm(ω)
Im(ω2)
.
An into isomorphism ι : Ω −→ Γ is defined by
ι(ω) := m
(
ω1
0
)
+ n
(
ω2
2pir
)
for any ω = mω1 + nω2 ∈ Ω. Let (z, w) be coordinates of C2 by which generators
of Γ is written as above column vectors. We denote by ι(ω)w the w entry of ι(ω).
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We define a homomorphism ψ0 : Ω −→ C×1 by ψ0(ω) := exp(
√−1ι(ω)w). Then we
obtain
(2.3) e
[
1
2
√−1H(ω, t) +
1
2
√−1S(ω, t)
]
= ψ0(ω)
−m0
by (2.2). We denote by AF (ρ0) the set of all automorphic forms (i.e. theta func-
tions) for a theta factor ρ0. From (2.1) and (2.3) it follows that if θ(ζ) ∈ AF (ρ˜),
then θ(ζ + t) ∈ AF (ψ−m00 ρ˜). Therefore, it is easily checked that a meromorphic
function
(
θ˜1(z + t)/θ˜0(z)
)
exp(
√−1m0w) on C2 is Γ-periodic.
The following lemma is obvious by an addition formula of ℘-functions.
Lemma 1. Let ℘ be a Weierstrass ℘-function with algebraic g2 and g3. We assume
that ℘(α) is an algebraic number for α ∈ C. Then, for any β ∈ C, ℘(α + β) is
algebraic if and only if ℘(β) is algebraic.
3. Q-functions
Let ℘(ζ) = θ˜1(ζ)/θ˜0(ζ) be the representation of the ℘-function given in the
previous section. We define a meromorphic function Q(ζ) by
Q(ζ) := θ˜1(ζ + t)
θ˜0(ζ)
,
where t = ω1r. Then we have
(3.1) Q(ζ + ω) = ψ0(ω)−m0Q(ζ)
for all ω ∈ Ω. Differentiating (3.1), we obtain
(3.2) Q′(ζ + ω) = ψ0(ω)−m0Q′(ζ)
for all ω ∈ Ω. Therefore Q′(z) exp(√−1m0w) is also a Γ-periodic meromorphic
function on C2. Furthermore, Q′(ζ)/Q(ζ) is Ω-periodic.
Proposition 1. We have the following cases.
Case (I). θ˜1(t) = 0.
(I-1) When t is a zero of order 2 of θ˜1(ζ), we have
Q(ζ) = θ˜
′′
1 (t)
θ˜′′0 (0)
.
(I-2) When t is a zero of order 1 of θ˜1(ζ), we have
Q′(ζ)
Q(ζ) = −℘
′(t)
1
℘(ζ + t)
.
Case (II). θ˜1(t) 6= 0.
(II-1) If θ˜1(ζ + t) has a zero of order 2, then we have(Q′(ζ)
Q(ζ)
)2
= 4℘(t)
℘(ζ)
℘(ζ + t)
.
(II-2) If any zero of θ˜1(ζ + t) is of order 1, then we have(Q′(ζ)
Q(ζ)
)2
= 4℘(t)2
℘(ζ)
℘(ζ + t)2
.
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Proof. (I-1): Any ω ∈ Ω is a pole of order 2 of ℘(ζ), hence a zero of order 2 of
θ˜0(ζ). Since ω + t is a zero of order 2 of θ˜1(ζ), Q(ζ) is holomorphic at ω ∈ Ω. On
the other hand, we have
|Q(ζ + ω)| = |ψ0(ω)−m0 ||Q(ζ)| = |Q(ζ)|.
Then Q(ζ) is a constant function by Liouville’s theorem. Hence we obtain
Q(ζ) = θ˜
′′
1 (t)
θ˜′′0 (0)
= lim
ζ→0
Q(ζ).
(I-2): For any ω ∈ Ω, ω + t is a zero of order 1 of θ˜1(ζ). Then, ω is a pole of
order 1 of Q(ζ), for it is a zero of order 2 of θ˜0(ζ). The set of zeros of θ˜0(ζ) is equal
to Ω. Then Q(ζ) has no other pole. Since ℘(ζ) is an elliptic function of order 2,
there exists ζ0 with ζ0 /∈ Ω such that θ˜1(ζ0 + t) = 0. We note θ˜0(ζ0) 6= 0. Then ζ0
is a zero of order 1 of Q(ζ). The function Q(ζ) does not have zeros except ζ0 +Ω.
Therefore, the set of poles of Q′(ζ)/Q(ζ) is equal to Ω ⊔ (ζ0 + Ω). Hence we have
a constant c with
Q′(ζ)
Q(ζ) = c
1
℘(ζ + t)
.
Since ζ = 0 is a pole of order 1 of Q(ζ), we have
lim
ζ→0
ζ
Q′(ζ)
Q(ζ) = −1.
On the other hand, we have
lim
ζ→0
ζ
℘(ζ + t)
=
1
℘′(t)
.
Thus we obtain c = −℘′(t).
Consider the case (II). We know that any ω ∈ Ω is a zero of order 2 of θ˜0(ζ),
and θ˜1(ω + t) 6= 0. Then Q(ζ) has a pole of order 2 at any ω ∈ Ω. Put
Z := {ζ ∈ C; θ˜1(ζ + t) = 0}.
Then we have Ω ∩ Z = ∅ by the assumption.
(II-1): Let ζ0 ∈ Z be a zero of order 2 of θ˜1(ζ + t). Considering the order of ℘,
we see Z = ζ0 + Ω. Then (Q′(ζ)/Q(ζ))2 and ℘(ζ)/℘(ζ + t) have the same poles.
Therefore, there exists c ∈ C \ {0} such that(Q′(ζ)
Q(ζ)
)2
= c
℘(ζ)
℘(ζ + t)
.
Since ζ = 0 is a pole of order 2 of Q(ζ), we have
Q′(ζ)
Q(ζ) =
−2
ζ
+ h(ζ)
in a neighbourhood of 0, where h(ζ) is a holomorphic function. Then we obtain
lim
ζ→0
ζ2
(Q′(ζ)
Q(ζ)
)2
= 4.
It follows from limζ→0 ζ
2℘(ζ) = 1 that
lim
ζ→0
ζ2℘(ζ)
℘(ζ + t)
=
1
℘(t)
.
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Hence we have c = 4℘(t).
(II-2): Any point in Z is a zero of order 1 of θ˜1(ζ+t). Then, there exist ζ1, ζ2 ∈ C
with ζ1 6= ζ2 such that
Z = (ζ1 +Ω) ⊔ (ζ2 +Ω).
Then we have (Q′(ζ)
Q(ζ)
)2
= c
℘(ζ)
℘(ζ + t)2
for some constant c. By the same argument as above, we obtain c = 4℘(t)2. 
4. Proof of Theorem 1
We assume that both pir and ℘(t) = ℘(ω1r) are algebraic for a non-zero real
number r. Let K0 := Q(g2, g3,
√−1, ℘(t)). We set
Φ(ζ) :=


0 in the case (I-1),
−℘′(t) 1
℘(ζ+t) in the case (I-2),
4℘(t) ℘(ζ)
℘(ζ+t) in the case (II-1),
4℘(t)2 ℘(ζ)
℘(ζ+t)2 in the case (II-2).
By Proposition 1 we obtain
(4.1) Q′′(ζ) =


0 in the case (I-1),
Φ′(ζ)Q(ζ) + Φ(ζ)Q′(ζ) in the case (I-2),
1
2Φ
′(ζ)Q(ζ)
2
Q′(ζ) +Φ(ζ)Q(ζ) in the cases (II-1) and (II-2).
We define F (z, w) := Q(z) exp(√−1m0w) and G(z, w) := Q′(z) exp(
√−1m0w).
These functions are Γ-periodic meromorphic functions on C2. It is obvious that
℘(k)(z), ℘(k)(z + t) ∈ K0[℘(z), ℘′(z), ℘(z + t), ℘′(z + t)]
for all k = 0, 1, . . . . We have (∂F/∂z)(z, w) = G(z, w) and (∂F/∂w)(z, w) =√−1m0F (z, w). We note G(z, w) = 0 and ∂G/∂z = ∂G/∂w = 0 in the case
(I-1). In the case (I-2), it follows from (4.1) that
∂G
∂z
(z, w) = (Φ′(z)Q(z) + Φ(z)Q′(z)) exp(√−1m0w)
= Φ′(z)F (z, w) + Φ(z)G(z, w).
Similarly, we obtain by (4.1)
∂G
∂z
(z, w) =
(
1
2
Φ′(z)
Q(z)2
Q′(z) + Φ(z)Q(z)
)
exp(
√−1m0w)
=
1
2
Φ′(z)
F (z, w)2
G(z, w)
+ Φ(z)F (z, w)
in the cases (II-1) and (II-2). We have
Φ′(z) =


0 in the case (I-1),
℘′(t) ℘
′(z+t)
℘(z+t)2 in the case (I-2),
4℘(t)℘
′(z)℘(z+t)−℘(z)℘′(z+t)
℘(z+t)2 in the case (II-1),
4℘(t)2 ℘
′(z)℘(z+t)−2℘(z)℘′(z+t)
℘(z+t)3 in the case (II-2)
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by the definition of Φ. If we set H(z, w) :=
(
℘(z + t)3G(z, w)
)−1
, then the partial
derivatives ∂/∂z and ∂/∂w map the ring
K0[℘(z), ℘
′(z), ℘(z + t), ℘′(z + t), F (z, w), G(z, w), H(z, w)]
into itself. We remark that H(z, w) is not considered in the case (I-1).
Take z0 ∈ C such that ℘(z0) is algebraic and ℘(z0 + t) 6= 0. In this case ℘′(z0)
is also algebraic. By Lemma 1 and the assumption, ℘(z0 + t) is algebraic. Hence
℘′(z0 + t) is also algebraic. Since ℘(z0 + t) 6= 0, we have Q(z0) 6= 0. There
exists w0 ∈ C such that F (z0, w0) = Q(z0) exp(
√−1m0w0) is a non-zero algebraic
number. By Proposition 1, G(z0, w0) is a non-zero algebraic number except the
case (I-1).
We define an entire fuction I(w) := w−w0. We note that I(w0 +2pirn) = 2pirn
is algebraic for any n ∈ Z. We set
K := K0(pir, ℘(z0), ℘
′(z0), ℘(z0 + t), ℘
′(z0 + t), F (z0, w0), G(z0, w0)).
Then K is a number field. The partial derivatives ∂/∂z and ∂/∂w map the ring
K[℘(z), ℘′(z), ℘(z + t), ℘′(z + t), F (z, w), G(z, w), H(z, w), I(w)]
into itself. The transcendence degree of
K(℘(z), ℘′(z), ℘(z + t), ℘′(z + t), F (z, w), G(z, w), H(z, w), I(w))
over K is at least 3. Furthermore, orders of these meromorphic functions are
bounded above by 2 (Satz 5 in [5]). We define a subgroup Γ0 of Γ by
Γ0 :=
{
m
(
ω1
0
)
+ n
(
ω2
2pir
)
;m,n ∈ Z
}
.
By the choice of (z0, w0) and the assumption, functions ℘(z), ℘
′(z), ℘(z+ t), ℘′(z+
t), F (z, w), G(z, w), H(z, w) and I(w) are defined and take values in K on (z0, w0)+
Γ0.
Now we can apply Theorem 2 to our case. There exists an algebraic hypersurface
S = {(z, w) ∈ C2;P (z, w) = 0} such that
(4.2) (z0, w0) + Γ0 ⊂ S,
where
P (z, w) =
N∑
j=0
Aj(z)w
j , Aj(z) ∈ C[z].
We may assume that polynomials A0(z), A1(z), . . . , AN−1(z) and AN (z) have no
common factor. We can take n0 ∈ N such that w0 + 2pirn0 6= 0. Put
am :=
(
z0
w0
)
+m
(
ω1
0
)
+ n0
(
ω2
2pir
)
for m ∈ Z. By (4.2) we have am ∈ S for all m ∈ Z. Then we obtain
(4.3) P (z0 +mω1 + n0ω2, w0 + 2pirn0) = 0
for all m ∈ Z. If we define a polynomial Q(T ) in T by
Q(T ) := P (z0 + Tω1 + n0ω2, w0 + 2pim0),
then we have Q(m) = 0 for all m ∈ Z by (4.3). This is a contradiction.
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5. Remarks
We first remark that there really exist fundamental periods ω1, ω2 which satisfy
the condition in Theorem 1.
The invariants g2(ω1, ω2) and g3(ω1, ω2) are defined as follows:
g2(ω1, ω2) := 60
∑
(m,n)∈Z2\{(0,0)}
1
(mω1 + nω2)4
and
g3(ω1, ω2) := 140
∑
(m,n)∈Z2\{(0,0)}
1
(mω1 + nω2)6
.
We know that g2(1,
√−1) is a transcendental real number and g3(1,
√−1) = 0. Take
an algebraic number α with g2(1,
√−1)/α > 0. Then we have a real number λ with
λ4 = g2(1,
√−1)/α. Hence we obtain g2(λ, λ
√−1) = α and g3(λ, λ
√−1) = 0. If τ
satisfies τ2 + τ + 1 = 0, i.e. τ = (−1 ± √−3)/2, then g2(1, τ) = 0 and g3(1, τ) is
real. For any algebraic number α with g3(1, τ)/α > 0, there exists a real number λ
such that λ6 = g3(1, τ)/α. Then we have g2(λ, λτ) = 0 and g3(λ, λτ) = α.
Furthermore, let τ be a quadratic imaginary number with |τ | = 1 and τ 6=√−1, (−1±√−3)/2.
Lemma 2. Let τ be as above. Then we have g2(1, τ) = |g2(1, τ)|τ−2 and g3(1, τ) =
|g3(1, τ)|τ−3.
Proof. Since τ = 1/τ , we obtain g2(1, τ) = τ
4g2(1, τ). Then we have |g2(1, τ)|2 =
τ4g2(1, τ)
2. Hence we obtain g2(1, τ) = |g2(1, τ)|τ−2. Similarly, from g3(1, τ) =
τ6g3(1, τ) it follows that |g3(1, τ)|2 = τ6g3(1, τ)2. Then we obtain g3(1, τ) =
|g3(1, τ)|τ−3. 
By the above lemma, we have
(5.1)
g2(1, τ)
3
g2(1, τ)3 − 27g3(1, τ)2 =
|g2(1, τ)|3
|g2(1, τ)|3 − 27|g3(1, τ)|2 .
Proposition 2. Let τ be as above. Then, there exists λ ∈ R\{0} such that g2(λ, λτ)
and g3(λ, λτ) are algebraic.
Proof. Take a positive number r such that r2|g2(1, τ)| is algebraic. We set
γ2 := r
2|g2(1, τ)|τ−2 and γ3 := r3|g3(1, τ)|τ−3.
From (5.1) it follows that
j(τ) =
123γ32
γ32 − 27γ23
,
where j(t) is the elliptic modular function. We note that γ2 is an algebraic number.
Since j(τ) is algebraic, γ3 is also algebraic. By the definition of γ2 and γ3, we obtain
g3(1, τ)
g2(1, τ)
γ2
γ3
=
1
r
> 0.
Therefore, if we set λ =
√
1/r, then we have g2(λ, λτ) = γ2 and g3(λ, λτ) = γ3. 
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We write the ℘-function with fundamental periods ω1, ω2 more precisely as
℘(ζ;ω1, ω2). If we set τ := ω2/ω1, then we have
℘(ω1ζ;ω1, ω2) =
1
ω21
℘(ζ; 1, τ).
Let ω1, ω2 be fundamental periods satisfying the condition in Theorem 1. We as-
sume g2(ω1, ω2)g3(ω1, ω2) 6= 0. We have ω41g2(ω1, ω2) = g2(1, τ) and ω61g3(ω1, ω2) =
g3(1, τ). Since g2(ω1, ω2) and g3(ω1, ω2) are algebraic numbers, ℘(ω1r;ω1, ω2) is
transcendental if and only if (g2(1, τ)/g3(1, τ))℘(r; 1, τ) is transcendental.
If g2(ω1, ω2) = 0, then we may assume τ = ω2/ω1 = (−1+
√−3)/2. In this case,
we have ω61g3(ω1, ω2) = g3(1, τ). Therefore, ℘(ω1r;ω1, ω2) is transcendental if and
only if
(
1/ 3
√
g3(1, τ)
)
℘(r; 1, τ) is transcendental. If g3(ω1, ω2) = 0, then we may
assume τ = ω2/ω1 =
√−1. By a similar argument, we obtain that ℘(ω1r;ω1, ω2)
is transcendental if and only if
(
1/
√
|g2(1,
√−1)|
)
℘(r; 1,
√−1) is transcendental.
When τ =
√−1, we obtain the following corollary which shows that the restric-
tion in Theorem 1 and Corollary 1 is removed.
Corollary 2. For any c ∈ C \ {0}, pic or
(
1/
√
|g2(1,
√−1)|
)
℘(c; 1,
√−1) is tran-
scendental. Therefore,
(
1/
√
|g2(1,
√−1)|
)
℘(α/pi; 1,
√−1) is transcendental for
any non-zero algebraic number α.
Proof. Let c ∈ C\{0}. We assume that both pic and
(
1/
√
|g2(1,
√−1)|
)
℘(c; 1,
√−1)
are algebraic. Obviously piRe(c) is algebraic. There exists a real number ω1 such
that g2(ω1, ω1
√−1) is algebraic. By the assumption, ℘(ω1c;ω1, ω1
√−1) is alge-
braic. Then, ℘(ω1c;ω1, ω1
√−1) is also algebraic. It is easy to check that
℘(ω1c;ω1, ω1
√−1) = ℘(ω1c;ω1, ω1
√−1).
By an addition formula of ℘-functions, we obtain that
℘(ω1Re(c);ω1, ω1
√−1) = ℘
(
1
2
(ω1c+ ω1c);ω1, ω1
√−1
)
is algebraic. This contradicts Theorem 1. 
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