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Zusammenfassung
Sei K ein algebraisch abgeschlossener Ko¨rper. Sei A eine endlich-dimensionale Alge-
bra K. Ein (klassischer) partieller Kippmodul u¨ber A ist ein endlich-dimensionaler
A-Modul T der projektiven Dimension ≤ 1, der keine Selbsterweiterungen besitzt.
Ein partieller Kippmodul T heißt (klassischer) Kippmodul, falls die Anzahl der Iso-
morphieklassen unzerlegbarer direkter Summanden von T gleich der Anzahl der
Isomorphieklassen einfacher A-Moduln ist.
Wir definieren den Ko¨cher der Kippmoduln TA u¨ber A wie folgt. Die Punkte von TA
seien die Isomorphieklassen basischer Kippmoduln u¨ber A. Seien T, T ′ Kippmoduln
u¨ber A. Dann gibt es einen Pfeil von der Isomorphieklasse von T in die Isomorphie-
klasse von T ′ in TA genau dann, wenn es eine Austauschfolge von T nach T
′ gibt.
Fu¨r einen partiellen Kippmodul M sei TA(M) der volle Unterko¨cher von TA aller
Kippmoduln T mit M ∈ add(T ).
Resultat A. Wir nennen eine endlich-dimensionale K-Algebra A deriviert speziell
biseriell, falls die repetitive Algebra Aˆ von A speziell biseriell ist. Die Klasse der
deriviert speziell biseriellen Algebren ist eine Unterklasse der Fadenalgebren. Sei
nun A deriviert speziell biseriell, sei M ein treuer partieller Kippmodul u¨ber A. Wir
zeigen:
TA(M) ist zusammenha¨ngend.
Resultat B. Zu einer endlich-dimensionalen Algebra A betrachten wir die dupli-
zierte Algebra
A¯ =
(
A 0
D(AA) A
)
mit D(A) = HomK(AA,K). Sei nun A = KQ/I eine deriviert speziell biserielle Alge-
bra, so dass Q keine orientierten Kreise hat. Sei M ein treuer, projektiver partieller
Kippmodul u¨ber A¯. Dann ist A¯ speziell biseriell und es gilt:
TA¯(M) ist zusammenha¨ngend.
Resultat C. Sei B = KQ′/I ′ eine endlich-dimensionale Algebra u¨ber K. Zu einer
endlichen Folge
i = (i1, . . . , ir) ∈ Q
r
0
konstruieren wir Moduln V1, . . . , Vr ∈ mod(B). Sei
Vi =
r⊕
i=1
Vi.
Wir setzen A = EndB(Vi)
op. Dann ist A stark quasi-erblich. Wir betrachten die volle
Unterkategorie F(∆) von mod(A) aller A-Moduln, die eine ∆-Filtration besitzen.
Sei Tmin ∈ mod(A) der kanonische Kippmodul. Dann gibt es einen gerichteten Weg
von AA nach Tmin in TA, so dass alle Kippmoduln, die auf diesem Weg liegen, schon
in F(∆) sind.
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61. Einleitung
1.1. Sei K ein algebraisch abgeschlossener Ko¨rper. Sei A eine endlich-dimensionale
Algebra u¨ber K. Wir betrachten die Kategorie mod(A) der endlich-dimensionalen
A-Linksmoduln. Sei n die Anzahl der Isomorphieklassen einfacher A-Moduln. Fu¨r
einen A-ModulM sei δ(M) die Anzahl der Isomorphieklassen unzerlegbarer direkter
Summanden von M . Wir nennen M basisch, falls in einer direkten Summenzerle-
gung vonM in unzerlegbare Summanden die vorkommenden unzerlegbaren direkten
Summanden paarweise nicht isomorph sind. Wir nennen eine Algebra A basisch, falls
der A-Modul AA basisch ist. Mit pdA(M) bezeichnen wir die projektive Dimension
eines A-Moduls M . Sei Gen(M) die volle Unterkategorie von mod(A) aller von M
erzeugten Moduln, sei Cogen(M) die volle Unterkategorie von mod(A) aller von M
koerzeugten Moduln. Wir nennen M treu, falls AA ∈ Cogen(M).
Definition 1.1. Ein A-Modul M heißt (klassischer) partieller Kippmodul, falls
pdA(M) ≤ 1 und M keine Selbsterweiterungen besitzt. Ein partieller Kippmodul
T heißt (klassischer) Kippmodul, falls δ(T ) = n.
Fu¨r einen Kippmodul T ∈ mod(A) sei
T⊥ = {X ∈ mod(A)|Ext1
A
(T,X) = 0}.
Seien T, T ′ Kippmoduln u¨ber A. Wir setzen T  T ′, falls T⊥ ⊂ T ′⊥. Dann definiert
 eine Halbordnung auf den Isomorphieklassen basischer Kippmoduln u¨ber A (siehe
[39, 2.2, Remark (b)], auch [28, Einleitung]).
Wir nennen einen partiellen KippmodulM fast vollsta¨ndig, falls δ(M) = n−1. Sei
nun M ein fast vollsta¨ndiger Kippmodul u¨ber A. Wir nennen einen unzerlegbaren
A-Modul X ein Komplement zu M , falls M ⊕ X ein Kippmodul ist. In [21] zeigt
Happel folgendes
Lemma 1.2. Sei M ein fast vollsta¨ndiger Kippmodul u¨ber A.
(a) Falls M nicht treu ist, so gibt es bis auf Isomorphie ein eindeutiges Komple-
ment X zu M .
(b) Falls M treu ist, so gibt es bis auf Isomorphie genau zwei Komplemente X, Y
zu M . Es gilt ohne Beschra¨nkung der Allgemeinheit, dass X /∈ Gen(M), Y ∈
Gen(M). In diesem Fall gibt es eine nicht zerfallende kurze exakte Folge
0→ X → M˜ → Y → 0
mit M˜ ∈ add(M). Wir nennen diese Folge eine Austauschfolge von M ⊕X
nach M ⊕ Y .
Wir ko¨nnen nun den Ko¨cher der Kippmoduln TA u¨ber A definieren. Der Ko¨cher
der Kippmoduln wird das Hauptobjekt unserer Untersuchungen sein. Die Punkte
von TA sind die Isomorphieklassen basischer Kippmoduln u¨ber A. Es gibt einen
Pfeil von der Isomorphieklasse von T in die Isomorphieklasse von T ′ in TA, falls es
eine Austauschfolge von T nach T ′ gibt. In diesem Fall sprechen wir auch von einer
Mutation zwischen T und T ′. Happel und Unger zeigten folgenden Zusammenhang
zwischen TA und  (siehe [28, Theorem 2.1]):
Satz 1.3. Der Ko¨cher TA ist das Hasse-Diagramm von .
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von TA aller Kippmoduln T mitM ∈ add(T ). Es ist im allgemeinen nicht wahr, dass
TA(M) ein zusammenha¨ngender Ko¨cher ist. Es gibt jedoch folgende
Vermutung 1.4 (Happel-Schro¨er). Falls M ein treuer partieller Kippmodul ist, so
ist TA(M) zusammenha¨ngend.
Die Vermutung wurde bisher nur fu¨r erbliche und darstellungsendliche Algebren
bewiesen. Wir zeigen folgenden
Satz 1.5. Sei A eine deriviert speziell biserielle Algebra u¨ber K, sei M ein treuer
partieller Kippmodul u¨ber A. Dann ist TA(M) zusammenha¨ngend.
Dieser Satz ist das Hauptresultat dieser Arbeit.
1.2. Wir nennen zwei Algebren A, B Morita-a¨quivalent, wenn ihre Modulkatego-
rien a¨quivalent sind. In jeder Morita-A¨quivalenzklasse von Algebren gibt es einen
Repra¨sentanten, der basisch ist. Da Vermutung 1.4 nur von der Modulkategorie ei-
ner Algebra abha¨ngt, ko¨nnen wir uns auf basische Algebren zuru¨ckziehen.
Eine spezielle Klasse von Algebren sind Wegealgebren u¨ber Ko¨chern. Ein Ko¨cher
Q ist ein 4-Tupel (Q0, Q1, s, t), wobei Q0, Q1 Mengen sind und s, t : Q1 → Q0 Ab-
bildungen. Die Elemente von Q0 heißen Punkte, die Elemente von Q1 heißen Pfeile.
Ein Weg in Q ist eine endliche Folge a1 . . . ar von Pfeilen mit s(ai) = t(ai+1) fu¨r
alle i ∈ {1, . . . , r − 1}. Zusa¨tzlich ordnen wir jedem Punkt i ∈ Q0 einen trivia-
len Weg zu. Die Wegealgebra KQ von Q u¨ber K besitze als Vektorraum die Wege
in Q als Basis. Multiplikation von zwei Wegen p, q entspricht der Hintereinander-
schaltung pq der Wege, falls mo¨glich. Diese Multiplikation wird linear auf beliebige
Elemente von KQ erweitert. Fu¨r jede basische Algebra A gibt es einen Ko¨cher Q
und ein zula¨ssiges Ideal I ⊂ KQ, so dass A ∼= KQ/I. Solange wir uns also nur
fu¨r Morita-A¨quivalenzklassen von Algebren interessieren, ko¨nnen wir uns auf We-
gealgebren modulo einem zula¨ssigen Ideal zuru¨ckziehen. Jedem Paar (Q, I) ko¨nnen
wir die Kategorie repK(Q, I) der Darstellungen von (Q, I) zuordnen. Es gilt dann
mod(KQ/I) ≃ repK(Q, I).
Derivierte Kategorien wurden von Grothendieck und Verdier in den 1960er Jah-
ren eingefu¨hrt. Sei C eine abelsche Kategorie. Wir definieren die beschra¨nkte de-
rivierte Kategorie Db(C) von C folgendermaßen. Die Objekte von Db(C) sind die
beschra¨nkten Kettenkomplexe u¨ber C. Um die Morphismen in Db(C) zu erhalten,
gehen wir zuna¨chst zur Homotopiekategorie Kb(C) u¨ber und lokalisieren dann an
der Menge der Quasi-Isomorphismen. Die derivierte Kategorie Db(C) ist triangu-
liert. Wir nennen zwei Algebren A,B zueinander deriviert a¨quivalent, falls es eine
A¨quivalenz triangulierter Kategorien Db(mod(A)) ≃ Db(mod(B)) gibt. Im allgemei-
nen ist es nicht leicht zu sehen, ob zwei Algebren zueinander deriviert a¨quivalent
sind.
Kippmoduln wurden Anfang der 1980er Jahre von Brenner und Butler eingefu¨hrt
(siehe [10]). Eine Verallgemeinerung der Definition von Kippmoduln wurde 1986 von
Miyashita ([35]) gegeben. Falls T ein (klassischer oder verallgemeinerter) Kippmodul
8u¨ber A ist, so sind die Algebren A und EndA(T )
op zueinander deriviert a¨quivalent.
Fu¨r eine endlich-dimensionale Algebra A sei (TA)0 die Menge aller Isomorphieklas-
sen basischer Kippmoduln u¨ber A. Laut [50] merkte Ringel auf einer Konferenz in
Antwerpen im Jahr 1987 an, dass (TA)0 die Struktur eines simplizialen Komplexes
tra¨gt. Er schlug vor, die kombinatorischen Eigenschaften von (TA)0 genauer zu stu-
dieren. Der erste Artikel, der sich weiter mit dieser Frage bescha¨ftigt, kommt von
Riedtmann und Schofield ([39]). Dort wurden erstmals die Halbordnung  und der
Ko¨cher der Kippmoduln TA betrachtet.
1.3. Wir nennen eine endlich-dimensionale Algebra A Fadenalgebra, falls es einen
Ko¨cher Q und ein zula¨ssiges Ideal I ⊂ KQ gibt, so dass A ∼= KQ/I und Q und
I bestimmten kombinatorischen Bedingungen genu¨gen (so wird I z.B. von Wegen
in KQ erzeugt). Fadenalgebren wurden von Butler und Ringel sowie von Wald und
Waschbu¨sch eingefu¨hrt. Fadenalgebren sind im allgemeinen weder darstellungsend-
lich noch homologisch beschra¨nkt. Jedoch gibt es eine Klassifikation der unzerlegba-
ren Moduln u¨ber einer Fadenalgebra (siehe [12, 53]). Jeder unzerlegbare Modul u¨ber
einer Fadenalgebra ist entweder ein Fadenmodul oder ein Bandmodul. Insbesondere
sind Fadenalgebren zahm. Die Klasse der Fadenalgebren ist eine ha¨ufig verwendete
Testklasse fu¨r allgemeine Vermutungen u¨ber Algebren.
Eine Algebra A heißt speziell biseriell, falls es einen Ko¨cher Q und ein zula¨ssiges
Ideal I ⊂ KQ gibt, so dass A ∼= KQ/I und Q und I bestimmten Bedingungen
genu¨gen (so starten und enden z.B. in jedem Punkt von Q ho¨chstens zwei Pfeile). Die
repetitive Algebra Aˆ einer Algebra A ist die unendliche Matrixalgebra mit Eintra¨gen
A auf der Diagonalen und D(AA) auf der Subdiagonalen und der Konvention
D(AA) ·D(AA) = 0.
Nach Happel ([23]) gibt es eine volltreue Einbettung triangulierter Kategorien
Db(A) →֒ mod(Aˆ),
die eine A¨quivalenz ist, falls A endliche globale Dimension besitzt. Dies motiviert
folgende Definition. Wir nennen eine Algebra A deriviert speziell biseriell, falls die
repetitive Algebra Aˆ speziell biseriell ist. Ringel zeigt in [44], dass die Klasse der
deriviert speziell biseriellen Algebren eine Unterklasse der Fadenalgebren ist (siehe
auch [47]).
So ist zum Beispiel folgende Algebra deriviert speziell biseriell. Sei Q der folgende
Ko¨cher
1
a //
b
// 2
c //
d
// 3
und sei I = 〈da, cb〉. Dann ist KQ/I deriviert speziell biseriell.
Nach [46] ist die Klasse der deriviert speziell biseriellen Algebren abgeschlossen
unter Kippen und nach [48] ist sie abgeschlossen unter derivierter A¨quivalenz. Dies
macht sie zu einer hervorragenden Testklasse fu¨r unsere Vermutung. In der Tat
ko¨nnen wir folgendes zeigen:
9Satz. Sei A eine deriviert speziell biserielle Algebra u¨ber K, sei M ein treuer par-
tieller klassischer Kippmodul. Dann ist TA(M) zusammenha¨ngend.
1.4. Duplizierte Algebren wurden in [2] eingefu¨hrt, um Cluster-Algebren besser stu-
dieren zu ko¨nnen. Zu einer Algebra A sei die duplizierte Algebra A¯ die Matrixalgebra
(
A 0
D(AA) A
)
.
Sei nun A eine deriviert speziell biserielle Algebra. Dann gibt es einen Ko¨cher Q¯
sowie ein zula¨ssiges Ideal I¯ ⊂ KQ¯, so dass A¯ = KQ¯/I¯. Daru¨ber hinaus ko¨nnen wir
Q¯ und I¯ explizit beschreiben.
Beispiel 1.6. Wir betrachten die Beispielalgebra A aus Abschnitt 1.3. Sei Q¯ folgen-
der Ko¨cher
1
a //
b
// 2
c //
d
// 3
p

q

1′
a′ //
b′
// 2′
c′ //
d′
// 3
und sei I¯ = 〈da, cb, d′a′, c′b′, pd, qc, a′q, b′p, b′qdb, db′qd, a′pca, c′a′pc, pca−qdb, a′pc−
b′qd, c′a′p− d′b′q〉. Dann ist A¯ = KQ¯/I¯.
Nach [47] ist A¯ speziell biseriell. Falls |Q0| = n, so gilt |Q¯0| = 2n und es gibt genau
n Isomorphieklassen unzerlegbarer, projektiv-injektiver A¯-Moduln. Seien I1, . . . , In
Repra¨sentanten dieser Klassen und sei I = I1 ⊕ · · · ⊕ In. Dann ist I treu und
TA¯ = TA¯(I). Es gilt folgender
Satz 1.7. Sei A = KQ/I deriviert speziell biseriell, so dass Q keine orientierten
Kreise entha¨lt. Dann ist TA¯ = TA¯(I) zusammenha¨ngend.
Somit haben wir einen weiteren Spezialfall der Vermutung 1.4 bewiesen.
1.5. Fu¨r eine Algebra A = KQ/I seien S1, . . . , Sn Repra¨sentanten der Isomorphie-
klassen einfacher A-Moduln, seien P1, . . . , Pn die projektiven Decken von S1 . . . , Sn.
Fu¨r i ∈ {1, . . . , n} sei ∆i der gro¨ßte Faktormodul von Pi, der keine Kompositionsfak-
toren Sj fu¨r j > i besitzt. Sei F(∆) die volle Unterkategorie aller A-Moduln, die eine
Filtrierung in den ∆i besitzen. Dann nennen wir A quasi-erblich, falls AA ∈ F(∆)
und falls fu¨r alle i ∈ {1, . . . n} gilt, dass EndA(∆i) = K. Wir nennen A stark quasi-
erblich, falls fu¨r jedes k ∈ {1, . . . , n} ein Dk ∈ mod(A) sowie eine kurze exakte
Folge
0→ Rk → Pk → Dk → 0
existiert mit Rk ∈ add(Pk+1 ⊕ · · · ⊕ Pn) und HomA(Pj, Dk) = 0 fu¨r j > k. Quasi-
erbliche Algebren wurden erstmals in [13] eingefu¨hrt, stark quasi-erbliche Algebren
in [40]. Eine stark quasi-erbliche Algebra ist quasi-erblich mit ∆k = Dk. Die Begriffe
quasi-erblich und stark quasi-erblich ha¨ngen von der Wahl einer Ordnung der einfa-
chen Moduln ab. Falls A stark quasi-erblich ist undM ∈ F(∆), so gilt pdA(M) ≤ 1.
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Zu einer quasi-erblichen Algebra A existiert ein sogenannter kanonischer (verallge-
meinerter) Kippmodul Tmin, der minimal in F(∆) bezu¨glich  ist.
In [17] und [18] haben Geiß, Leclerc und Schro¨er im Zusammenhang mit der Kate-
gorifizierung von Cluster-Algebren folgende Konstruktion durchgefu¨hrt. Sei Λ = ΛQ
die pra¨projektive Algebra zu einem Ko¨cher Q, sei W = WQ die Weyl-Gruppe von
Q. Sei w ∈ W . Dann gibt es (siehe auch [11]) eine zu w assoziierte Unterkatego-
rie Cw von nil(Λ), so dass Cw eine Frobeniuskategorie ist und Cw eine 2-Calabi-Yau
Kategorie. Daru¨ber hinaus gibt es zu jedem reduzierten Ausdruck i = (i1, . . . , ir)
einen maximal rigiden Λ-Modul Vi. Sei A = EndΛ(Vi)
op. Dann ist die Algebra A
stark quasi-erblich und Cw ist a¨quivalent zu F(∆) ⊂ mod(A). Die Mutation von
maximal rigiden Λ-Moduln entspricht der Mutation von Kippmoduln u¨ber A, die in
F(∆) liegen. Daru¨ber hinaus wird gezeigt, dass es einen Pfad zwischen AA und dem
kanonischen Kippmodul Tmin gibt, der ganz in F(∆) liegt. Dieses Ergebnis wollen
wir verallgemeinern.
Sei dazu nun B = KQ′/I ′ eine endlich-dimensionale Algebra u¨ber K, sei i =
(i1, . . . , ir) ∈ Q
′
0
r. Analog zu [17] definieren wir uns Moduln V1, . . . , Vr und setzen
Vi = V1 ⊕ · · · ⊕ Vr.
Satz 1.8. A = EndB(Vi)
op ist stark quasi-erblich.
Sei Tmin der kanonische Kippmodul. Sei TF(∆) der volle Unterko¨cher von TA aller
Kippmoduln, die in F(∆) liegen. Dann gilt folgender
Satz 1.9. Es gibt einen Weg von AA nach Tmin in TF(∆).
Somit haben wir das Resultat von Geiß, Leclerc und Schro¨er verallgemeinert. Es
gibt folgende
Vermutung 1.10. TF(∆) ist zusammenha¨ngend.
Satz 1.9 ist ein erster Schritt zum Beweis dieser Vermutung.
1.6. Die Arbeit gliedert sich wie folgt. Teil 1 gibt eine kurze Einfu¨hrung in die
Darstellungstheorie endlich-dimensionaler Algebren. Die wichtigsten Sa¨tze und De-
finitionen zu endlich-dimensionalen Algebren werden in Abschnitt 2 gegeben. Ab-
schnitt 3 bescha¨ftigt sich mit Ko¨chern und ihren Darstellungen, Abschnitt 4 stellt die
Auslander-Reiten Theorie vor und in Abschnitt 5 geben wir einen kurzen U¨berblick
u¨ber derivierte Kategorien.
Teil 2 stellt die wichtigsten Definitionen und Resultate der Kipptheorie bereit.
Nach einer kurzen Einfu¨hrung in Rechts- und Linksapproximationen in Abschnitt
6 werden klassische und verallgemeinerte Kippmoduln in den Abschnitten 7 und 8
diskutiert. Die wichtigsten Resultate sowie Unterschiede zwischen klassischen und
verallgemeinerten Kippmoduln werden besprochen. Schließlich stellen wir in Ab-
schnitt 9 das Hauptobjekt unserer Untersuchungen vor, den Ko¨cher der Kippmoduln.
Daru¨ber hinaus diskutieren wir die Halbordnung auf Kippmoduln. Die Hauptvermu-
tung wird vorgestellt und schon bewiesene Fa¨lle dieser Vermutung werden erwa¨hnt.
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In Abschnitt 10 wird die Hauptvermutung auf den projektiven Fall zuru¨ckgefu¨hrt,
was einen ersten Beweisschritt in Richtung von Satz 1.5 darstellt.
In Teil 3 wird Satz 1.5 formuliert und bewiesen. In den Abschnitten 11 und 12
werden Fadenalgebren und Fadenmoduln sowie deren Kombinatorik besprochen. In
Abschnitt 13 werden repetitive Algebren eingefu¨hrt und Abschnitt 14 bescha¨ftigt
sich mit der Definition von deriviert speziell biseriellen Algebren. In Abschnitt 15
betrachten wir Austauschfolgen u¨ber diesen Algebren. Die Abschnitte 16-20 markie-
ren den Beweis von Satz 1.5. Teil 3 schließt mit einigen Beispielen in Abschnitt 21.
Teil 4 bescha¨ftigt sich mit dem Beweis von Satz 1.7. Die wichtigsten Definitionen
zu duplizierten Algebren werden in Abschnitt 22 gegeben. Die Formulierung von
Satz 1.7 findet in Abschnitt 23 statt. Abschnitte 24 und 25 dienen dem Beweis von
Satz 1.7. Schließlich beenden wir Teil 4 mit einigen Beispielen in Abschnitt 26.
Unser letztes Resultat Satz 1.9 wird in Teil 5 bewiesen. Die Moduln Vi werden in
Abschnitt 27 konstruiert, quasi-erbliche und stark quasi-erbliche Algebren werden
in Abschnitt 28 besprochen. Abschnitt 29 bescha¨ftigt sich mit der Konstruktion des
kanonischen Kippmoduls. Der Beweis von Satz 1.9 findet sich schließlich in Abschnitt
30.
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Teil 1. Darstellungstheorie endlich-dimensionaler Algebren
In diesem Abschnitt werden wir die grundlegenden Definitionen und Sa¨tze der
Darstellungstheorie endlich-dimensionaler Algebren vorstellen. Fu¨r unerkla¨rte Be-
griffe und Notationen verweisen wir auf die Standardwerke der Darstellungstheorie
wie [6, 3, 41].
2. Endlich-dimensionale Algebren
Sei K ein algebraisch abgeschlossener Ko¨rper.
Definition 2.1. Eine K-Algebra ist ein K-Vektorraum A zusammen mit einer Ab-
bildung · : A× A→ A, so dass folgende Regeln gelten:
(1) Fu¨r alle a, b, c ∈ A ist
a · (b · c) = (a · b) · c.
(2) Fu¨r alle a, b, c ∈ A ist
(a+ b) · c = a · c+ b · c,
a · (b+ c) = a · b+ a · c.
(3) Fu¨r alle a, b ∈ A, λ ∈ K ist
λ(a · b) = (λa) · b = a · (λb).
(4) Es gibt ein Element 1 ∈ A, so dass fu¨r alle a ∈ A gilt
1 · a = a · 1 = a.
Eine K-Algebra A heißt endlich-dimensional, falls A endlich-dimensional als K-
Vektorraum ist.
Im folgenden schreiben wir auch ab fu¨r a · b.
Bemerkung 2.2. Manchmal werden wir auch von Algebren sprechen, wenn die
Bedingung (4) nicht erfu¨llt ist.
In der Darstellungstheorie endlich-dimensionaler Algebren interessieren wir uns
fu¨r die Kategorie der Moduln Mod(A) u¨ber einer endlich-dimensionalen Algebra
A (bzw. fu¨r die Kategorie mod(A) der endlich-dimensionalen Moduln u¨ber einer
endlich-dimensionalen Algebra A). Sei im folgenden immer A eine endlich-dimensio-
nale K-Algebra.
Definition 2.3. Ein A-Linksmodul ist ein K-Vektorraum M zusammen mit einer
Abbildung · : A×M →M , so dass folgendes gilt:
(1) Fu¨r alle a, b ∈ A,m ∈M ist
(ab) ·m = a · (b ·m).
(2) Fu¨r alle m ∈M ist
1 ·m = m.
(3) Fu¨r alle a, b ∈ A,m ∈M ist
(a+ b) ·m = a ·m+ b ·m.
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(4) Fu¨r alle a ∈ A,m, n ∈M ist
a · (m+ n) = a ·m+ a · n.
(5) Fu¨r alle a ∈ A,m ∈M,λ ∈ K ist
(λa) ·m = λ(a ·m) = a · (λm).
Wir nennenM einen endlich-dimensionalenA-Linksmodul, fallsM alsK-Vektorraum
endlich-dimensional ist.
Analog kann man A-Rechtsmoduln definieren. Wenn wir von einem A-Modul spre-
chen, ist immer ein A-Linksmodul gemeint.
Im folgenden schreiben wir auch am fu¨r a ·m. Die Algebra A ist auf natu¨rliche
Weise ein Linksmodul (beziehungsweise Rechtsmodul) u¨ber sich selbst. Wenn wir
die Algebra A als Linksmodul (Rechtsmodul) betrachten wollen, so schreiben wir
auch AA (beziehungsweise AA).
Definition 2.4. Seien M,N A-Moduln. Eine Abbildung f : M → N heißt Mor-
phismus von A-Moduln, falls gilt:
(1) Fu¨r alle m,m′ ∈M ist
f(m+m′) = f(m) + f(m′).
(2) Fu¨r alle a ∈ A,m ∈M ist
f(am) = af(m).
Wir bezeichnen mit Mod(A) die Kategorie aller A-Linksmoduln zusammen mit
ihren Morphismen und mit mod(A) die Kategorie aller endlich-dimensionalen A-
Linksmoduln mit ihren Morphismen. Ein Hauptaugenmerk der Darstellungstheorie
liegt darauf, diese Kategorien zu studieren.
Bemerkung 2.5. Die Kategorien Mod(A) und mod(A) sind abelsche Kategorien.
Insbesondere existieren endliche direkte Summen sowie Kerne und Cokerne.
Seien M,N ∈ Mod(A) (beziehungsweise in mod(A)). Wir bezeichnen mit
HomA(M,N) den K-Vektorraum aller Morphismen von M nach N . Des weiteren
bezeichnen wir mit EndA(M) die Algebra aller Endomorphismen von M . Fu¨r eine
Algebra A, sei Aop die entgegengesetzte Algebra mit dem gleichen zugrundeliegenden
Vektorraum wie A und der Multiplikation
a ·Aop b = b ·A a.
Definition 2.6. Ein A-Modul S ≇ 0 heißt einfach, falls 0 und S die einzigen
Untermoduln von S sind.
Lemma 2.7 (Schurs Lemma). Seien S, S ′ ∈ Mod(A), sei f : S → S ′ ein nichttri-
vialer Morphismus.
(a) Falls S einfach ist, so ist f ein Monomorphismus.
(b) Falls S ′ einfach ist, so ist f ein Epimorphismus.
(c) Falls S, S ′ einfach sind, so ist f ein Isomorphismus.
(d) Falls S einfach ist, so existiert ein K-Algebren-Isomorphismus K ∼= EndA(S).
Beweis. Siehe [3, I.3.1, I.3.2], [49]. 
14
Definition 2.8. Sei M ∈ mod(A). Sei
0 =M0 ⊂M1 ⊂ · · · ⊂Mm =M
eine Kette von Untermoduln von M , so dass fu¨r alle j ∈ {0, . . . ,m − 1} gilt, dass
Mj+1/Mj ein einfacher A-Modul ist. Dann nennen wir diese Kette Kompositionsreihe
von M . Die vorkommenden einfachen Moduln Mj+1/Mj heißen Kompositionsfakto-
ren von M .
Bemerkung 2.9. Zu jedem M ∈ mod(A) existiert eine Kompositionsreihe.
Satz 2.10 (Satz von Jordan-Ho¨lder). Sei A eine endlich-dimensionale K-Algebra,
sei M ∈ mod(A), seien
0 = M0 ⊂M1 ⊂ · · · ⊂Mm =M,
0 = N0 ⊂ N1 ⊂ · · · ⊂ Nn =M
Kompositionsreihen von M . Dann ist m = n und es existiert eine Permutation
π ∈ Sn, so dass fu¨r j ∈ {0, . . . ,m− 1} gilt, dass
Mj+1/Mj ∼= Nπ(j+1)/Nπ(j+1)−1.
Beweis. Siehe [1, Theorem 11.3],[16, Theorem 1.5.1]. 
Sei M ∈ mod(A) und
0 =M0 ⊂M1 ⊂ · · · ⊂Mm =M
eine Kompositionsreihe. Aus dem Satz von Jordan-Ho¨lder folgt, dass m eindeutig
bestimmt ist. Wir nennen m die La¨nge von M und schreiben m = La¨nge(M).
Definition 2.11. Wir nennen einen A-Modul M ≇ 0 unzerlegbar, falls aus
M ∼= M1 ⊕M2 folgt, dass entweder M1 ∼= 0 oder M2 ∼= 0.
Definition 2.12. Sei R ein Ring. Wir nennen R lokal, falls die nichtinvertierbaren
Elemente von R ein beidseitiges Ideal bilden.
Lemma 2.13. Sei A eine K-Algebra, sei M ∈ Mod(A).
(a) Falls EndA(M) lokal ist, so ist M unzerlegbar.
(b) Falls M unzerlegbar ist und M ∈ mod(A), so ist EndA(M) lokal.
Beweis. Siehe [3, Lemma I.4.8]. 
Satz 2.14 (Satz von Krull-Remak-Schmidt). Sei A eine endlich-dimensionale K-
Algebra.
(a) Jedes M ∈ mod(A) besitzt eine Zerlegung
M ∼=
m⊕
i=1
Mi,
so dass fu¨r alle j ∈ {1, . . . ,m} gilt, dass Mi unzerlegbar ist.
(b) Falls es Zerlegungen
M ∼=
m⊕
i=1
Mi ∼=
n⊕
j=1
Nj
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gibt, mit Mi, Nj unzerlegbar fu¨r alle i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}, dann ist
m = n und es existiert eine Permutation π ∈ Sn, so dass Mi ∼= Nπ(i) fu¨r alle
i ∈ {1, . . . ,m}.
Beweis. Siehe [3, Satz I.4.10], auch [34, Fundamentalsatz §6], [37, Hauptsatz §2]. 
Satz 2.15 (Lemma von Harada und Sai). Sei b ∈ N, seien M1, . . .M2b unzerlegbar
in mod(A). Sei La¨nge(Mi) ≤ b fu¨r alle i ∈ {1, . . . , 2
b}. Sei fu¨r i ∈ {1, . . . , 2b − 1}
fi :Mi →Mi+1
ein Morphismus, der kein Isomorphismus ist. Dann ist
f2b−1 ◦ · · · ◦ f2 ◦ f1 = 0.
Beweis. Siehe [3, Lemma IV.5.2], auch [31]. 
Da wir uns hauptsa¨chlich fu¨r die Modulkategorie einer Algebra interessieren, ma-
chen wir folgende
Definition 2.16. Seien A,B endlich-dimensionale K-Algebren. Wir sagen, dass A
und B Morita-a¨quivalent sind, falls es eine A¨quivalenz von K-Kategorien zwischen
den Modulkategorien mod(A) und mod(B) gibt.
Definition 2.17. Sei M ∈ modA. Sei
M ∼= M1
r1 ⊕ · · · ⊕Ms
rs
eine Zerlegung von M in unzerlegbare, direkte Summanden Mi, so dass Mi ≇ Mj
fu¨r i 6= j und ri > 0 fu¨r alle i. Wir setzen
λ(M) = s,
δ(M) = r1 + · · ·+ rs.
Falls ri = 1 fu¨r alle i ∈ {1, . . . , s}, so nennen wir M basisch. Wir setzen
bas(M) =M1 ⊕ · · · ⊕Ms.
Fu¨r jedes M ∈ mod(A) ist bas(M) basisch. Der Modul bas(M) ist bis auf Isomor-
phie eindeutig durch M bestimmt.
Wir nennen die Algebra A basisch, falls der A-Modul AA basisch ist.
Lemma 2.18. Sei A eine endlich-dimensionale K-Algebra. Dann gibt es eine ba-
sische endlich-dimensionale K-Algebra Abas, so dass A und Abas Morita-a¨quivalent
sind.
Beweis. Siehe [3, I.6.10]. 
Fu¨r viele Fragestellungen u¨ber mod(A) kann man also ohne Einschra¨nkung an-
nehmen, dass A basisch ist.
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3. Ko¨cher und ihre Darstellungen
Definition 3.1. Ein Ko¨cher Q ist ein 4-Tupel Q = (Q0, Q1, s, t), wobei Q0 und Q1
Mengen sind und s, t : Q1 → Q0 Abbildungen. Wir nennen die Elemente aus Q0
Ecken oder Punkte und die Elemente aus Q1 Pfeile.
FallsQ0, Q1 endliche Mengen sind, so nennen wirQ endlich. Fu¨r einen Pfeil a ∈ Q1
sei s(a) der Startpunkt von a, t(a) der Endpunkt von a. Ein Weg ρ in Q ist eine
endliche Folge α1 . . . αr von Pfeilen mit s(αi) = t(αi+1) fu¨r i ∈ {1, . . . , r − 1}. Wir
nennen r die La¨nge von ρ. Zusa¨tzlich ordnen wir jedem Punkt i ∈ Q0 einen trivialen
Weg ei der La¨nge 0 zu. Wir erweitern den Definitionsbereich der Abbildungen s
und t auf Wege: Falls ρ = α1 . . . αr ein Weg ist, so setzen wir s(ρ) = s(αr) und
t(ρ) = t(α1). Fu¨r i ∈ Q0 setzen wir s(ei) = t(ei) = i.
Definition 3.2. Sei Q ein Ko¨cher. Wir definieren die Wegealgebra KQ folgender-
maßen: Als K-Vektorraum habe KQ als Basis die Menge aller Wege in Q. Fu¨r zwei
nichttriviale Wege ρ1 = α1, . . . αr, ρ2 = β1 . . . βs definieren wir die Multiplikation
ρ1ρ2 =
{
α1 . . . αsβ1 . . . βs falls s(αs) = t(β1),
0 sonst.
Falls s(ρ) = i, t(ρ) = j, so setzen wir fu¨r k ∈ Q0
ρek = δk,iρ,
ekρ = δk,jρ.
Wir erweitern die Multiplikation linear auf alle Elemente aus KQ.
Beispiel 3.3. Wir betrachten folgende Ko¨cher Q und S:
Q : 1
a // 2
b // 3
c // 4 S : 1′
a′ // 2′
b′
oo
Die Wege in Q sind
{e1, e2, e3, e4, a, b, c, ba, cb, cba},
die Wege in S sind
{e1, e2, a
′, b′, (a′b′)l, (a′b′)la′, (b′a′)l, (b′a′)lb′}l≥1.
Die Algebra KQ ist somit 10-dimensional, wohingegen die Algebra KS nicht endlich-
dimensional ist.
Lemma 3.4. Sei Q ein endlicher Ko¨cher. Dann ist
1 =
∑
i∈Q0
ei
das Einselement in KQ.
Beweis. Siehe [3, Lemma II.1.4, Korollar II.1.5]. 
Bemerkung 3.5. Sei Q ein Ko¨cher. Falls Q0 nicht endlich ist, so besitzt die Wege-
algebra KQ kein Einselement.
Lemma 3.6. Sei Q ein endlicher Ko¨cher. Die Wegealgebra KQ ist endlich-
dimensional genau dann, wenn Q keine orientierten Kreise besitzt.
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Beweis. Siehe [3, Lemma II.1.4.(c)]. 
Definition 3.7. Sei Q ein endlicher Ko¨cher. Sei das Pfeilideal RQ ⊂ KQ das beid-
seitige Ideal, welches von allen Elementen von Q1 erzeugt wird. Wir nennen ein
beidseitiges Ideal I ⊂ KQ zula¨ssig, falls es ein n ≥ 2 gibt, so dass
Rn
Q
⊆ I ⊆ R2
Q
.
Bemerkung 3.8. Sei Q ein endlicher Ko¨cher. Dann ist das Nullideal genau dann
zula¨ssig in KQ, wenn Q keine orientierten Kreise besitzt.
Definition 3.9. Sei Q ein Ko¨cher. Seien i, j ∈ Q0. Sei m ≥ 1. Fu¨r k ∈ {1, . . . ,m}
seien ρk Wege der La¨nge ≥ 2 mit s(ρk) = i, t(ρk) = j und seien λk ∈ K
⋆. Dann
nennen wir ein Element r ∈ KQ der Form
r =
m∑
k=1
λkρk
Relation in Q. Falls m = 1, so nennen wir r Nullrelation. Falls r = w1−w2 fu¨r Wege
w1, w2, so nennen wir r Kommutativita¨tsrelation.
Lemma 3.10. Sei Q ein endlicher Ko¨cher und I ⊂ KQ ein zula¨ssiges Ideal. Dann
gibt es eine endliche Menge von Relationen {r1, . . . , rm}, so dass I = 〈r1, . . . , rm〉.
Beweis. Siehe [3, Korollar II.2.9]. 
Lemma 3.11. Sei Q ein endlicher Ko¨cher und I ⊂ KQ ein zula¨ssiges Ideal. Dann
ist die Algebra KQ/I endlich-dimensional und basisch.
Beweis. Siehe [3, Proposition II.2.6, Lemma II.2.10]. 
Satz 3.12. Sei A eine endlich-dimensionale, basische K-Algebra. Dann existiert ein
eindeutig bestimmter endlicher Ko¨cher Q und ein zula¨ssiges Ideal I ⊂ KQ, so dass
A ∼= KQ/I.
Wir nennen Q den Ko¨cher von A.
Beweis. Siehe [3, Theorem II.3.7]. 
Definition 3.13. Sei Q ein endlicher Ko¨cher. Eine Darstellung M von Q u¨ber K
besteht aus folgenden Daten:
• Einem K-Vektorraum Mi fu¨r jeden Punkt i ∈ Q0,
• einer K-linearen Abbildung fa : Ms(a) →Mt(a) fu¨r jeden Pfeil a ∈ Q1.
Wir nennen die Darstellung M = (Mi, fa)i∈Q0,a∈Q1 endlich-dimensional, falls Mi
endlich-dimensional ist fu¨r alle i ∈ Q0.
Definition 3.14. Sei Q ein endlicher Ko¨cher. Seien M = (Mi, fa)i∈Q0,a∈Q1 , N =
(Ni, ga)i∈Q0,a∈Q1 Darstellungen von Q. Ein Morphismus ϕ : M → N von Darstellun-
gen ist eine Familie (ϕi)i∈Q0 von K-linearen Abbildungen, so dass fu¨r alle a ∈ Q1
das Diagramm
Ms(a)
fa //
ϕi

Mt(a)
ϕj

Ns(a)
ga // Nt(a)
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kommutiert.
Seien L,M,N Darstellungen von Q und ϕ : L → M , ψ : M → N Morphismen,
wobei ϕ = (ϕi)i∈Q0 , ψ = (ψi)i∈Q0 . Dann definieren wir die Komposition als die
Familie ψ ◦ ϕ = (ψi ◦ ϕi)i∈Q0 .
Sei RepK(Q) die Kategorie aller Darstellungen von Q u¨ber K, sei repK(Q) die
volle Unterkategorie aller endlich-dimensionalen Darstellungen.
Lemma 3.15. Die Kategorien RepK(Q) und repK(Q) sind abelsche K-Kategorien.
Beweis. Siehe [3, Lemma III.1.3]. 
Beispiel 3.16. Sei Q der Ko¨cher
1
a //
b
// 2
c // 3.
Wir betrachten die Darstellung M , die gegeben ist durch
0
(0)
//
(0)
// K
( 1
0
)
// K2
und die Darstellung M ′, die gegeben ist durch
K
( 1
0
)
//
( 0
1
)
// K2
( 1 0
0 1
)
// K2.
Dann haben wir einen Morphismus ϕ :M →M ′, gegeben durch
0
(0)

(0)
//
(0)
// K
( 1
0
)

( 1
0
)
// K2
( 1 0
0 1
)

K
( 1
0
)
//
( 0
1
)
// K2
( 1 0
0 1
)
// K2.
Sei M = (Mi, fa)i∈Q0,a∈Q1 eine Darstellung von Q. Sei ρ = a1 . . . ar ein Weg in Q
der La¨nge r ≥ 1. Sei s(ρ) = i, t(ρ) = j. Dann setzen wir
fρ = fa1 ◦ · · · ◦ far :Mi →Mj.
Sei nun
r =
m∑
k=1
λkρk
eine Relation in Q. Wir sagen, die Darstellung M erfu¨llt die Relation r, falls
m∑
k=1
λkfρk = 0.
Sei nun I ⊂ KQ ein zula¨ssiges Ideal, I = 〈r1, . . . rm〉, wobei die r1, . . . , rm Relationen
sind, und sei M eine Darstellung von Q. Dann nennen wir M eine Darstellung von
(Q, I), fallsM die Relationen r1, . . . , rm erfu¨llt. Wir bezeichnen mit RepK(Q, I) (be-
ziehungsweise repK(Q, I)) die volle Unterkategorie von RepK(Q) (beziehungsweise
repK(Q)) aller Darstellungen von (Q, I). Es gilt folgender
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Satz 3.17. Sei Q ein endlicher Ko¨cher, sei I ⊂ KQ ein zula¨ssiges Ideal, sei A =
KQ/I. Dann gibt es eine K-lineare A¨quivalenz von Kategorien
F : Mod(A)→ RepK(Q, I),
die sich einschra¨nkt zu einer K-linearen A¨quivalenz
F : mod(A)→ repK(Q, I).
Beweis. Siehe [3, Thm. III.1.6]. 
Wir fassen die Ergebnisse kurz zusammen. Fu¨r die von uns behandelten Frage-
stellungen u¨ber Modulkategorien mod(A) von endlich-dimensionalen K-Algebren A
reicht es aus, sich auf die Klasse der basischen K-Algebren einzuschra¨nken. Zu je-
der basischen endlich-dimensionalen Algebra A ko¨nnen wir einen Ko¨cher Q und ein
zula¨ssiges Ideal I finden, so dass A ∼= KQ/I. Schließlich gilt in diesem Fall, dass
mod(A) ≃ repK(Q, I), so dass wir uns darauf beschra¨nken ko¨nnen, die endlich-
dimensionalen Darstellungen von (Q, I) zu untersuchen. Wir werden im folgenden
oftmals nicht mehr zwischen der Kategorie mod(A) und der Kategorie repK(Q, I)
unterscheiden.
Zum Abschluss dieses Abschnitts geben wir eine kurze Beschreibung der einfachen,
projektiven und injektiven Moduln u¨ber A = KQ/I als Darstellungen von (Q, I).
Sei i ∈ Q0. Wir ordnen i Moduln
Si = ((Si)j, fa)j∈Q0,a∈Q1 ,
Pi = ((Pi)j, ga)j∈Q0,a∈Q1 ,
Ii = ((Ii)j, ha)j∈Q0,a∈Q1
wie folgt zu:
(Si)j =
{
K falls i = j,
0 sonst.
Wir setzen fa = 0 fu¨r alle a ∈ Q1.
Sei (Pi)j der K-Vektorraum, der als Erzeugendensystem alle Nebenklassen ρ¯ =
ρ+I hat, wobei ρ alle Wege von i nach j durchla¨uft. Sei a ∈ Q1 mit s(a) = j, t(a) = k.
Dann entspricht die Abbildung ga : (Pi)j → (Pi)k der Linksmultiplikation mit
a¯ = a+ I.
Sei (Ii)j das Dual des K-Vektorraums, der als Erzeugendensystem alle Neben-
klassen ρ¯ = ρ + I hat, wobei ρ alle Wege von j nach i durchla¨uft. Sei a ∈ Q1 mit
s(a) = j, t(a) = k. Dann entspricht die Abbildung ga : (Ii)j → (Ii)k dem dualen der
Linksmultiplikation mit a¯ = a+ I.
Lemma 3.18. Sei A = KQ/I eine endlich-dimensionale K-Algebra.
(a) Die Moduln Si (i ∈ Q0) stellen eine vollsta¨ndige Liste der Isomorphieklassen
einfacher A-Moduln dar.
(b) Die Moduln Pi (i ∈ Q0) stellen eine vollsta¨ndige Liste der Isomorphieklassen
unzerlegbarer, projektiver A-Moduln dar.
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(c) Die Moduln Ii (i ∈ Q0) stellen eine vollsta¨ndige Liste der Isomorphieklassen
unzerlegbarer, injektiver A-Moduln dar.
(d) Fu¨r i ∈ Q0 ist Pi die projektive Decke von Si und Ii die injektive Hu¨lle von
Si.
Beweis. Siehe [3, Lemma III.2.1, Lemma III.2.4 und Lemma III.2.6]. 
Beispiel 3.19. Sei Q der Ko¨cher
Q : 1
a //
b
// 2
c // 3
und sei I = 〈ca〉. Sei A = KQ/I. Dann erhalten wir die folgenden projektiven und
injektiven Moduln in mod(A):
P1 : K
( 1
0
)
//
( 0
1
)
// K2
( 0 1 ) // K P2 : 0
0 //
0
// K
1 // K
P3 ∼= S3 : 0
0 //
0
// 0
0 // K I1 ∼= S1 : K
0 //
0
// 0
0 // 0
I2 : K
2
( 1 0 ) //
( 0 1 )
// K
0 // 0 I3 : K
0 //
1
// K
1 // K
Beispiel 3.20. Sei S der Ko¨cher
2′
c′

S : 1′
a′
??
b′ 
4′
3′
d′
??
und sei I ′ = 〈c′a′ − d′b′〉. Sei A′ = KS/I ′. Dann erhalten wir die folgenden projek-
tiven und injektiven Moduln in mod(A′):
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K
1
  
K
1
  
P1′ ∼= I4′ : K
1
>>
1   
K P2′ : 0
0
??
0 
K
K
1
>>
0
0
>>
0
0
  
0
0
  
P3′ : 0
0
>>
0   
K P4′ : 0
0
??
0 
K
K
1
>>
0
0
>>
0
0

K
0

I1′ : K
0
>>
0   
0 I2′ : K
1
>>
0   
0
0
0
??
0
0
??
0
0

I3′ : K
0
>>
1   
0
K
0
??
4. Auslander-Reiten Theorie
In diesem Abschnitt geben wir einen kurzen U¨berblick u¨ber die Auslander-Reiten
Theorie einer endlich-dimensionalen K-Algebra. Zuna¨chst fu¨hren wir die
Auslander-Reiten Verschiebung τ ein. Anschließend betrachten wir fast zerfallende
Folgen und schließlich betrachten wir den Auslander-Reiten Ko¨cher ΓA einer endlich-
dimensionalen Algebra A. Wir beenden diesen Abschnitt mit einem Beispiel.
Sei A eine endlich-dimensionale Algebra u¨ber K. Fu¨r einen A-Linksmodul M sei
D(M) = HomK(M,K).
Dann ist D(M) ein A-Rechtsmodul vermo¨ge
f · a = f ′
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fu¨r alle a ∈ A sowie alle f ∈ D(M), wobei f ′ :M → K die Abbildung ist mit
f ′(x) = f(ax).
Fu¨r einen Morphismus f : M → N zwischen A-Linksmoduln M,N , sei D(f) :
D(N) → D(M) die Abbildung, die eine K-lineare Abbildung ϕ : N → K auf
ϕ ◦ f : M → K schickt. Dann ist D(f) ein Morphismus von A-Rechtmoduln. D
definiert auf diese Weise eine Dualita¨t zwischen den Kategorien
D : mod(A)→ mod(Aop),
wobei wir mod(Aop) mit der Kategorie der endlich-dimensionalen A-Rechtsmoduln
identifizieren. Wir nennen D die Standard-K-Dualita¨t zwischen A und Aop. Auf
a¨hnliche Weise definieren wir fu¨r einen A-Rechtsmodul N den A-Linksmodul
D(N) = HomK(M,K),
wobei die A-Linksmodulstruktur gegeben ist durch
a · f = f ′
fu¨r alle a ∈ A sowie alle f ∈ D(N), wobei f ′ : N → K die Abbildung ist mit
f ′(x) = f(xa).
Dies definiert auf a¨hnliche Weise wie oben einen Funktor
D : mod(Aop)→ mod(A),
den wir ebenfalls mit D bezeichnen und der quasi-invers zur Standard-Dualita¨t ist.
Bemerkung 4.1. Falls M ein A-A-Bimodul ist, so ist D(M) auf natu¨rliche Weise
ein A-A-Bimodul.
Fu¨r einen A-Modul M sei
P1
f1
→ P0
f0
→M → 0
eine minimale projektive Pra¨sentierung von M . Durch Anwenden des Funktors
HomA(·, AA) erhalten wir eine exakte Folge
0 −→HomA(M, AA)
HomA(f0,A)
−−−−−−−→ HomA(P0, AA)
HomA(f1,AA)
−−−−−−−−→ HomA(P1, AA)
−→Coker(HomA(f1, AA))→ 0.
Wir setzen Tr(M) = Coker(HomA(f1, AA)) und nennen Tr(M) den transponierten
Modul von M .
Seien M,N ∈ mod(A). Wir setzen
P(M,N) = {f ∈ HomA(M,N)| f faktorisiert durch einen projektiven Modul},
I(M,N) = {f ∈ HomA(M,N)| f faktorisiert durch einen injektiven Modul}.
Dann sind P , I beidseitige Ideale in mod(A). Die zugeho¨rigen Quotientenkategorien
bezeichnen wir mit mod(A) beziehungsweise mit mod(A). Die Kategorien mod(A)
und mod(A) haben dieselben Objekte wie mod(A). Fu¨rM,N ∈ mod(A) beziehungs-
weise mod(A) ist
Hommod(A)(M,N) = HomA(M,N) = HomA(M,N)/P(M,N),
Hommod(A)(M,N) = HomA(M,N) = HomA(M,N)/I(M,N).
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Wir nennen mod(A) die stabile Modulkategorie von A und mod(A) die kostabile
Modulkategorie von A. Es gilt folgende
Proposition 4.2. Die Zuordnung M → Tr(M) induziert einen K-linearen Dua-
lita¨tsfunktor
Tr : mod(A)→ mod(Aop).
Beweis. Siehe [3, IV.2.2]. 
Wir definieren nun die Auslander-Reiten Verschiebung τ sowie die inverse Auslander-
Reiten Verschiebung τ−1 wie folgt:
τ = D ◦Tr,
τ−1 = Tr ◦D .
Proposition 4.3. Die Auslander-Reiten Verschiebung und die inverse Auslander-
Reiten Verschiebung induzieren zueinander quasi-inverse A¨quivalenzen
mod(A)
τ // mod(A).
τ−1
oo
Beweis. Siehe [3, Korollar IV.2.11]. 
Satz 4.4 (Auslander-Reiten Formel). Sei A eine endlich-dimensionale K-Algebra,
seien M,N ∈ mod(A). Dann existieren Isomorphismen
Ext1
A
(M,N) ∼= D(HomA(τ
−1(N),M)) ∼= D(HomA(N, τ(M))),
die funktoriell in beiden Variablen sind.
Beweis. Siehe [3, Theorem IV.2.13], auch [6, Propositionen 4.5, 4.6]. 
Wir beno¨tigen folgendes
Korollar 4.5. Sei A eine endlich-dimensionale K-Algebra, seien M,N ∈ mod(A).
Falls pdA(M) ≤ 1, so gibt es einen K-linearen Isomorphismus
Ext1
A
(M,N) ∼= D(HomA(N, τ(M))).
Beweis. Siehe [3, Korollar IV.2.14]. 
Definition 4.6. (a) Wir nennen einen Morphismus f : M → N von A-Moduln
einen zerfallenden Monomorphismus, falls es einen A-Modul L und einen
Isomorphismus ϕ : N → M ⊕ L gibt, so dass ϕ ◦ f dem kanonischen Mono-
morphismus
M →M ⊕ L
entspricht.
(b) Wir nennen einen Morphismus f : M → N von A-Moduln einen zerfallenden
Epimorphismus, falls es einen A-Modul L und einen Isomorphismus ϕ : N ⊕
L→M gibt, so dass f ◦ ϕ dem kanonischen Epimorphismus
N ⊕ L→ N
entspricht.
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Definition 4.7. SeienM,N ∈ mod(A). Ein Morphismus f : M → N von A-Moduln
heißt
(a) links minimal, falls aus h ∈ EndA(N) mit hf = f folgt, dass h ein Automor-
phismus ist.
(b) rechts minimal, falls aus h ∈ EndA(M) mit fh = f folgt, dass h ein Auto-
morphismus ist.
(c) links fast zerfallend, falls f kein zerfallender Monomorphismus ist, und fu¨r
jeden Morphismus g : M → L, der kein zerfallender Monomorphismus ist,
ein h : N → L existiert mit hf = g.
(d) rechts fast zerfallend, falls f kein zerfallender Epimorphismus ist, und fu¨r
jeden Morphismus g : L → N , der kein zerfallender Epimorphismus ist, ein
h : L→M existiert mit fh = g.
(e) links minimal fast zerfallend, falls f links minimal und links fast zerfallend
ist.
(f) rechts minimal fast zerfallend, falls f rechts minimal und rechts fast zerfal-
lend ist.
(g) irreduzibel, falls f weder ein zerfallender Monomorphismus noch ein zerfal-
lender Epimorphismus ist und falls aus f = gh folgt, dass entweder g ein
zerfallender Epimorphismus oder h ein zerfallender Monomorphismus ist.
Fu¨r M,N ∈ mod(A) setzen wir
radA(M,N) = {f ∈ HomA(M,N)| ∀g ∈ HomA(N,M) ist idM −gf invertierbar}.
Fu¨r M,N ∈ mod(A) unzerlegbar ist radA(M,N) genau die Menge aller nichtin-
vertierbaren Morphismen. Wir definieren rad2
A
(M,N) als die Menge aller Morphis-
men f ∈ HomA(M,N), fu¨r die es ein X ∈ mod(A) gibt sowie Morphismen g ∈
radA(M,X), h ∈ radA(X,N) mit f = hg. Es gilt folgendes
Lemma 4.8. SeienM,N ∈ mod(A) unzerlegbar; dann ist ein Morphismus f : M →
N irreduzibel genau dann, wenn f ∈ radA(M,N)\ rad
2
A
(M,N).
Beweis. Siehe [3, Lemma IV.1.6]. 
Dieses Lemma motiviert folgende Definition. Wir definieren den Raum der irre-
duziblen Morphismen von M nach N als
IrrA(M,N) = radA(M,N)/ rad
2
A
(M,N).
Definition 4.9. Seien L,M,N ∈ mod(A). Wir nennen eine kurze exakte Folge
0→ L
f
→M
g
→ N → 0
fast zerfallend, falls f links minimal fast zerfallend und g rechts minimal fast zerfal-
lend ist.
Folgender Satz liefert den Zusammenhang zwischen fast zerfallenden Folgen und
der Auslander-Reiten Verschiebung:
Satz 4.10. (a) Sei M ∈ mod(A) unzerlegbar und nicht projektiv. Dann existiert
eine fast zerfallende Folge
0→ τ(M)→ E →M → 0.
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(b) Sei M ∈ mod(A) unzerlegbar und nicht injektiv. Dann existiert eine fast
zerfallende Folge
0→M → E → τ−1(M)→ 0.
Beweis. Siehe [3, Thm. IV.3.1]. 
Bemerkung 4.11. Seien M ∈ mod(A). Falls eine fast zerfallende Folge
0→M → E → F → 0
mit Startterm M oder eine fast zerfallende Folge
0→ X → Y →M → 0
mit Endterm M existiert, so ist diese eindeutig bis auf Isomorphie von kurzen ex-
akten Folgen.
Folgende Proposition liefert den Zusammenhang zwischen irreduziblen Abbildun-
gen und fast zerfallenden Folgen.
Proposition 4.12. Sei
0→ L
f
→
r⊕
i=1
Mni
i
g
→ N → 0
eine kurze exakte Folge in mod(A). Seien L,N,Mi unzerlegbar fu¨r i ∈ {1, . . . r} und
sei Mi ≇Mj fu¨r i 6= j. Wir schreiben
f =

f1...
fr

 mit fi =

 fi,1...
fi,ni

 : L→Mni
i
und
g = (g1, . . . , gr) mit gi = (gi,1, . . . , gi,ni) :M
ni
i
→ N.
Dann sind a¨quivalent:
(1) Die Folge ist fast zerfallend.
(2) Fu¨r i ∈ {1, . . . r} und j ∈ {1, . . . ni} formen die Restklassen f i,j der fi,j
modulo rad2
A
(L,Mi) eine K-Basis von IrrA(L,Mi). Falls ein unzerlegbarer
Modul M ′ existiert mit IrrA(L,M
′) ≇ 0, so ist M ′ ∼= Mi fu¨r ein i ∈ {1, . . . r}.
(3) Fu¨r i ∈ {1, . . . r} und j ∈ {1, . . . ni} formen die Restklassen gi,j der gi,j
modulo rad2
A
(Mi, N) eine K-Basis von IrrA(Mi, N). Falls ein unzerlegbarer
ModulM ′ existiert mit IrrA(M
′, N) ≇ 0, so istM ′ ∼= Mi fu¨r ein i ∈ {1, . . . r}.
Beweis. Siehe [3, Korollar IV.4.4]. 
Wir definieren den Auslander-Reiten Ko¨cher ΓA von mod(A) wie folgt. Die Punkte
entsprechen den Isomorphieklassen unzerlegbarer A-Moduln. Wir bezeichnen hier
die Isomorphieklasse eines Moduls M ebenfalls mit M . Fu¨r zwei Punkte M,N von
ΓA setzen wir
#{Pfeile von M nach N in Γ(mod(A))} = dimK IrrA(M,N).
Zusa¨tzlich definieren wir eine zweite Art von Pfeilen in ΓA (wir nennen diese Pfeile
gepunktete Pfeile). Fu¨r einen nichtprojektiven Punkt M von ΓA fu¨gen wir einen
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gepunkteten Pfeil von M nach τ(M) hinzu. Mit dieser zusa¨tzlichen Art von Pfeilen
erha¨lt ΓA die Struktur eines Translationsko¨chers.
Beispiel 4.13. Sei Q der Ko¨cher
1
a // 2
b // 3
c // 4
Sei A = KQ. Fu¨r k, k′ ∈ {1, . . . , 4} mit k < k′ erhalten wir einen kanonischen
Monomorphismus Pk′ → Pk. Wir setzen Mk,k′ = Pk/Pk′. Die Mk,k′ und die Pk
liefern uns eine vollsta¨ndige Liste der Isomorphieklassen unzerlegbarer A-Moduln.
Der Auslander-Reiten Ko¨cher von A sieht wie folgt aus:
P1
##
P2
;;
""
M1,4oo
""
P3
==
!!
M2,4oo
<<
""
M1,3oo
""
P4
??
M3,4oo
<<
M2,3oo
<<
M1,2oo
5. Derivierte Kategorien
Sei A eine K-Algebra. Ein Komplex (M, d) = (Mi, di)i∈Z von A-Moduln ist eine
Folge von A-Moduln und Morphismen der Form
· · ·
di−3
→ Mi−2
di−2
→ Mi−1
di−1
→ Mi
di
→Mi+1
di+1
→ Mi+2
di+2
→ · · · ,
so dass fu¨r alle j ∈ Z gilt: dj ◦ dj−1 = 0.
Ein Komplex (M, d) heißt nach oben beschra¨nkt, falls es eine ganze Zahl t ∈ Z
gibt mit Mi = 0 fu¨r i > t und nach unten beschra¨nkt, falls es eine ganze Zahl s ∈ Z
gibt mit Mi = 0 fu¨r i < s. Ein Komplex heißt beschra¨nkt, falls er nach oben und
nach unten beschra¨nkt ist.
Ein Morphismus f = (fi)i∈Z : (M, d) → (N, d
′) von Komplexen besteht aus A-
Modul-Morphismen fi : Mi → Ni fu¨r alle i ∈ Z, so dass fu¨r alle j ∈ Z gilt:
fj+1 ◦ dj = d
′
j
◦ fj.
Wir bezeichnen die Kategorie der Komplexe von A-Moduln mit C(A). Seien C+(A),
C−(A), C(A)b die vollen Unterkategorien von C(A) aller nach unten beschra¨nkten,
beziehungsweise nach oben beschra¨nkten, beziehungsweise beschra¨nkten Komplexe.
Fu¨r einen Komplex (M, d) = (Mi, di)i∈Z setzen wir (M, d)[1] = (Mi+1, di+1)i∈Z.
Fu¨r einen Morphismus von Komplexen f = (fi)i∈Z : (M, d) → (N, d
′) setzen wir
f [1] = (fi+1)i∈Z : (M, d)[1] → (N, d
′)[1]. Wir nennen [1] den Translations-Funktor
der Kategorie C(A). Analog definieren wir die Funktoren [z] fu¨r z ∈ Z.
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Zwei Morphismen f, g : (M, d)→ (N, d′) heißen zueinander homotop, falls fu¨r alle
i ∈ Z Morphismen ki : Mi → Ni−1 existieren, so dass fu¨r alle i ∈ Z gilt:
fi − gi = ki+1di + d
′
i−1ki.
Seien (M, d), (N, d′) Komplexe von A-Moduln. Wir setzen
K((M, d), (N, d′)) = {f ∈ HomC(A)((M, d), (N, d))|f ist homotop zu 0}.
Wir definieren die Homotopiekategorie K(A) wie folgt. Objekte in K(A) seien
Komplexe von A-Moduln. Seien (M, d), (N, d′) ∈ Ob(K(A)). Dann sei
HomK(A)((M, d), (N, d
′)) = HomC(A)((M, d), (N, d
′))
/
K((M, d), (N, d′)).
Seien K+(A),K−(A),K(A)b die vollen Unterkategorien von K(A) aller nach un-
ten beschra¨nkten, beziehungsweise nach oben beschra¨nkten, beziehungsweise be-
schra¨nkten Komplexe.
Sei (M, d) ein Komplex von A-Moduln. Wir definieren die n-te Kohomologie
von (M, d) als den A-Modul Hn(M, d) = Ker(dn)
/
Im(dn−1) und setzen H(Mn) =
Hn(M, d). Wir erhalten so einen neuen Komplex (H(M), 0) = ((H(Mi))i∈Z, 0).
Sei f : (M, d)→ (N, d′). Dann induziert fi : Mi → Ni auf natu¨rliche Weise einen
Morphismus H(fi) : H(Mi)→ H(Ni) und damit einen Morphismus von Komplexen
H(f) : H((M, d))→ H((N, d)).
Seien f, g : (M, d)→ (N, d′). Falls g − f nullhomotop ist, so gilt H(f) = H(g).
Ein Morphismus von Komplexen u : (M, d)→ (N, d′) heißt Quasi-Isomorphismus,
falls fu¨r alle i ∈ Z der Morphismus H(ui) : H(Mi)→ H(Ni) ein Isomorphismus von
A-Moduln ist.
Definition 5.1. Sei C eine Kategorie, sei Q ein multiplikatives System (siehe ([32,
I.3])) von Morphismen von C. Die Lokalisierung von C an Q ist eine Kategorie C[Q−1]
zusammen mit einem Funktor P : C → C[Q−1], so dass die folgenden beiden Bedin-
gungen erfu¨llt sind:
(i) P (q) ist ein Isomorphismus fu¨r alle q ∈ Q.
(ii) Sei F : C → D ein Funktor, so dass fu¨r alle q ∈ Q gilt: F (q) ist ein Isomor-
phismus. Dann faktorisiert F u¨ber C[Q−1].
Satz 5.2. Lokalisierungen existieren.
Beweis. Siehe ([32, I.3.1]). 
Lemma 5.3. Die Menge aller Quasi-Isomorphismen ist ein multiplikatives System
von Morphismen in Kb(A).
Beweis. Siehe ([32, I.4.1]). 
Definition 5.4. Die beschra¨nkte derivierte Kategorie Db(A) aller A-Moduln ist die
Lokalisierung von Kb(A) an der Menge der Quasi-Isomorphismen:
Db(A) = Kb(A)[Q−1],
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wobei Q die Menge aller Quasi-Isomorphismen ist. Zur Definition der derivierten
Kategorie siehe auch ([51, 2.1]).
Bemerkung 5.5. Die Kategorien K(A),K+(A),K−(A), Kb(A), Db(A) sind trian-
gulierte Kategorien mit dem Translations-Funktor [1].
Wir definieren nun (neben der Morita-A¨quivalenz) eine weitere A¨quivalenz von
Algebren. Seien dazu A,B endlich-dimensionale Algebren u¨ber K. Wir sagen, A und
B sind deriviert a¨quivalent, falls es eine A¨quivalenz triangulierter Kategorien
F : Db(A)
≃
→ Db(B)
gibt. Offensichtlich ist die derivierte A¨quivalenz eine schwa¨chere A¨quivalenz als die
Morita-A¨quivalenz. Es ergeben sich folgende Fragen:
Frage 5.6. Sei A = KQ/I eine endlich-dimensionale Algebra. Wie sieht die deri-
vierte A¨quivalenzklasse von A aus?
Frage 5.7. Seien A = KQ/I,B = KQ′/I ′ endlich-dimensionale Algebren. Ist A
deriviert a¨quivalent zu B?
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Teil 2. Der Ko¨cher der Kippmoduln
6. Approximationen
Sei C eine additive Unterkategorie von mod(A), die abgeschlossen unter direkten
Summanden ist. Die folgenden Definitionen stammen von Auslander und Smalø
(siehe [8, 7], auch [5]):
Definition 6.1. Sei M ∈ C, sei N ∈ mod(A).
(1) Ein Morphismus f : M → N heißt rechts minimal, falls jedes g ∈ EndA(M)
mit fg = f schon ein Isomorphismus ist.
(2) Ein Morphismus f : N → M heißt links minimal, falls jedes g ∈ EndA(M)
mit gf = f schon ein Isomorphismus ist.
(3) Ein Morphismus f : M → N heißt C-Rechtsapproximation von N , falls fu¨r
alle X ∈ C der induzierte Morphismus
HomA(X, f) : HomA(X,M)→ HomA(X,N)
surjektiv ist.
(4) Ein Morphismus f : N → M heißt C-Linksapproximation von N , falls fu¨r
alle X ∈ C der induzierte Morphismus
HomA(f,X) : HomA(M,X)→ HomA(N,X)
surjektiv ist.
(5) Ein Morphismus f : M → N heißt minimale C-Rechtsapproximation von N ,
falls f rechts minimal und eine C-Rechtsapproximation von N ist.
(6) Ein Morphismus f : N → M heißt minimale C-Linksapproximation von N ,
falls f links minimal und eine C-Linksapproximation von N ist.
Minimale Rechts- oder Linksapproximationen sind eindeutig in folgendem Sinne:
Proposition 6.2. Seien M,M ′ ∈ C, sei N ∈ mod(A).
(a) Seien f : M → N , f ′ : M ′ → N minimale C-Rechtsapproximationen von N .
Dann existiert ein Isomorphismus h : M →M ′ mit f = f ′h.
(b) Seien f : N → M , f ′ : N → M ′ minimale C-Linksapproximationen von N .
Dann existiert ein Isomorphismus h : M →M ′ mit hf = f ′.
Beweis. Siehe [8, Proposition 3.9]. 
Definition 6.3. Sei C eine additive Unterkategorie von mod(A), die abgeschlossen
unter direkten Summanden ist.
(a) Wir nennen C kontravariant endlich, falls jedesX ∈ mod(A) eine C-Rechtsap-
proximation besitzt.
(b) Wir nennen C kovariant endlich, falls jedesX ∈ mod(A) eine C-Linksapproxi-
mation besitzt.
(c) Wir sagen, C ist abgeschlossen unter Erweiterungen, falls folgendes gilt: Sei
0→ X → Y → Z → 0
eine kurze exakte Folge von A-Moduln. Seien X,Z ∈ C. Dann ist auch Y ∈ C.
Bemerkung 6.4. Fu¨r einen Modul M ∈ mod(A) sei add(M) die volle Unterkate-
gorie von mod(A) aller direkten Summanden von endlichen direkten Summen von
M . Dann ist add(M) sowohl kontravariant endlich als auch kovariant endlich.
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Wir beno¨tigen spa¨ter folgendes
Lemma 6.5 (Wakamatsus Lemma). Sei C eine Unterkategorie von mod(A), die
abgeschlossen unter Erweiterungen ist. Sei X ∈ mod(A). Dann gilt folgendes:
(a) Sei f : C → X eine minimale C-Rechtsapproximation von X, sei
0→ D → C
f
→ X
exakt. Dann ist
Ext1
A
(C ′, D) = 0
fu¨r alle C ′ ∈ C.
(b) Sei g : X → C eine minimale C-Linksapproximation von X, sei
X
g
→ C → D → 0
exakt. Dann ist
Ext1
A
(D,C ′) = 0
fu¨r alle C ′ ∈ C.
Beweis. Siehe [54, Lemma 2.1.1, Lemma 2.2.1], auch [5, Lemma 1.3], [52]. 
7. Klassische Kippmoduln
Klassische Kippmoduln wurden 1979 von Brenner und Butler eingefu¨hrt (siehe
[10, Definition 1]). Zur Definition von Kippmoduln siehe auch [24]. Sei von nun an A
immer eine endlich-dimensionale K-Algebra, sei n die Anzahl der Isomorphieklassen
einfacher A-Moduln.
Definition 7.1. T ∈ mod(A) heißt partieller (klassischer) Kippmodul, falls die
folgenden Bedingungen erfu¨llt sind:
(T1) pdA(T ) ≤ 1.
(T2) Ext1
A
(T, T ) = 0.
Lemma 7.2. Sei T ∈ mod(A) ein partieller Kippmodul. Dann sind a¨quivalent:
(T3) Es existieren Moduln T 0, T 1 ∈ add(T ), sowie eine kurze exakte Folge
0→ AA→ T
0 → T 1 → 0.
(T3’) λ(T ) = n.
Beweis. Siehe [3, Korollar VI.4.4]. 
Definition 7.3. Ein partieller Kippmodul T heißt (klassischer) Kippmodul, falls T
eine der a¨quivalenten Bedingungen aus Lemma 7.2 erfu¨llt.
Bemerkung 7.4. (a) Im folgenden Abschnitt werden wir eine Verallgemeine-
rung der Definition klassischer Kippmoduln vorstellen. Da wir uns jedoch
hauptsa¨chlich mit klassischen Kippmoduln bescha¨ftigen, ist mit dem Begriff
Kippmodul in dieser Arbeit immer klassischer Kippmodul gemeint.
(b) Wenn wir im weiteren Verlauf von einem (partiellen) Kippmodul T reden,
werden wir immer stillschweigend davon ausgehen, dass T basisch ist.
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Lemma 7.5. Sei T ∈ mod(A) ein Kippmodul, sei X ∈ mod(A) mit pdA(X) ≤ 1.
Falls gilt Ext1
A
(T ⊕X, T ⊕X) = 0, so ist schon X ∈ add(T ).
Beweis. Folgt sofort aus der Definition von Kippmodul. 
Definition 7.6. Ein Paar (T ,F) voller Unterkategorien von mod(A) heißt Torsions-
paar, falls folgendes gilt:
(i) HomA(M,N) = 0 fu¨r alle M ∈ T , N ∈ F .
(ii) Aus HomA(M, ·)|F = 0 folgt, dass M ∈ T .
(iii) Aus HomA(·, N)|T = 0 folgt, dass N ∈ F .
Definition 7.7. Sei M ∈ mod(A).
(a) Wir sagen N ∈ mod(A) ist von M erzeugt, falls es einen Epimorphismus
Mn ։ N
gibt fu¨r ein n ∈ N. Wir bezeichnen mit Gen(M) die volle Unterkategorie von
mod(A) aller von M erzeugten Moduln.
(b) Wir sagen N ∈ mod(A) ist von M koerzeugt, falls es einen Monomorphismus
N →֒Mn
gibt fu¨r ein n ∈ N. Wir bezeichnen mit Cogen(M) die volle Unterkategorie
von mod(A) aller von M koerzeugten Moduln.
(c) Wir nennen M treu, falls AA von M koerzeugt wird.
Lemma 7.8. Sei M ∈ mod(A) ein partieller Kippmodul. Sei F(M) die volle Un-
terkategorie von mod(A) aller Moduln N mit
HomA(M,N) = 0.
Sei T (M) die volle Unterkategorie von mod(A) aller Moduln N mit
Ext1
A
(M,N) = 0.
Dann gelten folgende Aussagen:
(a) (Gen(M),F(M)) ist ein Torsionspaar.
(b) (T (M),Cogen(M)) ist ein Torsionspaar.
(c) FallsM ein Kippmodul ist, so ist Gen(M) = T (M) und Cogen(M) = F(M).
Beweis. Siehe [3, Lemma VI.2.3, Theorem VI.2.5]. 
Bemerkung 7.9. Sei (T ,F) ein Torsionspaar, sei S ∈ mod(A) ein einfacher A-
Modul. Dann gelten
T ∩F = 0,
S ∈ T ∪F .
Sei nun T ∈ mod(A) ein Kippmodul, S ein einfacher A-Modul. Dann haben wir
folgende Dichotomie: Entweder ist
HomA(T, S) = 0,
Ext1
A
(T, S) 6= 0;
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oder es gilt
HomA(T, S) 6= 0,
Ext1
A
(T, S) = 0.
Lemma 7.10 (Bongartz-Lemma). Sei M ein partieller Kippmodul. Dann gibt es
eine kurze exakte Folge
0→ AA→ E →M
s → 0,
so dass bas(E ⊕M) ein Kippmodul ist. Wir nennen diese Folge die Bongartz-Folge
zu M und bas(E ⊕M) die Bongartz-Vervollsta¨ndigung von M .
Beweis. Siehe [9, 2.1], auch [3, Lemma VI.2.4.]. 
Bemerkung 7.11. Sei M ein partieller Kippmodul. Wir sagen, X ist ein Komple-
ment zu M , falls X ⊕M ein Kippmodul ist. Insbesondere folgt aus dem Bongartz-
Lemma, dass jeder partielle Kippmodul ein Komplement besitzt.
Lemma 7.12. Sei M ∈ mod(A) ein treuer partieller Kippmodul. Sei
f : AA→ M˜
eine minimale add(M)-Linksapproximation von AA. Wir betrachten die resultieren-
de kurze exakte Folge
0→ AA
f
→ M˜ → C → 0.
Dann ist bas(M˜⊕C) ein Kippmodul u¨ber A. Wir nennen bas(M˜⊕C) die Bongartz-
Kovervollsta¨ndigung von M .
Beweis. Aus pdA(AA) = 0 und pdA(M˜) ≤ 1 folgt pdA(C) ≤ 1 mittels der langen ex-
akten Homologiefolge. Des weiteren genu¨gt bas(M˜⊕C) offensichtlich der Bedingung
(T3). Wir mu¨ssen also
Ext1
A
(M˜ ⊕ C, M˜ ⊕ C) = 0
zeigen. Aus Lemma 7.8.(c) folgt, dass Ext1
A
(M˜, C) = 0. Aus Wakamatsus Lemma
(Lemma 6.5) folgt, dass Ext1
A
(C, M˜) = 0. Anwenden des Funktors HomA(C, ·) liefert
uns
0 = Ext1
A
(C, M˜)→ Ext1
A
(C,C)→ Ext2
A
(AA,C) = 0,
woraus schließlich die Behauptung folgt. 
Sei A = KQ/I eine endlich-dimensionale Algebra. Sei T ∈ mod(A) ein Kippmo-
dul. Dann erhalten wir auf folgende Weise eine zu A deriviert a¨quivalente Algebra.
Satz 7.13 (Happels Satz fu¨r klassische Kippmoduln). Sei T ∈ mod(A) ein Kipp-
modul. Dann sind die Algebren A und EndA(T )
op deriviert a¨quivalent.
Beweis. Siehe [23, Theorem III.2.10]. 
Der Satz von Brenner-Butler vergleicht fu¨r einen Kippmodul T bestimmte Un-
terkategorien der Kategorien mod(A) und mod(EndA(T )
op). Sei B = EndA(T )
op.
Mittels
(f, t) 7→ f(t)
ist T auf natu¨rliche Weise ein EndA(T )-Linksmodul (und damit ein EndA(T )
op-
Rechtsmodul). Um das Ergebnis zu formulieren, beno¨tigen wir folgende
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Definition 7.14. Wir definieren folgende Unterkategorien von mod(B):
(a) X (T ) = {X ∈ mod(B)|TB ⊗B X = 0},
(b) Y(T ) = {X ∈ mod(B)|TorB1 (TB, X) = 0}.
Nun ko¨nnen wir den Satz von Brenner-Butler formulieren:
Satz 7.15 (Satz von Brenner-Butler fu¨r klassische Kippmoduln). Sei A eine endlich-
dimensionale Algebra u¨ber K, sei T ein Kippmodul u¨ber A, sei B = EndA(T )
op.
Seien T (T ),F(T ),X (T ),Y(T ) wie oben. Dann gilt:
(a) TB ist ein Kipprechtsmodul u¨ber B und der kanonische Morphismus
A→EndB(TB)
a 7→(t 7→ at)
ist ein Isomorphismus von K-Algebren.
(b) Die Funktoren HomA(T, ·) und TB⊗B · induzieren quasi-inverse A¨quivalenzen
zwischen T (T ) und Y(T ).
(c) Die Funktoren Ext1
A
(T, ·) und TorB1 (TB, ·) induzieren quasi-inverse A¨quivalenzen
zwischen F(T ) und X (T ).
Beweis. Siehe [10, Theorem I-III], auch [3, Theorem VI.3.8], [24, Abschnitt 2]. 
Wir nennen einen partiellen Kippmodul M fast vollsta¨ndig, falls gilt
λ(M) = n− 1.
Wir interessieren uns fu¨r die Struktur der Komplemente eines fast vollsta¨ndigen
Kippmoduls. Es gilt folgendes
Lemma 7.16. (a) Sei M ein treuer fast vollsta¨ndiger Kippmodul. Dann gibt es
bis auf Isomorphie genau zwei unzerlegbare Komplemente X, Y zu M .
(b) Sei M ein fast vollsta¨ndiger Kippmodul, der nicht treu ist. Dann gibt es bis
auf Isomorphie genau ein unzerlegbares Komplement X zu M .
(c) In der Notation von (a) gilt entweder X ∈ Gen(M) oder Y ∈ Gen(M), aber
nicht X ⊕ Y ∈ Gen(M).
(d) In obiger Notation sei ohne Beschra¨nkung der Allgemeinheit Y ∈ Gen(M).
Dann gibt es eine kurze exakte Folge
0→ X
f
→ M˜
g
→ Y → 0,
wobei M˜ ∈ add(M). Hierbei ist f eine minimale add(M)-Linksapproxi-
mation von X und g eine minimale add(M)-Rechtsapproximation von Y .
Beweis. Siehe [21, 2.3-2.6], auch [39, 1.3]. Außerdem [25, 1.3, 2.3] fu¨r erbliche Alge-
bren. 
8. Verallgemeinerte Kippmoduln
Als Verallgemeinerung der klassischen Kippmoduln wurden in [35] verallgemei-
nerte Kippmoduln eingefu¨hrt. Wir betrachten die wichtigsten Sa¨tze u¨ber verallge-
meinerte Kippmoduln sowie die Unterschiede zwischen klassischen und verallgemei-
nerten Kippmoduln.
Definition 8.1. Wir nennen einen A-Modul M exzeptionell, falls gilt
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(i) pdA(T ) <∞.
(ii) Fu¨r alle i ≥ 1 gilt Exti
A
(T, T ) = 0.
Definition 8.2. Ein Modul T heißt verallgemeinerter Kippmodul, falls die folgenden
Bedingungen erfu¨llt sind:
(i) T ist exzeptionell.
(ii) Es gibt eine exakte Folge
0→ AA→ T
0 → T 1 → · · · → T d → 0
mit T i ∈ add(T ) fu¨r alle 0 ≤ i ≤ d.
Es gilt folgendes
Lemma 8.3. Sei T ein verallgemeinerter Kippmodul u¨ber A.
(a) λ(T ) = n.
(b) Sei X ∈ mod(A) exzeptionell. Dann gilt
Exti
A
(T ⊕X, T ⊕X) = 0 fu¨r alle i ≥ 1⇒ X ∈ add(T ).
Beweis. (a) Siehe [35, Thm 1.19].
(b) Folgt aus (a).

Bemerkung 8.4. Sei T ∈ mod(A) ein klassischer Kippmodul. Dann ist T offen-
sichtlich auch ein verallgemeinerter Kippmodul.
Wir nennen einen Modul M partiellen verallgemeinerten Kippmodul, falls M di-
rekter Summand eines verallgemeinerten Kippmoduls T ist.
Bemerkung 8.5. Wir gehen stillschweigend davon aus, dass unsere exzeptionellen
und (partiellen) verallgemeinerten Kippmoduln basisch sind.
Bemerkung 8.6. Im klassischen Fall folgt aus dem Bongartz-Lemma, dass ein
exzeptioneller Modul der projektiven Dimension ≤ 1 immer ein direkter Summand
eines Kippmoduls ist. Dies gilt jedoch nicht fu¨r verallgemeinerte Kippmoduln: In [38]
haben Rickard und Schofield ein Beispiel fu¨r einen exzeptionellen Modul angegeben,
der kein partieller verallgemeinerter Kippmodul ist.
Es stellt sich die Frage, wann ein exzeptioneller Modul ein partieller Kippmodul
oder ein Kippmodul ist.
Zur Beantwortung dieser Fragen beno¨tigen wir folgende
Definition 8.7. (a) Fu¨r einen Modul M ∈ mod(A) definieren wir die rechtsor-
thogonale Kategorie M⊥ als die volle Unterkategorie von mod(A) aller Mo-
duln X mit
Exti
A
(M,X) = 0 fu¨r alle i ≥ 1.
(b) Fu¨r eine volle Unterkategorie C von mod(A) definieren wir die Kategorie Cˇ
als die volle Unterkategorie von mod(A) aller Objekte Z, die eine endliche
Koauflo¨sung
0→ Z → C0 → C1 → · · · → Cr → 0
mit Ci ∈ C fu¨r alle i ∈ {0, . . . , r} besitzen.
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(c) Wir nennen eine volle Unterkategorie C von mod(A) koauflo¨send, falls C
alle injektiven Moduln entha¨lt und abgeschlossen unter Erweiterungen und
Cokernen von Injektionen ist.
Proposition 8.8. Sei M ∈ mod(A) exzeptionell. Dann sind a¨quivalent
(a) M ist ein partieller verallgemeinerter Kippmodul.
(b) M⊥ entha¨lt eine Unterkategorie C, die kovariant endlich und koauflo¨send ist
und M entha¨lt, so dass gilt Cˇ = mod(A).
Beweis. Siehe [30, Abschnitt 2]. 
Proposition 8.9. Sei M ∈ mod(A) exzeptionell. Dann sind a¨quivalent
(a) M ist ein verallgemeinerter Kippmodul.
(b) M⊥ ⊂ Gen(M).
Beweis. Siehe [22, Abschnitt 3]. 
Definition 8.10. (a) Sei M ein partieller verallgemeinerter Kippmodul. Wir
nennen X ∈ mod(A) Komplement zu M , falls M ⊕X ein verallgemeinerter
Kippmodul ist.
(b) Wir nennen einen partiellen verallgemeinerten KippmodulM fast vollsta¨ndig,
falls gilt
λ(M) = n− 1.
Bemerkung 8.11. Ein exzeptioneller Modul M mit λ(M) = n − 1 ist ein fast
vollsta¨ndiger verallgemeinerter Kippmodul genau dann, wenn M⊥ kovariant endlich
ist (siehe [30, Korollar 1, Korollar 2]).
Wir interessieren uns fu¨r die Struktur der Komplemente eines fast vollsta¨ndigen
verallgemeinerten Kippmoduls M . Wir beno¨tigen folgende
Definition 8.12. Sei M ein fast vollsta¨ndiger verallgemeinerter Kippmodul. Sei X
ein Komplement zu M .
(a) Wir nennen X Quellkomplement oder Bongartz-Komplement zu M , falls
X /∈ Gen(M).
(b) Wir nennen X Senkenkomplement zu M , falls X /∈ Cogen(M).
Proposition 8.13. Sei M ein fast vollsta¨ndiger verallgemeinerter Kippmodul u¨ber
A. Sei M nicht treu. Dann gibt es bis auf Isomorphie genau ein Komplement X zu
M .
Beweis. Siehe [26, Proposition 1.4], [22, Abschnitt 5], [14, Theorem 1]. 
Proposition 8.14. Sei M ein fast vollsta¨ndiger verallgemeinerter Kippmodul u¨ber
A. Sei M treu.
(a) Es existiert ein Quellkomplement X0 zu M .
(b) Es existiert ein Komplement Y ≇ X0 zu M . Es gilt Y ∈ Gen(M).
(c) Sei Y ∈ Gen(M) ein Komplement zu M . Dann existiert eine exakte Folge
0→ X0 →M
1 f1→M2
f2
→ · · · →M r−1
fr−1
→ M r
fr
→ Xr = Y → 0,
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so dass Ker(fi) = Xi−1 und M
i ∈ add(M) fu¨r i ∈ {1, . . . , r} und X0, . . . , Xr
Komplemente zu M mit r ≤ pdA Y . In den entstehenden kurzen exakten
Folgen
0→ Xi
ιi
→M i+1
πi
→ Xi+1 → 0
fu¨r i ∈ {0, . . . r − 1} ist ιi eine minimale add(M)-Linksapproximation von
Xi und πi eine minimale add(M)-Rechtsapproximation von Xi+1.
(d) M hat genau dann nur endlich viele nicht isomorphe Komplemente, wenn M
ein Senkenkomplement besitzt. Falls M genau r + 1 nicht isomorphe Kom-
plemente X0, . . . , Xr besitzt, dann ist r ≤ fd(A) und es existiert eine exakte
Folge wie in (c). Hierbei bezeichnet fd(A) die finitistische Dimension von A.
(e) Falls fd(A) < ∞, so besitzt M nur endlich viele nicht isomorphe Komple-
mente.
Beweis. Siehe [26, Proposition 1.5, Korollar 1.6, Theorem 1.7], [22, Abschnitt 5],
[14, Theorem 2, Theorem 3, Proposition 1.3]. 
Zum Abschluss dieses Abschnitts geben wir verallgemeinerte Versionen des Satzes
von Happel u¨ber derivierte A¨quivalenzen und des Satzes von Brenner-Butler an.
Satz 8.15 (Happels Satz fu¨r verallgemeinerte Kippmoduln). Sei A eine endlich-
dimensionale Algebra u¨ber K. Sei T ∈ mod(A) ein verallgemeinerter Kippmodul.
Dann sind die Kategorien mod(A) und mod(EndA(T )
op) deriviert a¨quivalent.
Beweis. Siehe [23, Theorem III.2.10], [20, Theorem 1.6]. 
Sei B = EndA(T )
op.
Definition 8.16. Wir definieren folgende Unterkategorien von mod(B):
(a) Ei(T ) = {X ∈ mod(B)|Ext
j
A
(T,X) = 0 fu¨r alle j ≥ 0, j 6= i},
(b) Fi(T ) = {X ∈ mod(B)|Tor
B
j
(TB, X) = 0 fu¨r alle j ≥ 0, j 6= i}.
Satz 8.17 (Satz von Brenner-Butler fu¨r verallgemeinerte Kippmoduln). Die Funk-
toren
Fi(·) = Ext
i
A
(T, ·) : mod(A)→ mod(B)
und
Fi(·) = Tor
A
i
(TB, ·) : mod(B)→ mod(A)
induzieren quasi-inverse A¨quivalenzen zwischen Ei und Fi.
Beweis. Siehe [23, Theorem III.3.2]. 
9. Eine Halbordnung auf Kippmoduln
In diesem Abschnitt fu¨hren wir eine Halbordnung auf der Menge der Isomorphie-
klassen verallgemeinerter Kippmoduln u¨ber einer endlich-dimensionalen Algebra A
ein und erkla¨ren den Zusammenhang zum Ko¨cher der Kippmoduln u¨ber A, der
im weiteren Verlauf das Hauptobjekt unserer Untersuchungen sein wird. Fu¨r einen
U¨berblick u¨ber das Thema verweisen wir auf [50]. Die folgenden Definitionen stam-
men von [39].
Definition 9.1. Seien T, T ′ verallgemeinerte Kippmoduln u¨ber A. Wir setzen
T  T ′ ⇔ T⊥ ⊆ T ′⊥.
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Lemma 9.2. Die Relation  induziert eine Halbordnung auf der Menge der Iso-
morphieklassen verallgemeinerter Kippmoduln.
Beweis. Siehe [39, 2.2, Remark (b)], auch [28, Introduction]. 
Bemerkung 9.3. Die Halbordnung  induziert auf natu¨rliche Weise eine Halbord-
nung auf der Menge der Isomorphieklassen klassischer Kippmoduln, die wir ebenfalls
mit  bezeichnen. Wir werden oftmals nicht zwischen einem Kippmodul und seiner
Isomorphieklasse unterscheiden, wenn wir u¨ber  sprechen.
Offensichtlich ist der Kippmodul AA ein maximales Element bezu¨glich der Halb-
ordnung . Falls der injektive Cogenerator D(AA) endliche projektive Dimension
besitzt und die regula¨re Darstellung AA endliche injektive Dimension besitzt, so ist
D(AA) ein minimales Element bezu¨glich . Allgemein gilt folgender
Satz 9.4. Es existiert ein minimales Element bezu¨glich  genau dann, wenn die
volle Unterkategorie von mod(A) aller Moduln mit endlicher projektiver Dimension
kontravariant endlich ist.
Beweis. Siehe [28, Theorem 3.3]. 
Lemma 9.5. Es existiert ho¨chstens ein minimales Element bezu¨glich .
Beweis. Siehe [28, Corollary 3.4]. 
Definition 9.6. Seien T, T ′ verallgemeinerte Kippmoduln u¨ber A. Sei M ein fast
vollsta¨ndiger verallgemeinerter Kippmodul mit T =M ⊕X, T ′ =M ⊕ Y . Falls eine
kurze exakte Folge
η : 0→ X
f
→ M˜
g
→ Y→ 0
existiert mit M˜ ∈ add(M), so dass f eine minimale add(M)-Linksapproximation
von X und g eine minimale add(M)-Rechtsapproximation von Y ist, so nennen wir
η eine Austauschfolge von T nach T ′.
Definition 9.7. Wir definieren den Ko¨cher der Kippmoduln T genA von A folgender-
maßen: Die Ecken von T genA seien die Isomorphieklassen der basischen verallgemei-
nerten Kippmoduln u¨ber A. Es gibt einen Pfeil von der Klasse von T in die Klasse
von T ′ in T genA genau dann, wenn eine Austauschfolge von T nach T
′ existiert. Wir
bezeichnen mit TA den vollen Unterko¨cher von T
gen
A aller Isomorphieklassen von
klassischen Kippmoduln. Wir werden die Punktmenge von T genA beziehungsweise TA
ebenfalls mit T genA beziehungsweise TA bezeichnen. Daru¨ber hinaus werden wir die
Isomorphieklasse eines Kippmoduls T manchmal ebenfalls mit T bezeichnen.
Falls wir eine Austauschfolge zwischen zwei Kippmoduln T, T ′ haben und nichts
u¨ber die Richtung der Austauschfolge aussagen ko¨nnen, so schreiben wir T ↔ T ′.
Definition 9.8. (a) SeiM ein partieller verallgemeinerter Kippmodul. Dann ist
T
gen
A (M) der volle Unterko¨cher von T
gen
A , der als Ecken genau die Isomor-
phieklassen basischer verallgemeinerter Kippmoduln T hat mitM ∈ add(T ).
(b) Sei M ein partieller Kippmodul. Dann ist TA(M) der volle Unterko¨cher von
TA, der als Ecken genau die Isomorphieklassen basischer Kippmoduln T hat
mit M ∈ add(T ).
Es gibt folgenden Zusammenhang zwischen  und T genA :
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Satz 9.9. Der Ko¨cher T genA ist das Hasse-Diagramm von .
Beweis. Siehe [28, Theorem 2.1], auch [29, Theorem 2.2]. 
Korollar 9.10. T
gen
A , TA, T
gen
A (M), TA(M) haben keine orientierten Kreise.
Korollar 9.11. Falls T genA eine endliche Zusammenhangskomponente C besitzt, so
gilt
C = T genA .
Beweis. Siehe [28, Corollary 2.2]. 
Bemerkung 9.12. (a) Sei M ein partieller klassischer Kippmodul. Dann be-
sitzt TA(M) ein maximales Element, na¨mlich die Bongartz-Vervollsta¨ndigung
von M .
(b) Sei M ein treuer partieller klassischer Kippmodul. Dann besitzt TA(M) ein
minimales Element, na¨mlich die Bongartz-Kovervollsta¨ndigung von M .
(c) Sei M ein partieller verallgemeinerter Kippmodul. Dann ist im allgemeinen
nicht klar, ob ein maximales oder minimales Element in T genA (M) existiert.
Beispiel 9.13. (a) Sei M ein fast vollsta¨ndiger verallgemeinerter Kippmodul,
der nicht treu ist. Dann besteht T genA (M) aus genau einem Punkt.
(b) SeiM ein treuer fast vollsta¨ndiger klassischer Kippmodul. Dann sieht TA(M)
wie folgt aus:
• // •
(c) Sei M ein treuer fast vollsta¨ndiger verallgemeinerter Kippmodul, der kein
Senkenkomplement besitzt. Dann sieht T genA (M) wie folgt aus:
• // • // • // • // . . .
(d) Sei M ein treuer fast vollsta¨ndiger verallgemeinerter Kippmodul, der ein
Senkenkomplement besitzt. Sei r die Anzahl der Komplemente (bis auf Iso-
morphie) von M . Dann besteht T genA (M) aus r Punkten und sieht wie folgt
aus:
• // • // • // . . . // • // •
Definition 9.14. Sei Q ein Ko¨cher, so dass kein a ∈ Q1 existiert mit s(a) = t(a),
sei l ∈ N. Dann sagen wir, Q ist l-regula¨r , falls fu¨r alle i ∈ Q0 gilt
#{a ∈ Q1 | s(a) = i}+#{a ∈ Q1 | t(a) = i} = l.
Bemerkung 9.15. Sei M ∈ mod(A) ein treuer partieller klassischer Kippmodul.
Sei λ(M) = n− l. Dann ist TA(M) l-regula¨r.
Sei M ∈ mod(A) ein treuer partieller verallgemeinerter Kippmodul. Sei N ein
treuer partieller Kippmodul. Dann gibt es die folgende
Vermutung 9.16 (Happel-Schro¨er). (a) T genA (M) ist zusammenha¨ngend.
(b) TA(N) ist zusammenha¨ngend.
Diese Vermutung wurde schon fu¨r die Klasse der erblichen Algebren bewiesen:
Satz 9.17. Sei A erblich. Sei M treuer partieller Kippmodul u¨ber A. Dann ist
TA(M) zusammenha¨ngend.
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Beweis. Siehe [27, Theorem 4.1]. 
Lemma 9.18. Sei A darstellungsendlich.
(a) Sei M ein treuer partieller verallgemeinerter Kippmodul u¨ber A. Dann ist
T
gen
A (M) zusammenha¨ngend.
(b) Sei N treuer partieller klassischer Kippmodul u¨ber A. Dann ist TA(N) zu-
sammenha¨ngend.
Beweis. (a) Sei C eine Zusammenhangskomponente von T genA (M), die nicht die
Bongartz-Vervollsta¨ndigung B von M entha¨lt. Da C endlich ist und es kei-
ne orientierten Kreise in T genA gibt, besitzt C eine Quelle T . Nach Annah-
me ist T ≇ B. Nach [28, Theorem 2.1] gibt es einen Pfeil B → X1 in
T
gen
A mit Gen(T ) ⊂ Gen(X1). Nach demselben Satz gibt es sukzessive Pfeile
Xi → Xi+1 mit Gen(T ) ⊂ Gen(Xi+1), solange Xi ≇ T . Da A darstellungs-
endlich ist und T genA keine orientierten Kreise haben kann, muss die Folge
der Xi abbrechen und schließlich gelten, dass Xi ∼= T fu¨r ein i. Dann kann
aber T keine Quelle in T genA (M) sein. Widerspruch. Also muss B in jeder
Zusammenhangskomponente von T genA (M) liegen. Somit ist T
gen
A (M) zusam-
menha¨ngend.
(b) Wie (a) mit TA statt T
gen
A .

Von nun an ziehen wir uns auf den Fall klassischer Kippmoduln zuru¨ck. Wir wollen
Vermutung 9.16.(b) fu¨r eine bestimmte Klasse von Algebren zeigen.
Bemerkung 9.19. Die Vermutung ist falsch, wenn wir die Voraussetzung, dass M
treu ist, fallen lassen. Sei zum Beispiel Q der folgende Ko¨cher
1 //

2

3
und sei M = S2 der einfache Modul u¨ber KQ, der dem Punkt 2 zugeordnet ist.
Dann ist M ein partieller Kippmodul, welcher nicht treu ist. TA sieht in diesem Fall
wie folgt aus:
• // • // • // . . . . . . // • //

•
!!
• //
??
• //
  
• //
OO
• //

• //
OO
•

// . . . . . . // • // • // • // • // •
 //  //  . . . . . . //  //
OO
 //
OO

>>
Die Kippmoduln in TA(M) entsprechen in diesem Fall den Quadraten in obiger
Skizze. Somit ist TA(M) nicht zusammenha¨ngend.
10. Reduktion auf den projektiven Fall
Sei A eine endlich-dimensionale K-Algebra. In diesem Abschnitt werden wir Ver-
mutung 9.16.(b) auf den Fall zuru¨ckfu¨hren, dass M ein projektiver, treuer A-Modul
ist.
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Lemma 10.1. SeiM ∈ mod(A) ein treuer partieller Kippmodul; sei B die Bongartz-
Vervollsta¨ndigung von M . Sei T ∈ TA(M). Dann ist Ext
1
A
(B, T ) = 0. Insbesondere
ist nach 7.8.(c) T ∈ Gen(B).
Beweis. Die Behauptung folgt aus der Bongartz-Folge 0 → AA → E → M
s → 0
durch Anwenden des Funktors HomA(·, T ). 
Lemma 10.2. SeiM ∈ mod(A) ein treuer partieller Kippmodul; sei B die Bongartz-
Vervollsta¨ndigung von M . Sei B ∼= M ⊕ T1 ⊕ · · · ⊕ Tl mit Ti unzerlegbar fu¨r
i ∈ {1, . . . , l}. Dann ist Ti ∈ Cogen(B/Ti) fu¨r i ∈ {1, . . . , l}.
Beweis. Sei Bi = B/Ti. DaM treu ist, ist auch Bi treu. Ferner ist Bi fast vollsta¨ndig.
Es existieren also nach 7.16 zwei Komplemente X und Y mit X ≇ Y zu Bi. Sei ohne
Beschra¨nkung der AllgemeinheitX = Ti. FallsX /∈ Cogen(Bi), so existiert nach 7.16
eine kurze exakte Folge
0→ Y → T˜ → X → 0
mit Bi⊕ Y ∈ TA(M). Wegen Ext
1
A
(X, Y ) 6= 0 folgt aber auch Ext1
A
(B,Bi⊕ Y ) 6= 0.
Widerspruch zu Lemma 10.1. 
Fu¨r das na¨chste Lemma beno¨tigen wir folgende
Definition 10.3. Sei f : Y → Z eine Morphismus von A-Moduln. Seien
Y =
r⊕
i=1
Yi,
Z =
s⊕
j=1
Zj
Zerlegungen in direkte, unzerlegbare Summanden von Y beziehungsweise Z. Fu¨r
i ∈ {1, . . . , r} sei ιi : Yi → Y die kanonische Injektion, sei πj : Z → Zj die kanonische
Surjektion fu¨r j ∈ {1, . . . , s}. Wir nennen fu¨r
i ∈ {1, . . . , r},
j ∈ {1, . . . , s}
die Morphismen
πj ◦ f ◦ ιi
Komponentenabbildungen von f . Durch den Isomorphismus
HomA(Y, Z) ∼=
r⊕
i=1
s⊕
j=1
HomA(Yi, Zj)
ist f durch seine Komponentenabbildungen eindeutig bestimmt. Wir sagen, dass
f keinen Isomorphismus als Komponentenabbildung besitzt, falls keine Komponen-
tenabbildung von f ein Isomorphismus ist.
Lemma 10.4. Seien X1, . . . , Xm ∈ mod(A), sei
b = max{La¨nge(X) | X ∈ add(
m⊕
i=1
Xi) unzerlegbar}.
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Sei m > 2b. Seien fu¨r i ∈ {1, . . . ,m− 1}
fi : Xi → Xi+1
Morphismen von A-Moduln, welche keinen Isomorphismus als Komponentenabbil-
dung besitzen. Dann ist die Verkettung
f = fm−1 ◦ fm−2 ◦ · · · ◦ f2 ◦ f1 = 0.
Beweis. Wir wa¨hlen uns fu¨rX1, . . . , Xm direkte Summenzerlegungen in unzerlegbare
Summanden und betrachten die zugeho¨rigen Komponentenabbildungen. Sei ϕ eine
Komponentenabbildung von f . Dann ist ϕ eine Summe von Abbildungen der Form
ψ = ϕm−1 ◦ · · · ◦ ϕ1,
wobei ϕi eine Komponentenabbildung von fi ist. Nach dem Lemma von Harada und
Sai (Lemma 2.15) ist ψ = 0. Somit ist auch ϕ = 0. Da wir so zeigen ko¨nnen, dass
alle Komponentenabbildungen von f trivial sind, folgt auch f = 0. 
Lemma 10.5. SeiM ∈ mod(A) ein treuer partieller Kippmodul; sei B die Bongartz-
Vervollsta¨ndigung von M . Sei B ∼= M ⊕ T1 ⊕ · · · ⊕ Tl mit Ti unzerlegbar fu¨r alle
i ∈ {1, . . . , l}. Dann ist T1 ⊕ · · · ⊕ Tl ∈ Cogen(M).
Beweis. Sei i ∈ {1, . . . , l}. Dann gibt es nach Lemma 10.2 eine injektive Abbildung
ϕi : Ti →֒ Xi
mit Xi ∈ add(B/Ti). Sei
Xi ∼= X
M
i
⊕ X¯i
mit XM
i
∈ add(M) und X¯i ∈ add(B/(M⊕Ti)). Dann besitzt ϕi offensichtlich keinen
Isomorphismus als Komponentenabbildung.
Sei nun N ∈ add(B/M), N =
l⊕
i=1
T ai
i
. Wir betrachten die injektive Abbildung
ϕN =
l⊕
i=1
ϕai
i
: N →
l⊕
i=1
Xai
i
∼=
l⊕
i=1
XM
i
ai
⊕
l⊕
i=1
X¯i
ai .
Dann besitzt ϕN keinen Isomorphismus als Komponentenabbildung. Wir setzen
NM =
l⊕
i=1
XM
i
ai
,
N ′ =
l⊕
i=1
X¯i
ai .
Sei nun wieder i ∈ {1, . . . , l}. Sei N = Ti. Wir erhalten eine Kette von Injektionen
N
ϕN
→ NM ⊕N
′
idNM ⊕ϕN′
→ NM ⊕ (N
′)M ⊕N
′′ → · · · →
m⊕
j=1
(N (j))M ⊕N
(m+1)
mit
m⊕
j=1
(N (i))M ∈ add(M). Hierbei sei N
(1) = N ′ und N (j) = (N (j−1))′ fu¨r j > 1.
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Sei Φm die Verkettung dieser Abbildungen. Sei b = max
l
i=1 La¨nge(Ti). Sei
m ≥ 2b−1. Sei
π :
m⊕
j=1
(N (j))M ⊕N
(m+1) → N (m+1)
die kanonische Projektion. Dann ist nach Lemma 10.4
π ◦ Φm = 0.
Da aber Φm als Verkettung von injektiven Abbildungen wieder injektiv ist, folgt,
dass
N ∈ Cogen(
m⊕
j=1
(N (j))M)
und somit auch N ∈ Cogen(M). 
Lemma 10.6. Sei T ∈ mod(A) ein Kippmodul, sei X ∈ Gen(T ) mit pdA(X) ≤ 1.
Dann gibt es eine kurze exakte Folge
0→ T1 → T0 → X → 0
mit T0, T1 ∈ add(T ).
Beweis. Sei X ∈ Gen(T ) mit pdA(X) ≤ 1. Sei f : T0 → X eine minimale add(T )-
Rechtsapproximation von X, sei T1 = ker(f). f ist surjektiv, da X ∈ Gen(T ). Wir
haben also eine kurze exakte Folge
0→ T1 → T0 → X → 0.
Wir mu¨ssen noch zeigen, dass T1 ∈ add(T ). Aus pdA(X) ≤ 1, pdA(T0) ≤ 1 folgt
pdA(T1) ≤ 1. Nach Wakamatsus Lemma (Lemma 6.5) ist
Ext1
A
(T, T1) = 0. Anwenden des Funktors HomA(·, T ) liefert uns eine exakte Folge
0 = Ext1
A
(T0, T )→ Ext
1
A
(T1, T )→ Ext
2
A
(X, T ) = 0.
Somit ist Ext1
A
(T1, T ) = 0. Anwenden des Funktors HomA(·, T1) liefert uns eine
exakte Folge
0 = Ext1
A
(T0, T1)→ Ext
1
A
(T1, T1)→ Ext
2
A
(X, T1) = 0.
Somit ist auch Ext1
A
(T1, T1) = 0. Mit Lemma 7.5 folgt T1 ∈ add(T ). 
Lemma 10.7. SeiM ∈ mod(A) ein treuer partieller Kippmodul. Sei B die Bongartz-
Vervollsta¨ndigung von M . Sei C = EndA(B)
op. Sei
F (·) = HomA(B, ·) : Gen(B)→ mod(C).
Dann gilt fu¨r X, Y ∈ Gen(B):
(a) HomA(X, Y ) = HomC(F (X), F (Y )).
(b) Ext1
A
(X, Y ) = Ext1
C
(F (X), F (Y )).
(c) F (M) ist treu und projektiv in mod(C).
(d) Falls pdA(X) ≤ 1, so ist pdC(F (X)) ≤ 1.
Beweis. (ad a) Siehe [3, Lemma VI.3.2.].
(ad b) Siehe [3, Lemma VI.3.2.].
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(ad c) Sei B =M ⊕ T . Da nach Lemma 10.5 gilt, dass T ∈ Cogen(M), gibt es eine
exakte Folge
0→ T →M s.
Durch Anwenden von F erhalten wir eine exakte Folge
0→ F (T )→ F (M)s.
Wegen C = F (T )⊕ F (M), folgt die Behauptung.
(ad d) Da X ∈ Gen(B), pdA(X) ≤ 1, gibt es nach Lemma 10.6 eine kurze exakte
Folge
0→ B1 → B0 → X → 0
mit B0, B1 ∈ add(B). Durch Anwenden von F erhalten wir
0→ F (B1)→ F (B0)→ F (X)→ 0
und haben somit eine projektive Auflo¨sung von F (X) der La¨nge 1 erhalten.

Proposition 10.8. Sei M ∈ mod(A) ein treuer partieller Kippmodul. Sei B die
Bongartz-Vervollsta¨ndigung von M . Sei C = EndA(B)
op. Sei
F (·) = HomA(B, ·) : Gen(B)→ mod(C).
Sei PM = F (M) ∈ mod(C). Dann gibt es einen Unterko¨cher Λ von TC(PM), der
abgeschlossen unter Vorga¨nger und Nachfolger in TC(PM) ist, so dass gilt:
Λ ∼= TA(M)
als Ko¨cher.
Beweis. Sei T ∈ TA(M) ein Kippmodul u¨ber A. Nach Lemma 10.1 ist T ∈ Gen(B).
Nach Lemma 10.7 ist F (T ) ein Kippmodul u¨ber C. Des weiteren gilt F (T ) ∈
TC(PM). Sei
0→ Ti → T˜ → T
′
i
→ 0
eine Austauschfolge, die zu einem Pfeil zwischen T und T ′ in TA(M) korrespondiert.
Anwenden von F liefert uns eine Austauschfolge zwischen F (T ) und F (T ′) und
somit einen Pfeil zwischen F (T ) und F (T ′) in TC(PM). Da aber M und PM treu
sind, sind TA(M) und TC(PM) l-regula¨r. Somit folgt die Behauptung. 
Korollar 10.9. SeiM ∈ mod(A) ein treuer partieller Kippmodul. Sei B die Bongartz-
Vervollsta¨ndigung von M . Sei C = EndA(B)
op. Sei
F (·) = HomA(B, ·) : Gen(B)→ mod(C).
Sei PM = F (M) ∈ mod(C). Sei TC(PM) zusammenha¨ngend. Dann ist auch TA(M)
zusammenha¨ngend.
Sei A eine Klasse von endlich-dimensionalen, basischen Algebren u¨ber K. Wir sa-
genA ist abgeschlossen unter Kippen, falls fu¨r jedes A ∈ A und fu¨r jeden Kippmodul
T ∈ mod(A) gilt, dass EndA(T )
op ∈ A. Wir sagen, A ist abgeschlossen unter deri-
vierter A¨quivalenz, falls fu¨r jedes A ∈ A und fu¨r jede basische, endlich-dimensionale
Algebra B u¨ber K, die deriviert a¨quivalent zu A ist, gilt, dass B ∈ A.
Es gilt folgender
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Satz 10.10. Falls A abgeschlossen unter derivierter A¨quivalenz ist, so ist A auch
abgeschlossen unter Kippen.
Beweis. Folgt aus Satz 7.13. 
Fu¨r eine Klasse A von endlich-dimensionalen, basischen Algebren u¨ber K stellen
wir die folgenden Vermutungen auf:
Vermutung 10.11 (T A). Sei A ∈ A. Sei M ein treuer partieller Kippmodul u¨ber
A. Dann ist TA(M) zusammenha¨ngend.
Vermutung 10.12 (T AP). Sei A ∈ A. Sei M ein treuer, projektiver partieller
Kippmodul u¨ber A. Dann ist TA(M) zusammenha¨ngend.
Wir erhalten folgendes
Korollar 10.13. Sei A abgeschlossen unter Kippen. Dann gilt
(T AP)⇒ (T A).
Beweis. Folgt aus Korollar 10.9. 
Korollar 10.14. Sei A abgeschlossen unter derivierter A¨quivalenz. Dann gilt
(T AP)⇒ (T A).
Beweis. Folgt aus Korollar 10.13 und Satz 10.10. 
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Teil 3. Kippmoduln u¨ber deriviert speziell biseriellen Algebren
11. Fadenalgebren und Fadenmoduln
Im folgenden Abschnitt definieren wir Fadenalgebren und Fadenmoduln und ge-
ben eine Einfu¨hrung in die Kombinatorik von Fadenmoduln. Der Abschnitt orientiert
sich teilweise stark an [46], siehe auch [12, 15, 53].
Definition 11.1. (a) Sei Q ein endlicher Ko¨cher, sei I ⊂ KQ ein zula¨ssiges
Ideal. Wir nennen das Paar (Q, I) ein Fadenpaar, falls folgende Bedingungen
erfu¨llt sind:
(1) Fu¨r jedes i ∈ Q0 gibt es ho¨chstens zwei α ∈ Q1 mit s(α) = i und
ho¨chstens zwei β ∈ Q1 mit t(β) = i.
(2) I wird von Nullrelationen erzeugt.
(3) Fu¨r jedes a ∈ Q1 gibt es ho¨chstens ein b ∈ Q1 mit ab /∈ I und ho¨chstens
ein c ∈ Q1 mit ca /∈ I.
(b) Sei A eine endlich-dimensionaleK-Algebra. Wir nennen A Fadenalgebra, falls
es ein Fadenpaar (Q, I) gibt mit
A ∼= KQ/I.
Bemerkung 11.2. Wenn wir im weiteren Verlauf dieser Arbeit von einer Fadenal-
gebra A = KQ/I reden, gehen wir davon aus, dass das Paar (Q, I) ein Fadenpaar
ist.
Beispiel 11.3. Sei Q der Ko¨cher
4
e
  
d

1
a
// 2
b //
c
// 3
und sei I = 〈ca, bd〉. Dann ist A = KQ/I eine Fadenalgebra.
Beispiel 11.4. Sei S der Ko¨cher
1
a // 2
b //
d
883
c // 4
und sei J = 〈da, cba〉. Dann ist B = KS/J eine Fadenalgebra.
Sei fu¨r diesen Abschnitt im folgenden immer A = KQ/I eine Fadenalgebra. Zu
a ∈ Q1 sei a
− der formale inverse Pfeil mit s(a−) = t(a) und t(a−) = s(a). Wir
setzen des weiteren (a−)− = a. Sei Q−1 die Menge aller inversen Pfeile.
Definition 11.5. Ein Wort W = w1 . . . wr mit wi ∈ Q1 ∪ Q
−
1 fu¨r i ∈ {1, . . . , r}
heißt Faden, falls die folgenden Bedingungen erfu¨llt sind:
(i) s(wi) = t(wi+1) fu¨r alle 1 ≤ i ≤ r − 1.
(ii) wi 6= w
−
i+1 fu¨r alle 1 ≤ i ≤ r − 1.
(iii) Weder wiwi+1 . . . wi+s noch w
−
i+s . . . w
−
i+1w
−
i
liegen in I fu¨r alle
1 ≤ i < i+ s ≤ r.
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Beispiel 11.6. Seien Q und I wie in Beispiel 11.3. Sei
W = ed−c−baed−c−baed−.
Dann ist W ein Faden u¨ber A. Wir visualisieren W folgendermaßen:
4
e

d

4
e

d

1
a

2
4
e

d

1
a

2
c

2
b

1 2
c

2
b

3
3
Beispiel 11.7. Seien S und J wie in Beispiel 11.4. Sei
V = d−cbd−.
Dann ist V ein Faden u¨ber B. Wir visualisieren V folgendermaßen:
2
b

d

2
d

3
c

4
4
Fu¨r einen Faden W = w1 . . . wr setzen wir s(W ) = s(wr) und t(W ) = t(w1). Des
weiteren sei r die La¨nge von W . Wenn W = w1 . . . wr ein Faden der La¨nge r ≥ 1
ist, so setzen wir W− = w−
r
. . . w−1 .
Zusa¨tzlich definieren wir fu¨r jedes i ∈ Q0 zwei Fa¨den 1(i,1) und 1(i,−1) der La¨nge 0.
Wir setzen s(1(i,t)) = t(1(i,t)) = i fu¨r t ∈ {1,−1}. Weiter setzen wir 1(i,t)
− = 1(i,−t).
Sei S die Menge aller Fa¨den u¨ber A. Fu¨r zwei Fa¨den C,D ∈ S schreiben wir C ∼ D,
falls C = D oder C = D−.
Seien nun σ, ǫ : Q1 → {1,−1} zwei Abbildungen, so dass folgendes gilt:
(1) Falls a1 6= a2 ∈ Q1 mit t(a1) = t(a2), dann ist ǫ(a1) 6= ǫ(a2).
(2) Falls b1 6= b2 ∈ Q1 mit s(b1) = s(b2), dann ist σ(b1) 6= σ(b2).
(3) Falls a, b ∈ Q1 mit s(b) = t(a) und ba /∈ I, so ist σ(b) 6= ǫ(a).
(4) Sei i ∈ Q0, so dass es eindeutige Pfeile a, b ∈ Q1 gibt mit t(a) = i, s(b) = i.
Falls ba ∈ I, so ist σ(b) = ǫ(a).
Solche Abbildungen existieren (siehe z.B. [12]). Fu¨r a ∈ Q1 setzen wir σ(a
−) =
ǫ(a) und ǫ(a−) = σ(a). Fu¨r einen Faden W = w1 . . . wr setzen wir σ(W ) = σ(wr)
und ǫ(W ) = ǫ(w1). Außerdem setzen wir σ(1(i,t)) = −t und ǫ(1(i,t)) = t.
Seien V = v1 . . . vr,W = w1 . . . ws Fa¨den der La¨nge ≥ 1. Falls v1 . . . vrw1 . . . wr
wieder ein Faden ist, so bezeichnen wir ihn mit VW und nennen ihn die Hin-
tereinanderschaltung von V und W . Fu¨r einen beliebigen Faden W setzen wir
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W1(s(W ),t) = W , falls σ(W ) = −t. Wir setzen 1(t(W ),t)W = W , falls ǫ(W ) = t.
Dieses sind die einzigen Fa¨lle, in denen die Hintereinanderschaltung mit einem Fa-
den der La¨nge 0 definiert ist.
Sei nun W = w1 . . . wr ein Faden u¨ber A. Wir ordnen W einen A-Modul M(W )
in der folgenden Weise zu: Fu¨r i ∈ {1, . . . , r} setzen wir
bi =
{
t(wi), falls wi ∈ Q1;
s(wi), falls wi ∈ Q
−
1 .
Außerdem setzen wir
br+1 =
{
s(wr+1), falls wi ∈ Q1;
t(wr+1), falls wi ∈ Q
−
1 .
Sei nun {bˆ1, . . . , bˆr+1} eine K-Basis von M(W ). Sei a ∈ Q1. Sei
x =
r+1∑
i=1
λibˆi.
Dann setzen wir
ax =
∑
i∈{1,...,r}
wi=a
λi+1bˆi +
∑
i∈{1,...,r}
wi=a
−
λibˆi+1.
Ferner sei fu¨r j ∈ Q0
ejx =
∑
i∈{1,...,r+1}
bi=ej
λibˆi.
Dies definiert uns eine A-Modul-Struktur aufM(W ). Fu¨r einen Faden W = 1(i,t)
der La¨nge 0 setzen wirM(W ) = Si. FallsW das leere Wort ist, setzen wirM(W ) =
0. Wir nennen M(W ) einen Fadenmodul, falls W nicht das leere Wort ist.
Beispiel 11.8. Seien S und J wie in Beispiel 11.4, sei W = d−bc. Dann ist
M(W ) ∼= P2. Die zugeho¨rige Skizze sieht wie folgt aus:
2
d

b

4 3
c

4
Bemerkung 11.9. (a) Wir nennen ein Wort W in Q1 ∪ Q1
− zyklisch, falls
s(W ) = t(W ).
(b) Wir nennen ein Wort W in Q1 ∪ Q1
− periodisch, falls es ein Wort V in
Q1 ∪Q1
− und ein n ≥ 2 gibt mit
W = V n.
Hierbei bezeichnet V n die n-fache Hintereinanderschaltung des Wortes V .
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(c) Sei B ein zyklischer, nicht-periodischer Faden u¨ber A. Dann kann man B
eine Familie
{M(B, λ, n)|λ ∈ K⋆, n ∈ N}
von unzerlegbaren Moduln zuordnen, welche Bandmoduln genannt werden.
Wir werden in dieser Arbeit nicht weiter auf Bandmoduln eigehen.
Es gilt folgender
Satz 11.10. Sei A eine Fadenalgebra.
(a) Sei M ∈ mod(A) ein Fadenmodul oder ein Bandmodul. Dann ist M unzer-
legbar.
(b) Sei M ∈ mod(A) unzerlegbar. Dann ist M entweder ein Fadenmodul oder
ein Bandmodul.
Beweis. Siehe [12, Theorem in Abschnitt 3], [53, Proposition 2.3]. 
Lemma 11.11. Sei A eine Fadenalgebra. Sei M ∈ mod(A) unzerlegbar mit
Ext1
A
(M,M) = 0.
Dann ist M ein Fadenmodul.
Beweis. Siehe [12, Abschnitt 3]. 
Korollar 11.12. Jeder unzerlegbare direkte Summand eines (partiellen) Kippmoduls
u¨ber einer Fadenalgebra ist ein Fadenmodul.
Beweis. Siehe [12, Abschnitt 3]. 
Bemerkung 11.13. Seien X, Y ∈ mod(A), X = M(W ), Y = M(W ′) fu¨r Fa¨den
W,W ′. Dann gilt:
X ∼= Y ⇔ W = W ′ oder W = W ′−.
Definition 11.14. (a) Fu¨r einen Faden W setzen wir
P(W ) = {(D,E, F ) | D,E, F ∈ S und DEF = W}.
(b) Wir nennen (D,E, F ) ∈ P(W ) einen Faktor von W , wenn folgendes gilt:
(1) D hat La¨nge 0 oder D = d1 . . . dr mit dr ∈ Q1.
(2) F hat La¨nge 0 oder F = f1 . . . fs mit f1 ∈ Q
−
1 .
Das zugeho¨rige Bild, das man vor Augen haben sollte, sieht folgenderma-
ßen aus. Sei hierbei D′ = d1 . . . dr−1, F
′ = f2 . . . fs.
dr

E
f1

D′ F ′
(c) Wir nennen (D,E, F ) einen Subfaktor von W , wenn folgendes gilt:
(1) D hat La¨nge 0 oder D = d1 . . . dr mit dr ∈ Q
−
1 .
(2) F hat La¨nge 0 oder F = f1 . . . fs mit f1 ∈ Q1.
Die entsprechende Skizze fu¨r einen Subfaktor sieht folgendermaßen aus.
Hierbei sei D′ = d1 . . . dr−1, F
′ = f2 . . . fs.
D′
dr

f1

F ′
E
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Sei F(W ) die Menge aller Faktoren von W , S(W ) die Menge aller Subfakto-
ren von W . Setze (D,E, F )− = (F−, E−, D−). Falls (D,E, F ) ∈ P(W ), so ist
(D,E, F )− ∈ P(W−).
Beispiel 11.15. Seien Q und I wie in Beispiel 11.3, sei W = ed−c−baed−c−baed−
wie in 11.6. Dann ist
(ed−c−b, aed−c−bae, d−) ∈ F(W ),
(ed−, c−ba, ed−c−baed−) ∈ S(W ).
Bemerkung 11.16. (a) Sei W ein Faden, sei (D,E, F ) ∈ F(W ). Dann gibt es
einen kanonischen Epimorphismus von A-Moduln
M(W )։M(E).
(b) Sei W ein Faden, sei (D,E, F ) ∈ S(W ). Dann gibt es einen kanonischen
Monomorphismus von A-Moduln
M(E) →֒ M(W ).
Beweis. Siehe [15]. 
Definition 11.17. (a) Wir nennen (D,E, F ) ∈ P(W ) linksseitig, falls D die
La¨nge 0 hat.
(b) Wir nennen (D,E, F ) ∈ P(W ) rechtsseitig, falls F die La¨nge 0 hat.
(c) Seien W1,W2 ∈ S. Wir nennen ein Paar
(a1, a2) = ((D1, E1, F1), (D2, E2, F2)) ∈ F(W1)× S(W2)
zula¨ssig, falls E1 ∼ E2.
(d) Wir nennen ein zula¨ssiges Paar ((D1, E1, F1), (D2, E2, F2)) perfekt, falls E1 =
E2.
(e) Wir nennen ein zula¨ssiges Paar (a1, a2) linksseitig (beziehungsweise rechts-
seitig), falls es perfekt ist und a1, a2 linksseitig (beziehungsweise rechtsseitig)
sind.
(f) Wir nennen ein zula¨ssiges Paar (a1, a2) einseitig, falls es linksseitig oder
rechtsseitig ist.
(g) Wir nennen ein zula¨ssiges Paar (a1, a2) schwach einseitig, falls (a1, a2) oder
(a1, a
−
2 ) einseitig ist.
Seien W1,W2 ∈ S, sei
A(W1,W2) ⊂ F(W1)× S(W2)
die Menge aller zula¨ssigen Paare. Sei a = (a1, a2) ∈ A(W1,W2). Wir setzen a(l) = a,
falls a perfekt ist, und a(l) = (a−1 , a2) sonst. Wir setzen a(r) = a, falls a perfekt ist,
und a(r) = (a1, a
−
2 ) sonst. Die Paare a(l), a(r) sind perfekt. Es gilt
a(l) einseitig⇔ a(r) einseitig⇔ a schwach einseitig.
Bemerkung 11.18. Zu jedem a ∈ A(W1,W2) gibt es einen kanonischen Modul-
homomorphismus fa : M(W1) → M(W2) (na¨mlich die Verkettung der beiden ka-
nonischen Morphismen aus Bemerkung 11.16, siehe auch [15]). Wir nennen diese
Morphismen fa kanonische Abbildungen. Wir nennen fa perfekt (beziehungsweise
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linksseitig, rechtsseitig, einseitig, schwach einseitig), falls a die entsprechende Eigen-
schaft besitzt. Falls fa :M(W1)→M(W2) und fb :M(W2)→M(W3) kanonische
Abbildungen sind, dann ist entweder fb ◦ fa : M(W1) → M(W3) eine kanonische
Abbildung oder fb ◦ fa = 0.
Beispiel 11.19. Seien Q und I wie in Beispiel 11.3. Seien
W = cb−,
V = e−a−d.
Dann ist M(W ) ∼= P2, M(V ) ∼= I2. Sei fu¨r geeignete Vorzeichen
a˜ = ((c, 1(2,±1), b
−), (e−a−, 1(2,±1), d)) ∈ F(W )× S(V ).
Dann entspricht fa˜ : P2 → I2 der Verkettung der projektiven Decke
P2 ։ S2
mit der injektiven Hu¨lle
S2 →֒ I2.
Die Wichtigkeit kanonischer Abbildungen unterstreicht folgender
Satz 11.20. Seien W1,W2 ∈ S. Dann ist {fa | a ∈ A(W1,W2)} eine K-Basis von
HomA(M(W1),M(W2)).
Beweis. Siehe [15, Theorem in Abschnitt 2]. 
12. Die Auslander-Reiten Verschiebung von Fadenmoduln
Sei A = KQ/I eine Fadenalgebra. Sei W = w1 . . . wr ∈ S. Sei M = M(W ) ∈
mod(A).
Definition 12.1. (a) W startet in einem Tal, falls es kein a ∈ Q−1 gibt, so dass
Wa ein Faden ist.
(b) W endet in einem Tal, falls es kein a ∈ Q1 gibt, so dass aW ein Faden ist.
Falls W in einem Tal startet, sei
r′ = max({1 ≤ i ≤ r | wi ∈ Q1} ∪ {0}).
Wir setzen
Mrechts =


M(w1 . . . wr′−1), falls r
′ ≥ 2,
St(w1), falls r
′ = 1,
0, falls r′ = 0.
Offensichtlich ist Mrechts ein Untermodul von M via eines kanonischen Monomor-
phismus
frechts :Mrechts →֒M.
Falls W nicht in einem Tal startet, gibt es ein eindeutiges a ∈ Q−1 , so dass Wa
ein Faden ist. Sei i = s(Wa) = s(a). Dann gibt es einen eindeutigen (mo¨glicherweise
leeren) maximalen Faden P = p1 . . . pq, so dass alle pj ∈ Q1 und so dassWaP wieder
ein Faden ist. Setze
Mrechts =M(WaP ).
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Offensichtlich ist M ein Faktormodul von Mrechts via eines kanonischen Epimorphis-
mus
frechts : Mrechts ։M.
Dual dazu definieren wir einen Modul Mlinks mit einem Morphismus
flinks : Mlinks →M.
Es gilt folgendes
Lemma 12.2. Sei τ : mod(A) → mod(A) die Auslander-Reiten Verschiebung. Sei
M =M(W ) wie oben. Dann gilt
τ(M) ∼= ker((flinks, frechts) :Mlinks ⊕Mrechts →M).
Falls M nicht projektiv ist, so ist die kurze exakte Folge
0→ τ(M)→Mlinks ⊕Mrechts →M → 0
die Auslander-Reiten Folge mit Endterm M . Insbesondere ist τ(M) wieder ein Fa-
denmodul.
Beweis. Siehe [12, Proposition in Abschnitt 3]. 
Beispiel 12.3. Seien Q und I wie in Beispiel 11.3. Sei
W = ed−c−baed−c−baed−.
wie in Beispiel 11.6. Sei
W ′ = d−aed−c−baed−c−baed−c−bae.
Dann ist M(W ′) ∼= τ(M(W )):
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Beispiel 12.4. Seien S und J wie in Beispiel 11.4. Sei
V = d−cbd−
wie in Beispiel 11.7. Sei
V ′ = bd−c.
Dann ist M(V ′) ∼= τ(M(V )):
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
d
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d
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3
c

4
τ // 2
b

d

3
c

4 3 4
13. Repetitive Algebren
SeiA eine endlich-dimensionale Algebra u¨berK. Dann tra¨gt D(AA) = HomK(AA,K)
eine A-A-Bimodulstruktur mittels
a · f · b = f ′
fu¨r alle a, b ∈ A sowie alle f ∈ D(AA), wobei f
′ die Abbildung ist mit
f ′(x) = f(bxa).
Definition 13.1. Sei A eine endlich-dimensionale Algebra u¨ber K. Wir definieren
die repetitive Algebra Aˆ von A wie folgt. Als K-Vektorraum ist Aˆ isomorph zu⊕
i∈Z
A⊕
⊕
i∈Z
D(AA).
Fu¨r i ∈ Z bezeichnen wir die i-te Kopie von A mit Ai und die i-te Kopie von
D(AA) mit D(AA)i. Fu¨r ein Element a ∈ A (beziehungsweise ein Element f ∈
D(AA)) bezeichnen wir mit ai (beziehungsweise fi) das zugeho¨rige Element in Ai
(beziehungsweise in D(AA)i). Wir schreiben die Elemente von Aˆ als
(ai, fi)i∈Z,
wobei fast alle ai = 0 und fast alle fi = 0. Die Multiplikation in Aˆ ist gegeben durch
(ai, fi)i∈Z · (bi, gi)i∈Z = (aibi, aigi + fibi−1)i∈Z.
Bemerkung 13.2. Sei A eine endlich-dimensionale Algebra u¨ber K. Wir ko¨nnen
Aˆ auffassen als die (unendliche) Matrixalgebra

. . . . . . . . . . . . . . .
. . . A 0 0 . . .
. . . D(AA) A 0 . . .
. . . 0 D(AA) A . . .
. . . . . . . . . . . . . . .


mit Eintra¨gen A auf der Diagonalen und Eintra¨gen D(AA) auf der Subdiagonalen
und der Konvention
D(AA) ·D(AA) = 0.
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Sei nun A = KQ/I eine Algebra, die durch einen Ko¨cher mit Relationen gegeben
ist, so dass das zula¨ssige Ideal I durch Nullrelationen und Kommutativita¨tsrelationen
erzeugt wird. Dann ist auch Aˆ = KQˆ/Iˆ durch einen Ko¨cher mit Relationen gegeben
und wir ko¨nnen Qˆ und Iˆ explizit beschreiben (nach [47]):
Sei Q0 = {1, . . . , n} und Q1 = {α1, . . . , αs}. Wir nennen einen Weg w in Q
maximal in (Q, I), falls jeder Weg in Q, der w als echten Unterweg entha¨lt, schon
in I liegt. Seien m1, . . . ,mr die maximalen Wege in (Q, I). Seien
I = 〈r1, . . . , rt〉,
ri =
li∑
k=1
ρi,k,
ρi,k = α
s(i,k)
i,k
. . . α1
i,k
mit αu
i,k
∈ Q1 fu¨r alle
i ∈ {1, . . . , t},
k ∈ {1, . . . , li},
u ∈ {1, . . . , s(i, k)}.
Sei Qˆ0 = Z × Q0. Fu¨r jeden Pfeil α ∈ Q1 und jedes j ∈ Z fu¨gen wir zuna¨chst
einen Pfeil
αj : (j, s(α))→ (j, t(α))
hinzu. Außerdem fu¨gen wir fu¨r jedes j ∈ Z und jeden maximalen Weg m in (Q, I)
einen Pfeil
mj : (j, t(m))→ (j − 1, s(m))
zu Qˆ hinzu.
Wir setzen
Qˆ1 = {α
j
i
| i ∈ {1, . . . , s}, j ∈ Z} ∪ {mj
i
| i ∈ {1, . . . , r}, j ∈ Z}.
Um Iˆ zu definieren, brauchen wir noch einige Definitionen:
Fu¨r j ∈ Z seien
ρj
i,k
= α
s(i,k)
i,k
j
. . . α1
i,k
j
,
rj
i
=
li∑
k=1
ρj
i,k
,
I˜ = 〈rj
i
| j ∈ Z, i ∈ {1, . . . , t}〉.
Fu¨r einen Weg q = αi1 . . . αiu in (Q, I) definieren wir einen Weg q
j in (Qˆ, Iˆ)
folgendermaßen:
qj = αj
i1
. . . αj
iu
.
Seien nun q1, q2 Wege in (Q, I) und sei m = q1q2 ein maximaler Weg in (Q, I).
Dann nennen wir fu¨r alle j ∈ Z den Weg
qj−12 m
jqj1
einen vollen Weg in (Qˆ, Iˆ).
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Nun ko¨nnen wir endlich Iˆ definieren. Iˆ wird von folgenden Relationen erzeugt:
(I1) I˜ ⊂ Iˆ.
(I2) Sei q ein Weg in (Q, I˜), der einen Pfeil m
j entha¨lt. Falls q kein Unterweg
eines vollen Weges ist, so ist q ∈ Iˆ.
(I3) Seien p = p1p2p3, q = q1q2q3 maximale Wege in (Q, I) mit p2 = q2. Dann ist
pj−13 p
jpj1 − q
j−1
3 q
jqj1 ∈ Iˆ.
Satz 13.3. Aˆ ∼= KQˆ/Iˆ.
Beweis. Siehe [47, Theorem in Abschnitt 3]. 
Beispiel 13.4. Sei Q der Ko¨cher
1
a // 2
und sei I ⊂ KQ das Nullideal. Dann hat Qˆ die Form
. . . (−1, 1)
a−1

(0, 1)
a0

(1, 1)
a1

(2, 1)
a2

. . .
. . . (−1, 2)
m−1
cc
(0, 2)
m0
dd
(1, 2)
m1
cc
(2, 2)
m2
cc
. . .
m3
bb
und Iˆ = 〈aj−1mjaj,mjajmj+1 | j ∈ Z〉.
Proposition 13.5. (a) Die repetitive Algebra Aˆ ist selbstinjektiv.
(b) Sei (j, i) ∈ Qˆ0. Dann gilt
P(j,i) = I(j−1,i).
Beweis. (a) Siehe [23, Lemma II.2.2].
(b) Folgt aus [23, Beweis von Lemma II.2.2] und [47, Abschnitt 3].

Bemerkung 13.6. Wir erinnern noch einmal an die Definition der stabilen Modul-
kategorie aus Abschnitt 4.
(a) Seien X, Y ∈ mod(Aˆ). Dann setzen wir
I(X, Y ) = {f ∈ Hom
Aˆ
(X, Y )| f faktorisiert durch ein
projektiv-injektives Objekt}.
Ferner setzen wir
Hom
Aˆ
(X, Y ) = Hom
Aˆ
(X, Y )/I(X, Y ).
(b) Fu¨r eine Algebra A sei mod(A) die Kategorie mit denselben Objekten wie
mod(A) und den Morphismen
Hommod(A)(X, Y ) = HomA(X, Y ).
Dann besteht folgender Zusammenhang zwischen der repetitiven Algebra ei-
ner endlich-dimensionalen Algebra A und der derivierten Kategorie Db(A)
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(siehe [23, Theorem II.4.9]):
Sei A eine endlich-dimensionale Algebra u¨ber K. Dann gibt es einen voll-
treuen Funktor triangulierter Kategorien
F : Db(A)→ mod(Aˆ).
Falls gldim(A) <∞, so ist F dicht und
Db(A) ≃ mod(Aˆ).
14. Deriviert Speziell Biserielle Algebren
Definition 14.1. (a) Sei Q ein Ko¨cher, sei I ⊂ KQ ein zula¨ssiges Ideal. Wir
nennen das Paar (Q, I) speziell biseriell, wenn die folgenden Bedingungen
erfu¨llt sind:
(G1) Fu¨r alle i ∈ Q0 gibt es ho¨chstens zwei α ∈ Q1 mit s(α) = i und ho¨chstens
zwei β ∈ Q1 mit t(β) = i.
(G2) Fu¨r alle α ∈ Q1 gibt es ho¨chstens ein β ∈ Q1 mit αβ /∈ I und ho¨chstens
ein γ ∈ Q1 mit γα /∈ I.
(b) Eine Algebra A heißt speziell biseriell, falls es ein speziell biserielles Paar
(Q, I) gibt mit
A ∼= KQ/I.
Bemerkung 14.2. Wenn wir im weiteren Verlauf dieser Arbeit von einer speziell
biseriellen Algebra A = KQ/I reden, gehen wir davon aus, dass das Paar (Q, I)
speziell biseriell ist.
Bemerkung 13.6.(b) motiviert folgende
Definition 14.3. Eine endlich-dimensionale Algebra A heißt deriviert speziell bise-
riell, falls die repetitive Algebra Aˆ von A speziell biseriell ist.
Um eine genauere Beschreibung der Klasse der deriviert speziell biseriellen Alge-
bren zu erhalten beno¨tigen wir folgendes
Lemma 14.4. Sei A deriviert speziell biseriell. Dann gibt es ein speziell biserielles
Paar (Q, I), so dass A ∼= KQ/I und die folgenden Bedingungen gelten:
(G3) I wird erzeugt von Nullrelationen der La¨nge 2.
(G4) Fu¨r alle α ∈ Q1 gibt es ho¨chstens ein β ∈ Q1 mit αβ ∈ I und ho¨chstens ein
γ ∈ Q1 mit γα ∈ I.
Insbesondere ist A speziell biseriell.
Beweis. Siehe [44], auch [4], [36]. 
Insbesondere ist die Klasse der deriviert speziell biseriellen Algebren eine Unter-
klasse der Fadenalgebren. Wir ko¨nnen also die in den Abschnitten 11 und 12 darge-
stellte Theorie auf die Klasse der deriviert speziell biseriellen Algebren anwenden.
Es gilt sogar folgender
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Satz 14.5. Eine endlich-dimensionale K-Algebra A ist genau dann deriviert speziell
biseriell, wenn es einen endlichen Ko¨cher Q sowie ein zula¨ssiges Ideal I ⊂ KQ gibt,
so dass das Paar (Q,I) die Bedingungen (G1)-(G4) erfu¨llt und A ∼= KQ/I. Wir
nennen solch ein Paar (Q, I) auch ein deriviert speziell biserielles Paar.
Beweis. Siehe [47, Abschnitt 4], [44], [4], [36]. 
Bemerkung 14.6. Wenn wir im weiteren Verlauf dieser Arbeit von einer deriviert
speziell biseriellen Algebra A = KQ/I reden, gehen wir davon aus, dass das Paar
(Q, I) deriviert speziell biseriell ist.
Bemerkung 14.7. Sei A eine Fadenalgebra (beziehungsweise eine (deriviert) spe-
ziell biserielle Algebra). Dann ist auch Aop eine Fadenalgebra (beziehungsweise eine
(deriviert) speziell biserielle Algebra).
Beispiel 14.8. Die Fadenalgebra A aus Beispiel 11.3 ist deriviert speziell biseriell,
die Fadenalgebra B aus 11.4 hingegen nicht.
Beispiel 14.9. Sei Q der Ko¨cher
1
a
  
b

2
c

3
d  
4
und sei I = 〈ca − db〉. Sei A = KQ/I. Dann ist A speziell biseriell, aber nicht
deriviert speziell biseriell.
Beispiel 14.10. Sei S der Ko¨cher
1
a
  
b

2
c

3
d  
4
und sei J = 〈ca, db〉. Sei B = KS/J . Dann ist A deriviert speziell biseriell.
Sei von nun an bis zum Ende von Teil 3 immer A = KQ/I eine deriviert speziell
biserielle K-Algebra, sei Q0 = {1, . . . , n}. In diesem Fall ko¨nnen wir die Beschrei-
bung von Iˆ aus Abschnitt 13 leicht vereinfachen:
Iˆ = I˜ ∪ {p− p′ | p, p′ volle Wege mit s(p) = s(p′), t(p) = t(p′)}
∪ {q | q entha¨lt einen vollen Weg als echten Unterweg}.
Proposition 14.11. Sei X ein A-Modul mit Ext1
A
(X,X) = 0. Dann ist EndA(X)
deriviert speziell biseriell.
Beweis. Siehe [46, Theorem 1.1]. 
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Satz 14.12. Sei Mˆ ein Aˆ-Modul mit
Ext1
Aˆ
(Mˆ, Mˆ) = 0.
Dann ist die Algebra End
Aˆ
(Mˆ) deriviert speziell biseriell.
Beweis. Siehe [48, Theorem 1.1]. 
Sei G die Klasse der deriviert speziell biseriellen Algebren.
Korollar 14.13. G ist abgeschlossen unter Kippen.
Es gilt auch folgender
Satz 14.14. G ist abgeschlossen unter derivierter A¨quivalenz.
Beweis. Siehe [48, Corollary 1.2]. 
Korollar 14.15. (T GP)⇒ (T G).
Korollar 14.16. Sei T ∈ mod(A) ein basischer Kippmodul. Sei Ti ∈ add(T ) un-
zerlegbar. Sei f : Ti → T˜ eine minimale add(T/Ti)-Linksapproximation von Ti; sei
g : T̂ → Ti eine minimale add(T/Ti)-Rechtsapproximation von Ti; dann gilt
δ(T̂ ), δ(T˜ ) ≤ 2.
Beweis. Sei Γ der Ko¨cher von EndA(T ). Sei i
′ der Punkt in Γ, der Ti entspricht (siehe
z.B. [19, Abschnitt 2.4]). Nach [19, 3.2] entspricht δ(T˜ ) (beziehungsweise δ(T̂ )) der
Anzahl der Pfeile in Γ, die im Punkt i′ starten (beziehungsweise enden). Da EndA(T )
nach Lemma 14.11 deriviert speziell biseriell ist, folgt die Behauptung. 
Korollar 14.17. Sei
0→ X →M → Y → 0
eine Austauschfolge in TA. Dann ist δ(M) ≤ 2.
Wir werden folgenden Satz zeigen:
Satz 14.18. Die Vermutung (T GP) gilt.
Korollar 14.19. Die Vermutung (T G) gilt.
15. Austauschfolgen u¨ber deriviert speziell biseriellen Algebren
Proposition 15.1. Seien X1 = M(W1), X2 = M(W2) ∈ mod(A) unzerlegbar mit
pdA(X1), pdA(X2) ≤ 1 und
Ext1
A
(X1 ⊕X2, X1 ⊕X2) = 0.
Dann ist jedes a ∈ A(W1,W2) schwach einseitig.
Beweis. Siehe [46, Prop. 4.9.]. 
Bemerkung 15.2. Die folgende Bemerkung findet sich auch in [46, Abschnitt 4].
Sei
T =
n⊕
i=1
Ti ∈ mod(A)
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ein Kippmodul. Fu¨r i ∈ {1, . . . , n} sei Ti = M(Wi) fu¨r einen Faden Wi. Fu¨r i, j ∈
{1, . . . , n} sei
f : Ti → Tj
ein Morphismus von A-Moduln. Dann ko¨nnen wir f unter dem kanonischen Mor-
phismus
HomA(Ti, Tj) →֒
n⊕
k=1
n⊕
h=1
HomA(Tk, Th) ∼= EndA(T )
als Element von EndA(T ) auffassen, welches wir ebenfalls mit f bezeichnen werden.
Unter dieser Identifikation betrachten wir die folgende Basis von EndA(T ) :
B = {b1, . . . , bm, e1, . . . , en}
= {fa | a ∈ A(Wi,Wj); i, j ∈ {1, . . . , n}}.
Wir nehmen an, dass ei der Identita¨t auf Ti entspricht. Sei nun
B′ = {bl ∈ B | es existieren keine i, j ∈ {1, . . . ,m} mit bl = bibj}.
Dann wird die Algebra EndA(T ) von den Elementen aus
B′ ∪ {e1, . . . , en}
erzeugt. Des weiteren gibt es einen Ko¨cher Q′ und ein Ideal J mit EndA(T ) ∼=
KQ′/J , so dass die Elemente aus Q′0 den ei und die Elemente aus Q
′
1 den Elemen-
ten aus B′ entsprechen. Insbesondere ko¨nnen wir annehmen, dass fu¨r i ∈ Q0 alle
add(T/Ti)-Rechtsapproximationen von Ti (beziehungsweise alle add(T/Ti)-Linksap-
proximationen von Ti) aus kanonischen Abbildungen bestehen.
Lemma 15.3. Sei T ∈ mod(A) ein Kippmodul.
(a) Seien Ti, Tx, Ty ∈ add(T ) unzerlegbar, sei Tx = M(Wx), Ty = M(Wy), Ti =
M(W ). Sei
Tx ⊕ Ty
(fa,fb)
→ Ti
eine add(T/Ti)-Rechtsapproximation von Ti. Dann ist entweder fa(l) links-
seitig und fb(l) rechtsseitig oder umgekehrt.
(b) Seien Ti, Tx, Ty ∈ add(T ) unzerlegbar, sei Tx = M(Wx), Ty = M(Ty), Ti =
M(W ). Sei
Ti
(fa,fb)
→ Tx ⊕ Ty
eine add(T/Ti)-Linkssapproximation von Ti. Dann ist entweder fa(r) links-
seitig und fb(r) rechtsseitig oder umgekehrt.
Beweis. Siehe [46, Lemmata 4.1, 4.2]. 
Fu¨r eine kurze exakte Folge
η : 0→ X → Y → Z → 0
setzen wir mid(η) = Y .
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Korollar 15.4. Sei
η : 0→ Ti → Tx → T
′
i
→ 0
eine Austauschfolge in TA mit δ(mid(η)) = 1. Dann gibt es Fa¨den Wi,W
′
i
∈ S und
a ∈ Q1, so dass
Tx =M(WiaW
′
i
),
Ti =M(Wi),
T ′
i
=M(W ′
i
)
und η (bis auf Isomorphie von kurzen exakten Folgen) die folgende Form hat (hierbei
ist W = WiaW
′
i
):
0→M(Wi)→M(W )→M(W
′
i
)→ 0.
Hierbei ist fu¨r geeignete Vorzeichen
(1t(Wi),±1,Wi, aW
′
i
) ∈ S(W ),
(Wia,W
′
i
, 1s(W ′i ),±1) ∈ F(W ).
Beweis. Folgt aus Proposition 15.1. 
Korollar 15.5. Sei
η : 0→ Ti → Tx ⊕ Ty → T
′
i
→ 0
eine Austauschfolge in TA mit δ(mid(η)) = 2. Dann gibt es Fa¨den D,D
′, E, F, F ′ ∈ S
und Fa¨den aD, aF , aD′ , aF ′ der La¨nge ≤ 1 (wobei aX nur dann die La¨nge 0 haben
kann, falls X das leere Wort ist), so dass
Tx =M(DaDEaF ′F
′),
Ty =M(D
′aD′EaFF ),
Ti =M(DaDEaFF ),
T ′
i
=M(D′aD′EaF ′F
′)
und η (bis auf Isomorphie von kurzen exakten Folgen) die folgende Form hat:
0→M(DaDEaFF )→M(DaDEaF ′F
′)⊕M(D′aD′EaFF )→M(D
′aD′EaF ′F
′)→ 0.
Hierbei ist fu¨r geeignete Vorzeichen (falls der Ausdruck definiert ist)
• (1t(D),±1, D, aDEaFF ) ein Subfaktor von DaDEaFF ,
• (DaD, E, aFF ) ein Faktor von DaDEaFF ,
• (DaDEaF , F, 1s(F ),±1) ein Subfaktor von DaDEaFF ,
• (1t(D′),±1, D
′, aD′EaF ′F
′) ein Faktor von D′aD′EaF ′F
′,
• (D′aD′, E, aF ′F
′) ein Subfaktor von D′aD′EaF ′F
′,
• (D′aD′EaF ′ , F
′, 1s(F ′),±1) ein Faktor von D
′aD′EaF ′F
′.
Wir veranschaulichen die Situation aus Korollar 15.5 durch eine Skizze:
aF ′
F ′ D′
aD′ 
D′
aD′ 
aF ′
F ′
aD
E
aF 
//
aD
E ⊕ E
aF 
// E
D F D F
Beweis. Folgt aus Lemma 15.3. 
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16. Induktionsannahme
Sei M ein treuer partieller Kippmodul u¨ber A. Wir mo¨chten Satz 14.18 u¨ber
Induktion nach
l(M) = n− δ(M)
beweisen. Dazu stellen wir zuna¨chst eine Reihe von Behauptungen auf:
Vermutung 16.1 (T G, l). SeiM ein treuer partieller Kippmodul u¨ber A mit l(M) ≤
l. Dann ist TA(M) zusammenha¨ngend.
Vermutung 16.2 (T GP , l). SeiM ein treuer, projektiver partieller Kippmodul u¨ber
A mit l(M) ≤ l. Dann ist TA(M) zusammenha¨ngend.
Bemerkung 16.3 (Induktionsanfang). Offensichtlich gelten (T G, 0) und (T GP , 0).
Des weiteren gelten (T G, 1) und (T GP , 1) nach Lemma 7.16.
Außerdem haben wir (Korollar 14.15)
(T GP)⇒ (T G)
sowie (Folgerung aus Korollar 10.9)
(T GP , l)⇒ (T G, l).
Es reicht nun, folgende Proposition zu zeigen:
Proposition 16.4.
(T G, l − 1)⇒ (T GP , l).
Wir nehmen im weiteren Verlauf also folgendes an:
A = KQ/I sei eine deriviert speziell biserielle K-Algebra, sei
Q0 = {1, . . . , n}.
Sei M ein treuer, projektiver partieller Kippmodul mit l(M) = l ≥ 2. Fu¨r jedes
X /∈ add(M), so dass M ⊕ X partieller Kippmodul u¨ber A ist, sei TA(M ⊕ X)
zusammenha¨ngend. Sei C eine beliebige Zusammenhangskomponente von TA(M).
Wir werden die C zugrunde liegende Punktmenge ebenfalls mit C bezeichnen. Des
weiteren sei L = {1, . . . , l}.
Lemma 16.5. Sei P unzerlegbar projektiv u¨ber A mit P /∈ add(M). Falls es ein
T ∈ C gibt mit Ext1
A
(T, P ) = 0, so ist die regula¨re Darstellung AA ∈ C.
Beweis. Aus Ext1
A
(T, P ) = 0 folgt P ∈ add(T ). Nun ist aber TA(M ⊕ P ) ein Un-
terko¨cher von TA(M). Da nach Voraussetzung TA(M ⊕ P ) zusammenha¨ngend ist,
folgt, dass TA(M ⊕ P ) ein Unterko¨cher von C ist. Es ist aber AA ∈ TA(M ⊕ P ). 
Korollar 16.6. Sei P unzerlegbar projektiv u¨ber A mit P /∈ add(M). Falls es ein
T ∈ C gibt mit T =M⊕T1⊕· · ·⊕Tl und falls ein i ∈ L existiert mit Ext
1
A
(Ti, P ) = 0,
so ist die regula¨re Darstellung AA ∈ C.
Beweis. Nach Voraussetzung ist TA(M⊕Ti) zusammenha¨ngend. Sei B die Bongartz-
Vervollsta¨ndigung von M ⊕ Ti. Aus der kurzen exakten Folge
0→ A→ E → (M ⊕ Ti)
s → 0
folgt sofort, dass Ext1
A
(B,P ) = 0. Der Rest folgt mit Lemma 16.5. 
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Sollte nun TA(M) nicht zusammenha¨ngend sein, so muss es mindestens eine Zu-
sammenhangskomponente C geben mit AA /∈ C. Wir wa¨hlen uns fu¨r den Rest des
Beweises ein solches C. Somit ko¨nnen wir annehmen, dass fu¨r alle
T =M ⊕ T1 ⊕ · · · ⊕ Tl ∈ C
und fu¨r alle projektiven P mit P /∈ add(M) gilt, dass
Ext1
A
(Ti, P ) 6= 0
fu¨r alle i ∈ L. Wir werden diese Annahme zum Widerspruch fu¨hren.
17. Additive Funktionen auf C
Sei A = KQ/I deriviert speziell biseriell, sei Q0 = {1, . . . , n}; seiM ∈ mod(A) ein
treuer, projektiver partieller Kippmodul. Wir ko¨nnen annehmen, dass nach eventu-
eller Umnummerierung gilt, dass
M ∼= Pl+1 ⊕ · · · ⊕ Pn.
Sei L = {1, . . . , l}. Sei L′ = {l + 1, . . . , n}. Sei Exc(A) die additive Hu¨lle der vollen
Unterkategorie von mod(A) aller Moduln X mit pdA(X) ≤ 1 und Ext
1
A
(X,X) = 0.
Definition 17.1. Wir nennen eine Abbildung f : Exc(A) → Z additiv auf C, falls
f die folgenden Bedingungen erfu¨llt:
(a) f respektiert Isomorphismen, d.h. fu¨r alle X, Y ∈ Exc(A) mit X ∼= Y gilt
f(X) = f(Y ).
(b) f respektiert direkte Summen, d.h. fu¨r alle X, Y ∈ Exc(A) gilt
f(X ⊕ Y ) = f(X) + f(Y ).
(c) Fu¨r jede Austauschfolge
η : 0→ Ti → Tˆ → T
′
i
→ 0
in C gilt, dass
f(Ti) + f(T
′
i
) = f(Tˆ ).
Bemerkung 17.2. Sei f : Exc(A)→ Z eine additive Funktion auf C. Aus Definition
17.1.(a) und 17.1.(b) folgt sofort, dass f(0) = 0.
Beispiel 17.3. Sei Y ∈ mod(A) beliebig. Sei
χ(X, Y ) = dimK HomA(X, Y )− dimK Ext
1
A
(X, Y ).
Dann ist χ(·, Y ) eine additive Funktion auf C. Dies folgt sofort aus der langen exakten
Homologiefolge.
Beispiel 17.4. Sei Y ∈ Gen(M). Dann gilt nach Lemma 7.8.(c) fu¨r alle T ∈ TA(M),
dass
Ext1
A
(T, Y ) = 0.
Somit ist dimK HomA(·, Y ) additiv auf C.
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Definition 17.5. Sei N ein partieller Kippmodul mitM ∈ add(N), so dass es einen
Kippmodul T ∈ C gibt mit N ∈ add(T ). Wir setzen
C(N) = TA(N) ∩ C.
Bemerkung 17.6. Sei Q ein (nicht notwendigerweise endlicher) Ko¨cher, sei Q′ ein
zusammenha¨ngender Unterko¨cher von Q, sei Qˆ eine Zusammenhangskomponente
von Q. Dann ist Q′ ∩ Qˆ (der volle Unterko¨cher von Q, dessen Ecken in dem Durch-
schnitt der Eckenmenge von Q′ und Qˆ liegen), ebenfalls zusammenha¨ngend. Falls
Q′ ∩ Qˆ nicht der leere Ko¨cher ist, gilt Q′ ∩ Qˆ = Q′.
Wir wenden diesen einfachen Fakt auf unsere Situation an. Sei N ≇ M . Wir
nehmen nach Induktion an, dass TA(N) zusammenha¨ngend ist. Da C eine Zusam-
menhangskomponente von TA ist, und da wir N so gewa¨hlt haben, dass TA(N) ∩ C
nicht leer ist, folgt
C(N) = TA(N) ∩ C
= TA(N).
Insbesondere ist C(N) zusammenha¨ngend. Falls N ∼= M , so ist C(N) = C ebenfalls
zusammenha¨ngend.
Definition 17.7. Wir nennen eine Austauschfolge η in C(N) N-regula¨r, falls die
folgenden zwei Bedingungen erfu¨llt sind:
(A) δ(mid(η)) = 2.
(B) add(mid(η)) ∩ add(N) = 0.
Wir nennen C N-regula¨r, falls C(N) kein einpunktiger Ko¨cher ist und falls jede
Austauschfolge in C(N) N -regula¨r ist.
Lemma 17.8. Sei f : Exc(A)→ Z additiv auf C. Sei
T = Pl+1 ⊕ · · · ⊕ Pn ⊕ T1 ⊕ · · · ⊕ Tl ∈ C.
Wir setzen maxf (T ) = max{f(T1), . . . , f(Tl)} ∈ Z. Sei
N =M ⊕
⊕
{j|f(Tj) 6=maxf (T )}
Tj.
Wir nehmen an, dass entweder
maxf (T ) > max{f(Pl+1), . . . , f(Pn)} ≥ 0,
oder dass C M-regula¨r ist. Sei η : T ↔ T ′ eine Austauschfolge in C(N), so dass
Ti ∈ add(T ) gegen T
′
i
∈ add(T ′) ausgetauscht wird.
(a) Falls η N-regula¨r ist, so ist f(T ′
i
) = f(Ti) und somit auch f(T
′) = f(T ).
(b) Falls η nicht N-regula¨r ist, so ist f(T ′
i
) < f(Ti) und somit auch f(T
′) <
f(T ).
Beweis. (a) Sei ohne Beschra¨nkung der Allgemeinheit T
η
→ T ′ in TA. Wir be-
trachten die kurze exakte Folge
η : 0→ Ti → Ta ⊕ Tb → T
′
i
→ 0.
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Wegen der N -Regularita¨t von η gilt
f(Ta) = f(Tb) = f(Ti) = maxf (T ).
Aus der Additivita¨t von f folgt nun
f(T ′
i
) = f(Ta) + f(Tb)− f(Ti)
= 2f(Ti)− f(Ti)
= f(Ti).
Da T ′ ∼= T/Ti ⊕ T
′
i
, folgt f(T ) = f(T ′).
(b) Sei wieder ohne Beschra¨nkung der Allgemeinheit T
η
→ T ′ in TA. Da η nicht
N -regula¨r ist, muss η gegen eine der beiden N -Regularita¨tsbedingungen (A)
oder (B) verstoßen.
Wir nehmen zuna¨chst an, dass η gegen (A) versto¨ßt. Es gilt
δ(mid(η)) = 1.
Dies kann nicht passieren, wenn C M -regula¨r ist. Es gelte also die Annahme,
dass
maxf (T ) > max{f(Pl+1), . . . , f(Pn)} ≥ 0.
Insbesondere ist f(Ti) > 0. Wir betrachten
η : 0→ Ti → Ta → T
′
i
→ 0.
Es gilt
f(Ti) = maxf (T ) ≥ f(Ta).
Somit folgt
f(T ′
i
) = f(Ta)− f(Ti)
≤ f(Ti)− f(Ti)
= 0
< f(Ti).
Somit folgt auch f(T ′) < f(T ).
Wir untersuchen nun den Fall, in dem η die N -Regularita¨tsbedingung (A)
erfu¨llt, aber gegen dieN -Regularita¨tsbedingung (B) versto¨ßt. Wir betrachten
η : 0→ Ti → Ta ⊕ Tb → T
′
i
→ 0.
Da η gegen die N -Regularita¨tsbedingung (B) versto¨ßt, gilt entweder Ta ∈
add(N) oder Tb ∈ add(N). Sei ohne Beschra¨nkung der Allgemeinheit Ta ∈
add(N). Falls Ta /∈ add(M), so gilt f(Ta) < f(Ti). Falls Ta ∈ add(M), so
kann C nicht M -regula¨r sein. Es gelte also
f(Ti) > max{f(Pl+1), . . . , f(Pn)}
und es folgt ebenso f(Ta) < f(Ti). Des weiteren ist f(Tb) ≤ f(Ti). Somit
folgt
f(T ′
i
) = f(Ta) + f(Tb)− f(Ti)
< 2f(Ti)− f(Ti)
= f(Ti).
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Somit gilt auch f(T ′) < f(T ).

Lemma 17.9. Sei f : Exc(A)→ Z additiv auf C. Sei
T =M ⊕
⊕
i∈L
Ti ∈ C.
Seien
maxf (T ) = max{f(T1), . . . , f(Tl)},
N(T ) =M ⊕
⊕
{j∈L|f(Tj) 6=maxf (T )}
Tj.
Sei C nicht N(T )-regula¨r. Außerdem gelte eine der beiden folgenden Annahmen:
Entweder sei C M-regula¨r oder es gelte
maxf (T ) > max{f(Pl+1), . . . , f(Pn)} ≥ 0.
Dann gibt es einen Kippmodul T ′ ∈ C mit der folgenden Eigenschaft: Entweder ist
maxf (T
′) < maxf (T ) oder es gilt maxf (T
′) = maxf (T ) und δ(N(T
′)) > δ(N(T )).
Beweis. Nach Bemerkung 17.6 ist C(N(T )) zusammenha¨ngend. Des weiteren ist C
nach Voraussetzung nicht (N(T ))-regula¨r. Wir finden also eine Folge von Kippmo-
duln T = T 0, T 1, . . . , T s und Austauschfolgen
T 0
η1
←→ T 1
η2
←→ T 2
η3
←→ . . .
ηs−1
←→ T s−1
ηs
←→ T s
in C(N), so dass η1, . . . , ηs−1 N -regula¨r sind, ηs hingegen nicht. Nach Lemma 17.8.(a)
gilt, dass
f(T ) = f(T 1) = · · · = f(T s−1),
N(T ) ∼= N(T 1) ∼= . . . ∼= N(T s−1),
maxf (T ) = maxf (T
1) = · · · = maxf (T
s−1),
δ(N(T )) = δ(N(T 1)) = · · · = δ(N(T s−1)).
Sei ohne Beschra¨nkung der Allgemeinheit T s−1 → T s in C. Wir betrachten nun
die Austauschfolge
ηs : 0→ T
s−1
i
→ T s−1
a
⊕ T s−1
b
→ T s
i
→ 0.
Nach 17.8.(b) folgt, dass f(T s
i
) < f(T s−1
i
). Wir unterscheiden zwei Fa¨lle:
Falls N(T s−1) ∼= T s−1/T s−1i (d.h., dass T
s−1
i
der eindeutige unzerlegbare, direkte
Summand von T s−1 ist, auf dem f einen maximalen Wert annimmt), so gilt
maxf (T
s) < maxf (T
s−1) = maxf (T ).
Sonst gilt wegen f(T s
i
) < f(T s−1
i
), dass
N(T s) ∼= N(T s−1)⊕ T si .
Insbesondere ist
δ(N(T s)) > δ(N(T s−1)) = δ(N(T )).
Somit ist T s unser gesuchtes T ′. 
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Lemma 17.10. Sei N ∈ mod(A) ein partieller Kippmodul mit M ∈ add(N), so
dass C(N) 6= ∅. Wir nehmen an, dass C(N) eine Quelle hat. Dann ist C nicht N-
regula¨r.
Beweis. Durch Widerspruch. Sei T Quelle in C(N), T = N ⊕ T1 ⊕ · · · ⊕ Tr. Wir
betrachten fu¨r i ∈ {1, . . . , r} minimale add(T/Ti)-Linksapproximationen von Ti. Da
C N -regula¨r ist, haben diese die Form
0→ Ti → Ta(i) ⊕ Tb(i),
wobei a, b : {1, . . . , r} → {1, . . . , r} Funktionen ohne Fixpunkt sind. Durch Hinter-
einanderschalten dieser Linksapproximationen erhalten wir eine Kette von Mono-
morphismen der Form
0→ Ti
f1
−→ Ta(i) ⊕ Tb(i)
f2
−→ Ta(a(i)) ⊕ Tb(a(i)) ⊕ Ta(b(i)) ⊕ Tb(b(i))
f3
−→ . . . .
Sei
b = max{La¨nge(T1), . . . ,La¨nge(Tr)}.
Nach Lemma 10.4 wird die Verkettung
fm−1 ◦ fm−2 ◦ · · · ◦ f2 ◦ f1
dieser Abbildungen 0, sobald m > 2b, was einen Widerspruch dazu ergibt, dass alle
fi Monomorphismen sind. 
Korollar 17.11. Sei N ∈ mod(A), N ≇ M ein partieller Kippmodul mit M ∈
add(N), so dass C(N) 6= ∅. Dann ist C nicht N-regula¨r.
Beweis. Sei B die Bongartz-Vervollsta¨ndigung von N . Da TA(N) zusammenha¨ngend
ist, folgt, dass B ∈ C(N). Nach Bemerkung 9.12.(a) ist B eine Quelle in C(N). Der
Rest ist Lemma 17.10. 
Lemma 17.12. Sei C M-regula¨r. Sei F : Exc(A)→ Z additiv auf C. Sei
T =M ⊕
⊕
i∈L
Ti.
Seien j, k ∈ L mit F (Tj) 6= F (Tk). Sei T
′ ∈ C beliebig,
T ′ =M ⊕
⊕
i∈L
T ′
i
.
Dann gibt es j′, k′ ∈ L mit F (Tj′) 6= F (Tk′).
Beweis. Durch Widerspruch. Wir nehmen an, dass es ein
T ′ =M ⊕
⊕
i∈L
T ′
i
∈ C
gibt, so dass F (T ′
i
) = λ fu¨r alle i ∈ L. Sei
T ′′ =M ⊕
⊕
i∈L
T ′′
i
ein Nachbar von T ′ in C. Wegen der M -Regularita¨t von C gilt nach Lemma 17.8.(a)
F (T ′′
i
) = λ fu¨r alle i ∈ L. Da C zusammenha¨ngend ist, gilt dasselbe fu¨r alle Punkte
von C, insbesondere also auch fu¨r T . Widerspruch. 
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Proposition 17.13. Sei f : Exc(A)→ Z additiv auf C. Fu¨r
T =M ⊕
⊕
i∈L
Ti ∈ C
seien
maxf (T ) = max{f(T1), . . . , f(Tl)},
N(T ) =M ⊕
⊕
{j∈L|f(Tj) 6=maxf (T )}
Tj.
Fu¨r alle T ∈ C sei C nicht N(T )-regula¨r.
(a) Sei C M-regula¨r. Insbesondere ist
N(T ) ≇M
fu¨r alle T ∈ C. Dann ist maxf (·) auf C nicht nach unten beschra¨nkt.
(b) Fu¨r alle j ∈ L′ sei
0 ≤ f(Pj).
Dann gibt es ein T ∈ C mit
maxf (T ) ≤ max{f(Pl+1), . . . , f(Pn)} ≥ 0.
Beweis. Durch Widerspruch. Wir nehmen an, dass maxf (·) auf C nach unten be-
schra¨nkt ist. Sei
λ′ = min{maxf (T ) | T ∈ C}.
Fu¨r Teil (b) ko¨nnen wir annehmen, dass
λ′ > max{f(Pl+1), . . . , f(Pn)}.
Wir betrachten die Menge
M = {T ∈ C | maxf (T ) = λ
′}.
Des weiteren seien
δ′ = max{δ(N(T )) | T ∈M},
N = {T ∈M | δ(N(T )) = δ′} ⊂ M.
Nach Konstruktion sind die Mengen M und N nichtleer. Wir wa¨hlen uns nun ein
T ∈ N . Nach Lemma 17.9 gibt es einen Kippmodul Tˆ ∈ C mit maxf (Tˆ ) < maxf (T )
oder maxf (Tˆ ) = maxf (T ) und δ(N(Tˆ )) > δ(N(T )). In beiden Fa¨llen ergibt sich ein
Widerspruch zu T ∈ N . 
Korollar 17.14. C ist nicht M-regula¨r.
Beweis. Sei C M -regula¨r. Falls C endlich ist, so hat C eine Quelle. Dann kann C nach
Lemma 17.10 nichtM -regula¨r sein. Wir ko¨nnen also annehmen, dass C nicht endlich
ist. Dann gibt es ein t ∈ Q0 und ein
T ′ =M ⊕
⊕
i∈L
T ′
i
∈ C,
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so dass j, k ∈ L existieren mit dimHomA(Pt, T
′
j
) 6= dimHomA(Pt, T
′
k
) (siehe [22,
Kapitel 3]). Fu¨r einen A-Modul X setzen wir F (X) = dimHomA(Pt, X). F ist eine
additive Funktion auf C. Sei
T =M ⊕
⊕
i∈L
Ti ∈ C
beliebig. Nach Lemma 17.12 gibt es j′, k′ ∈ L mit F (Tj′) 6= F (Tk′). Insbesondere
gilt fu¨r alle T ∈ C, dass
M ≇ N(T ).
Aus Korollar 17.11 folgt, dass C nicht N(T )-regula¨r ist fu¨r alle T ∈ C. Nach Proposi-
tion 17.13.(a) ist maxF (·) nicht nach unten beschra¨nkt, was zum Widerspruch fu¨hrt,
da der Wertebereich von F in N liegt und somit nach unten beschra¨nkt ist. 
Satz 17.15. Sei f : Exc(A)→ Z additiv auf C. Sei
M =
⊕
j∈L′
Pj.
Sei fu¨r alle j ∈ L′
0 ≤ f(Pj) ≤ λ.
Dann gibt es ein T ∈ C mit
T =M ⊕
⊕
i∈L
Ti
und fu¨r alle i ∈ L gilt f(Ti) ≤ λ.
Beweis. Nach Lemma 17.11 und Korollar 17.14 ist C N -regula¨r ist fu¨r alle partiellen
Kippmoduln N mit M ∈ add(M) und C(N) 6= ∅. Insbesondere ist fu¨r alle T ∈ C C
N(T )-regula¨r. Nach 17.13.(b) erhalten wir ein
T =M ⊕
⊕
i∈L
Ti
mit
maxf (T ) ≤ max{f(Pl+1), . . . , f(Pn)} ≥ 0.
Insbesondere ist f(Ti) ≤ λ fu¨r alle i ∈ L. 
18. Exzeptionelle Austauschfolgen
Sei X ∈ mod(A). Fu¨r j ∈ Q0 setzen wir
Fj(X) = dimK HomA(X,Sj),
Gj(X) = dimK Ext
1
A
(X,Sj).
Bemerkung 18.1. Sei j ∈ L. Dann ist
Fj(M) = Gj(M) = 0.
Definition 18.2. Sei nun T ∈ TA und j ∈ Q0.
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(a) Wir nennen T j-positiv, falls gilt
Fj(T ) 6= 0,
Gj(T ) = 0.
(b) Wir nennen T j-negativ, falls gilt
Fj(T ) = 0,
Gj(T ) 6= 0.
Nach Bemerkung 7.9 ist jeder Kippmodul T ∈ TA entweder j-positiv oder j-
negativ. Offensichtlich kann ein Kippmodul nicht j-positiv und j-negativ zugleich
sein. Sei nun T
η
→ T ′ ein Pfeil in C, der einer kurzen exakten Folge
0→ Ti → T˜ → T
′
i
→ 0
entspricht, die wir ebenfalls mit η bezeichnen. Aus der langen exakten Homologie-
folge zu Fj(·) folgen die (zueinander a¨quivalenten) Implikationen
T ′ ist j-positiv⇒ T ist j-positiv,
T ist j-negativ⇒ T ′ ist j-negativ.
Wir nennen η exzeptionell fu¨r i, falls gilt:
T ist j-positiv,
T ′ ist j-negativ.
Lemma 18.3. Sei j ∈ L. Dann gibt es eine exzeptionelle Austauschfolge η fu¨r j.
Beweis. Falls es kein solches η geben wu¨rde, wa¨re entweder Fj(T ) = 0 fu¨r alle T ∈ C
oder Gj(T ) = 0 fu¨r alle T ∈ C.
• Nehmen wir den ersten Fall an. Dann ist
Gj(·) = −χ(·, Sj)
auf C und somit additiv. Des weiteren gilt nach Bemerkung 18.1, dassGj(M) =
0. Somit gibt es nach Satz 17.15 ein T ∈ C mit Gj(T ) ≤ 0. Widerspruch.
• Falls Gj(T ) = 0 fu¨r alle T ∈ C, so ist
Fj(·) = χ(·, Sj)
auf C und somit additiv. Des weiteren gilt nach Bemerkung 18.1, dass Fj(M) =
0. Somit gibt es nach Satz 17.15 ein T ∈ C mit Fj(T ) ≤ 0. Widerspruch.

Definition 18.4. Sei W = a1 . . . as ∈ S. Sei i ∈ Q0.
(a) Wir sagen i liegt auf W , falls es ein k ∈ {1, . . . , s} gibt mit s(ak) = i oder
t(ak) = i.
(b) Wir sagen i kommt an Stelle 0 in W vor, falls
t(a1) = i.
(c) Wir sagen i kommt an Stelle s in W vor, falls
s(as) = i.
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(d) Sei k ∈ {1, . . . , s− 1}. Wir sagen i kommt an Stelle k in W vor, falls
s(ak) = t(ak+1) = i.
(e) Falls W = 1(i,t) fu¨r ein t ∈ {1,−1}, so sagen wir i liegt auf W und kommt
an Stelle 0 auf W vor.
Bemerkung 18.5. Sei W = a1 . . . as ∈ S. Sei i ∈ Q0. Sei u die Anzahl der Stellen,
an denen i in W vorkommt. Dann ist
u = dimK HomA(Pi,M(W )).
Bemerkung 18.6. Sei W = a1 . . . as ∈ S, sei X = M(W ) ∈ mod(A) ein Faden-
modul, sei i ∈ Q0. Nach Satz 11.20 ist
{fa | a ∈ A(W, 1(i,1))}
eine Basis von HomA(X,Si). Jedes dieser fa ist ein Epimorphismus und entspricht
einem Faktor (D,E, F ) von W mit
M(E) ∼= Si.
Jeder solche Faktor entspricht der Anzahl der Stellen, in denen i in W auftritt, so
dass i an dieser Stelle kein Endpunkt eines direkten oder inversen Pfeiles von W
ist. Diese Anzahl enspricht aber genau der Anzahl des Auftretens von i als obere
Spitze in einer Visualisierung von W . Wir ko¨nnen also dimK(HomA(X,Si)) an einer
Visualisierung von W sofort ablesen. Analog dazu entspricht dimK(HomA(Si, X))
der Anzahl des Auftretens von i als untere Spitze in einer Visualisierung.
Bemerkung 18.7. Sei
0→ X
ι
→ Y
π
→ Z → 0
eine kurze exakte Folge von A-Moduln. Wir betrachten fu¨r einen A-Modul U die
induzierte Folge
0→ HomA(Z,U)
π∗U
−→ HomA(Y, U)
ι∗U
−→ HomA(X,U)→ Ext
1
A
(Z,U).
Dann gilt
HomA(Y, U) ∼= HomA(Z,U)⊕ Im(ι
∗
U
)
als K-Vektorraum.
Wir benutzen diese triviale Beobachtung in folgendem
Lemma 18.8. Sei T
η
→ T ′ exzeptionell fu¨r j. Dann gilt
Fj(T ) = 1,
Gj(T
′) = 1.
Beweis. η entspricht nun einer Austauschfolge
0→ Ti → T˜ → T
′
i
→ 0.
Es gilt T/Ti ∼= T
′/T ′
i
. Da T j-positiv und T ′ j-negativ ist, muss gelten Fj(T/Ti) =
Gj(T/Ti) = 0. Somit folgt Fj(T ) = Fj(Ti) und Gj(T
′) = Gj(T
′
i
). Außerdem gilt
Fj(T˜ ) = Gj(T˜ ) = 0. Aus der langen exakten Homologiefolge folgt, dass
Fj(Ti) = Gj(T
′
i
) 6= 0.
Wir beweisen die Aussage durch Widerspruch. Sei also Fj(Ti) ≥ 2.
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• Sei zuna¨chst δ(T˜ ) = 1. Wir wa¨hlen uns Fa¨den Wi,W
′
i
wie in Korollar 15.4.
Wa¨re
Fj(Ti) = Fj(M(Wi)) > 1,
so wa¨re Fj(M(WiaW
′
i
)) > 0 (siehe Skizze). Widerspruch.
j j // j j
a
• Wir ko¨nnen also annehmen, dass δ(T˜ ) = 2. Sei T˜ = Ta ⊕ Tb mit Ta, Tb
unzerlegbar. Wir wa¨hlen uns Fa¨den D,D′, E, F, F ′, aD, aF , aD′ , aF ′ wie in
Korollar 15.5. Sei
ι :M(D)⊕M(F )→M(DaDEaFF )
und sei
π : Ti → Z ∼=M(E)
der Kokern von ι. Nach Bemerkung 18.7 gilt
Fj(Ti) = Fj(M(DaDEaFF )) = Fj(Z) + dimK Im(ι
∗
Sj
).
Wa¨re Im(ι∗
Sj
) 6= 0, so wa¨re nach Konstruktion auch Fj(Ta ⊕ Tb) 6= 0, was
einen Widerspruch erga¨be:
F ′
j
E // j E
F
Also muss gelten Fj(Z) ≥ 2. Daraus folgt aber ebenfalls sofort, dass
Fj(Ta), Fj(Tb) 6= 0. Widerspruch.
F ′
j j // j j
D F D

Mit den gleichen U¨berlegungen folgt sofort folgendes
Korollar 18.9. Sei η : T → T ′ exzeptionell fu¨r j. Sei δ(mid(η)) = 2. Seien
D,D′, E, F, F ′, aD, aD′ , aF , aF ′ so gewa¨hlt wie in Korollar 15.5. Dann gilt
M(E) ∼= Sj.
19. Der Ko¨cher QL
Sei
T =M ⊕
⊕
i∈L
Ti ∈ C.
Nach unseren getroffenen Annahmen und nach Korollar 4.5 gilt fu¨r jedes i ∈ L:
(i) DHomA(M, τ(Ti)) = Ext
1
A
(Ti,M) = 0.
(ii) DHomA(Pj, τ(Ti)) = Ext
1
A
(Ti, Pj) 6= 0 fu¨r alle j ∈ L.
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Bemerkung 19.1. Sei i ∈ L. Der Modul τ(Ti) ist nach Lemma 12.2 ein Fadenmo-
dul.
(a) Da fu¨r alle j ∈ L′ gelten muss, dass HomA(Pj, τ(Ti)) = 0, kann kein Punkt
j ∈ L′ auf dem zugeho¨rigen Faden von τ(Ti) liegen.
(b) Da fu¨r alle j ∈ L gelten muss, dass HomA(Pj, τ(Ti)) 6= 0, muss jeder Punkt
j ∈ L auf dem zugeho¨rigen Faden von τ(Ti) liegen.
Dies kann aber nur funktionieren, wenn QL, der volle Unterko¨cher von Q, der
genau die Punkte aus L entha¨lt, zusammenha¨ngend ist. Wir erhalten also
Korollar 19.2. QL ist zusammenha¨ngend.
Sei IL das Ideal, welches von allen Relationen in I erzeugt wird, die schon vollsta¨ndig
in QL liegen. Die Algebra KQL/IL ist deriviert speziell biseriell und endlich-dimen-
sional, da A deriviert speziell biseriell und endlich-dimensional ist.
Lemma 19.3. Es gibt einen Punkt d ∈ L, der folgender Bedingung genu¨gt:
• Entweder gibt es in QL genau einen Pfeil a mit s(a) = d und einen Pfeil b
mit t(b) = d. Es gilt ab ∈ I.
• Oder die Anzahl der Pfeile mit Endpunkt d in QL ist echt gro¨ßer als die
Anzahl der Pfeile mit Anfangspunkt d in QL.
Beweis. Nehmen wir an, es gibt keinen Punkt in L, welcher der Oder-Bedingung
genu¨gt. Fu¨r alle i ∈ L gelte also
#{a ∈ (QL)1 | s(a) = i} ≥ #{b ∈ (QL)1 | t(b) = i}.
Wegen
#Q1 =
∑
i∈L
#{a ∈ (QL)1 |s(a) = i}
≥
∑
i∈L
#{b ∈ (QL)1 |s(b) = i}
= #Q1
gilt dann aber schon fu¨r alle i ∈ L, dass
#{a ∈ (QL)1 | s(a) = i} = #{b ∈ (QL)1 | t(b) = i}.
Da QL nach Korollar 19.2 zusammenha¨ngend ist und da l ≥ 2, kann es nicht pas-
sieren, dass
#{a ∈ (QL)1 | s(a) = i} = #{b ∈ (QL)1 | s(b) = i} = 0
fu¨r ein i ∈ L. Es gilt also fu¨r alle i ∈ L, dass
#{a ∈ (QL)1 | s(a) = i} = #{b ∈ (QL)1 | s(b) = i} ∈ {1, 2}.
Falls nun kein i ∈ L der Entweder-Bedingung genu¨gt, so kann man leicht unendlich
lange Wege in (QL, IL) konstruieren (jeder Weg, der in einem Punkt i ∈ L startet
oder endet, kann um einen Pfeil verla¨ngert werden und liegt dann immer noch nicht
in IL). Dann ist aber A nicht endlich-dimensional. Widerspruch. 
Wir wa¨hlen uns von nun an ein solches d aus und fixieren es fu¨r den Rest des
Beweises. Wir fu¨hren eine Fallunterscheidung durch:
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(A) d ist eine Senke in QL, also #{a ∈ Q1 | s(a) = d, t(a) ∈ L} = 0.
(B) #{a ∈ Q1 | s(a) = d, t(a) ∈ L} = 1.
Fall (A) ko¨nnen wir als erstes abhandeln:
Sei d eine Senke in QL. Nach Lemma 18.3 gibt es eine exzeptionelle Austauschfolge
η : T → T ′
fu¨r d. Sei
T =M ⊕
⊕
i∈L
Ti.
Insbesondere gibt es ein i ∈ L mit HomA(Ti, Sd) 6= 0. Sei Wi der zu Ti geho¨rige
Faden (d.h. ein Faden mit M(Wi) ∼= Ti). Wi muss lokal folgendermaßen aussehen:
d
  
. . . l′1 l
′
2 . . .
mit l′
i
∈ L′ (es kann natu¨rlich auch vorkommen, dass in Wi nur ein Pfeil (oder gar
keiner) von d ausgeht). Da T ∈ C, gilt insbesondere
HomA(Pl′1 ⊕ Pl′2 , τ(Ti)) = DExt
1
A
(Ti, Pl′1 ⊕ Pl′2) = 0.
Nach Bemerkung 19.1.(a) ko¨nnen die Punkte l′
i
(i = 1, 2) also beide nicht in dem
zu τ(Ti) zugeho¨rigen Faden vorkommen. Inbesondere sieht man, dass Wi sowohl in
einem Tal starten als auch enden muss. Die einzigen verbleibenden Mo¨glichkeiten
fu¨r τ(Ti) sind τ(Ti) ∼= 0 oder τ(Ti) ∼= Sd. Im ersten Fall ist Ti schon projektiv, was
einen Widerspruch zu unseren Annahmen aus Abschnitt 16 ergibt. Im zweiten Fall
gilt
Ext1
A
(Ti, Sd) = HomA(Sd, τ(Ti)) 6= 0,
und das wa¨re ein Widerspruch zu Bemerkung 7.9.
Wir nehmen also fu¨r den Rest des Beweises an, dass
#{a ∈ Q1 | s(a) = d, t(a) ∈ L} = 1.
20. Abschluss des Beweises
Zum Abschluss des Beweises beno¨tigen wir zuna¨chst die folgenden einfachen Lem-
mata:
Lemma 20.1. Sei X ∈ Gen(M), sei T ∈ C. Dann gilt
Ext1
A
(T,X) = 0.
Beweis. Aus X ∈ Gen(M) folgt natu¨rlich auch X ∈ Gen(T ). Der Rest ist Lemma
7.8. 
Korollar 20.2. Sei X ∈ Gen(M). Dann ist HomA(·, X) eine additive Funktion auf
C.
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Beweis. Auf C gilt
HomA(·, X) = HomA(·, X)− 0
= HomA(·, X)− Ext
1
A
(·, X)
= χ(·, X).

Korollar 20.3. Sei X ∈ Gen(M), sei
T =M ⊕
⊕
i∈L
Ti ∈ C,
sei
0→ X → Y → Z → 0
eine kurze exakte Folge von A-Moduln. Dann gilt fu¨r alle i ∈ L
Ext1
A
(Ti, Y ) ∼= Ext
1
A
(Ti, Z).
Beweis. Benutze die lange exakte Homologiefolge. 
Lemma 20.4. Sei Y ∈ mod(A), sei Φ : M r → Y ein Morphismus von A-Moduln.
Dann ist Im(Φ) ∈ Gen(M).
Beweis. Offensichtlich. 
Lemma 20.5. Sei i ∈ L. Sei ρ = a1 . . . as ein Weg in (Q, I) mit s(ρ) = i. Dann
gibt es einen Weg ρ′ = a1 . . . asb1 . . . br in (Q, I) mit s(ρ
′) = s(br) ∈ L
′.
Beweis. Wir ko¨nnen ohne Beschra¨nkung der Allgemeinheit annehmen, dass ρ ein
maximaler Weg mit der Eigenschaft s(ρ) = i ist, d.h. wir nehmen an, dass es keinen
Pfeil a ∈ Q1 gibt mit aρ /∈ I. Wir betrachten den Modul Pi. Der zu Pi geho¨rige
Faden Wi sieht folgendermaßen aus (eventuell ohne die Pfeile a
′
k
):
i
as

a′1

. . .
a1

. . .
a′
t

j j′
Das Auftreten von j an der Stelle 0 in Wi induziert einen Monomorphismus
ι : Sj →֒ Pi.
Da M ein treuer A-Modul ist, gibt es insbesondere einen Monomorphismus
ψ : Pi →֒M
′
mit M ′ ∈ add(M). Sei
M ′ ∼= X1 ⊕ · · · ⊕Xr
eine Zerlegung vonM ′ in unterlegbare direkte Summanden vonM ′, sei πk :M
′ → Xk
die kanonische Projektion. Dann gibt es ein k ∈ {1, . . . , r}, so dass πk ◦ ψ ◦ ι 6= 0.
Wir wa¨hlen uns ein solches k. Es gilt Xk = Pc fu¨r ein c ∈ L
′. Wir ko¨nnen
πk ◦ ψ =
u∑
i=1
λufu : Pi → Pc
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als Linearkombination von kanonischen Abbildungen fu : Pi → Pc schreiben. Ins-
besondere gilt fu¨r ein fu, dass 0 6= fu ◦ ι : Sj → Pc. Wir wa¨hlen uns solch ein
fu : Pi → Pc und betrachten dies. Der Morphismus fu kann nicht surjektiv sein, da
er sonst spalten wu¨rde. Zu einem Faktor (D,E, F ) von Wi sei πE : Pi →M(E) der
kanonische Epimorphismus. Die mo¨glichen Faktoren (D,E, F ) vonWi mit πE ◦ι 6= 0
haben die Form
(1(j,v), a1 . . . as, a
′
1
−
. . . a′
t
−
),
(1(j,v), a1 . . . asa
′
1
−
. . . a′
t
−
, 1(j′,v′))
fu¨r v, v′ ∈ {1,−1}. Sei M(Wc) = Pc. Es muss also (bis auf die Wahl einer Orien-
tierung von Wc) einen Subfaktor der Form
(D′, a1 . . . as, F
′)
bzw. (D′, a1 . . . asa
′
1
−
. . . a′
t
−
, F ′)
von Wc geben. Der zweite Fall kann nicht eintreten. Im ersten Fall muss Wc die
folgende Form haben:
c
br

b

. . .
b1

. . .
i
as

. . .
a1

j
Somit haben wir den gewu¨nschten Weg gefunden. 
Wir betrachten nun den Modul Pd. Sei Wd ∈ S mitM(Wd) = Pd. Dann sieht Wd
folgendermaßen aus (eventuell ohne die Pfeile bk):
d
as

b1

ds
as−1

c′
b2

. . .
a1

. . .
d1
Hierbei sind ds ∈ L, c
′ ∈ L′. Sei
u = max({k ∈ {1, . . . , s} | dk ∈ L
′} ∪ {0}).
Das Auftreten von c′ an der Stelle s+1 induziert einen Morphismus Φ1 : Pc′ → Pd.
Falls u 6= 0, setzen wir c′′ = du. In diesem Fall induziert das Auftreten von c
′′ an der
Stelle u− 1 einen Morphismus Φ2 : Pc′′ → Pd. Wir setzen
Φ =
{
(Φ1,Φ2) : Pc′ ⊕ Pc′′ → Pd, falls u 6= 0;
Φ1 : Pc′ → Pd, falls u = 0.
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Sei P ′
d
= Coker(Φ). Sei W ′
d
∈ S mit M(W ′
d
) = P ′
d
. Dann hat W ′
d
(bis auf Orien-
tierung) die folgende Form:
d
as

ds
as−1

. . .
au+1
~~
du+1
und es gilt
HomA(M,P
′
d
) = 0.
Nach Lemma 20.5 existiert ein Pfad
ρ′ = au+1 . . . asb1 . . . br
mit c = s(ρ′) ∈ L′. Wir nehmen an, dass ρ′ minimal mit dieser Eigenschaft gewa¨hlt
wurde. Dann ist ρ′ eindeutig bestimmt und sieht folgendermaßen aus:
c
br // wr
br−1 // . . .
b1 // w1 = d
as // ds
as−1 // . . .
au+1 // du+1
Hierbei ist wi ∈ L fu¨r i ∈ {1, . . . , r}.
Sei C ′
d
= M(ρ′). Es gibt einen kanonischen Monomorphismus P ′
d
ι
→ C ′
d
. Sei
Cd = Coker(ι). Wir fassen die Situation in folgendem Diagramm zusammen:
0

Im(Φ)

Pd

0 // P ′
d

ι // C ′
d
// Cd // 0
0
Sei nun
T =M ⊕
⊕
i∈L
Ti ∈ C.
Aus Korollar 20.3 folgt, dass
Ext1
A
(Ti, Pd) ∼= Ext
1
A
(Ti, P
′
d
)
fu¨r alle i ∈ L. Weiterhin folgt aus Lemma 20.1, dass
Ext1
A
(Ti, C
′
d
) = Ext1
A
(Ti, Cd) = 0
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fu¨r alle i ∈ L. Nun wenden wir den Funktor HomA(Ti, ·) auf die horizontale kurze
exakte Folge an und erhalten (indem wir Ext1
A
(Ti, P
′
d
) durch Ext1
A
(Ti, Pd) ersetzen)
0→ HomA(Ti, P
′
d
)→ HomA(Ti, C
′
d
)→ HomA(Ti, Cd)→ Ext
1
A
(Ti, Pd)→ 0.
Wegen Cd ∈ Gen(M) ist nach Korollar 20.2 H(·) = HomA(·, Cd) eine additive
Funktion auf C. Des weiteren gilt
H(M) = H(Pc) = 1,
H(M/Pc) = 0.
Nach Satz 17.15 finden wir nun ein T ∈ C mit T =M ⊕
⊕
i∈L
Ti und
H(Ti) ≤ 1 fu¨r alle i ∈ L.
Falls nun fu¨r ein i ∈ L gelten wu¨rde, dass
H(Ti) = 0,
so wu¨rde sofort folgen, dass Ext1
A
(Ti, Pd) = 0 und wir wa¨ren fertig. Somit ko¨nnen
wir annehmen, dass
H(Ti) = 1 fu¨r alle i ∈ L
gilt.
Wir betrachten nun die folgende Menge X ⊂ C:
X = {T ′ =M ⊕
⊕
i∈L
T ′
i
∈ C | H(T ′
i
) ≤ 1 fu¨r alle i ∈ L}.
Mit derselben U¨berlegung wie oben ko¨nnen wir annehmen, dass
X = {T ′ =M ⊕
⊕
i∈L
T ′
i
∈ C | H(T ′
i
) = 1 fu¨r alle i ∈ L}.
Lemma 20.6. X = C.
Beweis. Durch Widerspruch. Wir nehmen an, dass X 6= C. Wir wissen schon, dass
X 6= ∅, da ja T ∈ X . Da C zusammenha¨ngend ist, muss es zwei in C benachbarte
Kippmoduln T x, T y geben mit T x ∈ X , T y /∈ X . Sei ohne Einschra¨nkung
η : T x → T y
(der andere Fall funktioniert analog). Wir haben also eine kurze exakte Folge
0→ T x
i
→ T x
a
⊕ T x
b
→ T y
i
→ 0,
wobei einer der Mittelterme auch 0 sein kann. Da H additiv ist, gilt:
3 ≤ H(T x
i
) +H(T y
i
) = H(T x
a
) +H(T x
b
) ≤ 2.
Widerspruch. 
Korollar 20.7. Fu¨r alle Austauschfolgen η in C gilt folgendes:
(a) δ(mid(η)) = 2.
(b) add(mid(η)) ∩ add(M/Pc) = 0.
Beweis. Benutze die Additivita¨t von H. 
Wir haben unter unseren Annahmen insbesondere gezeigt:
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Proposition 20.8. Sei T ∈ C, sei T =M ⊕
⊕
i∈L
Ti. Dann ist fu¨r alle i ∈ L
dimK Ext
1
A
(Ti, Pd) = 1.
Wir wa¨hlen uns nun fu¨r den Rest des Beweises eine Austauschfolge η, die ex-
zeptionell fu¨r d ist. Nach Korollar 20.7 ko¨nnen wir annehmen, dass δ(mid(η)) = 2.
Wir wa¨hlen uns nun Fa¨den D,D′, E, F, F ′, aD, aD′ , aF , aF ′ wie in Korollar 15.5. Des
weiteren orientieren wir die Fa¨den so, dass gilt:
(i) t(aF ) ∈ L
′, falls aF die La¨nge 1 hat.
(ii) t(aD) ∈ L, falls aD die La¨nge 1 hat.
Die Situation sieht folgendermaßen aus:
y′
aF ′
F ′ D′x′
aD′ 
D′x′
aD′ 
y′
aF ′
F ′
d
aD  
aF

// d
aD  
⊕ d
aF 
// d
D x y F D x y F
Wir fu¨hren eine Fallunterscheidung durch und zeigen, dass in jedem Fall ein Wider-
spruch entsteht. Wenn wir dies gezeigt haben, ist unser Resultat bewiesen.
(Fall 1) Wir nehmen an, dass aF die La¨nge 1 hat. Insbesondere gibt es ein y ∈
L′ und einen Pfeil a ∈ Q1 mit s(a) = d, t(a) = y. Sei u die Stelle, an
der d in DaD1(d,v)aFF in der Skizze vorkommt. Es ist x ∈ L. Es ist Ti =
M(DaD1(d,v)aFF ) fu¨r ein v ∈ {1,−1}. Da Py ∈ add(M) und
HomA(M, τ(Ti)) = DExt
1
A
(Ti,M) = 0,
kann y nicht als Punkt auf einem zu τ(Ti) geho¨renden Faden vorkommen.
Dies kann nur passieren, wenn DaD1(d,v)aFF in einem Tal startet. Wir neh-
men also an, dass DaD1(d,v)aFF in einem Tal startet und zwar so, dass bei
Bildung von (Ti)rechts der Punkt y an der Stelle u+1 wegfa¨llt. Dann fa¨llt aber
auch der Punkt d an der Stelle u weg und es gilt (Ti)rechts =M(D). Wu¨rde
nun bei Bildung von (Ti)links der Punkt x an der Stelle u − 1 wegfallen, so
wa¨re τ(Ti) = 0 und damit Ti schon projektiv. Wir ko¨nnen also annehmen,
dass x nicht wegfa¨llt. In diesem Fall hat (Ti)links die Form
(Ti)links =M(DˆaD1(d,v)aFF )
fu¨r ein Dˆ ∈ S. Wir betrachten die Auslander-Reiten Folge fu¨r Ti:
// d
aD  
aF

⊕ // d
aD  
aF
Dˆ x Dˆ x y F D x D x y F
Es gilt somit τ(Ti) ∼=M(Dˆ). Nach Proposition 20.8 gilt
dimK HomA(Pd, τ(Ti)) = dimK Ext
1
A
(Ti, Pd) = 1,
und somit liegt d an genau einer Stelle auf Dˆ. Wir betrachten nun
Ta =M(DaD1(d,v)aF ′F
′).
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Falls aF ′F
′ die La¨nge 0 hat, so ist Ta = M(DaD1(d,v)). Da DaD1(d,v) nicht
in einem Tal startet, liegt y aber auf den zu (Ta)rechts und τ(Ta) geho¨renden
Fa¨den und es gilt
dimK Ext
1
A
(Ta, Py) = dimK HomA(Py, τ(Ta)) 6= 0
im Widerspruch zu unseren Annahmen.
Wir nehmen also an, dass aF ′F
′ La¨nge ≥ 1 hat. Dann fa¨llt aber d an der
Stelle u bei Bildung von (Ta)rechts nicht weg und es gilt
τ(Ta) ∼=M(DˆaD1(d,v)Fˆ )
fu¨r ein Fˆ ∈ S. Insbesondere liegt d an mindestens zwei verschiedenen Stellen
auf DˆaD1(d,v)Fˆ und es gilt
dimK Ext
1
A
(Ta, Pd) = dimK HomA(Pd, τ(Ta)) ≥ 2
im Widerspruch zu Proposition 20.8.
(Fall 2) Wir nehmen an, dass aF die La¨nge 0 hat und dass es ein y ∈ L
′ und ein
a ∈ Q1 gibt mit s(a) = d, t(a) = y. Es ist
Ti ∼=M(DaD1(d,v)).
In diesem Fall startet jedoch DaD1(d,v) nicht in einem Tal und y liegt auf
den zu (Ti)rechts und τ(Ti) geho¨renden Fa¨den. Es gilt somit
dimK Ext
1
A
(Ti, Py) = dimK HomA(Py, τ(Ti)) 6= 0
im Widerspruch zu unseren Annahmen.
(Fall 3) Wir nehmen an, dass aF die La¨nge 0 hat und dass es kein a ∈ Q1 gibt mit
s(a) = d, t(a) ∈ L′. Es ist Ti = M(DaD1(d,v)). Unter unseren Vorausset-
zungen startetM(DaD1(d,v)) in einem Tal. Dann erhalten wir mit denselben
Argumenten wie in Fall 1 einen Widerspruch zu Proposition 20.8.
21. Beispiele
Beispiel 21.1. Sei Q der Ko¨cher
1
a //
b
// 2
c //
d
// 3
und sei I = 〈ca, db〉. Sei A = KQ/I. SeiM = P1. Dann istM ein treuer, projektiver
partieller Kippmodul. In diesem Fall sieht TA(M) folgendermaßen aus:
. . . // • // • // • // • •oo •oo // • // • // • // . . .
Beispiel 21.2. Sei Q der Ko¨cher
1
a // 2
b // 3
c // 4
und sei A = KQ. Sei M = P1. Dann ist M ein treuer, projektiver partieller Kipp-
modul. In diesem Fall sieht TA(M) folgendermaßen aus:
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•
ww
''
•

•oo •oo
OO
•oo

•
OO

•oo
??

• // •
ww
•
''
•oo // •

•oo
??
•
Beispiel 21.3. Sei Q der Ko¨cher
1
c // 2
b

a

4
doo
3
e
@@
und sei I = 〈ea, bd, ac〉. Sei A = KQ/I. Sei M = P1. Dann ist M ein treuer,
projektiver partieller Kippmodul. In diesem Fall sieht TA(M) folgendermaßen aus:
. . . // • // • // •
  
• •oo
. . . // • //
OO
• //
OO
•
??
•
OO
•
``
•
OO
•
``
// • // . . .
. . . // • // • //
OO
• // •
OO
  
•
OO
  
•
  
OO
•
`` ??
•
OO
•
OO
// • // • //
OO
• // . . .
. . . // •
OO
// •
OO
''
•
??
•
??
•
OO
•
OO``
•
OO``
•
OO
// • //
OO
. . .
• //
OO
•
OO
// •
OO
•oo
OO
•
OO
oo
??
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Teil 4. Kippmoduln u¨ber der duplizierten Algebra
22. Duplizierte Algebren
Definition 22.1. Sei A eine endlich-dimensionale Algebra u¨ber K. Die duplizierte
Algebra A¯ von A ist die Matrixalgebra(
A 0
D(AA) A
)
.
Sei nun A = KQ/I gegeben durch einen Ko¨cher mit Relationen, sei
Q0 = {1, . . . , n}.
Sei Q¯ der volle Unterko¨cher von Qˆ auf den Punkten in Q0 × {0, 1}. Sei I¯ das Ideal,
welches von allen Relationen in Iˆ erzeugt wird, die schon in Q¯ liegen. Dann gilt
folgendes
Lemma 22.2.
A¯ = KQ¯/I¯.
Beweis. Siehe [47, Beweis zum Theorem in Abschnitt 3]. 
Lemma 22.3. Sei i ∈ Q0. Dann gilt
P(1,i) = I(0,i).
Dies sind die einzigen projektiv-injektiven Objekte in mod(A¯).
Beweis. Folgt aus Lemma 13.5. 
Sei von nun an A = KQ/I eine deriviert speziell biserielle Algebra.
Definition 22.4. Seien X, Y ∈ mod(A¯). Dann setzen wir
J (X, Y ) = {f ∈ Hom
Aˆ
(X, Y )| f faktorisiert durch ein projektiv-injektives Objekt}.
Ferner setzen wir
Hom
˜
A¯(X, Y ) = HomA¯(X, Y )/J (X, Y ).
Es gilt folgendes
Lemma 22.5. Sei M¯ ∈ mod(A¯) mit Ext1
A¯
(M¯, M¯) = 0. Dann ist End˜ A¯(M¯) deriviertspeziell biseriell.
Beweis. Wir ko¨nnen M¯ als Modul u¨ber Aˆ auffassen. Es gilt, dass
Ext1
Aˆ
(M¯, M¯) = Ext1
A¯
(M¯, M¯) = 0.
Des weiteren gilt
End˜ A¯(M¯) = EndAˆ(M¯).
Der Rest folgt mit Satz 14.12. 
Beispiel 22.6. Sei Q der Ko¨cher 1
a //
b
// 2 und I das Nullideal. Dann sieht Q¯
folgendermaßen aus
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1
a //
b
// 2
p

q

1′
a′ //
b′
// 2′
und I¯ = 〈qa, a′q, pb, b′p, pa− qb, a′p− b′q〉.
Beispiel 22.7. Sei Q der Ko¨cher 1
a //
b
// 2
c // 3 und I das Ideal, das von ca
erzeugt wird. Dann sieht Q¯ folgendermaßen aus
1′
a′ //
b′
// 2′
c′ //
p

3′
q

1
a //
b
// 2
c // 3
und I¯ = 〈ca, c′a′, apa′, pb′, aq, bp, cbqc′, bqc′b′, pa′ − qc′b′, bqc′ − ap〉.
Beispiel 22.8. Sei Q der Ko¨cher
3 1
a

coo
2
b
^^
und I das Nullideal. Dann sieht Q¯ folgendermaßen aus
3 1
a

coo 3′
p
oo
qoo 1′
a′

c′oo
2
b
^^
2′
b′
__
und I¯ = 〈qb′, aq, cp, pc′, cqc′, bapb′, apb′a′, qc′ − pb′a′, bap− cq〉.
Definition 22.9. Wir definieren eine Fadenalgebra A¯str folgendermaßen. Sei Istr
das Ideal in A¯, das von den Restklassen aller vollen Pfade erzeugt wird. Dann setzen
wir
A¯str = A¯/Istr.
Die Modulkategorien von A¯ und A¯str unterscheiden sich nur um die projektiv-
injektiven Objekte. Insbedondere sieht fu¨r fast alle unzerlegbaren Moduln X u¨ber
A¯ die Auslander-Reiten Folge genauso aus wie u¨ber der Fadenalgebra A¯str. Wir
erhalten folgende Lemmata:
Lemma 22.10. Es gibt ein N ′ ∈ N, so dass folgendes gilt:
Fu¨r alle Fadenmoduln X u¨ber A¯ und alle i ∈ Q¯0 ist
dimK HomA¯(Pi, X) ≤ dimK HomA¯(Pi, τ(X)) +N
′.
Hierbei nennen wir X einen Fadenmodul u¨ber A¯, falls wir X als Fadenmodul u¨ber
A¯str auffassen ko¨nnen.
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Beweis. Wir ko¨nnen die endlich vielen Fa¨lle vernachla¨ssigen, in denen die Auslander-
Reiten Folgen von X u¨ber A¯ und A¯str sich unterscheiden. In den anderen Fa¨llen wird
τ−1(X) nach der Regel in Lemma 12.2 gebildet und es gilt
dimK HomA¯(Pi, X) ≤ dimK HomA¯(Pi, τ(X)) + 4.

Korollar 22.11. Es gibt ein N ∈ N, so dass folgendes gilt: Fu¨r alle unzerlegebaren
X ∈ mod(A¯) mit Ext1
A¯
(X,X) = 0 und pdA¯(X) ≤ 1 und alle i ∈ Q0 ist
dimK HomA¯(I(0,i), X) ≤ N.
Beweis. Falls X nicht projektiv-injektiv ist, so muss X ein Fadenmodul sein. Dann
gilt aber
0 =dimK Ext
1
A¯
(I0,i, X)
= dimK DHomA¯(I0,i, τ(X))
≥ dimK HomA¯(I0,i, X)−N
′.
Hierbei bezeichnet N ′ die Konstante aus Lemma 22.10. 
23. Formulierung des Ergebnisses
Sei A = KQ/I eine deriviert speziell biserielle Algebra, so dass Q keine orientier-
ten Kreise entha¨lt. Sei A¯ die duplizierte Algebra von A. Sei
I =
n⊕
i=1
I(0,i).
Lemma 23.1. Sei T ∈ TA¯. Dann ist I ∈ add(T ).
Beweis. Wir betrachten die kurze exakte Folge
0→ A¯A¯→ T
0 → T 1 → 0.
Da I projektiv ist, ist I ein direkter Summand von A¯A¯. Somit gibt es einen Mono-
morphismus
ι : I →֒ T 0.
Da I injektiv ist, spaltet ι, und somit gilt
I ∈ add(T 0) ⊂ add(T ).

Korollar 23.2. TA¯ = TA¯(I).
Lemma 23.3. Sei M ∈ mod(A¯) projektiv. Dann gilt
M ist treu ⇔ I ∈ add(M).
Beweis. (⇒) Da I ∈ add(M) und I treu ist, ist auch M treu.
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(⇐) Da M treu ist, gibt es einen Monomorphismus
A¯A¯ →֒M
s.
Insbesondere gibt es auch einen Monomorphismus ι : I →֒M s. Da I injektiv
ist, muss ι spalten, und es gilt
I ∈ add(M s) = add(M).

Wir werden folgenden Satz beweisen:
Satz 23.4. SeiM ∈ mod(A¯) projektiv und treu. Dann ist TA¯(M) zusammenha¨ngend.
Insbesondere gilt
Korollar 23.5. TA¯ = TA¯(I) ist zusammenha¨ngend.
Wir werden Satz 23.4 U¨ber Induktion nach l(M) = 2n − δ(M) beweisen. Fu¨r
l(M) = 0 besteht TA¯(M) nur aus einem Punkt und die Behauptung ist trivial.
Fu¨r l(M) = 1 folgt die Behauptung aus Lemma 7.16. Wir nehmen also an, dass
l(M) ≥ 2 und dass die Behauptung fu¨r alle M ′ mit l(M ′) < l(M) schon bewiesen
ist. Wir setzen L = {1, . . . l(M)} und L′ = {l(M), . . . , n}. Ferner benennen wir die
Punkte aus Q¯0 so um, dass
Q¯0 = {1, . . . , 2n}
und dass fu¨r alle i ∈ {1, . . . , n} die Punkte (0, i) und i sowie die Punkte (1, i) und
i+ n sich entsprechen. Es gilt
I =
n⊕
i=1
Ii =
2n⊕
i=n+1
Pi.
Wir nehmen ohne Beschra¨nkung der Allgemeinheit an, dass gilt
M ∼= I ⊕
⊕
i∈L′
Pi.
Wir betrachten von nun an eine feste Zusammenhangskomponente C von TA¯(M).
Wir werden zeigen, dass C = TA¯(M).
24. Additive Funktionen auf Kippmoduln der duplizierten Algebra
Definition 24.1. Wir nennen eine Abbildung f : Exc(A¯) → Z fast additive Funk-
tion auf C, falls f die folgenden Bedingungen erfu¨llt:
(a) f respektiert Isomorphismen, d.h. fu¨r alle X, Y ∈ Exc(A¯) mit X ∼= Y gilt
f(X) = f(Y ).
(b) f respektiert direkte Summen, d.h. fu¨r alle X, Y ∈ mod(A¯) gilt
f(X ⊕ Y ) = f(X) + f(Y ).
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(c) Fu¨r jede Austauschfolge
η : 0→ Ti → Tˆ → T
′
i
→ 0
in C gilt, dass
f(Ti) + f(T
′
i
) = f(Tˆ ).
Wir nennen eine fast additive Funktion f : Exc(A) → Z additive Funktion auf C,
falls f zusa¨tzlich der folgenden Bedingung genu¨gt:
(d) Fu¨r jeden projektiv-injektiven Modul I ∈ mod(A¯) gilt, dass
f(I) = 0.
Definition 24.2. Sei N ein partieller Kippmodul mitM ∈ add(N), so dass es einen
Kippmodul T ∈ C gibt mit N ∈ add(T ). Wir setzen wie in 17.5
C(N) = TA¯(N) ∩ C.
Definition 24.3. Sei N = N ′ ⊕ I. Sei
η : 0→ Ti → Tˆ → T
′
i
→ 0
eine Austauschfolge in C(N). Sei
Tˆ = I ⊕ T˜
mit I ∈ add(I), so dass T˜ keinen projektiv-injektiven, direkten Summanden entha¨lt.
Dann nennen wir η N-regula¨r, falls die folgenden zwei Bedingungen erfu¨llt sind:
(A) δ(T˜ ) = 2.
(B) add(T˜ ) ∩ add(N ′) = 0.
Wir nennen C N-regula¨r, falls C(N) kein einpunktiger Ko¨cher ist und falls es eine
Zusammenhangskomponente C ′ von C(N) gibt, so dass jede Austauschfolge η in C ′
N -regula¨r ist.
Lemma 24.4. Sei f : Exc(A¯)→ Z additiv auf C. Sei
T = I ⊕ Pl+1 ⊕ · · · ⊕ Pn ⊕ T1 ⊕ · · · ⊕ Tl ∈ C.
Sei
maxf (T ) = max{f(T1), . . . , f(Tl)} > max{f(Pl+1), . . . , f(Pn)} ≥ 0.
Sei
N =M ⊕
⊕
{j∈L|f(Tj) 6=maxf (T )}
Tj.
(a) Sei η : T ↔ T ′ eine Austauschfolge in C(N), so dass Ti ∈ add(T ) gegen
T ′
i
∈ add(T ′) ausgetauscht wird. Falls η N-regula¨r ist, so ist f(T ′
i
) = f(Ti)
und somit auch f(T ′) = f(T ).
(b) Sei η : T ↔ T ′ eine Austauschfolge in C(N), so dass Ti ∈ add(T ) gegen T
′
i
∈
add(T ′) ausgetauscht wird. Falls η nicht N-regula¨r ist, so ist f(T ′
i
) < f(Ti)
und somit auch f(T ′) < f(T ).
Beweis. Analog zum Beweis von Lemma 17.8. 
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Lemma 24.5. Sei f : Exc(A¯)→ Z additiv auf C. Sei
T =M ⊕
⊕
i∈L
Ti ∈ C.
Seien
maxf (T ) = max{f(T1), . . . , f(Tl)} > max{f(Pl+1), . . . , f(Pn)} ≥ 0,
N(T ) =M ⊕
⊕
{j∈L|f(Tj) 6=maxf (T )}
Tj.
Sei C nicht N(T )-regula¨r. Dann gibt es einen Kippmodul T ′ ∈ C mit der folgenden
Eigenschaft: Entweder ist maxf (T
′) < maxf (T ) oder es gilt maxf (T
′) = maxf (T )
und δ(N(T ′)) > δ(N(T )).
Beweis. Analog zum Beweis von Lemma 17.9. 
Proposition 24.6. Sei f : Exc(A¯)→ Z additiv auf C. Fu¨r
T =M ⊕
⊕
i∈L
Ti ∈ C
seien
maxf (T ) = max{f(T1), . . . , f(Tl)},
N(T ) =M ⊕
⊕
{j∈L|f(Tj) 6=maxf (T )}
Tj.
Fu¨r alle T ∈ C sei C nicht N(T )-regula¨r.
(a) Sei C M-regula¨r. Insbesondere ist
N(T ) ≇M
fu¨r alle T ∈ C. Dann ist maxf (·) auf C nicht nach unten beschra¨nkt.
(b) Fu¨r alle j ∈ L′ sei
0 ≤ f(Pj).
Dann gibt es ein T ∈ C mit
maxf (T ) ≤ max{f(Pl+1), . . . , f(Pn)} ≥ 0.
Beweis. Analog zum Beweis von Proposition 17.13. 
Korollar 24.7. Sei f : Exc(A¯) → Z additiv auf C. Sei 0 ≤ f(Pj) ≤ λ fu¨r alle
j ∈ L′. Fu¨r alle partiellen Kippmoduln N mit M ∈ add(N) und C(N) 6= ∅ sei C
nicht N-regula¨r. Dann gibt es ein T =M ⊕
⊕
i∈L
Ti ∈ C mit f(Ti) ≤ λ fu¨r alle i ∈ L.
Beweis. Folgt sofort aus 24.6.(b). 
Wir mo¨chten nun folgendes Lemma zeigen:
Lemma 24.8. Sei N ∈ mod(A¯) ein partieller Kippmodul mit M ∈ add(N) und
C(N) 6= ∅. Dann ist C nicht N-regula¨r.
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Wir mo¨chten Lemma 24.8 per Induktion nach l(N) beweisen. Fu¨r l(N) = 1 ist
die Aussage trivial. Sei also l(N) > 1 und die Behauptung stimme fu¨r alle N˜ mit
M ∈ add(N) ( add(N˜).
Sei C ′ eine Zusammenhangskomponente von C(N). Wir zeigen, dass C ′ Austausch-
folgen enthalten muss, die nicht N -regula¨r sind. Wir setzen L′′ = {1, . . . , l(N)}.
Lemma 24.9. Falls C ′ eine Quelle oder eine Senke besitzt, so entha¨lt C ′ Austausch-
folgen, die nicht N-regula¨r sind.
Beweis. Wir betrachten den Fall, dass C ′ eine Quelle besitzt. Der andere Fall la¨uft
analog. Wir nehmen an, dass alle Austauschfolgen in C ′ N -regula¨r sind. Sei
T = N ⊕
⊕
i∈L′′
Ti ∈ C
′
eine Quelle. Sei ηi die Austauschfolge zu Ti. Dann hat ηi die Form
ηi : 0→ Ti → Ta(i) ⊕ Tb(i) ⊕ I → T
′
i
→ 0.
Hierbei sind
a, b : {1, . . . , l(N)} → {1, . . . , l(N)}
Funktionen ohne Fixpunkt und I ∈ add(I) (I kann auch 0 sein). Wir betrachten
nun die Algebra B = End˜ A¯(T ). Nach Lemma 22.11 ist B deriviert speziell biseriellund endlich-dimensional. Wir schreiben B = kQ′/I ′ als Ko¨cher mit Relationen. Sei
N = I ⊕
n−l(N)⊕
i=1
Ni
fu¨r unzerlegbare Ni. Dann schreiben wir Q
′
0 = {xT1 , . . . xTl(N) , xN1 , . . . xNn−l(N)}, so
dass die Punkte in Q′0 den direkten Summanden von N/I entsprechen. Fu¨r einen
Punkt xY ∈ Q
′
0 entsprechen dann die Pfeile, die in xY enden, den nicht-projektiv-
injektiven direkten Summanden einer minimalen add(N/Y )-Linksapproximation von
Y .
Dann wissen wir aber, dass in jeden Punkt der Form xTi genau zwei Pfeile hinein-
gehen, na¨mlich
xTa(i)
""
xTi
xTb(i)
<<
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Da B deriviert speziell biseriell ist, mu¨ssen dann aber auch aus jedem Punkt xTi
zwei Pfeile hinausgehen, so dass xTi lokal wie folgt aussieht:
xTa(i)
""
xTa′(i)
xTi
;;
##
xTb(i)
<<
xTb′(i)
Hierbei sind wiederum
a′, b′ : {1, . . . , l(N)} → {1, . . . , l(N)}
Funktionen ohne Fixpunkt. Dann ist es aber nicht mehr mo¨glich, ein zula¨ssiges
Ideal I ′ ⊂ KQ′ zu wa¨hlen, so dass KQ′/I ′ deriviert speziell biseriell und endlich-
dimensional ist. Widerspruch. 
Korollar 24.10. Falls C ′ endlich ist, so entha¨lt C ′ Austauschfolgen, die nicht N-
regula¨r sind.
Beweis. Da TA¯ keine orientierten Kreise besitzt, besitzt auch C
′ keine orientierten
Kreise. Falls C ′ nun endlich ist, so muss C ′ eine Quelle und eine Senke besitzen. Der
Rest folgt mit Lemma 24.9. 
Definition 24.11. Sei nun i ∈ {1, . . . , 2n}. Fu¨r einen A-Modul X setzen wir
Fi(X) = dimK HomA(Pi, X).
Fi(·) ist eine fast additive Funktion auf C. Sei
dim(X) = (F1(X), . . . , F2n(X)) ∈ Z
2n
der Dimensionsvektor zu X. Des weiteren sei
dimoben(X) = (Fn+1(X), . . . , F2n(X)) ∈ Z
n
der obere Dimensionsvektor zu X.
Definition 24.12. Sei C ′ eine Zusammenhangskomponente von C(N). Wir sagen,
dass C ′ die Bedingung (⋆) erfu¨llt, falls folgendes gilt:
(⋆) Sei T = N ⊕
⊕
j∈L′′
Tj ∈ C
′ und seien k, k′ ∈ L′′. Dann ist
dim(Tk) = dim(Tk′).
Definition 24.13. Wir sagen, dass C ′ die Bedingung (⋆⋆) erfu¨llt, falls folgendes gilt:
(⋆⋆) Sei T = N ⊕
⊕
j∈L′′
Tj ∈ C
′ und seien k, k′ ∈ L′′. Dann ist
dimoben(Tk) = dim
oben(Tk′).
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Lemma 24.14. Sei M = Pl+1⊕· · ·⊕Pn⊕I ein treuer, projektiver A¯-Modul. Sei N
ein partieller Kippmodul mit M ∈ add(M) und C(N) 6= ∅. Sei C ′ eine Zusammen-
hangskomponente von TA¯(N). Wir nehmen an, dass alle Kippmoduln in C
′ denselben
Dimensionsvektor haben. Dann ist C ′ nicht N-regula¨r.
Beweis. Nach [22, Kapitel 3] gibt es nur endlich viele Kippmoduln mit gleichem
Dimensionsvektor. Somit muss C ′ endlich sein. Der Rest folgt mit 24.10. 
Lemma 24.15. Sei M = Pl+1 ⊕ · · · ⊕ Pn ⊕ I ein treuer, projektiver A¯-Modul. Sei
N ein partieller Kippmodul mit M ∈ add(N) und C(N) 6= ∅. Sei C ′ eine Zusam-
menhangskomponente von TA¯(N).
(a) Wir nehmen an, dass C ′ die Bedingung (⋆) erfu¨llt. Des weiteren nehmen wir
an, dass C N-regula¨r ist. Dann kann kein projektiv-injektiver Modul in einer
Austauschfolge in C ′ vorkommen.
(b) Wir nehmen an, dass C ′ die Bedingung (⋆⋆) erfu¨llt. Des weiteren nehmen
wir an, dass C N-regula¨r ist. Dann kann kein projektiv-injektiver Modul in
einer Austauschfolge in C ′ vorkommen.
Beweis. (a) Sei η : T ↔ T ′ eine Austauschfolge in C ′. Diese entspricht einer
kurzen exakten Folge
η : 0→ Ti → Ta ⊕ Tb ⊕ I → T
′
i
→ 0
mit Ta, Tb /∈ add(N) und I ∈ add(I). Wir wollen zeigen, dass I = 0. Aus (⋆)
folgt, dass
dim(Ti) = dim(Ta) = dim(Tb) = dim(T
′
i
).
Wegen der Fastadditivita¨t der Fi folgt sofort, dass dim(I) = 0 und somit
I = 0.
(b) Der Beweis la¨uft analog zu (a).

Korollar 24.16. (a) Unter den Annahmen von 24.15.(a) haben alle Kippmo-
duln in C ′ denselben Dimensionsvektor. Insbesondere ist C ′ endlich.
(b) Unter den Annahmen von 24.15.(b) haben alle Kippmoduln in C ′ denselben
oberen Dimensionsvektor.
Lemma 24.17. Sei C N-regula¨r. Sei C ′ eine Zusammenhangskomponente von C(N),
die (⋆⋆) erfu¨llt. Sei
T = N ⊕
⊕
j∈L′′
Ti
ein beliebiger Kippmodul in C ′, fu¨r den folgendes gilt:
Fu¨r alle k, k′ ∈ L′′ ist
dim(Tk) = dim(Tk′).
Dann erfu¨llt C ′ die Bedingung (⋆).
Beweis. Sei T ′ ein Nachbar von T in C ′. Wir betrachten die zugeho¨rige Austausch-
folge
η : 0→ Ti → Ta ⊕ Tb → T
′
i
→ 0.
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Aus der Fastadditivita¨t der Fi folgt, dass dim(T
′
i
) = dim(Ti). Insbesondere erfu¨llt T
′
dieselbe Bedingung wie T . Da C ′ zusammenha¨ngend ist, erfu¨llen alle Kippmoduln
in C ′ diese Bedingung. Somit erfu¨llt C ′ die Bedingung (⋆). 
Lemma 24.18. Sei C N-regula¨r. Sei C ′ eine Zusammenhangskomponente von C(N),
die (⋆⋆) erfu¨llt. Sei i ∈ {1, . . . , n}. Sei
T = N ⊕
⊕
j∈L′′
Tj
ein beliebiger Kippmodul in C ′, fu¨r den folgendes gilt:
Es gibt k, k′ ∈ L′′ mit
Fi(Tk) 6= Fi(Tk′).
Dann gilt Selbiges fu¨r alle T ′′ ∈ C ′.
Beweis. Sei
T ′ = N ⊕
⊕
j∈L′′
T ′
j
ein Nachbar von T in C ′. Wir nehmen an, dass T ′ nicht obiger Bedingung genu¨gt.
Somit gilt fu¨r alle k, k′ ∈ L′′, dass
Fi(T
′
k
) = Fi(T
′
k′
).
Wir betrachten die zugeho¨rige Austauschfolge
η : 0→ Tj → Ta ⊕ Tb → T
′
j
→ 0.
Aus der Fastadditivita¨t der Fi folgt, dass
Fi(Tj) = Fi(T
′
j
).
Dann erfu¨llt T aber nicht obige Bedingung. Widerspruch.
Wir haben gezeigt, dass die Aussage fu¨r alle Nachbarn von T in C ′ gilt. Da C ′
zusammenha¨ngend ist, gilt die Aussage somit fu¨r alle T ′′ ∈ C ′. 
Wir formulieren nun die entsprechenden Versionen von Lemma 24.4, Lemma 24.5
und Proposition 24.6, die auf unsere Situation zugeschnitten sind:
Lemma 24.19. Sei f : Exc(A¯)→ Z fast additiv auf C. Sei
T = N ⊕ T1 ⊕ · · · ⊕ Tl(N) ∈ C
′.
Wir nehmen an, dass C N-regula¨r ist. Seien
maxf (T ) = max{f(T1), . . . , f(Tl(N))},
minf (T ) = min{f(T1), . . . , f(Tl(N))},
R = N ⊕
⊕
{j∈L′′|f(Tj) 6=maxf (T )}
Tj,
S = N ⊕
⊕
{j∈L′′|f(Tj) 6=minf (T )}
Tj.
(a) Sei η : T ↔ T ′ eine Austauschfolge in C(R) (beziehungsweise in C(S)), so
dass Ti ∈ add(T ) gegen T
′
i
∈ add(T ′) ausgetauscht wird. Wir nehmen an,
dass kein projektiv-injektiver Modul in η vorkommt. Falls η R-regula¨r (bzw.
S-regula¨r) ist, so ist f(T ′
i
) = f(Ti) und somit auch f(T
′) = f(T ).
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(b) Sei η : T ↔ T ′ eine Austauschfolge in C(R), so dass Ti ∈ add(T ) gegen T
′
i
∈
add(T ′) ausgetauscht wird. Wir nehmen an, dass kein projektiv-injektiver
Modul in η vorkommt. Falls η nicht R-regula¨r ist, so ist f(T ′
i
) < f(Ti) und
somit auch f(T ′) < f(T ).
(c) Sei η : T ↔ T ′ in C(S) S-regula¨r, so dass Ti ∈ add(T ) gegen T
′
i
∈ add(T ′)
ausgetauscht wird. Wir nehmen an, dass η die Form
η : 0→ Ti → Ta ⊕ Tb ⊕ I → T
′
i
→ 0
hat. Hierbei sei I ∈ add(I) mit f(I) > 0 (bzw. f(I) = 0). Dann ist f(T ′
i
) >
f(Ti) (bzw. f(T
′
i
) = f(Ti)) und somit auch f(T
′) > f(T ) (bzw. f(T ′) =
f(T )).
(d) Sei fu¨r jeden projektiv-injektiven Modul f(I) ≥ 0. Sei η : T ↔ T ′ eine
Austauschfolge in C(S), so dass Ti ∈ add(T ) gegen T
′
i
∈ add(T ′) ausgetauscht
wird. Falls η nicht S-regula¨r ist, so ist f(T ′
i
) > f(Ti) und somit auch f(T
′) >
f(T ).
Beweis. (a),(b) Analog zum Beweis von Lemma 17.8.
(c) Es gelten f(Ta), f(Tb) = f(Ti) sowie f(I) > 0 (bzw. f(I) = 0). Aus der
Fastadditivita¨t von f folgt
f(T ′
i
) = f(Ta) + f(Tb) + f(I)− f(Ti)
= 2f(Ti) + f(I)− f(Ti)
= f(Ti) + f(I)
> f(Ti)
(bzw. = f(Ti)).
(d) Die Austauschfolge η hat die Form
η : 0→ Ti → Ta ⊕ Tb ⊕ I → T
′
i
→ 0
mit I ∈ add(I). Aus der Fastadditivita¨t von f folgt
f(T ′
i
) = f(Ta) + f(Tb) + f(I)− f(Ti)
> 2f(Ti) + f(I)− f(Ti)
= f(Ti) + f(I)
≥ f(Ti).

Lemma 24.20. Sei f : Exc(A¯)→ Z fast additiv auf C. Sei
T = N ⊕
⊕
i∈L′′
Ti ∈ C
′.
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Seien
maxf (T ) = max{f(T1), . . . , f(Tl(N))},
minf (T ) = min{f(T1), . . . , f(Tl(N))},
R(T ) = N ⊕
⊕
{j∈L′′|f(Tj) 6=maxf (T )}
Tj,
S(T ) = N ⊕
⊕
{j∈L′′|f(Tj) 6=minf (T )}
Tj.
Sei C N-regula¨r.
(a) Sei C nicht R(T )-regula¨r. Wir nehmen an, dass kein projektiv-injektiver Mo-
dul in einer Austauschfolge in C ′ vorkommt. Dann gibt es einen Kippmodul
T ′ ∈ C ′ mit der folgenden Eigenschaft: Entweder ist maxf (T
′) < maxf (T )
oder es gilt maxf (T
′) = maxf (T ) und δ(R(T
′)) > δ(R(T )).
(b) Fu¨r jeden projektiv-injektiven Modul I sei f(I) ≥ 0. Sei C nicht S(T )-regula¨r.
Insbesondere ist S(T ) ≇ N . Dann gibt es einen Kippmodul T ′ ∈ C ′ mit
der folgenden Eigenschaft: Entweder ist minf (T
′) > minf (T ) oder es gilt
minf (T
′) = minf (T ) und δ(S(T
′)) > δ(S(T )). Des weiteren ist S(T ′) ≇ N .
Beweis. Der Beweis verla¨uft analog zum Beweis von Lemma 17.9. Wir zeigen noch
einmal Aussage (b). Wir finden eine Folge von Kippmoduln T = T 0, T 1, . . . , T s und
Austauschfolgen
T 0
η1
←→ T 1
η2
←→ T 2
η3
←→ . . .
ηs−1
←→ T s−1
ηs
←→ T s
in C ′, so dass η1, . . . , ηs−1 S(T )-regula¨r sind und dass fu¨r jedem projektiv-injektiver
Modul I, der in einem Mittelterm von η1, . . . , ηs−1 vorkommt, gilt, dass f(I) = 0.
Die Austauschfolge ηs sei so gewa¨hlt, dass entweder ein projektiv-injektiver Modul
I im Mittelterm von ηs vorkommt mit f(I) > 0 oder dass ηs nicht S(T )-regula¨r ist.
Nach Lemma 24.19.(a) und 24.19.(c) gilt, dass
f(T ) = f(T 1) = · · · = f(T s−1),
N(T ) ∼= N(T 1) ∼= . . . ∼= N(T s−1),
maxf (T ) = maxf (T
1) = · · · = maxf (T
s−1),
δ(N(T )) = δ(N(T 1)) = · · · = δ(N(T s−1)).
Sei ohne Beschra¨nkung der Allgemeinheit T s−1 → T s in C ′. Wir betrachten nun die
Austauschfolge
ηs : 0→ T
s−1
i
→ T s−1
a
⊕ T s−1
b
⊕ I → T s
i
→ 0.
Nach Lemma 24.19.(c) (bzw. Lemma 24.19.(d)) folgt, dass f(T s
i
) > f(T s−1
i
). Wir
unterscheiden zwei Fa¨lle:
• Falls S(T s−1) ∼= T s−1/T s−1i (d.h., dass T
s−1
i
der eindeutige unzerlegbare,
direkte Summand von T s−1 ist, auf dem f einen minimalen Wert annimmt),
so gilt
minf (T
s) > minf (T
s−1) = minf (T ).
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Wa¨re nun S(T s) ∼= N , so wa¨re insbesondere
f(T s
i
) = f(T s−1
a
) = f(T s−1
b
)
und somit
f(T s
i
) > f(T s−1
i
)
= f(T s−1
a
) + f(T s−1
b
) + f(I)− f(T s
i
)
= f(T s
I
) + f(I),
was absurd ist.
• Sonst gilt wegen f(T s
i
) > f(T s−1
i
), dass
S(T s) ∼= S(T s−1)⊕ T si .
Insbesondere ist
δ(S(T s)) > δ(S(T s−1)) = δ(S(T )).
Auch in diesem Fall gilt offensichtlich, dass S(T s) ≇ N .
Somit ist T s unser gesuchtes T ′. 
Proposition 24.21. Sei f : Exc(A¯)→ Z fast additiv auf C. Fu¨r
T = N ⊕
⊕
i∈L′′
Ti ∈ C
′
seien
maxf (T ) = max{f(T1), . . . , f(Tl(N))},
minf (T ) = min{f(T1), . . . , f(Tl(N))},
R(T ) = N ⊕
⊕
{j∈L′′|f(Tj) 6=maxf (T )}
Tj,
S(T ) = N ⊕
⊕
{j∈L′′|f(Tj) 6=minf (T )}
Tj.
(a) Fu¨r alle T ∈ C ′ sei C nicht R(T )-regula¨r. Wir nehmen an, dass kein projektiv-
injektiver Modul in einer Austauschfolge in C ′ vorkommt. Des weiteren neh-
men wir an, dass C N-regula¨r ist. Dann ist maxf (·) auf C
′ nicht nach unten
beschra¨nkt.
(b) Fu¨r jeden projektiv-injektiven Modul I sei f(I) ≥ 0. Es existiere ein T ∈ C ′,
so dass C nicht S(T )-regula¨r. Des weiteren nehmen wir an, dass C N-regula¨r
ist. Dann ist minf (·) auf C
′ nicht nach oben beschra¨nkt.
Beweis. Analog zum Beweis von Proposition 17.13. 
Proposition 24.22. Falls C ′ die Bedingung (⋆⋆) erfu¨llt, so ist C ′ nicht N-regula¨r.
Beweis. Durch Widerspruch. Wir nehmen an, C ′ sei N -regula¨r. Falls C ′ zusa¨tzlich
die Bedingung (⋆) erfu¨llt, so ist C ′ endlich und somit nach Korollar 24.10 nicht N -
regula¨r. Sei also (⋆) nicht erfu¨llt fu¨r C ′. Es gibt also ein i ∈ {1, . . . , n} und einen
Kippmodul
T = N ⊕
⊕
k∈L′′
Tk ∈ C
′,
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sowie k, k′ ∈ L′′ mit
Fi(Tk) 6= Fi(Tk′).
Nach Lemma 24.18 gibt es solche k, k′ sogar fu¨r alle T ∈ C ′.
Insbesondere ist nach unserer Induktionsvoraussetzung C nicht R(T )-regula¨r fu¨r al-
le T ∈ C ′. Fi ist eine fast additive Funktion auf C. Nach Lemma 24.15 kommt
kein projektiv-injektiver Modul in einer Austauschfolge in C ′ vor. Nach Proposi-
tion 24.21.(a) ist maxFi(·) auf C
′ nicht nach unten beschra¨nkt. Dies ergibt einen
Widerspruch, da der Wertebereich von Fi nach unten beschra¨nkt ist. 
Somit bleibt noch folgende Proposition zu zeigen:
Proposition 24.23. Falls C ′ die Bedingung (⋆⋆) nicht erfu¨llt, so ist C ′ nicht N-
regula¨r.
Beweis. Durch Widerspruch. Wir nehmen an, C wa¨re N -regula¨r. Da C ′ die Bedin-
gung (⋆⋆) nicht erfu¨llt, gibt es ein i ∈ {1, . . . , n} und ein T = N ⊕
⊕
k∈L′′
Tk sowie
k, k′ ∈ L′′ mit
Fi(Tk) 6= Fi(Tk′).
Insbesondere ist S(T ) ≇ N . Nach unserer Induktionsvoraussetzung ist C nicht S(T )-
regula¨r. Nach Proposition 24.21.(b) ist minFi(·) auf C
′ nicht nach oben beschra¨nkt.
Das liefert uns aber einen Widerspruch zu Lemma 22.11. 
Korollar 24.24. Sei N ein partieller Kippmodul mit M ∈ add(N) und C(N) 6= ∅.
Dann ist C nicht N-regula¨r.
Satz 24.25. Sei f : Exc(A¯) → Z additiv auf C. Sei 0 ≤ f(Pj) ≤ λ fu¨r alle j ∈ L′.
Dann gibt es ein T =M ⊕
⊕
i∈L
Ti ∈ C mit f(Ti) ≤ λ fu¨r alle i ∈ L.
Beweis. Folgt sofort aus Korollar 24.24 und Korollar 24.7. 
25. Der Ko¨cher der Kippmoduln u¨ber der duplizierten Algebra
Wir beweisen in diesem Abschnitt Satz 23.4. Dazu benutzen wir Satz 24.25.
Fu¨r einen Ko¨cher Q = (Q0, Q1, s, t) und eine Teilmenge M ⊂ Q0 sei Q\M der
volle Unterko¨cher auf den Punkten in Q0\M . Sei nun A = KQ/I deriviert speziell
biseriell, so dass Q keine orientierten Kreise entha¨lt. Wir fixieren eine Ordnung 
auf Q0, so dass i1  i2  · · ·  in und ij Senke in Q/{i1, . . . , ij−1} ist.
Lemma 25.1. Sei T Kippmodul u¨ber A¯. Falls Si1 , . . . , Sij ∈ T (T ), so gilt
Pi1 ⊕ · · · ⊕ Pij ∈ add(T ).
Beweis. Sei k ∈ {1, . . . , j}. Da Pik nur Kompositionsfaktoren Si1 , . . . , Sik−1 hat und
T (T ) abgeschlossen unter Erweiterungen ist, gilt
Pik ∈ T (T ) = Gen(T ).
Sei nun
ψ : T s ։ Pik
ein Epimorphismus. Da Pik projektiv ist, spaltet ψ und es gilt somit Pik ∈ add(T ).

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Sei M ≇ A¯A¯ ein treuer, projektiver partieller Kippmodul u¨ber Aˆ. Sei
i′ = min

{j ∈ {i1, . . . , in}|Pij /∈ add(M)}.
Sei nun T ∈ TA¯(M) beliebig. Sei C
′ die Zusammenhangskomponente von TA¯(M),
in der T liegt. Wir zeigen folgendes
Lemma 25.2. Es gibt einen Kippmodul T ′ ∈ C ′ mit
Pi′ ∈ add(T
′).
Beweis. Falls es einen Kippmodul S ∈ C ′ gibt mit HomA(S, Si′) 6= 0, so folgt Si′ ∈
T (S) und somit nach der obigen Vorbemerkung auch, dass P ′
i
∈ add(S). In diesem
Fall wa¨re S unser gesuchtes T ′.
Wir nehmen also an, dass fu¨r alle S ∈ C ′ gilt, dass
HomA(S, Si′) = 0.
Wir betrachten nun die Funktion F : Exc(A¯)→ Z, die gegeben ist durch
F (·) = dimK Ext
1
A¯
(·, Si′).
Dann ist F eine additive Funktion auf C ′. Wir finden also nach Satz 24.25 ein S ∈ C ′
mit
Ext1
A¯
(S, Si′) = 0.
Somit ist Si′ ∈ T (S) = Gen(S). Insbesondere gilt, dass
HomA(S, Si′) 6= 0,
was einen Widerspruch ergibt. 
Wir kommen nun zum Beweis von Satz 23.4.
Beweis. Wir beweisen Satz 23.4 per Induktion u¨ber l(M) = 2n−δ(M). Fu¨r l ∈ {0, 1}
ist die Behauptung trivial bzw. folgt aus Lemma 7.16. Sei also die Behauptung fu¨r
alle M ′ mit l(M ′) < l(M) schon bewiesen.
Sei T ∈ TA¯(M) beliebig. Sei C die Zusammenhangskomponente von TA¯(M), die
T entha¨lt. Wir zeigen, dass die regula¨re Darstellung A¯A¯ ∈ C.
Sei i′ wie oben definiert und sei M ′ = M ⊕ Pi′ . Es gilt, dass l(M
′) < l(M). Nach
Lemma 25.2 gibt es ein T ′ ∈ C mit M ′ ∈ add(T ′). Sei C ′ die Zusammenhangskom-
ponente von TA¯(M
′), die T ′ entha¨lt. Es gilt, dass C ′ ⊂ C. Da TA¯(M
′) nach Induktion
zusammenha¨ngend ist, folgt, dass C ′ = TA¯(M
′). Insbesondere ist
A¯A¯ ∈ C
′ ⊂ C.

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26. Beispiele
Beispiel 26.1. Sei Q der Ko¨cher 1
a //
b
// 2 und I das Nullideal. Dann sieht Q¯
folgendermaßen aus
1
a //
b
// 2
p

q

1′
a′ //
b′
// 2′
und I¯ = 〈qa, a′q, pb, b′p, pa− qb, a′p− b′q〉.
Dann hat TA die folgende Form:
. . . // • // • // • •oo •oo •oo // • // • // . . .
Beispiel 26.2. Sei Q der Ko¨cher
1
a //
b
// 2
c // 3
und sei I das Ideal, welches von ca ereugt wird. Dann hat A¯ = KQ¯/I¯ die Form
1
a //
b
// 2
c //
p

3
q

1′
a′ //
b′
// 2′
c′ // 3′
und I¯ = 〈ca, c′a′, a′pa, pb, a′q, b′p, c′b′qc, pa− qcb, b′qc− a′p〉. In diesem Fall sieht T A¯
folgendermaßen aus:
•

// • // • // . . .
• •
OO

•

OO
•
!!
OO
. . .
. . . // • // • // •
??
•
OO
•
OO
oo •
OO
•
OO
. . .
. . . // • //
OO
•
OO
// •
OO
•
OO
oo •oo
OO
// •
OO
// • //
OO
. . .
Beispiel 26.3. Sei Q der Ko¨cher
3 1
a

coo
2
b
^^
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und I das Nullideal. Dann sieht Q¯ folgendermaßen aus
3 1
a

coo 3′
p
oo
qoo 1′
a′

c′oo
2
b
^^
2′
b′
__
und I¯ = 〈qb′, aq, cp, pc′, cqc′, bapb′, apb′a′, qc′ − pb′a′, bap− cq〉.
Dann hat T A die folgende Form:
. . . // •

// •

// •

•oo • //oo • // . . .
. . . // • // • // • // • // • // • •oo •oo
OO
• //oo

• //
OO
• //

• //
OO
• //

. . .
. . . // • //
OO
• //
OO
•
OO
•oo
OO
• //oo • // • // . . .
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Teil 5. Kippmoduln u¨ber Quasi-erblichen Algebren
27. Der i-Sockel eines Moduls
SeiK ein algebraisch abgeschlossener Ko¨rper. Sei Q′ = (Q′0, Q
′
1, s
′, t′) ein endlicher
Ko¨cher, sei I ′ ⊂ KQ′ ein zula¨ssiges Ideal. Sei B = KQ′/I ′ eine endlich-dimensionale
K-Algebra. Sei Q′0 = {1, . . . , n}. Fu¨r einen B-Modul M sei soc(M) die Summe
aller einfachen Untermoduln von M . Wir nennen soc(M) den Sockel von M . Fu¨r
einen B-Modul M und einen einfachen B-Modul S definieren wir socS(M) als die
Summe aller Untermoduln U von M mit U ∼= S. Die Moduln soc(M), socS(M) sind
halbeinfache Untermoduln von M .
Lemma 27.1. Sei
i = (i1, . . . , ir) ∈ Q
′
0
r
.
Sei M ∈ mod(B). Dann existiert eine eindeutige Kette
(0 =M0 ⊆M1 ⊆M2 ⊆ · · · ⊆Mr ⊆M)
von Untermoduln Mk von M , so dass gilt
Mk/Mk−1 = socSik (M/Mk−1)
fu¨r alle k ∈ {1, . . . , r}.
Beweis. Siehe [17, Abschnitt 3.2]. 
Definition 27.2. Sei
i = (i1, . . . , ir) ∈ Q
′
0
r
.
Sei M ∈ mod(B). Wir definieren den i-Sockel soci(M) von M als
soci(M) = soc(i1,...,ir)(M) =Mr.
Bemerkung 27.3. (a) Sei M ∈ mod(B). Sei
i = (i1, . . . , ir) ∈ Q
′
0
r
.
Dann gilt
soci(M) = soci(soci(M)).
(b) Sei M ∈ mod(B). Sei
i = (i1, . . . , ir) ∈ Q
′
0
r
.
Sei U ∈ mod(B) ein Untermodul von M mit soci(M) ⊆ U . Dann ist
soci(M) = soci(U).
(c) Seien M ∈ mod(B) und
i = (i1, . . . , ir) ∈ Q
′
0
r
so gewa¨hlt, dass
soci(M) =M.
Sei
(0 =M0 ⊆M1 ⊆M2 ⊆ · · · ⊆Mr =M)
die zugeho¨rige Kette von Untermoduln. Dann ist fu¨r k ∈ {1, . . . , r − 1}
soc(ik+1,...,ir)(M/Mk) =M/Mk.
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(d) Sei l ∈ Q′0. Sei i = (i1, . . . , ir) ∈ Q
′
0
r. Sei
kl = min{j ∈ {1, . . . , r} | ij = l}.
Dann ist
soci(Il) = soc(ikl ,ikl+1,...,ir)(Il).
Definition 27.4. (a) Fu¨r i ∈ Q′0 sei ei der i zugeordnete Weg der La¨nge 0 in
KQ′. Sei Ji das maximale Ideal in B, welches von allen Restklassen der Form
p = p+ I
aufgespannt wird, wobei p alle Wege in KQ′ außer dem Weg ei durchla¨uft.
(b) Fu¨r k, s ∈ {1, . . . r} setzen wir
Jk,s =
{
Jik · · · Jis falls k ≥ s,
B sonst.
(c) Wir setzen Bi = B/Jr,1.
Sei Di die volle Unterkategorie von mod(B) aller Moduln M ∈ mod(B) mit
soci(M) = M . Wir identifizieren die Kategorie mod(Bi) mit der vollen Unterka-
tegorie von mod(B) aller M ∈ mod(B) mit Jr,1M = 0.
Unter dieser Identifikation erhalten wir folgendes Lemma:
Lemma 27.5. Di = mod(Bi).
Beweis. Siehe [17, Lemma 3.6]. 
Korollar 27.6. Sei M ∈ mod(B), sei i ∈ Q′0
r. Dann gilt
soci(M) =M ⇔ Jr,1M = 0.
Sei i = (i1, . . . , ir). Wir nehmen an, dass es fu¨r jedes j ∈ Q
′
0 ein k ∈ {1, . . . , r}
gibt mit ik = j. Fu¨r k ∈ {1, . . . , r} und j ∈ {1, . . . , n} setzen wir
k+ = min{l > k | il = ik} ∪ {r + 1},
k− = max{l < k | il = ik} ∪ {0},
kmin = min{1 ≤ l ≤ r | il = ik},
kmax = max{1 ≤ l ≤ r | il = ik},
kj = min{1 ≤ l ≤ r | il = j}.
Des weiteren setzen wir
Vk = soc(ik,...,ir)(Iik)
und
Vi = V1 ⊕ · · · ⊕ Vr.
Wir erhalten folgende Lemmata:
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Lemma 27.7. Sei M ∈ mod(B). Seien
i = (i1, . . . , ir) ∈ Q
′
0
r
,
i′ = (i′1, . . . , i
′
r−1)
= (i1, . . . , ij−1, iˆj, ij+1, . . . , ir) ∈ Q
′
0
r−1
.
(a) Es gilt soci′(M) ⊆ soci(M).
(b) Es gilt
soci′(M) = soci(M)⇔ soci′(soci(M)) = soci(M)
⇔ J ′
r−1,1 soci(M) = 0.
Hierbei sei J ′
r−1,1 = Jir . . . Jij+1Jij−1 . . . Ji1.
Beweis. Offensichtlich folgt (a) sofort aus der Definition des i-Sockels. Wir zeigen
(b). Wegen (a) und Bemerkung 27.3.(b) gilt
soci′(M) = soci′(soci(M))
und die erste A¨quivalenz folgt. Die zweite A¨quivalenz ist nun Korollar 27.6. 
Lemma 27.8. Seien X, Y ∈ mod(B), sei f : X → Y . Sei i ∈ Q′0
r.
(a) Es gilt f(soci(X)) ⊆ soci(Y ).
(b) Falls f ein Monomorphismus (beziehungsweise ein Epimorphismus) ist, so
ist der induzierte Morphismus
X/ soci(X)→ Y/ soci(Y )
ebenfalls ein Monomorphismus (beziehungsweise ein Epimorphismus).
Beweis. Siehe [17, Lemma 3.2]. 
Lemma 27.9. Sei M ∈ mod(B), sei i = (i1, . . . , ir) ∈ Q
′
0
r. Es gelte soc(M) ∼= Si1.
Sei X = soci(M). Sei
soc(X/ soc(X)) ∼=
n⊕
j=1
S
rj
j
.
Wir setzen fu¨r j ∈ {1, . . . , r}
k′
j
= min{2 ≤ l ≤ r | il = j}.
Dann gibt es einen Monomorphismus
X/ soc(X) →֒
n⊕
j=1
V
rj
kj
.
Beweis. Es gilt soc(X) = Si1 . Nach 27.3.(a) ist
soci(X) = X.
Wir betrachten die zugeho¨rige Kette
0 = X0 ⊆ X1 ∼= Si1 ⊆ X2 ⊆ · · · ⊆ Xr = X ⊆M
von Untermoduln von X. Dies induziert eine Kette
0 = X1/X1 ⊆ X2/X1 ⊆ · · · ⊆ Xr/X1 = X/X1 = X/ soc(X) ⊆M/ soc(M)
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von Untermoduln von X/ soc(X) mit
(Xk/X1)upslope(Xk−1/X1)
∼= Xk/Xk−1 ∼= socSik (X/Xik−1)
∼= socSik (
(X/X1)upslope(Xik−1/X1)
)
fu¨r k ∈ {2, . . . , r}. Insbesondere ist
X/ soc(X) ∼= soc(i2,...,ir)(X/ soc(X))
∼= soc(i2,...,ir)(M/ soc(X)).
Wir betrachten nun die injektive Hu¨lle ι von X/ soc(X). Nach unseren Vorausset-
zungen ist
ι : X/ soc(X) →֒
n⊕
i=1
I
rj
j
.
Nach Lemma 27.8.(a) und Bemerkung 27.3.(d) erhalten wir
X/ soc(X) ∼= soc(i2,...,ir)(X/ soc(X))
→֒ soc(i2,...,ir)(
n⊕
i=1
I
rj
j
)
∼=
n⊕
j=1
V
rj
kj
.

Lemma 27.10. Sei i = (i1, . . . , ir) ∈ Q
′r. Sei Vi nicht basisch. Seien
j = max{1, . . . , r | ∃j′ < j : Vj ∼= Vj′},
j′ = min{1, . . . , j − 1 | Vj ∼= Vj′}.
Sei
i′ = (i′1, . . . , i
′
r−1) = (i1, . . . , ij′−1, iˆj′ , ij′+1, . . . , ir) ∈ Q
r−1
0 .
Seien
V ′
k
= soc(i′
k
,...,i′r−1)
(Ii′
k
),
Vi′ =
r−1⊕
k=1
V ′
k
.
Dann ist
V ′
k
∼=
{
Vk, falls k < j
′;
Vk+1, falls k ≥ j
′.
Insbesondere gelten
Vi′ ∼= Vi/Vj′ ,
bas(Vi′) ∼= bas(Vi).
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Beweis. Fu¨r k ≥ j′ gilt
V ′
k
= soc(i′
k
,...,i′r−1)
(Ii′
k
)
= soc(ik+1,...,ir)(Iik+1)
= Vk+1.
Sei k < j′, so dass die Behauptung schon fu¨r alle l > k gezeigt wurde. Nach Lemma
27.7.(a) gilt V ′
k
⊆ Vk. Nach Lemma 27.8.(b) erhalten wir V
′
k
/ soc(V ′
k
) ⊆ Vk/ soc(Vk).
Wegen soc(V ′
k
) = soc(Vk) reicht es nun,
V ′
k
/ soc(V ′
k
) ∼= Vk/ soc(Vk)
zu zeigen. Wie im Beweis von Lemma 27.9 gilt aber
Vk/ soc(Vk) = soc(ik+1,...,ir)(Vk/ soc(Vk)),
V ′
k
/ soc(V ′
k
) = soc(i′
k+1,...,i
′
r−1)
(V ′
k
/ soc(V ′
k
))
= soc(i′
k+1,...,i
′
r−1)
(Vk/ soc(Vk)).
Nach Lemma 27.7.(b) reicht es nun zu zeigen, dass
Jir · · · Jij′+1Jij′−1 · · · Jik′+1(Vk/ soc(Vk)) = 0.
Nach Lemma 27.9 gibt es aber einen Monomorphismus
Vk/ soc(Vk) →֒ V
mit V ∈ add(Vk+1 ⊕ · · · ⊕ Vr) und es gilt
Jir · · · Jij′+1Jij′−1 · · · Jik′+1Vl = 0
fu¨r l > k, da die Behauptung fu¨r alle l > k schon bewiesen war. 
Nach Lemma 27.10 ko¨nnen wir ab jetzt ohne Beschra¨nkung der Allgemeinheit
annehmen, dass Vi basisch ist (andernfalls ko¨nnen wir zu einer ku¨rzeren Folge i
′
u¨bergehen). Sei A = Ai = EndB(Vi)
op. Fu¨r j ∈ Q′0 sei Ii,j = Vkj . Wir setzen
Ii =
n⊕
j=1
Ii,j.
Sei F : mod(B)→ mod(A) der Funktor HomB(Vi, ·). F induziert eine A¨quivalenz
von Kategorien
add(Vi)
F
→ proj(A).
Hierbei ist proj(A) die volle Unterkategorie von mod(A) aller projektiven Moduln.
Wir schreiben A = KQ/I als Wegealgebra modulo einem zula¨ssigen Ideal. Hierbei
sei
Q0 = {1, . . . , r}
so gewa¨hlt, dass fu¨r k ∈ {1, . . . , r} gilt, dass
F (Vk) ∼= Pk.
Lemma 27.11. Ii ist injektiv in mod(Bi).
Beweis. Siehe [17, Lemma 3.13]. 
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Bemerkung 27.12. Der Fall, in dem B die (nicht notwendigerweise endlich-dimen-
sionale) pra¨projektive Algebra eines Ko¨chers Qˆ ohne orientierte Kreise ist und i ein
reduzierter Ausdruck eines Elementes aus der Weylgruppe von Qˆ, wurde in [18]
betrachtet.
Beispiel 27.13. Sei Q′ der folgende Ko¨cher:
1
a

und I ′ das Ideal, welches von allen Wegen der La¨nge 3 erzeugt wird. Sei i = (1, 1, 1).
Wir erhalten Ai = KQ/I mit folgendem Ko¨cher Q:
1
a // 2
b
oo
c // 3
d
oo
In diesem Fall ist I = 〈ab− dc, cd〉.
Beispiel 27.14. Sei Q′ der folgende Ko¨cher:
1
a
 b // 2
c
oo
und I ′ = 〈a3−cb, ac〉. Sei i = (1, 1, 1, 2, 1). Wir erhalten Ai = KQ/I mit folgendem
Ko¨cher Q:
1
a // 2
b
oo
c // 3
d
oo
e // 5
f
oo
g
  
4
h
QQ
In diesem Fall ist I = 〈hg − bdf, ef, fe− cd, ab− dc, ecah〉.
Beispiel 27.15. Sei Q′ der folgende Ko¨cher:
1
a // 2
b // 3
c
oo
und I ′ = 〈ba, cb〉. Sei i = (2, 3, 1, 2, 3). Wir erhalten Ai = KQ/I mit folgendem
Ko¨cher Q:
1
a
// 4
c

2
b // 5
e
xx
3
d
OO
In diesem Fall ist I = 〈bc, ad〉.
Wir beno¨tigen folgende Lemmata:
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Lemma 27.16. Sei k ∈ {1, . . . , r}. Dann gibt es einen kanonischen Monomorphis-
mus
ιk : Vk+ →֒ Vk.
Beweis. Vk+ , Vk sind beides Untermoduln von Iik , die ineinander enthalten sind. 
Lemma 27.17. Sei f : Vk → Vk ein Morphismus, der kein Isomorphismus ist. Dann
gibt es ein g : Vk → Vk+ mit f = ιk ◦ g.
Beweis. Wir betrachten die Konstruktion von Vk. Sei M = Iik . Dann ist Vk =
soc(ik,...,ik+ ,...,ir)(M). Wir erhalten eine Kette von Untermoduln
(0 ⊂ Sik =Mk ⊆ · · · ⊆Mk+ ⊆ · · · ⊆Mr = Vk ⊂M)
mit socSij (Mj/Mj−1) = socSij (M/Mj−1). Genauso ist Vk+ = soc(ik+ ,...,ir)(Iik+ ). Sei
M ′ = Ii
k+
=M . Wir erhalten eine Kette von Untermoduln
(0 ⊂ Si
k+
=M ′
k+
⊆ . . . · · · ⊆M ′
r
= Vk+ ⊂M
′)
mit socSij (M
′
j
/M ′
j−1) = socSij (M
′/M ′
j−1). Sei nun f ∈ EndB(Vk) kein Isomorphis-
mus. Das ist genau dann der Fall, wenn f |Mk = 0. Da soc(Vk)
∼= Sik und da Sik nicht
als Kompositionsfaktor von Mk+−1/Mk vorkommt, gilt
f |M
k+−1
= 0,
und somit ko¨nnen wir f als Morphismus
f : Vk/Mk+−1 → Vk
auffassen. Sei nun i′ = (ik+ , . . . , ir). Nach Bemerkung 27.3.(c) gilt, dass
soci′(Vk/Mk+−1) = Vk/Mk+−1
und nach Bemerkung 27.3.(b) gilt, dass
soci′(Vk) = Vk+ .
Somit folgt nach 27.8.(a), dass f(Vk) ⊆ Vk+ . 
Lemma 27.18. Sei j > k und sei f : Vj → Vk ein Morphismus. Dann gibt es ein
g : Vj → Vk+ mit f = ιk ◦ g.
Beweis. Wie im Beweis von Lemma 27.17 betrachten wir die Kontruktion von Vj.
Sei k′ = min{l ∈ Q0 | l ≥ j, il = ik}. Wir haben
Vj = soc(ij ,...,ir)(Iij).
Sei M = Iij . Dann gibt es eine Kette von Untermoduln von M
(0 ⊂ Sij =Mk ⊆ · · · ⊆Mk′ ⊆ · · · ⊆Mr = Vj ⊂M).
Sei f : Vj → Vk ein Morphismus. Offensichtlich gilt, dass
f |Mk′−1 = 0,
wir ko¨nnen also f als Morphismus
f : Vj/Mk′−1 → Vk
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auffassen. Sei i′ = (ik′ . . . ir). Dann ist
soci′(Vj/Mk′−1) = Vj/Mk′−1,
soci′(Vk) = Vk′ .
Mit Lemma 27.8.(a) folgt, dass Im(f) ⊆ Vk′ ⊂ Vk+ . 
28. Stark quasi-erbliche Algebren
Definition 28.1. Sei Q = (Q0, Q1, s, t) ein endlicher Ko¨cher. Sei Q0 = {1, . . . , r}.
Sei I ⊂ KQ ein zula¨ssiges Ideal. Sei A = KQ/I eine basische endlich-dimensionale
K-Algebra. Wir definieren fu¨r i ∈ Q0 den i-ten Standardmodul ∆i als den gro¨ßten
Faktormodul von Pi, der keine Kompositionsfaktoren Sj fu¨r j > i entha¨lt. Analog
dazu definieren wir den i-ten Kostandardmodul ∇i als den gro¨ßten Untermodul von
Ii, der keine Kompositionsfaktoren Sj fu¨r j > i entha¨lt. Sei ∆ = ∆1 ⊕ · · · ⊕∆n, sei
∇ = ∇1 ⊕ · · · ⊕ ∇n.
Definition 28.2. Sei U eine volle Unterkategorie von mod(A). Sei F(U) die volle
Unterkategorie von mod(A) aller Objekte X, so dass X eine Filtration mit Kompo-
sitionsfaktoren in U hat. Fu¨r einen A-Modul M sei F(M) = F(add(M)).
Definition 28.3. A heißt quasi-erblich, falls die folgenden Bedingungen erfu¨llt sind:
(i) Fu¨r alle i ∈ {1, . . . , r} ist EndA(∆i) = K.
(ii) AA ∈ F(∆).
Der Begriff quasi-erblich ha¨ngt von der Wahl einer Ordnung der einfachen Moduln
ab.
Definition 28.4. A heißt stark quasi-erblich, falls es fu¨r alle k ∈ {1, . . . , r} eine
kurze exakte Folge
0→ Rk → Pk → Dk → 0
gibt mit Rk ∈ add(Pk+1 ⊕ · · · ⊕ Pr) und dimK HomA(Pj, Dk) = 0 fu¨r j > k,
dimK HomA(Pk, Dk) = 1. Wir nennen diese Folge die kanonische Folge fu¨r Dk.
Quasi-erbliche Algebren wurden erstmals in [13] betrachtet. Stark quasi-erbliche
Algebren wurden in [40] eingefu¨hrt.
Lemma 28.5. Sei A stark quasi-erblich. Dann ist Dk = ∆k und A ist quasi-erblich.
Beweis. Siehe [40, Proposition in Abschnitt 4]. 
Lemma 28.6. Sei A stark quasi-erblich. Sei X ∈ F(∆). Dann ist pdA(X) ≤ 1.
Beweis. Falls X = ∆k fu¨r ein k, so folgt pdA(X) ≤ 1 sofort aus der Definition
von stark quasi-erblich. Die Behauptung fu¨r allgemeines X ∈ F(∆) folgt aus der
Tatsache, dass die volle Unterkategorie von mod(A) aller Moduln der projektiven
Dimension ≤ 1 abgeschlossen unter Erweiterungen ist. 
Lemma 28.7. Sei A quasi-erblich.
(i) Es existiert ein bis auf Isomorphie eindeutiger basischer Kippmodul Tmin ∈
mod(A) mit add(Tmin) = F(∆) ∩ F(∇). Wir nennen Tmin den kanonischen
Kippmodul.
(ii) HomA(∆i,∆j) = 0, falls i > j.
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(iii) Ext1
A
(∆i,∆j) = 0, falls i ≥ j.
(iv) Die projektiven Moduln in F(∆) sind genau die projektiven A-Moduln. Die
injektiven Moduln in F(∇) sind genau die injektiven A-Moduln.
(v) Die injektiven Moduln in F(∆) sind genau die Moduln in add(T ). Die pro-
jektiven Moduln in F(∇) sind genau die Moduln in add(T ).
(vi) Falls fu¨r alle i ∈ {1, . . . , r} gilt Ext1
A
(X,∇i) = 0, so gilt X ∈ F(∆).
(vii) Falls fu¨r alle i ∈ {1, . . . , r} gilt Ext1
A
(∆i, Y ) = 0, so gilt Y ∈ F(∇).
Beweis. Siehe [18, 11.1], auch [43, Theorem 5], [42], [16, Lemma A.1.3, Theorem
A.2.6, Theorem A.2.8]. 
Im Zusammenhang mit quasi-erbliche Algebren ist folgender interessanter Satz zu
erwa¨hnen:
Satz 28.8. Sei B eine endlich-dimensionale K-Algebra, sei M ∈ mod(B). Dann
gibt es ein N ∈ mod(B), so dass
EndB(M ⊕N)
quasi-erblich ist.
Beweis. Siehe [33, 1.1]. 
Das folgende Lemma wurde schon in [45] bewiesen.
Lemma 28.9. Sei A = Ai = KQ/I. Setze P0 = Pr+1 = 0. Dann ist A stark quasi-
erblich und Rk = Pk+. Mit anderen Worten gibt es fu¨r k ∈ Q0 eine kurze exakte
Folge
0→ Pk+ → Pk → Dk → 0.
Beweis. Wir betrachten die Abbildung ιk : Vk+ → Vk. Anwenden von F liefert uns
eine kurze exakte Folge
0→ Pk+
F (ιk)
−−−→ Pk
π
−→ Dk → 0.
Hierbei sei Dk = Coker(F (ιk)). Wir zeigen, dass Dk die Bedingungen fu¨r stark quasi-
erblich erfu¨llt. Sei also k′ ≥ k und sei θ : Pk′ → Dk. Da Pk′ projektiv ist, gibt es ein
φ : Pk′ → Pk mit
π ◦ φ = θ.
Die Situation sieht folgendermaßen aus:
Pk′
φ
~~
θ

0 // Pk+
F (ιk) // Pk
π // Dk // 0
Sei nun ϕ : Vk′ → Vk mit F (ϕ) = φ. Nach Lemma 27.17 und Lemma 27.18
faktorisiert ϕ u¨ber ιk, falls ϕ kein Isomorphismus ist. Dann faktorisiert aber auch φ
u¨ber F (ιk) und somit wa¨re θ = 0.
Vk′
}}
ϕ

Pk′
}}
φ=F (ϕ)

Vk+ ιk
// Vk Pk+
F (ιk)
// Pk
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
Sei im folgenden immer A = Ai = KQ/I.
Beispiel 28.10. Sei A wie in Beispiel 1.1. Die unzerlegbar-projektiven Moduln
haben folgende Form.
P1 P2 P3
1 2 3
2 1 3 2
1 3 2 1
2 1
1
Die kurzen exakten Folgen sehen wie folgt aus.
0→ P2 → P1 → ∆1 ∼= S1 → 0,
0→ P3 → P2 → ∆2 ∼= 21 → 0,
0→ 0→ P3 → ∆3 ∼= P3 → 0.
Beispiel 28.11. Sei A wie in Beispiel 1.2. Die unzerlegbar-projektiven Moduln
haben folgende Form.
P1 P2 P3 P4 P5
1 2 3 4 5
2 1 3 2 5 1 3 4
1 3 2 5 3 4 2 2
2 5 3 4 2 3 1
3 4 2 1
2 1
1
Die kurzen exakten Folgen sehen wie folgt aus.
0→ P2 → P1 → ∆1 ∼= S1 → 0,
0→ P3 → P2 → ∆2 ∼= 21 → 0,
0→ P5 → P3 → ∆3 ∼= 32 → 0,
0→ 0→ P4 → ∆4 ∼= P4 → 0,
0→ 0→ P5 → ∆5 ∼= P5 → 0.
Beispiel 28.12. Sei A wie in Beispiel 1.3. Die unzerlegbar-projektiven Moduln
haben folgende Form.
P1 P2 P3 P4 P5
1 2 3 4 5
4 5 1 2 1
2 1 4
4 2
2
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Die kurzen exakten Folgen sehen wie folgt aus.
0→ P4 → P1 → ∆1 ∼= S1 → 0,
0→ P5 → P2 → ∆2 ∼= S2 → 0,
0→ 0→ P3 → ∆3 ∼= P3 → 0,
0→ 0→ P4 → ∆4 ∼= P4 → 0,
0→ 0→ P5 → ∆5 ∼= P5 → 0.
29. Der kanonische Kippmodul
Sei k ∈ Q0. Durch die kanonische Folge fu¨r ∆k bekommen wir eine kanonische
Injektion
ϕk : Pk+ →֒ Pk.
Insbesondere bekommen wir durch sukzessives Anwenden dieser Injektionen eine
Injektion
Pk+ →֒ Pkmin .
Wir setzen fu¨r k ∈ Q0
Tk = Pkmin/Pk+ .
Wir erhalten kanonische Surjektionen
Tk ։ Tk− .
Es gilt Tkmax = Pkmin .
Wir beno¨tigen folgendes Lemma aus [17]:
Lemma 29.1. Sei X ∈ Di. Dann ist
HomB(X, Vi) = HomBi(X, Vi).
Beweis. Siehe [17, Lemma 3.3, Lemma 3.5, Lemma 3.16]. 
Korollar 29.2. Fu¨r k, k′ ∈ {1, . . . , r} gilt
HomB(Vk, Vk′) = HomBi(Vk, Vk′).
Proposition 29.3. Sei X ∈ F(∆). Sei k ∈ Q0. Dann ist
Ext1
A
(X, Tkmax) = 0.
Beweis. Sei i ∈ {1, . . . , r}. Wir betrachten die kurze exakte Folge
η : 0→ Pi+
ϕi
−→ Pi → ∆i → 0.
Sei f ′ : Pi → Tkmax ein Morphismus von A-Moduln. Es gelten
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Pi+ = HomB(Vi, Vi+),
Pi = HomB(Vi, Vi),
Tkmax = HomB(Vi, Vkmin).
Die Abbildung ϕi : Pi+ → Pi entspricht mittels F einer Abbildung
ιi : Vi+ →֒ Vi,
es gilt also ϕi = HomB(Vi, ιi). Sei
f : Vi+ → Ii,k = Vkmin
der Morphismus von B-Moduln mit f ′ = HomB(Vi, f). Wir ko¨nnen ιi, f nach Ko-
rollar 29.2 als Morphismen von Bi-Moduln betrachten. Da Ii,k nach Lemma 27.11
injektiv in Bi ist, gibt es ein g : Vi → Ii,k mit f = g ◦ ιi. Wieder nach Korollar
29.2 ko¨nnen wir g als Morphismus von B-Moduln auffassen. Wir haben folgende
Situation:
Vi+
ιi //
g

Vi
f~~
Ii,k
Durch Anwenden des Funktors F erhalten wir das kommutative Diagramm
Pi+
ϕi //
F (g)

Pi
f ′||
Tkmax
Insbesondere ist HomA(ϕi, Tkmax) : HomA(Pi, Tkmax) → HomA(Pi+ , Tkmax) surjektiv.
Anwenden von HomA(·, Tkmax) auf η liefert die exakte Folge
0→ HomA(∆i, Tkmax) → HomA(Pi, Tkmax)
HomA(ϕi,Tkmax )
։ HomA(Pi+ , Tkmax)
→ Ext1
A
(∆i, Tkmax) → Ext
1
A
(Pi, Tkmax) ∼= 0,
aus welcher die Behauptung folgt. 
Korollar 29.4. Sei X ∈ F(∆). Sei k ∈ Q0. Dann ist
Ext1
A
(X, Tk) = 0.
Beweis. Wir betrachten die kanonische Surjektion Tkmax ։ Tk und die zugeho¨rige
kurze exakte Folge
0→ Pk+ → Tkmax → Tk → 0.
Da X ∈ F(∆), gilt pdA(X) ≤ 1 und somit
0 = Ext1
A
(X, Tkmax)։ Ext
1
A
(X, Tk).

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Korollar 29.5. Der kanonische Kippmodul Tmin hat eine direkte Summenzerlegung
Tmin =
r⊕
k=1
Tk.
Beweis. Wir betrachten
T =
r⊕
k=1
Tk.
Zuna¨chst zeigen wir, dass T ein Kippmodul ist. Wegen Ti ∈ F(∆) gilt pdA(Ti) ≤ 1
fu¨r alle i ∈ Q0 und somit auch pdA(T ) ≤ 1. Aus Korollar 29.4 folgt, dass fu¨r i, j ∈ Q0
gilt, dass
Ext1
A
(Ti, Tj) = 0;
somit gilt auch
Ext1
A
(T, T ) = 0.
Schließlich gilt offenbar, dass
δ(T ) = r.
Somit ist T ein Kippmodul. Sei nun X ein unzerlegbarer, direkter Summand von
Tmin mit
X /∈ add(T ).
Wegen X ∈ F(∇) ∩ F(∆) gilt nach Korollar 29.4 und Lemma 28.7.(v), dass
Ext1
A
(T,X) = Ext1
A
(X, T ) = 0.
Da T aber schon ein Kippmodul ist, muss nach Lemma 7.5 gelten, dass X ∈ add(T ).

Korollar 29.6. Sei i ∈ Q0. Dann existiert fu¨r jede kurze exakte Folge
0→ X
ϕ
−→ Y → Z → 0
in F(∆) und jeden Morphismus f : X → Ti ein Morphismus g : Y → Ti mit
f = g ◦ ϕ.
30. Das Ergebnis
Wir mo¨chten folgenden Satz beweisen:
Satz 30.1. Sei A = Ai = KQ/I. Dann gibt es einen gerichteten Weg von AA nach
Tmin in TA. Alle Punkte auf diesem Weg liegen in F(∆).
Zuna¨chst beno¨tigen wir noch etwas Notation. Sei
ρ : Q0 → Q
′
0
die Abbildung mit ρ(j) = ij. Seien nun k, k
′ ∈ Q0 mit ρ(k) = ρ(k
′) und k′ ≥ k. Wir
definieren den Modul Mk,k′ ∈ F(∆) als
Mk,k′ = Pk/Pk′+ .
Sei fu¨r l ∈ Q′0
µ(l) = #{k ∈ Q0 | ρ(k) = l}.
Ferner sei fu¨r l ∈ Q′0 und i ∈ Q0
µi(l) = #{k ∈ Q0 | k ≤ i, ρ(k) = l}.
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Sei außerdem
{k ∈ Q0 | ρ(k) = l} = {l[1] < l[2] < · · · < l[µ(l)]}.
Mit dieser Notation ist
Pk =Mk,kmax =Mk,k[µ(k)],
Tk =Mkmin,k =Mk[1],k,
∆k =Mk,k.
Wir beno¨tigen folgende Lemmata:
Lemma 30.2. Seien k′ ≤ k ≤ m mit ρ(k) = ρ(k′) = ρ(m). Sei ϕ : Mk,m → Mk′,m
ein Morphismus. Falls ϕ|∆m 6= 0, so ist ϕ injektiv.
Beweis. Wir betrachten folgendes kommutatives Diagramm:
0 // ∆m
ι //
id

Mk,m
π //
ϕ

Mk,m− //
ϕ′

0
0 // ∆m
ι′ // Mk′,m
π′ // Mk′,m− // 0
Die Abbildungen π, π′, ι, ι′ sind jeweils die kanonische Injektionen bzw. Surjektionen.
Nach Lemma 28.7.(ii) ist
HomA(∆m,Mk
′,mupslope∆m) = 0.
Insbesondere existiert der linke vertikale Morphismus. Wegen ϕ|∆m 6= 0 und
EndA(∆m) ∼= K
ko¨nnen wir nach Skalieren mit einem geeigneten Vielfachen annehmen, dass dieser
Morphismus der Identita¨t
id : ∆m → ∆m
entspricht. Die Existenz von ϕ′ folgt aus π′ ◦ ϕ|∆m = 0.
Aus ϕ|∆m 6= 0 folgt, dass ϕ|∆m− 6= 0, da ∆m− u¨ber ∆m in der ∆-Filtration vonMk,m
liegt. Somit folgt per Induktion, dass ϕ′ injektiv ist und damit auch (z.B. nach dem
Schlangenlemma) die Injektivita¨t von ϕ. 
Lemma 30.3. Seien k′ ≤ k ≤ m mit ρ(k) = ρ(k′) = ρ(m). Sei ϕ : Mk,m → Mk′,m
ein injektiver Morphismus. Dann ist ϕ = ϕ1 + ϕ2, so dass folgendes gilt:
• ϕ1|∆m = 0,
• ϕ2 ist ein skalares Vielfaches der kanonischen Injektion.
Beweis. Wir betrachten folgendes kommutatives Diagramm:
∆m
ι //
id

Mk,m
ϕ

∆m
ι′ // Mk′,m
Wie in Lemma 30.2 ko¨nnen wir nach Skalierung annehmen, dass links im Diagramm
die Identita¨t steht. Sei ϕ2 : Mk,m → Mk′,m die kanonische Injektion. Dann ist ϕ −
ϕ2|∆m = 0. 
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Unser Weg von AA nach Tmin wird ausschließlich aus Kippmoduln bestehen, die
nur direkte Summanden der Form Mk,k′ fu¨r geeignete k ≤ k
′ ∈ Q0 mit ρ(k) =
ρ(k′) haben. Wir starten im Punkt AA. Wir gehen in r Schrittfolgen vor. Die i-te
Schrittfolge wird aus
(µr+1−i(ρ(r + 1− i))− 1) Mutationen
bestehen. Sei Ri derjenige Kippmodul, der am Anfang der i-ten Schrittfolge ist. Sei
Si derjenige Kippmodul am Ende der i-ten Schrittfolge. Es ist R1 = AA. Sei nun i
fest. Seien
l = ρ(r + 1− i) ∈ Q′0,
x = µr+1−i(l).
Mit dieser Notation ist
l[x] = r + 1− i ∈ Q0.
Wir betrachten Ri und Si. Es gilt
Ri = Ri
l
⊕Ri
6=l,
Si = Si
l
⊕ Si
6=l.
Hierbei ist Ri
l
(bzw. Si
l
) die direkte Summen aller direkten Summanden von Ri (bzw.
Si), welche eine ∆-Filtration besitzen, in der ein Filtrationsfaktor ∆u vorkommt mit
ρ(u) = r + 1− i. Des weiteren seien
Ri
6=l
∼= Ri/Ril,
Si
6=l
∼= Si/Sil .
(Ai) Am Anfang der i-ten Schrittfolge werden wir folgende Situation haben: Es
gilt
Ri
l
=
l[x]⊕
k=l[1]
ρ(k)=l
Mk,r+1−i ⊕
l[µl]⊕
k=l[x+1]
ρ(k)=l
Ml[1],k.
Falls r + 1− i = l[1], so ist x = 1, und es ist schon
l[µ(l)]⊕
k=l[1]
ρ(k)=l
Tk =
l[µ(l)]⊕
k=l[1]
ρ(k)=l
Ml[1],k = R
i
l
.
In diesem Fall gehen wir zur na¨chsten Schrittfolge u¨ber. Falls r + 1 − i 6= l[1], so
beno¨tigen wir x−1 Mutationen, um von Ri nach Si zu gelangen. Wir mutieren dazu
nacheinander an den Stellen
Mr+1−i,r+1−i,Ml[x−1],r+1−i, . . . ,Ml[2],r+1−i.
(Bi) Diese Mutationen liefern uns einen Weg von R
i nach Si in TA. Wir erhalten
als neue direkte Summanden von Si nacheinander
Ml[x−1],l[x−1],Ml[x−2],l[x−1], . . . ,Ml[1],l[x−1].
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(Ci) Am Ende der i-ten Schrittfolge haben wir folgende Situation: Es gilt
l[x−1]⊕
k=l[1]
ρ(k)=l
Mk,l[x−1] ⊕
l[µ(l)]⊕
k=l[x]
ρ(k)=l
Ml[1],k = S
i
l
.
Des weiteren ist
Si = Si
l
⊕ Si
6=l = S
i
l
⊕Ri
6=l.
Außerdem gilt wa¨hrend der i-ten Schrittfolge folgendes:
(Di) Sei Y ein unzerlegbarer direkter Summand von R
i
6=l. Sei h ≥ r+1−i. Falls ∆h
in der ∆-Filtration von Y vorkommt, so ist Y bereits ein direkter Summand
des kanonischen Kippmoduls.
Wenn wir die Behauptungen (Ai, Bi, Ci, Di) bewiesen haben, so haben wir einen
Weg von AA nach Tmin erhalten. Satz 30.1 ist dann bewiesen.
Beweis. Wir beweisen die obigen Behauptungen per Induktion nach i. Offenbar folgt
(Ci) aus (Ai) und (Bi).
Schrittfolge 1: Es sind
l = ρ(r),
x = µ(l).
Wir haben
l[µ(l)]⊕
k=l[1]
ρ(k)=l
Mk,r =
l[µ(l)]⊕
k=l[1]
ρ(k)=l
Pk = R
1
ρ(r).
Insbesondere gilt (A1). Falls Y = Pk mit ρ(k) 6= ρ(r), so taucht ∆r nicht
in der ∆-Filtration von Pk auf. Somit gilt auch (D1). Wir zeigen (B1) per
Induktion nach der Anzahl der schon in dieser Schrittfolge geta¨tigten Muta-
tionen.
Erste Mutation: Wir mutieren an der Stelle
Mr,r = Pr = ∆r.
Wir konstruieren eine minimale add(R1/∆r)-Linksapproximation von
∆r. Wegen Lemma 28.7.(ii) und EndA(∆r) = K folgt, dass
HomA(∆r, Pk) =
{
0, falls ρ(k) 6= ρ(r),
K, falls ρ(k) = ρ(r).
Außerdem ist fu¨r beliebiges k ∈ Q0 mit k 6= r und ρ(k) = ρ(r) folgen-
des Diagramm kommutativ (die Pfeile entsprechen hier den kanonischen
Abbildungen):
Pr //

Pr−
}}
Pk
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Somit haben wir eine minimale add(R1/∆r)-Linksapproximation von
∆r gefunden, na¨mlich
0→ ∆r → Pr− → ∆r− → 0.
Wegen r− = l[x− 1] ist
∆r− =Ml[x−1],l[x−1]
und es folgt das Gewu¨nschte.
j-te Mutation: Wir mutieren an der Stelle
Ml[x−j+1],r = Pl[x−j+1].
Der Kippmodul U, von dem aus wir mutieren, hat mittlerweile folgende
Form:
U = R
1
upslope l[x]⊕
ρ(k)=l
k=l[x−j+2]
Mk,r
⊕
l[x−1]⊕
ρ(k)=l
k=l[x−j+1]
Mk,l[x−1]
= R1
6=l ⊕
l[x−j+1]⊕
ρ(k)=l
k=l[1]
Mk,r ⊕
l[x−1]⊕
ρ(k)=l
k=l[x−j+1]
Mk,l[x−1]
Wir zeigen, dass folgende kurze exakte Folge eine Austauschfolge fu¨r
Ml[x−j+1],r ist (die Abbildungen sind hierbei die kanonischen Abbildun-
gen):
0→Ml[x−j+1],r
ι
→Ml[x−j],r ⊕Ml[x−j+1],r− →Ml[x−j+1],r− → 0.
Sei na¨mlich X ∈ add(U/Ml[x−j+1],r) unzerlegbar und ϕ : Ml[x−j+1],r →
X ein Morphismus. Wir zeigen, dass ϕ u¨ber ι faktorisiert. Dazu unter-
scheiden wir zwei Fa¨lle fu¨r X:
Sei ∆r kein Filtrationsfaktor von X in der ∆-Filtration von X. Da X
nur aus Filtrationsfaktoren ∆k mit k < r besteht, folgt nach Lemma
28.7.(ii), dass
HomA(∆r, X) = 0.
Somit wird der Untermodul ∆r ⊂ Ml[x−j+1],r unter ϕ auf 0 geschickt
und damit faktorisiert ϕ schon u¨ber
Ml[x−j+1],r ։Ml[x−j+1],r− .
Wir nehmen also an, dass ∆r ein Filtrationsfaktor von X ist, es gilt
also X ∼= Mk,r fu¨r ein k ∈ Q0 mit ρ(k) = ρ(r) und k < l[x − j + 1].
Dann ist aber ϕ nach Lemma 30.3 nach Abzug von Morphismen, die
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wir schon abgehandelt haben, ein skalares Vielfaches der kanonischen
Injektion und faktorisiert u¨ber
Ml[x−j+1],r →֒Ml[x−j],r.
Somit haben wir auch (B1) gezeigt.
Schrittfolge i: Sei l = ρ(r + 1− i), x = µr+1−i(l). Wir mo¨chten zuna¨chst (Ai) zeigen. Falls
i = min{k ∈ Q0 | ρ(r + 1− k) = l},
so gilt wegen
(C1), . . . , (Ci−1)
und da wir noch keinen direkten Summanden der Form Pk mit ρ(k) = l
ausgetauscht haben, dass
l[µ(l)]⊕
k=l[1]
ρ(k)=l
Mk,r+1−i =
l[µ(l)]⊕
k=l[1]
ρ(k)=l
Pk = R
i
l
.
Insbesondere gilt in diesem Fall (Ai). Ansonsten seien
i′ = max{k ∈ Q0 | ρ(r + 1− k) = l, k < i},
l′ = ρ(r + 1− i′) = ρ(r + 1− i),
x′ = µr+1−i′(l) = x+ 1.
Wegen
(Ci′), . . . , (Ci−1)
haben wir
Ri
l
= Si
′
l′
=
l[x′−1]⊕
k=l[1]
ρ(k)=l
Mk,l[x′−1] ⊕
l[µ(l)]⊕
k=l[x′]
ρ(k)=l
Ml[1],k
=
l[x]⊕
k=l[1]
ρ(k)=l
Mk,l[x] ⊕
l[µ(l)]⊕
k=l[x+1]
ρ(k)=l
Ml[1],k
und es folgt (Ai). Sei nun Y ein unzerlegbarer direkter Summand von R
i
6=l,
sei h ≥ r + 1− i. Der Modul Y hat die Form
Y =Mk,k′
fu¨r geeignete k, k′ mit ρ(k) = ρ(k′) = ρ(h). Sei nun
i′ = max{k ∈ Q0 | ρ(r + 1− k) = ρ(h), k < i}.
Dann ist Y schon in Si
′
ρ(h) und es gilt h ≥ r + 1 − i
′. Aus Ci′ ko¨nnen wir
ablesen, dass Y schon die Form Tk′ haben muss. Somit gilt auch (Di). Wir
zeigen (Bi) per Induktion u¨ber die Anzahl der schon geta¨tigten Mutationen.
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Erste Mutation: Wir mutieren an der StelleMr−1+i,r−1+i = ∆r−1+i. Wir konstruieren eine
minimale add(Ri/Mr−1+i,r−1+i)-Linksapproximation von Mr−1+i,r−1+i.
Dazu betrachten wir die folgende kurze exakte Folge:
0→ ∆r−1+i
ι
→M(r−1+i)−,r−1+i → ∆(r−1+i)− → 0.
Wir werden zeigen, dass ι eine add(Ri/∆r+i−1)-Linksapproximation von
∆r+i−1 ist. SeiX ∈ add(R
i/∆r+i−1) und ϕ : ∆r+i−1 → X. FallsX keinen
Filtrationsfaktor ∆s besitzt mit s ≥ r+ i− 1, so ist ϕ = 0 nach Lemma
28.7.(ii).
Falls X ∼= Mk,r+i−1 fu¨r ein k ≤ r + i − 1 mit ρ(k) = ρ(r + i − 1), so
faktorisiert ϕ nach Lemma 30.3 u¨ber ι.
Ansonsten gilt wegen (Di) und (Ai), dass X ∼= Tk fu¨r ein k ∈ Q0;
somit faktorisiert ϕ nach Lemma 29.6 u¨ber ι. Es folgt, dass ι eine
add(Ri/∆r+i−1)-Linksapproximation von ∆r+i−1 ist.
j-te Mutation: Wir mutieren an der Stelle Ml[x−j],r+i−1 = Ml[x−j],l[x]. Der Kippmodul
U, von dem aus wir mutieren, hat mittlerweile folgende Form:
U = R
i
upslope l[x]⊕
ρ(k)=l
k=l[x−j+2]
Mk,l[x]
⊕
l[x−1]⊕
ρ(k)=l
k=l[x−j+1]
Mk,l[x−1]
= R1
6=l ⊕
l[x−j+1]⊕
ρ(k)=l
k=l[1]
Mk,l[x] ⊕
l[x−1]⊕
ρ(k)=l
k=l[x−j+1]
Mk,l[x−1]
Wir betrachten folgende kurze exakte Folge
0→Ml[x−j],l[x]
ι
→Ml[x−j],l[x−1] ⊕Ml[x−j−1],l[x]
→Ml[x−j−1],l[x−1] → 0.
Wir zeigen, dass ι eine add(U/Ml[x−j],l[x])-Linksapproximation vonMl[x−j],l[x]
ist. Sei dazu X ∈ add(U/Ml[x−j],l[x] unzerlegbar und
ϕ : Ml[x−j],l[x] → X
ein Morphismus. Falls
ϕ|∆r+i−1 = 0,
so faktorisiert ϕ u¨ber Ml[x−j],l[x−1].
Falls
ϕ|∆r+i−1 6= 0,
so muss nach Lemma 28.7.(ii) ein Filtrationsfaktor ∆s mit s ≥ r+i−1 in
X vorkommen. Dann hat X wegen (Ai), (Di) und den bisher bewiesenen
Mutationen von (Bi) entweder die Form Tk fu¨r ein k ∈ Q0 oder die Form
Mk,r+i−1 fu¨r ein k < r + i− 1 mit ρ(k) = ρ(r + i− 1). In beiden Fa¨llen
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faktorisiert ϕ nach denselben Argumenten wie im ersten Schritt u¨ber ι
und wir sind fertig.

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