Abstract. We construct multisoliton solutions to the defocusing energy critical wave equation with potentials in R 3 based on regular and reversed Strichartz estimates developed in [GC3] for wave equations with charge transfer Hamiltonians. We also show the asymptotic stability of multisoliton solutions. The multisoliton structures with both stable and unstable solitons are covered. Since each soliton decays slowly with rate 1 x , the interactions among the solitons are strong. Some reversed Strichartz estimates and local decay estimates for the charge transfer model are established to handle strong interactions.
Introduction
In this paper, we consider multisoliton structures to the defocusing energy critical wave equation with potentials in R 3 :
(1.1) ∂ tt u − ∆u + where V j (x)'s are rapidly decaying smooth potentials and { v j } is a set of distinct constant velocities such that
Based on both regular and reversed Strichartz estimates developed in Chen [GC3] for wave equations with charge transfer Hamiltonians, we construct purely multisoliton solutions and establish the asymptotic stability of the multisoliton solutions.
To the author's knowledge, this model is the first one to produce multisoliton structures for wave equations in R 3 . Unlike Klein-Gordon equations and wave equations in higher dimensions, see Côte-Muñoz [CM] , , Jendrej [JJ1, JJ2] , Martel-Merle [MM] , in our case, the static solutions to the associated elliptic equations decay slowly like x −1 . It is of crucial importance to understand the multisoliton structure in order to establish the soliton resolution. In fact, if we remove the potentials and replace the positive sign in front of the nonlinearity by the negative sign, the equation becomes the well-known focusing energy critical wave equation. Duyckaerts, Jia, Kenig and Merle establish the soliton resolution (along a well-chosen time sequence) in [DKM, DJKM] . But to construct the multisoliton in this case is open. For higher dimensions cases, Martel and Merle construct the multisoliton in dimension higher than 5 by the energy method in [MM] . They point out that the slow decay of the ground state is the obstruction to obtain a multisoliton in R 3 . Although the structure of our model is different from the pure-power nonlinear equation, the construction in this paper illustrates that we can overcome the slow decay. But the zero eigenfunctions and resonances for the linearized operator from the pure-power nonlinear equation near each soliton will be the challenge for the linear theory. Another interesting point is that unlike the constructions in Côte-Muñoz [CM] , , Jendrej [JJ1, JJ2] , Martel-Merle [MM] which choose the initial data based on the Brouwer's fixed point theorem, in this paper, we construct the initial data for the unstable soliton case based on the Banach's fixed point theorem.
Returning to our model, the intuition is that for each potential, it will trap some profile provided that V j has large negative part. With the defocusing structure, the potentials and the nonlinearity will produce stable solitons. They can also form excited solitons that is the excited states to associated elliptic equations. In this paper, we will construct the multisoliton structures with stable solitons and unstable solitons. Notice that one needs more delicate analysis in order to handle the unstable solitons in Section 3.
Throughout the paper, we assume that Before we formulate the main theorems, we recall Lorentz transformations along the x 1 axis since one can deform a rotation to reduce the general cases to this specific one. More precisely, for the moving frame, (x − vt), there is a unique rotation ρ v so that after rotating, in the new frame (z 1 , z 2 , z 3 ), the vector v is along z 1 , i.e. the moving frame becomes (z 1 − | v| e 1 t, z 2 , z 3 ) . Then we apply the Lorentz Then we consider the the following change of variables:
In our model, applying the above transformation, in the new frame (x ′ , t ′ ) , the moving potential V j (x − v j t) becomes (1.7) has no eigenvalues nor zero resonance. For detailed definitions, see Section 2 and the Appendix on the linear theory. Set
. It is crucial to notice that (1.13) |W j (x)| ≃ 1 x which causes the interactions among different solitons in our construction are very strong. For more detailed discussions on the existence and decay estimates, see Section 2.
We also need the Hamiltonian structure of wave equations to discuss scattering. In general, we can write a general wave equation as (1.14)
with initial data
Also consider the homogeneous free wave equation,
We reformulate the wave equation as a Hamiltonian system,
.
we can rewrite the free wave equation as
and the nonlinear wave equation as
The solution of the free wave equation is given by
In the following, we write
With the preparations and notations above, we can formulate our main theorems with stable solitons: Theorem 1.1 (Existence of purely multi-soliton solutions). In R 3 , there exists a solution u to
Moreover, we have the decay rate
as t → ∞.
Next we have the asymptotic stability of the multisoliton structure.
Theorem 1.2 (Asymptotic stability of the multisoliton). Suppose that 0 < ǫ ≪ 1 is small enough and 1 ≪ t 0 is large enough. Let u solve (1.29)
Suppose at t = t 0 ,
Then there exists free data
In other words, the error u(t) − m j=1 W j (x − v j t) scatters to a free wave. Here we briefly discuss strong interactions among these solitons. For simplicity, we consider the case when m = 2 as in Section 3. Around near two solitons, we define
We consider the equation for h. Plugging everything in the equation, we have
2 (x − vt) and N (h, x, t) is quadratic or higher in h. For more details, see Section 3. We notice that F (x, t) is easy to handle but
One can not simply apply the energy estimate and Strichartz estimates directly. F 1 and F 2 precisely show that due to the slow decay rate of the solitons, see Section 2, some terms in the nonlinear interactions decay slowly. To overcome these terms, we need the local energy decay and reversed Strichartz estimates with inhomogeneous terms in the reversed norm. Moreover, due to the failure of the endpoint Strichartz estimate in R 3 , to handle the quadratic term of h in the nonlinearity, one also needs the endpoint reversed Strichartz estimate and revered type local decay estimates. It is also novel in the nonradial setting.
All the above results can be extended to the multisoliton construction with unstable excited solitons, see Section 3. The linear model still plays a pivotal role. It is interesting to compare our method which is based on linear estimates with the constructions of multisolitons by nonlinear techniques developed in for example, in Martel [Mart] , Merle [Merle] , Côte-Muñoz [CM] , , Jendrej [JJ1, JJ2] , Martel-Merle [MM] . First of all, our linear model can be used to analyze the stability of the multisoliton structure. Secondly, the scattering state we construct in this paper is based on the Banach's fixed point theorem other than the Brouwer's fixed-point theorem. On the other hand, when we need to deal with the purely-soliton solution with unstable solitons, we also need the weak convergence technique which is commonly used in the nonlinear method. Organization. The paper is organized as follows: In Section 2, we list some existence and decay results on the solutions to elliptic equations. In Section 3, we establish the main theorems in this paper. The constructions with unstable solitons will be shown. Finally, in the Appendix, we briefly recall the linear theory that we need in this paper based on results from Chen [GC3, GC2] . We also discuss the scattering behavior of the nonlinear equation.
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Preliminaries: Static States
In order to construct the multisoliton solution to the equation (2.1)
we first have to understand the soliton trapped by each potential separately. Performing a Lorentz transformation, it suffices to understand the model elliptic equation: 
has no eigenvalues nor zero resonance.
We follow Jia-Liu-Xu [JLX] and Jia-Liu-Schlag-Xu [JLSX] . Define the energy functional
In general when the negative part V of the potential is large, one can expect that there is a unique positive ground state, which is the global minimizer of energy functional and has negative energy. In addition, there can be a number of "excited states" with higher energies (see Appendix A of [JLX] for more details). It is well known the ground state is asymptotically stable at least when V decays fast.
However the dynamics around the excited states can be very complicated even in perturbative regime (even with radial data), involving stable and unstable manifolds. It arises some difficulties to take these unstable excited states as the solitons in our construction.
Here we list some important results regarding the elliptic equation from [JLX, JLSX] .
Lemma 2.2. Consider J as a functional defined inḢ 1 (R 3 ). If the operator −∆−V has negative eigenvalues then there exists a global minimizer Q > 0 with J(Q) < 0. If −∆ − V has no negative eigenvalues, then the only steady state solution u ∈
V is radial and sup
For V in a dense open set Ω ⊂ Y , there are only finitely many radial steady states to equation (2.2).
Theorem 2.4. Let V ∈ Y . For any c ∈ R, there exists a unique radial solution
If we take the ground states as the solitons, we notice that the optimal decay rate is 1 x . Even if one can assume that V (x) decays very fast, there is no hope to improve the decay rate for the ground state.
Lemma 2.5. Let R, β 1 be sufficiently large. There exist ǫ, δ > 0, such that if
Naively one might expect excited states to be unstable, since they change sign. However in general this may not be the case, as seen from the following theorem.
Theorem 2.6. There exists an open set O ∈ Y such that for any V ∈ O, there exists an excited state φ to equation (2.2) which is stable.
The Construction and Stability of Multisolitons
In this section, we prove the main results of this paper. For simplicity, we discuss the case when m = 2:
and v is along the x 1 direction. We start with an energy estimate based on the local energy decay for the free wave equation, c.f. the Appendices of [GC2] . This lemma is particularly useful to handle strong interaction terms, see Remark 3.2.
Then for any ǫ > 0 and | v| < 1, one has
Proof. we set A = √ −∆ and notice that
and then
We also notice that u solves the original equation if and only if (3.9)
By Duhamel's formula,
We will only prove the first estimate (3.4). The second one (3.5) follows the same way with the the standard local energy decay replaced by the local energy decay developed in [GC3, GC2] . From the energy estimate for the free evolution,
It suffices to bound (3.14) sup
We need to estimate
The first factors on the right-hand side of (3.19) is bounded by the energy estimate for the free evolution. Consider the second factor, by duality, it suffices to show
which is local energy decay. For estimate (3.5), we apply (3.21)
in the appendices in [GC2] or Corollary 2.10 in [GC3] . Hence
Therefore, indeed, we have
Therefore, we have
as claimed Remark 3.2. As a concrete example, we set (3.27) H(t) = 1
which is one of the interaction terms in the nonlinear model. We want to solve (3.28)
Splitting integral into three pieces:
If we consider the case that
We point out that for this H(t) as the inhomogeneous term, the trivial energy estimate fails since
x . 3.1. Stable solitons. Later on, throughout this section, we will use the short-hand notation:
. where t 0 is the large time which only depends on prescribed constants from Theorem 1.2.
We first prove Theorem 1.2. Setting
it is well-known that we just need to show that h is bounded in Strichartz norms, see Chen [GC3] or Theorem 4.7 in the Appendix.
Proof of Theorem 1.2. By construction, we have
Furthermore, we denote
Also we use the notation:
Consider the iteration scheme
Define the Strichartz norm of h as (3.51)
h Stri := sup
For a function G(x, t), we use the notation:
As in the Appendix, for fixed ǫ 0 > 0 small, define the strong interactions spaces I as
and local decay space D as
Using the notations before, by estimate (4.28) in Theorem 4.5 from the linear theory in the Appendix, we have
Applying Hölder's inequality and Strichartz estimates, we can estimate
For the strong-interaction terms, we notice that
In the same manner, we can estimate all other norms in the definition of I and conclude that (3.63)
Similarly,
Therefore, we know that
Similarly, by estimate (4.29) from in Theorem 4.5, one has
For the local decay, by the estimates (4.30) and (4.31) from Theorem 4.5, we conclude that
Following the argument in Section 5 from [GC3] and in the Appendix, using the reversed Strichartz estimates to derive regular Strichartz estimates, one has
By the computations in Remark 3.2, we can choose t 0 large enough, so that
where ǫ is the small constant appearing in the contraction. First we show that h i+1 is bounded in all Strichartz norms and the energy norm. Define the space S as
By the iteration scheme:
Let h −1 = 0. We have
Then by our Strichartz estimates from Theorem 4.3, Theorem 4.5 and Theorem 4.4, one has
By induction, suppose that (3.79) h j S ≤ 2ǫ ≪ 1.
By similar computations to the above, we can conclude that
One just needs to pick ǫ small and η small such that
can be made sufficiently small provided t 0 is large enough. Therefore
can be made arbitrarily small provided t 0 is large. Therefore, by induction, we have
Next we show that the above construction gives a contraction. By almost the same computations as above,
Therefore by the Banach fixed-point theorem, there exists a unique solution to
Hence by Theorem 4.7,
scatters to free wave.
Remark 3.3. The quadratic term can also be handled by estimate (4.26) from Theorem 4.3.
Secondly, we show the existence of the purely multi-soliton solution. We solve the equation for h backwards from infinity.
Proof of Theorem 1.1. Again, we consider
As the beginning of this section, we set A = √ −∆ and notice that h solves (3.93) if and only if (3.94)
in the sense of L 2 norm. By Duhamel's formula, for fixed T (3.97)
Letting T go to ∞, we know H(T ) → 0, so
By construction, we just need to show H(t) is well-defined in L 2 , then automatically,
It suffices to show (3.100)
is well-defined. We show the existence of such a solution for t ≥ t 0 provided t 0 is large enough. This can be done by a similar contraction argument to the previous proof. Indeed, we consider
Again setting h −1 = 0, then by Duhamel's formula and the equation (3.100), we have
Then by estimates (4.25) and (4.29) from Theorem 4.5, one has
where I t1 is the space obtained by restricting space I given by (3.53) onto [t 1 , ∞).
Then by the argument in Lemma 3.1 and Remark 3.2, we write
and then conclude that
It follows that (3.107)
where S t1 is the space given by (3.71) restricted onto onto [t 1 , ∞). Next, we can run the contraction argument as the proof Theorem 1.2. We consider the iteration give by the following formula.
Then by the same computations as (3.74) restricted onto [t 1 , ∞), one has
For all t 1 such that
where t 0 and ǫ are constants depend on prescribed constants as in the proof of Theorem 1.2. We can conclude that
Therefore, we conclude that if we write (3.115)
there exists a solution u to (3.116)
Moreover, we have the decay rate (3.118)
as t → ∞. We are done.
Unstable solitons.
To finish this section, we discuss the case that we have some unstable solitons. From the discussion above, the linear model still plays a pivotal role. But in this case, the analysis is much more involved due to the unstable structure. Consider (3.119)
where both Q 1 and Q 2 are unstable. For simplicity, suppose that (3.121)
has one negative eigenvalue and zero is neither an eigenvalue nor resonance. Also suppose (3.122)
has one negative eigenvalue and zero is neither an eigenvalue nor resonance.
w and m decay exponentially by Agmon's estimate, see [Agmon, GC2] . The analysis can be easily adapted to the most general situation. Set
Theorem 3.4. Suppose that 0 < ǫ ≪ 1 is small enough and 1 ≪ t 0 is large enough. There is a codimension 1 + 1
In other words, the error u(t) − Q 1 (x) − Q 2 (x − vt) scatters to the free wave.
Proof. As in the stable case, by construction, we have
Again, we consider the evolution starting from t 0 where t 0 is large enough and only depends on prescribed constants. When dealing with unstable solitons, we need to make sure the evolution under the iteration is a scattering in each iterated step. So we need to modify the data after each iteration.
As in the stable case, we consider the iteration:
t).
Decompose h i into three pieces:
where
We notice that (3.137) P c (H 1 ) r i = r i and (3.138)
where the Lorentz transformation L makes V 2 stationary. Under the iteration, for the initial data, we impose that for i ≥ 1.
We first analyze the behavior of the bound states as in [GC3] . Plugging the evolution (3.135) into the equation (3.130) and taking inner product with w, we geẗ
for some positive constant β > 0. Therefore, the stability condition from scattering conditions in the sense of Definition 4.2 forces
So as the discussion in [GC3] , given a(t 0 ), there is a uniqueȧ(t 0 ) such that the stability condition (3.145) is satisfied. Similar results hold for b 0 (t) up to performing a Lorentz transformation. These stability conditions will ensure that h i is a scattering state. Therefore, we can employ the estimates from Theorem 4.3, Theorem 4.4 and Theorem 4.5 as in the proof of Theorem 1.2. Consider the iteration forȧ i (t 0 ),
Note that
Then for 1 ≤ p ≤ 2, by Minkowski's inequality and Hölder's inequality,
To estimate the difference between D(h i , x, t) and D(h j , x, t), we do the same computations as in the stable solitons case, see (3.74),
Then combine (3.148) and (3.149) together, one has
Then by our Strichartz estimates (3.153) h 0 S ǫ ≪ 1.
Next we consider the estimate in our iteration scheme as (3.74), (3.80) and (3.86). It suffices to estimate:
Therefore as the stable case, (3.80) and (3.86), we haves
Therefore by the Banach fixed-point theorem, there exist h,ȧ(t 0 ) andḃ 1 − |v| 2 t 0 such that
the same condition holds for b(t).
It follows that h is scattering state and satisfies
scatters to free wave. Notice that the above construction depends on the data smoothly.
Remark 3.5. We can also consider the most general case. Suppose that (3.165)
has k 1 negative eigenvalues and zero is neither an eigenvalue nor resonance. Also suppose (3.166)
has k 2 negative eigenvalues and zero is neither an eigenvalue nor resonance. Then by similar arguments as above, we can obtain the general conditional stability results: Suppose that 0 < ǫ ≪ 1 is small enough and 1 ≪ t 0 is large enough. There is a codimension
Then there exists free data (3.169)
We also have the existence of the purely-soliton solution with unstable excited states.
Theorem 3.6. In R 3 , there exists a solution u to (3.171)
In order to deal with bound states, here we need more complicated arguments. We will follow an idea based on the weak convergence from Merle [Merle] and Martel [Mart] which are also used in many other constructions of multisoltions, for example in [MM, JJ1, JJ2, CM, CM1] .
Proof. We still take t 0 large enough as before. Taking a sequence t n → ∞. Consider the equation for h:
We can construct a scattering state h n to equation (3.172) as in the proof of Theorem 3.4 such that
Moreover, by the estimates (4.28) and (4.29), we have
Furthermore, by a similar argument to the proof of Theorem 1.1, Lemma 3.1 and Remark 3.2, we can conclude that
Notice that over [t 0 , t n ],
with a constant independent of n. Then up to passing to a subsequence
weakly. Let h be a solution of the equation (3.172) with h 0 as the initial data at t = t 0 . By the weak continuity of the flow, for example in [BH, JJ1, JLX] , one can obtain that h exists on the time interval from [t 0 , ∞) and for t ∈ [t 0 , ∞),
Then passing to the weak limit in (3.177), one has
Therefore, we conclude that if we write
there exists a solution u to (3.182)
We are done.
Remark 3.7. As in Remark 3.5, the above construction holds for the general case.
Appendix: Linear Theory
In this Appendix, we recall the results from Chen [GC3] on wave equations with a charge transfer Hamiltonian in R 3 . In order to handle the strong interaction of solitons in our nonlinear application, we also need some refined version of inhomogeneous reversed Strichartz estimates. 4.1. Charge transfer model. Before we give the precise definition of our model, it is necessary to introduce Lorentz transformations. Given a vector µ ∈ R 3 , there is a Lorentz transformation L ( µ) acting on (x, t) ∈ R 3+1 such that it makes the moving frame (x − µt, t) stationary. We can use a 4 × 4 matrix B( µ) to represent the transformation L ( µ). Moreover, for the given vector µ = (µ 1 , µ 2 , µ 3 ) ∈ R 3 , there is a 3 × 4 matrix M ( µ) such that
where the superscript T denotes the transpose of a vector. With the preparations above, we can set up our model. We consider the scalar charge transfer model for wave equations in the following sense:
Definition 4.1. By a wave equation with a charge transfer Hamiltonian we mean a wave equation
where v j 's are distinct vectors in R 3 with
and the real potentials V j are such that ∀1 ≤ j ≤ m 1) V j is time-independent and decays with rate x −α with α > 3 2) 0 is neither an eigenvalue nor a resonance of the operators (4.4)
Recall that ψ is a resonance at 0 if it is a distributional solution of the equation
The construction of S ( v j ) is clear from the change between different frames under Lorentz transformations. In our concrete problem below (4.7), S ( v j ) can be written down explicitly.
To be consistent with our nonlinear application, throughout this section, we discuss the wave equation with a charge transfer Hamiltonian in the sense of Definition 4.1 with m = 2, a stationary V 1 and a V 2 moving along − → e 1 with speed |v| < 1, i.e., the velocity is
Under this setting, by Definition 4.1, (4.6)
and (4.7)
An indispensable tool we need to study the charge transfer model is the Lorentz transformation. Again, we apply Lorentz transformations L with respect to a moving frame with speed |v| < 1 along the x 1 direction. After we apply the Lorentz transformation L, under the new coordinates, V 2 is stationary meanwhile V 1 will be moving.
Writing down the Lorentz transformation L explicitly, we have (4.8)
We can also write down the inverse transformation of the above:
Under the Lorentz transformation L, if we use the subscript L to denote a function with respect to the new coordinate (x ′ , t ′ ), we have
Strichartz estimates.
With the above preparations, we recall some important results from Chen [GC3] . Adapting the linear model to our nonlinear setting, we consider the following problem. Suppose u solves (4.13)
with initial data (4.14)
Let w 1 , . . . , w m and m 1 , . . . , m ℓ be the normalized bound states of H 1 and H 2 associated with the negative eigenvalues −λ 
We denote by P b (H 1 ) and P b (H 2 ) the projections on the the bound states of H 1 and H 2 , respectively, and let P c (
To be more explicit, we have (4.17)
In order to study the equation with time-dependent potentials, we need to introduce a suitable projection. Again, with Lorentz transformations L associated with the moving potential V 2 (x − vt), we use the subscript L to denote a function under the new frame (x ′ , t ′ ). 
If u also satisfies (4.20)
we call it a scattering state.
Define the space I as
for the strong interactions terms where x 1 is the subspace orthogonal to the x 1 direction. Define (4.22)
Also recall that for a function G(x, t), we use the notation:
First of all, we have Strichartz estimates:
Theorem 4.3. Suppose u is a scattering state in the sense of Definition 4.2. Then for p > 2 and (p, q) satisfying
we have
Secondly, one has the energy estimate:
Theorem 4.4. Suppose u is a scattering state in the sense of Definition 4.2, then we have
Even more importantly, we obtain the endpoint reversed Strichartz estimates for u.
Theorem 4.5. Suppose u is a scattering state in the sense of Definition 4.2, then
Moreover, one has
(4.30) 
and (4.33)
and (4.35)
4.3. Energy comparison. Next, we recall the energy comparison for wave equations with respect to different Lorentz frames.
Following Chen [GC2, GC3] , we consider wave equations with time-dependent potentials (4.36)
uniformly for 0 ≤ |µ| ≤ 1. These in particular apply to wave equations with moving potentials with speed strictly less than 1. For example, if the potential is of the form
We sketch the argument in [GC2] , suppose (4.41)
then it is clear that
We apply the space-time divergence theorem to (4.43)
then one has the following comparison with the inhomogeneous term, see Chen [GC2] .
Theorem 4.6. Let |v| < 1. Suppose (4.44)
and (4.45) |V (x, µx 1 )| 1
and
where the implicit constant depends on v and V .
From the theorem above, we know that the initial energy with respect to different frames stays comparable up to F L 2 t,x . 4.4. Scattering. In this subsection, we discuss the scattering behavior of the solution to the nonlinear equation for h:
2 (x − vt) h = F 1 (x, t) + F 2 (x, t) + F (x, t) + N (h, x, t) + a(x, t)h. 
then h scatters to a free wave. We will use the notations from the introduction. Proof. We set A = √ −∆ and notice that (4.54) Af L 2 ≃ f Ḣ1 , ∀f ∈ C ∞ R 3 .
For real-valued u = (u 1 , u 2 ) ∈ H =Ḣ 1 R 3 × L 2 R 3 , we write (4.55) U := Au 1 + iu 2 .
We know
We also notice that h solves (4.48) if and only if (4.76)
And by trivial energy estimate for the free evolution:
(4.78) 
and (4.88)
Therefore, We are done.
