We first study the probabilistic properties of the spectral norm of scaled eigenvalues of large dimensional Toeplitz, circulant and symmetric circulant matrices when the input sequence is independent and identically distributed with appropriate heavy tails.
The spectral norm A of a matrix A with complex entries is the square root of the largest eigenvalue of the positive semidefinite matrix A * A:
where A * denotes the conjugate transpose of A. Therefore if A is an n × n real symmetric matrix or A is a normal matrix then A = max 1≤i≤n |λ i | where λ 1 , λ 2 , . . . , λ n are the eigenvalues of A.
For the existing limit results on spectral norms, see Silverstein (1994) , Adamczak (2008) , Bose and Sen (2007) , Meckes (2007) , Bryc and Sethuraman (2009) and Bose, Hazra and Saha (2009) . All these works are for the situation when the entries have finite moment of at least order two. Soshnikov (2004) shows distributional convergence of the maximum eigenvalue of appropriately scaled Wigner matrix with heavy tailed entries {x ij } satisfying P(|x ij | > x) = h(x)x −α where h is slowly varying function at infinity and 0 < α < 2. The limiting distribution is Φ α (x) = exp(−x −α ). A similar result was proved for sample covariance matrices in Soshnikov (2006) . These results were extended in Auffinger, Ben Arous and Peche (2008) to 2 ≤ α < 4.
We focus on the above listed four matrices when the input sequence is heavy tailed and 0 < α < 1. We establish distributional convergence of the spectral norm of the three circulant matrices. Though we are unable to obtain the exact limit in the Toeplitz case, we provide upper and lower bounds. Our approach is to exploit the structure of the matrices and use existing methods on the study of maximum of periodograms for heavy tailed sequences.
It seems to be a nontrivial problem to derive properties of the spectral norm in the case of moving average process inputs. We resort to scaling each eigenvalue by the power transfer function (defined in Section 3) at the appropriate ordinate as described below and then consider their maximums. For any of the above mentioned matrix A n , we define M(A n , f ) = max 1≤k≤n
where f is the power transfer function corresponding to {x n } and {λ k } are eigenvalues of A n . Similar scaling has been used in the study of periodograms (see Davis and Mikosch (1999) , Lin and Liu (2009), Mikosch, Resnick and Samorodnitsky (2000) ). We show the distributional convergence of M(A n , f ) for the three circulant matrices.
2 Results for i.i.d. input
Let {Z t , t ∈ Z} be a sequence of i.i.d random variables with common distribution F where F is in the domain of attraction of an α-stable random variable with 0 < α < 1. Thus, there exist p, q ≥ 0 with p + q = 1 and a slowly varying function L(x), such that
A random variable Y α is said to have a stable distribution S α (σ, β, µ) if there are parameters 0 < α ≤ 2, σ ≥ 0, −1 ≤ β ≤ 1 and µ real such that its characteristic function has the form
If β = µ = 0, then Y α is symmetric α-stable (SαS). For details on stable processes see Samorodnitsky and Taqqu (1994) .
In the description of our results, we shall need the following: {Γ j }, {U j } and {B j }, are three independent sequences defined on the same probability space where {Γ j } is the arrival sequence of a unit rate poisson process on R, U j are i.i.d U (0, 1) and B j 's are i.i.d satisfying
where p and q are defined in (2.1). We also define
Let b n = n 1/α . The eigenvalues of b −1 n RC n are given by (see Bose and Mitra (2002) ):
The eigenvalues of b −1 n C n are given by
Note that {|λ n,x (ω k )| 2 ; 1 ≤ k < n/2} is the periodogram of {x i } at the frequencies {ω k = 2πk n ; 1 ≤ k < n/2}. From the eigenvalue structure of C n and RC n , it is clear that b −1 n C n = b −1 n RC n and therefore they have identical limiting behavior. Theorem 1. Assume that the input sequence is i.i.d. {Z t } satisfying (2.1). Then for α ∈ (0, 1),
The eigenvalues of b −1 n SC n are given by: (i) for n odd:
(ii) for n even:
Theorem 2. Assume that the input sequence is i.i.d. {Z t } satisfying (2.1). Then for α ∈ (0, 1),
Resolving the question of the exact limit of the Toeplitz spectral norm seems to very difficult. Here we provide a good upper and lower bound in the distribution sense.
Theorem 3. Suppose that the input sequence is i.i.d. {Z t } satisfying (2.1). Then for γ > 0,
Results for dependent inputs
Now suppose the input sequence is a linear process {X t , t ∈ Z} given by
be the transfer function of the linear filter {a j } and f X (x) be the power transfer function of {X t }.
where in each case {λ k } are the eigenvalues of the corresponding matrix. Also from the eigenvalue structure of C n and
Theorem 4. Assume that {X n } and {a j } satisfy (3.1) and
Proofs of results
Main idea of the proofs is taken from Mikosch, Resnick and Samorodnitsky (2000) who show weak convergence of maximum of the periodogram based on heavy tailed sequence for α < 1. Let x (·) denote the point measure which gives unit mass to any set containing x and let
be the set of point measures on E, topologized by vague convergence. The following convergence result follows from Proposition 3.21 of Resnick (1987) :
Suppose f is a bounded continuous complex valued function defined on R and without loss of generality assume |f (x)| ≤ 1 for all x ∈ R. Now pick η > 0 and define
and v j 's are finite. Elsewhere, set (T η m)(x) = 0. The following Lemma was proved by Mikosch, Resnick and Samorodnitsky (2000) using the function f (x) = exp(−ix). Same proof works in our case.
is continuous a.s. with respect to the distribution of N .
Lemma 2. For 0 < α < 1, as n → ∞ the following convergence holds in C[0, ∞):
Proof. Applying Lemma 1 on (4.1) we have
Also, as η → 0 by dominated convergence theorem we have
So using Theorem 4.2 of Billingsley (1968) , the proof will be complete if for any > 0,
where x(·) − y(·) is the metric distance in C[0, ∞) given by
and using an application of Karamata's theorem (see Resnick (1987) Exercise 0.4.2.8) we get that
This completes the proof of the lemma. 2
Proof of Theorem 1. We use Lemma 1 and Lemma 2 with f (x) = exp(−ix). It is immediate that
It is well known [cf. Feller (1971) ] that
Hence it remains to show that for γ > 0,
Now observe that for any integer K and sufficiently large n,
Now from Lemma 2 we have
and so letting K → ∞,
Now the theorem follows from Lemma 3. 2
Lemma 3.
Proof. Define Ω 0 = ω ∈ Ω :
Then P(Ω 0 ) = 1. Let x denote the fractional part of x. For any ω ∈ Ω 0 , by Weyl (1916) , 
Letting first N → ∞ and then → 0, we get sup j=1,...,
Proof of Theorem 2. The proof is similar to the proof of Theorem 1. We provide the proof for n odd and for n even, the changes needed are minor. Define
where 
and U j to be i.i.d. U [0, 1/2]. Now following the argument given in Lemma 1, Lemma 2 and taking f (x) = cos(x) it is easy to establish that
It is obvious that
It remains to show that for η > 0, lim inf n→∞ P(M n,Z > η) ≥ P(2 1−1/α Y α > η). Now following the arguments given to prove (4.5), we can establish the last relation. This completes the proof of the theorem. 2
Proof of Theorem 3. Following Meckes (2007) , T n is a submatrix of the infinite Laurent matrix
where L n denotes the operator norm of L n acting in the standard way on l 2 (Z). If we use the Fourier basis to identify l 2 (Z) with L 2 [0, 1], it turns out that L n corresponds to a multiplication operator, with the multiplier
Hence as n → ∞,
and we have for γ > 0 lim sup
By another argument of Meckes (2007), we get the following estimate
where v x ∈ C n is defined as (v x ) j = e 2πixj for j = 1, 2, . . . , n and ·, · is the standard inner product on C n . Therefore
To find the limit in the last expression, pick η > 0 and define
Following the argument given in Lemma 1, it is easy to see T η is continuous a.s. with respect to the distribution of N and then using an argument from Lemma 2, we can show that for fixed x 2b −1 n n−1
Now for any fixed T where n > T > 0,
and using (4.8) we have lim inf
Since this is true for any T , we obtain lim inf
Now to identify the distribution of sup 0≤x≤∞ 2
cos(2πxU j ) we follow Lemma 3. Here we use the fact (xU 1 (ω), . . . , xU m (ω)), x ≥ 0 is dense in [0, 1] m and we get
This completes the proof.
2
Proof of Theorem 4(a). To prove the result it is enough to show that
where
Since f X is bounded away from 0 and ∞ and in view of relation (4.9), it is enough to show that
Now following similar argument given in the proof of Lemma (2.6) in Mikosch, Resnick and Samorodnitsky (2000) , we can show that
Behavior of S 3 (x) and S 4 (x) are similar as S 1 (x) and S 2 (x) respectively. Therefore following similar argument we can show that max 1≤k≤n |S 3 (k/n)| P → 0 and max 1≤k≤n |S 4 (k/n)| P → 0. This completes the proof of part (a). Proof of Theorem 4(b). In view of Theorem 2, it is enough to show that
Then using a j = a −j we have 
Concluding Remarks
All the results stated in Section 2 require α ∈ (0, 1) but the case when α ∈ [1, 2) is a very non trivial problem. In the reverse circulant case we saw that the eigenvalue structure is similar to the square root of the periodogram and the maximum of the periodogram is not tight with the scaling n 1/α when α ≥ 1. Instead it is tight with a different scaling (see Mikosch, Resnick and Samorodnitsky (2000) , Section 3 for details). We are actively trying to see what happens in this case for other matrices.
