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Dynamics and Detection of Tidal Debris
David Hendel
Tidal debris structures are striking evidence of hierarchical assembly – the premise that the
Milky Way and galaxies like it have been built over cosmic time through the coalescence of many
smaller objects. In the prevailing Λ – Cold Dark Matter cosmology, the vast majority of mergers
by number are minor; one dark matter halo, hosting a larger galaxy, dominates the interaction and
a smaller object, the satellite, is stripped of mass by tidal forces. When the luminous component
of the satellite is disrupted the debris may form structures such as stellar tidal streams or shells,
depending on the parameters of the interaction. In this Thesis we examine the properties of this
debris left behind by minor mergers theoretically, computationally, and observationally, making
strides towards a more complete understanding of what tidal debris can tell us about the history of
galaxy formation in the Universe.
Around the Milky Way itself we have examined the properties of the Orphan Stream, a stellar
tidal stream so named due to uncertainty about the position and current state of its progenitor. Using
3.6µm observations taken as part of the Spitzer Merger History and Shape of the Galactic Halo
program, the latest period–luminosity–metallicity relations, and archival data, we compute precise
distances to RR Lyrae stream members with state–of–the–art 2.5% relative uncertainties. Fitting
an orbit to the data, we measure an enclosed mass for the MilkyWay that is in good agreement with
other recent results, once the biases in orbit fitting are taken into account. By applying the same
technique to N–body simulations we determined that the Orphan progenitor is most likely similar
to the classical dwarf spheroidal satellites.
We also examined tidal debris more generally, in particular by investigating the source of the
morphological dichotomy between shells and streams. We find that the transition from a stream–
like to a shell–like morphology occurs when the differential azimuthal precession between the
orbits of stars exceeds the position angle subtended by individual petals of the progenitor orbit’s
rosette. This statement is cast more precisely in terms of scaling relations that control the dispersion
of energy and angular momentum in the debris, and we find that the observed morphology can
be predicted for a given host, orbit, and mass ratio. This leads us to the idea that the observed
occurrence rates of different morphologies can be used to recover, at the population statistics level,
the progenitor satellites’ orbital infall distribution. This a part of the cosmological accretion history
that is otherwise inaccessible. To achieve this in practice requires an unbiased and automated
method to detect and classify substructure; we have developed just such a tool and demonstrate
its effectiveness. In the upcoming era of LSST and WFIRST the methods and insights developed
in this Thesis will be useful in decoding the information about the current state and assembly of
galaxies encoded in tidal debris.
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The assembly of galaxies is a violent process. We now understand that the initial cosmological
perturbations that collapsed to form virialized haloes were only a small fraction of the size of galaxy
in the present–day Universe, and that much of their later growth is driven by collisions with other
halos; this is said to proceed hierarchically, in that larger systems are built out of smaller ones, and
still larger are built from those (Searle & Zinn 1978); the remainder is due to the smooth accretion
of circumgalactic or intergalactic gas (c.f. Naab & Ostriker 2006). In the currently favored Λ–Cold
Dark Matter paradigm, the mass spectrum of haloes is a steeply decreasing function of mass; any
given galaxy is much more likely to experience a minor merger, where the pair differ by an order
of magnitude or more in mass, than a major merger, where their masses are similar. In this picture
it natural to expect to find clumps and substructures in galaxies that correspond to smaller systems
being actively consumed. These minor mergers, while numerous, contribute only a few percent of
the stars in a Milky Way–type galaxy but nevertheless they are a window into the galaxy formation
process.
It is the result of these minor mergers that are the object of study in this Thesis: tidal debris.
These halo substructures are at once visible evidence of the ongoing growth of structure and tracers
1
of the host galaxy’s current mass distribution and a link to the past: due to the long dynamical times
at large radii the cannibalized galaxy’s stars persist coherently as fossil evidence of ancient events,
and many properties of the initial satellite are reflected in its debris even after it is fully disrupted.
1.1 Formation of tidal debris
By the time dwarf galaxies are at the point where their stars are being significantly disturbed by a
larger neighbor they will have lost most of their gas to hydrodynamic processes like ram–pressure
stripping, and gas can therefore be assumed to be dynamically unimportant. At this stage, the
physics that describe the tidal disruption of a satellite galaxy become relatively simple in that only
Newtonian gravity is required and a number of excellent approximations are available, but also
immensely rich in details so that many properties of the host, satellite, cosmology, and even the
fundamental nature of dark matter can be investigated. In this Section we will outline the basic
principles of the dynamics and provide the larger context in which this Thesis was conducted.
1.1.1 Essentials of tidal disruption
Consider first the situation where a satellite of mass m is on a circular orbit of radius R around its
host galaxy, which has mass M >> m. To understand the dynamics of tidal debris in this situation,
we are interested in the motion of a test particle in the joint potential Φ(x); this is the restricted
three–body problem. In a reference frame with the center of mass at the origin and rotating with
angular speed Ω =
√
G(M + m)/R3, the test particle now experiences a potential that is static,
but that contains an additional centrifugal term. If the plane of rotation is perpendicular to the z
coordinate this results in an effective potential Φeff(x) = Φ(x) − 12Ω2ρ2, where ρ is the cylindrical
radius. In this new effective potential the energy E is no longer conserved; instead, it is replaced
as an integral of motion by the Jacobi integral, EJ = 12v
2 + Φeff(x) (e.g. Szebehely 1967).
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The key thing to note about this system is that there are two saddle points in the effective
potential in close proximity to the satellite, along the line connecting the two bodies. These are the
familiar Lagrange points L2 and L3. The existence of these extrema means that there are closed
isopotentials that encircle only the satellite (c.f. Binney & Tremaine 2008, Figure 8.6). A particle
near the satellite with EJ < EJ(L3) will remain there – this is the situation for many stars in a
globular cluster or accreted dwarf galaxy, for example, since if they didn’t satisfy this criteria they
would already have moved away into the larger potential. This means that stars still bound to the
satellite exist with a radius set approximately by the distance between its center and L3, called its







and that outside this radius the effective potential can repel stars away from the satellite. The
limitations of the approximations from which it is derived should be remembered. In particular,
most satellite orbits will not be circular and so in general there is no uniformly rotating frame in
which the potential is stationary. King (1962) replaced the circular radius R with pericenter radius
rp in this situation, which numerical experiments have shown to work very well. In addition, the
shape of the isopotentials is not circular and therefore only approximately described by a single
radius, and stars will be stripped at different configuration space radii depending on the sense of
their rotation about the satellite (Read et al. 2006). Nevertheless, this useful quantity will appear
several times in this Thesis.
It is easy to imagine that occasionally a star, initially confined, will receive enough energy
through some process to gain EJ > EJ(L3). If the injection is large enough then the star might
move in nearly any direction away from the satellite, but more likely is the scenario where it
only marginally exceeds the potential barrier and therefore leaves in the vicinity of a Lagrange
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point. If its path takes it out through the inner Lagrange point it will be moving on an orbit that
is very similar to the satellite’s but with slightly lower energy; in physically reasonable galactic
potentials this means that it will orbit the host slightly faster. Similarly, stars leaving through the
outer Lagrange point will be moving more slowly. As many stars leave, these positive and negative
orbital velocity offsets result in them stretching out in front of and behind the satellite, respectively;
this is the origin of the twinned tidal tails characteristic of a disrupting satellite. Many more details
regarding this process are provided in Chapter 3.
A wide variety of processes contribute to the mass loss from a stellar system. Even in isolation,
two–body relaxation from close encounters between stars will lead to energy transfers that drive
both the escape of stars and the contraction towards the core; this is more important for globular
clusters since they are collisional systems (e.g. Spitzer & Thuan 1972). In the presence of an
external field, a satellite may be subject to a tidal or bulge shock if it is on an eccentric orbit. As it
approaches pericenter the tidal field will accelerate stars, particularly in the outskirts, which may
unbind them (Aguilar et al. 1988). A similar process occurs if the potential contains a disk; in this
case a compressive disk shock will pump energy into the system with the same result (Ostriker et al.
1972). In addition, resonant interactions between the orbits inside the satellite and the orbit of the
satellite as a whole continue to heat stars even in the adiabatic limit where the tidal field changes
slowly enough that the impulse approximation for tidal and disk shocks is not valid (Weinberg
1994; Choi et al. 2009).
1.1.2 Phase mixing
After a star has been lost by internal dynamics, shocks, or resonances, it will orbit in the host
potential. As a first approximation assume that it is not further influenced by the satellite. The
star’s orbit will be slightly offset from that of the satellite (both in configuration space and in
terms of its integrals of motion) by an amount controlled by the details of the interaction. The
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collection of stars will form a compact distribution in conserved quantities. However, each part
of that space –in realistic galactic potentials– describes orbits that have different frequencies (or,
equivalently, orbital periods), and therefore they immediately begin to drift apart in configuration
space. Considering the simple case of a spherical potential, as mentioned above stars with different
energies will have different orbital periods, making them spread out approximately along the
progenitor’s orbit. Similarly, variance in the total angular momentum will thicken the forming
stream in the plane of the orbit due to differing rates of azimuthal precession of the position of
their apocenters, while misalignments of the angular momentum vector provide the stars with
misaligned orbital planes, thickening the stream perpendicular to the orbit (e.g. Johnston et al.
2001). Since the mass loss is nearly continuous new particles are regularly injected into the stream
and a complex interplay between the mass loss rate and the frequency differentials can create
significant structure or ‘feathering’ in the debris. The process of spreading in configuration space
due to orbital frequency offsets is termed phase mixing. The same idea can be generalized to
aspherical potentials (Erkal et al. 2016) or restated by labeling orbits using action–angle variables
rather than energy and angular momentum (Dehnen & Hasanuddin 2018) but the basic principle is
retained.
Once phase mixing has proceeded to an advanced state the debris may fill a large portion of the
volume set by its maximum energy, making it potentially difficult to observe visually due to very
low density. However, one feature of this process can significantly improve the chances of detecting
tidal debris kinematically instead: the incompressibility of phase space. Since we expect that
the distribution function of the debris will obey the collisionless Boltzmann equation, Liouville’s
theorem then demands that the phase space density around a star be conserved. Since the debris is
spreading through configuration space then its velocity dispersion must decrease (Helmi & White
1999). Detecting velocity substructure with spectroscopic (c.f. Schlaufman et al. 2009; Starkenburg
et al. 2009) or astrometric (Helmi et al. 1999) missions is therefore an attractive way to identify
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ancient accretion events.
Phase mixing is also responsible in part for the dual morphological categories usually assigned
to tidal debris: shells and streams. As discussed, streams contain stars which are slowly flowing
away from the progenitor due to different orbital periods; their visual appearance approximates an
orbit, although they can be highly structured. The other commonly defined class are the shells.
These tend to be wide fans of light with a sharp radial edge; a single galaxy can contain dozens
of them. Given enough time, these features evolve naturally from streams, in a process that can
be heuristically understood in the following way. Stars in the debris contain a substantial range
in both energy and angular momentum. They will rapidly sort themselves such that a given point
on the stream is nearly monoenergetic, and further the energy gradient will be extremely shallow;
therefore, they have nearly the same apogalacticon distance, which they reach at nearly the same
time. Simultaneously, this monoenergetic group has been precessing at slightly different rates, so
when they reach apocenter they will do so with a range of position angles. When this range is
comparable to or larger than the position angle covered by the stream near apocenter, the debris’
appearance qualitatively changes as it become dominated by the sharp isopotential boundary. This
also explains the many shells that can appear, since as the stream wraps many times each wrap will
have a different energy, corresponding to a variety of shell radii. The structure of the shell system
is thus directly tied to the integral of motion distribution in the debris, the time since infall, and
the host potential. Chapter 3 elaborates on some of the many details that control this process in
practice.
1.2 Observations of tidal debris and their implications
Of course the hierarchical merger picture must be confronted with observations in the real Universe.
Unfortunately, much of the evidence of disrupting satellites has extremely low surface brightness
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and is therefore very difficult to observe. Various models suggest that to detect typical events
observations must go below 30 mag arcsec−2 (Bullock & Johnston 2005; Cooper et al. 2010), well
below the typical brightness of the night sky. Direct imaging is therefore typically limited to the
most massive and recent events. With the advent of the age of large surveys covering thousands of
square degrees on the sky, even this shallow view has provided a valuable window on the assembly
of galaxies. Relatively nearby, directly counting individual stars can go significantly deeper and
provide more information but is very expensive and has therefore only been done for a few systems.
Despite the many technical difficulties, instrumentation and analysis techniques designed to probe
this regime are rapidly evolving (see below). It seems clear the field has recognized that the low
surface brightness universe provides an expansive space for discovery. In this Section we describe
some of the historical progress, ongoing work, and future prospects regarding these issues both in
the Milky Way and abroad.
1.2.1 In the Milky Way
Our home Galaxy provides by far the most tools to search for tidal debris. Individual stars are
easily visible well down the main sequence, and their proximity means that often not only their sky
position but also their radial velocity, chemical composition, and proper motions can be determined.
Each of these has been used to identify new substructure or elucidate the origin of known features.
In addition, the potential in the inner parts of the Galaxy is known with sufficient precision that
orbits can be calculated to estimate integrals of motion or track moving groups back in time.
Even given these advantages, the fraction of stars in the Galaxy in substructure is very small and
therefore detections of such have been elusive. Hints of a tidal debris structure from a cannibalized
galaxy were first provided by Ibata et al. (1994); the authors detected the Sagittarius dwarf galaxy
and noted that, despite similarity to the other dwarf spheriodal galaxies in most ways, it was highly
elongated. Given its proximity to the Galactic center they proposed tidal disruption as the cause.
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Various follow–up studies identified different parts of its debris but the all–sky map using 2MASS–
detected M giant stars (Majewski et al. 2003) finally showed the full extent of its two tidal arms that
completely encircle the Milky Way. It is difficult to imagine more convincing evidence of ongoing
accretion than the Sagittarius Stream. In fact this structure covers a huge fraction of the sky and
workers in this field must be careful not to ‘rediscover’ it in their analysis.
In this period there was also a focus was on overdensities of various kinds of tracers, which
resulted in the detection of a number of diffuse, amorphous structures that cover many square
degrees on the sky. Some of the better studied of these include the Virgo Overdensity (Vivas et al.
2001), the Hercules-Aquila Cloud (Belokurov et al. 2007a), Triangulum-Andromeda (Rocha-Pinto
et al. 2004), and A13 (Sharma et al. 2010). These have often been described as due to satellite
accretion on a radial orbit (i.e. shells seen from the inside) although it is now believed that at least
the latter two are actually disk material kicked out of the plane by the Sagittarius dwarf (Bergemann
et al. 2018).
As mentioned above, the genesis of wide, deep, multiband photometric surveys sparked an
entire industry of substructure detection in the Milky Way; for example, the tidal tails of the
globular cluster Palomar 5 were detected in Sloan Digital Sky Survey (SDSS) commissioning data
(Odenkirchen et al. 2001). Key in this process is the idea of a ‘matched filter‘, wherein one takes
the colors and apparent magnitudes measured for e.g. a particular globular cluster and applies it as a
cut on the data. The apparent magnitude can be shifted up and down to search at different distances.
This efficiently removes much of the contamination and makes spotting density structure much
easier. Perhaps the best–known application of a matched filter is the Field of Streams (Belokurov
et al. 2006), which shows a number of tidal streams crisscrossing the SDSS footprint in addition to
several of the overdensities already mentioned. The Sagittarius stream appears prominently in this
view but second–largest and also of note is the Orphan Stream, so named because its progenitor
is unknown. We will return to the Orphan Stream in Chapter 2 of this work. More recently the
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Dark Energy Survey has generated a matched filter map of the Southern sky, which like the Field of
Streams is filled with structure; they report detection of four known and eleven previously unknown
streams (Shipp et al. 2018).
Eventually we expect that phase mixing will disperse tidal debris to such a degree that they are
no longer apparent in configuration space. Here again large–scale surveys, this time spectroscopic
or astrometric instead of photometric, can tease out the fine structure. One of the first substructures
discovered was in the Hipparcos data using full 6–dimensional phase space information (Helmi
et al. 1999), demonstrating at once the power of the method and the ubiquity of such structures as
expected if most of the stellar halo is build from disrupted streams. Historically astrometry has been
limited to a very local volume so spectroscopic surveys that probe fewer phase space dimensions
but that have much further reach have filled the gap. A subset of these efforts include the work
done with data from SEGUE (c.f. Schlaufman et al. 2009) which identified more than two dozen
velocity substructures and the ‘Spaghetti Survey’ (Starkenburg et al. 2009) which found that up to
100% of halo stars are in substructure. The recent Gaia Data Release 2 has provided (at least two
dimensions of) astrometry for over a billion stars and is already being mined in new ways; at least
five and possibly many more new streams have been detected (e.g. Malhan et al. 2018; Ibata et al.
2018).
1.2.2 In the Local Volume
Slightly farther afield, out to a few Mpc, it is sometimes still possible to resolve galaxies into their
individual (bright) stars. Pioneered by the Pan–Andromeda Archeological Survey (PAndAS, Ibata
et al. 2007; McConnachie et al. 2009; Ibata et al. 2014) these studies can reach extremely low
effective surface brightnesses and therefore detect structures that would be invisible in integrated
light observations. However, galaxies that are close enough to be resolved also cover enormous areas
on the sky; for example, PAndAS maps the stellar halo of M31 to about 150 kpc, covering a circle
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nearly 20◦ in diameter which required over 400 CFHT MegaCam fields. Numerous discoveries
resulted from this effort, however: Andromeda features a Giant Stellar Stream (Ibata et al. 2001),
the likely result of a merger with a satellite similar to the Large Magellenic Cloud (Fardal et al.
2013) as well as a number of smaller structures (variously referred to as ‘clumps‘, ‘clouds‘, and
‘streams‘) at lower metallicities that probably result from more minor mergers. Tidal tails from its
close neighbors M33 and NGC147 are also apparent. Some of the outer substructure has associated
globular clusters which allow radial velocities to be measured, a great advantage for modelers.
There are few other systems where similar work has been done, but all are very interesting. For
example, NGC 891 is not as familiar as Andromeda but sits in the Local Volume at about 8 Mpc.
It is an edge–on spiral galaxy similar to our own. Mouhcine et al. (2010) mapped the Red Giant
Branch (RGB) stars in its inner halo and found that it is encircled by multiple wraps of tidal arms
that are apparently nearly perpendicular to the disk plane and at a projected galactocentric distance
of about 40 kpc. This geometry seems to be nearly identical to that of the Sagittarius Stream around
the Milky Way (although no core remains visible), an incredible coincidence. Recently Centaurus
A, the nearest giant elliptical galaxy, has been added to the list of galaxies with RGB stars resolved
deep into its halo by the Panoramic Imaging Survey of Centaurus and Sculptor (PISCeS, Crnojević
et al. 2016). Here again the halo is filled with streams and shells, including a dwarf galaxy plainly
in the act of tidally disrupting.
To go even farther out, one can use star count maps from Hubble Space Telescope. These
can detect structure down to effective surface brightnesses well below 32 mag arcsec−2. However,
Hubble’s small field of view and the difficulty of obtaining orbits make it inefficient for exploratory
studies when the halos of nearby galaxies can cover many tens of square degrees on the sky. In the
near future the Large Synoptic Survey Telescope (LSST) will be a powerful tool for this type of
work in the Local Volume. In the longer term theWide–Field Infrared Survey Telescope (WFIRST)
will make detecting resolved stellar populations routine to nearly 10 Mpc by obtaining HST–like
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observations out to the virial radius of galaxies in a single pointing thanks to its enormous field of
view.
1.2.3 Beyond the Local Volume
At still larger distances individual stars are too faint to resolve and so our knowledge of their low
surface brightness outskirts relies on integrated light. While providing somewhat less information,
there is still much to be learned from the morphologies, frequencies, and colors of such structures,
especially in the sense of placing the Milky Way system in its cosmological context.
While not explicitly dedicated to tidal debris, the well–known Arp Atlas of Peculiar Galaxies
(Arp 1966) containsmany examples including the first description of a ‘shell’ as such. This and other
early studies were somewhat limited by their use of photographic plates, but only relatively recently
has CCD imaging surpassed them and delivered large samples for analysis. Most commonly, these
samples come from reexamination of existing survey data spanning the gamut of large photometric
studies, including SDSS DR7 (Miskolczi et al. 2011), the CFHT Legacy Survey (Atkinson et al.
2013), ATLAS3D (Duc et al. 2015), SDSS DR10 (Morales et al. 2018a), the DECam Legacy
Survey (Hood et al. 2018b), and the HSC-SSP (Kado-Fong et al. 2018). These may or may not
have additional processing to enhance tidal features. On the other end of the spectrum are smaller,
purpose-built instruments that can often produce deeper images at some cost to sample statistics
(e.g. Martínez-Delgado et al. 2010; Abraham & van Dokkum 2014).
Direct comparison between these studies is difficult due to widely varying coverage, depth, and
sample selection. Most of the large surveys seem to agree that 15-20% of galaxies host tidal features
of some kind at a surface brightnesses limit of ∼ 28 mag arcsec−2, with a tendency for brighter or
more massive galaxies to host both more features and shells rather than streams. This is consistent
with (i) more mergers that produce debris above the observational limit in larger halos, as expected
from the satellite mass function, and (ii) larger halos having more radially biased satellite orbits,
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which is observed in cosmological N-body simulations (e.g. Benson 2005). There is likely some
additional scatter between studies depending on the type of masking and model galaxy subtraction
used as well as the personal feelings of the identifier/classifier.
Recently there have been several studies that provide qualitatively different perspectives on
these problems. First, Hood et al. (2018b) combined deep DECam Legacy imaging with data from
the REsolved Spectroscopy Of a Local VolumE (RESOLVE) survey, providing for the first time a
volume–limited view of the tidal features around ∼ 1000 galaxies. RESOLVE also contains gas
masses or 10% upper limits for the entire sample along with stellar masses and other information.
Interestingly, they find that gas–poor galaxies follow the expected trend of increasing likelihood of
hosting a tidal feature with increasing stellar mass but that tidal features are not more likely around
high–mass gas–rich galaxies than low–mass ones. This suggests that some features, especially
around disk galaxies, are actually the reaction of the host to a perturbation from a neighbor rather
than tidal debris as described above.
Another innovation due to Kado-Fong et al. (2018) is the automatic detection of substructures.
Starting from 21,208 galaxies with SDSS spectra in 200 degrees of the Hyper Suprime-Cam Subaru
Strategic Program Wide survey, they gathered a sample of 1,201 galaxies hosting tidal features.
Theywere able to eliminate 93%of the initial sample as non–hosts by examining the high–frequency
structure of their images using a wavelet decomposition, leaving a muchmore reasonable number of
galaxies to be visually classified. The full HSC–SSP will have orders of magnitude more galaxies
to examine, and tools like this will be crucial in a future of surveys with ever growing depth and sky
coverage. For example, LSST will image the entire Southern sky with surface brightness sensitivity
at least a magnitude deeper than HSC Wide (Ivezic et al. 2008). We will provide a different take
on automatic detection in Chapter 4.
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1.3 Structure of Dissertation
This Thesis examines various aspects of tidal debris, from observational, computational, and
theoretical perspectives both in the Milky Way and around galaxies more generally. The remaining
chapters are laid out as follows.
In Chapter 2, we present observations of 32 candidate RR Lyrae stars in the Orphan tidal stream
taken as part of the Spitzer Merger History and Shape of the Galactic Halo (SMHASH) program.
The extremely tight correlation between the periods, luminosities, and metallicities of RR Lyrae
variable stars in the Spitzer IRAC 3.6µm band allows the determination of precise distances to
individual stars; the median statistical relative distance uncertainty to each RR Lyrae star is 2.5%.
By fitting orbits in an example potential we obtain an upper limit on the mass of the Milky Way
interior to 60 kpc of 5.6+1.2−1.1 × 1011 M, bringing estimates based on the Orphan Stream in line
with those using other tracers. The SMHASH data also resolve the stream in line–of–sight depth,
allowing a new perspective on the internal structure of the disrupted dwarf galaxy. Comparing
with N–body models we find that the progenitor had an initial dark halo mass of approximately
3.2 × 109 M, placing the Orphan Stream’s progenitor amongst the classical dwarf spheroidals.
In Chapter 3 we outline a novel approach to probing the orbital distributions of infalling satellite
galaxies using the morphology of tidal debris structures. It has long been understood that the
destruction of satellites on near-radial orbits tends to lead to the formation of shells of debris, while
those on less eccentric orbits produce tidal streams. We combine an understanding of the scaling
relations governing the orbital properties of debris with a simple model of how these orbits phase-
mix over time to produce a ‘morphology metric’ that more rigorously quantifies the conditions
required for shells to be apparent in debris structures as a function of the satellite’s mass and orbit
and the interaction time. Using this metric we demonstrate how differences in orbit distributions
can alter the relative frequency of shells and stream structures observed around galaxies. These
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experiments suggest that more detailed modeling and careful comparisons with current and future
surveys of low surface brightness features around nearby galaxies should be capable of actually
constraining orbital distributions and provide new insights into our understanding of structure
formation.
To date, studies of tidal debris structures have been hampered by reliance on by-eye identification
andmorphological classificationwhich leaves their interpretation significantly uncertain. In order to
use large samples of debris structures to infer something about their origin a more objective method
is required. In Chapter 4 we present a new machine-vision technique based on the Subspace–
Constrained Mean Shift algorithm which can perform these tasks automatically. By applying
this tool to controlled N-body simulations of minor mergers we demonstrate that the extracted
classifications correspond to the well-understood underlying physics described in Chapter 3, and
additionally demonstrate how an unsupervised classifier enables an understanding of realistic
sources of uncertainty regarding the morphology – here, the effect of inclination.
Finally, in Chapter 5, we summarize the results of this Thesis, and propose several directions




SMHASH: Anatomy of the Orphan Stream
using RR Lyrae stars
2.1 Introduction
Tidal debris structures are striking evidence of hierarchical assembly – the premise that the Milky
Way and systems like it have been built over cosmic time through the coalescence of many smaller
objects (White & Rees 1978; Johnston et al. 1996; Bullock et al. 2001; Freeman &Bland-Hawthorn
2002). Some of this construction is in the form of major mergers, where two near–equal mass
galaxies collide and their stars are redistributed wholesale as the new galaxy violently relaxes.
However, in the prevailing Λ – cold dark matter (ΛCDM) model, the vast majority of mergers (by
number) are minor (Fakhouri et al. 2010) where one halo, the host, dominates the interaction and
a smaller object, the satellite, is dragged inward by dynamical friction and eventually stripped of
mass by tidal forces. When the luminous component is disrupted the stars may form a stellar tidal
stream or shell, depending on the parameters of the interaction (e.g. Johnston et al. 2008; Amorisco
This section contains text from an article published in the Monthly Notices of the Royal Astronomical Society
(Hendel et al. 2018).
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2015; Hendel & Johnston 2015). The study of tidal features therefore probes the accretion histories
of galaxies.
Stellar tidal streams are also key tools for our current understanding of the Milky Way’s
gravitational potential. The techniques applied to measure the potential are wide–ranging but
commonly a few–parameter potential model is varied in an attempt to match simulations to the
available data. Historically, the streams used most often for this purpose are the Sagittarius dwarf
galaxy’s stream (Majewski et al. 2003; Law & Majewski 2010; Gibbons et al. 2014) and various
globular cluster streams such as Palomar 5 and GD-1 (Koposov et al. 2010; Küpper et al. 2015;
Pearson et al. 2015; Fritz & Kallivayalil 2015; Bovy et al. 2016).
The Orphan tidal stream (Grillmair 2006; Belokurov et al. 2006) has several advantages over
the other streams mentioned above. It forms a smooth arc that is significantly longer (detected
length of ≈ 108◦, Grillmair et al. 2015), wider (∼ 2◦, Belokurov et al. 2006), and farther from
the Galactic centre (> 50 kpc, Newberg et al. 2010; Sesar et al. 2013) than any of the commonly
studied globular cluster streams. Along with its total luminosity (Mr < −7.5, Belokurov et al.
2007b) and metallicity spread of 0.56 dex (Casey et al. 2013), these characteristics suggest a dwarf
spheroidal galaxy as the likely origin, but the progenitor is elusive and possibly nearly completely
disrupted by the Galaxy’s tidal field (Grillmair et al. 2015). In contrast to the Sagittarius stream,
the Orphan Stream has a uniform appearance and cold velocity structure; the Sagittarius stream
is notoriously complex, featuring multiple wraps, bifurcated tails, and several stellar populations
with different kinematics (Belokurov et al. 2006; Koposov et al. 2012; Gibbons et al. 2017). The
orbital planes of the Orphan and Sagittarius streams are misaligned by ∼ 67◦ (Pawlowski et al.
2012), making the combination of the two an attractive target for multi–stream potential measuring
methods (Sanderson et al. 2015; Bovy et al. 2016).
The Orphan Stream also has the advantage of a well–filled horizontal branch resulting in
numerous classes of stars that may be used as standard candles for distance estimation, for example
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the Blue Horizontal Branch (BHB) stars studied by Newberg et al. (2010). Of particular relevance
to this work, the Orphan Stream contains a significant population of RR Lyrae stars (RRL), which
have been the focus of several recent efforts to improve distance measurement into the Galactic halo
(e.g. Sesar et al. 2017; Hernitschek et al. 2017). These stars make excellent standard candles using
period–luminosity (PL) relations with their near– or mid–infrared magnitudes (Longmore et al.
1986; Bono et al. 2001, 2003; Catelan et al. 2004; Braga et al. 2015). In addition to the advantage
of decreased extinction at these longer wavelengths compared to the V band (AV/A[3.6µm] ∼ 15,
Cardelli et al. 1989; Indebetouw et al. 2005), the PL relation has also been shown to have a small
intrinsic scatter in the infrared (Madore et al. 2013; Neeley et al. 2015; Muraveva et al. 2018).
Recently these relations have been extended to include a metallicity component (Neeley et al. 2017)
with the effect of further decreasing the uncertainty on individual stars’ absolute magnitudes and
thus removing scatter in measured distances for systems with a large range in metallicity, such as
the Orphan stream.
The Spitzer Merger History And Shape of the Galactic Halo (SMHASH) program builds
upon the previous Carnegie RR Lyrae Program (CRRP, Freedman et al. 2012) to leverage these
excellent distance indicators and explore a variety of Local Group substructures including five
dwarf galaxies (Sagittarius, Sculptor (Garofalo et al. 2018), Ursa Minor, Carina, and Boötes) along
with the Sagittarius and Orphan tidal streams. As we will show, the precision is such that we are
able to resolve the three–dimensional structure of the stream, granting special access to a system
that is in many ways the archetypal minor merger event.
In this work we present Spitzer Space Telescope (Werner et al. 2004) Infrared Array Camera
(IRAC, Fazio et al. 2004) 3.6µm magnitudes and inferred distances to 32 candidate Orphan Stream
RR Lyrae stars with the principal goal of informing future studies of the Galactic potential and
Orphan Stream progenitor. In Section 3.5 we describe our Spitzer photometry and the calculation of
apparent magnitudes. Section 2.3 describes how we derive distances to individual Orphan stream
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stars. In Section 2.4 we define a procedure to fit orbits to the RRL and measure bulk properties of
the stream; in Section 2.5 we investigate the extent to which the orbit fits place constraints on the
mass of the Milky Way. Section 2.6 studies the Orphan progenitor and Section 2.7 concludes.
2.2 Observations & Data Reduction
2.2.1 Data Selection
The RR Lyrae stars selected for observation in the SMHASH Orphan program are the 31 ‘high
probability’ candidate stream members of Sesar et al. (2013); these stars are all fundamental–mode
pulsators (RRab). Also included is one ‘medium probability’ candidate, RR5, because it was
measured at a large distance despite having a line–of–sight velocity somewhat discrepant with
expectations for the Orphan stream given its position. The stars were identified from a compilation
of three synoptic sky surveys: the Catalina Real–Time Sky Survey (CRTS, Drake et al. 2009),
the Lincoln Near Earth Asteroid Research (LINEAR, Stokes et al. 2000) survey, and the Palomar
Transient Factory (PTF, Law et al. 2009; Rau et al. 2009). Sesar et al. (2013) obtained low–
resolution follow–up spectroscopic observations in order to implement a Galactic standard of rest
velocity cut as part of their stream membership criteria. All of our targets therefore have uniformly
determined metallicity (on the Layden 1994 system, which is calibrated to the globular cluster
metallicity scale of Zinn &West 1984) and line–of–sight velocity measurements with uncertainties
of 0.15 dex and ∼ 15 km/s, respectively. Their catalogue number in Table 2.1 is in order of
decreasing declination, which approximately corresponds to a sequence of increasing apparent
magnitude and decreasing Heliocentric distance (see Figure 2 in Sesar et al. 2013).
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2.2.2 Spitzer Observations
The mid–infrared observations presented here were collected using the Infrared Array Camera
(IRAC) on the Spitzer Space Telescope as part of the Warm Spitzer Cycle 10 between 2014 June
19 and 2015 August 31 (Johnston et al. 2013). Each star was observed in 12 epochs at 3.6 µm only.
The targets selected in the Orphan stream span a wide range in distance and therefore cover a
significant range in apparent infrared magnitude. In order to achieve a sufficient signal–to–noise
ratio on the individual epochs for both the nearest and most distant targets, the stars were divided
into two groups based on their distances from Sesar et al. (2013) and their anticipated apparent
magnitude from theK–band period–luminosity relation. The closer, brighter targets (with estimated
distances less than ∼ 40 kpc) were observed at each epoch with five dithered 100 s exposures, with
all 12 epochs approximately uniformly spaced over a single pulsation cycle. The more distant,
fainter targets used 25 dithered 100 s exposures to obtain the required S/N ratio. However, given the
longer exposure times and the short pulsation cycle of the RRL, it was not possible to schedule all 12
observations within a single pulsation cycle. Instead these observations are spaced non–uniformly
over several cycles, with typically 8–10 days between the first and last observation of a given target.
2.2.3 Photometry
Individual Basic Calibrated Data (BCDs) generated by IRAC pipeline version S19.2 were down-
loaded from the Spitzer Science Center (SSC). Mosaics were created with the SSC–provided
software mopex (Makovoz & Khan 2005); both individual– and all–epoch (‘master’) mosaics for
each field were produced with a 0.6 arcsec pixel scale. Point spread function (PSF) photometry was
performed using the DAOPHOT/ALLSTAR/ALLFRAME program suite (Stetson 1987, 1994).
Further details of the SMHASH photometric procedure will be provided in an upcoming work
(Garofalo et al. 2018).
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The Orphan Stream is highly diffuse so crowding from other stream members is not important,
but we find PSF photometry useful regardless to eliminate any contribution from field stars aligned
by chance with the RRL. PSF stars were required to appear in at least 75% of dithers and were
chosen from uncrowded stars as determined by visual examination. For each target the PSF made
from the epoch 1 mosaic is used on all epochs. Experiments with several stars showed no difference
in measured magnitudes when using a PSF made from epoch 1, the master mosaic, or individual
PSFs for each epoch.
The photometry was calibrated to the IRAC Vega magnitude system using the standard IRAC
aperture correction procedure on the master mosaics, with inner and outer aperture radii of 6 and
14 pixels, respectively. Location corrections were applied to adjust for pixel–to–pixel sensitivity
variations using the Warm Mission array location–correction images following the procedure
outlined in the Warm Spitzer analysis documentation.
2.2.4 Light Curves & Average Magnitudes
The phase–folded lightcurves for each of our observed stars, using the period and time of maximum
brightness determined from the optical data (Table 2.1), are presented in Figure 2.10; a subset is
shown in Figure 2.1. Each lightcurve is repeated for 3 phase cycles to highlight the variability. Stars
where the telescope’s scheduling resulted in multiple samples of the same point in phase (e.g. RR9,
RR18) underscore Spitzer’s precision photometric capabilities; the measured magnitudes of field
stars have typical root–mean–squared variations of 0.03 mag between epochs, somewhat less than
their mean single–epoch photometric uncertainty. The single-epoch magnitudes measured for each
RRL are provided as an electronic supplement to this article. These have magnitude uncertainties
of approximately 0.03 mag for the nearby subset and 0.02 mag for the farther subset which, while
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Figure 2.1: Four example 3.6µm SMHASH RRL lightcurves. Each is repeated for three phase
cycles to highlight their periodic behaviour. The remainder are displayed in Figure 2.10. The
infrared lightcurves display a more sinusoidal shape than the sharply peaked and skewed optical
lightcurves, as expected. This subset demonstrates the difference in phase coverage between the
near and far subsamples; the more distant stars (RR5, RR17) may have substantial gaps resulting
from the telescope’s scheduling but often also smaller uncertainties in individual measurements
due to the larger number of BCDs per epoch.
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each subset) the uncertainty decreases approximately with the square root of the flux, we conclude
that photon count statistics are likely the dominant source of photometric uncertainty.
A smooth lightcurve is obtained from the observations using the Gaussian Local Estimation
(GLOESS, Persson et al. 2004) algorithm. This technique evaluates the magnitude at a point in
phase by fitting a second–order polynomial to the data, whose contributions to the fit are inversely
weighted by the combination of both their statistical uncertainties and Gaussian distance from the
point of interest. We use a Gaussian window of width 0.25 (in phase); the flux–averaged magnitude
obtained from the fitted curve is not at all sensitive (∆m = 1 − 3 × 10−4 mag) to this smoothing
length for any reasonable choice. The GLOESS lightcurve is used to determine the time–averaged,
intensity–weighted mean magnitude. We compute the uncertainty on this quantity by adding in







where N is the number of observations, σi is an individual epoch’s photometric uncertainty, and σfit
is the uncertainty on the averagemagnitude calculated from theGLOESS fit. The latter is dependent
on the observing scheme; one can show that the uncertainty on mean magnitude decreases as 1/N
if the lightcurve is sampled uniformly, in contrast to the slower 1/√N drop for data that has been
randomly sampled (Freedman et al. 2012). Following the method of Scowcroft et al. (2011), we
take advantage of this property where appropriate and compute σfit = A/(N
√
12) for the brighter,
uniformly sampled stars and σfit = A/(
√
12N) for the fainter, nonuniformly observed subset, where
A is the amplitude of the GLOESS lightcurve. Table 2.1 compiles the SMHASHmean magnitudes
calculated in this way along with the archival data.
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Table 2.1: Distances and Light Curve Parameters of SMHASH Orphan RR Lyrae stars
ID R.A. Decl. Period HJD0 a [3.6] mag b [3.6] amp. A[3.6] c [Fe/H] Helio. Distance
(J2000) (J2000) (days) (days) mag mag mag kpc
RR4 142.596437 49.440867 0.677648 54265.667221 17.39 ± 0.01 0.16 0.003 -2.32 44.04 ± 1.06
RR5 139.486634 49.043981 0.595984 54508.734151 17.79 ± 0.02 0.22 0.002 -2.05 48.88 ± 1.21
RR6 143.840446 47.091109 0.530818 55887.972840 17.94 ± 0.03 0.34 0.002 -2.37 50.91 ± 1.36
RR7 141.771831 46.359489 0.639017 55590.054047 17.67 ± 0.02 0.26 0.003 -1.94 47.27 ± 1.19
RR9 144.271648 42.603354 0.567199 54913.653005 17.63 ± 0.02 0.22 0.002 -2.08 44.36 ± 1.10
RR10 142.541300 42.570500 0.649151 54157.679811 17.70 ± 0.02 0.21 0.002 -2.53 50.62 ± 1.26
RR11 144.881448 41.439236 0.624166 56271.888900 17.39 ± 0.02 0.20 0.002 -2.56 43.26 ± 1.07
RR12 146.057798 40.220714 0.711552 56334.821312 17.21 ± 0.02 0.23 0.003 -2.35 41.61 ± 1.04
RR13 143.482581 39.134007 0.527853 54415.904058 17.73 ± 0.02 0.19 0.002 -2.22 45.47 ± 1.11
RR14 143.913227 38.853250 0.504139 53789.793479 18.00 ± 0.01 0.15 0.002 -2.36 51.21 ± 1.23
RR15 146.447585 37.553258 0.624026 54913.654037 17.00 ± 0.02 0.18 0.002 -2.14 34.87 ± 0.85
RR16 148.586324 37.191956 0.573213 54941.722401 17.52 ± 0.01 0.15 0.002 -2.18 42.81 ± 1.03
RR17 142.909363 37.002696 0.582839 55598.766679 17.41 ± 0.02 0.18 0.002 -2.73 43.01 ± 1.05
RR18 146.008547 36.265846 0.594436 53789.812373 17.30 ± 0.01 0.16 0.002 -2.27 39.53 ± 0.96
RR19d 146.390649 35.795310 0.755026 52722.727848 16.85 ± 0.01 0.05 0.002 -1.96 34.92 ± 0.81
RR23 150.579833 26.598017 0.573755 53078.770191 16.95 ± 0.03 0.31 0.004 -2.42 33.61 ± 0.89
RR24 150.243511 25.826153 0.708142 54476.844880 16.63 ± 0.01 0.16 0.005 -2.14 31.17 ± 0.75
RR25 150.647213 25.247547 0.542891 54539.656204 16.87 ± 0.02 0.20 0.005 -2.12 30.83 ± 0.76
RR26 151.892507 24.831492 0.620861 53788.855568 16.83 ± 0.02 0.23 0.006 -2.09 32.09 ± 0.80
RR27 150.544334 24.257983 0.604737 54595.657970 16.82 ± 0.02 0.27 0.005 -1.86 30.89 ± 0.79
RR29 153.996368 19.222735 0.645174 53816.785913 16.50 ± 0.02 0.23 0.004 -2.00 27.84 ± 0.70
RR30 153.698975 19.125864 0.630652 54149.788097 16.35 ± 0.02 0.18 0.005 -2.09 25.86 ± 0.63
RR31 154.238008 18.790623 0.508603 52648.880186 16.33 ± 0.02 0.24 0.005 -1.97 23.06 ± 0.58
RR32 154.824925 18.226018 0.578446 54084.925828 16.73 ± 0.02 0.22 0.005 -1.61 28.42 ± 0.70
RR33 154.469145 17.427796 0.575995 54207.717695 16.84 ± 0.02 0.22 0.005 -1.75 30.16 ± 0.75
RR34 154.295002 17.131504 0.513222 53706.970133 16.66 ± 0.02 0.25 0.005 -1.88 26.71 ± 0.67
RR35 156.791313 15.992450 0.592709 54175.771290 16.45 ± 0.02 0.25 0.005 -2.32 26.84 ± 0.68
RR39 158.493827 9.235715 0.554073 53851.699888 16.34 ± 0.02 0.22 0.004 -2.00 24.13 ± 0.60
RR43 160.996538 3.565153 0.618892 53710.968168 16.64 ± 0.02 0.23 0.006 -2.31 29.87 ± 0.75
RR46 161.045184 0.876656 0.591287 54535.792607 16.70 ± 0.03 0.30 0.007 -1.58 28.26 ± 0.73
RR47 161.622376 0.491299 0.463190 54180.766355 16.34 ± 0.02 0.26 0.006 -1.50 21.31 ± 0.54
RR49 162.349340 -2.609458 0.523622 53054.827672 16.30 ± 0.02 0.25 0.006 -2.02 23.05 ± 0.58
a Reduced Heliocentric Julian Date of maximum brightness (HJD – 2400000)
b Extiction–corrected, flux–averaged 3.6µm apparent magnitude from GLOESS fit (Section 2.2.4)
c 3.6µm extinction from the Schlafly & Finkbeiner (2011) dust map calculated by
http://irsa.ipac.caltech.edu/applications/DUST/
d RR19 is likely not an RR Lyrae star (or a member of the Orphan Stream) but we
include it here for completeness.
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2.2.5 Membership and contamination
One of the principal difficulties in the study of halo substructure is separating tracers belonging
to the object of interest from the background of halo objects of the same type. While the surveys
contributing to the Orphan RRL catalogue are expected to be > 95% complete (Sesar et al. 2013),
partitioning the objects into members and contaminants is key to drawing any conclusions from
them. For this study of the Orphan Stream in particular, the issue is further complicated by one
of Sagittarius’ tails crossing the survey area around Galactic longitude l ∼ 200◦; fortunately the
Sagittarius debris is offset from the Orphan Stream in heliocentric radial velocity by ∼ 200 km s−1
in this part of the sky (e.g. Law et al. 2005). This section discusses several heuristics that may be
used to differentiate individual populations.
A typical way of separating stellar systems is identifying characteristic patterns in their chemical
abundances left by their star formation histories. Unfortunately, the SMHASH Orphan Stream
sample has amean [Fe/H] of -2.1 dex and a dispersion of about 0.25 dex, which is not distinguishable
from either the sample of stars in Sesar et al. (2013) whose kinematics are inconsistent with stream
membership or RR Lyrae stars more generally in the smooth halo (mean [Fe/H] ∼ −1.6, σ ∼ 0.3,
Drake et al. 2013). The mean metallicity can be used, however, to estimate how many Orphan
Stream stars we should expect in the survey area. Using the universal dwarf galaxy luminosity–
metallicity relation obtained by Kirby et al. (2013) and the Orphan Stream K–giant metallicity of
−1.63 ± 0.19 from Casey et al. (2013) (which should be more representative than the metal–poor
RRL), we calculate that the progenitor should have had a luminosity LV ∼ 1.6×106 L. Sanderson
(2016) found that the quantity log10 NRRLy/L is linear in metallicity with a scatter of 0.64 dex,
which, when combined with the luminosity estimate, implies that the Orphan debris system has of
order 100 RRL – with an uncertainty of ∼ 0.7 dex. Given that our precursor catalogues likely only
cover one tail of the stream and that there are approximately 20 stars without spectra that Sesar
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et al. (2013) find are consistent with the stream’s distance, we conclude that the observed RRL
population is appropriate given the probable progenitor.
Next we consider the contribution of a principal contaminant population – the smooth stellar
halo. For some time it has been known that the number density of halo RR Lyrae stars sharply
decreases at a Galactocentric distance of approximately 25 kpc (Saha 1985). More recent studies
have shown that the power law index of this decline is n = −4.5 or greater (Keller et al. 2008;
Watkins et al. 2009; Sesar et al. 2010; Cohen et al. 2017a). This is a significant advantage for
studies of substructures beyond about 30 kpc as contaminants from the smooth component become
almost negligible. For the case of the SMHASH Orphan footprint in particular, using the latest
density normalization from Sesar et al. (2010), we expect only about 4 halo interlopers between 30
and 40 kpc and only 2 between 40 and 50 kpc. It is unlikely that a smooth halo star would also
match the large radial velocity of the stream; a variety of halo tracers including RRL have measured
velocity dispersions of ∼ 100 km s−1 (Wilhelm et al. 1999; Xue et al. 2008; Brown et al. 2010;
Cohen et al. 2017b), comparable to the mean Galactic standard of rest velocities of our sample,
which suppresses the expected number of contaminants by an additional factor of approximately
four. The catalogue star RR5 was marked as a medium–probability member for precisely this
reason – distant at 49 kpc but discrepant in radial velocity by 100 km s−1.
There is also a subset of RRL that we do not expect to find as part of the Orphan Stream: high
amplitude short period (HASP) RRab stars. These are fundamental mode pulsators that have large
amplitudes, AV ≥ 0.75 mag, and periods less than approximately 0.48 days. RR Lyrae variables in
dwarf spheroidal galaxies do not populate this part of the period–amplitude plane, possibly because
their metallicity evolution is too slow to produce a component both old enough and metal rich
enough to pulsate in this range (Bersier & Wood 2002; Fiorentino et al. 2015). The smooth halo
does, however, contain stars in the HASP parameter space at the several percent level and therefore
such stars are likely contaminants. Amongst the SMHASH Orphan sample only RR47 meets the
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HASP criteria; it is also at the smallest distance from the Galactic centre, where the smooth halo
is more dominant as described above. Since it has not yet been proven that the Orphan Stream’s
progenitor was a dwarf spheroidal galaxy we do not exclude RR47 from the following dynamical
analysis but note that the conclusions are not substantively changed if it is omitted.
We can, of course, use our 3.6µm data to identify non–RRL contaminants. Examination of
the lightcurve for RR19 leads us to believe that it is not, in fact, an RRL. This star was observed
over a single presumed period (as determined from the optical data) but there is no evidence of
coherent variability. The optical lightcurve from LINEAR, folded at the catalogue period, shows
what might best be described as ‘bursty’ variability, which is also inconsistent with being an RRL.
Investigating this further, we performed our own period search on the LINEAR data and found no
significant periods consistent with being an RRab for this star. We posit that this may simply be a
false positive in the database. RR19 is therefore excluded from the rest of our analysis, however we
include it in Table 2.1 and Figure 2.10 for completeness.
Finally, the recent Gaia Data Release 2 (Gaia Collaboration et al. 2016, 2018) source catalogue
contains entries for each of the SMHASH Orphan Stream stars. As expected from pre–release
estimates, the RRL considered here are too distant to have well–constrained parallaxes and too faint
to have radial velocities measured in DR2. Most have measured proper motions that are broadly
consistent with expectations for the Orphan Stream (see Section 2.4) with the clear exception of
RR19; given the recorded (µα, µδ) = (−3.5±0.3,−8.8±0.2)mas yr−1, its transverse motion would
be more than an order of magnitude larger than the others if it were at the same distance, validating
its rejection as an interloper. The remaining RRL have typical relative proper motion uncertainties
of 90% (and even these may be systematically underestimated, c.f. Arenou et al. 2018; Lindegren
et al. 2018). The most suspect of these are RR31, RR43, RR46, RR47, and RR49, which are also
among the closest to the Galactic centre. However, to further clean the sample of contamination
using the proper motions would require a highly model–dependent and iterative process. We defer
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Figure 2.2: Relative heliocentric distance uncertainties σd/d for the SMHASH Orphan RRL. The
median uncertainty is indicated by the vertical dashed line. The scatter in the period–luminosity–
metallicity relation and the uncertainty on apparent magnitudes each contribute ∼ 1%, with the
uncertainty in the star’s individual metallicities providing the remainder.
this to future work to allow an equitable comparison with previous studies of the Orphan Stream
and maintain focus on the precise distances provided by Spitzer.
2.3 Distances to the Orphan RR Lyrae stars
Distances to each of the Orphan RRL are determined using the (RRab–only) theoretical period–
luminosity–metallicity (PLZ) relation ofNeeley et al. (2017). They derived the PLZusing nonlinear,
time–dependent convective hydrodynamical models of RR Lyrae variables with a range of metal
abundances. They found that fitting those models with a simple period–luminosity relation results
in an ‘intrinsic’ scatter of ∼ 0.13 mag, whereas including a metallicity term reduces the scatter to
∼ 0.035 mag. The absolute magnitude in IRAC 3.6µm is given by
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M[3.6] = − 2.276(±0.021) log(P)
+ 0.184(±0.004)[Fe/H] − 0.786(±0.007).
(2.2)
We fully propagate all sources of uncertainty, including those from the photometry, the
lightcurve fit, the constants in the PLZ relation including its intrinsic scatter, the measured metallic-
ities, and the extinction in this band, A[3.6]. The latter is calculated from the Schlafly & Finkbeiner
(2011) dust map. Because the extinction is very low, ∼ 0.005 mag, the entire value is adopted as
the uncertainty on extinction. This conservative choice negligibly affects the resultant uncertainty
on M[3.6].
The SMHASH Orphan Stream sample’s relative distance uncertainty distribution is shown in
Figure 2.2. The median relative distance uncertainty is a mere 2.5%. It is interesting to consider
which, if any, of the observational uncertainties most strongly limit the precision of SMHASH
distances. An elementary analysis of the error budget suggest that the metallicity uncertainty and Z
term slope contribute 0.5%, the photometric and fit uncertainties contribute 0.9%, and the intrinsic
scatter, period slope and zero point are responsible for 1.1% of the 2.5% relative uncertainty. The
heliocentric distances derived for each RRL using the Neeley et al. (2017) PLZ relation are given
in Table 2.1.
Figure 2.3 shows the RRLs’ heliocentric distances as a function of Galactic longitude. We
trace the stream to approximately 51 kpc. This figure makes it apparent that the Orphan Stream
is not ‘thin’ at large distances. Near l = 184◦ the stream contains stars separated by 16 kpc in
heliocentric distance, and the stars at l < 195◦ have a dispersion of 5 kpc, dramatically deeper































Figure 2.3: Measured heliocentric distances of the SMHASH Orphan RR Lyrae stars as a function
of Galactic longitude. At large distances, around 50 kpc, the stream has a distance dispersion of 5
kpc. This is is much larger than its 1.6 kpc width in the plane of the sky.
this depth contains information about the stream’s progenitor. Overall, the SMHASH distances
are in good agreement (∼ 1σ) with the previous work of Sesar et al. (2013), who used an optical
luminosity–metallicity relation (Cacciari & Clementini 2003) to obtain distances to these same RR
Lyrae stars. On average we find that our measurements are 5% larger than the values of Sesar et al.
(2013); notably, however, we find that their two most remote stars are ∼ 5 kpc closer, reducing the
maximum heliocentric distance of the stream from about 55 to about 51 kpc.
2.4 Properties of the Orphan Stream
In the following we assume that all of the SMHASH RR Lyrae stars do indeed belong to the Orphan
Stream, and so use them to outline its path and properties. We do this by (i) assuming a form for
a galactic potential; (ii) finding the parameters of the potential and the orbit within that potential
that best fits the centroid of the RRL positions in their measured dimensions; and (iii) measuring
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the dispersions in line–of–sight distance, angular size on the sky, and radial velocity about this
best–fitting orbit.
Note that, since orbits of debris stars are offset from the progenitor satellite orbit (Johnston 1998;
Helmi & White 1999), we expect this approach to provide biased estimates of the true potential
parameters and orbit of the progenitor (see Eyre & Binney 2011; Sanders & Binney 2013; Lux et al.
2013, as well as our own exploration in Section 2.5.2). We nevertheless choose to fit orbits and
potentials rather than – for example – a polynomial to the path since this allows us to both measure
the structure of the stream via its depth and compare our results to the prior work of Newberg
et al. (2010). The reader is cautioned that the ‘best–fitting’ potential and orbit are not expected to
correspond exactly to the potential of the Milky Way or the orbit of the progenitor. However, the
dispersion about the path outlined by the stream do contain clues to the nature of the progenitor
(see Section 2.6).
2.4.1 Fitting method
To fit an orbit to our RRL we use emcee (Foreman-Mackey et al. 2013), a Python implementation
of an affine–invariant ensemble sampler for a Markov Chain Monte Carlo (MCMC) algorithm
(Goodman & Weare 2010), to draw samples from the posterior probability density of the model
parameters. This method is similar to that of Koposov et al. (2010), Sesar et al. (2015) and
Price-Whelan et al. (2016).
2.4.1.1 Potential model
The Milky Way potential is represented as three smooth, static components: a Miyamoto & Nagai
(1975) disk, a Hernquist (Hernquist 1990) bulge, and a spherical logarithmic halo, defined as
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Φdisk = −α GMdisk√










R2 + z2 + r2h
)
(2.5)
with component masses Msphere = 3.4×1010M and Mdisk = 1×1011M, disk scale length a = 6.5
kpc, disk scale height b = 0.26 kpc, bulge core radius c = 0.7 kpc, and halo scale radius rh = 12
kpc; R and z are the cylindrical coordinates and r is the spherical radius. We fix the solar distance
to the Galactic centre as R0 = 8 kpc (consistent with previous work, but also measurements e.g.
Gillessen et al. 2009) and the peculiar velocity of the Sun (U,V,W) = (11.1, 12.24, 7.25) km s−1
(Schönrich et al. 2010). In the orbit fitting algorithm the only potential parameter allowed to vary
is the dark matter halo’s scale velocity vhalo, with rh chosen such that the total potential’s circular
velocity at the solar position is 220 km s−1 (e.g. Bovy et al. 2012). These parameters are chosen to
match Model 5 of Newberg et al. (2010) (their best–fitting model with a logarithmic halo) which
in turn is an implementation of the best–fitting spherical model of Law et al. (2005) except that the
halo scale velocity is allowed to vary. We note that the constraint on the circular velocity precludes
us from fitting precisely Newberg et al. (2010)’s Model 5 since that potential’s circular velocity at
the solar position is only 207 km s−1.
2.4.2 Model parameters
We wish to find the phase space coordinates of the initial condition x0 = (l, b,DM, µl, µb, vr)0 for
the orbit that best reproduces the observed sky positions li, bi, heliocentric radial velocities vr,i and
distance modulii DMi of the RRL given their uncertainties σvr,i, σDMi . The sky coordinates are
assumed perfectly known and are transformed to the Orphan frame Λ, B defined in Newberg et al.
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(2010), a heliocentric spherical coordinate system in which the Orphan Stream lies approximately
on the equator. The rotation between Galactic coordinates and the Orphan coordinates is defined
by the Euler angles (φ, θ, ψ) = (128.79◦, 54.39◦, 90.70◦). We set l0 = 200◦ without interesting loss
of generality.
Because tidal streams are generated with orbital parameters somewhat offset from the progenitor
galaxy and with some intrinsic scatter (cf. Hendel & Johnston 2015, and references therein) we
also include additional model parameters δ = (δB, δvr, δDM) to account for the average dispersions
in the observational coordinates. We neglect the fact that each of these dispersions will vary along
the stream. Besides representing the physical width, velocity dispersion, and depth of the stream,
they serve to deter over–fitting in coordinates where δ/σ is large. The last parameter is the halo
scale velocity vhalo. The full parameter set is then θ = ((b,DM, µl, µb, vr)0, (δB, δvr, δDM), vhalo).
Orbits were integrated using a symplectic leapfrog integrator as implemented in the Gala package
(Price-Whelan 2017).
The MCMC algorithm uses 144 walkers to explore this nine–dimensional parameter space.
After running for a burn-in period of 1,000 steps, the sampler is restarted and run for an additional
10,000 steps. Since the autocorrelation time for each walker is ∼ 50 steps in all dimensions, only
every 100th sample is taken from the chains to be included in the posterior. This ensures that each
is a nearly independent sample from the posterior distribution. The autocorrelation time does not
change substantially after the burn-in period, indicating that the sampling has converged.
2.4.2.1 Likelihood
We assume that our data are independent and that the uncertainties in each coordinate are normally
distributed. Thus the joint likelihood is the product of the likelihoods in each coordinate, which are
p(Bi |Λi, θ) = N(Bi |Bmodel(Λi), δ2B) (2.6)
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p(vri |Λi, θ) = N(vri |vmodelr (Λi), σ2vr + δ2vr ) (2.7)
p(DMi |Λi, θ) = N(DMi |DMmodel(Λi), σ2DM + δ2DM) (2.8)
where Bmodel, vmodelr , and DMmodel are interpolated from the model orbit integrated using the initial
conditions in θ and N is the normal distribution






with µ as its mean and σ its standard deviation.
2.4.2.2 Priors
We implement priors on Galactic latitude and distance modulus that are uniform in Cartesian space;
for the former this is uniform in cos(b), while the latter is
p(DM) ∝ 10 25 DM+2. (2.10)
Using the notation U( f , g) for the uniform distribution with endpoints f and g, we place an
uninformative prior on Heliocentric radial velocity as
p(vr) = U(50, 300) km s−1. (2.11)
The dispersions δi are required to be positive to prevent a physically equivalent but bimodal
posterior that hampers the walkers’ convergence. We use logarithmic (scale-invariant) priors for
these parameters,
p(δi) ∝ δ−1i (2.12)
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The halo scale velocity vhalo must be greater than about 68 km s−1 to maintain a circular speed at
the solar radius of 220 km s−1 given our choices for the other parameters. It is therefore constrained
by
p(vhalo) = U(68, 200) km s−1. (2.13)
Finally, we consider the two phase space dimensions that are unobserved for individual RRL: their
proper motions. Since we cannot compare them to a prior on a star–by–star basis, we instead use
the value for the model orbit where it crosses l = 199.7796◦. This position is specifically chosen
to correspond to the location of Hubble Space Telescope – based proper motions of Orphan Stream
stars (Sohn et al. 2016). We consider two cases: first wide, uninformative priors
p(µl cos b) = U(−5, 5) mas yr−1 (2.14)
p(µb) = U(−5, 5) mas yr−1, (2.15)
and then those based on the Hubble observations
p(µl cos b) = N(0.211, 0.052) mas yr−1 (2.16)
p(µb) = N(−0.774, 0.052) mas yr−1. (2.17)
In the following we will refer to the former as ‘without’ a proper motion prior for conciseness.
2.4.3 Centroid of the Orphan Stream
Figure 2.4 shows a corner plot displaying projections of the orbit fitting’s posterior distribution, in
the case of the uniform proper motion priors. The median value of the samples in each parameter,












































































































































































































































Figure 2.4: Corner plot (Foreman-Mackey 2016) displaying the posterior distributions of the
MCMC walkers for the case of uninformative proper motion priors. Contour plots show the
posterior marginalized over the other seven dimensions; histograms are marginalized over all
but one. In general there is little covariance between parameters with the notable exceptions of
µl cos b with µb and the velocity components with vhalo. This suggests that precise proper motion
measurements will add significantly to the constraint on enclosed mass.
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summarized in Table 2.2. We confirm that the orbit is prograde with respect to the Milky Way’s
rotation. Even if the walkers are restricted to only exploring the space of retrograde orbits, there
are no local maxima to compare to the prograde fit shown here. If the overdensity detected by
Grillmair et al. (2015) is indeed the nearly–disrupted progenitor then this direction of motion makes
the SMHASH RR Lyrae stars part of the leading tidal tail. The median distance modulus of 17.68
mag corresponds to a heliocentric distance of 34.2 kpc; this is approximately 150 pc more distant
than Newberg et al. (2010)’s Model 5 orbit at the same longitude, which is compatible within their
respective uncertainties.
Focusing on each of the 2d histograms in Figure 2.4 in turn, one sees that the fit parameters have
minimal covariance with few exceptions: the proper motions µl cos(b)with µb, vhalo with µl cos(b),
and to a lesser extent vhalo with µb and with vr . Note that the stream’s Galactic latitude varies by
only a few degrees in the area of our observations. It is no coincidence that the velocity components
covary with the scale of the halo; this represents the need for additional kinetic energy to reach the
same Galactocentric radius in a deeper potential. This means that currently available proper motion
measurements can be highly informative when applied in combination with SMHASH’s precision
distances. For example, the 68% credible interval of the marginalized posterior for µl cos(b) spans
almost 0.2 mas yr−1, while the uncertainty on the same quantity computed from the measurement
of Sohn et al. (2016) is ≈ 0.05 mas yr−1.
2.4.4 Stream fitting with six-dimensional constraints
Figure 2.5 illustrates the effect of the precise proper motion priors on the final positions of the
MCMC walkers on the three most affected dimensions – µl cos(b), µb, and vhalo. On the left we
highlight these quantities in the uninformative case; here we find µl cos(b) and µb from the best–
fitting orbits are ∼ 2σ discrepant with the measured value. The strength of the Sohn et al. (2016)
























































































































































Figure 2.5: Corner plot displaying themarginalized posterior distributions for themodel parameters
µl cos(b), µb, and vhalo along with their covariances. Left: uniform prior on µl cos(b) and µb.
Right: result when otherwise identical chains are run with the additional priors p(µl cos(b)) =
N(0.211, 0.052), p(µb) = N(−0.774, 0.052). Due to the covariance between the proper motions
and the halo scale velocity, these priors result in a median vhalo that corresponds to a halo 64%
more massive than the uniform case.
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distributions are shifted wholesale, making the two nearly disjoint. The halo scale parameter is
dragged to significantly higher values, as one would naively expect based on the covariance with
µl cos(b).
The marginalized posterior of vhalo can be directly converted into a distribution of enclosed
masses at any given radius; we choose 60 kpc for convenient comparison with literature values.
The results of this transformation are shown in Figure 2.6, both without (in blue hatch) and with
(in red) the HST proper motions as a prior . The difference between them is substantial: the latter’s
median value is 64 per cent larger than the former, however due to the large confidence intervals
they are consistent at the ∼ 1.4σ level. The apparent narrowness of the blue posterior distribution
is driven by the assumption that the circular speed at the Solar radius is 220 km s−1. Given our
model, this requires a minimum total mass of ∼ 2.4 × 1011 M at 60 kpc. To facilitate comparison
with observations and other methods that use different potential shapes, we have also tabulated
circular velocities at 25, 40, 60 kpc in Table 2.2. For example, Watkins et al. (2018) recently used
Gaia and HST proper motions of halo globular clusters to obtain vcirc(39.5 kpc) = 220+17−16 km s−1,
which agrees well with our results when applying the the HST proper motion prior.
A selection of orbits generated from randomly chosen samples of the posteriors are shown in
Figure 2.7. The left (right) panels show the results without (with) including informative proper
motion priors. Plotted from top to bottom are projections in the three observational coordinates
(Galactic latitude, radial velocity, and distance) as a function of Galactic longitude. Both sets of
samples capture the path of the stream over most of the survey area. Individual orbits diverge
somewhat around l . 170◦ where the depth in line–of–sight distance is large. Both sets of orbits
seem to systematically overestimate theHeliocentric radial velocity of stars above l ≈ 250◦, however
individual stars are only offset by ∼ 1 δi. Including the Sohn et al. (2016) measurement slightly
The Sohn et al. (2016) measurement is error–weighted; using the average motion instead both increases the
uncertainty and shifts the mean towards the values found using the uniform prior, resulting in a posterior with
intermediate values of vhalo = 112+18−17 km s
−1 and M(60 kpc) = 4.6+1.0−1.2 × 1011 M.
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Parameter Without PM prior With PM prior
l [deg] 199.7796 199.7796
b [deg] 52.45+0.21−0.21 52.46+0.23−0.21
DM [mag] 17.68+0.04−0.04 17.66+0.05−0.05
µl cos(b) [mas yr−1] 0.456+0.071−0.096 0.244+0.049−0.051
µb [mas yr−1] −0.660+0.023−0.028 −0.715+0.022−0.024
vr [km s−1] 171.7+6.9−6.3 176.2+6.5−6.8
δB [deg] 1.042+0.168−0.129 1.039+0.175−0.129
δvr [km s−1] 29.86+5.72−4.82 29.61+5.81−4.94
δDM [mag] 0.224+0.040−0.030 0.258+0.046−0.036
vhalo [km s−1] 92+19−14 128+16−17
M(60 kpc) [1011 M] 3.4+1.1−0.65 5.6+1.2−1.1
vcirc(25 kpc) [km s−1] 191+14−10 216+10−11
vcirc(40 kpc) [km s−1] 173+19−13 208+15−16
vcirc(60 kpc) [km s−1] 161+21−15 202+18−19
Table 2.2: Median and 68% credible intervals of parameters in the posterior distribution resulting
from orbit fitting to the SMHASH data, with and without including the observational proper
motion constraints. The fixed Galactic longitude value used for the initial condition is included for
completeness, along with the mass enclosed at 60 kpc and circular velocities at 25, 40, and 60 kpc
implied by the vhalo distribution.
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Figure 2.6: Milky Way mass enclosed at 60 kpc, calculated from the scale velocities vhalo of
the samples. Including the proper motion prior noticeably increases the median value, from
3.4 × 1011M (in blue hatch) to 5.6 × 1011M (in red), but the confidence intervals are consistent
at ∼ 1.4σ.
improves the match to the data in b and vr but causes the distance to the far end of the stream to be
underestimated. This is problematic because the leading arm of the stream is made up of stars with
lower specific energy than the progenitor and are expected to be interior to its orbit. We interpret
this mismatch as evidence that the 1–parameter potential model used here is not flexible enough to
recover the full phase space structure of the stream. In the N–body models described below there
is no offset between fitted orbits and selected particles at the 0.05 mas yr−1 level.
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2.4.5 The Solar circular velocity as measured from the Orphan Stream
To the extent that a stream follows an orbit, the proper motion of member stars perpendicular to the
stream should be zero. Any observed perpendicular proper motion is therefore a measure of the
solar reflex (c.f. Carlin et al. 2012). The Hubble proper motion measurement and the SMHASH
distance distribution posterior can be combined at the longitude of the Sohn et al. (2016) Orphan
F1 field to estimate the solar motion.
We define a new coordinates system relative to the Orphan coordinates of Newberg et al. (2010)
with axes that point into the plane of the sky, parallel to the stream, and perpendicular to the
stream. The unit vector perpendicular to the stream points in the direction (in Orphan coordinates)
nˆ = (0.62619, 0.50664, 0.59261). In this direction, the marginalized posterior derived using the
Hubble proper motion priors approximates a Gaussian with mean 136.5 km s−1 and dispersion 9.1
km s−1. If we assume that the solar peculiar velocity relative to the local standard of rest (LSR)
is known from Schönrich et al. (2010), then this implies that the azimuthal velocity of the LSR
(which equals the circular velocity if the disk is circular) is vy = 235 ± 16 km s−1. This result is
consistent with both the traditional IAU value of 220 km s−1 as well as more recent studies that
give somewhat larger results (e.g. McMillan 2011; Bovy et al. 2012). While this new measurement
does not help to resolve the controversy surrounding the exact value of the solar motion, it does
provide an independent consistency check on the SMHASH distances.
2.5 Implications for the Milky Way’s Mass
Orbit fitting is known to introduce systematic biases in potential measures (Eyre & Binney 2011;
Sanders & Binney 2013; Lux et al. 2013). To investigate what effect this might have for the specific
case of the Orphan Stream, we have created N–body models of the stream and ‘observed’ them in











































































Figure 2.7: Left: a selection of orbit fits (blue lines) generated from randomly selected samples
of the posterior distribution shown in Figure 2.4, where the proper motion prior is uninformative.
Right: the same (red lines), but with samples from the walkers constrained by the observed µl cos b
and µb. The former better reproduces the trend of distance with longitude, while the latter slightly
improves the match in radial velocity and sky position, especially at l > 240◦.
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and compare with the simulation inputs. This method allows us to contextualize the results of our
RRL observations in terms of the direction and size of systematic biases as well as compare them
with earlier results.
Previous measurements of the Milky Way’s mass using the Orphan Stream found that the
best–fitting halo was a factor of ∼ 2 less massive inside 60 kpc (2.74 × 1011 M, Newberg et al.
2010) than contemporary models using other techniques, such as fitting Sagittarius Stream data
(4.7×1011 M, Law et al. 2005) or the velocity distribution of field BHB stars (4.0×1011 M, Xue
et al. 2008). A complete summary of mass estimates is outside the scope of this work; the review
of Bland-Hawthorn & Gerhard (2016) provides an overview. However, the Newberg et al. (2010)
measurement remains below all other published estimates, with recent results reaching masses only
as low as about 3.2 × 1011 M (Gibbons et al. 2014).
2.5.1 Creating and observing mock data sets
We use the self–consistent field method (SCF, Hernquist & Ostriker 1992), which represents the
gravitational potential of the disrupting satellite as a basis function expansion, to create a series
of N–body simulations designed to reasonably mimic the observed Orphan Stream. The single–
component, dark matter only Orphan progenitor is implemented as a Navarro–Frenk–White (NFW,
Navarro et al. 1997) distribution with 105 particles. The particles are instantiated out to 35 scale
radii and so the model’s total mass differs from the virial mass; in the following we report the
corresponding virial mass to avoid confusion. All simulations have the same mean density inside
the scale radius, which results in tides unbinding them at approximately the same time. This allows
the separation of effects due to the time of disruption and passive evolution. The density scaling
is set such that the halo with a virial mass of 109 M has a scale radius of 0.75 kpc although the
results are not particularly sensitive to this choice.
We chose the orbit and potential model to be precisely that of Newberg et al. (2010)’s Model
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5: that is, an orbit initialized from the phase space coordinate with Heliocentric position (l, b, R) =
(218◦, 53.5◦, 28.6 kpc) and Galactocentric velocity (vx, vy, vz) = (156, 79, 107) km s−1 moving in
a logarithmic potential model (Equations 2.3-2.5) with the one unspecified parameter vhalo set to
73 km s−1. The orbit is integrated backwards in time to find the phase space coordinate of the 3rd
apocenter, 4.8 Gyr ago. When the satellite is near apocenter the hosts’ tidal field is at its weakest,
so beginning the simulation here minimizes artificial gravitational shocking. After relaxing in
isolation the host potential is turned on over 10 internal dynamical times, the particle distribution is
inserted, and the satellite is evolved to the present day. We assume that the current position of the
progenitor is at the overdensity identified by Grillmair et al. (2015), l ≈ 268.7◦, so the simulation
ends at that point.
To produce synthetic observations that approximate those of the SMHASH RRL, we first select
the particles below the tenth percentile in initial internal binding energy. These are tagged as stars.
This simple strategy has been shown to reproduce the observed properties of Local Group dwarf
galaxies in semianalytic models (Bullock & Johnston 2005) and create stellar haloes with realistic
properties in simulations of Milky Way–like galaxies with cosmological infall (De Lucia & Helmi
2008; Cooper et al. 2010). From this subset we choose at random 30 particles that match the
selection criteria used in Sesar et al. (2013), namely Galactic longitude 260◦ > l > 160◦, Orphan
latitude 4◦ > B > −4◦, and Galactic standard of rest velocity vgsr > 40 km s−1. Since the particle
positions and velocities are precisely known, we introduce ‘observational’ uncertainties by adding a
random velocity drawn from a Gaussian of width 15 km s−1 to each particle’s heliocentric velocity.
Similarly, the selected particles are scattered in heliocentric distance according to the 2.5% relative
uncertainty demonstrated in Figure 2.2. These same values are retained as uncertainties to be fed
into the orbit fitting algorithm as well.
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2.5.2 Biases in orbit fitting
The problems associated with assuming stars in a tidal stream follow a single orbit are conceptually
simplified when considering the Orphan Stream since we observe only the leading tail. In this case,
stars farther from the satellite – towards apocenter – have lower total energy than the progenitor,
with the difference tending to increase with distance; their individual orbits turn around at smaller
Galactocentric radii than the progenitor’s does. Thus, orbits matched to the stream’s path are
tracing both the loss of kinetic energy to the gravitational potential as well as an additional loss
determined by the total energy gradient of stars along the stream. Since the latter is not modelled
in orbit fitting, the potential needs to be deeper at fixed radius to compensate for this ‘extra’ loss,
leading to an inflated mass estimate.
Figure 2.8 illustrates the typical systematic errors in inferred mass introduced by this effect.
Despite the fact that each simulation was run in a potential with Mencl(60 kpc) = 2.7 × 1011 M,
the median value of the marginalized posterior distributions of vhalo generate an estimate ∼ 20–50
per cent more massive. There is also an additional realization–dependent scatter of order 20 per
cent, not depicted here. The bias is nearly independent of satellite mass, which matches theoretical
expectations (Sanders & Binney 2013). To our knowledge this is the first time that the bias in
mass enclosed due to orbit fitting has been quantified in a scenario that replicates an observed
system. The magnitude of the effect presumably depends on the details of the potential model but
the direction should not – the fitting algorithm will tend to prefer haloes that are more massive than
are correct. In fact, the synthetic data that produce the correct answer seem to be less representative
of the underlying simulation, in terms of their on–sky and distance distributions, than those that
produce biased results. For this reason we report the mass value measured for the Milky Way only
as an upper limit.
We also note that the already low enclosed mass measurement of Newberg et al. (2010)’s
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Figure 2.8: Bias in the best–fitting host halo’s enclosed mass, calculated from vhalo, as a function
of the initial halo mass of the progenitor satellite. The black horizontal line represents the true
value in the model potential, while the points illustrate the transformed posterior distribution. The
median value exceeds expectations by typically 20–50 per cent.
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Model 5 should also be affected by this systematic error since the approximation is the same despite
their different fitting technique. If the magnitude of the bias is identical then the corrected mass
enclosed is approximately 1.8 × 1011 M, slightly more than half that found by Gibbons et al.
(2014). Models with such small enclosed masses may have difficulty matching other observables
such as the circular velocity of the Sun.
2.6 The Orphan progenitor
In the previous section we were concerned primarily with the model parameters that describe the
phase space position of the orbits and the shape of the potential. Now we focus on the internal
structure of the stream, characterized by the dispersions δB, δvr , and δDM . For a particular progenitor
orbit the spatial and velocity scales of the stream stars vary with the satellite–to–host mass ratio
as (m/M)1/3 (Johnston 1998; Helmi & White 1999; Johnston et al. 2001); therefore the δi contain
information about the progenitor system. To first order this is the mass when the stars are unbound,
however it may be possible to recover the satellite’s central density distribution which also imprints
itself on the stream (Errani et al. 2015).
Figure 2.9 shows the effect of satellite mass on the simulated streams’ structural parameters. In
each panel the horizontal blue lines illustrate the values measured from the SMHASH data while
the black points show the same quantities found after applying the same orbit fitting algorithm to
N–body simulations of varying initial satellite halo masses. The mass range shown, from 3.8× 107
to 1.2 × 1010 M, captures dwarf galaxies from the ultrafaints to a few times less massive than the
Small Magellanic Cloud (Guo et al. 2010).
First we consider the stream’s width on the sky, δB, plotted in the upper panel. The measured
value δB = 1◦ appears at a glance to bemost consistent with the lowest–mass simulations, indicating
that MOrphan ≈ 108 M. However, the selection of RR Lyrae stars for spectroscopic follow–up in
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Figure 2.9: Fitted values of width on the sky (top), velocity dispersion (center), and line–of–sight
depth (bottom) for a set of N–body models of the Orphan Stream (black points) as a function of
model satellite mass, compared to the same quantities as measured for the SMHASH Orphan data
(blue region).
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in the SMHASH precursor catalogues is non–uniform and appears to be weighted significantly
towards stars that are nearer the stream centre (e.g., of the stars with 2◦ < B < 4◦, 3 have spectra
and 11 do not). The observed δB is therefore unlikely to be representative of the true distribution.
An alternative approach is to look at studies of Orphan’s main sequence population; since our
synthetic RRL are selected at random from the ‘star’ particles, they represent any other stellar
population just as well under the assumption that Orphan was originally well mixed. Belokurov
et al. (2007b) found that the stream has a full–width half–max of around 2◦, which is comparable to
the SMHASH RRL δB = 1◦. However, Sales et al. (2008) showed that the observed stream width
may be truncated by confusion with the Galactic background and that streams as wide as 15◦ could
be hidden in the data. We therefore take δB as measured in SMHASH as a lower limit on acceptable
values in the N–body simulations, indicating MOrphan & 108 M.
Next, we consider the velocity dispersion δvr , shown in the middle panel of Figure 2.9. It is
clear that our model fits cannot reproduce the observed velocity dispersion except in the case of the
highest mass progenitors. In fact, the true dispersion is buried by the simulated velocity errors for
the lower mass models, resulting in a flat profile across much of the mass range. To obtain the 30
km s−1 required to match the δvr fit to the (Sesar et al. 2013) velocities would require a satellite of
mass & 1010 M. Such a progenitor seems unlikely given Orphan’s luminosity and metallicity as
well as the other structural parameters. In addition, Newberg et al. (2010) measured the velocity
dispersion of Orphan’s BHB stars and found σv = 8−13 km s−1 at various points along the stream;
similarly, the K-giants surveyed by Casey et al. (2013) have a velocity dispersion of 6.5 ± 7.0 km
s−1. Values in the 5 − 15 km s−1 range are consistent with a wide variety of N–body models.
We note that obtaining systemic velocities for RRL requires subtraction of the stars’ atmospheric
velocities as they pulsate. The velocity variation of spectral lines over a single cycle can approach
100 km s−1 (e.g. Preston 2011), so if even a fraction remains it could explain this discrepancy. Due
to this concerns we place lower weight on δvr as a constraint and consider it as only an upper limit
49
on progenitor mass.
Finally, the bottom panel of Figure 2.9 shows the trend of line–of–sight depth in distance
modulus, δDM , as a function of progenitor mass. Of our measurements this dimension provides the
most confident constraint on the Orphan progenitor. A line fit to the apparently linear behaviour of
the models above 109 M shows that an initial mass MOrphan ≈ 3.2 × 109 M best reproduces the
observed depth of 0.224 mag. At high satellite mass the stream begins fanning out near apocenter
due to azimuthal precession of the orbits, leading to larger depths and increased dependence of
measured parameters on the selection of simulation particles as RRL.
Taken as a whole, the structure of the stream suggests a progenitor with initial halo mass of
several times 109 M. That value is in good agreement with the Local Group dwarf spheroidals,
who seem to live in haloes in this range (Peñarrubia et al. 2008; Boylan-Kolchin et al. 2012; Fattahi
et al. 2016) and provides further evidence that Orphan is indeed a disrupted dwarf spheroidal
galaxy. Satellite mass measurements obtained in this way are naturally potential–dependent since
the stream structure is sensitive principally to the mass ratio. While the average vhalo fit in the
N–body models is well matched to that of SMHASH we cannot say with confidence that the bias
will be identical. Using any literature value for the Milky Way’s mass will vary this result by less
than a factor of 2, surely less than the systematic uncertainty in this simple method.
2.7 Summary
This work presents Spitzer Space Telescope observations of 32 candidate Orphan Stream RR Lyrae
stars as part of the Spitzer Merger History and Shape of the Galactic Halo (SMHASH) program.
Using a theoretical period–luminosity–metallicity relation at 3.6µm in conjunction with archival
data we have obtained distances to individual stars with 2.5% relative uncertainties, a factor of two
better than the previous state of the art. We find that the stream extends to approximately 50 kpc
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in heliocentric distance within the survey footprint and have resolved its large line–of–sight depth
dispersion of 5 kpc as it approaches apocenter.
Using a Markov Chain Monte Carlo orbit fitting algorithm, we find that the SMHASH data are
consistent with a more massive MilkyWay halo than indicated by previous work using same stream
and a similar technique. By comparing with N–body simulations of dwarf galaxy tidal disruptions,
we find that orbits fit to the available Orphan data are biased to high masses, suggesting that our
measurement is an upper limit (and in good agreement with other modern methodologies). While
proper motion priors seem to provide significant leverage on the Milky Way’s halo, our potential
model is apparently too rigid to take advantage of the full phase space information. Fully integrating
six-dimensional constraints is a promising avenue for future work.
By examining the structure of the stream – namely its line–of–sight depth, velocity dispersion,
andwidth on the sky –wefind that a satellite galaxywith an initial halomassMOrphan ≈ 3.2 × 109 M
best reproduces the SMHASH data. In combination with the integrated luminosity of the stream,
this indicates that the progenitor was likely comparable to the Milky Way’s eight classical dwarf
spheroidals.
The SMHASH RR Lyrae star distances are fertile ground for further detailed study of the
Orphan Stream. The investigations presented here represent only a first step towards understanding
this surprisingly complex object. Future work, including implementing sophisticated potential
measuring techniques and leveraging additional data from the Gaia mission and others, promises
to improve our knowledge of the Milky Way and its satellite system.
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Figure 2.10: Spitzer 3.6µm lightcurves of the 32 SMHASH Orphan Stream RR Lyrae star candi-
dates. Each was observed in 12 epochs; the data and fitted lightcurves are repeated through three
phase cycles for visual clarity. All stars are shown on the same scale so that amplitude variation is
visible. The periods shown were measured from the archival optical survey data (Sesar et al. 2013).
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P = 0.523622 days
Figure 2.10: Lightcurves, continued
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Chapter 3
Tidal debris morphology and the orbits of
satellite galaxies
3.1 Introduction
In the modern cosmological picture large galaxies are built up over time by the hierarchical merging
of many smaller projenitor systems (e.g. White & Rees 1978). Since the galactic luminosity
function has a (truncated) power-law slope (Schechter 1976, and many others) we expect that the
vast majority of these mergers will have one parent that is significantly more massive than the other.
Cosmological simulations have shown that Milky Way-mass galaxies have typically experienced
less than one major merger (with mass ratio ξ ≥ 0.1) since redshift z = 1 (Fakhouri et al. 2010)
and so minor mergers are an important part of their total mass accretion rate at late times (Oser
et al. 2010), although possibly subdominant to ‘diffuse’ accretion of intergalactic gas (Fakhouri &
Ma 2010).
Observationally, the appearance of debris from minor mergers can be broadly divided into two
This section contains text from an article published in the Monthly Notices of the Royal Astronomical Society
(Hendel & Johnston 2015).
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morphological categories. Stream-like substructures stretch approximately along the progenitor’s
orbit, sometimes wrapping around the host multiple times, for example as seen in the recent deep
imaging of NGC 5907 byMartínez-Delgado et al. (2008). Shell-like structures, like those in the vast
complex around NGC 474 (Duc et al. 2013), may extend significantly both along and perpendicular
to the path of their disrupted parent, forming an umbrella-shaped distribution of stars and/or sharp
edges in the light distribution, frequently interleaved with each other.
Interest in the detailed study of debris structures has been stimulated over the last two decades
in part by the discovery of numerous streams around the Milky Way, including the tidal tails of
of Palomar 5, a globular cluster (Odenkirchen et al. 2001), the stream of the Sagittarius dwarf
galaxy (Majewski et al. 2003), the GD-1 stream (Grillmair & Dionatos 2006), and the Orphan
stream (Grillmair 2006; Belokurov et al. 2007b). The formation of tidal streams is well understood,
which makes them powerful tracers of the host galaxy’s potential and history: individual stars,
heated either by tidal forces from the host or internal two-body interactions in the case of globular
clusters, leave the satellite through the Lagrange points that mark saddle points in the the system’s
effective potential. Stars that leave through the inner Lagrange point have lost energy relative to
the satellite and have slightly shorter orbital periods, causing them to stretch out over time into a
leading tail, while particles that have gained energy have longer orbital periods and lag behind,
forming a trailing tail. This model can give estimates of the width and length of streams given the
orbit, progenitor mass and interaction time, and analytic representations of this picture have been
used to successfully produce realistic stream models without full N-body simulations (Johnston
et al. 2001; Küpper et al. 2012; Sanders 2014; Gibbons et al. 2014; Bovy 2014; Amorisco 2015;
Fardal et al. 2014).
While there is yet to be entirely convincing evidence of shell structures around theGalaxy despite
several candidates (such as the Triangulum-Andromeda and Hercules-Aquila clouds, Rocha-Pinto
et al. 2004; Belokurov et al. 2006; Deason et al. 2013), they are an important class of features
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in external galaxies. Perhaps the original description of substructure as a shell occurs in the
Atlas of Peculiar Galaxies (Arp 1966), in reference to Arp 230. The Palomar 200-inch plates
show at least six shells perpendicular to the principal axis. Many other galaxies in the Atlas have
shell-like debris structures, e.g. Arp 223 and 227, an early hint that they are common - although
some processing may be necessary to reveal them due to their low surface brightness (Malin &
Carter 1983). Simulations of shells followed, starting with restricted n-body models where the
host potential was static and the disrupting satellite’s self-gravity was assumed negligible (Quinn
1984; Dupraz & Combes 1986). Subsequent work modeled the satellite potential self-consistently
(Piran & Villumsen 1987; Heisler & White 1990). Both showed that radial mergers can reproduce
the observed shell properties. Observational results disfavor models where the shells are formed
through the production of density waves in the stellar outskirts of the host galaxy by a perturber (the
Weak InteractionModel, Thomson&Wright 1990) as an alternative to themerger scenario inmany
systems (e.g. Turnbull et al. 1999; Wilkinson et al. 2000; Schiminovich et al. 2013). More recent
theoretical treatments of shell formation have focused on recovering the host gravitational potential
from the line-of-sight velocity distribution of the debris (Merrifield & Kuijken 1998; Ebrová et al.
2012; Sanderson & Helmi 2013). Detailed models can capture the shell density distribution for
purely radial orbits (Sanderson & Bertschinger 2010) but no simple description of the conditions
under which minor merger debris forms a shell rather than a stream has emerged until very recently
(Amorisco 2015, this work).
Overall, previous studies demonstrate that merger debris’ properties are functions of the in-
teraction time (length of streams or angular extent and number of shells) and mass ratio (which
influences the spread of the debris, both in position space and energetically). Since the disruption
process is well enough understood to actually be invertible (e.g. Johnston 1998; Helmi & White
1999), the population of streams with different extents and surface brightnesses can conceptually
be used to ascertain the rate of minor mergers of different mass ratios (as outlined in Johnston et al.
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2001, 2008) and place more stringent constraints on structure formation than a coarser classification
as major or minor mergers. However, the signatures of most accretion events are expected to be
extremely low surface brightness (LSB), starting near 28 mag arcsec−2, with the majority below
∼ 30 mag arcsec−2 (Johnston et al. 2008; Cooper et al. 2010); fortunately, exploration of the LSB
universe is rapidly advancing with the availability of wide-field cameras, specialized instruments,
and LSB-optimized observing techniques (Janowiecki et al. 2010; Miskolczi et al. 2011; Atkinson
et al. 2013; Martínez-Delgado et al. 2010; Abraham & van Dokkum 2014; Duc et al. 2015). The
future Large Synoptic Survey Telescope (LSST) is expected to image the Southern sky with surface
brightness sensitivity 5 magnitudes deeper than current wide-field surveys such as the Sloan Digital
Sky Survey (SDSS) (Ivezic et al. 2008).
The promise of these current and near-future investigations motivates a reexamination of the
utility of substructure as probes of galaxies’ pasts. Since the debris structures that result from
accretion events with near-radial infall are morphologically distinct from those produced along
less eccentric orbits, substructure counting could conceptually be sensitive to the accretion rates
as a function of mass, time and orbit - adding a new dimension of information about the accretion
history that is otherwise difficult to access. It is not possible to reconstruct the full orbits of most
objects from observations since only the projected distance and line-of-sight component of motion
can be measured outside the Local Group and the typically small number of known galaxy-mass
satellites in individual systems (outside clusters) precludes the use of statistical tools such as the
Jeans equations without stacking (Herbert-Fort et al. 2008). While each galaxy may have only one
or fewer debris structures apparent, a well-constructed survey of galaxies to faint surface brightness
could provide constraints on the collective distribution of infalling objects. A strong grasp on
the orbital distribution of accreting objects provides an important next step towards reducing the
number of degrees of freedom in the choice of cosmological models, similar to the way that the
merger fraction as measured by galaxy pairs has been used to restrict combinations of the principle
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cosmological parameters (Carlberg 1991; Conselice et al. 2014), and might have implications for
our understanding of how baryons inhabit low-mass haloes.
In this paper we explore the idea that debris structures carry useful information about the
satellite orbital infall distribution. In Section 3.2, we briefly describe N-body simulations used to
examine debris formation throughout the rest of this work. In Section 3.3 we extend the simple
stream-building picture described above to also encompass shells and use the results to define the
morphology metric µ. In Section 3.4 we use our metric to demonstrate that the population of shells
and streams is indeed sensitive to the infalling subhalos’ orbital velocity distribution and that these
populations could potentially be used to provide interesting constraints on cosmological models
that predict different orbital infall distributions, presuming a variety of intermediate challenges can
be overcome. We consider the observational and modeling advances necessary to reasonably apply
this technique in Section 3.5. Section 3.6 concludes.
3.2 N-body simulations
We performed a set of dark-matter-only (but see 3.4.2, where baryonic effects are considered) N-
body simulations with the self-consistent field basis function expansion code (Hernquist & Ostriker
1992) to explore the formation of debris structures across a wide range of orbital and galactic
parameters. In each simulation, a 105 particle NFW-profile (Navarro et al. 1996) satellite was
inserted at the apogalacticon of its orbit in a static, NFW host potential. The satellite evolves first
in isolation to ensure that it equilibrates and then the host potential is gradually turned on over
10 satellite internal dynamical times to reduce artificial gravitational shocking. Total energy is
conserved to ∼1% of the satellite internal potential energy during the 8 Gyr integrations. The
simulation is not halted if the satellite is completely disrupted since the debris continues to evolve.
The satellites are initialized with masses m/M = 6.5× 106, 6.5× 107, 6.5× 108, and 6.5× 109,
59
where m is the mass enclosed at 35 NFW scale radii, out to which particles were realized. The
scale radius r0 was adjusted for each mass so that the mean density inside the scale radius is the
same for each, with a value of r0 = 0.86 kpc for the 6.5× 109 M satellite. This scaling gives them
the same fractional mass loss rate along a given orbit.
We use a host that is broadly consistent with expectations for a Milky Way-scale dark matter
halo, choosing a viral mass of 1.77 × 1012 M, virial radius of 389 kpc and a scale radius of 24.6
kpc. We chose a set of orbits with total energy equal to that of circular orbits at 25, 50, and 100
kpc in this potential and varied the angular momentum in twelve steps between 0.05 and 1.0 times
the angular momentum of the circular orbit for each energy, denoted by Lcirc. The lowest angular
momentum case for these orbits is quite radial; the rcirc = 25 kpc, L/Lcirc = 0.05 simulation has a
perigalacticon distance of ∼ 0.65 kpc and an apogalacitcon of ∼ 40 kpc. This orbit is a reasonable
match to the extent of the shell systems seen around NGC 4651 (Foster et al. 2014) and MGC-5-7-1
(Schiminovich et al. 2013), both of which have dark matter halo masses estimated to be of the same
order as our selected value.
These simulations were used to check the scaling relations in Section 3.3.2 and to substantiate
a choice of the morphology metric that will separate shells from streams.
3.3 Results I: Defining a morphology metric
To build a statistic that will allow us to quickly assess what debris from a disrupted satellite will look
like given a particular set of merger parameters we first presume that the host potential is sufficiently
well known (at the population-statistics level) that the fact that a shell forms at all places a constraint
on the characteristics of an individual merger. This is in contrast to previous work (Merrifield &
Kuijken 1998; Ebrová et al. 2012; Sanderson & Helmi 2013) that uses shells to constrain host halo
parameters. Those analyses concentrated on modeling shell systems around individual galaxies
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Figure 3.1: A visualization of the angles α (black dashed lines) and ∆ψ (gray dashed lines) for
orbits of varying eccentricity. The solid black lines in each panel show an orbit with energy equal
to the 25 kpc circular orbit but with the specified fraction of that orbit’s angular momentum. The
dotted circle marks the half-period radius; a particle will spend equal time inside and outside this
radius. For the orbits shown it varies from 25.7 kpc for the most circular orbit to 31 kpc for the
most eccentric orbit. Inside α a particle is closer in time to apogalacticon than perigalacticon.
in detail through density and line-of-sight velocity matching, while here we are interested in the
general conditions that lead to shells and streams (without assuming any spectral information) in
order to examine the implications of observed merger morphologies for the distribution of satellite
orbital properties around a large sample of galaxies.
In this section we begin by reviewing the properties of test particle orbits in extended mass
distributions, then use these insights to understand what properties of mergers lead to the creation
of shells and streams (Section 3.3.1). Identifying the debris’ energy and angular momentum
dispersions σE and σL as the quantities of interest in the morphological distinction, we describe
a method to estimate the dispersions in Section 3.3.2. Finally we fold this understanding into a
morphology metric that can predict the debris morphology in Section 3.3.3.
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Figure 3.2: Various orbital descriptors as a function of energy and angular momentum for test
particles orbiting in the spherical NFW host halo used for the N-body simulations (Section 3.2).
White space indicates regions that are inaccessible in this host potential. The periods and apogalac-
ticon distance are strong functions of energy but weak functions of angular momentum, whereas
the changes in precession and perigalacticon distance are dominated by angular momentum. The
“width” α is primarily determined by L/Lcirc.
3.3.1 Properties of orbits
Knowledge of the orbits of test particles in simple potentials is an important first step towards
understanding mergers in their entirety, as shown in the original classic work by Toomre & Toomre
(1972). In the case of debris resulting from a dwarf galaxy entering a Milky Way-size galaxy’s
halo we can begin by assuming that the remnant’s gravitational influence on the unbound particles
is negligible. This assumption is well justified for mass ratios smaller than ξ = m/Mhost = 10−4
(Choi et al. 2007) and in our simulations the debris’ conserved quantities are unaffected by the
satellite after unbinding until ξ & 10−3. Additionally, we expect the host potential at the typically
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large radii considered below to be dominated by the host’s (spherical) monopole term, since any
effect from disks must be subdominant given that both streams and shells are found in galaxies
with elliptical morphologies as well. While deviations from spherical symmetry will introduce a
variety of interesting and potentially important effects such as orbital plane precession and chaos,
as a limiting case spherical hosts are useful for building intuition.
Orbits in spherical potentials can be uniquely identified by their conserved quantities - the total
energy E and total angular momentum L - up to the orbital plane orientation, which we take as the
x − y plane for convenience. These, combined with the potential parameters, determine the shape
and properties of the orbit: the radii of the turning points at apogalacticon and perigalacticon, radial
orbital period Tr , and the precession per orbit between apogalactica ∆ψ. Fig. 3.1 illustrates how
orbits change when the circularity L/Lcirc is varied. The precession angle and perigalactic distance
decrease with decreasing circularity while the apogalactic distance increases. We will also find
it useful to consider the angular ‘width’ of a single petal of the rosette traced by an orbit, which
varies systematically with angular momentum; near-radial orbits spend the vast majority of their
time near apogalacticon, covering only a small angle in azimuth during a large fraction of their
radial period, while near-circular orbits may cover hundreds of degrees in azimuth during the same
portion of radial phase. To characterize this difference, we define α as the angle through which a
particle moves during the outer half of its radial period. This is a proxy for the angle subtended by
the orbit’s minor axis, which does not exist for these non-closed orbits.
Fig. 3.2 illustrates how the orbital properties vary as a function of energy and angularmomentum.
Each panel shows the available space for bound orbits with energies less than that of a circular
orbit at 150 kpc in the same host as described in Section 3.2 - an NFW halo with virial mass
1.77 × 1012 M and a scale radius of 24.6 kpc. The radial period Tr is a strong function of
energy but only weakly dependent on angular momentum, while for the precession per orbit ∆ψ the
opposite is true. Apogalacticon and perigalacticon distances are also primarily functions of energy
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Figure 3.3: Variation of test-particle orbits due to small changes in energy (left) or angular
momentum (right); points show the positions of particles that are displaced from from the gray
central orbit in each quantity by ±2.5% (±10%). Both figures use the same reference orbit and are
integrated in the same potential and points are displayed at the same times. While variation in E
displaces particles primarily along the reference orbit, varying L causes precession that distributes
particles in azimuth with a range in position angle that grows with time.
and angular momentum, respectively, but the dependencies are weaker here than for Tr and ∆ψ.
The angle α follows neither of these trends but instead depends on the orbit’s circularity rather than
the absolute values of E or L.
Fig. 3.3 shows the visible effects of sampling the properties shown in Fig. 3.2 across a small
range in the (E, L) parameter space. The gray rosette represents the position of a reference orbit
at every time step of a simple numerical leapfrog integration in the standard halo described above;
it has energy equal to that of a circular orbit at 37 kpc but only 30% as much angular momentum,
i.e. L/Lcirc = 0.3. The points near the rosette show the positions of a few orbits with a distribution
of properties around the reference orbit at a few different times. Ten particles start at (x,y,z) =
64
Figure 3.4: Debris formation resulting from simple test particle models for the satellite (left) and
and N-body simulations for the same (right). The background potential has a static NFW profile.
Individual particles are color coded by either their energy (top row) or angular momentum (bottom
row) to illustrate how offsets in orbital quantities dictate their final spatial position.
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(25,0,0) kpc and for the left (right) panel their energies (angular momenta) were varied by ±2.5%
(±10%) in equal spacings. The energies and angular momenta set the magnitude and direction of
the initial particle velocities and their positions are evolved with the same leapfrog scheme. As
expected from Fig. 3.2, varying the orbital energy while holding L constant primarily affects the
orbital periods of particles, spreading them out in radial phase but keeping their orbits otherwise
similar for cosmologically significant interaction times (here 4 Gyr), giving them the appearance
of a stream tracing the ‘progenitor’ orbit. The most obvious deviation from the reference orbit is
an increased apogalacticon distance for the trailing particles and decreased apogalacticon distance
for the leading ones; this also results in the rosette petal tips, as traced by the debris, becoming
more rounded than the reference orbit as high-energy particles move farther out when they are
near apogalacticon. In contrast, when angular momentum is varied but energy is held constant
particles remain tightly clustered in radial phase because their periods are nearly equal. However,
they slowly spread azimuthally due to differences in the rate at which their apogalactica precess,
resulting in a ‘shell’ of particles at the same radius near apocenter since the apogalactic distance
varies only weakly with L. The selected values of the conserved quantities and halo do not change
the qualitative effect.
In reality, streams and shells will contain particles offset from the satellite in both energy and
angular momentum. The left panels of Fig. 3.4 show the result of integrating 105 test particles on
the same orbit as Fig. 3.3 but where the particles are given independent Gaussian distributions in
energy and angular momentum, with dispersions σE and σL respectively. The energy dispersion
is 2% of the mean orbital energy in all panels. The particles are color-coded by their energy (top
panels) or angular momentum (bottom panels), with blue indicating the lowest values and red
the highest. This simple setup produces quite reasonable ‘debris’ (compare with the full N-body
simulations in the right panels of Fig. 3.4), which is perhaps surprising, but this model is essentially
a minimum-complexity version of the phase-space-distribution method to produce streams (Küpper
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et al. 2012; Gibbons et al. 2014; Amorisco 2015). As before the qualitative result of energy and
angular momentum sorting is independent of the specific orbit or values of σE and σL chosen.
Fig. 3.4 also shows that when the fractional variation in E and L is equal, (σL/L)/(σE/E) = 1
(left panels), the distribution has a clearly stream-like appearance. Particles of the same energy
(i.e. same color in upper left panel) have very nearly the same period, reaching apogalacticon at
the same time. The precession rate, dominated by variation in angular momentum, spreads the
particles in azimuth and creates the sharp, rainbow-colored edge at the ends of the rosette petals
(lower left panel). The precession is insufficient to significantly alter the appearance that the debris
follows the primary orbit. When (σL/L)/(σE/E) = 4, however, the precession dominates and the
debris appears as a shell because the angle subtended by the radial edge due to differences in the
precession rate exceeds the width of the rosette petals by a factor of ∼ 3.
From previous work it is well known that shells are more frequent in the aftermath of radial
mergers. Here we have additionally demonstrated that, for a given orbit, the ratio of fractional
dispersions in E andL inside a debris structure is an important factor in determining themorphology.
However, σE and σL are not free parameters but are instead set by the orbit and the internal
properties of the satellite. As shown in Section 3.3.2 below and Fig. 3.5, the actual orbital
parameter distribution in the debris a) is bimodal, b) has a specific, quite non-Gaussian shape in
each mode, and c) has significant covariance especially for low eccentricity orbits (see also their
projections into action-angle and frequency space in Sanders & Binney 2013; Bovy 2014; Fardal
et al. 2014). This covariance is why the left panels of the test panel integration in Fig. 3.4 have
a more pronounced apogalacticon edge than real streams: the E-L covariance will only allow a
small subset of angular momenta at a given energy, and therefore smaller differences in integrated
precession angle at constant E. We find that accounting for this covariance is unnecessary to predict
the morphology from N-body simulations (Section 3.3.3)
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3.3.2 Debris scaling relations
The typical scales in debris (which characterize the dispersions σE and σL) can be computed
following previous work (e.g. Johnston 1998; Binney & Tremaine 2008). Consider a satellite
moving with velocity Vp at its perigalacticon, where its distance from the host galaxy is Rp. Most
mass loss will occur near pericenter so we anticipate that the debris’ dispersions in E and L are
set by the relevant satellite scales there. Particles are very likely to leave the satellite through
the effective Lagrange points where the effective potential has a saddle point; these points are in
general not equally spaced but are colinear with the host and satellite centers. We approximate
their location relative to the satellite center by the tidal radius rtide where the gravitational forces






Rp = sRp (3.1)
where m and M(Rp) are the mass of the satellite and the mass of the host enclosed inside Rp,
respectively.
We take energy scale es of the debris to be the difference in the host’s gravitational potential







while the angular momentum scale is computed from
ls = ∆L = ∆VR + V∆R. (3.3)
Using the satellite internal velocity dispersion σ =
√




ls = σRp + 2Vprtide = (
√
3 + 2)sL (3.4)
Thus es and ls are specified by the orbital and galactic parameters and therefore, given our con-
clusions in Section 3.3.1, so is the debris morphology; varying es and ls independently for a given
satellite and orbit as in the test particle integration of Fig. 3.4 is unphysical.
The efficacy of these scales is demonstrated in Fig. 3.5. Shown are the results of the simulations
described in Section 3.2 for rcirc = 25 kpc with the m = 6.5×106M run in red and m = 6.5×107M
in blue, after 8 radial periods (approximately 4.3 Gyr). In each panel satellite particles are plotted
in (E, L) space as offsets from the satellite center of mass values Eorb and Lorb; all but the
bottom-left panel have their axes rescaled by es and ls. In the upper panels black points indicate
particles that are still bound to the satellite while colored points have become unbound through
tidal stripping. The color tone (lightness) of colored points represents the angular momentum of
the satellite orbit they come from, with darker tones indicating more circular orbits. Snapshots of
the disruption near apocenter (top row) and pericenter (middle row) for a range of angular momenta
are provided; the bound particle distribution rotates about the satellite center (Eorb,Lorb) between
these directions, filling the space with unbound particles (outside an exclusion zone defined by
the satellite’s interaction with its own debris). The energy and angular momentum of individual
particles is constant to high precision after they have been unbound for a short time, consistent with
the assumption of no self-interaction at these mass ratios (ξ ∼ 10−5 − 10−6)
In the bottom row, the unbound particles from simulations with a wide range of satellite angular
momenta L/Lcirc = 0.1, 0.2 ... 0.9 are plotted together for the two different mass satellites. Shown
are absolute offsets (left) and rescaled offsets (right). Although there is some remaining angular
momentum dependence the scalings do an excellent job of removing the mass dependence and
reducing the variation in median offsets across circularities. While corrections could be made to
es and ls to account for the remaining angular momentum dependence and other effects such as
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Figure 3.5: Energy and angular momentum offsets of bound and unbound particles.
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Figure 3.6: Time evolution of debris. Left: the simulation panels show snapshots from the
rcirc = 25 kpc, L/Lcirc = 0.7 simulations of satellites with m = 2.5 × 107M (top row) and m =
2.5 × 108M (bottom row) at selected times, viewed along the axis perpendicular to the orbital
plane.. Right: the various angles, corresponding to the displayed simulations, that contribute to
the morphology metric.
mass loss over time, dynamical friction, the changing in tidal radius as a function of instantaneous
galactocentric distance, or more general potentials, we consider these simple estimates sufficient
for our purpose.
3.3.3 A morphology metric
So far we have established that (i) modest variations in orbital parameter space have effects on
properties (orbital periods, precession) that are important to the shape of debris on the timescale
of satellite disruptions, (ii) which properties will be affected by such variations depend strongly
on whether it is E or L that is varied, and (iii) satellite disruption produces debris in a predictable
section of orbital parameter space in the vicinity of the satellite’s own orbit.
Using these facts, we propose a metric for estimating whether a debris structure would be
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visually classified as a shell or a stream by comparing the contribution of energy-dominated and
angular momentum-dominated effects to its shape. As illustrated in Fig. 3.4, a reasonable choice for
the factor determining morphological assignment is whether or not the shell edge subtends a larger
range of position angle than a single rosette petal. We therefore need a measure of 1) the rosette
petal angle, already defined as α, 2) the angle through which debris has spread due to differences in
azimuthal precession rate as a function of time, ΨL and 3) the angle subtended due to stream-like
orbital period variations in the debris, ΨE , if less than a whole petal.
The near-complete separability of effects from E and L allows a simple linear approximation.
Given a satellite-host pair and an orbit (Eorb, Lorb), the angular size of the constant-energy edge
caused by precession of apogalactica is just the differential precession per orbit with respect to L
at Eorb times the angular momentum scale and the number of orbits Norb:





where the contribution proportional to ∂∆ψ/∂E is neglected due to the weak dependence of ∆ψ
on E . Similarly, since the radial period is a weak function of L the debris’ extent from energy
variations can be approximated by considering the added (subtracted) angle that short- (long-)
period, low- (high-) energy debris moves through, given by






We find that ΨE > ΨL generically; dynamically young debris will always be stream-like. We
restrict ΨE to be less than α so that we are considering individual rosette petals (see Fig. 3.1) and





Figure 3.7: Left: the theoretically motivated divider µ = 1 (black line) effectively separates debris
structures that have been visually classified as containing shells (red circles) from those marked
as streams (blue triangles). Most objects that could not be confidently assigned were dynamically
young. Some objects with ΨL > 100◦ have been omitted for clarity. Right: selected objects with
µ = 10.6, 2.8, 1.4, 0.49, 0.45, and 0.33, viewed along the axis perpendicular to the orbital plane.
where
Ψ1E ≡ min (α,ΨE ) . (3.8)
Fig. 3.6 illustrates the time evolution of the anglesΨE andΨL as computed from Equations (4.9)
and (4.11) for twomergers in our standard host halo with rcirc = 25 kpc and circularity L/Lcirc = 0.7
but differing masses. When µ is larger than 1 shells should become apparent in the debris. The
rosette petal width α (horizontal dotted line) is a function of orbit only and therefore constant with
respect to ξ and time. The stream angle Ψ1E (solid black line) is larger than ΨL (dashed black line)
at early times; both angles increase linearly so µ(t) is constant until ΨE exceeds α. Eventually
ΨE > α and so Ψ1E = α thereafter. Since the integrated precession angle ΨL continues to grow, the
morphology becomes increasingly dominated by angular momentum effects until ΨL = Ψ1E , i.e.
µ = 1 (vertical black dotted line), when the merger has produced a shell. At the last snapshot both
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mergers show shells as expected from to the moderately eccentric orbit but the mass dependence
results in a significantly faster transition for the higher mass case, by more than a factor of two in
this example. The time dependence of µ adequately captures the morphological evolution.
In this model all debris structures inevitably evolve into shells. At late times phase mixing will
reduce the density enhancements to the point where debris may not be identified as such and it
might be desirable to exclude mergers that have progressed to this stage from our accounting in
order to fairly compare with observations; however, this process is closely tied to related issues of
surface brightness and orientation effects that are left for future work.
To further test the morphology metric, 200 snapshots were selected at random from the 14,400
outputs of the simulations described in Section 3.2 and were morphologically classified by eye,
viewed along the axis perpendicular to the orbital plane. Equations (4.9) and (3.8) were then used to
compute the energy- and angular momentum-induced position angle variations from the simulation
initial conditions. Fig. 3.7 shows that debris marked as containing shells versus those that appear
as only streams are cleanly separated in (ΨL , Ψ1E ) space, and that µ = 1 can effectively divide the
different structures. In the right-hand panels, six representative snapshots are shown with a wide
range of ΨL , Ψ1E , and µ, illustrating how sorting by decreasing values of the morphology metric
shifts from classical shell systems (A, B) to “umbrellas” (C) and then streams (D, E, F).
3.4 Results II: The influence of orbital distributions on the fre-
quency of shells
The rapid acceleration of computational speed, storage, and techniques now allows cosmological
N-body simulations of structure formation to evolve representative volumes of the Universe to z = 0
in order to track statistical samples of haloes down to dwarf galaxy scales, M200 ∼ 1010M (for
example, Millennium-II, Boylan-Kolchin et al. 2009; Bolshoi, Klypin et al. 2011). Of particular
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interest for our study is the haloes’ accretion history. Typically the accretion history is projected
into two spaces: themean merger rate dNm/dξ/dz(ξ,M, z) (which has units of mergers per halo, for
a halo mass M, per unit redshift z per unit mass ratio ξ) and the orbital infall distribution which is
usually described by the probability distribution P(Vr,Vθ | ξ,M, z) for finding satellites with radial
and tangential velocities in the range Vr + dVr and Vθ + dVθ .
The morphology metric µ = µ(M, ξ, z, E, L,Φ(M, z)) described in Section 3.3.3 allows us
to make a direct connection between the orbital infall distribution and the observed numbers of
shells and streams. The expected number of mergers that produce debris structures exhibiting
shells around a galaxy of mass M can be computed, after relating the orbital parameters to their














P(Vr,Vθ | ξ,M, z)H(µ − µt)dVrdVθdξdz.
(3.9)
Here Vesc is the host escape velocity, µt is the value of the morphology metric chosen to demarcate
the transition from streams to shells, and H(x) is the Heaviside step function, equal to 1 if x > 0
and 0 otherwise. Computing Nstream(M) instead simply requires negating the argument of H. The
quantities Nshell(M) and Nstream(M) are the model predictions for the absolute number and relative
frequency of mergers that create each type of debris structure. It is important to note that Nshell
counts the number of events that produce shells, not the number of individual surface brightness
edges resulting from a merger, and therefore there is risk of observational confusion when multiple
progenitors produce debris around the same host galaxy. Additionally, it is assumed that all events
inside the integration limits are detectable without regard to uncertainties introduced by the host
light distribution and any survey sensitivity effects. Nevertheless, this analytic approach allows
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us to make some first estimates of how sensitive the population of shells and streams might be to
the orbital infall distribution. Section 3.4.1 outlines the current state of measurements of various
properties of haloes in cosmological simulations. In Section 3.4.2 we implement an approximate
representation for the luminous matter in the satellites and effective surface brightness limits.
Combining the two, Section 3.4.3 makes predictions for the observed debris population.
3.4.1 Parameter and model choices
We presume that at some future date a merger rate, NFW halo concentration relation, and orbital
infall distribution will all be consistently measured from a single cosmological simulation. To
schematically illustrate how these predictions could be compared to observations we will use some
commonly cited fits from separate simulations, each of which necessarily has its own cosmological
parameters, cosmic variance, systematic errors and resolution effects to consider. Any other choice
for each may be trivially substituted.
3.4.1.1 Merger rate
The per-halo merger rate provides the overall scaling of the absolute number of substructures.
Fakhouri et al. (2010) combined the wide Millennium-I (Springel et al. 2005) simulation with the
better mass resolution of Millennium-II (Boylan-Kolchin et al. 2009) to achieve good statistics on
mergers over 5 decades of host mass and merger mass ratio from the present to z ≈ 15. They
provide a fitting function to the mean merger rate per halo dNm/dξ/dz as a separable function of
host mass M, mass ratio ξ and redshift z:
dNm
dξdz










(1 + z)ζ (3.10)
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Figure 3.8: Outside-in stripping of mass. Top: “baryons” represented by the particles with initial
binding energies in the 90th percentile and higher, are protected from tides until ∼ 80% of the total
mass has been lost independent of the mass, orbital energy, and orbital angular momentum of the
satellite. Center: Shells in dark matter (black) vs baryons (red). Bottom: The baryons (red) have
smaller energy and angular momentum offsets because they are only stripped when the satellite has
lost a large fraction of its mass (compare the bottom-left panel of Fig. 3.5)77
where (α, β, γ, ζ) = (0.133,−1.995, 0.263, 0.0993), (A, ξ¯) = (0.0104, 9.72 × 10−3). The rate per
halo is a weak function of host mass and redshift but a much stronger function of mass ratio; the
quality of satellite and host masses measured in the observations will have a large effect on the
uncertainty in Nshell.
3.4.1.2 Host halo parameters
As indicated by Equation 3.2 and also shown by Amorisco (2015), the slope of the host halo’s
potential at perigalacticon directly affects the spread in energy and hence the rate of shell formation.
For spherical NFW haloes of a given mass this slope is determined by the concentration parameter
cvir = rvir/rs, where rvir is the host virial radius and rs is the NFW scale radius. Navarro et al.
(1996) showed that there is a tight correlation between concentration and mass; recently Dutton
& Macciò (2014) found the following relation holds for relaxed haloes with 1010 < M/M < 1015
to redshift z = 5 with a simulation using the cosmological parameters as measured by the Planck
satellite (Planck Collaboration et al. 2014):
log10 cvir = a + b log10(M/1012h−1M)
a = 0.537 + (1.025 − 0.537)exp(−0.718z1.08)
b = −0.097 + 0.024z.
(3.11)
3.4.1.3 Orbital parameter distributions
The distribution of orbital parameters may depend on a number of merger properties: the host mass,
the mass ratio, and the redshift of infall are all likely candidates besides the chosen cosmology.
Past work has disagreed about which of these are important. Some suggest ξ dependence (Tormen
1997; Vitvitska et al. 2002; Jiang et al. 2015) while others do not (Gill et al. 2004; Khochfar &
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Figure 3.9: Slices through the four-dimensional space that Equation 3.9 integrates over. The outer
black line indicates the host halo’s escape velocity while the twelve interior lines showwhere µ = 1,
i.e. the transition from shells to streams, in different merger scenarios. Any satellite whose orbit
places it below the relevant line at the given redshift, host mass, and mass ratio will create debris
with a shell morphology. The dependence on host mass at fixed ξ is due to the mass-concentration
relation changing the slope of the host potential at perigalacticon and therefore affecting es.
Burkert 2006; Wetzel 2011). Some find redshift dependence (Benson 2005; Wetzel 2011) while
others who investigated exclude it (Zentner et al. 2005). Whether the host mass has any influence
is also disputed, however there are large variations in dynamic range between these studies which
may obfuscate this. The authors who investigated correlation between orbital parameters typically
found it (Tormen 1997; Benson 2005; Wang et al. 2005; Jiang et al. 2015).
We consider possible correlation between Vr and Vθ an important factor since it is required
e.g. to capture the situation where infalls have a preferred energy. With this in mind we will use
the findings of Benson (2005) and Jiang et al. (2015) to test whether the number of shells and
streams can distinguish between infall models and therefore, given sufficient grips on what range of
M, ξ, and z one is probing, the consistency of simulation and observation. Benson (2005) provides
fits to the probability distribution P(Vr,Vθ | z) for z ∈ {0.0, 0.5, 1.0} while the results of Jiang
et al. (2015) can be transformed to compute P(Vr,Vθ | M, ξ) with M/M ∈ {1012, 1013, 1014} and
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ξ ∈ {[0.0001, 0.005], [0.005, 0.05], [0.05, 0.5]}. The shapes of these infall distributions in (Vr,Vθ)
space are shown in the left panels of Fig. 3.11 and Fig. 3.12
3.4.2 Converting dark matter simulations to LSB features
3.4.2.1 Two-component satellites
Thus far we have considered the disruption of only the satellites’ dark component. The baryonic
part is situated deep in the satellite potential and is therefore significantly more resistant to tides than
the more extended dark matter. This can lead to substantial differences in the spatial distribution
of the two components simply because the satellite will have lost much of its mass before any stars
are unbound and therefore the area covered by stars in (E, L) space will smaller than computing
es and ls from the initial mass would suggest. We represent the fraction of the binding energy
distribution that contains stars by fb. The true value of this fraction is not well understood and
depends on the details of the galaxy formation process but previous work has shown that tagging
the 10% most bound dark matter particles with stars reproduces many properties of the stellar
halo in high-resolution resimulations of Milky Way-sized galaxies (De Lucia & Helmi 2008) and
captures the observed surface brightness, velocity dispersion, and luminosity distributions of Local
Group dwarfs modeled from semi-analytic initial conditions (Bullock & Johnston 2005) although a
smaller fraction (1-3%) may be required to ensure that the size-luminosity relation of Local Group
dwarfs is also respected when the halo is live (Cooper et al. 2010).
Fig. 3.8 explores the most extreme two-component scenario, where all particles with initial
binding energy in the 90th percentile and above are considered ‘baryons,’ fb = 0.1. In the top panel
the fraction of baryon-labeled particles that are still bound is plotted as a function of the total bound
mass fraction at each output for 72 of our simulations, those with L/Lcirc ≤ 0.5; this cut is used
to ensure sufficient number statistics. As expected the baryons are well isolated from tidal forces
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Figure 3.10: Computed ratios of shells and streams given two simple Gaussian infall distributions.
Top: contours containing 5%, 33%, and 67% of orbits for the selected infall distributions. Dis-
tribution 1 is significantly more radially biased than Distribution 2 and has lower average energy.
Center: Computed fraction of galaxies that would be observed to host shells or streams given the
above distributions. As expected, the more radial orbits of Distribution 1 produce more shells.
Bottom: the ratio of the number of shell-hosting to stream-hosting galaxies varies dramatically
with the avaliable orbital parameters, from approximately 3:4 for Distribution 1 to nearly 1:10 for
Distribution 2.
81
and virtually none of them are removed until ∼ 80% of the initial mass is stripped. This result
matches that found previously by Villalobos et al. (2012) and Chang et al. (2013). The correlation
between the remaining fractions of the two components is very similar across all simulations and
the deviations that exist do not appear to be related to mass ratio, circularity or orbital energy.
This multiple component model has two important effects on the morphology metric. First,
there is a time delay introduced by the requisite halo stripping; this can be less than an orbital
period if the orbit is highly eccentric or more than a Hubble time for near-circular orbits at the
virial radius where the tidal field is comparatively weak and the mass loss rate is slow. Since the
delay depends sensitively on fb, the mass-to-light ratio and the profile of the embedded stars we
simply note that where it is large is also the regime where debris will be streams for tens of Gyr
and therefore Nstream may be better interpreted as an upper limit since some subhalos will not yet
have developed visible tidal features. Second, since the angles ΨE and ΨL are proportional to m1/3
through the energy and angular momentum scales their rate of increase is slowed proportionally.
The orbital width α is not affected and the result ΨE > ΨL still holds, therefore shell development
is slowed by a factor of ∼ (0.20)−1/3 = 1.7.
3.4.2.2 Integration limits: approximating observability
To facilitate a first test of the sensitivity of morphological fractions to orbit distributions, we make
a number of assumptions regarding which mergers will be visible and counted as shells or streams,
leaving more detailed estimates to future work.
• The threshold µ = 1 is assumed to divide the morphological classes exactly, independent of
orientation.
• We presume that the existence of coherent debris structures implies that there has not been a
major merger (which we take to be mergers greater than 10:1) during disruption and therefore
and set ξmax = 0.1.
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• Host mass growth is neglected, consistent with the previous assumption.
• The surface brightness and therefore detectability of substructures are a function of mass,
orbit and time (Johnston et al. 2008; Cooper et al. 2010). As an estimate we assume that
debris structures from zmax = 0.5 (∼ 5 Gyr) will still have high enough surface brightness to
be visible if the progenitor was sufficiently massive, choosing sufficiently to be ξmin = 0.05
for convenient comparison with measured infall distributions. Infalls that occur at higher
redshift or with smaller mass ratios are not counted. A simple extension would be a mass-
ratio-dependent maximum infall redshift; a full accounting would require more complex
analysis to assess the influence of debris morphology and orientation on the lifetime of
observability.
• The minimum infall redshift for which debris may be extended enough to be noticeable
is a function of orbital period and depends also in fb through the time delay discussed in
Section 3.4.2 but for simplicity we choose zmin = 0.1 (∼ 1.3 Gyr). Another way to define
this constraint would be to use zmin = 0 but only count mergers with max(Ψ1E,ΨL) > Θ
where Θ is some minimum angle; for example, a few times the angle subtended by rtide at
apogalacticon.
• Motivated by the results of Section 3.4.2 we compute the scales es and ls using 20% of the
initial satellite mass to capture the effect of stripping the extended dark matter before any
stars are removed.
• Finally, we assume that dynamical friction and asphericity negligibly alter the orbital param-
eters during the erosion of the extended dark halo.
All of these effects are worthy of further investigation.
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3.4.3 Sensitivity to orbital infall distributions
In this section we explore how much influence infall distributions have on observed number of
galaxies that contain shells and streams. First we will consider two arbitrarily chosen distributions
P(Vr,Vθ) that are widely separated and have simple functional forms (Section 3.4.3.1). Having
established this baseline, we consider the differences that result from two similar infall distributions
measured in the same simulation with the same technique but at different redshifts (Section 3.4.3.2)
and finally to mass dependence in the distributions (Section 3.4.3.3) using the indicator Nshell(M).
Evaluating the four-dimensional integral in Equation 3.9 numerically is difficult because com-
puting the derivatives of orbital quantities that are used to calculate µ requires four optimizations
and seven integrations. Applying an adaptive quadrature method in four dimensions would re-
quire tens of millions of evaluations and is therefore impractical, so instead we use a significantly
modified and parallelized version of mcint, a Monte Carlo integrator, to reach acceptable ∼ 1%
accuracy with a few tens of thousands of evaluations.
One way to visualize the division of orbits into shell-forming and stream-forming is to consider
the (Vr,Vθ) plane and draw lines of µ = 1 (the selected value for the morphological transition) for
different mass ratios and host masses at a single redshift. This is shown in Fig. 3.9. The infall
distribution is then a probability density function (pdf) of the coordinate axes and the fractional
ratio of shells and streams at the given (M, ξ, z) is the integral of that pdf on either side of the µ = 1
line.
3.4.3.1 A simple test - distinguishing infall distributions
As a proof of concept, we use Equation 3.9 to compute the expected fraction of galaxies that would
be observed with shell or stream debris under the assumptions of Section 3.4.2.2 given the two
https://pypi.python.org/pypi/mcint/
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simple, Gaussian infall distributions shown in (Vr,Vθ) space in the upper panel of Fig. 3.10. The
first, displayed with red dashed contours, is axis-aligned and centered on (Vr,Vθ) = (0.7, 0.4); this
set of orbits is radially biased. The second distribution, shown in solid blue contours, is centered
on (Vr,Vθ) = (0.75, 0.75) and oriented at a 45◦ angle to the axes which produces orbits that have
higher average energy and a smaller dispersion in energy than the first distribution.
In this scenario the classical intuition that amore radial population of satellite orbits will produce
more shells clearly holds true, as shown in the center panel of Fig. 3.10. The ratio of the expected
number of galaxies hosting shells to those with streams for the relatively eccentric satellites of
Distribution 1 is Nshell/Nstream = 75% for a host mass of 1012M, decreasing to 67% for a host mass
of 1014M; shells contribute significantly to the global population of debris structures. Conversely,
when the satellites are given a more equitable distribution of radial and tangential velocities as in
Distribution 2, streams dominate the substructure population by nearly 10 to 1.
This experiment give credence to the idea that the debris structure population contains ex-
tractable information about the way satellites are accreted and enabling the exclusion large classes
of infall distributions. In the following sections we consider distributions as measured from within
a single cosmological model; while the ability to distinguish between such similar distributions is
more speculative, these examples provide a test of the precision necessary from both observations
and simulations to provide more detailed constraints on orbit distributions.
3.4.3.2 Comparing infall distributions as measured in cosmological simulations
In Fig. 3.11 we compare the number of debris structures of each type expected from the Benson
(2005) distributions as measured at z = 0 and z = 1 (i.e. B0 and B1), which are shown in the
left and center panels, respectively. Both have the form of a two-dimensional Maxwell-Boltzmann
distribution in tangential velocity with a Gaussian distribution of radial velocities but the mean
and dispersion in the Vr Gaussian is a function of Vθ to accommodate covariance between the
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Figure 3.11: Left: visualization of the B0 infall parameter probability density. The black line
is the host escape velocity while the color and contours encode the probability of an infall at a
particular point in this space. Center: same but for B1. Note the lower average total velocity and
the sharper peak. Right: Number of shells and streams as computed from Equation 3.9 using the
limits described in the text. While streams (triangle markers) dominate, the number of shells (circle
markers) increases 38% when changing the infall distribution from B0 (blue dashed lines) to B1
(red solid lines).
velocities. Our experiment asks how different the number of structures at z = 0 would be if the
infall distribution had frozen as it was at z = 1 instead of evolving into B0. For B1 the covariance
between Vr and Vθ is somewhat weaker and the distribution overall is more sharply peaked at lower
values for both velocities.
The right panel of Fig. 3.11 shows the computed values ofNshell(M) andNstream(M) forMhost/M
∈ {1012, 1013,1014}. Because B1 is more strongly peaked, a larger fraction of orbits are bound and
therefore the total number of debris structures is 11% larger. While in both cases the structures
are dominated by streams, the lower mean tangential velocity of B1 produces many more shells;
averaging over the mass bins, there are 38% more shells but only 7% more streams in this case. It
is encouraging that quite subtle differences in infall distributions actually measured in simulations




As noted in Section 3.4.1.3 above, some authors have found that P(Vr,Vθ) varies as a function of
host halo mass. In particular, Jiang et al. (2015) fit the infall distribution in a 3 × 3 grid of host
masses and mass ratios using a Voigt profile in total velocity and an exponential in radial velocity;
we transform to the (Vr,Vθ) plane and show the results for the highest mass ratio bin, 0.05 < ξ < 0.5,
in Fig. 3.12.
To check whether mass dependence will alter Nshell and Nstream we compute them using two
scenarios: first assuming that all host haloes, regardless ofmass, receive satellite infalls as described
by the 1012M, high-mass-ratio distribution (J12, leftmost) and secondly assigning them their actual
host-mass-dependent, high-mass-ratio orbital infall distribution (JC, the three distributions shown).
Since the largest mass ratio mergers are more radially biased (compare also Tormen 1997;
Vitvitska et al. 2002) the fractional contribution of shells to the debris population is much larger for
both J12 and JC (Nshell/Nstream ∼ 40− 60%) than for B0 or B1 where all values of ξ are considered
together, which instead results in Nshell/Nstream of only ∼ 15 − 20%. Between J12 and JC, the
1012M values are identical by construction, however the differences between the 1012M and
1013M infall distributions increase the number of shells calculated around the larger host by 29
per cent while negligibly altering the number of streams.
3.5 Discussion: observational prospects
The estimates of the frequency of shell-like and stream-like debris signatures in Section 3.4 suggest
that a survey that can accurately measure the prevalence of streams and shells would be capable
of providing constraints on orbital infall distributions. There is one observational sample that
is interesting to compare with our preliminary estimates. Atkinson et al. (2013) surveyed 1700
galaxies to 27.7 mag/arcsec2 in the g′ band, searching for evidence of tidal debris. Approximately 1
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Figure 3.12: Infall distributions and resultant average number of shells and streams from J12 and
JC. Left panels: The transformed velocity distributions in the highest mass ratio bin from Jiang
et al. (2015). There is a trend of decreasing covariance between radial and tangential velocity with
increasing host mass as well as lower average tangential velocity at larger host masses. Right: the
resultant debris populations, first when assuming all hosts receive infalls according to the lowest
host mass infall distribution (J12, gray lines) and then assigning each their measured probabilities
(JC, black lines). The same values are found in each case at Mhost = 1012M by construction.
in 6 galaxies had strong indications of some type of tidal feature allowing percent-level constraints
on the fraction of galaxies containing debris of several morphological types, as sorted by visual
classification.
We can make a preliminary comparison between their results and our predictions based on the
Jiang et al. (2015) infall distributions (Fig. 3.12). We simplify their six morphological categories
by combining ‘shells’ and ‘fans’ into a single population along with ‘streams’ and ‘linear’ features,
to better match our dichotomy. ‘Diffuse’ and ‘arm’ structures are presumed to be highly mixed
remnants and parts of the host galaxy, respectively, and therefore we exclude them from our
accounting to match the analysis above. By assuming that the observed galaxies follow the stellar-
to-halo mass relation found byMandelbaum et al. (2006) and combining the observed stellar masses
into 0.4 dex bins, the Atkinson et al. (2013) results suggest that at host halo masses of 1012M
approximately 3 per cent of the observed galaxies have shells and 6 per cent have streams, while
of those nearer 1013M 8 per cent have shells and 10 per cent have streams. Comparing with
Fig. 3.12, one sees that the analytic estimates overpredict both types of debris structures by a factor
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of ∼ 2. In addition, the ratio of shells to streams is higher in the observations and is more strongly
dependent on mass. While it may be tempting to interpret these numbers as indications that the
model merger rate is too high with orbits that are excessively tangentially biased, several questions
remain. These differences could instead be attributed to the simplifications made in the integration
limits that were chosen to mimic a surface brightness limits in the observations or in differences
between their visual classification of debris types and our analytic criteria for splitting shells and
streams. More carefully matching the surface brightness cut to the survey parameters will allow us
to probe these questions.
It is clear that extensivework is necessary before a conclusive comparison between observational
and simulation can be made. This requires (i) an unbiased, uniform survey containing at least a few
hundred galaxies with detected debris structure, such as the Atkinson et al. (2013) sample; (ii) a set
of satellite disruption simulations with different mass ratios and orbits type, realistically-embedded
stellar distributions, considering all viewing orientations and including contamination from the
host galaxy’s light; and (iii) an objective and automated method for classifying features to a given
surface brightness limit in both simulations and observations in the same way.
Looking to the future, the Large Synoptic Survey Telescope will probe a region ∼ 20000 deg2
and ultimately reach a surface brightness sensitivity of r ∼ 29 mag arcsec−2 (Ivezic et al. 2008).
Such a deep, uniform survey will unveil vast numbers of substructures. This prospect provides
strong motivation for addressing the second and third requirements so that the orbits of infalling
structures can be recovered.
3.6 Conclusion
In this work we have studied the formation of the major morphological classes of tidal debris
from minor galactic mergers - shells and streams - and found that a simple physical model of
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stream production based on offsets in energy between the unbound particles and the progenitor
satellite is extensible to shells if the consequences of angular momentum offsets are also included.
This is quantified through a morphology metric which is shown to provide a good match to
visual classification. For an individual merger the resulting morphological class is intrinsically
time-dependent because the energy effects are bounded by the size of a single orbit but those of
the angular momentum are not. We demonstrate how the distribution of merging satellite orbital
parameters measured in cosmological N-body simulations can be interpreted through amorphology
metric as predictions for the fraction of galaxies that have experienced stream- or shell-creating
mergers. Our results show that different infall distributions produce results that are plausibly
distinguishable using studies of low-surface-brightness features around nearby galaxies. Tidal
debris morphology thus provides unique access to orbit distributions - an as yet unexplored part of
the accretion history.
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A machine vision method for the automatic
classification of stellar halo substructure
4.1 Introduction
In the current cosmological picture, structure at all scales forms due the gravitational collapse
of overdensities left over after inflation. After an initial collapse into halos, structure formation
proceeds hierarchically in that large systems are built over time from assemblages of smaller systems
as they collide and merge together (e.g. White & Rees 1978). This process continues in the modern
epoch as evidenced by observations of satellite galaxies being tidally disrupted and eventually
subsumed into their hosts. The morphology of the stellar debris left over from these events can
persist for Gyr before phase mixing into the smooth stellar halo (e.g. Helmi & White 1999) and
contains a wealth of information about galactic merger histories (c.f. Johnston et al. 2008; Hendel
& Johnston 2015).
Two typical examples of ongoing mergers in the Local Group are the Sagittarius dwarf and its
tidal tails (Ibata et al. 1994; Newberg et al. 2002; Majewski et al. 2003; Belokurov et al. 2006)
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around the Milky Way and the Giant Southern Stream in Andromeda (Ibata et al. 2001; Ferguson
et al. 2002). A growing number of extragalactic surveys that reach very low surface brightness
limits in integrated light show that similar structures are common around galaxies more generally
(Martínez-Delgado et al. 2010; Atkinson et al. 2013; Duc et al. 2015; Greco et al. 2017; Hood et al.
2018b; Morales et al. 2018b; Kado-Fong et al. 2018), even though these studies are likely accessing
only the bright end of the tidal debris luminosity function (Bullock & Johnston 2005; Cooper et al.
2010).
In addition, there is a growing literature on resolved stellar halos, which also reveal extensive
substructure. These studies – which directly image individual stars at Mpc distances – are very
challenging but permit exceedingly low effective surface brightness limits and better determination
of stellar ages and metallicities. Pioneered by the PAndAS survey of Andromeda (Ibata et al. 2007;
McConnachie et al. 2009; Ibata et al. 2014), a combination of ground–based, wide–field imaging
covering tens to hundreds of projected kpc of nearby galaxies (Mouhcine et al. 2010; Bailin et al.
2011; Barker et al. 2012; Greggio et al. 2014; Okamoto et al. 2015; PISCeS, Crnojević et al. 2016)
and deep Hubble Space Telescope observations of select fields (Dalcanton et al. 2009; GHOSTS,
Radburn-Smith et al. 2011; Rejkuba et al. 2014; Monachesi et al. 2016; Mihos et al. 2018) are
rapidly advancing our understanding of stellar halos and the substructure within them.
The next great leap forward is likely to come with the launch of theWide–Field Infrared Survey
Telescope (WFIRST). Combining a 0.34 deg2 field of view, HST resolution, and an effective surface
brightness limit of 35 mag arcsec−2, WFIRST will be able to map stellar halos in resolved stellar
populations with unprecedented detail. The WFIRST Infrared Nearby Galaxy Survey (WINGS)
Science Investigation Team is planning to image most (∼ 100) large galaxies within 10 Mpc,
resolving ∼ billions of stars including an expected tens of millions in their halos. This will be
an ideal dataset to understand the underlying merger dynamics but requires substantial theoretical
development.
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One way to extract astrophysical information from catalogs of substructure is to classify systems
by their spatial morphology. Tidal debris can be broadly divided into two morphological groups:
streams and shells. Streams are long, narrow features that approximate orbits in the host galaxy’s
potential. Shells, on the other hand, often cover a large two–dimensional area with significant
luminosity, bounded at some radius from the host galaxy by a bright caustic that corresponds
roughly to an isopotential. To first order streams and shells are generated by near–circular and
near–radial satellite orbits, respectively, but in detail contain information about all the interaction
parameters including the host mass, merger mass ratio, and interaction duration (Amorisco 2015;
Hendel & Johnston 2015). However, the catalogs that exist rely on visual identification (with the
exception of Kado-Fong et al. 2018) followed by manual classification into morphological groups.
This introduces a host of worrying systematics that can hamper physical interpretation.
In this contribution we seek to improve this state by introducing an automatic method for
classifying tidal debris based on the Subspace–Constrained Mean Shift algorithm. In Section 4.2,
we describe the test dataset and classification pipeline; in Section 4.3, we examine its performance
compared to a semi–analytical ‘morphology metric’ that we take to represent the true state of the
interactions; and Section 4.4 considers the possibilities for future use. Section 4.5 concludes.
4.2 Algorithm: SCUDS
Due to the advantages, rapidly advancing state, and future prospects of resolved maps of stellar
halos, we have implemented an algorithm that operates on particle data. With minor modification
we anticipate that it can be applied to images as well. In this Section we describe the test data and
pipeline, which can be separated into several stages: feature identification, feature classification,
spatial reconstruction and finally debris classification. Each is described in turn below. Central to
this method is the Subspace–Constrained Mean Shift algorithm (Ozertem & Erdogmus 2011), so
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Figure 4.1: Ridge points computed with the Subspace–Constrained Mean Shift algorithm using a
bandwidth of 2 kpc (colored points) plotted on top of the particle data (black points) for a stream–
forming (top) and shell–forming (bottom) minor merger simulaiton. Both the tidal streams and
shell caustics are captured by the principal curves.
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we dub our algorithm Subspace Constrained Unsupervised Detection of Structure, or SCUDS for
short.
4.2.1 Test dataset
N-body simulations provide an ideal proving ground for a machine vision classifier. While in
principle the output of any number of simulations could be used, substantial particle resolution in
the satellite galaxy is required, a wide variety of interaction parameters should be investigated, and
it is convenient to have ready–made classifications to compare against. The grid of minor merger
simulations used in Hendel & Johnston (2015) satisfies these conditions.
The simulation setup evolves 105–particle, NFW–profile (Navarro et al. 1997) satellites orbiting
in a static, spherically symmetric NFW–profile host galaxy using the Self–Consistent Field basis
function expansion code (Hernquist & Ostriker 1992). The host potential has a viral mass of
1.77×1012 M and a scale radius of 24.6 kpc, broadly consistent with the MilkyWay, but besides a
small effect from the mass-concentration relation the mergers are nearly scale invariant with respect
to Mhost. In total, this archive holds 1,920 snapshots representing mergers over a wide range of
orbits (with energies equal to those of a circular orbit at 25, 45, 75, and 100 kpc, and 12 circularites
between 0.05 and 0.95), mass ratios (NFW satellites of masses m/M = 6.5×106, 107, 108, 109) and
interaction times (up to 8 Gyr), as well as a morphological classification derived from semi-analytic
scalings that describe the tidal disruption process (their Eq 5–8 and Figure 7).
Even though these snapshots have a large satellite particle count compared to mergers with a
similar mass ratio in modern cosmological hydrodynamic simulations, some initial conditions still
produce debris structures with very low densities which makes any analysis uncertain at best. For
this reason we will focus on the more tightly bound and lower mass examples, which maintain
reasonable projected particle densities for many Gyr. Applying SCUDS to fully observationally–
One definition of scud is ‘loose vapory clouds driven swiftly by the wind,’ which we find an apt visual.
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motivated merger ratios and orbit distributions simply requires additional resolution, which we
defer to future work. Similarly, we will assume all N-body particles represent stars instead of
tagging the most bound as such to retain sufficient particles on which to operate. This means
that the satellites do not exactly match the observed mass-concentration relation but again this is
unimportant in terms of analyzing the debris structures, and one can think of the simulation as
representing a satellite whose dark halo has already been substantially stripped.
4.2.2 Machine vision method
4.2.2.1 Feature identification: Subspace–Constrained Mean Shift
TheMean Shift technique (Fukunaga & Hostetler 1975) is well known as a non–parametric method
of classification. Given a dataset { ®Xi}, an estimate of its density field ρ(®x) in D dimensions, and a
test point initial condition ®y, Mean Shift iteratively moves ®y up the local density gradient towards
a local maximum until convergence at a mode, where updates give shifts less than a tolerance  .
In the common use case as a classifier this is performed for each ®y ∈ { ®Xi} and all points that reach
the same mode (within ) are considered a single cluster. However, for detection of tidal features
we are interested not in the countable set of modes but rather the principal curves, by which we
mean smooth curves (or manifolds) that pass locally through the middle of the data (Hastie 1984;
Hastie & Stuetzle 1989). These curves will trace the high-density regions of tidal streams and shell
caustics, and we will refer to them as density ridges or ridgelines. Mean Shift can be extended with
an additional constraint on the direction that ®y is allowed to move at each iteration (within a local
subspace, thus Subspace–Constrained Mean Shift, or SCMS) so that it converges to just such a
principal surface, of dimension d ≤ D − 1 (Ozertem & Erdogmus 2011). This technique has been
used successfully to identify filaments in the cosmic web, which have a similar geometry (Chen
et al. 2015a,b, 2016, 2017; He et al. 2017). The specific implementation of SCMS we employ is
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Figure 4.2: Methodology for classifying individual ridge points. An example of a point on a stream
(top) and shell (bottom) are shown. Left: A single ®xr (gold diamond) is chosen and the local ridge
is axis–aligned by a rotation such that the corresponding ®φr points along the x–axis. A selection
box (gold rectangle) is constructed for the particle data using these coordinates. Right: the data in
the selection is collapsed in the x coordinate, binned in y (black histogram), and then decomposed
by Fourier transform; the inverse transform is show (green dashed line) as well as the contributions
from the symmetric cosine (red line) and asymmetric sine (blue line) components.
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Figure 4.3: Variation of the local morphology metric µi as a function of its parameters m, ∆x, and
∆y, which correspond to the number of basis functions used and the area over which the expansion
is computed. The top and bottom rows correspond to the same ridgepoints as shown in Figure 4.2,
representing locations on a stream and a shell, respectively. The quantity held constant is set to its
fiducial value (m = 5, ∆x = 4 kpc, and ∆y = 8 kpc). Color indicates a percentage difference from
the median of each panel. The computed value varies by only a few percent for a wide range of
choices; the most obvious constraint is that the range [ymin, ymax] should be at least twice the KDE
smoothing scale so that the shell edge is captured correctly. We find that µi varies by only a few
per cent over the wide range shown. This behavior is typical among sample points tested.
distributed in the helit package. In the following we assume D = 2, i.e. using sky positions alone.
This could be extended to include a third dimension such as metallicity to separate stars that are
part of tidal debris from the stellar halo of the host galaxy.
A density ridge is defined by a set of conditions on both the gradient and the Hessian of the
https://github.com/thaines/helit/
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where n is the number of datapoints, K is a kernel (in this work, the Gaussian kernel), and h is
a smoothing bandwidth. The choice of h is an important but difficult issue. Too large and the
KDE will over–smooth the debris and hamper classification; too small, and the resulting density
field will have too many nodes for the test points to effectively find the principle curves. The same
problem exists in identification of tidal debris in image data, and in that scenario it is common to
smooth at 1–3 kpc to enhance the low surface brightness features (e. g. Miskolczi et al. 2011;
Hood et al. 2018a; Morales et al. 2018b). Here we adopt h = 2 kpc.
Next, the gradiant g(®x) = ∇ρ(®x) and Hessian H(®x) = ∇∇ρ(®x) are computed and H(®x) is
eigendecomposed. Defining ®v(®x) as the eigenvector corresponding to the smallest eigenvalue of H,
the ridge is the set of points ®xr that satisfy
®v(®xr)T∇ρ(®xr) = 0 and ®v(®xr)TH(®xr)®v(®xr) < 0 (4.2)
(e. g. Eberly 1996; Ozertem & Erdogmus 2011; Genovese et al. 2014; Chen et al. 2015). These
relations demand that the density field has a local maximum in the eigendirection corresponding
to the smallest eigenvalue of H. The eigendirection corresponding to the larger eigenvalue is also
the direction of the gradient and therefore points along the ridgeline; we note this direction ®φr for
each ®xr for use in further analysis. Examples of the principal curves that result from this SCMS
procedure are shown in Figure 4.1. In the top panel, the ridgeline cleanly traces the center of
the tidal stream, even capturing the ‘s–shape’ characteristic of the progenitor position. The shell
debris on the bottom panel is more complex; the shell caustics are marked out but also traced are
the ‘pericenter streams’ where the particles pass through their host as they move along their orbits
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Figure 4.4: Global morphological classification for simulation snapshots of a stream (top) and shell
(bottom). Left: the local morphology µi is evaluated for each ridge point. One can immediately see
that the stream is more symmetric, with only a few points having less than ∼ 80% of the orthogonal
series expansion’s density represented in symmetric terms. This gives the stream µS = 0.27.
Ridgepoints on the shell have an average value µS = 0.48. Center: the initial positions ®yi of the
ridge points, color–coded by µi calculated at their final positions. Right: the mean value of the
average morphology of gridded cells gives an area-weighted view of the morphology.
from one shell to another. There are also some scattered points that represent locations where the
smoothing bandwidth is insufficient to connect with major structures; in this snapshot about 1% of
the final positions are spurious for this reason.
4.2.2.2 Feature classification: orthogonal series density estimation
With the ridge points identified as locations of interest, the next step is to examine the structure of
the particle density in the vicinity to determine if the ridgeline corresponds to a shell–like or stream–
like feature. The key morphological identifier of shells is a gradual rise in surface density with
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increasing radius followed by a sharp drop to zero; the density is highly asymmetric perpendicular
to the shell edge (which the ridgeline parallels). Streams, on the other hand, tend to be more
symmetric about their principal curve. We therefore take as an ansatz that each ridge point ®xr can
be classified on the basis of this asymmetry in the direction perpendicular to ®φr . We investigated a
number of ways to characterize the symmetry of the density field including distribution properties
like skewness and kurtosis, theWilcoxon signed-rank test (Wilcoxon 1945), the response of a Sobel
filter (Sobel 2014), and non–parametric mixture models (Patra & Sen 2016). While each of these
tools have some advantages, extensive testing suggests that a decomposition based on a Fourier
series provides conceptual simplicity, high speed, and an effective classification.
Having chosen this tool, the SCUDS methodology for classifying each ridge point is illustrated
in Figure 4.2. First, a subset of particles in the vicinity of ®xr on which to operate is constructed.
The local principal curve is axis–aligned by rotating the data by ®φr such that the ridgeline lies along
the x axis. Next, particles in the range ymin < y < ymax and xmin < x < xmax are selected and
their x coordinate is discarded, producing a one-dimensional particle distribution perpendicular to
the ridgeline. Next, an orthogonal series density estimator is applied; the idea is to generate an
approximation fˆ of the underlying density by estimating its Fourier expansion coefficients using the
samples xi, under the assumption that they are drawn from the true density f . More explicitly, after
a change of variable such that (ymin, ymax) → (−pi, pi), the integrals for calculating the coefficients












f (x) sin j x dx (4.4)
are approximated using a sum of Dirac delta functions at the particle positions to represent the













sin j xk . (4.6)
The orthogonal series density estimator is then






(aˆ j cos j x + bˆ j sin j x)
]
(4.7)
where m is the maximum basis function degree of interest; this corresponds to an effective smooth-
ing, since as m → ∞ the series must converge to the set of delta functions it uses as input, not
f .
A measure of the total degree of asymmetry in fˆ can be computed by comparing the sine and
cosine contributions to the overall density; we define the local morphology metric as
µi ≡
∑m
j=1 |aˆ j |∑m
j=1 |aˆ j | + |bˆ j |
. (4.8)
Note that the j = 0 term that represents the mean value is not included.
4.2.2.3 Parameter choices
The SCUDS classifier scheme defined above has introduced a number of free parameters: the scale
of the kernel density estimate h, the maximum Fourier term m (which corresponds to an effective
smoothing) and the data selection ranges [xmin, xmax] and [ymin, ymax]. Ideally the classifier will be
insensitive to the detailed choice of each parameter. To test this, we again examined the same test
point as in Figure 4.2 and varied the classification parameters. The effect this has on µi is show
in Figure 4.3; the top row is the point on the stream, and the bottom is on the shell edge. The
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Figure 4.5: Effect of inclination on the ridgepoint and global morphology. Top row: the same
simulation as the stream simulation (top row) of Figure 4.4, except inclined at different angles to
the line of sight. The morphology is calculated in the same way. Second row: same as top row,
but for the shell simulation (bottom row of Figure 4.4. Bottom left and bottom center: distribution
of point morphologies µi for the inclined stream and shell simulations, respectively. Right: mean
morphology µS calculated as a function of inclination; the automatic classifier is well behaved for
a wide range of inclinations.
color indicates the percentage variation for each choice relative to the median value in the panel.
One can see that µi varies by only a few percent over a wide range of choices for each parameter,
with the exception of ymin − ymax. When this quantity is less than about twice the KDE smoothing
scale the shape of the density histogram qualitatively changes since the shell edge is not included
in the range. Very large box sizes also cause difficulties as the density expansion has to capture
multiple features. For the remainder of this work we set h = 2, m = 5, xmax − xmin = 2h, and
ymax − ymin = 4h.
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4.2.2.4 Source reconstruction & debris classification
Given the above method for classifying each ridgepoint, next an overall morphology for each
simulation snapshot must be determined. We use the simplest possible method: computing the
mean value of the local morphology µi (Equation 4.8) over all ridgepoints. This gives a number–
density–weighted morphology since the initial SCMS positions are chosen as a subset of the data,
®y ∈ {Xi}. We denote this global morphology µS.
While in principle one could initialize the ridge initial positions as every particle, in practice this
is rather computationally expensive and, we find, unnecessary. To ensure this method can return
consistent morphology results, we computed µS using 100 random initializations of 500 particles
from a simulation snapshot. The standard deviation of both metrics was only 0.7% of the mean,
which we consider negligible. To err on the side of caution, for the remainder of this work we use
3,000 ridge particles.
Finally, stars from the host galaxy will make any kind of analysis difficult near its center; for
example, Kado-Fong et al. (2018) found that their detection efficiency dropped dramatically within
∼ 4Re. WithWFIRST in mind and noting that in the mid–infrared nearby early–type galaxies have
effective radii ∼ 3 kpc (Forbes et al. 2017), we remove any ridgepoints within 15 kpc of the host’s
center. Similarly, if a bound remnant exists any ridgepoints within 5 kpc of it are masked.
4.3 Results




One difficult issue in by–eye detection and morphological classification is the effect of inclination.
Using the tool described above this confounder can be addressed directly, both in terms of changes
to the appearance of specific points on the debris and the global morphology.
Figure 4.5 explores this for two representative simulations, again one shell and one stream.
Perhaps unsurprisingly, the relatively one-dimensional shape of the stream is unaffected by rotation
until the inclination i & 75◦, where projection causes substantial overlap between the leading and
trailing streams. The slight decrease at small inclinations is due to the projection hiding epicyclic
overdensities or ‘feathers’ as they are superimposed on top of the main arm.
On the other hand, the sharp density drop at the edge of shells is enhanced by projection, in
the same manner as limb–brightening, and one might expect that as the densest part of the shell
(in the orbital plane) is rotated into the line of sight that its appearance would change significantly.
This is borne out as shown in Figure 4.5; the automatic classifier still detects the shell edge, but its
morphology µS decreases from ∼ 0.34 to ∼ 0.29 for inclinations of 0 and 75 degrees, respectively.
The simulations are necessarily symmetric when viewed edge–on, due to the symmetry of the
spherical potential and initial conditions, so an overall decrease is unsurprising. However, it seems
that the SCUDS morphology is relatively insensitive to inclination effects.
4.3.2 Time evolution
One clear expectation from a variety of analytic arguments (Amorisco 2015; Hendel & Johnston
2015), cosmologically motivated numerical simulations (Johnston et al. 2008), and fully cos-
mological hydrodynamic simulations (Pop et al. 2017) is that debris from satellites on orbits of
intermediate circularity should slowly transition from stream–like to shell–like over time. This can
easily be evaluated by SCUDS, as seen in Figure 4.6. There is a clear pattern for many debris
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Figure 4.6: Time evolution of the SCUDSmorphologymetric µS for satellites ofmassm = 6.5×107
and m = 6.5 × 108 on a variety of orbits with circularities j = L/Lcirc between 0.05 and 0.95.
Some trends are visible: the more massive satellites (large squares) tend to have a larger value of
µS, while the lower mass satellites (small circles) on very radial orbits tend to have a morphology
that increases more quickly with time. Relatively circular orbits tend to remain at small values for
µS for the duration of the simulation.
106
structures, especially from the more massive group, to slowly grow more asymmetric (i.e. have
more of their mass in shells) as time goes on. This trend is not uniform, however, and the low–mass
satellites on relatively circular orbits have little evolution away from their original stream–like state
over the more than 5 Gyr shown here.
4.3.3 Connection to the morphology metric
Here we briefly review the computation of the morphology metric of Hendel & Johnston (2015);
see that work for a complete justification. Given an orbit in the host potential with energy Eorb and
angular momentum Lorb, the angular size of the shell edge due to azimuthal precession is just the
differential precession ∆ψ per orbit with respect to L at Eorb times the angular momentum scale
and the number of orbits Norb:




; ls = σRp + 2sVpRp = (
√
3 + 2)sL (4.9)
where the contribution proportional to ∂∆ψ/∂E is neglected due to the weak dependence of ∆ψ







where M(r) denotes the host’s mass enclosed at radius r .
Similarly, the length of the stream along its orbit can be approximated by considering how far
the fastest and slowest unbound stars have had time to move; this is given by











where Tr indicates the radial period. The value of ΨE is bounded by the width of the orbit’s rosette
107
Figure 4.7: A comparison of the SCUDSmorphologymetric µS with the semi–analyticmorphology
metric from Hendel & Johnston (2015) for the same simulation snapshots as in Figure 4.6. Stream–
like debris has µ . 1; we find that snapshots in this regime also have µS . 0.275, and the two
are highly correlated. The few points with µS < 0.275 and µ > 1 are due to debris that is in
the ‘pericenter stream’ state but which has not mixed in radial phase enough to also fill out shells
during this time.
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petals, denoted α and defined as the position angle traveled in the during the half–period closest to
apogalacticon. Finally, the morphology metric is calculated as
µ ≡ ΨL
min (α,ΨE ) . (4.12)
Previously, it was shown that µ = 1 provided an excellent boundary between debris that would be
visually classified as shells (with µ greater than 1) and streams (µ less than 1).
Figure 4.7 compares the semi–analytic morphology metric µ with the results of the SCUDS
algorithm. For a given simulation the two values are tightly correlated, with few exceptions. In
particular, the simulation space that has µ < 1 also has µS < 0.275 almost exclusively. At larger
values of µ there is more scatter, driven by the most eccentric orbits of the lower–mass satellite.
Inspection reveals that the orbital period differences in this simulation are so small that it does not
completely fill an orbit from apocenter to apocenter, and so it transitions from looking like a stream
near pericenter to a shell near apocenter depending on where exactly the snapshot is taken. We
conclude that µS is an excellent proxy for µ.
4.4 Discussion
At first glance this correspondence between the semi–analytic morphology estimate µ which re-
quires complete knowledge of the interaction parameters and the asymmetry estimate µS seems
prosaic, but Hendel & Johnston (2015) showed that, given a particular cosmology resulting in spe-
cific merger rates, mass–concentration relations, and so on, the orbital infall distribution determines
what types of debris structures should be observed, i.e. what the expected distribution of µ will
be. The correspondence between µS and µ therefore gives us some hope of inverting this relation
and determining the orbits of destroyed satellites based on their tidal debris in a statistical sense.
One can imagine comparing a synthetic survey built from cosmological N–body simulations to
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observations using a tool like SCUDS. One distinct limitation so far is that we have considered only
relatively minor mergers; while these are the most common, they may not be the most frequently
observed. As we have demonstrated it is straightforward to investigate this type of question with
SCUDS using an appropriate dataset.
This is far from the end point of possible algorithmic development, however. So far we have
used only a fraction of the available information from the either the Subspace–Constrained Mean
Shift output or the orthogonal density expansion. The simplest possible addition would be to check
the local density; spurious points stuck, for example, in the fans of shells by insufficient smoothing
could be eliminated in this way.
In addition, ‘real’ parts of debris that have meaningful classifications should produce a coherent
signal in the direction field ®φr , and the method could be extended to check if an individual point was
excessively misaligned with others near its position. This may be especially helpful in identifying
areas where e.g. the leading and trailing stream crosses, a typical source of excess asymmetric
signal.
Another possibility is to more carefully examine the density expansion. Not all basis functions
are equally informative about the overall distribution and low signal–to–noise coefficients may skew







Weinberg (1996) showed that the trace of this matrix is related to the signal–to–noise in each basis
function; once could imagine using this property to either optimize maximum term m used in the
calculation of µS or to estimate its uncertainty.
Perhaps the elephant in the room is the fact that SCUDS has been designed to work on particles,
approximating resolved stellar populations data. Extension to surface brightness data would open
up the possible applications enormously, since there are large number of statistically interesting
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datasets currently available, such as those of Atkinson et al. (2013); Hood et al. (2018b), and
Kado-Fong et al. (2018). The principal difficulty is in understanding how to sensibly smooth pixel
data but we are hopeful that this could be solved.
4.5 Conclusions
In this work we have developed a new, automated way to classify tidal debris structures using
machine vision that we dub Subspace Constrained Unsupervised Detection of Structure, or SCUDS.
The two basis components of this algorithm are Subspace–Constrained Mean Shift, which is used
to identify the ‘ridgelines’ of high density that define tidal features, and an orthogonal basis function
density estimator, the symmetric and asymmetric parts of which are used locally classify the parts
of the ridge that appear like shells or like streams.
We demonstrate that this tool can effectively deal with common observational issues (like incli-
nation) and that it is insensitive to many of the parameter choices that are used. Most importantly,
we illustrate a strong correlation between the SCUDS morphological indicator and a semi–analytic
one that is known to produce the correct morphologies on this data set. We discuss several possible
extensions to make it even more robust and informative.
There are many steps and checks that need to be performed before SCUDS can be applied to
observations, but we see a bright future for such tools.
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There is still a great deal to be learned from the study of tidal debris. The advent and ever–onward
march of large photometric surveys, such as the Sloan Digital Sky Survey, the Dark Energy Survey
and the Hyper Suprime-Cam Subaru Strategic Program, which cover many thousands of square
degrees on the sky with ever increasing depth and sensitivity has been a boon in both the Milky
Way and farther afield. Looking towards the future, of particular interest is the LSST, which will
have a single–visit limiting surface brightness two magnitudes deeper than SDSS’s deepest (Stripe
82) has attained and a full coadded depth of ∼5 mag deeper, for the entire Southern sky. Locally,
large–scale spectroscopic surveys (such as the APO Galactic Evolution Experiment, the RAdial
Velocity Experiment survey, andGALactic Archaeologywith HERMES) and especially new results
from the Gaia astrometric mission provide the opportunity to take advantage of all the kinematic
properties of Galactic substructure. It is therefore crucial to understand what exactly we can learn
about galaxies from their tidal debris as well as how it can be extracted from the available data. In
this Chapter we summarize the most significant implications of the work in this Thesis for this field
and then highlight a few interesting directions for future work.
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5.1 Summary of results and prospects for related work
In Chapter 2 we examined a single tidal feature in our Galaxy, the Orphan Stream. Using new
Spitzer 3.6µm observations of individual RR Lyrae stars we were able to measure 2.5% distances
to each star along its known extent. This allowed us to fit an orbit model to the stream, constraining
the mass of the Milky Way in a way similar to the literature; however, for the first time we were
able to evaluate the systematic bias of orbit fitting in this case. In addition, we examined a number
of N-body simulations approximating the Orphan Stream and determined that the progenitor was
most likely similar to the classical dwarf spheroidals.
There are a large number of possible extensions to this work. In particular, the RR Lyrae stars
studied in Chapter 2 are all members of the Gaia source catalog. As we demonstrated in that
Chapter, the proper motion of the stream is an extremely powerful constraint on joint modeling
of the stream and the host potential; although the measurements for individual stars are tenuous
in Gaia DR2, it will be very interesting to revisit with end–of–mission astrometry. In addition,
we have show that the premise of the SMHASH survey is highly effective in that we can provide
distances as precise as expected, well beyond the range that Gaia parallaxes are useful. This is
of interest because there are additional Sptizer data for many Sagittarius Stream RR Lyrae stars
available for analysis as well. The multi–field reduction pipeline developed for the Orphan Stream
stars can be easily applied to the Sagittarius Stream stars, and a joint analysis may well provide new
and interesting constraints on the Milky Way’s potential.
Chapter 3 moved from understanding an individual merger event to examining what tidal debris
can tell us about galaxies more generally. We used the various scaling relations that control the
rate of phase mixing to develop a morphology metric that is an excellent predictor of the visual
classification of a debris structure, given a potential, orbit, and mass ratio. Using this metric
we found that the occurrence rates of shells and streams can in principle be used to gain an
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understanding of the distribution of orbits of satellite galaxies, a quantity otherwise difficult to
assess, although the current state of such counts seemed quite far from what would be required to
make such an idea work in practice. Since large samples of tidal features are expected to be found
in currently–planned surveys, the priority for future work we identified was the development of an
automated method to detect and classify tidal debris.
In Chapter 4 we attempted lay a foundation for the tool required by developing a machine vision
algorithm to automatically detect and classify substructures. The classifications from this tool,
which we dubbed Subspace Constrained Unsupervised Detection of Structure, or SCUDS, were
shown to have a direct correspondence with themorphologymetric of Chapter 3 and therefore could
be used as a key step towards inverting observations to constrain orbits rather than using orbits to
predict morphologies. Independent of this possibility, SCUDS is the first automatic substructure
classifier and therefore will be useful as an objective measurement tool that can be applied to survey
data. However, much work needs to be done before SCUDS is ready to operate in practice. Besides
further development of the algorithm to make it more robust, next steps should include further
testing on (for example) simulated WFIRST images or cosmological simulation output as well as
investigating the possibility of an extension to operating on image data instead of resolved stars. In
addition, the SCUDS algorithm can be used to measure properties of the individual merger events
such as the length and width of streams or the angle subtended by shells by connecting or clustering
the ridge points. This may lead to insights on the characteristics of individual merger events instead
of ensemble properties as discussed in this work.
5.2 Expanding in new directions
There are many other questions that might be answered from a detailed understanding of the
dynamics of tidal debris besides direct extensions of the projects in this Thesis. Below we describe
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two such problems that seem particularly timely.
5.2.1 Halo substructure as a galactic clock
Although normally thought of as operating on dramatically different scales, there are at least two
ways in which tidal debris may speak to physical mechanisms governing important questions in
the study of supermassive black holes and the synthesis of the heavy elements. This is possible
because they can act as clocks which start at the samemoment as the process of interest; the mergers
that create visible tidal features also deposit the destroyed galaxy’s black holes and other compact
objects at the same time.
It has been well established that almost all galaxies host a supermassive black hole in their
center, the mass of which scales with various other galactic parameters such as bulge mass or
velocity dispersion (with nontrivial scatter). Given the hierarchical galaxy formation picture,
merger remnants should therefore contain a pair. Dynamical friction will bring them near the
galaxy’s center where they form a binary, which through three-body scattering will eject stars from
the center, ‘excavating’ a core in the visible light distribution. Bonfini et al. (2018) find that there
is indeed a core size – fine structure relation, with the expected trend that young, obvious debris
corresponds to small cores, and that the quantifiable fine structure decreases with increasing core
size. As they note, only a very few studies provide quantitative measurements of substructure and
their analysis is limited by these statistics. Detailed, extensible tools for measuring substructure
like that demonstrated in Chapter 4 may help understand the timescales of core excavation and
therefore clues to the coalescence of supermassive black hole binaries.
A similar clock may be of interest for the elliptical galaxy NGC 4993, host of the recently
detected gravitational wave signal GW170817 which was coincident with a bright multiwavelength
electromagnetic counterpart, including a short gamma–ray burst; the source is likely a binary
neutron star merger. This galaxy has an extensive shell system, which raises the interesting
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possibility that the binary was somehow formed dynamically rather than through secular evolution
of the stellar population. So far studies to estimate the age of the shell system have been relatively
simple, either assuming that the shells disperse on the dynamical time (Palmese et al. 2017) or
a modeling the progenitor using purely radial orbits (Ebrová & Bílek 2018). Tighter constraints
relevant to the synthesis of heavy elements may therefore come from detailed modeling of this shell
system.
5.2.2 Effects of triaxiality
In this Thesis (and in most studies of this kind) we have generally assumed that the host potential is
integrable or near–integrable and therefore that the dispersal of the debris is due to small differences
in the orbital frequencies, which separates them linearly in time. However, a generic galactic
potential is likely triaxial and therefore there will be parts of phase space that have stochastic or
chaotic orbits, where two stars that are infinitesimally separated initially may diverge exponentially
with time. If the potential is near–integrable then chaotic regions appear only in the immediate
vicinity of resonant orbits and tend to be confined, so the configuration space distribution may not
be substantially affected. However, if the potential is far from integrable the stochastic areas will
merge together and large volumes of phase space will suddenly be accessible. A star in such a
stochastic region will wander rapidly and the configuration space area it traverses will be bound
only by its energy (c.f. Merritt 1999). Since the way in which the stars wander depends sensitively
on their initial condition, each will follow its own path through the connected space. This ‘chaotic
dispersal’ can rapidly accelerate the decrease in configuration–space and projected density of the
debris.
We certainly do not expect that the potential of any galaxy is exactly integrable, but theory gives
strong predictions for the amount and type of substructure one should expect at different surface
brightness limits (e.g. Johnston et al. 2008). It is therefore interesting to consider whether the
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observed abundance is in good agreement, or if instead it appears that debris structures are mixing
into the smooth halo faster than expected. However, it seems that the state of observations is far
from testing this possibility.
Another way to attack the problem is to examine whether a particular stream requires chaotic
dispersal (or the lack thereof) to explain their properties. This was the strategy of Price-Whelan
et al. (2016) in a study of the Ophiuchus stream, which is near the Galactic center. Its appearance is
very odd; it is relatively dense but only a few degrees long and its edges seem to be truncated very
sharply. In their study they found that these characteristics can be explained by introducing a rotating
bar potential, which in this situation causes the tails to disperse to the point of undetectability in
a short time. A similar effect was discovered in a study of the Palomar 5 globular cluster stream
by Pearson et al. (2015); in this case, they attempted to model the tidal tails using a galaxy model
with either a spherical halo or a prolate one. The long, thin streams appeared as expected in the
spherical case, but the prolate halo caused ‘stream fanning’ that dramatically lowered the density
only a few degrees from the cluster, likely below detectability. Given these cases, it seems possible
that the existence of long, thin, old streams such as GD-1 and Palomar 5 can provide interesting
constraints on the structure of regular and irregular orbits in the Milky Way.
118
Bibliography
Abraham, R. G. & van Dokkum, P. G. 2014, PASP, 126, 55
Aguilar, L., Hut, P., & Ostriker, J. P. 1988, ApJ, 335, 720
Amorisco, N. C. 2015, MNRAS, 450, 575
Arenou, F., Luri, X., Babusiaux, C., Fabricius, C., Helmi, A., Muraveva, T., Robin, A. C., Spoto, F.,
Vallenari, A., Antoja, T., Cantat-Gaudin, T., Jordi, C., Leclerc, N., Reylé, C., Romero-Gómez,
M., Shih, I., Soria, S., Barache, C., Bossini, D., Bragaglia, A., Breddels, M. A., Fabrizio, M.,
Lambert, S., Marrese, P. M., Massari, D., Moitinho, A., Robichon, N., Ruiz-Dern, L., Sordo,
R., Veljanoski, J., Di Matteo, P., Eyer, L., Jasniewicz, G., Pancino, E., Soubiran, C., Spagna, A.,
Tanga, P., Turon, C., & Zurbach, C. 2018, ArXiv e-prints
Arp, H. 1966, ApJS, 14, 1
Astropy Collaboration, Robitaille, T. P., Tollerud, E. J., Greenfield, P., Droettboom, M., Bray, E.,
Aldcroft, T., Davis, M., Ginsburg, A., Price-Whelan, A. M., Kerzendorf, W. E., Conley, A.,
Crighton, N., Barbary, K., Muna, D., Ferguson, H., Grollier, F., Parikh, M. M., Nair, P. H.,
Unther, H. M., Deil, C., Woillez, J., Conseil, S., Kramer, R., Turner, J. E. H., Singer, L., Fox,
R., Weaver, B. A., Zabalza, V., Edwards, Z. I., Azalee Bostroem, K., Burke, D. J., Casey, A. R.,
Crawford, S. M., Dencheva, N., Ely, J., Jenness, T., Labrie, K., Lim, P. L., Pierfederici, F.,
Pontzen, A., Ptak, A., Refsdal, B., Servillat, M., & Streicher, O. 2013, A&A, 558, A33
119
Atkinson, A. M., Abraham, R. G., & Ferguson, A. M. N. 2013, ApJ, 765, 28
Bailin, J., Bell, E. F., Chappell, S. N., Radburn-Smith, D. J., & de Jong, R. S. 2011, ApJ, 736, 24
Barker, M. K., Ferguson, A. M. N., Irwin, M. J., Arimoto, N., & Jablonka, P. 2012, MNRAS, 419,
1489
Belokurov, V., Evans, N. W., Bell, E. F., Irwin, M. J., Hewett, P. C., Koposov, S., Rockosi, C. M.,
Gilmore, G., Zucker, D. B., Fellhauer, M., Wilkinson, M. I., Bramich, D. M., Vidrih, S., Rix,
H. W., Beers, T. C., Schneider, D. P., Barentine, J. C., Brewington, H., Brinkmann, J., Harvanek,
M., Krzesinski, J., Long, D., Pan, K., Snedden, S. A., Malanushenko, O., & Malanushenko, V.
2007a, ApJ, 657, L89
Belokurov, V., Evans, N. W., Irwin, M. J., Lynden-Bell, D., Yanny, B., Vidrih, S., Gilmore, G.,
Seabroke, G., Zucker, D. B., Wilkinson, M. I., Hewett, P. C., Bramich, D. M., Fellhauer, M.,
Newberg, H. J., Wyse, R. F. G., Beers, T. C., Bell, E. F., Barentine, J. C., Brinkmann, J., Cole,
N., Pan, K., & York, D. G. 2007b, ApJ, 658, 337
Belokurov, V., Zucker, D. B., Evans, N. W., Gilmore, G., Vidrih, S., Bramich, D. M., Newberg,
H. J., Wyse, R. F. G., Irwin, M. J., Fellhauer, M., Hewett, P. C., Walton, N. A., Wilkinson,
M. I., Cole, N., Yanny, B., Rockosi, C. M., Beers, T. C., Bell, E. F., Brinkmann, J., Ivezić, Ž., &
Lupton, R. 2006, ApJ, 642, L137
Benson, A. J. 2005, MNRAS, 358, 551
Bergemann, M., Sesar, B., Cohen, J. G., Serenelli, A. M., Sheffield, A., Li, T. S., Casagrande,
L., Johnston, K. V., Laporte, C. F. P., Price-Whelan, A. M., Schönrich, R., & Gould, A. 2018,
Nature, 555, 334
Bersier, D. & Wood, P. R. 2002, AJ, 123, 840
120
Binney, J. & Tremaine, S. 2008, Galactic Dynamics: Second Edition (Princeton University Press)
Bland-Hawthorn, J. & Gerhard, O. 2016, ARA&A, 54, 529
Bonfini, P., Bitsakis, T., Zezas, A., Duc, P. A., Iodice, E., González-Martín, O., Bruzual, G., &
González Sanoja, A. J. 2018, MNRAS, 473, L94
Bono, G., Caputo, F., Castellani, V., Marconi, M., & Storm, J. 2001, MNRAS, 326, 1183
Bono, G., Caputo, F., Castellani, V., Marconi, M., Storm, J., & Degl’Innocenti, S. 2003, MNRAS,
344, 1097
Bovy, J. 2014, ApJ, 795, 95
Bovy, J., Allende Prieto, C., Beers, T. C., Bizyaev, D., da Costa, L. N., Cunha, K., Ebelke, G. L.,
Eisenstein, D. J., Frinchaboy, P. M., García Pérez, A. E., Girardi, L., Hearty, F. R., Hogg, D. W.,
Holtzman, J., Maia, M. A. G., Majewski, S. R., Malanushenko, E., Malanushenko, V., Mészáros,
S., Nidever, D. L., O’Connell, R. W., O’Donnell, C., Oravetz, A., Pan, K., Rocha-Pinto, H. J.,
Schiavon, R. P., Schneider, D. P., Schultheis, M., Skrutskie, M., Smith, V. V., Weinberg, D. H.,
Wilson, J. C., & Zasowski, G. 2012, ApJ, 759, 131
Bovy, J., Bahmanyar, A., Fritz, T. K., & Kallivayalil, N. 2016, ApJ, 833, 31
Boylan-Kolchin, M., Bullock, J. S., & Kaplinghat, M. 2012, MNRAS, 422, 1203
Boylan-Kolchin, M., Springel, V., White, S. D. M., Jenkins, A., & Lemson, G. 2009, MNRAS,
398, 1150
Braga, V. F., Dall’Ora, M., Bono, G., Stetson, P. B., Ferraro, I., Iannicola, G., Marengo, M.,
Neeley, J., Persson, S. E., Buonanno, R., Coppola, G., Freedman, W., Madore, B. F., Marconi,
M., Matsunaga, N., Monson, A., Rich, J., Scowcroft, V., & Seibert, M. 2015, ApJ, 799, 165
121
Brown, W. R., Geller, M. J., Kenyon, S. J., & Diaferio, A. 2010, AJ, 139, 59
Bullock, J. S. & Johnston, K. V. 2005, ApJ, 635, 931
Bullock, J. S., Kravtsov, A. V., & Weinberg, D. H. 2001, ApJ, 548, 33
Cacciari, C. & Clementini, G. 2003, in Lecture Notes in Physics, Berlin Springer Verlag, Vol. 635,
Stellar Candles for the Extragalactic Distance Scale, ed. D. Alloin & W. Gieren, 105–122
Cardelli, J. A., Clayton, G. C., & Mathis, J. S. 1989, ApJ, 345, 245
Carlberg, R. G. 1991, ApJ, 375, 429
Carlin, J. L., Majewski, S. R., Casetti-Dinescu, D. I., Law, D. R., Girard, T. M., & Patterson, R. J.
2012, ApJ, 744, 25
Casey, A. R., Da Costa, G., Keller, S. C., & Maunder, E. 2013, ApJ, 764, 39
Catelan, M., Pritzl, B. J., & Smith, H. A. 2004, ApJS, 154, 633
Chang, J., Macciò, A. V., & Kang, X. 2013, MNRAS, 431, 3533
Chen, Y.-C., Genovese, C. R., & Wasserman, L. 2015, Ann. Statist., 43, 1896
Chen, Y.-C., Ho, S., Brinkmann, J., Freeman, P. E., Genovese, C.R., Schneider, D. P., &Wasserman,
L. 2016, MNRAS, 461, 3896
Chen, Y.-C., Ho, S., Freeman, P. E., Genovese, C. R., &Wasserman, L. 2015a, MNRAS, 454, 1140
Chen, Y.-C., Ho, S., Mandelbaum, R., Bahcall, N. A., Brownstein, J. R., Freeman, P. E., Genovese,
C. R., Schneider, D. P., & Wasserman, L. 2017, MNRAS, 466, 1880
Chen, Y.-C., Ho, S., Tenneti, A., Mandelbaum, R., Croft, R., DiMatteo, T., Freeman, P. E.,
Genovese, C. R., & Wasserman, L. 2015b, MNRAS, 454, 3341
122
Choi, J.-H., Weinberg, M. D., & Katz, N. 2007, MNRAS, 381, 987
—. 2009, MNRAS, 400, 1247
Cohen, J., Sesar, B., Bahnolzer, S., He, K., Kulkarni, S. R., Prince, T. A., Bellm, E., & Laher, R. R.
2017a, ArXiv e-prints
Cohen, J. G., Sesar, B., Bahnolzer, S., He, K., Kulkarni, S. R., Prince, T. A., Bellm, E., & Laher,
R. R. 2017b, ApJ, 849, 150
Conselice, C. J., Bluck, A. F. L., Mortlock, A., Palamara, D., & Benson, A. J. 2014, MNRAS, 444,
1125
Cooper, A. P., Cole, S., Frenk, C. S., White, S. D. M., Helly, J., Benson, A. J., De Lucia, G., Helmi,
A., Jenkins, A., Navarro, J. F., Springel, V., & Wang, J. 2010, MNRAS, 406, 744
Crnojević, D., Sand, D. J., Spekkens, K., Caldwell, N., Guhathakurta, P., McLeod, B., Seth, A.,
Simon, J. D., Strader, J., & Toloba, E. 2016, ApJ, 823, 19
Dalcanton, J. J., Williams, B. F., Seth, A. C., Dolphin, A., Holtzman, J., Rosema, K., Skillman,
E. D., Cole, A., Girardi, L., Gogarten, S. M., Karachentsev, I. D., Olsen, K., Weisz, D.,
Christensen, C., Freeman, K., Gilbert, K., Gallart, C., Harris, J., Hodge, P., de Jong, R. S.,
Karachentseva, V., Mateo, M., Stetson, P. B., Tavarez, M., Zaritsky, D., Governato, F., & Quinn,
T. 2009, The Astrophysical Journal Supplement Series, 183, 67
De Lucia, G. & Helmi, A. 2008, MNRAS, 391, 14
Deason, A. J., Van der Marel, R. P., Guhathakurta, P., Sohn, S. T., & Brown, T. M. 2013, ApJ, 766,
24
Dehnen, W. & Hasanuddin. 2018, MNRAS, 1640
123
Drake, A. J., Catelan, M., Djorgovski, S. G., Torrealba, G., Graham, M. J., Belokurov, V., Koposov,
S. E., Mahabal, A., Prieto, J. L., Donalek, C., Williams, R., Larson, S., Christensen, E., &
Beshore, E. 2013, ApJ, 763, 32
Drake, A. J., Djorgovski, S. G., Mahabal, A., Beshore, E., Larson, S., Graham, M. J., Williams, R.,
Christensen, E., Catelan, M., Boattini, A., Gibbs, A., Hill, R., & Kowalski, R. 2009, ApJ, 696,
870
Duc, P.-A., Cuillandre, J.-C., Alatalo, K., Blitz, L., Bois, M., Bournaud, F., Bureau, M., Cappellari,
M., Côté, P., Davies, R. L., Davis, T. A., de Zeeuw, P. T., Emsellem, E., Ferrarese, L., Ferriere,
E., Gwyn, S., Khochfar, S., Krajnovic, D., Kuntschner, H., Lablanche, P.-Y., McDermid, R. M.,
Michel-Dansac, L., Morganti, R., Naab, T., Oosterloo, T., Sarzi, M., Scott, N., Serra, P.,
Weijmans, A., & Young, L. M. 2013, in IAU Symposium, Vol. 295, IAU Symposium, ed.
D. Thomas, A. Pasquali, & I. Ferreras, 358–361
Duc, P.-A., Cuillandre, J.-C., Karabal, E., Cappellari, M., Alatalo, K., Blitz, L., Bournaud, F.,
Bureau, M., Crocker, A. F., Davies, R. L., Davis, T. A., de Zeeuw, P. T., Emsellem, E., Khochfar,
S., Krajnović, D., Kuntschner, H., McDermid, R. M., Michel-Dansac, L., Morganti, R., Naab,
T., Oosterloo, T., Paudel, S., Sarzi, M., Scott, N., Serra, P., Weijmans, A.-M., & Young, L. M.
2015, MNRAS, 446, 120
Dupraz, C. & Combes, F. 1986, A&A, 166, 53
Dutton, A. A. & Macciò, A. V. 2014, MNRAS, 441, 3359
Eberly, D. 1996, Ridges in Image and Data Analysis, 1st edn. (Springer)
Ebrová, I. & Bílek, M. 2018, ArXiv e-prints, arXiv:1801.01493
124
Ebrová, I., Jílková, L., Jungwiert, B., Křížek, M., Bílek, M., Bartošková, K., Skalická, T., &
Stoklasová, I. 2012, A&A, 545, A33
Erkal, D., Sanders, J. L., & Belokurov, V. 2016, MNRAS, 461, 1590
Errani, R., Peñarrubia, J., & Tormen, G. 2015, MNRAS, 449, L46
Eyre, A. & Binney, J. 2011, MNRAS, 413, 1852
Fakhouri, O. & Ma, C.-P. 2010, MNRAS, 401, 2245
Fakhouri, O., Ma, C.-P., & Boylan-Kolchin, M. 2010, MNRAS, 406, 2267
Fardal, M. A., Huang, S., & Weinberg, M. D. 2014, ArXiv e-prints
Fardal, M. A., Weinberg, M. D., Babul, A., Irwin, M. J., Guhathakurta, P., Gilbert, K.M., Ferguson,
A. M. N., Ibata, R. A., Lewis, G. F., Tanvir, N. R., & Huxor, A. P. 2013, MNRAS, 434, 2779
Fattahi, A., Navarro, J. F., Sawala, T., Frenk, C. S., Sales, L. V., Oman, K., Schaller, M., & Wang,
J. 2016, ArXiv e-prints
Fazio, G. G., Hora, J. L., Allen, L. E., Ashby, M. L. N., Barmby, P., Deutsch, L. K., Huang, J.-S.,
Kleiner, S., Marengo, M., Megeath, S. T., Melnick, G. J., Pahre, M. A., Patten, B. M., Polizotti,
J., Smith, H. A., Taylor, R. S., Wang, Z., Willner, S. P., Hoffmann, W. F., Pipher, J. L., Forrest,
W. J., McMurty, C. W., McCreight, C. R., McKelvey, M. E., McMurray, R. E., Koch, D. G.,
Moseley, S. H., Arendt, R. G., Mentzell, J. E., Marx, C. T., Losch, P., Mayman, P., Eichhorn,
W., Krebs, D., Jhabvala, M., Gezari, D. Y., Fixsen, D. J., Flores, J., Shakoorzadeh, K., Jungo,
R., Hakun, C., Workman, L., Karpati, G., Kichak, R., Whitley, R., Mann, S., Tollestrup, E. V.,
Eisenhardt, P., Stern, D., Gorjian, V., Bhattacharya, B., Carey, S., Nelson, B. O., Glaccum, W. J.,
Lacy, M., Lowrance, P. J., Laine, S., Reach, W. T., Stauffer, J. A., Surace, J. A., Wilson, G.,
Wright, E. L., Hoffman, A., Domingo, G., & Cohen, M. 2004, ApJS, 154, 10
125
Ferguson, A. M. N., Irwin, M. J., Ibata, R. A., Lewis, G. F., & Tanvir, N. R. 2002, AJ, 124, 1452
Fiorentino, G., Bono, G., Monelli, M., Stetson, P. B., Tolstoy, E., Gallart, C., Salaris, M., Martínez-
Vázquez, C. E., & Bernard, E. J. 2015, ApJ, 798, L12
Forbes, D. A., Sinpetru, L., Savorgnan, G., Romanowsky, A. J., Usher, C., & Brodie, J. 2017,
MNRAS, 464, 4611
Foreman-Mackey, D. 2016, The Journal of Open Source Software, 24
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman, J. 2013, PASP, 125, 306
Foster, C., Lux, H., Romanowsky, A. J., Martínez-Delgado, D., Zibetti, S., Arnold, J. A., Brodie,
J. P., Ciardullo, R., GaBany, R. J., Merrifield, M. R., Singh, N., & Strader, J. 2014, MNRAS,
442, 3544
Freedman, W. L., Madore, B. F., Scowcroft, V., Burns, C., Monson, A., Persson, S. E., Seibert, M.,
& Rigby, J. 2012, ApJ, 758, 24
Freeman, K. & Bland-Hawthorn, J. 2002, ARA&A, 40, 487
Fritz, T. K. & Kallivayalil, N. 2015, ApJ, 811, 123
Fukunaga, K. & Hostetler, L. 1975, IEEE Transactions on Information Theory, 21, 32
Gaia Collaboration, Brown, A. G. A., Vallenari, A., Prusti, T., de Bruijne, J. H. J., Babusiaux, C.,
& Bailer-Jones, C. A. L. 2018, ArXiv e-prints
Gaia Collaboration, Prusti, T., de Bruijne, J. H. J., Brown, A. G. A., Vallenari, A., Babusiaux, C.,
Bailer-Jones, C. A. L., Bastian, U., Biermann, M., Evans, D. W., & et al. 2016, A&A, 595, A1
Garofalo, A., Scowcroft, V., Clementini, G., et al. 2018, MNRAS, submitted
126
Genovese, C. R., Perone-Pacifico, M., Verdinelli, I., &Wasserman, L. 2014, Ann. Statist., 42, 1511
Gibbons, S. L. J., Belokurov, V., & Evans, N. W. 2014, MNRAS, 445, 3788
—. 2017, MNRAS, 464, 794
Gill, S. P. D., Knebe, A., Gibson, B. K., & Dopita, M. A. 2004, MNRAS, 351, 410
Gillessen, S., Eisenhauer, F., Fritz, T. K., Bartko, H., Dodds-Eden, K., Pfuhl, O., Ott, T., & Genzel,
R. 2009, ApJ, 707, L114
Goodman, J. & Weare, J. 2010, Comm. App. Math. Comp. Sci., 5, 65
Greco, J. P., Greene, J. E., Strauss, M. A., MacArthur, L. A., Flowers, X., Goulding, A. D., Huang,
S., Kim, J. H., Komiyama, Y., Leauthaud, A., Leisman, L., Lupton, R. H., Sifón, C., & Wang,
S.-Y. 2017, ArXiv e-prints
Greggio, L., Rejkuba, M., Gonzalez, O. A., Arnaboldi, M., Iodice, E., Irwin, M., Neeser, M. J., &
Emerson, J. 2014, A&A, 562, A73
Grillmair, C. J. 2006, ApJ, 645, L37
Grillmair, C. J. & Dionatos, O. 2006, ApJ, 643, L17
Grillmair, C. J., Hetherington, L., Carlberg, R. G., & Willman, B. 2015, ApJ, 812, L26
Guo, Q., White, S., Li, C., & Boylan-Kolchin, M. 2010, MNRAS, 404, 1111
Haines, T. S. F. 2010, https://github.com/thaines/helit
Hastie, T. 1984, PhD thesis, Stanford Linear Accelerator Center, Stanford University
Hastie, T. & Stuetzle, W. 1989, Journal of the American Statistical Association, 84, 502
127
He, S., Alam, S., Ferraro, S., Chen, Y.-C., & Ho, S. 2017, ArXiv e-prints, arXiv:1709.02543
Heisler, J. & White, S. D. M. 1990, MNRAS, 243, 199
Helmi, A. & White, S. D. M. 1999, MNRAS, 307, 495
Helmi, A., White, S. D. M., de Zeeuw, P. T., & Zhao, H. 1999, Nature, 402, 53
Hendel, D. & Johnston, K. V. 2015, MNRAS, 454, 2472
Hendel, D., Scowcroft, V., Johnston, K. V., Fardal, M. A., van der Marel, R. P., Sohn, S. T., Price-
Whelan, A. M., Beaton, R. L., Besla, G., Bono, G., Cioni, M.-R. L., Clementini, G., Cohen,
J. G., Fabrizio, M., Freedman, W. L., Garofalo, A., Grillmair, C. J., Kallivayalil, N., Kollmeier,
J. A., Law, D. R., Madore, B. F., Majewski, S. R., Marengo, M., Monson, A. J., Neeley, J. R.,
Nidever, D. L., Pietrzyński, G., Seibert, M., Sesar, B., Smith, H. A., Soszyński, I., & Udalski,
A. 2018, MNRAS, 1399
Herbert-Fort, S., Zaritsky, D., Jin Kim, Y., Bailin, J., & Taylor, J. E. 2008, MNRAS, 384, 803
Hernitschek, N., Sesar, B., Rix, H.-W., Belokurov, V., Martinez-Delgado, D., Martin, N. F., Kaiser,
N., Hodapp, K., Chambers, K. C., Wainscoat, R., Magnier, E., Kudritzki, R.-P., Metcalfe, N., &
Draper, P. W. 2017, ArXiv e-prints
Hernquist, L. 1990, ApJ, 356, 359
Hernquist, L. & Ostriker, J. P. 1992, ApJ, 386, 375
Hood, C. E., Kannappan, S. J., Stark, D. V., Dell’Antonio, I. P., Moffett, A. J., Eckert, K. D., Norris,
M. A., & Hendel, D. 2018a, ArXiv e-prints
Hood, C. E., Kannappan, S. J., Stark, D. V., Dell’Antonio, I. P., Moffett, A. J., Eckert, K. D., Norris,
M. A., & Hendel, D. 2018b, ApJ, 857, 144
128
Hunter, J. D. 2007, Computing In Science & Engineering, 9, 90
Ibata, R., Irwin, M., Lewis, G., Ferguson, A. M. N., & Tanvir, N. 2001, Nature, 412, 49
Ibata, R., Martin, N. F., Irwin, M., Chapman, S., Ferguson, A.M. N., Lewis, G. F., &McConnachie,
A. W. 2007, ApJ, 671, 1591
Ibata, R. A., Gilmore, G., & Irwin, M. J. 1994, Nature, 370, 194
Ibata, R. A., Lewis, G. F., McConnachie, A. W., Martin, N. F., Irwin, M. J., Ferguson, A. M. N.,
Babul, A., Bernard, E. J., Chapman, S. C., Collins, M., Fardal, M., Mackey, A. D., Navarro, J.,
Peñarrubia, J., Rich, R. M., Tanvir, N., & Widrow, L. 2014, ApJ, 780, 128
Ibata, R. A., Malhan, K., Martin, N. F., & Starkenburg, E. 2018, ArXiv e-prints, arXiv:1806.01195
Indebetouw, R., Mathis, J. S., Babler, B. L., Meade, M. R., Watson, C., Whitney, B. A., Wolff,
M. J., Wolfire, M. G., Cohen, M., Bania, T. M., Benjamin, R. A., Clemens, D. P., Dickey, J. M.,
Jackson, J. M., Kobulnicky, H. A., Marston, A. P., Mercer, E. P., Stauffer, J. R., Stolovy, S. R.,
& Churchwell, E. 2005, ApJ, 619, 931
Ivezic, Z., Tyson, J. A., Abel, B., Acosta, E., Allsman, R., AlSayyad, Y., Anderson, S. F., Andrew,
J., Angel, R., Angeli, G., Ansari, R., Antilogus, P., Arndt, K. T., Astier, P., Aubourg, E., Axelrod,
T., Bard, D. J., Barr, J. D., Barrau, A., Bartlett, J. G., Bauman, B. J., Beaumont, S., Becker, A. C.,
Becla, J., Beldica, C., Bellavia, S., Blanc, G., Blandford, R. D., Bloom, J. S., Bogart, J., Borne,
K., Bosch, J. F., Boutigny, D., Brandt, W. N., Brown, M. E., Bullock, J. S., Burchat, P., Burke,
D. L., Cagnoli, G., Calabrese, D., Chandrasekharan, S., Chesley, S., Cheu, E. C., Chiang, J.,
Claver, C. F., Connolly, A. J., Cook, K. H., Cooray, A., Covey, K. R., Cribbs, C., Cui, W., Cutri,
R., Daubard, G., Daues, G., Delgado, F., Digel, S., Doherty, P., Dubois, R., Dubois-Felsmann,
G. P., Durech, J., Eracleous, M., Ferguson, H., Frank, J., Freemon, M., Gangler, E., Gawiser,
129
E., Geary, J. C., Gee, P., Geha, M., Gibson, R. R., Gilmore, D. K., Glanzman, T., Goodenow,
I., Gressler, W. J., Gris, P., Guyonnet, A., Hascall, P. A., Haupt, J., Hernandez, F., Hogan, C.,
Huang, D., Huffer, M. E., Innes, W. R., Jacoby, S. H., Jain, B., Jee, J., Jernigan, J. G., Jevremovic,
D., Johns, K., Jones, R. L., Juramy-Gilles, C., Juric, M., Kahn, S. M., Kalirai, J. S., Kallivayalil,
N., Kalmbach, B., Kantor, J. P., Kasliwal, M. M., Kessler, R., Kirkby, D., Knox, L., Kotov, I.,
Krabbendam, V. L., Krughoff, S., Kubanek, P., Kuczewski, J., Kulkarni, S., Lambert, R., Le
Guillou, L., Levine, D., Liang, M., Lim, K., Lintott, C., Lupton, R. H., Mahabal, A., Marshall,
P., Marshall, S., May, M., McKercher, R., Migliore, M., Miller, M., Mills, D. J., Monet, D. G.,
Moniez, M., Neill, D. R., Nief, J., Nomerotski, A., Nordby, M., O’Connor, P., Oliver, J., Olivier,
S. S., Olsen, K., Ortiz, S., Owen, R. E., Pain, R., Peterson, J. R., Petry, C. E., Pierfederici, F.,
Pietrowicz, S., Pike, R., Pinto, P. A., Plante, R., Plate, S., Price, P. A., Prouza, M., Radeka, V.,
Rajagopal, J., Rasmussen, A., Regnault, N., Ridgway, S. T., Ritz, S., Rosing, W., Roucelle, C.,
Rumore, M. R., Russo, S., Saha, A., Sassolas, B., Schalk, T. L., Schindler, R. H., Schneider,
D. P., Schumacher, G., Sebag, J., Sembroski, G. H., Seppala, L. G., Shipsey, I., Silvestri, N.,
Smith, J. A., Smith, R. C., Strauss, M. A., Stubbs, C. W., Sweeney, D., Szalay, A., Takacs, P.,
Thaler, J. J., Van Berg, R., Vanden Berk, D., Vetter, K., Virieux, F., Xin, B., Walkowicz, L.,
Walter, C. W., Wang, D. L., Warner, M., Willman, B., Wittman, D., Wolff, S. C., Wood-Vasey,
W. M., Yoachim, P., Zhan, H., & for the LSST Collaboration. 2008, ArXiv e-prints
Janowiecki, S., Mihos, J. C., Harding, P., Feldmeier, J. J., Rudick, C., & Morrison, H. 2010, ApJ,
715, 972
Jiang, L., Cole, S., Sawala, T., & Frenk, C. S. 2015, MNRAS, 448, 1674
Johnston, K., Scowcroft, V., Madore, B., Freedman, W., Scowcroft, V., Clementini, G., Cioni,
M.-R., van der Marel, R., Udalski, A., Pietrzynski, G., Soszynski, I., Nidever, D., Kallivayalil,
N., Besla, G., Majewski, S., Monson, A., Seibert, M., Smith, H., Preston, G., Kollmeier, J.,
130
Bono, G., Marengo, M., Persson, E., Law, D., Grillmair, C., Cohen, J., Sesar, B., Price-Whelan,
A., & Fabrizio, M. 2013, SMASH: Spitzer Merger History and Shape of the Galactic Halo,
Spitzer Proposal
Johnston, K. V. 1998, ApJ, 495, 297
Johnston, K. V., Bullock, J. S., Sharma, S., Font, A., Robertson, B. E., & Leitner, S. N. 2008, ApJ,
689, 936
Johnston, K. V., Hernquist, L., & Bolte, M. 1996, ApJ, 465, 278
Johnston, K. V., Sackett, P. D., & Bullock, J. S. 2001, ApJ, 557, 137
Jones, E., Oliphant, T., Peterson, P., et al. 2001, SciPy: Open source scientific tools for Python,
[Online; accessed <today>]
Kado-Fong, E., Greene, J. E., Hendel, D., Price- Whelan, A. M., Greco, J. P., Goulding, A. D.,
Huang, S., Johnston, K. V., Komiyama, Y., Lee, C.-H., Lust, N. B., Strauss, M. A., & Tanaka,
M. 2018, ArXiv e-prints, arXiv:1805.05970
Keller, S. C., Murphy, S., Prior, S., DaCosta, G., & Schmidt, B. 2008, ApJ, 678, 851
Khochfar, S. & Burkert, A. 2006, A&A, 445, 403
Kirby, E. N., Cohen, J. G., Guhathakurta, P., Cheng, L., Bullock, J. S., & Gallazzi, A. 2013, ApJ,
779, 102
Klypin, A. A., Trujillo-Gomez, S., & Primack, J. 2011, ApJ, 740, 102
Koposov, S. E., Belokurov, V., Evans, N. W., Gilmore, G., Gieles, M., Irwin, M. J., Lewis,
G. F., Niederste-Ostholt, M., Peñarrubia, J., Smith, M. C., Bizyaev, D., Malanushenko, E.,
Malanushenko, V., Schneider, D. P., & Wyse, R. F. G. 2012, ApJ, 750, 80
131
Koposov, S. E., Rix, H.-W., & Hogg, D. W. 2010, ApJ, 712, 260
Küpper, A. H. W., Balbinot, E., Bonaca, A., Johnston, K. V., Hogg, D. W., Kroupa, P., & Santiago,
B. X. 2015, ApJ, 803, 80
Küpper, A. H. W., Lane, R. R., & Heggie, D. C. 2012, MNRAS, 420, 2700
Lam, S. K., Pitrou, A., & Seibert, S. 2015, in Proceedings of the Second Workshop on the LLVM
Compiler Infrastructure in HPC, LLVM ’15 (New York, NY, USA: ACM), 7:1–7:6
Law, D. R., Johnston, K. V., & Majewski, S. R. 2005, ApJ, 619, 807
Law, D. R. & Majewski, S. R. 2010, ApJ, 714, 229
Law, N. M., Kulkarni, S. R., Dekany, R. G., Ofek, E. O., Quimby, R. M., Nugent, P. E., Surace, J.,
Grillmair, C. C., Bloom, J. S., Kasliwal, M. M., Bildsten, L., Brown, T., Cenko, S. B., Ciardi, D.,
Croner, E., Djorgovski, S. G., van Eyken, J., Filippenko, A. V., Fox, D. B., Gal-Yam, A., Hale,
D., Hamam, N., Helou, G., Henning, J., Howell, D. A., Jacobsen, J., Laher, R., Mattingly, S.,
McKenna, D., Pickles, A., Poznanski, D., Rahmer, G., Rau, A., Rosing, W., Shara, M., Smith,
R., Starr, D., Sullivan, M., Velur, V., Walters, R., & Zolkower, J. 2009, PASP, 121, 1395
Layden, A. C. 1994, AJ, 108, 1016
Lindegren, L., Hernandez, J., Bombrun, A., Klioner, S., Bastian, U., Ramos-Lerate, M., de Torres,
A., Steidelmuller, H., Stephenson, C., Hobbs, D., Lammers, U., Biermann, M., Geyer, R.,
Hilger, T., Michalik, D., Stampa, U., McMillan, P. J., Castaneda, J., Clotet, M., Comoretto, G.,
Davidson, M., Fabricius, C., Gracia, G., Hambly, N. C., Hutton, A., Mora, A., Portell, J., van
Leeuwen, F., Abbas, U., Abreu, A., Altmann, M., Andrei, A., Anglada, E., Balaguer-Nunez, L.,
Barache, C., Becciani, U., Bertone, S., Bianchi, L., Bouquillon, S., Bourda, G., Brusemeister,
T., Bucciarelli, B., Busonero, D., Buzzi, R., Cancelliere, R., Carlucci, T., Charlot, P., Cheek, N.,
132
Crosta, M., Crowley, C., de Bruijne, J., de Felice, F., Drimmel, R., Esquej, P., Fienga, A., Fraile,
E., Gai, M., Garralda, N., Gonzalez-Vidal, J. J., Guerra, R., Hauser, M., Hofmann, W., Holl, B.,
Jordan, S., Lattanzi, M. G., Lenhardt, H., Liao, S., Licata, E., Lister, T., Loffler, W., Marchant,
J., Martin-Fleitas, J.-M., Messineo, R., Mignard, F., Morbidelli, R., Poggio, E., Riva, A., Rowell,
N., Salguero, E., Sarasso, M., Sciacca, E., Siddiqui, H., Smart, R. L., Spagna, A., Steele, I.,
Taris, F., Torra, J., van Elteren, A., van Reeven, W., & Vecchiato, A. 2018, ArXiv e-prints
Longmore, A. J., Fernley, J. A., & Jameson, R. F. 1986, MNRAS, 220, 279
Lux, H., Read, J. I., Lake, G., & Johnston, K. V. 2013, MNRAS, 436, 2386
Madore, B. F., Hoffman, D., Freedman, W. L., Kollmeier, J. A., Monson, A., Persson, S. E., Rich,
Jr., J. A., Scowcroft, V., & Seibert, M. 2013, ApJ, 776, 135
Majewski, S. R., Skrutskie, M. F., Weinberg, M. D., & Ostheimer, J. C. 2003, ApJ, 599, 1082
Makovoz, D. & Khan, I. 2005, in Astronomical Society of the Pacific Conference Series, Vol. 347,
Astronomical Data Analysis Software and Systems XIV, ed. P. Shopbell, M. Britton, & R. Ebert,
81
Malhan, K., Ibata, R. A., & Martin, N. F. 2018, ArXiv e-prints, arXiv:1804.11339
Malin, D. F. & Carter, D. 1983, ApJ, 274, 534
Mandelbaum, R., Seljak, U., Kauffmann, G., Hirata, C. M., & Brinkmann, J. 2006, MNRAS, 368,
715
Martínez-Delgado, D., Gabany, R. J., Crawford, K., Zibetti, S., Majewski, S. R., Rix, H.-W., Fliri,
J., Carballo-Bello, J. A., Bardalez-Gagliuffi, D. C., Peñarrubia, J., Chonis, T. S., Madore, B.,
Trujillo, I., Schirmer, M., & McDavid, D. A. 2010, AJ, 140, 962
133
Martínez-Delgado, D., Peñarrubia, J., Gabany, R. J., Trujillo, I., Majewski, S. R., & Pohlen, M.
2008, ApJ, 689, 184
McConnachie, A. W., Irwin, M. J., Ibata, R. A., Dubinski, J., Widrow, L. M., Martin, N. F., Côté,
P., Dotter, A. L., Navarro, J. F., Ferguson, A. M. N., Puzia, T. H., Lewis, G. F., Babul, A.,
Barmby, P., Bienaymé, O., Chapman, S. C., Cockcroft, R., Collins, M. L. M., Fardal, M. A.,
Harris, W. E., Huxor, A., Mackey, A. D., Peñarrubia, J., Rich, R. M., Richer, H. B., Siebert, A.,
Tanvir, N., Valls-Gabaud, D., & Venn, K. A. 2009, Nature, 461, 66
McMillan, P. J. 2011, MNRAS, 414, 2446
Merrifield, M. R. & Kuijken, K. 1998, MNRAS, 297, 1292
Merritt, D. 1999, Publications of the Astronomical Society of the Pacific, 111, 129
Mihos, J. C., Durrell, P. R., Feldmeier, J. J., Harding, P., & Watkins, A. E. 2018, ArXiv e-prints,
arXiv:1806.06828
Miskolczi, A., Bomans, D. J., & Dettmar, R. J. 2011, A&A, 536, A66
Miyamoto, M. & Nagai, R. 1975, PASJ, 27, 533
Monachesi, A., Bell, E. F., Radburn-Smith, D. J., Bailin, J., de Jong, R. S., Holwerda, B., Streich,
D., & Silverstein, G. 2016, MNRAS, 457, 1419
Morales, G., Martínez-Delgado, D., Grebel, E. K., Cooper, A. P., Javanmardi, B., & Miskolczi, A.
2018a, A&A, 614, A143
—. 2018b, ArXiv e-prints, arXiv:1804.03330
Mouhcine, M., Ibata, R., & Rejkuba, M. 2010, ApJ, 714, L12
134
Muraveva, T., Subramanian, S., Clementini, G., Cioni, M. R. L., Palmer, M., van Loon, J. T.,
Moretti, M. I., de Grijs, R., Molinaro, R., Ripepi, V., Marconi, M., Emerson, J., & Ivanov, V. D.
2018, MNRAS, 473, 3131
Naab, T. & Ostriker, J. P. 2006, MNRAS, 366, 899
Navarro, J. F., Frenk, C. S., & White, S. D. M. 1996, ApJ, 462, 563
Navarro, J. F., Frenk, C. S., & White, S. D. M. 1997, ApJ, 490, 493
Neeley, J. R., Marengo, M., Bono, G., Braga, V. F., Dall”Ora, M., Magurno, D., Marconi, M.,
Trueba, N., Tognelli, E., Prada Moroni, P. G., Beaton, R. L., Freedman, W. L., Madore, B. F.,
Monson, A. J., Scowcroft, V., Seibert, M., & Stetson, P. B. 2017, ApJ, 841, 84
Neeley, J. R., Marengo, M., Bono, G., Braga, V. F., Dall’Ora, M., Stetson, P. B., Buonanno, R.,
Ferraro, I., Freedman, W. L., Iannicola, G., Madore, B. F., Matsunaga, N., Monson, A., Persson,
S. E., Scowcroft, V., & Seibert, M. 2015, ApJ, 808, 11
Newberg, H. J., Willett, B. A., Yanny, B., & Xu, Y. 2010, ApJ, 711, 32
Newberg, H. J., Yanny, B., Rockosi, C., Grebel, E. K., Rix, H.-W., Brinkmann, J., Csabai, I.,
Hennessy, G., Hindsley, R. B., Ibata, R., Ivezić, Z., Lamb, D., Nash, E. T., Odenkirchen, M.,
Rave, H. A., Schneider, D. P., Smith, J. A., Stolte, A., & York, D. G. 2002, ApJ, 569, 245
Odenkirchen, M., Grebel, E. K., Rockosi, C. M., Dehnen, W., Ibata, R., Rix, H.-W., Stolte, A.,
Wolf, C., Anderson, Jr., J. E., Bahcall, N. A., Brinkmann, J., Csabai, I., Hennessy, G., Hindsley,
R. B., Ivezić, Ž., Lupton, R. H., Munn, J. A., Pier, J. R., Stoughton, C., & York, D. G. 2001,
ApJ, 548, L165
Okamoto, S., Arimoto, N., Ferguson, A. M. N., Bernard, E. J., Irwin, M. J., Yamada, Y., & Utsumi,
Y. 2015, ApJ, 809, L1
135
Oser, L., Ostriker, J. P., Naab, T., Johansson, P. H., & Burkert, A. 2010, ApJ, 725, 2312
Ostriker, J. P., Spitzer, Lyman, J., & Chevalier, R. A. 1972, ApJ, 176, L51
Ozertem, U. & Erdogmus, D. 2011, J. Mach. Learn. Res., 12, 1249
Palmese, A., Hartley, W., Tarsitano, F., Conselice, C., Lahav, O., Allam, S., Annis, J., Lin, H.,
Soares-Santos, M., Tucker, D., Brout, D., Banerji, M., Bechtol, K., Diehl, H. T., Fruchter, A.,
García-Bellido, J., Herner, K., Levan, A. J., Li, T. S., Lidman, C., Misra, K., Sako, M., Scolnic,
D., Smith, M., Abbott, T. M. C., Abdalla, F. B., Benoit-Lévy, A., Bertin, E., Brooks, D., Buckley-
Geer, E., Carnero Rosell, A., Carrasco Kind, M., Carretero, J., Castander, F. J., Cunha, C. E.,
D’Andrea, C. B., da Costa, L. N., Davis, C., DePoy, D. L., Desai, S., Dietrich, J. P., Doel, P.,
Drlica- Wagner, A., Eifler, T. F., Evrard, A. E., Flaugher, B., Fosalba, P., Frieman, J., Gaztanaga,
E., Gerdes, D. W., Giannantonio, T., Gruen, D., Gruendl, R. A., Gschwend, J., Gutierrez, G.,
Honscheid, K., Jain, B., James, D. J., Jeltema, T., Johnson, M. W. G., Johnson, M. D., Krause,
E., Kron, R., Kuehn, K., Kuhlmann, S., Kuropatkin, N., Lima, M., Maia, M. A. G., March, M.,
Marshall, J. L., McMahon, R. G., Menanteau, F., Miller, C. J., Miquel, R., Neilsen, E., Ogando,
R. L. C., Plazas, A. A., Reil, K., Romer, A. K., Sanchez, E., Schindler, R., Smith, R. C., Sobreira,
F., Suchyta, E., Swanson, M. E. C., Tarle, G., Thomas, D., Thomas, R. C., Walker, A. R., Weller,
J., Zhang, Y., & Zuntz, J. 2017, ApJ, 849, L34
Patra, R. K. & Sen, B. 2016, Journal of the Royal Statistical Society: Series B (Statistical Method-
ology), 78, 869
Pawlowski, M. S., Pflamm-Altenburg, J., & Kroupa, P. 2012, MNRAS, 423, 1109
Peñarrubia, J., McConnachie, A. W., & Navarro, J. F. 2008, ApJ, 672, 904
Pearson, S., Küpper, A. H. W., Johnston, K. V., & Price-Whelan, A. M. 2015, ApJ, 799, 28
136
Persson, S. E., Madore, B. F., Krzemiński, W., Freedman, W. L., Roth, M., & Murphy, D. C. 2004,
AJ, 128, 2239
Piran, T. & Villumsen, J. V. 1987, in IAU Symposium, Vol. 127, Structure and Dynamics of
Elliptical Galaxies, ed. P. T. de Zeeuw, 473
Planck Collaboration, Ade, P. A. R., Aghanim, N., Armitage-Caplan, C., Arnaud, M., Ashdown,
M., Atrio-Barandela, F., Aumont, J., Baccigalupi, C., Banday, A. J., & et al. 2014, A&A, 571,
A16
Pop, A.-R., Pillepich, A., Amorisco, N. C., &Hernquist, L. 2017, ArXiv e-prints, arXiv:1706.06102
Preston, G. W. 2011, AJ, 141, 6
Price-Whelan, A. M. 2017, The Journal of Open Source Software, 2
Price-Whelan, A. M., Sesar, B., Johnston, K. V., & Rix, H.-W. 2016, ApJ, 824, 104
Quinn, P. J. 1984, ApJ, 279, 596
Radburn-Smith, D. J., de Jong, R. S., Seth, A. C., Bailin, J., Bell, E. F., Brown, T. M., Bullock,
J. S., Courteau, S., Dalcanton, J. J., Ferguson, H. C., Goudfrooij, P., Holfeltz, S., Holwerda,
B. W., Purcell, C., Sick, J., Streich, D., Vlajic, M., & Zucker, D. B. 2011, The Astrophysical
Journal Supplement Series, 195, 18
Rau, A., Kulkarni, S. R., Law, N. M., Bloom, J. S., Ciardi, D., Djorgovski, G. S., Fox, D. B.,
Gal-Yam, A., Grillmair, C. C., Kasliwal, M. M., Nugent, P. E., Ofek, E. O., Quimby, R. M.,
Reach, W. T., Shara, M., Bildsten, L., Cenko, S. B., Drake, A. J., Filippenko, A. V., Helfand,
D. J., Helou, G., Howell, D. A., Poznanski, D., & Sullivan, M. 2009, PASP, 121, 1334
Read, J. I., Wilkinson, M. I., Evans, N. W., Gilmore, G., & Kleyna, J. T. 2006, MNRAS, 366, 429
137
Rejkuba, M., Harris, W. E., Greggio, L., Harris, G. L. H., Jerjen, H., & Gonzalez, O. A. 2014, ApJ,
791, L2
Rocha-Pinto, H. J., Majewski, S. R., Skrutskie, M. F., Crane, J. D., & Patterson, R. J. 2004, ApJ,
615, 732
Saha, A. 1985, ApJ, 289, 310
Sales, L. V., Helmi, A., Starkenburg, E., Morrison, H. L., Engle, E., Harding, P., Mateo, M.,
Olszewski, E. W., & Sivarani, T. 2008, MNRAS, 389, 1391
Sanders, J. L. 2014, MNRAS, 443, 423
Sanders, J. L. & Binney, J. 2013, MNRAS, 433, 1813
Sanderson, R. E. 2016, ApJ, 818, 41
Sanderson, R. E. & Bertschinger, E. 2010, ApJ, 725, 1652
Sanderson, R. E. & Helmi, A. 2013, MNRAS, 435, 378
Sanderson, R. E., Helmi, A., & Hogg, D. W. 2015, ApJ, 801, 98
Schechter, P. 1976, ApJ, 203, 297
Schiminovich, D., van Gorkom, J. H., & van der Hulst, J. M. 2013, AJ, 145, 34
Schlafly, E. F. & Finkbeiner, D. P. 2011, ApJ, 737, 103
Schlaufman, K. C., Rockosi, C. M., Allende Prieto, C., Beers, T. C., Bizyaev, D., Brewington, H.,
Lee, Y. S., Malanushenko, V., Malanushenko, E., Oravetz, D., Pan, K., Simmons, A., Snedden,
S., & Yanny, B. 2009, ApJ, 703, 2177
Schönrich, R., Binney, J., & Dehnen, W. 2010, MNRAS, 403, 1829
138
Scowcroft, V., Freedman, W. L., Madore, B. F., Monson, A. J., Persson, S. E., Seibert, M., Rigby,
J. R., & Sturch, L. 2011, ApJ, 743, 76
Searle, L. & Zinn, R. 1978, ApJ, 225, 357
Sesar, B., Bovy, J., Bernard, E. J., Caldwell, N., Cohen, J. G., Fouesneau, M., Johnson, C. I., Ness,
M., Ferguson, A. M. N., Martin, N. F., Price-Whelan, A. M., Rix, H.-W., Schlafly, E. F., Burgett,
W. S., Chambers, K. C., Flewelling, H., Hodapp, K. W., Kaiser, N., Magnier, E. A., Platais, I.,
Tonry, J. L., Waters, C., & Wyse, R. F. G. 2015, ApJ, 809, 59
Sesar, B., Grillmair, C. J., Cohen, J. G., Bellm, E. C., Bhalerao, V. B., Levitan, D., Laher, R. R.,
Ofek, E. O., Surace, J. A., Tang, S., Waszczak, A., Kulkarni, S. R., & Prince, T. A. 2013, ApJ,
776, 26
Sesar, B., Hernitschek, N., Dierickx, M. I. P., Fardal, M. A., & Rix, H.-W. 2017, ApJ, 844, L4
Sesar, B., Ivezić, Ž., Grammer, S. H., Morgan, D. P., Becker, A. C., Jurić, M., De Lee, N., Annis,
J., Beers, T. C., Fan, X., Lupton, R. H., Gunn, J. E., Knapp, G. R., Jiang, L., Jester, S., Johnston,
D. E., & Lampeitl, H. 2010, ApJ, 708, 717
Sharma, S., Johnston, K. V., Majewski, S. R., Muñoz, R. R., Carlberg, J. K., & Bullock, J. 2010,
ApJ, 722, 750
Shipp, N., Drlica-Wagner, A., Balbinot, E., Ferguson, P., Erkal, D., Li, T. S., Bechtol, K., Belokurov,
V., Buncher, B., Carollo, D., Carrasco Kind, M., Kuehn, K., Marshall, J. L., Pace, A. B., Rykoff,
E. S., Sevilla-Noarbe, I., Sheldon, E., Strigari, L., Vivas, A. K., Yanny, B., Zenteno, A., Abbott,
T. M. C., Abdalla, F. B., Allam, S., Avila, S., Bertin, E., Brooks, D., Burke, D. L., Carretero,
J., Castander, F. J., Cawthon, R., Crocce, M., Cunha, C. E., D’Andrea, C. B., da Costa, L. N.,
Davis, C., De Vicente, J., Desai, S., Diehl, H. T., Doel, P., Evrard, A. E., Flaugher, B., Fosalba,
139
P., Frieman, J., García-Bellido, J., Gaztanaga, E., Gerdes, D. W., Gruen, D., Gruendl, R. A.,
Gschwend, J., Gutierrez, G., Hoyle, B., James, D. J., Johnson, M. D., Krause, E., Kuropatkin, N.,
Lahav, O., Lin, H., Maia, M. A. G., March, M., Martini, P., Menanteau, F., Miller, C. J., Miquel,
R., Nichol, R. C., Plazas, A. A., Romer, A. K., Sako, M., Sanchez, E., Scarpine, V., Schindler,
R., Schubnell, M., Smith, M., Smith, R. C., Sobreira, F., Suchyta, E., Swanson, M. E. C., Tarle,
G., Thomas, D., Tucker, D. L., Walker, A. R., Wechsler, R. H., & the DES Collaboration. 2018,
ArXiv e-prints, arXiv:1801.03097
Sobel, I. 2014, Presentation at Stanford A.I. Project 1968
Sohn, S. T., van der Marel, R. P., Kallivayalil, N., Majewski, S. R., Besla, G., Carlin, J. L., Law,
D. R., Siegel, M. H., & Anderson, J. 2016, ApJ, 833, 235
Spitzer, Lyman, J. & Thuan, T. X. 1972, ApJ, 175, 31
Springel, V., White, S. D. M., Jenkins, A., Frenk, C. S., Yoshida, N., Gao, L., Navarro, J., Thacker,
R., Croton, D., Helly, J., Peacock, J. A., Cole, S., Thomas, P., Couchman, H., Evrard, A.,
Colberg, J., & Pearce, F. 2005, Nature, 435, 629
Starkenburg, E., Helmi, A., Morrison, H. L., Harding, P., van Woerden, H., Mateo, M., Olszewski,
E. W., Sivarani, T., Norris, J. E., Freeman, K. C., Shectman, S. A., Dohm-Palmer, R. C., Frey,
L., & Oravetz, D. 2009, ApJ, 698, 567
Stetson, P. B. 1987, PASP, 99, 191
—. 1994, PASP, 106, 250
Stokes, G. H., Evans, J. B., Viggh, H. E. M., Shelly, F. C., & Pearce, E. C. 2000, Icarus, 148, 21
Szebehely, V. 1967, Theory of orbits. The restricted problem of three bodies
140
The Astropy Collaboration, Price-Whelan, A. M., Sipócz, B. M., Günther, H. M., Lim, P. L., Craw-
ford, S. M., Conseil, S., Shupe, D. L., Craig, M. W., Dencheva, N., Ginsburg, A., VanderPlas,
J. T., Bradley, L. D., Pérez- Suárez, D., de Val-Borro, M., Aldcroft, T. L., Cruz, K. L., Robitaille,
T. P., Tollerud, E. J., Ardelean, C., Babej, T., Bachetti, M., Bakanov, A. V., Bamford, S. P.,
Barentsen, G., Barmby, P., Baumbach, A., Berry, K. L., Biscani, F., Boquien, M., Bostroem,
K. A., Bouma, L. G., Brammer, G. B., Bray, E. M., Breytenbach, H., Buddelmeijer, H., Burke,
D. J., Calderone, G., Cano Rodríguez, J. L., Cara, M., Cardoso, J. V. M., Cheedella, S., Copin,
Y., Crichton, D., DÁvella, D., Deil, C., Depagne, É., Dietrich, J. P., Donath, A., Droettboom,
M., Earl, N., Erben, T., Fabbro, S., Ferreira, L. A., Finethy, T., Fox, R. T., Garrison, L. H.,
Gibbons, S. L. J., Goldstein, D. A., Gommers, R., Greco, J. P., Greenfield, P., Groener, A. M.,
Grollier, F., Hagen, A., Hirst, P., Homeier, D., Horton, A. J., Hosseinzadeh, G., Hu, L., Hunkeler,
J. S., Ivezić, Ž., Jain, A., Jenness, T., Kanarek, G., Kendrew, S., Kern, N. S., Kerzendorf, W. E.,
Khvalko, A., King, J., Kirkby, D., Kulkarni, A. M., Kumar, A., Lee, A., Lenz, D., Littlefair, S. P.,
Ma, Z., Macleod, D. M., Mastropietro, M., McCully, C., Montagnac, S., Morris, B. M., Mueller,
M., Mumford, S. J., Muna, D., Murphy, N. A., Nelson, S., Nguyen, G. H., Ninan, J. P., Nöthe,
M., Ogaz, S., Oh, S., Parejko, J. K., Parley, N., Pascual, S., Patil, R., Patil, A. A., Plunkett, A. L.,
Prochaska, J. X., Rastogi, T., Reddy Janga, V., Sabater, J., Sakurikar, P., Seifert, M., Sherbert,
L. E., Sherwood-Taylor, H., Shih, A. Y., Sick, J., Silbiger, M. T., Singanamalla, S., Singer, L. P.,
Sladen, P. H., Sooley, K. A., Sornarajah, S., Streicher, O., Teuben, P., Thomas, S. W., Tremblay,
G. R., Turner, J. E. H., Terrón, V., van Kerkwijk, M. H., de la Vega, A., Watkins, L. L., Weaver,
B. A., Whitmore, J. B., Woillez, J., & Zabalza, V. 2018, ArXiv e-prints, arXiv:1801.02634
Thomson, R. C. & Wright, A. E. 1990, MNRAS, 247, 122
Toomre, A. & Toomre, J. 1972, ApJ, 178, 623
Tormen, G. 1997, MNRAS, 290, 411
141
Turnbull, A. J., Bridges, T. J., & Carter, D. 1999, MNRAS, 307, 967
Villalobos, Á., ., De Lucia, G., Borgani, S., & Murante, G. 2012, MNRAS, 424, 2401
Vitvitska, M., Klypin, A. A., Kravtsov, A. V., Wechsler, R. H., Primack, J. R., & Bullock, J. S.
2002, ApJ, 581, 799
Vivas, A. K., Zinn, R., Andrews, P., Bailyn, C., Baltay, C., Coppi, P., Ellman, N., Girard,
T., Rabinowitz, D., Schaefer, B., Shin, J., Snyder, J., Sofia, S., van Altena, W., Abad, C.,
Bongiovanni, A., Briceño, C., Bruzual, G., Della Prugna, F., Herrera, D., Magris, G., Mateu, J.,
Pacheco, R., Sánchez, G., Sánchez, G., Schenner, H., Stock, J., Vicente, B., Vieira, K., Ferrín,
I., Hernandez, J., Gebhard, M., Honeycutt, R., Mufson, S., Musser, J., & Rengstorf, A. 2001,
ApJ, 554, L33
Wang, H. Y., Jing, Y. P., Mao, S., & Kang, X. 2005, MNRAS, 364, 424
Watkins, L. L., Evans, N. W., Belokurov, V., Smith, M. C., Hewett, P. C., Bramich, D. M., Gilmore,
G. F., Irwin, M. J., Vidrih, S., Wyrzykowski, Ł., & Zucker, D. B. 2009, MNRAS, 398, 1757
Watkins, L. L., van der Marel, R. P., Sohn, S. T., & Evans, N. W. 2018, ArXiv e-prints,
arXiv:1804.11348
Weinberg, M. D. 1994, AJ, 108, 1403
—. 1996, ApJ, 470, 715
Werner, M. W., Roellig, T. L., Low, F. J., Rieke, G. H., Rieke, M., Hoffmann, W. F., Young, E.,
Houck, J. R., Brandl, B., Fazio, G. G., Hora, J. L., Gehrz, R. D., Helou, G., Soifer, B. T., Stauffer,
J., Keene, J., Eisenhardt, P., Gallagher, D., Gautier, T. N., Irace, W., Lawrence, C. R., Simmons,
L., Van Cleve, J. E., Jura, M., Wright, E. L., & Cruikshank, D. P. 2004, ApJS, 154, 1
142
Wetzel, A. R. 2011, MNRAS, 412, 49
White, S. D. M. & Rees, M. J. 1978, MNRAS, 183, 341
Wilcoxon, F. 1945, Biometrics Bulletin, 1, 80
Wilhelm, R., Beers, T. C., Sommer-Larsen, J., Pier, J. R., Layden, A. C., Flynn, C., Rossi, S., &
Christensen, P. R. 1999, AJ, 117, 2329
Wilkinson, A., Prieur, J.-L., Lemoine, R., Carter, D., Malin, D., & Sparks, W. B. 2000, MNRAS,
319, 977
Xue, X. X., Rix, H. W., Zhao, G., Re Fiorentin, P., Naab, T., Steinmetz, M., van den Bosch, F. C.,
Beers, T. C., Lee, Y. S., Bell, E. F., Rockosi, C., Yanny, B., Newberg, H., Wilhelm, R., Kang, X.,
Smith, M. C., & Schneider, D. P. 2008, ApJ, 684, 1143
Zentner, A. R., Berlind, A. A., Bullock, J. S., Kravtsov, A. V., & Wechsler, R. H. 2005, ApJ, 624,
505
Zinn, R. & West, M. J. 1984, The Astrophysical Journal Supplement Series, 55, 45
143
