Introduction
Mobile devices, such as smartphones and tablets, offer a plethora of media-rich applications such as photograph and video recording and editing, natural user interfaces, and computer vision. Other areas of embedded image systems are characterized by close-to-sensor processing, such as advanced driver assistance systems (ADAS), mobile scanners, and smart devices used in medical and industrial imaging. Such applications demand highest computing capabilities at stringent resource and power budgets as well as hard real-time constraints.
Future scaling of computing performance mandates dramatically improving the energy efficiency of image systems. One rapidly rising trend is to use heterogeneous MPSoCs (multiprocessor system-on-chip), consisting of multiple processors, maybe of a different type, as well as accelerators such as digital signal processors (DSPs), embedded graphics processing units (GPUs), field-programmable gate arrays (FPGAs), or dedicated hardware. Another trend is to use new 3D integrated circuit technologies that allow for tighter integration of processor cores, memory, and sensors to reduce communication latency and improve bandwidth, leading to lower energy consumption, see, for example, the work by Dudek et al. [3] .
This calls for novel methodologies for designing heterogeneous hardware architectures, and shielding software developers from growing complexity and allowing them to concentrate on algorithm development rather than on low-level implementation details. Thus, in the last years, several model-based design methods [4, 12, 17] and approaches based on domain-specific programming languages for programming heterogeneous image systems and corresponding compilers have been proposed [2] -prominent examples include Halide [13] , HIPAcc [10, 14] , and Darkroom [8] . These approaches mainly aim at improving productivity as well as optimizing utilization and performance, but hardly consider real-time aspects. Yet, this special issue covers heterogeneous processor architectures such as mentioned above with an emphasis on real-time image processing.
Heterogeneous real-time image processing
The special issue with the title ''Heterogeneous Real-Time Image Processing'' in Springer's Journal of Real-Time Image Processing was motivated by the DATE Friday Workshop on Heterogeneous Architectures and Design Methods for Embedded Image Systems (HIS) [6] in Grenoble, France, 2015. The special issue at hand embraces the entire technology stack of heterogeneous real-time imaging systems, namely close-to-sensor processing using 3D chip stacking and image processing in the analog domain, dedicated hardware/software architectures, synthesis and mapping methods for image processing applications targeting heterogeneous embedded architectures, as well as real-time applications implemented on CPUs, GPUs, and FPGAs. In reaction to an open call for papers, several submissions were received. After a careful peerreview process, seven manuscripts were accepted for inclusion in this special issue. It is our pleasure to introduce these articles in the following briefly. The first article with the title ''A flexible mixed-signal image processing pipeline using 3D chip stacks'' by Shi et al. [16] proposes three-dimensional chip stacking suitable for smart camera applications. Here, an entire image processing pipeline consisting of a CMOS image sensor, analog preprocessing, analog/digital conversion, and digital processing can be combined in one chip stack.
The second article entitled ''Bio-inspired heterogeneous architecture for real-time pedestrian detection applications'' by Maggiani et al. [9] presents a custom-tailored hardware/software architecture for real-time pedestrian detection as can be used as ADAS. More specifically, the authors tightly couple a computationally intensive histogram of oriented gradient (HOG) pipeline implemented in an FPGA with a bio-inspired spatiotemporal filter running on a CPU.
The next two articles propose systematic analysis, synthesis, and mapping methods for heterogeneous system-onchip (SoC) architectures.
The article with the title ''IPAS: A design framework for analysis, synthesis and optimization of image processing applications for heterogenous computing architectures'' by Hartmann et al. [7] presents a framework for UML/ SysML-based modeling, analysis, and synthesis of image processing applications. The proposed approach can target FPGAs by using a generic IP block library as well as embedded CPUs (ARM processors). The framework is evaluated for several edge detection algorithms and circle detection based on the Hough transform.
The article ''A novel global methodology to analyze the embeddability of real-time image processing algorithms'' by Saussard et al. [15] evaluates several heterogenous SoCs for ADAS and proposes three different mapping methods for applications with real-time constraints. Here, parallel applications are modeled in the form of a processing graph and performance models allow for pruning the vast search space of possible mappings to such parallel architectures.
This special issue is rounded off with three image processing applications parallelized and implemented on GPUs.
Garcia-Garcia et al. [5] present in their article ''Interactive 3D object recognition pipeline on mobile GPGPU computing platforms using low-cost RGB-D sensors'' a 3D object recognition application based on a Kinect sensor in combination with an NVIDIA Tegra K1 SoC. Here, several sub-algorithms, such as the point cloud creation, normal estimation, and bilateral filtering, are parallelized in CUDA for the embedded GPU.
The article with the title ''GLSC: LSC superpixels at over 130 FPS'' by Ban et al. [1] proposes a very fast superpixel segmentation method, which has many applications in computer vision. More specifically, the so-called linear spectral clustering (LSC) method is parallelized using CUDA and evaluated on several NVIDIA high-end GPUs.
Mújica-Vargas et al. [11] provide the last article entitled ''An efficient nonlinear approach for removing fixed-value impulse noise from grayscale images.'' The authors propose an efficient nonlinear filter to suppress high-density fixed-value impulse noise-also known as salt-and-pepper noise-in large-size grayscale images. Two parallel implementations of the filter are presented and evaluated, one for shared-memory systems using OpenMP and the other one for GPUs using CUDA.
Conclusions
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