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training data is reduced. Further, we show that Incorporation of inconsistency-checking mechanisms in our diagnostic system reduces the number of incorrect diagnoses caused by erroneous input.
I. INTRODUCTION
Using computers to support the diagnostic process is one of the classical applications of artificial intelligence. The methods developed so far are usually expert-systems related and rulebased [1] , [2] , neural network related [3] , [4] , case-based reasoning [5] , [6] , or based on probabilistic methods [7] - [9] . The rule-based systems are in essence implementations of diagnostic protocols, specified in a large part manually through expert knowledge and to a lesser degree by learning from examples. These approaches work well, especially in areas where expert knowledge is easily extracted and where the system does not need to adapt to new classification examples.
However, it is a well-known fact that data-retrieval and the processing that follows is a costly and time-consuming process. In the case of diagnostic systems based on classification examples, the process of collecting enough data needed to produce diagnoses with satisfactory classification rates, can be complicated by the fact that all relevant information is not directly accessible.
Once relevant information has been collected and the diagnostic system has been trained and deployed for practical use, it is in many situations often inconvenient or even impossible for the user to find all input values to the system. We would therefore like the diagnostic system to guide the user to a correct diagnosis by requesting the relevant information. A typical example of when this is useful is the diagnosis of faults in a vehicle in need of service. All relevant information for a correct diagnose is not automatically available when the vehicle arrives for service, and must in some cases be acquired manually. This procedure can be very time-consuming, involving inspection of parts and systems that can be difficult to get at and to evaluate. It may also require much experience and training to know what to look for. Further In this paper, we address these problems by proposing a probabilistic model in an incremental diagnostic system that can produce satisfactory classification results, using a limited amount of training data while reducing the impact of erroneous input by incorporated inconsistency-checking mechanisms.
II. CONTRIBUTION
In rule-based diagnostic systems questions have to be asked in a certain order reflecting the internal representation of expert knowledge and specified diagnostic protocols. In practise this is highly inconvenient since information is often retrieved in arbitrary order in a diagnosis situation. In addition, rules need to be explicitly implemented which, apart from being a complicated process, reduces the flexibility of introducing changes at a later stage.
To a certain degree these issues can be solved by implementing a diagnostic system based on a probabilistic model. In the event of limited access to training data, expert knowledge can fairly easily be encoded in the structure of a probabilistic model, such as a Bayesian Belief network [10] , [11] .
In our approach, we will use a slightly different method by representing expert knowledge as a special form of examples. Here, we refer to an actual classification instance as a case. Special forms of classification examples, prototypes, can be seen as generalisations of typical cases [12] . Each prototype represents a typical input vector for a certain class. A number of prototypes can be used to efficiently encode prior knowledge about a system. If an FMEA (Failure Mode and Effects Analysis) or fault diagrams are already available, prototypes can be extracted directly from these. Otherwise, prototypes are typically constructed with the help of experienced users. This requires significantly less effort than constructing a full Bayesian network or a decision tree.
The approach allows us to let the diagnostic system act as a persistent repository of knowledge, that can continuously incorporate information from new classification cases, which may be difficult in rule-based systems. As the system gathers more information, some of the acquired cases may also be generalised by an expert into prototypical data, which could be highly beneficial for both classification performance and system understanding.
III. A PROBABILISTIC METHOD FOR INCREMENTAL DIAGNOSIS WITH LIMITED HISTORICAL DATA
As an alternative to rigid decision tree models for incremental diagnosis, we can use a probabilistic model [13] - [15] .
Let Z be a set of classes, where each class represents a certain diagnose, and X == {Xl, X 2 , .. . ,X n } a set of input attributes. We assume that we have a statistical model that allows us to calculate i.e. the class distribution given the attribute values in the input.
We approach the incremental diagnosis problem as the task of reducing the uncertainty of the diagnosis. Initially all attributes are considered unknown. Intuitively, the entropy [16] can be thought of as a measure of the amount of uncertainty in a stochastic variable. Thus, we would like to find the value of the unknown attributes that are expected to reduce this uncertainty in the class distribution the most. To determine the probable impact of gaining information about a currently unknown attribute, we can calculate the expected reduction in entropy in the class distribution if we learn the value of the attribute. If Z is the class distribution, x == {XI == Xl, •.. , X n == x n } the already known input attributes, and Y E X the unknown attribute we want to calculate the impact of, we can write this entropy gain (2) where H(X) denotes the entropy of a stochastic variable X and Ey the expectation with regard to Y. As the conditional mutual information between Z and Y given x can be written [17] ), finding the attribute Y that maximises expression 2 can be viewed as finding the attribute that maximises this conditional mutual information.
Let us now construct a statistical model for incremental diagnosis that can effectively make use of limited historical data represented as both prototypes and cases. Let each prototype, representing a typical expression of a certain diagnose, form the basis of a component in a mixture [18] . We assume that, given the class and prototype, all attributes are independent, Le. our data can be described by a weighted sum of Naive Bayes classifiers [19] . If there are m prototypes in the data, we create a mixture of m simpler classifiers, whose classifications are combined (see fig. 1 ).
More formally, the posterior class distribution of Z is written as prototype and case data. Furthermore, 7rz,k is an assumed distribution over prototypes k belonging to class z, and finally Pz,k(XiIZ == z) is the mixture component distribution of Xi for prototype k of class z and again conditional on prototype and case data. A principled approach is to make a Bayesian inference of the class distribution, which leads to a posterior distribution for the class distribution. Since the class distribution will ultimately be used for expected utility decision making, all probabilities should be estimated using means over the posterior. For estimates of equation 3, this means that the right hand side quantities are plugged in to give the mean estimate of p(ZIX) [20] .
Let us start with some preliminaries. For the discrete distributions (all distributions on the right hand side of equation 3 except Pz,k (Xi IZ == z) for continuous attributes Xi) the basic mean estimator is the Laplace estimator. Laplace's estimator is used to get the mean estimate of a discrete probability distribution from occurrence counts and a uniform prior over (1)
where P z is the set of prototypes that are labelled with class z, and 7r z ,k denotes the mixing proportion corresponding to prototype k for class z. To arrive at the actual distribution p(ZjX), we only need to normalise over Z in equation 3.
A. Estimating model parameters

1) Basic assumptions and preliminaries: Equation 3 relates
to four distributions. First, p(ZIX), the posterior class distribution conditioned on X and the prototype and case data.
Secondly, p(Z == z), the class distribution conditioned on
where Pai is the prior probability, ni the counts for the outcome in the data set and n the total number of samples [21] . The value m controls the balance between prior probability and the relative frequency, and indicates the level of confidence in the prior. This estimate will be used for most of the discrete distributions in our model. For the case of a continuous attribute, we will assume that
where c~and c~are the number of outcomes z in the prototype and case data respectively, and CP and CC the total number of examples in each of these data sets. IZ I denotes the total number of outcomes in Z. The parameter TJ represents how much trust we put in the prior distribution estimated from the prototypes, whereas () can be interpreted as a kind of smoothing parameter for the prior distribution. Both can realistically be left to very large values for many applications, leading to an almost uniform distribution over possible faults when no information is known, something that might be desirable in many practical diagnosis situations.
3) The component distributions: To be able to properly incorporate the prototypical data with the actual cases, each conditionalpk,z(XiIZ == z) for a certain class and prototype is estimated from corresponding cases using a prior distribution, in tum estimated from the specific prototype. This estimation from a specific prototype uses a prior estimated from all prototypical data, which in tum uses a non-informative uniform prior.
In the case Pk, z (Xi IZ == z) is discrete, the parameter pr epresenting the probability of each outcome X is estimated through where /-l is the mean and~the variance of the distribution. We will here take the standard estimates of mean and covariance and plug into the density function formula for the normal distribution, and assume that we have an estimate of the variance or the range of the variable based on domain knowledge.
The mixing proportions 1rz,k essentially represent the relative importance of each prototype within a class, where LkEP z 1r z ,k == 1. They are set manually, and should roughly correspond to the proportion of actual diagnosis cases that the prototype usually represents within the class. Lack of knowledge of this corresponds to a zero sample and with Laplace's estimator a uniform distribution.
For estimates of the other distributions we are going to use a hierarchy of priors. First, we will assume a non-informative uniform prior, that is used to estimate a distribution from the prototype data. This distribution in tum will be the basis for a prior for the estimation of the actual distribution.
2) The prior class distribution: In the case of the discrete class distribution P(Z), we use equation 4 recursively, with an estimate of the distribution from prototype data using a flat prior as a prior for an estimate using case data. The parameter pz representing the probability of each outcome z can then be estimated through
(12)
,EDp where x denotes a case pattern. The procedure can be viewed as performing one step of the Expectation Maximisation algorithm for the mixture [22] . The final expressions for the parameters for a certain prototype k in the discrete case then become
where Xk represents the value of X in prototype k. The mean of the distributions varies with the prototype, whereas the variance is the same for all of them. Case data is used for parameter estimation in such a way that each prototype distribution is updated in proportion to how likely it is that each specific case was generated from it according to where D p represents the set of prototypes and xC,) one prototype value.
We estimate the parameters of the distributionp~k(XilZ == z), which represents the final parameter estimati~n in case there is no case data available, and otherwise forms the basis of the parameter estimation from case data, as for the discrete case, where v~is an indicator variable that is one if the outcome is equal to x and zero otherwise, and IDpl the number of prototypes in the data. This essentially represents parameter estimation based on 4 with a sample size of one and a significance of the prior selected to be inversely proportional to the size of the complete prototype data set. In the continuous case, the parameters are estimated as Gaussian as
where c~are the number of outcomes x in the data, CP the total number of prototypes, and IXI the number of outcomes in X. In the continuous case, we estimate the parameters of a where v1') is an indicator variable that is one if X == x and zero otherwise. Dc denotes the set of cases and xC,) case 1 in this set. In the continuous case, the parameters are estimated (21) zEZ kEPz
B. Calculating the entropy gain
Calculating the entropy gain for unknown discrete attributes as 
IV. EXPERIMENTS
In order to test the general performance of our model, four datasets were used of which the first three datasets contain discrete valued attributes only, whereas the fourth dataset contains continuous attributes as well. In addition, the first dataset is artificial whereas the other datasets represent real data. The first dataset contains 32 classes of animals described by a total of 82 attributes. The second dataset contains 31 classes of common mechanical faults that appears in military terrain-vehicles, described by 39 attributes. The third dataset contains 18 classes of common mechanical faults that appears in military tanks, described by 83 attributes. The fourth dataset extracted from the evaporation stage of a paper mill, contains 11 classes with 6 examples each, specified by 106 continuous attributes and 4 discrete attributes.
We have performed three sets of experiments. For each set of experiments, we tested the models sensitivity to noise compared to baseline results. For all datasets, noise was induced by randomly selecting a subset (e.g. 20%) of attributes, and setting these to a random value based on the distribution of the attribute estimated from the data. For discrete attributes this is straightforward, whereas for continuous attributes the distribution is Gaussian, calculated from the sample mean and standard deviation measured over the whole dataset.
In all experiments, we measured the number of known attributes needed to reach a final hypothesis and the classification rate. All results are based on the average of 10 runs for statistical significance. The ordering in which attribute values were set was based strictly on the information gain at each
where p(zlx) is calculated from equation 3. To find a suitable limit "' m on A~for when to alert the user, we just need
to define below what level of probability a value should be considered a possible inconsistency. The exact value certainly depends on the type of application and the nature of its domain, but we have consistently been using "' m == 0.05 throughout our tests with good results.
D. Providing explanations for a diagnosis
To provide information to the user on the primary causes of the current hypothesis, we calculate the difference in entropy of the posterior for class Z when the attribute is known and when it is not. If Y is the attribute we would like to calculate the explanation value for and X all other known attributes, we define this explanation value EH (Y) as
EH(Y) == H(Zlx) -H(Zlx, Y) (24)
where x == X I == Xl, •.. ,X n == X n are the known attributes and M the model parameters. In our case, the expression above can be written as
c. Detecting inconsistencies A significant problem of incremental diagnosis relates to the fact that users do make mistakes or acquire the wrong information. In an interactive system we can counter these errors as it is possible to ask the user to specify a doubtful attribute again, in order to increase the fault-tolerance of the system.
We introduce a mechanism for detecting inconsistencies in the attribute values, which in this context means combinations of inputs which are very unlikely (but not necessarily impossible). In essence, we want to check if any of the known input values are very unlikely given previous information. This can be directly formulated as calculating the likelihood that the conditional distribution of each attribute Y given all other known attributes x generated the specific outcome,
where x(-y) is case value "(, and J-t and~the final parameter estimates. In both the discrete and continuous case, the parameter ' l /J represents how much trust we put in the prototypes compared to the cases and can be expected to be set to different values for different applications, although usually significantly larger than one. (17) Ck diagnostic step. Further, we assumed that a final hypothesis was reached when the information gain at each step reached below a certain gain threshold e. In order to avoid ambiguous diagnoses (caused by nearly identical sample patterns between classes), the two diagnoses of highest confidence were tested against the target diagnosis when measuring the classification rates.
Ck L p(klx(-Y))
(15) -yED c L D p(klx(-Y))x(-Y) J-tc -yE c (16) Ck c L-YED c p(klx(-Y))(x(-Y) -J-tc)2
A. Diagnostic performance with limited amounts of data
Initially, two experiments for each discrete dataset were performed in order to test the classification rate when using all data examples as prototypes, while varying the gain threshold efor a fixed balance factor 'l/J (i.e. the balance between prototypes and cases in the estimates). In the first experiment, attribute values were set correct, whereas in the second experiment 20% of the attribute values in the datasets were randomly selected to be set to an incorrect value. From the results in table I-III, we observe that the number of known attributes needed to obtain a final hypothesis is close to log2 n (i.e. the theoretically optimal number of questions using binary attributes), where n is the total number of attributes in the dataset. When 20% noise is induced, we observe that correct diagnoses are found using only a few more known to obtain a total classification rate of at least 96% in all of the experiments if a second trial is introduced to the diagnostic model.
B. The balance between prototypes and cases
In order to test the classification rate when varying the balance factor 'l/J while holding the gain threshold efixed, we performed another set of experiments similar to the ones in the previous subsection. For this purpose, synthetic prototypes and cases were created from the military tank dataset in order to build the diagnostic model. Here, prototypes and cases can contain both known and unknown values. In addition, cases can also contain incorrect attribute values. For each class, two prototypical examples were extracted directly from the military tank dataset. Based on the complementary prior for each attribute, the value was set as unknown or to the correct value. The synthetic prototypes were then used in the diagnostic model to create five synthetic cases for each class. Attributes were set automatically using known values from the original dataset, in the order given by the calculated information gain. Since cases can contain incorrect attribute values, noise was introduced by setting 20% of the known attributes in each case to a value based on the prior distribution, as described in section IV.
The experiments were repeated using the continuous dataset, which contains only cases and no prototypical examples. Therefore, we created a synthetic set of prototypes with all attribute values set to unknown, and used the whole continuous dataset as cases in the diagnostic model.
From the results in fig. 2-3 we observe that the classification rate varies with the significance of prototypical data. For the discrete dataset the classification rate increases along with increasing the balance factor ' ljJ ( fig. 2) . In practise this is a feasible result since access to large sets of cases is limited in the initial stages of training. Since the prototype data usually contains clean examples, there is no reason to change the significance of prototype data until large amounts of cases have been collected. For the continuous dataset, the classification rate increases as ' ljJ decreases. This is natural since the data examples in fact are real cases, whereas the prototypes are completely synthetic with only unknown values set ( fig. 3) . Further, we observe from the results in both tests that by varying 'ljJ, the trade-off between the number of known attributes needed for a final hypothesis and the classification rate can be fine-tuned in order to obtain satisfactory results ( fig. 2-3 ).
-.. 100 induced as described earlier. Obtained results were then compared to the baseline results produced without inconsistencychecking mechanisms. The discrete datasets were directly used as prototypes in the model. Examples in the continuous dataset were used as cases in the diagnostic model while using synthetic prototypes, as described in section IV-B.
For all the datasets, the inconsistency limit "' m was set differently depending on the value type of each attribute. For discrete attributes, the inconsistency limit was set strictly to "' m == e- 3~0 .05. For continuous attributes, the determination of "' m was based on a fraction c == e- 3 of the probability density function of the attribute. For the continuous dataset this means that the inconsistency limit varies between attributes.
On all datasets we observe that the diagnostic performance improves by the use of inconsistency-checking. For example, the percentage of correctly diagnosed examples on the military terrain-vehicle dataset increased by 9.03 percentage points for 50% noise compared to the baseline result without inconsistency-checks (table V) . Similarly, we see that the diagnostic performance using the continuous dataset improves 13.64 percentage points when 20% noise is induced, compared to the corresponding baseline experiment (table VII) . However, the number of inconsistency-checks does not match the number of incorrect attributes quite as well as in the discrete cases (tab. IV-VI). The main reason is that inconsistency-detection on a continuous dataset is more complicated compared to discrete datasets. Finally, our results indicate that the number of known attributes needed to obtain a final hypothesis can be reduced, compared to when not using inconsistency-checks. -e--Without noise -e -With noise 
c. Diagnostics using inconsistency-checking mechanisms
For the purpose of testing the classification rates using inconsistency-checks, further experiments were performed in which the degree of noise was set to 20%, 35% or 50% and To construct a diagnosis system for a particular application, one or several prototypes are constructed for each diagnosis using available documentation and expert knowledge. If cases are available, they can be readily used by the system. Otherwise, the diagnosis will rely solely on prototypical data until case data have been collected. Apart from this data, the model has three free parameters that need to be set: "7, (), and 'ljJ. As discussed in section III-A, "7 and () are commonly set to very large values, while ' ljJ is typically set to a value equal to that change the current database for the statistical model. The diagnosis can be focused on certain sections of the equipment, selected in a tree structure at the top of the application. The table to the left shows all possible questions and their current entropy gain is shown as a bar in the table, which is sorted according to this gain. Any question in this table can be answered or have its answer changed, leading to an immediate update of all information gains and probabilities in the interface. If an inconsistency is detected, the user is alerted to the attribute in question. The top right table shows all possible diagnosis, sorted in descending order by their current probability, also shown as a bar in the table. The frames below show instructions on how to repair the selected condition and what resources are necessary for the operation, and on the bottom of the window there is a button which adds the current case to the database. or larger than one, reflecting our confidence in the prototypes compared to the cases, and can informally be thought of as the equivalent sample size of cases for the prototypes. During a diagnosis session, a user is typically presented with listings of all attributes and possible diagnosis along with additional information. As an example, figure 4 shows an early prototype interface intended for use in the field by armed forces to diagnose technical equipment. It allows for selecting different types of technical equipment, and through A prototype interface for diagnosing technical materiel for the Swedish armed forces.
VI. CONCLUDING REMARKS
We have proposed a flexible, robust and efficient incremental diagnostic system. As we have demonstrated, the system can make use of both expert knowledge and examples of actual diagnosis cases, and as such it provides a powerful alternative to rule based systems. This requires significantly less effort than constructing a full Bayesian network or a decision tree. Also, it can begin operation without having to acquire actual diagnostic cases. Because the presented statistical model does not work with explicit rules, it does not have the same problem as rule based systems with inconsistencies in the data. Providing some initial information makes the diagnosis start from there, without having to traverse questions in a predefined order and with the possibility of ignoring a question and answer another one instead. These features are highly usable in practise if there e.g. are some automatic readings available or some system checks have already been performed, or if the user simply do not know the answer to a certain question.
Our model can provide simple explanations in terms of primary causes for the most plausible hypothesis at the moment.
For practical purposes this provides extra knowledge for the user in terms of being an aid in decision making. Further, the user can be guided through the information-retrieval sequence by suggested corrections of known attribute values through inconsistency-checking mechanisms. The same mechanisms can also be used to determine whether the prerequisites to performing the classification are fulfilled or not. Finally, adding new cases to the database, which in time most likely would constitute the bulk of the historical data, imposes no increase in computational complexity.
This in all makes the system highly suitable for real-world diagnostic tasks. It is under evaluation to be deployed in two different industrial domains.
Future work includes testing the system on more practical cases to determining the performance of the model. These practical experiences would hopefully also allow us to deduct heuristics for adjusting the balance of significance between prototypical data and actual case data so that the system works well in all applications.
