ABSTRACT Hand segmentation is an important prerequisite for acquiring accurate 3D hand poses on depth images, as it can significantly reduce the complicity of hand pose estimation. However, it has been ignored or treated as a trivial problem for a long time, since most of the hand pose estimation works suppose the hand part is given or can be easily segmented by a depth threshold, which is not practical in many realistic scenarios (e.g., side/egocentric view). In order to perform the robust hand segmentation in various scenarios, we propose a Soft Proposal Segmentation Network (SPS-Net). A key difference from existing hand segmentation methods is that the SPS-Net can utilize the temporal information on depth videos. As a benefit, significant performance gains over the existing methods can be obtained, as demonstrated on two popular public datasets with diverse camera viewpoints and background. Moreover, integrating SPS-Net with a simple 3D hand pose estimator, we achieved the leading result on the 3D Hand Pose Tracking Task of the Hand2017 Challenge -the only world-wide open challenge of its kind.
I. INTRODUCTION
Hands are essential for human beings to interact with the surrounding environment. Hand-related applications, such as virtual/augmented reality, are growing rapidly. In these applications, 3D hand pose plays a key role to make the interaction between human hands and devices measurable.
In order to obtain 3D hand poses, plenty of models have been developed. However, most of the existing works only focus on the pose estimation from clean and aligned data, by simply assuming a segmented hand is given or can be directly acquired by a depth threshold [1] - [5] . In this work, we focus on a more general and realistic setting, where complex background exists (see Fig.1 ) and the aforementioned method may not be suitable for handling it.
Machine learning approaches are commonly applied to segment hand on depth images where complex background exists [6] - [9] . These methods only take a single depth image into consideration, while in real applications, we could obtain depth videos, and the temporal information may be employed to improve the hand segmentation performance.
In this paper, we propose a Soft Proposal Segmentation Network (SPS-net), which utilizes the temporal information
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when performing hand segmentation on depth videos. More technically, SPS-Net generates a soft proposal (detection proposal) in the current frame, meanwhile, another soft proposal (tracking proposal) is generated by a Kalman filter from the previous frame. The final hand segmentation is guided by the merging result of these two soft proposals.
We run segmentation experiments on the NYU Hand Dataset [6] and the CVAR Dataset [10] to demonstrate the superiority of SPS-Net on segmentation accuracy and generalization ability. Furthermore, by using SPS-Net for segmentation and a simple 3D hand pose estimator for pose estimation, we obtain the new state-of-the-art result on the Hand2017 Challenge -the 3D Hand Pose Tracking Task 1 .
II. RELATED WORKS
Most of existing works segment the hand first before performing pose estimation [1] - [9] , [11] - [14] . Such a common choice was mainly driven by three practical considerations. First, it is easier to be extended to multi-hand pose estimation case [8] , [9] . Second, when considering the input resolution and model capacity together, only using the hand region as the input is more economic [4] , [14] . Third, when depth data is available, once the hand region is correctly obtained, the hand size can be normalized by its depth to eliminate the scale variation (see Fig.2 ).
Depth images take great advantage in the hand segmentation. Compared with RGB images, depth images are robust to texture and light intensity variations. Moreover, obtaining the ground truth of a hand region is easier for depth data. For instance, thin gloves with special color could be used to generate the hand masks efficiently without polluting the data itself [8] , [9] (see Fig.3 ).
However, hand segmentation on depth images is commonly treated as a trivial problem, a typical assumption is that the hand is always the closest object to the camera, so that the hand can be easily segmented by certain depth thresholds [1] - [5] . Apparently, this solution only works for the very restricted scenario: a single hand in frontal view. A more general and sophisticated method uses random forests together with hand-crafted features [6] , [7] . As commonly realized, effective and robust hand-crafted features are hard 1 https://competitions.codalab.org/competitions/17356#results to be obtained and thus they usually have relatively limited performance. Hence, recently more efforts have been paid to deep learning models. U-net [15] or Fully Convolution Network (FCN) [16] are popularly adopted for hand segmentation on depth images [8] , [9] . Nonetheless, these works [8] , [9] treat each depth image independently. To some extent, unlike Point Clouds (3D) nor RGB image (2D), the dimension of depth image is 2.5. From the geometric view, the hand movement generates a huge diversity in terms of hand appearance. Therefore, it is a challenge to locate hands by a single depth image. Our SPS-Net employs the temporal information, i.e., the trajectories of target hand in previous frames, to further improve the hand segmentation performance on depth videos.
III. PROPOSED METHOD
Soft Proposal Segmentation Network (SPS-net) mainly includes four network components: Feature Extraction Module (FEM), Merging Module (MM), Soft Proposal Generator and Mask Generator (see Fig.4 ). In addition, an auxiliary algorithm cooperates with SPS-Net to generate one of the soft proposals (see Algorithm 1).
More specifically, FEM starts with a CNN layer, followed by two CNN Residual Blocks [17] and Max pooling (see Fig.5 . (1)). MM performs merging and normalization operation to two soft proposals (see Fig.5 . (2)), which are generated by the Soft Proposal Generator and the Kalman filter (see Algorithm 1), respectively. Soft Proposal Generator and Mask Generator have the same architecture (see Fig.5 . (3)), which is modified from U-net [15] . Except for the last CNN layer of Soft Proposal Generator and Mask Generator that 
where r and c are the row index and column index of the heat map, respectively; p GT i is the ground-truth hand center with 2D coordinates p GT i [0] , p GT i [1] ; σ i is a Gaussian Covariance for frame i, which can be adjusted by the projection scale s i .
As shown in Fig.2 , the projection scale s i can be calculated as follows:
where d hand i is the depth of hand mass center in frame i, and f is the focal length of the depth camera. The scale of the hand s i is inversely proportional to d hand i , i.e., the distance between the hand center and the camera.
Assuming the proper Gaussian covariance for a real hand is σ real , which will be determined empirically, the corresponding σ i on depth image is calculated by
During the training process, we try to minimize the divergence between the misguided. Inspired by [18] , we introduce a soft tracking proposal H t i to build a more robust soft proposal. H t i is generated by 
where ⊕ means element-wise sum; λ is a coefficient to weight the importance of .
The input of Mask Generator is the result of element-wise multiplication between H merge i and output of FEM, while the output is a binary hand mask, where the hand part is represented by value 1 and the background is 0.
For the segmentation process, all of the depth images are normalized to be 240×320 as inputs. After obtaining the hand mask, we resize it back to the original size of the depth image. By applying another element-wise multiplication between the hand mask and raw depth image, the segmented hand can be obtained (see Fig.4 ).
IV. EXPERIMENTS A. OTHER MODELS USED FOR COMPARISONS
Although we focus on the hand segmentation in this paper, it should clarify that the hand segmentation servers for the 3D hand pose estimation. Thus, after confirming our SPS-Net can achieve high performance in the segmentation task, we further check whether a hand estimator can use the segmentation result to generate accurate 3D hand poses. We use the volumetric representations from [19] , and apply a shallow 3D U-Net [20] to build a hand pose estimator, which is similar to [4] .
To explore the impacts of soft proposals in SPS-Net, we compare the segmentation performance by removing soft proposals in the ablation study. Referred to Fig.4 , we construct three ablation networks as SPS-Net without H d , SPS-Net without H t , and SPS-Net without H d &H t , respectively. The Soft Proposal Generator and MM module may or may not be used based on the needs.
To evaluate the hand segmentation performance, Randomized Decision Forest (RDF) [6] , U-Net [15] and Mask-RCNN [21] are used in our experiment for comparison. Besides, we suppose the normal hand length is 250 mm and use it as a depth threshold to perform hand segmentation.
RDF and U-Net directly segment the hand, while Mask-RCNN predicts a hand region first and then segments the hand within the region. To some extent, SPS-Net uses soft proposals while Mask-RCNN applies hard proposals (i.e., the region bounding boxes). The advantage of using soft proposal is that it can be seamlessly fused across frames, which helps to utilize the temporal information. We have to point out that the hand segmentation is more challenging than the body segmentation: firstly, there is no clear boundary to distinguish the hand so that it is hard to generate hard proposals; secondly, using hard proposals may exclude fingers before segmentation, this will significantly affect the hand pose estimation performance. Soft proposals, nonetheless, only gives a likelihood of hand location, could alleviate the aforementioned issues.
B. IMPLEMENTATION DETAILS
On the experimental datasets, we created the hand masks referring to the given 3D hand poses. In the training stage, we simulated the hand movement by randomly shifting p t i away from the ground-truth hand center. Whereas in the testing stage, we followed the procedure in Algorithm 1 to generate p t i . We performed the training and testing on a single NVIDIA Titan X GPU. Since our network is simple, it can be trained from scratch. During the training, all of the training samples were included in one epoch. The Adam [22] optimizer with a learning rate 1 −3 was applied for the first 5 epochs and then the learning rate was changed to be 1 −4 for another 5 epochs. We jointly performed data augmentation (including shifting, rotation, and scaling) on depth images and their corresponding ground truths. The batch size was set up to be 16 in the training. To perform an on-line segmentation, the testing batch size is set to be 1 and the SPS-Net can reach a speed of 50 FPS.
C. DATASETS
We ran our experiment on three datasets: the NYU Hand Dataset [6] , the CVAR Dataset [10] , and the Hand2017 Challenge Dataset [23] . Their properties are illustrated in Table. 1.
The NYU Hand Dataset maintains the sequential ordering, realistic background, as well as the given 3D hand pose for generating the ground-truth hand mask. It covers scenarios of the left view, the right view, and the front view. The CVAR Dataset [10] offers sequential depth videos and corresponding 3D hand poses from egocentric view. The CVAR Dataset includes 6 videos, which contain totally 4,332 frames and their corresponding 3D hand poses. It is relatively small and only contains egocentric view cases, which is missing in the NYU Hand Dataset. We performed leave-one-out crossvalidation on it. Samples from BigHand 2.2M Dataset [24] and First-Person Hand Action Dataset [25] were combined to compose the Hand2017 Challenge Dataset [23], which covers both the front view and the egocentric view scenarios. In the testing set of tracking task, there are 99 videos. In each video, depth images are organized in their original sequential order. However, in the training set, samples are disordered, which increases the difficulty of employing temporal information during training. Nonetheless, our SPS-Net still can be trained on such a non-sequential data but utilize temporal information during the testing.
D. EVALUATION METRICS
The mean of Intersection over Union (mIoU) is commonly used for image segmentation evaluation. At frame i, supposing X i is the ground-truth hand mask and Y i is the predicted hand mask by SPS-Net, mIoU can be calculated by
where N is the number of frames. In 3D hand pose estimation, the evaluation metric is the average Euclidean-distance error (ADE) between estimated 3D hand poses and the ground truth (the unit is millimeter in general):
where N and M are the number of frames and joints, respectively. For joint j at frame i, x j i and y j i are the ground-truth and predicted 3D coordinates, respectively.
E. EXPERIMENTAL RESULTS
For NYU Hand Dataset, the quantitative results and qualitative hand segmentation performance are shown in Table. 2 and Fig.6 , respectively. The performance of each model on CVAR Dataset are given in Table. 3. We list the current leader board of 3D hand pose tracking task as Table.4 shows. Additionally, its qualitative results are shown in Fig.7 .
F. RESULT ANALYSIS AND DISCUSSION
Overall, our SPS-Net can achieve superior results to other methods on all the three experiential datasets. In contrast, simply using depth threshold for hand segmentation, which is commonly applied in existing works, fails to generate good results on NYU Hand Dataset and CVAR Dataset, where side-view and egocentric-view cases exist. On the 3D Hand Pose Tracking Task of the Hand2017 Challenge, the ADE of all joints that our 3D hand tracking system achieves is as low as 10.48 mm. This indicates that SPS-Net can generate high-quality segmented hand, which intermediately helps the 3D hand pose estimator to generate accurate 3D hand poses.
In ablation studies, we can further inspect that using two soft proposals generates better segmentation performance than using only one or none of them. This suggests that both of the soft proposals contribute to improve the segmentation performance. The Soft Proposal Generator module generates the soft proposal H d by using the entire spatial context. Compared with Mask-RCNN, which utilizes hard proposals (i.e., bounding boxes), SPS-Net without H t can generate better hand segmentation results by using soft proposals.
However, when ambiguous context exists, H d may not be correctly generated. The segmentation performance could be compromised by solely using H d . Through introducing H t , the improper H d could be corrected by using temporal information. Despite that, H t is purely based on temporal information, without H d , its confidence will decrease as the number of frames increases. To obtain a robust soft proposal, both H t and H d are needed to work collaboratively. From Fig.6 and Fig.7 , it can be noticed that the center of merged hand proposal is close to the actual hand center, while the soft proposal region matches the hand region. Therefore, the hand can be properly segmented under the guidance of the merged soft proposal.
V. CONCLUSION AND DISCUSSION
Hand segmentation from depth data is essential for accurate 3D hand pose estimation, but it is a non-trivial problem. Although most of the related works suppose that the hand can be easily segmented by a depth threshold, we take experiments to demonstrate that the assumption cannot generalize to many real scenarios, when complex background exists. Our Soft Proposal Segmentation Network (SPS-Net) is proposed to solve this problem. On NYU Hand Dataset and CVAR Dataset, which cover samples from the front view, side view and egocentric view, our SPS-Net outperforms other related existing models. In the ablation study, we further confirm that SPS-Net could improve the hand segmentation performance by utilizing the temporal information of depth videos. With the high-quality segmentation results from SPS-Net, we are able to estimate accurate 3D hand poses and achieve the leading result on the 3D Hand Pose Tracking Task of Hand2017 Challenge. Moreover, hand segmentation can serve for a wide range of applications beyond pose estimation, such as hand gesture recognition, sign language recognition, hand action/activity detection/recognition, etc. The deep neural network based SPS-Net can be easily integrated into those applications.
