Recently, several machine-learning-based DNA N-4-methycytosine (4mC) predictors have been developed to provide deeper insight into the biological functions and mechanisms of 4mC. However, the performance of the existing classifiers for identification of Escherichia coli DNA 4mC sites is inadequate. Here, we present a new support vector machine 4mC predictor, named iEC4mC-SVM, for Escherichia coli (E.coli) DNA 4mC site identification, optimized using light gradient boosting machine feature selection technology. The iEC4mC-SVM predictor had a 10-fold cross-validation accuracy of 85.4% and Jackknife crossvalidation accuracy of 84.9%. The 83.2% independent testing accuracy of iEC4mC-SVM was 1.0-6.5% higher than those of state-of-the-art E. coli DNA 4mC site predictors. A t-distributed stochastic neighbor embedding analysis confirmed that the prediction performance enhancement of iEC4mC-SVM was due to the light gradient boosting machine feature selection.
I. INTRODUCTION
DNA methylation is a vital epigenetic mechanism with a critical role in the regulation of various biological and physiological processes, including biological rhythms, embryo development, and plant growth [1] - [4] . Abnormal DNA methylation has been implicated in various human diseases, including cancer [5] , asthma [6] , and diabetes [7] - [9] . Three common types of DNA methylation are 5mC (5-methylcytosine) [10] , 6mA (N-6-methyladenine) [11] , and 4mC (N-4-methylcytosine) [12] . Unlike 5mC and 6mA, which are widely found in eukaryotic cells and have been widely studied [13] , [14] , 4mC occurs in prokaryotes such as bacteria and has been less investigated [15] - [17] . Thus, the extent of 4mC in bacterial genomes is not well known, and its function remains unclear [15] . The recently developed single-molecule real-time (SMRT) sequencing technology enables DNA 4mC modifications to be identified The associate editor coordinating the review of this manuscript and approving it for publication was Leyi Wei. at single-nucleotide resolution [18] , [19] . Large amounts of 4mC sequence data have been obtained by SMRT experiments [15] , laying a foundation for subsequent analysis and prediction of 4mC sites. However, as this approach is laborious and expensive, there is a need for more practical and effective methods for prediction and analysis of DNA 4mC sites.
Recently, machine-learning-based computing methods for the prediction of DNA and RNA methylation sites (e.g., 6mA and 5mC) have been proposed [20] - [27] ; however, only a few DNA 4mC site predictors exist. In 2017, Chen et al. [28] used a support vector machine (SVM) algorithm to develop a tool called iDNA4mC to identify 4mC in six species, Arabidopsis thaliana, Caenorhabditis elegans, Drosophila melanogaster, Escherichia coli, Geoalkalibacter subterraneus, and Geobacter pickeringii. The iDNA4mC tool encoded DNA sequences with non-nucleotide chemical properties and nucleotide frequencies and was used as a cross-species 4mC predictor. In 2019, Polder et al. [29] proposed 4mCPred for predicting 4mC sites in the above-mentioned species. Using features VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ derived from electron ion interaction pseudo-potential energy and position-specific-trinucleotide-propensity, 4mCPred showed promising cross-validation accuracy. Nonetheless, Wei et al. [30] found that 4mCpred was prone to overfitting; thus, they constructed a new model named 4mcPred-SVM based on four sequence-based feature descriptors. Later, Wei et al. [31] used an iterative feature representation method to select the most relevant features from 14 types of sequence-based features and build a more effective predictor, 4mCPred-IFL. Although 4mCPred-IFL solved the over-fitting problem to some extent and achieved high 10-fold cross-validation scores, its independent testing results were not as good as those of as another new predictor, meta-4mCPred [32] . The average independent testing accuracy for six species achieved by meta-4mCPred was as high as 85.9%, approximately 4% more than that of 4mCPred-IFL. To the best of our knowledge, meta-4mCPred is the best predictor in terms of average independent testing accuracy for the six species mentioned above. Compared with the other five species, Manavalan et al. [32] showed that meta-4mCPred predicted E. coli 4mC sites with the lowest independent testing performance, that is, accuracy (ACC) = 82.5%, Matthews correlation coefficient (MCC) = 0.650, sensitivity (Sn) = 80.6%, and specificity (Sp) = 84.3%. Here, we present a new predictor, iEC4mC-SVM, to more accurately identify 4mC sites in E. coli. The modeling schematic is shown in Fig. 1 . The iEC4mC-SVM predictor is constructed on the basis of the SVM algorithm and light gradient boosting machine (LGBM) feature selection technology. The independent testing scores for iEC4mC-SVM were ACC = 83.2%, MCC = 0.665, Sn = 85.1%, Sp = 81.3%, and auROC (area under receiver operating characteristic curve) = 0.904, which represents an improvement of about 1% in accuracy versus meta-4mCPred. To gain a more robust predictor, iEC4mC-SVM was also optimized via Jackknife cross-validation, resulting in an auROC of 0.925, about 1% greater than that of meta-4mCPred (auROC = 0.911 under 10-fold cross-validation). In addition, the independent testing accuracy of iEC4mC-SVM was 1.0-6.5% better than those of the available state-ofthe-art E. coli DNA 4mC site predictors. These results suggest that the approach proposed in this study could be utilized for prediction of other methylation sites.
II. MATERIALS AND METHODS
A sketch of the overall modeling procedure is given in Fig. 1 . Each DNA sequence in FASTA format is encoded by various feature extraction technologies and converted into a feature vector with 10060 dimensions. The top 250 features are selected from the original feature spaces via LGBM feature selection technology. Then, the SVM model is trained and tested on the data with various feature dimensions, and multiple metrics are utilized to evaluate the models and develop an optimized model for the iEC4mC-SVM predictor. The details of the modeling process are as follows. and cross correlation (DCC), and accumulated nucleotide frequency (ANF). Then, a feature vector with 10060 dimensions is generated (D). Second, features are selected via LGBM to determine the top 250 according to feature importance value. Third, the support vector machine model is trained and tested on data with various feature dimensions. The 10-fold cross-validation (CV) scores, Jackknife cross-validation score, and independent testing scores are used to evaluate the model and to determine the optimized model for the iEC4mC-SVM predictor. DNMT: DNA methyltransferase.
A. DATASETS
The benchmark-training data set of E.coli is downloaded from http://lin-group.cn/server/iDNA-4mC/ [28] . It consists of 388 sequences containing 4mC site and 388 sequences without containing 4mC site. The independent testing dataset is obtained from http://thegleelab.org/Meta-4mCpred/4mCPredData.html [32] , which contains 134 positive samples and 134 negative samples. Each sequence is with 41 bases.
B. FEATURE EXTRACTION
Several feature descriptors were used to convert each DNA sequence into a 10060-dimensional feature vector.
Nucleotide binary profile Here, two binary profiles are used to represent a DNA sequence [30] , [32] , [33] . The mononucleotide binary profile encodes T,A,C,G as (0,0,0,1), (1,0,0,0), (0,1,0,0), (0,0,1,0), resulting in a feature vector with 164 (4 × 41) dimensions. The dinucleotide binary profile encodes the 16 dinucleotides TA, TC, TG, TT, . . ., AA, FIGURE 2. Optimal feature space selected via incremental feature selection strategy. The 10-fold cross-validation and independent testing accuracy varies with feature number. The blue line is the accuracy curve for 10-fold cross-validation, and the red line is the accuracy curve corresponding to independent testing. The model with 187 features was selected for the prediction model, as it had the best independent testing accuracy (83.2%) and a good 10-fold cross-validation accuracy score (85.4%). AC, AG, AT as (1,1,1,0), (1,1,1,1) ,. . ., (0,0,0,0), (1,0,0,0) to generate a 160 (4 × 40)-dimensional feature vector.
Accumulated nucleotide frequency The accumulated nucleotide frequency encoding [34] , [35] is used to calculate d i , the density of nucleotide s i (A, C, G or T) at position i in a DNA sequence, by the following formula:
where L is the sequence length, |s i | is the ith prefix subsequence length of a DNA sequence, and q is one of the four nucleotides (T, A, C, G). Dinucleotide composition frequency This method calculates the 2-tuple of nucleotide frequency in a DNA sequence and generates a vector with 16 elements.
Nucleotide chemical properties The four nucleic acids have different chemical properties, as shown in Table 1 [36] , [37] . To embed these properties into the feature vector, the coordinates (x, y, z) were utilized, with x representing the ring structure, y the hydrogen bond, and z the chemical functionality. Thus, a nucleotide at position i in the DNA sequence could be represented as (x i , y i , z i ):
where s i is i-th nucleotide in the DNA sequence. Xmer-kGap-Ymer composition frequency This technique counts the frequency of a DNA subsequence, X consecutive bases plus k intervals plus Y consecutive bases, in a given DNA sequence. For example, 1mer-1Gap-2mers include A_AA, A_AC, A_AG, A_AT. . . T_TA, T_TC, T_TG and T_TT and could generate a 64 (4 1 ×4 2 ) dimension vector. Generally, using Xmer-kGap-Ymer to encode a DNA sequence will result in a 4 X ×4 Y -dimensional feature vector. In this study, 1mer-kGap-1mer, 1mer-kGap-2mer, 1mer-kGap-3mer, 2mer-kGap-1mer, 2mer-kGap-2mer, 3mer-kGap-1mer, 2mer-kGap-3mer, and 3mer-kGap-2mer were used, with k set to 1, 2, or 3. After encoding, an 8880-dimensional feature vector was derived for the DNA sequence. The PyFeat tool developed by Muhammod et al. [38] was used to generate the feature vectors.
Dinucleotide autocorrelation encoding By computing the correlation between any two chemical properties or two physical properties, the dinucleotide autocorrelation (DAC) encoding converts the DNA sequences into fixed-length vectors [39] - [41] . It can be encoded by autocorrelation between the same properties or by cross-covariance (DCC) of two diverse properties. Thirteen physicochemical properties are used: rise, roll, shift, slide, tilt, twist, free energy, enthalpy, stacking energy, entropy, polar interaction, a-philicity, and wedge. The dinucleotide properties DAC and DCC values were calculated as follows [42] :
where p is a physicochemical index, p 1 p 1 or p 2 are the various physicochemical indices, L is the DNA sequence length, V p , s i s i+1 or V p1 , s i s i+1 is the value of the dinucleotide S i S i+1 s i s i+1 at position i with physicochemical index p or p 1 , and g is the space between two dinucleotides pair. Here, g was set to 4. This generated a feature vector with 676 (13 × 4 + 13× 12 × 4) dimensions. The iLearn toolkit [42] was used for DAC and DCC encoding. VOLUME 8, 2020
C. FEATURE SELECTION
Feature selection is widely used to remove information redundancy and over-fitting in machine learning models [43] - [50] . The filtering method, wrapper method, and embedding method are three commonly used approaches to feature selection [51] - [53] . Filtering methods [52] , [54] rank features according to criteria such as variance, correlation coefficient, mutual information, or chi-squared test. For instance, analysis of variance (ANOVA) [55] and maximum relevance, maximum distance (MRMD) [56] are widely used filtering methods for DNA, RNA, or protein identification. Especially such as the MRMD method, when the feature dimension and the amount of data are large, it needs lots of computing resources.
LGBM is one of the wrapper methods [57] to find the optimal features subset of the feature space via a specific classification model, which is associated with specific classification algorithms.
LGBM is a highly efficient gradient boosting decision tree, suitable for scenarios with large amounts of data and high-dimensional features [58] The embedded approach is similar to the wrapper approach but seeks the optimal features subset by a built-in classification algorithm [52] , [54] . In this work, the LGBM wrapper [58] was used for feature selection. Its purpose was to feed the LGBM model with training data and to determine and rank the feature importance values, in order to select those features with importance values greater than the average [59]- [61] . This step used the python toolkit from https://lightgbm.readthedocs.io.
D. MODEL EVALUATION METHODS
Generally, cross-validation and independent testing are the two most widely used methods for a successful predictor evaluation [62] - [79] . Jackknife cross-validation is a leaveone-out cross-validation method for testing the efficiency of classification, which has been used, for example, in Alzheimer's disease gene identification [80] , [47] . In Jackknife cross-validation, given a data set with n data items, n-1 items are used for training and 1 item for testing; this process is repeated until all sequences in the training data set have been used as a testing sample once [55] . Jackknife cross-validation is robust; however, it is time-consuming if a large data set is used for training. For performance comparisons with previous predictors, 10-fold cross-validation [81] is also used in the current project. In 10-fold cross-validation, the training data set is stochastically divided into 10 subsets.
In each iteration, one subset is used for validation and the remaining nine subsets are used for training; this process is repeated 10 times and the results are averaged to evaluate the model. Independent testing provides a data set that is completely distinct from the training data set for evaluation of the trained model.
E. PERFORMANCE METRICS
Five standard metrics, accuracy (ACC), sensitivity (Sn), specificity (Sp), Matthew correlation coefficient (MCC), and area under receiver operating characteristic curve (auROC), were used to evaluate the proposed models. The metrics were calculated by the following formulas:
S n = TP TP + FN (10)
where TP is true positive, TN is true negative, FP is false positive, and FN is false negative. In the ROC curve, the horizontal axis shows the false positive rate (1-specifity) while the vertical axis shows the true positive rate. The area under the ROC is the auROC value.
F. SUPPORT VECTOR MACHINE
As a powerful and popular method, the SVM has been extensively used in bioinformatics [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] [93] . In this study, an SVM was implemented using the scikit-learn toolkit, which is available at https://scikit-learn.org/. Two critical hyper-parameters, C and γ , were optimized in the Gaussian radial basis functions in the SVM algorithm. The ranges of the hyper-parameters were:
10 −6 ≤ C or γ ≤ 10 6 , with exponet step 10 0.5 (13) 
III. RESULTS AND DISCUSSION

A. PERFORMANCE VARIES WITH FEATURE DIMENSION
To determine the best feature vector space, an incremental feature selection strategy was used. The top 250 features were selected via LGBM and ranked by feature importance values calculated by the LGBM method. Then 250 feature subsets with 1, 2, 3, . . ., 250 features were constructed according to feature importance values orders, that is F1, F2, F3, . . ., F250. For instance, the feature subset with one feature composed the F1 feature with maximum feature importance value. F1 and F2 made up the second feature subset, and so on. The SVM models with parameter space as mentioned in section 2.5 were built and investigated by 10-fold crossvalidation and independent testing on these 250 feature subsets using the grid search approach. Fig. 2 illustrates the change in accuracy with number of features. As can be seen from the line-symbol graph in Fig. 2 , the 10-fold crossvalidation accuracy rose from 65% to 85% as the number of features increased from 1 to 35 and then fluctuated around 85%. The independent testing accuracy increased with fluctuations as the feature number increased, and the independent testing accuracy was always smaller than the 10-fold cross-validation accuracy in the selected feature space. When the 187 top-ranked features were used to train and test the model, the independent testing accuracy approached the maximum of 83.2%, with a 10-fold crossvalidation accuracy of 85.4%. Therefore, the top 187 features were utilized to build the prediction model iEC4mC-SVM. The model with 187 features was also evaluated by its ROC and auROC; the results are displayed in Fig. 3 . The optimized model estimated by 10-fold cross-validation had auROC = 0.926, and when independently tested the auROC was 0.904.
B. METRICS COMPARISON WITH REPORTED PREDICTORS
In addition to iEC4mC-SVM, five other E. coli DNA N-4-methycytosine sites predictors have been reported: iDNA4mC [28] , 4mCPred [93] , 4mCPred-SVM [30] , 4mCPred-IFL [31] , and meta-4mCPred [32] . Given its poor performance, iDNA4mC was not used for comparison. The 10-fold cross-validation performance and independent testing scores of 4mCPred, 4mCPred-SVM, 4mCPred-IFL, meta-4mCPred, and iEC4mC-SVM are listed in Table 2 . The 4mCPred-IFL independent testing score was gained from the 4mCPred-IFL server website, and the other independent testing data were extracted from Ref. 32 . Wei et al. [30] , [32] found that 4mCPred might be affected by over-fitting; consequently, they rebuilt 4mCPred for comparison with 4mCPred-SVM and 4mCPred-IFL in an attempt to show that its performance was inferior. However, as shown in Table 2 , the independent testing scores of 4mCPred were in fact superior to those of 4mCPred-SVM and 4mCPred-IFL. For instance, the 81.7% independent testing accuracy of 4mCPred was about 4% more than those of 4mCPred-SVM and 4mCPred-IFL. A good model should have good scores for both crossvalidation and independent testing. The iEC4mC-SVM is such a model, having the best independent test scores (ACC = 83.2%, MCC = 0.665, Sn = 85.1%, Sp = 81.3%), as shown in Table 2 . Its 85.4% 10-fold cross-validation accuracy and 83.2% independent testing accuracy were 0.71% and 1% greater than those of meta-4mCPred, respectively. To acquire a more robust and reliable model, Jackknife cross-validation was explored to estimate the model, resulting in the optimized iEC4mC-SVM model with ACC = 84.9%, MCC = 0.700, Sn = 81.4%, Sp = 88.4%, and auROC = 0.925 (see Table 3 and Fig. 3 ). The Jackknife cross-validation model was finally chosen for the iEC4mC-SVM predictor. The ultimate iEC4mC-SVM model was independently tested, giving the following scores: ACC = 83.2%, MCC = 0.665, Sn = 85.1%, Sp = 81.3%, and auROC = 0.904 (see Table 3 and Fig. 3 ). The independent accuracy of iEC4mC-SVM was about 1.0-6.5% in excess of those of other state-of-the-art 4mC site identifiers. 
C. EFFECT OF FEATURE SELECTION
To analyze the effects of feature selection on 4mC site prediction, the t-distributed stochastic neighbor embedding algorithm (t-sne) was used. This is a extensively used machine learning tool for visualizing high-dimensional data, originally proposed in 2008 [94] . In this study, the t-sne module from the scikit-learn toolkit (https: //scikit-learn.org) was used. Fig. 4 shows the computed results of the t-sne method with setting-up parameters (n-components = 2, perplexity = 50, and learning-rate = 1000) applied to the original data with 10060 dimensions (Fig. 4A ) and data with 187 dimensions after feature selection. As shown in Fig. 4A , the 4mC and non-4mC samples were staggered in a random distribution and overlapped in the full feature space, indicating that in the original feature space it was not easy to discriminate the positive samples from negative samples. By contrast, as shown in Fig. 4B , although the positive and negative samples distributions were somewhat overlapped in the selected 187-dimensional feature space, the positive samples (orange dots) tended to centralize in the lower right corner, while the negative samples (blue dots) tended to cluster in the upper left corner, indicating that the 4mC and non-4mC samples with the 187-dimensional feature vector selected via LGBM feature selection technology could be identified more easily than those with the original feature vector space without selection. Thus, the cross-validation results and independent testing values of iEC4mC-SVM were enhanced.
IV. CONCLUSION
In this study, a new SVM classifier (iEC4mC-SVM) for E. coli DNA N-4-methycytosine sites was proposed. Multiple types of feature representation and LGBM feature selection technology were used to build and optimize the model. The final model with 187 features was used for cross-validation and independent testing to determine the best predictor. This model's independent accuracy was 83.2%, an improvement of 1.0-6.5% compared with state-of-theart predictors (4mCPred, 4mCPred-SVM, meta-4mCPred, and 4mCPred-IFL). The effects of feature selection on the performance of the iEC4mC-SVM were analyzed through a t-distributed stochastic neighbor embedding approach, showing that the LGBM feature selection technology is capable of distinguishing the 4mC samples from non-4mC samples. It is expected that iEC4mC-SVM will be a robust, reliable, and useful computational tool for E. coli DNA N-4-methycytosine site prediction. The method used here for iEC4mC-SVM development and analysis could also be applied to predictors of other DNA or RNA modification sites, such as 6mA, 5mC, and pseudouridine sites [20] , [24] , [27] , [82] , [83] , [24] , [44] , [95] - [102] .
