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Resumo O objectivo principal deste trabalho e´ realc¸ar a importaˆncia da Teo-
ria de Valores Extremos na quantificac¸a˜o do risco, condicionalmente
a um estado extremo do clima. Sa˜o apresentados de forma sucinta
os principais resultados que alicerc¸am a Teoria de Valores Extremos.
Estat´ısticas associadas a` caracterizac¸a˜o do comportamento e reconhe-
cimento do peso da cauda sa˜o igualmente abordadas. A modelac¸a˜o
da cauda direita da distribuic¸a˜o subjacente aos dados e´ um assunto de
particular interesse. Neste sentido, sa˜o apresentadas te´cnicas de infe-
reˆncia estat´ıstica em valores extremos que permitem obter estimativas
razoa´veis de quantis elevados fora da amplitude da amostra. Seguindo
uma abordagem semi-parame´trica, sa˜o identificados dom´ınios de atrac-
c¸a˜o e consequentemente fam´ılias de distribuic¸o˜es de valores extremos
que melhor se adequam aos dados.
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Abstract The main objective of this study is to highlight the importance of the
Extreme Value Theory in risk quantification, in relation to extreme we-
ather conditions, particularly high rainfall events. A brief summary of
the results related to this theory as well as some statistics that enable
the characterization of the behavior process and heavy tailed data re-
cognition are presented.
The modeling of the right tail of the underlying distribution of a sam-
ple is a subject of special interest. Techniques of statistical inference
in extreme values that allow reasonable estimation of extreme preci-
pitation quantiles outside the range of the sample are also presented.
Following a semi-parametric approach, we identify domains of attrac-
tion and therefore, families of extreme value distributions that best fit
the data in study.
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Cap´ıtulo 1
Introduc¸a˜o
Durante as u´ltimas de´cadas, tem havido mudanc¸as nota´veis no clima mundial e Europeu.
As temperaturas esta˜o subindo, a precipitac¸a˜o em muitas partes da Europa esta´ a mudar
e os extremos clima´ticos mostram uma frequeˆncia crescente em algumas regio˜es (Painel
Intergovernamental da ONU sobre Mudanc¸as Clima´ticas - IPCC, 2001a) e citado pela
EEA-European Environment Agency (2004).
O IPCC afirmou que “e´ muito prova´vel que a frequeˆncia de chuvas intensas venha a au-
mentar com o aumento da temperatura me´dia global. Isto implica mudanc¸as nos padro˜es
de precipitac¸a˜o, um factor importante, entre outros, para a intensidade e frequeˆncia das
inundac¸o˜es”.
De acordo com o IPCC, “ha´ novas e mais fortes evideˆncias de que a maior parte do aque-
cimento observado durante os u´ltimos 50 anos pode ser atribu´ıda a actividades humanas,
em especial para a emissa˜o de gases de efeito estufa” (IPCC, 2001a).
Alterac¸o˜es clima´ticas induzidas pelo homem, devera˜o continuar nas pro´ximas de´cadas
(IPCC, 2001a) com efeitos considera´veis na sociedade humana e no ambiente. A magnitude
dos impactos depende fortemente da natureza e da taxa de aumento da temperatura no
futuro. Consequeˆncias das mudanc¸as clima´ticas incluem um aumento do risco de inunda-
c¸o˜es e secas, perda de biodiversidade, ameac¸as a` sau´de humana e preju´ızos para os sectores
econo´micos como a silvicultura, a agricultura, o turismo e a indu´stria de seguros (IPCC,
2001b).
Muitas realizac¸o˜es em relac¸a˜o a`s estat´ısticas de valores extremos e avaliac¸a˜o dos poten-
cias impactos de mudanc¸a clima´tica teˆm sido feitas nos u´ltimos anos e estudos recentes
indicam mudanc¸as na intensidade e frequeˆncia de eventos extremos pelo globo. (IPCC
2001b, 2007). Mudanc¸as extremas no clima (por exemplo: precipitac¸a˜o extrema, inunda-
c¸o˜es, secas, etc) sa˜o particularmente relevantes devido ao seu significante impacto na vida
humana e desenvolvimento so´cio-econo´mico.
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A ana´lise estat´ıstica de eventos de precipitac¸a˜o extrema e´ um pre´-requisito na avaliac¸a˜o do
risco e pode contribuir para uma melhor previsa˜o do risco de inundac¸o˜es, fundamental na
gesta˜o dos recursos h´ıdricos.
Estaremos sempre expostos ao risco de inesperadas e desagrada´veis alterac¸o˜es clima´ticas
de causas naturais ou humanas. Um exemplo dos efeitos adversos resultantes e´ o recente
dilu´vio ocorrido na ilha da Madeira em Portugal a 20 Fevereiro de 2010. Um caso de
inundac¸a˜o jamais visto em Portugal e de proporc¸o˜es catastro´ficas deixou algumas regio˜es
completamente devastadas pela forc¸a das a´guas, vitimando pessoas e bens.
Na˜o e´ poss´ıvel evitar os eventos de precipitac¸a˜o extrema, mas e´ poss´ıvel controlar as con-
sequeˆncias que elas geram. Assim o presente trabalho aplica metodologias de quantificac¸a˜o
do risco condicional a um estado extremo do clima, tais como o VaR (valor de risco).
Um estudo sistema´tico de eventos extremos e´ de grande relevaˆncia para a climatologia
e hidrologia. Assim, estimativas decorrentes sa˜o imprescind´ıveis para o planeamento e
desenvolvimento das actividades sujeitas a efeitos adversos, especialmente estruturas de
engenharia civil e sistemas agr´ıcolas.
No contexto financeiro, e´ preciso modelar elevac¸o˜es e quedas abruptas que podem causar
grandes perdas. Neste caso, um dos grades desafios para o gestor de risco e´ implementar
modelos de gesta˜o de risco para prever acontecimentos raros e catastro´ficos e permitir a
medic¸a˜o das suas consequeˆncias. Sem ferramentas de controle adequadas, deciso˜es impro´-
prias podem ser tomadas. Assim mais atenc¸a˜o devera´ ser dada a` oscilac¸a˜o de realizac¸o˜es
de uma varia´vel aleato´ria, em particular aos seus maiores valores.
A ana´lise tradicional usa a estat´ıstica e probabilidade baseadas no teorema do limite cen-
tral englobando apenas os eventos associados ao centro da distribuic¸a˜o. Sob condic¸o˜es
extremas, esta ana´lise revela-se ineficaz justificando o uso de me´todos mais sofisticados de
avaliac¸a˜o do risco uma vez que a distribuic¸a˜o Normal na˜o consegue acomodar os riscos
associados a eventos extremos.
A Teoria de Valores Extremos (EVT) reveste-se de uma importaˆncia fundamental na mo-
delac¸a˜o de eventos extremos. A EVT e´ frequentemente utilizada na engenharia de recursos
h´ıdricos e estudos de gesta˜o (Katz et al. 2002; Smith 2001) para obter distribuic¸o˜es de
probabilidades com o objectivo de modelar ma´ximos ou mı´nimos em amostras de dados de
varia´veis aleato´rias, assim como para modelar a distribuic¸a˜o dos excessos acima de certo
n´ıvel. Outras a´reas importantes do conhecimento onde a EVT e´ aplicada sa˜o por exemplo
na meteorologia, ana´lise de risco s´ısmico, cieˆncias do ambiente, telecomunicac¸o˜es, financ¸as,
seguros, longevidade da vida humana. (Reiss and Thomas, 2007).
Os fundamentos desta teoria foram desenvolvidos pela primeira vez por Fisher e Tippett
(1928) que introduziram a teoria assinto´tica das distribuic¸o˜es de valores extremos. Gne-
denko (1943) forneceu provas matema´ticas de que sob determinadas condic¸o˜es, treˆs famı´lias
de distribuic¸o˜es (Gumbel, Fre´chet e Weibull) podem surgir como distribuic¸o˜es limite para
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valores extremos em amostras aleato´rias. A unificac¸a˜o das famı´lias Gumbel, Fre´chet e Wei-
bull, e´ conhecida como distribuic¸a˜o Generalizada de Valores Extremos (GEV) (von Mises
(1936) e Jenkinson (1955)). Gumbel (1942) aplica a distribuic¸a˜o de frequeˆncias de valores
extremos na ana´lise de inundac¸o˜es. Ale´m disso Gumbel (1958) desenvolveu a teoria dos
ma´ximos anuais, com a concomitante aplicac¸a˜o da distribuic¸a˜o Gumbel a va´rias situac¸o˜es
pra´ticas.
A abordagem GEV e´ muitas vezes referida na literatura como o me´todo dos Ma´ximos
Anuais ou Block Maxima quando e´ usada para modelar distribuic¸o˜es do ma´ximo/mı´nimo
de um dado conjunto de dados (Golstein et al. 2003). Uma abordagem alternativa ao
me´todo dos Ma´ximos Anuais e´ o me´todo Peaks Over Threshold (POT), baseado nas ob-
servac¸o˜es que excedem um determinado n´ıvel que se supo˜e elevado. Esta metodologia e´
ana´loga a` distribuic¸a˜o Generalizada de Valores Extremos para os Ma´ximos Anuais, mas,
lida com a chamada distribuic¸a˜o generalizada de Pareto (GPD). Os fundamentos da ana´lise
de valores extremos baseada em valores acima de determinado n´ıvel, foram estabelecidos
por Balkema e de Haan (1974) e Pickands (1975).
A probabilidade de eventos extremos pode ser estimada usando o ı´ndice de valores ex-
tremos, que descreve o comportamento da cauda direita da distribuic¸a˜o subjacente a um
determinado conjunto de dados. O ı´ndice de valores extremos e´ o paraˆmetro de forma que
rege o comportamento da cauda e pode ser estimado a partir de uma amostra de dados
observados com func¸a˜o distribuic¸a˜o desconhecida. Para aplicac¸o˜es pra´ticas das distribui-
c¸o˜es GEV e GPD, os paraˆmetros devera˜o ser estimados. Hill (1975) e Pickands (1975)
introduziram os estimadores de Hill e Pickands respectivamente. Dekkers et al. (1989),
Danielsson e Vries (1997), Ferreira et al. (2003) e Fraga Alves et al. (2009), propuseram
diferentes estimadores para o ı´ndice de valores extremos baseados nos momentos.
A EVT proporciona te´cnicas de infereˆncia estat´ıstica orientadas para o estudo de com-
portamentos extremais de certos factores que ocorrem no Universo. A teoria geral visa
avaliar o tipo de distribuic¸o˜es de probabilidade geradas por processos aleato´rios. A EVT
reveste-se de grande importaˆncia na avaliac¸a˜o e modelac¸a˜o do risco de eventos extremos
altamente incomuns ou raros. Geralmente, o objectivo da ana´lise de precipitac¸a˜o extrema,
e´ obter estimativas razoa´veis de quantis elevados de precipitac¸a˜o que excedem um dado n´ı-
vel. Como foi dito anteriormente, isto pode ser feito ajustando a distribuic¸a˜o generalizada
de Pareto (GPD) aos excessos acima de um n´ıvel determin´ıstico. Estimativas do ı´ndice de
valores extremos sa˜o determinadas com o objectivo de caracterizar o comportamento da
cauda de longas se´ries histo´ricas de valores dia´rios de precipitac¸a˜o. Os resultados obtidos
sera˜o utilizados para extrapolar a func¸a˜o distribuic¸a˜o de valores extremos. Esta extrapo-
lac¸a˜o pode ser empregue para estimar a probabilidade de ocorreˆncia de precipitac¸a˜o acima
de um n´ıvel aleato´rio.
O problema pra´tico sobre o qual este trabalho se debruc¸a e´ com base nas te´cnicas de
infereˆncia estat´ıstica fornecidas pela EVT, extrapolar para ale´m da amplitude da amos-
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tra. Particularmente, e usando longas se´ries histo´ricas de valores de precipitac¸a˜o dia´ria
em Berlim (Alemanha) e de Bilt (Holanda), pretende-se no presente trabalho, avaliar o
comportamento da cauda da distribuic¸a˜o subjacente a`s subamostras de valores dia´rios de
precipitac¸a˜o acima dos 80 mm, para as duas cidades, atrave´s de estimativas do ı´ndice
de valores extremos (paraˆmetro que da´ peso a` cauda da distribuic¸a˜o), neste caso, deter-
minadas segundo o estimador dos momentos. O objectivo e´, seguindo uma abordagem
semi-parame´trica, identificar domı´nios de atracc¸a˜o e consequentemente famı´lias de distri-
buic¸o˜es de valores extremos que melhor se adequam a`s amostras de Berlim e de Bilt, bem
como determinar a probabilidade de ocorreˆncia de eventos de precipitac¸a˜o extrema. Sa˜o
estimados n´ıveis de precipitac¸a˜o de risco, convista a` obtenc¸a˜o de previso˜es para ale´m dos
valores observados na amostra. Pretende-se assim mostrar a utilidade das metodologias
desenvolvidas na EVT, na avaliac¸a˜o e quantificac¸a˜o do risco de eventos extremos, como
uma ferramenta que pode dar-nos um preciosa indicac¸a˜o do qua˜o expostos podemos estar
a`s condic¸o˜es clima´ticas adversas.
Uma das recentes abordagens semi-parame´tricas utilizada e associada a` EVT, e´ o Peaks-
Over-Random-Threshold, por forma a obter estimativas dos quantis ou n´ıveis elevados de
precipitac¸a˜o da distribuic¸a˜o de excessos para ale´m de um n´ıvel aleato´rio, para duas cidades
em estudo: Berlim, na Alemanha, e de Bilt, na Holanda.
Esta metodologia e´ tambe´m utilizada para determinar estimativas dos n´ıveis de precipita-
c¸a˜o de risco, considerando para a cidade de de Bilt, uma amostra de 100 anos de registro
dos n´ıveis dia´rios de precipitac¸a˜o, dividido em sucessivos per´ıodos de 5 anos e utilizando
como conjunto de valores extremos em cada per´ıodo as 25 observac¸o˜es de topo. A estima-
c¸a˜o e´ realizada com a incorporac¸a˜o de uma func¸a˜o de tendeˆncia, assumindo portanto a na˜o
estacionaridade do processo. Pretende-se deste modo determinar medidas de alterac¸a˜o do
clima nos subsequentes per´ıodos de 5 anos em func¸a˜o do primeiro per´ıodo ou instante inicial.
Esta dissertac¸a˜o esta´ dividida em 6 cap´ıtulos. Apo´s a introduc¸a˜o, sa˜o apresentadas no
cap´ıtulo 2 algumas das mais usuais medidas de risco que tentam descrever a cauda de
uma distribuic¸a˜o. No cap´ıtulo 3 sa˜o abordados de forma suma´ria alguns dos principais
resultados da Teoria de Valores Extremos, nomeadamente o Teorema fundamental Fisher
e Tippett (1928), Gnedenko (1943), que estabelece treˆs domı´nios de atracc¸a˜o para o ma´-
ximo convenientemente normalizado e correspondentes distribuic¸o˜es limite para as maiores
observac¸o˜es. As abordagens usuais em infereˆncia estat´ıstica de valores extremos:
A metodologia cla´ssica de Gumbel dos Ma´ximos por Blocos (ou Ma´ximos Anuais), o me´todo
POT dos excessos de n´ıvel (Peaks-Over-Threshold) e a mais recente metodologia PORT
dos excessos de n´ıvel aleato´rio (Peaks-Over-Random-Threshold). Alguns dos me´todos de
estimac¸a˜o parame´trica e semi-parame´trica dos paraˆmetros associados a`s distribuic¸o˜es Ge-
neralizada de Valores Extremos (GEV) e generalizada de Pareto (GPD) sa˜o apresentados
no cap´ıtulo 4. Os dados em ana´lise nesta dissertac¸a˜o e as metodologias da EVT a eles
aplicadas sa˜o apresentados no capitulo 5. O cap´ıtulo 6 e´ reservado a concluso˜es globais.
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Medidas de Risco Extremo
O presente cap´ıtulo e´ motivado por um grande nu´mero de problemas concretos de gesta˜o
do risco, nomeadamente riscos financeiros, riscos de seguro, risco de alterac¸o˜es clima´ticas.
Os riscos financeiros englobam: riscos de mercado devido aos movimentos desfavora´veis do
mercado, onde a preocupac¸a˜o e´ a determinac¸a˜o dia´ria do valor em risco para as perdas que
incorremos em uma carteira de negociac¸a˜o, riscos de cre´dito ou gesta˜o de risco operacional
associados a perdas irregulares de desvalorizac¸o˜es de cre´dito e inadimpleˆncia ou problemas
operacionais imprevistos. Aqui o objectivo pode ser a determinac¸a˜o do capital de risco
exigido como cauc¸a˜o contra tais riscos.
Nos seguros, um problema comum e´ a precificac¸a˜o ou a constituic¸a˜o de reservas finan-
ceiras para produtos que oferecem protecc¸a˜o contra perdas avultadas como o excesso de
perda de tratados de resseguro celebrados com seguradoras prima´rias. A a´rea dos seguros
possui experieˆncia considera´vel na gesta˜o de riscos extremos, e va´rios me´todos actualmente
reconhecidos como pertencentes a` Teoria de Valores Extremos possuem um longo historial
de uso pelos actua´rios.
Os riscos de alterac¸o˜es clima´ticas consistem em mudanc¸as nas condic¸o˜es do clima, decor-
rentes de factores naturais e/ou humanos, com efeitos considera´veis na sociedade humana
e no ambiente. A magnitude dos impactos depende fortemente da natureza e da taxa de
aumento da temperatura no futuro. Consequeˆncias das mudanc¸as clima´ticas incluem um
aumento do risco de inundac¸o˜es e secas, perda de biodiversidade, ameac¸as a` sau´de humana
e preju´ızos para os sectores econo´micos como a silvicultura, a agricultura, o turismo e a
indu´stria de seguros (IPCC, 2001b). Um indicador u´til para mudanc¸as na magnitude e na
frequeˆncia de inundac¸o˜es, e´ a comparac¸a˜o das estimativas de n´ıvel de retorno. Para este
efeito, a quantificac¸a˜o confia´vel da incerteza associada a`s estimativas do n´ıvel de retorno
e´ crucial. Alertados para um aumento dos riscos de inundac¸a˜o, tomadores de decisa˜o,
com base em resultados quantitativos e expl´ıcitos, tentam reajustar a avaliac¸a˜o de ris-
cos e estrate´gias de gesta˜o. Avaliac¸o˜es de vulnerabilidade regional pode ser uma estrate´gia
para lidar com a ameac¸a e antecipar cena´rios extremos, como inundac¸o˜es ou ondas de calor.
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E´ preciso enta˜o formalizar os conceitos de risco e de risco extremo. De acordo com (J.
MCNeil, A. (2000)), Riscos sa˜o essencialmente varia´veis aleato´rias que representam esta-
dos futuros e incertos do mundo atrave´s de valores que expressam ganhos e perdas. Esses
riscos podem ser considerados individualmente ou como parte de um processo estoca´stico
onde riscos presentes dependem de riscos passados. Os riscos aleato´rios podem ser, por
exemplo:
 Retornos dia´rios (negativos) de activos financeiros ou portifo´lio - perdas e ganhos;
 Perdas operacionais;
 Indemnizac¸o˜es por sinistros catastro´ficos;
 Perdas de cre´dito.
A abordagem matema´tica usual para modelar o risco, usa a Teoria da Probabilidade.
Aos poss´ıveis valores de um risco, esta´ associada uma distribuic¸a˜o de probabilidade que
nunca sera´ observada com exactida˜o, apesar do conhecimento de valores de perdas passa-
das devido a riscos similares, uma vez que, quando dispon´ıvel, esta informac¸a˜o parcial sera´
utilizada no ajustamento a determinada distribuic¸a˜o.
Um evento extremo ocorre quando um risco assume valores de cauda da func¸a˜o distribui-
c¸a˜o subjacente. A Teoria de Valores Extremos e´ uma ferramenta que tenta fornecer-nos as
melhores estimativas poss´ıveis sobre a cauda dessa distribuic¸a˜o.
Segundo (J. MCNeil, A. (2000)), medir um risco significa resumir a sua distribuic¸a˜o num
nu´mero tido como medida de risco. A me´dia e a variaˆncia, por exemplo, medem aspectos
centrais do risco mas na˜o fornecem muita informac¸a˜o sobre o risco extremo.
Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.d.(identicamente distribu´ıdas) com
func¸a˜o distribuic¸a˜o (f.d.) subjacente desconhecida dada por F (x) = P{Xi ≤ x}, ∀x ∈ R.
Algumas das questo˜es mais frequentes sobre a quantificac¸a˜o do risco em muitos campos
da cieˆncia moderna, passando pela engenharia, financ¸as ate´ seguros, envolvem estimativas
de quantis elevados. Isto corresponde a` determinac¸a˜o de um valor (quantil x1−p) que e´
excedido por determinada varia´vel com baixa probabilidade (ou com probabilidade p ele-
vada). Seguidamente sa˜o apresentadas algumas definic¸o˜es das mais usuais medidas de risco
que tentam descrever a cauda de uma distribuic¸a˜o e fornecem o conhecimento geral para
aplicac¸o˜es pra´ticas. Um t´ıpico exemplo de tais medidas e´ o Valor de Risco (Value-at-Risk).
Outras medidas utilizadas com menor frequeˆncia sa˜o o De´fice Esperado (Expected Short-
fall) e o Nı´vel de Retorno (Return Level).
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Definic¸a˜o 1 [Value-at-Risk (VaR)]
O risco e´ geralmente expresso como o valor de risco (VaR), ou seja, o tamanho da perda
que ocorre com uma pequena probabilidade p fixado. A definic¸a˜o de VaR e´ dada em termos
de quantis estat´ısticos e, pode ser enta˜o definido como o (1 − p)-e´simo quantil da distri-
buic¸a˜o F . Trata-se portanto de um quantil x1−p := F← (1− p), p ∈ (0, 1) de uma func¸a˜o
distribuic¸a˜o F , onde
F←(y) := inf{x : F (x) ≥ y} (2.1)
e´ a func¸a˜o inversa generalizada de F .
Denote-se por U(t) a func¸a˜o inversa de 1/(1− F ),
U(t) :=
(
1
1− F
)←
(t) = F
(
1− 1
t
)
, t ≥ 1.
Enta˜o para um valor pequeno de p (eventualmente dependendo da dimensa˜o da amostra
n), pretende-se estimar
V aRp = U(1/p) , p = pn → 0 , npn ≤ 1.
Por exemplo V aR0.95 = −0.02 significa que com 95% de probabilidade, a perda ma´xima
esperada de um portifo´lio e´ de 2% do seu valor total. V aRp e´ um quantil elevado da
distribuic¸a˜o das perdas, usualmente a 95% ou 99%, que fornece uma espe´cie de limite
superior para a perda que somente e´ excedido numa pequena proporc¸a˜o de ocasio˜es e que
pode ser estimado a partir de dados observados.
Porque estamos a lidar com uma pequena probabilidade a` direita, somos conduzidos a
modelar a cauda da f.d. F subjacente aos dados amostrais. Ale´m disso, e porque geralmente
em aplicac¸o˜es pra´ticas encontramos caudas pesadas, podemos supor que a f.d. F subjacente
aos dados e´ tal que:
1− F (x) ∼ cx−1/γ, x→∞, (2.2)
para alguma constante positiva c. Mais genericamente, pode-se supor que 1−F e´ de varia-
c¸a˜o regular no infinito com ı´ndice −1/γ (notac¸a˜o: 1−F ∈ V R−1/γ), onde V Rα representa
a classe de func¸o˜es mensura´veis positivas g(.), tal que, para todo x > 0, g(tx)/g(t) → xα,
t→∞. Equivalentemente a (2.2), U varia regularmente de acordo com o ı´ndice γ. Assim,
podemos escrever U(t) = tγL(t), onde L e´ uma func¸a˜o de variac¸a˜o regular lenta, isto e´,
L ∈ V R0.
Definic¸a˜o 2 [Expected Shortfall (ES)]
Outra medida informativa do risco e´ o de´fice esperado ou esperanc¸a condicional da cauda,
que estima o tamanho potencial da perda que excede o VaR:
ESp = E(X|X > V aRp)
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Definic¸a˜o 3 [Return Level ]
O n´ıvel de retorno (Return Level) associado a um dado per´ıodo de retorno t e´ o n´ıvel zt
que se espera exceder em me´dia uma vez a cada t anos. Assim, o n´ıvel de retorno zt e´
simplesmente um quantil de ordem p, com p = 1− 1/t. Num contexto de ana´lise de se´ries
temporais onde o ı´ndice i de Xi corresponde a uma unidade de tempo, por exemplo um
ano, pretende-se determinar qual o n´ıvel zt tal que se pode esperar que ocorra um u´nico
evento maior que zt em t anos. Isto e´ equivalente a F (zt) = 1/t onde F = 1 − F . Por
exemplo se p = 0.99, enta˜o t = 100 e tem-se z0.99, tal que P (X ≥ z0.01) = 0.99. Podemos
concluir que em me´dia X sera´ maior ou igual a z0.01 a cada 100 anos.
Tal como a func¸a˜o distribuic¸a˜o F , estas medidas sa˜o quantidades teo´ricas que desconhece-
mos. O objectivo na avaliac¸a˜o e quantificac¸a˜o do risco passa por obter estimativas V̂ aRp,
ÊSp e ẑt destas medidas e eventualmente pela substituic¸a˜o de F pela sua imagem estat´ıs-
tica: a func¸a˜o distribuic¸a˜o emp´ırica Fn.
O trabalho de Artzner et al. (1997) critica a utilizac¸a˜o do VaR como uma medida de
risco sob dois aspectos. Primeiramente mostraram que VaR na˜o e´ necessariamente su-
badictivo, portanto segundo sua terminologia, VaR na˜o e´ uma medida de risco coerente.
Existem casos onde o portifo´lio pode ser dividido em sub-portifo´lios tal que a soma do VaR
correspondente e´ menor do que o VaR do portifo´lio total. Isto podera´ causar problemas
se o sistema de gesta˜o de riscos de uma instituic¸a˜o financeira e´ baseada em limites VaR
para carteiras individuais. Ale´m de que o VaR nada nos diz sobre o magnitude potencial
da perda que o excede.
Artzner et al. (1997) introduz um novo conceito, medida de risco coerente (CRM) e pro-
po˜e o uso do de´fice esperado como medida de risco alternativa ao VaR. De acordo com sua
definic¸a˜o o de´fice esperado e´ uma medida de risco coerente.
Uma medida de risco coerente e´ uma func¸a˜o real ρ : R→ R mensura´vel, com as seguintes
caracter´ısticas:
sejam X e Y varia´veis aleato´rias,
1. Monotonia: X ≥ Y ⇒ ρ(X) ≥ ρ(Y ).
2. Invariaˆncia para Translac¸o˜es: ρ(X + α) = ρ(X) + α, para todo o α ∈ R.
3. Homogeneidade positiva de ordem 0: Para qualquer λ ≥ 0, ρ(λX) = λρ(X).
4. Subaditividade: ρ(X + Y ) ≤ ρ(X) + ρ(Y ).
5. Convexidade: Para todo X e Y e λ ≥ 0, ρ(λX + (1− λ)Y ) ≤ ρ(X) + (1− λ)ρ(Y )
Estas caracter´ısticas correspondem a`s exigeˆncias o´bvias e intuitivas da quantificac¸a˜o do
risco de um mercado. Mais concretamente,
(1) Quando a perda de um investimento X e´ sempre maior ou igual a` perda do investimento
Y , enta˜o o risco do investimento X tambe´m e´ maior ou igual ao risco do investimento Y .
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(2) Ao adicionar um investimento livre de risco, ou seja um investimento na˜o aleato´rio
com perdas conhecidas a (a < 0, quando o investimento possui pagamentos fixos) a` uma
carteira, o risco se altera em exactamente a.
(3) Homogeneidade positiva implica que o risco do seu portfolio ou carteira esta´ linearmente
relacionado com o tamanho do mesmo.
(4) O risco de uma carteira composta de investimentos em X e Y e´ no ma´ximo ta˜o grande
quanto a soma dos riscos individuais (diversificac¸a˜o do risco).
Segundo o mesmo autor, o VaR na˜o e´ uma medida de risco coerente. Embora satisfac¸a os
outros treˆs axiomas, na˜o satisfaz a subaditividade em determinadas situac¸o˜es.
(5) Outra medida de risco relacionada e´ a medida de risco convexa onde os axiomas da
subaditividade e da homogeneidade positiva sa˜o substitu´ıdos pelo axioma da convexidade.
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Cap´ıtulo 3
Teoria de Valores Extremos
Este cap´ıtulo discute os fundamentos ba´sicos da Teoria de Valores Extremos (EVT). A EVT
proporciona te´cnicas de infereˆncia estat´ıstica orientadas para o estudo de comportamentos
extremais de certos factores que ocorrem no Universo. A teoria geral visa avaliar o tipo
de distribuic¸o˜es de probabilidade geradas por processos. A Teoria de Valores Extremos
reveste-se de grande importaˆncia na avaliac¸a˜o e modelac¸a˜o do risco de eventos extremos,
altamente incomuns ou raros. Estes eventos englobam por exemplo, chuvas torrenciais,
inundac¸o˜es, ondas de calor, vagas de frio, secas prolongadas, terramotos entre outros. Sa˜o
eventos cuja a probabilidade de ocorreˆncia e´ baixa, mas que quando ocorrem apresentam
graves consequeˆncias. Existem hoje dois principais me´todos para estimar as distribuic¸o˜es de
cauda: a abordagem da teoria de base, em conformidade com o primeiro teorema da Teoria
de Valores Extremos (Fisher e Tippett, 1928; Gnedenko, 1943); mais comum actualmente
e´ o ajustamento a` cauda de uma distribuic¸a˜o, abordagem baseada no segundo teorema da
Teoria de Valores Extremos sobre excessos de n´ıvel (Pickans, 1975; Balkema e de Haan,
1974). A diferenc¸a entre os dois reside essencialmente na natureza da gerac¸a˜o dos dados.
As distribuic¸o˜es de valores extremos sa˜o as distribuic¸o˜es limite para o mı´nimo ou o ma´ximo
de uma colecc¸a˜o muito grande de varia´veis aleato´rias independentes da mesma distribuic¸a˜o.
O termo valor extremo pode ser interpretado de duas formas: e´ o ma´ximo ou o mı´nimo,
isto e´, o maior (menor) valor de uma se´rie; ou representa os excessos, isto e´, os maiores
valores de um conjunto de dados acima de um n´ıvel suficientemente elevado. Desta forma
a Teoria de Valores Extremos (EVT) modela os extremos usando a distribuic¸a˜o limite do
ma´ximo (mı´nimo) convenientemente normalizado ou dos excessos acima de determinado
n´ıvel, atrave´s dos dois principais me´todos da EVT utilizados para estimar as distribuic¸o˜es
de cauda: Block Maxima e Peaks-Over-Threshold (POT), respectivamente. Estes conceitos
sera˜o formalizados em secc¸o˜es posteriores deste cap´ıtulo.
Neste cap´ıtulo sa˜o apresentados alguns dos resultados fundamentais da Teoria de Valores
Extremos, utilizados para modelar as distribuic¸o˜es subjacentes a`s medidas de risco. A
secc¸a˜o 3.1 e´ reservada a alguns resultados preliminares. Os resultados mais importantes,
nomeadamente o teorema fundamental de Fisher e Tippett com as treˆs distribuic¸o˜es de
valores extremos associadas sa˜o apresentados na secc¸a˜o 3.2. Finalmente, na secc¸a˜o 3.3
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falaremos da distribuic¸a˜o limite dos excessos de n´ıvel que sustentam a metodologia POT.
3.1 Alguns Resultados Preliminares
Seja X uma v.a. cuja func¸a˜o de distribuic¸a˜o e´ denotada por F . Para facilitar a exposic¸a˜o,
supomos de agora em diante que F e´ absolutamente cont´ınua. Defina-se xF o limite superior
do suporte de F , i.e.,
xF := sup {x : F (x) < 1}. (3.1)
Seja X1, X2, ..., Xn, ... uma sucessa˜o de v.a.’s i.i.d. e portanto com func¸a˜o distribuic¸a˜o
comum F . O ma´ximo das n primeiras v.a.’s da sucessa˜o e´ denotado por Xn:n:
Xn:n = max(X1, X2, ..., Xn).
Assim, a t´ıtulo de exemplo, se X1, X2, ..., Xn forem valores dia´rios de precipitac¸a˜o (riscos),
enta˜o Xn:n sera´ o valor ma´ximo de precipitac¸a˜o entre n valores de precipitac¸a˜o dia´rios.
Os resultados que se apresentam a seguir referem-se essencialmente ao ma´ximo da amostra,
na medida em que, por um lado, importa para o presente estudo as ocorreˆncias de aconte-
cimentos de precipitac¸a˜o anormalmente elevada, por outro lado, a conversa˜o dos resultados
na maior parte das vezes e´ quase imediata, atendendo a que:
min(X1, X2, ..., Xn) = −max(−X1,−X2, ...,−Xn)
No contexto de v.a.’s i.i.d., a func¸a˜o de distribuic¸a˜o (f.d.) exacta de Xn:n e´ dada por:
FXn:n(x) = P (Xn:n ≤ x) = P (X1 ≤ x, ..., Xn ≤ x) = (P{X ≤ x})n = F n(x),
para todo x ∈ R.
Enta˜o, e´ poss´ıvel concluir a convergeˆncia quase certa para o limite superior do suporte xF
definido em (3.1):
Xn:n
q.c.−−→ xF , n→∞ (3.2)
dado que para x < xF , 0 ≤ F (x) < 1 e enta˜o
FXn:n(x) = F
n
X(x)→ 0, n→∞
Por conseguinte, Xn:n converge em probabilidade para o limite superior do suporte x
F , i.e.,
Xn:n
p−→ xF . Como a f.d. F e´ absolutamente cont´ınua e mono´tona, enta˜o a convergeˆncia
quase certa em (3.2) e´ verificada.
No entanto, este resultado na˜o e´ muito expressivo. E´ importante conhecer a magnitude
que o ma´ximo de uma amostra de dimensa˜o n pode assumir.
Um dos objectivos da Teoria de Valores Extremos, consiste no estudo do comportamento do
ma´ximo ou do mı´nimo de uma amostra, procurando encontrar uma distribuic¸a˜o aproximada
quando n e´ suficientemente grande.
Ao modelar o ma´ximo parcial de uma sucessa˜o de v.a.’s i.i.d. com f.d. F cont´ınua, as
distribuic¸o˜es de valores extremos assumem um papel semelhante ao da distribuic¸a˜o Normal
no Teorema do Limite Central, para somas de varia´veis aleato´rias.
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3.2 Distribuic¸a˜o do Ma´ximo (GEV)
Para alcanc¸ar uma distribuic¸a˜o na˜o degenerada como limite da f.d. do ma´ximo de v.a.’s
i.i.d., a expressa˜o (3.2) sugere a transformac¸a˜o de Xn:n numa varia´vel X
∗
n:n mediante line-
arizac¸a˜o:
a−1n (Xn:n − bn) = X∗n:n,
mediante constantes normalizadoras an > 0 e bn ∈ R.
Teorema 3.2.1 (Fisher e Tippett (1928), Gnedenko (1943)):
Seja X1, X2, ..., Xn, ... uma sucessa˜o de v.a.’s i.i.d. com a mesma func¸a˜o distribuic¸a˜o F . Se
existirem constantes an > 0 e bn ∈ R tais que
lim
n→∞
P {X∗n:n ≤ x} = lim
n→∞
P
{
Xn:n − bn
an
≤ x
}
= lim
n→∞
F n(anx+ bn) = H(x),
para todo o x pertencente ao conjunto dos pontos de continuidade de H, enta˜o as u´nicas
formas poss´ıveis para a f.d. limite sa˜o:
Tipo I (Gumbel) Λ(x) = exp{−e−x}, x ∈ R;
Tipo II (Fre´chet) Φα(x) = exp{−x−α}, x > 0, α > 0,
Tipo III (Weibull) Ψα(x) = exp{−(−x)α}, x ≤ 0, α > 0.
Na figura seguinte esta˜o representadas, a t´ıtulo de exemplo, func¸o˜es densidade de pro-
babilidade associadas a diferentes formas poss´ıveis de H(.): Gumbel, Fre´chet ou Weibull.
Observamos que a distribuic¸a˜o de Fre´chet possui uma cauda direita com decaimento do tipo
polinomial negativo. O decaimento exponencial da cauda direita da distribuic¸a˜o Gumbel,
e´ uma caracter´ıstica comum a distribuic¸o˜es de cauda leve.
Finalmente, a distribuic¸a˜o Weibull possui uma cauda que decresce rapidamente quando x
se aproxima do limite superior do suporte, finito neste caso.
Embora os treˆs modelos sejam distintos, e´ poss´ıvel unificar as correspondentes func¸o˜es
distribuic¸a˜o mediante a considerac¸a˜o de um paraˆmetro de forma u´nico (parametrizac¸a˜o de
von Mises (1936) e Jenkinson (1955)), bastando para isso redefinir as constantes an > 0 e
bn anteriores:
∃a∗n>0b∗n∈R : F n(a∗nx+ b∗n) −−−→n→∞ H(x) =
{
exp{−(1 + γx)−1/γ}, 1 + γx > 0 se γ 6= 0
exp{−e−x}, x ∈ R se γ = 0 .
(3.3)
A famı´lia {Hγ, γ ∈ R} e´ designada por famı´lia de distribuic¸o˜es Generalizadas de Valores
Extremos, do ingleˆs (“Generalized Extreme Value distribution” - GEV), e diz-se que F esta´
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Figura 3.1: Gra´fico das func¸o˜es densidade de probabilidade associadas a` distribuic¸a˜o de Gumbel
(linha so´lida), Fre´chet com paraˆmetro α = 2 (linha ponteada) e Weibull com paraˆmetro α = −2
(linha tracejada).
no domı´nio de atracc¸a˜o da GEV, com a notac¸a˜o F ∈ D(Hγ), γ ∈ R . O paraˆmetro de
forma γ e´ designado de ı´ndice de valores extremos. As distribuic¸o˜es de valores extremos
apresentadas no Teorema 3.2.1 podem ser identificadas do seguinte modo:
1. A distribuic¸a˜o Gumbel quando γ = 0, correspondendo ao caso limite em que γ → 0;
2. A distribuic¸a˜o Fre´chet quando γ = α−1 > 0;
3. A distribuic¸a˜o Weibull quando γ = −α−1 < 0.
O domı´nio de atracc¸a˜o Gumbel pode ser encarado como uma classe interme´dia de distri-
buic¸o˜es, entre o domı´nio de atracc¸a˜o Fre´chet e o domı´nio Weibull, porque para valores de γ
muito pro´ximos de zero, as distribuic¸o˜es tipo Fre´chet e do tipo Weibull sa˜o muito pro´ximas
da de Gumbel. Habitualmente na˜o dispomos de informac¸a˜o a` priori sobre a distribuic¸a˜o
limite do ma´ximo da a.a. (X1, ... Xn) em estudo, por isso a representac¸a˜o generalizada e´
particularmente u´til quando se pretende estimar o ı´ndice de valores extremos no caso geral
de γ ∈ R, por exemplo atrave´s do me´todo da ma´xima verosimilhanc¸a.
De um modo geral existem treˆs metodologias principais no aˆmbito da infereˆncia estat´ıstica
em valores extremos: o me´todo cla´ssico de Gumbel ou Block Maxima ou Ma´ximos Anuais,
o me´todo Peaks-Over-Threshold (POT), e o mais recente me´todo Peaks-Over-Random-
Threshold (PORT), que corresponde a uma variante do me´todo POT, condicionado a um
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n´ıvel aleato´rio. Como iremos ver de seguida, estas metodologias determinam classes parti-
culares de distribuic¸o˜es.
3.2.1 Metodologia Block Maxima ou dos Ma´ximos Anuais (MA)
Esta metodologia considera o ma´ximo (ou mı´nimo) que uma varia´vel assume em per´ıodos
sucessivos, por exemplo meses ou anos. No estudo do ma´ximo, a amostra aleato´ria e´
dividida em blocos. De cada bloco que pode estar identificado com 1 ano de observac¸o˜es,
extrai-se o valor ma´ximo para formar o conjunto de valores extremos. As observac¸o˜es
ma´ximas constituem acontecimentos extremos, conhecidos como block maxima ou ma´ximos
anuais (Gumbel). A figura 3.2, representa os ma´ximos em cada um dos quatro per´ıodos
ou blocos de dimensa˜o n = 3. O problema deste procedimento reside no facto dos blocos
terem necessariamente a mesma dimensa˜o elevada, sendo que o valor extremo de um bloco
podera´ ser menor do que alguns valores inferiores ao extremo de outro. Em consequeˆncia
a frequeˆncia de extremos pode ficar mal medida. Por exemplo, na figura 3.2 a observac¸a˜o
X9, que e´ inferior ao ma´ximo X7 considerado no terceiro bloco, e´ maior que o ma´ximo X11
considerado no quarto bloco.
Figura 3.2: Ma´ximos Anuais
3.2.2 Metodologia Peaks-Over-Threshold (POT)
A metodologia POT centra-se naquelas observac¸o˜es que excedem um determinado n´ıvel
u que se supo˜e elevado. Na figura 3.3 que ilustra a metodologia (POT), as observac¸o˜es
X1, X2, X7, X8, X9, e X11 excedem o n´ıvel u fixado e sa˜o por isso designadas de excedeˆn-
cias de n´ıvel.
O me´todo dos Ma´ximos Anuais proposto por Gumbel e´ o me´todo tradicionalmente usado
para analisar dados que apresentam sazonalidade, como por exemplo, em dados hidrolo´-
gicos. Contudo, a metodologia POT e´ considerada como mais u´til em aplicac¸o˜es pra´ticas
devido ao seu uso mais eficiente das observac¸o˜es mais elevadas.
Pode-se observar pela figura 3.2 que o eixo dos xx′ representa o tempo de observac¸a˜o
dos dados dividido em quatro subper´ıodos ou blocos de igual dimensa˜o. O eixo dos yy′
14
Teoria de Valores Extremos
indica os valores assumidos pela varia´vel Xi em estudo, em cada bloco. Em cada bloco
considera-se apenas o ma´ximo de Xi. De igual modo, na figura 3.3 os eixos xx
′ e yy′
representam respectivamente o tempo de observac¸a˜o dos dados, aqui considerado sem sub-
divisa˜o em blocos, e a varia´vel Xi em estudo. Nesse per´ıodo de tempo, considera-se apenas
o conjunto de observac¸o˜es Xi que se situam acima do n´ıvel Xi = u. Uma clara diferenc¸a
entre as metodologias MA e POT e´ a de que enquanto na segunda as maiores observac¸o˜es
da amostra sa˜o tomadas em considerac¸a˜o, na primeira os ma´ximos anuais que constituem o
conjunto de valores extremos, na˜o sa˜o necessariamente as maiores observac¸o˜es na amostra.
Por exemplo, na figura 3.2, os valores de Xi a reter e que constituira˜o o conjunto de valores
extremos sa˜o: X2, X5, X7, e X11. A observac¸a˜o X5, considerada como ma´ximo no segundo
bloco segundo a metodologia dos Ma´ximos Anuais, na˜o fara´ parte do conjunto de valores
extremos na metodologia POT, figura (3.3).
Figura 3.3: Excessos acima do n´ıvel u
Define-se como excesso de n´ıvel, relativamente ao n´ıvel u, toda a v.a. Y tal que Y =
X−u|X > u. O nu´mero de excessos de n´ıvel a reter de uma amostra aleato´ria e´ obviamente
determinado pelo n´ıvel determinista u, fixado segundo a metodologia POT. A escolha do
n´ıvel u na˜o e´ trivial, porque dele depende o nu´mero final k (aleato´rio) de observac¸o˜es a
serem consideradas. Ao reter muitas observac¸o˜es havera´ uma grande variabilidade nos
dados, o que na˜o e´ deseja´vel dado que provoca um aumento da imprecisa˜o das estimativas.
Por outro lado, se o n´ıvel determinar um reduzido nu´mero de observac¸o˜es, as estimativas
podera˜o ser pouco fia´veis.
3.2.3 Metodologia Peaks Over Random Threshold (PORT)
Sejam:
min
1 ≤ i ≤ nXi ≡ X1:n ≤ X2:n ≤ ... ≤ Xn:n = max1 ≤ i ≤ nXi (3.4)
estat´ısticas ordinais (e.o.′s) ascendentes.
A metodologia PORT, e´ um me´todo de infereˆncia estat´ıstica baseado na amostra dos
excessos acima do n´ıvel aleato´rio Xn−k:n, denotada por
X := (Xn:n −Xn−k:n, Xn−1:n −Xn−k:n, ... , Xn−k+1:n −Xn−k:n) (3.5)
15
Teoria de Valores Extremos
A classe de estimadores semi-parame´tricos do ı´ndice de valores extremos γ e consequente-
mente de quantis elevados, associada a metodologia PORT, e´ func¸a˜o da amostra de excessos
acima do n´ıvel aleato´rio Xn−k:n definida em (3.5). O n´ıvel aleato´rio Xn−k:n, ira´ depender
portanto do nu´mero de observac¸o˜es de topo (k) considerado na cauda, para o ca´lculo das
estimativas de γ̂ e de quantis elevados.
Na abordagem cla´ssica, muitas vezes consideramos para estimar o ı´ndice de valores ex-
tremos γ, o estimador de Hill (caso γ > 0) ou o estimador dos momentos de Dekkers et al.
(1989), sendo que ambos os estimadores sa˜o baseados nas k + 1 maiores (e.o.′s) de topo,
definidos em (3.4). O estimador de Hill (1975) e´ um estimador consistente para o ı´ndice de
cauda γ > 0 quando se considera k = kn uma sucessa˜o interme´dia superior, i.e., kn → ∞
e kn/n→ 0, n→∞,
γ̂Hk,n := M
(1)
k,n =
1
k
k∑
i=1
log(Xn−i+1:n)− log(Xn−k:n). (3.6)
Nas mesmas condic¸o˜es, os treˆs estimadores seguintes sa˜o consistentes para γ ∈ R:
1. Estimador de Pickands (1975), definido em termos de quantis elevados:
γ̂Pk,n :=
1
log 2
log
(
Xn−k+1:n −Xn−2k+1:n
Xn−2k+1:n −Xn−4k+1:n
)
. (3.7)
2. Estimador dos momentos (Dekkers, Einmahl e de Haan, 1989)
Este e´ o primeiro estimador dos momentos aqui apresentado. Tem a seguinte ex-
pressa˜o funcional:
γ̂Mk,n := M
(1)
k,n + 1−
1
2
(
1− (M
(1)
k,n)
2
M
(2)
k,n
)−1
, (3.8)
onde
M
(2)
k,n :=
1
k
k∑
i=1
(log(Xn−i+1:n)− log(Xn−k:n))2 .
3. O segundo estimador envolvendo momentos e´ o designado Estimador Mixed-Moment
(Fraga Alves et al., 2009)
γ̂MMn (k) ≡ γ̂MMn (k; Xn−j+1:n , 1 ≤ j ≤ k + 1) :=
ϕ̂n(k)− 1
1 + 2 min(ϕ̂n(k)− 1, 0) , (3.9)
onde
16
Teoria de Valores Extremos
ϕ̂n(k) :=
(
M (1)n (k)− L(1)n (k)
)
/
(
L(1)n (k)
)2
,
Ln(k) :=
1
k
k∑
i=1
(
1− Xn−k:n
Xn−i+1:n
)
.
3.3 Distribuic¸a˜o dos Excessos
A func¸a˜o distribuic¸a˜o do excesso acima de um n´ıvel u > 0, tambe´m chamada func¸a˜o
distribuic¸a˜o condicional dos excessos e´ definida por:
Fu(y) := P{X − u ≤ y|X > u}, y ∈ R. (3.10)
A func¸a˜o distribuic¸a˜o dos excessos Fu(y) representa assim a probabilidade de um risco X
ultrapassar o n´ıvel u em pelo menos y, dado que excedeu este n´ıvel u fixado.
A figura 3.4, ilustra a representac¸a˜o da f.d. Fu do excesso a` custa da f.d. F .
Figura 3.4: Func¸a˜o distribuic¸a˜o F (a` esquerda) e Func¸a˜o distribuic¸a˜o condicional Fu (a` direita).
Perante o problema da estimac¸a˜o da func¸a˜o distribuic¸a˜o Fu de valores de x acima de
um certo n´ıvel u, a metodologia Peaks Over Threshold (POT) desempenha um papel
importante, decorrente do resultado fundamental em EVT que estabelece a distribuic¸a˜o
limite para o excesso acima de determinado n´ıvel elevado:
Teorema 3.3.1 (Pickands (1975), Balkema e de Haan, (1974))
Seja F cont´ınua, F ∈ D(Hγ), γ ∈ R, se e so´ se existe uma func¸a˜o β > 0 tal que
lim
u↑xF
sup
0 ≤ y < xF − u
∣∣Fu(y)−Gγ, β(u)(y)∣∣ = 0.
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Interpretando β(u) como um paraˆmetro de escala, Gγ, β(u) e´ a f.d. da Generalizada de
Pareto (GPD):
Gγ, β(u)(y) =

1− (1 + γy
β(u)
)−1/γ, y ≥ 0 se γ > 0
1− e−y/β(u), y ≥ 0 se γ = 0
1− (1 + γy
β(u)
)−1/γ, 0 ≤ y < −β(u)
γ
se γ < 0.
(3.11)
No sentido do teorema 3.3.1, a distribuic¸a˜o generalizada de Pareto e´ o modelo natural
para a desconhecida distribuic¸a˜o dos excessos acima de n´ıveis suficientemente elevados,
e este facto e´ a visa˜o essencial sobre o qual todo o me´todo POT e´ constru´ıdo. O nosso
modelo para um risco X com distribuic¸a˜o F assume portanto que, para um certo u, a
distribuic¸a˜o dos excessos acima deste n´ıvel pode ser encarada exactamente como tendo
distribuic¸a˜o generalizada de Pareto com paraˆmetro de forma γ e paraˆmetro de escala β(u)
que acomoda a influeˆncia do n´ıvel u.
Esta distribuic¸a˜o e´ generalizada no sentido em que absorve algumas distribuic¸o˜es sob uma
forma parame´trica comum. Em particular, existe uma estreita relac¸a˜o entre as distribuic¸o˜es
GEV em (3.3) e a GPD associada aos excessos:
Gγ, 1(y) = 1 + log(Hγ(y)) (3.12)
para todo o y ∈ R tal que 1 + log(Hγ(y)) > 0.
Esta caracter´ıstica explica o porqueˆ das func¸o˜es densidade de probabilidade da GPD e da
GEV possu´ırem caudas extremas assimptoticamente equivalentes. Importante e´ que, para
um determinado n´ıvel de u, os paraˆmetros γ, an e bn da GEV determinam os valores γ
e β(u) da GPD. Em particular, o ı´ndice de cauda γ e´ o mesmo para a GEV e GPD e
independem do n´ıvel fixado u. Ale´m disso pode-se inferir em func¸a˜o desta relac¸a˜o entre a
GPD e a GEV, que a GPD possui treˆs tipos de distribuic¸o˜es condicionadas ao paraˆmetro
γ.
Se γ = 0, G0, 1 corresponde a` distribuic¸a˜o Exponencial e pertence ao domı´nio de atracc¸a˜o
Gumbel; se γ > 0, Gγ, 1, e´ uma distribuic¸a˜o de Pareto e pertence ao domı´nio de atracc¸a˜o
da Fre´chet; se γ < 0, Gγ, 1 e´ do tipo Beta e pertence ao domı´nio Weibull de atracc¸a˜o para
ma´ximos.
O segundo caso, envolvendo distribuic¸o˜es do tipo Pareto, e´ o mais relevante para os pro-
po´sitos da avaliac¸a˜o do risco uma vez que trata precisamente de distribuic¸o˜es de cauda
pesada.
E´ u´til observar que a func¸a˜o distribuic¸a˜o dos excessos (3.10) pode ser escrita em termos da
func¸a˜o F como
Fu(y) =
P{u < X ≤ u+ y}
1− P{X < u} =
F (u+ y)− F (u)
1− F (u) = 1−
1− F (u+ y)
1− F (u) , y > 0
Ao definir x = u+ y e aplicando o teorema de Balkema e de Haan, tem-se o modelo GPD
inserido na f.d. da cauda de F :
Fu(y) ≈ Gγ, β(u)(y),
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Fu(y) =
F (u+ y)− F (u)
1− F (u) ⇔ F (x) = F (u) + Fu(y)(1− F (u))⇔
F (x) = F (u) + Fu(x− u)(1− F (u)).
com u suficientemente elevado.
1− Fu(y) = 1− F (u+ y)
1− F (u) ⇔ 1− F (x) = (1− Fu(y))(1− Fu)⇔
1− F (x) = (1− Fu(x− u))(1− F (u))
e portanto
F (x) = (1− F (u))Gγ, β(u)(x− u) + F (u), x > u.
A expressa˜o anterior mostra que podemos avanc¸ar para uma interpretac¸a˜o do modelo em
termos da cauda da distribuic¸a˜o F subjacente, para x > u, bastando substituir F pela sua
imagem estat´ıstica Fn (f.d. emp´ırica).
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Me´todos de Estimac¸a˜o
Supondo que temos realizac¸o˜es (x1, x2, ..., xn), e´ imperativo estimar γ e β(u), escolhendo
um valor de u suficientemente elevado.
Seja k o nu´mero de observac¸o˜es (x1, x2, ..., xn) que excedem o n´ıvel u. A GPD e´ o modelo
adequado para ajustar aos k excessos. Existem diversos me´todos dispon´ıveis de estimac¸a˜o
dos paraˆmetros γ e β(u) da distribuic¸a˜o generalizada de Pareto que podem ser divididos
em duas categorias: me´todos parame´tricos, pressupondo que os excessos sejam realizac¸o˜es
de uma amostra aleato´ria proveniente da GPD, e estimando γ e β(u) pelo me´todo da
ma´xima verosimilhanc¸a; me´todos semi-parame´tricos, sem suposic¸o˜es quanto a natureza da
distribuic¸a˜o de probabilidade amostral. Alguns dos estimadores semi-parame´tricos mais
conhecidos sa˜o os estimadores de Hill (1975), de Pickands (1975) e de Dekkers, Einmahl e
de Haan (1989), ja´ apresentados no cap´ıtulo 3.
4.1 Estimac¸a˜o parame´trica: Estimac¸a˜o de Ma´xima
Verosimilhanc¸a
O me´todo da ma´xima verosimilhanc¸a e´ aplicado no pressuposto de que os excessos acima de
determinado n´ıvel u seguem distribuic¸a˜o generalizada de Pareto, com f.d. Gγ,βu definida em
(3.11). Esta e´ a forma parame´trica de analisar valores extremos. Neste elenco, o logaritmo
da func¸a˜o de verosimilhanc¸a da amostra dos excessos Wi := Xi − u|Xi > u, i = 1, ... , ku
e´ dado por
£(γ, βu; w1, w2, ..., wku) =
ku∑
i=1
log g(wi; γ, βu),
onde g(x; γ, βu) =
∂
∂x
Gγ, βu(x) denota a f.d.p. da generalizada de Pareto.
O estimador de ma´xima verosimilhanc¸a de (γ, βu) verifica as equac¸o˜es
1
ku
∑ku
i=1 log
(
1 + γ
βu
wi
)
= γ
1
ku
∑ku
i=1
(
1 + γ
βu
wi
)−1
= 1
1+γ
.
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Portanto o estimador de ma´xima verosimilhanc¸a para γ ∈ R na˜o tem uma forma fechada
expl´ıcita. Trata-se no entanto de um estimador consistente para γ > −1 e assimpto-
ticamente normal quando γ > −1/2 . Neste caso, sob condic¸o˜es na˜o muito restritivas
relacionadas com a ordem de convergeˆncia de ku, os estimadores resultantes verificam a
seguinte convergeˆncia em distribuic¸a˜o:
√
ku
(
γˆ − γ, βˆ(u)
β(u)
− 1
)
d−→ N
(
0,
∑)
, ku →∞,
com matriz de covariaˆncias dada por∑
= (1 + γ)
(
1 + γ 1
1 2
)
.
Na abordagem parame´trica a determinac¸a˜o do n´ıvel o´ptimo de u e´ essencial. Ao contra´rio
do que acontece na abordagem semi-parame´trica, ainda na˜o existe nenhum me´todo adap-
tativo para a escolha do n´ıvel o´ptimo de u, aceite de uma forma generalizada. A escolha
do n´ıvel de u constitui um dos problemas da modelizac¸a˜o da GPD.
Na determinac¸a˜o do n´ıvel de u, e´ necessa´rio ter em conta o seguinte dilema:
• Uma escolha do n´ıvel u demasiado elevado pode conduzir a uma maior variaˆncia nas
estimativas, na medida em que o nu´mero de observac¸o˜es que excedem u e´ reduzido;
• ao passo que, uma escolha do n´ıvel de u demasiado baixo, pode levar a um maior
vies, ale´m de na˜o se poder aplicar o teorema 3.3.1.
A escolha do n´ıvel u e´ basicamente um compromisso entre escolher um n´ıvel suficientemente
elevado para que o teorema assinto´tico 3.3.1 possa ser considerado exacto, ou seja que a
func¸a˜o dos excessos Fu(y) convirja em probabilidade para a distribuic¸a˜o generalizada de
Pareto, e escolher um n´ıvel suficientemente baixo para que tenhamos observac¸o˜es suficientes
para estimar os paraˆmetros associados a`quela distribuic¸a˜o. Alguns autores propo˜em uma
forma de determinar o n´ıvel de u, que consiste na escolha de um valor de X, a` direita do
qual, a func¸a˜o de excesso me´dio emp´ırica se assemelha a uma func¸a˜o linear. Existem, no
entanto, situac¸o˜es em que o n´ıvel o´ptimo na˜o e´ evidente, sendo va´rios os n´ıveis aceita´veis.
4.2 Estimac¸a˜o Semi-parame´trica
Contrariamente ao que acontece na estimac¸a˜o parame´trica, em que se admite uma dis-
tribuic¸a˜o predeterminada para os extremos, (uma GPD ou GEV), na abordagem semi-
parame´trica, a u´nica suposic¸a˜o de base e´ a de que a distribuic¸a˜o F subjacente aos dados
pertence ao domı´nio de atracc¸a˜o da GEV (F ∈ D(Hγ), γ ∈ R). Neste contexto, sa˜o utili-
zados estimadores semi-parame´tricos do ı´ndice de valores extremos que determinam o peso
da cauda da f.d. F , para qualquer infereˆncia que diga respeito a cauda da distribuic¸a˜o
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e que pode ser baseada nas k observac¸o˜es acima de um n´ıvel aleato´rio Xn−k:n (PORT).
Relembramos que o domı´nio de atracc¸a˜o Fre´chet conte´m distribuic¸o˜es com cauda polino-
mial negativa, com limite superior do suporte xF infinito, enquanto que as do domı´nio
Weibull sa˜o de cauda curta e xF finito. O caso interme´dio de f.d.’s no domı´nio Gumbel
abrange simultaˆneamente xF finito ou infinito. Exemplos mais relevantes de estimadores
semi-parame´tricos do ı´ndice de valores extremos, sa˜o os estimadores de Hill (1975), de
Pickands (1975), dos momentos (Dekkers, Einmahl e de Haan (1989)) ja´ apresentados na
secc¸a˜o 3.2.3 do cap´ıtulo 3.
Seguem-se agora algumas propriedades destes estimadores, nomeadamente sobre consis-
teˆncia e normalidade assimpto´tica. Sob condic¸o˜es gerais, na˜o muito restritivas envolvendo
a ordem de convergeˆncia da sucessa˜o interme´dia k = kn tal que kn → ∞ e kn/n → 0,
n→∞, tem-se:
Teorema 4.2.1 (Propriedades do estimador de Hill (1975))
Seja γ̂H = γ̂Hk,n o estimador de Hill, definido em (3.6).
1. (consisteˆncia) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d. com uma
mesma func¸a˜o distribuic¸a˜o F . Suponhamos que F ∈ D(Hγ) com γ > 0. Se a sucessa˜o
interme´dia k = kn e´ tal que kn →∞, kn/n→ 0, quando n→∞, enta˜o,
γ̂H
p−→ γ
2. (normalidade assimpto´tica) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d.
com uma mesma func¸a˜o distribuic¸a˜o F , e se k = kn →∞ a uma velocidade apropri-
ada, enta˜o, √
k(γ̂H − γ) d−→ N (0, γ2) .
Teorema 4.2.2 (Propriedades do estimador dos Momentos -
(Dekkers, Einmahl, e de Haan) (1989))
Seja γ̂M = γ̂Mk,n o estimador dos Momentos, definido em (3.8).
1. (consisteˆncia) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d. com uma
mesma func¸a˜o distribuic¸a˜o F . Suponhamos que F ∈ D(Hγ) com γ ∈ R e xF > 0. Se
a sucessa˜o interme´dia k = kn e´ tal que kn →∞, kn/n→ 0, quando n→∞, enta˜o,
γ̂M
p−→ γ
2. (normalidade assimpto´tica) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d.
com uma mesma func¸a˜o distribuic¸a˜o F com xF > 0, e se k = kn → ∞ a uma
velocidade apropriada, enta˜o,
√
k(γ̂M − γ) d−→ N (0, varMγ ) ,
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onde
varMγ :=
{
γ2 + 1, γ ≤ 0,
(1−γ)2(1−2γ)(1−γ+6γ2)
(1−3γ)(1−4γ) , γ ≤ 0.
Teorema 4.2.3 (Propriedades do estimador de Pickands (1975))
Seja γ̂P = γ̂Pk,n o estimador de Pickands, definido em (3.7).
1. (consisteˆncia) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d. com uma
mesma func¸a˜o distribuic¸a˜o F . Suponhamos que F ∈ D(Hγ) com γ ∈ R. Se a
sucessa˜o interme´dia k = kn e´ tal que kn →∞, kn/n→ 0, quando n→∞, enta˜o,
γ̂P
p−→ γ
2. (normalidade assimpto´tica) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d.
com uma mesma func¸a˜o distribuic¸a˜o F e se k = kn →∞ a uma velocidade apropri-
ada, enta˜o, √
k(γ̂P − γ) d−→ N (0, varPγ ) ,
onde
varPγ :=
{
γ2(22γ+1+1)
4(log 2)2(2γ−1)2 , γ 6= 0,
3
4(log 2)4
, γ = 0.
Teorema 4.2.4 (Propriedades do estimador Mixed-Moment, Fraga Alves et al., (2009))
Seja γ̂MM = γ̂MMn (k) o estimador Mixed-Moment, definido em (3.9).
1. (consisteˆncia) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d. com uma
mesma func¸a˜o distribuic¸a˜o F . Suponhamos que F ∈ D(Hγ) com γ ∈ R. Se a
sucessa˜o interme´dia k = kn e´ tal que kn →∞, kn/n→ 0, quando n→∞, enta˜o,
γ̂MMn (k)
p−→ γ
2. (normalidade assimpto´tica) Seja X1, X2, ... uma sucessa˜o de varia´veis aleato´rias i.i.d.
com uma mesma func¸a˜o distribuic¸a˜o F e se k = kn →∞ a uma velocidade apropri-
ada, enta˜o, √
k(γ̂MMn (k)− γ) d−→ N
(
0, varMMγ
)
,
onde
varMMγ = var
MM(γ) :=
{
V arϕ(γ) se γ ≥ 0
(1− 2γ)4V arϕ(γ) se γ < 0.
e
V arϕ(γ) :=
{
(1 + γ)2 se γ ≥ 0
(1−γ)2(6γ2−γ+1)
(1−2γ)3(1−3γ)(1−4γ) se γ < 0.
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Cap´ıtulo 5
Aplicac¸a˜o a Dados de Precipitac¸a˜o
5.1 Descric¸a˜o dos Dados
As amostras utilizadas correspondem a n´ıveis de precipitac¸a˜o (em mm), coleccionados
durante os per´ıodos 1876 a 2007 para a cidade de Berlim na Alemanha, e 1906 a 2007 para
a cidade de de Bilt na Holanda. A fonte dos dados e´ European Climate Assessment (ECA)
and Dataset (http://eca.knmi.nl/).
Os valores de precipitac¸a˜o coleccionados para as duas cidades sa˜o dia´rios e comec¸a-se
por adoptar um procedimento que os torna independentes. A independeˆncia dos valores
de precipitac¸a˜o decorre do facto dos dados terem sido desagrupados, para que ma´ximos
dia´rios na˜o ocorram em dias consecutivos. A dimensa˜o das amostras resultantes deste
processo e´ de n1 = 9210 e n2 = 7139 para Berlim e de Bilt respectivamente. Assume-se
que estes valores tambe´m sa˜o identicamente distribu´ıdos, visto que consideramos que estes
feno´menos de precipitac¸a˜o sa˜o gerados pelo mesmo processo f´ısico.
As estat´ısticas ba´sicas referentes aos dados esta˜o na tabela 5.1. A diferenc¸a entre os
resultados da precipitac¸a˜o me´dia dia´ria e mediana das amostras de Berlim e de Bilt, remete
para uma assimetria positiva ou a` direita das distribuic¸o˜es subjacentes aos dados das duas
amostras, o que sugere para ambas, distribuic¸o˜es de cauda mais pesada do que a normal.
Esta constatac¸a˜o indica a rejeic¸a˜o da hipo´tese de normalidade dos dados das amostras em
estudo.
A aplicac¸a˜o pra´tica das metodologias no aˆmbito da estat´ıstica de extremos, sera´ realizada
n Mı´nimo Ma´ximo Me´dia Mediana Desvio-padra˜o
Berlim 9210 1 1247 61.96 43 64.19
de Bilt 7139 4 662 79.76 60.0 65.43
Tabela 5.1: Estat´ısticas Descritivas: Berlim e de Bilt
em quatro fases distintas.
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5.2 Fase I
Numa abordagem preliminar e apo´s ordenar as duas amostras por ordem decrescente de
realizac¸o˜es dos Xi, procedeu-se numa perspectiva explorato´ria, ao ca´lculo de estimativas
grosseiras para um valor de precipitac¸a˜o que e´ excedido com uma pequena probabilidade.
Tais estimativas sa˜o quantis, medidas de risco ou valores de risco (V aRp), adoptando os
seguintes valores: p∗ = 0.01; p∗ = 0.05; p∗ = 0.001; p∗ = 0.0001.
O procedimento consiste primeiramente em calcular a ordem do quantil para aqueles valo-
res de probabilidade utilizando a fo´rmula n − [np∗] + 1, onde [x] designa parte inteira de
x. De seguida, passa-se a identificar nas amostras referentes a Berlim e de Bilt, os quantis
ou medidas de risco Xn−[np∗]+1:n, que correspondem aos valores de precipitac¸a˜o que sera˜o
excedidos para aqueles valores pequenos de probabilidade.
Assim sendo obteve-se a seguinte tabela de quantis emp´ıricos sobre os valores de precipi-
tac¸a˜o para as duas cidades em estudo,
p∗ = 0.01 p∗ = 0.05 p∗ = 0.001 p∗ = 0.0001 xn:n
Berlim 314 177 588 1247 1247
de Bilt 322 207 503 662 662
Tabela 5.2: Estimativas para n´ıveis de precipitac¸a˜o elevada associadas a` probabilidade p∗
Pelos resultados constantes na tabela anterior e´ poss´ıvel constatar por exemplo, que em
apenas um dia em cada cem (p∗ = 0.01), em me´dia, podera´ ter ocorrido um valor de
precipitac¸a˜o superior a 314 mm em Berlim e superior a 322 mm em de Bilt. Os quantis
de ordem p∗ = 0.0001, coincidem com o ma´ximo de cada uma das amostras.
5.3 Fase II
Numa segunda fase e, tendo em conta que podera˜o ocorrer acontecimentos extremos tais
como ocorreˆncia de valores de precipitac¸a˜o anormalmente elevados, pretende-se agora ob-
ter um quantil ou uma medida de risco que expresse um n´ıvel de precipitac¸a˜o que seja
ultrapassado em me´dia, uma vez em cada mil anos ou uma vez em cada dez mil anos, por
exemplo.
Parte-se, para o efeito da seguinte definic¸a˜o: “Considera-se que ha´ dias anormalmente chu-
vosos quando se verificarem ocorreˆncias de mais de 80 mm de precipitac¸a˜o”. As figuras 5.1
e 5.2 mostram n´ıveis de precipitac¸a˜o anormalmente elevados i.e. acima dos 80 mm para
Berlim e de Bilt.
Em m anos de registo existira˜o para cada cidade, Ku acontecimentos de precipitac¸a˜o anor-
malmente elevada. A partir desta definic¸a˜o, constatou-se que ocorreram ao longo dos
per´ıodos de observac¸a˜o considerados para as duas cidades, 2161 acontecimentos de precipi-
tac¸a˜o anormalmente elevada em Berlim e 2577 em de Bilt. Por ano observou-se em me´dia
Ku
m
acontecimentos deste tipo para cada cidade. Esses resultados constam da tabela 5.3.
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Figura 5.1: Nı´veis de precipitac¸a˜o acima dos 80 mm para Berlim.
Figura 5.2: Nı´veis de precipitac¸a˜o acima dos 80 mm para de Bilt.
Prec. anormal. elevada (Ku) Anos de registo (m) Taxa me´dia anual (
Ku
m
)
Berlim 2161 132 ≈ 16
de Bilt 2577 102 ≈ 25
Tabela 5.3: Taxa me´dia anual de ocorreˆncia de precipitac¸a˜o anormalmente elevada
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O objectivo e´, com base nos dados de precipitac¸a˜o (em mm), assumidos i.i.d. das duas
amostras, calcular um quantil Xp∗ , ou seja um n´ıvel de precipitac¸a˜o que e´ ultrapassado
com uma certa probabilidade num ano ao acaso.
Pretende-se calcular enta˜o
xp∗ : P{X > xp∗} = p∗
p∗ assume os valores 10−3 e 10−4 que correspondem a`s probabilidades da varia´vel precipi-
tac¸a˜o ultrapassar esse tal n´ıvel xp∗ que se pretende calcular, num ano ao acaso.
Porque estamos interessados em ocorreˆncias de dias anormalmente chuvosos, para deter-
minar esse quantil, os valores de p∗ sera˜o convertidos em probabilidades em termos de
ocorreˆncia de precipitac¸a˜o anormalmente elevada. Desta forma a probabilidade sera´ assim
dada:
p =
m
Ku
× p∗
com
p∗ = 10−3 e p∗ = 10−4
o que dara´ origem a`s probabilidades:
p1 =
m
Ku
× 10−3 e p2 = m
Ku
× 10−4 (5.1)
Os valores de m
Ku
sa˜o enta˜o convertidos numa proporc¸a˜o relativamente a acontecimentos
daquele tipo, i.e., a ocorreˆncia por dias anormalmente chuvosos.
A tabela seguinte indica os quantis emp´ıricos sobre os n´ıveis de precipitac¸a˜o que podera˜o
ser excedidos para os valores de probabilidade p1 e p2, para as duas cidades em estudo.
Ku m p1 =
m
Ku
× 10−3 p2 = mKu × 10−4 Xn−[np1]+1 Xn−[np2]+1
Berlim 2161 132 6.10828× 10−5 6.10828× 10−6 1247 1247
de Bilt 2577 102 3.95809× 10−5 3.95809× 10−6 662 662
Tabela 5.4: Estimativas para ocorreˆncia de precipitac¸a˜o anormalmente elevada num ano ao
acaso, com probabilidades p1 e p2 definidos em (5.1)
Analisando os valores apresentados na tabela 5.4, em conjunc¸a˜o com a tabela 5.2, pode-se
constatar que os valores 1247 e 662 correspondem aos valores ma´ximos de precipitac¸a˜o
observados para as cidades de Berlim e de Bilt respectivamente. Isto implica que se esteja
sempre a considerar o ma´ximo de cada amostra e portanto estamos perante estimativas
pouco informativas. Em 132 anos de registo dos n´ıveis de precipitac¸a˜o dia´ria para a cidade
de Berlim, a probabilidade de ocorrer um valor de precipitac¸a˜o superior a 1247 mm num
ano ao acaso e´ de 6.10828 × 10−5 e 6.10828 × 10−6 . Enquanto que para de Bilt, em 102
anos de registo, a probabilidade de num ano ao acaso, ocorrer um valor de precipitac¸a˜o
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superior a 662 mm e´ de 3.95809× 10−5 e 3.95809× 10−6.
E´ natural que, para valores ta˜o pequenos de probabilidade, os quantis ou valores de risco
pretendidos coincidam com o valor ma´ximo de cada amostra, uma vez que nos afastamos
da sua parte central. Como estamos limitados pela dimensa˜o da amostra (e porque a
distribuic¸a˜o Normal na˜o consegue modelar tais feno´menos), surge a necessidade de me´todos
de extrapolac¸a˜o para ale´m dos valores de precipitac¸a˜o observados, tal como o(s) que prove´m
da Teoria de Valores Extremos.
5.4 Fase III
Nesta fase expo˜e-se o me´todo de estimac¸a˜o de caracter´ısticas envolvendo a cauda direita da
f.d. subjacente F , conhecido como me´todo dos excessos acima de um n´ıvel aleato´rio (PORT
- Peaks Over Random Threshold), da Teoria Valores Extremos. Esta metodologia utiliza
as k maiores observac¸o˜es da amostra, a fim de estimar a forma da cauda da distribuic¸a˜o
subjacente aos dados. Qualquer infereˆncia daqui resultante ira´ reportar-se a`s duas cidades
em estudo.
Para determinarmos qual das treˆs distribuic¸o˜es de valores extremos (Weibull, Gumbel ou
Fre´chet) melhor se relaciona com as observac¸o˜es de topo das amostras de Berlim e de Bilt,
procedemos a uma ana´lise gra´fica preliminar, via QQ-Plot, ou gra´fico de ana´lise quant´ılica,
tomando como refereˆncia a distribuic¸a˜o exponencial, figura 5.3. A raza˜o que preside ao
QQ-plot da exponencial e´ a relac¸a˜o entre as distribuic¸o˜es GEV para ma´ximos e GPD para
as maiores observac¸o˜es, referida em (3.12). Se os dados na˜o apresentarem desvios muito
grandes da linha padra˜o do gra´fico QQ-plot exponencial, enta˜o e´ razoa´vel admitir que
estes sa˜o do tipo exponencial na cauda ou prove´m de uma distribuic¸a˜o F no domı´nio de
atracc¸a˜o Gumbel, (com γ = 0). Caso contra´rio, a distribuic¸a˜o dos dados sera´ do tipo
Fre´chet, (γ > 0), ou do tipo Weibull, (γ < 0) .
Podemos verificar que em ambos os casos ocorrem alguns desvios, pore´m os mais acentua-
dos ocorrem nos dados de Berlim. Este facto sugere que a f.d. F subjacente aos dados de
precipitac¸a˜o para Berlim e´ de cauda pesada e esta´ no domı´nio de atracc¸a˜o Fre´chet, D(Hγ),
γ > 0.
Para averiguarmos se as caudas das distribuic¸o˜es dos n´ıveis dia´rios de precipitac¸a˜o para as
duas cidades possuem a mesma forma, sera˜o constru´ıdos os gra´ficos da func¸a˜o de excesso
me´dio para os dados de precipitac¸a˜o das duas cidades em estudo.
A func¸a˜o do excesso me´dio e´ assim definida:
e(u) := E(X − u|X > u)
O excesso me´dio emp´ırico da´ alguma ideia sobre o comportamento da cauda de F :
ên(xn−k:n) =
1
k
k∑
i=1
Xn−i+1:n −Xn−k:n
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Figura 5.3: Gra´fico Quant´ılico em relac¸a˜o a` distribuic¸a˜o Exponencial para Berlim (a` esquerda)
e de Bilt (a` direita).
O seu gra´fico pode ser constru´ıdo de duas formas alternativas: ek,n versus k ou ek,n versus
xn−k:n:
{k, xn−k:n, ek,n := ên(xn−k:n), 5 ≤ k ≤ n− 1}
Porque interessa analisar a cauda da f.d. F , vamos estudar o comportamento dos valores
de êk,n para valores decrescentes de k ou para valores crescentes de xn−k:n. As figuras 5.4
e 5.5 da˜o conta disso mesmo.
Quando consideramos a forma da func¸a˜o de excesso me´dio, a distribuic¸a˜o exponencial as-
sume um papel central. No caso de Berlim, o comportamento constante torna-se evidente
a partir da figura 5.4. Para os menores valores de k, a func¸a˜o de excesso me´dio em ultima
instaˆncia aumenta, e para os maiores valores de xn−k:n, ela tambe´m aumenta. Este com-
portamento indica que a distribuic¸a˜o subjacente aos dados de precipitac¸a˜o para Berlim
e´ de cauda mais pesada do que a distribuic¸a˜o exponencial. Por outro lado, os dados de
precipitac¸a˜o de de Bilt mostram um exemplo de distribuic¸o˜es de cauda ligeiramente mais
leve do que a da exponencial, figura 5.5.
No aˆmbito da selecc¸a˜o de domı´nios de atracc¸a˜o e num contexto de escolha estat´ıstica
de condic¸o˜es de cauda para valores extremos, seguindo uma abordagem semi-parame´trica,
baseada em estat´ısticas invariantes perante alterac¸o˜es de localizac¸a˜o/escala, baseada nos
excessos acima de um n´ıvel aleato´rio, sa˜o realizados testes de hipo´teses sobre a que domı´nio
de atracc¸a˜o pertence a func¸a˜o distribuic¸a˜o subjacente F .
Portanto, qualquer infereˆncia respeitante a` cauda da distribuic¸a˜o subjacente F pode ser
baseada nas k observac¸o˜es acima de um n´ıvel aleato´rio xn−k:n. Este n´ıvel aleato´rio cor-
responde a uma estat´ıstica ordinal interme´dia, tomando em considerac¸a˜o a informac¸a˜o
crescente acerca da cauda direita, disponibilizada pelo topo da amostra.
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Figura 5.4: Func¸a˜o de excesso me´dio emp´ırico para os dados de precipitac¸a˜o de Berlim: ek,n
versus k (a` esquerda) e ek,n versus xn−k:n (a` direita).
Figura 5.5: Func¸a˜o de excesso me´dio emp´ırico para os dados de precipitac¸a˜o de de Bilt : ek,n
versus k (a` esquerda) e ek,n versus xn−k:n (a` direita).
Na abordagem semi-parame´trica, a u´nica suposic¸a˜o feita e´ a de que a condic¸a˜o de va-
lores extremos do teorema 3.2.1 (pa´g. 12) e´ satisfeita, ou seja, F ∈ D(Hγ), para algum
γ real. Neste contexto, o ı´ndice de valores extremos e´ o paraˆmetro de destaque, pois, em
ambas as classes de distribuic¸o˜es GEV e GP, ele determina a forma da cauda da func¸a˜o
distribuic¸a˜o subjacente F . Recordemos que o domı´nio de atracc¸a˜o Fre´chet (γ > 0) conte´m
distribuic¸o˜es com cauda polinomial negativa, com limite superior do suporte xF infinito,
enquanto que as do domı´nio Weibull (γ < 0) sa˜o de cauda curta e xF finito. O caso in-
terme´dio de f.d.’s no domı´nio Gumbel, em que γ = 0 e´ um valor de refereˆncia, abrange
simultaneamente xF finito ou infinito. Em muitas cieˆncias aplicadas onde os extremos sa˜o
relevantes, o caso mais simples de γ = 0 e´ assumido e tendo por base este pressuposto,
caracter´ısticas extremas tais como probabilidades de excedeˆncia ou per´ıodos de retorno sa˜o
facilmente estimados.
Separar os procedimentos de infereˆncia estat´ıstica de acordo com o domı´nio de atracc¸a˜o
para ma´ximos mais conveniente para a distribuic¸a˜o da amostra, tornou-se uma pra´tica
usual ao longo da literatura da especialidade, seguindo quer abordagens parame´tricas quer
semi-parame´tricas. Metodologias para testar o domı´nio Gumbel contra os domı´nios de
atracc¸a˜o para ma´ximos Fre´chet ou Weibull teˆm sido de grande utilidade.
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O problema de escolha estat´ıstica neste contexto semi-parame´trico pode ser explicitado
atrave´s de
H0 : F ∈ D(H0) versus H1 : F ∈ D(Hγ)γ 6=0 (5.2)
ou contra alternativas unilaterais F ∈ D(Hγ)γ<0 (Domı´nio Weibull) ou F ∈ D(Hγ)γ>0
(Domı´nio Fre´chet).
Testes dirigidos a este problema surgiram na literatura a partir dos trabalhos de Galambos
(1982) e Castillo et al. (1989). Outros procedimentos para escolha estat´ıstica de domı´nios
de atracc¸a˜o para ma´ximos podem ser igualmente sugeridas pelos trabalhos de Hasofer e
Wang (1992), Fraga Alves e Gomes (1996), Fraga Alves (1999), Segers e Teugels 2000)
entre outros.
Mais recentemente, Neves et al. (2006) e Neves e Fraga Alves (2007), introduziram dois
procedimentos de teste que sa˜o baseados nas observac¸o˜es da amostra acima de um n´ıvel
aleato´rio. Mais especificamente, nas u´ltimas duas refereˆncias, os procedimentos para o
teste 5.2 baseiam-se nos k excessos acima da (n−k)-e´sima estat´ıstica de ordem interme´dia
ascendente xn−k:n, onde k = kn e´ tal que k → ∞ e k/n = 0, a medida que n → ∞. Este
contexto representa alguma semelhanc¸a com a abordagem POT, mas em que xn−k:n assume
o papel do n´ıvel determin´ıstico u, o que justifica a designac¸a˜o PORT.
Na sequeˆncia de uma abordagem semi-parame´trica, apoiada em conceitos da teoria de
variac¸a˜o regular, Neves e Alves Fraga (2007), reformularam as propriedades assinto´ticas
das estat´ısticas de teste de Hasofer e Wang (indicada abaixo por Wn(k)), no caso em que
k = kn se comporta como uma sequeˆncia interme´dia em vez de permanecer fixo, enquanto
o tamanho da amostra aumenta (que era o caso abrangido por Hasofer e Wang, 1992).
No processo, Grenwood, um novo tipo de teste estat´ıstico Gn(k) (cf. Greenwood, 1946)
revela-se u´til na avaliac¸a˜o da presenc¸a de distribuic¸o˜es de cauda pesada.
Ale´m disso, motivado por diferenc¸as na contribuic¸a˜o relativa do ma´ximo para a soma
dos k excessos acima do n´ıvel aleato´rio em diferentes caudas pesadas, um teste estat´ıstico
complementar Rn(k) foi introduzido por Neves et al. (2006), com o objectivo de discernir
entre os treˆs domı´nios de atracc¸a˜o para ma´ximos.
Sob a hipo´tese nula de que a f.d. F subjacente aos dados pertence ao domı´nio Gumbel, o
comportamento limite das estat´ısticas seguintes permite a sua utilizac¸a˜o como estat´ısticas
de testes na selecc¸a˜o de domı´nios de atracc¸a˜o:
[Ratio] Rn(k) :=
Xn:n −Xn−k:n
1
k
∑k
i=1 (Xn−i+1:n −Xn−k:n)
− log k d−→
n→∞
Λ, (5.3)
onde Λ e´ uma varia´vel aleato´ria Gumbel.
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A estat´ıstica de teste de Hasofer-Wang (HW ) e´ dada por:
Wn(k) :=
k−1
(∑k
i=1Xn−i+1:n −Xn−k:n
)2
∑k
i=1
(
Xn−i+1:n −Xn−k:n
)2 − k−1(∑ki=1Xn−i+1:n −Xn−k:n)2
√
k/4 (kWn(k)− 1) d−→
n→∞
N(0, 1) (5.4)
As regio˜es cr´ıticas para o teste bilateral (5.2), com n´ıvel de significaˆncia α, sa˜o dados
por Vn(k) < vα/2 ou Vn(k) > v1−α/2, onde V tem de ser convenientemente substitu´ıda por
R ou W e vε denota o ε-quantil da distribuic¸a˜o limite correspondente (Gumbel ou Normal).
As figuras 5.6 e 5.7 apresentam as estat´ısticas de teste (5.3) e (5.4) e suas estimativas,
quantil assinto´tico 95% sob a hipo´tese nula em (5.2).
Na figura 5.6 todos os testes apontam para a rejeic¸a˜o da condic¸a˜o de valores extre-
mos. Em ambos os casos a condic¸a˜o de valores extremos e´ rejeitada para quase to-
dos os valores de k, com excepc¸a˜o de alguns valores muito baixos. Os valores observa-
dos da estat´ıstica de teste (5.3), esta˜o quase sempre acima da linha (a ponteado) de-
terminada pelos pontos cr´ıticos correspondentes ao n´ıvel de significaˆncia α = 5%, i.e.,
z0.025 = − log(− log(0.025)) = −1.30532 e z0.975 = − log(− log(0.975)) = 3.67616. Para o
teste (5.4), os valores observados da estat´ıstica de teste esta˜o quase sempre abaixo da linha
(a ponteado) determinada pelos pontos cr´ıticos correspondentes ao n´ıvel de significaˆncia
α = 5%, nomeadamente z0.025 = −1.96 e z0.975 = 1.96. Isto significa que, para quase
todos os valores de k, os testes apontam para a rejeic¸a˜o da hipo´tese nula, de que a func¸a˜o
distribuic¸a˜o F subjacente aos dados de Berlim, pertence ao domı´nio Gumbel. Perante os
resultados destes testes apenas foram encontradas evideˆncias nos dados de que F podera´
pertencer a` qualquer domı´nio de atracc¸a˜o, excepto o domı´nio Gumbel.
Na figura 5.7, os valores observados das estat´ısticas de teste (5.3) e (5.4) em func¸a˜o de
k, encontram-se entre as linhas determinadas pelos pontos cr´ıticos correspondentes ao
n´ıvel de significaˆncia α = 5%, i.e. z0.025 = − log(− log(0.025)) = −1.30532 e z0.975 =
− log(− log(0.975)) = 3.67616, para o teste (5.3) e z0.025 = −1.96 e z0.975 = 1.96 para o
teste (5.4). A hipo´tese de que a distribuic¸a˜o subjacente aos dados de de Bilt pertence ao
domı´nio de atracc¸a˜o Gumbel na˜o e´ rejeitada para quase todo o k.
De agora em diante restringimos a atenc¸a˜o aos valores dia´rios de precipitac¸a˜o acima de
80 mm. Esperamos portanto que este n´ıvel represente o comec¸o da cauda, i.e., o in´ıcio
dos eventos de precipitac¸a˜o extrema ou seja da ocorreˆncia de precipitac¸a˜o anormalmente
elevada. Ao considerarmos em cada amostra, somente os valores de precipitac¸a˜o que ul-
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Figura 5.6: Trajecto´rias das estat´ısticas de teste (5.3) e (5.4).
Figura 5.7: Trajecto´rias das estat´ısticas de teste (5.3) e (5.4).
trapassam os 80 mm, estas reduzem-se a subamostras de topo de dimensa˜o K1u = 2161 e
K2u = 2577 excedeˆncias para Berlim e de Bilt, respectivamente. Consideremos ainda, a
sequeˆncia de valores dia´rios de precipitac¸a˜o formada pelas k + 1 estat´ısticas ordinais de
topo nas amostras de excedeˆncias de cada cidade. Na sequeˆncia, sa˜o determinadas as esti-
mativas do ı´ndice de valores extremos para ambas as cidades, com o objectivo de verificar
se possuem um ı´ndice de valores extremos que leve a` mesma famı´lia de distribuic¸o˜es, bem
como estimativas de quantis emp´ıricos (n´ıveis de precipitac¸a˜o de risco).
No contexto da Teoria de Valores Extremos, temos que a func¸a˜o distribuic¸a˜o F subja-
cente, pertence ao domı´nio de atracc¸a˜o da Generalizada de Valores Extremos (GEV), i.e.,
F ∈ D(Hγ), se e somente se existe uma func¸a˜o positiva a(.), de variac¸a˜o regular a ∈ RVγ e
lim
t→∞
U(tx)− U(t)
a(t)
=
xγ − 1
γ
,
para todo o x > 0, onde U e´ a func¸a˜o quantil de cauda U(t) :=
(
1
1−F
)←
(t), t ≥ 1 (Ver
definic¸a˜o 1 - cap´ıtulo 2).
Dada esta condic¸a˜o e segundo a Teoria de Valores Extremos, os quantis emp´ıricos sobre os
valores de precipitac¸a˜o pretendidos sera˜o estimados de forma alternativa, considerando as
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k maiores observac¸o˜es de topo em cada amostra de excessos:
x(n)p = Û(p) = Û(n/k) + â
(n
k
) (p k
n
)γ̂ − 1
γ̂
, (5.5)
onde k e´ o nu´mero de observac¸o˜es de topo a serem consideradas na cauda, acima do n´ıvel
aleato´rio interme´dio Û(n/k) := Xn−k:n, i.e., k = kn tal que kn →∞ e kn/n→ 0, n→∞.
Existem na literatura va´rias possibilidades para γ̂ e â, (de Haan e Ferreira, (2006) e Beirlant
et al. (2004)). Os estimadores da func¸a˜o de escala a(.) e do ı´ndice de valores extremos
(paraˆmetro de forma) γ, aqui adoptados e denotados por γ̂ e â, sa˜o os que derivam dos
estimadores dos momentos. Ale´m disso p ∈ (0, 1) e´ a probabilidade do valor de precipitac¸a˜o
ultrapassar o quantil que se pretende estimar, dado por
(
m
Ku
× p∗
)
, onde m sa˜o os anos de
registo dos valores dia´rios de precipitac¸a˜o para cada cidade, Ku e´ a amostra de excedeˆncias
para cada cidade, e p∗ assume os valores 10−3 e 10−4. Teremos assim, dois valores de risco,
designados por p1 e p2 consoante o valor assumido por p
∗, tal como anteriormente definido
em (5.1).
Apo´s identificar em cada amostra os valores de precipitac¸a˜o superiores a 80 mm, estes sa˜o
logaritmizados e considerando a soma das k-e´simas observac¸o˜es de topo fixado, calcula-se
para cada k assumido, a me´dia das diferenc¸as das k maiores observac¸o˜es:
M
(j)
k,n =
1
k
k∑
i=1
(log(Xn−i+1:n)− log(Xn−k:n))j, j = 1, 2.
De seguida, sa˜o calculadas para cada cidade, as estimativas de γ e da escala a
(
n
k
)
, deno-
tadas por γ̂ e â
(
n
k
)
, com base no nu´mero k de observac¸o˜es de topo assumido, sendo que
5 ≤ k ≤ Ku
2
. Embora existam outros estimadores do ı´ndice de valores extremos utilizou-se
o primeiro estimador dos momentos em (3.8), baseado nas estat´ısticas de ordem de uma
varia´vel aleato´ria X, ja´ apresentado no cap´ıtulo 3 (pa´g. 16). O estimador para a escala
a
(
n
k
)
associado a este mesmo estimador dos momentos, (Dekkers, Einmahl e de Haan,
(1989)) e´ dado por:
â
(n
k
)
= Xn−k:n M
(1)
k,n
1
2
(
1− (M
(1)
k,n)
2
M
(2)
k,n
)−1
.
Note que ao calcular a me´dia das diferenc¸as das k maiores observac¸o˜es logaritmizadas
assumimos os excessos que sera˜o utilizados na estimac¸a˜o dos quantis emp´ıricos sobre os
n´ıveis de precipitac¸a˜o, conforme a metodologia PORT. O Xn−k:n sera´ portanto um valor
aleato´rio dentro de cada amostra de excessos, que ira´ depender do valor k fixado.
A figura 5.8 apresenta os valores estimados de γ para as cidades em estudo. As estimativas
do ı´ndice de valores extremos correspondente a`s cidades de Berlim e de Bilt sa˜o aproxi-
madamente 0.25 e 0.05, respectivamente. Para a cidade de Berlim , a se´rie de estimativas
e´ composta maioritariamente por valores positivos. Vale relembrar que um valor positivo
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Figura 5.8: Estimativas do I´ndice de Valores Extremos γ̂, segundo o estimador dos momentos
para diferentes valores de k: Berlim e de Bilt
de γ, indica uma distribuic¸a˜o de cauda pesada, pertencente ao domı´nio de atracc¸a˜o da
Fre´chet com γ > 0. Quando k = 5, γ < 0, indicando que a distribuic¸a˜o subjacente aos
dados pertence ao domı´nio Weibull de atracc¸a˜o para ma´ximos. Podemos encontrar pata-
mares de alguma estabilidade para valores de k no intervalo 50 ≤ k ≤ 120 e γ tendendo a
estabilizar-se em torno de 0.25. A se´rie de estimativas do ı´ndice de valores extremos para
a cidade de de Bilt, apresenta alguma variabilidade, especialmente para os valores mais
pequenos de k. No entanto, podemos identificar patamares de alguma estabilidade em
0 < γ ≤ 0.1 com 150 ≤ k ≤ 200, em que γ tende a estabilizar-se em torno de 0.05 . Para
alguns valores de k, a estimativa do ı´ndice de valores extremos e´ aproximadamente zero,
pelo que a distribuic¸a˜o subjacente aos dados podera´ ser confundida com uma distribuic¸a˜o
do tipo Gumbel. Note que o domı´nio de atracc¸a˜o Gumbel encerra uma grande variedade
de distribuic¸o˜es, desde distribuic¸o˜es de cauda leve com limite superior do suporte xF finito,
ate´ distribuic¸o˜es de cauda moderadamente pesada, tal como a log Normal.
Finalmente, em func¸a˜o de cada k fixado e usando a equac¸a˜o (5.5), foram determinados
os quantis emp´ıricos sobre os n´ıveis de precipitac¸a˜o, que podera˜o ser ultrapassados para
valores pequenos de probabilidade, convertidos em termos de ocorreˆncia de precipitac¸a˜o
anormalmente elevada, atrave´s da expressa˜o
(
m
Ku
× p∗
)
. Estes valores pequenos de proba-
bilidade sa˜o respectivamente, (p1 = 6.10828× 10−5 e p2 = 6.10828× 10−6) para Berlim e
(p1 = 3.95809× 10−5 e p2 = 3.95809× 10−6) para de Bilt. Assim sendo, e porque teremos
para cada k fixado um valor x
(n)
p , o objectivo e´ construir um gra´fico, em func¸a˜o de k, que
descreva a trajecto´ria destes quantis x
(n)
p .
As figuras 5.9 e 5.10 mostram os valores de risco (quantis emp´ıricos) estimados para as
cidades de Berlim e de Bilt, identificados pelas se´ries de quantis x
(n)
p1 e x
(n)
p2 .
35
Aplicac¸a˜o a Dados de Precipitac¸a˜o
Figura 5.9: Quantis emp´ıricos sobre os n´ıveis de precipitac¸a˜o para Berlim
Figura 5.10: Quantis emp´ıricos sobre os n´ıveis de precipitac¸a˜o para de Bilt
Pode-se constatar que os n´ıveis de precipitac¸a˜o para Berlim apresentam alguma variabili-
dade em func¸a˜o do nu´mero de observac¸o˜es de topo (5 ≤ k ≤ 1081) fixado, particularmente
para a se´rie x
(n)
p2 . A se´rie x
(n)
p1 fornece as menores estimativas, como era de se esperar dado
que a probabilidade e´ menor, muitas vezes oscilando entre os 1500 e 2000 mm de precipi-
tac¸a˜o. Relativamente aos dados de de Bilt, tambe´m se verifica alguma variabilidade, mais
acentuada tambe´m na se´rie x
(n)
p2 . Para pequenos valores de k, (5 ≤ k ≤ 1289), verificam-se,
para ambas as se´ries, estimativas dos n´ıveis de precipitac¸a˜o bem pro´ximas umas das outras,
entre os 500 e 1000 mm, de precipitac¸a˜o. Isto deve-se ao facto de que, em distribuic¸o˜es de
caudas mais leves, para valores cada vez mais pequenos de probabilidade, as diferenc¸as em
termos do valor das estimativas dos quantis na˜o seja significativo.
Para os seguintes valores de k, os n´ıveis de precipitac¸a˜o sa˜o respectivamente para as se´ries
x
(n)
p1 e x
(n)
p2 :
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k x
(n)
p1 x
(n)
p2
30 1627 2578
50 1753 3132
100 1724 3036
Tabela 5.5: Nı´veis de precipitac¸a˜o para pequenos valores de k: Berlim
k x
(n)
p1 x
(n)
p2
30 685 756
50 643 676
100 761 879
Tabela 5.6: Nı´veis de precipitac¸a˜o para pequenos valores de k: de Bilt
5.5 Fase IV
Ate´ esta fase temos estado a utilizar os dados ao longo dos diferentes anos, sem ter em conta
eventuais mudanc¸as clima´ticas nos valores de precipitac¸a˜o, ou seja, assumindo a hipo´tese
de estacionaridade. Podera´ haver uma tendeˆncia crescente ou decrescente ao longo dos
anos e no´s na˜o estamos a ter isso em linha de conta. Os quantis ou valores de risco foram
anteriormente calculados assumindo que os dados sa˜o identicamente distribu´ıdos. Agora
a distribuic¸a˜o pode modificar-se ao longo do tempo e admitiremos que esta modificac¸a˜o,
para valores elevados de precipitac¸a˜o se faz de acordo com:
1− Fsj(t)
1− F0(t)
−−−−→
t→+∞ e
csj , c ∈ R (5.6)
onde, Fsj(t) e´ a func¸a˜o distribuic¸a˜o no instante sj: Fsj(t) = P{X(sj) ≤ t}, para cada sj.
Admitiremos no entanto que Fsj ∈ D(Hγ), para todo o sj. Ou seja para valores grandes
(t→∞), a probabilidade de observar um valor superior a este valor grande aqui fixado,
modifica-se em func¸a˜o desta probabilidade inicial no mesmo valor, a` custa de uma func¸a˜o
do tipo ecsj . Esta func¸a˜o de risco relativo determinara´ a tendeˆncia.
Para a ana´lise da fase IV consideramos, com base na amostra de observac¸o˜es i.i.d. de
de Bilt, uma amostra de 100 anos de registo dos valores dia´rios de precipitac¸a˜o, a contar
dos anos mais recentes (do ano de 2007 a 1908). Esta amostra foi dividida em m = 20
sucessivos per´ıodos de igual dimensa˜o, em que identificamos j = 0, 1, 2, ... , 19 blocos, ou
per´ıodos de 5 anos cada, de modo que, para j = 0, sj = s0 corresponde ao primeiro bloco
ou per´ıodo de 5 anos, para j = 1, sj = s1 corresponde ao segundo bloco ou per´ıodo de 5
anos, assim sucessivamente. Cada per´ıodo possui n = 350 observac¸o˜es com excepc¸a˜o do
u´ltimo em que n = 349. Em cada per´ıodo de 5 anos ordenamos os dados de precipitac¸a˜o
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por ordem decrescente de grandeza e extra´ımos as 25 observac¸o˜es de topo, para formar o
conjunto de valores extremos.
Em m per´ıodos de 5 anos, definimos:
O primeiro per´ıodo de 5 anos como sendo o instante zero (ou instante inicial): s0 = 0;
os j per´ıodos seguintes: sj = j/m − 1 , j = 0, ... ,m − 1. Os valores sj que identificam
os per´ıodos variam no intervalo [0, 1].
Os per´ıodos sa˜o os apresentados na tabela 5.7.
1o periodo 1908 a 1912 11o periodo 1958 a 1962
2o periodo 1913 a 1917 12o periodo 1963 a 1967
3o Periodo 1918 a 1922 13o periodo 1968 a 1972
4o periodo 1923 a 1927 14o periodo 1973 a 1977
5o periodo 1928 a 1932 15o periodo 1978 a 1982
6o periodo 1933 a 1937 16o periodo 1983 a 1987
7o periodo 1938 a 1942 17o periodo 1988 a 1992
8o periodo 1943 a 1947 18o periodo 1993 a 1997
9o periodo 1948 a 1952 19o periodo 1998 a 2002
10o periodo 1953 a 1957 20o periodo 2003 a 2007
Tabela 5.7: Per´ıodos em estudo.
Para averiguarmos se as caudas das distribuic¸o˜es dos n´ıveis dia´rios de precipitac¸a˜o para
cada per´ıodo possuem um ı´ndice de valores extremos que leve a mesma famı´lia de distri-
buic¸o˜es, sa˜o determinadas as estimativas do ı´ndice de valores extremos para os per´ıodos em
estudo. O estimador do ı´ndice de valores extremos γ(sj) = γ adoptado em cada per´ıodo e
denotado por γ̂n,k(sj) e´ dado pelo estimador dos momentos.
A figura 5.11 apresenta as estimativas do ı´ndice de valores extremos em cada per´ıodo sj. O
comportamento da se´rie de estimativas, evidencia uma grande variabilidade, o que sugere
diferentes classes de distribuic¸o˜es de valores extremos para a distribuic¸a˜o subjacente aos
dados em cada per´ıodo. Por exemplo, para os per´ıodos s4 (quinto per´ıodo) e s19 (vige´simo
per´ıodo), o valor e´ aproximadamente zero, indicando que a distribuic¸a˜o subjacente aos
dados podera´ pertencer ao domı´nio de atracc¸a˜o da Gumbel. A menor e a maior das
estimativas obtidas para o ı´ndice de valores extremos sa˜o respectivamente γ̂s13 = −0.4 e
γ̂s8 = 0.3.
Sendo γ o paraˆmetro que determina o peso da cauda da f.d. subjacente aos dados e porque
um valor positivo de γ indica uma distribuic¸a˜o de cauda pesada enta˜o, nos per´ıodos em que
γ > 0, e´ de se esperar a ocorreˆncia de n´ıveis de precipitac¸a˜o extrema. Consequentemente,
os estimadores utilizados ira˜o ter influeˆncia na estimac¸a˜o de quantis elevados e obviamente
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Figura 5.11: Estimativas do ı´ndice de valores extremos γ̂ para os per´ıodos sj , segundo o estimador
dos momentos com k = 25.
tambe´m na estimac¸a˜o da probabilidade de excedeˆncia de um n´ıvel elevado previamente
fixado.
Considerando a amostra anteriormente observada para de Bilt e as 25 observac¸o˜es de topo
sa˜o calculados, para cada per´ıodo sj, os quantis emp´ıricos xp∗(sj), com probabilidades 0.01
e 0.0001, como fixado na primeira fase. Estes valores de risco sa˜o os n´ıveis de precipitac¸a˜o
que podera˜o ser excedidos somente para aqueles valores de probabilidade. A expressa˜o
para determinar o quantil emp´ırico xp∗(sj) e´ a seguinte:
Q(sj) ≡ xp∗(sj) = Xn−k:n(0) + â0
(n
k
) (ecsj k
np∗
)γ̂(sj) − 1
γ̂(sj)
.
A tabela 5.8 apresenta as estimativas Q1(sj) = xp1(sj) e Q2(sj) = xp2(sj), onde p1 = 0.01
e p2 = 0.0001.
As figuras 5.12 e 5.13 apresentam as se´ries das estimativas Q1(sj) e Q2(sj), para sj = j,
j = 0, ... , 19.
Pode-se verificar, conforme estimac¸a˜o feita para o ı´ndice de valores extremos em cada pe-
r´ıodo, que aos maiores valores estimados do ı´ndice, correspondem os n´ıveis de precipitac¸a˜o
mais elevados, enquanto que aos menores valores estimados, os n´ıveis mais baixos. Os
n´ıveis de precipitac¸a˜o mais elevados ocorrem no nono per´ıodo (s8) e os mais baixos no
de´cimo quarto per´ıodo (s13) para ambas as se´ries.
Sendo a tendeˆncia ecsj uma func¸a˜o exponencial, para valores pro´ximos de zero, e´ do tipo
linear. Para valores negativos de c, teremos uma tendeˆncia decrescente. Analogamente,
para c > 0, a func¸a˜o tendeˆncia ecsj e´ uma func¸a˜o crescente. A t´ıtulo de exemplo, fixando
c = 1 e sj = 0.05, o limite em (5.6) implica que a func¸a˜o distribuic¸a˜o ao final deste mesmo
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Per´ıodos xp1(sj) xp2(sj) Per´ıodos xp1(sj) xp2(sj)
1o Periodo 324 478 11o Periodo 445 1343
2o Periodo 378 943 12o Periodo 381 659
3o Periodo 384 974 13o Periodo 345 466
4o Periodo 352 614 14o Periodo 329 403
5o Periodo 376 799 15o Periodo 349 468
6o Periodo 432 1526 16o Periodo 345 446
7o Periodo 419 1228 17o Periodo 368 528
8o Periodo 362 609 18o Periodo 476 1309
9o Periodo 482 2258 19o Periodo 475 1253
10o Periodo 387 742 20o Periodo 431 821
Tabela 5.8: Quantis emp´ıricos sobre os n´ıveis de precipitac¸a˜o para de Bilt, em cada per´ıodo sj ,
com probabilidades p1 = 0.01 e p2 = 0.0001.
Figura 5.12: Quantis emp´ıricos sobre os n´ıveis de precipitac¸a˜o para de Bilt, em cada per´ıodo sj ,
com probabilidade p1 = 0.01.
per´ıodo, e´ aproximadamente igual a e0.05(1− F0(t)), ou seja
1− F0.05(t) ≈ e0.05(1− F0(t)).
A probabilidade de observar um valor superior a t no final do 2o per´ıodo (ao fim de 10 anos)
e´ igual a 1.05 multiplicado pela probabilidade de observar este mesmo valor no instante
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Figura 5.13: Quantis emp´ıricos sobre os n´ıveis de precipitac¸a˜o para de Bilt, em cada per´ıodo sj ,
com probabilidade p2 = 0.0001.
inicial. Sendo assim teremos uma tendeˆncia crescente.
Para a cidade de de Bilt, a estimativa da medida de tendeˆncia e´ ĉ = 0.8, decorrente de
ĉ :=
∑m−1
j=0 sj log
(
1 + γ̂n,k(sj)
Xn−k:n(sj)−Xn−k:n(0)
â0(n/k)
)
γ̂+n,k(sj)
∑m−1
j=0 sj
2
.
onde γ̂n,k(sj) e´ o estimador de γ(sj) = γ, por exemplo, o estimador dos momentos. Adici-
onalmente, γ̂+n,k(sj) e´ o estimador de γ
+(sj) = max (0, γ(sj)), por exemplo, o estimador de
Hill, relativo ao per´ıodo sj:
γ̂+n,k(sj) := M
(1)
k,n =
1
k
k∑
i=1
log (Xn−i+1:n(sj))− log (Xn−k:n(sj)) ,
para j = 0, 1, 2, ... , 19 e k fixado em 25 para todos os per´ıodos sj.
A medida de mudanc¸a do clima para os diferentes per´ıodos sj, avaliada em relac¸a˜o ao
instante inicial, possui a seguinte expressa˜o, va´lida para γ > 0:
V aRp(sj)
V aRp(0)
≡ Qj(sj)
Qj(0)
≡ xp1(sj)
xp1(0)
:= 1 +
â0(
n
k
)
Xn−k:n(0)
eγ̂(sj)csj − 1
γ̂(sj)
,
onde Xn−k:n(0) indica a k-e´sima observac¸a˜o superior no instante inicial (1o per´ıodo), â0(nk )
e´ o estimador para a escala, no instante inicial, associado ao estimador dos momentos
de Dekkers, Einmahl e de Haan, (1989) definido na secc¸a˜o 3.2.3 do cap´ıtulo 3, e γ̂(sj)
e´ o estimador do ı´ndice de valores extremos, obtido em cada per´ıodo sj, pelo primeiro
estimador dos momentos.
Para a cidade de Berlim, verifica-se que a medida de tendeˆncia e´ nula (ĉ = 0), ou seja o
processo e´ estaciona´rio, pelo que na˜o se justifica a aplicac¸a˜o da metodologia aqui descrita.
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Per´ıodos xp1(sj)/xp1(0) Per´ıodos xp1(sj)/xp1(0)
1o periodo 1 11o periodo 1,2173835
2o periodo 1,021054004 12o periodo 1,226633984
3o periodo 1,042184596 13o periodo 1,235590613
4o periodo 1,062637497 14o periodo 1,246503979
5o periodo 1,084108463 15o periodo 1,271862324
6o periodo 1,107433855 16o periodo 1,286738111
7o periodo 1,128428677 17o periodo 1,314556742
8o periodo 1,144622865 18o periodo 1,37522466
9o periodo 1,176891384 19o periodo 1,396274467
10o periodo 1,187950442 20o periodo 1,398076176
Tabela 5.9: Medidas de mudanc¸a do clima para os per´ıodos sj , com k = 25.
Na tabela 5.9 registam-se as medidas de alterac¸a˜o clima´tica, para a cidade de de Bilt,
nos subsequentes per´ıodos, avaliados relativamente ao instante inicial. Pode-se verificar
que, ao longo dos per´ıodos ha´ uma tendeˆncia para o aumento desses valores, o que sugere
um aumento dos n´ıveis de precipitac¸a˜o com o decorrer dos anos. A t´ıtulo de exemplo, se
avaliarmos o valor da medida de mudanc¸a do clima no 5o per´ıodo (s4), podemos dizer que
os n´ıveis de precipitac¸a˜o (ao fim de 25 anos), comparativamente aos do 1o per´ıodo, sa˜o em
8% mais elevados. A mesma ana´lise comparativa pode ser feita para os restantes per´ıodos,
relativamente ao primeiro.
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Cap´ıtulo 6
Conclusa˜o
Ao longo deste trabalho tentou-se demonstrar a utilidade da Teoria de Valores Extremos,
na quantificac¸a˜o do risco de precipitac¸a˜o elevada, no que respeita a` ana´lise da cauda direita
das distribuic¸o˜es, onde a abordagem tradicional baseada no Teorema do Limite Central, se
revela ineficaz sob condic¸o˜es extremas, justificando o uso de me´todos mais sofisticados de
avaliac¸a˜o do risco, num contexto de infereˆncia estat´ıstica em valores extremos.
Ha´, no entanto, que ter em conta o nu´mero de observac¸o˜es consideradas para estimar
a cauda. O nu´mero de excessos de n´ıvel a reter de uma amostra aleato´ria e´ determinado
pelo n´ıvel determinista “u”, fixado segundo a metodologia POT. A escolha do n´ıvel “u” na˜o
e´ trivial, porque dele depende o nu´mero final k (aleato´rio) de observac¸o˜es a serem consi-
deradas. Ao reter muitas observac¸o˜es havera´ uma grande variabilidade nos dados, o que
na˜o e´ deseja´vel dado que provoca um aumento da imprecisa˜o das estimativas associadas ao
paraˆmetro de cauda, e consequentemente das estimativas de quantis elevados. Por outro
lado, se o n´ıvel determinar um reduzido nu´mero de observac¸o˜es, as estimativas podera˜o ser
pouco fia´veis.
Na metodologia Peaks-Over-Threshold (PORT), O n´ıvel interme´dio u = Xn−k:n corres-
ponde a` (k + 1)-e´sima estat´ıstica ordinal descendente e ira´ depender do nu´mero de obser-
vac¸o˜es de topo considerado. Qualquer infereˆncia produzida sobre a cauda da distribuic¸a˜o
subjacente sera´ em func¸a˜o deste nu´mero k.
As abordagens apresentadas encontram-se ainda em fase de desenvolvimento. No caso
da distribuic¸a˜o generalizada de Pareto, em diversas situac¸o˜es o n´ıvel o´ptimo de “u” na˜o e´
claro. A emergeˆncia de um algoritmo adaptativo pode contribuir para a sua determinac¸a˜o.
Ja´ no que se refere a` abordagem semi-parame´trica os me´todos adaptativos de reduc¸a˜o de
vie´s teˆm sido um dos temas de intensa investigac¸a˜o ao longo dos u´ltimos anos.
Na ana´lise aqui considerada, assumiu-se que os n´ıveis dia´rios de precipitac¸a˜o eram in-
dependentes e identicamente distribu´ıdos com func¸a˜o distribuic¸a˜o F pertencente a algum
domı´nio de atracc¸a˜o para ma´ximos. Na realidade essa hipo´tese pode na˜o se verificar. Em
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algumas situac¸o˜es os n´ıveis dia´rios de precipitac¸a˜o podem ter uma tendeˆncia crescente
como se apresenta para a cidade de Bilt em que a estimac¸a˜o e´ realizada com a incorpo-
rac¸a˜o de uma func¸a˜o de tendeˆncia, assumindo portanto a na˜o estacionaridade do processo
ao longo do tempo. A inovac¸a˜o neste trabalho diz precisamente respeito a` incorporac¸a˜o de
uma tendeˆncia em quantis elevados. Define-se uma medida de mudanc¸a do clima. A sua
aplicac¸a˜o sugere a presenc¸a de uma tendeˆncia crescente sobre os valores de precipitac¸a˜o
mais elevada em de Bilt, na Holanda. De um modo geral, em cada mudanc¸a de de´cada, ha´
um aumento de 4% nos valores de precipitac¸a˜o extrema registados em de Bilt.
Para a cidade de Berlim, conclui-se que os maiores valores de precipitac¸a˜o ocorrem em
regime estaciona´rio, ou seja, na˜o foi detectada tendeˆncia significativa.
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