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Abstract
Lower bounds for the Betti numbers for homology groups of racks and quandles will be given
using the quotient homomorphism to the orbit quandles. Exact sequences relating various types
of homology groups are analyzed. Geometric methods of proving non-triviality of cohomology
groups are also given, using virtual knots. The results can be applied to knot theory as the
=rst step towards evaluating the state-sum invariants de=ned from quandle cohomology. c© 2001
Elsevier Science B.V. All rights reserved.
MSC: Primary 55U15; 57M25; secondary 57M27; 55N99
1. Introduction
In [2], the authors and L. Langford introduced a notion of cohomology groups of a
quandle to de=ne a state-sum invariant (the CJKLS invariant) of knotted curves and
knotted surfaces. A similar notion for racks had been de=ned by Fenn et al. [5]. One
of the purposes of this paper is to relate these two homology theories. To this end, we
will de=ne a short exact sequence of chain complexes associated with a quandle and
de=ne three kinds of homology (and cohomology) groups of the quandle. A second
purpose is to give a lower bound on the Betti numbers of the three kinds of homology
groups. This helps us to determine non-triviality of the homology groups of a quandle.
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The lower bound is valid also for a rack if the homology is in the sense of Fenn et al.
[5]. In this case, the methods generalize an idea of Greene [9] called orbit-writhe.
A third purpose is to illustrate geometric techiques that use the CJKLS invariants and
generalize some of Greene’s methods. These techniques will also demonstrate that large
classes of quandles have non-trivial homology. Since one needs non-trivial cocycles to
de=ne the CJKLS invariants, non-triviality of (co)homology groups provides the =rst
step towards obtaining the invariants.
2. Basic notions
A quandle, X , is a set with a binary operation ∗ such that
(I. Idempotency) for any a ∈ X , a ∗ a= a,
(II. Right-invertibility) for any a; b∈X , there is a unique c∈X such that a=c ∗ b, and
(III. Self-distributivity) for any a; b; c∈X , we have (a ∗ b) ∗ c=(a ∗ c) ∗ (b ∗ c), cf. [10].
A rack is a set with a binary operation that satis=es (II) and (III), cf. [4]. A similar
notion is known as an automorphic set, cf. [1].
2.1. Examples of quandles. Any set X with the operation x∗y=x for any x; y ∈ X is a
quandle called the trivial quandle. The trivial quandle of n elements is denoted by Tn.
Any group is a quandle by conjugation as operation. Any subset that is closed under
conjugation is also a quandle. For example, the set, QS(5), of non-identity elements
of the permutation group on three letters is a quandle.
Let n be a positive integer. For elements i; j ∈ {0; 1; : : : ; n− 1}, de=ne i ∗ j = 2j − i
where the sum on the right is reduced mod n. Then ∗ de=nes a quandle structure
called the dihedral quandle, Rn. This set can be identi=ed with the set of reJections
of a regular n-gon with conjugation as the quandle operation.
Any  = Z[T; T−1]-module M is a quandle with a ∗ b = Ta + (1 − T )b, a; b ∈ M ,
called an Alexander quandle. Furthermore for a positive integer n, a mod-n Alexander
quandle Zn[T; T−1]=(h(T )) is a quandle for a Laurent polynomial h(T ). The mod-n
Alexander quandle is =nite if the coeLcients of the highest and lowest degree terms
of h are ±1.
See [1,4,10], or [12] for further examples.
2.2. Homomorphisms and orbits. A function f : X → Y between quandles or racks is
a homomorphism if f(a∗b)=f(a)∗f(b). Given a quandle homomorphism, f, de=ne
for x ∈ X ,
Ex = [x] = {y ∈ X |f(x) = f(y)}= f−1(f(x)):
The set Ex is called the equalizer of x; it is a subquandle of X . The equalizers form a
partition or equivalence relation ≡ on X . Clearly, X= ≡ is a quandle isomorphic to the
image of f. If f is surjective, then the quandle Y is said to be a quotient quandle.
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Let X denote a quandle. From Axiom II, each element b ∈ X de=nes a bijection
S(b) : X → X with aS(b)=a∗b. The bijection is an automorphism by Axiom III. For a
word w=b11 : : : b
n
n where b1; : : : ; bn ∈ X ; 1; : : : ; n ∈ {±1}, we de=ne a∗w=aS(w) by
aS(b1)1 : : : S(bn)n . An automorphism of X is called an inner-automorphism of X if it
is S(w) for a word w. (The notation S(b) follows Joyce’s paper [10] and a ∗w (=aw)
follows Fenn–Rourke [4].)
We de=ne a relation on X by a ∼ b if a is mapped to b by an inner-automorphism
of X . The relation ∼ is an equivalence relation. The orbit of a ∈ X is the equivalence
class of a, which is denoted by Orb(a). The set of equivalence classes of X by ∼ is
denoted by Orb(X ). When we regard Orb(X ) as a trivial quandle, the projection map
 : X → Orb(X ) is a quandle homomorphism. In this case, Orb(X ) is called the orbit
quandle of X .
For a ∈ X , the weak orbit [10] of a is {f(a)|f is an automorphism of X }. The orbit
of a is {f(a)|f is an inner-automorphism of X }. A quandle is weakly homogeneous
[10] if it has only one weak orbit. A quandle is homogeneous if is has only one orbit.
A quandle homomorphism f : X → Y is said to be locally homogeneous if each
equalizer, Ea is a homogenous quandle.
Lemma 2.3. Let h : X → Y be a homomorphism.
(1) If a; b ∈ X are in the same orbit; then Ea and Eb are isomorphic.
(2) If h is surjective and Y is homogeneous; then for any a; b ∈ X the subquandles
Ea and Eb are isomorphic.
Proof. We prove (2); a simliar argument gives (1). Let a; b ∈ X , let x = f(a) and
y = f(b). Since Y is homogeneous there is a word, w, in the free group on Y such
that x= y ∗w. Say w= y11 · · ·ynn . Choose preimages xi for each of the yi, and de=ne
a word v= x11 · · · xnn in the free group on X . Then the inner automorphism x → x ∗ v
de=ned on X when restricted to Ea is an isomorphism onto Eb.
3. Homology and cohomology
Let CRn (X ) be the free abelian group generated by n-tuples (x1; : : : ; xn) of elements
of a rack=quandle X . De=ne a homomorphism @n : CRn (X )→ CRn−1(X ) by
@n(x1; x2; : : : ; xn)
=
n∑
i=2
(−1)i[(x1; x2; : : : ; xi−1; xi+1; : : : ; xn)
−(x1 ∗ xi; x2 ∗ xi; : : : ; xi−1 ∗ xi; xi+1; : : : ; xn)] (1)
for n ≥ 2 and @n = 0 for n ≤ 1. Then CR∗ (X ) = {CRn (X ); @n} is a chain complex.
Let CDn (X ) be the subset of C
R
n (X ) generated by n-tuples (x1; : : : ; xn) with xi = xi+1
for some i ∈ {1; : : : ; n − 1} if n ≥ 2; otherwise let CDn (X ) = 0. If X is a quandle,
then @n(CDn (X ))⊂CDn−1(X ) and CD∗ (X )={CDn (X ); @n} is a sub-complex of CR∗ (X ). Put
138 J.S. Carter et al. / Journal of Pure and Applied Algebra 157 (2001) 135–155
CQn (X )=CRn (X )=C
D
n (X ) and C
Q
∗ (X )={CQn (X ); @′n}, where @′n is the induced homomor-
phism. Henceforth, all boundary maps will be denoted by @n.
For an abelian group G, de=ne the chain and cochain complexes
CW∗ (X ;G) = C
W
∗ (X )⊗ G; @= @⊗ id; (2)
C∗W(X ;G) = Hom(C
W
∗ (X ); G); =Hom(@; id) (3)
in the usual way, where W = R if X is a rack, or one of D, R, Q if X is a quandle.
De#nition 3.1. The nth rack homology group and the nth rack cohomology group [5]
of a rack=quandle X with coeLcient group G are
HRn (X ;G) = Hn(C
R
∗ (X ;G)); H
n
R(X ;G) = H
n(C∗R(X ;G)): (4)
The nth degeneration homology group and the nth degeneration cohomology group of
a quandle X with coeLcient group G are
HDn (X ;G) = Hn(C
D
∗ (X ;G)); H
n
D(X ;G) = H
n(C∗D(X ;G)): (5)
The nth quandle homology group and the nth quandle cohomology group [2] of a
quandle X with coeLcient group G are
HQn (X ;A) = Hn(C
Q
∗ (X ;G)); H
n
Q(X ;A) = H
n(C∗Q(X ;G)): (6)
The homology group of a rack in the sense of Fenn et al. [5] is HRn (X ;G) and the
cohomology of a quandle used in [2] is HnQ(X ;A). Refer to Fenn et al. [5,6], Flower
[7] and Greene [9] for some calculations and applications of the rack homology groups,
and to Carter et al. [2,3] for those of quandle cohomology groups.
The cycle and boundary groups (resp. cocycle and coboundary groups) are denoted
by ZWn (X ;G) and B
W
n (X ;G) (resp. Z
n
W(X ;G) and B
n
W(X ;G)), so that
HWn (X ;G) = Z
W
n (X ;G)=B
W
n (X ;G); H
n
W(X ;G) = Z
n
W(X ;G)=B
n
W(X ;G);
where W is one of D, R, Q. We will omit the coeLcient group G if G =Z as usual.
We denote by #Wn (X ) the Betti numbers of X determined by the homology group
HWn (X ).
Lemma 3.2. If X = Xm is a 9nite rack of m elements; then the ranks of the free
abelian groups CDn (X ), C
R
n (X ); C
Q
n (X ) are given by
rankCDn (Xm) = an; rankC
R
n (Xm) = m
n; rankCQn (Xm) = bn; (7)
where an + bn = mn and bn = m(m− 1)n−1 for n ≥ 1.
Proof. We prove that
a1 = 0; an = (m− 1)an−1 + mn−1 (n ≥ 2); (8)
by induction on n. By de=nition, CD1 (X ) = 0 and a1 = 0. The number of n-tuples
(x1; : : : ; xn) with xn−1=xn is mn−1. By induction hypothesis, the number of (n−1)-tuples
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(x1; : : : ; xn−1) with xi = xi+1 for some i is an−1. So the number of n-tuples (x1; : : : ; xn)
such that xi = xi+1 for some i and xn−1 = xn is an−1 × (m − 1). Thus we have
an = (m− 1)an−1 + mn−1 for n ≥ 2. By de=nition we have bn = mn − an and hence
b1 = m; bn = (m− 1)bn−1 (n ≥ 2): (9)
Solving this recursion, we have bn = m(m− 1)n−1 for n ≥ 1.
For example,
rankCDn (X2) = 2
n − 2; rankCRn (X2) = 2n; rankCQn (X2) = 2: (10)
Thus, in general, calculation of the quandle homology of a =nite quandle is easier than
calculation of the rack homology if one calculates them directly from the de=nition.
Let f : X → Y be a rack homomorphism. It induces a chain map f] : CW∗ (X ) →
CW∗ (Y ) in the natural way, and homomorphisms f∗ : H
W
n (X ;G) → HWn (Y ;G) and
f∗ : HnW(Y ;G) → HnW(X ;G), where W = R if X; Y are racks, or one of D, R, Q if
X; Y are quandles. They are called the homomorphisms induced from f.
Proposition 3.3 (Basic homology long exact sequence). If X is a quandle; there is a
long exact sequence
· · · @∗→HDn (X ;G) i∗→HRn (X ;G)
j∗→HQn (X ;G) @∗→HDn−1(X ;G)→ · · · (11)
which is natural with respect to homomorphisms induced from quandle homomor-
phisms.
Proof. For each n the following short exact sequence is split:
0→ CDn (X ) i→CRn (X )
j→CQn (X )→ 0: (12)
So we have an exact sequence of chain complexes
0→ CD∗ (X )⊗ G i→CR∗ (X )⊗ G
j→CQ∗ (X )⊗ G → 0 (13)
that induces the long exact sequence on homology.
Proposition 3.4 (Universal coeLcient theorem). There exist split exact sequences
0→ HWn (X )⊗ G → HWn (X ;G)→ Tor(HWn−1(X ); G)→ 0; (14)
0→ Ext(HWn−1(X ); G)→ HnW(X ;G)→ Hom(HWn (X ); G)→ 0; (15)
where W=R if X is a rack; or one of D; R; Q if X is a quandle.
Proof. Since {CWn (X )} is a chain complex of free abelian groups, we have the result.
By the universal coeLcient theorem, it is suLcient to know the homology groups
with integer coeLcients. So we will investigate the basic homology long exact sequence
with G = Z.
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Henceforth, we will be concerned with the case in which X is a quandle so that the
chain complex CD∗ (X ) is de=ned.
Example 3.5. (1) Let R3 be the dihedral quandle of three elements. By a direct cal-
culation from the de=nition, we have
HQ1 (R3) = Z; H
Q
2 (R3) = 0: (16)
Thus, we have that
HQ2 (R3;G) = 0; H
2
Q(R3;G) = 0 (17)
for any coeLcient group G.
(2) Let R4 be the dihedral quandle of four elements. By a direct calculation from
the de=nition, we have
HQ1 (R4) = Z
2; HQ2 (R4) = Z
2 ⊕ (Z2)2: (18)
Thus, we have that
HQ2 (R4;Z2) = (Z2)
4; H 2Q(R4;Z2) = (Z2)
4 (19)
and
HQ2 (R4;Zm) = (Zm)
2; H 2Q(R4;Zm) = (Zm)
2 (20)
for any positive odd integer m.
3.6 Trivial quandle. Let Tm be the trivial quandle with m (¡∞) elements. Since @n :
CRn (Tm) → CRn−1(Tm) is the 0-map, the boundary operators @∗ in the basic homology
long exact sequence (with G=Z) are 0-maps and it is decomposed into the short exact
sequences
0→ HDn (Tm)→ HRn (Tm)→ HQn (Tm)→ 0 (21)
which are identi=ed with the short exact sequences
0→ CDn (Tm)→ CRn (Tm)→ CQn (Tm)→ 0: (22)
In particular, we have
#Dn (Tm) = an; #
R
n (Tm) = m
n; #Qn (Tm) = bn; (23)
where an and bn are as before.
For simplicity, we assume that |Orb(X )|= m¡∞ in what follows.
Let  : X → Orb(X ) = Tm be the projection from a quandle X to its orbit quandle
identi=ed with Tm. From the naturality of the basic homology long exact sequence, we
have a commutative diagram
· · · @∗→ HDn (X ) i∗→ HRn (X )
j∗→ HQn (X ) @∗→ · · · ;
↓ ↓ ↓
0 → HDn (Tm) i∗→ HRn (Tm)
j∗→ HQn (Tm) → 0;
(24)
where the vertical maps are the induced homomorphisms ∗.
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Remark 3.7 (Orbit–Writhe). Let  : X → Orb(X ) = Tm be the projection from a
quandle X to its orbit quandle. CRn (Tm) is freely generated by n-tuples !=(!1; : : : ; !n)
of elements of Tm = Orb(X ). Let ! be one of the generators, and let p! : HRn (Tm) =
CRn (Tm)→ Z be the projection to the factor generated by !. The composition p!◦∗ :
HRn (X )→ Z or ZRn (X )→ HRn (X )→ Z is the !-orbit writhe in the sense of Greene [9].
Proposition 3.8. For a quandle X; HD1 (X ) = 0. H
R
1 (X ) and H
Q
1 (X ) are free abelian
groups of rank m= |Orb(X )|.
Proof. By de=nition, HD1 (X )=H
D
0 (X )=0 for any quandle X . By the basic homology
long exact sequence, HR1 (X ) is isomorphic to H
Q
1 (X ). The cycle group Z
R
1 (X ) is freely
generated by elements of X , and the boundary group BR1 (X ) is generated by the images
@2((x; y)) = (x)− (x ∗ y) for all pairs (x; y) of the elements of X . Therefore if x ∼ y,
then [x]=[y] in HR1 (X ). Hence H
R
1 (X ) is generated by {[x!] |! ∈ Orb(X )}, where x!
is a representative of an orbit ! in Orb(X ). In diagram (24) with n=1, HR1 (Tm) is the
free abelian group generated by {[!] |! ∈ Orb(X ) = Tm}, and ∗ : HR1 (X )→ HR1 (Tm)
maps [x!] to [!]. Therefore ∗ : HR1 (X )→ HR1 (Tm) is an isomorphism.
Proposition 3.9. For a quandle X; HD2 (X ) is a free abelian group of rank m =
|Orb(X )|. The boundary operator @∗ : HQ3 (X ) → HD2 (X ) is the 0-map. Hence the
basic homology long exact sequence has a short exact factor
0→ HD2 (X ) i∗→HR2 (X )
j∗→HQ2 (X )→ 0: (25)
Proof. ZD2 (X )=C
D
2 (X ), which is generated by (x; x) for all x ∈ X . BD2 (X ) is generated
by @3((x; x; y)) =−(x; x) + (x ∗ y; x ∗ y) and @3((x; y; y)) =−(x ∗ y; y) + (x ∗ y; y) for
all x; y ∈ X . If x ∼ y, then [x; x] = [y; y] in HD2 (X ). Therefore HD2 (X ) is generated by
{[x!; x!] |! ∈ Orb(X )}, where x! is a representative of an orbit !. Since HD2 (Tm) is the
free abelian group generated by {[!;!] |! ∈ Orb(X )=Tm}, we see that ∗ : HD2 (X )→
HD2 (Tm) is an isomorphism. Thus H
D
2 (X ) is a free abelian group of rank m= |Orb(X )|.
In general, from diagram (24), we see that Ker[i∗ : HDn (X ) → HRn (X )] is contained
in Ker[∗ : HDn (X ) → HDn (Tm)]. Therefore, we have that i∗ : HD2 (X ) → HR2 (X ) is
injective and hence @∗ : H
Q
3 (X )→ HD2 (X ) is the 0-map. Since @∗ : HQ2 (X )→ HD1 (X )
is the 0-map, we have the short exact sequence.
Example 3.10. Let X = Rk be the dihedral quandle of k elements. Suppose that k is
an odd integer. Then |Orb(Rk)|= 1. Thus
0 → HD2 (X ) i∗→ HR2 (X )
j∗→ HQ2 (X ) → 0;
↓∼= ↓ ↓
0 → HD2 (T1) i∗→ HR2 (T1)
j∗→ HQ2 (T1) → 0:
|| || ||
Z = Z 0
(26)
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Greene proved that HR2 (X ) is generated by [(0; 0)] by a geometric argument, and the
order is in=nite by using the !-orbit where ! is the generator of HR2 (T1). Hence
we have that HQ2 (X ) = 0. Conversely if we know that H
Q
2 (X ) = 0, then we have
HR2 (X ) = Z.
3.11 Conjecture. In the basic homology long exact sequence for any quandle X;
the boundary operators @∗ : H
Q
n (X ) → HDn−1(X ) are 0-maps. Thus; the sequence is
decomposed into short exacts
0→ HDn (X ) i∗→HRn (X )
j∗→HQn (X )→ 0: (27)
Notice that the conjecture is stated for quandles, and not for racks, as the groups
HDn (X ) are de=ned only for quandles. The conjecture is related to cancelations of
branch points for oriented knottings.
We de=ne an index S(X ) of X by the minimum integer n such that @∗ : H
Q
n (X )→
HDn−1(X ) is not the 0-map (if there exist no such integers n, then S(X ) =∞). The
conjecture is that S(X ) =∞ for any =nite quandle X .
By a computer calculation (using MATHEMATICA), we have that S(R3)¿ 6, S(R4)¿ 5,
S(R5)¿ 4, S(QS(5))¿ 4, etc. where QS(5) is the quandle of non-identity permu-
tations on three letters. Our program enumerates the set of cycles and boundaries
for =nite quandles, and performs the desired linear algebra. However, for quandles
with a large number of elements, the program often takes longer than our patience
allows.
4. Lower bounds for Betti numbers
Theorem 4.1. Let  : X → Orb(X ) = Tm be the projection from a quandle X to its
orbit quandle. If X is 9nite or if there is a homomorphism s : Tm → X with ◦ s=id;
Then
#Dn (X ) ≥ an; #Rn (X ) ≥ mn; #Qn (X ) ≥ bn; (28)
where an and bn are as before.
If Orb(X ) is in9nite; then #Wn (X ) is in9nite for W=D; Q; or R provided either of
the following conditions is satis9ed: (1) each ! ∈ Orb(X ) is 9nite; or (2) there is a
homomorphism s : Orb(X )→ X with  ◦ s= id.
Before proving this theorem, we give some remarks here.
(1) The inequalities of the theorem are best possible; namely, for any n, there is a
quandle X such that the equalities hold. Actually, the trivial quandle Tm is such
an example.
(2) In case ∗ is not surjective, the cokernel has a meaning. Our proof of the theorem
gives information on the cokernel that will be treated later.
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(3) Consider X = R× T2 as a quandle with
(a; i) ∗ (b; j) =
{
(2b− a; i) if i = j;
(a; i) if i = j:
Then this is a quandle with Orb(X )= T2 and with s(j)= (0; j). In this case  ◦ s= id.
So the theorem applies to this in=nite quandle.
Suppose that each ! ∈ Orb(X ) is a =nite set, and let X → Orb(X ) be the projection.
For an n-tuple ! = (!1; : : : ; !n) of elements of Orb(X ), de=ne an element TR(!) ∈
CRn (X ) by
TR(!) =
∑
xj∈!j ( j=1;:::; n)
(x1; : : : ; xn); (29)
where xj runs over !j for each j = 1; : : : ; n.
Suppose that an n-tuple !=(!1; : : : ; !n) of elements of Orb(X ) has the property that
!i =!i+1 for some i ∈ {1; : : : ; n− 1}. There may be many such indices i, so we pick
a particular one, i0, such that !i0 = !i0+1, and de=ne an element T
D(!; i0) ∈ CDn (X )
by
TD(!; i0) =
∑
xj∈!j ( j=1;:::; n); xi0=xi0+1
(x1; : : : ; xn); (30)
where xj runs over !j for each j (j = 1; : : : ; n) under the condition xi0 = xi0+1.
Lemma 4.2. (1) TR(!) ∈ ZRn (X ).
(2) TD(!; i0) ∈ ZDn (X ).
Proof. (1) If n= 1, it is obvious. So we assume n ≥ 2.
@n(TR(!))
=
∑
xj∈!j ( j=1;:::; n)
@n(x1; : : : ; xn)
=
∑
xj∈!j ( j=1;:::; n)
[
n∑
i=2
(−1)i[(x1; x2; : : : ; xi−1; xi+1; : : : ; xn)
− (x1 ∗ xi; x2 ∗ xi; : : : ; xi−1 ∗ xi; xi+1; : : : ; xn)]
]
=
n∑
i=2
(−1)i

 ∑
xj∈!j ( j=1;:::; n)
[(x1; x2; : : : ; xi−1; xi+1; : : : ; xn)
− (x1 ∗ xi; x2 ∗ xi; : : : ; xi−1 ∗ xi; xi+1; : : : ; xn)]
]
: (31)
Since S(xi) |!j : !j → !j is a bijection, there is a bijection between the sets
{(x1; x2; : : : ; xi−1; xi+1; : : : ; xn)| xj ∈ !j (j = 1; : : : ; n)}
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and
{(x1 ∗ xi; x2 ∗ xi; : : : ; xi−1 ∗ xi; xi+1; : : : ; xn)|xj ∈ !j (j = 1; : : : ; n)}:
Thus the sum is zero.
(2) is proved by the same calculation.
4.3 Proof of Theorem 4.1. In the second case, the induced homomorphism s∗ :
HWn (Tm) → HWn (X ) is the right inverse of ∗ : HWn (X ) → HWn (Tm). By (23), we
have the inequalities.
In the =rst case, HRn (Tm)=C
R
n (Tm) is a free abelian group generated by the n-tuples
! = (!1; : : : ; !n). Divide the generator set, GR, of CRn (Tm) into two subsets GD and
GQ as follows: GD consists of n-tuples != (!1; : : : ; !n) such that !i =!i+1 for some
i, and GQ is the complement. For each generator ! ∈ GD, =x an element TD(!; i0) ∈
ZRn (X ); for each generator ! ∈ GQ, consider the element TR(!) ∈ ZRn (X ). Obviously,
∗(TD(!; i0))=(
∏n
j=1 |!j|)=|!i|!, and ∗(TR(!))=(
∏n
j=1 |!j|)!. De=ne a homomor-
phism T : HRn (Tm)→ HRm (X ) by
T (!) =
{
TD(!; i0) if ! ∈ GD;
TR(!) if ! ∈ GR :
Then ∗ ◦ T : HRn (Tm) → HRn (Tm) maps each generator in GD (resp. GQ) to itself
multiplied by (
∏n
j=1 |!j|)=|!i| (resp.
∏n
j=1 |!j|). Thus the image of T is a free abelian
group in HRn (X ) of rank m
n. Thus we have #Rn (X ) ≥ mn.
HDn (Tm) is a subgroup of H
R
n (Tm) generated by GD. By Lemma 4.2, the image of
the restriction of T to HDn (Tm), which is a free abelian group of rank an, is contained
in HDn (X ). Thus we have #
D
n (X ) ≥ an.
The image of the restriction of T to the subgroup of HRn (Tm) generated by GQ is a
free abelian group in HRn (X ) of rank bn. Since the subgroup of H
R
n (Tm) generated by
GQ is mapped identically to H
Q
n (Tm), there is a free abelian group in H
Q
n (X ) of rank
bn. Thus we have #
Q
n (X ) ≥ bn.
In case the orbit quandle is an in=nite trivial quandle, the ranks of all the homology
groups are in=nite. The proof above shows that the ranks of the homology groups of
X are bounded below by the ranks of the homology groups of the trivial quandle.
Corollary 4.4. Let Rk be the dihedral quandle of k elements.
(1) If k is even; then
#Dn (Rk) ≥ 2n − 2; #Rn (Rk) ≥ 2n; #Qn (Rk) ≥ 2: (32)
In particular; HQn (Rk ;G) = 0 and HnQ(Rk ;G) = 0 for any coe<cient group G.
(2) If k is odd; then
#Dn (Rk) ≥ 1; #Rn (Rk) ≥ 1: (33)
Proof. If k is even, then |Orb(Rk)|= 2. If k is odd, then |Orb(Rk)|= 1. By Theorem
4.1 and the universal coeLcient theorem, we have the result.
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By a MATHEMATICA calculation, we have
#D2 (R4) = 2; #
R
2 (R4) = 4; #
Q
2 (R4) = 2; (34)
#D3 (R4) = 6; #
R
3 (R4) = 8; #
Q
3 (R4) = 2: (35)
Thus the lower bounds in the corollary (or Theorem 4.1) are the best possible.
5. The cokernel of ∗
Suppose the quandle X is =nite. Let X → Orb(X ) = Tm be the projection. For an
n-tuple ! = (!1; : : : ; !n) where !j ∈ Orb(X ); =x a representative xn ∈ !n. De=ne
TR(!; xn) =
∑
xj∈!j ( j=1;:::; n−1)
(x1; : : : ; xn): (36)
The sum runs over xj ∈ !j for each j = 1; : : : ; n − 1. Then T (!; xn) is an element of
CRn (X ).
Similarly, when != (!1; : : : ; !n) and !j ∈ Orb(X ) is such that !i =!i+1 for some
i ∈ {1; : : : ; n− 1}; we =x representative xn ∈ !n. De=ne
TD(!; i0; xn) =
∑
xj∈!j ( j=1;:::; n−1); xi0=xi0+1
(x1; : : : ; xn); (37)
where the sum runs over xj ∈ !j such that xi0 =xi0+1 and xn is =xed. Then TD(!; i0; xn)
is an element of CDn (X ).
By the same argument as in the proof of Lemma 4.2, we see that
(1) TR(!; xn) ∈ ZRn (X ),
(2) TD(!; i0; xn) ∈ ZDn (X ).
In the proof of Theorem 4.1, we may consider a homomorphism T ′ : HRn (Tm) →
HRn (X ), instead of T , such that
T ′(!) =
{
TD(!; i0; xn) if ! ∈ GD;
TR(!; xn) if ! ∈ GR :
Then ∗ ◦ T ′ : HRn (Tm) → HRn (Tm) maps each generator in GD (resp. GQ) to itself
multiplied by (
∏n−1
j=1 |!j|)=|!i| (resp.
∏n−1
j=1 |!j|). The cokernel of ∗ : HWn (X ) →
HWn (Tm) is generated by GD; GR = GD ∪ GQ, or GQ, according to W is D; R or Q.
If ! is in GD, its order in Coker[∗ : HWn (X ) → HWn (Tm)] (W = D;R) is =nite and
divides (
∏n−1
j=1 |!j|)=|!i|. If ! is in GQ, its order in Coker[∗ : HWn (X ) → HWn (Tm)]
(W =R;Q) is =nite and divides
∏n−1
j=1 |!i|. Here we assume that a trivial element has
order 1. Therefore we have the following.
Proposition 5.1. Let  : X → Orb(X ) = Tm be the projection from a 9nite quandle
X to its orbit quandle. The cokernel of ∗ : HWn (X ) → HWn (Tm) is 9nite. The order
of each generator [!] in Coker[∗ : HWn (X ) → HWn (Tm)] divides (
∏n−1
j=1 |!j|)=|!i| if
! ∈ GD or
∏n−1
j=1 |!i| if ! ∈ GQ.
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We abbreviate Coker[∗ : HWn (X ) → HWn (Tm)] to CokerWn (X ). For R4, |Orb(0)| =
|Orb(1)| = 2. If n = 2, then GD = {(!0; !0); (!1; !1)} and GQ = {(!0; !1); (!1; !0)},
where !i =Orb(i). By Proposition 5.1, we have that order(!0; !0)=order(!1; !1)=1
and that order(!1; !0) and order(!0; !1) are 1 or 2. Thus
CokerD2 (R4) = 0; Coker
R
2 (R4) = (Z2)
k ; CokerQ2 (R4) = (Z2)
k (38)
for some k ∈ {0; 1; 2}. By a MATHEMATICA calculation, we have
CokerD2 (R4) = 0; Coker
R
2 (R4) = (Z2)
2; CokerQ2 (R4) = (Z2)
2: (39)
6. Quandle (co)homology and virtual knots
A virtual knot (diagram) [11] is a generically immersed oriented 1-manifold in the
plane together with the following three types of crossing information at double points.
First, there are two types, positive and negative, crossings with over-under information
as in the classical knot theory. The under-path is broken into two arcs. The left and
the middle pictures of Fig. 1 depict positive and negative crossings, respectively. (The
labels and the expression , will be used later.) The right of the =gure depicts a crossing
of the third type, called a virtual crossing, at which there is no over-under information.
Two virtual knot diagrams are equivalent if the diagrams are related by a sequence
of Reidemeister moves depicted in Fig. 2, and ambient isotopy of the plane. A virtual
knot is an equivalence class of a virtual knot diagram.
At crossings of a virtual knot, the under-arc is broken. The diagram consists of
immersed arcs that end at the crossing points; these arcs are called over-arcs of a
virtual knot.
A color (or coloring) on a virtual knot diagram is a function C : R→ X , where X is
a =xed quandle and R is the set of over-arcs satisfying the condition depicted in the top
of Fig. 3. In the top of Fig. 3, the over-arc, r, near a crossing has color C(r)=y ∈ X .
The under-arcs are called r1 and r2 from top to bottom; they are colored C(r1) = x
and C(r2) = x ∗ y. Note that locally the colors do not depend on the orientation of the
under-arc.
Assume that a =nite quandle X is given. Pick a quandle 2-cocycle , ∈ Z2Q(X;G);
and write the coeLcient group, G, multiplicatively. Consider a non-virtual crossing in
the diagram. For each coloring of the diagram, evaluate the 2-cocycle on the quandle
Fig. 1. Three types of crossings of virtual knots.
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Fig. 2. Reidemeister moves for virtual knots by KauPman.
Fig. 3. Colors at a crossing.
colors that appear near the crossing as described as follows: The =rst argument is the
color on the under-arc away from which the normal to the over-arc points. The second
argument is the color on the over-arc (see Fig. 3).
Let . denote a non-virtual crossing, let (.) denote its sign, and let C denote a
coloring. When the colors of the arcs are as described above, the (Boltzmann) weight
of a crossing is B(.;C) = ,(x; y)(.).
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The partition function, or a state-sum, is the expression
/,(K) =
∑
C
∏
.
B(.;C):
The product is taken over all crossings of the given diagram, and the sum is taken
over all possible colorings. The state-sum is a function that associates to a virtual knot
K and a G-valued 2-cocycle , ∈ Z2(X ;G) an element /,(K) ∈ Z[G]. In fact, the
value is in the group “rig” N[G].
By checking the equivalence relations we obtain
Proposition 6.1. The state-sum is invariant under equivalence relations for virtual
knots; thus de9nes invariants /,(K).
Proposition 6.2. If /, and /,′ denote the state-sum invariants de9ned from cohomol-
ogous 2-cocycles , and ,′ then /, =/,′ (so that /,(K) =/,′(K) for any classical
knot; or virtual knot). In particular; the state-sum is equal to the number of color-
ings of a given knot diagram if the 2-cocycle used for the Boltzmann weight is a
coboundary.
Remark 6.3. The de=nition of colors and the above propositions naturally generalize
those in [2], stated for classical knots, to virtual knots. The state-sum invariants are
de=ned also for knotted surfaces in 4-space in [2] and studied in [3]. For surfaces,
3-cocycles are used as Boltzmann weights assigned to triple points on projections.
Virtual knots can also be de=ned in higher dimensions. A detailed study of these will
be presented in a forthcoming paper.
We use the notion of linking numbers of virtual links [8] in the next section for
construction of examples. Let L = K1 ∪ K2 be a virtual link, where Ki (i = 1; 2) are
distinct components. Let P and N be the numbers of positive and negative, respectively,
crossing of L such that at the crossings K1 goes over K2. De=ne the virtual linking
number vlk(K1; K2) = P − N .
Lemma 6.4. For any prescribed integers nij; i; j=1; : : : ; k; there is a virtual link L=
K1 ∪ · · · ∪ Kk such that vlk(Ki; Kj) = nij.
Proof. Consider a virtual Hopf link H± = K1 ∪ K2, the Hopf link diagram with one
±-crossing respectively and one virtual crossing (Fig. 4). If the =rst component goes
over the second, vlk(K1; K2) = ±1 and vlk(K2; K1) = 0. The result follows by taking
appropriate connected sum of copies of these.
Proposition 6.5. The cocycle invariants with trivial quandles Tn depends only on the
virtual linking numbers.
Proof. The colors are constant on each component. Any cocycle is written as a product
of characteristic functions 4(i; j), so the state-sum is described by vlk.
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Fig. 4. Negative and positive virtual Hopf links.
7. Applications to quandle (co)homology
Let  : X → Y be a surjective quandle homomorphism. Since Y is generally smaller,
we try to use the information we already have for (co)homology groups of Y to obtain
new information for those of X . Here, we apply this technique to a variety of quandles.
The coeLcients of the (co)homology groups are Z unless otherwise speci=ed.
Proposition 7.1. Let a virtual knot or link diagram K be colored by a quandle X .
Then K represents a 2-cycle in ZW2 (X ) where W=R or Q.
Proof. Consider a (non-virtual) crossing of K . Then the colors (x; y) that are adjacent
to the crossing represent a chain. As usual, x is the color on the under-arc away from
which the normal to the over crossing points, and y is the color on the over-arc. We
de=ne the sign of such a chain to be the sign of the crossing. The sum of these signed
chains (taken over all crossings) is clearly a cycle.
Theorem 7.2. Let X =Z[T; T−1]=(h(T )) be an Alexander quandle where h is a poly-
nomial with h(1)= 0; T∞=Z be the trivial quandle; and  :X → T∞ be the quandle
homomorphism de9ned by (f(T )) = f(1). Then the homomorphisms ∗ :H
Q
2 (X )→
HQ2 (T∞) and 
∗ :H 2Q(T∞) → H 2Q(X ) are not 0-maps. In particular; HQ2 (X ) = 0 =
H 2Q(X ).
Proof. Let a quandle X with h(1) = 0 be given. Let ] :Z2(T∞)→ Z2(X ) denote the
homomorphism induced by the projection  :X → T∞. We will show that there is a
virtual link L (depicted in Fig. 5) such that (1) L has a non-trivial coloring with X ,
and (2) the coloring contributes a non-trivial t-term to the state-sum with the cocycle
](4(a;b)) for some a; b ∈ T∞, where 4 denotes the characteristic function:
4x(y) =
{
1 if x = y;
0 if x = y:
Hence by Proposition 6.2, ](4(a;b)) is not a coboundary, and ∗ :H 2Q(T∞) → H 2Q(X )
is not the 0-map.
Let h(T ) = c0 +
∑k
i=1 ciT
mi be a polynomial such that ci = 0 for i = 1; 2; : : : ; k
and {mi}ki=1 is a strictly increasing sequence of positive integers. Then any polynomial
h(T ) with h(1)=0 can be written as such a polynomial if and only if ck =−
∑k−1
i=0 ci.
Let nk = m1, and for i = 1; 2; : : : ; k − 1, let nk−i = mi+1 − mi.
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Fig. 5. A family of virtual links.
In the quandle X =Z[T; T−1]=h(T ) where h(T )=c0+
∑k
i=1 ciT
mi and h(1)=0, de=ne
elements b0; b1; : : : ; bk , and b′0; : : : ; b
(k)
0 , as follows. Let
b0 = 0
for j = 0; : : : ; k − 1 de=ne
bk−j =
j∑
t=0
cj;
let
b′0 = T
n1b0 + (1− Tn1 )b1
and
b(i)0 = T
nib(i−1)0 + (1− Tni)bi:
Then
b(k)0 = bk +
k∑
i=1
(bk−i − bk−i+1)
and for i= 1; 2; : : : ; k − 1, we have bk−i − bk−i+1 = ci and b1 =−ck . Thus b(k)0 = h(T ).
We can use these elements to color the virtual link that is depicted in Fig. 5 as
indicated in the =gure. Here are the details. The link consists of k + 1 unknotted
components. The main component K0 in the bottom of the =gure is colored on its
left most arc by b0. Each of the components Kj is colored with bj for j = 1; : : : ; k.
The crossings between K0 and Kj consist of a sequence of nj positive crossings each
followed by a virtual crossing. Thus v‘k(Kj; K0) = nj for j = 1; : : : ; k. The colors on
the upper arcs of K0 can be determined by the quandle rule x ∗ y= Tx+ (1− T )y. In
particular, the colors on the intermediate arcs are b( j)0 .
Now consider the 2-cocycle ](4(0; b1)). Since the homomorphism 
] :Z2(T∞) →
Z2(X ) is induced by the projection (f) =f(1), the term
∏
. B(.;C) in the state-sum
induced by this coloring is tx where x is at least v‘k(K1; K0). Thus tx is not an integer,
and the invariant for this link is non-trivial. This completes the proof that ∗ is not
the 0-map.
The above coloring of L by X determines a 2-cycle 7 in ZQ2 (X ) as in the preceding
proposition. The 2-cycle ](7) is represented by the same link L with the colors taken
mod (T − 1), i.e., the colors with substitution T = 1. There are crossings in L with
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diPerent colors (a; b); a = b ∈ T∞ after substitution T = 1. Therefore ](7) is not a
boundary in ZQ2 (T∞); so 7 is non-trivial in H
Q
2 (X ), and ∗ :H
Q
2 (X )→ HQ2 (T∞) is not
the 0-map.
Theorem 7.3. Let X and Y be quandles. Suppose there exists  :X → Y; a surjective
homomorphism that is locally homogeneous; and there is a link L and a cocycle ,
in Z2Q(Y ;G) such that /,(L) is non-trivial. Then H
2
Q(X ;G) = 0.
Proof. Let L be the link such that /,(L) is non-trivial (i.e., not an integer). To prove
H 2Q(X;G) = 0, it is suLcient to show that there is a (virtual) link K , a cocycle  ∈
Z2Q(X;G), and a color C such that
∏
. B(.;C), the state-sum term for K associated to
C, is not an integer. To construct such a virtual link K and a color C, =rst start with L
colored by Y . Note that K may be considered as the closed form of a j-strand braid, #,
for some j ∈ Z. Since /,(L) is non-trivial, there exists a color C′ of L (regarded as a
closed braid) such that the state-sum term associated to C′ is non-trivial. Observe that
C′ can be uniquely represented as a choice of colors b1; b2; : : : ; bj on the initial (top)
segments of #. We now start constructing a virtual link K , and its color C. Begin with
the braid #, and color it initially (at the top) by c1; c2; : : : ; cj, where ci ∈ −1(bi) for
i = 1; 2; : : : ; j, and extend the color to all the segments of the braid #. Note that since
 is a homomorphism, if a segment of # is labeled g when colored by Y , the segment
will be labeled (g) when colored by X . Thus, the terminal ends of #, are colored by
c′1; c
′
2; : : : ; c
′
j, with the property that (ci) = (c
′
i) for i = 1; 2; : : : ; j. Since  is locally
homogeneous, there exists a word wi = d
1
j1d
2
j2 · · ·d
ki
jki
where each djm ∈ −1(bi) such
that c′i ∗ wi = ci. For each strand i of # attach ki simple closed loops Ki1 ; Ki2 ; : : : ; Kiki
that cross over strand i and return via a virtual crossing such that v‘k(Kim ; K) = m,
and v‘k(K; Kim) = 0 (see Fig. 6). Color each Kim by dim . The closure of the braid with
the virtual loops is the virtual link K we needed. Take  = ](,), and notice that the
new crossings created by the added virtual links have trivial state-sum contributions.
Hence, the state-sum term of K for C with respect to  is equal to the state-sum term
of K for C′ with respect to ,, and so is non-trivial.
Note that for a given link L and a color C, the above argument applies if cj ∼ c′j
in Ecj for all j, even if the Condition of being locally homogeneous is not satis=ed.
The next example is a corollary of Theorem 7.3. Although the theorems after the
example are not direct corollaries, their proofs follow the same idea.
Example 7.4. The trefoil knot has non-trivial invariant with respect to S4 and the cocy-
cle ,=40;1+40;T+1+41;0+41;T+1+4T+1;0+4T+1;1 over Z2 where S4=Z2[T; T−1]=(T 2+
T + 1) (see [2]). In particular, the color generated by using the braid form ;31 with
initial colors 0 and 1, gives a state-sum value of t. From this braid and the above
construction, we show that for any n ∈ Z; H 2Q(Z2n[T; T−1]=(T 2 − T − 1);Z2) = 0 and
H 2Q(Z2n[T; T
−1]=(T 2 + T − 1);Z2) = 0 using the function  :X → S4; (x) = xmod 2,
where X is the quandle for which we desire the result. For the =rst case we use virtual
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Fig. 6. Braids with virtual circles.
Fig. 7. Trefoils with virtual circles.
loops colored 2T + 2 and −4T − 1, and for the latter case we use loops colored −2T
and −2T +3 (see Fig. 7). Finally, note that for the quandle Z2n[T; T−1]=(T 2−T +1),
the standard trefoil with (in braid form) initial colors 0,1 and the cocycle ](,) colors
without need for virtual loops and so H 2Q(Z2n[T; T
−1]=(T 2 − T + 1);Z2) = 0.
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Theorem 7.5. H 2Q(Z2[T; T
−1]=(T 2 + T + 1)2;Z2) = 0.
Proof. First, we describe the virtual knot that we use. Let ;1 denote the standard braid
generator in the 2-string braid group, and v1 denote the virtual crossing. Consider Km
represented by (;21v1)
m. To compute the colors for Km, the Burau representation is
used, with the matrix
B=
[
0 T
1 1− T
]
replacing ;1 and the the permutation matrix
P =
[
0 1
1 0
]
replacing v1. Then if the colors assigned to the top two strings on left and right are
[a; b], the color assigned to the strings after the sequence A is computed by the matrix
multiplication [a; b]A.
The matrix corresponding to K3 is[
T − T 3 + T 5 − T 6 T − T 3 + T 5
1− T + T 3 − T 5 + T 6 1− T + T 3 − T 5
]
:
Note that (T 2 + T + 1)2 mod 2 is T 4 + T 2 + 1, and modulo T 4 + T 2 + 1 the above
matrix is equal to the identity. Therefore any assignment for the top two strings de=ne
a color on K3.
Take for example [0; 1] as a color on the top two strings. The colors assigned to
the two strings right above positive crossings can be computed as above, and they are
(starting from the top colors), [0; 1]; [1; 1 + T ]; [0; 1 + T ]; [1 + T; T ] [0; T ], and [T; 1],
when reduced mod T 2 + T + 1. We use the cocycle ,′ = ](,) where
 : Z2[T; T−1]=(T 2 + T + 1)2 → Z2[T; T−1]=(T 2 + T + 1) = S4
is the quotient homomorphism and , is the cocycle described above. Hence the
state-sum term for this color with the cocycle ,′ is t3 = t with G = Z2 coeLcient, a
non-trivial value. The result follows.
In Fig. 8 a local picture for shadow colorings of crossings is given. The regions
are colored by quandle elements, as well as over-arcs. If a region is colored by x,
an element of a =nite quandle X , then the adjacent region into which the normal of
the arc points is colored by x ∗ y, where y ∈ X is the color of the arc. The arcs are
colored using the rule de=ned before. Fig. 8 shows that this rule is well-de=ned at
a crossing. Such crossings represent 3-chains as indicated. If a knot or link diagram
is shadow colored by a quandle X , then the diagram represents a 3-cycle in ZR3 (X ).
Two isotopic shadow-colored diagrams represent the same homology class. Shadow
colorings are de=ned in [6] and used in [9,13]. We use shadow colorings to =nd
non-trivial homology groups as follows.
Theorem 7.6. HR3 (Z3[T; T
−1]=(T + 1)2;Z3) = 0.
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Fig. 8. Shadow colorings of crossings.
Fig. 9. Shadow colors of trefoil.
Proof. We use  :X = Z3[T; T−1]=(T + 1)2 → R3; (f(T )) = f(−1). On the left of
Fig. 9, a shadow color by R3 of trefoil is depicted, which was used in [13] to show
that the left- and right-handed trefoils are distinct. The diagram on the left of Fig. 9
represents the cycle h0 = (2; 0; 2)+ (2; 2; 1)+ (2; 1; 0), the class of which is a generator
of HR3 (R3;Z3). On the right of Fig. 9, it is shown that the trefoil is also colored
non-trivially by elements of X . Let h1 be the class in ZR3 (X ;Z3) represented by this
face color. Then the 3-cycle h1 = (2; 0; 2)+ (2; 2; 2(1−T ))+ (2; 2(1−T ); 0) maps to a
non-trivial element in HR3 (R3;Z3). Hence h1 is a non-zero element in H
R
3 (X ;Z3)).
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