Abstract. We study nodal lines of solutions to the heat equations. We interested in the global geometry of nodal sets, in the whole domain of definition of the solution. The local structure of nodal sets is a well understander subject, while the global geometry of nodal lines is much less clear. We give a detailed analysis of a simple component of a nodal set of a solution of the heat equation. Our results are motivated by some applied problems. They related to classical problems of the unique continuation and the backward uniqueness for parabolic equations.
Introduction
Let u(x, t) be a bounded solution of the heat equation defined on a half-plane:
where f (x) is a continuous, bounded function. We are concerned with the following inverse problem. Let s ⊂ H be a subset of the half-plane. Assume that we know the restriction of u on s. Can we recover then the function f (x). The question is motivated by different applied problems, for instance it appears in interpretation of experimental data to defining the absorption of laser irradiation by a solid target [1] . We will assume that s is a curve in H. Assume first that s is a horizontal line, {t = 1}. If we assume that u(x, t) is uniformly bounded, then 2 √ πu(x, 1) is given by the convolution: f (x) * exp −x 2 /4 and the function f (x) can be recovered by the operation of standard deconvolution of u(x, 1) with Gauss function.
Without assumption on boundness of u there is no uniqueness in determining of f (x) as it follows from the classical Tychonov examples, see [2, 3] . However, it is sufficient for the uniqueness to assume the boundness of u(x, t), for x > 0, [4] . Notice, that since u(x, t) is an analytic function of x it follows that for the uniqueness it is sufficient to take just a segment of the horizontal line for the class of the bounded solutions u(x, t).
Let I = [0, 1]. Then the following result holds, see, e.g., [5] . Proposition. Assume that for x ∈ I, u(x,1)=0, then f (x) ≡ 0.
Results of such type are known as backward uniqueness for the heat equation.
In this note we are going to generalize Proposition taking instead of the segment I more general set σ on (x, t)-plane. We say that the set σ is a set of unique continuation for the heat equation if any bounded solution of equation (1) which vanishes on σ vanishes also for t = 0. Notice that any open set is always a unique continuation set for very general parabolic equations, [6] We show that the graph of any bounded function of x is a set of unique continuation.
Let g(x), g > 0 be a continuous bounded function defined on x ∈ R + . Denote by g the graph of the function g. Is g the set of unique continuation?
We prove two following theorems. Theorem (1) gives a description of the structure of nodal set of solutions to the heat equation. The local structure of the nodal set of solutions of parabolic equations was intensively studied, see, [7, 8, 9, 10] . The global geometry of nodal sets is less understood then its local structure. For elliptic equations global geometry of nodal lines studied in [11] . We prove a result on a global structure of the nodal line of the heat equation. Let u to be a solution of equation (1). Let Γ ⊂ H be the nodal set of u, i.e., Γ is the set of zeros of u. Let γ ⊂ Γ be a component of the nodal set. We say that γ is a nodal curve if γ is a simple curve. The following result together with Theorem (1) gives a characterization of nodal curves to solutions of the heat equation.
Theorem 2. Let γ ⊂ H be a nodal curve of a bounded solution of the heat equation (1) . Then γ has an end point on the line t = 0.
Proof of the theorems
We will use the Poisson representation of solutions of the problem (1), see, e.g., [5] . Let u be a solution of problem (1), then:
We will use the complexification of solutions of the heat equation, i.e., we consider equation (1) over the complex values of the variable x. Formula (2), give a ready extension of solutions of the equation over the complex field C.
Substituting complex values x=z ∈ C into (2) and integrating over R we immediately get the following lemma. Lemma 1. For every t > 0 function u(z,t) is defined for all z ∈ C. Moreover, u(z, t) satisfies the following inequality:
. . , 4 the edges of Q, such that γ 1 is on the line {x 2 = 0}.
Proof. Let v be an averaging of v over the rotation of Q, then v ≤ Proof. Denote by Q r ⊂ R 2 the square {|x 1 | < r, 0 < x 2 < 2r}, 0 < r < 1. Since v is a subharmonic function in Q then by the maximum principle v < p on ∂Q r . From the inequality v < s on ∂Q r ∩ γ 1 and from Lemma 2 it follows that v < (s + 3p)/4 at the centre of Q r . Since the union of all centers of the squares Q r , 0 < r < 1 coincide with the segment l the lemma follows. We need the following Phragmén-Lindelöf type lemma. Lemma 4. Let w be an entire holomorphic function on the complex plane C = {z = x + iy}. Assume that |w(z)| ≤ Ce Proof. Assume by contradiction that w is not identically zero on C. Set v = ln |w|, then v is a subharmonic function on the plane (with poles at zeros of w). Moreover, v(z) < C + A|z| 2 on C and for any N > 0 there exists a constant
Then from the last inequalities it follows that
where N (L) → +∞ as L → +∞. Thus, by Lemma 3:
where M (L) → +∞ as L → +∞. Similarly, the last inequality holds on the segment: l − L = {x, y : x = 2L, −L < y < 0.} Now we can apply Lemma 3 to the squares:
We have:
By Lemma 3
Taking sufficiently large L > 0 we get that v(0) is less than any given negative constant. Since we may assume without loss that v(0) is finite, we got a contradiction and the lemma follows. As a corollary of Lemma 1 and Lemma 4, we have Lemma 5. Lemma 5. Let u be a bounded solution of the heat equation (1) . Assume that for any N > 0 there is a constant C N > 0 such that for x > 0 the following inequality holds:
Proof of Theorem 1. First we prove that function g can not have a local maxima or minima. Assume g(c) = g(d), 0 < c < d. We prove that for any
). We may assume without loss that g attains its infimum on the interval (c, d).
] is in the zero set of u and thus since u is a real analytic function in the x variable u vanishes on the whole line t = g(c). By the backward uniqueness, see [4] , u ≡ 0. Therefore
Let l be the segment t = g(c), c ≤ x ≤ d, γ = ∂G \ l. then u = 0 on γ and by the maximum principle for the heat equation, see, e.g., [5] , u = 0 in G. From unique continuation and from backward uniqueness for the heat equation it follows that u ≡ 0 at H.
Assume now that g has a local maximum at a point c. Since g has no local minimums g is a monotone decreasing function on (c, ∞). Denote:
Since u is vanishes on the graph of g and u is bounded in H, then by the maximum principle u ≡ 0 in D (notice that the maximum principle holds also in unbounded domains, see, e.g., [12] . Hence u ≡ 0 in H.
By the assumptions of the theorem g is a bounded function on R. Since g has no local minima and maxima g is a monotone function. We may assume without loss that g is a monotonically increasing function and g tends to 1 as x goes to +∞. Denote:
Denote by P the parabolic boundary of G r , i.e., P is an intersection of ∂G r with the half-space {t < 1}.
Without loss we may assume that |u| < 1 in H, then:
on P, and hence by the maximum principle the last inequality holds in G r . In particular, on the line {t = 1} we have the following inequality:
Since g(r) → 1 as r → +∞, the solution u of the heat equation satisfies the assumptions of Lemma 5, thus it follows that u ≡ 0. The contradiction proofs the theorem.
Proof of Theorem 2. Assume by contradictn that γ has no end points on the line t = 0. Let Γ(s) : R → γ, Γ = (Γ 1 , Γ 2 ) be a parametrisation of the nodal line γ. First we prove that γ can be represented as a graph of a function g(x). Assume that there are s 1 , s 2 ∈ R, s 1 < s 2 , such that Γ 1 (s 1 ) = Γ 2 (s 2 ) and 0 < Γ 1 (s 2 ) < Γ 2 (s 1 ). Then either Γ 1 (s) ≤ Γ 2 (s 2 ) for all s ≥ s 2 , or there is s 3 > s 2 such that Γ 1 (s 3 ) > Γ 2 (s 2 ). In the first case u vanishes on the parabolic boundary of the domain D bounded by the line t = Γ 2 (s 3 ) and the corresponding part of γ and hence u ≡ 0. In the second case the same true for the domain bounded by the line t = Γ 2 (s 1 ) and a piece of Γ(s), s ∈ [s 4 , s 3 ], where s 4 < s 3 , Γ 2 (s 4 ) = Γ 2 (s 3 ). Now as in the proof of Theorem 1 we get that function g has no local infimums. Thus g can not be defined over a finite interval (a, b), since in that case it tends to infinity at a and b and therefore should have a local minima on the interval. If g is defined over semi-infinite interval (−∞, a) or (a, ∞) then since g tends to infinity at a it follows from the maximum pronciple that u ≡ 0. For the case of function g defined over R the result follows from Theorem 1.
