We used microsecond time scale molecular dynamics simulations to compute, at high precision, binding enthalpies for cucurbit [7] uril (CB7) with eight guests in aqueous solution. The results correlate well with experimental data from previously published isothermal titration calorimetry studies, and decomposition of the computed binding enthalpies by interaction type provides plausible mechanistic insights. Thus, dispersion interactions appear to play a key role in stabilizing these complexes, due at least in part to the fact that their packing density is greater than that of water. On the other hand, strongly favorable Coulombic interactions between the host and guests are compensated by unfavorable solvent contributions, leaving relatively modest electrostatic contributions to the binding enthalpies. The better steric fit of the aliphatic guests into the circular host appears to explain why their binding enthalpies tend to be more favorable than those of the more planar aromatic guests. The present calculations also bear on the validity of the simulation force field. Somewhat unexpectedly, the TIP3P water yields better agreement with experiment than the TIP4P-Ew water model, although the latter is known to replicate the properties of pure water more accurately. More broadly, the present results demonstrate the potential for computational calorimetry to provide atomistic explanations for thermodynamic observations.
■ INTRODUCTION
Calorimetric studies of molecular recognition provide not only the free energy of binding but also the breakdown of the free energy into its entropic and enthalpic components. 1 Such breakdowns promise insight into the molecular driving forces for binding 2−4 and hence guidance in the design of supramolecular systems and of high-affinity ligands for targeted proteins. 5−7 However, in practice, calorimetric data often generate new questions and paradoxes. For example, there is still no generally accepted explanation for the widespread phenomenon of entropy−enthalpy compensation, 8−13 and although cyclization of small molecule ligands may be expected to reduce the entropy cost of binding, this is by no means consistently observed. 14−16 Host−guest systems, which have significantly fewer degrees of freedom than protein−ligand systems, yet still exemplify many of the aforementioned paradoxes, 17 are informative and tractable models of molecular recognition with readily available isothermal titration calorimetry (ITC) data. 18−21 However, ITC data, regardless of system size, still lack a detailed decomposition of the physical interactions responsible for the measured thermodynamic quantities and therefore cannot yield full explanations of the binding thermodynamics.
Here, we propose the use of atomistic molecular simulations on small host guests systems as a first step toward providing detailed insight into the molecular determinants of binding thermodynamics and thus complementing experimental calorimetry. Previously, calculating well-converged binding enthalpies 22−24 has proved challenging, 25−30 and the low precision of the results has inhibited rigorous comparisons between calculation and experiment. In addition, most computational methods for calculating binding enthalpies, such as by calculating the entropy from the temperature derivative of the binding free energy and subtracting it from the free energy to obtain the enthalpy, 25, 27, 29, 31 do not directly provide the decompositions of the binding enthalpy into molecular (e.g., solvent−solvent, solvent−solute, or solute− solute) or force-field component contributions that could provide insight into the molecular basis for the changes in enthalpy associated with molecular recognition.
The present study takes advantage of the dramatic speedup 32, 33 of molecular simulations afforded by graphical processor units (GPUs) to compute the binding enthalpies of the host cucurbit [7] uril (CB7) with five high-affinity aliphatic guests and three relatively low affinity aromatic guests, with numerical precision equal to or better than the reported error of the associated ITC data. The calculations correlate well with experiment and, in particular, replicate the experimental observation that the aliphatic guests bind with substantially more favorable enthalpy changes than the aromatics. Energy decomposition analysis indicates that the aromatic guests are less enthalpically favored than the aliphatic guests due primarily to their poorer steric fit into the circular structure of CB7. More broadly, the calculations indicate that the binding enthalpies are delicate balances of much larger energetic shifts in solute− solute, solute−solvent, and solvent−solvent interactions. Dispersion forces emerge as a major contributor, despite the polar nature of the host and most of the guests.
■ RESULTS
We used microsecond time scale molecular dynamics simulations, with explicit solvent comprising water and dissolved ions, to compute the binding enthalpies for the synthetic host CB7 with eight guest molecules ( Figure 1 ). The experimental binding enthalpies, ΔH, correlate with the guests' structural scaffolds: the most exothermic are the adamantanes (A1, A2), 21 followed by the bicyclo[2.2.2]octanes (B2, B5, B11), 21 the benzo-bis(imidazoles) (G8, G9), 34 and finally methylviologen. 35 The following subsections compare the computations with experiment and use energy decomposition analysis to study the physical determinants of these host−guest binding enthalpies.
Comparison of Calculation with Experiment. Binding enthalpies computed with the TIP3P 36 water model (Table 1) correlate well with experiment ( Figure 2 ): linear regression analysis yields a correlation coefficient R = 0.91 ± 0.01, a slope near unity (1.15 ± 0.02), and a small y-intercept (−1.12 ± 0.21). There is a modest tendency to overestimate the binding enthalpies, indicated by a mean signed error (MSE) of −2.97 ± 0.09 kcal/mol across all eight guests. The calculations furthermore capture the physical interactions in the systems well enough to replicate the ranking of enthalpies according to the guests' structural features, as indicated by the color-coding of data points in Figure 2 . Matched simulations using the TIP4P-Ew 37 water model, instead of TIP3P, also correlate well with experiment (R = 0.87 ± 0.01, slope 1.03 ± 0.02, yintercept −6.35 ± 0.24) but further overestimate the measured affinities (MSE −6.75 ± 0.11 kcal/mol). Therefore, the energy decomposition studies that follow focus on the TIP3P results. However, the trends discussed here are consistent for TIP4P-Ew, as detailed in the SI.
In assessing these results, it is essential to consider the uncertainties associated with both the computational and experimental results. As shown in Table 1 , the reported experimental uncertainties of the mean range between 0.1 and 0.3 kcal/mol, and the numerical uncertainties of the computed enthalpies, based on blocking analysis (see Methods and SI), are commensurate, at 0.2 to 0.3 kcal/mol. (Note, we report standard deviations of the mean as our measure of computational uncertainty. Thus, to compare directly with experiment, we converted all previously reported experimental uncertainty values into standard deviations of the mean by dividing by the square root of the number of replicates.) The high precision of these calculations is supported by the fact that the correlation times estimated by blocking and statistical inefficiency analysis are at most 1.0 ps (see SI); therefore, each microsecondduration simulation provided a minimum of ∼500 000 independent estimates of the mean energy. In addition, geometric analysis (see SI) shows that the guests thoroughly sample rotations about the symmetry axis of the CB7 host; and although the overall orientation of the guests within the host ("head in" versus "head out") does not change during the simulations, sampling such reversals is not required to achieve convergence, because both orientations are chemically equivalent, due to the symmetry of CB7. The small uncertainties in the computational and experimental data lead to the correspondingly small uncertainties in the regression parameters reported above, based on bootstrap resampling of the experimental and computed enthalpies (see Methods).
We also determined the best agreement that could possibly be obtained with calculations at the present level of numerical precision, by imagining calculations which correctly yield the experimental binding enthalpies, but still with a numerical uncertainty of 0.2−0.3 kcal/mol (Table 1) . Bootstrap resampling of data from this imagined computational study, and from the experimental data set with its own uncertainties, yields R = 1.00 ± 0.00, slope 1.00 ± 0.02, y-intercept −0.01 ± 0.23 kcal/mol, and MSE 0.00 ± 0.10 kcal/mol. The high quality of these idealized statistics suggest that the experimental and numerical precision are good enough that deficiencies in the simulation force field now represent the only obstacle to obtaining clear-cut agreement with experiment. Physical Determinants of Binding Enthalpies. The present computational methodology enables informative decompositions of the binding enthalpy into energy components, and these components can furthermore be correlated with conformational preferences observed in the simulations. In this section, we use these capabilities to seek insight into the determinants of the observed binding enthalpies for the eight cucurbituril−guest systems.
van der Waals Interactions, Electrostatics, and the Role of Solvent. Table 2 provides a breakdown of binding enthalpies for all eight guests, computed with the TIP3P water model, into three contributions: one from the net change in the Lennard-Jones force field term, which primarily models van der Waals forces; one from the net change in Coulombic electrostatic interactions; and one from changes in valence terms, which comprise bond-stretch, bond-angle, and dihedral terms.
It is immediately noticeable that the Lennard-Jones term is consistently favorable (negative), except in the case of the methylviologen (MVN/Tris). The unique feature of the MVN system is the use of an organic buffer, Tris, which was included not only in the experiments but also in these initial methylviologen simulations (see Methods). It was therefore of interest to rerun the enthalpy calculation for MVN without Tris. The resulting binding enthalpy is more favorable by −2.6 kcal/mol, and the Lennard-Jones contribution is now favorable, similar to that of the other guests; see MVN/noTris in Table 2 . Examination of the simulations in the presence of Tris reveals that this cationic compound takes up residence in the binding cavity of the free CB7 host ( Figure 3 ) and is necessarily displaced when methylviologen binds. The consequent loss of favorable Lennard-Jones interactions between the Tris molecule and the host helps balance the gain in Lennard-Jones interactions between the guest and host, which is further discussed below.
Unlike the Lennard-Jones contribution, which is uniformly favorable in the absence of Tris, the electrostatic contribution varies in sign and tends to be smaller in magnitude (Table 2) . Interestingly, when the TIP3P water model is used, the electrostatic contribution is anticorrelated with the charge of the guest, especially if the MVN/tris and G8 data are removed (see Table 2 ). However, there is little correlation between the electrostatic component and the charge of the guest when the TIP4P-Ew water model is used (see SI, Table S2 ). Further decomposition of the electrostatic contribution into solute and solvent parts reveals that its small and variable character results from systematic compensation of solute−solute interactions by changes in solvent electrostatics. Thus, as shown in the left panel of Figure 4 , the net solvent contribution to the electrostatic contribution (green symbols) almost exactly cancels the strongly favorable solute−solute contributions (xaxis). Indeed, a linear regression fit gives y = −1.04x − 6.52 kcal/mol, with R = 1.00. Decomposition of the solvent contribution itself reveals strongly unfavorable losses in solute−solvent electrostatics on binding (blue symbols; y = −1.96x + 5.93 kcal/mol, R = 1.00) and favorable gains in solvent−solvent interactions (red symbols; y = 0.92x − 12.45, R = 0.98). Thus, although the host−guest electrostatic interactions range to almost −180 kcal/mol (Figure 4 , left), they are almost perfectly balanced by compensating interactions involving the solvent: for every −1 kcal/mol of solute−solute electrostatic energy, there is a penalty of about +2 kcal/mol in solute−solvent energy, and a gain of about −1 kcal/mol of solvent−solvent energy. These powerful trends are consistent with the well-known concept that forming a new hydrogenbond between two solutes in water requires sacrificing two solute-water hydrogen bonds, but also leads to the formation of one new water−water hydrogen bond between the released water molecules.
Such strong solvent compensation is not observed for the Lennard-Jones contribution (Figure 4 , right). Although the net solvent contributions to the Lennard-Jones term are unfavor- Table  2 .
The fact that the solute−solute (i.e., host−guest) Lennard-Jones interactions formed on binding come at a relatively modest cost in solvent Lennard-Jones interactions may be attributed to the high packing density of atoms in the host− guest complex, relative to that of the water. The mesh of covalent bonds within the host and guest molecules means that there are more non-hydrogen atoms per unit volume than in liquid water, with its comparatively long interoxygen distances. As a consequence, binding increases the number of shortranged (<4.25 Å) atom−atom interactions (N close in Table 2) , except for MVN/Tris, and hence also increases the number of favorable Lennard-Jones interactions. This interpretation is supported by the correlation (R 2 = 0.98) between N close and the net Lennard-Jones contribution to the binding enthalpy.
Aromatic versus Aliphatic Guests. The measured binding enthalpies of the three aromatic guests (G8, G9, and methylviologen) are notably less favorable than those of the five aliphatic guests (A1, A2, B2, B5, and B11). The calculations capture this experimental trend (Table 1 and Figure 2 ) and may be analyzed to seek a possible explanation for it. Because all three aromatic guests are dications, we compare them with the one cationic aliphatic guest, B5.
Although one might expect the aromatic, and hence relatively polarizable, methylviologen guest to form more favorable dispersion interactions with the CB7 host, relative to the aliphatic B5, its overall Lennard-Jones contribution is far less favorable, even when Tris is not included in the simulations ( Table 2) . This difference, along with more modest electrostatic and valence contributions, accounts for the less favorable binding overall enthalpy computed for MVN/noTris relative to B5. These differences are rationalized, at least in part, by comparison of representative structures of B5 and methylviologen complexed with CB7 ( Figure 5 ). In particular, whereas the round bicyclo[2.2.2]octane core of B5 nicely fills the round cavity of CB7, the relatively flat core of methylviologen does not fit well. The unfilled gaps between this guest and the host correlate with the less favorable Lennard-Jones term, and the distortion of the normally circular host to an elliptical shape accounts for the valence penalty. In addition the net electrostatic contribution to the binding enthalpy of methylviologen is not favorable, when Tris is absent. This may reflect a combination of partial desolvation of its relatively delocalized positive charge, and its inability to donate hydrogen bonds to the carbonyl groups at the portal of CB7.
Interestingly, the pattern is somewhat different for the other two aromatic guests, G8 and G9. These maintain strongly favorable Lennard-Jones interactions with the host, despite their flattened shape, apparently because their methyl groups, absent in methylviologen, tuck neatly into equatorial grooves of the distorted CB7 host ( Figure 5 ). In addition, the more elongated shape adopted by CB7 when G8 and G9 are bound may allow closer packing along the flat faces of these guests. However, the enthalpy decompositions of these two guests resemble methylviologen in the sense that they also do not have favorable net electrostatic contributions.
■ DISCUSSION
Physical Basis of Aqueous Host−Guest Binding Enthalpies. The attractive component of the Lennard-Jones energy term, which accounts primarily for dispersion forces, contributes strongly to the computed binding enthalpies in all cases studied here, except in the special case where the organic buffer Tris is present in solution. The conclusion that dispersion interactions contribute strongly and consistently to the binding enthalpies may appear contrary to an elegant experimental study, 40 which suggested that dispersion interactions contribute minimally to the folding free energy of a molecular torsion balance 41 in various solvents. The authors argue that the favorable solute−solute dispersion interactions formed upon folding are closely balanced by simultaneous unfavorable losses in solute−solvent interactions. In the present calculations, too, the net dispersion interaction is a balance of solute−solute and solvent terms, but there is only partial cancellation by solvent, so the net dispersion contribution is strongly favorable. This result is explained by the increased number of close atom pairs for the complex versus the free host and guest, which in turn traces to the high packing density of the polycyclic host and guest molecules, relative to liquid water. The rigidity and the close fit of these complexes also presumably play a role. In contrast, for the torsion balance study, the interacting species in the torsion balance study are hexyl chains, which are much more flexible and less densely packed than the polycyclic molecules considered here. The relatively poor packing of these hexyl chains may well account for the modest contribution of dispersion forces to their association.
Another probing study 42 used the correlation of a spectroscopic feature with solvent polarizability to suggest that the binding site of CB7 is of especially low polarizability, and argued on this basis that dispersion forces, which are closely related to electronic polarizability, play little role in the binding of guests by CB7. However, because the net contribution of dispersion interactions to the binding enthalpy is a balance between newly formed host−guest interactions and lost solute−water interactions, the net effect of a low polarizability binding cavity is hard to predict. Put differently, even if the CB7 host forms only weak dispersion interactions with the molecules in its binding cavity, it also loses only weak dispersion interactions with the water ejected from the cavity upon binding. As a consequence, the net change in dispersion energy could still be favorable.
A robust trend in the present experimental data is that the aromatic guests bind less enthalpically than the aliphatic ones; recent results for the guest berberine fit this pattern as well. 43 Decomposition of the binding enthalpies into Lennard-Jones, electrostatic, and valence contributions, along with inspection of the structures of the complexes, suggests that this difference can be explained primarily by considerations of shape complementarity and electrostatics. Thus, the rounded bicyclooctane and adamantane cores of the aliphatic guests fit well into the preferred circular shape of the host, while positioning their polar groups outside the binding cavity and forming hydrogen bonds with host carbonyls. In contrast, the flatter aromatics distort the host and pay large electrostatic desolvation penalties that are not outweighed by favorable host−guest electrostatic interactions.
Implications for the Evaluation and Improvement of Simulation Force Fields. The TIP3P water model yields clearly more accurate results than TIP4P-Ew in the present application, even though the two models provide similarly accurate small molecule hydration free energies. 44 In addition, TIP4P-Ew more faithfully reproduces various water properties, such as the oxygen−oxygen radial distribution function of neat water, 37 the preferred geometries of gas-phase water clusters, 45 the hydration enthalpy of methane, 46 and the hydration enthalpies of both hydrophobic and polar amino acid side chain analogs. 47 The fact that TIP4P-Ew yields stronger electrostatic contributions to the binding enthalpies than TIP3P appears consistent with the fact that TIP4P-Ew water has a room temperature dielectric constant lower than that of TIP3P: 62.9 37 versus 96.9. 48 However, more subtle factors may also contribute to the differences in results from these two models. For example, they may ascribe different thermodynamic properties to the water in the binding cavity of the host molecule. 49 Whatever the explanation, the present results strongly suggest that a water model optimized for one type of application, such as replicating the properties of neat water, may not be optimal for another application, such as the study of host−guest binding. It would appear that water models should tested against actual binding data, if they are to be used in applications where binding is of central interest, such as computer-aided drug design.
More generally, the fact that tightly converged host−guest binding enthalpies can now be computed efficiently on a commodity computer means that binding enthalpies can be added to the experimental data set for testing and improving simulation force fields. The set of observables currently used for this purpose primarily comprises small molecule hydration free energies 47,50−55 and properties of pure liquids, 56, 57 such as densities and heats of vaporization. Although this data set is valuable, it does not probe many of the noncovalent interactions important in drug discovery, and as noted above, it does not test the ability of water models to correctly handle confined environments, such as protein binding sites. Kirkwood−Buff approaches, 58−62 and approaches based on the conformational preferences of proteins and nucleic acids usefully examine the critical balance between solute−solvent and solute−solute interactions but are still limited in chemical scope and do not address the problem of confined water. Experimentally and computationally tractable host−guest systems offer new possibilities to probe the accuracy with which force fields account for the interactions of varied functional groups and for the thermodynamics of water in concave binding sites. 49 Toward Computational Calorimetry. Although there are a number of computational techniques for estimating enthalpy changes, 25 32, 33 can provide computed binding enthalpies with a precision comparable to the corresponding experimental uncertainties. We used the direct approach, which involves simulations only of the system's initial and final states. Most other enthalpy methods require multiple simulations at stages along a pathway leading from the initial to the final state. For example, the finite difference (FD) method uses a pathway approach to compute the binding free energy at multiple temperatures, and then estimates the binding entropy, and hence enthalpy, from the temperature derivative of the free energy. Which of the various methods will be most numerically efficient likely depends upon the nature of the system being simulated. For example, the FD method may be preferable for large systems, where large energy fluctuations slow convergence of the direct method. On the other hand, the numerical properties of the direct method may be preferable for systems where the change in enthalpy is large, 25, 26, 29, 31 and its technical simplicity also is appealing. It should also be emphasized that the direct enthalpy method has the particular advantage of providing informative decompositions of the binding enthalpy, which may furthermore be connected with conformational preferences, as illustrated by the present study. It is not clear that other enthalpy methods can support such analyses.
Thus, the present study establishes that detailed atomistic simulations can provide tightly converged estimates of noncovalent binding enthalpies for molecular systems in aqueous solution, and can be used to seek explanations for calorimetric characterizations of binding. This is an important direction, because calorimetric data are often puzzling or even paradoxical. 63, 16 For example, small changes in chemical structure often lead to correspondingly small changes in free energy, but seemingly disproportionately large changes in enthalpy and entropy. 8−13 Similarly, the efforts of medicinal chemists to enhance binding by making ligands more rigid, and thereby presumably reducing the entropy penalty, sometimes enhances the binding enthalpy instead of the entropy. 14, 15, 23 The ability to informatively decompose binding enthalpies, as done here, should help resolve such calorimetric paradoxes. Moreover, by combining an enthalpy calculation with a precise calculation of the binding free energy, 64−68 one can immediately obtain the binding entropy, a quantity which has been notoriously difficult to obtain at high precision from simulations. Such analyses are in progress in our laboratory. We anticipate that continuing growth in computer power will likely make such computational calorimetry studies routine before long, not only for host−guest binding but also for more challenging biomolecular systems.
■ METHODS
We compute the enthalpy of binding as the difference between the mean energies of four systems (Figure 6) , where the two initial states are the free host and guest in aqueous solvent, and the final states are the complex in solvent as well as an amount of pure solvent that exactly balances the solvent of the initial and final states. Although this solvent-balance approach was reported previously, 69 it was presented without derivation. The Theory subsection therefore derives this direct enthalpy method; the subsection entitled Computational Methods section then details the simulations and their analysis.
Theory of Solvent-Balance Binding Enthalpy Calculations. The standard free energy change on binding may be written in terms of the standard chemical potentials of the solvated reactant species, A, B and their product complex, AB:
The standard chemical potential of a solvated molecule or complex, X = A, B, or AB, at standard concentration in idealute solution is 70
where R is the gas constant, C 0 is the concentration at standard state conditions, and Z N X ,X and Z N X ,0 are the partition functions of N X water molecules with and without the solute, respectively. The symmetry number σ X is included in case the partition function of X is written in a manner that includes indistinguishable conformations. 71 We have omitted the momentum contribution to the partition function, as this will cancel when one assembles an expression for the standard free energy of binding from the chemical potential of the three molecular species. We also neglect a pressure−volume term, as its contribution to the binding enthalpy and free energy is negligibly small relative to the other terms in a solvated system. The chemical potential μ X 0 is the partial molar free energy of species X = A, B, or AB and can be written in terms of the partial molar enthalpy h X and entropy s X 0 : μ X 0 = h X − Ts X 0 . The binding enthalpy then is given by
One may use the fact that
to write the partial molar enthalpy as
Substituting eq 2 into eq 5 yields
The two partition functions here have the same basic form, Z = ∫ e −U(r)/RT dr, where U(r) is the potential energy of the system as a function of r, which comprises the coordinates of the solvent molecules as well as the solute, if present. It is straightforward to show that where ⟨U⟩ is the Boltzmann average of the potential energy. Substituting eq 7 into eq 6 yields the partial molar enthalpy as
, 0 X X (8) Here, the quantities in the angle brackets are the mean potential energies of the solute X with N X solvents, and of the N X solvent molecules without any solute, respectively. Finally, combining the partial molar enthalpies of the complex and the free solutes yields the desired enthalpy change on binding as
The first three terms here are the difference in the mean energy of the solute-water systems, and the last three terms are the mean energies of the waters from each system without the solutes. If dissolved ions, such as sodium and chloride, are present in any of the simulations with a solute present, then these must similarly be balanced between the initial and final states; see SI. Here, we evaluate the last term in eq 9 by computing the mean energy of a box of waters with (N AB − N A − N B ) water molecules, along with a balancing set of ions as may be required.
Molecular Dynamics Simulations. The initial docked poses of the guests with CB7 were the lowest energy minima in a semiempirical quantum energy landscape as found via an aggressive conformational search. 72 The GAFF 73 force field was used for all the bonded and nonbonded parameters of CB7 and the guest molecules. Partial atomic charges were generated with the AM1-BCC 74, 75 method as implemented in the program Antechamber. 76 Each system (free CB7, free guest, and CB7guest) was then solvated with TIP3P 36 and TIP4P-Ew 37 explicit water molecules. Counter ions 77 were added to neutralize the total charge of a given system. The ITC experiments associated with the aliphatic guests were done in "pure water", 21 but pH buffers were used in the experiments for the aromatic guests. The experiments involving methylviologen were done in the presence of 50 mM TRIS chloride at pH 7, 35 which corresponds to 1.3 TRIS + and Cl − ions in the volume of the simulation box, so one of each ionic species was included. The guests G8 and G9 were studied in 10 mM sodium phosphate buffer, 34 which corresponds to only 0.3 phosphates and 0.4 sodiums in our simulation volumes, so these were not included. The number of explicit water molecules in each system was set such that the total number of waters in the bound state (complex and pure water simulations) and in the free state (CB7 and guest simulations) were equal. For each separate simulation, the orthorhombic box lengths were set equal in each spatial direction. A Langevin thermostat with the collision frequency set to 1.0 ps −1 was used for the NVT and NPT stages of equilibration, and the Berendsen barostat with the pressure set to 1 bar and the relaxation time set to 2 ps was used during the NPT stage of equilibration. Additional details on the minimization and equilibration protocols are given in the SI. Production NPT simulations used the same settings for the thermostat and barostat as during equilibration, except that the nonbonded cut off value was set to 9.0 Å. The first 10 ns of production simulation were discarded to allow for additional equilibration. The production simulation times were at least 1 μs for each system simulated (pure solvent, CB7, CB7−guest, and guests) for a total simulation time of over 38 μs across both water models.
Precise Calculation of Mean Potential Energies and Energy Components. We used the SANDER module of AMBER 12 78 to recompute the potential energy for each trajectory snapshot when all the atoms are present (total), when only the solvent is present (solvent−solvent), and when only the solute is present (solute−solute). CPPTRAJ 79 was used for the generation of all the modified topology and trajectory files necessary for the potential energy decomposition analysis. Convergence of the total potential energy was evaluated by plotting the cumulative average as a function the total simulation time, and by using block-averaging analysis 80 to estimate the standard deviation of the mean potential energy. All reported average potential energies have a standard deviation of the mean of 0.13 kcal/mol or less (see SI); thus, if the same simulation were repeated multiple times, with different randomly assigned initial velocities, the standard deviation of the mean potential energy should be about 0.13 kcal/mol. The mean energies obtained for our pure water simulations are within 0.3 kcal/mol of published values. 36, 37 Because the binding enthalpy is an additive combination of four mean energies, the variances of the mean energies add, and the standard deviation of the mean binding enthalpy is given by σ H = √Σ i = 1 4 σ i 2 , where σ i is the standard deviation of the mean for simulation i.
Several variations of this protocol were run for one host− guest pair, CB7 with A2, to consider sources of error. First, one test calculation used NVT production runs, with box volumes set to the smallest or largest volume sampled from a prior NPT simulation of the same system. These extreme tests yielded binding enthalpies as much as 160 kcal/mol different from those obtained by otherwise identical NPT production runs. On the other hand, NVT calculations with the box volume set to the average obtained from the prior NPT calculation yielded results very similar to those from NPT production runs. We conclude that the mean energy is highly sensitive to the volume and that it is safest to use NPT conditions for enthalpy calculations. Therefore, all of the results reported here were obtained from NPT simulations. Second, because the default GPU implementation of AMBER employed here uses mixed precision arithmetic, we compared the results to those from matched simulations using full double precision on the GPU; the two results differed by only 0.09 kcal/mol. Finally, to address possible concerns regarding the use of a cutoff for Lennard-Jones interactions, 81 we recomputed the energy of each snapshot for CB7 and A2, using the maximum cutoff value possible given the size of the simulation box. This change had minimal impact (0.07 kcal/mol) on the computed binding enthalpy. Further details are provided in the SI.
Linear Regression Analysis. The significance of the reported linear regression parameters and mean errors was assessed through bootstrap resampling (100 000 samples) of the computed and experimental binding enthalpies, based on their respective means and standard deviation of the mean. For the experimental data, the reported standard deviations divided by the square root of the number of independent runs were taken to be the reported uncertainties. Linear regressions were performed for each bootstrap sample, and we report the means, X, and standard deviations, σ, of the resulting regression parameters, in the form X ± σ.
Geometric Analysis of Near Atom-Pairs. The number of atoms close to the host and guest, N close , was calculated for all of the host, guest, and host−guest simulations using 100 000 frames (every 10 ps) from each 1 μs simulation via the "radial" command in CPPTRAJ. 79 For a given simulation, all host− solvent, guest−solvent, and/or host−guest pairwise interactions within 4.25 Å were included in the average. Any self-pairwise interactions (e.g., host−host or guest−guest) were excluded from the average pairwise count.
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