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Abstract
It is well-known that the second-order cone can be outer-approximated to an arbitrary accuracy ǫ
by a polyhedral cone of compact size defined by irrational data. In this paper, we propose two
rational polyhedral outer-approximations of compact size retaining the same guaranteed accuracy ǫ.
The first outer-approximation has the same size as the optimal but irrational outer-approximation
from the literature. In this case, we provide a practical approach to obtain such an approximation
defined by the smallest integer coefficients possible, which requires solving a few, small-size integer
quadratic programs. The second outer-approximation has a size larger than the optimal irrational
outer-approximation by a linear additive factor in the dimension of the second-order cone. However,
in this case, the construction is explicit, and it is possible to derive an upper bound on the largest
coefficient, which is sublinear in ǫ and logarithmic in the dimension.
Keywords: second-order cone programming, polyhedral outer-approximation, mixed-integer
programming
1. Introduction
In their classic paper [4], Ben-Tal and Nemirovski have shown that the second-order cone in
dimension N , defined as
LN :=
{
x ∈ RN :
√
x21 + · · · + x2N−1 ≤ xN
}
,
can be outer-approximated to an arbitrary accuracy ǫ by a polyhedral cone in an extended space.
In their construction, the required number of additional variables and linear inequalities grows
polynomially in N and log ǫ−1, rendering a very efficient way of approximating LN by a polyhedral
set with a compact size representation. Moreover, they also prove that their construction is the
smallest possible in size (up to a constant factor). For all practical purposes, this means that
any second-order cone program (SOCP) can be well-approximated by a linear program (LP) of
reasonable size.
Although directly solving an SOCP via a primal-dual interior point method is typically more
efficient than solving an approximating LP [6], the situation changes considerably in the presence
of integer variables. Polyhedral approximations are still very powerful for solving mixed-integer
SOCPs as the benefits of warm-starting for LPs can be utilized throughout the branch-and-bound
algorithm [10, 2, 12, 8]. This is particularly important for problems that can be formulated as
MISOCPs arising in different applications including location and inventory management [1], power
distribution systems [7], options pricing [9], and Euclidean k-center problems [5].
Despite the fact that Ben-Tal and Nemirovski’s polyhedral approximation of the second-order
cone is optimal in terms of the size of the formulation given an arbitrary precision ǫ > 0, it is
defined by a set of linear inequalities given by some irrational coefficients. This might be an issue
in terms of the computational solution procedures due to the accumulation of rounding errors. Also,
the rich theory of mixed-integer programming defined by rational polyhedra cannot be applied to
the outer-approximating polyhedron, which, otherwise, could have been useful to understand some
theoretical properties of MISOCPs.
In this paper, we provide two compact size, rational polyhedral outer-approximations of the
second-order cone LN with slightly different properties.
• In the first case, discussed in Section 2, we construct a rational polyhedral outer-approximation
of LN given an arbitrary accuracy ǫ > 0 whose size in terms of the number of variables and
linear inequalities is the same as the size of Ben-Tal and Nemiroski’s optimal construction.
Moreover, we provide a simple algorithm which produces the smallest integers possible in the
inequality description of the outer-approximating polyhedron. These integer coefficients are
obtained by solving a limited number of small-size integer quadratic programs.
• In the second case, discussed in Section 3, we construct another rational polyhedral outer-
approximation of LN given an arbitrary accuracy ǫ > 0, whose size in terms of the number
of variables and linear inequalities is larger by a linear additive factor of N than the size of
Ben-Tal and Nemirovski’s optimal construction. One advantage of the second construction
is that the coefficients of the outer-approximating polyhedron are obtained in closed form.
This allows us to derive an upper bound on the largest integer used in the formulation, which
grows sublinearly in ǫ and logarithmically in N .
2. First Outer-Approximation: An Optimized Construction
In this section, our aim is to outer-approximate LN to arbitrary accuracy with a compact size
polyhedral cone defined by rational data. We will first present our main result for L3 in Section 2.1
and obtain an optimized construction in Section 2.2. Using the outer-approximation of L3 as a
building block, we utilize the tower-of-variables construction to obtain a rational polyhedral outer-
approximation for LN in Section 2.3.
2.1. Extending Ben-Tal and Nemirovski’s Result for L3
Let ν ∈ Z++ and θj ∈ (0, π/2), j = 0, . . . , ν. Let us define the following system in variables
(x1, x2, x3, ξ
j , ηj), j = 0, . . . , ν:
ξ0 ≥ |x1| (1a)
2
η0 ≥ |x2| (1b)
ξj = cos(θj)ξ
j−1 + sin(θj)ηj−1 j = 1, . . . , ν (1c)
ηj ≥ | − sin(θj)ξj−1 + cos(θj)ηj−1| j = 1, . . . , ν (1d)
ξν ≤ x3 (1e)
ην ≤ tan(θν)ξν (1f)
The following proposition and its proof is a modification of Proposition 2.1 in [4].
Proposition 1. Let ν ∈ Z++, κ ∈ [1, 2) and θj ∈ (0, π/2) for j = 1, . . . , ν. Assume that θj ∈
[θj−1/2, κθj−1/2], j = 1, . . . , ν with θ0 := π/2. Let us define
P ν(θ) := {x ∈ R3 : ∃(ξj, ηj)νj=0 : (1)}.
Then, we have
L3 ⊆ P ν(θ) ⊆ sec(θν)L3.
Moreover, in order to obtain a (1 + δ) outer-approximation of L3 for δ > 0, one can choose
ν(δ, κ) =
⌈
log 2 arcsec(1+δ)π
log κ2
⌉
. (2)
Proof. We first prove that L3 ⊆ P ν(θ). Let x ∈ L3 and consider (ξj , ηj), j = 0, . . . , n defined as
follows:
(ξj , ηj) =

(|x1|, |x2|) if j = 0(cos(θj)ξj−1 + sin(θj)ηj−1, | − sin(θj)ξj−1 + cos(θj)ηj−1|) if j = 1, . . . , ν.
By construction, (ξj , ηj)νj=0 satisfy constraints (1a)–(1d). Moreover, due to the choice of θj ’s, the
angle of the vector with end point (ξj , ηj) is at most θj, for j = 1, . . . , ν. Combining this with the
fact that x3 ≥ ‖(x1, x2)‖2 = ‖(ξj , ηj)‖2, for j = 0, . . . , ν, we conclude that constraints (1e)–(1f) are
also satisfied.
We next prove that P ν(θ) ⊆ sec(θν)L3. Let (x1, x2, x3, ξj , ηj), j = 0, . . . , ν satisfy system (1).
Then, due to constraints (1a)–(1d), we have that
‖(x1, x2)‖2 ≤ ‖(ξ0, η0)‖2 ≤ ‖(ξ1, η1)‖2 ≤ · · · ≤ ‖(ξν , ην)‖2.
Moreover, constraints (1e)–(1f) imply that ‖(ξν , ην)‖ ≤
√
1 + tan2(θν)x3, proving that ‖(x1, x2)‖2 ≤
sec(θν)x3.
Finally, due to the fact that θν ≤ π2 (κ2 )ν , the smallest ν that guarantees the condition sec(θν) ≤
1 + δ is given in (2).
It is proven in [4] that the smallest size (up to a constant factor) extended formulation to achieve
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a (1 + δ)-approximation of L3 can be obtained by choosing
νδ =
⌈
log2
π
2 arcsec(1 + δ)
⌉
, θj =
π
2j+1
, j = 1, . . . , νδ and κ = 1. (3)
However, under this set of choices, the polyhedral cone P νδ(θ) given by system (1) contains some
irrational coefficients (e.g. cos(θ1) = 1/
√
2). We will now show that a rational (1+δ)-approximation
with the same size can also be obtained. We start with a lemma.
Lemma 1. Let 0 < θ < θ < π2 . Then, there exists θ ∈ [θ, θ] such that cos(θ) ∈ Q and sin(θ) ∈ Q.
Proof. We will prove this lemma using the fact that any integer Pythagorean triple can be written
in the form
[m2 − n2, 2mn, m2 + n2],
where m and n are positive integers with m > n. To find an angle θ with rational sine and cosine
values, it suffices to find positive integers m and n such that
sin(θ) ≤ m
2 − n2
m2 + n2
≤ sin(θ).
By rearranging terms, we obtain√
1 + sin(θ)
1− sin(θ)n ≤ m ≤
√
1 + sin(θ)
1− sin(θ)n. (4)
Since θ < θ, one can show that L :=
√
1+sin(θ)
1−sin(θ) <
√
1+sin(θ)
1−sin(θ) =: U . Finally, due to the fact that
rational numbers are dense in real numbers, we conclude that there exist positive integers m and
n such that mn ∈ [L,U ].
We now state our main result.
Proposition 2. For given δ > 0, let νδ be chosen according to (3) and θ0 = π/2. Assume that
log2
π
2 arcsec(1+δ) 6∈ Z. Then, there exists a set of values θj with sin(θj) ∈ Q and cos(θj) ∈ Q,
j = 1, . . . , ν such that a rational (1 + δ)-approximation P νδ(θ) of L3 can be obtained.
Proof. First of all, we choose the largest parameter κ that satisfies the condition sec
(
π
2 (
κ
2 )
νδ
) ≤ 1+δ,
and denote it as
κδ = 2
(
2
π
arcsec(1 + δ)
)1/νδ
. (5)
Note that κδ > 1 since we assume that log2
π
2 arcsec(1+δ) 6∈ Z.
Due to Lemma 1, there exists an angle θj with sin(θj), cos(θj) ∈ Q such that θj ∈ [θj−1/2, κδθj−1/2],
j = 1, . . . , νδ. Therefore, the approximation P
νδ(θ) is a rational polyhedral cone. Finally, since κδ
and νδ satisfy the condition that sec
(
π
2 (
κδ
2 )
νδ
) ≤ 1 + δ, we achieve a (1 + δ)-approximation of the
cone L3.
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2.2. An Optimized Outer-Approximation for L3
In this section, we will first reformulate the outer-approximation P ν(θ) as a polyhedral set
defined by integral data. Then, we will propose a way to obtain the smallest integer coefficients
that can be used in this reformulation.
For θj ∈ (0, π/2) with rational sine and cosine, we can write
sin(θj) =
aj
cj
and cos(θj) =
bj
cj
,
for some positive coprime integers aj , bj, cj . By rewriting equations (1c), (1d) and (1f) respectively
as
cjξ
j = bjξ
j−1 + ajηj−1 j = 1, . . . , ν (6a)
cjη
j ≥ | − ajξj−1 + bjηj−1| j = 1, . . . , ν (6b)
bνη
ν ≤ aνξν , (6c)
we reformulate the polyhedral set P ν(θ) as
P˜ ν(θ) := {x ∈ R3 : ∃(ξj , ηj)νj=0 : (1a) − (1b), (1e), (6)}.
Note that the polyhedral set P˜ ν(θ) is now defined by integral data.
Although Proposition 2 implies that the outer-approximation P˜ νδ(θ) can be defined by inte-
gral data, it does not give an explicit construction. In the remainder of this section, we provide
an optimized construction in the sense that the integers used in the formulation are as small as
possible. This is a desired property since it is known that the computational solution methods for
optimization problems with very large coefficients are subject to numerical issues.
The exact procedure to obtain the coefficients is summarized in Algorithm 1. In each step of the
algorithm, we minimize the hypotenuse of the next Pythagorean triple, which seems a reasonable
approach to obtain a formulation with small coefficients. We use the Python programming language
to implement Algorithm 1 and Gurobi to solve the integer quadratic programs (we tighten the
numerical tolerances of the solver to obtain accurate results).
Some sample results are provided in Table 1 for δ = 10−5, 10−6, 10−7. We remark that that the
optimal coefficients for the same index j might be different depending on the value of δ. Also, it is
interesting to observe that all the Pythagorean triples for j ≥ 4 are one of the following two forms
for some positive integer h:
i) [2h, h2 − 1, h2 + 1], ii) [2h − 1, 2h2 − 2h, 2h2 − 2h+ 1]. (8)
This observation will be exploited in Section 3.1, where we provide a different approximation scheme
to L3 with explicitly chosen Pythagorean triples.
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Algorithm 1 Optimized construction of P˜ νδ(θ) given δ > 0.
Compute νδ according to (3) and choose κ ∈ (1, κδ ], where κδ is defined as in (5).
Initialize θ0 = π/2.
for j = 1, . . . , νδ do
Set θ = θj−1 and θ = κθ.
Obtain
(ms, ns) := argmin
m∈Z,n∈Z
{m2 + n2 : (4), n ≥ 1} and (mc, nc) := argmin
m∈Z,n∈Z
{m2 + n2 : (7), n ≥ 1}.
where √
1 + cos(θ)
1− cos(θ)n ≤ m ≤
√
1 + cos(θ)
1− cos(θ)n. (7)
if m2s + n
2
s < m
2
c + n
2
c then
Set aj = m
2
s − n2s, bj = 2msns, cj = m2s + n2s.
else
Set aj = 2mcnc, bj = m
2
c − n2c , cj = m2c + n2c .
end if
Set θj = arcsec(cj/bj).
end for
Table 1: Optimal constructions of the polyhedral cone P˜ νδ(θ) for different δ values. We have chosen κ = (1−10−6)κδ ,
where κδ is defined as in (5), to circumvent the possible numerical precision issues.
δ = 10−5 (νδ = 9) δ = 10
−6 (νδ = 11) δ = 10
−7 (νδ = 12)
j sec(θj) aj , bj , cj sec(θj) aj , bj , cj sec(θj) aj , bj , cj
1 1.450000 21,20,29 1.4500000 21,20,29 1.42016807 120,119,169
2 1.096257 84,187,205 1.0962567 84,187,205 1.08333333 5,12,13
3 1.023226 168,775,793 1.0250000 9,40,41 1.02020202 20,99,101
4 1.006192 36,323,325 1.0061920 36,323,325 1.00501253 40,399,401
5 1.001634 35,612,613 1.0016340 35,612,613 1.00125078 80,1599,1601
6 1.000420 69,2380,2381 1.0004456 67,2244,2245 1.00032051 79,3120,3121
7 1.000113 133,8844,8845 1.0001240 127,8064,8065 1.00008114 157,12324,12325
8 1.000030 257,33024,33025 1.0000344 241,29040,29041 1.00002068 311,48360,48361
9 1.000008 493,121524,121525 1.0000096 457,104424,104425 1.00000529 615,189112,189113
10 1.0000027 865,374112,374113 1.00000135 1215,738112,738113
11 1.0000007 1637,1339884,1339885 1.00000035 2401,2882400,2882401
12 1.00000009 4741,11238540,11238541
2.3. Rational Outer-Approximation of LN
In this section, we will use the rational outer-approximation of L3 as a building block to obtain
a rational outer-approximation of LN . We remark that the tower-of-variables construction used
in this section has originally appeared in [4] and we only present it here in order to make the
present paper self-contained. For convenience, we will assume that N = 2K +1 for some K ∈ Z++
(otherwise, we can include additional variables which are equal to zero).
6
Let us define
xi = y0,i, xN = yK,1 i = 1, . . . , N − 1 (9a)
(yk,2i−1, yk,2i, yk+1,i) ∈ L3 k = 0, . . . ,K − 1, i = 1, . . . , 2K−k−1. (9b)
For LN , an extended formulation can be given as LN = {x ∈ RN : ∃yk,i : (9)}, and for δ > 0, an
outer-approximation can be obtained as
QN (θ) := {x ∈ Rn : ∃yk,i : (9a), (yk,2i−1, yk,2i, yk+1,i) ∈ P˜ νδ(θ) k = 0, . . . ,K−1, i = 1, . . . , 2K−k−1},
where P˜ νδ is defined as in Section 2.2. It is straightforward to show that
LN ⊆ QN (θ) ⊆ (1 + δ)KLN .
Finally, to achieve a (1+ǫ)-approximation of the cone LN , we can construct a (1+δ)-approximation
for L3 such that
1 + ǫ ≥ (1 + δ)K ⇐⇒ δ ≤ (1 + ǫ)1/K − 1. (10)
Let us denote the largest δ value satisfying this relation as δǫ. Then, Q
N (θ) would require (2νδǫ +
3)(N − 2) many additional variables and (3νδǫ +6)(N − 2) many constraints in its description (see
system (1)), where
νδǫ =
⌈
log2
π
2 arcsec
(
(1 + ǫ)1/K
)
⌉
,
is computed according to (3).
We remark that the tower-of-variables construction is not the only way to obtain an extended
formulation for LN that uses L3 as a building block. In fact, one can also use a disaggregation
approach (see [3, 11]). Let us define the system
x2i ≤ zixN i = 1, . . . , N − 1 (11a)
N−1∑
i=1
zi ≤ xN (11b)
xN ≥ 0, zi ≥ 0 i = 1, . . . , N − 1, (11c)
and obtain another extended formulation as LN = {x ∈ RN : ∃zi : (11)}. Note that the rotated
cone constraints (11a) are linear transformations of L3, hence, admit efficient polyhedral outer-
approximations.
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3. Second Outer-Approximation: A Closed-Form Construction with Small-Size Coef-
ficients
In this section, we present another rational outer-approximation of LN with a different set of
characteristics. We will first present our closed-form construction for L3 in Section 3.1 and provide
an upper bound for the largest coefficient used in its description in Section 3.2. Then, using the
tower-of-variables construction again, we will obtain a rational polyhedral outer-approximation
for LN with an explicit upper bound on its largest coefficient in Section 3.3.
3.1. A Closed-Form Outer-Approximation for L3
In this section, we will consider the Pythagorean triples defined as
(aˆj , bˆj , cˆj) =

(120, 119, 169) if j = 1(2hj − 1, 2h2j − 2hj , 2h2j − 2hj + 1) with hj := 2j−2 + 2 if j = 2, . . . , ν, (12)
and the corresponding angles
θˆj := arcsec(cˆj/bˆj), j = 1, . . . , ν. (13)
Notice that (aˆj , bˆj , cˆj) are of the type (ii) according to (8) for j = 2, . . . , ν, and we have the recursion
hj = 2(hj−1 − 1) for j = 3, . . . , ν.
Our main result in this section is the following proposition:
Proposition 3. Let δ ∈ (0, 14) and θˆ = π/2. Consider P˜ νˆδ(θˆ) with
νˆδ =
⌈
log2
(
−6 + 2
√
1 + 2/δ
)⌉
, (14)
and θˆj, j = 1, . . . , νˆδ as defined in (13). Then, we have
L3 ⊆ P˜ νˆδ(θˆ) ⊆ (1 + δ)L3.
Moreover,
νˆδ ≤ νδ + 2.
We will postpone the proof of Proposition 3 since we first need some preliminary results.
3.1.1. Preliminary Results
We start by establishing a relation between two Pythagorean triples, both of type (ii) according
to (8).
Lemma 2. Let h ≥ 2 be an integer. Consider the two Pythagorean triples
[2h− 1, 2h2 − 2h, 2h2 − 2h+ 1] and [4h− 5, 8h2 − 20h + 12, 8h2 − 20h + 13],
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and define
φ := arcsec
(
2h2 − 2h+ 1
2h2 − 2h
)
and φ′ := arcsec
(
8h2 − 20h + 13
8h2 − 20h + 12
)
.
Then, we have φ′ ≥ φ/2.
Proof. Since φ, φ′ ∈ (0, π2 ) and h ≥ 2, we have
φ′ ≥ φ
2
⇐⇒ tan(φ′) ≥ tan
(
φ
2
)
=
1− cos(φ)
sin(φ)
⇐⇒ 4h− 5
8h2 − 20h+ 12 ≥
1
2h− 1
⇐⇒ 8h2 − 14h+ 5 ≥ 8h2 − 20h + 12
⇐⇒ h ≥ 7
6
,
which proves the claim.
Lemma 3. Let ν ∈ Z++ and θˆ0 := π/2. Consider θˆj, j = 1, . . . , ν as defined in (13). Then, we
have θˆj ≥ θˆj−1/2, for j = 1, . . . , ν.
Proof. We will prove this statement considering three cases:
• j = 1: In this case, we have θˆ1 = arctan(120/119) ≥ π/2 = θˆ0/2.
• j = 2: In this case, we have θˆ2 = θˆ1/2 since
sin(2θˆ2) = 2 sin(θˆ2) cos(θˆ2) = 2 · 5
13
· 12
13
=
120
169
= sin(θˆ1).
• j ≥ 3: In this case, we apply Lemma 2 with h = 2j−2 + 2, φ = θˆj−1 and φ′ = θˆj .
Hence, the result follows.
3.1.2. Proof of Proposition 3 and Some Implications
Now, we are ready to prove the main result of this section.
Proof of Proposition 3. Due to Lemma 3, θˆj ’s satisfy the condition that θˆj ≥ θˆj−1/2, for j =
1, . . . , νˆδ. Therefore, we have L
3 ⊆ P˜ νˆδ(θˆ). To prove the (1 + δ)-approximation guarantee, it
suffices to choose the smallest integer ν such that
arcsec(θˆν) ≤ 1 + δ ⇐⇒ 2h
2 − 2h+ 1
2h2 − 2h ≤ 1 + δ with h = 2
ν−2 + 2,
or, equivalently, the smallest h = 2ν−2 + 2 with integer ν such that
2h2 − 2h− 1
δ
≥ 0 ⇐⇒ h ≥ 1
2
+
√
1
4
+
1
2δ
.
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By plugging h = 2ν−2+2 and defining the smallest integer ν satisfying the above inequalities as νˆδ,
we obtain (14).
Finally, we will prove the last assertion of the proposition. In particular, we have
νˆδ − νδ =
⌈
log2
(
−6 + 2
√
1 + 2/δ
)⌉
−
⌈
log2
π
2 arcsec(1 + δ)
⌉
≤
⌈
log2
−6 + 2√1 + 2/δ
π
2 arcsec(1+δ)
⌉
=
⌈
log2
[
4
π
(−3 +
√
1 + 2/δ)︸ ︷︷ ︸
≤
√
2/δ
arcsec(1 + δ)︸ ︷︷ ︸
≤2√δ
]⌉
≤
⌈
log2
8
√
2
π
⌉
= 2.
Here, the first inequality follows since the function ⌈·⌉ is subadditive, and the second inequality
follows due to the following facts:
Fact 1. −3 +
√
1 + 2/δ ≤
√
2/δ for δ > 0.
Proof. Since δ > 0, we have
−3 +
√
1 + 2/δ ≤
√
2/δ ⇐⇒ (
√
1 + 2/δ)2 ≤ (
√
2/δ + 3)2
⇐⇒ (δ + 2)/δ ≤ (2 + 6
√
2δ + 9δ)/δ
⇐⇒ 8δ + 6
√
2δ ≥ 0,
which proves the claim.
Fact 2. arcsec(1 + δ) ≤ 2
√
δ for δ > 0.
Proof. Let us define a function f(δ) := 2
√
δ − arcsec(1 + δ) for δ ≥ 0. We will prove the claim by
showing that f(δ) ≥ 0 for δ ≥ 0.
Firstly, observe that f is a continuous function on R+ and f(0) = 0. Secondly, consider the
derivative of f ,
f ′(δ) =
1√
δ
− 1
(1 + δ)
√
(1 + δ)2 − 1 =
1√
δ
(
1− 1
(1 + δ)
√
2 + δ
)
,
which is positive for δ > 0, and has the limit
lim
δ→0+
f ′(δ) = +∞.
Therefore, we conclude that f is a nondecreasing function. Combining the above facts, we obtain
that f(δ) ≥ 0 for δ ≥ 0.
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We remark that the difference between νˆδ and νδ in Proposition 3 cannot be improved uniformly
as Table 2 demonstrates that there exist δ values for which this difference is equal to two.
Table 2: Comparison of νδ and νˆδ for different δ values.
δ νδ νˆδ
10−4 7 9
10−5 9 10
10−6 11 12
10−7 12 14
Finally, we provide the closed-form construction of the the polyhedral cone P˜ ν(θˆ) based on (12)
and (13) up to ν = 14 in Table 3. The values of νˆδ for δ = 10
−1, 10−2, . . . , 10−7 are highlighted.
Table 3: Closed-form constructions of the polyhedral cone P˜ ν(θˆ).
j sec(θˆj) aˆj , bˆj , cˆj
1 1.42016807 120,119,169
2 1.08333333 5,12,13
3 1.04166667 7,24,25
4 1.01666667 11,60,61
5 1.00555556 19,180,181
6 1.00163399 35,612,613
7 1.00044563 67,2244,2245
8 1.00011655 131,8580,8581
9 1.00002982 259,33540,33541
10 1.00000754 515,132612,132613
11 1.00000190 1027,527364,527365
12 1.00000048 2051,2103300,2103301
13 1.00000012 4099,8400900,8400901
14 1.00000003 8195,33579012,33579013
3.2. Bounding the Largest Coefficient in P˜ νˆδ(θˆ)
We now provide an upper bound for the largest coefficient used in the description of the poly-
hedral cone P˜ νˆδ(θˆ), which is sublinear in δ.
Proposition 4. Let δ ∈ (0, 14) and the largest coefficient used in the description of the polyhedral
cone P˜ νˆδ(θˆ) be defined as
Cδ := 2hˆ
2 − 2hˆ+ 1, where hˆ := 2νˆδ−2 + 2.
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Then, we have
Cδ ≤ 4
δ
+ 7− 6
√
1 +
2
δ
≤ 4
δ
.
Proof. Firstly, by plugging in the exact value of νˆδ from (14), we obtain
hˆ = 2νˆδ−2 + 2 = 2
⌈
log2
(
−6+2
√
1+ 2
δ
)⌉
−2
+ 2 ≤ −1 +
√
1 +
2
δ
.
Then, we have
Cδ = 2hˆ
2 − 2hˆ+ 1 = 2
(
hˆ− 1
2
)2
+
1
2
≤ 2
(
−3
2
+
√
1 +
2
δ
)2
+
1
2
=
4
δ
+ 7− 6
√
1 +
2
δ
.
Finally, since δ < 14 ≤ 7213 , we deduce that 7− 6
√
1 + 2δ ≤ 0. Hence, we prove that Cδ ≤ 4/δ, which
concludes the proof.
Notice that the assertion of Proposition 4 and the computed values in Table 3 are in full
accordance.
3.3. Closed-Form Rational Outer-Approximation of LN and Bounding Its Largest Coefficient
Now, we are ready to give a closed-form rational outer-approximation of LN . Given ǫ > 0,
let δǫ denote the largest value of δ satisfying (10) and νˆδǫ be selected according to (14). Consider
θˆj, j = 1, . . . , νˆδǫ as defined in (13). Let us define the polyhedral cone
Q¯N (θˆ) := {x ∈ Rn : ∃yk,i : (9a), (yk,2i−1, yk,2i, yk+1,i) ∈ P˜ νˆδǫ (θˆ) k = 0, . . . ,K−1, i = 1, . . . , 2K−k−1},
with K = ⌈log2(N − 1)⌉. Then, we clearly have
LN ⊆ Q¯N (θˆ) ⊆ (1 + ǫ)LN .
Notice that Q¯N (θˆ) would require (2νˆδǫ +3)(N − 2) many additional variables and (3νˆδǫ +6)(N − 2)
many constraints in its description. Let us now compare the size of QN (θ) as defined in Section 2.3
and Q¯N (θˆ). Due to the last assertion of Proposition 3, that is νˆδ ≤ νδ + 2, we conclude that the
latter require at most 4(N − 2) more variables and 6(N − 2) more constraints. Hence, the increase
in the size of the closed-form outer-approximation is linear in the dimension of the cone.
We conclude our paper by providing an upper bound on the largest coefficient in the description
of Q¯N (θˆ), which is sublinear in ǫ and logarithmic in N .
Proposition 5. Let ǫ ∈ (0, 1). Consider LN and its outer-approximation Q¯N (θˆ) as defined above.
Then, the largest coefficient used in the description of the polyhedral cone Q¯N (θˆ) is upper bounded
by
4⌈log2(N − 1)⌉
(ln 2)ǫ
.
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Proof. Let δǫ denote the largest value of δ satisfying the relation in (10). Then, we have
δǫ = (1 + ǫ)
1/⌈log2(N−1)⌉ − 1 ≥ (2⌈log2(N−1)⌉ − 1)ǫ ≥ ln 2⌈log2(N − 1)⌉
ǫ.
Here, the first inequality follows since the function (1 + ǫ)1/K − 1 is concave in ǫ, and hence, it can
be lower bounded by a linear function passing through the points at ǫ = 0 and ǫ = 1. The second
inequality follows due to the following fact:
Fact 3. 21/K − 1 ≥ (ln 2)/K for K > 0.
Proof. We first note that the function 2τ−1 is convex in τ ∈ R+, therefore, it can be lower bounded
by the gradient inequality at the point τ = 0. Hence, we have 2τ −1 ≥ (ln 2)τ . Then, the statement
follows through the variable transformation τ := 1/K for K > 0.
To conclude the proof, we use Proposition 4 with δǫ and obtain that the largest coefficient in
the description of Q¯N (θˆ) is upper bounded by
4
δǫ
≤ 4⌈log2(N − 1)⌉
(ln 2)ǫ
,
which is the upper bound on the largest coefficient in the description of P˜ νˆδǫ (θˆ).
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