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a b s t r a c t
This paper explores the use of wavelets for spatial veriﬁcation of quantitative precipitation
forecasts (QPF), and especially the capacity of wavelets to provide both localization and
scale information. Two 24-h forecast experiments using the two versions of the Coupled
Ocean/AtmosphereMesoscale Prediction System (COAMPS) on 22August 2010 over Poland
are used to illustrate the method.
Strong spatial localizations and associated intermittency of the precipitation ﬁeld make
veriﬁcation of QPF difﬁcult using standard statistical methods. The wavelet becomes an
attractive alternative, because it is speciﬁcally designed to extract spatially localized fea-
tures. The wavelet modes are characterized by the two indices for the scale and the
localization. Thus, these indices can simply be employed for characterizing theperformance
of QPF in scale and localization without any further elaboration or tunable parameters.
Furthermore, spatially-localized features can be extracted in wavelet space in a relatively
straightforward manner with only a weak dependence on a threshold. Such a feature may
be considered an advantage of the wavelet-based method over more conventional “object”
oriented veriﬁcation methods, as the latter tend to represent strong threshold sensitivities.
The present paper also points out limits of the so-called “scale separation” methods based
on wavelets.
Our study demonstrates how these wavelet-based QPF veriﬁcations can be performed
straightforwardly. Possibilities for further developments of the wavelet-based methods,
especially towards a goal of identifying a weak physical process contributing to forecast
error, are also pointed out.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Objective forecasts of precipitation are probably the most important operational product in practical applications. For
this reason, the problem is often singled out as the quantitative precipitation forecast (QPF). Olson et al. (1995) provides a
historical review of QPF. Fritsch et al. (1998), and Ebert et al. (2003) review more recent progress.
A particular challenge faced by the QPF is, along with understanding of the precipitating-system dynamics and the
complexity of the cloud microphysics (cf., Khain et al., 2015), to properly verify the numerical forecast results: see Casati
et al. (2008), and Ebert et al. (2013) for relevant reviews on forecast veriﬁcations in general. The QPF veriﬁcation poses
∗ Corresponding author at: CNRM, Météo-France, 42 av Coriolis, 31057 Toulouse Cedex, France.
E-mail address: jiy.gfder@gmail.com (J.-I. Yano).
http://dx.doi.org/10.1016/j.dynatmoce.2016.02.001
0377-0265/© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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articular problems not found with the other forecast variables, because the precipitation ﬁeld is far more localized and
ntermittent in space and time. For example, a model forecast may properly predict the size and intensity of a precipitation
ystem, but its center may be shifted from the observation. As a result, conventional veriﬁcation measures such as the
oot-mean-square error would over-penalize such a forecast in spite of a successful prediction of the system itself.
In order to take these aspects into account, new types of QPF veriﬁcation methods focused on the spatial structure of
he precipitation have been developed over the last decade (Ahijevych et al., 2009; Gilleland et al., 2009; Rezacova et al.,
015). These methods have been classiﬁed in four groups: scale-separation method, neighborhood (or “fuzzy”) veriﬁca-
ion approaches, object-oriented methods, and ﬁeld deformation approaches. Scale-separation methods include Briggs and
evine (1997), Zepeda-Arce et al. (2000), Casati et al. (2004), Jung and Leutbecher (2008). The fractional skill score (FSS:
oberts and Lean, 2008; Zacharov and Rezacova, 2009) is one of the most used neighborhood veriﬁcation approach. Ebert
2008) reviews the fuzzy veriﬁcationmethods. Speciﬁc examples of object-orientedmethods are: contiguous rain area (CRA:
bert and McBride, 2000; Ebert and Gallus, 2009), the method for object-based diagnostic evaluation (MODE, Davis et al.,
006a,b, 2009; Ahijevych et al., 2009), and the structure–amplitude–location approach (SAL: Wernli et al., 2008, 2009).
ield deformation technique includes image warping (Gilleland et al., 2010) and optical ﬂow (Keil and Craig, 2007, 2009;
arzban et al., 2009). This classiﬁcation has however ﬂexible boundaries: for example, the ﬁeld deformation technique
ntroduced by Keil and Craig (2007, 2009) is applied to spectral components, bridging a gap between the ﬁeld-deformation
nd scale-separation techniques.
The focus of the object-oriented methods is to quantify how well a model forecast reproduces an observed precipitation
ystem in size (scale), position, and amplitude (strength). A basic premise behind these methods, is to treat a precipitation
ystem (e.g., a storm event) as a solid “object”. Effort is invested to quantify both a scale and a localization of an “object”
imultaneously as accurately as possible.
Since the main focus of the object-oriented validation methods is on spatial-localization, wavelet comes out as a natural,
asic tool. It is speciﬁcally designed by a set of modes for efﬁciently extracting such spatially-isolated structures. From this
oint of view, the object-oriented validation may more systematically be performed by wavelet. The purpose of the present
aper is to pursue this possibility, and therefore bridging between scale separation and object-oriented veriﬁcation tech-
iques. The wavelet method allows one to address the various concepts utilized under the object-oriented validations under
ider contexts. For example, the wavelet approach elucidates the fundamental limits (under the Heisenberg’s uncertainty
rinciple) of treating a precipitation system as a solid object, and re-deﬁne the concept of “object” in wavelet space.
Briggs and Levine (1997), Zepeda-Arce et al. (2000), Casati et al. (2004), and Casati (2010), have already applied wavelets
o QPF veriﬁcation. Among them, Zepeda-Arce et al. (2000) is closest to the spirit of the present study by exploring various
avelet-based statistical measures. However, as Gilleland et al. (2009) point out, the capacity of wavelets for providing both
cale and localization information is yet to be fully explored in the QPF veriﬁcation context. Current wavelet-based QPF
eriﬁcations tend to take wavelet simply as a spatial ﬁlter for singling out a particular scale.
In order to pursue wide possibilities with wavelet, we adopt a discrete orthogonal set of wavelets, more precisely, the
eyer wavelet (Meyer, 1992). By adopting a discrete orthogonal wavelet rather than a more frequently-used continu-
us wavelet, various general advantages of the discrete orthogonal mode sets (as with the Fourier analysis) can easily be
xploited. Those include a straightforward invertibility of the signals from the wavelet space back to the physical space, as
mphasized by Yano et al. (2001a, 2004b). On the other hand, typical graphical representations based on continuous wavelet
s often misleading by multiplying original data information amount in an arbitrary manner. The discrete wavelet avoids
his trap by exactly conserving the amount of the original data information under wavelet transformation. As a standard
eference on wavelet methods, see Mallat (1998).
This paper is constructed as follows. The next section reviews the study case and the two forecast cases to be examined,
long with some basic analyses. Section3 introduces the wavelet method, where we also emphasize how simultaneous
haracterizations of the scale and localization are constrained by Heisenberg’s uncertainty principle. Section4 presents
basic analysis of the variability in wavelet space. Section5 presents an “object” analysis by exploiting the capacity of
xtracting a spatially-localized feature in wavelet space. Section6, in turn, exploits the capacity of wavelet for quantifying
forecast quality scale by scale. The paper is concluded by a summary and discussions.
. Study case and experiments
.1. Model description
Our study is motivated from an analysis of forecast experiments performed by using the Coupled Ocean/Atmosphere
esoscale Prediction System (COAMPS) developed at Naval Research Laboratory (NRL: Hodur, 1997). Recently the model
as upgraded (Hodur and Jakubiak, 2013) for the surface layer, boundary layer, turbulent kinetic energy, and moist physics
arameterizations. Notably, more detailed surface databases based on the NASA-Goddard Land Information System (LIS:
ohr et al., 2013) are included.
The goal of the COAMPS project is to study the impacts of the parameterization of different physical processes on the
orecast of mesoscale convection over central Europe during spring and summer months. For this reason, four additional test
ases are run along with the run with the default COAMPS physics. Each forecast uses the three nested domains as shown in
ig. 1 with the horizontal resolutions of 18, 6, and 2km for the outermost, middle, and innermost domains, respectively. A
16 J.-I. Yano, B. Jakubiak / Dynamics of Atmospheres and Oceans 74 (2016) 14–29Fig. 1. The model nesting domains used in the study.
nested domain covers a smaller area than a parent domain with a smaller grid spacing so that the smaller scale features are
better resolved. The horizontal resolution is increased by the factor of three to a next nesting level. In the present set-up,
thus, two levels of nesting leads to a 2-km resolution over Poland. A one-way nesting procedure is adopted in the present
study, although COAMPS contains a capacity of a two-way nesting.
Each forecast is initialized using two 6-h assimilation cycles before entering a 24-h forecast phase. This allows the model
to spin-up mesoscale circulations prior to the forecast phase. The initial assimilation is performed by multi-variate optimal
interpolation (MVOI) technique (Daley, 1993). The COAMPS model runs are initialized with the the NOAA Global Forecast
System (GFS) 1/2-degree ﬁeld (Environmental Modeling Center, 2003), and the MVOI assimilation incorporates the all avail-
able observations, such as temperature, humidity, and wind components from radiosondes, conventional observations from
synoptic ship and land stations (station pressure, air temperature, wind components, humidity), and number of parame-
ters estimated from satellite observations. The outermost boundary conditions are also provided by GFS with three-hourly
update. The outermost domain uses parameterized convection, whereas the middle and innermost domains turn off the
convection parameterization, and replace it by explicit moist microphysics.
2.2. Forecast experiments
Among the ﬁve cases considered, we focus on the two cases, designated by A and B in the following.
Case A assumes the default physics: a single-moment bulk scheme developed by Rutledge and Hobbs (1983) is adopted
for the microphysics. This scheme considers ﬁve microphysical variables (water vapor, pristine ice, snow, rain and cloud
water). The current version further considers graupel (heavily rimed ice crystal or frozen drop: Rutledge and Hobbs, 1984)
and drizzle (Khairoutdinov and Kogan, 2000). Additional processes added to the current version are: Meyers et al.’s (1992)
ice nucleation, the nucleation formula introduced by Cooper and Haines (1996), homogeneous freezing, ice multiplication
process (Hallett and Mossop, 1974), and an incorporation of a non zero fall speed for the pristine ice ﬁeld. The boundary
layer is described by the level-2.5 scheme by Mellor and Yamada (1982). The default convection parameterization is Kain
and Fritsch (1993).
Case B adds extra eddy-mixing of cloudy air based on a formulation by Klemp and Wilhelmson (1978). This scheme prog-
nostically evaluates the turbulent kinetic energy, which is buoyant driven, in order to deﬁne the eddy-diffusion coefﬁcient.
As a result, the eddy mixing is effectively suppressed over the stable region outsides the clouds.
2.3. The study-case description
Our study period covers 24h, beginning at 0000 UTC on 22 August 2010. The analysis we present here is from the
innermost domain. We restrict our attention to the precipitation ﬁeld, quantiﬁed as a radar reﬂectivity (in dB), based on our
interests on QPF. Despite the fact that the nature of the precipitating system cannot be diagnosed solely by the radar images,
a more systematic analysis is left for the subsequent studies. In the present veriﬁcation study, the radar-based precipitation
date is also treated as a “ground truth”. Though the radar data contains its own errors, we expect that those errors are much
smaller than the numerical forecast errors.
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iFig. 2. The distribution of the radar precipitation at 17:00 for (a) observation, (b) Case A, and (c) Case B.
The study period begins with scattered convection over the northwest portion of the domain. The convection gradually
ecomes more organized during the morning, and the system propagates southeast. By midnight, the system reaches the
enter of the domain.
The two cases considered herein simulate this evolution in different degrees. In Case A there is a relatively developed con-
ective system occupying the northern half of the forecast domain initially. From 3:00 to 4:00, there is a rapid development
f another convection system right at the northwest corner of the domain. Both the position and the size of this convective
evelopment are comparablewith the observed radar reﬂectivity. However, this convection system intensiﬁes farmore than
bserved, by extending this system even further east for next few hours. Simultaneously, the convective system initially
ound in the model gradually dissipates. As observed, around noon the intensifying convective system begins to propagate
outheastwards. Around 16:00, though the position of the convection center is comparable with the observation, the size
ar exceeds what is observed (cf., Fig. 2(a) and (b)). This intensiﬁcation continues until the midnight.
On the other hand, no convection (or precipitation) is found with Case B initially. It takes until 2:15 when scattered
onvectionbegins todevelopover thenorthwest part of thedomain. The systemgradually develops through themorning, but
ith the system strongly conﬁned to the northern edge of the forecast domain. Around 13:00, the systembegins propagating
owards southeast. Though the propagation slightly trails behind the observation, a good agreement of the forecast with
he observation is found by early evening (17:00, cf., Fig. 2(a) and (c)). Starting around 19:00 this case intensiﬁes convection
ore than observed by excessively spreading the precipitation area. However, this excessive tendency gradually subsides,
nd at midnight, both the size and the position of the convective system agree well with the observation.
.4. Data arrangement
These two forecast cases are compared against radar observation. In order to make the comparison possible, both the
adar observations and model forecasts are put onto a common grid (512 by 512 points). The common grid is deﬁned by a
ambert conformal mapping, as in the model. The radar observations are converted from LAEA (Lambert equal area) to the
rojection of the model (Lambert conformal). However, the radar covers a larger area than the model domain. Thus, model
ata, produced on a grid with 451×451 points are extrapolated to a larger domain with the grid of 512×512 points by
etting the missing points at the domain boundaries to zero. The radar measurements are characterized by substantial gaps
n coverage: these missing values are also set to zero. Note that this procedure of padding the missing data with zero values
ill not affect substantially our results, because a masking procedure will be applied to these artiﬁcial data (cf., Section4.a).
.5. Correlation in physical space
As a reference frame for the subsequent analyses, we show the snap shots of the precipitation at 17:00 from the radar
bservation (a) as well as from Cases A (b) and B (c) in Fig. 2. The correlations of the observed precipitation against these two
ases are: 0.29 and 0.03, respectively. Case A’s extensive precipitation ﬁeld has some overlap with the observed precipitation
eld, whereas Case B’s precipitation ﬁeld is comparably sized with the observation, but overlaps little due to a displacement
rror.
The correlation between the observation and the forecast ﬁelds may improve by shifting the forecast result against the
bservation. Here, a doubly periodic boundary condition is assumed in order to obtain a value by crossing a boundary, as in
he wavelet analysis introduced in the next section. In order to see this tendency, the space-lag correlations for these two
ases are shown in Fig. 3. Here, the horizontal and the vertical axes are the eastward and the northward displacements (lags)
f a forecast. The maximum correlation, 0.35 and 0.48 is obtained in Cases A and B, respectively, by shifting the forecast ﬁeld
y 20km west and 4km north, and by 80km east and 60km north.
The time series of the direct correlations and the maximum correlations obtained from all possible space lags are shown
n Fig. 4(a) and (b), respectively. For direct correlation (a), Case A performs better for most of the forecast period than Case
18 J.-I. Yano, B. Jakubiak / Dynamics of Atmospheres and Oceans 74 (2016) 14–29
Fig. 3. The space-lag correlations of the radar observation against the Cases A (a) and B (b). Here, the horizontal and the vertical axes are the eastward and
the northward displacements (lags).Fig. 4. The time series of (a) the direct correlations and (b) the maximum correlations obtained from all possible space lags: Case A (solid), Case B (long
dash).
B, especially during the afternoon when convection intensiﬁes. However, once the possibilities of the shift are considered,
the performance of Case B is much improved, and exceeds that of Case A for the most period (b).
3. Wavelet method
3.1. Wavelet decomposition
A one-dimensional version of a discrete orthogonal wavelet is characterized by the two indices for a wavenumber and
localization. Bydesign, thewavenumber, k, increases by a factor of two starting from k=1. Themaximumavailablewavenum-
ber is equal to N/2, where the total number of the equally-spaced data points is N. For each given wavenumber k, k localized
modes are assigned by displacing a center peak of the mode in equal intervals (cf., Fig. 4, Yano et al., 2001a). Thus, the total
number of modes available is
∑ln2N−1
i=0 ki = 2ln2N − 1 = N − 1 with ki =2i. The remaining freedom is used for deﬁning the
domain mean (k=0). Thus, the N mode coefﬁcients are obtained from a N-point data set in accordance with a completeness
of the expansion.
The Meyer wavelet is chosen based on our previous studies (Yano et al., 2001a,b, 2004a,b), but also because of its smooth
function form. For more on the choice of wavelet type, see Yano et al. (2004b), which especially shows that the analysis
results are not particularly sensitive to the choice.
An important point to keep inmind is that eachwaveletmode has a zeromean, being orthogonal to themean component.
As a result, in the decomposed ﬁelds, we obtain substantial portions with negative radar reﬂectivities, especially under the
“object” extractions presented in Section5.
We deﬁne the one-dimensional Meyer wavelet by  i,j(x) with the two indices, i, j, for designating the wavenumber and
localization, with i=−1, 0, . . ., ln 2N−1, and j=1, . . ., jmax. Here, the wavenumber is given by k=2i, and jmax = k. The index,
i=−1, is reserved for designating the domain mean with jmax =1.
In two-dimensional generalization with the coordinates (x, y), we simply take a set represented by ix,jx (x) iy,jy (y). As a
result, an analysis ﬁeld (precipitation), ϕ(x, y), is decomposed into
ln2Nx−1∑ ln2Ny−1∑ jx,max∑ jy,max∑
ϕ(x, y) =
ix=−1 iy=−1 jx=1 jy=1
ϕ˜ix,iy,jx,jy ix,jx (x) iy,jy (y)
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ith thenumberof datapoints,Nx andNy, in x and ydirections, respectively.Here, ϕ˜ix,iy,jx,jy is awavelet expansion coefﬁcient.
ote that subscripts are added to the indices in order to distinguish the two coordinates directions. In the present study,
x =Ny =512, and the interval of data isx=y=2km in the two spatial directions.
Note that the adoptedwavelet assumes adoubleperiodicity over thedomain. This assumptionbrings both advantages and
isadvantages. An obvious disadvantage is an inconsistency with the actual boundary conditions for the forecasts. However,
his inconsistency is probably not critical because due to a relative spatial isolation of the precipitation ﬁeld, the boundary
ondition does not much affect the analysis unless the precipitation center is just at edge. An advantage is that as a result,
he forecast data can be shifted freely over the analysis domain under the doubly periodic boundary condition, by using it
s a rule for deﬁning physical values crossing the analysis domain.
If a forecast is perfect, the wavelet coefﬁcients, ϕ˜ix,iy,jx,jy , for both an observation and a forecast agree with each other
erfectly. Thus, a forecast discrepancy can be inferred by examining where a large error is found in the wavelet space, which
s characterized by both scale and spatial location. In this manner, more direct information of the errors are obtained by
avelets as a function of the scale and the location. This idea is systematically pursued in Section6.
.2. Heisenberg’s uncertainty principle
In order to understand the wavelet methodology properly, however, inherent limitations in characterizing a physical
eld both by a scale and a location simultaneously must ﬁrst be well understood. The limitation is deﬁned by Heisenberg’s
ncertainty principle (cf., Section2.3.2, Mallat, 1998). Though this principle is originally derived for quantum particles, it is
qually applicable to any simultaneous quantiﬁcation of a continuous ﬁeld by both scale (wavenumber) and location. This
rinciple states that both quantities can only be determined under their uncertainties,k andx, with a constraint:
kx ≥ 1. (1)
It is often criticized that the discrete wavelet is not capable of identifying the exact scale and localization of a given
tructure. However, the Heisenberg principle states that such a simultaneous identiﬁcation of these two quantities as exact
alues is simply not possible. As the principle (1) states, the scale of a system can bemeasured only at the expense of accuracy
n localization, and vice versa.
A complete set of the discrete wavelet is constructed under a compromise of this constraint: the wavenumber, k, is
ncremented by the factor of two so that k localizations can be considered for a given wavenumber. As a result, a sum of all
hese modes becomes equal to the total number of the original data points. In principle, it is possible to increase the number
f modes representing wavenumbers or localizations, but only at the expense of diminishing the number of modes available
or the other. Fourier is a particular limit that measures the wavenumber in its best accuracy but without any information
n localization. Alternatively, a spatial localization is most accurately measured as a local maximum in physical space, but
y totally disregarding the information on the scale.
. Variability in wavelet space
The basic features of the observed and the simulated precipitation variabilities seen by wavelets are summarized in this
ection, before more sophisticated analyses are presented in subsequent sections.
.1. Missing data treatment
In order to avoid an unnecessary validation effort over an area with data missing, ﬁrst a data mask, I(x, y), is prepared
oth for forecasts and radar, respectively, based on a rule:
I(x, y) =
{
1 if data is available
0 if data is missing
Based on this mask data, a weighting function,wix,iy,jx,jy , is constructed both for forecast and radar data, respectively, by
ssuming that a wavelet mode characterized by indices, ix, iy, jx, jy, represents an area over
Lx
kx
(jx − 1) ≤ x ≤ Lx
kx
jx
Ly
ky
(jy − 1) ≤ y ≤
Ly
ky
jy
(2)
Based on this interpretation, a fractional area covered by data over this area deﬁnes the weight, wix,iy,jx,jy , for a given
avelet mode for forecast and observation, respectively, with appropriate subscripts added for each. Here, Lx and Ly arehe domain sizes in x and y directions. In other words, the weight, wix,iy,jx,jy , is deﬁned as an average of I(x, y) over the
ubdomain deﬁned by Eq. (2).
The following analysis is, thus, performed by replacing ϕ˜ix,iy,jx,jy,mod and ϕ˜ix,iy,jx,jy,obs by wix,iy,jx,jy,obsϕ˜ix,iy,jx,jy,mod and
ix,iy,jx,jy,mod ϕ˜ix,iy,jx,jy,obs, respectively. Here, the subscripts, mod and obs, respectively, stand for model and observation. In
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Fig. 5. The mean wavelet power of radar precipitation at 17:00 for (a) observation, (b) Case A, and (c) Case B.Fig. 6. Time-averaged wavelet-based wavenumber spectrum for (a) the radar observation, (b) Case A, and (c) Case B.
this manner, the contribution of variability from an area of missing data from a counterpart data set is reduced by a weight in
the wavelet space. This rather cumbersome masking procedure is designed in such manner that the data set is not distorted
irregularly by more directly applying a mask in the physical space.
4.2. Wavelet-based wavenumber spectrum power
The wavelet-based wavenumber spectrum power, P(kx, ky), as a function of the wavenumber vector, (kx, ky), may be
deﬁned by:
P(kx, ky) =
max(1,kx)∑
jx=1
max(1,ky)∑
jy=1
ϕ˜2ix,iy,jx,jy (3)
by summing up all the localizations. This wavenumber spectrum power is called the mean pseudospectrum in Yano et al.
(2001a) with a slightly different normalization. Here, the present deﬁnition leads to a total variance when the power is
summed over all the wavenumber vectors by a Plancheral identity (cf., SectionA.3, Mallat, 1998).
As an example, Fig. 5 shows the wavelet-based spectrum power at 17:00 for the observation and both forecast cases.
Difference of the spectrum power between the observation and the forecast experiments summarizes the characteristic
differencesbetween them.Thepower is clearly shiftedmore to thehigherwavenumbers in the forecasts than theobservation.
The observational power peak is found at k= (4, 4), whereas the peaks are found at (16, 8) and (8, 8) for Cases A and B,
respectively. As a whole, the spectrum for Case B is relatively more similar to the observation than for Case A. Case A
presents an excessive power spectrum compared to the observation, and the same is true with Case B, but to a lesser extent.
The spectrum power averaged for the whole forecast period is also shown in Fig. 6 as a reference. It also represents the same
general tendencies as the snap shot at 17:00 with the maximum power for the observation still found at k= (4, 4), along
with similar scales for both forecasts as at 17:00.
The wavelet-based spectrum power can further be used to summarize other characteristics of the two forecast experi-
ments. As a demonstration, the ﬁrst shown in Fig. 7(a) is the time series of the total power, which is obtained by summing
over Eq. (3) for all the possible wavenumbers. It measures a total variability of precipitation. Both forecasts represent higher
powers than the observation, and the precipitation variability develops much faster than the observation, though more so
with Case A than with Case B.
Fig. 7(b) shows the time series of the lengths, |k|, of the most dominant wavenumber, in the observation as well as in the
two forecasts. Here, the most dominant wavenumber is deﬁned by a scale that gives the maximum power. Thus, it presents
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orresponding wavelet power for the radar observation (solid), Case A (long-dash), and Case B (short-dash).
dominant horizontal scale of the precipitation ﬁeld. Both experiments begin with the dominance of higher wavenumbers
han observed. Despite the dominant wavenumber decreases over the forecast period, it remains larger than the observation
hrough the whole forecast period. This behavior is more pronounced with Case A than with Case B almost throughout the
imulations. Especially, during the evening period (16:00–18:00), the Case A is dominated by a much higher wavenumber
han the observation. We remind the readers that the overall size of the simulated storm in the Case A is larger than the
bservation as already seen in Fig. 2. Nevertheless, the associated dominant wavenumber for this case is much larger than
hat for the observation, reﬂecting inherent intermittency (spikiness) of the simulated precipitation ﬁelds as also seen in
ig. 2(b). On the other hand, the dominant wavenumber for the Case B is comparable to that of the observation, and is less
ntermittent than the Case A.
Fig. 7(c) shows the time series of power for the most dominant wavenumber. It presents the precipitation intensity of
he dominant scale. This panel shows a general tendency already seen in Fig. 7(a) is also true for the dominant wavenumber.
specially, they well quantify the tendency of both experiments that overestimate the precipitation intensity but with a lack
f horizontal extent of precipitation area.
As we will elaborate in Section6, the strength of the wavelet method is to present the localization information. In order
o give this idea, Fig. 8 shows the time series of the localization position, xl and yl, in longitude and latitude, respectively, for
he most dominant wavenumber for each moment. Here, the localization in the two directions are deﬁned by
xl =
jx
kx
Lx (4a)
yl =
jy
ky
Ly (4b)
here jx, jy is the most dominant localization indices. As already discussed (Section3.b), due to the Heisenberg principle, it
s not possible to deﬁne the localization with a precision. This fact is reﬂected on the ﬂuctuations in the time series. Overall,
he forecasts match to the observation in longitude, whereas the discrepancy in latitudinal localization is more noticeable.
ore speciﬁcally, at 17:00, the longitudinal localization is too far east compared to the observation, and more so with Case B.
he latitudinal localization is shifted too far north with both forecasts compared to the observation. These objective results
re consistent with what are visibly seen with the radar reﬂectivity patterns in physical space in Fig. 2.
22 J.-I. Yano, B. Jakubiak / Dynamics of Atmospheres and Oceans 74 (2016) 14–29Fig. 8. Time series of the localization position of the strongest wavelet mode for the most dominant scale in (a) longitude and (b) latitude. The curves are
deﬁned as in Fig. 7.
5. Wavelet-based “object” extraction method
From a wavelet point of view, when an isolated coherent structure is found in a physical space, such a signal would be
identiﬁedas a local absolutemaximuminawavelet spectrumspace,which is constructedbycoordinatesof thewavenumbers
and the localizations. This is the same idea as extracting a wave in the Fourier space by identifying a spectrum peak, but
extending the same idea also to the spatial localization. The “object” extraction method proposed here is to extract a set of
wavelet modes clustered around a spectrum peak identiﬁed in the wavelet space.
The method was originally proposed by Yano et al. (2004a) for a one-dimensional system for a “pulse” extraction. A
generalization of this method for a two-dimensional system is straightforward, which is adopted here: a wavelet spectrum
peak is sought in a four-dimensional space consisting of kx, jx, ky, and jy. Then clustering wavelet modes around these
localized peaks are joined to them iteratively. A major modiﬁcation from the original method is to restrict the peaks to be
identiﬁed to those more than ﬁve times larger than the standard deviation for the wavelet coefﬁcients:⎡
⎣ 1
NxNy
ln2Nx−1∑
ix=−1
ln2Ny−1∑
iy=−1
jx,max∑
jx=1
jy,max∑
jy=1
ϕ˜2ix,iy,jx,jy
⎤
⎦
1/2
(5)
This restriction is necessary, because a preliminary investigation has suggested that the two-dimensional extraction
otherwise tends to identify an excessive number of “objects”. As a technical detail, the iterations are performed in the
order of increasing wavenumbers ﬁrst for the y-direction, then for the x-direction. Apart from this detail, the method is a
straightforward generalization of the algorithm introduced for a one-dimensional system by Yano et al. (2004a).
The wavelet-based “object” extraction method essentially decomposes the total ﬁeld, ϕ(x, y), into a n set of objects, ϕl(x,
y) (l=1, . . .n) and a residue, (x, y):
ϕ(x, y) =
n∑
l=1
ϕl(x, y) + (x, y) (6)
A residue is always relatively small by a principle ofwavelet compression (cf., Mallat, 1998). Here, each extracted “object”,
ϕl, is deﬁned in term of the wavelet decomposition:
ϕl(x, y) =
ln2Nx−1∑
ix=−1
ln2Ny−1∑
iy=−1
jx,max∑
jx=1
jy,max∑
jy=1
ϕ˜ix,iy,jx,jy,l ix,jx (x) iy,jy (y)
and if ϕ˜ix,iy,jx,jy,l /= 0,
ϕ˜ix,iy,jx,jy = ϕ˜ix,iy,jx,jy,l,
because each wavelet mode is assigned to a single “object”. Note that the extracted objects are orthogonal to each other due
to the orthogonality of wavelets, thus< ϕl(x, y)ϕl′ (x, y)>= 0 (7)
for l /= l′, where 〈 〉 designates an integral over an analysis domain.
In the following,we focus on one single extracted object (n=1),whilewhat remains is considered residue. Fig. 9 shows the
leading “object” extracted at 17:00 for the observation (a), andCasesA (b) andB (c).We see that the leading extracted “object”
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Fig. 9. The leading wavelet-extracted “object” at 17:00 from (a) the radar data, (b) Case A, and (c) Case B.
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pig. 10. Time series of fractional variance (solid curve) explained by the leading extracted “object” for (a) the radar observation, and Cases (b) A and (c) B.
urthermore, the variances for subsequent three extracted “objects” are plotted in the order of: long-dash, short-dash, chain-dash.
pproximates well the total precipitation ﬁeld seen in Fig. 2, though the amplitude is smaller, both for the observation and
he two forecast cases.
The subsequent higher-order “objects” (not shown) are much weaker in amplitudes, and therefore not considered here.
his is expected, because only a single storm event is observed in the present case. The higher-order “objects” are found
ecessary to improve a reconstruction of the total ﬁeld, but otherwise they do not play an important role.
The correlations with the observation are 0.18 and −0.22 for Cases A and B, respectively. These correlation values may
e compared to those obtained by direct correlations in physical space, as discussed in Section2.d and illustrated in Fig. 3.
he correlation between the observation and Case B is negative, because the position of the forecast leading “object” is
ut of phase from that of the observation. Thus, a negative anomaly in forecast correlates with a main positive anomaly in
bservation, and vice versa. Nevertheless, it is important to note that the absolute correlation is higher with Case B than with
ase A. This is consistent with a visual impression that the leading “object” for Case B is more similar to the observed leading
object” than for Case A.
By shifting the relative spatial coordinates, (x, y), we can also increase the correlation of the extracted “objects” between
he observation and a forecast experiment. The correlations of the observed leading “object” with the leading object for
ases A and B, respectively, increase to 0.31 and 0.40. These correlation values are compared favorably to those obtained by
hifted correlations for the whole ﬁeld in Fig. 3 (0.35 and 0.48, respectively, for Cases A and B). These two analysis results
uggests a superiority of forecast Case B over Case A.
Fig. 10 shows the time series of the explained variability for the ﬁrst four extracted “objects”. Here, the explained variance
s deﬁned by:
〈ϕ2
l
〉
〈ϕ2〉 ,
here 〈ϕ2〉 is the total variance. Apart from the major exception for the ﬁrst half of the day for the observation, a majority
f the variability is explained by the leading “object”, as expected.
Fig. 11 shows the time series of the correlations between the leading observed “object” and the leading forecast “object”
or both Cases A and B. When a direct correlation is taken without shifting the objects (a), Cases A and B show consistently
ositive and negative correlations, respectively, for the whole afternoon of the forecast. When the forecast object is shifted
24 J.-I. Yano, B. Jakubiak / Dynamics of Atmospheres and Oceans 74 (2016) 14–29Fig. 11. Time series of the correlation of the leading object extracted by the radar against the leading object extracted by the Case A (solid) and Case B
(long-dash) runs: without (a) and with (b) shift. (c) The optimized shift distance (normalized by the side distance of the analysis domain, 1024km) required
for obtaining the correlation in (b).
against the observation (b), the correlation for Case B leading object with the observation also becomes positive, and the
value is larger than for Case A for 14:00 to 21:00. Time series of the optimal displacement distance in (c) shows that such a
drastic improvement is achieved by a displacement of more than a 10% of the size of the analysis domain.
Here, a pulsing time series reﬂects the Heisenberg uncertainties in extracting the “objects”: extraction of an isolated
“object” in continuous ﬁeld cannot be performed without uncertainties. Due to these uncertainties, the identity of the object
is sometimes lost. Nevertheless, a visual inspection of an animation conﬁrms that the extracted leading “object” overall
tracks the same structure with time: note the similarity of the time series in Fig. 11 with those in Fig. 4.
Though not shown here, we see that the total wavenumbers constituting the core for extraction of the “objects” decrease
with time, reﬂecting the tendency for increasing organization of the convection throughout the day.
6. Wavelet-space correlation analysis
The performance of the model at each wavelet scale, (kx, ky), may be measured by simply evaluating a correlation in a
similar manner:
C(kx, ky) =
max(1,kx)∑
jx=1
max(1,ky)∑
jy=1
ϕ˜ix,iy,jx,jy,obsϕ˜ix,iy,jx,jy,mod
[Pobs(kx, ky)Pmod (kx, ky)]
1/2
(8)
Recall that the spectrum power, P(kx, ky), is deﬁned by Eq. (3). The subscripts obs and mod are added to distinguish the
observed and the modelled values.
Here, we clearly see an advantage in using wavelets, i.e., base functions characterized by both localization and scale. An
equivalent analysis is not possible with a conventional Fourier analysis. In Fourier analysis, with only one mode assigned
for an individual scale, a correlation for each scale would take a trivial result of 1 or −1 depending only on whether the
sign of the forecast agrees with the observation. By considering multiple modes for a single scale, a correlation analysis for
individual scale becomes possible with wavelets.
A major argument for making a spatial veriﬁcation is that an “object” may be simulated properly in a model except for a
displacement error. The issue of the displacement of the structures can be addressed by wavelets in a more straightforward
mannerby simplydisplacing the localization indices for the forecast by (jxc, jyc). This leads to anewdeﬁnition for a correlation:
C ′(kx, ky) =
max(1,kx)∑
jx=1
max(1,ky)∑
jy=1
ϕ˜ix,iy,jx,jy,obsϕ˜ix,iy,jx+jxc,jy+jyc,mod
[Pobs(kx, ky)Pmod (kx, ky)]
1/2
(9)
Here, we seek the maximum correlation by shifting the localization indices by (jxc, jyc) for all possible values both in x
and y directions.
Fig. 12(a) and (b) shows the correlations in wavenumber space evaluated at 17:00 by Eq. (7). Fig. 12(c) and (d) shows
the correlations obtained by shifting the forecast cases against the observation in order to obtain the maximum correlation
based on Eq. (8). Fig. 13(a) and (b) further shows the displacements required to obtain the maximum correlations in Fig. 12
(c) and (d), respectively. Note that the correlations for kx = ky =0, 1 are always ±1, because only one localization is available
for those scales.
As expected, the correlation decreases with increasing wavenumbers, but with a relatively slow rate, approximately lin-
early with the wavenumbers incremented by powers of two in (c) and (d). With the shift, the correlation increases and all
turn positive except for the one with (kx, ky) = (0, 1) of Case B, which already had a ﬁxed value, −1. The increase is accom-
plished at the expense of shifting a relatively great distance, often almost a half domain length, especially at intermediate
scales. Though no clear pattern is seen, the displacement distance tends to decrease with the decreasing scales (increasing
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Fig. 12. The correlation, C(kx , ky), between the observation and (a,c) the Case A run, (b, d) the Case B run at 17:00 in the wavelet wavenumber space (a,b)
without shift as deﬁned by Eq. (8) and (c,d) with the shift as deﬁned by Eq. (9). The shift is chosen to obtain the maximum correlation.
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fig. 13. (a) The normalized shift distance required to achieve the maximum correlations shown in Fig. 12(c). (b) The same but for Fig. 12(d). Here, the
istance is normalized relative to the side length of the analysis domain (1024km).
avenumbers). The result suggests that considering displacement for an individual wavelet scale is not as meaningful as
hifting a wavelet-extracted “object”.
In order to get a sense of the time evolution of these correlations, we plot them for selected wavenumber vectors in
ig. 14: (kx, ky) = (4, 4) (solid), (16, 8) (long-dash), and (8, 8) (short-dash). These wavenumber vectors correspond to the scale
or the maximum wavelet power for the observation, Cases A, and B, respectively, at 17:00. Recall that due to Heisenberg’s
ncertainty principle, the choice of those scales has no particular meaning apart from illustrating the performance of the
odel around these scales.
The correlation varies extensively over the forecast period without a displacement shift, with an average close to zero.
he correlations for different wavenumbers appear to be overall uncorrelated. This likely reﬂects a difﬁculty for a forecast
o properly reproduce an observed coherent precipitation ﬁeld. After the shift, the correlation always remains positive: for
ase A the correlation oscillates around 0.4 (and they all exceed 0.2 most of the period) and for Case B, they all exceed 0.3
or most of the period.
26 J.-I. Yano, B. Jakubiak / Dynamics of Atmospheres and Oceans 74 (2016) 14–29
Fig. 14. Time series for the correlations of the observation against (a) Case A and (b) Case B in the wavelet space for the wavelet wavenumber vectors, (kx ,
ky) = (4, 4) (solid), (16,8) (long-dash), and (8, 8) (short-dash). (c) and (d): The same as for (a) and (b), but with the optimized shifts.Fig. 15. (a) The normalized shift distance required to achieve the maximum correlations shown in Fig. 14(c). (b) The same but for Fig. 14(d). Here, the
distance is normalized relative to the side length of the analysis domain (1024km). The curves are deﬁned as in Fig. 14.
Fig. 15 further shows the optimized displacement distance. Though both time series vary extensively, the plot tends
to show that more displacements are required for Case A (often more than 50% of the domain) than for Case B (the
displacement often remains less than 25%), being consistent with the analysis so far, especially for reproducing the behavior
of the observationally dominant scale (solid curve).7. Conclusions
The goal of the present study has been to demonstrate how the wavelet method can quantify the scale and localization
errors of QPF in straightforward manner. In fact, these pieces of information are simply contained in the wavelet coefﬁcients
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y decomposing a ﬁeld based on those characteristics (Section3). Information is just there, and there is no need to “invent”
hese measures ex post facto as in many statistical methods. For demonstrations, the paper has considered the two major
ossibilities: (i) extraction of spatially-isolated features (“objects”) in wavelet space (Section5), and (ii) characterizations
ased on spectrum and correlation analyses (Section6).
The correlation in wavelet space, deﬁned by Eq. (8) in Section6, is probably the most straightforward method for quan-
ifying model performance for different scales. The forecast displacement is simply estimated by shufﬂing the localization
ndex. A slightly more advanced method can identify “objects” as a localized cluster in full wavelet space. In this study, the
ain storm system is well extracted as the leading wavelet-extracted “object”. Despite the fact that it is not directly demon-
trated here, it is expected that when several isolated storms are present in spatial domain, these would be extracted as
eparate “objects” under this method (cf., Yano et al., 2004a). The Fortran subroutine for this “object” extraction is available
rom the ﬁrst author by request.
A clear advantage of the wavelet-based veriﬁcation presented herein is that these results are often consistent with the
isual inspections suggest. For example, a pronounceddisplacement of a forecast stormsystem inCaseA in the earlymorning,
s described in Section2.c, is well quantiﬁed by a large displacement required for obtaining an optimized correlation both
or “object” extraction (Fig. 11(c): solid curve) and for selected wavelet scales (Fig. 15(a)) for 0:00-4:00.
It is hardly overemphasized that the wavelet simply provides the scale and localization information by its design. There
s no need for adjusting any parameters as the case with some of current spatial veriﬁcation methods. Veriﬁcation results
re sometimes found to be too sensitive to the choice of a threshold (cf., Ebert and Gallus, 2009). A strict adherence of the
oncept to “object” tends to extract too many objects rather than extracting them as a single large cluster, as shown by Fig. 1
f Marzban et al. (2009). Often some tuning is required in order to decide an appropriate scale by avoiding such a problem.
Furthermore, the proposed wavelet method ﬁlls a gap between the object-oriented and the scale separation methods.
he object-oriented methods (Ebert and McBride, 2000; Wernli et al., 2008, 2009) focus on quantifying a localization of a
recipitation ﬁeld with a scale as an additional attribute. The scale separation methods (Casati et al., 2008; Gilleland et al.,
009) focus on identifying characteristic scaleswith a localization as an additional attribute. The discretewavelet considered
erein isdesigned toquantifyboth inequal footingbyexplicitly taking intoaccountof a fundamentalmathematical limitation
mposed by the Heisenberg’s uncertainty principle.
In this respect, the continuous wavelet is misleading in giving an illusion that both the scale and the localization can
e deﬁned in arbitrary accuracy by contradicting Heisenberg’s uncertainty principle (Section3.b). Here, we need to keep in
ind that though it is already discretized, the values of both wavenumber and localization are still uncertain even under a
iscrete wavelet decomposition. This is understood by continuously shifting a coordinate of a discrete wavelet mode. As a
iven mode shifts away from the original dyadic box, its form is projected onto both higher and lower wavenumber modes.
onversely, though such a continuous shift may appear to pin point an exact location of a mode, it is accomplished at the
xpense of introducing more uncertainties in its wavenumber. For this reason, it is rather misleading to focus on a single
cale in wavelet analysis (cf., Briggs and Levine, 1997), even when there appears to be a physical basis for doing so. The
imit imposed by the Heisenber’s uncertainty principle is well reﬂected upon rather noisy time series found in Figs. 8, 14
nd 15.
Importance of physically-based QPF veriﬁcations is hardly overemphasized especially for quantitatively demonstrating
ensitivities of the microphysical processes (cf., Khain et al., 2015). For example, though an overall better performance of
ase B against Case A, as seen by visual inspections, is demonstrated by the present wavelet analysis, it does not necessarily
uggest that the adopted physics are more sound in Case B. Rather, both authors suspect that the application of the diffusion
cheme by Klemp and Wilhelmson (1978) in Case B is rather ad hoc in the given context.
Though the present study presents wavelets as pure statistical measures, it is important to emphasize that it
an also be used in more physical manners. This is because, as for any other orthogonal complete sets, wavelets
rovide a basis for solving a partial-differential equation system (cf., Yano et al., 2004b, 2005 and references therein).
y applying the same principle, physical processes contributing to the forecast errors can carefully be diagnosed in
he wavelet space. The energy cycle analyses in wavelet space (Yano, 2003; Yano et al., 2005) is a speciﬁc exam-
le, that can be used for such more physically-based QPF veriﬁcations, for example for microphysics sensitivity
tudies.
Another important issue not addressed in this study is that of quantifying an error itself. The correlation analysis is rather
rbitrarily taken as a measure of an error throughout the paper, but the choice is hardly unique. Arguably, in general terms,
he error may be deﬁned as a “distance” between the observation and a forecast in a certain phase space. Mathematically,
he most solid basis for this notion may be provided in terms of the “norm” (Brezis, 2011). Re-investigations of the various
roposed statistical errors from such a fundamental perspective is clearly warranted. We do hope that the wavelet would
lso serve positively for this purpose as well.
cknowledgementsThe support from theONRNICOP program (Project No. N62909-13-1-N052) for the second author is appreciated. Funding
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