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Abstract. We introduce two spaces Ω(Γ, G) and Ω(PΓ,G) of pre-partition functions and of
opposite series, respectively, which are associated with a Cayley graph (Γ, G) of a cancellative
monoid Γ with a finite generating system G and with its growth function PΓ,G(t). Under mild
assumptions on (Γ, G), we introduce a fibration piΩ : Ω(Γ, G)→Ω(PΓ,G) equivariant with a
Z≥0-action, which is transitive if it is of finite order. Then, the sum of pre-partition functions
in a fiber is a linear combination of residues of the proportion of two growth functions PΓ,G(t)
and PΓ,GM(t) attached to (Γ, G) at the places of poles on the circle of the convergent radius.
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§1. Introduction
Replacing the square lattice Z2 in the classical Ising model ([Gi][I][O][Ba])
by a Cayley graph (Γ, G) of a cancellative monoid Γ with a finite generating
system G, we introduce the space Ω(Γ, G) of pre-partition functions. Here,
the word pre-partition function is used only in the present introduction for a
reason we explain now. Namely, for any finite region T of the Cayley graph, we
define the free energy M(T )#(T ) by the logarithm of the sum of configurations in
T ((5.1.5) and (6.1.1)), and then consider accumulating points set Ω(Γ, G) (in
a suitable toplogical setting) of the sequence {M(Γn)#(Γn) }n∈Z≥0 of free energies of
balls Γn of radius n in (Γ, G) (§11.1 Definition). In the case of Γ=Z2, Ω(Γ, G)
consists of a single element. By inputting the data of Boltzmann weights to it,
we get the partition function: an elliptic function dependent on the parameters
involved in the Boltzmann weights. This fact, inspired the author to use the
pre-partition functions to construct functions on the moduli of Γ ([Sa1,3]).
In our new setting, the space Ω(Γ, G) is no longer a single element set but is
a compact Hausdorff space. Under mild assumptions on (Γ, G), we construct a
fibration πΩ : Ω(Γ, G)→Ω(PΓ,G) (11.2.12), where Ω(PΓ,G) is another newly in-
troduced compact space, consisting of opposite sequences of the growth function
PΓ,G(t) (11.2.3). The fibration is equivariant with an action τΩ. If the action
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is of finite order, then it is transitive and the sum of the partition functions in
a fiber of πΩ is given by a linear combination of the proportions of residues of
the two series PΓ,GM(t) :=
∑∞
n=0M(Γn)tn and PΓ,G(t) :=
∑∞
n=0#(Γn)t
n at
their poles on the circle |t| = rΓ,G of convergent radius rΓ,G. We publish these
results in the present paper, eventhough our original attempt is not achieved.
The paper is divided into two parts. In the first part §2-10, we develop a
general frame work on a topological Hopf algebra R [[Conf]] called the config-
uration algebra, where necessary concepts such as the configuration sums, the
free energies (called equally dividing points) etc. are introduced. The algebra
is equipped with two (one adic and the other classical) topologies in order to
discuss carefully limit process in it. Then, inside its subspace LR,∞ of Lie-like
elements at infinity, the set Ω∞ := log(EDP)∞ of all accumulation points of
all free energies is introduced. In the second half, §11-12, we consider a Cayley
graph (Γ, G) of a monoid. Then, the set of pre-partition functions Ω(Γ, G) is
defined as the subset of Ω∞ of all accumulating points of the sequence of free
energies of the balls Γn of radius n∈Z≥0 in (Γ, G). We also introduce another
limit set Ω(PΓ,G)⊂R [[s]], called the space of opposite sequences, depending only
on the Poincare series PΓ,G(t) of (Γ, G) (see (11.2.1-4) and (11.2.6)). The space
Ω(PΓ,G) is the key to relate the space Ω(Γ, G) with the singularities of the
Poincare series PΓ,G(t) on the circle |t| = rΓ,G of convergence (§11 Theorems
1-5). Then, comparing the two limit spaces Ω(Γ, G) and Ω(PΓ,G), we arrive at
the goal: a residual presentation of pre-partition functions (§11 Theorem 6.)
Let us explain the contents of the present paper in more detail.
The isomorphism class of a colored oriented finite graph is called a config-
uration. The set of all configurations with fixed bounds of valency and colors,
denoted by Conf, has an additive monoid structure generated by Conf0, isomor-
phism classes of connected graphs (by taking the disjoint union as the product)
and a partial ordering structure (§2.3). In §2.4, we introduce the basic invariant(
S
S1,....Sm
) ∈ Z≥0 for S1, . . . , Sm and S ∈ Conf, called a covering coefficient.
We denote by A [[Conf]] the completion of the semigroup ring A ·Conf with re-
spect to the grading deg(S):=#(S), called the configuration algebra (§3), where
A is the ring of coefficients. The algebra A [[Conf]] carries a topological Hopf
algebra structure by taking the covering coefficients as structure constants (§4).
For a configuration S∈Conf, let A(S)∈A ·Conf be the sum of all its sub-
graphs, the configuration sum. We putM(S) :=log(A(S)), then {M(S)}S∈Conf0
forms a basis of the Lie-like space of the non-complete bi-algebra A ·Conf (§5
and 6). However, this is not a topological basis of the Lie-like space LA of
the algebra A [[Conf]]. Therefore, we introduce a topological basis, denoted by
{ϕ(S)}S∈Conf0 , of LA. The coefficients of the transformation matrix between
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{M(S)}S∈Conf0 and {ϕ(S)}S∈Conf0 are described by kabi-coefficients, intro-
duced in §7. The base-change induces a linear map, called the kabi-map, from
LA to a formal module spanned by {M(S)}S∈Conf0 . The kernel of the kabi-map
is denoted by LA,∞ and is called the Lie-like space at infinity (§8).
The group-like elements GZ,finite of the configuration algebra Z [[Conf]] is
isomorphic to the fractional group of the monoid Conf by the correspondence
A(S) ↔ S (§9). Thus, it contains a positive cone spanned by Conf. We are
interested in the equal division points A(S)1/#S (S∈Conf) of the lattice points
in the positive cone, and the set EDP of their accumulation points with respect
to the classical topology by specializing the coefficient A to R. In §10, by taking
their logarithms1 , we define their accumulation set Ω:=log(EDP) in LR. The
set Ω decomposes into a join of the infinite simplex spanned by the vertices
M(S)
#S for S∈Conf0 and a compact subset Ω∞ :=log(EDP)∞ of LR,∞ (§10).
From §11, we fix a monoid Γ with a finite generating system G. The
sequence of the logarithmic equal division points M(Γn)#Γn for the sequence of
balls Γn of radius n ∈ Z≥0 in the Cayley graph accumulates to a compact
subset Ω(Γ, G) of Ω∞, called the space of limit elements for (Γ, G). This is the
main object of interest of the present article. If Γ is a group of polynomial
growth, then due to results of Gromov [Gr1] and Pansu [P], for any generating
system G, (Γ, G) is simple accumulating, i.e. #(Ω(Γ, G))=1.
In order to study the multi-accumulating cases, we introduce in §11 (11.2.3)
another compact accumulating set Ω(PΓ,G): the space of opposite series of
the growth series PΓ,G(t) :=
∑∞
n=0#(Γn)t
n. Under mild Assumptions 1 in
§11.1 and 2 in §11.2 on (Γ, G), we show that a natural proper surjective map
πΩ : Ω(Γ, G)→ Ω(PΓ,G) equivariant with an action of Z≥0 exists (see 11.2The-
orems 1,2,3 and 4.), where i) πΩ is a forgetful map which remembers only the
portion lim
n→∞
A(Γn−k,Γn)
#Γn
(k ∈ Z≥0) of the limit elements (here A(Γn−k,Γn):=#
of subgraphs of Γn isomorphic to Γn−k) and ii) the Z≥0-action on Ω(Γ, G) is
generated by the map τ˜Ω: the limit element lim
m→∞
M(Γnm )
#Γnm
7→ the limit ele-
ment lim
m→∞
M(Γnm−1)
#Γnm−1
. This τ˜Ω-action, up to an initial constant factor, has an
interpretation by the fattening action on Conf: S 7→ SΓ1 (here, SΓ1 is the
equivalence class of S · Γ1 for a representative S of S) in the level of Ω(Γ, G),
and interpretation by the degree shift action tn 7→tn+1 in the level of Ω(PΓ,G).
Subsections 11.3 and 11.4 are devoted to the study of the space of opposite
sequences Ω(P ) for a power series P (t) (11.2.1) in general with a constraint on
the growth of coefficients. The main concern is to clarify a certain duality
between the set Ω(P ) and the set of singularities of P(t) on the boundary of
1 The logarithm log(A(S)1/#S ) =M(S)/#S, which we call the logarithmic equal dividing
point, is called the (Helmholz) free energy in statistical mechanics ([Gi][I][O][Ba]).
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the disc of radius r of convergence. It asks intricate analysis, and, in the present
paper, we have clarified only when Ω(P ) is a finite set. Actually, if Ω(P ) is
finite, then the Z≥0-action becomes a cyclic Z/hZ and simple-transitive action.
We explicitly determine Ω(P ) as a set of rational functions in the opposit
variable s of t (i.e. st=1). In particular, their common denominator ∆opP (s),
which is a factor of 1 − (rs)h, has the degree equals to the rank of the space
RΩ(P ) spanned by Ω(P ). If, further, P (t) is meromorphic in a neighborhood
of the convergent disc, then the top part ∆topP (t) of the denominator of P (t) on
the convergent circle of radius r (see (11.4.1)) and the opposite denominator
∆opP (s) are related by the opposite transformation st = 1 (11.4 Theorem 5).
If Ω(Γ, G) is finite, then again the Z≥0-action on Ω(Γ, G) becomes cyclic
Z/h˜Γ,GZ and simple-transitive action for some h˜Γ,G∈Z>0 such that hΓ,G|h˜Γ,G
for the period hΓ,G of the Z≥0-action on Ω(PΓ,G). Therefore, the map πΩ
is equivalent to the Galois covering map Z/h˜Γ,GZ →> Z/hΓ,GZ. Let us call
the kernel of the homomorphism the inertia group and the sum of elements in
Ω(Γ, G) of an orbit of the inertia group a trace element. As the goal of the
present paper, we express the trace elements as linear combinations of the pro-
portions
PΓ,GM(t)
PΓ,G(t)
∣∣
t=x
of the residues of meromorphic functions PΓ,GM(t) :=∑∞
n=0M(Γn)tn and PΓ,G(t) at the places x in the root of ∆topP (t) = 0. (11.5
Theorem 6). In the proof, we essentially uses the duality theory in 11.4.
Finally in §12, we give a few concluding remarks. Since we are only at the
starting of the study of the limit space Ω(Γ, G), the questions are scattered in
various directions of general nature or of specific nature.
As an immediate generalization of our goal Theorem 6 for the cases when
Ω(Γ, G) is not finite, in Problem 1.1, we ask measure theoretic approach for the
duality between Ω(P ) and Sing(P ), and give a conjectural formula.
Another important generalization of Theorem 6 is the globalization in the
following sense: in many important examples, the growth function PΓ,G(t)
analytically extends to a meromorphic function in a covering regions of C (and
same for PΓ,GM(t)). Let x be a pole of order d of such a meromorphic function,
then
(
di
dxi
PΓ,GM(t)
PΓ,G(t)
) ∣∣
t=x
for 0 ≤ i < d (which we call a residue of depth i at
x) belongs to LC,∞ (even though it is no longer a limit element). Theorem 6
treats only the extremal case |x|= r and i=0. Therefore, we ask to study all
residues at all possible poles together with a possible action of a Galois group,
in particular, to clarify the meaning of the (higher) residues at x=1.
We conjecture that hyperbolic groups and some groups of geometric sig-
nificance (surface groups, mapping class groups and Artin groups for suitable
choices of generators) are finite accumulating, i.e. #(Ω(Γ, G))<∞.
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§2. Colored graphs and covering coefficients
An isomorphism class of finite graphs with a fixed color-set and a bounded
number of edges (valency) at each vertex is called a configuration. The set
of all configurations carries the structure of an abelian monoid with a partial
ordering. The goal of the present section is to introduce a numerical invariant,
called the covering coefficient, and to show some of its basic properties.
2.1 Colored Graphs.
We first give a definition of colored graph which is used in the present paper.
Definition. 1. A pair (Γ, B) is called a graph, if Γ is a set and B is a
subset of Γ×Γ\∆ with σ(B) =B, where σ is the involution σ(α, β) := (β, α)
and ∆ is the diagonal subset. An element of Γ is called a vertex and a σ-orbit
in B is called an edge. A graph is called finite if ♯Γ<∞. We sometimes denote
a graph by Γ and the set of its vertices by |Γ|.
2. Two graphs are isomorphic if there is a bijection of vertices inducing
a bijection of edges. Any subset S of |Γ| carries a graph structure by taking
B∩(S×S) as the set of edges for S. The set S equipped with this graph structure
is called a subgraph (or a full subgraph) of Γ and is denoted by the same S. In
the present paper, the word “subgraph” shall be used only in this sense, and
the notation S ⊂ Γ shall mean also that S is a subgraph of Γ associated to the
subset. Hence, we have the bijection: {subgraphs of Γ} ≃ {subsets of |Γ|}.
3. A pair (G, σG) of a set G and an involution σG on G (i.e. a map
σG : G→ G with σ2G = idG) is called a color set. For a graph (Γ, B), a map
c : B→G is called a (G, σG)-coloring , or G-coloring, if c is equivariant with
respect to involutions: c ◦ σ = σG ◦ c. The pair consisting of a graph and
a G-coloring is called a G-colored graph. Two G-colored graphs are called
G-isomorphic if there is an isomorphism of the graphs compatible with the
colorings. Subgraphs of a G-colored graph are naturally G-colored.
If all points of G are fixed by σG, then the graph is called un-oriented. If
G consists of one orbit of σG, then the graph is called un-colored.
The isomorphism class of a G-colored graph S is denoted by [S]. Sometimes
we will write S instead of [S] (for instance, we put ♯[S] := ♯S, and call [S]
connected if S is topologically connected as a simplicial complex).
Example. (Colored Cayley graph of a monoid with cancellation conditions).
Let Γ be a monoid satisfying the left and right cancellation conditions: if
axb=ayb in Γ for a, b, x, y ∈ Γ then x=y in Γ. In the other words, for any two
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elements a, b ∈ Γ, if there exists g ∈ Γ such that a = bg (resp. a = gb) then g is
uniquely determined from a and b, which we shall denote by b−1a (resp. ab−1).
Let G be a finite generating system of Γ with e /∈ G. Then, we equip Γ with a
graph structure by taking B := {(α, β) ∈ Γ×Γ : α−1β or β−1α ∈ G} as the set
of edges. Due to the left cancellation condition, it becomes a colored graph by
taking G ∪ G−1as the color set and by putting c(α, β) =α−1β for (α, β) ∈ B,
where G−1 is a formally defined set consisting of elements of symbols α−1 for
α ∈ G and identifying α−1 with β ∈G if αβ= e in Γ (such β may not always
exists). Due to the right cancellation condition, for any vertex x and any α∈G,
vertices connected with x by the edges of color α (i.e. y∈Γ s.t. yα=x) is unique.
Let us call the graph, denoted by (Γ, G) or Γ for simplicity, the colored Cayley
graph of the monoid Γ with respect to the generating system G. The left action
of g∈Γ on Γ is a color preserving graph embedding map from (Γ, G) to itself.
If G = G−1, then Γ is a group and the above definition coincides with the
usual definition of a Cayley graph of a group.
2.2 Configuration.
For the remainder of the paper, we fix a finite color set (G, σG) (i.e. #G <∞)
and a non-negative integer q ∈ Z≥0, and consider only the G-colored graphs
such that the number of edges ending at any vertex (called valency) is at most
q. The isomorphism class [S] of such a graph S is called a (G, q)-configuration
(or, a configuration). The set of all (connected) configurations is defined by:
Conf := {G-isomorphism classes of G-colored graphs such that the(2.2.1)
number of edges ending at any given vertex is at most q}
Conf0 := {S ∈ Conf | S is connected}.(2.2.2)
The isomorphism class [∅] of an empty graph is contained in Conf but not in
Conf0. Sometimes it is convenient to exclude [∅] from Conf. So put:
(2.2.3) Conf+ : = Conf \{[∅]}.
Remark. To be exact, the set of configurations (2.2.1) should have been
denoted by ConfG,q. If there is a map G → G′ between two color sets com-
patible with their involutions and an inequality q ≤ q′, then there is a natural
map ConfG,q → ConfG′,q′ . Thus, for any inductive system (Gn, qn)n∈Z>0 (i.e.
Gn→Gn+1 and qn≤qn+1 for n), we get the inductive limit lim
n→∞Conf
Gn,qn . In
[S2], we used such limit set. However, in this paper, we fix G and q, since the
key limit processes (3.2.2) and (10.1.1) can be carried out for fixed G and q.
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2.3 Semigroup structure and partial ordering structure on Conf.
We introduce the following two structures 1. and 2. on Conf.
1. The set Conf naturally has an abelian semigroup structure by putting
[S] · [T] : = [S ⊔ T] for [S], [T] ∈ Conf,
where S⊔T is the disjoint union of graphs S and T representing the isomorphism
classes [S] and [T]. The empty class [∅] plays the role of the unit and is denoted
by 1. It is clear that Conf is freely generated by Conf0. The power S
k or [S]k
(k ≥ 0) denotes the class of a disjoint union S ⊔ · · · ⊔ S of k-copies of S.
2. The set Conf is partially ordered, where we define, for S and T ∈ Conf,
S ≤ T def.⇔ there exist graphs S and T with S = [S], T = [T] and S ⊂ T.
The unit 1 = [∅] is the unique minimal element in Conf by this ordering.
2.4 Covering coefficients.
For S1, . . . , Sm and S ∈ Conf, we introduce a non-negative integer:
(2.4.1)
(
S
S1, . . . , Sm
)
: = ♯
(
S
S1, . . . , Sm
)
∈ Z≥0
and call it the covering coefficient, where
(
S
S1,...,Sm
)
is defined by the following:
i) Fix any G-graph S with [S] = S.
ii) Define a set:
(2.4.2)
(
S
S1, . . . , Sm
)
: = {(S1, . . . , Sm) | Si ⊂ S such that [Si] = Si
(i = 1, . . . ,m) and ∪mi=1 |Si| = |S|.}
iii) Show: an isomorphism S ≃ S′ induces a bijection ( SS1,...,Sm ) ≃ ( S′S1,...,Sm ).
Remark. In the definition (2.4.2), one should notice that
i) Each Si in (2.4.2) should be a full subgraph of S (see (2.1) Def. 2.).
ii) The union of the edges of Si (i = 1, . . . , k) does not have to cover all edges
of S.
iii) The set of vertices |Si| (i = 1, . . . , k) may overlap the set |S|.
Example. Let X1, X2 be elements of Conf0 with ♯Xi = i for i = 1, 2.
Then
(
X2
X1·X1
)
= 0 and
(
X2
X1,X1
)
= 2.
The covering coefficients are the most basic tool in the present paper.
We shall give their elementary properties in 2.5 and their two basic rules: the
composition rule in 2.6 and the decomposition rule in 2.7.
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2.5 Elementary properties for covering coefficients.
Some elementary properties of covering coefficients, as immediate consequences
of the definition, are listed below. They will be used in the study of the Hopf
algebra structure on the configuration algebra in §4.
i)
(
S
S1,...,Sm
)
= 0 unless Si ≤ S for i = 1, . . . ,m and
∑
♯Si ≥ ♯S.
ii)
(
S
S1,...,Sm
)
is invariant by permutations of Si
′s.
iii) For 1 ≤ i ≤ m, one has an elimination rule:
(2.5.1)
(
S
S1, . . . , Si−1, [∅], Si+1, . . . , Sm
)
=
(
S
S1, . . . , Si−1, Si+1, . . . , Sm
)
.
iv) For the case m = 0, the covering coefficients are given by
(2.5.2)
(
S
[∅]
)
=
{
1 if S = [∅],
0 otherwise,
v) For the case m = 1, the covering coefficients are given by
(2.5.3)
(
S
T
)
=
{
1 if S = T,
0 otherwise,
vi) For the case S = [∅], the covering coefficients are given by
(2.5.4)
(
[∅]
S1, . . . , Sm
)
=
{
1 if ∪ Si = ∅,
0 otherwise.
2.6 Composition rule.
Assertion. For S1, . . . , Sm, T1, . . . , Tn, S∈Conf (m,n∈Z≥0), one has
(2.6.1)
∑
U∈Conf
(
U
S1, . . . , Sm
)(
S
U, T1, . . . , Tn
)
=
(
S
S1, . . . , Sm, T1, . . . , Tn
)
.
Proof. If m = 0, then the formula reduces to 2.5 iii) and iv). Assume
m ≥ 1 and consider the map(
S
S1, . . . , Sm, T1, . . . , Tn
)
−→
⊔
U∈Conf
(
S
U, T1, . . . , Tn
)
(S1, . . . , Sm,T1, . . . ,Tn) 7−→ (∪mi=1Si,T1, . . . ,Tn).
Here, ∪mi=1 Si means the subgraph of S whose vertices are the union of the
vertices of the Si (i = 1, . . . ,m) (cf. (2.1) Def. 2.) and the class [∪mi=1 Si] is
denoted by U . The fiber over a point (U,T1, . . . ,Tn) is bijective to the set(
U
S1, . . . , Sm
)
so that one has the bijection(
S
S1, . . . , Sm, T1 . . . , Tn
)
≃
⊔
U∈Conf
(
U
S1, . . . , Sm
)(
S
U, T1, . . . , Tn
)
.
Note. The LHS of (2.6.1) is a finite sum, since the only positive sum-
mands arise with U ≤ S due to 2.5 i).
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2.7 Decomposition rule.
Assertion. Let m ∈ Z≥0. For S1, . . . , Sm, U and V ∈ Conf, one has
(2.7.1)
(
U · V
S1, . . . , Sm
)
=
∑
R1,T1∈Conf
S1=R1·T1
· · ·
∑
Rm,Tm∈Conf
Sm=Rm·Tm
(
U
R1, . . . , Rm
)(
V
T1, . . . , Tm
)
.
Here Ri and Ti ∈ Conf run over all possible decompositions of Si in Conf.
Proof. If m = 0, this is (2.5.2). Consider the map(
U · V
S1, . . . , Sm
)
−→
⋃
S1=R1·T1
. . .
⋃
Sm=Rm·Tm
(
U
R1, . . . , Rm
)
×
(
V
T1, . . . , Tm
)
,
(S1, · · · , Sm) 7−→ (S1 ∩ U, . . . , Sm ∩ U)× (S1 ∩ V, . . . , Sm ∩ V).
One checks easily that the map is bijective.
Note. The RHS of (2.7.1) is a finite sum, since the only positive sum-
mands arises when Ri ≤ U and Ti ≤ V .
§3. Configuration algebra.
We complete the semigroup ring A ·Conf, where A is a commutative asso-
ciative unitary algebra, by use of the adic topology with respect to the grading
deg(S) :=#S, and call the completion the configuration algebra. It is a formal
power series ring of infinitely many variables S ∈ Conf0. We discuss several
basic properties of the algebra, including topological tensor products.
3.1 The polynomial type configuration algebra Z · Conf.
The free abelian group generated by Conf:
(3.1.1) Z · Conf
naturally carries the structure of an algebra by the use of the semigroup struc-
ture on Conf (recall 2.3), where [∅] = 1 plays the role of the unit element. It
is isomorphic to the free polynomial algebra generated by Conf0, and hence
is called the polynomial type configuration algebra. The algebra is graded by
taking deg(S) := ♯(S) for S ∈ Conf, since one has additivity:
(3.1.2) ♯(S · T ) = ♯(S) + ♯(T ).
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3.2 The completed configuration algebra Z [[Conf]].
The polynomial type algebra (3.1.1) is not sufficiently large for our purposes,
since it does not contain certain limit elements which we want to investigate
(cf 4.6 Remark 3 and 6.4 Remark 2). Therefore, we localize the algebra by the
completion with respect to the grading given in 3.1.
For n ≥ 0, let us define an ideal in Z · Conf
(3.2.1) Jn : = the ideal generated by {S ∈ Conf | ♯(S) ≥ n}.
Taking Jn as a fundamental system of neighborhoods of 0 ∈ Z ·Conf, we define
the adic topology on Z · Conf (see Remark below). The completion
(3.2.2) Z [[Conf]] : = lim←−
n
Z · Conf /Jn
will be called the completed configuration algebra, or, simply, the configuration
algebra. More generally, for any commutative algebra A with unit, we put
(3.2.3) A [[Conf]] : = lim←−
n
A · Conf /AJn,
and call it the configuration algebra overA, or, simply, the configuration algebra.
The augmentation ideal of the algebra is defined as
A [[Conf]]+ : = the closed ideal generated byConf+
= the closure of J1 with respect to the adic topology.
Let us give an explicit expression of an element of the configuration algebra
by an infinite series. The quotient A · Conf /AJn is naturally bijective to the
free module
∏
S∈Conf
♯S<n
A ·S of finite rank. Taking the inverse limit of the bijection,
we obtain
A [[Conf]] ≃
∏
S∈Conf
A · S.
In the other words, any element f of the configuration algebra is expressed
uniquely by an infinite series
(3.2.4) f =
∑
S∈Conf S · fS
for some constants fS ∈ A for all S ∈ Conf. The coefficient f[∅] of the unit
element is called the constant term of f . The augmentation ideal is nothing
but the collection of those f having vanishing constant term.
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Remark. The topology on A [[Conf]] (except for the case q = 0) defined
above is not equal to the topology defined by taking the powers of the augmen-
tation ideal as the fundamental system of neighborhoods of 0. More precisely,
for n > 1 and q 6= 0, the image of the product map:
(3.2.5) (A [[Conf]]+)
n −→ AJ n
(c.f. (3.5.4) and (3.5.5)) does not generate (topologically) the target ideal on
the RHS (= the closure in A [[Conf]] of the ideal AJn = {f ∈ A [[Conf]] | degS ≥
n for fS 6= 0}), since there exists a connected configuration S with deg S = n,
but S, as an element in Jn, cannot be expressed as a function of elements of
Jm for m < n. In this sense, the name “adic topology” is misused here.
The notation A [[Conf]] should not be mistaken for the algebra of formal
power series in Conf. In fact, it is the set of formal series in Conf0.
3.3 Finite type element in the configuration algebra.
The support for the series f (3.2.4) is defined as
(3.3.1) Supp(f) : = {S ∈ Conf | fS 6= 0}.
Definition. An element f of a configuration algebra is said to be of fi-
nite type if Supp(f) is contained in a finitely generated semigroup in Conf. Note
that f being of finite type does not mean that f is a finite sum, but means that
it is expressed only by a finite number of “variables”. The subset of A [[Conf]]
consisting of all elements of finite type is denoted by A [[Conf]]finite. The poly-
nomial type configuration algebra A · Conf is a subalgebra of A [[Conf]]finite.
3.4 Saturated subalgebras of the configuration algebra.
The configuration algebra is sometimes a bit too large. For later applications,
we introduce a class of its subalgebras, called the saturated subalgebras.
A subset P ⊂ Conf is called saturated if for S ∈ P , any T ∈ Conf0 with
T ≤ S belongs to P . For a saturated set P , let us define a subalgebra
(3.4.1) A [[P ]] : = {f ∈ A [[Conf]] | Supp(f) ⊂ the semigroup generated by P} .
We shall call a subalgebra of the configuration algebra of the form (3.4.1) for
some saturated P a saturated subalgebra. A saturated algebra R is character-
ized by the properties: i) R is a closed subalgebra under the adic topology of
the configuration algebra, and ii) if S ∈ Supp(f) for f ∈ R then any connected
component of S (as a monomial) belongs to R. We call the set
(3.4.2) Supp(R) : =
⋃
f∈R Supp(f)
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the support of R. Obviously, Supp(R) is the saturated subsemigroup of Conf
generated by P . The algebra R is determined from Supp(R).
It is clear that if R is a saturated subalgebra of A [[Conf]] then R∩(A·Conf)
is a dense subalgebra of R and that R is naturally isomorphic to the completion
of R ∩ (A · Conf) with respect to the induced adic topology.
Example. We give two typical examples of saturated sets.
1. For any element S ∈ Conf, we define its saturation by
(3.4.3) 〈S〉 : = {T ∈ Conf : T ≤ S}.
2. Let (Γ, G) be a Cayley graph of an infinite monoid Γ with respect to
a finite generating system G. Then, by choosing G ∪G−1 as the color set and
q := #(G∪G−1) as the bound of valence, we define a saturated subset of Conf
by
(3.4.4) 〈Γ, G〉 : = {isomorphism classes of finite subgraphs of (Γ, G)}.
Obviously, the saturated subalgebra A [[〈S〉]] consists only of finite type el-
ements, whereas the algebra A [[〈Γ, G〉]] contains non-finite type elements. This
makes the latter algebra interesting when we study limit elements in §11.
3.5 Completed tensor product of the configuration algebra.
The tensor product over A of m-copies of A · Conf for m ∈ Z≥0 is denoted
by ⊗m(A · Conf). In this section, we describe the completed tensor product
⊗̂m(A [[Conf]]) of the completed configuration algebra,
Definition. Let A be a commutative algebra with unit. For m ∈
Z≥0, the completed m-tensor product ⊗̂mA [[Conf]] of the configuration algebra
A[[Conf]] is defined by the inverse limit
(3.5.1) ⊗̂mA [[Conf]] : = lim←−
n
⊗m (A · Conf)/(⊗mAJ )n,
where (⊗mAJ )n is the ideal in ⊗m(A · Conf) given by
(3.5.2) (⊗mAJ )n : =
∑
n1+···+nm≥n
AJn1 ⊗ · · · ⊗ AJnm ,
where ⊗̂0A [[Conf]] = A and ⊗̂1A [[Conf]] = A [[Conf]].
We list some basic properties of ⊗̂mA [[Conf]] (proofs are left to the reader).
i) Since ∩∞n=0(AJ ⊗m)n = {0}, we have the natural inclusion map
(3.5.3) ⊗m (A · Conf) ⊂ ⊗̂m(A [[Conf]])
whose image is a dense subalgebra with respect to the (3.5.2)-adic topology.
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ii) There is a natural algebra homomorphism
(3.5.4) ⊗m(A [[Conf]]) −→ ⊗̂m(A [[Conf]])
with a suitable universal property. The image of an element f1 ⊗ · · · ⊗ fm is
denoted by f1⊗̂ · · · ⊗̂fm. We also denote it by f1 ⊗ · · · ⊗ fm if fi ∈ A · Conf
(i = 1, · · · ,m) because of i).
iii) If Ψi : ⊗mi(A · Conf) → ⊗ni(A · Conf) (i = 1, · · · , l) are continuous
homomorphisms, then one has the completed homomorphism
(3.5.5) ⊗̂li=1Ψi : ⊗̂
∑l
i=1mi(A [[Conf]]) −→ ⊗̂
∑l
i=1 ni(A [[Conf]])
with some natural characterizing properties. In particular, the completed prod-
uct map A [[Conf]] ⊗̂A [[Conf]]→ A [[Conf]] is sometimes denoted by M.
3.6 Exponential and logarithmic maps.
Let ϕ(t) =
∞∑
n=0
ϕnt
n ∈ A [[t]] be a formal power series in the indeterminate
t. Then the substitution of t by an element f of A [[Conf]]+ to give ϕ(f) :=∞∑
n=0
ϕnf
n ∈ A [[Conf]] defines a map ϕ : A [[Conf]]+ → A [[Conf]] (c.f. (3.2.5)).
The map is equivariant with respect to any continuous endomorphism of the
configuration algebra. The map can be restricted to any closed subalgebra of
the configuration algebra to itself. If f is of finite type, then ϕ(f) is also of
finite type.
In particular, if A contains Q, then we define the exponential, logarithmic
and power (with an exponent c ∈ A) maps as follows:
exp(f) : =
∞∑
n=0
1
n!
fn for f ∈ A [[Conf]]+ ,(3.6.1)
log(1 + f) : =
∞∑
n=1
(−1)n−1
n
fn for f ∈ A [[Conf]]+ ,(3.6.2)
(1 + f)c : =
∞∑
n=0
c(c−1) · · · (c−n+1)
n!
fn for f ∈ A [[Conf]]+ .(3.6.3)
They satisfy the standard functional relations: exp(f + g) = exp(f) · exp(g),
log((1 + f)(1 + g)) = log(1 + f) + log(1 + g), (1 + f)c1 · (1 + f)c2 = (1+ f)c+c21
and log((1 + f)c) = c · log(1 + f).
Fact. Let A = ∑S∈Conf+ S · AS and M =∑S∈Conf+ S ·MS ∈ A [[Conf]] by
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related by A=exp(M) (⇔M=log(A)). Then their coefficients are related by
(3.6.4) AS =
∞∑
m=0
∑
S1,··· ,Sm∈Conf+
S=S
k1
1 ·...·Skmm
1
k1! . . . km!
Mk1S1 · · ·MkmSm ,
and
(3.6.5) MS =
∞∑
m=0
∑
S1,··· ,Sm∈Conf+
S=S
k1
1 ·...·Skmm
(k1 + · · ·+ km−1)!(−1)k1+···+k−1m
k1! . . . km!
Ak1S1 · · ·AkmSm .
Here the summation index runs over the set of all decompositions of S:
(3.6.6) S = Sk11 · . . . · Skmm
for pairwise distinct Si ∈ Conf+ (i = 1, . . . ,m) (which may not necessarily be
connected) and for positive integers ki ∈ Z>0. Two decompositions Sk11 ·. . .·Skmm
and T l11 · . . . ·T lnn are regarded as the same if m = n and there is a permutation
σ ∈ Sn such that ki = lσ(i) and Si = Tσ(i) for i = l, . . . ,m. The RHS’s of
(3.6.4) and (3.6.5) are finite sums, since the Si’s and ki’s are bounded by S.
We omit the proof since it is a straightforward calculation of formal power
series in the infinite generating system Conf0.
Corollary. Let A andM ∈ A [[Conf]] be related as above. Then one has
(3.6.7) AS =MS ∀S ∈ Conf0 .
§4. The Hopf algebra structure
We construct a topological commutative Hopf algebra structure on the
configuration algebra A [[Conf]]. More precisely, we construct in 4.1 a sequence
of co-products Φn (n ∈ Z≥0) by the use of the covering coefficients and, in 4.4,
the antipode ι, which together satisfy the axioms of a topological Hopf algebra.
4.1 Coproduct Φm for m ∈ Z≥0.
For a non-negative integer m ∈ Z≥0 and U ∈ Conf, define an element
(4.1.1) Φm(U) : =
∑
S1∈Conf
· · ·
∑
Sm∈Conf
(
U
S1, . . . , Sm
)
S1 ⊗ . . .⊗ Sm
in the tensor product ⊗m(Z · Conf) of m-copies of the polynomial type config-
uration algebra. Due to 2.5 v), one has,
(4.1.2) Φm([∅]) = [∅] (= 1).
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The map Φm is multiplicative. That is, for U, V ∈ Conf, one has
(4.1.3) Φm(U · V ) = Φm(U) · Φm(V ).
Proof. The decomposition rule (2.7.1) implies the formula.
Thus, the linear extension of Φm induces an algebra homomorphism from
Z·Conf to its m-tensor product ⊗m(Z·Conf), which we denote by the same Φm
and call this the mth coproduct. The coproduct Φm can be further extended
to a coproduct on the completed configuration algebra.
Assertion. 1. The mth coproduct Φm (m ∈ Z≥0) on the polynomial
type configuration algebra is continuous with respect to the adic topology. The
induced homomorphism is denoted again by Φm and called the mth coproduct:
(4.1.4) Φm : A [[Conf]] −→ ⊗̂mA [[Conf]] := A [[Conf]] ⊗̂ · · · ⊗̂A [[Conf]]
2. The completed homomorphism Φm has the mulitiplicativity
(4.1.5) Φm(f · g) = Φm(f) · Φm(g)
for any f, g ∈ A [[Conf]],
3. Any saturated subalgebra R of A [[Conf]] is preserved by Φm:
(4.1.6) Φm(R) ⊂ ⊗̂mR.
Proof. 1. Recall the fundamental system (⊗mAJ )n (3.5.2) of neighbor-
hoods of the m-tensor algebra ⊗m(Z · Conf). Let us show the inclusion
(4.1.7) Φm(AJn) ⊂ (⊗mAJ )n
for any m,n ∈ Z≥0. The ideal Jn is generated by U ∈ Conf with deg(U) :=
#U ≥ n, and Φm(U) is a sum of monomials S1 ⊗ · · · ⊗ Sm for Si ∈ Conf such
that (S1,...,SmU ) 6= 0. We have ♯S1 + · · · + ♯Sm ≥ ♯(U) ≥ n because of (2.5) i),
implying Φm(U) ∈ (⊗mJ )n.
2. The multiplicativity of the monomials (4.1.3) implies the multiplicativ-
ity of the configuration algebra of polynomial type. This extends to multiplica-
tivity on infinite series (3.2.4) because of the continuity of the product with
respect to the adic topology.
3. Let f be an element of R and f =
∑
S SfS be its expansion. Then
Φm(f) is a series of the form
∑
S S1⊗· · ·⊗Sm(S1,...,SmS )fS . Thus, (S1,...,SmS )fS 6=
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0 implies each factor Si satisfies Si ≤ S and S ∈ Supp(f) ⊂ Supp(R). By the
definition of saturation, Si ∈ Supp(R) and Φm(f) ∈ ⊗̂mR.
Co-commutativity of the coproduct Φm.
The symmetric group Sm acts naturally on the m-tensors (3.5.1) by permuting
the tensor factors. The image of Φm lies in the subalgebra consisting of Sm-
invariant elements, because of 2.5 ii): Φm(A [[Conf]]) ⊂ (⊗̂mA [[Conf]])Sm . We
shall call this property the co-commutativity of the coproduct Φm.
4.2 Co-associativity
Assertion. For m,n ∈ Z≥0, one has the formula:
(4.2.1) ( 1⊗̂ · · · ⊗̂1︸ ︷︷ ︸
n
⊗̂Φm) ◦ Φn+1 = Φm+n
Proof. This follows immediately from the composition rule (2.6.1).
Using the co-commutativity of Φ2, Φ3 can be expressed in two different ways:
(Φ2⊗̂1) ◦ Φ2 = (1⊗̂Φ2) ◦Φ2.
This equality is the co-associativity of the coproduct Φ2. More generally, Φm
is expressed by a composition of m− 1 copies of Φ2’s in any order.
4.3 The augmentation map Φ0.
The augmentation map for the algebra is defined by Φ0 (recall (2.5.2)):
(4.3.1) aug := Φ0 : A [[Conf]] −→ A, S ∈ Conf+ 7→ 0, [∅] 7→ 1
Assertion. The map aug is the co-unit with respect to the coproduct
Φ2.
(4.3.2) (aug ⊗̂ id) ◦ Φ2 = id
Z
[
[Conf]
].
Proof. This is the case m = 0 and n = 1 of the formula (4.2.1). Alterna-
tively, for any S ∈ Conf+, using (2.5) iii) and iv), one calculates: (aug ⊗̂ id) ◦
Φ2(S) =
∑
T,U∈Conf
(
S
T,U
)
T · aug(U) =∑T∈Conf ( ST, [∅]) = S.
Limits in the Configuration Algebra 19
4.4 The antipodal map ι
The coproduct and the co-unit exist both on the polynomial type and the com-
pleted configuration algebras. The co-inverse (or antipode), which we construct
in the present section, exists only on the localized configuration algebra.
Assertion. There exists an A-algebra endomorphism
(4.4.1) ι : A [[Conf]] −→ A [[Conf]] ,
satisfying following properties i)-v).
i) ι is an involution. That is, ι is an automorphism with ι2 = id
A
[
[Conf]
].
ii) ι is the co-inverse map with respect to the coproduct Φ2, that is,
(4.4.2) M ◦ (ι⊗̂ id) ◦ Φ2 = aug .
where M is the product defined on the completed tensor product (recall 3.5).
iii) ι is continuous with respect to the adic topology. More precisely,
(4.4.3) ι(Jn) ⊂ Jn
for n ∈ Z≥0, where Jn is the closure of the ideal Jn (3.2.1).
iv) ι leaves any saturated subalgebra of A [[Conf]] invariant.
v) Any A-endomorphism of A [[Conf]] satisfying ii) and iii) is equal to ι.
Proof. The proof is divided into two parts. In Part 1, we construct an
endomorphism ϕ of the algebra A [[Conf]], satisfying i), ii), iii) and iv). In Part
2, we show that any endomorphism ψ of A [[Conf]] satisfying the properties ii)
and iii) coincides with ϕ.
Part 1. Let us fix a bijection i ∈ Z≥1 7→ Si ∈ Conf0 such that if Si ≤ Sj
then i ≤ j (such linearization exists since one can linearize the partially ordered
structure on the finite set of configurations for a fixed number of vertices).
Note that this condition implies that the set {S1, S2, · · · , Si} for i ∈ Z>0 is
saturated in the sense of 3.4. Consider the increasing sequence R0 := A, Ri :=
A [[S1, S2, · · · , Si]] (i ∈ Z>0) of saturated subalgebras of A [[Conf]]. Let us show:
Claim: there exists a sequence {ϕi}i∈Z≥0 of continuous endomorphisms
ϕi : Ri → Ri satisfying the following relations:
a) ϕ2i = idRi for i ∈ Z≥0.
b) ϕi|Ri−1 = ϕi−1 for i ∈ Z≥1.
c) M ◦ (ϕi · id) ◦ Φ2|Ri = aug |Ri for i ∈ Z≥0.
d) ϕi(Jn ∩Ri) ⊂ Jn ∩Ri for i ∈ Z≥0 and for n ∈ Z≥0.
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e) ϕi(Sk) ∈ Z [[〈Sk〉]] for 1 ≤ k ≤ i (see (3.4.1) and (3.4.3) for notation).
Proof of Claim. We construct the sequence ϕi inductively. Put ϕ0 := idA.
For j ∈ Z≥0, suppose that ϕ0, · · · , ϕj satisfying a)-e) for i ≤ j are given.
For any given element X∈Z [[〈Sj+1〉]]∩J#(Sj+1), define an endomorphism
ψX of Rj [Sj+1] by ψX |Rj = ϕj and ψX(Sj+1) = X . Since X ∈ J#(Sj+1), we
have ψX(Jn∩Rj [S]) ⊂ Jn ∀n ∈ Zn. Hence the endomorphism is continuous in
the adic topology and is extended to an endomorphism of Rj+1 = Rj [[S]]. We
denote the extended homomorphism again by ψX . Let us show that ϕj+1 :=ψX
for a suitable choice of X satisfies a)-e) for i = j + 1. Actually, b), d) and e)
are already satisfied by the construction. In order to satisfy a) and c), we have
only to solve the following two equations on X :
a)∗ ψ2X(Sj+1)=Sj+1 and c)
∗ M ◦ (ψX⊗̂1) ◦ Φ2(Sj+1) = 0.
In the following, we show an existence of a simultaneous solution of a)∗ and
c)∗.
c)∗ Let us write down the equation c)∗ explicitly by using (4.1.1).
M ◦ (ψX⊗̂ id) ◦ Φ2(Sj+1) =
∑
U,V ∈Conf
(
Sj+1
U, V
)
ψX(U) · V = 0 .
The summation index (U, V ) runs over the finite set 〈Sj+1〉×〈Sj+1〉 (2.5 i)).
Decompose the set into three pieces: {Sj+1}×〈Sj+1〉, (〈Sj+1〉\{Sj+1})×(〈Sj+1〉\
{Sj+1}) and (〈Sj+1〉\{Sj+1})×{Sj+1}. Since 〈Sj+1〉\{Sj+1}⊂〈S1, · · · , Sj〉, on
which ψX coincides with ϕj , the equation consists of three parts:
(4.4.4) X · A(Sj+1) + B(Sj+1) + ϕj
(A(Sj+1)− Sj+1) · Sj+1 = 0,
where
(4.4.5) A(Sj+1) : =
∑
V ∈〈Sj+1〉
(
Sj+1
Sj+1, V
)
V,
and
(4.4.5)∗ B(Sj+1) : =
∑
U,V ∈〈Sj+1〉\{Sj+1}
(
Sj+1
U, V
)
ϕj(U) · V.
We have the following facts concerning the equation (4.4.4).
i) By definition (4.4.5), each term of A(Sj+1)−Sj+1 is an element 〈Sj+1〉\
{Sj+1}, i.e. is a monomial of Sk’s for 1 ≤ k ≤ j. Therefore, by the induction
hypothesis e), ϕj(A(Sj+1)− Sj+1) ∈ Rj .
ii) By the hypothesis d) for ϕj , ϕj(U) belongs to J♯(U) ∩Z [[〈U〉]] for ∀U ≤
Sj+1 with U 6= Sj+1. Hence, in view of 2.5 i),
(
Sj+1
U, V
)
6= 0 implies ϕj(U) · V ∈
J♯(Sj+1), and, therefore, (4.5.5)* implies B(Sj+1) ∈ J♯(Sj+1) ∩ Z [[〈Sj+1〉]].
iii) By definition (4.4.5), A(Sj+1) − 1 belongs to the augmentation ideal.
Hence, in view of the inclusion (3.2.5), the sum
∑
m≥0(1−A(Sj+1))m converges
in Z [[〈Sj+1〉]] to the inverse A(Sj+1)−1.
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Therefore the equation (4.4.4) for X has a unique solution in Z [[〈Sj+1〉]]:
(4.4.6) X : =
−1
A(Sj+1)
(B(Sj+1) + ϕj(A(Sj+1)− Sj+1) · Sj+1).
As a consequence of the above Facts i) and ii), we have
∗) The right hand side of (4.4.6) belongs to J♯(Sj+1) ∩ Z [[〈Sj+1〉]].
This what we have asked for X at the beginning. Thus, c)∗ is solved.
a)∗ We need to show: ψ2X(Sj+1) = Sj+1 under the choice (4.4.6). Apply
ψX to the equality (4.4.4). Using the induction hypothesis a) and b), one gets
∗∗)
ψ2X(Sj+1)
(
ϕj(A(Sj+1)−Sj+1)+ψX(Sj+1)
)
+ϕjB(Sj+1)+
(A(Sj+1)−Sj+1)X = 0
Here, we have ϕjB(S) = B(S), by applying the symmetry (2.5) ii) and the
induction hypothesis a) to the expression (4.4.5)*. Subtract (4.4.4) from ∗∗):(
ψ2X(Sj+1)− Sj+1
)(
ϕj(A(Sj+1)− Sj+1) + ψX(Sj+1)
)
= 0.
Since A(Sj+1) − 1 ∈ J1 and ϕj(A(Sj+1) − Sj+1) + ψX(Sj+1) − 1 ∈ J1,
ϕj(A(Sj+1) − Sj+1) + ψX(Sj+1) is invertible in the algebra Rj+1. This im-
plies ψ2X(Sj+1)− Sj+1 = 0. That is, ψX for (4.4.6) satisfies a)∗.
Thus, by the choice ϕj+1 :=ψX , the induction step for j+1 is achieved. ✷
We define the endomorphism ϕ of the subalgebra R := ∪∞i=1Ri by ϕ|Ri :=
ϕi for i ∈ Z≥0. Here, we note that R comprise exactly the finite type elements,
i.e. R = A [[Conf]]finite, which is dense in the configuration algebra. Then d)
implies continuity of ϕ on R, and therefore ϕ extends to the full configuration
algebra. The extended homomorphism, denoted by ϕ again, satisfies involutiv-
ity since this is so on the dense subalgebra R. This implies ϕ is invertible.
Finally in Part 1, let us show that ϕ satisfies iv).
We remark that, for any element S ∈Conf, one has ϕ(S)∈Z [[〈S〉]] (proof.
apply e) to each connected component of S). Let R be any saturated subalgebra
of the configuration algebra. For any f =
∑
S SfS ∈R, by applying the above
considerations, one has Supp(ϕ(f)) ⊂ ∪fS 6=0 Supp(ϕ(S)) ⊂ ∪fS 6=0 semigroup
generated by 〈S〉 ⊂ Supp(R). That is, ϕ(f) ∈ R and ϕ(R) ⊂ R.
Part 2. Uniqueness of ϕ. Let ψ be any endomorphism of the configuration
algebra satisfying ii) and iii). Let S1, S2, · · · be the linear ordering of Conf0 used
in Part 1. We show that ψ(Sj) = ϕ(Sj) by induction on j ∈ Z≥1. Let j ∈ Z≥0,
and assume ϕ(Si) = ψ(Si) for 1 ≤ i ≤ j (there is no assumption if j = 0). By ii),
ψ(Sj+1) should satisfy the same equation (4.4.4) for X , where, by the induction
hypothesis, one has the equality: ϕ
(A(Sj+1) − Sj+1) = ψ(A(Sj+1) − Sj+1).
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The uniqueness of the solution (4.4.6) implies ψ(Si) = ϕ(Si). This implies the
coincidence of ϕ and ψ on Z · Conf. Then, by the continuity iii), we have the
coincidence of ϕ and ψ on the completed configuration algebra.
Equation (4.4.4) for n = 1 implies that ι preserves the augmentation ideal
of A [[Conf]]. Hence, we have
(4.4.7) aug ◦ ι = aug .
Let us state an important consequence of our construction.
Assertion. Any saturated subalgebra of the configuration algebra is a
topological Hopf algebra. In particular, for any monoid Γ with a finite gen-
erating system G and commutative ring A with a unit, A [[〈Γ, G〉]] is a Hopf
algebra.
Proof. We need only to remember that Φm (m ≥ 0) and ι preserve any
saturated subalgebra (4.1 Assertion 3. and 4.4 Assertion iv)).
4.5 Some remarks on ι.
Remark. 1. In section 5., the functions A(S) (S ∈ Conf) will be re-
introduced and investigated. In particular we shall show the equality:
(4.5.1) ι(A(S)) · A(S) = 1
for S ∈ Conf (5.4.1). This can be also directly shown by use of (2.7.1) and
(4.2.1). This relation gives a more natural definition of ι.
2. The polynomial ring A · Conf for any A is not closed under the map ι.
For example, let X (resp. Y ) be a graph of one (resp. two) vertices. Then,
ι(X) = −
X
1 +X
and ι(Y ) =
−Y + 2X2 +XY
(1 +X)(1 + 2X + Y )
.
3. Because of above Remark 2, the localization:
(
Z · Conf )
M
= {f/g :
f ∈ Z · Conf, g ∈M} for the multiplicative set M := {A(S) : S ∈ Conf} is the
smallest necessary extension of the algebra Z · Conf to define ι. However, the
space
(
Z · Conf )
M
is still too small for our later applications (see 6.3 Remark).
4. There is another coalgebra structure studied in combinatorics ([R]).
§5. Growth functions for configurations
For any S ∈ Conf, the sum of isomorphism classes of all subgraphs of a
graph representing S is denoted by A(S). It is a group-like element in the Hopf
algebra A [[Conf]] and shall play a fundamental role in the sequel. We shall call
it a growth function (one shuld not confuse with the same terminology in [M]).
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5.1 Growth functions
For S and T ∈ Conf, we introduce a numerical invariant
(5.1.1) A(S, T ) : = ♯A(S,T),
by the following steps i)-iii).
i) Fix a graph T, with [T] = T .
ii) Put
(5.1.2) A(S,T) : = ♯{ S | S is a subgraph of T such that [S] = S}.
iii) Show that A(S,T) ≃ A(S,T′) if [T] = [T′]. (The proof is omitted.)
We shall call A(S, T ) the growth coefficient of T at S ∈ Conf.
A([∅], T ) = 1 for T ∈ Conf,(5.1.3)
A(S, T ) 6= 0 if and only if S ∈ 〈T 〉.(5.1.4)
Let us introduce the generating polynomial of the growth coefficients:
(5.1.5) A(T ) : = ∑S∈Conf S · A(S, T ),
and call it the growth function of T . In fact, this is a finite sum and A(T ) ∈
Z · Conf. The definition of A(T ) can be reformulated as:
(5.1.6) A(T ) = ∑S∈2T [S],
where 2T denote the set of all subgraphs of T (cf. 2.1 Definition 2.).
The following multiplicativity follows immediately from the expression
(5.1.6). For T1 and T2 ∈ Conf
(5.1.7) A(T1 · T2) = A(T1) A(T2).
Remark. 1. By comparing the definition (5.1.1) with (2.4.1), we see
immediately A(S, T ) =
(
T
T, S
)
for S and T ∈ Conf. Hence the two definitions
(4.4.5) and (5.1.5) for A(T ) coincide.
2. By definition (5.1.1), we have additivity:
(5.1.8) A(S, T1 · T2) = A(S, T1) +A(S, T2)
for S ∈ Conf0 and Ti ∈ Conf.
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5.2 A numerical bound of the growth coefficients
In our later study on the existence of limit elements in §10, the following esti-
mates on the growth rates of growth coefficients play a crucial role.
Lemma. For S, T ∈ Conf, we have
(5.2.1) A(S, T ) ≤ 1
♯Aut(S)
· ♯T n(S) · (q − 1)♯S−n(S).
Here n(S) := ♯ of connected components of S, q is the upper-bound of the num-
ber of edges at each vertex of T (recall 2.2), and Aut(S) means the isomorphism
class of Aut(S) for a representative S of S and we put #Aut(S) := #Aut(S).
Note. In the original version [S2], the factor q − 1 in (5.2.1) was q. The
author is grateful to the readers pointing out this improvement.
Proof. Let S and T be representatives of the G-colored graphs S and T
respectively. We divide the proof into three steps.
i) Assume S is connected. Let us show:
(5.2.2) A(S, T ) ≤ 1
♯Aut(S)
♯T · (q − 1)♯S−1.
Proof. Let S1, . . . , Sa be an increasing sequence of connected subgraphs
of S such that ♯Si = i (i = 1, . . . , a = ♯S). Put Emb(Si,T) := {ϕ : Si → T |
embeddings as a G-colored graph}. Then, for i ≥ 2, the natural restriction
map Emb(Si,T) → Emb(Si−1,T) has at most q − 1 points in its fiber. Hence
♯Emb(Si,T) ≤ (q− 1) · ♯Emb(Si−1,T) (i = 2, . . . , a). On the other hand, since
A(S, T ) = ♯Emb(S,T)/♯Aut(S),
one has the inequality:
A(S, T ) = ♯Emb(Sa,T)/♯Aut(Sa)
≤ (q−1)a−1 ·♯Emb(S1,T)/♯Aut(Sa) = (q−1)a−1 ·♯T/♯Aut(S).
ii) Assume that S decomposes as: S = Sk11
∐
..
∐
Skmm for pairwise distinct
Si ∈ Conf0 (i = 1, · · · ,m) so that
∑m
i=1 ki = n(S). Let us show
(5.2.3) A(S, T ) ≤ 1
k1! . . . km!
m∏
i=1
A(Si, T )
ki ,
Proof. For 1 ≤ i ≤ m, the subgraph of S ∈ A(S,T) corresponding to the
factor Skii , denoted by S|Skii , defines an off-diagonal element of (
∏ki A(Si,T))/Ski
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where Ski is the symmetric group of ki elements acting freely on the set of off-
diagonal elements. Then, the association S 7→ (S|
S
ki
i
)mi=1 defines an embedding:
A(S,T)→∏mi=1 ((∏ki A(Si,T))/Ski) into the off-diagonal part.
iii) Let S be as in ii). Then, Aut(S) =
∏m
i=1 Aut(S
ki
i ) and each factor
Aut(Skii ) is a wreath direct product of Aut(Si) and Ski . Then (5.2.1) is a
consequence of a combination of (5.2.2) and (5.2.3).
This completes the proof of the Lemma.
5.3 Product-expansion formula for growth coefficients
The coefficients of a growth function of T are not algebraically independent.
Lemma. Let S1, . . . , Sm (m ≥ 0) and T ∈ Conf be given. Then,
(5.3.1)
m∏
i=1
A(Si, T ) =
∑
S∈Conf
(
S
S1, . . . , Sm
)
A(S, T ).
Proof. Let T be a graph representing T . For m ∈ Z≥0, consider a map
(S1, . . . , Sm) ∈
m∏
i=1
A(Si,T) 7−→ S :=
m⋃
i=1
Si ∈ 2T,
whose fiber over S is ( S1,...,Sm
S
) so that one has the decomposition
m∏
i=1
A(Si,T) ≃
⋃
S∈2T
(
S
S1, . . . , Sm
)
.
By counting the cardinality of the both sides, one obtains the formula.
Remark. The formula (5.3.1) is trivial form ∈ {0, 1}, and can be reduced
to the case m = 2 for m ≥ 2 by an induction on m as follows.
Multiply A(Sm+1, T ) to (5.3.1) and apply the formula for m = 2.∏m+1
i=1 A(Si.T ) =
∑
S∈Conf
(
S
S1, . . . , Sm
)
A(S, T )A(Sm+1, T )
=
∑
S∈Conf
(
S
S1, . . . , Sm
)∑
U∈Conf
(
U
S, Sm+1
)
A(U, T )
Using the composition rule (2.6.1), this is equal to
=
∑
U∈Conf
(
U
S1, . . . , Sm+1
)
A(U, T ).
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5.4 Group-like property of the growth function
An element g ∈ A [[Conf]] is called group-like if it satisfies
(5.4.1) Φm(g) = g ⊗̂ · · · ⊗̂ g︸ ︷︷ ︸
m
for all m ∈ Z≥0. This in particular implies the conditions Φ0(g) = 1 and
ι(g) = g−1 (c.f. (4.3.1) and (4.4.2)). For any group-like elements g and h, the
power product gahb for a, b ∈ A (c.f. (3.6.3)) is also group-like. We put
GA : = {the set of all group-like elements in A [[Conf]]}(5.4.2)
GA,finite : = {g ∈ GA | g is of finite type.}(5.4.3)
Lemma. The generating polynomial A(T ) for any T ∈ Conf is group-
like. That is, for any m ∈ Z≥0 and T ∈ Conf, we have
(5.4.4) A(T )⊗ · · · ⊗ A(T ) = Φm(A(T )).
Proof. By the definition of A(T ) (5.1.3), the tensor product of m-copies
∗) A(T )⊗ · · · ⊗ A(T )
can be expanded into a sum of m variables S1, . . . , Sm:
∗∗)
∑
S1∈Conf
· · ·
∑
Sm∈Conf
S1 ⊗ · · · ⊗ Sm
( m∏
i=1
A(Si, T )
)
.
By use of the product-expansion formula (5.3.1), this is equal to∑
S1∈Conf
· · ·
∑
Sm∈Conf
S1 ⊗ · · · ⊗ Sm
( ∑
S∈Conf
(
S
S1, · · · , Sm
)
A(S, T )
)
Recalling the definition of the map Φm (4.1.4), this is equal to∑
S∈Conf
Φm(S) · A(S, T ) = Φm
( ∑
S∈Conf
S · A(S, T )
)
= Φm(A(T )).∗ ∗ ∗)
5.5 A characterization of the antipode.
Equation (5.4.4) provides formulae,
ι(A(T ))A(T ) = 1 for T ∈ Conf,(5.5.1)
Φm ◦ ι = (ι⊗̂ · · · ⊗̂ι) ◦ Φm for m ∈ Z≥0.(5.5.2)
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Proof of (5.5.1). Apply (5.4.1) to (ι · 1) ◦ Φ2(T ) = aug(T ) (4.4.2).
Proof of (5.5.2). It is enough to show the case m = 2 due to (4.2.1).
Apply Φ2 to (5.5.1). Recalling (5.4.1), one obtains a relation
Φ2(ι(A(T )) · (A(T )⊗ (A(T ))) = 1 .
Multiply ι(A(T ))ι(A(T )) and apply again (5.5.1) so that one obtains
Φ2(ι(A(T ))) = ι(A(T )⊗ ι(A(T ))
= (ι⊗ ι)(A(T )⊗A(T ))
= (ι⊗ ι)Φ2(A(T )).
Thus (5.5.2) is true for A(T ) (T ∈ Conf). Since A(T ) (T ∈ Conf) span A·Conf,
which is dense in the whole algebra, (5.5.2) holds on A [[Conf]].
§6. The logarithmic growth function
The growth coefficients A(S, T ) in S ∈ 〈T 〉 were bounded from above in
(5.2.1). However in the sequel, we also need to bound its lower terms. This
is achieved by introducing a logarithmic growth coefficient M(S, T ) ∈ Q in
S ∈ 〈T 〉, and showing linear relations (6.2.2).
6.1 The logarithmic growth coefficient
For T ∈ Conf, define the logarithm of the growth function:
M(T ) : = log(A(T )),(6.1.1)
in Q [[〈T 〉]] (cf (5.1.5) and (3.6.2)). Expand M(T ) in a series
M(T ) =
∑
S∈Conf
S ·M(S, T ).(6.1.2)
The coefficient M(S, T ) is the logarithmic growth coefficient at S ∈ 〈T 〉.
By definition, M(T ) does not have a constant term, i.e.
(6.1.3) M([∅], T ) : = 0 for T ∈ Conf .
For later applications, we write the explicit relations among growth-functions
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and logarithmic growth-functions (cf. (3.6.4) and (3.6.5)).
A(S, T ) =
∑
S=S
k1
1
∐···∐Skmm
1
k1! . . . km!
M(S1, T )
k1 · · ·A(Sm, T )km(6.1.4)
M(S, T ) =
∑
S=S
k1
1
∐···∐Skmm
(k1 + · · ·+ km − 1)!(−1)k1+·+km−1
k1! . . . km!
(6.1.5)
× A(S1, T )k1 · · ·A(Sm, T )km .
Remark. 1. From the formula, we see that for a connected S ∈ Conf0,
(6.1.6) A(S, T ) = M(S, T ).
That is, the logarithmic growth coefficients coincide with the growth coefficients
at connected configurations. This elementary fact shall be used repeatedly.
2. The multiplicativity of A(T ) (5.1.7) implies the additivity
M(T1 · T2) = M(T1) +M(T2)(6.1.7)
for Ti ∈ Conf and hence the additivity:
M(S, T1 · T2) = M(S, T1) +M(S, T2) for S ∈ Conf .(6.1.7)∗
3. The invertibility (5.5.1) implies
(6.1.8) ι(M(T )) = − M(T ).
6.2 The linear dependence relations on the coefficients
Lemma. The polynomial relation (5.4.4) implies the linear relation:
(6.2.1)
m∑
i=1
1⊗̂ · · · ⊗̂1⊗̂
ith
M(T )⊗̂1⊗̂ · · · ⊗̂1 = Φm(M(T )),
on the logarithmic growth-function for T ∈ Conf and m ∈ Z≥0.
Proof. PutMi(T ) := 1⊗̂ · · · ⊗̂1⊗̂
ith
M(T )⊗̂1⊗̂ · · · ⊗̂1 so that exp(Mi(T )) =
1⊗ · · · ⊗ 1⊗A(T )⊗ 1⊗ · · · ⊗ 1. Then (5.4.4) can be rewritten as:
∗) exp(M1(T )) · . . . · exp(Mm(T )) = Φm(exp(M(T )))
where the left hand side is equal to exp(M1(T )+ · · ·+Mm(T )) due to the com-
mutativity of theMi ’s and the addition rule for exp. The right hand side of ∗)
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can be rewritten as Φm(exp(M(T ))) = Φm(
∞∑
n=0
1
n!
M(T )n) =
∞∑
n=0
1
n!
Φm(M(T ))n
= exp(Φm(M(T ))). By taking the logarithm of both sides, we obtain (6.2.1).
Corollary. Let m ≥ 2. For S1, . . . , Sm ∈ Conf+ and T ∈ Conf,
(6.2.2)
∑
S∈Conf
(
S
S1, . . . , Sm
)
M(S, T ) = 0.
Proof. Expand both sides of (6.2.1) in a series of the variables Si :=
1⊗ . . .⊗ 1⊗ Si ⊗ 1⊗ . . .⊗ 1 (i = 1, . . . ,m). Since the left hand side of (6.2.1)
does not have a mixed term S1 ⊗ · · · ⊗ Sm for Si ∈ Conf+ and m ≥ 2, the
corresponding coefficients in the right hand side vanish. By (4.1.1) and (6.1.2),
this implies the formula (6.2.2).
Remark. 1. The formula (6.2.2) is reduced to the casem = 2 with Si 6= ∅
(i = 1, 2) by induction on m. Recalling the composition rule (2.6)∑
S
(
S
S1, . . . , Sm
)
M(S, T ) =
∑
S
( ∑
U∈Conf
(
U
S1, . . . , Sm−1
)(
U
U,Sm
))
M(S, T )
=
∑
U∈Conf+
(
U
S1, . . . , Sm−1
)(∑
S
(
U
U,Sm
)
M(S, T )
)
+
(
∅
S1, . . . , Sm−1
)(∑
S
(
U
∅, Sm
)
M(S, T )
)
= 0 + 0 = 0.
2. The linear dependence relations (6.2.2) among M(S, T )’s for S ∈ Conf
are the key facts of the present paper. The Hopf algebra structure was intro-
duced only to deduce this relation. We shall solve this relation in (8.3.2) by
use of kabi coefficients, which we introduce in the next paragraph § 7.
6.3 Lie-like elements
An element M satisfying (6.2.1) has a name in Hopf algebra theory [9].
Definition. Let A be a commutative algebra with a unit. An element
M of A [[Conf]] is called Lie-like if it satisfies the relation:
(6.3.1) Φm(M) =
m∑
i=1
1⊗̂ · · · ⊗̂1
ith
⊗̂M⊗̂1⊗̂ · · · ⊗̂1
for all m ∈ Z≥0. This, in particular, implies the conditions Φ0(M) = 0 and
ι(M) +M = 0 (c.f. (4.3.1) and (4.4.2)). The linear combinations (over A) of
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Lie-like elements are also Lie-like. We put
(6.3.2) LA : = {all Lie-like elements in A [[Conf]]},
and
(6.3.3) LA, finite : = {M ∈ LA |M is of finite type}.
In this terminology, (6.2) Lemma can be rewritten as: suppose Q ⊂ A,
then one has M(T )∈LA,finite for T ∈Conf.
Remark. We shall see in 8.4 that LR is essentially an extension of LR, finite
by a space LR,∞, which is the main objective of the present paper. On the other
hand, one has LA ∩
(
A · Conf )
M
⊂ LA, finite (actually equality holds, see §8),
since
(
A · Conf )
M
consists only of finite type elements.
§7. Kabi coefficients
We describe the inverse matrix of the infinite matrixA : = (A(S, T ))S,T∈Conf0
explicitly in terms of kabi coefficients introduced in (7.2). The construction
shows that the inverse matrix has only bounded number of nonzero entries
(7.5). This fact leads to the comparison of the two topologies on LA,finite,
which plays a key role in the sequel in construction of the infinite space LA,∞.
7.1 The unipotency of A
The matrix A is unipotent in the sense that i) A(S, S) = 1 and ii) A(S, T ) = 0
for S  T (5.1.5). Then a matrix A−1 := E + A∗ + A∗2 + A∗3 + · · · , where
E := (δ(U, V ))U,V ∈Conf0 and A∗ := E −A, is well defined. Precisely,
A−1(S, T ) =

0 for S  T ,
1 for S = T ,∑
k>0
(−1)k( ∑
S=S0<···<Sk=T
(
k∏
i=1
A(Si−1, Si))) for S < T .
The matrix A−1 is unipotent in the same sense as A, and, hence, the products
A−1 · A and A ·A−1 are well defined and are equal to E.
7.2 Kabi coefficients
Definition. 1. A graph U is called a kabi over its subgraph S if for all
x ∈ U\S, there exists y ∈ S such that (x, y) is an edge.
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2. Let U ∈ Conf0 and let U be a graph with [U] = U . For S ∈ Conf0, put
K(S,U) : = { S | S ⊂ U such that [S] = S and U is kabi over S},(7.2.1)
K(S,U) : = #K(S,U).(7.2.2)
We call K(S,U) a kabi-coefficient. The definition of the coefficient does not
depend on the choice of U. If K(S,U) 6= 0, we say that U has a kabi structure
over S or simply U is kabi over S.
Directly from definition, we have
K(S,U) = 0 for S  U,(7.2.3)
K(S, S) = 1 for S ∈ Conf0.(7.2.4)
Note. The word “kabi” means “mold” in Japanese.
7.3 Kabi inversion formula
Lemma. For S ∈ Conf0 and T ∈ Conf, one has the formula:
(7.3.1)
∑
U∈Conf0
(−1)#U−#SK(S,U) ·A(U, T ) = δ(S, T ),
where δ(S, T ) means the # of connected components of T isomorphic to S.
Proof. The summation index U on the left hand side runs over the range
S ≤ U ≤ T (otherwise K(S,U) · A(U, T ) = 0). Hence if S  T , then the sum
equals 0. If S=T , the only term in the sum is K(S, S)A(S, S) which equals 1.
Let S ∈ Conf0 and T ∈ Conf. Assume S ≤ T and S 6= T . Let T be a
G-colored graph with T = [T]. Applying the definition of K(S,U) and A(U, T )
(cf. (5.1.1)), the left hand side of (7.3.1) can be rewritten as∑
U∈Conf0
(−1)#U−#SK(S,U) ·#A(U,T)
=
∑
U∈Conf0
(−1)#U−#SK(S,U) ·#{U | U ⊂ T such that [U] = U}
=
∑
U∈Conf0
(−1)#U−#S#
{
(S,U) | S ⊂ U ⊂ T such that
[S] = S, [U] = U and U is kabi over S
}
Now we make a re-summation of this by fixing the subgraph S in T.
=
∑
S∈A(S,T)
( ∑
U∈Conf0
(−1)#U−#S#
{
U | S ⊂ U ⊂ T such that
[U] ≃ U and S is a kabi over S.
})
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For a fixed subgraph S of T, let Umax be the maximal subgraph of T such that
Umax is a kabi over S, i.e. Umax consists of vertices of T, which are either in S
or connected to S by an edge. Then a subgraph U of T becomes a kabi over S,
if and only if it is a subgraph of Umax containing S. Hence the sum is equal to
=
∑
S∈A(S,T)
( ∑
S⊂U⊂Umax
(−1)#U−#S
)
=
∑
S∈A(S,T)
( ∑
W⊂Umax\S
(−1)#W
)
.
where the last summation index W runs over all subsets of Umax\S. Hence
the summation in the parenthesis becomes 1 or 0 according to whether Umax\S
is ∅ or not. It is clear that Umax\S = ∅ is equivalent to the fact that S is a
connected component of T. Hence the sum is equal to δ(S, T ).
7.4 Corollaries to the inversion formula.
The left inverse matrix of A := (A(S, T ))S,T∈Conf0 is given by
(7.4.1) A−1 = ((−)#T−#SK(S, T ))S,T∈Conf0 .
Since the left inverse matrix of A coincides with the right inverse, one has
(7.4.2)
∑
U∈Conf0
(−1)#T−#UA(S,U) ·K(U, T ) = δ(S, T )
for S ∈ Conf0. Specializing S in (7.4.2) to pt := [one point graph], one gets,
(7.4.3)
∑
U∈Conf0
(−1)#U#U ·K(U, T ) = (−)#T δ(pt, T ).
7.5 Boundedness of non-zero entries of K
One of the most important consequences of (7.4.1) is the boundedness of the
non-zero entries of the matrix A−1, as follows.
Suppose K(S, T ) 6= 0. Then, by definition, T must have at least one
structure of kabi over S. This implies that for each fixed S and q ≥ 0, there
are only a finite number of T ∈ Conf0 with K(S, T ) 6= 0. Precisely,
Assertion. For S ∈ Conf0, K(S, T ) = 0 unless #T ≤ #S · (q − 1) + 2.
Proof. Let T be kabi over S. Every vertex of S is connected to at most q
number of points of T. Since S is connected, it has at least #S − 1 number of
edges. Hence, #T−#S ≤ # {edges connecting S and T\S} ≤ q·#S−2·(#S−1).
This implies the Assertion.
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Remark. The above boundedness implies that K induces a continuous
map between the two differently completed modules of LA,finite (cf. 8.4).
§8. Lie-like elements LA
Under the assumptionQ⊂A, we introduce two basis systems {M(T )}T∈Conf0
and {ϕ(S)}S∈Conf0 for the module of Lie-like elements LA,finite, where the base
change between them is given by the kabi-coefficients. The basis {ϕ(S)}S∈Conf0
is compatible with the adic topology and gives a topological basis of LA.
8.1 The splitting map ∂
First, we introduce a useful but somewhat technical map ∂. One reason for its
usefulness can be seen from the formula (9.3.6). For S ∈ Conf0, let us define
an A-linear map ∂S : A [[Conf]] → A by associating to a series f its coefficient
at S, i.e. ∂Sf := fS ∈ A for f given by (3.2.4). By the use of this, we define
(8.1.1)
∂ : A [[Conf]] −→ Π
S∈Conf0
A · eS .
f 7−→ ∑S∈Conf0(∂Sf) · eS
Here, the right hand side is an abstract direct product module of rank one
modules A · eS with the base eS for S ∈ Conf0. Let us verify that the map
is well-defined. First, define the map ∂ from the polynomial ring A · Conf to
⊕
S∈Conf0
A · eS . Since ∂(Jn) ⊂ ⊕
S∈Conf0
#S≥n
A · eS , the map is continuous with respect
to the adic topology (3.2) on the LHS and the direct product topology on the
RHS. Then, ∂ (8.1.1) is obtained by completing this polynomial map.
We note that the restriction of the map ∂ (8.1.1) induces a map
∂ : A [[Conf]]finite −→ ⊕S∈ConfA · eS,
even though the domain of this map is not a polynomial ring but the ring of
elements of finite type (recall the definition in 3.3).
8.2 Bases {ϕ(S)}S∈Conf0 of LA,finite and LA
Lemma. Let A be a commutative algebra containing Q. Then,
i) The system (M(T ))T∈Conf0 give a A-free basis for LA,finite.
(8.2.1) LA,finite ≃ ⊕S∈Conf0A · M(S).
ii) The map ∂ (8.1.1) induces a bijection of A-modules:
(8.2.2) ∂|LA,finite : LA,finite ≃ ⊕S∈Conf0A · eS
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Put ϕ(S) := ∂|−1LA,finite(eS) for S ∈ Conf0 so that {ϕ(S)}S∈Conf0 form another
A-free basis of LA,finite.
iii) The two basis systems {M(S)}S∈Conf0 and {ϕ(S)}S∈Conf0 for LA,finite
are related by the following formula.
M(T ) =
∑
S∈Conf0
ϕ(S) · A(S, T )(8.2.3)
ϕ(S) =
∑
T∈Conf0
M(T ) · (−1)#T−#SK(T, S).(8.2.4)
iv) LA,finite is dense in LA with respect to the adic topology on the config-
uration algebra (cf. (3.2)).
v) The map ∂ induces an isomorphism of topological A-modules:
(8.2.5) LA ≃ Π
S∈Conf0
A · es.
This means that any M ∈ LA is expressed uniquely as an infinite sum
(8.2.6) M =
∑
S∈Conf0
ϕ(S) · aS
for aS ∈ A (S ∈ Conf0). That is, (ϕ(S))S∈Conf0 is a topological basis of LA.
We shall, sometimes, call aS the coefficient of M at S ∈ Conf0.
Proof. That M(T ) ∈ LA,finite for T ∈ Conf is shown in (6.2) Lemma.
In the following a), b) and c), we prove i), ii) and iii) simultaneously.
a) The restriction of the map ∂ (8.1.1) on LA is injective.
Proof. If M = ∑
S∈Conf
S ·MS ∈ A [[Conf]]+ is Lie-like (6.3), then one has
(8.2.7)
∑
S∈Conf
(
S
S1, . . . , Sm
)
MS = 0
for any S1, . . . , Sm 6= ∅ and m ≥ 2 (the proof is the same as that for (6.2.2)).
We have to prove that ∂M = 0 implies MS = 0 for all S ∈ Conf. This will
be done by induction on n(S) = #{connected components of S} as follows.
The case n(S) = 1 follows from the assumption ∂M = 0. Let n(S) > 1
and S = Sk11 ⊔ · · · ⊔ Skll be an irreducible decomposition of S (so Si ∈ Conf0
(i = 1, · · · , l) are pairwise distinct). Apply (8.2.7) for m = k1+ · · ·+kl(= n(S))
and take S1, . . . , S1 (k1 times), . . . , Sl, . . . , Sl (kl times) for S1, . . . Sm.
∗∗) k1! . . . kl!MS +
∑
T∈Conf
n(T )<n(S)
(
T
S1, . . . , Sm
)
MT = 0
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By the induction hypothesis, the second term in ∗∗) is 0, and henceMS = 0.
b) For T ∈ Conf, one has the formula:
(8.2.8) ∂(M(T )) =
∑
S∈Conf0
eS · A(S, T ).
(Proof. Recall that M(T ) = log(A(T )) and the coefficients of M(T )
and A(T ) at a connected S ∈ Conf0 coincide ((3.6.7) and (6.1.6)). That is,
∂(M(T )) = ∂(A(T )). By definition, ∂(A(T )) = the right hand side of (8.2.8).
✷
c) The map (8.2.2) is surjective, and hence, is bijective.
Proof. It was shown in §7 that the infinite matrix (A(S, T ))S,T∈Conf0 is
invertible as a unipotent matrix (7.1). Then (8.2.8) implies surjectivity.
Using again (8.2.8), we have that the system {M(T )}T∈Conf0 is A-linearly
independent and spans LA,finite, i.e. i) holds. The formula (8.2.8) can be
rewritten as (8.2.3). Then (8.2.4) follows from (8.2.3) and (7.4.2) ✷.
Proof of iv) and v) is done in the following a), b) and c).
a) LA is closed in A [[Conf]] with respect to the adic topology, since the
co-product Φm is continuous (4.1 Assertion). Thus: (LA,finite)closure ⊂ LA.
b) The map (8.2.2) is homeomorphic with respect to the topologies: the in-
duced adic topology on the LHS and the restriction of the direct product topology
on the RHS. (To show this, it is enough to show the bijection:
(8.2.9) ∂ : (LA,finite) ∩ In ≃ ⊕
S∈Conf0
#S≥n
A · eS ,
since the sets on the RHS for n ∈ Z≥0 can be chosen as a system of fundamental
neighborhoods for the direct product topology on ⊕
S∈Conf0
A · eS.)
Proof of (8.2.9). Due to the definition of the ideal In (3.2.1), the ∂-image
of the left hand side is contained in the right hand side of (8.2.9). Thus, one has
only to show surjectivity. For S ∈ Conf0, let ϕ(S) be the base of LA,finite such
that ∂(ϕ(S)) = eS as introduced in ii). It is enough to show that if #S ≥ n and
S ∈ Conf0, then ϕ(S) belongs to In. Expand ϕ(S) =
∑
U ·ϕU . We show that
ϕU 6= 0 implies that U is contained in the semi-group generated by 〈S〉 such
that #U ≥ n. More precisely, we show ( U1,...,Um
S
) 6= 0, where U = U1⊔· · ·⊔Um
is an irreducible decomposition of U (cf. (2.5) i)). The proof is achieved by
induction on m = n(U). For the case n(U)=1, ϕU 6=0 if and only if U =S by
the definition of ϕ(S), and hence this is trivial. If n(U) > 1, then apply (8.2.7)
similarly to ∗∗) for the irreducible decomposition of U . We get:
∗ ∗ ∗) k1! . . . kl! ϕU +
∑
T∈Conf
n(T )<n(U)
(
T
U1, . . . , Um
)
ϕT = 0
36 Kyoji Saito
The fact that ϕU 6= 0 implies ϕT · ( U1,...,UmT ) 6= 0 for some T . Since ϕT 6= 0
with n(T ) < n(U), we apply the induction hypothesis to T , i.e. ( T1,...,Tp
S
) 6= 0
for an irreducible decomposition T = T1 ⊔ . . . ⊔ Tp. Since ( U1,...,UmT ) 6= 0, by
composing the maps U → T → S, we conclude ( U1,...,Um
S
) 6= 0. In particular,
Ui∈〈S〉 and #U=
∑
#Ui≥#T ≥#S. This completes the proof of b). ✷)
c) By completing the map (8.2.2), one sees that the composition of the
two injective maps (LA,finite)closure ⊂ LA → lim−→
p,q
Π
S∈Conf0
A · es is bijective. This
shows that all the maps are bijective. Hence, LA,finite is dense in LA and (8.2.5)
holds. The formula (8.2.6) is another expression of (8.2.5).
This completes the proof of the Lemma.
Remark. 1. It was shown in the above proof that for S ∈ Conf0
(8.2.10) ϕ(S) ∈ Z [[〈S〉]] ∩ J#S .
In particular, ϕ(U, S) = δ(U, S) for U ∈ Conf0.
2. It was shown that the map ∂|LA,finite (8.2.2) is a homeomorphism. But
one should note that (8.2.1) is not a homeomorphism.
3. In general, an element of LA cannot be expressed by an infinite sum of
M(T ) (T ∈ Conf0) (cf. (9.4)).
4. The set of Lie-like elements of the localization A[Conf]M (cf. (4.6)
Remark 4.) is equal to LA,finite. This is insufficient for our later application
in §10, so we employed the other localization (3.2.2).
8.3 An explicit formula for ϕ(S)
Let us expand ϕ(S) for S ∈ Conf0 in the series:
(8.3.1) ϕ(S) =
∑
U∈Conf
U · ϕ(U, S)
for ϕ(U, S) ∈ Q. The formula (8.2.3) can be rewritten as a matrix relation
(8.3.2) M(U, T ) =
∑
S∈Conf0
ϕ(U, S) · A(S, T ).
We remark that (8.2.3) and (8.3.2) are valid not only for T ∈ Conf0 but for all
T ∈ Conf, since both sides are additive with respect to T .
Formula. An explicit formula for the coefficients ϕ(U, S).
∑
U=U
k1
1 ⊔···⊔Ukmm
V ∈Conf, W∈Conf0
(|k| − 1)!(−1)|k|−1+|W |+|S|
k1! · · · km!
(
V
U1, . . . U1︸ ︷︷ ︸
k1
, . . . , Um, . . . Um︸ ︷︷ ︸
km
)
A(V,W )K(W,S).
(8.3.3)
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Here the summation index runs over all decompositions U = Uk11 · . . . ·Ukll
of U in the same manner explained at (3.6.6), where |k| = k1 + · · ·+ kk.
Proof. By use of (6.1.5), rewrite the left hand side of (8.2.3)∗ into a
polynomial of A(Ui, T ). Then apply the product expansion formula (5.3.1) to
each monomial so that the left hand side is expressed linearly by A(S, T )’s.
Using the invertibility of {A(S, T )}S,T∈Conf (7.4.2), one deduces (8.3.3).
Remark. As an application of (8.3.3), we can explicitly determine the
coefficients {MU}U∈Conf of any Lie-like element M =
∑
U∈Conf
U ·MU from the
subsystem {MS}S∈Conf0 by the relation MU =
∑
S∈Conf0 ϕ(U, S) ·MS . Here,
the summation index S runs only over the finite set with #S ≤ #U .
8.4 Lie-like elements LA,∞ at infinity
We introduce the space LA,∞ of Lie-like elements at infinity for a use after §10.
Recall that the kabi coefficients relate the two basis systems of LA,finite :
{ϕ(S)}S∈Conf0 and {M(T )}T∈Conf0 (cf.(8.2) lemma). The map:
LA,finite = LA,finite
K :
∑
S∈Conf0
ϕ(S) aS 7−→
∑
T∈Conf0
M(T )
∑
S∈Conf0
(−1)♯T−♯SK(T, S) aS
is the identity homomorphism between the same modules. We define topologies
on the modules of both sides: the fundamental system of neighborhoods of 0 are
the linear subspaces spanned by the all bases except for finite ones. Actually,
the topology on the LHS coincides with the adic topology, which we have been
studying (8.2 Lemma). The mapK is continuous with respect to the topologies,
since for any base M(T ), there are only a finite number of bases ϕ(S) whose
image K(ϕ(S)) contains the term M(T ), namely K(T, S) 6= 0 only for such
S satisfying ♯T ≥ 1q−1 (♯S − 2), 7.5 Assertion. Let us denote by K the map
between the completed modules and call it the kabi map.
(8.4.1) K : LA −→
∏
T∈Conf0
A ·M(T ).
We consider the set of Lie-like elements which are annihilated by the kabi map:
(8.4.2) LA,∞ : = ker(K),
and call it the space of Lie-like elements at infinity. In fact, LA,∞ does not
contain a non-trivial finite type element, i.e. LA,finite ∩ LA,∞ = {0}. However,
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the direct sum LA,finite⊕LA,∞ is a small submodule of LA, and one looks for a
submodule, say L′, of LA containing LA,finite, with a splitting LA = L′⊕LA,∞.
However, there is some difficulty in finding such L′ for generalA: an infinite sum∑
T∈Conf0 aTM(T ) ∈ Im(K) never converges in L′ (≃ Im(K)) with respect to
the adic topology. We shall come back to this problem in (10.2) for the case
A = R, where the classical topology plays the crucial role.
§9. Group-like elements GA
We determine the groupsGA andGA,finite of group-like elements in A [[Conf]]
and A [[Conf]]finite, respectively, if A is Z-torsion free. In particular, if A =
Z, the group GZ,finite is, by the correspondence A(S) ↔ S, isomorphic to
〈Conf〉 =the abelian group associated to the semi-group Conf, and it forms a
“lattice in the continuous group” GR. Then, we introduce the set EDP of equal
division points inside the positive cone in GR spanned by the basis {M(S)}.
9.1 GA,finite and GA for the case Q ⊂ A
We start with a general fact: Assume Q ⊂ A. Then one has isomorphisms:
(9.1.1)
exp : LA ≃ GA.
exp : LA,finite ≃ GA,finite.
Proof. Since aug(g) = 1, log(g) (3.6.2) is well defined for Q ⊂ A. That g
is group-like (5.4.1) implies that log(g) is Lie-like and belongs to LA (cf. proof
of (6.2) Lemma). Then g is of finite type, if and only if log(g) is so (cf. (3.6)).
Thus (9.1.1) is shown. The homeomorphism follows from that of exp (3.6).
9.2 Generators of GA,finite and GA for a Z-torsion free A.
Lemma. Let A be a commutative Z-torsion-free algebra with unit.
i) Any element g of GA,finite is uniquely expressed as
(9.2.1) g =
∏
i∈I
A(Si)ci
for Si∈Conf0 and ci∈A (i∈I) with #I <∞. That is, one has an isomorphism:
(9.2.2) 〈Conf〉 ⊗Z A ≃ GA,finite , S ↔ A(S) ,
where 〈Conf〉 is the group associated to the semi-group Conf.
ii) GA,finite is dense in GA with respect to the adic topology.
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iii) We have the natural inclusion:
(9.2.3) {exp(ϕ(S)) | S ∈ Conf0} ⊂ GZ,finite
The set {exp(ϕ(S))}S∈Conf0 is a topological free generating system of GA. This
means that any element g of GA is uniquely expressed as an infinite product:
(9.2.4)
∏
S∈Conf0
exp(ϕ(S) · aS) : = lim
n→∞(
∏
S∈Conf0
#S<n
exp(ϕ(S) · aS))
for some aS ∈ A (S ∈ Conf0).
Proof. If Q ⊂ A, then due to the isomorphisms (9.1.1) and (6.1.1), the
Lemma is reduced to the corresponding statements for LA and LA,finite in (8.2)
Lemma, where, due to (8.2.4), (8.2.10) and the integrality of kabi K, we have
exp(ϕ(S)) =
∏
T∈Conf0
A(T )(−1)#T−#SK(T,S) ∈ GZ,finite ∩ {1 + J#S},
where we note A(T ) ∈ GZ,finite (c.f. (5.1.6) and (5.4.4)).
Assume Q 6⊂ A and let A˜ be the localization of A with respect to Z\{0}.
Since A is torsion free, one has an inclusion A⊂ A˜, which induces inclusions
GA⊂GA˜ and GA,finite⊂GA˜,finite, and the Lemma is true for GA˜,finite and GA˜.
i) Let us express an element g ∈ GA,finite as Π
i∈I
A(Si)ci , where ci ∈ A˜
for i ∈ I and #I <∝. We need to show that ci ∈ A for i ∈ I. Suppose not.
Put I1 := {i ∈ I : ci /∈ A} and let S1 be a maximal element of {Si : i ∈ I1}
with respect to the partial ordering ≤. Put g1 := Π
i∈I1\{1}
A(Si)ci and g2 :=
Π
i∈I\I1
A(Si)ci . Then g1A(S1)c1 = g · g−12 ∈ GA,finite. In the left hand side, g1
does not contain the term S1, whereas A(S1)c1 contains the term c1S1. Hence,
the left hand side contains the term c1S1.
ii) Let any g ∈ GA be given. For a fixed integer n ∈ Z≥0, we calculate
log(g) =
∑
S∈Conf0
ϕ(S) · aS for aS ∈ A˜ (c.f. (8.2.6))
=
∑
T∈Conf0
M(T ) · cT,n +Rn, where
cT,n : =
∑
S∈Conf0
#S<n
(−1)#T−#SK(T, S) · aS ∈ A˜, (c.f. (8.2.4))∗)
Rn : =
∑
S∈Conf0
#S≥n
ϕ(S) · aS .∗∗)
Here we notice that
∗) cT,n 6= 0 implies #T < n, since K(T, S) 6= 0 implies T ≤ S (7.2.3).
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∗∗) Rn ∈ Jn, since #S ≥ n implies ϕ(S) ∈ Jn (8.2.10).
Therefore
g =
∑
T∈Conf0
#T<n
A(T )cT,n · exp(Rn)
=
∑
T∈Conf0
#T<n
A(T )cT,n mod Jn.
Let us show that cT,n ∈ A for all T ∈ Conf0. Suppose not, and let T1 be a
maximal element of {T ∈ Conf0 : #T < n and cT,n 6∈ A}. Then similar to the
proof of i), the coefficient of g at T1 ≡ cT1,n mod A 6≡ 0 mod A. This is a
contradiction. Therefore, cT,n ∈ A for all T and hence, g ∈ GA,finite mod Jn.
iii) Applying (7.4.2) to the relation ∗) in the proof of ii), one gets
aS =
∑
T∈Conf0
#T<n
A(S, T ) · cT,n
for #S < n. Here the right hand side belongs to A due to the proof ii). On the
other hand, the left hand side (= aS) does not depend on n. Hence, by moving
n ∈ Z≥0, one has proven that aS ∈ A for all S ∈ Conf0.
9.3 Additive characters on GA
Definition. An additive character on GA is an additive homomorphism
(9.3.1) X : GA −→ A,
which is continuous with respect to the adic topology on GA such that
X (ga) = X (g) · a
for all g ∈ GA and a ∈ A. The continuity of X (9.3.1) is equivalent to the
statement that there exists n ≥ 0 such that X (exp(ϕ(S))) = X (1) = 0 for S ∈
Jn ∩Conf0. Hence it is equivalent to #{S ∈ Conf0 : X (exp(ϕ(S))) 6= 0} <∞.
The set of all additive characters will be denoted by
(9.3.2) HomA(GA,A).
Assertion. 1. For any fixed U ∈ Conf0, the correspondence
(9.3.3) XU : A(S) ∈ GZ,finite 7−→ A(U, S) ∈ Z
extends uniquely to an additive A-character on GA, denoted by XU . Then
(9.3.4) XU (exp(ϕ(S))) = δ(U, S) for U, S ∈ Conf0.
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2. There is a natural isomorphism
(9.3.5)
HomA(GA,A) ≃ ⊗
U∈Conf0
A · XU
X 7−→ ∑U∈Conf0 XU (exp(ϕ(S))) · XU .
3. If Q ⊂ A, then for any M ∈ LA and U ∈ Conf0 one has
(9.3.6) XU (exp(M)) = ∂UM.
Proof. 1. First we note that A(U, S) for fixed U ∈ Conf0 is additive
in S (5.1.8), so that XU naturally extends to an additive homomorphism on
GA,finite. For continuity (i.e. the finiteness of S with XU (exp(ϕ(S))) 6= 0), it
is enough to show (9.3.4). Recalling (8.2.4) and (7.4.2), this proceeds as:
XU (exp(ϕ(S)) = XU (exp(
∑
T∈Conf0
M(T )(−1)#T−#SK(T, S)))
=
∑
T∈Conf0
XU (exp(M(T ))) · (−1)#T−#SK(T, S)
=
∑
T∈Conf0
XUA(T ) · (−1)#T−#SK(T, S)
=
∑
T∈Conf0
A(U, T ) · (−1)#T−#SK(T, S) = δ(U, S).
2. The continuity of I implies the sum in the target space is finite.
3. Both sides of (9.3.6) take the same values for the basis (ϕ(S))S∈Conf0 .
9.4 Equal division points of GZ,finite
Recalling 〈Conf〉 ≃ GZ,finite (9.2.2), we regard 〈Conf〉 as a “lattice” inGR,finite.
In the positive rational cone GQ,finite ∩
(∏
S∈Conf0 A(S)R≥0
)
, we consider a
particular point, which we call the equal division point for S ∈ Conf:
(9.4.1) A(S)1/♯(S).
Here, the exponent 1/♯(S) is chosen so that we get the normalization:
(9.4.2) Xpt
(
A(S)1/♯(S)
)
= 1.
The set of all equal division points is denoted by
(9.4.3) EDP := {A(S)1/♯(S) | S ∈ Conf}.
The formulation of (9.4.1) is inspired from the free energy of Helmholtz
in statistical mechanics. Instead of treating equal division points in the form
(9.4.1) in GR, we shall treat their logarithms in LR in the next paragraphs.
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9.5 A digression to LA with Q 6⊂ A
We have determined the generators of GA,finite and GA without assuming Q ⊂
A but assuming only Z-torsion freeness of A. The following Assertion seems to
suggest that the Lie-like elements behave differently to the group-like elements.
However we do not pursue this subject any further in the present paper.
Assertion. Let A be a commutative algebra with unit. If there exists a
prime number p such that A is p-torsion free and 1/p /∈ A, then LA is divisible
by p (i.e. LA = pLA). In particular, if A is noetherian, LA = {0}.
A sketch of the proof. Consider an element M =∑U∈Conf U ·MU ∈ LA.
As an element of L
A˜
, it can be expressed as
∑
S∈Conf0
ϕ(S)·aS where aS=∂SM=
MS ∈A for S ∈ Conf0. Recall the expression (8.3.3) for ϕ(U, S) (U ∈ Conf)
and the remark following it. We see that MU is expressed as:
∑
U=U
k1
1 ⊔···⊔Ukmm
V ∈Conf, W∈Conf0
S∈Conf0
(−1)|k|−1+|W |+|S|(|k| − 1)!
k1! · · · km!
(
[5pt]V
U1, . . . , U1︸ ︷︷ ︸
k1
, . . . , Um, . . . , Um︸ ︷︷ ︸
km
)
A(V,W )K(W,S)aS .
Apply this formula for U = T p for a fixed T ∈ Conf0. The summation
index set is {(k1, k2, . . .) ∈ (Z≥0)Z≥1 | p =
∑
i≥1 i · ki}, as explained in 3.6
Example. Except for the case k1 = p and ki = 0 (i > 1), the denomina-
tor k1! . . . km! is a product of prime numbers smaller than p. The coefficient(
V
U1, . . . U1︸ ︷︷ ︸
k1
, . . . , Um, . . . Um︸ ︷︷ ︸
km
)
for this case (i.e. k1 = p, ki = 0 (i > 1) and for V = [V]
is equal to the cardinality of the set {(U1, . . . ,Up) | Ui is a subgraph of V such
that [Ui] = T and ∪pi=1Ui = V}. Since the cyclic permutation of U1, . . . ,Up acts
on the set, and the action has no fixed points except for V = T , we see that the
covering coefficient is divisible by p except for the case V = T ∈ Conf0. In that
case
∑
W∈Conf0(−1)|W |+|S|A(T,W )K(W,S) = δ(T, S). Therefore
(−1)p
p aT ≡
0 mod Aloc where Aloc is the localization of the algebra A with respect to the
prime numbers smaller than p. Hence aT ∈ pAloc ∩ A = pA.
§10. Accumulation set of logarithmic equal division points
We consider the space of Lie-like elements LR over the real number field R
which is equipped with the classical topology. The set in LR of accumulation
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points of the logarithm of EDP (9.4), denoted by Ω := log(EDP), becomes a
compact convex set. We decompose Ω = log(EDP) into a join of the finite
(absolutely convergent) part Ωabs := log(EDP)abs and the infinite part Ω∞ :=
log(EDP)∞.
10.1 The classical topology on LR
We equip the R-vector space
(10.1.1) LR = lim←−
n
LR/Jn ∩ LR
with the classical topology defined by the projective limit of the classical topol-
ogy on the finite quotient R-vector spaces. Since the quotient spaces are
LR/Jn ∩ LR ≃ ⊕S∈Conf0,#S<nR · ϕ(S) ≃ LR,finite/Jn ∩ LR,finite,
we see that 1) LR is homeomorphic to the direct product
∏
S∈Conf0 R · ϕ(S)
(recall (8.2.5)), and 2) LR,finite ≃ ⊕S∈Conf0R ·ϕ(S) is dense in LR with respect
to the classical topology. That is, the classical topology on LR is the topology
of the coefficient-wise convergence with respect to the basis {ϕ(S)}S∈Conf0 . It
is weaker than the adic topology.
Similarly, we equip R [[Conf]] with the classical topology defined by
(10.1.2) R [[Conf]] = lim←−
n
R · Conf /Jn =
∏
S∈Conf
R · S.
So, the classical topology on R [[Conf]] is the same as the topology of coefficient-
wise convergence with respect to the basis {S}S∈Conf . The next relation ii)
between the two topologies (10.1.1) and (10.1.2) is a consequence of (8.3.3).
Assertion. i) The product and coproduct on R [[Conf]] are continuous
with respect to the classical topology.
ii) The classical topology on LR is homeomorphic to the topology induced
from that on R [[Conf]].
iii) Let us equip GR with the classical topology induced from that on R [[Conf]].
Then exp : LR → GR is a homeomorphism.
Proof. i) The product and coproduct are continuous with respect to the
adic topology (cf. (3.2) and (4.2)), which implies the statement.
ii) For a sequence in LR, we need show the equivalence of convergence in
LR and in R [[Conf]]. This is true due to (8.3.3).
iii) The maps exp and log are bijective (cf. (9.2) Assertion) and homeo-
morphic with respect to the adic topology, which implies the statement.
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10.2 Absolutely convergent sum in LR
Recall the problem posed in 8.4: find a subspace of LA containing LA,finite
which is complementary to the subspace at infinity LA,∞ (8.4.2). In the present
paragraph, we answer this problem for the case A = R by introducing a suffi-
ciently large submodule LR,abs, which contains LR,finite but does not intersect
with LR,∞ so that we obtain a splitting submodule LR,abs ⊕ LR,∞ of LR.
Definition. We say a formal sum
∑
T∈Conf0 aTM(T ) ∈
∏
T∈Conf0 R ·
M(T ) is absolutely convergent if, for any S∈Conf, the sum∑T∈Conf0 aTM(S, T )
of its coefficients at S is absolutely convergent, i.e.
∑
T∈Conf0 |aT |M(S, T )<∞
for all S∈Conf. Then, any series∑∞i=1 aTiM(Ti) defined by any linear ordering
T1<T2< · · · of the index set Conf0 converges in LR to the same element with
respect to the classical topology. We denote the limit by
∑abs
T∈Conf0 aTM(T ).
Define the space of absolutely convergent elements:
(10.2.1) LR,abs := { all absolutely convergent sums
∑abs
T∈Conf0 aTM(T ) }.
By definition, LR,abs is an R-linear subspace of LR such that LR,abs∩LR,∞ = {0}
and LR,abs ⊃ LR,finite. Hence, the restriction K|LR,abs of the kabi-map (8.4.1)
is injective. We give a criterion for the absolute convergence, which guarantees
that LR,abs will be large enough for our purpose (10.4.3).
Assertion. A formal sum
∑
T∈Conf0aTM(T ) is absolutely convergent if
and only if the sum
∑
T∈Conf0 |aT |#(T ) is convergent. The LR,abs is a Banach
space with respect to the norm
∣∣∑abs
T∈Conf0 aTM(T )
∣∣ :=∑T∈Conf0 |aT |#(T ).
Proof. The coefficient ofM(T ) at [one point graph] is equal to #(T ). So
absolute convergence implies the convergence of
∑
T∈Conf0 |aT |#(T ).
Conversely, under this assumption, let us show the absolute convergence
of the sum
∑
T∈Conf0 aTM(S, T ) for any S ∈ Conf. We prove this by in-
duction on n(S) = the number of connected components of S. If S is con-
nected (i.e. n(S) = 1), then A(S, T ) = M(S, T ) and by the use of (5.2.1), we
have
∑
T∈Conf0 |aT |M(S, T ) ≤ (
∑
T∈Conf0 |aT |#T )
(q−1)#S−1
#Aut(S) which converges
absolutely. If S is not connected, decompose it into connected components
as S =
∏m
i=1 Si and apply (6.2.2). Since
(
S′
S1, . . . , Sm
)
6= 0 implies either
n(S′) < n(S) or S′ = S, M(S, T ) is expressed as a finite linear combina-
tion of M(S′, T ) for n(S′) < n(S) (independent of T ). We are now done by the
induction hypothesis.
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10.3 Accumulating set Ω := log(EDP)
Recall that an equal dividing point in GQ (9.4.1) is, by definition, an element
of the form A(S)1/♯(S) for a S ∈ Conf+. Let us consider the set in LQ of their
logarithms (by use of the homeomorphism in 10.1 Assertion iii):
(10.3.1) log(EDP) : = {M(T )/♯T | T ∈ Conf+}
and its closure Ω := log(EDP) in LR with respect to the classical topology. So,
any element ω ∈ Ω = log(EDP) has an expression:
(10.3.2) ω := limcl
n→∞
M(Tn)
♯Tn
for a sequence {Tn}n∈Z>0 in Conf+, where we denote by limcl the limit with
respect to the classical topology. Recalling that the topology on LR is defined
by the coefficient-wise convergence with respect to the basis {ϕ(S)}S∈Conf0 and
using (8.2.3), one has ω=
∑
S∈Conf0 ϕ(S) · aS where aS = limn→∞
A(S,Tn
#Tn
.
Assertion. 1. The set Ωlog(EDP) is compact and convex.
2. Expand any element ω ∈ Ω = log(EDP) as ∑S∈Conf0 ϕ(S) · aS. Then
i) 0 ≤ aS ≤ (q − 1)♯S−1/♯Aut(S) for S ∈ Conf0,
ii) (q− 1)♯S−♯S′aS′ ≥ aS for S′ ≤ S. In particular, if aS 6= 0 then aS′ 6= 0.
Proof. 1. Compactness: it is enough to show that the range of coefficients
aS for ω ∈ log(EDP) is bounded for each S ∈Conf0. Recalling the expansion
formula (8.2.3), this is equivalent to the statement that {A(S, T )/♯T | T ∈
Conf0} is bounded for any S ∈ Conf0. Applying the inequality (5.2.2), we
have
0 ≤ A(S, T )/♯T ≤ (q − 1)♯S−1/♯Aut(S),
which clearly gives a universal bound for A(S, T )/♯T independent of T .
Convexity: since for any T , T ′(6= [∅]) and r ∈ Q with 0 < r < 1, one can
find positive integers p and q such that for T ′′ := T p · T ′q one has
M(T ′′)/♯T ′′ = (p ·M(T ) + q · M(T ′))/(p · ♯T + q · ♯T ′)
= r · M(T )/♯T + (1 − r) · M(T ′)/♯T ′.
2. i) This is shown already in 1.
ii) If S′ ≤ S and S ∈ Conf0, then for any T ∈ Conf one has an inequality
(q− 1)♯S−♯S′A(S′, T ) ≥ A(S, T ). (This can be easily seen by fixing representa-
tives of S and S′ as in proof of (5.2.2)). Therefore (q − 1)♯S−♯S′aS′ ≥ aS .
Remark. The condition (9.4.2) on EDP implies apt = 1 for any element
ω ∈ Ω = log(EDP). In particular, this implies 0 6∈ Ω = log(EDP).
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10.4 Join decomposition Ω = log(EDP)abs ∗ log(EDP)∞
We show that log(EDP) is embedded in LR,abs ⊕ LR,∞, and, accordingly, de-
compose log(EDP) into the join of a finite part and an infinite part, where the
finite part is an infinite simplex with the vertex set {M(T )#T }T∈Conf0 .
Definition. Define the finite part and the infinite part of log(EDP) by
log(EDP)abs := log(EDP) ∩ LR,abs,(10.4.1)
log(EDP)∞ := log(EDP) ∩ LR,∞.(10.4.2)
Lemma. 1. log(EDP) is the join of the finite part and the infinite part:
(10.4.3) log(EDP) = log(EDP)abs ∗ log(EDP)∞.
Here, the join of subsets A and B in real vector spaces V and W is defined by
A ∗B := {λp+ (1 − λ)q ∈ V ⊕W | p ∈ A, q ∈ B, λ ∈ [0, 1]}.
2. The finite part is the infinite simplex of the vertex set {M(S)#S }S∈Conf0 :
log(EDP)abs =
{∑abs
S∈Conf0µS
M(S)
#S | µS ∈ R≥0 and
∑
S∈Conf0µS = 1
}
.
Proof. We prove 1. and 2. simultaneously in two steps A. and B. We
show only the inclusion LHS⊂RHS since the opposite inclusion LHS⊃RHS is
trivial due to the closed compact convexity of log(EDP) (10.3 Assertion 1.).
A. Finite part. Let us consider an element ω ∈ log(EDP) of the ex-
pression (10.3.2). For S ∈ Conf0, recall that δ(S, Tn) is the # of connected
components of Tn isomorphic to S. Let us show that the limit
(10.4.4) µS : = #S lim
n→∞
δ(S, Tn)
♯Tn
converges to a finite real number µS such that
(10.4.5) 0 ≤
∑
S∈Conf0
µS ≤ 1 .
Note that the kabi-map K (8.4.1) is also continuous with respect to the
classical topology. So, it commutes with the classical limiting process limcl
n→∞
M(Tn)
♯Tn
.
Recalling the kabi-inversion formula (7.3.1), we calculate
K(ω) = K( limcl
n→∞
M(Tn)
♯Tn
) = limcl
n→∞
K(M(Tn))
♯Tn
= lim
n→∞
∑
S∈Conf0
δ(S,Tn)
♯Tn
M(S).
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Here, the convergence on the RHS is the coefficient-wise convergence with
respect to the basis M(S) for S ∈ Conf0. This implies the convergence of
(10.4.4).
Let C be any finite subset of Conf0. For any n ∈ Z≥0, one has∑
T∈Cδ(T, Tn) · ♯T ≤ ♯Tn
since the LHS is equal to the cardinality of the vertices of the union of connected
components of Tn which is isomorphic to an element of C. Dividing both sides
by ♯Tn and taking the limit n→∞, one has (10.4.5).
Define the finite part of ω by the absolutely convergent sum
(10.4.6) ωfinite : =
∑abs
S∈Conf0
µS
M(S)
♯S
(apply 10.2 Assertion to (10.4.5)). We remark that the coefficients µS are
uniquely determined from ω and are independent of the sequence {Tn}n∈Z≥0 ,
due to the formula:
(10.4.7) K(ω) =
∑
S∈Conf0 µS
M(S)
♯S .
B. Infinite part. Put µ∞ := 1−
∑
S∈Conf0 µS . Let us show that
i) if µ∞ = 0, then we have ω = ωfinite, and ii) if µ∞ > 0, then there
exists a unique element ω∞ ∈ LR,∞ so that ω = µ∞ ω∞ + ωfinite
For any S ∈ Conf0, let us denote by Tn(S) the isomorphism class of the
union of the connected components of Tn isomorphic to S ∈ Conf0. Thus,
♯Tn(S) = δ(S, Tn)♯S and ♯Tn(S)/#Tn → µS as n → ∞. For any finite subset
C of Conf0, put T
∗
n(C
c) := Tn\
⋃
S∈C
Tn(S) so that one has
∗) M(Tn)
♯Tn
=
M(T ∗n(Cc))
♯Tn
+
∑
S∈C
δ(S, Tn)♯S
♯Tn
· M(S)
♯S
.
For the given C and for ε > 0, there exists n(C, ε) such that
a)
∑
S∈C
|µS − ♯Tn(S)/♯Tn| < ε
for n ≥ n(C, ε). This implies |µ∞ − ♯T ∗n(Cc)/♯Tn| < ε+
∑
S∈Conf0 \C
µS .
Let {εm}m∈Z≥0 be any sequence of positive real numbers with εm ↓ 0.
Choose an increasing sequence {Cm}m∈Z≥0 of finite subsets of Conf0 satisfying
b)
⋃
m∈Z≥0
Cm = Conf0 and
∑
S∈Conf0 \Cm
µS < εm.
Put n(m) := n(Cm, εm). Then, by definition of µ∞ and by a) and b), one has
c) |µ∞ − ♯T ∗n(m)(Ccm)/♯Tn(m)| < 2εm.
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Substituting n and C in ∗) by n(m) and Cm, respectively, we obtain a
sequence of equalities indexed by m ∈ Z≥0. Let us prove:
i) the second term of ∗) absolutely converges to ωfinite.
ii) if µ∞ = 0, then the first term of ∗) converges to 0.
iii) if µ∞ 6= 0, then T ∗m := T ∗n(m)(Ccm) 6= ∅ for large m and M(T ∗m)/♯T ∗m
converges to an element ω∞ ∈ log(EDP) ∩ LR,∞.
Proof of i). For m ∈ Z≥0, the difference of ωfinite and the second term of
∗) is∑S∈Conf0 cSM(S)♯TS where cS := µS − δ(S,Tn(m))♯S♯Tn(m) for S ∈ Cm and cS := µS
for S ∈ Conf0 \Cm. Therefore, using a) and the latter half of b), one sees that
the sum
∑
S∈Conf0 |cS | is bounded by 2εm. Then, due to a criterion in 10.2
Assertion, the difference tends to 0 absolutely as m ↑ ∞. ✷
Proof of ii). Recall c) |♯T ∗n(m)(Ccm)/♯Tn(m)| < 2εm. The first term of ∗)
is given by
M(T∗n(m)(Cm))
♯Tn(m)
=
∑
S∈Conf0
ϕ(S)
A(S,T∗n(m)(Cm))
♯Tn(m)
, where the coefficient of
ϕ(S) is either 0 if T ∗n(m)(Cm)=∅ or equal to
♯T∗n(m)(Cm)
♯Tn(m)
A(S,T∗n(m)(Cm))
♯Tn(m)(Cm)
otherwise,
which is bounded by 2εmq
♯S−1/♯Aut(S). So it converges to 0 as m ↑ ∞. ✷
Proof of iii). The sequence of the first term of the RHS of ∗) converges
to ω − ωfinite, since the LHS of ∗) and the second term of the RHS of ∗)
converge to ω and ωfinite, respectively. On the other hand, due to c), one has
♯T ∗n(m)(C
c
m)/♯Tn(m) > µ∞ − 2εm for sufficiently large m, and hence one has
T ∗n(m)(C
c
m) 6= ∅. The first term is decomposed as:
M(T ∗n(m)(Ccm))
♯Tn(m)
=
T ∗n(m)(C
c
m)
♯Tn(m)
M(T ∗n(m)(Ccm))
♯T ∗n(m)(C
c
m)
,
whose first factor converges to µ∞ 6= 0 due to c). Therefore, the second factor
converges to some ω∞ := (ω − ωfinite)/µ∞, which belongs to log(EDP) by
definition. Since K(ω) = K(ω∞), ω∞ belongs to ker(K). ✷
These complete a proof of the Lemma.
10.5 Extremal points in Ω∞ = log(EDP)∞.
A point ω in a subset A in a real vector space is called an extremal point of A
whenever an interval I contained in A contains ω then ω is a terminal point of
I.
Assertion. The extremal point of log(EDP) is one of the following:
i) M(S)♯S for an element S ∈ Conf0,
ii) limcl
n→∞
M(Tn)
♯Tn
for a sequence Tn ∈ Conf0 with #Tn →∞ (n→∞).
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Proof. For ω ∈ log(EDP), if µ∞ 6= 0, 1, then ω cannot be extremal. If
µ∞ = 0, due to Corollary 1, the only possibility for ω to be extremal is when
it is of the form M(S)♯S for an element S ∈ Conf0. In fact, using the uniqueness
of the expression (Lemma 3.), M(S)♯S can be shown to be extremal.
Suppose µ∞ = 1. For any fixed S ∈ Conf0 and real ε > 0, let T+n (S, ε)
(resp. T−n (S, ε)) be the subgraph of Tn consisting of the components T such that
A(S, T )/♯T ≥ aS+ε (resp. ≤ aS−ε). Let us show that lim
n
♯T±n (S, ε)/♯Tn = 0.
If not, then there exists a subsequence {n̂} such that lim
n̂
♯T±n̂ (S, ε)/♯Tn̂ = λ > 0.
Due to the compactness of log(EDP) ((10.3) Assertion 1.), we can choose a sub-
sequence such thatM(T±n̂ (S, ε))/♯T±n̂ (S, ε) andM(Tn̂\T±n̂ (S, ε))/♯(Tn̂\T±n̂ (S, ε))
converges to some
∑
T∈Conf0ϕ(T ) · bT and
∑
T∈Conf0ϕ(T ) · cT , respectively, so
that
ω = λ ·∑T∈Conf0ϕ(T ) · bT + (1− λ) ·∑T∈Conf0ϕ(T ) · cT .
In particular, the coefficient of ϕ(S) has the relation aS = λ · bS + (1− λ) · cS .
Since |bS − aS | ≥ ε, λ cannot be 1. This contradicts the extremity of ω.
For any finite subset C of Conf0, put T
∗
n(C, ε) := Tn\
⋃
S∈C
(
T+n (S, ε) ∪
T−n (S, ε)
)
. Then T ∗n(C, ε) 6= ∅ for sufficiently large n, since lim
n→∞ ♯T
∗
n(C, ε)/♯Tn =
1 due to the above fact. Let {Cm}m∈Z≥0 be an increasing sequence of finite
subsets of Conf0 such that
⋃
m∈Z≥0 Cm = Conf0 and let{εm}m∈Z≥0 be a se-
quence of real numbers with εm ↓ 0. For each m ∈ Z≥0, choose any connected
component of T ∗n(Cm, εm), say T ∗m, for large n, and put ωm :=M(T ∗m)/♯T ∗m =∑
S∈Conf0 ϕ(S) ·a
(m)
S . By definition |aS−a(m)S | < εm for S ∈ Cm, which implies
ω = limcl
m→∞ ωm. There are two cases to consider: i) Suppose ∃ a subsequence
{m̂} such that ♯T ∗m̂ is bounded. Since ♯{T ∈ Conf0 |♯T ≤ c} for any constant
c is finite, there exists T ∈ Conf0 which appears in {T ∗m}m infinitely often. So
ω = M(T )/♯T and K(ω) = M(T )/♯T 6= 0. ii) Suppose ♯T ∗m → ∞. Then the
formula (10.4.4) and (10.4.7) imply K(ω) = 0.
10.6 Function value representation of elements of Ω∞ = log(EDP)∞
The coefficients aS at S ∈ Conf0 of the sequential limit ω = limcl
n→∞ M(Tn)/♯Tn
(10.3.2) are usually hard to calculate. However, in certain good cases, we
represent the coefficient as a special value of a function in one variable t.
Given an expression of the form (10.3.2) of ω ∈ log(EDP)∞ and an in-
creasing sequence of integers {nm}∞n=0, we consider the following two formal
power series in t.
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P (t) :=
∞∑
m=0
♯Tm · tnm ∈ Z [[t]] ,(10.6.1)
PM(t) :=
∞∑
m=0
M(Tm) · tnm ∈ LQ [[t]] = L
Q
[
[t]
],(10.6.2)
where, using the basis expansion (8.2.3), the series PM(t) can be expanded as
PM(t) = ∑S∈Conf0 ϕ(S)PM(S, t),
whose coefficients at S ∈ Conf0 are given by
(10.6.3) PM(S, t) := ∂SPM(t) =
∞∑
m=0
A(S, Tm) · tnm ∈ Q [[t]] .
Since Tn ∈ Conf+, one has P (t) 6= 0 and its radius of convergence is at most 1.
Lemma. Suppose that the series P (t) has a positive radius of conver-
gence r. Then, for any S ∈ Conf0 (c.f. Remark), we have
i) The series PM(S, t) converges at least in the radius r for P (t). The
radius of convergence of PM(S, t) coincides with r, if aS := lim
m→∞
M(S,Tm)
#Tm
6= 0.
ii) The following two limits in LHS and RHS give the same value:
(10.6.4) lim
t↑r
PM(S, t)
P (t)
= lim
n→∞
M(S, Tn)
#Tn
.
Here by the notation t↑r we mean that the real variable t tends to r from below.
iii) The proportion PM(t)/P (t) for t ↑ r converges to ω (10.3.2):
(10.6.5) ω = lim
t↑r
clPM(t)
P (t)
=
∑
S∈Conf0
ϕ(S) lim
t↑r
PM(S, t)
P (t)
.
Proof. Before proceeding to the proof, we recall two general properties of
power series:
A) The radius of convergence of P(t) is r :=1/ lim sup
m→∞
nm
√
♯Tm (Hadamard).
B) Since the coefficients ♯Tm of P (t) are non-negative real numbers, P (t) is an
increasing positive real function on the interval (0,r) and lim
t↑r
P (t) = +∞.
We now turn to the proof. Due to the linear relations amongM(S, Tm) for
S∈Conf (8.3.2), it is sufficient to show the lemma only for the cases S∈Conf0.
i) Let us show that PM(S, t) for S ∈ Conf0 has the radius r of convergence.
Since we have M(S, Tm) = A(S, Tm) (6.1 Remark 1), using (5.2.1), we have
lim sup
m→∞
nm
√
M(S, Tm) ≤ lim sup
m→∞
nm
√
#Tm
nm
√
q#S−1/#Aut(S) = 1/r.
This proves the first half of i). The latter half is shown in the next ii).
ii) We show that the convergence of the sequence A(S, Tm)/♯Tm to some
aS ∈ R implies the convergence of the values of the function PM(S, t)/P (t) to
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aS as t ↑ r. The assumption implies that for any ε > 0, there exists N > 0
such that |A(S, Tm)/♯Tm − aS | ≤ ε for all m ≥ N . Therefore,∣∣∣ PM(S,t)P (t) − aS ∣∣∣ = | QN (t)+
∑∞
m=N
(
A(S, Tm)− aS · ♯Tm
)
tnm |
P (t)
≤ | QN (t)−ε
∑N−1
m=0#Tmt
nm |
P (t) + ε
where QN (t) :=
∑
m<N
(
A(S, Tm)− aS · ♯Tm
)
tnm is a polynomial in t. Due to
statement B) above, the first term of the last line tends to 0 as t ↑ r. Hence,
|PM(S, t)/P (t)− aS | ≤ 2ε for t sufficiently close to r. This proves (10.6.4).
If aS 6= 0, then lim
t↑r
PM(S, t) =∞ since lim
t↑r
P (t) =∞. Thus, the radius of
convergence of PM(S, t) is less or equal than r. This proves the latter half of
i).
iii) We have only to recall that the classical topology on LR is the same as
coefficient-wise convergence with respect to the basis {ϕ(S)}S∈Conf0 .
Corollary. If P (t) and PM(S, t) (S ∈Conf0) extend to meromorphic
functions at t=r, then PM(S, t)/P (t) is regular at t=r and one has
(10.6.6) ω =
∑
S∈Conf0
ϕ(S)
PM(S, t)
P (t)
∣∣∣
t=r
Proof. We have to show that PM(S, t)/P (t) becomes holomorphic at t =
r under the assumption. If it were not holomorphic, it would have a pole at t = r
and hence lim
t↑r
PM(S, t)/P (t) diverges. On the other hand, in view of (5.2.2),
one has the inequality 0 ≤ PM(S, t) ≤ P (t) · q♯S−1/Aut(S) for t ∈ (0, r).
Then the positivity of P (t) implies the boundedness 0 ≤ PM(S, t)/P (t) ≤
q♯S−1/Aut(S) for t ∈ (0, r). This is a contradiction.
We sometimes call (10.6.6) a residual expression of ω, since the coefficients
are given by the proportions of residues of meromorphic functions.
Remark. 1. The equality (10.6.4) gives the following important replace-
ment. Namely, the RHS, which is a sequential limit of rational numbers and
is hard to determine in general, is replaced by the LHS, which is the limit of
value of a function in a variable t at the special point t = r where r is often a
real algebraic number whose defining equation is easily calculable.
2. The convergence of the sequence lim
n→∞
cl M(S,Tn)
#Tn
does not imply the
convergence of the series PM(S, t) and P (t) in a positive radius. Conversely,
the convergence of the series PM(S, t) and P (t) in a positive radius does not
imply the convergence of the sequence lim
n→∞
cl M(S,Tn)
#Tn
.
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§11. Limit space Ω(Γ, G) for a finitely generated monoid.
We apply the space LR,∞ to the study of finitely generated monoids.
For a pair (Γ, G) of a monoid Γ and a finite generating system G with
Assumptions 1, 2, we introduce 1) the limit space Ω(Γ, G) as a subset of LR,∞,
2) another limit space Ω(PΓ,G) associated with Poincare series PΓ,G(t) of (Γ, G),
and 3) a proper surjective map πΩ : Ω(Γ, G)→ Ω(PΓ,G) (see 11.2 Theorem).
The main result of the present paper is given in 11.5 Theorem, where the
sum of elements of a fiber of πΩ is expressed by a linear combination of the
proportions of residues of the Poincare series PΓ,G(t) and PΓ,GM(t) at the
poles on the circle of the radius of convergence of the Poincare series.
11.1 The limit space Ω(Γ, G) for a finitely generated monoid
Let Γ be a monoid with left and right cancellation conditions and let G be
its finite generatig system with e /∈ G. We denote by (Γ, G) the associated
colored oriented Cayley graph (2.1 Example 1). In this and the next section,
we use G∪G−1 as the color set and q := #(G∪G−1) for the definition of Conf
in (2.2.1). The set of all isomorphism classes of finite subgraphs of (Γ, G) is
denoted by 〈Γ, G〉. Put 〈Γ, G〉0 := 〈Γ, G〉 ∩ Conf0.
The length of γ ∈ Γ with respect to G is defined by
(11.1.1) ℓG(γ) : = inf {n ∈ Z≥0 | γ = g1 · · · gn for some gi ∈ G (i = 1, . . . , n)}
We remark that in the above definition (11.1.1), we admit the expressions of γ
only in positive powers of elements of G (except when G itself already contains
the inverse). This means that we allow only edges whose “orientation” fits
with the orientation of the path. In particular, lG(γ) may not coincide with
the distance of γ from e in the Cayley garaph.2 For n ∈ Z≥0, let us consider
the “balls” of radius n of (Γ, G) defined by
(11.1.2) Γn : = { γ ∈ Γ | ℓG(γ) ≤ n }.
We shall denote Γ˙n := Γn\Γn−1 for n ∈ Z≥0. So far there is no confusions, we
shall denote by Γn its isomorphism class [Γn] ∈ Conf0 also.
Definition. The set of limit elements for (Γ, G) is defined by
(11.1.3) Ω(Γ, G) : = LR,∞ ∩
{M(Γn)
♯Γn
| n ∈ Z≥0
}
,
where A is the closure of a subset A ⊂ LR with respect to the classical topology.
2 The length lG coincides with the distance from e for the case G = G
−1 when Γ is a
group. Besides this case, there is an important class of monoids, where both concepts
coincides, namely, when the monoid is defined by positive homogeneous relations [S-I].
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Fact. The limit space Ω(Γ, G) is non-empty if and only if Γ is infinite.
Proof. Since
{M(Γn)
♯Γn
| n∈Z≥0
}⊂ log(EDP ) and log(EDP ) is compact (10.3),
the sequence
{M(Γn)
♯Γn
| n ∈ Z≥0
}
always has accumulation points. Due to
(10.4.4) and (10.4.7), an accumulation point ω belongs to LR,∞, i.e. it satisfies
the kabi-condition K(ω) = 0, if and only if #Γn→∞. ✷
Since log(EDP ) is metrizable, any element ω in Ω(Γ, G) can be expressed
as a sequential limit. That is, there exists a subsequence nm↑∞ of n↑∞ such
that
(11.1.4) ω = limcl
nm→∞
M(Γnm)
♯Γnm
=
∑
S ∈ 〈Γ,G〉0
ϕ(S) lim
nm→∞
A(S,Γnm)
♯Γnm
where the coefficient of ϕ(S) is convergent for all S.
Definition. We call a finitely generated monoid (Γ, G) simple (resp. finite)
accumulating if Ω(Γ, G) consists of a single (resp. finite number of) element(s).
Assumption 1. From now on until the end of the present paper, we assume
that the monoid Γ is embeddable into a group. That is, there exists an injective
homomorphism from Γ into a group. This is obviously satisfied if Γ is a group.
In the following Examples 1. and 2., we show that any polynomial growth
group and any free group is simple accumulating. We first state some general
properties of the set Γn, which are immediate consequences of the definition.
Fact. 1. For m,n ∈ Z≥0, one has a natural surjection:
Γm × Γn −→ Γm+n, γ × δ 7→ γδ(11.1.5)
2. For any S∈Conf0 with S ≤ Γk (k ∈ Z≥0) and for any n∈Z≥0, one has:
(11.1.6) #Γn−k ≤ #(Aut(S)) ·A(S,Γn) ≤ #Γn.
Proof. 1. Obvious by definition.
2. By the assumption on S, there exists a subgraph S ⊂ Γk such that
S = [S]. Note that Aut(S)≃Aut(S) = {g ∈ Γˆ | gS= S} is finite and its action
is fixed point free. Consider a map p from Γ to the set of subgraphs of (Γ, G)
defined by p(g) := gS, and define an equivalence relation ∼ on Γ by “g ∼ h⇔
gS = hS ⇔ g−1h ∈ Aut(S)”. Then, one has A(S,Γn) ≥ #(Image(p|Γn−k)) =
#(Γn−k/ ∼) ≥ #(Γn−k)/#(Aut(S)). This implies the first inequality.
Choose a point x ∈ S. Consider a set P := {g ∈Γn | gx−1S⊂Γn}. Then,
the map p|P ◦ x−1 : P→A(S,Γn) is surjective and P is closed under the right
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multiplication of x−1Aut(S)x. Then, one has A(S,Γn) =#(P )/#(Aut(S))≤
#(Γn)/#(Aut(S)). This implies the second inequality.
Let (Γ, G) be a monoid such that lim
n→∞(#Γn−k/#Γn) = 1 for any k ∈ Z≥0.
Then, as a consequence of (11.1.6), one has
(11.1.7) lim
n→∞
A(S,Γn)
#Γn
=
1
#(Aut(S))
.
Example. 1. If Γ is a group of polynomial growth, then it is simple
accumulating for any generating system G and the limit element is given by
(11.1.8) ωΓ,G : =
∑
S∈〈Γ,G〉0
1
#(Aut(S))
ϕ(S).
Proof. For a group (Γ, G) of polynomial growth (i.e. Γ contains a finitely
generated nilpotent group of finite index, Wolf and Gromov [Gr1]), there exist
constants c, d ∈ Z>0 such that #Γn = cnd + o(nd) (Pansu [P]).
2. Let Ff be a free group with the generating system G= {g±11 ,· · ·, g±1f }
for f ∈Z≥2. Then (Ff , G) is simple accumulating. The limit element is given
by
(11.1.9) ωFf ,G :=
∞∑
k=0
(2f − 1)−k

 ∑
S∈〈Γ,G〉0
d(S)=2k
ϕ(S) + f−1
∑
S∈〈Γ,G〉0
d(S)=2k+1
ϕ(S)

 ,
where d(S) := max{d(x, y) | x, y ∈ S} is the diameter of S for S∈〈Ff , G〉0.
Proof. The induction relation: #Γn+1−(2f− 1)#Γn=2 with the initial
condition #Γ0 = 1 implies #Γn =
f(2f−1)n−1
f−1 for n ∈ Z≥0 so that PFf ,G(t) =
1+t
(1−t)(1−(2f−1)t) . On the other hand, for S ∈ 〈Ff , G〉0 and for n≥ [d(S)/2],
A(S,Γn) =
{
f(2f−1)n−[d(S)/2]−1
f−1
if d(S) is even,
(2f−1)n−[d(S)/2]−1
f−1
if d(S) is odd.
(11.1.10)
lim
n→∞
A(S,Γn)
#Γn
=
{
(2f − 1)−[d(S)/2] if d(S) is even,
f−1(2f − 1)−[d(S)/2] if d(S) is odd.
(11.1.11)
We have only to prove the first formula. Depending on whether d(S) is even or
odd, S has either one or two central points. Then it is easy to see the following
one to one correspondence: an embedding of S in Γn ⇔ an embedding of the
central point(s) of S in Γn such that the distance from the point to the boundary
of Γn is at least half of the diameter [d(S)/2]. Taking this into account, we can
calculate directly the formula.
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11.2 The space Ω(PΓ,G) of opposite sequences
We introduce another accumulation set Ω(P ), called the space of opposite se-
quences, associated to certain real power series P (t). Under a suitable assump-
tion on (Γ, G), we have a fibration πΩ : Ω(Γ, G) → Ω(PΓ,G) for the Poincare
series PΓ,G of (Γ, G). We construct semigroup actions on Ω(Γ, G) and Ω(PΓ,G)
generated by τ˜Ω and τΩ, respectively, which are equivariant with πΩ.
We start with a general definition. Consider a power series in t
(11.2.1) P (t) =
∑∞
n=0 γnt
n
whose coefficients are real numbers. We assume that there exist positive real
numbers u, v (depending on P ) such that u≤γn−1/γn≤v for all n∈Z≥1. This,
in particular, implies that P is convergent of radius r with u≤r≤v.
Example. If the sequence {γn}n∈Z≥0 is increasing and semi-multiplicative
γm+n≤γmγn, we may choose u = 1/γ1 and v = 1. For example, let γn :=#Γn
(n∈Z≥0) in the setting of 11.1, then (11.1.5) implies semi-multiplicativity.
Associated to P , consider a sequence {Xn(P )}n∈Z≥0 of polynomials:
(11.2.2) Xn(P ) :=
∑n
k=0
γn−k
γn
sk, n = 0, 1, 2, · · · ,
in the space R [[s]] of formal power series, where R [[s]] is equipped with the
formal classical topology, i.e. the product topology of convergence of every
coefficient in classical topology. Since each coefficients of Xn(P ) are bounded,
i.e. uk≤ γn−kγn ≤vk, the sequence accumulates to a non-empty compact set:
Ω(P ) := the set of accumulation points of the sequence (11.2.2).(11.2.3)
An element a(s) = Σ∞k=0aks
k of Ω(P ) is called an opposite series. The coeffi-
cients {ak}∞k=0 satisfies uk ≤ ak ≤ vk. We call a1 the initial of the opposite
series a, denoted by ι(a). Let us introduce the space of initials:
(11.2.4) Ω1(P ) := the set of accumulation points of the sequence
{γn−1
γn
}
n∈Z≥0
,
which is a compact subset of the positive interval [u, v]. The projection map
a∈Ω(P ) 7→ ι(a)∈Ω1(P ) is a continuous surjective map.
Assertion. 1. If a sequence {Xnm(P )}m∈Z≥0 converges to an opposite
sequence a, then the sequence {Xnm−1(P )}m∈Z≥0 converges also to an opposite
sequence, denoted by τΩ(a). We have
(11.2.5) τΩ(a) = (a− 1)/ι(a)s.
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2. Consider a map
(11.2.5)* τ : Ω(P ) −→ RΩ(P ), a 7→ ι(a)τΩ(a)
where RΩ(P ) is a closed R-linear subspace of R [[s]] generated by Ω(P ). Then,
the map τ naturally extends to an endomorphism of RΩ(P ).
Proof. 1. By definition, the sequence {γnm−1/γnm}m converges to the non-
zero initial ι(a) 6=0. Then, for any fixed k>0, the (k− 1)th coefficient of τΩ(a)
is given by the limit of sequence {γnm−k/γnm−1}m converging to ak/a1.
2. Let
∑
i∈I ciai(s)=0 be a linear relation among opposite sequences ai(s)
(i∈I) with #I <∞, then we also have a linear relation ∑i∈I ciai,1τΩ(ai(s))=
0, since, using the expression (11.2.5), this follows from the original relation∑∞
i=1 ciai(s)=0 and another one
∑∞
i=1 ci=0, which is obtained by substituting
s = 0 in the first relation. This implies that τ is extended to a linear map:
RΩ(P ) → RΩ(P ). On the other hand, a(s) ∈ R [[s]] 7→ (a(s) − a(0))/s ∈ R [[s]]
is a well-defined continuous map, so that it induces a map EndR(RΩ(P )).
We return to the setting in 11.1 and consider a Cayley graph (Γ, G). For
the sequence {Γn}n∈Z≥0 (11.1.2), we consider two series (10.6.1) and (10.6.2):
(11.2.6) PΓ,G(t) :=
∑∞
n=0 ♯Γn · tn,
(11.2.7) PΓ,GM(t) :=
∑∞
n=0M(Γn) · tn.
Here (11.2.6) is well known [M] as the growth (or Poincare) series for
(Γ, G), and (11.2.7) is the series which we study in the present paper. Due to
(11.1.5), it is well known that the growth series converges with positive radius:
(11.2.8) rΓ,G := 1 / lim
n→∞
n
√
#Γn ≥ 1 / #Γ1.
Due to 10.6 Lemma i), the series PΓ,GM(t) converges in the same radius as
PΓ,G(t). This fact can be directly confirmed by using (11.1.6) for S ≤ [Γk] as
lim
n→∞(
n−k
√
#Γn−k)
n−k
n ≤ lim
n→∞
n
√
#(Aut(S))A(S,Γn) ≤ lim
n→∞
n
√
#Γn.
Let us consider the continuous linear projection map:
(11.2.9) π : LR〈Γ, G〉 −→ R [[s]] ,
∑
S∈Conf0 ϕ(S) · aS 7→
∑∞
k=0 aΓks
k.
In order that the map π induces the map πΩ (11.2.12), we consider the next
two conditions S and I on the graph (Γ, G).
First, let us reformulate the concept of dead element (c.f. Bogopolski [Bo],
[E2]) to a monoid: an element g ∈ Γ is called dead with respect to G if ℓG(gx) ≤
ℓG(g) ∀x ∈ G. 3 We denote by D(Γ, G) the set of dead elements in Γ.
3The author is grateful to Takefumi Kondo for the information on some works on the
subject.
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• S: The portion #(Γn∩D(Γ,G))#(Γn) tends to 0 as n→∞.
• I: For any connected subgraph S of (Γ, G) and any element g ∈ Γˆ, the
equality SΓ1 = gSΓ1 implies S = gS, where SΓ1 :=∪α∈SαΓ1.
Assumption 2. From now on until the end of the present paper, we assume
the conditions S and I hold for (Γ, G).
Remark. 1. Bogopolski ([Bo] Question(2)) asked whether S holds for
arbitrary finite generating system G of a group Γ. We ask the same question
for a monoid Γ satisfying Assumption 1. and any finite generating system G.
2. Since Aut(S) is a finite subgroup of Γˆ for S∈〈Γ, G〉0, it is trivial if Γˆ is
torsion free. Then, I holds automatically for arbitrary finite generating system.
3. If Γ has a torsion element g of order d > 1, define a new generating
system G′ := ∪i,j=0,··· ,d−1(giΓ1gj) \ {e} for a given G. Then, the new unit ball
Γ′1 :=G
′ ∪ {e} satisfies Γ′1 = gΓ′1. That is, the condition I fails for S := {e}.
This suggests that in order to satisfy I, G should be small relative to torsion
elements. It is an open question whether, for any finitely generated infinite
group Γ, there always exists a generating system G satisfying I.
Notation. We define the fattening SΓ1 for S ∈ 〈Γ, G〉0 by the isomorphism
class [SΓ1] for any representative S of S (the isomorphism class [SΓ1] does not
depend on a choice of S due to the embeddability of Γ into a group).
We regard LR〈Γ, G〉 as an R [[s]]-module by letting s act on the basis by
ϕ(S) 7→ϕ(SΓ1) and extending the action formally to R [[s]]. However, the map
π (11.2.9) is not an R [[s]]-homomorphism (SΓ1=Γk+1 does not imply S=Γk).
Let us state some important consequences of the assumptions S and I.
Recall the notation (5.1.1) and (5.1.2)).
Assertion. For any S∈〈Γ, G〉0, one has the inequalities:
(11.2.10) 0 ≤ A(SΓ1,Γn)−A(S,Γn−1) ≤ #S ·#(Γ˙n ∩D(Γ, G)).
Proof. Consider a map S ∈ A(S,Γn−1) 7→ SΓ1 ∈ A(SΓ1,Γn). Then the
condition I implies the injectivity of the map. This implies the first inequality.
Any element of A(SΓ1,Γn) is expressed as SΓ1 for a unique S⊂Γn with [S]=S.
If SΓ1 is not in the image of the above map (i.e. S 6⊂ Γn−1), then S∩ Γ˙n 6=∅ is a
subset of D(Γ, G). Thus, such S is of the form ds−1S0 for some d ∈ Γ˙n∩D(Γ, G)
and some s ∈ S0 for a fixed S0 with [S0]=S. Thus the number of such SΓ1 is
at most #(S) ·#(Γ˙n ∩D(Γ, G)). This implies the second inequality.
58 Kyoji Saito
Corollary. For n, k ∈ Z≥0 with n− k ≥ 0, one has the inequalities:
(11.2.11) 0 ≤ A(Γk,Γn)−#(Γn−k) ≤ #(Γk−1)#(Γn ∩D(Γ, G)).
Proof. We show by induction on k, where k = 0 is trivial (put #Γ−1 := 0).
Assume for k − 1. Let n be an integer with n ≥ k. Applying (11.2.10) for
S = Γk−1, one has 0 ≤ A(Γk,Γn)−A(Γk−1,Γn−1)≤#Γk−1 ·#(Γ˙n ∩D(Γ, G)).
This together with the induction hypothesis implies (11.2.11). ✷
Under Asumpptions 1 and 2, we show the main result of the present
section: the map π (11.2.9) induces the fibration map πΩ : Ω(Γ, G)→Ω(PΓ,G).
The fibration is the key structure of the whole present paper.
Theorem. 1. If limcl
nm→∞
M(Γnm)
♯Γnm
converges to an element ω ∈ Ω(Γ, G),
then limcl
nn→∞
Xnm(PΓ,G) converges to π(ω) ∈ R [[s]]. We denote by
(11.2.12) πΩ : Ω(Γ, G) −→ Ω(PΓ,G)
the induced map. The πΩ := π|Ω(Γ,G) is a surjective and continuous map.
2. If a sequence
{M(Γnm )
#Γnm
}
m∈Z≥0
converges to an element ω ∈ Ω(Γ, G), then
the sequence
{M(Γnm−1)
#Γnm−1
}
m∈Z≥1
converges also to an element, depending only on
ω, denoted by τ˜Ω(ω). For ω =
∑
S∈〈Γ,G〉0 aSϕ(S) ∈ Ω(Γ, G), one has
(11.2.13) τ˜Ω (ω) =
1
ι(πΩ(ω))
∑
S∈〈Γ,G〉0 .aSΓ1ϕ(S).
Using the notation ∂S and ∂SΓ1 for S∈〈Γ, G〉0 in §8.1, (11.2.13) is equivalent to
(11.2.13)∗ ∂S(τ˜Ωω) = 1ι(πΩ(ω))∂SΓ1(ω).
Then, πΩ (11.2.12) is equivariant with respect to the actions τ˜Ω and τΩ.
3. Let us denote by RΩ(Γ, G) the closed R-linear subspace of LR,∞ gener-
ated by Ω(Γ, G). Define a map τ˜ from Ω(Γ, G) to RΩ(Γ, G) by
(11.2.14) τ˜ (ω) := ι(πΩ(ω)) τ˜Ω(ω).
Then, τ˜ naturally extends to an R-linear endomorphism of RΩ(Γ, G).
4. The restriction of π (11.2.9) (= the R-linear extension of πΩ):
(11.2.15) π : RΩ(Γ, G) −→ RΩ(PΓ,G).
is equivariant with respect to the endomorphisms τ˜ and τ , i.e. τ ◦ π = π ◦ τ˜ .
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Proof. 1. Using (8.2.3), (11.2.2) and (11.2.6), we see that the difference
π
(
M(Γn)
#Γn
)
−Xn(PΓ,G) is a polynomial in s of degree ≤ n whose kth coefficient is
(A(Γk,Γn)−#Γn−k)/#Γn. Put n = nm and take the limit by letting m→∞.
Applying (11.2.11) and the assumption S, we see that this tends to 0. That
is, kth coefficient of Xnm(PΓ,G) tends to the coefficient aΓk at Γk of ω. That
is, Xnm(PΓ,G) converges to the π-image of ω. Thus the map πΩ (11.2.12) is
defined. To show the surjectivity of πΩ, for any subsequence {Xnm(PΓ,G)}m
converging to an opposite sequence, we choose a convergent sub-subsequence
{M(Γnml )♯Γnml }l due to the compactness of log(EDP ) (10.3).
2. For S∈〈Γ, G〉0 and n∈Z≥1, one has
∗) A(S,Γn−1)#Γn−1 =
(
A(SΓ1,Γn)
#Γn
− A(SΓ1,Γn)−A(S,Γn−1)#Γn
)/
#Γn−1
#Γn
.
Let the sequence
M(Γnm )
#Γnm
associated to a subsequence {nm}m∈Z≥0 of Z≥0 con-
verges to an element ω =
∑
S∈〈Γ,G〉0 aSϕ(S) ∈ Ω(Γ, G). Put n=nm in ∗) and
let the index m run to ∞. The first (resp. second) term in the bracket in the
RHS of ∗) converges to aSΓ1 (resp. 0 due to (11.2.10) and the assumption S).
The denominator of the RHS of ∗) converges to the initial ι(π(ω)) (11.2.4).
Consequently, the RHS of ∗) converges to 1ι(π(ω))aSΓ1 for all S. This implies
the convergence of lim
m→∞
clM(Γnm−1)
#Γnm−1
and the formula (11.2.13) and (11.2.13)∗.
Let a=πΩ(ω)(:=
∑∞
k=0aΓks
k). Comparing the formulae (11.2.5) and (11.2.13),
one calculates: πΩ(τ˜Ω(ω)) =
1
ι(π(ω))
∑∞
k=0 aΓkΓ1s
k = 1ι(π(ω))
∑∞
k=0 aΓk+1s
k =
1
ι(π(ω))
∑∞
l=1 aΓls
l−1 = τΩ(a) = τΩ(πΩ(ω)). This implies that the map πΩ is
equivariant with the (τ˜Ω, τΩ)-action.
3. Let (r):
∑
i∈I ciωi =0 be a linear relation for ωi ∈Ω(Γ, G) and ci ∈R
(i ∈ I) with #(I)<∞. Let us show the linear relation (s): ∑i∈I ciτ˜ (ωi) = 0.
Let us expand ωi =
∑
S aS,iϕ(S). Then, the relation (r) is expressed as the
relations
∑
i∈I ciaS,i = 0 of coefficients for all S ∈ 〈Γ, G〉0. Then the relation
(s) is expressed as
∑
i∈I ciaSΓ1,i = 0 for all S ∈〈Γ, G〉0, which is a part of the
former relations of the coefficients and is automatically satisfied.
This implies that τ˜ extends to a linear map RΩ(Γ, G) → RΩ(Γ, G). On
the other hand, the correspondence
∑
S∈〈Γ,G〉 aSϕ(S) 7→
∑
S∈〈Γ,G〉 aSΓ1ϕ(S)
defines a redefined continuous linear map from a closed subspace of LR to
itself, which induces the endomorphism τ˜ ∈ EndR(RΩ(Γ, G)).
4. Let the notation be as in 1. Comparing (11.2.5)* and (11.2.14), one cal-
culates: π(τ˜ (ω)) = π(ι(π(ω))τ˜Ω(ω)) = ι(π(ω))πΩ(τ˜Ω(ω)) = ι(π(ω))τΩ(πΩ(ω)) =
ι(π(ω))τΩ(a) = τ(a) = τ(π(ω)). This implies the equivariance of π.
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The map πΩ (11.2.12) is conjecturally a finite map. In that case, the sum
of elements in a fiber is called a trace, and we, in 11.5, represent the traces
by suitable “residue values” of the functions (11.2.6) and (11.2.7). The key to
understand this formula is the “duality” between the limit space Ω(PΓ,G) and
the space of singularities Sing(PΓ,G) of the series PΓ,G(t) on the circle of the
convergent radius rΓ,G. In next sections 11.3 and 11.4, we study the “duality”
in case Ω(PΓ,G) is finite (see 11.4 Theorem and (11.4.3) and (11.4.4)).
In the following, we give an example of (Γ, G), where Ω(PΓ,G) consists
of two elements a[0] and a[1], and τΩ acts on Ω(PΓ,G) as their transposition.
However, we note that τ2 6= id and det(t · id−τ) = t2 − 1/2.
Example. (Mach`ı) Let Γ := Z/2Z ∗ Z/3Z and G := {a, b±1} where a, b
are the generators of Z/2Z and Z/3Z, respectively. Then, Mach`ı has shown
PΓ,G(t) :=
∑∞
k=0#Γkt
k = (1+t)(1+2t)(1−2t2)(1−t) ,
so that #Γ2k=7 · 2k−6 and #Γ2k+1=10 · 2k−6 for k∈Z≥0. Then, one has
Ω1(PΓ,G)=
{
ι(a[0]) := lim
n→∞
#Γ2n−1
#Γ2n
= 57 & ι(a
[1]) := lim
n→∞
#Γ2n
#Γ2n+1
= 710
}
,
and, hence hΓ,G=2. In fact, Ω(PΓ,G) consists of two opposite sequences:
a[0](s):=
∑∞
k=0 2
−ks2k+ 5
7
s
∑∞
k=0 2
−ks2k =(1+ 5
7
s)/(1− s
2
2
)=
7+5
√
2
14
1− s√
2
+
7−5√2
14
1+ s√
2
.
a[1](s):=
∑∞
k=0 2
−ks2k+ 7
10
s
∑∞
k=0 2
−ks2k=(1+ 7
10
s)/(1− s
2
2
)=
10+7
√
2
20
1− s√
2
+
10−7√2
20
1+ s√
2
.
11.3 Finite rational accumulation
We introduce the concept of a finite rational accumulation, and study the series
P (t) (11.2.1) from that viewpoint. First, we start with preliminary definitions.
Definition. 1. A subset U of Z≥0 is called a rational subset if the sum
U(t) :=
∑
n∈U t
n is the Taylor expansion at 0 of a rational function in t.
2. A finite rational partition of Z≥0 is a finite collection {Ua}a∈Ω of rational
subsets Ua⊂Z≥0 indexed by a finite set Ω such that there is a finite subset D
of Z≥0 so that one has the disjoint decomposition Z≥0 \D = ⊔a∈Ω(Ua \D).
Assertion. For any rational subset U of Z≥0, there exist a positive in-
teger h, a subset u ⊂ Z/hZ and a finite subset D ⊂ Z≥0 such that U \D =
∪[e]∈uU [e]\D, where [e] denotes the element of Z/hZ corresponding to e∈Z and
U [e] :={n∈Z≥0 | n≡e mod h}. We call ∪[e]∈uU [e] the standard expression of U .
Proof. The fact that U(t) is rational implies that the function χ : Z≥0 →
{0, 1} (χ(n) = 1 ↔ n ∈ U) is recursive, i.e. there exist N ∈ Z≥1 and numbers
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α1,· · ·, αN such that one has the recursive relation χ(n)+χ(n−1)α1+· · ·+χ(n−
N)αN =0 for sufficiently large n≫ 0. Since the range of χ is finite, there exist
two large numbers n>m such that χ(n−i)=χ(m−i) for i=0,· · ·, N . Due to
the recursive relation, this means χ is h :=n−m-periodic after m.
Corollary. Any finite rational partition of Z≥0 has a subdivision of the
form Uh := {U [e]}[e]∈Z/hZ for some h ∈ Z>0, called a period of the partition. If
h is the minimal period, Uh is called the standard subdivision of the partition.
Definition. A sequence {Xn}n∈Z≥0 in a Hausdorff space is finite ratio-
nally accumulating if the sequence accumulates to a finite set, say Ω, such that
for a system of open neighborhoods Va for a∈Ω with Va∩Vb= ∅ if a 6= b, the
system {Ua}a∈Ω for Ua := {n∈Z≥0 | Xn ∈Va} is a finite rational partition of
Z≥0. We say also that Ω is a finite rationally accumulation set of period h.
The next and 11.5 Lemmas are key facts, which justify the introduction of
the concept “rational accumulation”. They are also the starting point of the
concept of periodicity which is the thorough bass of the whole study in sequel.
Lemma. Let P (t) be a power series in t as given in (11.2.1). If Ω(P ) is
finite, then it is a finite rationally accumulation set with respect to the standard
partition Uh of Z≥0 for some h>0, and τΩ acts transitively on Ω(P ) of period h.
Proof. Recall the τΩ-action on the set Ω(P ) in 11.2. Since Ω(P ) is finite,
there exists a non-empty τΩ-invariant subset of Ω(P ). More explicitly, there
exists an element a ∈ Ω(P ) and a positive integer h ∈ Z>0 such that (τΩ)ha=
a 6=(τΩ)h′a for 0<h′<h. Put Ua :={n ∈ Z≥0 |Xn(P )∈Va} where {Va}a∈Ω(P )
is a system of open neighborhoods of points of Ω(P ) such that Va∩Vb= ∅ for
any a 6= b∈Ω(P ). By the definition of τΩ, the relation (τΩ)ha=a implies that
the sequence {Xn−h(P )}n∈Ua converges to a. That is, there exists a positive
number N such that for any n ∈ Ua with n > N , n−h is contained in Ua.
Consider the set A := {[e] ∈ Z/hZ | there are infinitely many elements of Ua
which are congruent to [e] modulo h }. Then, Ua is, up to a finite number
of elements, equal to the rational set ∪[e]∈AU [e]. This implies A 6= ∅. Further
more, U(τΩ)ia is also, up to a finite number of elements, equal to the rational
set ∪[e]∈AU [e−i]. Then, the union ∪h−1i=0 U(τΩ)ia already covers Z≥0 up to finite
elements. Since there should not be an overlapping, #A = 1, say A = {[0]}.
If a subsequence {Xnm(P )} converges to an element in Ω(P ), then there is at
least one [e] ∈ Z/hZ such that #({nm}∞m=0∩U [e])=∞ so that it converges to
(τΩ)
h−ea. That is, Ω(P ) is equal to the set {a, τΩa, · · · , (τΩ)h−1a}, which is a
finite rationally accumulating set with the h-periodic action of τΩ.
62 Kyoji Saito
In the sequel, we analyze the finite accumulation set Ω(P ) in detail.
Assertion. Let P (t) be a power series in t as given in (11.2.1).
1. Ω(P ) is a finite rationally accumulation set of period h ∈ Z≥1 if and
only if Ω1(P ) is. We say P is finite rationally accumulating of period h.
2. Let P be finite rationally accumulating of period h ∈ Z≥1. Then the
opposite series a[e] =
∑∞
k=0 a
[e]
k s
k in Ω(P ) associated to the rational subset U [e]
for [e] ∈ Z/hZ of the h-partition of Z≥0 converges to a rational function
(11.3.1) a[e](s) =
A[e](s)
1− rhsh ,
where the numerator A[e](s) is a polynomial in s of degree h−1 given by
(11.3.2) A[e](s) :=
∑h−1
j=0
(∏j
i=1 a
[e−i+1]
1
)
sj &
(11.3.3) rh :=
∏h−1
i=0 a
[i]
1 .
The hth positive root r>0 of (11.3.3) is the radius of convergence of P (t).
3. If the period h is minimal, then the opposite sequences a[e](s) for [e] ∈
Z/hZ are mutually distinct. That is, Ω(P ) ≃ Z/hZ, a[e](s) ↔ [e] and the
standard partition Uh is the exact partition of Z≥0 for the opposite series Ω(P ).
Proof. 1. The necessity is obvious. To show sufficiency, assume that
{γn−1/γn}n∈Z≥0 accumulate finite rationally of period h. Let the subsequence
{γn−1/γn}n∈U[e] for [e] ∈ Z/hZ accumulate to a unique value a[e]1 .
For any k ∈ Z≥0, one has the obvious relation:
γn−k
γn
=
γn−1
γn
γn−2
γn−1
· · · γn−k
γn−k+1
.
For n ∈ U[e] = {n ∈ Z≥0 | n ≡ e mod h} for [e] ∈ Z/hZ, we see that the RHS
converges to a
[e]
1 a
[e−1]
1 . . . a
[e−k+1]
1 . Then, for [e]∈Z/hZ and k ∈Z≥0, by putting
(11.3.4) a
[e]
k := a
[e]
1 a
[e−1]
1 . . . a
[e−k+1]
1 ,
the sequence {Xn(P )}n∈U[e] converges to a[e] :=
∑∞
k=0 a
[e]
k s
k with a
[e]
1 = ι(a
[e]).
2. Define rh by the relation (11.3.3). Then, the formula (11.3.4) implies
the “periodicity” a
[e]
mh+k=r
mha
[e]
k for m∈Z≥0. This implies (11.3.1).
To show that r is the radius of convergence of P (t), it is sufficient to show:
Fact. Let P (t) be finite rationally accumulating of period h. Define r ≥ 0 by
the relation (11.3.3). There exist positive real constants c1 and c2 such that for
any k ∈ Z≥0 there exists n(k) ∈ Z≥0 and for any integer n ≥ n(k), one has
c1r
k ≤ γn−kγn ≤ c2rk.
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Proof. Choose c1, c2 ∈ R>0 satisfying c1<min{a
[e]
i
ri | [e]∈Z/hZ, i∈Z∩ [0, h−
1]} and c2>max{a
[e]
i
ri | [e] ∈ Z/hZ, i∈Z ∩ [0, h−1]}. ✷
3. Suppose a[e](s) = a[f ](s) for some [e], [f ] ∈ Z/hZ. Then, by comparing
the coefficients of A[e](s) and A[f ](s), we get a
[e−i]
1 = a
[f−i]
1 for i=0,· · ·, h−1.
This means e−f is a period. The minimality of h implies [e−f ] = 0.
Even if, as in the Assertion, the opposite series a[e](s) for [e] ∈ Z/hZ
are mutually distinct for the minimal period h of P (t), they may be linearly
dependent. This phenomenon occurs at the zero-loci of the determinant
(11.3.5) Dh(a
[0]
1 , · · · , a[h−1]1 ) := det
(
(
∏f
i=1 a
[e−i+1]
1 )e,f∈{0,1,··· ,h−1}
)
.
Regarding a
[0]
1 , · · · , a[h−1]1 as indeterminates, Dh is an irreducible homoge-
neous polynomial of degree h(h − 1)/2, which is neither symmetric nor anti-
symmetric, but anti-invariant under a cyclic permutation (depending on the
parity of h). Let us formulate more precise statements for an arbitrary field K.
Assertion. Let h ∈ Z>0. For an h-tuple a¯= (a[0]1 , · · ·, a[h−1]1 ) ∈ (K×)h,
define polynomials A[e](s) ([e]∈Z/hZ) and rh∈K× by (11.3.2) and (11.3.3).
i) In the ring K[s], the greatest common divisors gcd(A[e](s), 1−rhsh) and
gcd(A[e](s), A[e+1](s)) for all [e]∈Z/hZ are the same up to factors in K×. Let
δa¯(s) be the common divisor whose constant term is normalized to 1. Put
(11.3.6) ∆opa¯ (s) := (1− rhsh)/δa¯(s).
ii) For [e] ∈ Z/hZ, let a[e](s) = b[e](s)/∆opa¯ (s) be the reduced expression
(i.e. b[e](s) is a polynomial of degree <deg(∆opa¯ ) and gcd(b
[e](s),∆opa¯ (s)) = 1).
Then, the polynomials b[e](s) for [e] ∈ Z/hZ span the space K[s]<deg(∆opa¯ ) of
polynomials of degree less than deg(∆opa¯ ). One has the equality:
(11.3.7) rank
(
(
∏f
i=1 a
[e−i+1]
1 )e,f∈{0,1,··· ,h−1}
)
= deg(∆opa¯ ).
iii) Let K=R and a¯ ∈ (R>0)h. Then, ∆opa¯ is divisible by 1−rs. Conversely,
let ∆op be a factor of 1−rhsh which is divisible by 1−rs for r ∈ R>0 with
the constant term 1. Then there exists a smooth non-empty semialgebraic set
C∆op⊂(R>0)h of dimension deg(∆op)−1 such that ∆op=∆opa¯ for all a¯∈C∆op .
Proof. i) By the definitions (11.3.3) and (11.3.4), we have the relations:
(11.3.8) a
[e+1]
1 sA
[e](s) + (1− rhsh) = A[e+1](s)
for [e] ∈ Z/hZ. This implies gcd(A[e](s), 1− rhsh) | gcd(A[e+1](s), 1− rhsh) for
[e] ∈ Z/hZ so that one concludes that all the elements gcd(A[e](s), 1 − rhsh)
= gcd(A[e](s), A[e+1](s)) for [e] ∈ Z/hZ are the same up to a constant factor.
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ii) Let us show that the images inK[s]/(∆opa¯ ) of the polynomialsA
[e](s)/δa¯(s)
for [e] ∈ Z/hZ span the entire space overK. Let V be the space spanned by the
images. The relation (11.3.8) implies that V is closed under the multiplication
of s. On the other hand, A[e](s)/δa¯(s) and ∆
op
a¯ are relatively prime so that they
generate 1 as a K[s]-module. That is, V contains the class [1] of 1, and, hence,
V contains the wholeK[s]·[1]. Since deg(A[e](s)/δa¯(s)) < deg(∆opa¯ ), this means
that the polynomials A[e](s)/δa¯(s) for [e] ∈ Z/hZ span the space of polynomials
of degree less than deg(∆opa¯ ). In particular, one has rankK V = deg(∆
op
a¯ ).
By definition, rank(
(
(
∏f
i=1 a
[e−i+1]
1 )e,f∈{0,1,··· ,h−1}
)
) is equal to the rank
of the space spanned by A[e](s) for [e] ∈ Z/hZ, which is equal to the rank of
the space spanned by A[e](s)/δa¯(s) for [e] ∈ Z/hZ and is equal to deg(∆opa¯ ).
iii) If (1−rs) 6 | ∆opa¯ , then 1−rs | δa¯ | A[e](s) and A[e](1/r) = 0. This is
impossible since all coefficients of A[e] and 1/r are positive. Conversely, let ∆op
be a factor of 1−rhsh which is divisible by 1 − rh, whose degree is d>0. Put
R[s]d−1 :={c(s) ∈ R[s] | deg(c(s))=d−1, c(0)=1}. Consider the set
C∆op :={c(s)∈R[s]d−1 | all coefficients of c′(s) :=c(s)1−rhsh∆op are positive}.
Since C∆op is defined by strict inequalities, it is an open subset of R[s]d−1.
Further, it is non-empty since it contains ∆op/(1−rs). For any c(s)∈C∆op , we
note that deg(c′(s))=h−1, and hence one can find a unique a∈(R>0)h satisfying
c′(s)=A[0](s) (11.3.2) and (11.3.3). By this correspondence c(s) 7→ a, we embed
C∆op smoothly to a smooth semialgebraic subset of (R>0)h of dimension d−1.
If a is the image of c(s) ∈ C∆op , then δa :=gcd{c′(s), 1 − rhsh} is divisible by
(1−rhsh)/∆op. That is, ∆opa := (1 − rhsh)/δa is a factor of ∆op. This implies
that the c(s) is a point of the embedded image C∆opa → C∆op (defined by the
multiplication of ∆
op
∆opa
). Define the semialgebraic set C∆op := C∆op \∪∆′C∆′ ,
where the index ∆′ runs over all factors of ∆op (over R) which are not equal to
∆op and are divisible by 1−rs. Since dimR(C∆) = d−1 > dimR(C∆′) so that
the difference C∆ is non-empty.
Suppose the characteristic of the field K is equal to zero. Let K˜ be the splitting
field of ∆opa¯ with the decomposition ∆
op
a¯ =
∏d
i=1(1−xis) in K˜ for d := deg(∆opa¯ ).
Then, one has the partial fraction decomposition:
(11.3.9) A
[e](s)
1−rhsh =
∑d
i=1
µ[e]xi
1−xis
for [e] ∈ Z/hZ, where µ[e]xi is a constant in K˜ given by the residue:
(11.3.10) µ
[e]
xi =
A[e](s)(1−xis)
1−rhsh
∣∣∣
s=(xi)−1
= 1hA
[e](x−1i ).
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Here, one has the equivariance σ(µ
[e]
xi ) = µ
[e]
σ(xi)
with respect to the action of
σ ∈ Gal(K˜,K). The matrix (µ[e]xi )[e],xi is of maximal rank d=deg(∆opa¯ ).
Remark. The index xi in (11.3.10) may run over all roots x of the equation
xh−rh=0. However, if x is not a root of ∆opa¯ (i.e. ∆opa¯ (x−1) 6=0), then µ[e]x =0.
We return to the series P (t) (11.2.1) with positive radius r> 0 of conver-
gence. If P (t) is finite rationally accumulating of period h and a
[e]
1 := ι(a
[e])
for [e]∈Z/hZ (recall (11.3.1)), then ∆opa¯ (s) depends only on P but not on the
choice of the period h. Therefore, we shall denote it by ∆opP (s). The previous
Assertion ii) says that we have the R-isomorphism:
(11.3.11) RΩ(P ) ≃ R[s]/(∆opP (s)), a[e] 7→ ∆opP · a[e] mod ∆opP .
Since the action of τ is invertible, we define an endomorphism σ on RΩ(P ) by
(11.3.12) σ(a
[e]) := τ−1(a[e]) = 1
a
[e+1]
1
a[e+1].
The action of σ on the LHS and the multiplication of s on the RHS are equiv-
ariant with respect to the isomorphism (11.3.11). Hence, the linear dependence
relations among the generators a[e] ([e] ∈ Z/hZ) are obtained by the relations
∆opP (σ)a
[e] =0 for [e]∈Z/hZ. However, one should note that the σ-action on
RΩ(P ) is not the same as the multiplication of s as the subspace of R [[s]].
11.4 Duality between ∆opP (s) and ∆
top
P (t)
Assuming that P (t) extends to a meromorphic function in a neighborhood
of the closure of its convergent disc, we show a duality between the poles of
opposite sequences of P (t) and the poles of P (t) on its convergent circle.
Definition. For a positive real number r, let us denote by C{t}r the space
consisting of complex powers series P (t) such that i) P (t) converges (at least)
on the open disc centered at 0 of radius r, and ii) P (t) analytically continues to
a meromorphic function on a disc centered at 0 of radius > r. Let ∆P (t) be the
monic polynomial in t of minimal degree such that ∆P (t)P (t) is holomorphic
in a neighborhood of the circle |t|= r. Put ∆P (t) =
∏N
i=1(t − xi)di where xi
(i=1,· · ·,N , N ∈Z≥0) are mutually distinct complex numbers with |xi|=r and
di∈Z>0 (i=1,· · ·, N). Define the equation for the set of poles of highest order:
(11.4.1) ∆topP (t) :=
∏
i,di=dm
(t− xi) where dm :=max{di}Ni=1.
Definition. Define an action TU on C [[t]] for a rational set U of Z≥0 by
(11.4.2) P =
∑
n∈Z≥0 γnt
n 7→ TUP :=
∑
n∈U γnt
n.
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One may regard TUP as a product of P with the function U(t) in the sense of
Hadamard [H]. The radius of convergence of TUP is not less than that of P .
Fact 1. The action of TU preserves the space C{t}r for any r ∈ R>0.
Proof. Let us expand the meromorphic function P (t) into partial fractions
∗) P (t) =∑Ni=1∑dij=1 ci,j(t−xi)j + Q(t),
where the coefficients ci,j of the principal part
∑N
i=1
∑di
j=0
ci,j
(t−xi)j of P (t) are
constants with ci,di 6=0 for all i, and Q(t) is a holomorphic function on a disc of
radius >r. Then, TUP =
∑
i,j TU
ci,j
(t−xi)j + TUQ where TUQ is a holomorphic
function on a disc of radius > r. It is sufficient to show that, for any standard
rational set U [e] := {n∈Z≥0 | n≡ [e] mod h} of period h∈Z>0 and [e]∈Z/hZ,
one has TU [e]
1
(t−xi)j =
Bi,j(t)
(th−xhi )j
where Bi,j(t) is a polynomial in t. We calculate
this explicitly as follows. For the purpose, we claim a “semi-commutativity”
TU [e] · ddt= ddt ·TU [e+1] (proof is trivial and is omitted). Then,
TU [e]
1
(t−xi)j = TU [e]
(−1)j−1
(j−1)! (
d
dt)
j−1 1
t−xi =
(−1)j−1
(j−1)! (
d
dt )
j−1TU [e+j−1]
1
t−xi
= (−1)
j−1
(j−1)! (
d
dt )
j−1 tf
th−xhi
where f :=e+j−1−h[(e+j−1)/h].
This gives the required result. ✷.
The following is the goal of the present subsection.
Theorem.5. (Duality) Suppose P (t) (11.2.1) belongs in C{t}r for r =
the radius of convergence of P , and is finite accumulating. Then, we have
tdeg(∆
op
P )∆opP (t
−1) = ∆topP (t),(11.4.3)
rank(RΩ(P )) = deg(∆opP ) = deg(∆
top
P ).(11.4.4)
Proof. We first show some special case followed by the general case.
Fact 2. If P (t), above, is simple accumulating (i.e. #Ω(P )=1), then ∆topP = t−r.
Proof. That P (t) is simply accumulating means lim
n→∞
γn−1
γn
= r and hence,
for any small ε > 0, there exists c > 0 such that γn ≥ c(r+ε)−n for n ∈ Z≥0.
Let δn be the nth Taylor coefficients of Q in the splitting ∗). By assumption
on Q, there exists r′ > r and a constant c′ > 0 such that δn ≤ c′r′−n for
n ∈ Z≥0. Therefore, choosing ε such that r + ε < r′, we have δn/γn → 0.
Since the nth Taylor coefficient of the principal part of the splitting ∗) of
P is given by γn−δn, the principal part, say P ′, is also simply accumulating.
That is, Xn(P
′)=
∑n
k=0
∑N
i=1
∑di
j=1 ci,jx
k−n−1
i (n−k;j)/(j−1)!∑
N
i=1
∑di
j=1 ci,jx
−n−1
i (n;j)/(j−1)!
sk converges to 11−rs=
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∑∞
k=0 r
ksk. Under this setting, we want to show that if ci,dm 6=0 then xi= r.
For convenience in the proof, we may assume r=1 and hence |xi|=1 for all i.
Consider the sequence vn :=
∑N
i=1 ci,dmx
−n−1
i in n ∈ Z≥0. Since |vn| ≤∑
i |ci,dm | is bounded, the sequence accumulates to a compact set in C. If the
sequence has a unique accumulating value, say v0 then the result is already true.
(Proof. Consider the mean sequence: {(∑M−1n=0 vn)/M}M∈Z>0. On one side, it
converges to v0 by the assumption. On the other side,
∑N
i=1 ci,dm
∑M−1
n=0 x
−n−1
i
M
converges to c1,dm , where we assume x1 = 1. That is, the sequence v
′
n :=∑N
i=2 ci,dmx
−n−1
i converges to 0. For a fixed n0 ∈ Z>0, consider the relations:
v′n0+k =
∑N
i=2(ci,dmx
−n0
i )x
−k+1
i for k= 1, · · · , N−1. Regarding ci,dmx−n0i (i=
2,· · ·, N) as the unknown, we can solve the linear equation by a use of the van
del Monde determinant for the matrix (x−k+1i )i=2,···,N,k=1,···,N−1. So, we obtain
a linear approximation: |ci,dmx−n0i | ≤ c · max{|v′n0+k|}N−1k=1 (i = 2,· · ·, N) for a
constant c > 0 which is independent of n0. The RHS tends to zero as n0→∞,
whereas the LHS is unchanged. This implies |ci,dm |=0 (i=2,· · ·, N).
Next, consider the case that the sequence vn has more than two accumu-
lating values. Suppose the subsequence {vnm}m∈Z>0 converges to a non-zero
value, say c. Recall the assumption that the sequence γn−1/γn converges to
1. So, the subsequence
γnm−1
γnm
=
vnm−1+lower terms
vnm+lower terms
should also converges to 1
as m → ∞. In the denominator, the first term tends to c 6=0 and the second
term tends to 0. Similarly, in the numerator, the second term tends to 0. This
implies that the first term in the numerator converges to c. Repeating the
same argument, we see that for any k ∈ Z≥0, the subsequence {vnm−k}m∈Z>>0
converges to the same c. Then, for each fixed M ∈ Z>0, the average sequence
{(∑M−1k=0 vnm−k)/M}m∈Z>>0 converges to c, whereas, for sufficiently large M ,
the values are close to c1,dm . This implies c = c1,dm . In other words, the se-
quences {v′nm−k}m∈Z>>0 for any k ≥ 0 converge to 0. Then, an argument as in
the previous case implies |ci,dm |=0 (i=2,· · ·, N).
This is the end of the proof of Fact 2. ✷
We return to the general case, where P is finite rational accumulating of
period h. For the standard partition {U [e] | [e]∈Z/hZ}, put T [e] := TU [e] . They
decompose the unity:
∑
[e]∈Z/hZ T
[e]=1. By the assumption, for each 0 ≤f <h,
the series T [f ]P = tf
∑∞
m=0γf+mhτ
m, considered as a series in τ = th, is simple
accumulating. Then Fact 2 implies that the highest order poles of T [f ]P are
only at solutions x of the equation th−rh=0. In view of the fact that the highest
order of poles in t on the circle |t|=r of T [f ]P cannot exceed that of P (recall
the explicit expression in Fact 1.) and the fact P =
∑
[e]∈Z/hZ T
[e]P , the highest
order poles of P are also only at solutions x of the equation th−rh=0. That
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is, ∆topP (t) is a factor of t
h − rh. For 0≤ e, f <h and a root x of the equation
th − rh, we evaluate ((10.6.4) for {nm=e+mh}∞m=0 and {nm=f+mh}∞m=0)
T [f]P
T [e]P
(t)
∣∣
t=x
= xf−e
∑∞
m=0γf+mhτ
m∑∞
m=0γe+mhτ
m
∣∣
τ=xh=rh
= xf−e lim
m→∞
γf+mh
γe+mh
.
Then, a similar argument to that for (11.3.4) shows the formula
(11.4.5)
T [f ]P
T [e]P
(t)
∣∣∣
t=x
=


xf−e/a
[f ]
1 a
[f−1]
1 · · · a
[e+1]
1 if e < f
1 if e = f
xf−ea
[e]
1 a
[e−1]
1 · · · a
[f+1]
1 if e > f.
This implies that the order of poles of T [e]P (t) at a solution x of the equation
th − rh is independent of [e] ∈ Z/hZ. On the other hand, (11.4.5) implies
(11.4.6)
T [e]P
P
(t)
∣∣∣
t=x
=
1
A[e](x−1)
.
(recall the A[e](s) (11.3.2)). Let x be a solution of th−rh=0 but ∆opP (x−1) 6=0.
Then δa(x
−1)=0 (see (11.3.6)) and A[e](x−1)=0 for [e]∈Z/hZ (see Assertion
i)). That is, T
[e]P
P (t) has a pole at t=x. This implies that the pole of P (t) at
t= x is of order< dm (otherwise, the pole at t= x of T
[e]P is of order dm at
most and can be canceled by dividing by P ). That is, ∆topP (t) | td∆opP (t−1).
Fact 3. Let P (t) (11.2.1) belong to C{t}r and be finitely accumulating. Then
i) There exists a positive constant c such that γn ≥ cr−nndm−1 for n >> 0.
ii) td∆opP (t
−1) | ∆topP (t) .
Proof. i) Consider the Taylor expansion of the function ∗). Using notation vn in
Fact 2., we have γn = −vn r
−n−1(n;dm)
(dm−1)! +terms coming from poles of order < dm+
terms coming from Q(t), where vn =
∑
i ci,dm(xi/r)
−n−1 depends only on n mod
h since xi is the root of the equation t
h− rh = 0. Not all of these are zero (oth-
erwise ci,dm = 0 for all i). Let us show that none of the vn are zero. Suppose
the contrary and ve = 0 6= vf . Then, one observes easily limm→∞ γe+mhγf+mh = 0.
This contradicts the assumption Ω1(P ) ⊂ [u, v] (positivity of initials).
ii) By definition, the fractional expansion of ∆topP (t)P (t) has poles of order
at most dm−1. This means that its (n−k)th Taylor coefficient:
∗∗) γn−k · αl + γn−k−1 · αl−1 + · · ·+ γn−k−l · 1 ∼ o((n− k)dm−1r−(n−k))
as n− k →∞ (k, n ∈ Z≥0) (here, ∆topP (t)= tl+α1tl−1+· · ·+αl). Let
∑
k aks
k∈
Ω(P ) be the limit of a subsequence {Xnm(P )}m∈Z≥0 (11.2.2). Divide ∗∗) by
γn. Then, using the part i), one has
akαl + ak+1αl−1 + · · ·+ ak+l = 0
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for any k≥ 0. Thus sl∆topP (1/s)a(s) is a polynomial in s of degree < l. Thus
the denominator ∆opP (s) of a(s) divides s
l∆topP (s
−1). So, ii) is shown. ✷
We showed (11.4.3). (11.4.4) follows from (11.3.11) and (11.4.3).
Example. Recall Mach`ı’s example 11.2 for the modular group Γ. We have
TeP (t) =
∑∞
k=0#Γ2kt
2k = 1+5t
2
(1−2t2)(1−t2)
, ToP (t) =
∑∞
k=0#Γ2k+1t
2k+1 =
2t(2+t2)
(1−2t2)(1−t2)
,
Then the transformation matrix is given by TeP (t)PΓ,G(t)= 1+5t2(1+t)2(1+2t) |t= 1√2 ToP (t)PΓ,G(t)= 2t(2+t2)(1+t)2(1+2t) |t= 1√2
TeP (t)
PΓ,G(t)
= 1+5t
2
(1+t)2(1+2t) |t=−1√
2
ToP (t)
PΓ,G(t)
= 2t(2+t
2)
(1+t)2(1+2t) |t=−1√
2
=[ 7(5√2−7) 5(10−7√2)−7(5√2+7) 5(10+7√2)
]
whose determinant is equal to 5·7√
2
6= 0.
11.5 The residual representation of trace elements
As the goal of the present paper, under further asummptions i) #(Ω(Γ, G)) <∞
and ii) PΓ,G ∈ C{t}rΓ,G , we show a trace formula, which states that the sum
of the limit elements in a orbit of the inertia group is expressed by a linear
combination of the proportions of residues of the Poincare series PΓ,G(t) and
PΓ,GM(t) (11.2.6,7) at the poles on the circle of their convergent radius, where
the coefficients are given by special values of the opposit polynomials A[e](s).
We first show the following basic consequence of the finiteness #(Ω(Γ, G))<∞.
Lemma. Let (Γ, G) be the pair of a monoid and its finite generating
system, which satsfies Assumption 1 but not necessarily 2. If the limit space
Ω(Γ, G) is finite, then it is finite rationally accumulating with respect to the
standard partition Uh˜ of Z≥0 for some h˜ > 0, and τ˜Ω acts transitively on
Ω(Γ, G) of period h˜. In particular, τ˜Ω is invertible.
Proof. Recall the action τ˜Ω on Ω(Γ, G) (Lemma in 11.2). Then, finiteness
of Ω(Γ, G) implies that there exists an element ω ∈ Ω(Γ, G) and an integer
h˜ ∈ Z>0 such that (τ˜Ω)h˜ω = ω and (τ˜Ω)h˜′ω 6= ω for 0 < h˜′ < h˜. Consider the
set Uω := {n ∈ Z≥0 | M(Γn)#Γn ∈ Vω} (here, Vω is an open neighborhood of ω in
LR,∞ such that Vω ∩ Ω(Γ, G) = {ω}). Then, the periodicity of the action of
τ˜Ω on ω implies (using an argument similar to that found in the proof of 11.2
Lemma, replacing a ∈ Ω(P ) by ω ∈ Ω(Γ, G) and h by h˜, respectively) that
Uω is, up to a finite number of elements, equal to a rational set U
[e˜] for some
[e˜] ∈ Z/h˜Z, and the following equality holds:
Ω(Γ, G) = { ω, τ˜Ωω, · · · , (τ˜Ω)h˜−1ω }.
This implies the finite rationality of Ω(Γ, G) and the periodicity of τ˜Ω.
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Let Ω(Γ, G) be finite rationally accumulating of period h˜, which consists of
(11.5.1) ω
[e˜]
Γ,G := limm→∞
cl M(Γe˜+mh˜)
#Γe˜+mh˜
for [e˜]∈Z/h˜Z. Then, Ω(PΓ,G) is also finite rationally accumulating of period h
such that h|h˜ (c.f. 11.2 Lemma), since the sequence {π(M(Γn)♯Γn )=Xn(PΓ,G)}n∈U [e˜]
for the rational set U [e˜] := {n∈Z≥0 | n mod h˜ ≡ [e]} for any [e˜]∈Z/h˜Z is con-
vergent to π(ω
[e˜]
Γ,G). Let h˜Γ,G and hΓ,G be the minimal period of Ω(Γ, G) and
Ω(PΓ,G), respectively. Then π is equivariant under the τ˜Ω-action on Ω(Γ, G)
and the τΩ-action on Ω(PΓ,G) so that the subgroup hΓ,GZ/h˜Γ,GZ of Z/h˜Γ,GZ ≃
〈τ˜Ω〉, called the inertia subgroup, acts simply and transitively on the fibers of
π. That is, Ω(Γ, G)/(hΓ,GZ/h˜Γ,GZ) ≃ Ω(PΓ,G). We call mΓ,G := h˜Γ,G/hΓ,G
the inertia of (Γ, G) so that the inertia subgroup is isomorphic to Z/mΓ,GZ.
Definition. The trace element for [e] ∈ Z/hΓ,GZ is the sum of the
elements in the fiber π−1Ω (a
[e]) (=an orbit of the inerta group hΓ,GZ/h˜Γ,GZ):
(11.5.2) Trace[e] Ω(Γ, G) :=
∑
[e˜]∈Z/h˜Γ,GZ, [e˜]⊂[e] ω
[e˜]
Γ,G =
∑mΓ,G
i=1 ω
[e˜+ihΓ,G]
Γ,G
which belongs to the space RΩ(Γ, G).
The periodicity of τ˜Ω implies the invertibility of τ˜ (11.2.14). As its conse-
quence, let us introduce a σ˜-action on the module RΩ(Γ, G).
Definition. For any [e˜] ∈ Z/h˜Γ,GZ, put [e] ≡ [e˜] mod hΓ,G and define
(11.5.3) σ˜(ω
[e˜]
Γ,G) := τ˜
−1(ω[e˜]Γ,G) =
1
a
[e+1]
1
ω
[e˜+1]
Γ,G .
The endomorphism σ˜ is semi-simple since one has σ˜h˜Γ,G = r
h˜Γ,G
Γ,G idRΩ(Γ,G)
(c.f. (11.3.3)). The R-linear map π (11.2.15) is equivariant with respect to the
endomorphisms σ˜ and σ (11.3.12). By the definition, we see that the σ˜-action
brings, up to a constant factor, a trace element to the other trace element
(11.5.4) σ˜
(
Trace[e] Ω(Γ, G)
)
:= 1
a
[e+1]
1
Trace[e+1] Ω(Γ, G)
for all [e] ∈ Z/hΓ,GZ. In view of (11.3.3), this, in particular, implies
(11.5.5) (1 − (rΓ,G σ˜)h)
(
Trace[e] Ω(Γ, G)
)
= 0.
After the results of 11.3 and 11.4, the next theorem is now straightforward.
Theorem. 6. Let (Γ, G) be a pair of a monoid and its finite generating
system with 1 6∈ G, satisfying Assumptions 1 and 2. Suppose i) Ω(Γ, G) is
finite, and ii) PΓ,G ∈ C{t}rΓ,G. Let h˜Γ,G and hΓ,G be the minimal period of
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Ω(Γ, G) and Ω(PΓ,G), respectively, and put m˜Γ,G := h˜Γ,G/hΓ,G. Then, for any
[e]∈Z/hΓ,GZ, the following equality holds.
(11.5.6)
hΓ,GTrace
[e]ΩΓ,G −
(∑
x−1∈V (δPΓ,G )
δPΓ,G (σ˜)
1−xσ˜
)
∆opPΓ,G(σ˜)Trace
[e]ΩΓ,G
= mΓ,G
∑
x∈V (∆topPΓ,G )
A[e](x−1)PΓ,GM(t)PΓ,G(t)
∣∣∣∣
t=x
.
where we put δPΓ,G(σ˜) := (1 − rhΓ,G σ˜hΓ,G)/∆opPΓ,G (σ˜) (c.f. (11.3.6)) and we
denote by V (P ) the set of zero loci of the polynomial P .
Proof. Let us call
PΓ,GM(t)
PΓ,G(t)
∣∣∣∣
t=x
in RHS of the formula (11.5.6) a residue
element, since it is a proportion of the residues of PΓ,GM(t) and PΓ,G(t) at
the point t = x. Let us, first, express the residue element by a sum of trace
elements. For the purpose, consider the decomposition of unity:
∗) PΓ,GM(t)
PΓ,G(t)
=
∑
[f˜ ]∈Z/h˜Γ,GZ
T [f˜]PΓ,G(t)
PΓ,G(t)
· T [f˜ ]PΓ,GM(t)
T [f˜]PΓ,G(t)
.
where T [f˜] = TU [f˜] (11.4.2) is the action of the rational set U
[f˜] of the stan-
dard subdivision for Ω(Γ, G) so that
∑
f˜∈Z/h˜Γ,GZ T
[f˜] = 1. Let x be a root
of ∆topPΓ,G(t) = 0, and consider the evaluation of both sides of ∗) at t = x.
The LHS gives, by definition, the residue element at x. By a slight gen-
eralization of the formula (11.3.6), the first factor in the RHS is given by
1/A[f˜ ](x−1)=1/(mΓ,G·A[f ](x−1)) (note that A[f ](x−1) 6=0 since δPΓ,G(x−1) 6=0),
where [f ] :=[f˜ ] mod hΓ,G. The second factor in RHS is∑∞
m=0M(Γf˜+mh˜Γ,G)tf˜+mh˜Γ,G∑∞
m=0#Γf˜+mh˜Γ,Gt
f˜+mh˜Γ,G
∣∣∣∣
t=x
=
∑∞
m=0M(Γf˜+mh˜Γ,G)t˜m∑∞
m=0#Γf˜+mh˜Γ,G t˜
m
∣∣∣∣
t˜=rh˜Γ,G
where, in the RHS, t˜ := th˜Γ,G is the new variable and rh˜Γ,G =xh˜Γ,G is the common
singular point of the two power series (the numerator and the denominator) in
t˜ at the crossing of the positive real axis and the circle of the convergent radius
(c.f. 10.6 Lemma i)). Then, since the coefficients of the series are non-negative,
this proportion of the residue value is equal to the limit of the proportion of
the coefficients of the series (c.f. (10.6.4)) lim
m→∞
clM(Γf˜+mh˜Γ,G )
#Γf˜+mh˜Γ,G
which is nothing
but the limit element ω
[f˜]
Γ,G (11.5.1). Put f˜ = f+ ihΓ,G for 0 ≤ f < hΓ,G and
0≤ i<mΓ,G. Then the RHS turns into
1
mΓ,G
∑
[f ]∈Z/hΓ,GZ
1
A[f ](x−1)
∑mΓ,G−1
i=0 ω
[f+ihΓ,G]
Γ,G
where the second sum in the RHS gives the trace Trace[f ]Ω(Γ, G). That is,
(11.5.7)
PΓ,GM(t)
PΓ,G(t)
∣∣∣
t=x
= 1mΓ,G
∑
[f ]∈Z/hΓ,GZ
1
A[f](x−1)Trace
[f ]Ω(Γ, G).
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For a fixed [e]∈Z/hΓ,GZ, we multiply A[e](x−1) to both sides of (11.5.7), and
sum over the index x running over the set V (∆topPΓ,G ) of all roots of ∆
top
PΓ,G
(t)=0,
whose LHS is equal to the RHS of (11.5.6). Using (11.4.6), one observes that
A[e](x−1)
A[f](x−1) is equal to the LHS of (11.4.5). Replace the summation index “[f ]∈
Z/hΓ,GZ” in (11.5.7) by “[e+i] for i=0, · · · , hΓ,G−1” for fixed [e]. Using the
first line of RHS of (11.4.5) and ith repeated applications of (11.5.4), the sum
in RHS turns out to
1
mΓ,G
∑
x∈V (∆topPΓ,G )
∑hΓ,G−1
i=0
A[e](x−1)
A[e+i](x−1)Trace
[e+i] ΩΓ,G
= 1mΓ,G
∑
x∈V (∆topPΓ,G )
∑hΓ,G−1
i=0
xi
a
[e+i]
1 a
[e+i−1]
1 ···a[e+1]1
∏i
j=1(a
[e+j]
1 σ˜) Trace
[e] ΩΓ,G
= 1mΓ,G
∑
x∈V (∆topPΓ,G )
∑hΓ,G−1
i=0 x
iσ˜i Trace[e] ΩΓ,G.
Here, we note that the sum
∑hΓ,G−1
i=0 x
iσ˜i is expressed as
1−(rΓ,Gσ˜)hΓ,G
1−xσ˜ and that
x ∈ V (∆topPΓ,G ) is equivalent to x−1 ∈ V (∆
op
PΓ,G
) due to the duality (11.4.3). We
note further that an identity:∑
x−1∈V (1−(rΓ,Gs)hΓ,G )
1−(rΓ,Gs)hΓ,G
1−xs = hΓ,G
holds (in the polynomial ring of s). Therefore, recalling (11.3.6)
δPΓ,G(s) ·∆opPΓ,G(s) = 1− (rΓ,Gs)hΓ,G
we calculate further the sum as follows.
1
mΓ,G
(∑
x−1∈V (∆opPΓ,G )
1−(rΓ,Gσ˜)hΓ,G
1−xσ˜
)
Trace[e] ΩΓ,G
= 1mΓ,G
(
hΓ,G · idRΩ(Γ,G) −
∑
x−1∈V (δPΓ,G )
δPΓ,G (σ˜)
1−xσ˜ ∆
op
PΓ,G
(σ˜)
)
Trace[e] ΩΓ,G.
This gives LHS of (11.5.6), and hence Theorem is proven.
Example. Consider the free group Ff with f number of generating system G
(§11.1 Example 2.). Using the formula (11.1.10), it is immediate to calculate
(11.5.8) PFf ,GM(t) =
1
(1− t)(1 − (2f−1)t)
∞∑
k=0
tk

(1+t)
∑
S∈〈Ff ,G〉0
d(S)=2k
ϕ(S) + 2t
∑
S∈〈Ff ,G〉0
d(S)=2k+1
ϕ(S)


(11.5.9)
PFf ,GM(t)
PFf ,G(t)
=
∞∑
k=0
tk


∑
S∈〈Ff ,G〉0
d(S)=2k
ϕ(S) +
2t
1 + t
∑
S∈〈Ff ,G〉0
d(S)=2k+1
ϕ(S)


The denominator polynomial ∆Ff ,G(t) = (1 − t)(1 − (2f − 1)t) has two roots
1 and 1/(2f − 1). The specialization of the variable t in (11.5.9) to the smaller
root 1/(2f − 1) gives the limit element (11.1.9). The specialization to t = 1
gives
∑
S∈〈Ff ,G〉0
ϕ(S) (see (12.13) and §12 Problem 3. iii)).
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Remark. 1. The second term of the LHS of (11.5.6) belongs to the kernel of
π, since one has π(∆opPΓ,G (σ˜)Trace
[e]ΩΓ,G) = mΓ,G∆
op
PΓ,G
(σ)a[e] = 0. Therefore,
we ask whether
∆opPΓ,G(σ˜) Trace
[e]ΩΓ,G = 0 ?
This is equivalent to the statement that the R[σ˜]-module spanned by the trace
elements Trace[e]ΩΓ,G is isomorphic to the R[σ]-module RΩ(PΓ,G).
2. One can directly calculate the following formula:
(11.5.10) π
(
PΓ,GM(t)
PΓ,G(t)
)
= 11−st .
Specializing t to a root x of ∆P (t)=0 in the formula gives the Cauchy kernel
1
1−xs . Therefore, the π image of (11.5.6) turns out to be the formula (11.3.9).
3. If (Γ, G) is a group of polynomial growth, then ∆PΓ,G(t) = (1− t)l+1
(where l=rank(Γ)>0) is never reduced. However, due to (10.6.4), one sees di-
rectly the conclusion of Theorem:
PΓ,GM(t)
PΓ,G(t)
∣∣∣
t=1
=
∑
S∈〈Γ,G〉0
ϕ(S)
#Aut(S) (c.f. (11.1.8)).
4. Due to D. Epstein [E3], we know that there is a wide class of groups
satisfying Assumption ii). See the remarks and problems in the next paragraph.
§12. Concluding Remarks and Problems.
We are only at the start of the study of the space Ω(Γ, G) for discrete
groups and monoids. Here are some problems and conjectures for further study.
1. A formula similar to (11.5.6) should be true without assuming the finiteness
of Ω(Γ, G), where the formula should be rewritten as an integral formula.
Problem 1. Find measures νa on π
−1(a) and µa on the set Sing(PΓ,G)
of singularities of the series on the circle of radius r so that the following holds:
(12.11)
∫
π−1(a) ωΓ,Gdνa∫
π−1(a) dνa
=
∫
Sing(PΓ,G)
PΓ,GM(t)
PΓ,G(t)
∣∣∣
t=x
dµa,x,
for a ∈ Ω(PΓ,G), where ωΓ,G is a tautologiocal map from Ω(Γ, G) to LR,∞.
2. It is known ([E3]) that, for a wide class of groups, the assumption ii) in the
Theorem 6 is satisfied in a stronger (global) form: the Poincare series PΓ,G(t)
and the growth series PΓ,GM(t) are rational functions, where the denomina-
tor polynomial ∆Γ,G(t) for the rational function PΓ,G(t) is also the universal
denominator for the rational functions PΓ,GM(t). More generally, PΓ,G(t) ana-
lytically continues to a meromorphic function on a (branched) covering domain
of C (in this case, ∆Γ,G(t) is defined only up to a unit factor).
74 Kyoji Saito
We remark that denominator polynomial ∆PΓ,G (t) for the Poincare series
PΓ,G(t) as an element of C{t}rΓ,G (see 11.4 Definition) is the factor of ∆Γ,G(t)
consisting of the roots x with minimal |x| = rΓ,G (in case PΓ,G(t) is defined in
a covering of C, whether |x| of a pole x makes sense or not is unclear).
Inspired by these observations, in order to get a global understanding of
the monoid (Γ, G), we propose studying the residues of PΓ,GM(t) at any root
of ∆Γ,G(t), which are defined and shown to belong to LC,∞ as follows.
Definition. Let x be a root of ∆Γ,G(t) = 0 of the multiplicity dx > 0.
Then, for 0 ≤ i < dx, we define the residue of depth i of the limit function
PΓ,GM(t) at x by the formula
(12.12)
(
di
dxi
PΓ,GM(t)
PΓ,G(t)
)∣∣∣∣∣
t=x
Example. The formula (11.1.7) is paraphraised as the formula for the
residue of depth 0 at t = 1.
(12.13)
PΓ,GM(t)
PΓ,G(t)
∣∣∣∣∣
t=1
=
∑
S∈〈Γ,G〉0
1
#(Aut(S))
ϕ(S).
Assertion. The residues belong to the space LC,∞ at infinity.
Proof. By the definition (8.4.1), K(
PΓ,GM(t)
PΓ,G(t)
) =
∑∞
n=0M(Γn) t
n
PΓ,G(t)
, whose
coefficients t
n
PΓ,G(t)
are rational functions divisible by ∆Γ,G and have zeros
of order dx at the zero loci x of ∆Γ,G. Since the kabi-map K (8.4.1) is
continuous with respect to the classical topology, this implies the vanishing
K
((
di
dti
PΓ,GM(t)
PΓ,G(t)
)∣∣∣
t=x
)
=0 for 0≤ i<dx. ✷
Using the all residues for all roots of ∆Γ,G(t)=0, we introduce the global
module of limit elements for (Γ, G):
(12.14)
L(Γ, G) := ⊕
0<r<∞
⊕
x: a root of
∆Γ,G(t)=0 s.t. |x|=r
⊕
0≤i<dx
C ·
(
di
dxi
PΓ,GM(t)
PΓ,G(t)
)∣∣∣
t=x
,
which is doubly filtered: one filtration is given by the absolute values |x| of the
roots of ∆Γ,G(t)=0, and the other by the order i of the depth of residues at x.
Theorem 6 in §11 states relationships between the τ˜hΓ,G -invariant part
of the module RΩ(Γ, G) with the filter at |x| = rΓ,G := inf{r} and the first
residues part of the module L(Γ, G). We ask its generalization.
Problem 2. What is the relationship between the modules RΩ(Γ, G),
L(Γ, G) and LC,∞〈Γ, G〉? Find generalization of Theorems in §11 and, in par-
ticular, of (11.4.3), (11.4.4) and (11.5.6) in this context.
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3. Another important aspect of the residues is that the Poincare series PΓ,GM(t)
and PΓ,G(t) are series, up to variables in Conf0, defined over integers Z. There-
fore, in case ∆Γ,G(t) is a polynomial in Z[t], they are rational functions defined
over Q, and hence the residue (12.2) is defined over the algebraic number field
Q(x) for a root x of ∆Γ,G(t) = 0. The action of an element σ of the Galois
group of the splitting field of ∆Γ,G(t) commutes with the Kabi-map K (8.4.1),
and seems to bring the space spanned by the residues at x to that at σ(x), and
hence induces an action on L(Γ, G)Q.
Actually, in several interesting examples (surface groups by Cannon [Ca],
Artin monoids [Sa5,6]), we observe that the denominator polynomial ∆Γ,G(t) is,
up to the factor of a power of 1−t, irreducible. In view of the above observation,
the limit space C · Ω(Γ, G) studied in the present paper is not “isolated” but
related by the action of the Galois group with the residue modules at other
places x with |x| > rΓ,G. However, no cocrete example is yet known.
On the other hand, the residue module at t = 1 is “isolated” (with respect
to the Galois group action). There are a few examples of higher poles at t = 1
(see [Sa6]), but we do not yet understand their nature and role.
Example.([Sa2]) Consider the infinite cyclic group (Z,±1). Then, the
growth function is given by PZ,±1(t)= 1+t(1−t)2 and the principal part of the singu-
larities of PZ,±1M(t) is given by PZ,±1M(t) =
∑∞
m=0ϕ(Im)
(
2
(1−t)2− m1−t+Rm
)
where Im is a linear graph of m-vertices and Rm is a polynomial of degree
< [(m−1)/2] in t. Therefore, the two residues of depth 0 and 1 at t=1 are given
by
PZ,±1M
PZ,±1
∣∣∣
t=1
=
∑∞
m=0 ϕ(Im),(
d
dt
PZ,±1M
PZ,±1
)∣∣∣
t=1
=
∑∞
m=0
m−1
2 ϕ(Im),
span the space LR,∞〈Z,±1〉, where the first one is the limit element in Ω(Z,±1).
In view of these observations, we ask the following problems.
Problem 3. i) Describe the action of the Galois group of the splitting
field of ∆Γ,G(t) = 0 on L(Γ, G)Q. Clarify the role of the classical part C·Ω(Γ, G).
ii)When is the denominator polynomial ∆Γ,G(t), up to a factor of a power
of 1− t, irreducible over the integers Z?
iii) What is the meaning of the residue module at t = 1:
(12.15) L(Γ, G)1 := ⊕
0≤i<d1
R·
(
di
dti
PΓ,GM(t)
PΓ,G(t)
)∣∣∣
t=1
4. Including Mach`ı’s example, there are a number of examples where Ω(PΓ,G)
is finite. However, we do not know an example when Ω(Γ, G) is finite except
for the simple accumulating cases (e.g. (11.1.9)). We conjecture the following.
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Conjecture 4. For any hyperbolic group Γ with any finite generating
system G, the limit space Ω(Γ, G) is finite accumulating.
Evidence is provided by Coornaert [Co]: if Γ is hyperbolic, then there ex-
ists positive real constants c1, c2 such that c1r
−n
Γ,G≤#Γn≤c2r−nΓ,G. This implies
that the property in Fact in the proof of Assertion in (11.3) holds for hyper-
bolic groups without assuming the finite rational accumulation of Ω(PΓ,G). We
further expect that Coornaert’s arguments can be lifted to the level of A(S,Γn).
5. The following groups are not hyperbolic. However, because of their geomet-
ric significance, it is interesting to ask the following problems.
Problem 5.1 Are the limit spaces Ω(Γ, G) for the following pair of a group
and a system of generators simple or finite?
1. Artin groups of finite type with the generating systems given in [BS][Sa4],
2. The fundamental groups of the complement of free divisors with respect
to the generating system defining positive homogeneous monoid structure [S-I].
In these examples, G generates a positive homogeneous monoid Γ+ in Γ
such that Γ=∪∞n=0∆−nΓ+, where ∆ is a fundamental element.
Problem 5.2 Clarify the relationship among Ω(Γ, G), Ω(PΓ,G), Ω(Γ+, G)
and Ω(PΓ+,G) (see [Ba, Chap.13] for Γ+=(Z+)
2, and [Sa5] for Artin monoids).
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