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Abstract
This paper continues the investigation begun in [M.R. Burke, Topology Appl. 129 (2003) 29–65]
into the measurability properties of separately continuous functions. We sharpen several results from
that paper.
(1) If X is any product of countably compact Dedekind complete linearly ordered spaces, then there
is a network for the norm topology on C(X) which is σ -isolated in the topology of pointwise
convergence.
(2) If X is a nonseparable ccc space, then the evaluation map X × Cp(X)→ R is not a Baire
function.
(3) If Xi , i < κ , are nondegenerate subspaces of separable linearly ordered spaces and X =∏
i<κ Xi , then the evaluation map X×Cp(X)→R is Fσ -measurable if and only if κ  c.
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1. Introduction
All topological spaces considered in this paper are assumed to be Tychonoff. We
denote by clX(A), or simply cl(A), the closure of a set A in a topological space X.
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Cp(X)= (C(X), τp) is the space of continuous real-valued functions on X equipped with
the topology τp of pointwise convergence.
A collection C of sets in a topological space is called isolated (relatively discrete is also
used) if the members of C are pairwise disjoint and each C ∈ C is a relatively open set in⋃
C . C is called σ -isolated if it is the union of countably many isolated collections. For
a set A in a topological space, we will say A is relatively discrete if A is discrete in its
subspace topology, or equivalently, {{x}: x ∈ A} is an isolated collection. A collection B
is a base for a collection C if every member of C is the union of a subcollection of B.
A function f :X→ R is said to be of Baire class one if it is the pointwise limit of
a sequence of continuous functions. The Baire functions from X into R are the smallest
subfamilyB of RX containing the continuous functions and such that if {fn: n < ω} ⊆B
and fn → f pointwise, then f ∈ B. f is Fσ -measurable if f−1[U ] is Fσ for each
open U ⊆ R. If X and Y are topological spaces, we say f :X × Y → R is separately
continuous if the functions fa :Y →R and f b :X→R, given by fa(y)= f (a, y) (y ∈ Y )
and f b(x)= f (x, b) (x ∈X), are continuous for each a ∈X and b ∈ Y .
For any f :X→ R, let ‖f ‖∞ = sup{|f (x)|: x ∈ X} ∈ [0,∞]. We will write (C(X),
‖ · ‖∞) for the space C(X) equipped with the topology of uniform convergence. (The
sets of the form {g ∈ Cp(X): ‖f − g‖∞ < ε}, ε > 0, form a base at f for each
f ∈ Cp(X).) Recall that this topology is completely metrizable (by the metric d(f,g) =
min(1,‖f − g‖∞)).
For real numbers u,v, we write u∼ε v to mean that |u− v| ε.
When (X,<) is a linear ordering, we will let ±∞ be points such that −∞ < a <∞
for each a ∈X. It would be better to write something like, −∞(X,<) and ∞(X,<) when
more than one linear order is being considered, but we will omit the mention of the order
and let the context determine it.
Lebesgue proved in [6] that every separately continuous function f :R×R→ R is of
Baire class one when X = Y = R. As Rudin points out in [10], his proof is easily seen to
show that every separately continuous function f :R× Y →R is of Baire class one when
Y is any topological space. Rudin proved that R can be replaced, in this last statement, by
any metric space.
Theorem 1.1 [10]. IfX and Y are spaces,X is metrizable,E is a locally convex topological
vector space, and f :X × Y → E is separately continuous, then f is a pointwise limit of
continuous functions.
See [7] for a beautiful account of some extensions of the result of Lebesgue and Rudin.
In [1], we showed that if X is a countable product of separable linearly ordered spaces
and Y is any topological space, then every separately continuous function f :X × Y →
R is Fσ -measurable. We also showed that if X is an arbitrary product of countably
compact linearly ordered spaces and Y is any topological space, then every separately
continuous function f :X×Y →R is Borel measurable. It is a standard fact that the Borel
measurability or Baire (class one) measurability or Fσ -measurability of every separately
continuous function f :X × Y → R for every Y is equivalent to the same measurability
property for the special case of the evaluation map X × Cp(X)→ R given by (x, f ) →
f (x). (Cf. [1, Proposition 2.3].) In [2], D.K. Burke and Pol have produced classes of spaces
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X for which the evaluation map X×Cp(X)→ R is not Borel measurable. These include
infinite compact F -spaces and Baire P -spaces without isolated points.
In this paper, we sharpen several of the results from [1] and examine in greater depth
some of the concepts introduced there. The paper is organized as follows. In Section 2,
we prove some simple facts about the notions of narrowness and local narrowness used
in [1]. In Section 3, we provide a generalization of one of the theorems in [1]. Its proof
involves simple but delicate modifications to the argument in [1]. We see no reasonable
way of writing it down without revisiting the rather lengthy proof, but we have attempted
to minimize the amount of duplication involved in doing this. In Section 4 we refine several
results from [1] on Baire measurability and Fσ -measurability of separately continuous
functions.
2. Narrow and locally narrow families
The first notion in the following definition is standard. See [9, Definition 1] for example,
where this is called P(τ1, τ2), where τ1 is the topology of uniform convergence on C(X)
and τ2 is the topology of pointwise convergence. In [8] the property is given by stating that
Cp(X) has a countable cover by sets of small local ‖ · ‖∞-diameter. (See [8] for the origin
of the terminology.)
Definition 2.1 [1, Definition 5.12]. Let X be a space. We say that Y ⊆ Cp(X) is narrow,
if there are sets Yn, n < ω, such that Y =⋃n<ω Yn and for each f ∈ Y and ε > 0, there
are n < ω and an open neighborhood V of f such that f ∈ Yn and for every g ∈ Yn ∩ V ,
‖f − g‖∞ < ε.
We say that Y ⊆ Cp(X) is locally narrow, if there are sets Yn, n < ω, such that
Y =⋃n<ω Yn and for each x ∈X, f ∈ Y and ε > 0, there are n < ω, an open neighborhood
W of x , and an open neighborhoodV of f such that f ∈ Yn and for every y ∈W and every
g ∈ Yn ∩ V , |f (y)− g(y)|< ε.
We require the following easy consequences of [8, Proposition 2].
Proposition 2.2. Let Y ⊆ Cp(X).
(a) Y is narrow if and only if there is a network for (Y,‖ · ‖∞) which is σ -isolated in
(Y, τp).
(b) If Y is narrow and A ⊆ Y is relatively discrete in (Y,‖ · ‖∞), then A is σ -relatively
discrete in (Y, τp).
Proof. (a) By [8, Proposition 2, (a) ⇔ (c)].
(b) Every relatively discrete set in a metric space is a countable union of discrete sets.
By [8, Proposition 2, (a) ⇒ (b)], each discrete set in (Y,‖ · ‖∞) is σ -relatively discrete in
(Y, τp). ✷
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In [1], the definitions of narrow and locally narrow required the sets Yn to satisfy
a descriptive property, but this is unimportant by the following simple fact. Cf. [9,
Proposition 1(iii)].
Proposition 2.3. In the definitions of narrow and locally narrow, we can add the
requirement that each Yn is closed in Cp(X).
Proof. Suppose Y ⊆ Cp(X) locally narrow with witnesses Yn, n < ω. We will show that
the sets clYn also witness the local narrowness of Y . Let x ∈ X, f ∈ Y and ε > 0. Then
there are n ∈ ω, an open neighborhoodW of x and an open neighborhood V of f such that
f ∈ Yn and for every y ∈W and every g ∈ Yn∩V , |f (y)−g(y)|< ε. Let g′ ∈ (clYn)∩V ,
y ∈W . Choose g ∈ Yn ∩ V such that |g(y)− g′(y)|< ε. Then∣∣f (y)− g′(y)∣∣ ∣∣f (y)− g(y)∣∣+ ∣∣g(y)− g′(y)∣∣< ε+ ε = 2ε.
The proof for narrowness is similar. ✷
In the definition of locally narrow, the point x can be replaced by a compact set as the
following proposition shows.
Proposition 2.4. Let Y ⊆ Cp(X) be locally narrow with witnesses Yn, n < ω. Let K ⊆X
be compact, f ∈ Y and ε > 0. Then there are a finite set F ⊆ ω, an open neighborhood W
of K and an open neighborhood V of f such that f ∈⋂n∈F Yn and for every y ∈W and
every g ∈⋂n∈F Yn ∩ V , |f (y)− g(y)|< ε.
Proof. For each x ∈ K , choose an n(x) < ω, an open neighborhood W(x) of x and an
open neighborhood V (x) of f such that f ∈ Yn(x) and for every y ∈ W(x) and every
g ∈ Yn(x)∩V (x), |f (y)−g(y)|< ε. Let L be a finite subset of K such that {W(x): x ∈ L}
covers K . Then the conclusion of the proposition holds with F = {n(x): x ∈ L}, W =⋃{W(x): x ∈ L} and V =⋂{V (x): x ∈L}. ✷
Corollary 2.5. If X is compact and Y ⊆ Cp(X) is locally narrow, then Y is narrow.
Proof. Take K = X in Proposition 2.4. The conclusion of the proposition shows that
{⋂n∈F Yn: F is a finite subset of ω} witnesses the narrowness of Y . ✷
Proposition 2.6. If Cp(X) is narrow and h :X→ Y is continuous and has dense range,
then Cp(Y ) is narrow.
Proof. Let H :Cp(Y )→ Cp(X) be given by H(f )= f ◦ h. Then H is a linear map. It is
also continuous because
H−1
[{
g ∈ Cp(X): g(xi) ∈ Ii , i = 1, . . . , k
}]
= {f ∈Cp(Y ): f (h(xi)) ∈ Ii , i = 1, . . . , k}
for any points x1, . . . , xk ∈X and open intervals I1, . . . , Ik . Furthermore,∥∥H(f )∥∥∞ = ‖f ‖∞
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for each f ∈ Cp(Y ) because the range of h is dense in Y . Let Yn, n < ω, witness
the narrowness of Cp(X). Then Cp(Y ) = ⋃n<ω H−1[Yn] and we claim that the sets
H−1[Yn] witness the narrowness of Cp(Y ). Given f ∈ Cp(Y ) and ε > 0, let V be an
open neighborhood of H(f ) in Cp(X) such that for every g ∈ V ∩Yn, ‖g−H(f )‖∞ < ε.
Then H−1[V ] is an open neighborhood of f in Cp(Y ). For any f ′ ∈H−1[V ] ∩H−1[Yn],
we have H(f ′) ∈ V ∩ Yn. Since H(f ′) − H(f ) = H(f ′ − f ), we get ‖f ′ − f ‖∞ =
‖H(f ′)−H(f )‖∞ < ε. ✷
The following propositions give a flavor of the restrictions imposed on X by the
narrowness of Cp(X). They are all various sorts of compactness. Narrowness of Cp(X)
does not imply countable compactness as the following example shows, but it implies
something similar as the propositions following the example show.
Example 2.7. The Tychonoff plank T = ((ω1 + 1)× (ω+ 1)) \ {(ω1,ω)} is not countably
compact but Cp(T ) is narrow.
Proof. The set {(ω1, n): n < ω} is closed discrete in T , so T is not countably compact.
X = ω1 × (ω+ 1) is dense in T . By Corollary 3.20, Cp(X) is narrow. By Proposition 2.6,
Cp(T ) is narrow. ✷
The next fact is known, but we do not know a reference for it, so we sketch the proof.
Proposition 2.8. Let X be a space which contains an infinite discrete family U of open
sets. Then there is a continuous embedding 2κ → Cp(X), where κ = |U|, whose range is
a discrete subset of (C(X),‖ · ‖∞). In particular, Cp(X) is not narrow.
Proof. For each U ∈U, fix hU : clX U → [0,1] such that hU is identically zero on the
boundary of U and hU(x) = 1 for at least one x ∈ U . For each V ⊆U, let fV be the
function which is identically equal to zero outside
⋃
V and is such that fV  clX U = hU
for each U ∈ V . fV is continuous since U is discrete. We have ‖fV − fV ′ ‖∞ = 1 for
any distinct V,V ′ ⊆U. The map V → fV embeds P(U)≡ 2κ into Cp(X) in the desired
manner. If Cp(X) were narrow, then by Proposition 2.2, the range {fV : V ∈ 2κ} of this map
would be σ -relatively discrete in Cp(X). By continuity of V → fV , it would then follow
that 2κ is σ -relatively discrete which it is not since relatively discrete sets are nowhere
dense in any space without isolated points. ✷
Note that Cp(X) is trivially locally narrow when X is discrete. (Take W = {x},
V = {g ∈ Cp(X): |g(y) − f (y)| < ε in Definition 2.1.) This explains the “nonisolated”
assumption in the following proposition.
Proposition 2.9. Let X be a space which contains an uncountable discrete family of open
sets each containing a nonisolated point. Then Cp(X) is not locally narrow.
Proof. Suppose Cp(X) is locally narrow with witnesses Yn, n < ω. Let U be a discrete
family of open sets in X such that |U| = ω1 and each U ∈ U contains a nonisolat-
ed point. Inductively define, for α < ω1, continuous functions fα :X → R, Uα ∈ U,
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hα : clX Uα →R, open sets Wα,Vα ⊆ Cp(X), points xα and yα , positive numbers εα , finite
sets Kα ⊆X, and nα ∈ ω such that
(1) ξ < α implies nξ = nα .
(2) xα ∈ Uα is not isolated, and Uα ∩⋃{Kξ : ξ < α} = ∅.
(3) xα ∈Kα .
(4) fα ∈ Ynα .
(5) fα(x)= 0 for all x ∈X \⋃{Uξ : ξ < α}.
(6) For all ξ < α we have fα Uξ = hξ Uξ .
(7) Wα ⊆Uα is a neighborhood of xα and yα ∈Wα \Kα .
(8) Vα = {g ∈Cp(X): |g(y)− fα(y)|< εα for all y ∈Kα}.
(9) For every y ∈Wα and every g ∈ Ynα ∩ Vα , |g(y)− fα(y)|< 1.
(10) hα : clX Uα → R is continuous, identically zero on both Kα ∩ clX Uα and the
boundary of Uα , and satisfies hα(yα)= 1.
To do this, at stage α choose Uα ∈ U and xα ∈ Uα so that (2) holds. Let fα ∈ Cp(X)
be defined by (5) and (6). (The function so defined is continuous by property (10) of the
functions hξ for ξ < α, and because the collection U is discrete.) Apply the definition
of local narrowness to xα and fα , with ε = 1, to get nα < ω and a neighborhood Wα
of xα and a neighborhood Vα = {g ∈ Cp(X): |g(y) − fα(y)| < εα for all y ∈ Kα} of
fα , where Kα ⊆ X is finite, so that (4) and (9) hold. We may assume that Wα ⊆ Uα and
xα ∈ Kα . Since xα is not isolated, there is a point yα ∈Wα \Kα . Since X is Tychonoff,
there is a continuous function hα : clX Uα → R which is identically zero on the boundary
of Uα and on Kα ∩ clX Uα , and satisfies h(yα)= 1. We now have (1)–(10). To see that (1)
holds, fix ξ < α. By (6) (for α) and (7) and (10) (for ξ ), we have fα(yξ ) = hξ (yξ ) = 1.
Also, for each y ∈ Kξ , we have that if y /∈ ⋃{Uβ : β < α} then fα(y) = 0 = fξ (y)
by (5) (for α and for ξ ), and if y ∈ Uβ for some β < α then ξ  β by (2) and hence
fα(y)= hβ(y)= fξ (y). [The first equality follows from (6). The second equality follows
(6) if β < ξ . If β = ξ , then, by (10), hβ  (Kβ ∩Uβ) is identically zero, and, by (5), so is
fβ  Uβ .] Thus, |fα(y)− fξ (y)| = 0 for all y ∈ Kξ . Hence, fα ∈ Vξ . If we had fα ∈ Ynξ ,
then by (7) and (9) for ξ , we would have yξ ∈Wξ and |fα(yξ )− fξ (yξ )|< 1. However,
fξ (yξ ) = 0, whereas fα(yξ ) = hξ (yξ ) = 1, contradiction. Thus, fα /∈ Ynξ , and (1) now
follows from (4). This completes the construction, and (1) gives a one-to-one map from ω1
to ω, contradiction. ✷
The following proposition was mentioned without proof in [1, Proposition 5.14].
Proposition 2.10. Let X be a metric space.
(a) Cp(X) is locally narrow if and only if the set of nonisolated points of X is separable.
(b) Cp(X) is narrow if and only if X is compact.
Proof. Let A= {x ∈X: x is isolated}. Let I be the collection of nonempty open intervals
in R which have rational endpoints.
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(a) Suppose that X′ = X \A is separable, and let B be a countable collection of open
subsets of X such that {B ∈B: x ∈B} is a base at x for each x ∈X′. For each B ∈B and
I ∈ I, define YB,I = {f ∈ Cp(X): for all x ∈ B , f (x) ∈ clR(I)}. Each of the sets YB,I is
closed in Cp(X), and these sets, together with Y itself, are easily seen to witness the local
narrowness of Cp(X). (Definition 2.1 (for local narrowness) is easily satisfied for (x, f, ε)
when x is isolated. Simply take W = {x} and V = {g ∈Cp(X): |f (x)− g(x)|< ε}.)
Now suppose that X′ is not separable. By Proposition 2.9, Cp(X) is not locally narrow.
(b) Assume X is compact. Let B be a countable base for the topology of X. For
each finite B′ ⊆ B and each H :B′ → I, let YH = {f ∈ Cp(X): for each B ∈ B′,
f [B] ⊆ clRH(B)}. The sets YH are closed in Cp(X). Now fix f ∈ Cp(X) and ε > 0.
LetB′ ⊆B be a finite cover of X by sets on which f varies by less than ε/2, and for each
B ∈B′, let H(B) ∈ I be an open interval of length less than ε/2 containing f [B]. Then
f ∈ YH , and if g ∈ YH , then clearly ‖f − g‖∞ < ε.
Assume now that X is not compact. By Proposition 2.8, Cp(X) is not narrow. ✷
3. Products of Dedekind complete linearly ordered spaces
In this section we give an extension of [1, Theorem 5.21] in Theorem 3.19 and
Corollary 3.20. The proof of Theorem 3.19 is formally very similar to the proof of the
result it extends, but in order to make the proof clear, we need to revisit portions of the
original proof in some detail.
The statements of some of the lemmas make reference to a function h :N→ N. This
is a strictly increasing function which grows quite quickly. One function which serves the
purpose is the one defined by h(1) = 4 and for each n  2, h(n) = n5n+3h(n − 1). It is
useful to note that for n 2,
h(n) 5n+1
(
h(n− 1)2n+ 4n)+ 4n
since 5n+1(h(n − 1)2n + 4n) + 4n  5n+1(h(n − 1)2n + 8n)  5n+1h(n − 1)(10n) <
n5n+3h(n− 1)= h(n).
We recall some definitions and results from [1].
For points x, x ′ in a product space
∏
α<κ Xα , we write xx ′ = {α < κ : x(α) = x ′(α)}.
A direct proof of the following lemma was given in [1]. It can also be easily deduced
from the observation at the beginning of [4, Proof of sufficiency in Theorem 1, p. 373] and
the fact that products of sequentially compact spaces are pseudocompact.
Lemma 3.1 [1, Lemma 2.6]. Let X = ∏α<κ Xα be a product of sequentially compact
topological spaces Xα , and let f :X → R be continuous. For each ε > 0, sup{n < ω:
there is a sequence of pairs of points of X, 〈(xi, x ′i ): i < n〉, such that for any i < j < n we
have (xix ′i )∩ (xjx ′j )= ∅ and for each i < n, |f (xi)− f (x ′i)|> ε} is finite.
Definition 3.2 [1, Definition 5.2]. Let κ > 0 be a cardinal. Let Xα , α < κ , be linearly
ordered spaces. Let f :
∏
α<κ Xα → R be continuous. For any real number ε > 0, an ε-
array for f is a sequence A = (Aα: α < κ) where for each α < κ , Aα is a finite subset
of Xα , and for any adjacent elements a, b of Aα , there are x, y ∈ ∏γ<κ Aγ such that
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x(α) = a, y(α) = b, x(β)= y(β) for any β ∈ κ \ {α}, and |f (x)− f (y)|> ε. Given an
ε-array (Aα: α < κ) for f , let S(A) = {α < κ : |Aα|  2}. When |S(A)| < ω, for each
i < |S(A)|, let S(A)(i) be the ith member of S(A) (in the order inherited from κ). If, for
each α < κ , we are given ∗α ∈Xα and we have ∗α ∈ Aα for all α < κ , we will say that A
is 〈∗α : α < κ〉-based.
Definition 3.3 [1, Definition 5.3]. Let N  1 be a natural number. Let Xi , i < N , be
linearly ordered spaces, X = ∏i<N Xi . Let ε > 0, and let f :X → R be continuous.
Let (Ai: i < N) be a sequence of nonempty finite sets, where Ai ⊆ Xi for each i < N .
(Ai : i < N) is ε-maximal for f , if whenever
(1) for each i < N , u0i < u1i are adjacent elements of Ai ∪ {±∞},
(2) for each i < N , Fi ⊆Xi is a nonempty finite set, u0i  x  u1i for each x ∈ Fi , and
(3) for at least one value of i < N and some x ∈ Fi , we have u0i < x < u1i ,
there exist i ∈N , and adjacent x, y ∈ Fi ∪ {u0i , u1i } such that
(4) u0i  x < y  u1i and either x = u0i or y = u1i ,
(5) x = ±∞ and y = ±∞, and
(6) for any s, t ∈ ∏j<N Aj ∪ Fj , if si = x , ti = y and sj = tj for j ∈ N \ {i}, then
|f (s)− f (t)| ε.
Remark 3.4. Enlarging an ε-maximal array does not in general yield an ε-maximal array.
For example, take X = {0,1,2,3}, f (0)= 0, f (1)= ε, f (2)=−ε, f (3)= ε. Since f (1)
and f (2) are both within ε of f (0), {0,3} is ε-maximal. However {0,1,3} is not ε-maximal
since we can create an ε-array between 1 and 3 by adding 2.
The next few results, down to Remark 3.8, are intended to help clarify the nature of the
concept of an ε-maximal array. They are not used elsewhere in this paper.
Proposition 3.5. When N = 1, we get an equivalent definition to ε-maximality by adding
the restriction |F | 2 (where we have dropped the subscript 0) to clause (2).
Proof. Suppose there were a set F of minimal cardinality which witnesses the failure of
ε-maximality (hence F = {x ∈ F : u0 < x < u1} by minimality of the cardinality) and
|F |  3. Suppose first that |F | = 3. Let a, b, c, in that order, be the elements of F . The
values f (a) and f (c) are more than ε away from f (b). If they are on different sides
of f (b), then f (a) and f (c) are more than 2ε apart. Thus, F ′ = F \ {b} still witnesses
the failure of ε-maximality, contradicting the minimality of |F |. Thus, f (a) and f (b) are
both on the same side of f (b), say f (a), f (c) < f (b). We have either f (a)  f (c) or
f (c) f (a), without loss of generality the former. Since {u0, a,u1} is not an ε-array (by
minimality of |F |), we have |f (a)− f (u1)| ε. Thus
f
(
u1
)
 f (a)+ ε  f (c)+ ε.
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Since {u0, a, b,u1} is not an ε-array, we have |f (b)− f (u1)| ε. Thus
f
(
u1
)
 f (b)− ε > f (c)− ε
which together with the inequality established above gives |f (u1)− f (c)| ε, contradict-
ing the claim that F is a counterexample to ε-maximality.
If |F | > 3, say the elements of F are a1, a2, . . . , an in that order. Fix r ∈ {3,4, . . . , n}
and consider
A∪ {ar, ar+1, . . . , an, u1}.
This is not an ε-array for A= {u0} or A= {u0, a1}. Thus f (ar) is within ε of both f (u0)
and f (a1). Since f (u0) and f (a1) are not within ε of each other, in order for a number can
be within ε of both it must be between them. Thus, f (a3) and f (a4) are between f (u0) and
f (a1) (and hence are both on the same side of f (a1)) and within ε of f (a1). This forces
them to be within ε of each other, contradicting the claim that F is a counterexample to
ε-maximality. ✷
Remark 3.6. When N = 1, it would not be equivalent to consider the case where F is
a singleton. Example: X = {0,1,2,3}, f (0) = f (2) = 0, f (1) = f (3) = 1, A = {0,3},
ε = 1/2. We have that A and X =A∪ {1,2} are ε-arrays (and hence A is not ε-maximal),
but A ∪ {1} and A ∪ {2} are not ε-arrays so A would be ε-maximal if F ranged over
singletons.
For our purposes, it seems that the restriction |Fi |  2, i < N , would be harmless
regardless of the value of N . However, as the following example shows, the resulting
definition would no longer be equivalent to ε-maximality as defined above.
Example 3.7. Consider the spaces X0 = X1 = {1,2,3, . . . , n} and the function f :X0 ×
X1 → R whose values are given by f (i, i) = 1 for all i , f (i, i − 1) = −1 if i > 1, and
f (i, j)= 0 otherwise. In the following matrix, f (i, ·) is the ith column and f (i,1) is the
bottom entry of the column
0 0 0 . . . 0 0 1
0 0 0 . . . 0 1 −1
0 0 0 . . . 1 −1 0
...
...
...
...
...
...
0 0 1 . . . 0 0 0
0 1 −1 . . . 0 0 0
1 −1 0 . . . 0 0 0
With ε = 1, (X0,X1) is an ε-array extending the array (A0,A1) where A0 = A1 = {1, n}.
Thus (A0,A1) is not ε-maximal. However, no array (B0,B1) extending (A0,A1) but
different from (X0,X1) witnesses the failure of ε-maximality.
Proof. Suppose not and consider the least i ∈ {2, . . . , n− 1} for which i /∈B1, i.e., the ith
row (counting from the bottom) is deleted from the matrix above. Notice that now row i−1
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is uniformly within ε of every row above it, and hence (B0,B1) does not witness the failure
of ε-maximality, contradiction. Symmetrically, we get a contradiction if B0 =X0. ✷
Remark 3.8. Note that we can make (A0,A1) an ε-array in this example by making the
bottom right corner of the matrix equal to −1. The bottom row is not within ε of the top
row any more, so a minor change is required in the argument. The argument above shows
that if B1 = X1 then we must have B1 = A1. This is not immediately a contradiction, but
now the rightmost column (of height two) of the remaining array is uniformly within ε of
all columns to its left except the leftmost one. Thus, we must have B0 =A0.
The next three propositions are straightforward consequences of the definitions which
we use without reference.
Proposition 3.9. Let N ∈N. LetXi , i < N , be linearly ordered spaces. Let f :∏i<N Xi →
R be continuous. Let (Ai : i < N) be an ε-array for f . Then for every ε′ < ε (Ai : i < N)
is an ε′-array for f .
Proposition 3.10 [1, Proposition 5.4]. Let N ∈ N. Let Xi , i < N , be linearly ordered
spaces. Let f :
∏
i<N Xi →R be continuous. If (Ai : i < N) is an ε-array for f and there
is no ε-array (Bi : i < N) for f such that for each i < N Ai ⊆ Bi and for at least one
value of i < N , Ai = Bi , then (Ai : i < N) is ε-maximal.
Remark 3.11. The assumption that A is an ε-array is essential. Example: X = [0,1],
f :X → R given by f (x) = 1 − 2x for 0  x  1/2 and f (x) = 0 otherwise, A =
{0,1/2,1}, ε = 1/4. Clearly no proper superset of A is an ε-array, but A is not ε-maximal
because of u0 = 0, u1 = 1/2, F = {1/4}.
Proposition 3.12 [1, Proposition 5.5]. Let r,N ∈N with r < N . Let Xi , i < N , be linearly
ordered spaces. Let f :
∏
i<N Xi → R be continuous. Let (Ai : i < N) be ε-maximal for
f . Fix ai ∈ Ai for each i < r . Then (Ai : r  i < N) is ε-maximal for the restriction of f
to
∏
i<r {ai} ×
∏
ri<N Xi , identified with
∏
ri<N Xi in the obvious way.
Lemma 3.13 [1, Lemma 5.6]. Let N  1 be a natural number. If Xi , i < N , are countably
compact linearly ordered spaces, X=∏i<N Xi = ∅, ε > 0, and f :X→R is continuous,
then sup{n < ω: there is an ε-array (Ai : i < N) for f such that max{|Ai|: i < N}> n}
is finite.
The following lemma is essentially [1, Lemma 5.7]. However, the statement of that
result was unnecessarily complicated by a third clause in the first part of the conclusion and
the introduction of a second function in the second part. The proof is easier to follow with
these elements removed, so for the reader’s convenience we reproduce it in an appendix at
the end of the paper.
Lemma 3.14. Let Xi , i < N , be linearly ordered spaces, X =∏i<N Xi . Let f :X→ R
be continuous, and let ε > 0. Let (Ai : i < N) be a sequence of nonempty finite sets,
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Ai ⊆ Xi (i < N), which is ε-maximal for f . Let x = (xi : i < N) ∈ X. Assume that for
each i < N , there are adjacent elements ai, bi of Ai such that ai < xi < bi . Then there
are x ′ = (x ′i : i < N) ∈ X, and open intervals Ii ⊆ Xi , i < N , satisfying the following
properties:
(A) For each i < N one of the following holds:
(1) x ′i = xi and Ii is either (ai, xi] or [xi, bi),
(2) ai < x ′i < xi < bi and Ii = (x ′i , bi),
(3) ai < xi < x ′i < bi and Ii = (ai, x ′i ).
(B) f varies by at most 2Nε on ∏i<N I˜i , where I˜i is the set containing xi and the two
endpoints of Ii . (“Endpoint” here means the endpoints as given by the notation in (1),
(2) and (3). For example, in (2) the endpoints are x ′i and bi . This might not be the same
as inf Ii and sup Ii , even if these exist.)
Furthermore, given any point x ′ = (x ′i : i < N) ∈ X, and any open intervals Ii ⊆ Xi ,
i < N , satisfying (A) and (B), we have |f (y)−f (x)| h(N)ε for all y ∈∏i<N Ji , where
Ji = Ii ∪ {ci}, where ci is the endpoint of Ii which is in Ai .
Definition 3.15 [1, Definition 5.9]. Let Xi , i < N , be linearly ordered spaces, let X =∏
i<N Xi , and for each i < N , let Ai ⊆Xi be a nonempty finite set. Let x = (xi : i < N) ∈
X. We say that y = (yi : i < N) is a projection of x onto (Ai : i < N) if, for each i < N ,
we have yi = xi if xi ∈ Ai , yi = minAi if xi < minAi , yi = maxAi if xi > maxAi , and
yi ∈ {a, b} if a and b are consecutive members of Ai and a < xi < b.
The outer projection of x onto (Ai: i < N) is the point x ′ = (x ′i: i < N) given by letting
x ′i = xi if xi ∈Ai or xi is strictly between two consecutive members of Ai , x ′i = minAi if
xi < minAi , x ′i =maxAi if xi > maxAi .
Lemma 3.16 [1, Lemma 5.10]. Let Xi , i < N , be linearly ordered spaces, X =∏i<N Xi .
Let f :X→ R be continuous, and let ε > 0. Let (Ai : i < N) be a sequence of nonempty
finite sets, Ai ⊆Xi (i < N ), which is ε-maximal for f . Let x = (xi : i < N) ∈X. Let T =
{i < N : xi /∈Ai}. Suppose that there is a projection y = (yi: i < N) of x onto (Ai : i < N)
such that f varies by at most ε on the set
∏
i<N {x ′i , yi}, where x ′ = (x ′i : i < N) is the
outer projection of x onto (Ai : i < N). Then |f (x)− f (y)| h(|T |)ε.
For two finite sequences n¯, m¯ ∈ ωN , let us write n¯ m¯ if n¯(i) m¯(i) for all i < N , and
n¯ < m¯ if moreover n¯(i) < m¯(i) for at least one i < N .
Lemma 3.17 (Cf. [1, Lemma 5.11]). Let N ∈ N. Let Xi , i < N , be countably compact
linearly ordered spaces, X = ∏i<N Xi . Fix ∗i ∈ Xi for each i < N . For any n¯ ∈ ωN
and any ε > 0, define Z0(n¯, ε) = {f ∈ Cp(X): there is a 〈∗i : i < N〉-based ε-array
(Ai : i < N) for f such that for each i < N , |Ai |  n¯(i)} and Y0(n¯, ε) = Z0(n¯, ε) \⋃{Z0(m¯, ε): m¯ ∈ ωN, m¯ > n¯}.
Let f ∈ Cp(X), n¯ ∈ ωN , ε > 0 be such that f ∈ Y0(n¯, ε), and let (Ai: i < N) be a
〈∗i : i < N〉-based ε-array for f such that for each i < N , |Ai|  n¯(i). For each i < N ,
let pi, qi ∈Xi satisfy the following conditions:
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(a) pi < minAi if (−∞,minAi) = ∅ and pi =minAi otherwise, and
(b) qi > maxAi if (maxAi,∞) = ∅ and qi = maxAi otherwise.
Then for every x ∈X, there are open neighborhoodsW =∏i<N Wi of x and V of f such
that
(1) for each i < N , if Wi ∩ (−∞,pi) = ∅, then (−∞,pi)⊆Wi and if Wi ∩ (qi,∞) = ∅
then (qi,∞)⊆Wi , and
(2) for any y ∈W and g ∈ V ∩ Y0(n¯, ε), we have∣∣g(y)− f (y)∣∣ 8h(N)2ε + 18Nh(N)ε.
Proof. In this proof, ε-array means 〈∗i : i < N〉-based ε-array.
By moving the relevant elements of Ai slightly if necessary, we can assume that for
each i < N such that xi is not isolated in Xi , xi /∈ Ai . Notice that while we may have to
move minAi or maxAi , there is no problem preserving (a) and (b). Note in particular that
if pi =minAi , then moving minAi causes pi < minAi to hold, so (a) still holds.
Let
T = {i < N : xi /∈Ai}.
For i ∈ T , let ai, bi be the adjacent elements of Ai ∪ {±∞} such that ai < xi < bi . Let
T ′ = {i ∈ T : −∞< ai < bi <∞}.
Let x ′ be the outer projection of x onto (Ai : i < N). Since (Ai : i ∈ T ′) is ε-maximal
for the restriction of f to
∏
i∈N\T ′ {x ′i}×
∏
i∈T ′ Xi , identified with
∏
i∈T ′ Xi , there are, by
Lemma 3.14, open intervals Ii ⊆Xi containing xi and disjoint from Ai , for i ∈ T ′, and a
point y ∈X, such that yi = x ′i for all i ∈N \ T ′ and yi ∈ {ai, bi} is one of the endpoints of
Ii for all i ∈ T ′. Also, f varies by at most 2|T ′|ε on the set ∏i∈N\T ′ {x ′i}×∏i∈T ′ I˜i where
I˜i is the set containing xi and the two endpoints of Ii . In particular, f varies by at most
2Nε on
∏
i<N {x ′i, yi}. Define open intervals Ii ⊆Xi , i ∈N \ T ′, as follows:
(i) Ii = {xi}, if xi ∈Ai . (Recall that we modified Ai so that this happens only when xi is
isolated.)
(ii) Ii = (ai, bi), if xi /∈Ai .
Note that when either i ∈ T ′ or i ∈ N \ T ′ and (i) holds, we have Ii ∩ (−∞,pi)= ∅ and
Ii ∩ (qi,∞)= ∅. In all other cases (i.e., when i ∈ N \ T ′ and (ii) holds), (ii) ensures that
Ii includes precisely one of the sets (−∞,pi), (qi,∞) and is disjoint from the other one.
Thus, W =∏i<N Ii satisfies requirement (1) of the conclusion.
If we let Ji denote the interval Ii together with its endpoint yi in Ai , when i ∈ T ′,
then for any point p ∈∏i∈N\T ′ {x ′i} ×∏i∈T ′ Ji , we have, by Lemma 3.14 applied to the
restriction of f to
∏
i∈N\T ′ {x ′i} ×
∏
i∈T ′ Xi (identified with
∏
i∈T ′ Xi ) with x ′ in the role
of x , f (p)∼h(|T ′|)ε f (x ′) and hence f (p)∼h(N)ε f (x ′). We also have
f (x ′)∼2Nε f (y)∼h(N)(2Nε) f (x).
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(The first relation holds because f varies by at most 2Nε on∏i<N {x ′, yi}, and the secondi
follows from this same fact and Lemma 3.16.) This gives
f (x ′)∼2Nε+h(N)(2Nε) f (x).
Choose δ > 0 small enough so that if g :X→ R is continuous and |g(s) − f (s)| < δ
for each s ∈∏i<N Ai , then (Ai : i < N) is an ε-array for g. Notice that if g ∈ Y0(n¯, ε),
then the fact that (Ai : i < N) is an ε-array for g implies that (Ai : i < N) is ε-maximal
for g. For each i < N , let Fi ⊆Xi be a finite set containing the members of Ai , xi , and the
endpoints of Ii .
Let
V =
{
g ∈ Cp(X):
∣∣g(s)− f (s)∣∣< min{ε, δ} for each s ∈ ∏
i<N
Fi
}
.
Let g ∈ V ∩ Y0(n¯, ε). Since g is uniformly within ε of f on ∏i∈N\T ′ {x ′i} × ∏i∈T ′ I˜i
and f varies by at most 2|T ′|ε on this set, we get that g varies by no more than
2|T ′|ε+2ε= 2(|T ′|+1)ε= 2|T ′|((|T ′|+1)/|T ′|)ε on∏i∈N\T ′ {x ′i}×∏i∈T ′ I˜i . As we did
for f above, we now apply Lemma 3.14 to the restriction of g to
∏
i∈N\T ′ {x ′i}×
∏
i∈T ′ Xi
with x ′ in the role of x , and we get g(p)∼h(|T ′|)((|T ′|+1)/|T ′|)ε g(x ′), and hence
g(p)∼h(N)(2ε) g(x ′) (1)
for any point p ∈∏i∈N\T ′ {x ′i} ×∏i∈T ′ Ji . This now gives
g(p)∼h(N)(2ε) g(x ′)∼ε f (x ′)∼2Nε+h(N)(2Nε) f (x)
and hence
g(p)∼(2N+1)ε+h(N)(2(N+1)ε) f (x) (2)
for any point p ∈∏i∈N\T ′ {x ′i} ×∏i∈T ′ Ji .
Now fix z ∈W =∏i<N Ii and g ∈ V ∩Y0(n¯, ε). Let z′ be the outer projection of z onto
(Ai : i < N). Then z′i = zi for i ∈ T ′, and z′i = x ′i when i ∈N \ T ′, so z′ ∈
∏
i∈N\T ′ {x ′i} ×∏
i∈T ′ Ji . The point y defined above is the projection of z onto (Ai : i < N) such that yi is
the endpoint of Ii which is in Ai , for i ∈ T ′. Thus y ∈∏i∈N\T ′ {x ′i}×∏i∈T ′ Ji . By Eq. (1),
the variation of g on
∏
i∈N\T ′ {x ′i} ×
∏
i∈T ′ Ji is at most 4h(N)ε. Thus, by Lemma 3.16
and Eq. (2),
g(z)∼h(N)(4h(N)ε) g(y)∼4h(N)ε g(z′)∼(2N+1)ε+h(N)(2(N+1)ε) f (x),
which gives g(z)∼4h(N)2ε+2(N+3)h(N)ε+(2N+1)ε f (x). Since 2(N + 3)h(N)+ (2N + 1)=
2Nh(N)+ 6h(N)+ 2N + 1 2Nh(N)+ 7h(N) 9Nh(N), we have
g(z)∼4h(N)2ε+9Nh(N)ε f (x).
We can take g = f in this relationship (we can get a better estimate when g = f , but we
do not need it) and this gives
g(z)∼4h(N)2ε+9Nh(N)ε f (x)∼4h(N)2ε+9Nh(N)ε f (z). ✷
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Lemma 3.18 [1, Lemma 5.20]. Let κ > 0 be a cardinal. Let ε > 0 be a real number. Let
Xα , α < κ , be linearly ordered spaces. Let f :
∏
α<κ Xα → R. Suppose F ⊆ κ is a finite
set such that for any points x, y ∈∏α<κ Xα , if x  F = y  F , then |f (x)−f (y)| ε. For
any ε-array A= (Aα: α < κ) for f , S(A)⊆ F .
Theorem 3.19 (Cf. [1, Theorem 5.21(a)]). Let X =∏α<κ Xα , where κ is a cardinal and
each Xα is a countably compact linearly ordered space. Then Cp(X) is locally narrow.
Given f ∈ Cp(X) and ε > 0, for each α < κ , there are pα = pα(f, ε) and qα = qα(f, ε) in
Xα such that pα  qα and the neighborhoods W in the definition of local narrowness can
be taken to be basic open sets
∏
α<κ Wα such that for each α < κ , if Wα ∩ (−∞,pα) = ∅,
then (−∞,pα)⊆Wα and if Wα ∩ (qα,∞) = ∅ then (qα,∞)⊆Wα .
Proof. Let X =∏α<κ Xα , where κ is a cardinal and each Xα is a countably compact
linearly ordered space. Fix ∗α ∈ Xα for each α < κ . In this proof, ε-array will mean
〈∗α : α < κ〉-based ε-array.
For each finite F ⊆ κ , let XF = {x ∈ X: xα = ∗α for all α ∈ κ \ F }. XF is naturally
homeomorphic to
∏
α∈F Xα and we shall identify the two spaces.
For two finite sequences n¯1, n¯2 ∈ ω<ω , let us write n¯1  n¯2 if |n¯1| |n¯2| and n¯1(i)
n¯2(i) for all i < |n¯1|, and let us write n¯1 < n¯2 if n¯1  n¯2 and either |n¯1| < |n¯2| or
n¯1(i) < n¯2(i) for at least one i < |n¯1|.
For each N ∈ N, n¯ ∈ ωN , m < ω, and ε, δ > 0, let Z(N, n¯,m, ε, δ) be the set of all
f ∈Cp(X) for which the following two conditions are satisfied:
(1) There is a sequence of pairs of points of X, 〈(ui, u′i ): i < m〉, such that for each i < m,|uiu′i |<ω, for any i < j < m we have (uiu′i )∩ (uju′j )= ∅ and for each i < m,
|f (ui)− f (u′i )|> ε. Also, writing F =
⋃
i<m uiu′i , we have |F | =N .
(2) There is a δ-array A= (Aα: α < κ) for f such that S(A)⊆ F , |S(A)| = |n¯| and for
all i < |n¯|, |AS(A)(i)| = n¯(i).
Let Y (N, n¯,m, ε, δ) be the set
Z(N, n¯,m, ε, δ) \
⋃{
Z(N ′, n¯′,m′, ε, δ): either m′ >m,
or m′ =m,N ′ =N, and n¯′ > n¯}.
We will show that the sets Y (N, n¯,m, ε, δ) (for rational ε and δ) witness the local
narrowness of Cp(X). Fix f ∈ Cp(X) and ε > 0. We first find N , n¯, m and δ such that
f ∈ Y (N, n¯,m, ε, δ). By Lemma 3.1, there is a maximum m such that the first sentence of
(1) holds. (Countably compact linearly ordered spaces are sequentially compact (because
every sequence in a linearly ordered space has a monotone subsequence).) For such an m,
fix a sequence of pairs of elements of X, 〈(ui, u′i ): i < m〉, such that for any i < j < m
we have (uiu′i ) ∩ (uju′j )= ∅ and for each i < m, |f (ui)− f (u′i )|> ε. By modifying
the points ui if necessary, we may assume that the sets uiu′i are finite. Let F ⊆ κ be the
union of the sets uiu′i , i < m. For any u,v ∈X, if u  F = v  F , then (uv)∩F = ∅ and
hence |f (u)− f (v)| ε by maximality of m. Note that the maximality of m also ensures
that f /∈Z(N ′, n¯′,m′, ε, δ) whenever m′ >m.
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Let N = |F |. Let δ > 0 be such that
8h(N)2δ+ 18Nh(N)δ < ε.
By the same argument as above, with ε replaced by δ, we can find a finite set F ′ ⊆ κ such
that if u  F ′ = v  F ′, then |f (u)− f (v)|  δ. By Lemma 3.18, if A is a δ-array for f ,
then S(A) ⊆ F ′. Among all sequences t = 〈(ui, u′i ): i < m〉 satisfying (1), in particular
satisfying |Ft | = N where Ft =⋃i<m uiu′i , and among all δ-arrays A for f such that
S(A)⊆ Ft , find a combination which results in a maximal n¯, where |n¯| = |S(A)| and for
all i < |n¯|, n¯(i)= |AS(A)(i)|.
(Each such A satisfies S(A) ⊆ F ′, and any δ-array for f corresponds to a δ-array for
the restriction of f to XF ′ . By Lemma 3.13, for any such array (Aα: α ∈ F ′), there is a
maximum value that the sizes of the sets Aα can have. Hence, the combinations for t and
A lead to only a finite number of possibilities for n¯, and thus there is a maximal such n¯.)
The maximality of n¯ ensures that f /∈ Z(N, n¯′,m, ε, δ) for any n¯′ > n¯. Thus f ∈
Y (N, n¯,m, ε, δ).
Fix η > 0 such that if we let V be the open neighborhood of f in Cp(X) defined by
V =
{
g ∈ Cp(X):
∣∣g(u)− f (u)∣∣< η
for each u ∈ {ui : i < m} ∪ {u′i : i < m} ∪
∏
α<κ
Aα
}
,
then g ∈ V implies that (Aα: α ∈ F) is a δ-array for g and |g(ui)− g(u′i )| > ε for each
i < m. This ensures in particular that if also g ∈ Y (N, n¯,m, ε, δ), and hence m is maximal
satisfying the first sentence of (1) for g, then for any u,v ∈ X, u  F = v  F implies
|g(u)− g(v)| ε.
For each α < κ , we take pα,qα ∈Xα so that the following conditions are satisfied:
(a) pα < minAα if (−∞,minAα) = ∅ and pα =minAα otherwise, and
(b) qα > maxAα if (maxAα,∞) = ∅ and qα =maxAα otherwise.
Define
Z0(n¯, δ)=
{
θ ∈Cp(XF ): there is a δ-array B = (Bα : α ∈ F)
for θ such that
∣∣S(B)∣∣= |n¯|
and for each i <
∣∣S(B)∣∣, |BS(B)(i)| n¯(i)}
= {θ ∈Cp(XF ): there is a δ-array B = (Bα : α ∈ F) for θ such that
for each α ∈ F, |Bα| k¯(α)
}
,
where k¯ ∈ ωF is given by k¯(S(B)(i))= n¯(i) for each i < |S(B)| and k¯(α)= 1 if α /∈ S(B),
and
Y0(n¯, δ)=Z0(n¯, δ) \
⋃{
Z0(m¯, δ): m¯ ∈ ωN, m¯ > n¯
}
.
Let θ = f XF ∈ Cp(XF ). It is easily verified that θ ∈ Y0(n¯, δ) with witnessing array
(Aα: α ∈ F). For each u ∈ XF , Lemma 3.17 provides open neighborhoods Wu of u (in
174 M.R. Burke / Topology and its Applications 134 (2003) 159–188
XF ) and Vu of θ such that Wu is a basic open set satisfying condition (1) in the statement
of Lemma 3.17 and for any v ∈Wu and ψ ∈ Vu ∩ Y (n¯, δ), we have∣∣ψ(v)− θ(v)∣∣ 8h(N)2δ+ 18Nh(N)δ.
We may assume that for some finite Ku ⊆XF , and some positive number εu,
Vu =
{
ψ ∈Cp(XF ): for all v ∈Ku,
∣∣ψ(v)− θ(v)∣∣< εu}.
Let
V ′u =
{
g ∈ Cp(X): for all v ∈Ku,
∣∣g(v)− f (v)∣∣< εu}.
V ′u is an open neighborhood of f in Cp(X). If g ∈ V ′u ∩ V ∩ Y (N, n¯,m, ε, δ), then
g XF ∈ Vu ∩ Y0(n¯, δ). Thus, for all v ∈Wu, we have∣∣g(v)− f (v)∣∣ 8h(N)2δ+ 18Nh(N)δ.
When u ∈X, let u′ ∈XF be given by u′(α)= u(α) for α ∈ F and u′α = ∗α for α ∈ κ \F .
Fix u ∈ X. Corresponding to u′ ∈ XF we get Wu′ and Vu′ as above. Let W˜u = {v ∈
X: v′ ∈Wu′ }. W˜u is an open neighborhood of u in X satisfying the required property with
respect to the points pα and qα . For any v ∈ W˜u and g ∈ V ′u ∩ V ∩ Y (N, n¯,m, ε, δ), we
have ∣∣g(v)− f (v)∣∣= ∣∣g(v)− f (v)∣∣

∣∣g(v)− g(v′)∣∣+ ∣∣g(v′)− f (v′)∣∣+ ∣∣f (v′)− f (v)∣∣
 ε+ (8h(N)2δ+ 8Nh(N)δ)+ ε
< 3ε. ✷
The following provides an extension of [1, Theorem 5.21(b)].
Corollary 3.20. Let X be a product of Dedekind complete countably compact linearly
ordered spaces. Then Cp(X) is narrow.
Proof. Write X =∏α<κ Xα , where κ is a cardinal and each Xα is a Dedekind complete
and countably compact linearly ordered space.
Fix f ∈ Cp(X) and ε > 0. By Theorem 3.19, for each α < κ there are pα,qα ∈Xα such
that pα  qα and the neighborhoods W in the definition of local narrowness can be taken
to be basic open sets
∏
α<κ Wα such that for each α < κ , if Wα ∩ (−∞,pα) = ∅, then
(−∞,pα)⊆Wα and if Wα ∩ (qα,∞) = ∅ then (qα,∞)⊆Wα .
For each α < κ , define a topology τα on Xα by letting the members of τα be the open
sets U of the order topology which satisfy the conditions that if U ∩ (−∞,pα) = ∅, then
(−∞,pα)⊆U and if U ∩ (qα,∞) = ∅ then (qα,∞)⊆U . Xα is compact in the topology
τα since (1) any open cover U ⊆ τα of Xα contains a finite subcover of the interval
[pα,qα] which is compact in the order topology by Dedekind completeness of Xα and
(2) U contains a set which covers all of (−∞,pα) (which might be empty, but then any
set covers it) and similarlyU contains a set which covers all of (qα,∞). If τ is the product
topology on X corresponding to the topologies τα on the factors, then X is compact in the
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topology τ by Tychonoff’s theorem. Furthermore, the neighborhoods witnessing the local
narrowness of Cp(X) for f and ε, as described above, are in τ .
The rest of the argument is similar to the proof of Proposition 2.4. Let the witnesses to
local narrowness of Cp(X), which holds by Theorem 3.19, be Yn, n < ω. For each x ∈X,
choose an n(x) < ω, an open neighborhood W(x) of x and an open neighborhood V (x)
of f such that W(x) ∈ τ , f ∈ Yn(x) and for every y ∈W(x) and every g ∈ Yn(x) ∩ V (x),
|f (y) − g(y)| < ε. Let L be a finite subset of X such that {W(x): x ∈ L} covers X.
Then, letting F = {n(x): x ∈ L} and V =⋂{V (x): x ∈ L}, we have that f ∈⋂n∈F Yn,
V is an open neighborhood of f , and for every y ∈ X and every g ∈ ⋂n∈F Yn ∩ V ,|f (y)− g(y)|< ε. This shows that the sets ⋂n∈F Yn, F a finite subset of ω, witness the
narrowness of Cp(X). ✷
Corollary 3.20 has a reformulation in terms of covering properties and Stone– ˇCech
compactifications.
Definition 3.21. If L is a nonempty countably compact linearly ordered space, let L˜ denote
the linearly ordered space obtained from L by taking the Dedekind completion (including
endpoints) of L and doubling each new point which is not an endpoint.
Clearly L˜ is compact and the inclusion map L→ L˜ is a homeomorphism onto its range.
Proposition 3.22. Let X be a countably compact linearly ordered space. Then βX= X˜. In
particular, βX is a compact linearly ordered space.
Proof. Let f :X → R be a continuous function. We wish to show that f extends to a
continuous function on X˜. Let x ∈ X˜ \X. The basic neighborhoods of x either all have the
formUx(z)= [x, z) or all have the formUx(z)= (z, x], say the latter. Since X is countably
compact and x /∈ X, the interval (z, x) has uncountable cofinality. Thus, f is constant on
X ∩Ux(z) for a suitable choice of z. In particular, the oscillation of f is zero at x . ✷
Proposition 3.23. If κ > 0 is a cardinal and Xα , α < κ are countably compact linearly
ordered spaces, then X =∏α<κ Xα is pseudocompact.
Proof. This is covered by [11, Theorem 5.2]. It can also be seen directly that ∏α<κ Xα
is countably compact. Let A⊆X be an infinite countable set. For each α < κ , the closure
Kα in Xα of the projection of A onto Xα is the same as the closure of this projection taken
in the Dedekind completion of Xα , since the projection is countable and Xα is countably
compact. Thus, Kα is compact. Since A⊆∏α<κ Kα , A has an accumulation point. ✷
By [4, Theorem 1] (or see [3, Exercise 3.12.21(d)]), βX =∏α<κ βXα .
Corollary 3.24. If X is a product of Dedekind complete countably compact linearly
ordered spaces and F :C(βX)→ C(X) is the restriction map, then for every isolated
collection C in Cp(βX), {f [C]: C ∈ C} has a σ -isolated base in Cp(X).
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In the language of [5], this says that the restriction map Cp(βX)→Cp(X) is index-σ -
isolated.
Proof. We prove the stronger fact that for every isolated collection C in (C(βX),‖ · ‖),
{f [C]: C ∈ C} has a σ -isolated base in Cp(X). Write f [C] for {f [C]: C ∈ C}. Since f
is a norm-isometry, f [C] is isolated in (C(X),‖ · ‖).
By Corollary 3.20 and Proposition 2.2(a), there is a network for (C(X),‖ · ‖) of the
form
⋃
n<ωNn where each Nn is isolated in Cp(X). Then Bn = {N ∩
⋃
f [C]: N ∈Nn
and for some C ∈ C , N ∩⋃f [C] ⊆ f [C]} is isolated in Cp(X) and ⋃n<ωBn is a base
for f [C]. ✷
Remark 3.25. Corollary 3.24 can fail if X is only assumed to be a countably compact
linearly ordered space. See [1, Example 5.17] for an example of such an X for which
Cp(X) is not narrow.
4. Baire and Fσ measurability
Definition 4.1. Let Y be a subspace of a product
∏
i∈I Xi of topological spaces. For E ⊆ I ,
let us say that A⊆ Y is a Y -cylinder based on E if for any two points x, y ∈ Y which have
the same restriction to E, either x and y are both in A, or neither of them is in A.
The next lemma is essentially standard. (Cf. [3, 2.7.12(a), 3.2.H].) We include it for
completeness.
Lemma 4.2. Let Y be a ccc subspace of a product∏i∈I Xi of topological spaces. Assume
that for any countable set E ⊆ I , the closure in Y of any Y -cylinder based on E is a
Y -cylinder based on E. Then for any continuous function f :Y →R, there is a countable
E ⊆ I such that for every open U ⊆R, f−1[U ] is a Y -cylinder based on E.
Proof. Since there is a countable base for the topology of R, it will be enough to show that
for every open U ⊆ R, there is a countable E ⊆ I such that f−1[U ] is a Y -cylinder based
on E.
Claim 4.3. For each open U ⊆ R, there is an open set V ⊆ Y , and a countable set of
coordinates E, such that V and clY V are Y -cylinders based on E and V ⊆ f−1[U ] ⊆
clY V .
Proof. Take a maximal cellular family C of basic open sets in Y which are contained in
f−1[V ]. Since Y is ccc, C is countable. Let E be a countable set of coordinates such that
the members of C are all Y -cylinders based on E. Then V =⋃C is a Y -cylinder based on
E. By our assumption about Y , clY V is also a Y -cylinder based on E. ✷
Now, let U ⊆ R be any open set, and write U = ⋃n<ω Un, where the sets Un are
open and U0 ⊆ clRU0 ⊆ U1 ⊆ clRU1 ⊆ U2 ⊆ clRU2 ⊆ · · · . For each n < ω, apply
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Claim 4.3 to Un to get an open set Vn ⊆ Y and a countable set En of coordinates such
that Vn and clY Vn are Y -cylinders based on En and Vn ⊆ f−1[Un] ⊆ clY Vn. Notice that
the first inclusion gives clY Vn ⊆ clY f−1[Un] ⊆ f−1[clRUn] ⊆ f−1[Un+1], and hence
f−1[Un] ⊆ clY Vn ⊆ f−1[Un+1]. Thus f−1[U ] =⋃n<ω f−1[Un] =⋃n<ω clY Vn is a Y -
cylinder based on
⋃
n<ω En. ✷
Lemma 4.4. Let X be a space. Assume that 0 /∈X. Think of Y =X×Cp(X) as a subspace
of ∏i∈{0}∪X Qi , where Q0 =X and for each i ∈X, Qi =R. For any set E ⊆ {0} ∪X, the
closure in Y of any Y -cylinder based on E is a Y -cylinder based on E.
Proof. Let E ⊆ {0} ∪X and let A be a Y -cylinder based on E. Let (x, g), (x ′, g′) ∈ Y be
such that g  (E ∩X) = g′  (E ∩X) and, if 0 ∈ E, x = x ′. Suppose that (x, g) ∈ clY A.
Take a basic open neighborhood of (x ′, g′) of the form U × V (g′,F, ε), where F ⊆ X
is finite, ε > 0 and V (g′,F, ε) = {h ∈ Cp(X): for all z ∈ F , |h(z) − g′(z)| < ε}. Let
(x ′′, g′′) ∈ A be such that g′′ ∈ V (g,F ∩ clX(E ∩ X), ε) and, if 0 ∈ E (in which case
x = x ′ ∈ U ), x ′′ ∈ U . If 0 /∈E, then, since A is a Y -cylinder set based on E, (x ′, g′′) ∈ A.
Hence, by replacing x ′′ by x ′ if necessary, we may assume that regardless of whether
0 ∈ E, we have x ′′ ∈ U . Since g  (E ∩ X) = g′  (E ∩ X) and g,g′ are continuous,
we have g  clX(E ∩ X) = g′  clX(E ∩ X). Thus g′′ ∈ V (g′,F ∩ clX(E ∩ X), ε). For
the points u ∈ F0 = F \ clX(E ∩ X), choose pairwise disjoint open sets Wu such that
u ∈Wu and Wu ∩ clX(E ∩ X) = ∅. Choose a continuous function fu :X→ R such that
fu is identically zero outside Wu and f (u) + g′′(u) = g′(u). (Recall that our spaces are
Tychonoff.) Then (x ′′, g′′ +∑{fu: u ∈ F0}) belongs to both A and U ×V (g′,F, ε). Thus,
(x ′, g′) ∈ clY A. ✷
Proposition 4.5. Let X be any nonseparable ccc space. Then the evaluation map X ×
Cp(X)→R is not a Baire function.
Proof. Let Y = Cp(X). Since X ×RX is ccc (the finite subproducts are clearly ccc) and
X×Cp(X) is dense in X×RX , X×Cp(X) is also ccc. By Lemmas 4.2 and 4.4, for every
continuous function f :X×Cp(X)→R, there is a countable set E ⊆X such that f (x, g)
depends only on x and g  E. It follows easily that the same is true of any Baire function
f :X × Cp(X)→ R. Clearly the evaluation map does not have this property if E is not
dense in X. ✷
Problem 4.6. Can the conclusion be strengthened to say that the evaluation map is not
Fσ -measurable?
In an earlier version of this paper, the following result was stated for compact M with
essentially the same proof. The observation that the proof works for Lindelof M and that
Corollary 4.8 follows was made in discussions with S. Todorcevic.
Proposition 4.7. Let X be a space in which there is a Lindelof set M which is not contained
in the closure of any countable subset of X. Then the evaluation map X×Cp(X)→R is
not Fσ -measurable.
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The hypothesis is satisfied, for example, if X is Lindelof and not separable orX contains
a Lindelof set of weight larger than c.
Proof. Let Y = Cp(X). Let U = {(x, f ) ∈X× Y : f (x) > 0}. We will show that U is not
Fσ . Suppose Kn, n < ω are closed in X× Y and contained in U . For each n < ω, M × {0}
is disjoint from Kn. Since M is Lindelof, there are countably many open neighborhoods
Vn,i , i < ω, of 0 ∈ Y and open sets Wn,i , i < ω, in X such that {Wn,i : i < ω} covers M and
(Wn,i × Vn,i)∩Kn = ∅ for each i < ω. We may assume that Vn,i = {f ∈ Y : |f (x)|< εn,i
for all x ∈ Ln,i} for some εn,i > 0 and some finite Ln,i ⊆ X. By assumption, the closure
of a countable set does not contain M . Thus, there is a point p ∈M \ cl(⋃n<ω, i<ω Ln,i ).
Choose f ∈ Y such that f is identically 0 on cl(⋃n<ω, i<ω Ln) and f (p) > 0. (Recall that
X is assumed to be Tychonoff.) Then (p,f ) ∈U \⋃n<ω Kn. ✷
This gives an answer to Problem 4.6 in the context of linearly ordered spaces.
Corollary 4.8. Let X be a ccc nonseparable linearly ordered space. Then the evaluation
map X×Cp(X)→R is not Fσ -measurable.
Proof. A ccc linearly ordered space is Lindelof and hence subject to Proposition 4.7. ✷
Corollary 4.9. Let Xα , α < κ , where κ is a cardinal, be spaces of cardinality at least 2
and let X =∏α<κ Xα . If κ > c, then the evaluation map X × Cp(X)→ R is not Fσ -
measurable.
Proof. The assumptions ensure that X contains a subspace M homeomorphic to 2κ . M is
not contained in the closure of any countable subset of X since the weight of a separable
space cannot be more than c (see [3, Theorem 1.5.7]).
Thus, X satisfies the hypothesis of Proposition 4.7. ✷
Remark 4.10. The compactness assumption in Proposition 4.7 and the ccc assumption
in Proposition 4.5 cannot be removed since, by Theorem 1.1, the evaluation map X ×
Cp(X) → R is of Baire class one, and hence Fσ -measurable, when X is metrizable,
regardless of whether X is separable. Even in the class of linearly ordered spaces, these
assumptions cannot be removed. For example, X = ω1 × R, equipped with the order
topology given by the lexicographic order on ω1 ×R, is topologically the direct sum of ℵ1
copies of R and hence is metrizable.
In [1, Theorem 3.1], we showed that the product X of countably many separable
linearly ordered spaces has the property that the evaluation map X × Cp(X) → R
is Fσ -measurable. Here we extend that result to products of continuum many spaces.
Proposition 4.7 shows that the continuum cannot be replaced by a larger cardinal.
Proposition 4.11. Let X be a separable linearly ordered space. Then there is a map
π :X → R which has fibers of cardinality at most 2, is -preserving, and is such that
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each x ∈ X has a neighborhood base consisting of intervals I (x, ε), ε > 0, defined as
follows. Let a = π(x).
(1) If x has both an immediate predecessor and an immediate successor, or x has no
immediate predecessor and no immediate successor, then
I (x, ε)= {z ∈X: a − ε < π(z) < a + ε}.
(2) If x has no immediate predecessor but has an immediate successor, then
I (x, ε)= {z ∈Xi : a − ε < π(z) and z x}.
(3) If x has no immediate successor but has an immediate predecessor, then
I (x, ε)= {z ∈X: x  z and π(z) < a + ε}.
Proof. This is standard. See the proof of [1, Theorem 3.1]. The description given there
of the clauses in the definition of I (x, ε) contains a small error in the case where x is an
isolated endpoint of X. The form given above is the correct one. ✷
Theorem 4.12. Let κ  c be a cardinal. Let Xi , i < κ , be subspaces of separable linearly
ordered spaces, and let X = ∏i<κ Xi . Then the evaluation map X × Cp(X) → R is
Fσ -measurable.
Proof. Let Xi be a subspace of the separable linearly ordered space Yi for each i < κ . By
Proposition 4.11, we have, for each i < κ , a map πi :Yi → R which is -preserving and
is such that each x ∈ Yi , and in particular each x ∈Xi , has a neighborhood base consisting
of intervals Ii(x, ε), ε > 0, defined as in the statement of Proposition 4.11. Henceforth, πi
denotes the restriction of πi to Xi and Ii(x, ε) denotes Ii(x, ε)∩Xi . Let Y = Cp(X). It is
easy to see (cf. [1, Proposition 2.3]) that it suffices to show that
A= {(x, f ) ∈X× Y : f (x) > 0}
is Fσ . Let D ⊆ X be a countable dense set [3, Exercise 3.12.4(c), Theorem 2.3.15]. For
p ∈D and ε, δ > 0, define the set
S(p, ε, δ)= {(x, f ) ∈X× Y : there is a finite set F ⊆ κ such that
for each i ∈ F, p(i) ∈ Ii
(
x(i), δ
)
and
for each u ∈X, if for all i ∈ F, u(i) ∈ Ii
(
x(i), δ
)
,
then f (u) ε
}
.
These sets cover A. To see this, suppose (x, f ) ∈ A. Choose ε > 0 such that f (x) > ε.
Then choose a finite set F ⊆ κ and a δ > 0 such that whenever u(i) ∈ Ii(x(i), δ) for each
i ∈ F , we have f (u)  ε. Then pick p ∈ D such that for each i ∈ F , p(i) ∈ Ii(x(i), δ).
Then (x, f ) ∈ S(p, ε, δ).
Claim 4.13. If (y, g) ∈X× Y is in the closure of S(p, ε, δ), then g(y) > 0.
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Proof. Let (y, g) ∈ X × Y be an accumulation point of S(p, ε, δ). If g(y)  0, choose a
basic open neighborhood V of y ,
V = {u ∈X: for each i ∈ F ′, u(i) ∈ Ii(y(i), η)},
where F ′ ⊆ κ is finite and η > 0, such that g(u) < ε for each u ∈ V . We may assume that
η δ.
For each i ∈ F ′, define elements y ′(i), y ′′(i) of Ii(y(i), η) as follows. If possible,
y ′(i) < y(i) and otherwise y ′(i) = y(i). If possible, y ′′(i) > y(i) and otherwise y ′′(i) =
y(i). Note that from the definition of I (y(i), η) it follows that when y ′(i) < y(i) we even
have πi(y ′(i)) < πi(y(i)). (Because we are able to choose y ′(i) < y(i), we are under
clause (1) or clause (2) of the definition of Ii(y(i), ε). If we had πi(y ′(i)) = πi(y(i)),
then every neighborhood of y(i) of the form Ii(y(i), ε) would contain y ′(i) and hence
the intervals Ii(y(i), ε) would not form a neighborhood base at y(i).) Similarly, when
y ′′(i) > y(i) we have πi(y ′′(i)) > πi(y(i)). Define
K = {u ∈X: for each i ∈ F ′, u(i) ∈ {y ′(i), y(i), y ′′(i)} and
for each i ∈ κ \F ′, u(i)= p(i)}.
Note that K is finite. Note also that for each u ∈ K we have u ∈ V , and hence g(u) < ε.
Let η0  η be a positive number less than each of the positive numbers of the form
|πi(y(i))− πi(y ′(i))| or |πi(y(i))− πi(y ′′(i))|, i ∈ F ′. Choose (x, f ) ∈ S(p, ε, δ) such
that
(i) for each i ∈ F ′, x(i) ∈ Ii(y(i), η0), and
(ii) for each u ∈K , f (u) < ε.
Claim 4.14. There is a u ∈K such that for each i ∈ F ′, u(i) ∈ Ii(x(i), δ).
Proof. It is clear from the definition of K that it suffices to show that for each i ∈ F ′,
{y ′(i), y(i), y ′′(i)} ∩ Ii(x(i), δ) is not empty. Fix i ∈ F ′. We have either y(i)  x(i) or
x(i)  y(i), say the former. If y(i) = x(i) then y(i) ∈ Ii(x(i), δ) and we are done, so
assume that y(i) < x(i). Then, since x(i) ∈ Ii(y(i), η0)⊆ Ii(y(i), η), it was possible when
y ′′(i) was defined to choose it so that y ′′(i) > y(i) and hence we did so. From the three
clauses in the definition of Ii(x(i), δ), we have that Ii(x(i), δ) contains at least one of the
sets L, R where
L= {z ∈Xi : πi(x(i))− δ < πi(z) and z x(i)}
and
R = {z ∈Xi : x(i) z and πi(z) < πi(x(i))+ δ}.
We have y(i) ∈L since
πi
(
x(i)
)− δ < πi(y(i))+ η0 − δ  πi(y(i))
and of course y(i) x(i). Also, y ′′(i) ∈R since
πi
(
x(i)
)
< πi
(
y(i)
)+ η0 < πi(y(i))+ (πi(y ′′(i))− πi(y(i)))= πi(y ′′(i))
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which implies x(i) < y ′′(i), andπi
(
y ′′(i)
)
< πi
(
y(i)
)+ η πi(x(i))+ η πi(x(i))+ δ.
Thus, Ii(x(i), δ) contains either y(i) or y ′′(i) and Claim 4.14 is established. ✷
Let F witness that (x, f ) ∈ S(p, ε, δ). Let u be as in Claim 4.14. Then, by (ii),
f (u) < ε. This will contradict the fact that (x, f ) ∈ S(p, ε, δ) if we show that for each
i ∈ F , u(i) ∈ Ii(x(i), δ). For i ∈ F ′ this is true because u is as in Claim 4.14. For
i ∈ F \F ′ ⊆ κ \F ′, we have u(i)= p(i), and by the choice of F we have p(i) ∈ Ii(x(i), δ).
Thus u(i) ∈ Ii(x(i), δ) in this case also. This proves Claim 4.13. ✷
Let K(p, ε, δ) denote the closure of S(p, ε, δ). Then A=⋃{K(p, ε, δ): p ∈D, ε, δ ∈
Q, ε > 0, δ > 0}. ✷
Corollary 4.15. If X is a product of compact linearly ordered spaces, then the evaluation
map X×Cp(X)→R is Fσ -measurable iff X is separable.
Proof. By Proposition 4.7 and Theorem 4.12. ✷
Of course the implication from right to left in Corollary 4.15 does not require
compactness and compactness can be considerably weakened for the other implication,
but it cannot be removed as the example of (ω1 × R,<lex) mentioned in Remark 4.10
shows.
Since X = βN is an infinite compact F -space, by [2, Theorem 1.1], the evaluation map
X×Cp(X)→R is not Borel measurable.
Problem 4.16. Is there a compact separable space X such that the evaluation map
X×Cp(X)→R is Borel-measurable but not Fσ -measurable?
Problem 4.17. Is the evaluation map X × Cp(X)→ R Borel measurable when X = ωκ
and κ > c?
Proposition 4.18. Let X be a space which contains a homeomorphic copy of 2κ , where κ
is an uncountable cardinal. Then the evaluation map F :X × Cp(X)→ R is not a Baire
function.
Proof. Let Y = Cp(X). We may assume that the homeomorphic copy of 2κ inside X is 2κ
itself.
Note that Y is ccc since it is dense in RX. Thus (
∏
α<κ Dα) × Y , Dα = 2 for each
α < κ , has ccc finite subproducts and hence is ccc. It follows from Lemma 4.2 that for
every continuous function f :X×Y →R, there is a countable set J ⊆ κ such that f (x, y)
depends only on the pair (x  J, y) for each x ∈ 2κ , y ∈ Y . This property of functions
is preserved by taking limits, since if functions fn, n < ω, each have this property with
respective witnesses Jn, n < ω, and f = limfn pointwise, then f has the property with
witness J =⋃n Jn. Hence every Baire function has this property.
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We finish by showing that the evaluation map does not have this property. Suppose there
were a countable set J ⊆ κ such that F(x, y) depends only on (x  J, y) for each x ∈ 2κ ,
y ∈ Y . Choose ξ ∈ κ \J and points x, x ′ ∈∏α<κ Dα which agree on all coordinates except
ξ and are such that xξ = a, x ′ξ = b with a = b. Choose any function y ∈ Y which separates
x and x ′. Since x  J = x ′  J , we have y(x)= F(x, y)= F(x ′, y)= y(x ′), contradiction.
Thus, F is not a Baire function. ✷
Corollary 4.19. Let Xα , α < κ , where κ is an uncountable cardinal, be spaces of
cardinality at least 2. Let X =∏α<κ Xα . Then the evaluation map X × Cp(X)→ R is
not a Baire function.
S. Todorcevic has communicated to us a question of H.R. Shatery who asked whether
there can be a real-valued function on a connected space which is Fσ -measurable but not
of Baire class one. The evaluation map X×Cp(X)→ R when X = [0,1]c provides such
an example by Theorem 4.12 and Corollary 4.19.
The next result shows that in Proposition 4.5, nonseparability is not necessary for the
conclusion to hold. The special case that the evaluation map is not of Baire class one when
A is the double arrow was given in [1, Example 3.6].
Theorem 4.20. Let X a separable linearly ordered space, and let π :X → R be the
map given by Proposition 4.11. Let A = {a ∈ R: π−1[a] contains two points}. Then the
evaluation map X×Cp(X)→R is Baire if and only if A is countable.
Proof. For a ∈A, we let π−1[a] = {aL, aR} where aL < aR .
If A is countable, let ε(a) be positive numbers such that
∑
a∈A ε(a) <∞.
f (x)=


π(x)+∑{ε(a): a ∈A, a < π(x)}
if π(x) /∈A, or π(x) ∈A and x = π(x)L,
π(x)+∑{ε(a): a ∈A, a < π(x)}+ ε(π(x))
if π(x) ∈A and x = π(x)R
is a homeomorphism from X onto a subspace of R. By Theorem 1.1, the evaluation map
X×Cp(X)→R is of Baire class one.
Now assume that A is uncountable. It will be enough to prove the following claim. Let
Y = Cp(X).
Claim. For every continuous function F :X×Y →R, there is a countable set E ⊆R such
that for all x ∈A \E and for all y ∈ Y , F(xL, y)= F(xR, y).
(Once the claim is established, it follows that the claim also holds for every Baire
function. (If functions Fn satisfy the claim with sets En as respective witnesses, and
F = limFn, then E =⋃n En witnesses that F satisfies the claim.) However, the evaluation
map does not satisfy the claim since for each x ∈ A, y(xL) = y(xR) where y is the
characteristic function of the interval (−∞, xL].)
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Proof of Claim. If the claim fails for F :X × Y → R, then {x ∈ A: for some y ∈ Y ,
F(xL, y) = F(xR, y)} is uncountable. One of{
x ∈A: for some y ∈ Y, F (xL, y)<F (xR, y)}
or {
x ∈A: for some y ∈ Y, F (xL, y)>F (xR, y)}
is uncountable, say the former. Then for some rational number p,
A0 =
{
x ∈A: for some y ∈ Y, F (xL, y)<p < F (xR, y)}
is uncountable. For each x ∈ A0, fix a yx ∈ Y , such that F(xL, yx) < p < F(xR,yx) and
choose rational numbers ax < x and bx > x as well as open neighborhoods Ux , Vx of yx
such that F takes values <p on (aLx , xL] ×Ux and F takes values >p on [xR, bLx )× Vx .
Replacing Ux and Vx by their intersection, we may assume Ux = Vx . There are rational
numbers a, b and an uncountable set A1 ⊆ A0 such that for all x ∈ A1, ax = a and
bx = b. Since Y is ccc (it is dense in RX), there are distinct points x1, x2 ∈ A1 such that
Ux1 ∩Ux2 = ∅. Say x1 < x2 and let y ∈ Ux1 ∩Ux2 . On the one hand,(
xR1 , y
) ∈ [xR1 , bLx1)×Ux1
and hence F(xR1 , y) > p. On the other hand,(
xR1 , y
) ∈ (aLx1, xL2 ]×Ux2 = (aLx2, xL2 ]×Ux2
and hence F(xR1 , y) < p, contradiction. ✷
Appendix A. Proof of Lemma 3.14
The proof requires the following combinatorial results about n-dimensional arrays.
Definition 4.21 [1, Definition 4.1]. If A is a k0 × k1 × · · ·× kn−1 array, A= (aσ : σ ∈K),
where K =∏i<n ki , then for any i < n for which ki = 3, we shall say that P = (aσ : σ ∈
K, σ(i) = 1) is a central plane of A and that P0 = (aσ : σ ∈ K, σ(i) = 0) and P2 =
(aσ : σ ∈K, σ(i)= 2) are faces of A and are the neighbors of P .
Definition 4.22 [1, Definition 4.2]. Let R be a reflexive relation on a set S. For a, b ∈ S,
write a =1 b to mean that (a, b) ∈ R and, more generally, for n ∈ N, write a =n b to
mean that there are a = a0, a1, . . . , an = b such that (ai, ai+1) ∈ R for each i < n. (Note:
since R is reflexive, a = b implies a =1 b and for each n ∈ N, a =n b implies a =n+1 b.)
The relation R should be mentioned in the notation, but R will always be clear from the
context.
The word “symmetric” was missing from the following definition and from the
statements of the next three results in [1].
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Definition 4.23 [1, Definition 4.3]. Let R be a reflexive symmetric relation on a set S.
Let n ∈ N. Let A = (aσ : σ ∈∏i<n ki) be an array of elements of S. For any i < n for
which ki = 3, and for k = 0 or 2, we say that the central plane (aσ : σ ∈ K, σ(i) = 1)
and the face (aσ : σ ∈K, σ(i)= k) are related if aσ =1 aτ whenever σ(i)= 1, τ (i)= k,
and σ(j)= τ (j) for all j < n such that j = i . If ki = 3 for all i < n, i.e., A has the form
(aσ : σ ∈ 3n), we shall say A is saturated if whenever we delete from A at most n− 1 of
its central planes, at least one of the central planes of the remaining array is related to one
of its neighbors.
Proposition 4.24 [1, Proposition 4.4]. Let R be a reflexive symmetric relation on a set S.
Let n ∈ N. For n  2, the faces of a saturated array A = (aσ : σ ∈ 3n) of elements of S,
considered as (n− 1)-dimensional arrays in the obvious way, are saturated.
Lemma 4.25 [1, Lemma 4.5]. Let R be a reflexive symmetric relation on a set S. Let n ∈N.
Suppose A= (aσ : σ ∈ 3n) is a saturated array of elements of S. Then A has a corner in
which all the entries are closely related, in the following sense. There are σ0, σ1 ∈ 3n
such that σ1(i) = σ0(i) + 1 for all i < n, and aτ =2n−1 aτ ′ for all τ, τ ′ ∈ 3n such that
σ0(i) τ (i) σ1(i) and σ0(i) τ ′(i) σ1(i) for all i < n.
Lemma 4.26 [1, Lemma 4.6]. Let R be a reflexive symmetric relation on a set S. Let n ∈N.
Suppose A= (aσ : σ ∈ 3n) is a saturated array such that
(a) aσ =1 aσ ′ for all σ,σ ′ ∈ 3n such that σ(i), σ ′(i) 1 for all i < n, and
(b) aσ =1 aσ ′ for all σ,σ ′ ∈ 3n such that σ(i), σ ′(i) 1 for all i < n, σ(i)= 0 for at least
one i < n, and σ ′(i)= 0 for at least one i < n,
(c) a〈0,0,...,0〉 =5n a〈1,1,...,1〉.
Then aσ =4n aσ ′ for all σ,σ ′ ∈ 3n such that σ(i)= 0 for at least one i < n, and σ ′(i)= 0
for at least one i < n.
For the proof of Lemma 3.14, we proceed by induction on N . Recall that for real
numbers u,v, we write u∼ε v to mean that |u− v| ε.
Consider first the case N = 1. By ε-maximality ofA0, we have either f (x0)∼ε f (a0) or
f (x0)∼ε f (b0), say the latter. If [x0, b0) is open, define x ′0 = x0, I0 = [x0, b0). Otherwise,
choose x ′0 such that a0 < x ′0 < x0 < b0, and f varies by at most 2ε on {x ′0, x0, b}. Then
let I0 = (x ′0, b0). Now assume that x ′0, I0 are as in the hypothesis of the last claim in the
statement of the lemma. We may assume that the endpoints of I0 are x ′0 and b0. By (B),
f (x ′0) ∼2ε f (b0). For any y ∈ J0 = I0 ∪ {b0}, the ε-maximality of A0 for f implies that
we cannot have f (a0) ∼ε f (x ′0) ∼ε f (y) ∼ε f (b0).
Case 1: f (y)∼ε f (b0). Then f (y)∼ε f (b0)∼2ε f (x0), so f (y)∼3ε f (x0).
Case 2: f (x ′0)∼ε f (y). Then f (y)∼ε f (x ′0)∼2ε f (x0), so f (y)∼3ε f (x0).
Case 3: f (x ′0) ∼ε f (y) ∼ε f (b0) and f (a0) ∼ε f (x ′0). Then f (y) ∼ε f (a0) (by ε-
maximality of A0), so f (y) ∼ε f (a0) ∼ε f (x ′0) ∼2ε f (x0), and we have
f (y)∼4ε f (x0).
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Now assume N  2. By the ε-maximality of (Ai : i < N), the array(
f (p): p ∈
∏
i<N
{ai, xi, bi}
)
is saturated with respect to the relation ∼ε . By Lemma 4.25, there is a corner of this
array on which f varies by no more than (2N − 1)ε. For notational convenience, and
without loss of generality, we assume that this corner is the one indexed by
∏
i<N {xi, bi}.
For each i < N such that [xi, bi) is open, define x ′i = xi and Ii = [xi, bi). For the other
values of i < N , choose x ′i so that ai < x ′i < xi and f varies by no more that 2Nε on∏
i<N {x ′i , xi, bi}; then let Ii = (x ′i, bi).
We have now established the lemma when N = 1, and the first part of the lemma when
N  2.
Now assume that N  2 and that x ′, Ii (I < N ) are as in the hypothesis of the last
claim in the statement of the lemma. Again, for notational convenience, assume that all the
intervals Ii have the form (x ′i, bi) or [x ′i, bi).
Let y ∈∏i<N Ji . Suppose first that y ∈∏i<N Ii and |f (y)− f (x)| > h(N)ε. In the
array (
f (p): p ∈
∏
i<N
{ai, yi, bi}
)
,
there is, by Lemma 4.25 (taking the relation to be ∼ε), a corner in which the values differ
from one another by no more than (2N − 1)ε.
Claim 4.27. The only corner of ∏i<N {ai, yi, bi} on which f varies by no more than 2Nε
is the one given by
∏
i<N {ai, yi}. (In particular, the corner mentioned above is necessarily
the one indexed by
∏
i<N {ai, yi}.)
Proof. If not, then there is such a corner in which the index of some point has a coordinate
of the form bi , say with i = 0. As noted in Proposition 3.12 (Ai : 1  i < N) is an
ε-maximal array for the restriction of f to {b0} ×∏1i<N Xi identified, in the obvious
way, with
∏
1i<N Xi . Also, f varies by at most 2Nε = 2(N − 1)(N/(N − 1))ε (recall
that N  2) on {b0} × ∏1i<N I˜i . By the induction hypothesis, with ε replaced by
(N/(N − 1))ε,∣∣f (b0, y1, . . . , yN−1)− f (b0, x1, . . . , xN−1)∣∣
 h(N − 1)(N/(N − 1))ε  h(N − 1)(2ε).
We also have |f (b0, x1, . . . , xN−1) − f (x)|  2Nε and (by assumption) |f (b0, y1, . . . ,
yN−1)− f (y)| 2Nε. Thus,∣∣f (y)− f (x)∣∣ 2Nε + h(N − 1)(2ε)+ 2Nε  h(N)ε,
contradiction. ✷
By the first part of the lemma, we can find y ′ and open intervals Ui = (ai, y ′i ) or (ai, y ′i],
i < N , so that (A) and (B) hold with (x, x ′, Ii ) replaced by (y, y ′,Ui). (By Claim 4.27, in
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order for (B) to hold, the interval Ui necessarily has ai , rather than bi , as an endpoint,
for each i < N .) We have x ′i ∈ Ui for each i < N . (If x ′i = yi , then x ′i ∈ Ui because Ui
is a neighborhood of yi . If x ′i = yi , then, since yi ∈ Ii , we have x ′i < yi < bi and hence
x ′i ∈ Ui .)
Consider a point p ∈ ∏i<N {yi, bi} such that L = {i < N : pi = bi} = ∅. If L = N ,
then |f (p) − f (x)|  2Nε. Assume now that L = N . As in the proof of Claim 4.27,
(Ai : i ∈ N \ L) is an ε-maximal array for the restriction of f to ∏i∈L{bi} ×∏i∈N\LXi
identified, in the obvious way, with
∏
i∈N\L Xi . Define q ∈
∏
i<N {xi, bi} by qi = pi = bi ,
i ∈L, qi = xi , i ∈N \L. The variation of f on∏
i∈L
{bi} ×
∏
i∈N\L
I˜i ⊆
∏
i∈N
I˜i
is at most 2Nε = 2(N − |L|)(N/(N − |L|))ε and hence, by the induction hypothesis with
ε replaced by (N/(N − |L|))ε, it follows that∣∣f (p)− f (q)∣∣ h(N − |L|)(N/(N − |L|))ε  h(N − 1)Nε.
We also have |f (x) − f (q)|  2Nε, and hence |f (p) − f (x)|  h(N − 1)Nε + 2Nε.
Note that this holds also when L= N . Hence f varies by no more than double the value
h(N − 1)Nε+ 2Nε over∏i<N {yi, bi} \ {y}. We also have∣∣f (y)− f (b0, b1, . . . , bN−1)∣∣> 5N(h(N − 1)2Nε+ 4Nε).
For, if not, then∣∣f (y)− f (x)∣∣ ∣∣f (y)− f (b0, b1, . . . , bN−1)∣∣+ ∣∣f (b0, b1, . . . , bN−1)− f (x)∣∣
 5N
(
h(N − 1)2Nε+ 4Nε)+ 2Nε
 h(N)ε,
contradiction. By Lemma 4.26, applied to the array (f (p): p ∈∏i<N {ai, yi, bi}) and the
relation ∼h(N−1)2Nε+4Nε , we get∣∣f (b0, b1, . . . , bN−1)− f (p)∣∣ 4N(h(N − 1)2Nε+ 4Nε)
for any p ∈∏i<N {ai, yi, bi} such that pi = bi for at least one i < N . In particular, this is
true for any p ∈∏i<N {ai, bi} such that pi = bi for at least one i < N .
Similarly, consider a point p ∈∏i<N {ai, x ′i} such that L = {i < N : pi = ai} = ∅. If
L = N , then |f (p)− f (y)| (2N − 1)ε by the statement in parentheses in Claim 4.27.
Assume now that L = N . (Ai : i ∈ N \ L) is an ε-maximal array for the restriction
of f to
∏
i∈L{ai} ×
∏
i∈N\LXi identified, in the obvious way, with
∏
i∈N\LXi . Define
q ∈∏i∈L{ai}×∏i∈N\L Xi by qi = ai for i ∈ L, and qi = yi for i ∈N \L. As pointed out
above, x ′i ∈ Ui for each i < N , and hence p belongs to th e set
∏
i∈L{ai} ×
∏
i∈N\L Ui ∪{ai} which corresponds to the “∏i<N Ji” in the conclusion of the lemma applied to
the restriction of f to
∏
i∈L{ai} ×
∏
i∈N\LXi ∼=
∏
i∈N\L Xi with (x, x ′, Ii ) replaced by
(q, q ′,Ui) where q ′i = ai for i ∈L, and q ′i = y ′i for i ∈N \L. Since the variation of f on∏
i∈L
{ai} ×
∏
i∈N\L
U˜i ⊆
∏
i∈N
U˜i
M.R. Burke / Topology and its Applications 134 (2003) 159–188 187
is not more than 2Nε = 2(N − |L|)(N/(N − |L|))ε, the induction hypothesis gives∣∣f (q)− f (p)∣∣ h(N − |L|)(N/(N − |L|))ε  h(N − 1)Nε.
Since |f (y)− f (q)| (2N − 1)ε, we get∣∣f (y)− f (p)∣∣ (2N − 1)ε+ h(N − 1)Nε  2Nε + h(N − 1)Nε.
Note that this holds also when L = N . Since f varies by no more than 2Nε on∏
i<N {x ′i , bi}, a similar calculation as in the previous paragraph shows that Lemma 4.26
applies to the array(
f (p): p ∈
∏
i<N
{ai, x ′i , bi}
)
(with the relation being ∼h(N−1)2Nε+4Nε).
(If |f (a0, a1, . . . , aN−1)− f (x ′)| 5N(h(N − 1)2Nε+ 4Nε), then∣∣f (y)− f (x)∣∣ ∣∣f (y)− f (a0, a1, . . . , aN−1)∣∣
+ ∣∣f (a0, a1, . . . , aN−1)− f (x ′)∣∣+ ∣∣f (x ′)− f (x)∣∣
 (2N − 1)ε+ 5N(h(N − 1)2Nε+ 4Nε)+ 2Nε
 h(N)ε,
contradiction.)
We get∣∣f (a0, a1, . . . , aN−1)− f (p)∣∣ 4N(h(N − 1)2Nε+ 4Nε)
for any p ∈∏i<N {ai, x ′i , bi} such that pi = ai for at least one i < N . In particular, this is
true for any p ∈∏i<N {ai, bi} such that pi = ai for at least one i < N .
Now, since N  2, there is a point p ∈∏i<N {ai, bi} such that pi = ai for at least one
i < N and pi = bi for at least one i < N . For such a point p, we get∣∣f (y)− f (x)∣∣ ∣∣f (y)− f (a0, a1, . . . , aN−1)∣∣+ ∣∣f (a0, a1, . . . , aN−1)− f (p)∣∣
+ ∣∣f (p)− f (b0, b1, . . . , bN−1)∣∣+ ∣∣f (b0, b1, . . . , bN−1)− f (x)∣∣
 (2N − 1)ε+ 4N(h(N − 1)2Nε+ 4Nε)
+ 4N (h(N − 1)2Nε+ 4Nε)+ 2Nε
 h(N)ε,
contradiction.
Thus |f (y)− f (x)| h(N)ε for each y ∈∏i<N Ii .
Now suppose y ∈∏i<N Ji \∏i<N Ii . Then the set
S = {i < N : yi ∈Ai} = {i < N : yi = bi}
is nonempty. If S =N , then y ∈∏i<N I˜i , so f (x)∼2Nε f (y). If N \ S = ∅, consider the
restriction of f to
T =
∏
i∈S
{bi} ×
∏
i∈N\S
Xi,
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identified with
∏
i∈N\S Xi . Note that (Ai : i ∈ N \ S) is ε-maximal for f restricted to T ,
and f varies by at most 2Nε = 2(N − |S|)(N/(N − |S|))ε on ∏i∈S{bi} ×∏i∈N\S I˜i . If
p ∈ T is defined by pi = bi for i ∈ S and pi = xi for i ∈ N \ S, then by the induction
hypothesis we have
f (y)∼h(N−|S|)((N/(N−|S|))ε) f (p)∼2Nε f (x)
and hence f (y)∼h(N−1)(Nε)+2Nε f (x), which implies f (y)∼h(N)ε f (x).
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