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In a previous paper [3], the concept of strong stability of the point at 
infinity relative to a two-dimensional system of ordinary differential equations 
was introduced and used to establish the existence of periodic solutions of 
the system of differential equations. It was also shown that the question of 
determining whether the point at infinity is strongly stable can be reduced 
to the study of the asymptotic stability of a nonelementary critical point in 
the finite plane. 
In Section 1 of this paper we obtain some practical criteria for stability 
of certain nonelementary critical points. The criteria are practical in the 
sense that elementary computations can be used to determine if a particular 
critical point of a given two-dimensional system satisfies the criteria. These 
criteria are obtained by reformulating certain results from the analysis of 
general critical points (Lefschetz [6], and Nemytskii and Stepanov [II], and 
Malkin [8]) and adding certain topological and analytical considerations. 
The fact that the criteria obtained are really practical is then illustrated with 
some examples. 
In Section II, we use the results of Section I to apply the theory of [.3] and 
obtain limit cycles and periodic solutions and also to establish in some cases 
the existence of unbounded solutions of a particular kind. Finally we use the 
results of Section 1 to obtain periodic solutions for certain two-dimensional 
systems by using the concept of the line at infinity. This is an extension of a 
result in [I]. 
1. STABILITY OF CERTAIN NONELEMENTARY CRITICAL POINTS 
Consider 
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where P , Q are analytic at 0 (we denote by 0 the origin (0,O) of the xy-plane) 
and Pi , Qr are forms of degrees i and j respectively. Assume that m > 1, 
n > 1 and that m > 1 or n > 1 and that 0 is an isolated critical point of(E). 
Thus 0 is an isolated nonelementary critical point. 
DEFINITION. The point 0 is stable as t + 00 [t -+ - 001 if: given E > 0 
and to a fixed real number then there exists 77 > 0 such that if (x(t), y(t)) is a 
solution of (E) such that 
max [I x(&J I9 I Y&J II < 71 
then for each t > to [t < t,,] 
The point 0 is asymptoticah’y stable as t -+ 03 [t + - co] if we can also 
conclude: 
$ W),YW) = (0, 0) 
[ lim (x(t), r(t)> = (0, 011. t*--X 
THEOREM 1. Thepoint 0 is stable as t+ oo or as t+ - 03 ;fand only 
if two of the following conditions hold: 
(i) point 0 has no hyperbolic sectors; 
(ii) point 0 has no elliptic sectors; 
(iii) the index of 0 is + 1. 
Proof. Conditions (i) and (ii) are necessary and sufficient conditions that 0 
be stable as t -+ co or as t -+ - co by Theorem (2.8), p. 223, of Lefschetz [6]. 
Conditions (i) and (iii) are equivalent to (i) and (ii) by the Bendixson formula 
(see [6], p. 222). The same formula shows that conditions (ii) and (iii) are 
equivalent to (i) and (ii). 
In order to distinguish whether 0 is stable as t + co or stable as t -+ - co, 
we introduce the following criteria: 
THEOREM 2. If m < n and 
dr 
r dt = xP(x, Y) + rQ(x, Y) i 0 
on the points of the positive y-axis which are su$iciently close to 0, if 
P,,,(O, 1) # 0, and if 0 is stable as t +ooorast+--qthenOisqmpto- 
tically stable as t---f KI. 
(Analogous results can be obtained if r(dr/dt) is negative on the points of 
the negative y-axis which are sufficiently close to the origin or if n < m. 
See Nemytskii and Stepanov [II], pp. 99-100.) 
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Proof of Theorem 2. According to the analysis given in Nemytskii and 
Stepanov [II], especially pp. 99-100, if the hypotheses above are satisfied, 
there is a path of(E) which approaches 0 along the positive x-axis. Hence by 
Theorem (2.8), p. 223, of Lefschetz [6], the point 0 is a stable node and hence 
is asymptotically stable as t + co. 
THEOREM 3. If  m = n and ;f xQm(x, y) - yPm(x, y) has real linear 
factors, then: 
(i) If 0 is stable as t + CO or as t -+ - co and if (ax + by) is a factor of 
multiplicity one of yP,(x, y) - xQm(x, y) and if 
xf’m(x, Y) + YQ&, Y> < 0 
(except at 0) on the line 
ax + by = 0 
then 0 is asymptotically stable as t + 00. 
(ii) I f  
xPm(x, Y> + YQ&, Y> < 0 
(except at 0) on all the straight lines dejined by the real linear factors of 
xQ& Y> - YP&, Y) 
thrn 0 is asymptotically stable as t + co. 
(If xQ&, Y) - YP&, Y> h as no real linear factors, then as pointed out 
in [3], the stability of 0 can be studied by the approach described by 
Malkin [8], p. 418 ff.) 
Proof. Statement (i): By Theorem (4.1), p. 225, of Lefschetz [6], it 
follows that there are paths of (E) which approach 0 along the line 
ax + by = 0. 
Therefore 0 is a stable node and hence is asymptotically stable as t + co. 
Statement (ii) is a special case of a result of Malkin [8], p. 418, Case 1. 
Malkin’s proof is not wholly clear (at least in translation) and there is a gap 
in it. But a rigorous proof follows at once from a result of Lefschetz [A, 
pp. 12-15, especially Case III, and a theorem of Massera [IO], p. 201, Theo- 
rem 24. 
The criteria described in Theorems 2 and 3 are practical in the sense 
described in the introduction. In Theorem 1, condition (iii) is practical 
because the index can be computed since P(x, y) and Q(x, y) are analytic 
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functions (see [2], p. 42). But we need to obtain practical criteria for deter- 
mining if conditions (i) and (ii) are satisfied. One very simple condition is 
given in terms of 
dr 
- -!- bP(x, Y) + YQ(x, r>l z-r 
If drldt > 0 except at the origin or if dr/dt < 0 except at the origin, then it is 
clear that there are no elliptic or hyperbolic sectors. However this condition is 
not necessary as the following example shows: 
or 
The paths are: 
x3dx + y3dy = 0. 
x4+y4=c 
where c is an arbitrary positive constant. So 0 is a center. But 
r$=-xp+2y=xy(x-y)(x+y). 
Thus in an arbitrary neighborhood of 0, a stable critical point of (E,), the 
expression dr/dt is positive at some points and negative at others. 
Now let J(P, Q) denote the Jacobian of P(x, y) and Q(x, y), i.e., 
PAX9 Y> P&P Y> 
J(p’ ‘) = 1 Q&G Y) Q&, Y> ’ 
LEMMA 1. If J(P, Q) > 0( < 0) in a neighborhood of the critical point 0 
of (E), then 0 has no hyperbolic sectors [elliptic sectors]. 
Proof. Suppose 0 has a hyperbolic sector s. The index of 0 is equal, 
from the definition, to the topological degree at 0 of the map 
M : (x, Y) + (x’, Y’) 
defined by: 
x’ = P(x, y) Y’ = Q(x, Y). 
the topological degree being taken relative to any sufficiently small disc with 
center 0. In sector s, the angular variation is negative, i.e., in terms of the 
topological degree of M, if d is a sufficiently small disc with center 0, then 
d r\ s is mapped so that its orientation is reversed. Hence J (P, Q) must be 
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negative at some point of d n s which contradicts the hypothesis. A similar 
proof holds for an elliptic sector. 
If J(P, Q) does not have a constant sign in a neighborhood of 0, we can 
make a more refined study. First we apply to J(P, $3) the same kind of 
analysis that Lefschetz [6], p. 209 ff, applies to the study of the expression 
xX + yY (see [6], p. 2111). This application, together with the result 
obtained by Lefschetz for xX + yY, yields the following result. 
LEMMA 2. Any su@iently small nezghborhood N of 0 is divided by the 
branches of the curve 
xP+yQ=O 
into a finite number of sectors s1 , . . . , s, in each of which XP + yQ has a constant 
s&z. Neighborhood N is divided by the branches of the curve 
JR Q) = 0 
into a finite number of sectors q , s-1, u, in each of which J(P, Q) has a constant 
sign. 
DEFINITION. A sector si in which 
xf’+yQ >O [-CO] 
is a positive [negative] sector of XP + yQ. A sector q in which 
JR Q) > 0 [< 01 
is a positive [negative] sector of J(P, Q). A nonpositive sector ,Zi of J(P, Q) is a 
negative sector q or a union of adjacent negative sectors ut . 
LEMMA 3. A necessary condition that there be a hyperbohi sector of 0 is 
that there exist a nonpositive sector of J(P, Q) in which 
dr 
Y~=XP+YQ 
changes sign; in other words, that there exist a nonpositive sector of J(P, Q) 
which has a nonnull intersection with two adjacent sectors si , s~+~ of XP + yQ 
such that one of the sectors, say si , is positive and the other is negative. 
Proof. Suppose there is a hyperbolic sector of 0 and suppose C is the 
curve in the hyperbolic sector on which drldt = 0 and across which drldt 
changes sign (see [6], p. 209 ff.). Suppose 
dr 
yz=xP+yQ 
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has constant sign in each nonpositive sector Zi of J(P, Q). If each such sector 
Zi stays away from C in the sense that C and .Zi have only the point 0 in 
common and the boundaries of .Zi go into 0 at different angles from the angle 
at which C enters 0, then by the same argument as in the proof of Lemma 1, 
there is a point outside all the & at which J(P, Q) < 0. But all such points 
must be in UJi . So we have a contradiction. If part of the boundary of a Zi 
coincides with C, then by the same argument as in the proof of Lemma 1, 
there is a point on the other side of C but arbitrarily close to C at which 
J(P, Q) < 0. Again we have a contradiction. 
Theorem 1 and Lemma 3 yield: 
THEOREM 4. If the index of 0 is + 1 and any nonpositive sector of J(P, Q) 
intersects only sectors of r(dr/dt) all of which are negative or all of which are 
positive, then 0 is stable as t + 00 or as t -+ - co. 
Now we apply the criteria in Theorems 2, 3, and 4 to some examples. 
These examples will show that the criteria can be applied by using only very 
elementary considerations: factorization of polynomials and the fact the terms 
of higher power in x and y are “small” in a sufficiently limited neighborhood 
of the origin. To obtain some illustrative examples, suppose first that 
P,(x, y) and QJx, y) have no common real factors. This implies that the 
topological index at 0 of the map 
Ml : (x9 Y) - (Xl 9 Yl) 
defined by 
Xl = p9rk Y) YI = Q&, Y) 
exists. Hence from the definitions and by higher order arguments, the index 
of 0 regarded as a critical point of (E) is defined and equals the topological 
index at 0 of Mr . By the usual method of computing the topological index 
of a map of the form M1 (see [2], pp. 38-40) it follows that if the topological 
index of M, is to be + 1, then m and n must be odd. In particular suppose now 
that 
P, = (x - ay)” 
Qs = k(x - by) 
where m and n are both odd and a, b, k are constants. Then 
J(P, Q) = m(x - ay)+l k(x - by)+l (- nb) 
- m(- a) (x - ay)“-l nk(x - by)+l + T(x, y) 
= mnk(a - b) (x - ay)“-’ (x - by)+1 + T(x, y) 
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where T(x, y) denotes terms of degree higher than m + n - 2 in x and y. 
Then if a - b > 0 and k < 0 and if T(x, y) is nonpositive on the lines 
x = uy and x = by (to determine if this is true it is often sufficient to con- 
sider the lowest order terms in T(x, y)) then J(P, Q) < 0. Similarly if 
a - 6 < 0 and k > 0 and T(x, y) is nonpositive on the lines x = uy and 
x = by, then J(P, Q) < 0. In both cases, there are no elliptic sectors by 
Lemma 1 and the index of 0 is + 1; so 0 is a stable critical point as t -+ CO 
or as t-+ - cc by Theorem 1. 
For a second example, suppose 
p = x3 + **. 
Q = (x -y)y4 + -.*. 
By the usual method of computation ([2], pp. 38-40) and the usual higher 
order arguments ([2], pp. 42-43) it follows that the index of 0 is + 1. The 
Jacobian is 
J(P, 8) = 3x2 1; Kx - Y> ~7 1 + T,(x, Y) 
where T,(x, y) denotes terms of order higher than six. Thus 
But 
J(P, Q) = 3x2[4xy3 - 5y*] + T, 
= 3x2y3[4x - Sy] + T, . 
+xP+yQ=x4+y(x-y)y4+Te 
= x4 f T6 , 
where T, denotes terms of order higher than five. Now J(P, Q) and r(dr/dt) 
are dominated by their terms of lowest order if we consider sufficiently small 
neighborhoods of 0. For example, r(dr/dt) is positive except in narrow 
sectors containing the line x = 0. These sectors can be made as narrow aa 
desired by taking a sufficiently small neighborhood of 0. By the same 
considerations, J(P, Q) is negative approximately between the line y = 0 
and the line y = 8 x. Hence by Theorem 4, the point 0 is stable as t + CO 
orast-+-cDco. 
If Pm and Qn have a common factor, the higher order terms must be 
examined as indicated by the following example. Suppose 
p=p + ... 
Q = X2ryn-2r + $‘(x, y) yn-2r+2 + . . . 
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where m, 71 are odd, 0 < 2r < n, and F(x, y) is a polynomial which is always 
positive, except possibly at the origin, where the dots in P indicate terms of 
power higher than m in x and y, and the dots in Q indicate terms of power 
higher than any of the terms in 
x2Ty-r + F(x, y) yn--2r+a 
Then it is clear that the index of 0 is + 1. Also 
dr r-=xm+l + X2ryn-2r+l +J7(x,y)yn-2r+3 
dt 
is positive for all (x, y) and hence by Theorem 4, point 0 is stable as t + co 
orast-+-co. 
Next suppose that 
p =y + .‘. 
Q = - (ax - ~YY + Qn+l(x,y) + -*es 
where n is odd, n > 1 and the dots in P indicate terms of power higher than 
one, the dots in Q indicate terms of power higher than n + 1, and a and b are 
constants such that a # 0. Then 
J(P,Q)= -g 
aQm+l = na(ax - by)+l - ax + *** . 
Suppose a > 0 and suppose that - aQ,+Ji?x is positive on the line 
ax - by = 0 
except at 0. It follows by standard arguments that in a sufficiently small 
neighborhood of 0, 
JR Q) > 0. 
It is easy to show that if b > 0, then the index of 0 is + 1. Hence 0 is stable 
ast+coorast+-co. 
For an application of Theorems 2 and 4, we consider the following system: 
3 = Q&, Y) + Qn+&, Y> + a*- 9 
where n > 1. If 
Q&Y) = - a (x -4~1, 
4 
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where n is odd, each bi is nonzero, and an odd number of the bj’s are negative, 
then the index is + 1. Also: 
r $ = XY + YQ&, Y) + ~[Qnth Y) + +-I- 
Since n 2 3, then except in narrow sectors which contain the coordinate 
axes, the term xy dominates r(dr/dt). If we take a sufficiently small neighbor- 
hood of 0, these narrow sectors can be made as narrow as desired. 
Suppose 
Then 
Q&G Y) = Q&, y) = - (2 + bx”y + cxy2 + dy3). 
where the dots indicate terms of order higher than two. If e, f are both positive 
numbers, say with e <f, then J is dominated by - (a/&z) [Q3(qy)] except 
in narrow sectors containing the lines 
x-ey=o, x -fy =o. 
It follows that the condition of Lemma 3 is not satisfied. Hence the critical 
point 0 does not have a hyperbolic sector. From the hypotheses, it follows 
that d > 0. Then r(dr/dt) is negative on the points of the y-axis which are 
sufficiently close to the origin. Since P,(O, 1) = 1, Theorem 2 can be applied 
and we conclude that 0 is asymptotically stable. 
2. PATHS NEAR INFINITY 
First we summarize some results from [3]. 
DEFINITION. The point at infinity is strongly stable relative to the vstem 
it = P(x, y) 
9 = Q(x,Y), 
(4 
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where P, Q are analytic in (x, y) in the entire xy-plane, if given a positive 
number R there is a Jordan curve J which contains the circle 
k y)lx2 + y2 = R2] 
in its interior and such that each path of (8) which intersects J crosses J 
going outward with increasing t. 
THEOREM 5. If the point ut injkity is strongly stable relative to (8) and 
if (8) has exactly one critical point p and p is stable, then (8’) has a limit cycle. 
THEOREM 6. If the point at injinity is strongly stable relative to (8’) and if 
the curves J are differentiable and of jkite length and ;f 17 1 is su$kiently small; 
ifF(t), G(t) have continuous first derivatives for all t and both have period T, 
then 
* = P(x, Y) + @(t) 
3 = Q(x, Y> + VW 
has at least one solution of period T. 
Theorems 5 and 6 are Theorems 1 and 2 of [3]. 
In order to determine if the point at infinity is stable relative to (b), we 
invert (8’) and study the stability properties of the inverted system near the 
origin. For this, we require that P and Q be polynomials, i.e., 
P(% Y) = f$ Pi(% Y) 
i-0 
8(x, Y) = 2 Qr(x, Y) 
where P(, Q, are homogeneous forms of degrees i and j respectively. For 
definiteness, assume m < n, i.e., 
n-m=r>O. 
Under the inversion 
defined by 
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system (8) becomes 
i = -7x {($ + q)n PO + ((2 + 7j2)n-l P,((, 7)) + -*a 
(5‘” + v2)” 
+ (f” + 72)T Pwa(5,7)) 
- g2 “:5,n ((6” + TV)” Qo + (5” + ~‘)“-l Q&t, 7) + **a + Q&f, 7)} 
7i = ;;22;;2yn X5” + q2)” So + (6” + ~~)‘+l Q,(t-, 7) + -.. + Q&f, 7)} 
257 - (cf2 + 72)n a2 + 72)n PO + ($ + v2)“-l P&i, 7) + *** 
+ (5” + 72)r p&L 7)) 
LEMMA 4. I f  the critical point 4‘ = 0, 7 = 0 of the system 
4 = q5 7) 
4 = -%s 7) 
(81) 
is asymptotically stable, then the point at injnity is strongly stable relative to the 
system 
k = f$P,(x, y) 
i=O 
(Qo) 
Lemma 4 is Lemma 1 of [3]. 
Lemma 4 suggests studying the point at infinity by studying (a,). 
DEFINITION. The point at injkity has an elliptic (hyperbolic) sector relative 
to the system 
Lt =~P&c,y) 
i=O 
(800) 
3 = 2 Q5b Y> 
j=O 
if 0, regarded as a critical point of (gI), has an elliptic (hyperbolic) sector. 
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By studying the behavior of paths of (&J in a neighborhood of 0, we get 
a picture of the behavior of paths of (8s) far out on the xy-plane. For example, 
we have: 
LEMMA 5. If the point at infkity has an elliptic sector relative to (&cJ, 
then (CT?,,) has solutions which are unbounded both as t + 00 and as t -+ co. 
Proof. Follows from the properties of elliptic and hyperbolic sectors. 
See Lefschetz [6], p. 209 ff. 
Now suppose that n = m + r where Y  >, 1. Taking the lowest order terms 
on the right in (b,), we obtain: 
i = - 261 Qn(k 7) 
4 = (P - q2) Q&S 7). 
THEOREM 7. If Qn(l, 7) is a positive dejinite form, the point at infinity 
relative to (e?,,) has at least two elliptic sectors. 
Proof. If Qn is a positive definite form, then the index of 0 regarded as a 
critical point of (L) is the same as the topological index at the origin of the 
mapping 
M : (x, Y) + (x’, Y’) 
defined by 
x’=-&y 
y’ = (ix” - y2). 
This index is + 2. By the usual higher order arguments, it follows that the 
index of 0 regarded as a critical point of (~9~) is + 2. Hence by the Bendixson 
formula, the point 0 has at least two elliptic sectors. 
COROLLARY. If QJx, y) is a positive dejnite form, then (&‘o) has solutions 
which are unbounded as t -+ - 00 and as t -+ co and the point at inf;nity 
relative to (8,) is not strongly stable. 
IfQJX, y) is not a definite form and if Y > 2, then we can get some results 
by considering the terms of next higher order, i.e., we consider: 
ci = - 2h‘rl[Q,& 7) + (P + 72) Q457>1 
7i = (5” - 72)[Qn(5, 7) + (t2 + 72)Qv&,7)l 
By the same kind of argument as for Theorem 7, we obtain: 
‘lho~~~ 8. If Q&f, 7) > 0 for d (I, 7) and Q~&,7) 2 0 for d 
(f, 7) and Q,, , Q,,-l have no common real linear factors, then the point at 
infinity relative to (go) has at least two elliptic sectors. 
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I f  r >, 1, and if we add the next higher order terms, we obtain: 
s’ = - %$Qn(4, rl) + (5” + ~~1 Q&t, 41 + (r12 - 5”) (E” + 7”) Pm& d 
q = (5” - v2> [Qn(t, 4 + (5” + v2) Qn-.~(S, 41 - &3ht2 + +9 ~A!, d. 
The same kind of analysis used to obtain Theorems 7 and 8 can be applied; 
the expressions are too complicated to admit any worthwhile general con- 
clusions, but the analysis may be useful for particular cases. 
Now suppose m = n. Taking the lowest order terms on the right in (&‘J, 
we obtain: 
Then 
x~m(x, Y> + Y-%&T Y> = - (x2 + ~7 W’m(x, Y) + YQ&, rll (1) 
and 
x%4x, Y) - r~m(x, Y) = (x2 + y2) [xQm(x> Y) - rf’m(x, ~91. 
From Theorem 3 and Eq. (1) and (2), we have: 
(2) 
THEOREM 9. If in the system (cTJ, 
xPm(x, Y> + Y&&G Y) > 0 
on the directions defined by the real linear factors of xQ,,,(x, y) - yP,(x, y)~ 
thez the point at infnity relative to (c?‘~) is strorzgly stabie. 
Theorem 9 combined with Theorems 5 and 6 yields existence theorems 
for limit cycles of autonomous systems and periodic solutions of nonauto- 
nomous systems. (It is shown in [3] that the conditions on J listed in Theo- 
rem 6 are satisfied if the critical point 0 of (8,) is asymptotically stable.) 
DEFINITION. The point at infnity is stable relatiwe to system (&J if it is 
strongly stable or if 0 is a center of the system (&r). 
Since the paths of (~?r) and the paths of 
are defined and coincide at all points except for the origin and ,the critical 
points of ((s;) and since the paths of (&J are taken by the inversion I into 
paths of (gr) and conversely, we have: 
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THEOREM 10. If the point at infkaity is stable &ztiwe to (6,) and is not 
strongly stable then there is a positive number R such that every path which 
goes outside the circle 
[(x,y)/x2 +r2 = R21 
is a closed path, i.e., if P is a path of (8,) which passes through a point (x,, , y,,) 
such that 
x0” + yoz > R2 
then P is a closed path of (CT,,). 
Finally we obtain periodic solutions by using the line at infinity. First 
we summarize some results from a previous paper [I] which is, in turn, 
based on work of Gomory [5j. 
THEOREM 11. Suppose that the system 
where 
3 = P(x, y) + E(t) 
j = Q(x, Y) + F(t) (S) 
P(x, Y) = 5 p&G Y) 
i-0 
and thefunctions E(t), F(t) hu ve continuous second derivatives for all t and huve 
period T in t, is such that the system 
ti = P(x, y) 
9 = Q(xv Y) (So) 
has critical points on the line at inj%ty all of which are simple (easily veri$ed 
criteria for this last condition are given in [I], p. 189) and that the point at 
infinity relative to (S,):hus no hyperbolic sectors. Suppose also that the mapping 
M : lx, Y) - (~‘9 Y’) 
defined by 
x’ = pndx, Y) 
Y’ = Q&G Y) 
as topological index n at 0 and that n # 0. Then (S) has at least one solution 
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of period T. And if E(t), F(t) are varied arbitrarily slightly (for the dejkition 
of this term, see [I], pp. 187-188) then (S) h as at least ) n j distinct solutions. 
From Theorem 11, we now obtain: 
THEOREM 12. Let systems (S) and (S,) be given as in Theorem 11, and 
suppose (S,) has critical points at infinity all of which are simple. If any non- 
positive sector of J(Pm , Q,,J . t zn ersects only sectors of xP, + yQ,,, all of which 
are positive or all of with are negative and if the mapping de&ted by P, and 
Qm has topological index n # 0 at 0, then (S) has at least one solution of 
period T and at least 1 n 1 distinct solutions of period T if E(t) and F(t) are 
varied arbitrarily slightly. 
Proof. From Eq. (1) and Lemma 3, it follows that. the point at infinity 
relative to (SO) has no hyperbolic sectors. 
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