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Abstract
In order to improve the control strategies and in turn increase the efficiency of the
system, it is necessary to use accurate machine models. Finite element method
(FEM) based machine models are considered sufficiently accurate. However, they
cannot run in real time due to their computational costs. Traditional analytical
models containing only constant-valued parameters can run in real time; however,
they cannot model the machine power losses accurately enough.
This thesis proposes an analytical induction motor model. The electromagnetic
(EM) loss calculation has been improved compared to the previous models by sepa-
rating the rotor iron loss from the stator no load iron loss, by modelling the stray
load loss (SLL) in the stator iron and by considering the loss due to the skin effect
in the rotor bars. In the case of the 45 kW test motor and compared to the FEM
computations, the error in the total EM loss is less than 0.1 % in the no load condi-
tion, and less than 0.6 % for the rated loading. The proposed model is suitable for
time-domain simulations and it can run in real time. Therefore, it can be integrated
with an electric drive simulation, which can be used in a variety of applications. The
model has been implemented in the MATLAB Simulink environment.
FEM-based program FC-SMEK was used for computing the machine losses and
for validating the results. The nonlinear least squares data fitting method lsqnonlin
was used for identifying the parameters of the proposed model.
Keywords Induction motor, modelling, power losses, iron loss, FEM
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Symbols
A magnetic vector potential
B magnetic flux strength
Cex excess loss coefficient
CFt eddy-current coefficient
CHy hysteresis coefficient
D electric flux density
E electric field strength
f frequency
fr frequency of the rotor
fs frequency of the stator
H magnetic field strength
im magnetising current
ir rotor current
is stator current
J electric current density
kR resistance factor
LM transformed magnetising (mutual) inductance
Lm magnetising (mutual) inductance
Lr rotor inductance
Lrl rotor leakage inductance
Ls stator inductance
Lsl stator leakage inductance
Lσ total leakage inductance
p number of pole pairs
Pex excess power loss
PHy hysteresis power loss
PFe total power loss in the core
PFt eddy-current power loss
Pin input power
Ploss total power loss
Pout output power
Pres resistive power loss
Pres,r resistive power loss of the rotor cage
Pres,s resistive power loss of the stator winding
RAC AC resistance
RDC DC resistance
RR transformed resistance of the rotor winding
Rr resistance of the rotor winding
Rs resistance of the stator winding
s slip
ur rotor voltage
8us stator voltage
WHy energy loss due to hysteresis
γ Γ-model transformation coefficient
ε electric permittivity
η efficiency
θm rotor angle
µ magnetic permeability
µ0 permeability of air
µr relative permeability
ρ electric charge density
σ conductivity
ψr rotor flux
ψs stator flux
ψag air-gap flux
ωM mechanical angular speed of the rotor
ωm electrical angular speed of the rotor
ωr angular slip frequency
ωs electrical angular frequency of the stator
Operators
j imaginary unit
∇× curl operator
∇· divergence operator
d
dt derivative with respect to t
∂
∂t
partial derivative with respect to t∫︂
S
integral over an open surface S∮︂
s
integral over a contour s
Abbreviations
2D two-dimensional
3D three-dimensional
AC alternating current
DC direct current
EM electromagnetic
FEA finite element analysis
FEM finite element method
IM induction machine
PWM pulse width modulation
SLL stray load loss
1 Introduction
1.1 Background and objectives
Over the past decades, induction machines have seen increasing usage in various
applications, due to their robustness, price and versatility. However, efficiency and
operational costs can be further improved through the use of electric drives and
various control strategies. The control strategies can be improved with an accurate
machine model. Additionally, accurate machine models may help to determine more
accurate control parameters. Electrical machine models which are based on the
finite element method (FEM) are sufficiently accurate. However, even the powerful
computers available today cannot run FEM-based models in real time. As a result,
such models are usually not suitable for control purposes due to their computational
costs.
Traditionally, induction machines have been modelled for control purposes using
the T-model [1]. The basic T-model consists of five constant-valued parameters: two
resistance and three inductance machine-specific parameters. Even though this type
of model is fairly simple and easy to implement, it is not always convenient for control
purposes. Moreover, loading the machine increases the temperature, which then
causes an increase in resistances. Additionally, the basic T-model cannot represent
changes in inductances resulting from variations in flux magnitude. Naturally,
neither of these fluctuations are included in a model with constant-valued parameters.
Moreover, the basic T-model altogether ignores iron (or core) losses of the machine
and takes into account only the resistive losses.
A number of studies have been conducted with the aim of including iron losses
in the analytical model of an induction machine. A simple approach for including
iron losses was proposed in [2]. This paper suggested modelling the iron losses with
a constant iron resistance and an iron inductance. Another improvement to the
conventional T-model was proposed in [3]. This study proposed a simple approach
to implement the variation in inductance due to magnetic saturation. In addition,
complicated control strategies can be simplified using a basic Γ or an inverse-Γ
model instead of a T-model [1], [4]. Both of these types of models are more suitable
for designing control algorithms. In addition to using a Γ-model, [5] proposed
replacing the constant-valued resistance with a variable resistance. This allows the
simulation of phenomena contributing to iron losses and hence improves the accuracy
of the iron loss calculation [5]. Apart from an improved iron loss calculation, the
model proposed in [5] also accounts for the variation in inductance due to magnetic
saturation. Furthermore, as it is a Γ-model of an induction motor, the implementation
into a control system is simple. However, estimating the iron losses of a loaded motor
has not been investigated using this particular model.
The aim of this thesis is to design a model for an induction motor which is
able to run in real time and to accurately calculate the electromagnetic losses of
the machine. In order to achieve this, existing models from the literature will be
analysed to establish the state of the research on this topic. Following this, the model
proposed in [5] will be extended to a more accurate model from the electromagnetic
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loss calculation perspective. To achieve the objective, data fitting will be performed
from the results of various FEM analysis to identify different parameters of the
improved model. Finally, the proposed computational model will be validated using
FEM by comparing the simulation results at various operational points. The final
contribution of the thesis will be the development of the improved induction motor
model in MATLAB Simulink environment, which can be used in an electric drive
simulation for a variety of applications.
1.2 Outline of the thesis
The rest of this thesis is organised as follows. Chapter 2 reviews the literature on
induction machines, models and phenomena relevant to the power loss calculations.
Chapter 3 describes the methods used for designing and verifying the model. Chapter
4 presents the proposed model and the comparison of the simulation and FEM results.
Finally, Chapter 5 discusses the conclusions and possible future work.
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2 Background
In order to successfully design an induction motor model, it is first necessary to
understand the operating principles of such machine. The existing types of models
need to be analysed to select the most suitable one. In addition, the previously
developed equations for implementing a satisfactory power loss computation have to
be studied. Therefore, this chapter briefly presents the theory underlying induction
motors, starting with a brief description of the construction and working principles
of induction motors in Section 2.1, proceeding thereafter with the common T-model
and its transformation to the Γ-model in Section 2.2. Section 2.3 reports different
components of the power losses in an induction machine, with a focus on iron losses.
The section analyses the traditional approaches for modelling the losses as well as
the results of recent research. Finally, Section 2.4 investigates magnetic saturation
and explores the approaches for modelling this phenomenon.
2.1 Induction motor
Electrical machines are devices which convert electrical energy into mechanical and
vice versa. Based on the type of current that an electrical machine operates with
(direct – DC or alternating – AC), it can be classified as either a DC machine or an
AC machine. DC machines require regular and thorough maintenance. In addition,
they typically have lower efficiency than AC machines. Therefore, AC machines
are of more significant research interest. The AC machines are further divided into
synchronous and induction (or asynchronous) machines. Synchronous machines
operate at a constant speed regardless of load, while the rotational speed of induction
machines decreases as the load increases. Both synchronous and induction machines
can be used as generators or as motors. Generators convert mechanical energy into
electrical energy, while motors convert electrical energy into mechanical energy. The
most common usage for an induction machine is as a motor in industrial applications.
Even though its efficiency is typically lower than that of a synchronous motor, an
induction motor is a popular choice due to its durability, robustness and price.
An induction motor comprises a stationary part (stator) and a rotational part
(rotor). Induction motors are typically magnetised from the stator, which normally
has a three-phase winding. The currents in the stator windings induce the magnetic
field that rotates with the synchronous angular frequency ωs. Some of the induction
motors have a three-phase winding on the rotor side as well, connected in a similar
way as the stator winding. Such a machine (as the doubly-fed induction motor
studied in [6]) is called a wound rotor induction motor. However, an induction motor
most commonly has a squirrel-cage rotor. As the focus of this thesis is on such
machine type, wound rotor machines are not discussed further. As long as the motor
is not loaded mechanically, the rotor and the magnetic field rotate synchronously,
thus inducing no current in the rotor from the synchronous flux of the stator. Once
the motor is loaded, the rotor angular speed starts lagging behind the synchronous
flux by the angular slip frequency. This then induces the current in the rotor winding,
which in turn produces electromagnetic torque. If the electrical angular speeds of
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the stator supply and the rotor are respectively ωs and ωm, slip is defined as [4]
s = ωs − ωm
ωs
. (2.1)
Angular slip frequency can then be defined as
ωr = sωs = ωs − ωm. (2.2)
This notation will henceforth be used in the rest of the thesis. It is important
to note that the stator winding can have more than one pole-pair. The number of
pole-pairs is typically expressed as p, and when p > 1, mechanical angular speed does
not equal to the electrical angular speed of the rotor. Instead, mechanical angular
speed is calculated as the ratio of the electrical angular speed and the number of
pole pairs:
ωM =
ωm
p
. (2.3)
Figure 1: Construction of a squirrel-cage induction motor [7]
Construction of a totally closed fan-cooled squirrel-cage induction motor is shown
in Fig. 1. The cast-iron frame protects the insides of the motor and prevents the
exchange of air between inside and outside of the motor. The fan is located outside
of the motor and it causes air circulation to cool down the motor. The stator is
placed inside the motor frame, and consists of laminated iron core and windings
made of copper. Stator windings are situated inside the stator slots, as can be seen
in Fig. 2. The rotor is placed inside the stator. The rotor is made up from a stack
of steel laminations. Molten aluminium is forced into the rotor slots in order to form
the so-called squirrel cage winding. Aluminium bars are short-circuited together,
forming end-rings. The shape of the rotor cage resembles a squirrel or a hamster
cage, hence the name. Rotor slots are normally skewed. This results in decrease in
torque ripple. In addition, skewing the rotor slots leads to a decrease in iron losses
[8]. In order to rotate, the rotor typically needs to be supported by bearings that
are placed on each side of the shaft.
The air gap between the stator and the rotor is typically very narrow. In the
induction motors with the rated power of 100 kW or less, the air-gap is less than
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1 mm wide [4]. The wider the air gap, the smaller the mutual inductance, which
means that large stator magnetising current is required to produce the needed rotor
flux. High magnetising current results in increased losses in the stator winding,
which further causes the decrease in overall efficiency of the machine and increase in
temperature. For this reason, it is important to design the induction motor so that
the width of the air gap is small. However, a small air gap may lead to an increase
in eddy-current losses as well as the surface losses in the rotor [9]. Therefore, there
is no optimal air-gap length, instead it is defined empirically [9].
Figure 2: Cross-sectional view of an induction motor [10]
It is worth mentioning that not all induction motors are constructed exactly as
the one depicted in Fig. 1. For example, some do not have a built-in fan. Moreover,
the enclosure of the motor might be different. Furthermore, induction motors for
certain applications have an outer rotor, i.e. the stator is placed inside the rotor
[11]. Some are also bearingless, such as the machine studied in [12]. Nonetheless,
the operational principle is the same.
2.2 Modelling an induction motor
In this section, the traditional dynamic T-model of an induction motor and its
equivalent circuit are first presented (Fig. 3). Then, simplification of the T-model
into the Γ-model is explained and the relevant relations are provided. From then on,
Γ-model and its parameters will be used throughout the thesis.
Variables are represented in the form of space vectors. For example, the space
vector of the stator voltage can be derived from the phase voltages as [1]
us =
2
3(ua + ube
2π
3 + uce
4π
3 ). (2.4)
Space vectors of the currents and flux linkages can be derived similarly from the
phase currents and flux linkages, respectively. The transient analysis is performed in
the complex number form, so in dq-coordinates stator voltage can be represented as
us = uds + juqs, (2.5)
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where j is the imaginary unit operator. Phase currents and flux linkages can be
represented in the same manner. Bold symbols (such as us) indicate space vectors.
In the stator circuit, a part of the stator voltage is dissipated in the stator
resistance, while the rest of the voltage builds up the flux in the stator winding.
Therefore, it holds [4] that
uss = Rsiss +
dψss
dt , (2.6)
where uss is the stator voltage, Rs resistance of the stator winding, iss stator
current and ψss stator flux linkage. Superscript s denotes space vectors in the stator
coordinates and subscript s refers to stator values. Rotor circuit can be considered
equivalently:
urr = Rrirr +
dψrr
dt , (2.7)
where urr is the rotor voltage, Rr resistance of the rotor winding, irr rotor current
and ψrr rotor flux linkage. Superscript r denotes space vectors in the rotor coordinates
and subscript r refers to rotor values. Since this thesis only considers a squirrel-cage
motor, urr = 0 holds. In order to transform rotor equation into stator coordinates,
rotor angle is determined as
θm =
∫︂ t
0
ωmdt, (2.8)
where ωm is the electrical angular speed of the rotor. Then, rotor current and
the flux linkage in the stator reference frame are derived as follows, respectively
isr = ejθmirr, (2.9)
ψsr = ejθmψrr. (2.10)
Figure 3: Dynamic T-equivalent circuit [4]
15
Therefore, considering equations 2.8, 2.9 and 2.10, equation 2.7 can be rewritten
in stationary coordinates as
0 = −Rrisr −
dψsr
dt + jωmψ
s
r . (2.11)
Next, assuming linear magnetic conditions, the air-gap flux (in stator coordinates)
can be shown as
ψsag = Lmism, (2.12)
where Lm is the magnetising (mutual) inductance between the stator and the
rotor, and ism is the magnetising current. Since the stator flux equals to the sum of
the air-gap and the stator leakage flux, and equivalently for the rotor, it yields
ψss = Lmism + Lsliss, (2.13)
ψsr = Lmism + Lrlisr, (2.14)
where Lsl and Lrl are the stator and the rotor leakage inductances, respectively.
The stator and the rotor inductances are then Ls = Lm + Lsl and Lr = Lm + Lrl,
respectively. Considering 2.13 and 2.14, Equations 2.6 and 2.7 can now be written as
uss = Rsiss + Lsl
diss
dt + Lm
dism
dt , (2.15)
0 = Rrisr + Lrl
disr
dt + Lm
dism
dt . (2.16)
Figure 4: Dynamic Γ-equivalent circuit [1]
Even though the T model is dynamic, it can be easily simplified into the Γ-model
(Fig. 4). Since the currents are linearly dependent: ism = iss + isr, the inductances can
be modified so that only two instead of three are utilised in the model. New rotor
variables are defined as [4]
ψsR = γψsr (2.17)
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and
isR =
1
γ
isr. (2.18)
These definitions can be substituted into Equations 2.13 and 2.14, and if γ is
chosen so that the stator and the rotor currents have equal coefficients, the leakage
inductance gets referred to the rotor side. That transformation results in the Γ-model
[1]. The parameter γ then becomes
γ = Ls
Lm
. (2.19)
Replacing the coefficients in Equations 2.13 and 2.14 with γ given in Equation
2.19, new parameters: the transformed magnetising inductance, the total leakage
inductance and the transformed rotor resistance become, respectively
LM = γLm = Ls, (2.20)
Lσ = γLsl + γ2Lrl =
Lsl + LM
LM
Lsl +
(Lsl + LM)2
L2M
Lrl ≈ Lsl + Lrl, (2.21)
RR = γ2Rr =
(︃
Lsl + LM
LM
)︃2
Rr. (2.22)
Now, the induction machine voltage equations can be expressed as
dψss
dt = u
s
s −Rsiss, (2.23)
dψsR
dt = −RRi
s
R + jωmψsR. (2.24)
The stator and the rotor flux linkages then become, respectively
ψss = LM(iss + isR), (2.25)
ψsR = ψss + LσisR. (2.26)
2.3 Losses of an induction motor
Over the years, numerous studies conducted around the world have shown that
electric motors consume a significant amount of the generated electric energy. An
article from 1994 shows that even over 25 years ago motors consumed over 50 % of the
total produced electric energy [13]. A paper on energy consumption in Germany from
2015 states that the industry consumes over 50 % of the electric energy produced in
that country, and 72 % of it is used on operating electric drives [14], which provide
the control for electric motors. Moreover, a breakdown of electricity consumption in
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the United States informs that 48.2 % of electricity in the commercial sector was
consumed in 2014 by electric drives [15]. Therefore, it is evident that motor efficiency
is essential.
Efficiency of any electrical motor is defined as
η = Pout
Pin
, (2.27)
where Pin is the input power, i.e. electrical power fed to the motor, and Pout is
the output power, i.e. mechanical power at the rotor shaft. The direct method of
determining the efficiency is to directly measure the consumed and the provided
power at the shaft of the motor [16]. The input and output powers may be measured
by performing calorimetric tests, as was done in [17]. Despite being a simple method
for efficiency determination, the accuracy of the calorimetric measurements decreases
for motors with high efficiency [17]. Based on the principle of energy conversion, the
power balance of an electrical motor is defined as [18]
Pin = Ploss +
dWf
dt + Tωm, (2.28)
where Ploss is the total power loss, Wf is the energy of the electromagnetic field
and T is the electromagnetic torque. Therefore, in order to determine the efficiency
of a simulated electrical machine, it is crucial to compute the power losses accurately.
Based on their nature and origin, the total power loss of an electrical motor can be
divided into following:
• iron losses in the magnetic circuit,
• resistive losses in the stator and the rotor conductors,
• additional losses,
• mechanical losses.
Following subsections describe the types of losses and how they are modelled for
the case of an induction motor. Traditional ways of calculating the losses and the
results of recent research are presented. Iron losses are studied especially thoroughly.
2.3.1 Iron losses
Iron (or core) losses in an induction machine are caused by the alternating flux in
the magnetic circuit of the machine. Although they occur in both the stator and the
rotor, the stator iron loss is higher because the stator frequency is rather higher than
the rotor frequency [19]. Iron loss is composed of hysteresis and eddy-current losses,
while excess loss is commonly added to increase the accuracy of the model [20]:
PFe = PHy + PFt + Pex. (2.29)
This equation is knows as Bertotti’s iron loss model. Each component is explained
in the upcoming text, followed by the proposed iron loss models.
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Hysteresis loss
Inside permanent magnets and ferromagnetic materials there are magnetic domains
separated from each other by walls. If an external magnetic field affects the material,
the walls move after which the domains start turning in the direction of the external
field [9]. The process of reorientating the domains causes a loss of energy. Since
this reorientation does not happen immediately after the external field is removed –
magnetic flux strength "lags" the field strength forming a hysteresis curve, this energy
loss is known as hysteresis loss [19].
According to Equation 3.6, permeability of a material µ is the ratio between
the magnetic flux strength B and the magnetic field strength H. Even though it
is sometimes approximated as constant, µ = µ0µr, where µ0 = 4π · 10−7Hm is the
permeability of vacuum or air and µr is the relative permeability of the material, this
relation is actually highly nonlinear and multi-valued (as explained above) forming a
hysteresis loop, as is shown in Fig. 5.
Figure 5: A hysteresis (B −H) loop [21]
In Fig. 5, the magnetisation starts from point O, the field strength and the flux
strength increase until the saturation point P. When the field strength is decreased,
the flux strength decreases as well, but less gradually, and at the point Q, H = 0,
while there is still a residual flux strength with a positive value, B = Br. The field
strength is further decreased and at point R, B reaches 0, while H is at the negative
coercive value, −Hc. Further decrease of H leads to the negative saturation point S,
and so on as the field strength is increased again. This described path is called the
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magnetisation curve, and the area inside the curve represents the energy lost during
one cycle of magnetisation and demagnetisation, which can be calculated as a line
integral [9]:
WHy = V
∮︂
HdB, (2.30)
where V is the volume of the magnetic material. Due to alternating current, the
hysteresis loss PHy depends on the frequency: PHy = fWHy, which leads to a form of
Steinmetz’s equation [22] adapted by Jordan [23]:
PHy = CHyfB2max, (2.31)
where CHy is an empirical constant and the exponent n is typically in the range
[1.5 2.5].
It was shown in [24] that hysteresis loss can be separated into two components:
alternating and rotational losses. The alternating hysteresis loss is caused by the
variation of amplitude of B in time, while the rotational hysteresis loss results from
the angle between B and its time derivative [24].
Eddy-current loss
According to Faraday’s law, alternating flux in the iron core induces voltage in the
core: ε = −dΦ
dt
. The induced voltage then results in circulating eddy-currents in the
material. The thicker the conductive material, the higher eddy-currents are induced
[9]. Therefore, to reduce the eddy-currents in the material, thin magnetic sheets, or
laminations, are used instead. The area of one lamination is much smaller than the
area of one single block of iron, which then increases the resistance of the sheets,
resulting in decreased eddy-currents (Fig. 6). Laminations are insulated from each
other in order to prevent the circulation of eddy-currents across multiple sheets.
The eddy-current loss depends on the thickness of the lamination d, its volume
V , frequency f , peak value of the magnetic flux strength Bmax and resistivity of the
material ρ as
PFt =
V π2f 2d2B2max
6ρ , (2.32)
which is in accordance with Jordan’s extension of Steinmetz’s equation:
PFt = CFtf 2B2max, (2.33)
where CFt is an empirical constant.
Excess losses
The "classical" model of iron losses does not include the excess loss. However, in
many cases this simplification is insufficiently accurate [20]. In order to improve the
accuracy of the calculated losses, excess losses are defined as: Pex = PFe − PHy − PFt.
Bertotti introduced so-called magnetic objects (domains, as explained in Hysteresis
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Figure 6: Eddy-currents in a sheet material [9]
section) and defined the factor Cex in terms of the said active magnetic objects and
the microscopic eddy-currents caused by the movement of domain walls [25]. Excess
losses can then be calculated as
Pex = Cexf 1.5B1.5max. (2.34)
According to [24], excess loss primarily occurs in the case of alternating field.
Analytical approach to iron loss modelling
In the previous sections, the "traditional" way of calculating iron losses was presented.
Such equations are often used in FEM calculations and in post-processing, and they
often require the knowledge of the physical model of the machine (such as dimensions
or material properties). However, for a real-time simulation of an analytical model,
this is not convenient. This section analyses different approaches to modelling the
iron losses.
Quite commonly, the stator iron loss is accounted for in single phase equivalent
circuit models by placing a constant resistor in parallel to the stator inductance
or in parallel to the magnetising inductance [1]. Since such resistance depends on
the square of frequency, only eddy-current loss can be modelled this way. In [1],
Slemon suggested a way to present the stator core loss with a resistor of nonlinear
resistance, but without providing an explicit function. In [26], [27] and [28], Levi et
al. studied the impact of the iron losses when the machine is supplied with a vector
control scheme. They performed no-load tests utilising a PWM inverter at a range
of frequencies higher than the rated frequency in order to determine the frequency
dependence of the iron loss resistance. They have proved the importance of including
the iron losses in an analytical machine model. Based on the mathematical model
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presented in [29], Ranta et al. developed a nonlinear iron loss resistance model in [5].
Their work is presented below.
In order to model both the eddy-current and the hysteresis losses of an induction
machine, Ranta et al. proposed the following resistance function:
RFe(u, ψs) =
RFt
1 + kψn−1s /u
, (2.35)
where RFt is a positive constant, k is a non-negative constant and the exponent n is
typically in the range [1...2]; ψs is the stator flux magnitude and u = ||us−Rsis|| is the
magnitude of the voltage over the iron loss resistor. The resistor is placed in parallel
to the stator resistance and the Γ model is utilised (Fig. 7). Constant resistance RFt
is related to the eddy-current losses, while the flux- and voltage-dependent nonlinear
resistance
RHy(u, ψs) =
RFt
k
u
ψn−1s
(2.36)
represents the hysteresis loss.
Figure 7: Γ model of an induction machine in synchronous coordinates with an iron
loss resistor [5]
Instantaneous iron losses are then calculated as
pFe = pFt + pHy =
u2
RFt
+ kψ
n−1
s u
RFt
, (2.37)
where pFt is the eddy-current loss and pHy is the hysteresis loss. Steady-state
iron loss is then derived as
PFe =
ω2sψ
2
s + k|ωs|ψns
RFt
, (2.38)
where ψs is the constant magnitude of stator flux and ωs is the constant angular
frequency of the flux. Parameters for this model are obtained from fitting Equation
2.38 to the iron losses computed in FEM analysis or measured iron losses from
laboratory experiments. The least-squares curve fitting algorithm is used for data
fitting.
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The proposed model [5] is suitable for real-time applications (for example, control)
and time-domain simulations. Both losses that originate from the rotation of the flux
vector and the pulsation of the flux vector magnitude are included. The model can
be used for calculating iron losses in a wide range of frequencies with high accuracy,
which is especially improved at low frequencies compared to conventional models
(such as constant iron loss resistance). In this case, excess losses are omitted.
2.3.2 Resistive losses
In the case of many machines, resistive losses are the dominant loss component [9].
Resistive (or Joule) losses of an induction machine are composed of the loss in the
stator copper winding and the loss in the rotor bar. Generally, resistive losses are
calculated as [30]
Pres =
∫︂
V
1
σ
J2dV, (2.39)
where σ is the conductivity, J is current density and V is the volume of the
conductor. For the stator winding with m phases, resistive loss can be calculated
using the following equation [9]:
Pres,s = mRsI2s , (2.40)
where Is denotes the current in one parallel path of the stator winding. In some
cases, it is enough to approximate Rs as the DC resistance of one phase: Rs = RDC.
In [31], the DC resistance of one phase is defined as
RDC =
Nlav
σCuSCu
, (2.41)
where N denotes the number of turns in the winding of the stator, lav is the
average length of one turn, σCu is the specific conductivity of copper, while SCu
denotes the cross-sectional area of the conductor [31]. The specific conductivity of
copper is highly dependent on the temperature, therefore RDC significantly varies
with the running machine temperature as well [9].
However, considering only the DC resistance omits the skin effect on resistance.
Alternating current in the winding induces an alternating flux, resulting in the
eddy-currents on the surface of the conductors, which is known as skin effect [9].
The eddy-current loss represents the difference between total resistive loss and the
DC resistive loss [32]. The AC resistance is defined as
RAC = kRRDC, (2.42)
where kR is the resistance factor defined in [9]. The total (AC) resistive loss of
the stator can be presented as the sum of DC resistive and eddy-current losses [33].
Resistive loss of the rotor cage is defined as
Pres,r =
∫︂
V
−J · ∂A
∂t
dV. (2.43)
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Equation 2.43 includes the loss in the rotor bars as well as the loss in the end-rings
of the rotor cage [30]. Rotor resistive loss can be calculated in a similar way as the
stator resistive loss:
Pres,r = mRRI2R, (2.44)
where RR and IR are the rotor resistance and current, respectively, referred to
the stator [31]. Total rotor resistance is defined as
Rr = Rbar +
Rring
2 sin πp
Qr
2 , (2.45)
where Rbar is the rotor bar resistance and Rring is the end-ring resistance, while
the argument of the sine function is angular phase shift of the bar currents [31]. The
referring factor is a coefficient between Rr and RR and the equation can be found in
[31].
2.3.3 Additional losses
Additional losses account for all the electromagnetic losses that are not included into
resistive and iron losses and thus they are sometimes represented as a difference of the
total loss and the sum of resistive, iron and mechanical losses [34]. They are difficult
to measure or calculate [16] and therefore the convention is to assume additional
losses to be 0.5 % of the input power of an induction motor for the case when the
motor efficiency is calculated indirectly from the loss measurements, according to
IEC standards [9]. (However, in [31] the authors decided to use 1.2 % of input power
instead.) If the resistive losses are calculated from the DC resistance of the winding,
additional losses include losses in the conductors caused by the skin effect; if iron
losses are calculated from the no-load test, then additional losses include the losses
caused by the load current and its harmonics in windings, laminations, machine
frame, etc. [9]. Additional losses are proportional to the load current to the power of
two and to the frequency to the power of 1.5: Pad ∼ I2f 1.5.
Over the years, scientists have been trying to improve the vague definition and
ways to estimate the additional losses or more precisely, stray load losses (SLL).
In [35], Chalmers et al. divided the SLL of a squirrel-cage induction motor to
fundamental and high-frequency components. Fundamental-frequency components
comprise eddy-current losses in the stator conductors due to the stator slot-leakage
flux, losses due to end-region leakage fluxes and loss at the ends of the stator core due
to skew leakage flux [35]. High-frequency components comprise rotor and stator loss
due to mmf harmonics resulting from stator load current [35]. Jimoh et al. defined
the stray load losses as losses mainly originating from the saturation in magnetic
materials, space harmonics, leakage flux and imperfections of the rotor bar insulation.
In [36], they gave a detailed overview of various methods of estimating the stray
load losses, addressing the SLL in the windings, end leakage-losses, additional losses
in the teeth of the machine, skew-leakage losses, SLL due to interbar currents and
saturation.
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In [37], the authors defined SLL as the difference of output power and input power,
no load iron loss, joule losses and mechanical losses. They suggested calculating the
SLL by the following equation:
Pstray = kωk1s Ik2l , (2.46)
where ωs is the fundamental frequency, Il is the line current, and parameters
k, k1, k2 can be obtained by data fitting to the measurement results.
2.3.4 Mechanical losses
Apart from the electromagnetic losses, electrical machines suffer mechanical losses
as well. Most prominent causes of the mechanical losses are bearing friction and
windage. Losses due to the bearing friction depend on the shaft speed, load on
the bearing as well as the bearing type and properties. Windage loss is caused by
the friction between the rotating machine parts and the surrounding air. This loss
highly depends on the rotating speed [9]. In [34], mechanical losses were calculated
during no-load test by subtracting the iron loss from the total constant losses. In
[31], windage losses were neglected and mechanical losses were approximated only
by the bearing friction loss. The detailed calculation of the mechanical losses of a
squirrel-cage induction motor are given in [38]. However, mechanical losses are not
investigated any further in this thesis.
2.4 Magnetic saturation
The previous section described different types of induction motor losses. This section
explains the magnetic saturation as well as approaches to modelling this phenomenon.
In order to improve the torque production, induction machines are often built
in a way to be a little saturated in the nominal point of operation [19]. Saturation
appears mostly in the teeth of stator and rotor (in some cases in the yoke as well)
and since these machine parts belong to the main flux path, increased main flux
causes the saturation of the magnetising inductance [19]. Furthermore, the main flux
may strongly depend on the load (or the rotor current) [39], which in turn affects
the inductances. This dependency of the main flux on the rotor current is even more
prominent in the case of a machine with skewed or closed rotor slots [40]. Moreover,
rotor current considerably affects the rotor leakage inductance as well [40]. Naturally,
models with constant-valued parameters, such as the basic T-model described in
Section 2.2, cannot account for this nonlinear phenomenon. However, including this
variation in inductance would improve the performance of the model.
Over time, various approaches to include the magnetic saturation into the model
have been proposed. Inclusion of magnetic nonlinearity in T, Γ and inverse-Γ models
was analysed in [1]; however, no equation for the nonlinear inductance was given.
This phenomenon was also investigated in [41] and a simple, linear representation
of the saturation characteristic was proposed. Transformation of the T-model into
the proposed π-model was performed in [42]; this way the magnetic saturation was
accounted for. A more advanced model and explicit equations were proposed in
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[3]. In this paper, the simple T-model was improved by implementing the following
nonlinear functions for magnetising and rotor leakage inductance, respectively:
Lm(ψm, ψrσ) =
Lmu
1 + αψam + γLmud+2 ψcmψd+2rσ
, (2.47)
Lrσ(ψm, ψrσ) =
Lrσu
1 + βψbrσ + γLrσuc+2 ψc+2m ψdrσ
, (2.48)
where Lmu and Lrσu are unsaturated magnetising and rotor leakage inductance,
respectively, and {α, β, γ, a, b, c, d} ≥ 0 are constants (values of which are identified
by data fitting) [3]. These formulas fulfil the reciprocity condition [3]:
∂im
∂ψrσ
= ∂ir
∂ψm
. (2.49)
Apart from modelling the dependency of the magnetising inductance on the main
flux and the dependency of the leakage inductance on the leakage flux, Equations
2.47 and 2.48 also account for the mutual saturation. Mutual saturation represents
the effect of the main flux on the leakage inductance, as well as the effect of the
rotor current on the magnetising inductance. This phenomenon is characteristic for
induction machines with closed or skewed rotor slots [3], [40]. However, if the effect
of mutual saturation is not prominent in the modelled machine, parameter γ can be
set to 0, which leads to simplified equations proposed in [43]. Similar approach to
modelling the magnetic saturation was analysed in [19]. In [44] Equation 2.47 (with
the simplification γ = 0) was applied to the transformed magnetising inductance
LM of a Γ-model, while the leakage inductance Lσ was assumed constant. Same
equation was used in [45] for inductances of an induction machine represented with
an inverse-Γ model. Moreover, Equations 2.47 and 2.48 were used in [5] for the
transformed magnetising and leakage inductance in a Γ-model.
Equations equivalent to 2.47 and 2.48 for the transformed magnetising and leakage
inductance of a Γ-model without considering mutual saturation have the following
form, respectively:
LM(ψs) =
LMu
1 + αψas
, (2.50)
Lσ(ψσ) =
Lσu
1 + βψbσ
. (2.51)
2.5 Chapter summary
This chapter provided an overview of the induction motor theory and reviewed
the literature relevant for developing an induction motor model. The basic T and
Γ-models were analysed. The latter one was chosen as the basis for designing an
improved motor model because it contains fewer parameters and is more suitable
for control purposes than the former. Induction motor losses were presented and
various approaches for modelling and calculating them were discussed. Resistive and
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especially iron losses were thoroughly examined as they constitute the majority of the
motor electromagnetic loss, whose accurate calculation was one of the main thesis
goals. Magnetic saturation theory and models were reviewed, since this phenomenon
needs to be included in the model in order to improve its accuracy. The loss and
magnetic saturation models described in this chapter will be implemented in an
improved induction motor model, using the methods described in the following
chapter. The improved model will be presented in Chapter 4.
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3 Methods
The previous chapter introduced the background theory of an induction motor, types
of models, as well as power losses of such machine. This chapter briefly describes
the methods used for developing an induction motor model. Section 3.1 presents
Maxwell’s equations and explains the fundamental knowledge of finite element method
(FEM), which is utilised for obtaining induction motor data, such as equivalent circuit
parameters and loss computations, as well as for validating the model. Finite element
analysis (FEA) is done in FC-SMEK [30], and Section 3.2 presents this software.
Finally, Section 3.3 introduces the least-squares curve fitting algorithm lsqnonlin,
which is used for data fitting.
3.1 Finite element method
The finite element method is a numerical method widely used for solving problems
of various engineering fields, such as fluid flow, thermal or electromagnetic problems.
In electrical engineering, FEM is commonly used in analysis or design of electrical
machines and computing relevant data, such as power losses. The problem domain is
divided into small elements, and the equations that model these simple elements are
put together to form the model of the entire domain. The solution is approximated
by minimising the associated error function. The modelling in FEM is based on
Maxwell’s equations, which are used to solve the magnetic field.
3.1.1 Maxwell’s equations
Maxwell’s equations describe the laws of an electromagnetic field. These four
differential equations were originally proposed in 1873 in [46], which is considered
as the foundation of the modern theory of electromagnetism [47]. Thus, they are
crucial for electrical machine analysis. Moreover, they form the basis for the FEM
theory explained in the next section.
Maxwell’s equation may be represented in two forms: differential and integral. In
the differential form and for the fully dynamic case, they are derived as follows:
∇×E = −∂B
∂t
, (3.1)
∇×H = J + ∂D
∂t
, (3.2)
∇ ·D = ρ, (3.3)
∇ ·B = 0, (3.4)
where E is the electric field density [V/m], H is the magnetic field strength
[A/m], D is the electric flux density [C/m2], B is the magnetic flux strength [T], J
is the electric current density [A/m2] and ρ is the electric charge density [C/m3] [48].
28
Equation 3.1 is called Faraday’s law and it represents how a changing magnetic field
effects the electric field, Equation 3.2 is Maxwell’s modification of Ampere’s circuital
law, Equation 3.3 is called Gauss’s law and it represents how electric flux density
affects the electric charge density and finally, Equation 3.4 shows the solenoidal
nature of magnetic flux strength [47].
However, Maxwell’s equations are insufficient for a unique determination of the
magnetic field, as they lack the relationship between the field and the material [47].
Constitutive relations are required to describe the medium:
D = εE, (3.5)
B = µH , (3.6)
J = σE, (3.7)
where ε is permittivity [F/m], µ is permeability [H/m] and σ is conductivity
[S/m].
Maxwell’s equations can also be written in integral form. For the first two
equations, integrals are taken over an open surface S or its contour s, and using
Stokes’s theorem they become [48]∮︂
s
E · ds = −
∫︂
S
∂B
∂t
· dS, (3.8)
∮︂
s
H · ds =
∫︂
S
(︃
J + ∂D
∂t
)︃
· dS. (3.9)
The latter two equations may be transformed to the integral form using Gauss’s
law on region V and its boundary surface S:∮︂
S
D · dS =
∫︂
V
ρdV, (3.10)
∮︂
S
B · dS = 0. (3.11)
3.1.2 Magnetic vector potential
In the case of electromagnetic problems, FEM is based on Maxwell’s equations
described in the previous section. In quasi-static and static problems, displacement
current D is neglected in Equation 3.2:
∂D
∂t
≈ 0. (3.12)
This leads to the quasi-static approximation of Ampere’s circuital law:
∇×H = J . (3.13)
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But even in such case, two equations, 3.4 and 3.13, describe one unknown. In
order to simplify this, B is defined by a vector potential A, so that
B = ∇×A (3.14)
holds [48]. For any A,
∇ · (∇×A) = 0 (3.15)
is true by definition. For 3D problems, gauge condition needs to be satisfied as
well [48]:
∇ ·A = 0. (3.16)
In the case of a 2D problem, this condition is satisfied automatically. Permeability
of the material was given by Equation 3.6. However, using reluctivity defined as
ν = 1
µ
is more convenient instead. Substituting Equation 3.6 with the constitutive
relation
H = νB (3.17)
to the quasi-static approximation of Ampere’s circuital law (Equation 3.13),
partial differential equation of the vector potential is obtained [48]:
∇× (ν∇×A) = J . (3.18)
Since in 2D problems vector potential and current density are equal to A =
A(x, y)ez and J = J(x, y)ez respectively, Equation 3.18 gets simplified to
∇ · (ν∇ · A) = −J. (3.19)
In many electrical machine problems it is assumed that the axial length of the
machine is infinite, so the magnetic field is solved in 2D, for the x-y plane. Such
approach is used in this thesis as well, so 3D problems will not be explained in more
detail.
3.1.3 Finite elements
When solving any problem in FEM, the first step is to divide the problem area into,
as the name of the method suggests, finite elements. This division is performed in
such way that the whole problem region is covered with the finite elements, but
without overlapping [48]. The process of dividing the problem area into elements is
called meshing, and the result of it is called mesh.
Secondly, nodal points or nodes are selected in the problem region. They represent
the points in which the field is computed. Since the finite elements are usually triangles
or squares, their corners are selected as the nodes.
Next, shape functions are assigned to each node in the mesh, so that each shape
function Ni has value 1 in node i, 0 in all other nodes, and a non-zero value in the
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elements that share the node i. Shape functions are continuous functions. First-order
shape functions are defined for, in the case of triangular finite elements, the nodes
that represent the corners of the triangle. However, they can be polynomials of
higher order if the accuracy of the solution needs to be increased.
Then, shape functions of each element are transformed into global shape functions.
As illustrated in Fig. 8, shape functions N̂i of a reference element are mapped into
global shape functions Ni.
Figure 8: Reference element in reference coordinates is mapped to a global element
[49]
Apart from this, in order to estimate the vector potential A, boundary conditions
need to be defined as well. Common boundary conditions are Dirichlet boundary
condition: A = const. (field is parallel to the boundary), homogeneous Neumann
condition: ν ∂A
∂n
= 0 (field is perpendicular to the boundary) and (anti)periodic
boundary: A1 = ±A2 (used for modelling symmetrical sectors).
Finally, taking the boundary conditions into account, vector potential can be
approximated as:
A ≈ Â(x) =
n∑︂
j=1
ajNj(x), (3.20)
where n is the total number of nodes in the mesh, Nj is the shape function of
j-th node, and aj is the value of the vector potential at node j.
3.2 Description of the FEM software
The previous section introduced the finite element method. This section presents
FC-SMEK, a program used for FEM simulations.
FC-SMEK is a set of methods designed for 2D finite element analysis (FEA) of
induction and synchronous radial flux motors and generators. Due to the periodic
symmetry of a machine, FC-SMEK computes the field only for one machine segment
and on its sides periodic boundary condition is used [30]:
A1 = ±A2, (3.21)
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Vector potentialA is constant-valued on the outer boundary due to the assumption
that there is no flux penetrating the outer surface [30]. The number of symmetry
segments depends on the number of pole pairs of the machine as well as the number
of stator and rotor slots. An example four-pole machine is shown in Fig. 9. This
segment contains 12 stator slots and nine rotor slots.
Figure 9: Segment of a cross-section on a four-pole induction machine. The mesh
contains 1438 elements and 917 nodes
The FC-SMEK procedure "Mesh" generates a finite element mesh for the geometry
of the analysed machine. The required dimensions, slot number and geometry are
given as an input to this program. An example of a four-pole induction machine
mesh containing 1438 elements and 917 nodes is shown in Fig. 9. The mesh can
be created using first, second or third-order triangular elements [30]. It can be seen
from Fig. 9 that the mesh inside the air-gap region is more detailed than in other
regions. This is necessary in order to acquire accurate field computation.
As FEA in FC-SMEK is in 2D, the vector potential and the current density are
equal to A = A(x, y)ez and J = J(x, y)ez, respectively. In some special problems
consisting only of stationary and magnetically linear materials, time-dependence can
be omitted. However, for most problems this is not the case and time-dependence
needs to be considered. This is achieved by solving the equations by a step-by-step
approach. Crank-Nicholson method is used:
Ak+1 =
1
2
{︄
∂A
∂t
|k+1 + ∂A
∂t
|k
}︄
∆t+Ak, (3.22)
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where ∆t is a short time interval [30].
Many approximations are made in FC-SMEK, the main one being the assumption
of a 2D field. Some 3D effects need to be considered when solving the field problems
with a 2D model. First, flux linkages in the stator and rotor resulting from the
currents in the end windings are not accounted for in the 2D model. Therefore,
these flux linkage values need to be estimated and added in the voltage equations
[30]. Next, rotor slots of an induction machine are commonly skewed, and this
phenomenon can be taken into account by using a skew factor in the calculations.
However, the solution procedure becomes very complex when using this method.
Instead, the machine is considered to be formed of multiple thin slices perpendicular
to the shaft. The angle between neighbouring slices coincides with the skew factor
[30].
The stator and the rotor resistive losses of the analysed machine are calculated
according to Equations 2.39 and 2.43, respectively [30]. Iron losses (hysteresis and
eddy-current losses) are computed based on Jordan’s equations (Equations 2.31 and
2.33).
3.3 Description of the fitting procedure
The previous section presented FC-SMEK, a program used for FEA. This section
explains the nonlinear least squares data fitting method lsqnonlin.
In order to model acquired data with a certain accuracy, a data fitting technique
needs to be used. If the function to which data is fitted is known, nonlinear least
squares minimisation problem method can be utilised. A nonlinear least squares
problem is defined as an unconstrained minimisation problem and it is in the following
form:
minimize
x
f(x) =
m∑︂
i=1
fi(x)2, (3.23)
where fi are auxiliary functions and f is the objective function to be minimised
[50]. In other words, sum of squares of these auxiliary functions is minimised.
This thesis uses the nonlinear least-squares solver, lsqnonlin, provided by MAT-
LAB. This algorithm requires a user-defined function as input and it returns a
solution in the form of a vector or an array [51]. This solution vector contains the
parameters of the defined function.
The lsqnonlin method has two algorithms: "trust region reflective" and "Levenberg-
Marquardt". In case when the parameters of the solution vector require certain
limits, the former algorithm needs to be used, as the latter cannot handle bound
constraints. However, using "Levenberg-Marquardt" algorithm is necessary in case
of an underdetermined system of equations, i.e. if the number of equations is lower
than the number of elements in the solution vector, because "trust region reflective"
cannot solve such problem [51].
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3.4 Chapter summary
This chapter presented the methods used in this thesis. Based on Maxwell’s equa-
tions, Section 3.1 introduced magnetic vector potential and equations necessary for
understanding FEM. Program FC-SMEK was briefly described. The time-stepping
analysis and the specified procedures will be used for obtaining motor data for the
model design, as well as for determining the accuracy of the proposed model. The
least squares algorithm lsqnonlin will be utilised in parameter identification for the
designed induction motor model, as explained in the following chapter.
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4 Results and discussion
The previous chapter provided an overview of the methods used for designing and
validating the induction motor model. This chapter presents the proposed model and
the analysis of the obtained results. Section 4.1 provides the required data of the two
motors used for testing, Section 4.2 presents the proposed equivalent circuit, Sections
4.3 and 4.4 explain the modelling of the iron and the resistive losses, respectively,
Section 4.5 demonstrates the modelling of the magnetic saturation and Section 4.6
verifies the accuracy of the proposed model by comparing the results to the FEM
computations.
4.1 Objective and test motors
The objective of this thesis was to develop an improved analytical induction motor
model, as stated in the Introduction (Chapter 1). The improved model was required to
be implemented in MATLAB Simulink environment. Electromagnetic loss calculation
had to be improved (compared to the traditional analytical model), keeping the
model as simple as possible so that it can run in real time. Γ-model presented in
Section 2.2 and the model proposed in [5] were used as the basis for the improved
model. Some of the equations for calculating the machine losses explained in Section
2.3, as well as the magnetic saturation model (as explained in Section 2.4) were
implemented. The FEM-based program FC-SMEK described in Section 3.2 was used
to obtain necessary motor data and to validate results. Parameters were identified by
data fitting, which was performed using the nonlinear least squares method lsqnonlin
provided by MATLAB software.
Table 1: Nameplate data of the 45 kW test motor
Parameter Value
Output power [kW] 45
Voltage [V] 400
Current [A] 81.94
Frequency [Hz] 50
Speed [rpm] 1482.65
Torque [Nm] 289.98
Power factor 0.8476
Number of pole pairs 2
In order to design the model as well as to validate the results, two test motors
were used in this thesis. Both of them are four-pole squirrel-cage induction motors.
The rated powers of these two motors are 45 kW and 250 kW, therefore they will be
referred to as "45 kW motor" and "250 kW motor" in the following text. Modelling
was based on the 45 kW motor, so the whole modelling process and results will be
presented using its data and only the final results will be shown for the 250 kW
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Table 2: Nameplate data of the 250 kW test motor
Parameter Value
Output power [kW] 250
Voltage [V] 500
Current [A] 351.76
Frequency [Hz] 50
Speed [rpm] 1490.66
Torque [Nm] 1603.21
Power factor 0.8493
Number of pole pairs 2
motor. The nameplate data for the 45 kW and the 250 kW motor are given in Tables
1 and 2, respectively.
Figure 10: A segment of geometry of the 45 kW motor
Fig. 10 and 11 show the geometries of the 45 kW and the 250 kW motor,
respectively. Different colours denote various materials that the motors are made
of. Gray colour represents iron in both stator and rotor of the motors. Aluminium
bars in the rotor slots of each motor are illustrated in orange. It can be noticed that
both motors have closed rotor slots. Stator windings of both machines are made of
copper, different colours denote separate phase belts.
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Figure 11: A segment of geometry of the 250 kW motor
Despite having the same number of poles and the same type of rotor, it can be
seen that the symmetry segment of the 250 kW motor is much larger than that of
the 45 kW motor. This is due to the number of rotor bars in the segment. This
results in a mesh with higher number of elements and nodes, which in turn increases
the FEM computation time.
4.2 Proposed equivalent circuit
Starting from the basic Γ-model (Fig. 4), an improved induction motor model
containing a nonlinear iron loss resistance was proposed in [5], as depicted in Fig.
7. A further improvement which this thesis proposes is separating this iron loss
resistance into two components which are the stator and the rotor nonlinear iron
loss resistances. The proposed equivalent circuit is shown in Fig. 12.
Figure 12: Proposed equivalent circuit
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Induction machine voltage equations in synchronous coordinates are defined as
dψs
dt = us −Rsis − jωsψs, (4.1)
dψR
dt = uR −RRiR − jωrψR, (4.2)
Transforming the voltage equations into stator coordinates leads to Equations
2.23 and 2.24. However, the superscript s will from now on be omitted for clarity. As
the rotor of the modelled motors is short-circuited, meaning that the rotor voltage is
uR = 0, these equations can be rewritten as
dψs
dt = us −Rsis, (4.3)
dψR
dt = −RRiR + jωmψR. (4.4)
Similarly to Equations 2.25 and 2.26, stator and rotor flux linkages can be derived
as, respectively
ψs = LM(i′s + iR), (4.5)
ψR = ψs + LσiR, (4.6)
where i′s = is − iFe. Furthermore, the iron loss current can be calculated as
iFe =
us −Rsis
RFe,e
, (4.7)
where RFe,e is the equivalent iron loss resistance and is defined as stator and rotor
iron loss resistances in parallel: RFe,e = RFe,s||RFe,R. In addition, the leakage flux is
calculated as ψσ = LσiR and the magnetising current as iM = i′s + iR.
It may be observed that the rotor iron loss resistance RFe,R is positioned in the
stator side of the equivalent circuit. Results of the FEM computations have shown
that the rotor iron loss does not directly depend on the slip, as explained in the
following section. Therefore, it is justified to place RFe,R as referred to the stator
side.
4.3 Modelling the iron losses
This section first explains the iron loss resistances and the approach to modelling the
no load iron losses. Then, parameter identification for the no load iron loss equations
is presented. Finally, stray load loss in the stator iron is defined and modelled.
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4.3.1 Iron loss resistances
In [5], the iron loss of an induction machine was modelled using one nonlinear resis-
tance RFe, as explained in Section 2.3.1, Analytical approach to iron loss modelling.
This thesis proposes separating the iron loss resistance into stator and rotor iron loss
resistances. Based on 2.35, equations for these resistances can be defined as follows:
the stator iron loss resistance is formulated as
RFe,s(u, ψs) =
RFt,s
1 + ksψns−1s /u
, (4.8)
while the rotor iron loss resistance is given as
RFe,R(u, ψs) =
RFt,R
1 + kRψnR−1s /u
, (4.9)
where
u =∥us −Rsis∥ (4.10)
is the voltage over the iron loss resistors, ψs = ψs is the magnitude of the stator
flux, RFt,s and RFt,R are positive constants, ks, kR, ns and nR are non-negative
constants.
Based on Equations 4.8 and 4.9, equivalent iron loss resistance equals to
RFe,e(u, ψs) = RFe,s(u, ψs)||RFe,R(u, ψs). (4.11)
RFe,e accounts for total no load motor iron loss. If the exponents can be approxi-
mated as ns = nR = n = 2, then RFe,e can be represented as
RFe,e(u, ψs) =
RFt,e
1 + keψn−1s /u
, (4.12)
where RFt,e models total no load eddy-current loss in the iron of the machine and
is equal to
RFt,e =
RFe,sRFe,R
RFe,s +RFe,R
(4.13)
and factor ke, used for calculating the total no load hysteresis machine loss is
derived as
ke =
kRRFe,s + ksRFe,R
RFe,s +RFe,R
. (4.14)
If n ̸= 2, equations for RFt,e and ke become more complicated; however, Equation
4.11 holds for any value of power n.
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4.3.2 No load iron loss modelling
Equivalently to [5], each iron loss resistance can be divided into a constant part: RFt,s
or RFt,R, which models the eddy-current loss of the stator and the rotor, respectively,
and a flux-dependent nonlinear part,
RHy,s(u, ψs) =
RFt,s
ks
u
ψns−1s
(4.15)
which represents the stator no load hysteresis loss and
RHy,R(u, ψs) =
RFt,R
kR
u
ψnR−1s
(4.16)
which represents the rotor hysteresis loss. Instantaneous stator and rotor iron
losses in the case of no load can then be calculated as, respectively,
pFe,s,no_load = pFt,s + pHy,s =
u2
RFt,s
+ ksψ
ns−1
s u
RFt,s
, (4.17)
pFe,R = pFt,R + pHy,R =
u2
RFt,R
+ kRψ
nR−1
s u
RFt,R
, (4.18)
where pFt,s and pHy,s are the eddy-current and hysteresis loss in the stator iron
and, equivalently, pFt,R and pHy,R are the eddy-current and hysteresis loss in the rotor
iron. These equations are in accordance with Equation 2.37. The total no load iron
loss of the machine is naturally equal to the sum of the stator and rotor no load iron
loss: pFe,no_load = pFe,s,no_load + pFe,R. In steady-state, Equations 4.17 and 4.18 can
be expressed as
PFe,s,no_load =
ω2sψ
2
s + ksωsψnss
RFt,s
(4.19)
and
PFe,R =
ω2sψ
2
s + kRωsψnRs
RFt,R
. (4.20)
In order to model the no load stator iron loss using the proposed equation,
identifying parameters RFt,s, ks and ns was required. Therefore, a 2D time-stepping
FEA was performed at no load at several operational points. The iron loss was
computed at six different frequencies. Three various voltage levels were applied at
each frequency. The model expressed by Equation 4.19 was fitted to the FEA results
using the lsqnonlin method described in Section 3.3. The following parameter values
were obtained: RFt,s = 724.92Ω, ks = 447.42 and ns = 2.11.
Fig. 13 shows data obtained by FEM (marked with points) as well as the results of
fitting (marked with lines). Fig. 13a presents no load stator iron losses at frequencies
up to 50 Hz, corresponding to the constant flux region, and three flux levels: 0.37
p.u., 0.74 p.u. and 0.81 p.u. In the case of the 45 kW test motor, these flux levels
are equivalent to 0.47 Wb, 0.94 Wb and 1.03 Wb. Fig. 13b shows no load stator
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(a) Constant flux region (b) Field weakening region
Figure 13: Parameter identification for the stator no load iron loss
iron losses at frequencies higher than 50 Hz, which correspond to the field weakening
region. This means that each line in this graph represents a constant voltage level (148
V, 296 V or 324 V), while the flux decreases, due to it being inversely proportional
to frequency.
(a) Constant flux region (b) Field weakening region
Figure 14: Parameter identification for the rotor iron loss
Rotor iron loss was computed using FEM at the same operational points. Pa-
rameters of Equation 4.20 were obtained using the lsqnonlin method as follows:
RFt,R = 811.68Ω, kR = 5.22 and nR = 2.3. Fig. 14 shows the rotor iron loss
computed by FEM and the fitted loss equations. Data in Fig. 14a corresponds to
the constant flux region, while the data in Fig. 14b shows the field weakening region,
similarly to the previous figure.
It can be seen from Fig. 13 and 14 that the proposed model fits very well to
the FEM results. This is in accordance with the results obtained in [5]. As both
exponents ns and nR are close to two, the approximation ns = nR = 2 can be made.
Therefore, equivalent resistance which accounts for the total no load iron loss of
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the motor RFe,e can be written in the form of Equation 4.12, where constants RFt,e
and ke can be simply derived from Equations 4.13 and 4.14 using the parameters
obtained from data fitting. However, calculation of RFe,e is kept in its general form
(Equation 4.11) because such approximation cannot be applied to every simulated
motor.
4.3.3 Stray load loss in the stator iron
In some studies, iron losses are considered constant [34], [52]. However, FEA has
shown that the stator iron loss depends significantly on the motor load: the loss
increases noticeably with increase in load. Fig. 15 shows the stator iron loss of the
45 kW motor with the increase in load from zero to rated, rising with the steps of
25 % of the rated load. These losses were computed at the rated stator voltage and
frequency, varying only the motor load. When comparing the stator iron loss in the
no load case with the same loss in the rated load case, an increase of almost 40 %
can be seen. This increase in the stator iron loss is in accordance with studies which
analysed machine iron loss in detail (such as [53]).
Figure 15: Stator iron loss of the 45 kW motor as a function of load
In order to further analyse the dependency of the iron losses on the change in
load, losses in different parts of the stator and the rotor are presented in Fig. 16.
Slip variation in this figure corresponds to the change in load from no load to the
rated load, the rated slip being equal to 1.157 %. Fig. 16a shows that the loss in
the stator yoke is nearly constant; however, losses in the stator teeth and tooth tips
contribute to the significant increase of the total loss in the stator iron with increase
in load. This result is similar to that reported in [53]. On the other hand, Fig. 16b
shows that the loss in rotor teeth is increasing almost linearly with the slip, but the
variation of the loss in rotor tooth tips is making the total rotor iron loss almost
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constant. The loss in the rotor yoke is well bellow 1 W for any value of the slip within
the presented range and therefore it is not visible in the Fig. 16b. This variation in
the rotor iron loss slightly differs from the result presented in [53].
(a) Stator (b) Rotor
Figure 16: Iron losses in different parts of the stator and the rotor of the 45 kW
motor
As the total loss in the rotor iron does not increase significantly with the increase
in load, Equation 4.18 was found to be modelling this loss with satisfactory accuracy.
However, even though Equation 4.17 models stator no load iron loss precisely, it does
not account for the loss in the stator iron due to loading. This loss was named the
stray load loss (SLL) in the stator iron pFe,s,SLL and had to be considered separately:
pFe,s,SLL = pFe,s − pFe,s, no_load, (4.21)
where pFe,s is the total stator iron loss and pFe,s, no_load is the stator iron loss in
the no load case as calculated using Equation 4.17.
The proposed equation for modelling the stray load loss in the stator iron is as
follows:
pFe,s,SLL = k1ωns1r uns2s , (4.22)
where ωr = ωs − ωm = sωs is the angular slip frequency, us is the stator voltage
and k1, ns1 and ns2 are non-negative constants. These three parameters need to be
identified using lsqnonlin method, similarly to no load stator and rotor iron loss.
This equation is similar to the equation for the stray load loss proposed in [37].
In order to perform the data fitting, FEA was used to compute the total stator
iron loss in various operational points. Three different frequencies, three flux levels
and five loading conditions were used as input for the FEM computations, as shown
in Fig. 17. The various loading conditions (ranging from no load to rated load)
correspond to different slips in each of the graphs (Fig. 17a, 17b and 17c) due to
different input frequencies and fluxes in each case. In all the graphs in Fig. 17 points
represent the data obtained from FEA, while the lines show the results of fitting this
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(a) ψs = 0.74p.u.
(b) ψs = 0.81p.u. (c) ψs = 0.88p.u.
Figure 17: Parameter identification for the stray load loss in the stator iron of the
45 kW motor
data to the loss model expressed by Equation 4.22. Following values were identified
for the parameters in this equation: k1 = 0.0004, ns1 = 1.75 and ns2 = 1.86.
It is important to note that the frequency range which was used for identifying
the parameters for the stray load loss in the stator iron is narrower than the range
of frequencies used in parameter identification for the no load stator iron loss. This
means that the proposed equation could not predict the SLL as accurately as the
no load loss in a wide frequency range. Nonetheless, using the sum of the no load
loss and the SLL significantly improves the accuracy of the total stator iron loss
prediction compared to the case when the stator iron loss is parametrised using only
no load data.
4.4 Modelling the resistive losses
The previous section described the modelling of the stator no load iron loss, rotor
iron loss, as well as the stray load loss in the stator iron. This section explains the
modelling of the stator and rotor resistive losses.
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The stator resistive loss is modelled according to Equation 2.40 as
pres,s = 3Rsi2s , (4.23)
where Rs is the stator resistance and is is the stator current. However, as the rotor
resistance is assumed constant, the rotor resistive loss was not modelled accurately
using the equivalent equation. In order to account for the loss due to the skin effect
in the rotor bars, the following equation was proposed:
pres,R = 3RRi2R + k2ωnR1s inR2s , (4.24)
where RR is the transformed resistance of the rotor bars, iR is the rotor current,
ωs is the stator angular frequency and k2, nR1 and nR2 are non-negative constant
parameters.
(a) ψs = 0.74p.u.
(b) ψs = 0.81p.u. (c) ψs = 0.88p.u.
Figure 18: Parameter identification for the loss due to the skin effect in the rotor
bars of the 45 kW motor
In order to identify these parameters, FEA was performed at different operational
points. Rotor resistive loss was computed at three different frequencies (40 Hz,
45 Hz and 50 Hz), three flux levels (0.74 p.u., 0.81 p.u. and 0.88 p.u., which are
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equivalent to 0.94 Wb, 1.03 Wb and 1.12 Wb and are shown in Fig. 18a, 18b and
18c, respectively) and four loading conditions (25 % – 100 % of rated load). The
loss due to eddy-currents in the rotor bars pres,R,ft = k2ωnR1s inR2s was calculated as the
difference between the total rotor resistive loss obtained from FEA and the 3RRi2R
loss. MATLAB function lsqnonlin was used to fit the data to the proposed equation
for pres,R,ft and the computed parameters are as follows: k2 = 0.0081, nR1 = 0.7 and
nR2 = 1.41.
Fig. 18 shows the values of the eddy-current loss in the rotor bars computed by
FEM as points, while the fitted equations for pres,R,ft are represented with lines in
the graphs. Similarly to the stray load loss in the stator iron, parameters for the
eddy-current loss in the rotor bars model are identified from the losses computed at
a rather narrow frequency range.
4.5 Modelling magnetic saturation
The previous section described how the motor resistive losses were modelled. This
section explains modelling the magnetic saturation.
Since induction machines are commonly constructed to be a little saturated in the
rated point of operation [19], constant inductance parameters of the Γ-model need to
be replaced with nonlinear inductances in order to model this phenomenon. Mutual
saturation can be modelled using Equations 2.47 and 2.48. However, according
to [3], some of the parameters of the proposed equations complicate the fitting
process, so the simplified saturation model was implemented instead. In this thesis
the phenomenon of magnetic saturation was modelled using Equation 2.50 for the
magnetising inductance: LM(ψs) =
LMu
1 + αψas
and Equation 2.51 for the leakage
inductance: Lσ(ψσ) =
Lσu
1 + βψbσ
. The parameters of these functions are identified
through the data fitting process.
The unsaturated magnetising and leakage inductances LMu and Lσu in the Equa-
tions 2.50 and 2.51 were determined as the constant equivalent circuit parameters.
Constants α, a, β and b were identified similarly to the indirect method described
in [3]. First, the no load operation of the motor is simulated using FEM at differ-
ent voltage levels. Due to no load, magnetising current is equal to stator current:
iM = is, and the main flux is determined as the stator flux in the Equation 2.23:
ψM =
us −RsiM
ωs
. As the rotor current is zero, the magnetising inductance function
is equal to the ratio of the main flux and the stator current, LM =
ψm
iM
. Parameters
α and a were identified by minimising this cost function.
Then, the operation of the motor was simulated using FEM at various load levels
and at different voltages. From the computed values of slip, stator current and
stator flux and using the previously obtained values of magnetising current, rotor
current can be calculated as iR = is − iM. Leakage flux can then be obtained as
ψσ = ψR −ψs =
RR
ωr
iR −ψs. Parameters β and b were identified by equalling the
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leakage inductance function to the ratio of the leakage flux and the rotor current
and minimising this cost function: Lσ =
ψσ
iR
.
As for identification of the parameters of the proposed loss functions, the param-
eters of the inductance functions were identified using the time-stepping FEA and
the lsqnonlin method. For the 45 kW motor, the parameters were identified as the
following: α = 0.059, a = 13.27, β = 0.0003 and b = 20.96. It can be seen from these
parameter values that the saturation of the magnetising inductance is much more
prominent than the saturation of the leakage inductance.
Figure 19: Stator current of the 45 kW motor at different loading conditions
In order to analyse the effect of including the proposed magnetic saturation
model, the comparison of the different models was made by calculating the rms value
of the stator current at various loading conditions. This comparison of the FEM
model, analytical model without magnetic saturation and the improved analytical
model which includes the magnetic saturation is shown in Fig. 19. As expected,
in the no load case saturation has no effect on the current. As the load increases,
magnetic saturation increasingly affects the stator current. In the rated condition,
the stator current calculated in FC-SMEK is equal to 81.94 A. The motor model
which includes the saturation gives the result very close to the FEM model: 81.81 A.
For the same loading condition, the model with no saturation calculation simulates
the stator current of only 79.9 A. This result translates to the error of 0.16 % when
the magnetic saturation model is used, while the model without magnetic saturation
increases the error to 2.49 % as compared to the value computed by FEM. The
improvement of including the magnetic saturation model is especially important
when the motor is expected to operate at loading conditions close to the rated.
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4.6 Proposed model
The previous sections presented the proposed equivalent circuit and described the
proposed iron and resistive loss models, as well as the phenomenon of magnetic
saturation model. This section compares the improved model to the original one, as
well as to the FEM computations.
In summary, this thesis proposes the following loss model:
• stator iron loss comprising eddy-current and hysteresis no load losses as well
as the stray load loss and is modelled as pFe,s =
u2
RFt,s
+ ksψ
ns−1
s u
RFt,s
+ k1ωns1r uns2s ,
• rotor iron loss composed of eddy-current and hysteresis loss is modelled as
pFe,R =
u2
RFt,R
+ kRψ
nR−1
s u
RFt,R
,
• stator resistive loss is modelled as pres,s = 3Rsi2s ,
• rotor resistive loss comprised of the loss in the rotor bars and the skin effect in
the bars is modelled as pres,R = 3RRi2R + k2ωnR1s inR2s .
The proposed equivalent circuit is shown in Fig. 12. The nonlinear elements in
this circuit are the following:
• stator iron loss resistance RFe,s(u, ψs) = RFt,s1 + ksψns−1s /u
,
• rotor iron loss resistance RFe,R(u, ψs) = RFt,R1 + kRψnR−1s /u
,
• magnetising inductance LM(ψs) = LMu1 + αψas
and
• leakage inductance Lσ(ψσ) = Lσu1 + βψbσ
.
It is important to note that the iron loss model proposed in [5] (Equation 2.37)
was improved in this thesis by separating the stator no load iron loss from the rotor
iron loss. In addition, equations for the stray load loss in the stator iron and the
eddy-current loss in the rotor bars were proposed in this thesis.
Fig. 20 shows the comparison of the "original" and the improved (proposed)
analytical model of the 45 kW motor to the FEM loss computations. The "original"
loss model comprises Equation 2.37: pFe =
u2 + kψn−1s u
RFt
, Equation 2.40: pres,s = 3Rsi2s
and Equation 2.44: pres,R = 3RRi2R. However, a slight modification was made to
the original model to make the comparison fair: stator and rotor iron losses were
separated according to Equations 4.17 and 4.18. The improved model is defined as
explained above. FEM results were obtained from the time-stepping analysis with
sinusoidal input. The original and the improved analytical model were implemented
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Figure 20: 45 kW motor loss components at the rated load
in MATLAB Simulink and ran with a simple rotor flux oriented vector control with
sinusoidal input, which was used in order to make the results comparable. It can be
seen from Fig. 20 that the improved stator iron loss model gives a little lower result
than FEM, however, this value is closer to FEM than the one obtained from the
original model. Similarly, the improved rotor resistive loss model gives a little higher
result than FEM, however, this value is closer to FEM than the one obtained from
the original model. For the rotor iron loss and the stator resistive loss, both original
and improved model give equal results because the same equations were used in both
models.
Fig. 21 shows the total electromagnetic (EM) loss of the 45 kW motor at different
loading conditions. Total EM loss encompasses the losses in the stator and rotor iron,
as well as the resistive losses in the stator and the rotor. All three models, FEM,
original and improved analytical model, are the same as described in the previous
paragraph. Simulation conditions were the same as described above. It can be seen
that the improved model gives much closer result to the FEM model compared to
the original analytical model in all loading conditions.
The comparison of the errors in the calculated EM loss for the different loading con-
ditions is shown in Table 3. The error is calculated as error = Ploss,FEM − Ploss,analytical model
Ploss,FEM
·
100[%], where Ploss,FEM is the total EM loss computed by FEM and Ploss,analytical model
is the total EM loss calculated from an analytical model, original and improved, as
respectively shown in Table 3. It is evident that the error of the original loss model
increases with the increase in load. This result is expected because the loss in the
stator iron due to loading is not accounted for in this model. Furthermore, the rotor
resistive loss in the original model does not include the skin effect in the rotor bars,
which further aggravates the total loss prediction of this model. On the other hand,
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Table 3: Error in the calculated EM loss of the 45 kW motor
Load [% of rated] Error [%]; original model Error [%]; improved model
0 10.68 0.09
25 15.81 3.00
50 17.14 0.31
75 18.20 1.28
100 19.95 0.57
the error of the improved loss model does not follow such pattern; it does not increase
nor decrease with increase in load. This may be explained by the fact that the
modelled loss components are fluctuating around the corresponding losses calculated
by FEM. For example, the stator iron loss from the improved model is lower than
that computed by FEM at any loading condition when the stator frequency is set to
50 Hz, while the rotor resistive loss of the improved analytical model is higher than
that computed by FEM at the described operational points. This can be seen from
Fig. 20 for the case when the rated load is applied. The error of the loss calculated
using the improved analytical model may fluctuate differently at stator frequencies
other than 50 Hz. This is mostly due to the narrow range of frequencies used for
the data fitting of the SLL and the loss caused by the skin effect in rotor bars, as
well as to the accuracy of these fits. Nonetheless, when applying rated frequency
and voltage to the improved model, the total loss error is below 5 % in any loading
condition. In the case of the rated operational point, the total loss error is only 0.57
%, which is a significant improvement comparing to almost 20 % total loss error
Figure 21: Total EM loss of the 45 kW motor at the varying load
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calculated using the original analytical model.
Figure 22: 250 kW motor loss components at the rated load
Only final results are presented for the 250 kW motor. All the parameters of
the proposed model of the 250 kW motor are given in Table 4. Fig. 22 shows
the comparison of the "original" and the improved (proposed) analytical model of
the 250 kW motor to the FEM loss computations, while Fig. 23 shows the total
electromagnetic loss of the 45 kW motor at different loading conditions. It can be
seen that the loss results calculated using the improved model are closer to the FEM
Figure 23: Total EM loss of the 250 kW motor at the varying load
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computations for each loss component. In addition, the total loss calculated using the
improved model are closer to the FEM computations, in comparison to the original
model. However, the error of the improved loss model is higher in the case of the
250 kW motor compared to the 45 kW motor. This is mostly due to the parameter
fitting not being as close in the case of the 250 kW motor as they were for the 45
kW motor. The error almost linearly decreases from 16 % in the no load condition
to only 1.5 % at the rated load.
Nonetheless, simulated stator currents and torques of both the 45 kW and the 250
kW motors are matching very closely to the values of the same variables computed by
FEM. For the 45 kW motor, the simulated stator current at the rated point equals
81.81 A, which differs only slightly from 81.94 A computed by FEM. Additionally,
simulated torque amounts to 290 Nm, which is almost identical to the value computed
by FEM: 289.98 Nm. In the case of the 250 kW motor, simulated rated stator current
reaches 353.84 A, while this current according to FEM is 351.76 A. In addition,
simulated torque reaches 1603 Nm compared to 1603.21 Nm from FEM.
Table 4: Equation parameters for the 250 kW motor
Parameter Value
ks 551.72
ns 2.02
RFt,s 296.47
kR 4.03
nR 1.03
RFt,R 579.00
k1 0.0014
ns1 1.65
ns2 1.84
k2 0.0001
nR1 0.86
nR2 1.72
α 0.025
a 7.09
β 0.047
b 9.48
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5 Conclusions and future work
This thesis has successfully designed an improved induction motor model. The
induction machine model represented by a Γ equivalent circuit augmented with an
iron loss model was proposed in [5] and used as the basis for the improved model.
The electromagnetic loss calculation has been improved by accounting for the iron
loss due to loading and by including the loss due to the skin effect in the rotor bars.
Finite element analysis was performed to identify parameters of the improved model,
as well as to validate the results. The proposed model has been implemented in
the MATLAB Simulink environment and can be integrated with an electric drive
simulation.
Testing of the Simulink model was performed using a simple rotor flux oriented
vector control with a sinusoidal input in order to make the results comparable to the
results of FEM. All the FEM computations were done using the 2D time-stepping
analysis in the FC-SMEK software. Parameter identification was accomplished using
lsqnonlin, the nonlinear least squares data fitting method offered by MATLAB.
The induction motor model proposed in [5] has been augmented by only one
nonlinear element, which enabled the calculation of the stator no load iron loss and
the rotor iron loss separately. This allows for a more in-depth analysis of the origin
of the machine losses. Moreover, a similar approach was used as in [5] to separate
eddy-current from hysteresis loss in both the stator and the rotor iron. In addition
to that, the stator iron loss due to loading of the machine has been modelled as
well. This improvement has reduced the error of the stator iron loss prediction in
the rated point of operation of the 45 kW motor by over 20 % in comparison with
the model based on the no load iron loss. Furthermore, the proposed model has
incorporated the calculation of the eddy-current loss in the rotor bars, which has
improved the prediction of the total resistive loss in the rotor by over 23 % in the
rated point. In addition to the two nonlinear resistances, two inductances with simple
nonlinear functions have replaced the constant inductances of a standard Γ-model.
By accounting for the saturation of the magnetising inductance as a function of the
main flux and the saturation of the leakage inductance as a function of the rotor
current, the magnetic saturation of the machine has been modelled. If a certain
application requires a mutual saturation model, these simple inductance formulas
can be enhanced by including the dependency of the magnetising inductance on the
rotor current and the dependency of the leakage inductance on the main flux. Such
equations were proposed in [3] and [5]. All the implemented improvements have
decreased the total electromagnetic loss prediction error by over 10 % in the no load
operation and over 19 % in the rated point for the 45 kW motor.
Due to simplicity of the proposed model, it is easy and straightforward to imple-
ment it in the MATLAB Simulink environment, in which the model can run in real
time. Hence, it is possible to integrate the model with an electric drive simulation,
which can be used in a variety of applications. However, the integration was not in
the scope of this thesis, so it will need to be performed in the future. Furthermore,
the losses are calculated in real time as well, as opposed to models such as FEM-based
ones, in which loss computation is done in post-processing. This allows for the usage
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of the proposed model even in the applications in which online loss monitoring is
required. In order to use the Simulink model for a chosen induction machine, it is
necessary to first perform a series of FEM simulations in order to collect data for
parameter identification. Once the parameters are determined for the particular
motor, the model can be run in real time.
Since the model was based on the computations performed with the sinusoidal
input voltage, it is not suitable for prediction of the behaviour of the power losses
resulting from the presence of the higher harmonics. A proposal for future work
is thus to study the effects of the non-fundamental harmonics resulting from the
inverter operation on the losses and include it in the motor model. This will improve
the prediction of the efficiency of the whole system.
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