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With the popularization of animation and games, the number of digital illustrations have been created 
and it is growing on the web. This makes it difficult for users to find their favorite illustrations. If a machine 
learning system is trained to learn the preferences of the users, it would be easier for users to find their 
favorite illustrations from a great number of available illustrations. However, it a heavy burden would be 
place on users in order for the machine learning system to learn their preferences. This is because, in 
general, supervised learning, needs not only positive (favorite) but also negative (dislike) examples: there 
would be few people who would store disliked illustrations in their computers. In the present work, the 
positive examples correspond to the favorite illustrations of the users and the negative examples 
correspond to the disliked illustrations. Therefore, it is burdensome for users to gather disliked 
illustrations for the preparation of the negative examples. 
In this research, we propose a system that uses support vector machine (SVMs) and One-Class SVM(OC-
SVM) to reduce burden on users and to identify illustrations by user's preference. 
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1. はじめに 
アニメやゲームの普及で，多くの人がイラストを描くよ
うになり，ネット上にたくさんのイラストが出回るように
なった．ほとんどの場合でイラストにはキャラクターが描
かれており，同じキャラクターでも作者が異なると大きく
雰囲気が変わることがある。このため，ネット上の膨大な
イラストの中から好みのイラストを探すことが困難にな
ってきている．もし，ユーザの好みを機械が学習し，イラ
ストを分類するシステムを作ることができれば，大量のイ
ラストの中から好みのイラストを見つけることが容易に
なる． 
一般ユーザがシステムを使用する場合，一般的な教師あ
り学習には，正例と負例の２種からなる訓練データが必要
である．本研究の場合では正例が好みのイラストで，負例
が嫌いなイラストとなる．普段からイラストに触れる機会
があるユーザならば，好みのイラストは SNSで収集した
り，pixiv などのイラストコミュニケーションサイトでブ
ックマークをしているため，正例を用意することは容易で
ある．一方，負例である嫌いなイラストは，必要でない限
り集めることはないので，用意することが困難である．こ
のため，システムを利用するユーザに負担がかかると考え
られる． 
 
図 1.顔パーツの位置と大きさ 
  
図 2.同じキャラクターを異なる作者が描いた場合の， 
目の形状の違い 
 
以上より，本研究ではイラストにおけるユーザの好みを
学習し，識別するシステムを開発する．また，好みを分類
したうえで，ユーザの負担軽減を試みる． 
 
2. イラストの好みについて 
イラストは作者によって描き方が異なる．この違いが好
みの判断になると考えた．多くのイラストを観察したとこ
ろ，特に顔の描き方が大きく異なっていた．具体的には，
図 1に示すような目の大きさ，目の高さ，鼻の高さ，口の
高さに，作者独自の特徴が表れていることがわかった．加
えて，図２は異なる作者が同一のキャラクターを描いたも
のであるが，目の形状が異なっていることも確認できた．
このほかに，髪，肌，目の色特徴に注目した。これらの違
いがユーザの好みに関係すると考えた[1][2]． 
 
3. 特徴抽出 
 本研究では顔パーツ(目，鼻，口)の大きさと位置，髪，
肌，目の色，目の形状，および顔領域全体に着目し，以下
の方法でそれぞれ特徴を抽出した． 
 
3．1 顔パーツの大きさと位置 
 一般の顔パーツ検出機は，実際の人間の顔画像で学習し
ているため，描かれたキャラクターの顔パーツを検出する
ことが難しい．そこで，キャラクター専用の検出器である
Imager::AnimeFace[2]という perlのライブラリを使用す
る．Imager::AnimeFace とは，顔パーツの位置と大きさ
を検出するものである．髪などで目が隠れていても推定す
ることができる． 
本研究では顔の大きさに対する目の大きさと，顎を基準
にした目，鼻，口の高さの，計４つを特徴量として抽出し
た． 
 
3．2 髪，肌，目の色 
 イラスト中のキャラクターは，肌の色がグラデーション
になっている場合や，髪の毛や目が複数の色で描かれてい
る場合がある．そこで Imager::AnimeFaceの機能を用い
て色特徴を抽出する．Imager::AnimeFace ではまず，顔
パーツの検出の際に髪，肌，目の領域を予測する．その領
域からランダムにピクセルを選択して，図 3のように似て
いる色でピクセルをクラスタリングする．ピクセルの数が
最も多いクラスの平均色を，色特徴として RGB値で出力
する。肌領域の場合，図 3のように赤い丸で囲ったクラス
のピクセルが最も多いので，そのクラスの平均色を肌領域
の色とする．このとき，髪と肌で出現頻度最上位の 1色を
RGB の 3 次元特徴量として抽出する．目は多くの色で描
かれている場合が多いので，目領域で多く使用されている
上位４つの色を代表色として，左右の目から抽出する． 
以上より，本研究では，髪から 3 次元，肌から 3 次元
と，左右の目から 24 次元(4 色×3 次元×2)の合計 30 次
元を色特徴として使用した． 
 
 
図 3.ピクセルのクラスタリングによる， 肌領域からの
色特徴取得 
 
3．3 目の形状 
キャラクターの目の形状をとらえるために，目領域のエ
ッジ方位を抽出する．3.1 で取得した顔パーツの座標を使
用し，目領域を図 2のように切り出す．切り出した画像 I
の位置(x, y)におけるピクセルの画素値をI(𝑥, 𝑦)とし 
𝑓𝑥(𝑥, 𝑦) = 𝐼(𝑥 + 1, 𝑦) − 𝐼(𝑥 − 1, 𝑦)  
𝑓𝑦(𝑥, 𝑦) = 𝐼(𝑥, 𝑦 + 1) − 𝐼(𝑥, 𝑦 − 1) 
から，エッジ方位θを 
θ(𝑥, 𝑦) = tan−1
𝑓𝑦(𝑥, 𝑦)
𝑓𝑥(𝑥, 𝑦)
 
のように求める．これを画像 I の全画素に行う．求めたエ
ッジ方位から 0~180 度の間で 10 度ずつに分割したヒスト
グラムを作成し，18次元の特徴量として抽出した．なお，
同じ画像でも回転していると異なる特徴量になるため，
3.1 で顔のパーツ位置を検出した際に，左目と右目が水平
になるように回転処理をしてから，特徴を抽出した． 
 
3．4 顔領域全体の特徴 
顔領域で著者が想定していない箇所が，好みの判断に関
係してくる可能性がある．その為、キャラクターの顔領域
から大まかな特徴を捉えるために、SIFT(Scale-Invariant 
Feature Transform) [3]を用いた． 
SIFT とは特徴点の検出・特徴量記述を行うアルゴリズ
ムであり，検出した特徴点に対して不変性の強い特徴量を
記述することができる．具体的にはスケールの変化，画像
の回転，画像の変形に強い特徴量を得ることができる．こ
れにより，イラストにおけるキャラクターの顔における描
き方の違いを，特徴として抽出できると考えた． 
SIFT は入力画像によって抽出される特徴数が異なる．
このため，本研究では BoW(Bag-of-Words)を使用して SIFT
から抽出した特徴を 20次元のベクトルに統一した． 
 
4. 基準 SVMによる識別 
 識別器に Support Vector Machine (SVM)[4]を用いた．
SVM とは正例と負例を用いる教師あり学習で，識別境界
と訓練データのマージンを最大化する特徴がある．正例に
好みのイラスト，負例に嫌いなイラストを用いて学習を行
い，本研究で抽出した特徴の有効性を確認する．この場合
の SVMを基準 SVMと呼ぶ． 
著者が所有しているイラストを基準SVMに与えて学習
を行い，抽出した特徴の有効性を確認した．また，一般ユ
ーザに対しても確認した． 
 
4.  1. 実験 1a：著者が所有するイラストでの実験 
この実験で用いたデータは，著者の好きなイラスト 267
枚(正例)，著者の嫌いなイラスト 273枚とした．正例，負
例から，テストセット 200枚(正例 100枚，負例 100枚)，
バリデーションセット 20 枚(正例 10 枚，負例 10 枚)と，
訓練セットをランダムに選択した.このとき，訓練セット
の枚数は，ユーザがシステムを使う際に適切なイラストの
枚数を調べるために，正例と負例をそれぞれ 10～100 枚
と変化させた．この選択を 500 回行った．SVMにある 2
種のパラメータ(γ，C)は訓練枚数ごとに設定した．バリ
デーションセットに対してグリッドサーチを行い，F値が
最も高くなるパラメータを求めた．チューニングしたパラ
メータを用いて，テストセットを与えた結果から混同行列
を使用し，500回分の正解率と適合率，検出率，F値の平
均を求めた． 
結果の平均を表 1に示す．訓練枚数ごとに正解率をみる
と，100 枚のときに 70％を超えていた．適合率は，訓練
枚数が 75 枚までは緩やかに上昇していたが，100 枚で急
上昇した．検出率は訓練枚数が 75までは緩やかに上昇し
ていたが，100枚で下がった．F値で見ると訓練枚数が 75
枚の時に最も高くなっていた．このため，以下の一般ユー
ザでの実験では訓練枚数を 75枚で行った． 
 
表 1. 実験 1aの著者データのよる識別結果の平均 
 
 
4.  2. 実験 1b：一般ユーザに対しての実験 
 niconicoが提供している nico-opendata(nicoセット)[5]
を使用し，一般ユーザに対して実験を行った．データセッ
トは以下の手順で作成した． 
 
1. nicoセットからイラストを無作為に提示する 
2. 提示されたイラストに対して，ユーザが好きか否
かでラベル付けをする 
3. 好きなイラスト(正例)と好きではないイラスト(負
例)が，どちらも 100 枚以上になったら終了．そう
でなければ手順の 1に戻る 
 
以上の手順で作成したユーザごとの枚数を表 2 に示す．
ユーザごとにデータの総数が異なるため，データの総数を
そろえる必要がある．本実験では，テストセット 30枚(正
例 15 枚，負例 15 枚)，バリデーションセット 20 枚(正例
10枚，負例 10枚) ，訓練セット 150枚(正例 75枚，負例
75 枚)をランダムに選択した．この選択を 500 回行った．
SVM のパラメータは実験 1a と同様にチューニングを行
った．テストセットを与えた結果から，500回分の正解率，
適合率，検出率，F値の平均をまとめた． 
結果の平均を表 3 に示す．正解率を見るとユーザ ta，
shi，ni，fum，coで 60%を超えて，最高で shiの 64%で
あった．適合率と検出率の関係を見るとほとんどの場合で，
適合率が低く，検出率が高くなっていた．F 値を見ると，
最高で shiの 69%となっていた． 
 
表.2 ユーザごとに作成したデータセットの枚数 
 
表.3 実験 1bユーザごとの識別結果の平均 
 
 
表.4 実験 2の著者データによるデータセット 
 
 
5. 軽減手法による識別 
基準 SVMでは負例が必要であるため，一般ユーザは嫌
いなイラストを用意する必要がある．実際にシステムを使
用する状況を考えると，これは負担である．そこで，負担
を軽減する二つの手法を提案する． 
一つ目の手法は One-Class SVM(OC-SVM)[6]を用いるも
のである．OC-SVM は訓練に正例のみを使用する教師な
し学習であるため，負例である嫌いなイラストが不要にな
り，負担が軽減できる．これを軽減手法１とする． 
二つ目の手法は，基準 SVMの負例にランダムに集めた
イラスト(ランダムイラスト)を使用する．好みのイラスト
はランダムイラストの中に少数しかなく，多くは嫌いなイ
ラストであると予想できる．このため，ランダムイラスト
を負例として代用する．この場合の SVMを軽減手法 2と
呼ぶ． 
軽減手法 1と 2を用いて，著者が所持しているイラスト
を与えた場合と，一般ユーザが用意したイラストを与えた
場合で，結果をまとめた． 
 
5.  1. 実験 2a：著者が所有するイラストでの実験 
 この実験で用いたデータは，著者の好きなイラスト 267
枚(正例)，nicoセットからランダムサンプリングしたラン
ダムイラスト 17,000 枚(負例)である．これらから，バリ
デーションセット 20 枚(正例 10 枚，負例 10 枚)と，訓練
セットをランダムに選択した．このとき，実験 1aと同様
に，正例と負例をそれぞれ 10～100 枚と変化させた．こ
の選択を 500回行った．テストセットは実験 1aと同じと
する．軽減手法 1と 2にある 2 種のパラメータ(γ，C)は
訓練枚数ごとに設定した．バリデーションセットに対して
グリッドサーチを行い，F値が最も高くなるパラメータを
求めた．チューニングしたパラメータを用いて，テストセ
ットを与えた結果から，500回分の正解率と適合率，検出
率，F値の平均を求めた． 
以上のデータセットを表 4 のように，軽減手法 1 と 2
に与えて結果をまとめた． 
正解率の平均を表 5に示す．訓練枚数 10枚では軽減手
法 1と 2が基準 SVMと同程度だった．訓練枚数 25～100
枚では，軽減手法 1と 2は基準 SVMに比べて 6～10%低
下した． 
適合率の平均を表 6に示す．軽減手法 1は，訓練枚数が
10枚のときに，基準 SVMを超えていた．また，訓練枚数
が増えるにつれて，緩やかに値が落ちた．軽減手法 2は訓
10 25 50 75 100
正解率 0.625 0.665 0.678 0.682 0.707
適合率 0.611 0.638 0.647 0.644 0.703
検出率 0.706 0.777 0.794 0.824 0.722
F値 0.641 0.697 0.710 0.721 0.711
訓練枚数
基準SVM
ta fuh shi no yo ni fum co ku
好み枚数 282 123 100 100 100 100 100 100 100
嫌い枚数 100 100 136 273 298 386 403 1237 2745
ta fuh shi no yo ni fum co ku
正解率 0.601 0.517 0.643 0.565 0.527 0.610 0.604 0.638 0.494
適合率 0.598 0.515 0.614 0.560 0.527 0.598 0.593 0.630 0.490
検出率 0.628 0.819 0.804 0.653 0.643 0.712 0.690 0.687 0.681
F値 0.607 0.620 0.692 0.597 0.567 0.643 0.632 0.652 0.535
基準SVM ユーザ名
練枚数が変わっても値が変わらなかった． 
検出率の平均を表 7 に示す．軽減手法 1 は訓練枚数が
増えるにつれて，大幅に上昇し，75 枚で基準 SVM を超
えた．軽減手法 2はすべてで基準 SVMを超えていた． 
F値の平均を表 8に示す．軽減手法 1は，訓練枚数が増
えるにつれて，基準 SVM に近づいた．訓練枚数が 10 枚
のときに軽減手法 2 が基準 SVM を超えており，25 枚以
上では同程度となっていた． 
 
表 5. 実験 2aの著者データによる正解率の平均 
 
 
表 6. 実験 2aの著者データによる適合率の平均 
 
 
表 7. 実験 2aの著者データによる検出率の平均 
 
 
表 8. 実験 2aの著者データによる F値の平均 
 
 
5.  2. 実験 2b：一般ユーザに対しての実験 
この実験で用いた正例は，実験 1bでユーザごとに作成
した好みイラストである．負例は実験 2aの著者が所有す
るイラストでの実験で用いたランダムイラストである．以
上から，バリデーションセット 20枚(正例 10枚，負例 10
枚)と，訓練セット 150 枚(正例 75 枚，負例 75 枚)をラン
ダムに選択した．この選択を 500回行った．軽減手法 1と
2のパラメータは実験2aと同様にチューニングを行った．
テストセットを与えた結果から，500回分の正解率と適合
率，検出率，F値の平均をまとめた． 
以上のデータセットから表 4に従って，基準 SVMおよ
び軽減手法 1と 2の結果をまとめた．これで，軽減手法の
識別性能が基準 SVMに近づくことができれば，システム
に軽減手法が使える． 
正解率の平均を表 9に示す．ユーザ fuh，shi，yo，kuで
軽減手法 1が基準 SVMと同程度になっていた．多くのユ
ーザで軽減手法２については基準 SVM に近づいており，
特にユーザ名 fuh，no，yo，ni，fum，kuで同程度になっ
ていた． 
適合率の平均(±1SD)を表 10 に示す．ユーザ fuh,  yo,  
ku で軽減手法が基準 SVMと同程度になっていた． 
検出率の平均(±1SD)を表 11 に示す．全てのユーザで，
軽減手法１と 2、基準 SVMを超えていた． 
F値の平均を表 12に示す．ほとんどのユーザで軽減手法
1の値が基準 SVMと同程度になっており，特にユーザ ta，
huf,  no,  yo,  fum,  kuで基準 SVMを超えていた．軽
減手法 2でも同様に基準 SVMと同程度になっており，ユ
ーザ ta,  no,  ni,  fum,  co,  kuで基準 SVMを超えて
いた． 
 
表 9. 実験 2bの一般ユーザごとの正解率の平均 
 
 
表 10. 実験 2bの一般ユーザごとの適合率の平均 
 
 
表 11. 実験 2bの一般ユーザごとの検出率の平均 
 
 
表 12. 実験 2bの一般ユーザごとの F値の平均 
 
 
6. 考察 
実験 1aの著者が所有するイラストによる実験では，訓
練枚数が 100 枚のときに，基準 SVM で正解率が 70％を
超えていたので，本研究で抽出した特徴はある程度有効だ
ということが分かった．しかし，向上の余地があるため，
新たに特徴を追加して識別率を向上させたい．訓練枚数が
75 枚から 100 枚になると，適合率が上がり，検出率が下
がっていた．検出率が高いと，嫌いなイラストと判断され
たデータのうち，好みのイラストの割合が少ないことを意
味する．適合率が高いと，好きなイラストと判断されたデ
ータに含まれる嫌いなイラストの割合が少ないことを意
味する．システムを使うことを想定すると，検出率が高い
ほうが望ましいため，実験 1a では訓練枚数 75 枚が適切
だろう． 
 実験 1bの一般ユーザに対しての実験では，ユーザによ
って識別器の精度が異なっていた．また、著者が所有する
イラストでの実験よりも一般ユーザに対しての実験のほ
うで精度が落ちていた．これには 2 つの原因が考えられ
る．1つは，著者が想定していない特徴で，ユーザが好み
の判断をしている可能性がある．このため，適切に識別が
行われなかったと思われる．2つめは，データの質が異な
るためだと思われる．ユーザでの実験で使用したデータセ
10 25 50 75 100
基準SVM SVM 0.625 0.665 0.678 0.682 0.707
軽減手法1 OC-SVM 0.573 0.606 0.612 0.604 0.615
軽減手法2 SVM 0.601 0.604 0.606 0.605 0.607
正解率
訓練枚数
識別器
10 25 50 75 100
基準SVM SVM 0.611 0.638 0.647 0.692 0.703
軽減手法1 OC-SVM 0.656 0.605 0.587 0.574 0.584
軽減手法2 SVM 0.570 0.570 0.570 0.568 0.570
適合率 識別器
訓練枚数
10 25 50 75 100
基準SVM SVM 0.706 0.777 0.794 0.730 0.722
軽減手法1 OC-SVM 0.325 0.627 0.764 0.815 0.803
軽減手法2 SVM 0.857 0.865 0.876 0.882 0.886
検出率 識別器
訓練枚数
10 25 50 75 100
基準SVM SVM 0.641 0.697 0.710 0.721 0.711
軽減手法1 OC-SVM 0.417 0.610 0.662 0.673 0.675
軽減手法2 SVM 0.682 0.686 0.690 0.691 0.693
識別器F値
訓練枚数
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.601 0.517 0.643 0.565 0.527 0.610 0.604 0.638 0.494
軽減手法1 OC-SVM 0.534 0.534 0.620 0.520 0.528 0.526 0.553 0.564 0.498
軽減手法2 SVM 0.558 0.521 0.581 0.537 0.520 0.590 0.594 0.590 0.509
正解率 ユーザ名識別器
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.598 0.515 0.614 0.560 0.527 0.598 0.593 0.630 0.490
軽減手法1 OC-SVM 0.523 0.522 0.590 0.513 0.518 0.517 0.536 0.545 0.499
軽減手法2 SVM 0.546 0.519 0.554 0.530 0.518 0.566 0.573 0.567 0.509
適合率 識別器 ユーザ名
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.601 0.517 0.643 0.565 0.527 0.610 0.604 0.638 0.494
軽減手法1 OC-SVM 0.810 0.794 0.805 0.846 0.820 0.816 0.811 0.808 0.828
軽減手法2 SVM 0.737 0.666 0.873 0.715 0.775 0.812 0.772 0.791 0.656
検出率 識別器 ユーザ名
ta fuh shi no yo ni fum co ku
基準SVM SVM 0.607 0.620 0.692 0.597 0.567 0.643 0.632 0.652 0.535
軽減手法1 OC-SVM 0.633 0.628 0.678 0.637 0.633 0.631 0.642 0.648 0.621
軽減手法2 SVM 0.622 0.578 0.676 0.604 0.605 0.664 0.653 0.657 0.567
F値 ユーザ名識別器
ットは，nico セットから無作為に提示されるものをユー
ザが判断して作成した．このため，好きか否かの判断基準
が，イラスト前後の相対的な好みとなってしまい，ユーザ
ごとに好みの基準が不安定だったと思われる．一方，著者
が所有しているイラストは，日ごろから SNS等で収集し
ているものである．このため，ユーザが作成したデータセ
ットよりも，はっきりと好みがわかれていた可能性がある．
よって，適切にデータセットを作成する必要がある． 
 実験 1bでは，ほとんどのユーザで適合率に比べ検出率
が高く，分散が大きくなっていた．これは，上記の好みの
判断基準が不安定になっていたことで，嫌いなイラストと
判断したデータの中に，好みのイラストが不規則に含まれ
ているためだと思われる．  
実験 2a の著者が所有するイラストでの実験について，
軽減手法 1 を見ると，訓練枚数が増えるにつれて F 値が
上昇し基準 SVMに近づいていた．このとき，適合率が下
降して検出率が上昇していた．これは，与えられたテスト
データに対して，ほとんどを嫌いなイラストと判断してい
た大まかな識別境界が，訓練枚数が増えるにつれて細かく
なっていることが予想される．軽減手法１は OC-SVMな
ので，与えられた訓練データの数が増えるごとに，正例に
フィッティングしていると思われる． 
一方，軽減手法 2では訓練枚数が変化しても性能に大き
な変化はなく，F値は基準 SVMと同等になっていた．検
出率を見ると常に値が高いため，与えられたテストデータ
に対して、ほとんどを好きなイラストと判断していること
から，大まかな識別境界になっていると予想できる．これ
は，軽減手法 2では負例にランダムイラストを使用してい
るため，訓練枚数が増えても負例が分散しており，細かく
フィッティングすることができなかったためだと思われ
る． 
実験 2aの正解率を見ると，訓練枚数が増えても軽減手
法 1 と 2 で変化がなかった．これはパラメータ調整が上
手くいってないためだと思われる．訓練枚数が増えると，
パラメータの値によって識別器の精度が大きく異なる．こ
のため，正確な調整が必要だが，表 4のように軽減手法 1
と 2では，バリデーションセットとテストセットの負例の
種類が異なる．このため，適切なパラメータ調整ができな
かったと予想できる． 
実験 2b の一般ユーザに対しての実験では，F値を見る
と軽減手法 1 と 2 が基準 SVM と同程度の値になってい
た．ユーザによっては軽減手法が基準 SVMを超えている
場合もあった．特に正解率を見ると，軽減手法２が基準
SVM に近づいているユーザが多かった．だが，軽減手法
で高い精度が出なかった．これは，たユーザデータセット
を作成した際の，好みの判断基準が曖昧になっているため
だと思われる．すべてのユーザで適合率がおよそ 50％に
対して検出率が 80%になっていることから，大まかな識
別境界しか引くことができなかったと予想できる． 
 
7. 終わりに 
 今回の実験では，イラストの顔に注目して特徴を抽出し，
ユーザごとに識別器の性能を確認した．著者が集めたイラ
ストを使用しても，十分に高い性能が出なかった．理由と
しては 2つ考えられる，1つは，本研究で抽出した特徴が
不十分であった可能性がある． 2 つ目は，  Imag-
er::AnimeFace の精度が十分に高くないことが考えられ
る．使用した Imager::AnimeFace は 2010 年頃に流行っ
たイラストをベースに作成されたもので，そのころの画風
と現在の画風はやや異なっている．そのため，新しい画風
のイラストはうまく検出できなかった可能性がある． 
またユーザごとに識別性能にむらがあった．理由として
はユーザごとに好みの判断基準が異なるためだと思われ
る．キャラクターの顔は，現実の顔と大きく異なっている．
例としては，目が大きく描かれていたり，顔パーツの位置
が異なる．これらの特徴は本研究で抽出したが，この他に，
メガネなどのアクセサリーの有無や，現実にはない鱗や角
の有無など，多様にある．このため，ユーザによっては，
本研究で抽出した特徴以外で好みを判断しており，うまく
識別できなかったと思われる．よって，イラストの顔にお
ける多様な特徴を，適切に抽出できれば識別性能が向上す
るだろう． 
本研究で提案した軽減手法は十分ではなかった．このた
め，2014年に Goodfellow氏によって提案された Genera-
tive Adversarial Networks(GAN)[7]を，軽減手法に利用
できると予想した．GAN は生成ネットワークと識別ネッ
トワークの２つが競合して互いに学習するモデルである．
このモデルを，警察と偽札製造者に例えて説明する．偽札
製造者を生成ネットワークとし，警察を識別ネットワーク
とする．ここでの正例は本物のお札で，負例は偽札である．
初めに偽札製造者が偽札を作る．その後，警察が出回った
偽札と本物のお札と識別する．次に偽札製造者は，警察に
識別されないように，以前よりも本物に近い偽札を製造す
る．これを警察が識別しようとすると，以前より偽札が本
物のお札に近いため見分けがつきにくくなっている．この
ため，警察は識別の精度を向上させて，偽札と本物のお札
を識別する．これを繰り返すと，最後には，偽札製造者は
本物に近い偽札を作ることができ，警察は本物に近い偽札
と本物のお札を区別する能力が上がる．このようにお互い
が競合して学習していく． 
この GANの特徴として，用意するものは正例だけとい
う点があるため，本研究の正例である好みのイラストのみ
で GAN を使用すれば，負担を軽減できる可能性がある． 
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