A STOCHASTIC GRADIENT ALGORITHM
Our basic problem is to optimize a function that also depends on a random variable. This can be stated as
where Θ is the set of allowable values for θ (many estimation problems are unconstrained). For example, assume that we are trying to find the mean µ of a random variable R. We wish to find a number θ that produces the smallest squared error between the estimate of the mean θ and that of a particular sample. This can be stated as
If we want to optimize (6.2), we could take the derivative and set it equal to zero (for a simple, unconstrained, continuously differentiable problem such as ours). However, let us assume that we cannot take the expectation easily. Instead, we can choose a sample observation of the random variable R that is represented by R(ω). A sample of our function is now
Let ∇F (θ) be the gradient of F (θ) = EF (θ, R) with respect to θ, and let ∇F (θ, R(ω)) be the sample gradient, taken when R = R(ω). In our example, clearly ∇F (θ, ω) = (θ − R(ω)).
(6.4)
We call ∇F (θ, ω) a stochastic gradient because, obviously, it is a gradient and it is stochastic. What can we do with our stochastic gradient? If we had an exact gradient, we could use the standard optimization sequence, given bȳ θ n =θ n−1 − α n−1 ∇F (θ n−1 , ω n ), (6.5) where α n−1 is known as a stepsize because it tells us how far we should go in the direction of ∇F (θ n−1 , ω n ) (later we explain why the stepsize is indexed by n − 1 instead of n). In some communities the stepsize is known as the learning rate or smoothing factor. θ n−1 is the estimate of θ computed from the previous iteration (using the sample realization ω n−1 , while ω n is the sample realization in iteration n (the indexing tells us that θ n−1 was computed without ω n ). When the function is deterministic, we would choose the stepsize by solving the one-dimensional optimization problem min α F θ n−1 − α∇F (θ n−1 , ω n ) . (6.6) If α * is the stepsize that solves (6.6), we would then use this stepsize in (6.5) to find θ n . However, we are using a stochastic gradient, and because of this, we cannot use sophisticated logic such as finding the best stepsize. Part of the problem is that a stochastic gradient can even point away from the optimal solution such that any positive stepsize actually makes the solution worse. For example, consider the problem of estimating the mean of a random variable R whereθ n is our estimate after n iterations. Assume the mean is 10 and our current estimate of the mean isθ n−1 = 7. If we now observe R n = 3 with α = .1, our update would beθ n = 7 − 0.1(7 − 3) = 6.6. Thus, our estimate has moved even further from the true value. This is the world we live in when we depend on stochastic gradients. We have no guarantee that the solution will improve from one iteration to the next.
Remark: Many authors will write equation (6.5) in the form θ n+1 =θ n − αn∇F (θ n , ω n ).
(6.7)
With this style, we would say that θ n+1 is the estimate of θ to be used in iteration n + 1 (although it was computed with the information from iteration n). We use the form in (6.5) because we will later allow the stepsizes to depend on the data, and the indexing tells us the information content of the stepsize (for theoretical reasons, it is important that the stepsize be computed using information up through n − 1, hence our use of αn−1). We indexθ n on the left-hand side of (6.5) using n because the right-hand side has information from iteration n. It is often the case that time t is also our iteration counter, and so it helps to be consistent with our time indexing notation. Finally, we use αn−1 rather than αn in (6.5) to tell us that the stepsize used in iteration n is not allowed to use information from iteration n (in particular, it is not allowed to see ω n ). This condition is easy to overlook, but is important for both theoretical reasons (we lose the ability to prove convergence without it -see section 6.8.3) as well as practical considerations (choosing the stepsize after you see the outcome of your experiment will generally produce stepsizes that overreact to the data).
If we put (6.4) and (6.5) together, we can write our updating algorithm in the following two forms:θ n =θ n−1 − α n−1 θ n−1 − R(ω n ) (6.8) = (1 − α n−1 )θ n−1 + α n−1 R(ω n ).
(6.9) Equation (6.8) writes the updating in the standard form of a stochastic gradient algorithm. The form given in equation (6.9) arises in a number of settings. The demand forecasting community refers to it as exponential smoothing; the engineering systems community refers to it as a linear filter. We prefer to retain its derivation as a stochastic gradient algorithm and while we primarily use the form in (6.9), we still refer to α n−1 as a stepsize. For problems where we are trying to estimate the mean of a random variable, we will typically require that 0 ≤ α n−1 ≤ 1, because the units of the gradient and the units of the decision variable are the same. There are many applications where the units of the gradient, and the units of the decision variable, are different. For example, consider the problem of ordering a quantity of product x to satisfy a random demand D. We pay an overage cost c o for each unit that we order over the demand, and an underage cost c u for each unit of demand that is unsatisfied. The resulting problem requires that we solve In this case, the derivative with respect to x is either c o or −c u depending on whether x > D or x < D. The units of c o and c u are in dollars, while x has the units of our decision variable (e.g., how much product to order). In this situation, the stepsize has to be scaled so that the adjustments to the decision are not too large or too small. Returning to our original problem of estimating the mean, we assume when running a stochastic gradient algorithm thatθ 0 is an initial guess, and that R(ω 1 ) is our first observation. If our stepsize sequence uses an initial stepsize α 0 = 1, then
which means we do not need the initial estimate forθ 0 . Smaller initial stepsizes would only make sense if we had access to a reliable initial guess, and in this case, the stepsize should reflect the confidence in our original estimate (for example, we might be warm starting an algorithm from a previous iteration).
We can evaluate our performance using a mean squared statistical measure. If we have an initial estimateθ 0 , we would use
However, it is often the case that the sequence of random variables R(ω n ) is nonstationary, which means they are coming from a distribution that is changing over time. (For example, in chapter 4 we would make random observations of the value of being in a state, which we referred to asv n t , but these depended on a value function approximation for future events which was changing over time.) In this case, estimating the mean squared error is similar to our problem of estimating the mean of the random variable R, in which case we should use a standard stochastic gradient (smoothing) expression of the form M SE n = (1 − β n−1 )M SE n−1 + β n−1 (θ n−1 − R(ω n )) 2 , where β n−1 is another stepsize sequence (which could be the same as α n−1 ).
DETERMINISTIC STEPSIZE RECIPES
One of the challenges in Monte Carlo methods is finding the stepsize α n . We refer to a method for choosing a stepsize as a stepsize rule, while other communities refer to them as learning rate schedules. A standard technique in deterministic problems (of the continuously differentiable variety) is to find the value of α n so thatθ n gives the smallest possible objective function value (among all possible values of α). For a deterministic problem, this is generally not too hard. For a stochastic problem, it means calculating the objective function, which involves computing an expectation. For most applications, expectations are computationally intractable, which makes it impossible to find an optimal stepsize.
Throughout our presentation, we assume that we are using stepsizes to estimate a parameter θ which might be the value of being in a state s. In chapter 7, we use these techniques to estimate more general parameter vectors when we introduce the idea of using regression models to approximate a value function. We letθ n−1 be the estimate of θ after n − 1 iterations, and we letθ n be a random observation in iteration n of the value of being in state s (θ n might be a biased observation of the true value θ n ). (In chapter 4, we used v n as our random observation of being in a state, as shown in figure 4.1.)
Our updating equation looks likē
Our iteration counter always starts at n = 1 (just as our first time interval starts with t = 1). The use of α n−1 in equation (6.12) means that we are computing α n−1 using information available at iteration n − 1 and before. Thus, we have an explicit assumption that we are not usingθ n to compute the stepsize in iteration n. This is irrelevant when we use a deterministic stepsize sequence, but is critical in convergence proofs for stochastic stepsize formulas (introduced below). In most formulas, α 0 is a parameter that has to be specified, although we will generally assume that α 0 = 1, which means that we do not have to specifȳ θ 0 . The only reason to use α 0 < 1 is when we have some a priori estimate ofθ 0 which is better thanθ 1 . Stepsize rules are important! As you experiment with ADP, it is possible to find problems where provably convergent algorithms simply do not work, and the only reason is a poor choice of stepsizes. Inappropriate choices of stepsize rules have led many to conclude that "approximate dynamic programming does not work."
There are two issues when designing a good stepsize rule. The first is the issue of whether the stepsize will produce a provably convergent algorithm. While this is primarily of theoretical interest, these conditions do provide important guidelines to follow to produce good behavior. The second issue is whether the rule produces the fastest rate of convergence. Both issues are very important in practice.
Below, we start with a general discussion of stepsize rules. Following this, we provide a number of examples of deterministic stepsize rules. These are formulas that depend only on the iteration counter n (or more precisely, the number of times that we update a particular parameter). Section 6.3 then describes stochastic stepsize rules that adapt to the data. The deterministic and stochastic rules presented in this section and section 6.3 are, for the most part, heuristically designed to achieve good rates of convergence, but are not supported by any theory that they will produce the best rate of convergence. Later (section 6.5) we provide a theory for choosing stepsizes that produce the fastest possible rate of convergence.
Properties for convergence
The theory for proving convergence of stochastic gradient algorithms was first developed in the early 1950's and has matured considerably since then (see section 6.8). However, all the proofs require three basic conditions
(6.15) Equation (6.13) obviously requires that the stepsizes be nonnegative. The most important requirement is (6.14), which states that the infinite sum of stepsizes must be infinite. If this condition did not hold, the algorithm might stall prematurely. Finally, condition 6.15 requires that the infinite sum of the squares of the stepsizes be finite. This condition, in effect, requires that the stepsize sequence converge "reasonably quickly." A good intuitive justification for this condition is that it guarantees that the variance of our estimate of the optimal solution goes to zero in the limit. Sections 6.8.2 and 6.8.3 illustrate two proof techniques that both lead to these requirements on the stepsize. Fifty years of research in this area has not been able to relax them. Conditions (6.14) and (6.15) effectively require that the stepsizes decline according to an arithmetic sequence such as
This rule has an interesting property. Exercise 6.3 asks you to show that a stepsize of 1/n produces an estimateθ n that is simply an average of all previous observations, which is to sayθ
Of course, we have a nice name for equation (6.17) : it is called a sample average. And we are all aware that in general (some modest technical conditions are required) as n → ∞, θ n will converge (in some sense) to the mean of our random variable R. What is nice about equation (6.8) is that it is very easy to use (actually, much easier than equation (6.17)). Also, it lends itself nicely to adaptive estimation, where we may not know the sample size in advance.
The issue of the rate at which the stepsizes decrease is of considerable practical importance. Consider, for example, the stepsize sequence α n = .5α n−1 , which is a geometrically decreasing progression. This stepsize formula violates (6.14). More intuitively, the problem is that the stepsizes would decrease so quickly that it is likely that we would never reach the final solution.
Surprisingly, the "1/n" stepsize formula, which works in theory, tends not to work in practice because it drops to zero too quickly when applied to approximate dynamic programming applications. The reason is that we are usually updating the value function using biased estimates which are changing over time. For example, consider the updating expression we used for the post-decision state variable given in section 4.4.3, which we repeat here for conveniencê
n t is our sample observation of an estimate of the value of being in state S t , which we then smooth into the current approximationV n−1 t−1 (S x,n t−1 ). Ifv n t were an unbiased estimate of the true value, then a stepsize of 1/n would be the best we could do (we show this later). However,v n t depends onV n−1 t (S x t ), which is an imperfect estimate of the value function for time t. What typically happens is that the value functions undergo a transient learning phase. Since we have not found the correct estimate forV n−1 t (S x,n t ), the estimatesv n t are biased, and the 1/n rule puts the highest weights on the early iterations when the estimates are the worst. The resulting behavior is illustrated in figure 6.1.
The remainder of this section presents a series of deterministic stepsize formulas designed to overcome this problem. These rules are the simplest to implement and are typically the best starting point when designing an ADP algorithm. 
Constant stepsizes
A constant stepsize rule is simply
whereᾱ is a stepsize that we have chosen. It is common to start with a stepsize of 1 so that we do not need an initial valueθ 0 for our statistic. Constant stepsizes are popular when we are estimating not one but many parameters (for large scale applications, these can easily number in the thousands or millions). In these cases, no single rule is going to be right for all of the parameters and there is enough noise that any reasonable stepsize rule will work well. Constant stepsizes are easy to code (no memory requirements) and, in particular, easy to tune (there is only one parameter). Perhaps the biggest point in their favor is that we simply may not know the rate of convergence, which means that we run the risk with a declining stepsize rule of allowing the stepsize to decline too quickly, producing a behavior we refer to as "apparent convergence."
In dynamic programming, we are typically trying to estimate the value of being in a state using observations that are not only random, but which are also changing systematically as we try to find the best policy. As a general rule, as the noise in the observations of the values increases, the best stepsize decreases. But if the values are increasing rapidly, we want a larger stepsize. Choosing the best stepsize requires striking a balance between stabilizing the noise and responding to the changing mean. Figure 6 .2 illustrates observations that are coming from a process with relatively low noise but where the mean is changing quickly (6.2a), and observations that are very noisy but where the mean is not changing at all (6.2b). For the first, the ideal stepsize is relatively large, while for the second, the best stepsize is quite small. 
Generalized harmonic stepsizes
A generalization of the 1/n rule is the generalized harmonic sequence given by (6.18) This rule satisfies the conditions for convergence, but produces larger stepsizes for a > 1 than the 1/n rule. Increasing a slows the rate at which the stepsize drops to zero, as illustrated in figure 6 .3. In practice, it seems that despite theoretical convergence proofs to the contrary, the stepsize 1/n can decrease to zero far too quickly, resulting in "apparent convergence" when in fact the solution is far from the best that can be obtained.
Polynomial learning rates
An extension of the basic harmonic sequence is the stepsize where β ∈ (
. Smaller values of β slow the rate at which the stepsizes decline, which improves the responsiveness in the presence of initial transient conditions. The best value of β depends on the degree to which the initial data is transient, and as such is a parameter that needs to be tuned.
McClain's formula
McClain's formula (McClain (1974) ) is an elegant way of obtaining 1/n behavior initially but approaching a specified constant in the limit. The formula is given by (6.20) whereᾱ is a specified parameter. Note that steps generated by this model satisfy the following properties
McClain's rule, illustrated in figure 6 .4, combines the features of the "1/n" rule which is ideal for stationary data, and constant stepsizes for nonstationary data. If we setᾱ = 0, then it is easy to verify that McClain's rule produces α n−1 = 1/n. In the limit, α n →ᾱ. The value of the rule is that the 1/n averaging generally works quite well in the very first iterations (this is a major weakness of constant stepsize rules), but avoids going to zero. The rule can be effective when you are not sure how many iterations are required to start converging, and it can also work well in nonstationary environments. 
Search-then-converge learning rule
The search-then-converge (STC) stepsize rule (Darken & Moody (1992) ) is a variation on the harmonic stepsize rule that produces delayed learning. It was originally proposed as
where α 0 , β and τ are parameters to be determined. A more compact and slightly more general version of this formula is
(6.22) If β = 1, then this formula is similar to the STC rule. In addition, if b = 0, then it is the same as the a/(a + n) rule. The addition of the term b/n to the numerator and the denominator can be viewed as a kind of a/(a + n) rule where a is very large but declines with n. The effect of the b/n term, then, is to keep the stepsize larger for a longer period of time, as illustrated in figure 6.5. This can help algorithms that have to go through an extended learning phase when the values being estimated are relatively unstable. The relative magnitude of b depends on the number of iterations which are expected to be run, which can range from several dozen to several million.
This class of stepsize rules is termed "search-then-converge" because they provide for a period of high stepsizes (while searching is taking place) after which the stepsize declines (to achieve convergence). The degree of delayed learning is controlled by the parameter b, which can be viewed as playing the same role as the parameter a but which declines as the algorithm progresses.
The exponent β in the denominator has the effect of increasing the stepsize in later iterations (see figure 6.6). With this parameter, it is possible to accelerate the reduction of the stepsize in the early iterations (by using a smaller a) but then slow the descent in later iterations (to sustain the learning process). This may be useful for problems where there is an extended transient phase requiring a larger stepsize for a larger number of iterations. 
STOCHASTIC STEPSIZES
There is considerable appeal to the idea that the stepsize should depend on the actual trajectory of the algorithm. For example, if we are consistently observing that our estimatē θ n−1 is smaller (or larger) than the observationsθ n , then it suggests that we are trending upward (or downward). When this happens, we typically would like to use a larger stepsize to increase the speed at which we reach a good estimate. When the stepsizes depend on the observationsθ n , then we say that we are using a stochastic stepsize. In this section, we first review the case for stochastic stepsizes, then present the revised theoretical conditions for convergence, and finally outline a series of recipes that have been suggested in the literature (including some that have not).
Iteration
Value function Figure 6 .7 Different parameters can undergo significantly different initial rates.
The case for stochastic stepsizes
Assume that our estimates are consistently under or consistently over the actual observations. This can easily happen during early iterations due to either a poor initial starting point or the use of biased estimates (which is common in dynamic programming) during the early iterations. For large problems, it is possible that we have to estimate thousands of parameters. It seems unlikely that all the parameters will approach their true value at the same rate. Figure 6 .7 shows the change in estimates of the value of being in different states, illustrating the wide variation in learning rates that can occur within the same dynamic program.
Stochastic stepsizes try to adjust to the data in a way that keeps the stepsize larger while the parameter being estimated is still changing quickly. Balancing noise against the change in the underlying signal, particularly when both of these are unknown, is a difficult challenge.
Convergence conditions
When the stepsize depends on the history of the process, the stepsize itself becomes a random variable. This change requires some subtle modifications to our requirements for convergence (equations (6.14) and (6.15)). For technical reasons, our convergence criteria change to
The condition "almost surely" (universally abbreviated "a.s.") means that equation (6.24) holds for every sample path ω, and not just on average. More precisely, we mean every sample path ω that might actually happen (we exclude sample paths where the probability that the sample path would happen is zero). For the reasons behind these conditions, go to our "Why does it work" section (section 6.8). It is important to emphasize, however, that these conditions are completely unverifiable and are purely for theoretical reasons. The real issue with stochastic stepsizes is whether they contribute to the rate of convergence.
Recipes for stochastic stepsizes
To present our stochastic stepsize formulas, we need to define a few quantities. Recall that our basic updating expression is given bȳ
θ n−1 is our estimate of the next observation, given byθ n . The difference between the estimate and the actual can be treated as the error, given by
We may wish to smooth the error in the estimate, which we designate by the function
Some formulas depend on tracking changes in the sign of the error. This can be done using the indicator function
Thus, 1 ε n ε n−1 <0 indicates if the sign of the error has changed in the last iteration.
Following is a series of formulas that adjust the stepsize based on the observed errors in the estimates. Kesten's rule (Kesten (1958) ) was one of the earliest stepsize rules which took advantage of a simple principle. If we are far from the optimal, the errors tend to all have the same sign. As we get close, the errors tend to alternate. Exploiting this simple observation, Kesten proposed the following simple rule:
Kesten's rule
where a is a parameter to be calibrated. K n counts the number of times that the sign of the error has changed, where we use
Kesten's rule is particularly well suited to initialization problems. It slows the reduction in the stepsize as long as the error exhibits the same sign (and indication that the algorithm is still climbing into the correct region). However, the stepsize declines monotonically. This is typically fine for most dynamic programming applications, but can encounter problems in situations with delayed learning. Mirozahmedov & Uryasev (1983) formulates an adaptive stepsize rule that increases or decreases the stepsize in response to whether the inner product of the successive errors is positive or negative, along similar lines as in Kesten's rule.
Mirozahmedov's rule
where a and δ are some fixed constants. A variation of this rule where δ is zero is proposed by Ruszczyński & Syski (1986) .
Gaivoronski's rule
Gaivoronski (1988) proposes a stepsize which is computed as a function of the ratio of the progress to the path of the algorithm. The progress is measured in terms of the difference in the values of the smoothed estimate between a certain number of iterations. The path is measured as the sum of absolute values of the differences between successive estimates for the same number of iterations.
otherwise.
Φ n is computed using
where γ 1 and γ 2 are constants.
Stochastic gradient adaptive stepsize rule
This class of rules uses stochastic gradient logic to update the stepsize. We first compute
The stepsize is then given by (6.30) where α + and α − are, respectively, upper and lower limits on the stepsize.
[·]
α+ α− represents a projection back into the interval [α − , α + ], and ν is a scaling factor. ψ n−1 ε n is a stochastic gradient that indicates how we should change the stepsize to improve the error. Since the stochastic gradient has units that are the square of the units of the error, while the stepsize is unitless, ν has to perform an important scaling function. The equation α n−1 + νψ n−1 ε n can easily produce stepsizes that are larger than 1 or smaller than 0, so it is customary to specify an allowable interval (which is generally smaller than (0,1)). This rule has provable convergence, but in practice, ν, α + and α − all have to be tuned.
The remaining formulas are drawn from the forecasting literature. These problems are characterized by nonstationary series which can exhibit shifts in the mean. For these problems, it can be useful to have a stepsize rule that moves upward when it detects what appears to be a structural change in the signal.
Trigg's formula
Trigg's formula (Trigg & Leach (1967) is given by
The formula takes advantage of the simple property that smoothing on the absolute value of the errors is greater than or equal to the absolute value of the smoothed errors. If there is a series of errors with the same sign, that can be taken as an indication that there is a significant difference between the true mean and our estimate of the mean, which means we would like larger stepsizes. This is the first of the adaptive stepsize formulas that uses the ratio of absolute value of the smoothed error over the smoothed absolute values of errors. Although appealing, experiments with Trigg's formula indicated that it was too responsive to what were nothing more than random sequences of errors with the same sign. The overresponsiveness of Trigg's adaptive formula has produced variants that dampen this behavior.
Damped Trigg formula
Trigg's formula has been found to react too quickly to sequences of positive or negative errors. This can be fixed by smoothing on the noise, giving us
where α mcclain n is as in (6.20) and ν is a constant in the interval (0, 1] to be calibrated. A variation on this model is the following
The damped version of Trigg's formula was designed to reduce the tendency of Trigg's formula to jump around. The next two stepsize rules are variants of the McClain and Trigg formulas.
Adaptive McClain formula (Godfrey's rule)
Trigg's formula can be too volatile. McClain's formula is deterministic and always decreases, which can be inappropriate in some settings. A way of combining the two yields
where α trigg n−1 is the adaptive target step at iteration n given by Trigg's formula. Godfrey's rule (invented by Greg Godfrey) is like Trigg's formula with a shock absorber. McClain's formula moves toward the target with a rate comparable to an arithmetic sequence. By using Trigg's formula as the target, changes in the Trigg stepsize are damped by McClain's formula. When Trigg's formula changes, Godfrey's rule moves toward the new target with a 1/n rate.
Adaptive 1/n (Belgacem's rule)
In this formula, we use a 1/n stepsize, but we reset the iteration counter when certain conditions are satisfied.
where
Belgacem's rule (developed by Belgacem Bouzaiene-Ayari) uses a 1/n rule but resets the counter when it detects what appears to be a change in the underlying signal by using Trigg's formula as a trigger.ᾱ is a tunable parameter that controls how quickly the counter K n is reset.
Experimental notes
Throughout our presentation, we represent the stepsize at iteration n using α n−1 . For discrete, lookup-table representations of value functions (as we are doing here), the stepsize should reflect how many times we have visited a specific state. If n(S) is the number of times we have visited state S, then the stepsize for updatingV (S) should be α n(S) . For notational simplicity, we suppress this capability, but it can have a significant impact on the empirical rate of convergence. A word of caution is offered when testing out stepsize rules. It is quite easy to test out these ideas in a controlled way in a simple spreadsheet on randomly generated data, but there is a big gap between showing a stepsize that works well in a spreadsheet and one that works well in specific applications. Stochastic stepsize rules work best in the presence of transient data where the degree of noise is not too large compared to the change in the signal (the mean). As the variance of the data increases, stochastic stepsize rules begin to suffer and simpler (deterministic) rules tend to work better.
COMPUTING BIAS AND VARIANCE
In section 6.5 we develop a theory for finding stepsizes that produce the fastest rate of convergence. But before we present these results, it helps to present some results on the bias and variance of our estimators which are true for any stepsize rule, and which play an important role in our development of an optimal stepsize rule.
As before, we assume we are updating our estimate of θ usinḡ
whereθ n is an unbiased observation (that is, Eθ n = θ n ) that is assumed to be independent ofθ n−1 . We emphasize that the parameter we are trying to estimate, θ n , varies with n just as expected value functions vary with n (recall the behavior of the value function when using value iteration from chapter 3). We are interested in estimating the variance ofθ n and its bias, which is defined byθ n−1 − θ n . We start by computing the variance ofθ n . We assume that our observations of θ can be represented usingθ
where Eε n = 0 and Var[ε n ] = σ 2 . Previously, ε n was the error between our previous estimate and our latest observation. Here, we treat this as an exogenous measurement error. With this model, we can compute the variance ofθ n using
where λ n can be computed from the simple recursion
To see this, we start with n = 1. For a given (deterministic) initial estimateθ 0 , we first observe that the variance ofθ 1 is given by
For generalθ n , we use a proof by induction. Assume that Var[θ n−1 ] = λ n−1 σ 2 . Then, sinceθ n−1 andθ n are independent, we find
(6.40) Equation (6.39) is true by assumption (in our induction proof), while equation (6.40) establishes the recursion in equation (6.38). This gives us the variance, assuming of course that σ 2 is known. The bias of our estimate is the difference between our current estimate and the true value, given by
We note thatθ n−1 is our estimate of θ n computed using the information up through iteration n − 1. Of course, our formula for the bias assumes that θ n is known. These two results for the variance and bias are called the parameters-known formulas.
We next require the mean-squared error, which can be computed using
See exercise 6.4 to prove this. This formula gives the variance around the known mean, θ n . For our purposes, it is also useful to have the variance around the observationsθ n . Let
be the mean squared error (including noise and bias) between the current estimateθ n−1 and the observationθ n . It is possible to show that (see exercise 6.5)
where λ n is computed using (6.38). In practice, we do not know σ 2 , and we certainly do not know θ n . As a result, we have to estimate both parameters from our data. We begin by providing an estimate of the bias usingβ
where η n−1 is a (typically simple) stepsize rule used for estimating the bias and variance.
As a general rule, we should pick a stepsize for η n−1 which produces larger stepsizes than α n−1 because we are more interested in tracking the true signal than producing an estimate with a low variance. We have found that a constant stepsize such as .10 works quite well on a wide range of problems, but if precise convergence is needed, it is necessary to use a rule where the stepsize goes to zero such as the harmonic stepsize rule (equation (6.18)).
To estimate the variance, we begin by finding an estimate of the total variation ν n . Let ν n be the estimate of the total variance which we might compute usinḡ
Usingν n as our estimate of the total variance, we can compute an estimate of σ 2 using
We can use (σ n ) 2 in equation (6.37) to obtain an estimate of the variance ofθ n . If we are doing true averaging (as would occur if we use a stepsize of 1/n), we can get a more precise estimate of the variance for small samples by using the recursive form of the small sample formula for the variance
n is an estimate of the variance ofθ n . The variance of our estimateθ (n) is computed using
OPTIMAL STEPSIZES
Given the variety of stepsize formulas we can choose from, it seems natural to ask whether there is an optimal stepsize rule. Before we can answer such a question, we have to define exactly what we mean by it. Assume that we are trying to estimate a parameter (such as a value of being in a state or the slope of a value function) that we denote by θ n that may be changing over time. At iteration n, our estimate of θ n ,θ n , is a random variable that depends on our stepsize rule. To express this dependence, let α represent a stepsize rule, and letθ n (α) be the estimate of the parameter θ after iteration n using stepsize rule α. We would like to choose a stepsize rule to minimize
Here, the expectation is over the entire history of the algorithm and requires (in principle) knowing the true value of the parameter being estimated. If we could solve this problem (which requires knowing certain parameters about the underlying distributions), we would obtain a deterministic stepsize rule. In practice, we do not generally know these parameters which need to be estimated from data, producing a stochastic stepsize rule.
There are other objective functions we could use. For example, instead of minimizing the distance to an unknown parameter sequence θ n , we could solve the minimization problem
where we are trying to minimize the deviation between our prediction, obtained at iteration n, and the actual observation at n+1. Here, we are again proposing an unconditional expectation, which means thatθ n (α) is a random variable within the expectation. Alternatively, we could condition on our history up to iteration n
where E n means that we are taking the expectation given what we know at iteration n (which means thatθ n (α) is a constant). (For readers familiar with the material in section 5.10, we would write the expectation as E (θ n (α) −θ n+1 ) 2 |F n , where F n is the sigmaalgebra generated by the history of the process up through iteration n.) In this formulation θ n (α) is now deterministic at iteration n (because we are conditioning on the history up through iteration n), whereas in (6.45),θ n (α) is random (since we are not conditioning on the history). The difference between these two objective functions is subtle but significant.
We begin our discussion of optimal stepsizes in section 6.5.1 by addressing the case of estimating a constant parameter which we observe with noise. Section 6.5.2 considers the case where we are estimating a parameter that is changing over time, but where the changes have mean zero. Finally, section 6.5.3 addresses the case where the mean may be drifting up or down with nonzero mean, a situation that we typically face when approximating a value function.
Optimal stepsizes for stationary data
Assume that we observeθ n at iteration n and that the observationsθ n can be described bŷ
where θ is an unknown constant and ε n is a stationary sequence of independent and identically distributed random deviations with mean 0 and variance σ 2 . We can approach the problem of estimating θ from two perspectives: choosing the best stepsize and choosing the best linear combination of the estimates. That is, we may choose to write our estimatē θ n after n observations in the form
For our discussion, we will fix n and work to determine the coefficients a m (recognizing that they can depend on the iteration). We would like our statistic to have two properties: It should be unbiased, and it should have minimum variance (that is, it should solve (6.44)).
To be unbiased, it should satisfy
which implies that we must satisfy n m=1 a m = 1.
The variance of our estimator is given by:
We use our assumption that the random deviations are independent, which allows us to write
Now we face the problem of finding a 1 , . . . , a n to minimize (6.47) subject to the requirement that m a m = 1. This problem is easily solved using the Lagrange multiplier method. We start with the nonlinear programming problem a m − 1 subject to (6.49). We are now going to try to solve L(a, λ) (known as the "Lagrangian") and hope that the coefficients a are all nonnegative. If this is true, we can take derivatives and set them equal to zero
The optimal solution (a * , λ * ) would then satisfy
This means that at optimality a m = λ/2, which tells us that the coefficients a m are all equal. Combining this result with the requirement that they sum to one gives the expected result:
In other words, our best estimate is a sample average. From this (somewhat obvious) result, we can obtain the optimal stepsize, since we already know that α n−1 = 1/n is the same as using a sample average. This result tells us that if the underlying data is stationary, and we have no prior information about the sample mean, then the best stepsize rule is the basic 1/n rule. Using any other rule requires that there be some violation in our basic assumptions. In practice, the most common violation is that the observations are not stationary because they are derived from a process where we are searching for the best solution.
Optimal stepsizes for nonstationary data -I
Assume now that our parameter evolves over time (iterations) according to the process
where Eξ n = 0 is a zero mean drift term with variance (σ ξ ) 2 . As before, we measure θ n with an error according toθ n = θ n + ε n .
We want to choose a stepsize so that we minimize the mean squared error. This problem can be solved using the Kalman filter. The Kalman filter is a powerful recursive regression technique, but we adapt it here for the problem of estimating a single parameter. Typical applications of the Kalman filter assume that the variance of ξ n , given by (σ ξ ) 2 , and the variance of the measurement error, ε n , given by σ 2 , are known. In this case, the Kalman filter would compute a stepsize (generally referred to as the gain) using
where ν n is computed recursively using
Remember that α 0 = 1, so we do not need a value of ν 0 . For our application, we do not know the variances so these have to be estimated from data. We first estimate the bias usinḡ
where η n−1 is a simple stepsize rule such as the harmonic stepsize rule or McClain's formula. We then estimate the total error sum of squares usinḡ
Finally, we estimate the variance of the error using (6.56) whereλ n−1 is computed using (6.38). We use (σ n ) 2 as our estimate of σ 2 . We then propose to use βn 2 as our estimate of (σ ξ ) 2 . This is purely an approximation, but experimental work suggests that it performs quite well, and it is relatively easy to implement.
Optimal stepsizes for nonstationary data -II
In dynamic programming, we are trying to estimate the value of being in a state (call it v) byv which is estimated from a sequence of random observationsv. The problem we encounter is thatv might depend on a value function approximation which is steadily increasing, which means that the observationsv are nonstationary. Furthermore, unlike the assumption made by the Kalman filter that the mean ofv is varying in a zero-mean way, our observations ofv might be steadily increasing. This would be the same as assuming that Eξ = µ > 0 in the section above. In this section, we derive the Kalman filter learning rate for biased estimates.
Our challenge is to devise a stepsize that strikes a balance between minimizing error (which prefers a smaller stepsize) and responding to the nonstationary data (which works better with a large stepsize). We return to our basic model
where θ n varies over time, but it might be steadily increasing or decreasing. This would be similar to the model in the previous section (equation (6.51)) but where ξ n has a nonzero mean. As before we assume that {ε n } n=1,2,... are independent and identically distributed with mean value of zero and variance, σ 2 . We perform the usual stochastic gradient update to obtain our estimates of the mean
We wish to find α n−1 that solves,
It is important to realize that we are trying to choose α n−1 to minimize the unconditional expectation of the error betweenθ n and the true value θ n . For this reason, our stepsize rule will be deterministic, since we are not allowing it to depend on the information obtained up through iteration n.
We assume that the observation at iteration n is unbiased, which is to say
But the smoothed estimate is biased because we are using simple smoothing on nonstationary data. We denote this bias as
We note that β n−1 is the bias computed after iteration n−1 (that is, after we have computed θ n−1 ). β n−1 is the bias when we useθ n−1 as an estimate of θ n . The variance of the observationθ n is computed as follows:
We now have what we need to derive an optimal stepsize for nonstationary data with a mean that is steadily increasing (or decreasing). We refer to this as the bias-adjusted Kalman filter stepsize rule (or BAKF), in recognition of its close relationship to the Kalman filter learning rate. We state the formula in the following theorem:
Theorem 6.5.1 The optimal stepsizes (α m ) n m=0 that minimize the objective function in equation (6.58) can be computed using the expression
where λ is computed recursively (see equation (6.38)) using
Proof: We present the proof of this result because it brings out some properties of the solution that we exploit later when we handle the case where the variance and bias are unknown. Let F (α n−1 ) denote the objective function from the problem stated in (6.58).
(6.67) Equation (6.64) is true by definition, while (6.65) is true by definition of the updating equation forθ n . We obtain (6.66) by adding and subtracting α n−1 θ n . To obtain (6.67), we expand the quadratic term and then use the fact that the stepsize rule, α n−1 , is deterministic, which allows us to pull it outside the expectations. Then, the expected value of the crossproduct term, I, vanishes under the assumption of independence of the observations and the objective function reduces to the following form
In order to find the optimal stepsize, α * n−1 , that minimizes this function, we obtain the first-order optimality condition by setting
∂αn−1 = 0, which gives us
Solving this for α * n−1 gives us the following result
2 (from (6.41)) in (6.70) gives us
which is our desired result (equation (6.62)). A brief remark is in order. We have taken considerable care to make sure that α n−1 , used to updateθ n−1 to obtainθ n , is a function of information available up through iteration n − 1. Yet, the expression for α n−1 in equation (6.62) includes β n . At this point in our derivation, however, β n is deterministic, which means that it is known (in theory at least) at iteration n − 1. Below, we have to address the problem that we do not actually know β n and have to estimate it from data.
Before we turn to the problem of estimating the bias and variance, there are two interesting corollaries that we can easily establish: the optimal stepsize if the data comes from a stationary series, and the optimal stepsize if there is no noise. Earlier we proved this case by solving a linear regression problem, and noted that the best estimate was a sample average, which implied a particular stepsize. Here, we directly find the optimal stepsize as a corollary of our earlier result.
Corollary 6.5.1 For a sequence with a static mean, the optimal stepsizes are given by
Proof: In this case, the mean θ n = θ is a constant. Therefore, the estimates of the mean are unbiased, which means β n = 0 ∀t = 2, . . . ,. This allows us to write the optimal stepsize as
Substituting (6.72) into (6.63) gives us
If α 0 = 1, it is easy to verify (6.71). For the case where there is no noise (σ 2 = 0), we have the following:
Corollary 6.5.2 For a sequence with zero noise, the optimal stepsizes are given by
The corollary is proved by simply setting σ 2 = 0 in equation (6.62). As a final result, we obtain Corollary 6.5.3 In general,
Proof:
We leave this more interesting proof as an exercise to the reader (see exercise 6.14). Corollary 6.5.3 is significant since it establishes one of the conditions needed for convergence of a stochastic approximation method. An open theoretical question, as of this writing, is whether the BAKF stepsize rule also satisfies the requirement that ∞ n=1 α n = ∞. The problem with using the stepsize formula in equation (6.62) is that it assumes that the variance σ 2 and the bias (β n ) 2 are known. This can be problematic in real instances, especially the assumption of knowing the bias, since computing this basically requires knowing the real function. If we have this information, we do not need this algorithm.
As an alternative, we can try to estimate these quantities from data. Let (σ 2 ) n = Estimate of the variance of the error after iteration n, β n = Estimate of the bias after iteration n, ν n = Estimate of the variance of the bias after iteration n.
To make these estimates, we need to smooth new observations with our current best estimate, something that requires the use of a stepsize formula. We could attempt to find an optimal stepsize for this purpose, but it is likely that a reasonably chosen deterministic formula will work fine. One possibility is McClain's formula (equation (6.20)):
A limit point such asη ∈ (0.05, 0.10) appears to work well across a broad range of functional behaviors. The property of this stepsize that η n →η can be a strength, but it does mean that the algorithm will not tend to converge in the limit, which requires a stepsize that goes to zero. If this is needed, we suggest a harmonic stepsize rule:
where a in the range between 5 and 10 seems to work quite well for many dynamic programming applications. Care needs to be used in the early iterations. For example, if we let α 0 = 1, then we do not need an initial estimate forθ 0 (a trick we have used throughout). However, since the formulas depend on an estimate of the variance, we still have problems in the second iteration. For this reason, we recommend forcing η 1 to equal 1 (in addition to using η 0 = 1). We also recommend using α n = 1/(n + 1) for the first few iterations, since the estimates of (σ 2 ) n ,β n andν n are likely to be very unreliable in the very beginning. Figure 6 .8 summarizes the entire algorithm. Note that the estimates have been constructed so that α n is a function of information available up through iteration n. Figure 6 .9 illustrates the behavior of the bias-adjusted Kalman filter stepsize rule for two signals: very low noise (figure 6.9a) and with higher noise (figure 6.9b). For both cases, the signal starts small and rises toward an upper limit of 1.0 (on average). In both figures, we also show the stepsize 1/n. For the low-noise case, the stepsize stays quite large. For the high noise case, the stepsize roughly tracks 1/n (note that it never goes below 1/n).
SOME EXPERIMENTAL COMPARISONS OF STEPSIZE FORMULAS
George & Powell (2006) reports on a series of experimental comparisons of stepsize formulas. The methods were tested on a series of functions which increase monotonically
Step 0. Initialization:
Step 0a. Set the baseline to its initial value,θ 0 .
Step 0b. Initialize the parameters -β 0 ,ν 0 andλ 0 .
Step 0c. Set initial stepsizes α 0 = η 0 = 1, and specify the stepsize rule for η.
Step 0d. Set the iteration counter, n = 1.
Step 1. Obtain the new observation,θ n .
Step 2. Smooth the baseline estimate.θ
Step 3. Update the following parameters:
Step 4. Evaluate the stepsizes for the next iteration.
. Note that this gives us η 1 = 1.
Step 5. Compute the coefficient for the variance of the smoothed estimate of the baseline.
Step 6. If n < N , then n = n + 1 and go to Step 1, else stop. at different rates, after which they level off. Two classes of functions were used, but they all increased monotonically to a limiting value. The first class, which we denote by f I (n), increases at a geometrically decreasing rate right from the beginning (similar to the behavior we see with value iteration). The argument n is referred to as the "iteration" since we view these functions as reflecting the change in a value function over the iterations. The second class, denoted f II (n), remains constant initially and then undergoes a delayed increase. For each class of functions, there are five variations with different overall rates of increase.
Each function was measured with an error term with an assumed variance. Three levels of variance were used: a) low noise, measured relative to the change in the function, b) medium noise, where the level of noise is comparable to the structural change in the function, and c) high noise, where the noise is large relative to the change in the function (the function almost appears flat).
The idea of an adaptive stepsize is most dramatically illustrated for the functions that start off constant and then rise quickly at a later iteration. Standard stepsize formulas that decline monotonically over time run the risk of dropping to small values. When the function starts to increase, the stepsizes have dropped to such small values that they cannot respond quickly. Figure 6 .10 compares the search-then-converge formula to the biased-adjusted Kalman filter stepsize rule (the algorithm given in figure 6.8) to the search-then-converge rule and Trigg's rule. This behavior can actually occur in dynamic programs which require a number of steps before receiving a reward. Examples include most games (backgammon, checkers, tic-tac-toe) where it is necessary to play an entire game before we learn if we won (we receive a reward) or lost. Many dynamic programs exhibit the behavior of our type I functions where the value function rises steadily and then levels off. The problem is that the rate of increase can vary widely. It helps to use a larger stepsize for parameters that are increasing quickly. Table 6 .1 shows the results of a series of experiments comparing different stepsize rules for the class I functions (f I (n)). The experiments were run using three noise levels and were measured at three different points n along the curve. At n = 25, the curve is still rising quickly; n = 50 corresponds to the "elbow" of the curve; and at n = 75 the curve is stabilizing. The stepsizes considered were 1/n, 1/n β (with β = .85), STC (search-thenconverge) using parameters optimized for this problem class, McClain (with target 0.10), Kesten's rule, the stochastic gradient adaptive stepsize rule (SGASR), and the bias-adjusted Kalman filter (BAKF) (equation (6.62)). The table gives the average mean squared error and the standard deviation of the average. Table 6 .2 provides the same statistics for the second class of functions which exhibit delayed learning. For these functions n = 25 occurs when the function is in its initial stable period; n = 50 is the point where the curve is rising the most; and n = 75 corresponds to where the curve is again stable.
These results show that the adaptive stepsize formulas (in particular the bias-adjusted Kalman filter) works best with lower levels of noise. If the noise level is quite high, stochastic formulas can be thrown off. For these cases, the family of arithmetically declining stepsizes (1/n, 1/n β , STC, and McClain) all work reasonably well. The risk of using 1/n or even 1/n β is that they may decline too quickly for functions which are still changing after many of iterations. McClain avoids this by imposing a target. For problems where we are running more than a few dozen iterations, McClain is similar to using a constant stepsize.
The real value of an adaptive stepsize rule in dynamic programming is its ability to respond to different rates of convergence for different parameters (such as the value of being in a specific state). Some parameters may converge much more slowly than others and will benefit from a larger stepsize. Since we cannot tune a stepsize rule for each parameter, an adaptive stepsize rule may work best. Table 6 .3 shows the percent error for a steady-state nomadic trucker application (which can be solved optimally) using three values for the discount factor γ. Since updates of the value function depend on the value function approximation itself, convergence tends to be slow (especially for the higher discount factors). Here the bias-adjusted Kalman filter works particularly well.
There does not appear to be a universally accepted stepsize rule. Stochastic stepsize rules offer tremendous appeal. For example, if we are estimating the value of being in each state, it may be the case that each of these values moves according to its own process. Some may be relatively stationary, while others move quickly before stabilizing. The value of an adaptive stepsize rule appears to depend on the nature of the data and our ability to tune a (2006)).
deterministic rule. It may be the case that if we can properly tune a single, deterministic stepsize rule, then this will work the best. The challenge is that this tuning process can be time-consuming. Furthermore, it is not always obvious when a particular stepsize rule is not working. Despite the apparent benefits of adaptive stepsize rules, deterministic rules, such as variants of the STC rule, remain quite popular. One issue is that not only do the adaptive rules introduce a series of additional computations, but also the logic introduces additional statistics that have to be computed and stored for each parameter. In some applications, there can be tens of thousands of such parameters, which introduces significant computational and memory overhead. Just as important, while adaptive formulas can do a better job of estimating a value function, this does not always translate into a better policy.
CONVERGENCE
A practical issue that arises with all stochastic approximation algorithms is that we simply do not have reliable, implementable stopping rules. Proofs of convergence in the limit are an important theoretical property, but they provide no guidelines or guarantees in practice. A good illustration of the issue is given in figure 6 .11. Figure 6 .11a shows the objective function for a dynamic program over 100 iterations (in this application, a single iteration required approximately 20 minutes of CPU time). The figure shows the objective function for an ADP algorithm which was run 100 iterations, at which point it appeared to be flattening out (evidence of convergence). Figure 6 .11b is the objective function for the same algorithm run for 400 iterations. A solid line that shows the best objective function after 100 iterations is shown at the same level on the graph where the algorithm was run for 400 iterations. As we see, the algorithm was nowhere near convergence after 100 iterations. The objective function, plotted over 100 iterations (a), displays "apparent convergence." The same algorithm, continued over 400 iterations (b), shows significant improvement.
We refer to this behavior as "apparent convergence," and it is particularly problematic on large-scale problems where run times are long. Typically, the number of iterations needed before the algorithm "converges" requires a level of subjective judgment. When the run times are long, wishful thinking can interfere with this process.
Complicating the analysis of convergence in approximate dynamic programming is the behavior in some problems to go through periods of stability which are simply a precursor to breaking through to new plateaus. During periods of exploration, an ADP algorithm might discover a strategy that opens up new opportunities, moving the performance of the algorithm to an entirely new level.
Special care has to be made in the choice of stepsize rule. In any algorithm using a declining stepsize, it is possible to show a stabilizing objective function simply because the stepsize is decreasing. This problem is exacerbated when using algorithms based on value iteration, where updates to the value of being in a state depend on estimates of the values of future states, which can be biased. We recommend that initial testing of an ADP algorithm start with inflated stepsizes. After getting a sense for the number of iterations needed for the algorithm to stabilize, decrease the stepsize (keeping in mind that the number of iterations required to convergence may increase) to find the right tradeoff between noise and rate of convergence.
WHY DOES IT WORK?**
Stochastic approximation methods have a rich history starting with the seminal paper Robbins & Monro (1951) and followed by Blum (1954a) and Dvoretzky (1956) . The serious reader should see Kushner & Yin (1997) for a modern treatment of the subject. Wasan (1969) is also a useful reference for fundamental results on stochastic convergence theory. A separate line of investigation was undertaken by researchers in eastern European community focusing on constrained stochastic optimization problems (Gaivoronski (1988 ), Ermoliev (1983 ), Ermoliev (1988 , Ruszczyński (1980 ), Ruszczyński (1987 ). This work is critical to our fundamental understanding of Monte Carlo-based stochastic learning methods.
The theory behind these proofs is fairly deep and requires some mathematical maturity. For pedagogical reasons, we start in section 6.8.1 with some probabilistic preliminaries, after which section 6.8.2 presents one of the original proofs, which is relatively more accessible and which provides the basis for the universal requirements that stepsizes must satisfy for theoretical proofs. Section 6.8.3 provides a more modern proof based on the theory of martingales.
Some probabilistic preliminaries
The goal in this section is to prove that these algorithms work. But what does this mean? The solutionθ n at iteration n is a random variable. Its value depends on the sequence of sample realizations of the random variables over iterations 1 to n. If ω = (ω 1 , ω 2 , . . . , ω n , . . .) represents the sample path that we are following, we can ask what is happening to the limit lim n→∞θ n (ω). If the limit is θ * , does θ * depend on the sample path ω? In the proofs below, we show that the algorithms converge almost surely. What this means is that lim n→∞θ n (ω) = θ * for all ω ∈ Ω that can occur with positive measure. This is the same as saying that we reach θ * with probability 1. Here, θ * is a deterministic quantity that does not depend on the sample path. Because of the restriction p(ω) > 0, we accept that in theory, there could exist a sample outcome that can never occur that would produce a path that converges to some other point. As a result, we say that the convergence is "almost sure," which is universally abbreviated as "a.s." Almost sure convergence establishes the core theoretical property that the algorithm will eventually settle in on a single point. This is an important property for an algorithm, but it says nothing about the rate of convergence (an important issue in approximate dynamic programming).
Let x ∈ n . At each iteration n, we sample some random variables to compute the function (and its gradient). The sample realizations are denoted by ω n . We let ω = (ω 1 , ω 2 , . . . , ) be a realization of all the random variables over all iterations. Let Ω be the set of all possible realizations of ω, and let F be the σ-algebra on Ω (that is to say, the set of all possible events that can be defined using Ω). We need the concept of the history up through iteration n. Let H n = A random variable giving the history of all random variables up through iteration n.
A sample realization of H n would be
We could then let Ω n be the set of all outcomes of the history (that is, h n ∈ H n ) and let H n be the σ-algebra on Ω n (which is the set of all events, including their complements and unions, defined using the outcomes in Ω n ). Although we could do this, this is not the convention followed in the probability community. Instead, we define a sequence of σ-algebras F 1 , F 2 , . . . , F n as the sequence of σ-algebras on Ω that can be generated as we have access to the information through the first 1, 2, . . . , n iterations, respectively. What does this mean? Consider two outcomes ω = ω for which H n (ω) = H n (ω ). If this is the case, then any event in F n that includes ω must also include ω . If we say that a function is F n -measurable, then this means that it must be defined in terms of the events in F n , which is in turn equivalent to saying that we cannot be using any information from iterations n + 1, n + 2, . . .. We would say, then, that we have a standard probability space (Ω, F, P) where ω ∈ Ω represents an elementary outcome, F is the σ-algebra on F and P is a probability measure on Ω. Since our information is revealed iteration by iteration, we would also then say that we have an increasing set of σ-algebras F 1 ⊆ F 2 ⊆ . . . ⊆ F n (which is the same as saying that F n is a filtration).
An older proof
Enough with probabilistic preliminaries. Let F (θ, ω) be a F-measurable function. We wish to solve the unconstrained problem
with θ * being the optimal solution. Let g(θ, ω) be a stochastic ascent vector that satisfies
For many problems, the most natural ascent vector is the gradient itself
which clearly satisfies (6.76). We assume that F (θ) = E {F (θ, ω)} is continuously differentiable and convex, with bounded first and second derivatives so that for finite M
A stochastic gradient algorithm (sometimes called a stochastic approximation method) is given byθ
We first prove our result using the proof technique of Blum (1954a) that generalized the original stochastic approximation procedure proposed by Robbins & Monro (1951) to multidimensional problems. This approach does not depend on more advanced concepts such as martingales and, as a result, is accessible to a broader audience. This proof helps the reader understand the basis for the conditions ∞ n=0 α n = ∞ and ∞ n=0 (α n ) 2 < ∞ that are required of all stochastic approximation algorithms.
We make the following (standard) assumptions on stepsizes
We want to show that under suitable assumptions, the sequence generated by (6.79) converges to an optimal solution. That is, we want to show that (6.83) We now use Taylor's theorem (remember Taylor's theorem from freshman calculus?), which says that for any continuously differentiable convex function F (θ), there exists a parameter 0 ≤ γ ≤ 1 that satisfies (6.84) This is the first-order version of Taylor's theorem. The second-order version takes the form
for some 0 ≤ γ ≤ 1. We use the second-order version. Replaceθ 0 withθ n−1 , and replace θ withθ n . Also, we can simplify our notation by using (6.86) This means that
From our stochastic gradient algorithm (6.79), we may write
It is now time to use a standard mathematician's trick. We sum both sides of (6.87) to get
Note that the terms F (θ n ), n = 2, 3, . . . , N appear on both sides of (6.88). We can cancel these. We then use our lower bound on the quadratic term (6.78) to write
We now want to take the limit of both sides of (6.89) as N → ∞. In doing so, we want to show that everything must be bounded. We know that F (θ N ) is bounded (almost surely) because we assumed that the original function was bounded. We next use the assumption (6.15) that the infinite sum of the squares of the stepsizes is also bounded to conclude that the rightmost term in (6.89) is bounded. Finally, we use (6.76) to claim that all the terms in the remaining summation ( N n=1 ∇F (θ n )(α n−1 g n )) are positive. That means that this term is also bounded (from both above and below).
What do we get with all this boundedness? Well, if (6.90) and (from (6.14))
We can conclude that (6.92) Since all the terms in (6.92) are positive, they must go to zero. (Remember, everything here is true almost surely; after a while, it gets a little boring to keep saying almost surely every time. It is a little like reading Chinese fortune cookies and adding the automatic phrase "under the sheets" at the end of every fortune.) We are basically done except for some relatively difficult (albeit important if you are ever going to do your own proofs) technical points to really prove convergence. At this point, we would use technical conditions on the properties of our ascent vector g n to argue that if
it is okay if g n goes to zero as F (θ n , ω n ) goes to zero, but it cannot go to zero too quickly).
This proof was first proposed in the early 1950's by Robbins and Monro and became the basis of a large area of investigation under the heading of stochastic approximation methods. A separate community, growing out of the Soviet literature in the 1960's, addressed these problems under the name of stochastic gradient (or stochastic quasi-gradient) methods. More modern proofs are based on the use of martingale processes, which do not start with Taylor's formula and do not (always) need the continuity conditions that this approach needs.
Our presentation does, however, help to present several key ideas that are present in most proofs of this type. First, concepts of almost sure convergence are virtually standard. Second, it is common to set up equations such as (6.87) and then take a finite sum as in (6.88) using the alternating terms in the sum to cancel all but the first and last elements of the sequence of some function (in our case, F (θ n−1 , ω n )). We then establish the boundedness of this expression as N → ∞, which will require the assumption that ∞ n=1 (α n−1 ) 2 < ∞. Then, the assumption ∞ n=1 α n−1 = ∞ is used to show that if the remaining sum is bounded, then its terms must go to zero.
More modern proofs will use functions other than F (θ). Popular is the introduction of so-called Lyapunov functions, which are artificial functions that provide a measure of optimality. These functions are constructed for the purpose of the proof and play no role in the algorithm itself. For example, we might let T n = ||θ n − θ * || be the distance between our current solutionθ n and the optimal solution. We will then try to show that T n is suitably reduced to prove convergence. Since we do not know θ * , this is not a function we can actually measure, but it can be a useful device for proving that the algorithm actually converges.
It is important to realize that stochastic gradient algorithms of all forms do not guarantee an improvement in the objective function from one iteration to the next. First, a sample gradient g n may represent an appropriate ascent vector for a sample of the function F (θ n , ω n ) but not for its expectation. In other words, randomness means that we may go in the wrong direction at any point in time. Second, our use of a nonoptimizing stepsize, such as α n−1 = 1/n, means that even with a good ascent vector, we may step too far and actually end up with a lower value.
A more modern proof
Since the original work by Robbins and Monro, more powerful proof techniques have evolved. Below we illustrate a basic martingale proof of convergence. The concepts are somewhat more advanced, but the proof is more elegant and requires milder conditions. A significant generalization is that we no longer require that our function be differentiable (which our first proof required). For large classes of resource allocation problems, this is a significant improvement.
First, just what is a martingale? Let ω 1 , ω 2 , . . . , ω t be a set of exogenous random outcomes, and let h t = H t (ω) = (ω 1 , ω 2 , . . . , ω t ) represent the history of the process up to time t. We also let F t be the σ-algebra on Ω generated by H t . Further, let U t be a function that depends on h t (we would say that U t is a F t -measurable function), and bounded (E|U t | < ∞, ∀t ≥ 0). This means that if we know h t , then we know U t deterministically (needless to say, if we only know h t , then U t+1 is still a random variable). We further assume that our function satisfies
If this is the case, then we say that U t is a martingale. Alternatively, if
then we say that U t is a supermartingale. If U t is a supermartingale, then it has the property that it drifts downward, usually to some limit point U * . What is important is that it only drifts downward in expectation. That is, it could easily be the case that U t+1 > U t for specific outcomes. This captures the behavior of stochastic approximation algorithms. Properly designed, they provide solutions that improve on average, but where from one iteration to another the results can actually get worse.
Finally, assume that U t ≥ 0. If this is the case, we have a sequence U t that drifts downward but which cannot go below zero. Not surprisingly, we obtain the following key result:
Theorem 6.8.1 Let U t be a positive supermartingale. Then, U t converges to a finite random variable U * a.s.
So what does this mean for us? We assume that we are still solving a problem of the form
where we assume that F (θ, ω) is continuous and concave (but we do not require differentiability). Letθ n be our estimate of θ at iteration n (remember thatθ n is a random variable). Instead of watching the evolution of a process of time, we are studying the behavior of an algorithm over iterations. Let F n = EF (θ n ) be our objective function at iteration n and let F * be the optimal solution. If we are maximizing, we know that F n ≤ F * . If we let U n = F * − F n , then we know that U n ≥ 0 (this assumes that we can find the true expectation, rather than some approximation of it). A stochastic algorithm will not guarantee that F n ≥ F n−1 , but if we have a good algorithm, then we may be able to show that U n is a supermartingale, which at least tells us that in the limit, U n will approach some limitŪ . With additional work, we might be able to show thatŪ = 0, which means that we have found the optimal solution.
A common strategy is to define U n as the distance betweenθ n and the optimal solution, which is to say
Of course, we do not know θ * , so we cannot actually compute U n , but that is not really a problem for us (we are just trying to prove convergence). Note that we immediately get U n ≥ 0 (without an expectation). If we can show that U n is a supermartingale, then we get the result that U n converges to a random variable U * (which means the algorithm converges). Showing that U * = 0 means that our algorithm will (eventually) produce the optimal solution.
We are solving this problem using a stochastic gradient algorithm
where g n is our stochastic gradient. If F is differentiable, we would write
But in general, F may be nondifferentiable, in which case we may have multiple gradients at a pointθ n−1 (for a single sample realization). In this case, we write
where ∂ θ F (θ n−1 , ω n ) refers to the set of subgradients atθ n−1 . We assume our problem is unconstrained, so ∇ θ F (θ * , ω n ) = 0 if F is differentiable. If it is nondifferentiable, we would assume that 0 ∈ ∂ θ F (θ * , ω n ). Throughout our presentation, we assume that θ (and hence g n ) is a scalar (exercise 6.13 provides an opportunity to redo this section using vector notation). In contrast with the previous section, we are now going to allow our stepsizes to be stochastic. For this reason, we need to slightly revise our original assumptions about stepsizes (equations (6.80) to (6.82)) by assuming
The requirement that α n be nonnegative "almost surely" (a.s.) recognizes that α n is a random variable. We can write α n (ω) as a sample realization of the stepsize (that is, this is the stepsize at iteration n if we are following sample path ω). When we require that α n ≥ 0 "almost surely" we mean that α n (ω) ≥ 0 for all ω where the probability (more precisely, probability measure) of ω, p(ω), is greater than zero (said differently, this means that the probability that P[α n ≥ 0] = 1). The same reasoning applies to the sum of the stepsizes given in equation (6.98). As the proof unfolds, we will see the reason for needing the conditions (and why they are stated as they are). We next need to assume some properties of the stochastic gradient g n . Specifically, we need to assume the following:
Assumption 3 -For any θ where |θ − θ * | > δ, δ > 0, there exists > 0 such that
Assumption 1 assumes that on average, the gradient g n points toward the optimal solution θ * . This is easy to prove for deterministic, differentiable functions. While this may be harder to establish for stochastic problems or problems where F (θ) is nondifferentiable, we do not have to assume that F (θ) is differentiable. Nor do we assume that a particular gradient g n+1 moves toward the optimal solution (for a particular sample realization, it is entirely possible that we are going to move away from the optimal solution). Assumption 2 assumes that the gradient is bounded. Assumption 3 requires that the expected gradient cannot vanish at a nonoptimal value of θ. This assumption will be satisfied for any concave function.
To show that U n is a supermartingale, we start with
Taking conditional expectations on both sides gives
We note that
(6.103) Equation (6.102) is subtle but important, as it explains a critical piece of notation in this book. Keep in mind that we may be using a stochastic stepsize formula, which means that α n is a random variable. We assume that α n is F n -measurable, which means that we are not allowed to use information from iteration n + 1 to compute it. This is why we use α n−1 in updating equations such as equation (6.5) instead of α n . When we condition on F n in equation (6.102), α n is deterministic, allowing us to take it outside the expectation. This allows us to write the conditional expectation of the product of α n and g n+1 as the product of the expectations. Equation (6.103) comes from Assumption 1 and the nonnegativity of the stepsizes.
Recognizing that E[U n |F n ] = U n (given F n ), we may rewrite (6.101) as
Because of the positive term on the right-hand side of (6.104), we cannot directly get the result that U n is a supermartingale. But hope is not lost. We appeal to a neat little trick that works as follows. Let
We are going to show that W n is a supermartingale. From its definition, we obtain
Taking conditional expectations of both sides gives
n which is the same as
We see from equation (6.104) that I ≥ 0. Removing this term gives us the inequality
This means that W n is a supermartingale. It turns out that this is all we really need because
Now that we have the basic convergence of our algorithm, we have to ask: but what is it converging to? For this result, we return to equation (6.100) and sum it over the values n = 0 up to some number N , giving us
The left-hand side of (6.109) is an alternating sum (sometimes referred to as a telescoping sum), which means that every element cancels out except the first and the last, giving us
Taking expectations of both sides gives
We want to take the limit of both sides as N goes to infinity. To do this, we have to appeal to the Dominated Convergence Theorem (DCT), which tells us that
for some function g(x) where
For our application, the integral represents the expectation (we would use a summation instead of the integral if x were discrete), which means that the DCT gives us the conditions needed to exchange the limit and the expectation. Above, we showed that E[U n+1 |F n ] is bounded (from (6.104) and the boundedness of U 0 and the gradient). This means that the right-hand side of (6.110) is also bounded for all n. The DCT then allows us to take the limit as N goes to infinity inside the expectations, giving us
We can rewrite the first term on the right-hand side as
(6.113) Equation (6.111) comes from Assumption 2 which requires that |g n | be bounded by B, which immediately gives us Equation (6.112). The requirement that E ∞ n=0 (α n ) 2 < ∞ (equation (6.82)) gives us (6.113), which means that the first summation on the right-hand side of (6.110) is bounded. Since the left-hand side of (6.110) is bounded, we can conclude that the second term on the right-hand side of (6.110) is also bounded. Now let If β n → 0, then E[g n+1 (θ n − θ * )] → 0, which allows us to conclude that E[g n+1 (θ n − θ * )|F n ] → 0 (the expectation of a nonnegative random variable cannot be zero unless the random variable is always zero). But what does this tell us about the behavior ofθ n ? Knowing that β n → 0 does not necessarily imply that g n+1 → 0 or θ n → θ * . There are three scenarios: PROBLEMS 6.1 We are going to solve a classic stochastic optimization problem known as the newsvendor problem. Assume we have to order x assets after which we try to satisfy a random demand D for these assets, where D is randomly distributed between 100 and 200. If x > D, we have ordered too much and we pay 5(x − D). If x < D, we have an underage, and we have to pay 20(D − x).
(a) Write down the objective function in the form min x Ef (x, D).
(b) Derive the stochastic gradient for this function.
(c) Find the optimal solution analytically [Hint: take the expectation of the stochastic gradient, set it equal to zero and solve for the quantity P(D ≤ x * ). From this, find x * .] (d) Since the gradient is in units of dollars while x is in units of the quantity of the asset being ordered, we encounter a scaling problem. Choose as a stepsize α n−1 = α 0 /n where α 0 is a parameter that has to be chosen. Use x 0 = 100 as an initial solution. Plot x n for 1000 iterations for α 0 = 1, 5, 10, 20. Which value of α 0 seems to produce the best behavior? (e) Repeat the algorithm (1000 iterations) 10 times. Let ω = (1, . . . , 10) represent the 10 sample paths for the algorithm, and let x n (ω) be the solution at iteration n for sample path ω. Let Var(x n ) be the variance of the random variable x n wherē
Plot the standard deviation as a function of n for 1 ≤ n ≤ 1000.
6.2 A customer is required by her phone company to pay for a minimum number of minutes per month for her cell phone. She pays 12 cents per minute of guaranteed minutes, and 30 cents per minute that she goes over her minimum. Let x be the number of minutes she commits to each month, and let M be the random variable representing the number of minutes she uses each month, where M is normally distributed with mean 300 minutes and a standard deviation of 60 minutes.
(a) Write down the objective function in the form min x Ef (x, M ).
(c) Let x 0 = 0 and choose as a stepsize α n−1 = 10/n. Use 100 iterations to determine the optimum number of minutes the customer should commit to each month.
6.3
Show that if we use a stepsize rule α n−1 = 1/n, thenθ n is a simple average of θ 1 ,θ 2 , . . . ,θ n (thus proving equation 6.17).
6.4
Show that E θn−1 − θ n 2 = λ n−1 σ 2 + (β n ) 2 . [Hint: Add and subtract Eθ (θ m −θ n ).
6.7
We are going to again try to use approximate dynamic programming to estimate a discounted sum of random variables (we first saw this in chapter 4):
where R t is a random variable that is uniformly distributed between 0 and 100 (you can use this information to randomly generate outcomes, but otherwise you cannot use this information). This time we are going to use a discount factor of γ = .95. We assume that R t is independent of prior history. We can think of this as a single state Markov decision process with no decisions.
(a) Using the fact that ER t = 50, give the exact value for F 100 .
(b) Propose an approximate dynamic programming algorithm to estimate F T . Give the value function updating equation, using a stepsize α t = 1/t.
(c) Perform 100 iterations of the approximate dynamic programming algorithm to produce an estimate of F 100 . How does this compare to the true value?
(d) Compare the performance of the following stepsize rules: Kesten's rule, the stochastic gradient adaptive stepsize rule (use ν = .001), 1/n β with β = .85, the Kalman filter rule, and the optimal stepsize rule. For each one, find both the estimate of the sum and the variance of the estimate.
6.8 Consider a random variable given by R = 10U (which would be uniformly distributed between 0 and 10). We wish to use a stochastic gradient algorithm to estimate the mean of R using the iterationθ n =θ n−1 − α n−1 (R n −θ n−1 ), where R n is a Monte Carlo sample of R in the n th iteration. For each of the stepsize rules below, use equation (6.11) to measure the performance of the stepsize rule to determine which works best, and compute an estimate of the bias and variance at each iteration. If the stepsize rule requires choosing a parameter, justify the choice you make (you may have to perform some test runs).
(a) α n−1 = 1/n. (e) The optimal stepsize rule (algorithm 6.8).
6.9 Repeat exercise 6.8 using R n = 10(1 − e −0.1n ) + 6(U − 0.5).
6.10 Repeat exercise 6.8 using R n = 10/(1 + e −0.1(50−n) ) + 6(U − 0.5).
6.11 Let U be a uniform [0, 1] random variable, and let µ n = 1 − exp (−θ 1 n).
Now letR n = µ n + θ 2 (U n − .5). We wish to try to estimate µ n usinḡ R n = (1 − α n−1 )R n−1 + α n−1R n .
In the exercises below, estimate the mean (usingR n ) and compute the standard deviation ofR n for n = 1, 2, . . . , 100, for each of the following stepsize rules:
• α n−1 = 0.10.
• α n−1 = a/(a + n − 1) for a = 1, 10.
• Kesten's rule.
• Godfrey's rule.
• The bias-adjusted Kalman filter stepsize rule.
For each of the parameter settings below, compare the rules based on the average error (1) over all 100 iterations and (2) in terms of the standard deviation ofR 100 .
(a) θ 1 = 0, θ 2 = 10.
(b) θ 1 = 0.05, θ 2 = 0.
(c) θ 1 = 0.05, θ 2 = 0.2.
(d) θ 1 = 0.05, θ 2 = 0.5.
(e) Now pick the single stepsize that works the best on all four of the above exercises.
6.12 An oil company covers the annual demand for oil using a combination of futures and oil purchased on the spot market. Orders are placed at the end of year t − 1 for futures that can be exercised to cover demands in year t. If too little oil is purchased this way, the company can cover the remaining demand using the spot market. If too much oil is purchased with futures, then the excess is sold at 70 percent of the spot market price (it is not held to the following year -oil is too valuable and too expensive to store). To write down the problem, model the exogenous information usinĝ D t = Demand for oil during year t, p s t = Spot price paid for oil purchased in year t, p f t,t+1
= Futures price paid in year t for oil to be used in year t + 1.
