Abstract We show that a conditional probability table (CPT) is obtained after every multiplication and every marginalization step when eliminating variables from a discrete Bayesian network. The main advantage of our work is an improvement in presentation. The probability distributions constructed during variable elimination in Bayesian networks have always been denoted as potentials. Since CPTs are a special case of potential, our description is more precise and readable.
out of the product obtained in the first step. Other variables can be eliminated in a recursive manner. The probabilistic reasoning literature has always denoted the probability distributions constructed during VE as potentials. This description is not as precise as it should be.
In this chapter, we show that every multiplication operation and every marginalization operation involved in eliminating variables from a discrete Bayesian network yields a CPT. The concept of expanded form is introduced to define each potential constructed by the VE algorithm in terms of a sequence of multiplication and marginalization operators on the given Bayesian network CPTs. We then establish that each expanded form can be equivalently rewritten in normal form, that is, as the marginalization of a product of Bayesian network CPTs. By applying our key observation, it is established that every distribution constructed by VE is indeed a CPT.
The significance of this result resides in the description of the VE algorithm. The distributions constructed by VE have always been denoted as potentials. Potentials do not have clear physical interpretation [2] , as they are unnormalized probability distributions [15] . In contrast, CPTs have clear semantic meaning [2] , since the probabilities in the distribution must necessarily obey a specific pattern. Thereby, establishing that the distributions constructed by VE are, in fact, CPTs rather than potentials yield a description that is more precise and readable.
The chapter is organized as follows. Section 2 reviews Bayesian networks and the VE algorithm. That each multiplication and addition during VE yields a CPT is shown in Section 3. We then show the advantages of our work in Section 4. The conclusion is presented in Section 5.
Background Knowledge
Let U = {v 1 , v 2 , . . . , v n } be a finite set of variables. Each variable v i ∈ U has a finite domain, denoted dom(v i ), representing the values v i can assume. For a subset X ⊆ U, we write dom(X) for the Cartesian product of the domains of the individual variables in X. Each element x ∈ dom(X) is called a configuration of X. If c is a configuration on X and Y ⊆ X, then c.Y denotes the restriction of c onto Y . As done in relational databases [7] , we assume that there is a value λ such that c. / 0 = λ for any configuration c.
For brevity, we refer to a potential as a distribution on X rather than dom(X), and we call X, not dom(X), its domain [13] . Also, for simplified notation, we use XY to denote X ∪Y , and may write {v i } as v i in this chapter. Table 1 . 
That is, 1(X) is table on X, where the probability value is one for each row.
Definition 3.
A conditional probability table (CPT) on a set X of variables given a disjoint set Y of variables, denoted p(X|Y ), is a potential on the union of X and Y such that for each configuration
Example 2. Let a, b, c, d, e, f , g, h, i be binary variables. Table 2 shows CPTs p(a),
) and p(i| f ). Whenever p(X|Y ) is written with X and Y not disjoint, we mean p(X|Y − X) to satisfy the disjointness condition of CPTs. In [8] , three special cases of CPTs are denoted as p(X| / 0), p( / 0|Y ) and p( / 0| / 0). However, in BN literature, they are more commonly written as p(X), 1(Y ) and 1, respectively. Definition 4. Let φ 1 (X) and φ 2 (Y ) be two potentials. The product of φ 1 (X) and φ 2 (Y ), denoted φ 1 · φ 2 , is defined as: for each configuration c of XY ,
Example 3. Table 3 (left) depicts the product φ 1 (e, f , g, h) of the two CPTs p(g|e, f ) and p(h|e, g) in Table 2 , namely,
(1) Table 2 . The key concept of a Bayesian network can now be defined.
Definition 5. [10] A Bayesian network on
One salient feature of Bayesian networks is that the product of the given CPTs is a joint distribution on the set U of variables.
Example 4.
The coronary heart disease (CHD) [4, 12] Bayesian network, inspired by a research project in the field of epidemiology, is the DAG in Figure 1 on the set U of variables, along with the CPTs in Table 2 . It follows that:
(2) Fig. 1 The CHD Bayesian network consists of this DAG together with the CPTs in Table 2 . It is assumed in the literature that it is feasible to store the Bayesian network CPTs in computer memory, but not the joint distribution p(U). The marginalization operator, denoted ∑, is used to further manipulate the stored CPTs.
where x, y is the configuration of Z obtained by combining x with the configuration y of Y .
Example 5. The marginalization of potential φ 1 (e, f , g, h) in Table 3 (left) onto {e, f , h} yields the potential φ 1 (e, f , h) in Table 3 (right).
Lemmas 1 and 2 state two important properties that are used in Bayesian network reasoning.
Lemma 1. [13] Let φ be a potential on Z, and X ⊆ Y ⊆ Z. Marginalizing φ onto Y and subsequently onto X is the same as marginalizing φ directly onto X.
Lemma 1 states that variables can be eliminated in any order. While the order can affect the amount of computation performed [13] , it has no bearing on the results of this chapter. The minimum deficiency search (MDS) [1, 6] 
Algorithm 1. [13] VE(C,X)
Input: C -a set of CPTs defining a Bayesian network on a set of variables U, X -a non-empty, proper subset of variables in U to be eliminated. Output: F -the factorization obtained by marginalizing X from C.
Example 6. Consider VE(C,X), where C are the CPTs in Table 2 defining the CHD Bayesian network and X = {a, c, d, e, g} are the variables to be eliminated. The MDS algorithm suggests to use the elimination ordering g, c, a, d, e. Let F be a copy of C and let v be variable g. Those potentials involving g, namely, F = {p(g|e, f ), p(h|e, g)} are collected. The product φ 1 (e, f , g, h), shown in Table  3 (left), of the potentials in F is obtained by Equation ( 1) . Then φ 1 (e, f , h), shown in Table 3 (right), is obtained by ∑ g φ 1 (e, f , g, h). Next, the set F of potentials is updated as F = (F − {p(g|e, f ), p(h|e, g)}) ∪ {φ 1 (e, f , h)}. The remainder of the example follows in a similar manner.
Regarding Example 6, let us emphasize the distributions multiplied and marginalized in terms of equations:
The CPT Structure of Variable Elimination
Here we prove that a CPT is obtained after every multiplication operation and every marginalization operation when applying the VE algorithm on a discrete Bayesian network. A key observation is that the product of any non-empty subset of Bayesian network CPTs is itself a CPT. Our claim is then shown by rewriting the factorization to exploit our key observation. First, one salient feature of Bayesian networks is shown, namely, that the product of the given CPTs is a joint probability distribution. For example, in the CHD Bayesian network, we have: 
Let ≺ be a topological ordering [11] 
The remaining variables can be removed similarly, thereby establishing that the product of all CPTs in Table 2 is a joint probability distribution. This well-known proof is a special case of a more general result.
Lemma 3. Consider a Bayesian network on variables U
= {v 1 , v 2 ,
. . . , v n } with DAG D and CPTs C
= {p(v 1 |P 1 ), p(v 2 |P 2 ), . . . , p(v n |P n )}. Let C = {p(v i |P i ), p(v j |P j ), . . . , p(v l |P l ), p(v m |P m )} be
any non-empty subset of C. The product of the CPTs in C is a CPT of the variables X given Y , where X
Similar to the proof that the product of all Bayesian network CPTs is a joint probability distribution, we show that the product of the Bayesian network CPTs in C is a CPT by establishing 
. . , v l }. Thereby, 1(P m ∩ X) can be factorized into unity-potentials 1(v) on its singleton variables v, and each 1(v) can be multiplied with the CPT p(v|P v ). As p(v|P v ) · 1(v) gives p(v|P v ), Equation (21) can be rewritten as
By a similar argument for variables v l , . . . , v j , v i , we obtain our desired result:
Lemma 3 establishes that the product of a subset of CPTs from a Bayesian network is a CPT. While it is not guaranteed that the product is p(X|Y ), namely, a CPT defined with respect to the joint distribution p, we make this assumption in this chapter. , d) }, which are a subset of the CHD Bayesian network of Figure 1 . By Lemma 3,
Example 7. Consider the CPTs {p(c|a), p(e|b), p( f |c
The notion of expanded form is introduced to express potentials built by VE equivalently in terms of multiplication and marginalization operators on a subset of Bayesian network CPTs.
Definition 7.
Let φ be any potential constructed in a given instance of VE(C,X). The expanded form of φ is the unique expression defining how VE built φ using the multiplication and marginalization operators on the Bayesian network CPTs in C.
Example 8. The expanded form of potential φ 4 (b, f ) in Equation (15) is:
, which is determined recursively as follows: , d) ) .
Definition 8.
The expanded form of a potential φ constructed in a given instance of VE(C,X) is said to be in normal form, if all marginalizations take place on the product of all CPTs used to build φ . The next result is critical to applying our key observation. 
The main result of this chapter is given next.
Theorem 1. Every multiplication step and every marginalization step in VE(C,X) yields a CPT.
Proof. Let φ be any potential built during an instance of VE(C,X). By Definition 7, the expanded form of φ is the unique expression defining how VE built φ using the multiplication and marginalization operators on the Bayesian network CPTs in C. By Lemma 4, the expanded form can be equivalently rewritten in normal form, say:
Lemma 3 establishes that
It follows that X is a subset of {v i , v j , . . . , v l , v m }, since the VE algorithm requires that all distributions involving the variable being eliminated be multiplied together before the variable is marginalized away. Thus, by definition of CPT,
yields a CPT. Therefore, any potential built by the VE algorithm is a CPT. 
Advantages
By definition, a CPT is a special case of potential. For instance, all of the CPTs in Table 2 are potentials. On the contrary, not all potentials are CPTs. For example, using φ (a, b) in Table 1 , it can be verified that
Therefore, the potential φ (a, b) is, in fact, a CPT p(b|a). In contrast, the potential φ (c, d) in Table 1 cannot satisfy the definition of CPT. Nevertheless, it is more precise to label the distributions constructed by VE as CPTs rather than as potentials. Labeling distributions as CPTs bring more clarity to the VE algorithm. Potentials do not have clear physical interpretation [2] as they are unnormalized probability distributions [15] . In contrast, CPTs have clear semantic meaning [2] , since the probabilities must satisfy a rigorous pattern.
Conclusion
In this chapter, we considered the problem of eliminating a variable from a Bayesian network in the context of no evidence. Our main result is that each multiplication and addition in the VE algorithm generates a CPT, not a potential. Our key observa-tion is that the product of any subset of Bayesian network CPTs is itself a CPT. The main advantage of our work is an improvement in presentation. Potentials do not have clear physical interpretation [2] as they are unnormalized probability distributions [15] . In contrast, CPTs have clear semantic meaning [2] , since the probabilities must satisfy a rigorous pattern. While the distributions constructed during VE have traditionally been called potentials, we have shown that they are, in fact, CPTs.
