The present study investigated the effects of brief synthesized spoken words with emotional content on the ratings of emotions and heart rate responses. Twenty participants' heart rate functioning was measured while they listened to a set of emotionally negative, neutral, and positive words produced by speech synthesizers. At the end of the experiment, ratings of emotional experiences were also collected. The results showed that the ratings of the words were in accordance with their valence. Heart rate deceleration was significantly the strongest and most prolonged to the negative stimuli. The findings are the first suggesting that brief spoken emotionally toned words evoke a similar heart rate response pattern found earlier for more sustained emotional stimuli.
Introduction
Verbal communication is unique to humans, and speech is an especially effective means to communicate ideas and emotions to other people [1] . McGregor [2] argued that spoken language is a more primary and more fundamental means of communication than written language. In speech, both verbal meaning and prosodic cues within the speech can communicate emotions; however, there is little research on the role of the verbal meaning of spoken words to human emotions. Although studies concerning the emotional processing of the verbal content of speech are rare, the scope of emotion studies has recently broadened from studying the reactions to the pictures of emotional scenes and human faces to visually presented linguistic stimuli. In a way, emotionally charged spoken stimuli uttered in a monotone or a neutral tone of voice partly parallels written text. By this, it is meant that only lexical contents of the stimuli offer knowledge about emotion, so the results about visually presented written words can provide some background references for studying reactions to spoken emotional words.
Studies using event related potential (ERP) measurements have repeatedly found that early cortical responses to visually presented words with emotional content are enhanced as compared to ERPs to neutral words. This suggests that the emotional content of a word is identified at an early lexical stage of processing (e.g., [3] [4] [5] ). In addition, there is evidence that written emotionally negative words evoke larger activation of corrugator supercilii (i.e., frowning) facial muscle than positive words do [6] [7] [8] . There are also studies that have found larger startle reflex to unpleasant words than to neutral and positive words during shallow word processing [9, 10] . Further, there is some evidence that written words evoke autonomic nervous system responses. One study showed that heart rate decelerated more in response to unpleasant words than to other word types [11] . Based on these studies, physiological response patterns to emotional words seem to be quite consistent with the earlier findings about the reactions to emotional pictures and sounds.
Of course, the results of the responses to visually presented words are not directly applicable to spoken words, and more research is to be done to identify the role of the verbal content of spoken language in human emotional processing. In order to study purely the effects of the verbal content of spoken words to human emotion system, speech synthesizers offer good opportunities; this is because they offer good controllability over timing and prosodic cues related to the nonverbal expressions of emotions like loudness and the range of the fundamental frequency of voice. Controlling 2 Advances in Human-Computer Interaction out the variation in nonverbal cues offers the possibility to study more purely the effects of the lexical meaning of spoken words. This results in a monotone tone of voice; however, there is evidence that such stimuli work well in the context of emotion research. A recent study investigated how spoken emotional stimuli pronounced by a monotone tone of synthesized voice activate the human emotional system. The findings showed that the verbal content of spoken sentences evoked emotion-relevant subjective and pupil responses in listeners [12] . Naturally, the knowledge about the effects of synthetically produced messages is also important in an application point of view; this is because interfaces that utilize speech synthesis have become increasingly popular.
Based on earlier research, heart rate measurement could provide new and valuable knowledge about the processing of spoken words; this is because previous studies have suggested that heart rate is sensitive to both cognitive (i.e., attention) and emotional aspects of stimulus processing. These studies have utilized the dimensional theory of emotions [13] . In earlier research, the most commonly used dimensions have been valence, reflecting the pleasantness of an emotional state, and arousal, which reflects the level of emotional activation. Lang et al. [14] have suggested that these dimensions relate to the functioning of the human motivational system, which guides us to approach or withdraw from objects. There is evidence that heart rate accelerates when people imagine emotional material [14] and decelerates during the perception of emotional information, such that the deceleration is largest and most prolonged to negative stimuli [15] .
Based on these types of findings, Lang et al. [16] have suggested a special model known as the defense cascade model. This model suggests that a new stimulus in an environment causes an orienting response accompanied with a brief heart rate deceleration. Sustained heart rate deceleration relates to the increased and continued allocation of attentional resources towards somehow-threatening stimulus, which, however, does not require immediate action. If the stimulus is nonthreatening, the heart rate starts to recover back to the prestimulus onset level. Lang et al. [14] suggested that although the connection between valence and heart rate is evident, it is modest. Codispoti et al. [17] also suggested that a decelerating pattern of heart rate in visual contexts presumes sustained sensory stimulation. Research concerning heart rate responses to spoken stimuli can provide important knowledge about the meaning of speech, particularly verbal content, in emotional processing. It is noteworthy that the processing of emotion-related auditory information can have a significant role for human behavior because the hearing of vocally uttered sounds may have had a significant meaning for survival in many situations. Thus, the present study investigated the effects of brief emotionally negative, neutral, and positive synthesized spoken messages to heart rate and the ratings of emotions.
Method
2.1. Participants. Thirty-one volunteer students participated in the experiment. Data from eight participants were discarded from the analysis because of poor signal-to-noise ratio to guarantee the high quality of the analyzed heart rate data. In addition, data from three participants had to be rejected due to other equipment failures. Thus, data from 20 participants were used for the analysis (11 males, M age : 27.8 years, range: 19-51 years). The participants were native speakers of Finnish and had normal hearing by their own report. All participants signed a written consent.
Equipment.
The presentation of stimuli and rating scales were controlled by E-Prime [18] experiment generator software. The stimuli were audible via two loudspeakers placed in front of the participant. Continuous ballistocardiographic heart rate responses (beats/min) were measured with sampling rate of 500 Hz using the EMFi chair. The Quatech DAQP-16 card digitized the heart rate signal to a PC with a Windows XP operating system. The EMFi chair is a regular-looking office chair that has been developed and tested for unobtrusive measuring of heart rate changes [19] [20] [21] . The chair is embedded with electromechanical film (EMFi) sensors in its seat, backrest, and armrests. EMFi is a low-cost, cellular, electrically charged polypropylene film that senses changes in pressure and, thus, can be used to measure ballistocardiographic heart rate.
Stimuli. Stimuli consisted of 15 different affective words
selected from the ANEW [22] based on their mean ratings in valence and arousal scales (ANEW stimuli numbers: 8, 37, 46, 227, 251, 266, 305, 494, 591, 613, 614, 759, 974, 1001, and 1015). Five stimuli were strongly positive and arousing, five were strongly negative and arousing, and five were neutral words. The words were translated in Finnish, and their lengths were matched across the categories.
The male voice of three Finnish speech synthesizers produced all the words. The used synthesis techniques were formant synthesis [23] , diphone synthesis [24] , and unit selection [25] . Each word was repeated three times, resulting in 45 stimulus words in total. Fundamental frequency of the voices was set to 100 Hz. The volume normalization was set at 75 dB using Wave Surfer 1.8.5 program, and the changes in intonation were set to zero, resulting in a monotone tone of voice.
Experimental Procedure.
First, the electrically shielded and sound attenuated laboratory was introduced to the participant, and then the participant sat in the EMFi chair. The experimenter informed the participant that the aim was to study reactions to auditory stimuli and that the experiment would consist of a listening and a rating phase. The participant was to relax, sit still, and concentrate on listening to the set of words produced by speech synthesis. Then, in addition to the experimenter, speech synthesizer gave the instructions regarding the experimental task in order to get participant used to the monotone voice of the speech synthesizer. This synthesizer was not among the synthesizers used in the actual experiment. After giving the instructions, the experimenter left the room, and the stimulus presentation begun. After the experiment, the EMFi chair and the purpose of using it was explained to each participant.
Interstimulus interval was 15 seconds. A fixation-cross was in view five seconds before and after each stimulus presentation. After the fixation-cross disappeared, the question "Did you understand the word?" and the answer options "no" and "yes" appeared at the screen. The pressing of the left button of a response box indicated that she/he did not understand the word and the right button that she/he understood the word. The order of the stimulus presentation was fully randomized.
After the experimental phase, the participant heard the words again and rated her/his emotional experience during each stimulus on three dimensions: valence, arousal, and approachability. The ratings were given on nine-point bipolar scales. The valence scale ranged from unpleasant to pleasant, the arousal scale from calm to aroused, and the approachability scale from withdrawable to approachable. The center of all the scales represented neutral experience. Before the rating session, the scales were explained to the participant, and the giving of the ratings was rehearsed through two exercise stimuli. The stimuli were presented randomly, rating scales were presented on the display, and a keyboard was used to give the ratings. Finally, the participant was debriefed about the purpose of the study. None of the participants was aware that the chair was used to measure heart rate responses until after the experiment.
Data Analysis.
First, artifacts caused, for example, by body movements were removed from the heart rate data with the algorithm described in Anttonen et al. [21] . Then, the data were baseline corrected using a one-second prestimulus baseline. The stimuli that included ≥50% artifacts during the baseline period or during five seconds period from stimulus offset were discarded from further analysis (i.e., 19% of the data). Then, mean heart rate values both for the overall data and for second-by-second data five seconds from the stimulus offset were calculated. Finally, the data were categorized according to the stimulus categories.
The mean heart rate responses five seconds from the stimulus offset did not differ significantly between the stimuli that were understood and the stimuli that were not understood t(19) = 1.550, ns. Thus, the words that were judged difficult to understand were included in the analysis. It is likely that at least part of the words that participant judged as unclear were actually heard and understood, but he/she answered no when the word sounded dim. Further, there were no differences between the understandability of the negative and positive words t(19) = 1.901, ns. Instead, the neutral words were perceived as significantly more understandable than the negative t(19) = 4.717, P < .001, or positive t(19) = 3.823, P < .01 words. In addition, the heart rate responses did not differ significantly between the men and women t(18) = 0.496, ns.
The data were analyzed with repeated measures ANOVAs with Greenhouse-Geisser adjusted degrees of freedom when necessary. Multiple post hoc pairwise comparisons were Bonferroni corrected. Figure 1 shows the mean heart rate responses, averaged over all synthesizers, to the different emotion categories during the period of five seconds after the stimulus offset. The left side shows grand averages during the period of 5 seconds from the stimulus offset. The right side shows responses on a second-by-second basis, both during the stimulation and five seconds from the stimulus offset. Figure 1 clearly shows that the heart rate responses to the different stimulus categories were diverse. Heart rate response seemed to be larger and more prolonged to the negative stimuli than to the positive or neutral stimuli. First, we tested the effect of the synthesizer on the heart rate responses. One-way ANOVA did not reveal a significant effect of the synthesizer to heart rate, F(2,38) = 1,09, ns.
Results

Heart Rate.
One-sample t-test revealed a statistically significant deceleration from prestimulus baseline for the negative (t(19) = 3.32, P < .01, d = .74) and neutral (t(19) = 2.40, P < .05, d = .54) stimuli. Decrease after the positive stimuli was not statistically significant (t(19) = 0.90, P > .05). Although one-way ANOVA with emotion content as a within subject factor was only nearly significant (F(2, 38) = 3.12, P = .056, η 2 = .05), the linear trend between emotion categories was significant (F(1, 19) = 4.95, P < .05). Thus, the deceleration was largest to the negative words.
The second-by-second analysis revealed a statistically significant effect of emotion category at the fifth second from the stimulus offset (F(2, 38) = 4.80, P < .05, η 2 = .07); negative versus positive (t(19) = 2.64, P < .05). Difference between the negative and neutral words or between the neutral and positive words was not significant. At that time point, the linear trend was also statistically significant (F(1, 19) = 6.97, P < .05). Table 1 shows the results of the analysis of the subjective ratings. The statistical analysis showed a significant effect for the ratings of valence. Post hoc pairwise comparisons were all statistically significant. The positive words (M = 5.71) evoked significantly more positive ratings of valence than the negative (M = 3.75) or neutral words (M = 4.89) did. The negative words evoked significantly more negative ratings of valence than the neutral words did. There was also a significant effect in the ratings of arousal. The negative words (M = 5.95) were significantly more arousing than the neutral (M = 5.21) or positive words (M = 5.08). Further, there was a significant effect in the ratings of approachability. The positive words (M = 5.47) were rated as significantly more approachable than the negative (M = 3.44) or neutral words (M = 4.82). The neutral words were rated as more approachable than the negative words.
Subjective Ratings.
Discussion
This study was the first showing significant heart rate changes to brief spoken emotionally toned words. The findings are of particular concern to responses to synthetically produced words. Heart rate deceleration five seconds from the stimulus offset was largest to the negative stimuli. Further, the deceleration was the most prolonged to the negative stimuli, such that the difference between heart rate responses to the negative and positive stimuli was statistically significant at the fifth second from the stimulus offset. This was because at the fifth second from the offset of the positive stimulation heart rate had recovered nearly back to the baseline, while heart rate response to the negative stimulation remained decelerated. This finding is in line with the earlier studies that have investigated heart rate changes second-by-second (e.g., [19] ). Many studies (e.g., [15, 17, 26] ) have used other types of analysis, like analyzing only the averages over several seconds of stimulations, which do not reveal the secondby-second functioning of the heart. Overall, the current results showed that heart rate changes followed a triphasic form, which has been a typical pattern of response during the perception of emotional stimulation [16] . This form is characterized by an initial deceleration, then an acceleration following a late deceleration so that heart rate deceleration is altogether stronger during negative than during positive stimulation. The ratings of the stimuli were in accordance with negative, neutral, and positive emotion categories.
Although the earlier findings of responses to emotional stimuli have been mainly consistent, Codispoti et al. [17] suggested that heart rate responses to briefly presented affective pictures are different from responses to longer stimuli. In their study, initial heart rate deceleration six seconds from the stimulus onset was minimal, and picture valence had no significant effect on heart rate responses. Thus, they concluded that a clear decelerating response to affective stimuli in visual contexts presumes more sustained sensory stimulation. In contrast to this, the present results suggest Advances in Human-Computer Interaction 5 that the heart reacts differently to the spoken verbal material and that even very brief spoken words with lexical emotional content seem to evoke a corresponding decelerated heart rate response pattern as found earlier with longer emotional stimuli. Although there were some difficulties to understand some of the words, there were no significant differences between the understandability of the negative and positive words. Thus, the different heart rate responses to the negative and positive words reflect the differences in the emotional valence of the words, not the pronunciation quality of the word.
The current findings could be explained by differences in the processing of visual and auditory stimuli or in the processing of verbal and pictorial material. It is known that different senses process sensory information in different ways. For example, there are different sensory stores for each sense. There is evidence that auditory sensory information is available much longer (i.e., seconds) in a sensory storage than visual information (i.e., only a few hundred milliseconds). It has been proposed that auditory sensory store consists of two phases [27, 28] . In the initial phase, the stimulus is unanalyzed and it is stored for several hundred milliseconds. In the second phase, the information is stored for a few seconds and the content is partly analyzed. This means that while the auditory information is still available in the sensory store, the visual information has passed to the conscious processing of the working memory and has faded from the sensory store. Thus, it is possible that the hearing of brief lexical stimuli evokes similar heart rate responses to those to more continuous visual sensory stimulation.
Secondly, there is evidence that the processing of pictures and words activates the same brain areas [29] . However, studies with ERPs [30] and categorizing tasks [31] have shown that the processing time of words is slower than the processing time of pictures. This difference has been found by comparing the processing times between the visually presented words and pictures. Further, there is evidence that the processing of speech takes even a little longer than reading (see [32] ). These differences may reflect the case that the processing of words and pictures is different. Following this, their effects seem to differ from each other. Because the processing time of spoken words is slower than the processing time of pictures, it may be also that listening binds the attentional resources longer than watching pictures does.
There is also some debate as to what extent the processing of emotional words affects physiological activation. Mainly, the findings about physiological responses to emotional words have been consistent with the earlier findings about the reactions to emotional pictures and sounds. However, it has also been suggested that the emotional content of written words does not automatically result in autonomic activation [33] or that the physiological responses are much smaller for words than for emotional pictures and sounds (e.g., [8] ). Instead, the current (as well as some previous [12] ) results suggest that perceiving the emotional content of the spoken words induces emotional reactions in the listeners even though the words were produced by the monotone voice of speech synthesis.
This may reflect the importance of speech and listening for humans. First, hearing has some advantages in comparison with other senses. For example, vision is limited to the position of the eyes while hearing is relatively independent from the position of the ears and the head. Thus, hearing is a primary system for receiving warnings from others [34] ; consequently, people may be highly responsive to vocal emotional messages. Second, speech has a central role when people communicate each other and build social relationships [1] . Thus, humans have evolved to receive very effectively messages delivered through speech; perhaps for this reason the emotional words produced even by the flat, synthesized voice cause emotional responses in humans. In future research, it would be interesting to study whether there are any differences in emotional responses to synthesized and natural voices. There are some findings showing that increasing the human likeness of synthesized voice strengthens the emotional responses to voice messages [12, 35, 36] . On the other hand, the used synthesis technique did not affect heart rate responses in the present study. Thus, although it is possible that the emotional responses to human speech would be stronger as compared to synthetic voice, the present results together with the previous findings suggest that synthetic speech with emotional content also evokes emotional responses in humans.
In conclusion, the present results are the first to suggest that brief spoken words with emotional content can evoke the decelerated heart rate response pattern similar to those previously obtained only with longer stimuli. Further, the affective words evoked emotion-related responses in people, even though the words were produced by the artificialsounding monotonous synthesized voices. Thus, it seems that the emotional expressions produced by a computer can evoke emotional responses in a human similar to responses to the emotional expressions of another human. The knowledge that speech-based computer systems can induce emotions in people is important for the field of human-computer interaction when creating and designing computerized interactive environments and devices.
