ABSTRACT
INTRODUCTION
The DNA microarray is a method to measure the expression level of thousands of genes simultaneously in a cell mixture. It enables clinicians to obtain the gene expression profile of tissue samples rapidly.
Phenotype is the outward, physical manifestation of an organism. The task of phenotype classification using gene expression data * To whom correspondence should be addressed. is to classify tissue samples into different classes of phenotypes, such as cancer versus normal, using the measured expression levels of thousands of genes in the samples as features. Recent studies have shown that gene expression data are useful for differentiating between cancerous and normal tissues (Alon et al., 1999) , between multiple sclerosis patients and normal controls (Bomprezzi et al., 2003) , and even among different subtypes of the same cancer Armstrong et al., 2002; Alizadeh et al., 2000; Gordon et al., 2002) .
Given N tissue samples and expression levels of M genes, we can store the data in a N × (M + 1) matrix as shown in Figure 1 .
Classification using gene expression data poses a major challenge because of the following characteristics:
• M N. For typical datasets, M is in the range of 2000-30 000, while N is in the range of 40-200.
• Most features (genes) are not related to the given phenotype classification problem.
To overcome this curse-of-dimensionality problem, we can use feature selection techniques to select a small subset of genes as features for classification. Gene selection has several advantages:
(1) It can improve classification accuracy. Many studies (Lu and Han, 2003; Li et al., 2004; Liu et al., 2002) have shown that gene selection prior to classification improves the classification accuracy.
(2) It can reduce the cost in a clinical setting. At the moment, expression arrays with thousands of genes are impractical to be employed in medical diagnostic laboratories (Roth, 2001) . We need to drastically reduce the number of genes to measure in order to make it affordable.
(3) It could enable biologists to gain significant insight into the genetic nature of the disease and the mechanisms responsible for it (Guyon et al., 2002) . This would assist in drug discovery and early diagnosis.
In this paper, we focus on this gene selection problem and propose a novel hybrid approach for finding a very small subset of genes, called marker genes, for phenotype classification. We will review related work in the next section.
Related work
1.1.1 Gene selection Feature selection is an important aspect of data mining. When we consider genes as features, we face the problem of gene selection. The most commonly used gene selection approaches are based on gene ranking. In these gene ranking approaches, each gene is evaluated individually and assigned a score reflecting its correlation with the class according to certain criteria. Genes are then ranked by their scores and the top-ranked ones are selected.
These gene ranking methods have been based on t-statistic , information gain (Su et al., 2003; Liu et al., 2002; Li et al., 2004) , χ 2 -statistic (Liu et al., 2002) , the threshold number of misclassification (TNoM) score (Ben-Dor et al., 2000) and concatenation of several feature filtering algorithms (Xing et al., 2001 ).
Typically, 50-100 top-ranked genes are selected according to their scores assigned by a gene ranking method. The problem here is that these selected genes are often highly correlated (Hanczar et al., 2003; Jaeger et al., 2003) . This correlation may be because these genes belong to the same signaling pathways related to the disease. If a gene is high-ranked, other genes that are highly correlated with it are also likely to be ranked high by the gene ranking method. Besides, being an additional computational burden, this redundancy can also skew the results and lead to misclassifications.
Gene subset selection approaches (Xiong et al., 2001; Guyon et al., 2002) have also been proposed. These methods search for an optimal subset of genes for classification through the space of gene subsets. Clearly, this problem has a huge search space. Although many heuristic search strategies (Jain et al., 2000) can be employed, these gene subset ranking methods are still too computationally expensive.
For comparative studies of different gene selection and phenotype classification methods, see Li et al. (2004) and Liu et al. (2002) .
Gene clustering
In the classification problem discussed above, genes are treated as features. On the other hand, in the gene clustering problem, samples are treated as features. The goal of gene clustering is to cluster genes with correlated expression patterns across different samples. If a number of genes are expressed in correlation, they may be functionally related. This would provide hints about the structures of the gene network involved. The most prevalent approaches for gene clustering include hierarchical clustering (Eisen et al., 1998) , k-means (Herwig et al., 1999) , self organizing maps (SOM) and subspace clustering (Wang et al., 2002a) .
Other approaches to mining gene expression data are also possible. For example, Tang and Zhang (2003) tried to discover hidden phenotype structures underlying gene expression data.
Pre-filtering approaches
Most recently, two pre-filtering approaches have been proposed for dealing with the gene redundancy problem. Jaeger et al. (2003) proposed a pre-filtering approach where fuzzy C-means clustering was applied before gene ranking. The idea is that similar genes found by clustering can be discarded. Gene ranking methods are then applied to the remaining genes to select out the top-ranked genes.
A similar approach was also proposed by Hanczar et al. (2003) . In this case, k-means clustering was used as a pre-filter step to select 'prototype genes', essentially the means of clusters.
However, a problem with these two approaches is that the number of clusters must be given and they did not address how to find the correct number for clusters. It is prohibitively expensive to try all possible numbers for clusters in order to find a setting that provides the best classification performance.
Our proposed hybrid approach
In summary, the problem with existing gene ranking approaches for selecting informative genes is that many of these genes are highly correlated. For the reasons discussed above, it would be ideal to have a very small set of non-redundant, but still highly discriminative genes.
In this paper, we propose a novel hybrid approach for selecting such marker genes from microarray data. Our approach sequentially combines gene ranking and clustering analysis. In this approach, we first applied feature filtering algorithms to select a set of top-ranked informative genes, and then applied hierarchical clustering on these genes to generate a dendrogram. Finally, a sweep-line algorithm was used to analyze the dendrogram. After these steps, marker genes are selected by collapsing dense clusters. When applied to two public datasets for cancer classification, our approach was capable of selecting very small sets of marker genes without sacrificing classification accuracy.
Our approach is different from the previous pre-filtering approaches in that:
• We apply gene ranking methods first.
• We determine the best number of clusters systematically. We do this by leave-one-out cross-validation (LOOCV) on the training data, trying all of the different options for extracting clusters from the dendrogram. This is affordable in terms of computation time because the genes have been pre-selected by a gene ranking method.
Outline of the paper
The remainder of the paper is organized as follows. Section 2 gives an overview of the proposed system. Section 3 discusses the gene ranking step and the feature filtering algorithms employed. Section 4
Step 4: Classification using Marker Genes Only
Step 2: Hierarchical Clustering
Step 1: Ranking Genes
Step 3 explains the hierarchical clustering step. Section 5 presents the details about how to extract gene clusters from the dendrogram output, and how to find marker genes by collapsing the clusters into cluster representatives. Section 6 introduces the classifiers used in our experiments. Section 7 presents the experimental results of our proposed system on two public datasets. Section 8 concludes the paper.
SYSTEM OVERVIEW
An overview of HyKGene, the Hybrid system for marKer Gene selection, is provided in Figure 2 . In the first step, we apply feature filtering algorithms on the training data to select a set of top-ranked informative genes. In the second step, hierarchical clustering is applied on the set of top-ranked genes to generate a dendrogram. In the third step, we use a sweep-line algorithm to extract clusters from the dendrogram and then select the marker genes by collapsing clusters. Each marker gene corresponds to a cluster. The best number of marker genes is determined by LOOCV on the training data. Finally, classification of test data is done using only the marker genes as features.
STEP 1: GENE RANKING
In this step, we apply feature filtering algorithms to rank genes. Feature filters are techniques to compute statistics over the features that indicate which features are better than others. Features (genes) are ranked according to such statistics. In this paper, we use the following three popular feature filtering methods: Relief-F, Information Gain, and the χ 2 -statistic.
Relief-F
One of the most widely used feature filters is the Relief-F algorithm (Kononenko, 1994) . The basic idea of Relief-F is to draw instances at random, compute their nearest neighbors and adjust a feature weighting vector to give more weight to features that discriminate the instance from neighbors of different classes. Specifically, it tries to find a good estimate of the following probability to assign as the weight for each feature f .
This approach has shown good performance in various domains (Robnik-Sikonja and Kononenko, 2003) .
Information Gain
Information Gain (Mitchell, 1997) measures the number of bits of information obtained for class prediction by knowing the value of a feature. Let
denote the set of classes. Let V be the set of possible values for feature f . The information gain of a feature f is defined to be:
This method has been used for gene selection by Liu et al. (2002) and Li et al. (2004) . Note that Information Gain requires that numeric features be discretized. We use the entropy-based discretization method (Fayyad and Irani, 1993) implemented in Weka (Witten and Frank, 1999) . Li et al. (2003) have shown that mean-entropy discretized features are effective for classification using gene expression data.
χ 2 -statistic
The χ 2 -statistic (Liu and Setiono, 1995) measures the lack of independence between f and c. It is defined as follows: where V is the set of possible values for feature f ,
where N is the total number of instances. This method has been used for gene selection by Liu et al. (2002) . It also requires numeric features to be discretized. We used the same discretization method as above.
STEP 2: HIERARCHICAL CLUSTERING
After applying feature filtering algorithms on the whole set of genes using training data, we pre-select the top-ranked genes from the whole set. Typically, 50-100 genes are pre-selected. Then, we apply hierarchical clustering (HC) on this set of pre-selected genes.
HC is a statistical method for finding relatively homogeneous clusters of instances based on their features. In this case, we consider the genes as instances and the samples as features. Given a set of M s pre-selected genes to be clustered, the agglomerative method for HC works as follows:
(i) Assign each gene to a cluster.
(ii) Find the closest pair of clusters and merge them into a single cluster.
(iii) Compute the distances between the clusters.
(iv) Repeat Steps (ii) and (iii) until all of the M s genes are clustered into a single cluster.
Step (iii) can be done in different ways. In this paper, the distance between two clusters is computed using the average linkage approach, which uses the average distance between all pairs of genes in the two clusters.
Let
, . . . , g i,N are the gene expression values for gene i of sample 1 through N . The distance d(p, q) between the genes p and q is defined as follows:
where r(G p , G q ) is the Pearson's correlation coefficient between G p and G q .
The result of this hierarchical clustering process is a dendrogram, or hierarchical tree where heights represent degrees of dissimilarity. Each merge step in the clustering process becomes a join (U-shaped line) in the tree. Figure 3a shows an example of dendrogram.
Clusters are not explicit in the output of the HC algorithm and have to be determined from the dendrogram representation. This is done in the next section.
STEP 3: REDUCE GENE REDUNDANCY BY COLLAPSING CLUSTERS
Some genes in the pre-selected set of genes are highly correlated. To reduce the gene redundancy and extract marker genes, we extracted clusters by analyzing the dendrogram output of the HC algorithm, and then collapsed each cluster into one representative gene from each cluster. The extracted representative genes were used as marker genes in the classification step. The most important parameter here is the number of clusters to be extracted. In this paper, we determine the best number of clusters by LOOCV on the training data, trying all of the O(M s ) different ways to extract clusters from the dendrogram. This is in contrast to the k-means clustering where k must be prespecified. We use the following sweep-line algorithm to find marker genes.
(1) while Sweeping a horizontal line l from top to bottom in the dendrogram do (2) if l hits a merge point then (3) Cut through the dendrogram with the line.
(4) Extract resulting connected components as clusters.
(5) Find the representative gene of each cluster.
(6) Using the representative genes from all clusters as features, compute the LOOCV classification accuracy on the training data.
(7) end if (8) end while (9) Output as marker genes the smallest set of representative genes corresponding to the best LOOCV accuracy.
In
Step 5, we find the representative gene of a cluster by finding the gene with the minimum sum of squares of distances to all other genes in the cluster. Formally, given a cluster C, we find the gene s ∈ C, such that t∈C d (s, t) 2 is minimum. The running time of the above sweep-line algorithm is O(M 2 s ), since Step 5 takes O(M s ) time in the worst case. In practice, this algorithm is reasonably fast. On a modern PC, it takes <8 min to run on dendrograms constructed from 100 genes.
STEP 4: CLASSIFICATION
After selecting the marker genes, we classify the test data using one of the following classifiers: k-nearest neighbor (k-NN), linear support vector machine (SVM), C4.5 decision tree and Naive Bayes (NB). The classification results of these algorithms are then used to evaluate the effectiveness of our proposed marker gene selection method.
k-nearest neighbor
The k-NN classifier (Dasarathy, 1991 ) is a well-known nonparametric classifier. To classify a new input x, the k-NNs are retrieved from the training data. The input x is then labeled with the majority class label corresponding to the k-NNs.
Support vector machine
The SVM belongs to a new generation of learning system based on recent advances in statistical learning theory (Vapnik, 1998) . A linear SVM, which is used in our system, aims to find the separating hyperplane with the largest margin, defined as the sum of the distances from a hyperplane (implied by a linear classifier) to the closest positive and negative exemplars. The expectation is that the larger the margin, the better the generalization of the classifier. In a nonseparable case, a linear SVM seeks a trade-off between maximizing the margin and minimizing the number of errors.
6.3 C4.5 decision tree C4.5 (Quinlan, 1993 ) is a well-known decision tree based classifier. A decision tree is a tree structure where non-leaf nodes represent tests on one or more features and leaf nodes reflect classification outcomes. An instance is classified by starting at the root node of the decision tree, testing the attribute specified by this node, then moving down the tree branch corresponding to the value of the attribute. This process is then repeated at the nodes on this branch until a leaf node is reached.
In our experiments, we use the J4.8 algorithm in Weka (Witten and Frank, 1999) , which is a Java implementation of C4.5 Revision 8.
Naive Bayes
The NB classifier is a probabilistic algorithm based on Bayes' rule and the simple assumption that the feature values are conditionally independent given the class. Given a new sample observation, NB estimates the conditional probabilities of classes using the joint probabilities of training sample observations and classes.
EXPERIMENTAL RESULTS
In this section, we present results on two public datasets. Details about the data, preprocessing, experimental parameters and results are provided in the following sections.
Datasets used
In this paper, we used the following three public datasets.
• ALL/AML leukemia: This dataset was published by Golub et al. (1999) . It consists of gene expression profiles of two classes of leukemia: acute lymphoblastic leukemia (ALL) and acute myeloblastic leukemia (AML). This dataset has become a benchmark in the cancer classification community. It can be downloaded at the following URL: http: // www-genome.wi.mit.edu / cgi-bin /cancer / publications / pub_paper.cgi?mode=view&paper_id=43 • MLL leukemia: This dataset was published by Armstrong et al. (2002) . It consists of gene expression profiles of three classes of leukemia: ALL, AML and mixed lineage leukemia (MLL). It can be downloaded at http://research.dfci.harvard.edu/ korsmeyer/Supp_pubs/Sup_Armstrong_Main.html • Colon tumor: This dataset was published by Alon et al. (1999) .
It consists of gene expression profiles of colon tumor tissues and normal colon tissues. This dataset can be downloaded at http://microarray.princeton.edu/oncology/affydata/index.html
The three datasets are summarized in Table 1 .
Data preprocessing
Data preprocessing is very important for microarray data analysis. Before feeding the datasets to our system, we performed data preprocessing as follows:
• Missing gene expression values for a gene were replaced by the mean value of that gene.
• Gene expression levels for each gene were normalized by subtracting the mean and dividing by the SD of that gene. The result is that expression levels for each gene have mean equal to 0 and variance equal to 1.
Experimental settings
We have implemented the proposed system in Java and MATLAB using Weka 3.4.1 (Witten and Frank, 1999) and PRTools 3.1.7 (Prt, 2003, http://www.ph.tn.tudelft.nl/∼bob/PRTOOLS.html) . All of the experiments were conducted on a Pentium M 1.7 GHz PC with 768 MB RAM. We consider the performance of our system with all possible combinations of the three feature filtering algorithms and four classifiers discussed above. For the k-NN classifier, we use the Euclidean distance as the distance metric in the experiments, and the best k between 1 and 10 is found by performing LOOCV on the training data. The goal of our sweep-line algorithm with LOOCV is to find the best number of clusters. However, the SOM method of Kohonen (2001) is also commonly used to choose the best number of clusters (Wang et al., 2002b) . To compare the performance of our method with that of SOM clustering, we used the SOM Toolbox for Matlab SOM (2002, http://www.cis.hut.fi/projects/somtoolbox/) to select the best number of clusters. Basically, a SOM was created to cluster the genes to the map units, and then k-means clustering was applied to cluster the map units themselves, where the Davies-Bouldin index was used to find the optimum number of clusters. The cluster representatives (marker genes) from the SOM clustering results were extracted with the same method as in Step 5. In the experiments, the default settings of the SOM Toolbox were used. The HykGene software and datasets used in this paper are available at the supplementary information site (http://www. cs.dartmouth.edu/∼wyh/hykgene/supplement/index.htm).
HykGene

Results
For each of the three gene ranking methods (Relief-F, Information Gain and χ 2 -statistic), we used it to select the top-50 and top-100 ranked genes. Then, we compared the LOOCV accuracy of the following three cases:
(1) Use all the top-ranked genes. In this case, all of the top-ranked genes are directly used for classification.
(2) Apply SOM clustering. The SOM clustering is applied to the top-ranked genes to select the best number of clusters.
(3) Apply HykGene. The top-ranked genes are further processed using our HykGene approach.
To estimate the probability that we obtained the selected marker genes from the top-ranked genes by chance, we randomly selected from the top-ranked genes the same number of marker genes as chosen by the HykGene method for 1000 times. For each time, we followed the same procedure as used by HykGene to carry out LOOCV. The P -value was defined as the probability of observing a mis-classification rate for the randomly chosen marker genes that was less than or equal to that observed using the HykGene methods. Tables 2-4 show the results on the ALL/AML leukemia dataset; Tables 5-7 show the results on the colon tumor dataset; Tables 8-10 show the results on the MLL dataset. Tables 2-4 are included in this paper, whereas tables 5-10 with hyper-links to lists of selected marker genes are available in the Supplementary information site. In each table, LOOCV accuracy is listed for the above three cases. For the last two cases, the number of selected marker genes was also recorded. The lists of selected genes can be found in the Supplementary information site. Note that our HykGene approach selects different numbers of genes when it uses different classifiers. This is because the HykGene approach, like the wrapper method (John et al., 1994) , depends on the classifier to do cross-validation. We can observe from the results that:
• In all cases, our HykGene approach offered better (or the same)
LOOCV accuracy compared to base line approaches that use the top-50 or top-100 ranked genes directly for classification.
• Our HykGene approach can eliminate most of the genes from the top-50 or top-100 genes. In many cases, only a few (1-10) marker genes were selected. • The SOM clustering was able to pick small sets of marker genes, but its LOOCV classification accuracies are consistently worse than our approach, no matter what classifier and gene ranking method were used.
The HykGene Software, datasets used in this paper, Tables  2-10 with hyper-links to lists of selected marker genes are available at the Supplementary information site (http://www. cs.dartmouth.edu/∼wyh/hykgene/supplement/index.htm).
DISCUSSION AND CONCLUSION
The main contribution of this paper is to introduce a novel hybrid approach, HykGene, which sequentially combines gene ranking and hierarchical clustering to select marker genes for classification. A prototype system has been implemented and tested on two public datasets. Experiments showed very good LOOCV accuracy using relatively few marker genes (100% on ALL/AML leukemia dataset using 5 genes, 91.9% on colon tumor dataset using 3 genes and 100% on MLL leukemia dataset using 26 genes). Using far fewer genes, our approach has been shown to be able to offer better (or the same) LOOCV accuracy compared with conventional approaches using all of the top-50 or the top-100 ranked genes directly.
Currently, the gene closest to the cluster centroid is selected by our method as the representative for that cluster. We are currently investigating alternative approaches that use Gene Ontology to guide this selection process.
