The use of prediction error to optimize the number of splitting rules in a tree model does not control the probability of the emergence of splitting rules with a predictor that has no functional relationship with the target variable. To solve this problem, a new optimization method is proposed. Using this method, the probability that the predictors used in splitting rules in the optimized tree model have no functional relationships with the target variable is confined to less than 0.05. It is fairly convincing that the tree model given by the new method represents knowledge contained in the data.
Introduction
In constructing a tree model (e.g., Breiman et al. [1] , Takezawa [2] , Chapter 9 of Chambers and Hastie [3] ), the optimization of the number of decision rules is crucial; it is equivalent to the selection of predictors in multiple regression and to the optimization of smoothing parameters in nonparametric regression. 10-fold crossvalidation is a well-known technique among diverse methods of optimizing the number of decision rules. 10-fold cross-validation partitions the sample into 10 groups at random. Then, nine groups are used as the training data for creating a model and the remaining group is used as the validation data for estimating the predictive error of the model. This procedure is repeated several times and the predictive errors are averaged; it yields a reliable predictive error. Minimization of the prediction error leads to the optimal value of the cost complexity measure (hereafter, it is called  ). The optimal value of  gives the optimal number of decision rules.
However, experience with real data shows that the number of decision rules optimized by 10-fold crossvalidation tends to be slightly larger than the optimal one in terms of prediction error. Thus, the One-SE rule（e.g., p. 78 in Breiman et al. [1] ）is widely used to derive a number of decision rules somewhat smaller than that given by 10-fold cross-validation. The One-SE rule employs the smallest number of decision rules in the range of the standard error of the number of decision rules optimized by 10-fold cross-validation. Although this method is based on an intuitive idea that, since the number of decision rules yielded by 10-fold cross-validation is too large, the reduction in the number should be permitted in the range of the standard error of the number of decision rules; the large number of real examples of tree models demonstrate the efficacy of this method.
On the other hand, a tree model is widely applied as a tool for extracting beneficial knowledge from multidimensional data. That is, the use of a tree model is a typical method of data mining. This is because it is presumed that each decision rule in a tree model summarizes information contained in data in simple form. However, the contents of a tree model optimized solely by 10-fold cross-validation or 10-fold cross-validation using the One-SE rule are not always regarded as a series of knowledge given by data because a tree model produced with the intention to reduce prediction error may contain erroneous knowledge. Optimization methods centering on prediction error do not consider this possibility explicitly at least. Since a tree model is derived using a finite number of data sets, the possibility that erroneous knowledge is contained in a tree model cannot be 0. However, if we can estimate this possibility, we can quantify the usefulness of a tree model from a point of view different from that of prediction error.
In this paper, we present a method of optimizing a tree model using the possibility that the model contains apparently inappropriate decision rules; the method does not utilize prediction error. It is an application of the method of selecting predictors that almost certainly have linear relationships with the target variable in multiple regression (Takezawa [4] ). In the subsequent section, we show using real data that the relationship between the prediction error of a tree model and the appropriateness of decision rules is not simple. We therefore suggest a method of optimizing the number of decision rules using the probability that a tree model contains inappropriate decision rules in the following section. In the end, a numerical simulation of this method and the application of this method to the analysis of the real data are shown.
Definition of the Problem Using Real Data
We employ the first 200 sets of "HousePrices" data contained in the R package "AER". The data consisting of 12 variables is about the sale prices of houses sold in the city of Windsor, Canada in 1987. Applicants for the predictors (  1 2 3 4  , , , x x x x ) and the target variable (y), listed below, are selected from the 12 variables. These predictors and target variables are the same as those adopted in the multiple linear regression on p. 68 in Verbeek [5] .
x 1 : Logarithmically transformed lot size of a property in square feet.
x 2 : Number of bedrooms. y: Logarithmically transformed sale price of a house. R package "mvpart" (version 1.6-0) was used to produce tree models using this data. By assigning "xv = 'min'" and "xvmult = 50" in the command "mvpart()", which is contained in the mvpart package, 10-fold crossvalidation is carried out 50 times to obtain the tree model (Figure 1 ) is constructed. This tree model is composed of 10 decision rules. Such a tree model is equivalent to a partition of feature space of by recursive binary partitions using decision rules; refer to Figure on [6] and Figure 8 .3 on page 398 in Duda [7] . Since x 1 stands for the size of a house, y should increase when x 1 is large. However, the third decision rule from the left shows that y is smaller when x 1 is larger than or equal to 8.175 when compared with a smaller x 1 . On the other hand, when "xv = '1se'" is set instead of "xv = 'min'",  obtained by 10-fold cross-validation using the One-SE rule results in the tree model shown in Figure 2 . It consists of two decision rules. The tree model produced by a naive 10-fold cross-validation is considerably different from that produced by 10-fold cross-validation using the One-SE rule.
Next, the fifth predictor (x 5 ), which takes random values, is added and simulation is carried out. When the values of x 5 are unrelated to y and a tree model is produced, for the tree model to be appropriate, it should have no decision rules with x 5 ; it is a necessary condition.
Firstly, a uniform random number that takes values between 0 and 1 is used as x 5 . Simulation with this x 5 was conducted 500 times while varying the initial value of each pseudo-random number. Then, when a naive 10-fold cross-validation is used, the tree models produced contain decision rules with x 5 in 143 simulations. Since some tree models contain plural decision rules with x 5 , the total number of decision rules with x 5 appearing in 143 simulations is 261. When 10-fold cross-validation using the One-SE rule is adopted, the number of tree models containing decision rules with x 5 is 2, and the total number of decision rules with x 5 in the two tree models is 4.
 which yields a minimal prediction error. Using the resultant  , Next, x 5 is set at either 0 or 5 and the probabilities of taking both values are equal. This simulation is repeated 500 times while varying the initial value of each pseudorandom number. When a naive 10-fold cross-validation is used, 90 simulations resulted in tree models containing decision rules with x 5 . The total number of decision rules with x 5 in those tree models is 105. When 10-fold crossvalidation using the One-SE rule is used, only one tree model contains a decision rule with x 5 ; the total number of decision rules with x 5 is 1.
The above simulations indicate that when  is optimized using prediction error given by 10-fold crossvalidation to produce a tree model and some of the predictors are not related to the target variable, the probability of constructing decision rules with a predictor not associated with the target variable is not constant. This probability depends on the characteristics of the predictor that has no relationship with the target variable. Hence, when a tree model is constructed using real data by 10-fold cross-validation, it is difficult to determine the probability that a predictor used in a decision rule in the tree model is not associated with the target variable. Furthermore, if 10-fold cross-validation using the One-SE rule is adopted, this probability is reduced markedly. This tendency, however, may prevent the construction of beneficial decision rules.
The simulations thus far show that a naive 10-fold cross-validation and 10-fold cross-validation using the One-SE rule do not ensure probability that a tree model contains decision rules with an inappropriate predictor. Therefore, when we aim to obtain decision rules that give sound knowledge, optimization methods based on prediction error are not appropriate. We need a method that controls the probability of obtaining meaningless decision rules.
A New Method of Optimizing a Tree Model
To control the probability of producing meaningless decision rules in a tree model, we suggest a method of investigating a tree model yielded using data in which the data of some predictors are unrelated to the target variable. That is, when the data of predictors are represented as    , , , , and depend on the initial value of the random numbers, 500 data sets are produced while varying the initial value of the pseudo random number, and a tree model for each data set is constructed.
7) Tree models that have no decision rules with . The adoption of a decision rule with a predictor not related to the target variable is equivalent to the rejection of the null hypothesis in the test of simple regression; the null hypothesis states that the gradient is 0 despite the values of the predictor being random and not related to the target variable. Hence, 500 500 g  j yielded using this algorithm is called the risk rate. In this example, when the risk rate given by j  is roughly 0.05, j  is denoted best  . Then, the probability that a tree model contains decision rules with a predictor that has no functional relationship with the target variable is less than 0.05. The condition that the probability of using a random predictor in a tree model is less than 0.05 is a necessary condition for constructing a tree model that represents a series of knowledge contained in the data. However, other necessary conditions along this line are possible. For example, if the data of all predictors are replaced with data given by bootstrapping the data of respective predictors, the resultant tree model should have no decision rules. Hence, the probability of obtaining a tree model with one or more decision rules should be small. Then, making this probability less than 0.05 will be a necessary condition for constructing a tree model for the purpose of knowledge acquisition. However, if all predictors are random, we determine whether a decision rule should be set for each predictor, and no decision rule is created if we conclude that a decision rule cannot be constructed for all predictors. On the other hand, the algorithm suggested above considers the possibility of obtaining decision rules with either one of x 5 , x 6 , x 7 , or x 8 beyond the decision rules with x 1 , x 2 , x 3 , and x 4 as well as the decision rule with either one of x 5 , x 6 , x 7 , or x 8 as the first decision rule. Therefore, the Algorithms (1)-(9) described above give stricter conditions than the algorithm performed by making all predictors random. odels are constructed using the method suggested in the previous section. Ten tree models contain decision rules with x 3 but not those with x 4 , and four tree models contain decision rules with x 4 but not those with x 3 . No tree models contain decision rules with x 3 and those with x 4 . That is, the probability that tree models contain decision rules with a random predictor is less than 0.05.
Numerical Simulation
In this simulation, tree models are constructed using ght predictors of which six, i.e., from x 3 through x 8 , are uniform random numbers between 0 and 1. Then, since the probability that a tree model contains decision rules with one of the four variables from x 5 through x 8 is roughly 0.05, we can infer that the probability that a tree model contains decision rules with either x 3 or x 4 is roughly 0.025. In fact, the number of random predictors with the same statistical characteristics is not necessarily exactly proportional to the probability that a tree model contains decision rules with those predictors because a decision rule with x 3 , for example, is constructed beyond that with x 5 ; this means that a decision rule with x 3 is not constructed if that with x 5 does not exist. However, the probability that a decision rule with a random predictor is constructed beyond another decision rule with another random predictor is considered to be small. Hence, let us assume that four predictors are uniform random numbers between 0 and 1, and that the probability that a tree model contains decision rules with those predictors is controlled to be 0.05. Then, if two predictors are uniform random numbers between 0 and 1, the probability that a tree model contains decision rules with one of the two predictors will be about 0.025.
Next, the same simulation wi ead of 0.05 is carried out. As a result, 31 tree models contain decision rules with x 3 but not those with x 4 . On the other hand, 28 tree models contain decision rules with x 4 but not those with x 3 . One tree model contains decision rules with x 3 and those with x 4 . That is, the probability that a tree model contains decision rules with a random predictor is less than 0.2. This time, both   are replaced with a ra th a ndom variable that takes 0 wi 0.5 probability and 5 with a 0.5 probability. Using this data, the same simulation is carried out. The result is that two tree models contain decision rules with x 3 but not those with x 4 , and one tree model contains decision rules with x 4 but not those with x 3 . No tree models contain decision rules with x 3 and those with x 4 . Although the probability of obtaining decision rules with a random predictor is changed by changing the characteristics of   
Real Data Example
to the me simulation was carried out. Eight tree models contain decision rules with x 3 but not those with x 4 , and four tree models contain decision rules with x 4 but do not contain those with x 3 . No tree models contain decision rules with x 3 and those with x 4 . This simulation also shows that the probability that a tree model contains decision rules with a random predictor is less than 0.2.
All of the above simulations indicate that, using the ethod suggested in the previous section, if some of the predictors are random, the probability that a tree model contains a decision rule with one of those predictors falls below the assigned risk rate. Therefore, we find that when some of the predictors of data are not associated with the target variable, the probability that a tree model contains decision rules with one of those predictors is controlled to be less than the risk rate defined in the previous section.
The method suggested in Section 3 was applied analysis of the real data treated in Section 2. Table 1 . This table shows the number of tree models that contain no decision rules with a random predictor when a value is given as   log g th yielde  and when the data of predictors from x 5 through random. Since 500 simulations with respective conditions are conducted, 500 given by −2.00 as
for example, indicates that none of the tree mo -tained contain decision rules with one of the predictors from x 5 through x 8 . However, although the procedure tha tr e models shown in Figures 3 and 4 satisfies the necessary conditions for a method of constructing a tree model, it may not satisfy sufficient conditions. Even if a satisfactory tree model construction method has to satisfy other conditions, it does not result in a tree model that has a larger number of decision rules than the tree model shown in Figure 3 or Figure 4 . In this respect, the tree model shown in Figure 1 does not satisfy the necessary conditions that a tree model for knowledge acquisition has to satisfy.
Conclusio
In conventional modelling m tional relationships model selection method based on prediction error are viewed to be a series of knowledge extracted from data. The background of this philosophy is instrumentalism. That is, if an obtained model has superior ability in terms of prediction, the rules and functional relationships contained in it (i.e., knowledge used in the model) are considered dependable. This appears to be an appropriate product of the pragmatic methodology of data analysis. However, if the probability that some of the rules or functional relationships contained in a model that is useful in terms of prediction are generated only by accident is not negligible, we cannot consider that a tree model optimized on the basis of prediction error represents unequivocal knowledge. Therefore, prediction error should not be used in modelling for the purpose of knowledge acquisition. Instead, a tree model, for example, should be optimized by controlling the probability that inappropriate rules or functional relationships are obtained.
Decision rules in a tree model are often considered to instinctively represent a series of knowledge existin e data. Hence, if some decision rules contradict the findings on the phenomenon that generates the data, the overall reliability of the tree model may be questioned. However, if a tree model is optimized by 10-fold crossvalidation, there is no assurance regarding the probability that the tree model contains meaningless decision rules. Hence, such a tree model should not be regarded as an extract of knowledge. Meanwhile, when 10-fold crossvalidation using the One-SE rule is used, the number of decision rules becomes considerably smaller than obtained using a naive 10-fold cross-validation. This means that the probability of obtaining meaningless decision rules is small. This probability, however, cannot be estimated. Hence, we cannot determine whether the resultant tree model is appropriate for knowledge acquisition. That is, we cannot quell doubts that the number of decision rules in a tree model is unduly small and that the required decision rules are lacking.
On the other hand, the method suggested here does not use the concept of predic oss-validation or related procedures. When we consider that the term "data mining" was coined by comparing data analysis to mineral extraction, this new method studies the efficacy of a mining method by replacing part of the data with a true nonmineral. This method, however, makes us question whether attention to decision rules with apparently unneeded decision rules is sufficiently effective for obtaining an appropriate tree model. We thus should optimize a tree model by considering how decision rules with a nonrandom predictor are constructed. The concept of the power of test as well as risk rate should be discussed. Prediction error should be taken into account to a certain degree.
In the above sense, there is room for further examinan of our suggested method. We, however, were successful in showing a new point of view on the construction of a tree model, which is completely different from those based on prediction error. Although conventional regression analysis has been developed in the fields of statistical test and prediction, this new method suggests that a third field of knowledge discovery should be added to the existing two fields. We hope that we can further develop research on a new modeling methodology that yields models for acquiring knowledge or for obtaining persuasive rules and functional relationships.
