In this paper we extend the relation between convolutional codes and linear systems over finite fields to certain commutative rings through first order representations .
Introduction
Convolutional codes are error-correcting codes used to detect and correct sets of digital data. Convolutional codes over finite fields were introduced by Peter Elias in 1955 and, in the current context, a considerable research in this field is developed by using algebraic, combinatorics, computer science, control theoretic or algebro-geometric tools among others (see [4] , [6] , [7] , [14] , [15] or [20] ).
The first approach to convolutional codes over rings was given by Massey and Mittelholzer in [12, 13] . There is a considerable body of literature about convolutional codes over rings where generator matrices, minimal encoders and their properties have been studied (see [3, 8] ). Moreover, trellis representations and properties of convolutional codes over Z/p r Z are developed in [10, 11] .
We are interested in the approach to convolutional codes over finite fields by linear systems. This relation is given in terms of first order representations of the code, that is, triples of matrices (K, L, M ) that allow us to obtain another set of matrices (A, B, C, D)
that forms a reachable (controllable) input/state/output (I/S/O) representation of the convolutional code, where the inputs and outputs of a system are part of the codeword (the main results can be found in [9] , [16] , [17] , and [19] ). Moreover, in [5] it is shown that the decoder process of the code is given by the output controllability matrix (the matrix which solves the associated linear dynamical system).
The natural question is whether we can generalize the above duality to certain commutative rings with identity. Within this goal, we introduce the definition of rings with representations generalizing the above described relation between codes and systems to this class of rings and their finite products.
This paper is organized as follows. In section 2 we give some algebraic preliminaries that are needed in the rest of the paper. In section 3 we define the concept of family of convolutional codes over a ring R, and we develop for them the basic theory of first order representations generalizing the classical case. We then define the class of rings with representations and we show that finite products of finite fields belong to this class.
In section 4 we show the existence of I/S/O representations for families of convolutional codes over finite products of finite fields and their reachability properties. In section 5 we use the above results to construct observable families of convolutional codes from linear system point of view. Finally we give our conclusions and further research.
Preliminaries
We first give a brief overview of the theory of convolutional codes over a finite field. Finally we state the basic algebraic preliminaries that will be used in the rest of the paper.
Convolutional Codes over Finite Fields
Let us start by recalling some basic definitions and known results regarding convolutional codes and their representations, the reader can see [16] , [17] and [19] as main references on the topic.
Let F be a finite field and k ≤ n ∈ N. A (n, k) convolutional code over F is a rank
, with l ≥ n, whose columns generate C is called a generator matrix of C. A generator matrix G(z) of C of size n × k is called an encoder of C. Note that any encoder is necessarily injective.
Let G(z) be an encoder for a (n, k) convolutional code C and denote g j (z) = (g i,j (z)) i=1,...n the jth column of G(z). The column degree of the encoder is defined as the maximum degree of its coordinates, ν j := max{deg(g i,j (z))|i = 1, . . . n}. Reordering the columns if were necessary, we may assume that ν 1 ≥ . . . ≥ ν k . The complexity, or degree, of the en-coder is then defined as δ(G(z)) := k j=1 ν j while the memory is defined as the maximum column degree, i.e. ν 1 . Note that a memoryless convolutional code is a block code. The complexity, or the degree, of the code C, δ(C), is the highest degree of the full size minors of any encoder G(z) of C. An encoder G(z) is called minimal if δ(G(z)) = δ(C).
Let C be a (n, k) convolutional code over F with degree δ. A first order representation of C is a triple of matrices (K, L, M ) with K, L ∈ M at δ+n−k×δ (F) and M ∈ M at n−k+δ×n (F) such that
Moreover, if the representation satisfies the following conditions,
1. K has column full size rank, 2. (K, M ) has row full size rank, Let C ∈ F[z] n be a (n, k) convolutional code of degree δ and (K, L, M ) a minimal first order representation. We know that the matrix (K, L, M ) has full rank so there is an invertible matrix W of rank δ + n − k such that, reordering the code words if were necessary, it holds
where
The matrices A, B, C and D over R obtained from (1) form an I/S/O representation of C, that is, they define a linear system with state-space realization given by
where − → x (t) is the n-state vector, − → y (t) the p-vector output and − → u (t) the m-vector control.
We also give an initial state x t 0 = x 0 in time t 0 .
Remark 2.2. Note that this linear system is reachable (by minimality conditions of first order representations). Conversely if such a reachable linear system is also observable then the associated convolutional code is observable (see [17, 16] ).
Kernel of a Pair of Morphisms
Let us recall some definitions and properties from [2] . These allow us to study systematically R-modules defined in the same manner as in property (4) stated above.
Let R be a commutative ring (with unit), and let M 1 , M 2 , N be R-modules. Let
We define the kernel Ker(f 1 |f 2 ) as
There are three different ways to present the kernel of two R-linear maps,
(being the projection 
being π i the ith projection of R onto R i .
Rank of a Matrix with Coefficients in a Ring
We assume that any commutative ring is a ring with unit and any morphism of rings φ : R → S maps the identity to the identity.
Let R be a commutative ring and let A ∈ M at n×m (R) be a matrix with coefficients in R. For any positive integer 0 < i ≤ r := min{n, m}, we define
The main property of the ideals U i (A) is that they are stable under base change, i.e. if g : R → S is a morphism of rings then
As a trivial consequence we have Lemma 2.4. Let g : R → S be a morphism of rings and let A ∈ M at n×m (R) be a matrix.
Proof.
(ii) The second part follows from the fact that A ⊗ 1 = g * (A), and that g maps invertible elements to invertible elements.
Consider the corresponding chain of annihilators 
Then A is surjective if and only if
For the sake of clarity, we fix first of all some notation. For any prime ideal p ∈ R we denote k(p) = R p /pR p the residue field and for any R[z]-module M we denote M (p) the
Let A ∈ M at n×m (R) be a matrix with n ≤ m and M = Coker(A) then, by Nakayama's Lemma, we have
for any prime ideal p of R. Therefore, Lemma 2.7. Let A ∈ M at n×m (R) be a matrix with n ≤ m. Then A is surjective if and
Recall that a local ring R has Krull dimension 0 if and only if every element of its maximal ideal is nilpotent, i.e. m = N il(R). We can show that many results regarding ranks of matrices over fields can be easily translated to the case of matrices over a commutative ring of dimension 0, Proposition 2.8. Let R be a commutative ring of dimension 0. An element a ∈ R is invertible if and only if a is not a zero divisor.
Proof. If a is not invertible then there is a maximal ideal m ⊂ R with a ∈ m and therefore a/1 belongs to the maximal ideal of the local ring R m , thus there is a natural number n with a n /1 = 0, so there exists an element b ∈ R \ m with ba n = 0. Assume n is the smallest satisfying this condition, so ba n−1 = 0. Then (ba n−1 )a = 0, so a is a zero divisor.
The converse is trivial.
Corollary 2.9. Let R be a commutative ring of dimension 0 and let A ∈ M at n×n (R).
Then A is invertible if and only if rk(A) = n.
Proof. Since rk(A) = n if and only if det(A)
is not a zero divisor, the result follows from 
Proof. By Lemma 2.6, A(z) is surjective if and only if
be the set of maximum size minors of A(z). Then the above condition is equivalent to gcd(f 1 (z), . . . , f l (z)) = 1, which is equivalent to the condition {f 1 (z), . . . , f l (z)} have no common roots in F.
Families of Convolutional Codes and their First Order Representations 3.1 Families of Convolutional Codes
Let R be a commutative ring.
Note that flatness of the quotient R[z] n /C allow us to interpret C as a family of convolutional codes parametrized by Spec(R). Otherwise, C(p) might not be a submodule of R[z] n anymore. In this setting, the complexity, or the degree, of the code C is no longer an integer but a function δ : Spec(R) → N.
Remark 3.2. In the rest of the paper, we will assume that the degree function δ is a constant.
Wen define generator matrices and encoders for families of convolutional codes, following the classical case.
By [18, Prop. 1.3] , it follows that any encoder is injective, as in the usual case.
Example 3.4. Consider the ring R = Z/6Z and the matrix
Note that the full size minors are {z 2 + 2z + 1, 2z 2 + 4z + 2, z 3 + z 2 + 5z + 5}. Since
Ann R (U 3 (G(z))) = 0, we conclude that G(z) is injective (see Lemma 2.6), so its image,
3 /C is R-flat (R is an absolutely flat ring), we deduce that C is a (3, 2) family of convolutional codes over R and G(z) is an encoder for C.
Observability
A very important property for classical convolutional codes is observability. Recall that given a (n, k) convolutional code C ⊂ F[z] n , we say that it is observable if there exists a surjection (the so called syndrome Former) ψ : Since flatness is preserved after base change it turns out from the definition that any member C(p) of the family is observable. Note that the restriction of G(z) modulo 2 is given by
An easy computation shows that
The particular case we are interested in is when R is a finite product of commutative rings, R = R 1 × . . . × R t . In this case we have,
Proof. The direct implication is clear. Let us show the converse. If C j is observable, then
-flat module for j = 1 . . . , t. For each j we can consider the following
and then we can construct the following exact sequence
Since flatness is stable under finite products,
-module and C is observable.
Minimal First Order Representations of Families of Convolutional Codes
Let us define now first order representations of convolutional codes over a commutative ring R, Definition 3.8. A first order representation of a (n, k) family of convolutional codes of degree δ over R is a triple of matrices (K, L, M ) with K, L ∈ M at δ+n−k×δ (R) and
Moreover, if the following conditions are verified, In this section we will show that if R is a finite product of rings, R 1 , . . . , R t , then it is enough to prove the existence (and uniqueness) of minimal first order representations for each R i .
Let R be a commutative ring splitting into a finite product of rings R ≃ R 1 × . . . × R t and denote by
the ideal generated by all the components except R j . Then we have an exact sequence 0 → I j ֒→ R → R j → 0 for all j = 1, . . . , t. First we have the following basic properties:
Lemma 3.11. We consider the ring R = R 1 × . . . × R t and let A be a matrix over R. Let us denote by A j := A mod(I j ). Then, the following holds:
There are isomorphisms
Gl n (R j ) given by A → (e j A) j=1,...,t .
3. If A j are matrices whose rows are free over R j for each j, then A is a matrix whose rows are free over R.
If
A j are matrices whose columns are free over R j for each j, then A is a matrix whose columns are free over R. 
Then there exists a minimal first order representation for any
Proof. Let C j ≃ C⊗ R R j be the restriction of C to R j . From the definition of C we know that C j is a (n, k)-convolutional code over R j with constant degree δ. Then, there are matrices
. . , e t be the structural idempotents and consider
L j e j and M = t j=1 M j e j . We define f 1 = zK + L and f 2 = M . Then, we clearly have C j = ker(f 1 ⊗ e j |f 2 ⊗ e j ) (see Corollary 2.3). Since C ≃ ⊕ t j=1 C j e j we finally get C = ker(f 1 |f 2 )
The fact that K, L, M satisfy minimality conditions 1) and 2) follows from Lemma 3.11.
The third condition of minimality is trivial since the matrix (f 1 , f 2 ) is surjective on each component R j . 
be first order representations of the family of con-
their restrictions to R j . By Corollary 2.3 and by the fact that minimality conditions (1), (2), (3) are stable under base change, we know that these are first order representations for C j , so there are invertible
By Lemma 3.11 (2) we know that there are unique invertible matrices over R, say S and T , such that S mod(I j ) = S j and T mod(
We conclude with our main result: Theorem 3.14. Let R 1 , . . . , R t be a commutative rings. If R j is a ring with representations for all j = 1, . . . , t then R = R 1 × . . . × R t is a ring with representations.
Proof. It is clear from Propositions 3.12 and 3.13.
Recall that the only rings with representations known so far are finite fields. Thus Theorem 3.14 implies that finite products of finite fields (reduced noetherian rings with Krull dimension 0) are also rings with representations.
Input/Space/Output Representations of Families of Convolutional Codes over Finite Products of Finite Fields
In this section, we specialize to the case R i = F i is a field for each i = 1, . . . , t. Let us show that we can generalize the construction of I/S/O representations given in (1) to families of convolutional codes over finite product of finite fields,
ii) Moreover, the triple of matrices obtained in i) verifies that
(see Corollary 2.7) and therefore there exists an invertible matrix W of size (δ + n − k) (see Lemma 3.11) such that if we multiply W −1 and (K | L | M ) and we reorder the codewords of the local codes C j , if it is necessary, we get a triple of matrices (K | L | M)
in the following way 
Proof. Let W be the invertible matrix of size (δ + n − k) defined in Proof of i) of Theorem 4.1. Let W j ≡ W (mod I j ) be the square minor of size (δ + n − k) such that det(W j ) ∈ F * j . We know that
If we apply mod I j to both sides of above equation we get
On the other hand
and since the equation (5) is verified then we conclude the proof.
Recall that a a linear system Σ = (A, B, C, D) over a commutative ring R is reachable can consider these matrices such that
Now, by [19] , each I/S/O representation of each convolutional code over F j , Σ C j j , verifies that rank Φ δ (A j , B j ) = δ and so, they are reachable linear systems. Since R is a pointwise ring, Φ δ (A, B) is surjective (see Lemma 3.11) and we conclude that the I/S/O of C, Σ C , is a reachable linear system over R.
Example 4.4. In this example, we will raise two encoders with coefficients in Z/2Z and Z/3Z, each one generating a dynamical linear system. We compute their first order and I/S/O representations. Consider the encoder on Z/2Z
Then there exist matrices K 1 , L 1 and M 1 that characterize the encoder G 1 (z). 
Consider the encoder on Z/3Z
Matrices K 2 , L 2 and M 2 are obtained following: 
Now we compute Ker(zK + L|M ) in order to obtain a encoder of a family of convolutional
Note that above encoder G(z) restricts to Z/2Z obtaining G 1 (z) and Z/3Z getting G 2 (z). Let F 1 , . . . , F t be finite fields and consider the ring R = F i which is a ring with representations, as we have already shown. It is well known that if we consider a reachable and observable I/S/O representations over a finite field then we get an observable convolutional code by minimal first order representation by the formula (1) (see [17] and [19] for details). In this section we show that we can generalize this result to the case of I/S/O representations of a family of convolutional codes over R.
Recall that a linear system Σ = (A, B, C, D) over a commutative ring R is observable if the observability matrix Ω δ (A, C) := (C t , (CA) t , (CA 2 ) t , . . . , (CA δ−1 ) t ) is injective. Now we give the result that allow us to construct observable families of convolutional codes from observable I/S/O representations over R. so Ω δ (A, C) is injective and Φ δ (A, B) is surjective. Consider (A j , B j , C j , D j ), the linear systems obtained over each F j for j = 1, . . . , t. Clearly Φ δ (A j , B j ) is also surjective for all j. Since R is an absolutely flat ring, the cokernel of Ω δ (A, C) is flat over R. Therefore Ω δ (A j , C j ) is also injective for all j. Thus, for all j the above systems are reachable and observable too. Then, if we perform the convolutional codes C j for each j from (A j , B j , C j , D j ), by [19] C j are observable convolutional codes for all j. By Lemma 3.7 then C is an observable family of convolutional codes over R.
Conclusions
We have proved the existence and uniqueness of minimal first order representations of In the particular case of finite product of finite fields, we also generalize the existence of I/S/O representations and we construct observable families of convolutional codes from linear systems.
Our further research is focused on answering the above questions and to get I/S/O representations for this type of rings.
