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Equiangular subspaces in Euclidean spaces
Igor Balla ∗ Benny Sudakov †
Abstract
A set of lines through the origin is called equiangular if every pair of lines defines the same
angle, and the maximum size of an equiangular set of lines in Rn was studied extensively for
the last 70 years. In this paper, we study analogous questions for k-dimensional subspaces. We
discuss natural ways of defining the angle between k-dimensional subspaces and correspondingly
study the maximum size of an equiangular set of k-dimensional subspaces in Rn. Our bounds
extend and improve a result of Blokhuis.
1 Introduction
A set of lines passing through the origin is called equiangular if every pair of lines makes the same
angle. The question of determining the maximum size N(n) of a set of equiangular lines in Rn has
a long history going back 70 years. It is considered to be one of the founding problems of algebraic
graph theory, see [2, 3, 8, 14, 16, 18] and references for more information. It is known that N(n)
grows quadratically with n. The upper bound
N(n) ≤
(
n+ 1
2
)
(1)
was proved by Gerzon (see [16]) and de Caen [5] gave a (quite nontrivial) construction showing
N(n) ≥
2
9
(n+ 1)2 (2)
for all n of the form 3 · 22t−1 − 1 where t ∈ N.
It is therefore natural and interesting to study analogous questions for k-dimensional subspaces.
To this end, we must first understand the notion of angle between subspaces. We define the
Grassmannian Gr(k, n) to be the set of all k-dimensional subspaces of Rn. Note that θ is the
common angle between a pair of lines U, V ∈ Gr(1, n) if and only if
cos θ = max
u∈U,v∈V
|u|=1,|v|=1
〈u, v〉.
Generalizing this idea, given a pair of k-dimensional subspaces U, V ∈ Gr(k, n), we may recursively
define the k principal angles 0 ≤ θ1 ≤ . . . ≤ θk ≤ pi/2 between U and V as follows: Choose
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unit vectors u ∈ U, v ∈ V that maximize 〈u, v〉 and define θ1 = arccos 〈u, v〉. Now recursively
define θ2, . . . , θk to be the principal angles between the (k − 1)-dimensional subspaces U
′ = {u′ ∈
U : u′ ⊥ u = 0} and V ′ = {v′ ∈ V : v′ ⊥ v = 0}. The geometric significance of principal
angles are that they completely characterize the relative position of U to V , in the sense that if
U ′, V ′ ∈ Gr(k, n) have the same principal angles as U, V , then there exists an orthogonal matrix Q
such that U ′ = {Qu : u ∈ U} and V ′ = {Qu : u ∈ U}, see [20, Theorem 3].
It will be convenient for us to give another definition of principal angles that is more algebraic.
Indeed, observe that a pair of lines U, V ∈ Gr(1, n) has common angle θ if and only if, when we
choose any unit vectors u ∈ U, v ∈ V , we have (cos θ)2 = 〈u, v〉
2
. More generally, we associate to
a subspace U ∈ Gr(k, n), a representative n × k matrix U = (u1, . . . , uk) where u1, . . . , uk is any
orthonormal basis of column vectors spanning U . Now given a pair of subspaces U, V ∈ Gr(k, n)
with principal angles θ1, . . . , θk, one can show that cos θ1, . . . , cos θk are precisely the singular values
of U⊺V. In other words, (cos θ1)
2, . . . , (cos θk)
2 are precisely the eigenvalues of V⊺UU⊺V.
Now that we understand angles between subspaces, we are ready to discuss the notion of equian-
gular subspaces. Note that one can consider equiangular sets of subspaces with respect to the
principal angle θi for any fixed 1 ≤ i ≤ k. More generally, for any function d = d(θ1, . . . , θk) of the
principal angles, we call a set of k-dimensional subspaces H ⊆ Gr(k, n) equiangular (with respect to
d and having common angle α) if d(U, V ) = α for all U 6= V ∈ H . Thus we may define and study
Ndα(k, n), the maximum size of a set H ⊆ Gr(k, n) that is equiangular with respect to d and having
common angle α, as well as Nd(k, n) = maxαN
d
α(k, n). We call a function d : Gr(k, n)
2 → R an
angle distance if d(U, V ) ∈ {θ1(U, V ), . . . , θk(U, V )} for all U, V ∈ Gr(k, n). If d satisfies d(U, V ) = 0
iff U = V then we call d a proper distance.
In section 2 we give examples of angle distances and prove a general upper bound on Ndα(k, n)
for any angle distance d and α > 0, in particular improving and extending a result of Blokhuis [4]
who studied the case d = θ1 and k = 2. Based on equiangular lines, we also give a lower bound
construction of k-dimensional subspaces that are equiangular for any proper angle distance. We
therefore conclude that for k fixed and any proper angle distance d, Nd(k, n) = Θ(n2k) as n→∞.
In section 3, we discuss Nd(k, n) for some other well-studied distances d. In section 4, we conclude
by stating some open problems, in particular discussing another generalization of equiangular lines
known as equi-isoclinic subspaces.
2 Angle distances
When trying to define the angle between two subspaces U, V ∈ Gr(k, n), one natural idea is to just
take the minimum angle between any pair of vectors u ∈ U, v ∈ V . Since minimizing arccos 〈u, v〉 is
equivalent to maximizing 〈u, v〉, this idea gives exactly the first principal angle θ1 = θ1(U, V ). This
angle distance was first considered by Dixmier [11]. In [4], Blokhuis considered equiangular planes
with respect to θ1 and proved that
Nθ1α (2, n) ≤
(
2n+ 3
4
)
(3)
provided that the common angle α > 0. This condition is necessary, since θ1(U, V ) = 0 iff U and
V share a nontrivial subspace, and so we could take infinitely many planes all sharing a fixed line,
showing that Nθ10 (2, n) = ∞. This is a troublesome property of θ1, because it shows that θ1 is
not a proper distance and also that θ1 does not appeal to elementary geometric intuition. Indeed,
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consider a pair of planes U, V in R3. They will always share a line and hence will have θ1(U, V ) = 0.
However, one would intuitively ascribe the angle between them to be θ2(U, V ).
In view of this, it makes sense to define the minimum non-zero angle θF (U, V ) = min{θi(U, V ) :
θi(U, V ) > 0}. θF was first considered by Friedrichs [13] and it is a proper angle distance. Deutsch
[9] gives applications of θ1 and θF to the rate of convergence of the method of cyclic projections,
existence and uniqueness of abstract splines, and the product of operators with closed range.
Another proper angle distance is the maximum angle θk, first considered by Krein, Krasnoselski,
and Milman [15]. It was used by Asimov [1] for his “Grand Tour,” a method for visualizing high
dimensional data by projecting to various two-dimensional subspaces and showing these projections
sequentially to a human. θk was also considered by Conway, Hardin, and Sloane [7] in their paper
on packing subspaces in Grassmannians.
For any angle distance d and α > 0, we give an upper bound on Ndα(k, n) on the order of n
2k,
extending Gerzon’s bound in eq. (1). In the case d = θ1 and k = 2, this improves Blokhuis’ bound
in eq. (3). The proof is based on the polynomial method, which was also the main tool in [4].
Theorem 1. Let k, n ∈ N with k ≤ n, let d be an angle distance on Gr(k, n) and let α > 0. Then
Ndα(k, n) ≤
((n+1
2
)
+ k − 1
k
)
.
Proof. Let {U1, . . . , Um} ⊆ Gr(k, n) be a set of subspaces such that d(Ui, Uj) = α for all i 6= j
and for each Ui, let Ui = (u1, . . . , uk) be a representative n × k matrix where u1, . . . , uk is any
orthonormal basis of column vectors spanning Ui. Observe that for any i 6= j, since α = d(Ui, Uj) is
a principal angle between Ui and Uj , we have, as per the discussion in section 1, that (cosα)
2 is an
eigenvalue ofU⊺iUjU
⊺
jUi. Thus if we define λ = (cosα)
2 then we have det
(
U
⊺
iUjU
⊺
jUi − λIk
)
= 0,
where Ik is the k × k identity matrix.
Now let S = {X ∈ Rn×n : X⊺ = X} be the set of all symmetric n × n matrices and define
functions f1, . . . , fm : S → R by
fi(X) = det
(
U
⊺
iXUi −
λtr(X)
k
Ik
)
.
Since tr(UjU
⊺
j ) = tr(U
⊺
jUj) = tr(I) = k, we conclude that
fi(UjU
⊺
j ) =
{
(1− λ)k if i = j
0 if i 6= j.
Moreover, note that λ 6= 1 since α 6= 0. It therefore follows that f1, . . . , fm are linearly independent.
Indeed, if
∑m
i=1 cifi = 0 for some c1, . . . , cm ∈ R, then for all j we have 0 =
∑m
i=1 cifi(UjU
⊺
j ) =
cj(1− λ)
k, which implies cj = 0.
Thus it suffices to show that f1, . . . , fm live in a space of dimension
((n+12 )+k−1
k
)
. To that end,
recall that a multivariable polynomial f : Rt → R is called homogeneous of degree k if it is a linear
combination of monomials of degree k, and that the linear space of such polynomials has dimension(
t+k−1
k
)
. For any X ∈ S , we let Xa,b denote the entry in position a, b of the matrix X , so that S
may be parametrized by the
(
n+1
2
)
variables {Xa,b : 1 ≤ a ≤ b ≤ n} living on or above the diagonal
and hence we may think of the functions fi as polynomials in these variables. Now observe that for
any i and X ∈ S , every entry of the k×k matrix U⊺iXUi−
λtr(X)
k
Ik is a homogeneous polynomial
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of degree 1 in the variables {Xa,b : 1 ≤ a ≤ b ≤ n}. It follows from the definition of the determinant
that fi(X) is a homogeneous polynomial of degree k in these variables. Since there are
(
n+1
2
)
such
variables, the space of all homogeneous polynomials of degree k in these variables has dimension((n+12 )+k−1
k
)
, completing the proof.
To obtain lower bounds for this problem, it is natural to start with a construction of many
equiangular lines and then try to combine them to make k-dimensional subspaces. Recall that
N(n) is the maximum size of a set of equiangular lines in Rn. In the following, we make use of the
Frobenius inner product 〈A,B〉 = tr(A⊺B) for n× n real-valued matrices A,B.
Theorem 2. For any k, n ∈ N with k ≤ n, there exists a set H ⊆ Gr(k, kn) with |H | = N(n)k
and α ∈ (0, pi/2) such that for all U, V ∈ H, the principal angles between U and V all lie in the set
{0, α}.
Proof. Let L ⊆ Gr(1, n) be an equiangular set of lines with |L| = N(n), and let α ∈ (0, pi/2) be the
common angle of any pair of lines in L. Now let C be the set of vectors obtained by choosing a
unit vector along each line in L, and observe that 〈u, v〉
2
= (cosα)2 for all u 6= v ∈ C.
Now let e1, . . . ek be the standard basis in R
k, and observe that for all u, v ∈ C, we have
〈eiu
⊺, ejv
⊺〉 = tr(ue⊺i ejv
⊺) = (e⊺i ej)(u
⊺v) =
{
〈u, v〉 if i = j
0 if i 6= j.
Now observe that for any i and u ∈ C, eiu
⊺ can be viewed as a vector in Rkn and thus if we let
u1, . . . , uk ∈ C, then e1u
⊺
1 , . . . , eku
⊺
k can be viewed as orthonormal vectors in R
kn and hence define
a subspace Wu1,...,uk in Gr(k, kn). Furthermore, for all u1, . . . , uk, v1, . . . , vk ∈ C, if we let U be
the kn× k matrix with column vectors e1u
⊺
1 , . . . , eku
⊺
k and let V be the kn× k matrix with column
vectors e1v
⊺
1 , . . . , ekv
⊺
k , then U is a representative matrix for Wu1,...,uk and V is a representative
matrix for Wv1,...,vk . Now we compute that
(U⊺V)i,j =
〈
eiu
⊺
i , ejv
⊺
j
〉
=
{
〈ui, vj〉 if i = j
0 if i 6= j,
and hence
(V⊺UU⊺V)i,j =
{
〈ui, vj〉
2
if i = j
0 if i 6= j.
Thus the eigenvalues of V⊺UU⊺V lie in the set {1, cos(α)2} and so the principal angles between
Wu1,...,uk andWv1,...,vk lie in the set {0, α}. Letting H = {Wu1,...,uk : u1, . . . , uk ∈ C} and observing
that |H | = N(n)k completes the proof.
Next we show that the construction above is equiangular for any proper angle distance d, and
hence obtain the following corollary.
Corollary 1. Let d be a proper angle distance and let k ∈ N be fixed. Then
Nd(k, n) = Θ(n2k) as n→∞.
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Proof. Theorem 1 immediately gives the upper bound Nd(k, n) ≤ O(n2k). For the lower bound,
let α ∈ (0, pi/2) and H ⊆ Gr(k, kn) be given by Theorem 2. Observe that for all U 6= V ∈ H , the
principal angles between U and V cannot all be 0, and thus θF (U, V ) = θk(U, V ) = α. Moreover,
observe that since d is a proper angle distance, we have θF ≤ d ≤ θk. Thus d(U, V ) = α for all
U 6= V ∈ H . De Caen’s bound eq. (2) implies that N(n) ≥ Ω(n2) and so we obtain
Nd(k, kn) ≥ |H | = N(n)k ≥ Ω(n2k).
Thus we conclude Nd(k, n) ≥ Ω(n2k).
3 Other distances
Besides angle distances, there are several other natural distance functions that are considered in
geometry, statistics, and applied problems, see e.g. [12]. Let U, V ∈ Gr(k, n) be k-dimensional
subspaces of Rn with principal angles θ1, . . . , θk. If one considers the Grassmanian Gr(k, n) as a
manifold, one may compute (see [20, Theorem 8]) that the geodesic distance is
dG(U, V ) =
√
θ21 + . . .+ θ
2
k.
In the context of packing subspaces, Conway, Hardin, and Sloane [7] consider the geodesic distance,
the maximum principal angle, as well as the chordal distance defined by
dC(U, V ) =
√
(sin θ1)2 + . . .+ (sin θk)2 =
√
k − tr(V⊺UU⊺V).
Also in the context of packing subspaces, Dhillon, Heath, Strohmer, and Tropp [10] consider the
first principal angle (spectral distance), as well as the Fubini-Study distance defined by
dFS(U, V ) = arccos
(
k∏
i=1
cos θi
)
= arccos |detU⊺V|.
For a subspace U ∈ Gr(k, n), we define the orthogonal complement U⊥ = {v ∈ Rn : v ⊥
u for all u ∈ U}. The following lemma shows us that the nonzero principal angles between subspaces
are the same as the nonzero principal angles between their orthogonal complements.
Lemma 3. For any U, V ∈ Gr(k, n), the nonzero principal angles between U⊥ and V ⊥ are the
same as the nonzero principal angles between U and V .
Proof. Observe that UU⊺ is an orthogonal projection onto U and U⊥(U⊥)⊺ is an orthogonal
projection onto U⊥, so that UU⊺ +U⊥(U⊥)⊺ = In where In is the n× n identity matrix. Thus
U⊺VV⊺U = U⊺(In −V
⊥(V⊥)⊺)U = Ik −U
⊺V⊥(V⊥)⊺U
and
(V⊥)⊺U⊥(U⊥)⊺V⊥ = (V⊥)⊺(In −UU
⊺)V⊥ = In−k − (V
⊥)⊺UU⊺V⊥.
Since it is well known that for any A,B the matrices AB and BA have the same nonzero eigenval-
ues with the same multiplicity, we have that U⊺V⊥(V⊥)⊺U has the same nonzero eigenvalues as
(V⊥)⊺UU⊺V⊥, and therefore U⊺VV⊺U has the same eigenvalues as (V⊥)⊺U⊥(U⊥)⊺V⊥ except
for eigenvalues of 1. Hence the principal angles between U and V are the same as the principal
angles between U⊥ and V ⊥, except for angles of 0.
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Now let d be one of the proper distances discussed in this paper, and observe that principal
angles of 0 don’t affect d. Thus using Lemma 3, we have that d(U⊥, V ⊥) = d(U, V ) for all U, V ∈
Gr(k, n). We therefore conclude that U1, . . . , Um ∈ Gr(k, n) are equiangular with respect to d iff
U⊥1 , . . . , U
⊥
m ∈ Gr(n− k, n) are equiangular with respect to d, and hence that
Nd(k, n) = Nd(n− k, n).
Thus, for the purposes of studying Nd(k, n), it will suffice for us to consider the case k ≤ n/2.
Conway, Hardin, and Sloane [7] give some reasons why they consider the chordal distance dC to
be the best definition for packings, in particular observing that the Grassmanian Gr(k, n) with the
chordal distance can be isometrically embedded onto a sphere in RD for D =
(
n+1
2
)
−1, by mapping
a subspace U to the projection matrix UU⊺ and using the Frobenius inner product tr(A⊺B). Since
an equidistant set (simplex) in RD has size at most D + 1, they conclude that
NdC(k, n) ≤
(
n+ 1
2
)
,
generalizing Gerzon’s bound eq. (1). For a lower bound, given a set of m k-dimensional subspaces
U1, . . . , Um ∈ Gr(k, n) equiangular with respect to dC , observe that by adding a new dimension and
defining U ′i = span(Ui, en+1), we obtain a set of m (k+1)-dimensional subspaces in Gr(k+1, n+1)
which is equiangular with respect to dC . Thus N
dC (k+ 1, n+ 1) ≥ NdC (k, n) for all k ≤ n and so,
using the assumption k ≤ n/2 together with eq. (2), we obtain
NdC (k, n) ≥ NdC (1, n− k + 1) = N(n− k + 1) = Ω(n2).
Additionally, for a prime p such that a Hadamard matrix of order (p + 1)/2 exists, Calderbank,
Hardin, Rains, Shor, and Sloane [6] give a construction of
(
p+1
2
)
subspaces of dimension (p− 1)/2
in Rp which are equiangular with respect to dC , so that
NdC ((p− 1)/2, p) =
(
p+ 1
2
)
.
For the Fubini-Study distance dFS , we will need some definitions from multilinear algebra, see
e.g. [19] for reference. Let u∧ v denote the wedge product between u, v ∈ Rn. Let
∧k
(Rn) = {u1 ∧
. . .∧uk : u1, . . . , uk ∈ R
n} denote the kth exterior power of Rn and note that dim
∧k
(Rn) =
(
n
k
)
. We
shall use the Plu¨cker embedding of Gr(k, n) into the projective space of lines over
∧k(Rn), defined
as follows. Given a subspace U ∈ Gr(k, n) with u1, . . . , uk being an orthonormal basis of column
vectors of U, we define φ(U) = u1 ∧ . . . ∧ uk ∈
∧k
(Rn). One can compute that 〈φ(U), φ(V )〉 =
det(U⊺V) defines an inner product between φ(U) and φ(V ). Therefore, given a set of subspaces
U1, . . . , Um ∈ Gr(k, n) equiangular with respect to dFS , we have that φ(U1), . . . , φ(Um) are a set of
vectors such that if we take a line along each vector, we obtain a set of equiangular lines in
∧k(Rn).
Thus using eq. (1), we conclude
NdFS (k, n) ≤
((n
k
)
+ 1
2
)
.
Actually, the Plu¨cker embedding gives an embedding into an algebraic variety over
∧k
(Rn) defined
by the so-called Plu¨cker relations, and so it conceivable that this can be used to obtain a better
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upper bound. If a matching lower bound construction exists, finding it seems difficult since it would,
in particular, yield a new construction of Ω(N2) equiangular lines in RN , for N =
(
n
k
)
.
We do not know anything about equiangular subspaces for the geodesic distance dG, as well
as other distances which cannot be written in terms of polynomial expressions of cos θ1, . . . , cos θk.
This is not surprising, since all of the above upper bounds are essentially proven via the polynomial
method. It would, therefore, be interesting to find other methods for proving such upper bounds.
4 Concluding remarks
In section 2 we give an upper bound on Ndα(k, n) of the order n
2k for any angle distance d and
α > 0, but are only able to give a corresponding lower bound when d is a proper angle distance.
It would therefore be interesting to give lower bound constructions (with common angle α > 0) on
the order of n2k for angle distances that are not proper, in particular for the minimum angle θ1.
Moreover, if n ≫ k → ∞ then even for proper angle distances d, Corollary 1 still leaves open the
correct asymptotic dependence of Nd(k, n) on k.
In section 3, we remark that the polynomial method does not seem to work for distances such
as the geodesic distance dG, and so it would be interesting to find new methods which give upper
bounds for such cases. It would also be interesting to obtain lower bound constructions for the
Fubini-study distance dFS , and establish the correct order of magnitude for N
dFS (k, n).
Another approach to generalizing equiangular lines is, given a set H ⊆ Gr(k, n), to require that
H is equiangular with respect to θi for all 1 ≤ i ≤ k. If we further require that θ1 = . . . = θk, we
arrive at the notion of equi-isoclinic subspaces. Equivalently, a family of subspaces H ⊆ Gr(k, n)
is equi-isoclinic if there exists λ ∈ [0, 1) such that V ⊺UU⊺V = λI for all U 6= V ∈ H . Lemmens
and Seidel [17] defined and studied v(k, n), the maximum number of k-dimensional equi-isoclinic
subspaces in Rn. They gave a construction based on equiangular lines showing that v(k, kn) ≥
v(1, n) and generalized Gerzon’s bound in eq. (1), obtaining v(k, n) ≤
(
n+1
2
)
−
(
k+1
2
)
+1. Note that
for n≫ k →∞, these bounds together with the fact that v(1, n) = N(n) ≥ Ω(n2) show that
Ω
(
n2
k2
)
≤ v(k, n) ≤ O(n2).
It would be interesting to close this gap and determine the correct asymptotic dependence of v(k, n)
on k.
References
[1] Asimov, D. (1985). The Grand Tour — a tool for viewing multidimensional data. SIAM J. Sci.
Stat. Comput., 6, 128–143.
[2] Balla, I., Dra¨xler, F., Keevash, P., Sudakov, B. (2018). Equiangular Lines and Spherical Codes
in Euclidean Space. Inventiones Mathematicae, 211 (1), 179–212.
[3] Barg, A., & Yu, W.-H. (2014). New bounds for equiangular lines. Contemporary Mathematics,
625, 111–121.
[4] Blokhuis, A. (1993). Polynomials in finite geometries and combinatorics. Surveys in com-
binatorics. Cambridge London Mathematical Society Lecture Note Series, 187, Cambridge
University Press, New York, NY, USA. 35–52.
7
[5] de Caen, D. (2000). Large equiangular sets of lines in Euclidean space. Electron. J. Combin.,
7 (Research paper 55), 3pp.
[6] Calderbank, A. R., Hardin, R. H., Rains, E. M., Shor, P. W., & Sloane, N. J. A. (1999).
A group-theoretic framework for the construction of packings in Grassmannian spaces. J.
Algebraic Combinatorics, 9, 129–140.
[7] Conway, J. H., Hardin, R. H., & Sloane, N. J. A. (1996). Packing lines, planes, etc.: packings
in Grassmannian spaces. Experiment. Math., 5 (2), 139–159.
[8] Delsarte, P., Goethals, J. M., & Seidel, J. J. (1975). Bounds for systems of lines, and Jacobi
polynomials. Philips Research Reports, 30, 91–105.
[9] Deutsch, F. (1995). The angle between subspaces of a Hilbert space.Approximation theory,
wavelets and applications. NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 454, Kluwer
Acad. Publ., Dordrecht, 107–130.
[10] Dhillon, I., Heath Jr., R., Strohmer, T., & Tropp, J. (2008). Constructing packings in Grass-
mannian manifolds via alternating projection. Experimental mathematics, 17 (1), 9–35.
[11] Dixmier, J. (1949). Study of varieties and operators of Julia, with some applications. Bulletin
of the Mathematical Society of France, 77, 11–101.
[12] Edelman, A., Arias, T. A., & Smith, S. T. (1998). The geometry of algorithms with orthogon-
ality constraints. SIAM journal on Matrix Analysis and Applications, 20 (2), 303–353.
[13] Friedrichs, K. (1937). On certain inequalities and characteristic value problems for analytic
functions and for functions of two variables. Trans. Amer. Math. Soc., 41, 321–364.
[14] Godsil, C., & Royle, G. (2001). Algebraic Graph Theory. Springer-Verlag New York, Inc.
[15] Krein, M. G., Krasnoselski M. A., & Milman D.P. (1948). On the defect numbers of operators
in Banach spaces and on some geometric questions. Trudy Inst. Mat. Akad. Nauk Ukrain. SSR,
11, 97–112.
[16] Lemmens, P. W. H., & Seidel, J. J. (1973). Equiangular Lines. Journal of Algebra, 24, 494–512.
[17] Lemmens, P. W. H., & Seidel, J. J. (1973). Equi-isoclinic subspaces of Euclidean spaces. Nederl.
Akad. Wetensch. Proc. Ser. A, 76, Indag. Math., 98–107.
[18] van Lint, J. H., & Seidel, J. J. (1966). Equilateral point sets in elliptic geometry. Indag. Math.,
28, 335–348.
[19] Yokonuma, T. (1992). Tensor spaces and exterior algebra. Translations of Mathematical
Monographs, 108, AMS, Providence, RI.
[20] Wong, Y. C. (1967). Differential geometry of Grassmann manifolds. Proc. Natl. Acad. Sci.
USA, 57 (3), 589–594.
8
