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Tato práce se zabývá metodami zvětšování obrazu z pohledu paralizace na GPU. Část textu
je věnována souvisejícímu signálovému základu a jeho ovlivňění celkového výsledku včetně
změření jeho kvality. V textu jsou popsány nejdůležitější přístupy zahrnující pokročilé me-
tody super-resolution. Důležitá část této diplomové práce je implementace knihovny vybra-
ných metod s využitím paralelizace na grafickém čipu. Dosažené výsledky paralelizace jsou
znázorněny na sadě rychlostních testů.
Abstract
This work deals with the task of image scaling using GPU paralelization. Portion of text is
devoted to signal processing and his affection of whole result including measuring it’s quality.
Describtion of the most important methods including super-resolution is given further in
the text. An important part of this thesis is library implementing choosen methods with
usage of paralelization on graphic chip. Achieved results of paralelization are demonstrated
on set of speed tests.
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Dnešní dostupné metody pořízení obrazu jsou často omezeny nejrůznějšími HW limity pou-
žitých senzorů, což má přímý dopad na výsledné rozlišení pořízeného obrazu. To může být
rozhodující pro výsledky obrazového systému, který daný obraz zpracovává. Je tedy vhodné
disponovat kvalitní metodou změny velikosti obrazu, která nezanáší do obrazu přídavné ar-
tefakty a ideálně pracuje v reálném čase.
Funkce změny velikosti obrazu má uplatnění v mnoha aplikacích. Nejčastější uplatnění
nachází v grafických editorech, v kterých je změna velikosti obrazu běžným funkčním vyba-
vením. V těch bývají k dispozici pouze základní metody, které jsou co se týče kvality ne vždy
vyhovující. Ne tak často využívaným použitím změny velikosti obrazu může být vytváření
obrazových pyramid pro obrazové detektory. Ty využívají změnu velikosti obrazu s různými
faktory vedoucích většinou ke zmenšení obrazu a tedy i velikosti vstupu pro detektory za
účelem urychlení detekce nebo k zajištění rozměrové invariantnosti detektoru.
K změně velikosti obrazu se používají metody založené na zpracování signálu nebo
jiné postupy, které souhrnně označujeme jako super-resolution metody (SR). Metody za-
ložené čistě na zpracování obrazu bývají označovány různě – konvoluční, interpolační či
geometrické. Vždy se můžeme dívat na metodu jako na konvoluci signálu s nějakým před-
definovaným jádrem, u něhož známe jeho přenosovou charakteristiku a vlastnosti. Tyto
metody zanášejí do obrazu rozmázání nebo jiné artefakty. Super-resolution se snaží těmto
problémům vyhnout pomocí pokročilejších technik, které zachovávají lépe charakteristiku
původního obrazu s důrazem na původní frekvenci v obraze.
Zvětšení rozlišení pomocí technik zpracování obrazu (signálu) je dostačující řešení pro
mnoho úloh. Na základě konkrétní úlohy, dat a využití lze zvolit nejvhodnější metodu pro
dané nasazení. V medicíně se používají techniky SR k úpravě snímků z počítačové tomogra-
fie (computed tomography) nebo magnetické rezonance (magnetic resonance imaging) díky
možnosti pořídit více obrazů téže oblasti se subpixelovými posuny. V satelitním zpracování
byly techniky SR použity pro vytvoření HR obrazu při vzdáleném snímání a LANDSAT
díky existenci více obrazů téže oblasti. V bezpečnostním a kriminalistickém použití lze
využít zvětšení obrazu pro zajištění vhodného vstupu pro další kroky rozpoznání útočníka.
Uvedených technik lze také použít k úpravě obrazu po akvizici. Coupled-charged device
(CCD) nebo complementary metal–oxide–semiconductor (CMOS) jsou dnešní běžné sen-
zory používané pro získání digitálního obrazu. Jimi pořízené obrazy jsou postačující pro
mnoho účelů, ale v některých případech je vhodné mít k dispozici obrazy s větším rozliše-
ním. Možným řešením tohoto požadavku by bylo snížení velikosti pixelu (zvětšení počtu
pixelů na oblast) vytvořením menší jednotky senzoru. Bohužel, jak se velikost snímače
zmenšuje, zvyšuje se zavedený šum snímačem v obraze, který degraduje kvalitu obrazu
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pro pozdější použití. Jiným řešením by bylo zvětšení velikosti samotného čipu. Zvýšením
velikosti čipu dochází k zvětšení kapacitance, která je nežádoucí. HW řešení může být ne-
přípustné u některých komerčních řešeních, protože se zvyšuje cena za optiku a senzory
zařízení.
V rámci této diplomové práce jsou popsány vybrané techniky zvětšování obrazu a imple-
mentována knihovna pro zvětšování obrazu. U paralelizovatelných metod je využito výpočtů
na grafické kartě (General Purpose Graphical Processing Unit – GPGPU) k docílení co nej-
rychlejšího zpracování. Při zvětšování obrazu může docházet ke vzniku různých artefaktů.
Nejčastějším jevem je rozmazání hran v obraze, zvýšení již existujícího šumu anebo tzv.
ringing. Klasické metody zvětšování rozlišení se s tímto jevem vyrovnávají více či méně
úspěšně. Metody SR tyto problémy řeší na úkor rychlosti zpracování a často jim klasické
metody slouží jako podpůrná technika.
V kapitole 2 se zabývám základy signálového zpracování související s daným tématem.
Taktéž jsou zde popsány metody pro vyhodnocení kvality výsledných obrazů. Kapitola 3 po-
dává popis základních přístupů k zvětšování obrazu klasickými metodami a super-resolution
metodami. V následující kapitole 4 jsou popsány nezbytné základy GPGPU pro tuto di-
plomovou práci a určitá část textu je věnována operaci 2D konvoluce na GPU. V kapitole
5 popisuji způsob implementace knihovny od zvolených algoritmů, přes použité optimali-
zace až po rozhraní knihovny. Následující kapitola 6 je věnována provedeným testům, které




V této kapitole jsou popsány základy zpracování signálů a druhy možných efektů vznikají-
cích při zpracování. Dále jsou popsány používané metriky pro vyhodnocení kvality metod
zvětšování obrazu.
2.1 Základy zpracování signálů
Zpracování obrazu neodmyslitelně souvisí s teorií signálů, která zavádí důležité pojmy
zejména pro interpolační funkce používaných při změně velikosti obrazu, vzorkovací pojem
při snímání obrazu a Fourierovu transformaci jako nástroj pro analýzu vlastností filtrač-
ních / interpolačních funkcí. Při provádění filtrace je v časové doméně používána konvoluce,
která je typická pro zpracování obrazů na GPU. V této sekci vycházím především z knížky
[1].
Na snímané obrazy můžeme pohlížet buďto jako na deterministické vstupy nebo jako na
náhodné procesy, které vzorkujeme. Náhodné procesy jsou vhodné pro zašuměné vstupy,
ale z pohledu této práce a vysvětlení základních pojmů si vystačíme s deterministickými







δ(x− j∆x, y − k∆y) (2.1)
kde ∆x udává přírůstek mezi jednotlivými vzorky. V praxi je tento přírůstek ovlivněn
použitými senzory a tudíž neměnný. Vzorkovaný obraz FP (x, y) můžeme zapsat tedy jako
vzorkování ideálního obrazu reálného světa FI(x, y) s mřížkou S(x, y)





FI(j∆x, k∆y)δ(x− j∆x, y − k∆y) (2.2)
Vzorkování vstupního signálu lze vyjádřit také ve frekvenční doméně pomocí Fourierovy
transformace na signály FP (x, y), FI(x, y) a S(x, y). Po úpravách dostáváme podobný vzorec
jako 2.3







FI(ωx − jωxs, ωy − kωys) (2.3)
S procesem snímání často nemáme šanci cokoliv udělat a je dán spíše HW možnostmi.
Nicméně můžeme ovlivňovat způsob, jakým je signál převáděn na spojitý ze vzorkovaného.
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Při rekonstrukci signálu pomocí interpolace (bližší popis v sekci 3.1) provádíme konvoluci
s funkcí R(x, y), která má svojí přenosovou funkci R(ωx, ωy). Pokud provedeme rekonstrukci









FI(ωx − jωxs, ωy − kωys) (2.4)
Pro dokonalou rekonstrukci signálu je nutné, aby oblast rekonstrukční funkce byla pod
polovinou vzorkovací frekvence. Jinými slovy, vzorkovací perioda musí být rovna či menší
nežli polovina periody nejmenšího detailu obrazu. Tuto podmínku označujeme jako Nyquist
/ Shannon / Kotelnikův teorém.
2.1.1 Artefakty
V drtivé většině případů jsou pořízené obrazy dostupné pouze v jedné reprezentaci daného
rozlišení, diskrétní reprezentaci. Mezi dvěmi vzorky obrazu tedy neexistuje žádná hodnota
signálu, která by popisovala dodatečné vzorky. Z hlediska diskrétních signálů a reálného
světa neexistuje navíc ani žádná funkce, která by dokonale popisovala vztah světa a signálu.
Interpolační funkce (sekce 3.1) zavádí tedy určité předpoklady a snaží se pouze modelovat
neznámou funkci reálného světa.
Z rovnice vzorkování 2.2 lze vyvodit, že čím menší krok vzorkování bude, tím více se
vzorkovací funkce bude podobat reálné funkce, ze které byla vzorkována. Podmínkou tohoto
vzorkování je, že fh(hk) = f(hk) pro k ∈ Z. Zmenšení vzorkovacího kroku není však vždy
možné a přímo by ovlivňovalo vlastnosti HW senzoru. V důsledku modelování světa funkcí
fh zavádíme nepřesnosti do obrazu a vznikají tak artefakty.
Vlastnosti jednotlivých vzorkovacích funkcí lze popisovat pomocí analýzy jejich impulsní
odezvy ve frekvenční doméně. Používaným způsobem je vizuální hodnocení po provedení
interpolace, kterou lze vyhodnotit i objektivními metrikami (sekce 2.2). V důsledku použi-
tého modelu se projevují základní čtyři artefakty, kterými jsou aliasing, rozmazání, blocking
a ringing [2].
Aliasing
Pokud jsou data špatně navzorkována, vzniká při jejich rekonstrukci jev, který nazýváme
aliasing. Ten je dán špatným vzorkováním, kdy dochází k překryvu spekter vzorkovaných
dat. Proto je nutné, aby byla splněna Nyquistova podmínka a spektra vzorků se tedy
nepřekrývala. Lze také použít antialiasingový filtr, který zabraňuje překryvu spekter a
snižuje tak míru aliasingu, nicméně dochází k ořezu informace. Filtr musí být umístěn
před fází vzorkování, jinak by zavedený alias nebylo již možné ze signálu odstranit.
Aliasingový artefakt bývá nazýván pravým artefaktem, protože je v podstatě vždy pří-
tomen. Při pořizování obrazu je spojitá analogová informace diskretizóvana. V optice je
tato chyba označována jako moiré patterns.
Rozmazání
Artefakt spojený s aliasingem je rozmazání, které se obvykle vyskytuje zároveň s aliasingem.
Při použití vzorkovací funkce, která je příliš odlišná od ideální vzorkovací funkce sinc,
dochází k aliasingu a rozmazání. Pokud je kvalita interpolace nedostatečná, dojde zejména
při opakované operaci nad obrazem k viditelnému rozmazání.
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Blocking
Konečnost použitých interpolačních funkcí způsobuje artefakt blockingu. Ten je dán tím,
že každá hodnota pixelu je limititována počtem podpůrných pixelů při její rekonstrukci.
To ústí ve tvorbu opticky viditelných hran u interpolačních funkcí, které obsahují ostré
přechody (např. nearest-neighbour (3.5)). Artefakt se projevuje zejména při extrémních
zvětšení obrazu. Artefakt stejného názvu vzniká při kompresi obrazu, jehož původ je jiný
a jde o dva různé artefakty.
Ringing
Ringing by se dal do češtiny přeložit jako
”
kroužkování“ dle vizuálního vlivu na obraz -
v místě vzniku se vytváří kruh. V konečném výsledku se tvoří tyto kruhy podél hran a
vytváří tak vadu, kterou nazýváme
”
duchové“.
Samotný vznik tohoto artefaktu je dán oscilační povahou interpolačních funkcí. V místě
prudkých změn hodnot (tedy na hranách) dochází při filtraci aproximací obdélníkového
filtru k zákmitům. Tento efekt vytváří již zmíněné duchy a je taky označován jako Gibbsův
efekt, který je protějškem Machova fenoménu [2].
2.1.2 Převzorkování obrazu
Důležitou částí při změně velikosti obrazu je převod obrazu z diskrétní funkce na spojitou,
aby bylo možné rekonstruovat obraz s použitím některého z interpolátorů. V počítačové
grafice se používá často afinní transformace bodů pro vypočtení nových pozic bodů pro
operace změny velikosti. Aby bylo možné vyjádřit jakoukoliv afinní transformaci pomocí
násobení matic s body, používají se homogenní souřadnice. Pro potřeby změny velikosti
2D obrazu a této diplomové práce je tento způsob nevyhovující. Hledanou transformaci lze
zapsat rovnicí 2.5, kde u,v jsou celočíselné koordináty v původním obraze I, x a y mapovací
funkce pro souřadnice bodu a T pozice bodu ve výsledném obraze.
T (u, v) = [x(u, v), y(u, v)] (2.5)
Předložená funkce z hlediska změny velikosti obrazu může být chápána jako separabilní
funkce. Tedy funkce x je závislá pouze na vstupním parametru u a funkce y obdobně na
parametru v. Z toho vyplývá, že cílové pozice pro každou dimenzi je možné určit zvlášť,
čehož lze použít u separabilních interpolačních metod. Pro GPU je tento přístup výhodný,
protože při zpracování dimenze je třeba vypočítat pozici pixelu pouze pro danou dimenzi.
Pozice v ostatních dimenzích zůstávají stejné, což zaručuje, že pro každou dimenzi je pozice
nového pixelu počítána právě jednou. Pro mapování existují dva možné přístupy.
Prvním z přístupů je přístup source to target. Tento přístup mapuje pozice pixelů zdro-
jového obrazu na pixely cílového obrazu a provádí tak transformaci ve smyslu vzorce 2.5.
Při použití tohoto algoritmu nastává komplikace s nutností určení nových pozic pro všechny
potřebné pixely, ze kterých má být nový pixel vypočten.
Druhý přístup se jmenuje target to source a provádí mapování pixelů HR mřížky do LR
mřížky při zachování pozic pixelů LR obrazu. Metoda provádí tedy inverzní transformaci T ′
k určení LR pozic HR pixelů. Když už je pixel namapován do LR mřížky, tak dle definice
použitého interpolátoru potřebuje pouze pixely z okolí daného poloměrem interpolátoru.
Nemusí tedy přepočítávat koordináty pixelů LR mřížky, aby určil pixely, které se zúčastní
výpočtu hodnoty HR pixelu.
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2.2 Vyhodnocení kvality
Procesem zvětšení obrazu zanášíme do obrazu širokou škálu artefaktů, jejichž míru působení
bychom potřebovali umět změřit. V aplikacích určených pro lidské zpracování je jedinou
korektní metodou hodnocení lidmi samotnými. Nicméně takový systém hodnocení kvality
je nákladný, neurčitý, neobjektivní a používán spíše ve zpracování řečových signálu, kde na
tomto systému jsou postaveny metody MOS, DRT. Proto se používají objektivní hodnocení
kvality vzniklého obrazu.
Metody používané pro hodnocení kvality obrazu můžeme rozdělit do několika kategorií.




slepé“) nemají k dispozici žádný vzorek
k porovnání. Pokud máme k dispozici pouze příznaky pro obraz, můžeme použít metody
částečného vyhodnocení kvality (
”
reduced-reference quality assesment“). Nejzajímavějšími
jsou metody, kdy máme k dispozici referenční snímek HR obrazu, oproti kterému můžeme
porovnávat výsledky. Takové metody jsou označovány jako
”
full reference“.
Klasické metody jako SNR, MSE získaly svou popularitu díky jednoduchosti svého vý-
počtu, úrovni pochopitelnosti a vhodnosti z matematického hlediska. Neodrážejí však způ-
sob jakým lidský vizuální systém pracuje (Human Visual System, HVS). Z těchto důvodů
se používají na vyhodnocení i jiné metody, které mají blíže k HVS.
2.2.1 Klasické metody
Mezi klasické metody řadím v této práci metriky, které jsou obecně používány ve zpracování
signálů bez zaměření na konkrétní typ vstupu [1]. Použití těchto metrik na obraz nemusí být
dostačující z hlediska HVS, ale jejich význam je obvykle lehce interpretovatelný. Také jsou
používány pro porovnání obrazů v několika článcích zabývajících se zvětšováním obrazu.
Ve snaze zlepšení vlastností daných metrik lze transformovat obrazy do prostoru dle HVS.
Mean squared error (MSE) 2.6 mezi diskrétními obrazy F (x, y) a Fˆ (x, y) je definována
jako
ξMSE = E{|F (x, y)− F̂ (x, y)|2} (2.6)
kde E{·} je operátor očekávání (estimator). MSE tedy je průměrnou hodnotou čtverců
chyb mezi originálním (v našem případě HR) obrazem a porovnávaným obrazem. Čím
menší MSE je, tím menší chyba byla zanesena v procesu zvětšení obrazu a metoda tedy
přesněji odhaduje chtěný HR obraz. Normalizováním dostaneme Normalized MSE (NMSE)
2.7
ξNMSE =
E{|F (x, y)− F̂ (x, y)|2}
E{F (x, y)} (2.7)
Používanou metodou ve zpracování signálů je Signal-to-Noise Ratio (SNR,
”
podíl sig-
nálu k šumu“), která je primárně určena pro digitální signály, nicméně může být použita
pro jakoukoliv formu signálu. SNR 2.8 vyjadřuje podíl signálu k šumu v signálu a je měřen
v decibelech.







F (x, y)− Fˆ (x, y)
]2
 (2.8)
S použitím MSE lze pak definovat Peak SNR (PSNR), která bere v potaz maximální hod-
notu signálu. V případě šedotónových obrazů je maximální hodnota signálu rovna 255
8
(předpoklad 8 bitů na pixel). Stejně tak jako u SNR jsou používanou jednotkou decibely.







Zajímavou metodou, která už vyžaduje určitou účast člověka, je použití charakteristického
vstupu, který je obecně těžce interpolovatelný bez větší ztráty kvality a lze jej synteticky
vytvořit [3]. V uvedené metodě je použita rotace, kvůli nejednoznačnosti metod zvětšování,
což nijak neovlivňuje použití v této práci. Postup rotuje obraz kolem svého středu o daný
úhel a opakuje tak dlouho, dokud není obraz opět v původní poloze jako před rotací.
Konkrétní hodnoty z uvedeného zdroje jsou 5 stupňů pro rotaci a po dosažení 180◦ použití
bezztrátového převrácení k uvedení obrazu do počáteční polohy. Na uvedeném obraze jsou
pak počítány nedegradované světlé pruhy. Stejná operace se provádí se svislými čárami pro
znázornění efektu operací na hranách.
Pro rigidnější přístup respektující HVS lze použít metriku SSIM [4] – Structural Simila-
rity. Tato metrika předpokládá, že HVS je založen na zpracování strukturálních informací.
Metoda spočívá v porovnání tří složek: jasu, kontrastu a struktury. Tyto tři porovnání jsou
poté sloučeny do funkce S(x, y).
S(x, y) = f(l(x, y), c(x, y), s(x, y)) (2.10)
kde l(x, y) je funkce porovnávající jas obrazů (2.11), c(x, y) funkce poronávající kontrast
obrazů (2.12) a s(x, y) funkce porovnávající strukturu obrazů (2.13). Pro porovnání ob-


















Konstanty C1, C2 a C3 jsou dány dle rovnice 2.14
Ci = (KiL)
2 (2.14)
kde L je dynamický rozsah hodnot pixelů (255 pro osmibitové / šedotónové obrazy) a K
konstanta splňující K  1. Nakonec jsou porovnání složek sloučeny do funkce 2.15. Při
zvolení konstant α = β = γ = 1 a konstant C3 =
C2
2
dostáváme finální podobu funkce
SSIM metody pro porovnání obrazů 2.16.
S(x, y) = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ (2.15)
S(x, y) =












V této kapitole jsou popsány interpolační a super-resolution metody. Čtenář se obeznámí
s principem interpolačních metod a jejich vztahem s převzorkováním. Následuje popis zá-
kladních interpolačních funkcí a jejich vlastností. V druhé sekci textu jsou základní přístupy
pro SR metody.
3.1 Interpolační metody
Tradičním způsobem pro změnu velikosti obrazu je převzorkování (
”
resampling“). To je
společné pro více transformací nad obrazem včetně rotace, změny velikosti, perspektivní
projekce a jiných. Lze jej rozdělit do dvou kroků: interpolaci diskrétního obrazu na sou-
vislý obraz a vzorkování interpolovaného obrazu. V kontextu zvětšování obrazu a tvorby
HR obrazu jsou převzorkovací metody referovány jako interpolační a samotné fáze inter-
polace a převzorkování se mísí, protože vzorkování interpolovaného obrazu je ekvivalentní
interpolování obrazu vzorkovanou interpolační funkcí [5].
Výsledek interpolace je dán vlastnostmi použité interpolační funkce. Pak můžeme po-
hlížet na interpolaci jako na modelově založenou rekonstrukci dat z diskrétního vstupu
v rámci známého rozsahu [2]. V případě zpracování obrazu na počítači pracujeme vždy
s diskrétními hodnotami uloženými v Karteziánské mřížce. Pro metody interpolace, které
jsou dále popsány, je taková reprezentace předpokladem. Vlastnosti samotných interpola-
čních funkcí způsobují artefakty, které byly popsány v sekci 2.1.1. Ideální převzorkovací
funkce sinc je těchto artefaktů prosta, ale máme k dispozici pouze N vzorků této funkce
a pro jakékoliv N < ∞ dochází k oseknutí frekvencí. Při interpolaci je tedy třeba počítat
s tím, že je to pouze technika signálového zpracování a jako taková nepřidává do obrazu
další informace. Super-resolution metody (sekce 3.2) se snaží o jisté napravení neduhů způ-
sobených interpolačními funkcemi.
Při interpolaci předpokládáme, že (i) interpolovaná data jsou definována souvisle, (ii)
lze vypočítat interpolovaná data v jakémkoliv rozsahu z dat vstupních a (iii) je-li pozice
(x, y) v interpolovaném obraze vzorkem ve vstupu, mají tyto vzorky stejnou hodnotu.
Interpolační část převzorkování je zodpovědná za vytvoření dvou dimenzionálního spo-
jitého signálu s(x, y) z diskrétních vzorků s(k, l), kde s, x, y náleží interpolovanému a k, l
náleží vstupnímu obrazu [6]. Z tohoto vyplývá, že hodnoty na pozicích (x, y) musí být od-
hadnuty z diskrétních sousedů těchto bodů. Toto můžeme formálně zapsat jako konvoluci
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Obrázek 3.1: Rozdíl mezi separabilní (vpravo) a neseparabilní (vlevo) interpolační funkcí
[2].






s(k, l) · h(x− k, y − l) (3.1)
Výše uvedená rovnice je jedním ze způsobů zápisu konvoluce, což je důvodem, proč se někdy
interpolační metody označují jako kernelové metody. V takovém případě jsou jednotlivé
interpolační funkce nazývány kernely (jádra).
Důležitou vlastností mnoha interpolačních jader je jejich symetričnost a separabilita [2]
umožňující zapsat jádro jako součin horizontálních a vertikálních částí jádra
h(x, y) = h(x) · h(y) (3.2)
Fázová odezva použitého filtru (jádra) nezpůsobuje žádný fázový posun, čímž máme za-
jištěno, že nedochází k fázové degradaci. Tato vlastnost je u všech jader popsaných níže
v textu s vyjímkou nejbližšího souseda. Z pohledu samotných výpočtů umožňuje separa-
bilita jader výpočet výsledného obrazu po řádcích a po sloupcích. Separabilní jádra jsou
také méně náročná na výpočet, co se týče počtu potřebných operací na jeden bod interpo-
lovaného obrazu (obrázek 3.1). Z potřebných n×m operací pro jeden výsledný element je
vyžadováno pouze n+m operací. V případě čtvercového jádra je tedy odstraněna kvadra-
tická závislost počtu operací na lineární.
Interpolačních funkcí je velký počet, ale všechny mají jeden základ a tím je ideální inter-
polační funkce - sinc funkce. Tato funkce je považována za grál interpolačních funkcí, trpí
však několika chybami, které ji, jako takovou, činí nepoužitelnou. Jak bylo již dříve zmí-
něno, signál lze přesně rekonstruovat pokud je pásmově ohraničen a je splněna Nyquistova
podmínka. Interpolace je přesným opakem vzorkování, kdy převádíme diskrétní signál na
spojitý. Pro vytvoření pásmově ohraničeného signálu se nabízí využití ideální nízko pásmové
propusti v frekvenční doméně. Z výpočetního hlediska se provádí filtrace v prostorové do-





Z analýzy Fourrierovy transformace funkce sinc víme, že by bylo potřeba nekonečně
mnoho koeficientů, aby bylo možné vytvořit ideální rekonstrukční filtr. V počítačích však
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platí, že počet použitelných vzorků N je vždy menší nežli nekonečno z důvodu omezeného




Ještě před popisem jednotlivých interpolačních funkcí je třeba definovat pojem interpo-
látoru. Pokud vezmeme v úvahu jakoukoliv interpolační funkci h(x), můžeme porovnat její




h(x) ≡ 0, |x| = 1, 2, . . . (3.4)
nazýváme daný filtr interpolátorem. Naopak, pokud podmínku nesplňují, je daný filtr na-
zýván approximátorem.
Interpolátory můžeme rozdělit na dvě třídy: aproximace hideal a interpolátory používa-
jící nějakou okénkovací funkci.
3.1.1 Aproximace ideální sinc funkce
Nejjednodušším způsobem aproximace sinc funkce je interpolace nejbližšího souseda (
”
nea-
rest neighbor interpolation“). Pro jednorozměrný interpolovaný signál s(x) je na pozici x
použit pouze nejbližší soused ze vstupního signálu s(k). Jelikož je potřeba pouze jedné
hodnoty, je N = 1 a jádro definováno jako 3.5. Zvláštností metody nejbližšího souseda
narozdíl od ostatních metod je způsobení subpixelového posuvu v rozměrovém prostoru.
Oproti vzorkovanému signálu je vzniklý signál posunut o polovinu délky interpolovaných
rozměrů. Z toho pramení nevhodnost metody v aplikacích, kde je vyžadována subpixelová
přesnost nebo je interpolováno do velkých rozměrů.
hnearest(x) =
{
1, 0 ≤ |x| ≤ 0.5
0, jinak
(3.5)
Známou a používanou interpolační metodou pro obrazy je interpolace bilineární. Ta
potřebuje pro pozici (x, y) v s(x, y) čtyři vzorky z původního obrazu s(k, l). Nicméně,




1− |x|, 0 ≤ |x| ≤ 1
0, jinak
(3.6)
Lineární interpolace je v podstatě váhování hodnot na základě vzdálenosti se zanedbáním
hodnot vzdálenějších nežli 1 od počítané hodnoty. To má za následek zeslabení vysokých
frekvencí a zavedení aliasingu. Bilineární interpolace je pak dána aplikací lineárních inter-
polací v horizontálním a poté vertikálním směru nebo naopak.
Populární třídou aproximací jsou různé druhy polynomů. Těch opět existuje větší množ-
ství. Jedním ze zástupců těchto metod je použití Catmull-Rom křivky (3.7). Interpolace
touto křivkou produkuje poměrně kvalitní výstupy s mírným rozostřením. Jinou oblíbe-
nou interpolační funkci tohoto druhu je bikubická interpolace, která je často používána
v počítačové grafice zabývající se vykreslováním pomocí OpenGL / DirectX.
hcatrom(x) =

0.5 (4 + x (−8 + x (5− x))) , 1 ≤ |x| ≤ 2
0.5
(





Aby mohla být ideální interpolační funkce hideal(x) použita, je třeba pracovat s její oseknu-
tou variantou, kdy je využita jen část vzorků funkce. K získání nové funkce se ve zpracování
obrazů používá ořezávací okno w(x), které na definovaném intervalu nabývá konstantní




hideal(x) · w(x), 0 ≤ |x| ≤ N/2
0, jinak
(3.8)
Technika oříznutí sinc funkce vynásobením s oknem konečných rozměrů se nazývá
”
apodi-
zation“. Nejjednodušším případem je oříznutí obdélníkovým oknem, které za rozměry N/2
vzorků utlumuje (nuluje) sinc funkci. Použité okno dále upravuje impulsní odezvu daného
jádra. Použití apodizačních oken je rozšířenou technikou ve zpracování signálů a existuje
jich velké množství. Proto uvádím pouze ty okna w(x), které jsou významné pro změnu ve-
likosti obrazu. Popsání zbytku oken si neklade tato práce za cíl. Apodizačním oknem může
být například i obdélníkové okno, které v podstatě znamená nepoužití okna a pronásobení
hideal po celé definici hodnotou 1. Jako nejkvalitnější interpolátory pro obraz jsou uváděna
Blackman-Harrisovo a Kaiser-Besselovo okna.
Smith [7] uvádí Blackmanovo okno (3.9) spolu s Hammingovým oknem jako jediné dvě
hodné používání. Výběr konkrétního okna je autorem ponechán na okolnostech. Zatímco
Hammingovo okno má při frekvenční odezvě obdélníkovitější průběh a blíží se tedy více




hideal(x) · (0.42 + 0.5 cos (pixr) + 0.08 cos (2pixr)) , 0 ≤ |x| ≤ r
0, jinak
(3.9)
Velmi populárním a rozšířeným oknem, narozdíl od dvou předešlých, v programech
disponujících změnou velikosti obrazu, je Lanczosovo okno (3.10). Pro zpracování obrazu
je důležité, že použitím Lanczosova interpolátoru jsou v rozumné míře zachovány hrany





, 0 ≤ |x| ≤ r
0, jinak
(3.10)
Známým oknem je také Hanningovo okno (3.11), kterému se také říká zvýšený kosinus
(raised cosinus). Toto okno se snaží odstranit Gibbsůb fenomén při interpolaci obrazu.
hHanning(x) =
{




Metody Super-Resolution (SR) přistupují k zvýšení pixelové hustoty a tedy vytvoření HR
obrazu jiným způsobem, který může zahrnovat klasické konvoluční metody, počítačové vi-
dění, databáze a mnoho dalších technik [8], [9]. Co odlišuje SR metody od interpolačních je
fakt, že zahrnují mnohem menší množství artefaktů do finálních obrazů. Toho se dá využít
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v mnoha odvětvích, ve kterých je nutné pracovat se snímky, které jsou původně v nízkém
rozlišení. Jednou možností použití je aplikace selektivního zvětšování částí obrazu pro po-
třeby kriminalistiky a bezpečnosti. V případě nepohyblivých či málo pohyblivých objektů,
jako jsou například snímky z LANDSAT, lze použít více snímkové metody pro vytvoření
HR obrazu. Stejného principu se používá také u magnetické rezonance a počítačové tomo-
grafie. Svoji roli hrají SR metody u převodu NTSC video signálů do vyššího rozlišení za
účelem zobrazení na HDTV displejích bez rušivých artefaktů.
Super-resolution metody můžeme řadit do kategorií z několika hledisek. Z pohledu po-
třebného vstupu můžeme rozdělit metody na více snímkové (multi image) a jednosnímkové
(single image). Více snímkové metody vycházejí z více LR obrazů, které vhodným způso-
bem kombinují do požadovaného HR obrazu. Ovšem ne vždy je možné poskytnout více
LR obrazů a v tom případě jsou vhodné metody vycházející z jednoho snímku využívající
faktu, že vzory v obraze nebývají zpravidla zcela unikátní a jsou opakující se napříč celým
obrazem.
Jiným kritériem dělení by mohlo být řazení dle použitých algoritmů. Nicméně zde
je obtížné čistého zařazení metod do kategorií, jelikož většinou používají více přístupů.
Jsou k dispozici metody, které vyloženě pracují ve frekvenční oblasti, většinou s využitím
diskrétní Fourierovy transformace. Poměrně odlišným přístupem jsou metody používající
POCS, které pracují s obrazem jako s konvexními množinami. Dalším často využívaným
způsobem je pojetí celého procesu jako více krokového procesu zahrnující registraci bodů,
jejich projekci do HR mřížky a odfiltrování šumu.
SR metod existuje velké množství, proto v následujícím textu jsou popsány pouze me-
tody důležité pro tuto práci. Blízkým tématem SR jsou metody pro rekonstrukci obrazů,
které obraz nezvětšují, ale snaží se obnovit původní obraz z degradovaného vstupu (šum,
rozmazání pohybem, . . . ).
3.2.1 Pozorovací model
Jedna z odlišností super-resolution metod je jejich snaha o odhadnutí způsobu, jakým HR
obraz vzniká a jaká je jeho souvislost s LR obrazy. K detailnější analýze této otázky zavádí
pozorovací model, který modeluje vztah HR a LR obrazů [8].
Nejprve je třeba si definovat prostorové charakteristiky HR obrazu. Mějme označení
pro jeho dimenze L1N1 × L2N2 , kde L1,L2 jsou podvzorkovávací proměnné a N1,N2
rozměry v dimenzích. Pro snažší notaci je také využíván zápis obrazu jako vektoru x =
[x1, x2, . . . , xN ], kde N = L1N1 · L2N2. Uvažované LR obrazy mají jednotnou velikost
N1 × N2 a k-tý LR obraz zapisujeme ve vektorovém tvaru jako yk = [yk,1, yk,2, . . . , yk,M ],
kde M = N1 · N2. Při vzniku LR obrazu se uvažuje působení podvzorkování (D), rozma-
zání (Bk), zkroucení obrazu (”
image warping“, Mk) a přídavného šumu (nk). To lze vyjádřit
modelem
yk = DBkMkx+ nk, 1 ≥ k ≥ p (3.12)
Pro LR obrazy lze pozorovací model vyjádřit také diskretizováním spojité scény. Naroz-
díl od rovnice 3.12 zde vystupuje pouze jedna matice, která v sobě obsahuje rozmazání,
podvzorkování a zkroucení.
yk = Wkx+ nk, 1 ≥ k ≥ p (3.13)
Klasickým přístupem metod super-resolution je pak zjištění subpixelových posunů vlivem




Hlavními přístupy pro metody super-resolution jsou metody pracující v časové / prostorové
doméně. Nejčastěji jsou použity maximum a-posteriori aproximace a POCS.
Pravděpodobnostní metody
Při SR metodách je výhodné zavést a-priori omezení, protože samotné SR je z matematic-
kého hlediska nejednoznačný problém. A-priori omezení je důležité kvůli inverzní povaze
SR k podvzorkování, při kterém se informace ztrácí. Bayessiánský přístup je synonymem
pro Maximum A-Posteriori odhad [10].
Při uvažování observačního modelu 3.13 můžeme uvažovat hledaný obraz xˆMAP pro
které je posteriorní funkce Prx|y maximální.
xˆMAP = argmax [Pr {x|y}] (3.14)







Díky nezávislosti MAP na y můžeme čitatele z rovnice 3.15 odstranit. Pro zjednodušení
rovnice se maximalizační funkce převádí na logaritmus a získáváme tak
xˆMAP = argmax [logPr{ y|x }+ logPr{x }] (3.16)
kde logPr {y|x} je tzv. log-likelihood funkce a logPr {x} a-priori hustota x. K samotnému
využití myšlenky MAP pak přistupují jednotliví autoři různě.
Robustní vícesnímková SR
Jako zástupce SR metod používajících MAP a více snímků jsem vybral pro tuto práci
metodu dle Farsiu [11], který navrhl metodu stavějící na L1 minimalizaci a robustní regu-
larizaci pro vypořádání se s šumem v různých typech vstupních obrazů. Model degradace
HR snímku, se kterým metoda pracuje, byl popsán v sekci 3.2.1. Metodu lze rozdělit na dvě
zásadní části – sloučení (fúzi) dat a robustní regularizaci – po jejichž dokončení je k dispo-
zici nový odhad HR snímku. Na obrázcích 3.2, 3.3 a 3.4 jsou diagramy metody znázorňující
algoritmus dané metody.
Odhad HR snímku není závislý pouze na LR snímcích, ale také na použitých předpo-
kladech o datech a modelu šumu. V případě, že jsou tyto předpoklady mylné, způsobí od-
hadování značnou degradaci obrazu. Pokud jsou v datech i outliers (data vybočující mimo
předpokládaný model), bude odhad produkovat chybné výsledky. Pro sledování chování
odhadů použili autoři měření zlomových bodů (breakdown point). Ty jsou definovány jako
nejmenší procento outlierů, které způsobí ovlivnění odhadu. Například pro vážený průměr
je hodnota zlomového bodu rovna 0, protože dojde vždy ke změně odhadované hodnoty.
Medián narozdíl od vážené průměru má hodnotu zlomového bodu rovnu 0.5, což je zároveň
nejvyšší možná hodnota.
Na základě zmíněného měření zvolili autoři Lp minimalizační kritérium pro fúzi dat.
V závislosti na hodnotě parametru p se kritérium blíží mediánu (p = 1) nebo odhadu
metodou nejmenších čtverců (p = 2). Pro další práci s pozorovacím modelem lze využít
komutativnosti matic pro atmosférické rozostření H a translaci F . Výsledkem této úpravy
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je rovnice ve formě 3.17, kterou při substituci Z = HX lze upravit na rovnici 3.18. Obecná
gradientní funkce z této rovnice je rovnice 3.19, která má specializované podoby pro L2
(3.20) a L1 (3.21) normalizaci. Gradient G1, kde každý element odpovídá jednomu elementu
Z, je agregátem působení všech LR snímků. Při G1 = 0 by měly odpovídat hodnoty Z












































V případě nedourčených případů (undertermined) je dostupné pouze jedno měření pro
každý pixel HR obrazu a proto je třeba použít regularizačního termu pro odstranění outlierů.
Přidáním regularizačního termu do obecné rovnice cenové funkce 3.22 vzniká rovnice 3.23,
kde λ je regularizační parametr udávající váhu pro regularizační
”
cost“ funkci Υ(X). Jedna
z používaných regularizačních funkcí je Tikhonova funkce. Autoři nicméně použili funkci
založenou na totální variaci – bilaterální totální variaci (BTV). Totální variace penalizuje
celkové množství změny v obraze L1 normou změřené síly gradientu 3.24. Oproti jiným
způsobům TV zachovává hrany v rekonstruovaném obraze. Na základě TV pak Farsiu
definoval BTV regularizační funkci (3.25), kde Slx a S
k
y posouvají odhad HR obrazu X
o l, resp. k pixelů ve vertikálním / horizontálním směru. Pro skalární parametr α platí














ρ (Yk, DkHkFkX) + λΥ(X)
]
(3.23)







α|m|+|l|||X − SlxSmy X||1 (3.25)
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Obrázek 3.2: Blokové schéma pro robustní SR metodu dle vzorce 3.26. Obrázek byl převzat
z [11].
Spojením obou částí do jedné rovnice dostáváme rovnici 3.26, která naznačuje iterativní
povahu výpočtu. Parametr β definuje váhu kroku ve směru gradientu, S−lx a S−my jsou opět
translační posuny, tentokráte v opačném směru k Slx a S
m
y .

















I − S−my S−lx
]
sign(X̂n − SlxSmy X̂n)
 (3.26)
Obrázek 3.3: Diagram výpočtu datové fúze SR metody. Schéma doplňuje 3.2.
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Obrázek 3.4: Diagram výpočtu části BTV regularizace. Schéma doplňuje 3.2.
POCS
POCS (Projection Onto Convex Sets) [12] označuje celou rodinu algoritmů, které se liší
především použitým vstupem, nad kterým je metoda prováděna. Požadované vlastnosti re-
konstruovaného signálu mohou být definovány jako jednotlivé konvexní signálové množiny,
které mohou být dále brány jako konvexní množiny omezené svými parametry. Při kon-
krétním použití je pak vstupní signál mezi těmito množinami iterativně projektován a
po nějakém počtu iterací konverguje do signálu, který splňuje nebo alespoň se blíží všem
požadovaným vlastnostem, které byly definovány konvexními množinami. Jinými slovy, po
dosažení konvergence náleží výsledný signál průniku všech konvexních množin. Zavádíme
tedy do procesu rekonstrukce HR obrazu prior, který je reprezentován omezujícími množi-
nami. Hlavní otázkou metod používajících POCS tedy je, jak správně navrhnout omezující
konvexní množiny.
Pro rigidnější popis POCS je třeba zavést matematické chápání konvexní množiny a tu
rozšířit o pojem uzavřenosti množiny. Mějme množinu A, vektory u1 ∈ A, u2 ∈ A a číslo α,
pro které platí 0 ≥ α ≤ 1. Pak můžeme říct, že pokud pro všechny body u3 ∈ A, které jsou
dány lineární kombinací vektorů u1 a u2 takovou, že u3 = u1α + u2 (1− α), pak můžeme
říct, že množina A je konvexní množinou. Pokud existuje jakýkoliv bod u3, pro který není
splněna podmínka konvexnosti, pak není množina konvexní. O uzavřené konvexní množině
hovoříme tehdy, pokud je její součástí také její uzávěr. Uzavřenost pak umožňuje projekce
signálů na množiny.
Samotnými projekcemi dostaneme signál ležící v průniku všech množin. Mějme m uza-
vřených konvexních množin Ci, které jsou definovány jako množiny vektorů splňující určitou
vlastnost. Předpokladem, že tyto množiny mají neprázdný průnik, nicméně samotná me-
toda POCS umožňuje použití váhovacích koeficientů pro případy, že průnik je prázdný.
Pro získání výsledku, který leží na konvexní množině Cs = ∩mi=1Ci potřebujeme rekurzivní
projekci
xn+1 = PmPm−1 . . . P2P1xn (3.27)
kde x0 je počáteční vstupní signál označovaný jako
”
initial image“ (získaný např. bilineární
interpolací) a Pi je projektor na množinu Ci. Použití jednotlivých projektorů je mnohem
jednodušší nežli hledání celkového projektoru Ps, který by provedl projekci na množinu Cs.
Konvexní signálové množiny mohou pak být chápány jako pásmově ohraničené signály,
konstantní signály (např. na určitém pásmu ve frekvenční doméně), omezené signály a další
případy.
Příkladem množiny Ci může být hodnotové ohraničení signálu v časové doméně. Pokud
máme signál x(t) a ohraničující práhy pro hodnoty vlow, vhigh, pak můžeme zapsat množinu
jako
Ci = {x(t)|vlow ≥ x(t) ≥ vhigh} (3.28)
I přes poměrně složitou reprezentaci je potřebná projekce jednoduchá a může být znázor-







Obrázek 3.5: Znázornění způsobu projekce pro množinu z rovnice 3.28. Signál x(t) je pů-
vodní signál a PCx(t) je projektovaný signál. Obrázek je převzat z [12].




Výpočetní technika a zejména procesory zažily v posledních dekádách prudký vývoj, kdy
se výrazně zvýšil výkon a obecné možnosti pro výpočty. Pro programy na těchto strojích
bylo typické sekvenční provádění programů, které se ve velké míře používá dodnes, a také
Moorův zákon. Postupem času se ukázalo, že nárust výkonu pomocí zvyšování kmitočtu pro-
cesorů má své limity a začaly se vyvíjet paralelní procesory VLIW a více jádrové procesory.
Nový rozměr pro paralelizaci výpočtů poskytují grafické karty s jejich velkým výpočetním
potencionálem a poměrně nízkou pořizovací cenou.
Pro většinu paralelizovatelných algoritmů platí, že je možné je rozdělit do více menších
částí z nichž některé jsou vykonávány vícekrát. Celkové zrychlení takového kódu pak vyja-
dřuje Amdahlovo pravidlo [13]
S (N) =
1
(1− P ) PN
, (4.1)
kde N je počet paralelně pracujících procesorů a P je část kódu, kterou možné paralelizovat.
Toto zrychlení je, ale ve skutečnosti o něco menší díky operacím, které je potřeba provést
před samotným spuštěním urychlené části programu. Jinou formulaci stejného problému
poskytuje Gustafsonův zákon [13]. U GPGPU představuje značnou část této doby kopíro-
vání dat na grafickou kartu a zpětné čtení výsledků. Kromě tohoto zpoždění je třeba řešit
i jiné problémy, jako je nezávislost dat,
”
race conditions“ při zapisování výsledků či jiný
způsob přístupu k datům na grafických kartách. Velký dopad na rychlost paralelizace má
také synchronizace vláken, kde je nejvhodnější mít vlákna nezávislá na výpočtech ostatních
vláken. Algoritmy zpracování rastrových obrazů bývají nezávislé na svém okolí, což je činí
ideálními kandidáty pro GPGPU výpočty.
4.1 OpenCL, CUDA
Tyto dvě knihovny pro GPGPU umožňují programátorovi využít sílu grafických karet pro
obecné výpočty. Za knihovnou CUDA [14] stojí společnost Nvidia, která podporuje pouze
karty své značky, a za knihovnou OpenCL [15] konsorcium Khronos, které se snaží o podporu
paralelizace na grafických kartách, ale také na procesorech.
Pro potřeby této práce je nutné si vymezit některé pojmy týkající se modelu spouštění
kernelů. Detailnější popis lze nalézt v příručkách ke knihovnám. Vlákna spouštěna na GPU
jsou organizována do globální pracovní skupiny (
”
global work-group“), která udává celkový
požadovaný počet vláken, které se mají spustit. Globální skupina je dále členěna na lo-
kální pracovní skupiny (
”




Obrázek 4.1: Znázornění způsobu naivní konvoluce tak, jak by mohla být implementována
na GPU. Převzato z [16].
items“) mohou mezi sebou komunikovat. Ovšem jednotlivé pracovní skupiny mezi sebou
komunikovat nemohou a tedy jejich výsledky jsou synchronizovány až po dokončení běhu
kernelu. Posledním důležitým pojmem je WARP. Ten v rámci pracovní skupiny sdružuje
vlákna, které vykonávají stejnou instrukci. Pokud jen jediné vlákno z WARPu provádí jinou
instrukci na základě podmíněného skoku, označujeme tento WARP jako divergentní.
4.2 Konvoluce na GPU
Konvoluce popsaná rovnicí 3.1 je v oblasti zpracování obrazu klasickým algoritmem, který
lze poměrně dobře paralelizovat na GPU, zejména pokud je konvoluční jádro separabilní.
Vzhledem k množství metod, ve kterých je konvoluce použita, má smysl se snažit tuto
operaci paralelizovat na GPU. Je však třeba zvolit jiný přístup než by byl použit u naivní
implementace na CPU.
Naivní CPU implementaci, která vychází přímo z definice konvoluce, lze znázornit obráz-
kem 4.1. Pro každý výstupní element je nutné provést n×m operací násobení s konvolučním
jádrem, které má velikost n×m, a stejný počet přičtení do akumulační proměnné, která je
po normalizaci uložena do výsledného elementu. Nejčastěji se uvažuje jádro čtvercové o ve-
likosti n×n, počet operací tedy roste kvadraticky s velikostí jádra. Naivní implementaci lze
samozřejmě vylepšit použitím separabilních jader, které významně redukují počet operací
na n+m. V případě CPU implementace je výhodné, že není třeba žádného kopírování dat
na GPU, rychlého náhodného přístupu do paměti RAM a rychlého CPU.
Implementace na GPU musí brát v úvahu některé faktory, které významně ovlivňují
rychlost výpočtu a způsob paralelizace. Optimální přístup ke konvoluci na GPU Nvidia je
21
popsána v [16]. Zásadní optimalizace uvedené v článku jsou společné napříč řešení podob-
ných úkolů na GPGPU, které budou uvedeny pro větší srozumitelnost v části implementace.
Důležitým faktorem ovlivňujícím rychlost výpočtů na GPU je množství komunikace
vláken a s tím spojené množství čtení z paměti a datovými přesuny. Při konvoluci není
potřebná přílišná komunikace, čímž je problém synchronizace vláken vyřešen. Důležitější
je množství čtené paměti a její využití. Obecnou snahou je provedení co nejvíce výpočtů
nad co nejméně daty. V uvedeném článku je k tomuto účelu doporučena sdílená paměť,
do které jsou nahrány potřebná data spolu s tzv. sukénkou (apron), což jsou data, která
budou využita pouze k výpočtům, ale jsou situována mimo pracovní blok. Při vyplňování
sdílené paměti mohou vlivem naivní implementace vznikat divergentní vlákna. Pro jejich
odstranění stačí určit, aby se data načítala po blocích, kdy každé vlákno načte více nežli
jeden pixel do sdílené paměti. Jelikož adresy čtené paměti jsou odpovídající vláknům bloků,
je čtení zcela zarovnané a využívá se plné možnosti propustnosti sběrnice GPU.
Ještě lepšího využití paměti lze dosáhnout u separabilních jader, u kterých je sukénka
pouze v jedné dimenzi. S přibývající velikostí sukénky se zisk při použití separabilního jádra
zvyšuje oproti neseparabilnímu. Z logiky separabilních jader je nicméně nutné volat funkci
pro konvoluci dvakrát a to jednou pro vertikální (sloupcový) a jednou pro horizontální
(řádkový) běh.
Posledním zrychlením, které článek zmiňuje, je použití texturovací paměti místo glo-
bální. Texturovací pamět na GPU je optimalizovaná paměť pro náhodné přístupy s při-
bližnou datovou lokalitou. Od doby psaní článku přišly na trh karty s označením Fermi,
které disponují dokonce i malou L2 vyrovnávací pamětí, která ještě dále urychluje všechny




Cílem diplomové práce bylo vytvoření nejlépe multiplatformní knihovny pro změnu velikosti
obrazu s urychlením pomocí GPGPU. V této kapitole popisuji způsob implementace inter-
polačních metod a super-resolution metody. Kapitola také pojednává o některých způsobech
optimalizace částí algoritmu a jejich uplatnění v knihovně. V poslední části se zabývám ná-
vrhem, provedením a programovým rozhraním vytvořené knihovny a jejími částmi.
5.1 Převzorkování
Jako metodu pro převzorkování obrazu jsem v knihovně zvolil
”
target to source“. Zvolený
přístup mi umožnil spuštění kernelu s rozměry výsledného HR obrazu. Při takovém volání
je pozice každého cílového obrazu transformována pouze jedenkrát za celý běh programu
(v každé dimenzi, tedy celkem 2 volání). Její výhodou je tedy eliminace redudantních vý-
počtů pozic, které by bylo sice možné řešit v rámci pracovních skupin synchronizací, ale
to by vedlo pouze k zesložitění a zpomalení kernelu. Použitý přístup nabízí tedy nejvy-
šší možnou míru paralelizace kernel kódu bez potřeby komunikace mezi vlákny za cenu
minimálních výpočetních nároků.
Jako první uvažovaná funkce pro transformaci bylo mapování dle uniformního kroku
počítaného dle rovnice 5.1, kde s je faktor zmenšení / zvětšení obrazu. Vybraná funkce
neměla však očekávané výsledky oproti referenčním výsledkům programu MATLAB a do-





Ve výpisu kusu kódu 5.1 je mnou navržená funkce, kterou jsem použil jako transformační
funkci pro pozice bodů z HR do LR mřížky. Jejím použitím jsem dosáhl stejných výsledků
jako v programu MATLAB při použití bilineární interpolace a Lanczosova interpolátoru
s poloměrem 2 a 3, které jsou dostupné u funkce imresize.
f loat position( int index , f loat scale) {
return (( index + 0.5)/scale) -0.5;
}
Kód 5.1: Funkce pro vypočtení LR pozice v dimenzi pro pixel HR obrazu.
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5.2 Využití LUT
Váhy tvořící konvoluční jádro lze vytvářet dvěma způsoby, přičemž oba dva využívají in-
formace o vzdálenosti právě počítaného prvku od výsledného elementu. Při návrhu imple-
mentace a způsobu využití jsem se inspiroval v článku [17], ve kterém jsou cenné informace
ohledně velikosti LUT a způsobu indexace. Tyto informace bylo třeba pozměnit vzhledem
k mírně odlišnému využití.
Prvním z nich je výpočet váhy dle použitého interpolátoru pro každý prvek konvoluční
sumy zvlášť. Je tak vykonávána stejná instrukce napříč pracovní skupinou a WARPy, jen
s jinými parametry. Takový přístup nevede k žádné divergenci vláken a zachovává největší
možnou přesnost použitého datového typu, kterým je klasicky float.
Druhým způsobem je použití Lookup Table (LUT, vyhledávací tabulka), která je předvy-
počítána před spuštěním interpolačního jádra a uložena do paměti grafické karty. Nedochází
tak k redundantním výpočtům hodnot vah při konvoluci, které jsou nahrazeny indexováním
do konstantní paměti. Rychlost přístupu do této paměti je srovnatelná s rychlostí registrů
a jediné zpoždění je tedy kopírování do konstantní paměti grafické karty při spuštění jádra.
Oproti prvnímu způsobu není však získaná váha s maximální přesností kvůli omezenému
počtu předem vypočtených hodnot. Přesnost LUT je tedy přímo ovlivněna její velikostí.
V případě vah lze využít také toho, že její hodnota je závislá pouze na vzdálenosti a není
tím pádem nutné, aby LUT měla hodnoty pro oba směry pozice počítaného elementu od
výsledné pozice. Takto LUT může mít pouze polovinu vah, což umožňuje mít dvakrát větší
přesnost na stejné LUT při zachování její velikosti.
Při měření přesnosti použitím přesných funkcí jsem naměřil rozdíly oproti LUT řešení
v řádech tisícin. Díky velikosti použité LUT (8096) jsou rozdíly měření jednotlivých postupů
tedy minimální. Tímto se potvrdilo, že použití LUT je vhodné a přijatelné řešení pro určení
váh konvolučního jádra, aniž by došlo k významné chybě v obrazu.
V grafu 5.1 je měření rychlosti interpolace v závislosti na použití LUT místo výpočtu
vah. Měření ukázala, že použití LUT ovlivňuje zásadním způsobem rychlost celého běhu
volání pro interpolátory, které mají složitější váhovací funkci, jako je například Blackman-
nův interpolátor. Pro lineární interpolační funkci jakožto zástupce jednodušších interpo-
látorů je použití LUT zbytečné a zpomalující, což byl předpokládaný jev. Nicméně, při
použití OpenCL -cl-fast-relaxed-math nebo -cl-unsafe-math-optimizations opti-
malizací (výsledek je stejný pro obě dvě optimalizace) při překladu celého kernel kódu je
možné dosáhnout téměř shodné rychlosti přesného výpočtu jako při použití LUT. V kni-
hovně je použita LUT verze bez uvedených optimalizací. Zvolený způsob zaručuje vysokou
rychlost zpracování při zachování všech předpokladů kladených na výpočet.
5.3 Způsob implementace konvoluce
Konvoluci popsané v sekci 4.2 jsem věnoval velkou pozornost, protože jak se ukázalo, tento
algoritmus je pro tuto diplomovou práci zásadní a výrazně ovlivňuje rychlost běhu ce-
lého procesu změny velikosti obrazu. Využil jsem všech popsaných postupů vedoucích ke
zrychlení dle uvedeného článku, abych vytvořil co nejefektivnější implementaci, kterou jsem
přizpůsobil potřebám zvětšování obrazu a neodpovídá tak klasické implementaci konvoluce.
Jako alternativa ke konvoluci je v signálovém zpracování uváděna rychlá korelace ve frek-
venční doméně s pomocí dopředné a inverzní FFT, ale tento způsob se pro změnu velikosti
obrazu nepoužívá kvůli malým velikostem konvolučních jader a příliš nákladnému převodu





































































































































































Rozlišení výstupního obrazu (pixely)
Interpolátory
GPU Linear - precise
GPU Blackman6 - precise
GPU Linear - LUT
GPU Blackman6 - LUT
Obrázek 5.1: Graf zrychlení použitím LUT. Se zvětšujícím se rozlišením výstupního obrazu
a poloměrem interpolátoru se projevuje více využití LUT.
Obrázek 5.2: Schéma horizontálního běhu kernelu při rekonstrukci obrazu.
ným rozlišením musí být řešeny další logikou programu. Z uvedených důvodů jsem se tímto
způsobem dále nezabýval. Na obrázku 5.2 je v zobrazen způsob provedení celé konvoluce
implementované v knihovně, jejíž některé části jsou dále rozvedeny v textu.
První úpravou klasické konvoluce, kterou jsem provedl, je spojení fází převzorkování a
rekonstrukce obrazu interpolátorem. Bylo možné mít tyto dvě fáze rozdělené ve více funk-
cích a volat je hned po sobě. Takové pojetí by bylo školní a dobře čitelné, ale z hlediska
optimalizace nevhodné. Spojením těchto dvou kroků do jednoho volání kernelu přináší vý-
razné zmenšení IO operací na grafické kartě. V případě odděleného způsobu by bylo nutné
první vypočítat pozice pro pixely HR mřížky, uložit je a teprve poté provádět rekonstrukci.
Vypočtenou pozici je však možné uložit do rychlého registru vlákna a pracovat dále jen s ní.
Není tedy třeba dalšího bufferu zařízení, spouštění kernelu a IO operací v rámci grafické
karty.
Pro zajištění vysoké rychlosti zpracování jsou v knihovně implementovány pouze se-
parabilní metody z důvodů redukce počtu výpočtů potřebných pro jeden výstupní pixel
(kapitola 3.1). U Lanczosova interpolátoru je separabilita sporná. U příliš velkých jader by
separability nešlo použít, ale pro jádra o menších velikostech poskytuje separabilní přístup
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dostatečnou aproximaci. Z porovnání s ostatními programy jsem usoudil, že pravděpodobně
využívají také separabilní implementaci. V sekci 6.2 jsou výsledky testu měření kvality vý-
sledků oproti originálnímu HR obrazu. Rozdělením rekonstrukce obrazu na vertikální a
horizontální běh se zavádí také globální synchronizace běhu kernelů. Pokud je první hori-
zontální běh, vertikální není spuštěn před dokončením horizontálního, čímž se synchronizují
vlákna celé mřížky. Tento způsob je v tuto dobu jediným způsobem globální synchronizace
vláken a je běžný v iterativních výpočtech, které vyžadují komunikaci vláken mezi pracov-
ními skupinami.
Pro blok vláken pracovní skupiny jsou potřebné data i se sukénkou uloženy do sdílené
paměti dle 4.2. Změna velikosti obrazu je s přibývajícím poloměrem interpolátoru více
závislá na datech (data based) a sdílená paměť tak výrazně omezuje nutnost využívání
pomalé globální paměti. Její velikost musí být známa už při překladu programu nebo ji lze
alokovat. Druhý způsob však vedl ke zvýšení počtu použitých registrů a proto jsem použil
statický přístup s použitím symbolů při překladu kódu zařízení. Velikost potřebné sdílené
paměti jsem určil s použitím funkce 5.1 vzorcem 5.2, kde last,first jsou globální indexy
posledního, resp. prvního, vlákna pracovního bloku v rámci HR mřížky. Tento způsob vede
k minimálnímu alokování prostředků GPU.
mem size = (position(last, scale)− position(first, scale)) + 2 ∗ radius (5.2)
Po načtení prvků sdílené paměti je nutné synchronizovat vlákna pracovní skupiny, abych
zajistil připravenost dat před výpočtem samotné konvoluční sumy. Vlákna synchronizuji
vestavěnou funkcí barrier.
Použitím sdílené paměti jako vstupní paměti pro konvoluční sumu vytváří jedno z ome-
zení implementace. Maximální velikost sdílené paměti je dána parametry GPU a při zme-
nšování obrazu může potřebná velikost přesáhnout velikost maximální. Při přesáhnutí ma-
ximálních možností GPU knihovna vrací výjimku a je nutné použít zmenšení obrazu na
více iterací při menším faktoru. Dalším problémem je velikost sdílené paměti. V ideálním
případě neprokládaných (non-interleaved) dat by bylo možné zpracovávat každou barevnou
složku zvlášť. K tomu by bylo nutné provést slicing (rozdělení) dat na CPU, což by zna-
menalo zpomalení celé knihovny. Díky možnostem knihovny OpenCL a faktu, že barevné
modely stejně nepoužívají více jak 4 položky na pixel, bylo možné data reprezentovat jako
jeden z generických typů floatN, kde N je prázdný řetězec (jedna složka), 2, 3 nebo 4.
Takové čtení z paměti je stále zarovnané, nedochází tudíž k pomalému čtení z paměti.
Při načítání do sdílené paměti je nutné ještě myslet na načítání prvků při okrajích
obrazu. Běžně používané jsou tři přístupy:
• Zero filling hodnoty mimo obraz jsou nahrazuje nulami. Tato varianta je pro GPGPU
nevhodná z důvodu nutnosti podmíněného skoku pro případy, že by se načítaný pixel
nacházel mimo obraz. Takové použití by vedlo k divergenci vláken WARPů pracujících
na okrajích obrazu.
• Mirroring neboli zrcadlení hodnot. Tento přístup veškteré hodnoty mimo obraz na-
hrazuje hodnotami, které jsou vzdáleny stejně daleko od nejbližší hranice s obrazem
ve stejné ose, ale v obraze. Divergenci vláken lze sice odstranit sérií výpočtů pro po-
zici zdrojového pixelu, ale ty jsou mnohem složitější nežli potřebné výpočty v dalším
prezentovaném řešení.
• Clamping vrací pro hodnoty pixelů nacházejících se mimo obraz hodnoty hraničních
pixelů. Tento přístup jsem zvolil při implementaci díky jeho jednoduché implementaci
26
Tabulka 5.1: Rychlost interpolace v závislosti na zvolených rozměrech pracovní skupiny.
Měřeno při zvětšení faktorem 16 na obrazu Lena.
Linear Lanczos2 Lanczos3 Lanczos4 Lanczos5 Lanczos6
64× 4 58.179 71.965 86.079 101.228 131.974 159.912
32× 8 55.457 65.532 76.892 88.690 106.779 124.119
16× 16 54.564 65.777 76.434 89.088 105.342 123.048
pomocí funkcí min, max a kvůli toho, že tento přístup nepotřebuje příkaz podmíněného
skoku a veškteré určení načítané paměti je dáno pouze jednoduchými výpočty.
K využití sdílené paměti se pojí ještě velikost pracovních skupin. Jelikož používám se-
parability jader, mám dáno, že přidaná sukénka se týká pouze právě interpolované dimenze.
V druhé dimenzi výpočtu odpovídá rozměr sdílené paměti rozměru pracovní skupiny. Dle
mého vzorce 5.3 pro výpočet poměru mezi užitečnou pamětí vůči celkové potřebné paměti
jsem odhadl ideální velikost pro velikost pracovní skupiny. Parametr bsx v rovnici je velikost
pracovního bloku v dimenzi x. Obdobně vzorec vypadá pro vertikální běh.
ratio =
bsx + 2 ∗ radius
bsx
(5.3)
Vybrané rozměry jsem určil s ohledem na možnosti GPU, jejichž vliv na rychlost in-
terpolace jsem změřil s různými velikostmi sukének (tabulka 5.1). Velikost 32× 8 jsem vy-
hodnotil jako ideální poměr mezi pamětí sukénky ku celkové paměti a jako ideální z počtu
divergentních vláken. Když už jsou všechny data připravena ve sdílené paměti, implemen-
tace provádí konvoluci převzorkovaného obrazu s konvolučním jádrem. Narozdíl od klasické
konvoluce je jádro proměnlivé v závislosti na pozici pixelu a není možné jej předat jako
konstantní paměť při volání kernelu. Konvoluční jádro je tedy reprezentováno svojí funkcí.
Bližšímu rozboru řešení této problematiky se věnuji v samostatné sekci zabývající se LUT
(sekce 5.2). Každé vlákno přirozeně počítá konvoluci pouze přes potřebné prvky, jejichž
počet je pro všechny vlákna stejný. Tento způsob nevytváří divergentní vlákna v případě,
že se všechny vyskytují uvnitř spuštěné mřížky. To je při zvolené velikosti pracovního bloku
majoritním případem a týká se pouze bloků pracujících při pravém a dolním okraji HR
obrazu.
Napříč konvolucí lze u smyček s předem daným počtem opakování určit, že je možné
celý cyklus nahradit opakujícím se kódem. Jelikož je počet opakování přímo závislý na
použitém interpolátoru, nelze tento kód napsat přímo do zdrojového kódu. Je možné využít
direktivu preprocesoru #pragma unroll N vloženou před volání cyklu, kdy je překladači
sděleno, že má nahradit cyklus N počtem rozkopírování těla smyčky. Tabulka 5.2 udává
zrychlení použitím unrollingu při různých interpolátorech. Z měření se ukázalo, že použití
rozbalení smyček nepřineslo zrychlení, ale naopak zpomalení. Zda bude smyčka rozbalena
či ne je zcela v režii kompilátoru a samotné použití direktivy pragma je pouze doporučením.
5.4 Implementace SR
Ze super resolučních technik jsem implementoval metodu popsanou v kapitole 3.2.2. Sa-
motní autoři u této metody poznamenali možnost jejího paralelního výpočtu a uvažovali
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Tabulka 5.2: Porovnání rychlosti implementace s a bez rozbalení smyček.
Linear Lanczos2 Lanczos3 Lanczos4 Lanczos5 Lanczos6
for cyklus 23.38165 27.57344 32.30034 37.36936 43.05237 50.00649
for cyklus unroll 23.35920 27.57366 32.33484 37.39881 43.07871 49.94500
případ paralelizace na více jádrech CPU. Při implementaci jsem vycházel především z jejího
diagramu jakožto jednoduchého a zároveň přesného popisu. Důležitým krokem bylo rozhod-
nutí, že celý algoritmus musí být implementován na grafické kartě. Z testů vyplynulo, že by
v případě použití přenosů mezi CPU a GPU vzniklo zbytečně úzké hrdlo celého algoritmu.
Narozdíl od interpolačních metod, zde jsem se rozhodl pouze pro implementaci s globální
pamětí grafické karty jako úložnou pamětí. Texturovací paměť nepřináší žádnou velkou
rychlostní výhodu a také může mít na některých kartách omezenou velikost. Globální paměť
oproti texturní žádné takové omezení nemá a může teoreticky využít všech prostředků
GPU. Rychlost algoritmů používajících globální paměť se v mé implementaci blíží rychlosti
algoritmů založených na texturní paměti, tudíž ani v případě použití v SR metodě nedochází
k velkým časovým ztrátám.
Bloky vyžadující změnu velikosti obrazu jsem nahradil svojí funkcí pro interpolaci, kon-
krétně lineární interpolací. Autoři pro změnu velikosti obrazu použili interpolaci nejbližším
sousedem díky faktu, že metoda pracuje pouze s celočíselnými faktory zvětšení obrazu.
Tento fakt umožňuje implementaci jednoduché změny velikosti obrazu. Protože použití li-
neární interpolace neznamenalo pro mne žádné dodatečné úsilí, rozhodl jsem se právě pro
lineární metodu pro její slušné výsledky a dobrou rychlost.
Protože pravé PSF kamery, kterými snímky byly pořízeny, není známé, použil jsem jako
dostatečnou aproximaci Gaussovo jádro. Pro to jsem umožnil programátorovi předávat pa-
rametry velikosti jádra a sigmy, aby bylo možné vybírat nejlepší parametry ad-hoc. Samotné
PSF jsem implementoval jako separabilní konvoluci popsanou v duchu kapitoly 4.2. Pokud
by bylo pravé PSF známo, je pravděpodobné, že by již nebylo separabilní a bylo by nutné
použít plné konvoluce.
Blocích vyžadujících translaci obrazu je počítáno pouze s jednoduchými posuny obrazu
v daných osách. Pro takové posuny je běžné na CPU doplnit obraz o okraj šířky či vý-
šky maximálního nutného posunu a odpovídající si lokace obrazu přes sebe překrýt nebo
výjmout. Na GPU tuto operaci efektivně implementuji pomocí celočíselných offsetů, které
přičítám ke globálním pozicím vláken. Tímto způsobem provádím vzájemné posunutí ob-
razů bez nutnosti rozšiřování paměťového bufferu o okraj. Negativum tohoto přístupu je, že
na okrajích obrazu mohou vznikat artefakty dané nevhodnými daty pro výpočty. Protože
jsou posuny tvoří zanedbatelnou část obrazu, tyto případy nijak zvlášť neošetřuji v zájmu
jednoduchosti kernel kódu.
Zbytek bloků jsem realizoval pomocí specializovaných kernelů, které jsou ve své pod-
statě jednoduchými operacemi nad obrazem. Tyto operace zabírají velmi malé časové úseky
v celkové době běhu a jsou už v základu urychleny tím, že jsou zpracovány na GPU. Určité
optimalizace čtení z paměti byly možné u bloků Rm,n z diagramu 3.4, které jsem imple-
mentoval s použitím sdílené paměti a kódu provádějícím požadovanou operaci bloku R ve
dvou zanořených smyčkách přes parametr P . Celkově je tedy blok počítající Rm,n nepří-
liš rozdílný od neseparabilní konvoluce, ve které neprobíhá násobení prvků s předurčeným
signálem / váhami, ale operace odpovídá části rovnice 3.25.
Při součastném způsobu implementace nastává jeden problém, který není momentálně
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možné řešit. Při výpočtu dílčích příspěvků LR obrazů je používáno zmenšení obrazu s opač-
ným faktorem ke zvětšení. Pokud ten je příliš velký, může docházet k pádu knihovní funkce
interpolace. Pro rozumné hodnoty zvětšení by k tomuto jevu však nemělo docházet.
5.5 Technické řešení
Při návrhu a provádění implementace jsem narazil na některé problémy, které vyžadovaly
vesměs vyžadovaly netriviální nebo ne obecně známé řešení. Vybrané postupy odpovídají
možnostem použitých nástrojů, vlastnostem HW a součastným good practices (soubory
doporučení a návrhů pro řešení některých problémů). Do budoucna očekávám, že některé
metody obcházející součastné problémy nebude nutné používat se zkvalitňujícími se tech-
nologiemi.
Významným ovlivňujícím faktorem implementace se ukázala být použitá verze knihovny
OpenCL, konkrétně verze 1.1. Důležitým přínosem této verze oproti jejím předchůdcům
je podpora pro vektorové datové typy s dimenzionalitou 2, 3, 4, 8 a 16. Novým přírůst-
kem v uvedeném seznamu jsou vektorové typy s dimenzionalitou 3. Ten je pro obrazy
zásadní, protože mnoho digitalizovaných obrazů používá třísložkovou reprezentaci pixelů,
např. RGB, YUV, YCbCr, HLS, . . . . Popsané rozšíření jsem ve spojení s globální pamětí
použil pro implicitní uložení obrazových dat do paměti grafické karty. Počet možných složek
na pixel pro texturní paměť přímo závisí na použitém GPU a podpory z její strany. Na mé
kartě bylo tak možné pracovat pouze s jednosložkovými a čtyřsložkovými formáty (úrovně
šedé a RGBA). Proto je možné, že knihovna nemusí být schopna pracovat s některými
obrazy, které používají např. RGB barevný model.
Pro převody z více dimenzionálních vektorových typů na datové typy o méně dimen-
zích není nutné využívat vestavěných funkcí pro převody, ale lze použít techniku swizzling.
Ta dokáže s využitím tečkové notace vytvářet vektorové datové typy o libovolném počtu
dimenzí (nutná je kompatibilita s vestavěnými typy). Této techniky využívám ve funkci
COLOR_CLAMP k ořezu nadbytečných prvků po načtení pixelu z textury, který je vždy čty-
řsložkový. Krom uvedeného použití lze swizzling použít např. k změně formátu RGBA na
BGRA.
Dalším výrazným znakem použité verze OpenCL je absence přetěžování funkcí, které je
součástí až nového standardu 1.2. Tento nedostatek obcházím využitím možnosti překladu
kernel kódu za běhu programu. Probíhají tak dva kroky: určení symbolů pro kompilátor
na straně hosta a využití maker v kernel kódu. Dle parametrů funkcí zadaných uživatelem,
resp. programátorem, definuji sadu potřebných symbolů na straně GPU. Mezi definované
symboly patří např. určující použití globální či texturovací paměti, jméno funkce pro vý-
počet váh nebo symbol obsahující aktuálně používaný datový typ. Některé ze symbolů
by bylo možné odstranit vytvořením specializovaných variant částí kódů, což by ale vedlo
k velkému nárustu kódu a jeho celkové nepřehlednosti. V kernel kódu používám předané
symboly k vytvoření datových typů, funkcí či podmíněnému překladu. Během fáze pre-
processor scanningu využívám operátoru # a ## (token passing) k vytvoření potřebných
konstrukcí tak, jako např. v případě 5.2.
#define STOREVEC2(channels) vstore ## channels
#define STOREVEC(channels) STOREVEC2(channels)
STOREVEC(LBB_CHANNELS)(...);
Kód 5.2: Ukázka makra využívajícího dodaných symbolů z hosta a jeho použití.
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Pro omezení divergence vláken je důležité odstranění podmíněných skoků způsobených
příkazem if. K tomu jsem použil v určitých případech triku míchání (blending), který
vychází ze způsobu míchání barev při syntéze obrazu v shaderech. Lze na něj také pohlížet
jako na váhování dvou funkcí s tím, že váha je určená jako 1 nebo 1 − c, kde c ∈ {0, 1}.
Technika vyžaduje vyhodnocení obou funkcí z nichž se projeví do výsledku pouze jedna.
Na CPU by tento způsob vedl spíše ke snížení výkonu, ale na GPU je to efektivní způsob
vyhnutí se podmíněnému skoku za předpokladu, že funkce f1 a f2 jsou jednoduché, tzn.
používají jen aritmetické operace.
Knihovna má některé omezení, které jsou dány buď použitými algoritmy nebo důsledky
zpracování na grafické kartě. Jedno z omezení vzniká použitím sdílené paměti při interpo-
laci obrazu. Při extrémních zmenšování obrazů rostou i rozměry požadované sdílené paměti
algoritmem. I v případě, kdy grafická karta disponuje velkou sdílenou pamětí na jeden
streaming multiprocessor, nemusí být kompilace kernel kódu úspěšná kvůli omezeným ma-
ximálním rozměrům sdílené paměti. Jedním z možných řešení je provádět zmenšení obrazu
v několika krocích tak, aby suma násobků dílčích faktorů byla rovna původně zamýšlenému
faktoru.
Druhým omezením je maximální možná velikost zvětšeného obrazu. Mnou použitá gra-
fická karta disponuje maximální velikostí paměti 1 GB a maximální velikostí volané 2D
mřížky 65535 × 65535, což už samo o sobě je relativně velká velikost pro obyčejné obrazy.
Úzkým hrdlem je v tomto případě velikost paměti. Při úvaze obrazu v úrovních šedi v re-
prezentaci 1 B na pixel a vstupním obrazu o rozměrech 347 × 347 pixelů produkuje jeho
80× zvětšení obraz o rozměrech 27760 × 27760. Ten sám o sobě potřebuje 752556 MB.
Tato hodnota není sice maximální, ale také nelze využít celou dostupnou paměť GPU kvůli
ostatnímu vykreslování (předpoklad spouštění v OS s grafickým rozhraním, ne přes SSH,
z terminálu). Pro zajímavost uvádím, že rozměry uvedeného výsledku by při tisku používa-
jícím 300 DPI vystačily na pokrytí 2.286× 2.286 metrů bez použití jakékoliv další techniky
úpravy velikosti.
5.6 Knihovna
Knihovna je implementována v jazyce C++, který byl určen zadáním diplomové práce.
C++ nabízí dostatečné možnosti pro abstrakci, nízko úrovňové programování a množství
funkcí, které usnadnily celkovou práci. Použil jsem konkrétně C++x0 standard C++. Je také
pravděpodobné, že právě pro C++ by bylo nejsnadnější vytvořit bindingy pro jiné jazyky.
Jako framework pro spouštění paralelizací na GPU jsem vybral OpenCL. Výhoda OpenCL
tkví v otevřeném standardu a podpoře pro různé výrobce grafických karet, což ji činí rozšíři-
telnější nežli její protějšek CUDA. Bohužel, v době psaní této diplomové práce je situace
ohledně podpory použité kombinace Linux–OpenCL–Nvidia nepříznivá, což ovlivnilo něk-
teré skutečnosti (sekce 5.5). Předpokládám, že součastný stav se bude nadále zlepšovat a
proto vidím právě OpenCL jako ideální volbu.
Při použití zmíněných nástrojů nebylo dosažení multiplatformnosti nijak problematické.
Samotný kód je přenositelný z OS Linux na OS Windows (konkrétně verzi 7) bez větších
obtíží. Bylo nutné provést pouze malé úpravy kvůli neúplné podpory nového standardu
C++ ze strany překladače MinGW. Pro přenositelnost řešení bylo nutné zvolit také build
system (systém pro sestavení, testování a zabalení softwaru), který je multiplatformní, na-
bízí podporu pro tvorbu knihoven, je vysoce konfigurovatelný a dostatečně robustní. Zvolil
jsem nástroj CMake, který je využiván jak pro malé projekty, tak i velkými projekty jako
je například knihovna Bullet, Blender, OpenCV atd. CMake je pokročilým nástrojem, je-
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hož naprosté zvládnutí je náročné a nebylo naštěstí nutné. Propojení CMake s OpenCV a
OpenCL je realizováno *.cmake skripty, které nastavují cesty ke sdíleným knihovnám a hla-
vičkovým souborům. Odpadá tak nutnost nastavování a konfigurace prostředí uživatelem,
což platí zejména pro OS Linux, kde je znát větší míra zavedených konvencí pro instalování
programů.
Jako rozhraní vysoké úrovně pro IO operace s obrazovými soubory jsem zvolil knihovnu
OpenCV. Tato knihovna kromě jiného nabízí funkce imread a imwrite, které načítají,
resp. zapisují, obraz ve formě matice. Podporovanými formáty jsou bmp, dib, jpeg, jp2,
png, pgm, sr, ras a tiff, které zahrnují dostatečnou škálu běžně používaných formátů pro
digitalizované obrazy. Knihovna je otevřená a může být použita zdarma k akademickému a
nekomerčnímu použití.
Knihovny eocl i má knihovna jsou dokumentovány ve stylu kompatibilním s nástrojem
Doxygen. Ten může vytvářet dokumentaci pro programátora v různých výstupních formá-
tech. Programová dokumentace v HTML je součástí CD přílohy diplomové práce.
5.6.1 EOCL
Pro knihovnu OpenCL existuje její C++ wrapper, který v mnoha ohledech usnadňuje
celkovou práci s knihovnou, zejména co se týče inicializací a uvolňování prostředků. Pro
potřeby diplomové práce jsem potřeboval ještě abstraktnější knihovnu, která by poskytovala
vyšší komfort při psaní hlavní knihovny. Po prostudování dostupných možností jsem se
rozhodl pro vytvoření vlastní malé knihovny rozšiřující stávajícího C++ wrapperu.
U většiny rozšíření se jednalo o přidání funkcionality do tříd OpenCL wrapperu. Plný
výčet těchto změn je v programové dokumentaci ke knihovně eocl. Pro uvedení pár příkladů:
• eocl::Program – přidání možnosti tvorby kernelu předáním *.cl.
• eocl::Program::getKernel – získání vytvořeného kernelu asociovaného s přelože-
ným programem.
• eocl::Buffer2D – rozšíření cl::Buffer o atributy výšky, šířky a datového typu.
• eocl::PlatformLayer – třída zaštiťující HW vrstvu OpenCL formou singleton třídy.
Kdekoliv je třeba získat inicializovanou kartu, volá se konstruktor této třídy.
5.6.2 Rozhraní knihovny
Rozhraní knihovny jsem navrhl dle rozhraní knihovny OpenCV a snažil jsem se držet do-
poručení z článku Ulricha Dreppera [18].
V hlavičkovém souboru library.hpp poskytuji rozhraní pro dvě úrovně změny velikosti
obrazu. Vysoko úrovňová verze funkcí pracuje s cv::Mat jako obrazovými vstupy, zatímco
nízkoúrovňový přístup přebírá buffery nebo textury knihovny eocl. V případě potřeby by
bylo tedy možné využít knihovnu např. v kombinaci s OpenGL.
void interpolate(const cv::Mat &in, cv::Mat &out,
const float scale, const enum Interpolator type = LINEAR,
const enum BaseTechnology tech = GLOBAL_MEMORY)
void interpolate(const cv::Mat &in, cv::Mat &out,
float scale_x ,float scale_y,
const enum Interpolator type = LINEAR,
const enum BaseTechnology tech = GLOBAL_MEMORY)
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• in – zdrojový obraz určený pro interpolaci.
• out – výstupní obraz po interpolaci.
• scale, scale_x, scale_y – faktor změny velikosti. Funkce beroucí pouze jeden ar-
gument faktor změny zachovává poměr stran obrazu.
• type – vybraný typ interpolátoru.
• tech – argument funkce určující, zda má být použita globální nebo texturovací paměť
na GPU při volání vysoko úrovňové verze funkce.
• hwlayer – inicializovaná HW vrstva.
• queue – OpenCL fronta příkazů.
void robust_multiframe(const cv::Mat &in, cv::Mat &out,
int scale, int iterations,
float alfa, float beta,
float lambda, float sigma,
int P, int gauss_kernel_size)
Samostatnou funkcí je SR metoda (dle kapitoly 3.2.2), která má opět dvě úrovně. Im-
plementace pracuje pouze s globální pamětí z důvodů popsaných v sekci její implementace.
• in – matice / buffer vstupního obrazu.
• out – matice / buffer výsledného obrazu.
• scale – požadované zvětšení obrazu. Z principu algoritmu musí být větší nežli 1.
• iterations – počet iterací SR algoritmu.
• alfa – parametr α z rovnice 3.26.
• beta – parametr β z rovnice 3.26.
• lambda – parametr λ z rovnice 3.26.
• sigma – parametr při vytváření jádra Gaussova rozostření.
• P – parametr λ z rovnice 3.26.




Abych potvrdil užitečnost konceptu urychlení problému změny velikosti obrazu s použi-
tím GPGPU, vyhodnotil jsem rychlostní charakteristiky knihovny. Kromě celkové rychlosti
knihovny se v této kapitole zabývám také dílčími částmi a jejich vlivem na rychlost běhu
funkcí. Protože je knihovna vysoce závislá na použitém zařízení, popisuji v první části ná-
stroje a přístup k měření časových údajů. Zároveň předkládám popis HW, na kterém byly
rychlostní testy provedeny. Na konec se zabývám rozšířeními knihovny a jejími možnostmi
nasazení.
6.1 Metoda měření, testovací sestava
Měření byla proveden na mém desktop PC, který je zároveň sestavou, na které byla knihovna
vyvíjena. Zvolená implementace je tedy optimalizována pro sestavy přibližné konfigurace.
U sestav s výrazně jinými konfiguracemi se testy pravděpodobně liší, přičemž hlavním fak-
torem je dostupná grafická karta. U karet specializovaných pro GPGPU by se výrazně lišily,
protože použitá grafická karta je zástupcem main stream herních karet, které sice disponují
možností GPGPU, ale jsou spíše stavěné pro vykreslování obrazu (OpenGL, DirectX).
Konkrétní parametry použitého stroje jsou:
• G860 Intel CPU, 3.00 GHz, 2 jádra
• Operační paměť 8GB DDR3 RAM (1333 MHz)
• Základní deska Asus P8Z68V-LX
• Grafická karta GTX 550 Ti (výrobce GIGABYTE, takt, 192 CUDA cores, 1 GB
GDDR5 RAM, 192 bitová sběrnice)
• Pevný disk, 7200 RPM
• Operační systém Linux 3.7.10-1
Jako testovací vstupy jsem použil v grafice známé obrázky. Prvním z nich je výřez
z fotky Leny Söderberg. Z pohledu testování je tento obrázek zajímavý díky tomu, že se
v něm vyskytují oblasti s hladkými přechody, hrany a také určitý podíl šumu, takže lze





Barbara“. Dále jsem použil počítačem vytvořený
obrázek
”
kroužků“, který je zmíněn v sekci 2.2.2.
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Měření doby jednotlivých operací bylo složitější. V testech zabývajících se porovnává-
ním rychlosti CPU oproti GPU implementace jsem použil vestavěné funkce pro měření času
z knihovny OpenCV. U porovnání běhu programu pouze na GPU jsem využil vestavěného
parametru OpenCL pro měření doby běhu kernelu. Tento způsob poskytuje největší možnou
přesnost měření doby běhu kernelu. Pro měření celkové doby běhu programu včetně IO ope-
rací jsem zvolil Linuxový program time, který je v takovém případě postačujícím odhadem
z důvodu již zmíněných IO operací. Po naměření hodnot jsem bral hodnoty kromě první,
kdy se projevila inicializace celého HW, které se v dalších spuštěních už neobjevovalo. Ze
zbylých hodnot jsem vypočítal aritmetický průměr, který reprezentuje finální naměřenou
hodnotu. Vzhledem k povaze knihovny jsou koncové časy měření prováděny až po dokončení
fronty příkazů na GPU.
6.2 Porovnávací testy
V této sekci textu předkládám výsledky testů, jejichž cílem je ukázání vlastností knihovny,
dosažených zrychlení částí algoritmů změny velikosti obrazu a případně vlivy implemento-
vaných interpolátorů na výsledný obraz.
Amdahlovo pravidlo dle 4.1 se ukázalo jako nevhodné pro výpočet zrychlení použitím
GPGPU. Je to z důvodu, že Amdahlovo pravidlo bylo navrženo pro výpočtu zrychlení pro
homogenní CPU, tedy porovnává zrychlení pro stejné typy CPU. V případě GPGPU a
porovnání s CPU není použití exaktního výpočtu vhodné a je běžnější provést měření doby
zpracování a určit zrychlení empiricky.
6.2.1 Interpolační programy
Programů a knihoven obsahujících funkce pro změnu velikosti obrazu je dostupných hned
několik. V tomto testu jsem se zaměřil na snadno přístupné nástroje ImageMagick, GIMP,
MATLAB a OpenCV. Jejich výsledky po provedení změny velikosti obrazu jsem porovnával
oproti svojí diplomové práci a snažil se zjistit případné odchylky.
Kódy těchto programů jsou vesměs veřejně dostupné, avšak jejich studium by zabralo
příliš mnoho času zejména kvůli jejich rozsáhlosti. Teoreticky by se jejich výsledky měly při
použití stejných metod rovnat. Avšak v tomto testu jsem zjistil, že i u jednoduché lineární
interpolace se výstupy programů liší. Je tedy vidět, že lze k zvětšování obrazu přistupovat
několika způsoby a nelze přesně říci, který výsledek je jako jediný správný. Ze subjektivního
hlediska nejsou mezi vytvořenými obrazy výraznější změny až na implementaci OpenCV.
U jejího výstupu jsem zaznamenal odlišnou ostrost výsledného obrazu oproti zbylým pro-
gramům.
V tabulce 6.1 jsou naměřené hodnoty PSNR a MSSIM pro interpolátory, které se vy-
skytují ve většině uvedených programech / knihovnách. Jiné interpolátory nebylo možné
zařadit kvůli jejich úplné absenci. Otázkou zůstává, s jakými datovými typy knihovny pra-
cují a tedy i s jakou přesností počítají. Rozdíly výsledků by mohly být také důsledkem
rozdílné převzorkovávací funkce nebo použití jiného než IEEE 754 zaokrouhlování čísel
s plovoucí desetinnou čárkou. Měření jsem prováděl s obrazem lena, který jsem zmenšil
faktorem 8 a poté zvětšil do původní velikosti. Pokud dochází k vytvoření odchylek mezi
výsledným obrazem a originálem, projeví se při těchto měření jako dodatečná odchylka
k odchylce způsobené ztrátou informace při zmenšení.
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Tabulka 6.1: Porovnání měření výsledků různých programů a jejich různých interpolátorů.
Pro jednoduchost je u MSSIM měření uvedena hodnota pro zelený kanál obrazu. Hodnoty
měření jsou uvedeny v obvyklých jednotkách. Znak × uvádí, že interpolátor není v programu
dostupný.
Linear Cubic Lanczos3
Program PSNR MSSIM PSNR MSSIM PSNR MSSIM
ImageMagick 26.7187 0.718199 × × 28.0851 0.755252
GIMP 27.2162 0.735159 27.9373 0.758118 27.7497 0.753302
OpenCV 27.2385 0.744569 26.6072 0.733085 × ×
MATLAB 26.7184 0.718159 27.7332 0.746764 28.0825 0.754969
Library 26.7107 0.717497 × × 28.0814 0.755012
6.2.2 CPU vs. GPU interpolace
Hlavním důvodem, proč tato knihovna vznikla, je rychlost, s kterou GPGPU dokáže vypočí-
tat některé úlohy oproti CPU. Test rychlosti je proto jeden z hlavních výsledků této diplo-
mové práce. Výsledky porovnání rychlosti jsem provedl v několika variantách, abych ukázal
různé aspekty výpočtu a jejich vliv na celkovou rychlost. Rychlosti porovnávám mezi svojí
implementací a nástrojem ImageMagick jako zástupce programů pracující na CPU. Image-
Magick v součastné době využívá paralelizaci pomocí knihovny OpenMP. Pro nezkreslené
výsledky bylo tedy nutné omezit počet použitých vláken pomocí příkazu -limit thread 1.
Jako výstupní formát při ukládání obrazu na disk jsem zvolil formát bmp, protože způsob
komprese formátů v OpenCV se evidentně liší od způsobu použitém v programu ImageMa-
gick (v některých testových případech tento rozdíl činil až 13 sekund).
V prvním testu jsem měřil celkové doby běhů programu měřených nástrojem time.
V měření je tedy zahrnuto vše od zpracování parametrů programy až po ukládání výsledků
do souborů. Z testu 6.1 se potvrdil předpoklad, že potřebná režie potřebná pro GPGPU se
nevyplatí pro menší rozměry výsledných obrazů, kde není tak velké množství výstupních
pixelů. Se vzrůstající velikostí výsledného obrazu se více projevuje časový rozdíl a výhoda
zpracování na GPU. Od určité velikosti začne být zpracování výhodnější i u jednodušších
interpolátorů na GPU než na CPU. Rozdíl není natolik velký, jak by se dalo očekávat
z teoretického urychlení uváděném výrobcem použitého GPU, což bylo impulsem pro další
testy uvedené níže. Vzhledem k podobnosti algoritmu některých interpolátorů (např. Lanc-
zos a Blackman) neuvádím v grafu všechny dostupné interpolátory knihovny. Zásadní údaj
je poloměr interpolátoru, který udává počet operací výpočtu na jeden pixel. Programem
resize (příloha A.1) jsem zkoušel měřit časové rozdíly mezi jednotlivými interpolátory.
Závěr těchto měření byl ten, že na úrovni celých programů jsou úzkým hrdlem IO operace
a časový rozdíl jednotlivých interpolátorů je v tomto případě zanedbatelný.
V druhém rychlostním testu jsem se zaměřil na rychlost samotné interpolační funkce,
tedy na volání bez IO operací pro načtení / uložení obrazu. Naměřené hodnoty 6.2 vyjadřují
doby běhu samotné rychlosti interpolační funkce tak, jak ji lze použít z rozhraní využívající
OpenCV knihovnu. Značné urychlení celé operace je důsledkem vynechání pomalých IO
operací používajících disk. Tento test však stále ještě neukazuje sílu knihovny v plné míře.
Hlavní podíl na tomto má kopírování obrazových dat z hosta na GPU a naopak. Velkým
přínosem by bylo používání asynchronního kopírování při přenosu z GPU na hosta, ale to











































































































































































Obrázek 6.1: Graf porovnání rychlosti změny velikosti obrazu v programu ImageMagick
oproti programu využívajícímu GPU knihovnu.
důvodu implementována jako blokující. Z grafu 6.3 zaznamenávajícím podíl jednotlivých
operací při změně velikosti obrazu vyplývá, že přenos zdrojových dat obrazu tvoří minimální
až zanedbatelný podíl celkové doby. Pro přenos dat z paměti GPU do RAM se podobá
závislost kvadratické funkci, což odpovídá způsobu měření, kdy jsem zvětšoval výstupní
rozlišení obrazu po neceločíselných násobcích vstupního obrazu.
V třetím porovnávacím testu jsem se měřil samotný běh kernelu bez přenosů paměti
z hosta na grafickou kartu a naopak. Takto by knihovnu použil programátor v případě, že by
dělal více operací nad jedním obrazem (např. více různých rozlišení stejného obrazu) nebo
potřeboval rychlou změnu velikosti obrazu v rámci jiného GPGPU zpracování. V tomto
testu se plně projevuje síla paralelizace pomocí GPU, kdy se už neprojevují dodatečné ope-
race. V grafu 6.4 jsou znázorněny doby běhů různých interpolátorů v závislosti na velikosti
výstupního obrazu. Z grafu vyplývá přirozené chování doby zpracování, které je nejen zá-
vislé na velikosti výstupního obrazu, ale také na použitém interpolátoru a jeho poloměru.
6.2.3 Zrychlení dosažené sdílenou pamětí
Jedním z důležitých kroků pro zrychlení bylo použití sdílené paměti. Graf 6.5 ukazuje
rozdíly běhů mezi verzemi využívajících přímý přístup do paměti nebo sdílenou paměť, kde
použitou pamětí na GPU je texturovací nebo globální paměť. Z měření vyplývá několik
poznatků. Dle očekávání je kombinace globální a sdílené paměti rychlejší pro interpolátory
s větším poloměrem nežli dvojice globální paměti a přímého přístupu. Se zvětšujícím se
počtem pixelů by se tento rozdíl nadále zvětšoval. Zato u texturní paměti je ve stejném
případě vhodnější přímý přístup pomocí texturních samplerů. Stejný jev nastává u lineární
interpolace. Z toho lze usoudit, že v případě texturní paměti je výhodnější využít přímého
přístupu a L2 vyrovnávací paměti GPU než sdílené paměti, která vytváří v tomto případě
nadbytečné operace. Výsledkem složitější logiky a nutností synchronizace lokální paměti je


















































































































































































































































































































































Rozlišení výstupního obrazu (pixely)
ásti programu
P enos dat CPU->GPU
P enos dat GPU->CPU
Samotný výpočet














































































































































































Obrázek 6.4: Graf dob běhu interpolátorů na GPU nízkoúrovňového rozhraní knihovny.
než globální paměť s přímým přístupem.
6.2.4 Globální vs. texturní paměť
Během implementace interpolačních metod jsem kladl velký důraz na správný přístup
k práci s globální pamětí, aby mnou dosažené konečné řešení bylo co nejrychlejší a ne-
vznikaly tak velké rozdíly mezi použitím globální a texturovací paměti.
Z grafu 6.6 lze usoudit, že použitý způsob implementace smazává rozdíly mezi oběma
druhy použitelné paměti. Je tedy nepodstatné, jestli je využívána globální paměť nebo
texturovací paměť, a výběr paměti spočívá pouze na vhodnosti v konkrétním případě.
Globální paměť je navíc mnohem univerzálnější, jelikož texturovací paměť je dostupná
pouze v některých kombinacích datových typů a počtu položek. U globální paměti takové
omezení není a je možné ji použít v některé kombinaci tvořené běžně používanými datovými
typy (kromě double) a v počtu 1, 2, 3 nebo 4 položek na pixel. Dokonce by bylo možné
mít interpolaci nespecifikovaných dat a to až o 16 položkách na element, kde by se mohla
uplatnit technika swizzlingu (sekce 5.5).
6.2.5 Využití vestavěné interpolace
Pro jednoduché jádra lineární interpolace a interpolace nejbližším sousedem existují pro
texturovací paměť vestavěné samplery v rámci standardu OpenCL. Díky přímé podpoře
ze strany HW grafické karty je implementované řešení pomalejší nežli vestavěná verze. Pro
ostatní interpolátory už vestavěné verze neexistují a tuto mezeru musí zaplnit programátor,
v případě této práce knihovna. V grafu 6.7 je srovnání obou dvou verzí na lineární interpolaci
obrazu, kde je jako vstup texturovací paměť. Interpolace nejbližším sousedem v grafu není,




















































































































































































































































































































































Rozlišení výstupního obrazu (pixely)
Interpolátory
GPU Linear - global memory
GPU Lanczos2 - global memory
GPU Lanczos6 - global memory
GPU Linear - texture memory
GPU Lanczos2 - texture memory
GPU Lanczos6 - texture memory








































































































































































Obrázek 6.7: Graf porovnání vestavěné lineární interpolace oproti implementované lineární
interpolaci.
Tabulka 6.2: Tabulka hodnot měření podobnosti obrazu s originálem po zmenšení a zvětšení.
Interpolator PSNR MSSIM Interpolator PSNR MSSIM
Nearest 24.587 0.66793 Blackman2 27.347 0.737991
Linear 26.710 0.71749 Blackman3 27.818 0.748966
Lanczos2 27.751 0.74687 Blackman4 28.023 0.753802
Lanczos3 28.081 0.75501 Blackman5 28.125 0.755876
Lanczos4 28.171 0.75628 Blackman6 28.180 0.756785
Lanczos5 28.226 0.75709 Hanning 27.097 0.731159
Lanczos6 28.254 0.75711 Catrom 27.441 0.740636
6.2.6 Kvality metod
Poslední vyhodnocení se týká kvality vzniklého obrazu po interpolaci jednotlivými typy
interpolátorů. V tabulce 6.2 jsou výsledky měření po provedení zmenšení obrazu lena.png
faktorem 0.25 a jeho zpětného zvětšení do původní velikosti (faktor zvětšení 4) tím samým
interpolátorem. Pro posouzení vlivu typu interpolátoru je dobré provést i subjektivní zhod-
nocení obrazu člověkem, zvlášť, pokud má být aplikace nasazena na určitý problém. Obrazy
vzniklé po zvětšení jsou v sérii obrazů 6.8.
Výsledek interpolace nejbližším sousedem ústí ve vytvoření pixelizovaného obrazu, u kte-
rého je už těžké určit, zda je to opravdu ten samý obraz jako vstupní. Ostatní interpolátory
produkují svým způsobem rozostřené obrazy jako důsledek ztráty části informace o obrazu.
Nejvíce se toto chování projevuje při použití lineární interpolace, která viditelně narušuje
hrany v obraze. Situace je podobná u Hanningova, Hammingova a Gaussova okna.
Lanczosovo a Blackmanovo okno viditelně již zachovávají lépe hrany a dochází k výrazně
menšímu menšímu rozmazání interpolátorem. Na druhou stranu, lze pozorovat jiný jev a to
ringing. Na přechodech z tmavých oblastí do světlejších se projevuje jako tmavší hrany a
naopak, z přechodu ze světlých oblastí do tmavých jako světlé vlny. Artefakt je viditelnější
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(a) Zdrojový obraz (b) Nearest neighbor
(c) Linear (d) Lanczos2
(e) Lanczos6 (f) Blackman2
(g) Blackman6 (h) Hanning
Obrázek 6.8: Obrazy zdrojového obrazu , který byl interpolátory zmenšen a zvětšen do
původní velikosti.
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se zvyšujícím se poloměrem interpolátoru. V tuto chvíli se projevuje rozdíl mezi oběma
interpolátory. U Blackmanova okna se artefakt projevuje viditelně slaběji nežli u Lanczosova
i přes to, že v tabulce 6.2 dosahovalo Blackmanovo okno horších výsledků MSSIM indexu.
Jak už bylo naznačeno, je dobré provést i subjektivní hodnocení obrazu. K vytvoření
obrazů na vizuální posouzení jsem použil subjektivní metodu popsanou v sekci 2.2.2 na
uměle vytvořeném obraze zmíněném tamtéž. V sadě obrazů 6.9 předkládám výsledky me-
tody aplikované na dva nejkvalitnější interpolátory a to Lanczos6 a Blackman6. I když
výsledky pro Blackman6 interpolátor byly horší než pro jeho konkurenta, vizuálně dopadl
lépe. Nejen že kroužky nedeformoval tolik jako Lanczos6, ale také kroužky v jeho výstupu
obsahují méně rušivých artefaktů.
(a) Zdrojový obraz (b) VS pro Lanczos6 (c) VS pro Blackman6
Obrázek 6.9: Výsledky aplikování metody vizuálního měření na uměle vytvořený obraz.
Počty kroužků jsou u obou interpolátorů shodné, ale u Blackman6 se méně projevuje bloc-
king.
6.3 Možnosti budoucího vývoje
Z charakteru zadání této diplomové práce lze odvodit rozšíření, která by se mohla týkat
počtu podporovaných metod, nasazení a celkové kompatibility knihovny s různými GPU.
Již stávající interpolační metody by bylo možné využít při rotaci obrazu. Tím by zís-
kala knihovna další často používanou operaci nad obrazem. Bylo by nutné přepsat funkci
pro mapování nových pixelů do původní obrazové mřížky místo stávající implementace
specializované na změnu velikosti obrazu.
Určitě by bylo zajímavé přepsat implementaci do CUDA a porovnat rychlosti obou
implementací. OpenCL je neustále zlepšována a rozdíl mezi OpenCL a CUDA se neustále
zmenšuje. Ovladače pro CUDA jsou považovány za vyspělejší a v některých případech jsou
aplikace založené na CUDA technologii rychlejší nežli jejich ekvivalenty v OpenCL. Až
bude k dispozici ovladač OpenCL pro verzi 1.2 i v OS Linux, chtěl bych přepsat kernel kód
s využitím novinek této verze pro větší přehlednost. Jisté změny by mohly být provedeny i
na straně host kódu, jelikož nová verze OpenCL přináší další optimalizace i na této straně
(např. příznak CL_MEM_HOST_NO_ACCESS pro paměť).
Uvážit lze optimalizace pro různé GPU. Knihovnu jsem vyvíjel na mainstreamové herní
kartě, která není primárně určena pro GPGPU. U karet k němu určených bych možná
zjistil, že je pro ně vhodnější jiný přístup, konfigurace, atp. Na druhou stranu by bylo
vhodné provést testy a případné úpravy pro GPU starších generací, abych zajistil rozsáhlejší
42
kompatibilitu knihovny a tím její větší potenciál rozšíření. Nutností také je otestování na
GPU jiných výrobců než Nvidia.
Pokud by měla knihovna být uvolněna pro širší veřejnost, bylo by nutné zrevidovat
návrh jejího rozhraní expertem zabývajícím se tématem, čímž by se stala zajímavější pro
programátory. Pokud by to okolnosti vyžadovaly, bylo by možné vytvořit bindingy knihovny
pro jiné programovací jazyky, než je C++.
Bylo by možné také zkusit vlastní nasazení knihovny v již zaběhnutém projektu jako je
např. ImageMagick, ve kterém je prozatím podpora pouze pro obecnou konvoluci a poslední
zmíňka o akceleraci operace na GPU je dva roky stará. V tomto konkrétním případě by asi





V rámci diplomové práce bylo cílem se seznámit s metodami pro zvětšování obrazů a mož-
nostmi paralelizace vybraných metod. Součástí je návrh, implementace a otestování akce-
lerované knihovny pomocí GPGPU, pokud možno multiplatformní.
Bylo nutné prostudovat základy zpracování signálů, které podávají teoretický základ
především pro metody interpolační. Pomocí těchto základů je možné vysvětlit předpoklá-
dané vlastnosti použitých interpolátorů, které lze analyzovat z části v časové doméně a
z části ve frekvenční doméně. Během zpracování obrazů vznikají některé artefakty, které
byly také popsány. Jejich vliv na obraz je postřehnutelný okem, ale pro vyhodnocení je
nutné použít nějakou metriku. Byly popsány obecné metriky i metriky specializované pro
obraz.
Uvedené základy jsou pak použity při podávání informací k interpolačním metodám,
které jsou základními a zároveň nejrozšířenějšími metodami pro zvětšování obrazu. Doko-
nalejšími metodami jsou super-resolution přístupy, které obecně trpí méně artefakty nežli
metody interpolační. Kvůli širokému tématu jsou popsány pouze základní používané tech-
niky těchto metod. Z těchto metod jsem pak vybral vhodného kandidáta pro paralelizaci
na GPU a posléze implementoval.
V implementační části se věnuji detailnímu popisu vybraných metod zvětšování obrazu a
jejich dostupnými optimalizacemi používaných při GPGPU. Součástí kapitoly je popis řešení
technických omezení a programovacích technik pro GPGPU. Ve finální části implementační
kapitoly je umístěn programový popis knihovny, jejího rozhraní a částí.
Kapitola vyhodnocení diplomové práce rozebírá dosažené výsledky knihovny sadou testů
a popsaných metodik. Testy se zabývají jak rychlostním aspektem, tak kvalitou výsledných
obrazů při použití jednotlivých druhů interpolátorů. Na závěr kapitoly uvádím možný bu-
doucí vývoj knihovny a její možnosti nasazení v existujících projektech.
GPGPU je moderní technologie, která nabývá v poslední době velkého významu v ob-
lasti paralelizace úloh mimo CPU. Diplomová práce řeší úlohu změny velikosti obrazu s vy-
užitím této technologie ve formě knihovny. Vytvořená knihovna je pak unikátním dílem jak
do rozsahu poskytnutých metod, tak i způsobem implementace.
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V rámci diplomové práce jsem vytvořil čtyři konzolové programy pro demonstraci funkčnosti
knihovny. Tyto aplikace si nekladou za účel být plnohodnotnými programy pro změnu
velikosti. Programy sloužily jako prostředky při vyhodnocování rychlosti knihovny a kvality
použitých interpolátorů.
A.1 Resize
Program resize slouží k změně velikosti obrazu. Uživatel musí zadat název vstupního
obrazu, název výstupního souboru a faktor změny. Dále si může vybrat typ interpolátoru a
typ paměti GPU, kterou knihovna použije k interpolaci. Program umožňuje pouze změnu
velikosti zachovávající poměr stran obrazu.
resize -i <input_image> -o <output_image> -s <scale> [-t <interpolator>]
[-m <memory_type>]
• -i <input_image> definuje název vstupního souboru.
• -o <output_image> definuje název výstupního souboru.
• -s <scale> definuje faktor změny velikosti obrazu.
• -t <interpolator> definuje interpolátor, který se má použít. Výchozí hodnota od-
povídá lineárnímu interpolátoru.
• -m <memory_type> definuje typ grafické paměti, která se má použít. Výchozí hodnota
odpovídá globální paměti GPU.
A.2 PSNR
Program psnr implementuje metodu PSNR (ref). Uživatel musí zadat název vstupních
obrazů. Část programu počítající PSNR byla převzata z dokumentace ke knihovně OpenCV.
psnr <input_1> <input_2>
• <input_1> – vstupní obraz číslo 1.
• <input_2> – vstupní obraz číslo 2.
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A.3 MSSIM
Program mssim implementuje metodu SSIM (ref). Uživatel musí zadat název vstupních
obrazů. Pokud je obraz více kanálový, je hodnota SSIM vypočtena pro každý kanál zvlášť.
Samotná část programu počítající SSIM byla převzata z dokumentace ke knihovně OpenCV.
mssim <input_1> <input_2>
• <input_1> – vstupní obraz číslo 1.
• <input_2> – vstupní obraz číslo 2.
A.4 Visual Quality
Program visual_quality opakovaně zmenšuje a zvětšuje vstupní soubor tak, jak bylo
popsáno u metody pro vyhodnocení kvality v sekci (ref). Uživatel musí zadat název vstup-
ního souboru, název výstupního souboru a typ interpolátoru. Použitá paměť GPU v tomto
případě nehraje žádnou roli, protože důležitý je pouze výstupní soubor.
visual_quality <input> <output>
• <input> – vstupní obraz číslo 1.




doc Digitální verze textové zprávy.
doc_src Zdrojové kódy pro textovou zprávu v sázecím nástroji LATEX.
library Zdrojové kódy knihovny a podpůrných programů.
lib Zdrojové kódy knihovny a eocl.
src Zdrojové kódy podpůrných programů
bin Umístění vytvořených binárních souborů.
build Složka pro out of source kompilaci.
library_doc Programová dokumentace knihovny.
poster Plakát pro diplomovou práci.
data Obrazové data a sady výsledných obrazů vytvořených knihovnou.
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