ABSTRACT. In this article we give a representation theorem for non-semibounded Hermitean quadratic forms in terms of a (non-semibounded) self-adjoint operator. The main assumptions are closability of the Hermitean quadratic form, the direct integral structure of the underlying Hilbert space and orthogonal additivity. We apply this result to several examples, including the position operator in quantum mechanics and quadratic forms invariant under a unitary representation of a separable locally compact group. The case of invariance under a compact group is also discussed in detail.
INTRODUCTION
Integral representation theorems for functionals defined on Banach or Hilbert spaces are fundamental in solving many problems and applications related to them. In addition, the representation theorem of semibounded, closed and Hermitean quadratic forms is the corner stone of many representation theorems that can be given for quadratic forms (see, e.g., [Ka95, Chapter VI §2]). It goes back to the pioneering work in the 1950s by Friedrichs, Kato, Lax, Milgram, and others (see comments to Section VIII.6 in [RS80] ). In its simplest version, this result provides a representation of the quadratic form in terms of a densely defined, semibounded and self-adjoint operator. Hence, the spectral theorem applied to the self-adjoint operator gives finally the desired integral representation as the following example shows (see also [RS80, § VIII.6, Example 2]). Example 1.1. Let T be a self-adjoint operator on a Hilbert space H with dense domain D(T ) ⊂ H. Let E : Borel(R) → Proj(H) be the resolution of the identity associated to the operator T , where Borel(R) and Proj(H) denote the sigma algebra of Borel sets on R and the set of orthogonal projections on H, respectively. For any Φ, Ψ ∈ H define the complex measure on Borel sets of R by ν Φ,Ψ (σ) := Φ , E(σ)Ψ , σ ∈ Borel(R) .
We will denote the corresponding positive measure simply as ν Φ (σ) := ν Φ,Φ (σ); note that from the properties of the resolution of the identity we have ν Φ (R) = Φ 2 . The domain of the operator T can The key hypothesis of the representation theorem mentioned before are semiboundedness and closability of the Hermitean quadratic form. While the later is a necessary condition, the previous example shows that semiboundedness is not. In fact, Q is representable by construction (see also Definition 2.6) but we have not assumed semiboundedness for T (see also the simple example of the quantum mechanical position operator on L 2 (R) in Subsection 5.1). The assumption of semiboundedness can be weakened in various ways. For instance, in terms of sectorial quadratic forms (see [Ka55, Ka95] ) or indefinite metric spaces, which appear naturally in perturbation theory of, e.g., Dirac-Coulomb operators (cf., [GKMV13, Schm15] ).
The representation theorem of quadratic forms was instrumental in developing the perturbation theory of self-adjoint operators and had enormous importance in Mathematical Physics, in particular in the development of Quantum Mechanics (see also Section 10 of [Sim18] for a review of the central importance of quadratic forms in the analysis of self-adjointness of unbounded operators in non-relativistic Quantum Mechanics). Moreover, due to the min-max principle, quadratic forms also play a fundamental role in the study of many important spectral properties (like, e.g., existence of spectral gaps) for operators like Laplacians on manifolds as well as on quantum and discrete graphs (see [LP08a, LP08b, FLP18] ). It is remarkable that non-semibounded quadratic forms play an important role in the characterization of significant operators like the Laplace-Beltrami operator on Riemannian manifolds with boundary (and dimension ≥ 2) due to the non-trivial boundary term (see for instance the recent results in [ILPP15] ) or Dirac-like operators in any dimension [IPP15] , as well in its numerical applications [IPP13, LYPP17] .
The decomposition of the Hilbert space in terms of a direct integral and the notion of orthogonal additivity provides a natural and consistent way in which to split a non-semibounded quadratic form into semibounded ones. This makes it possible to extend results on semibounded forms to nonsemibounded ones, provided they admit such a splitting.
Classical representation theorems for quadratic forms require some analytical conditions to define a norm on the domain which guarantees the existence of an unbounded self-adjoint operator representing it (see, e.g., [RS80, § VIII.6] or [Da95, § 4.4]). The existence of a norm is typically guaranteed by the semiboundedness of the quadratic form (or more generally assuming the quadratic form to be sectorial). But if the quadratic form is not sectorial, in particular not semibounded, then it is not possible to give this topological characterization. To circumvent this problem we give up the notion of closed quadratic form and generalise the notion of closable quadratic form to the non-semibounded case.
In a very different setting, a remarkable activity has taken place around the problem of finding linear representations, and eventually integral representations, for continuous homogeneous polynomials on Banach lattices. The first result in this direction was obtained by Sundaresan [Sun91] who obtained a representation theorem for polynomials on ℓ p and on L p . Given a Banach lattice of functions on a measure space (A, Σ(A)) with measure µ, a natural model for a continuous homogeneous polynomial of degree n is (1.2)
where ξ is an integrable function. Clearly such polynomials satisfy the orthogonal additivity property:
(1.3) P (f + g) = P (f ) + P (g) , whenever the functions f and g have disjoint supports. Benyamini, Llavona and Lasalle showed in [BLL06] that continuous orthogonally additive polynomials on Banach lattices can be represented in the form (1.2). Pérez-García and Villanueva [PV05] solved independently the case of spaces of continuous functions on compact spaces. Carando, Lassalle and Zalduendo [CLZ06] found an independent proof for the case C(K) and Ibort, Linares and Llavona [ILL09] gave another one for the case ℓ p . Such representation theorem can be extended to the more general situation of Riesz spaces [Ro70] . Following ideas started by Buskes and van Rooij (see [Bu04] ), a similar representation theorem was obtained recently by Ibort, Linares and Llavona [ILL12] .
In this article, we will concentrate on non-continuous non-semibounded quadratic polynomials because of its interest, both conceptually and in applications, and we will extend the classical representation theorem by using an orthogonality property inspired in the additive orthogonality of homogeneous polynomials on Banach lattices discussed before. To implement orthogonal additivity in our context we will assume that the underlying Hilbert space has the structure of a direct integral (see Section 2). This assumption is quite natural if one aims to represent the quadratic form in terms of (non-semibounded) self-adjoint operators because one of the versions of the spectral theorem guarantees the existence of such direct integral decomposition (see, e.g., Section 7.3 in [Hall13] ). Another source of inspiration for this article, in particular, to justify the direct integral decomposition of the Hilbert space is the theory of unitary representation of groups (see, e.g., [Mac76] ). Recall that using classical results in the theory of von Neumann algebras one may decompose any unitary representation of a separable locally compact group G on a Hilbert as a direct integral of primary representations. In the context of compact groups this direct integral becomes simply a direct sum. Quadratic forms invariant under a given unitary representation of a group G were analysed in [ILPP15b] . We will address in Subsection 5.2 the question of representability of non-semibounded and G-invariant quadratic forms.
The article is organised as follows. In the following section we introduce the necessary definitions and results in relation to quadratic forms and direct integrals. We also generalise the notions of closability and representability to non-semibounded quadratic forms (see Definition 2.6 and 2.7). These concepts will be central for this article. In Section 3 we introduce, assuming that the underlying Hilbert space has a direct integral structure over a measurable space (A, Σ(A)) with measure µ, the notions of orthogonal additive and countable orthogonal additive quadratic form. Under the assumption of closability of the quadratic form these notions turn out to be equivalent. We also interpret the quadratic form as a measure on Σ(A) and its Radon-Nikodym derivative (with respect to µ) as a quadratic form density. In Section 4 we prove the main representation results for a class of non-semibounded Hermitean quadratic forms satisfying certain conditions which we resume under (H1)-(H3) (cf., Theorems 4.10 and 4.12). For this family of quadratic forms the classical representation theorems do not apply. This class contains quadratic forms densely defined on the direct integral Hilbert space, which are closable, orthogonally additive and, for simplicity, we also assume that the measure space underlying the direct integral is point supported. We base our result on a consistent splitting procedure of the quadratic form into semibounded quadratic form densities and the spectral theorem. Finally, in Section 5 we apply our results to some of the examples mentioned above. It includes the case of the position operator in Quantum Mechanics. This example is prototypical since, one of the versions of the spectral theorem, guarantees that any self-adjoint operator is equivalent to a multiplication operator. This allows to show the necessity of the hypothesis taken. We conclude with the analysis of the representability of non-semibounded quadratic forms invariant under a unitary representation of a group in Subsection 5.2.
QUADRATIC FORMS AND DIRECT INTEGRALS
We begin introducing basic definitions and results on quadratic forms and direct integrals that will be needed later. Some standard references on quadratic forms and their relation to unbounded operators are, e.g., [Ka95,  For the notion of direct integral of Hilbert spaces we refer to [Dix81] (see also Chapter 14 in [KR86] or Section 7.3 in [Hall13] and references cited therein).
Definition 2.1. Let D be a dense subspace in a complex separable Hilbert space H. Denote by Q : D × D → C a sesquilinear form which is anti-linear in the first entry and linear in the second. The sesquilinear form Q is Hermitian if
Given a Hermitean sesquilinear form Q, the quadratic form associated with it (and also denoted by Q) on the the same domain D is its evaluation on the diagonal, i.e., Q : D → R with Q(Φ) := Q(Φ, Φ) for any Φ ∈ D. The quadratic form is semibounded from below if there is a constant m ≥ 0 such that
We call m the semibound of Q. If Q(Φ) ≥ 0, Φ ∈ D, we say that Q is positive. The quadratic form is semibounded from above if −Q is semibounded from below. We say that the quadratic form is non-semibounded if it is not semibounded from below and from above.
Note that a quadratic form Q satisfies for any scalar λ ∈ C
which implies Q(0) = 0. Moreover, the values of the quadratic form already determine the values of the sesquilinear form (cf., [Ka95, p. 49]):
The definition we give next was stated by Kato in [Ka95, § 1.4 of Chapter VI] as a characterization of closability in the context of sectorial quadratic forms. We will omit this hypothesis here and show that closability as defined below will play a central role when addressing orthogonal additivity and the representation theorem for non-semibounded quadratic forms. 
Moreover, D is the closure with respect to the graph-norm
From this result and following our motivating Example 1.1 we give the following definition.
Definition 2.6. Let Q be a Hermitean quadratic form densely defined on D ⊂ H. We will say that Q is weakly representable if there exists a self-adjoint operator T with domain D(T ) and an extension Q with domain D ⊃ D(T ) such that for all Φ, Ψ ∈ D(T ) one has that
In this case we will say that T represents Q.
To any self-adjoint operator one can associate a unique spectral resolution of the identity E(·) (cf., [AG93] ). For every Φ ∈ H this spectral decomposition defines a real measure on the Borel σ-algebra of R by
The domain of the self-adjoint operator T can be characterised in terms of this family of measures as follows.
Notice also that as a consequence of the spectral theorem one has that a weakly representable form can be represented using the measure ν Φ (·) for Φ ∈ D(T ) as
This suggests the following stronger notion of representability.
Definition 2.7. Let (Q, D) be a weakly representable quadratic form with extension (Q, D) and E(·) be the resolution of the identity of the self-adjoint operator T that represents Q. We will say that Q is strongly representable if
Later in this article we will show that closability is a necessary condition for any quadratic form to be representable. We check first weak representability and closability of the quadratic form given in Example 1.1. Proof. Weak representability is obvious by choosing Q = Q and D = D. To prove closability we need to show that given {Φ n } ⊂ D(T ) such that lim n→∞ Φ n = 0 and lim n,m→∞ Q(Φ n − Φ m ) = 0 then one has that lim n→∞ Q(Φ n ) = 0. Notice that we cannot use the closedness of the self-adjoint operator T to prove the result since lim n→∞ T Φ n might not exist. Indeed, it would exist (and be zero) if lim n,m→∞ T (Φ n − Φ m ) = 0, but our conditions are weaker.
Suppose that Q(Φ n ) does not converge to zero. Then there exist ǫ 0 > 0 such that for all N ∈ N there exist n 0 = n 0 (N, ǫ 0 ) > N with |Q(Φ n 0 )| > ǫ 0 . Using the additivity of the sesquilinear form on both entries we have
By assumption we have that for all ǫ 1 > 0 there exists N 1 such that for all n, m > N 1 we have that
The sequence {Q(Φ n )} may alternate signs. Suppose that Q(Φ n 0 ) > 0. Then m 0 can be chosen such that Q(Φ m 0 ) > 0. If this were not the case, this would mean that there exists some N 2 such that the series does not alternate sign for n > N 2 . Then, it suffices to choose N 1 > N 2 . Now we have that Eq. (2.6) implies that |Q(Φ n 0 )| < ǫ 0 , a contradiction. One can proceed analogously if
The same proof of the preceding proposition also shows the following result in relation with symmetric operators.
Corollary 2.9. Let T be a symmetric operartor on the dense domain D(T ) ⊂ H. Define the Hermitean quadratic form
Given a weakly representable semibounded quadratic form we can define a norm in terms of the resolution of the identity of the self-adjoint operator that represents it and which is equivalent to the graph-norm. The former norm is convenient because it does not need the use of the semibound explicitly in its definition. This fact motivates our definition of a norm for quadratic forms that are non-semibounded. 
is equivalent to the graph norm
Proof. On one hand we have
On the other hand
Q , which shows the equivalence of norms.
We prove now the following consistency result showing that the representation theorem for semibounded quadratic forms given in Theorem 2.5, implies strong representability. 
Next we need to state a useful generalisation of the Cauchy-Schwarz inequality adapted to unbounded sesquilinear forms. The idea for the proof is suggested by Kato in the beginning of [Ka95, Chapter VI, §1.2]. For convenience of the reader we provide a complete proof.
Proposition 2.12. Let Q and h be Hermitean quadratic forms both with dense domain D and suppose that h is non-negative. Suppose that there exists
Proof. Let Φ, Ψ ∈ D and note that we can always assume Q(Φ, Ψ) ∈ R. Indeed, assume that the proposition is true in this case. Let ϕ ∈ C with arg ϕ = arg Q(Φ, Ψ), |ϕ| = 1 and letΨ := ϕ −1 Ψ. Now we have that
Now, from the polarisation identity we have that
Suppose that h(Φ) · h(Ψ) = 0 and notice that the left hand side is invariant under the substitution
h(Φ ) the result follows. Now suppose that h(Φ) = 0 and h(Ψ) = 0. We have to show that Q(Φ, Ψ) = 0. Notice that there exists u ∈ D such that h(u) > 0 since otherwise Q ≡ 0. We have that for all ǫ = 0 it holds that h(Φ + ǫu) > 0. Now we get that
Since this is true for all ǫ = 0 we get the result. The case h(Φ) = h(Ψ) = 0 can be proven in a similar way.
We complete this section describing some basic definitions and results on direct integrals. Let (A, Σ(A), µ) be a measure space with µ a σ-finite, positive measure. Let {H α | α ∈ A} be a family of complex separable Hilbert spaces and we denote for any α ∈ A by · , · α and · α the scalar product and the norm of the Hilbert space H α , respectively. A section of {H α | α ∈ A} is a function x : A → ∪ α∈A H α with the property that for each α ∈ A one has x(α) ∈ H α . Definition 2.13. A family {H α | α ∈ A} is called a measurable field of Hilbert spaces with respect to µ if there exists a vector field F of sections of {H α | α ∈ A} such that:
There is a countable set of elements {x 1 , x 2 , . . . } in F such that for all α ∈ A the linear span of {x 1 (α), x 2 (α), . . . } is dense in H α . Note that this condition requires separability of the H α explicitly.
We define the following semi-norm on the collection F.
(2.8)
Definition 2.14. We call the set {x ∈ F | x < ∞} the space of square integrable sections of the measurable field of Hilbert spaces. The quotient of this space under the equivalence class x ∼ y defined by x − y = 0 is called the direct integral of the measurable field of Hilbert spaces with respect to µ and is denoted by
The following theorem summarises the preceding construction, cf., [Dix81, Part II, Chapter 1].
Theorem 2.15. Let (A, Σ(A), µ) be a measure space with µ a σ-finite, positive measure. Let {H α | α ∈ A} be a measurable field of Hilbert spaces with respect to µ. The direct integral
defines a complex separable Hilbert space with norm
and associated scalar product
From these definitions some important consequences follow.
Proposition 2.16. Let (A, Σ(A), µ) be a measure space with µ a σ-finite, positive measure. Let {H α | α ∈ A} be a µ-measurable field of Hilbert spaces. For any ∆ ∈ Σ(A) consider the corresponding measure subspace. Then {H α | α ∈ ∆} is a measurable field of Hilbert spaces with respect to µ and define the direct integral over ∆ by
Then H ∆ is a closed subspace of H. We define P ∆ to be the orthogonal projection onto H ∆ . Moreover, if µ(∆) = 0, then H ∆ = {0}.
ORTHOGONAL ADDITIVITY OF QUADRATIC FORMS
In this section we will define the property of orthogonal additivity. This will turn out to be a necessary condition for a closable and Hermitean quadratic form to be representable.
Definition 3.1. Let (A, Σ(A), µ) be a measure with positive and σ-finite measure µ. Consider a measurable field of Hilbert spaces {H α |α ∈ A} and the direct integral
Let Q be a Hermitean quadratic form and densely defined on D ⊂ H. We say that Q is orthogonally additive with respect to µ or, simply, orthogonally additive if the following properties hold:
(i) Stability of domain: for any ∆ ∈ Σ(A) one has that P ∆ D ⊂ D, where P ∆ is the orthogonal projection onto the subspace H ∆ (cf., Proposition 2.16). (ii) Σ-boundedness: for any Φ ∈ D there exists M Φ > 0 such that for all ∆ ∈ Σ(A)
There is a natural alternative notion related to orthogonal additivity that one can define.
Definition 3.2. Let (A, Σ, µ) and H as in Definition 3.1. Let Q be a Hermitean quadratic form, densely defined on D ⊂ H. We say that the quadratic form is countably orthogonally additive with respect to µ or, simply, countably orthogonally additive if the following properties hold:
(i) Stability of domain: for any ∆ ∈ Σ(A) one has that P ∆ D ⊂ D.
(ii) Countable additivity: for any countable partition {∆ i } i∈N ⊂ Σ(A) of a measurable set ∆ ∈ Σ(A) one has that for all Φ ∈ D (3.1)
Note that the convergence of the preceding series is part of the requirement. Since the union of sets is not changed under permutation of indices any rearrangement of the series must also be convergent; in particular, the series is absolutely convergent.
The next result is a straightforward consequence of the stability of domain condition.
direct integral of Hilbert spaces and D ⊂ H be a subspace satisfying
Proof. To prove the non-obvious direction, assume P ∆ D is not dense in H ∆ for some ∆ ∈ Σ(A). Therefore, there is a nonzero Φ ∆ ∈ H ∆ which is orthogonal to P ∆ D. Extending Φ ∆ by 0 on the complement ∆ c we obtain a nonzero vector in H which is orthogonal to D, hence D is not dense in H.
In the rest of this section we will show that, under the assumption of closability of the quadratic form (cf., Definition 2.2), orthogonal additivity and countable orthogonal additivity are equivalent notions. In the following we will assume that the underling Hilbert space H is a direct integral, i.e.,
for a measure space (A, Σ(A), µ) with positive and σ-finite measure µ.
Lemma 3.4. Let Q be a closable and orthogonally additive quadratic form defined on D which is dense in the direct integral Hilbert space H. Then, for any countable partition {∆ i } i∈N of a measurable set ∆ ∈ Σ(A) and any Φ ∈ D one has that
Proof. Let {∆ i } i∈N be a partition of ∆ and assume µ(∆ i ) = 0, i ∈ N, since if only finitely many µ(∆ i ) are different from 0 there is nothing to prove. Take Φ ∈ D and consider the sequence a n := Q P ∪ ∞ i=n ∆ i Φ , n ∈ N , which is bounded by the Σ-boundedness property (ii) in Definition 3.1. If a n does not converge to zero, then there exist ǫ > 0 and a subsequence {a n j } j∈N which can be taken to be convergent and such that |a n j | > ǫ, j ∈ N. Since {a n j } j∈N is, in particular, a Cauchy sequence, there exists a K > 0 such that for all n j , n l with n j ≤ n l and j, l > K we have
where we have used the orthogonal additivity property in the last two equations. From the properties of the direct integral of Hilbert spaces lim n→∞ P ∪ ∞ i=n ∆ i Φ = 0. Therefore, closability of Q now implies that lim
which contradicts |a n j | > ǫ. Proof. Let {∆ i } i∈N be a countable partition of a measurable set ∆ ∈ Σ(A). Then, by orthogonal additivity, for any n ∈ N we have that
From Lemma 3.4 we have that
which implies countable orthogonal additivity. 
Proof. This is a direct application of countable orthogonal additivity and the polarization identity on both sides (see Eq. (2.1)).
Corollary 3.7. Let Q be a closable and countably orthogonally additive quadratic form defined on D which is dense in the direct integral Hilbert space H. If ∆ 1 , ∆ 2 ∈ Σ(A) are two disjoint sets, then
Proof. Given ∆ 1 , ∆ 2 as above, define ∆ 3 := (∆ 1 ∪ ∆ 2 ) c and consider the partition {∆ 1 , ∆ 2 , ∆ 3 } of A. Then, by the preceding proposition we have
where we have used that the projections P ∆ i , i = 1, 2, 3 , are mutually orthogonal.
The property of countable orthogonal additivity of the quadratic form allows to introduce the following family of real measures on Σ(A).
Definition 3.8. Let Q be a countably orthogonally additive Hermitean quadratic form on D which is dense on the direct integral Hilbert space H. For any Φ ∈ D we define real measure on the measure space (A, Σ(A)) by
This measure is finite since Ω Φ (A) = Q(P A Φ) = Q(Φ) < ∞ and countably additive by property (ii) in Definition 3.2.
Proposition 3.9. Let Ω Φ be the real measure associated to a countably orthogonally additive Hermitean quadratic form Q on D and Φ ∈ D. The total variation |Ω Φ | of the measure Ω Φ is a finite measure, i.e.,
Proof. This is a direct consequence of Theorem 6.4 in [Rud86] . The statement follows under the assumptions that the series on the right hand side of Equation (3.1) converges and that |Ω Φ (∆)| < ∞ for any ∆ ∈ Σ(A). The former condition holds by definition of countable orthogonal additivity and the latter because Ω Φ (∆) = Q(P ∆ Φ) and P ∆ Φ ∈ D. 
Proof. We have that
where we have used the properties of the total variation of a measure and the previous proposition.
We can summarise the relation between the two notions of orthogonal additivity in the following theorem. Proof. That orthogonal additivity implies countable orthogonal additivity is shown in Corollary 3.5. Clearly we have that (ii) of Definition 3.2 implies (iii) of Definition 3.1. In addition, Corollary 3.10 states that countable orthogonal additivity implies (ii) of Definition 3.1.
3.1. Properties of quadratic forms on direct integral Hilbert spaces. The fact that the Hermitean sesquilinear form Q is defined on a direct integral Hilbert space H = ⊕ A H α dµ(α) (for a measure space (A, Σ(A), µ), with positive and σ-finite measure µ) and has a stable domain D, allows the interpretation of Q as a map with three arguments:
(and similarly for the associated quadratic form Q : D × Σ(A) → R). Fixing Φ ∈ D we have considered in Definition 3.8 the real measure Ω Φ on (A, Σ(A)). In the next proposition we continue exploring properties of this measure.
Proposition 3.12. Let Q be a countably orthogonally additive quadratic form densely defined in D ⊂ H and let Ω Φ be the associated real measure. For every Φ ∈ D there exists a density function
Proof. This is a direct application of the Theorem of Radon-Nikodym. Indeed, µ is a σ-finite, positive measure and Ω Φ is a real measure with finite total variation by Proposition 3.9. It only remains to show that Ω Φ is absolutely continuous with respect to µ . Let ∆ ∈ Σ(A) be such that µ(∆) = 0. Then, by Proposition 2.16, we have H ∆ = {0} and, therefore, Ω Φ (∆) = Q(P ∆ Φ) = 0 .
The map in Eq. (3.5) allows now to interpret the density function stressing its dependence on the domain D. In this case, we denote for any α ∈ A the map
Proposition 3.13. Let ω Φ ∈ L 1 (µ) be the density function defined in Proposition 3.12. The associated map q defined before induces an L 1 (µ)-valued sesquilinear form
Proof. For any ∆ ∈ Σ(A) we have that the parallelogram identity for the quadratic form Φ → Q(P ∆ Φ) holds. That is, for Φ, Ψ ∈ D
Using Proposition 3.12 we can rewrite this expression as
Since ∆ is arbitrary we have that q (·) (Φ) = ω Φ (·) satisfies the parallelogram identity. Hence, the polarisation identity defines the desired sesquilinear form with values in L 1 (µ) by
and the proof is concluded.
REPRESENTATION OF NON-SEMIBOUNDED QUADRATIC FORMS
In this section we present a representation theorem for non-semibounded quadratic forms on a Hilbert space H which we assume to have the structure of a direct integral H = ⊕ A H α dµ(α), where (A, Σ(A), µ) is a measure space with σ-finite and positive measure µ. In order to highlight the essential ideas behind the representation theorem we will make some additional assumptions on the measure space (see, e.g., [Fre10] ). For a countable set A, we say that the measure µ is point-supported on (A, Σ(A)) if µ measures all subsets of A, i.e., Σ(A) = P(A) and for any ∆ ⊂ A we have
It is clear that, in particular, µ is purely atomic.
Our first two hypothesis for the representation theorem are: H1: Q is a closable and orthogonally additive quadratic form on the domain D which is dense in the direct integral Hilbert space H. H2: The positive measure µ on (A, Σ(A)) is point supported.
Proposition 4.1. Let Q : D → R be a quadratic form satisfying H1 and H2. For any α ∈ A consider the map q α : P α D → R given by q α (P α Φ) = Q(P α Φ). Then q α specifies a closable, Hermitean quadratic form on P α D which is dense on H α .
Proof. Since (A, Σ(A)) is point supported it follows from Proposition 3.13 that for any α ∈ A, q α (·, ·) is a Hermitean sesquilinear form determining the quadratic form q α (·) on P α D which is dense in H α by Lemma 3.3. It remains to show that q α (·) is closable. Let {Φ n } α ⊂ D α be a sequence such that lim n→∞ Φ n = 0 and lim n,m→∞ q α (Φ n − Φ m ) = 0. Since {Φ n } n can be extended by zero on A \ {α} to a sequence { Φ n } n on D we also have
Now by closability of Q (cf., Definition 2.2) we conclude that
Finally we add the last hypothesis to complete the requirements of the representation theorem. We will need that the restriction of Q to each α ∈ A is semibounded.
H3: Let Q : D → R be a quadratic form satisfying H1 and H2. Denote by q α : P α D → R, α ∈ A, the previous family of quadratic forms. We assume that each of them is semibounded (either from above or from below). We apply next the representation theorem for semibounded quadratic forms given in Theorem 2.5 to the family of quadratic forms. 
where ν α Φ (·) = E α (·)Φ(α) 2 α is the positive measure on Borel sets of R associated with E α (·).
(ii) For any Φ ∈ D we have the following integral representation of Q (4.1)
Proof. (i) By Proposition 4.1 and H3 the quadratic form q α is closable and semibounded on P α D. Then, by Corollary 2.11, q α is strongly representable and therefore
Since q α is an extension of q α the formula holds for the latter if Φ(α) ∈ P α D.
(ii) Recalling the notation in Subsection 3.1, the Eq. (4.1) is a consequence of Proposition 3.12, since
where in the last equation we have used part (i).
In the next result we will integrate the family of resolutions of the identity given in the preceding theorem to specify a new resolution of the identity on H = ⊕ A H α dµ(α) which, eventually, will be associated to a self-adjoint operator representing the quadratic form Q. 
The family E(·) is a resolution of the identity on H and denote by
Proof. We have to verify the defining properties of a resolution of the identity (see, e.g., [BS87, Chapters 5 and 6]). Completeness and monotonicity follow immediately from the corresponding properties of the resolutions E α , α ∈ A, and the direct integral structure. The right continuity property, i.e.,
follows from the fact that we can take the strong limit inside the direct integral by the dominated convergence theorem and because
Let Φ = ⊕ A Φ(α)dµ(α) ∈ H and define a projection-valued measure on H by
We state next the following elementary relation between the family of projections R and P .
Lemma 4.4. For any ∆ ∈ Σ(A) and any Borel set σ ⊂ R the projections P ∆ and R σ commute.
Proof. This follows directly from the definition of direct integral and the projection-valued measure R. For any ∆ ∈ Σ(A), any Borel set σ ⊂ R and any Φ = (Φ(α)) α∈A ∈ H we have
This concludes the proof.
Note that, in general, the integral in Eq. (4.1) is not necessarily absolutely convergent. Therefore, it will be convenient to introduce a natural dense domain in H which imposes boundedness conditions both on A and the support of E(·).
Definition 4.5. Let Q be a quadratic form densely defined on D which is dense in the direct integral Hilbert space H and satisfying H1 -H3. Let {E α (·)} α∈A be the family of resolutions of the identity given in Theorem 4.2 and consider the projections P ∆ , ∆ ∈ Σ(A), and R σ , σ ⊂ R. Define the following subspace of H by
The next result shows that the elements of D can be approximated by those in D Fin .
Lemma 4.6. Let Q be a quadratic form densely defined on D which is dense in the direct integral Hilbert space H and satisfying H1 -H3. Then for any ε > 0 and any Φ ∈ H (in particular, for any
Proof. Since D is dense in H it is enough to proof the approximation for any domain vector Φ =
Moreover, by the completeness of the resolutions of the identity E α and the monotone convergence theorem we can choose a k ∈ N such that
where we put
which shows the approximation claimed.
The definition of the set D Fin is justified by the following lemma, that guarantees that for the elements of this subspace the integral in Equation (4.1) is absolutely convergent.
Lemma 4.7. For any Φ 0 ∈ D Fin we have
Proof. By Definition 4.5 there is a ∆ ∈ Σ with µ(∆) < ∞ and a compact σ ⊂ R such that
where M σ := sup{|λ| | λ ∈ σ}.
We can now define an extension of Q and prove that it is representable.
Definition 4.8. Let Q be a quadratic form densely defined on D which is dense in the direct integral Hilbert space H and satisfying H1 -H3. For any Φ ∈ D Fin define the graph norm on D Fin by Moreover, we have that
where we have used Proposition 2.12 with h(Φ) = | Φ | 2 and constant M = 1. This shows that lim n→∞ Q(Φ n ) exists. In a similar manner one can show that the limit does not depend on the approximating Cauchy sequence. Hence, we can define Q lim n→∞ Φ n ) = lim n→∞ Q(Φ n ) . Before giving the proof we will prove the following lemma.
Lemma 4.11. Let E(·) be the spectral resolution of the identity obtained by integrating the family of resolutions of the identity
and, similarly,
, n ∈ N, be a family of simple functions such that lim n→∞ f n (λ) = λ and we choose the approximation in such a way that
Then we have
where in (⋆) we have used the dominated convergence theorem by means of Equation (4.2), (⋆⋆) follows from the definition of E(·) in Proposition 4.3. In (⋆ ⋆ ⋆) we have used dominated convergence again by means of Equation (4.3). Finally, by the monotone convergence theorem we have that
Note that both sides of the equation can possibly be infinite.
Proof of Theorem 4.10. Let {f n (λ)} be the family of simple functions of Lemma 4.11 approximating pointwise the function h(λ) = λ. Then, for any Φ ∈ D Fin | · | , we have that both integrals in Lemma 4.11 are finite. Therefore
where we have used use the dominated convergence theorem in the second and last inequality. In the general case we will be able to prove that the quadratic form is weakly representable. Proof. Note that for Φ ∈ D we can define an extension of Q by Theorem 4.2 and Proposition 4.9
It is straightforward to check that
, Lemma 4.11). Let Φ, Ψ ∈ H and ν Φ,Ψ (·) be the complex measure defined by
By the polarisation identity in Eq. (2.1) and the proof of Theorem 4.10 we have for any
Let {f n (λ)} n be the family of simple functions of Lemma 4.11 and let Φ,
where in the second equality we can use dominated convergence because Φ, Ψ ∈ D Fin | · | , (see also Lemma 4.11) and the last equality follows from the properties of the spectral resolution of the identity, (cf., [AG93, RS80] ) and because Ψ ∈ D(T ).
EXAMPLES AND APPLICATIONS
In this section we will present some examples that naturally illustrate the structures needed for the representation theorem for non-semibounded Hermitean quadratic forms stated before.
5.1. The position operator in Quantum Mechanics. The first example of a multiplication operator is in a sense prototypical, because by the spectral theorem, any self-adjoint operator T representing the quadratic form will have a decomposition T = R λdE(λ), for a uniquely determined resolution of the identity E(·). The main idea here is to make contact with the structures introduced in the preceding section by considering a coarsening of R labeled by the integers Z, e.g., one can consider a uniform partition R = ⊔ k∈Z I k with I k = [k, k + 1). Then the Hilbert space of square integrable functions on R with the Lebesgue measure has a natural decomposition
Define the domain D as the space of piecewise continuous functions with compact support, which is dense in L 2 (R), and consider finally the Hermitean quadratic form on D defined by
As a measure space we consider A = Z with sigma algebra Σ(A) = P(Z) given by all subsets of Z and the counting measure µ :
For any section Φ = {Φ k | Φ k ∈ H k , k ∈ Z} its norm satisfies
The projection operator P k : H → H k can be identified with the multiplication operator by the characteristic function of the interval I k , i.e., (P k Φ)(x) = χ I k (x)Φ(x). For each k ∈ Z the quadratic form defined in Proposition 4.1 is given simply by Proof. Note that the multiplication operator is symmetric on D, hence by Corollary 2.9 the quadratic form Q is closable. According to Definition 3.2 we check that the domain D is stable under the projections P ∆ for any ∆ ⊂ Z. Since Φ ∈ D has compact support it will intersect with only finitely many I k , k ∈ ∆. Therefore,
is also piecewise continuous with compact support, hence P ∆ Φ ∈ D. Finally, for any ∆ ∈ P(Z) consider a partition ∆ = ⊔ j∈J ∆ j ∈ P(Z). By definition of the quadratic form we have for any
which shows countable orthogonal additivity.
Remark. This example already shows that the direct integral structure of the Hilbert space is highly non-unique.
In the next result we show that the example satisfies all hypothesis of Proposition 4.9 and hence we can apply the representation theorem. 
Proof. By Proposition 5.1 the quadratic form Q on D satisfies H1. Moreover, by construction, the measure space (Z, P(Z), µ) is point supported, hence H2 is also satisfied. To check H3 consider for any k ∈ Z the quadratic form q k : P k D → R (cf., Subsection 3.1). Since
it follows that q k is bounded so H3 follows. Finally, since any Φ ∈ D is piecewise continuous and has compact support it is bounded and there exist a finite ∆ ⊂ Z and a compact interval σ ⊂ R such that P ∆ R σ Φ = Φ, hence D ⊂ D Fin . The statement on the strong representability Q follows from the Theorem 4.10. It remains to show that the representing operator coincides with the multiplication operator T . The representing operator of the extension Q on D is the unique self-adjoint operator associated with the resolution of the identity E constructed in Proposition 4.3. In our example, for any k ∈ Z the bounded quadratic forms q k are represented by the multiplication operator by x on the interval I k , hence the associated resolution of the identity is given by multiplication with the characteristic function relative to the interval I k , i.e.,
which is the resolution of the identity of T .
We can now invoke the spectral theorem to prove a certain reverse implication to Theorem 4.10: Proof. We will partition R as in the example, i.e. R = ⊔ k∈Z I k , with
From the properties of the spectral resolution of the identity we have that
where µ is the counting measure and we take as Σ(Z) = P(Z). Hence H2 and H3 hold. By Theorem 3.11, to prove H1 it suffices to show orthogonal additivity. We have to prove stability of the domain, Σ-boundedness and additivity. By hypothesis
For any ∆ ∈ P(Z) one has that P ∆ Φ = E(⊔ k∈∆ I k )Φ and therefore
which proves stability. For any Φ ∈ D we have that
Since M Φ does not depend on ∆, this shows Σ-boundedness. Finally, for any ∆ ∈ P(Z) consider a finite partition ∆ = ⊔ N j=1 ∆ j ∈ P(Z). For any Φ ∈ D we have
where we have used dominated convergence.
Notice that, in the case that Q is strongly representable, but one has an that Q = Q it is not clear how to show the stability of the domain D. The following corollary of the Theorem 5.3 shows that H1 -H3 are necessary conditions when one considers the quadratic form associated to a self-adjoint operator.
Corollary 5.4. Let T be a self-adjoint operator with spectral resolution of the identity E(·) and domain
Let Q be the quadratic form densely defined on D(T ) given by
Then Q is closable, strongly representable and satisfies H1 -H3.
Proof. By Theorem 2.8 the quadratic form Q is weakly representable and closable. Let D be defined as
It is straightforward to show that D(T ) ⊂ D and that Q can be extended to a form Q(Φ) = R λdν Φ (λ) defined on D and hence Q is strongly representable. Using the same construction of the Theorem 5.3 we can show that Q and therefore Q satisfies H2 and H3. We still have to show orthogonal additivity of Q. The properties of Σ-boundedness and additivity of Q follow from those of Q, which hold by the Theorem 5.3. Finally, we need to show stability of domain: let Φ ∈ D(T ) and ∆ ∈ P(Z). Since
which concludes the proof.
Unitary representation of groups.
The theory of unitary representations of groups on Hilbert spaces is an important situation in which direct integral decompositions appear naturally. In this framework, the notion of commutant is particularly useful. If S is a self-adjoint subset of L(H) (the set of bounded linear operators on the Hilbert space H), we denote by S ′ the commutant of S in L(H), i.e., the set of all operators in L(H) commuting with all elements in S. It is a consequence of von Neumann's bicommutant theorem that S ′ is a von Neumann algebra and that the corresponding bicommutant S ′′ := (S ′ ) ′ is the smallest von Neumann algebra containing S. We refer, e.g., to Sections 4.6 and 5.2 of [Ped89] for additional motivation and proofs. Let V : G → U (H) be a unitary representation; consider the following von Neumann algebras associated with this representation
It is shown in Section 2.4 of [Mac76] that any unitary representation of a separable locally compact group G is a direct integral of primary representations. A representation is primary if V ∩ V ′ = CI. If, in addition, G is of type I (e.g., if any subrepresentation of V contains an irreducible subrepresentation), then the direct integral decomposition is essentially unique and one can take as measure space A = G, the dual of G, i.e., the set of all unitary equivalence classes of irreducible representations. To combine these results on unitary representations with our analysis of quadratic forms we have to adapt the notion of G-invariance of quadratic forms developed in Section 4 of [ILPP15b] to the underlying structure of direct integrals.
Definition 5.5. Let Q be a closable, Hermitean quadratic form on D which is dense in the direct integral Hilbert space H. Let G be a separable locally compact group with a unitary representation V on the Hilbert space H. We will say that the quadratic form is G-invariant if (i) Stability of domain: For ∆ ∈ Σ(A) one has that P ∆ D ⊂ D (ii) Boundedness on finite measure sets: For any ∆ ∈ Σ(A) with µ(∆) < ∞ there exists a M ∆ > 0 such that
(iii) Σ-boundedness: For all Φ ∈ D there exists M Φ > 0 such that
(iv) Invariance of the domain: V (g)D = D and Q(V (g)Φ) = Q(Φ) for all g ∈ G and Φ ∈ D.
Note that condition (ii) is only required for sets ∆ with finite measure, hence it does not imply that the quadratic form is bounded. Moreover, by polarization (cf., Eq. (2.1)), invariance already implies that the sesquilinear form is also invariant, i.e.,
For the next result we need to recall the notion of disjoint representations. Two unitary representations U, V : G → U (H) are called disjoint if the set of intertwining operators is trivial, i.e., if
For the next result we need to be more specific of how the measure space appears in the decomposition of V . We will follow here von Neumann's central decomposition. Denote by 
Then, for any pair ∆ 1 , ∆ 2 ∈ Σ(A) with ∆ 1 ∩ ∆ 2 = ∅, we have
where In Section 5 of [ILPP15b] we concluded that if the representing operator T is unbounded, then the representation V cannot be a finite direct sum of finitely many irreducible representations. In the next result we consider a direct integral decomposition of V , where the "pieces" of the decomposition are mutually disjoint. Proof. (i) By Theorem 3.11 it is enough to prove orthogonal additivity. Moreover, we only have to show the additivity property (iii) of Definition 3.1 since conditions (i) and (ii) follow directly from the definition of G-invariance. It is enough to show that for any pair ∆ 1 , ∆ 2 ∈ Σ(A) with ∆ 1 ∩ ∆ 2 = ∅ and µ(∆ i ) < ∞, i = 1, 2, one has that Q(P ∆ 1 Φ, P ∆ 2 Ψ) = 0, ∀ Φ, Ψ ∈ D.
We will use next the G-invariance of the quadratic form Q to define an intertwiner between the subrepresentations V ∆ i := V P ∆ i acting on the Hilbert spaces H i := P ∆ i H, i = 1, 2. Consider for a fixed Ψ ∈ D the linear map Q Ψ,12 : P ∆ 2 D ⊂ H 2 → C , Q Ψ,12 (P ∆ 2 Φ) := Q(P ∆ 1 Ψ, P ∆ 2 Φ) .
By polarization and since µ(∆ 1 ⊔∆ 2 ) = µ(∆ 1 )+µ(∆ 2 ) we have from Definition 5.5 (ii) that Q Ψ,12 is bounded by M ∆ 1 ⊔∆ 2 and, therefore, can be extended to a bounded linear functional Q Ψ,12 : H 2 → C. By Riesz's representation theorem there exists a χ 2 ∈ H 2 such that Q Ψ,12 (Φ 2 ) = χ 2 , Φ 2 , Φ 2 ∈ H 2 .
Consider now the map C : P ∆ 1 D → H 2 , C (P ∆ 1 Ψ) := χ 2 , which is linear since Q is sesquilinear and, again, by Definition 5.5 (ii), is bounded by 2M ∆ 1 ⊔∆ 2 . Moreover, since the projections P ∆ i , i = 1, 2, reduce the represenation V we have for any g ∈ G, Ψ, Φ ∈ D,
and, from the density result in Lemma 3.3, we conclude that
i.e., C ∈ V ∆ 1 , V ∆ 2 and intertwines both representations. By Lemma 5.6 we have that V ∆ 1 and , V ∆ 2 are disjoint so that C = 0 and therefore Q(P ∆ 1 Φ, P ∆ 2 Ψ) = 0.
(ii) To prove weak representability, the first part of the theorem shows that condition H1 holds and by assumption on the measure space we have also H2. By Theorem 4.12 it suffices to show that H3 holds. But this is a direct consequence of the boundedness assumption on finite measure sets in Definition 5.5 (ii). To prove strong representability we will show that D 0 = D Fin . This follows again by the boundedness on finite measure sets and the fact that for all Φ ∈ D 0 we have that P ∆ Φ = Φ for some ∆ ∈ Σ(A) with µ(∆) < ∞. where each multiplicity satisfies n(α) = dimH α < ∞. Therefore, we choose as a discrete space A := G with the counting measure µ for the decomposition of L. Proof. (i) Since D 0 is dense and any H α is finite dimensional and appears with finite multiplicity we conclude that for any ∆ ⊂ G with µ(∆) < ∞ we have P ∆ D 0 = P ∆ H. Moreover, the restriction of Q to the finite dimensional Hilbert space P ∆ H is finite and, by the defining property of D 0 , we conclude that it is also stable.
(ii) Since any P ∆ , ∆ ⊂ G, reduces L we have from the definition of D 0 that L(g)D 0 = D 0 , g ∈ G.
(iii) Finally, to prove Σ-boundedness let Φ ∈ D 0 . Then, there exists ∆ Φ ⊂ G with µ(∆ Φ ) < ∞ such that Φ = P ∆ Φ Φ. Take ∆ ⊂ G. Then we have that
where we have used that (ii) of Definitiion 5.5 holds. Proof. Note that by Lemma 5.9 the L-invariance of Q already implies that Q is G-invariant (recall Definition 5.5) and, by Theorem 5.7 (i), we conclude that Q is countably orthogonally additive. Finally, the measure µ is point supported so that Theorem 5.7 (ii) implies that Q is strongly representable.
