Multi-colour broad-band transit observations offer the opportunity to characterise the atmosphere of an extrasolar planet with small-to medium-sized telescopes. One of the most favourable targets is the hot Jupiter HAT-P-32 b. We combined 21 new transit observations of this planet with 36 previously published light curves for a homogeneous analysis of the broad-band transmission spectrum from the Sloan u' band to the Sloan z' band. Our results rule out cloud-free planetary atmosphere models of solar metallicity. Furthermore, a discrepancy at reddest wavelengths to previously published results makes a recent tentative detection of a scattering feature less likely. Instead, the available spectral measurements of HAT-P-32 b favour a completely flat spectrum from the near-UV to the near-IR. A plausible interpretation is a thick cloud cover at high altitudes.
INTRODUCTION
Transit events offer the opportunity to characterise the atmospheres of extrasolar planets. During a transit, a fraction of the star light shines through the outmost layers of the planetary atmosphere. Depending on the opacity of its chemical constitution, the star light transmits or becomes scattered or absorbed. Therefore, the altitude of optical depth equaling unity (effective planetary radius) is a function of wavelength and depends on the atmospheric composition. The measurement of the effective planetary radius as a function of wavelength is called transmission spectroscopy and is often accomplished by spectrophotometric observations of the transit event. The observer obtains photometric transit light curves at multiple wavelengths, either simultaneously by low-resolution spectroscopic observations (e. g., ⋆ E-mail: mmallonn@aip.de Bean et al. 2010; Gibson et al. 2013a; Mallonn et al. 2015a) or in different broad-band filters both simultaneously (e. g., Nascimbeni et al. 2013; Mancini et al. 2013) or at multiple transit epochs (e. g., de Mooij et al. 2012; Dragomir et al. 2015; Mallonn et al. 2015b) .
A value of the planetary radius in relation to the (wavelength-independent) stellar radius is derived by a model fit to the transit light curve. This method was successfully applied to measure the spectroscopic absorption feature of, e. g., sodium, potassium, and water (Sing et al. 2011b; Huitson et al. 2013; Nikolov et al. 2014) . In other target spectra the spectral features predicted by cloud-free models could be ruled out (e. g., Gibson et al. 2013a; Pont et al. 2013; Mallonn et al. 2015a; Lendl et al. 2016) . These spectra are either simply flat in the probed wavelength region, or show a trend of increasing opacity toward blue wavelengths explainable by Rayleigh-or Mie-scattering (Jordán et al. 2013 ; Stevenson et al. 2014) . Interestingly, at wavelengths c 2016 The Authors shorter than about 500 nm currently all gas giants on close orbits (the so-called hot Jupiters) seem to show an increase in opacity when measured with sufficient precision (uncertainty of the effective planetary size about one scale height, Sing et al. 2016) .
One target of special interest is the hot Jupiter HAT-P-32 b. It was discovered by Hartman et al. (2011) and is one of the best targets for transmission spectroscopy because of its large transit depth of more than two percent, its large planetary scale height of about 1000 km, and a relatively bright host star (V = 11.4 mag). HAT-P-32 b's atmospheric transmission spectrum lacks the predicted cloud-free absorption of Na, K and H2O (assuming solar composition, Gibson et al. 2013b, hereafter G13) . This result was recently confirmed by transmission spectroscopy of Nortmann et al. (2016) (hereafter N16). However, Mallonn & Strassmeier (2016) (hereafter Paper I) found indications for a slope of increasing effective planetary radius toward the blue by measuring the spectrum from 330 to 1000 nm. The amplitude of this increase of only two atmospheric pressure scale heights is small compared to other hot Jupiters with measured scattering signatures, e. g. HD189733 b (Sing et al. 2011a; Pont et al. 2013) . In this work, we attempt a verification of this blueward increase of effective planetary radius of HAT-P-32 by multi-epoch and multi-colour observations using broad-band photometry.
While in principle the broad-band filters allow for low photon-noise in the photometry even with meter-sized telescopes, it has proven to be a demanding task to reach sufficient precision to discriminate between different models (e. g., Teske et al. 2013; Fukui et al. 2013; Mallonn et al. 2015b) . Furthermore, for single observations per filter a potential effect of correlated noise is not always obvious (e. g., Southworth et al. 2012) . One way to lower such potential effect is to observe multiple transit light curves per filter under the assumption that the correlated noise does not repeat because observing conditions change from night to night for ground-based observations (Lendl et al. 2013; Mallonn et al. 2015b) . Therefore, we collected the largest sample of light curves analysed for broad-band spectrophotometry of an exoplanet so far. We present 21 new observations and analyse them homogeneously together with 36 already published light curves. Section 2 gives an overview about the observations and data reduction and Section 3 describes the analysis. The results are presented in Section 4 and discussed in Section 5. The conclusions follow in Section 6.
OBSERVATIONS AND DATA REDUCTION
Transit light curves were taken with the robotic 1.2 m STELLA telescope, with the 2.5 m Nordic Optical Telescope (NOT), the 0.8 m IAC80 telescope, the 2.2 m telescope of Calar Alto, the 70 cm telescope of the Leibniz Institute for Astrophysics Potsdam (AIP), and the 4.2 m William Herschel Telescope (WHT).
STELLA and its wide field imager WiFSIP (Strassmeier et al. 2004; Weber et al. 2012 ) observed in total 11 transits in five observing seasons using the filters Johnson B and Sloan r'. The first seven transits were observed with both filters alternating. These r' band light curves were already published by Seeliger et al. (2014 ′′ . One transit was observed with the NOT as a Fast Track program using ALFOSC in imaging mode. ALFOSC contains a 2k × 2k E2V CCD providing a FoV of 6.4 ′ ×6.4 ′ . One transit was observed with BUSCA, the fourchannel imager at the Calar Alto Observatory 2.2 m telescope (Reif et al. 1999) . The instrument performs simultaneous photometry in four different bandpasses with a FoV of 11 ′ ×11 ′ . For the bandpass of shortest wavelength we used a white glass filter and the beam splitter defined the limit of λ < 430 nm. For the other bandpasses from blue to red we used a Thuan-Gunn g, Thuan-Gunn r, and Bessel I filter. Unfortunately, the observation of a pre-ingress baseline was lost due to weather, and the observing conditions remained to be non-photometric. We discarded the light curve of shortest wavelength because it exhibited significantly larger correlated noise than the other three light curves.
One transit was observed with the IAC80 telescope, owned and operated by the Instituto de Astrofísica de Canarias (IAC), using its wide field imager CAMELOT. It is equipped with a CCD-E2V detector of 2k × 2k, with a pixel scale of about 0.3 ′′ /pixel providing a FoV of about 10.5 ′ × 10.5 ′ . Two transits were observed with the 70 cm telescope of the AIP, located in the city of Potsdam at the Babelsberg Observatory. The telescope is equipped with a cryogenic cooled 1k × 1k TEK-CCD providing a FoV of 8 ′ ×8 ′ . The first transit was observed in Johnson B and Johnson V quasi-simultaneously with alternating filters, the second one in Johnson V only. We applied a 3×3 pixel binning to reduce the detector read-out time.
Data of an additional transit were taken with the triple beam, frame-transfer CCD camera ULTRACAM (Dhillon et al. 2007 ) mounted at the WHT. The instrument optics allow for the simultaneous photometry in three different bandpasses. We chose the filters Sloan u', Sloan g' and a filter centred on the sodium doublet at 591.2 nm with a width (FWHM) of 31.2 nm. To avoid saturation of the brightest stars, the exposure time was extremely short with 0.3 s. However, the overheads are negligible owing to the frame-transfer technique. The detectors were read out in windowed mode. For the u' channel, ten exposures were coadded on chip before read-out. In the analysis, we used the light curves binned in time. The g' band light curve showed correlated noise of ∼ 3 mmag on short time scales and was excluded from the analysis.
We extended our sample of broad-band transit data by the five light curves published by Hartman et al. (2011) and 26 light curves published by Seeliger et al. (2014) . Furthermore, we searched the Exoplanet Transit Database 1 (ETD, Poddaný et al. 2010) for available amateur observations of sufficient quality to be helpful in the recent work. ETD performs online a simple transit fit, and we used its derived transit depth uncertainty and a visual inspection for selecting five light curves for our purposes. The characteristics of all light curves are summarised in Table 1 .
The data reduction of all new light curves except the ULTRACAM data was done as described in our previous work on HAT-P-12 b (Mallonn et al. 2015b ). Bias and flatfield correction was done in the standard way, with the bias value extracted from the overscan regions. We performed aperture photometry with the publicly available software SExtractor using the option of a fixed circular aperture MAG APER. The set of comparison stars (flux sum) was chosen to minimise the root mean square (rms) of the light curve residuals after subtraction of a second order polynomial over time plus transit model using literature transit parameter. Using the same criterion of a minimised rms, we also determined and applied the best aperture width. A significant fraction of our light curves nearly reached photonnoise limited precision. The transit light curves of 2012 Oct 12, observed simultaneously with the NOT and WHT, suffered from clouds moving through. We discarded all data points with flux levels below 50% of its mean.
The ULTRACAM data were reduced in the same way as described in Kirk et al. (in prep) , using the ULTRACAM data reduction pipeline 2 with bias frames and flatfields used in the standard way. Again, the aperture size used to perform aperture photometry was optimised to deliver the most stable photometry. Only two useful comparison stars were observed in the FoV, and a simple flux sum of both as reference was found to give the differential light curve of lowest scatter.
The 21 new light curves are shown in Figure 1 , and the 36 re-analysed literature light curves are presented in Figure  A1 .
LIGHT CURVE ANALYSIS
In this work, we model all transit light curves with the publicly available software JKTEBOP 3 (Southworth et al. 2004; Southworth 2008) in version 34. It allows for a simultaneous fit of the transit model and a detrending function. Throughout this analysis, we use a second-order polynomial over time to detrend the individual light curves. The transit fit parameters consist of the sum of the fractional planetary and stellar radius, r⋆ + rp, and their ratio k = rp/r⋆, the orbital inclination i, the transit midtime T0, the host-star limb-darkening coefficients (LDC) u and v of the quadratic limb darkening law, and the coefficients c0,1,2 of the polynomial over time. The index "⋆" refers to the host star and "p" refers to the planet. The dimensionless fractional radius is the absolute radius in units of the orbital semi-major axis a, r⋆ = R⋆/a, and rp = Rp/a. The planetary eccentricity is fixed to zero following Zhao et al. (2014) and the orbital period P orb to 2.15000825 days according to Seeliger et al. (2014) .
We modeled the stellar limb darkening with the quadratic, two-parameter law. Theoretical values for the LDC have been obtained by Claret et al. (2013) using the stellar parameter from Hartman et al. (2011) for the case of a circular planetary orbit. Following Southworth (2008) and our previous work on HAT-P-32 b in Paper I, we fitted for the linear LDC u and kept the quadratic LDC v fixed to its theoretical values, perturbing it by ±0.1 on a flat distribution during the error estimation.
Following the same procedure as in Mallonn et al. (2015b) , we begin the analysis of each light curve with an initial fit followed by a 3.5 σ rejection of outliers. After a new transit model fit, we re-scale the photometric uncertainties derived by SExtractor to yield a reduced χ 2 of unity for the light curve residuals. Furthermore, we calculate the socalled β factor, a concept introduced by Gillon et al. (2006) and Winn et al. (2008) to include the contribution of correlated noise in the light curve analysis. It describes the evolution of the standard deviation σ of the light curve residuals when they become binned in comparison to Poisson noise. In the presence of correlated noise, σ of the binned residuals is larger by the factor β than with pure uncorrelated (white) noise. The value used here for each light curve is the average of the values for a binning from 10 to 30 minutes in 2 minute steps. In the final transit fit, we fix the i and r⋆ to the values used in G13 and Paper I to achieve directly comparable values of k. We assume their uncertainties to be a common source of noise to all bandpasses, negligible in the search for relative variations of k over wavelength. Therefore, the derived errors on k are relative uncertainties. The free parameters per light curve have been rp, u, and c0,1,2. For the bandpasses with more than one light curve, we perform an individual fit per light curve, summarised in Table 2 , and a joint run of all light curves per bandpass fitted simultaneously, summarised in Table 3 . In the joint fit, the free parameters are rp, u, and a set of detrending coefficients per involved light curve. Here, we added the Thuan-Gunn r light curve to the sample of r' data, and Thuan-Gunn g to the g' data because of significant overlap in the filter transmission curves. The k values of the individual and the joint fits are shown in Figure 2 .
The estimation of the transit parameter uncertainties was done with "task 8" in JKTEBOP (Southworth et al. 2005) , which is a Monte Carlo simulation, and with "task 9" (Southworth 2008) , which is a residual-permutation algorithm that takes correlated noise into account. We run the Monte Carlo simulation with 5000 steps. As final parameter uncertainties we adopted the larger value of both methods.
The time stamps from all light curves analysed in this work were transferred to BJDTDB following the recommendation of Eastman et al. (2010) . All individually derived transit midtimes of the light curves of our sample are in agreement with the ephemeris of Seeliger et al. (2014) . Adams et al. (2013) found a companion object only 2.9
′′ to HAT-P-32, which was classified as a mid-M dwarf by Zhao et al. (2014) . The flux of this object is fully included in the aperture used for the aperture photometry for all our light curves and dilutes the transit depth as third light contribution to the star-planet system. All values of k derived from r', R, I, and z' band light curves were corrected using Eq. 4 in Sing et al. (2011a) and the third light as a function of wavelength measured in Paper I.
In Paper I we also measured and analysed the photometric variability of the host star and concluded that HAT-P-32 is photometrically constant without significant influ- Table 1 . Overview of the analysed transit observations of HAT-P-32 b. The columns give the observing date, the telescope used, the chosen filter, the airmass range of the observation, the exposure time, the observing cadence, the number of observed data points intransit, the number of observed data points out-of-transit, the dispersion of the data points as root mean square (rms) of the observations after subtracting a transit model and a detrending function, the β factor (see Section 3), and the reference of the light curves. ence of stellar activity. Therefore, we assume there is no time dependence of k in the interval of our observations. We computed the reduced χ 2 value of k of the individual transits per filter versus the k value of the joint fit per filter and obtain the values of 4.2, 1.5, 1.7, and 2.4 for the bandpasses B, V, r', and R, respectively. These values are larger than unity and indicate underestimated individual error bars potentially caused by undetected correlated noise (Southworth et al. 2009; Southworth 2011) . Therefore, we conservatively inflate the uncertainties of k of all individual light curves by the factor 1.5, which leads to an average reduced χ 2 of unity. The error bars of k of the joint fits per filter are in all cases the outcome of the residual-permutation algorithm, whose value decreases more conservatively with increasing number of light curves per joint fit than the uncertainty value derived by the Monte Carlo simulation. 
RESULTS

Comparison to published spectra of HAT-P-32 b
The broad-band transmission spectrum of this work is shown in Figure 3 together with previously published data of HAT-P-32 b. The results presented here are in very good agreement to the transmission spectra derived by G13 and N16 (note that N16 uses slightly different values for i and r⋆).
There are small discrepancies to the results of Paper I. The B band measurement differs by about 2 σ, and the R band value deviates by 2.5 σ, whereas at all other wavelength there is an agreement within 1 σ. All four investigations, G13, N16, Paper I, and this work show good consistency shortwards of ∼ 720 nm. At redder wavelengths of the Cousins I and Sloan z' band, Paper I deviates from the other three in exhibiting lower values of k of about one scale height. We experimented again with the LDC by fixing u and v in the analysis to the values derived in the three previous publications and found that the deviation of k in Paper I cannot be explained by the slight discrepancies in the LDC. Instead, a potential origin of the deviations are systematics in the light curves of Paper I.
Treatment of stellar limb darkening
The treatment of limb darkening in the modelling of exoplanet transit light curves is a debated topic. Multiple stellar limb darkening laws exist in varying complexity with the two-parameter, quadratic law as the one with broadest application. The limb darkening coefficients u and v can be either included in the fitting process as free parameters (as suggested by, e. g., Csizmadia et al. 2013) or fixed to theoretical values (e. g., Claret et al. 2013 ). Both options include advantages and disadvantages (see, e. g., Müller et al. 2013) . Therefore, Southworth (2008) introduced an intermediate solution by fitting for the linear LDC u while keeping the quadratic LDC v fixed to theoretical values for the quadratic limb darkening law. We used this option here and in Pa-per I, finding in both a significant discrepancy between the fitted value of u and its theoretical value from Claret et al. (2013) . For the majority of transiting exoplanet host stars, the measured LDC agree reasonably well to their theoretical predictions (Müller et al. 2013) . However, another known exception is HD 209458 (Knutson et al. 2007; Claret 2009 ). We repeated our analysis of the light curves of HAT-P-32 b by i) keeping both LDC fixed to theoretical values of Claret et al. (2013) and ii) fitting for both u and v in the light curve fit. The results are shown in Figure 4 . While option i) results in a poorer fit and a general offset in planetstar radius ratio k towards lower values, there is a very good agreement when both u and v were free-to-fit compared to u free and v fix. However, the relative variation of k over wavelength remains nearly the same, irrespective of the treatment of the limb darkening. We verified this result further by the usage of the logarithmic limb darkening law suggested by Espinoza & Jordán (2016) for the stellar temperature of HAT-P-32 and by the usage of the four-parameter law introduced by Claret (2000) . The resulting values of k over wavelength remain nearly unaffected by the choice of the limb darkening law, the same holds for the discrepancy when the LDC are free or fixed in the fit. Nevertheless, the treatment of the LDC affects the spectral slope. A fit of a linear regression results in a slight increase of k towards shorter wavelengths for free LDC, while the slope is nearly zero in the versions of fixed LDC (Figure 4) . However, in agreement to G13, N16, and Paper I, we consider the version of free LDC more reliable because of a better fit for all bandpasses. We note that using the theoretical LDC would reduce the agreement of the data with atmosphere models containing an enhanced opacity at short wavelengths (see Section 4.3). Therefore, it would not contradict the outcome of this work. We continue with the results obtained with free LDC.
Comparison to theoretical models
We compared the derived spectrophotometric transmission spectrum of this work with theoretical models that were supplied by Fortney et al. (2010) and calculated for HAT-P-32 b (see Fig. 5 ). The only fitted parameter is a vertical offset. For each model we calculated the χ 2 value and the probability P of the χ 2 test, i. e. the probability that the measurements could result by chance if the model represented the true planetary spectrum. The values are summarised in Table 4. A cloud-free solar-composition model dominated by TiO absorption and a solar-composition model with TiO artificially removed are ruled out by the nine data points of this work, in agreement to results of G13, N16 and Paper I. Looking specifically at the theoretically predicted, prominent sodium D-line, the data point from the ULTRACAM filter shows no extra absorption in agreement to the three previous studies. A model of solar-composition without TiO including a Rayleigh scattering component with a cross section 100× that of molecular hydrogen yields χ 2 = 7.3 for eight degrees of freedom (DOF), indicating good agreement between model and data. Similarly, a wavelength-independent planetstar radius ratio (flat spectrum) also yields an acceptable fit. Therefore, the measurements of this work cannot distinguish between the Rayleigh model and the flat model.
We attempt a combined comparison of the results derived here and in Paper I to the theoretical models, justified by the homogeneity of both analyses. Because of the deviating red data points of Paper I mentioned above, we restrict the wavelength range of these data to λ < 720 nm. The values of χ 2 and P are given in Table 4 . This combined data set shows only a very low probability for a Rayleigh slope of 0.017, whereas a flat line is significantly favoured. The lowamplitude scattering slope proposed in Paper I also yields a good fit (χ 2 = 50.7, DOF = 48), though of lower quality than the flat line.
For another test, we merge the measurements of all four studies G13, N16, Paper I, and this work, and compute a regression line. For simplicity and to account for inhomogeneities in the analyses, all data points were given equal weight. The resulting slope is (−3.28 ± 0.65) × 10 −6 nm −1 . However, excluding the data points λ > 720 nm of Paper I results in a weaker, insignificant slope of (−1.16 ± 0.60) × 10 −6 nm −1 , which means a consistency of the planet-star radius ratio between 350 and 1000 nm to within half of a scale height. A homogeneous re-analysis of all available data sets of HAT-P-32 b would be needed to reliably explore the potential slope at this sub-scale height precision.
DISCUSSION
A flat spectrum of a hot Jupiter exoplanet could be explained by a thick cloud layer at high altitudes acting as a grey absorber. A comparable case of a cloudy atmosphere is the hot Jupiter WASP-31 b with a cloud deck at only 1 mbar (Sing et al. 2015) , and the super-Earth GJ1214b, whose transmission spectrum is featureless ) without measurable indications for scattering at blue wavelengths (de Mooij et al. 2013; Nascimbeni et al. 2015) . In the presence of brightness inhomogeneities on the stellar surface, a flat spectrum could also be produced by the interplay of scattering in the planetary atmosphere and bright plage regions not occulted by the transiting planet (Oshagh et al. 2014 ). However, in paper I we discuss this scenario to be very unlikely.
The results of this work indicate a flat spectrum with a spectral gradient of lower amplitude than two scale heights. Interestingly, the near-UV/optical measurements of Sing et al. (2016) made with HST/STIS show no hot Jupiter spectrum without a blueward gradient. Each of the ten investigated objects exhibit an increase in k from the z' band to the u' band of at least ∼ two, and up to ∼ six scale heights. Therefore, HAT-P-32 b could be the hot Jupiter with the flattest spectrum measured so far. One way to confirm this result would be a homogeneous re-analysis of the published GEMINI, GTC, and LBT ground-based transit observations or new HST measurements at near-UV and optical wavelengths with STIS. Extrapolating from the optical spectrum, we would expect a muted or absent water feature at 1.4 µm. It would be very interesting to verify this prediction with HST/WFC3 measurements. If confirmed, HAT-P-32 b would strengthen the tentative correlation between cloud occurrence at high altitudes and a low planetary surface gravity found by Stevenson (2016) . Table 2 . Planet-to-star radius ratio k per observation with relative uncertainties. In Column 4, k is derived with u as free parameter, with the u value given in Column 5. The LDC v is fixed in the analysis to its theoretical value given in Column 7. The theoretical of u is given in Column 6 for comparison. Column 8 gives the applied third-light correction of k. 
CONCLUSIONS
HAT-P-32 b is one of the most favourable targets for transmission spectroscopy in terms of host star brightness and predicted amplitude of the potential transmission signal. In Paper I, we obtained a transmission spectrum from 330 to 1000 nm showing a tentative increase of the planet-star radius ratio towards blue wavelength of low amplitude. In this work, we collected the largest sample of broad-band transit photometry used for spectrophotometry so far to follow-up on this slope in the planetary spectrum. The light curves were taken in nine different filters from Sloan u' over several Johnson bands and one specific filter centred at the NaI D line to the Sloan z' band. The resulting spectrum was independent of the choice of the stellar limb darkening law in the analysis. However, the spectral gradient was dependent on the treatment of the limb darkening coefficients in the fit. We advocate the inclusion of the linear coefficient as a free parameter in the light curve modelling because it resulted in a better fit in all bandpasses. While the new measurements of this work were of sufficient precision to rule out clear atmosphere models with solar metallicity, they could not distinguish between a Rayleigh-slope model and a wavelength-independent planetstar radius ratio. However, the new data helped to verify the proposed spectral gradient in showing that the k values redward of 720 nm of Paper I might be too low by about one scale height, potentially caused by systematics in the measurements. Excluding these data favoured a spectrum that is flat over the entire wavelength range. HAT-P-32 b might be the hot Jupiter with the flattest spectrum observed so far. However, we suggest the combination of the currently available ground-based data by a homogeneous re-analysis, and the performance of transit observations with HST/STIS to confirm this peculiar result. Table 2 . Below the light curves, their corresponding residuals are shown. The scale of all panels is identical with the tickmarks labeled in the lower left.
