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The set of all bivariate probability distributions with support contained in {(i, j); 
i= 1,2 and j= 1, 2, . . . . n} which are totally positive of order two is shown to be a 
convex set under some conditions on one of the marginal distributions. The extreme 
points of this compact convex set are explicitly enumerated. Using the structure of 
this convex set, we show that the power function of any test for testing the 
hypothesis of independence against the hypothesis of strict total positivity of order 
two in 2 x n ordinal contingency tables has a simple form in terms of the extreme 
points. A numerical illustration is provided. 6 1988 Academic Press, Inc. 
1. INTR~DUCTI~N 
Let X and Y be two random variables each taking a finite number of 
values. For simplicity, assume that X takes values 1, 2, . . . . m and Y takes 
values 1, 2, . . . . n. Let p,=Pr(X=i, Y=j), i=l to m, andj=l to n. In 
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order to describe local association between X and Y, (m - l)(n - 1) odds 
ratios defined by 
0,. = PijPi+l.j+l 
’ Pi+l.jPi,j+l’ 
i = 1, 2, . . . . m- 1, j= 1,2, . . . . n- 1 
have been commonly used in the literature. See Agresti [ 11. In practice, the 
joint distribution of X and Y will be unknown and one would like to test 
the hypothesis 
H,: X and Y are independent 
against certain ordered alternatives involving the odds ratios 0;s based on 
a random sample of size N on (X, Y). See Grove [7,8], Patefield [ 133, 
Barlow, Bartholomew, Bremner, and Brunk [2], and Bartholomew [4], 
among others. One such alternative hypothesis is given by 
H,:fI,>l, i=l, 2 ,..., m-l;j=l,2 ,..., n-l. 
The condition imposed by H, is also stated in the form 
(1.1) 
PuPi+l,j+l 2Pi,j+lPi+I,j? 
i = 1, 2, . . . . m- l;j= 1,2, . . . . n- 1, (1.2) 
or, equivalently, in the form that the determinants 
Pii Pi,j+ I 
Pi+ 1.j Pi+ 1. j+ 1 
> 0, i = 1, 2, - - . . . . m 1; j= 1, 2, . . . . n 1. (1.3) 
Using induction, one can show that (1.3) is equivalent to 
for all 1 <i, < i2 Qm and 1 < j, < j, d n. Condition (1.4) is precisely the 
condition that the matrix P= (pg) is totally positive of order two (TP,) or 
the joint distribution of X and Y is totally positive of order two. See Karlin 
[lo, p. 183. For this definition and its ramifications, see Barlow and 
Proschan [3, p. 1433. In the literature, this notion also goes by the name 
positive likelihood ratio dependence. See Lehmann [ 11, p. 11501. 
There are various tests available in the literature for testing H,, against 
H, given above. In the context of 2 x n bivariate distributions, Grove [7] 
derived the likelihood ratio test for H, versus an alternative which is 
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slightly weaker than H, given above. Patefield [13] and Hirotsu [9] 
worked within the framework of H,, and H, given above. One of the major 
stumbling blocks on a critical examination of the tests used in this connec- 
tion is the lack of a suitable apparatus by which one can compute the 
power at any given distribution in the alternative. Comparison of the 
performance of the tests is also fraught with similar difficulties. 
In this paper, by looking at the notion of total positivity of order two 
from a global point of view, we show that some of the difficulties men- 
tioned above can be overcome under some conditions. Let M(TP*) denote 
the collection of all bivariate distributions with support contained in { (i, j); 
1 < i 6 m, 1 < j d n 3. Any member of M(TP,) can be regarded as a matrix 
P=(Pij)l<iSm.I<j<n such that each pii is nonnegative, JCiLCjp, = 1 and all 
the second-order determinants of the type mentioned above are non- 
negative. In Section 2, we examine the convexity properties of the set 
M(TP,). Using the structure of the convex sets described in Section 2, we 
give a simple formula for evaluating the power function of any test 
proposed to test independence of X and Y against the alternative 
hypothesis of strict total positivity of order two for X and Y in Section 3. 
This formula is useful in evaluating the exact size and power of any test 
proposed. The mechanism of the formula is explained with the help of a 
particular example. Section 4 is concerned with extensions of the results of 
Section 2. 
2. CONVEXITY PROPERTIES 
In this section we assume that m = 2. Let q,, q2, . . . . qn be n positive num- 
bers such that q, + q2 + . . . + q,, = 1. Let M,(TP,) be the collection of all 
bivariate distributions of total positivity of order two and whose second 
marginal distribution is ql, q2, . . . . qn, where q= (ql, q2, . . . . qn). More 
precisely 
M,(TP,)= (P=(p&M(TP,);plj +pZj =qj, j= 1 to 01. 
The following result gives the structure of the above set. 
THEOREM 1. The set M,,(TP,) is a compact convex set. It has exactly 
(n + 1) extreme points given by 
0 0 ... 0 
P, = [ 41 42 ... qn 1 
[ 41 92 
.‘. 
4i 
0 0 ... 0 
p,= 1 
’ 
Gidn. 
0 0 
1 
“. O 4i+l qr+2 .‘. qn ’ 
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Proof. It is clear that M,(TP*) is bounded and closed. We prove the 
convexity of M,(TP?). Let P = (pU), G ic 2, i Q jG n be a given matrix. Then 
P E M,(TPJ if and only if 
(i) pii > 0 for all i and j, 
(ii) plj + p2j = q, for all j, and 
(iii) p,,,qjz -pLj2qj, 20 for all 1 <j, <j, <n. 
Let P = (pU) and Q = (qii) belong to M,(TP,) and 0 <I < 1. Then for 1~ 
j, < j2 6 4 
lP,j, + t1 -l) 41jl ilP,jl + (l -I) q1jz 
‘P*j, + t1 - n) q2j, IP*jz + t1 - 1) q2jz 
=‘CPljlqj* -Plj*qjll+ t1 -A)CqIjlqjz -qlj*CIjll 
> 0 in view of property (iii) above. 
Consequently, AP+ (1 - A)Q E M,(TP,). This proves that M,(TP,) is a 
convex set. 
It is obvious that each Pi E M,(TP2) and is also an extreme point of 
M,(TP,). In order to show that these are the only extreme points of 
M,(TP,), it suffices to show that every member of M,(TP2) is a convex 
combination of these P,‘s. Let P= (pg) E M,(TP,) be given. Let a, = 
l-p,,lq,, a,=p,i/qi-~li+1/qi+l, i=l,Z . . ..n-1. and a, =pln/qn. One 
can check that a,+a, + ... +a,=l, ai> for i=l,2,...,n-1 from 
property (iii) above, and a,, > 0 and a,, > 0 from pl1 + pzl = q, . Further, 
P=a,PO+a,P, + ... +a,P,. 
This completes the proof. 
Thus we see that every distribution P in M,(TP,) is a mixture of a fixed 
finite number of special distributions in M,(TP,). Is the representation of P 
in terms of P,, P,, . . . . P, given above unique? In the parlance of iden- 
tifiability of mixtures the above question translates into whether the family 
of distributions in M,(TP2) is identifiable with respect to {PO, P,, . . . . P,}. 
See Teicher [ 14, p. 2441. This is indeed the case. This follows from the fact 
that the vectors (q,, 0, 0, . . . . Oh (q,, q2, 0, 0, . . . . 01, (ql, q2, q3, 0, 0, . . . . 01, . . . . 
(417 q2, ***9 qn) are a (Hamel) basis for the n-dimensional Euclidean space 
R”. Thus we have the following result. 
THEOREM 2. The family of distributions M,(TP,) is identifiable with 
respect to {P,, P,, . . . . P,}. 
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Remarks. 1. A close look at the extreme points of M,(TP,) reveals 
the following information. Under each of P, and P,, X and Y are indepen- 
dently distributed. Under each of P,, P,, . . . . P,- , , X and Y are not 
independently distributed. 
2. The set M(TP,) is not convex. For example, take n = 2 and look 
at the following two bivariate distributions. 
P=[; ;]; Q=[; 3. 
Each of P and Q is TP, but not 1 P + 4 Q. 
3. An examination of Theorem 1 provides the following information 
on the position of zeros of any bivariate distribution P= (po) in M,(TP,). 
The matrix P is one of the following types: 
A. P= P, for some i=O, 1, 2, . . . . n. 
B. Every entry in P is positive. 
C. P can be partitioned as 
p,, PI2 [ 1 0 p22 
in which every entry in the submatrices PI,, P12, and P,, is 
positive. 
D. P can be partitioned as 
in which every entry in the submatrices P,l, P21, and P22 is 
positive. 
E. P can be partitioned as 
[ 
p,, PI2 0 
0 62 p23 1 
in which every entry in the submatrices P,,, P,,, P,,, and P,, 
is positive. 
4. If X and Y are independent under P, then P is a convex 
combination of P, and P,. 
ORDINAL CONTINGENCY TABLES 483 
3. AN APPLICATION 
Theorem 1 is useful in computing the size and power function of any 
given test under the following setting. Let (X, Y) be a random vector with 
some probability law P = ( pij)l 4 i G 2, L G j $ n. The only information we have 
about P is that the marginal distribution q = (q,, q2, . . . . q,) of Y is known 
and that P E M,(TP,). Suppose we wish to test the null hypothesis H, that 
X and Y are independent against the alternative H,, that X and Y are 
strictly totally positive of order two, i.e., X and Y are totally positive of 
order 2 but not independent, based on N independent realizations (X,, Y,), 
(X,, Y,), ..., (X,, Y,) of (X, Y). Note that both the hypotheses are com- 
posite. Suppose T= T((X,, Y,), (X,, Y,), . . . . (X,, YN)) is a test statistic 
proposed and C is the critical region of the test based on T to discriminate 
the hypotheses H, and H,. Let /I,( .) be the power function of the test 
based on T, i.e., 
PAP) = Pr{ TE C/p>, P E M,(TP,). 
The computations of /3=(P) for P in M,(TP*) can be simplified by 
using Theorem 1. For a given P in M,(TP,) we can find nonnegative 
numbers CI~, a,, . . . . ~1, with sum equal to unity such that P= 
aoPo +a,P, + . . . + a,, P,. The joint distribution of (X, , Y, ), (X,, YZ), . . . . 
(X,, YN) is given by the product probability measure 
PN=P@P@ ... QP 
= c, z, . . . CiN ail ai, . . . aiN( Pi, 8 Pi2 @I . . . @I Pi,), 
where each ii E (0, 1, 2, . . . . n}, j= 1, 2, . . . . N. Assume that T is a symmetric 
function of (X,, Y,), (X,, Y,), . . . . (X,, YN). It is not difficult to see that 
ljT(P)=Ci, Z, ---CiNaj,ai2 “‘aiN 
x PApi< 0 piz 0 ’ ’ ’ 0 pf~l 
=C(N!/ro!r,!...r,!)a~a;l-A.a; 
x /l,(P;JQ P;‘@ ... 0 PZ), (3.1) 
where the summation is taken over all nonnegative integers, ro, rl, . . . . r, 
subject to the condition that rO + rl + . . . + r, = N. 
The above formula expresses the power of the test T evaluated at P 
as a convex combination of the powers of the test T evaluated at the 
distributions P;P@p;L@ ... BP; with r. +r, + ... +r, =N with the 
coefficients in the convex combination coming from the multinomial dis- 
tribution (N; ao, a,, . . . . a,). The precise meaning of pT( Ph” @I P;’ @ . . . @I Pi) 
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is given by Pr(T rejects H, 1 (X,, Y,), . . . . (XrO, Y,,) has distribution 
r,,+l), . . . . (XrOfr,, Y,,+r,) 
::o+r;l-+:: ‘,+I, 
has distribution P ,,..., and 
Y TO+ r, + + +l + r ), . . . . (X,, YN) has distribution P,). 
For moderat; values of ZV, the above formula can be used effectively to 
evaluate the exact power of the test T at any distribution P in M,(TP?). 
We can also give a simple formula to evaluate the size c1 of the test T. Let 
M,.&TPZ) be the family of all distributions in M,(TP,) under which X and 
Y are independent. M,JTP,) is precisely the family of all distributions 
specified by the null hypothesis H,. M,,(TP,) is a compact convex set with 
extreme points PO and P,. This can be seen as follows. Let 
‘I2 .” ‘In cg M,.,(Tp2). 
P21 P22 ..’ P2n 1 
Let pII + p12 + ... + pin = p1 and p21 + pz2 + ... + p2” = p2. Then 
pii = piqi for all i and j, and also 
p= P2Po + PlP,. 
Consequently, 
jr(P)= f (;y) P;P;“-‘PT(P;)QP;IN--)~ 
r=O 
and the size of the test T is given by 
N N 
ff= sup 
a 
(I- P1)rP;Y-rST(P;)Q Pf’). (3.2) 
O~Pl<l ,=o r 
Note that the numbers /3 T( P;, @ Pf ~ ‘) depend on r and q I, q2. . . . . qn only. 
We illustrate the foregoing ideas by an example. At this juncture, some 
comments on Goodman-Kruskal’s gamma ratio r are in order. For any 
bivariate distribution P = ( pg) r S i G 2, r <, c n, the Goodman-Kruskal gamma 
ratio r(P) is defined by 
where 
r(p) = (n, - %)l(% + %f), 
x, = p&22 + p23 + ‘.. + h) 
+p&23 +p24 + ..’ +p2n)+ ‘.. +pln-lP2n 
and 
7Ld = Pln(P21 + P22 + ... + Pzn-1) 
+Pln-l(P2, +p22+ ... +pzn-2)+ ...+PlzPzl. 
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It is easy to verify that 0 <T(P) < 1 for every P in M,(TP*). Further, 
T(Pi) = 1 for i= 1, 2, . . . . n - 1. The gamma ratio also characterizes indepen- 
dence as explained in the following result. 
THEOREM 3. For any bivariate distribution P=(P~)~~~~~,,~,~,, in 
M,,(TP,), I’(P) = 0 if and only if X and Y are independent under P. 
Proof. If X and Y are independent under P, it is obvious that T(P) = 0. 
Suppose r(P) = 0. This implies that rr,. - rrd = 0 and also 
I I 
Pljl Plj2 =O 
P2jl P2jz 
for every 1 <jr <j, Q n. We distinguish two cases. 
Case 1. None of the column marginal totals is zero. Then we can write 
for some constants c2, cj, . . . . c,. Let pl, p2 be the row marginal totals and 
q, , q2, . . . . q,, the column marginal totals. Then prl + p12 + . I. + p,,, = 
p1 =(l+c,+c,+ ..-+c,)p,, and qj=cjql for j=2,3 ,..., n. Conse- 
quently, 1 = q1 + q2 + ... +q,, = (1 +c, +c, + ... +c,Jql and 1 +c, + 
c3 + ... +c, =1/q,. This implies that pI, = p1 ql. Using a similar 
argument, one can show that pii = piqj for all i and j. 
Case 2. Some of the column marginal totals are each equal to zero. 
Ignoring these columns and dealing with the reduced matrix, one can 
establish independence by adapting the argument given in Case 1. 
The foregoing discussion indicates that it is reasonable to construct a test 
based on the gamma ratio. An estimator f of r is built as follows. Let 
N, = number of (X,, Y,)‘s with X, = i and Y, = j, i = 1,2; j= 1,2, . . . . n. 
The data {(X,, Y,); r = 1, 2, . . . . N} can be summarized in the form of a 
contingency table: 
NIL N,2 ... N,, 
N2, 1 N22 . . . N2n ’ 
The estimator of r = f = (C - D)/( C + D), where 
C= N,l(N22 + N,, + ... + N,,) 
+ N,,W,, + N,, + ... + N2n) + ... + N,,- 1 N2n 
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and 
D=N,,(N,, +N22 + .” +Nz,-1) 
+N,,-,(N,, +Nz + ... +N,,-z)+ ‘.. +N,,N,,. 
f is obviously a symmetric function of (X,, Y,), (X,, Y,), . . . . (X,, Y,). 
One can build a test T based on p: 
Test T: Reject H, if and only if f> c for some fixed 0 < c < 1 
A NUMERICAL ILLUSTRATION. Let n = 2 and N= 6. The extreme points 
of M,(TP,) are 
Random Sample: (X,, Y,), (X,, Y,), . . . . (X,, Y,). 
If the joint distribution of the random sample is P;P@ p;‘@ P;z with 
r. + r, +r, = 6, i.e., each of (X,, Y,), (X,, YZ), . . . . (X,,,, Yr,) has dis- 
tribution PO; each of CX,, + , , Y,, + 1 1, Cxro + 2, Y, + A . . . . Cx,, + ,, , Y,. + ,, 1 has 
distribution P,; and each of the remaining (Xi, Yi)‘s has distribution P2, 
we denote this joint distribution by (Ye, rl, r2). 
One can check that the estimator f can take any one of the seven values 
- 1, -$, -4, 0, 4, 3, and 1. The probability that f=d under any given 
joint distribution of the sample is of the form d, qf + d,q:q, + d,q:qz + 
d,q:qi + d,qfq: + dsq, qz + d,qz for some nonnegative integers d,, d2, . . . . d, 
which depend on the joint distribution and the value d. We denote this 
probability by the vector (d,, d,, . . . . d,) under the joint distribution and the 
value d. If each d, = 0, we denote the corresponding vector by 0. The 
distribution of P is listed in Table I under each of the 28 possible joint 
distributions of the sample. 
Using the distribution of& we can compute the size of any test based on 
f, and also its power function. We calculate the size of the following three 
tests under different values of ql. 
Test Critical region 
TI Reject Ho if P> 1 
TZ Reject Ho if i 2 c for any fixed c satisfying 3 $ c < 1 
T, Reject H,, if i> c for any fixed c satisfying f  C c < 2 
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TABLE II 
Size of the Tests T,, T,, and T, 
41 
\ 
Test 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
T, 0.247 0.346 0.359 0.332 0.291 0.332 0.359 0.346 0.247 
7-2 0.248 0.352 0.373 0.353 0.323 0.353 0.373 0.352 0.248 
T3 0.252 0.362 0.394 0.391 0.381 0.391 0.394 0.362 0.252 
Note that 
(1 -P*)rP:-’ 
xBT,(p;)opg-‘), i= 1, 2, 3. 
Comments on Table II. It appears that the size depends so little on the 
critical region chosen. Since the sample size N is small, the range of values 
that f takes is very limited, and the probabilities P(f2 l), P(f> $), and 
(pa f) are not all that different under each of the joint distributions 
P;,@P;-‘, r=o, 1,2, . ..) 6, of the sample W,, Y,), (x2, Y,), . . . . (x6, Yd. 
From Table I, the following information can be gleaned for q, = q2 = 4, for 
the tail probabilities of f 
Joint 
distribution P(P> 1) 
0 
3lW 
17(fy 
13(1)6 
17(& 
31(f)6 
0 
0 
3lW 
17w 
22(t)6 
17(W 
31($)6 
0 
0 
3l(p 
25(f)6 
22w 
25(;)6 
31(g6 
0 
The sizes of T, , T,, and T, work out to be 
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T* =woy;,x, i 31 6 0 1 (l-p)p’+17 0 ; (1 -d2P4 . , 
+22 
0 
; (1 -pJ3p3+ 17 (i) (1 -p)4p2 
From these expressions, it is clear that one cannot expect substantial 
differences between the sizes. 
As q1 moves away from 4, the three columns of probabilities in the above 
table tend to be closer leading to very small differences between the sizes. 
Power Function. The power of each of the above three tests has been 
evaluated under each of the following joint distributions of X and Y 
figuring in H, : 
1. (0.2) PO + (0.2) P, + (0.6) P, 
2. (0.2) PO + (0.4) P, + (0.4) P, 
3. (0.2) PO + (0.6) P, + (0.2) P, 
4. (0.4) PO + (0.2) P, + (0.4) P, 
5. (0.4) P, + (0.4) P, + (0.2) P, 
6. (0.6) PO + (0.2) P, + (0.2) P,. 
Let ao, a,, and a2 be the generic symbols for the coefficients of PO, P,, and 
P,, respectively, in the above. In Table III the joint distribution of X and Y 
is denoted by (ao, aI, a*). The power function of a test T, in this case, 
works out explicitly as 
where the summation is taken over all ro, r,, r2 > 0 with r. + or + r2 = 6, 
and /YT(P;P@ Pi’ @ Py) = Pr( T rejects Ho 1 the joint distribution of 
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(Xl 3 Yl), ..., (X6, Y,) is P;P @ Pi’ @ Pis). The computations are summarized 
in Table III. 
General Case. In the case of 2 x n tables with sample size N, the com- 
plexity of the calculations involved in the exact evaluation of power and 
size of tests increase as N increases. One needs to compute the powers 
PT(QOPi’@ . . . @ Pz) for all partitions r. + r1 + r2 + . . . + rn = N of N 
(see (3.1) and (3.2)). But the number of partitions is enormous even 
for moderate values of N. The evaluation of the probability 
Pr(P;P@ P;‘@ . . . @ Pz) involves the determination of the exact dis- 
tribution of the test statistic on which the test T is based under the joint 
distribution P;p @ P’;’ @ . . . @ P; of the sample. If the sample size N is small 
this may not be difficult. It is now clear that the formulas (3.1) and (3.2) 
are useful from a practical point of view for evaluation of exact size and 
power of tests when N is small. For large N, one may have to take recourse 
to asymptotics to evaluate size and power of tests approximately. 
4. SOME GENERALIZATIONS 
As has been pointed out in Remark 2 in Section 2, the set M(TP,) is not 
convex in general. Even if we fix both the marginal distributions, the set is 
not convex. More specifically, let p = (pi, p2, . . . . p,) and q = (ql, q2, . . . . q,J 
be two fixed probability vectors. Let M,,,(TP,) be the collection of all 
bivariate distributions with support contained in {(i, j); i = 1 to m and 
j= 1 to n}, th e us marginal p and the second marginal distribution q. f t 
This set is not convex. As an example, let p = (f, i, f) = q and look at the 
following two bivariate distributions. 
Each of P, and P2 is TP, but (3) P, + (f) P, is not TP,. 
However, under certain special circumstances certain convex com- 
binations of TP, distributions turn out to be TP,. Let M,(TP*) be the 
collection of all TP, bivariate distributions with support contained in 
((i, j): i = 1 to m and j = 1 to n} and the second marginal distribution 
being q. If P, and P, are two bivariate distributions in M,(TP,) under each 
of which X and Y are independent, then aP, + (1 -a) P, is also TP2 for 
every 0 < a < 1. We simply note that under aP, + (1 - a) P,, X and Y are 
independent. 
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5. CONCLUDING REMARKS 
In the context of 2 x n bivariate distributions, extreme point methods 
have been used to provide explicit formulas for the evaluation of size and 
power of any test one proposes for testing 
H,: X and Y are independent against 
H, : All odds ratios are > 1 with at least one strict inequality, based on 
a random sample of size N on (X, Y). These formulas are also helpful in 
comparing the performance of two competing tests. If N and n are small, 
one can find the exact distribution of the test statistic involved and the 
computation of size and power becomes practically feasible. 
Bhaskara Rao, Krishnaiah, and Subramanyam [S] examined the 
. problem of testing H, against H, X and Y are strictly positive quadrant 
dependent. The notion of positive quadrant dependence is weaker than 
total positivity of order two. Nguyen and Sampson [12] examined the 
convexity property of the set of all discrete bivariate positive quadrant 
dependent distributions. Cochran [6] presents a 2 x 5 contingency table 
which seems to conform to the pattern described by H, above. 
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