INTRODUCTION
In this paper we presentand discussa two-step hybrid perturbation-Galerkin technique for the computation of the resonantfrequenciesof nonlinear oscillating systemswith a finite number of degreesof freedominvolving a scalarparameter e. In previous papers,we have developedand applied different versionsof the hybrid techniqueto several classesof twopoint boundary-valueproblemsfor ordinary differential equations [2, 6, 7] ,to someboundary value problems for elliptic partial differential equations [8] , and to someintegral equations of the first kind which arisein slenderbody theory [5] . Foreachof theseclassesof problems, the method has yielded results which are typically far more accuratethan the perturbation solutions on which they are based,and often provide at least reasonablesolutions evenfor valuesof the expansionparameter for which the perturbation solution is meaningless.
The ideaof exploiting perturbation expansionsin conjunction with Galerkin or variational techniqueswas introduced by Noor and Petersin 1979 [12] and developedby Noor and his collaborators in a number of papers (seee.g. [11] , as well as many other referencescited in [5] ). Noor's "reducedbasismethod" is a combination of finite elementor other discretization techniques,perturbation expansions,and Galerkin (or variational) techniques.
In generalterms, our two-step hybrid techniqueconsistsof computing a few terms in the perturbation expansionof the solution about oneor more valuesof the parameter e and then using a subsetof thesefunctions, with new amplitudes, in a Galerkin type approximation.
This manner of combiningthe perturbation and Galerkin approaches(which we will describe in more detail below) seemsto overcomesomeof the drawbacksassociatedwith eachof the methodswhen they are applied by themselves, while preservingsomeof the good featuresof eachone. In particular, the perturbation method hasat least two significant drawbacks. The first is that, for most practical problems,only a few terms in a perturbation expansioncan be computedbecauseof the rapidly increasingamountof "labor" that is requiredto compute eachadditional term. Secondly, the expansionparameter mustusually be restricted to values which lie closeto the point about which the expansionwas constructed,in order to obtain approximationsof acceptableaccuracy.A drawbackof the Galerkin method is the problem, from a practical point of view, of selectinga small number of "good" basisfunctions. As we shall demonstratebelow, the functions determinedby the perturbation method appear to be very effectivebasisfunctions andhenceour methodovercomes the main drawbackassociated with the Galerkin method. Also, the new amplitudes determined by the method produce approximationswhich are typically much more accuratethan the perturbation solutions on which they are based.
In the following sectionswe describeour method in the context of the problem of determining the resonant frequenciesof nonlinear oscillating systems. For simplicity and in 
ONE-DEGREE-OF-FREEDOM SYSTEMS
We consider first the problem determining the resonant frequency u of a one-degree-offreedom nonlinear oscillator which we write in nondimensional form as
In Eq (la), a is the maximum amplitude of the response, c is a "small" parameter, and 
while each of the functions us(x ) with j > 1 satisfies a problem of the form
with us(0 ) = u_(0) = 0 and uj(x + 21r) = uj(x).
Here gj depends on uk, uk, and ak with k < j. Thus, in order for uj to be 21r periodic, the right side of (6) must be orthogonal to both cos(x) and sin(x), since otherwise "secular" terms proportional to x sin(x) and x cos(x) will appear in the solution for us(x ) . These conditions yield the relations ]0
which are two equations for the two unknowns us and aj-1. In particular, for j = 1 Eqs (7) If we set N = 1 in (9), we find that _ = Uo(X) = cos(x), while Eqs (10) reduce to
Equations (11) are a system of two nonlinear equations for the two unknowns _ and _.
In particular, if we examine the solution to these equationsfor small valuesof e and let and hence indicate some of the classes of problems for which we feel the hybrid method will be especially useful.
We will discuss these classes of problems, as well as some possible variations of the basic method, more fully in the discussion section at the end of the paper.
During Oscillator
As our first example, we consider the Duffing oscillator which, in dimensional form, can be written as
where w0 is the (linearized) natural frequency of the oscillator, a is a specified parameter, and the dots denote differentiation with respect to time t. We let T be the (unknown) period of the oscillation and then define w = 2 _r/T, _, = W/wo , x = w t, and u = y/a. With these definitions, Eq (13) can be written in the form of Eq (la) with f = u 3, i.e.
Thus, in this example, c can be interpreted as a measure of the amount of nonlinearity in the restoring force in the system. 
_5 _ + O(J).
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The hybrid approximation _ is obtained from Eqs (10) which, in general, will be cubically nonlinear in the amplitudes {6j}. In particular, for N = 1, Eq (11) yields the solution Simple Pendulum
The equation of motion of a simple pendulum can be expressedas
with w_ = g/L, where g is the acceleration due to gravity and L is the length of the pendulum.
Here 0(t) is the angle the pendulum makes with the vertical.
Using the same definitions of T, w, u, and x as in the first example and letting u = 8/a, we find that (18) can be written in the form of (la) as
Thus, in this case, e can be interpreted simply as the maximum amplitude of the oscillation.
(Condition (2) is again satisfied automatically and hence the initial amplitude is arbitrary.)
Also, since the nonlinear term in (19) can be expanded for small values of e as a power series in e2, we see that the series in (4) involve only even powers of e. In particular, using the symbolic manipulation system Mathematica [15] , the Lindstedt-Poincar_ method yields the
This expansion converges for [e[ < r.
The hybrid approximations _ and _ are obtained from Eqs (10) with (e/a) f replaced by
In particular, for N = 1, Eq (11) yields 
where u is 2r periodic and a is now interpreted as the nondimensional initial amplitude.
The equilibrium state u -= 0 is unstable for the system described by (22), while the states u ---_il are stable. However, stable oscillations about u = 0 exist for a 2 > 2.
To study the stable oscillations about u = 0, we consider the modified problem
where e is an unspecified parameter. We now make two observations. First, we note that Eq (23) is of the form of Eqs (1) with f/a = u 3 -2u and hence we can construct approximate solutions which will be formally valid as E --+ 0. Secondly, we note that, by setting e = 1 in (23), we recover our original Eq (22). Thus, our (formal) procedure will be to apply our two step hybrid method, as outlined above, and then set c = 1 to obtain an approximation to the solution to (22) . In this sense, we can interpret e in this example as a type of "homotopy"
parameter.
In particular, as ¢ varies from 0 to 1, we can think of our problem (23) as varying from a trivial problem, corresponding to c = 0, which we can easily solve, to the problem we really want to solve,: i.e. problem (22), corresponding to e = 1. The hybrid approximation _ is given by (9), where the amplitudes {Sj} and _2 are determined by Eqs (10) with the term (e/5) f replaced by e (_3 _ 2 _). In particular, setting N=1and e= l in (11) we find
as lal---,, oo.
From the integral representation (3) of u, we find for this case that As an example of a nonconservative system, we now consider the limit cycle of the van der Pol oscillator, for which f(au, uau',e) = (a:u 2-1)auu' in Eq (la), i.e.
For this case, e is a "tuning" parameter and can be interpreted as a measure of the amount of a special kind of nonlinear damping in the system. 
The radius of convergence for this expansion is known to be approximately e = 1.85 (see (see e.g., [13] In this case, it is easy to show that u is still well approximated by the first term on the right side of (31a), while
To apply our hybrid method to this problem, we look for an approximate solution _ for u in the form We now use u_o(x, e) as one of our coordinate functions in our hybrid solution (9), which we write in the form 
In terms of these variables, Eqs (38) become _2_. A ,7"+ B _ + _97(_, _p _', .2 _p_ _", _)= o,
where the primes denote differentiation with respect to x.
In the first step of our hybrid technique, we again use the Lindstedt-Poincax_ method to construct perturbation solutions which are formally valid for small values of e. Thus, we seek solutions to Eqs (43) in the form 
We suppose at this point that k is fixed and that _j and vj are known for j < k. If we now take the inner product of Eqs (45) that co,, y cop unlessj=l andm=p.
In the second step of our hybrid method, we seek new approximations _ and _ to _ and v, respectively, where 
where g is the acceleration due to gravity. We now let 01 = eQ1 and 02 = e Q2 to write (55) in the form of Eq (38) with ¢ replaced by e2, where
For this problem we find
Thus, for small amplitude oscillations, the periodic mode corresponding to p = 1 (i.e. the mode with frequency Wl) represents an oscillation for which, at any instant of time, the pendula are always on the same side of the vertical. We shall refer to this mode as the "symmetric" mode of oscillation. In a similar manner, the periodic mode corresponding to p = 2 (with frequency w2) represents an oscillation for which the pendula are on opposite sides of the vertical, which we shall refer to as the "asymmetric" mode of oscillation. 
If O,(x) and 02(x) are computed to order O (£2N-1) , then the energy E is conserved (in time)
to O(c2N).
The corresponding expressions for the asymmetric mode of oscillation are the v_ conjugates of these expressions, i.e. everywhere _ appears in Eqs (59)- (62) it is replaced by -v_.
For both the symmetric and asymmetric modes u is a monotonic decreasing function of E in the interval 0 < E < 6, the energy interval in which the pendulum exhibits a backand-forth motion.
For any given energy in this interval the frequency of the asymmetric modeis higher than the frequencyof the symmetric mode. Parametric plots of u(e) vs. E(e)
as computed to orders O(d), O(P), O(e6), O(eS), O(d°),
and O(d2), are shown in Fig 9 for the symmetric case and in Fig 10 for This is in contrast to the hybrid solutionswhich appear to convergeto the exact frequencies for all valuesof a > v/2. However, the rate of convergence, even for the hybrid solutions, is much slower for values of a close to x/_ (see Fig 4) than for larger values of a (see Fig 5) .
The van der Pol oscillator is an example of a nonconservative system, for which both the frequency v and the initial amplitude a of the motion appear as unknowns in the problem formulation.
For this case, we again note (see Fig 6) We also note that the equations, such as (10) and (53), which determine the hybrid amplitudes {$j} and P for nonlinear systems will, in general, be nonlinear and have multiple solutions. Some of these solutions may be ruled out on the basis that they involve complex numbers.
Of the remaining solutions, it appears that the only ones of interest are those for which the _j(_) coincide with the gauge functions of the perturbation expansion in the limit ---* 0. Therefore following a solution path starting at ¢ = 0 seems to be an essential part of the method. In our experiencethis leads in eachcaseto a unique solution.
It is interesting to note that the hybrid method providesa nice supplementto someof the methodsand ideaspresentedby Van Dyke [14] for improving the usefulnessof a perturbation expansion.In particular, Van Dyke's ideasare applicablewhen a fairly largenumberof terms in a perturbation expansioncan be computed (usually with the aid of numericalor symbolic computation). The coefficientsin the seriesare then analyzedto help uncover someof the analytical structure of the solution and then this information is used to recast the series into a different form which, in general,will be valid for a wider range of parameter values. In contrast, the hybrid method requires only a few terms (often only one or two terms)
in the perturbation expansionto be computed and then usesthese terms to construct an "improved" approximation to the solution.
In conclusion,it appearsthat the hybrid perturbation-Galerkin techniqueis a usefulway to enhancethe usefulnessof perturbation solutions to resonant frequencycalculation problems. In particular, the hybrid solutions _ provide useful approximations to the resonant frequenciesfor the examples illustrated here, even for parameter values well beyond the radius of convergence of the perturbation solutions on which they are based. We are currently investigating application of the method to moregeneralHamiltonian and Lagrangian systemswith a finite number of degreesof freedom,as well as to systemswith an infinite number of degreesof freedom,i.e. to partial differential equations. The initial resultsof these investigations havebeen very promising. While there are still many theoretical questionsto be answeredabout the hybrid method, it is basedon an intuitively plausibleidea,it is relatively simple to implement, and it appears to provide reasonableand often very accurateapproximate solutions. 
