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GLOBAL TRACE FORMULA FOR ULTRA-DIFFERENTIABLE
ANOSOV FLOWS
MALO JE´ZE´QUEL
Abstract. Adapting tools that we introduced in [19] to study Anosov flows,
we prove that the trace formula conjectured by Dyatlov and Zworski in [12]
holds for Anosov flows in a certain class of regularity (smaller than C∞ but
larger than the class of Gevrey functions). The main ingredient of the proof
is the construction of a family of anisotropic Hilbert spaces of generalized
distributions on which the generator of the flow has discrete spectrum.
Introduction
Let V be a C∞ vector field on a smooth manifold M of dimension d+1 ≥ 3, and
assume that V generates an Anosov flow (φt)t∈R (see Definition 1.1). The vector
field V may be identified with a differential operator of order 1 whose spectral
properties are of great interest when studying the statistical properties of the flow
(φt)t∈R. However, the operator V is not elliptic and consequently its spectrum on
L2 (M) can be quite wild. In [7, 8], Butterley and Liverani showed that, introducing
an appropriate scale of anisotropic Banach spaces of distributions on M , one may
define a suitable notion of spectrum for V , the Ruelle spectrum1, whose elements are
called Ruelle resonances (see Theorem 1.2 and Definition 1.3). After [7, 8], spaces of
anisotropic of distributions have been widely used to study in particular the Ruelle
resonances (see for instance [13] that gives a construction of anisotropic Sobolev
spaces using the language of micro-local analysis, or [1, 2] for another construction).
One of the most striking applications of the spaces of anisotropic distributions
has been the proof of Smale’s conjecture on the meromorphic continuation of zeta
functions associated to Axiom A flows (see [15, 12, 11]). The theory of Ruelle zeta
functions and dynamical determinant makes a link between Ruelle resonances for
the operator V and periodic orbit of the flow (φt)t∈R (see Theorem 1.4). In [12], Dy-
atlov and Zworski suggested that there could be another link between these objects,
a global trace formula in the sense of the following equality between distributions
on R∗+
(0.1)
∑
λ resonances
eλt =
∑
γ
T#γ
|det (I − Pγ)|δTγ ,
where the sum on the right-hand side runs over periodic orbits γ of the flow (φt)t∈R.
If γ is a periodic orbit of the flow (φt)t∈R, then Tγ denotes its length, T
#
γ its
primitive length and Pγ the associated linearized Poincare´ map (which is defined
below (1.3)).
This project has received funding from the European Research Council (ERC) under the Eu-
ropean Union’s Horizon 2020 research and innovation programme (grant agreement No 787304).
This work was started while the author was affiliated with Institut de Mathe´matiques de Jussieu-
Paris Rive Gauche.
1The top-right part of the spectrum had already been unveiled by Liverani for contact Anosov
flows in [25].
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It may be deduced from work of Fried and Rugh [29, 30, 14] that the trace
formula (0.1) holds for real-analytic Anosov flows. In [19], we studied a discrete-
time analogue of this problem, and our results indicate that formula (0.1) could
be wrong for some Anosov flows. However, we suggested in [19] that the trace
formula should hold for Gevrey flows (see [19] or §2 for a definition). Indeed, we
proved in [19] that the discrete-time analogue of the trace formula is true for Gevrey
uniformly hyperbolic diffeomorphisms, and the methods that we developed there
seemed robust enough to be adapted to the time-continuous case.
Adapting ideas we developed in [19] to the context of Anosov flows, we prove
here the global trace formula (0.1) for a class of regularity much larger than Gevrey
(see Corollary 1.8) that we define in §2. We prove in fact a slightly more general
version (1.4) of the trace formula: we study resonances for the operator X = V + g
where g : M → C is an ultradifferentiable potential. The main tool of the proof
is the construction of a family of adapted Hilbert spaces of anisotropic generalized
distributions, see Theorem 1.7.
The paper is structured as follow:
In §1, we recall basic facts from the theory of Ruelle resonances and state our
main results, Theorem 1.7, Corollary 1.8 and Proposition 1.9. Theorem 1.7 ensures
that the Koopman operator (1.2) has good properties when acting on some Hilbert
spaces of anisotropic generalized distributions. The trace formula readily follows
as stated in Corollary 1.8. Proposition 1.9 gives a control on the number of Ruelle
resonances that naturally follows from the proof of Theorem 1.7.
In §2, we use the language of Denjoy–Carleman classes to define the regularity
that appears in Theorem 1.7, Corollary 1.8 and Proposition 1.9. We also define
spaces of generalized distributions needed for the construction of the Hilbert spaces
appearing in Theorem 1.7.
In §3, we define a local version of the space H from Theorem 1.7, and we study
in §4 the action on this local space of a local model for an Anosov flow (in charts).
This is achieved by adapting the techniques that we introduced in [19] for Gevrey
uniformly hyperbolic diffeomorphisms both for continuous-time dynamics and for
the larger class of regularity that we introduce in §2.
The construction of H and the proofs of Theorem 1.7 and Proposition 1.9 are
carried out in §5 and §6. In §5, we design a first space that is well-suited to study
the flow (φt)t∈R for large t. In §6, we use our this space to construct a space
well-suited to study the flow (φt)t∈R for all non-negative times and prove the trace
formula. The lack of hyperbolicity for t > 0 small will be dealt with by considering
the shifted resolvent Lt0 (z −X)−1 of the generator X = V + g of the Koopman
operator (1.2) instead of the resolvent, as it is usually done. This strategy is also
what allows us to tackle a class of regularity that is larger than Gevrey and get a
better result than the one we suggested in [19].
In Appendix A, we give a new proof of the fact that Ruelle resonances are
intrinsic, which does not require to deal with Schwartz kernel (as it was the case in
[13] for instance). This implies in particular that the Ruelle resonances that appear
from the study of the operator X acting on the quite exotic Hilbert space H given
by Theorem 1.7 coincide with the Ruelle resonances that have already been defined
in the literature.
In Appendix B, we give the proofs of Lemmas 2.3 and 2.4 from §2.
In Appendix C, we prove an abstract functional analytic lemma that will be
useful in §6 to get information on the spectrum of X from the knowledge of the
compactness of the shifted resolvent Lt0 (z −X)−1.
In Appendix D, we give, under the hypotheses of Theorem 1.7, a Hadamard-
like factorization (D.2) for the dynamical determinant dg defined by (1.3). This
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factorization implies Theorem 1.4 aven when g 6= 0 (under the hypotheses of The-
orem 1.7).
In Appendix E, we prove Proposition 1.5 and Corollary 1.6 as applications of
the trace formula.
In Appendix F, we discuss one of the hypothesis of the Theorem 1.7.
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1. Settings and statement of results
Let d ≥ 2 be an integer and M a (d+ 1)-dimensional C∞ manifold. Let V be a
C∞ vector field on M which generates a C∞ flow (φt)t∈R. Let g : M → C be a C∞
function (called the potential).
Definition 1.1 (Anosov flow). We say that the flow (φt)t∈R is Anosov if for all
x ∈M there is a decomposition of the tangent space of M at x
(1.1) TxM = E
u
x ⊕ Esx ⊕ RV (x)
such that:
(i) for all t ∈ R, x ∈M and σ ∈ {u, s} we have Dxφt (Eσx ) = Eσφt(x);
(ii) there are a metric |·|x on M and constants C > 0 and λ < 1 such that for
all t ∈ R+ and x ∈M we have
∀vs ∈ Esx :
∣∣Dxφt (vs)∣∣φt(x) ≤ Cλt |vs|x
∀vu ∈ Eux :
∣∣Dxφ−t (vu)∣∣φ−t(x) ≤ Cλt |vu|x .
In the following, we assume that (φt)t∈R is an Anosov flow. Fundamental ex-
amples of Anosov flows are geodesic flows on unit tangent bundles of compact
Riemannian manifolds of negative sectional curvature [22, Theorem 17.6.2] and
suspension of Anosov diffeomorphisms.
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The main object of our study is the Koopman operator which may be defined
for t ∈ R+ and u ∈ D′ (M) by
(1.2) Ltu = exp
(∫ t
0
g ◦ φτdτ
)
u ◦ φt.
Notice that (Lt)t≥0 is a semi-group of operator on D′ (M) whose generator is X =
V +g. The most interesting case is when g is real-valued since the spectral theory for
the operator X is then closely related to the statistical properties of the equilibrium
state of (φt)t∈R for the potential g−divu (V ) (where divu (V ) denotes the ”unstable
divergence” of V ). In particular, when g = 0 we may study the SRB measure for
(φt)t∈R and when g = divu (V ) the measure of maximal entropy (divuV is not
smooth in general, but techniques have been developped by Goue¨zel and Liverani
to bypass this difficulty, see [17], using ideas that were already present in the physics
literature [10]). Notice that, considering applications to statistical properties of the
flow, it could be more natural to study the transfer operator, that is the adjoint of
the operator (1.2). However, since we will state our results for general potential g,
and the flow (φ−t)t∈R is also Anosov, the choice of the operator (1.2) is of no harm.
However, the spectral theory of X on L2 (M) is not satisfactory: we need to
use so-called “anisotropic Banach spaces of distributions” [7, 13, 1]. The main
theorem to carry out this study is the following. It has been proven by Butterley
and Liverani in the case g = div (V ) in [7, 8] (see in particular [7, Theorem 1 and
Lemma 4.2]) and then by Adam for real potential2 (see in particular [1, Lemmas
2.4.4 and 2.4.10]).
Theorem 1.2 ([7, 8, 1]). For every A > 0 there is a Banach space B such that:
(i) C∞ (M) ⊆ B ⊆ D′ (M), both inclusions being continuous, the first one
having dense image;
(ii) for all t ∈ R+, the operator Lt defined by (1.2) is bounded on B;
(iii) (Lt)t≥0 forms a strongly continuous semi-group of operators acting on B,
whose generator is X = V + g;
(iv) the intersection of {z ∈ C : ℜ (z) > −A} with the spectrum of X acting on
B consists of isolated eigenvalues of finite multiplicity.
The space B in Theorem 1.2 is highly non canonical, but in fact the intersection
of the spectrum of X acting on B and {z ∈ C : ℜ (z) > −A} does not depend on
the choice of B (see Lemma A.3 in Appendix A and Theorem 1.4). This allows us
to define the Ruelle resonances of X .
Definition 1.3 (Ruelle resonances). For λ ∈ C and m ∈ N∗, we say that λ is a
Ruelle resonance of X of multiplicity m if for some A > 0 such that ℜ (λ) > −A
there is a Banach space B satysifying (i)-(iv) from Theorem 1.2 such that λ is an
eigenvalue of (algebraic) multiplicity m for X acting on B.
It is not easy to describe Ruelle resonances in general. A convenient tool to do
it is the dynamical determinant, which is defined for s ∈ C with ℜ (s) large enough
by
(1.3) dg (s) = exp
(
−
∑
γ
T#γ
Tγ
e
∫
γ
g e
−sTγ
|det (I − Pγ)|
)
,
where the sum runs over the (countable set of the) periodic orbits γ of the flow
(φt)t∈R. If γ is a periodic orbit of (φ
t)t∈R then:
• Tγ denotes its length;
2There are no particular difficulties adapting its results to complex-valued potentials.
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• T#γ denotes its primitive length, i.e. the length of the shortest periodic
orbit γ# with the same image as γ;
• ∫
γ
g is the integral of g along γ, i.e.
∫
γ
g =
∫ Tγ
0 g ◦ φτ (x) dτ for any x in
the image of γ;
• Pγ is a linearized Poincare´ map of γ, that is Pγ is the linear map from
Eux ⊕ Esx to itself induced by DxφTγ for some x ∈ γ (the map Pγ depends
on the choice of x, but its conjugacy class does not).
The existing literature on dynamical determinant and its application to zeta
functions of Anosov flows [15, 12] only deals with the case g = 0, in which case we
have the following result relating dynamical determinants and Ruelle resonances.
Theorem 1.4 ([15, 12]). When g = 0, the dynamical determinant d0 extends
holomorphically to the whole complex plane, and the zeroes of this continuation are
exactly the Ruelle resonances for X = V (multiplicity taking into account).
It is very likely that the hypothesis g = 0 in Theorem 1.4 is superfluous. To
remove it, one could try to adapt the proofs from [15, 12]. Another possibility
would be to use the spaces from [1, 2] to implement the strategy based on “nuclear
power decomposition” that has been developped for discrete-time systems by Baladi
and Tsujii, see [5, 3]. As a by-product of the proof of Theorem 1.7, we prove in
Appendix D that Theorem 1.4 holds without the assumption g = 0 for the particular
class of flows considered in Theorem 1.7, and we give an explicit “Hadamard-like”
factorization for the dynamical determinant. This proof gives a hint on how to
adapt the “nuclear power decomposition” strategy to continuous-time systems.
In [12], Dyatlov and Zworski suggested that another relation should hold between
Ruelle resonances and periodic orbits: a trace formula, that can be written as the
following equality between distributions on R∗+
(1.4)
∑
λ Ruelle resonances
of X
eλt =
∑
γ
T#γ e
∫
γ
g
|det (I − Pγ)|δTγ .
Notice that we do not use the same convention for Ruelle resonances as in [12], we
consider resonances for X instead for iX , which explains why the trace formula
(1.4) is not stated as in [12]. Notice also that there is a priori no reason for which
the left-hand side of (1.4) defines a distribution on R∗=, or even converges in any
sense.Showing that this is actually the case has to be part of the proof of the trace
formula.
A natural way to prove such a formula would be to prove that the dynamical
determinant dg continues to an entire function of finite order whose zeroes are the
Ruelle resonances, see for instance [26, 27]. Recall here that the order of an entire
function f is (we denote by log+ the positive part of the logarithm)
lim sup
r→+∞
sup
|z|=r
log
(
1 + log+ |f (z)|
)
log r
.
As an example of application of trace formula, the following proposition clarifies its
relationship with the dynamical determinant, see Appendix E for the proof.
Proposition 1.5. The following statements are equivalent:
(i) the dynamical determinant dg defined by (1.3) extends to an entire function
of finite order whose zeroes are the Ruelle resonances;
(ii) the trace formula (1.4) holds and there is ρ ∈ R+ such that∑
λ resonances of X
1
1 + |λ|ρ < +∞.
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Moreover, when (i) and (ii) hold, the order of the holomorphic continuation of dg
is less than ⌈ρ⌉. More precisely, there is a polynomial P of order at most ⌈ρ⌉ such
that, for all z ∈ C, we have dg (z) = eP (z)Q (z), where Q is the canonical product
of minimal genus whose zeroes are the Ruelle resonances (see [6, 2.6.4]).
The implication (ii) ⇒ (i) in Proposition 1.5 expresses the power of the trace
formula: when it holds, we may deduce information on the dynamical determinant
dg through the knowledge of its zeroes. Proposition 1.5 admits the following Corol-
lary, which is of main interest when g is not real-valued (when g is real-valued, we
may deduce a more precise result adapting the proof of [20, Theorem 2]).
Corollary 1.6. If the trace formula holds and if there is ρ ∈ [0, 12[ such that∑
λ resonances of X
1
1 + |λ|ρ < +∞,
then the function dg is constant equal to one (in particular, X has no resonances).
If g is real-valued, the result remains true for ρ ∈ [ 12 , 1[ (notice that in this case
dg is never constant).
See Appendix E for the proof.
In [19] we studied a discrete-time analogue of the trace formula (1.4). The
results from [19] suggest that (1.4) may not be true for every C∞ hyperbolic flow
and potential but should hold for Gevrey flows with Gevrey potentials (see [19] or
§2 for the definition of the Gevrey class of regularity). Indeed, we proved in [19]
that, while there are C∞ counter-examples to the discrete-time analogue of (1.4),
it holds for Gevrey uniformly hyperbolic diffeomorphisms with Gevrey potentials3.
However, in order to tackle the lack of hyperbolicity of the flow (φt)t∈R for small
t ≥ 0, we will study the shifted resolvent Lt0 (z −X)−1 (for some t0 > 0) instead
of the resolvent (z −X)−1. It turns out that it also allows to give a proof of the
trace formula for a larger class of flows and potentials (than Gevrey), but we were
not able to prove that the dynamical determinant has finite order for these systems
(there is a priori no reason for this to be true). Notice that the idea of working
with the shifted resolvent Lt0 (z −X)−1 was already used in [12] but for a totally
different reason (Dyatlov and Zworski shift the resolvent to make it belong to a
certain class of operators for which a “flat trace” is defined).
In §2, we introduce for all υ > 1 and κ ∈ ]0,+∞], a class of regularity Cκ,υ using
the language of Denjoy–Carleman classes (see [24] for a survey on this topic). These
classes are larger than any Gevrey classes of regularity. Moreover, if M is Cκ,υ and
υ˜ > υ, we define a space Dυ˜ (M)′ of generalized distributions on M and, provided
that M , (φt)t∈R, and g are Cκ,υ, we extend Lt and X to operators from Dυ˜ (M)′
to itself. These notions allow us to state our main result, which states that, acting
on a suitable Hilbert space, X has discrete spectrum and operators obtained by
integrating the semi-group (Lt)t≥0 against a smooth function supported away from
t = 0 are trace class, with an explicit formula for their traces (see for instance [16,
Chapter IV] for the theory of trace class operator).
Theorem 1.7. Assume that there is κ > 0 and υ ∈ ]1, 2[ such that M, g and
(φt)t∈R are Cκ,υ. Then for all t0 > 0 there is a separable Hilbert space H such that
3In fact, the results from [19] and the present paper suggest that the discrete-time analogue
of (1.4) should even hold in the class Cκ,υ defined in §2 for κ > 0 and υ ∈ ]1, 2[. We think
that this could be proven easily using methods from [19] and the present paper. However, in
[19, Theorem 2.12, (v)-(vi)] we proved a bound on the growth of the dynamical determinant for
Gevrey hyperbolic map that we do not expect to hold for Cκ,υ dynamics. This bound is one of the
reasons that make us think that the dynamical determinant of a Gevrey Anosov flow has finite
order.
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(i) for all υ˜ > υ sufficiently close to υ, we have C∞,υ˜ (M) ⊆ H ⊆ Dυ˜ (M)′,
both inclusions are continuous, and the first one has dense image;
(ii) for all t ∈ R+ the operator Lt defined by (1.2) is bounded on H;
(iii) (Lt)t≥0 defines a strongly continuous semi-group of operators on H, whose
generator coincides with X on its domain, which is {u ∈ H : Xu ∈ H};
(iv) the spectrum of X acting on H consists of isolated eigenvalues of finite
multiplicity which coincide with the Ruelle resonances of X (multiplicity
taken into account);
(v) if h : R∗+ → C is C∞ and compactly supported in [t0,+∞[ then the operator
(1.5)
∫ ∞
0
h (t)Ltdt : H → H
is trace class and its spectrum is the image of the spectrum of X by λ 7→
Lap (h) (−λ) (multiplicity taken into account, Lap (h) denotes the Laplace
transform of h). Moreover, the trace of the operator (1.5) is given by
tr
(∫ ∞
0
h (t)Ltdt
)
=
∑
γ
T#γ
h (Tγ)
|det (I − Pγ)| exp
(∫
γ
g
)
,
where the sum on the right-hand side runs over periodic orbits γ of the flow
(φt)t∈R.
With Lidskii’s trace theorem [16, Theorem 6.1 p.63], the last point of Theo-
rem 1.7 implies the following Corollary.
Corollary 1.8 (Trace formula for ultradifferentiable Anosov flows). If M, g and
(φt) are Cκ,υ for some κ > 0 and υ ∈ ]1, 2[ then the trace formula (1.4) holds. In
particular, the right-hand side of (1.4) defines a distribution.
Maybe it would be more satisfactory to be able to prove that the right-hand
side of (1.4) is a distribution on R∗+ before proving the trace formula. Under
the hypothesis of Theorem 1.7, it can be deduced from the fact that the trace class
operator norm of (1.5) is less than C ‖h‖Cd+3 for some constant C > 0 that depends
on h only through its support (this may be deduced from the proof of Theorem 1.7),
or from the following by-product of the proof of Theorem 1.7.
Proposition 1.9. If M, g and (φt)t∈R are Cκ,υ for some κ > 0 and υ ∈ ]1, 2[ then
for all ǫ > 0 we have ∑
λ resonances of X
eǫℜ(λ)
1 + |λ|d+1+ǫ
< +∞.
Finally, although we need υ < 2 to prove trace formula, most of the statements
in Theorem 1.7 remain true when υ ≥ 2. See Appendix F for a discussion of the
condition υ < 2.
Proposition 1.10. If in Theorem 1.7 we allow υ ≥ 2 then there is a Hilbert
space H satisfying (i),(ii),(iii) and (iv). Moreover, under the hypothesis of (v), the
operator (1.5) is compact and its spectrum can be described as in Theorem 1.7 in
terms of Ruelle resonances.
2. Denjoy-Carleman classes and ultradifferentiable functions
We define now the classes of regularity Cκ,υ that appear in Theorem 1.7. To do
so we use the language of Denjoy-Carleman classes, see [24] for a survey on this
topic. We will also define spaces Dυ (M)′ of generalized distributions which are
needed because the space H of Theorem 1.7 is not included in the usual space of
distributions D′ (M) on M .
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Let A = (Am)m∈N be an increasing sequence of positive real numbers and U be
an open subset of Rd. We define the Denjoy–Carleman class CA (U) to be the space
of C∞ functions f : U → C such that for each compact subset K of U there are
constants C,R > 0 such that for all α ∈ Nd and x ∈ K we have
|∂αf (x)| ≤ CR|α| |α|!A|α|.
If Am = m
σ−1 for some σ > 1, the class CA (U) is the class of σ-Gevrey functions.
For σ = 1, this is just the class of real-analytic functions on U . We will consider in
this paper the following classes, that are larger than Gevrey classes. If κ > 0 and
υ > 1 define the sequence A (κ, υ) = (Am (κ, υ))m∈N by
∀m ∈ N : Am (κ, υ) = exp
(
mυ
κ
)
.
Notice that the the sequence A (κ, υ) is logarithmically convex:
∀m ∈ N∗ : Am (κ, υ)2 ≤ Am−1 (κ, υ)Am+1 (κ, υ) .
It is then a well-established fact (see e.g. [24] and references therein) that the class
Cκ,υ := CA(κ,υ) is closed under multiplication, composition, the inverse function the-
orem and solving ODEs. Notice that the class Cκ,υ is closed under differentitation
if and only if υ ≤ 2. Since Cκ,υ is greater than any Gevrey class, it is non-quasi-
analytic and contains partitions of unity. We are not aware of any references in the
literature dealing specifically with the classes Cκ,υ that we use here. However, the
particular classes that are studied in [31] for instance and the classes Cκ,υ look a
bit alike. We shall sometimes refer to the objects (functions, manifolds, etc) having
Cκ,υ regularity as ultradifferentiable objects. Beware that this is not in any way a
canonical name.
The Fourier transform will be a key tool in this paper, it is thus natural to
introduce a suitable class of rapidly decreasing functions and associated spaces of
tempered generalized distributions. This is often done in the literatur, in particular
when dealing with Gevrey classes (see for instance [28, 9]). Notice that we will use
the following convention for the Fourirer transform: if f ∈ L1 (Rd) and ξ ∈ Rd we
set
F (f) (ξ) = fˆ (ξ) =
∫
Rd
e−ixξf (x) dx.
For all κ > 0, υ > 1 and f ∈ C∞ (Rd), define
‖f‖κ,υ = sup
x∈Rd
α∈Nd
m∈N
(1 + |x|)m |∂αf (x)| exp
(
− (m+ |α|)
υ
κ
)
.
Then define
(2.1) Sυ =
{
f ∈ C∞ (Rd) : ∀κ ∈ R∗+, ‖f‖κ,υ < +∞} ,
which is a Fre´chet space when endowed with the family of semi-norms ‖·‖κ,υ for
κ > 0. Notice that Sυ is contained in the usual space of Schwartz functions. We
will denote by (Sυ)′ the space of continuous linear forms on Sυ endowed with the
weak-star topology. This space will play the role of tempered distributions in our
context.
Proposition 2.1. If υ > 1 then the Fourier transform from Sυ to itself is a
continuous isomorphism.
Proof. We only need to prove that the Fourier transform sends Sυ continuously into
itself, the result then follows by the Fourier inversion formula (since Sυ is contained
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in the usual space of Schwartz functions on Rd). Let f ∈ Sυ and recall thatfor all
ξ ∈ Rd and α, β ∈ Nd we have
ξα∂β fˆ (ξ) = i|α|−|β|
∫
Rd
e−ixξxβ∂αf (x) dx
and thus
(2.2)
∣∣∣ξα∂β fˆ (ξ)∣∣∣ 6 C (d) e (d+2+|α|+|β|)υκ ‖f‖κ,υ .
Using
|ξ|2m =
 d∑
j=1
|ξj |2
m = ∑
|α|=m
c (α) |ξα|2
where
∑
|α|=m c (α) = d
m we deduce from (2.2) that there is a constant C such
that
(2.3) (1 + |ξ|)m
∣∣∣∂β fˆ (ξ)∣∣∣ ≤ C ‖f‖κ,υ dme (m+|β|+d+2)υκ .
Finally notice that for all κ′ < κ we have (n+d+2)
υ
κ
− nυ
κ′
→
n→+∞
0. Consequently,
for all κ′ < κ there is a constant C such that∥∥∥fˆ∥∥∥
κ′,υ
≤ C ‖f‖κ,υ .
Since κ can be chosen arbitrarily large, so can κ′, and the result follows. 
Proposition 2.1 allows to define the Fourier transform on (Sυ)′ by duality in the
usual way. Since Sυ is stable under multiplication, for all ψ ∈ Sυ we may define
the Fourier multiplier ψ (D) : (Sυ)′ → (Sυ)′ by
∀u ∈ (Sυ)′ : ψ (D)u = F−1 (ψ.uˆ) .
It is well-known that the Fourier transform of a C∞ compactly supported function
decays faster than the inverse of any polynomial. For functions in the class Cκ,υ
this statement is made quantitative in Proposition 2.2 below. This is the key point
that will allow us in §3 to construct Sobolev-like spaces of anisotropic generalized
distributions that are the pieces from which we will construct the space H from
Theorem 1.7 in §5 and §6.
Proposition 2.2. For every R > 0 and υ > 1, there are constants C > 0 and
κ > 0 such that, for all f ∈ Sυ and ξ ∈ Rd, we have
(2.4)
∣∣∣fˆ (ξ)∣∣∣ ≤ C ‖f‖κ,υ exp(−R ln (1 + |ξ|) υυ−1) .
Proof. Choose κ > 0 large enough so that
κ
1
υ−1
(
1
υ
1
υ−1
− 1
υ
υ
υ−1
)
> R.
Then apply (2.3) from the proof of Proposition 2.1 with β = 0 to get a constant
C > 0 such that, for all ξ ∈ Rd and m ∈ N, we have∣∣∣fˆ (ξ)∣∣∣ ≤ C ‖f‖κ,υ ( d1 + |ξ|
)m
exp
(
(m+ d+ 2)υ
κ
)
.
Finally, take
m = max
(
0,
⌊(
− ln
(
d
1 + |ξ|
)) 1
υ−1 (κ
υ
) 1
υ−1 − d− 2
⌋)
to end the proof. 
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We need to extend the notion of ultradifferentiability to objects that are not
complex-valued functions (for instance manifolds) in order to make sense of Theo-
rem 1.7. To do it, we follow ideas that may be found in [24], notice however that
when υ > 2 the sequence (Am)m∈N is not a DC-weight sequence in the sense of [24],
so that we cannot apply most of their results. Hopefully, it will be clear in the re-
maining of the section that, whereas the general theory of our ultradifferentiability
classes may not be very satisfactory, this is of no harm in the pedestrian approach
to the problem of the trace formula.
We say that a map f : U → CN , whereN is some integer, is Cκ,υ if its components
are Cκ,υ. A Cκ,υ manifold is a C∞ manifold endowed with a maximal atlas whose
changes of charts are Cκ,υ. A map f : M → N between two Cκ,υ manifold is said
to be Cκ,υ if it is Cκ,υ “in charts”.
We define now topological vector spaces associated to the classes of regularity
defined above. If M is a Cκ,υ manifold for some κ > 0 and υ > 1 then M has
natural Cκ′,υ˜ manifold structure for all κ′ > 0 and υ˜ > υ, so that we may define
the class C∞,υ˜ (M) of functions from M to C that are Cκ′,υ˜ for all κ′ > 0. Notice
that all Cκ,υ functions from M to C belong to C∞,υ˜ (M).
Notice that if υ > 2 then the class Cκ,υ is not stable by differentiation and
in particular in this case the tangent bundle TM has no natural Cκ,υ structure.
However, derivatives of Cκ,υ functions are Cκ′,υ for all 0 < κ′ < κ. Thus the
tangent bundle TM may be endowed naturally with a Cκ′,υ structure, so that it
makes sense to talk about a Cκ′,υ˜ vector field when υ˜ > υ or υ˜ = υ and κ′ < κ.
Integrating such a vector field gives rise to a Cκ′,υ˜ flow (φt)t∈R (that is, the map
(x, t) 7→ φt (x) is Cκ′,υ˜), see [24, 23]. A consequence of this fact is that if V is a
Cκ′,υ˜ vector field on M that does not vanish then V is locally conjugated via Cκ′,υ˜
charts to a constant vector field on Rd. This implies in particular that if υ′ > υ˜
then C∞,υ′ is stable under differentiation with respect to V (this operation is even
continuous with respect to the topology that we define below).
If M is compact, we endow C∞,υ˜ (M) with a structure of Fre´chet space in the
following way: if U is an open subset of M and V is an open subset of Rd, if
ψ : U → V is a C∞,υ˜ chart, ϕ is an element of C∞,υ˜ supported in U and κ > 0,
define the semi-norm ‖·‖ψ,ϕ,κ,υ˜ by
∀u ∈ C∞,υ˜ : ‖u‖ψ,ϕ,κ,υ˜ = sup
α∈Nd
x∈V
∣∣∂α ((ϕu) ◦ ψ−1) (x)∣∣ exp(−|α|υ˜
κ
)
.
The topology of C∞,υ˜ (M) is generated by a countable family of these semi-norms:
since M is compact we can cover M by a finite number of domain of charts and
take a partition of unity subordinated to this cover, then we only need to let κ
runs through the integers. The completeness of C∞,υ˜ (M) is easily verified. One
can also check that pointwise multiplication C∞,υ˜ (M)× C∞,υ˜ (M) 7→ C∞,υ˜ (M) is
continuous. Notice also that if N is another Cκ,υ manifold and ψ : M → N is
a Cκ,υ local diffeomorphism then the map C∞,υ˜ (N) ∋ u 7→ u ◦ ψ ∈ C∞,υ˜ (M) is
continuous.
We will also need the space Dυ˜ (M) of C∞,υ˜ densities on M : this is the space of
complex measures of M which are absolutely continuous with respect to Lebesgue
and whose density in any C∞,υ˜ chart is C∞,υ˜. We endow Dυ˜ (M) with a Fre´chet
strucuture as we did for C∞,υ˜ (M) (notice that these two spaces may be identified
by the choice of a particular element of C∞,υ˜ (M)). We shall denote by Dυ˜ (M)′ the
space of continuous linear functionals onM on Dυ˜ (M). Notice that if u ∈ C∞,υ˜ (M)
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then u defines an element of Dυ˜ (M)′ that we also denotes by u, by the formula
∀µ ∈ Dυ˜ (M) : 〈u, µ〉 =
∫
M
udµ.
We define in this way an injection of C∞,υ˜ (M) into Dυ˜ (M)′ that can be shown
to be continuous and to have dense image (by mollifying elements of Dυ˜ (M)′ by
convolution for instance).
Now, let M be a (d+ 1)-dimensional Cκ,υ compact manifold for some κ > 0 and
let υ > 1. Let (φt)t∈R be a Cκ,υ flow onM (that is, the mapM×R ∋ (x, t) 7→ φt (x)
is Cκ,υ). Then the generator V of the flow (φt)t∈R is a Cκ
′,υ vector field for all
κ′ < κ. Choose g : M → C a Cκ,υ potential. Let υ˜ > υ and define for all t ∈ R the
continuous operator Lt on C∞,υ˜ (M) by
∀u ∈ C∞,υ˜ (M) : ∀x ∈M : Ltu (x) = exp
(∫ t
0
g ◦ φτ (x) dτ
)
u ◦ φt (x) .
It is convenient4 to extend Lt and X = V + g from Dυ˜ (M)′ to itself. To do so, we
need to compute their adjoints. Choose µ ∈ Dν˜ (M) positive and fully supported,
it induces an isomorphism between Dυ˜ (M) and C∞,υ˜ (M) , ν 7→ dνdµ . Then notice
that
d((φt)
∗
µ)
dµ satisfies for all x ∈M and t, t′ ∈ R the cocycle equation
d
((
φt+t
′
)
∗
µ
)
dµ
(x) =
d
((
φt
′
)
∗
µ
)
dµ
(x)
d ((φt)∗ µ)
dµ
(
φ−t
′
(x)
)
,
so that we have
∀x ∈M : ∀t ∈ R : d ((φ
t)∗ µ)
dµ
(x) = exp
(
−
∫ t
0
div (V ) ◦ φ−τ (x) dτ
)
,
where the divergence of V is defined by
∀x ∈M : div (V ) (x) = − d
dt
(
d ((φt)∗ µ)
dµ
(x)
)∣∣∣∣
t=0
.
Notice that div (V ) is a Cκ′,υ function for all κ′ < κ. Then the formal adjoint of Lt
may be defined on Dυ˜ (M) by
(Lt)∗ ν = exp
(∫ t
0
(g − div (V )) ◦ φ−τdτ
)
dν
dµ
◦ φ−τdµ
and the formal adjoint of X by
X∗ν = (−V − div (V ) + g) dν
dµ
dµ.
These two operators are continuous, so that X and Lt may be extended as contin-
uous operators on Dυ˜ (M)′. Notice that X and Lt commute.
We will need Lemmas 2.3 and 2.4 to prove Theorem 1.7. Their proofs are given
in Appendix B.
Lemma 2.3. (i) If u ∈ C∞,υ˜ (M) then the map R ∋ t 7→ Ltu ∈ C∞,υ˜ (M) is
C∞ and its derivative is t 7→ LtXu = XLtu.
(ii) If u ∈ Dυ˜ (M)′ then the map R ∋ t 7→ Ltu ∈ Dυ˜ (M)′ is C∞ and its
derivative is t 7→ LtXu = XLtu.
4It makes easier to prove that Ruelle resonances are intrisic in Appendix A or to define the
norm ‖·‖
H
in (6.1) for instance.
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Lemma 2.4. Let B be a Banach space such that B ⊆ Dυ˜ (M), the inclusion being
continuous. Assume that for all t ∈ R+ the operator Lt is bounded from B to itself
and that (Lt)t≥0 is a strongly continuous semi-group of operator of B. Then the
generator of (Lt)t≥0 coincides with X on its domain which is
{u ∈ B : Xu ∈ B} .
3. Local spaces
We define now “local” spaces HΘ,α that will be the basic pieces to construct the
space H from Theorem 1.7. These spaces will depend on the choice of a system of
cones Θ: this system encodes the three distinguished directions from Definition 1.1
of an Anosov flow (that is why the space is called anisotropic). These spaces are
Sobolev-like spaces similar to the spaces from [3, Definition 4.16] or from [4] (for
discrete-time systems) or [1, 2] (even though the approach is a bit different, spaces
in [13] are also Sobolev-like spaces). As in [4, 5, 3, 1], we will use Paley–Littlewood
decomposition to study these spaces and the action of Koopman operators on them.
However, as in [19], we cannot use the usual dyadic Paley–Littlewood decomposi-
tion since the weights that we use to define our Sobolev-like spaces have a growth
faster than polynomial, so that we will introduce an adapted Paley–Littlewood-like
decomposition.
First of all, we need to define the systems of cones that we will use. As in [19], we
need to consider system of potentially a large number of cones, in order to deal with
the low hyperbolicity of the flow for small times. The interior and the adherence
of a subset X of a topological space will be denoted respectively by
◦
X and X . If
C and C′ are two cones in an euclidean space, we write C ⋐ C′ for C ⊆
◦
C′ ∪{0}.
The dimension of a cone C in an euclidean space E is by definition the maximum
dimension of a linear subspace of E contained in C.
Definition 3.1 (System of cones). Let (E, 〈., .〉) be an euclidean vector space,
e ∈ E and r ≥ 2 be an integer. A system of r + 2 cones with respect to the
direction e is a family Θ = (C0, C1, . . . , Cr, Cf ) of non-empty closed cones in E
such that
(i)
◦
C0 ∪
◦
C1 ∪
◦
Cf= E \ {0};
(ii) Cf is one-dimensional and there is c > 0 such that for all ξ ∈ E we have
|〈ξ, e〉| ≥ c |ξ|;
(iii) there are integers du and ds such that du + ds + 1 = dimE, C0 is ds-
dimensional and for i ∈ {1, . . . , r} the cone Ci is du-dimensional;
(iv) if i ∈ {1, . . . , r − 1} then Ci+1 ⋐ Ci;
(v) C0 ∩C2 = Cf ∩C2 = {0}.
Rd+1 will always be endowed with its canonical euclidean structure and system
of cones in Rd+1 shall always be with respect to the direction of ed+1 = (0, . . . , 0, 1).
We will mainly use Definition 3.1 with E = Rd+1, however, it will be convenient in
the proof of Lemma 5.1 to have at our disposal the definition of a system of cones
in a general euclidean space.
If (C0, . . . , Cr, Cf ) is a system of r+2 cones in R
d+1 (with respect to the direction
ed+1) then we can choose (ϕ0, ϕ1, . . . , ϕr−1, ϕf ) a Gevrey
5 partition of unity on Sd
such that:
• for i ∈ {0, . . . , r − 1, f}, the function ϕi is supported in the interior of
Ci ∩ Sd;
5This ensures that it is Cκ,υ for any κ > 0 and υ > 1, so that all the Fourier multipliers that
appear later are automatically well-defined.
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• if i ∈ {1, . . . , r − 2} then ϕi vanishes on a neighborhood of Sd ∩ Ci+2;
• ϕf vanishes on a neighboorhood of C2 ∩ Sd.
Indeed, the interiors of C0 ∩Sd, (Cf \ C2)∩Sd, (C1 \ C3)∩Sd, . . . , (Cr−2 \ Cr)∩Sd
and Cr−1 ∩ Sd form an open cover of Sd.
Fix α ]0, 1[ for the remaining of the section. Choose a Gevrey C∞ function
χ : R → [0, 1] such that χ (x) = 1 if x ≤ 12 and χ (x) = 0 if x ≥ 1. Define for
all n ≥ 1 and ξ ∈ Rd+1, χn (ξ) = χ (2−n |ξ|) and χα,n (ξ) = χ
(|ξ| − 2nα), set also
χn = χα,n = 0 if n ≤ 0. Then set for n ∈ N, ψn (ξ) = χn+1 (ξ) − χn (ξ) and
ψα,n (ξ) = χα,n+1 (ξ)− χα,n (ξ). Thus we have for n ≥ 1
supp ψn ⊆
{
ξ ∈ Rd+1 : 2n−1 ≤ |ξ| ≤ 2n+1}
and
supp ψα,n ⊆
{
ξ ∈ Rd+1 : 2nα ≤ |ξ| ≤ 2(n+1)α + 1
}
.
In addition, supp ψ0 and supp ψα,0 are contained in
{
ξ ∈ Rd+1 : |ξ| ≤ 5}. More-
over, we have
∑
n≥0 ψn =
∑
n≥0 ψα,n = 1. Set
Γ = N× {0, . . . , r − 1, f} .
Define for (n, i) ∈ Γ the function ψΘ,n,i by
ψΘ,n,i (ξ) =
{
ψn (ξ)ϕi
(
ξ
|ξ|
)
if n ≥ 1,
ψ0(ξ)
r
if n = 0,
if i ∈ {1, . . . , r − 1, f}, and by
ψΘ,n,i (ξ) = (1− ψ0 (ξ))ψα,n (ξ)ϕi
(
ξ
|ξ|
)
if i ∈ {0, r}, so that we have ∑
(n,i)∈Γ
ψΘ,n,i = 1.
We will give a Sobolev-like definition of the local space HΘ,α (Definition 3.2) by
mean of a weight wΘ,α (see (3.3)). If this description is convenient to prove the
basic properties of HΘ,α (see Proposition 3.3), we will rather use in the following
sections a Paley–Littlewood-like description of the spaceHθ,α (see Proposition 3.5),
for any υ ∈
]
1, 11−α
[
we have:
HΘ,α =
u ∈ (Sυ)′ : ∑
(n,i)∈Γ
(
2nβi ‖ψΘ,n,i (D)u‖2
)2
< +∞

where
(3.1) β0 = d+ 2, βr−1 = − (d+ 2) , βf = − (d+ 2)
and
(3.2) βi = − (i+ 1) (d+ 2) for i ∈ {1, . . . , r − 2} .
The main idea behind the choice of the βi is that the expected regularity of elements
of HΘ,α (measured via integrability of the Fourier transform) must decrease under
the action of the linear model of the dynamics (the βi play the role here of an
analogue of the escape function from [13]). The particular choice has been made so
that computations are as easy as possible. Our parameters have been designed in
order to make the Paley–Littlewood description as simple as possible, at the cost of
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a definition of the weight wΘ,α that may seem a bit heavy. It is defined for ξ ∈ Rd+1
by
wΘ,α (ξ) = ψ0 (ξ) + (1− ψ0 (ξ))
 ∑
i∈{0,r−1}
ϕi
(
ξ
|ξ|
)
e
βi ln(1+|ξ|)
1
α
(ln 2)
1
α
−1
+
∑
i∈{1,...,r−2,f}
ϕi
(
ξ
|ξ|
)
〈ξ〉βi
 ,
(3.3)
where
〈ξ〉 =
√
1 + |ξ|2 for ξ ∈ Rd+1.
Definition 3.2. Define the space (for any υ ∈
]
1, 11−α
[
)
HΘ,α =
{
u ∈ (Sυ)′ : uˆ ∈ L2loc and
∫
Rd+1
|uˆ (ξ)|2 wΘ,α (ξ)2 dξ < +∞
}
endowed with the scalar product
〈u, v〉Θ,α =
∫
Rd
uˆ (ξ)vˆ (ξ)wΘ,α (ξ)
2
dξ.
Recall (2.1) for the definition of Sυ and (3.3) for the definition of wΘ,α.
Proposition 3.3. HΘ,α is a separable Hilbert space that does not depend on the
choice of υ. For all 1 < υ < 11−α , the space Sυ is continuously contained and dense
in HΘ,α, and HΘ,α is continuously contained in (Sυ)′.
Proof. The map
A : HΘ,α → L2
(
Rd+1
)
u 7→ uˆwΘ,α
is clearly an isometry. Choose υ < 11−α , thanks to Propositions 2.1 and 2.2 (recall
(2.4)), and since 1
α
< υ
υ−1 , the map u 7→ û.w−1Θ,α is continuous from Sυ to L2
(
Rd+1
)
.
Thus the map B : u 7→ F−1
(
uw−1Θ,α
)
is continuous from L2
(
Rd+1
)
to (Sυ)′. But
if u ∈ L2 (Rd+1) then it is clear that Bu ∈ HΘ,α with ‖Bu‖Θ,α = ‖u‖2. Now,
since A and B are inverses of each other, HΘ,α is isometric to L2
(
Rd+1
)
and thus
a separable Hilbert space.
Proposition 2.2 implies that Sυ is continuously contained in HΘ,α and that the
inclusion of HΘ,α in (Sυ)′ is continuous. Let u ∈ HΘ,α be in the orthogonal space
to Sυ . If ρ is a compactly supported element of Sυ, then, for all v ∈ Sυ , we have∫
Rd+1
ρ (ξ) uˆ (ξ)wΘ,α (ξ)
2 v (ξ) dξ =
〈
u,F−1 (ρ.v)
〉
Θ,α
= 0.
Thus the function ρ¯ˆuw2Θ,α ∈ L1
(
Rd+1
)
vanishes (take for v a convolution kernel),
and so is u. Consequently, Sυ is dense in HΘ,α.
To see that HΘ,α does not depend on the choice of υ, just notice that, if we use
υ˜ ∈
]
1
1−α , υ
[
instead of υ in the definition of HΘ,α, then we obtain another Hilbert
space H˜Θ,α. But then HΘ,α ⊆ H˜Θ,α, and the inclusion is isometric and has a dense
image (because H˜Θ,α contains Sυ thanks to Proposition 2.2). Since H˜Θ,α and HΘ,α
are both Hilbert spaces, they must coincide. 
Remark 3.4. It is clear from the proof that in fact the elements of Sυ whose
Fourier transform is compactly supported form a dense subset of HΘ,α.
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Proposition 3.5. Let 1 < υ < 11−α and u ∈ (Sυ)′. Then u ∈ HΘ,α if and only if
(3.4)
∑
(n,i)∈Γ
(
2nβi ‖ψΘ,n,i (D)u‖2
)2
< +∞.
Moreover, the square root of this quantity defines an equivalent (Hilbertian) norm
on HΘ,α.
Proof. First, notice that there is C > 0 such that, if n ∈ N, i ∈ {1, . . . , r − 2, f}
and ξ ∈ supp ψΘ,n, then
1
C
2nβi ≤ 〈ξ〉βi ≤ C2nβi .
Up to enlarging C, it is also true that if n ∈ N, i ∈ {0, r − 1} and ξ ∈ supp ψα,n
then
1
C
2nβi ≤ e
βi ln(1+|ξ|)
1
α
ln 2
1
α
−1 ≤ C2nβi.
Now, using the fact that the intersection number of the suport of the ψΘ,n,i for
(n, i) ∈ Γ is finite, we find another constant C > 0 such that for all ξ ∈ Rd+1 we
have
(3.5)
1
C
wΘ,α (ξ)
2 ≤
∑
(n,i)∈Γ
(
2nβiψΘ,n,i (ξ)
)2 ≤ CwΘ,α (ξ)2 .
From this, we get immediately that if u ∈ HΘ,α then (3.4) holds. Reciprocally,
if (3.4) holds, then uˆ is in L2loc (the sum
∑
(n,i)∈Γ ψΘ,n,i is locally finite) and from
(3.5) we get that u ∈ HΘ,α. The equivalence of norms is an immediate consequence
of (3.5).

Proposition 3.5 suggests to define the auxiliary Hilbert space
B =
(un,i)(n,i)∈Γ ∈ ∏
(n,i)∈Γ
L2
(
R
d+1
)
:
∑
(n,i)∈Γ
(
2nβi ‖ψΘ,n,i (D)u‖2
)2
< +∞
 .
(3.6)
Define the map
QΘ : HΘ,α → B
u 7→ (ψΘ,n,i (D)u)(n,i)∈Γ
.
For (n, i) ∈ Γ define also the natural projection and inclusion
πn,i : B → L2
(
Rd+1
)
(uℓ,j)(ℓ,j)∈Γ 7→ un,i
and
ιn,i : L
2
(
Rd+1
) → B
u 7→ (uδ(n,i)=(ℓ,j))(ℓ,j)∈Γ .
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4. Local transfer operator
We are now going to study a local model for the Koopman operator (1.2) asso-
ciated to an Anosov flow (φt)t∈R on a (d+ 1)-dimensional manifold M . The main
result of this section is Proposition 4.3 which is a local version of Theorem 1.7.
As a local model for a flow, we will consider a family (Tt)t∈R of diffeomorphisms
of Rd+1 such that if we definie F : Rd → Rd+1 by x 7→ T0 (x, 0) (here we make the
identification Rd+1 ≃ Rd × R) then we have
(4.1) ∀t ∈ R : ∀ (x, y) ∈d
R
×R ≃ Rd+1 : Tt (x, y) = F (x) + yed+1 + ted+1.
We will say that F is the map associated to the family of diffeomorphisms (Tt)t∈R
. Reciprocally, if F : Rd → Rd+1 is an immersion, we define by (4.1) the associated
family of diffeomorphisms (Tt)t∈R (provided they actually are diffeomorphisms).
Remark 4.1. Let us explain why we use such a family of diffeomorphisms as a
local model for a flow. We want to study the flow (φt)t∈R in the neighbourhood of
a fixed time t˜0. To do it, we take charts κ and κ
′ for M and we study the family
of diffeomorphisms (Tt)t∈R defined by the formula
Tt = κ ◦ φt˜0+t ◦ κ′−1.
Of course, this is not in general a family of diffeomorphisms from Rd+1 to itself (a
priori the domain of Tt depends on t). However, it is more convenient to deal with
diffeomorphisms of the whole Rd+1, and we will consequentely provide extensions
of the Tt to Rd+1 when applying Proposition 4.3 in §5 (see Lemma 5.1). These
extensions are far from canonical, but the use of a cutoff function will ensure that
none of the objects that we consider in §5 depend on the choices we will make in a
relevant way.
It is natural to ask for κ and κ′ to be flow boxes, that is, if V is the generator
of the flow (φt)t∈R, we require κ
∗ (ed+1) = V and κ
′∗ (ed+1) = V (we identify ed+1
with the constant vector field with value ed+1). This requirement implies (4.1) for
small t and y, and, since we are only interested here in the behaviour of (φt)t∈R
locally in both space and time, we may modify the definition of Tt for large t and
design our extension to ensure that (4.1) holds (see Lemma 5.1). Once again, this
will be of no harm in the global analysis thanks to the use of cutoff function in both
time and space.
In this section, we will study such a family with no reference to a particular
Anosov flow. We will need further assumptions to do so. The first one is that F
(or equivalently T0 or any Tt for t ∈ R) is Cκ,υ for some κ > 0 and υ > 1. The
second one is a condition of hyperbolicity that we will express using cones.
Let r ≥ 2 be an integer and choose two systems of r + 2 cones (with respect to
the direction ed+1 as usual) Θ = (C0, . . . , Cr, Cf ) and Θ
′ =
(
C′0, . . . , C
′
r, C
′
f
)
. We
assume that (Tt)t∈R is cone-hyperbolic from Θ′ to Θ in the following sense (notice
that the derivatives of Tt do not depend on t):
(i) for all x ∈ Rd+1, i ∈ {1, . . . , r} and t ∈ R we have6
DxT trt (Ci) ⊆ C′min(i+2,r);
(ii) for all x ∈ Rd+1 and t ∈ R we have
DxT trt (Cf ) ∩ C′0 = {0} ;
6Here, Atr denotes the transpose of A.
GLOBAL TRACE FORMULA FOR ULTRA-DIFFERENTIABLE ANOSOV FLOWS 17
(iii) there is Λ > 1 such that for all x ∈ Rd+1, all ξ ∈ Cr−1, and all t ∈ R we
have ∣∣DxT trt (ξ)∣∣ ≥ Λ |ξ| ;
(iv) for the same Λ > 1, for all x ∈ Rd+1, all ξ ∈ Rd, and all t ∈ R such that
DxT trt (ξ) ∈ C′0 we have∣∣DxT trt (ξ)∣∣ ≤ Λ−1 |ξ| .
Remark 4.2. Notice that if
(T 1t )t∈R and (T 2t )t∈R are two families of diffeomor-
phisms as above, then their composition may naturally be defined as
(T 1t ◦ T 20 )t∈R.
Moreover, if there are systems of cones Θ,Θ′ and Θ′′ such that
(T 1t )t∈R is cone-
hyperbolic from Θ′ to Θ′′ and
(T 2t )t∈R is cone-hyperbolic from Θ to Θ′ then(T 1t ◦ T 20 )t∈R is cone-hyperbolic from Θ to Θ′′.
We will also consider a C2 family (Gt)t∈R of Sυ functions from Rd+1 to C, such
that there is a compact subset K of Rd+1 such that, if x ∈ Rd+1 \ K and t ∈ R,
then Gt (x) = 0.
We will study the family (Lt)t∈R of local transfer operator defined by
Ltu = Gt (u ◦ Tt) .
This definition makes sense for u ∈ S υ˜ (for any υ˜ > υ) and may be extended by
duality to u ∈ (S υ˜)′.
The main result of this section is Proposition 4.3, which can be seen as a local
version of Theorem 1.7.
Proposition 4.3. Let α ∈ ]υ−1
υ
, 1
[
. For all t ∈ R the transfer operator Lt is
bounded from HΘ,α to HΘ′,α. Moreover, the family (Lt)t∈R is strongly continuous
(as a family of operators from HΘ,α to HΘ′,α), hence it is measurable.
Moreover, if α < 12 , if k is a non-negative integer and if h : R→ C is a compactly
supported Ck function whose kth derivative has bounded variation then the operator
(4.2)
∫
R
h (t)Ltdt : HΘ,α → HΘ′,α
is in the Schatten class7 Sq for all q ≥ 1 such that q > d+1k+1 . Moreover, there is a
constant C > 0, which depends on h only through its support, such that∥∥∥∥∫
R
h (t)Ltdt
∥∥∥∥
Sq
≤ C
(
‖h‖Ck +
∥∥∥h(k)∥∥∥
BV
)
,
where ‖·‖Sq denotes the Sq Schatten class norm and ‖·‖BV the bounded variation
norm.
If k + 1 > d+ 1 and Θ = Θ′ we have
tr
(∫
R
h (t)Ltdt
)
=
∑
p◦F (x)=x
h (T (x))
|det (I − p ◦DxF )|
∫
R
GT (x) (x, yd+1) dyd+1,
where p is the orthogonal projection from Rd+1 on Rd ≃ Rd ×{0} and, for x ∈ Rd,
we denote by T (x) the opposite of the d+ 1th coordinate of F (x).
Without the hypothesis α < 12 , it remains true that the operator (4.2) is compact.
Remark 4.4. Since α > υ−1
υ
, we may choose υ˜ > υ such that υ˜ < 11−α . Then
HΘ,α ⊆
(S υ˜)′ and thus Ltu is well-defined as an element of (S υ˜)′ when t ∈ R and
u ∈ HΘ,α.
7See [16, Chapter IV.11] for the definition and basic properties of Schatten classes
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Remark 4.5. Notice that the spaces HΘ,α and HΘ′,α depend a priori not only
on Θ (and α) but also on the choice of partitions of unity (ϕ0, . . . , ϕr−1, ϕf ) and(
ϕ′0, . . . , ϕ
′
r−1, ϕ
′
f
)
on Sd as in §3. However, in view of Proposition 4.3, this choice
is mostly irrelevant and the dependence on Θ and Θ′ is the fundamental point.
The remainder of this section is devoted to the proof of Proposition 4.3. For
this, we introduce in Lemma 4.6 a family of auxiliary operators (Mt)t∈R acting
on the space B defined in (3.6). Then, we prove that the family (Mt)t∈R has the
properties that we expect from (Lt)t∈R : boundedness and strong continuity is
proven in Lemma 4.6 (with the help of the preparatory Lemmas 4.7 and 4.8, see
§4.1), that an operator similar to (4.2) is in a Schatten class is proven in Lemma 4.13
(with the help of Lemmas 4.9, 4.10 and 4.11, see §4.2) and finally the formula for the
trace is given in Lemma 4.14 (see §4.3). Finally, we end the proof of Proposition 4.3
by showing that (Lt)t∈R inherits these properties from (Mt)t∈R.
4.1. The auxiliary operators Mt. We will need smooth functions ϕ˜0, . . . , ϕ˜r,
and ϕ˜f : S
d → [0, 1] such that
• if i ∈ {0, . . . , r, f} then ϕ˜i is supported in the interior of Ci ∩ Sd;
• if i ∈ {1, . . . , r − 2} then ϕ˜i vanishes on a neighborhood of Ci+2 ∩ Sd;
• if i ∈ {0, . . . , r, f}, x ∈ Sd, and ϕi (x) 6= 0 then φ˜i (x) = 1.
Define then ψ˜n = χn+2 − χn−1 and ψ˜α,n = χα,n+b − χα,n−b for n ≥ 0, where b is
chosen large enough so that for all n ∈ N∗ we have
2(n+1)
α − 2(n+b)α + 1 ≤ 1
2
and 2n
α − 2(n−b)α ≥ 1.
If (n, i) ∈ Γ set
ψΘ,n,i (ξ) =
{
ψ˜n (ξ) ϕ˜i
(
ξ
|ξ|
)
if n ≥ 1,
ψ˜0 (ξ) if n = 0,
if i ∈ {1, . . . , r − 2, f}, and
ψΘ,n,i (ξ) =
{
ψ˜α,n (ξ) ϕ˜i
(
ξ
|ξ|
)
if n ≥ 1,
ψ˜α,0 (ξ) if n = 0,
if i ∈ {0, r − 1}. Thus ψΘ,n,i (ξ) 6= 0 implies ψ˜Θ,n,i (ξ) = 1. Now if (n, i) , (ℓ, j) ∈ Γ,
and t ∈ R define an operator Sℓ,jt,n,i : L2
(
Rd+1
)→ L2 (Rd+1) by
(4.3) Sℓ,jt,n,i = ψΘ′,n,i (D) ◦ Lt ◦ ψ˜Θ,ℓ,j (D) .
As announced above, we define in Lemma 4.6 a family of auxiliary operators
whose study will take most of the remainder of this section.
Lemma 4.6. For all t ∈ R the sum
(4.4)
∑
(n,i),(ℓ,j)∈Γ
ιn,i ◦ Sℓ,jt,n,i ◦ πℓ,j
converges in the strong operator topology to an operator Mt : B → B that depends
continuously on t in the strong operator topology.
The proof of Lemma 4.6 is based on Lemmas 4.7 and 4.8. In order to prove
Lemma 4.6, we first define a relation →֒ on Γ that indexes the transitions (in the
frequency space) that would occur for a linear dynamics, in the spirit of [1, 2]. Our
local space has been designed so that it corresponds either to a transition from high
regularity to low regularity (which makes this part of the action smoothing) or to a
stationary frequency in the direction of the flow (we will integrate in this direction,
so that it also corresponds to a smoothing operator). The other transitions do not
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happen in the linear case, and we will control this non-linearity using not only the
hyperbolicity of the dynamics but also its high regularity. Choose a > 0 such that
for all x ∈ K and t ∈ R we have
a <
∥∥∥(DxT trt )−1∥∥∥−1 .
Choose also ν such that 0 < ν < log2 Λ
α
. Define the relation →֒ on Γ by
• if i = j = 0 then (ℓ, j) →֒ (n, i) if and only if ℓ ≥ n+ νn1−α;
• if i = j = r − 1 then (ℓ, j) →֒ (n, i) if and only if n ≥ ℓ+ νℓ1−α;
• if j = 0 and i ∈ {1, . . . , r − 1, f} then (ℓ, j) →֒ (n, i) (always);
• if j ∈ {1, . . . , r − 2, f} and i = r − 1, then (ℓ, j) →֒ (n, i) if and only if
ℓ ≤ nα + 4− log2 (a);
• if j ∈ {1, . . . , r − 2, f}, i ∈ {1, . . . , r − 2} and j = f or i ≥ j + 1, then
(ℓ, j) →֒ (n, i) if and only if n ≥ ℓ− 4 + log2 a:
• if i = j = f then (ℓ, j) →֒ (n, i) if and only if |ℓ− n| ≤ 10− log2 c, where c
is such that for all ξ = (ξ1, . . . , ξd+1) ∈ Cf ∪C′f we have |ξd+1| ≥ c |ξ| (such
a constant exists by our definition of a system of cones).
In all other cases, we say that (ℓ, j) 6 →֒ (n, i).
Lemma 4.7 is the main tool to use the hyperbolicity of the dynamics to rule out
the transitions of frequencies that do not occur in the linear picture.
Lemma 4.7. There are c′ > 0 and N > 0 such that if (ℓ, j) , (n, i) ∈ Γ we have:
(ℓ, j) →֒ (n, i) or max (n, ℓ) ≤ N or, for all x ∈ K (and t ∈ R),
d
(
supp ψΘ′,n,i, DxT trt
(
supp ψ˜Θ,ℓ,j
))
≥ c′max
(
2n
αi
, 2ℓ
αj
)
,
where αi = α if i = 0 or r − 1, and αi = 1 otherwise.
Proof. We will make massive use of the following fact in this proof : if C+ and C−
are two closed cones in Rd+1 such that C+ ∩C− = {0} (we say that such cones are
transverse) then for all ξ ∈ C+ and η ∈ C− we have
(4.5) d (ξ, η) ≥ µmax (|ξ| , |η|)
where µ = min
(
d
(
C+ ∩ Sd, C−
)
, d
(
C− ∩ Sd, C+
))
> 0.
Let us deal separately with different cases for i and j. Assume that (n, i) , (ℓ, j) ∈
Γ are such that (ℓ, j) 6 →֒ (n, i) and max (n, l) > N for some large N , and take
ξ ∈ supp ψΘ′,n,j , η ∈ supp ψ˜Θ,ℓ,j and t ∈ R.
• If i = j = 0 then ℓ < n + νn1−α and there are two possibilities: either
DxT trt (η) /∈ C′0, and we can conclude with (4.5) (since ϕ′0 is supported in
the interior of C′0), or DxT trt (η) ∈ C′0, and by cone-hyperbolicity we have
|ξ| − ∣∣DxT trt (η)∣∣ ≥ 2nα − Λ−1 (2(ℓ+b)α + 1)
≥ 2nα − Λ−1
(
2(n+νn
1−α+b)α + 1
)
≥ 2nα
(
1− 2(n+νn1−α+b)
α
−log2 Λ−n
α − 2−nα
)
.
We can then conclude if N is large enough, since(
n+ νn1−α + b
)α − log2 Λ− nα →
n→+∞
αν − log2 Λ < 0
and
(4.6) 2(n+νn
1−α)
α
≤ C2nα ,
for some constant C > 0 that does not depend on n (we used here that(
n+ νn1−α
)α
=
n→+∞
nα + αν + o (1)).
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• If i = j = r − 1, then n < ℓ+ νℓ1−α and thus∣∣DxT trt (η)∣∣− |ξ| ≥ Λ2(ℓ−b)α − (2(n+1)α + 1)
≥ Λ2(ℓ−b)α −
(
2(ℓ+νℓ
1−α+1)
α
+ 1
)
≥ 2ℓα
(
Λ2(ℓ−b)
α−ℓα − 2(ℓ+νℓ1−α+1)
α
−ℓα − 2−ℓα
)
.
We can conclude if N is large enough, since
Λ2(ℓ−1)
α−ℓα − 2(ℓ+νℓ1−α+3)
α
−ℓα − 2−ℓα →
ℓ→+∞
Λ− 2αν > 0,
and (4.6) still holds when n is replaced by ℓ.
• If j = 0 and i ∈ {1, . . . , r − 1, f}, then we cannot have (ℓ, j) 6 →֒ (n, i).
• If j ∈ {1, . . . , r − 2, f} and i = r − 1 then ℓ > nα + 4− log2 a, and thus∣∣DxT trt (η)∣∣− |ξ| ≥ a2ℓ−2 − (2(n+1)α + 1)
≥ a2ℓ−2 − 2nα+1 − 1
≥ a2ℓ−3 − 1.
• If j ∈ {1, . . . , r − 2, f}, i ∈ {1, . . . , r − 2} and j = f or i ≥ j + 1 then
n < ℓ− 4 + log2 a, and thus∣∣DxT trt (η)∣∣− |ξ| ≥ a2ℓ−2 − 2n+1
≥ a2ℓ−3.
• If i = j = f , then just notice that the d+ 1th coordinate of DxT trt (η)− ξ
is ηd+1 − ξd+1 and consequently∣∣DxT trt (η)− ξ∣∣ ≥ |ηd+1 − ξd+1| .
Since in addition we have |ξd+1| ≥ c |ξ| and |ηd+1| ≥ c |η|, we can conclude
in this case (discussing whether |ξ| or |η| is larger).
• All the other cases are dealt with by cone hyperbolicity using (4.5) (the
support of ψΘ′,n,i and the image of the support of ψ˜Θ,ℓ,j by DxT trt are
contained in transverse cones).

We now use Lemma 4.7 to control the transitions that do not happen in the
linear picture.
Lemma 4.8. There is δ > 1 such that, for every bounded interval I of R, there is
C > 0 such that if (n, i) , (ℓ, j) ∈ Γ then: (ℓ, j) →֒ (n, i) or for all t ∈ I we have,
recalling (4.3), ∥∥∥Sℓ,jt,n,i∥∥∥
L2→L2
≤ C exp
(
−max (n, ℓ)
δ
C
)
.
Proof. First of all, notice that Lt is bounded from L2 to L2 (uniformly when t ∈ I)
and, since for all (n, i) , (ℓ, j) ∈ Γ and t ∈ I, we have∥∥∥Sℓ,jt,n,i∥∥∥
L2→L2
≤ ‖Lt‖L2→L2 ,
the case of max (n, ℓ) ≤ N is dealt with by taking C large enough.
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Now take (n, i) , (ℓ, j) ∈ Γ and t ∈ I such that (ℓ, j) 6 →֒ (n, i) and max (n, ℓ) > N .
If u ∈ L2 (Rd+1) then we have, using Plancherel’s formula,
∥∥∥Sℓ,jt,n,iu∥∥∥2
2
=
∫
Rd+1
ψΘ′,n,i (ξ)
2
(∫
(Rd+1)2
e−iyξeiTt(y)ηψ˜Θ,ℓ,j (η)Gt (y) uˆ (η) dydη
)2
dξ.
(4.7)
We are going to bound the inner integral. To do so, define for all x ∈ Rd+1
and j ∈ {1, . . . , d+ 1} the linear form lj (x) on Rd+1 × Rd+1 by lj (x) (ξ, η) =
i (∂jTt (x) η − ξj). Define also for all x ∈ Rd+1 the quadratic form Φ (x) on Rd+1×
Rd+1 by Φ (x) (ξ, η) = |DxT trt (η)− ξ|2. Now for all t ∈ I and k ∈ N we define a
kernel Kk,t : Rd+1 × Rd+1 × Rd+1 → C by induction: we set K0,t (x, ξ, η) = Gt (x)
and for all k ∈ N
Kk+1,t (x, ·, ·) =
d+1∑
j=1
∂xj
(
lj (x)Kk,t (x, ·, ·)
Φ (x)
)
.
Integrating by parts in y we see that the inner integral of (4.7) is equal, for all
k ∈ N, t ∈ I and ξ ∈ Rd+1, to
(4.8)
∫
(Rd+1)2
e−iyξeiTt(y)ηψ˜Θ,ℓ,j (η)Kk,t (y, ξ, η) uˆ (η) dydη.
To bound the kernel Kk,t, we notice that it is the sum of at most (5 (d+ 1))k k!
terms of the form
(x, ξ, η) 7→ ± ∂
σGt (x)
(Φ (x) (ξ, η))
k+m
∂γ1 lj1 (x) (ξ, η) . . . ∂
γk ljk
× ∂µ1Φ (x) (ξ, η) . . . ∂µmΦ (x) (ξ, η) ,
(4.9)
where m ≤ k is an integer, j1, . . . , jk ∈ {1, . . . , d+ 1}, and σ, γ1, . . . , γk, µ1, . . . , µm
are elements of Nd+1 such that |σ|+ |γ1|+ · · ·+ |γk|+ |µ1|+ · · ·+ |µm| = k (all the
derivatives are with respect to the variable x).
Now, Lemma 4.7 implies that if x ∈ K, if ξ ∈ supp ψΘ′,n,i and if η ∈ supp ψ˜Θ,ℓ,j
then
Φ (x) (ξ, η) ≥ (c′)2
(
max
(
2n
αi
, 2n
αj
))2
≥ c˜max
(
2n
αi
, 2n
αj
)
max (|ξ| , |η|) ≥ ˜˜cmax (|ξ| , |η|)2 ,
for some positive constants c˜ and ˜˜c. This implies that there is a constant C > 0
such that if l is a linear map from Rd+1 × Rd+1 → C and if q is a quadratic map
Rd+1×Rd+1 → C then we have, for all x ∈ K, ξ ∈ supp ψΘ′,n,i and η ∈ supp ψ˜Θ,ℓ,j∣∣∣∣ l (ξ, η)Φ (x) (ξ, η)
∣∣∣∣ ≤ C ‖l‖max (2nαi , 2ℓαj ) and
∣∣∣∣ q (ξ, η)Φ (x) (ξ, η)
∣∣∣∣ ≤ C ‖q‖ .
The choice of the norms on the spaces of linear and quadratic maps Rd+1×Rd+1 →
C is of course irrelevant. Thus for such x, ξ and η any term of the form (4.9) is
bounded by
C2k
(
max
(
2n
αi
, 2ℓ
αj
))−k
‖∂σGt‖∞ ‖∂γ1 lj1‖∞ . . . ‖∂γk ljk‖
× ‖∂µ1Φ‖∞ . . . ‖∂µmΦ‖∞ ,
where ‖·‖∞ refers to the supremum of the corresponding norm on K. Now, notice
that, since T0 is Cκ,υ then for any κ′ < κ the maps l1, . . . , ld+1 (valued in the space
22 MALO JE´ZE´QUEL
of linear maps from Rd+1 × Rd+1 to C) and Φ (valued in the space of quadratic
maps from Rd+1 × Rd+1 to C) are Cκ′,υ (we can event take κ′ = κ if υ ≤ 2). Thus
there are constants M,R > 0 such that for all µ ∈ Nd we have
‖∂µΦ‖∞ ≤MR|µ| |µ|! exp
( |µ|υ
κ′
)
,
for all γ ∈ Nd and j ∈ {1, . . . , d+ 1} we have
‖∂γlj‖∞ ≤MR|γ| |γ|! exp
( |γ|υ
κ′
)
,
and for all t ∈ I and σ ∈ Nd we have
‖∂σGt‖∞ ≤MR|γ| |γ|! exp
( |σ|υ
κ′
)
.
Thus each term of the form (4.9) is bounded by
C2kM2k+1Rkkk exp
(
kυ
κ′
)
2−kmax(n,ℓ)
α
when x ∈ K, ξ ∈ supp ψΘ′,n,i, η ∈ supp ψ˜Θ,ℓ,j and t ∈ I. Consequently, for such
x, ξ, η and t the kernel Kk,t (x, ξ, η) is bounded for all integers k by
(4.10) 2−kmax(n,ℓ)
α
(5 (d+ 1))k C2kM2k+1Rkk2k exp
(
kυ
κ′
)
.
Now, choose κ′′ > 0 such that 1
κ′
+ 2 ≤ 1
κ′′
and pick new values of the constans M
and R so that (4.10) is now smaller than
M
(
R
2max(n,ℓ)
α
)k
exp
(
kυ
κ′′
)
.
Now, using this estimate and Cauchy-Schwarz in (4.8), we bound the inner integral
in (4.7) by
C˜ ‖u‖22 2ℓ
((
R
2max(n,ℓ)
α
)k
exp
(
kυ
κ′′
))2
,
which gives ∥∥∥Sℓ,jt,n,iu∥∥∥
2
≤ C′ ‖u‖2 2
ℓ+n
2
(
R
2max(n,ℓ)
α
)k
exp
(
kυ
κ′′
)
.
Now take k =
⌊
− ln
(
R
2max(n,ℓ)
α
)
υκ′′
⌋
to get (with new constants and δ = αυ
υ−1 > 1)
∥∥∥Sℓ,jt,n,iu∥∥∥
2
≤ C ‖u‖2 2
ℓ+n
2 exp
(
−max (n, ℓ)
δ
C
)
.
Finally, we get rid of the factor 2
ℓ+n
2 by taking larger C. 
We can now prove Lemma 4.6 about the family (Mt)t∈R of auxiliary operators.
Proof of Lemma 4.6. First of all, thanks to Lemma 4.8, the sum∑
(n,i),(ℓ,j)∈Γ
(ℓ,j) 6 →֒(n,i)
ιn,i ◦ Sℓ,jt,n,i ◦ πℓ,j
converges absolutely in norm operator topology.
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Now, we have to deal with the sum
(4.11)
∑
(n,i),(ℓ,j)∈Γ
(n,i)→֒(ℓ,j)
ιn,i ◦ Sℓ,jt,n,i ◦ πℓ,j .
To do so, notice that there is some constant C depending on I such that, for all
t ∈ I and (n, i) , (ℓ, j) ∈ Γ, we have
(4.12)
∥∥∥ιn,i ◦ Sℓ,jt,n,i ◦ πℓ,j∥∥∥
B→B
≤ C2nti2−ℓtj .
Then the sum (4.11) can be divided into six sums that correspond to the different
cases in the definition of →֒. It is elementary, using (4.12), to see that the first five
converge in norm operator topology. Consequently, we are left with the sum
(4.13)
∑
n,ℓ∈N
|n−ℓ|≤M
ιn,f ◦ Sℓ,ft,n,f ◦ πℓ,f
for some M > 0. For all N1 ∈ N, define the operator
PN1 =
∑
0≤n,ℓ≤N1
|n−ℓ|≤M
ιn,f ◦ Sℓ,ft,n,f ◦ πℓ,f .
Pick u = (um,k)(m,k)∈Γ ∈ B. Then if N2 ≥ N1 ≥ 0, we have
‖(PN2 − PN1)u‖2B ≤ 2
N2∑
n=0
2−2(d+2)n
∥∥∥∥∥∥∥∥
∑
N1<ℓ≤N2
|ℓ−n|≤M
Sℓ,ft,n,fuℓ,f
∥∥∥∥∥∥∥∥
2
2
+ 2
N2∑
n=N1+1
2−2(d+2)n
∥∥∥∥∥∥∥∥
∑
0≤ℓ≤N2
|ℓ−n|≤M
Sℓ,ft,n,fuℓ,f
∥∥∥∥∥∥∥∥
2
2
.
(4.14)
Next, we have
∥∥∥∥∥∥∥∥
∑
N1<ℓ≤N2
|ℓ−n|≤M
Sℓ,ft,n,fuℓ,f
∥∥∥∥∥∥∥∥
2
2
=
∑
N1<ℓ≤N2
|ℓ−n|≤M
∑
N1<ℓ
′≤N2
|ℓ′−n|≤M
〈
Sℓ,ft,n,fuℓ,f , S
ℓ′,f
t,n,fuℓ′,f
〉
≤
∑
N1<ℓ≤N2
|ℓ−n|≤M
∑
N1<ℓ
′≤N2
|ℓ′−n|≤M
∥∥∥Sℓ,ft,n,fuℓ,f∥∥∥
2
∥∥∥Sℓ′,ft,n,fuℓ′,f∥∥∥
2
≤
 ∑
N1<ℓ≤N2
|ℓ−n|≤M
∥∥∥Sℓ,ft,n,fuℓ,f∥∥∥
2

2
≤ C
 ∑
N1<ℓ≤N2
|ℓ−n|≤M
‖uℓ,f‖2

2
,
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for some constant C > 0. Then, using Cauchy–Schwarz, we get ∑
N1<ℓ≤N2
|ℓ−n|≤M
‖uℓ,f‖2

2
=
 ∑
N1<ℓ≤N2
|ℓ−n|≤M
2ℓ(d+2)2−ℓ(d+2) ‖uℓ,f‖2

2
≤
∑
N1<ℓ≤N2
|ℓ−n|≤M
22ℓ(d+2)
∑
N1<ℓ≤N2
|ℓ−n|≤M
2−2ℓ(d+2) ‖uℓ,f‖22
≤ C′22n(d+2)
∑
N1<ℓ≤N2
|ℓ−n|≤M
2−2ℓ(d+2) ‖uℓ,f‖22
for another constant C′ > 0. Consequently, we can bound the first sum in (4.14)
N2∑
n=0
2−2n(d+2)
∥∥∥∥∥∥∥∥
∑
N1<ℓ≤N2
|ℓ−n|≤M
Sℓ,ft,n,fuℓ,f
∥∥∥∥∥∥∥∥
2
2
≤ CC′
N2∑
n=0
∑
N1<ℓ≤N2
|ℓ−n|≤M
2−2ℓ(d+2) ‖uℓ,f‖22
≤ C˜
∑
ℓ>N1
2−2ℓ(d+2) ‖uℓ,f‖22 ,
where in the last line we notice that, when ℓ is fixed, there are at most 2M + 1
values of n for which |ℓ− n| ≤M . Working similarly with the second sum, we see
that there is a constant C such that
‖(PN2 − PN1)u‖2B ≤ C
∑
ℓ≥N1−M
2−2(d+2)ℓ ‖uℓ,f‖22 ,
and thus the sequence (PN1u)N1≥0 is Cauchy in B. Consequently, the sequence
(PN )N≥0 converges in strong operator topology, hence, so does the sum (4.13).
To prove that Mt depends continuously on t in the strong operator topology,
just notice that when u is fixed the sum∑
(n,i),(ℓ,j)∈Γ
ιn,i ◦ Sℓ,jt,n,i ◦ πℓ,ju
converges uniformly (in t ∈ I) to Mtu and each of its terms is continuous with
respect to t (to see this, notice that if (n, i) , (ℓ, j) ∈ Γ then Sℓ,jt,n,i is locally uniformly
bounded as an operator from L2 to L2, and the continuity is easily proven for
smooth u). 
4.2. Schatten class properties. Now let h : R∗+ → C be a compactly supported
C∞ function as in Proposition 4.3. If (n, i) , (ℓ, j) ∈ Γ, then write
Hℓ,jn,i =
∫
R
h (t)Sℓ,jt,n,idt.
Notice that the sum ∑
(n,i),(ℓ,j)∈Γ
ιn,i ◦Hℓ,jn,i ◦ πℓ,j
converges in strong operator topology to
∫
R
h (t)Mtdt, since the convergence in
Lemma 4.6 is uniform. To prove Proposition 4.3, we want now to prove that this
operator is in a Schatten class (or at least compact), this is the point of Lemma 4.13.
To do so we need first to establish a bunch of lemmas : Lemma 4.9 will be used
to deal with the transition of frequencies corresponding to the linear model of the
dynamics apart from the direction of the flow, Lemma 4.10 will settle the problem of
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frequency transitions corresponding to the non-linearity, and Lemmas 4.11 and 4.12
will be used to deal with stationary frequencies in the direction of the flow.
Lemma 4.9. There is a constant C > 0 such that, for all (n, i) , (ℓ, j) ∈ Γ, the
trace class operator norm of Hℓ,jn,i : L
2 → L2 is bounded by C2 (d+1)n
αi
2 2
(d+1)ℓ
αj
2 ,
where αi = α if i = 0 or i = r − 1 and αi = 1 otherwise.
Proof. Notice that if u ∈ L2 then ψΘ′,n,i (D)u = F−1 (ψΘ′,n,i) ∗ u. Consequently,
we have
(4.15) Hℓ,jn,i =
∫
K
(∫
R
h (t)Gt (y) δTt(y) ◦ ψ˜Θ,ℓ,j (D) dt
)
⊗ F−1 (ψΘ′,n,i) (· − y) dy.
And then the result follows from the fact that∥∥F−1 (ψΘ′,n,i)∥∥2 = 1√
2π
d+1
‖ψΘ′,n,i‖2 ≤ C2
(d+1)nαi
2
and ∥∥∥∥∫
R
h (t)Gt (y) δTt(y) ◦ ψ˜Θ,ℓ,j (D) dt
∥∥∥∥
(L2)∗
≤ C
∥∥∥ψ˜Θ,ℓ,j∥∥∥
2
≤ C˜2 (d+1)ℓ
αj
2 .

Lemma 4.10. There is a constant C > 0 and some δ > 1 such that, for all
(n, i) , (ℓ, j) ∈ Γ, (ℓ, j) →֒ (n, i) or the trace class operator norm of Hℓ,tn,i : L2 → L2
is bounded by C exp
(
−max(n,ℓ)δ
C
)
.
Proof. We may assume that max (n, ℓ) > N . Without loss of generality, we may
assume that K ⊆ ]−π, π[d+1 and then, if u ∈ L2 (Rd+1) write (the sum converges
in L2)
Hℓ,jn,iu =
∑
k∈Zd+1
ck
(∫
R
h (t)Ltψ˜Θ,ℓ,j (D)udt
)
ψΘ′,n,i (D) ρk,
where ρ is a function supported in ]−π, π[d+1 that takes value 1 on K, the function
ρk is defined by ρk (x) = ρ (x) e
ikx and if v is supported in ]−π, π[d+1 and k ∈ Zd+1,
its kth Fourier coefficient is denoted by ck (v):
ck (v) =
1
(2π)
d+1
∫
]−π,π[d+1
e−ikxv (x) dx.
By requiring that ρ is σ-Gevrey (for some σ > 1), we may ensure as in [19, Lemma
6.5] that (for some constant C > 0)
‖ψΘ′,n,i (D) ρk‖2 ≤ C2
dnαi
2 exp
(
−d (k, supp ψΘ′,n,i)
1
σ
C
)
.
Now, if k ∈ Zd+1 and (ℓ, j) ∈ Γ define
δ (k, ℓ, j) = sup
x∈K
d
(
k,DxT trt
(
supp ψ˜Θ,ℓ,j
))
.
Then integrating by parts as in [19, Lemma 6.7] or as in Lemma 4.8 we see that if
δ (k, ℓ, j) ≥ ǫ2ℓαj (for some fixed ǫ > 0) then∥∥∥∥ck ◦ ∫
R
h (t)Ltdt ◦ ψ˜Θ,ℓ,j (D)
∥∥∥∥
(L2)∗
≤ C exp
(
− ln (1 + δ (k, ℓ, j))
γ
γ−1
C
)
.
But now, if (ℓ, j) 6 →֒ (n, i) and max (n, l) > N , then, for all k ∈ Zd+1, either the
distance d (k, supp ψΘ′,n,i) or the distance δ (k, ℓ, j) is greater than
c′
2 2
max(n,ℓ)α ,
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thanks to Lemma 4.7. Moreover, if |k| is greater than C2max(n,ℓ) (for some large
C > 0), this is true for both distances. Thus, the sum
Hℓ,jn,i =
∑
k∈Zd+1
(ψΘ′,n,i (D) ρk)⊗
(
ck ◦
∫
R
h (t)Ltdt ◦ ψ˜Θ,ℓ,j (D)
)
converges in trace class topology, and the estimates above imply the result with
δ = αυ
υ−1 . 
Lemma 4.11. Assume that h is Ck and that is kth derivative has bounded varia-
tion. Then there is a constant C > 0 such that for all n, ℓ ∈ N we have∥∥∥Hℓ,fn,f∥∥∥
L2→L2
≤ C2−(k+1)ℓ.
Proof. If u ∈ L2 (Rd+1) and x ∈ Rd+1, then we have,
Hℓ,fn,fu (x) =
∫
Rd+1
Vn,ℓ (x, y)u (y) dy,
where the kernel V ℓ,jn,i is defined by
Vn,ℓ (x, y)
=
1
(2π)
2(d+1)
∫
(Rd+1)3×R
ei(x−z)ξ+i(T0(z)−y)ηeitηd+1ψΘ′,n,f (ξ)
× ψ˜Θ,ℓ,f (η) h (t)Gt (z) dzdξdηdt.
(4.16)
We can assume that ℓ ≥ b + 1, which ensures that ηd+1 (the last coordinate of η)
does not vanish on the support of ψ˜Θ,ℓ,f . Consequently, we can perform (k + 1)
integrations by parts in t in (4.16) to get
Vn,ℓ (x, y)
=
ik+1
(2π)2(d+1)
∫
(R×Rd+1)3
ei(x−z)ξ+i(T0(z)−y)ηeitηd+1ψΘ′,n,f (ξ)
× ψ˜Θ,ℓ,f (η)
ηk+1d+1
dk+1
dtk+1
(h (t)Gt (z)) dtdzdξdη.
Using the Leibniz rule, we see that, if µ denotes the measure of total variation of
h(k+1), the measure d
k+1
dtk+1 (h (t)Gt (z)) dt may be written as f (t, z) dµ (t) for all
z ∈ Rd+1. Moreover, f has the following properties: it is measurable, f (t, z) = 0
if z ∈ Rd+1 \K, and ∫
R
supz∈Rd+1 |f (t, z)| dµ (t) < +∞. Then, define the function
Ψℓ : R
d+1 → R by Ψℓ (η) = ψ˜Θ,ℓ,f (η)
ηk+1
d+1
, the operator Lt : L
2 (Rd+1) → L2
(
Rd+1
)
by
Ltu (z) = f (t, z) . (u ◦ Tt (z)), and notice that we have
Hℓ,fn,f = ψΘ′,n,f (D) ◦
∫
R
Ltdµ (t) ◦Ψℓ (D) .
Finally, notice that ‖Ψℓ‖∞ ≤ C2−ℓ(k+1) to end the proof. 
Lemma 4.12. Let s > 0 and ǫ > 0. Then there is a constant C > 0 such that for
all N > 0 and n ∈ N with n < N there is an operator Fn,N : L2 (K)→ L2
(
Rd+1
)
of rank at most 2(1+ǫ)(d+1)N such that for all u ∈ L2 (K) we have
‖ψΘ′,n,f (D) u− Fn,Nu‖2 ≤ C2−sN .
Proof. The proof is similar to the proof of [5, Lemma 4.21]. 
We are now ready to prove Lemma 4.13.
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Lemma 4.13. Under the hypotheses of Lemma 4.11 and if in addition α < 12 , the
operator
(4.17)
∫
R
h (t)Mtdt
belongs to the Schatten class Sp for all p >
d+1
k+1 . Moreover, its norm in this
Schatten class is bounded by C
(‖h‖Ck + ∥∥h(k)∥∥BV ) where C depends on h only
through its support.
Without the assumption that α < 12 , it remains true that the operator defined by
(4.17) is compact.
Proof. We know that
(4.18)
∫
R
h (t)Mtdt =
∑
(n,i),(ℓ,j)∈Γ
ιn,i ◦Hℓ,jn,i ◦ πℓ,j
where the sum converges in the strong operator topology. It is clear from Lemma 4.10
that the sum ∑
(n,i),(ℓ,j)∈Γ
(n,i) 6 →֒(ℓ,j)
ιn,i ◦Hℓ,jn,i ◦ πℓ,j
converges in the trace class operator topology. We are left with the sum∑
(n,i),(ℓ,j)∈Γ
(n,i)→֒(ℓ,j)
ιn,i ◦Hℓ,jn,i ◦ πℓ,j
that we can divide, as in the proof of Lemma 4.6, into six sums corresponding to
the different cases in the definition of →֒. The first five sums are dealt with by using
Lemma 4.9. We will only detail the computation corresponding to the first case in
the definition of →֒ (the case i = j = 0, the case i = j = r − 1 is dealt with in
the same way and the others are easier), in order to highlight where the hypothesis
α < 12 is used. If n, ℓ ∈ N then the trace class operator norm of ιn,0 ◦ Hℓ,0n,0 ◦ πℓ,0
is smaller than C2
(d+1)nα
2 2
(d+1)ℓα
2 2(d+2)n2−(d+2)ℓ. Thus we only need to prove that
the sum
(4.19)
∑
ℓ,n∈N
(ℓ,0)→֒(n,0)
2
(d+1)nα
2 2
(d+1)ℓα
2 2(d+2)n2−(d+2)ℓ
is finite. Notice that
2−(d+2)ℓ+
(d+1)ℓα
2 ∼
ℓ→+∞
1
1− 2−(d+2)
(
2−(d+2)ℓ+
(d+1)ℓα
2 − 2(d+2)(ℓ+1)+−(d+1)(ℓ+1)
α
2
)
so that ∑
ℓ≥ℓ0
2−(d+2)ℓ+
(d+1)ℓα
2 ∼
ℓ0→+∞
2−(d+2)ℓ0+
(d+1)ℓα0
2
1− 2−(d+2) .
In particular, there is a constant C > 0 such that, for all ℓ0 ∈ N. We have∑
ℓ≥ℓ0
2−(d+2)ℓ+
(d+1)ℓα
2 ≤ C2−(d+2)ℓ0+
(d+1)ℓα0
2 .
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Now if n ∈ N, let ℓ0 be the smallest integer such that ℓ0 ≥ n+νn1−α, we have then
(notice that ℓ0 ≤ Bn for some constant n that does not depend on n)∑
ℓ∈N
(ℓ,0)→֒(n,0)
2−(d+2)ℓ+
(d+1)ℓα
2 =
∑
ℓ≥ℓ0
2−(d+2)ℓ+
(d+1)ℓα
2
≤ C2−(d+2)ℓ0+
(d+1)ℓα0
2
≤ C2−(d+2)n2−(d+2)νn1−α2 (d+1)B
α
2 n
α
.
Thus, we have ∑
ℓ,n∈N
(ℓ,0)→֒(n,0)
2
(d+1)nα
2 2
(d+1)ℓα
2 2(d+2)n2−(d+2)ℓ
≤ C
∑
n∈N
2−(d+2)νn
1−α
2
(d+1)(Bα+1)
2 n
α
,
and this sum is finite since α < 12 . Let us notice here that this is the only reason for
the assumption α < 12 . However, if we remove the factor 2
(d+1)nα
2 2
(d+1)ℓα
2 from the
sum (4.19), this new sum converges, just like in the proof of Lemma 4.6. That is,
if we consider the operator norm instead of the nuclear norm, the sum converges,
even if α ≥ 12 . Consequently, the right-hand side of (4.18) always converges in the
operator norm topology and the left-hand side of (4.18) is compact.
Finally, we are left with the sum
P =
∑
n,ℓ∈N
|n−ℓ|≤M
ιn,f ◦Hℓ,fn,f ◦ πℓ,f .
Choose s > k + 1 and ǫ > 0, and apply Lemma 4.12 to define for all N > 0 the
operator
PN =
∑
0≤n,ℓ<N
|n−ℓ|≤M
ιn,f ◦ Fn,N ◦
∫
R
h (t)Ltdt ◦ ψ˜Θ,ℓ,j ◦ πℓ,f ,
whose rank is at most N22(1+ǫ)(d+1)N . Then notice, using Lemma 4.11, that we
have
‖PN − P‖B→B
≤ C
∑
n,ℓ<N
|n−ℓ|≤M
(
‖Fn,N − ψΘ′,n,f (D)‖L2(K)→L2(Rd+1)
×
∥∥∥∥∫
R
h (t)Ltdt ◦ ψ˜Θ,ℓ,f (D)
∥∥∥∥
L2→L2
)
+ C
∑
n,ℓ≥N
|n−ℓ|≤M
∥∥∥Hℓ,fn,f∥∥∥
L2→L2
≤ C˜
(
N22−sN + 2−(k+1)N
)
≤ C′2−(k+1)N ,
(4.20)
for some constants C, C˜ and C′ that do not depend on N . Letting N tend to
infinity, it comes that P is compact. Moreover, if (sm)m≥0 denotes the sequence of
singular values of P , we get from (4.20) and [16, Theorem 2.5 p.51]
sN22(1+ǫ)dN+1 ≤ C˜2−(k+1)N .
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Thus, the sequence (sm)m≥0 is in ℓ
p for all p > (1+ǫ)(d+1)
k+1 (the sequence (sm)m≥0
is decreasing). This ends the proof since ǫ > 0 is arbitrary. 
4.3. Trace of
∫ +∞
0
h (t)Mtdt and proof of Proposition 4.3. Before proving
that (Lt)t∈R inherits of the properties of (Mt)t∈R, thus showing Proposition 4.3,
we still need to prove that the operator
∫
R
h (t)Mtdt has the expected trace, when
it makes sense. This is the point of the following lemma.
Lemma 4.14. Under the hypotheses of Proposition 4.3, if Θ = Θ′,if α < 12 and if
k + 1 > d+ 1 then
tr
(∫
R
h (t)Mtdt
)
=
∑
p◦F (x)=x
h (T (x))
|det (I − p ◦DxF )|
∫
R
GT (x) (x, yd+1) dyd+1,
where, for x ∈ Rd, we denote by T (x) the opposite of the d + 1th coordinate of
F (x).
Proof. For all N ∈ N write
AN =
∑
(n,i),(ℓ,j)∈Γ
0≤n,ℓ≤N
ιn,i ◦Hℓ,jn,i ◦ πℓ,j
and notice that [16, Theorem 11.3 p.89] implies that
tr
(∫
R
h (t)Mtdt
)
= lim
N→+∞
tr (AN ) .
Moreover, using Lidskii’s trace theorem, we see that for all N ∈ N we have
tr (AN ) =
∑
(n,i)∈Γ
0≤n≤N
tr
(
Hn,in,i
)
.
Now, from (4.15), we see that
tr
(
Hn,in,i
)
=
∫
R
∫
K
h (t)Gt (y) ψ˜Θ,n,i (D)
(
F
−1 (ψΘ,n,i) (· − y)
)
(Tt (y)) dydt
=
∫
R
∫
K
h (t)Gt (y)F
−1 (ψΘ,n,i) (Tt (y)− y) dydt.
(We used in the second line that if ψΘ,n,i (ξ) 6= 0 then ψ˜Θ,n,i (ξ) = 1). Now let
M be such that K ⊆ [−M,M ]d+1 and h is supported in [−M,M ]. Define the
map g : Rd+1 ≃ Rd × R → Rd+1 by g (y, t) = F (y) − (y,−t). Notice that for all
(y, yd+1) ∈ Rd+1 and t ∈ R we have
Tt (y, yd+1)− (y, yd+1) = g (y, t) .
Cone-hyperbolicity implies that the jacobian of g does not vanish. Consequently we
can find a finite family (ρa)a∈A of compactly supported C∞ functions ρa : Rd+1 →
[0, 1] such that
∑
a∈A ρa (x) = 1 for all x ∈ [−M,M ]d+1 and for all a ∈ A there is
a C∞ diffeomorphism ga : Rd+1 → Rd+1 that coincides with g on a neighborhood
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of the support of ρa. Thus, we have
tr
(
Hn,in,i
)
=
∑
a∈A
∫
[−M,M ]
(∫
[−M,M ]d+1
h (t) ρa (y, t)Gt (y, yd+1)
× F−1 (ψΘ,n,i) (ga (y, t)) dydt
)
dyd+1
=
∑
a∈A
∫
[−M,M ]
(∫
Rd+1
h (ta (z)) ρa ◦ g−1a (z)
Gta(z) (ya (z) , yd+1)∣∣∣detDg−1a (z)ga∣∣∣
× F−1 (ψΘ,n,i) (z) dz
)
dyd+1
where g−1a = ya, ta. Since
∑
(n,i)∈Γ ψΘ,n,i = 1 we find that for all a ∈ A we have
lim
N→+∞
∑
(n,i)∈Γ
0≤n≤N
∫
[−M,M ]
(∫
Rd+1
h (ta (z)) ρa ◦ g−1a (z)
Gta(z) (ya (z) , yd+1)∣∣∣detDg−1a (z)ga∣∣∣
× F−1 (ψΘ,n,i) (z) dz
)
dyd+1
=
∫
[−M,M ]
h (ta (0)) ρa (ta (0))
Gta(0) (ya (0) , yd+1)∣∣∣detDg−1a (0)ga∣∣∣ dyd+1.
And thus
tr
(∫
R
h (t)Mtdt
)
=
∑
a∈A
∫
[−M,M ]
h (ta (0)) ρa
(
g−1a (0)
) Gta(0) (ya (0) , yd+1)∣∣∣detDg−1a (0)ga∣∣∣ dyd+1.
Now, notice that g (y, t) = 0 if and only if p ◦ F (y) = y and t = T (y), thus∫
[−M,M ]
h (ta (0)) ρa
(
g−1a (0)
) Gta(0) (ya (0) , yd+1)∣∣∣detDg−1a (0)ga∣∣∣ dyd+1
=
∑
p◦F (x)=x
∫
[−M,M ]
ρa (x, T (x))h (T (x))
GT (x) (x, yd+1)
|det (I − p ◦DxF )|dyd+1.
Here we noticed that the jacobian of g do not depend on the last coordinate. Finally,
summing over a ∈ A we get
tr
(∫
R
h (t)Mtdt
)
=
∑
p◦F (x)=x
h (T (x))
|det (I − p ◦DxF )|
∫
[−M,M ]
GT (x) (x, yd+1) dyd+1.

We show Proposition 4.3 by proving that (Lt)t∈R also satisfies the properties
established for (Mt)t∈R in Lemmas 4.6, 4.13 and 4.14.
Proof of Proposition 4.3. Recall that QΘ induces an isomorphism between HΘ,α
and QΘ (HΘ,α), which is a closed subspace of B. We denote by Q−1Θ the inverse
isomorphism (and similarly QΘ′).
Now, if (un,i)(n,i)∈Γ is finitely supported (i.e. there are finitely many (n, i) ∈ Γ
such that un,i 6= 0) and such that for all (n, i) ∈ Γ we have un,i ∈ Sυ˜ ( for some
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υ˜ ∈
]
υ, 11−α
[
) we write u =
∑
(n,i)∈Γ ψ˜Θ,n,i (D)un,i and notice that Ltu ∈ Sυ˜ for
all t ∈ R, and thus Ltu ∈ HΘ′,α. Consequently, Mt (un,i)(n,i)∈Γ = QΘLtu is in
QΘ′ (HΘ′,α). Since such elements are easily seen to be dense in B, it appears that
Mt sends B into QΘ′ (HΘ′,α). We can consequently define Lt by Lt = Q−1Θ′ ◦Mt ◦
QΘ.
The calculation above also implies that Lt and Q−1Θ′ ◦Mt ◦QΘ coincides on HΘ,α
(since the element of Sυ˜ whose Fourier transform is compactly supported are dense
in HΘ,αand HΘ′,α and HΘ′,α are continuously contained in
(S υ˜)′, see Remark 3.4).
Now, since Lt : HΘ,α → HΘ′,α is conjugated to Mt : B → B (the conjugacy being
independant of t), it inherits of all the relevant properties of Mt, which ends the
proof of Proposition 4.3 with Lemmas 4.6, 4.13 and 4.14 (for the computation of the
trace, use Lidskii’s trace theorem and the fact that Mt sends B into QΘ′ (HΘ′,α),
and not only let this subspace stable). 
5. Global space: first step
We are now ready to start the proof of Theorem 1.7 using the tools from §3 and
§4. So let M be a compact d+ 1-dimensional Cκ,υ manifold, let (φt)t∈R be a Cκ,υ
Anosov flox on M , and let g : M → C a Cκ,υ (M) potential. Fix t0 > 0. We will
construct in this section two auxiliary Hilbert spaces H˜ and H˜0. The space H˜0
almost satisfies the conclusions of Theorem 1.7 (this is the point of Proposition 5.3)
but the Koopman operator Lt from (1.2) is bounded from H˜0 to itself only for
large values of t a priori. This problem will be settled in §6. The first thing that
we need to do in order to construct the spaces H˜ and H˜0 is to show that, locally
in space and for large times, the action of the flow (φt)t∈R behaves like the local
model that we studied in §4, this is the point of Lemma 5.1. Indeed, we construct
in Lemma 5.1 a system of admissible charts adapted to the dynamics of (φt)t∈R
(this is a continuous-time analogue of [19, Lemma 8.1]). We can then glue copies
of the local spaces from §3 to define the global spaces H˜ and H˜0. Finally, we state
and prove Proposition 5.3.
Lemma 5.1. There are a finite set Ω, an integer r and 0 < t1 < t0 such that
(i) there is no periodic orbit of (φt)t∈R of length less than 3t1;
(ii) for all ω ∈ Ω there is a chart κω : Uω → Vω, where Uω is an open subset of
M and Vω an open subset of R
d+1, such that Vω = Wω × ]−t1, t1[ for some
open subset Wω of R
d, and for all x ∈ Uω : Dxκω (V (x)) = ed+1;
(iii)
⋃
ω∈Ω Uω =M ;
(iv) for all ω ∈ Ω, there is a system of r + 2 cones Θω = (C0,ω, . . . , Cr,ω, Cf,ω)
in Rd+1 (with respect to the direction ed+1);
(v) for every ω, ω′ ∈ Ω and t ∈ [t0, 3t0] there is an immersion Fω,ω′,t : Rd →
Rd+1 such that the associated family
(
T ω,ω′,tt′
)
t′∈R
(defined by (4.1)) is
indeed a family of diffeomorphisms and is cone-hyperbolic from Θω to Θω′ ;
(vi) for all ω, ω′ ∈ Ω, t ∈ [t0, 3t0] and t′ ∈ ]−t1, t1[, if x ∈ Uω is such that
φt+t
′
(x) ∈ Uω′ then T ω,ω
′,t
t′ ◦ κω (x) = κω′ ◦ φt+t
′
(x).
Proof. Choose a Mather metric |·|x on M . This metric is Ho¨lder-continuous and
makes the splitting
(5.1) TxM = E
u
x ⊕ Esx ⊕ RV (x)
orthogonal. Moreover, |V (x)|x = 1 for all x ∈ M and for all t ≥ 0 we have∥∥∥Dxφt|Esx∥∥∥ ≤ λ−t and ∥∥∥Dxφ−t|Eux∥∥∥ ≤ λ−t (for the induced norm, λ > 1).
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Choose γ > 0 such that
λ−2t0
(
γ2 + 1
)
< 1.
Then choose γ1 ∈
]
1
γ
, λ
t0
2
γ
[
and define for all i ≥ 2 the number γi = λ−
t0(i−1)
2 γ1.
Now choose r large enough so that
λ2t0
1 + γ2r−1
> 1.
Since γγ1λ
−
5t0
8 < 1, we may choose ǫ˜u > 0 and ǫ˜s > 0 such that
ǫ˜u > λ
−t0γ1ǫ˜s and ǫ˜s > γλ
−
t0
8 ǫ˜u.
and small enough so that
λ−2t0
(
ǫ˜2s + γ
2 + 1
)
< 1
and
λ2t0
1 + γ2r−1 + ǫ˜
2
u
> 1.
Finally, set ǫu = λ
−
t0
8 ǫ˜u and ǫs = λ
−
t0
2 ǫ˜s.
Now, for all x ∈ M , if ξ ∈ TxM write ξ = ξu + ξs + ξ0 the decompostion of ξ
with respect to (5.1), and define the cones Cf (x) and Ci (x) for i ∈ N by
C0 (x) = {ξ ∈ TxM : |ξu|x ≤ γ |ξs|x and |ξ0|x ≤ ǫ˜s |ξs|x} ,
Ci (x) =
{
ξ ∈ TxM : |ξs|x ≤ γi |ξu|x and |ξ0|x ≤ λ−
(i−1)t0
4 ǫ˜u |ξu|x
}
for i ∈ N∗ and
Cf (x) = {ξ ∈ TxM : |ξ0|x ≥ ǫs |ξs|x and |ξ0|x ≥ ǫu |ξu|x} .
Notice that all these cones depend Ho¨lder-continuously on x. We shall see that
our choice of parameter ensures that for all x ∈ M,Θ(x) = (C0 (x) , . . . , Cr (x) ,
Cf (x)) is a system of r + 2 cones with respect to the direction V (x). Indeed:
(i) if ξ ∈ TxM \ {0}, since γγ1 > 1, we have either |ξu|x < γ |ξs|x or |ξs|x <
γ1 |ξu|x. In the first case, either |ξ0|x < ǫ˜s |ξs|x in which case ξ ∈
◦
C0 (x), or
|ξ0|x ≥ ǫ˜s |ξs|x, which implies ξ ∈
◦
Cf (x) since ǫs < ǫ˜s and |ξ0|x ≥ ǫ˜sγ |ξu|x >
ǫu |ξu|x. Similarly, we can see that in the second case either ξ ∈
◦
C1 (x) or
ξ ∈
◦
Cf (x);
(ii) if ξ ∈ Cf (x) then |ξ0|x ≥ 1√1+ǫ2u+ǫ2s |ξ|, which implies that Cf (x) is one
dimensional;
(iii) if ξ ∈ C0 (x) then |ξ| ≤
√
1 + γ2 + ǫ˜2s |ξs| and thus C0 (x) is ds-dimensional,
where ds is the dimension ofE
s
x, for the same reasonCi (x) is du-dimensional
for i ∈ {1, . . . , r};
(iv) Ci+1 (x) ⋐ Ci (x) for i ∈ {1, . . . , r − 1} because γi+1 < γi and λ−
it0
2 ǫ˜u <
λ−
(i−1)t0
2 ǫ˜u;
(v) C0 (x) ∩ C2 (x) = {0} because γγ2 < 1 and Cf (x) ∩ C2 (x) = {0} because
λ
t0
4 ǫu
ǫ˜u
= λ
t0
8 > 1.
Our choice of parameter also ensures that for all t ≥ t0 and all x ∈ M we have
(with Λ = λt0 min
((
ǫ˜2u + γ
2
r−1 + 1
)− 12 , (ǫ˜2s + γ2 + 1)− 12) > 1)
• for all i ∈ {1, . . . , r} we have (Dxφt)tr (Ci (φt (x))) ⊆ Ci+4 (x) because
λ−2tγi ≤ γi+4 and λ
−tλ
−
(i−1)t0
4 ǫ˜u
λ
−
(i+3)t0
4
ǫ˜u
< 1;
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• (Dxφt)tr (Cf (φt (x))) ∩C0 (x) = {0} because ǫsλt > ǫ˜s;
• for all ξ ∈ Cr−1 (φt (x)) we have
∣∣∣(Dxφt)tr (ξ)∣∣∣
x
≥ Λ |ξ|φt(x);
• for all ξ ∈ Tφt(x)M such that (Dxφt)tr (x) ∈ C0 (x) we have
∣∣∣Dxφt (x)tr∣∣∣
x
≤
Λ−1 |ξ|φt(x).
Then for all x ∈ M we may choose a Cκ,υ chart κx : Vx → Wx = B (0, δx) ×
]−tx, tx[ such that x ∈ Vx, the equality κx (x) = 0 holds, the map Dxκx : TxM →
Rd+1 is an isometry and for all y ∈ Vx we have Dyκx (V (y)) = ed+1 (we can
require the last two points simultaneously because |V (x)|x = 1). For every x ∈M ,
choose a system of r+2 cones Θx = (C0,x, . . . , Cr,x, Cf,x) such that Dxκ
tr
x (Cf,x) ⋐
Cf (x),Dxκ
tr
x (C0,x) ⋐ C0 (x), and for all i ∈ {1, . . . , r} , (Dxκtrx )−1 (Ci+1 (x)) ⋐
Ci,x ⋐ (Dxκ
tr
x )
−1
(Ci (x)). Up to making Vx smaller, we may ensure that for all
y ∈ Vx we have
(5.2) Dyκ
tr
x (Cf,x) ⋐ Cf (y) , Dyκ
tr
x (C0,x) ⋐ C0 (y) ,
for all i ∈ {1, . . . , r} we have
(5.3)
(
Dyκ
tr
x
)−1
(Ci+1 (y)) ⋐ Ci,x ⋐
(
Dyκ
tr
x
)−1
(Ci (y)) ,
and, in addition,
(5.4) ‖Dyκx‖ ≤ 1 + ǫ and
∥∥∥(Dyκx)−1∥∥∥−1 ≥ 1− ǫ,
where ǫ > 0 is small enough so that
1− ǫ
1 + ǫ
Λ > 1.
By compactness of M , there are x1, . . . , xn such that M is covered by the open
sets κ−1xi
(
B
(
0,
δxi
2
)
×
]
− txi100 ,
txi
100
[)
for i = 1, . . . , n. Let t1 = mini=1,...,n
txi
100 . By
cutting the charts into pieces and translating them, we may assume that for every
i = 1, . . . , n we have txi = 100t1 (this could make us lose the fact that Dxiκxi is an
isometry, but this is of no harm since (5.4) remains true and that is all we need).
If necessary, we reduce the value of t1 so that t1 < t0 and there is no periodic
orbit of (φt)t∈R of length less than 3t1. Set t2 = 30t1 and let N =
⌈
2t0
t2
⌉
. Choose
χ : Rd → [0, 1] Gevrey, compactly supported and such that χ (y) = 1 if |y| ≤ 1.
If i, j ∈ {1, . . . , n}, if k ∈ {0, . . . , N}, and if y ∈ B
(
0,
δxi
2
)
are such that the
point φt0+kt2
(
κ−1xi (y, 0)
)
lies in κ−1xj
(
B
(
0,
δxj
2
))
× [−t2, t2], and η > 0 is small
enough define Fi,j,k,y,η : R
d → Rd+1 by
Fi,j,k,y,η (z) = χ
(
z − y
η
)
κxj ◦ φt0+kt2 ◦ κ−1xi (z)
+
(
1− χ
(
z − y
η
))
×
(
κxj ◦ φt0+kt2 ◦ κ−1xi (y)
+Dy
(
κxj ◦ φt0+kt2 ◦ κ−1xi
)
(z − y)
)
Notice that Fi,j,k,y,η coincides with κxj ◦ φt0+kt2 ◦ κ−1xi on B (0, η), and that it
can be made arbitrarily close in the C1 topology to the affine map z 7→ κxj ◦
φt0+kt2 ◦ κ−1xi (y) + Dy
(
κxj ◦ φt0+kt2 ◦ κ−1xi
)
(z − y) by taking η = ηi,j,k,y small
enough. In particular, Fi,j,k,y,η defines a cone-hyperbolic family of diffeomor-
phisms (Ti,j,k,y,η,t′)t′∈R from Θxi to Θxj (thanks to the properties of the dif-
ferential of φt0+kt2 proven above and the quasi-isometry property (5.4) of the
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charts, use Hadamard–Levy’s theorem to prove that they actually are diffeomor-
phisms from Rd+1 to itself). Define η˜i,y = mink=0,...,N
j=1,...,n
ηi,j,k,y (if j is such that
φt0+kt2
(
κ−1xi (y, 0)
)
/∈ κ−1xj
(
B
(
0,
δxj
2
))
× [−t2, t2], i.e. there is no allowed transi-
tions from i to j at the considered time, set ηi,j,k,y = ∞ and take for Fi,j,k,y,η˜i,y
any Cκ,υ map that defines a cone-hyperbolic family of diffeomorphisms8 from Θxi
to Θxj ) .
Notice also that for all (z, z′) ∈ B (0, η˜i,y) × ]−t2, t2[ and all t, t′ ∈ ]−t2, t2[ we
have
κxj ◦ φt0+kt2+t+t
′ ◦ κ−1xi (z, z′) = κxj ◦ φt0+kt2+t+t
′+z′ ◦ κ−1xi (z, 0)
= Fi,j,k,y,η˜i,y (z) + z
′ed+1 + (t+ t
′) ed+1
= T i,j,k,y,tt′ (z, z′) ,
where
(
T i,j,y,tt′
)
t′∈R
denotes the family of cone-hyperbolic diffeomorphisms associ-
ated with Fi,j,k,y,η˜i,y + ted+1.
By compactness of B
(
0,
δxi
2
)
, we may find yi,1, . . . , yi,mi ∈ B
(
0,
δxi
2
)
such that
B
(
0,
δxi
2
)
⊆ ⋃nℓ=1B (yi,ℓ, η˜i,yi,ℓ2 ).
Finally, set
Ω = {(i, ℓ) : i ∈ {1, . . . , n} , ℓ ∈ {1, . . . ,mi}} ,
and, for all ω = (i, ℓ) ∈ Ω,
Vω = B
(
0,
η˜i,yi,ℓ
2
)
× ]−t1, t1[ , Uω = κ−1xi
(
B
(
0,
η˜i,yi,ℓ
2
)
× ]−t1, t1[
)
,
κω = κxi |Uω ,Θω = Θxi.
If ω′ = (j, ℓ′) ∈ Ω and t ∈ [t0 + kt2, t0 + (k + 1) t2] let
Fω,ω′,t = Fi,j,k,yi,ℓ,η˜i,yi,ℓ + (t− kt2) ed+1.

Choose a Cκ,υ partition of unity (ϕω)ω∈Ω subordinated to the open cover (Uω)ω∈Ω.
Fix α ∈ ]υ−1
υ
, 1
[
(if υ < 2, we choose α < 12 ) and choose υ˜ ∈
]
υ, 11−α
[
. Then define
Φ : Dυ˜ (M)′ → ⊕ω∈Ω
(S υ˜)′
u 7→ ((ϕωu) ◦ κ−1w )
and
S : ⊕ω∈Ω
(S υ˜)′ → Dυ˜ (M)′
(uω)ω∈Ω 7→
∑
ω∈Ω (hωuω) ◦ κω,
where hω : R
d+1 → [0, 1] is Gevrey, supported in Wω, and takes value 1 on
κω (supp ϕω). Notice that S ◦ Φ is the identity of Dυ˜ (M)′. It can be verified
that Φ and S are continuous.
We may now define the first version of the global Hilbert space (the final one
will be introduced in §6). Define
HΩ = ⊕ω∈ΩHΘω,α
and
H˜ = {u ∈ Dυ˜ (M)′ : Φ (u) ∈ HΩ} ,
8There always is a linear such map.
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endowed with the norm
‖u‖H˜ = ‖Φ (u)‖HΩ =
√∑
ω∈Ω
∥∥(ϕωu) ◦ κ−1ω ∥∥2HΘω,α .
Proposition 5.2. H˜ is a separable Hilbert space (equivalently, Φ
(
H˜
)
is closed in
HΩ) that does not depend on the choice of υ˜. The inclusion of H˜ in Dυ˜ (M)′ is
continuous, and C∞,υ˜ (M) is continuously contained in H˜.
Proof. To see that Φ
(
H˜
)
is closed in HΩ, just notice that
Φ
(
H˜
)
= {u ∈ HΩ : ΦSu = u} ,
and that the inclusion of HΩ in
⊕
ω∈Ω
(S υ˜)′ is continuous. The inclusion of H˜ in
Dυ˜ (M)′ may be written as the composition of Φ, the inclusion ofHΩ in
⊕
ω∈Ω
(S υ˜)′
and S. It is thus continuous. Finally, Φ sends C∞,υ˜ (M) continuously into⊕ω∈Ω S υ˜ ,
which is continuously contained in HΩ, thus C∞,υ˜ (M) is contained in H˜, the inclu-
sion being continuous. 
Let H˜0 be the closure9 of C∞,υ˜ (M) in H˜. Recall from §2 that for each t ∈ R we
may define the operator Lt from (1.2) as an operator from Dυ˜ (M)′ to itself.
Proposition 5.3. For all t ∈ [t0,+∞[ the operator Lt is bounded from H˜ to H˜0.
Moreover, the following properties hold:
(i) as an operator from H˜ to H˜0, the operator Lt depends continuously on
t ∈ [t0,+∞[ in the strong operator topology;
(ii) if the real part of z is large enough, then the operator∫ +∞
t0
e−ztLtdt : H˜ → H˜0
is in the Schatten class Sp for all p > d+ 1;
(iii) if the real part of z is large enough, then the operator∫ +∞
t0
e−zt (t− t0)d+2 Ltdt : H˜ → H˜0
is trace class, and, when seen as an operator from H0 to H0, satisfies
tr
(∫ +∞
t0
e−zt (t− t0)d+2 Ltdt
)
=
∑
γ,Tγ≥t0
exp
(∫
γ
g
)
(Tγ − t0)d+2 T#γ e−zTγ
|det (I − Pγ)| ,
where the sum on the right-hand side runs over closed periodic orbits10 γ
of the flow (φt)t∈R;
(iv) if υ < 2 and h is a C∞ function from R∗+ to C, compactly supported in
[t0,+∞[, then the operator
(5.5)
∫ ∞
t0
h (t)Ltdt : H˜0 → H˜0
9It could well be that H˜0 = H˜, see Proposition 3.3, but we do not nedd this fact
10Recall that Tγ is the length of γ, while T
#
γ denotes its primitive length and Pγ is a linearized
Poincare´ map.
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is trace class, and
tr
(∫ ∞
t0
h (t)Ltdt
)
=
∑
γ
T#γ
h (Tγ)
|det (I − Pγ)| exp
(∫
γ
g
)
.
If υ ≥ 2 it remains true that the operator (5.5) is compact.
Let us split Proposition 5.3 into several lemmas: we prove that Lt is bounded
from H˜ to H˜0 for t ≤ t0 and (i) in Lemma 5.4. We prove (ii) in Lemma 5.5, we
show (iii) in Lemma 5.5 and (iv) in Lemmas 5.6, 5.7 and 5.8. The proof of (v) is
similar and will be omitted.
Lemma 5.4. For all t ∈ [t0,+∞[ the operator Lt is bounded from H˜ to H˜0 and
depends continuously on t as an operator from H˜ to H˜0 (in the strong operator
topology).
Proof. We only need to prove the result for t ∈ [t0, 3t0], and then use the group
property of (Lt)t∈R. For all t ∈ R define
L˜t :
⊕
ω∈Ω
(S υ˜)′ →⊕
ω∈Ω
(S υ˜)′
by L˜t = Φ ◦ Lt ◦ S. The operator L˜t may be described via a matrix of operators(
L˜ω,ω′,t
)
ω,ω′∈Ω
, that is, we have
(5.6) L˜t (uω)ω∈Ω =
(∑
ω′∈Ω
L˜ω,ω′,tuω′
)
ω∈Ω
.
Now, if t ∈ [t0, 3t0] and t′ ∈ ]−t1, t1[, then the operator L˜ω,ω′,t+t′ for ω, ω′ ∈ Ω may
be described as
L˜ω,ω′,t+t′u (x) = ϕω ◦ κ−1ω (x) e
∫
t+t′
0
g◦φτ (κ−1ω (x))dτ
× hω′ ◦ κω′ ◦ φt+t
′ ◦ κ−1ω (x)u ◦ κω′ ◦ φt+t
′ ◦ κ−1ω (x)
= Gω,ω′,t,t′ (x) u ◦ T ω
′,ω,t
t′ (x) ,
(5.7)
where
(
T ω′,ω,tt′
)
t′∈R
is the family of diffeomorphisms associated to Fω′,ω,t by (4.1),
and
Gω,ω′,t,t′ (x) = ϕω ◦ κ−1ω (x) e
∫
t+t′
0
g◦φτ (κ−1ω (x))dτhω′ ◦ κω′ ◦ φt+t
′ ◦ κ−1ω (x)
properly extended by zero. We can then apply Proposition 4.3 to prove that
L˜ω,ω′,t+t′ is bounded from HΘ′ω ,α to HΘω ,α. Then L˜t+t′ is bounded from HΩ to
itself thanks to (5.6). Notice that if u ∈⊕ω∈Ω Sυ˜ then L˜t+t′u = Φ(Lt+t′ ◦ Su) ∈
Φ
(
H˜0
)
. Thus, since
⊕
ω∈Ω S
υ˜ is dense in HΩ, the operator L˜t+t′ sends HΩ into
Φ
(
H˜0
)
. Denote by Ψ : Φ
(
H˜0
)
→ H˜0 the inverse of the isomorphism induced by
Φ, and notice that Lt+t′ coincide on H˜ with Ψ◦L˜t+t′ ◦Φ, and is thus bounded from
H˜ to H˜0. Finally, from Proposition 4.3, we know that L˜t+t′ : HΩ → HΩ depends
continuously on t′ ∈ ]−t1, t1[ in the strong operator topology, and consequently so
does Lt+t′ : H˜ → H˜0. 
Lemma 5.5. If the real part of z is large enough then the operator∫ ∞
t0
e−ztLtdt : H˜ → H˜0
is in the Schatten class Sp for all p > d+ 1.
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Proof. Let p > d + 1. Applying Proposition 4.3 as in the proof of Lemma 5.4, we
get that for every interval I ⊆ [t0, 3t0] of length at most t1, the operator∫
I
e−ztLtdt
belongs to Sp (we used here Proposition 4.3 with k = 0). Summing, we get that∫ 2t0
t0
e−ztLtdt
belongs to Sp. Finally, notice that for all n ≥ 1, we have∫ (n+1)t0
nt0
e−ztLtdt = e−z(n−1)t0Ln−1t0
∫ 2t0
t0
e−ztLtdt
and thus the sum ∑
n≥1
∫ (n+1)t0
nt0
e−ztLtdt
converges in Sp if ℜ (z) > ln ‖Lt0‖. 
Lemma 5.6. If the real part of z is large enough, then the operator∫ +∞
t0
e−zt (t− t0)d+2 Ltdt : H˜ → H˜0
is trace class.
Proof. Let (ψk)k∈Z be a
t1
3 Z invariant smooth partition of unity on R (that is, we
have ψk = ψ0
(· − k t13 )) such that ψ0 is supported in ]− t12 , t12 [. Choose N large
enough so that Nt1 ≥ t0, and write for all k ≥ N∫
R
ψk (t) e
−zth (t)Ltdt = e−
kzt1
3 LqNt1
3
∫
R
ψ0 (t) e
−zth
(
t+ k
t1
3
)
L rt1
3 +t
dt
where h (t) = (t− t0)d+2 1[t0,+∞[ (t) and k = qN+r with q, r ∈ Z and N ≤ r < 2N
(notice that q ≥ 0). Using Proposition 4.3 as in the proof of Lemma 5.4 (with
k = d+ 2), the operator∫
R
ψ0 (t) e
−zth
(
t+ k
t1
3
)
L rt1
3 +t
dt
is trace class (for k ≥ N), and its trace class operator norm grows at most polyno-
mially in k. Thus the sum
(5.8)
∑
k∈Z
∫
R
ψk (t) e
−zth (t)Ltdt
converges in trace class operator topology if ℜ (z) is large enough (there are a
finite number of non-zero terms with k < N that are also trace class thanks to
Proposition 4.3 since h (t) vanishes for t ≤ t0). Now notice that for all t ∈ R the
sum ∑
k∈Z
ψk (t) e
−zth (t)Lt
converges in operator norm topology to e−zth (t)Lt (provided that ℜ (z) is large
enough), and the convergence is uniform in t, so that the sum (5.8) is in fact the
operator ∫ +∞
t0
e−zt (t− t0)d+2Ltdt,
which is consequently trace class. 
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We need now to compute the trace of this operator. We will deduce the global
formula for the trace from the local formula from Proposition 4.3.
Lemma 5.7. For all k ∈ Z we have
(5.9) tr
(∫
R
ψk (t) e
−zth (t)Ltdt
)
=
∑
γ
ψk (Tγ) exp
(∫
γ
g
)
h (Tγ)T
#
γ e
−zTγ
|det (I − Pγ)| ,
where the sum runs over periodic orbits γ of the flow (φt)t∈R.
Proof. If k is such that kt13 < t0 − t12 then (5.9) is immediate: both sides vanish.
Otherwise, choose an integer ℓ ≥ 0 such that kt13 − ℓt0 ∈
[
t0 − t12 , 2t0
]
(one can
for instance take ℓ to be the largest integer such that kt13 − ℓt0 ≥ t0 − t12 ) and
define t3 = max
(
t0,
kt1
3 − ℓt0
)
. This ensures that the support of ψk is contained in
ℓt0 + t3 + ]−t1, t1[ and that t3 ∈ [t0, 2t0]. For all −→ω = (ω1, . . . , ωℓ) ∈ Ωℓ define
U−→ω =
ℓ⋂
i=1
φ−it0 (Uωi) .
Then choose a refinement
(
U˜−→ω ,w
)
(−→ω ,w)∈Ωℓ×W
of (U−→ω )ω∈Ωℓ whose elements are
small enough such that, if γ is a periodic orbit of (φt)t∈R of length Tγ less than
t3 + ℓt0 + t1, and (
−→ω ,w) ∈ Ωℓ × W , then the intersection of γ with U˜−→ω ,w is an
interval (i.e. connected, while possibly empty). This can be done because there are
a finite number of such orbits. Choose a Cκ,υ partition of unity (θ−→ω ,w)(−→ω ,w)∈Ωℓ×W
adapted to the open cover
(
U˜−→ω ,w
)
(−→ω ,w)∈Ωℓ×W
of M . For t ∈ t3 + ℓt0 + ]−t1, t1[,
recall from the proof of Lemma 5.4 the operators L˜t = Φ ◦ Lt ◦ S, and L˜ω,ω′,t, for
ω, ω′ ∈ Ω, defined by the formula,
L˜ω,ω′,tu (x) = ϕω◦κ−1ω (x) e
∫
t
0
g◦φτ(κ−1ω (x))dτhω′◦κω′◦φt◦κ−1ω (x)u◦κω′◦φt◦κ−1ω (x) .
Then write L˜ω,ω′,t as a sum of operators
L˜ω,ω′,t =
∑
(−→ω ,w)∈Ωℓ×W
Aω,ω′,−→ω ,w,t
where, for −→ω = (ω0, . . . , ωℓ−1) and w ∈ W ,
Aω,ω′,−→ω ,w,tu (x) = θ−→ω ,w
(
κ−1ω (x)
) L˜ω,ω′,tu (x)
=
(
θ−→ω ,wϕω
) ◦ κ−1ω (x) e∫ t0 g◦φτ (κ−1ω (x))dτhω′ ◦ κω′ ◦ φt ◦ κ−1ω (x)
× u ◦ T ωℓ,ω′,t3t−t3−ℓt0 ◦ T
ωℓ−1,ωℓ,t0
0 ◦ · · · ◦ T ω1,ω2,t00 ◦ T ω,ω1,t00 (x) .
Consequently, we can use Proposition 4.3 to see that Aω,ω′,−→ω ,w,t : HΘω′ ,α → HΘω ,α
is bounded. By Proposition 4.3, and working as in the proof of Lemma 5.4, the
operator
(5.10)
∫
R
ψk (t) e
−zth (t) L˜tdt
is trace class, sends HΩ into Φ
(
H˜0
)
and the induced operator is conjugated to the
operator defined by (5.10) without the tilde. Consequently, using Lidskii’s trace
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theorem, we get
tr
(∫
R
ψk (t) e
−zth (t)Ltdt
)
= tr
(∫
R
ψk (t) e
−zth (t) L˜tdt
)
=
∑
ω∈Ω
tr
(∫
R
ψk (t) e
−zth (t) L˜ω,ω,tdt
)
=
∑
ω∈Ω
∑
(−→ω ,w)∈Ωℓ×W
tr
(∫
R
ψk (t) e
−zth (t)Aω,ω,−→ω ,w,tdt
)
.
Next, we fix ω and (−→ω ,w) and we shall compute
tr
(∫
R
ψk (t) e
−zth (t)Aω,ω,−→ω ,w,tdt
)
using Proposition 4.3. To do so, recall the family of cone-hyperbolic diffeomor-
phisms(
T ω,−→ωt
)
t∈R
:=
(
T ωℓ,ω′,t3t−t3−ℓt0 ◦ T
ωℓ−1,ωℓ,t0
0 ◦ · · · ◦ T ω1,ω2,t00 ◦ T ω,ω1,t00
)
t∈R
and denote by Fω,−→ω : R
d → Rd+1 the associated immersion. By Proposition 4.3,
we have
tr
(∫
R
ψk (t) e
−zth (t)Aω,ω,−→ω ,w,tdt
)
=
∑
p◦Fω,−→ω (x)=x
(
e−zTω,−→ω (x)h
(
Tω,−→ω (x)
)
ψk
(
Tω,−→ω (x)
)∣∣det (I − p ◦DxFω,−→ω )∣∣
×
∫
R
Gω,−→ω ,w,Tω,−→ω (x) (x, yd+1) dyd+1
)
,
where, as in Proposition 4.3, if x ∈ Rd, then Tω,−→ω (x) denotes the opposite of the
last coordinate of Fω,−→ω (x), and
Gω,−→ω ,w,t (x) =
(
θ−→ω ,wϕω
) ◦ κ−1ω (x) e∫ t0 g◦φτ (κ−1ω (x))dτ
hω ◦ κω ◦ φt ◦ κ−1ω (x) ,
properly extended by zero.
Now, denote by P the (finite) set of x ∈ Rd such that p ◦ Fω,−→ω (x) = x and
D (x) :=
e−zTω,−→ω (x)h
(
Tω,−→ω (x)
)
ψk
(
Tω,−→ω (x)
)∣∣det (I − p ◦DxFω,−→ω )∣∣
×
∫
R
Gω,−→ω ,w,Tω,−→ω (x) (x, yd+1) dyd+1 6= 0,
and by Q the (finite) set of periodic orbits γ for (φt)t∈R such that
E (γ) :=
e−zTγh (Tγ)ψk (Tγ)
|det (I − Pγ)| e
∫
γ
g
∫
γ#
Θ−→ω ,wϕω 6= 0.
We will construct a bijection x 7→ γ (x) between P and Q such that, for all x ∈ P ,
we have D (x) = E (γ (x)). This will immediately imply that
tr
(∫
R
ψk (t) e
−zth (t)Aω,ω,−→ω ,w,tdt
)
=
∑
γ
e−zTγh (Tγ)ψk (Tγ)
|det (I − Pγ)| e
∫
γ
g
∫
γ#
Θ−→ω ,wϕω
and we can then end the proof by summing over ω ∈ Ω and (−→ω ,w) ∈ Ωℓ ×W .
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Let x ∈ P . Since D (x) 6= 0, there is y˜d+1 ∈ R such that Gω,−→ω ,w,Tω,−→ω (x) (x, y˜d+1)
is non-zero. Set z = (x, y˜d+1), and notice that z ∈ Vω, so that κ−1ω (z) make
sense. Moreover, since Gω,−→ω ,w,Tω,−→ω (x) (z) 6= 0, we must have φit0 (z) ∈ Uωi for
i ∈ {1, . . . , ℓ}, and φTω,−→ω (x) (z) ∈ Uω. In addition, since ψk
(
Tω,−→ω (x)
) 6= 0, we
know that Tω,−→ω (x) ∈ t3 + ℓto + ]−t1, t1[, and thus Lemma 5.1 ensures that
κω ◦ φTω,−→ω (x) ◦ κ−1ω (z) = T ωℓ,ω
′,t3
t−t3−ℓt0
◦ T ωℓ−1,ωℓ,t00 ◦ · · · ◦ T ω1,ω2,t00 ◦ T ω,ω1,t00 (z)
= T ω,−→ω
Tω,−→ω (x)
(z) = Fω,−→ω (x) + Tω,−→ω (x) ed+1 + y˜d+1ed+1
= p ◦ Fω,−→ω (x) − Tω,−→ω (x) ed+1 + Tω,−→ω (x) ed+1 + y˜d+1ed+1
= z.
Consequently, there is a periodic orbit γ (x) of length Tγ(x) = Tω,−→ω (x) for (φ
t)t∈R
passing through the point κ−1ω (z). Notice that, while the point κ
−1
ω (z) depends on
the choice of y˜d+1, the orbit γ (x) does not (another choice of y˜d+1 would only change
κ−1ω (z) into another point of the orbit γ (x)). The map Dκ−1ω (z)φ
Tγ(x) is conjugated
via Dκ−1ω (z)κω to DzT
ω,−→ω
Tω,−→ω (x)
. However, in a base adapted to the decomposition of
the tangent space into the stable and unstable directions and the direction of the
flow, the matrix of the map Dκ−1ω (z)φ
Tγ(x) is[ Pγ(x) 0
0 1
]
,
while the matrix of DzT ω,
−→ω
Tω,−→ω (x)
in the canonical basis of Rd+1 is of the form[
p ◦DxFω,−→ω 0
∗ 1
]
.
Thus, the linear maps Pγ(x) and p◦DxFω,−→ω have the same spectrum, which implies
that det
(
I − Pγ(x)
)
= det
(
I −DxFω,−→ω
)
. Denote by Ix the set of yd+1 ∈ R such
that Gω,−→ω ,w,Tω,−→ω (x) (x, yd+1) 6= 0. Then for all yd+1 ∈ Ix, we have
e
∫ Tω,−→ω (x)
0 g◦φ
τ(κ−1ω (x,yd+1))dτ = exp
(∫
γ(x)
g
)
.
Moreover, the map Ix ∋ yd+1 → κ−1ω (x, yd+1) = φyd+1−y˜d+1
(
κ−1ω (z)
)
is injective
(the length of Ix is at most 2t1, and there is no periodic orbit of (φ
t)t∈R of length less
than 3t1), and its image is γ ∩ U˜−→ω ,w (thanks to our assumption on the refinement),
so that a change of variable gives∫
R
Gω,−→ω ,w,Tω,−→ω (x) (x, yd+1) dyd+1 = exp
(∫
γ(x)
g
)∫
γ#(x)
θ−→ω ϕω,
and thus we have E (γ (x)) = D (x) 6= 0, in particular γ ∈ Q. It remains to prove
that P ∋ x 7→ γ (x) ∈ Q is a bijection.
If x ∈ P then the intersection of γ (x) with U˜−→ω ,w is an interval, and thus
κω
(
γ (x) ∩ U˜−→ω ,w
)
is contained in a line perpendicular to Rd × {0} (recall that
κω is a flow box) and this line projects on x ∈ Rd. Thus γ (x) determines x and
consequently the map x 7→ γ (x) is injective.
Reciprocally, if γ ∈ Q then γ must intersect U˜−→ω ,w on a non-empty interval
that is sent by κω into a line perpendicular to R
d × {0}, that projects on a point
x ∈ Rd. Choose yd+1 ∈ R such that (x, yd+1) is the image by κω of some point
z˜ ∈ γ such that θ−→ω ,w (z˜)ϕω (z˜) 6= 0. Working as in the other case, we see that
T ω,−→ωTγ (x, yd+1) = (x, yd+1), and thus p ◦ Fω,−→ω (x) = x and Tγ = Tω,−→ω (x). The
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same calculation as above implies that D (x) = E (γ) 6= 0, so that x ∈ P . Finally,
it is clear that γ = γ (x) from the construction of γ (x): these two periodic orbits
pass through the point z˜. Thus, the map x 7→ γ (x) is surjective, and the proof is
over. 
Lemma 5.8. The sum
(5.11)
∑
γ
e−zTγh (Tγ)T
#
γ
|det (I − Pγ)| e
∫
γ
g
converges absolutely and
tr
(∫ +∞
t0
e−zt (t− t0)d+2 Ltdt
)
=
∑
γ
e−zTγh (Tγ)T
#
γ
|det (I − Pγ)| e
∫
γ
g.
Proof. First, use Lemma 5.7 and (the proof) of Lemma 5.6, with g replaced by
‖ℜ (g)‖∞ and z replaced by ℜ (z), to get that∑
k∈Z
∑
γ
ψk (Tγ) exp (Tγ ‖ℜ (g)‖∞)
h (Tγ)T
#
γ e
−ℜ(z)Tγ
|det (I − Pγ)| < +∞.
We can then use the Fubini–Tonelli and monotone convergence theorems to get
that ∑
k∈Z
∑
γ
ψk (Tγ) exp (Tγ ‖ℜ (g)‖∞)
h (Tγ)T
#
γ e
−ℜ(z)Tγ
|det (I − Pγ)|
=
∑
γ
∑
k∈Z
ψk (Tγ) exp (Tγ ‖ℜ (g)‖∞)
h (Tγ)T
#
γ e
−ℜ(z)Tγ
|det (I − Pγ)|
=
∑
γ
exp (Tγ ‖ℜ (g)‖∞)
h (Tγ)T
#
γ e
−ℜ(z)Tγ
|det (I − Pγ)| < +∞.
This proves that the sum (5.11) converges and provides integrability and domination
which allow us to apply Fubini’s theorem and the dominated convergence theorem
to get
tr
(∫ +∞
t0
(t− t0)d+2Ltdt
)
=
∑
k∈Z
tr
(∫ +∞
t0
ψk (t) e
−zt (t− t0)d+2 Ltdt
)
=
∑
k∈Z
∑
γ
ψk (Tγ) exp
(∫
γ
g
)
h (Tγ)T
#
γ e
−zTγ
|det (I − Pγ)|
=
∑
γ
∑
k∈Z
ψk (Tγ) exp
(∫
γ
g
)
h (Tγ)T
#
γ e
−zTγ
|det (I − Pγ)|
=
∑
γ
exp
(∫
γ
g
)
h (Tγ)T
#
γ e
−zTγ
|det (I − Pγ)| .

Arguing that the proof of (v) is similar (in fact a bit easier), Proposition 5.3 is
proved. We end this section with the proof of two merely technical lemmas that
will be useful in the following section to construct and study the anisotropic Hilbert
spaces from Theorem 1.7.
Lemma 5.9. For all u ∈ Dυ˜ (M)′ the map R ∋ t 7→ ‖Ltu‖H˜ is measurable (with
the convention that ‖u‖H˜ =∞ if u /∈ H˜).
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Proof. Let us prove first that the map Dυ˜ (M)′ ∋ u 7→ ‖u‖H˜ is measurable. Since
the inclusion of H˜ in Dυ˜ (M)′ is continuous (hence measurable) and ‖·‖H˜ is con-
tinuous on H˜, we only need to check that H˜ is a measurable subset of Dυ˜ (M)′.
Keeping track of the different steps in the definition of H˜, we see that it’s enough
to prove that L2loc is a measurable subset of
(S υ˜)′, which is clear with the following
characterization of L2loc:
L2loc =
{
u ∈ (S υ˜)′ : ∀ compact K ⊆ Rd+1, ∃C > 0,
∀ϕ ∈ S υ˜ supported in K, |〈u, ϕ〉| ≤ C ‖ϕ‖2
}
.
Finally, recall that, if u ∈ Dυ˜ (M)′, the map R ∋ t 7→ Ltu ∈ Dυ˜ (M)′ is measur-
able (and even C∞) according to Lemma 2.3 to end the proof. 
Lemma 5.10. There is a continuous semi-norm N on C∞,υ˜ (M) such that for all
u ∈ C∞,υ˜ (M) and t ∈ [−t0, t0] we have
‖Ltu‖H˜ ≤ N (u) .
The same is true replacing Lt by (L−t)∗ and C∞,υ˜ (M) by Dυ˜ (M).
Proof. Since the inclusion of C∞,υ˜ (M) in H˜ is continuous and (Lt)t∈R is a group,
we only need to prove that there is ǫ > 0 such that for every continuous semi-norm
N1 on C∞,υ˜ (M) there is a continuous semi-norm N2 on C∞,υ˜ (M) such that for all
u ∈ C∞,υ˜ (M), and t ∈ [−ǫ, ǫ] we have
(5.12) N1 (Ltu) ≤ N2 (u) .
In fact, we only need to achieve (5.12) for N1 of the form ‖·‖κω,ϕω,κ,ν˜ for ω ∈ Ω
and κ ∈ R∗+ (because these semi-norms generate the topology of C∞,υ˜ (M)). But
then, it becomes clear that (5.12) can be achieved, since the κω are flow boxes. The
proof for the adjoint is similar. 
6. Global space: second step
Given the spaces H˜ and H˜0 and Proposition 5.3 from the previous section, the
proofs of Theorem 1.7, Proposition 1.9, and Proposition 1.10 are now reduced
to functional analysis. As far as Theorem 1.7 is concerned, (i) is contained in
Lemma 6.2, (ii) is in Lemma 6.3, (iii) is a consequence of Lemma 6.3 and Lemma 2.4,
(iv) follows from Lemmas 6.7, C.1 and A.4 and (v) is a consequence of Lemma 6.5
and Remark 6.8 (with 2t0 instead of t0). For the proof of Proposition 1.10 see
Remark 6.6. We end the section with the proof of Proposition 1.9. First of all, we
define the space H.
Definition 6.1. Thanks to Lemma 5.9, we may define for all u ∈ Dυ˜ (M)′
(6.1) ‖u‖2H =
∫ t0
0
‖Ltu‖2H˜ dt
and define the space
Ĥ =
{
u ∈ Dυ˜ (M)′ : ‖u‖2H <∞
}
endowed with the norm ‖·‖H. Let H = Ĥ0 be the closure of C∞,υ˜ (M) in Ĥ (for
some υ˜ ∈
]
υ, 11−α
[
, where α has been defined in §5).
GLOBAL TRACE FORMULA FOR ULTRA-DIFFERENTIABLE ANOSOV FLOWS 43
Lemma 6.2. H and Ĥ are separable Hilbert spaces. The inclusion of H and Ĥ in
Dυ˜ (M)′ are continuous, and C∞,υ˜ is contained in H, and Ĥ and the inclusion is
continuous.
Proof. We only need to prove the lemma for Ĥ (the statements for H = Ĥ0 imme-
diately follow). Notice that the map
(6.2)
Ĥ → L2
(
[0, t0] , H˜
)
u 7→ (Ltu)0≤t≤t0
is an isometry. To show that Ĥ is a separable Hilbert space, we only need to prove
that the image of the map (6.2) is closed . Let (un)n∈N be a sequence in Ĥ such
that the sequence
(
(Ltun)0≤t≤t0
)
n∈N
converges to (v (t))0≤t≤t0 in L
2
(
[0, t0] , H˜
)
.
Then there is a subset A of N and a Borel subset B of full measure in [0, t0] such
that, for all t ∈ B, the sequence (Ltun)n∈A converges to v (t) in H˜ (in particular,
it converges in Dυ˜ (M)′). Choose t′ ∈ B and set u = L−t′v (t′) ∈ Dγ (M). Then
for all t ∈ B and n ∈ A, we have
Ltun = Lt−t′ (L′tun) .
Letting n tend to infinity, we have
v (t) = Lt−t′v (t′) = Lt (L−t′v (t′)) = Ltu.
Since v ∈ L2
(
[0, t0] , H˜
)
, this implies that u ∈ Ĥ, and thus the image of Ĥ under
the map (6.2) is closed, so that Ĥ is a continuous Banach space.
To prove that the inclusion of Ĥ in Dυ˜ (M)′ is continuous, just notice that if
ϕ ∈ C∞,υ˜ (M) then
〈u, φ〉 = 1
t0
∫ t0
0
〈Ltu, (L−t)∗ ϕ〉dt,
and use Lemma 5.10. The continuous inclusion of C∞,υ˜ (M) in Ĥ is an immediate
consequence of Lemma 5.10. 
We now prove that H has the property that H˜0 missed: the operator Lt for t ≥ 0
is bounded from H to itself.
Lemma 6.3. For all t ≥ 0, the operator Lt is bounded from H to itself. Moreover,
(Lt)t≥0 is a strongly continuous semi-group of operators on H.
Proof. If u ∈ H˜ and t ≥ t0 then we have
‖Ltu‖2H ≤
∫ t0
0
‖LτLtu‖2H˜ dτ ≤
∫ t0
0
‖LtLτu‖2H˜ dτ ≤ ‖Lt‖2H˜→H˜ ‖u‖2H .
If 0 ≤ t ≤ t0 then we have
‖Ltu‖2H ≤
∫ t
0
‖Lt0Lτu‖2H˜ dτ +
∫ t0
t
‖Lτu‖2H˜ dτ
≤
(
1 + ‖Lt0‖2H˜→H˜
)
‖u‖2H .
Thus Lt is bounded from H˜ to itself, but since Lt sends C∞,υ˜ (M) into C∞,υ˜ (M)
(and thus into H), the operator Lt induces a bounded operator Lt : H → H. Since
(Lt)t≥0 is locally uniformly bounded and (Ltu)t≥0 depends continuously on t as
an element of H when u ∈ C∞,υ˜ (M) (see Lemma 2.3), the semi-group (Lt)t≥0 is
strongly continous. 
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Notice that the generator of the semi-group (Lt)t≥0 isX , according to Lemma 2.4.
We prove now a lemma that allows us to go from H to H˜0 and back, in order to
prove that the properties that we stated for H˜0 in Proposition 5.3 may be extended
to H.
Lemma 6.4. For all t ≥ t0 the operator Lt is bounded from H˜0 to H. If z ∈ C is
such that ℜ (z) is large enough then (z −X)−1 is bounded from H to H˜0.
Proof. Let u ∈ H˜ then
‖Ltu‖2H ≤ sup
τ∈[t,t+t0]
‖Lt‖2H˜→H˜ ‖u‖2H˜ .
Thus Lt is bounded from H˜ to Ĥ. Since it sends C∞,υ˜ (M) into itself, Lt sends H˜0
into H.
Now, recall that if ℜ (z) is large enough and u ∈ H then
(z −X)−1 u =
∫ +∞
0
e−ztLtudt.
But recall that the norm of u in H is the norm of (Ltu)0≤t≤t0 in L2
(
[0, t0] , H˜
)
.
Thus, for all n ∈ N the norm of (Ltu)nt0≤t≤(n+1)t0 is smaller than ‖Lt0‖
n
H→H ‖u‖H.
Thus if ℜ (z) > ln (‖Lt0‖H→H), then, by Cauchy-Schwarz, there is a constant C > 0
such that the L1 norm of t 7→ e−ztLtu is smaller than C ‖u‖H→H. Thus (z −X)−1
is bounded from H to H˜, and in fact it sends H in H˜0 since it preserves C∞,υ˜. 
We can now give the proof of the most interesting property of the Hilbert space
H˜.
Lemma 6.5. Let h be a C∞ function supported on a compact subset of [2t0,+∞[.
Then the operator
(6.3)
∫ +∞
0
h (t)Ltdt : H → H
is trace class and
tr
(∫ +∞
0
h (t)Ltdt
)
=
∑
γ
h (Tγ)T
#
γ
|det (I − Pγ)| exp
(∫
γ
g
)
.
Proof. Define the function h˜ on R∗+ by
h˜ (t) = zh (t+ t0) + h
′ (t+ t0) ,
and notice that h˜ is supported in [t0,+∞[ and that for all t ∈ R∗+ we have
h (t+ t0) = e
−zt
∫ t
0
e−zτ h˜ (τ) dτ.
Using Proposition 5.3, the operator∫ +∞
t0
h˜ (t)Ltdt : H˜0 → H˜0
is trace class, and consequently so is∫ +∞
0
h (t)Ltdt = Lt0 ◦
∫ +∞
t0
h˜ (t)Ltdt ◦ (z −X)−1 : H → H
thanks to Lemma 6.4. Now, using Lemma A.2 as in the proof of Lemma A.4, the
operator ∫ ∞
t0
h (t)Ltdt
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has the same non-zero spectrum when acting on H or on H˜0 and thus, by Lidskii’s
trace theorem, the same trace. This ends the proof with Proposition 5.3. 
Remark 6.6. The proof of Lemma 6.5 is the only place where we need that υ < 2
(to apply the last point of Proposition 5.3). Consequently, if υ ≥ 2, our analysis
gives Proposition 1.10 (which does not contain a claim on the trace). Recall that
Appendix F contains a discussion of the condition υ < 2.
With a similar proof as for Lemma 6.5, we have:
Lemma 6.7. The operator
L2t0 (z −X)−2 : H → H
is compact (in fact, in the Schatten class Sp for all p > d+ 1). Also the operator
L2t0 (z −X)−(d+3)
is trace class.
Remark 6.8. Lemma 6.7 implies, with Lemma C.1 and Lemma A.4, that the
spectrum of X acting on H coincides with the Ruelle spectrum of X . Thus, using
functional calculus in finite dimension (as we do for instance at the end of the proof
of Lemma C.1 in Appendix C), we get that the spectrum of the operator (6.3) is
made of the L (h) (−λ) where L (h) is the Laplace transform of h and λ runs over
the Ruelle spectrum of X . This ends the proof of (v) in Theorem 1.7 (and the proof
of Theorem 1.7 as well, with previous lemmas).
Remark 6.9. As pointed out after the statement of Theorem 1.7, the point (v) of
Theorem 1.7 proves trace formula (1.4) which was stated as an equality between
distributions on R∗+. However, it is clear from the proof that the equality infact
holds in the dual of the space of compactly supported Cd+2 functions on R∗+ whose
d + 2th derivative has bounded variation. In fact, using the same trick as in the
proof of Proposition 1.9, we see that trace formula holds in the dual of the space of
compactly supported Cd+1 functions on R∗+ whose d+ 1th derivative has bounded
variations.
Finally, we end this section with the proof of Proposition 1.9.
Proof of Proposition 1.9. First of all, we need to prove that, if ℜ (z) is large enough,
the essential spectral radius (see Definition A.2 in Appendix A) of the operator
(6.4) Lt0 (z −X)−1 =
∫ +∞
t0
e−z(t−t0)Ltdt
acting onH is zero. Using [21, Problem 6.16 p.177], we see that the essential spectral
radius of (z −X)−1 is zero (since the spectrum of X is made of isolated eigenvalues
of finite multiplicity). Then if r > 0 is such that (zX)
−1
has no eigenvalue of
modulus r we may define the spectral projection
πr =
1
2iπ
∫
∂D(0,r)
(
w − (z −X)−1
)−1
dw,
and I − πr has finite rank and the spectral radius of (z −X)−1 πr is less than r.
Since Lt0 commutes with (z −X)−1, it also commutes with πr and thus the spectral
radius of Lt0 (z −X)−1 πr is less than ‖Lt0‖ r. Then writing
(6.5) Lt0 (z −X)−1 = Lt0 (z −X)−1 πr + Lt0 (z −X)−1 (1− πr)
and using Hennion’s theorem [18, Corollaire 1] (notice that the second term of the
right-hand side of (6.5) has finite rank), we see that the essential spectral radius of
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Lt0 (z −X)−1 is less than ‖Lt0‖ r. Since r > 0 may be chosen arbitrarily small, the
essential spectral radius of Lt0 (z −X)−1 is zero. Consequently, using functional
calculus in finite dimension as in the end of the proof of Lemma C.1 in Appendix
C, we may prove that the spectrum of Lt0 (z −X)−1 is made of the e
t0λ
z−λ when λ
runs over the Ruelle spectrum of X .
On the other hand, according to Proposition 5.3, the right-hand side of (6.4)
defines an operator on H˜0 which is in the Schatten class Sp for any p > d + 1
(in particular it is compact and has essential spectral radius zero). We may use
Lemma A.2 as in the proof of Lemma A.4 to get that the spectrum of this operator is
the same as the spectrum of the operator (6.4) acting on H, that we just described.
Consequently, for all p > d+ 1, since the operator acting on H˜0 is in the Schatten
class Sp, its spectrum is in ℓ
p (see [16, Corollary 3.4 p.54]), so that∑
λ resonances of X
∣∣∣∣ eλt0z − λ
∣∣∣∣p .
Since t0 > 0 is arbitrary, Proposition 1.9 follows. 
Appendix
Appendix A. Ruelle resonances are intrinsic
As pointed out before, the Banach spaces B that appear in Theorem 1.2 are
highly non-canonical. To prove that Ruelle resonances do not depend on the choice
of these spaces, there is a classical argument based on the investigation of a mero-
morphic continuation of the resolvent of X as an operator from C∞ (M) to D′ (M).
To deal with spaces that are not intermediary between C∞ (M) and D′ (M), it is
easier to use an approach based on the following Lemma A.2, whose proof may be
found in [3, Lemma A.3] or [5, Lemma A.1]. Recall first the following definition.
Definition A.1 (Isolated eigenvalue of finite multiplicity and essential spectral
radius). If B is a Banach space, X an a priori unbounded operator on X and λ ∈ C
we say that λ is an isolated eigenvalue of finite multiplicity for X . If λ ∈ σ (X), λ
is isolated in σ (X) and the rank of the spectral projector
πλ =
1
2iπ
∫
∂D(λ,r)
(z −X)−1 dz,
where r is any small enough positive real number so that σ (X)∩D (λ, r) = {λ}, is
finite (this rank is by definition the algebraic multiplicity of λ).
Now, if X is bounded we define the essential spectral radius of X as the infimum
of ρ > 0 such that the intersection of σ (X) with {z ∈ C : |z| > ρ} contains only
eigenvalues of finite multiplicity.
Lemma A.2. Let B be a Hausdorff topological vector space. Let B1 and B2 be
Banach spaces continuously included in B. Let L : B → B be a continous linear
map that preserves B1 and B2. Assume that the maps induced by L on B1 and B2
are bounded operators whose essential spectral radius is smaller than some num-
ber ρ > 0. Then the eigenvalues in {z ∈ C : |z| > ρ} coincide. Furthermore, the
corresponding generalized eigenspaces coincide and are contained in B1 ∩ B2.
Applying Lemma A.2 to the resolvent of X , we may prove the two following lem-
mas. Lemma A.3 asserts that Ruelle resonances are well-defined, while Lemma A.4
ensures that the spectrum of X acting on the space H given by Theorem 1.7 coin-
cides with the Ruelle spectrum (recall Definition 1.3). The proofs of Lemmas A.3
and A.4 are very similar and consequently we will only prove Lemma A.4, in order
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to show that there are no particular difficulties when working with unusual classes
of regularity.
Lemma A.3. Let B and B˜ be two Banach spaces satisfying the conclusions of
Theorem 1.2 (for some A > 0). Then the intersections of {z ∈ C : ℜ (z) > −A}
with the spectrum of X acting on B and B˜ coincide.
Lemma A.4. Assume that M , the flow (φt)t∈R, and g are Cκ,υ for some κ > 0
and υ > 1. Let B be a Banach space such that for some υ˜ > υ we have:
(i) C∞,υ˜ (M) ⊆ B ⊆ Dυ˜ (M)′, all the inclusions being continuous, the first one
having dense image;
(ii) for all t ∈ R+, the operator Lt defined by (1.2) is bounded from B to itself;
(iii) (Lt)t≥0 forms a strongly continuous semi-group of operator acting on B,
whose generator is X;
(iv) the intersection of the spectrum of X acting on B with {z ∈ C : ℜ (z) > −A}
is made of isolated eigenvalues of finite multiplicity.
Then the intersection of {z ∈ C : ℜ (z) > −A} with the spectrum of X acting on
B is the intersection of {z ∈ C : ℜ (z) > −A} with the Ruelle spectrum of X from
Definition 1.3.
Proof. Apply Theorem 1.2 (with the same value of A) to get a Banach space B˜ such
that in particular the intersection of {z ∈ C : ℜ (z) > −A} with the spectrum of X
acting on B˜ coincides with the intersection of {z ∈ C : ℜ (z) > −A} with the Ruelle
spectrum of X (by definition of the Ruelle spectrum). Now choose a real number
z0 large enough so that the resolvent (z0 −X)−1 is well-defined both on B and
B˜. Notice that the resolvents of X acting on B and B˜ coincide on the intersection
B∩ B˜. Indeed, if u ∈ B∩ B˜ then (z0 −X)−1 is defined as an element of Dυ˜ (M)′ by
∀µ ∈ Dυ˜ (M) :
〈
(z0 −X)−1 u, µ
〉
=
∫ +∞
0
e−z0t 〈Ltu, µ〉 .
Thus we may extend (z0 −X)−1 to B + B˜ by setting that (z0 −X)−1 u is equal
to (z0 −X)−1 v + (z0 −X)−1 w, if u = v + w with v ∈ B and w ∈ B˜ (it does not
depend on the choice of v and w). Furthermore, this extension is continuous when
B + B˜ is endowed with the norm ‖·‖B+B˜ defined by
∀u ∈ B + B˜ : ‖u‖B+B˜ = infu=v+w
v∈B,w∈B˜
‖v‖B + ‖w‖B˜ .
Let A′ < A and R > 0, provided that z0 is large enough we have
(A.1)
1√
(z0 +A′)
2 +R2
≥ 1
z0 +A
.
The map λ 7→ (z0 − λ)−1 induces a bijection between the spectrum ofX acting on B
and the spectrum of (z0 −X)−1 acting on B, but it also sends {z ∈ C : ℜ (z) > −A}
into the disc of center 0 and radius 1
z0+A
. Consequently, the essential spectral radius
of (z0 −X)−1 acting on B is less than 1z0+A . The same is true for the same reason
replacing B by B˜. Thus we may apply Lemma A.2 (with ρ = 1
z0+A
and B1,B2
and B being respectively B, B˜ and B + B˜) to see that the spectrum of (z0 −X)−1
outside of the disc of center 0 and radius 1
z0+A
is the same on B and on B˜. But
the map λ 7→ (z0 − λ)−1 sends {z ∈ C : ℜ (z) ≥ A′ and ℑ (z) ≤ R} outside of the
disc of center 0 and radius 1
z0+A
(see (A.1)). Consequently, the intersection of
{z ∈ C : ℜ (z) ≥ A′ and ℑ (z) ≤ R} with the spectrum of X acting on B coincides
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with the intersection of {z ∈ C : ℜ (z) ≥ A′ and ℑ (z) ≤ R} with the set of Ruelle
resonances of X . Since R > 0 and A′ < A are arbitrary, the lemma is proven. 
Appendix B. Proofs of Lemmas 2.3 and 2.4
Proof of Lemma 2.3. We only need to prove the first point: the same argument
with C∞,υ˜ (M) replaced by Dυ˜ (M), and Lt and X replaced by their formal adjoints
gives the second point.
Using the group property of (Lt)t∈R, we only need to prove differentiability at
t = 0. Since the multiplication C∞,υ˜ (M) × C∞,υ˜ (M) → C∞,υ˜ (M) is continuous,
we may assume g = 0. Then we may coverM by flow boxes, and thus we only need
to show that if u ∈ S υ˜ is supported in a compact subset K od Rd+1 then
(B.1)
u (·+ ted+1)− u
t
→
t→0
∂xd+1u in S υ˜,
where ed+1 denotes the last vector of the canonical basis of R
d+1. Up to enlarging
K we may assume that for all t ∈ [−1, 1] the function u (·+ ted+1) is supported in
K. Then if x ∈ K, α ∈ Nd+1, and t ∈ [−1, 1] we have with Taylor’s formula (for
any κ′′ > 0):∣∣∣∣∣∂αu
(
x+ ted+1
)− ∂αu (x)
t
− ∂α∂xd+1u (x)
∣∣∣∣∣
=
∣∣∣∣∣∂αu
(
x+ ted+1
)− ∂αu (x)
t
− ∂xd+1∂αu (x)
∣∣∣∣∣
≤
∥∥∥∂2xd+1∂αu∥∥∥∞
2
|t| ≤ |t|
2
‖u‖κ′′,υ˜ exp
(
(|α|+ 2)υ˜
κ′′
)
.
Thus if κ′, κ′′ > 0 and for R > 0 depending only onK, we have for all x ∈ Rd+1, α ∈
Nd+1 and m ∈ N:
(1 + |x|)m
∣∣∣∣∣∂αu
(
x+ ted+1
)− ∂αu (x)
t
− ∂α∂xd+1u (x)
∣∣∣∣∣ exp
(
− (m+ |α|)
υ˜
κ′
)
≤ |t|
2
‖u‖κ′′,υ˜ Rm exp
(
(|α|+ 2)υ˜
κ′′
− (m+ |α|)
υ˜
κ′
)
.
Thus if κ′ > 0 and κ′′ > κ′, then there is a constant C > 0 (that only depends on
K, υ˜, κ′, and κ′′) such that for all t ∈ [−1, 1] we have∥∥∥∥u (·+ ted+1)− ut − ∂xd+1u
∥∥∥∥
κ′,υ˜
≤ C |t| ‖u‖κ′′,υ˜ ,
which implies (B.1) and thus ends the proof of the lemma. 
Proof of Lemma 2.4. Denote for now the generator of (Lt)t≥0 by X˜. Let u ∈ B be
in the domain of X˜, then the map R+ ∋ t 7→ Ltu ∈ B is differentiable at 0 and its
derivative at 0 is X˜u (by definition of X˜). Since B ⊆ Dυ˜ (M) is continuous, the
same is true for the map R+ ∋ t 7→ Ltu ∈ Dυ˜ (M)′, whose derivative at 0 is Xu
according to Lemma 2.3. Thus X˜u = Xu ∈ B.
Reciprocally, if u ∈ B is such that Xu ∈ B, then we may define a C1 map
c : R+ → B by c (t) = u +
∫ t
0
LτXudτ for all t ∈ R+. Notice that c′ (0) = Xu.
Since B ⊆ Dυ˜ (M) is continuous, the map C1 is still C1 when seen as a map from
R+ to Dυ˜ (M) and we have c (0) = u and c′ (t) = LtXu for all t ∈ R+, so that
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c (t) = Ltu for all t ∈ R+, using Lemma 2.3. This proves that u belongs to the
domain of X˜. 
Appendix C. A lemma from functional analysis
As explained in §1, a crucial idea in our approach is to study the shifted resolvent
Lt0 (z −X)−1 instead of the resolvent (z −X)−1 itself. Consequently, we need a
lemma to get information on the spectrum of X from compactness of the shifted
resolvent. We will use the following lemma.
Lemma C.1. Let (B, ‖·‖) be a Banach space. Let (Lt)t≥0 be a strongly continous
semi-group of operator on B. Denote by X its generator and write11
ω = lim
t→+∞
ln ‖Lt‖
t
.
Assume that there is z0 ∈ C, t0 > 0, and an integer n ≥ 2 such that ℜ (z0) > ω and
the operator Lt0 (z0 −X)−n is compact. Then the spectrum of X is made of isolated
eigenvalues with finite multiplicity. Moreover, for all µ ∈ C the multiplicity of µ as
an element of the spectrum of Lt0 (z0 −X)−n is exactly the sum of the multiplicities
as elements of the spectrum of X of the λ ∈ C \ {z0} such that eλt0(z0−λ)n = µ.
To prove Lemma C.1, we will need a first sub-lemma.
Lemma C.2. Let B be a Banach space and let f : R+ → B be a C2 function such
that there are a ∈ R+ and M > 0 such that, for all t ∈ R+, we have ‖f (t)‖ ≤Meat,
‖f ′ (t)‖ ≤Meat, and ‖f ′′ (t)‖ ≤Meat. Then for all x > a we have∫ ∞
0
e−tx
sin (Rt)
t
f (t) dt →
R→+∞
π
2
f (0) .
Proof. Writing∫ ∞
0
e−tx
sin (Rt)
t
f (t) dt
=
∫ ∞
0
e−tx
sin (Rt)
t
(f (t)− f (0)) dt+ f (0)
(π
2
− arctan
( x
R
))
,
we reduce to the case where f (0) = 0. Then we write g (t) = f(t)
t
=
∫ 1
0
f ′ (tu) du
and we see that for some M˜ > 0 we have ‖g (t)‖ ≤ M˜eat and ‖g′ (t)‖ ≤ M˜eat.
Consequently, we can integrate by parts and see that∫ ∞
0
e−tx
sin (Rt)
t
f (t) dt =
∫ ∞
0
e−tx sin (Rt) g (t) dt
=
[
e−txg (t)
− cos (Rt)
R
]∞
0
+
1
R
∫ ∞
0
e−tx cos (Rt) (g′ (t)− xg (t)) dt
=
g (0)
R
+
1
R
∫ ∞
0
e−tx cos (Rt) (g′ (t)− xg (t)) dt →
R→+∞
0.

We can now start the proof of Lemma C.1. The first thing to do is to prove
that X has discrete spectrum. To do so letting f : ζ → et0ζ(z0−ζ)n be defined on
C \ {z0}, we shall see that the image of the spectrum of X by f is contained in the
spectrum of Lt0 (z0 −X)−n, which is discrete. Thus, σ (X) will be discrete since f
is holomorphic and non-constant.
11The limit exists and is finite by submultiplicativity.
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Let z ∈ C be such that ℜ (z) ≤ ω (if ℜ (z) > ω, we already know that z does not
belong to the spectrum of X). Choose x ∈ R such that ω < x < ℜ (z0), and for all
R > 0 denote by IR the segment from x− iR to x+ iR and define the operator
AR =
1
2iπ
∫
IR
g (ζ) (ζ −X)−1 dζ
where g (ζ) = f(z)−f(ζ)
z−ζ . Notice that g (ζ) (ζ −X)
−1
is dominated by 1
1+|ζ|2
on the
vertical line of abscissa x. Consequently, there is an operator A : B → B such that
AR →
R→+∞
A in norm operator topology.
Let D denote the domain of X and recall that we can define a norm on D by
‖u‖D = ‖u‖+ ‖Xu‖ .
Since X is closed, D equipped with this norm is a Banach space. It is easily verified
that if ζ is in the resolvent set of X then (ζ −X)−1 is bounded from B to D (and
the dependence on ζ of (ζ −X)−1 as an operator from B to D is analytic). Thus,
for all R > 0 the range of AR is contained in D.
We can now prove a second sub-lemma.
Lemma C.3. (i) If u ∈ D then Au ∈ D and
(z −X)Au = A (z −X)u =
(
f (z)− Lt0 (z0 −X)−n
)
u
(ii) If u ∈ B then Au ∈ D and
(z −X)Au =
(
f (z)− Lt0 (z0 −X)−n
)
u
Proof. Let u be in the domain of X2, then
(z −X)ARu = AR (z −X)u
=
1
2iπ
∫
IR
(f (z)− f (ζ)) (ζ −X)−1 udζ +
(
1
2iπ
∫
IR
g (ζ) dζ
)
u.
We will deal first with the term
1
2iπ
∫
IR
g (ζ) dζ =
f (z)
2iπ
∫
IR
dζ
(z − ζ) −
1
2iπ
∫
IR
f (ζ)
z − ζ dζ.
Notice that (we can use Fubini’s theorem since for ζ ∈ IR we have ℜ (ζ − z) =
x−ℜ (z) > ω −ℜ (z) > 0)
1
2iπ
∫
IR
dζ
(z − ζ) =
−1
2iπ
∫
IR
∫ ∞
0
e−t(ζ−z)dtdζ
=
−1
2π
∫ ∞
0
et(z−x)
∫ R
−R
e−itydydt
=
−1
2π
∫ ∞
0
e−t(x−z)
e−itR − eitR
−it dt
=
−1
π
∫ ∞
0
e−tx
sin (Rt)
t
etzdt →
R→+∞
−1
2
,
(C.1)
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where we used Lemma C.2 with ”f (t) = etz”. Then notice that if R > 0 and
M > 0 are large enough then
1
2iπ
∫
IR
f (ζ)
z − ζ dζ = −
etz
(z0 − z)n
+
1
2iπ
∫
[x+iR,x+IR−M ]
f (ζ)
z − ζ dζ −
1
2iπ
∫
IR−M
f (ζ)
z − ζ dζ
+
1
2iπ
∫
[x−iR−M,x+−iR]
f (ζ)
z − ζ dζ.
Letting first M and then R tend to +∞, we see that
(C.2)
1
2iπ
∫
IR
f (ζ)
z − ζ dζ →R→+∞ −
et0z
(z0 − z)n = −f (z) .
Notice that for all R > 0 we have (we can use Fubini’s theorem for the same
reason as above)
1
2iπ
∫
IR
(ζ −X)−1 udζ = 1
2iπ
∫
IR
∫ ∞
0
e−tζLtudtdζ
=
∫ ∞
0
(
1
2iπ
∫
IR
e−tζdζ
)
Ltudt
=
1
π
∫ ∞
0
e−tx
sin (Rt)
t
Ltudt.
Since u is in the domain of X2, the map t 7→ Ltu is C2 with first and second
derivatives respectively t 7→ LtXu and t 7→ LtX2u. We can thus apply Lemma C.2
to get
(C.3)
1
2iπ
∫
IR
(ζ −X)−1 udζ →
R→+∞
1
2
u.
Finally, we have
1
2iπ
∫
IR
f (ζ) (ζ −X)−1 udζ =
∫ ∞
0
hR (t)Ltudt
where
hR (t) =
1
2iπ
∫
IR
e(t0−t)ζ
(z0 − ζ)n dζ.
If t < t0 we can use for M > 0 the residue theorem on the piecewise C1 path
IR ∪ [x+ iR, x+ iR−M ] ∪ [x+ iR−M,x− iR−M ] ∪ [x− iR−M,x− iR] and
then make M and then R go to infinity to prove that hR (t) →
R→+∞
0. If t > t0, we
do the same on the a path symmetric with respect to the vertical line of abscisse
x to get hR (t) →
R→+∞
e(t0−t)z0 (t−t0)
n−1
(n−1)! . Notice also that there is a constant C > 0
such that |hR (t)|Ce−tx (we use here that n ≥ 2). We can consequently use the
dominated convergence theorem to prove that
1
2iπ
∫
IR
f (ζ) (ζ −X)−1 udζ →
R→+∞
∫ ∞
t0
e(t0−t)z0
(t− t0)n−1
(n− 1)! Ltudt
= Lt0 (z0 −X)−n u.
(C.4)
Now, (C.1), (C.2), (C.3) and (C.4) together give that
(z −X)ARu = AR (z −X)u →
R→+∞
(
f (z)− Lt0 (z0 −X)−n
)
u.
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In particular, XARu has a limit when R tends to +∞ and consequently Au ∈ D
and the point (i) is proven for u in the domain of X2. But the domain of X2 is
dense in D and X is closed, hence (i). We deduce (ii) from (i) in the same way. 
Now if f (z) is not in the spectrum of Lt0 (z0 −X)−n denote by B the oper-
ator
(
f (z)− Lt0 (z0 −X)−n
)−1
and notice that A commutes with X , thus with
Lt0 (z0 −X)−n and consequently with B too. From Lemma C.3 we deduce that
AB is an inverse to (z −X) and consequently z does not belong to the spectrum
of X .
Hence, we have proven that the spectrum of X is discrete.
Now if λ is in the spectrum of X , denote by Eλ the image of the spectral
projection associated to λ (if λ does not belong to the spectrum of X set Eλ = {0}).
Replacing X by Lt0 (z0 −X)−n, define in the same way Fλ for λ ∈ C \ {0}. We
shall prove that prove that for all λ ∈ C the space Eλ is finite-dimensional and for
all µ ∈ C \ {0} we have
(C.5) Fµ =
⊕
λ,f(λ)=µ
Eλ
and this will end the proof of Lemma C.1.
Take λ in the spectrum of X . Recall that the spectral projection on λ is defined
by
π =
1
2iπ
∫
∂D(λ,r)
(ζ −X)−1 dζ.
Just like when studying AR in the proof of Lemma C.3, we deduce from this expres-
sion that the range of π is contained in D (and event that π is bounded from B to
D) and that π and X commute, in particular Eλ is stable by X . In the following,
if T is an operator that let Eλ we shall denote by T˜ the induced operator on Eλ.
Notice that X˜ is bounded. Indeed, we have if u ∈ Eλ∥∥∥X˜u∥∥∥ = ‖Xπu‖ ≤ ‖πu‖D ≤ ‖π‖L(B,D) ‖u‖ .
Thus, we may define on Eλ the operator e
tX˜ , which coincides with L˜t when t ≥ 0
(they solve the same Cauchy problem). Consequently, the identity of Eλ may be
written as
I˜ =
(
z0 − X˜
)n
e−tX˜πLt0 (z0 −X)−n j,
where j is the inclusion of Eλ in B. Therefore, I˜ is compact and Eλ is finite
dimensional. Using the functional calculus in finite dimension, we easily get
Eλ ⊆ Ff(λ).
Thus, we have one of the inclusions in (C.5). The other one is obtained by use of
the functional calculus on the finite dimensional space Fµ. Finally, the sum on the
right-hand side of (C.5) is a direct sum, since the terms are generalized eigenspaces
corresponding to distinct eigenvalues.
Lemma C.1 is proven.
Appendix D. Factorization of the dynamical determinant
We prove here, under the hypotheses of Theorem 1.7, the Hadamard-like factor-
ization (D.2) for the dynamical determinant dg defined by (1.3). This factorization
implies Theorem 1.4 aven when g 6= 0 (under the hypotheses of Theorem 1.7). Since
t0 > 0 is arbitrary, we can assume that Lemma 6.7 holds with t0 instead of 2t0.
This is not necessary, but, for notational purposes, assume that t0 is shorter than
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any periodic orbit of (φt)t∈R. Thus, using Proposition 5.3 and Lemma C.1 (and
eventually Lemma A.2), we get12∑
λ resonance
eλt0
(z − λ)d+3
=
1
(d+ 2)!
∑
γ
T#γ exp
(∫
γ
g
)
(Tγ − t0)d+2 e
−z(Tγ−t0)
|det (I − Pγ)| .
For all λ ∈ C \ {0} notice that the meromorphic map
z 7→ −
∑
n≥d+2
zn
λn+1
e−(z−λ)t0 =
e−(z−λ)t0
z − λ +
d+1∑
n=0
zn
λn+1
e−(z−λ)t0
has a unique pole in λ whose order is 1 and whose residue is 1. Thus there is an
entire function Gλ,t0 such that for all z ∈ C
G′λ,t0 (z)
Gλ,t0 (z)
= −
∑
n≥d+2
zn
λn+1
e−(z−λ)t0 =
e−(z−λ)t0
z − λ +
d+1∑
n=0
zn
λn+1
e−(z−λ)t0
and Gλ,t0 (0) = 1. Choose for G0,t0 any logarithmic primitive of z 7→ e
−t0z
z
.
Now, choose R > 0 and if |λ| ≥ 2R notice that for all z ∈ D (0, R) we have∣∣∣∣G′λ,t0 (z)Gλ,t0 (z)
∣∣∣∣ ≤ 2eRt0Rd+3 eℜ(λ)t0|λ|d+3
and using the fact that Gλ,t0 has a logarithm on D (0, R) that vanishes in 0 (Gλ,t0
vanishes only at λ) we get that
|1−Gλ,t0 (z)| ≤ 2eRt0Rd+3 exp
(
2eRt0Rd+3
) eℜ(λ)t0
|λ|d+3
.
Using Proposition 1.9, this implies that the infinite product
d˜g (z) =
∏
λ resonance
Gλ,t0 (z)
converges uniformly on all compact subset of C. Notice that the zeroes of d˜g are
precisely the Ruelle resonances. Now, notice that(
ezt0 (lnGλ,t0 (z))
′)(d+2) = (−1)d+2 (d+ 2)! eλt0
(z − λ)d+3
and thus
(
ezt0
(
ln d˜g (z)
)′)(d+2)
= (−1)d+2 (d+ 2)!
∑
λ resonance
eλt0
(z − λ)d+3
= (−1)d+2
∑
γ
T#γ exp
(∫
γ
g
)
(Tγ − t0)d+2 e
−z(Tγ−t0)
|det (I − Pγ)|
=
(
ezt0
∑
γ
T#γ exp
(∫
γ
g
)
e−zTγ
|det (I − Pγ)|
)(d+2)
=
(
ezt0 (ln dg (z))
′)(d+2)
,
(D.1)
12Notice that the global trace formula (1.4) may be deduced from this equality using residue’s
formula.
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where dg is the usual dynamical determinant defined by (1.3). From (D.1) we
deduce that there are a polynomial P of degree at most d+2 and µ ∈ C such that,
for all z ∈ C, we have the Hadamard-like factorization
(D.2) ζ1 (z) = µ exp
(
P (z) e−t0z
) ∏
λ resonance
Gλ,t0 (z) .
For all λ ∈ C \ {0}, define the polynomial
Qλ,t0 = −
d+1∑
k=0
(
d+1∑
n=k
1
λn+1tn+1−k0
n!
(n− k)!
)
Xk,
and notice that (
Qλ,t0 (z) e
−z(t0−λ)
)′
=
d+1∑
n=0
zn
λn+1
e−(z−λ)t0 .
Thus we have for all λ ∈ C \ {0} and z ∈ C
Gλ,t0 (z) =
(
1− z
λ
)
exp
(
Qλ,t0 (z) e
−(z−λ)t0
)
exp
(∫ 1
0
e−(z−λ)ut0 − 1
u
du
)
.
The last factor is a logarithmic primitive of z 7→ e−(z−λ)t0−1
z−λ .
Appendix E. Applications of the trace formula
As applications of the trace formula, we prove here Proposition 1.5 and Corol-
lary 1.6.
Proof of Proposition 1.5. The implication (i) ⇒ (ii) may be proven by residues’
computations, see for instance [26, Theorem 17]. Let us prove the implication (i)
⇒ (ii).
Choose x > 0 large enough so that the series
(E.1)
∑
γ
T#γ
e−xTγ
|det (I − Pγ)| exp
(∫
γ
g
)
converges absolutely and x > ℜ (λ) + ǫ for all the resonances λ and some ǫ > 0.
Write k = ⌈ρ⌉. Choose z ∈ C such that ℜ (z) > x. Then, we can find a sequence
(ϕn)n∈N of smooth functions, compactly supported in R
∗
+ such that
(E.2) lim
n→+∞
sup
t∈R
etx
∣∣ϕn (t)− tke−zt∣∣ = 0
and
(E.3) sup
n∈N
t∈R∗+
∣∣∣etxϕ(k) (t)∣∣∣ < +∞.
Then, with (E.1) and (E.2), we have∑
γ
T#γ
ϕn (Tγ)
|det (I − Pγ)| exp
(∫
γ
g
)
→
n→+∞
∑
γ
T#γ
e−zTγT kγ
|det (I − Pγ)| exp
(∫
γ
g
)
.
Now, since the trace formula holds (by assumption), we know that for all n ∈ N we
have ∑
γ
T#γ
ϕn (Tγ)
|det (I − Pγ)| exp
(∫
γ
g
)
=
∑
λ resonances
L (ϕn) (−λ) .
However, recall that
L (ϕn) (−λ) =
∫ ∞
0
eλtϕn (t) dt
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so that, using (E.2), we have,
L (ϕn) (−λ) →
n→+∞
∫ ∞
0
tke−(z−λ)tdt =
k!
(z − λ)k+1
.
Now, if λ is non-zero, we have
L (ϕn) (−λ) = (−1)
k
λk
∫ +∞
0
eλtϕ(k+1)n (t) dt.
Thus, (E.3), with x > ℜ (λ) + ǫ, and the second hypothesis provide a domination
of L (ϕn) (−λ), so that we have, using the dominated convergence theorem,∑
λ resonances
L (ϕn) (−λ) →
n→+∞
k!
∑
λ resonaces
1
(z − λ)k+1
.
Finally we have (when ℜ (z) is large enough)
k!
∑
λ resonaces
1
(z − λ)k+1
=
∑
γ
T#γ
e−zTγT kγ
|det (I − Pγ)| exp
(∫
γ
g
)
.
Here we recognize in the right-hand side the k+1th derivative of (−1)k−1 ln dg and
in the left-hand side the k+1th derivative of (−1)k−1 lnQ. This ends the proof. 
Proof of Corollary 1.6. Proposition 1.5 implies that dg may be written as dg (z) =
eazQ (z), with a ∈ C and Q a canonical product of genus zero and order less than
ρ < 12 . Thus we have Q (z) = e
−azdg (z) and, since dg (z) →
z→+∞
z∈R
1, we must have
ℜ (a) ≥ 0 (the converse would contradict that the order of ρ is strictly less than
one). Finally, Q is bounded on a half-line and has order strictly less than 12 , thus
it has to be constant by Phragme´n–Lindelo¨f Theorem (see [6, Theorem 1.4.1]).
Consequently, we have dg (z) = ce
az for some c ∈ C and dg (z) →
z→+∞
z∈R
1 imposes
c = 1 and a = 0.
Now, if g is real-valued and ρ ∈ [0, 1[, then we may still write dg (z) = eazQ (z).
But since g is real-valued we have for all z ∈ C that dg (z¯) = dg (z), and Ruelle
resonances have to be symmetric with respect to the real axis, which implies Q (z¯) =
Q (z) and then that ℑ (a) = 0. Consequentely, Q has order strictly less than one
and is bounded on a line (choose a line parallel to the imaginary axis) and thus has
to be constant by the Phragme´n–Lindelo¨f Theorem. We end the proof as in the
general case. 
Appendix F. Expanding maps of the circle and the condition υ < 2
In order to discuss the condition υ < 2 in Theorem 1.7, we can consider a very
simple example: expanding maps of the circle. An analogue of the space H from
Theorem 1.7 would then be an isotropic space of the type
Hα,β =
{
f ∈ C∞ (S1,C) :∑
n∈Z
∣∣∣fˆ (n)∣∣∣2 e2β ln(1+|n|) 1α < +∞} ,
where β > 0 and α ∈ ]υ−1
υ
, 1
[
(this is the same condition as in Proposition 4.3),
endowed with the norm
‖f‖α,β =
√∑
n∈Z
∣∣∣fˆ (n)∣∣∣2 e2β ln(1+|n|) 1α .
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Then the transfer operator
L : f 7→ f
(
·
2
)
+ f
(
·+1
2
)
2
associated to the doubling map may be written as
L =
∑
n∈Z
〈e2n, ·〉L2en,
where en : x 7→ e2iπnx (the sum converges in strong operator topology on the space
of continuous endomorphisms of Hα,β). Thus, the singular values of L acting on
Hα,β are the eβ
(
ln(1+|n|)
1
α−ln(1+2|n|)
1
α
)
for n ∈ Z. Using the fact that
ln (1 + |n|) 1α − ln (1 + 2 |n|) 1α =
|n|→+∞
− ln 2
α
ln (1 + |n|) 1α−1 +O
(
ln (1 + |n|) 1α−2
)
we see that L acting on Hα,β is nuclear when α < 12 and is not nuclear when α > 12
(in the case α = 12 it depends on the value of β). Thus, we need to chose α <
1
2 if
we want L to be nuclear. For general maps, this choice is possible only when υ < 2
(see the condition in Proposition 4.3).
Consequently, using our method to prove the trace formula for Cκ,υ Anosov flows
(or hyperbolic diffeomorphisms as in [19]) would require to construct Hilbert spaces
in a totally different way, if υ ≥ 2.
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