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Resumen 
En este proyecto se ha implementado un programa para ayudar en la detección de 
errores de ortofotogramas mediante la visión estéreo. Se ha usado el lenguaje C++ 
con el apoyo de las librerías Open Graphic Library (OpenGL) para el procesamiento 
de imágenes y Microsoft Foundation Classes (MFC) para la interfaz gráfica. 
El programa nos permite visualizar en estéreo un par de ortoimágenes que 
comparten una zona de solapamiento. Si el modelo y las imágenes son correctos, se 
espera una visualización plana y sin relieves. En el caso de que existan 
discrepancias, entonces el operador podrá acotar rápidamente las zonas con 
problemas y podrá corregirlas apropiadamente. 
El trabajo se divide en tres apartados. El primero donde se explican los conceptos 
teóricos necesarios, un segundo apartado donde se expone cómo configurar la 
computadora para la visualización 3D. Por último, la parte práctica que corresponde 
al diseño e implementación de los diferentes módulos, donde se muestra el 
funcionamiento del programa y la exposición de los resultados obtenidos. 
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Glosario 
2D  Two-dimensional space. 
3D  Three-dimensional space.  
API  Application Programming Interface.  
ASCII  American Standard Code for Information Interchange. 
DEM  Digital Elevation Model.  
DSM  Digital Surface Model.  
DTM  Digital Terrain Model.  
ETRS89 European Terrestrial Reference System 1989. 
GIS  Geographic Information System.  
GNSS  Global Navigation Satellite System.  
GUI  Graphic User Interface. 
ICGC  Institut Cartogràfic i Geològic de Catalunya. 
IDL  Interface description language. 
LiDAR Light Detection and Ranging.  
MFC  Microsoft Foundation Classes.  
MSVC Microsoft Visual Studio. 
OOP  Object-Oriented Programming. 
OpenGL Open Graphic Library. 
RGB Red Green Blue. 
STL Standard Template Library. 
TIN Triangulated Irregular Network. 
UTM Universal Transverse Mercator. 
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1 Introducción 
Descripción del problema 
Al visualizar un par de imágenes mediante la visión estereoscópica creamos la 
sensación de profundidad. Esta propiedad es útil en los levantamientos 
fotogramétricos convencionales. En estos casos, simplificando mucho la descripción, 
lo que hacemos es convertir las paralajes horizontales provocadas por el cambio de 
perspectiva en cambios de altura.  
Por otra parte, al generar ortoimágenes lo que se hace precisamente es transformar 
la proyección central por una proyección ortogonal, con eso eliminamos la 
perspectiva. Sí tomáramos un par de ortoimágenes consecutivas sería de esperar 
que en la zona común, los elementos que aparecen en la imagen deberían coincidir 
absolutamente. Eso no es así porque muchos de esos elementos (arboles, edificios, 
puentes, torres eléctricas, etc.) no aparecen en el modelo de alturas con lo cual 
están mal ortoproyectados. 
En este trabajo lo que nos proponemos es visualizar rápidamente estos elementos 
mal proyectados. Al visualizar ortoimágenes en modo estereoscópico deberíamos 
tener una visualización plana (exenta de profundidad), excepto aquellas partes de la 
superficie de la zona de solapamiento que no estén presentes en el modelo. Estos 
problemas están asociados a la diferencia de altura entre el modelo y el objeto.  
Este método, es útil en los casos en que existe una diferencia temporal entre la 
captura del modelo y la captura de las imágenes. Entre esas fechas pudiera haber 
cambios en el terreno (movimiento de tierras naturales o artifíciales) que se pueden 
detectar fácilmente por un operador entrenado. De manera que visualizando un 
modelo entero a gran escala se podrían apreciar las zonas con posibles problemas e 
iniciar rápidamente la corrección del modelo en esas zonas. 
Solución propuesta 
La solución propuesta es la detección de estos errores usando la visión 
estereoscópica con una finalidad, ciertamente, diferente a la que se usa de manera 
habitual. Se pretende usar la sensación de profundidad que genera dicha visión, 
para detectar las discrepancias entre el modelo y los fotogramas. 
En nuestro caso, en visión estereoscópica se esperaría que la imagen fuese 
completamente plana en la zona del solapamiento. Sin embargo, debería mostrar los 
elementos fuera del plano en aquellas zonas donde el modelo no se corresponde 
con lo fotografiado.   
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2 Theory 
2.1 Digital elevation model 
2.1.1 Definition 
The elevation models (DEM) are kind of models that try to represent by a 
combination of numerical data the space distribution of a feature of the territory. In 
our case we refer to the elevation. 
Joly (1988:111) defines the models; they are a simplified representation of the reality 
in which appear some of the attribute. One fundamental quality about the DEM is the 
numerical format (digital) at the front of the analogic system of the models used in 
Cartography. The difference implies the need of a codification that brings to the 
numerical representation of the variable to represent. 
2.1.2 Terminology  
The technical term most well-known is DEM or DTM being represented variable 
terrain elevation referring to a specific map projection system. But today there is no 
standardization of terms DEM, DTM and DSM. 
We can observe the difference between DSM and DTM, Figure 2-1. The DSM is a 
section of the surface in which are included the flats and the objects that are found 
on that zone. The DTM doesn't include the flats or the objects, just the space 
distribution of the elevation of the surface of the land of that section. 
Figure 2-1: Representation of the DSM and the DTM. Image available: 
https://commons.wikimedia.org/wiki/File:DTM_DSM.svg 
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2.1.3 Characteristics  
A digital elevation model is a numerical representation of data that represent the 
space distribution of a quantitative and continued variable. 
- Topographic characteristics shown by the coordinates X, Y, Z of the items that 
define them. 
- Encoded in form and function. 
- Kept in an efficient support. 
Those are digital elevation models (referenced to regular grids in which vertex are 
assigned the value of the elevation coordinate). 
These models are created with photogrammetric methods. 
A DEM has to achieve two additional conditions: 
- An internal structure of the data has to exist and it has to represent the space 
relations between it. 
- The variable has to be continual and quantitative. 
2.1.4 The structure of the data 
The basic unit of information of a DEM is an elevation value, Z, which sometimes 
goes with the values X and Y, expressed with a concrete geographic projection to a 
concrete space reference. 
The design of those interrelations are what configure the different options in the 
structure of data, which choice is important because it determines the use of the 
information.  
The elevation models has been divided in two groups in function of their 
conception of representation: vectors and raster. 
The most representative are four. Two of them are vectors: contour and triangulated 
irregular network. The other two are raster: regular matrix and variable resolution 
matrix. 
• Vector model: contours
Since the basic structure is the vector composed of a set of pairs of coordinates 
(x, y) describing the trajectory of isometric lines. 
• Vector model: Triangulated irregular network
Triangulated irregular network, TIN (Peucker et al., 1978). It is one of the 
structures most commonly used today data, consists of a set of houses irregular 
triangles. 
• Model Raster: regular matrix
The result of this structure is to lay a grid on the ground and extract the average 
elevation of each cell (pixel), usually a point value (Z), associated with each 
node of the grid or midpoint of the cell is used. 
The grid can take many forms but the square shape is determined by the used 
rows and equidistant columns. 
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In this structure, the spatial location of each data is implicitly determined by their 
position in the array once the origin and the interval between rows and columns 
defined, allowing operations and calculations simple and straightforward manner. 
• Model Raster: variable resolution matrix
Because of its variable resolution solves the problem of regular matrix 
(predetermined spatial resolution), maintaining in principle, its main advantages. 
2.1.5 Methods of data capture 
The method used to capture data will be crucial, as this will depend on a correct 
representation of the data. The choice of this method is highly linked to the project 
and thus make that kind of density, distribution and accuracy of the points are 
necessary. 
Other factors that influence the choice of the chosen method for obtaining the data 
will be the cost and efficiency. The main methods to generate a DEM are surveying, 
photogrammetric methods, remote sensing techniques and existing mapping. 
The existing mapping is scanned to extract information such as topographic maps 
with contour lines. 
In surveying data obtained by different devices such as total station, laser scanner or 
GNSS. 
The most common photogrammetric methods for generating models include 
restitution from stereoscopic pairs of aerial photographs or satellite images.  
Also through remote sensing techniques such as synthetic aperture radar 
interferometer (Radar interferometry), LiDAR. 
Today they are also using drones because of its relatively low cost and maintenance 
and high efficiency.  
The methods used for creating digital elevation models are: 
Direct: 
• Remote Sensing
- LiDAR 
- Radar interferometry 
• Surveying
- GNSS 
- Total station 
- Laser scanner 
Indirect: 
• Surveying
- Topographical maps 
• Photogrammetry
- Stereoscopic pairs of aerial images 
- Adjust block aerial images or satellite images 
• Mapping
- Digitizing contour maps 
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2.1.6 Quality of a DEM 
The production quality of a DEM is linked to three attributes that are precision, 
density and distribution. 
We can conclude that the aspects that influence the quality of a digital elevation 
model are as follows: 
- Accuracy of data. 
- Sampling density. 
- Distribution of spatial information. 
- Terrain roughness. 
- Processing algorithms. 
2.2 Orthoimages 
2.2.1 Definition 
An orthoimage is a digital image, transforming its projection to an orthogonal 
projection of photographed surface. This transformation involves moving from a 
perspective projection to an orthogonal projection. 
This process is called differential correction. This process is being phased 
displacement caused by the tilt of the image. This allows us to measure rectified 
image on it real magnitudes (angles, distances and areas) like a plan or map it were. 
2.2.2 Differential rectification 
Digital images are comprised generally of a rectangular matrix formed of small 
elements called pixel. Each of these pixels has a size, a certain position on the image 
and associated value in the gray scale and consider the differential element to rectify. 
To perform this process must have an elevation model which will be referred to a 
coordinate system projection. 
The relationship between the orthogonal projection of the terrain and the conical 
projection photography is given by the equations of collinearity. The purpose of this 
correction is to assign each of the elements of the matrix model elevation 
corresponding gray value. 
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2.2.3 Collinearity equation 
We can transform the terrain coordinates (X, Y, Z) into image coordinates (x, y) using 
the collinearity equations.   
Where f  is the focus of the camera and the terms ..,..,.., 312111 mmm  are given by the 
rotation matrix M: 
Being: 
11m  = κϕ coscos  
12m  = κϕωκω cossinsinsincos +
13m = κϕωκω cossincossinsin −
21m = κϕ sincos−  
22m = κϕωκω sinsinsincoscos −
23m = κϕωκω sinsincoscossin +
31m = ϕsin  
32m = ϕω cossin−  
33m = ϕω coscos  
The equations express the coordinates (x, y) in the image depending on the terrain 
coordinates (X, Y, Z), also to have the external orientation parameters of the camera 
(X0, Y0, Z0, ω, φ, and κ) and as we know the terrain Z point, we can make the 
transformation. 
It is an inverse transformation as we start from the map projection (ground 
coordinates) to the photographic projection (image coordinates). Therefore to carry 
out this transformation is necessary to have the following parameters: 
• Internal orientation of the camera (calibration certificate).
• External orientation.
• Pixel size of the image.
• Grid size of elevation model.
• The coordinates of the elevation model (map projection).
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By having all the parameters listed above get generate an orthoimage, Figure 2-2. 
Figure 2-2: Sequence to generate an orthoimage. Image available: [Lerma, José L., 2002]. 
2.2.4 Bilinear interpolation method 
It is necessary to interpolate because in most cases the model mesh size and the 
mesh size of the pixels that form do not match. This operation is called resampling. 
The bilinear interpolation method is the weighted average of the gray levels of the 
four neighboring pixels. The weight is determined by the distance of the original pixel 
to grinding, Figure 2-3. 
4. Obtención de la posición del punto sobre la
imagen 
2. Coordenada Z interpolada del
modelo 
1. Posición píxel terreno 
3. Condición de colinealidad 
5. Determinación del valor de la escala de grises 
6. Asignación del valor al pixel inicial correspondiente en 
la ortoimagen 
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Figure 2-3: Bilinear interpolation. Image Available: http://article.sapub.org/10.5923.j.computer.20120206.04.html 
2.3 Stereoscopic vision 
2.3.1 Definition 
Stereoscopic vision is based on two separate eyes binocular vision and, thanks to 
which the sensation of three dimensions, Figure 2-4.  
Stereoscopic vision allow humans to observe the three-dimensional of the 
surrounding elements. When we look at an object, each eye receives a different 
image of the same, being central projections from different points, both images are 
fused in the brain to form a three-dimensional image of the object (DeAgostini R., 
1970). 
Figure 2-4: Bilinear interpolation. Image Available: http://article.sapub.org/10.5923.j.computer.20120206.04.html 
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2.3.2 The depth perception 
The depth perception comes from binocular disparity of an object projected on 
the right and left retina, the binocular disparity being the difference between 
images of the same object projected onto each retina. Such disparity between 
images depends on the parallactic angle which is the angle formed by the 
convergence of the optical axes of each eye when observing an object, Figure 2-5. 
This angle is related to the distance of an object observed by the eyes. 
Figure 2-5: Convergence of the optical axes. Image available: https://geodestasumsa.files.wordpress.com 
2.3.3  Stereoscopic images 
Stereoscopic images are obtained from two consecutive photographs, once oriented 
and they differ in horizontal parallax. 
When the eyes explore overlapping areas between a stereo pair of images, the brain 
receives a continuous three-dimensional perception of the surface, it caused 
because the brain is constantly perceiving changes in the parallactic angle of a huge 
number of points of the image superimpose to generate the perception of the terrain. 
The perceived three dimensional model is known as stereo model, Figure 2-6. 
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Figure 2-6: Scheme of the overlapping area between a pair of stereo images in which the pattern occurs. 
For a viewing quality stereo aerial images in analogic format, either in topography 
and other disciplines are still using mirror stereoscopes, Figure 2-7. 
Figure 2-7: Sokkia mirror stereoscope MS27. Image available: http://www.topoequipos.com/dem/images/fotogrametria 
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2.3.4 3D machine vision systems  
There are different systems for 3D viewing in digital format, then will be commented 
on the most used, Figure 2-8. In tests in this project the polarized system was used. 
Figure 2-8: Different types of glasses for 3D viewing, (a) Anaglyphs, (b) Polarized (c) shutter. Image available: 
http://3dvision-blog.com 
• Anaglyph
With this system filters of complementary colors, such as red and blue / green
(p. e.g. Red for the left image and blue / green to the right) are used, Figure 2-9.
This system is responsible for separating the two complementary colors.
Because of its low cost, it is mainly used in publications, as well as in
computer monitors. The disadvantages of an alteration of colors and thus
usually not used in color images. Overlay color vector is not possible, a way of
being imprecise and generating vision eyestrain after prolonged use.
Figure 2-9: Spectral separation by anaglyph. Image available: [Lerma, José L., 2002]. 
(a) 
(b) 
(c) 
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• Polarized
With this system, polarized light is used to separate left and right images, Figure
2-10. The images are displayed sequentially at a frequency of 120 Hz. The
display will change its orthogonal polarization (horizontal, vertical) based on
the displayed image to the same frequency. The polarization system does not
alter the colours, although there is some loss of brightness, presenting greater
distortion away from the center pixel display. Today it is the most economical
system for an acceptable image quality.
Figure 2-10: Polarizing screens with active filter and passive polarized glasses: (a) left image, (b) right image. Image 
available: [Lerma, José L., 2002]. 
• Shutter
With this system they are presented sequentially and alternately left and right
images, synchronized with an equipped with liquid crystal shutters glasses
(identified by the initials of its English name LCS, Liquid Crystal glasses
Shutter or LCD, Liquid Crystal glasses Display) of so that clog the passage of
light in synchronization of the displayed image, Figure 2-11. Specifically, each
crystal shutter blocks the light incident on the right eye when the screen shows
the left image and vice versa, each eye sees only its corresponding image.
The most important element is the issuer, since the synchronization between
the glasses and the monitor depend on it.
This sequence is performed at a high frequency (120 Hz), the flickering
unnoticeable. It is used in computer monitors, TV and 3D art cinemas.
(a) (b) 
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Figure 2-11: Stereoscopic vision by temporary separation and LCD active glasses: (a) left image, (b) right image. Image 
available: [Lerma, José L., 2002]. 
2.4 Software, programming language and libraries. 
For the realization of this project and the development of application software they 
have been needed software’s and they have been used different libraries for handling 
3D graphics. 
2.4.1 Microsoft Visual Studio 
For the development of the graphical application has been used Microsoft Visual 
Studio. It is an IDE for Microsoft Windows operating systems. The application 
software provides the necessary tools to develop the application. 
Microsoft Visual Studio allows the OOP using libraries, routines and functions. Both 
Win32 and MFC allow you to manage the components for creating GUI such as 
menus, dialog boxes, windows, etcetera... 
The main components of MSVC are: a code editor, a compiler C / C ++ and others, 
linker, debugger to solve the mistakes that are likely to create code and data viewers. 
2.4.2 ENVI 
ENVI is a program built on language IDL specialized in handling multidimensional 
data and viewing, it contains functions specially adapted to work with territorial or 
geographic information. 
It is a software of processing and advanced geospatial imagery analysis, and is used 
by image analysts, researchers, scientists and GIS professionals in a wide variety of 
disciplines. 
2.4.3 ArcMap 
ArcGIS is a complete system that allows you to collect, organize, manage, analyse, 
share and distribute geographic information systems (GIS). 
Using ArcMap focuses on mapping, perform spatial analysis, managing geographic 
data.  
Nowadays, his academic and professional use is widely used because of its support 
for different platforms and currently used electronic devices. 
(a) (b) 
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2.4.4 C++ language 
C ++ is a programming language oriented to object. Its design was inherited from the 
C language. The C language was added characteristics of object-oriented 
programming and generic programming, so they say that is a hybrid multi-paradigm 
language, it allows to use different types of programming. 
It also offers the advantage of developing modular applications, i.e. containing 
reusable code such as the STL is a standard C ++ library containing algorithms, 
containers, and iterators functions. 
An important feature of this language is the access to information stored in memory 
by pointers, i.e. by variables that point to a memory address, where there are other 
variables and data. 
2.4.5 Libraries 
Programming libraries are formed by a set of functions and instructions that 
applications use to perform certain processes or calculations. The library 
implemented in this application developed is: 
• OpenGL
It is a library (API) originally written in C that allows the manipulation of 3D
graphics at all levels, contains a collection of functions that are used to create
applications with graphical interfaces in 2D and 3D.
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3 Setting the computer for stereoscopic vision 
In the Internet abounds information but in some cases it becomes a problem that 
excess information. 
This configuration led to days of searching and a lot of reading to our computer 
correctly interpret the functions performed by the stereoscopic display.  
The following sections describe how to configure the computer, preventing future 
perform this task successfully without the need to search the net the possible error in 
the configuration of our computer, despite being a relatively easy task requires some 
knowledge about how the software interacts graphics card with OpenGL libraries and 
configuration of our computer. 
The configuration is based on three points: 
• Enable stereoscopic display, extremely important if we want to see 3D
content. In the section type of screen you can choose the type. In the event
that our model did not appear we can choose the configuration screen "3D
Vision Discover" to determine a standard configuration, Figure 3-1.
Figure 3-1: Section activation of stereoscopic vision, in the control panel NVIDIA graphic cards. 
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• Change global settings and assign configuration values for OpenGL, it
is not necessary to create a special configuration for each program
although it is possible to do.
One of the most important parameters is the display mode. In most
cases you need to set the mode “horizontal interlaced stereo display”.
In the event that the stereo display not get this value should be
modified because it is usually the parameter associated with many of
the errors, Figure 3-2.
Figure 3-2: Configuring OpenGL functions in the NVIDIA control panel. 
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• This point needs attention only to users of current operating systems,
particularly Windows 10. This operating system has native option to upgrade
third-party drivers. When you update your graphics card drivers may generate
errors and, thus, lose the ability to view in stereo as was the case with this
project.
The solution to this problem is to download the latest version of the graphics 
card drivers from their official website and install them again, and then 
download a tool developed by Microsoft to prevent such updates. Below is the 
link to download this tool and corresponding instructions are also available at 
this same link shown:  
https://support.microsoft.com/es-es/kb/3073930 
These configurations are designed for NVIDIA and ATI graphics cards. For users 
who have computers with Intel graphics cards proper operation of the OpenGL 
libraries is not ensured, having to perform a different configuration in most cases is 
not resolved satisfactorily. 
Detección de errores en ortofotogramas mediante la visión estéreo 22 
4 Parte práctica 
4.1 Creación de un único fichero DEM de Cataluña 
4.1.1 Obtención de los datos. 
A través del portal web del ICGC y accediendo al apartado de descargas, podemos 
elegir entre las diferentes series de productos (topográfico, ortofotos, modelos de 
alturas). En nuestro caso elegimos el DEM con paso de malla de 15 metros, ficheros 
en formato ASCII Grid que abarcan toda la extensión de Cataluña. 
4.1.2 Creación y diseño del programa. 
El programa surge de la idea de unificar los ficheros descargados que componen 
todo el territorio y crear uno solo, en este caso un archivo binario, el cual nos será 
más rápido en las consultas y dispondrá de toda la información de cualquier zona del 
territorio catalán a consultar. 
La creación del programa ha sido mediante el lenguaje de programación C++ y bajo 
el entorno de Visual Studio. 
4.1.3 Funcionamiento y rutina de trabajo. 
• Lectura de los ficheros
Los ficheros ASCII Grid contienen una cabecera estándar que contienen, 
número de columnas y filas (NCOLS, NROWS), las coordenadas X e Y de la 
esquina inferior izquierda (XLLCENTER, YLLCENTER), el paso de malla 
(CELLSIZE) y el campo donde no se obtuvieron datos (NODATA_VALUE), 
Figura 4-1.  
Figura 4-1: Cabecera tipo de ficheros ASCII Grid. 
• Creación del fichero para la unificación.
Mediante los datos de la cabecera, calcularemos las X e Y máximas y
mínimas, de las cuales obtendremos el tamaño que requerirá el fichero de
salida, el cual tendrá unificados los datos de todos los ficheros ASCII, Figura 4-2.
Figura 4-2: Resultados obtenidos mediante el programa. 
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• Creación y escritura del fichero binario.
Una vez calculado el tamaño que necesitará el fichero resultante, será necesario 
incluir la información necesaria para las posibles consultas y cálculos, en este caso 
en la cabecera del fichero, Figura 4-3. 
Figura 4-3: Extracción del código de escritura de la cabecera que incluye el fichero binario, para su posterior 
visualización.  
4.1.4 Fichero resultante y su visualización. 
Para visualizar el resultado se utilizó el software ArcMap del paquete ArcGIS, se 
georeferenció para poder mostrarlo con cuadricula UTM en sistema ETRS89. La 
leyenda muestra el nivel de alturas expresado en metros y visualizado mediante 
colores. Como se puede observar se visualiza una perfecta concordancia con la 
orografía de la comunidad, Figura 4-4. 
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Figura 4-4: Visualización del DEM resultante con cuadricula UTM. 
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Figura 4-4: Visualización del DEM resultante con cuadricula UTM. 
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4.2 Creación de ortoimágenes 
4.2.1 Ideación del programa. 
Para la posterior detección de errores en ortoimágenes mediante la visión estéreo es 
necesario que las imágenes, de las que se dispusieron para el estudio, sean 
transformadas en ortoimágenes. Además se necesitan los datos que se comentaron 
anteriormente: 
- Orientación interna de la cámara (certificado de calibración). 
- Orientación externa. 
- Tamaño del pixel de la imagen. 
- Tamaño de la malla del modelo de alturas. 
- Las coordenadas del modelo de alturas (proyección cartográfica). 
4.2.2 Fases del programa 
Para la transformación de una imagen a una ortoimagen se realizó la siguiente 
rutina: 
- Lectura de información del tamaño de la imagen (columnas, filas y canales). 
- Lectura de la imagen y carga en memoria. 
- Lectura de los datos de orientación externa, Figura 4-5. 
- Lectura del DEM proporcionado para el estudio y conversión a binario. 
- Cálculo de los extremos del DEM. 
- Interpolación de la cota (posición planimétrica) del centro de proyección (X0, 
Y0). 
- Cálculo de la matriz de rotación de las ecuaciones de colinealidad. 
- Cálculo de extremos del sensor mediante las ecuaciones de la recta 
paramétrica. 
- Cálculo del tamaño de la ortoimagen resultante y su relleno de ceros (nivel 
digital) para los píxeles sin valor. 
- Interpolación de los niveles digitales e introducción de los datos dentro de los 
límites del sensor. 
Figura 4-5: Estructura y datos de la orientación externa. 
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4.2.3 Creación del DEM binario 
Hubo que generar un DEM con los datos recibidos debido a que las imágenes 
cedidas para el estudio eran de fuera de la comunidad catalana. Este DEM constaba 
de una estructura basada en coordenadas planimétricas (X, Y, Z), Figura 4-6. Por una 
necesidad de rapidez y agilidad se realizó una conversión a fichero binario (mayor 
rapidez en la lectura y menor peso) en el cual sólo contenga la alturas (Z) y, que 
también disponga de la estructura de la información de los datos (columnas y filas) 
de dicho archivo. 
Figura 4-6: Visualización de la estructura original (X, Y, Z) del archivo del modelo de alturas. 
4.2.4 Matriz de rotación 
Los valores de la matriz de rotación son sumamente importantes para la rutina del 
programa, ya que gracias a ellos se pueden calcular los extremos del sensor 
mediante la recta paramétrica y resolver las ecuaciones de colinealidad, Figura 4-7. 
Figura 4-7: Visualización de los términos de la matriz de rotación y su transpuesta alterando sus posiciones. 
4.2.5 Visualización por consola de los datos procesados 
A continuación se muestran una parte de los datos, altura interpolada en el centro de 
proyección, cálculo de la matriz de rotación y su transpuesta, extremos de la imagen 
y el tamaño de la nueva imagen en formato columnas y filas, que la rutina ha 
calculado siguiendo el orden de la enumeración vista anteriormente, Figura 4-8. 
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Figura 4-8: Captura de pantalla de algunos datos obtenidos y calculados mediante el programa. 
4.2.6 Visualización de las ortoimágenes 
La visualización de las ortoimágenes resultantes se ha realizado mediante el 
software ENVI. 
Las ortoimágenes se generaron con un paso de malla de 50 centímetros debido a su 
gran tamaño, aunque se podía haber generado con un paso de malla menor. El paso 
de malla elegido muestra una resolución óptima para el estudio. 
Como podemos observar la ortoimagen, Figura 4-10,  ha perdido la geometría que la 
imagen original presentaba, Figura 4-9. 
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Figura 4-9: Imagen original. 
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Figura 4-10: Ortoimagen resultante. 
4.3 Detección de errores en ortofotogramas mediante la visión 
estéreo 
En esta fase se ha realizado una aplicación MFC bajo el entorno de Visual Studio 
2010. Dicha aplicación nos mostrará por pantalla un par de ortofotogramas 
pudiéndolos situar y con ello conseguir la visualización estéreo.  
4.3.1 Codificación interna de los datos imagen 
La librería OpenGL utilizada para la manipulación de gráficos 3D utiliza una 
codificación del archivo (Imagen) diferente a la utilizada convencionalmente, en 
nuestro caso se usó la codificación BIP que es la codificación que utiliza OpenGL, 
debido a que son imágenes en color, estos tres colores primarios están separados 
por bandas, Figura 4-11.
A continuación se expondrá brevemente las diferentes codificaciones existentes  
más usadas, que son: 
• BSQ: Codificación secuencial por banda, es la codificación que se usa
habitualmente en todas las imágenes.
• BIL: Banda intercalada por línea.
• BIP: Banda intercalada por píxel.
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Figura 4-11: Estructura de la codificación interna de los archivos imagen. Imagen disponible: http://wtlab.iis.u-
tokyo.ac.jp 
4.3.2 Conversión de las ortoimágenes 
Al disponer de ENVI, un software que dispone de diversas herramientas para el 
tratamiento de imágenes, desechamos incorporar dichas funciones en la aplicación 
ya que se hubiese necesitado mucho más tiempo de desarrollo y programación de la 
aplicación. 
La conversión de las ortoimágenes fue a formato Raw y con la codificación interna 
de los datos imagen en BIP, necesaria para trabajar con las librerías OpenGL.   
4.3.3 Rutina del programa 
Internamente el programa realiza una rutina oculta para el usuario, en esta rutina se 
realizan los siguientes procedimientos: 
• Apertura de la cabecera de las ortoimágenes y extracción de la información
necesaria, Figura 4-12.
• Apertura del par de ortoimágenes.
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• Inicialización de los parámetros que configuran la visión estereoscópica.
• Llamada a las funciones de las librerías que mostrarán la ortoimagen
correspondiente para cada ojo, Figura 4-13.
Figura 4-12: Estructura de la cabecera de una de las ortoimágenes. 
Figura 4-13: Extracto del código, donde se indica el buffer que mostrará la imagen del ojo izquierdo. 
4.3.4 Visualización de las ortoimágenes mediante la aplicación 
A continuación se mostrará el interfaz de la aplicación y como se visualizarán las 
ortoimágenes. 
Al ejecutar la aplicación se nos abre una ventana con una barra de menús, Figura 4-14. 
Cuando accedemos al menú File, encontramos la acción Abrir Orto que abrirá las 
ortoimágenes preestablecidas, Figura 4-15.    
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Figura 4-14: Ventana de inicio de la aplicación. 
Figura 4-15: Procedimiento para la apertura del par de ortoimágenes a través de la barra de menús. 
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4.3.5 Situación de las ortoimágenes para la visualización estéreo 
Al abrir el par de ortoimágenes, la situación de una respecto a la otra no conseguirá 
visualizar el modelo estéreo, Figura 4-16. Para ello requiere del movimiento de una de 
las ortoimágenes de forma manual a través de controles del teclado y el ratón. 
La aplicación tan solo usa un par de controles para el desplazamiento por la 
extensión de las ortoimágenes y la situación de los puntos homólogos de las 
mismas.  
Los controles son: 
• Ratón: Al clicar sobre las ortoimágenes el botón izquierdo del ratón y sin
soltarlo podemos desplazarnos por toda la extensión de las ortoimágenes.
• Ratón + Shift (Mayúsculas): Al clicar sobre las ortoimágenes el botón
izquierdo más la tecla Shift, desplazará una de las ortoimágenes para
poder realizar su situación con respecto a la otra y así conseguir la visión
estéreo.
Figura 4-16: Visualización del par de ortoimágenes sin el posicionamiento óptimo. 
Situar los puntos homólogos entre ambas ortoimágenes es una tarea rápida, Figura
4-17. Se optó por esta situación manual debido a cómo trabaja OpenGL con 
imágenes de gran tamaño generando diversos errores debidos al sistema de 
coordenadas que usa esta librería para desplazar las imágenes.  
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Figura 4-17: Situación óptima para el visionado 3D. 
4.3.6 Observación de errores 
Después de observar toda la extensión de la zona de solapamiento, la cual tendría 
que mostrar una visualización plana, Figura 4-18. Nos encontramos con ciertas partes 
de la superficie donde encontramos anomalías (elevaciones o hundimientos), lo que 
nos lleva a comprobar que esas partes han sufrido alguna modificación superficial 
respecto al día de la captura de los datos del DEM y el día de la toma de las 
imágenes. 
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Figura 4-18: Zona de la superficie que presenta anomalías. 
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5 Conclusiones 
En referencia a las conclusiones del trabajo en sí y, dado que el objetivo principal 
era la detección de errores en ortofotogramas mediante la visión estéreo, podemos 
afirmar que la aplicación funciona y cumple esa función. 
En referencia a la detección de errores podemos señalar: 
1. No tenemos discrepancias, está todo correcto.
2. Aparecen discrepancias debidas a los elementos que no aparecen en el
modelo pero que son descartables (árboles, edificios…).
3. Aparecen discrepancias por errores en el modelo de alturas. En este caso el
operador puede corregirlo generando un modelo a partir de los fotogramas
originales.
Este trabajo a nivel personal me ha permitido realizar una aplicación que comprende 
desde la fase de análisis del problema, diseño de la aplicación, su codificación y 
comprobación del funcionamiento. A su vez, he ampliado mis conocimientos en 
diferentes aspectos como son la programación, el uso de las librerías, manipulación 
de gráficos 3D y el tratamiento de datos con modelos de alturas, lo cual, me ha 
producido gran satisfacción al aplicar gran parte de los conocimientos teóricos 
adquiridos durante los estudios. 
En un futuro próximo disponiendo de más medios y personas trabajando sobre esta 
aplicación, podríamos perfeccionarla e incluir más herramientas consiguiendo que 
esta pudiera ser usada en el ámbito profesional.      
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