Abstract: This paper presents a human machine interface (HMI) for hands-free control of an electric powered wheelchair (EPW) based on head movements and facial expressions detected by using the gyroscope and 'cognitiv suite' of an Emotiv EPOC device, respectively. The proposed HMI provides two control modes: 1) control mode 1 uses four head movements to display in its graphical user interface the control commands that the user wants to execute and one facial expression to confirm its execution; 2) control mode 2 employs two facial expressions for turning and forward motion, and one head movement for stopping the wheelchair. Therefore, both control modes offer hands-free control of the wheelchair. Two subjects have used the two control modes to operate a wheelchair in an indoor environment. Five facial expressions have been tested in order to determine if the users can employ different facial expressions for executing the commands. The experimental results show that the proposed HMI is reliable for operating the wheelchair safely.
Introduction
The majority of the electric powered wheelchairs (EPS) are controlled by using a joystick manually and cannot be used by disabled and elderly people who suffer from spinal cord injuries, tetraplegia or amputation of their limbs. Hands-free control alternatives are required for these people to operate the wheelchairs. Therefore, in order to fulfil this need, various human machine interfaces (HMIs) have been developed using different types of bio-signals, e.g., electromyography (EMG) signal, electrooculography (EOG) signal, electroencephalography (EEG) signal, as well as head movements. Jia et al. (2007) developed a visual-based HMI for controlling a wheelchair by recognising head movements of the user. Gajwani and Chhabria (2010) obtained eye tracking and blinking by a camera mounted on a cap to control a wheelchair. The common limitation of these visual HMIs is that their performances are likely affected by environmental noises such as illumination, brightness and the camera position.
Other HMIs have used EMG signals to detect shoulder movements (Han et al., 2003; Moon et al., 2005) or facial expressions (Felzer and Freisleben, 2002; Firoozabadi et al., 2008; Tamura et al., 2010; Tsui et al., 2007) in order to achieve the hands-free control of a wheelchair. Wei and Hu (2010) used eye winking and jaw clenching movements to provide the control commands to the wheelchair, in which two types of information, EMG signal and facial image, were integrated. Bergasa et al. (2000) identified head movements, lip hiding and eye winking by using a 2D face tracker and a fuzzy detector. Huo and Ghovanloo (2009) have operated a wheelchair by using tongue movements, in which the movement data were obtained from a magnetic tracer on the tongue. Although, this HMI is flexible in its configuration for giving the commands, it is invasive for long-term usage since the user should receive a tongue piercing embedded with the magnetic tracer. Palankar et al. (2008) used EEG signals to operate a wheelchair through a mounted robotic arm that was operated by using a P300 brain computer interface (BCI). The user was able to control the motion of the arm and chair by focusing attention on a specific character on the screen. However, its response time is slow. On the other hand, Gomez-Gil et al. (2011) have used a sensor called Emotiv EPOC headset, i.e., an EEG sensor, to recognise four fixed trained muscular events to steer a tractor, while Carrino et al. (2011) have developed a system, namely 'virtual move', which allows users to navigate through Google street view (GSV) using head movements, facial expressions, thoughts and emotional states detected with the Emotiv sensor. This paper proposes a HMI for hands-free control of an EPW with two control modes, based on two types of bio-signals, head movements and facial expressions. These bio-signals have been detected by using the data obtained from the gyroscope and the Cognitiv suite of the Emotiv sensor, respectively. In control mode 1, the control commands are displayed in its graphical user interface (GUI) by employing the head movements of the user and their executions are achieved by performing just one facial expression. In control mode 2, only one head movement is used for stopping the wheelchair, while the execution of the control commands for turning and going forward and backward are done by performing two facial expressions. Thus, the user is free to move his/her head without affecting the control on the wheelchair in both modes. Also, the proposed HMI is flexible, allowing the user to train and record his/her desired facial expressions in order to select the most comfortable one for executing the commands. Both modes provide five control commands: 'going forward', 'turning right', 'turning left', 'stopping' and 'going backward'. To verify the reliability and safety of the two control modes, healthy subjects have been recruited in experiments to control the wheelchair in an indoor environment using different facial expressions.
The rest of this paper is organised as follows. Section 2 presents an overview of the HMI, including a brief description of the employed equipment, explanations of the two control modes, the training process of the facial expressions and the evaluation protocol. Experimental results and analysis are given in Section 3 to show the feasibility and performance of the proposed HMI in the real-world setting. Finally, a brief conclusion and potential future work are given in Section 4.
HMI overview

Equipment
The Emotiv EPOC headset
The Emotiv EPOC headset is used in our HMI in order to detect head movements and facial expressions, which is a device that measures EEG activity from 14 saline electrodes (plus CMS/DRL references, P3/P4 locations). These electrodes are arranged according to the 10/20 system, and their locations are AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 (Emotiv Software Development Kit (SDK) for research, http://www.emotiv.com/ researchers/), as shown in Figure 1(c) .
The Emotiv control panel is used to configure and demonstrate its detection suites, which has a window for users to see the contact quality of each electrode. The green colour indicates a good signal, yellow for fair signal, orange for poor signal, red for very poor signal and black for no signal. The Emotiv Software Development Kit for research includes an application programming interface (API) to develop applications by using three different Emotiv suites: Cognitiv, Expressiv and Affectiv. Each suite has different functions as follows:
1 Cognitiv suite recognises 14 conscious thoughts of the user ('neutral', 'right', 'left', 'push', 'pull', 'lift', 'drop', ' 
Besides the suites, the Emotiv EPOC sensor has a gyroscope with two axes, X and Y, through which its EmoEngine gives the position data of the user's head. The X axis provides horizontal head movement data, e.g., a positive value representing an up head movement and a negative value representing a down head movement. Y axis gives vertical head movement data, e.g., a positive value representing a right head movement and a negative value representing a left head movement.
The intelligent wheelchair
As shown in Figure 1 (a), the intelligent wheelchair in this research is equipped with an industrial PC with the following features: The detailed description of the hardware structure of the wheelchair system can be found in Jia et al. (2007) .
Methodology
With the aim of providing freedom to the user, it is important to enable a user to move the head in a safe way when he/she is controlling the wheelchair. The two control modes deployed in our HMI are based on the integration of two types of bio-signals, namely the head movements and the facial expressions of the user. Both modes offer five control commands: 'going forward', 'turning right', 'turning left', 'stopping' and 'going backward'.
Control mode 1
In this control mode, the head movements of the user are used to display the control commands in its GUI, except for the 'down head movement' that is used for giving the stopping command at any time for safety reasons. On the other hand, one facial expression of the user is employed to execute the command.
Displaying the control commands
As mentioned earlier, the head movements of the user only have the function of displaying the control command that the user wants to execute. The gyroscope of the Emotiv sensor is used to detect four head movements ('up', 'down', 'right' and 'left' head movements).
As can be seen in Figure 2 , each head movement is associated with a control command as follows:
• an 'up head movement' displays the 'going forward' control command
• a 'right head movement' shows the 'turning right' control command
• a 'left head movement' displays the 'turning left' control command
• a 'down head movement' executes the 'stopping' command and shows the 'going backward' control command only when the 'stopping command' is being executed.
The 'X' and 'Y' axes of the gyroscope are used to distinguish each head movement as shown in Figure 2 . Furthermore, the user has the freedom of adjusting the definition of the axes for the head movements according to his/her convenience by just modifying the sliders provided in the GUI of the mode.
It is important to remark that in order to offer security and confidence to the user, the 'down head movement' does not need the confirmation through facial expression, when it is associated with the 'stopping' command. Therefore, the user has the warranty that at any time, he/she can stop the wheelchair immediately.
Executing the control commands
The user can issue the control command displayed in the GUI of the mode by performing a facial expression. The user only has to hold for one second the facial expression selected in the GUI in order to run the control command that is being displayed. After that, there is no need of keeping the expression to continue running the command. The following control commands need the confirmation by means of the facial expression to be executed: 'going forward', 'turning right', 'turning left' and 'going backward'.
With the aim of training and detecting different facial expressions, the Cognitiv suite is employed instead of the Expressiv suite, due to its good accuracy and immediate response. With the Cognitiv suite, users are able to record their most comfortable facial expressions to execute the control commands, providing flexibility in the choice of facial expressions of a user. Thresholds and timers were used in both modes in order to avoid the execution of false positive actions. 
GUI for control mode 1
The GUI for control mode 1 is shown in Figure 3 . As can be seen, our GUI offers the options of selecting, adding, removing and saving users; adjusting the sensitivities of the up, down, right and left head movements of a user; choosing the speed of the wheelchair; and selecting the facial expression previously trained to execute the control commands.
Once that the user has chosen his/her facial expression for executing the control commands and has accepted it, the GUI will display a 'ready symbol' indicating that it is ready for showing and executing control commands. The HMI starts at the 'stopping' command. Furthermore, our GUI provides visual feedback of the commands in two senses:
• the symbol of the control command that is being displayed in the GUI by the head movements of the user (top of the GUI)
• the symbol of the command that is being executed at the moment (middle of the GUI).
In addition, after the user has performed the facial expression to trigger the command, a beep sound is produced in order to emphasise and inform the user its execution. 
Control mode 2
In this control mode 2, facial expressions are used to execute the control commands for going forward and backward, as well as turning, and only one head movement is used for stopping. The user can choose between the 'up' or' down' head movements for giving the 'stopping' command. As can be seen in Figure 4 , each facial expression is associated with two control commands. One facial expression executes the control commands of 'going forward' and 'turning left'; while the other facial expression issues the control commands of 'turning right' and 'going backward'. Hence, a double performance of the facial expression is required to execute the control commands of 'turning left' and 'going backward'. As we mentioned earlier, thresholds and timers were employed in the data retrieved by the Cognitiv suite to avoid the execution of false positive actions.
GUI for control mode 2
The GUI for control mode 2 is shown in Figure 5 . As can be seen, our GUI offers the options of adjusting the sensitivities of the up and down head movements of the user; choosing the speed of the wheelchair; and selecting the previously trained facial expressions for executing the commands.
As the same case of the previous mode, once the facial expressions were chosen by a user for executing the commands and have been accepted, the GUI will display a 'ready symbol' indicating that it is ready for executing commands. The HMI starts at the 'stopping' command. In this control mode, our GUI only provides visual feedback of the control command being executed at the moment and the beep sound to inform the user its execution. 
The training process of facial expressions
Before using the control modes of our HMI, the user has to train his/her facial expressions in order to be able to execute the control commands for operating the wheelchair. As can be seen in Figure 6 , when a user is training an action of Cognitiv suite (i.e., 'right', 'left', 'push', 'pull', 'lift', 'drop'), a cube presented in its GUI is moving according to the training action. Each 'cognitiv action' has an associated facial expression, i.e., the 'right cognitiv action' corresponds to 'right smirk'. The training of the facial expressions using the Cognitiv suite is as follows:
1 Firstly, the user has to train a 'neutral state' (normal pose) in which the user does nothing. The neutral action can be trained by using two modalities: one modality lasts 8 seconds and the other one lasts 30 seconds. During the training process of this action, the user has to keep a normal pose avoiding performing any facial expression, so that action data can be recorded by using Cognitiv suite. This action needs more training than the other ones in order to avoid false triggered expressions. For our experiments, the subjects trained the 'neutral state' 7 times using the '8 seconds modality' and 3 times using the '30 seconds modality'. Note: A head band is fixed on the top of Emotiv EPOC to achieve a better contact quality of the electrodes.
2 Then, the user has to train each facial expression during which the pose has to be kept for 8 seconds. The user has to train the same expression for several times until the action is performed easily and reliably. When the user is training a facial expression, he/she has to perform it in the same way each time. If the user does not do that, then it will be difficult for Cognitiv suite to detect the action reliably.
One way to see whether the user is performing the same facial expression is to check the skill rating of the training in the GUI of the suite; it should be increasing each time. Each facial expression has to be added and trained, once at the time. During the training of each facial expression, its sensitivity was kept as the default setting of Cognitiv suite (medium). Each facial expression was trained for six or eight trials depending on the ability of each person.
3 Finally, if necessary, the user can adjust his/her facial expressions by increasing the sensitivity of each action associated to each expression in Cognitiv suite, at his/her convenience. The sensitivities of the facial expressions of both users were increased by two units of Cognitiv suite to reduce the fatigue of the user during the performance of the facial expression.
Evaluation protocol
Subjects and their experiences using the HMI
Two healthy subjects have operated the wheelchair in an indoor environment by employing the two control modes of our HMI. Both subjects are 31 years old, subject 'A' is a female and subject 'B' is a male. With regard to the experiences of the subjects using both modes, it can be said that subject 'A' was familiar with the use of both control modes due to her participation in the project; while subject 'B' had no experience with them.
Experiment
Ten experiments were carried out by each subject in each control mode. In each experiment, the subject has to follow the route shown in Figure 7 (indicated with a blue dotted line) without hitting the obstacles and without departing from the edges. The subject can stop at any time as he/she wants. Due to the lack of experience of subject 'B' in using the HMI, he did the route once with each control mode one day before doing the experiments. Both subjects first did the experiments employing control mode 1 and then the experiments employing control mode 2. Each subject did a round of five trials per day. The order of the experiments can be seen at the top of each control mode in Figure 12 and Figure 13. 
Facial expressions employed in the experiments
To choose and identify the most comfortable facial expressions for controlling the wheelchair, the users deployed the Cognitiv suite of Emotiv. They tested the facial expressions on the HMI but without moving the wheelchair, to evaluate their responses and comfort.
Both subjects identified five facial expressions to be used in both modes, nevertheless due to time availability of subject 'B', he only used some of them. The five facial expressions employed in the experiments involve muscles of the forehead and mouth, namely 1 FB -which was performed by furrowing the brows without closing eyes 2 LS -which was performed by pulling the left side of the lip to the left 3 RB -which was performed by raising the brows 4 RS -which was performed by pulling the right side of the lip to the right 5 S -which was performed by doing a big smile.
During the training of different facial expressions, both subjects noticed that the facial expressions of 'LS' and 'RS' could have false detections with the 'S' expression. Also, 'FB' and 'RB' could be confused between them. For that reason, it is advisable that the user should avoid using 'S' at the same time that 'LS' and 'RS' in order to have an optimal performance of the HMI. The same case applies for 'FB' and 'RB'.
Figure 7
The route to follow in the indoor environment (see online version for colours)
Experimental results and analysis
Travelling times and trajectories were recorded. Means and standard deviations of the travelling times were calculated. The position of the wheelchair was obtained by a VICON motion tracking system that tracks the five markers attached to the wheelchair. Figure 8 shows the times achieved by subject 'A' to travel the route ten times per control mode. For control mode 1, subject 'A' employed the facial expressions of 'FB', 'LS', 'RS' and 'S', while '(LS, RS)' and '(S, FB)' were used for control mode 2. In four experiments, control mode 1 using 'S' reported the fastest times, while control mode 2 using '(LS, RS)' and '(S, FB)' achieved the fastest times in three and two experiments, respectively. On the other hand, control mode 1 using 'FB' and 'RS' reported the slowest times in four experiments. Finally, it can be seen that in the experiment ten, the slowest time was achieved by three modes [control mode 1 using 'RS' and 'S' and control mode 2 using '(S, FB)'].
Subject 'B' decided to use 'S' for control mode 1, and '(S, RB)' for control mode 2. The times achieved by subject 'B' repeating the route ten times per each control mode are presented in Figure 9 . As can be seen, the user took more time to achieve the route in the first two experiments of control mode 1. In the experiment 1 of this mode, the user was about to collide with the obstacles as a consequence of his lack of experience. Nevertheless, he was able to stop immediately and fix the trajectory by using the 'going backward' command. For the rest of the experiments, it can be seen that the times were quite similar and the difference between modes were not significant. Figure 10 and Table 1 show the means and standard deviations of the travelling times for both subjects at each control mode employing different facial expressions. It can be seen that the smallest mean and standard deviation were of 147.9 and 4.7 seconds, respectively. These values corresponded to control mode 1 with the facial expression of 'S' operated by the subject 'A'. On the other hand, the largest mean and standard deviation were of 166 and 31.5 seconds, respectively. These values were achieved by the subject 'B' using control mode 1. Also, it can be seen that subject 'A' using 'LS' in control mode 1 and subject 'B' using '(S, RB)' in control mode 2 had the same means (152.5 seconds). Figure 11 and Table 2 show the minimum, maximum and median travelling times of both subjects in the different control modes using several facial expressions. As can be seen, although both subjects used control mode 1 with 'S', their results reflected different scenarios. The largest of the maximum travelling times was of 240 seconds corresponding to control mode 1 with 'S' operated by subject 'B'. While the smallest of the minimum travelling times was of 135 seconds achieved by subject 'A' using control mode 2 with '(LS, RS)'. It can be seen that control mode 1 operated by subject 'A' using 'FB' and control mode 2 operated by subject 'B' using '(S, RB)' had the same minimum travelling times (143 seconds). Also, it can be noticed that control mode 1 using 'LS' and control mode 2 using '(LS, RS)' both operated by subject 'A' had the same maximum travelling times (168 seconds). Finally, if only the medians of the travelling times are considered, it can be noticed that there were some similarities between them. The medians of control mode 1 using 'FB' and using 'LS' operated by subject 'A' were the same (150.5 seconds). Likewise, the medians of control mode 2 using '(LS, RS)' operated by subject 'A' and control mode 2 using '(S, RB)' operated by subject 'B' were the same (151 seconds). The trajectories achieved by both subjects for each experiment using the different control modes with different facial expressions can be seen in Figure 12 and Figure 13 . Both subjects were capable of following the predefined route by using control mode 1 and control mode 2 with different facial expressions without hitting the obstacles and without departing from the edges. As can be seen in Figure 13 , subject 'B' was about to collide with the wall during the experiment 1 of control mode 1 on his first day of experiments, he managed to keep this from happening by using the commands of 'stopping' and 'going backward'. Both subjects felt confident in using both modes, only that they preferred control mode 2 over control mode 1. Subject 'A' felt more comfortable using the facial expressions of '(S, FB)' in control mode 2, while she preferred the facial expression of 'S' in control mode 1. Apart from the use of the stopping command once at experiment 1 of the subject 'B' in control mode 1, no more stopping commands were used. Also, no false detections on the facial expressions were reported during the experiments. Earlier approaches for operating a wheelchair (Felzer and Freisleben, 2002; Han et al., 2003; Moon et al., 2005; Jia et al., 2007; Tsui et al., 2007; Firoozabadi et al., 2008; Gajwani and Chhabria, 2010; Tamura et al., 2010; Wei and Hu, 2010) have provided only one configuration to the user for giving the commands. As can be noticed, it is clear that the proposed HMI can be flexible, allowing the user to choose from two control modes, as well as, his/her most comfortable facial expressions for operating the wheelchair. Furthermore, our HMI is not invasive because the user only needs to wear the Emotiv EPOC and it is not necessary to break into the skin (e.g., Huo and Ghovanloo, 2009) . 
Conclusions and future work
In this paper, a HMI with two control modes has been proposed to control a wheelchair through head movements and facial expressions, providing safe mobility to disabled and elderly users who can only move their heads and their muscles of their faces. In one control mode, head movements are used to display control commands in its GUI and one facial expression is employed to confirm the execution of the command. In the second mode, one head movement is used for stopping the wheelchair and two facial expressions are used for turning and going forward and backward motion. Five control commands are provided in our HMI: 'going forward', 'turning right', 'turning left', 'stopping' and 'going backward'. In both modes, the stopping command can be execute at any time since it does not need confirmation to be executed. Furthermore, with the aim of providing comfort to the user, the facial expressions used in both modes to execute the commands are flexible, and the user can choose the facial expressions that he/she prefers. Also, the user does not need to maintain the facial expression while the control command is running. Experimental results show that our HMI is safe and reliable.
The future work will be focused on the implementation of a hybrid HMI, in which the users can choose the manner of providing their control commands to the wheelchair by using different facial expressions, head movements or both. Also, more subjects will be recruited for experiments in order to optimise the proposed HMI.
