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Stability of positive linear Volterra integro-differential
systems with delays
Achim Ilchmann and Pham Huu Anh Ngoc
Abstract. We study positive linear Volterra integro-differential systems with
infinitely many delays. Positivity is characterized in terms of the system en-
tries. A generalized version of the Perron-Frobenius Theorem is shown; this
may be interesting in its own right but is exploited here for stability results:
explicit spectral criteria for L1-stability and exponential asymptotic stability.
Also the concept of stability radii, determining the maximal robustness with
respect to additive perturbations to L1-stable system, is introduced and it is
shown that the complex, real and positive stability radii coincide and can be
computed by an explicit formula.
Mathematics Subject Classification (2000). 45J05, 34K20.
Keywords. Linear Volterra system with delay, positive system, Perron-Frobenius
theorem, stability, stability radius.
Nomenclature
ei : ith unit vector in Rn, n clear from the context
N0 := N ∪ {0}
R`×q+ :=
{
M = (mij) ∈ R`×q| mij ≥ 0 ∀i, j
}
Cλ := {s ∈ C| <s ≥ λ}, λ ∈ R
Bnr (x) := {y ∈ Rn| ‖x − y‖ < r}, open ball of radius r > 0 centered at
x ∈ Rn
m := {1, . . . ,m}, m ∈ N
MN := the set of all mappings from N to a set M
spec(A) := {λ ∈ C| det(λIn −A) = 0}, the spectrum of A ∈ Cn×n
The second author is the corresponding author and thanks the Alexander von Humboldt
Foundation for their support.
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µ(A) := max {<s |s ∈ spec(A)}, the spectral abscissa of A ∈ Cn×n
A Metzler iff aij ≥ 0 for all i, j ∈ {1, . . . , n} with i 6= j, A = (aij) ∈ Rn×n
|A| := (|aij |) for A = (aij) ∈ Rl×q
A ≥ B :⇔ aij ≥ bij for all entries of A = (aij), B = (bij) ∈ Rl×q
‖ · ‖ : Cn → R+ monotone norm; monotone means: ∀x, y ∈ Cn with
|x| ≤ |y| : ‖x‖ ≤ ‖y‖
‖A‖ := max {‖Ax‖ | ‖x‖ = 1}, an operator norm induced by monotone
norms on Cl and Cq resp., A ∈ Cl×q
C(J,R`×q) the vector space of continuous functions f : J → R`×q, J ⊂ R an
interval, with norm ‖f‖∞ := supt∈J ‖f(t)‖
Lp(J,R`×q) the space of functions f : J → R`×q, J ⊂ R an interval, with∫
J
‖f(t)‖p dt <∞, p ∈ [1,∞)
L∞(J,R`×q) space of measurable essentially bounded functions f : J → R`×q,
J ⊂ R an interval, with norm ‖f‖∞ := ess-supt∈J‖f(t)‖
φ ≥ 0 iff φ : J → R`×q satisfies φ(t) ∈ R`×q+ for a.a. t ∈ J ⊂ R, in this
case φ is called non-negative.
1. Introduction
We study positive linear Volterra integro-differential systems with infinitely many
delays of the form
x˙(t) = A0 x(t) +
∑
i≥1
Ai x(t− hi) +
∫ t
0
B(t− s)x(s) ds, for a.a. t ≥ 0, (1.1)
where ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy
(A1) ∀ i ∈ N0 : Ai ∈ Rn×n with
∑
i≥0 ‖Ai‖ <∞
(A2) 0 = h0 < h1 < h2 < . . . < hk < hk+1 < ...
(A3) B(·) ∈ L1(R+,Rn×n)
and, for (ϕ, x0) ∈ L1((−∞, 0);Rn) × Rn, the solution of (1.1) may satisfy the
initial data (
x|(−∞,0), x(0)
)
= (ϕ, x0). (1.2)
A system is called positive if, and only if, for any nonnegative initial condition,
the corresponding solution of the system is also nonnegative. Positive dynamical
systems play an important role in modelling of dynamical phenomena whose vari-
ables are restricted to be nonnegative. This model class is used in many areas
such as economics, population dynamics and ecology. The mathematical theory of
positive systems is based on the theory of nonnegative matrices founded by Perron
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and Frobenius; see, e.g., [3, 16].
By setting B(·) ≡ 0, (1.1) encompasses the subclass
x˙(t) = A0 x(t) +
∑
i≥1
Ai x(t− hi), t ≥ 0, (1.3)
of linear differential systems with infinitely many delays. In particular, the subclass
of linear time-delay differential systems with discrete delays (i.e. ∃m ∈ N ∀i > m :
Ai = 0) is well understood and numerous results are available on positivity and
stability [22], robust stability [26, 24, 19] and the Perron-Frobenius Theorem [20].
By setting Ai = 0 for all i ∈ N, (1.1) encompasses the subclass
x˙(t) = A0 x(t) +
∫ t
0
B(t− s)x(s) ds, a.a. t ≥ 0, (1.4)
of linear Volterra integro-differential system of convolution type. Also this subclass
is well understood and numerous results on positivity, Perron-Frobenius theorem,
stability and robust stability have been given recently, see [23].
The novelty of the present paper is to combine (1.3) and (1.4) so that we
study linear Volterra integro-differential systems with infinitely many delays of
the form (1.1).
The paper is organized as follows. In Section 2 we collect some well known
results on solution theory of (1.1). In Section 3 we characterize positivity in terms
of the system data. A generalized version of the classical Perron-Frobenius Theo-
rem is shown in Section 4. This result may be worth knowing in its own right as
a result in Linear Algebra. However, we utilize it for proving stability results in
the following sections. In Section 5 we investigate various stability concepts and
give, beside other characterizations, explicit spectral criteria for L1-stability and
exponential asymptotic stability of positive linear Volterra integro-differential sys-
tems with delays (1.1). Finally, Section 6 is on robustness of L1-stability of (1.1).
For this we introduce the concept of complex, real, and positive stability radius,
show that, for positive systems, all three are equal and present a simple formula
to determine the stability radius.
2. Solution theory
In this section we recall well known facts on the solution theory of equations of
the form (1.1).
Definition 2.1. Let (ϕ, x0) ∈ L1((−∞, 0);Rn) × Rn. Then a function x : R → Rn
is said to be a solution of the initial value problem (1.1), (1.2) if, and only if,
– x is locally absolutely continuous on [0,∞),
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– x satisfies the initial condition (1.2) on (−∞, 0],
– x satisfies (1.1) for almost all t ∈ [0,∞).
This solution is denoted by x(·; 0, ϕ, x0).
A fundamental solution for (1.1) is given as follows.
Proposition 2.2. [5, p. 301] Consider, for ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfying (A1)-
(A3), the matrix initial value problem
X˙(t) = A0X(t) +
∑
i≥1
AiX(t− hi) +
t∫
0
B(t− s)X(s) ds, a.a. t ≥ 0
X(t) = 0 ∀ t < 0, X(0) = In.
 (2.1)
Then there exists a solution X(·) : R→ Rn×n of (2.1); this solution is unique and
called fundamental solution.
Remark 2.3. In [14, p. 55] it is claimed that the fundamental solution X of (2.1)
satisfies the semigroup property
∀ τ ≥ 0 ∀ t ≥ τ : X(t) = X(t− τ)X(τ).
Unfortunately, this is in general not true. A counterexample is
x˙(t) = − 12x(t) + 14
∫ t
0
e−(t−s)/2x(s), ds, t ≥ 0.
which satisfies (A1)-(A3) but the fundamental solution
X(t) =
e−t + 1
2
, t ≥ 0
does not satisfy the semigroup property.
The following proposition gives the Variation of Constants formula for (1.1).
Proposition 2.4. [5, p. 300]
Consider ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfying (A1)-(A3), and augment (1.1) by g ∈
L1loc(R+,Rn) to a non-homogeneous system
x˙(t) = A0 x(t)+
∑
i≥1
Ai x(t−hi)+
∫ t
0
B(t−s)x(s) ds + g(t), a.a. t ≥ 0. (2.2)
For any initial data (ϕ, x0) ∈ L1((−∞, 0);Rn)×Rn, there exists a solution x(·; 0, ϕ, x0, g) :
R → Rn of the initial value problem (2.2), (1.2); this solution is unique and, in-
voking the fundamental solution X of (1.1), satisfies, for all t ≥ 0,
x(t; 0, ϕ, x0, g) = X(t)x0 +
∑
i≥1
∫ 0
−hi
X(t− hi − u)Ai ϕ(u) du
+
∫ t
0
X(t− u) g(u) du. (2.3)
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In what follows, we need the following modification of the Variation of Con-
stants formula for homogeneous systems (1.1) with shifted initial time.
Remark 2.5. Let ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3), and (σ, ϕ, x0) ∈ R+×
L1((−∞, σ);Rn)× Rn. Then the initial value problem
x˙(t) = A0 x(t) +
∑
i≥1Ai x(t− hi) +
∫ t
0
B(t− s)x(s) ds, a.a. t ≥ σ(
x|(−∞,σ), x(σ)
)
= (ϕ, x0)
}
(2.4)
has a unique solution x(·;σ, ϕ, x0) : R → Rn and this solution satisfies, invoking
the fundamental solution X of (1.1),
x(t;σ, ϕ, x0) = X(t− σ)x0 +
∑
i≥1
∫ 0
−hi
X(t− σ − hi − u)Aiϕ(u) du
+
∫ t−σ
0
X(t− σ − u)
∫ σ
0
B(u+ σ − s)ϕ(s) ds du, t ≥ σ. (2.5)
For notational convenience, some further notation is introduced.
Definition 2.6.
(i) The Laplace transform of a function F : R+ → R`×q is given by
Fˆ : S → C`×q, z 7→ Fˆ (z) :=
∫ ∞
0
e−ztF (t) dt,
on a set S ⊂ C where it exists, see e.g. [8, p. 742].
(ii) For ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfying (A1)-(A3), the function
H : S → C`×q, z 7→ H(z) := zIn −A0 −
∑
i≥1
Aie
−hiz − Bˆ(z),
defined on a set S ⊂ C where it exists, is called characteristic matrix of (1.1).
In this case we also use
R(z) := zIn −A0 −H(z) =
∑
i≥1
e−hizAi + Bˆ(z).
Remark 2.7. Suppose ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3). Then an appli-
cation of the Gronwall inequality to (2.3) for g ≡ 0 yields for the fundamental
solution X of (1.1)
∃ M > 0 ∃λ ∈ R ∀ t ≥ 0 : ‖X(t)‖ ≤Meλt.
Thus applying Laplace transform to the first equation in (2.1) gives
H(z) Xˆ(z) =
(
zIn −
∑
i≥0Aie
−zhi − Bˆ(z)
)
Xˆ(z) = X(0) = In ∀ z ∈ C˚λ.
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3. Positivity
Recently, problems of positive systems have attracted a lot of attention, see e.g.
[24, 19, 22, 23] and references therein.
Definition 3.1. System (1.1) is said to be positive if, and only if, for every non-
negative initial data (σ, ϕ, x0) ∈ R+ × L1((−∞, σ);Rn+)× Rn+, the solution of the
initial value problem (2.4) is non-negative.
We are now in the position to state the main result of this section.
Theorem 3.2. Let ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3). Then the system
(1.1) is positive if, and only if,
(i) A0 is a Metzler matrix,
(ii) Ai ≥ 0 for all i ∈ N,
(iii) B(·) ≥ 0.
Proposition 3.3. Suppose ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3) and (1.1) is
positive. Then for any non-negative initial data (ϕ, x0) ∈ L1((−∞, 0);Rn+) × Rn+
and any non-negative inhomogenity g : R → Rn+, the solution of the initial value
problem (2.2), (1.2) is non-negative: x(·; 0, ϕ, x0, g) : R→ Rn+.
Remark 3.4. It may be worth noting that positivity of (1.1) implies monotonicity
in the sense that if
(ϕk, xk, gk) ∈ L1((−∞, 0);Rn+)× Rn+ × L1(R+,Rn), k = 1, 2
satisfy
ϕ1 ≤ ϕ2, x1 ≤ x2, g1 ≤ g2,
then
x(t; 0, ϕ1, x1, g1) ≤ x(t; 0, ϕ2, x2, g2) ∀ t ≥ 0.
This follows immediately from (2.3) and since X(t) ≥ 0 for all t ≥ 0 by Proposi-
tion 3.3.
In the remainder of this section we prove Theorem 3.2 and Proposition 3.3. For this,
some technical lemmata are needed. Throughout, we assume that ((Ai)i∈N0 , (hi)i∈N0 , B(·))
satisfy (A1)-(A3).
Lemma 3.5. Let σ ≥ 0, and consider, for non-negative B(·) ∈ L1([0, σ], Rn×n+ ),
g ∈ L1([0, σ],Rn+), x0 ∈ Rn+, and Metzler matrix A0 ∈ Rn×n the initial value
problem
x˙(t) = A0 x(t) +
∫ t
0
B(t− s)x(s) ds + g(t), a.a. t ∈ [0, σ],
x(0) = x0.
}
(3.1)
Then its solution x(·; 0, x0, g) is non-negative on [0, σ].
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Proof. Applying the Variation of Constants formula and writing
T : C([0, σ],Rn) −→ C([0, σ],Rn)
φ 7→ eA0·x0 + ∫ ·
0
eA0(·−s)g(s) ds+
∫ ·
0
eA0(·−s)
(∫ s
0
B(s− τ)φ(τ) dτ) ds,
the solution x of (3.1) satisfies
x(t) =
(
Tx
)
(t), ∀ t ∈ [0, σ].
For
M := sup
t∈[0,σ]
‖eAt‖
∫ σ
0
‖B(s)‖ds,
a simple induction argument shows that
‖T kφˆ(t)− T kφ(t)‖ ≤ M
ktk
k!
‖φˆ− φ‖∞ ∀ t ∈ [0, σ] ∀φ, φˆ ∈ C([0, σ],Rn) ∀ k ∈ N.
This implies the existence of some k∗ ∈ N so that T k∗ is a contraction. By the
contraction mapping principle, the sequence (T `k
∗
φ)`∈N converges in the space
C([0, σ],Rn), for arbitrary φ ∈ C([0, σ],Rn) to the unique solution x(·; 0, x0, g) of
x = Tx. Choose φ ≡ x0 ∈ C([0, σ],Rn+). Since A0 is a Metzler matrix, αIn + A0
is nonnegative for some α ≥ 0. This implies that eαteA0t = e(αIn+A0)t ≥ 0 for all
t ∈ [0, σ]. Hence, eA0t ≥ 0 for all t ∈ [0, σ] and non-negativity of g and B yields(
Tφ
)
(t) ≥ 0, ∀ t ∈ [0, σ].
Thus, T `k
∗
φ ≥ 0 for all ` ∈ N and we arrive at x(t) ≥ 0 for all t ∈ [0, σ]. This
completes the proof. ¤
Lemma 3.6. If A0 ∈ Rn×n is a Metzler matrix, Ai ∈ Rn×n+ for all i ∈ N and
B(·) ≥ 0, then the fundamental solution of (1.1) is non-negative: X(·) ≥ 0.
Proof. The initial value problem (2.1) may be written as
X˙(t) = A0X(t) +
∫ t
0
B(t− s)X(s) ds+G(t), a.a. t ≥ 0(
X|(−∞,0), X(0)
)
= (0, In),
}
(3.2)
where
G(t) =
∑
i≥1
AiX(t− hi).
Since G(t) = 0 for all t ∈ [0, h1), Lemma 3.5 gives X(t) ≥ 0 for all t ∈ [0, h1).
Hence G(t) ≥ 0 for all t ∈ [0, 2h1), and a repeated application of Lemma 3.5 gives
X(t) ≥ 0 for all t ∈ [0, 2h1). Proceeding in this way, we arrive at X(t) ≥ 0 for all
t ∈ [0, k h1), for all k ∈ N. This completes the proof. ¤
Proof of Theorem 3.2.
“⇐”: This direction follows immediately from Lemma 3.6 and (2.5).
“⇒”: Step 1: We show that A0 is a Metzler matrix.
By Remark 2.7 and Lemma 3.6 we have, for some λ ∈ R,(
sIn −
∑
i≥0Aie
−shi − Bˆ(s)
)−1
= Xˆ(s) =
∫∞
0
e−stX(t)dt ≥ 0 ∀ s > λ
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and, since B(·) ∈ L1(R+, Rn×n) yields lims→∞ Bˆ(s) = 0, there exists p > λ so
that
Xˆ(s) = s−1
(
In − s−1
(∑
i≥0Aie
−shi + Bˆ(s)
))−1
= s−1In +
∑
k≥1 s
−(k+1)
(∑
i≥0Aie
−shi + Bˆ(s)
)k
∀ s > p,
and thus
sIn +
∑
k≥1 s
−(k−1)
(∑
i≥0Aie
−shi + Bˆ(s)
)k
≥ 0 ∀ s > p.
Since
lims→∞
∑
k≥1 s
−(k−1)
(∑
i≥0Aie
−shi + Bˆ(s)
)k
= A0,
it follows that, for all i, j ∈ n with i 6= j,
lim
s→∞ e
T
i
[
sIn +
∑
k≥1 s
−(k−1)
(∑
i≥0Aie
−shi + Bˆ(s)
)k]
ej = eTi A0ej ≥ 0.
Thus, A0 is a Metzler matrix.
Step 2: We show that A` ≥ 0 for all ` ∈ N.
Let ` ∈ N be fixed and consider A` := (cij) ∈ Rn×n. Fix i, j ∈ n. Define an
L1-function
φ : (−∞, 0]→ Rn+, t 7→ φ(t) :=

0, t < −h`(
t
h`−1−h` +
h`−1
h`−1−h`
)
ej , t ∈ [−h`,−h`−1]
0, t ∈ (−h`−1, 0].
Since (1.1) is positive, the initial value problem (1.1),
(
x|(−∞,0), x(0)
)
= (φ, 0) has,
by Proposition 2.4, a unique solution x(·) = x(·; 0, φ, 0) with x(t) ≥ 0 for all t ≥ 0.
Note that for k ∈ N, x(·) = (x1(·), ..., xn(·))T is locally absolutely continuous on
(0, 1/k), x(·) ≥ 0, x(0+) = 0 and x(·) satisfies (1.1) almost everywhere on (0, 1/k).
Thus, invoking the Newton-Leibniz’s formula, we may choose tk ∈ (0, 1/k) such
that x˙i(tk) ≥ 0 and x(·) satisfies (1.1) at tk. Since limk→∞ x˙(tk) = A`φ(−h`) =
A`ej ≥ 0, we get, in particular, limk→∞ x˙i(tk) = eTi A`ej = cij ≥ 0. Since i, j ∈ n
are arbitrary, it follows that A` ∈ Rn×n+ .
Step 3: We show that
∀ i, j ∈ n for a.a. t ∈ R+ : eTi B(t)ej ≥ 0.
Fix i, j ∈ n. Choose
ξ ∈ L1((−∞, h1),R+) with ξ
∣∣
(−∞,0] = 0
and set
ϕ : (−∞, h1)→ Rn+, t 7→ ξ(t) ej .
By positivity, the solution x(·;h1, ϕ, 0) of the initial value problem
x˙(t) = A0 x(t) +
∑∞
i=1Ai x(t− hi) +
∫ t
0
B(t− s)x(s) ds, a.a. t ≥ h1,(
x|(−∞,h1), x(h1)
)
= (ϕ, 0)
}
(3.3)
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satisfies
x(t) := x(t;h1, ϕ, 0) ≥ 0 ∀ t ≥ h1.
Thus, invoking the Newton-Leibniz’s formula, for every k ∈ N there exists tk ∈
(h1, h1 + 1/k) such that eTi x˙(tk) ≥ 0 and the differential equation in (3.3) is
satisfied at t = tk. This implies that
0 ≤ lim
k→∞
eTi x˙(tk) = lim
k→∞
∫ tk
0
eTi B(tk − s)x(s) ds
=
∫ h1
0
eTi B(h1 − s)ej ξ(s) ds. (3.4)
Assume on the contrary that
∃ N ⊂ [0, h1] with mess(N ) > 0 ∀t ∈ N : eTi B(t)ej < 0.
We may specify ξ to satisfy ξ|[0,h1] = χN , where χN denotes the indicator function
of N . Then, ∫
N e
T
i B(s)ej ds =
∫ h1
0
eTi B(h` − s)ej ξ(s) ds ≤ 0. (3.5)
It follows from (3.4) and (3.5) that∫
N
−eTi B(s)ej ds = 0.
However, since mess(N ) > 0, this contradicts −eTi B(t)ej > 0 t ∈ N . Hence,
B(t) ≥ 0 for a.a. t ∈ [0, h1].
By a similar argument, we can show that B(t) ≥ 0 for a.a. t ∈ [h1, 2h1]. Pro-
ceeding in this way, we get B(t) ≥ 0 for a.a. t ∈ [kh1, (k + 1)h1] and for arbitrary
k ∈ N. This completes the proof of the theorem. ¤
Proof of Proposition 3.3.
The proof of Proposition 3.3 is an immediate consequence of Lemma 3.6 combined
with (2.3) and Theorem 3.2. ¤
4. Perron-Frobenius Theorem
It is well-known that Perron-Frobenius type theorems are principal tools for ana-
lyzing stability and robust stability of positive systems. There are many extensions
of the classical Perron-Frobenius theorem, see e.g. [1, 12, 21, 20, 23] and references
therein.
In this section, we present a Perron-Frobenius Theorem for positive systems
(1.1). This may also be interesting in its own right as a result in Linear Alge-
bra. However, we will apply the Perron-Frobenius Theorem to prove stability and
robustness results in Sections 5 and 6. Note that the assumption (A1)-(A3) are
relaxed in the present section.
10 Achim Ilchmann and Pham Huu Anh Ngoc
Theorem 4.1. If ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy
(A˜1) ∀ i ∈ N : Ai ∈ Rn×n+ , and A0 ∈ Rn×n is a Metzler matrix
(A˜2) ∀ i ∈ N : hi ≥ 0
(A˜3) B(·) : R+ → Rn×n is Lebesgue measurable and, for a.a. t ∈ R+, B(t) ∈ Rn×n+
(A˜4) β := inf
{
γ ∈ R
∣∣∣ ∑i≥0 e−hiγ‖Ai‖+ ∫∞0 e−γt‖B(t)‖dt <∞} <∞,
then, using the notation introduced in Definition 2.6,
µ [A0, (Ai)i∈N, B(·)] := sup
<z
∣∣∣∣∣∣∣
z ∈ C with detH(z) = 0 and∑
i≥1
e−hi<z‖Ai‖+
∞∫
0
e−t<z‖B(t)‖dt <∞
 <∞.
Moreover, if −∞ < µ0 := µ [A0, (Ai)i∈N, B(·)], we have, for β < α <∞ that
(i) ∃x ∈ Rn+ \ {0} :
(
A0 +
∑
i≥1 e
−hiµ0Ai +
∫∞
0
e−µ0tB(t) dt
)
x = µ0 x
(in particular, detH(µ0) = 0),
(ii) α ≤ µ0 ⇐⇒
[
∃x ∈ Rn+ \ {0} :
(
A0 +
∑
i≥1 e
−hiαAi +
∫∞
0
e−αtB(t) dt
)
x ≥ αx
]
,
(iii) α > µ0 ⇐⇒ det H(α)−1 ≥ 0.
Theorem 4.1 is a generalization of the Perron-Frobenius Theorem for positive
- linear time delay differential systems, proved in [20];
- linear Volterra integro-differential system of convolution type (1.4), proved
in [23];
- linear systems x˙(t) = A0x(t), proved in [9].
The latter case is quoted next because it will be used in several proofs.
Proposition 4.2. For a Metzler matrix A0 ∈ Rn×n, and Ai = 0 for all i ∈ N and
B ≡ 0 in (1.1), the spectral abscissa (see Nomenclature) satisfies
(i) µ(A0) = µ [A0, 0, 0]
(ii) ∃x ∈ Rn+ \ {0} : A0x = µ(A0)x
(iii) α ≤ µ(A0) ⇐⇒
[∃x ∈ Rn+ \ {0} : A0x ≥ αx]
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(iv) α > µ(A0) ⇐⇒ (αIn −A0)−1 ≥ 0
(v) ∀P ∈ Cn×n ∀Q ∈ Rn×n+ :
[
|P | ≤ Q =⇒ µ(A0 + P ) ≤ µ(A0 +Q)
]
.
In the remainder of this section we prove Theorem 4.1. First, a technical
lemma is proved.
Lemma 4.3. Suppose ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A˜1)−(A˜3) and R (see Def-
inition 2.6) is defined, for some λ ∈ R, on Cλ. Then
(i) ∀ s > λ : R(s) ≥ 0,
(ii) ∀ z ∈ Cλ : |R(z)| ≤ R(<z),
(iii) ∀ z ∈ Cλ : µ (A0 +R(z)) ≤ µ (A0 +R(λ)) .
Proof. The claims follow immediately from the assumptions and Proposition 4.2(v).
¤
Proof of Theorem 4.1:
Step 1: We show µ0 <∞.
Seeking a contradiction, suppose that µ0 =∞. Then
∀ k ∈ N ∃ zk ∈ Ck : detH(zk) = 0,
∑
i≥1
e−hizk‖Ai‖+
∫ ∞
0
e−tzk‖B(t)‖dt <∞
and thus, invoking Lemma 4.3,
∀ k ∈ N : k ≤ <zk ≤ µ (A0 +R(zk)) ≤ µ (A0 +R(<zk)) ≤ µ (A0 +R(k)) ,
which gives, by k →∞,
∞ ≤ limk→∞ µ (A0 +R(k)) = µ(A0) <∞,
which is a contradiction.
Step 2: We show that
µ0 ≤ µ (A0 +R(µ0)) . (4.1)
Since µ0 > −∞, there exists z ∈ C :
detH(z) = 0, ∑i≥1 e−hi<z‖Ai‖+ ∫∞0 e−t<z‖B(t)‖dt <∞.
Then
β ≤ <z ≤ µ0.
If <z = µ0, then Lemma 4.3(iii) yields (4.1).
If <z < µ0, then by definition of µ0,
∃ (zk)k∈N : β < <zk < µ0, detH(zk) = 0, lim
k→∞
<zk = µ0
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and again by Lemma 4.3(iii) we arrive at
µ0 = limk→∞<zk ≤ µ (A0 +R(µ0)) .
This proves (4.1).
Step 3: Set
J :=
{
[β,∞), if∑i≥0 e−hiβ‖Ai‖+ ∫∞0 e−βt‖B(t)‖dt <∞
(β,∞), otherwise.
We show that the continuous function
f : J → R, θ 7→ θ − µ (A0 +R(θ))
satisfies f(µ0) = 0.
By (4.1), f(µ0) ≤ 0. Seeking a contradiction, suppose that f(µ0) < 0. Then we
may choose
θ0 > µ0 : f(θ0) = 0. (4.2)
Hence θ0 = µ (A0 +R(θ0)). Since A0 +R(θ0) is a Metzler matrix, we may apply
Proposition 4.2(i) to conclude that det H(θ0) = 0 θ0 > µ0, which contradicts the
definition of µ0.
Step 4: We are now ready to show (i)-(iii).
By Step 3, we have µ0 = µ (A0 +R(µ0)), and an application of Proposition 4.2(i)
yields (i).
By Proposition 4.2(v), we conclude, for β < θ1 ≤ θ2, µ (A0 +R(θ2)) ≤ µ (A0 +R(θ1)) ,
and so θ 7→ f(θ) as in Step 3 is increasing. Since f(µ0) = 0, (ii) and (iii) follow
from Proposition 4.2(iii) and (iv). ¤
5. Stability
In this section we investigate various stability concepts which are standard for
linear integro-differential systems, see e.g. [4, p. 37], [15], [18]. We characterize
them and specialize them also to positive systems.
Definition 5.1. A system (1.1) (more precisely, its zero solution) satisfying (A1)-
(A3) is said to be
stable :⇐⇒ ∀ε > 0 ∀σ ≥ 0 ∃δ > 0 ∀(ϕ, x0) ∈ L1((−∞, σ);Rn)× Rn with
‖ϕ‖L1 + ‖x0‖ < δ ∀ t ≥ σ : ‖x(t;σ, ϕ, x0)‖ < ε
uniformly stable :⇐⇒ stable and δ > 0 can be chosen independently of σ
asymptotically stable :⇐⇒ stable and ∀ (σ, ϕ, x0) ∈ R+×L1((−∞, σ);Rn)×Rn :
limt→∞ x(t;σ, ϕ, x0) = 0
uniformly asymptotically stable :⇐⇒ uniformly stable and ∃δ > 0 ∀ε > 0
∃T (ε) > 0 ∀(σ, ϕ, x0) ∈ R+ × L1((−∞, σ);Rn)× Rn with
‖ϕ‖L1 + ‖x0‖ < δ ∀t ≥ T (ε) + σ : ‖x(t;σ, ϕ, x0)‖ < ε
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exponentially asymptotically stable :⇐⇒ ∃M,λ > 0 ∀(σ, ϕ, x0) ∈ R+×L1((−∞, σ);Rn)×
Rn ∀ t ≥ σ : ‖x(t;σ, ϕ, x0)‖ ≤Me−λ(t−σ) [‖ϕ‖L1 + ‖x0‖]
Lp-stable, p ∈ [1,∞] :⇐⇒ X ∈ Lp(R+;Rn×n) where X denotes the fundamental
solution of (1.1).
The following proposition shows how these stability concepts are related and
how they can be characterized in term of the fundamental solution X(·) and char-
acteristic matrix H(·), see Definition 2.6.
Proposition 5.2. Consider a system (1.1) satisfying (A1)-(A3). Then the state-
ments
(i) (1.1) is asymptotically stable
(ii) (1.1) is L1-stable
(iii) (1.1) is Lp-stable for all p ∈ [1,∞]
(iv) ∀ z ∈ C0 : detH(z) 6= 0, where H is the characteristic matrix of (1.1)
(v) (1.1) is uniformly asymptotically stable
(vi) ∃M,λ > 0 ∀ t ≥ 0 : ‖X(t)‖ ≤Me−λt, where X is the fundamental solution
of (1.1),
(vii) (1.1) is exponentially asymptotically stable
are related as follows:
(v)⇐= (vii) =⇒ (vi) =⇒ (iv)⇐⇒ (iii)⇐⇒ (ii) =⇒ (i).
Proof. By definition, it is easy to see that (v)⇐= (vii) =⇒ (vi) and (vi) =⇒ (iii).
The proof of implications (iv) ⇐⇒ (iii) ⇐⇒ (ii) can be found in [5, p. 303]. It
remains to show that (ii) =⇒ (i). Since the convolution of an L1-function with
an Lp-function belongs to Lp (see e.g. [13, p. 172]), it follows from (1.1) that
X˙ ∈ L1(R+;Rn×n+ ). Therefore, X, X˙ ∈ L1(R+;Rn×n+ ) and [11, Lem. 2.1.7] yields
limt→∞X(t) = 0. Finally, an application of the Variation of Constants formula
(2.5) shows (i). ¤
Remark 5.3. In particular, for linear Volterra integro-differential systems (1.4)
without delay and B(·) ∈ L1(R+,Rn×n), [17] have shown
(iv)⇐⇒ (v).
For (1.1), by a standard argument, we can show that (iv) implies that (1.1) is
uniform stable and asymptotically stable. Conversely, (v) implies that detH(z) 6= 0
for z ∈ C˚0 and in particular (v) implies (iv) provided supi∈N hi <∞. However, in
general, it is an open problem whether the implications
(iv) =⇒ (v) or (v) =⇒ (iv)
hold true.
Finally, [18] showed that even for (1.4),
(iv) 6=⇒ (vi) and (v) 6=⇒ (vi).
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These implications are claimed in [14, Th. 2.2.2]; the proof in [14] however is
based on the semigroup property of the fundamental solution; in Remark 2.3 we
showed that this property does not hold.
Next we present a sufficient condition under which most of statements in
Proposition 5.2 are equivalent.
Theorem 5.4. Consider a system (1.1).
(i) If ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A2) and
∃ α > 0 :
∑
i≥1
‖Ai‖eαhi +
∫ ∞
0
eαt‖B(t)‖dt <∞, (5.1)
then the statements (ii), (iii), (iv), (vi) and (vii) in Proposition 5.2 are equiv-
alent.
(ii) If ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3), Ai ∈ Rn×n+ for all i ∈ N,
B(·) ≥ 0 and (vi) in Proposition 5.2 holds, then (5.1) is valid.
Theorem 5.4 extends [18, Th. 1,Th. 2] and [2, Th. 3.1,Th. 3.2], where lin-
ear integro-differential systems without delay (1.4) are considered, to the linear
Volterra integro-differential systems with delays (1.1). The proof of Theorem 5.4(i)
is different from [18], the proof of Theorem 5.4(ii) is based on ideas of the proof
of [2, Th. 3.2].
Proof of Theorem 5.4:
(i): In view of Proposition 5.2, it suffices to show “(iv) =⇒ (vii)”. Let X(·) and
H(·) be the fundamental solution and the characteristic matrix of (1.1), resp.
We show
∃ K, ε > 0 ∀ t ≥ 0 : ‖X(t)‖ ≤ Ke−εt. (5.2)
Note that, by (5.1),
detH(z) = 0 for some z ∈ C−α
=⇒ |z| ≤ T0 := ‖A0‖+
∑
i≥1
eαhi‖Ai‖+
∫ ∞
0
eαt‖B(t)‖dt
and hence
∀ z ∈ C with − α ≤ <z ≤ 0 and |=z| ≥ T0 + 1 : detH(z) 6= 0.
Since detH(·) is analytic on C˚−α, it has at most a finite number of zeros in
D := {z ∈ C∣∣ − α/2 ≤ <z ≤ 0, |=z| ≤ T0 + 1} ,
and thus detH(z) 6= 0 for all z ∈ C0 yields
c0 := sup
{<z∣∣ z ∈ C, detH(z) = 0} < 0.
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Choose ε ∈ (0,min{−c0, α}). Then, it is easy to check that
Y (·) = eε·X(·), Hε(·) = H(· − ε)
are, respectively, the fundamental solution and the characteristic matrix of
y˙(t) = (A0 + εIn) y(t) +
∑
i≥1
eεhiAi y(t− hi)
+
∫ t
0
eε(t−s)B(t− s) y(s) ds, for a.a. t ≥ 0. (5.3)
Since detH(z) 6= 0 for all z ∈ C−ε, it follows that detHε(z) 6= 0 for all z ∈
C0. Applying Proposition 5.2 to (5.3), we may conclude that Y (·) = eε·X(·) ∈
L∞(R+;Rn×n). This gives (5.2).
We show that
∃ K1 > 0, ∀(σ, ϕ) ∈ R+ × L1((−∞, σ);Rn) ∀ t ≥ σ :∥∥∥∥∥∥
∑
i≥1
∫ 0
−hi
X(t− σ − hi − u)Aiϕ(u) du
+
∫ t−σ
0
X(t− σ − u)
∫ σ
0
B(u+ σ − s)ϕ(s) ds du
∥∥∥∥
≤ K1e−ε(t−σ) ‖ϕ‖L1 . (5.4)
Then exponential asymptotic stability of (1.1) follows from (5.2) and the Variation
of Constants formula (2.5).
By (5.2), we have, for all t ≥ σ ≥ 0,∥∥∥∑i≥1 ∫ 0−hi X(t− σ − hi − u)Aiϕ(u) du∥∥∥
≤∑i≥1 ∫ 0−hi Ke−ε(t−σ−hi−u)‖Ai‖‖ϕ(u)‖du
≤
(
K
∑
i≥1 e
εhi‖Ai‖
)
e−ε(t−σ)‖ϕ‖L1
and∥∥∥ ∫ t−σ0 X(t− σ − u) ∫ σ0 B(u+ σ − s)ϕ(s) ds du∥∥∥
≤ ∫ t−σ
0
Ke−ε(t−σ−u)
∫ σ
0
‖B(u+ σ − s)‖‖ϕ(s)‖ds du
≤ Ke−ε(t−σ) ∫ σ
0
‖ϕ(s)‖ ∫ t−σ
0
eεu ‖B(u+ σ − s)‖du ds
≤ Ke−ε(t−σ) ∫ σ
0
‖ϕ(s)‖ ∫ t−s
σ−s e
ε(s−σ) eεu‖B(u)‖du ds
≤ K
(∫∞
0
eεu‖B(u)‖du
)
e−ε(t−σ) ‖ϕ‖L1 .
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Now combining the above two chains of inequalities gives (5.4). This completes
the proof of Assertion (i).
(ii): Assume that ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3), Ai ∈ Rn×n+ for all
i ∈ N, B(·) ≥ 0 and
∃M,λ > 0∀ t ≥ 0 : ‖X(t)‖ ≤Me−λt. (5.5)
Choose α ∈ (0, λ). Then, (5.5) implies that Xˆ(·) is analytic on C−α. Clearly,
H(z)Xˆ(z) = In, z ∈ C0. Thus, det Xˆ(0) 6= 0. Since the function z 7→ det Xˆ(z)
is continuous at z = 0, there exists α0 ∈ (0, α) such that det Xˆ(z) 6= 0 for all
z ∈ Bα0(0). Thus Xˆ(·)−1 exists on Bα0(0). Since the entries of Xˆ(·) are analytic
on Bα0(0), so must be the entries of Xˆ(·)−1. Therefore,
R : Bα0(0)→ Cn×n, z 7→ R(z) =
∑
i≥1
e−zhiAi + Bˆ(z) = zIn −A0 − Xˆ(z)−1
is analytic on Bα0(0). Since A1, A3 hold, by standard properties of the Laplace
transform and of sequence of analytic functions [27, p. 230], we have
∀m ∈ N ∀s ∈ Bα0(0) ∩ C˚0 :
R(m)(s) = (−1)m
∫ ∞
0
tme−stB(t) dt+
∑
i≥1
hmi e
−shiAi
 . (5.6)
We may consider in the following, without restriction of generality, the norm
‖U‖ :=
n∑
ij=1
|uij | for U := (uij) ∈ Cn×n.
Step 1: We show, by induction, that
∀ m ∈ N : (t 7→ tmB(t)) ∈ L1(R+,Rn×n) and
∑
i≥1
hmi ‖Ai‖ <∞. (5.7)
Set
M := ‖R′(0)‖.
m = 1: Seeking a contradiction, suppose that at least one of the following holds
∃T > 1 :
∫ T
0
‖B(t)‖(t− 1) dt > M ; ∃N1 ∈ N :
N1∑
i=1
hi‖Ai‖ > M +
∑
i≥1
‖Ai‖. (5.8)
Choose δ0 > 0 sufficiently small such that
∀h ∈ (0, δ0) ∀t ∈ [0, T ] : 1− e
−ht
h
≥ t−1; ∀i ∈ N1 : 1− e
−hhi
h
≥ hi−1. (5.9)
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Invoking the properties Ai = (A(i)p,q) ∈ Rn×n+ for all i ∈ N and B(·) ≥ 0 yields,
for h > 0 sufficiently small,∥∥∥∥R(h)−R(0)h
∥∥∥∥ =
∥∥∥∥∥∥ Bˆ(h)− Bˆ(0)h +
∑
i≥1
e−hhi − 1
h
Ai
∥∥∥∥∥∥
=
n∑
p,q=1
∣∣∣∣ ∫ ∞
0
Bpq(t)
e−ht − 1
h
dt+
∑
i≥1
e−hhi − 1
h
(A(i)p,q)
∣∣∣∣
=
n∑
p,q=1
∫ ∞
0
Bpq(t)
1− e−ht
h
dt+
∑
i≥1
1− e−hhi
h
(A(i)p,q).(5.10)
If the first inequality in (5.8) is valid, then, by invoking the first inequality in (5.9),
(5.10) and continuity of the norm, we arrive at the contradiction
M = ‖R′(0)‖ = lim
h→0+
∥∥∥∥R(h)−R(0)h
∥∥∥∥ ≥ ∫ T
0
‖B(t)‖(t− 1) dt > M.
If the second inequality in (5.8) is valid, then, by invoking the second inequality
in (5.9) and (5.10), we arrive at the contradiction
M ≥ lim
h→0+
∑
i≥1
1− e−hhi
h
(A(i)p,q) ≥ lim
h→0+
N1∑
i=1
1− e−hhi
h
(A(i)p,q)
≥
N1∑
i=1
(hi − 1)‖Ai‖ > M.
Therefore, (5.7) holds for m = 1.
If (5.7) holds for m, then it can be shown analogously as in the previous paragraph
for m = 1 that (5.7) holds for m + 1 by replacing B(t), ‖Ai‖, R(t) by tmB(t),
hmi ‖Ai‖, R(m)(t), resp. This proves Step 1.
Step 2: We show (5.1).
Since R(·) is analytic on U0, the Maclaurin’s series
∞∑
k=0
R(k)(0)
k!
sk,
is, for some α1 > 0, absolutely convergent in Bα1(0). Therefore, by (5.6), (5.7),
∞∑
k=0
αk1
k!
∫ ∞
0
tkBpq(t) dt+
∑
i≥1
hki (A(i)p,q)
 = ∞∑
k=0
|R(k)pq (0)|
k!
α1
k <∞,
18 Achim Ilchmann and Pham Huu Anh Ngoc
and so, in view of nonnegativity of B(·), Ai for all i ∈ N, and Fatou’s Lemma,∫ ∞
0
eα1t‖B(t)‖dt+
∑
i≥1
eα1hi‖Ai‖
=
∫∞
0
eα1t
∑n
p,q=1Bpq(t) dt+
∑
i≥1 e
α1hi
∑n
p,q=1(A(i)p,q)
=
∑n
p,q=1
(∫∞
0
eα1tBpq(t) dt+
∑
i≥1 e
α1hi(A(i)p,q)
)
=
∑n
p,q=1
(∫∞
0
∑∞
k=0
(α1t)
k
k! Bpq(t) dt+
∑
i≥1
∑∞
k=0
(α1hi)
k
k! (A(i)p,q)
)
=
∑n
p,q=1
(∑∞
k=0
αk1
k!
(∫∞
0
tkBpq(t) dt+
∑
i≥1 h
m
i (A(i)p,q)
))
<∞.
This completes the proof. ¤.
The following is immediate from Theorem 5.4 and Proposition 5.2.
Corollary 5.5. If ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3), Ai ∈ Rn×n+ for all
i ∈ N, B(·) ≥ 0 and (iv) in Proposition 5.2 holds, then the following statements
are equivalent:
(i) (1.1) is exponentially asymptotically stable,
(ii) ∃M,λ > 0 ∀ t ≥ 0 : ‖X(t)‖ ≤Me−λt, where X is the fundamental solution
of (1.1),
(ii) (5.1) holds.
We now deal with stability of positive systems. Exploiting positivity, we get
explicit criteria for Lp−stability and exponential stability of positive system (1.1),
invoking the spectral abscissa.
Theorem 5.6. For a positive system (1.1) satisfying (A1)-(A3) we have:
(i) (1.1) is Lp-stable for all p ∈ [1,∞] if, and only if,
µ
(
A0 +
∑
i≥1Ai +
∫∞
0
B(t) dt
)
< 0.
(ii) (1.1) is exponentially asymptotically stable if, and only if, (5.1) holds for
some α0 > 0 and
µ
(
A0 +
∑
i≥1 e
α0hiAi +
∫∞
0
eα0tB(t) dt
)
< −α0.
Proof. (i): In view of the equivalences “(ii)⇐⇒ (iii)⇐⇒ (iv)” in Proposition 5.2,
and using the notation introduced in Definition 2.6, it suffices to show that
[ ∀z ∈ C0 : det (zIn −A0 −R(z)) 6= 0 ] ⇐⇒ µ (A0 +R(0)) < 0.
“⇐”: Suppose
∃ z ∈ C0 : det (zIn −A0 −R(z)) = 0.
By Lemma 4.3,
0 ≤ <z ≤ µ (A0 +R(z)) ≤ µ (A0 +R(0)) .
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This proves the claim.
“⇒”: Suppose
µ (A0 +R(0)) ≥ 0.
Then the continuous function
f : [0,∞)→ R, θ 7→ θ − µ (A0 +R(θ))
satisfies f(µ0) ≤ 0 and limθ→∞ f(θ) = ∞ and so we may choose θ ≥ 0 such that
f(θ) = 0. The latter is equivalent to θ = µ (A0 +R(θ)) and, by Proposition 4.2(i),
to det (θIn −A0 −R(θ)) = 0. This is a contradiction and completes the proof of
Assertion (i).
(ii): “⇐”: This follows directly from (i) and Theorem 5.4(i).
“⇒”: Since (1.1) is positive, we have Ai ∈ Rn×n+ for all i ∈ N and B(·) ≥ 0. More-
over, (vi) of Proposition 5.2 holds because (1.1) is exponentially stable. Now (5.1)
follows from Theorem 5.4(ii). Since (1.1) is exponentially asymptotically stable,
(i) gives
µ
(
A0 +
∑
i≥1Ai +
∫∞
0
B(t) dt
)
< 0.
Consider the continuous function
g : [0, α]→ R, s 7→ s+ µ
(
A0 +
∑
i≥1 e
hisAi +
∫∞
0
estB(t) dt
)
.
Since g(0) < 0, it follows that g(α0) < 0 for some α0 ∈ [0, α]. Thus,
µ
(
A0 +
∑
i≥1 e
α0hiAi +
∫∞
0
eα0tB(t) dt
)
< −α0
and ∑
i≥1 ‖Ai‖eα0hi +
∫∞
0
eα0t‖B(t)‖dt <∞.
This completes the proof. ¤
The following is immediate from Theorem 5.4 and Theorem 5.6.
Corollary 5.7. For a positive system (1.1) satisfying (A2) and (5.1), the following
statements are equivalent:
(i) (1.1) is L1-stable,
(ii) (1.1) is Lp-stable for all p ∈ [1,∞],
(iii) ∃M,λ > 0 ∀ t ≥ 0 : ‖X(t)‖ ≤Me−λt, where X is the fundamental solution
of (1.1),
(iv) (1.1) is exponentially asymptotically stable,
(v) µ
(
A0 +
∑
i≥1Ai +
∫∞
0
B(t) dt
)
< 0,
(vi) ∃α0 > 0 : µ
(
A0 +
∑
i≥1 e
α0hiAi +
∫∞
0
eα0tB(t) dt
)
< −α0.
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6. Robustness of stability, stability radii
In 1986 Hinrichsen and Pritchard introduced the concept of structured stability
radius [7]: Consider an asymptotically stable linear differential system x˙(t) = Ax(t)
and determine the maximal r > 0 for which all systems of the form
x˙(t) = (A+D∆E)x(t),
are asymptotically stable as long as ‖∆‖ < r. Here, ∆ is unknown disturbance
matrix, and D and E are given matrices defining the structure of perturbations.
This so called stability radius r was characterized and a formula had been given.
Beside many other generalizations (see [8, Sect. 5.3] and the references therein),
the concept of stability radius has been analyzed for positive systems x˙(t) = Ax(t)
in [9]. Recently, the main results of [9] have been extended to various classes of
positive systems such as positive linear time-delay differential systems [26], [19],
positive linear discrete time-delay systems [10, 24] and positive linear functional
differential systems [25].
6.1. Structured perturbations
In this sub-section we study robustness of positive, L1-stable systems (1.1) satisfy-
ing (A1)-(A3). Assume that the system (1.1) is subjected to additive perturbations
of the form
x˙(t) =
(
A0 +D0∆0E
)
x(t) +
∑
i≥1
(
Ai +Di∆iE
)
x(t− hi)
+
∫ t
0
(
B(s) +Dδ(s)E
)
x(t− s) ds, (6.1)
where the matrices (Di)i∈N0 , D, E specify the structure of the perturbation and
belong to the class
SK :=
{
((Di)i∈N0 , D, E) ∈ (Kn×`i)N0 ×Kn×` ×Kq×n
∣∣∣∣ sup
i∈N0
‖Di‖ <∞
}
and the perturbation class is
PK :=
{
(∆, δ) = ((∆i)i∈N0 , δ) ∈ (K`i×q)N0 × L1(R+,K`×q)
∣∣ ‖(∆, δ)‖ <∞}
endowed with the norm
‖(∆, δ)‖ :=
∞∑
i=0
‖∆i‖+
∫ ∞
0
‖δ(t)‖dt, K = R,C,R+, resp.
The aim is to determine the maximal r > 0 such that for any (∆, δ) ∈ PK the
perturbed system (6.1) remains L1-stable whenever ‖(∆, δ)‖ < r. More precisely,
we study the following complex, real, and positive stability radius
rK := inf
{‖(∆, δ)‖∣∣ (∆, δ) ∈ PK, (6.1) is not L1-stable } , K = R,C,R+, resp.
While it is obvious that
0 < rC ≤ rR ≤ rR+ ≤ ∞, (6.2)
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we will show equality of all three stability radii and present a formula.
Theorem 6.1. Suppose ((Ai)i∈N0 , (hi)i∈N0 , B(·)) satisfy (A1)-(A3) and the system
(1.1) is positive and L1-stable. Then for any perturbation structure ((Di)i∈N0 , D,E) ∈
SR+ , the stability radii satisfy, for characteristic matrix H(·) as defined in Defini-
tion 2.6,
rC = rR = rR+ =
1
max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖}
. (6.3)
We illustrate Theorem 6.1 by a simple example.
Example 6.2. Consider a linear Volterra integro-differential system with delays
given by
x˙(t) = A0x(t) +
∑
i≥1
Aix(t− hi) +
∫ t
0
B(t− τ)x(τ) dτ, t ≥ 0, (6.4)
where
A0 =
(−3 1/2
0 −3
)
, Ai =
(
0 1/2 i+1
0 0
)
, B(t) =
(
e−t 0
(t+ 1)−2 e−t
)
, i ∈ N, t ≥ 0.
By Theorem 3.2, (6.4) is a positive system and, invoking Theorem 5.6, it is easy
to see that (6.4) is L1-stable. Consider the perturbed system
x˙(t) = A0∆x(t) +
∑
i≥1
Ai∆x(t− hi) +
∫ t
0
Bδ(τ)x(t− τ) dτ, t ≥ 0 (6.5)
where
A0∆ =
(−3 + a1 2−1 + a2
0 −3
)
, Ai∆ =
(
a12−i 2−(i+1) + a22−i
0 0
)
,
Bδ(t) =
(
e−t 0
(t+ 1)−2 + δ1(t) e−t + δ2(t)
)
, i ∈ N, t ≥ 0.
and a1, a2 ∈ R, δ1, δ2 ∈ L1(R+,R) are unknown parameters. Setting
Di = (1, 0)T , ∆0 = (a1, a2), ∆i = (a12−i, a22−i), i ∈ N,
D = (0, 1)T , δ = (δ1, δ2), E = I2,
and
Ai∆ = Ai +Di∆iE, i ∈ N0, and Bδ(·) = B(·) +Dδ(·)E,
we may recast (6.5) as a perturbed system of the form (6.1).
Theorem 6.1 yields that the stability radius of (6.4) is equal to 3
√
5/5. There-
fore, perturbed systems (6.5) remain L1−stable if∑
i≥0 ‖∆i‖+
∫∞
0
‖δ(t)‖dt = 2
√
a21 + a
2
2 +
∫∞
0
√
δ1(t)2 + δ2(t)2 dt < 3
√
5
5 .
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In the remainder of this sub-section we prove Theorem 6.1 and some technical
lemmata.
Lemma 6.3. Suppose the system (1.1) satisfies (A1)-(A3) and is positive and L1-
stable. Then
(i) ∀ z ∈ C0 : |H(z)−1| ≤ H(0)−1,
(ii) ∀U ∈ Rn×`+ ∀V ∈ Rq×n+ : maxz∈C0 ‖VH(z)−1U‖ = ‖VH(0)−1U‖.
Proof. (i): By Theorem 5.6(i), we have
µ
(
A0 +
∑
i≥1Ai +
∫∞
0
B(t)dt
)
= µ (A0 +R(0)) < 0
and so, invoking Lemma 4.3(iii),
µ (A0 +R(z)) ≤ µ (A0 +R(0)) < 0, ∀ z ∈ C0.
Since A0 is a Metzler matrix, we may choose α0 > 0 such that (A0 + α0In) ≥ 0,
and, invoking Lemma 4.3, it follows that
eα0θ|eθ(A0+R(z))| = |eα0θeθ(A0+R(z))| = |eα0θIneθ(A0+R(z))|
= |eθ((A0+α0In)+R(z))| ≤ eθ((α0In+A0)+R(0)) = eα0θeθ(A0+R(0)), ∀ θ ≥ 0,
whence
|eθ(A0+R(z))| ≤ eθ(A0+R(0)) ∀ θ ≥ 0 ∀ z ∈ C0. (6.6)
By the formula [6, p. 57]
H(z)−1 = (zIn − (A0 +R(z)))−1 =
∫∞
0
e−zθeθ(A0+R(z)) dθ, ∀ z ∈ C0, (6.7)
(6.6) implies that
|H(z)−1| = | ∫∞
0
e−zθeθ(A0+R(z)) dθ|
(6.6)
≤ ∫∞
0
eθ(A0+R(0)) dθ
(6.7)
= H(0)−1, ∀ z ∈ C0
and therefore Assertion (i) is proved.
(ii): For nonnegative U and V it follows that
|VH(z)−1U | ≤ VH(0)−1U ∀ z ∈ C0.
By the monotonicity property of the vector norm and the definition of the induced
matrix norm, we conclude
‖VH(z)−1U‖ ≤ ‖VH(0)−1U‖ ∀ z ∈ C0.
This shows Assertion (ii) and completes the proof. ¤
Lemma 6.4. Suppose the system (1.1) satisfies (A1)-(A3) and is positive and L1-
stable. Let ((Di)i∈N0 , D, E) ∈ SR+ and suppose that, for H(·) as defined in Defi-
nition 2.6,
max
{
sup
i∈N0
‖EH(0)−1Di‖, ‖EH(0)−1D‖
}
6= 0.
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Then, for every ε > 0, there exists a nonnegative perturbation (∆, δ) ∈ PR+ such
that the perturbed system (6.1) is not L1-stable and
‖(∆, δ)‖ = 1
max
{
supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖
} + ε. (6.8)
Proof. Since (1.1) is positive and L1- stable, by Lemma 6.3 (i), H(0)−1 ≥ 0, and
therefore, in view of ((Di)i∈N0 , D, E) ∈ SR+ , we conclude
EH(0)−1Di ∈ Rq×`i+ , ∀i ∈ N0; EH(0)−1D ∈ Rq×`+ .
We now consider two cases.
Case I: supi∈N0 ‖EH(0)−1Di‖ > ‖EH(0)−1D‖.
Let ε > 0. Since supi∈N0 ‖EH(0)−1Di‖ is finite, there exists k ∈ N0 such that
1
‖EH(0)−1Dk‖ <
1
supi∈N0 ‖EH(0)−1Di‖
+ ε.
Choose
u ∈ R`k+ with ‖u‖ = 1 and ‖EH(0)−1Dk‖ = ‖EH(0)−1Dku‖
Since EH(0)−1Dku ≥ 0, there exists, by the Hahn-Banach theorem for positive
linear functionals [28, p. 249], a positive linear functional y∗ ∈ (Cq)∗ of dual norm
‖y∗‖ = 1 such that
y∗EH(0)−1Dku = ‖EH(0)−1Dku‖.
For
∆k := ‖EH(0)−1Dk‖−1uy∗ ∈ R`k×q+ and x0 := H(0)−1Dku,
we have
‖∆k‖ = ‖EH(0)−1Dk‖−1 and ∆kEx0 = u0.
Therefore,(
A0 +
∑
i≥1Ai +Dk∆kE +
∫∞
0
B(t) dt
)
x0 = 0, x0 = H(0)−1Dk∆kEx0 6= 0.
Defining
(∆, δ) := ((∆i)i∈N0 , 0), where ∆i =
{
∆k, i = k,
0, i 6= k
yields (∆, δ) ∈ PR+ and
‖(∆, δ)‖ = ‖∆k‖ = 1‖EH(0)−1Dk‖ <
1
supi∈N0 ‖EH(0)−1Di‖
+ ε,
whence, by Proposition 5.2, the perturbed system (6.1) is not L1- stable.
Case II: max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖} ≤ ‖EH(0)−1D‖.
By a similar argument as in Case I, there exists a nonnegative matrix ∆D ∈ Rl×q+
such that
‖∆D‖ = 1‖EH(0)−1D‖
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and(
A0 +
∑
i≥1Ai +D∆DE +
∫∞
0
B(t) dt
)
x = 0, for some x ∈ Rn \ {0}.
For
δD(·) :=
(
t→ e−t∆D
) ∈ L1(R+,R`×q+ )
we have (
A0 +
∑
i≥1Ai +
∫∞
0
(B(t) +DδD(t)E) dt
)
x = 0,
and
(∆, δ) := ((0)i∈N0 , δD) ∈ PR+
satisfies (6.8). Finally, Proposition 5.2 says that the perturbed system (6.1) is not
L1- stable. This completes the proof. ¤
We are finally in a position to prove the main theorem of this sub-section.
Proof of Theorem 6.1:
Assume that rC <∞. Let (∆, δ) ∈ PC be a destabilizing complex disturbance. By
Proposition 5.2, there exist s ∈ C0 and x ∈ Cn \ {0} such that(
(A0 +D0∆0E) +
∑
i≥1 e
−shi(Ai +Di∆iE) +
∫∞
0
e−st(B(t) +Dδ(t)E) dt
)
x = sx.
Since (1.1) is L1- stable, it follows that
H(s)−1
(
D0∆0E +
∑
i≥1 e
−shiDi∆iE +D
∫∞
0
e−stδ(t) dt E
)
x = x,
and
EH(s)−1
(
D0∆0 +
∑
i≥1 e
−shiDi∆i +D
∫∞
0
e−stδ(t) dt
)
Ex = Ex 6= 0.
Taking norms, we derive(∑
i≥0 ‖EH(s)−1Di‖‖∆i‖+ ‖EH(s)−1D‖
∫∞
0
‖δ(t)‖dt
)
‖Ex‖ ≥ ‖Ex‖
and by Lemma 6.3 this implies that(∑
i≥0 ‖EH(0)−1Di‖‖∆i‖+ ‖EH(0)−1D‖‖
∫∞
0
‖δ(t)‖dt‖
)
‖Ex‖ ≥ ‖Ex‖.
Hence,
max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖}
(∑
i≥0 ‖∆i‖+ ‖
∫∞
0
‖δ(t)‖dt
)
≥ 1.
We thus obtain, max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖} > 0 and
‖(∆, δ)‖ ≥ 1
max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖}
.
Since this inequality holds true for any destabilizing complex perturbation, we
conclude that
rC ≥ 1max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖}
.
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Taking (6.2), (6.3) into account, it remains to show that
rR+ ≤
1
max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖}
. (6.9)
Since max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖} > 0, it follows from Lemma 6.4
that
rR+ ≤
1
max{supi∈N0 ‖EH(0)−1Di‖, ‖EH(0)−1D‖}
+ ε ∀ ε > 0.
Hence, (6.9) holds.
Finally, the above arguments also show that
rC =∞ ⇐⇒ max{sup
i∈N0
‖EH(0)−1Di‖, ‖EH(0)−1D‖} = 0.
This shows (6.3) and completes the proof of the theorem. ¤
6.2. Affine perturbations
In this sub-section, we study again positive L1- stable systems (1.1) satisfying
(A1)-(A3). In contrast to Sub-section 6.1, the system (1.1) is subjected to affine
perturbations of the form
x˙(t) =
A0 + N∑
j=1
α0jA0j
x(t) +∑
i≥1
Ai + N∑
j=1
αijAij
x(t− hi)
+
∫ t
0
B(s) + N∑
j=1
βjBj(s)
x(t− s) ds, (6.10)
where the sequence of matrices (Aij)(i,j)∈N0×N , (Bj(·))j∈N specify the structure
of the perturbation and belong to the class
SaK :=
{(
(Aij)(i,j)∈N0×N , (Bj(·))j∈N
) ∈ (Kn×n)N0×N × L1(R+,Kn×n)N∣∣∣∑(i,j)∈N0×N ‖Aij‖ <∞}
and the perturbation class is
PaK :=
{
(α, β) =
(
α(i,j)∈N0×N , βj∈N
) ∈ KN0×N ×KN ∣∣ ‖(α, β)‖ <∞}
endowed with the norm
‖(α, β)‖ := max
{
sup(i,j)∈N0×N |αij |, maxj∈N |βj |
}
for K = R,C,R+, resp.
Analogously to Sub-section 6.1, we study the complex, real, and positive stability
radius
raK := inf
{‖(α, β)‖∣∣ (α, β) ∈ PaK, (6.10) is not L1-stable } , K = R,C,R+, resp.
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While it is again obvious that
0 < raC ≤ raR ≤ raR+ ≤ ∞,
we will show equality of all three stability radii and present a formula.
Theorem 6.5. Suppose the system (1.1) satisfies (A1)-(A3) and is positive and L1-
stable. Then for any perturbation structure
(
(Aij)(i,j)∈N0×N , (Bj(·))j∈N
) ∈ SaR+ ,
the stability radii satisfy, using H(·) as defined in Definition 2.6,
raC = r
a
R = r
a
R+ =
1
µ
(
H(0)−1
(∑
(i,j)∈N0×N Aij +
∫∞
0
∑N
j=1Bj(t) dt
)) . (6.11)
Proof. We first prove that
raR+ =
1
µ(F ) , where F := H(0)−1
(∑
(i,j)∈N0×N Aij +
∑N
j=1
∫∞
0
Bj(t) dt
)
.
Let (α, β) =
(
α(i,j)∈N0×N , βj∈N
) ∈ PaR+ be a destabilizing perturbation so that
(6.10) is not L1−stable. By Theorem 5.2, there exist s ∈ C0 and x ∈ Cn \{0} such
that(
A0 +
∑N
j=1 α0jA0j +
∑
i≥1 e
−shi
(
Ai +
∑N
j=1 αijAij
)
+
∫∞
0
e−st
(
B(t) +
∑N
j=1 βjBj(t)
)
dt
)
x = sx.
Since (1.1) is L1-stable, it follows that
H(s)−1
(∑
i≥1 e
−shi∑N
j=1 αijAij +
∑N
j=1 βj
∫∞
0
e−stBj(t) dt
)
x = x.
and by Lemma 6.3 (i),
|x| =
∣∣∣∣H(s)−1 (∑i≥1 e−shi∑Nj=1 αijAij +∑Nj=1 βj ∫∞0 e−stBj(t) dt)x∣∣∣∣
≤ H(0)−1
∣∣∣∣ (∑i≥1 e−shi∑Nj=1 αijAij +∑Nj=1 βj ∫∞0 e−stBj(t) dt)x∣∣∣∣
≤ H(0)−1
(∑
(i,j)∈N0×N αijAij +
∑N
j=1 βj
∫∞
0
Bj(t) dt
)
|x|
≤ ‖(α, β)‖F |x|.
Since F ≥ 0, it follows from Proposition 4.2(iii) that µ(F ) ≥ ‖(α, β)‖−1 > 0. Since
this holds for arbitrary destabilizing nonnegative perturbation (α, β), we conclude
that raR+ ≥ 1µ(F ) .
Next we prove raR+ ≤ 1µ(F ) . By Proposition 4.2(ii), there exists y ∈ Rn+ \ {0} such
that Fy = µ(F )y and therefore((
A0 +
∑N
j=1
1
µ(F )A0j
)
+
∑
i≥1
(
Ai +
∑N
j=1
1
µ(F )Aij
)
+
∫∞
0
(
B(t) +
∑N
i=1
1
µ(F )Bj(t)
)
dt
)
y = 0.
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This means that the nonnegative perturbation
(α, β) :=
(
α(i,j)∈N0×N , βj∈N
) ∈ PaR+
with
α(i,j) = βj := 1/µ(F ), (i, j) ∈ N0 ×N, j ∈ N,
is destabilizing. By definition of raR+ we get r
a
R+ ≤ 1µ(F ) . This proves the claim.
Finally, we are now ready to show that raC = r
a
R = r
a
R+ . Suppose (α, β) =(
α(i,j)∈N0×N , βj∈N
) ∈ PaC is a complex destabilizing perturbation so that (6.10) is
not L1−stable. By a similar argument as the above, we get
|x0| ≤ H(0)−1
(∑
(i,j)∈N0×N |αij |Aij +
∑N
j=1 |βj |
∫∞
0
Bj(t) dt
)
|x0| (6.12)
for some x0 ∈ Cn, x0 6= 0. Then, by Proposition 4.2(iii),
µ
(
H(0)−1
(∑
(i,j)∈N0×N |αij |Aij +
∑N
j=1 |βj |
∫∞
0
Bj(t)dt
))
≥ 1.
Since
C := H(0)−1
(∑
(i,j)∈N0×N |αij |Aij +
∑N
j=1 |βj |
∫∞
0
Bj(t) dt
)
≥ 0,
Proposition 4.2(ii) yields that Cx1 = µ(C)x1, for some x1 ∈ Rn+ \ {0}. This gives((
A0 +
∑N
j=1
|α0j |
µ(C)A0j
)
+
∑
i≥1
(
Ai +
∑N
j=1
|αij |
µ(C)Aij
)
+
∫∞
0
(
B(t) +
∑N
j=1
|βj |
µ(C)Bj(t)
)
dt
)
x1 = 0,
which means that
(|α|, |β|) :=
(( |αij |
µ(C)
)
(i,j)∈N0×N
,
( |βj |
µ(C)
)
j∈N
)
is a nonnegative destabilizing perturbation. Hence, it follows from the definition
of raR+ that
max
(
sup
(i,j)∈N0×N
( |αij |
µ(C)
)
,max
j∈N
( |βj |
µ(C)
))
≥ raR+ ,
or
max
(
sup
(i,j)∈N0×N
|αij |,max
j∈N
|βj |
)
≥ µ(C)raR+ ≥ raR+ ,
which implies that raC ≥ raR+ . Combined with the inequalities raC ≤ raR ≤ raR+ , this
implies that raC = r
a
R = r
a
R+ . In addition, from the above arguments, we observe
that raC = r
a
R = r
a
R+ =∞ if, and only if, µ(F ) = 0. This completes the proof. ¤
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