For optimal control problems involving ordinary differential equations and functional inequality state constraints, the maximum principle may degenerate, producing no useful information about minimizers. This is known as the degeneracy phenomenon. Several non-degenerate forms of the maximum principle, valid under different constraint qualifications, have been proposed in the literature.
INTRODUCTION
Since the birth of optimal control theory, commonly assumed to be in the late 50's of last century ( [1] ), the maximum principle has been a powerful and widely used analytic tool. As it is well known, maximum principles provide a set of necessary optimality conditions useful to identify, among admissible solutions, candidates to minimizers. The original statement of the maximum principle presented by Pontryagin et al. has been generalized, strengthened and extended in many different ways. A major driving force behind these and other developments in optimal control theory has been the increasing number of applications.
Since state constraints are repeatedly encountered in applications, it is no surprise that the state constrained maximum principles have been the focus of intense research. Particularly relevant for our context is the work of Dubovitskii and Milyutin [2] , which introduced measures in the maximum principle for such problems, and its extension to nonsmooth problems by Vinter and Pappas [3] . The state constrained maximum principle may exhibit a troublesome shortcoming. Indeed, and as it is amply illustrated by an example by Dubovitskii (see description in [4] and references therein), the maximum principle may degenerate if one end of the optimal trajectory belongs to the boundary of the state constraints. This phenomenon is known in the literature as the degeneracy phenomenon of the maximum principle for state constrained problems. It may arise in applications, most notably when Model Predictive Control frameworks are used (see e.g. [5] for a description of this technique) since the optimal control problems have to be solved for several initial states along the trajectory.
Clearly the occurrence of the degeneracy phenomenon has as a consequence that the necessary optimality conditions no longer give useful information to select minimizers. To remedy such a situation several authors have come up with conditions designed to identify classes of problems for which the maximum principle is nondegenerate (see, for example, [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , etc). Other situations that may be related to the degeneracy phenomenon as normality and regularity of the optimal control and multipliers have also been amply studied; in this respect see [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] among others.
In the literature, the conditions imposed to avoid the degeneracy phenomenon, called constraint qualifications, are inward pointing type conditions of mainly two types (see [13] for a discussion). One type of these conditions assumes knowledge of the optimal control. Although this type of conditions holds under less regularity assumptions, it has the disadvantage of being difficult to verify since the optimal control is not known a priori.
In this paper we focus on necessary conditions of optimality for state constrained problems. We propose a new and weaker type of inward pointing conditions to avoid the occurrence of the degeneracy phenomenon of the state constrained maximum principle. Differing from the literature, our constraint qualification is of integral-type (a preliminary version of these results was announced in [24, 25] ).
Our constraint qualification is a condition that implies, but is not implied by the constraint qualification in [9] . The accompanying nondegenerate maximum principle applies to problems with possibly nonsmooth data. The price we pay is that convexity of the so-called "velocity set" is assumed. Therefore, the results proposed here, can be applied to a larger class of problems with nonsmooth data and convex velocity sets. This paper is organized as follows. We start by giving the main concepts and notation that are used throughout the paper in the next section. In Section 2 we describe, in the context of our results, optimal control problems with state constraints, the maximum principle, the degeneracy phenomenon and the literature on constraints qualifications designed to avoid the degeneracy phenomenon. Our integral type constraint qualification as well as the statement of the associated nondegenerate maximum principle is introduced and discussed in Section 3 where we state a smooth version of our main result. Section 4 focuses on the nonsmooth more general case. The proof of our main result is in Section 5.
NECESSARY CONDITIONS OF OPTIMALITY AND THE DEGENERACY PHENOMENON
Consider an optimal control problem with fixed initial state and with pathwise constraints:
The data for this problem comprises functions g :
The state trajectory is an absolutely continuous function which satisfies the differential equation for some control function u. The domain of the above optimization problem is the set of admissible processes, namely pairs (x, u) comprising a control function u and a corresponding state trajectory x which satisfy the constraints of (P ). We say that an admissible process (x,ū) is a local minimizer if there exists δ > 0 such that g(x(1)) ≤ g(x(1)) for all admissible processes (x, u) satisfying ∥x −x∥ L ∞ ≤ δ.
The MP for problems with state constraints, featuring measures as the multipliers associated with the such constraints, were first introduced by Dubovitskii and Milyutin in [2] . Several generalizations were developed, see for example [26, 27, 28] .
Assume that, for some δ ′ > 0, the following hypotheses are satisfied.
H2 There exists a L × B m measurable function k(t, u) such that t → k(t,ū(t)) is integrable and
H3 The function g is Lipschitz continuous onx(1) + δ ′ B.
H5 The set C is closed.
H6
The function h is upper semicontinuous in t and there exists a scalar K h > 0 such that
H7 There exist positive constants ϵ and ϵ 1 such that f (t, x, Ω(t)) is convex for all t ∈ [0, ϵ) and for all
Here B denotes the closed unit ball and L × B m denotes the product σ-algebra generated by Lebesgue sets of [0, 1] and Borel subsets of IR m . To simplify the exposition we start to present in this section and in section 3 the smooth case. Thus we add the following additional interim hypotheses:
AH5 The set C is convex.
AH6
The function x → h(t, x) is differentiable for fixed t and h and h x are continuous.
These hypotheses will be removed later in the main result, in section 4.
The maximum principle (MP) for state constraints typically asserts existence of an absolutely continuous function p, a nonnegative regular Borel measure µ ∈ C * ([0, 1], IR), and a scalar λ ≥ 0 satisfying
and for almost every t ∈ [0, 1],ū(t) maximizes over Ω(t)
where supp {µ} denotes the support of measure µ, C * the dual space to the space of continuous functions and N C (x) denotes the normal cone to C at x. (For convex sets the normal cone is simply
For nonconvex sets it will be defined later in Section 4.) This MP might not supply any useful information to select minimizers for certain optimal control problems where the trajectory starts on the boundary of the admissible state region, i.e. , when h(0, x 0 ) = 0. This phenomenon arises if the multipliers take a certain form. If h(0, x 0 ) = 0, the choice of degenerate multipliers
satisfy the necessary conditions but gives no information whatsoever about the optimal solution (note that the expression p(t) + [0,t) h x (s,x(s))µ(ds) vanishes and the conditions (1)- (5) are always satisfied). In this case, the necessary conditions of optimality (NCO) are said to degenerate. In order to avoid the degeneracy phenomenon, the NCO can be strengthened with additional conditions, typically a stronger form of the nontriviality condition (1). An example of such condition is
However, for such stronger form of the NCO to remain valid it is important to guarantee that we are not addressing problems for which the degenerate multipliers are the only possible choice. Such pathological problems were identified (see Dubovitskii example in [8] ). Then, we need a constraint qualification asserting that the problem allows a set of multipliers in addition to the degenerate ones.
Different approaches to degenerate problems are reported in the literature. They mainly differ on the type of constraint qualification (CQ), as well as the remaining set of hypotheses under which the nondegenerate NCO are valid.
In the literature, the CQ to avoid degeneracy in optimal control problems are, typically, of two types:
CQ1: ∃δ, ϵ > 0 and a control functionû:
Loosely speaking, this requires that there exist a control function pulling the state away from the boundary of the state constraint set faster than the optimal control on a neighborhood of the initial time.
CQ2: ∃δ, ϵ > 0 and a control functionû:
While CQ2 requires the existence of a control function pulling the state away from the state constraint boundary on a neighborhood of the initial time, CQ1 requires the existence of a control function pulling the state away from the state constraint boundary faster than the optimal control. Extending CQ1 and CQ2 so that they hold on neighborhoods of each instant where the minimizing trajectory touches the boundary, leads to versions of MP in normal form, i.e. when the multiplier λ equals to 1. Clearly, a normal form of MP implies a nondegenerate form of MP. However most of these results require extra regularity on data, see for example ( [7] , [10] , [29] , [30] and [31] ).
The results using constraint qualification of the type CQ1 are not so easy to verify but are typically applicable to problems with less regularity on the data. In [13] , we review several of such results and provide conditions under which CQ1 can be reduced to CQ2. Some recent results on this subject which are not discussed in [13] are in [20, 32, 29] .
The nondegenerate NCO we propose here are valid under a different set of constraint qualification; it is of integral-type and it holds for a larger class of problems.
AN INTEGRAL-TYPE CONSTRAINT QUALIFICATION
In this section we provide our main result: it is a strengthened form of the MP valid under a new type of constraint qualification that we call integral-type CQ.
As it will be clear shortly our result is a modification of that in [9] that can be applied to a wider class of nonsmooth problems. To simplify the exposition from now on we will refer to the CQ in [9] as CQ FFV99 and we denote by CQ I the integral-type CQ we propose here.
Consider the following constraint qualifications:
CQ FFV99 : if h(0, x 0 ) = 0, then there exist positive constants K u , ϵ, ϵ 1 , δ and a control functionû ∈ U such that for a.e. t ∈ [0, ϵ)
Here and throughout, we denote by ∥ · ∥ the Euclidean norm.
Next we compare CQ I with CQ FFV99 . It is an easy task to see that CQ FFV99 implies CQ I . However CQ I does not imply CQ FFV99 . The following example describes a problem for which CQ I is verified, but CQ FFV99 is not.
Example 3.1. Consider the problem
where Ω(t) = {u ∈ IR : l(t) ≤ u ≤ 0} and l is the function (see Fig. 1 ):
The optimal solution to this problem is obtained by choosingū(t) = 0 andx(t) = 0 (u is always nonpositive). In order to test the two constraint qualifications, observe that
Thus, when applied to our problem, CQ FFV99 reduces to: ∃δ, ϵ > 0 and a control functionû(t) ∈ Ω(t) such that for a.e. t ∈ [0, ϵ): For any ϵ > 0, l(t) = 0 and Ω(t) = {0} for a countable number of points t ∈ [0, ϵ). So CQ FFV99 cannot be satisfied.
We now turn to CQ I . This condition can also be reduced to:
∃δ, ϵ > 0 and a control functionû(t) ∈ Ω(t) such that for a.e. t ∈ [0, ϵ)
We shall show that consideringû(t) = l(t) then CQ I is satisfied. For any t ∈ (0, 1] we can find an (unique) k = 2 n , n ∈ N such that
l(s)ds.
It can be seen that the first term is equal to − 1 4k and the second term is negative. So, since
CQ I is satisfied.
Our constraint qualification CQ I is thus a weaker CQ than CQ FFV99 . Consequently, it applies to a larger class of problems. However, strengthening of necessary conditions under CQ I comes with a price: we need to assume that the velocity set is convex.
We now state a smooth version of our main result. Its nonsmooth counterpart, a more general result, is stated in the the next section. Theorem 3.2. Let (x,ū) be a local minimizer. Assume that hypotheses H1 − H6, the interim hypotheses AH2, AH3, AH5, AH6 and CQ I are satisfied. Then, the conditions (2)-(5) of the maximum principle hold, with the non-triviality condition replaced with
The above theorem is a corollary of our more general result stated below.
THE NONSMOOTH RESULT
Here, we make reference to W 1,1 , the space of absolutely continuous functions, C 1,1 , the space of continuously differentiable functions with locally Lipschitz continuous derivatives and co (S) the convex hull of a set S.
Next we state some important concepts of nonsmooth analysis. The limiting normal cone of a closed set C ⊂ IR n atx ∈ C, denoted by N C (x), is the set
The limiting subdifferential of a lower semicontinuous function f : IR n → IR ∪ {∞} at a pointx ∈ IR n such that f (x) < +∞, denoted by ∂f (x), is defined to be
where epif = {(x, α) ∈ IR n+1 : α ≥ f (x)} denotes the epigraph of a function f . Here ∂ > x h(t, x), denotes the hybrid partial subdifferential of h in the x-variable defined as
See [27] for a review of Nonsmooth Analysis and related concepts using a similar notation.
We now go back to the problem of interest. Let us consider the following constraint qualification:
Observe that CQ ′ I is a nonsmooth version of CQ I . Working upon a nonsmooth version of the MP presented in [27, Thm. 9.3.1] we get our main result that we now state. 
and, for almost every t ∈ [0, 1],ū(t) maximizes over Ω(t)
where
γ(s)µ(ds) t = 1.
PROOF OF THE MAIN RESULT
The proof follows some of the steps of the approach in ( [9] ), i.e., we consider a sequence of approximating problems differing from (P ) in the dynamics near the left endpoint. However, while in [9] we consider variations of the controls, here we consider variations of the velocities.
We assume that h(0, x 0 ) = 0, since otherwise the conditions of Theorem 4.1 cannot be satisfied with the trivial multipliers.
Consider, for α ∈ (0, 1], absolutely continuous functions x and y satisfying the system of equations
Hereû is the control function featuring in the constraint qualification CQ ′ I . Sinceẏ = 0 and y is absolutely continuous, then y is constant. In what follows, we denote the value of that function by y instead of y(t).
This system plays an important role in what follows. Before proceeding with main steps of the proof we state some auxiliary lemmas. The proof of the lemmas can be found in the appendix.
Lemma 5.1. Let x and y be the solution of the system (S) andx the minimizer of the (P ). There exist positive constants A and B such that, for α small enough, for all t ∈ [0, α] ∥x(t) − x 0 ∥ ≤ At, and ∥x(t) −x(t)∥ ≤ Byt.
Lemma 5.2. By reducing the size of α, if necessary, we have that for any trajectory x solving system (S)
Now, take a decreasing sequence {α i } on (0, α), converging to zero. Associate with each α i the following problem (P i ), where the state constraint is imposed only on the subinterval [α i , 1]:
and r is some fixed strict lower bound on the values of h.
We state the following Lemma.
Lemma 5.3. The trajectory (x ≡x, y ≡ 0) is optimal for all problems (P i ).
The Maximum Principle ([27, Thm. 9.3.1]) for the problem (P i ) asserts the existence of an arc (p i , c i ) :
, and a scalar
for almost every t ∈ [α i , 1],ū(t) maximizes over Ω(t)
x h(t,x(t)) µ a.e. , for some ξ i ∈ ∂ x g(x(1)),
It remains to pass to the limit as i → ∞ and thereby, obtain a set of nondegenerate multipliers for the original problem.
Without changing the notation, we extend µ i as a regular Borel measure on [0, 1]
Extend also γ i , originally defined on [α i , 1], arbitrarily to the interval [0, 1] as a Borel measurable function. With these extensions and noting that µ([0, α i )) = 0 we can write
It is easy to see that c i can be omitted from (16) , since p i ≡ 0 implies c i ≡ 0. By scaling the multipliers we ensure that
By (19) and (20) we deduce that µ i → µ weakly * for some µ in the space of nonnegative valued function in C * ([0, 1], R). The multifunction ∂ > x h is uniformly bounded, compact, convex, and has a closed graph. So, γ i (t) are uniformly bounded. It follows from Proposition 9.2.1 in [27] that, along a subsequence, γ i dµ i → γdµ weakly * . By (20) , {p i } is uniformly bounded. ∂ x f (t,x(t), u(t)) is integrally bounded. It follows from the above that {ṗ i } are uniformly integrally bounded. By compactness results (see for example Theorem 2.5.3 of [27] ), we deduce that along a subsequence p i → p uniformly. It is a simple matter to see that λ i → λ and by H3, ξ i → ξ along a subsequence.
It follows that the conditions (2), (13), (4) for problem (P ) are satisfied and since N C (x(1)) is closed, (3) also holds. Moreover from (20) we deduce
Consider the set S i = [α i , 1]\T i where T i is a null Lebesgue measure set in [α i , 1] containing all times where the maximization of (18) is not achieved atū. We can then write
for all t ∈ S i and for all u ∈ Ω(t).
Now consider the full measure set S = (0, 1]\ i T i . Fix some t in S. Then for all i > N, where N is such that α N ≤ t, we have
for all u ∈ Ω(t). Applying limits to both sides of this inequality we obtain (15) .
We have established that the set of multipliers (p, µ, λ), obtained as limit of (p i , µ i , λ i ) satisfy the conditions (2)-(5) for the original problem (P ) together with (21) .
It remains to verify
To do this, the following lemma will be useful.
Lemma 5.4. The adjoint vector p i in the necessary conditions of optimality for problem (P i ) satisfies
In view of the constraint qualification, there exists positive constants ϵ and δ such that for all t ∈ [0, ϵ)
Due to (21), we must have λ = 0, µ = βδ {0} , p(t) = −βζ for some β > 0 and ζ ∈ ∂ > x h(0, x 0 ).
The constraint qualification (CQ
On the other hand, using also Lemma 5.1, we have
By the uniform convergence of p i , we can make ∥p i − p∥ <ε for anyε > 0 of our choice provided we choose a sufficient large i.
So, we would have Similarly
Applying Gronwell's Lemma
As 0 ≤ t ≤ 1 ∥x(t) −x(t)∥ ≤ Byt,
3 + K u , proving the second assertion.
Proof. (of Lemma 5.2)
Choose an α satisfying α < min 2δ
,
Take any x solving (S) and suppose that for some fixed t ∈ [0, α] h(t, x(t)) > 0. (A.2)
Define, for β ∈ [0, 1], r(β) := h(t,x(t) + β(x(t) −x(t))).
In view of the properties of h as a function of x, r is continuous. We also have r(0) = h(t,x(t)) ≤ 0, r(1) = h(t, x(t)) > 0.
It follows that the set D := {β ∈ [0, 1] : r(β) = 0}
is non-empty, closed and bounded. We can therefore define
Since r(1) > 0, we have β m < 1. Take any β ∈ (β m , 1]. Applying the Lebourg Mean-Value Theorem ( [26] ), we obtain h(t, x(t)) − r(β) = ζ t · [x(t) −x(t) − β(x(t) −x(t))]
for some ζ t ∈ co ∂ x h(t,x), andx in the segment (x(t),x(t) + β[x(t) −x(t)]).
Since r(β) > 0 for all β ∈ (β m , 1], we have that h(t,x) > 0. Thus, in this case, co ∂ x h(t,x) ⊂ ∂ > x h(t,x), by the respective definitions. It follows that ζ t ∈ ∂ > x h(t,x). Expanding the expression (A. Here we have used the fact that the norm of every element of the subdifferential is bounded by the Lipschitz rank of the function.
In the last two inequalities we have used CQ ′ I and (A.1). Since r is continuous and r(β m ) = 0, it follows that h(t, x(t)) ≤ 0.
This contradicts (A.2). The proof is complete.
Proof. (of Lemma 5.3) By contradiction assume that there exist (ŷ,x) ̸ = (0,x) that solve (P i ). Hence g(x(1)) < g(x(1)) anḋ x(t) = f (t,x(t),ū(t)) +ŷ · ∆f (t,x(t)) a.e. t ∈ [0, α i ).
By convexity hypotheses (H7) yf (t,x,û) + (1 −ŷ)f (t,x,ū) ∈ f (t, x(t), Ω(t)).
Then ∃û(·) : [0, 1] → IR m :ẋ (t) = f (t,x,û(t)) a.e. t ∈ [0, 1].
We conclude thatx is an admissible trajectory for (P ) with g(x(1)) < g(x(1)).
