We propose a multi-agent vision-based architecture to solve complex sensor-based planning tasks. A test bed implementation, with skills such as vision and collision avoidance, was used to run experiments in the proposed architecture. We demonstrate experimentally how the system can execute successfully complex assembly plans while dealing with unpredictable events and imprecise information, with no significant cost in run-time efficiency. Such experiments provided important insights about vision and planning and on how to build real world robotic systems.
Introduction
To solve complex problems in a real dynamic world, an intelligent system must be able to interact with its environment through sensing, processing and transforming information about the surrounding world into different levels of representation. Such processed information is then used by the system to interact back with the environment through robot actions. The idea of constructing such an intelligent system has been the ultimate goal of the Artificial Intelligence (AI) area and has led this community to investigate a number of other robot capabilities, such as: to generate and execute complex plans; to perform online resource allocation; to deal with problems as they arise in real-time (reaction); and to reason with incomplete information and unpredictable events.
In view of the inherent difficulty of the problem and the limited results obtained from AI in well-behaved artificial domains, running experiments is a good way to accomplish the goal of understanding the systems built. Experiments can provide: (i) preliminary confirmation of parts of a reasoning theory; (ii) suggestions of possible modifications to the theory, to the test bed environment, and to the robotic system embedded in the environment. Moreover, they can suggest a large number of additional experiments that in order to expand and strengthen the original theory [1] .
In this work we propose a multi-agent architecture that integrates visual perception, planning, reaction and execution to solve real world problems. We run a number of experiments using this architecture applied to an assembly test bed domain. The experience of building the robotic system provided important insights about vision and planning and on how to build real world robotic systems.
Evolution of visual perception and planning
Traditionally in AI, an intelligent system is viewed as a set of independent cognitive modules. As illustrated in Figure 1 , those basic modules are: perception, planning, learning, and execution. Within this view, complex problems are solved by the execution of individual modules that can exchange information through well defined interfaces. The assumption of independent processes brought up enormous difficulties because of the unexpected interactions of those parts, as we show bellow for the two modules: vision and planning. 
Vision
According to the modularized view of intelligence, visual perception has to provide a complete internal description of the world scene to all the other modules. Such approach originated the so called reconstructive or recovery paradigm [2, 3] . The goal of recovery vision is to derive, from one or more images of a scene, an accurate three-dimensional description of the objects in the world and quantitatively recover its properties from image cues such as shading, contours, motion, stereo, color, etc. Thus recovery emphasizes the study of task-independent visual abilities carried out by a passive observer [3] .
The recovery paradigm has led to computational theories and algorithms dealing with internal world representations, all of which try to establish general purpose methodologies and representations preserving as much information as possible. However, implementing these ideas has often led to unsatisfactory results. In fact, thanks to the recovery approach we now understand that "vision is an underconstrained problem, i.e., an image does not contain enough information for a complete and unambiguous reconstruction of a 3-D scene" [2] . Traditional approaches have to be improved upon: (i) by increasing run-time efficiency in generating a useful world model, and (ii) by imposing enough constraints to the vision problem. This has led to an alternative approach, called purposive approach [4] , which embodies the following features:
• Visual systems are active, they have to control the image acquisition process, introducing constraints that facilitate the recovery of information about the 3D scene [4] ;
• Perceptual systems have a relationship with the surrounding world. An active observer, which wants to reconstruct an accurate and complete representation of the world, needs a large amount of computational power. The best way to implement its relationship with the world is by determining, through the vision system, what information derived from the image should be used and what corresponding representation is needed [4] . This depends on the tasks the system has to carry out, i.e., on its purpose.
According to the purposive approach vision should not be considered as a self-contained module, but as an entity containing other intelligent capabilities, i.e., planning, reasoning and learning, all of which cooperate to solve specific tasks. Intelligence should not be divided into isolated cognitive modules, but decomposed in terms of behaviors [4] . In Figure 2 each ring corresponds to a specific decomposed behavior. For example, a robot that navigates while avoiding collisions shows a behavior that can involve planning, perception, execution and learning. 
AI planning
From the early days of AI planning, the idea of dividing the original problem into smaller ones has shown to be an efficient way to obtain some important results. The strategy of dividing a problem into smaller subproblems has been explored in the classical, deliberative, planning literature: first with the use of strategies such as divide-and-conquer and means-ends-analysis from the very early planning systems; next by solving a goal at a time and subgoaling from the partial-order planners; and finally with goal decomposition from the HTN planners [5] . Although those strategies brought on extra problems like non-linearity, goal interaction and constraints inconsistency, they contributed to gradually reduce the complexity of the classical planning problem for different classes of domain applications [6] .
The same happened in reactive planning, where the idea of reducing a problem came first with a collection of simple, interacting and dedicated behaviors. The claim of such systems was that the scalability of the system to higher cognitive functions can arise from the organization of several dedicated behaviors [7] . However, scalability is questionable, since most work done with strictly behavioral robots is not based on complex sensors and does not go beyond navigation tasks [8] .
We may consider the deliberative and reactive planning approaches as two independent problem solving methods that can be combined to solve more complex problems. Recent contributions [8, 9, 10] have proposed a hybrid architecture to combine the deliberative approach (containing a symbolic world model, developing plans and making decisions), and the reactive one (capable of reacting to events that occur in the environment without engaging in complex reasoning). A complex system can be built out of a hierarchy of subsystems, so that the higher levels process more abstract information than the lower levels. To ensure fast responses to important environmental events, the reactive agents often are assigned to the lower levels of the hierarchy, meaning that they have precedence over the deliberative agents.
Existing research has not yet produced an ultimate paradigm for the distribution and coordination of the skills required for intelligent robotic systems acting in the real world. Some of the desirable features that a distributed planning approach should have are: 1. the robot actions should be of two types: reactive actions and actions selected as a result of a plan generation; 2. the robot should be able to combine at run time sensing and action activities in order to create a complex goal oriented behavior. We propose a multi-agent architecture that combines both deliberative and reactive planning, capable of taking advantage of environmental and task constraints, and yet flexible enough to respond to dangerous situations and failed expectations. One advantage of this architecture is that the expected behaviors of the system are modularized, allowing the design of different tasks to work in different contexts.
The test bed application domain
In most real assembly lines a robot first locates each part through a vision system that recognizes and gives information about the positions of the parts. With the given sensorial information the robot can start to execute a plan to satisfy its original assembly goal. This task should be executed continuously in the sense that new assembly parts can be placed on the table by a human or another robot. However, the human could also place a "trash" object, not related to the assembly task, which can disturb execution of the task. If the vision system detects parts that do not belong in the assembly task, the robot is supposed to clean the work area.
An essential capability of the robot should be to detect and avoid possible collisions between the robot arm and a human (or another robot), while it is executing the cleaning or assembly task. In order to avoid collisions, both the cleaning and assembly tasks can have their execution interrupted until the work area is free of collision contingencies.
An application example was implemented in the LSI Flexible Assembly Cell [11] . In Figure 3 we show the configuration of the cell that served as a test bed for our application domain. Given a number of parts on a table, mortises and tenons, the goal is to find the matching pairs in order to join them. The assembly pairs can have different sizes, consequently the matching has to be done between pairs of the same size. While the main task is being executed, unexpected human interactions can happen. A human can change the configuration on the table by adding new parts to be assembled or some "trash" objects which cause the robot to perform the cleaning task.
The key feature of the assembly robot is not so much its ability to reason about assembly, but rather its ability to choose timely and effective actions to cope with an uncertain and changing environment. Assembly on this test bed can be characterized as complex and reactive planning task since a number of subtasks are carried out:
• To generate and execute complex plans
The assembly domain is a typical case of a planning task. Assume that this domain is represented by a hierarchy of tasks, which describes how to decompose higher level tasks into lower level ones. The lower level tasks correspond to sensing and action. From the point of view of reducing the complexity of the problem, we assume further that to each domain of the solution corresponds a desired behavior which is independent of any other behavior whatsoever. To each desired behavior a hierarchy of tasks is defined. Therefore, we can partition the solution into three domains with a task hierarchy assigned to each, namely the assembly task, the cleaning task and finally the collision avoidance task. The difficulty in the execution of the assembly task rests on possessing adequate image processing and understanding capabilities, appropriately dealing with collision avoidance interruptions and human interactions with the configuration of the work table..
• To perform online resource allocation
A resource is defined as a part of the system that can be time-shared by different problem solving processes. The resources to be shared in the assembly application are the camera and the manipulator. both the camera and the manipulator are shared by the three concurrent task hierarchies: assembly, cleaning and collision avoidance. No conflicts arises due to a request for the camera resource by any of the three hierarchies. On the other hand, the manipulator is highly disputed and hence the tasks have to obey a specific policy for conflict resolution, since only one task should control the manipulator in a given moment. The collision avoidance task should have the highest priority in order to prevent accidents, with the cleaning task second with a higher priority than the assembly task.
• To sense the world
The robot posses the vision capability to sense the world, i.e., to recognize and locate the assembly parts, trash and to detect movement in the scene.
• To deal with problems as they arise in real-time
The collision avoidance task has to be performed in realtime to protect the human operator and preserve the devices.
• To reason with incomplete information and unpredictable events Human interactions can happen at any time interfering with the Assembly task in different and unpredictable ways: the operator can add trash or new assembly parts and the robot has to be able to properly deal with that.
The VIBRA architecture
The VIBRA -VIsion Based Reactive Architecture can be viewed as a society of Autonomous Agents (AAs), each of them depicting a problem-solving behavior due to its specific competence, and collaborating with each other in order to orchestrate the process of achieving its goals [12] .
The term agent assumes a variety of meanings in AI. We will rely on the definition of agents as "computational systems that inhabit some complex dynamic environment, sense and act autonomously, and by doing so perform a set of goals or tasks for which they are designed" [13] .
Multi-Agent Systems (MAS) define the agent's organization in a society, where relationships of authority, communication, control, and information flow are described.
The explicit use of social rules in the definition of an agent enables it to achieve its dynamically-acquired goals without interfering with others. As conditions change, new agents can be implemented and activated in the society during the system execution. On the other hand, those agents that are not performing well can be disabled.
Several advantages of using MAS to build complex systems are listed in [8, 14] , wich includes: modularity, parallelism, robustness, scalability, simpler programming, flexibility and reusability.
The VIBRA architecture is a multi-agent system, which processes incoming asynchronous goal requests dictated by sensory data, prioritizes them, temporally suspends lower priority actions, and interleaves compatible behaviors.
VIBRA is proposed as a flexible architecture for the development of different visually guided robotic tasks, as it contains specialized vision knowledge that has been accumulated on previous research work [15] .
To deal with interactions among the agents, the society is controlled by a policy involving conducting rules and an authority structure. This policy enables the agents to decide which agent should have the control of a resource at each moment. The authority structure defines the agent's priority level in the use of a specific resource. The authority structure is domain dependent: the priority levels vary for each agent and each resource. In general, reactive tasks should have a precedence over deliberative tasks, and in this way the authority structure is a rank ranging from the most reactive agent to the most deliberative one.
The conducting rules define how the authority structure can be used to control the communication and share resources among agents. In the VIBRA architecture we adopt the following three simple rules:
Rule # 1: Only one agent can control a resource in a given moment. Rule # 2: At any moment any agent can request control of a resource from an agent with lower authority than itself. Rule # 3: An agent can only request control of a resource from a higher authority agent if that agent is releasing control.
Structure of an Autonomous Agent
An AA is composed of eight components ( Figure 5 This model is used to define all AAs in the society, no matter what their behavior is. A special agent in the society can create, change or destroy the society, by adding or deleting agents, and controlling the resources at the initialization or termination phase of the society.
In the next section we detail the communication language, an essential feature in a multi-agent environment. 
AA's Communication Languages
The Communication Language among AAs in the society is defined by the following message prototype: <interaction> ::= <nature><type><content> The nature of the message can be decision or control. The control messages are used in the initialization, modification and termination of the society and consist of: addAgent, deleteAgent, acknowledge, inform, requestAll, freeAll. The decision messages are used to define which agent will take the control of a resource at a time, and they are: request, transfer and free (see Table 1 ).
A different set of messages is used for the internal interaction between the planner/executor (EX) module and the communicator (C) module. The nature of this communication language is information, and they are: request, free, received, lost, halt, information ( Table 2 : Types of messages changed between the AA communicator module and its planner/executor module.
The assembly application in the VIBRA architecture
In this application, AAs were allocated on several workstations, executed as independent and parallel distributed processes, communicating through the Ethernet/ ATM network. The camera is fixed above the work area.
For the assembly application, we have defined three different behaviors, each one corresponding to an AA:
Assembler agent: to accomplish the assembly task, picking up pieces (tenons) on the work table with the manipulator and putting them in a desired location (mortises);
Cleaner agent: to clean up the work area, taking away trash objects added by humans or another manipulator;
CollisionAvoider agent: to avoid collisions of the manipulator with objects moving in the work area.
Experimental results
The experiment focus on the interaction between the Cleaner and CollisionAvoider. A human can place a trash object (a circular piece) on the work table, at any moment, activating the Cleaner; each time a moving object is detected, the cleaning task is interrupted and the CollisionAvoider is activated; when the moving object disappears from the scene, the Cleaner resumes its work, finishing the trash removal.
Different aspects of the experiment results are shown in Figure 6 and Figure 7 . Figure 6 shows the image sequence and Figure 7 the exchanged messages between the AAs. The system is started at 12:49:27, and the actions (scanfor-static-object trash) and (detect-moving-object object) are started by the Cleaner and CollisionAvoider (Figure 6 , images 1 and 2). At 12:50:00 an unknown object enters the work area and keeps moving for 10 seconds. During this time, the actions (freeze manipulator) and (keep-on-moving object) are executed simultaneously by the CollisionAvoider, in parallel with (scan-for-static-object trash) by the Cleaner.
Sensors / Actuators
The CollisionAvoider (images 3-12) detects movements in the work area and requestes control of the manipulator to freeze it. The CollisionAvoider requests the manipulator at 12:50:00 (image 3) and receives it at 12:50:01 (image 4). In parallel the Cleaner agent (images 1-11) keeps on scanning for static objects. The human interaction ended at 12:50:12 (image 11) and the CollisionAvoider frees control of the manipulator allowing Cleaner, who detects a trash piece on the Table 3 : Maximum and minimum speed for moving object.
2. Table 4 shows the reaction time the CollisionAvoider takes when a moving object enters in the work area. The reaction time is dependent on the image resolution and on the network throughput, as images need large bandwidth;
3. 
Discussion and Conclusion
This paper describes the design of an implemented multiagent architecture, VIBRA, which is a vision-based architecture that can offer a proper framework for building reactive, vision-based planning applications. From a computer vision point of view, VIBRA is a sufficiently flexible tool to create specialized and efficient visual routines to solve specific tasks efficiently. In this way, it can be used as a framework for knowledge acquisition, development and design of new robotic applications.
By applying VIBRA to the design of the assembly application we have learned some important experiences on building a real world robotic system. Some of these important experiences are shared by other researchers, who also used the multi-agents approach in real world applications [9, 14, 16] , others resulted from our work. Such knowledge can be used to provide support on the development of new real world planning systems [17] and they consist of:
• To allow agents coordination, it is important to decide about division of labor and organization: defining tasks, selecting which agent does each task, and defining when it executes the task;
• The languages and concepts used for task description and formulation will affect how tasks can be decomposed, and what dependencies explicitly exist among tasks. The same task described from different perspectives may require different partitioning and different skills.
• A distribution of tasks among agents requires the tasks to be formulated and described in a way to provide a better possibility of decomposition, allowing a natural distribution among agents. Tasks requiring more resources or knowledge than an agent can possess must be decomposed. We based our decomposition on the definition of independent cognitive behaviors.
• Dependencies among subproblems affect agent design in terms of predicting possible data flow, decision processes and actions.
• Conflicts over interacting actions and shared resources may place ordering constraints on agent activities, restricting decomposition choices and creating the need to reconsider decomposition in different dimensions, such as temporal, spatial, or levels of abstraction. Those are the parameters that a designer has to adjust in the society behavior in order to solve the global task goal.
• The society rules depend on the type of the available resources and on what are the needs of the agents over the different resources.
• The authority structure of a society is deeply related to the dependence and precedence among tasks conduced by the AAs. To ensure fast responses to important environmental events, precedence is given to the reactive tasks over the deliberative ones. Analyzing existing theories on how a robotic system should solve their problems, we have reached some important insights about the vision and planning areas. As we have described in Section 2, by combining planning and perception the knowledge of the situation will be directed, rather than predicted (or previously specified). By doing so most of the uncertainty and some of the incompleteness problems can be solved. In VIBRA this is done by combining reactive behaviors (e.g., the collision avoidance) with the tasks in the application domain (e.g., join pair). The combination of deliberative and reactive planning requires both to be run as independent processes while solving complex tasks. VIBRA is a multiagent architecture proven to be efficient allowing this combination, fulfilling the AI challenge of building intelligent goal-driven reactive systems.
