The asynchronous systems are the models of the asynchronous circuits from the digital electrical engineering. An asynchronous system f is a multi-valued function that assigns to each admissible input u :
Notation 13. Let be Υ : B n × B m → B n , u ∈ S (m) , µ ∈ B n and ρ ∈ P n . The solution of the equation    x(−∞ + 0) = µ ∀i ∈ {1, ..., n}, x i (t) = Υ i (x(t − 0), u(t − 0)), if ρ i (t) = 1
is denoted by Υ −ρ (t, µ, u).
Definition 14. The system Σ − Υ : S (m) → P * (S (n) ), ∀u ∈ S (m) , Σ − Υ (u) = {Υ −ρ (t, µ, u)|µ ∈ B n , ρ ∈ P n } is called the universal regular asynchronous system that is generated by the function Υ.
Definition 15. The system f is called regular if Υ exists such that ∀u ∈ U, f (u) ⊂ Σ − Υ (u). If so, Υ is called the generator function of f and we also say that Υ generates f .
Remark 16. Equation (2) shows how the circuits compute asynchronously the Boolean function Υ : the computation is made at the discrete time instances {t k |k ∈ N, ∃i ∈ {1, ..., n}, ρ i (t k ) = 1} on these coordinates Υ i for which ρ i (t k ) = 1. The models of these circuits, the systems f with the generator function Υ, have the remarkable property that a function π f : 
Subsystems
Definition 17. The system f is called a subsystem of g : V → P * (S (n) ), V ∈ P * (S (m) ) and we write f ⊂ g, if U ⊂ V and ∀u ∈ U, f (u) ⊂ g(u). Υ are given. We denote by i g : V → P * (B n ) the initial state function and by π g : W g → P * (P n ) the computation function of g. The following statements are equivalent:
Dual systems
Here the bar µ refers to the complement done coordinatewise.
Definition 21. The dual of the system f is by definition the system f * : U * → P * (S (n) ), where U * = {u|u ∈ U } and ∀u ∈ U * , f * (u) = {x|x ∈ f (u)}.
Remark 22. The system f * models the circuit modeled by f with the AND gates replaced by OR gates etc. 
Cartesian product
Definition 26. The Cartesian product of the systems f and f ′ :
Remark 27. The Cartesian product f × f ′ models two circuits that run independently on each other.
In this notation we identify
Notation 30. The regular systems f, f ′ are given, f ⊂ Σ Υ , f ′ ⊂ Σ Υ ′ as well as their computation functions:
Remark 31. The function π f ×f ′ is correctly defined since ∀ρ, ∀ρ ′ , ρ ∈ P n and ρ ′ ∈ P n ′ =⇒ (ρ, ρ ′ ) ∈ P n+n ′ .
state function is i f ×f ′ and its computation function is π f ×f ′ .
Parallel connection
Definition 33. The parallel connection of f and f ′ 1 :
Remark 34. The parallel connection f ||f ′ 1 models two circuits that run under the same input, independently on each other.
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Notation 37. We suppose that the systems f ,
and its computation function is π f ||f ′ 1 .
Serial connection
Remark 39. Let be the systems f and h : X → P * (S (p) ), X ∈ P * (S (n) ). When 
   y(−∞ + 0) = λ ∀j ∈ {1, ..., p}, y j (t) = ϑ j (y(t − 0), x(t − 0)), if ̟ j (t) = 1 y j (t − 0), otherwise
