We study scrambling in connection to multipartite entanglement dynamics in regular and chaotic long-range spin chains, characterized by a well defined semi-classical limit. For regular dynamics, scrambling and entanglement dynamics are found to be very different: up to the Ehrenfest time they rise side by side departing only afterwards. Entanglement saturates and becomes extensively multipartite, while scrambling continues its growth up to the recurrence time. Remarkably, the exponential behaviour of scrambling emerges not only in the chaotic case, but also in the regular one, when the dynamics occurs at a dynamical critical point.
Introduction -Classical systems with long-range interactions display many interesting dynamical properties that have been extensively studied since many decades [1] . In the quantum domain, instead, long-range systems have been the focus of a great deal of attention only lately, as a result of their experimental simulation with different platforms [2] [3] [4] [5] . These systems allow the controlled study of quantum dynamics in the absence of significant decoherence, a property that allows the study of a number of important phenomena as, for example, dynamical phase transitions [6] [7] [8] or the dynamics of correlations [9] [10] [11] [12] [13] in a situation where Lieb-Robinson bounds do not apply [14, 15] . However, it is by now established that understanding the coherent dynamics of a quantum many-body system requires a thoroughly understanding of the behaviour of its quantum correlations [16, 17] . The spreading of quantum correlations has been the focus of a lot of theoretical efforts [18] , starting from the initial important results on the dynamics of entanglement entropy [19] . Very recently a new way to characterise quantum dynamics of many-body systems has been proposed, based on the concept of scrambling. Initially introduced as a probe of quantum chaos [20] [21] [22] [23] , scrambling is also generically identified as the delocalisation of quantum information [24] . A measure of scrambling is associated to the growth of the square commutator between two initially commuting observables [20, 21] . This quantity is expected to grow exponentially, before the Ehrenfest time, for quantum chaotic systems [20, 21, 25, 26] , otherwise it grows at most polynomially in time [27] [28] [29] .
Despite the impressive progress over the last years, several different questions related to scrambling and entanglement propagation still await for a more detailed answer. It has been observed that the exponential growth of the square commutator is connected to the chaotic behaviour of an underlying semi-classical limit. The precise role of semiclassical correlations in determining scrambling dynamics and its various stages are presently under intense study [30] [31] [32] . Furthermore, in view of the various forms in which quantum correlations manifests in a many-body system it is important to understand how entanglement enters in the scrambling of information. A first connection between square commutators and the spreading of quantum entanglement has been made in the context of unitary quantum channels [33, 34] . An analysis of different velocities of propagation of information has been performed in [24] , while connections of scrambling to the growth of Rényi entropies and multiple-quantum coherence spectra have been investigated in [35] [36] [37] . In long-range systems, scrambling has been studied in connection to correlation bounds [13, 38] and its time average as probe of criticality [39] . However, an analysis of the dynamics and the relevant time-scales in relation with the different processes involved in the spreading of information is still missing.
In this work, we address all these questions by studying multipartite entanglement propagation and scrambling in long-range (time-independent or kicked) spin systems. There are several reasons behind this choice. Spin chains with long-range interactions possess a well defined semiclassical limit, and thus represent a natural playground [40] to address these issues. Furthermore they allow to explore the transition from semiclassical to quantum dominated regimes in the dynamical behaviour. We will consider both the case of integrable and chaotic dynamics.
Moreover, scrambling is experimentally accessible with long-range quantum simulators, as it has been measured for unitary operators [41] . We will present results for the entanglement dynamics of the Quantum Fisher Information and tripartite mutual information and of operator scrambling via the square commutator. As we are going to show in the rest of the paper scrambling and entanglement dynamics turn out to be very different. 1/r α is the Kac normalization [43] . The (solvable) infinite range limit α = 0 of Eq. (1) is known as the Lipkin-Meshov-Glick model (LMG) [44] and it has been intensively studied out-ofequilibrium [6, 45, 46] . As far as the dynamics of local observables is concerned, the Hamiltonian of Eq.(1) is found to behave as the infinite range for α < 1, as a shortrange one for α > 2 [7, 10] . For α = 0 the Hamiltonian conserves the total spin, in this case we restrict our analysis to the sector S = N/2. The infinite range model has an obvious semiclassical limit, controlled by ef f = /N , where the system can be described classically in terms of only two degrees of freedom {Q, P } and a classical Hamiltonian [6, 45, 46] , see also [47] . The phase space variables are linked to the expectation values over coherent wavepackets of the magnetization m α = Ŝ α /S as m z = Q, m x = 1 − Q 2 cos(2P ) and m y = 1 − Q 2 sin(2P ). We probe scrambling through a quench protocol taking an initial separable state totally polarised along the z axis |ψ 0 = | ↑ ↑ . . . ↑ and letting it evolve the Hamiltonian (1) with a transverse field h f . A special case, important also for the present analysis, is when h f = h c = 1/2 where a Dynamical Phase Transition (DPT) occurs [48] , whose origin can be traced back to the corresponding classical dynamics. Away from the dynamical critical point the Ehrenfest time reads t r Ehr ∝ √ N while at the dynamical critical point t c Ehr ∝ log N . It was shown in [39] that DPT can be detected with the average value of out-of-time correlators. In order to address chaotic dynamics in long-range spin system we will also consider the case in which periodic kicks are added to the evolution governed by Eq.(1), with α = 0. This model, known also as the "kicked top" for h = 0, is a paradigmatic example of the standard quantum chaos [49, 50] . The time-evolution operator over one period readŝ
Depending on the value of the kicking strength K, this model is known to exhibit a transition between a regular regime and a chaotic one [49, 50] . When K 1 ∀h f , orbits deviate exponentially in time and t where {·} are the Poisson brackets of the corresponding classical trajectory and the average (·) is performed over the initial phase-space distribution. As far as the entanglement is concerned, we will focus on the multipartite case (entanglement entropy was already studied in [52, 53] ). The characterisation of multipartite entanglement is more delicate than the bipartite case since there exist a zoo of possible measures and witnesses. We will focus on the Quantum Fisher Information (QFI) F Q (t), which has been shown to obey scaling at the equilibrium transition point [54] and is connected to the diagonal ensemble in the non-equilibrium case [55] . The QFI gives a bound on the size of the biggest entangled block. For example, given a system of N spins, if the QFI density f Q ≡ F Q /N > k, then there are at least k + 1 entangled spins [56, 57] . For pure states the QFI is given by an optimization over generic linear combination of local spin operators of F Q (Ô, t) = 4 ∆Ô 2 t . Here, we consider collective spin operatorsÔ =Ŝ and we maximise over the three directions. We complement the analysis through the Tripartite Mutual Information (TMI) [33] , defined as I 3 (A : B : C) = I(A : B) + I(A : C) − I(A : BC), where A, B, C, D are four partitions and I(A : B) is the mutual information between A, B. Usually I 3 < 0 is associated with the delocalisation of quantum information in the context of unitary quantum channels [33] . In this case, more appropriately, we study the delocalisation of the initial state information under the dynamics, which is a complementary measure of entanglement. The results presented in this work were obtained via exact diagonalization and a combination of semi-classical methods [47] , such as the Truncated-Wigner approximation (TWA) [58] , the Discrete Truncated Wigner Approximation (DTWA) [59, 60] , spin-wave analysis and the matrix product state time-dependent variational principle (MPS-TDVP) [61] .
Entanglement -For the infinite range model, entanglement dynamics and information delocalisation reflect the semiclassical nature of the system under analysis. Let us first discuss the dynamics governed by Eq.(1) after a quantum quench. Both f Q (t) and I 3 (t) share the same dynamics. They grow, before saturation, up to t Ehr as dictated by the semiclassical dynamics of the model , see Fig.1 (top and middle panels). The stationary state displays global entanglement of genuine multipartite nature f Q = φ Q N , φ Q ≤ 1/2 is a function of the transverse field that can be found analytically in terms of elliptic integrals [47] . The TMI gives a complementary information: being positive, I 3 > 0 shows that the information of the initial state is not delocalised across the system. regime using DTWA, spin-wave theory and cumulant closure methods [48] . All these approaches neglect corrections O(1/N ) and give the same results before the Ehrenfest time. The accuracy of all the semiclassical analysis is justified by the entanglement structure itself. In fact this is what lies at the heart of the classical "simulability" of quantum long-range interacting systems in the context of MPS-TDVP [59, 60] and with semiclassical methods [58, 61] . DTWA in particular is able to reproduce also the long-time dynamics even beyond the recurrence time t r rec / N as shown in Fig.1 (bottom panel) . This is due to the discrete nature of the method that mimics the discreteness of the spectrum, responsible for the recurrences [58] . The same asymptotic structure and dynamics is found for all mean-field like systems 0  ↵ < 1: the QFI grows linearly in time up to a value ⇠ N , and the TMI increases logarithmically in time up to a constant value. For 1  ↵ < 2, the QFI and the TMI grow linearly in time and the entanglement structure of the asymptotic state is the same as for ↵ < 1. Decreasing the range of interaction the situation changes: for ↵ 2 the state displays the typical dynamics and structure of 
We plot the minimal TMI (dotted lines) and the fQ(t)/N (full lines) as a function of time, above (left panels) and below the DPT (right panels). We obtained the minimal TMI by calculating the tripartite mutual information for all possible partitions A,B,C,D of the system and then taking the minimum. For ↵ < 1 (a., b.) the dynamics is the same of the LMG model. When ↵ > 2 (e., f.), the QFI does not scale with the system size and remains bounded with time, whereas the minimum of the TMI decreases linearly with time and becomes negative for longer times. In all other cases we observe linear growth of the QFI with time, whereas the minimum of the tripartite mutual information remains bounded with time. We present the detailed scaling with the system size in the supplementary material. The parameters of the evolution are: ↵ = 0.5, ↵ = 1.5, ↵ = 2.5, h f = 0.25 and h f = 1.5. System sizes N = 200 (or N = 100 for ↵ = 2.5).
short range interacting systems f Q ⇠ const; interestingly I 3 < 0 signaling that the information about the initial condition is spread throughout the degrees of freedom of the state (see Fig.2 ).
We conclude the analysis of the multipartite entanglement by considering the kicked case in the regime when dynamics is chaotic. This system heats up to a state where all local observables on any Floquet state correspond to the infinite temperature values [46] . The entanglement saturates at t c Ehr to the corresponding values, [48] ).
Square commutator -Scrambling, as measured by he square commutator, behaves in a way profoundly different from the entanglement. It is characterised by a first semi-classical regime and a second quantum nonperturbative growth. Interestingly, this phenomenon is very evident in the regular regime Fig.(3) , and it is much less clear in the chaotic one Fig.(4) . In the case of the The entanglement dynamics is reproduced, up to very long times, by a semiclassical approach. We studied this regime using DTWA, spin-wave theory and cumulant closure methods [47] . All these approaches neglect corrections O(1/N ) and give the same results before the Ehrenfest time. The accuracy of all the semiclassical analysis is justified by the entanglement structure itself. In fact this is what lies at the heart of the classical "simulability" of quantum long-range interacting systems in the context of MPS-TDVP [61, 62] and with semiclassical methods [60, 63, 64] . DTWA in particular is able to reproduce also the long-time dynamics even beyond the recurrence time t r rec ∝ N as shown in Fig.1 (bottom panel) . This is due to the discrete nature of the method that mimics the discreteness of the spectrum, responsible for the recurrences [60] . The same asymptotic structure and dynamics is found for all mean-field like systems 0 ≤ α < 1: the QFI grows linearly in time up to a value ∼ N , and the TMI increases logarithmically in time up to a constant value. For 1 ≤ α < 2, the QFI and the TMI grow linearly in time and the entanglement structure of the regime using DTWA, spin-wave theory and cumulant closure methods [48] . All these approaches neglect corrections O(1/N ) and give the same results before the Ehrenfest time. The accuracy of all the semiclassical analysis is justified by the entanglement structure itself. In fact this is what lies at the heart of the classical "simulability" of quantum long-range interacting systems in the context of MPS-TDVP [59, 60] and with semiclassical methods [58, 61] . DTWA in particular is able to reproduce also the long-time dynamics even beyond the recurrence time t r rec / N as shown in Fig.1 (bottom panel) . This is due to the discrete nature of the method that mimics the discreteness of the spectrum, responsible for the recurrences [58] . The same asymptotic structure and dynamics is found for all mean-field like systems 0  ↵ < 1: the QFI grows linearly in time up to a value ⇠ N , and the TMI increases logarithmically in time up to a constant value. For 1  ↵ < 2, the QFI and the TMI grow linearly in time and the entanglement structure of the asymptotic state is the same as for ↵ < 1. Decreasing the range of interaction the situation changes: for ↵ 2 the state displays the typical dynamics and structure of and below the DPT (right panels). We obtained the minimal TMI by calculating the tripartite mutual information for all possible partitions A,B,C,D of the system and then taking the minimum. For ↵ < 1 (a., b.) the dynamics is the same of the LMG model. When ↵ > 2 (e., f.), the QFI does not scale with the system size and remains bounded with time, whereas the minimum of the TMI decreases linearly with time and becomes negative for longer times. In all other cases we observe linear growth of the QFI with time, whereas the minimum of the tripartite mutual information remains bounded with time. We present the detailed scaling with the system size in the supplementary material. The parameters of the evolution are: ↵ = 0.5, ↵ = 1.5, ↵ = 2.5, h f = 0.25 and h f = 1.5. System sizes N = 200 (or N = 100 for ↵ = 2.5).
Square commutator -Scrambling, as measured by he square commutator, behaves in a way profoundly different from the entanglement. It is characterised by a first semi-classical regime and a second quantum nonperturbative growth. Interestingly, this phenomenon is very evident in the regular regime Fig.(3) , and it is much less clear in the chaotic one Fig.(4) . In the case of the asymptotic state is the same as for α < 1. Decreasing the range of interaction the situation changes: for α ≥ 2 the state displays the typical dynamics and structure of short range interacting systems f Q ∼ const; interestingly I 3 < 0 signaling that the information about the initial condition is spread throughout the degrees of freedom of the state (see Fig.2) . We conclude the analysis of the multipartite entanglement by considering the kicked case in the regime when dynamics is chaotic. This system heats up to a state where all local observables on any Floquet state correspond to the infinite temperature values [49] . The entanglement saturates at t [65] for the entanglement entropy, hence I 3 = log[(n A + 1)(n B + 1)(n C + 1)(n A + n B + n C + 1)]/[(n A + n B + 1)(n A + n C + 1)(n B + n C + 1)] (see [47] ).
Square commutator -Scrambling, as measured by the representation: Notice that at this time the square commutator, which goes to zero in the previous regime, is constant and independent of the system size. The quantum nature of chaos is indeed inscribed in this second part of the dynamics, being recurrence times purely quantum and intimately connected to the integrability properties of the spectrum. Even DTWA, that perfectly gets multipartite entanglement dynamics up to t r rec (see Fig.1 ) is not able to reproduce the long time dynamics of the square commutator, see Fig.2 . DTWA, despite it keeps N discrete trajectories, makes an important approximation: time dependent operators are factorized on each site at any time [55] . In our understanding, this is the main reason of the failure of semi-classics and the key characteristic of the quantum polynomial regime. In fact, after t Ehr , the operator's expansion starts developing longer and longer strings and the square commutator re-sums all the correlations, until t ⇤ , which corresponds to the time at which the string of length N occurs [48] . Furthermore, since the operator is expected to go back to himself at t rec , we conjecture that c(t) is always maximum at t ⇤ = t rec /2, also for short-range interacting systems. Quenches to h f ⌧ h c are characterized by the same time-scales: t r Ehr / p N and t r ⇤ / N . Anyhow, the dynamics has two di↵erent power law: a semi-classical regime ⇠ t/N 3 followed by a quantum one ⇠ t 3 /N 4 . Notice that c(t r ⇤ ) ⇠ 10 3 /N and it goes to zero at all times in the thermodynamic limit. Since c(t) amounts for the non-commutativity ofm z (t) with the Hamiltonian (1), the operator scrambling is indeed smaller for small h f . At h f = h c , despite the quantum system is integrable, we find that the square commutator grows exponentially in time up to t c Ehr / log N as:
This is due to the existence of the unstable trajectory in the classical dynamics. The exponent in Eq. (5) is twice the eigenvalue of the instability matrix of the separatrix trajectory h c = 2 p h c (1 h c ) = 1 for h c = 1/2. This is valid in general for all the classical trajectories associated with DPT. To our knowledge it is the only example of an early time exponential growth in a many-body regular system. Anyhow, after t c Ehr , c(t) keeps growing linearly in time up to the t r ⇤ and than it goes back, see Fig.3 . We now consider the period kicking, where the dynamics is chaotic. As expected c(t) is initially dominated by the quench dynamics, for h f h c the square commutator is by terised a first semiclassical quadratic growth c(t) / t 2 /N 3 until t r Ehr . In this regime, semiclassical approximations describes very well the evolution of c(t) and we chose to employ DTWA. To this end we have to generalise the corresponding expression for the square commutator to the discrete phase space representation
where
, with
the Weyl transform of the spin operators and the average (·) is computed over the initial discrete Wigner distribution [48] . At t r Ehr the quantum regime starts, characterised by a polynomial growth ⇠ (t/N ) 4 up to a maximum c(t r ⇤ ) ⇠ 2. At this time, the square commutator is independent of the system size. Even DTWA, that perfectly gets multipartite entanglement dynamics up to t r rec (see Fig.1 ) is not able to reproduce the long time dynamics of the square commutator, see Fig.3 . Indeed DTWA, despite keeping N discrete trajectories, represents all operators as factorised on each site at any time [58] . At times longer than t Ehr , the operator expansion starts developing longer and longer strings and the square commutator re-sums all the correlations, until t r ⇤ , which corresponds to the time at which the string of length N occurs [48] . Quenches to h f ⌧ h c are characterized by the same timescales t r Ehr and t r ⇤ and the same semi-classical regime and c(t r ⇤ ) ⇠ 10 3 /N goes to zero at all times in the thermodynamic limit. This is a direct consequence of the existence of the dynamical transition, which is detected by the scrambling [38] . Due to the presence of a macroscopic magnetization, the support of the operators has a constrained dynamics and it will not acquire a string of length N . A special case is represented by the quench at h f = h c ; despite the quantum system is integrable, we find that the square commutator grows exponentially in time up to t c Ehr as: c(t) = e 2t /N 3 . This is due to the existence of the unstable trajectory in the classical dynamics. The exponent is twice the eigenvalue of the instability matrix of the separatrix trajectory h c = 2 p h c (1 h c ) for h c = 1/2. This is valid in general for all the classical trajectories associated with DPT. To our knowledge it is the only example of an early time exponential growth in a many-body regular system. Anyhow, after t . Long-range interactions do not change drastically this analysis. In the range ↵ < 1, the early time dynamics is the same of what described before. The square commutator grows like a power law at small times, even for ↵ > 2. We conclude by considering the kicking, which induces a chaotic dynamics. As expected c(t) is initially dominated by the classical exponential growth, then as square commutator, behaves in a profoundly different way from entanglement. It is characterised by a first semi-classical regime and a second quantum nonperturbative growth. Interestingly, this phenomenon is very evident in the regular regime ( Fig.3) , and it is much less clear in the chaotic one (Fig.4 ). In the case of the quench dynamics, for h f h c the square commutator is by characterised by a first semiclassical quadratic growth
Ehr . In this regime, semiclassical approximations describes very well the evolution of c(t) and we chose to employ DTWA. To this end we generalised the corresponding expression for the square commutator to the discrete phase space representation
, with σ x,y,z i the Weyl transform of the spin operators and the average (·) is computed over the initial discrete Wigner distribution [47] . At t r Ehr the quantum regime starts, characterised by a polynomial growth ∼ (t/N ) 4 up to a maximum c(t r * ) ∼ 2. At this time, the square commutator is independent of the system size. Even DTWA, that perfectly gets multipartite entanglement dynamics up to t r rec (see Fig.1 ) is not able to reproduce the long time dynamics of the square commutator, see Fig.3 . Indeed DTWA, despite keeping N discrete trajectories, represents all operators as fac- representation: Notice that at this time the square commutator, which goes to zero in the previous regime, is constant and independent of the system size. The quantum nature of chaos is indeed inscribed in this second part of the dynamics, being recurrence times purely quantum and intimately connected to the integrability properties of the spectrum. Even DTWA, that perfectly gets multipartite entanglement dynamics up to t r rec (see Fig.1 ) is not able to reproduce the long time dynamics of the square commutator, see Fig.2 . DTWA, despite it keeps N discrete trajectories, makes an important approximation: time dependent operators are factorized on each site at any time [55] . In our understanding, this is the main reason of the failure of semi-classics and the key characteristic of the quantum polynomial regime. In fact, after t Ehr , the operator's expansion starts developing longer and longer strings and the square commutator re-sums all the correlations, until t ⇤ , which corresponds to the time at which the string of length N occurs [48] . Furthermore, since the operator is expected to go back to himself at t rec , we conjecture that c(t) is always maximum at t ⇤ = t rec /2, also for short-range interacting systems. Quenches to h f ⌧ h c are characterized by the same time-scales: t r Ehr / p N and t r ⇤ / N . Anyhow, the dynamics has two di↵erent power law: a semi-classical regime ⇠ t/N 3 followed by a quantum one ⇠ t 3 /N 4 . Notice that c(t r ⇤ ) ⇠ 10 3 /N and it goes to zero at all times in the thermodynamic limit. Since c(t) amounts for the non-commutativity ofm z (t) with the Hamiltonian (1), the operator scrambling is indeed smaller for small h f . At h f = h c , despite the quantum system is integrable, we find that the square commutator grows exponentially in time up to t c Ehr / log N as:
This is due to the existence of the unstable trajectory in the classical dynamics. The exponent in Eq. (5) is twice the eigenvalue of the instability matrix of the separatrix trajectory hc = 2 p h c (1 h c ) = 1 for h c = 1/2. This is valid in general for all the classical trajectories associated with DPT. To our knowledge it is the only example of an early time exponential growth in a many-body regular system. Anyhow, after t quench dynamics, for h f h c the square commutator is by terised a first semiclassical quadratic growth
Ehr . In this regime, semiclassical approximations describes very well the evolution of c(t) and we chose to employ DTWA. To this end we have to generalise the corresponding expression for the square commutator to the discrete phase space representation
, with x,y,z i the Weyl transform of the spin operators and the average (·) is computed over the initial discrete Wigner distribution [48] . At t r Ehr the quantum regime starts, characterised by a polynomial growth ⇠ (t/N ) 4 up to a maximum c(t r ⇤ ) ⇠ 2. At this time, the square commutator is independent of the system size. Even DTWA, that perfectly gets multipartite entanglement dynamics up to t r rec (see Fig.1 ) is not able to reproduce the long time dynamics of the square commutator, see Fig.3 . Indeed DTWA, despite keeping N discrete trajectories, represents all operators as factorised on each site at any time [58] . At times longer than t Ehr , the operator expansion starts developing longer and longer strings and the square commutator re-sums all the correlations, until t r ⇤ , which corresponds to the time at which the string of length N occurs [48] . Quenches to h f ⌧ h c are characterized by the same timescales t r Ehr and t r ⇤ and the same semi-classical regime and c(t r ⇤ ) ⇠ 10 3 /N goes to zero at all times in the thermodynamic limit. This is a direct consequence of the existence of the dynamical transition, which is detected by the scrambling [38] . Due to the presence of a macroscopic magnetization, the support of the operators has a constrained dynamics and it will not acquire a string of length N . A special case is represented by the quench at h f = h c ; despite the quantum system is integrable, we find that the square commutator grows exponentially in time up to t c Ehr as: c(t) = e 2t /N 3 . This is due to the existence of the unstable trajectory in the classical dynamics. The exponent is twice the eigenvalue of the instability matrix of the separatrix trajectory hc = 2 p h c (1 h c ) for h c = 1/2. This is valid in general for all the classical trajectories associated with DPT. To our knowledge it is the only example of an early time exponential growth in a many-body regular system. Anyhow, after t c Ehr , c(t) keeps growing linearly in time up to the t r ⇤ and then it goes back, see Fig.4 . Long-range interactions do not change drastically this analysis. In the range ↵ < 1, the early time dynamics is the same of what described before. The square commutator grows like a power law at small times, even for ↵ > 2. We conclude by considering the kicking, which induces a chaotic dynamics. As expected c(t) is initially dominated by the classical exponential growth, then as torised on each site at any time [60] . At times longer than t Ehr , the operator expansion starts developing longer and longer strings and the square commutator re-sums all the correlations, until t r * , which corresponds to the time at which the string of length N occurs [47] . Quenches to h f h c are characterized by the same time-scales t r Ehr and t r * and the same semi-classical regime ∼ t 2 /N 3 up to t r Ehr . The result at long-times is qualitatively different: the quantum regime is ∼ t 3 /N 4 and c(t r * ) ∼ 10 −3 /N goes to zero at all times in the thermodynamic limit. This is a direct consequence of the existence of the dynamical transition, which is detected by scrambling [39] . Due to the presence of a macroscopic magnetization, the support of the operators has a constrained dynamics and it will not acquire a string of length N . A special case is represented by the quench at h f = h c ; despite the integrability of the quantum system, we find that the square commutator grows exponentially in time up to t c Ehr as c(t) = e 2t /N 3 . This is due to the existence of an unstable trajectory in the classical dynamics. The exponent is twice the eigenvalue of the instability matrix of the separatrix trajectory λ hc = 2 h c (1 − h c ) for h c = 1/2. This is valid in general for all the classical trajectories associated with DPT. To our knowledge it is the only example of an early time exponential growth in a many-body regular system. After t c Ehr , c(t) keeps growing linearly in time up to the t r * and then it goes back, see Fig.4 . Long-range interactions do not change drastically this finding. In the range α < 1, the early time dynamics is the same of what described before. The square commutator grows like a power law at small times, even for α > 2. We conclude by considering the kicking, which induces a chaotic dynamics.
As expected, c(t) is initially dominated by the classical exponential growth, then as t ∼ t c Ehr , quantum interference effects appear and the square commutator saturates to a constant value [51] , see Fig.4 (lower panels).
In the quantum chaotic regime all the dynamics is given by the semiclassical approximation, which predicts the initial time growth of the square-commutator. After t c Ehr , the TWA loses any physical meaning.
The quantum c(t) remains constant and finite in the thermodynamic limit, to mean that the operator's support is spread up to the longest string already from t c Ehr . Notice that in this case the exponent in the exponential increase is different from the actual classical Lyapunov exponent, defined as λ L ≡ lim T →∞ lim δQ0→0 log(|δQ(t)/δQ 0 |)/T , that we compute following [66] . As pointed out by [30] , this difference comes from a different ordering in evaluating the phase-space averages.
Conclusions -In this work we performed an analysis of the spreading of multipartite entanglement in longrange spin systems in comparison to that of scrambling We show that quantum correlations build up and spread in different ways: while entanglement and the delocalization of the state's information are state properties, scrambling instead describes the growth of quantum correlations in the operator's space. Beyond the Ehrenfest time the multipartite entanglement saturates while the square commutator continues to increase. A power law in the quantum regime has been found also in chaotic systems [67, 68] .
Supplementary Material: Scrambling and entanglement spreading in long-range spin chains
In Section 1, a brief recap on the semi-classical dynamics provided, together with a survey of the different approximate methods used to reproduce the square-commutator dynamics. In Section 2, the classical-quantum characterization of chaos for the kicked top is presented. Finally, in Section 3, details about the multipartite entanglement dynamics and on the delocalization of the initial state's information are discussed.
THE SEMICLASSICAL DYNAMICS
Since the Hamiltonian of Eq.(1) of the main text commutes with the total spinŜ = iŜ i , we restrict ourself to the spin sub-sector of the ground state S = N/2, where the dimensionality of the problem is N + 1. Definingm ≡Ŝ/S, we can re-express the LGM Hamiltonian in terms of its components:
This allows to consider an effective ef f = N that identifies the semiclassical limit with the large-N mean field one. In what follows we set = 1.
Semiclassical phase-space
In this limit, the system is effectively described by the classical Hamiltonian:
where the two conjugate variables Q, P are given in terms of the expectation values ofm on a wave packet as m z = Q, m x = 1 − Q 2 cos(2P ) and m y = 1 − Q 2 sin(2P ) and obey to the classical Hamilton equations, [S1-S3] . Analogously, when the kicking is added, the total classical Hamiltonian reads:
2 : the classical kicking acts every period τ like a rotation around the z axis with an angle proportional to m z . In the numerical calculations, we re-express the Hamilton's equation of motion as Equation of motions for the spin-components m:
Note that these equations can be obtained also from the expectation value of the Heisenberg equation of motion, setting to zero the second order cumulant. This is justified by the fact that the magnetization components commute in the classical limit: m α ,m cated Wigner Approximation on the continuum phasespace and the Discrete Truncated Wigner Approximation of the finite dimensional phase space. For a survey on Wigner representations see [5, 6] on the continuum phase-space and [7, 8] for its discrete version. These four methods turn out to be equivalent for the scrambling dynamics and they give the results of Fig.1 . In the following paragraphs we give a survey of all these numerical methods.
Fifth order cumulant approximation The cumulant closure at order n is a general method that consists in closing a set of di↵erential equations, by setting to zero all cumulants of the order n. A very easy example is the cumulant closure at second order, which allows to compute the classical equation of motion for the magnetization of Eq.(4). We are interested in the dynamics of the square commutator (see Eq.(3) of the main text) and we wish to find a set of di↵erential equations that gives its evolution. One first defines a symmetric (n + m + 2)-string commutator
where there are n + m time-dependent operators and two of mot be clos hABCD tion is (3 + 2) In the limit of large but finite N , one can consider the semiclassical WKB approximation [S2] and explore wave-packet dynamics. In this frame, ground states of H 0 can be seen as coherent wave packets with width σ = ef f = 1/ √ N . This semiclassical picture holds until the states behave like wave-packets. It is then natural to define the time for which semi-classics breaksthe Ehrenfest time -as the time for which the initially coherent wave-packet is spread and delocalized. It is well known that this depends on the nature of the classical dynamics [S4] 
where λ > 0 is the Largest Lyapunov exponent of the classical dynamics in the chaotic case.
Approximated methods
For large-N models, the dynamics of local observables is usually well reproduced by semiclassical approximated methods. We combine two semi-analytical methods and two semiclassical approximations in order to predict the behavior of c(t) up to t Ehr . The first method is a fifth order cumulant approximation: it consists in deriving a hierarchy of differential equations for the square commutator and in closing it by setting the fifth order cumulant to zero. This allows to decouple the higher order commutator and to close the system of equations. By setting the appropriate initial conditions, one can integrate numerically the equations and get the approximated c(t These four methods turn out to be equivalent for the scrambling dynamics and they give the results of Fig.S1 .
In the following paragraphs we give a survey of all these numerical methods.
Fifth order cumulant approximation The cumulant closure at order n is a general method that consists in closing a set of differential equations, by setting to zero all cumulants of the order ≥ n. A very easy example is the cumulant closure at second order, which allows to compute the classical equation of motion for the magnetization of Eq.(S4). We are interested in the dynamics of the square commutator (see Eq.(3) of the main text) and we wish to find a set of differential equations that gives its evolution. One first defines a symmetric (n + m + 2)-string commutator
where there are n + m time-dependent operators and two time-independent ones. Within this notation, the square commutator of Eq.(1) reads c(t) = c z,z (t). The dynamics will generate an infinite number of coupled equations of motion; this hierarchy of differential equations can be closed by setting the fifth order cumulant to zero: ABCDE c = 0. If one assumes that the magnetization is classical (second order cumulant set to zero), the (3 + 2)-string commutator decouples in 
These equations are integrated numerically via the fourth order Runge-Kutta method. The information about the initial state and the dimension of the system is encoded in the initial conditions. The c z,z (t) that we obtain with this cumulant closure give the limit N → ∞ of all these semiclassical approximations. It well reproduces the exact c(t), up to a time t r Ehr (see Fig.S1 ).
Spin wave approximation on top of mean field
Quantum fluctuations are treated as small fluctuations on top of the classical solution [S9] . One first produces a time-dependent rotation of the reference frame R = (X(t),Ŷ (t),Ẑ(t)), in such a way that theẐ(t) axis follows the motion of the classical collective spin Ŝ (t) .
Then an Holstein-Primakoff transformation is performed and the quantum fluctuations are kept at the gaussian order. In this rotating frame the collective spin operators are the zero-mode components in the Fourier Transform:σ 0 a , with a ∈ R. Our approximation consists in taking the operator on the Z-axis not varying in time:
. This allows to compute commutators in the rotating frame, hence to get an approximated solution for c(t). The main steps to solve the dynamics are the following [S9]:
• perform a time dependent unitary rotation with V ( θ(t), φ(t) ) = e • perform an Holstein-Primakoff transformation on the operators in R in terms of the conjugate variables (q 0 ,p 0 );
• keep only Gaussian terms, which is equivalent to neglect all O((N/2) −3/2 ) terms in the equations.
With such a choice one remains with the following Hamiltoniañ
where h class (t) is the classical Hamiltonian, h lin (t) contains linear terms in the quantum fluctuations (but it is automatically zero on the classical solution) and h quad (t) contains the quadratic terms in the quantum fluctuations. Then, by setting Ŝ X = Ŝ Y = 0, one gets the equation of motion for the rotating frame, see [S10] θ = 2J sin θ cos φ sin φ φ = −2h + 2J cos θ cos 2 φ .
In the same way one can obtain the Heisenberg equation of motion for forq 0 ,p 0 . Further defining the zero-th order fluctuations as
and combining them with the equations forq 0 ,p 0 , one gets the equations of motion for the zero-mode fluctuations
They are a set of linear time-dependent differential equations, which can be solved numerically with the appropriate initial conditions. Actually they are exactly the quantities that appear in the computation of the square commutator. How to compute it? The general procedure involves first a rotationσ α 0 (t) tõ σ a 0 (t) with V (θ(t), φ(t)). Then, one has to compute com-
, hence at this order they are equal-time commutators that give rise to the zero mode fluctuations of Eq.(S11). For example our square commutator of Eq.(3) reads as
S13) which can be obtained numerically from the integration of Eq.(S12) and gives exactly the same result of the previous approximation, see Fig.S1 . This is correct until the spin-wave density remains small, which, for finite N , occurs before t Ehr . Notice that this method could be in principle extended to long range systems with α = 0 and other variations of fully connected models [S9] . In addition one could in principle go beyond the gaussian approximation by keeping the interaction between spin waves.
Truncated
Wigner Approximation (TWA) Wigner formalism is based on a mapping between the Hilbert Space of a quantum system and its corresponding phase space, known as the Wigner-Weyl transform. This is achieved through the so-called phase-point operator A(q, p), where {q, p} are the classical phase-space variables [S7] . OperatorsÔ are mapped to functions on phase-space: O w (q, p) = Tr[ÔÂ(q, p)], known as the Weyl symbols. The Weyl symbol of the density matrix ρ is called Wigner function W (q, p) = Tr[ρÂ(q, p)]. This inherits the density matrix hermiticity and normalization, being a quasi-probability distribution, in general non-positive. Within this frame, it is possible to compute time-dependent expectation values as weighted averages over phase space of the Weyl symbols as
where the weigh is given by the initial Wigner function. When quantum fluctuations can be neglected [S5] , the Weyl symbol can be evaluated over the classical trajectories as
This approximation is known as the Truncated Wigner Approximation. When the W (q 0 , p 0 ) is positive, it can be interpreted as a probability distribution and from a numericla point of view it is possible to consider a Montecarlo sampling [5] . This approximation treats the quantum degrees of freedom collectively. For this reason it reproduces the observable's dynamics before the Ehrenfest time, but is not able to capture long-time-dynamics and the revivals neither of the magnetization and entanglement, see Fig.2 , nor the long-time behavior of the square-commutator, see Fig.3 of the main text.
Discrete Truncated Wigner Approximation (DTWA) The previous mapping can be generalized to systems with n discrete degrees of freedom [7] , where the continuous phase space is replaced with a discrete one. Consider as example for n = 2 one spin-1/2. It can be described in a discrete phase space made of n 2 = 4 points, each of them associated with coordinates ↵ = (a 1 , a 2 ) 2 {(0, 0), (0, 1), (1, 0), (1, 1)}. Notice that this can be generalized to n > 2, with n prime. For a beautiful and clear survey of the topic see [7] . Let A ↵ be the discrete phase point operator associated to the point ↵. As in the continuous case, each operator implements the mapping between the Hilbert space of the quantum system and this discrete phase space. One can show that, by choosingÂ ↵ in an appropriate way, all the properties of the phase space operator that hold in the continuum case (as the normalization or the orthonormality) still hold. Such a choice is achieved bŷ (18), and it gives the probability that a state is in the point ↵. Moreover, following the construction ofÂ ↵ from [7] , the sum over the horizontal lines of w ↵ gives the probabilities for the z component of the spin, the sum over the vertical lines gives the probabilities for the x components and the sum on the diagonal ones gives the y component probabilities. As example, consider a spin pointing along the z direction:⇢ = | " ih " |. Its description in the discrete phase space will be w ↵ = w 00 w 01
therefore the state will point along z with probability one, while the probability of being along +x or x (or along +y or y) will be 1/2. If now we consider a composite system made of N spins 1/2, the previous description can be immediately generalized. In this case, the space is represented by 4 N configurations: ↵ ↵ ↵ = {↵ 1 , ↵ 2 , . . . , ↵ N }. The phase-point operator is given by the tensor product of the single-sites one, as:Â
The expectation values of operators are written as
with the discrete Wigner-function w ↵ ↵ ↵ ⌘ . Notice that for pure states⇢ is a sum of projectors, hence w ↵ ↵ ↵ factorizes too. In particular for initially separable states, w ↵ ↵ ↵ factorizes in the product of N independent spin-1/2 w ↵j with j = 1, . . . , N. Indeed, the initial state | 0 i = | " " . . . " i of the main text will be mapped into
↵i with w Discrete Truncated Wigner Approximation (DTWA) The previous mapping can be generalized to systems with n discrete degrees of freedom [S7] , where the continuous phase space is replaced with a discrete one. Consider as example for n = 2 one spin-1/2. It can be described in a discrete phase space made of n 2 = 4 points, each of them associated with coordinates α = (a 1 , a 2 ) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}. Notice that this can be generalized to n > 2, with n prime. For a beautiful and clear survey of the topic see [S7] . Let A α be the discrete phase point operator associated to the point α. As in the continuous case, each operator implements the mapping between the Hilbert space of the quantum system and this discrete phase space. One can show that, by choosingÂ α in an appropriate way, all the properties of the phase space operator that hold in the continuum case (as the normalization or the orthonormality) still hold. Such a choice is achieved bŷ
with r α = ((−1) a2 , (−1) a1+a2 , (−1) a1 ) andσ σ σ = (σ x ,σ y ,σ z ) are the Pauli matrices. Then one can construct the Weyl symbol of a generic operator as before: O w α = Tr(ÔÂ α )/2. The discrete Wigner function w α = Tr(ρÂ α )/2 can be pictured as a 2 × 2 matrix, see Eq.(S18), and it gives the probability that a state is in the point α. Moreover, following the construction ofÂ α from [S7] , the sum over the horizontal lines of w α gives the probabilities for the z component of the spin, the sum over the vertical lines gives the probabilities for the x components and the sum on the diagonal ones gives the y component probabilities. As example, consider a spin pointing along the z−direction:ρ = | ↑ ↑ |. Its description in the discrete phase space will be w α = w 00 w 01
therefore the state will point along z with probability one, while the probability of being along +x or −x (or along +y or −y) will be 1/2. If now we consider a composite system made of N spins 1/2, the previous description can be immediately generalized. In this case, the space is represented by 4 N configurations: α α α = {α 1 , α 2 , . . . , α N }. The phase-point operator is given by the tensor product of the single-sites one, as:Â
with the discrete Wigner-function w α α α ≡ Tr σ
Tr σ
Notice that an important approximation has been made: we took the support ofσ z i (t) to be localized on the site j: this allows to write Tr σ z j (t)Â α α α Tr σ z j (t)Â αj . This approximation is exactly the same as shifting the time dependence on the phase-space operator and then to approximate it as factorized at every time t, as done in [S8] between classical chaos and the properties of the manybody quantum dynamics has been widely studied in the past, giving rise to a plethora of signatures of chaos in the quantum domain [14, 15] . Classically, a system is ergodic if all the trajectories uniformly explore the accessible part of the phase space. In case of few degrees of freedom, a qualitative measure of this phenomenon is the Poincaré section: some initial values are evolved under the stroboscopic dynamics reporting on a P, Q plot the sequence of their positions. If the initial condition lies in a regular region of the phase space, our points will be over a one-dimensional manifold. If instead the initial condition is in a chaotic region of the phase space, our points will fill a two-dimensional portion of phase space, see Fig.3 . In the quantum realm, an important signature of chaos is provided by the spectral properties of the evolution operator, in our case by the properties of the Floquet spectrum. The distribution of the Floquet level spacings ↵ ⌘ µ ↵+1 µ ↵ (the µ ↵ are in increasing order), normalized by the average density of states, gives information on the integrability and ergodicity properties of the system [14] [15] [16] : if the distribution is Poisson, then the system is integrable; if it is Wigner-Dyson, then the system is ergodic. In order to probe the integrabil- ity/ergodicity properties through the level spacing distribution, we consider the so-called level spacing ratio
The di↵erent level spacing distributions are characterized by a di↵erent value of the average r ⌘ hr ↵ i over the distribution. From the results of Ref. [17] , we expect r = 0.386 if the system behaves integrably and the distribution is Poisson; on the other side, if the distribution is Wigner-Dyson and the system behaves ergodically, then r = 0.5295. In our case, the Floquet levels fall in two symmetry classes, according with the corresponding Floquet state being an eigenstate of eigenvalue +1 or 1 of the operator e i⇡Ŝx under which the Hamiltonian is symmetric [13] . Therfore we need to evaluate the level spacing distribution and the corresponding r only over Floquet states in one of the symmetry sectors of the Hamiltonian. The level spacing ratio for this model is reported in Fig.4 as a function of the kicking strength K: it shows a transition between a regular to a chaotic regime.
ENTANGLEMENT
In this section we want to describe more in detail the dynamics and the structure of bipartite and multipartite entanglement for long-range systems out-of-equilibrium. The Entanglement entropy dynamics past a quantum between classical chaos and the properties of the manybody quantum dynamics has been widely studied in the past, giving rise to a plethora of signatures of chaos in the quantum domain [S14, S15]. Classically, a system is ergodic if all the trajectories uniformly explore the accessible part of the phase space. In case of few degrees of freedom, a qualitative measure of this phenomenon is the Poincaré section: some initial values are evolved under the stroboscopic dynamics reporting on a P, Q plot the sequence of their positions. If the initial condition lies in a regular region of the phase space, our points will be over a one-dimensional manifold. If instead the initial condition is in a chaotic region of the phase space, our points will fill a two-dimensional portion of phase space, see Fig.S3 . In the quantum realm, an important signature of chaos is provided by the spectral properties of the evolution operator, in our case by the properties of the Floquet spectrum. The distribution of the Floquet level spacings δ α ≡ µ α+1 − µ α (the µ α are in increasing order), normalized by the average density of states, gives information on the integrability and ergodicity properties of the system [S14-S16]: if the distribution is Poisson, then the system is integrable; if it is Wigner-Dyson, then the system is ergodic. In order to probe the inte- grability/ergodicity properties through the level spacing distribution, we consider the so-called level spacing ratio
The different level spacing distributions are characterized by a different value of the average r ≡ r α over the distribution. From the results of Ref.
[S17], we expect r = 0.386 if the system behaves integrably and the distribution is Poisson; on the other side, if the distribution is Wigner-Dyson and the system behaves ergodically, then r = 0.5295. In our case, the Floquet levels fall in two symmetry classes, according with the corresponding Floquet state being an eigenstate of eigenvalue +1 or 1 of the operator e iπŜx under which the Hamiltonian is symmetric [S13] . Therfore we need to evaluate the level spacing distribution and the corresponding r only over Floquet states in one of the symmetry sectors of the Hamiltonian. The level spacing ratio for this model is reported in Fig.S4 as a function of the kicking strength K: it shows a transition between a regular to a chaotic regime.
In this section we want to describe more in detail the dynamics and the structure of bipartite and multipartite entanglement for long-range systems out-of-equilibrium.
The Entanglement entropy dynamics past a quantum quench was already studied numerically in [S21, S22] . Here we compare it with multipartite entanglement and the delocalization of information (witnessed by the I 3 ) also when the systems undergoes a periodic driving with Eq.(2) of the main text.
quench was already studied numerically in [21, 22] It is well known that the asymptotic state in the chaotic regime (K = 20) can be described by a state at infinite temperature: a uniform superposition of all the states in the allowed Hilbert space [4] . This reflects also on the entanglement properties of the asymptotic state. In fact, for every initial states and for all h and K in the chaotic region, after few kicks the entanglement quantities saturates to their ergodic values:
, andSL = log(ñ) withñ = (nA + 1)(nB + 1)(nC + 1)(nA + nB + nC + 1)/((nA + nB + 1)(nA + nC + 1)(nB + nC + 1)). The asymptotic state is globally entangled f Q = Q N , whereas the entanglement entropy grows logarithmically as S L = 1 2 log L and as a consequence I 3 > 0 [18] . When the range of interaction ↵ is increased, this structure changes:f Q ⇠ k ⌧ N , S L ⇠ L, and I 3 < 0, see Fig.9 . When bipartite entanglement is sub-linear, all the sites can be entangled, even if very weakly. Conversely, when bipartite entanglement scales like the volume, not all the sites can be entangled and the QFI displays only finite blocks of entangled spins. We think this entanglement structure is general and it is related to entanglement's monogamy. We wrote "in most cases", because we find this behavior in almost all the quenches, except a very particular (and interesting) that occurs at the dynamical phase transition point. There, the entanglement's behavior is qualitatively di↵erent: it exhibits a peak at t c Ehr and then goes to an asymptotic value without recurrences. This is linked to the fact that at the DPT is associated to a unstable singular trajectory.
In the following we will discuss how entanglement grows when the di↵erent protocols are considered. Since the dynamics is more variegate and interesting after a quantum quench, we will describe more in detail its behaviour.
Chaotic dynamics In the case of the chaotic dynamics, all the entanglement quantities saturate to an asymptotic value at the Ehrenfest time t Dynamics after a quantum quench for h f h c and h f ⌧ h c We focus first on the LGM model at ↵ = 0 and then we discuss how changing the range of interactions a↵ects out results. Since the Tripartite Mutual Information is a sum of entanglement entropies, the two quantities exhibit the same features. The latter exhibits a slow dynamics and was already studied in [21 and 22] for long-range systems. Anyway we will report the salient features, since they are useful in order to fully understand what follows. For the LGM model, in most cases the entanglement entropy grows logarithmically in time S L (t) ⇠ log t up to t Ehr and then saturates to S L (1) ⇠ 1 2 log L, see Fig.6 . This model displays a slow entanglement growth, as in the many-body-localized systems [17] . As for localized systems, we understand this logarithmic increase as a consequence of ergodicity breaking, which, in this case, is due by long range interactions. The EE is computed numerically following the decomposition of [19] . The TMI has a clear connection with the concept of delocalization of quantum information in the frame of quantum channels [23] . Let's spend few more words in order to understand better: consider a system of size N and suppose to divide it in four subsystems A, B, C, D, the TMI FIG. S5 . Scaling of the entanglement saturation in the chaotic regime. It is well known that the asymptotic state in the chaotic regime (K = 20) can be described by a state at infinite temperature: a uniform superposition of all the states in the allowed Hilbert space [S3] . This reflects also on the entanglement properties of the asymptotic state. In fact, for every initial states and for all h and K in the chaotic region, after few kicks the entanglement quantities saturates to their ergodic values: fQ = 1 + The asymptotic state is globally entangled f Q = φ Q N , whereas the entanglement entropy grows logarithmically as S L = 1 2 log L and as a consequence I 3 > 0 [S18] . When the range of interaction α is increased, this structure changes:f Q ∼ k N , S L ∼ L, and I 3 < 0, see Fig.S9 . When bipartite entanglement is sub-linear, all the sites can be entangled, even if very weakly. Conversely, when bipartite entanglement scales like the volume, not all the sites can be entangled and the QFI displays only finite blocks of entangled spins. We think this entanglement structure is general and it is related to entanglement's monogamy. We wrote "in most cases", because we find this behavior in almost all the quenches, except a very particular (and interesting) that occurs at the dynamical phase transition point. There, the entanglement's behavior is qualitatively different: it exhibits a peak at t c Ehr and then goes to an asymptotic value without recurrences. This is linked to the fact that at the DPT is associated to a unstable singular trajectory.
In the following we will discuss how entanglement grows when the different protocols are considered. Since the dynamics is more variegate and interesting after a quantum quench, we will describe more in detail its behaviour.
Chaotic dynamics In the case of the chaotic dynamics, all the entanglement quantities saturate to an asymptotic value at the Ehrenfest time t 
with m, n the dimensions of the Hilbert space of the two subsystems and m ≤ n. In this case, for a partition of size L the dimensions are m = L + 1, n = N − L + 1 and S P age = log(L + 1) + O(1/N ). Floquet system are known to saturate the Page value corresponding to random states [S24] . Indeed we find, S L = S P age and I 3 = log(ñ) withñ = (n A + 1)(n B + 1)(n C + 1)(n A + n B + n C + 1)/((n A + n B + 1)(n A + n C + 1)(n B + n C + 1)). see Fig.S5 .
Dynamics after a quantum quench for h f h c and h f h c We focus first on the LGM model at α = 0 and then we discuss how changing the range of interactions affects out results. Since the Tripartite Mutual Information is a sum of entanglement entropies, the two quantities exhibit the same features. The latter exhibits a slow dynamics and was already studied in [S21 and S22] for long-range systems. Anyway we will report the salient features, since they are useful in order to fully understand what follows. This takes into account information about A that is non-locally hidden over C and D such that local measurements of B and C alone are not able to re-construct A. So if the information is delocalized, we expect I(A : BC) to be bigger that I(A : B) and I(A : C), hence the tripartite mutual information to be negative. At the same time, since I 3 < 0 can be seen as a measure of super-extensivity of the Mutual Information, we do not expect it to hold for semi-classical systems, but it is interesting to see how this changes as ↵ is increased. Being defined in terms of mutual informations, I 3 can be then re-written as a combination of entanglement entropies: it inherits from them the logarithmic growth and We find that for the LGM model the TMI never becomes negative during the dynamics. After the saturation at t r Ehr , the TMI spots the same wave-packet revivals, which occur at t r rec . Interestingly, when ↵ is increased and the entanglement entropy satisfies a volume law and I 3 < 0, see Fig.9 . From a more physical point of view, scrambling occurs when information about the initial state cannot be determined by local measurements on the system. But the semiclassical approximation, valid for small ↵, is itself defined as the possibility of finding information about the initial state from local measurements. So, since in the thermodynamic limit the system is supposed to always retain information about the initial conditions, we For the LGM model, in most cases the entanglement entropy grows logarithmically in time S L (t) ∼ log t up to t Ehr and then saturates to S L (∞) ∼ 1 2 log L, see Fig.S6 . This model displays a slow entanglement growth, as in the many-body-localized systems [S17] . As for localized systems, we understand this logarithmic increase as a consequence of ergodicity breaking, which, in this case, is due by long range interactions. The EE is computed numerically following the decomposition of [? ] . The TMI has a clear connection with the concept of delocalization of quantum information in the frame of quantum channels [S23] . Let's spend few more words in order to understand better: consider a system of size N and suppose to divide it in four subsystems A, B, C, D, the TMI is defined as about A that is non-locally hidden over C and D such that local measurements of B and C alone are not able to re-construct A. So if the information is delocalized, we expect I(A : BC) to be bigger that I(A : B) and I(A : C), hence the tripartite mutual information to be negative. At the same time, since I 3 < 0 can be seen as a measure of super-extensivity of the Mutual Information, we do not expect it to hold for semi-classical systems, but it is interesting to see how this changes as ↵ is increased. Being defined in terms of mutual informations, I 3 can be then re-written as a combination of entanglement entropies: it inherits from them the logarithmic growth and the time-scales, see Fig.6 .
We find that for the LGM model the TMI never becomes negative during the dynamics. After the saturation at t r Ehr , the TMI spots the same wave-packet revivals, which occur at t r rec . Interestingly, when ↵ is increased and the entanglement entropy satisfies a volume law and I 3 < 0, see Fig.9 . From a more physical point of view, scrambling occurs when information about the initial state cannot be determined by local measurements on the system. But the semiclassical approximation, valid for small ↵, is itself defined as the possibility of finding information about the initial state from local measurements. So, since in the thermodynamic limit the system is supposed to always retain information about the initial conditions, we do not expect negative I 3 . At the same time, for big but finite ↵ the system is not-integrable and it is expected to thermalize, hence quantum fluctuations make the initial C) − I(A : BC), where I(A : B) is the mutual information between the systems A, B. This takes into account information about A that is non-locally hidden over C and D such that local measurements of B and C alone are not able to re-construct A. So if the information is delocalized, we expect I(A : BC) to be bigger that I(A : B) and I(A : C), hence the tripartite mutual information to be negative. At the same time, since I 3 < 0 can be seen as a measure of super-extensivity of the Mutual Information, we do not expect it to hold for semi-classical systems, but it is interesting to see how this changes as α is increased. Being defined in terms of mutual informations, I 3 can be then re-written as a combination of entanglement entropies: it inherits from them the logarithmic growth and the time-scales, see Fig.S6 .
We find that for the LGM model the TMI never becomes negative during the dynamics. After the saturation at t r Ehr , the TMI spots the same wave-packet revivals, which occur at t r rec . Interestingly, when α is increased and the entanglement entropy satisfies a volume law and I 3 < 0, see Fig.S9 . From a more physical point of view, scrambling occurs when information about the initial state cannot be determined by local measurements on the system. But the semiclassical approximation, valid for small α, is itself defined as the possibility of finding information about the initial state from local measurements. So, since in the thermodynamic limit the system is supposed to always retain information about the initial conditions, we do not expect negative I 3 . At the same time, for big but finite α the system is not-integrable and it is expected to thermalize, hence quantum fluctuations make the initial state's information completely delocalized and I 3 < 0, see Fig(2. ) of the main text. We now turn to the study the multipartite entanglement dynamics.For pure states the QFI reads F Q (Ô, t) = 4 ∆Ô 2 t . We optimize over the directions of the collective spin operators. For almost all the quenches, the multipartite entanglement increases as a function of time and saturates to an asymptotic value. It grows up to the Ehrenfest time t r Ehr , where it saturates. For long times, it is proportional to the system's size: f Q (∞) = φ Q N + α e −N , (plus exponentially small corrections). The asymptotic state is genuinely multipartite, displaying a globally entangled state. In Fig.S7 , we report the f Q (t) dynamics for quenches to the paramagnetic phase. The saturation takes place at t r Ehr . The recurrence in the QFI has the same nature of the previously discussed one and it occurs at t r rec . The value of the phase φ Q along the z direction can be computed analytically in terms of elliptic integrals. Following [S10] , with a combination of the classical equation of motion and the conservation of energy, defined k = J/2h ≥ 1, one gets
where F (φ, k), E(φ, k) are the elliptic integrals of first and second kind of amplitude φ and modulus k and θ k = arcsin(1/k) is the inversion point of the classical trajectory Q(t). In Fig.S7 , we plot the value of the phase φ Q for different values of h f . The maximum asymptotic entanglement witnessed by the QFI is F Q (∞) = N 2 2 , which occurs when the system from a product state is quenched to the maximally paramagnetic phase and corresponds with the biggest fluctuations of the collective spin operators.
Dynamics at DPT h f = h c Let us spend few words for the quench to the DPT, which occurs at h c = 0.5 [S2] . 9 state's information completely delocalized and I 3 < 0, see Fig(2.) of the main text. We now turn to the study the multipartite entanglement dynamics.For pure states the QFI reads F Q (Ô, t) = 4 h Ô 2 i t . We optimize over the directions of the collective spin operators. For almost all the quenches, the multipartite entanglement increases as a function of time and saturates to an asymptotic value. It grows up to the Ehrenfest time t r Ehr , where it saturates. For long times, it is proportional to the system's size: f Q (1) = Q N + ↵ e N , (plus exponentially small corrections). The asymptotic state is genuinely multipartite, displaying a globally entangled state. In Fig.7 , we report the f Q (t) dynamics for quenches to the paramagnetic phase. The saturation takes place at t r Ehr . The recurrence in the QFI has the same nature of the previously discussed one and it occurs at t r rec . The value of the phase Q along the z direction can be computed analytically in terms of elliptic integrals. Following [10] , with a combination of the classical equation of motion and the conservation of energy, defined k = J/2h 1, one gets
where F ( , k), E( , k) are the elliptic integrals of first and second kind of amplitude and modulus k and ✓ k = arcsin(1/k) is the inversion point of the classical trajectory Q(t). In Fig.7 , we plot the value of the phase Q for di↵erent values of h f . The maximum asymptotic entanglement witnessed by the QFI is F Q (1) = N 2 2 , which occurs when the system from a product state is quenched to the maximally paramagnetic phase and corresponds with the biggest fluctuations of the collective spin operators.
Dynamics at DPT h f = h c Let us spend few words for the quench to the DPT, which occurs at h c = 0.5 [3] . This entanglement dynamics has qualitative di↵erences from what discussed before. Bipartite and multipartite entanglement at short times peak at t c Ehr . After a transient they reach their stationary value, which keeps oscillating without recurrences, see Fig.8 . We show the scaling of t This behavior is tightly linked to the existence itself of the DPT, that corresponds to a classical separaratrix in phase space: the e↵ective classical trajectory takes time of the order of log N to depart from his initial value [3] . Entanglement starts being almost zero, then starts growing and it peaks exactly when the states starts moving. There the classical picture is lost and the state is spread over the basis giving a constant entanglement, with the system size N . Note the log-sale on the axis N , meaning that the time for which we obtain a maximum scales logarithmically with N .
see Fig.8 .
Long-range systems's entanglement dynamics Increasing the value of ↵, the entanglement structure changes depending on ↵, see Fig.2 of the main text and Fig.9 . The same asymptotic structure and dynamics is found for all mean-field like systems 0  ↵ < 1: the QFI grows linearly in time up to a value ⇠ N , and the TMI increases logarithmically in time up to a constant value. For 1 < ↵ < 2 the TMI and the QFI grow linearly in time. The QFI saturates to a value that scales with N , hence showing global multipartite entanglement. The TMI saturates to a positive constant value. Increasing the range of interaction the situation changes: for ↵ 2, This entanglement dynamics has qualitative differences from what discussed before. Bipartite and multipartite entanglement at short times peak at t c Ehr . After a transient they reach their stationary value, which keeps oscillating without recurrences, see Fig.S8 . We show the scaling of t 0.65 N . This behavior is tightly linked to the existence itself of the DPT, that corresponds to a classical separaratrix in phase space: the effective classical trajectory takes time of the order of log N to depart from his initial value [S2] . Entanglement starts being almost zero, then starts growing and it peaks exactly when the states starts moving. There the classical picture is lost and the state is spread over the basis giving a constant entanglement, see Fig.S8 .
Long-range systems's entanglement dynamics Increasing the value of α, the entanglement structure changes depending on α, see Fig.2 of the main text and Fig.S9 . The same asymptotic structure and dynamics is found for all mean-field like systems 0 ≤ α < 1: the QFI grows linearly in time up to a value ∼ N , and the TMI increases logarithmically in time up to a constant value. For 1 < α < 2 the TMI and the QFI grow linearly in time. The QFI saturates to a value that scales with N , hence showing global multipartite entanglement. The TMI saturates to a positive constant value. Increasing the range of interaction the situation changes: for α ≥ 2, the state displays the typical dynamics and structure of short range interacting systems f Q ∼ const; interestingly I 3 < 0 which signals that the information about the initial condition is spread throughout the degrees of freedom of the state (see Fig.S9 ). S9 . Scaling of the QFI and the tripartite mutual information with the system size. We observe that whenever the fQ(t) increases with the system size the minimum of the tripartite mutual information becomes independent of the system size and vice versa. The colors correspond to different interaction ranges: α = 2.5 (gray) α = 1.5 (orange) and α = 0.5 (blue). The brightness and line style correspond to different system sizes n = 50, 100, 200 from bright to dark (or dotted to full lines). All data is converged with the bond dimension D = 256, except the data for α = 2.5, h = 0.5 where bond dimension 512 had to be used.
