A model of the macroscopic fluid flow, heat transfer and electromagnetic effects during secondary melting was developed and coupled to microstructural feature prediction. The importance of the different driving forces on the macroscopic model was explored using the test cases of vacuum arc remelting (VAR) and electron beam button melting (EBBM) of IN718. The predictions of the surface flows and final microstructure in the EBBM process were compared to experimental results.
Introduction
The demands of the aerospace industry have led to the development of a range of alloys with specific properties to satisfy the design requirements for different parts of the gas turbine engine. For turbine blades, the need is for a balance of very high temperature (up to -1lOO'C) creep strength and corrosion resistance, whilst turbine discs have lower operating temperatures (-800°C). However, the demands for increasing power, through higher turbine speeds with associated increased centrifugal forces, and reduced engine weight have required significant increases in stresses carried by the discs. The development of alloys for turbine disc applications has concentrated on increasing the yield strength of the materials bringing a concomitant decrease in toughness, which has made the fracture characteristics of these materials very sensitive to the presence of defects. Consequently, it is now standard practice to improve the quality of turbine disc alloys, initially produced by vacuum induction melting (VIM), by subjecting them to one or more secondary melting processes. These processes include vacuum arc re-melting (VAR), electroslag re-melting (ESR) and electron beam cold hearth refining (EBCHR). The quality improvements obtained are a finer microstructure, less macrosegregation and a reduced inclusion content.
In the past, the design and optimisation of secondary melting processes for new alloys has involved a great deal of expensive trial and error. Numerical modelling can, in principle, provide a less expensive route to reliable and efficient alloy processing. This paper evaluates the viability of combining macroscopic process models with empirical and theoretical treatments of microstructure formation for the accurate prediction of the ingot microstructure and defect susceptibility.
Macro-Model
There are many factors involved in the VAR process. Correspondingly, a detailed description of the real installation being modelled and accurate thermophysical data for the alloy involved must be supplied to any model which aspires to give accurate predictions. Factors to be dealt with include: heat transfer, fluid flow, magnetohydrodynamics (including both the Lorentz force and Joule heating), and solidification.
The modelling of the heat transfer, fluid flow, and solidification was performed using the commercial finite volume code Fluent with subroutines added to handle the spatially and temporally varying heat flux and surface tension gradient boundary conditions. The calculation of the Lorentz force and Joule heating was also coded in, but proved an insignificant effect in EBBM, although it is crucial in VAR. The equations being solved are listed below.
Energy Equation
The energy equation to be solved is:
where h is the static enthalpy, p is the static fluid pressure, p is the density, k is the thermal conductivity, t is time, u is the fluid velocity, T is temperature and r is the viscous stress tensor. Sk represents heat sources, including Joule heating (VAR), electron beam heating (EBBM), energy losses by radiation and conduction and latent heat evolution. The last of course, plays a crucial role in solidification modelling.
Momentum and Continuity Equations
The velocity of liquid, u, is given by the momentum equation':
where I is the 3x3 identity tensor, g is the gravitational acceleration, and F is the sum of all other body forces (e.g. the Marangoni force or the Lorentz force).
The stress tensor z has components:
where lt is the viscosity.
(3)
To solve for the momentum and pressure, the mass conservation equation must also be satisfied:
S, is the mass added to the continuous phase from any dispersed phase or as a source (e.g. due to droplets from the consumable electrode). In the present work, S, has been taken to be zero, since filling is not modelled.
Electromagnetic Effects
The magnetic induction B in a magnetised fluid is calculated from the induction equation:
Here q = (p&s) -' is the magnetic diffusivity, where b is the magnetic permeability (assumed in this work to take its vacuum value pe) and CY is the conductivity of the fluid. In the steady state, the LHS of (5) is zero. Furthermore, we may estimate the relative magnitudes of the terms on the RHS. The ratio of the first term, representing advection of field by the flow, to the second, representing field diffusion through Joule dissipation is given by the magnetic Reynolds number:
The The current density, J, Lorentz Force, F,, and Joule heating, Qjoute, were calculated from the equations: bJ=VxB, (8) F,=JxB (9) and In practice, a 2-D axisymmetric model, which considerably reduces computing time, was adopted.
Micro-Models
As summarised by McLean2 the primary dendrite arm spacing, Xi, in superalloys has been shown by many authors to be a function of the thermal gradient and the growth velocity both experimentally and theoretically. Recently Lu and Hunt3 developed a numerical model of cellular and dendritic growth to predict the cell and dendrite spacing as well as the undercooling at the tip. Hunt and Lu4 provided an analytic expression fitted to their numerical model results that predicts the minimum stable half-spacing of dendrites.
Cast in terms of non-dimensional parameters*, Hunt and Lu found for the case of G'> 1~10-'~ and 0.068 <kc 0.69 that the dimensionless dendrite half spacing, h', is given by:
where:
To determine hi the thermal gradient and front velocity were calculated using the macro-model. As a cell passes through the liquidus temperature the nearest neighbours' temperatures were used to calculate the thermal gradient normal to the isotherm. Hunt and Lu specify G as the solid thermal gradient, referring to the dendrite tip as the solid. In the macro model the mushy zone is treated as a continuum, making the thermal gradient close to the liquidus temperature an appropriate approximation for G.
The value of V used to determine ht was the velocity of the liquidus isotherm, Vliy. This velocity was determined using a central difference approximation of the following derivative:
where tl is the time at which the local temperature attains the liquidus value and n is the direction normal to the liquidus isotherm.
The ripening or local solidification time &, is defined as the time for which the dendrite is in the mushy zone. The secondary dendrite arm spacing, X2, is related to ts by: X2 = -7.0 + 12.5 t,0.33 &ml.
The carbide size, lLcarbr has also been shown experimentally to be a function of the local solidification time by Jardy et c~l.~, who suggests the following formula for IN718:
Comparison of Different Driving Forces
In order to estimate the relative importance of Lorentz, Marangoni and buoyancy forces, the relevant dimensionless numbers are constructed using the typical magnitudes listed in Table I .
To compare the relative importance of Marangoni and buoyancy forces, we evaluate the dimensionless quantity:
M% . We now estimate the typical value of the Lorentz force in the two processes. Assuming the current is spread evenly over a disc of radius a, we find that the average force is given by:
We compare this with the typical buoyancy force:
Fh=gATg and find that ; = 2x10"' in EBBM, demonstrating that only buoyancy and Marangoni forces are important in determining the fluid flow. Conversely, in VAR, : = 5 and electromagnetic forces are comparable to buoyancy throughout the melt pool. Note that magnetic forces are dependent on the square of the current in the melt, so loss of half of the current would reduce these forces by a factor of four. Hence, it is important to know what proportion of the current reaches the ingot in a real installation. Evaluation of the Joule heating indicates that it is not significant in either process.
VAR Model Validation
To validate the macromodel it was compared to previously published work simulating the VAR process (shown schematically in Figure 1) . The model was run with the values given by Jardy and Ablitzer6 in their study of fluid flow during the pilot scale VAR remelting of Zy4. They measured the pool shape experimentally (drawn as the dashed line in Figure 2 ) and used it as a boundary condition to determine the flow by solving the Navier-Stokes, Maxwell's, and Fourier equations. They assumed steady state and treated the problem as axisymmetric. With these conditions they calculated a maximum velocity of 0.013 m/s when half of the melting current reaches the pool, or a = 0.5. In this study the location of the solidification front was not pre-specified, as it was by Jardy and Ablitzer, therefore values of the heat transfer coefficient, h,, and the latent heat had to be approximated and are listed in Table II . A grid of 30x100 control volumes was used to simulate the 0.1x0.5 m domain. Comparing the pool shapes calculated in the present study to that experimentally measured by Jardy and Ablitzer, the experimentally measured pool shape appears to fall between the CZ= 0.5 and a = 1.0 predictions (see Figures 2(b) and 2(c) ). The calculated pool shape is strongly dependent on the heat transfer coefficient which was not known, hence the difference in pool depth can be attributed to any error in the approximate values used for h,.
Microstructural Predictions
The importance of the melt pool shape on the final properties is illustrated by comparing the microstructural predictions for the two extremes of VAR with no EMF calculation (Figure 2(a) ) and with the full melting current transferred (Figure 2(c) ). Using the macromodel to determine G and V and the approximate values for the material properties as listed in Table II , the values for ht were calculated using equation (11) and are shown in Figure 3 . When -0, the flow at the bottom of the sump is slow and the isotherms become stratified, with small thermal gradients, as is seen by the distance between thefi=O.Ol andfi=0.99 contours. This leads to large 3Lr predictions. The strong counter-clockwise flow when -1 produces much higher gradients, and hence significantly smaller Xr predictions.
Using equation (14) the predictions for ha are shown in Figure 4 . Because the simulation was steady state, the value for tS was calculated by taking the distance between T, and Tl parallel to the pull direction and dividing by the pull velocity. This reaches an extreme condition when the solidification front is perpendicular to the pull direction, as is the case at a radius of 78 mm for the cr=l.O simulation. The primary dendrites are growing normal to the pull velocity, giving a long ripening time for the secondary arms. For most of the ingot, the EMF increases the thermal gradients, reducing the size of the mushy zone, and hence producing a finer
The second type of run was a normal practice solidification cycle microstructure or smaller h2 values. However, the interaction of used to concentrate inclusions at the centre of the button, often the EMF on the pool shape produces a region of growth normal to forming a visible raft. Quested et a1.7 suggested that the raft is the pull direction, giving an inversion of the general trend.
caused by radial flow inward during stage iv, where the beam Comparing of the predicted hl values for the two cases in Figure 4 scans from the outer radius into the centre of the button. This illustrates the importance of including the EMF and of calculating inward radial motion is at a constant speed over a period ranging the pool shape rather than specifying it a priori since both have from 40 to 120 s. Simultaneously the current is decreased linearly strong influences on the final ingot microstructure.
from full power to 0 mA.
Electron Beam Button Melting Model Experimental Methods
The forming of a button by electron beam melting into a copper cooled hemispherical crucible of 168 mm diameter can be summarised by the following steps:
I. crucible and electrode preheating; ii. electrode tip shaping
The buttons were examined metallographically after casting, to measure the microstructural features. The secondary dendrite arm spacing measurements,were obtained from longitudinal sections of the button which were polished and then etched in Marble's reagent (HCL 50 ml, saturated cupric sulphate solution 25 ml and distilled water 25 ml). Using an SEM, the length of five consecutive secondary arms was measured and averaged to determine the spacing. The primary dendrite arm spacing, measurement technique and results are given by Ellis*.
Problem Formulation iii. melting of the electrode with the molten metal dripping into the crucible and a fraction of the power being applied to the partially formed button. iv. controlled solidification of the fully formed button.
The model results were compared to two different types of experimental runs performed at the National Physical Laboratory, Teddington, UK. The first type was designed to allow characterisation of the surface flow velocities. The second type were the standard runs designed to give a controlled solidification pattern that concentrates inclusions into a central raft for simplified cleanliness characterisation. The two types of runs differ significantly only in the final stage, iv.
The heat transfer and fluid flow was modelled in EBBM assuming that the flow was axisymmetric as was the distribution of heat from the electron beam. The model was solved on a grid of 40x40 control volumes for transient flow using an implicit solution with 0.5 s time steps. A steady state solution was obtained to use as an initial condition assuming a highly defocussed beam centred half way out the radius. The geometry and boundary conditions used are shown in Figure 5 . The material properties used are listed in Table IIl or given in Figure 6 as a function of temperature.
As described by Quested et c~l.~, the first type of run approximates a stationary beam at the centre of the button. However, since the electron beam, even though partially defocused, distributes power over a circle with a radius less than 20 mm, the beam was scanned circumferentially at a high frequency on the surface of the button. The centre of the beam circumscribes the centre of the button at a radius varying linearly from 0 to 20 mm three times over the period of 60 s. A1203 particles were added to the surface and the motion of these particles was tracked using a video camera to provide rough quantitative surface flow velocities. The values for the heat transfer coefficient between the ingot and mould wall, h,, were calculated from measurements of the heat flux into a copper crucible made during the plasma remelting of IN718 into a 125 mm diameter cylindrical ingot. The heat flux was divided into radiative, convective, and contact components, with the h, value representing the contact portion.
Starting with a steady state solution, the process was modelled with the transient boundary condition of the electron beam moving across the surface providing a Gaussian distribution of heat flux, Q, characterised by:
where R is the distance from the beam centre, rc is the beam focal radius, and Q0 is the total flux. Given that the beam circumscribes the centre of the button at a radius of rb, the averaged heat flux, Q@(r), can be obtained by integrating Q by d0, giving:
where b is the modified Bessel function of the first kind and order 0.
Surface Flow Predictions
Using the model as outlined in the previous section, two experimental runs were simulated, both with the same boundary conditions but with the low and high sulphur content being represented by the variation in &y&T as a function of T. The electron beam motion was the same for both cases:
i. 30 seconds of rb varying from 25 to 5 mm over 2 second cycles at a power of 6 kW; ii. 30 seconds with no heat flux (during which time the Al203 particles were added); iii. and finally 60 seconds of rb varying from 20 to 0 mm over 20 second cycles at a power of 6 kW.
For the case of low S the surface flow was outwards from the centre of the beam with the particles reaching a maximum velocity of approximately 0.06 m/s. The particles travelled near to the edge of the pool, but a small inward surface flow was present in the outermost region of the pool. The predicted flow pattern 78 seconds into the simulation (seconds after the pool surface had become fully molten) is shown in Figure 8 (a). The predicted surface flow is outwards with a maximum value of 0.16 m/s. The predicted value is higher than the maximum velocities observed experimentally, however, the Ala03 particles were not tracked in the high velocity region. As observed experimentally, a small recirculating inward flow near the edge is predicted, with a time dependent size and peak velocity. This flow is caused by the positive value of &$aT at temperatures less than 1750 K, and the size of inward flow is a function of the location of this isotherm, which is in turn dependent on the stage of remelting and the value of rb.
For the high S experiments, the particles were observed to move inwards from the edge of the pool peak velocities of 0.19 m/s, moving at highest velocity shortly after leaving the edge of the pool, slowing to velocities of approximately 0.1 m/s half way towards the centre. The particles stop before reaching the centre but on the inside of rb. Figure 8(b) shows the predicted flow pattern 78 seconds into the simulation. This period is when the velocities were recorded experimentally. The predicted surface flow pattern is identical to that observed experimentally, with the flow going from the outside into the centre, but turning down just before reaching the centre. The maximum velocity predicted is 0.14 m/s, lower than that observed experimentally (0.19 m/s). This suggests that the value for &@T may be greater than that used in the simulation, or the inversion point to a negative value could be at a higher temperature.
Comparing the two cases, a reduction in the rate of change of @/dT from a positive to negative value and a 150°C increase in the inversion point, dramatically changed the flow patterns and location of the liquidus front. The size of the mushy zone is also altered, and hence the microstructural features will be different. A comparison of Figure 8 
Mtcrostructural Predictions
The microstructural features of electron beam melted buttons were measured for buttons undergoing a controlled solidification stage iv processmg. During this stage the electron beam moves inwards whilst the power 1s reduced. This process was modelled wtth r,, going from 35 mm to zero over 120 seconds whtlst the power decays hncarly from 2.6 kW to zero. The resulting predicttons for ht are shown in Figure 9 (a) calculated using equatton (I I) with the material properties for F, D, 111, C,,, and k given in Table 11 . No predictions could be made m the bottom regton of the button (cross-hatched area in Figure 9 ) because tht\ area was already mushy in the steady state solution used as the mttial condition for the model. The values measured experimentally by Ellis' are listed on the figure (in bold) beside the predicted values (in italics). Near the top of the button at the centre line the model prediction fails. This is the region to solidify last and the only area where the gradients are sufficiently low that a liquidus isotherm is predicted to enter from the top of the button due to radiative heat loss competing with conduction through the button. Experimentally this region is occasionally found to be equiaxed, indicating that the columnar dendrites can not grow in from the sides sufficiently quickly. The h, model assumes that the growth is near steady state and this assumption does not appear to hold in this region. When the columnar dendrites were found to extend IO the top, the spacing was smaller than predicted, suggesting that the dendrites could not adjust their spacing in this relatively small distance. Pratt and Grugel" have shown experimentally that the ht adjust to order of magnitude changes in pull velocity during directional solidification experiments, suggesting either a slow response time to changes in thermal conditions or that the stable growth regime is large, adding a hysteresis effect.
The predictions for hi are shown in Figure 9 (b) calculated using equation (14) . The correlation of predicted values to experimental is good. Predicted values for h,.,,/, are shown in Figure 9 (c) calculated using equation (15). The carbide spacing was not measured experimentally.
Either the Lorentz or Marangoni force can be the governing factor for flow during secondary remelting processes, depending on the length scale and thermal gradients. The relative importance of these forces can be estimated by dimensionless analysis. A macromodel of the fluid flow and heat transfer was coupled to microstructural models to show that the changes in flow, caused by the different driving forces, have a large impact on the final microstructural features of the superalloy.
Many microstructural predictions can be made with straight forward correlation, for example hi, ha, and h&,. However, in the case of hi a more complex model may be required to account for the response time and hysteresis of hi to changes in thermal conditions.
The comparison of predicted to observed surface flows in electron beam melted buttons confirms that the Marangoni force is the main driving force for fluid flow in the EBBM process. Minor variations in the dependency of the surface tension on temperature can cause dramatically different flows, as shown by increasing the concentration of the surfactant sulphur from 6 to 20 ppm.
