This paper concerns quadratic programming problems subject to quadratic equality constraints such as arise in broadband antenna array signal processing and elsewhere. At first, such a problem is converted into a semidefinite programming problem with a rank constraint. Then, a rank preserving flow is used to accommodate the rank constraint. The associated gradient formulas are carefully developed. The convergence of the resulted algorithm is also guaranteed. Our approach is demonstrated by a numerical experiment. 
J i ( X )
:
(2)
where X E V x q , QO is a positive definite matrix, and Qi, i = 1, 2 , . . . , m are positive semi-definite matrices.
A linear constraint is covered as a special case where the matrix Qi for the corresponding index i is a zero matrix.
For given generic Q i , i = 1 , 2 , . . . , m, it is a difficult task to solve the problem (1) (2). One of the main reasons is that the admissible set in the generic case is disconnected. Hence, any gradient based methods for the searching of the optimal solution is bound to lead to a local optimal. Another reason is that, eventhough one can use a gradient based method to solve it, the computation of the gradient of the cost function is complicated for problems of large size. Also In this paper, motivated by a desire to achieve improved optimization techniques, we convert the quadratic programming problem into an optimization problem of a linear matrix function subject to linear equality, linear matrix inequality, and matrix rank constraints. Then, an algorithm is developed to solve the converted problem based on gradient flow with respect to certain Riemannian metric.
The paper is divided into four sections. Section 1 introduces the problem of interest. Section 2 converts the problem into an optimization problem for linear matrix function subject to linear equality, linear matrix inequality, and matrix rank constraints. The related convex problem is also discussed. Sections 3 is devoted to the development of an algorithm. The variable evolves in a set of positive semi-definite matrices of a fixed rank. Section 4 contains a numerical experiment using the algorithm developed.
CONVERTED PROBLEMS
First, we note the following lemma.
Lemma 1 The matrix equality
is equivalent to lye also note that the original problem is equivalent to the problem defined as follows:
The original problem is equivalent to the following: min tr( KoZ) (7) tr(K,Z) = c,,
subject to:
where To simplify the formulation of (8), note that the last equality constraint can be converted into a group of equality constraints on the trace of some linear matrix function. More specifically, it is equivalent to the following equality constraints:
tr ( (10) and (11). The optimization problem defined by (7) (8) now is converted into the following form:
and:
This problem is easy to solve if the rank condition is removed. In fact, the optimal problem defined by (12) and (13) is a standard semi-definite programming problem. As an important class of convex problem, it has been extensively studied recently and is known to be solved by interior-point methods in polynomial time with respect to the size of the problem. For details, see [I] . It is also referred to as a linear matrix inequality
The following results concern properties of the cor-(LMI). responding solution. ( 2 ) . If X* is not of full rank, let N j , (2). Let N I be defined as:
Then, it is straight forward to show that there is a positive real number s > 0 such that, for all H E N l , if 11 H /IF< 8, then, X * + H is positive semi-definite.
Following the argument for (1) we obtain the validity First, we claim t,hat for two optimal solutions X1 and X z , ;(XI + X z ) is also an optimal solution and, furthermore, only a common zero eigenvector of X1 and X2 can be its zero eigenvector.
of (2). (3).
The first part of the claim is clearly implied by the convexity of the problem and its constraints. For the second part, assume 1 -is a zero eigenvector of 5 (XI + X 2 ) . Then, l v T ( X l +x'~)l' = 0. Since both x'1 and X 2 are positive semi-definite, \7TX1\. = 0 and 1yTX21~-= This is a contradiction to the results in (2). Hence the proof is complete.
0
It is possible that the optimal solution to the convex programming problem defined by (12) and (13) has p zero eigenvectors. If it is the case, based on Theorem 1, the optimal solution of the convex problem and that of the optimization problem defined by (12), (13) and (14) coincide. However, numerical results conducted by the authors imply that it is not always the case. In the next two sections, an algorithm will be developed to search for a solution to the problem subject to a rank constraint.
RANK PRESERVIXG FLOW ALGO-

RITHM
Let the set P(q) denote all ( p + q)-dimensional positive semi-definite matrices of rank q. From Proposition 1.1 in [5, page 1341, we know that P(q) is a connected smooth manifold and its tangent space is calculated as:
First of all, let us show that the cost function (12) has compact sublevel sets. Since KO is in the form of ( Qo $BoT ) , one can always choose a positive +Bo 0 definitk matrix C of an appropriate dimension such that .. . := ( :io $2 ) is positive definite. Therefore, tr(K0Z) = tr(l?Z) -tr(C); bearing in mind that Z is in the form of ( ; ; ) . Hence, the fact that tr(K0Z) is bounded implies that 2 is bounded. Based on the compactness of sublevel sets of the cost function JO defined by ( U ) , the following two properties concerning the optimal point set hold: 0 The set of all optimal point contains at most finite number of connected closed branches. These branches are isolated.
0 Any algorithm, as long as it guarantees the descent of the cost function JO, will converge to one of those connected branches. Now we are going to compute the gradient of the cost function. At any point 2 E P(q), decompose
as S @ S ' such that S is the kernel of the linear map:
Denote Pr as the corresponding projection such that P r ( S ) = 0. Define a Riemannian metric as: The projected gradient onto the constrained surface by (13) can be calculated as:
where ki satisfy:
The associated negative gradient flow is defined as: Z = -Grad&. Along any trajectory of this flow; the cost function JO always decreases until arriving an equilibrium point.
In this section. we conduct a numerical experiment using the gradients developed in Sections 3. The parameters for the problem defined by (1) and (2) Another possible approach is to penalize the rank of the symmetric matrix 2 in the semidefinite programming problem by some means so as to obtain the minimal rank one. This approach may result in a convex problem. Further detail is to be investigated. JO = -0.0888.
References
[l] Y. Nesterov and A. Nemirovsky (1994) , Interiorpoint polynomial methods in convex programming. Studies in ilpplied Mathematics, SIAM, 13.
[a] I. Thng, A. Cantoni and Y. H. Leung (1994) , Analytical solutions to the optimization of a quadratic cost function subject to linear and quadratic equality constraints. to appear in -4pplied Mathematics and Optimizations.
[3] F. Jarre (1991), On the convergence of the method of analytic centers when applied to convex quadratic programs. Mathematical Programming 49. 341-358.
[4] S. Mehrotra and J. Sun (1991) , A method of analytic centers for quadratically constrained convex quadratic programs. SL4M J. Numer. Anal. Vol. 
