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Abstract 
The Intrusion Detection System mainly adopted from the traditional Wired Network or Distributed Network cannot provide a 
satisfying solution to the increasing security threats in an Ad-Hoc Network. Adhoc-Network due to its typical infrastructure less 
technical background, implementing an effective security solution for it is extremely challenging. Moreover due to its vulnerable 
nature attackers consistently try new attack mechanism which generally goes undetected for the system that uses pattern 
matching to detect traces os intrusion behavior in the incoming data. The paper aims at providing IDS based on self learning 
technique where the system when comes across an unknown data pattern classifies it as an attack or non attack after comparing 
and considering its variation from an attack free scenario. 
© 2014 The Authors. Published by Elsevier B.V. 
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1. INTRODUCTION 
The Intrusion Detection System (IDS) in case of AdHoc network is designed to strengthen the security system of communication 
and information process. The IDS system typically designed to identify, access and report unauthorized, or unapproved network 
activity. [1]The Intrusion Detection may conventionally classified into Signature Detection System, Anomaly detection system or 
a hybrid detection system. The current IDS system are design based on Signature based IDS present only on single layer of 
TCP/IP protocol[2]. The major drawbacks of a Signature based IDS system are:  
(a) Novel attack remains undetected in this approach. 
(b) The normal may be accidently classified as intruder generating False positives 
(c) The intruder may be classified as normal generating false negatives 
These shortcomings can be significantly removed by using an Anomaly based Intrusion Detection System. The paper aims at 
providing an anomaly based Intrusion Detection Technique using Data mining approach.[3] 
                                       The anomaly detection is the process of identifying patterns in incoming data set that are not normal or 
unexpected. Such unexpected behavior is termed as anomaly or outliers. Such behavior may not be authenticated as an attack but 
is an unusual behavior previously unknown, which may or may not be harmful [4]. Data Mining Technique is used when the 
anomaly based data’s have to be studied analyzed and categorized into a new attack or intrusion. In this work we aim at using the 
Data Mining approach to classify the anomaly present in the incoming data as attack or non attack.  
An anomaly based system (ABS) [5] builds a statistical model that recounts the normal network traffic where any abnormal 
behavior deviating from the model is identified. In comparison to signature based attack, ABS has an advantage of detecting zero 
day attacks as it is capable of identifying any novel attack as soon as they occur. In such a system a baseline profile of a normal 
system activity is created and any deviation in system activity from the baseline profile is treated as a possible Intrusion. 
     IDS in a single layer detection is restricted to analyze traces of abnormality only in one layer, mostly the corresponding layer. 
Hence it gets refrained from detecting attacks, if done at other layers. In a cross layer based IDS behavioral pattern of incoming 
data is considered in two or more layers which improves the attack detection rate significantly. But there is lack of coordination 
among the layers which gives scope to attackers for designing new attack techniques.   
              In this paper we aim at providing an anomaly detection system based upon data mining approach to classify the 
incoming data as intrusion. The proposed model is based on Neuro-Fuzzy approach which significantly contributes at 
classification considering the level of deviation as an important criteria for classifying an attack and using neural network to train 
the nodes regarding such attack scenarios for further action.  
               The paper is organized as related work in section 2, then we define our problem and our approach is stated in stated 
in section 3 ,4 & 5.Section 6 is the. 
 
experimental evaluation section 7 result analysis and findings and finally we conclude the paper in section 8. 
 
2. RELATED PAPER    
 
1. Sikha Agarwal [2], Jitendra Agarwal has performed a survey on Anomaly Detection using Data Mining Techniques 
where they have described and compared the different approaches for anomaly detection that are based on Data Mining 
Technique. They have recommended that using hybrid approach two or more of these techniques provides a better 
result in comparison to the independent algorithms being used for detection of possible anomaly. Hence they have 
proposed a fusion or a combination of already existing independent Algorithms that claiming that the approach would 
help to overcoming the shortcomings of each other. 
 
2. In paper [6] Solane doque, Dr. Mohd Nizam Bin Omar has proposed IDS model using machine learning and K-means 
Data Mining Algorithms. They claim that the proposed model helps in lessening the false negative rate. 
 
3. In paper [3] Ketan Sanjay Desale, Chandrakant Namdev Kumathekar, Arjun Pramod Chavan have proposed a 
mechanism to improve the efficiency of the IDS using streaming Data Mining Technique and claimed that there 
proposed model does improves the efficacy of the IDS. 
 
4. Omar Bilalovie and Dzenana Donko in their paper [7] have performed a comparative analysis on misuse attack Vs 
anomaly attack using two different approaches of data mining technique on each problem. 
 
 
3. SIGNATURE BASED DETECTION MODEL:   
 
The existing IDS model used in AdHoc Network is build upon signature based intrusion detection technique that relies on pattern 
recognition. The model consists of a database that maintains signature of previously known attacks and compare them with 
analyzed data to detect intrusion trace. Such a system is capable of only detecting attack patterns whose signatures are previously 
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stored in the database where as novel attacks go undetected. Hence these systems can easily be deceived. 
 
4. ANOMALY BASED IDS USING DATA MINING APPROACH 
 
The paper aims at using data mining approach to detect the trace of anomaly in the incoming data set  Fig 1 shows the proposed 
model of Intrusion Detection in AdHoc Network.  
The incoming data into the Manet has to undergo a search process where is matched with the available signatures for 
classifying it as normal or abnormal. The unsuccessful search initiates for a classification process which constitutes a data  
preprocessing and then classification. The preprocessing reduces the data matrix using any of the available data regression 
technique and produces an output matrix consisting of a set of selective unique feature columns that represents the original 
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                                      Fig1. Proposed Model for self learning Intrusion Detection technique 
 
or normal class label. The reduced matrix undergoes data snooping based on Neuro Fuzzy approach where data is classified as 
abnormal based on its rate of deviation from normal class.                                                                                                                            
 
A. Dimensionality Reduction – The drastic increase of the data set size in terms of number of records, features or 
attributes have necessitate the uses of Dimensionality Reduction procedure. Dimensionality Reduction is not just useful 
to speed up the algorithm execution but may also help with final classification/clustering accuracy. Excessive noisy 
data, even faulty data often leads to less than desirable algorithm performance. Hence removing uninformative or dis-
informative data columns might help the algorithm in finding more general classification region and rules and overall 
achieve better performance on new data [8, 9]. 
                Forward Feature Construction is a feature selection method that aims at choosing a number of features from 
the extracted feature set that yields minimum classification error. In this method a       combination of Naïve Bysean 
Classifier along with Sequential Forward Selection as the search technique is used. The method starts with an empty set 
of features and gradually adds features selected by some evaluation function, that minimizes the Mean Square Error 
(MSE). At every iteration a feature selection from the set of remaining available features of the feature set is done and 
added to the feature set such that the extended set of features should produce a minimum classification error compared 
with the addition of any other feature. SFS being simple and fast is used extensively in many areas. 
 
B. Classification of Data: Classification of a data is the process of identifying the category of a new instance comprising 
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label, where various instances can be a member of one or many class labels. The classification is implemented by an 
algorithm which is termed as classifier which is formed to predict categorical labels or class label attributes [9]. In case 
of anomaly detection the data can be classified as either normal or abnormal class labels. The common machine 
learning technology in anomaly detection are: classification tree, fuzzy logic, naïve bayes network, Genetic Algorithm, 
Neural Networks, Support Vector Machine. 
                                            Fuzzy Logic Technique of Anomaly Detection is the machine learning approach derived 
from fuzzy set theory. It considers reasoning that is approximate rather than being specific  and precise from classical 
predicate logic. Here the data are applied with fuzzy logic rule and then is classified on basis of various statistical 
metrics as normal or malicious. 
 
 
5. EXPERIMENTAL RESULTS 
 
A. Data Set-   
 
In this work we have used the NSL-KDD data set. This data set is a new version of KDDcup99 dataset. The considered 
dataset is able to solve some of the inherent problems of KDDcup99 [10], which is considered as standard benchmark 
for Intrusion Detection evaluation [11]. The sample dataset considered has 51 objects and 42 features. 
 
B. Data Regression using SFS – 
 
i. Experimental parameters – 
                                                  Parameters for conducting the experiment 
       
Type Kfold 
Number of Test sets 4 
Number of cross 
validations 
4 
Train Size [41,40,40,41] 
Test Size [13,14,14,13] 
Number of observations 54 
Function  linear 
                                                              Table1. Parameters for conducting the Experiment 
 
ii. Result obtained- 
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             Mean Square Error = 0.9336 
 
             Columns selected = column 5, 6, 13. 
                          
             Linear Regression Model = y ~ 1+x5+x34……. 
              
 
 
C. Classification using ANFIS : 
 
   
                         
 
              Fig.3. ANFIS surface viewer                                               Fig4.  Fuzzy Rules for proposed Design Structure   
 
                 
           Fig 5.  Training Data Vs the Fuzzy                                                    Fig.5 Error at every Epoch  
                         Inference System Output 
 
Result Analysis- The features Src_bytes, Dst_bytes and Num_Compromised represented by column number 5, 6 and 13 are 
selected to represent the given dataset since they have the highest weight age or contribution to the dataset. The resultant dataset 
can be classified as error-free data if trained against testing dataset takes 2 epochs to complete the training else will be considered 
as maligned data.  The cluster of data present nearby to the testing data set in result represents non intruded data which shows 
slight deviation probably due to packet drop or transmission error etc. 
           
6. Conclusion: 
 
In the present study we have proposed a feature reduction technique to reduce the dimensionality of the given dataset and then 
classifying it using Neuro-fuzzy approach. We have validated the work by testing it across Sequential feature selection technique 
for reduction of dimension by selecting appropriate feature that would best represent the original dataset and the result obtained 
was a reduced data set by 91%. Then the data is classified using Neuro fuzzy approach into intruded and non intruded data. This 
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data stored in Knowledge base with results can help the node to learn about new intrusion patterns attacking the Adhoc network 
making it Self-learning.  
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