Forecasting in financial market has been difficult task due to its non linearity and high volatility. Effective modeling of forecasting is a major concern for financial market participants. Artificial Neural Network (ANN) is a statistical technique under the non linear regression model. ANNs do consider the non parametric aspects like semantics, emotions for the calculation of volatilities. A Support Vector Machines (SVM) is a concept in statistics and computer science for a set of related supervised learning methods that analyze data and recognize patterns, used for classification and regression analysis SVMs are a very specific type of learning algorithms that uses the kernel functions. Training SVMs is equivalent to solving a linearly constrained quadratic programming problem so that the solution of SVMs is always unique and globally optimal.In this paper, we have focused on some techniques of soft computing such as Neural Network and Support Vector Machines to predict the future pricing. At last we have compared the output of these two models and found which model gives the optimal solution. This computational model can be widely used to find out the future volatility of share in share market.
INTRODUCTION
In everyday language, volatility refers to the fluctuations observed in some phenomenon over time. Within economics, it is used slightly more formally to describe the variability of the random (unforeseen) component of a time series. More precisely in financial economics, volatility is often defined as the (instantaneous) standard deviation (or "sigma") of the random Wiener-driven component in a continuous-time diffusion model.
It is, however, in many situations useful -and indeed standard practice -to formulate the underlying model directly in discrete time, and we shall consider both approaches. Formally, there is also no necessary contradiction between the two strategies, as it is always, in principle, possible to deduce the distributional implications for a price series observed only discretely from an underlying continuous-time model. At the same time, formulation and estimation of empirically realistic continuous-time models often presents formidable challenges. Thus, even though many of the popular discrete-time models in current use are not formally consistent with an underlying continuous-time price process, they are typically much easier to deal with from an inferential perspective, and as such, discrete-time models and forecasting procedures remain the method of choice in most practical applications.
Rest of the paper is organized as follows. Section 2 gives a brief overview of the two machine learning techniques used in our research. In Section 3 some related works are presented followed by data collection and pre processing techniques in section 4. Section 5 discusses the proposed implementation and in Section 6 experimental results are discussed. Section 7 focuses on conclusion of the research.
OVERVIEW OF ANN AND SVM FOR REGRESSION
Back propagation neural network (BPN) is typical network consisting of set of sensory units that constitute the input layer, one or more hidden layers of computation nodes and an output node. All the neurons of one layer are fully interconnected with all neurons of its just preceding and just succeeding layers. These neural networks are also referred to as multilayer perceptrons (MLPs). BPN are applied to solve some difficult diverse problems by training them in a supervised manner with a highly popular algorithm known as error back-propagation algorithm. This algorithm is based on error correction learning rule. Basically the error propagation algorithm consists of two passes: a forward pass and a backward pass. In forward pass the input vector is applied at the nodes of the network and effect propagates through the network layer by layer and finally output is produced as the actual response of the system. The synaptic weight during the forward pass process is fixed but during the backward pass the synaptic weights are adjusted in accordance with an error correction rule. The error signal is transmitted backward through the network. Hence the network is called as the back propagation neural network.
Support Vector Machines (SVM) has been considered as one of the powerful classifiers for character and numeral recognition. Basically it is a linear machine with the main idea of constructing a hyper plane as the decision surface in a way that the margin of separation between two classes is maximized. The main objective is to do better classification. Apart from classification, SVM is also used for regression problem. Compared to other neural network regression, SVM has three distinct characteristics when it is used to estimate the regression function. First, SVM estimates the regression using a set of linear functions that are defined in a high-dimensional feature space. Second, SVM carries out the regression estimation by risk minimization, where the risk is measured using Vapnik's ɛ-insensitive loss function. Third, SVM implements the Structural Risk Minimization (SRM) principle which minimizes the risk function consisting of the empirical error and a regularized term. The study concluded that SVMs provide a promising alternative to the financial time series forecasting. And the strengths of SVMs regression are coming from following point: 1) usage of STRUCTURAL RISK MINIMIZATION; 2) few controlling parameters; 3) global unique solution derived from a quadratic programming. 4) a principled approach to classification, regression or novelty detection tasks. 5) SVMs exhibit good generalization. 6) Hypothesis has an explicit dependence on the data (via the support vectors). Hence, it can readily interpret the model.
RELATED WORK
Previously various works have been done to compare between the artificial neural network and support vector machines. The feasibility of applying SVM in financial forecasting is first examined by comparing it with the multilayer backpropagation (BP) neural network and the regularized radial basis function (RBF) neural network [1] . The variability in performance of SVM with respect to the free parameters is investigated experimentally. Adaptive parameters are then proposed by incorporating the non-stationary of financial time series into SVM. The objective of some previous studies are based on a MLP is used to determine the relationship between some variables as independent factors and the return of the indices as a dependent element [2] . The different GARCH models have been compared with each other and finally which model provides better volatility is tested. A solution is proposed in order to enhance the forecasting ability of model; there was a transformation of original closing prices into relative difference in percentage of price (RDP) [3] . As mentioned there are four advantages in applying this transformation. The most prominent advantage is that the distribution of the transformed data will become more symmetrical and will follow more closely a normal distribution. This modification to the data distribution will improve the predictive power of the neural network.
Two hybrid models are proposed based on EGARCH and Artificial Neural Networks to forecast the volatility of S&P 500 Index [4] . The estimates of volatility obtained by an EGARCH model are feed forward to a Neural Network. The input to the first hybrid model is complemented by historical values of other explanatory variables. The second hybrid model takes as inputs both series of the simulated data and explanatory variables. The forecasts obtained by each of those hybrid models have been compared with those of EGARCH model in terms of closeness to the realized volatility. The computational results demonstrate that the second hybrid model provides better volatility forecasts. During the past decades, many researchers have predicted stock market returns using artificial intelligence (AI) approaches. Recently, artificial neural networks (ANNs) combined with other approaches have been applied to this area. Neural network, dynamic time windows, and case based reasoning (CBR) had been applied to predict stock trading [5] . It was concluded that percentage prediction accuracy for stock buying or selling decisions was promising. A novel model was proposed by evolving partially connected neural networks (EPCNNs) to predict the stock price trend using technical indicators as inputs. In order to improve the expressive ability of neural networks, EPCNN utilizes random connection between neurons and more hidden layers to learn the knowledge stored within the historic time series data. As mentioned earlier, previous studies tried to optimize the controlling parameters of ANN using local search algorithms whereas this paper combines global search algorithms with a partially connected neural network to forecast stock price index trend. Previously it is attempted at analyzing the usefulness of artificial neural network for forecasting financial data series with use of different algorithms such as back propagation, radial basis function etc. With their ability of adapting non-linear and chaotic patterns, ANN is the current technique being used which offers the ability of predicting financial data more accurately [6] . "A X-Y-1 network topology is adopted because of X input variables in which variable Y was determined by the number of hidden neurons during network selection with single output." Both X and Y were changed and results were compared.
DATA SET COLLECTION AND PREPROCESSING
The data for daily closing prices of BANK NIFTY is selected over the time period of 03/11/1995 up to 12/05/2012 has been collected from National Stock Exchange (NSE) website [7] . Bank Nifty is the bank index traded in the F&O segment of NSE. It comprises of most liquid banking stocks listed on NSE. This index provides investors and market intermediaries with a benchmark that captures the capital market performance of Indian Banks. The indexes have 12 stocks from the banking sector which trade on the NSE [7] . BANK NIFTY consists of 12 banks such as: Axis Bank, Bank of Baroda, Bank of India, Canara Bank, HDFC Bank, ICICI Bank, IndusInd Bank, Kotak Mahindra, PNB, SBI, Union Bank and Yes Bank. The composition of these banks is given in Table 1 [8]. 
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PROPOSED IMPLEMENTATION
In this paper, we developed a model which will predict the future closing price (100 days) for BANK NIFTY. For that we collected the historical closing data of BANK NIFTY and passed this data as input to our computational model. For developing the model, we use the tools of MATLAB software. We have used two techniques such as; support vector machines and back propagation neural network for developing our model. We have proposed three models to calculate the prices: -1) Multiple Input Single Output (MISO), 2) Single Input Single Output (SISO), 3) Contributions of 12 banks under BANK NIFTY.In case of MISO, we have taken the daily opening, high and low values of BANK NIFTY Index as input and trained these data with the corresponding closing price. Our model predicts the closing price for the next 100 days.In case of SISO, we have taken the daily low value of BANK NIFTY Index as input and trained this data with the corresponding closing price. Our model predicts the closing price for the next 100 days.We have collected the percentile contribution of 12 banks under BANK NIFTY from table 1. The contribution of each bank was multiplied with the actual closing of corresponding banks and it is used as the input to both BPN and SVMs for future prediction.All of the above models are implemented in both the Back Propagation Neural Network (BPN) as well as in Support Vector Machines (SVMs).To find the performances we have calculated 3 type of performance indicators which are Normalized Mean Square Error (NMSE), Mean Absolute Error (MAE) and Directional Symmetry (DS). The mean absolute error (MAE) is a quantity used to measure how close forecasts or predictions are to the eventual outcomes. The mean absolute error is a common measure of forecast error in time series analysis. NMSE and MAE are the measures of the deviation between the actual and predicted values. Their calculations have been given in Table 4 . The above table shows the calculated error according to the data taken from BANK NIFTY and the 12 banks under BANK NIFTY using both Back Propagation Neural Network and Support Vector Machines .From table 4 we calculate the three types of performance indicators for both the models i.e. the BPNs and the SVMs by using the formulae of NMSE, MAE and DS. The smaller the values of NMSE and MAE, the closer are the predicted time series values to the actual values (a smaller value suggests a better predictor). DS provides an indication of the correctness of the predicted direction of RDP+5 given in the form of percentages (a larger value suggests a better predictor). The above figure shows the graph plotted between the actual closing data and the data collected from neural network and support vector machines of 100 day time series of 12 banks under Bank Nifty. 
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