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Abstract
It is well-known that principal chiral models and symmetric space models in
two-dimensional Minkowski space have an infinite-dimensional algebra of hidden
symmetries. Because of the relevance of symmetric space models to duality
symmetries in string theory, the hidden symmetries of these models are explored
in some detail. The string theory application requires including coupling to
gravity, supersymmetrization, and quantum effects. However, as a first step, this
paper only considers classical bosonic theories in flat space-time. Even though the
algebra of hidden symmetries of principal chiral models is confirmed to include
a Kac–Moody algebra (or a current algebra on a circle), it is argued that a
better interpretation is provided by a doubled current algebra on a semi-circle
(or line segment). Neither the circle nor the semi-circle bears any apparent
relationship to the physical space. For symmetric space models the line segment
viewpoint is shown to be essential, and special boundary conditions need to be
imposed at the ends. The algebra of hidden symmetries also includes Virasoro-
like generators. For both principal chiral models and symmetric space models,
the hidden symmetry stress tensor is singular at the ends of the line segment.
1Work supported in part by U.S. Department of Energy Grant No. DE-FG03-92-ER40701.
2email: jhs@theory.caltech.edu
1 Introduction
1.1 String theory motivation
It is impressive how much has been learned about string theory in recent years. Many
techniques have been developed for finding large classes of classical solutions and for
computing quantum corrections to any finite order in perturbation theory. It is clear
that these corrections are free from ultraviolet divergences and that the only diver-
gences are ones that should occur for good physical reasons. Now there are good
prospects for finding examples that come close to making contact with the standard
model and pointing to specific phenomena, such as supersymmetry, that should be on
the experimental horizon.
It is also impressive how much is not known about string theory. It is not known
what equation the “classical solutions” solve! It is not known, even as a matter of prin-
ciple, how to compute non-perturbative quantum effects. To put it bluntly, we don’t
know the theory. In my opinion, finding it is the outstanding challenge in theoretical
physics. It seems unlikely that there is a deductive path that leads to the answer.
Rather, some inspiration seems to be required. Since there are many indications that
the theory will exhibit an enormous gauge symmetry, a general strategy that could be
helpful is to try to figure out what the symmetry group should be. Once it is identified,
an arsenal of known techniques can be brought to bear on the problem of constructing
a quantum theory with this symmetry.
This brings us to the key question: how are we going to find the symmetry
group? What makes this difficult is that any of the known classical solutions involves
an enormous amount of spontaneous symmetry breaking, so that the underlying gauge
symmetry is very well concealed. This phenomenon, so familiar from the standard
model, poses a real challenge.
In recent years, there has been rapidly growing interest in various duality sym-
metries of string theory. These are of interest for a variety of reasons, but the one that
is relevant to the current discussion is that they could be pieces of the hidden gauge
symmetry. The basic idea is that different parts of the symmetry show up for different
vacua, and that by judiciously choosing vacua (or classical solutions) it may be possible
to piece the whole story together. Some of these symmetries – the T dualities – hold
order by order in string perturbation theory and are, therefore, quite well understood
[1]. Others - such as the S dualities - are inherently nonperturbative [2, 3, 4]. There-
fore, the best one can do, in the absence of the complete theory, is to find evidence
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that they should be exact string theory symmetries. Once one is satisfied of this – as
I already am – the issue is not to “prove” that they are symmetries of string theory,
which doesn’t really make a lot of sense in the absence of the theory, but rather to seek
a formulation of string theory that implements them.
The string duality symmetries are infinite discrete groups. They are best de-
scribed as subgroups of continuous groups that appear in classical supergravity theo-
ries [5]. The restriction to the discrete subgroups can be understood as arising from
quantum corrections or from string corrections. The continuous symmetries are global
symmetries of the classical supergravity theory, whereas the discrete subgroup should
correspond to gauge symmetries of string theory.
The continuous global symmetries of supergravity theories are always given by
non-compact symmetric space models [6, 7]. This means that the symmetry group
is a non-compact Lie group G, with maximal compact subgroup H , and that scalar
fields associated with the coset space G/H (which is a non-compact symmetric space)
provide a non-linear realization of the symmetry G. One class of examples is provided
by toroidally compactifying the heterotic string to d dimensions and then isolating the
low-energy effective supergravity theory that describes the massless modes. This gives
a T duality group O(10−d, 26−d). However, in low dimensions there is more. Thus, in
four dimensions one also finds the S duality group SL(2,R) [8] and in three dimensions
these merge inside a larger group – O(8, 24) [9, 10].
In the case of the type II superstring, the effective supergravity theory is the one
with maximal supersymmetry (32 supercharges). The group G turns out to be the
maximally non-compact form of the exceptional Lie group E11−d. (The E7 case in four
dimensions was discovered first [11].) This contains the T duality group O(10−d, 10−d)
as a proper subgroup. The crucial fact, both in this case and the heterotic one, is
that the group is larger in lower dimensions. In many respects, higher-dimensional
field theories represent a greater theoretical challenge. However, when it comes to
the study of these symmetries, just the reverse is the case. Taking the E11−d literally
suggests that for d = 2 the symmetry should be E9, which is the affine extension of
E8. Moreover, when all spatial dimensions are eliminated there might even be an E10
symmetry! E10 is a poorly understood hyperbolic Lie algebra. (See Ref. [12] for a
readable introduction.) Its structure is rich enough that one could imagine that it is
closely related to the symmetry one is looking for as a basis for string theory.
One feature suggested by the E series is that dimensional reduction from three
dimensions to two dimensions enlarges the symmetry G to Gˆ, the affine extension of
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G. The purpose of this paper to explore in some detail the extent to which this “folk
theorem” is true in general. (The study of hyperbolic symmetries of one-dimensional
theories is far beyond the scope of this paper.) Another purpose is to look for an asso-
ciated Virasoro symmetry analogous to those provided by the Sugawara construction
in conformally invariant theories. The theories considered here are not conformally
invariant.
It is conceptually important to understand that the two-dimensional theories
studied in this paper are regarded as target-space theories, rather than world-sheet
theories. For this reason, it makes sense to allow the spatial dimension to be an infinite
line and to discuss theories that are not conformally invariant. Another consequence
of this viewpoint is that we do not attach great importance to obtaining a detailed
understanding of these theories as quantum theories. In the string theory context,
high-mass string states, dropped in the massless truncation, could make a big difference
for the quantum behavior. Some quantum issues, such as the understanding how
instanton effects pick out the discrete subgroup should not be sensitive to details and
are important for our program.
1.2 History of hidden symmetry in two dimensions
The study of integrable models in two dimensions possessing “hidden” affine symme-
tries has a long and complex history. Relativists and field theorists were led to consider
closely related models for quite different reasons. While the different communities had
some awareness of one another, and a few physicists belong to both of them, it is clear
that more communication would have been helpful.
The first people to discuss hidden symmetries were relativists, who were seeking
new classical solutions to the Einstein field equations in four dimensions. The major
step that initiated this program was taken in 1971 by Geroch [13]. Apparently un-
aware of this development, field theorists considered related systems, both classically
and quantum mechanically (but without gravity), beginning about five year later. The
main motivation for most of them was to understand non-perturbative properties of
four-dimensional Yang–Mills theories. They became interested in certain integrable
two-dimensional theories, a simpler prototype sharing many features with 4D gauge
theories. The field theorists who identified non-local charges and the associated hidden
symmetries first were Pohlmeyer and Lu¨scher [14, 15]. Julia, whose main interest was
in supergravity, made several contributions including the clarification of the accept-
ability of non-compact symmetric space models, the discovery of a central charge in
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the classical hidden symmetry algebra (when gravity is included), and the suggestion
that hyperbolic algebras should appear in one dimension [6].
In their search for classical solutions of Einstein’s equations, relativists considered
systems with two Killing vectors. If both of them are space-like the resulting system is
described by an effective two-dimensional theory with Lorentzian signature, whereas if
one is space-like and one is time-like the effective two-dimensional theory has Euclidean
signature. The latter case was studied by Geroch who realized that the resulting equa-
tions were invariant under an infinite set of transformations (the Geroch group) [13].
He used these transformations to produce new families of solutions from a given one.3
He speculated that the symmetry was some kind of loop group, but did not construct
it explicitly. Later, Kinnersley and Chitre [17] constructed the infinite-dimensional Lie
algebra of infinitesimal symmetry transformations, which they identified as an affine
(or Kac–Moody) algebra. By constructing associated linear spectral problems, others
demonstrated complete integrability [18, 19]. Further clarification was provided by a
reformulation as a Riemann–Hilbert problem [20, 21]. The inverse scattering method
was subsequently employed by Breitenlohner and Maison [22, 23]. Other related de-
velopments can be found in Refs. [24, 25]. Current algebra symmetries have also been
identified in two-dimensional quantum gravity [26, 27].
Polyakov [28] and Migdal [29] emphasized that two-dimensional non-linear sigma
models and principal chiral models share many features with 4D gauge theories. These
include asymptotic freedom, non-abelian symmetry groups, instantons, dynamical mass
generation, and I/N expansions. When fermions are included axial anomalies and
dynamical breaking of γ5 symmetry also appear. Being much simpler theories, they
were clearly worthy objects of study. A little later, Lu¨scher and Pohlmeyer [15] showed
that non-linear sigma models have an infinite number of conserved charges. This was
systematized by Bre´zin, et al. [30] and developed further in [31]. Similar constructions
were also carried out for the supersymmetric extensions of these models [32, 33]. Dolan
[34, 35] showed that the Lu¨scher–Pohlmeyer charges in principal chiral models generate
half of a Kac–Moody algebra. Her proof was simplified in Ref. [36]. Wu [37] found
additional charges whose inclusion led to a complete Kac–Moody algebra. Another
theme that arose at this time was that self-dual Yang–Mills systems in four dimensions
provide a more general setting in which to interpret these results. This has been
pursued by Chau and collaborators [38], Dolan [35], and Atiyah [39] among others.
Evidence has been presented for Virasoro-like symmetries [40, 41, 42] in addition to
3The same technique has been used for finding new classical solutions to string theory. For example,
Sen has used the S and T duality symmetries to construct large classes of black-hole solutions of the
heterotic string theory [16].
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the affine (or Kac–Moody) ones. More recently, Yangian/quantum group deformations
of the Kac–Moody symmetries have been shown to arise in the quantum sine–Gordon
theory [43, 44, 45]. This is somewhat puzzling to me since we expect quantum effects
to pick out discrete subgroups. In any case, since this paper only considers classical
theories, it will have nothing to say either about such deformations or about instantons
and discrete subgroups. It should also be noted that there is a possibility that some of
the classical symmetries might not survive quantization because of anomalies [46].
The study of hidden affine symmetries, which was initiated in the supergravity
context by Julia [6], has been advanced considerably by Nicolai. He has made consider-
able progress toward understanding the E9 theory [47], initiated a study of hyperbolic
symmetry algebras [48], and (together with Gebert) discussed E10 [12]. His review ar-
ticle [49] is recommended. Recently, other authors have begun to discuss the possible
relevance of this circle of ideas to string theory [50, 51].
Another significant development, that seems to have gone unnoticed, was a study
of the algebra of classical hidden symmetry charges in non-linear sigma models by
Wu and by Jacques and Saint–Aubin [52]. They found that the algebra differs from
a Kac–Moody algebra in a way that they found puzzling. Most other authors who
have addressed the question assert incorrectly that these models have a standard Kac–
Moody symmetry algebra.
1.3 Plan of this paper
Section 2 discusses principal chiral models (PCM) in flat space-time. After setting up
the formalism in any dimension, the analysis is restricted to two-dimensional Minkowski
space using light-cone coordinates. Then, basically following the approach of Dolan
and Wu, we derive the hidden symmetries of the model and show that they form an
affine Lie algebra. The section concludes with a new contour integral representation of
the symmetries, which simplies and clarifies the picture considerably.
Section 3 investigates the Virasoro symmetry of PCM’s in flat space-time. The
infinite-dimensional symmetry that appears is not quite a Virasoro algebra, but rather
a subalgebra, which we call V2. We prove that it cannot be extended to a complete
Virasoro algebra and interpret this fact as implying that the hidden symmetry stress
tensor is singular at the ends of a line segment.
Section 4 describes a non-linear non-local change of variables that is interpreted as
a non-abelian duality transformation. (This section is not required for understanding
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Section 5.) The transformed theory has a Wess-Zumino term. We argue that any
coefficient u of the WZ term other than u = ±1, which would give Wess-Zumino-
Novikov-Witten theory [53, 54, 55], is equivalent to u = 0. A brief comment about
the quantum theory is made at this point. The hidden symmetry of the u-transformed
theory is derived directly.
Section 5 analyzes symmetric space models (SSM) G/H in flat two-dimensional
Minkowski space-time. After describing the general formalism, we explore the hidden
symmetries and work out their algebra. As we have already indicated, we do not
find a standard Kac–Moody algebra Gˆ, but rather a new structure, which we name
GˆH . It is interpreted as a group on a line segment, rather than a circle, subject to
certain boundary conditions at the ends of the line. The distinction is reminiscent of the
difference between closed strings and open strings, though that is only an analogy. The
Virasoro symmetry is shown to be defined on the same line segment, also with specific
boundary conditions at the ends. A check of the results is provided by examining the
formulation of PCM’s as SSM’s.
2 Principal Chiral Models in Flat Space-time
2.1 Basic formulas
We begin by reviewing the definition of a principal chiral model (PCM) for a Minkowski
space-time of arbitrary dimension. The basic variables are matrices g(x) which map
the space-time into a particular representation R of a Lie group G. All considerations
in this paper are purely classical. Indeed the goal is to determine the invariance group
of the classical equations of motion. Let G denote the Lie algebra corresponding to G
and let Ti be a basis for G in the representation R
[Ti, Tj] = fij
kTk. (2.1)
The classical PCM is then defined by the lagrangian
L = ηµνtr(AµAν), (2.2)
where ηµν denotes the Minkowski metric and
Aµ = g
−1∂µg =
∑
AiµTi. (2.3)
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Since our considerations are entirely classical, a normalization factor in L has been
omitted. L can also be written in the form
L = ηµνtr(A˜µA˜ν), (2.4)
where
A˜µ = g∂µg
−1 = −∂µg · g−1 = −gAµg−1 =
∑
A˜iµTi. (2.5)
Let δg represent an arbitrary infinitesimal variation of g. Then, since g−1δg belongs to
the Lie algebra G, we can write
δg = gη (2.6)
where η =
∑
ηiTi. Under this variation
δAµ = Dµη = ∂µη + [Aµ, η], (2.7)
and thus
δL = 2 tr(AµDµη) = 2 tr(Aµ∂µη). (2.8)
From this we conclude that the classical equation of motion is
∂µA
µ = 0 or ∂µA˜
µ = 0. (2.9)
Since Aµ is pure gauge,
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] = 0 (2.10)
is the Bianchi identity, though it is usually called the Cartan–Maurer equation in this
context. It is evident that the transformation δg, with η constant, leaves L and the
equation of motion invariant. A similar symmetry described by left multiplication is
obtained from the corresponding reasoning based on δg = −η˜g and the A˜ formulation
of L. Thus, the PCM in any dimension has global G×G symmetry.
Half of the G ×G symmetry can be regarded as a gauge symmetry and used to
effect a gauge choice, such as g(x0) = 1, where x
µ
0 is a fixed point in space-time. This
can be achieved by making a change of variables g(x) → g(x)g(x0)−1. This may not
be desirable, however, since it effectively removes the zero mode degree of freedom.
In the subsequent discussion such a “choice of gauge” will be used on occasion as a
way of simplifying certain equations. This is not essential, however, and none of the
results will depend on doing this. In the case of a PCM, the left or right group action
(δg = gη or δg = −ηg) is the non-abelian counterpart of the translation symmetry
of a free massless scalar. Either one of these symmetries can be used to choose the
gauge g(x0) = 1. Once this is done, the remaining non-gauge symmetry, which is
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also G, is described by δg = [g, η], since this is the unique combination that preserves
the gauge choice. If we set g = 1 for a particular space-time point xµ0 = (x
0
0, x
i
0),
the Hamiltonian evolution of the system, g˙ = i[H, g], preserves the gauge. In other
words, g(x0, xi0) = 1, for all x
0. This is analogous to the preservation of the Gauss
law constraint in electrodynamics. (Quantum mechanically, one should only require
that the identity holds for matrix elements between physical states.) In the case of
two dimensions, many authors who have written on this subject require that g = 1 at
x1 = −∞, which is a particular example of this type of gauge choice.
The main purpose of this manuscript is to describe the extension of the G × G
symmetry that occurs in two dimensions. For this purpose it is very convenient to
introduce light-cone coordinates
x± = x0 ± x1, ∂± = 1
2
(∂0 ± ∂1), (2.11)
so that the equation of motion and Bianchi identity take the forms
∂µA
µ = ∂+A− + ∂−A+ = 0 (2.12)
F+− = ∂+A− − ∂−A+ + [A+, A−] = 0. (2.13)
These can be solved to give
∂−A+ = −∂+A− = 1
2
[A+, A−]. (2.14)
This theory should be contrasted with WZNW theory, which has a Wess–Zumino
term added in such a way that the equation of motion becomes ∂+A− = 0, which
is equivalent to ∂−A˜+ = 0. In this case it is well-known and easy to see that the
symmetry becomes Gˆ× Gˆ, where Gˆ denotes an affine – or current algebra – extension
of G. Classically the algebra Gˆ has no central term, but quantum mechanically it
has one controlled by the normalization of L. In the case of a PCM in 2D, without
Wess-Zumino term, the occurrence of an affine extension of the symmetry is much less
transparent, and it is our purpose to explain in detail how it arises.
2.2 Half of the symmetry
A standard technique for discovering the “hidden symmetries” of integrable models
such as the 2D PCM begins by considering a pair of equations, known as a Lax pair
[56]. This is a pair of differential equations for an auxiliary group-valued quantity,
which we call X . It depends on the field g(x), the space-time coordinate x, a basepoint
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x0, and an additional “spectral parameter” t. The quantity X will play a central role
in all subsequent descriptions of hidden symmetries. The compatibility of the Lax pair
is arranged to encode the conditions one wants to implement, which in our case are
∂ · A = F+− = 0. The Lax pair that is appropriate to our problem is
(∂+ + α+A+)X = 0 and (∂− + α−A−)X = 0, (2.15)
where α± are constants. Requiring these equations to be compatible (using ∂ · A =
F+− = 0) gives the condition α+ + α− = 2α+α−. Therefore, the general solution is
given in terms of the spectral parameter by
α+ =
t
t− 1 , α− =
t
t+ 1
. (2.16)
Rescaling the differential operators gives an equivalent Lax pair
(∂± ∓ tD±)X = 0, (2.17)
whose compatibility equation is
[∂− + tD−, ∂+ − tD+] = −t∂ ·A + t2F+− = 0. (2.18)
A formal solution to the Lax pair is given by
X(xµ, t) = P exp
{
−
∫ x
x0
(α+A+dy
+ + α−A−dy
−)
}
, (2.19)
where the integration is along an arbitrary contour from xµ0 to x
µ and P denotes path
ordering with the x end of the contour on the left and the x0 end on the right. Note
that X takes values in the Lie group, and that the expression is independent of the
choice of contour provided that the equation of motion is satisfied and the space-time
is simply connected. (An interesting problem, which will not be considered here, is to
extend the analysis to a circular spatial coordinate.) Now X , as given, is only well-
defined on shell. However, by committing to a specific prescription for the integration
contour it can be extended off shell. This has been done by most previous authors,
but will not be done here, since the formula is only required on shell, and we prefer to
avoid unnecessary arbitrary choices. Once a particular off-shell prescription is chosen,
the variation of the Lagrangian can be examined, though we will not do so here. The
invariance of the equations of motion guarantees that it will be a total derivative, whose
form depends on the prescription.
As an aside, let us remark that eqs.(2.15) can be rewritten in the form
Aˆ±(x, t) = X∂±X
−1 = α±(t)A±(x). (2.20)
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Then eqs.(2.14) and (2.20) imply that
Fˆ+− = ∂+Aˆ− − ∂−Aˆ+ + [Aˆ+, Aˆ−] = (α+α− − 1
2
(α+ + α−))[A+, A−] = 0. (2.21)
The next step is to define an infinitesimal matrix-valued function
η(ǫ, t) = X(t)ǫX(t)−1, (2.22)
where ǫ =
∑
ǫiTi and ǫ
i are infinitesimal constants. The claim, then, is that the
infinitesimal transformation δ(ǫ, t)g = gη preserves the equation of motion. This is the
“hidden symmetry” that we intend to explain. Before presenting the proof, let us first
explain the notation carefully, since it could be confusing otherwise. First of all, the
symbols δ and ∆ are always used to designate operators that implement infinitesimal
variations in contrast to the symbols ǫ and η, which denote infinitesimal matrices and
matrix-valued functions, respectively. Since the formulas contain an arbitrary “spectral
parameter” t and are analytic in a neighborhood of t = 0, we may expand the variation
in a power series
δ(ǫ, t) =
∞∑
n=0
tnδn(ǫ) (2.23)
to define an infinite number of distinct global symmetry transformations:
g−1δ0(ǫ)g = ǫ (2.24)
g−1δ1(ǫ)g = [
∫ x
x0
(A+dy
+ − A−dy−), ǫ] (2.25)
and so forth. The δn transformations for n > 0 are generated by the celebrated
Lu¨scher–Pohlmeyer non-local charges. The most general variation associates a distinct
infinitesimal parameter ǫn to each of the δn’s. The formulas involving ǫn’s can be
obtained from δ(ǫ, t) by replacing ǫtn by ǫn. This replacement can be implemented by
contour integration in an obvious way.
The proof of the hidden symmetry is now easy. First note that the Lax pair
implies that
D±η = ∂±η + [A±, η] = ±1
t
∂±η. (2.26)
Therefore,
δ(∂ ·A) = ∂+(D−η) + ∂−(D+η) = 0, (2.27)
as required.
The conserved currents associated with the hidden symmetry are given by Dµη.
Therefore, the corresponding conserved charges are
Q(ǫ, t) =
∫ ∞
−∞
D0η dx
1 =
1
t
∫ ∞
−∞
∂1η dx
1 =
1
t
η
∣∣∣∞
−∞
, (2.28)
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where we have used eq. (2.26). In particular, for the choice x10 = −∞ (which many
authors prefer)
Qi(t) =
1
t
X∞(t)T
iX∞(t)
−1, (2.29)
where
X∞(t) = P exp
{
−
∫ ∞
−∞
(α+A+ − α−A−)dx1
}
(2.30)
is time independent. (t is the spectral parameter.) If the spatial dimension were
a circle, rather than an infinite line, X∞(t) would be replaced by the corresponding
Wilson loop. This would still require the choice of a base point x0.
The conserved charges generate the symmetry transformations, so
[Q(ǫ, t), g] = δ(ǫ, t)g. (2.31)
In the classical theory, which is all that is considered in this paper, the bracket is
a Poisson bracket. Nonetheless, we will usually refer to it as a commutator, since
the Poisson bracket of two charges generates the commutator of the corresponding
symmetry transformations.
2.3 Half of the algebra
Here we wish to examine the effect of commuting two of the symmetry transformations.
In other words we wish to compute [δ(ǫ1, t1), δ(ǫ2, t2)]g(x). To save writing we let
δi = δ(ǫi, ti), Xi = X(ti), and ηi = η(ǫi, ti) = XiǫiX
−1
i . In this notation, we want to
compute [δ1, δ2]g. Commuting transformations in this way is equivalent to computing
the Poisson bracket of the corresponding conserved charges.4 In doing this we will use
the equations of motion. This is not so bad, since generically, for any off-shell extension
of the formulas, the commutators will contain irrelevant extra terms that vanish when
the equations are imposed. Since these terms are not of much interest, we might as well
impose the equation of motion in the first place. Our purpose, after all, is to determine
the group of transformations that preserves the equation of motion.
The key formula that makes it possible to obtain an elegant result for the algebra,
in the notation described above, is
δ1X2 =
t2
t1 − t2 (η1X2 −X2ǫ1). (2.32)
4It was pointed out to me by C. Hull that this procedure can fail to detect a central term in the
Poisson bracket algebra. That does not appear to happen for the cases considered in this paper.
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Letting Q denote either side of this equation, the method of proof is to first note that
both sides satisfy the boundary condition Q(x0) = 0, which is obvious since η1(x0) = ǫ1
and X2(x0) = 1. The less trivial step is to verify that both sides satisfy the pair of
differential equations
(∂± + α2±A±)Q+ α2±(D±η1)X2 = 0. (2.33)
In the case of Q = δ1X2, these equations arise from varying the Lax pair. For the
right-hand expression for Q, the equation is verified by direct substitution and use
of the Lax pair. These equations plus the boundary condition at x0 are sufficient to
deduce the desired identity.
Now we are ready to compute
[δ1, δ2]g = g(δ1η2 − δ2η1 + [η1, η2]). (2.34)
The equation just obtained for δ1X2 implies that
δ1η2 =
t2
t1 − t2 ([η1, η2]−X2ǫ12X
−1
2 ), (2.35)
where ǫ12 = [ǫ1, ǫ2] = fij
kǫi1ǫ
j
2Tk. Thus
δ1η2 − δ2η1 + [η1, η2] = t1X1ǫ12X
−1
1 − t2X2ǫ12X−12
t1 − t2 . (2.36)
This then implies that
[δ(ǫ1, t1), δ(ǫ2, t2)] =
t1δ(ǫ12, t1)− t2δ(ǫ12, t2)
t1 − t2 , (2.37)
which is the main result. Expanding in power series, this gives
[δm(ǫ1), δn(ǫ2)] = δm+n(ǫ12), m, n ≥ 0 (2.38)
which is half of an affine current algebra.
2.4 The rest of the symmetry
Since g → g−1 is an automorphism of a PCM, we can define a second set of symmetry
transformations by δ˜(ǫ, t)g−1 = g−1η˜(ǫ, t) or, equivalently,
δ˜(ǫ, t)g = −η˜(ǫ, t)g, (2.39)
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where
η˜(ǫ, t) = X˜(t)ǫX˜(t)−1 (2.40)
and
X˜(t) = P exp
{
−
∫ x
x0
(α+A˜+dy
+ + α−A˜−dy
−)
}
. (2.41)
Equation (2.37) and the automorphism then imply that
[δ˜(ǫ1, t1), δ˜(ǫ2, t2)] =
t1δ˜(ǫ12, t1)− t2δ˜(ǫ12, t2)
t1 − t2 , (2.42)
which also gives half of an affine current algebra. Unfortunately [δ(ǫ1, t1), δ˜(ǫ2, t2)]
is a little messy, so it is not clear at this point what the complete algebra becomes.
Circumventing this difficulty requires another nice formula.
Let us define
Y (t) = X(1/t) = P exp
{∫ x
x0
(
1
t− 1A+dy
+ − 1
t + 1
A−dy
−
)}
(2.43)
and consider another transformation formula:
δ¯(ǫ, t)g = −gY (t)ǫY (t)−1. (2.44)
Aside from a minus sign, this is the “analytic continuation” of the δ transformation.
However, expanding this formula in powers of t
δ¯(ǫ, t) =
∞∑
n=0
tnδ¯n(ǫ) (2.45)
corresponds to an expansion about t = ∞ in the previous formula, which may seem
dangerous since there are singularities at t = ±1. However, Y (t) can be recast in
another form which makes everything clear:
Y (t) = g−1(x)X˜(t)g0, (2.46)
where g0 = g(x0). This formula is proved by the same method that we used to derive
δ1X2. It is easy to show that both sides are 1 when evaluated at x = x0, and they both
satisfy the pair of equations (∂± + α±(t
−1)A±)Y = 0. This is sufficient to prove the
formula. Substituting this result gives
δ¯(ǫ, t)g = δ˜(g0ǫg
−1
0 , t)g. (2.47)
Thus δ¯ is the same as a δ˜ transformation with the parameter conjugated by the constant
group element g0. Symmetry under δ¯ and δ˜ are, therefore, completely equivalent.
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However, their algebras are not the same. The reason for this is that, even though g0
is a constant, it does transform:
δ(ǫ, t)g0 = g0ǫ and δ¯(ǫ, t)g0 = −g0ǫ. (2.48)
Whereas [δ, δ˜] is difficult to compute, [δ, δ¯] is not hard. Indeed, the correct result
is obtained by the substitution
δ¯(ǫ, t) = −δ(ǫ, 1
t
) (2.49)
in the [δ, δ] algebra. Of course, the reader should be wary of the validity of this formal
trick. The real proof is to compute [δ, δ¯] and [δ¯, δ¯] by the same methods that we used
for [δ, δ]. In any case, one learns that
[δ(ǫ1, t1), δ¯(ǫ2, t2)] =
t1t2δ(ǫ12, t1) + δ¯(ǫ12, t2)
1− t1t2 , (2.50)
which implies that
[δm(ǫ1), δ¯n(ǫ2)] =


δm−n(ǫ12) m > n > 0
δ¯n−m(ǫ12) n > m ≥ 0
δ0(ǫ12) + δ¯0(ǫ12) m = n > 0
δ¯0(ǫ12)δm,0 n = 0 .
(2.51)
(Note that the symbol δm,0 is a Kronecker δ.) Similarly,
[δ¯(ǫ1, t1), δ¯(ǫ2, t2)] =
t2δ¯(ǫ12, t1)− t1δ¯(ǫ12, t2)
t1 − t2
=
t1δ¯(ǫ12, t1)− t2δ¯(ǫ12, t2)
t1 − t2 − δ¯(ǫ12, t1)− δ¯(ǫ12, t2), (2.52)
which implies that
[δ¯m(ǫ1), δ¯n(ǫ2)] = δ¯m+n(ǫ12)− δ¯m(ǫ12)δn,0 − δ¯n(ǫ12)δm,0. (2.53)
All of the preceding results can be elegantly reassembled by defining
∆m(ǫ) = δm(ǫ) , ∆−m(ǫ) = δ¯m(ǫ) m > 0 (2.54)
∆0(ǫ) = δ0(ǫ) + δ¯0(ǫ) , ∆¯(ǫ) = −δ¯0(ǫ). (2.55)
Then the complete algebra becomes
[∆m(ǫ1),∆n(ǫ2)] = ∆m+n(ǫ12) m,n ∈ Z (2.56)
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[∆m(ǫ1), ∆¯(ǫ2)] = 0 (2.57)
[∆¯(ǫ1), ∆¯(ǫ2)] = ∆¯(ǫ12). (2.58)
This describes a symmetry group Gˆ × G, where now Gˆ is a complete affine current
algebra (without center), also called a loop algebra or Kac–Moody algebra.
Finally, let us see how the original global G×G symmetry is realized here:
∆0(ǫ)g = (δ0(ǫ) + δ¯0(ǫ))g = gǫ− g0ǫg−10 g (2.59)
∆¯(ǫ)g = −δ¯0(ǫ)g = g0ǫg−10 g. (2.60)
In particular,
∆0(ǫ)g0 = 0, ∆¯(ǫ)g0 = g0ǫ. (2.61)
Using these formulas, it is easy to verify that [∆0(ǫ), ∆¯(ǫ)]g = 0. The g0 factors are a
bit ugly, but they can be eliminated by choosing the g0 = 1 gauge. The way to do this
is to make a change of variables g′ = g−10 g. It then follows that
∆0(ǫ)g
′ = [g′, ǫ] and ∆¯(ǫ)g′ = 0. (2.62)
The interpretation of this result is that the factor of G in Gˆ×G is a gauge symmetry,
which disappears when we fix the gauge g0 = 1. Then only the affine algebra Gˆ survives
as a physical (non-gauge) symmetry. Note that the ∆0 transformation in the g0 = 1
gauge preserves the gauge. Henceforth, when we want to fix a gauge, we will simply
set g0 = 1. Alternatively, if one does not want to fix a gauge, one can get from δ to δ¯
directly by using the the g0 preserving automorphism g → g0g−1g0.
2.5 A check of the algebra
In the discussion above the commutator [δ(ǫ1, t1), δ¯(ǫ2, t2)] was obtained by a procedure
of questionable rigor. One could imagine, for example, that due to some subtlety it
misses a central term in the algebra. If that were to happen, one would have
[∆m(ǫ1),∆n(ǫ2)] = ∆m+n(ǫ12) +mδm+n,0tr(ǫ1ǫ2)Z, (2.63)
for some suitable number or operator Z, which is central, i.e., [Z,∆m(ǫ)] = 0.
To verify that the formulas given above are correct without a central term, let us
choose the g0 = 1 gauge and compute [∆1(ǫ1),∆−1(ǫ2)]g. The question is whether or
not the result is ∆0(ǫ12)g = [g, ǫ12]. To do this calculation, we need that
∆1(ǫ1)g = δ1(ǫ1)g = g[
∫ x
x0
(A+dy
+ − A−dy−), ǫ1] (2.64)
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∆−1(ǫ2)g = δ¯1(ǫ2)g = −[
∫ x
x0
(A˜+dy
+ − A˜−dy−), ǫ2]g. (2.65)
From these it follows that
∆1(ǫ1)A˜± = ∓∂±(gǫ1g−1) (2.66)
∆−1(ǫ2)A± = ∓∂±(g−1ǫ2g) (2.67)
Thus, a straightforward calculation gives
[∆1(ǫ1),∆−1(ǫ2)]g = [
∫ x
x0
∂µ(gǫ1g
−1)dyµ, ǫ2]g+g[
∫ x
x0
∂µ(g
−1ǫ2g)dy
µ, ǫ1] = [g, ǫ12] (2.68)
as expected. Thus the algebra does not have a central term of the type that can be
detected in this way. (See footnote 4.)
2.6 The messy commutator
In the preceding discussion we remarked that the commutator
[δ1, δ˜2]g = [δ(ǫ1, t1), δ˜(ǫ2, t2)]g (2.69)
is somewhat messy. By introducing δ¯ instead of δ˜ we were able to avoid confronting
this problem and to derive a complete affine symmetry algebra. In Section 5.4, for
reasons that would be difficult to explain at this point, we will want to know [δ1, δ˜2].
Therefore, we compute it now. From the preceding discussion,
δ˜(ǫ2, t2) = δ¯(g
−1
0 ǫ2g0, t2) = −δ(g−10 ǫ2g0, t−12 ). (2.70)
Therefore,
[δ1, δ˜2]g = −[δ(ǫ1, t1), δ(g−10 ǫ2g0, t−12 )]g. (2.71)
This commutator has two contributions. One comes from the general formula (2.37)
for the commutator of two δ’s. The other comes from the variation of the g0’s in the
argument of the second transformation. Using δ1g0 = g0ǫ1, we have
δ1(g
−1
0 ǫ2g0) = −ǫ′12, (2.72)
where
ǫ′12 = ǫ1g
−1
0 ǫ2g0 − g−10 ǫ2g0ǫ1. (2.73)
Thus, we obtain
[δ1, δ˜2]g =
(
δ(ǫ′12, t
−1
2 )−
t1δ(ǫ
′
12, t1)− t2−1δ(ǫ′12, t−12 )
t1 − t−12
)
g
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=
t1t2
1− t1t2 (δ(ǫ
′
12, t1)− δ(ǫ′12, t−12 ))g =
t1t2
1− t1t2 (δ(ǫ
′
12, t1) + δ˜(g0ǫ
′
12g
−1
0 , t2))g, (2.74)
which is the desired formula.
The derivation of this result involves one step that could be questioned. Namely,
one could imagine that the implicit analytic continuations that are required to interpret
variations involving reciprocals of spectral parameters could introduce subtle errors.
Since it will be very important to us in Section 5.4 to have confidence in the formula,
we now give a second derivation that does not require analytic continuation. Direct
computation gives
[δ1, δ˜2]g = −δ1(X˜2ǫ2X˜−12 )g − gδ˜2(X1ǫ1X−11 ). (2.75)
This can be evaluated once we know formulas for δ1X˜2 and δ˜2X1. This is the same sort
of problem we encountered previously (in the case of δ1X2) and the method of solution
is the same. Variation of the Lax pair gives
(∂± + α2±A˜±)δ1X˜2 + α2±(δ1A˜±)X˜2 = 0. (2.76)
Using the identity
∂±(gη1g
−1) = (α1± − 1)[A˜±, gη1g−1], (2.77)
one can show that
δ1A˜± = −D±(gη1g−1) = −α1±[A˜±, gη1g−1]. (2.78)
Therefore, δ1X˜2 is determined by the differential equations
(∂± + α2±A˜±)δ1X˜2 = α1±α2±[A˜±, gη1g
−1]X˜2, (2.79)
subject to the boundary condition δ1X˜2|x0 = 0. The unique solution to this is easily
found to be
δ1X˜2 =
t1t2
1− t1t2 (X˜2g0ǫ1g
−1
0 − gη1g−1X˜2). (2.80)
Similarly, one finds that
δ˜2X1 =
t1t2
1− t1t2 (X1g
−1
0 ǫ2g0 − g−1η˜2gX1). (2.81)
Substituting these expressions in the formula for [δ1, δ˜2]g above gives the same result
as before, namely
[δ1, δ˜2]g =
t1t2
1− t1t2
(
δ(ǫ′12, t1) + δ˜(g0ǫ
′
12g
−1
0 , t2)
)
g. (2.82)
Therefore, we can invoke this result with confidence in Section 5.4.
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2.7 Contour integral representation
When δ(ǫ, t)g is analytically continued throughout the complex t-plane the only singu-
larities encountered are at t = ±1. Since these singularities involve poles of unbounded
order they are essential singularities. However, they do not introduce branch cuts. Let
C± denote small clockwise contours in the t-plane about ±1, such that the point t = 0
is outside both of them, and let C = C+ + C−. Then consider
∆n(ǫ)g =
∫
C
dt
2πi
t−n−1δ(ǫ, t)g n ∈ Z. (2.83)
These integrals are well-defined finite expressions, and they obviously describe symme-
tries of the theory, since δ(ǫ, t) does.
It is instructive to examine what happens to the right-hand side of eq. (2.83)
under a change of variable t → 1/t. Since C+ and C− are essentially unchanged, this
gives
∆n(ǫ)g = −
∫
C
dt
2πi
tn−1δ(ǫ, 1/t)g. (2.84)
The Jacobian gives the minus sign, because C does not enclose the origin. Recall that
in Section 2.4 we introduced an operation δ¯(ǫ, t)g with the property that
δ(ǫ, 1/t)g = −δ¯(ǫ, t)g. (2.85)
Therefore
∆−n(ǫ)g =
∫
C
dt
2πi
t−n−1δ¯(ǫ, t)g, (2.86)
which is consistent with eqs. (2.45) and (2.54). Note that if we had included an extra
function f(t) in the integral defining ∆n(ǫ)g, it would violate the required symmetry
unless f(t) = f(1/t). In other words, the symmetry alone determines the integral up
to a function of t + t−1.
One consequence of this structure for the contour integrals is that when we eval-
uate commutators of the form [
∫
C1
dt1...,
∫
C2
dt2...], the result is independent of whether
C1 lies inside C2 or vice versa. The reason is that the change of variables t1 → t−11 ,
t2 → t−12 reverses inside and outside while leaving otherwise equivalent expressions.
In our subsequent calculation we will always check that commutators are the same
computed both ways, since this provides a powerful check on the algebra.
The equivalence of the contour integral (2.83) with the previous formulas for the
hidden symmetry transformations is demonstrated by deforming the contour C out to
infinity picking up the residues of any poles at t = 0 and t = ∞. If n is a positive
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integer, the only pole is at t = 0, which obviously reproduces the previous result
∆n(ǫ) = δn(ǫ). If −n is a negative integer, the only pole is at t = ∞, which gives the
previous result ∆−n(ǫ) = δ¯n(ǫ). Finally, if n = 0 there are poles at both t = 0 and at
t = ∞, so ∆0(ǫ) = δ0(ǫ) + δ¯0(ǫ). This is a simpler way to understand the results of
Section 2.4.
The calculation of the algebra of these symmetries is remarkably easy:
[∆m(ǫ1),∆n(ǫ2)]g =
∫
C1
dt1
2πi
t−m−11
∫
C2
dt2
2πi
t−n−12 [δ(ǫ1, t1), δ(ǫ2, t2)]g, (2.87)
where we should deform the contours so that either C1 is inside C2 or C2 is inside C1.
Either choice will do. Now substitute the commutator
[δ(ǫ1, t1), δ(ǫ2, t2)] =
t1δ(ǫ12, t1)− t2δ(ǫ12, t2)
t1 − t2 (2.88)
and consider the two terms separately. For the δ(ǫ12, t1) term we can evaluate the t2
integral by shrinking the contour C2 to a point. Similarly, for the δ(ǫ12, t2) term the t1
integral can be evaluated by shrinking the contour C1. Whichever of the two contours
started on the outside will give a contribution from the residue of the pole at t1 = t2.
In either case, the result is evidently
∫
C
dt
2πi
t−m−n−1δ(ǫ12, t)g = ∆m+n(ǫ12)g. (2.89)
Thus we have a complete affine current algebra, without a central term:
[∆m(ǫ1),∆n(ǫ2)] = ∆m+n(ǫ12) m, n ∈ Z. (2.90)
It is plausible, especially in view of the relationship to WZNW theory, that the algebra
of the quantum theory has a central term.
It is now clear that n is a discrete momentum-like coordinate, so it is natural to
Fourier transform to an angular coordinate σ. The charge densities J i(σ) =
∑
J ine
inσ
then satisfy the standard current algebra
[J i(σ), J j(σ′)] = 2πf ijkJ
k(σ)δ(σ − σ′). (2.91)
The “momentum” n and the “position” σ should not be confused with the physical
momentum and position. On the face of it, they are completely unrelated. Indeed, the
physical coordinate x1 describes an infinite line, whereas σ describes a circle. (Later,
we will suggest that a doubled algebra on a semicircle or line segment is a better
interpretation.)
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3 Virasoro Symmetry
3.1 The symmetry
Having found current algebra symmetries in PCM’s and SSM’s, it is plausible that they
should also contain Virasoro symmetry algebras. If the current algebra symmetries were
also present in the quantum theory, with central terms, then the Sugawara construction
would guarantee the existence of Virasoro symmetries. The trouble with this approach
is that the Sugawara construction is inherently quantum mechanical (the coefficient is
proportional to h¯−1), and we have only studied the classical theory. As long as we are
unwilling to study the quantum theory, this means that other methods are required
to find the symmetry. Of course, if we do find a Virasoro symmetry in the classical
theory, it should still be the classical counterpart of the algebra that the Sugawara
construction would provide in the quantum theory.
Virasoro-like symmetries have been claimed by other authors for PCM’s and
SSM’s [40, 41, 42]. These works appear to utilize the transformation
δg = gX˙(t)X(t)−1, (3.1)
where X˙(t) = d
dt
X(t). Therefore, let us investigate what this does to the PCM equation
of motion ∂ · A = 0. Using
δA± = D±(X˙X
−1) = ∂±(X˙X
−1) + [A±, X˙X
−1]
= −α˙±A± + (1− α±)[A±, X˙X−1], (3.2)
and ∂ · A = F+− = 0, as well as, α± = t/(1∓ t), one obtains
δ(∂ · A) = 1
t2 − 1[A+, A−]. (3.3)
Thus, this is not a symmetry. However, in the course of the calculation terms of the
form [[A+, A−], X˙X
−1] did cancel, which is encouraging. This motivates us to look for
another term that could give a compensating contribution to δ(∂ · A).
Let us now consider a transformation of the form δIg = gI, where
I =
∫ x
x0
(A+dy
+ −A−dy−) (3.4)
is the contour-independent integral that first appeared in eq. (2.25). This variation
implies that
δIA± = ±A± + [A±, I]. (3.5)
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From this it follows that
δI(∂ · A) = −[A+, A−]. (3.6)
Therefore, we deduce that the combined transformation
δV (t)g = λg(X˙X−1 +
1
t2 − 1I) (3.7)
is a classical symmetry with a spectral parameter. The coefficient λ is an arbitrary
scalar function of t, which will be chosen to have a convenient form later. An alternative
way of understanding this result is to note that
δVA± = ±λ
t
∂±
(
X˙X−1 +
I + tJ
t2 − 1
)
, (3.8)
where J is the contour-independent expression
J =
∫ x
x0
((2A+ + [A+, I])dy+ + (2A− − [A−, I])dy−). (3.9)
This makes it obvious that ∂µ(δVAµ) = 0, and that δ
V is therefore a classical symmetry.
The next step is to define δVn g in analogy with the contour integral representation
of ∆n(ǫ)g introduced in eq.(2.83):
δVn g =
∫
C
dt
2πi
t−n−1δV (t)g. = g
∫
C
dt
2πi
t−n−1λ(t)
(
X˙X−1 +
I
t2 − 1
)
. (3.10)
By the same reasoning as in Section 2.7, the change of variables t → 1/t can be used
to restrict the possibilities for λ(t). Recalling that
X(t−1) = g−1(x)X˜(t)g0, (3.11)
which was derived in Section 2.4, we see that when t→ t−1,
X˙X−1 → −t2g−1(x) ˙˜XX˜−1g(x). (3.12)
Therefore, also using gI = −I˜g,
δVn g =
∫
C
dt
2πi
tn+1λ(t−1)
(
˙˜XX˜−1 +
1
t2 − 1 I˜
)
g. (3.13)
What we want, in analogy with the current algebra case, is δVn g = δ¯
V
−ng. Since the
infinitesimal parameter of a δV transformation is a scalar, rather than a matrix, the
present problem is simpler in one respect. Specifically, whereas δ¯(ǫ, t) = δ˜(g0ǫg
−1
0 , t)
in the current algebra case, δ¯V and δ˜V are the same thing. The transformation δ˜V
transforms g−1 in the same way that δV transforms g. Thus,
δ˜Vn g = −g
∫
C
dt
2πi
tn+1λ(t−1)
(
X˙X−1 +
1
t2 − 1I
)
. (3.14)
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Now, requiring that δ˜V−n = δ
V
n gives the condition tλ(t
−1) = t−1λ(t). Therefore we set
λ(t) = (t2 − 1)f(t+ t−1). (3.15)
Then
δVn g = g
∫
C
dt
2πi
t−n−1f(t+ t−1)((t2 − 1)X˙X−1 + I) (3.16)
transforms correctly under t→ 1/t. Moreover, as we explained in Section 2.7, this will
ensure that, when we study commutators, the relative placement of contours will not
matter. It is a curious fact that if f(t+t−1) is regular at t = ±1, then the I contribution
to this integral vanishes. Its presence or absence affects which contributions arise from
poles at t = 0 and which arise from poles at t =∞.
The conserved currents associated with the hidden Virasoro symmetry of PCM’s
are given by Dµ
(
(t2 − 1)X˙X−1 + I
)
. Therefore, the corresponding conserved charges
are
QV (t) =
∫ ∞
−∞
D0
(
(t2 − 1)X˙X−1 + I
)
dx1
=
1
t
∫ ∞
−∞
∂1
(
(t2 − 1)X˙X−1 + I + tJ
)
dx1 =
1
t
(
(t2 − 1)X˙X−1 + I + tJ
)∣∣∣∞
−∞
, (3.17)
where we have used eq.(3.8) with λ = t2 − 1 (corresponding to f = 1).
3.2 The algebra
Having found the symmetry transformations, we can study the algebra generated by
∆n(ǫ) and δ
V
n . This means studying the commutators of
δ(ǫ, t)g = gXǫX−1 (3.18)
δV (t)g = g((t2 − 1)X˙X−1 + I). (3.19)
Where we have set f(t + t−1) = 1. The commutator [δ(ǫ1, t1), δ(ǫ2, t2)] was already
studied in Section 2.3, so let us now consider [δV (t1), δ(ǫ, t2)]g = [δ
V
1 , δ2]g. To begin
with, this is
[δV1 , δ2]g = δ
V
1 (gX2ǫX
−1
2 )− δ2(g((t21 − 1)X˙1X−11 + I)). (3.20)
The evaluation of this requires formulas for δV (t1)X2 and δ(ǫ, t2)I. The transformation
δ(ǫ, t2)X1 is already given in eq. (2.32).
As usual, a convenient formula for δV (t1)X2 = δ1X2 can be obtained by solving
differential equations obtained by varying the Lax pair (∂± + α2±A±)X2 = 0. The
equations are
(∂± + α2±A±)(δ
V
1 X2) + α2±(δ
V
1 A±)X2 = 0, (3.21)
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where
δV1 A± = (−β1α˙1± ± 1)A± + [A±, (1− α1±)β1X˙1X−11 + I] (3.22)
and
β1 = t
2
1 − 1. (3.23)
The easiest method of solution is to guess that the anwer has the structure.
δV1 X2 = (γaX˙1X
−1
1 + γbI + γcX˙2X−12 )X2 (3.24)
and derive equations for γa, γb, γc, which are scalar functions that are allowed to depend
on t1 and t2. Note that all of these terms vanish at x0 so the boundary condition is
already built in.
Substituting the ansatz for δ1X2 in the differential equations gives the conditions
α2±(−β1α˙1± ± 1)− α˙1±γa − α˙2±γc = 0 (3.25)
α2±γb + α2± = 0 (3.26)
(α1± − α2±)γa − α2±(1− α±)β1 = 0. (3.27)
The last two pairs of equations occur twice, so we actually are solving ten equations
for three unknowns. Fortunately, there is a solution, and it is unique:
γa =
t2(t
2
1 − 1)
t1 − t2 , γb = −1, γc =
t1(1− t22)
t1 − t2 . (3.28)
Now, let us evaluate δ(ǫ, t2)I = δ2I. Since we know from Section 2.2 that
δ2A± = ±t−12 ∂±(X2ǫX−12 ), (3.29)
we have
δ2I = 1
t2
∫ x
x0
∂µ(X2ǫX
−1
2 )dy
µ =
1
t2
(X2ǫX
−1
2 − ǫ). (3.30)
One more useful preliminary is to use
δ2X1 =
t1
t2 − t1 (X2ǫX
−1
2 X1 −X1ǫ), (3.31)
derived in Section 2.3, to deduce that
δ2(X˙1X
−1
1 ) =
t2
(t1 − t2)2 (X2ǫX
−1
2 −X1ǫX−11 ) +
t1
t2 − t1 [X2ǫX
−1
2 , X˙1X
−1
1 ]. (3.32)
Assembling the ingredients above gives
[δV1 , δ2]g =
( 1
t2
(δ(ǫ, 0)− δ(ǫ, t2)) + t2(t
2
1 − 1)
(t1 − t2)2 (δ(ǫ, t1)− δ(ǫ, t2))
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+
t1(1− t22)
t1 − t2
∂
∂t2
δ(ǫ, t2)
)
g. (3.33)
So the algebra closes. The next step is to compute
[δVm,∆n(ǫ)]g =
∫
C1
dt1
2πi
t−m−11
∫
C2
dt2
2πi
t−n−12 [δ
V
1 , δ2]g. (3.34)
Integrating by parts the ∂
∂t2
δ(ǫ, t2) term and simplifying a bit gives
[δVm,∆n(ǫ)]g =
∫
C1
dt1
2πi
t−n−11
∫
C2
dt2
2πi
t−n−12
{
1
t2
δ(ǫ, 0)
+
t2(t
2
1 − 1)
(t1 − t2)2 δ(ǫ, t1) + n
t1(1− t22)
t2(t1 − t2)δ(ǫ, t2)
}
g. (3.35)
The δ(ǫ, 0) term vanishes upon doing the t2 integration.
To make further progress we should stipulate how the contours are arranged. If
C2 is outside C1 then the entire answer comes from the δ(ǫ, t1) term:
[δVm,∆n(ǫ)]g = n
∫
C
dt
2πi
t−m−n−2(t2 − 1)δ(ǫ, t)g. (3.36)
If, on the other hand, C1 is outside C2, then the entire answer comes from the δ(ǫ, t2)
term. It is precisely the same, as we built in when we restricted the form of λ(t1).
Now let us reexpress the algebra representing ∆n(ǫ) and δ
V
m in terms of generators
Jn(ǫ) = J
i
nǫ
i and Km:
[Km, J
i
n] = n(J
i
m+n−1 − J im+n+1). (3.37)
This is to be contrasted with what one would expect for Virasoro generators Ln:
[Lm, J
i
n] = −nJ im+n. (3.38)
The Jacobi identity for (KJJ) is easily checked. The Jacobi identity for (KKJ)
is
[[Km, Kn], J
i
p] = p(m− n)(−J im+n+p−2 + 2J im+n+p − J im+n+p+2]. (3.39)
This allows us to infer that, up to terms that commute with Jn,
[Km, Kn] = (m− n)(Km+n+1 −Km+n−1). (3.40)
This can be checked by commuting the appropriate contour integrals, which is certainly
a lot more tedious. To make contact with the usual (centerless) Virasoro algebra,
suppose we identify
Kn = Ln+1 − Ln−1. (3.41)
This certainly acounts for the algebra. The more difficult question is whether there is
a realization of the Ln’s as symmetry operations of the theory. If this is not possible
then we simply have a subalgebra of Virasoro defined by Kn = Ln+1 − Ln−1.
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3.3 Non-extendability of the algebra
The following discussion concerns the Virasoro algebra V and its subalgebras. Since
the interest of this paper is in classical field theory the algebras are assumed to have
no central change. However, the considerations that follow could easily be generalized
to include one. Let us define Vp ⊂ V to be the subalgebra generated by
L(p)n = Ln − Ln+p, n ∈ Z. (3.42)
In this notation the Kn’s of the preceding subsection are given by Kn = −L(2)n−1. The
algebra of Vp is
[L(p)m ,L(p)n ] = (m− n)(L(p)m+n − L(p)m+n+p). (3.43)
Now let us examine the conditions under which V can be reconstructed from Vp.
Toward this end let us define
L(p)n (w) =
∞∑
m=0
L(p)n+mpwm. (3.44)
Rearranging terms a little bit gives
L(p)n (w) = Ln + (w − 1)
∞∑
m=1
Ln+mpw
m−1. (3.45)
Therefore, the question is whether we can define Ln in terms of the Vp generators by
the formula
Ln = lim
w→1
L(p)n (w). (3.46)
Whether or not this makes sense depends on the particular realization of the algebra
under consideration.
To illustrate that this procedure makes sense, at least sometimes, let us consider
a realization of the classical Virasoro algebra in terms of a stress tensor T (z)
Ln =
∮
dz
2πi
zn+1T (z). (3.47)
Now suppose, we were only given the quantities
L(p)n =
∮
dz
2πi
zn+1(1− zp)T (z). (3.48)
Then, using the definition above
L(p)n (w) =
∮ dz
2πi
zn+1
(
1− zp
1− wzp
)
T (z). (3.49)
26
Clearly, the limit w → 1 is well-defined in this case and gives the desired result.
Now let us try to apply this procedure to the V2 symmetry algebra of PCM’s.
Using
Kn =
∫
C
dt
2πi
t−n−1(t2 − 1)X˙(t)X(t)−1 (3.50)
and L(2)n = −Kn+1 gives
L(2)n (x) = −
∫
C
dt
2πi
t−n
(
t2 − 1
t2 − w
)
X˙(t)X(t)−1. (3.51)
Now the crucial fact is that C = C+ + C−, where C± are small circles about t = ±1.
The poles at t = ±√w must be outside of these contours. Of course, the contour can
then be deformed to have ±√w on the inside if one compensates with the appropriate
residues. Calling the deformed contour C′,
L(2)n (w) = −
∫
C′
dt
2πi
t−n
(
t2 − 1
t2 − w
)
X˙(t)X(t)−1
+
1
2
(
√
w)−n−1(w − 1)
(
X˙(
√
w)X(
√
w)−1− (−1)nX˙(−√w)X(−√w)−1
)
. (3.52)
Now, the limit w → 1 can be considered. The integral has a well-defined limit. How-
ever, the additional terms do not. X˙(t)X(t)−1 is more singular than (t2 − 1)−1 as
t → ±1. Indeed, if this were not the case the integrals that define Kn would vanish!
We conclude that V(2) is the best we can do. PCM’s do not have a complete Virasoro
symmetry algebra, and there is no stress tensor T (z) associated to the hidden sym-
metry. It would be interesting to know what the implications of this fact are for the
Sugawara construction in the quantum theory.
Let us define K(σ) =
∑
Kne
inσ and T (σ) =
∑
Lne
inσ in analogy with J(σ), which
we discussed in Section 2.7. Then the relation Kn = Ln+1 − Ln−1 implies that
T (σ) =
i
2
K(σ)
sin σ
. (3.53)
Since we actually only know the Kn’s and not the Ln’s, this can be regarded as a
definition of T (σ). The impossibility of reconstructing the Ln’s from the Kn’s now
has a simple explanation: K(σ) does not vanish at σ = 0, π. This result is surprising
inasmuch as the study of the current algebra symmetry showed perfect rotational sym-
metry in σ. Now we are discovering that σ = 0, π are actually special points, so this
rotational symmetry is not a general feature of the theory. When we study symmetric
space models in Section 5 we will discover that the points σ = 0 and σ = π have a
special status already for the current algebra in that case. By decomposing the Fourier
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series expansions of K, T , and the currents J i into sines and cosines, in the usual way,
one can replace each of them by a pair of currents on the interval 0 ≤ σ ≤ π, one
of which satisfies Neumann boundary conditions and one of which satisfies Dirichlet
boundary conditions at the ends. Doing this, one sees that the singular behavior at
σ = 0, π resides entirely in the Dirichlet part of T , which corresponds to the Neumann
part of K.
4 Non-Abelian Duality Transformation
4.1 A change of variables
In this subsection, we describe a rewriting of the 2D PCM that results from a cer-
tain non-linear and non-local change of variables, which we interpret as a non-abelian
duality transformation. Two different non-abelian duality transformations have been
considered previously in the literature, both of which introduce a Lie-algebra valued
field φ(x) that is “dual” to g(x). The first, given by A± = ±∂±φ, implements ∂ ·A = 0
as a Bianchi identity, and satisfies an equation of motion determined by F+− = 0.
Nappi has shown that the theory expressed in terms of φ, though classically equivalent
to the PCM, is inequivalent at the quantum level [57]. An alternative duality trans-
formation is given by A± = ±D±φ, which is also consistent with ∂ · A = F+− = 0.
Fridling and Jevicki studied this (for the special case of SU(2)) and showed (using path
integral methods) that it is quantum mechanically equivalent to the original PCM [58].
This was further elaborated upon by Fradkin and Tseytlin [59].
The transformation we will consider differs from the previous ones in two impor-
tant respects. (Its quantum properties are beyond the scope of this paper.) First, the
transformation contains a free parameter. Second, the dual field is group valued like
the original field (rather than Lie-algebra valued). The change of variables is motivated
by the structure of the hidden symmetry δg = gXǫX−1. This suggests considering a
new group-valued variable
g′ = gX(u), −1 < u < 1. (4.1)
The transformation is parametrized by u (and an implicit base point x0). X(u) is very
singular for u = ±1, so it is important that those values are excluded. Restriction
to the interval −1 < u < 1 ensures that there is a convergent series expansion about
u = 0, though this fact will not be utilized.
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The classical equation of motion that g′ satisfies is easy to deduce. Using ∂±X =
−α±(u)A±X , one finds that
A˜′± = (1− α±(u))A˜±, (4.2)
where, as before,
A˜± = g∂±g
−1 and A˜′± = g
′∂±g
′−1. (4.3)
Substituting in the equation of motion ∂+A˜−+∂−A˜+ = 0, and using α±(u) = u/(u∓1),
gives
(1 + u)∂+A˜
′
− + (1− u)∂−A˜′+ = 0. (4.4)
Equivalently, defining A′± = g
′−1∂±g
′, one can write
(1− u)∂+A′− + (1 + u)∂−A′+ = 0. (4.5)
The interesting fact is that this equation of motion is obtained from the action
Su(g
′) = SPCM(g
′) + uSWZ(g
′), (4.6)
where SWZ denotes the standard Wess–Zumino term. The values u = ±1, which we
are not allowed to use, correspond to Wess–Zumino–Novikov–Witten (WZNW) theory.
This fact is evident from the structure of the equations of motion given above. Thus,
we have shown that for all values of u, other than ±1, Su describes the same classical
theory as S0 = SPCM . The addition of a WZ term has been interpreted as introducing
torsion on the group manifold in ref. [60].
In order to better understand the significance of this change of variables, it is
instructive to consider a trivial free scalar field theory with L = ∂+ϕ∂−ϕ. Identifying
g = expϕ and writing a general classical solution as ϕ+(x+) +ϕ−(x−), one sees that a
u transformation corresponds to
ϕ′ = (1− α+)ϕ+ + (1− α−)ϕ− + const. = 1
1− u2 (ϕ− uϕ˜) + const. , (4.7)
where ϕ˜ = ϕ+−ϕ−. Thus a u transformation mixes ϕ with its dual ϕ˜, and a complete
interchange corresponds to u→∞. Rescaling by a factor of 1 − u2, one sees that the
theory at u = ±1 describes a chiral boson. Therefore, in a sense, one could say that the
theory of a free chiral boson is an abelian WZNW theory. Of course, the Wess–Zumino
term vanishes in this case. The conclusion, in general, is that a u transformation can
be regarded as implementing a non-abelian duality transformation.
Even though the only purpose of this paper is to analyze classical theories, we
would be remiss not to insert a comment about quantum physics at this point. As
29
is well-known [61], in the quantum theory the coefficient of the Wess–Zumino term
should be an integer k. The parameter u that we have introduced is the ratio of the
coefficients of the PCM term and the WZ term. It is this ratio that is ±1 for WZNW
theory [53, 54, 55]. So, in general, for the quantum theory
Sk,u = k
(1
u
SPCM + SWZ
)
. (4.8)
Based on our experience with WZNW theory, it is plausible that the quantum theory
does depend on the choice of k. Moreover, it would not be surprising to discover
that the quantum-mechanical central extension of the infinite-dimensional symmetry
algebras Gˆ and V2 are controlled by k. A possible approach to thinking about these
issues, which has been very fruitful for WZNW theory [55], would be to seek fermionic
formulations that are equivalent at the quantum level. Some possibilities along these
lines have been discussed in the literature [62, 63].
4.2 Current algebra symmetry of the u-transformed theory
Rather than tracing through what the hidden symmetry of the u = 0 theory implies
for the u-transformed theory, let us discover the hidden symmetry of the transformed
theory directly by generalizing the discussion of Section 2.5 Now let’s take u to have
a fixed value and introduce a spectral parameter t, just as we did in the case of u = 0.
From now on, the prime is dropped in the u-transformed theory. As before, we begin
by determining a Lax pair
(∂± + α±(t, u)A±)X(t, u) = 0, (4.9)
where α±(t, u) and X(t, u) should reduce to the expressions given in Section 2.2 when
we set u = 0. Using the equation of motion (4.5) and the Bianchi identity F+− = 0, it
is easy to see that the compatibility condition for the Lax pair is
1 + u
α+
+
1− u
α−
= 2. (4.10)
There are many different ways to parametrize solutions to this equation. The one that
will prove most convenient for our purposes is
α±(t, u) =
t
t− σ±(u) , (4.11)
σ+(u) =
√
1− u
1 + u
, σ−(u) = −
√
1 + u
1− u. (4.12)
5This has been done previously (in the supersymmetric case!) by Chau and Yen [64].
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The branches are unambiguous for the range of values −1 < u < 1 that we allow. As
before, we set
δ(ǫ, t)g = gX(t, u)ǫX(t, u)−1, (4.13)
where
X(t, u) = P exp{−
∫ x
x0
(α+A+dy
+ + α−A−dy
−)} (4.14)
is contour independent. These are the same formulas as before except that u depen-
dence is now introduced via the quantities α±(t, u). Note that X(t, u) has a convergent
power series expansion about t = 0 for |t| < min
(√
1−u
1+u
,
√
1+u
1−u
)
. This circle shrinks to
a point as u→ ±1, corresponding to WZNW theory.
Next, we analyze the commutator [δ(ǫ1, t1), δ(ǫ2, t2)] by the same procedure as
before. Let us again use the short-hand notation αi± = α±(ti, u), Xi = X(ti, u), etc.
Then using
δ1A± = (1− α1±)[A±, η1] (4.15)
and varying the Lax pair one can derive
(∂± + α2±A±)δ1X2 = α2±(α1± − 1)[A±, η1]X2 (4.16)
and
(∂± + α2±A±)(η1X2 −X2ǫ1) = (α2± − α1±)[A±, η1]X2. (4.17)
Now comes the step that depends on the specific choice of parametrization of α±(t, u).
With the choice given, one has
α2±(α1± − 1) = t2
t1 − t2 (α2± − α1±). (4.18)
This enables us to conclude, just as we did in the u = 0 case, that
δ1X2 =
t2
t1 − t2 (η1X1 −X2ǫ1). (4.19)
Both sides of this equation satisfy the same differential equations and boundary con-
ditions (at x = x0), which implies the equality. It now follows, step-by-step as before,
that
[δ(ǫ1, t1), δ(ǫ2, t2)]g =
t1δ(ǫ12, t1)− t2δ(ǫ12, t2)
t1 − t2 g. (4.20)
The additional transformation δ¯(ǫ, t) can also be introduced as before.
One shouldn’t be surprised, perhaps, that the u-transformed theory has the same
symmetry algebra as the untransformed one. There is one aspect of the result that is a
bit surprising, however. The realization of the affine current algebra symmetry obtained
this way is not the same as the one obtained by applying the u transformation to the
symmetry of the u = 0 theory.
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5 Symmetric Space Models
5.1 Basic facts and formalism
Let G be a simple Lie group and H a subgroup. Then the Lie algebra G can be
decomposed into the Lie algebra H and its orthogonal complement K, which contains
the generators of the coset G/H . G/H is called a symmetric space if [K,K] ⊂ H –
that is, if the commutator of any pair of coset generators belongs to the subalgebra H.
In this section we wish to describe symmetric space models (SSM) analogous to the
PCM’s of the preceding sections. One point that should be noted right away is that
when G is simple PCM’s and SSM’s are distinct. Neither is a special case of the other,
and there are no non-abelian theories that belong to both categories. Later, we will
discuss how to use a non-simple group to formulate PCM’s as SSM’s. This will have
interesting consequences.
Let us now restrict attention to the case of a simple group G. For a physi-
cally acceptable theory (with positive kinetic energy), the generators in K should all
be hermitian (non-compact case) or antihermitian (compact case). This allows two
classes of SSM’s – compact and noncompact. The ones that occur in supergravity
and superstring theories are always noncompact. A non-compact SSM is very easy
to describe, since there is a unique symmetric space associated to G that is physi-
cally acceptable. It is given by G/H , where H is the maximal compact subgroup of
G. The proof is trivial. The generators of H are antihermitian and those of K are
hermitian. Therefore, since the commutator of two hermitian matrices is antihermi-
tian, [K,K] ⊂ H. Compact symmetric spaces can be put in one-to-one correspon-
dence with these non-compact ones. They are given by the anti-hermitian part of the
complexification of G. In other words, all the generators of K are multiplied by a
factor of i. By far the most commonly studied SSM’s are the compact ones based on
Sn = O(n+ 1)/O(n) and CP n = U(n + 1)/U(n)× U(1). The former is usually called
“the nonlinear sigma model.” The corresponding non-compact symmetric spaces are
O(n, 1)/O(n) and U(n, 1)/U(n)×U(1). Much of what is known about the subject has
been learned from these examples. The discussion that follows applies to an arbitrary
non-compact symmetric space based on a simple group G. Later, we will indicate what
changes are required for the compact case and discuss a class of examples based on
groups that are not simple.
Let g(x) be an arbitrary G-valued field, just as for a PCM. To construct an SSM,
we associate local H symmetry with left multiplication and global G symmetry with
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right multiplication. Thus, we require invariance under infinitesimal transformations
of the form
δg = −h(x)g + gǫ h ∈ H, ǫ ∈ G. (5.1)
It is evident that
g∂µg
−1 = Pµ +Qµ (5.2)
is G invariant and Lie-algebra valued. Pµ, the hermitian part, is K-valued and Qµ, the
anti-hermitian part, is H-valued. Defining Dµg = (∂µ +Qµ)g, we have
(Dµ + Pµ)g = 0. (5.3)
From this we can deduce the Bianchi identity [Dµ + Pµ,Dν + Pν ] = 0. Separating H
and K components gives the well-known formulas
DµPν −DνPµ = 0 (5.4)
∂µQν − ∂νQµ + [Qµ, Qν ] + [Pµ, Pν ] = 0. (5.5)
As we have already noted, Pµ and Qµ are invariant under global G transforma-
tions. Under local H transformations (δg = −hg)
δQµ = Dµh and δPµ = [Pµ, h]. (5.6)
Thus Qµ transforms like an H gauge field. Now let us define
Aµ = −2g−1Pµg, (5.7)
which is evidently invariant under local H transformations. Note that g, like a vielbein
in general relativity, is used to convert a local H tensor to a global G tensor (or vice-
versa). Using
Pµ =
1
2
(g∂µg
−1 + ∂µg
−1†g†), (5.8)
it is easy to show that
Aµ =M
−1∂µM, (5.9)
where
M = g†g. (5.10)
M parametrizes the symmetric space G/H without extra degrees of freedom. The
construction is analogous to forming the metric tensor out of the vielbein in general
relativity. Since Aµ is written in a form that is pure gauge, it is obvious that
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] = 0. (5.11)
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Let us now define a classical field theory in flat space-time based on the non-
compact symmetric space G/H by
L = ηµνtr(AµAν) = 4ηµνtr(PµPν), (5.12)
and vary this to find the equation of motion. Under an arbitrary infinitesmal variation
g−1δg = η(x) ∈ G we have
δM = η†M +Mη, (5.13)
which implies that
δAµ = Dµ(η +M
−1η†M). (5.14)
Note that we define D = ∂ + A, whereas D = ∂ +Q. We now have
δL = 2 tr[AµDµ(η +M−1η†M)] = 2 tr[Aµ∂µ(η +M−1η†M)]. (5.15)
This unambiguously implies that the equation of motion is ∂µA
µ = 0. In terms of M
this becomes
∂µ∂
µM = (∂µM)M−1(∂µM). (5.16)
5.2 Hidden symmetry
Now we are ready to restrict attention two dimensions and look for the hidden sym-
metry of SSM’s. Since we have ∂ ·A = 0 and F+− = 0, just as for PCM’s, we can once
again form the Lax pair
(∂± + α±A±)X = 0, (5.17)
with
α±(t) =
t
t∓ 1 (5.18)
and solve for X :
X(t) = P exp
(
−
∫ x
x0
(α+A+dy
+ + α−A−dy
−)
)
. (5.19)
The obvious guess now is that, just as for PCM’s, the hidden symmetry is described by
δg = gη with η = X(t)ǫX(t)−1, where ǫ is an arbitrary infinitesimal constant element
of the Lie algebra G, that is
δg = gX(t)ǫX(t)−1. (5.20)
To test the conjectured symmetry, we must examine whether δ(∂ ·A) = 0. Using
eq. (5.14)
δ(∂ · A) = ∂ ·Dη + ∂ ·D(M−1η†M). (5.21)
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By comparison with the PCM case, we know that ∂ ·Dη vanishes, so we need to examine
the second term. It may be rewritten as
∂ ·D(M−1η†M) = ∂µ(M−1∂µη†M). (5.22)
Substituting
∂±η
† = α±[A
†
±, η
†], (5.23)
and using ∂ · A = 0 and α+ + α− = 2α+α−, it is easy to see that this vanishes.
Alternatively, one can note that
δA± = D±(η +M
−1η†M) = ±∂±(t−1η + tM−1η†M), (5.24)
and so δ∂ · A = 0 vanishes. Thus, we have indeed found the desired symmetry.
The conserved currents associated with the hidden current algebra symmetry of
SSM’s are given by Dµ(η+M
−1η†M). Therefore, the corresponding conserved charges
are
Q(ǫ, t) =
∫ ∞
−∞
D0(η +M
−1η†M)dx1
=
∫ ∞
−∞
∂1
(1
t
η + tM−1η†M
)
dx1 =
(
1
t
η + tM−1η†M
) ∣∣∣∞
−∞
, (5.25)
where we have used eq.(5.24).
Next we should examine the algebra [δ1, δ2]g, where δi = δ(ǫi, ti). We know from
the PCM analysis that the key step is to find a useful expression for δ1X2 by varying
(∂± + α2±A±)X2 = 0. This gives the differential equations
(∂± + α2±A±)δ1X2 + α2±D±(η1 +M
−1η†1M)X2 = 0. (5.26)
As before, we seek a solution of these equations satisfying the boundary condition
δ1X2|x0 = 0. Conjecturing that the extra term has the form
(δ1X2)extra = λ(M
−1η†1MX2 −X2M−10 ǫ†1M0) (5.27)
leads to the conditions
(λ+ α2±)α1± + λ(α2± − 1) = 0, (5.28)
which is solved by
λ =
t1t2
1− t1t2 (5.29)
Therefore the unique solution is
δ1X2 =
t2
t1 − t2 (η1X2 −X2ǫ1) +
t1t2
1− t1t2 (M
−1η†1MX2 −X2M−10 ǫ†1M0), (5.30)
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where M0 = M(x0). The first term is the one we found for PCM’s. The second term,
which is new, is required to compensate for the extra piece of δAµ that occurs for
SSM’s.
Now we can analyze the algebra by substituting δ1η2 = [δ1X2 ·X−12 , η2] into
[δ1, δ2]g = g([η1, η2] + δ1η2 − δ2η1). (5.31)
This gives the result
[δ1, δ2]g = g
(
t1η(ǫ12, t1)− t2η(ǫ12, t2)
t1 − t2
)
+ δ′g + δ′′g, (5.32)
where
δ′g =
t1t2
1− t1t2g([M
−1η†1M, η2]− [M−1η†2M, η1]), (5.33)
δ′′g =
t1t2
1− t1t2 g(X2ǫ
′
12X
−1
2 −X1ǫ′21X−11 ), (5.34)
and
ǫ′12 =M
−1
0 ǫ
†
1M0ǫ2 − ǫ2M−10 ǫ†1M0. (5.35)
The first term is the PCM result, so we need to interpret δ′g and δ′′g. The key
step is to rewrite δ′g in the form δ′g = −h12(x)g, where
h12(x) = (g
†)−1(η†1Mη2 − η†2Mη1)g−1 + g(η1M−1η†2 − η2M−1η†1)g†. (5.36)
Since h12 is an anti-hermitian element of the Lie algebra, h12 ∈ H. This means that
δ′g is a local H transformation. In particular, since M is invariant under local H
transformations, δ′M = 0. Thus, restricted to M , the symmetry algebra is the pure
current algebra result plus the δ′′ contribution. Specifically,
[δ1, δ2]M =
t1δ(ǫ12, t1)− t2δ(ǫ12, t2)
t1 − t2 M +
t1t2
1− t1t2 (δ(ǫ
′
12, t2)− δ(ǫ′21, t1))M. (5.37)
The second term is a bit of a surprise, since it is frequently asserted that the symmetry
of SSM’s is Gˆ. However, this is not precisely correct. The extra term is very important,
and must not be dropped. In section 6.4 we will argue that without the extra term
we would be confronted with paradoxes. The result obtained here has been found
previously for the particular case of the Sn non-linear sigma models by Wu and also
by Jacques and Saint-Aubin [52].
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5.3 Compact symmetric space models
The analysis in the preceding sections applies to non-compact SSM’s. As we have said,
for simple groups G each compact SSM is the partner of a non-compact one. In the
compact case, the matrices g(x) are unitary, and so the formulaM = g†g is certainly not
appropriate. Fortunately, this formula can be rewritten in a form that does generalize
suitably. The key fact is that symmetric spaces have an involutive automorphism. This
means that to each non-compact Lie group G with maximal compact subgroup H we
can associate a constant matrix L, satisfying L2 = 1, such that L commutes with the
elements of H and anticommutes with elements of K. Now let us define
g˜ = Lg−1L. (5.38)
This is the same as g† in the non-compact case, but when we pass to the corresponding
compact group (by multiplying the coset generators by i) it differs from g†. Therefore,
the definition
M = g˜g (5.39)
agrees with the previous formula in the non-compact case and is a plausible formula in
the compact case, too. M defined this way is an element of G satisfying the restriction
M˜ = M . This is just what is required to represent a general element of the coset
manifold.
Let us illustrate what has just been said with a couple of examples. The non-
compact group O(m,n) has maximal compact subgroup O(m)×O(n). In this example
the matrix L is
L =
(
1m 0
0 −1n
)
, (5.40)
where 1m denotes an m × m unit matrix. For the corresponding compact SSM,
O(m + n)/O(m) × O(n), the matrix M is an O(m + n) element that is subject to
the restriction M = M˜ , which implies that ML is symmetric. A second class of
non-compact symmetric spaces is described by Sp(2n, IR)/U(n). In this case the cor-
responding compact space USp(2n)/U(n) is described using
L = i
(
0 1n
−1n 0
)
. (5.41)
This time M˜ = M implies that ML is hermitian. For n = 1 these are the same as
SL(2,R)/SO(2) and SU(2)/U(1), respectively.
Because of the relationship between non-compact and compact SSM’s described
above, the derivation of the hidden symmetry and its algebra is easily extended to the
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compact case. All that is required is to make the replacements g† → g˜ and η† → η˜ =
−LηL in the formulas of the preceding subsection.
5.4 Principal chiral models as symmetric space models
Chau and Hou have pointed out that a PCM with compact Lie group G can be recast
as a (G× G)/G SSM [65]. Their argument goes as follows. Let us write an arbitrary
element of G×G in the form
gS(x) =
(
gL(x) 0
0 gR(x)
)
, (5.42)
and consider the SSM that corresponds to the involutive automorphism
L =
(
0 1
1 0
)
. (5.43)
Then, using the formulas of the preceding subsection,
g˜S = Lg
−1
S L =
(
g−1R 0
0 g−1L
)
, (5.44)
and
M = g˜SgS =
(
g−1R gL 0
0 g−1L gR
)
. (5.45)
The subgroup consists of “diagonal” elements for which gL = gR. Next define g(x) =
gR(x)
−1gL(x), so that
M(x) =
(
g(x) 0
0 g(x)−1
)
. (5.46)
Then
ASµ =M
−1∂µM =
(
g−1∂µg 0
0 g∂µg
−1
)
=
(
Aµ 0
0 A˜µ
)
. (5.47)
The notation consists of attaching a subscript S to all matrices that are 2 × 2 blocks
(except for M and L). We now have
L = tr(AµSASµ) = tr(AµAµ) + tr(A˜µA˜µ) = 2tr(AµAµ), (5.48)
which describes the PCM for the group G.
This reformulation of a PCM as an SSM provides a new perspective on the
symmetry algebra of SSM’s obtained in the preceding subsection. If the result there
had been an affine current algebra, without the extra piece that we found, then this
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reformulation of the PCM would imply that it has Gˆ × Gˆ symmetry – like a WZNW
theory! We know that a PCM has one Gˆ algebra, but it certainly does not have two, so
it is fortunate that the symmetry algebra of an SSM is not a usual affine algebra. To
make an iron-clad case, we now propose to show that the peculiar symmetry algebra of
SSM’s that we have found is exactly what is required in order to reproduce the known
(non-controversial) symmetry of PCM’s.
The symmetry of the PCM, formulated as an SSM, is given by
δS(ǫS, t)M =MηS + η˜SM, (5.49)
where
ηS = XS(t)ǫSXS(t)
−1 and η˜S = −LηSL (5.50)
ǫS =
(
ǫL 0
0 ǫR
)
(5.51)
XS(t) = P exp(−
∫ x
x0
(α+AS+dy
+ + α−AS−dy
−)). (5.52)
All these formulas are block diagonal. Moreover, the upper and lower blocks of δSM
give equivalent formulas, namely
δSg = gXǫLX
−1 − X˜ǫRX˜−1g = (δ(ǫL, t) + δ˜(ǫR, t))g, (5.53)
where we have recognized the transformations δ and δ˜ defined in Section 2. The
question now is whether
[δS1, δS2]g = [δS(ǫS1, t1), δS(ǫS2, t2)]g, (5.54)
as determined by eq. (5.37) agrees with
[δ′S1, δ
′
S2]g = [δ(ǫL1, t1) + δ˜(ǫR1, t1), δ(ǫL2, t2) + δ˜(ǫR2, t2)]g, (5.55)
as determined by the formulas of Section 2. The first term in eq. (5.37) and the [δ, δ]
and [δ˜, δ˜] pieces of [δ′S1, δ
′
S2] certainly do match. Therefore, we need to compare the
second term in eq. (5.37) with the cross terms in [δ′S1, δ
′
S2].
According to eq. (2.82), so painstakingly derived in Section 2.6, the cross terms
are
([δ(ǫL1, t1), δ˜(ǫR2, t2)] + [δ˜(ǫR1, t1), δ(ǫL2, t2)])g
=
t1t2
1− t1t2
(
δ(ǫ′12, t1) + δ˜(g0ǫ
′
12g
−1
0 , t2)− δ(ǫ′21, t2)− δ˜(g0ǫ′21g−10 , t1)
)
g, (5.56)
where
ǫ′12 = ǫL1g
−1
0 ǫR2g0 − g−10 ǫR2g0ǫL1, ǫ′21 = ǫL2g−10 ǫR1g0 − g−10 ǫR1g0ǫL2. (5.57)
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On the other hand, the contribution to [δS1, δS2]g from the second term in eq. (5.37) is
− t1t2
1− t1t2
(
δS(ǫ
′
S12, t2)− δS(ǫ′S21, t1)
)
M. (5.58)
The upper block of this gives (using eq. (5.53))
− t1t2
1− t1t2
(
δ(ǫ′L12, t2) + δ˜(ǫ
′
R12, t2)− δ(ǫ′L21, t1)− δ˜(ǫ′R21, t1)
)
g. (5.59)
Now we must compare the expressions (5.56) and (5.59). What is required for them to
agree is
ǫ′L12 = ǫ
′
21, ǫ
′
R12 = −g0ǫ′12g−10 , (5.60)
and two more relations obtained by interchanging the indices 1 and 2. To understand
how these arise, one must substitute M0 =
(
g0 0
0 g−10
)
and ǫ =
(
ǫL 0
0 ǫR
)
into eq.
(5.35). The upper block then gives
ǫ′L12 = g
−1
0 ǫ˜L1g0ǫL2 − ǫL2g−10 ǫ˜L1g0. (5.61)
Since ǫ˜ = −LǫL implies that ǫ˜L1 = −ǫR1, these substitutions give the desired relations,
which completes the proof. The conclusion of this exercise is that the new term in the
SSM symmetry algebra is exactly what is required to ensure that when the PCM is
formulated as an SSM, its symmetry algebra is the usual one.
5.5 Interpretation of the algebra
In the preceding subsection we learned that an SSM based on G × G is equivalent to
a PCM for the group G. This suggests that if the symmetry of a PCM is the current
algebra derived in Section 2, the symmetry of an SSM should be half as large. The
purpose of this subsection is to make this statement precise.
Let us begin by defining
∆n(ǫ)g =
∫
C
dt
2πi
t−n−1δ(ǫ, t)g, (5.62)
just as we did for PCM’s. Then it is straightforward to transcribe the algebra in eq.
(5.37) in terms of these symmetry transformations. One finds that (up to local H
transformations)
[∆m(ǫ1),∆n(ǫ2)] = ∆m+n(ǫ12) + ∆n−m(ǫ
′
12). (5.63)
At first sight this appears to be ambiguous. Depending on how one chooses contours,
the second term is either ∆n−m(ǫ
′
12) or −∆m−n(ǫ′21). We will discover, however, that
they are the same, so there is no ambiguity.
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It is now convenient (but not essential) to choose the gauge M0 = 1. The signifi-
cance of doing this was explained for PCM’s in Section 2.4. The same sort of reasoning
applies here. With this choice ǫ′12 = [ǫ˜1, ǫ2], which is the same as [ǫ1, ǫ2] if ǫ1 ∈ K and
as −[ǫ1, ǫ2] if ǫ1 ∈ H.
The mixing of the positive and negative modes implies that we do not have a
standard affine current algebra Gˆ, but rather a generalization, which we propose to
call GˆH . The idea is that the currents
J i(σ) =
∞∑
−∞
J ine
inσ, (5.64)
defined on a circle, should be replaced by a pair of currents on the semicircle (or line
segment) 0 ≤ σ ≤ π
J iN(σ) = J
i
0 +
∞∑
n=1
cosnσ(J in + J
i
−n) and J
i
D(σ) = i
∞∑
n=1
sinnσ(J in − J i−n). (5.65)
The way to account for eq.(5.63) is to now impose the boundary conditions
J i′(0) = J i′(π) = 0 for J i ∈ H and J i(0) = J i(π) = 0 for J i ∈ K. (5.66)
This means that the H currents satisfy Neumann boundary conditions (J in = J i−n) and
the K currents satisfy Dirichlet boundary conditions (J in = −J i−n) at the two ends.
Thus the mode expansions become
J i(σ) = J i0 + 2
∞∑
n=1
cosnσJ in for J
i ∈ H (5.67)
J i(σ) = 2i
∞∑
n=1
sin nσJ in for J
i ∈ K. (5.68)
In terms of modes, local current algebra on the line segment then implies
[J im, J
j
n] = f
ij
k(J
k
m+n + J
k
m−n) for J
j
n ∈ H (5.69)
[J im, J
j
n] = f
ij
k(J
k
m+n − Jkm−n) for J jn ∈ K, (5.70)
which corresponds to what we have found in eq.(5.63). In particular, we have the
desired relation ∆n−m(ǫ
′
12) = −∆m−n(ǫ′21), which ensures independence from how the
contours are arranged in the commutator.
Note that the algebra presented here only contains zero modes for the subalgebra
H, whereas we know that an SSM has a full global G symmetry. The explanation of
this is that the K zero modes have been used up by the gauge choice M0 = 1. It is
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instructive to study the algebra of zero modes in some detail when M0 is unrestricted
to see how the separation of the H generators and the K generators is achieved. The
analysis is analogous to that given for PCM’s at the end of Section 2.4. Let us define
δ(ǫ)g = gǫ and δ¯(ǫ) = gM−10 ǫ
†M0, and rewrite these formulas in the more symmetrical
way
δg = gg−10 ǫ˜g0 and δ¯g = gg
−1
0 ǫ˜
†g0, (5.71)
where ǫ˜ = g0ǫg
−1
0 and M0 = g
†
0g0. (This use of a tilde is different from the one in
Section 5.3. We are only considering non-compact SSM’s here.) Next we note that
δg0 = ǫ˜g0 and δ¯g0 = ǫ˜
†g0, and use these equations to compute the various commutators
[δ(ǫ1), δ(ǫ2)]g = gg
−1
0 [ǫ˜1, ǫ˜2]g0 (5.72)
[δ(ǫ1), δ¯(ǫ2)]g = gg
−1
0 [ǫ˜
†
2, ǫ˜
†
1]g0 (5.73)
[δ¯(ǫ1), δ¯(ǫ2)] = gg
−1
0 ([ǫ˜
†
2, ǫ˜
†
1] + [ǫ˜
†
2, ǫ˜1] + [ǫ˜2, ǫ˜
†
1])g. (5.74)
The next step is to identify the transformation that corresponds to the zero modes
of GˆH . The correct identification turns out to be
∆0(ǫ) =
1
2
(
δ(ǫ)− δ¯(ǫ)
)
, (5.75)
with ǫ˜ ∈ H. To see this, note that
[∆0(ǫ1), δ¯(ǫ2)] =
1
2
gg−10 ([ǫ˜1, ǫ˜
†
2] + [ǫ˜
†
1, ǫ˜2])g0. (5.76)
vanishes when ǫ˜1 ∈ H and ǫ˜2 ∈ K, since then ǫ˜1 is antihermitian and ǫ˜2 is hermitian.
In this way we have divided the transformations into H transformations ∆0 and K
transformations δ¯ that commute with one another, which is what is required. Also
note that
[∆0(ǫ1),∆0(ǫ2)]g =
1
4
gg−10 ([ǫ˜1, ǫ˜2] + [ǫ˜
†
1, ǫ˜
†
2]− [ǫ˜1, ǫ˜†2]− [ǫ˜†1, ǫ˜2])g0. (5.77)
The right-hand side of this equation simplifies to ∆0(ǫ12)g when ǫ˜1, ǫ˜2 ∈ H, as it should.
The story is completed by noting that [∆m(ǫ1), δ¯(ǫ2)] = 0 for all m when ǫ1 ∈ H
and ǫ2 ∈ K. The commutator [δ¯(ǫ1), δ¯(ǫ2)] for ǫ˜1, ǫ˜2 ∈ K is not readily identified.
However, whatever it is, the Jacobi identity ensures that it too commutes with ∆m(ǫ)
for ǫ ∈ H. The δ¯ transformations for K are just sufficient to make the gauge choice
M0 = 1. Once this is done ∆0(ǫ) simplifies to ∆0(ǫ)g =
1
2
g(ǫ− ǫ†) = gǫ for ǫ ∈ H.
The relationship between the current algebra symmetries of a PCM with group G
and its description as a G×G/G SSM has a simple explanation. In the latter descrip-
tion, both the subgroup and the coset currents belong to G. The subgroup currents
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are expanded on the interval 0 ≤ σ ≤ π in cosines to implement Neumann boundary
conditions, and the coset currents are expanded in sines to implement Dirichlet bound-
ary conditions. Viewed as a PCM, these are equivalent to an arbitrary Fourier series
expansion of G currents on the circle 0 ≤ σ ≤ 2π, as was pointed out at the end of
Section 3.3. The discussion of zero modes presented above, when applied to the SSM
G × G/G described in Section 5.4, is equivalent to the one presented at the end of
Section 2.4 for PCM’s.
5.6 Virasoro symmetry
It is interesting to analyze the Virasoro symmetry of SSM’s. The natural guess for the
symmetry transformation is that it is the same formula as for PCM’s, namely
δV (t)g = gηV = g
(
(t2 − 1)X˙(t)X(t)−1 + I
)
. (5.78)
Using eqs. (5.9) and (5.14)
δVAµ = DµηV +M
−1∂µη
†
VM. (5.79)
We already know from the study of PCM’s that the first term preserves ∂ · A = 0, so
the only thing left to check is whether the second one does too.
To study ∂µ(M−1∂µη
†
VM), we first derive
M−1∂±η
†
VM = ((1− t2)α˙± ± 1)A± + α±(t2 − 1)[A±,M−1(X˙X−1)†M ]. (5.80)
Then, using ∂−A+ = −∂+A− = 12 [A+, A−], we obtain
∂µ(M−1∂µη
†
VM) =
(
1 + (t2 − 1)(−1
2
α˙+ +
1
2
α˙− + α+α˙− + α−α˙+)
)
[A+, A−]
+ (t2 − 1)(α+α− − 1
2
α+ − 1
2
α−)
[
[A+, A−],M
−1(X˙X−1)†M
]
. (5.81)
The coefficients of both terms are zero, so the symmetry is verified.
The conserved charges associated with the hidden Virasoro symmetry of SSM’s
contain the result given for PCM’s in eq. (3.17) plus an additional contribution given
by
∫ ∞
−∞
D0(M
−1((t2−1)(X˙X−1)†+I)Mdx1 = 1
t
∫ ∞
−∞
∂1((t
2−1)M−1(X˙X−1)†M −I)dx1.
(5.82)
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Adding this to the expression in eq. (3.17) gives the result
QV (t) =
(
J + t
2 − 1
t
(X˙X−1 +M−1(X˙X−1)†M)
)∣∣∣∞
−∞
. (5.83)
The more challenging calculation is the algebra of commuting a Virasoro symme-
try with a current algebra symmetry. In others words, we wish to evaluate
[δV1 , δ2]g = [δ
V (t1), δ(ǫ1, t2)]g. (5.84)
using eqs. (5.78) and (5.20). In the first instance, the commutator is
[δV1 , δ2]g = g[(t
2
1 − 1)X˙1X−11 + I, X2ǫX−12 ] + gδV1 (X2ǫX−12 )
− gδ2
(
(t21 − 1)X˙1X1 + I
)
. (5.85)
To make further progress, we need convenient expressions for δV1 X2, δ2X1, and δ2I.
The formula for δ2X1 has already been obtained in eq. (5.30). δ
V
1 X2 was found in eqs.
(3.24) and (3.28) for PCM’s. However, now it is expected to acquire additional terms.
The appropriate formulas, obtained by the usual methods, are
δ2X1 =
t1
t2 − t1 (η2 − η1)X1 + λ(M
−1η†2MX1 −X1M−10 ǫ†M0) (5.86)
δ2I =
1
t2
(η2 − ǫ) + t2(M−1η†2M −M−10 ǫ†M0) (5.87)
δV1 X2 = (γaX˙1X
−1
1 + γcX˙2X
−1
2 − I)X2 − λ(1− t22)X˙2
− λ(1− t21)M−1(X˙1X−11 )†MX2, (5.88)
where ηi = XiǫX
−1
i , γa and γc are given in eq. (3.28), and λ is given in eq. (5.29).
Using the formulas above we find that
[δV1 , δ2]g = δg + δ
′g + δ′′g, (5.89)
where δg is the result obtained for PCM’s in eq. (3.33), δ′g is a local H transformation
which may be dropped, and δ′′g contains new terms which must be kept. Explicitly,
δg =
( 1
t2
(δ(ǫ, 0)− δ(ǫ, t2)) + t2(t
2
1 − 1)
(t1 − t2)2 (δ(ǫ, t1)− δ(ǫ, t2))
+
t1(1− t22)
t1 − t2
∂
∂t2
δ(ǫ, t2)
)
g. (5.90)
δ′g = (1− t21)λ(g†)−1
(
η†2MX˙1X
−1
1 − (X1X−11 )†Mη2
)
g−1
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+(1− t21)λg(η2M−1(X˙1X−11 )† − X˙1X−11 M−1η†2)g
+ (1− t21)
∂
∂t1
(
λ((g†)−1η†2 − gη2g−1)
)
− t2
(
(g†)−1η†2g
† − gη2g−1)
)
g (5.91)
and
δ′′g = g
(
(1− t21)
∂λ
∂t1
η2 − t2η2 − (1− t22)λ
∂η2
∂t2
+ t2M
−1
0 ǫ
†M0
− (1− t21)
∂λ
∂t1
X1M
−1
0 ǫ
†M0X
−1
1
)
. (5.92)
The crucial question becomes what δ′′g contributes to [δVm, δn(ǫ)]g, when we insert it
into the appropriate contour integrals, or, equivalently, what it contributes to [Km, J
i
n].
Again, depending on how the contours are arranged, the full answer is given by the
first three terms or by the last two terms in δ′′. Either way, one obtains the same
result, namely
[Km, J
i
n] = n(J
i
m+n−1 − J in+n−1 − J in−m+1 + J in−m+1). (5.93)
The first two terms are the result obtained previously in eq.(3.37) from δg, while the
last two terms are the new contribution arising from δ′′g.
The interpretation of this result is evident. The right-hand side is invariant under
m → −m. Therefore, the generators Km satisfy the restrictions Km = K−m, just like
the H currents. In other words, K(σ) satisfies Neumann boundary conditions at σ = 0
and σ = π. Just as in Section 3.3, the internal stress tensor
T (σ) =
i
2
K(σ)
sin σ
(5.94)
satisfies the standard stress tensor algebra, but it is singular at σ = 0 and σ = π. It is
interesting that the boundary condition takes a simpler form for K(σ) than it does for
T (σ).
In Section 5.5 we learned how to relate the current algebra symmetries of the
G×G/G SSM to those of the equivalent PCM. Now let’s consider the same question for
the Virasoro symmetries. In the PCM formulation the currents K(σ) on the circle can
be replaced by a pair of currents on the semicircle, one satisfying Neumann boundary
conditions and one satisfying Dirichlet boundary conditions. These are the cosine and
sine terms in the Fourier series expansion. On the other hand, for a general SSM we
obtained a symmetry current K(σ) satisfying Neumann boundary conditions. This is
all that should have been expected, since when commuted with the H and K currents
this is what is required to preserve their boundary conditions. However, this raises
the question what happened to the Dirichlet part of the PCM Virasoro symmetry.
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There is only one possible answer that makes sense. The G × G/G SSM must have
an additional symmetry current K˜(σ), satisfying Dirichlet boundary conditions, which
when commuted with H currents gives K currents and vice-versa. This is possible in
this particular case, because both the H and K currents correspond to G. Clearly, this
is a special feature of the G×G/G model, and not a general feature of SSM’s.
6 Conclusion
6.1 Summary of main results
This paper has presented a study of hidden symmetries for certain classical theories in
two-dimensional Minkowski space. Two classes of theories were considered – principal
chiral models (PCM’s), for which the basic variables g(x) provide a map of the space-
time into the group manifold of a compact Lie group G, and symmetric space models
(SSM’s), for which g(x) maps space-time into a symmetric space G/H , where G is a
non-compact Lie group and H is its maximal compact subgroup.
In the case of PCM’s it has been known for a long time that the hidden symmetry
is Gˆ, the Kac–Moody (or loop group) extension of G. Our analysis confirmed this
result. In the case of SSM’s, it has been generally believed (with one notable exception
[52]) that the hidden symmetry is also Gˆ. Section 5 showed that this is not the case,
but rather that the hidden symmetry is given by a subalgebra of Gˆ, which we called
GˆH . The interpretation of GˆH is that instead of having a current algebra on a circle
0 ≤ σ < 2π, there is one on an interval 0 ≤ σ ≤ π. Furthermore, the currents
belonging to the subalgebra H satisfy Neumann boundary conditions at the ends of
the interval (so that the modes satisfy J i−m = J
i
m) and those of the coset K satisfy
Dirichlet boundary conditions (so that J i−m = −J im). These results were shown to be
compatible with the formulation of a PCM for the group G as an SSM for the coset
(G×G)/G.
Virasoro symmetries were also studied. The symmetry group was found to corre-
spond to a subalgebra of the Virasoro algebra, which we called V2. It was proved that
this could not be extended to the full Virasoro algebra V, because the hidden symmetry
stress tensor T (σ) is singular at the ends of the interval. In the case of SSM’s it turned
out that the V2 current K(σ) satisfies Neumann boundary conditions at the ends of
the interval.
The structure of the hidden symmetries suggested exploring a particular change of
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variables, which was interpreted as implementing a non-abelian duality transformation
depending on a continuous parameter u. The u-transformed theory turned out to
correspond to a PCM with a Wess–Zumino term added with coefficient u. This implied
at least classically, that the theory with a WZ term is the same as the theory without
one, provided only that u 6= ±1, which would give WZNW theory. It was hinted
that interesting additional issues arise at the quantum level. The hidden symmetry
of the classical u-transformed theory was constructed directly as a straightforward
generalization of the construction in the u = 0 case.
6.2 Future directions
There are a number of directions in which the present work should be extended, some
of which are expected to be relatively straightforward to analyze. For the string theory
program that was sketched in the introduction, the direction to go is clear. First of
all, the models studied here should be coupled to gravity. This is currently being
investigated [66]. Next we should specialize to the specific models of greatest relevance
to string theory. These are the SSM’s based on O(8, 24) and E8,8, which, when the
fermions are added, have N = 8 and N = 16 supersymmetry, respectively. It will
be interesting to learn whether the inclusion of fermions and supersymmetry leads to
additional hidden symmetries as suggested by Nicolai [47]. The quantum effects that
break the symmetry groups to discrete subgroups should also be studied.
Another possible direction, which could prove to be quite non-trivial, is to repeat
the analysis of this paper with a spatial dimension that is a circle rather than a line.
Once this has been successfully carried out, it will be possible to truncate to the zero
modes to define the most relevant and promising reduction to one dimension.6 It is
here that one hopes to find symmetries given by hyperbolic algebras. If this is correct,
it will be fascinating to understand in detail how they are realized. Maybe then will
we have a better understanding of the hidden gauge symmetries of string theory.
There are other directions worthwhile exploring that are relevant to issues dif-
ferent from the goal of identifying the gauge symmetries of fundamental strings. For
example, there is much that can still be done towards better understanding the quan-
tum behavior of these two-dimensional models. Polyakov’s original vision of using them
as toy models of four-dimensional gauge theories could still bear new fruit. It would
also be interesting to bring other integrable models into the same general framework.
6 A different reduction to one dimension was considered in ref. [49].
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