This paper proposes to further design the suboptimal two-dimensional (2D) interleavers while taking the best interleaver from the previous work into 
INTRODUCTION
Originally, the transmission of two-dimensional (2D) data is done by rst scanning row-by-row or column-by-column to make the data become onedimensional (1D) and then send it through a 1D channel. This type of transmission is not optimal since the relationship among nearby bits in 2D is disregarded which leads to un-optimal error correction capability as discussed in [14] . Therefore, the novel 2D block code has been designed in [14] and the performance evaluation of some types of interleavers with 2D transmission system in Figure 1 has been done in [15] - [16] . 
LITERATURE REVIEW
The ideas of existing 1D interleavers were used to design the new 2D interleavers which are done similarly in [16] . Firstly, the general concept of conventional 1D interleavers must be studied so that the concept can be utilized in 2D interleavers. The concept of interleaving and coding of wireless 1D channel has been studied in [3] .
The two most common interleavers for 1D channel are block interleaver and convolutional interleaver. In a block interleaver, codewords are row-wisely read into the interleaver and column-wisely read out of the interleaver. In contrast, codewords are column-wisely read into the deinterleaver and row-wisely read out of * The authors are with Department of School of Information, Computer, and Communication Technology Sirindhorn International Institute of Technology, Thammasat University, Thailand Email: panawit.hanpinitsak@gmail.com 1 , chalie@siit.tu.ac.th 2 , and prapun@siit.tu.ac.th 3 . the deinterleaver. Thus, the interleaver is congured as a matrix with each row corresponding to a single codeword and it is considered as memoryless coding scheme. In a convolutional interleaver, the output from the encoder is multiplexed into buers with different sizes where the sizes of buers increase from zero to N -1, where N is the size of the codeword.
The opposite operator is done at the decoder where the sizes of buers decrease from N -1 to zero. This interleaver is commonly used with convolutional coding which is a coding scheme with memory. In our study, we focus on 2D block code with 2D interleavers that are suitable for 2D block code because learning of its concepts could lead to an eective 2D convolutional code and 2D interleaver design that is suitable for convolutional code in the future.
The 2D block code design with 2D decoding concepts has been previously proposed in [14] . As opposed to 1D encoder which is comprised of one generator matrix, the denition of 2D encoder is comprised of two generator matrices:
where u is the input message; v is the codeword; G 1 and G 2 are row-wise and column-wise systematic generator matrices. H 1 and H 2 are row-wise and columnwise parity check matrices respectively. The relationship between them and their corresponding generator matrices is
Row-wise (S r ) and column-wise (S c ) syndromes are used in 2D decoder which can be dened by
where E is the error matrix. 2D decoders can be constructed from these syndromes by rst nding all 
The maximum minimum distance is found to be four in [14] when a 2×2 message is encoded into a 4×4 codeword. Therefore, this code can correct at most one error per one codeword.
The 2D transmission system concept has been proposed in [15] . The block diagram of this transmission system is shown in Figure 1 . Fig.1 : 2D Image Transmission System [15] . Fig.2 : Illustration of golden section principle [5] .
In [16] , the concept of 2D prime interleaver is proposed which utilizes 1D prime interleaver concept in [4] . This interleaver was used to compare the performance with the newly proposed interleavers because it is shown in [16] that this interleaver has the best performance. The position of bits after interleaving can be calculated as follows.
Row-wise Column-wise
After the new location of bits after interleaving in both row-wise and column-wise are obtained, the new locations are mapped back into 2D interleavers [16] .
In [5] , the concept of Dithered Golden Interleavers is proposed. This concept arises from the golden section (g) as shown in Figure 2 .
Given the line segment of length 1, this line segment can be divided into longer segment g and shorter segment 1-g. The ratio of longer segment to the whole segment is desired to be the same as the ratio of shorter segment to longer segment which can be expressed as:
Solving this equation gives the golden section value
The Dithered Golden Interleaver is dened by the golden vector v in which its elements can be calculated by Burst error with 5% rate of 256×256 channel [16] .
Where N is the interleaver size, d(n) is the n th dither component which is uniformly distributed between 0 and N D, where D is the normalized width of the dither distribution, c is the value which can be stated by
Where m and j is any positive integer greater than zero, r is the index spacing between nearby elements. In a typical implementation, j is set to 0 and r is set to 1. Therefore, c becomes
2D BURST ERROR CHANNEL MODEL
This model of burst error channel is rstly dened by Gilbert-Elliot [10, 11] . This fading channel model usually occurs when the cluster or group of data is lost i.e. when the line of sight (LOS) is lost [16] . Figure 3 shows one example of a binary burst error with 256×256 size and 5% error rate.
The error-correcting code cannot eciently correct these codewords that contain too many error bits because of the limitation of error correction capability.
Therefore, an eective 2D interleaver is needed. The previously proposed Prime interleaver [16] is used in this example. The row-wise seed (p row ) equals to 13 and the column wise seed (p col ) equals to 9. The error pattern after deinterleaving will be as shown in Considering gure 4 on the left, the error bits are more distributed apart which leads to a more eective error correction [16] . The eect of applying this interleaver to the system is that the error rate will be dramatically reduced from 4.76% to 1.71%. Therefore, the interleaver is the essential component in the transmission system which could signicantly reduce the BER of the channel. 
1 Two dimensional Golden Interleaver
The idea of extending from 1D Golden interleaver [5] into two dimensional was utilized. The concept of proposed golden interleaver is as follows.
Firstly, we calculated golden vector v as in (7) which its elements can be calculated by (10) After that, the next step was sorting golden vec- Arrangement of bits of 9×9 channel: (a) before interleaving, (b) after interleaving.
termined by mapping the row-wise and column-wise interleaving back into 2D interleavers.
2 Two dimensional Uniformly Distributed Interleaver
The idea of creating this type of interleaver is similar to the idea of prime interleaver and golden interleaver. It was also divided into 1D row-wise and 1D column-wise interleaving. This interleaver exploits the concept that the adjacent bits will be separated by the size of codeword after interleaving so that every pair of adjacent bits of the channel are located in dierent codewords in a uniformly distributed way.
For example, if a codeword after encoding has the size of 4×5, the adjacent bits will be separated by 4 bits vertically and 5 bits horizontally.
Example 1: Consider the 2D interleaving scheme of 9×9 matrix with the codeword size 3×3. From the codeword size, the adjacent bits will be separated by 3 bits both vertically and horizontally. The arrangement of bits before and after interleaving is as shown in Figure 5 .
From this gure, the row wise and column wise interleavers are determined by the algorithm as shown below the gure, where d is the size of the codeword and n is the size of the channel (row or column size)
Step 1: let starting point = 1, i=1
Step 2: p=starting point Step 3: assign the element at the i th position of interleaver to be p
Step 4:
Step 5: if p > n, increment starting point by 1 and go back to step 2. Otherwise go back to step 3. Repeat the iteration until i > n
In this example, d is equal to 3 and n is equal to 9 for both row-wise and column-wise interleavers.
Thus, both interleavers are the same . Every bit is uniformly distributed such that every 3×3 matrix in this channel will have the bits from all codewords before interleaving. In other words, every 3×3 matrix contains all bits from a to j. were considering is the same as in Figure 1 . We would encoded the input into 4×4 codewords. Therefore, the channel row and column sizes would be 128×4/2 which is 256. The best encoders, column-wise and row-wise, are
The minimum distance is found to be four. Therefore, the maximum of one error bit can be corrected. for medium error rate, and 5% and 10% for high error rate. 10 samples were generated for each error rate.
In [16] , the size of interleaving or the buer size used for simulation is 256×256 which is equal to the channel size. This means that every bit must be encoded before they are inputted into the interleaver.
The disadvantage of this scheme is that the transmission time is not ecient since the interleaver will have to wait until the last bits of image are encoded.
Therefore, smaller buer sizes are considered so that every encoded bit in each buer can proceed to the interleaver without having to wait for other bits inside the other buers. The buer sizes considered in this simulation are 256×256, 128×128, 64×64, 32×32
and 16×16.
Since prime interleaver has the best performance compared with the others in [16] , it was also taken into consideration. Four interleavers used in the simulation have the specications as shown in Table1.
To evaluate the performance of the interleavers, the average (Mean), standard deviation (SD) of bit error rate (BER), computation time (Time) and average distance of adjacent bits after deinterleaving (Dist) of each interleaver were taken into consideration. The desired interleaver would have low Mean, low SD and low computation time so that most of the errors will be clustered in the low BER region with small computational complexity. The average distance (Dist) value in this simulation is not very important since every 4×4 codewords have only one correction capability. However, it is useful for image transmission with larger codewords. The simulation result is shown in Table II and III, where the numbers highlighted by dark grey color are the lowest error rates followed by the numbers highlighted by light grey color.
The performances of 1D conventional interleavers had also been simulated to compare their performances with equivalent 2D interleavers. In order for 1D coding to have the same complexity as 2D counterparts, the codeword was designed to have the same number of data bits and parity check bits which are 4 and 12 respectively. The minimum distance is found 
