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INVARIANT RANDOM SUBGROUPS OF STRICTLY DIAGONAL
LIMITS OF FINITE SYMMETRIC GROUPS
SIMON THOMAS AND ROBIN TUCKER-DROB
Abstract. We classify the ergodic invariant random subgroups of strictly
diagonal limits of finite symmetric groups.
1. Introduction
Let G be a countable discrete group and let SubG be the compact space of
subgroups H 6 G. Then a Borel probability measure ν on SubG which is invariant
under the conjugation action ofG on SubG is called an invariant random subgroup or
IRS. For example, if N E G is a normal subgroup, then the Dirac measure δN is an
IRS of G. Further examples arise from from the stabilizer distributions of measure
preserving actions, which are defined as follows. Suppose that G acts via measure
preserving maps on the Borel probability space (Z, µ ) and let f : Z → SubG be
the G-equivariant map defined by
z 7→ Gz = { g ∈ G | g · z = z }.
Then the corresponding stabilizer distribution ν = f∗µ is an IRS of G. In fact, by
a result of Abert-Glasner-Virag [1], every IRS of G can be realized as the stabilizer
distribution of a suitably chosen measure preserving action. Moreover, by Creutz-
Peterson [4], if ν is an ergodic IRS of G, then ν is the stabilizer distribution of an
ergodic action Gy (Z, µ ).
A number of recent papers have focused on the problem of studying the IRS’s
of certain specific countably infinite groups. For example, Bowen [2] has shown
that each free group Fm of rank m ≥ 2 has a huge “zoo” of IRS’s; and Bowen-
Grigorchuk-Kravchenko [3] have proved that the same is true of the lamplighter
groups (Z/pZ)n wr Z, where p is a prime and n ≥ 1. On the other hand, Vershik
[13] has given a complete classification of the ergodic invariant random subgroups
of the group of finitary permutations of the natural numbers.1 In this paper, we
will classify the ergodic invariant subgroups of the strictly diagonal limits of finite
symmetric groups, which are defined as follows.
Suppose that Sym(∆), Sym(Ω) are finite symmetric groups and that |Ω| = ℓ|∆|.
Then an embedding ϕ : Sym(∆) → Sym(Ω) is said to be an ℓ-fold diagonal em-
bedding if ϕ(Sym(∆)) acts via its natural permutation representation on each of
its orbits in Ω. The countable locally finite group G is a strictly diagonal limit
of finite symmetric groups if we can express G =
⋃
n∈NGn as the union of an in-
creasing chain of finite symmetric groups Gn = Sym(Xn), where each embedding
Gn →֒ Gn+1 is an |Xn+1|/|Xn|-fold diagonal embedding. In this case, we say that
G is an SDS-group. Here, letting [k] = { 0, 1, · · · , k − 1 }, we can suppose that for
Research partially supported by NSF Grants DMS 1101597 and DMS 1303921.
1There is a slight inaccuracy in the statement [13] of Vershik’s classification theorem.
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some sequence (kn) of natural numbers kn ≥ 2, we have that Xn =
∏
0≤m≤n[km]
and that the embedding ϕn : Gn → Gn+1 is defined by
ϕn(g) · ( i0, · · · , in, in+1 ) = ( g(i0, · · · , in), in+1 ).
Let X =
∏
n≥0[kn] and let µ be the product probability measure of the uniform
probability measures on the [kn]. Then G acts naturally on (X,µ ) as a group of
measure preserving transformations via
g · ( i0, · · · , in, in+1, in+2, · · · ) = ( g(i0, · · · , in), in+1, in+2, · · · ), g ∈ Gn.
It is easily checked that the action G y (X,µ ) is weakly mixing and it follows
that the diagonal action of G on the product space (Xr, µ⊗r ) is ergodic for each
r ∈ N+. Hence the stabilizer distribution σr of G y (Xr, µ⊗r ) is an ergodic IRS
of G. We will show that if G is simple, then { δ1, δG }∪{ σr | r ∈ N+ } is a complete
list of the ergodic IRS’s of G. A moment’s thought shows that G is simple if and
only if kn is even for infinitely many n ∈ N. Suppose now that kn is odd for all
but finitely many n ∈ N. Then clearly A(G) = ⋃n∈NAlt(Xn) is a simple subgroup
of G such that [G : A(G) ] = 2. For each r ∈ N+, let f˜r : Xr → SubG be the
G-equivariant map defined
(x0, · · · , xr−1) = x¯ 7→ Gx¯ ∩ A(G),
where Gx¯ = { g ∈ G | g · xi = xi for 0 ≤ i < r }. Then σ˜r = (f˜r)∗µ⊗r is also an
ergodic IRS of G.
Theorem 1.1. With the above notation, if G is a simple SDS-group, then the
ergodic IRS’s of G are
{ δ1, δG } ∪ { σr | r ∈ N+ };
while if G is a non-simple SDS-group, then the ergodic IRS’s of G are
{ δ1, δA(G), δG } ∪ { σr | r ∈ N+ } ∪ { σ˜r | r ∈ N+ }.
By Creutz-Peterson [4], in order to prove Theorem 1.1, it is enough to show that
the stabilizer distribution σ of each ergodic action G y (Z, µ ) is included in the
above list of invariant random subgroups. Our analysis of the action G y (Z, µ )
will proceed via an application of the Pointwise Ergodic Theorem to the associated
character χ(g) = µ( FixZ(g) ), which will enable us to regard G y (Z, µ ) as the
“limit” of a suitable sequence of finite permutation groups Gn y (Ωn, µn ), where
µn is the uniform probability measure on Ωn. (In other words, we will follow the
asymptotic approach to characters of Kerov-Vershik [14, 15].)
Definition 1.2. If Γ is a countable discrete group, then the function χ : Γ→ C is
a character if the following conditions are satisfied:
(i) χ(h g h−1) = χ(g) for all g, ∈ Γ.
(ii)
∑n
i,j=1 λiλ¯jχ(g
−1
j gi) ≥ 0 for all λ1, · · · , λn ∈ C and g1, · · · , gn ∈ Γ.
(iii) χ(1G) = 1.
A character χ is said to be indecomposable or extremal if it is not possible to express
χ = rχ1 + (1− r)χ2, where 0 < r < 1 and χ1 6= χ2 are distinct characters.
In earlier work, Leinen-Puglisi [8] and Dudko-Medynets [6] classified the char-
acters of the SDS-groups; and combining their classification and Theorem 1.1, we
obtain that if G is a simple SDS-group, then the indecomposable characters of G
are precisely the associated characters of the ergodic IRS’s of G. However, it should
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be stressed that our work neither makes use of nor implies the classification theo-
rem of Leinen-Puglisi and Dudko-Medynets. (See Vershik [12] for some fascinating
conjectures concerning the relationship between invariant random subgroups and
characters.)
This paper is organized as follows. In Section 2, we will discuss the Pointwise
Ergodic Theorem for ergodic actions of countably infinite locally finite finite groups.
In Section 3, we will briefly outline the strategy of the proof of Theorem 1.1. In
Sections 4 and 5, we will prove a series of key lemmas concerning the asymptotic
values of the normalized permutation characters of various actions S y S/H , where
S is a suitable finite symmetric group. Finally, in Section 6, we will present the
proof of Theorem 1.1.
2. The pointwise ergodic theorem
In this section, we will discuss the Pointwise Ergodic Theorem for ergodic actions
of countably infinite locally finite finite groups. Throughout G =
⋃
Gn is the union
of a strictly increasing chain of finite subgroups Gn and Gy (Z, µ ) is an ergodic
action on a Borel probability space. The following is a special case of more general
results of Vershik [11, Theorem 1] and Lindenstrauss [7, Theorem 1.3].
The Pointwise Ergodic Theorem. With the above hypotheses, if f ∈ L1(Z, µ),
then for µ-a.e. z ∈ Z, ∫
f dµ = lim
n→∞
1
|Gn|
∑
g∈Gn
f(g · z).
In particular, the Pointwise Ergodic Theorem applies when f is the characteristic
function of the Borel subset FixZ(g) = { z ∈ Z | g · z = z } for some g ∈ G. From
now on, for each z ∈ Z and n ∈ N, let Ωn(z) = { g ·z | g ∈ Gn } be the corresponding
Gn-orbit.
Theorem 2.1. With the above hypotheses, for µ-a.e. z ∈ Z, for all g ∈ G,
µ( FixZ(g) ) = lim
n→∞
| FixΩn(z)(g) |/|Ωn(z) |.
Proof. Fix some g ∈ G. Then by the Pointwise Ergodic Theorem, for µ-a.e. z ∈ Z,
µ( FixZ(g) ) = lim
n→∞
1
|Gn| | { h ∈ Gn | h · z ∈ FixZ(g) } |.
Fix some such z ∈ Z; and for each n ∈ N, let Hn = { h ∈ Gn | h · z = z } be the
corresponding point stabilizer. Then clearly,
| { h ∈ Gn | h · z ∈ FixZ(g) } | = | FixΩn(z)(g) | |Hn |;
and so we have that
1
|Gn| | { h ∈ Gn | h · z ∈ FixZ(g) } | = | FixΩn(z)(g) |/[Gn : Hn ]
= | FixΩn(z)(g) |/|Ωn(x) |.
The result now follows easily. 
Clearly the normalized permutation character | FixΩn(z)(g) |/|Ωn(z) | is the prob-
ability that an element of (Ωn(z), µn ) is fixed by g ∈ Gn, where µn is the uniform
probability measure on Ωn(z); and, in this sense, we can regard Gy (Z, µ ) as the
“limit” of the sequence of finite permutation groups Gn y (Ωn(z), µn ). Of course,
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the permutation group Gn y Ωn(z) is isomorphic to Gn y Gn/Hn, where Gn/Hn
is the set of cosets of Hn = { h ∈ Gn | h · z = z } in Gn. The following simple
observation will play a key role in our later applications of Theorem 2.1.
Proposition 2.2. If H 6 S are finite groups and θ is the normalized permutation
character corresponding to the action Gy S/H, then
θ(g) =
| gS ∩H |
| gS | =
| {s ∈ S | sgs−1 ∈ H }|
|S| .
Proof. Fix some g ∈ S. In order to see that the first equality holds, note that for
each a ∈ S, we have that
aH ∈ Fix(g) ⇐⇒ a−1g a ∈ H.
Hence, counting the number of such a ∈ S, we see that
| Fix(g) | |H | = | gS ∩H | |CS(g) | = | gS ∩H | |S |/| gS |.
It follows that
θ(g) = | Fix(g) |/[S : H ] = | gS ∩H |/| gS |.
To see that the second inequality holds, note that
| {s ∈ S | sgs−1 ∈ H }|
|S| =
| gS ∩H | |CS(g) |
| gS | |CS(g) | .

3. An outline of the proof of Theorem 1.1
In this section, we will briefly outline the strategy of the proof of Theorem 1.1.
Let (kn) be a sequence of natural numbers kn ≥ 2, let Xn =
∏
0≤m≤n[km], and
let G =
⋃
n∈NGn be the corresponding SDS-group with Gn = Sym(Xn). Let ν
be an ergodic IRS of G. Then we can suppose that ν is not a Dirac measure δN
concentrating on a normal subgroup N E G. Let ν be the stabilizer distribution
of the ergodic action Gy (Z, µ ) and let χ(g) = µ( FixZ(g) ) be the corresponding
character. For each z ∈ Z and n ∈ N, let Ωn(z) = { g · z | g ∈ Gn }. Then, by
Theorem 2.1, for µ-a.e. z ∈ Z, for all g ∈ G,
µ( FixZ(g) ) = lim
n→∞
| FixΩn(z)(g) |/|Ωn(z) |.
Fix such an element z ∈ Z and let H = { h ∈ G | h · z = z } be the corresponding
point stabilizer. Clearly we can suppose that z has been chosen so that if g ∈ H ,
then χ(g) > 0.
For each n ∈ N, let Hn = H ∩Gn. Then, examining the list of ergodic IRS’s in
the statement of Theorem 1.1, we see that it is necessary to show that there exists
a fixed integer r ≥ 1 such that for all but finitely many n ∈ N, there is a subset
Un ⊆ Xn of cardinality r such that Hn fixes Un pointwise and induces at least
the alternating group on Xn r Un. Most of our effort will devoted to eliminating
the possibility that Hn acts transitively on Xn for infinitely many n ∈ N. In more
detail, we will show that if Hn acts transitively on Xn for infinitely many n ∈ N,
then there exists an element g ∈ H such that
µ( FixZ(g) ) = lim
n→∞
| gGn ∩Hn |/| gGn | = | {s ∈ Gn | sgs−1 ∈ Hn }|/|Gn| = 0,
which is a contradiction. Our analysis will split into three cases, depending on
whether for infinitely many n ∈ N,
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(i) Hn acts primitively on Xn; or
(ii) Hn acts imprimitively on Xn with a fixed maximal block-size d; or
(iii) Hn acts imprimitively on Xn with maximal blocksize dn →∞.
Cases (i) and (ii) are easily dealt with via a straightforward counting argument
based on Stirling’s Approximation, which will be presented in Section 4. Case
(iii) requires a more involved probabilistic argument which will be presented in
Section 5. Essentially the same probabilistic argument will then show that there
exists a fixed integer r ≥ 1 such that for all but finitely many n ∈ N, there is an
Hn-invariant subset Un ⊆ Xn of cardinality r such that Hn acts transitively on
Xn r Un. Repeating the above analysis for the action Hn y Xn r Un, we will
obtain that Hn induces at least the alternating group on Xn r Un; and an easy
application of Nadkarni’s Theorem on compressible group actions, which we will
present in Section 6, will show that Hn fixes Un pointwise.
At this point, we will have shown that the ergodic IRS ν concentrates on the
same space of subgroups Sr ⊆ SubG as one of the target IRS’s σr or σ˜r. Finally,
via another application of the Pointwise Ergodic Theorem, we will show that the
action of G on Sr is uniquely ergodic and hence that ν = σr or ν = σ˜r, as required.
4. Almost primitive actions
In Sections 4 and 5, we will fix an element 1 6= g ∈ Sym(a) having a cycle
decomposition consisting of ki mi-cycles for 1 ≤ i ≤ t, where each ki ≥ 1. Let
ℓ≫ a and let ϕ : Sym(a) → S = Sym(aℓ) be an ℓ-fold diagonal embedding. Then
identifying g with ϕ(g), the cyclic decomposition of g ∈ S consists of kiℓ mi-cycles
for 1 ≤ i ≤ t and hence
(4.1) |gS | = (aℓ)!∏
1≤i≤t(kiℓ)!m
kiℓ
i
.
In this section, we will consider the value of the normalized permutation character
| gS ∩H |/| gS | for the action S y S/H as ℓ→∞ in the cases when:
(i) H is a primitive subgroup of S; or
(ii) H is an imprimitive subgroup of S preserving a maximal system of imprim-
itivity of fixed block-size d.
In both cases, we will make use of the following theorem of Praeger-Saxl [10].
(It is perhaps worth mentioning that the proof of Theorem 4.1 does not rely upon
the classification of the finite simple groups.)
Theorem 4.1. If H < Sym(n) is a primitive subgroup which does not contain
Alt(n), then |H | < 4n.
We will also make use of the following variant of Stirling’s Approximation:
(4.2) 1 ≤ n!√
2πn
(
n
e
)n ≤ e√
2π
for all n ≥ 1.
Lemma 4.2. There exist constants r, s > 0 (which only depend on the parameters
a, k1, · · · , kt,m1, · · · ,mt) such that
|gS| > r sℓ ℓ(a−
∑
ki)ℓ ≥ r sℓ ℓ ℓ.
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Proof. Combining (4.1) and (4.2), it follows that there exists a constant c > 0 such
that
|gS| > c (aℓ/e)
aℓ√
2πaℓ∏
1≤i≤tm
kiℓ
i
∏
1≤i≤t (kiℓ/e)
kiℓ
√
2πkiℓ
and this implies that
|gS | > c dℓ ℓ(a−
∑
ki)ℓ
√
2πaℓ∏
1≤i≤t
√
2πkiℓ
for a suitably chosen constant d > 0. The result now follows easily. 
The following lemma will eliminate the possibility of primitive actions in the
proof of Theorem 1.1.
Lemma 4.3. For each ε > 0, there exists an integer ℓε such that if ℓ ≥ ℓε and
H < S = Sym(aℓ) is a primitive subgroup which does not contain Alt(aℓ), then
| gS ∩H |/| gS | < ε.
Proof. Suppose that ℓ ≫ a and that H < S = Sym(aℓ) is a primitive subgroup
which does not contain Alt(aℓ). Applying Lemma 4.2 and Theorem 4.1, there exist
constants r, s > 0 such that
| gS ∩H |/| gS | < |H |/| gS | < 4
aℓ
r sℓℓ ℓ
and the result follows easily. 
Next we consider the case when H is an imprimitive subgroup of S preserving a
maximal system of imprimitivity of fixed block-size d. Of course, we can suppose
that H 6 Sym(d) wr Sym(aℓ/d) < S = Sym(aℓ). The following result is another
easy consequence of Stirling’s Approximation.
Lemma 4.4. There exist constants b, c > 0 (which only depend on the parameters
a, d) such that | Sym(d) wr Sym(aℓ/d)| < b c ℓ ℓaℓ/d.
In this case, we can only show that | gS ∩ H |/| gS | is small for those elements
g ∈ Sym(a) such that a/d < a −∑ ki. Fortunately, clause (ii) of the following
lemma will guarantee the existence of a “suitable such” element during the proof
of Theorem 1.1.
Lemma 4.5. For each d ≥ 2 and ε > 0, there exists an integer ℓd,ε such that if
ℓ ≥ ℓd,ε and H < S = Sym(aℓ) is an imprimitive subgroup with a maximal system
of imprimitivity B of blocksize d, then either:
(i) | gS ∩H |/| gS | < ε; or
(ii) the induced action of H on B contains Alt(B).
Proof. Suppose that ℓ≫ a and that H < S = Sym(aℓ) is an imprimitive subgroup
with a maximal system of imprimitivity B of blocksize d. Let Γ 6 Sym(B) be
the group induced by the action of H on B and suppose that Γ does not contain
Alt(B). Since B is a maximal system of imprimitivity, it follows that Γ is a primitive
subgroup of Sym(B); and hence by Theorem 4.1, we obtain that |Γ | < 4aℓ/d. Since
H is isomorphic to a subgroup of Sym(d) wr Γ, it follows that
|H | < ( d! )aℓ/d4aℓ/d = c ℓ,
where c = ( d! 4 )a/d. Arguing as in the proof of Lemma 4.3, the result follows
easily. 
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5. Imprimitive and intransitive actions
In this section, we will continue to fix an element 1 6= g ∈ Sym(a). Suppose that
the cycle decomposition of g ∈ Sym(a) has k nontrivial cycles. Let ℓ ≫ a and let
ϕ : Sym(a) → S = Sym(aℓ) be an ℓ-fold diagonal embedding. Then identifying
g with ϕ(g), the cyclic decomposition of g ∈ S has kℓ nontrivial cycles. In this
section, we will consider the value of the normalized permutation character for the
action S y S/H as ℓ→∞ in the following two cases.
(i) There exists an H-invariant subset U ⊂ [aℓ] of fixed cardinality r ≥ 0
such that H acts imprimitively on T = [aℓ] r U with a proper system of
imprimitivity B of blocksize d with d→∞ as ℓ→∞.
(ii) H is an intransitive subgroup of S with an H-invariant subset U ⊂ [aℓ] of
cardinality r = |U | ≤ aℓ/2 such that r →∞ as ℓ→∞.
Our approach is this section will be probabilistic; i.e. we will regard the nor-
malized permutation character | {s ∈ S | sgs−1 ∈ H }|/|S| as the probability that
a uniformly random permutation s ∈ S satisfies sgs−1 ∈ H . Our probability the-
oretic notation is standard. In particular, if E is an event, then P [E] denotes the
corresponding probability and 1E denotes the indicator function; and if N is a ran-
dom variable, then E [N ] denotes the expectation, Var[N ] denotes the variance and
σ = (Var[N ])1/2 denotes the standard deviation. We will make use of the following
easy consequence of Chebyshev’s inequality.
Lemma 5.1. Let (Nℓ) be a sequence of non-negative random variables such that
E [Nℓ] = µℓ > 0 and Var[Nℓ] = σ
2
ℓ > 0. If limℓ→∞ µℓ/σℓ =∞, then P [Nℓ > 0]→ 1
as ℓ→∞.
Proof. Let Km = (µℓ/σℓ)
1/2 and let Lℓ = µℓ −Kℓσℓ. By Chebyshev’s inequality,
P [Nℓ > Lℓ] ≥ 1− 1
K2ℓ
and so P [Nℓ > Lℓ] → 1 as ℓ →∞. In addition, for all sufficiently large ℓ, we have
that Kℓ > 1 and hence Lℓ = (µℓσℓ)
1/2(Kℓ − 1) > 0. 
In our arguments, it will be convenient to make use of big O notation. Recall
that if (am) and (xm) are sequences of real numbers, then am = O(xm) means
that there exists a constant C > 0 and an integer m0 ∈ N such that |am| ≤ C|xm|
for all m ≥ m0. Also if (cm) is another sequence of real numbers, then we write
am = cm +O(xm) to mean that am − cm = O(xm).
Lemma 5.2. For each r ≥ 0 and ε > 0, there exists an integer dr,ε such that if
d ≥ dr,ε and H < S = Sym(aℓ) is a subgroup such that:
(i) there exists an H-invariant subset U ⊂ [aℓ] of cardinality r, and
(ii) H acts imprimitively on T = [aℓ]rU with a proper system of imprimitivity
B of blocksize d,
then |{ s ∈ S | sgs−1 ∈ H }|/|S| < ε.
Proof. Let m = aℓ and let Z ⊂ [m] be a subset which contains one element from
every non-trivial cycle of g. Then |Z| = cm where 0 < c = k/a ≤ 1/2 is a fraction
which is independent of ℓ. Let Y = g(Z) so that Z ∩ Y = ∅. Fix an element
z0 ∈ Z and let y0 = g(z0). Let s ∈ S be a uniformly random permutation. If
s(z0),s(y0) ∈ T , let B0, C0 ∈ B be the blocks in B containing s(z0) and s(y0)
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respectively; otherwise, let B0 = C0 = ∅. Let E be the event that either s(z0) /∈ T
or s(y0) /∈ T . Then clearly P [E ] ≤ 2r/m. Let
J(s) = {z ∈ Z r {z0} | s(z) ∈ B0 and s(g(z)) /∈ C0}.
Note that if J(s) 6= ∅, then sgs−1(B0) intersects at least two of the blocks of B and
thus sgs−1 /∈ H . Hence it suffices to show that
(5.1) P [ |J(s)| > 0 ]→ 1 as d→∞.
Since we will be using Lemma 5.1, we need to compute the asymptotics of the
expectation and variance of the random variable
|J(s)| =
∑
z∈Z\{z0}
1[s(z)∈B0, s(g(z))/∈C0].
We will often implicitly use that 0 < dn ≤ 12 , and that r = O(1), dn = O(1) and
n−d
n = O(1). To compute both the expectation E [ |J(s)| ] and the second moment
E [ |J(s)|2 ] , we will separately condition on the events E, [C0 = B0 ] r E and
[C0 6= B0 ]r E. On E the expectation is 0, and otherwise we have that
E
[ |J(s)| ∣∣ [C0 = B0]r E ] =∑z∈Zr{z0} P [ s(z) ∈ B0, s(g(z)) /∈ B0 ∣∣ s(y0) ∈ B0 ]
= (cm− 1) (d− 2)(m− d)
(m− 2)(m− 3)
= cd(1 − dm ) +O(1)
and that
E
[ |J(s)| ∣∣ [C0 6= B0]r E ] =∑z∈Zr{z0} P [ s(z) ∈ B0, s(g(z)) /∈ C0 ∣∣ s(y0) /∈ B0 ]
= (cm− 1)(d− 1)(m− (d− 2))
(m− 2)(m− 3)
= cd(1− dm ) +O(1).
Since P [E ] ≤ 2r/m, we have that cd(1 − dm )(1 − P [E ]) = cd(1 − dm ) + O(1) and
hence we obtain that
(5.2) E [ |J(s)| ] = cd(1 − dm ) +O(1)
and that
(5.3) E [ |J(s)| ]2 = [cd(1− dm )]2 +O(d),
where in the second equality we use the fact that E [ |J(s)| ] = O(d). For the second
moment, we have that
E
[ |J(s)|2 ∣∣ [C0 = B0]r E ]− E [ |J(s)| ∣∣ [C0 = B0]r E ]
=
∑
w 6=z∈Zr{z0}
P
[
s(w), s(z) ∈ B0, s(g(w)), s(g(z)) /∈ B0
∣∣ s(y0) ∈ B0 ]
= (cm− 1)(cm− 2)(d− 2)(d− 3)(m− d)(m− (d− 1))
(m− 2)(m− 3)(m− 4)(m− 5)
= [cd(1− dm )]2 +O(d)
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and
E
[ |J(s)|2 ∣∣ [C0 6= B0]r E ]− E [ |J(s)| ∣∣ [C0 6= B0]r E ]
=
∑
w 6=z∈Zr{z0}
P
[
s(w), s(z) ∈ B0, s(g(w)), s(g(z)) /∈ C0
∣∣ s(y0) /∈ B0 ]
= (cm− 1)(cm− 2)(d− 1)(d− 2)(m− (d− 1))(m− (d− 2))
(m− 2)(m− 3)(m− 4)(m− 5)
= [cd(1− dm )]2 +O(d).
Since [cd(1 − dn )]2(1 − P [E]) = [cd(1 − dn )]2 +O(d), it follows that
(5.4) E [ |J(s)|2 ] = [cd(1− dm )]2 +O(d).
Combining (5.3) and (5.4) we obtain that
Var(|J(s)|) = E [ |J(s)|2 ]− E [ |J(s)| ]2 = O(d),
and hence Var(|J(s)|)1/2 = O(√d). Of course, (5.2) implies that d = O(E [ |J(s)| ]).
Thus there exists a constant C > 0 such that σ = Var(|J(s)|)1/2 ≤ C√d and
d ≤ C E [ |J(s)| ]) = Cµ for all sufficiently large d. It follows that
µ/σ ≥ C−1d/C
√
d = C−2
√
d→∞ as d→∞.
Applying Lemma 5.1, we conclude that P [ |J(s)| > 0 ]→ 1 as d→∞, which proves
(5.1). This completes the proof of Lemma 5.2. 
Lemma 5.3. For each ε > 0, there exists an integer rε such that if r ≥ rε and
H < S = Sym(aℓ) is an intransitive subgroup with an H-invariant subset U ⊂ [aℓ]
such that r = |U | ≤ aℓ/2, then |{ s ∈ S | sgs−1 ∈ H }|/|S| < ε.
Proof. The proof is similar to that of Lemma 5.2, although the computations are
simpler. Let m = aℓ and let Z, Y , and c be as in Lemma 5.2. Fix some H-invariant
U ⊆ [m] with |U | = r. Let s ∈ S be a uniformly random permutation and let
I(s) = { z ∈ Z | s(z) ∈ U and s(g(z)) /∈ U }.
If I(s) 6= ∅, then U is not sgs−1-invariant and thus sg s−1 /∈ H . Hence it suffices
to show that
(5.5) P [ |I(s)| > 0 ]→ 1 as r →∞.
Computations similiar to those in the proof of Lemma 5.2 show that
(5.6) E [ |I(s)| ] = cr(1− rm ) +O(1) and E [ |I(s)|2 ] = [cr(1 − rm )]2 +O(r).
It follows that Var(|I(s)|)1/2 = O(√r) and r = O(E [ |I(s)| ]); and another applica-
tion of Lemma 5.1 shows that P [ |I(s)| > 0 ]→ 1 as r →∞. 
6. The proof of Theorem 1.1
In this section, we will present the proof of Theorem 1.1. Let (kn) be a sequence
of natural numbers kn ≥ 2, let Xn =
∏
0≤m≤n[km], and let G =
⋃
n∈NGn be the
corresponding SDS-group with Gn = Sym(Xn). Let ν be an ergodic IRS of G.
Then we can suppose that ν is not a Dirac measure δN concentrating on a normal
subgroup N E G. Applying Creutz-Peterson [4, Proposition 3.3.1], let ν be the
stabilizer distribution of the ergodic action Gy (Z, µ ) and let χ(g) = µ( FixZ(g) )
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be the corresponding character. Then, since ν 6= δ1, it follows that χ 6= χreg, where
χreg is the regular character defined by
χreg(g) =
{
1 if g = 1;
0 if g 6= 1.
For each z ∈ Z and n ∈ N, let Ωn(z) = { g · z | g ∈ Gn }. Then, by Theorem 2.1,
for µ-a.e. z ∈ Z, for all g ∈ G, we have that
(6.1) µ( FixZ(g) ) = lim
n→∞
| FixΩn(z)(g) |/|Ωn(z) |.
Fix such an element z ∈ Z and let H = { h ∈ G | h · z = z } be the corresponding
point stabilizer. Clearly we can suppose that the element z ∈ Z has been chosen
so that H is not a normal subgroup of G and so that if g ∈ H , then χ(g) > 0. For
each n ∈ N, let Hn = H ∩Gn. Then, by Proposition 2.2, for each g ∈ G, we have
that
µ( FixZ(g) ) = lim
n→∞
| gGn ∩Hn |/| gGn | = | {s ∈ Gn | sgs−1 ∈ Hn }|/|Gn|.
We will consider the various possibilities for the action of Hn 6 Gn = Sym(Xn) on
the set Xn.
Lemma 6.1. There exist only finitely many n ∈ N such that Hn acts transitively
on Xn.
Proof. Suppose, on the contrary, that T = {n ∈ N | Hn acts transitively on Xn }
is infinite. First consider the case when there are infinitely many n ∈ T such that
Hn acts primitively on Xn. If Alt(Xn) 6 Hn for infinitely many n ∈ T , then either
H = G or H = A(G), which contradicts the fact that H is not a normal subgroup
of G; and hence there are only finitely many such n ∈ T . But then Lemma 4.3
implies that
χ(g) = lim
n→∞
| gGn ∩Hn |/| gGn | = 0
for all 1 6= g ∈ G, which contradicts the fact that χ 6= χreg. Thus Hn acts
imprimitively on Xn for all but finitely many n ∈ T . For each d ≥ 2, let Bd be the
set of n ∈ T such that:
(a) each nontrivial proper system of imprimitivity for the action of Hn on Xn
has blocksize at most d; and
(b) there exists a (necessarily maximal) system of imprimitivity Bn of blocksize
d for the action of Hn on Xn.
If each Bd is finite, then Lemma 5.2 (in the case when r = 0) implies that
χ(g) = lim
n→∞
| {s ∈ Gn | sgs−1 ∈ Hn }|/|Gn| = 0
for all 1 6= g ∈ G, which again contradicts the fact that χ 6= χreg. Thus there
exists d ≥ 2 such that Bd is infinite. Since χ 6= χreg, Lemma 4.5 implies that for
all but finitely many n ∈ Bd, the induced action of Hn on Bn contains Alt(Bn).
Choose some m ∈ Bd such that |Xm| = a ≫ d and let g ∈ Hm induce either an
a/d-cycle or an (a/d−1)-cycle on Bm (depending upon whether a/d is odd or even).
Suppose that g has a cycle decomposition as an element of Sym(Xn) consisting of
ki mi-cycles for 1 ≤ i ≤ t, where each ki ≥ 1. Since g has at most 2d orbits on Xm,
it follows that
∑
ki ≤ 2d and so a −
∑
ki > a/d. Next suppose that n ∈ Bd and
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that n ≫ m. Let |Xn| = aℓ. Then, applying Lemma 4.4, there exist constants b,
c > 0 such that
|Hn| ≤ | Sym(d) wr Sym(ℓa/d)| < b caℓ ℓaℓ/d.
Also, by Lemma 4.2, there exist constants r, s > 0 such that |gGn | > r saℓ ℓ(a−
∑
ki)ℓ.
Since a−∑ ki > a/d, it follows that
χ(g) = lim
n→∞
| gGn ∩Hn |/| gGn | ≤ lim
n→∞
|Hn |/| gGn | = 0,
which contradicts the fact that χ(g) > 0 for all g ∈ H . 
Let I = {n ∈ N | Hn acts intransitively on Xn }; and for each n ∈ I, let
rn = max{ |U | : U ⊆ Xn is Hn-invariant and |U | ≤ 12 |Xn| }.
Then each rn ≥ 1. Furthermore, since χ 6= χreg, Lemma 5.3 implies that the
sequence ( rn )n∈I is bounded above. Let r = lim inf rn and let Ir be the set of
integers n ∈ I such that:
(i) rn = r;
(ii) n > max{m ∈ I | rm < r }; and
(iii) n > r + 1.
Here we have chosen n > r + 1 in order to ensure that |Xn| > 4r.
Lemma 6.2. If n ∈ Ir, then there exists a unique Hn-invariant subset Un ⊂ Xn
of cardinality r and Hn acts transitively on Xn r Un.
Proof. By definition, there exists at least one Hn-invariant subset Un ⊂ Xn of
cardinality r. Suppose that V ⊆ Xn r Un is an Hn-orbit. If |V | ≤ 12 |Xn|, then
|V | ≤ r and so the Hn-invariant subset Un ∪V satisfies r < |Un∪V | ≤ 2r < 12 |Xn|,
which is a contradiction. Thus each Hn-orbit V ⊆ Xn r Un satisfies |V | > 12 |Xn|,
and this clearly implies that Hn acts transitively on Xn r Un. 
For each n ∈ Ir, let Kn = { g ∈ Hn | g · u = u for all u ∈ Un } be the pointwise
stabilizer of Un and let Yn = Xn r Un. As usual, we will identify Kn with the
corresponding subgroup of Sym(Yn).
Lemma 6.3. If n ∈ Ir, then Alt(Yn) 6 Kn 6 Sym(Yn).
Proof. Let H¯n be the subgroup of Sym(Yn) induced by the action of Hn on Yn.
Then, arguing as in the proof of Lemma 6.1, we see first that H¯n must act prim-
itively on Yn and then that Alt(Yn) 6 H¯n. Let πn : Hn → Sym(Un) be the
homomorphism defined by g 7→ g ↾ Un. Then Kn = kerπn E Hn; and identifying
Kn with the corresponding subgroup of Sym(Yn), we have that Kn E H¯n. Since
|Yn| = |Xn| − r > 3r, it follows that [ H¯n : Kn ] ≤ r! < |Alt(Yn)| and hence
Alt(Yn) 6 Kn. 
From now on, let n0 = min Ir.
Lemma 6.4. (i) Ir = {n ∈ N | n ≥ n0 }.
(ii) For each n ∈ Ir and w ∈ Un, there exists a unique i ∈ [kn+1] such that
ŵi ∈ Un+1.
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Proof. Suppose that n0 < n ∈ Ir . Let U = { u ↾ n− 1 | u ∈ Un } ⊆ Xn−1 and let
U+n = {w ∈ Xn | (∃u ∈ Un ) w ↾ n− 1 = u ↾ n− 1 }.
Then Alt(Xn r U
+
n ) 6 Kn 6 Hn and this implies that Alt(Xn−1 r U) 6 Hn−1.
Thus rn−1 ≤ |U | ≤ |Un| = r. Since n − 1 ≥ n0 > max{m ∈ I | rm < r }, it
follows that rn−1 = r and this implies that the map u 7→ u ↾ n− 1 from Un to U is
injective. The result follows. 
Let X =
∏
n≥0[kn] and let BH = { x ∈ X | x ↾ n ∈ Un for all n ∈ Ir }. Then
clearly BH is an element of the standard Borel space [X ]r of r-element subsets of
X ; and it is easily checked that BH is precisely the set of x ∈ X such that the
corresponding orbit H · x is finite. It follows that the Borel map H ϕ7→ BH , defined
on the ν-measure 1 subset of those H ∈ SubG such that
(a) H satisfies (6.1),
(b) H is not a normal subgroup of G, and
(c) if g ∈ H , then χ(g) > 0,
is G-equivariant; and so ϕ∗ν is an ergodic G-invariant probability measure on [X ]
r.
Suppose now that there exists n ∈ Ir such that Hn acts nontrivially on Un; say,
u 6= g · u = v, where u, v ∈ Un and g ∈ Hn. Then, regarding g as an element of
Hn+1, we have that u î 6= g · u î = v î for all i ∈ [kn+1] and it follows that there
exists i ∈ [kn+1] such that u î, v î ∈ Un+1. Continuing in this fashion, we see that
there exist x 6= y ∈ BH such that xE0 y, where E0 is the Borel equivalence relation
defined on X by
x E0 y ⇐⇒ x(n) = y(n) for all but finitely many n ∈ N.
Consequently, the following result implies that ν concentrates on those H ∈ SubG
such that Hn acts trivially on Un for all n ∈ Ir.
Lemma 6.5. There does not exist a G-invariant Borel probability measure on the
standard Borel space S = {F ∈ [X ]r : E0 ↾ F is not the identity relation }.
Before proving Lemma 6.5, we will complete the proof of Theorem 1.1. Contin-
uing our analysis of the ν-generic subgroup H < G, we can suppose that Hn acts
trivially on Un for all n ∈ Ir. Hence, applying Lemmas 6.3 and 6.4, we see that
Alt(Yn) 6 Hn 6 Sym(Yn) for all n ≥ n0. If n0 ≤ n < m and km is even, then
identifying Gn = Sym(Xn) with the corresponding subgroup of Gm = Sym(Xm),
we have that Sym(Yn) ≤ Alt(Ym) and so Hn = Sym(Yn). In particular, if G is
a simple SDS-group, then Hn = Sym(Yn) for all n ≥ n0. Similarly, if G is not
simple, then either Hn = Sym(Yn) for all n ≥ n0, or else Hn = Alt(Yn) for all but
finitely many n ≥ n0.
Notation 6.6. For each finite set Y , let S+(Y ) = Sym(Y ) and S−(Y ) = Alt(Y ).
Definition 6.7. For each r ≥ 1 and ε = ±, let Sεr be the standard Borel space of
subgroups H < G such that there is an integer n0 such that for all n ≥ n0, there
exists a subset Un ⊂ Xn of cardinality r such that Hn = Sε(Xn r Un).
Summing up, we have shown that there exists r ≥ 1 and ε = ± such that the
ergodic IRS ν concentrates on Sεr . Thus the following lemma completes the proof
of Theorem 1.1.
Proposition 6.8. σr, σ˜r are the unique ergodic probability measures on S+r , S−r
under the conjugation action of G.
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Proof. Suppose, for example, thatm is an ergodic probability measure on S+r . Then
it is enough to show that if B ⊆ SubG is a basic clopen subset, then m(B) = σr(B).
Let B = {K ∈ SubG | K ∩ Gm = L }, where m ∈ N and L 6 Gm is a subgroup.
By the Pointwise Ergodic Theorem, there exists H ∈ S+r such that
m(B) = lim
n→∞
| { g ∈ Gn | gHg−1 ∈ B } |/|Gn|
= lim
n→∞
| { g ∈ Gn | gHng−1 ∩Gm = L } |/|Gn|.
Similarly, there exists H ′ ∈ S+r such that
σr(B) = lim
n→∞
| { g ∈ Gn | gH ′ng−1 ∩Gm = L } |/|Gn|.
Since H , H ′ ∈ S+r , there exists a ∈ N such that Hn and H ′n are conjugate in Gn
for all n ≥ a; and this implies that
lim
n→∞
| { g ∈ Gn | gHng−1 ∩Gm = L } |/|Gn|
= lim
n→∞
| { g ∈ Gn | gH ′ng−1 ∩Gm = L } |/|Gn|.

The remainder of this section will be devoted to the proof of Lemma 6.5. First we
need to recall Nadkarni’s Theorem on compressible group actions. (Here we follow
Dougherty-Jackson-Kechris [5].) Suppose that Γ is a countable discrete group and
that E = EYΓ is the orbit equivalence relation of a Borel action of Γ on a standard
Borel space Y . Then [[E]] denotes the set of Borel bijections f : A → B, where
A, B ⊆ Y are Borel subsets, such that f(y) E y for all y ∈ A. If A, B ⊆ Y are
Borel subsets, then we write A ∼ B if there exists an f ∈ [[E]] with f : A → B;
and we write A  B if there exists a Borel subset B′ ⊆ B with A ∼ B′. The usual
Schro¨der-Bernstein argument shows that
A ∼ B ⇐⇒ A  B and B  A.
The orbit equivalence relation E is compressible if there exists a Borel subset A ⊆ Y
such that Y ∼ A and Y rA intersects every E-class. We will make use of the easy
direction of the following theorem; i.e. the observation that (ii) implies (i).
Theorem 6.9 (Nadkarni [9]). If E = EYΓ is the orbit equivalence relation of a
Borel action of a countable group Γ on a standard Borel space Y , then the following
are equivalent:
(i) E = EYΓ is not compressible.
(ii) There exists a Γ-invariant Borel probability measure on Y .
Thus to prove Lemma 6.5, it is enough to show that the orbit equivalence relation
E for the action of G on S is compressible. To see this, for each ℓ ∈ N, let Sℓ be
the Borel subset of those F ∈ S for which ℓ is the least integer such that if x, y ∈ F
and x E0 y, then x(n) = y(n) for all n > ℓ. Clearly if ℓ < m, then Sℓ  Sm; and it
follows that if I ⊆ N is an infinite co-infinite subset, then A = ⋃ℓ∈I Sℓ is a Borel
subset such that S ∼ A and S rA is full.
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