Abstract. In this paper the "backward-uniqueness property" is ascertained for a two-or three-dimensional, fluid-structure interactive partial differential equation (PDE) system, for which an explicit C 0 -semigroup formulation was recently given by on the natural finite energy space H. (See also their Contemporary Mathematics article of 2007 for a preliminary, simplified, canonical model.) This system of coupled PDEs comprises the parabolic Stokes equations and the hyperbolic Lamé system of dynamic elasticity. Each dynamic evolves within its respective domain, while being coupled on the boundary interface between fluid and structure. In terms of said fluid-structure semigroup e At , posed on the associated finite energy space H, the backward-uniqueness property can be stated in this way: If for given initial data y 0 ∈ H, e AT y 0 = 0 for some T > 0, then necessarily y 0 = 0. The proof of this property hinges on establishing necessary PDE estimates for a certain static fluid-structure equation in order to invoke the abstract backward-uniqueness resolvent-based criterion by Lasiecka, Renardy, and Triggiani (2001). The backward-uniqueness property for the coupled Stokes-Lamé PDE is motivated by, and has positive implications to, the problem of exact controllability (in the hyperbolic state variables {w, w t }) and, simultaneously, approximate controllability (in the parabolic state variable u) of the present coupled PDE model, under boundary control. A similar situation occurred for thermoelastic models as shown in papers by M. Eller, V. Isakov, I. Lasiecka, M. Renardy, and R. Triggiani.
Introduction and statement of main result
In this paper we prove a classical and useful "backward-uniqueness" property for an established coupled parabolic-hyperbolic partial differential coupled model which has been used to describe certain fluid-structure interactions which occur in nature and in engineering modelling (see [Li.1] 
, [C-R.1], [D-G-H-L.1])
. In due course, we will recall said property of backward-uniqueness; but we first describe the fluid-structure physical system and corresponding partial differential equation (PDE) model with which we will be concerned throughout. This system couples the parabolic Stokes flow and the hyperbolic system of dynamic elasticity. Here the unit normal vector ν on ∂Ω is inward, and the bilinear form a(w, ϕ) = Ω σ(w)· (ϕ)dΩ is symmetric: a(w, ϕ) ≡ a (ϕ, w) . Below, we shall frequently invoke the Green's formulas. With this notation, we proceed to describe the Stokes-Lamé PDE system and the domain Ω = Ω f ∪ Ω s ⊂ R n , n = 2, 3, upon which it evolves. Throughout, Ω f will denote a bounded doughnut-like, exterior subdomain of Ω, while Ω s will be a bounded, interior subdomain of Ω which is "immersed" in Ω f . In short, Ω f is the "fluid portion" of the geometry, and Ω s is the "solid portion". Moreover, in reference to the accompanying Figure 1 , the (fluid) boundary ∂Ω f = Γ = Γ f ∪ Γ s and the (structure and interactive) boundary ∂Ω s = Γ s , where Γ f and Γ s are each sufficiently smooth. Also, as pictured in Figure 1 , we will denote ν(x) throughout to be the unit outward normal with respect to Ω f (and so inward with respect to Ω s ; one should bear this mind, as this specification of the normal vector will influence the computations). On this domain, given by Figure 1 , we consider the following PDE in mechanical variables [w(t, x) 
, w t (t, x)] and fluid variable u(t, x):
(1.3a) 
By (1.3b) and the divergence theorem, we obtain with
after also recalling (1.3e), (1.3f). Moreover, in (1.3g), the space of well-posedness H-i.e., the Hilbert space of initial data which insures "invariance of the flow"-was ascertained in [A-T.3] (see also [A-T.1]) to be the natural space of finite energy
n is defined as follows: 
In consequence, we can set the H-norm to be
In (1.6), (1.7), we have used the notation x r,Ω = x [H r (Ω)] n , which is to be followed throughout this paper. For the purposes of the present paper, we need to recall some results as well as some preliminary background from our previous work in [A-T.3] (see also [A-T.1], which really sets some main ideas of [A-T.3] in the context of a canonical fluid-structure PDE model). We begin with the following semigroup well-posedness of system (1.3a)-(1.3g) on H. 
4).
We further point out that reference [A-T.3] (following a canonical case in [A-T.1]) provides the generator A explicitly. The precise description of the domain D(A) of the generator is postponed until the beginning of Section 2. As we said at the outset, the main intent of this paper is to establish the following property for the fluid-structure semigroup e At describing the dynamics (1.3a)-(1.3g), as asserted by Theorem 1.0.
Backward-uniqueness property. Given the Banach space
⊂ L(X) is said to satisfy the backwarduniqueness property in the case (1.8)
e AT x 0 = 0, for x 0 ∈ X and for some T > 0 ⇒ x 0 = 0.
In this connection, the sought-after result of our paper may be simply stated as follows:
⊂ L(H) of Theorem 1.0 obeys the backward-uniqueness property (1.8). That is to say, if the solution
Literature and implications. For a more detailed account of the problem, literature, and implications, we refer to our prior effort [A-T.4], which shows the backward uniqueness property for a canonical fluid-structure interaction model. The present paper is a generalization of [A-T.4]. Due to the system of dynamic elasticity, the present model presents additional technicalities and difficulties over [A-T.4 ]. Here we shall mostly confine our considerations to within the fluid-structure setting. Of course, it is the mixed nature of the model-coupling parabolic and hyperbolic components-that makes the backward uniqueness question interesting, whereby the result cannot be taken for granted. Backward uniqueness is trivial for s.c. groups (hyperbolic case), is simple to prove for s.c. analytic semigroups (parabolic case), and it may be patently false, as in the case of nilpotent semigroups (an example of which may be given in terms of a physically relevant 1-d boundary damped wave equation [A-T.4 ], [Tr.1]). Thus, the interest of Theorem 1.1 is that it recovers for the whole fluid-structure boundary coupled model (1.3a)-(1.3g), a feature which is known to be enjoyed by its PDE components, the parabolic component and the hyperbolic component. In fact, it is well known that the uncoupled system of linear elasticity can be abstractly modelled by a C 0 -group [Kes.1]. In addition, the uncoupled Stokes system is associated with an analytic C 0 -semigroup. It is, however, quite another matter to determine property (1.8) for the coupled parabolic/hyperbolic PDE system (1.3a)-(1.3g). In particular, because of the coupling mechanisms across the boundary interface Γ s , which are unbounded with respect to the finite energy space, one certainly cannot appeal to any sort of perturbation argument in order to directly exploit the known backward-uniqueness property for the respective fluid and structure components.
Here we follow the strategy pursued in the case of other parabolic/hyperbolic coupled systems of PDEs (thermoelastic systems [L-R-T.1], structural acoustic problems with thermoelastic wall of the acoustic chamber [Tr.2] , and the canonical fluid-structure interaction model [A-T.4]). This rests on an abstract result (Theorem 1.2 below) which dictates the resulting strategy of proof. But as interesting as the backward-uniqueness property for the coupled parabolic/hyperbolic PDE system (1.3a)-(1.3g) may be in itself, there is another overwhelming reason that justifies its investigation: important implications of its validity in control theory. Indeed, the study of exact controllability (in the hyperbolic state variable {w, w t }) and, simultaneously, approximate controllability (in the parabolic state variable u) of the coupled fluid-structure model under boundary controls is reduced, by duality, to a priori (observability) estimates. These are obtained by PDE-energy methods which lead, preliminarily, to the sought-after estimates, however polluted by lower-order terms. The latter then need to be absorbed by a compactnessuniqueness argument of the type first used in control of PDE in [Lit.1] (see also [Lit.2]) . It is at this stage-to complete the uniqueness part of the argument-that the property of backward uniqueness is expected to play a critical role. Exactly the same state of affairs occurs in the case of another hyperbolic-parabolic coupled PDE model-thermoelastic systems accounting for rotational forces-which motivated the backward uniqueness result for such PDE systems in [L-R-T.1], and thus lead, ultimately, to the desirable property of exact/approximate controllability of thermoelastic systems [E- Remark 1.1. In closing, we also remark that our main result in the present paper also holds true-with the same proof mutatis mutandi-if the Lamé parameters are (suitably smooth) functions depending on the space variable.
In contrast, the resolvent-based approach of the present paper does not work, of course, when the Lamé parameters are also time dependent. We agree with a comment made by a referee that backward uniqueness should remain true also for coefficients depending on time. But, to establish this important extension, a radically different technique is called for, whose inspiration comes, once again, from the experience in dealing with thermoelastic (waves and plates) equations. As already noted, in the case of parabolic-hyperbolic thermoelastic equations with time-independent coefficients, paper [L-R-T.1] established the backward uniqueness property through a resolvent-based approach, under all canonical boundary conditions, including the case of high boundary operators and coupled boundary conditions. The next step for showing backward uniqueness for parabolic-hyperbolic thermoelastic equations, this time also with time-dependent coefficients, was carried out in [K-L.1], at least under both hinged and clamped boundary conditions. Thus, in these two cases, the thermal and elastic equations are coupled only in the interior of the domain, not on the boundary. In contrast, the case of so-called 'free boundary conditions,' whereby coupling between the thermal and elastic equations occurs also in the boundary conditions (involving high-order, third-and second-order boundary elastic operators) was excluded from the analysis of [K-L.1], due to the necessity, in this case, of handling the corresponding boundary traces. The approach pursued in [K-L.1] in the time-varying coefficient case-to be contrasted with the resolventbased approach of [L-R-T.1] in the time-independent case-is based on the use of appropriate, independent Carleman estimates for both the parabolic and hyperbolic components. Large parameters occurring in the corresponding Carleman estimates then allow one "to decouple" the system of equations.
An attempt to transplant the Carleman-based analysis of [K-L.1] from the (boundary uncoupled) time-dependent system of thermoelastic parabolic-hyperbolic equations to the time-dependent Stokes-Lamé, parabolic-hyperbolic system runs into the following difficulty: The coupling between the parabolic and hyperbolic components takes place precisely at the boundary interface Γ s of the two media. Therefore, sharp regularity of the boundary traces of the hyperbolic component on Γ s then becomes a critical issue. As it happens, this desirable result was recently obtained in In conclusion, we submit that the Carleman-based approach of [K-L.1] for timedependent thermoelastic systems, combined with the sharp boundary regularity results (traces) at the interface Γ s of the present system [B-G-L-T.1], should represent the basis for carrying out the technical extension of the backward uniqueness result of the present paper, for the time-varying coefficient case. This is a task for future research. Such a result-once available-will then also have important consequences on nonlinear models of fluid-structure interaction, since backward uniqueness results of nonlinear problems are expected to follow from backward uniqueness results for the corresponding linearized time(and space)-dependent problems. 2
The abstract result. As mentioned above, the proof of the main result, Theorem 1.1, will be based on the following abstract result. 
Main result.
In what follows, to state our main result, we will specify that the complex parameter λ = α + iβ should lie on one or the other of the following rays:
(ii) |α| ≥ 1 is sufficiently large.
For such rays in the complex plane, we intend to show the following result. 
Explicitly, this means the following: Consider the resolvent equation given by (2.3) below. Then the solution
obeys the following estimate:
, but may depend on the angle ϑ. Moreover, H is the energy space defined in (1.4).
Plainly, Theorem 1.3 a fortiori implies Theorem 1.1, by virtue of Theorem 1.2. The remainder of the paper is accordingly devoted to proving estimate (1.12).
Beginning of the proof of Theorem 1.3: Preliminary background from [A-T.3]
Here we shall confine ourselves to reporting from [A-T.3] (see also [A-T.1]) the background strictly necessary for the present proof. Let λ = α + iβ = |λ|e ±iϑ , 3π 4 < ϑ < π, throughout, so that (1.10) holds true. Eventually, we shall also take |α| sufficiently large.
collectively satisfies the following properties:
(vi) π 0 = π 0 (w 0 , w 1 ) satisfies, in fact, the following boundary value problem:
The above set of conditions emerges in the next analysis.
Point 2.2: The resolvent equation.
Let λ = α + iβ as in (1.10). The resolvent equation
Accordingly, Equation (2.4), once broken down component-wise, gives rise to the following systems, also in view of the criteria posted in (2.1a)-(2.1e), (2.2a)-(2.1c): 
Thus, upon taking the inner product of both sides of Equation (2.3) with respect
, isolating the real part of the consequent relation, and using (2.7), we then have (for λ = α + iβ meeting the criterion (1.10); hence α < 0) (2.8)
Equation (2.8) points out the need for estimating the term [∇f + ∇f
n -norm.
Point 2.4: Estimate of
To this end, we need to work with the f -problem (2.6a)-(2.6d). We shall first establish the following identity (as in the proof of dissipativity in [A-T.3]):
(2.9) 1 2 ∇f + ∇f
Proof of (2.9). We take the dot product of Equation (2.6a) with f and integrate. We obtain (2.10)
Application of the divergence theorem yields, also by virtue of f | Γ f = 0 and of div f ≡ 0 in (2.6c), (2.6b):
Next, we invoke the B.C. (2.6d) in the first boundary integral on Γ s on the LHS of (2.11), thereby obtaining
and (2.12) leads to (2.9), as desired. Point 2.5. Next, we take the real part of identity (2.9) and obtain (2.13) 1 2 ∇f + ∇f
A critical part of the proof will consist of obtaining a sharp estimate of the real boundary term on the RHS of (2.13). This will be done in Section 4. We shall conveniently rewrite this term as
Point 2.6. In Section 6 we shall also need the imaginary part of identity (2.9):
where the imaginary boundary term is more conveniently rewritten as (2.16)
Identities (2.14) and (2.16) reveal that one needs to solve the v 1 -problem explicitly, indeed, in the Re v 1 -and the Im v 1 -variables. This will be done in the subsequent Section 3. 
n as follows: 
n , we will also invoke the so-called Dirichlet map
By elliptic theory, see e.g., [L-M.1], this map is well-defined, with regularity (3.4a)
and, in general,
where, as usual, we have invoked the identification for suitable Sobolev spaces with corresponding domains of fractional powers of
Thus, for any "smooth enough" function ω on Ω s , we may write, by combining (3.4) with (3.3) and (3.1),
(c) Abstract v 1 -models. We return to the v 1 -equation (2.5d), which by virtue of (3.4), (3.5), we rewrite as
In (3.9) we have extended the original operator
n as a pivot space), while maintaining the same notation, as usual [L-T.1]. We now take the real and imaginary parts of Equation (3.9), using Re(
, with Re λ 2 = α 2 − β 2 and Im λ 2 = 2αβ, and obtain 
(3.14) 
Subsequently, applying (3.17) in (3.16), we have (3.18) from which (3.14) follows readily. The proof of (3.15) is similar.
(e) The operator D * A D . In the course of our analysis in Section 4, in taking the 'normal derivative' σ( · )·ν of Re v 1 in (3.12) and of Im v 1 in (3.13)-as required by (2.14) and (2.16)-we shall need the following result (in the style of [L-T.1]).
Lemma 3.2. For all (real
Proof. The reproduction of a well-known proof [L-T.1, p. 181] is as follows: We apply the Green's formulas (1.2b) (recalling that ν is the inward unit vector to Ω s , Figure 1 ) and obtain for ω ∈ D(A D ), hence ω| Γ s = 0, via the definition (3.1) for A D and (3.3) for D: .2b) and (3.3) 
and (3.21) proves (3.19), as desired. 
where C * is a positive constant independent of g.
4.
Critical estimates for the boundary terms in (2.14) and (2.16)
The goal of the present section is to show the following critical estimates for the boundary terms occurring in (2.14) and (2.16). Throughout this section, it will be convenient to introduce the following notation:
The two cases of our direct interest in the terms (2.14) and (2.16) refer to f 0 = Re f, Im f . 
where C ϑ, 1 is a constant depending on the angle ϑ ∈ ( 3 4 π, π), as well as on 1 . Proof of Theorem 4.1. We will focus here on proving the following estimate:
of the first term in (4.1). The details of proof for this estimate will make it clear that the term σ(Im v 1 ) · ν, f 0 Γ s likewise satisfies the bound on the right-hand side of (4.2), thereby establishing (4.1).
Proof of (4.2). To start, we substitute the relations (3.12) to the left-hand side of (4.2), so as to have (4.3a)
We proceed to majorize the terms T 1 , T 2 , T 3 on the right-hand side of (4.3b).
Using the relation (3.19), we have by (4.4)
We now invoke relations (3.4a)-(3.4b) with = ρ 8 , 0 < ρ < 1, and obtain from (4.5) with β 2 = α 2 tan 2 ϑ, 0 < tan 2 ϑ < 1 (see (1.10)), 6) after using the boundedness given in (3.4b). Subsequently, applying the analyticity estimate (3.2) to the right-hand side of (4.6) now gives
For the right side of (4.7), we now invoke Proposition 3.1 for Re v 1 | Γ s , using Equation (3.14). Doing so gives, with β α = | tan ϑ| < 1 (see (1.10)) and recalling (4.0),
where, in obtaining (4.8), we have also invoked trace theory on v * 1 .
Remark 4.1. We note that (4.8) follows regardless of whether f 0 denotes (Re f ), (Im f ), or f , as stipulated in the notation of (4.0). 2
To handle the right-hand side of inequality (4.9), we recall trace inequality (3.22): Applying it to the right-hand side of (4.9), we now have , 
and (4.12) follows for
n .] Combining this estimate (4.12) with the regularity of D in (3.4c) for r = 1 2 gives via (4.4b)
To deal with this term, we can again appeal to Proposition 3.1 for Re v 1 | Γ s , using Equation (3.14), and estimate as in (4.8):
H , (4.14) after using trace theory on f , f 0 , and v * 1 . [Again, as in Remark 4.1, we note that (4.14) follows regardless of whether f 0 denotes (Re f ), (Im f ), . . ., as stipulated in the notation of (4.0).] We rewrite (4.13) and (4.14) as
Recalling T 1 = T 1a + T 1b from (4.4b) and using the estimates for |T 1a | and |T 1b | in (4.11) and (4.15), respectively, we obtain (4.16) where 1 is arbitrarily small and |α| ≥ 1.
(ii) Term T 2 in (4.3b). We now estimate the term T 2 in (4.3). Via CauchySchwartz, we have readily, recalling |β| = |α| | tan ϑ| from (1.10),
By the moment trace inequality (3.23) and the analyticity estimate (3.2), we have further,
Applying (4.19) to the RHS of (4.17) then gives, with
For the second term on the RHS of (4.20), we re-invoke the moment trace estimate (3.22) as well as (4.0): 
