Abstract -In code-division multiple-access systems, simultaneous multiuser accessing of a common channel is made possible by assigning a signature waveform to each user. Knowledge of these waveforms enables the receiver to demodulate the data streams of each user, upon observation of the sum of the transmitted signals, perturbed by additive noise. Under the assumptions of symbol-synchronous transmissions and white Gaussian noise, we analyze the detection mechanism at the receiver, comparing different detectors by their bit error rate in the low background noise region, and by their worst-case behavior in a near-far environment where the received energies of the users are not necessarily similar. Optimum multiuser detection achieves important performance gains over conventional single-user detection at the expense of computational complexity that grows exponentially with the number of users. It is shown that in the synchronous case the performance achieved by linear multiuser detectors (whose complexity per demodulated bit is only linear in the number of users) is similar to that of optimum multiuser detection. Attention is focused on detectors whose linear memoryless transformation is a generalized inverse of the matrix of signature waveform crosscorrelations, and on the optimum linear detector. It is shown that the generalized inverse detectors exhibit the same degree of near-far resistance as the optimum multiuser detector; the optimum linear detector is obtained subsequently, along with sufficient conditions on the signal energies and crosscorrelations to ensure that its performance is equal to that of the optimum multiuser detector.
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I. INTRODUCTION 
C ODE-DIVISION
multiple-access is a multiplexing technique where several independent users access simultaneously a multipoint-to-point channel by modulating preassigned signature waveforms. These waveforms are known to the receiver, which observes the sum of the modulated signals embedded in additive white Gaussian noise. If the assigned signals were orthogonal, then a bank of decoupled single-user detectors (matched filters followed by thresholds) would achieve optimum demodulation. In practice, however, orthogonal signal constellations are more the exception than the rule because of bandwidth or complexity limitations (the number of potential users can be very large), lack of synchronism, or other design constraints. Therefore the question of interest is how to Manuscript received February 27, 1987; revised October 21, 1987 . The material in this paper was partially presented at the 25th IEEE Conference on Decision and Control, Athens, Greece, December 1986. This work was supported in part by the U.S. Army Research Office under Contract DAAL03-87-K-0062,
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demodulate the transmitted messages when the assigned signals are not orthogonal. In practice, demodulation strategies have been restricted to single-user detection, thereby placing the whole burden of complexity on the cross correlation properties of the signal constellation. Recently, the optimum multiuser detector for general asynchronous Gaussian channels was derived and analyzed in [l] . The optimum detector significantly outperforms the conventional single-user detector at the expense of a marked increase in computational complexity-it grows exponentially with the number of users.
The purpose of this paper is to investigate new low-complexity multiuser detection strategies that approach the performance of the optimum detector and to gain further insight into the performance of the optimum multiuser detector. Our attention in focused on symbol-synchronous channels, where the symbol epochs of all users coincide at the receiver. Although in practice this assumption rules out the important class of completely asynchronous code-division multiple-access systems, it holds in slotted channels, and its study is a necessary prerequisite for tackling the general asynchronous channel by allowing us to gain some appreciation of the main issues in the simplest possible setting.
The performance measure of interest is the probability of error of each user. In multiuser problems it is often more convenient and intuitively sound to give information concerning the error probability by means of the efficiency, or ratio between the effective signal-to-noise ratio (SNR) and the actual SNR, where the effective SNR is the one required to achieve the same probability of error in the absence of interfering users, and the actual SNR is the received energy of the user divided by the power spectral density level of the background thermal white Gaussian noise (not including interference from other users). Note that since the single-user error probability is a one-to-one function of the SNR, the efficiency gives the same information as the error probability. Its limit as the background Gaussian noise level goes to zero, the asymptotic efficiency, characterizes the underlying performance loss when the dominant impairment is the existence of other users rather than the additive channel noise. Denoting the power spectral density level of the background white noise by a*, the k th user asymptotic efficiency of a detector whose k th user error probability and energy are equal to Pk and wk, 001%9448/89/0100-0123$01.00 01989 IEEE asymptotic efficiency of the optimum linear transformation is equal to that of the optimum multiuser detector. i.e., the logarithm of the error probability goes to zero with the same slope as the single-user bit error rate with energy nkw,. In this paper we compare the performance of the various multiuser detectors by means of the asymptotic efficiency. In the high' SNR region, the advantage of this measure over the probability of error is twofold: it quantifies the performance degradation due to the existence of other users in a simple, intuitive way, and in contrast to multiuser error probability for which only (asymptotically tight) upper and lower bounds are known [l] , exact expressions for the asymptotic efficiency are feasible.
The main shortcoming of currently operational networks employing code-division multiple-access is the near -far problem. This refers to the situation wherein the received powers of the users are dissimilar (e.g., in mobile radio networks). Since the output of the matched filter of each user contains a spurious component which is linear in the amplitude of each of the interfering users, the error probability increases to l/2 as the multiuser interference grows, the asymptotic efficiency becomes zero, and the conventional single-user detector is unable to recover reliably the messages transmitted by the weaker users even if signals with very low crosscorrelations are assigned to the users. However, the near-far problem is not an inherent characteristic of code-division multiple-access systems. Rather, it is the inability of the conventional single-user receiver to exploit the structure of the multiple-access interference that accounts for the ubiquity of the near-far problem in practice. We show that the optimum multiuser detector and other multiuser detectors with much lower computational complexity are near-far resistant under mild conditions on the signal constellation. By near-far resistance we mean the asymptotic efficiency minimized over the energies of all the interfering users. If this minimum is nonzero, and, as a consequence, the performance level is guaranteed no matter how powerful the multiuser interference, then we say that the detector is near-far resistant.
The organization of the rest of the paper is as follows. The asymptotic efficiency and the near-far resistance of both the conventional and the optimum detectors are given in Section II. In Section III, we introduce the decorrelating multiuser detector. This detector linearly transforms each vector of matched filter outputs with a generalized inverse of the signal crosscorrelation matrix. It is shown that, somewhat unexpectedly, the near-far resistance of the optimum multiuser detector coincides with that of the decorrelating detector whose complexity per demodulated On the other hand, the optimum multiuser detector selects the most likely hypothesis 6* = (if,. . . , 5:) given Suppose that the kth user is assigned a finite energy signature waveform, {Sk(t), t E [0, T]}, and that it transmits a string of bits by modulating that waveform antipodally. If the users maintain symbol synchronization and share a white Gaussian multiple-access channel, then the receiver observes
where n(t) is a realization of a unit spectral density white Gaussian process and { bk( j) E { -1, l}}, is the k th user information sequence. Assuming that all possible information sequences are equally likely, it suffices to restrict attention to a specific symbol interval in (2.1), e.g., j = 0. It is easy to check that the likelihood function depends on the observations only through the outputs of a bank of matched filters: yk=iTr(t)sn(t)dt, k=l;..,K (2.2) and therefore y = (yi; * . , yK) are sufficient statistics for demodulating b = (b,, * * *, bK). We investigate ways of processing these sufficient statistics, which according to (2.1) and (2.2) depend on the transmitted bits in the following way:
where H is the nonnegative definite matrix of crosscorrelations between the assigned waveforms:
and its diagonal entries are the energies-per-bit, Hjj = w, > 0, of each user; and n is a zero-mean Gaussian K-vector with covariance matrix equal to a2H. Conventional single-user detection is the simplest way to make decisions based on y,; demodulation is decoupled and the multiuser interference is ignored, yielding the following decisions for the kth user: The computational complexities of the single-user detector and the optimum multiuser detector are radically different. While the time-complexity per bit (TCB) of the single-user detector is independent of the number of users, no algorithm that solves (2.5) in polynomial time in K is known. The reason for this is the nondeterministic polynomial (NP)-completeness of optimum multiuser detection (Appendix I). The performances of the detectors are also quite different. It is straightforward to find the kth user probability of error of the conventional single-user detector:
In the low background noise region, the foregoing summation is dominated by the term corresponding to the least favorable bits of the interfering users, i.e., bi = sgn(Hik). Thus the asymptotic efficiency of the conventional detector is equal to
where R is the matrix of normalized (unit-energy) cross correlations, i.e., H = W'/2R WI/2 (2.8) where W = diag (wi; . a, wK}. It follows from (2.7) that the conventional k th user detector is near-far resistant (i.e., its asymptotic efficiency is bounded away from zero as a function of the interfering users' energies) only if Rik = 0 for all i # k, i.e., only if the kth user's signal is orthogonal to the subspace spanned by the other signals. Otherwise,
The k th user error probability of the optimum multiuser receiver is asymptotically (as u + 0) equivalent to that of a binary test between the two closest hypotheses that differ in the k th bit (see [l] This is the highest efficiency attainable by any detector because as u -+ 0 the optimum multiuser detector achieves minimum probability of error for each user. In the two-user case, denoting p = R,,, (2.11) reduces to -\ I dw2 vi= min l,l+ "2 -2lp(---Wl 1 6' (2.12) and similarly for user 2. Unfortunately, no explicit expressions are known for (2.11) in general. In fact, the combinatorial optimization problem in (2.11) is also NP-complete (Appendix I). Nevertheless, it is indeed possible to obtain a closed-form expression for the near-far resistance of the optimum multiuser detector, because the minimization of the asymptotic efficiencies with respect to the energies of the interfering user waveforms reduces the combinatorial optimization problem in (2.11) to a continuous optimization problem whose solution is given by the following result.
Proposition 1: Denote by Ri the Moore-Penrose generalized inverse3 of the normalized crosscorrelation matrix R. If the signal of the kth user is linearly independent, i.e., it does not belong to the subspace spanned by the other signals, then 1
Otherwise, ?jk = 0. where R, is obtained from R by deleting the k th row and column and ak is the k th column of R with the k th entry removed. Henceforth, we denote such a partitioning of a symmetric matrix with respect to the k th row and column by R = [Rk, ak,l] , where the rightmost element in the square brackets is the k th diagonal entry. The minimum in the right side of (2.14) is achieved by any element z* such that
Because of the Fredholm theorem [ll, p. 1151, the solvability of (2.15) is equivalent to ak being orthogonal to the null space of R,. However, for all z E RK-' the parabola q(u) = u2 + 2uz Ta, + zTRkz has at most one zero because it is equal to the quadratic form of the nonnegative definite matrix R with a vector whose k th coordinate is u and whose other components are equal to Z. Therefore, the discriminant of the parabola satisfies (zrak)2 -zTRkz < 0; in particular, if z belongs to the null space of R,, then z Tak = 0. So ak is indeed orthogonal to the null space of R,. Substituting (2.15) into (2.14) we obtain
Notice that the k th user is linearly dependent if and only if there exists a linear combination of the columns of R that includes the kth column and is equal to the zero vector. Therefore, if a user is linearly dependent then we can find x such that Rx = 0 and xk = 1, in which case the penultimate equation in (2.14) indicates that ?jk = 0. To obtain the near-far resistance of a linearly independent user, we employ the following property, which is invoked again later on.
Lemma 1: If the kth user is linearly independent, then every generalized inverse R' of R satisfies: (RrR)kj = akj, (RR'),, = Sjk and Rik = Rk+. (Analogous formulas hold for the unnormalized crosscorrelation matrix H.)
Proof of Lemma 1: Let S = R'R -I. By the definition of generalized inverse, it follows that RS = 0, i.e., every column of S is in the null space of R. However, if the kth user is linearly independent, it is necessary that the k th element of each such column be zero. Hence (R'R -I),j = 0 for all j = 1,. . . , K.
Similarly, with S = RR' -I and SR = 0, we obtain (RR'),-, = ajk. Equivalently, RR'u, = uk, using the kth unit vector uk. Hence, for any generalized inverses R[, Ri, R(R{-R',)u, = 0. However, since the kth user is linearly independent, it is necessary that the kth element of each vector in the null space of R be zero. Hence (R;-R;),, = 0. Now we continue with the proof of Proposition 1. Partitioning R + with respect to the k th row and column, we have, say, Ri = [C, c, y] . Now, computing the submatrices of the partitioned matrix R+R and using Lemma 1, it Notice that y # 0, for otherwise c would belong to the null space of R, and would not be orthogonal to ak, which, as we saw, is not possible. Finally, substituting (2.17) into (2.16) we obtain
where the second, third, and fourth equations follow from the definition of generalized inverse, (2.17) and (2.18), respectively.
III. THE DECORRELATING DETECTOR
In the absence of noise, the matched filter output vector is y = Hx. Thus if the signal set is linearly independent (i.e., H invertible), the natural strategy to follow in this hypothetical situation is to premultiply y by the inverse crosscorrelation matrix H-'. The detector i = sgn H-'y was analyzed in [8] , where its performance was quantified in the presence of noise. In [6] it was erroneously shown (cf. [3] ) that this detector is optimum in terms of bit-error rate. Note that the noise components in H-'y are correlated, and therefore sgn H-'y does not result in optimum decisions. It is interesting to point out that this detector does not require knowledge of the energies of any of the active users. To see this, let Jk = yk/JWk, i.e., $k is the result of correlating the received process with the normalized (unit-energy) signal of the k th user. Then sgn HPly
and therefore, the same decisions are obtained by multiplying the vector of normalized matched filter outputs by the inverse of the normalized crosscorrelation matrix. Apart from the attractive asymptotic efficiency properties shown below for the decorrelating detector, further justification for its study is provided by the fact that it is the solution to the generalized likelihood ratio test or maximum likelihood detector (e.g., [12, ch. 21, [13, p. 2911 ) when the energies are not known by the receiver. This approach selects the decisions that maximize the maximum of the likelihood function over the unknown parameters, i.e., (cf. (2.5)) r ,, Since in this paper the signal set is not constrained to be linearly independent, the above detector need not exist. In general, we consider the set I(H) of generalized inverses2 of the crosscorrelation matrix H and analyze the properties of the detector f = sgn H'y, (3.1) which we refer to as a decorrelating detector.
The k th user asymptotic efficiency achieved by a general linear transformation T can be obtained in a way similar to that of the efficiency of the conventional singleuser detector T = I (Section II). The first step is to find the bit error probability of the kth user:
Since the random variable (Tn), is Gaussian with zero mean and variance equal to (THTT),,02, the sum in (3.2) is dominated as u + 0 by the term Thus the k th user asymptotic efficiency of a decorrelating detector with matrix H' is given by
(3.5)
Proof: If user k is linearly independent, we established in Lemma 1 that (H'H)kj = akj. Hence it follows from (3.5) that
Using the defining properties of generalized inverses (see footnote 2) it is easy to check that if A E I(R), then We112A Wp1i2 E I(H), and if B E I(H), then W'/2BW1/2 E I(R). Hence there is an obvious bijection between I(R) and I(H). Note that H+ need not be the image of R + in this bijection. However, the inverse image of H+, say R* E I(R), satisfies
Moreover, since user k is linearly independent, Lemma 1 implies that the denominator of (3.7) is equal to the left side of (3.8) and that the right side of (3.8) is equal to Rk+. Proposition 2 follows.
In Section IV it is shown that if user k is linearly dependent, then 17: = Sup 7Jk(H') = Sup Q(T) =d, H'S I(H) TE RKXK
i.e., the best decorrelating detector and the best linear detector achieve the same k th user asymptotic efficiency. Proposition 3: The near-far resistance of the decorrelating detector equals that of the optimum multiuser detector, i.e., for all H' E I(H), Proof: If user k is linearly independent, then according to Proposition 1 the near-far resistance of the optimum detector is equal to the asymptotic efficiency of the decorrelating detector (Proposition 2) which is independent of the energy of the other users. If user k is linearly dependent, Proposition 1 states that the near-far resistance of the optimum detector is zero, and hence the same is true for any detector.
The result of Proposition 3 is of special importance in a near-far environment, where the received signals have different energies and where the energy ratios may vary continuously over a broad scale if the positions of the users evolve dynamically. In this environment any decorrelating detector, with its linear time-complexity per bit, offers the same near-far resistance as the optimum multiuser detector, whose time-complexity per bit is exponential.
For the case where the signal set is independent, i.e., H is nonsingular (and T$ = qk( H-') is energy-independent for all users), a geometric explanation for the equality of ?Ik and T$ can be given in the two-user case. Recall that the received signal y satisfies: y ='Hx + n and the noise autocovariance matrix is H. To have spherically symmetric noise, it is convenient to work in the H-l12y domain. Here the hypotheses, denoted by A, B, C,D in Fig. 1, are at the points H l12x, with x E { -1, l}". Since in this domain the matched filter output noise is spherically symmetric and Gaussian, the decision regions of the maximum likelihood detector, determined by the minimum Euclidean distance rule, are given by the perpendicular bisectors of the segments between the different hypotheses, and the k th user asymptotic efficiency corresponds to the square of half the minimum distance between distinct hypotheses differing in the k th bit. The decision regions of the decorrelating detector are cones with a vertex at the origin, such that application of H-' maps them to the coordinate axes. Thus in the H-'/2y-domain the decision cones pass through the points H'12e, with e the unit vectors in R2. These points are at the center of the sides of the parallelogram formed by the hypotheses, because the unit vectors can be represented as half the sum of adjacent hypotheses. So, the decorrelating detector decision boundaries are parallel to the parallelogram sides and intersect it at the centers of its sides. The k th bit-error probability (by symmetry we can assume that the transmitted bit was -1) is the sum of two integrals, one for each possibility for the remaining bit, of the noise density function over the region in which the k th bit is decoded as 1. In this case the kth bit-error probability can be easily computed by taking advantage of the aforementioned properties. To this end we rotate the coordinate system to let the y axis coincide with the kth-bit decision boundary and use the equal distance property of the decision boundary to the hypotheses, to observe that the two integrals are equal. We then use the spherical symmetry of the noise to identify each integral as a Q-function of the distance of the hypothesis to the decision boundary. Hence the k th user asymptotic efficiency of the decorrelating detector is equal to the square of the distance of any hypothesis to the k th bit decision boundary. Thus, in Fig.  1, & is the length of the shortest of the segments AM, A0 and BO, and fl is the length of AP. The result of Proposition 3 can now be interpreted as follows. Since TJ appears as the hypotenuse and qd as the leg of a rightangled triangle, 11 is lower-bounded by the energy independent qd. However, since the triangle angles vary with increasing energy of the interfering user waveform, there is a particular energy ratio for which the triangle degenerates into a line segment. This is the point when TJ reaches its minimum 7j, which is geometrically identical with qd. For the parallelogram formed by the hypotheses, this is the case where a diagonal is perpendicular to a side (e.g., A0 perpendicular to CD).
IV. THE OPTIMUM LINEAR MULTIUSER DETECTOR
We now turn to the question of finding the optimum linear detector. We have seen that this is a fruitful approach, since a particular type of linear detector, the decorrelating detector, offered a substantial improvement in asymptotic efficiency compared to the single-user detector, while its near-far resistance equaled that of the optimum multiuser detector. While we now know that no detector, linear or nonlinear, can outperform the decorrelating detector with respect to near-far resistance, for fixed energies it is indeed possible to obtain linear detectors that have a higher asymptotic efficiency than the one achieved by the decorrelating detector.
We find the linear detector which maximizes the asymptotic efficiency (or equivalently minimizes the probability of bit error in the low-noise region) and compare the achieved asymptotic efficiency to the ones achieved by the conventional and optimal detectors. Thus we ask which mapping T: RK -RK maximizes the asymptotic efficiency of the decision scheme Z=sgn(Ty) =sgn(THx+Tn). (4.1)
The interpretation of this optimization problem in terms of decision regions is to find the optimal partition of the K-dimension hypotheses space into K decision cones with vertices at the origin. The surfaces of these cones determine the columns of the inverse T-l of the mapping sought. Application of T on the cone configuration will map the cones on quadrants, after which a sign detector is used.
The kth user asymptotic efficiency of a general linear detector, as given by (4.1) was derived in (3. (4.11)
where v denotes the k th row of T. To minimize the probability of Pk, we have to maximize the argument of the Q-function, and equivalently maximize the asymptotic efficiency qk(v), with respect to the components of the vector v. Since the map applied on the matched filter outputs is linear, the asymptotic efficiencies of all the users can be simultaneously maximized, each such maximization yielding the corresponding row of the map to be applied. For the sake of clarity, we first consider the two-user case, for which explicit expressions for the maximum linear asymptotic efficiency can be obtained. where bz is the k th row of the decorrelating detector and (4 k) E {(1,2),(2,1)).
Proof: Without loss of generality, let k = 1. We have and the objective is to maximize the right side of (4.9) with respect to u2. We consider the case IpI = 1 separately. (4.12)
As can easily be seen, both values correspond to maxima. If neither of these conditions is met, the derivative does not have a zero. The optimal value for u2 can be determined by taking a closer look at the behavior of dv,/du,, in Fig. 2 . For both 1= 1 and I = -1, the derivative of vi is positive for u2 smaller than the abscissa of the zero of the derivative (which is equal to -I), and negative afterwards. Due to the nonlinearity of vi the derivative has the form corresponding to I = -1 for u2 < -p( w~/w~)~/~ and the form corresponding to 1 =l afterwards. Since the second branch (for I = 1) turns negative before the first one, we have to take the largest value of u2 yielding a positive derivative on the first branch. It can easily be seen that in the "no-zero" case, -1 < -p( w2/ ~$1~ < 1, this is the point of discontinuity, i.e., u2 = -~(w,/w,)'/~. Note that for p = 0 we get vT= [l; 01, the identity transformation, as expected, since the users are then decoupled and a single-user detector is optimal. By taking the inverse of R we also see that in the no-zero case the optimal transformation vector is exactly the corresponding row of the inverse correlation matrix. We see that, for (w2/w1) l/2 < 1, any u2 satisfying u2 sgn p > -( w1/w2)1'2 is optimal, in particular the one given in (4.7). Otherwise, the asymptotic efficiency of the best linear transformation is zero, hence all linear transformations are equivalent.
Substituting the result of Proposition 4 into the asymptotic efficiency of (4.9), we obtain the following.
Proposition 5: The k th user asymptotic efficiency of the optimal linear two-user detector equals for (4 k) E {(1,2),(2,1)}.
The kth user asymptotic efficiency obtained in the range (wj/wk)l/* < IpI equals the optimum asymptotic efficiency, obtained in (2.12). Even outside the region of optimality, the best linear detector shows a far better performance than the conventional single-user detector (see Fig. 3 ), since if wi/wk > p2, then 17: is independent of wi/wk, whereas according to (2.7) the asymptotic efficiency of the conventional detector is equal to zero for W,/Wk 2 l/p? There is an intuitive interpretation of the dual behavior of the best linear detector and of the boundary point (w,/w~)'/~ = IpI. Let k =l. The input to the threshold device corresponding to the first user, zi = vTy, has three components: where n" is a Gaussian random variable of variance v2K1-P~)+(P + ~~(w~/w~>'/~>~l. For (w~/w,)'/~> IPI, the second term outweighs the second part of the first term, so the best one can do is to eliminate it by choosing u2 = -P(WW2> 'I2 (the decorrelating detector). Since this minimizes the noise variance at the same time, it is the best strategy in this region. If, however, (~~/wr)l/~ < IpI, and u2 is such that the term p(p + u2(w2/wJ1/*) is positive, it is a better policy to allow interference from user 2, which is compensated by the second part in the first term, and use the residual positive contribution in the first term to increase the SNR as compared to the decorrelating case. We have seen that this strategy leads to the same performance as the more complex maximum likelihood detector.
Note that in the two-user case the signal energies and cross correlations cannot be picked so as to allow both users optimal performance at the same time: for user 1 we need (w2/w$/* < IpI ~1, whereas for user 2 we need (w2/%)"2 'lAPI '1.
B. The K-user Case
Unlike Propositions 2 and 5, in the general K-user case it is not feasible to obtain an explicit expression for the asymptotic efficiency achieved by the best linear detector.
Proposition 6: The k th user asymptotic efficiency of the best linear detector equals: From the definition of v0 we see that the term in parentheses equals v~Hv. Now v E n jS'5 0 e,hFv 2 0, j # k, and since qi is invariant to scaling of v, maximization of the given functional over R ' is equivalent to maximization over the ellipsoid vTHv = 1. This proves the first part of Proposition 6. We now have to perform two maximizations where the second one has the explicit form of an exhaustive search. We turn our attention to the inner maximization in (4.16). We first show that it is possible to replace the feasible set therein by an equivalent convex set, i.e., the asymptotic efficiency is unchanged if we replace where (Y is the angle between the vectors y, and y. Since the inequality constraints are linear and partition the space into convex cones with vertex at the origin, the optimal angle (Y is independent of 1 yl. Either the optimal cos 1y is nonnegative, in which case v(e) is maximized for 1 y 1 maximal in both versions, or it is negative, in which case q(e) < 0. In either case, the value of T&, which involves comparison with zero, is unchanged if the maximization is performed over the interior of the ellipsoid, which completes the proof of the claim. We now have to consider the following problem: We used condition (4.19) to get the last equality, so In Appendix II we show an explicit procedure for finding the best linear detector characterized in Proposition 6. Its asymptotic efficiency is trivially upper-and lowerbounded by that of the optimum and decorrelating detectors, respectively. For certain values of energies and crosscorrelations these bounds are attained; sufficient conditions for this to occur are given in Propositions 7 and 8.
Proposition 7: The following are sufficient conditions on the signal energies and crosscorrelations for the best linear detector to achieve optimal k th user asymptotic efficiency:
,K i (4.29) Proof: In the optimality case, we show in Appendix II that ejh,'uo > 0 for all j # k. If we introduce ek = 1 this has to hold also for j = k, otherwise we get negative asymp- where D is the diagonal matrix with i th diagonal element equal to ei. We now see that a sufficient condition for the i.e., for a dependent user the best decorrelating detector above inequality to hold for some e,; . . , eK is has the same asymptotic efficiency as the best linear detector.
IHjkl' C IHjilI j=l;..,K. Since user k is dependent, u:T,, whose components are the k th components of the eigenvectors to eigenvalue zero, is nonzero. (Otherwise, for all x with Rx = 0, xk would be zero, which implies that the k th user is linearly independent of the other users.) Hence since A is invertible, we can make the change of variables x= (T,+T,UA)=u, We show that x* = ATlTW'/2v* is feasible, and that vTW~'~T,X* = q:(e): We know that 7: I qk, since the decorrelating detector belongs to the class of linear detectors. We exhibited for each e a feasible vector x*, which satisfied v~W~/~T,X* = q;(e). Since from (4.43), vi(e) 2 v~DOTW~/~T,X for all feasible x, we have, for all e, q:(e) 2 q;(e). Hence 17: 2 vi, which establishes (4.33).
Since the k th user asymptotic efficiency depends only on the k th row of the applied linear transformation, optimization of qk(H') over the class of generalized inverses for each dependent user k, yields different rows, each belonging to a different generalized inverse. Consequently, the collection of the K optimal rows need not be a generalized inverse.
Finally, notice that the near-far resistance of the optimum linear detector is equal to that of the optimum detector, since it is shown in Proposition 3 that a particular type of linear detector, namely, the decorrelating detector, achieves optimum near-far resistance.
V. CONCLUSION
The main contribution of this paper is the establishment of the fact that a set of appropriately chosen memoryless linear transformations on the outputs of a matched filter bank exhibits a substantially higher performance than the conventional single-user detector, while maintaining a comparable ease of computation. Moreover, the near-far resistance of all proposed detectors is shown to equal that of the optimum multiuser detector.
Even though the worst-case complexity of the algorithm used to find the best linear detector is exponential in the number of users, in a fixed-energy environment this computation needs to be carried out only once; hence the real-time time-complexity per bit is linear, in contrast to the optimum multiuser detector. Moreover, a region of signal energies and crosscorrelations exists in which the optimal linear detector achieves optimum asymptotic efficiency.
The decorrelating detector is easier to compute than the optimum linear detector, and it exhibits either the same or quite similar performance, depending on the energies and correlations. Since the decorrelating detector does not require knowledge of the transmitters energies and it achieves the highest possible degree of near-far resistance, it is an attractive alternative to the optimum detector in situations where the received energies are not fixed. The only requirement for the signal of a user to be detected reliably by the decorrelating detector regardless of the level of multiple-access interference, is that it does not belong to the subspace spanned by the other signals-a mild constraint that should be compared to the condition necessary for reliable detection by the conventional single-user detector, i.e., that the signal is orthogonal to all the other signals.
The most interesting generalization of the results of this paper is the asynchronous code-division multiple-access channel.4 Due to the fact that in the asynchronous case the channel has memory, a K-input K-output linear discretetime filter will replace the memoryless linear transforma-. tion studied in this paper.
APPENDIX I
This appendix gives a summary of the results in [18] . We show that the problems of optimum multiuser demodulation and solving for the maximum asymptotic efficiency are nondeterministic polynomial time hard (NP-hard) in the number of users and therefore do not admit polynomial time ,algorithms unless such algorithms are found for a large class of well-known combinatorial problems including the traveling salesman and integer linear programming. According to (2.3, the selection of the most likely hypothesis given the observations is the following combinatorial optimization problem.
MULTIUSER DETECTIONInstance: Given K E Z+, y E QK and a nonnegative definite matrix H E QKXK;
Find {b* E { -1, l}K} that maximizes 2bTy -bTHb. The usefulness and relevance of Proposition 10 stem from the fact that when the users are asynchronous, the cross correlations between their signals a& unknown a priori and the worst-case computational complexity over all possible mutual offsets is the complexity measure of interest since it determines the maximum achievable data rate in the absence of synchronism among the users. Actually, no family of signature signals is.known to result in optimum demodulation with polynomial-in-K complexity for all possible signal offsets. Thus even if the designer of the signal constellation were to include as a design criterion the complexity of the optimum demodulator in addition to the bit-error-rate performance (which dictates signals with low crosscorrelations), he would not be able to endow the signal set with any structure that would overcome the inherent intractability of the optimum asynchronous demodulation problem for all possible offsets.
The performance analysis of the optimum receiver for arbitrary energies and crosscorrelations is also inherently hard. According to (2.11) the maximum achievable asymptotic efficiency is obtained as the solution to multiuser asymptotic efficiency. The proof that -l/O/l KNAPSACK is NP-complete can be found in 1181. APPENDIX 
II
We give here an explicit procedure for finding the maximizing vector 5 given implicitly by Proposition 6. The idea is the following: condition (4.19) states that if the maximizing vector E lies in the intersection of a subset of the delimiting hyperplanes with equations h;fi = 0, j E S, with S the index set of the specific hyperplanes, only the X,, j E S are possibly nonzero and enter into the expression defining 6. Thus we have IS] equations with IS] unknowns, which we can solve to get the Xi and then 6. To state (and prove the correctness of) an algorithm that finds the optimum linear transformation, the following terminology is used.
Definition I: Let S be an index set {j,, j,;.., j,,}, O<n< K -1, with j,; . ., j,, E (1,. . ., K } -{k}, labeled in increasing order. Define Recall that this procedure has to be repeated for all the different ( e, } in search of the maximal n(e) value, until either the efficiency v(e) reaches the upper bound given by the optimal detector, or all 2K possibilities have been exhausted. Prior to running the algorithm, the sufficient conditions given in Propositions 8 and 9 should be checked. In part A of the algorithm notice that n = 0 corresponds to a solution in the interior of the feasible cone, with all X equal to zero, and Z=o,/m.
Th e corresponding asymptotic efficiency n2(e)/wk = t$Hvo/wk = 9, which is equal to the asymp-THEORY, VOL. 35, NO. 1, JANUARY 1989 totic efficiency of the maximum likelihood detector as given by (2.11). On the other hand, n =l corresponds to a solution on exactly one of the delimiting hyperplanes, with exactly one X nonzero (call it X,), and and I (A.81
The feasible set in (AlO), F = { vlHv = (l/uk)uk }, is nonempty (e.g., it contains the set {(l/u,)hL, H'E I(H)}),
and for all VE F, vk =\lHk+k. Hence q(e) =1/E, and with (3.8) (l/wk>s2(e> =l/RZk, which is the energy independent asymptotic efficiency of the decorrelating detector for independent users.
REFERENCES (A.91
The asymptotic efficiency achieved in this case is bounded above by the one for n = 0, since the second term is nonnegative. If the matrix H does not have a lot of structure, which is to be expected in practical applications, this is the most probable case. For increasing n the computational effort grows fast, but in most cases the algorithm will terminate for very small n.
We also have an explicit solution for the "terminal case," n = K -1, which corresponds to the decorrelating detector case. Then, without loss of generality, 8 = hi /@, a scaled version of the k th column of any generalized inverse matrix of H (in particular of H+ ) and s(e) = l/H&, which is equal to the kth user asymptotic efficiency of the decorrelating detector, when the scaling factor l/wk of (4.16) is taken into account. This can be shown as follows. In the terminal case hp = 0, for all j # k. 'k Hence using Lemma 1 for both equations, we obtain PI PI
