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Resumen Abstract
En un gran número de escenarios de la vida real se
requiere procesar señales de interés que se encuentran
muy inmersas en medio de ruido de fondo: señales tec-
tónicas de las entrañas de la Tierra, otras provenientes
del lejano cosmos, de telemetría biomédica, acústicas
lejanas, interfaces neuronales no invasivas, etc. El
propósito de este trabajo es presentar la descripción
de una plataforma robusta y eficiente para hacer fil-
traje en tiempo real de señales muy inmersas en ruido
(bastante débiles) y de naturaleza muy diferente. La
estrategia propuesta se basa en dos principios: el mo-
delado de las señales de los fenómenos físicos mediante
procesos caóticos y la aplicación de estrategias de fil-
traje basadas en la teoría de sistemas dinámicos no
lineales. Tomando como caso de estudio señales sísmi-
cas, señales de electrocardiogramas fetales, señales de
tipo voz y señales de interferencias de radiofrecuencia,
este trabajo experimental muestra que la metodología
es eficiente (error cuadrático medio menor al 1 %)
y robusta (la estructura de filtraje, basada en fil-
tro de Kalman, es invariante ante diferentes señales
fenomenológicas). La metodología presentada resulta
ser muy atractiva para aplicaciones prácticas para
la detección de señales débiles en tiempo real por su
alta precisión de filtraje con una mínima compleji-
dad computacional y tiempos de procesamiento muy
cortos.
In a large number of real-life scenarios it is required
to process desired signals that are significantly im-
mersed into background noise: tectonic signals from
the entrails of the earth, signals coming from the
far away cosmos, biometric telemetry signals, distant
acoustic signals, noninvasive neural interfaces and
so on. The purpose of this paper is to present the
description of a robust and efficient platform for the
real time filtering of signals deeply immersed in noise
(rather weak signals) with rather different nature.
The proposed strategy is based on two principles:
the chaotic modelling of the signals describing the
physical phenomena and the application of filtering
strategies based on the theory of non-linear dynamical
systems. Considering as a study case seismic signals,
fetal electrocardiogram signals, voice-like signals and
radio frequency interference signals, this experimental
work shows that the proposed methodology is effi-
cient (with mean squared error values less than 1%)
and robust (the filtering structure remains the same
although the phenomenological signals are drastically
different). It turns out that the presented method-
ology is very attractive for the real time detection
of weak signals in practical applications because it
offers a high filtering precision with a minimum com-
putational complexity and short processing times.
Palabras clave: caos, filtraje no lineal, sistemas
dinámicos, filtro de Kalman, señales débiles, señales
reales.
Keywords: Chaos, Non-Linear Filtering, Dynamic
Systems, Kalman Filter, Weak signals, Real Signals.
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1. Introducción
El procesamiento de señales es básico para muchas
áreas de ciencia e ingeniería. Una de las etapas funda-
mentales para cualquier algoritmo de procesamiento
de señales es el filtraje, es decir, eliminar (filtrar) el
ruido de fondo que acompaña a la señal bajo estudio
antes del correspondiente procesamiento de señales.
Para contrarrestar los efectos del ruido exis-
ten diversas estrategias de filtraje de señales. Las
metodologías convencionales de filtraje (basadas en
procesamiento estadístico) resultan bastante efectivas
cuando la relación señal a ruido (SNR) es mayor o igual
a uno, SNR ≥ 1, o bien SNR ≥ 0 dB si se expresa en
decibeles (es decir, magnitud del ruido menor o igual
a la magnitud de la señal de interés).
En muchas aplicaciones prácticas se procesan
señales con ruido cuando la magnitud de este úl-
timo es mayor que la magnitud de la señal de interés,
SNR < 1. Para el filtraje de señales en estas situaciones
las estrategias convencionales han sido adaptadas o
bien se han creado metodologías novedosas (basadas
en procesamientos iterativos, wavelets, etc.). El costo
de lograr el filtraje de señales en estas condiciones es
que el procesamiento en tiempo real se ve ligeramente
afectado.
El proceso de filtraje es un gran desafío cuando
se requiere la detección de señales muy débiles (mag-
nitud del ruido mucho mayor que la magnitud de la
señal deseada, es decir, SNR « 1 o bien SNR « 0 dB),
por ejemplo, señales de sistemas solares lejanos, ac-
tividad cardíaca fetal, pequeños sismos precursores de
terremotos, señales de voz inmersas en ruido de fondo,
señales de información de radiofrecuencia, interfaces
neuronales no invasivas, etc. El tema de detección de
señales débiles no es realmente nuevo y es posible en-
contrar una gran cantidad de publicaciones (ver [1–6]
solo por citar algunas referencias) que abordan este
tema con diversas metodologías y para diferentes fenó-
menos. Se emplean técnicas que van desde diferentes
esquemas de filtraje (adaptivo, tiempo-frecuencia, FIR,
IIR, etc.), lógica difusa (fuzzy logic), sistemas caóticos,
resonancia estocástica, hasta diferentes estrategias de
descomposición (modo empírico, wavelets, señales or-
togonales, etc.). Lo novedoso para el caso del presente
trabajo es la aplicación de señales caóticas como mo-
delos de los fenómenos reales basándose en la teoría
de sistemas dinámicos determinísticos, no lineales.
Con una historia de más de 50 años, la teoría de sis-
temas dinámicos [7–9] es uno de los pilares de muchas
áreas científicas, como física, control automático, co-
municaciones, etc.; particularmente es muy relevante
para el filtraje mediante el célebre filtro de Kalman
(propuesto por Rudolph E. Kalman en 1960), el cual
permite un filtraje muy preciso considerando que la
señal deseada es un sistema dinámico lineal bajo la
influencia de ruido blanco aditivo gaussiano (AWGN)
y desde su invención hasta la fecha cuenta con un
sinnúmero de aplicaciones prácticas recientes y añejas
(por ejemplo, [10,11]).
El filtro extendido de Kalman (EKF) permite apli-
car la misma metodología para el caso de sistemas
dinámicos no lineales, gracias a que en cada ciclo de
operación se lleva a cabo un proceso de linealización
(cálculo jacobiano de las correspondientes ecuaciones
no lineales) tomando como referencia el punto corriente
(muestra actual) de operación.
¿Cómo lograr, a partir de la teoría de sistemas
dinámicos no lineales, una estrategia efectiva de filtraje
para señales débiles de fenómenos físicos diametral-
mente diferentes? Una de las opciones que se explora en
este trabajo es el modelaje de las señales fenomenológi-
cas como señales generadas por atractores caóticos, i. e.
por sistemas dinámicos no lineales, pero deterministas.
En este caso la aplicación del concepto de sistemas
dinámicos permite dos cosas muy útiles: modelar las
señales reales como procesos formalmente determinís-
ticos y aplicar todos los resultados de filtraje basados
en la teoría de sistemas dinámicos.
Usar modelos caóticos para señales reales resulta
original y bastante eficaz, como se muestra más ade-
lante, a pesar de que como tal el modelaje de fenó-
menos reales por medio de señales caóticas se ha
usado durante más de 50 años en áreas tales como
sismología [1, 2, 12], teoría estadística de las comunica-
ciones [13, 14], telemetría biomédica [15, 16], proce-
samiento de señales submarinas [3], y también en
muchas áreas relacionadas a física aplicada [17].
En este trabajo se presenta un filtraje efectivo
(cuyos aspectos teóricos se desarrollaron en [18,19]) en
el sentido de una alta precisión en términos de valores
muy pequeños del error cuadrático medio normalizado
(NMSE < 1 %). La normalización del error cuadrático
medio (MSE) se considera en relación con la varianza
de la señal fenomenológica. Por otro lado, el filtraje es
también robusto en el sentido de que, para señales de
entrada provenientes de diferentes fenómenos físicos,
tanto la estructura del filtro como su precisión (valores
del NMSE) son prácticamente invariantes.
El modelaje caótico es muy útil porque casi to-
dos los algoritmos de filtraje cuasióptimo se caracteri-
zan por tener una alta precisión (valor muy bajo del
NMSE) y una complejidad computacional muy baja.
Los detalles teóricos y las demostraciones de estas
propiedades se desarrollaron en [18,19] donde el lector
interesado puede revisarlos. En este trabajo se aplican
y se extienden al terreno práctico las ideas del filtraje
no lineal (publicadas en [19]), presentando solo los
detalles experimentales de escenarios físicos con dife-
rentes fenomenologías, en concreto señales sísmicas,
señales cardiacas (ECG), señales del tracto vocal y
señales interferentes de radiofrecuencia (RFI).
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2. Materiales y métodos
El desarrollo de este trabajo se centra en dos elementos
básicos. Por un lado, métodos desarrollados previa-
mente que dan el sustento teórico riguroso y, por otro
lado, programación de código en MatLab para crear
un banco de pruebas. El código MatLab se desarrolla
a partir de las ecuaciones de filtraje descritas más ade-
lante. En el aspecto teórico, se emplean señales caóticas
tanto para el filtraje de sistemas dinámicos no lineales
como para modelar señales fenomenológicas. Dado que
la idea es obtener algoritmos que puedan ser implemen-
tados en una plataforma de cómputo, es importante
establecer la complejidad del filtraje dinámico no lineal
en términos de operaciones o cálculos computacionales.
2.1. Filtraje y modelaje caótico
Un proceso caótico se define a partir un conjunto de
ecuaciones diferenciales ordinarias y sus correspon-
dientes parámetros, es decir, es un proceso determi-
nista [17]. En el espacio de fase un proceso caótico
conforma una trayectoria orbital con la peculiar carac-
terística de que ninguna de todas las posibles trayecto-
rias pasa dos veces por exactamente el mismo lugar [17].
Adicionalmente, un proceso caótico es sensible a cam-
bios en las condiciones iniciales, es decir, dos realiza-
ciones de un mismo proceso caótico cuyas condiciones
iniciales difieren en un valor arbitrariamente pequeño
son completamente decorrelacionadas en el mediano y
largo plazo [17].
A pesar de ser determinista, un proceso caótico ge-
nera realizaciones de procesos, que se describen como
estocásticos y es justamente la naturaleza determinista-
estocástica la que explotamos para generar estrategias
de filtraje (con ecuaciones deterministas) y modelar
procesos físicos (con realizaciones estocásticas).
Un proceso caótico vectorial x(t) puede ser gene-
rado mediante la siguiente ecuación diferencial ordi-
naria, ODE:
x˙ = F(x, t) (1)
con condición inicial x(t0) = x0;F(·) es una fun-
ción vectorial variante en tiempo (representa las
ecuaciones caóticas). En nuestro caso consideraremos
F(x, t) tomando como ejemplo las ecuaciones de los
atractores caóticos de Rossler, Lorenz y Chua:
Rossler
xk+1 = xk + Ts(−yk − zk)
yk+1 = yk + Ts(xk − 0.2yk)
zk+1 = zk + Ts(0.2− zk(5.7− xk))
(2)
Lorenz
xk+1 = xk + Ts(10(xk − yk))
yk+1 = yk + Ts(28xk − yk + xk · zk)
zk+1 = zk + Ts(−83zk + xk · yk)
(3)
Chua
xk+1 = xk+1 + Ts[9.205(yk − U(xk))]
yk+1 = yk+1 + Ts[xk − yk + z3]
zk+1 = zk+1 + Ts[−14.3yk]
(4)
donde U(xk) = m1xk+ 12 (m0−m1)[|xk+1|−|x1−1|,
m0 = − 17 , m1 = 27 y TS es el tiempo de muestreo.
El algoritmo de filtraje que se usa (descrito un poco
más adelante) es el filtro de Kalman discreto, por eso
(2)-(4) se introducen en forma discreta.
En el bloque de filtraje se desconoce las condiciones
iniciales de la señal bajo procesamiento, lo cual produce
efectos de incertidumbre (divergencia) que pueden ser
mitigados al incluir un «ruido de proceso» aditivo en
la Ecuación (1). Así, se transforma la ODE en una
ecuación diferencial estocástica, SDE que da origen a
un proceso n-dimensional estocástico Markoviano:
x˙ = f(x(t)) + εξ(t) (5)
donde f(x(t)) es análoga a F(x, t) en (1). La in-
fluencia de una fuente externa débil de ruido blanco
se denota mediante ξ(t); las intensidades del ruido se
dan en forma de matriz ε = [εij ]nxn.
Al usar la SDE (5) como un modelo para el caos,
la primera estrategia que viene inmediatamente a la
mente es el filtraje no lineal de señales caóticas desa-
rrollado rigurosamente en [18, 19] y que se basa en las
ecuaciones de Stratonovich-Kushner (SKE) [7, 8], con
las cuales se puede describir la ecuación dinámica de la
función de densidad de probabilidad (PDF) a posteri-
ori del caos x(t). Nótese que la evolución temporal de
la PDF a posteriori para x(t) está completamente ca-
racterizada por la SKE, sin embargo, no tiene solución
analítica exacta. Una de las pocas excepciones es usar
una SDE lineal, es decir, el bien conocido algoritmo
del filtro de Kalman. Justamente por esta razón es que
los algoritmos de filtraje no lineal prácticamente siem-
pre se simplifican haciéndolos cuasióptimos o incluso
cuasilineales.
Uno se podría preguntar: ¿qué ventajas ofrece el
modelaje caótico para el filtraje de señales débiles?
Resulta ser que la solución de las SKE para la ODE
dinámica del caos (1) presenta propiedades de singulari-
dad cuando la solución está prácticamente sintonizada
con el caos determinístico en (1) independientemente
del valor de la SNR [18].
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Un conjunto importante de algoritmos de filtraje
cuasi lineal aplica la aproximación gaussiana local
(LGA) para la PDF a posteriori [8, 19] lo cual resulta
ser idóneo para aplicaciones en tiempo real. Algunos
de dichos algoritmos son:
• Filtro extendido de Kalman (EKF)
• Filtro de Kalman desnaturalizado (UKF)
• Filtro de Kalman en quadratura (QKF)
• Filtro en cuadratura Gauss-Hermite (GHF)
• Filtro condicionalmente óptimo, etc.
Nótese que la diferencia entre los algoritmos basa-
dos en la LGA depende solamente de cómo se escoge
la ubicación del estimado instantáneo de x(t). Para el
caso de una alta precisión de filtraje todos los algo-
ritmos que aplican LGA [18] pueden ser exitosamente
aproximados mediante el EKF porque el valor correcto
del proceso filtrado y el punto de referencia para la apli-
cación de la aproximación gaussiana son obviamente
muy cercanos.
Todos estos algoritmos de filtraje tienen, dada una
cierta SNR, diferente precisión y una complejidad
computacional completamente diferente para una ca-
lidad de filtraje preestablecida. Al seleccionar algún
algoritmo de filtraje específico para un escenario con-
creto, es necesario considerar, como posibles criterios,
el NMSE junto con la complejidad computacional.
2.2. Complejidad computacional
En aplicaciones del mundo real la complejidad com-
putacional de los algoritmos cuasilineales es fundamen-
tal. Para el caso concreto de los algoritmos EKF, UKF,
QKF y GHF la complejidad computacional se puede
analizar en términos de operaciones de sumas y multi-
plicaciones, descomposición Cholesky, propagación no
lineal y cálculo jacobiano. Nuestra evaluación en estos
términos se muestra en la Tabla 1.
Tabla 1. Complejidad computacional
EKF UKF GHF QKF
Sumas 8 50 25 25
Multiplicaciones 15 77 33 40
Descomposición 1 2 2 2Cholesky
Propagación 0 15 21 6no lineal
Cálculo jacobiano 1 0 0 0
Se puede notar que el UKF presenta una mayor
complejidad, mientras que el EKF es el menos com-
plejo. El EKF podría degradarse debido al cálculo
jacobiano (evaluación de derivadas parciales) si las
ecuaciones del atractor son sofisticadas. Sin embargo,
para los modelos de las fórmulas (2)-(4), la estructura
de filtraje basada en el EKF es la mejor opción. Como
se mostrará más adelante, para detección de señales
débiles reales se puede lograr una fidelidad bastante
aceptable en todos los casos prácticos usando una es-
tructura de filtraje basada en el EKF que internamente
usa modelos caóticos tipo (2)-(4).
Como alternativa a los algoritmos cuasilineales del
EKF, donde la linealización se actualiza instantánea-
mente, se puede buscar una solución robusta y de baja
complejidad computacional usando una «linealización
fija» (con una matriz de linealización predefinida para
el problema específico bajo estudio) en vez de la linea-
lización instantánea. De hecho, eso significa que se es-
taría usando el filtro estándar de Kalman (SKF) [7–11]
en vez del EKF y por consecuencia, aunque se tendría
una menor complejidad, se tendrían también pérdidas
en la precisión del filtraje. Sin embargo, hay que tener
en cuenta que la LGA de la PDF a posteriori supone
que de hecho todas las componentes del modelo son
casi lineales y por lo tanto las pérdidas de precisión
podrían ser moderadas.
Nótese que cuando los datos de entrada son va-
riantes es muy común que los algoritmos de filtraje
cuasióptimo apliquen estrategias de linealización.
2.3. Procesamiento multimomento
Para mejorar fidelidad del filtraje se requiere
aprovechar toda la información disponible en la señal
bajo procesamiento. Para esto en la metodología de
filtraje, aplicando las ecuaciones de SKE, tiene sen-
tido incorporar información adicional (en diferentes
instantes de tiempo secuenciales) de la señal compuesta
que se ha recibido; es decir, se debe considerar infor-
mación en forma de bloques (en diferentes instantes de
tiempo, es decir, procesamiento multimomento). Los al-
goritmos multimomento se implementan a través de la
generalización de las SKE usando datos mutimomento.
Los algoritmos de filtraje multimomento resultan
poco prácticos para implementaciones en tiempo real
ya que el retardo debido al procesamiento de muestras
de diferentes instantes de tiempo es significativo. Para
lograr un compromiso entre complejidad y aumento de
precisión de filtraje es razonable considerar el proce-
samiento de solo dos muestras adyacentes. Este proce-
samiento se conoce como régimen de dos momentos
(2MM), es un caso especial del filtraje multimomento
y puede ser revisado con detalle en [18,19].
En el régimen 2MM durante cada ciclo de filtraje
se procesan dos muestras provenientes de dos instantes
de tiempo (procesamiento no instantáneo), por lo que
el coeficiente de correlación entre las dos muestras
adyacentes (denotado como ρ) es un parámetro de
diseño. La ventaja de considerar régimen 2MM, es que
se pueden tener los beneficios del procesamiento mul-
timomento prácticamente sin retardos significativos.
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En el régimen unimomento (1MM) durante cada
ciclo se procesa una muestra de un solo instante de
tiempo (procesamiento instantáneo), no aumenta la
precisión del filtraje y es justamente el tipo de proce-
samiento característico del EKF y sus variantes listadas
anteriormente.
2.4. Modelo de simulación
La implementación práctica de la metodología pro-
puesta se llevó a cabo desarrollando un banco de prue-
bas de simulación basado en MatLab.
La metodología está compuesta por dos elementos:
1) Una estructura de filtraje dinámico no lineal
basada en el filtro de Kalman (EKF o SKF según
sea el caso).
2) Modelaje apropiado de la señal débil real con-
gruente con la estructura de filtraje a usar (EKF
o SKF).
Para la simulación mediante MatLab se usa la
versión discreta del filtro de Kalman y para dar con-
tinuidad a la exposición se reproduce a continuación.
La dinámica de estados en un sistema discreto está
dada por:
xk+1 = f(xk) + εk
yk = s(xk) + n0ks
(6)
donde xk representa el estado del sistema y yk una
medición del estado del sistema, {n0k} y {εk} son pro-
cesos independientes de ruido blanco Gaussiano con
media cero y matrices de covarianza
E[n0knT0k] = N0k y E[εkεTk ] = Qk
respectivamente, Qk denota ruido de proceso y
ruido de medición. Los ciclos de predicción y correc-



























donde Gk es la ganancia de Kalman, xˆ−k es el esti-
mado a priori del estado en el k-ésimo ciclo de actua-
lización, xˆ+k es el estimado a posteriori del estado en
el k-ésimo ciclo de actualización, P−k , P
+
k son respecti-
vamente las estimaciones a priori y a posteriori de las
matrices de covarianza en la k-ésima etapa, Ak es la
matriz de linealización (o de transición de estados) y
Hk es la matriz que indica la relación entre la medición
y el vector de estado en el ciclo k-ésimo suponiendo
ausencia de ruido. Para el caso del SKF Ak es una
matriz fija en cada ciclo mientras que para el EKF la






Al usar el EKF la estructura del filtro está dada
por (7), para la función f(xk) se usa (2), (3) ó (4) y la
linealización según (8). Aquí se modela la señal débil
real usando alguno de los procesos caóticos (2)-(4), es
decir, se analiza cuál de las componentes (x, y o z)
de (2), (3) o (4) es la más adecuada para ser usada
como modelo. Para este propósito, primero el tiempo
de muestreo (Ts) de las ecuaciones caóticas discretas
se modifica hasta lograr una coincidencia entre las
variaciones temporales de la componente del atractor
caótico seleccionado y la señal real (hacer que las es-
calas de tiempo sean lo más cercanas posible). Segundo
la señal deseada se normaliza en relación con la media
y la varianza de la componente del atractor. En [18,19]
se ha demostrado que la componente x de los tres atrac-
tores caóticos (2)-(4) es la más adecuada para modelar
señales experimentales. Después de llevar a cabo el
mismo análisis de modelaje se encontró que el mismo
criterio es aplicable para las señales fenomenológicas
de este trabajo.
Cuando se usa el SKF la matriz Ak es fija y el
modelaje de la señal real debe reflejarse justamente en
Ak. Con este propósito se emplea la herramienta de
identificación de sistemas de MatLab que denotaremos
como SIT [20] (System Identification Toolbox). Dicha
herramienta está basada en la teoría de identificación
de sistemas [21]. Para identificar a la señal real (sís-
mica, ECG, tipo voz, RFI) la SIT de MatLab analiza
sus propiedades espectrales y arroja como modelo una
matriz constante.
La parte experimental de la siguiente sección mues-
tra que es posible usar dicha matriz justamente como
una matriz de linealización fija en la estructura de
filtraje dada por (7), lo cual es en realidad solo una
aproximación del procedimiento de linealización in-
stantáneo que se requiere para el filtraje cuasióptimo
cuando se usa la LGA.
Para hacer una comparación justa con el EKF, de
dimensión 3 según las fórmulas (2)-(4), se diseña un
SKF tridimensional. Para obtener la matriz Ak me-
diante la SIT de MatLab se usa el comando «ident».
La identificación (de la señal sin ruido) se hace selec-
cionando la opción «state space models» [7,22] para el
caso tridimensional. El programa ofrece tres opciones
de estimación (método de subespacio, reducción re-
gularizada y minimización del error de predicción) y
al final indica el porcentaje de confianza para cada
opción. Experimentalmente se encontró que la opción
de minimización del error de predicción ofrece el mejor
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porcentaje de confianza para la estimación de la ma-
triz.
En la metodología propuesta aquí la identificación
de sistemas es justamente un modelaje de la señal real.
Se hace la identificación para un vector (lo más grande
posible) de la señal real (sin ruido). Suponiendo que
las señales bajo estudio son estacionarias, la matriz de
identificación de sistema puede considerarse como la
matriz de linealización fija Ak y, por lo tanto, ser un
modelo de señal para cualquier otro vector más corto
de la misma señal fenomenológica. Al usar la matriz
de identificación en la estructura del SKF se logra un
procesamiento con información a priori y con datos
experimentales.
Para lograr una mayor fidelidad de filtraje se em-
plea el régimen 2MM. Tal y como se comenta en [19] las
soluciones cuasi óptimas (en este caso para algoritmos
multimomento) tienen como base alguna heurística que
puede incorporar conocimiento y/o estructuras previas.
Siendo así, el régimen 2MM que se ha utilizado en este
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Donde el subíndice 2 del lado izquierdo de cada
variable denota una variable 2MM. Para este algo-
ritmo de filtraje se tiene en la columna izquierda la
estructura dada por (7) y en la columna derecha la
única diferencia es que la última operación del ciclo
de corrección no existe, ambas columnas operan en
paralelo. En (7) la salida del filtro es xˆ+k mientras que
en (9) es 2xˆ−k+1. En el régimen 2MM en la columna
del lado derecho en la última operación del ciclo de
predicción se calcula el estimado a priori de la ma-
triz de covarianza tomando en cuenta el coeficiente de
correlación ρ de las dos muestras. Obsérvese que la
estructura (9) puede operar tanto para el EKF como
para el SKF siguiendo las observaciones descritas en
párrafos anteriores.
En la siguiente sección se muestra de manera ex-
perimental la eficiencia del filtraje aquí propuesto
considerando señales de naturaleza significativamente
diferente, tales como, señales sísmicas, señales elec-
trocardiográficas fetales (FECG), señales tipo voz y
señales de interferencia de radiofrecuencia (RFI). Tales
señales pueden considerarse caóticas [1,2,12,15,23,24]
3. Resultados y discusión
Los siguientes resultados muestran el filtraje mediante
SKF y EKF tanto para el régimen 1MM como para
2MM. En el régimen 2MM el parámetro ρ determina
una diferente fidelidad en el filtraje. Si ρ = 0, se tiene
el régimen 1MM (sin incremento en la fidelidad). Si
ρ = 1, vea fórmula (9), se tiene una condición de sin-
gularidad con una matriz de covarianza igual a cero
(fidelidad que tiende a +∞).
Se escogió ρ = 0.85 para un análisis homogéneo de
resultados.
Las figuras muestran las curvas traslapadas de la
señal original (sin ruido) y la señal después filtrarse con
el esquema de filtraje y régimen correspondiente que
se indica en cada figura. Las figuras muestran solo un
caso de umbral de señal débil cuando la SNR = −3dB.
Manipulando N0 para analizar diferentes umbrales de
señales débiles (SNR ≤ 0dB), las tablas 2-5 muestran
el desempeño del SKF y EKF bajo los regímenes 1MM
y 2MM en términos del NMSE (descrito en párrafos
de la introducción). También se muestran los tiempos
promedio (en segundos) que se requieren para proce-
sar 5000 muestras para cada uno de los fenómenos
estudiados y sus correspondientes filtrajes.
Tanto para el SKF como el EKF se hace un mode-
laje imperfecto de la señal fenomenológica (existe un
cierto grado de incertidumbre en las condiciones ini-
ciales para el filtraje), por eso un valor de ruido de
proceso débil, vea Q en (7) y (9), debe incluirse en
la estructura de filtraje (valor de Q indicado en las
tablas 2-5).
Para las señales sísmicas no se presentan resul-
tados del SKF porque no fue posible obtener la co-
rrespondiente matriz de linealización fija (matriz de
identificación de sistemas) ya que dichas señales tienen
una duración muy limitada para un adecuado análisis
espectral mediante la SIT.
3.1. Experimento 1. Señales electrocardiográfi-
cas fetales (FECG)
Los datos experimentales se obtuvieron de la base de
datos de PhysioNet [25]. La señal para este experi-
mento corresponde al corazón de un producto fetal en
la semana 36 de gestación. Para una SNR = −3dB la
Figura 1 muestra la señal original y la señal filtrada
usando el EKF 1MM con la componente x de Rossler
como modelo. La Tabla 2 muestra los resultados com-
pletos.
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Figura 1. Señales en el experimento 1
Tabla 2. Resultados del NMSE para el experimento 1
SNR 0 dB –3 dB –10 dB Tiempo de procesamiento
SKF Q = 0.04 (con matriz de linealización Ak)
1MM 0.0025 0.0037 0.0078 0.43 s
2MM 0.0021 0.0032 0.0065 0.89 s
EKF Rossler x Q = 0.21
1MM 0.0026 0.0040 0.0098 1.825 s
2MM 0.0023 0.0036 0.0079 3.503 s
EKF Lorenz x Q = 0.42
1MM 0.0029 0.0042 0.010 1.782 s
2MM 0.0023 0.0034 0.0083 3.59 s
EKF Chua x Q = 0.075
1MM 0.0034 0.0053 0.015 1.812 s
2MM 0.0026 0.0042 0.012 3.61 s
3.2. Experimento 2. Señales de tipo voz
Para este experimento se usaron sonidos sostenidos
de vocales (vocal «o»). Este tipo de señales se
usan para procedimientos de síntesis de voz [23]. La
Figura 2 muestra con línea continua el sonido sostenido
de la vocal «o» (grabado durante 5 segundos a
22 050 Hz) y con línea punteada la señal filtrada us-
ando el SKF 2MM con su matriz evaluada mediante el
SIT. Los resultados (muy semejantes al experimento
anterior) se muestran en la Tabla 3. Para este exper-
imento ninguna de las componentes del atractor de
Lorenz resultó adecuada para modelar las señales tipo
voz.
Figura 2. Señales en el experimento 2.
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Tabla 3. Resultados del NMSE para el experimento 2
SNR 0 dB –3 dB –10 dB Tiempo de procesamiento
SKF Q = 0.0081 (con matriz de linealización Ak)
1MM 0.0025 0.0037 0.0079 0.47 s
2MM 0.0015 0.0024 0.0053 0.95 s
EKF Rossler x Q = 0.23
1MM 0.0029 0.0044 0.0124 1.792 s
2MM 0.0027 0.0039 0.011 3.611 s
EKF Chua x Q = 0.76
1MM 0.0031 0.0048 0.0137 1.81 s
2MM 0.0025 0.0043 0.0130 3.58 s
3.3. Experimento 3. Señales sísmicas
Para este experimento se usó un simulador de MatLAb
basado en los modelos sísmicos reportados en [26]. Para
una SNR = −3dB, la Figura 3 muestra una señal sís-
mica y su versión filtrada usando el EKF 2MM con la
componente x de Rossler como modelo. Los resultados
completos se muestran en la Tabla 4. Para la señal sís-
mica no fue posible obtener la matriz de linealización
por lo que no se reporta el SKF para este caso.
Figura 3. Señales en el experimento 3.
Tabla 4. Resultados del NMSE para el experimento 3
SNR 0 dB -3 dB -10 dB Tiempo de procesamiento
EKF Rossler x Q = 0.35
1MM 0.0048 0.0074 0.0178 1.79 s
2MM 0.0047 0.0073 0.0135 3.53 s
EKF Lorenz x Q = 0.135
1MM 0.0058 0.0093 0.0245 1.807 s
2MM 0.0054 0.0081 0.0187 3.62 s
EKF Chua x Q = 0.135
1MM 0.0057 0.0095 0.029 1.816 s
2MM 0.0051 0.0084 0.023 3.65 s
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3.4. Experimento 4: Señales de RFI
Este experimento considera la RFI generada por
equipo de cómputo [24, 27] y que afecta la trans-
misión de señales de información deseadas. Para una
SNR = −3dB la Figura 4 muestra la señal de RFI y
su versión filtrada usando el SKF 1MM con su matriz
de linealización evaluada mediante el SIT. La Tabla 5
muestra los resultados completos.
Figura 4. Señales en el experimento 4.
Tabla 5. Resultados del NMSE para el experimento 4
SNR 0 dB -3 dB -10 dB Tiempo de procesamiento
SKF Q = 0.02 (con matriz de linealización Ak)
1MM 0.0018 0.003 0.0098 0.51 s
2MM 0.0015 0.0025 0.0085 0.92 s
EKF Rossler x Q = 0.2
1MM 0.0026 0.005 0.019 1.872 s
2MM 0.0023 0.0036 0.011 3.9 s
EKF Lorenz x Q = 0.6
1MM 0.0023 0.0032 0.04 1.76 s
2MM 0.0016 0.0027 0.0083 3.81 s
EKF Chua x Q = 0.4
1MM 0.0034 0.0053 0.035 1.86 s
2MM 0.0026 0.0042 0.029 3.77 s
De las tablas se observa que el método 2MM
muestra un NMSE ligeramente mejor. Todas las
metodologías de filtraje presentadas son bastante efec-
tivas, ya que se caracterizan por un valor muy bajo
del NMSE. En el escenario de SNR = −10dB (una
señal extremadamente débil) es virtualmente imposible
distinguir visualmente (no se muestra en figuras por
razones de espacio) las señales deseadas de entre el
ruido, sin embargo, el valor del NMSE tiene valores
de alrededor del 1 % para el filtraje mediante SKF y
para el EKF, tanto para la metodología 1MM como
para 2MM.
Hay que tener en cuenta que la metodología 2MM
consume más tiempo con respecto a la metodología
1MM, sin embargo, no es más del doble de tiempo.
El filtraje mediante SKF es (casi 3 veces) más rápido
porque no hay proceso de linealización. Los tiempos
de procesamiento junto con la complejidad y fideli-
dad del filtraje deben ser criterios de elección para
escoger el algoritmo de filtraje adecuado para cada
implementación concreta.
El SKF con matriz de linealización fija (modelando
la señal de interés mediante una matriz de identifi-
cación de sistema) muestra los mejores resultados, lo
cual indica que para el procesamiento de algoritmos
cuasilineales de filtraje, la influencia de las propiedades
espectrales de los datos de entrada prevalece sobre la
influencia de las estadísticas no gaussianas. Los valo-
res del NMSE obtenidos en las simulaciones son muy
semejantes para el filtraje de las diferentes señales, por
lo que en la práctica no es realmente determinante
el modelo particular del atractor caótico o la matriz
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de linealización (obtenida a partir de la SIT) que se
aplica.
¿Por qué ocurre esto? Todos los atractores caóticos
que hemos empleado para modelar las señales reales,
generan caos como un proceso estocástico cuasideter-
minista. Por eso todos los algoritmos de filtraje cuasi
óptimo mencionados antes (incluido el EKF y sus mo-
dificaciones) que aplican la idea del modelaje caótico,
operan en un régimen muy próximo a la singularidad,
es decir, la forma de la PDF a posteriori se concen-
tra alrededor de la PDF a priori de la señal deseada
independientemente del valor de la SNR [18, 19] y
eso justamente permite obtener valores tan bajos del
NMSE para señales muy débiles (SNR menores a 0
dB y hasta –10 dB). Así que, para el filtraje de alta
fidelidad, el término lineal de la expansión en series
de Taylor para el algoritmo cuasilineal [8, 9, 22] es sig-
nificativamente más determinante que los términos
relacionados a las no linealidades (matriz jacobiana,
etc.), es decir, la aproximación lineal es suficiente.
4. Conclusiones
Para el procesamiento de señales débiles se ha pro-
puesto utilizar una estructura de filtraje simple y ro-
busta que está basada en el filtro de Kalman. Esta
estructura permite la incorporación del régimen 2MM
lo cual mejora la precisión del filtraje.
Para señales fenomenológicas no gaussianas, depen-
diendo del escenario específico, de los requerimientos
de complejidad computacional y error tolerable, se
puede recurrir al EKF usando señales caóticas como
modelo de las señales reales. O bien, se puede recurrir
al SKF con una matriz de linealización fija, es decir, se
usa la herramienta SIT de MatLab para evaluar la ma-
triz de identificación de sistemas y se usa como modelo
de la señal real. Esto permite un «grado significativo
de libertad» para el diseño del bloque de filtraje.
Los resultados experimentales muestran gran pre-
cisión en el filtraje de señales débiles para todos los
escenarios aquí considerados y dada la naturaleza tan
diversa de dichos escenarios muy probablemente se
pueda aplicar en otros escenarios (trabajo futuro).
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