We present a numerical simulation of the phase behavior of a simple model for a protein solution. We find that this system can occur in three phases, namely a dilute liquid, a dense liquid and a crystal. The transition from dilute-liquid to dense-liquid takes place in the regime where the fluid phase is metastable with respect to the crystal. We have computed the relative stabilities of different crystal morphologies. In addition, we have analyzed the ''nucleation'' of the native state of an isolated lattice protein. Using a ''Gō'' model ͓N. Gō, J. Stat. Phys. 30, 413 ͑1983͔͒ to describe the protein, we show that a first order transition exists between the native and the coil state. We show this by analyzing the free energy barrier for the coil-to-native transition.
I. INTRODUCTION
Many diseases, such as prion diseases ͑Creutzfeldt-Jakob͒, 1,2 Alzheimer disease 3, 4 or cataract 5 are thought to be partly due to the abnormal aggregation of proteins. Aggregation is also a serious problem in many other domains such as the pharmaceutical 6 and food industries. 7 Understanding and controlling this process is thus of prime importance. A first attempt to model the phase behavior of protein-like chain molecules has been reported by Gupta et al. 8 However, it is fair to say that our understanding of aggregation is still far from complete.
A protein is composed of a chain of several dozens to a few thousands of amino-acids 9 and there are 20 different types of amino acids. This makes the number of possible sequences huge. Only a small fraction of all possible sequences occur in nature. The biological function of a protein depends on its ground state conformation; a protein or, more generally, a heteropolymer can have many conformations. In poor solvent conditions, a protein folds into a unique conformation which depends only on the sequence of amino acids: the native state. In contrast, most heteropolymers do not have a unique native state. The native state of a protein is the conformation that has the lowest free energy. In lattice models of proteins, the native state is the conformation with the lowest potential energy.
As fully atomistic simulations of proteins are very timeconsuming, many numerical studies of proteins make use of coarse-grained models. Among these, the Gō model 10 is often used because it is very simple, yet retains the main aspects of the protein folding. 11 An alternative description is based on the so-called HP model, in which amino acids are considered to be of two types only: hydrophobic ͑H͒ and polar ͑P͒. For the description of the folding of small proteins, the Gō model has been shown to reproduce the qualitative behavior significantly better than the HP model. 12 In the present paper, we present a thermodynamic study of both the folding of proteins and of the phase behavior of proteins in the scope of the cubic lattice Gō model. After describing the model and the different numerical techniques that we used, we present the folding behavior of isolated chains as a function of the denaturant concentration. In the second part, we present a study of the phase behavior of a multiple-protein system.
II. MODEL
A protein is modeled by a self-avoiding chain of length l seq on a cubic lattice. The Hamiltonian of a system containing one or several proteins is
Amino acids are labeled according to their position in the sequence: amino acid i k is the ith amino acids of the protein k. The first term in Eq. ͑1͒ refers to intramolecular interactions; only interactions between nonconsecutive amino acids in the chain are taken into account. The second term in Eq. ͑1͒ deals with intermolecular interactions. i k j kЈ ϭ1 if amino acids i k and j k Ј are neighbors on the lattice, 0 otherwise. ͓⑀ i j ͔ is the interaction matrix which gives the interaction energy between amino acid number i and j. The Gō model specifies the interaction energies between different amino acids of the same protein in such a way that the native state is uniquely favored: native contacts have an attractive interaction energy ⑀Ͻ0, whereas all others possible contacts have no interaction. Concerning the intermolecular interactions, we assume that they are identical to those of individual proteins; residues that attract inside a protein also attract if they do not belong to the same proteins and moreover, we assume that equivalent residues in different proteins also attract with an interaction energy ⑀: ⑀ ii ϭ⑀ for 1рiрl seq .
Calling n the number of intra-or intermolecular bonds, the partition function of the system has a very simple form, Here and in the following, ''bond'' will only refer to amino acids that are neighbors on the lattice with a nonzero interaction energy. Figure 1 shows the native state of one of the proteins that we study. This short chain of length 8 will be used in Sec. IV to evaluate the phase diagram. To be more explicit about the model, the interaction matrix deduced from that native state is
In our simulations, we have used a number of different computational techniques. In Sec. III, for the chain of length 8, we have enumerated explicitly all the conformations of the chain. This allows exact calculation of all thermodynamical quantities of isolated chains. For longer chains and for the work of Sec. IV, we can no longer generate all possible configurations of the system. In that case, we use Monte Carlo simulations in order to sample the most relevant part of the phase space.
In the Monte Carlo simulations, we used both ''local'' moves ͑corner move, crankshaft move, end move, reptation͒ [13] [14] [15] and global moves using the ConfigurationalBias Monte Carlo algorithm 16 to generate different conformations of the proteins and thus, different configurations of the system. Global Monte Carlo moves yield a good acceptance rate at low densities ͑for the case of a multiprotein system and especially for short proteins͒, but local moves are more efficient at high densities, and for low temperature simulations of long isolated proteins. We stress that our aim is to explore the thermodynamics ͑in particular, the phase behavior͒ of protein model systems. Hence, the ͑lack of͒ realism of the dynamics generated by our Monte Carlo moves is less relevant.
III. PHASE BEHAVIOR OF ISOLATED PROTEINS
Before proceeding to simulations of a multichain system, we first analyze the behavior of an isolated protein. As in homopolymers, a transition from a coil state to the native state can be induced by changing ⑀. Figure 2 shows the average and the standard deviation ͑proportional to the heat capacity͒ of the energy of an isolated protein, as a function of ⑀/k b T. These curves have been obtained by explicit computation of all possible conformations of the protein. Figure 2 shows the transition between the native state and the coil state. The maximum of the heat capacity provides an indication of the transition temperature, ⑀ t /k b T ϭϪ1.71. We stress, however, that the transition is not sharp. The heat capacity curve shows that only two states of the chains are present: the native and the coil state. The coil state consists of free chains with almost no intramolecular interactions. More specifically, Fig. 2 does not present any molten globule state. This is probably due to the fact that we study extremely short lattice proteins. Longer lattice proteins are expected to exhibit a molten globule state, as in real proteins. 17 To further investigate the nature of the transition between the two observed states, we calculate the free energy of the system as a function of the number of native bonds. More precisely, we define a reduced partition function and a reduced free energy depending on the number of native bond n 0 ,
where n is the number of native bonds and ␦(nϪn 0 )ϭ1 if nϭn 0 , and 0 otherwise. ⑀/k b T, whereas the native state is more stable for low values of ⑀/k b T. At the transition, the free energy landscape exhibits a free energy barrier.
The Gō model thus shows a two state behavior which is in agreement with experimental observations of short proteins.
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To determine the order of that transition, we have calculated the height of the free energy barrier as a function of the size of the chains. We evaluate the free energy barriers for chains of 18, 27, and 48 amino acids. The native states of these proteins are similar to the one of the short chain already mentioned, i.e., they are fully compact with rectangular parallelepipedal ͑18 and 48͒ or cubic ͑27͒ shapes. The coexistence of the two states can be determined either from the heat capacity curve or by equalizing the probability of being in each basin of attraction defined by Fig. 3͑b͒ . More precisely, we define the transition state as the local maximum of the free energy curve ͓see Fig. 3͑b͔͒ , and we call n trans the number of bonds in this state ͓n trans ϭ3 in the case of Fig.  3͑b͔͒ . The coexistence between the coil and native state is then given by the equality of the probabilities to be in each basin,
where n native is the number of bonds in the native state and Z(i) is given by Eq. ͑3͒. We then define the free energy barrier from the ratio of the probability to be in the transition state on the probability to be in one of the basin, Figure 4 shows the variation of ⌬F/⑀ as a function of the size of the proteins. This plot shows clearly that the free energy barrier increases as the size of the chains grows. A linear regression of the curve shows that the free energy barrier increases as 0.11Ϯ0.01 times the size of the proteins. If we assume that observed chain-size dependence persists for longer chains, this observation suggests that, in the Gō model, the coil-native transition is first order. As can be seen in Fig. 3 , the free energy barrier for folding depends on temperature. Dynamical simulations by Gutin et al. 19 show that the minimum folding time as a function of the temperature increases as a power function of the size of the chains. However, these results cannot be compared directly with our data for the temperature dependence of the free-energy barrier, as folding rates depend both on the barrier height and on a kinetic prefactor. Nevertheless, if we assume that the folding time has a simple, Arrhenius-type dependence on the folding barrier, then we can determine an ''effective'' power law that describes the dependence of the minimum folding time on chain size. In doing so, we obtain an effective exponent between 2.2 and 3.8 ͑the appreciable uncertainty is due to the fact that a power law does not provide a good description of our data͒. Nevertheless, these rough estimates are consistent with the result of Gutin et al. (ϭ2.7) . ͑See the inset of Fig. 4 for a plot of the free energy barrier as a function of logarithm of the size of the chains.͒
IV. PHASE BEHAVIOR OF THE MULTIPLE-PROTEIN SYSTEM

A. Simulations
We study the phase behavior of a system of many proteins. Since we perform simulations on a lattice, neither the constant-NPT MC, nor the Gibbs ensemble method are attractive options. Rather we simulate our system in the Grand-Canonical (VT) ensemble. We used parallel tempering 16, [20] [21] [22] to speed up the relaxation of our systems. Usually, the parallel tempering technique simulates systems at different temperatures, exploiting the fact that systems at high temperatures may easily cross free energy barriers. Hence, by swapping the temperature between different systems, all local minima of the energy landscape are accessible. We have chosen a slightly different procedure; our systems have the same value of ⑀/k b T but different values of /k b T. The idea behind this choice is that free energy barriers usually depend on the value of /k b T. For instance, the probability to nucleate a dense phase in a dilute phase is very high at high /k b T ͑high supersaturation͒, whereas it is very low at a smaller value of /k b T. Thus, swapping configurations with different values of /k b T also allows us to overcome free energy barriers.
We perform the simulation on a system of lattice proteins shown in Fig. 1 in a 8ϫ8ϫ8 lattice with periodic boundaries. We stress that these proteins are very short, so much so that one should expect that this model may miss some of the features of real protein solutions. The choice of such short model proteins was based on a compromise between what is desirable and what is feasible. Tests showed that systems consisting of longer proteins got stuck in glassy states ͑at least on the time scales of our simulations͒ and this prevented the determination of the phase diagram for such molecules. While short chains may provide an oversimplified picture of proteins, we stress that our model proteins retain the two-state behavior that is one of the main aspects of the folding of the Gō model. In order to determine the phase diagram, we recorded the density histogram of each system in the parallel tempering simulation. Typical density histograms are shown in Fig. 5 . The density histograms show the presence of three phases that we will respectively call ''gas,'' ''liquid,'' and ''solid. We stress that the above scheme to determine phasecoexistence works for the liquid and vapor phase, but not for the solid phase. We therefore determine the liquid-gas coexistence from the density histogram and use analytical estimates of the free energy of the solid to estimate the freezing curve.
B. Phase diagram
To locate the coexistence between the solid and the ͑di-lute͒ vapor phase, we estimate the grand partition function of the gas and of the solid analytically. The conditions of coexistence are given by the equality of the pressure, of the chemical potential /k b T, and of ⑀/k b T.
In our simulations, we found several possible morphologies of fully ordered solids. The structures of these three solids are represented in Fig. 6 . In all three structures, each ''amino acid'' is bound to a maximum number of neighbors ͑4 neighbors for amino-acids in chains, and 5 for both ends͒.
The first solid Fig. 6͑a͒ consists of proteins in their native structure. One can however note that the Gō model is peculiar since the native state of the protein is in fact degenerate; both the shape given in Fig. 1 and its mirror image are allowed. This is not the case in real proteins because of the chirality of the alpha carbon of the peptide-chain. However, this peculiarity of the Gō model is exploited in the solid of Fig. 6͑a͒ . We should stress here that this solid is not specific to the protein we have chosen; every protein with a compact native state can form this kind of solid within the scope of the Gō model. In this solid, the number of intramolecular bonds is maximum. In the following, we call this solid the ''native solid.''
The second solid Fig. 6͑b͒ is made of proteins in an ''S'' conformation. This solid is more likely to be specific to the protein we have chosen. In the following, we will call this solid the ''S'' solid. The third solid Fig. 6͑c͒ is made of fully stretched proteins. In this solid, the number of intermolecular bonds is at a maximum, whereas there are no intramolecular bonds. This solid is also not specific to our choice of protein. In the following, we will call this solid the ''stretched solid. '' To compare these three solids, we calculate their free energies. Let N intra be the number of intramolecular bonds per chain and N inter the number of intermolecular bonds that one chain can create with its neighbors. For the native solid, N intra ϭ5 and N inter ϭ24, for the S solid, N intra ϭ3 and N inter ϭ28 and for the stretched solid N intra ϭ0 and N inter ϭ34. The energy U 0 of a perfect crystal of volume VϭNl seq is
where N is the number of proteins of length l seq in the considered piece of the perfect crystal. One can easily see that the three solids mentioned above have exactly the same internal energy U 0 ϭ17N⑀; as already mentioned, each amino acid is bound to a maximum number of neighbors. The Grand partition function ⌶ of a crystal with N proteins could be written
The terms i refers to the crystal with i vacancies. One can then calculate each term,
where
Indeed, each time a vacancy is produced, N intra ϩN inter bonds are broken, and there are N different ways of leaving a protein. We have assumed that all proteins stay in their native conformation in the solid. We then underevaluate the number of conformation and thus the entropy. Nevertheless, these terms should not have a significant contribution, since, as we will see later, the main contribution in the free energy comes from the ground state. The term ⌽ 2 must involve both cases when the two vacancies are not neighbors and when they are. To simplify the calculation, we will assume that the second contribution is negligible. ⌽ 2 then takes the simple form,
And then, from this assumption, we easily find that the term
We can then calculate easily the grand partition function from Eqs. ͑8͒ and ͑12͒, 
The grand potential and the pressure in the solid are
Thus far, we have neglected the fact that in that changing the orientation of one molecule without removing it, is also an excited state; it involves breaking the intermolecular bonds 31 but not the intramolecular ones. Calling N rot the number of possible orientations that break the intermolecular bonds of one protein in the lattice (N rot ϭ5 for the native solid, N rot ϭ3 for the S solid, and N rot ϭ1 for the stretched solid͒, the grand partition function then becomes
͑19͒
where we have used the notation C N j ϭN!/ j!(NϪ j)!,
This is exactly the same form as before, provided that we replace
so that
From Eqs. ͑24͒ and ͑10͒, we can easily check that the main contribution of the free energy comes from the internal energy of the ground state. The logarithm term is negligible compared to the energy term.
We now calculate the grand partition function and the pressure of the dilute gas. We assume a perfect gas of protein of length l seq in a volume VϭNl seq , where N is the maximum number of proteins in the volume. Provided that proteins do not interact in the dilute gas phase, their conformational partition function Z conform (␤⑀) is the same as for an isolated chain.
The grand partition function ⌶ gas is
In Eq. ͑26͒, n is the number of proteins in the system. From Eq. ͑27͒, we deduce the grand potential J and the pressure of the gas,
From Eqs. ͑25͒ and ͑31͒, we deduce the criteria of phase coexistence, P solid ͑ ␤⑀,␤͒ϭ P gas ͑ ␤⑀,␤͒, ͑31͒
which, for a given value of ␤⑀ permits us to find the value of ␤. One can then deduce the values of the densities of each phase from the following equations ͑established from the partition functions͒
We calculate Z conform (␤⑀) by the exhaustive computation of all conformations of the chains. The full phase diagram is then shown in Figs. 7͑a͒ and 7͑b͒, where the solid phase is the native solid. The phase diagram shows that the gas-liquid phase transition is metastable. During our simulations, we found direct evidence that the liquid phase is metastable with respect to the crystal; it appears to be an ''intermediate'' state between the vapor and the solid. Of course, our estimate for the gas-solid coexistence will be incorrect at high vapor densities. While this will change the high-temperature solid-vapor transition curve, it will not affect our conclusions regarding the metastability of the gas-liquid phase transition. In fact, this phase diagram is in qualitative agreement with the protein phase diagram found both in experiments and in theoretical studies.
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V. DISCUSSION AND CONCLUSION
We have presented the calculation of the phase diagram of both isolated chains and multiproteins systems in the scope of the Gō model. The study of isolated chains shows a two states behavior: the coil and native conformations. We have shown that, as the chain lengths increases, the transition between these two conformations tend to a first order transition.
The calculation of the phase behavior of a threedimensional system consisting of many, proteinlike chain molecules, is extremely demanding, even for the present, highly simplified, model. This may well explain why, to our knowledge, no such simulation has been reported thus far ͑see, however, Bratko et al. 25 and Smith et al., 26 where they, respectively, simulate 6 and 4 proteins but using a bidimensional lattice 8, 27, 28 or a intermediate resolution model͒. Our multiprotein model exhibits three phases: vapor, liquid, and crystal. However, the liquid-vapor transition occurs at a temperature below freezing. In the gas phase, the proteins hardly interact, although dimers are sometimes observed, depending on the density.
The liquid phase is a disordered structure consisting of partially folded proteins. To analyze the molecular conformations in this phase, we compared the probabilities to find i intramolecular bonds in an isolated chain and in the liquid phase. We found that proteins in the liquid phase are slightly more compact than isolated chains. For instance, at ⑀/k b T ϭϪ1.1, the probability that an isolated protein has no native bond is 24.4%, whereas it is 17.4% in the liquid at /k b T ϭϪ16.2. The probability that an isolated chain in its native state is 6.3%, whereas it is 11.6% in the liquid. Thus, event though the notion of partially folded chain is, in the present case, ill defined, as our chains are very short, the average number of intramolecular bonds per chain is higher in the liquid phase than for the isolated proteins. We can therefore conclude that the liquid phase, is composed of partially folded proteins. This observation is in agreement with previous observations on a two-dimensional model system. 29 Moreover, as the transition between the coil and the native state of isolated proteins occurs for ⑀/k b TϭϪ1.73, the liquid phase stabilizes some conformations partially folded that would not be stable for an isolated chain. The effect of density on folding is even more striking in the solid. We find that crystallization drives proteins either to their native conformation, or to another, very specific, conformation ͑in our case, S-shaped or linear͒. Within our model, the three solid structures have almost the same free energy and we have actually observed in the simulations that a spontaneously formed solid is a mixture of the ''native'' solid and of the ''S'' solid. We have not observed spontaneous formation of ''extended chain'' crystals. The absence of extended chain crystals could either be due to kinetic factors ͑as in the case of homopolymers 30 ͒, or to finite size effects. However, in larger system we also did not observe the spontaneous formation of extended-chain crystals. This suggests that, even for very short chains, kinetic effects are important in determining the crystal structure.
Thus far we have assumed that the strength of intermolecular interactions is equal to that of intramolecular interactions. This is clearly an oversimplification: one would expect that the interaction between hydrophilic surface groups on different molecules would be rather weak. The more so as, in real proteins crystals, 17 some water still separates the protein surfaces, whereas the hydrophobic effect leads to an expulsion of water from the protein core. On the other hand, one might expect to observe strong intermolecular interactions between the hydrophobic residues in two unfolded proteins. To explore the effect of a change in the relative strength of inter and intramolecular interactions, we have performed some preliminary simulations with modified intermolecular interactions. The main effect of these changes appears to be an overall vertical shift of the computed phase diagram; increasing the strength of the intermolecular interactions stabilizes the denser phases.
It is clear that the Gō model represents an oversimplified picture of a system of proteins. Nevertheless, it allows us to reproduce some of the qualitative features of real protein system: two-state behavior for isolated chains and a phase diagram that contains a metastable gas-liquid coexistence curve. One serious drawback of the simple Gō model is that the molecules are nonchiral. This results in unrealistic crystal structures that favor the native state. In order to study the possible aggregation of unfolded model proteins, it would be necessary to employ a model that does not possess such a spurious reflection symmetry.
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