Introduction

1.
Conway's Game of Life, devised by John Horton Conway in 1970, is a two-dimensional cellular automaton (CA) endowed with the emergence of self-organization [1] [2] [3] [4] . Ever since its inception, the Game of Life has attracted much interest because of the surprisingly evolutionary patterns. For some of the many research results regarding the Game of Life, see [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] and references therein. In particular, Bak et�al. [5] [6] [7] used some concepts of statistical mechanics to study its evolution and claimed it is a system presenting self-organized criticality without any conserved quantity, Garcia et al. [8] explored some statistical properties of its dynamics, Rendell [9, 10] conceived its spe-cific configurations that can simulate the special universal Turing machines, and Reia and Kinouchi [11] applied the single-site mean-field approximation to explain the critical density. In addition, a series of its variants are designed according to the diversified tilings (aka tessellations) or evolution rules [12] [13] [14] [15] [16] .
With the development of computer technology, a growing number of three-dimensional cellular automata (CAs) are conceived for the sake of practical problems, such as prediction of solidification grain structure [17] , photoresist-etching process simulation [18] , HIV infection analysis [19] , effect analysis of microstructure on quasi-brittle properties [20] , prediction of granular shear flow [21] , encryption algorithm design of digital images [22] , and others.
Interestingly, from the perspective of theoretical research, Bays [23] [24] [25] has unearthed a host of rules endowed with gliders by introducing the Game of Three-Dimensional Life. A particular rule defines a "Game of Life" if it satisfies two criteria: first, at least one glider exists and must occur "naturally" under random initial configurations of live cells; second, all patterns in the rule must exhibit bounded growth. Among the numerous CA rules, the ones exhibiting plentiful gliders and glider collisions have received special attention. They display complex behaviors via the interactions of gliders from random initial conditions. In general, gliders are localized structures of nonquiescent and non-ether patterns (ether represents a periodic background) translating along the automaton's lattice.
In this paper, we focus on providing an analytical method that is applicable to the gliders in three-dimensional CAs. The rest of this paper is organized as follows: Section 2 introduces some dynamical properties of symbolic space and presents the definitions of chaos and topological entropy. Section 3 demonstrates the chaotic symbolic dynamics of gliders in the Game of Three-Dimensional Life. Finally, Section 4 highlights the main results.
The Preliminaries 2.
For D-dimensional coordinate space Z D , each coordinate is marked 
where
Let L  θ 1 , θ n 1 ⨯θ 1 (2) , θ n 2 (2) ⨯⋯⨯θ 1 (D) , θ n D (D)  be the interval of l  , where 1 ≤ i ≤ D, ε i ∈ θ 1 (i) , θ n i (i)  and n i ∈ Z is the length of each interval of ε i . One n 1 ⨯n 2 …⨯n D -word block in S Z D is a D-dimensional matrix, denoted by
where a θ 1
 is regarded as the initial coordinate of the first vertex of a D-dimensional matrix, and the matrix increases its area to L along the direction of each axis. For convenience, θ 1 , θ 1 
Following [26, 27] , some terminology and notations are presented as follows.
We call X ∈ S Z D an n-period point of F if there exists the integer n > 0 such that F n (X)  X. Let P(F) be the set of all n-period points; that is, P(F)  X ∈ S Z D ∃ n > 0, F n (X)  X. In particular, if F(X)  X for some X ∈ S Z D , then X is called a fixed point. The map F is said to be topologically transitive if for any non-empty open subsets U and V of S Z D there exists a natural number n such that F n (U) ⋂ V ≠ ∅. The set P(F) is called a dense subset of S Z D if, for any X ∈ S Z D and any constant ε > 0, there exists an X ′ ∈ P(F) such that d(X, X ′ ) < ε. The map F is sensitive to initial conditions if there exists a δ > 0 such that, for X ∈ S Z D and for any domain B(X) of X, there exists an X ′ ∈ B(X) and a natural number n such that 
F denotes the supremum of the cardinal number of an (n, ε)-disjoint set with F. Bowen's topological entropy is defined as follows:
In addition, F is topologically mixing if there exists a natural number N such that F n (U) ⋂ V ≠ ∅ for all n ≥ N.
Theorem 1.
The chaos of F in the sense of Li-Yorke can be deduced from positive topological entropy.
1.
The chaos of F in the sense of both Li-Yorke and Devaney can be deduced from topologically mixing.
2.
A set
For instance, the fixed-point set and the periodic-point set are two types of simple attractors. Furthermore, the limit set of F actually defines a global attractor Ω  ⋂ n≥O F n S Z D . Let ℬ denote a set of some finite word blocks over S. And Λ ℬ is the set of the X ∈ S Z D , which is composed of the whole elements in ℬ. Thus, ℬ is called the determinative system of Λ ℬ and Λ ℬ is a subsystem of S Z D , σ. For a closed invariant subset Λ ℬ ⊆ S Z D , Λ ℬ is called a subshift of σ. If there exist finite word blocks in ℬ, Λ ℬ is called a finite-type subshift. It is of interest that a special 2-order finite-type subshift can be constructed according to any order finite-type subshift, and they are topologically conjugate. Subsequently, the directed graph representation and transition matrix can be introduced as the effective tools of Λ ℬ .
Dynamics of the Game of Three-Dimensional Life 3.
Following [23] [24] [25] , the notation of each rule is denoted by E 1 , E 2 , … /F 1 , F 2 , … ; the E i and F i are listed in ascending order. Here, the E i specifies the number of touching neighbors required to keep a living cell alive at the next generation (the "safe environment" range), and the F i gives the number of touching neighbors required to bring a currently dead cell to life at the next generation (the "fertility" range).
In the following, we focus our attention on the discussion of the symbolic dynamics of some representative gliders. Figure 1 illustrates their configuration patterns. In addition, the gliders belong to different rules; that is, the glider a belongs to rule 5,76, the glider b belongs to rule 2,35, the glider c belongs to rule 3,85, the glider d belongs to rule 8,5, the glider e belongs to rule 3,7/5, and the glider f belongs to rule 2,5/5.
The three-dimensional symbolic space is In S Z 3 , one q⨯m⨯n-word block is a q⨯m⨯ n-order matrix, denoted by
cylinder set of a q⨯m⨯n-word block is [a] q⨯m⨯n ∈ S Z 3 . The evolution function of a three-dimensional CA is specified as F : S Z 3 → S Z 3 , S  0, 1. The local rule F k, i, j of the Game of Three-Dimensional Life has 27 inputs and one output; that is,
Obviously, for a concrete rule, there are 2 27 output results of
Subsequently, the q⨯m⨯ n-block transformation B 〈q⨯m⨯n〉 is defined�as
is demonstrated that the new three-dimensional CA has 2 qmn states. Let G refer to the new evolution function, and
2 27qmn output results. Furthermore, the block transformation B 〈q⨯m⨯n〉 is a homeomorphism, and the evolution function G is topologically conjugate with F.
In the following, we explore in detail the symbolic dynamics of the glider d. For different directions of observing angles, the glider d can be engineered to 23 other versions whose moving directions may be different. As they possess the same dynamical behaviors (topologically conjugate), we only select one case, whose two periodic patterns are presented in Figure 2 . Because of the periodic shift characteristic, each glider is expressed as several word blocks in S Z 3 . For instance, the glider d has two periodic configurations, which are distinguished as two 4⨯ 3⨯3-word blocks. However, the appropriate blocks, especially at larger sizes, should be chosen in order to prevent the adjacent blocks from destroying each other by evolution (add an extra layer of the elements 0 on the exterior of the glider's cube). In particular, the glider d is expressed as two 6⨯5 ⨯5-word blocks. To some extent, two 6⨯ 5⨯5-word blocks are mutually independent. Then, by introducing the block transformation 
and ℬ 4 is 0 k 1 0
where k i  0, 316 238 850, 4 311 252 000 and i  1, 2, 3, 4. More-
From the mathematical point of view, directed graph theory provides a powerful tool for studying the subshift of finite type. A fundamental method for constructing finite shifts starts with a finite directed graph and produces collections of bi-infinite walks (i.e., matrices of nodes) on the graph. A directed graph (v, E) consists of a finite set v of vertices (or states) together with a finite set E of edges. A finite path P  v 1 → v 2 → ⋯ → v m on a graph (v, E) is a finite block of vertices v i from . The length of P is P  m. It is addressed that Λ ℬ 4 can be described by a finite directed graph
where each vertex is a 3 ⨯3⨯3-word block in ℬ 4 . Each edge e ∈ E starts at a block denoted by (k, i, j) Y 3⨯3⨯3 ∈ ℬ 4 and terminates at the
Each element of Λ ℬ 4 can be represented as a certain path on the graph  ℬ 4 . All bi-infinite walks on the graph constitute the closed in-
The finite directed graph of Λ ℬ 4 is shown in Figure 3 . The 3⨯3⨯3-word blocks of vertices are presented in Appendix A in detail. It can be extrapolated accurately that the finite directed graph  ℬ 4 only consists of different cycles. A cycle is a path that starts and terminates at the same vertex. When one cycle has repeated vertices, it is called the reducible cycle; otherwise, it is called the irreducible cycle. Any cycle can be compounded by the irreducible cycle. The period with period points of  on Λ ℬ 4 is the length of the cycle. The irreducible cycle can produce the irreducible period point of . As the length of the irreducible cycle is less than the number of vertices,  has finite different periods. For example, the irreducible cycle
can produce a 160-period point Y, which consists of a 16⨯ 16⨯16-word block Y 16⨯16⨯16  {(P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 ) / (P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 ) / (P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 ) / (P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 ) / (P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 ) / (P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 ) / (P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 ) / (P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 ) / (P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 ) / (P 10 , P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 ) / (P 11 , P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 ) / (P 12 , P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 ) / (P 13 , P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 ) / (P 14 , P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 ) / (P 15 , P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 ) / (P 16 , P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 , P 9 , P 10 , P 11 , P 12 , P 13 , P 14 , P 15 )}. Denote by
Further, the two-order subshift Λ ℬ 4 of σ is defined by
Define a map from Λ ℬ 4 to Λ ℬ 4 as follows: π : 
Proposition 2.
The nonwandering set ΩG 10 
Proof.
The elements of ℳ n are marked as ℳ i, j n , 1 ≤ i, j ≤ 107. Here each ℳ i, j n shows the number of all the paths from vertex v i to vertex v j whose length is n. Thus, ℳ i, i n is the number of all the cycles of the i th vertex with length n. As ℳ i, i n is positive for n  8, it is easy to verify that each vertex has a particular cycle.
1.
Here σ 0, 1, -1 is topologically transitive on Λ ℬ 4 if the transition matrix ℳ is irreducible. Further, the irreducibility of ℳ indicates that ℳ + ℐ is aperiodic, where ℐ is the 107 ⨯ 107 identity matrix. Meanwhile, it is easy to verify that (ℳ + ℐ) n is positive for n ≥ 8. Hence, G 10 is topologically transitive on Λ ℬ 4 .
2.
Let ρ(ℳ) be the maximum positive real root λ * of the characteristic 
3.
A two-order subshift of finite type is topologically mixing if and only if its transition matrix is irreducible and aperiodic. Meanwhile, it is easy to verify that ℳ n is positive for n ≥ 12. This implies that ℳ is irreducible and aperiodic.
4.
Theorem 2. G 10
is chaotic in the sense of both Li-Yorke and Devaney.
Moreover, the three-dimensional shift map can be decomposed into three one-dimensional shift maps σ p I , σ s H , and σ t V . For instance, the decomposition form is expressed as
Thus, a discussion of the symbolic dynamics of the shift configurations in three-dimensional CAs can be implemented respectively to σ p I , σ s H , and σ t V , whose relevant subsystems are found in one-dimensional symbolic string space S Z  ⋯S⨯S⨯S⋯.
where y, y ′ ∈ S Z . In S Z , an n-word block is a symbolic string (a 1 , a 2 , … , a n ). For the glider d, in order to understand the symbolic dynamical properties of σ in three-dimensional subsystems, three onedimensional subsystems are analyzed as follows.
Corollary 1. The shift of the glider d along the I axis is σ 0 I for each G 10 . There exists a subset
where k i  0, 316 238 850, 4 311 252 000 and i  1, 2, 3.
Corollary 2. The shift of the glider d along the H axis is σ 1 H for each
There exists a subset According to the topological conjugation relation between G and F, the following equation can be easily obtained. 
G 10
′ is the corresponding subsystem of S Z 3 according to Λ ℬ 4 .
Consequently, similar to G 10
, it is relatively trivial to investigate the dynamical properties of F 10
Proposition 4.
The nonwandering set ΩF 2
′ is topologically transitive.
2.
The topological entropy of F 2
′ is topologically mixing. 4. Then the dynamics of a series of gliders can be analyzed, and their dynamical characteristics are listed in Table 1 . It is to be noted that the shift functions have positive topological entropy, as well as being topologically mixing in their subsets Λ ℬ j , j  1, … , 6. Their corresponding decimal code sets of determinative systems ℬ j are given in Appendix B. In addition, there exists a growing number of the other subsystems of the glider d. First, the block transformation B 〈6ξ⨯5ξ⨯5ξ〉 is introduced as
where ξ  2, 3, 4, …. Similarly, let S 〈6ξ⨯5ξ⨯5ξ〉  Y k, i, j  be the new symbolic set. After introducing the corresponding extended space S 〈6ξ⨯5ξ⨯5ξ〉
and the particular distance, we can capture an unlimited number of three-dimensional CAs of 2 150ξ 3 -states. Let G 〈6ξ⨯5ξ⨯5ξ〉 refer to the new evolution function and G 〈6ξ⨯5ξ⨯5ξ〉 (Y) k, i, j has 2 4050ξ 3 output results in all. It can be extrapolated accurately that the block transformation B 〈6ξ⨯5ξ⨯5ξ〉 is a homeomorphism and the evolution function G 〈6ξ⨯5ξ⨯5ξ〉 is topologically conjugate with F. In particular, for these three-dimensional CAs of 2 150ξ 3 states, there is a series of subsystems that is similar to the subset in Proposition 1. Their corresponding deterministic systems are
, where each u k, i, j  0, 316 238 850, 4 311 252 000, 1 ≤ k ≤ ξ,
In this paper, G 〈6⨯5⨯5〉 is denoted as G and S 〈6⨯5⨯5〉 Z 3 refers to S  Z 3 . For clarity, the following diagram commutes:
Conclusion
4.
In this paper, the chaotic dynamics of the gliders in games of threedimensional life are explored under the framework of symbolic dynamics. It is shown that the gliders considered here are topologically mixing and possess positive topological entropy on their concrete subsystems. Therefore, it is concluded that these gliders are chaotic in the sense of both Li-Yorke and Devaney. Chaos means deterministic behaviors that are very sensitive to the initial conditions; that is, infinitesimal perturbations of the initial conditions will lead to large variations in dynamical behavior. The corresponding decimal code sets of determinative systems ℬ j , j  1, … , 6 are presented.
For the glider a, the determinative system is 1. For the glider c, the determinative system is 3. For the glider e, the determinative system is 5. For the glider f , the determinative system is 6. 
