Error analysis of a Collocation method for numerically inverting a Laplace transform in case of real samples  by Cuomo, S. et al.
Journal of Computational and Applied Mathematics 210 (2007) 149–158
www.elsevier.com/locate/cam
Error analysis of a Collocation method for numerically inverting a
Laplace transform in case of real samples
S. Cuomo∗, L. D’Amore, A. Murli
University of Naples Federico II, Complesso Universitario M.S. Angelo, Via Cintia, 80126 Napoli, Italy
Received 13 September 2005; received in revised form 25 July 2006
Abstract
In [S. Cuomo, L. D’Amore,A. Murli, M.R. Rizzardi, Computation of the inverse Laplace transform based on a collocation method
which uses only real values, J. Comput.Appl. Math., 198 (1) (2007) 98–115] the authors proposed a Collocation method (C-method)
for real inversion of Laplace transforms (Lt), based on the truncated Laguerre expansion of the inverse function:
fN(x) = ex
N−1∑
k=0
cke
−bxLk(2bx),
where , b are parameters and ck , k ∈ N , are the MacLaurin coefﬁcients of a function depending on the Lt. The computational kernel
of a C-method is the solution of aVandermonde linear system, where the right hand side is obtained evaluating the Lt on the real axis.
The Bjorck Pereira algorithm has been used for solving the Vandermonde linear system, providing a computable componentwise
error bound on the solution.
For an inversion problem on discrete data F is known on a pre-assigned set of points (we refer to these points as samples of F) only
and the major challenge is to deal with a signiﬁcative loss of information. A natural approach to overcome this intrinsic difﬁculty is
to construct a suitable ﬁtting model that approximates the given data. In this case, we show that such approach leads to a C-method
with perturbed right hand side, and then we use again the Bjorck Pereira algorithm.
Starting from the error introduced by the ﬁtting model, we study its propagation in order to determine the maximum attainable
accuracy on fN . Moreover we derive a computable error bound that allows to get the suitable value of the parameter N that gives
the maximum attainable accuracy.
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1. Introduction
Given the Laplace transform (Lt)
F(z) =
∫ ∞
0
e−zxf (x) dx, Re(z)> 0, (1)
where 0 is the abscissa of convergence, we assume that F(z) is known on a pre-assigned set of points of the real
axis [3]. More precisely, we deal with the following problem: given a ﬁnite number of samples of F on the real axis
(R), Fi = {F(zi)}i=0,...,m, zi, Fi ∈ R, compute the approximation of f in (1). We refer to this problem as the inversion
problem on real samples. More precisely, the present work starts from [1], where the authors proposed a Collocation
method (C-method) for inverting the Lt on the real line. The C-method is based on truncated Laguerre expansion
of f (x):
f˜N (x) = ex ·
N−1∑
k=0
c˜ke
−bxLk(2bx), (2)
where Lk(2bx) is the k-degree Laguerre polynomial, and  and b are parameters. Here we discuss how C-method
performs on real samples. It is worth noting that this is a particular case of a discrete inversion problem, because we
aim to compute a speciﬁc inverse function, i.e., that expressed in terms of the Laguerre expansion (2). In a more general
setting, both the Lt and its inverse are completely undetermined, as the Lerch Theorem states (see [4, p. 201]).
A natural approach to deal with this intrinsic loss of information is to construct a suitable ﬁtting model that approxi-
mates the given data and then use the C-method on the ﬁtting model, eventually equipped with additional information
a priori. We show that this problem can be regarded as a C-method with perturbed right hand side; hence we solve it
using the Bjorck Pereira (BP) algorithm, providing a componentwise error bound.
The aim of the paper is to perform the error analysis for determining themaximum attainable accuracy on the required
inverse function and a computable estimate of the errors. This allows to calculate the value of the parameter N that
provides the maximum attainable accuracy.
The paper is organized as follows: in Sections 2 and 3 we provide some preliminaries, Section 4 reports the error
analysis, Section 5 shows results, ﬁnally, conclusions are provided in Section 6.
2. Outline of C-methods
We review the main steps of a C-method [1].
Deﬁnition 2.1. S indicates the class of all functions whose analytical continuation, F(z), can be assumed in the form
F(z) = z−G(z), (3)
for some ﬁxed > 0, where G is analytic at inﬁnity.
First step: Starting from the values of the Laplace function on the z-plane, it needs to transform them onto the
w-plane, as follows:
Deﬁnition 2.2. Let
z := 2b
1 − w + − b ⇔ w :=
z − − b
z − + b (4)
be the Möbius transformation between z-plane and w-plane. We deﬁne the transformation H onto S such that
H : h ∈ S → H(h(w)) =
(
2b
1 − w
)
h(w) ∈ S.
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Second step:Applying H to F(z) and using the Möbius transformation between the z-plane and the w-plane, we get
the function (w) deﬁned as follows:
(w) := H(F(z)) =
(
2b
1 − w
)
F
(
2b
1 − w + − b
)
. (5)
Third step: Under this assumption we consider a C-method, in which f (x) is approximated by
f˜N (x) = ex
N−1∑
k=0
c˜ke
−bxL(−1)k (2bx), (6)
where L(−1)k is the generalized Laguerre polynomial of order  and degree k (see [7, pp. 100–102]) as described in
Algorithm 1. In the following we assume  = 1, while > 0, where 0 is the abscissa of convergence and b> 0,
depends on the locations of the singularities of the Laplace function.
Algorithm 1. C-method.
:: step 1: evaluate (w) at:
wk = cos
(
2k + 1
N

2
)
, k = 0, . . . , N − 1, where wk ∈] − 1, 1[
the zeros of the Chebyschev’s polynomial of ﬁrst kind and degree N;
:: step 2: compute the polynomial lN−1 interpolating (w) on wk:
lN−1(w) =
N−1∑
k=0
c˜kw
k
.
by solving the Vandermonde linear system:
V TN c˜ = , c˜ = (c˜k)k=0,...,N−1
:: step 3: compute f˜N (x):
f˜N (x) = ex
N−1∑
k=0
c˜ke
−bxLk(2bx)
3. Preliminaries
Let zj ∈ [c, d], j = 0, . . . , m − 1, be m points of real axis and
Fj := F(zj ), j = 0, . . . , m − 1, (7)
the corresponding values of F. The points (zj , Fj ), j = 0, . . . , m − 1 are denoted as samples of F. Step 1 requires the
evaluation of on the interval ]−1, 1[. Observe that the Möbius transformation in (4), transforms the interval ]−1, 1[
on ], ], where  is a number arbitrarily large and ﬁnite. Then evaluating  at wk ∈] − 1, 1[ requires the knowledge
of F at ], ]. In case of inversion problem on discrete data this may not be available. Therefore we map the samples
zj ∈ [c, d] onto ], ] by using the linear mapping
sj = zj · − 
d − c +
d − c
d − c (8)
and introduce the natural cubic spline  interpolating (sj , Fj )j=0,...,m−1.
Algorithm 2 summarizes the application of Algorithm 1 to ¯ where the new function
¯ : w ∈] − 1, 1[→ ¯(w) = 2b
1 − w
(
2b
1 − w + − b
)
(9)
is used in step 1 instead of (w).
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Algorithm 2. Application of a C-method in presence of samples of F.
:: step 1d : evaluate ¯ at:
¯k := ¯(wk), k = 0, . . . , N − 1
:: step 2d : Solve the Vandermonde linear system:
V TN c¯ = ¯, c¯ = (c¯k)k=0,...,N−1
:: step 3d : Compute:
f¯N (x) = ex
N−1∑
k=0
c¯ke
−bxLk(2bx)
A straightforward comparison between Algorithms 1 and 2 shows that the main difference lies in step 1d , where the
function  replaces the Lt F (then ¯(w) substitutes (w)) and it results in two different inverse functions f˜N (x) and
f¯N (x), respectively. In order to quantify this difference we introduce the following quantities:
Deﬁnition 3.1. The difference
ﬁtting = max{|F(zi) −(zi)|, i = 1, . . . , m, zi ∈ [c, d]} (10)
is the ﬁtting error related to the function  and to the nodes zi , i = 1, . . . , m.
By the same way:
Deﬁnition 3.2. The difference
approx = max{|(w) − ¯(w)|, w ∈] − 1, 1[} (11)
is the approximation error related to the function .
The ﬁtting error depends on samples zi and on how the ﬁtting model approximates these points on [c, d]. The
approximation error measures how the ﬁtting model describes the same points once they have been transformed by the
Möbius mapping onto the interval ], ].
Let
	 := max
{∣∣∣∣ 2b1 − w
∣∣∣∣ , w ∈] − 1, 1[
}
,
then, from (5) and (9) it holds
approx	 · ﬁtting. (12)
The quantity 	 can be seen as the ampliﬁcation factor of the ﬁtting error ﬁtting, on the approximation error approx.
Observe that as w tends to 1 the ﬁtting error blows up dramatically. Hence, the quantity 	 can be seen as a measure
of the ill posedness of the problem.
Deﬁnition 3.3. The difference
erecons(x, , b,N) = f˜N (x) − f¯N (x) = ex
N−1∑
k=0
e−bx(c˜k − c¯k)Lk(2bx), (13)
where x is the evaluation point, b,  are parameters and N is the number of terms of series expansion (2), erecons is the
reconstruction error introduced on f¯ .
Next section aims to estimate how the ﬁtting error ﬁtting and the approximation error approx propagate onto the
reconstruction error erecons.
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4. Error analysis
We prove the following result:
Theorem 4.1. Let
(1) F(z) ∈ S1;
(2) c = z0 <z1 < · · ·<zm−1 = d and Fi = F(zi) be the m samples;
(3) h = max(zi − zi−1), i = 1, . . . , m − 1;
(4) (z) be the natural cubic spline interpolating (zi, Fi).
It holds
ﬁttingLh4, (14)
where L is a positive constant depending on the interval [c, d] and on F.
Proof. The function F is analytic then its derivatives are bounded on [c, d]. In particular, let
max
z∈[c,d] |F
(4)(z)|L. (15)
From ([2, pp. 81–83]) it holds
ﬁttingLh4
and the thesis follows. 
4.1. Conditioning estimate
The core of Algorithm 1 is the step 2 where the coefﬁcients c˜k are computed by solving the Vandermonde system:
V TN c˜ = . (16)
By the same way, the core of Algorithm 2 is solution of the linear system:
V TN c¯ = ¯. (17)
It is straightforward to show that linear systems (16) and (17) differ by a perturbation on right hand side depending on
the approximation error:
Proposition 4.2. It holds
¯(wk) = (wk) + 
k ,
where |
k|approx, ∀k = 0, . . . , N − 1.
This means thatAlgorithm 2 is a C-method with perturbed right hand side whose underlying computational kernel is
the solution of a perturbedVandermonde linear system. We solve these linear systems using the BP algorithm which is
known to be componentwise stable, independently on the Skeel-condition number of the linear system [5]. Following
[5] we perform the forward error analysis of BP algorithm.
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BP algorithm is composed of two main stages:
Stage I % computation of a˜j = a˜(N−1)j (j = 0, . . . , N − 1)
a˜
(0)
j = ¯j (j = 0, . . . , N − 1)
for k = 0 to N − 2
a˜
(k+1)
j =
a˜
(k)
j − a˜(k)j−1
wj − wj−k+1 (j = N − 1, . . . , k + 1)
endfor
Stage II % computation of c¯j = c¯(0)j (j = 0, . . . , N − 1)
c¯
(N−1)
j = a˜(N−1)j (j = 0, . . . , N − 1)
for k = N − 2 to 0 step-1
c¯
(k)
j = c¯(k+1)j − wk · c¯(k+1)j+1 (j = k, . . . , N − 1)
endfor
and the error propagation is:
1. initialization, k = 0:
it is assumed that initial error on a˜(0)j = ¯j is
(0)j = 
j (j = 0, . . . , N − 1).
Stage I: 2. for k = 0, . . . , N − 2:
the quantities:
(k+1)j =
|(k)j + (k)j−1|
|wj − wj−k+1| + 3|a˜
(k+1)
j |, j = 0, 1, . . . , N − 1 (18)
are the errors propagated on a˜(k+1)j ;
Stage II: 3. initialization, k = N − 1:
Let M(N−1)j := (N−1)j (j = 0, . . . , N − 1), the error on c¯(N−1)j = a˜(N−1)j ;
4. for k = N − 2, . . . , 0:
the quantities:
M
(k)
j = |M(k+1)j | + |wkM(k+1)j | + |wj c¯(k+1)j | + |c¯(k)j |, j = 0, 1, . . . , N − 1 (19)
are the errors propagated on the c¯(k)j .
From (18) and (19), neglecting the quantities of order u2, where u is the machine precision, it follows that
|c¯k − c˜k|
k|M(0)k ||c¯k| + o(u2) ∀k = 0, . . . , N − 1. (20)
Relation (20) gives an upper bound of the componentwise error introduced on each c¯k . It is important to underline that
the quantities M(0)k are computed by the algorithm using only computable values and thus in the sequel we refer to (20)
as the computational bound.
The following result relates the approximation error with the reconstruction error:
Theorem 4.3. It holds
|recons|approx|¯(0)| max
k=0,...,N−1 |M
(0)
k |. (21)
Proof. By deﬁnition of recons it is
|recons|
N−1∑
k=0
|c˜k − c¯k||e−bxLk(2bx)|.
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As in [1], |e−bxLk(2bx)|1, ∀x > 0 and ∀k ∈ {0, . . . , N − 1}, then by using (20) and neglecting the term o(u2)
|recons|
N−1∑
k=0
|c˜k − c¯k|approx
N−1∑
k=0
|M(0)k ||c¯k|.
Finally
|recons|approx
N−1∑
k=0
|M(0)k ||c¯k|approx max
k=0,...,N−1 |M
(0)
k |.
Observing that
c˜k+1 < c˜k
and
c˜0 = |¯(0)|,
the thesis holds true. 
In relation (21), the quantities ¯(0) and M(0)k are bounded, while the approximation error approx, from (12), can be
large if 	 is large. This occurs when N grows because the wk are the N zeros of the Chebyschev polynomials of the ﬁrst
kind and degree N. This is the reason why we need to choose N which is the smallest possible. In the next section we
introduce the function global error estimate (GEE) which provides an estimate of the errors and the value of N.
5. The global error estimate
The overall accuracy on the solution depends also on truncation, discretization, and round-off errors. Actually,
parameter N acts like a regularization parameter providing a good balance between various errors. To the aim of
computing the value of N, following the error analysis performed in [1], we introduce the function GEE, which gives
the asymptotic behavior of the errors (discretization error, truncation error, and roundoff error) as N grows. Moreover,
by minimizing the function GEE, the best attainable accuracy will be determined together with the corresponding value
of N.
Deﬁnition 5.1. Given x, we deﬁne the GEE function as follows:
GEE(, b,N) := |¯(0)| 1
RN
+ approx|¯(0)| max
k=0,...,N−1 |Mk|, (22)
where R> 1 is a parameter which depends on  and b.
The ﬁrst term on the right hand side of the GEE function is derived from the discretization and truncation errors
estimate (see [1] for details).
Fig. 1 shows the GEE behavior, given x, , and b. We observe that a value of N exists, say N∗ such that for NN∗
the function GEE(N) decreases and for NN∗, GEE(N) increases.
Deﬁnition 5.2. Let x, , and b be ﬁxed. We deﬁne the best attainable accuracy, say ∗, of a C-method, the minimum
value of GEE, such that
∗ = min
N
GEE(N) = GEE(N∗). (23)
Minimization of the GEE function allows to select the value of N which is the smallest possible and which controls
the propagation of the errors. Observe that this approach actually provides a way to bound the ampliﬁcation factor 	
and then the conditioning of the problem. In other words, the GEE function can be seen as a regularization function
that gives a suitable trade off between different constraints. As we will see in the numerical experiments, the value of
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Fig. 1. GEE behavior versus N for three values of m. F(z) = z/(z2 + 1)2, |¯(0)| = 1, R = 1.72, x = 1, = 0.7, b = 1.75.
N∗ is usually less than 20 and 	 is of the order of 10. This means that the approximation error is usually of the same
order of the ﬁtting error.
6. Numerical experiments
There are many problems which require numerical inversion of the Lt. One of them is X-ray diffractometry [6]. In
X-ray diffractometry we search for the stress tensor (xi) of a specimen, corresponding to a set of scanning points xi ,
i = 1, . . . , m, with the help of X-ray measurements g(i ) where i denote the set of m tip-angles of the laboratory
system. X-ray measurements are connected to the stress tensor by means of the Lt integral operator, then we need to
invert the data vector g(i ). The scanning point xi are assumed to be uniformly distributed in the interval [c, d]=[1, 3.5]
as
xi = c + (i − 1)
(m − 1) (d − c), i = 1, . . . , m
and non-uniformly distributed, which is typical for X-ray as
xi = c/ cos(i ), i = (i − 1)
(m − 1) arcos(c/d), i = 1, . . . , m.
We consider m = 11 samples of
F(z) = 1
(1 + 0.5z)3 ⇔ f (x) = 4x
2e−2x (0 = 0).
We add on these samples a relative noise = 10−4.
Results are shown in Table 1 and Figs. 2 and 3. The accuracy on the computed solution has been measured using the
maximum relative error on the computed solution:
relerr = max
x
|f (x) − f¯N (x)|
|f (x)| .
Regarding the GEE function, we set |¯(0)| = 1, = 0.7, and b = 1.75.
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Table 1
Numerical results related to reconstruction of the X-ray inverse function in case of m points uniformly distributed (ﬁrst row) and randomly distributed
(second row)
m ﬁtting N∗ ∗ relerr
11 1.2e − 5 12 4.1e − 2 1.1e − 2
11 1.2e − 5 14 2.2e − 2 3.2e − 2
The value of 	 is about 10, and approx ≈ ﬁtting.
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4 t2 exp(−2 t)
Inverse Laplace function
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Fig. 2. Left—f (x) = 4x2e−2x computed at 11 uniformly distributed points xi ∈ [1, 3.5], i = 1, 2, . . . , 11. Right—f (x) = 4x2e−2x computed at
the 11 non-uniformly distributed points xi ∈ [1, 3.5], i = 1, 2, . . . , 11.
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Fig. 3. f (x) = x sin(x)/2. Left—m = 20, N∗ = 9. Center—m = 30, N∗ = 11. Right—m = 127, N∗ = 18.
The overall accuracy strongly depends on how small both the ﬁtting error and the approximation error can be.
This may occur if the parameter m is sufﬁciently large. For instance, if we consider m = 20, 30, 127 random samples
sj ∈ [0.007, 15] of
F(z) = z
(z2 + 1)2 (0 = 0),
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Table 2
F(z) = z/(z2 + 1)2 and f (x) = x sin(x)/2
m ﬁtting N∗ ∗ relerr
20 1.3e − 4 9 8.2e − 2 4.3e − 2
30 2.1e − 5 11 7.1e − 3 5.5e − 3
127 1.4e − 7 18 5.5e − 5 1.2e − 5
Fig. 4. Reconstruction of f (x)= x sin(x)/2 (‘o’ line), using m= 127 and N = 25 (‘+’ line) without taking into account the GEE estimate function
(that provides N∗ = 18).
we get a better accuracy in the ﬁnal result, as is shown in Table 2 and Fig. 3. The corresponding inverse function is
f (x) = x sin(x)/2.
Looking at the numerical results it appears that the GEE actually allows to bound the propagation of the errors; it
gives a value of N which is always very small. On the other hand, if for example we consider the same test function of
Table 2 and Fig. 3 and m = 127 samples, choosing N = 25 (which is a value greater than that provided by the GEE,
N∗ = 18), it results in a dramatic loss of accuracy on the computed solution f¯N , as shown in Fig. 4.
7. Conclusions
Starting from the ﬁtting error introduced by using the natural cubic spline, we analyze and discuss how C-method
performs in presence of real samples and present some results. We provide a way to control the number of terms in
the Laguerre series expansion and then to bound the ﬁtting error and its ampliﬁcation during numerical computations.
This error analysis can be used for the construction of a suitable regularization functional able to “best ﬁt” the Laplace
transform.
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