Introduction
About 1 in 8 U.S women (just under 12%) will develop invasive breast cancer over the course of her life. In 2011, an estimated 230,480 new cases of invasive breast cancer were expected to be diagnosed in women in the U.S, along with 57,650 new cases of non-invasive (in situ) breast cancer. For women in the U.S breast cancer death rates are higher than those for any other cancer besides lung cancer. In 2011 there were more than 2.6million breast cancer survivor in the U.S.A women's risk of breast cancer approximately relative (mother, sister, daughter) who has been diagnosed with breast cancer. About 15% of women who get breast cancer have a family member diagnosed with it. About 85% of breast cancers occur in women who have no family history of breast cancer. These occur due to genetic mutations that happen as a result of the aging process and life in general.
Breast cancer (An overview):
Breast Cancer is the most common cancer diseases among women excluding no melanoma skin. Cancers are divided into two types benign and Malignant. If the cancer is benign under the conditions of early diagnosis. Malignancy status includes the three basic measurement 1.Age 2.Longer tumor length 3.ADC or Apparent Diffusion coefficient (biopsy confirmed).Attributes 1.patient id 2.diagnosis m=malignant ,b=benign 3.Real valued features. Cell uncles' 1.radius 2.texture 3. The tumor is larger than 2 cm but not larger than 5 cm and small areas of cancer cells are in the lymph Node.2 to 5 cm spread 1 to 3 lymph nodes in the armpit or near the breastbones or the tumor is larger than 5cm and has not spread to the lymph node. Stage 3A breast cancer No tumor is seen in the breast or the tumor may be any size and cancer is found in 4 to 9 lymph glands under the arm or in the lymph glands near the breast bone. The tumor is more than 5 cm and has spread into up to 3 lymph nodes near the breast bone.
Stage 3B: The tumor has spread to the skin of the breast or to the chest wall and made the kin break down or cancer swelling. The cancer may have spread to the up 9 lymph Node in the armpit or to the lymph glands near the breast bone. Stage 4 breast cancer: The tumor can be any size. The lymph Node may or may not contain cancer cells. The cancer has spread to the other parts of the body such as bone, lungs, liver, and brain. The TNM (Tumor, Node, and Metastasis) system is specifies for each type of cancer. Once a patient's T, N, and M categories have been determined, this information is combined in a process called stage grouping to determine a women disease stage.Stage0 (the least advantage stage) to Stage4 (the most advantage stage).
II. Headings Existing System:
The data sets used are SEER data or Wisconsin data. Data pre-processing is applied before data mining to improve the quality of the data. Data pre-processing includes data cleaning, data integration, data transformation and data reduction techniques. The features used for classification purposes coincided with the Breast Imaging Reporting and Data System (BI-RADS) as this is how radiologists classify breast cancer. The BI-RADS features of density, mass shape, mass margin and abnormality assessment rank are used as they have been proven to provide good classification accuracy. A Classification method, Decision tree algorithms are widely used in medical field to classify the medical data for diagnosis. Feature Selection increases the accuracy of the Classifier because it eliminates irrelevant attributes. Feature selection with decision tree classification greatly enhances the quality of the data in medical diagnosis. CART algorithm with various feature selection methods to find out whether the same feature selection method may lead to best accuracy on various datasets of same domain. Artificial neural networks (ANNs) and support vector machines have been recently proposed as a very effective method for pattern recognition, machine learning and data mining. The discrimination capability of the features extracted from the sonograms was tested by using the SVM (support vector machine), ANN and KNN (K-nearest neighbor) classifier. It was found that the SVM gave the greatest accuracy while the ANN had the highest sensitivity. Back propagation neural network (BPNN) and radial basis function network (RBFN) were used for the training and testing of data.
Algorithm:
1. CART Algorithm 2. Decision tree algorithms 3. ID3 4. C4.5 decision tree algorithms 5. Hunt's algorithm 6. SVM 7. Naïve Bayes classifier. 8. The back-propagated neural network.
Proposed System:
Early diagnosis needs an accurate and reliable diagnosis procedure that can be used by physicians to distinguish benign breast tumors from malignant ones without going for surgical biopsy. The objective of these predictions is to assign patients to one of the two group either a "benign" that is noncancerous or a "malignant" that is cancerous. The prognosis problem is the long-term care for the disease for patients whose cancer has been surgically removed. In this paper, we propose a model-based data mining technique with a neural network classification technique and the improvements possible using an ensemble approach. Ensembles have been proposed as a mechanism for improving the classification accuracy of existing classifiers providing that constituents are diverse. Contrasting the cluster analysis technique against a baseline neural network classifier, and then considers the effects of applying an ensemble technique to improve the accuracies. In different cases the state of the disease condition itself can be marked by stages where the diagnostic symptoms or signs can be subtle or different to other stages of the disease. This means that there is often not a clean mapping between the diagnostic features and the diagnosis. The usage of clustering has also been extended to classifiers and detection systems in order to improve detection and provide greater classification accuracy. Use of a feature selection technique with a decision tree classifier to classify breast cancer. Another advantage of the model-based clustering approach is that no decisions have to be made about the scaling of the observed variables: for instance, when working with normal distributions with unknown variances, the results will be the same irrespective of whether the variables are normalized or not. In order to fasten the classification we are using Artificial Neural Network (ANN). 
Algorithm:

Classification prediction process in data mining:
Data mining is collection of techniques for efficient automated discovery of previously unknown valid novel, useful and understandable pattern in large databases. Classification is the process of minding a model that describes and distinguishes data classes concepts. This derived model is based on the analysis of a set of training data. Classification predicts categorial labels predictable numerical data values rather than class lables.
We used several classification methods resulting in identification of top 5 classification alogorithm. This paper presents a brief description of the classifiers and meta_classifiers used in the experiments results. 
Lazy K Star classifier
Lasy kstar algorithm most successful classifier. Implementation of an instance based classifier, which uses the entropic distance measures. Test instance is based upon the class of those training instance.
Lazy IBK (K_Nearest Neighbours classifier):
IBK classifier is simple instance based learner that uses the class of nearest K training instances for the class of the test instance. Predicts the class of the single nearest training instance for each test instance. Get maximum no of instances allowed in the training pool.
Meta Decorate (Diverse Ensemble creation by oppositional relabeling of artificial Training Examples): Meta learners such as Boosting Bagging and Random Forest provide diversity by sub sampling or reweighting the existing training data. Decorate performs by adding randomly constructed to the training set,when building new members.
Tree Random Forest:
Random Forest classifier consists of multiple decision trees. The final class of an instance in a Random forest is assigned by outputting the class that is the mode of the outputs of individual trees. Which can produce robust and accurate classification. Random classifiers is based on a combination of many decision Tree predictors such that each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the forest. RF has excellent accuracy among current classifier Algorithm. 
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IV. Conclusion
This paper presents effective classification Techniques. After investigation of different classification Algorithm we have chosen 6 classifier based on our simulation performance and we have used Tree Random classifier achieved overall classification accuracy 98%, which is significanant. In future work we propose to analyze Ensemble classifier for 100% accuracy.
