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The temperature dependent rate of a thermally activated process is given by the Arrhenius equa-
tion. The exponential decrease in the rate with activation energy, which this imposes, strongly
promotes processes with small activation barriers. This criterion is one of the most challenging
during the design of thermally activated delayed fluorescence (TADF) emitters used in organic
light emitting diodes. The small activation energy is usually achieved with donor-acceptor charge
transfer complexes. However, this sacrifices the radiative rate and is therefore incommensurate
with the high luminescence quantum yields required for applications. Herein we demonstrate that
the spin-vibronic mechanism, operative for efficient TADF, overcomes this limitation. Nonadia-
batic coupling between the lowest two triplet states give rise to a strong enhancement of the rate
of reserve intersystem crossing via a second order mechanism and promotes population transfer
between the T1 to T2 states. Consequently the rISC mechanism is actually operative between
initial and final state exhibiting an energy gap that is smaller than between the T1 and S1 states.
This contributes to the small activation energies for molecules exhibiting a large optical gap, iden-
tifies limitations of the present computational design procedures and provides a basis from which
to construct TADF molecules with simultaneous high radiative and rISC rates.
1 Introduction
Molecular fluorescence is usually a two step process. An initial
absorption giving rise to an electronically excited state followed
by the radiative decay of that state or another one of lower en-
ergy into the electronic ground state. This is called prompt fluo-
rescence (PF). However, if the fluorescence and non radiative de-
cay rates from this state is a lot less than the rate of intersystem
crossing (ISC), then fluorescence may occur by a more compli-
cated route, the triplet manifold. In this case, the S1 state decays
via ISC, ultimately ending up in the T1 state. Subsequently, if the
phosphorescence and non radiative decay of the triplet state is
slow, as expected, and the energy gap between the singlet and
triplet states is small enough (normally ≤ 0.2 eV), then after vi-
brational thermalisation, a second ISC, often called reverse ISC
(rISC) back to the S1 can occur followed by fluorescence. This is
known as delayed fluorescence (DF).
The first observation of delayed fluorescence was by Perrin et
al.1 who reported two long-lived emission bands in solid uranyl
salts naming them true phosphorescence and fluorescence of long
duration. This was later characterised in more detail by Lewis et
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al.2 in rigid media and Parker et al.3 using Eosin. The latter study
is responsible for the original name, E-type delayed fluorescence,
which is now most commonly referred to as Thermally Activated
Delayed Fluorescence (TADF).
To achieve efficient TADF, which is desirable for their applica-
tion as emitters in OLEDs4,5, one must satisfy the key condition of
a small energy gap between the singlet and triplet excited states
involved in the rISC, (∆EST ):
krISC = Aexp
[−∆EST
kbT
]
. (1)
Molecules with a small singlet-triplet energy splitting are rela-
tively easy to achieve using covalently linked electron donor (D)
and acceptor (A) units, and consequently such molecules have
become the focus of molecular architectures adopted for TADF.
Using this approach, one obtains low lying singlet and triplet ex-
cited states with strong charge transfer (CT) character. These are
characterised by a very small orbital overlap between the high-
est occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO), assuming these states are predomi-
nantly HOMO→LUMO transitions. This minimises the exchange
electron energy and therefore the energy gap6,7.
To date, design of TADF molecules has largely focused upon
minimising this energy gap, and therefore the HOMO-LUMO or-
bital overlap. This is justified when adopting the equilibrium
Journal Name, [year], [vol.], 1–7 | 1
S0 
S1 
kf 
kph 
knr 
knr kisc 
krisc 
T1 
ΔES1-T1 
T1 
T2 
kic/ric 
ΔES1-T2 
T2 
Fig. 1 Simplified energy diagram representing a general schematic of the low lying singlet and triplet states involved in TADF and other competing
processes. k f and kp are the fluorescence and phosphorescence rates, respectively. knr represents non-radiative excited state decay and kic/ric is the
rate of (reserve) internal conversion between the triplet states. ∆ET1S1 is the energy gap between the T1 (
3LE) and S1 (1CT) state, considered most
important in TADF. ∆ES1T2 is the energy gap between the S1 (
1CT) and T2 (3CT) states.
model for TADF, first proposed by Parker et al.3 and later used
by Kirchhoff et al.8. This regime assumes that kF << krISC, and
in this limit the steady state populations of the emitting singlet
and triplet states are determined by Boltzmann statistics, as the
molecule spends sufficient time in the excited state for a equi-
librium to form before emission eventually occurs. The relative
population of the two states can be expressed using an equilib-
rium constant:
K =
[S1]
[T1]
=
krISC
kISC
=
1
3
exp
[−∆ES1T1
kBT
]
(2)
making it possible to express the rate of the whole TADF process
(kTADF), i.e. rISC proceeded by fluorescence as the product of the
amount of population in the S1 state and the rate limiting step,
i.e. kF ;
kTADF =
1
3
kF exp
[−∆ES1T1
kBT
]
(3)
This removes the importance of any effects, other than the en-
ergy gap to rISC, provided the coupling between the states is
non-zero. However, while this represents a convenient approach
for the analysis of photophysical data, the key assumption, i.e
krISC >> kF , must be and often is broken to support new emitters
with stronger fluorescence yields9,10. Within this regime, TADF
must be cast in terms of a kinetic process and therefore opens the
question as to what other effects, such as molecular geometry,
the dielectric medium, the presence of low energy triplet excited
states, localised in the D or A units, contribute to krISC. This
makes understanding the rISC process far more involved than
simply determining an energy gap between the singlet and triplet
CT states11.
Towards achieving a detailed understanding of the key excited
state properties leading to efficient TADF, D-A and D-A-D molecu-
lar systems10,13,14 have been used to demonstrate that the two
excited states involved in the rISC step can be independently
tuned by changing the local embedding environment. They must
therefore be of different character and a 1CT and local excitonic
triplet (3LE) pair was proposed. Extending this, it was proposed
that efficient rISC occurs via a second order spin-vibrionic cou-
1CT 
(a) 
3CT 
3LE 
1CT 
(b) 
3CT 
3LE 
1CT 3CT 
3LE 
krISC&
krISC&
krISC& Type I 
Type II 
Type III 
Fig. 2 (a) Schematic representation of the donor-acceptor (D-A)
molecule studied herein. It is composed of a phenothiazine donor and a
dibenzothiophene-S,S-dioxide acceptor (PTZ-DBTO2). (b) Schematic
energy levels diagrams illustrating the three type of emitter, TADF I
(CT>LE), TADF II (CT=LE), and TADF III (CT<LE) 12.
pling mechanism15–17, which is analogous to the superexchange
mechanism identified in wide variety of artificial light harvesting
systems18–20. In this case, it is not just the initial and final states,
3LE (T1) and 1CT (S1), but also an intermediate state, a 3CT (T2)
state, which is crucial to the rate of rISC. This mechanism was
confirmed using a combination of photoinduced absorption and
quantum dynamics by exploiting the temperature dependent po-
larity a host polymer, polyethylene oxide. In this work, the tem-
perature dependent polarity was exploited to bring the charge-
transfer states into and out of energetic resonance with the 3LE
state12 and shows that TADF reaches a maximum at the reso-
nance point consistent with our proposed spin-vibrionic coupling
model15.
These results also allowed three distinct regimes of present
TADF emitter to be categorised, as illustrated in Figure 2. These
highlight that, within this regime, there is not just one, but two
energy gaps to consider when optimising TADF molecules ∗. Ex-
perimentally to elucidate the gap, ∆ES1−T1 , there are two ap-
∗Strictly speaking there are three energy gaps, but once two are defined, the third is
fixed.
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proaches adopted. The first is obtained by fitting the integrated
DF emission as a function of temperature10 and therefore gives
a thermal activation (∆ETADFa ) derived from the Arrhenius equa-
tion. The second is defined as the difference between the onset of
the fluorescence to phosphorescence signals and is therefore the
optical gap. Importantly, it has been repeatedly found that the
gap extracted from these two approaches are different, sometimes
by a much as 0.35 eV10. Indeed, larger differences were generally
found for the higher performing molecules. Dias et al.10 proposed
that this difference could be due to the presence of an intermedi-
ate state and therefore the spin-vibronic mechanism discussed in
the previous paragraph. Alternatively, Adachi et al.21 have pro-
posed that this difference is due to conformational changes occur-
ring during the rather long transient lifetime of the triplet excited
state. Here, coordinate dependent vibronic coupling, on-diagonal
rather than nonadiabatic, alters the adiabatic energy gap between
the T1 and S1 states. This corresponds to the strong coupling limit
in the pioneering paper of Englman and Jortner22.
In this paper, we perform a theoretical study on the effect of
nonadiabatic couplings for krISC and in particular on ∆ETADFa , i.e.
the activation energy of TADF. We show the relative importance
of the various energy gaps within the spin-vibronic mechanism
for TADF and demonstrate that the presence of the intermediate
state can reduce the effective activation barrier. This explains
the differences in the energy barrier reported from different ex-
perimental measurements, and why they tend to emerge most
strongly for higher performing molecules. This work highlights
the importance of considering nonadiabatic coupling when trying
to understand and design efficient TADF emitters, highlights lim-
itations of present design procedures and provides a framework
for design TADF molecules with simultaneous high radiative and
rISC rates.
The computational details are reported in the supporting ma-
terial. The model spin-vibronic coupling used throughout, has
previously been described in refs.12,15.
2 Results and Discussion
Figure 3 shows the dependency of the rISC on the strength of
the nonadiabatic coupling. This illustrates that significant en-
hancements of krISC can be achieved by increasing this coupling,
with the largest change observed between ∼30×Qi cm−1 and
∼130×Qi cm−1 (i.e. half and double the nonadiabatic coupling
calculated in ref.15). Qi is the magnitude of the displacement of
wavepacket along normal mode i. It is interesting to note that
this enhancement is larger when the energy gap between the T1
and T2 states is larger, illustrating the importance of nonadia-
batic coupling for enabling rISC for molecules exhibiting larger
energy gaps. This is because this spin-allowed coupling is signif-
icantly stronger than the other couplings, such as spin-orbit, in
the Hamiltonian. Within first order perturbation theory the mix-
ing between the T1 and T2 states can be expressed:
T2 = T2+λT1 (4)
where:
λ =
〈T2|Hˆvib|T1〉
∆ET1−T2
(5)
Hˆvib is the nonadiabatic coupling operator. This means, assuming
Qi=1, that the onset of the rapid increase in krISC occurs between
λ ∼0.1-0.5. This upper limit illustrates the significant mixing be-
tween the T1 and T2.
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Fig. 3 The relative rate of reverse intersystem crossing obtained from
the quantum dynamics simulations as a function of the strength of
nonadiabatic coupling for two models: ∆ES1−T1=0.06 (black) and 0.1 eV
(red). In both cases ∆ES1−T2=0.03 eV. All other parameters of the
Hamiltonian are fixed as described in the supporting material.
The effect of increasing the nonadiabatic coupling is a larger
mixing between the T1 (3LE) and T2 (3CT) states. Regardless of
temperature, mixing between the two states gives rise to some
population transfer. The extent of this mixing depends, as shown
in Equation 5, on the coupling strength and energy gap. This is
consistent with recent results of Ogiwara et al.23 who used elec-
tron paramagnetic resonance (EPR) spectroscopy to probe the
population of the 3LE and 3CT states. By fitting the transient
experimental signals, they reported that complexes showing the
largest rISC exhibited an EPR signal consistent with a mixture of
both the 3LE and 3CT states. The authors used this to propose that
efficient rISC not only includes the SOC pathway (3LE→1CT), but
also a hyperfine coupling induced ISC pathway (3CT→1CT). Al-
though this coupling may become operative if the 1CT and 3CT
gap becomes very small (<1 meV), the weak nature of this cou-
pling means that it is too small to account for the experimental
rISC rates. In contrast, the spin-vibronic mechanism shows that
the larger population of the 3CT is associated with a larger krISC
via the strong second-order coupling12,15.
As shown in Figure 2 the presence of three states driving effi-
cient rISC means that two, rather than one energy gap becomes
important. Given the differences between the optical gap and ac-
tivation energies determined experimentally, as discussed in the
introduction, it is important to investigate the effect of each of
these to krISC. If one uses the equilibrium model for TADF shown
in Equation 3, the effect of a third state can easily be included, by
defining two equilibrium constants. A first equilibrium between
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the triplet states:
K1 =
[T2]
[T1]
=
krIC
kIC
= exp
[−∆ET2T1
kBT
]
, (6)
and a second between the T2 and S1 states, active in the spin-
vibronic picture:
K2 =
[S1]
[T2]
=
kS1−T2rISC
kS1−T2ISC
=
1
3
exp
[−∆ES1T2
kBT
]
(7)
The whole TADF process (kTADF) is now the product of two equi-
libriums and the rate of fluorescence, kF .
kTADF = kFK1K2 =
1
3
kF exp
[−∆ET2T1
kBT
]
exp
[−∆ES1T2
kBT
]
=
1
3
kF exp
[−∆ES1T1
kBT
]
(8)
This is the same as Equation 3 and consequently, the activation
energy recorded in both situations should be the same, ∆ES1−T1 .
Behaviour will also determined by Boltzmann statistics, unless
other external factors play a role. However external factors, such
as nonadiabatic coupling, do play a crucial role, and it is its im-
pact which is now discussed.
Figure 4a shows the normalised krISC as a function of ∆ES1−T1
and ∆ET1−T2. Half of the plot is excluded as it corresponds to
∆ET1−T2 > ∆ES1−T1, not possible within the one electron limit.
Clearly, the rate is largest when both gaps are smallest. This is
unsurprising as the near degeneracy promotes strong mixing be-
tween the states. As the gaps increase the rate decays exponen-
tially as expected from Equation 1, i.e. as the gap becomes larger,
thermal activation is reduced. This is highlighted in Figure 4b
showing the exponential decrease krISC as a function of ∆ES1−T1
with a fixed ∆ET1−T2=0.01 eV.
At larger values of ∆ES1−T1 (Figure 4a), the krISC is largest
for larger ∆ET1−T2, suggesting that efficient rISC occurs when
∆ES1−T2 is smallest. This is confirmed in Figure 4c showing
krISC as a function of ∆ET1−T2 for fixed ∆ES1−T1=0.1 eV. In other
words, ∆ES1−T2 dominates over the ∆ET1−T2, which is unex-
pected as a smaller latter gap promotes stronger nonadiabatic
mixing (Equation 5). To explain this, we emphasise the mech-
anism for efficient rISC. As discussed in ref.12,15, it is expressed
using two terms, one a first order and the other second-order per-
turbation theory:
krIC =
2pi
h¯
∣∣〈Ψ3CT |Hˆvib|Ψ3LE〉∣∣2 δ (E3CT −E3LE) (9)
and
krISC =
2pi
h¯
∣∣∣∣ 〈Ψ1CT |Hˆsoc|Ψ3LE〉〈Ψ3LE |Hˆvib|Ψ3CT 〉E3CT −E3LE
∣∣∣∣2 δ (E1CT −E3LE)
(10)
Firstly, the large nonadiabatic coupling between 3LE and 3CT
(Equation 9) promotes, on a timescale much faster than the rISC,
an equilibrium between the two states. Obviously, the position
of this equilibrium depends both on the size of the nonadiabatic
coupling and the ∆ET1−T2 energy gap. Subsequently, the second
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Fig. 4 (a) Normalised (to the maximum) krISC as a function of ∆ES1−T1
and ∆ET1−T2 . Half of the plot is excluded as it corresponds to
∆ET1−T2 > ∆ES1−T1. (b) Cut of (a) for ∆ET1−T2 = 0.01 eV. (c) Cut of (a) for
∆ES1−T1 = 0.1 eV.
order term, Equation 10, couples the 3CT and the 1CT, using the
3LE as an intermediate state. This latter second order term is very
efficient because of the good vibrational overlap between the al-
most degenerate initial and final states, 3CT and 1CT, respectively.
Adopting a similar approach used for singlet fission24, these
equations can also be cast in a semiclassical (Marcus-like) ap-
proach, with a first order terms expressed:
krIC =
2pi
h¯
|VT1−T2 |2× exp
[
− (∆ET1−T2 +λ )
2
4λkBT
]
(11)
and second order written:
krISC ∼ 2pi√
2pi h¯2λkbT
|VS1−T1−T2 |2
[ET2−ET1]2
×exp
(
− [∆ET2−S1 +λ ]
2
4λkBT
)
(12)
Here, VT1−T2 is the nonadiabatic coupling and VS1−T1−T2 is the sec-
ond order coupling connecting T2 and S1 via T1. It is noted that
these are strictly only valid for the weak coupling limit and we
are therefore neglecting the coordinate dependent vibronic cou-
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pling which leads to the displacement of excited state minima
as discussed above22. The implications and contribution of this
is discussed in more detail below. In terms of the energy gaps,
Equation 11 exhibits a exponential dependence upon the T1-T2
gap, while the second-order rate depends exponentially on the
S1-T2 energy gap and quadratically on the T1-T2 energy gap.
Returning to Figure 4c, the reason krISC increases for larger
∆ET1−T2 is the aforementioned exponential dependence on the
S1-T2 energy gap on the second order term. This shows that Equa-
tion 12 is clearly dominating the rISC mechanism. Indeed, al-
though a similar exponential dependence is observed in Equation
11 for the mixing between the T1 and T2 states, because the cou-
pling is stronger it appears to be less susceptible to the changes
in the energy gap over the range considered here.
To determine the activation energy for rISC from these sim-
ulations, Figure 6a shows an Arrhenius plot, ln(krISC) plotted
against 1000/K, for two scenarios. The first (black trace) has
∆ES1−T1=0.06 eV and ∆ET1−T2=0.03 eV. The second (red trace)
∆ES1−T1=0.10 eV and ∆ET1−T2=0.03 eV. For the latter case, the
magnitude of nonadiabatic coupling has been doubled to enable
these simulations to exhibit sufficient population transfer to S1
(1CT) at lower temperatures (225 K) within the timescale of our
simulations. It is stressed that this has no impact on the con-
clusions discussed below. Importantly, they both show activation
energies that are significantly smaller than the S1-T1 energy gap,
0.04 and 0.03 eV, respectively. In addition, the simulations for
∆ES1−T1= 0.06 eV (black trace), which find an activation energy
0f 0.03 eV, are consistent with those reported in ref.25 on PTZ-
DBTO2, for which this model Hamiltonian is based. In this work,
the authors reported an energy gap, using the onset of the fluo-
rescence and phosphorescence bands of 0.05 eV and an activation
energy of 0.02 eV.
This can be understood using the population of the 3CT state
as a function of temperature, shown in Figure 6b for the first sim-
ulation (∆ES1−T1=0.06 eV and ∆ET1−T2=0.03 eV). This shows that
the first step, population transfer from T1-T2 is predominantly not
thermally activated. This is because while 27% of the wavepacket
is in the T2 at 300 K, 20% still remains at 0 K and therefore
must simply arises from the presence of state mixing arising from
strong nonadiabatic coupling. This is to say that 74% (0.2/0.27)
of the wavepacket in the 3CT (T2) at 300K populates the upper
state purely on the basis on nonadiabatic coupling and indepen-
dent of temperature. Indeed, the strength of the coupling and
the small energy gap between the states means that population
transfer between the two states to form, very rapidly (<10 ps)15,
an equilibrium between the two states is possible even at low
temperatures. Temperature, depending on the size of the energy
gap, will only alter the position of the equilibrium as observed in
Figure 5b.
For the fraction of the wavepacket, which is not thermally acti-
vated and populates the T2 based only on the nonadiabatic cou-
pling, the energy gap reflected as EaTADF is purely that of Equa-
tion 12, i.e. the energy gap between initial and final states is
S1-T2 which is smaller than the S1-T1 (0.03 eV against 0.06 eV).
It is emphasised that because both pathways (thermally and non-
thermally activated rIC) are clearly possible in this case, the effec-
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Fig. 5 (a) Energy barrier for TADF, determined from the temperature
variation of krISC plotted against 1000/T (K−1) for two models which have
∆ES1−T1=0.06 and 0.1 eV. In the case of the latter, the magnitude of
nonadiabatic coupling has been doubled to enable these simulations to
exhibit sufficient population transfer to S1 at lower temperatures (225 K).
(b) Population of the T2 state as a function of temperature for
∆ES1−T1=0.06 eV. For the latter model, the population of T2 is
temperature independent over the range considered.
tive activation energy is a combination of both, i.e. an activation
of 0.06 eV (combination of Equations 11 and 12) and 0.03 eV
(purely Equation 12). Hence the overall activation energy found
in Figure 6a is 0.04 eV. For the latter, the larger nonadiabatic cou-
pling and energy gap means that the population of T2 is temper-
ature independent over the range considered. Therefore EaTADF
only reflects the non-thermally activated rIC pathway and there-
fore the activation energy corresponds to that in Equation 12, and
therefore ∆ES1−T2=0.03 eV.
This shows for the first time, that nonadiabatic coupling can re-
duce the activation energy in TADF and can be responsible for the
different energy gaps reported for the optical gap and Ea. It is em-
phasised that while these simulations show the important effect
the intermediate state has on the rate and Ea in TADF, this does
not exclude the sampling of different energy gaps due to molecu-
lar conformational changes during the rather long transient life-
time of triplet excitons as proposed by Adachi et al.21. Indeed,
as discussed above, this work does not incorporate the effect of
coordinate dependent vibronic coupling, on-diagonal rather than
nonadiabatic. This, as discussed by Adachi et al. modifies the
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adiabatic energy gap between the T1 and S1 states meaning the
wavepacket can access regions of the potential where the energy
gap is smaller, promoting rISC at a distorted geometry. This cor-
responds to the strong coupling limit in the pioneering paper of
Englman and Jortner22. We expect that to some extent both will
be operative. However, as it is desirable to minimise the reorgan-
isation energy in these emitters for high device performance, this
nonadiabatic mechanism does offer an alternative design route,
previously unknown. Indeed, we show that the rISC mechanism
is dynamic, in the sense that it depends on molecular vibrations.
Using this to adopt an idea of dynamic molecular optimisation,
exploiting nonadiabatic coupling, is general and will have great
ramifications in many different fields of molecular photophysics.
3LE 
1CT 3CT 
3LE 
1CT 
3CT 
(a)  Present TADF 
Limited to small radiative rates. 
(b) Ideal TADF 
Large radiative rates achievable. 
Fig. 6 (a) Schematic energy level diagram for Type I TADF emitters. (b)
Schematic of proposed energy level diagram for higher performing TADF
emitters.
3 Conclusions
In this paper we have demonstrated the effect of nonadiabatic
coupling on krISC and its importance to the performance of TADF
emitters. This coupling provides a second-order pathway, which
significantly enhances krISC. The nonadiabatic coupling forms an
equilibrium between the two lowest triplet states, T1 (3LE) and T2
(3CT), which leads to significant population transfer, even with-
out thermal activation. This has the effect of lowering the acti-
vation barrier for TADF because, according to second-order per-
turbation theory, it becomes dominated by the S1-T2 energy gap,
rather than the S1-T1 energy gap.
Crucially, these results leads us to propose a new approach for
designing efficient TADF emitters, shown in Figure 6. Figure 6a
shows a schematic energy level diagram for present Type I TADF
emitters, such as PTZ-DBTO2. In the previous sections we have
shown that the S1-T2 energy gap is most important. However, be-
cause these states are of the same character this gap, assuming
for simplicity a HOMO→LUMO transitions, can only be small by
reducing the overlap between the HOMO and LUMO orbitals, i.e.
making them stronger CT transitions. This will come at the cost
of the radiative rate, incommensurate with a high luminescence
quantum yield. Conversely, if as shown in Figure 6b, the molecule
is designed so that the 1CT is degenerate with the 3LE, then one
can relax the condition of a small overlap between the HOMO-
LUMO. The excited states of weaker CT character will exhibit a
bigger singlet-triplet splitting, but as 1CT and 3LE are degenerate,
efficient TADF will still be achieved. Importantly, in this case be-
cause the singlet state is a weaker CT state, it will exhibit a larger
radiative rate, leading to the ideal combination of efficient TADF
and short radiative lifetimes.
Computational Details
The Hamiltonian used in the present work is reported in ref.12,15.
It is composed of 3 electronics states, two charge transfer states
(1CT and 3CT) and a local exciton state on the donor group,
terms 3LE. There are 3 nuclear degrees of freedom, which are
responsible for the nonadiabatic coupling. The quantum dynam-
ics were performed using a density operator formalism of the
multi-configurational time-dependent Hartree (MCTDH) meth-
ods26. We have adopted a closed quantum system, this is to
say that no dissipative operators are included and only the core
Hamiltonian. Further details are given in the supporting material.
Data availability.
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’Open Data Commons Open Database License’. Additional meta-
data are available at: 10.17634/153015-1. Please contact New-
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tions.
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