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Introduction générale
“Désormais, la plus haute, la plus belle performance que devra réaliser l’Humanité
sera de répondre à ses besoins vitaux avec les moyens les plus simples et les plus sains”.
Cette citation de Pierre Rabhi illustre parfaitement les enjeux fondamentaux du XXIe
siècle ainsi que les défis à relever dans le domaine de l’optimisation pour assurer un
développement durable.
Le phénomène d’urbanisation croissante qui a eu lieu au XXe siècle et plus large-
ment l’augmentation de la population mondiale a mis en exergue une problématique de
réchauffement climatique, ainsi qu’un enjeu de raréfaction des sources d’énergie fossiles.
Dans ce contexte, la notion d’efficacité énergétique a vu le jour pour définir le
besoin de diminuer la consommation de systèmes énergétiques tout en garantissant la
fourniture de services identiques.
Appliqué aux transports urbains, ce concept impose de déterminer des solutions
pour réduire le coût énergétique du transport des passagers.
La mise en œuvre de ce principe dans le cas de lignes de métro automatique revêt
un intérêt tout particulier puisqu’à l’inverse d’autres modes de transports urbains su-
pervisés par des conducteurs humains, dans un système totalement automatisé, il est
possible de maitriser toutes les variables du système et le cas échéant de proposer des
parades en cas de perturbations de trafic trop importantes.
Cette thèse a pour objectif d’utiliser des outils issus de l’intelligence artificielle afin
de déterminer les règles de contrôle permettant de réaliser cet objectif d’efficacité éner-
gétique, en agissant en temps réel sur le fonctionnement d’une ligne de métro pour
gérer les aléas de trafic.
Ce rapport de thèse est scindé en cinq chapitres. Un premier chapitre est consacré
d’une part à la présentation du contexte environnemental et sociétal qui a favorisé
l’expansion des transports urbains, et d’autre part à une étude des travaux déjà menés
sur la planification ferroviaire et sur l’optimisation énergétique de lignes ferroviaires.
Cet état de l’art permet d’identifier les axes d’études à suivre pour parvenir à réa-
liser les objectifs de cette thèse.
Le deuxième chapitre dresse tout d’abord un panorama des principaux éléments
constitutifs d’une ligne de métro automatique avant de présenter une méthodologie de
modélisation d’une ligne ferroviaire, puis d’effectuer une étude comparative de plusieurs
méthodes de résolution itérative permettant de calculer les échanges de puissance s’ef-
fectuant entre les trains et les sous-stations d’alimentation.
Après avoir posé les bases du cahier des charges relatif à l’optimisation des para-
mètres d’exploitation, le troisième chapitre s’intéresse à l’optimisation de deux para-
mètres qui sont les plus influents sur l’évolution de la consommation énergétique d’une
1
LISTE DES TABLEAUX
ligne de métro automatique : l’intervalle d’exploitation et les temps de stationnement.
Ces travaux sont ensuite appliqués pour effectuer l’optimisation énergétique d’une
ligne de métro sur une journée type dans un cas idéal d’exploitation.
Le quatrième chapitre de cette thèse a pour vocation de présenter une méthodolo-
gie pour rendre la démarche d’optimisation hors-ligne explicitée au troisième chapitre
applicable en temps réel.
Pour ce faire, un estimateur neuronal est conçu pour synthétiser la méthode de ré-
solution itérative. Cet estimateur a pour vocation de rendre la modélisation/résolution
effectuée au chapitre 2 applicable en temps réel, en réduisant les temps de calcul de la
boucle de résolution. Puis un apprentissage par renforcement est mis en œuvre pour
déterminer une politique décisionnelle des temps de stationnement afin d’effectuer une
optimisation énergétique dynamique prenant en compte les aléas d’exploitation.
Une étude des gains énergétiques potentiels générés par l’utilisation de cette mé-
thode est ensuite accomplie.
Enfin, le dernier chapitre dresse un bilan des travaux effectués, des perspectives de
développement pour améliorer la méthode et présente des exemples concrets d’optimi-
sation énergétique de lignes ferroviaires.
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Chapitre 1
Optimisation énergétique des tables
horaires
« They didn’t know it was
impossible so they did it. »
Mark Twain
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1.1 Introduction
Ce premier chapitre est composé de trois parties. Tout d’abord, le contexte socié-
tal et environnemental est présenté afin de situer les enjeux de l’étude. Cette partie
introduit les problématiques liées à l’urbanisation croissante et à la raréfaction des
ressources qui induisent le besoin de faire évoluer la gestion des transports ferroviaires
urbains en augmentant leur efficacité énergétique.
Ensuite, le concept de la planification ferroviaire est défini afin d’expliciter la com-
plexité de concevoir des tables horaires pour l’exploitant. Un état de l’art est réalisé
pour décrire les différentes méthodes qui ont été utilisées au fil des décennies pour
résoudre le problème de planification ferroviaire.
Enfin, quelques travaux proposant des solutions pour traiter le problème de l’opti-
misation énergétique de lignes ferrovaires sont analysés. Deux grands axes d’études sont
décrits : la réduction des pics de puissance appelée et la réduction de la consommation
énergétique globale des lignes ferrovaires.
Cette étude permet alors de souligner la nécessité de disposer d’un modèle éner-
gétique précis permettant de calculer les flux de puissance qui se produisent lors des
phases d’exploitation afin de prendre en compte le caractère non linéaire du freinage
récupératif.
1.2 Contexte des travaux de thèse
1.2.1 Contexte historique
En 1662, sous l’impulsion de Blaise Pascal, la ville de Paris met en place le premier
service de transport en commun du monde. Ce service composé initialement de 5 lignes,
dont une permettait d’effectuer le tour de la périphérie de Paris, était assuré par des
carrosses tractés par des chevaux.
Il faut ensuite attendre 1832 pour voir la première ligne de transport urbain à trac-
tion thermique être mise en service à New York. Dans les 50 années qui suivirent, la
plupart des capitales européennes se sont dotées d’au moins une ligne de tramway si-
milaire à celle de New-York.
Par la suite, l’urbanisation qui eut lieu au XXème siècle a vu une densification des
réseaux de transports urbains, ainsi que l’abandon de la traction hippomobile au profit
de la traction vapeur puis de la traction électrique.
C’est ainsi qu’en 1879, Werner Von Siemens fait la démonstration à Berlin de la
première locomotive électrique sur un circuit circulaire, puis commercialise ce principe
dès 1881 dans la périphérie de Berlin avec une ligne de tramway de 2,4km de long.
L’histoire des métros est quant à elle relativement récente : la première ligne de
métro électrique voit le jour à Londres en 1890 et ce n’est qu’en 1983 que la première
ligne de métro automatisée est ouverte à l’exploitation à Lille.
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1.2.2 Contexte sociétal et environnemental
Ce sujet de thèse se trouve à l’intersection des trois piliers du développement du-
rable, à savoir l’économie, l’écologie et le social. Il s’agit de faire évoluer les modes
d’exploitation de lignes ferroviaires pour assurer à la fois une amélioration de leur
efficacité énergétique, une réduction des coûts d’exploitation (ou tout du moins une
stabilisation) et une maximisation de la satisfaction client.
1.2.2.1 Augmentation de l’urbanisation
Le XXème siècle a vu l’avènement de l’urbanisation, la population urbaine est
passée de 15% à 45% au cours du siècle dernier. [1] et [2] estiment ainsi qu’en 2050,
70% de la population mondiale sera concentrée dans des villes. Cette urbanisation
croissante s’accompagne également d’une augmentation des flux de mobilités urbains
et périurbains.
























Figure 1.1 – Evolution de la population mondiale en valeur absolue.





















Figure 1.2 – Evolution de la population mondiale en valeur relative.
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Les figures 1.1 et 1.2 sont issues des données fournies par l’ONU dans [3]. En 2050,
les projections indiquent que la population mondiale va croître de 29% par rapport à
2010 pour s’établir à 9 milliards d’individus.
1.2.2.2 Épuisement des ressources fossiles et contraintes environnemen-
tales
Le développement démographique mondial s’accompagne également d’un accroisse-
ment de la consommation de ressources naturelles et notamment des énergies fossiles.
De 1973 à 2013, la consommation énergétique mondiale a ainsi plus que doublé et
en 2012, 81,7% de cette énergie a été produite par la combustion d’énergies fossiles.
Ainsi, les scénarios les plus pessimistes estiment que les réserves en pétrole, gaz et
matières fissiles seraient épuisées d’ici la fin du XXIe siècle [4].
Le tableau 1.1 illustre la répartition de la consommation énergétique mondiale par
secteur pour les années 1990 et 2012 [5].
Secteur 1973 1990 2012
Industrie 33% 29% 28%
Transport 23% 25% 27%
Résidentiel - 24% 23%
Tertiaire - 7% 8%
Agriculture - 3% 2%
Autres - 12% 12%
Tableau 1.1 – Répartition de la consommation énergétique mondiale par secteur.
D’après l’IEA 1, environ 40% de la consommation énergétique mondiale des trans-
ports est due aux déplacements urbains en 2012. Cependant, selon [2] la consommation
des transports urbains est amenée à doubler d’ici 2050 du fait de l’augmentation des
flux humains à l’intérieur des villes.
Outre la problématique de l’épuisement des ressources énergétiques fossiles, l’ac-
croissement de la population mondiale a aussi un impact environnemental non négli-
geable. Depuis sa création en 1988, le GIEC 2 a multiplié les études et les rapports pour
évaluer l’influence de l’activité humaine sur le réchauffement climatique et proposer des
stratégies d’adaptation/atténuation.
Le GIEC a ainsi mis en lumière la nécessité de réduire les émissions de gaz à
effets de serre afin de limiter le réchauffement climatique global [6], [7]. En 2014 les
gouvernements européens ont adopté un nouveau plan d’action appelé Plan Climat dont
l’objectif est de mettre en place une politique européenne énergétique à horizon 2030.
Cette politique vise d’une part à réduire de 40% les émissions de gaz à effet de serre
par rapport à celles de 1990, d’autre part à améliorer de 27% l’efficacité énergétique
globale des infrastructures consommatrices et enfin de faire passer à 27% la part de la
production énergétique issue de sources renouvelables.
1. International Energy Agency
2. Groupe Intergouvernemental d’Experts sur l’Evolution du Climat
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1.2.2.3 Évolution des transports urbains
Dans ce contexte d’urbanisation croissante couplée au besoin accru de mobilité des
hommes et des biens de consommation, l’évolution des transports urbains doit répondre
à deux objectifs contradictoires.
Premièrement, la nécessité d’augmenter l’offre de transport afin de faciliter les flux
humains et matériels entre les tissus urbains et péri-urbains. Deuxièmement, l’adoption
d’une démarche environnementale responsable pour limiter l’impact écologique de la
mondialisation.
Depuis quelques années, on assiste au niveau des villes, à un réaménagement des
réseaux de transports visant à privilégier le développement des transports collectifs
électriques, comme les tramways, les bus électriques ou encore les métros, au détriment
des systèmes thermiques plus polluants.
Cependant comme le montre la figure 1.3, appelée hyperbole de Newman-Kenworthy,
il existe une forte corrélation entre la densité urbaine et l’énergie dépensée pour le
transport des personnes [8]. Les villes des pays développés les moins denses sont celles
qui consomment le plus de pétrole pour les transports de personnes.
Bien que cette courbe se base sur des données de 1989, elle permet d’entrevoir les
perspectives d’une utilisation plus massive des transports en commun et de l’installation
de réseaux ferroviaires urbains électriques.
Figure 1.3 – Relation entre la consommation énergétique annuelle des transports par habi-
tant et la densité urbaine.
A l’échelle d’entreprises comme Siemens, qui développent des systèmes de transports
urbains électriques, les directives européennes et les prises de conscience écologique se
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traduisent par le besoin de développer des systèmes toujours plus performants en terme
de consommation énergétique tout en assurant la même qualité de service.
Ce dernier point est important, puisque du fait de l’augmentation démographique,
l’optimisation énergétique ne doit pas entraîner de diminution des flux de passagers en
transit.
1.2.2.4 Solutions envisagées
Les moyens pour réduire la consommation énergétique de lignes de métro sont prin-
cipalement de trois types : la réduction des performances du matériel roulant, l’utilisa-
tion de profils d’éco-conduite et la récupération de l’énergie cinétique issue du freinage.
La réduction des performances du matériel roulant n’est pas une solution envisagée
dans cette étude puisque cela nécessiterait d’exploiter plus de trains pour assurer la
même qualité de service.
Elle se caractérise notamment par la limitation du taux d’accélération et de la vi-
tesse commerciale des trains pour réduire la consommation globale de la ligne.
L’établissement de profils d’éco-conduite repose sur l’exploitation de la topographie
de la ligne pour réduire la consommation énergétique des trains, principalement en
insérant des phases de marche sur l’erre sur certaines interstations afin de tirer avantage
de la déclivité de la voie.
La marche sur l’erre (MSE) consiste à allonger le temps de parcours des trains en
coupant l’alimentation de leurs moteurs sur des portions d’interstation.
Les trains utilisent l’inertie acquise lors de l’accélération pour diminuer la consom-
mation énergétique sur le reste de l’interstation, en ne consommant pas d’énergie de
traction lors de ces phases.
Cette approche a été utilisée par [9] pour déterminer l’insertion optimale de phases
de marche sur l’erre.
[10] a également étudié l’impact des techniques d’éco-conduite sur la consommation
en définissant des profils de vitesse caractérisés par des hautes performances d’accélé-
ration/décélération et l’utilisation de phases de marche sur l’erre.
Bien que cette démarche semble prometteuse puisque [9] et [10] ont tous les deux
enregistré une diminution de la consommation d’énergie de quelques dizaines de pour
cent, une dégradation des temps de parcours a été constatée dans le même temps.
Ainsi, cette approche n’est pas étudiée ici puisqu’elle engendre une diminution de
la qualité de service pour un même nombre de trains en ligne.
Dans une ligne de métro classique, le matériel roulant est équipé de deux systèmes
de freinage : un frein électrique et un frein mécanique.
La récupération de l’énergie cinétique d’un train se fait donc en maximisant l’utili-
sation du frein électrique pour transformer cette énergie cinétique en énergie électrique
réutilisable par la suite.
L’énergie électrique générée peut alors soit être stockée dans un système de stockage
énergétique fixe ou embarqué, soit être renvoyée sur le réseau HTA (Haute Tension
niveau A : 1kV < Un ≤ 50kV ) à l’aide de sous-stations réversibles ou être réutilisée
par les autres trains circulant sur la ligne.
C’est cette dernière solution qui est étudiée dans ces travaux de thèse puisqu’elle
permet d’effectuer l’optimisation énergétique d’une ligne déjà existante sans nécessiter
de gros investissements matériels.
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1.3 Planification ferroviaire
Avant de rentrer dans les détails de l’optimisation énergétique et de présenter les
différentes études qui ont servi de point de départ à ces travaux, il convient de proposer
un aperçu de la planification ferroviaire et de ses spécificités.
La planification ferroviaire s’effectue en deux étapes : une planification stratégique
et une planification opérationnelle.
La planification stratégique dite planification réseau a pour but de définir l’infra-
structure du réseau, tandis que la planification opérationnelle a pour objectif d’établir
les horaires de passages des trains pour assurer le transit des passagers et également
d’assigner un équipage à chaque train en exploitation 3.
1.3.1 Planification stratégique et Planification opérationnelle
La planification stratégique est effectuée sur un horizon long terme pour dimension-
ner les infrastructures du réseau ferroviaire et, dans des cas de lignes complexes, prévoir
les possibilités d’interconnection entre les lignes pour faciliter le transit des passagers
en limitant leur temps d’attente.
Pour cela, l’exploitant a besoin d’effectuer une estimation des flux de passagers sur
les différentes lignes, de prévoir des routes ou des voies d’accès pour faciliter les flux
humains et enfin de choisir le tracé des lignes du réseau ferroviaire.
La planification opérationnelle est effectuée sur un horizon moyen terme. Elle consiste
à prévoir le plan de charge des véhicules et du personnel de sorte à minimiser les besoins
matériels et humains pour assurer le service des tables horaires.
Il est à noter que certains auteurs considèrent la conception de tables horaires
comme étant une étape de la planification stratégique tandis que d’autres considèrent
qu’elle est une étape faisant l’interface entre la planification stratégique et la planifica-
tion opérationnelle [11].
1.3.2 Évaluation de la capacité
La capacité d’une ligne peut se définir comme le nombre maximal de trains pouvant
circuler dans un intervalle de temps donné dans des conditions d’exploitation réalistes
et pour une structure de ligne, une structure d’horaire et une qualité de service données
[12].
En outre, le problème de l’évaluation de la capacité permet de concevoir une offre
répondant à une demande future probable sans surdimensionner les infrastructures de
la ligne. Il s’agit ainsi de l’une des approches les plus simples pour concevoir des tables
horaires performantes.
L’évaluation de la capacité d’une ligne fait intervenir de nombreux paramètres tels
que :
— les infrastructures de la ligne : nombre de voies, signalisation, vitesse auto-
risée, maintenance, cisaillements de voies, ...
3. Parallèlement, au transit des passagers, cette étape permet également de gérer le transit du fret
sur les lignes.
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— le plan de transport : l’ordonnancement des trains, les contraintes horaires
dues aux correspondances ou aux dessertes de voyageurs, ...
— la qualité de service : elle est une mesure du service fourni aux usagers de
la ligne selon différents critères comme le nombre de passagers transportés par
heure ou la fréquence des trains, le confort ainsi que les informations fournies aux
usagers, ...
Dans ces travaux, la qualité de service fait référence à la fréquence nominale de
passage des trains dans chaque station pour chaque période d’exploitation. Cette
notion est à différencier du taux de service qui est assimilée à la stabilité de
l’horaire vis à vis des perturbations de trafic.
Il est donc indispensable de prévoir des marges lors de l’élaboration des tables
horaires, afin d’éviter l’apparition de problèmes comme les effets boule de neige
lors de l’exploitation de la ligne.
— les caractéristiques d’exploitation des trains : les plages de vitesse commer-
ciales, les taux d’accélération et de décélération, la durée des phases de freinage,
la longueur des trains, ...
Le lecteur intéressé pourra se référer aux travaux de [13] et [14] qui ont effectué une
étude détaillée des composantes permettant de définir la capacité d’une ligne, et à [15]
qui fait une présentation assez exhaustive des travaux effectués sur l’évaluation de la
capacité pour différentes lignes réelles ou fictives.
1.3.3 Problème de planification des trains
La résolution de l’ensemble des conflits générés par ces deux phases de planification
permet de créer des tables horaires qui respectent l’ensemble des exigences d’exploita-
tion.
Ce problème de planification ferroviaire est plus connu dans la littérature sous
l’appellation train timetabling problem (TTP), il s’agit d’un des problèmes les plus
complexes dans le domaine ferroviaire qui a fait l’objet d’un très grand nombre de
publications scientifiques et de travaux de thèse.
Avant l’utilisation de l’informatique, la planification des horaires des réseaux ferro-
viaires était réalisée manuellement.
Les tables horaires étaient conçues par essais et erreurs et étaient alors très dépen-
dantes de l’expérience du planificateur et de la connaissance de la ligne [16], [17],[18].
Historiquement, ce sont les méthodes mathématiques issues de la Recherche Opé-
rationnelle (RO) qui ont été les premières à être utilisées pour résoudre le TTP [19].
1.3.3.1 Utilisation de la Recherche Opérationnelle
La Recherche Opérationnelle moderne tire son origine de la seconde guerre mon-
diale. À cette époque, l’armée britannique souhaitait d’une part rationaliser la logis-
tique de l’approvisionnement en ressources de ses différentes opérations et d’autre part
déterminer les emplacements optimaux d’un réseau de radars sur son territoire pour se
prémunir contre d’éventuelles attaques aériennes.
L’utilisation de la RO s’est ensuite étendue et généralisée à de nombreuses applica-
tions civiles comme l’économie, la médecine, la physique,...
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La Recherche Opérationnelle a également eu un rôle prépondérant dans la résolu-
tion de problèmes issus de la planification ferroviaire. L’objectif initial était simple :
comment augmenter la productivité d’un réseau ferroviaire en minimisant les investis-
sements et les aménagements à effectuer ?
La Programmation Linéaire (PL) est l’une des premières formalisations mathéma-
tiques de la RO.
L’éthymologie du terme Programmation Linéaire est intéressante au sens qu’initia-
lement le mot programme désignait les actions de planification horaires et les choix
logistiques de l’armée américaine.
C’est donc assez naturellement que la PL et plus globalement la RO ont été utilisées
dans le cadre de la planification ferroviaire [15].
La programmation linéaire a ensuite été déclinée en plusieurs variantes permettant
par exemple de résoudre des problèmes non linéaires ou constitués de variables entières
[19], [20].
1.3.3.2 Exemples de résolution du train timetabling problem
La première tentative de résolution du TTP a été effectuée en 1971 par [21], pour
concevoir des tables horaires à l’aide de méthodes d’optimisation mathématiques.
[22] a ensuite introduit en 1989 la notion de planification d’évènement périodique
(periodic event scheduling problem (PESP)), en considérant la planification horaire de
lignes de métro comme la résolution cyclique de TTP.
De nombreuses variantes du TTP ont été étudiées avec des objectifs assez différents
selon les applications. [23] a ainsi proposé une méthode dérivée du PESP pour déter-
miner l’intervalle d’exploitation minimal d’une table horaire tandis que [24] et [25] ont
proposé des modèles de tables horaires minimisant le temps d’attente des passagers en
station ainsi que l’utilisation du matériel roulant.
A partir des années 1990, l’utilisation d’heuristiques [26],[27], de la logique floue [28]
de méthodes de recherche [29] ou encore de techniques de recherche évolutionnaire [30],
[31], [9], ont permis de proposer des approches différentes pour résoudre les problèmes
de TTP et de diversifier les objectifs de leurs études.
1.4 Optimisation énergétique en milieu ferroviaire
Dans la littérature ferroviaire, l’optimisation énergétique d’une ligne de métro fait
référence généralement à la poursuite de deux objectifs : la réduction de la consomma-
tion électrique globale et la réduction de la puissance maximale appelée.
Sur une ligne ferroviaire électrique, les pics de puissance électrique se produisent
lorsqu’un grand nombre de trains consomment de l’énergie simultanément, autrement
dit, quand plusieurs trains sont en phase de traction.
Du point de vue de l’exploitant, l’occurrence de ces pics de puissance peut générer
des pénalités à payer au fournisseur d’énergie, pour cause de dépassement excessif de
la puissance souscrite.
De fait la réduction des pics de puissance permettrait à l’exploitant de pouvoir
abaisser la puissance souscrite de la ligne et donc le coût de l’abonnement électrique
[32].
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Dans le cadre de cette thèse, l’éventualité d’un arrêt de l’exploitation en cas de dé-
passement de la puissance maximale admissible n’est pas traitée puisque de nombreuses
études dimensionnantes sont réalisées en amont de la conception du réseau électrique
de traction pour éviter de telles situations.
1.4.1 Réduction des pics de puissance électrique consommée
[33] propose de modifier l’horaire de départ aux terminus des trains à l’aide de
deux méthodes de résolutions : une résolution par le logiciel commercial CPLEX et
une autre par une heuristique, utilisant une formulation de programmation linéaire.
L’application de ces méthodes à un modèle simplifié d’une ligne du métro de Séoul
permet ainsi une réduction de la puissance maximale de traction de respectivement
32% et 27%. Cependant, ces résultats sont à contraster de par la simplicité de la
modélisation et la valeur très élevée du pas de temps de simulation.
[30] évoque la possibilité de réduire les pics de consommation à l’aide d’un algo-
rithme génétique, en allongeant le temps de parcours des trains. C’est à dire en utilisant
le temps de battement pour accroître la durée de certains parcours interstation. Cette
méthode appliquée à une ligne du réseau S-Bahn de Berlin permet une réduction de
17% de la puissance moyenne (valeurs moyennées sur 15 minutes). Cependant, pour
notre cas d’étude, cette approche n’est pas envisageable puisque le matériel roulant
utilise des profils de vitesse, que l’on ne cherchera pas à modifier.
[31] utilise également un algorithme génétique pour redéfinir la durée des temps
d’arrêt en station, en considérant deux cas de figures : soit des arrêts courts de 25
secondes ou des arrêts longs de 35 secondes. Des simulations menées sur une ligne du
métro de Kaohsiung ont montré une amélioration de la puissance pic d’environ 30%.
1.4.2 Diminution de la consommation électrique
La littérature portant sur la réduction de consommation de lignes ferrovaires est
très riche :
[9] utilise un algorithme génétique pour définir le nombre et la durée des phases
d’accélération, de freinage et de marche sur l’erre de parcours interstation.
[34] utilise également un algorithme génétique pour moduler la durée des temps
d’arrêt en station. Ces travaux se distinguent des autres par une modélisation très
précise des paramètres électriques du réseau ferroviaire. Bien que le cas d’étude choisi
reste très simpliste (ligne composée de quatre stations et quatre trains), il offre une
démonstration de la validité de la démarche.
[28] met en œuvre un contrôleur flou pour modifier la durée des temps d’arrêt en
station afin de maximiser le taux de réceptivité de la ligne. Ce contrôleur évalue la
probabilité d’occurence des transferts d’énergie entre trains.
[35] & [36] utilisent une formulation par PL pour optimiser une table horaire de nuit
pour le métro de Madrid en maximisant les périodes de synchronisation des phases de
freinage et d’accélération de plusieurs trains. Afin de limiter la complexité du problème,
la synchronisation est effectuée par couples de trains. Des essais sites de la méthode
ont montré une diminution de 3% de la consommation électrique de la ligne.
[37] souhaite concevoir des tables horaires ayant deux objectifs : la minimisation
du temps d’attente des passagers et la maximisation du temps de chevauchement entre
phases d’accélération et de freinage. L’auteur prend en compte plusieurs contraintes
comme l’utilisation de profils de vitesses, la régulation de trafic autour d’un intervalle
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fixe ou la modification des temps d’arrêt en respectant un temps de battement minimal
en terminus. La mise en œuvre de la méthode sur une ligne du métro de Pékin, a permis
d’enregistrer un gain énergétique de 8% par rapport à une table horaire nominale.
Dans [38], l’auteur utilise une heuristique pour synchroniser les phases de freinage
et d’accélération de deux métros consécutifs. L’une des solutions utilisée consiste à
insérer des phases de marche sur l’erre. Une simulation de la méthode sur une ligne du
métro de Pékin a montré une baisse de la consommation énergétique d’environ 10%.
[39] utilise un simulateur électrique pour modéliser les transferts d’énergie dans la
ligne de métro. Les auteurs appliquent une modification des profils de vitesse commer-
ciale ainsi qu’une modification des horaires de départs en station pour effectuer l’opti-
misation de la consommation. Cependant, l’étude étant réalisée sur une ligne composée
de deux métros, son intérêt reste assez limité puisque la complexité du problème étudié
est assez éloigné d’un cas réel d’exploitation.
1.4.3 Modélisation des flux de puissance
L’état de l’art qui a été effectué sur la problématique de l’optimisation énergétique
a permis de mettre en lumière la nécessité de disposer d’un modèle précis des flux de
puissances qui s’effectuent sur les lignes ferroviaires.
En effet, parmi les travaux cités précédemment, un grand nombre utilisent un mo-
dèle approché qui ne tient pas compte de la dynamique et de la non-linéarité du freinage
récupératif, ce qui ne produit pas des résultats réalistes.
A l’inverse, [40], [31] ou encore [39] proposent des outils de simulation assez précis
qui permettent d’avoir une assez bonne représentation de l’évolution des paramètres
électriques de la ligne.
En outre, la connaissance des flux de puissance entre les différents éléments présents
sur une ligne ferroviaire est particulièrement importante dans l’optique d’effectuer une
optimisation en temps réel des paramètres de fonctionnement d’une ligne.
1.5 Conclusion
Dans ce premier chapitre,un historique des transports urbains ainsi que du contexte
sociétal de l’étude a d’abord été présenté afin d’expliquer l’intérêt de faire évoluer
l’exploitation des transports urbains.
La problématique de planification ferroviaire a ensuite été introduite pour définir
le cadre de l’étude.
Puis un état de l’art des travaux portant sur l’optimisation énergétique en milieu
ferroviaire a été dressé afin de souligner les solutions déjà explorées, mais également
mettre en avant les limites de ces travaux pour réaliser une optimisation en temps réel
de la consommation énergétique d’une ligne ferroviaire.
Ce chapitre a mis en évidence la nécessité d’effectuer une modélisation énergé-
tique précise des éléments circulant sur une ligne ferroviaire afin de pouvoir calculer
la consommation induite par l’exploitation et ainsi en déduire des solutions pour la
minimiser.
Le chapitre suivant se focalise sur la définition d’une méthodologie permettant de
mettre en œuvre un modèle énergétique d’une ligne ferroviaire puis de caractériser le
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fonctionnement du freinage récupératif pour enfin en déduire une méthode de résolution
permettant de calculer la quantité d’énergie qui peut réellement être renvoyée sur la
ligne lors du freinage des trains en exploitation.
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Chapitre 2
Modélisation d’une ligne de métro
automatique
« La vie, c’est comme le métro,
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2.1 Introduction
2.1.1 Enjeux - objectifs
L’optimisation énergétique d’une ligne de métro automatique, nécessite d’abord de
comprendre comment les rames de métro sont alimentées en énergie et comment les
échanges de puissances s’effectuent entre les trains et les sous-stations d’alimentation.
L’objectif de ce chapitre est d’établir un modèle électrique d’une ligne de métro pour
nous permettre d’estimer la consommation instantanée des véhicules en circulation,
ainsi que les échanges d’énergie qui se produisent entre véhicules lors des phases d’arri-
vée en station. Ce modèle devra en outre être assez simpliste pour permettre une mise
en œuvre en temps-réel.
Dans ce chapitre, les principaux éléments qui constituent une ligne de métro auto-
matique sont passés en revue : le matériel roulant, les barres de guidage qui permettent
d’alimenter les rames en énergie et les sous-stations d’alimentation.
Puis, un modèle cinétique et électrique du matériel roulant est présenté afin d’établir
le lien entre le déplacement des véhicules et les flux de puissance électrique que cela
engendre. Le fonctionnement du freinage électrique est également caractérisé, pour
permettre de comprendre les conditions de transformation de l’énergie cinétique du
véhicule en énergie électrique.
Ensuite, une modélisation des sous-stations d’alimentation et des barres de guidage
servant au transport de l’énergie sur la ligne est menée, afin d’obtenir un modèle suf-
fisamment précis pour envisager de déterminer les flux de puissance qui s’opèrent au
sein du réseau lors de l’exploitation de la ligne de métro.
Enfin, des méthodes de résolution sont mises en œuvre pour déterminer, à chaque
pas de temps de simulation, les caractéristiques électriques de chacun des éléments
constituant la ligne et d’en déduire les échanges d’énergie qui s’opèrent au sein du
réseau électrique.
2.1.2 Terminologie
Avant de débuter la description des sous-systèmes qui composent une ligne de métro
automatique, il convient de définir la terminologie propre au matériel roulant.
— Une voiture consiste en une caisse supportant des équipements et reposant sur
deux bogies.
— Un doublet est constitué de deux voitures reliées par une barre semi-permanente.
— Un triplet est constitué de trois voitures reliées par une barre semi-permanente.
— Un véhicule est la plus petite unité utilisable en exploitation ; il peut s’agir d’un
doublet ou d’un triplet.
— Un train peut être constitué d’un ou de deux doublets.
La figure 2.1 présente le schéma d’une voiture de type NEOVAL ainsi que ses
principales dimensions.
2.1.3 Spécificités de l’étude
Dans cette étude, les systèmes de métro automatique développés par l’entreprise
Siemens (anciennement MATRA), à savoir les systèmes VAL et Néoval sont particu-
lièrement étudiés.
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Figure 2.1 – Schéma d’une voiture de type NEOVAL.
Le VAL, acronyme pour Villeneuve d’Ascq-Lille, puis par la suite Véhicule Auto-
matique Léger, a été mis en service pour la première fois en 1983 pour relier les villes de
Lille et Villeneuve d’Ascq, sur ce qui constituait la première ligne de métro entièrement
automatisée au monde. Le concept du VAL avait initialement trois grands objectifs :
— Offir une haute qualité de service, avec une vitesse commerciale et une fréquence
d’exploitation élevées.
— Pouvoir s’insérer dans un contexte urbain qui impose notamment des contraintes
sur la déclivité et la courbure des voies.
— Permettre une conduite automatisée pour réduire les coûts d’exploitation.
En 1968, le cahier des charges du VAL imposait ainsi de pouvoir transporter 6000
passagers par heure et par direction en heure creuse.
Actuellement, douze lignes de VAL sont en service à travers le monde.
En 2006, Siemens et Lohr Industrie s’associent pour créer le Néoval. Ce dernier
a pour but de compléter l’offre VAL, en proposant des véhicules plus larges (2,65m à
2,80m), une modularité plus complète (1 à 6 voitures), une capacité de transport accrue
jusque 30000 passagers par heure et par direction, la prise en compte des normes in-
ternationales et une plus grande compétitivité économique pour l’exploitant. En outre,
certaines versions de Néoval auront également la capacité de pouvoir fonctionner sans
alimentation extérieure sur des portions de ligne grâce à l’ajout de systèmes de stockage
d’énergie embarqués.
Le Néoval intègre également un système de communication CBTC. Le CBTC (Com-
munication Based Train Control) est une norme IEEE 1 qui s’applique à l’automatisa-
tion du contrôle-commande de la marche des trains et spécifie les exigences fonction-
nelles, les exigences de performance, les critères d’intervalle (la fréquence de passage),
les critères de sécurité système et les critères de disponibilité système.
Un système CBTC est un ATC (Automatic Train Controller) qui permet de gérer
le fonctionnement de la ligne en localisant avec une forte résolution les trains de façon
indépendante des circuits de voie. Ce système se caractérise également par l’utilisation
d’une transmission de données, entre le sol et les trains, continue, bi-directionnelle et à
haut débit et l’installation d’ordinateurs à bord des trains et au sol qui effectuent des
traitements de sécurité.
1. Institute of Electrical and Electronics Engineers
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2.2 Présentation du réseau de traction
Dans cette section, les différents éléments qui composent le réseau de traction d’une
ligne de métro sont détaillés. Seuls les équipements utiles à la modélisation et à la
compréhension du système sont explicités.
La figure 2.2 présente le schéma d’alimentation électrique d’une ligne de métro, ainsi
que les niveaux de tension vus par les différents équipements. Les Postes de Livraisons
(PLv) distribuent l’énergie électrique aux Postes de Redressement (PR) qui alimentent
la ligne de métro et aux Postes Eclairage et Force (PEF) qui alimentent les stations.
Réseau de distribution HTA
Poste de Livraison (PLv)
Poste de Redressement (PR)
Barres de guidage






















Figure 2.2 – Schéma de l’alimentation générale d’une ligne de métro.
Les termes sous-station, sous-station d’alimentation, sous-station de traction et
poste de redressement font référence au même équipement.
Les trois premiers termes sont les dénominations classiquement utilisées dans la
littérature ferroviaire et s’appliquent aussi bien à des réseaux à courants alternatifs
que des réseaux à courants continus, tandis que le dernier est un terme spécifique aux
réseaux électriques ferroviaires de type continu et est communément utilisé au sein de
Siemens.
Pour plus de clarté, les termes sous-station d’alimentation, ou sous-station sont
employés dans la suite du développement.
De plus, l’emploi du terme rail d’alimentation sera privilégié au détriment de celui
de barre de guidage, afin de ne pas entrainer de confusion avec le rail de guidage présent
sur les systèmes Néoval.
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2.2.1 Sous-station d’alimentation
2.2.1.1 Caractéristiques des sous-stations d’alimentation
Les sous-stations d’alimentation ont deux fonctions principales : l’alimentation des
circuits de chauffage de voie 2 et la distribution d’énergie aux sections de ligne aux-
quelles elles sont connectées.
Dans chaque sous-station la tension issue du réseau HTA (généralement, de l’ordre
de 20 kV à 50Hz) est transformée puis redressée en 750 V continu, pour ensuite être
transmise aux rails d’alimentation qui vont électrifier l’ensemble de la ligne.
En fonctionnement nominal, une sous-station peut délivrer un courant de 2400A
sous 750V, tandis que sa tension à vide avoisine les 825V.
Les sous-stations alimentées en triphasé, sont essentiellement constituées d’un trans-
formateur triphasé 20 kV / 750 V d’une puissance nominale secondaire de 2000kVA,
d’un redresseur dodécaphasé d’une puissance nominale de 1800kW, de disjoncteurs et
de sectionneurs à courant continu.
L’intérêt majeur d’un redresseur dodécaphasé est d’atténuer les harmoniques de
rang peu élevé mais d’amplitudes importantes pour améliorer la qualité du signal élec-
trique fourni.
2.2.1.2 Problématique d’implantation
La répartition des sous-stations d’alimentation le long de la ligne est définie en
fonction des exigences de l’exploitant, de manière à garantir un certain taux de service
en mode dégradé, c’est à dire, lors de la perte d’une sous-station.
En mode dégradé, l’implantation des sous-stations doit permettre la circulation
d’un nombre assez important de rames à un intervalle donné, tout en n’excédant pas
les limites de puissances délivrées par les sous-stations.
Cependant, dans un contexte urbain, les choix d’implantations des sous-stations
sont largement dictés par la localisation des stations.
De ce fait, les distances entre les sous-stations peuvent être assez élevées, ce qui a
pour effet de provoquer d’importantes chutes de tension. Pour cette raison, des feeders 3
sont installés en parallèle des voies pour limiter ces chutes de tension.
Sur le plan de la ligne de Turin (figure 2.3), les stations comportant des sous-stations
sont encadrés.
2.2.2 Feeders
Les feeders sont des conducteurs placés le long des rails d’alimentation pour limiter
les chutes de tension dans ces derniers. L’ajout de feeders permet de réduire la résistivité
des rails.
Dans l’équation (2.1), la chute de tension ∆UAB entre les points A et B est propor-
tionnelle à la résistivité ρ, à la longueur dAB et à la section S du câble d’alimentation
2. Dans ce manuscrit, le système de chauffage de voie n’est pas développé car il ne présente
pas un intérêt majeur pour le fonctionnement de la ligne de métro dans des conditions normales
d’exploitations. Leur principale fonction étant d’assister au dégivrage des voies aériennes.
3. voir section 2.2.2
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Figure 2.3 – Plan des stations et sous-stations d’alimentation de la ligne de métro de Turin.
2.2.3 Rails d’alimentation et système de guidage
Contrairement à certaines lignes ferroviaires ou la captation du courant se fait par
contact avec une ligne aérienne, les métros de type VAL et Néoval sont électrifiées par
l’installation de conducteurs placés parallèlement à la piste de roulement.
La captation du courant se fait donc via deux rails d’alimentation positif et négatif.
Le rail positif est alimenté en 750V, tandis que le rail négatif assure le retour du courant.
Figure 2.4 – Vue en coupe de la voie d’une ligne VAL.
Dans un système VAL (figure2.4), chaque voiture est constituée d’une caisse repo-
sant par l’intermédiaire d’une suspension sur deux essieux équipés de pneumatiques
guidés par quatre roues de guidage.
Les roues de guidage placées aux quatre coins de l’essieu permettent d’orienter la
rame dans les courbes et de la maintenir dans l’axe de la voie (figure 2.4).
Dans le système Néoval (figure 2.5), un rail de guidage central est installé pour
guider les trains et servir de masse du réseau électrique.
La combinaison du guidage par rail central et de l’utilisation d’essieux orientables
permet de réduire les efforts sur le système de guidage en redirigeant les efforts latéraux
et verticaux sur les pneumatiques.
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Figure 2.5 – Vue en coupe de la voie d’une ligne Néoval.
Ainsi, le rail de guidage est peu sollicité, puisque la quasi intégralité du poids des
véhicules est assumé par les pneus.
Enfin, il est à noter que la mise à la terre de l’ensemble du réseau de traction est
réalisée en un seul point, appelé puits de terre et que toutes les liaisons de terre sont
interconnectées afin d’assurer l’équipotentialité du réseau électrique.
2.2.4 Coffrets de Surveillance du Potentiel Négatif
Dans un système VAL, la masse des trains est reliée au rail négatif. Le réseau de
traction est donc dimensionné de manière à ce que le potentiel du rail négatif soit le
plus souvent compris entre les valeurs de + 60V et - 60V.
Cependant, dans certains modes de fonctionnement, il peut arriver que le potentiel
de ce rail excède cette limite.
C’est pourquoi, afin d’assurer la sécurité des voyageurs montant ou descendant des
trains, des Coffrets de Surveillance du Potentiel Négatif (CSPN) sont installés dans
chaque station.
Ces dispositifs assurent un contrôle permanent de la valeur du potentiel du rail
négatif et procèdent à la mise à la terre automatique du rail négatif lorsque sa tension
excède une valeur limite : ± 60V (dans le cas où une rame est en station) ou ± 200V
(dans le cas où aucune rame n’est en station).
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2.3 Présentation du matériel roulant
2.3.1 Alimentation électrique du matériel roulant
La figure 2.6 représente le schéma électrique simplifié du système de propulsion
et freinage d’un véhicule (PBS pour Propulsion and Braking System), sur lequel sont
indiqués les principaux éléments permettant l’alimentation en courant des moteurs
synchrones.
Figure 2.6 – Schéma d’alimentation des moteurs d’un véhicule.
Une fois délivrée par les sous-stations, la tension continue de la ligne est d’abord
filtrée par une inductance et un condensateur connectés en entrée d’onduleurs triphasés
à transistors de type IGBT 4 qui alimentent les phases des moteurs en courant.
La propulsion de chaque voiture de type VAL 208 et Néoval est assurée par quatre
moteurs synchrones triphasés à aimants permanents, chacun alimenté par son propre
onduleur. Chaque roue d’une voiture est ainsi équipée d’un moteur synchrone dédié.
Les performances des moteurs imposent le respect d’une tension d’alimentation
comprise entre 450V et 960V. Cependant, la valeur basse retenue comme critère de
dimensionnement est 550V.
Les IGBT des onduleurs sont pilotés par l’électronique de traction en fonction de la
référence de courant qui détermine également le couple moteur. La séquence de pilotage
des IGBT est quant à elle déterminée par la position relative du rotor par rapport au
stator, du sens de marche et de l’ordre de traction ou freinage.
Il est à noter que suivant les lignes de métro étudiées, la dissipation du freinage
électrique est réalisée tantôt dans un rhéostat embarqué, tantôt dans un banc de charge
fixe placé en un point de la ligne. La première solution est généralement mise en oeuvre
dans les systèmes Néoval tandis que la seconde est privilégiée dans les systèmes VAL.
4. Un IGBT, de l’anglais, Insulated Gate Bipolar Transistor, est un semi-conducteur de la famille
des transistors. Sa popularité vient de ses faibles pertes de conduction et d’un faible coût énergétique
de commande.
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Ainsi, la figure 2.6 représente plutôt le fonctionnement d’un système Néoval, où chaque
onduleur possède son propre rhéostat de freinage auto-ventilé en toiture (noté R).
2.3.2 Description de la chaine de traction
La chaine de traction d’un train VAL / Néoval est composée des éléments présents













Figure 2.7 – Composition de la chaine de traction d’un métro de type VAL.
En première approximation, la chaine de traction du VAL 206 est considérée équi-
valente à celle du VAL 208.
Les coefficients de rendement de chaque élément de la chaine de traction sont rap-
pelés dans le tableau 2.1.
Val 208 Néoval
Rendement des rails d’alimentation ηgrid 0,99
Rendement du filtre de l’onduleur ηfiltre 0,99
Rendement de l’onduleur ηond 0,98
Rendement moyen de la machine synchrone ηPMSM 0,95
Rendement du réducteur ηred 0,965 0,95
Tableau 2.1 – Caractéristiques des machines tournantes.
2.3.3 Principe de fonctionnement du système de traction d’une
voiture
le schéma de principe 2.8 illustre la chaine de contrôle du système de traction d’un
véhicule.
Lors de l’exploitation en mode nominal, la vitesse du véhicule est régulée par un as-
servissement bouclé réalisé par le Pilote Automatique (PA) ou Automatic Train Control
(ATC).
Ce dernier reçoit de la voie un signal correspondant à la vitesse de palier à atteindre.
Cette référence est ensuite comparée à la vitesse réelle du véhicule mesurée par une
génératrice tachymétrique.
L’unité de contrôle du véhicule (VCU) reçoit la consigne d’effort de l’ATC et donne
l’ordre de traction aux différentes unités de contrôle de la traction (TCU). Une TCU
est dédié à chaque essieu.
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Figure 2.8 – Principe de fonctionnement du système de traction d’un véhicule.
2.3.4 Conditions d’utilisation du système de freinage
Le tableau 2.2 récapitule les cas d’utilisation des freins mécanique et électrique en
fonction des conditions d’exploitation.
— Le frein de service est utilisé pour permettre le ralentissement du véhicule en
fonction du profil de vitesse ; il s’effectue par la conjugaison du frein mécanique
et du frein électrique pour fournir un freinage contrôlé. Dans ce mode, priorité
est donnée au frein électrique.
— Le frein d’urgence permet au véhicule de s’arrêter en cas d’urgence ; pour des
raisons de sécurité, il est entièrement fourni par le frein à friction et est prioritaire
sur les autres actions.
— Le frein de stationnement permet d’assurer la sécurité du stationnement de se-
cours d’un véhicule ayant reçu la commande d’arrêt. Il est exclusivement effectué
par le frein mécanique.
2.3.5 Plage d’application du freinage conjugué
Lorsqu’un train est en cours de freinage, celui-ci va voir sa tension d’alimentation
augmenter due à la réinjection de courant sur le réseau électrique. Si le courant renvoyé
par le train est consommé par d’autres trains, sa tension d’alimentation reste à un
niveau acceptable mais si une partie de ce courant ne peut être consommé, la tension
d’alimentation du train augmente jusqu’à atteindre une valeur limite qui entraine une
conjugaison du freinage électrique avec du freinage mécanique.
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Freinage de service X X
(uniquement en mode
dégradé)
Freinage d’urgence X 7
Arrêt en station et
freinage en côte X 7
Frein de
stationnement X 7
Tableau 2.2 – Récapitulatif des cas d’utilisation des freins mécanique et électrique.
Lorsque la tension de la ligne dépasse la valeur seuil, le freinage électrique et le frei-
nage rhéostatique/mécanique sont combinés pour maximiser la récupération du freinage
électrique tout en respectant le confort des voyageurs.
La figure 2.9 présente l’évolution de la consigne de courant en fonction de la ten-
sion d’alimentation. La consigne maximale de courant est applicable entre 450V et
860V, tandis qu’entre 860V et 960V, la consigne maximale admise est réduite linéai-
rement à zéro. Dans la suite du manuscrit, Imax sera pris comme le courant maximal
généré/absorbé par les moteurs d’un train et la notation suivante est adoptée : E−
= 860V, E+ = 960V.





















Figure 2.9 – Evolution de la consigne du courant moteur en phase de freinage.
2.3.5.1 Cas particulier du système Néoval
A la différence du VAL, où le frein électrique est inhibé en dessous d’une certaine
valeur de vitesse, le frein de service du Néoval est assuré par des équipements élec-
triques via les roues motrices, avec récupération de l’énergie, jusqu’à l’arrêt complet du
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véhicule. De plus, le véhicule est équipé de résistances embarquées afin de maintenir le
freinage électrique opérationnel même dans le cas où la ligne ne serait pas réceptive,
c’est à dire lorsqu’il n’y a pas assez de trains capables d’absorber l’énergie générée par
les trains en phase de freinage. Ces rhéostats de freinage sont calibrés pour supporter
la complète décélération du véhicule, de la vitesse maximale à l’immobilisation.
En outre, dans le système Néoval, le frein mécanique n’est utilisé pour le freinage
de service que pour des cas bien particuliers comme la perte de l’alimentation HTA ou
une panne partielle du frein électrique.
L’utilisation quasi-systématique du frein électrique dans le système Néoval présente
plusieurs avantages :
— une réduction de l’usure des garnitures de frein par rapport à un système VAL
classique,
— une baisse de la pollution aux particules fines émises par la friction métallique
des freins mécaniques,
— l’adoption d’une démarche éco-responsable grâce à la récupération du freinage
électrique,
— une conduite des trains plus fluide avec un confort des passagers accru et une
meilleure précision dans le contrôle des différentes phases de marche des trains.
2.3.6 Equipements auxiliaires
Le circuit auxiliaire des voitures est composé de deux sous-réseaux électriques. Un
premier sous-réseau triphasé à 400V alimente la ventilation ainsi que les compresseurs
hydrauliques et pneumatiques. Le second sous-réseau alimente en 24V continu le char-
geur de batterie, l’éclairage intérieur, les portes palières, la signalisation extérieure,...
Une batterie est également présente dans chaque voiture en cas de perte de la haute
tension ou de panne des convertisseurs. Dans cette éventualité, la batterie alimente les
équipements de secours comme la ventilation, l’éclairage, la sonorisation et système de
communication, le contrôle des freins mécaniques, les portes palières, quelques équi-
pements du pilote automatique, et d’autres dispositifs nécessaires aux opérations de
secours. Ce mode de fonctionnement peut être maintenu pendant une période supé-
rieure à 60 minutes.
2.4 Modélisation énergétique du matériel roulant
La modélisation de lignes ferroviaires a fait l’objet de nombreux travaux dans la
littérature scientifique.
Dès 1987, [41] propose de simuler le déplacement de plusieurs trains sur une ligne
ferroviaire, puis met en évidence la variation de la tension de ligne en fonction de la
position et de la consommation électrique des différents trains.
Cette étude est l’une des premières à proposer une modélisation détaillée des diffé-
rents éléments présents sur la ligne pour en estimer la consommation énergétique.
Depuis, la plupart des modélisations de lignes ferroviaires adoptent une méthodo-
logie analogue axée principalement autour de l’étude de trois sous-systèmes : le dé-
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placement des trains sur la ligne, les efforts de traction qui en résultent et le système
d’alimentation électrique de la voie [42].
2.4.1 Modélisation du déplacement des trains
Selon le niveau de précision souhaité, il existe classiquement deux approches pour
modéliser le déplacement des trains sur une ligne ferroviaire : l’approche temporelle et
l’approche épisodique (le terme épisodique provient de la traduction du terme anglais
event-based) [42].
2.4.1.1 Approche épisodique
L’approche dite épisodique, définit le mouvement des trains par une séquence d’évé-
nements caractéristiques tels que l’arrivée et le départ de station.
L’intérêt majeur de cette approche est de pouvoir avancer l’horloge de simulation
jusqu’à l’occurence de l’événement suivant. Cette méthode a notamment été utilisée
dans [24], [43] et [44], mais le niveau de précision n’est pas suffisant pour effectuer une
gestion énergétique d’une ligne de métro.
Cette approche a plutôt pour objectif d’effectuer une étude macroscopique des tables
horaires et de définir des algorithmes de régulation de trafic.
2.4.1.2 Approche temporelle
L’approche temporelle consiste à discrétiser l’horizon de simulation afin d’étudier
le mouvement des trains à chaque pas de temps.
Mathématiquement, il est possible de représenter cette approche par le système
d’équations (2.2), oùX(t), V (t), γ(t), représentent respectivement la position, la vitesse
et l’accélération du train à l’instant t, tandis que δt représente le pas de discrétisation
choisi.
De cette manière à chaque pas de temps la vitesse et la position des trains sont mises
à jour pour simuler leur déplacement sur la ligne. Cette méthode est celle classiquement
utilisée dans les travaux d’estimation de consommation énergétique.V (t+ δt) = V (t) + γ(t).δtX(t+ δt) = X(t) + V (t).δt (2.2)
2.4.2 Modélisation mécanique du matériel roulant
La modélisation des efforts de traction se fait quasi-systématiquement par applica-
tion de la deuxième loi du mouvement de Newton, appelée aussi Principe Fondamental
de la Dynamique (PFD) [45],[46], [47], [48], [49], [50].
Cette loi permet d’exprimer les efforts à la jante, et par extension la puissance
électrique consommée par les trains en fonction des paramètres d’exploitation tels que
la vitesse commerciale, l’accélération, le profil de la ligne,...
Cette méthode de modélisation est populaire pour sa simplicité d’implémentation
et le fait que les paramètres d’exploitation nécessaires au calcul des efforts sont géné-
ralement connus, ou facilement déterminables.
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Dans le cas des lignes de métro automatisées par Siemens, pour chaque interstation,
des diagrammes de marche type d’une rame sont définis à vitesse nominale et à vitesse
maximale.
Ces deux types de marche permettent d’avoir une plus grande flexibilité d’exploi-
tation en cas d’aléas, ou en période de pointe.
Les figures 2.10, 2.11 et 2.12 présentent un exemple de marche type sur un parcours
interstation avec un profil de vitesse, un profil de position et un profil d’accélération.













Figure 2.10 – Profil de vitesse pour un parcours interstation (vitesse nominale).












Figure 2.11 – Profil de position pour un parcours interstation (vitesse nominale).
Une marche type définit la vitesse de déplacement 5 d’un train sur un parcours in-
terstation sous l’hypothèse d’une exploitation sans aléa. Ainsi, pour chaque parcours
interstation, il y a une correspondance entre la position d’un train et sa vitesse de dé-
placement. Par extension, il est également possible de déterminer la durée de parcours
d’une interstation à vitesse nominale et maximale.
Pour établir le modèle mécanique du matériel roulant, il est nécessaire d’identifier
les différentes forces qui s’opposent à l’avancement d’un train. Ces efforts sont principa-
lement de trois types : les efforts liés aux frottements (contact roues-rails et frottements
aérodynamiques), les efforts liés à la pente de la voie et les efforts liés à l’accélération
du train (2.3).
5. La vitesse commerciale est limitée soit par les contraintes géométriques de la ligne soit par la
vitesse maximale admissible sur la portion de voie considérée.
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Figure 2.12 – Profil d’accélération pour un parcours interstation (vitesse nominale).
Favancement = Fres + Fpente + Facc (2.3)
Les forces de frottements sont déterminées par l’équation empirique (2.4), où A,
B et C représentent respectivement le coefficient de frottements secs (proportionnel à
la charge par essieu, en N), le coefficient de frottements visqueux (en N.s.m−1) et le
coefficient de résistance aérodynamique (en N.s2.m−2), tandis que V etW représentent
la vitesse du véhicule et la vitesse du vent (en m.s−1).
Fres(t) = A+B·V (t) + C · (V (t)−W (t))2(t) (2.4)
L’expression algébrique des coefficients précédents est rappelée dans le tableau 2.3 6,
où n représente le nombre de voitures par train.
Val 208 Néoval
A 1400*n +0,1*M 700*n +0,1*M
B 75*n 38*n
C (accélération / souterrain) -16,5
C (décélération / souterrain) -9
Tableau 2.3 – Valeurs des coefficients aérodynamiques.
Pour plus de simplicité, nous faisons ici l’hypothèse que les lignes étudiées sont sou-
terraines (W = 0), que les courbes de la voie sont suffisamment faibles pour négliger
les efforts dues aux courbes et que la force d’arrachement est également négligeable par
rapport aux autres efforts.
Les efforts dus à la déclivité sont exprimés par la relation (2.5), où α, M et g
correspondent respectivement au profil topographique de la ligne, à la masse du train
passagers inclus et à l’accélération de la pesanteur
Fpente(t) = M.g.α(t) (2.5)
6. Le VAL 208 étant une évolution du VAL 206, nous présenterons ce premier modèle ainsi que le
Néoval ; et seuls les trains composés d’un doublet de voitures sont considérés.
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Les efforts dus à l’accélération sont quant à eux exprimés par la relation (2.6). Le
coefficient ηinertie permet de prendre en compte l’inertie des masses tournantes tandis
que γ désigne l’accélération du train considéré.
Facc(t) = ηinertie.M.γ(t) (2.6)
2.4.3 Modélisation électrique du matériel roulant
Les efforts de résistance à l’avancement définis précédemment s’appliquent à la roue.
Pour en déduire la puissance électrique consommée ou générée par un train, il nous est
nécessaire de considérer le rendement global de la chaine de traction η évoqué dans le
tableau 2.1 afin d’appliquer le PFD (2.7). Le terme a vaut 1 en phase de freinage et
-1 en phase d’accélération tandis que Paux permet de prendre en compte la puissance
électrique consommée par les auxiliaires
Pelec(t) = ηa·V (t)· (Facc(t) + Fpente(t) + Fres(t)) + Paux (2.7)





















Figure 2.13 – Profil de puissance électrique consommée/générée par un train sur un parcours
type.
Il est alors possible de définir pour chaque interstation, un profil type de puissance
électrique. Un exemple de profil type de puissance, issu de la marche type présentée
dans les figures 2.10, 2.11 et 2.12, est donné en figure 2.13.
Le déplacement d’un train sur une interstation est caractérisé par plusieurs phases
distinctes :
— une phase d’accélération, caractérisée par une forte hausse de la puissance consom-
mée. Cette phase d’accélération est elle même composée de deux sous-phases :
• une phase d’accélération dite à couple constant 7, typiquement entre 0 et
26 km.h−1, afin de respecter les contraintes techniques qui portent sur le
courant maximal admissible par les moteurs et la limite d’adhérence entre
les roues et la piste de voie ;
7. Ces phases d’accélération sont particulièrement visibles sur les enregistrements d’un véhicule
en exploitation présentés en figure 2.14
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• une phase d’accélération dite à puissance constante 7, entre 26 et 80 km.h−1
(vitesse maximale des matériels roulants VAL et Néoval) ;
— une phase de maintien en vitesse est caractérisée par une chute de la consomma-
tion et se termine lorsque le train débute sa phase d’accostage ;
— une phase de freinage à couple constant se produit lorsque le train arrive en
station. Durant cette phase, le moteur du train devient générateur, et ce couple
est contraint par les caractéristiques des freins et l’adhérence des roues ;
— une phase d’arrêt en station ;
Des phases de marche sur l’erre peuvent également se produire sur un parcours in-
terstation selon la déclivité de la voie et les contraintes opérationnelles portant sur le
temps de parcours.








































Figure 2.14 – Evolution de la tension locale en fonction de la puissance électrique consom-
mée/renvoyée par un train.
Dans le cadre d’essais effectués sur la ligne de Turin, les caractéristiques électriques
instantanées d’un véhicule en exploitation ont pu être enregistrés.
La figure 2.14 montre l’évolution de la tension locale en fonction de la puissance
électrique consommée/renvoyée par le train durant son parcours interstation. Le par-
cours interstation est le même que celui évoqué précédemment.
Lors de la phase de traction, la valeur de la tension perçue par le train reste proche
de la tension nominale d’exploitation, cependant, lors de la phase de freinage, la valeur
de la tension locale augmente nettement. L’allure de la courbe de la puissance électrique
est alors très éloignée de l’allure théorique (figure 2.13).
En effet, lors de la phase de freinage, les trains à proximité n’étaient pas en mesure
de consommer la totalité de l’énergie renvoyée, ce qui a eu pour effet de faire augmenter
le potentiel de la ligne et ainsi de dissiper une partie de la puissance électrique de
freinage.
32
CHAPITRE 2. MODÉLISATION D’UNE LIGNE DE MÉTRO AUTOMATIQUE
2.4.3.1 Conventions de modélisation
L’étude des figures 2.12, 2.13 et 2.14 montre une forte similitude de forme entre le
profil d’accélération et le profil de puissance électrique qui en découle durant la phase
de traction. En traction, un train est donc assimilé à une source de courant idéale
absorbant de l’énergie sur le réseau (figure 2.15).
En revanche, en phase de freinage, le modèle électrique du train doit être modifié
pour intégrer la notion de dissipation de l’énergie du freinage lorsque le renvoi d’énergie
sur la ligne n’est pas possible. Pour ce faire, un train est assimilé soit à une source de
tension en série avec un rhéostat de freinage, soit à une source de courant en parallèle
avec un rhéostat de freinage. Les deux modèles sont électriquement valables, mais la
première formulation est plus propice à l’analyse nodale qui sera effectuée dans la suite



















(b) Equivalent de Norton du train
Figure 2.16 – Modèle électrique d’un train en freinage conjugué
2.4.3.2 Modélisation du rhéostat de freinage
En considérant la caractéristique de décroissance du courant de freinage présentée
à la figure 2.9, l’expression de la résistance de dissipation Rd est déterminée par inter-
polation linéaire grâce au développement explicité dans l’équation (2.8) ; où Ptrain est
assimilée à la puissance électrique générée par le train considéré.
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⇒ Rd = (E+ − E−)× E−
Ptrain
(2.8)
2.5 Modélisation d’une ligne de métro
2.5.1 Modélisation du système d’électrification ferrovaire
La modélisation électrique d’une ligne ferroviaire a fait l’objet de nombreux travaux,
tant pour des réseaux alimentés en courant alternatif que continu. [45], [51] et [52]
présentent des méthodes pour modéliser une ligne ferroviaire alimentée en courant
alternatif, mais les modèles équivalents qui en résultent sont en beaucoup de points
similaires aux modèles définis dans des cas d’électrification en courant continu par [46],
[48], [34], [53], [54], [55] ou encore [56].
2.5.2 Présentation des hypothèses de modélisation
Pour les besoins de l’étude, la complexité du réseau électrique de ligne de métro est
volontairement simplifiée, pour nous concentrer sur le fonctionnement des sous-stations
d’alimentation et des trains. Ainsi, la partie amont d’acheminement de l’énergie est
occultée et seul le réseau électrique de traction est étudié.
Diverses hypothèses simplificatrices sont formulées pour mettre en oeuvre le modèle
électrique de la ligne afin de réduire la complexité du problème et de ne retenir que les
paramètres les plus influents :
— Une sous-station est assimilée à une source de tension E0 en série avec une ré-
sistance R0 représentant la chute de tension interne des PR : E0 = 810V ; R0 =
30.10−3Ω.
— Afin de limiter les chutes de tension et les tensions rail sol, une mise en parallèle
des rails de même polarité est réalisée de voie à voie, à intervalle régulier le long
de la ligne. Une ligne de métro est alors considérée comme un rail positif et un
rail négatif entre les bornes desquelles circulent les trains.
— Les rails d’alimentation sont représentés par des impédances, dont la valeur est
proportionnelle à la distance entre les éléments qu’ils interconnectent. La valeur
de ces impédances de ligne varie également selon la présence de feeders sur la
ligne.
— Une impédance équivalente de ligne est définie comme la somme de l’impédance
des rails positif et négatif (2.9).
Zi,i+1 = Ri,i+1 +R′i,i+1 (2.9)
— En première approximation, les impédances de lignes sont considérées comme pu-
rement résistives : Zeq = Req ; Ri,i+1 = 53.10−6Ω.km−1 ; R′i,i+1 = 26.10−6Ω.km−1.
Le caractère inductif et capacitif de la ligne est négligé.
— La tension du rail négatif est considérée constante en tout point de la ligne et
égale à 0V.
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— Les courants de fuite sont considérés nuls quelles que soient les conditions de
fonctionnement du réseau.
— Les sous-stations d’alimentation sont non-réversibles, ce qui implique que le cou-
rant régénéré lors des phases de freinage ne peut être renvoyé sur le réseau HTA.
— Du fait du déplacement des trains, la modélisation de la ligne de métro doit être
faite en régime permanent quasi-statique ; en mettant à jour la position des trains
à chaque pas de temps.
2.5.3 Application à un exemple simplifié
Le schéma électrique d’une ligne de métro simplifiée est présentée à la figure 2.17.
Cette ligne fictive est composée de 3 sous-stations d’alimentation (noeuds 1,3 et 5),
d’un train en traction (noeud 2) et d’un autre en freinage (noeud 4). Le train freineur
est distinguable du fait de la résistance variable placée en parallèle de la source de

















1 2 3 4 5
Figure 2.17 – Schéma électrique d’une ligne simplifiée.
2.5.4 Analyse nodale modifiée
L’analyse nodale modifiée repose sur l’utilisation des lois de Kirchoff pour détermi-
ner les tensions nodales et les courants circulant dans les branches d’un circuit élec-
trique.
La loi des mailles permet d’établir une relation entre les tensions au sein d’une maille
d’un circuit. Cette loi stipule que dans une maille la somme algébrique des tensions
est nulle. Ainsi, pour chaque maille du réseau composée de k branches , il est possible
d’écrire la relation (2.10).
k∑
i=1
Ui = 0 (2.10)
La loi des noeuds permet d’établir une relation entre les courants électriques par-
courant un noeud du circuit : la somme algébrique des courants entrant dans un noeud
est égale à la somme de ceux sortant du même noeud. Pour un noeud constitué de k
branches, l’équation (2.11) est obtenue.
k∑
i=1
Ii = 0 (2.11)
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En combinant les lois de Kirchhof et la loi d’Ohm, qui relient l’intensité du courant
électrique traversant un dipôle avec la tension à ses bornes, il est possible d’écrire les
équations reliant les éléments électriques entre eux.
Nous obtenons alors la formulation matricielle suivante (2.12), où [V ] et [I] sont
respectivement les vecteurs des tensions et des courants nodaux et [Y ] est la matrice
d’admittance qui synthétise la connaissance de l’état du réseau.
En effet, cette matrice renseigne sur la distance entre les trains et les sous-stations
d’alimentation, mais aussi sur la réceptivité du réseau. [Y ] est définie comme l’inverse
de la matrice d’impédance [Z] correspondante.
[Y ].[V ] = [I] ou` [Y ] = 1[Z] (2.12)
En considérant le circuit simplifié de la figure 2.17, en exprimant les impédances par
leurs admittances équivalentes et en explicitant les paramètres électriques du réseau,
il est possible d’obtenir une vue encore plus synthétique de la relation électrique qui
unit chaque noeud du réseau (figure 2.18).
Y12 Y23 Y34 Y45
Y0 Y0 Yd Y0
E0 E0 V4 E0
I1 I3 I4 I5
I2
Figure 2.18 – Représentation du réseau électrique avec des admittances.
La construction de la matrice d’admittance du réseau est alors définie par (2.13),
où l’expression de l’admittance de ligne reliant les noeuds 1 et 2 est donnée par :
Y12 =
1




Y12 + Y0 −Y12 0 0 0
−Y12 Y12 + Y23 −Y23 0 0
0 −Y23 Y23 + Y34 + Y0 −Y34 0
0 0 −Y34 Y34 + Y45 + Yd −Y45
0 0 0 −Y45 Y45 + Y0
∣∣∣∣∣∣∣∣∣∣∣∣
(2.13)
Cette méthode de définition de la matrice d’admittance d’un réseau ferroviaire
électrique peut alors être étendue à l’étude de lignes réelles plus complexes.
La formulation exhaustive de la matrice des courants nodaux I et de celle des
tensions nodales V pour le cas d’étude considéré, est rappelée en (2.14).
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L’analyse nodale met en évidence un système d’équations non linéaires qu’il sera
nécessaire de résoudre afin de déterminer la valeur des éléments des matrices [V ] et [I].
2.6 Résolution d’un problème de répartition des
charges
2.6.1 Analogie avec une résolution load flow
Le problème de répartition des charges est un des principaux défis qui se présentent
aux gestionnaires de réseaux électriques de transport et de distribution. Ce problème
a pour principaux objectifs d’évaluer le transit de puissance au sein du réseau dans un
but de gestion et de plannification, mais également de déterminer l’impact sur le réseau
électrique d’actions telles que l’ajout ou le retrait de charges, de sources de puissances
ou de nouvelles interconnexions.
Ce problème est couramment mentionné dans la littérature par les termes anglais
load flow ou (optimal) power flow.
Dans sa définition la plus simple, une étude de load flow consiste à déterminer, en
régime stationnaire, la valeur des tensions, courants et puissances échangés dans un
système électrique soumis à des conditions de charge données.
Le terme optimal désigne quant à lui la volonté des gestionnaires de régler les pa-
ramètres électriques et énergétiques du réseau afin d’assurer la fiabilité, la robustesse
et surtout la fourniture de l’énergie aux clients finaux. En outre, dans un contexte de
libéralisation du marché de l’énergie électrique, le terme optimal fait également réfé-
rence à un besoin de minimiser les coûts d’exploitation d’un réseau électrique.
Cependant, dans notre cas d’étude, l’hypothèse sera faite que les études réalisées
en amont de la construction d’une ligne de métro ont déjà permis de mettre en place
un réseau électrique correctement dimensionné pour assumer les contraintes technico-
économique d’exploitation.
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2.6.2 Historique de la résolution de problème de load flow
L’une des premières résolutions automatisées d’un problème de répartition des
charges a été réalisée par [57] en 1956 à l’aide d’une heuristique itérative utilisant
une formulation par matrice d’admittance.
Une décennie plus tard, [58] passe en revue les techniques développées, par la suite,
pour la résolution d’un problème de load flow. Les formulations du réseau par ma-
trice d’admittance ou d’impédance sont alors majoritairement utilisées. Historique-
ment, outre les heuristiques itératives, la méthode de résolution dite de Gauss-Seidel a
été la première employée avant que la méthode de Newton-Raphson ne la supplante à
la fin des années 1960 [59].
La méthode de Gauss-Seidel a l’avantage de nécessiter peu de mémoire et de ne
pas résoudre de système matriciel, cependant, elle présente une vitesse de convergence
lente quand le nombre de noeuds du réseau augmente, ce qui a poussé les chercheurs à
utiliser d’autres algorithmes itératifs comme la méthode de Newton-Raphson [60].
La méthode de Newton-Raphson est devenue la technique de résolution privilégiée
pour les systèmes de load flow [61] et a été étendue, par la suite, à l’étude de systèmes
ferroviaires életriques [62], [63].
L’évolution constante des moyens de calcul a ensuite vu l’essor d’un certain nombre
de logiciels commerciaux permettant de modéliser puis de simuler des réseaux ferro-
viaires plus ou moins complexes.
— Sidytrac (Siemens)
— Elbas (Alstom)
— Energy Management Model (Université Carnegie Mellon - USA)
— ECOtranz (Bombardier)
— Multi-Train Simulator (Université de Birmingham - UK)
— Fabel (Enotrac)
— SIMTRAC (ABB & Adtranz)
Cette liste est loin d’être exhaustive, mais cette abondance d’outils montre à quel
point les problématiques liées à la connaissance des flux de puissances dans un réseau
ferroviaire électrique sont prises au sérieux tant par les industriels que les universitaires.
2.6.3 Méthode de Newton-Raphson
2.6.3.1 Présentation générale
La méthode de Newton-Raphson est un algorithme de résolution numérique capable
de déterminer les racines d’une fonction réelle par approximations successives. Cette
méthode est très utilisée du fait de ses propriétés de convergence quadratique locale.
En d’autres termes, la convergence est atteinte en un nombre limité d’itérations si le
point de départ de la résolution est pris assez proche de la solution finale recherchée. Si
cette condition n’est pas respectée, la convergence pourra être atteinte en un nombre
plus élevé d’itérations.
Bien qu’initialement prévue pour la résolution de fonction unidimmensionnelle, l’al-
gorithme a été étendu à l’étude de fonction à dimension infinie.
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Ici, cette méthode est utilisée pour calculer la ou les racines du système d’équation
non linéaires (2.12). En d’autres termes, la recherche des racines revient à trouver les
valeurs pour lesquelles la fonction étudiée s’annule (2.15).
f(x) = 0 (2.15)
Dans sa version unidimmensionnelle, la méthode de Newton-Raphson est l’étude
d’une fonction f d’une variable réelle infiniment dérivable et a, un point au voisinage
duquel la fonction f est définie. Le développement limité ou série de Taylor, qui donne
une approximation polynomiale de la valeur de f au point a, est donné par (2.16), où
f(a)n représente la n-ième dérivée de f au point a.
f(x) = f(a) + f
′(a)






3 + · · · (2.16)
La méthode de Newton-Raphson se contente d’utiliser un développement limité de
f à l’ordre 1. Cela revient à considérer que la fonction étudiée est quasiment égale à
sa tangente en ce point.
Dans la pratique, nous partons d’un point initial x0 appartenant à l’ensemble de
définition de la fonction (2.17) ; et à chaque itération, une nouvelle solution, qui doit
se rapprocher de la valeur réelle de la racine de la fonction f , est obtenue. Cela nous
permet d’en déduire la relation de récurrence (2.18).
f(x) = f(x0) +
f ′(x0)
1! (x− x0) = 0 (2.17)
xn+1 = xn − f(xn)
f ′(xn)
(2.18)
Dans un problème à n-dimension, la formulation matricielle devient (2.19), où J
est la matrice jacobienne de f et i, j = 1, ..., n.
xn+1 = xn − J−1f(xn) avec Ji,j = δfi
δxj
(2.19)
En considérant une fonction F définie de Rn dans Rn (ici n=2) et X = (x1, x2),
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2.6.3.2 Formulation mathématique du problème
L’objectif de la résolution est de déterminer les solutions de l’équation du réseau
(2.21), où Vn et In sont respectivement les vecteurs de tensions et de courants aux
noeuds du réseau et Yn est la matrice d’admittance du réseau. La matrice jacobienne
se déduit alors immédiatement (2.22).
F (Vn) = Yn.Vn − In = 0 (2.21)
F ′(V ) = Yn − δIn
δVn
(2.22)
En outre, comme le montre l’expression de la matrice des courants nodaux I (2.14),
le terme δIn
δVn
voit son expression être modifiée en fonction de l’état du train au noeud
considéré. Lorsque le train est en traction ou en phase de freinage purement électrique,
ce terme devient (2.23) et lorsque le train est en phase de freinage avec dissipation








= − Ptrains((E+ − E−)× E− (2.24)
2.6.3.3 Algorithme de résolution
L’algorithme de résolution est synthétisé dans le synoptique de l’algorithme 1. Il
s’agit d’un processus itératif composé de 3 étapes : le calcul de la matrice jacobienne
de la fonction à annuler, l’inversion de cette matrice puis le calcul d’une nouvelle
solution. Cette relative simplicité d’implémentation est également l’un des facteurs
ayant contribué à la popularisation de la méthode de Newton-Raphson.
Algorithme 1 Algorithme de Newton-Raphson
Création d’une solution initiale V (0)
Tant que |V n+1 − V n| >  Faire
Calcul de la matrice jacobienne JF
Inversion de la matrice jacobienne JF
Calcul de la nouvelle solution V n = V n−1 − J−1F (Vn−1)
Fin du Tant que
La tolérance  est spécifiée de sorte que la précision sur la résolution des tensions
nodales soit assez fine, mais également pour que le temps de résolution reste faible.
Après divers essais, la valeur  = 10−3 a été retenue comme étant celle permettant le
meilleur compromis entre précision et temps de résolution.
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2.6.4 Méthode de Broyden
La méthode de Newton-Raphson présente des propriétés de convergence intéres-
santes, cependant, pour certaines classes de problème, des améliorations de la méthode
doivent être apportées. En effet, il est nécessaire de calculer n2 dérivées partielles à
chaque itération de cette méthode.
Ainsi, lorsque la dimension du système est trop importante, le temps de calcul de
la matrice jacobienne devient prohibitif. De fait, la résolution du système d’équation
devient une opération très coûteuse en temps de calcul.
2.6.4.1 Mise à jour de Broyden
Pour palier à ces inconvénients, une astuce courante consiste à rechercher une ap-
proximation mathématique, où une valeur approchée de la solution du système d’équa-
tion est obtenue à chaque itération. La résolution de l’équation (2.21) étant censée
converger en un nombre fini d’itérations, les matrices jacobiennes issues d’itérations
consécutives doivent être assez proches. En théorie, il serait donc possible de définir
un terme M qui vérifie la relation de récurrence Bn+1 = Bn + M , où Bn est une va-
leur approchée de la jacobienne de la fonction. La résolution est alors dite quasi-newton.
En reprenant la définition de la jacobienne équivalente à l’équation d’une tangente,
et en reprenant l’expression (2.19), le système (2.25) est obtenu, où Bn représente
l’approximation de la jacobienne à la n-ième itération.
Bn+1 =






A la première itération, la valeur exacte de la jacobienne : B0 = JF (X0) est utilisée
pour calculer une nouvelle solution X1. Puis, en exprimant la différence B1 −B0 et en
simplifiant son expression, les relations (2.26) et (2.27) sont obtenues.




B1 = B0 +
∆F1 −B0.d0
d0.d0
⊗ d0 avec ∆F1 = F (X1)− F (X0) et d0 = −B−10 F (X0)
(2.27)
Par généralisation, l’équation dite de Broyden est alors définie par (2.28).
Bn+1 = Bn +
∆Fn −Bn.∆Xn
‖∆Xn‖2
⊗∆Xn avec ∆Xn = Xn+1 −X0 (2.28)
2.6.4.2 Mise à jour de Sherman-Morrison
Cependant, lors du processus de résolution, il nous est nécessaire de connaitre l’in-
verse de la matrice jacobienne. La formule de Sherman-Morrison permet alors d’obtenir
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l’approximmation de l’inverse de la jacobienne (2.29), dont l’usage sera privilégié afin
de limiter le coût en calcul de la résolution.




2.6.4.3 Remarques générales sur la méthode
Les méthodes de Newton-Raphson et Broyden ont de bonnes propriétés de conver-
gence.
Ainsi, lorsque le nombre d’itérations dépasse un seuil prédéfini 8, la solution initiale
V0 doit être modifiée et la procédure de résolution est relancée, puisque la convergence
de ces algorithmes dépend pour beaucoup de l’itéré initial.
De plus, il est nécessaire de vérifier les niveaux de tensions des sous-stations d’ali-
mentation, afin de vérifier que le courant régénéré en excès ne soit pas renvoyé sur le
réseau. Lorsque la tension aux bornes d’une sous-station excède une certaine valeur,
celle ci doit être bloquée. En pratique, le modèle de la sous-station doit être modifié
en augmentant la valeur de la résistance interne à une très haute valeur pour simuler
la présence d’une diode bloquante.
2.6.5 Résolution par heuristique itérative
Dans [64], Cai présente un problème très similaire à celui défini en section 2.5.3, et
y décrit une méthode de résolution remarquable qui ne fait pas appel à des approxi-
mations par dérivées successives.
La méthodologie présentée dans ces travaux a donc été reprise pour pouvoir com-
parer les performances de cette heuristique avec la méthode de Newton-Raphson /
Broyden.
L’auteur définit tout d’abord la relation (2.30) pour modéliser les liaisons électriques
entre les trains et les sous-stations présents aux noeuds du réseau continu.
Yreseau.Vnoeud = Inoeud (2.30)
En outre, le déplacement de chaque train impose des conditions de charge, ce qui
a pour effet de conditionner les échanges de puissance qui s’effectuent entre les sous-
stations et les trains.
En chaque noeud du réseau où un train est présent, il est alors possible de vérifier
la relation 2.31.
Ptrains = Vtrains.Itrains (2.31)
La détermination des paramètres électriques en chaque noeud du réseau se fait
ensuite par un procédé itératif, résumé par l’algorithme 2 9.
La tolérance  adopte la même valeur que pour l’algorithme 1.
8. Ce seuil dépend du problème considéré, il doit donc être défini par essais et erreurs en analysant
le nombre moyen d’itération pour que la résolution s’effectue correctement.
9. Le lecteur intéressé, pourra se référer aux travaux de [64], pour visualiser un synoptique plus
exhaustif de la méthode.
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Algorithme 2 Algorithme d’heuristique itérative
1: Création d’une solution initiale V (0)
2: Tant que |V n+1 − V n| >  Faire
3: Calcul du vecteur courant In = Yn.Vn
4: Itrains ← In
5: Calcul du nouveau vecteur tension Vtrains = PtrainsItrains
6: Vn ← Vtrains
7: Fin du Tant que
Outre sa relative simplicité, cette méthode de résolution présente l’avantage de ne
pas nécessiter de manipulations de matrices coûteuses en temps de calcul.
Cependant, dans [64], de nombreuses étapes de l’heuristique ont pour objectif d’ef-
fectuer une vérification du respect des conditions électriques et énergétiques en chaque
nœud du réseau, pour s’assurer que le processus de résolution converge vers une solution
admissible qui conserve une réalité physique.
2.6.6 Résultats et performances de la résolution
Certains problèmes de non-convergence surviennent lors du processus résolution
de Newton-Raphson. En effet, la procédure appliquée nécessite d’inverser la matrice
jacobienne à chaque itération.
Or, dans certaines conditions de fonctionnement, la jacobienne présente des singula-
rités et l’inversion de cette matrice entraine la divergence de l’algorithme de résolution.
Ainsi, pour quasiment 10% des cas étudiés, la matrice jacobienne présente des singu-
larités.
D’après l’expression de la jacobienne (2.22), les singularités sont générées soit par
l’expression de la matrice d’admittance, soit par la dérivée des courants nodaux par
rapport aux tensions nodales.
Une étude attentive des conditions de singularité indique que dans une très grande
majorité des cas, l’expression de la matrice d’admittance en est la cause.
En effet, lorsque la distance entre les trains et les sous-stations d’alimentation est
faible, la valeur de l’admittance au noeud considéré devient très grande, ce qui pro-
voque une non-convergence lors de l’exécution de l’algorithme de résolution.
En revanche, en utilisant la méthode de Broyden pour mettre à jour la valeur de
la matrice d’impédance, les problèmes de non-convergence disparaissent d’eux même
puisque l’étape qui engendrait la singularité de la matrice jacobienne est supprimée et
le temps de calcul est également diminué.
Une comparaison de vitesse de résolution entre la méthode de Newton-Raphson et
la méthode de Broyden, pour des cas ne présentant pas de singularités, montre que la
méthode Quasi-newton est en moyenne 17% plus rapide en terme de durée de résolution.
Une analyse comparative des performances de convergence de la méthode Quasi-
Newton de Broyden et de l’heuristique développée par Cai est effectuée. Deux critères
sont analysés : le temps de convergence et le nombre d’itérations pour y arriver. La
méthode de Newton-Raphson n’est pas considérée puisqu’elle ne converge pas pour
tous les cas d’études.
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Pour cela, la ligne de Turin a été prise comme référence, avec 16 trains en ex-
ploitation sur un tour de boucle entier ; chaque intervalle possible a été simulé et les
paramètres électriques nodaux de la ligne à chaque pas de temps ont été déterminés
par les deux méthodes de résolution. La résolution a été effectuée avec un pas d’échan-
tillonnage de 1s.
Chaque simulation nécessite en moyenne 3060 évaluations, et 12 simulations ont
été nécessaires pour étudier l’ensemble des intervalles possibles avec un carrousel de 16
trains.















Figure 2.19 – Distribution statistique du nombre d’itérations pour effectuer la résolution.
La figure 2.19 montre que la méthode de Broyden nécessite en moyenne un plus
grand nombre d’itérations que l’heuristique itérative pour solutionner chacunes des
12 simulations, cependant, le temps de calcul par simulation est plus faible (figure
2.20). La méthode de Broyden met en moyenne 18s / 28000 itérations pour déterminer
les paramètres électriques nodaux des 3060 pas de temps de simulation tandis que
l’heuristique itérative formulée par Cai met en moyenne 19s / 16000 itérations pour
réaliser la même tâche.















Figure 2.20 – Distribution statistique de la durée de résolution.
Une résolution par la méthode Quasi-Newton de Broyden sera donc privilégiée
pour déterminer les paramètres électriques du réseau électrique, du fait de sa rapidité
de convergence en terme de durée de résolution.
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2.7 Conclusion
Dans ce chapitre, une brève introduction sur les systèmes VAL et Néoval a été ef-
fectuée, puis les principaux éléments constitutifs d’une ligne de métro automatique ont
été présentés en détails : le réseau de traction et le matériel roulant. Des modèles mé-
caniques et électriques de ces éléments ont été établis et des hypothèses simplificatrices
ont été formulées afin d’alléger la modélisation de la ligne de métro sans en affecter la
précision. Ces différents modèles ont alors été agrégés pour simuler une ligne de métro
générique.
Des essais réalisés sur la ligne de métro de Turin ont permis de mettre en évidence le
lien entre l’évolution de la tension locale perçue par le train en fonction de la puissance
électrique de freinage renvoyée sur la ligne.
Ensuite, trois méthodes de résolution itératives ont été introduites et deux de ces
méthodes ont été retenues afin de déterminer les paramètres électriques des sous-
stations et des trains à chaque instant. Puis, ces techniques itératives ont été mises
en oeuvre sous le logiciel Matlab et leurs performances de convergence ont été analy-
sées sur un cas d’étude.
Cette étude comparative a permis de choisir la méthode Quasi-Newton de Broyden
comme technique de résolution des paramètres nodaux d’un réseau électrique.
Après avoir modélisé une ligne de métro et avoir introduit une méthode de résolu-
tion capable de déterminer les paramètres électriques de la ligne, la suite des travaux
va se focaliser sur la mise en œuvre de méthodes d’optimisation visant à réduire la
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3.1 Introduction
Dans cette thèse, le choix a été fait de se focaliser sur la récupération de l’énergie
issue du freinage électrique comme moyen de réduire la consommation énergétique
d’une ligne de métro automatique.
Le chapitre précédent a permis de développer un modèle énergétique d’une ligne
de métro ainsi qu’une méthode de résolution pour calculer les flux de puissance qui
s’opèrent au sein du réseau électrique lors du déplacement des trains.
Une analyse énergétique de l’impact des paramètres d’exploitation sur la consom-
mation énergétique d’un carrousel peut alors être menée à la lumière de l’étude effectuée
au chapitre précédent.
Ainsi, après avoir proposé une formulation du problème d’optimisation à résoudre
permettant d’introduire les variables, les contraintes et la fonction objectif du problème,
la première partie de ce chapitre est consacrée à l’étude de l’influence des paramètres
d’exploitation sur la consommation énergétique des carrousels.
De cette étude, deux paramètres d’exploitation ressortent : l’intervalle d’exploita-
tion et les temps d’arrêt en station.
Une méthodologie pour optimiser l’intervalle d’exploitation est ensuite définie et
une analyse de la répartition des pertes énergétiques dans une ligne est effectuée. Cette
analyse permet alors de fournir une première estimation des gains énergétiques poten-
tiels.
La partie suivante de ce chapitre est dédiée au problème d’optimisation des temps
d’arrêt en station : les choix de l’utilisation de méthodes issues de l’intelligence arti-
ficielle au détriment d’une approche mathématique classique sont justifiés, puis deux
de ces méthodes d’optimisation sont décrites et ensuite mises en œuvre. Une discus-
sion est alors menée pour améliorer les propriétés de convergence de ces méthodes
algorithmiques.
Enfin, ces méthodes d’optimisation sont employées pour effectuer l’optimisation
énergétique de tables horaires journalières. Les limites de l’optimisation hors-ligne des
paramètres d’exploitation en vue de réaliser une optimisation temps réel de la consom-
mation énergétique sont alors soulignées.
3.2 Formulation du problème d’optimisation
3.2.1 Cahier des charges
Le cahier des charges de l’optimisation énergétique hors-ligne est résumé dans le
tableau 3.1 et présente les objectifs et les contraintes de l’étude, les moyens d’actions
pour réaliser l’optimisation ainsi que les indicateurs utilisés pour évaluer le niveau
d’atteinte de l’objectif.
Ce tableau offre un aperçu macroscopique de la problématique traitée dans ce cha-
pitre. Son principal intérêt est de permettre d’identifier aisément les entrées, sorties et
variables du problème.
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Objectifs • Optimisation énergétique de tables horaires pré-existantes
Contraintes • Nombre de trains en ligne• Marge de variation des temps d’arrêt en station
Moyens
d’action
• Sélection de l’intervalle d’exploitation le plus favorable
• Sélection de la combinaison de temps d’arrêt en station la plus
favorable
Indicateurs • Taux de réutilisation du freinage électrique
Tableau 3.1 – Cahier des charges de l’optimisation énergétique hors-ligne d’une ligne de
métro automatique
3.2.2 Sélection des paramètres les plus influents en hors-ligne
Dans la littérature, les travaux portant sur l’optimisation de la consommation éner-
gétique de lignes ferroviaires se distinguent par l’usage de différentes variables d’opti-
misation :
Les profils de vitesse commerciale
Certaines études redéfinissent les profils de vitesse commercial par logique floue [65],
[66], par algorithme génétique [67] ou par la méthode du simplexe [29] (en modifiant
uniquement les vitesses maximales admissibles par portion d’interstation).
Tandis que d’autres choisissent d’insérer des phases de marche sur l’erre dans les
parcours interstation et de déterminer leurs durées par un algorithme génétique [68],
[69],[70], [71], [67], [31] , par des méthodes directes (golden section, simplexe et fibo-
nacci) [72], ou par de méthodes indirectes de type descente du gradient [72].
Les temps d’arrêt en station et le temps de battement
— modification de la durée d’arrêt : Le temps de battement est utilisé pour mo-
duler la durée des arrêts en station, soit par algorithme génétique [34], soit par
heuristique [40], ou par logique floue [73].
— modification de l’horaire de départ : [33] propose quant à lui de modifier les
horaires de départ des trains pour synchroniser les phases d’accélération et de
freinage via un solveur industriel (CPLEX) et une heuristique. [74] adopte une
démarche sensiblement différente en modifiant uniquement l’horaire de départ en
première station et utilise pour cela une formulation mathématique résolue par
programmation linéaire.
— modification de la durée des interstation : [30] utilise un algorithme génétique
pour distribuer le temps de battement disponible afin d’allonger la durée des
parcours interstation.
L’intervalle d’exploitation
L’étude de l’intervalle d’exploitation constitue une étape dimensionnante indispen-
sable, réalisée par l’exploitant de la ligne ferroviaire afin d’assurer une qualité de service
tout en minimisant la consommation énergétique de la ligne.
Dans le cas des lignes de métro automatique de type VAL et Néoval, les trains
roulent selon des profils de vitesse pré-définis (figures 2.10, 2.11 et 2.12). La modification
de la vitesse d’exploitation ne sera donc pas étudiée dans ce manuscrit. En outre, dans
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notre cas d’étude, le temps de battement est largement employé pour absorber les
perturbations de trafic. Cependant, une partie de cette marge de régulation peut être
utilisée pour augmenter les temps d’arrêt en station afin de synchroniser les phases
d’accélération et de freinage.
Ainsi, l’optimisation énergétique se concentre sur la gestion de l’intervalle d’exploi-
tation et la modulation des temps d’arrêt en station.
3.2.3 Définition des variables utilisées
Chaque train du carrousel parcourt les Nstation stations de la ligne de métro, en
suivant des profils de vitesse entre chaque station et en effectuant des arrêts en station
d’une durée si,j (où i = [1, ..., Nstation] et j = [1, ..., Ntrains]). Pour les besoins de l’éude,
nous considèrons un domaine temporel discret avec un pas d’échantillonnage variable
selon le niveau de détail requis.
Dans [36], [35] et [75] les auteurs adoptent différentes variables d’optimisation pour
atteindre des objectifs très similaires à ceux de notre étude : les temps d’arrivée et de
départ en station ainsi que les temps de début des phases d’accélération et de freinage.
Cependant, l’utilisation de ces variables est assez délicate à mettre en oeuvre,
puisque d’une part, du fait de la topographie de la ligne étudiée, les parcours inter-
station peuvent comporter plusieurs phases de freinage et d’accélération, d’autre part,
des profils type de vitesse sont utilisés pour simuler le déplacement des trains et enfin,
un tel nombre de variables d’optimisation augmente la complexité du problème.
Dans notre approche hors-ligne de l’optimisation énergétique, le nombre de variables
d’optimisation est grandement réduit puisque seule la durée des arrêts en station est
utilisée pour caractériser le parcours type d’un train sur la ligne.
3.2.4 Définition des contraintes
Le temps de parcours Tpj est calculé comme la somme des temps de parcours
interstation ti additionnée de la somme des temps d’arrêt en station si,j et du temps
de battement tbj (3.1). Ce temps correspond à la durée que met un train pour effectuer




si,j + ti ∀j ∈ J1, NtrainsK,∀i ∈ J1, NstationK (3.1)
Le temps de parcours est contraint de sorte que les trains respectent la table horaire
nominale pour assurer la qualité de service souhaitée par l’exploitant. La durée des
parcours interstation étant fixe, il est donc nécessaire d’imposer une contrainte sur la
plage de variation des temps d’arrêt en station (3.18), où si,nom représente le temps
d’arrêt nominal que doit effectuer un train à la station i, tandis que les paramètres
∆s1i et ∆s2i permettent de modifier l’amplitude de la modulation.
si,nom −∆s1i ≤ si,j ≤ si,nom + ∆s2i (3.2)
La valeur de ces paramètres est généralement imposée par le besoin d’assurer le
transit des utilisateurs sur la ligne : une fois arrivé en station, le temps d’arrêt doit
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permettre la descente et la montée des passagers. Ainsi, la marge d’évolution du para-
mètre ∆s1i est assez faible, en première approximation, on prendra ∆s1i = 10% si,nom.
En outre, le temps de parcours total des trains ne doit pas excéder une valeur
spécifiée afin ne pas biaiser la régulation de trafic.
L’intervalle d’exploitation I est également contraint pour assurer les exigences en
matière de sécurité et de qualité de service (3.3).
Tp
Ntrains
≤ I ≤ Tp
Ntrains − 1 (3.3)
Le paramètre ∆s2i devra alors respecter la contrainte (3.4), afin que la contrainte
(3.3) soit toujours respectée.
Nstation∑
i=1
(∆s2i) ≤ Tp − I ∗Ntrains (3.4)
Il est intéressant de constater que la partie droite de la contrainte (3.4) correspond
à la définition du battement tbj, soit la marge de manœuvre temporelle dont dispose
un train pour effectuer son tour de boucle.
3.2.5 Définition de la fonction objectif
Soit Pj(t), la puissance électrique consommée/générée par le train j à l’instant t. La
puissance globale consommée par le carrousel à l’instant t est donné par (3.5). L’énergie









Dans [75], l’auteur propose d’analyser l’efficacité énergétique d’une table horaire
selon différents critères : la consommation électrique globale du carrousel Etot (3.6), la
puissance maximale fournie par le réseau de traction Pmax (3.7), ou encore le coût de
dépassement de la puissance souscrite Σ (3.8) (où k représente le coût du dépassement
(en e.kWh−1) et Psouscrite la puissance souscrite sur la période considérée). Ces deux
premiers critères sont classiquement employés dans les travaux d’optimisation de la
consommation de systèmes ferroviaires comme dans [30],[33],[74] ou [31].
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En revanche, la prise en compte du dépassement de puissance souscrite est une origi-
nalité de [75] et permet d’intégrer un critère économique supplémentaire pour diminuer
la facture d’électricité payée par l’exploitant de la ligne. Bien que la définition de Σ
impose d’utiliser une somme continue, en pratique, l’usage d’une somme discrète est
requise du fait de la disponibilité épisodique des informations concernant la puissance
globale consommée par la ligne.
Dans notre étude, hypothèse a été faite que le réseau de traction a été préalable-
ment correctement dimensionné afin que celui-ci soit en mesure d’assurer la fourniture
d’énergie aux trains même dans l’éventualité de la perte d’une sous station d’alimenta-
tion et par extension, il est considéré que le choix de la puissance souscrite est laissé à
l’appréciation de l’exploitant ; de fait, les problématiques de dépassement de puissance
souscrite et de lissage de la consommation ne sont pas traités dans ces travaux de thèse.
Dans la suite des travaux, seul le critère portant sur la consommation globale d’éner-
gie Etot est étudié. La fonction objectif est alors donnée par (3.9) et a pour unique but
de minimiser la consommation globale d’énergie.
Fobjectif = min0≤t≤TpEtot(t) (3.9)
Il est à noter que d’autres travaux comme ceux de [35] et [36] se donnent comme
objectif de maximiser le temps de synchronisation entre phases d’accélération et phases
de freinage, en considérant des paires de trains.
Pourtant, comme il a été montré au chapitre précédent, du fait du déplacement des
trains et des spécificités propres aux réseaux DC, l’utilisation de ce critère semble être
une approche trop simpliste.
Pour illustrer ces propos, prenons une ligne de métro quelconque, où dans une
zone assez localisée deux trains sont en phase de freinage et un train est en phase de
traction, de sorte que les phases de freinage et d’accélération se déroulent en même
temps. Dans ces conditions, bien que la synchronisation des phases soit optimale, le
taux de récupération de l’énergie issue du freinage sera assez faible.
En effet, localement la production étant supérieure à la consommation, le poten-
tiel des trains freineurs va augmenter jusqu’à atteindre la tension de conjugaison du
freinage, et entraînera la dissipation d’une part du freinage électrique.
3.3 Optimisation de l’intervalle
Une table horaire est définie de manière à permettre un transport fluide des usa-
gers de la ligne. Généralement, le nombre de trains mis en service est proportionnel
à l’aﬄuence des passagers sur la ligne. Comme indiqué par la relation (3.3), à un
nombre donné de trains en service, correspond une plage de variation de l’intervalle
d’exploitation.
La première étape dans la conception de tables horaires consiste donc à déterminer
pour chaque carrousel de trains, l’intervalle d’exploitation permettant de minimiser la
consommation énergétique globale.
53
CHAPITRE 3. OPTIMISATION DES PARAMÈTRES D’EXPLOITATION
3.3.1 Simulation d’un carrousel établi
L’algorithme 3 présente synthétiquement la démarche mise en oeuvre pour simu-
ler le parcours type d’un train sur un tour de boucle. Le parcours est réalisé à vitesse
commerciale nominale, en effectuant des temps d’arrêt en station nominaux et en consi-
dérant qu’à l’arrêt un train consomme une puissance Paux.
Algorithme 3 Simulation du parcours type d’un train sur un tour de boucle
Entrée(s) temps.arret et profil.interstation
1: Pour i = 1 à Nstation Faire
2: profil = [ Paux· longueur(temps.arret(i)) ; profil.interstation(i) ]
3: parcours.type = [ parcours.type ; profil ]
4: Fin du Pour
Sortie(s) parcours.type

















Figure 3.1 – Evolution de position d’un train sur un tour de boucle.
La figure 3.1 est obtenue en appliquant l’algorithme 3 à la position type d’un train
sur la ligne. Cette figure est constituée d’une succession de parcours interstation et
d’arrêt en station. Le train part de la première station, puis arrive en bout de ligne
et repart dans l’autre sens. La phase stationnaire après le retour en première station
correspond au temps de battement.
Ce parcours type est ensuite utilisé pour simuler le déplacement de l’ensemble des
trains composant le carrousel. L’algorithme 4 permet de construire le parcours d’un
carrousel établi sur un tour de boucle dans un cas d’exploitation sans perturbation.
La figure 3.2 présente le profil de position d’un carrousel composé de 6 trains. L’es-
pacement temporel entre le profil de position de chaque train correspond à l’intervalle
d’exploitation.
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Algorithme 4 Simulation du parcours type d’un carrousel établi sur un tour de boucle
de la ligne de Turin
Entrée(s) parcours.type
1: parcours.carrousel( : , 1) = parcours.type
2: Choisir un intervalle I avec l’équation (3.3)
3: Pour j = 2 : Ntrains Faire
4: Pour k = 1 : longueur(I) Faire
5: parcours.carrousel( :,j) = permut_circ (parcours.type,(j − 1)· I(k))
6: Fin du Pour
7: Fin du Pour
Sortie(s) parcours.carrousel

















Figure 3.2 – Evolution de position d’un train sur un tour de boucle.
3.3.2 Etude des intervalles d’exploitation
La manière la plus efficace pour étudier l’impact de l’intervalle sur la consommation
énergétique du carrousel consiste à simuler l’ensemble des intervalles d’exploitation
possibles. Au chapitre précédent, il a été montré que la méthode de résolution choisie
permet de calculer la consommation énergétique d’un carrousel sur un tour de boucle
en environ 18s, ce qui rend cette étude exhaustive possible, sans nécessiter d’allouer
des ressources de calcul supplémentaires.
La méthodologie d’optimisation de l’intervalle d’exploitation revient alors à simuler
le fonctionnement d’un carrousel établi cadencé à un intervalle donné et sur un tour
de boucle complet.
Les résultats de l’étude des intervalles d’exploitation sont explicités par les figures
3.3, 3.4 et 3.5. La figure 3.3 montre l’évolution de la consommation énergétique glo-
bale d’un carrousel tandis que la figure 3.4 montre l’évolution de la quantité d’énergie
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générée lors du freinage qui a dû être dissipée.




































Consommation énergétique d’un carrousel
Nombre de trains en ligne
Figure 3.3 – Evolution de la consommation énergétique d’un carrousel en fonction de l’in-
tervalle d’exploitation.



































Energie issue du freinage non récupérée
Nombre de trains en ligne
Figure 3.4 – Evolution de la quantité d’énergie issue du freinage non récupérée en fonction
de l’intervalle d’exploitation.
Enfin la figure 3.5 synthètise les deux précédentes illustrations en exprimant l’évo-
lution du taux de dissipation du freinage électrique par rapport à l’énergie consommée
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Taux d’utilisation du freinage électrique
Taux moyen d’utilisation du freinage électrique
Nombre de trains en ligne
Figure 3.5 – Evolution du taux de récupération de l’énergie du freinage en fonction de
l’intervalle d’exploitation.
Le taux d’énergie dissipée augmente lorsque le nombre de trains en exploitation
diminue, en effet, moins il y a de trains en service et moins il y a de trains susceptibles de
consommer l’énergie électrique générée au freinage. De plus, du fait de la configuration
de la ligne, certains carrousels semblent être naturellement plus propices à une meilleure
récupération du freinage électrique, comme les carrousels de 13 et 18 trains.
La figure 3.5 expose donc une estimation des gains d’énergie réalisable en sélection-
nant l’intervalle le plus favorable, en considérant que l’optimum du problème serait un
cas d’exploitation où la totalité de l’énergie issue du freinage électrique serait récupérée.
Sur la figure 3.4, il est possible de remarquer l’occurence régulière d’intervalles dé-
favorables pour la récupération du freinage électrique. Cette occurrence est dépendante
de l’architecture de chaque ligne de métro et est définie par l’équation empirique (3.11)
[76]. Pour la ligne considérée dans le cas d’étude, les intervalles défavorables se répètent





3.3.3 Répartition des pertes dans une ligne de métro
L’application de la méthode de résolution développée au chapitre précédent à l’étude
des intervalles d’exploitation permet non seulement de déterminer la quantité d’éner-
gie consommée par les trains, mais également la quantité d’énergie dissipée lors des
périodes d’exploitation et de fait d’avoir une estimation des pertes énergétiques de la
ligne.
Dans une ligne de métro classique, les pertes énergétiques sont principalement de
trois types :
— Les pertes par dissipation qui correspondent à l’énergie électrique issue du frei-
nage qui n’a pu être restituée sur le réseau et a dû être dissipée dans les rhéostats
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de freinage ou par freinage mécanique.
— Les pertes en ligne engendrées par le transit de la puissance sur le réseau élec-
trique. Il s’agit de l’énergie dissipée dans les impédances de ligne et dans une
moindre mesure dans les sous-stations d’alimentation.
— Les pertes dues à la consommation des systèmes auxiliaires comme les équipe-
ments électriques en station (ascenceurs, éclairage, ventilation...) et embarqués
(éclairage, ventilation, équipements de sécurité,...).
La consommation des auxiliaires étant une nécessité pour assurer le confort et la
sécurité des utilisateurs, l’étude de la consommation liée à ces systèmes électriques
n’est pas considérée comme un axe de recherche durant cette thèse.




























Figure 3.6 – Répartition absolue des pertes sans la ligne.
La figure 3.6 représente la répartition des pertes en valeur absolue en fonction de
l’intervalle d’exploitation, tandis que la figure 3.7 exprime la répartition relative des
pertes par rapport à l’énergie nécessaire à la traction.
Les pertes en ligne sont des pertes nécessaires sur lesquelles on ne peut influer.
Le seul moyen de réduire ces pertes serait de réduire le nombre des trains en ligne
et donc l’offre de service, ce qui n’est pas une option envisageable dans un contexte
industriel. Sur la figure 3.7, les pertes en ligne semblent quasiment constantes et re-
présentent environ 7% de l’énergie nécessaire à la traction. En revanche, les pertes
par dissipation semblent beaucoup plus dépendantes de l’intervalle d’exploitation. Ces
dernières constituent donc le critère sur lequel l’optimisation sera axé ; en effet, une
gestion intelligente des phases de marche des trains permettrait d’augmenter le taux
de récupération du freinage électrique et donc de diminuer la consommation électrique
de la ligne de métro.
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Figure 3.7 – Répartition relative des pertes dans la ligne par rapport à l’énergie nécessaire
à la traction.
3.3.4 Analyse d’une table horaire type
Une étude statistique sur les tables horaires quotidiennes utilisées pour l’exploita-
tion de la ligne de Turin permet de visualiser les carrousels les plus récurrents.
Le tableau 3.2 présente les caractéristiques des tables horaires utilisées pour une
semaine type. Cette distribution ne prend en compte que la durée d’exploitation des
phases établies. En effet, pour chaque table horaire, l’enchaînement des carrousels est
différent, ce qui entraîne un grand nombre de phases transitoires distinctes à optimiser.
Fréquence relative (%)
Nombre de trains Table horaire 1 Table horaire 2 Table horaire 3 Table horaire 4
8 4 20 22 24
10 7 7 5 -
12 - - 25 39
14 6 6 3
16 24 24 36 37
18 27 27 10
20 19 3 - -
25 13 13 - -
Tableau 3.2 – Distribution de la fréquence d’utilisation des carrousels.
D’après la figure 3.8, les carrousels de 16, 8, 12 et 18 trains expliquent 82% de la
durée d’exploitation hebdomadaire de la ligne de Turin.
En corrélant cette étude statistique aux données issues de l’optimisation de l’inter-
valle d’exploitation, un gain énergétique hebdomadaire d’environ 12% de la consom-
mation nominale est théoriquement réalisable sous l’hypothèse d’une gestion optimale
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Figure 3.8 – Distribution de la durée d’exploitation des carrousels sur une semaine type
permettant un taux de récupération du freinage électrique de 100%. Pour notre cas
d’étude, cette valeur représente ainsi le gain maximal réalisable.
3.3.5 Confrontation avec des essais sites
Les résultats des simulations précédentes ont été confrontés avec des essais réalisés
sur la ligne de métro de Turin. Ces essais avaient pour objectif d’évaluer la capacité
des modèles à estimer la consommation moyenne d’un carrousel sur un tour de boucle.
Seuls quelques intervalles ont pu être testés étant donné que deux tours de boucles
sont nécessaires pour stabiliser la régulation d’un carrousel et ainsi obtenir une mesure
fiable de la consommation énergétique.
La figure 3.9 compare la puissance moyenne qui a été mesurée pour différents in-
tervalles et l’estimation donnée par simulation. L’utilisation des modèles présentés au
chapitre précédent entraîne ainsi une erreur moyenne d’environ 6%.
Les différences constatées entre la théorie et l’expérimentation peuvent être impu-
tées à la fois aux hypothèses simplificatrices utilisées dans les modélisations, à savoir les
profils de vitesse supposés immuables et la simplicité du modèle de renvoi de puissance
entre les trains, mais aussi par les aléas d’exploitations qui sont survenus lors des essais
sur site et qui n’ont pas été pris en compte dans les simulations.
De plus, la comparaison concerne la valeur moyenne des puissances enregistrées lors
des essais, ce qui constitue une valeur moins fiable que la quantité d’énergie consommée,
puisque dans le cadre des essais, les mesures ont été effectuées avec un pas d’échan-
tillonnage de 15 minutes.
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Figure 3.9 – Comparaison des résultats de simulation avec des mesures sur le site de Turin
pour un carrousel composé de 16 trains
3.4 Optimisation des temps d’arrêt en station
3.4.1 Principe de la modulation des temps d’arrêt en station
Dans la section précédente, une étude de l’influence de l’intervalle d’exploitation
sur la consommation électrique de la ligne a été menée. Pour aller plus loin, il convient
également d’étudier l’impact de la modulation des temps d’arrêt en station sur cette
consommation.
Afin de faciliter la visualisation du problème à solutionner, une représentation de
ce dernier est donnée par la figure 3.10. Sur cette figure, les profils théoriques de puis-
sance électrique consommée par cinq trains en exploitation sur la ligne de Turin ont
été représentés.
L’objectif de la modulation des temps d’arrêt en station est de modifier la lon-
gueur des phases d’arrêt en station (phases rouges) pour faire coïncider le maximum
de phases d’accélération (phases bleues) avec des phases de freinage (phases vertes) afin
de maximiser la réutilisation de l’énergie électrique générée lors du freinage. Les profils
présentés en figure 3.10 sont des profils théoriques puisque les phases de freinage sont
constituées de paraboles indiquant un renvoi total de l’énergie issue du freinage ; dans
un cas réel d’exloitation, l’allure de la puissance électrique renvoyée est généralement
beaucoup plus irrégulière puisque les conditions de réceptivité totale de la ligne sont
rarement rencontrées.
3.4.2 Estimation de l’espace des solutions
Dans le cadre de l’optimisation des temps d’arrêt en station, une solution est définie
comme la combinaison des temps d’arrêt effectués par les trains en exploitation. Le
nombre de solution possibles est déterminé par (3.12) où Amod représente l’amplitude
de la modulation et nstop le nombre d’arrêt en station à optimiser.
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Figure 3.10 – Consommation énergétique théorique de cinq trains en exploitation.
Nsol = Amodnstop (3.12)
En appliquant cette définition au cas d’étude présenté à la figure 3.10, le nombre de
solutions possibles est de 542 ≈ 2, 3.1029 (en considérant une amplitude de modulation
de ± 2s). De fait, le problème d’optimisation des temps d’arrêt en station possède une
grande complexité liée à un espace des solutions de grande taille qui croît exponentiel-
lement avec l’horizon des événements considérés.
Le problème d’optimisation des tables horaires a d’ailleurs été qualifié de NP-
complet dans de nombreuses études comme [23], [77], [78] ou [79]. [75] en fait même
une démonstration mathématique dans ses travaux de thèse.
Ainsi, dans ce type de problème, les méthodes de résolution exactes classiques sont
applicables mais nécessitent d’importantes ressources de calculs. Des heuristiques sont
alors généralement développées pour trouver des solutions approchées de l’optimum en
un temps raisonnable [23], [80].
3.4.3 Détermination de la méthode d’optimisation
Afin de déterminer le moyen le plus approprié pour résoudre le problème d’optimisa-
tion des temps d’arrêt en station, il convient d’inspecter l’ensemble des méthodes d’op-
timisation (figure 3.11). Cette figure est tirée des travaux de [81] et [82], dans lesquels
sont passées en revue un certain nombre de méthodes d’optimisation pour déterminer
celles qui sont les plus appropriées pour les problèmes que les auteurs considèrent.
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Optimisation
Combinatoire Continue
Méthode Exacte Méthode Approchée Non Linéaire Linéaire





Avec Gradient Sans Gradient
De Voisinage Distibuée
Figure 3.11 – Apercu des méthodes d’optimisation.
D’après la figure 3.11, le choix de la méthode d’optimisation se fait selon plusieurs
critères : le type des variables du problème, la connaissance d’un modèle mathématique
du problème, la connaissance de l’évolution de la fonction objectif sur l’espace des so-
lutions, ou encore la possibilité d’utiliser une population de solutions pour effectuer la
résolution.
La modulation des temps d’arrêt en station fait appel à des variables discrètes :
les temps d’arrêt appartiennent à l’ensemble des entiers naturels N. En présence d’un
problème d’optimisation combinatoire difficile, une méthode approchée est alors privi-
légiée. Celle-ci peut faire soit appel à une heuristique spécialisée (entièrement dédiée
au problème considéré), soit à une métaheuristique 1. En outre, comme le rappelle [83],
pour la majorité des problèmes d’optimisation combinatoire, aucun algorithme uni-
versel de résolution en temps polynomial n’est connu actuellement, ce qui renforce le
choix d’utiliser une méthode approchée. Parmi les métaheuristiques, les métaheuris-
tiques dites de voisinage font évoluer une seule solution à la fois tandis que les mé-
taheuristiques dites distribuées font progresser en parallèle une population de solutions.
Selon le théorème du no free lunch [84], aucune méthode ne permet de résoudre tous
les types de problèmes d’optimisation existants : si une méthode est meilleure qu’une
autre pour une classe de problème alors elle sera moins bonne pour une autre classe. Il
est alors important de se référer aux méthodes d’optimisation qui ont fait leur preuve
dans la littérature pour résoudre une classe de problème similaire au problème courant.
Ainsi, au vu de la taille de l’espace des solutions, une méthode de voisinage de type
recherche tabou ou recuit simulé ne permettrait pas d’effectuer suffisamment d’obser-
1. Il est intéressant de noter qu’un certain nombre de travaux traitant de la planification ferroviaire
résolve ce problème par une programmation linéaire ou non linéaire à l’aide de variables continues.
Cependant, le nombre important de minima locaux impose le recours à des méthodes d’optimisation
globales et aux métaheuristiques dans le cas où les propriétés mathématiques de la fonction objectif
ne sont pas totalement connues.
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vations par rapport au nombre total de possibilités pour avoir une bonne estimation
de la (ou les) solution(s) optimale(s) [85].
En outre, l’utilisation d’une métaheuristique distribuée se justifie également par le
fait que les solutions manipulées sont de grandes dimensions et que l’utilisation d’une
population de solutions permet de mieux analyser l’impact de chacune des dimensions
de la solution sur la valeur finale de la fonction objectif.
Pour ces raisons, une résolution par métaheuristique distribuée est envisagée pour
solutionner le problème d’optimisation des temps d’arrêt en station.
3.4.4 Optimisation par métaheuristique
Certaines heuristiques sont développées spécialement pour résoudre des problèmes
spécifiques, d’autres sont quant à elles déployées pour solutionner plusieurs types de
problèmes, ces algorithmes sont alors appelés métaheuristiques.
Dans la plupart des cas, une métaheuristique est définie comme un algorithme
stochastique itératif. Les algorithmes stochastiques sont des méthodes utilisées dans
des espaces de grandes dimensions pour simuler des lois de probabilité complexes.
Le processus itératif permet de pouvoir évaluer l’impact des changements effectués à
chaque itération afin de réorienter la recherche dans la direction qui permettrait a priori
de converger vers l’optimum global avec la plus grande probabilité.
Un grand nombre de métaheuristiques sont inspirées de phénomènes naturels comme
la biologie pour les algorithmes génétiques, l’éthologie pour les essaims particulaires
(OEP) et les colonies de fourmis (ACO), ou encore la physique pour la méthode du
recuit simulé [86], [87].
Ces méthodes sont souvent non-déterministes, c’est à dire, que la convergence de
l’algorithme vers une solution optimale n’est pas garantie. Cependant, cette contrainte
est compensée par leurs capacités à explorer l’espace de recherche efficacement en quête
d’optima locaux du problème.
Dans la suite des travaux, un intérêt tout particulier est porté aux métaheuristiques
distribuées ou à population de solution pour leur capacité à faire évoluer un ensemble
d’individu simultanément, afin que chaque solution bénéficie de l’expérience acquise
par le groupe lors de l’exploration de l’espace des solutions.
Principalement, deux catégories de métaheuristiques à population coexistent : les
algorithmes évolutionnaires et les algorithmes d’intelligence en essaim [88].
3.4.5 Algorithmes évolutionnaires
En 1859, Charles Darwin présente ses théories sur l’évolution des espèces qui se
sont adaptées progressivement à leur milieu naturel sous l’influence de contraintes
extérieures [89], [90]. Le principe fondamental de ces théories est que les individus
les mieux adaptés à leur environnement survivent, se reproduisent et leur patrimoine
génétique est transmis à leur descendance. Ainsi, bien qu’initialement controversées,
ces théories se sont peu à peu imposées, jusqu’à ce que l’analogie entre la sélection
naturelle et l’optimisation soit mise en évidence à partir de la deuxième moitié du
XXème siècle.
En effet, dans la conception Darwinienne de la sélection naturelle, l’adaptation des
individus permet de faire face aux contraintes du milieu extérieur, tandis que dans une
optimisation classique, les individus (ou solutions) sont modifiés itérativement, jusqu’à
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ce qu’ils vérifient les contraintes du système ou permettent d’atteindre l’objectif initial.
Dès les années 1950, avec l’avènement des super-calculateurs, plusieurs travaux
ont repris ce principe pour étudier l’évolution de systèmes soumis à des conditions
variables et pour modéliser des processus évolutionnaires afin d’en déduire des outils
d’optimisation pour les problèmes d’ingénierie courants.
Rechenberg propose ainsi de modéliser les paramètres influant sur l’évolution d’un
système grâce à des stratégies d’évolution afin de résoudre des problèmes à variables
continues [91] 2, Fogel introduit quant à lui la programmation évolutionnaire pour conce-
voir des automates à états finis [92].
Ces méthodes sont assez similaires à la version actuelle des algorithmes génétiques
(AG), en effet, les opérateurs de sélection, la notion de génération et la notion de
filiation étaient déjà présents. Cependant, la vraie innovation introduite par Holland
en 1975 est d’utiliser une large population d’individus, ainsi que sa volonté de traduire
les mécanismes d’adaptation naturelle en langage informatique [93].
Par la suite l’évolution différentielle [94] et la programmation génétique [95], ap-
portent des améliorations à la méthode des algorithmes génétiques pour faciliter leur
implémentation et leur applicabilité à un plus grand spectre de problèmes. Tous ces
travaux sont regroupés dans la famille des algorithmes évolutionnaires.
Dans les algorithmes évolutionnaires, les solutions possibles du problème sont appe-
lées individus et sont codés de manière analogue à des chromosomes. Un chromosome
étant une représentation d’une solution, il peut être par exemple codé en binaire, dans
ce cas, il s’agit d’une succession de 0 et de 1 appelés "bits" ou "gènes".
L’optimisation s’effectue par une succession d’itérations appelées générations et
consiste à faire évoluer une population d’individus grâce à des opérateurs de sélection
naturelle pour générer une nouvelle génération d’individus. Les performances des indi-
vidus sont alors évaluées par la valeur de leur fonction objectif ou fitness qui reflète la
capacité des individus à voir leurs génotypes être propagés à la génération suivante.
Plus généralement, la fonction objectif caractérise le degré d’atteinte de l’objectif
de l’optimisation.
3.4.5.1 Optimisation par algorithme génétique
Parmi tous les algorithmes évolutionnaires évoqués précédemment, les algorithmes
génétiques sont la technique la plus couramment employée dans les travaux d’opti-
misation. Ainsi, [31], [34], [67] et [69] mettent en œuvre cette méthode pour mener
l’optimisation de la consommation énergétique de lignes ferroviaires.
Dans sa version la plus simple, un algorithme génétique intègre trois types d’opé-
rateurs évolutionnaires issus de la biologie : la sélection, la mutation et le croisement.
L’algorithme 5 résume les étapes qui composent un algorithme génétique générique.
Un algorithme génétique classique débute avec une population deNpop chromosomes
dont les positions initiales sur l’hyper-espace des solutions sont tirées aléatoirement.
A chaque itération, la fonction coût de chaque individu est évaluée, puis l’opérateur
2. Initialement, ces travaux avaient pour but d’optimiser la valeur de coefficients de surfaces aéro-
dynamiques.
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de sélection est appliqué pour choisir les chromosomes qui constitueront les individus
parents.
Ensuite, l’opérateur de croisement génère les individus enfants à partir des individus
parents. Enfin l’opérateur de mutation est alors appliqué à tous les chromosomes de la
nouvelle population et la population finale est utilisée pour la prochaine itération de
l’algorithme.
Algorithme 5 Algorithme d’optimisation par algorithme génétique
Entrée(s) Initialiser une population de Npop individus
1: Tant que Le critère d’arrêt n’est pas vérifié Faire
2: Évaluer la valeur de fonction objectif de chacun des Npop individus de la popu-
lation.
3: Appliquer un opérateur de sélection pour choisir les Npar parents de la génération
suivante
4: Sélectionner des couples de parents et appliquer un opérateur de croisement avec
une probabilité Pcross pour générer des couples d’enfants
5: Appliquer un opérateur de mutation à chacun des enfants avec une probabilité
Pmut
6: Fin du Tant que
Sortie(s) Population finale Npop individus
3.4.5.2 Représentation des chromosomes
Pour les besoins de l’étude, les chromosomes des individus sont codés comme des
chaînes d’entiers. Si on considère une ligne de métro à Nstations, chaque individu est
composé de 2Nstations gènes correspondant aux temps d’arrêt dans les différentes sta-
tions. La figure 3.12 illustre la manière dont est codée chaque solution de la population,
où sn représente le temps d’arrêt effectué dans la station n. Chaque gène respecte éga-
lement la contrainte (3.18).
s1 s2 ... sn ... s2n
Figure 3.12 – Représentation chromosomique des individus.
3.4.5.3 Opérateurs de sélection
La sélection permet de déterminer quels chromosomes seront choisis pour se re-
produire. Un ou plusieurs critères sont alors définis pour sélectionner les individus qui
sont pressentis pour converger vers une solution optimale. Généralement, le critère de
décision est la fitness de la solution.
Différents opérateurs de sélection peuvent être employés :
La sélection uniforme consiste à choisir les chromosomes parents selon un critère
d’équiprobabilité : toutes les solutions possèdent la même probabilité d’être sé-
lectionnées.
La sélection élitiste consiste à ne choisir que les individus présentant la meilleure
valeur de fonction objectif. Ce processus est donc par définition déterministe,
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puisque seuls les meilleurs individus sont sélectionnés, au détriment de la diver-
sité génétique qui aurait pu permettre de produire de bonnes solutions dans les
générations suivantes.
La sélection tournoi compare les fitness des individus deux à deux et choisit celui
qui a le meilleur coût. Une probabilité de ne pas choisir le meilleur chromosome
est introduite pour intégrer un aspect aléatoire à cette méthode de sélection.
La sélection roulette consiste à définir une probabilité de sélection pour chaque in-
dividu selon la valeur de sa fonction coût. L’algorithme utilisé pour définir cette
sélection est présenté dans l’algorithme 6, où Npop est le nombre d’individus com-
posant la population et Ci le coût de la fonction objectif du i-ème individu.





2: Choisir un nombre L tel que L ∈ [0;S1] .
3: Tant que S2 < L Faire
4: i← i+ 1
5: S2 ← S2 + Feval(Ci)
6: Fin du Tant que
7: Return i
La sélection élitiste est le seul opérateur déterministe, les autres sont qualifiées de
stochastique car les mauvaises solutions possèdent une probabilité d’être sélectionnées
pour former la population de parents.
Dans notre cas d’étude, une hybride de sélection élitiste et de sélection par tournoi
a été mise en œuvre selon la règle (3.13), où α1 et α2 ∈ [0, 1] représentent les coefficients
de pondération entre les deux méthodes choisies et les variables elitiste et tournoi sont
respectivement les règles de sélection élitiste et par tournoi.
Cette hybridation permet d’une part de conserver le patrimoine génétique des
meilleurs individus d’une génération à l’autre, et d’autre part d’introduire une no-
tion de brassage génétique en rendant une partie de ce processus stochastique grâce à
la sélection par tournoi.
Selection(Npop) = α1· elitiste(Npop) + α2· tournoi(Npop) (3.13)
3.4.5.4 Opérateurs de croisement
Le croisement est une opération qui permet à deux chromosomes parents de s’échan-
ger une ou plusieurs séquences de gènes afin de créer deux chromosomes enfants. Dans
la littérature, un grand nombre de travaux préconisent d’effectuer un croisement multi-
points pour augmenter le processus de brassage génétique, où Npoints est le nombre de
points de croisement.
Il est à noter que plusieurs terminologies comme les termes enjambement et recom-
binaison sont également utilisés pour décrire le phénomène de croisement. En outre,
une probabilité d’occurence de croisement Pcross est définie pour conserver le caractère
stochastique de ce processus.
67





























Figure 3.13 – Exemple d’utilisation de l’opérateur de croisement.
L’opérateur de croisement est illustré par la figure 3.13, avec 2 chromosomes parents
P1 et P2 composés de 8 gènes qui donnent naissance à 2 chromosomes enfants E1 et
E2. Dans cet exemple 2 points de croisements aux loci 2 et 6 sont utilisés.
3.4.5.5 Opérateurs de mutation
La mutation est une opération génétique où un ou plusieurs gènes du chromosome
voient leurs valeurs être modifiées. Comme pour le croisement, une probabilité d’occur-
rence des mutations Pmut est introduite. Ce paramètre doit être défini avec attention
pour ne pas transformer ce processus en une recherche aléatoire.
L’opérateur de mutation a pour objectif de diversifier la population pour explorer
l’espace des solutions, tout en évitant que l’algorithme ne reste bloqué dans un extre-
mum local. Cet opérateur assure donc une diversification supplémentaire du patrimoine
génétique des individus.
Individu sélectionné Individu muté
s1 s1 s2 s3 s4
∗ s5 s6 s7∗ s8s2 s3 s4 s5 s6 s7 s8
Figure 3.14 – Exemple d’utilisation de l’opérateur de mutation.
La figure 3.14 illustre l’opérateur de mutation sur un chromosome composé de 8
gènes, où les gènes situés aux loci 4 et 7 subissent une modification de leur valeur.
Chaque gène de la chaîne chromosomique a une probabilité Pmut de voir sa valeur
modifiée après application de l’opérateur de mutation.
3.4.5.6 Paramétrage de l’algorithme
Les valeurs des coefficients α1, α2, Pmut, Pcross, Npop, Npoints.... sont déterminées
empiriquement par une série d’essais et d’erreurs qui ont pour but de déterminer le
paramétrage permettant de maximiser la vitesse de convergence et le taux de conver-
gence.
Dans cette étude, l’algorithme développé a pour objectif de garder une population
homogène tout au long de l’optimisation de sorte à effectuer une recherche simulta-
née sur les différentes dimensions du problème pour qu’à l’issue de l’optimisation, une
grande partie de l’espace des solutions ait été explorée.
En outre, pour augmenter la diversité génétique, une étape supplémentaire d’inser-
tion de nouveaux individus est ajoutée après l’étape de mutation.
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Cette étape d’insertion, permet d’explorer de nouvelles zones de l’espace des so-
lutions tout en exploitant les solutions déjà obtenues par l’application des opérateurs
évolutionnaires.
Le diagramme final de l’algorithme génétique utilisé dans ces travaux est résumé
par la figure 3.15.
Le critère d’arrêt doit permettre de stopper l’algorithme soit quand la convergence
de l’algorithme est atteinte, soit quand la meilleure solution explorée n’évolue plus sur
plusieurs générations, ou quand le temps alloué à l’exploration de l’espace des solutions
est dépassé.





Insertion de nouveaux individus
Arrêt ?Population finale oui non
Figure 3.15 – Algorithme d’optimisation par algorithme génétique.
3.4.6 Algorithmes d’intelligence en essaim
Les algorithmes d’intelligence en essaim sont issus de l’étude du comportement col-
lectif de certaines espèces comme les oiseaux, les poissons, les fourmis ou encore les
abeilles. Par exemple, les fourmis laissent des traces de phéromones pour indiquer à
leurs congénères le chemin vers les points d’eau et de nourriture, les abeilles s’agglu-
tinent entre elles durant l’hiver pour se protéger du froid et se répartissent les tâches
pour organiser la vie de la ruche, les oiseaux adoptent une formation en V pour mini-
miser les pertes aérodynamiques lors des longues migrations et les poissons adoptent
une formation en banc serré notamment pour se protéger des prédateurs. La figure 3.16
présente quelques exemples d’intelligence en essaim pour différentes espèces animales.
Les algorithmes d’intelligence en essaim se caractérisent par l’utilisation d’une popu-
lation d’agents. Ici, la notion d’agent se différencie de celle de solution, puisqu’ici chaque
individu de la population a la possibilité de communiquer avec les autres membres de
la population, et dispose de son propre système de décision.
L’intelligence de l’essaim est alors générée par des règles simples qui régissent les in-
teractions entre les agents et leur environnement et aboutit à l’émergence d’un compor-
69
CHAPITRE 3. OPTIMISATION DES PARAMÈTRES D’EXPLOITATION
(a) Formation en V d’un groupe d’oiseaux. (b) Banc de poissons.
(c) Pont flottant de fourmis.
Figure 3.16 – Exemple d’intelligence en essaim dans le règne animal.
tement pour l’essaim entier [85]. Un tel système est auto organisé, puisque le comporte-
ment de l’essaim n’est pas déterministe et dépendra des règles décisionnelles imposées
aux agents.
Les algorithmes les plus populaires de cette famille de métaheuristique sont les
méthodes d’optimisation par essaim particulaire (OEP), les colonies de fourmis et les
colonies d’abeilles artificielles [96].
Parmi les méthodes citées précédemment, nous avons fait le choix de mettre en
œuvre l’optimisation par essaim particulaire ou particle swarm optimization. Cette
technique est régulièrement utilisée dans la littérature scientifique pour solutionner des
problèmes d’optimisation dans une vaste gamme de domaines d’application.
3.4.6.1 Optimisation par essaims particulaires
Initialement, les travaux de Reynolds [97] et Heppner [98] ont permis de mettre
en évidence que les animaux au sein d’un groupe en mouvement suivent le mouve-
ment global du groupe grâce aux déplacements de leurs voisins tout en conservant un
espacement optimal entre les individus.
Dans la nature, il est possible de remarquer que la dynamique de déplacement d’un
groupe d’animaux peut être très complexe alors que chaque individu pris individuelle-
ment n’a qu’une connaissance limitée de sa position dans l’essaim (figure 3.16).
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Par la suite, en 1995, Kennedy et Eberhart ont repris ces observations pour en dé-
duire une métaheuristique de recherche : l’optimisation par essaims particulaires (OEP)
[99]. Ainsi, l’OEP exploite ce concept de déplacement coordonné en intégrant une di-
mension sociale et une mémoire de groupe aux particules composant l’essaim afin de
mener une recherche efficace. La stratégie globale de l’essaim s’adapte alors selon les
expériences vécues par chaque particule de l’essaim pour atteindre l’optimum global
de l’espace des solutions.
La popularité de cet algorithme s’explique, entre autres choses, par sa relative sim-
plicité d’implémentation, le faible nombre de paramètres de réglages pour paramé-
trer le déroulement de la recherche, sa capacité à explorer efficacement un espace à
n−dimensions, ou encore l’utilisation de règles de recherche simple qui n’utilisent pas
de gradient.
Dans la pratique, les particules de l’essaim sont considérées comme des solutions
possibles au problème. Une particule est définie par une position Xni sur l’espace des
solutions et une vitesse de déplacement V ni 3, elle possède également une mémoire qui
stocke la meilleure position visitée Pi,best et la valeur de la fonction objectif en ce point.
Les particules ont également la capacité de se communiquer entre elles la position de
la meilleure solution globale connue de l’essaim Gbest.
3.4.6.2 Règles de déplacement
La figure 3.17 représente le déplacement d’une particule dans un espace à 2 dimen-
sions. Le déplacement est conditionné par trois composantes :
— Une composante inertielle qui entraîne la particule dans la direction de recherche
courante héritée de l’itération précédente (traits bleus).
— Une composante cognitive qui pousse la particule à se diriger vers la meilleure
solution qu’elle a visitée Pi,best lors des itérations précédentes (traits rouges).
— Une composante sociale qui amène la particule à se diriger vers la meilleure
solution Gbest visitée par les autres particules de son voisinage (traits verts).
L’équation du mouvement est donnée par le système (4.30). ωV ni représente l’inertie
de la particule, r1β1(Pi,best −Xni ) est la mémoire cognitive de la particule, tandis que
le dernier terme r2β2(Gbest−Xni ) exprime la mémoire sociale de l’essaim. Le coefficient
d’inertie ω sert à contrôler l’importance de la direction de recherche courante sur le
déplacement futur et pour régler la capacité d’exploration de l’essaim tandis que β1
et β2, respectivement le coefficient cognitif et le coefficient social, permettent de ré-
gler la capacité d’exploitation. r1 et r2 sont quant à eux des réels tirés uniformément
dans l’intervalle [0, 1]. L’ensemble de ces coefficients a donc pour objectif d’orienter la
recherche de l’optimum.{
Vi
n+1 = ωV ni + r1β1(Pi,best −Xni ) + r2β2(Gbest −Xni ) (3.14a)
Xn+1i = Xni + V n+1i (3.14b)
3. Le terme vitesse est un abus de langage puisque ce vecteur V n’est pas homogène à une vitesse,
il s’agit plutôt d’une direction et d’une amplitude de déplacement.
L’utilisation du terme vitesse permet de conserver l’analogie avec le monde animal.
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Figure 3.17 – Représentation du déplacement d’une particule dans un espace à 2 dimensions.
3.4.6.3 Codage des solutions
Chaque solution de l’essaim est codée de manière analogue à un chromosome, par
une liste des temps d’arrêt qui seront effectués successivement par les trains en exploita-
tion. Une particule est alors un vecteur d’entiers appartenant à un espace n−dimensions
et bornés sur chaque dimension du problème. Ces bornes permettent, lors du proces-
sus itératif, de ne pas explorer les solutions qui violent les conditions d’exploitations
définies en 3.2.3. L’objectif étant que chacune des positions visitées représentent un
scénario de stationnement plausible.
3.4.6.4 Notion de voisinage
Au sein de l’essaim, les particules communiquent entre elles via un réseau social
appelé voisinage. Il ne s’agit pas ici de voisinage géométrique mais plutôt d’un voi-
sinage topologique. Un voisinage spatial nécessiterait de recalculer à chaque itération
le nouveau voisinage géométrique des particules ce qui alourdirait la procédure de re-
cherche. D’après [87], le choix de la topologie influence grandement les propriétés de
convergence de l’OEP.
Principalement trois types de topologie de voisinage existent dans la littérature :
le voisinage en rayon où toutes les particules ne communiquent qu’avec une particule
centrale ; le voisinage en anneau où chaque particule n’est relié qu’avec un nombre
limité d’autres particules, les particules tendent alors à se déplacer vers la meilleure
particule de son voisinage ; le voisinage en étoile où toutes les particules sont capables
de communiquer entre elles [86].
Ici, le choix a été fait d’une communication totale entre tous les individus de l’es-
saim. Ce choix est notamment motivé par le fait que dans notre cas, l’espace des
solutions a une dimension assez élevée dimEsol ∈ [101; 103], de sorte qu’il y a peu
de probabilités que les particules stagnent dans un optimum local. Cette version de
l’algorithme d’OEP où tous les individus de l’essaim communiquent entre eux est ap-
pelée version globale, puisque toutes les particules ont connaissance d’un même optimal
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global.
3.4.6.5 Limitation de la vitesse de déplacement
Lors du processus itératif, il peut arriver que la vitesse d’une particule devienne
excessive ce qui pourrait l’amener à passer à côté d’un optimum et à sortir de l’espace
des solutions admissibles.
Une solution évoquée par [87], considère de confiner l’espace de recherche en s’assu-
rant soit que l’évaluation de la fonction objectif n’est effectuée que pour les particules
se trouvant à l’intérieur de l’espace de recherche, soit que les particules restent dans
l’espace de recherche en les arrêtant à la frontière, soit en utilisant un opérateur de
rebond pour qu’une fois arrivées à la frontière de l’espace, les particules reviennent
dans l’espace des solutions admissibles.
Dans le système (4.30), les termes ω, β1 et β2 permettent d’effectuer un compro-
mis entre exploration et exploitation et d’après [100] et [101], l’établissement d’une
relation de dépendance entre ces paramètres permettrait d’améliorer les propriétés de
convergence de la méthode.
Les auteurs ont donc mis en place un coefficient de constriction Ψ. Ce coefficient
présente l’avantage de se passer de la définition d’une vitesse maximale de déplacement
tout en contrôlant l’amplitude du déplacement des particules. L’équation de mise à jour
de la vitesse devient alors (3.15).
Cependant, nos divers essais pour mettre en oeuvre cette variante ne se sont pas
avérés probants puisque le taux de convergence était dégradé en utilisant cette modi-
fication.
L’une des raisons les plus probables, de cette discordance par rapport aux travaux
[100] et [101], serait un trop grand nombre de dimensions dans le problème d’optimi-
sation considéré.
V n+1i = ΨV ni + r1β1(Pi,best −Xni ) + r2β2(Gi,best −Xni ) (3.15)
Pour ces raisons, un dimensionnement approprié du coefficient d’inertie ainsi que
des paramètres cognitif et social est privilégié pour limiter et orienter le déplacement
des particules.
Ainsi, la valeur du coefficient d’inertie détermine si les particules suivent une poli-
tique d’exploration globale (ω > 1) ou au contraire une exploration locale (ω < 1) en
donnant plus ou moins d’amplitude au déplacement des particules.
Deux approches ont été testées : une approche utilisant un coefficient d’inertie fixe
et une autre utilisant une règle de décroissance linéaire de ce coefficient (3.16).
Cette dernière approche a notamment était présentée dans les travaux de [87] et
[102]. Dans (3.16), ωmin et ωmax représentent les bornes de variation du coefficient
d’inertie, niteration est l’indice de l’itération courante et maxiteration est le nombre maxi-
mal d’itérations prévues pour la résolution du problème.




L’utilisation d’un coefficient d’inertie fixe nécessite d’effectuer un grand nombre
d’essais pour affiner la valeur de ce paramètre, tandis que l’emploi d’un coefficient
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variable requiert de définir un nombre maximal d’itérations, ce qui peut s’avérer délicat
en cas de convergence lente.
Néanmoins, en fixant le nombre d’itérations à une valeur élevée et en ajoutant un
autre critère d’arrêt pour stopper l’exploration de l’espace des solutions, le coefficient
d’inertie suit une décroissance progressive qui permet au fur et à mesure des itérations
de passer d’une exploration globale à une exploration locale 4.
Dans notre étude, le critère d’arrêt supplémentaire vise à stopper le processus d’op-
timisation lorsque la meilleure solution connue par l’essaim n’évolue plus sur un certains
nombre d’itérations, afin de ne pas prolonger le processus de recherche plus qu’il n’est
nécessaire.
3.4.6.6 Implémentation de l’algorithme
L’algorithme 7 résume les étapes d’un algorithme classique d’optimisation par es-
saims particulaires, où f représente la fonction coût de l’algorithme.
Algorithme 7 Algorithme d’optimisation par essaims particulaires
1: Initialiser une population de Npop individus, définis par des vitesses aléatoires et
des positions prises dans l’espace des solutions.
2: Evaluer les valeurs de fonction objectif aux positions des Npop individus.
3: Définir les optima initiaux Pi,best et Gbest.
4: Tant que Le critère d’arrêt n’est pas vérifié Faire
5: Pour i = 1 à Npop Faire
6: Mettre à jour la vitesse de la particule suivant l’équation (3.14a)
7: Mettre à jour la position de la particule suivant l’équation (3.14b)
8: Evaluer la valeur de la fonction objectif à la position de la particule f(Xi(n))
9: Si f(Xi(n)) < f(Pi,best) Alors
10: Pi,best ← Xi(n)
11: Fin du Si
12: Si f(Xi(n)) < f(Gbest) Alors
13: Gbest ← Xi(n)
14: Fin du Si
15: Fin du Pour
16: Fin du Tant que
L’algorithme 7 est volontairement simpliste car il existe dans la littérature un très
grand nombre de variantes qui influent sur un ou plusieurs paramètres et démontrent
une amélioration des propriétés convergentes de leurs algorithmes.
De fait, le choix a été fait de développer une méthode généraliste qui a montré des
propriétés de convergence satisfaisante dans un grand nombre de classes de problèmes,
à condition que les paramètres de l’algorithme soient correctement dimensionnés [86].
4. L’exploration locale s’apparente alors dans ce cas de figure à une exploitation de la recherche
effectuée durant les premières itérations.
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3.4.7 Hybridation des méthodes d’optimisation
3.4.7.1 L’hybridation dans la littérature
La méthode d’optimisation par essaim particulaire présente l’avantage de posséder
une mémoire collective partagée par l’ensemble des particules de l’essaim, cependant,
cette mémoire collective peut entraîner des problèmes de convergence prématurée vers
un optimum local lorsque le paramétrage du déplacement des particules ne leur permet
pas d’explorer suffisamment l’espace des solutions [87].
A l’inverse, dans la méthode d’optimisation par algorithme génétique, les individus
n’ont pas de mémoire des meilleures positions visitées, mais les opérateurs évolution-
naires permettent une exploration assez approfondie de l’espace des solutions.
Ainsi, si les probabilités d’occurrence de ces opérateurs ne sont pas maitrisées, il en
résulte une exploration aléatoire de l’espace de recherche sans garantie de convergence
vers l’optimum global du problème.
On peut alors estimer grossièrement que l’AG est une méthode qui explore l’espace
des solutions, tandis que l’OEP exploite les résultats de la recherche. Intuitivement,
une hybridation entre ces deux méthodes permettrait de trouver une alternative au
compromis exploration/exploitation. Dans ce cas de figure, l’hybridation permet de ca-
pitaliser sur les points forts des méthodes pour accélérer la convergence vers l’optimum
global de l’espace de recherche.
L’hybridation de techniques d’optimisation consiste à répartir différentes tâches de
recherche entre plusieurs méthodes [103].
L’hybridation de méthodes d’optimisation est régulièrement pratiquée dans la lit-
térature, que ce soit avec des métaheuristiques ou des méthodes exactes. Dans cette
section, un état de l’art des hybridations entre un algorithme génétique et un algo-
rithme d’essaim particulaire a été effectué. L’idée sous-jacente de cette étude est qu’en
hybridant deux méthodes qui ont fait leur preuve sur des problèmes d’optimisation
combinatoire NP-difficiles, une métaheuristique de recherche encore plus efficace sera
obtenue.
[104] propose d’hybrider un algorithme d’optimisation par essaim particulaire en lui
intégrant des règles évolutionnaires issues d’un algorithme génétique (AG) selon trois
variantes :
Hybridation parallèle : l’OEP et l’AG effectuent leurs itérations en parallèle. Lorsque
la position de Gbest n’évolue pas sur plusieurs itérations, une opération de croi-
sement est réalisée entre la particule Gbest et des individus issus de l’AG.
Hybridation série : l’optimisation par AG sert de point de départ à l’OEP. Une
première optimisation est réalisée par algorithme génétique sur un nombre donné
d’itérations puis, une optimisation par OEP est effectuée sur un même nombre
d’itérations. La population finale issue de l’AG est utilisée comme population
initiale de l’OEP.
Hybridation d’insertion : seul un algorithme d’OEP est employé pour réaliser l’op-
timisation. Lorsque la valeur de Pi,best de la particule i n’évolue pas sur un certain
nombre d’itérations, un opérateur de mutation est appliqué à la position de Pi,best.
Dans [104], l’auteur justifie le choix de l’utilisation de règles évolutionnaires dans
l’OEP par le fait que le contrôle de la convergence et du déplacement des particules est
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beaucoup plus important avec le coefficient d’inertie qu’avec les opérateurs de croise-
ment et de mutation. En outre, chacune de ces variantes a été testé sur un benchmark
de fonctions continues. Cependant, aucune variante n’a prouvé sa supériorité par rap-
port aux autres sur chaque problème du benchmark (conformémment au théorème du
No free lunch).
Dans [105], l’auteur étudie plusieurs techniques d’hybridation entre différentes mé-
taheuristiques à base de population. L’hybridation entre AG et OEP est réalisée par
insertion en remplaçant l’étape de mutation des individus par les mécanismes de mise
à jour de la PSO. Cette hybridation a pour objectif de réduire le temps de calcul de
l’AG tout en améliorant la convergence de la méthode.
Une approche légèrement différente est explicitée dans [106], où un opérateur de
mutation est ajouté à un OEP après l’étape de mise à jour de la position des particules
pour augmenter l’exploration de l’espace de recherche.
Dans [107], une hybridation entre OEP et AG est également décrite. A chaque
itération, les individus issus de l’optimisation par AG et OEP sont triés par valeur de
fitness. Les meilleurs individus de la population sont utilisés par l’AG tandis que le
déplacement des moins bons individus est régi par l’OEP. La routine de l’algorithme
génétique est exécutée en premier de sorte que l’OEP puisse utiliser la meilleure position
trouvée par l’AG pour la mise à jour des positions.
Il est enfin à noter que [87] propose de partitionner l’espace de recherche en assignant
à chaque zone de l’espace une population dédiée. Bien que cette idée soit en théorie
très judicieuse, en pratique, cela s’avère compliqué à mettre en œuvre quand le nombre
de dimensions du problème augmente.
3.4.7.2 Choix d’hybridation retenu
A la lumière des travaux précédents, il a été décidé d’effectuer une hybridation en
combinant les caractéristiques de l’hybridation parallèle et de l’hybridation série.
Le principe d’hybridation retenu est qu’à chaque itération, la population issue de
l’optimisation par OEP a connaissance de la meilleure position visitée par la population
de l’AG, et inversement, l’AG a la capacité d’utiliser les solutions déterminées par OEP
pour former de nouveaux individus. De cette manière, chaque population bénéficie des
propriétés de recherche et de convergence de l’autre méthode.
Cette hybridation a été privilégiée pour plusieurs raisons. D’une part, l’utilisation
de deux populations générées par deux méthodes d’optimisation différentes permet de
conserver les propriétés de convergence de chacune des méthodes à chaque itération,
d’autre part, le partage des informations entre OEP et AG augmente la vitesse de
convergence globale et la diversité des solutions explorées.
Enfin, cette hybridation permet à l’OEP d’exploiter les meilleures solutions explo-
rées par l’AG et ainsi de réaliser un compromis entre exploration et exploitation.
L’algorithme d’optimisation hybride OEP-AG est récapitulé par le diagramme 3.18.
Il est à noter qu’à la première itération de l’algorithme, la population AG est la même
que la population OEP.
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Initialisation des paramètres
Création de la population initiale
Evaluation des individus par MQN












Insertion de nouveaux individus




Figure 3.18 – Diagramme de l’algorithme hybride OEP-AG.
3.4.8 Comparaison des méthodes d’optimisation
Chacune des métaheuristiques présentées précédemment : OEP, AG et l’hybride
OEP-AG a été implémentée en vue de solutionner le problème d’optimisation des temps
d’arrêt en station. Ces méthodes ont ensuite été comparées pour déterminer laquelle
est la plus efficace pour le type de problème rencontré.
L’indicateur de performance utilisé pour comparer ces techniques est le gain éner-
gétique entre une table horaire utilisant des temps d’arrêt en station nominaux et le
meilleur planning de stationnement trouvé par optimisation.
Lors du fonctionnement nominal d’un carrousel établi, sans aléas d’exploitation, les
trains sont soumis à un intervalle et suivent une consigne de temps d’arrêt en station.
Cette combinaison de temps d’arrêt en station effectuée par l’ensemble des trains du
carrousel donne lieu à une consommation énergétique nominale.
Les méthodes d’optimisation permettent de déterminer de nouvelles combinaisons
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de temps d’arrêt qui auront une influence sur la consommation énergétique globale de
la ligne de métro.
Le gain énergétique est donc défini par rapport à la consommation du carrousel sur
un tour de boucle en considérant un fonctionnement nominal.
Le tableau 3.3 présente une comparaison des performances de convergence des po-
pulations de l’OEP et de l’AG et la densité de distribution des solutions renvoyées
par chaque méthode. La colonne de gauche reprend le cas où chaque population évo-
lue indépendamment l’une de l’autre ; tandis que la colonne du milieu correspond à
l’évolution des populations dans le cadre de l’hybridation.
La colonne de droite analyse la distribution des solutions trouvées par chaque mé-
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Tableau 3.3 – Comparaison des propriétés de convergence des méthodes d’optimisation en fonction de la taille de la population.
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Le tableau 3.3 permet de relever quelques caractéristiques concernant le gain de
performance obtenu en réalisant l’hybridation de la méthode AG-OEP :
— Pour un même nombre d’itérations et un même nombre d’individus dans la popu-
lation, la méthode hybride permet de trouver des combinaisons de temps d’arrêt
qui entraînent un plus fort gain énergétique.
— Dans sa version classique, les performances de l’AG semblent être indépendantes
de la taille de la population à l’inverse de l’OEP.
— Lorsque les méthodes OEP et AG évoluent indépendamment, l’AG est plus per-
formante que l’OEP durant les premières itérations. Cependant lorsque le nombre
d’individus de la population augmente, l’OEP permet d’explorer de meilleures so-
lutions. En outre, l’AG semble converger vers un optimum local dès les premières
itérations, tandis que l’OEP voit une amélioration constante des solutions explo-
rées.
— Lorsque les méthodes OEP et AG coopèrent en partageant leurs informations
sur les solutions explorées, l’OEP domine l’AG dans tous les cas de figure simu-
lés. En outre, l’écart type des solutions analysées par l’algorithme génétique est
beaucoup plus étendu que celui des solutions explorées par essaim particulaire.
L’hybridation assure un compromis entre exploration de l’espace et exploitation
des résultats. L’AG joue alors le rôle de méthode exploratrice tandis que l’OEP
exploite les solutions trouvées aux itérations précédentes pour converger vers un
optimum.
D’après le tableau 3.3, une méthode OEP-AG hybride composée de 50 individus
semble être la plus appropriée pour obtenir une distribution de solutions de bonne
qualité tout en limitant le temps de calcul.
Le tableau 3.3 s’est intéressé à l’étude des performances d’amélioration de la fonc-
tion objectif, cependant, un autre aspect important à prendre en compte dans ces
travaux est la performance en temps de calcul. Ainsi, le tableau 3.4 présente le temps
de calcul moyen d’un individu sur une itération pour les 3 méthodes introduites précé-
demment, autrement dit le temps de calcul nécessaire à l’exploration d’une solution. Il
est à noter que lors des différents essais, le temps de calcul de chacun des cas présentés
dans le tableau 3.3 évolue linéairement en fonction du nombre d’individus composant
la population.
Méthode AG Méthode OEP Méthode hybride OEP-AG
Temps de calcul
unitaire (s) 6.8613 6.7158 14.6305
Tableau 3.4 – Temps de calcul moyen d’une solution
D’après le tableau 3.4, une utilisation séquentielle des méthodes AG et OEP est plus
rapide que la résolution du problème par l’hybride, avec un gain en temps de calcul
d’environ 7.8%. Les temps de calcul correspondent à un PC embarquant un processeur
Intel Xeon W3520 cadencé à 2.67GHz, 12 Go de RAM, une carte graphique Quadro
FX 3800 avec 1Go de VRAM et le tout sous un environnement Windows 7.
Cette étude des performances des méthodes d’optimisation illustre donc le fait que
l’amélioration des propriétés de convergence d’une méthode se fait par dégradation du
temps de calcul/exploration.
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3.4.9 Répartition des temps de calcul
D’après le tableau 3.4, le temps de calcul moyen d’une solution par la méthode
hybride OEP-AG est d’environ 14.6s. Une étude plus approfondie de la répartition du
temps de calcul nécessaire à l’exploration d’une solution montre qu’en moyenne 91%
du temps de calcul est dédié à la résolution itérative des flux de puissance relatifs à la
solution explorée.
Les 9% du temps de calcul restant concernent l’exécution des autres modules algo-
rithmiques impliqués dans la boucle d’optimisation comme la construction du vecteur
solution, la mise à jour des solutions générées par OEP, la mise à jour des solutions
générées par AG,...
3.4.10 Remarques
Une démarche explorant à la fois l’intervalle d’exploitation et les temps d’arrêt en
station aurait pu être adoptée, cependant, diverses expérimentations ont montré que
cette approche était plus coûteuse en temps de calcul et fournissait exactement les
mêmes résultats qu’une approche décorrélant chacune des étapes de l’optimisation des
paramètres d’exploitation.
La taille de l’espace des solutions dans une démarche corrélant les deux paramètres
d’exploitation serait donnée par (3.17a) alors qu’en utilisant une approche décorrélant
ces deux paramètres, la taille de l’espace des solutions du problème global est donnée
par (3.17b), où Ninter est le nombre d’intervalles possibles pour chaque carrousel tel







3.5 Optimisation d’une table horaire journalière
Dans le domaine ferroviaire, une table horaire journalière définit les horaires de
début et de fin d’exploitation, les horaires de départs et d’arrivées de chaque train
dans les différentes stations, les horaires d’insertion et de retrait des trains, les temps
d’arrêt en station et les intervalles d’exploitation. Certaines de ces informations sont
redondantes, mais permettent d’avoir une vision claire des conditions d’exploitation de
la ligne.
Les tables horaires sont conçues à long terme pour chaque jour de la semaine et
suivent la courbe d’aﬄuence des passagers afin d’assurer la fluidité du transit des usa-
gers.
Une table horaire définit également les durées et l’alternance d’exploitation entre
phases établies et phases transitoires. Le terme phase établie désigne la période d’ex-
ploitation où l’ensemble des trains composant le carrousel sont espacés d’un même
intervalle. Le passage d’un carrousel établi à un autre se fait par injection ou retrait
de trains et est désigné par le terme phase transitoire.
Lors de la conception de la grille horaire, l’exploitant définit pour chaque phase
établie, l’intervalle d’exploitation et les temps d’arrêt en station nominaux, cependant,
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comme l’ont montré les travaux exposés en section 3.2.2, des gains substantiels peuvent
être réalisés en modifiant la valeur de ces temps d’arrêt.
Ainsi, cette section a pour ambition d’utiliser la méthode hybride AG-OEP pour
résoudre le problème d’optimisation des temps d’arrêt en station dans le cas d’une
table horaire journalière, afin d’étudier les gains énergétiques réalisables à l’issue d’une
journée d’exploitation type.
3.5.1 Phases transitoires : notion de train tenant l’horaire
3.5.1.1 Principe de l’injection/retrait
L’injection et le retrait automatique des trains aux terminus de la ligne ont pour
objectif d’optimiser à chaque instant le nombre de rames en ligne théoriquement utile
pour assurer le programme d’exploitation.
L’augmentation du nombre de rames nécessaires en ligne est obtenue en insérant
dans le carrousel une nouvelle rame présente sur le parking d’injection du terminus,
dans l’éventualité où aucune des rames présentes en ligne et arrivant à ce terminus ne
peut assurer le prochain départ.
La diminution du nombre de rames nécessaire en ligne est, quant à elle, obtenue
en retirant une rame lorsque le nombre de rames en ligne arrivant au terminus est
supérieur au nombre de rames nécessaires pour assurer les prochains départs.
Selon les configurations rencontrées, un parking d’injection/retrait peut être présent
sur un seul ou sur les deux terminus de la ligne de métro.
3.5.1.2 Notion de train tenant l’horaire
La notion de train qui tient l’horaire permet à la régulation de trafic de déterminer
à quel moment doit intervenir l’injection/retrait d’un train sur la ligne en comparant la
table horaire de départ théorique avec la table horaire d’arrivée théorique au terminus
de départ. Trois cas de figures se présentent :
Exploitation en phase établie : Si un seul train en ligne est capable d’assurer le
prochain départ avec un retard inférieur au seuil ∆rinj.
Condition d’injection : Si aucun train en ligne n’est en mesure d’assurer le prochain
départ prévu avec un retard inférieur au seuil ∆rinj.
Condition de retrait : Si deux trains sont en mesure d’assurer le prochain départ
avec un retard inférieur à un seuil ∆rret
Les seuils ∆rret et ∆rinj sont définis de manière à minimiser les mouvements d’in-
jection/retrait en terminus. De plus, le seuil ∆rinj doit être supérieur à ∆rret pour ne
pas générer une condition d’injection temporaire qui sera suivi par l’occurrence d’une
condition de retrait.
3.5.2 Méthodologie d’implémentation
Initialisation : Une fois que les intervalles d’exploitation nominaux ont été spéci-
fiés pour les différentes phases établies composant la table horaire journalière,
il convient d’initialiser le processus d’optimisation des temps d’arrêt en station.
Pour cela, une population initiale de solution est définie.
Chaque solution est une liste des temps d’arrêt qui seront effectuées par les trains
en station ordonnée selon les horaires nominaux d’arrivée en station des trains.
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Comme illustré par l’équation (3.18), les temps d’arrêt composant cette popula-
tion initiale sont pris aléatoirement dans une plage de variation définie en accord
avec l’exploitant pour respecter au maximum les contraintes d’exploitation.
si,nom −∆s1i ≤ si,j ≤ si,nom + ∆s2i (3.18)
L’étape d’initialisation nécessite également de paramétrer correctement l’algo-
rithme d’optimisation pour permettre une amélioration continue des solutions
optimales à chaque itération, mais également de définir le nombre d’individus
composant la population initiale.
Processus d’optimisation : L’étape initiale de la méthode d’optimisation consiste
à évaluer la population initiale pour déterminer l’impact de chaque solution sur
la consommation énergétique de la ligne.
Dans le cas d’une phase établie, cette évaluation s’effectue en simulant un carrou-
sel établi effectuant un tour de boucle à vitesse nominale et effectuant les arrêts
spécifiés par la solution, puis en déterminant les flux de puissance instantanée
qui se produisent au sein du réseau électrique à chaque pas de temps grâce à la
méthode de résolution itérative présentée en section 2.6.4. Ces flux de puissance
permettent ensuite de calculer l’énergie électrique consommée par l’ensemble des
trains circulant sur la ligne et de pouvoir ainsi comparer les solutions initiales.
Dans le cas d’une phase transitoire, le mode opératoire diffère sensiblement par
la manière de simuler le carrousel transitoire, en effet, il est nécessaire de recréer
la régulation de trafic qui s’effectue pour passer d’un carrousel établi à un autre.
De fait, selon les cas d’étude, il est nécessaire d’insérer ou de retirer un certain
nombre de trains, en suivant les règles de régulation utilisées par l’exploitant de
la ligne de métro.
Ensuite, les algorithmes d’optimisation effectuent leurs routines jusqu’à ce que la
condition d’arrêt basée sur la stagnation de l’optimum soit atteinte.
3.5.3 Résultats d’optimisation
La figure 3.19 présente une comparaison des puisances électriques moyennes consom-
mées par le carrousel dans le cas de l’utilisation d’une table horaire nominale et dans
le cas d’une table horaire optimisée.
La figure 3.20 illustre, quant à elle, l’évolution du gain énergétique global de la ligne
de métro au cours de la journée d’exploitation.
Cette optimisation a été réalisée en utilisant la méthode hybride OEP-AG composée
d’une cinquantaine d’individus. Le critère d’arrêt retenu porte sur la stagnation du coût
de la fonction objectif : si sur un certain nombre d’itérations, l’optimum trouvé n’évolue
pas, l’algorithme est déclaré convergent et la procédure d’optimisation est stoppée.
Pour le cas d’étude présenté ici, un gain énergétique journalier de l’ordre de 8% a
été enregistré.
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Consommation d’une table horaire nominale
Consommation d’une table horaire optimisée
Nombre de trains composants le carrousel
Figure 3.19 – Comparaison de puissances électriques consommées par une ligne de métro
sur une journée d’exploitation pour deux tables horaires différentes.

















Figure 3.20 – Gain énergétique réalisé en exploitant la table horaire optimisée.
3.6 Limites de l’approche hors-ligne
Dans ce chapitre, l’objectif était de présenter des méthodes permettant d’optimiser
des phases d’exploitations idéales sans aléas d’exploitation. Cependant, aux vues des
performances des méthodes d’optimisation en terme de temps de calcul, l’utilisation
d’une telle approche hors-ligne, n’est pas envisageable dans une approche dynamique.
En effet, le temps de calcul nécessaire pour effectuer l’optimisation d’une phase
d’exploitation est trop élevée pour une utilisation de ces travaux en temps réel.
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3.6.1 Temps de calcul
La contrainte sur le temps de calcul de la boucle d’optimisation est primordiale
pour respecter la définition du temps réel.
Une application est ainsi qualifiée de temps réel lorsqu’elle a la capacité d’analyser
un certain nombre d’informations (ou événements) issus d’un processus sans perdre un
seul de ces événements, ou lorsque son temps de réponse est négligeable par rapport
aux phénomènes physiques observés.
Dans le cadre de l’optimisation des temps d’arrêt en station, une mise en œuvre
en temps réel signifierait que l’on serait capable de déterminer le temps optimal de
stationnement que doit effectuer un train une fois que celui-ci est arrivé en station. La
notion de temps réel doit alors s’appliquer avec une granularité de l’ordre de la dizaine
de seconde, soit la durée moyenne d’un temps de stationnement nominal.
De fait, la durée de la boucle d’optimisation ne doit pas dépasser cette valeur afin
de respecter le critère de temps réel.
Cependant, d’après le tableau 3.4, dans cet intervalle de temps, seule une solution
peut être explorée par une méthode AG ou OEP, ce qui n’est ni suffisant pour assurer
l’optimalité de la solution explorée ni pour atteindre une convergence.
3.6.2 Optimalité des solutions trouvées
Une autre limite de la méthodologie d’optimisation, développée dans ce chapitre,
concerne l’optimalité des solutions trouvées. La méthode hybride OEP-AG permet de
concilier les deux aspects fondamentaux d’une technique d’optimisation : la diversifi-
cation et l’intensification.
Néanmoins, bien que cette méthode semble converger en un nombre fini d’itération,
aucune garantie d’optimalité ne peut être apportée pour justifier l’atteinte de l’optimum
global de l’espace des solutions. Il serait alors nécessaire de multiplier les essais pour
tenter d’améliorer l’optimum trouvé, ce qui n’est pas réalisable avec la puissance de
calcul à disposition.
3.7 Conclusion
3.7.1 Résumé des travaux effectués
Après avoir déterminé les paramètres sur lesquels il était possible d’influer afin de
réaliser l’objectif de réduction de la consommation énergétique d’une ligne de métro,
le problème d’optimisation a été formulé de manière à expliciter les contraintes à res-
pecter et à les intégrer dans la définition de la fonction objectif.
Une première méthodologie d’optimisation de l’intervalle d’exploitation a ensuite
été proposée pour déterminer le cadencement optimal d’une ligne de métro dans le cas
d’une exploitation sans aléa. Cette première étape d’optimisation révèle que la consom-
mation énergétique d’une ligne de métro peut être fortement réduite en modifiant le
cadencement de la ligne de quelques secondes.
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La deuxième étape d’optimisation présentée dans ce chapitre concerne la détermina-
tion des temps d’arrêt en station permettant de resynchroniser les phases d’accélération
et de freinage des trains. De par l’importance de l’espace des solutions à explorer pour
résoudre ce problème, l’utilisation d’une optimisation par métaheuristique a été privilé-
giée pour ses bonnes propriétés de convergence dans des espaces de grandes dimensions.
Les techniques d’optimisation par AG et OEP ont alors été développées pour assurer
la résolution du problème, cependant, la nécessité d’assurer le compromis exploration-
exploitation en un temps de calcul le plus faible possible a amené à définir une méthode
hybride permettant de synthétiser les points forts de l’AG et de l’OEP dans un seul
algorithme de recherche.
Moyennant une détérioration des performances en temps de calcul, cette méthode
hybride permet alors d’augmenter grandement la densité de solutions jugées accep-
tables tout en assurant une convergence vers un optimum plus élevé que ceux trouvés
par les méthodes AG et OEP.
Puis, l’ensemble de la méthodologie d’optimisation a alors été appliquée à une table
horaire journalière et un gain énergétique d’environ 8% a été obtenu en considérant
des conditions idéales d’exploitation ne comportant pas d’aléa.
Enfin, dans ce chapitre, l’approche hors-ligne qui a été proposée n’a permis de
répondre que partiellement à la problématique initiale de la thèse. En effet, avec cette
approche, il est possible d’effectuer une optimisation de la consommation énergétique
d’une ligne de métro dans le cas d’une exploitation maitrisée.
Cependant, il est encore nécessaire d’apporter une solution au problème de re-
définition en temps réel des temps d’arrêt en station pour réduire la consommation
énergétique tout en intégrant les perturbations de trafic qui se produisent dans les
conditions réelles d’exploitation.
3.7.2 Perspectives
Ainsi, des études supplémentaires doivent encore être réalisées afin de répondre aux
deux sous-problèmes suivants :
Réduction du temps de calcul de la boucle d’optimisation Il serait nécessaire
soit d’augmenter la capacité de l’unité de calcul servant à effectuer l’optimisation,
soit de diminuer le nombre d’itérations nécessaires pour effectuer l’optimisation
ou alors de synthétiser la méthode d’optimisation par un approximateur universel.
L’augmentation de la capacité de l’unité de calcul n’est pas envisageable pour des
raisons économiques et logistiques tandis que la diminution du nombre d’itéra-
tion n’est pas concevable car cela amènerait à détériorer la qualité des solutions
trouvées. En revanche, l’implémentation d’un approximateur universel est par-
faitement adaptée pour fournir une aide à la décision en un temps très faible
[108].
Optimalité de l’aide à la décision Une première mesure consisterait à procéder à
de multiples optimisations partant de points initiaux distincts et une seconde
serait d’effectuer un apprentissage de l’ensemble des solutions explorées.
La première solution est en contradiction directe avec l’objectif de réduction du
temps de calcul pour effectuer la procédure d’optimisation en temps réel, tandis
que la deuxième solution présente l’avantage de pouvoir choisir l’action la plus
adaptée au cas d’exploitation étudié.
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Il est également à noter qu’une méthode mathématique exacte serait également
une option envisageable pour déterminer l’optimum global de l’espace des solu-
tions du problème. Cependant, cette piste n’a pas été étudiée.
Le chapitre suivant s’efforcera donc de concilier les deux contraintes précédentes
afin de mettre eu œuvre une méthode capable de fournir une solution optimale dans
l’intervalle de temps alloué par le temps de stationnement des trains.
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Chapitre 4
Optimisation temps réel des tables
horaires
« Imagination is more important
than knowledge. For knowledge is
limited, whereas imagination
embraces the entire world,
stimulating progress, giving birth to
evolution. It is, strictly speaking, a
real factor in scientific research. »
Albert Einstein
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4.1 Introduction
4.1.1 Limites de l’approche hors-ligne
Les tables horaires sont conçues pour des conditions d’exploitation optimales où
aucune perturbation de trafic ne se produit.
Cependant, dans un cas réel d’exploitation les aléas sont inévitables du fait de la
présence de facteurs humains qui influent sur le fonctionnement de la ligne de métro
automatique.
L’optimisation hors-ligne des paramètres d’exploitation permet de définir un ou
plusieurs points de fonctionnement de la ligne jugés comme optimaux d’un point de
vue énergétique, mais s’avère inefficace dès lors que le système s’écarte de ces points
de fonctionnement.
En pratique, des marges de régulation sont prévues pour assurer la stabilité de
l’horaire de passage des trains vis à vis des perturbations mineures qui peuvent être
rencontrées. Néanmoins, la régulation n’a pas pour objectif d’assurer un optimum de
consommation énergétique et il s’avère alors nécessaire d’insérer de nouvelles règles de
fonctionnement pour assurer la réalisation de cet objectif.
4.1.2 Enjeux de l’approche temps réel
L’enjeu de ce chapitre est de définir une méthode pour rendre les travaux pré-
sentés précédemment applicables en temps réel, en considérant des conditions réelles
d’exploitation intégrant des perturbations de trafic.
Les défis scientifiques et techniques à relever peuvent être synthétisés par la pro-
blématique générale suivante : Comment réaliser une aide à la décision capable de
s’adapter aux perturbations d’un système dynamique et de fournir une réponse opti-
male en temps réel ? ou en d’autre termes plus spécifiques au sujet de thèse : Comment
effectuer une replanification en temps réel des temps de stationnement des trains pour
minimiser la consommation énergétique du carrousel ? 1
Nous décrirons donc dans ce chapitre une méthodologie capable de déduire une poli-
tique décisionnelle optimale du fonctionnement nominal d’un système, puis de modifier
celle-ci pour qu’elle s’adapte aux perturbations rencontrées par ce système.
Concrètement, cela implique de prendre en compte les modifications des conditions
de trafic dans la boucle d’optimisation, mais également d’atteindre un temps de calcul
pour la boucle d’optimisation qui soit suffisamment faible pour que celle-ci puisse être
mise en œuvre en temps réel sur la ligne en exploitation.
Dans la première partie du chapitre, une introduction à l’intelligence artificielle (IA)
et au principe de fonctionnement d’un réseau de neurones artificiels (RNA) est réalisée.
Cette introduction présente d’une part nos attentes vis à vis de l’implémentation
d’une IA, d’autre part des exemples concrets d’applications qui justifient l’adéquation
des RNA pour concrétiser les enjeux visés. Ensuite les différentes méthodes d’apprentis-
sage sont passées en revue pour déterminer celle qui est la plus adaptée pour résoudre
1. Dans ces travaux, toutes les actions de replanification sont assimilées à des modifications de
temps d’arrêt en station par rapport aux temps de stationnement nominaux.
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la problématique.
La deuxième partie du chapitre est dédiée à la méthodologie de conception d’un
estimateur neuronal. L’objectif est de synthétiser la méthode de résolution itérative
des flux de puissance dans un RNA. Le RNA serait alors capable d’estimer les flux de
puissance qui se produisent sur le réseau électrique entre les trains et les sous-stations
en fonction du déplacement des trains et de fournir une approximation de ces flux en
un temps très court.
La troisième partie s’intéresse quant à elle à la résolution de la problématique
d’optimisation dynamique.
En effet, au chapitre précédent, il a été montré que l’exploration d’une solution du
problème d’optimisation des temps de stationnement nécessite environ une dizaine de
secondes de temps de calcul, ce qui est incompatible avec un objectif d’optimisation
en temps réel. Pour ce faire, le principe d’apprentissage par renforcement (AR) est
introduit.
Cette méthode permet de déduire une politique décisionnelle d’une suite d’essais et
d’erreurs issus d’interactions successives d’un agent apprenant avec son environnement.
Enfin la dernière partie du chapitre est consacrée à l’implémentation de la méthode
d’apprentissage par renforcement, et de sa mise en œuvre pour fournir une aide à la
décision optimale sur la valeur du temps de stationnement que doit effectuer chaque
train pour respecter les contraintes d’exploitation, tout en minimisant la consommation
énergétique de la ligne. Une étude des performances de cette méthode est alors effectuée
pour en évaluer la capacité à effectuer une optimisation temps réel d’une ligne de métro.
4.1.3 Cahier des charges
Objectifs • Optimisation temps réel de la consommation énergétique d’uneligne de métro
Contraintes
• Marge de variation des temps d’arrêt en station
• Temps de battement




• Apprentissage des solutions issues d’optimisations
Indicateurs
• Taux de réutilisation du freinage électrique
• Déviation par rapport à la table horaire initiale
• Temps de calcul
Tableau 4.1 – Cahier des charges de l’optimisation énergétique temps réel d’une ligne de
métro automatique
Le cahier des charges de l’optimisation énergétique temps réel est résumé dans le
tableau 4.1 et présente les objectifs, les contraintes de l’étude, les moyens d’actions pour
réaliser l’optimisation ainsi que les indicateurs utilisés pour évaluer le niveau d’atteinte
de l’objectif.
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Dans ce chapitre, l’objectif se limite à effectuer une optimisation temps réel des
temps de stationnement, car il est considéré que l’intervalle d’exploitation est une
contrainte imposée par l’exploitant et que les profils de vitesse ne sont pas des variables
d’ajustement puisqu’imposés par la régulation du trafic.
4.1.4 Etat de l’art sur l’optimisation temps réel ferroviaire
Dans le domaine ferroviaire, la notion de replanification en temps réel adopte de
nombreuses interprétations. Il convient ici de différencier les Systèmes Légers sur Rails
(SLR, dérivé du terme anglais light rail), des autres systèmes ferroviaires (comme le
fret, les réseaux intercités, ...). La gestion du trafic dans les SLR présente généralement
beaucoup moins de contraintes d’exploitation du fait de sa faible longueur et de sa
relative simplicité par rapport à un grand réseau ferroviaire présentant des intercon-
nections. Ainsi dans un SLR, des contraintes/actions comme la priorisation des trains
aux nœuds d’un réseau, les rotations courtes, le saut de station ou le surstationnement
pour réduire le coût opérationnel de transport des passagers ne sont pas mises en œuvre.
Dans cette section, tous les travaux portant sur la replanification temps réel dans le
domaine ferroviaire sont traités sans distinction. Cependant il est à noter que certaines
actions de replanification mentionnées n’ont pas de raison d’être ou ne peuvent pas
être appliquées dans des réseaux ferrés de type métro automatique.
Néanmoins, il reste intéressant d’étudier les procédés explorés dans ces travaux pour
traiter le problème de replanification.
Gestion de conflits. Dans [109–112], la replanification temps réel consiste à gérer les
conflits d’itinéraires dûs aux aléas d’exploitation pour suivre une table horaire
de référence. Des algorithmes d’optimisation sont implémentés pour re-concevoir
des tables horaires optimales et robustes après détection d’une perturbation de
trafic, afin de continuer à assurer le maximum de connections aux nœuds du
réseau ferroviaire tout en réduisant le temps d’attente des usagers.
Respect de la qualité de service et de l’intervalle. [73] tente d’utiliser un sys-
tème expert à base de logique floue pour effectuer une replanification en temps
réel visant à respecter un certain taux de service après aléa 2.
[113] et [114] réalisent une régulation de trafic afin de garantir un intervalle d’ex-
ploitation constant entre les trains. Les mesures de régulation ont essentiellement
pour objectif d’optimiser les services offerts aux usagers, notamment le temps
moyen d’attente.
[115] propose un modèle de contrôle temps réel de l’intervalle d’exploitation par
couples de trains consécutifs, visant à modifier les horaires de départs de station
pour minimiser la variance de l’espacement temporel entre les trains à chaque sta-
tion. Néanmoins, avec cette méthode, l’erreur de prédiction peut être propagée
et amplifiée au fil de l’optimisation lorsque le nombre de stations augmente. Une
approche similaire est également explorée par [116] pour effectuer un contrôle
de l’intervalle moyen entre les trains et une minimisation du temps moyen d’at-
tente des passagers, tout en intégrant la notion de réduction de la consommation
énergétique de la ligne dans la fonction objectif du problème d’optimisation.
2. Cependant cette technique présente le grand désavantage de nécessiter l’expertise d’un humain
pour réaliser des règles floues et des fonctions d’appartenance qui décrivent les contraintes opération-
nelles inhérentes à la ligne étudiée.
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Dans [117] et [118], Lin propose également de définir des régulations automa-
tiques de trafic pour augmenter la robustesse des tables horaires face aux aléas et
assurer la stabilité de l’intervalle d’exploitation par programmation dynamique.
Le principe retenu concerne la modification du temps de parcours interstation et
la modification des temps de stationnement. Cependant comme l’indique l’auteur
dans [119], la résolution par programmation dynamique nécessite de réaliser des
recherches vers l’avant qui peuvent engendrer une explosion du temps de cal-
cul. Ainsi, dans [119] et [120], il suggère d’utiliser un processus d’apprentissage
par renforcement avec une architecture acteur-critique afin de réaliser les mêmes
objectifs que dans ses travaux précédents.
Maximisation de la récupération du freinage électrique. Dans [121], Qu pré-
sente un algorithme pour recalculer en temps réel les profils de vitesse optimaux
que doivent suivre les trains en interstation pour minimiser la dissipation du
freinage électrique, en mettant particulièrement l’accent sur l’analyse de la topo-
graphie de la voie pour définir des consignes d’éco-conduites.
[122] et [123] prennent aussi le parti de réduire la consommation énergétique de
transports urbains en optimisant les profils de vitesses des trains par alternance
de phases de traction, de freinage, de maintien de vitesse et de marche sur l’erre.
Dans [124] et [125], Yin se propose de résoudre le problème de minimisation de la
consommation par un processus d’apprentissage par renforcement, en modifiant
dynamiquement les profils de vitesse et les temps de stationnement.
Les travaux présentés dans [126] [127] utilisent une approche sensiblement diffé-
rente : la notion de replanification en temps réel implique qu’aucune table horaire
ni aucun intervalle d’exploitation ne sont définis au préalable. L’optimisation a
alors pour but de minimiser les coûts opérationnels, le temps de trajet total des
passagers ainsi que la consommation énergétique de la ligne. Le principe retenu
est la modification des horaires de départs, des temps d’arrêt en station des trains
et la modification des profils de vitesse interstation. Dans ces articles, l’auteur
fait le choix de proposer des algorithmes qui exploitent de nombreux degrés de
liberté pour réaliser un double objectif : satisfaire le client ainsi que l’exploitant.
Parmi les travaux évoqués ci-dessus, ceux traitant d’une replanification temps réel
avec un objectif de minimisation de la consommation énergétique souffrent de l’incon-
vénient majeur de ne pas intégrer de modèle de consommation des trains qui soit fiable
ou même représentatif du comportement hautement non linéaire de la caractéristique
de renvoi de puissance lors des phases de freinage 3.
3. Lors de cette thèse, en première approche, une modélisation simpliste de la consommation éner-
gétique des trains, avait été employé mais il s’est révélé que l’erreur de simulation commise était
comprise entre 20 et 30%. En comparaison, la modélisation énergétique présentée au chapitre 2 en-
traîne une erreur moyenne de simulation d’environ 6%.
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4.1.5 Concept d’intelligence artificielle
Parmi l’ensemble des méthodes d’optimisation existantes, nous avons fait le choix
dès l’élaboration du sujet de thèse, de faire appel à des méthodes d’intelligence artifi-
cielle (IA).
Ce terme fait référence à des programmes informatiques qui tentent d’imiter le
raisonnement humain pour réaliser des tâches complexes. Les comportements adoptés
par ces programmes apparaissent alors comme intelligents aux yeux d’un observateur
humain.
Au sens strict, le terme intelligence implique qu’une machine ou un programme
est capable de résoudre des problèmes par une construction originale, sans qu’aucune
résolution n’ait été déterminée a priori [128].
Les premières évocations du terme intelligence artificielle remontent aux travaux
d’Alan Turing en 1950, dans lequel l’auteur définit un test permettant de déterminer
le degré de conscience d’une machine : un examinateur juge du type d’interlocuteur à
qui il a affaire (humain ou machine) en analysant les réponses fournies à une série de
questions.
En 1943, Mc Culloch et Pitts proposent un modèle mathématique pour modéliser
le fonctionnement du cerveau : le neurone formel. Ils posent ainsi les bases du réseau
neuronal.
En 1957, Rosenblatt implémente le premier perceptron, qui consiste en un réseau
de neurones formels composé d’une couche d’entrée et d’une couche de sortie. Ce per-
ceptron a été utilisé pour effectuer de la reconnaissance de forme.
Par la suite, de nombreux projets portés sur le développement d’IA ont vu le jour 4.
Le paradigme qui en résulte est que le problème de conception d’une IA s’est dé-
tourné de l’enjeu de l’intelligence vers celui de la connaissance.
En effet, dans la pratique, l’implémentation d’une IA se fait par un processus d’ap-
prentissage sur les données disponibles du problème à modéliser. De fait, le degré
d’intelligence du système est alors déterminé par la quantité et la qualité des connais-
sances accumulées lors de l’apprentissage.
En outre, à notre connaissance, seuls [119], [120], [124] et [125] choisissent d’em-
ployer des outils issus de l’intelligence artificielle pour réaliser une replanification en
temps réel des trains dans un réseau ferroviaire.
A ce titre, [124] et [125] se distinguent singulièrement en offrant une vision intéres-
sante de la replanification adaptée au cas des lignes de métro automatique. La formu-
lation proposée dans [125] est ainsi assez proche de celle proposée dans le chapitre 3
pour réaliser une optimisation hors-ligne des paramètres d’exploitation.
De fait, cette méthode est explorée dans ce chapitre pour rendre le processus d’op-
timisation hors-ligne réalisable en temps réel.
4. La section 4.2.1 dresse une liste non exhaustive des différents projets qui ont été passés en revue
dans le cadre de cette thèse afin de cerner les enjeux concrets de la conception d’une IA efficace.
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4.1.6 Nécessité de synthétiser le processus de résolution ité-
ratif des flux de puissance
Avant de mettre en œuvre la méthode d’apprentissage pour déduire une politique
décisionnelle optimale pour le problème de modification dynamique des temps d’arrêt,
il apparait nécessaire de synthétiser la méthode de résolution itérative des flux de
puissance sur le réseau.
En effet, dans la section 4.1.4, l’étude des différents travaux portant sur la replani-
fication temps réel dans le domaine ferroviaire a mis en lumière que l’utilisation d’un
modèle de consommation énergétique simpliste était privilégié. Cette constatation est
conforme à ce qui a été établi au chapitre précédent où il a été montré qu’environ 90%
du temps d’exploration d’une solution était consacré à la résolution itérative des flux
de puissance entre trains et sous-stations.
Dans le cadre de cette thèse, l’utilisation d’un modèle énergétique simpliste n’aurait
pas de sens puisque cela reviendrait à sacrifier la précision du processus d’optimisation
au profit d’un gain en temps de calcul. En revanche, la synthèse du processus de
résolution itératif par un réseau neuronal permettrait d’annuler en grande partie le
temps de calcul nécessaire à l’évaluation de la consommation énergétique liée à une
solution.
4.2 Réseaux de neurones artificiels
Le principe des réseaux de neurones artificiels (RNA) est issu de l’analogie entre la
biologie et les mathématiques opérée par Mc Culloch et Pitts. Les RNA visent à mi-
métiser le fonctionnement des neurones à l’intérieur du cerveau humain en propageant
les signaux synaptiques et en stockant les informations pertinentes à l’apprentissage
d’une tâche donnée.
Un RNA est caractérisé par deux attributs : d’une part, l’organisation des neurones
au sein du réseau que l’on appelle architecture et d’autre part l’algorithme d’appren-
tissage.
L’architecture d’un réseau définit entre autres choses le nombre de neurones com-
posant le RNA et les connexions entre les neurones des différentes couches, à savoir la
manière dont le signal est propagé au sein du RNA.
L’algorithme d’apprentissage a pour rôle de stocker le savoir accumulé au sein des
coefficients synaptiques du réseau de manière à obtenir le comportement souhaité.
4.2.1 Applications
Les applications du principe de RNA sont multiples dans la littérature :
— La robotique pour le contrôle et le guidage de robots ou de véhicules autonomes
[129], [130]
— Les statistiques pour la prévision, la classification et l’analyse de données [131]
— Le traitement du signal pour la reconnaissance de formes et de sons [132], [133]
— La finance pour le calcul de la volatilité d’un marché [134] et la prévision écono-
mique de séries temporelles [135]
— Le diagnostique médical [136],[137]
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— La création d’intelligence artificielle dans les jeux vidéos [138], [139]
— La gestion de systèmes hydrauliques [140] et des applications en aérospatiale [141]
— Le contrôle de machines électriques [142], la sureté de systèmes électriques [143]
et la synthèse de résolution load flow [144], [145], [146]
— L’approximation de paramètres de systèmes fortement non-linéaires [147]
Cette liste est loin d’être exhaustive tant les travaux mettant en œuvre des réseaux
neuronaux pour des applications spécifiques sont abondants dans la littérature.
La lecture de ces différents travaux fournit un vaste aperçu de ce qu’il est possible
de réaliser via la mise en œuvre d’un réseau neuronal, mais permet surtout d’avoir
connaissance des obstacles qui ont dû être surmontés pour rendre ce concept mathé-
matique applicable à des cas concrets. A ce titre, ces travaux se révèlent bien plus utiles
que ceux portant sur le domaine ferroviaire puisqu’ils permettent d’envisager une ap-
proche différente que ce soit sur la formulation, la modélisation ou même la résolution
du problème étudié.
4.2.2 Principe des Réseaux de Neurones Artificiels
4.2.2.1 Modèle biologique
En biologie, un neurone est une cellule spécialisée dans le traitement et la trans-
mission d’information dans le cerveau qui constitue l’unité élémentaire du système
nerveux. Il se compose généralement d’un corps cellulaire (péricaryon ou soma) et de
prolongements : un axone et des dendrites. Les dendrites sont les ramifications du neu-
rone qui lui permettent de recevoir les signaux électriques et chimiques issus des autres
neurones. L’axone est un prolongement de la cellule qui conduit le signal électrique
sortant jusqu’aux dendrites auxquelles il est interconnecté. L’échange d’information
entre un axone et une dendrite s’effectue par la synapse. L’axone génère un potentiel
d’action et la synapse assure la conversion et la transmission du signal à la dendrite.
La transmission de l’information neuronale est illustrée par la figure 4.1 [148].
Figure 4.1 – Structure typique d’un neurone.
La propagation des signaux électriques ne se fait pas de manière linéaire, mais par
un effet de seuil : l’information n’est transmise que lorsqu’un potentiel d’action adéquat
est reçu par le neurone.
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4.2.2.2 Le neurone formel
Un neurone formel est une fonction algébrique paramétrée de variables réelles dont
les valeurs de sorties sont bornées. Un neurone formel est composé de quatre éléments
fondamentaux : les entrées, les poids synaptiques associés, une fonction d’agrégation 5
et une fonction d’activation.
Les données d’entrées correspondant aux variables du problème sont pondérées par
les poids synaptiques puis sommées et enfin évaluées par une fonction d’activation
pour obtenir une sortie. La fonction d’activation permet de recréer l’effet de seuil qui
se produit lors de la propagation de l’information dans les synapses. La sortie est la
réponse du neurone formel au stimulus reçu en entrée.
Sur la figure 4.2 est représenté le schéma d’un neurone formel possédant n entrées,













Figure 4.2 – Représentation d’un neurone formel à n entrées et 1 sortie.
De fait, le fonctionnement d’un neurone formel est régi par le système d’équations
(4.1), où xi et ωi représentent respectivement les entrées et les poids synaptiques du
neurone. Le biais b intègre une entrée supplémentaire, dont la valeur est fixée à 1, et
permet de créer un offset pour discriminer les données d’entrées (son rôle est similaire
à celui de l’ordonnée à l’origine pour une fonction affine ; ici, b = 1·ω0). Le terme Ψ
est appelé potentiel d’activation du neurone tandis que φ est la fonction d’activation










Les poids synaptiques pondèrent les signaux transmis et régissent le fonctionnement
du RNA en fournissant une application de l’espace des entrées vers l’espace des sorties.
5. Dans cette exemple, la fonction d’agrégation est une combinaison linéaire
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Figure 4.3 – Représentation des fonctions d’activation.
Trois types de fonctions d’activation sont classiquement employées.
La fonction identité : φ1(Ψ) = Ψ
La fonction tangente hyperbolique : φ2(Ψ) = tanh(Ψ)
La fonction sigmoïde : φ3(Ψ) =
1
1 + e−Ψ
La figure 4.3 présente le tracé des fonctions φ1,φ2 et φ3 définies sur l’intervalle [-3,3].
4.2.2.3 Le perceptron multicouche
Un perceptron multicouche (PMC) est une structure composée de plusieurs couches
de neurones. Dans un PMC, l’information est propagée de la couche d’entrée vers la
couche de sortie. Cette architecture est la plus courante dans la littérature sur les RNA,
ainsi, la quasi totalité des travaux cités en section 4.2.1 emploient cette architecture
neuronale. L’idée sous-jacente est de combiner plusieurs fonctions élémentaires pour
former des fonctions plus complexes.
Un PMC contient une couche d’entrée, une couche de sortie et une (ou plusieurs)
couche(s) cachée(s). La couche d’entrée est une couche virtuelle étant donné qu’elle n’a
pour rôle que de recevoir les signaux entrants et de les propager aux couches suivantes.
Un perceptron multicouche est alors paramétré par le nombre de neurones compo-
sant chacune des couches du réseau, la topologie des connexions entre les neurones (ici,
le choix a été fait que tous les neurones d’une couche soient reliés à tous les autres
neurones de la couche adjacente), la fonction d’agrégation, l’algorithme d’apprentis-
sage et les fonctions d’activation utilisées par les différentes couches du réseau. Chaque
couche du réseau peut ainsi utiliser une fonction d’activation différente afin d’atteindre
les objectifs visés.
En outre, il est à noter que hormis les perceptrons multicouches, les réseaux de
fonctions à base radiale (RFBR) sont également un type d’approximateur universel
populaire. Les RBFR sont en beaucoup de points similaires aux PMC et différent
principalement par la manière dont les signaux émanant des couches précédentes sont
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combinées. Ainsi, les RFBR utilisent une distance euclidienne en guise de fonction
d’agrégation.
Dans cette étude, nous avons fait le choix d’étudier l’approximation par PMC, d’une
part pour sa facilité d’implémentation, d’autre part pour sa très bonne capacité à four-
nir un approximateur robuste dans un grand nombre d’applications solutionnant des
problèmes de grandes dimensions, et enfin les algorithmes d’apprentissage sont efficaces
pour converger en un nombre raisonnable d’itérations.
La figure 4.4 représente un PMC constitué de quatre entrées, une couche cachée
composée de cinq neurones et une couche de sortie à deux dimensions. Dans ce forma-
lisme, chaque cercle correspond à un neurone et les flèches désignent les poids synap-
tiques. De plus, la couche cachée et la couche d’entrée contiennent également un biais














Figure 4.4 – Exemple structurel d’un perceptron multicouche.
Pour plus de clarté, les vecteurs contenant les p signaux entrants et les q signaux
de sorties sont respectivement notés I = (I1, ..., Ip) et Y = (Y1, ..., Yq).
4.2.3 Notion d’apprentissage
Pour un réseau de neurones artificiels, l’apprentissage d’une tâche ou d’un processus
est réalisé par la mise à jour des poids synaptiques. Une phase d’apprentissage consiste
donc à modifier ces poids synaptiques jusqu’à ce que le RNA effectue les actions sou-
haitées.
Les réponses attendues du RNA dépendent alors du problème considéré : dans le
cas d’un problème de classification, il peut s’agir de déterminer le centre des classes
ou une surface de séparation pour discriminer les cas d’apprentissage, en revanche,
dans le cas d’un problème de régression ou d’approximation de fonction le RNA a pour
objectif d’approcher une fonction continue sur l’intégralité de son domaine de définition.
Il existe principalement trois types d’apprentissage : l’apprentissage supervisé, l’ap-
prentissage non-supervisé et l’apprentissage par renforcement. Ces apprentissages peuvent
être réalisés selon deux modes : en oﬄine ou en online.
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4.2.3.1 Apprentissage supervisé
Lorsque le comportement de la fonction à modéliser est connu, il est possible de
constituer une base d’apprentissage composée de couples entrées-sorties. Ces couples
sont alors utilisés pour effectuer un apprentissage supervisé du réseau neuronal pour
l’entraîner à prédire les sorties correspondantes aux entrées. Le réseau s’adapte en mo-
difiant ses poids synaptiques pour converger vers la sortie désirée [149] (figure 4.5).
Base d’apprentissage < I,O >





Figure 4.5 – Structure de l’apprentissage supervisé.
Le vecteur contenant les sorties souhaitées est formalisé par O = (O1, ..., Oq), tandis
que  représente l’erreur d’estimation commise par le réseau neuronal.
Le défi à relever pour mener à bien un apprentissage supervisé est de calculer
l’influence de chaque coefficient synaptique du réseau sur l’erreur d’estimation commise
en sortie, puis d’appliquer une règle de modification de ces coefficients pour améliorer
le comportement global de l’estimateur neuronal.
4.2.3.2 Apprentissage non-supervisé
Lors d’un apprentissage non-supervisé, le réseau est laissé libre d’évoluer et de
converger vers un état final. Les données d’entrées sont présentées et les poids synap-
tiques sont mis à jour selon une distribution probabiliste : les cas sont classifiés selon
leur degré d’appartenance à un sous-ensemble. Le réseau doit déterminer par lui même
quelle est la meilleure réponse possible à renvoyer (figure 4.6).
Ce type d’apprentissage est aussi appelé auto-organisationnel et est communément
utilisé dans des applications de partitionnement, de détections d’anomalies, d’extrac-
tion de caractéristiques ou de réduction de dimensions.
Entrée I Sortiecalculée Y
Figure 4.6 – Structure de l’apprentissage non-supervisé.
Ce type d’apprentissage est particulièrement employé lorsqu’aucun modèle du sys-
tème à synthétiser n’est disponible ou que celui-ci est difficilement manipulable. Des
exemples typiques d’utilisation seraient : "A partir de données caractérisant l’évolution
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du courant circulant dans des résistances en fonction de la tension à leurs bornes, com-
ment découvrir la loi d’Ohm?" ou "Considérant un ensemble de pages Web, comment
classer efficacement ces sites ?"
Il apparait donc que cette méthode d’apprentissage est plus hasardeuse que l’ap-
prentissage supervisé puisqu’aucune référence n’est utilisée pour orienter la manière
dont est réalisé l’apprentissage.
4.2.3.3 Apprentissage par renforcement
L’apprentissage par renforcement (AR) consiste à déduire une stratégie comporte-
mentale optimale à partir d’observations de l’état du système. A chaque itération n
de l’apprentissage, l’agent apprenant effectue une action an depuis un état courant sn.
Cela conduit l’agent à un nouvel état s′n et à recevoir une récompense rn pour l’action
effectuée.
L’agent apprenant va alors tenter de maximiser les récompenses reçues au cours
du temps. La politique de décision est ainsi améliorée itérativement pour atteindre les




















Figure 4.7 – Structure de l’apprentissage par renforcement.
En pratique, l’amélioration de la politique se fait par le biais d’une fonction de va-
leur, qui permet de quantifier l’intérêt qu’a l’agent d’effectuer une action a dans l’état s.
L’AR s’avère particulièrement utile pour certains types de problème où l’évolution
de l’environnement est incertaine et lorsque les stratégies comportementales efficaces
ne sont pas connues.
L’apprentissage par renforcement se distingue de l’apprentissage supervisé par le
fait que, la récompense reçue n’indique pas à l’agent si l’action effectuée est optimale.
L’agent doit ainsi effectuer plusieurs actions dans un même état afin de déterminer
quelle est la meilleure action possible. Il s’agit donc d’une méthode d’apprentissage par
essais et erreurs.
4.2.3.4 Apprentissage online ou oﬄine
Un apprentissage est qualifié d’incrémental ou online lorsque les données d’appren-
tissage sont reçues par le système apprenant au fur et à mesure au cours du temps.
A l’inverse, un apprentissage est qualifié de oﬄine lorsque toutes les données néces-
saires à l’apprentissage sont connues en amont de l’étape d’apprentissage.
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Classiquement, un apprentissage oﬄine ou batch learning est composé de deux
étapes : une phase d’apprentissage sur les données disponibles puis une phase de test
pour évaluer les performances de l’apprentissage sur une nouvelle série de données.
En revanche un apprentissage online adopte une structure itérative : à chaque ité-
ration un exemple est reçu par le réseau, puis une estimation est donnée et enfin la
performance de prédiction est évaluée pour améliorer les réponses futures.
Le choix d’un apprentissage online ou oﬄine dépend alors surtout de l’application,
de la fréquence de disponibilité des données et de la durée d’apprentissage allouée.
4.2.3.5 Choix de la méthode d’apprentissage
Dans la suite des travaux de thèse, nous privilégions l’utilisation de l’apprentis-
sage supervisé pour synthétiser le fonctionnement d’un système. D’une part pour sa
simplicité d’implémentation et d’autre part pour la rapidité de convergence, lorsqu’un
modèle du système est connu.
Puis lorsque le fonctionnement du système ne peut plus être prédit par un modèle
ou est soumis à de trop fortes perturbations, l’utilisation de l’apprentissage par ren-
forcement est envisagé puisque cette méthode permet de réaliser l’apprentissage d’un
comportement optimal à partir d’un système de récompense.
L’apprentissage non-supervisé n’est donc pas considéré ici puisque ce type d’ap-
prentissage n’est pas aussi approprié que l’apprentissage supervisé ou que l’apprentis-
sage par renforcement pour synthétiser le fonctionnement d’un réseau ferroviaire en un
temps de calcul raisonnable et avec une erreur d’estimation réduite.
4.3 Apprentissage d’un estimateur neuronal des flux
de puissance sur un réseau DC
La synthèse d’un processus de résolution par un réseau neuronal a été de multiples
fois effectuée dans la littérature. Ainsi, dans [144] , [146], [150], [151] [152] ou [153]
un RNA est utilisé pour synthétiser une résolution de type load flow dans un système
électrique. [140] choisit quant à lui d’effectuer un apprentissage pour contrôler les flux
hydrauliques dans une pompe.
Il est intéressant de noter que le dénominateur commun de ces travaux est l’utili-
sation de l’apprentissage supervisé pour effectuer l’apprentissage du réseau neuronal.
4.3.1 Caractéristiques du problème à estimer
Comme il a été rappelé précédemment, l’apprentissage supervisé est la forme d’ap-
prentissage la plus efficace quand on dispose d’un modèle du système à estimer.
La conception d’un estimateur neuronal se décompose en trois étapes : la créa-
tion de la base de données, le paramétrage du réseau neuronal et l’implémentation de
l’algorithme d’apprentissage.
Une architecture simplifiée de la problématique est résumée par la figure (4.8). Le
terme ∆ωij représente la matrice de modification des poids synaptiques.
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Figure 4.8 – Architecture simplifiée de la méthode d’apprentissage supervisé.
4.3.2 Constitution de la base de données
4.3.2.1 Modélisation et simulation des cas d’apprentissage
La constitution de la base de données d’apprentissage se fait par simulation des
points de fonctionnement du système que l’on souhaite faire apprendre au réseau neu-
ronal.
Pour cela, il est nécessaire de modéliser puis de simuler le fonctionnement énergé-
tique de la ligne de métro dans différentes conditions d’exploitation afin de caractériser
les flux de puissance électrique générés par le déplacement des trains.
Les entrées I du système à synthétiser sont définies comme les positions Xi et les
puissances électriques théoriques P thi des i trains composant le carrousel tandis que
les sorties O sont les puissances électriques réelles P ri consommées/renvoyées par les
trains : I = [Xi, P thi] et O = [P ri] , ∀i ∈ J1, NtrainsK
4.3.2.2 Segmentation de la base d’apprentissage
Dans le cadre d’un apprentissage supervisé, une base de données est classiquement
composée de trois sous-ensembles : une base d’apprentissage, une base de test et une
base de validation.
La base d’apprentissage concentre les cas qui seront appris par le réseau neuronal,
la base de validation a pour but d’une part de vérifier l’évolution de l’erreur d’ap-
prentissage et d’autre part de s’assurer qu’il n’y ait pas de sur-apprentissage durant le
processus et enfin, la base de test est utilisée pour évaluer l’erreur d’estimation commise
par le réseau obtenu après apprentissage.
La base de test peut alors avoir comme intérêt de permettre une comparaison ob-
jective entre différentes architectures de réseau neuronal ayant appris la même base
d’apprentissage.
L’appartenance des données à l’un ou l’autre de ces sous-ensembles est définie aléa-
toirement pour ne pas biaiser l’estimation et permettre une répartition des données
selon une loi normale.
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4.3.3 Paramétrage du réseau neuronal
4.3.3.1 Paramétrage de l’apprentissage
La mise en œuvre d’un algorithme de rétropropagation pour l’apprentissage d’un
réseau de neurones nécessite de régler un certain nombre de paramètres.
Le nombre de couches : ce paramètre doit être choisi par essais et erreurs puisque
l’architecture d’un perceptron est largement dépendante du problème à approcher
et des données disponibles dans la base d’apprentissage. [154] a ainsi montré qu’un
perceptron possédant deux couches cachées est capable d’approximer n’importe
quelle fonction non-linéaire et de constituer des sous-ensembles pour n’importe
quel problème de classification.
Le nombre de neurones par couche influence directement la capacité de générali-
sation du RNA et le temps de calcul nécessaire à la rétropropagation du gradient
de l’erreur d’estimation. En effet, plus un réseau possède de neurones plus il est
capable de décrire précisément un phénomène, mais parallèlement le temps de
calcul augmente puisque chaque neurone d’une couche i impose de devoir cal-
culer Nj coefficients synaptiques et donc Nj opérations de dérivations à chaque
itération (où Nj est le nombre de neurones composant la couche suivante).
Les fonctions d’activation : le choix des fonctions d’activation utilisées par chaque
couche du RNA est dépendant de l’espace de définition des sorties souhaitées.
Ainsi, comme l’explique [155], l’utilisation d’une fonction sigmoïde est très popu-
laire car elle produit des sorties dont la moyenne est nulle. De la même manière,
la fonction tangente hyperbolique produit des sorties strictement positives, ce qui
peut être une caractéristique importante dans certains cas. Le choix des fonctions
d’activation doit donc faire l’objet soit d’une analyse poussée sur les sorties sou-
haitées au niveau de chaque couche, soit d’un grand nombre d’essais et d’erreurs
pour mettre en évidence l’architecture la plus adaptée au problème.
Initialisation de poids synaptiques : généralement, les poids synaptiques sont ti-
rés aléatoirement sur l’intervalle ]−1; 1[, mais il est possible de réduire ce domaine
pour ajuster l’apprentissage aux fonctions d’activation choisies. De la même ma-
nière que pour le choix des fonctions d’activation, la plage d’initialisation des
poids synaptiques est largement dépendante de la nature du problème à synthé-
tiser.
Dans la littérature, malgré les études complètes sur le sujet comme celle de [155], il
n’existe aucune règle absolue pour déterminer l’architecture optimale d’un perceptron.
4.3.3.2 Construction et élagage
Une méthode éprouvée pour déterminer la structure optimale d’un PMC consiste à
comparer les performances de différentes architectures par essais et erreurs ; cependant,
cette méthode présente des limites lorsque la taille de la base de données augmente
puisque la durée d’apprentissage croît également.
Dans la littérature, deux méthodes ont été proposées pour déterminer l’architecture
optimale d’un réseau de neurones pour réaliser un objectif donné.
Les méthodes de construction. A partir d’une architecture simple, des neurones
ou des couches cachées sont ajoutés au cours de l’apprentissage pour accélérer
la diminution de l’erreur d’apprentissage [156]. L’architecture du réseau est alors
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construite itérativement, les neurones supplémentaires ont pour rôle soit d’amélio-
rer la classification des données [157], soit d’apprendre la corrélation entre l’erreur
d’apprentissage et les sorties du réseau [158], ou alors de minimiser l’erreur vue
par une couche donnée [159].
Les méthodes d’élagage. L’idée est ici de partir d’un réseau de neurone complexe et
de le simplifier au fur et à mesure de l’apprentissage pour améliorer ses capacités
de généralisation.
Certains travaux préconisent d’ajouter un terme de pénalité, représentant une
mesure de la complexité du réseau, à la fonction objectif ; de sorte que durant
l’apprentissage, la simplification du réseau devient un des objectifs de la mise à
jour des poids synaptiques [160], [161].
D’autres méthodes ont pour but de simplifier le réseau neuronal en supprimant
des poids synaptiques à l’issue de l’apprentissage. L’architecture du réseau neuro-
nal est alors volontairement sur-dimensionnée pour ensuite supprimer des liaisons
entre neurones de couches successives. [162] propose de supprimer les liaisons dont
les poids synaptiques sont proches de 0. [163] et [164] choisissent quant à eux d’in-
tégrer un terme de sensibilité pour mesurer la variation de la réponse du réseau en
fonction de l’évolution de la fonction coût entrainée par la suppression de chaque
poids.
Ces méthodes de construction et d’élagage peuvent être assez lourdes et complexes
à mettre en œuvre selon le cas d’étude, en nécessitant de déterminer des paramètres
de réglage supplémentaires. Celles-ci s’avèrent particulièrement utiles lorsque plusieurs
essais d’architecture n’ont pas donné de résultat satisfaisant sur la valeur finale de
l’erreur d’apprentissage.
4.3.4 Algorithme de rétropropagation du gradient
Parmi tous les algorithmes de modification des poids synaptiques d’un RNA qui
ont été proposés dans la littérature au fil des années, celui de la rétropropagation
du gradient de l’erreur est celui qui a été le plus couramment utilisé et qui bénéficie
de la plus vaste littérature dédiée [154], [155]. Pour cette raison, son utilisation dans
cette thèse a été privilégiée au profit d’autres algorithmes d’apprentissage. En outre,
les règles mathématiques sur lesquelles cet algorithme est basé sont intuitives, ce qui
permet une prise en main rapide de la méthode.
4.3.4.1 Calcul de l’erreur de propagation
L’algorithme de rétropropagation du gradient de l’erreur consiste à mesurer l’erreur
d’estimation commise par le perceptron entre le vecteur des sorties souhaitées O et le
vecteur des sorties observées Y , puis à rétropropager le gradient de l’erreur pour ajuster
la valeur des poids synaptiques.
Les équations développées dans cette section concernent le cas général d’un percep-
tron multicouche possédant plusieurs couches cachées.
L’erreur q observée par le k-ième neurone de la couche de sortie est (4.2).
k = ok − yk (4.2)
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L’erreur globale E vue par la couche de sortie est définie comme la somme des
erreurs quadratiques observées (4.3) 6, où le terme ndim correspond à la dimension du
vecteur de sortie. Le terme E peut également être perçu comme la fonction coût du








La réponse donnée par un neurone j de la couche courante suite à un signal reçu
de la couche précédente i est exprimée par le système (4.4a & 4.4b). Le terme ωij
est le poids synaptique entre le neurone de la couche précédente et celui de la couche
courante, ndim−i représente le nombre de neurones composant la couche i et φ est la






yj = φ(Ψj) (4.4b)
A chaque itération n, le gradient de l’erreur ∂E
∂ωij
est calculé pour être propagé de la
couche de sortie vers la couche d’entrée afin de modifier les poids synaptiques wij. La
mise à jour des poids synaptiques ∆wij s’effectue alors selon l’équation (4.5), où µ est
le taux d’apprentissage du perceptron. Dans cette équation, il est intéressant de noter
que la mise à jour se fait dans la direction opposée du gradient afin de se rapprocher
du minimum global de la fonction erreur.
ωij(n) = ωij(n) + ∆ωij(n) = ωij(n)− µ· ∂E
∂ωij(n)
(4.5)
Le développement de l’expression du gradient de l’erreur permet de mettre en évi-















conservent une même expression quelque soit la couche















Cependant, le terme ∂E
∂yj
voit son expression être modifiée pour les différentes
couches du perceptron, en effet, la valeur de l’erreur E est dépendante de yj, selon
la couche j considérée.
6. Le coefficient 1/2 permet d’effectuer des simplifications dans la suite du développement
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4.3.4.2 Cas de la couche de sortie
Dans le cas de la couche de sortie, la rétropropagation de l’erreur a pour objectif de







= j · − 1 = −j (4.9)




= −j ·φ′(Ψj)· yi (4.10)
D’après (4.6), le terme de mise à jour ∆ωij est alors définie par (4.11). Cette équation
est plus connue sous le nom de règle de Widrow-Hoff ou règle du delta, où δj est le
gradient local (4.12).
∆ωij = µ· j ·φ′(Ψj)· yi = µ· δj · yi (4.11)
δj = j ·φ′(Ψj) (4.12)
4.3.4.3 Cas d’une couche cachée
Dans le cas d’une couche cachée, le terme δE
δyj
désigne la variation de l’erreur obser-
vée sur la couche de sortie par rapport à la variation de la sortie de la couche courante
(4.13). Les indices j et i désignent toujours respectivement la couche courante et la























































CHAPITRE 4. OPTIMISATION TEMPS RÉEL DES TABLES HORAIRES
L’expression finale de la mise à jour ∆ωij dans le cas d’une couche cachée est
similaire à l’expression finale de l’équation (4.11), à la différence que le gradient local





4.3.4.4 Taux d’apprentissage et coefficient d’inertie
En plus du taux d’apprentissage µ, qui a pour but de contrôler l’amplitude de la mise
à jour des poids synaptiques, un autre paramètre est couramment ajouté pour aider
l’algorithme à s’extirper des extrema locaux : le coefficient d’inertie (ou momentum)
noté α. Ce terme a pour objectif d’empêcher la fonction erreur E de se stabiliser dans
un minimum local en ajoutant au terme de mise à jour ∆ωij(n) une fraction de la mise
à jour précédente ∆ωij(n− 1).
Le terme ∆ωij à l’itération n se définit alors par l’équation (4.16).
∆ωij(n) = −µ· δE
δωij(n)
+ α·∆ωij(n− 1) (4.16)
Le taux d’apprentissage et le facteur d’inertie doivent faire l’objet d’une étude atten-
tive pour assurer une diminution de l’erreur de prédiction au fil des itérations. D’après
LeCun [155] et [165], une méthode efficace pour dimensionner ces termes est de les
rendre dépendants de l’erreur globale du réseau. Ainsi, lorsque l’erreur de prédiction
devient faible, le réseau semble converger vers une réponse stable. Le taux d’appren-
tissage et le terme d’inertie doivent alors avoir une valeur relativement faible pour ne
pas perturber la convergence.
4.3.4.5 Normalisation des données
La normalisation des données d’apprentissage n’est pas une nécessité, mais il a
été remarqué qu’une convergence plus rapide était obtenue dans les applications où
les données d’entrées et de sorties sont normalisées [155], [166]. Ici, la normalisation
désigne l’action de réduire la taille de l’espace des données en la ramenant sur un inter-
valle ]0; 1[ ou ]− 1; 1[. Certains auteurs font aussi le choix de resserrer encore l’espace
de normalisation en se ramenant à l’intervalle ]0, 1; 0, 9[. Cependant chaque problème
étant unique, il convient de choisir l’intervalle de normalisation le plus approprié afin
de réduire le temps de convergence de l’apprentissage.
Plusieurs raisons expliquent l’intêret d’effectuer une normalisation des données :
— La normalisation des données d’entrées permet de donner une importance égale
à chacune des composantes du vecteur d’entrée sans tenir compte des valeurs
réelles de ces composantes, ni de leurs unités respectives.
— La normalisation permet également de diminuer la difficulté du calcul numérique
(ici, la rétropropagation de l’erreur) en permettant un conditionnement faible du
problème d’apprentissage. Cette notion de conditionnement fait appel à des théo-
ries mathématiques qui ne seront pas explicitées ici, mais le lecteur intéressé peut
se référer aux travaux de [167] qui étudie précisément l’impact du conditionne-
ment sur l’apprentissage des réseaux de neurones, mais également sur l’influence
d’autres facteurs comme le taux d’apprentisage ou le momentum.
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— La normalisation des données permet également d’éviter les effets de saturation :
lorsque les signaux reçus par les neurones sont très supérieurs à 1, les fonctions
d’activations sont saturées et transmettent en sortie une valeur proche de leurs
limites de variations. Ainsi, pour des fonctions d’activation de type sigmoide, ou
hyperbolique, dès que la combinaison linéaire des entrées est supérieure en valeur
absolue à 3, la sortie renvoyée est proche de 1 en valeur absolue. Ainsi, pour toute
valeur supérieure en entrée, la réponse ne variera que très peu.
— Dans le cas des problèmes de régression, [155] précise qu’il est généralement utile
de centrer les données d’apprentissage autour de 0 et d’effectuer une normalisa-
tion permettant d’obtenir une covariance 7 de 1 pour toutes les données. La mise
à l’échelle permet alors d’équilibrer la manière dont l’algorithme de rétropropa-
gation va modifier les coefficients synaptiques connectés à la couche d’entrée.
Le choix de l’intervalle de normalisation dépend également du problème traité. Seul
un paramétrage par essais et erreurs peut permettre de déterminer la meilleure plage
de variation de la normalisation. Cependant, une méthode assez simple pour avoir
une idée de l’intervalle de normalisation est de déterminer quel intervalle est le plus
susceptible de faire converger l’apprentissage en fonction du nombre de données d’en-
trée, de la valeur des sorties souhaitée, du nombre de couches cachées et des fonctions
d’activation sur chaque couche. En d’autres termes, il est nécessaire d’évaluer le pro-
cessus de propagation de l’information dans le réseau avant de choisir la méthode de
normalisation.
4.3.4.6 Définition de l’erreur d’apprentissage
L’évaluation des performances d’estimation du RNA sur la base d’évaluation re-
quiert de mettre en place plusieurs types d’erreurs d’estimation afin de suivre l’évolu-
tion de l’apprentissage et de s’assurer que celui-ci converge correctement vers l’erreur
minimale admise Emin. [168]
La racine de l’erreur quadratique moyenne notée RMSE (4.17) est la plus courante






(Ok − Yk)2 (4.17)
L’erreur quadratique relative notée RSE (4.18) compare l’erreur quadratique par
rapport à la variance de l’estimation, il est possible de trouver cette erreur sous le nom
d’erreur quadratique moyenne normalisée puisque le dénominateur est égal au produit
de la variance estimée de la série σ2 par le nombre de cas d’apprentissage dans la
base de données. Ce type d’erreur présente l’avantage que sa valeur n’augmente pas
proportionnellement à la taille de la base de données. En outre, la normalisation par
la variance permet de comparer des séries d’amplitudes différentes [169]. Le terme Yk














7. L’utilisation d’une covariance permet de spécifier la dispersion des données : c’est une mesure
qui caractérise l’écart entre les données par rapport à leurs espérances mathématiques respectives. La
covariance étudie donc la variation des variables entre elles.
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L’erreur absolue moyenne notée MAE (4.19) offre un indicateur sur la déviation





|Ok − Yk| (4.19)
Le taux d’erreur moyen noté MPE (4.20) intégre un facteur de mise à l’échelle afin









Généralement, il est supposé que le bruit entachant les données est supposé suivre
une distribution gaussienne. Dans le cadre de cette thèse, nous ne disposons pas des
outils mathématiques pour effectuer la démonstration d’une telle hypothèse. De fait, un
autre type d’erreur est introduit : l’erreur Laplacienne normalisée notée NLE (4.21).
Comme son nom l’indique, la NLE présume que le bruit des données suit une distri-
bution laplacienne et de la même manière que l’erreur RSE, la NLE subit une mise






|Yk − Yk| (4.21)
Dans [168], l’auteur implémente les erreurs MSE, RSE, MAE et MPE afin de com-
parer les performances de cinq types de RNA ayant appris la même base de données.
Le suivi de l’évolution de ces erreurs permet alors entre autres choses de savoir s’il
est nécessaire de modifier le paramétrage du RNA ou d’arrêter le processus en cas de
stagnation des erreurs d’estimation.
4.3.4.7 Implémentation de l’algorithme
L’algorithme de rétropropagation, dans la version basique d’un apprentissage su-
pervisé, est composé des étapes présentées dans l’algorithme 8.
Algorithme 8 Algorithme de rétropropagation du gradient de l’erreur
Entrée(s) Base d’apprentissage composée de Ncas-couples (In,On)
Initialiser la structure du PMC, les coefficients synatiques ωij de toutes les couches
et définir les fonctions d’activation de chaque couche.
Tant que E est supérieur au critère d’arrêt Faire
Pour n = 1 : Ncas Faire
Propager le signal d’entrée In sur les couches du PMC (4.4a & 4.4b)
Calculer la sotie du réseau (4.4b pour la couche de sortie)
Calculer l’erreur d’estimation par l’équation (4.3)
Mettre à jour les poids synaptiques par l’équation (4.16)
Fin du Pour
Fin du Tant que
Sortie(s) Coefficients synatiques entrainés ωij
La mise en œuvre de l’algorithme 8 nécessite de définir certains paramètres :
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Le critère minimal d’estimation Emin. L’algorithme de rétropropagation doit ité-
rer la modification des poids synaptiques jusqu’à ce que le coût de la fonction
E converge vers Emin. Ce critère est choisi de manière à arrêter l’apprentissage
lorsqu’une précision suffisante est atteinte par le perceptron. En outre, il est éga-
lement nécessaire de vérifier qu’au cours de l’apprentissage, les différentes erreurs
d’estimation décroissent constamment. Une stagnation de ces erreurs sur un trop
grand nombre d’itérations amène le RNA à faire du sur-apprentissage (overfitting
en anglais) ce qui a pour conséquence principale de lui faire perdre ses capacités
de généralisation. En outre, un sur-apprentissage peut aussi survenir lorsque la
taille du réseau de neurones est trop conséquente par rapport à la taille de la base
de données à apprendre : le RNA se comporte alors comme une table stockant
les cas d’apprentissage.
La taille de la base d’apprentissage. Une base d’apprentissage de taille impor-
tante impose une phase d’apprentissage longue afin de développer les capacités
de généralisation du RNA. Mais plus la base d’apprentissage est grande et plus
l’estimation du système est précise.
La méthode d’apprentissage. Lors de l’apprentissage deux modes d’apprentissage
peuvent être envisagés : l’apprentisssage oﬄine ou l’apprentissage online. Le pre-
mier consiste à présenter successivement tous les cas de la base d’apprentissage
au réseau de neurone afin de calculer une erreur moyenne à rétropropager alors
que dans le second, un cas d’apprentissage est sélectionné aléatoirement à chaque
itération, et l’erreur commise sur l’estimation de ce cas d’apprentissage est utili-
sée pour mettre à jour les coefficients synaptiques. L’apprentissage stochastique
en ligne est très souvent privilégié pour ses propriétés de convergence plus élevées
et sa meilleure capacité à suivre l’évolution de l’erreur de prédiction [170], [155].
Taux d’apprentissage µ et momentum α. Ces deux paramètres sont à choisir par
essais et erreurs pour définir le couple (µ, α) qui permet d’effectuer un appren-
tissage efficace le plus rapidement possible.
4.3.4.8 Performances de l’estimation
La base d’apprentissage permet au RNA de développer des capacités d’estimation
et de généralisation pour fournir la sortie la plus proche de la réponse attendue grâce
à l’algorithme de rétropropagation du gradient, puis la base de validation est utilisée
pour suivre l’évolution de l’erreur d’apprentissage et ainsi prendre les décisions adé-
quates sur la modification des paramètres de l’apprentissage ou la poursuite/arrêt du
processus d’apprentissage.
Lorsque les erreurs définies en section 4.3.4.6 ont atteint les seuils souhaités, il est
nécessaire d’effectuer une dernière validation des performances d’estimation du RNA
en évaluant son aptitude à fournir une estimation sur la base de test. Cette dernière
étape est indispensable pour certifier que le réseau est capable de fournir une estima-
tion fiable pour des points de fonctionnement non appris.
Dans ce contexte, deux critères sont classiquement utilisés : le premier est le coeffi-
cient de corrélation linéaire (CCL) noté R, appelé aussi coefficient de Bravais-Pearson,
qui permet de mesurer la qualité de l’estimation. Le CCL entre les sorties souhaitées et
les sorties produites par le réseau neuronal est défini par le rapport entre la covariance
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Ce coefficient est donc une mesure de l’intensité de la liaison linéaire unissant les va-
riables estimées et calculées. Le CCL est un nombre adimensionel défini sur l’intervalle
[−1; 1]. Un CCL de valeur nulle indique que les séries O et Y sont linéairement indé-
pendantes, tandis qu’un coefficient proche de l’unité indique une forte corrélation. Un
CCL négatif révèle que Y varie en sens inverse de O et inversement en cas de CCL
positif.
Le deuxième critère R2 est le coefficient de détermination (CD), il est défini par
(4.23), où le numérateur représente l’erreur quadratique de l’estimation tandis que
le dénominateur représente la variance des données. La formulation du CD est ainsi









Ce critère a pour objectif de donner une indication sur l’erreur d’estimation commise,
mais également sur la dispersion des valeurs estimées [171]. Pour un problème de ré-
gression, une valeur de R2 très proche de 1 est souhaitée à l’issue de l’apprentissage,
autrement dit le terme d’erreur doit tendre vers 0 (RSE ≈ 0).
Dans la pratique, ce critère est une sécurité supplémentaire qui n’a pas réellement
d’intérêt sous l’hypothèse d’un suivi adéquat de la décroissance des erreurs d’estimation
commises sur la base de validation. Cependant, il s’agit d’un critère universel de qualité
de la régression qui permet de comparer les performances de convergence de divers
algorithmes d’apprentissage.
4.3.5 Description des cas d’étude
Les performances de la méthodologie de conception d’un estimateur neuronal sont
évaluées selon deux aspects : la précision de l’estimation et la rapidité de l’estimation.
Pour cela, l’étude des performances de l’estimateur est effectuée sur deux cas
d’étude. Le premier cas d’étude consiste à estimer les puissances électriques vues par un
carrousel de 16 trains sur un tour de boucle à un intervalle donné. Le second cas d’étude
est un peu plus complexe et consiste à estimer les puissances électriques vues par un
carrousel de 16 trains sur un tour de boucle pour l’ensemble des intervalles d’exploi-
tation possibles : un carrousel établi de 16 trains est d’abord modélisé puis le modèle
énergétique lié au déplacement des trains est résolu itérativement pour connaitre à
chaque pas de temps les flux de puissance aux bornes des trains. Le processus est
répété pour simuler le fonctionnement du carrousel pour les différents intervalles pos-
sibles. Les données issues de ces simulations sont ensuite présentées au réseau neuronal
via un apprentissage supervisé. Un pas d’échantillonnage de 1s est utilisé, ce qui donne
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une base de données constituée d’environ 3000 cas d’apprentissage pour chaque inter-
valle possible.
Le second cas d’étude est composé d’environ 12 fois plus de données que le premier
cas d’étude, ce qui permet d’effectuer une comparaison de la méthodologie proposée
pour différentes tailles de base de données.
Dans ces deux cas d’études, la base d’apprentissage est composée de 70% des don-
nées, tandis que les bases de validation et de test sont composées respectivement de
20 et 10% des données. Ainsi, les performances de l’estimation sont évaluées en ne
connaissant que 70% des points de fonctionnement du système, ce qui permet de véri-
fier la capacité de généralisation du RNA.
Il est à noter que la rapidité de l’estimateur concerne le temps de calcul nécessaire
à l’estimation d’un certain nombre de points de fonctionnement et non le temps d’ap-
prentissage. En effet, plus le problème à approximer est complexe, plus il sera nécessaire
d’allouer un temps d’apprentissage conséquent afin que l’estimateur puisse converger
vers le taux d’erreur Emin souhaité.
En plus du critère d’arrêt Emin, un critère supplémentaire basé sur la valeur du
coefficient de corrélation est défini afin que les bases de validation et de test jouent un
rôle dans la décision de stopper l’apprentissage.
4.3.6 Performances de l’estimateur neuronal
4.3.6.1 Précision de l’estimation
4.3.6.1.1 Évolution des erreurs d’apprentissage sur la base de validation
Au fil des expérimentations, trois erreurs se sont avérées utiles pour suivre l’évolu-
tion de l’erreur d’apprentissage : RMSE, RSE et NLE (figures 4.9 et 4.10).











Figure 4.9 – Évolution des erreurs d’estimation sur la base de validation (cas 1).
L’erreur MAE a un comportement plus erratique au fil des itérations puisqu’elle
représente une moyenne absolue des écarts d’estimation, cependant sa valeur finale à
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l’issue de l’apprentissage est une bonne indication de la précision globale de l’estima-
tion sur l’ensemble des points de fonctionnement décrits dans la base de validation.











Figure 4.10 – Évolution des erreurs d’estimation sur la base de validation (cas 2).
La décroissance continue des erreurs sur les figures 4.9 et 4.10 est une première
indication de la validité de l’architecture neuronale et du paramétrage de l’algorithme
de rétropropagation.
De ce point de vue, seules les premières itérations présentent un intérêt puisque à
partir d’un certain moment l’évolution des erreurs d’estimation n’est plus perceptible.
Ainsi, la première phase de décroissance rapide peut être assimilée à la phase de
généralisation tandis que la seconde phase peut être vue comme une phase de spécia-
lisation.
En revanche, l’erreur MPE est inadaptée pour suivre l’évolution de l’erreur d’ap-
proximation. En effet, pour plusieurs cas d’apprentissage, la sortie attendue est proche
d’une valeur nulle ce qui engendre une MPE très élevée. De fait, cette erreur n’est pas
considérée dans le reste de l’étude.
4.3.6.1.2 Évolution des coefficients de corrélation et de détermination sur
la base de test
L’évolution du coefficient de corrélation et du coefficient de détermination pour les
deux cas d’études sont exprimés par les figures 4.11 et 4.12.
La convergence des coefficients semble plus rapide dans le deuxième cas d’étude.
L’une des raisons est que la base d’apprentissage du deuxième cas d’étude est composée
de 12 fois plus de données que le premier cas d’étude.
A chaque itération le réseau neuronal ajuste ses poids synaptiques pour adapter
son estimation à un plus grand nombre de points de fonctionnement, ce qui entraîne
une vitesse initiale de convergence plus élevée.
En revanche, la convergence finale vers une valeur proche de 1 est beaucoup plus
longue à obtenir pour les mêmes raisons.
L’allure de ces courbes renseigne également sur l’adéquation de l’architecture du
réseau neuronal et des paramètres de l’algorithme de rétropropagation avec le problème
à estimer.
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— Une évolution plus irrégulière de ces courbes aurait ainsi mis en évidence que le
taux d’apprentissage et le momentum ont des valeurs trop élevées ce qui ne permet
pas à l’algorithme de rétropropagation de converger dans de bonnes conditions.
— Une convergence des coefficients vers une valeur très inférieure à 1 aurait signifié
que l’architecture du RNA n’est pas suffisante pour développer des propriétés
de généralisation. De même, une lente convergence peut également signifier que
l’architecture du RNA est surdimensionnée.








Figure 4.11 – Évolution de la corrélation entre données estimées et calculées (cas 1).








Figure 4.12 – Évolution de la corrélation entre données estimées et calculées (cas 2).
4.3.6.1.3 Représentativité de la base de test
A l’issue de l’apprentissage, le coefficient de corrélation et le coefficient de détermi-
nation issus de l’évaluation de la base de test ont une valeur très proche de 1, ce qui
implique que le RNA a développé des capacités de généralisation permettant de donner
une bonne estimation sur de nouveaux points de fonctionnement.
Les figures 4.13 et 4.14 représentent une analyse graphique de la corrélation sur
l’ensemble de la base de données initiale.
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Figure 4.13 – Corrélation entre données estimées et calculées (cas 1).
L’abscisse correspond aux données calculées O et l’ordonnée aux données estimées
Y . L’intérêt de ces graphiques est de visualiser les performances d’estimation sur l’en-
semble des points de fonctionnement du système.
Dans les deux cas d’étude, l’apprentissage a été effectué jusqu’à ce que le coefficient
de corrélation atteigne une valeur de 0,995.
Figure 4.14 – Corrélation entre données estimées et calculées (cas 2).
Sur ces figures, l’enveloppe convexe représente la dispersion entre les données cal-
culées et estimées. En théorie, un estimateur parfait verrait l’enveloppe convexe être
confondue avec la droite de régression de pente unitaire.
Ainsi, la surface décrite par l’enveloppe convexe est définie comme un critère de
dimensionnement supplémentaire pour choisir l’architecture du réseau neuronal la plus
adaptée au problème.
Un sous-objectif de la méthodologie pourrait alors être de déterminer l’architecture
neuronale et les paramètres de l’algorithme d’apprentissage permettant de minimiser
l’aire de l’enveloppe convexe.
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4.3.6.1.4 Visualisation de l’erreur d’apprentissage
Les figures 4.15 et 4.16 proposent une comparaison entre données calculées et esti-
mées pour les 500 premières secondes de fonctionnement de la base de données pour
les deux cas d’études. Elles constituent une illustration objective de la précision des
estimateurs.


























) Calcul par heuristique
Estimation par RNA
Figure 4.15 – Comparaison entre les données estimées et calculées (cas 1).





















) Calcul par heuristique
Estimation par RNA
Figure 4.16 – Comparaison entre les données estimées et calculées (cas 2).
Ces figures sont obtenues en sommant les puissances électriques aux bornes des
trains. Logiquement, la puissance globale résultante devrait être strictement positive
quelles que soient les conditions d’exploitation des carrousels, cependant la résolution
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itérative permet de calculer les flux de puissance vus par les trains avec une certaine
erreur, ainsi la sommation des données calculées et estimées peut être légèrement né-
gative du fait de cette marge d’erreur.
En théorie, le critère d’arrêt de la résolution itérative devrait donc être affiné pour
réduire l’erreur commise, cependant le gain en précision pour la méthodologie globale
serait nul puisque comme il est montré par la suite, une consommation énergétique du
carrousel faible voire négative transmet la même information : la synchronisation des
trains est optimale.
En effet, l’objectif final de la méthodologie n’est pas de déterminer précisément la
consommation énergétique de la ligne, mais de définir dans quelles conditions d’ex-
ploitation cette consommation est minimisée. Ainsi, la plage de fonctionnement où
l’estimateur neuronal produit la plus grande erreur est paradoxalement celle où cette
erreur a le moins d’impact sur la prise de décision.
4.3.6.1.5 Remarques sur la précision de l’estimation
Précédemment, il a été fait mention de l’occurrence de deux phases lors de l’appren-
tissage : une phase de généralisation et une phase de spécialisation. Dans le cas d’une
base de donnée de petite taille, la phase de spécialisation peut se transformer en phase
de sur-apprentissage lorsque la phase d’apprentissage est prolongée excessivement pour
améliorer l’estimation du réseau neuronal.
Ce problème de sur-apprentissage est surmonté dès lors que la taille de la base de
données augmente. En effet, un sur-apprentissage sur une base de données exhaustive de
tous les points de fonctionnement du système n’est rien de plus que l’objectif primaire
visé lors de la conception de l’estimateur.
4.3.6.2 Rapidité de l’estimation
Le tableau 4.2 dresse un bilan des performances de l’estimateur en terme de pré-
cision et de rapidité. Le speedup lié à l’utilisation de l’estimateur est plus important
lorsque le nombre de points de fonctionnement à estimer est faible.
Par la suite, nous privilégierons l’emploi de l’estimateur sur de faibles horizons
temporels d’une part pour maximiser le speedup et d’autre part car il n’est pas perti-











(Ndata ≈ 3.103) 18,23 s 0,14 s 130,2 0,0178
Cas 2
(Ndata ≈ 4.104) 205,80 s 2,76 s 74,6 0,0057
Tableau 4.2 – Récapitulatif des performances de l’estimateur.
Dans le deuxième cas d’étude, la MAE est plus faible que dans le premier cas
d’étude, ce qui suggère qu’en moyenne l’estimation est plus précise lorsque la taille de
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la base de données est plus importante.
Enfin, ce tableau valide la possibilité d’utiliser cette méthodologie pour une appli-
cation où le temps de réponse souhaité est de l’ordre de la dizaine de secondes.
4.4 Optimisation dynamique des temps d’arrêts en
station
4.4.1 Rappels des objectifs
Cette section a pour objectif d’adapter les travaux présentés au chapitre 3 sur
l’optimisation oﬄine des temps d’arrêt en station pour les rendre utilisables dans une
application en temps réel.
Pour cela deux défis doivent être relevés. D’une part réduire le temps de calcul des
méthodes d’optimisation et d’autre part intégrer les aléas d’exploitation qui peuvent
survenir dans le processus décisionnel.
Deux options peuvent être envisagées : premièrement, une amélioration des carac-
téristiques de l’unité de calcul et deuxièmement un apprentissage des résultats issus
de l’optimisation oﬄine. Dans un contexte industriel, cette première solution serait
envisageable mais non souhaitable pour des raisons de logistique et de coûts.
La deuxième solution est assez semblable à celle qui a été mise en œuvre dans la
section précédente et consiste à déduire des résultats de l’optimisation une politique de
décision robuste permettant de définir le temps de stationnement optimal de chaque
train en station.
Généralement, les travaux portant sur la commande optimale adoptent une dé-
marche qui consiste à calculer une trajectoire optimale puis à construire un contrôleur
pour suivre la consigne du système. Cette approche est adaptée à certains domaines
comme l’aéronautique ou l’animation 3D, où une trajectoire optimale peut être connue
a-priori.
Cependant, dans de très nombreux domaines comme la robotique ou la finance, la
dynamique du système n’est généralement pas prévisible, ce qui rend cette approche
inefficace.
Pour palier à ces inconvénients, de nouvelles méthodes mathématiques et algorith-
miques ont vu le jour pour calculer en ligne de nouvelles trajectoires optimales et ainsi
adapter la stratégie suivie par le système.
[172] dresse ainsi une étude assez complète concernant les méthodes mathématiques
qu’il est possible d’utiliser pour réaliser cet objectif.
4.4.2 Etat de l’art sur l’optimisation dynamique
Dans des conditions réelles d’exploitation, des perturbations de trafic influencent les
temps de parcours des trains, ainsi que les horaires d’arrivées et de départs en stations.
Une régulation de trafic est utilisée pour gérer ces perturbations de trafic et permettre
aux trains de respecter au maximum la table horaire initiale. Ainsi, un aléa subi par
un train peut être propagé à d’autres trains présents sur le réseau pour respecter les
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contraintes techniques d’exploitation définies par l’exploitant.
Dans cette section, une table horaire est dite robuste si celle-ci a la capacité d’ab-
sorber les aléas de trafic qui se produisent en temps réel.
Un grand nombre d’études ont été dédiées à la conception de tables horaires robustes
comme [173], [174],[175] ou encore [176]. Cependant, aucune planification hors-ligne ne
peut être assez robuste pour absorber tous les types d’aléas sans compromettre les
performances de la table horaire. De fait, il est nécessaire de modifier en temps réel
le planning horaire initial pour s’adapter aux modifications imposées par les pertur-
bations de trafic. Néanmoins, dans la pratique, la robustesse d’une table horaire est
largement dépendante de la régulation de trafic utilisée.
En 2015, Corman [177] a établi un état de l’art très exhaustif des travaux concernant
les différentes approches employées dans la littérature pour effectuer une replanifica-
tion en temps réel des tables horaires de lignes ferroviaires. De cette étude, plusieurs
enseignements peuvent être tirés.
D’une part, il est nécessaire d’avoir une bonne connaissance en temps réel du sys-
tème ferroviaire à replanifier (position, profil de vitesse, aléas de trafic,...). Ce premier
point est un pré-requis indispensable pour envisager une replanification efficace.
D’autre part, une vision probabiliste des états futurs du système est obligatoire
pour obtenir une aide à la décision pertinente et précise. En effet, sans connaissance de
l’évolution future du réseau ferroviaire, l’optimalité de la replanification ne peut être
assurée et est même fortement compromise, puisque cela revient à effectuer une étude
statique d’un système dynamique en connaissant uniquement les informations du sys-
tème au pas de temps courant. Cette vision probabiliste est assimilable à la capacité
d’anticiper l’évolution du système pour effectuer la replanification.
En outre, [177] met en lumière que la nature de la modélisation influence également
les performances de la replanification, que ce soit pour l’atteinte des objectifs initiaux,
la rapidité de la prise de décision ou le degré de précision de la planification (optimalité
de la prise de décision sur un horizon temporel).
Enfin, cette étude démontre surtout qu’il existe une très grande quantité d’ap-
proches différentes pour réaliser une même macro-tâche. Chacun de ces travaux présente
des spécificités, des avantages et désavantages qui dépendent avant tout des informa-
tions disponibles pour effectuer une replanification optimale en temps réel ainsi que
des objectifs visés. De fait, aucune méthode universelle ne résulte de cet état de l’art,
pour effectuer une optimisation dynamique des temps d’arrêt en station dans une ligne
ferroviaire de type métro automatique.
L’optimisation temps réel des temps d’arrêt en station semble donc être liée à
deux contraintes majeures : la rapidité d’exécution de la boucle d’optimisation et la
connaissance probabiliste de l’évolution future de l’état du système.
Il a alors été choisi d’étudier la possibilité d’utiliser une approche par apprentissage
par renforcement (AR) pour réaliser cette tâche d’optimisation en temps réel.
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4.4.3 Définition de l’apprentissage par renforcement
De tous temps, l’homme a utilisé un système de récompense/punition (également
appelés renforceurs) pour conditionner les actions des animaux qu’il souhaitait domes-
tiquer.
En associant ces signaux de renforcement aux actions de l’animal, il est possible de
lui faire adopter des comportements différents suivant la nature du renforceur : l’animal
va chercher à maximiser les récompenses reçues et à minimiser ses punitions [178].
Le cerveau humain exploite ce principe de récompense/punition à travers la sécré-
tion de dopamine produite par les ganglions de la base afin de renforcer les connections
synaptiques entre les neurones. Les travaux de Berridge et Robinson [179] constituent
en ce sens une étude intéressante sur le fonctionnement neuro-chimique du système
nerveux humain.
L’apprentissage par renforcement définit l’interaction entre un agent et son envi-
ronnement : dans un état sn de l’environnement, l’agent choisit et exécute une action
an ce qui provoque une transition vers l’état sn+1. L’agent reçoit alors le signal de ren-
forcement rn correspondant au bénéfice que l’action an a eu sur l’atteinte de l’objectif
de l’agent.
Ce signal de renforcement est ensuite utilisé pour améliorer la politique de décision,
à savoir, la séquence d’action optimale à effectuer pour maximiser les récompenses re-
çues et ainsi atteindre l’objectif fixé.
Dans cette section, un épisode est défini comme une série d’expériences permettant
à un agent de partir d’un état initial et d’arriver à un état terminal. L’agent se déplace
d’état en état en effectuant des actions et en observant les signaux de renforcement qui
vont orienter sa recherche d’une politique optimale.
4.4.3.1 Processus de décision markovien
En 1957, Bellman pose les bases de l’apprentissage par renforcement en introdui-
sant la notion de programmation dynamique, dans le but de concevoir des méthodes de
contrôle optimal pour des systèmes dynamiques discrets et stochastiques. Dans [180], il
explicite la notion de processus de décision markovien (PDM), afin de caractériser l’évo-
lution d’un système suivant une succession d’états distincts, où les actions entreprises
dépendent d’une fonction probabiliste de transition.
La figure 4.17 illustre le déroulement d’un PDM pour un agent qui part d’un état
initial s0 pour atteindre un état final sn. Chacune des actions entreprises dans les








Figure 4.17 – Illustration d’un processus de décision markovien.
En 1988, Sutton et Barto effectuent une formalisation mathématique des algo-
rithmes d’apprentissage par renforcement et généralisent le principe de commande
optimale par l’utilisation de PDM [181], [182].
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Un PDM se caractérise par le fait que l’agent doit résoudre séquentiellement des
problèmes de décisions, où chaque décision courante influence la résolution des pro-
blèmes suivants et également, par l’incertitude des conséquences de chacune des actions
possibles dans un état donné.
Ce type de problème est formalisé mathématiquement par le quadruplet {S,A, P,R},
où S est l’ensemble des états du système, A est l’ensemble des actions pouvant être
accomplies par l’agent, P est une fonction de transition représentant la probabilité
pour l’agent de se retrouver dans l’état suivant s′ après avoir effectué l’action a dans
un état s et R est la fonction de récompense du système représentant la probabilité
pour l’agent de recevoir une récompense r en ayant effectué l’action a dans un état s.
Une variable T représentant l’axe temporel des décisions peut également être introduite
lorsque l’évolution du système ou les paramètres du PDM sont dépendants du temps
[183].
Un problème dépendant du temps se caractérise notamment par le principe de cau-
salité : il n’est pas possible de revenir en arrière une fois qu’une action a été effectuée.
La résolution d’un PDM consiste alors à contrôler l’agent pour qu’il effectue les ac-
tions lui permettant d’optimiser les récompenses reçues tout au long de son interaction
avec l’environnement.
La notion de politique ou stratégie, notée pi, est introduite pour qualifier la décision
qui amène l’agent à effectuer une action dans un état donné. Un état du système
est alors défini par (4.24), où pi(st) représente l’action effectuée dans l’état st sous la
politique pi.
st+1 = P (st, pi(st)) = P (st, at) (4.24)
4.4.3.2 Critères de performance
La définition de critères de performance ambitionne de caractériser la politique sui-
vie par l’agent apprenant. Différents critères de performances peuvent être employés
pour évaluer une politique en mesurant le cumul des signaux de renforcement espérés
le long d’une trajectoire.
Un critère fini Cf est une somme des récompenses immédiates et futures qui assigne
le même poids à toutes les étapes de la trajectoire tandis qu’un critère actualisé Ca
introduit la notion de facteur de dépréciation pour régler l’importance des récompenses
futures par rapport aux récompenses immédiates.
L’expression de l’espérance du critère fini est rappelée par l’équation (4.25) où m
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Le facteur γ simule la confiance que l’on peut avoir dans l’estimation d’une récom-
pense future probable ; plus la valeur de γ est élevée, plus l’agent aura confiance dans
la vision à long terme des récompenses reçues en suivant la trajectoire définie par la
politique pi.
Le critère actualisé est particulièrement utilisé pour traiter les PDM où il existe une
forte incertitude sur les décisions prises sur un horizon lointain en suivant la politique
courante. Dans notre étude, l’utilisation de ce critère permet de probabiliser la vision
à long terme et est donc privilégiée par rapport au critère fini.
D’autres critères comme le critère total (cumul des récompenses obtenues sur un
temps infiniment long) et le critère moyen (moyenne des récompenses sur l’horizon de
prédiction) peuvent également être employés mais ne sont pas développés ici, car ils ne
présentent pas d’intérêt pour l’étude.
4.4.3.3 Fonction valeur
La fonction valeur en un état donné correspond à l’espérance des récompenses
immédiates et futures en suivant la politique pi. Pour un critère actualisé, la fonction
valeur est définie comme la somme pondérée des récompenses futures en suivant la





Le problème de contrôle optimal consiste alors à déterminer la politique optimale
notée pi∗ qui maximise les récompenses perçues par l’agent. Pour cela, il s’agit de
sélectionner les actions qui maximisent les récompenses reçues. La fonction valeur vérifie
alors l’équation de Bellman (4.28), dont l’unique solution est la fonction valeur optimale
que l’on note V pi∗.
Le principe d’optimalité de Bellman appliqué à la fonction valeur permet de relier




(R(s, a) + γ
∑
s′∈S
P (s′|s, a)V pi∗(s′) ∀s ∈ S (4.28)
De (4.28), il est possible de déduire la définition de la politique optimale pi∗ (4.29).
pi∗(s) = arg max
a∈A
(R(s, a) + γ
∑
s′∈S
P (s′|s, a)V pi∗(s′) ∀s ∈ S (4.29)
4.4.3.4 Fonction de valeur état-action
Un agent peut également caractériser ses interactions avec l’environnement via la
fonction de valeur état-action Q, que l’on peut retrouver sous l’appellation fonction
Qualité. Cette fonction mesure la qualité d’une paire état-action pour une politique pi
fixée.
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La fonction valeur se définit ainsi comme la moyenne des Qpi(s, a) pondérées par la
probabilité de chaque action (4.30a).
La fonction Q est particulièrement utile pour déterminer le comportement optimal
le plus probable d’un agent situé dans un état courant. L’expression de la fonction





pi(s, a)Qpi(s, a) (4.30a)
Qpi
∗(s, a) = (R(s, a) + γ
∑
s′∈S
P (s′|s, a)V pi∗(s′) (4.30b)
4.4.4 Paramétrage de l’apprentissage par renforcement
4.4.4.1 Model-free vs Model-based / exploration vs exploitation
Il convient de différencier les méthodes d’apprentissage par renforcement utilisant
un modèle de l’environnement (model-based) et celle sans modèle (model-free). L’ap-
prentissage model-based a pour objectif d’apprendre les fonctions de transitions P et
de récompenses R pour déterminer la stratégie optimale pi∗. A l’inverse, l’apprentissage
model-free tente d’estimer directement la fonction de valeur état-action Q∗ sans étudier
les fonctions P et R.
Ces deux modes d’apprentissage par renforcement s’opposent par quelques proprié-
tés caractéristiques. L’apprentissage model-based nécessite une longue phase d’explo-
ration pour déterminer précisément pour chaque point de fonctionnement du système
les fonctions P et R afin d’en déduire ensuite une politique décisionnelle optimale.
Dans le cas de problèmes possédant un vaste espace état-action, ce type d’apprentis-
sage peut donc s’avérer extrêmement gourmand en temps de calcul voire, dans le pire
des cas, impossible à mettre en œuvre pour explorer l’ensemble des couples état-action.
L’apprentissage model-free, est une approche gloutonne dans le sens où lors de l’ap-
prentissage, l’agent va tenter de maximiser les récompenses reçues en exploitant systé-
matiquement les actions menant aux valeurs de Q(s, a) les plus grandes. Cette méthode
est donc à dominante exploitante et est en théorie plus rapide qu’une méthode model-
based, puisqu’il n’est pas nécessaire d’explorer tous les couples état-action possibles
pour obtenir une politique décisionnelle optimale 8 .
En pratique, il n’est pas souhaitable d’utiliser une méthode purement exploratrice
ou exploitante. En effet, si on se ramène au problème d’optimisation de la consom-
mation énergétique d’une ligne de métro, il peut s’avérer nécessaire de dégrader une
synchronisation de trains à un instant pour générer une meilleure synchronisation dans
le futur.
En outre, en considérant un exemple totalement décorrelé de la présente étude :
l’apprentissage d’un jeu d’échec, il est parfois nécessaire de sacrifier une pièce pour se
trouver par la suite dans une position plus favorable.
8. Plus généralement, les politiques obtenues par cette approche sont dites sub-optimales car pour
des problèmes complexes, il est possible de juger si une politique mène à l’objectif fixé, mais il n’est
souvent pas possible de connaitre la politique optimale du problème.
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Cette notion est connue sous le nom de compromis exploration-exploitation. L’étude
de ce compromis a fait l’objet de nombreuses publications comme [184].
Lorsque l’atteinte de l’objectif nécessite de passer par de nombreux états présen-
tant des récompenses négatives ou de faibles signaux de renforcement, une politique à
dominante exploratrice est plus appropriée. A l’inverse, dans le cas de jeu de plateaux
(échecs, othello, backgammon,...), une stratégie basée majoritairement sur l’exploita-
tion peut s’avérer plus bénéfique pour trouver la politique optimale.
Dans un problème industriel présentant des fortes non linéarités, une hybride entre
exploration et exploitation semble être l’approche la plus appropriée qui, bien que néces-
sitant un temps de calcul plus important qu’une stratégie gloutonne, permet d’obtenir
une meilleure connaissance du système étudié.
Dans la suite du manuscrit, une fonction de transition basée sur une distribution
de Boltzmann-Gibbs est utilisée (4.31) [185], [186].





Dans l’équation (4.31), le terme τ est une variable dont le but est de moduler le
caractère stochastique de la fonction de transition P . Une valeur élevée de τ entraîne
une sélection aléatoire tandis qu’une valeur faible tend à rendre la sélection des actions
gloutonne. De plus, de par sa définition, cette règle de sélection présente l’avantage de
donner plus de place à l’exploration des actions possibles quand les valeurs de Q(s, a)
sont dans le même ordre de grandeur, et de privilégier l’exploitation quand une action
semble être beaucoup plus bénéfique que les autres. De plus, l’utilisation d’une règle
de décroissance progressive du facteur τ permet d’accélérer la convergence de certaines
méthodes, introduites dans la suite du développement, vers la politique optimale en
favorisant aux premières itérations l’exploration puis l’exploitation des résultats dans
les dernières itérations [187].
4.4.4.2 Caractéristiques de l’environnement
Suivant le problème traité, l’interaction entre l’agent et son environnement peut
être caractérisée selon différents aspects :
Le niveau de perception de l’agent. Dans certains cas de figures, il peut être dif-
ficile pour l’agent de percevoir l’intégralité de l’état de l’environnement.
Le déterminisme de l’espace état-action. L’environnement est dit déterministe
lorsque l’état suivant du système est complètement défini par le couple état-action
courant. Cependant, même dans cette éventualité, la perception qu’a l’agent de
son environnement peut être incomplète s’il n’a pas accès à l’intégralité des in-
formations concernant l’état courant de l’environnement.
La dynamique du système étudié. Un environnement est dit dynamique lorsque
l’état du système peut varier au cours de la prise de décision et il est dit statique
dans le cas contraire.
La nature de l’interaction. L’interaction agent-environnement est dite épisodique
lorsque celle-ci peut être divisée en événements appelés épisodes. Un épisode
consiste alors en un cycle perception-action-renforcement : l’agent perçoit l’état
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du système puis choisit l’action appropriée à effectuer et reçoit enfin une récom-
pense de son environnement.
La nature de l’espace état-action. Lorsque le nombre d’état et d’action possibles
est fini, cet espace est dit discret, et il est continu dans le cas inverse.
L’analyse de ces aspects permet de sélectionner la méthode ou l’algorithme le plus
adapté pour solutionner le problème étudié.
4.4.5 Programmation dynamique
La programmation dynamique est une méthode algorithmique dont la philosophie
est de considérer qu’un problème d’optimisation est composé d’un ensemble de sous-
problèmes. La solution optimale du problème global est alors obtenu à partir des solu-
tions optimales des sous-problèmes.
Sous l’hypothèse d’un PDM avec des ensembles S et A finis, les équations issues
du principe d’optimalité de Bellman permettent d’estimer les fonctions V pi∗ et Qpi∗ afin
d’en déduire la politique optimale pi∗
Dans le cadre de la résolution d’un PDM par programmation dynamique, il existe
deux approches : l’itération sur les valeurs et l’itération sur les politiques.
L’itération sur les valeurs est l’approche la plus classique et se base sur l’utilisation
de la formulation du principe d’optimalité de Bellman appliqué à la fonction valeur
(4.32). Une légère modification de la notation de l’équation (4.28) permet de mettre





(R(s, a) + γ
∑
s′∈S
P (s′|s, a)V pi∗n(s′) (4.32)
Le principe de l’itération sur les politiques est d’utiliser une politique pin, puis
d’évaluer la fonction valeur V pin issue de cette politique et d’améliorer cette politique
par une règle gloutonne pour déterminer la politique suivante pin+1 (4.33). L’itération
se termine lorsqu’aucune évolution n’est observée entre deux politiques successives.
pin+1(s) = arg max
a∈A
(R(s, a) + γ
∑
s′∈S
P (s′|s, a)V pin(s′) (4.33)
Le cadre de la programmation dynamique correspond à la résolution la plus simple
et intuitive d’un PDM. D’autres méthodes dérivées de la programmation dynamique
ont également été introduites par la suite pour solutionner des cas plus complexes où
la dynamique du système n’est pas connue ou difficilement identifiable [188].
4.4.6 Méthodes de Monte-Carlo
Une méthode de Monte-Carlo (MC) est une technique algorithmique destinée à
fournir une valeur approchée d’une quantité déterministe via un procédé probabiliste.
Un paradigme largement répandu pour illustrer cette méthode est l’estimation des
probabilités de chaque issue du jeu Pile ou Face. En lançant un grand nombre de fois
une pièce équilibrée, cela devrait mener à une équiprobabilité de tomber sur le côté pile
ou le côté face de la pièce. De fait, en réalisant suffisamment d’essais d’une expérience,
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il serait possible d’obtenir une estimation du comportement moyen du système lors de
cette expérience.
La méthode MC consiste alors à réaliser un grand nombre d’expériences et à enre-
gistrer pour chacune d’entre elles, les transitions et actions effectuées. Ainsi, au fur et à
mesure des expériences, la fonction valeur associée à chaque état se rapproche de la va-
leur exacte de l’état pour la politique suivie. L’estimation de la fonction V s’apparente
ainsi à un moyennage des récompenses reçues lors des différentes expériences.
En utilisant un critère actualisé, la fonction récompense R pour chaque épisode est
définie par (4.34a) et la fonction valeur V est mise jour par la règle (4.34b), où m est












Comme le rappelle [189], une méthode de Monte-Carlo est généralement utilisée
pour calculer les propriétés statiques d’un système et non ses propriétés dynamiques
puisqu’il est nécessaire de réaliser un certain nombre d’expériences pour en déduire une
politique efficace. Cependant, sous l’hypothèse d’un nombre d’expériences suffisant, une
méthode MC peut s’avérer efficace pour étudier la dynamique d’un système.
4.4.7 Méthodes de différences temporelles
Les méthodes de différences temporelles (TD pour Temporal Difference) sont une
hybridation des méthodes de programmation dynamique et de Monte-Carlo, présentées
initialement dans les travaux de [190]. Une méthode TD définit ainsi une politique dé-
cisionnelle en se basant sur une série d’expériences et sur les observations du système
pour différents points de fonctionnement.
L’apprentissage par TD se subdivise en deux catégories : la prédiction et le contrôle.
Le problème de prédiction consiste à déterminer la récompense actualisée en suivant
la politique pi à partir d’un état s, ce qui revient à prédire la fonction valeur V . Le
problème de contrôle, quant à lui, consiste à apprendre la récompense actualisée obte-
nue en suivant la politique pi, en effectuant l’action a dans un état s, ce qui revient à
déterminer la valeur de la fonction Q.
La variante TD(0) est la forme la plus simple de la méthode TD. L’argument 0
de la méthode désigne le fait que l’agent a une vision minimaliste : en suivant la
politique pi dans un état sk, l’agent n’a accès qu’aux informations rk et sk+1. Ces
informations permettent ensuite de mettre à jour l’approximation de la fonction V , en
évaluant l’évolution de V en passant de sk à sk+1 via le système (4.35), où α est le taux
d’apprentissage.
{
V prediction = rt+1 + γV pin(sk+1)− V pin(sk) (4.35a)
V pin+1(sk) = V pin(sk) + α V prediction (4.35b)
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Par rapport à la méthode de Monte-Carlo qui attend la fin d’un épisode pour mettre
à jour la fonction V , cette méthode de mise à jour permet de recalculer une nouvelle
politique au fil des observations de l’agent et ainsi orienter la recherche de l’agent vers
les états jugés les plus prometteurs.
Néanmoins, dans un environnement dont l’évolution est incertaine, il est nécessaire
de connaitre la probabilité de transition. Ainsi, il s’avère plus pertinent d’effectuer un
apprentissage de la fonction Q afin d’effectuer un contrôle plus efficace du problème
pour que l’agent atteigne son objectif.
4.4.7.1 Mise à jour de la stratégie
L’utilisation de la fonction valeur état-action est privilégiée car elle permet un
meilleur contrôle du problème en spécifiant clairement l’intérêt d’une action dans un
état donné. La mise en équation de la fonction Q est très similaire à celle de la fonction
V (4.36).
{
Qprediction = rt+1 + γQpin(sk+1, ak+1)−Qpin(sk, ak) (4.36a)
Qpin+1(sk, ak) = Qpin(sk, ak) + α Qprediction (4.36b)
L’évaluation et l’amélioration des stratégies déterminées par une méthode TD peuvent
se faire de deux manières.
Une méthode on-policy La politique suivie est mise à jour au cours des expériences
réalisées. L’estimation des performances de la politique se fait en prenant des
décisions basées sur cette même politique, autrement dit, le coût de l’exploration
est pris en compte lors de la mise à jour de la fonction Q.
Une méthode off-policy La stratégie optimale pi∗ est estimée en suivant une po-
litique pi gloutonne effectuant à chaque fois l’action qui maximise le signal de
renforcement reçu.
Le choix de l’une ou l’autre de ces méthodes pour réaliser l’apprentissage d’une
tâche dépend principalement de la nature du problème à résoudre. Dans un exemple
présenté dans [190] mettant en compétition une méthode on-policy et une méthode
off-policy sur un même problème avec des complexités différentes, les auteurs mettent
en évidence la capacité d’une méthode on-policy à apprendre à éviter les mauvaises
actions. Le problème considéré consiste à déterminer la trajectoire la plus rapide allant
d’un point initial à un point final dans un environnement présentant des positions
néfastes pour l’agent.
Un résumé des observations de [190] est proposé dans le tableau 4.3.
En outre, dans [191], l’auteur effectue une comparaison similaire sur un jeu d’othello
et montre qu’une méthode on-policy est plus rapide qu’une méthode off-policy à conver-
ger vers une bonne politique bien que la courbe d’apprentissage de la première méthode
soit assez instable.
La méthode off-policy souffre ainsi de l’exploitation d’une politique non optimale
lors des essais effectués tandis qu’une méthode on-policy intègre les mauvaises décisions
prises dans la mise à jour de la politique.
Le choix de l’une ou l’autre de ces méthodes reste donc assez délicat à effectuer
puisque ce choix dépend du problème traité. Cependant, une méthode on-policy semble
plus propice à traiter des problèmes de grande dimension.
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• évite d’effectuer les







• évite d’effectuer les
actions menant à des
états néfastes
• trajectoire optimale
très lente à détermi-
ner
Tableau 4.3 – Comparaison des caractéristiques des méthodes on et off-policy pour deux
tailles de problèmes
4.4.7.2 Une méthode off-policy : Q-learning
La méthode Q-learning est assez similaire à la méthode TD(0), à la différence que
le Q-learning met à jour la fonction Q au lieu de la fonction V .

δoff = rk + γ max
ak∈A(sk)
Qpi(sk+1, ak+1)−Qpi(sk, ak)
Qpi(sk, ak) = Qpi(sk, ak) + α δoff
(4.37)
La règle de mise à jour de Q est donnée par (4.37). Il s’agit de la version la plus
simple de Q-learning avec un seul pas de vue vers l’avant. Les actions de l’agent sont
déterminées selon une politique pi mise à jour par une règle gloutonne.
Cette méthode présente l’avantage de ne pas prendre en compte le coût d’explo-
ration dans l’évaluation de la fonction Q, ce qui permet de constamment utiliser la
meilleure politique déterminée par la méthode.
En outre, ici, une stratégie gloutonne de sélection des actions est utilisée, cependant
comme il est expliqué en section 4.4.4.1, il est possible et même préférable d’utiliser
une fonction de transition différente, notamment pour intégrer la notion d’exploration
(4.31).
4.4.7.3 Une méthode on-policy : SARSA
À l’inverse de la méthode Q-learning, la méthode SARSA permet d’améliorer la
politique décisionnelle au fil de l’eau. L’agent sélectionne l’action à entreprendre en
suivant la politique courante pi puis met à jour la valeur de la fonction Q. Cette méthode
tire son nom du fait qu’elle nécessite de connaitre le quintuplet {sk, ak, rk, sk+1, ak+1}
à chacune des étapes k de l’épisode.
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δon = rk + γQpi(sk+1, ak+1)−Qpi(sk, ak)Qpi(sk, ak) = Qpi(sk, ak) + α δon (4.38)
La règle de mise à jour de la méthode SARSA est définie par (4.38). Cette règle se
démarque de celle du Q-learning par plusieurs caractéristiques. Premièrement, l’agent
connait l’action suivante qui sera effectuée et prend en compte cette information pour
la mise à jour de la fonction Q. Deuxièmement, la politique suivie pi bénéficie d’une
amélioration continue ce qui a pour effet d’accélérer l’apprentissage et la convergence
vers la politique optimale du problème [185].
Une fonction de transition similaire à (4.31) peut également être utilisée pour inciter
l’agent à effectuer une exploration, puis une exploitation dans les dernières étapes du
processus itératif.
4.4.7.4 Algorithme type de TD-learning
L’algorithme 9 présente un algorithme généraliste pour la mise en oeuvre des deux
variantes de TD-learning : la méthode SARSA et la méthode Q-learning. Dans cet
algorithme, les états et actions de l’itération suivante sont respectivement notés s′ et
a′.
Algorithme 9 Algorithme générique de TD-learning à un pas
1: Initialiser la politique pi suivie par l’agent
2: Pour tout a ∈ A , s ∈ S Faire
3: Initialiser la fonction Q(s, a)
4: Fin du Pour
5: Pour tout épisodes Faire
6: Initialiser l’état de départ s.
7: Si méthode on-policy Alors
8: a← pi(s)
9: Fin du Si
10: Tant que L’état final n’est pas atteint Faire
11: Si méthode on-policy Alors
12: Recevoir la récompense r et observer l’état suivant s′
13: a′ ← pi(s′)





19: Recevoir la récompense r et observer l’état suivant s′
20: Mettre à jour la fonction Q avec la règle (4.38)
21: s← s′
22: Fin du Si
23: Fin du Tant que
24: Fin du Pour
Il est à noter qu’en théorie, la convergence vers une politique optimale est assurée
lorsque chaque couple état-action a été visité un nombre infini de fois afin de connaitre
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précisément la meilleure séquence d’actions à effectuer à partir d’un état initial pour
atteindre l’objectif fixé le plus rapidement possible [192].
Dans (4.37) et (4.38), les termes δoff et δon sont à l’origine de l’appellation dif-
férence temporelle. En effet, ces termes agissent comme un signal d’erreur qui guide
l’apprentissage : si ce signal est positif, cela signifie que la récompense obtenue est
supérieure à celle attendue et inversement si le signal est négatif.
4.4.7.5 Dimensionnement du signal de renforcement
La définition du signal de renforcement est une propriété fondamentale intrinsèque
de toute méthode d’apprentissage par renforcement. Comme le nom de la méthode l’in-
dique, l’agent construit des déductions logiques à partir des récompenses ou des malus
reçus au cours de ses interactions avec l’environnement. Un signal de renforcement mal
dimensionné entraîne un apprentissage lent, aléatoire et imprécis.
Dans notre cas d’étude, la fonction récompense R est définie comme le taux de
réutilisation de l’énergie issue du freinage électrique (4.39), où Efreinage est la quantité
d’énergie électrique théoriquement récupérable et Edissipee est la quantité d’énergie
électrique dissipée lors du freinage.
R = Efreinage − Edissipee
Efreinage
(4.39)
Le principe retenu est que chaque fois qu’un train arrive en station, il utilise une
partie de son temps de stationnement pour choisir l’action à effectuer (la modification
de temps de stationnement dans la station). Cette modification implique une certaine
synchronisation des phases de freinage/accélération entre le train concerné par l’action
et les autres trains en ligne.
Les récompenses sont dimensionnées pour évaluer le taux d’énergie électrique issu
du freinage récupératif par rapport à ce qui aurait théoriquement pu être renvoyé.
Ainsi, à chaque phase de freinage des trains est, assignée une estimation de R dont la
probabilité d’occurence décroît en fonction de son éloignement temporel par rapport
à la prise de décision. La probabilité d’occurrence d’un événement correspond ici à la
proportion de chance de voir se réaliser les événements prévus par rapport à toutes les
éventualités possibles.
Cependant, cette probabilité d’occurrence dépend de nombreux facteurs humains
et techniques, ce qui la rend difficilement identifiable. En pratique, c’est le paramètre
de diffusion λ qui assure l’évolution de cette probabilité.
Le dimensionnement de la récompense doit tenir compte d’au moins quatre aspects :
— un aspect local : la prise de décision a un impact sur le taux de récupération du
train concerné par l’action
— un aspect global : la prise de décision a un impact sur le taux de récupération
des autres trains présents sur la ligne
— un aspect court terme concernant le taux de récupération du freinage sur la
prochaine interstation
— un aspect long terme concernant le taux de récupération du freinage sur les in-
terstations suivantes. L’horizon de prédiction peut alors être étendu indéfiniment
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dans le temps en appliquant des coefficients de diffusion pour simuler l’incertitude
sur l’occurence des événéments prévus.
Ces différents aspects sont ensuite reliés par une combinaison linéaire afin de calculer
la récompense reçue par chaque train suite à la réalisation d’une action.
La figure 4.18 représente la puissance théorique consommée par un train sur 3
interstations. A l’état initial, le train arrive en station, la récompense locale à court
terme représente le taux de récupération du freinage électrique lors de la première
interstation. La récompense locale à moyen terme concerne le taux de récupération
durant la deuxième interstation tandis que la récompense locale à long terme concerne
celui de la dernière interstation.
















Figure 4.18 – Illustration du principe de récompense locale avec un horizon temporel de
trois événements.
Les récompenses globales sont calculées sur les mêmes horizons temporels, mais
cette fois en étudiant les taux de récupération de l’ensemble des trains du carrousel.
4.4.7.6 Exemple pratique
Le fonctionnement et la distribution des signaux de renforcement sont illustrés en
considérant un cas d’étude. Un carrousel de 16 trains évoluant selon un intervalle donné
est d’abord simulé, puis l’algorithme d’optimisation hybride est employé pour générer
une distribution de combinaisons de temps de stationnement potentielles.
La solution optimale trouvée par l’algorithme est ensuite comparée à la solution no-
minale. La solution optimale permet un gain énergétique de 11% sur un tour de boucle,
tandis que la combinaison nominale est la solution de référence utilisant la combinaison
de temps d’arrêts nominaux (gain énergétique nul).
La figure 4.19 décrit l’évolution de la récompense locale à court terme R1t,local vu par
l’agent pour les deux combinaisons de temps d’arrêt en station sur 1000s de simulation.
L’analyse de l’évolution de la récompense locale court-terme indique que cette seule
information n’est pas suffisante pour concevoir une politique efficace, en effet, l’impact
énergétique de la solution optimale par rapport à la solution de référence n’est pas
clairement visible.
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Figure 4.19 – Évolution des récompenses locales sur un horizon de 1000s d’exploitation.
Solution optimale
Solution de référence
La figure 4.20 représente l’évolution des récompenses globales pour trois horizons
temporels : court (R1t,global), moyen (R2t,global) et long terme (R3t,global).
Cette figure permet de visualiser la supériorité de la solution optimale par rapport
à la solution de référence pour réduire la dissipation de l’énergie du freinage.
Ces figures illustrent l’intérêt du partage des informations entre les trains. En effet,
en considérant uniquement la composante locale du signal de renforcement (composante
égoïste), la discrimination entre deux solutions extrêmes est difficilement réalisable.
En revanche, la composante globale (composante altruiste) fournit une information
plus exploitable pour évaluer les impacts énergétiques de chacune des solutions.
En outre, comme le montre la figure 4.20, la solution optimale n’est pas dominante
sur l’ensemble de l’horizon temporel.
Cela implique donc la nécessité de disposer d’un grand nombre de solutions poten-
tielles pour en déduire la solution optimale du problème qui dominera toutes les autres
quelles que soient les conditions d’exploitation.




























Figure 4.20 – Évolution des récompenses globales sur un tour de boucle complet.
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4.4.8 Traces d’éligibilité
Dans les méthodes de TD-learning présentées précédemment, il a été supposé que
le signal de renforcement reçu par l’agent ne concerne que la dernière transition d’état
effectuée. Cependant, dans notre cas d’étude comme dans de nombreuses applications,
l’état courant du système résulte d’un cheminement de l’agent parmi les états pré-
cédents et donc des actions effectuées lors des transitions précédentes. Il peut donc
s’avérer utile de garder en mémoire les transitions effectuées pour caractériser la fonc-
tion Q à partir de la trajectoire globale empruntée par l’agent lors de l’apprentissage.
Les traces d’éligibilité exploitent ce concept en permettant de modifier la fonction
Q pour l’ensemble des couples état-action visités par la trajectoire courante. De cette
manière, la politique issue de l’apprentissage développe une aptitude d’anticipation et
de prévision, tout en accélérant le processus d’apprentissage [192]. D’un point de vue
théorique, les traces d’éligibilité font le lien entre les méthodes MC et TD.
L’un des points faibles des méthodes précédentes qui a été mis en lumière est la
nécessité de réaliser un très grand nombre d’épisodes pour s’assurer d’avoir déterminé
la politique optimale. Dans la méthode de Monte-Carlo, la mise à jour de la fonction
V de la trajectoire suivie est effectuée une fois que l’état terminal a été atteint, ce qui
permet lors de l’expérience suivante de bénéficier des connaissances du système acquises
précédemment. De fait, en adaptant cette propriété aux méthodes TD, il devrait être
intuitivement possible d’améliorer leurs propriétés de convergence.
4.4.8.1 Méthode TD(λ)
Un moyen de développer une politique qui possède une mémoire des états précé-
demment visités consiste à stocker les couples état-action visités et à propager la ré-
compense courante aux autres transitions en les pondérant par un facteur de diffusion
λ : l’erreur d’apprentissage est reportée en arrière dans le temps proportionnellement
à l’ancienneté par rapport au couple état-action courant avec un amortissement régi
par la valeur de λ.
La trace d’éligibilité ek(s, a) d’un couple état-action (s,a) indique à quel point la
récompense courante influence la valeur de Q(s, a) à la k-ième transition. Les états ré-
cemment visités doivent donc être plus fortement impactés par la récompense courante,
de fait, la trace d’éligibilité est dégradée d’un facteur λγ à chaque transition.
Deux types de traces d’éligibilité sont couramment employés : les traces accumula-
tives et les traces avec réinitialisation.
4.4.8.2 Trace d’éligibilité accumulative
L’évolution de la trace d’éligibilité accumulative au cours des transitions est dé-
finie par le système (4.40). La trace d’éligibilité est incrémentée de 1 pour le couple
état-action courant et une loi de décroissance est appliquée pour les autres couples
précédemment visités.
ek(s, a) =
λγek−1(s, a) + 1 si (s, a) = (sk, ak)λγek−1(s, a) si (s, a) 6= (sk, ak) ∀s ∈ S,∀a ∈ A(s) (4.40)
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Cependant, lorsqu’un couple état-action est visité plus d’une fois lors d’un épisode,
la valeur correspondante de et(s, a) devient largement plus grande que 1, ce qui a pour
effet de laisser croire que l’action a effectuée dans l’état s est plus profitable qu’elle ne
l’est en réalité en produisant une haute valeur de Q(s, a) pour le couple considéré.
[193] a ainsi proposé une version améliorée de trace d’éligibilité : la trace d’éligibilité
avec réinitialisation.
4.4.8.3 Trace d’éligibilité avec réinitialisation
La trace d’éligibilité avec réinitialisation consiste à mettre à 1 la trace du couple
courant au lieu de l’incrémenter pour éviter l’explosion de la valeur de e(s, a) et de forcer
à 0 la trace des actions non effectuées dans l’état s (4.41). La principale justification de
cette variante fournie par [193] est que dans un environnement markovien, seule l’action
effectuée dans l’état considéré est responsable des signaux de renforcement reçus par
l’agent.












(a) Occurence des visites du couple (s,a) par l’agent
0 5 10 15 20 25 30 35 40 45 50 55 60 650
1
2




(b) Profil de la trace d’éligibilité accumulative










(c) Profil de la trace d’éligibilité avec réinitialisation
Figure 4.21 – Évolution des traces d’éligibilité en fonction de l’occurrence des visites du
couple (s, a) par l’agent.
La figure 4.21 illustre l’évolution des deux variantes de traces d’éligibilité en fonc-
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tion de la visite par l’agent du couple (s, a).
ek(s, a) =

1 si (s, a) = (sk, ak)
0 si s = sk et a 6= ak
λγek−1(s, a) si s 6= sk
∀s ∈ S,∀a ∈ A(s) (4.41)
La règle de mise à jour de la fonction valeur état-action devient alors 4.42. À chaque
étape k de l’épisode courant, cette règle doit être exécutée pour tous les couples état-
action visités précédemment.
Qpik+1(s, a) = Qpik(s, a) + α δTD ek(s, a) (4.42)
Le terme δTD fait référence indiféremment aux termes δoff et δon définis par les
systèmes (4.37) et (4.38).
Il existe dans la littérature quantité d’autres variantes des méthodes de TD-learning
présentées précédemment intégrant ou non des traces d’éligibilité. Ces variantes ne sont
pas explicitées car elles n’ont pas clairement démontré une efficacité 9 supérieure par
rapport aux méthodes de bases énoncées dans ce manuscrit.
4.4.8.4 Récapitulatif des méthodes d’apprentissage par renforcement
La figure 4.22 présente un récapitulatif des méthodes d’apprentissage qui peuvent
être envisagées pour résoudre des problèmes de type PDM, et de celles que nous avons
privilégié. Il ne s’agit que d’un aperçu macroscopique et simplifié puisque dans la
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Figure 4.22 – Apercu des méthodes d’apprentissage par renforcement.
Par la suite cette arborescence pourra être poursuivie pour intégrer les méthodes
utilisant des fonctions d’approximation pour stocker les informations inhérentes au
problème traité.
9. en temps de calcul et en précision
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4.5 Apprentissage par renforcement avec un réseau
de neurones
Une méthode d’apprentissage par renforcement comme celle définie par l’algorithme
9 est adaptée pour traiter des problèmes de taille raisonnable, cependant, quand la taille
du problème considéré augmente, des difficultés d’implémentation surgissent.
Premièrement, la mémoire nécessaire pour stocker les valeurs de la fonction Q pour
tous les couples état-action visités explose rapidement et deuxièmement, il est possible
que le temps nécessaire pour explorer tous les couples état-action afin de caractériser
correctement l’évolution de la fonction Q du système ne soit trop important.
Cette deuxième difficulté est particulièrement problématique dans les problèmes à
espace d’état continu où il est alors impossible d’expérimenter un nombre infini de fois
tous les couples état-action. Pour rappel, si l’algorithme d’apprentissage n’expérimente
pas plusieurs fois un même état, les valeurs apprises de la fonction Q ne seront pas
représentatives du système étudié.
Pour ces raisons, l’utilisation d’une fonction d’approximation est régulièrement mise
en œuvre dans les problèmes où une implémentation tabulaire classique n’est pas en-
visageable. Comme il a été montré dans les sections précédentes, une fonction d’ap-
proximation telle qu’un réseau de neurones est un outil puissant pour approximer des
fonctions non linéaires complexes et stocker un grand nombre d’informations dans les
coefficients synaptiques.
4.5.1 Exemple pratique des limites d’une implémentation ta-
bulaire
Dans les travaux de [130], les auteurs ont pour ambition d’appliquer un processus
d’apprentissage par renforcement à un robot qui recherche une source de lumière :
dans un environnement 2-D possédant une source de lumière, un robot-agent tente de
développer une stratégie efficace pour trouver l’emplacement de cette source de lumière.
L’agent reçoit ainsi des récompenses positives croissantes lorsqu’il se rapproche de
la source de lumière et des récompenses négatives croissantes lorsqu’il s’en éloigne.
Deux discrétisations de l’espace d’état sont effectuées pour simuler un problème de
faible dimension et un problème de plus grande dimension.
Dans une première approche, un algorithme de Q-learning est implémenté, où les
valeurs de la fonction Q sont stockées dans une table. Puis, le même algorithme est
développé avec un stockage des résultats dans un réseau de neurones. Les différentes
expériences ont montré la supériorité de l’implémentation tabulaire pour le problème
de faible dimension alors que l’implémentation neuronale est plus efficace quand la
dimension du problème est plus importante.
Bien que le problème explicité dans [130] soit assez simpliste, ces travaux constituent
une bonne illustration des limites de l’implémentation tabulaire lorsque la dimension
de l’espace d’état augmente.
Ainsi, dans la suite des travaux la vision tabulaire de l’apprentissage par renforce-
ment est abandonnée au profit d’une approche utilisant une fonction d’approximma-
tion, plus connue sous le nom d’approche connexionniste.
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4.5.2 Approche connexionniste
Dans le cadre d’un apprentissage par renforcement mettant en œuvre un réseau de
neurones, l’objectif est d’utiliser le réseau pour effectuer une approximation de quelques
unes des caractéristiques essentielles déduites par AR afin d’appliquer une politique
décisionnelle au problème considéré.
Généralement, une approximation de fonction est utilisée pour estimer les valeurs
de Qpi(s, a), de cette manière n’importe quel algorithme d’apprentissage par renforce-
ment peut être mis en œuvre sans nécessiter de grosses modifications structurelles.
Dans ces travaux, nous nous intéressons à l’application d’une fonction d’approxi-
mation à un algorithme de TD-learning classique de type SARSA. L’estimateur a alors
pour but principal d’apprendre la récompense 10 reçue après avoir effectué l’action a
dans l’état s en suivant la politique pi. Ainsi, le couple {s, a} représente les entrées de
l’estimateur, tandis que Qpi(s, a) est la sortie souhaitée.
La structure de l’estimateur peut être déterminée assez librement. En effet, certains
travaux utilisent les résultats de l’estimateur pour déterminer la meilleure action à ef-
fectuer [129], [130], tandis que d’autres entraînent un estimateur par action possible
afin d’étudier chaque action indépendamment des autres [194], [195].
L’une des difficultés majeures de l’approche connexionniste est de savoir comment
effectuer l’entraînement du réseau de neurones pour apprendre la politique souhaitée.
Dans l’approche tabulaire, l’apprentissage s’effectue en ré-écrivant la valeur de Qpi(s, a)
dans la table de stockage, cependant la manœuvre est plus délicate dans le cas d’un
approximateur neuronal puisqu’il est nécessaire de conserver les propriétés de généra-
lisation et la précision sur l’estimation fournie.
La méthode la plus communément utilisée consiste à n’entraîner l’estimateur que
pour les couples état-action visités par l’agent, afin d’éviter l’apprentissage de cas
non utiles à la résolution du problème. En outre, la discrétisation de l’espace d’état
est également primordiale pour garantir de bonnes propriétés d’approximation et de
généralisation.
4.5.3 Discrétisation de l’espace état-action
4.5.3.1 Malédiction de la dimension
Dans l’éventualité d’un espace état-action continu, il peut s’avérer nécessaire d’effec-
tuer une discrétisation pour pouvoir représenter l’espace d’état de manière synthétique.
Or, le coût de discrétisation de l’espace d’état croît exponentiellement avec la dimen-
sion de cet espace, ce qui a pour effet majeur de mener à une explosion de la complexité
de résolution du PDM. Ce phénomène est connu sous le nom de malédiction de la di-
mension (ou curse of dimensionality en anglais).
En d’autres termes, un compromis doit être effectué entre précision et rapidité de
calcul : plus la description des états du système est précise, plus le temps de calcul
10. Ici, l’utilisation du terme récompense est un abus de langage, puisqu’il s’agit plutôt de déterminer
la profitabilité d’une action effectuée dans un état. Néanmoins, cette profitabilité est directement
déduite des récompenses reçues successivement par l’agent.
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nécessaire à la résolution du problème est important.
Le raisonnement inverse amène alors à la constatation suivante : pour un problème
de dimension donné, le nombre de variables utilisées pour décrire un état doit être
suffisamment faible pour ne pas rendre la résolution trop coûteuse en temps de calcul.
Dans la littérature, ce compromis est trouvé en employant des méthodes de discré-
tisation plus appropriées qu’une simple maillage uniforme de l’espace d’état. [196] et
[197] proposent par exemple de réduire la densité du maillage de l’espace d’état dans
les zones où une plus faible précision est requise. [190], [198] et [199] proposent quant
à eux d’utiliser un codage en grille, dont le principe est d’appliquer un certain nombre
de maillages imbriqués pour subdiviser l’espace d’état de l’environnement.
4.5.3.2 Discrétisation de l’espace d’état
La discrétisation de l’espace d’action n’est pas nécessaire puisque le nombre d’ac-
tions que peut effectuer un agent est relativement faible : dans le cas de l’étude des
temps d’arrêt en station pour une ligne de métro, la précision requise est de l’ordre de
la seconde. L’espace d’action A est donc naturellement discret et le cas d’un espace
d’action continu n’est pas considéré.
En revanche la discrétisation de l’espace d’état est une nécessité puisque celui-ci
est continu : lors de l’exploitation, les trains peuvent occuper une infinité de positions
possibles.
La discrétisation de l’espace d’état concerne principalement deux notions : le pas
de discrétisation et l’encodage des variables.
Le choix du pas de discrétisation permet de fixer la granularité de l’étude. Dans un
problème à espace d’état continu, un pas de discrétisation faible entraîne une meilleure
précision sur les données au détriment de la taille de l’espace d’état.
L’encodage des variables est également une notion importante, puisqu’il permet à
l’estimateur de faire la distinction entre les différents couples état-action qui lui sont
présentés, tout en lui permettant de développer ses capacités de généralisation.
De fait, l’encodage doit adopter une certaine logique pour que les états proches
dans la réalité bénéficient d’un encodage mettant en évidence leurs points communs.
Cependant, comme le rappelle [185], la méthode de représentation des entrées est
largement dépendante du problème étudié, ce qui impose d’effectuer divers essais et
erreurs pour déterminer l’encodage le plus approprié.
Par conséquent, une discrétisation dérivée du codage en grille est utilisée, en exploi-
tant les délimitations naturelles imposées par la présence de stations à des positions
fixes.
Un positionnement relatif des trains a été privilégié par rapport à un positionnement
absolu afin de faire chuter considérablement le nombre de variables nécessaires pour
décrire l’état des trains sur la ligne.
Avec ce procédé de discrétisation, seules trois variables sont nécessaires pour repré-
senter efficacement le positionnement d’un train sur la ligne.
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4.5.4 Algorithme connexionniste d’apprentissage par renfor-
cement
Les traces d’éligibilité sont utilisées pour simuler une mémoire des expériences afin
d’identifier quels couples état-action visités précédemment sont responsables de la ré-
compense reçue au pas de temps courant.
Dans une approche connexionniste, les traces ne sont plus définies par couples état-
action, mais par poids synaptiques : la trace d’éligibilité d’un coefficient synaptique
donne alors une indication sur l’impact de chaque coefficient dans la mise à jour de
l’algorithme de rétropropagation.
Plusieurs difficultés d’implémentation surviennent.
D’une part, l’implémentation connexionniste est plus contraignante que l’approche
tabulaire puisqu’il est nécessaire de modifier l’algorithme de rétropropagation de l’er-
reur pour intégrer les traces d’éligibilité : la règle de mise à jour de la trace d’éligibilité
à l’itération k est de la forme de (4.43), où ∆ωQ est la matrice des coefficients synap-
tiques de la fonction d’approximation définissant Q. Il est alors nécessaire de stocker
les matrices de coefficients synaptiques aux différentes itérations pour appliquer cette
règle de mise à jour, ce qui nécessite d’allouer de la mémoire supplémentaire.
ek = γλek−1 + ∆ωQ (4.43)
D’autre part, cette approche n’est pas compatible avec un apprentissage supervisé
puisque l’algorithme d’apprentissage supervisé n’utilise pas la récompense courante
pour calculer les gradients de l’erreur, mais les récompenses présentes dans la base de
donnée. La récompense courante n’est donc propagée aux couples état-action visités
précédemment que s’ils se trouvent dans la base d’apprentissage courante [185].
Dans la littérature, il existe quelques exemples de travaux ayant utilisés le principe
des traces d’éligibilité dans une approche connexionniste incrémentale comme [191] ou
[194]. Pour rappel, l’apprentissage online consiste à présenter chaque cas d’apprentis-
sage un par un, ce qui dans le cas d’une base de données déjà constituée demande plus
de temps d’apprentissage qu’une approche oﬄine.
Pour ces raisons, nous avons choisi de poursuivre l’étude dans le cas d’un appren-
tissage oﬄine.
4.5.4.1 Neural fitted Q-iteration
La méthode Neural Fitted Q-iteration (NFQ) a été introduite par [200] pour offrir
une alternative à la mise à jour en ligne des coefficients synaptiques d’un réseau neuro-
nal. L’apprentissage est ainsi réalisé en oﬄine en collectant l’ensemble des transitions
{s, a, s′, r} issues de simulations d’interactions entre l’agent et l’environnement.
Cela revient à effectuer un apprentissage par renforcement oﬄine puisque toutes les
interactions sont connues au préalable : la référence d’apprentissage de la fonction Q
pour chaque cas est calculée de manière déterministe pour être ensuite apprise par le
réseau neuronal via un algorithme classique d’apprentissage supervisé.
La méthode NFQ présente l’avantage de mener à une phase d’apprentissage plus
courte de par l’intégration d’un apprentissage supervisé. Une architecture d’apprentis-
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sage similaire à celle décrite par la figure 4.8 peut alors être utilisée pour mettre en
œuvre cette méthode.
Cette méthode constitue une première solution pour effectuer un apprentissage par
renforcement, cependant, le désavantage de cette méthode est de ne pas garder une
mémoire des états visités. Ainsi, au lieu d’appliquer le principe des traces d’éligibilité,
il a été choisi d’explorer une autre solution : la méthode Dyna.
4.5.4.2 Architecture Dyna
L’architecture Dyna a été proposée par Sutton dans [201] et mise en œuvre no-
tamment dans une implémentation tabulaire dans [202] et [203] afin d’effectuer un
compromis entre les méthodes model-based et model-free. Cette architecture est éga-
lement appelée Dyna-Q learning.
Sutton la définit comme une "architecture intégrée permettant un apprentissage, une
planification et une réaction" [204].
Comme le souligne [205], l’architecture Dyna utilise un modèle partiel et détermi-
niste du système qui est enrichi par de nouvelles expériences à chaque nouvelle itération
de l’algorithme.
Dans [201], Sutton suggère d’apprendre un modèle de l’environnement pour déter-
miner les valeurs de la fonction de récompense et les états consécutifs à la prise d’action
dans un état donné.
Grâce à cette approche, l’agent est en mesure d’une part de connaître la conséquence
des actions effectuées, mais également d’effectuer une estimation sur les signaux de ren-
forcement pour les actions non explorées.
D’un point de vue pratique, l’architecture Dyna et les traces d’éligibilité ont le
même impact sur l’apprentissage en permettant de mettre à jour plusieurs couples
état-action à chaque itération.
Les traces d’éligibilité permettent de garder une mémoire temporaire de la trajec-
toire visitée alors que l’architecture Dyna permet de développer un modèle de l’envi-
ronnement, ce qui en définitive crée une mémoire à long terme de toutes les expériences
et de leur impact respectif sur l’objectif de l’agent.
Dans [206], les auteurs effectuent une comparaison entre une méthode SARSA(λ)
et une méthode Dyna-SARSA dans une implémentation tabulaire d’un problème de
labyrinthe. Ils montrent que l’architecture Dyna est plus efficace à trouver la politique
optimale du problème dès lors que la taille de l’espace d’état augmente.
Par contre l’architecture Dyna présente de moins bonnes performances qu’une mé-
thode intégrant des traces d’éligibilité dans le cas où les états du système sont partiel-
lement observables.
Un algorithme simplifié de la méthode Dyna-Q est proposé par l’algorithme 10, où
χ est le modèle de l’environnement, Φ est la fonction dont dérive la politique pi et Ω
est le modèle de récompense 11.
Il est à noter que certaines versions de Dyna-Q utilisent un même approximateur
pour stocker les couples (s′, r), cependant l’utilisation d’une fonction d’approximation
11. les variables P , R et Q introduites précédemment sont respectivement remplacées par χ, Ω et
Φ afin de marquer l’originalité de la démarche Dyna-Q connexionniste par rapport à la définition
classique d’un PDM.
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par variable permet une plus grande souplesse et facilite la phase d’apprentissage dans
une approche connexionniste.
La première partie de l’algorithme 10 correspond à une routine d’apprentissage de
fonction Q d’une méthode NFQ classique avec une phase d’apprentissage des fonctions
χ, Ω et Φ, tandis que la seconde partie permet d’intégrer la notion de planification à
la fonction Q en exploitant χ et Ω pour mettre à jour la fonction Φ pour des couples
état-action déjà visités.
Le modèle de l’environnement est alors substitué à l’environnement réel pour accé-
lérer le processus d’apprentissage [207].
Notons que si m a une valeur nulle, l’algorithme 10 se résume à un apprentissage
par renforcement de type Q-learning. L’étape de planification est donc une étape op-
tionnelle pouvant être activée ou désactivée au gré du processus d’apprentissage.
Algorithme 10 Algorithme type Dyna-Q connexionniste
1: Initialiser la politique pi(Φ) suivie par l’agent
2: Initialiser les fonctions χ et Ω
3: Pour tout a ∈ A , s ∈ S Faire
4: Initialiser la fonction Q(s, a)
5: Fin du Pour
6: Pour tout épisodes Faire
7: Initialiser l’état de départ s.
8: Tant que L’état final n’est pas atteint Faire
9: a← pi(Φ)
10: Recevoir la récompense r et observer l’état suivant s′
11: a′ ← pi(Φ)
12: Mettre à jour la fonction Φ avec la règle (4.37)
13: χ(s, a)← s′
14: Ω(s, a)← r
15: s← s′
16: Pour m itérations Faire
17: s← Choisir aléatoirement un état déjà visité s
18: a← Choisir aléatoirement une action a déjà effectuée en s
19: s′ ← χ(s, a)
20: r ← Ω(s, a)
21: Mettre à jour la fonction Φ avec la règle (4.37)
22: Fin du Pour
23: Fin du Tant que
24: Fin du Pour
Dans une approche connexionniste et en supposant un apprentissage réalisé correc-
tement, il peut être supposé que les fonctions χ, Ω et Φ développent des propriétés
de généralisation qui permettent d’aller plus loin dans le processus de planification, en
effectuant de l’anticipation, notamment en traitant des couples état-action non visités.
Cette propriété n’est exploitée que très rarement dans la littérature comme dans
[208], dans le but de développer les capacités d’anticipation de robots.
Trois raisons principales pourraient expliquer cet état de fait : premièrement, il est
nécessaire d’utiliser une approche connexionniste pour réaliser l’apprentissage par ren-
144
CHAPITRE 4. OPTIMISATION TEMPS RÉEL DES TABLES HORAIRES
forcement du modèle de l’environnement, deuxièmement, l’apprentissage des fonctions
χ, Ω et Φ doit permettre d’atteindre un taux d’erreur d’estimation suffisamment faible
pour avoir confiance dans la prédiction réalisée sur de nouveaux événements et troisiè-
mement, le temps de calcul nécessaire pour atteindre ce niveau d’erreur peut s’avérer
prohibitif dans le cas de problèmes complexes.
En effet, il peut apparaître difficile d’atteindre un taux d’erreur suffisamment faible
dans des problèmes complexes de grande dimension, puisque cela supposerait d’avoir
visité suffisamment de couples état-action uniformément répartis dans l’espace un grand
nombre de fois.
4.5.4.3 Pourquoi utiliser une architecture Dyna neuronale ?
La réalisation des objectifs initiaux de l’optimisation énergétique en temps réel,
nous a amené à considérer les trois caractéristiques suivantes.
Capacité d’approximation : l’utilisation d’un réseau neuronal permet de développer
des capacités d’approximation souhaitable dans le cas de problèmes présentant
un espace état-action dont l’exploration exhaustive est impossible.
De plus le temps de réponse d’un réseau neuronal est négligeable ce qui en fait
un bon candidat pour des applications temps-réel.
Rapidité et convergence de l’apprentissage : l’apprentissage supervisé a démon-
tré des capacités particulièrement utiles pour traiter des problèmes complexes en
assurant la convergence de l’apprentissage en un temps de calcul raisonnable.
Modèle de l’environnement et de la fonction récompense : la constitution d’un
modèle de l’environnement et d’un modèle de la fonction récompense permet de
développer des capacités de planification utiles si l’on souhaite limiter la taille de
la base de donnée après avoir effectué l’apprentissage d’une politique optimale.
Une fois ces modèles appris, il peut être envisagé de ne mettre à jour la base de
donnée d’apprentissage qu’avec de nouveaux cas d’étude simulés ou mesurés afin
d’éviter tout sur-apprentissage.
Une méthode Dyna-Q connexionniste intégre ces trois caractéristiques dans son
fonctionnement sous l’hypothèse de réaliser un apprentissage supervisé des fonctions
d’approximation, ce qui en fait une technique adéquate pour répondre aux enjeux de
l’optimisation temps réel.
L’algorithme d’optimisation hybride développé au chapitre précédent est ainsi mis
à profit afin d’ajouter la notion d’apprentissage supervisé à la méthode Dyna-Q pour
créer une base de données permettant d’orienter l’apprentissage plus rapidement vers
une politique conforme aux objectifs visés.
Cette méthode nommée Dyna-NFQ (DNFQ) s’inspire du processus décrit par l’al-
gorithme 10 et y rajoute une base d’apprentissage regroupant un ensemble d’épisodes
dont les caractéristiques sont connues.
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4.5.5 Méthode Dyna-NFQ
4.5.5.1 Batch training
Contrairement à l’apprentissage réalisé dans le cadre de l’estimateur neuronal des
flux de puissances, l’apprentissage par renforcement nécessite une mise en œuvre un
peu différente bien que dans les deux cas l’apprentissage soit supervisé, notamment
parce qu’ici il est nécessaire d’aller plus loin que le simple apprentissage d’une base de
données, il est également nécessaire de développer une politique efficace utilisable pour
des cas non présents dans la base de données.
Un apprentissage online peut être envisagé, mais présente le désavantage majeur
que lors des premières itérations, la politique construite ne soit pas représentative des
données futures, ce qui rend le processus d’apprentissage progressif et donc plus long.
A l’inverse, en connaissant par avance l’ensemble des cas de la base d’apprentissage,
il est possible dès les premières itérations de l’apprentissage de construire une politique
tenant compte de toutes les caractéristiques connues du système étudié.
En reprenant l’analogie avec un jeu de plateau, un apprentissage oﬄine est assimi-
lable à un apprentissage où l’on connaît d’avance toutes les règles du jeu, tandis que
dans un apprentissage online, l’agent apprenant ne reçoit les informations concernant
les règles du jeu que progressivement au cours des parties jouées, ce qui bien évidem-
ment rend les politiques apprises lors des premières parties inefficaces.
Malgré tout, la progressivité de l’apprentissage online est une caractéristique inté-
ressante pour effectuer un apprentissage sur une base de données de grande taille. Dans
la littérature l’adaptation de cette caractéristique à un apprentissage est appelée batch
training.
Les données d’apprentissage sont donc partitionnées en sous-groupes (batch) de
manière à faciliter l’apprentissage. Chaque sous-groupe de données est présenté itéra-
tivement au réseau neuronal jusqu’à ce que l’erreur d’estimation atteigne un niveau
acceptable.
Enfin, le batch training permet au réseau neuronal de passer régulièrement en revue
des cas appris précédemment pour ne pas que l’agent apprenant oublie ce qu’il a déjà
appris.
4.5.5.2 Hint to the goal
Dans le cadre d’un apprentissage par renforcement, l’apprentissage des cas défavo-
rables est presque aussi important que celui des cas favorables, puisqu’il est souhaitable
que durant la phase d’exploitation l’agent puisse choisir des actions permettant de
maximiser les récompenses reçues, mais également que durant la phase d’exploration,
il puisse faire l’expérience de "mauvaises" situations soit pour les éviter par la suite,
soit pour les utiliser afin de se retrouver dans un état plus favorable dans les transitions
suivantes.
En outre, dans le cas de l’apprentissage supervisé classique d’un réseau neuronal,
Riedmiller évoque l’utilisation de cas artificiels d’apprentissage pour forcer le réseau
neuronal à reconnaître les états terminaux (ou états favorables) en leur assignant une
valeur de coût en conséquence [200], [209].
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L’auteur donne à cette méthode le nom de hint to the goal, puisqu’elle permet
d’indiquer une zone de l’espace comme la région à atteindre pour réaliser l’objectif de
l’apprentissage.
Le principe inverse peut donc être en théorie applicable pour forcer le réseau neuro-
nal à reconnaître les états défavorables ou ne menant pas aux récompenses maximales.
Cela consiste à générer des cas d’apprentissage sur la base d’interactions simulées
d’un agent avec son environnement et à ne pas écarter les solutions jugées comme
mauvaises afin de s’assurer que la base d’apprentissage contienne à la fois des indications
sur les bonnes et mauvaises situations.
En pratique, ces mauvaises solutions sont obtenues lors des premières itérations de
l’optimisation hybride OEP-AG (cf. figure 3.4.8).
4.5.5.3 Observations empiriques
En outre, la réalisation de multiples simulations d’apprentissage a permis de mettre
en lumière certaines contraintes empiriques :
— L’augmentation de la taille du cache doit être progressive au cours des itérations.
Un cache est défini comme la liste de données qui est réellement présentée à
l’agent apprenant.
Ainsi, en fin de cycle d’apprentissage, la taille du cache est égale à celle du batch.
L’utilisation d’un cache dont la taille est incrémentée au fil des itérations permet
d’assurer la progressivité de l’apprentissage afin d’éviter les modifications trop
importantes de la politique apprise.
— Une règle de remplacement des données d’apprentissage doit être appliquée lorsque
la taille maximale de la base de donnée est atteinte.
Malgré les progrès technologiques de ces dernières années sur les coûts du stockage
de données et de la puissance de calcul, il est toujours nécessaire de limiter la
taille de la base d’apprentissage pour s’assurer que l’apprentissage soit réalisé en
un temps raisonnable.
La forme de la règle de remplacement (4.44) s’inspire de celle développée par
[210].
Cette règle de remplacement insère un nouveau cas dans la base d’apprentissage
en remplaçant le cas le plus similaire à ce nouveau cas. ξ1 et ξ2 sont respectivement
les coefficients de pondération permettant de régler l’importance de la distance
entre les états s et les actions a.
ϑ =
√
ξ1(anew − aold)2 + ξ2(snew − sold)2 (4.44)
— Il a été constaté qu’en ordonnant les données contenues dans le cache avant de
les faire apprendre au RNA l’erreur d’apprentissage décroissait plus rapidement
qu’en effectuant un batch learning aléatoire.
— Un réapprentissage ponctuel des cas menant aux états les plus favorables permet
également de guider la prise de décisions au fil des itérations vers une politique
maximisant les récompenses.
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4.5.5.4 Implémentation de la méthode Dyna-NFQ
Les macro-étapes de la mise en œuvre de la méthode Dyna-NFQ sont décrites par
la figure 4.23. La première étape consiste à créer une base de données contenant les
caractéristiques {s, a, r, s′} d’un grand nombre d’épisodes.
Ensuite, les couples {s, a} sont utilisés pour entraîner les fonctions d’approximation
χ, Ω et Φ. Les références s′ref et rref sont directement issues de la base de données,
tandis que Qref est approché par un critère de récompense actualisé similaire à (4.27).
L’apprentissage supervisé des fonctions d’approximation χ, Ω et Φ est réalisé en
appliquant les préconisations de partitionnement de la base d’apprentissage afin de ré-
duire au maximum le temps de convergence des fonctions vers une erreur d’estimation
faible et la définition d’une politique optimale.
En outre, la méthode DNFQ étant basée essentiellement sur un apprentissage super-
visé d’une base de données, la majorité des points explicités dans la partie concernant
la conception d’un estimateur neuronal peuvent être repris comme la normalisation
des données d’apprentissage, le suivi de l’erreur d’apprentissage ou encore l’étude des




































Figure 4.23 – Structure de la méthode Dyna-NFQ.
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4.5.6 Robustesse de la méthode face aux perturbations
4.5.6.1 Étude des aléas de trafic
La base d’apprentissage générée par l’algorithme d’optimisation hybride joue un
rôle prépondérant dans le fonctionnement de la méthode DNFQ. Elle doit être suffi-
samment représentative du comportement moyen de la ligne de métro pour s’assurer
que la fonction valeur et le modèle de l’environnement appris restent vrais dans le cas
de perturbations.
Par extension, il peut être intuitivement spécifié que plus le nombre de cas de si-
mulations est important plus il y a de chance de rencontrer des cas d’exploitation qui
pourraient survenir en exploitation réelle, sous l’hypothèse de laisser aux algorithmes
d’optimisation une marge de manœuvre suffisamment importante pour simuler des cas
d’exploitation intégrant des aléas.
Les différents enregistrements réalisés lors d’essais-site sur la ligne de Turin ont
permis de mener une étude statistique de la nature des aléas d’exploitation les plus
probables et de leur fréquence moyenne d’occurrence. Ces résultats sont synthétisés
par les figures 4.24, 4.25 et 4.26.


















Figure 4.24 – Distribution des aléas hebdomadaires en fonction de la plage horaire d’exploi-
tation
D’après la figure 4.26, environ 75% des aléas hebdomadaires ont une durée inférieure
ou égale à 2s.
Ainsi, le paramétrage de l’algorithme d’optimisation hybride doit être défini de
manière à explorer des solutions représentatives de la distribution des aléas afin de
pouvoir recréer une dispersion des temps de stationnement analogue. De cette manière,
la méthode DNFQ est en mesure d’intégrer ces conditions de fonctionnement dans les
modèles appris et de développer une politique robuste permettant de re-synchroniser
les trains dans n’importe quelle configuration de carrousel.
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Figure 4.25 – Distribution de la durée des aléas d’exploitation hebdomadaires




























Figure 4.26 – Distribution de pareto de la durée des aléas hebdomadaires
4.5.6.2 Étude de robustesse
Dans [211], les réseaux de neurones sont définis comme tolérants aux fautes ou
robustes de par leurs propriétés intrinsèques. Dans notre cas d’étude, la propriété la
plus intéressante est la nature distribuée de l’information : du fait du grand nombre
de neurones dans un réseau, chaque neurone contribue dans une faible proportion à
la réponse finale. De cette propriété découle la capacité de généralisation des RNA [212].
Dans [211], il est fait mention de deux types de fautes : une dégradation interne des
informations contenues dans le RNA (une perte d’information sur les poids synaptiques
ou la suppression d’un neurone) et le bruit des données d’entrées. C’est ce dernier type
de fautes qui est le plus susceptible de se produire puisque les données d’entrées pré-
sentées au RNA sont dépendantes des aléas de trafic.
En outre, comme le montre [213], la robustesse d’un réseau de neurones est améliorée
en lui présentant des cas d’apprentissage entachés de bruit.
La robustesse de la politique est alors obtenue en considérant suffisamment de cas
de fonctionnement dégradé de la ligne de métro pour que ces points de fonctionnement
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soient considérés comme des cas de fonctionnement nominaux.
Pour éprouver la robustesse de la méthode deux cas d’études sont considérés : un
cas d’exploitation en heure creuse et un cas d’exploitation en heure de pointe.
Les fréquences ϑf et amplitudes ϑa des aléas dans chacun des deux cas sont définies
selon les conditions d’exploitation moyennes enregistrées lors des essais sur la ligne de
Turin aux périodes correspondantes.
La figure 4.27 présente la distribution de l’amplitude ϑa des aléas dans chacun
des deux cas. Les fréquences d’occurrence des aléas sont respectivement ϑf1 = 260s
ϑf2 = 145s.
Ces deux cas de figures sont étudiés pour un même carrousel avec des conditions
initiales identiques afin d’observer les performances de la méthode DNFQ lorsque la
fréquentation de la ligne varie.
En heure de pointe, du fait d’une fréquentation de la ligne plus importante, les aléas
sont plus récurrents qu’en heure creuse, ce qui correspond à un cas défavorable pour
la méthode DNFQ.
En outre, l’écart-type de l’amplitude des aléas en heure de pointe est volontairement
augmenté pour simuler des perturbations telles que l’algorithme doit suivre la consigne
de temps de stationnement minimal pour résorber le retard des trains concernés par
les aléas. Ainsi, le retour à un état optimisé doit être coordonné en modifiant les temps
de stationnement de plusieurs trains arrivés en station consécutivement.



















Figure 4.27 – Distribution des amplitudes des aléas dans les deux cas d’études.
Cette comparaison permet ainsi d’évaluer la capacité de la méthode à pouvoir re-
définir la politique décisionnelle grâce à la phase de planification : les modèles χ et Ω
du système sont utilisés pour créer de nouveaux cas d’apprentissage tenant compte de
la nouvelle distribution des aléas afin de modifier la politique Φ.
4.5.6.3 Performances de la méthode DNFQ
La base de données d’apprentissage est constituée en appliquant la méthode d’op-
timisation hybride OEP-AG. La distribution des solutions obtenues est illustrée par la
figure 4.28.
Une très forte densité de solutions générant un gain énergétique supérieur à 10%
a été produite en laissant l’algorithme d’optimisation évoluer sur un grand nombre
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d’itérations, cela permet ainsi d’orienter l’apprentissage d’une politique menant à des
décisions favorables pour la réutilisation de l’énergie issue du freinage récupératif.
















Figure 4.28 – Distribution des solutions constituant la base d’apprentissage.
La figure 4.29 présente l’évolution de la consommation énergétique du carrousel sur
un tour de boucle dans chacun des deux cas d’études. A chaque itération, la politique
courante est appliquée pour un carrousel effectuant un tour de boucle complet. De plus,
un même profil d’occurrence des aléas est employé à chaque itération.




























Cas en heure creuse
Cas en heure de pointe
Figure 4.29 – Évolution de la consommation énergétique d’un carrousel induite par la poli-
tique de stationnement suivie dans deux cas d’études.
Les performances de la méthode DNFQ dans chacun des deux cas d’études de
perturbations sont synthétisées dans le tableau 4.4.
Le cas de référence correspond à une exploitation où les trains circulent sans aléas
et en suivant la table horaire nominale. Il ne s’agit donc pas d’un cas d’exploitation
optimisée, mais de la consommation de base d’un carrousel suivant la consigne nominale
initiale fournie par l’exploitant.
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Concrètement, il s’agit de la consommation énergétique d’un carrousel sur un tour
de ligne en suivant une table horaire nominale et en considérant un cas d’exploitation
idéal.
Les autres cas d’études prennent ce cas comme référence dans le calcul des gains
énergétiques.
cas de référence cas 1 cas 2
Gain énergétique final 0% 10,3% 7.5%
Temps moyen de prise de décision 7 0, 468ms 0, 512ms
Temps total d’apprentissage 7 94h15 95h02
Tableau 4.4 – Comparaison des performances de la méthode DNFQ dans 2 cas d’exploitation
avec perturbations.
Concernant les cas d’étude liés à l’utilisation de la méthode DNFQ (cas 1 et cas 2),
l’apprentissage a été limité à un nombre fini d’itérations afin de garder un temps d’ap-
prentissage inférieur à 96h, mais également pour être en mesure de comparer l’évolution
de la politique dans les deux cas de figures.
Les temps de calcul correspondent à un PC embarquant un processeur Intel Xeon
W3520 cadencé à 2.67GHz, 12 Go de RAM, une carte graphique Quadro FX 3800 avec
1Go de VRAM et le tout sous un environnement Windows 7. Notons que le temps de
prise de décision dans le cas du cas de référence n’est pas spécifié, puisque dans ce cas,
la décision est connue en amont de la simulation.
Dans le cas où l’exploitation est perturbée par de faibles aléas, le gain énergétique
généré par la méthode DNFQ est de 10,3%, tandis que lorsque les perturbations de
trafic sont 80% plus fréquentes et de plus grande amplitude, le gain énergétique généré
est de 7,5%.
D’après l’évolution des courbes de la figure 4.29, il semble que les performances des
politiques décisionnelles issues de la méthode DNFQ pourraient encore être améliorées
en permettant une phase d’apprentissage encore plus conséquente.
4.5.6.4 Comparaison par rapport à l’optimisation hors-ligne
Les résultats présentés dans le tableau 4.4 sont à contraster par rapport aux per-
formances d’une table horaire figée dans le cas d’une exploitation soumise à des aléas.
Deux nouveaux cas d’études sont donc définis pour étudier l’impact de l’utilisation
de table horaire fixe optimisée pour gérer des aléas en suivant les distributions de
perturbations analogues aux cas 1 et 2.
L’inconvénient majeur de cette approche est que selon les conditions de perturba-
tions, une table horaire peut naturellement permettre de résorber les aléas ou favoriser
les phases de synchronisation entre accélération et freinage des trains.
Ainsi, en préambule de cette étude, les 50 meilleures tables horaires optimisées issues
de la base d’apprentissage (figure 4.28) sont sélectionnées. Puis les gains énergétiques
issus de l’application de ces tables horaires dans les deux conditions de perturbations
sont analysés.
Ces résultats sont ensuite moyennés afin d’évaluer le comportement énergétique
moyen de tables horaires optimisées en hors-ligne dans un environnement dynamique
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soumis à perturbations 12.
Les résultats de cette étude sont repris dans le tableau 4.5, les cas 3 et 4 corres-
pondent respectivement aux conditions de perturbations des cas d’étude 1 et 2.
cas de référence cas 3 cas 4
Gain énergétique moyen 0% 3,2% 0,9%
Gain énergétique maximal 0% 6,4% 2,2%
Gain énergétique minimal 0% -1,3% -4,1%
Tableau 4.5 – Comparaison des performances de l’optimisation hors-ligne dans 2 cas d’ex-
ploitation avec perturbations.
Dans le tableau 4.5, l’explicitation des gains moyens et extrêmes permet de mon-
trer que des tables horaires optimisées en hors-ligne (générant des gains énergétiques
élevés dans des cas idéaux d’exploitation) peuvent entrainer une augmentation de la
consommation énergétique globale de la ligne par rapport à l’utilisation d’une table
horaire nominale, lorsque des aléas d’exploitation surviennent.
Ainsi, de cette étude, il est assez compliqué d’estimer l’impact d’une optimisation
hors-ligne sur un problème dynamique temps-réel puisque les gains énergétiques perçus
dépendent de la table horaire initiale utilisée. En effet, contrairement à une méthode
mathématique fournissant un même optimum global à chaque évaluation, la méthode
hybride OEP-AG fournit à chaque évaluation un optimum différent.
Cependant, l’analyse des tableaux 4.4 et 4.5 indique d’une part que l’utilisation
d’une optimisation hors-ligne pour solutionner un problème temps réel s’avère aléatoire
puisque des gains négatifs peuvent être obtenus, et d’autre part, ce type d’approche
est moins efficace qu’une approche de type DNFQ, en considérant l’espérance de gain
énergétique pour chaque approche.
4.6 Conclusion
Dans le chapitre précédent, une méthode d’optimisation hybride a été définie pour
effectuer la modification des temps de stationnement dans un cas idéal d’exploitation.
Dans ce chapitre, nous souhaitions donc adapter cette méthode d’optimisation pour
effectuer une resynchronisation en temps réel des trains.
Il était ainsi nécessaire de diminuer le temps de calcul de la boucle d’optimisation
tout en conservant sa précision.
Un état de l’art des travaux sur la replanification temps réel dans le domaine fer-
roviaire a mis en évidence qu’il est indispensable de disposer de modèles énergétiques
précis de la consommation des trains pour assurer l’optimalité de la prise de décision.
Or, le temps de calcul de la boucle d’optimisation est expliqué à 90% par le calcul
des flux de puissances vu par trains à l’aide d’une méthode de résolution itérative pour
connaître la consommation énergétique de la ligne.
12. Pour plus de réalisme, lorsque l’avance/retard des trains par rapport à l’horaire initial est trop
important, des règles de régulation sont appliquées pour modifier les valeurs nominales de temps de
stationnement afin de ne pas violer les contraintes d’exploitation. Ces règles sont définies de manière
à garantir un temps de battement minimal.
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De fait, la première partie de ce chapitre a été dédiée à la synthèse du processus de
résolution itératif par un réseau de neurones artificiels (RNA). Les RNA ont démontré
dans un grand nombre d’applications leur capacité à apprendre le fonctionnement d’un
système et de fournir une réponse à une sollicitation en un temps réduit.
Après avoir rappelé la théorie mathématique sur les réseaux de neurones et défini
les paramètres d’implémentation, les performances de l’estimateur neuronal ont été
testées pour des bases de données composées respectivement de 3.103 et 4.104 cas
d’apprentissage.
Le temps de calcul est amélioré d’un facteur 130 dans le premier cas d’étude, contre
un facteur 75 dans le deuxième cas de figure. La précision de l’estimateur est quant à
elle dépendante du temps alloué à l’apprentissage du RNA, ainsi plus l’apprentissage
est long et plus l’estimateur neuronal est capable d’affiner sa précision et d’augmenter
ses capacités de généralisation.
Ensuite, il a été décidé d’appliquer le même principe pour effectuer l’apprentissage
de la méthode d’optimisation hybride OEP-AG. La méthodologie de réalisation est
un peu différente de celle employée pour concevoir un estimateur neuronal, puisque
cette fois, nous souhaitons non seulement définir une politique décisionnelle en fonction
des cas d’apprentissage issus de l’optimisation hors-ligne, mais également que cette
politique puisse s’adapter en cas de perturbations de trafic.
Pour ce faire, nous avons choisi de mettre en œuvre une méthode basée sur l’ap-
prentissage par renforcement, qui consiste à distribuer des récompenses en fonction des
décisions prises. Ainsi, la politique décisionnelle optimale est obtenue en effectuant les
actions qui maximisent les récompenses reçues sur un horizon temporel.
Une étude de différentes applications utilisant le principe d’apprentissage par ren-
forcement nous a permis de définir la méthode DNFQ, qui est une méthode hybride
faisant intervenir l’apprentissage supervisé de plusieurs RNA utilisés conjointement
pour générer de nouveaux cas d’apprentissage afin de développer les capacités de pla-
nification de la politique décisionnelle.
Les performances de la méthode DNFQ ont ensuite été testées pour deux distri-
butions d’occurrence d’aléas. Ces distributions sont conçues de manière à simuler un
cas présentant des aléas de faibles amplitudes et un deuxième cas où les perturbations
ont une amplitude et une fréquence beaucoup plus importantes. A l’issue de la phase
d’apprentissage, dans le premier cas de figure, la méthode DNFQ génère une politique
permettant un gain énergétique de 10,3%, tandis que dans le deuxième cas, le gain
constaté est de 7,5%.
En outre, le temps de prise de décision est de l’ordre de 0,5 ms, ce qui rend possible
l’implémentation de cette méthode pour une application temps réel.
Ces résultats sont ensuite contrastés par l’étude des performances de tables horaires
issues d’une optimisation hors-ligne pour effectuer la gestion énergétique d’une ligne
dans des conditions réelles d’exploitation. Il en ressort que ce type d’approche n’est
pas déterministe puisque la consommation énergétique globale d’une ligne peut ainsi
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CHAPITRE 5. CONCLUSIONS ET PERSPECTIVES DE L’ÉTUDE
5.1 Conclusions générales
Les différentes méthodes développées dans les chapitres de cette thèse ont permis
d’implémenter un outil d’aide à la décision permettant de resynchroniser en temps réel
les trains de manière à limiter la dissipation de l’énergie issue du freinage.
Un modèle énergétique d’une ligne de métro a d’abord été défini, puis une méthode
de résolution itérative a été décrite pour pouvoir calculer les flux de puissances effectués
entre les trains et les sous-stations.
Ensuite, une méthode d’optimisation hybride a été développée pour déterminer des
combinaisons de temps d’arrêt en station permettant de minimiser la consommation
énergétique.
Puis, la méthode de résolution itérative a été synthétisée par un réseau de neu-
rones afin de gagner en temps de calcul tout en conservant la précision sur les flux de
puissances réels.
Enfin, la méthode d’optimisation a été utilisée pour générer une base de données
qui a ensuite été apprise par un algorithme DNFQ afin d’en déduire une politique déci-
sionnelle optimale en temps réel. Des simulations réalisées sur la méthode DNFQ pour
deux conditions d’exploitation avec aléas ont montré des gains énergétiques potentiels
compris entre 7,5% et 10,3%.
Les développements futurs de ces travaux de thèse pourraient consister d’une part à
développer une modélisation de lignes de métro encore plus précise afin de se passer de
la nécessité de posséder des enregistrements réels pour en déduire une politique optimale
pertinente, et d’autre part à développer une méthode d’optimisation mathématique des
temps de stationnement pour s’assurer de constituer une base de données présentant
des solutions optimales.
5.2 Perspectives
5.2.1 Perspectives d’efficacité de la méthode
5.2.1.1 Limites de la méthode
La méthode DNFQ a été testée sur un cas d’étude relativement simple qui consiste
en un tour de boucle d’un carrousel établi. Pour la mettre en œuvre, trois éléments
sont indispensables :
— Un estimateur des flux de puissance déduit de la méthode de résolution itérative.
Pour chaque carrousel, il est nécessaire d’entraîner un estimateur dédié puisque
le nombre d’entrées et de sorties varie en fonction du nombre de trains en ligne.
— Une base de données contenant des solutions potentielles du problème d’optimisa-
tion des tables horaires. Cette base est obtenue par un algorithme d’optimisation
hybride OEP-AG.
— Un modèle de l’environnement et un modèle de politique optimale issus de l’appli-
cation de la méthode DNFQ. Ces modèles sont également dépendants du nombre
de trains en exploitation. Il est donc nécessaire d’effectuer un apprentissage pour
chaque carrousel.
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Ainsi, pour appliquer la méthode DNFQ sur une journée d’exploitation, il est in-
dispensable d’avoir complété ces trois étapes pour chaque carrousel exploité lors de la
journée, ce qui nécessite un temps d’apprentissage assez conséquent.
En outre, la modélisation mécanique du matériel roulant représente la plus grande
source d’incertitude. De fait, pour réduire cette erreur, une instrumentation de rames
en exploitation permettrait d’obtenir des données beaucoup plus réalistes concernant
le fonctionnement énergétique de la ligne de métro.
5.2.1.2 Gains énergétiques potentiels
Une étude de la répartition des flux énergétique nécessaires à l’avancement des
trains se basant sur les travaux de [56], [214], [215], des documents internes à Siemens
ainsi que les essais-sie réalisés sur la ligne de Turin a permis de déterminer la figure
5.1.
Cette figure recense et quantifie l’ensemble des pertes énergétiques dans une ligne de
métro, ainsi que la quantité d’énergie issue du freinage qu’il est théoriquement possible
de récupérer.
Il est à noter que les valeurs chiffrées de la figure 5.1 correspondent à des valeurs




















Figure 5.1 – Répartition des flux d’énergie dans une ligne de métro automatique comme
celle de Turin.
Les pertes énergétiques sont de plusieurs types :
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Les pertes d’acheminement Pach : pertes dans les sous-stations et pour la distri-
bution de l’énergie sur la ligne de métro (sec. 2.2.3) ;
Les pertes auxiliaires Paux : pertes liées au fonctionnement des systèmes auxiliaires
fixes et embarqués (sec. 2.3.6) ;
Les pertes de résistance à l’avancement PRAV : il s’agit de l’énergie dépensée pour
vaincre les forces de frottement mécanique et aérodynamique. Le calcul de ces
pertes découle naturellement de l’application du PFD (sec. 2.4.2) ;
Les pertes de la chaine de traction Ptrac : ce sont les pertes liées à la conversion
de l’énergie électrique issue du réseau de traction en énergie mécanique nécessaire
à la traction (et inversement) (sec. 2.3.2) ;
Les pertes par freinage Pfr : il s’agit de l’énergie cinétique qui n’a pas pu être resti-
tuée sur le réseau et a dû être dissipée par dissipation mécanique ou rhéostatique
(sec. 2.4.3.2) ;
Le flux Prec correspond à la quantité d’énergie récupérée lors des phases de freinage
électrique.
L’énergie utile correspond à la quantité d’énergie nécessaire à la traction. Il s’agit
de l’énergie qui doit être injectée sur la ligne électrique pour assurer l’avancement des
trains.
Les pertes Pfr sont celles que l’on cherche à minimiser dans ces travaux de thèse,
en synchronisant les phases de freinage et d’accélération des trains pour favoriser la
réutilisation de l’énergie issue du freinage. Ainsi, en moyenne 23% de l’énergie cinétique
de traction peut être théoriquement récupérée.
Au chapitre précédent, l’optimisation hors-ligne des temps de stationnement à l’aide
de la méthode d’optimisation hybride OEP-AG, pour une journée d’exploitation, a
montré qu’en explorant un très faible nombre de solutions possibles, un gain énergé-
tique de 7.8% a été enregistré.
Dans le cadre de l’optimisation temps réel, l’étude des performances de la méthode
dans des conditions d’exploitation intégrant des aléas, a été réalisée sur un tour de
boucle avec un carrousel établi de 16 trains. La méthode DNFQ a permis d’enregistrer
des gains énergétiques de 10,3% et 7,5% pour respectivement un cas d’exploitation avec
peu d’aléas et un cas d’exploitation avec un plus grand nombre de perturbations de
trafic.
Cependant, ces résultats sont à contraster par rapport à la qualité de la base de
données. En effet, cette base de données est composée d’un grand nombre de solutions
dont le gain maximal est d’environ 12%. Ainsi, en améliorant la qualité des solutions
de la base d’apprentissage, il serait possible d’augmenter encore les gains énergétiques
potentiels.
5.2.1.3 Amélioration de la méthodologie par une approche mathématique
La méthodologie développée ici se base sur une optimisation des tables horaires à
l’aide de métaheuristiques, dont les solutions sont ensuite apprises pour développer une
commande optimale en temps réel.
Certains travaux comme ceux de Peña [36] prennent le parti d’effectuer une résolu-
tion mathématique du problème des tables horaires. Cette approche présente l’avantage
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de garantir l’optimalité des solutions trouvées, sans toutefois permettre une applica-
tion en temps réel. La raison principale étant la très grande dimension de l’espace des
solutions.
Une méthodologie similaire à celle exposée dans ces travaux pourrait alors être mise
en œuvre afin de synthétiser un algorithme de résolution mathématique du problème
d’optimisation des tables horaires à l’aide d’une fonction d’approximation. Cela per-
mettrait alors d’assurer une baisse significative des temps de calcul tout en conservant
une précision acceptable.
En outre, il est à noter que des approches basées sur la Représentation Energétique
Macroscopique (REM) ont été développées dans le but de modéliser l’ensemble des
flux énergétiques se produisant sur une ligne de métro automatique [216]. Ces travaux
présentent l’intérêt de prendre en compte l’ensemble des éléments énergétiques présent
sur la ligne, ce qui permet de calculer assez précisément la consommation énergétique
réelle des trains présents sur la ligne.
Il serait alors possible d’améliorer la modélisation et la résolution effectuée au cha-
pitre 2 en utilisant la méthodologie REM évoquée précédemment. Un estimateur neu-
ronal pourrait ensuite être utilisé pour apprendre le comportement de la simulation
REM pour en réduire le temps de calcul.
5.2.2 Solutions complémentaires
Ces travaux de thèse se sont focalisés sur la conception d’une méthode logicielle
permettant d’améliorer l’efficacité énergétique de lignes ferroviaires. Cette solution pré-
sente l’avantage de ne pas nécessiter d’investissement lourd.
D’autres solutions existent pour améliorer encore l’efficacité énergétique des lignes
ferroviaires comme l’installation de systèmes de stockage fixes ou embarqués ou l’ins-
tallation de sous-stations réversibles.
5.2.2.1 Stockage énergétique fixe ou embarqué
Le stockage énergétique stationnaire consiste en une ou plusieurs unités de systèmes
de stockage placés le long de la ligne, dont le but est de récupérer l’énergie électrique
issue du freinage générée en excès sur la ligne [32].
Le stockage énergétique embarqué consiste quant à lui à équiper les trains en ex-
ploitation de systèmes de stockage. Cela permet aux trains de stocker l’énergie issue
du freinage qui n’a pas pu être consommée par les trains présents sur la ligne.
Cette dernière solution présente l’intérêt majeur de ne pas impliquer de pertes en
lignes supplémentaires liées au renvoi de l’énergie du freinage entre les trains, mais
également d’assurer une certaine autonomie énergétique des trains.
5.2.2.2 Sous-stations réversibles
Dans cette étude, nous avons fait l’hypothèse que toutes les sous-stations d’une
ligne ferroviaire sont non-réversibles, c’est à dire que l’énergie ne peut transiter que du
réseau électrique vers les charges de la ligne.
L’installation de sous-stations réversibles permet ainsi à l’énergie électrique géné-
rée en excès d’être renvoyée sur le réseau électrique d’alimentation de la ligne, pour
alimenter d’autres clients connectés au réseau.
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5.2.2.3 Comparatif de ces solutions
Le tableau 5.1 présente une comparaison des trois solutions précédentes pour quelques
critères [217].
La question du coût de ces solutions est un sujet délicat puisque jusqu’au début
des années 2010 relativement peu de lignes ferroviaires ont implanté ces solutions. De
fait, les exploitants ont une connaissance restreinte de la durée de vie et du retour
sur investissement de ces systèmes, ce qui rend difficiles les décisions d’investissement.
Parallèlement, ces solutions ne bénéficient pas pour l’instant d’un effet d’expansion de






matériel roulant X X
Exploitation sans alimenta-
tion électrique (caténaire ou
rail d’alimentation)
X
Réduction des pertes en
ligne X
Baisse des coûts de mainte-
nance du frein mécanique X X X
Limitation des contraintes
de sécurité pour les usagers X X
Lissage de la puissance élec-
trique consommée X X
Stabilisation de la tension
de la ligne X X




Réduction du nombre de
sous-stations X
Tableau 5.1 – Comparatif des trois solutions pour différents critères.
Néanmoins, les projets et prototypes se multiplient, et les lignes qui ont intégré ces
solutions ont constaté des gains énergétiques significatifs [217], [218].
Les lignes de métro de Rennes et Hanovre ont installé un système de stockage
inertiel d’une puissance nominale de 1MW pour une capacité energétique de 5kWh.
L’exploitant de Rennes a effectué une double optimisation, tout d’abord en effectuant
une optimisation des tables horaires, puis en mettant en place un volant inertiel au
milieu de la ligne. Initialement, la consommation énergétique annuelle de la ligne de
Rennes était de 6,5 GWh ; l’optimisation des tables horaires et le système de stockage
ont permis d’effectuer des gains énergétique annuels de respectivement 600 MWh et
230 MWh, soit un gain cumulé de 12,7% de la consommation annuelle initiale.
De son côté, l’exploitant de Hanovre a quant à lui enregistré une diminution de sa
consommation énergétique annuelle de 462 MWh, soit un gain de 40 ke en considérant
les tarifs d’électricité en Allemagne en 2004.
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A Cologne, une solution fixe à base de supercapacités a été privilégiée, pour un gain
annuel de 320 MWH.
A Nice, l’installation de batteries Ni − Mh (nickel - hydrure métallique) sur le
toit des tramways permet aux trains de se passer d’alimentation électrique sur 11% de
la ligne. L’intérêt majeur de cette solution est de préserver le caractère historique du
centre ville.
A Manheim, une supercapacité de 1KWh placée sur un tramway a permis de dé-
montrer une baisse de 20% de la consommation globale de ce train.
Une solution embarquée hybride supercapacité-batterie Ni-Mh testée sur le métro
de Lisbonne a également engendré un gain énergétique d’environ 11%.
Sur la ligne à haute vitesse reliant Valence (Espagne) à Madrid, cinq sous-stations
réversibles ont été implantées, ce qui a permis d’enregistrer une baisse des coûts d’ex-
ploitation de 8%.
Tous ces exemples d’applications montrent que des gains énergétiques assez im-
portants peuvent être réalisés en intégrant ces solutions à des lignes en exploitation.
Cependant, comme le montre le cas de la ligne de Rennes, une optimisation préa-
lable des tables horaires semble rendre moins attractive les solutions de stockage ou de
sous-stations réversibles. Néanmoins, la hausse probable des coûts de l’énergie dans les
années à venir devrait garantir une viabilité à long terme, bien que selon les études,
son évolution soit assez variable.
Dans une étude réalisée en 2007, l’administration américaine de l’énergie (US EIA)
prévoit une stabilisation du coût de l’électricité entre 2005 et 2030 [219], l’Union Eu-
ropéenne prévoit une hausse de 80% du coût moyen de l’électricité entre 2009 et 2030
[220], tandis qu’en France, la tendance actuelle d’évolution des coûts de l’électricité
semble indiquer une hausse de 50% entre 2011 et 2030 [221], [222].
5.2.2.4 Insertion de phases de marche sur l’erre
L’utilisation de la marche sur l’erre est également compatible avec la méthodologie
développée durant cette thèse. La seule modification à apporter étant de modifier les
profils de vitesse commerciale utilisée par les trains lors de la modélisation de l’exploi-
tation de la ligne.
La marche sur l’erre est un mode d’exploitation plutôt utilisé en heure creuse
puisque son utilisation diminue la qualité de service de la ligne : le temps de parcours
nominal des trains en interstation est volontairement augmenté de quelques secondes
en adoptant une conduite plus souple exploitant la déclivité de la ligne. En outre, en
période creuse, il est également possible d’étendre la plage de modification des temps
de stationnement pour permettre d’améliorer la synchronisation des trains.
En heure de pointe, une telle modification n’est pas possible puisque les trains
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OPTIMISATION DE LA CONSOMMATION ÉNERGÉTIQUE D’UNE
LIGNE DE MÉTRO AUTOMATIQUE PRENANT EN COMPTE LES
ALÉAS DE TRAFIC A L’AIDE D’OUTILS D’INTELLIGENCE
ARTIFICIELLE
RESUME : En 2014, dans le cadre du Plan Climat, les pays membres de l’Union Euro-
péenne, se sont engagés à réduire de près de 27% leur consommation d’énergie. L’un des
axes d’études concerne l’augmentation de l’efficacité énergétique des transports urbains.
Cette thèse a pour objectif de proposer une méthodologie afin de réduire la consommation
énergétique de lignes de métro automatique tout en intégrant les perturbations de trafic
qui se produisent dans des conditions normales d’exploitation. Le principe retenu dans ces
travaux est de maximiser la réutilisation de l’énergie générée lors du freinage des trains,
par les autres trains présents sur la ligne. Une première partie est dédiée à la modélisation
électrique d’une ligne de métro automatique et à la présentation de méthodes permettant
de calculer les flux de puissances entre les trains et les sous-stations d’alimentation. Ensuite,
des algorithmes d’optimisation sont introduits pour effectuer l’optimisation des paramètres
d’exploitation les plus influents dans une configuration idéale n’intégrant pas les aléas de
trafic. Enfin, une méthodologie basée sur un apprentissage des données de simulation est
développée dans le but de réaliser l’optimisation énergétique de la consommation en temps
réel et en intégrant les perturbations de trafic. Cette dernière partie aura ainsi pour objec-
tif de fournir une aide à la décision dans le choix des temps d’arrêts que doivent effectuer
chaque train en station afin de maximiser la récupération de l’énergie issue du freinage.
Mots clés : Intelligence artificielle, Optimisation dynamique, Métaheuristiques, Syn-
chronisation ferroviaire, Efficacité énergétique, Régulation de trafic
ENERGY CONSUMPTION OPTIMIZATION OF AN AUTOMATIC
METRO LINE INTEGRATING TRAFFIC FLUCTUATIONS WITH
ARTIFICIAL INTELLIGENCE TOOLS
ABSTRACT : In 2014, as part of the Climate Plan, EU member countries have commit-
ted to reduce by 27% their energy consumption. One of the main focal areas consists in
increasing the energy efficiency of urban transports. This thesis aims to propose a metho-
dology to reduce the energy consumption of automatic metro lines while integrating traffic
disruptions that occur under normal operating conditions. The principle adopted in this
work is to maximize the reuse of electrical energy generated during braking of the train,
by other trains running on the line. First part is dedicated to the electrical modeling of an
automatic metro line and development of methods to calculate power flows between trains
and power substations. Then, optimization algorithms are introduced to perform optimiza-
tion of the most influential operating parameters in an ideal configuration ignoring traffic
fluctuations. Finally, a methodology based on learning simulation data is developed in order
to achieve optimization of energy consumption integrating traffic disruptions in real time.
This last part will thus purchase the objective to provide a decision support to determine
optimal dwell times to be carried out by trains in each station, so as to maximize braking
energy recovery.
Keywords : Artificial intelligence, Dynamic optimization, Metaheuristics, Railway syn-
chronization, Energy efficiency, Traffic regulation
 
 
 
 
 
 

