ABSTRACT. In this paper we study the problem P ε :
Introduction
Let us consider the following nonlinear elliptic problem under the Navier boundary condition
where Ω is a bounded regular domain in R n , n ≥ 5 and q + 1 = 2n/(n − 4) is the critical Sobolev exponent for the embedding
(Ω). The interest in this type of equation comes from the fact that it resembles some geometric equations involving Paneitz operator (see for instance [9] and [10] ). It is well known that if Ω is starshaped, P (Ω) has no solution (see Mitidieri [15] and Van der Vost [17] ) and if Ω has nontrivial topology, in the sense that H k (Ω; Z/2Z) = 0 for some k ∈ N, Ebobisse and Ould Ahmedou [11] have shown that P (Ω) has a solution. Nevertheless, Gazzola, Grunan and Squassina [12] gave the example of contractible domain on which a solution still exists, showing that both topology and geometry of the domain play a role. In contrast with the subcritical case q < n+4 n−4
, the associated variational problem happens to be lacking of compactness, that is the functional corresponding to P (Ω) does not satisfy the Palais-Smale condition. This means that there exist sequences along which the functional is bounded, its gradient goes to zero, and which do not converge. Such a fact follows fron the noncompactness of the embedding of H 2 (Ω) ∩ H 1 0 (Ω) into L q+1 (Ω). Since this lack of compactness, the standard variational techniques do not apply and therefore the question related to existence or nonexistence of solutions of P (Ω) remained open. In this paper, we study the problem P (Ω) when Ω = A ε is a ringshaped open set in R n and ε → 0. More precisely, let f be any smooth function :
f : R n−1 −→ [1, 2] , (θ 1 , ..., θ n−1 ) −→ f (θ 1 , ..., θ n−1 )
which is periodic of period π with respect to θ 1 , ..., θ n−2 and of period 2π with respect to θ n−1 . We set S 1 (f ) = {x ∈ R n /r = f (θ 1 , ..., θ n−1 )} , where (r, θ 1 , ..., θ n−1 ) are the polar coordinates of x. For ε positive small enough, we introduce the following map
where n x is the outward normal to S 1 (f ) at x. We denote by (A ε ) ε>0 the family of annulus shaped domains in R n such that ∂A ε = S 1 (f ) ∪ S 2 (f ). Our main result is the following Theorem. Theorem 1.1 Assume that n ≥ 6 and let C be any positive constant. Then there exists ε 0 > 0 such that, for any ε < ε 0 , the problem P ε : ∆ 2 u ε = u n+4 n−4 ε , u ε > 0 in A ε , u ε = ∆u ε = 0 on ∂A ε , has no solution such that Aε |∆u ε | 2 ≤ C.
Remark 1.2 We believe the result to be true also for n = 5 (see Remark 3.2 below).
The proof of Theorem 1.1 is inspired by strong arguments which we developed for the corresponding second order equation [7] . It involves rather delicate analysis of asymptotic profiles of solutions when ε tends to zero. Compared with the second order case, further technical problems have to be solved by means of delicate and careful estimates. The plan of the present paper is as follows. In section 2, arguing by contradiction, we suppose that (P ε ) has a solution u ε with a bounded energy and we study the asymptotic behavior of such a solution, we prove that u ε blows up at finite points. Then we give in section 3 the characterization of blow up points. Lastly, section 4 is devoted to the proof of our theorem.
Asymptotic Behavior of Bounded Energy Solutions
In this section we suppose that P ε has a solution u ε which satisfies Aε |∆u ε | 2 ≤ C, C being a given constant. Our purpose is to study the asymptotic behavior of u ε when ε tends to zero. We prove that u ε blows up at p points (p ∈ N * ). In order to formulate the result of this section, we need to fix some notation. We denote by G ε the Green's function of ∆ 2 defined by:
where δ x is the Dirac mass at x and c n = (n − 4)(n − 2)|S n−1 |. We denote by H ε the regular part of G ε , that is,
and define ρ ε (x) as the least eigenvalue of
For a ∈ R n and λ > 0, δ (a,λ) denotes the function
It is well known (see [13] ) that if c 0 is suitably chosen (c 0 = ((n − 4)(n − 2)n(n + 2)) n−4 8 ) the function δ (a,λ) are the only solutions of equation
and they are also the only minimizers for the Sobolev inequality, that is
We also denote by P ε δ (a,λ) the projection of δ (a,λ) on
equipped with the norm ||.|| and the corresponding inner product (., .) defined by
and we define on E ε \ {0} the functional
whose positive critical points, up a multiplicative constant, are solutions of P ε . Now we are able to state the main result of this section. 
where
and where ε ij = (
is bounded below and above. As in the proof of Lemma 2.3 [7] , we can show that case 2 cannot occur. Now we are going to prove that case 3 cannot also occur. Arguing by contradiction, let us suppose that case 3 occurs. Then it follows from (2.10) and standard elliptic theories that there exists some positive function v, such that ( after passing to subsequence ),
where Ω is a half space or a strip of R n , and v satisfies
But if Ω is a half space or a strip of R n , then v must vanish identically (see [15] ). Thus we derive a contradiction. So we are in the first case and therefore there exists some positive function v, such that (after passing to a subsequence), v ε −→ v in C 2 loc (R n ), and v satisfies (2.11) with Ω = R n and without boundary conditions. It follows from Lin [13] v(X) = δ (0,αn) (X), with α n = ((n − 4)(n − 2)n(n + 2)) −1/4 .
Observe that
In the sequel, we denote by u 1 ε the function defined on A ε by u
(2.12)
Notice that λ 1,ε → +∞ and λ 1,ε d(a 1,ε , ∂A ε ) → +∞ when ε → 0. Now we need to prove the following lemma :
Proof. i/ We have
The function θ ε satisfies (see [8] )
Regarding the first term, let R be a large constant such that R n \B(0,R) δ 2n n−4
(0,αn) = o(1). Then, using the Holder's inequality and the fact that Aε v 2n/(n−4) ε ≤ C, we derive that
Now, we need to estimate the following integral
In the same way, we prove that
ii/ We also have
For the 2nd integral, we have
For the first integral, we have
We also have
Notice that, on one hand
On the other hand
Thus Claim ii/ of Lemma 2.3 follows.
iii/ The proof of iii/ in Lemma 2.3 is similar to that of ii/, so we will omit it. 2
Now we distinguish two cases :
2 −→ 0 , the proof of Theorem 2.1 is finished. In the sequel, we consider the second case, that is Aε |∆u 1 ε | 2 −→ 0, when ε −→ 0 and we are going to look for a second point of blow up of u ε . In order to simplify our notation, in remainder we often omit the index ε of a ε and λ ε . Let us introduce the following notation :
We distinguish two cases :
For X ∈ B(0,
It is easy to check the following claims
By an argument similar to the one used after the proof of Lemma 2.2, we have
Therefore we have found a second point of blow upā 2 of u ε with the concentrationλ 2 in this case (ā 2 = a 4 + b/λ 4 andλ 2 = λλ 4 ). Next we study the second case, that is, h ε remains bounded when ε → 0, where h ε is defined in (2.16) . In this case we consider two subcases.
Let us consider the first subcase. Clearly, we have Aε\B(a 1 ,2ε) |u
0 and
Hence, there existsc > 0 such that
, we introduce the following function
We also have λ 2 d(a 2 , ∂A ε ) → +∞. It is easy to see that U ε satisfies
Thus there exists b ∈ R n and λ > 0 such that
. Therefore we have also found a second point of blow upā 2 of u ε with the concentrationλ 2 in this case (ā 2 = a 2 + b/λ 2 andλ 2 = λλ 2 ). Now we study the second subcase. To this aim, we introduce the following function defined on
Observe that F ε "converges" to a strip of R n when ε → 0. We notice that W ε satisfies
0, as ε → 0 and
It is easy to check that there exists some fixed domain
We can choose b ε and α ε such that α ε is minimum and B(bε,αε)∩Fε
Proof. We argue by contradiction. Let us suppose that λ 1 /λ 2 ,λ 2 /λ 1 and λ 1λ2 |a 1 −ā 2 | 2 are bounded when ε −→ 0. For X ∈ A ε := λ 1 (A ε − a 1 ), we introduce ω ε defined by
Observe that, on one hand
On the other hand, since λ 1 |ā 2 − a 1 | and λ 1 /λ 2 are bounded, we have
which yields a contradiction and our Lemma follows . 2
Now we set A ε =λ 2 (A ε −ā 2 ) and we introduce the function V ε defined by
It is easy to see that there exists some functions V such that (after passing to a subsequence),
(Ω) and V satisfies
where Ω is a half space or a strip or a R n . From (2.19), it is easy to see that V = 0. Proof. We have
Thus, it is sufficient to prove that
Lastly, if λ 1 /λ 2 −→ +∞ andλ 2 /λ 1 −→ +∞, then, by Lemma 2.4, we have
Observe that for X ∈ B(0, R), we have
Then our Lemma follows. 2
Now, from [15] , we derive that Ω = R n . Thus, using (2.20) and Lemma 2.5, we also obtain a second point of blow up of u ε in this case. Thus in all cases we have built a second point a 2,ε of blow up of u ε with the concentration λ 2,ε such that λ 2,ε → +∞ and λ 2,ε d(a 2,ε , ∂A ε ) → +∞ as ε → 0. It is clear that we can proceed by inductions. Thus we obtain a sequence (u
Since the later term in (2.23) will be negative for large k, the induction will terminate after some index p ∈ N * . Moreover, for this index, we obtain desired claims in Theorem 2.1.
Location of Blow up Points
In this section, we give the characterization of blow up points which we found in section 2. Namely, we prove the following crucial result : 
In addition, we have ∀m, l ∈ {1, ..., k} |a im,ε − a i l ,ε | ≤ C 0 d, where d = min {d(a i l ,ε ), ∂A ε ) /1 ≤ l ≤ k} and C 0 is a positive constant independent of ε. To proceed further, we introduce some notation. Let, for p ∈ N * and η > 0 given
where Σ + (A ε ) = {u ∈ E ε / u > 0, ||u|| = 1}. If a function u belongs to V ε (p, η), then, for η > 0 small enough, the minimization problem
has a unique solution, up to permutation (the proof of this fact is similar, up to minor modifications, to the corresponding statement for Laplacian operator in [3] ). Therefore, for ε > 0 sufficiently small, Section 2 implies that u ε ( solution of P ε ) can be uniquely written as
where v ε satisfies the following conditions :
and α i,ε satisfies :
In order to simplify the notations, in the sequel, we write α i , a i , λ i , δ i , P δ i and θ i instead of α i,ε , a i,ε , λ i,ε , δ (a i,ε ,λ i,ε ) , P δ (a i,ε ,λ i,ε ) and θ (a i,ε ,λ i,ε ) respectively and we also write u ε instead of u ε . First of all, we deal with the v ε -part of u ε .
Proposition 3.3 Let v ε be defined by (3.2). Then we have the following estimate
Proof. From (3.2), we derive that
Thus, since J(u ε ) is bounded,
and therefore Q is a positive definite quadratic form on v (see [6] ). Thus there exists α 0 > 0 such that
Now we estimate |f |. We have
Notice that
If n ≥ 12, we have 2n n+4
and thus
If n ≤ 11, we have 1 <
, thus, using Holder's inequality, we derive that
Using (3.5), (3.6), (3.7) and (3.8), we easily deduce our proposition. 2
Next we will give useful expansions of gradient of J.
Proposition 3.4 For n ≥ 6, we have the following expansion
Proof. We have
Thus, setting ϕ i = λ i (∂P δ i /∂λ i ) and using Proposition 3.3, we have
Notice that if n ≥ 6, we have
Now, we need to estimate
Now we observe that a computation similar to the one performed in [2] and [16] shows that
and for i = j, we have
Now, the estimates (3.10),..., (3.20) , and the fact that J(u ε )
Proposition 3.5 For n ≥ 6, we have the following expansion
where R is defined in Proposition 3.4.
Proof. As in the proof of Proposition 3.4 , we obtain (3.10) but with λ i −1 (∂P δ i )/(∂a i ) instead of λ i (∂P δ i )/(∂λ i ). Now, using Proposition 2.1 of [8] , we derive that
Using the above estimates our proposition follows. 2
Next we are going to give the proof of Theorem 3.1. From Proposition 3.4 we easily derive that p ≥ 2. Now for i ∈ {1, ..., p} , we introduce the following condition
We divide the set {1, ..., p} into T 1 ∪ T 2 with T 1 = {i/ i satisfies (3.21)} and T 2 = {i/ i does not satisfy (3.21)} .
In T 2 we order the λ
We begin by proving the following Lemma: Lemma 3.6 For n ≥ 6, we have the following estimate (a)
Proof. We start by proving claim (a). Using Proposition 3.4, we derive that
Thus, if λ i ≥ λ j and i, j in T 2 , we have
For j ∈ T 1 and i ∈ T 2 , two cases may occur :
Using in this case the fact that j satisfies (3.21) and
, we obtain
ii/ in other cases, we have
and (3.25) follows in this case. Using (3.22), (3.23), (3.24), and (3.25), we see that
for ε small enough (this fact can be shown as in the proof of Lemma 4.2 of [1] ), then
Therefore claim (a) follows. The proof of claim (b) is based on (3.22) and claim (a). 2
Now, in T 1 we order all the λ i d i 's:
In order to simplify our notations, we suppose that T 1 = {1, 2, ..., q} and
Let us introduce the following sets:
∀k ≤ i} and C 0 and C 1 are positive constants chosen later.
Lemma 3.7 Let B be defined by (3.27) . Then, {1} B.
Proof. We argue by contradiction. We assume that B = {1}. Using Proposition 3.4, and the fact that
, we derive that
Observe that : -for k ∈ T 2 , by Lemma 3.6, we have
Thus, using Lemma 3.6 and the fact that C 1 large enough, we obtain
if we choose C 0 large enough . Thus (3.28) yields a contradiction and our lemma follows. 2
In order to finish the proof of of Theorem 3.1, it is sufficient to prove the following lemma. Let M B = M(a i , i ∈ B) the matrix defined by (2.3) and ρ B its least eigenvalue. We denote by e the eigenvector associated to ρ B . As in [4] , we can easily prove that all components of e are strictly positive. Let η > 0 be such that for any γ belongs to a neighborhood C(e, η) of e, we have
and for γ ∈ (R + ) m \ C(e, η) , we have
Lemma 3.9 Let Λ be defined by (3.30) . Then Λ ∈ C(e, η).
Proof. We argue by contradiction. We assume that Λ ∈ (R * + ) m \ C(e, η). Let
From Proposition 3.4, we derive that
where Z is the vector field defined on the variables λ along the flow line defined by Λ(t). Observe that
Using (3.32), we obtain This yields a contradiction and our lemma follows. 2
Proof of Lemma 3.8 Observe that, as in (3.28), it is easy to prove that, for i, j in T 1 , we have (λ i /λ j + λ j /λ i )ε 2/(n−4) ij = o(1) and therefore ε ij = λ i λ j |a i − a j | 2 (4−n)/2 (1 + o(1)). Observe that: -for j ∈ T 2 , we have, by Lemma 3.6,
-for j ∈ T 1 , as in the previous case, it is easy to see that 
