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Eine wichtige Klasse numerischer Ozeanmodelle basiert auf den primitiven Gleichungen 
mit der hydrostatischen NÃ¤herung In Verbindung mit der rigid-Lid-Approximation er- 
laubt dieser Ansatz die EinfÃ¼hrun einer vertikal integrierten Stromfunktion, die durch 
eine elliptische partielle Differentialgleichung (PDG1) bestimmt wird. Die Koeffizienten 
und das zweidimensionale Definitionsgebiet der PDGl werden durch die Bodentopogra- 
phie bzw. KÃ¼stenlinie bestimmt und sind in realistischen Anwendungen daher i.A. sehr 
unregelmÃ¤ÃŸi An den elliptischen Loser werden somit hohe Anforderungen gestellt. Die 
Ausfiihrungszeit des elliptischen Losers, der in jedem Zeitschritt aufgerufen wird, betrÃ¤g 
nur etwa 10% der gesamten seriellen Rechenzeit des Ozeanmodells, aber oft stellt sich 
der Loser als Flaschenhals in einem parallelen Programm heraus, denn robuste Verfahren 
sind meist nur schlecht zu parallelisieren. 
Diese Arbeit gibt einen umfangreichen Ãœberblic Ã¼be moderne serielle und parallele 
Losungsverfahren, vergleicht die Robustheit und Effizienz der Algorithmen bei realisti- 
schen Problemen und stellt Modifikationen vor, die die typischen Eigenschaften von PDG1 
in der Ozeanographie ausnutzen. Da die Rechnerarchitektur einen groÃŸe Einfluss auf die 
Effizienz der Algorithmen hat, liegt ein Schwerpunkt auf der Implementierung der Loser. 
Irn ersten Kapitel wird die Eis-Ozean-Modellfamilie BRIOS als Testbett vorgestellt, 
denn die PDG1 in BRIOS weist von einem unregelm5ÃŸi berandeten Gebiet mit Inseln bis 
hin zu stark schwankenden Koeffizienten alle typischen Eigenschaften auf. Die folgenden 
Kapitel 2, 3 und 4 widmen sich den numerischen Verfahren. 
Die seriellen Verfahren mit Parallelisierungsstrategien sind Gegenstand des zweiten 
Kapitels, wobei sich das Verfahren der konjugierten Gradienten (mit gutem Vorkonditio- 
nierer) und die Mehrgitter-Loser (mit sorgfÃ¤lti gewÃ¤hlte Komponenten) als die effizien- 
testen Verfahren fÃ¼ realistische Probleme wie in BRIOS erweisen. Erstmals wird ein sehr 
robuster Mehrgitter-Loser (von de Zeeuw), der problemlos Landmasken und stark variie- 
rende Koeffizienten behandeln kann, fÃ¼ ozeanographische Anwendungen eingesetzt. 
Die Kapazitanzmatrix-Methode (CMM), die in Kapitel 3 vorgestellt wird, erfreut sich 
groÃŸe Beliebtheit in der Ozeanographie, denn dieses Gebietseinbettungsverfahren erlaubt 
es, einen schnellen Loser auf einem Rechteckgitter einzusetzen, um eine PDGl in einem 
eingebetteten unregelmÃ¤ÃŸ berandeten Gebiet zu lÃ¶sen In BRIOS beispielsweise wurde 
ursprÃ¼nglic ein Standard-Mehrgitter-Verfahren mit der CMM kombiniert. Mit verschie- 
denen Modifikationen wird die Genauigkeit, die Ausfiihrungszeit und der Speicherbedarf 
verbessert. 
Leider gilt die Faustformel, dass robuste serielle Loser sehr rekursiv strukturiert sind 
und nur schwer, wenn Ã¼berhaupt parallelisiert werden kÃ¶nnen In Kapitel 4 werden daher 
die inhÃ¤ren parallelen Verfahren behandelt. Die direkte Schur-Komplement-Methode 
stellt sich als optimal geeigneter Loser fÃ¼ die parallele Implementierung von BRIOS auf 
der Cray T3E des AWI heraus. Da der Speicherbedarf des Verfahrens quadratisch mit der 
ProblemgroÃŸ wÃ¤chst wurde eine mehrgitter-Ã¤hnlich Version des direkten Algorithmus 
entwickelt, die sich auch zur Parallelisierung grÃ¶ÃŸer Anwendungen eignet. FÃ¼ den 
elliptischen Loser in BRIOS konnte die Rechenzeit um bis zu 99% (!) im Vergleich zum 
parallelisierten CMM- und Mehrgitter-Loser gesenkt werden. 
Abstract 
In computational oceanography an important class of models is based on the primitive 
equations with the hydrostatic approximation. With the rigid-lid approximation this an- 
satz introduces a vertically integrated stream function that is determined by an elliptic 
partial differential equation (PDE) with coefficients and computational domain depen- 
ding on the topography. Thus a real life application contains a PDE with highly varying 
anisotropic coefficients in a two-dimensional domain bounded by an irregular coastline 
with bays and islands. This results in high demands on the robustness of the elliptic sol- 
ver. The solution of the PDE, which has to be carried out in each timestep, requires only 
a limited amount of the serial total computational time (typically 10% for state-of-the-art 
configurations), but it often shows to be a bottleneck regarding parallelization, because 
robust solution techniques tend to have low inherent parallelism. 
The work presented in this thesis provides an extensive survey on the state of the art 
of serial and parallel numerical solution techniques for elliptic PDEs. In addition, the al- 
gorithms are compared with regard to robustness and efficiency in real life problems, and 
modifications that exploit the typical properties of elliptic PDEs arising in oceanography 
are presented. As the Computer architecture has a great influence on the efficiency of an 
algorithm, strong emphasis is given On implementation. 
The first chapter 1 provides a description of the ice ocean model fa~nily BRIOS as 
a representative application containing an elliptic PDE with highly varying coefficients. 
The following chapters 2, 3, and 4 are devoted to the numerical solution techniques. 
The subject of chapter 2 are solvers initially designed for serial Computer architectu- 
res and their parallelization. The conjugate gradient algorithm (with good preconditioner) 
and multigrid solvers (with carefully chosen components) prove to be the most efficient 
routines for equations used in BRIOS. For the first time, a multigrid solver (by de Zeeuw) 
which can handle both varying coefficients and a landmask is introduced in an oceano- 
graphic context. 
Until recently, the capacitance matrix method (CMM) presented in chapter 3 was very 
popular in numerical oceanography. This domain embedding technique allows the use 
of a fast solver on a rectangular grid for a problem on an embedded domain of irregular 
shape. Originally a standard multigrid solver was combined with the CMM in BRIOS. 
Several modifications of the CMM which led to improved accuracy, execution time and 
memory demand are also presented in this thesis. 
As a drawback, it can generally be stated that the more robust and efficient a serial 
algorithm is, the more recursive is its structure, which makes parallelization difficult or 
even impossible. The subject of chapter 4 are therefore domain decomposition solvers, 
an approach especially designed for parallel Computers. The direct Schur complement 
method proves to be the solver best suited for the parallel BRIOS implementation on the 
Cray T3E at AWI. As rnemory demands increase quadratically with the problem size, a 
multigrid-like version of the direct algorithm is developed that allows to parallelize larger 
applications. The final result with regard to the elliptic solver in BRIOS was a reduction 
of the parallel execution time by up to 99% in comparison to the parallelized CMM and 
multigrid solver. 
Einleitung 
Die vorliegende Arbeit entstand im Rahmen der Arbeitsgruppe ,,Wissenschaftliches Rech- 
nen" am Rechenzentrum des Alfred-Wegener-Instituts (AWI) in Bremerhaven. Die Grup- 
pe bildet ein Bindeglied zwischen den Entwicklern neuer numerischer Verfahren und den 
Anwendern im Bereich der Ozean-, Eis- und AtmosphÃ¤ren-Modellierung Als Arbeits- 
schwerpunkt zÃ¤hl zum einen die Parallelisierung vorhandener Modellierungs-Software 
[73, 97, 103, 491, zum anderen die Entwicklung und Anpassung neuer numerischer Me- 
thoden [20, 15, 17, 16, 18, 19, 62, 63, 1041. 
Die numerische Simulation von MeeresstrÃ¶munge zÃ¤hl neben weiteren Problemen 
aus der StrÃ¶mungsdynamik der MolekÃ¼ldynami und der Konstruktion zu den Grand 
Challenges, den groÃŸe Herausforderungen im wissenschaftlichen Rechnen, die mit der 
verfÃ¼gbare Hardware und Numerik der neunziger Jahre noch nicht befriedigend gelÃ¶s 
werden kÃ¶nnen In der Ozeanmodellierung ist man daher immer wieder zu Kompromissen 
gezwungen, so dass z.B. mit geringerer AuflÃ¶sun als gewÃ¼nsch simuliert wird und dabei 
nicht auflÃ¶sbar Prozesse wie kleinskalige Wirbel Ã¼be ine Parametrisierung eingebracht 
werden oder dass nur mit vereinfachenden Annahmen ein Problem numerisch hantierbar 
dargestellt werden kann. 
Um dem enormen Bedarf an Speicher und Rechenzeit genÃ¼ge zu kÃ¶nnen werden 
seit einigen Jahren vermehrt Parallelrechner eingesetzt. Typischerweise kann der Ã¼ber 
wiegende Teil eines numerischen Ozeanmodells sehr gut mit einer Datenpartitionierung 
per Gebietszerlegung parallelisiert werden, denn viele Rechnungen verknÃ¼pfe jeweils 
nur eng benachbarte Punkte des Rechengebietes (hohe DatenlokalitÃ¤t) Einen Flaschen- 
hals bei der Parallelisierung bildet oft der elliptische Loser, der Bestandteil einer groÃŸe 
Klasse von Ozeanmodellen ist und, je nach Konfiguration, 10% bis 50% der seriellen Re- 
chenzeit beansprucht. Es ist meist schon eine Aufgabe fÃ¼ sich, den optimalen seriellen 
Algorithmus fÃ¼ eine konkrete elliptische Gleichung zu finden. Mit der Parallelisierung 
beginnt die Suche von neuem, denn leider sind robuste serielle Loser i.a. nur schwer par- 
allelisierbar. 
Elliptische partielle Differentialgleichungen in numerischen Ozeanmodellen 
Diese Arbeit entstand in Kooperation mit der Arbeitsgruppe BRIOS am AWI und kon- 
zentriert sich auf die elliptische partielle Differentialgleichung der am AWI entwickel- 
ten Eis-Ozean-Modellfamilie BRIOS (Bremerhaven Regional Ice-Ocean Simulation Sy- 
stem) [14], die auf dem Ozeanmodell SPEM (S-Coordinate Primitive Eq~iation Model) 
[57] aufbaut. Ein anderer wichtiger Vertreter der auf den Primitiven Gleichungen ba- 
sierenden hydrostatischen Modelle ist MOM (Modular Ocean Model) [28, 39, 861, das 
ebenfalls am AWI eingesetzt wird. Auch andere Typen von Ozeanmodellen beinhalten 
zweidimensionale elliptische Gleichungen [67, 681. UnabhÃ¤ngi von der jeweiligen Her- 
leitung weisen die Gleichungen einige Gemeinsamkeiten auf. 
Heutige Ozeanmodelle arbeiten Ã¼blicherweis rnit einem regelmÃ¤ÃŸig Finite-Dif- 
ferenzen-Gitter, denn fÃ¼ viele diskrete Operatoren sind nur fÃ¼ solche Gitter wich- 
tige Eigenschaften wie Energie- und Masseerhaltung bewiesen. 
Das Rechengebiet ist Ã¼blicherweis mit etwa 100x50 bis 1000x500 horizontalen 
Gitterpunkten relativ klein. Damit ist eine effiziente Parallelisierung des schnellen 
Losers schwierig, weil die Prozessoren vergleichsweise viele Daten kommunizieren 
und wenig Rechenoperationen ausfÃ¼hren 
s Allerdings werden erste hochauflÃ¶send Ozeanmodelle mit bis zu 10000x 5000 ho- 
rizontalen Gitterpunkten aufgesetzt. Dies ist nur auf massiv parallelen Rechnersy- 
Sternen mÃ¶glic und erfordert andere Parallelisierungsstrategien fÃ¼ den elliptischen 
Loser als auf kleinen Gittern. 
s Die Eigenschaften der elliptischen Gleichung werden von der Topographie be- 
stimmt. Das Rechengebiet ist unregelmÃ¤ÃŸ berandet (ein Ozean mit KÃ¼stenlinie 
und Inseln), und oft flieÃŸ die Topographie durch eine Koordinatentransformati- 
on mit in die Koeffizienten der Gleichung ein, die entsprechend stark und unre- 
gelmÃ¤ÃŸ variieren (z.B. in BRIOS um drei GrÃ¶ÃŸenordnungen An das LÃ¶sungs 
verfahren werden also hohe Anforderungen gestellt. 
Die Gleichung muss von Zeitschrift zu Zeitschritt mit verschiedenen rechten Seiten 
gelÃ¶s werden. Da Ozeanmodelle Ã¼be sehr lange Zeitriiume integrieren, kann die 
Rechenzeit, die ein Loser zur Vorbereitung braucht, vernachlÃ¤ssig werden, aber 
jede einzelne Gleichung sollte dann sehr effizient gelÃ¶s werden. 
Die rechte Seite der elliptischen Gleichung Ã¤nder sich in den ersten Zeitschriften 
stark, bis sich die quasi-stationÃ¤r StrÃ¶mun eingestellt hat. Danach variiert das 
Modell nurmehr auf kleineren Skalen (Wirbelbildung, saisonaler Zyklus). Nimmt 
man die LÃ¶sun des vorherigen Zeitschritts als NÃ¤herun fÃ¼ den aktuellen Zeit- 
schritt, so hat ein iterativer Loser eine groÃŸskali gute StartlÃ¶sung 
Bisher wird in ozeanographischen Anwendungen (beispielsweise MOM) die ellipti- 
sche Gleichung oftmals mit dem klassischen Iterationsverfahren SOR oder dem Verfahren 
der konjugierten Gradienten (CG) mit Vorkonditionierern wie Jacobi oder SSOR gelÃ¶st 
Es kommt aber immer wieder vor, dass diese Vorkonditionierung fÃ¼ das konkrete Pro- 
blem zu schwach ist und das CG-Verfahren nicht konvergiert. 
Nach und nach setzen sich die modernen Mehrgitter-(MG)-Loser durch. Ein er- 
stes einfaches Nordatlantik-Modell mit diesem LÃ¶serty wurde 1986 von WÃ¼bbe [I121 
entwickelt. Im Ozeanmodell SPEM (1991) ist rnit MUDPACK ([I, 3, 41 ebenfalls ein 
MG-Loser implementiert, der in Kombination mit der Kapazitanzmatrix-Methode un- 
regelmÃ¤ÃŸi RÃ¤nde behandeln kann. Die Behandlung komplizierter Gebietsgeometrien 
war mit den ersten MG-Losern allenfalls eingeschrÃ¤nk mÃ¶glich Zudem zeigten erste 
Modellrechnungen im Rahmen der Arbeitsgruppe ,,Wissenschaftliches Rechnen" [20], 
dass beim Einsatz von einfachen MG-Losern in Ozeanmodellen die Gefahr besteht, dass 
die Grobgitter-Struktur im Residuum der LÃ¶sun erkennbar bleibt und so kÃ¼nstlich 
kleinskalige Wirbel entstehen. In dieser Arbeit wird erstmals mit der Implementierung 
von de Zeeuw (1990) [113, 1 141 ein ausgeklÃ¼gelte MG-Verfahren in einem Ozeanmodell 
eingesetzt, dessen Konvergenzrate kaum von variierenden Koeffizienten und komplexen 
Geometrien beeintrÃ¤chtig wird. 
Die gÃ¤ngige parallelen Ozeanmodelle mit zweidimensionaler elliptischer Gleichung 
arbeiten mit einem CG-Loser, der z.B. mit SSOR-Vorkonditionierung (Ozeanmodell 
MOM [49, 941) oder mit polynomieller Vorkonditionierung (Bryan-Cox-Semtner Oze- 
anmodell [101, 461) kombiniert wird. 
Einen ersten Vergleich verschiedener Loser fÃ¼ unregelmÃ¤ÃŸ berandete Gebiete gibt 
der Ãœbersichtsartike von Chan und Saied (1985) [37], der sich allerdings auf sehr ein- 
fache Gebietsgeometrien, kleine Gitter und serielle Algorithmen beschrÃ¤nkt Mit dieser 
Arbeit steht erstmals ein umfangreicher, praktisch orientierter ~berb l i ck  Ã¼be viele wich- 
tige Losungsverfahren mit Parallelisierungsstrategien zur VerfÃ¼gung Die Problemstel- 
lung, einen mÃ¶glichs effizienten, parallelen Algorithmus zur Losung einer elliptischen 
Differentialgleichung mit stark variierenden Koeffizienten und unregelmÃ¤l3ige Gebiets- 
geometrie zu finden, entzieht sich einer rein theoretischen Herangehensweise aus meh- 
reren GrÃ¼nden Die GebietsgrÃ¶ÃŸ befinden sich in der Ozeanographie Ã¼blicherweis in 
einem Bereich, in dem der asymptotische Rechenaufwand noch nicht aussagekrÃ¤fti ist. 
FÃ¼ iterative Loser ist zudem die genaue Konvergenzrate bei einer bestimmten Problem- 
groÃŸ nur fÃ¼ sehr einfache Aufgaben wie die Poisson-Gleichung a priori bekannt. Aber 
auch die exakte Anzahl der Rechenoperationen sagt nichts Ã¼be die Effizienz einer Im- 
plementierung und damit wenig Ã¼be die benÃ¶tigt Rechenzeit aus. Mit dem Einsatz von 
Parallelrechnern schliesslich spielt auch die Struktur des Algorithmus eine groÃŸ Rolle. 
Aufbau der Arbeit 
In Kapitel l wird als konkretes Testbett fÃ¼ die elliptischen Loser das Primitive-Gleichun- 
gen-Modell SPEM und die darauf basierende Eis-Ozean-Modellfamilie BRIOS vorge- 
stellt. Die elliptische Gleichung in BRIOS beinhaltet mit stark variierenden Koeffizienten 
und einer Landmaske der Antarktis mit Inseln alle Schwierigkeiten, die typischerwei- 
se in Ozeanmodellen auftreten. Die folgenden drei Kapitel stellen serielle und parallele 
LÃ¶sungsalgorithme mit einer Bewertung fÃ¼ das BRIOS-Testproblem vor. Viele Ver- 
besserungen, die sich dabei gegenÃ¼be dem ursprÃ¼ngliche LÃ¶sungsverfahre ergaben, 
habe ich in Absprache mit den Modellierern der BRIOS-Arbeitsgruppe sofort in das Pro- 
duktionsprogramm eingebracht. Resultat ist schliefllich eine deutliche Verbesserung der 
parallelen Effizienz des elliptischen Losers in BRIOS, die Rechenzeit wird um mehr als 
eine GrÃ¶ÃŸenordnu reduziert. 
In Kapitel 2 werden die gÃ¤ngige seriellen LÃ¶sungsalgorithme von direkten Losern 
Ã¼be lineare Iterations-Verfahren, dem Verfahren der konjugierten Gradienten (CG) zu 
den MG-Verfahren vorgestellt. Anhand umfangreicher Modellrechnungen stelle ich ei- 
ne Entscheidungsgrundlage fÃ¼ die Auswahl eines geeigneten Losers fÃ¼ die elliptische 
Gleichung des Ozeanmodells BRIOS zur VerfÃ¼gung Der asymptotische Rechenaufwand 
eines Losers ist dabei nur eines von vielen Kriterien. Untersucht wird neben der Anzahl 
der Rechenoperationen fÃ¼ die konkrete Problemgrol3e auch 
die Robustheit: wie stark wird beispielsweise die Konvergenz eines CG- oder MG- 
Losers von variierenden Koeffizienten, unregelmÃ¤ÃŸig Gebietsgeometrien beein- 
trÃ¤chtigt 
die Vorbereitungszeit: wieviel Zeit muss in vorbereitende Rechnungen investiert 
werden? In ozeanographischen Zeitschrittverfahren, in denen wieder und wieder 
die Gleichung gelÃ¶s werden muss, ist dieser Aspekt allerdings von untergeordneter 
Bedeutung. 
die Effizienz: wie kÃ¶nne die vorhandenen Rechnerressourcen optimal genutzt wer- 
den? 
die VerfÃ¼gbarkeit ist ein Algorithmus so einfach, dass man ihn ,,mal eben" selbst 
implementieren kann oder besteht die MÃ¶glichkeit auf verifizierte Programmpake- 
te zurÃ¼ckzugreifen 
die Parallelisierbarkeit: ein robuster, effizienter Algorithmus kann eventuell auf- 
grund eines hohen sequentiellen Anteils nur schlecht parallelisierbar sein. Wie kann 
der Algorithmus einer parallelen Rechnerarchitektur angepasst werden? 
Das wichtigste Ergebnis ist die EinfÃ¼hrun von de Zeeuws sehr robustem MG-Ver- 
fahren [113, 1141 in die numerische Ozeanmodellierung. FÃ¼ BRIOS war ein Zwischen- 
schritt, die Parallelisierung des MG-Losers MUDPACK von Adams [ l ,  3, 41, von Bedeu- 
tung. Ãœbe ein Jahr, von Mai 1997 bis Juli 1998, lief BRIOS auf der Cray T3E des AWI 
mit dem von mir parallelisierten Loser. Zudem kÃ¶nne viele Konzepte zur Parallelisie- 
rung auf de Zeeuws Loser Ãœbertrage werden. Hier ist insbesondere das Pipelining zu 
nennen, mit dem die inhÃ¤ren serielle Linienrelaxation (quer zur Gebietszerlegung) des 
GlÃ¤tter parallelisiert wurde. Die Strategie kann auch auf den robusteren ILLU-Glatter 
angewendet werden. 
Als Ergiinzung zu den seriellen Verfahren wird in Kapitel 3 mit der Kapazitanzmatrix- 
Methode ein direktes Gebietseinbettungsverfahren vorgestellt, das es erlaubt, einen sehr 
schnellen elliptischen Loser auf einem Rechtecksgitter zur Losung einer Gleichung in 
einem eingebetteten unregelmÃ¤ÃŸ berandeten Gebiet einzusetzen. Die Methode ist in 
einigen Ozeanmodellen zur Losung von Poisson- oder Helmholtz-Gleichungen in Ver- 
bindung mit einem FFT-Loser implementiert [75, 84, 1081. In SPEM wird die Kapazi- 
tanzmatrix-Methode mit einem MG-Loser kombiniert, um auch variierende Koef'iizien- 
ten behandeln zu kÃ¶nnen Nach einer EinfÃ¼hrun in Theorie 3.2 und Numerik 3.3 stelle 
ich in Abschnitt 3.4 zwei Modifikationen vor Die erste verbessert die Kondition der Ka- 
pazitanzmatrix, die zweite stellt eine iterative Kombination mit einem MG-Loser dar und 
verringert den Fehler in den Randwerten. Gegenstand des Abschnittes 3.5 ist die Im- 
plementierung im Eis-Ozean-Modell BRIOS, deren Effizienz und Genauigkeit ich unter 
anderem durch den in 3.4.2 vorgestellten iterativen Algorithmus entscheidend steigern 
konnte. 
Robuste und effiziente serielle Loser sind oft nur schwer zu parallelisieren, der pa- 
rallele Algorithmus ist von feinerer GranularitÃ¤ mit einem ungÃ¼nstige VerhÃ¤ltni von 
Kommunikationsaufwand zu Rechenzeit. Einen Ausweg bieten die speziell fÃ¼ Parallel- 
rechner geeigneten Gebietszerlegungs-Methoden, die in Kapitel 4 behandelt werden. Als 
besonders effizient fÃ¼ das BRIOS-Testproblem hat sich in meinen Modellrechnungen 
die direkte Schur-Komplement-Methode erwiesen. BRIOS ist damit das erste parallele 
Ozeanmodell, dessen elliptischer Loser auf einem Gebietszerlegungs-Verfahren basiert. 
Ein Vergleich des Rechenaufwandes fÃ¼ die direkte und die iterative Version der Me- 
thode zeigt allerdings, dass fÃ¼ wachsende ProblemgrÃ¶ÃŸ die iterative Version gewÃ¤hl 
werden sollte. Dazu stelle ich erste Ãœberlegunge fÃ¼ einen robusten Vorkonditionierer 
an und prÃ¤sentier einige Modellrechnungen. 
Kapitel 5 fasst die Ergebnisse zusammen und gibt einen Ausblick auf offene Fra- 
gen. Im Anhang sind einige Begriffe zur Parallelverarbeitung sowie technische Daten 
zum Parallelrechner Cray T3E des AWI zusammengestellt, daneben enthÃ¤l er ergÃ¤nzen 
de Aspekte zu Gebietseinbettungs- und Gebietszerlegungs-Verfahren. 
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Kapitel 1 
Die Eis-Ozean-Modellfamilie BRIOS 
als Testbett fÃ¼ elliptische LÃ¶se 
Im Rahmen des Modellierprojekts BRIOS (Bremerlzuven Regional Ice Ocean Simulation 
System) wird am AWI eine Familie von numerischen Modellen entwickelt, die die physi- 
kalischen Prozesse von Meereis und Ozean im Wedellmeer simulieren und das VerstÃ¤nd 
nis der Dynamik in dieser wichtigen Wassermassenbildungsregion verbessern sollen (sie- 
he Beckmann, Hellmer und Timmermann [14]). BRIOS basiert auf dem Ozeanmodell 
SPEM, das Schritt fÃ¼ Schritt mit Modellen fÃ¼ die Komponenten Meereis, Schelfeis und 
AtmosphÃ¤r gekoppelt wird. 
Das Interesse soll hier vor allem dem Ozeanmodell als Testbett fÃ¼ die in den fol- 
genden Kapiteln vorgestellten schnellen Loser gelten. In jedem Zeitschritt von SPEM 
muss die Stromfunktion aus einer elliptischen partiellen Differentialgleichung berechnet 
werden, die mit variierenden Koeffizienten und einem unregelmÃ¤ÃŸ berandeten Gebiet 
starke Anforderungen an den numerischen Loser hinsichtlich Schnelligkeit und Robust- 
heit stellt. 
Der folgende Abschnitt beschreibt die Modellgleichungen von SPEM und leitet die 
elliptische partielle Differentialgleichung fÃ¼ die Stromfunktion her. Irn Abschnitt 1.2 
wird BRIOS im allgemeinen und in einer konkreten Konfiguration, die als Testbett die- 
nen wird, vorgestellt. Unterabschnitt 1.2.3 beschreibt die parallele Implementierung des 
Modells auf der Cray T3E. 
1.1 Das Ozeanmodell SPEM 
Das Ozeanmodell SPEM (S-Coordinute Primitive Equation Model) wurde von Haidvo- 
gel, Wilkin und Young [57] 1991 entwickelt. Die folgende Beschreibung basiert auf der 
Anleitung von Hedstrom [58], wobei hier der Schwerpunkt auf der Herleitung der ellipti- 
schen Gleichung fÃ¼ die Stromfunktion liegt. 
1.1.1 Die Bewegungsgleichungen 
Grundlage von SPEM sind die sogenannten ,,primitiven Gleichungen" (Bryan [28]) 
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mit den Bezeichnungen 
7 = ( U ,  V ,  W )  Geschwindigkeitsvektor mit Komponenten in x, y und z-Richtung, 
po + p(x, y, z ,  t )  Dichte, 
T(x, Y, Z, t )  potentielle Temperatur, 
S(X,  Y, 2 ,  t )  Salzgehalt, 
P(x, Y, 2, t )  hydrostatischer Gesamtdruck, P w -pogz, 
+ ( X ,  y,z, t )  = P/po dynamischer Druck, 
f (X, Y) Coriolis-Parameter, 
g Gravitationskonstante, 
f u . % f i , %  Antriebs-Terme, 
Du, Dy, @, !& Reibungs (Dissipations)-Terme. 
Die Modellgleichungen (1. la-g) beinhalten die Boussinesq-NÃ¤herung nach der Dich- 
teschwankungen nur in der vertikalen Impulsgleichung (1. lf)  betrachtet werden. Ferner 
wird in (1.1f) mit der hydrostatischen NÃ¤herun angenommen, dass der vertikale Druck- 
gradient den Auftrieb ausgleicht. Die KontinuitÃ¤tsgleichun (1. lg) geht von einer inkom- 
pressiblen FlÃ¼ssigkei aus. Die vereinfachend mit f und D bezeichneten Terme beschrei- 
ben die Wirkung von KrÃ¤fte (z.B. Windantrieb, thermohaliner Antrieb) und Dissipation 
(Reibung). 
Die Randbedingungen fÃ¼ Geschwindigkeit G, Temperatur T und Salzgehalt S ergeben 
sich aus der Physik an Meeresgrund, OberflÃ¤ch und seitlicher Berandung. Beispielswei- 
se kann keine StrÃ¶mun Ã¼be KÃ¼stenlinie hinaus erfolgen, horizontale StrÃ¶mun an der 
OberflÃ¤ch wird durch den Wind angetrieben. Dazu kommen vereinfachende Annahmen 
wie die rigid lid Approximation, nach der sich der Meeresspiegel nicht auslenken soll, al- 
so w = 0 an der OberflÃ¤che Physikalisch gesehen eliminiert die rigid lid Approximation 
die schnellen OberflÃ¤chen-Schwerewelle so dass ein grÃ¶ÃŸer Zeitschrift gewÃ¤hl wer- 
den kann. Anders als in der KÃ¼stenozeanographie wo die Vorhersage von WasserstÃ¤nde 
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von Interesse ist, kann in der groflskaligen Simulation von MeeresstrÃ¶munge mit dieser 
NÃ¤herun das Modell vereinfacht werden, ohne die Ergebnisse stark zu beeintrÃ¤chtigen 
1.1.2 Die Diskretisierung 
Als Zeitschrittverfahren benutzt SPEM den Leapfrog-Algorithmus mit Korrekturschritt. 
FÃ¼ die rÃ¤umlich Disksetisierung wurden finite Differenzen gewahlt. 
Vertikale Diskretisierung mit S-Koordinaten 
In der Vertikalen teilen S-Koordinaten den Ozean in Schichten auf, die der Bodentopo- 
graphie (in BRIOS auch dem ins Meer ragenden Schelfeis) folgen. So kÃ¶nne bodennahe 
Prozesse und damit der generelle Einfluss der Topographie auf MeeresstrÃ¶munge besser 
dargestellt werden als mit einer stufenfÃ¶rmige vertikalen AuflÃ¶sung Bei einer Wasser- 
tiefe H, also z = - H ( x , y )  am Boden, geht die vertikale Koordinate z Ã¼be in 
wobei s = 0 an der oberen Begrenzung (Meeresspiegel oder Schelfeis) und s = - 1 am 
Meeresboden gelten soll. Ãœblicherweis wird die Transformation s so gewahlt, dass die 
Grenzschichten an OberflÃ¤ch und Boden besonders gut aufgelÃ¶s werden. Der Aufwand 
fÃ¼ &Koordinaten und damit eine glatte Approximation der Bodentopographie ist mit nur 
einem zusÃ¤tzliche Term in den transformierten Gleichungen gering. Der Druckgradient 
in (l . la,b) spaltet sich in zwei Summanden auf 
In den ersten Versionen waren in SPEM G-Koordinaten (die S-Koordinaten mit linea- 
rer Transformation s entsprechen) implementiert, 1994 fÃ¼hrte Song und Haidvogel [I021 
^-Koordinaten ein. 
Horizontale Diskretisierung mit kurvilinearen Koordinaten 
Das horizontale Gitter ist kurvilinear, so dass es KÃ¼stenlinie angepasst werden kann 
und Teilgebiete je nach physikalischem Interesse unterschiedlich fein aufgelÃ¶s werden 
kÃ¶nnen Dabei muss sich das Gitter durch eine orthogonale Koordinatentransformation 
auf ein Rechteckgitter projizieren lassen. Die neuen Koordinaten sind mit { ( X ,  y )  und 
r \ (x ,y )  bezeichnet, die Faktoren ni(\,q) und n ( k q )  geben die Skalierung von dem diffe- 
rentiellen Abstand zur tatsÃ¤chliche (physikalischen) BogenlÃ¤ng an 
FÃ¼ Inseln und zu -komplexe KÃ¼stenverlÃ¤u werden Gitterpunkte als Landpunkte aus- 
maskiert, alles in allem erscheint das Rechengebiet als ein Quadergitter mit horizontaler 
Maschenweite h = 1, das im Programm einfach als dreimensionales Array dargestellt 
wird. Es wird ein sogenanntes Arakawa-C-Gitter (Arakawa und Lamb [7] )  eingesetzt, 
bei dem die Variablen auf zu einander versetzten Gittern liegen, siehe Abb. 1.1. 
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Die primitiven Gleichungen im (Â£ 7 ,  s)-Koordinatensystem 
Da das neue (Â£ T ,  s)-Koordinatensystem in die Koeffizienten der elliptischen Gleichung 
fÃ¼ die Stromfunktion eingeht, sollen hier auch die transformierten primitiven Gleichun- 
gen (1.1~1-g) im neuen Koordinatensystem angegeben werden. Die Komponenten des 
Geschwindigkeitsvektors ? = ( U ,  V ,  W )  beziehen sich nun auf die ( Â £ , T  s)-Koordinaten 
- 
H  a@ 1 d(sH)  d@ 
_ _ - -  + 
n  ac n  J< 3s + Tu + "Du, ( l . l 'a)  
3 HT HUT a HvT a HwT + -- +-- = f T + 1 > r ,  ( 1 .1 '~ )  
a t m n  3Â n  an m ' 9 . r ~  
3 HS 3  HuS 3  HvS 3 HwS 
-- +-P 
= E+'%, (l ' l 'd) 3t mn 3Â n  3 ~  m 9s mn 
P ,= P(T ,S ,P) ,  (1.1'e) 
1.1.3 Die elliptische Gleichung fÃ¼ die Stromfunktion 
Die Gleichungen (1.1 'a,b,g) fÃ¼ die Geschwindigkeitskomponenten ergeben mit 
leicht umgeformt im vertikalen Mittel 
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Die Terme Ru und reprÃ¤sentiere das Mittel Ã¼be die restlichen Summanden in 
(l . l 'a,b).  Aus Gleichung (1.4g), also aus der rigid-lid-Approximation, folgt, dass das 
vertikale Mittel der StrÃ¶mungsgeschwindigkei divergenzfrei ist und mittels einer Strom- 
funktion dargestellt werden kann 
Die Vertikalkomponente Z der Vorticity ist als Rotation der horizontalen Geschwindigkeit 
definiert 
Die Rotation der Gleichungen (1.4a,b) ergibt also die zeitliche Ableitung der Vorticity Z, 
wobei sich die 6-~erme aufheben 
Aus (1.6) erhÃ¤l man mit der Definition der Stromfunktion (1.5) die partielle elliptische 
Differentialgleichung 
In jedem Zeitschritt des Ozeanmodells wird zunÃ¤chs anhand Gleichung (1.7) der ak- 
tuelle Wert der Vorticity Z bestimmt. Dann berechnet ein numerischer Loser die Strom- 
funktion V aus der diskretisierten partiellen elliptischen Differentialgleichung (1 2) .  Der 
symmetrische Operator L in der Gleichung (1.8) wird mit dem 5-Punkt-Stern 
auf dem E-T-Gitter mit Maschenweite h = 1 approxirniert. Die Koeffizienten 
liegen im Gitter zwischen den V-Punkten, ebenso die Parameter m, n und H, wie in Abb. 
1.1 skizziert. 
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Abbildung 1.1: Variablen in geschachtelten horizontalen Gittern (Arakawa-C- 
Gitter, Arakawa und Lamb [7]). 
Randbedingungen fÃ¼ die Stromfunktion 
Wo der Rand des Rechengitters den Ozean schneidet, kÃ¶nne beliebige, physikalisch 
sinnvolle Randbedingungen vorgegeben werden. Einzige BeschrÃ¤nkun ist der nume- 
rische Loser, der die Bedingung unterstÃ¼tze muss. Entlang einer Kiistenlinie (egal, 
ob auf dem Rand oder im Inneren des Rechengitters) gilt die Dirichlet-Randbedingung 
= const, d.h. die StrÃ¶mun verlÃ¤uf parallel zur KÃ¼ste FÃ¼ nicht zusammenhÃ¤ngend 
KÃ¼stenabschnitt (z.B. zwei Inseln) kann diese Konstante verschiedene Werte annehmen. 
FÃ¼ die erste KÃ¼st (des Festlandes) 3Qo muss ein Randwert V = go festgeschrieben wer- 
den. Den verbleibenden Inseln Cll1, n = 1 , .  . . ,Nl kÃ¶nne Randwerte \y = gÃ a priori 
vorgegeben werden, wenn man den Transport zwischen den Inseln bereits kennt. 
Wilkin, Mansbridge und HedstrÃ¶ [ I  111 haben SPEM um die MÃ¶glichkei erweitert, 
die Stromfunktion auf den InselrÃ¤nder der zeitlichen Entwicklung des Modells anzupas- 
sen. In einem vorbereitenden Schritt vor Beginn des Zeitschrittverfahrens wird fÃ¼ jede 
Insel n = 1, .  . . ,NI eine homogene Stromfunktion V?, 
1 auf d a , ,  L^SI1 = 0 inÂ§ Vn = (1.10) 
0 auf3Cli , i=0 , . . . ,  N , i # i i  
aufgestellt, die den Einfluss dieser Insel auf die gebietsweite Zirkulation beschreibt. 
In jedem Zeitschritt wird die elliptische Gleichung (1.8) mit den Randwerten des vor- 
herigen Zeitschritts ^ ( L )  Ian, = gn(t - ~ t ) ,  n = 1 . . . . NI gelÃ¶st Dann werden Korrek- 
turterme ~ g ; ( t )  aus der Bedingung bestimmt, dass der OberflÃ¤chendruc entlang jedes 
geschlossenen Weges um eine Insel stetig sein muss. 
Um die Stromfunktion mit den korrigierten Randwerten gn(t)  = g l l ( t - ~ f )  + ~ g i ( t )  zu 
erhalten, werden die vorab berechneten Stromfunktionen \yl, (1.10) entsprechend gewich- 
tet zur ZwischenlÃ¶sun summiert 
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Da die Funktionen \ur, per Definition die homogene Gleichung = 0 lÃ¶sen erfÃ¼ll 
auch die aktuelle Stromfunktion \u die Differentialgleichung (1.8) 
1.1.4 MehrgitterlÃ¶se und Kapazitanzmatrix-Methode in SPEM 
Das kurvilineare Gitter ist sehr gut fÃ¼ glatte KÃ¼stenverlÃ¤u geeignet. An seine Grenzen 
stÃ¶Ã das Verfahren, wenn Inseln im Rechengebiet auftreten oder wenn das begrenzen- 
de Festland ausgeprÃ¤gt Landzungen und Buchten aufweist. Wilkin, Mansbridge und 
HedstrÃ¶ [I111 erweiterten deswegen SPEM 1994, indem sie maskierte Gitterpunkte 
einfÃ¼hrten KÃ¼stenlinie kÃ¶nne nun auch entlang der inneren Gitterlinien diskretisiert 
werden. Der Randwert der Stromfunktion auf InselrÃ¤nder wird wie oben beschrieben 
fest vorgegeben oder der zeitlichen Entwicklung des Modells angepasst (1.11). 
Bisher wird in SPEM der Mehrgitter-(MG)-Loser MUDPACK von Adams [1, 3, 2, 41 
verwendet. Dieser Loser arbeitet auf rechteckigen finite-Differenzen-Gittern und kon- 
vergiert fÃ¼ variierende Koeffizienten, wie sie in SPEM auftreten. Maskiert man aber 
die Landpunkte in den Koeffizienten des diskretisierten Operators aus, konvergiert der 
MehrgitterlÃ¶se nicht mehr. Wilkin, Mansbridge und HedstrÃ¶ entschieden sich fÃ¼ die 
Kapazitanmatrix-Methode mit Punktladungsansatz, um mit MUDPACK auch auf irregulÃ¤ 
berandeten Gebieten rechnen zu kÃ¶nnen Die Kapazitanzmatrix wird einmal vorab be- 
rechnet und abgespeichert. Sie kann fÃ¼ alle ModelllÃ¤uf mit derselben Gebietsgeometrie 
(kurvilineares Gitter, Wassertiefe, KÃ¼stenverlauf verwendet werden, denn die Koeffizi- 
enten der elliptischen Differentialgleichung (1.8) hÃ¤nge nur von der Gebietsgeometrie 
ab. 
Wie sich im Laufe dieser Arbeit zeigen wird, hat der elliptische Loser einige SchwÃ¤ 
chen. Die dichtbesetzte Kapazitanzmatrix ist von der Dimension N,) X Na fÃ¼ ein Gitter 
mit Na Randpunkten, wobei N-, mit feinerer Disksetisierung h + 0 rapide wÃ¤chst denn 
KÃ¼stenlinie sind meist nicht glatt, sondern von fraktaler Geometrie. Neben dem schnell 
steigenden Speicherbedarf ist die Matrix zudem schlecht konditioniert, so dass die ge- 
forderten Randwerte nicht exakt berechnet werden. In Abschnitt 3.5 des Kapitels Ã¼be 
die Kapazitanzmatrix-Methode behandle ich kleinere und grÃ¶ÃŸe Modifikationen, mit 
denen ich Effizienz und Genauigkeit des Verfahrens in SPEM als Bestandteil der Eis- 
Ozean-Modellfamilie BRIOS verbessern konnte. 
Auch der MG-Loser ist fÃ¼ die vorliegende Problemstellung nicht optimal gewÃ¤hlt In 
Abschnitt 2.4 stelle ich MUDPACK den MG-Loser von de Zeeuw [113, 1141 gegenÃ¼ber 
der in der Lage ist, eine Landmaske mitbehandeln zu kÃ¶nnen Der Hauptunterschied 
zwischen den beiden MG-Losem bilden die Transferoperatoren zwischen den Gitterebe- 
nen. Die ~tandardkombonenten von MUDPACK ,,verschmieren" die Grobgitter-Korrektur 
Ã¼be Landgrenzen hinweg, wÃ¤hren de Zeeuw mit problemabhÃ¤ngige Transferoperato- 
ren dafÃ¼ sorgt, dass die Informationen richtig zwischen den Gitterebenen transportiert 
werden. 
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Vorbereitung 
0 kurvilineares Gitter mit Landmaske und Bodentopogra- 
phie erstellen 
Direktiven fÃ¼ C-PrÃ¤prozesso setzen (periodische Rand- 
bedingungen? Welche Numerik fÃ¼ Diffusionsterme?, ...) 
Kapazitanzmatrix berechnen 
Initialisierungsdaten fÃ¼ T, S, Antrieb bereitstellen 
Initialisierung I 
Gitterdaten, Kapazitanzmatrix usw. einlesen I 
Felder initialisieren bzw. restart-Werte aus vorhergehen- 





- vertikalen Reibungskoeffizienten, 
- rechten Seiten der Gleichungen (1.1 'a,b) fÃ¼ U, V 
- rechten Seiten der Gleichungen (1.1 'c,d) fÃ¼ T, S 
Zeitschritt fÅ  ¸U, V (barokliner Anteil) 
Zeitschritt fÃ¼ Temperatur T, Salzgehalt S ,  evtl. weitere 
Tracer 
0 rechte Seite der Gleichung (1.7) fÃ¼ die Vorticity aufstellen 
und Vorticity-Zeitschritt ausfÅ¸hre 
elliptische Gleichung (1.8) fÃ¼ Stromfunktion lÃ¶se 
0 Dichte und Vertikalgeschw. W diagnostisch berechnen 
0 evtl. Position der Floats aktualisieren 
0 Aufgaben, die nicht in jedem Zeitschritt anfallen 
- Leapfrog-Korrekturschritt 
- Ausgabe fÃ¼ Plots, Diagnose 
Endausgabe 
0 Vorbereitung fÃ¼ restart 
Abbildung 1.2: Flussdiagramm fÃ¼ das Ozeanmodell SPEM. 
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Hier kommt die der Bodentopographie folgende S-Koordinate zum tragen; mit einer stu- 
fenfÃ¶rmige Approximation der Topographie kÃ¶nnt die StrÃ¶mun nicht realistisch genug 
modelliert werden (Beckmann und DÃ¶sche [13]). 
Zur Validierung des Modells dienen die am AWI von Fahrbach et al. [47, 981 durch- 
gefÃ¼hrte Messungen von Temperatur, Salzgehalt, StrÃ¶mungsgeschwindigkeite und Eis- 
dicke. Dazu kommen Satellitenbeobachtungen von OberflÃ¤chente~nperatu und Eisbe- 
deckung. Gleichzeitg soll die numerische Simulation von BRIOS die Interpretation von 
Messergebnissen unterstÃ¼tzen 
BRIOS wird in seiner Endstufe folgende Modelle fÃ¼ die relevanten Komponenten des 
Klimasystems koppeln. 
e Ozean: Ozeanmodell SPEM, 
e AtmosphÃ¤re Regionales AtmosphÃ¤renmodel REM0 (Jacob und Podzun [71]), 
Meereis: Dynamisch-thermodynamisches Meereis-Modell mit viskoplastischcr 
Rheologie und prognostischer Schneeschicht (nach Hibler [60], Le~nke, Owens und 
Hibler [77], Owens und Lernke [85]), 
e Schelfeis: Modifiziertes ,,EispumpenL'-Modell (Helln~er, Jacobs und Jenkins [59]). 
1.2.2 Stand der Modellentwicklung 
BRIOS umfasst eine Reihe eng aufeinander abgestimmter Modelle, die parallel weiter- 
entwickelt werden. Je nach Fragestellung wird mal das eine, mal das andere Modell 
angewendet. Dabei soll im Auge behalten werden, was die Einzelkomponenten leisten 
und was die Kopplung bewirkt. Zum Beispiel wird fÃ¼ jede AuflÃ¶sun ein selbstÃ¤ndige 
Eismodell (BRIOS-O), ein selbstÃ¤ndige Ozeanmodell (BRIOS-1) und ein gekoppeltes 
Eis-Ozean-Modell (BRIOS-2) auf dem selben Gitter implementiert. Am Ende der Rei- 
he steht ein hochauflÃ¶sende gekoppeltes Modell der vier Komponenten Ozean, Atmo- 
sphÃ¤re Meereis und Schelfeis. 
Die folgenden Versionen stehen zur Zeit fÃ¼ numerische Simulationen zur VerfÃ¼gung 
BRIOS-0: Meereis-Deckschicht-Modell 
BRIOS-0 besteht aus dem Meereismodell, das mit einem sehr einfachem Ozeanmodell 
fÃ¼ die oberflÃ¤chennah Deckschicht gekoppelt ist. Unterhalb der Deckschicht werden 
Temperatur und Salzgehalt aus klimatologischen Daten festgeschrieben; die diagnosti- 
sche MeeresoberflÃ¤chenstrÃ¶mu wird vom Ozeanmodell BRIOS-1 Ã¼bernommen Als 
OberflÃ¤chenantrie werden zur Zeit Reanalyse-Daten fÃ¼ 1985-1993 vom ECMWF (Eu- 
ropÃ¤ische Zentrum fÃ¼ Mittelfristige Wettervorhersage) in 6-Stunden-Intervallen be- 
nutzt. 
BRIOS-0 dient detaillierten Untersuchung der Dynamik und Thermodynamik des 
Meereises und stellt gleichzeitig den klimatologischen OberflÃ¤chenantrie fÃ¼ BRIOS- 
1 zur VerfÃ¼gung 
BRIOS-1: Ozean-Klima-Modell 
BRIOS-1 basiert auf dem Ozeanmodell SPEM mit Modifikationen zur BerÃ¼cksichti 
gung der Schelfeise. Angetrieben wird das Modell mit Monatsmittelwerten fÃ¼ die Ober- 
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Abbildung 1.3: Horizontales Modellgitter fÃ¼ die BRIOS-1-Konfiguration mit kurvili- 
iearen Koordinaten und Landmaske. Die Schraffur zeigt Schelfeisbedeckung an. 
flÃ¤chentemperatur die SalzflÃ¼ss und die Wind- bzw. Eisdrift aus BRIOS-0. 
Das horizontale Modellgitter umfasst 129 X 65 Punkte, wobei ein isotropes Gitter mit 
1,5O X cos<t>, d.h. Schrittweiten von 20-100 km, das Weddellmeer auflÃ¶s und ein in 
Ost-West-Richtung grÃ¶bere Gitter den pazifischen und indischen Sektor des sÃ¼dliche 
Ozeans diskretisiert (Abb. 1.3 und 1.4). Vertikal wird mit 24 Schichten von 1 0 4 0 0  m 
Dicke, die der Bodentopographie und dem Schelfeis folgen, gerechnet. Ein Zeitschritt 
entspricht 12 Modellminuten. 
Mit BRIOS-1 sollen physikalische sowie numerische SensitivitÃ¤ts-Untersuchunge 
durchgefÃ¼hr und dreidimensionale Bahnen von Schweb- und Spurenstoffen (Floats) be- 
rechnet werden. 
BRIOS-1.1: ,,DOVETAIL6' Modell 
BRIOS-1.1 (Deep Ocean Ventilation Thrmgh Anturcfic /iitei*i~iediate Layers) ist eben- 
falls ein stand-alone Ozeanmodell und entspricht BRIOS-1. Das horizontale 193 X 129- 
Gitter der ersten BRIOS-1.1-Version lost den Bereich der Weddell-Scotia-Konfluenz- 
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Abbildung 1.4: Das BRIOS-1 Modellgitter aus Abb. 1.3 auf ein Rechteck projiziert. 
Zone hÃ¶he auf (Abb. 1.5), um die Ausbreitung von Wassermassen in der topographisch 
stark gegliederten Region besser beschreiben zu kÃ¶nnen Ein Zeitschritt betrÃ¤g 9 Mo- 
dellminuten. 
In einem zweiten Schritt wurde das horizontale Gitter auf 193 X 161 Punkte erweitert 
(Abb. 1.6), der Zeitschritt sank entsprechend der kleineren Gitterweite im Weddellmeer 
auf 3,6 Minuten. Die vertikale AuflÃ¶sun betrÃ¤g weiterhin 24 Schichten. Die Koeffizi- 
enten der elliptischen partiellen Differentialgleichung (1.8) fÃ¼ die Stromfunktion sind in 
Abb. 1.8 auf Seite 3 1 dargestellt. 
BRIOS-2: gekoppeltes Meereis-Ozean-Schelfeis Modell 
BRIOS-2 koppelt das Ozeanmodell BRIOS-1 mit dem Eismodell. Da die Dynamik des 
Eises langsamer ist als die des Ozeans, genÃ¼g es, alle 40 Ozeanzeitschritte einen Zeit- 
schritt des Eismodells zu berechnen. Die Kopplung der beiden Modelle besteht im Aus- 
tausch von WÃ¤rme SÃ¼ÃŸwass und Impuls an der MeeresoberflÃ¤che 
Mit BRIOS-2 wird die Wechselwirkung von Meereis und Ozean untersucht. 
Geplant und teilweise schon in der Entwicklung sind 
BRIOS-1.2: hochauflÃ¶sende Modell mit horizontaler AuflÃ¶sun von 7-35 km und 30 
vertikalen Schichten, 
BRIOS-3: Kopplung von BRIOS-2 mit einem regionalen AtmosphÃ¤renmodell 
Ein BRIOS-Lauf umfasst typischerweise 10 Modelljahre, die z.B. in der BRIOS-1.1- 
Konfiguration (horizontales 193 X 161-Gitter) eine halbe Million Zeitschritte 2 9 Minuten 
Modellzeit erfordern. Da das Zeitschrittverfahren (Leapfrog) explizit ist, mÃ¼sse fÃ¼ fei- 
nere Gitter kÃ¼rzer Zeitschritte gewÃ¤hl werden, um die StabilitÃ¤ zu gewÃ¤hrleisten Die 
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Abbildung 1.5: Das BRIOS-1.1 Modellgitter (193 X 129) auf ein Rechteck projiziert. 
Tabelle 1.1 gibt einen Ãœberblic Ã¼be GittergrÃ¶ÃŸ Zeitschritt und den mit feinerer Diskre- 
tisierung steigenden Rechenaufwand der BRIOS-Versionen 1, 1.1. und 1.2. Der Schritt 
von BRIOS-1 zur hochauflÃ¶sende Version 1.2 bedeutet also neben der ca. siebenfachen 
Zahl an rÃ¤umliche Gitterpunkten auch eine Verdopplung der Zahl der Zeitschritten, der 
Rechenaufwand verzwÃ¶lffach sich! 
Auch wenn die GittergrÃ¶ÃŸ vergleichsweise klein scheinen, ist der Rechenaufwand 
und der Speicherbedarf eines Ozeanmodells enorm. Dies liegt zum einen an den langen 
Integrationszeiten, zum anderen an der Vielzahl von Parametern, die pro Gitterpunkt ge- 
halten und berechnet werden mÃ¼ssen Wie man mit dem Einsatz von Parallelrechnern 
Rechenaufwand und Speicherbedarf in den Griff bekommen kann, zeigt der nÃ¤chst Ab- 
schnitt. 
1.2.3 Parallelisierung von BRIOS 
Bei der Parallelisierung von BRIOS wurde mit dem Ozeanmodell SPEM begonnen, denn 
zur Zeit werden die umfangreichsten Rechnungen mit BRIOS-1 und BRIOS-1.1 durch- 
gefÃ¼hrt die ausschlieÃŸlic die Ozeankomponente beinhalten. Zudem ist der Schritt zur 
hochauflÃ¶sende Konfiguration BRIOS-1.2, ebenfalls einem reinen Ozeanmodell, in Vor- 
bereitung. Der weitaus grÃ¶ÃŸ Rechenaufwand wird also mittelfristig von SPEM bean- 
sprucht. BRIOS -1 und BRIOS-1.1 sind daher parallel auf der CRAY T3E des AWI im- 
plementiert, wÃ¤hren das Eismodell BRIOS-O und das gekoppelte Modell BRIOS-2, bei- 
de mit der groben AuflÃ¶sun von 65 X 129 Gitterpunkten, auf dem Vektorrechner CRAY 
Abbildung 1.6: Das BRIOS-1.1 Modellgitter (193x 161) auf ein Rechteck projiziert. 
J90 des AWI im Einprozessorbetrieb laufen. Der Anteil des Eismodells in BRIOS-2 
betrÃ¤g etwa 5-10% der Rechenzeit. Langfristig ist geplant, auch das Eismodell zu pa- 
rallelisieren, allein schon um BRIOS-2 und BRIOS-3 effizient mit hÃ¶here AuflÃ¶sun 
betreiben zu kÃ¶nnen 
Das AtmosphÃ¤renmodel REM0 ist in Speicher- und Rechenzeitbedarf mit dem Oze- 
anmodell SPEM vergleichbar. Es wird zur Zeit am Max-Planck-Institut in Hamburg fÃ¼ 
die Cray T3E parallelisiert, so dass das vollstÃ¤ndig Eis-Ozean-AtmosphÃ¤ren-Model 
BRIOS-3 parallel gerechnet werden wird. 
VorÃ¼berlegunge 
Die Ãœberlegungen die der parallelen Implementierung von SPEM vorausgingen und die 
schlieÃŸlic auf eine Datenpartitionierung entlang der Breitengrade fÃ¼hrte lassen sich auf 
die meisten numerischen Ozeanmodelle Ã¼bertragen 
Das Rechengebiet besteht aus einem quaderfÃ¶rmige Gitter, das im Programm als 
dreidimensionales Array dargestellt wird. An jedem Gitterpunkt mÃ¼sse eine Vielzahl 
von Variablen (Geschwindigkeitskomponenten, Temperatur, Salzgehalt,. . . )  und Hilfs- 
groÃŸe gehalten und berechnet werden. Dazu kommen einige zweidimensionale (hori- 
zontale) Arrays, u.a. fÃ¼ die vertikal integrierte Stromfunktion Y. Der gesamte Speicher- 
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Tabelle 1.1: GittergrÃ¶ÃŸ Zeitschritt und relativer Rechenaufwand (abgeschÃ¤tz als Produkt 
von GittergrÃ¶Ã und Anzahl der Zeitschritte) der Ozeanmodelle BRIOS-1, 1.1, 1.2. I Anzahl der Randpunkte T: Y '  
Anzahl der Schichten 
Anzahl der Gittpunkte 2ol~ooo 598,000 
insges. 
Zeitschrift 12 min 9 min 
horizontales Gitter 
3,6 min 1 ( 5  min) 




zu BRIOS-1 1 1.0 1 4,0 1 12.1 1 (11,9) 
bedarf fÃ¼ BRIOS-1.1 (193 X 129 X 24-Gitter) beispielsweise liegt bei 300 MB 
BRIOS-1.1 
1 9 3 x 1 2 9  193x161 
Die Struktur des Ozeanmodells SPEM ist in Abb. 1.2 auf Seite 20 dargestellt. Vor- 
bereitung (u.a. Berechnung der Kapazitanzmatrix) und Initialisierung (Daten einlesen, 
HilfsgrÃ¶ÃŸ berechnen) nehmen nur einen geringen Teil der gesamten Rechenleistung ein 
und werden nur in soweit parallelisiert, als es die Datenpartitionierung erfordert. Ent- 
scheidend ist die Arbeit, die im Zeitschrittverfahren anfÃ¤llt Sie kann in Hinblick auf 
Parallelisierbarkeit in vier Kategorien eingeteilt werden. 
BRIOS-1.2 
(257x129) 
1. (Ca. 70% bis 90% der seriellen Rechenzeit) An jedem Punkt des dreidimensiona- 
len Rechengitters werden Parameter wie Geschwindigkeitskoinponenten ( U .  V. W ) ,  
Temperatur T, Salzgehalt S und Zwischengroflen (z.B. die rechten Seiten der Glei- 
chungen fÃ¼ u, V ,  T, S) aktualisiert. Diese Berechnungen verknÃ¼pfe jeweils nur 
Daten an eng benachbarten Gitterpunkten. Einige Werte (als prominenteste die ver- 
tikal integrierte Stromfunktion und Vorticity Z) liegen nur als zweidimensionales 
Feld im horizontalen Gitter vor. 
Eine Datenaufteilung, bei der jeder Prozessor eine horizontale Schicht zugewiesen 
bekommt, ist nicht zweckmÃ¤ÃŸi denn zum einen bedeutet dies viel Kommunikation 
z.B. bei der Berechnung von vertikal integrierten Werten. Zum anderen fallen die 
rein horizontalen Felder aus der Parallelisierungsstrategie heraus. Dagegen ist es 
effizient, das Gebiet lÃ¤ng der 2-Achse zu zerschneiden, wie es in Abb. 1.7 mit 
einer Streifenaufteilung gezeigt ist. 
2. (Ca. 10% bis 30% der seriellen Rechenzeit) Der elliptische Loser bestimmt die 
zweidimensionale (vertikal integrierte) Stromfunktion aus der partiellen Differen- 
tialgleichung (1.8) mit der Vorticity als rechter Seite. Ist es schon keine leichte 
Aufgabe, einen effizienten seriellen Algorithmus auszuwÃ¤hle (siehe Kapitel 2 und 
3), kann sich der Loser erst recht als Flaschenhals im  parallelen Programm erwei- 
sen. 
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Abbildung 1.7: Aufteilung des BRIOS-1 Rechengebietes auf 4 Prozessoren 
Der Loser in SPEM kann unabhÃ¤ngi vom restlichen Zeitschrittverfahren paralle- 
lisiert werden, denn zum einen sind die zweidimensionalen Felder klein, so dass 
es (auf der CRAY T3E) kaum ins Gewicht fÃ¤llt sie an alle Prozessoren zu kom- 
munizieren. Zum anderen ist es fÃ¼ die dritte Kategorie der feldÃ¼bergreifende 
Berechnungen gÃ¼nstig wenn allen Prozessoren die Stromfunktion im ganzen zur 
VerfÃ¼gun steht. 
3. (Ein sehr geringer Teil der seriellen Rechenzeit) Die im ersten Abschnitt vorge- 
schlagene Gebietszerlegung ist fÃ¼ einen kleinen Teil der Berechnungen nicht ge- 
eignet. 
Wird der Randwert auf InselkÃ¼ste in jedem Zeitschritt neu bestimmt, sind Linien- 
integrale der Stromfunktion lÃ¤ng dieser KÃ¼stenlinie zu berechnen. Wie in Abb. 
1.7 zu sehen, sind die Linienintegrale i.a. nicht gleichmÃ¤ÃŸ auf die Prozessoren ver- 
teilt und kÃ¶nne Teilgebietsgrenzen Ã¼berschreiten Da Lastbalance nicht garantiert 
werden kann, werden die Integrale seriell berechnet. Dabei ist allen Prozessoren 
die (ohnehin nur zweidimensionale) Stromfunktion bekannt. 
Ein Ã¤hnliche Problem tritt bei der Berechnung der dreimensionalen Bahnen von 
Partikeln (Floats) auf. Auch hier wird seriell gerechnet, mit dem Unterschied, dass 
die benÃ¶tigte Geschwindigkeitsfelder dreidimensional sind und datenparallel ge- 
halten werden. Dieser Teil ist also vergleichsweise kommunikationsintensiv, fÃ¤ll 
aber im Vergleich zum restlichen Zeitschritt kaum ins Gewicht. 
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4. (Ein sehr geringer Teil der seriellen Rechenzeit) In monatlichen Intervallen (Mo- 
dellzeit, Ca. alle 3500-8000 Zeitschritte) werden Daten gespeichert. Zum einen 
dienen sie der Kontrolle des Modelllaufs und als Datensicherung fÃ¼ einen Neu- 
Start, zum anderen der Auswertung wie der Bestimmung von Trends und saisona- 
len Zyklen. FÃ¼ hochauflÃ¶send Rechungen wird hÃ¤ufi ein 3-5-Jahreszeitraum 
gegen Ende der Integration zeitlich hochauflÃ¶sen (typisch alle 3 Tage, also Ca. 
alle 350-1200 Zeitschritte) abgespeichert, um weitere Analysen (z.B. ein verlÃ¤ssli 
ches Jahresmittel, Quartalsmittel, zeitliche Spektren der Fluktuationen, ...) durch- 
zufÃ¼hren In BRIOS-1 umfasst ein Datensatz (T, S, U, V ,  \it) 3,4 MB. FÃ¼ hÃ¶he 
auflÃ¶send Modelle ist die Datenmenge entsprechend grÃ¶ÃŸe aber es muss auch 
deutlich lÃ¤nge fÃ¼ das Intervall gerechnet werden. Da die Ausgabe also weder 
sehr groI3e Datenmengen umfasst noch besonders hÃ¤ufi erfolgt, ist sie noch nicht 
parallelisiert. 
Ergebnisse 
Obwohl einige Komponenten (Ausgabe, Floats, Linienintegrale) noch seriell gerech- 
net werden, lÃ¤ss der Speedup eines parallelen Ozeanzeitschrittes nichts zu wÃ¼nsche 
Ã¼brig Der leicht superlineare Speedup der Rechenzeit beim Ãœbergan von 4 auf 8 Pro- 
zessoren ist darauf zurÃ¼ckzufÃ¼hre dass die kleineren Teilgebiete vollstÃ¤ndi in den Ca- 
che passen und seltener auf Daten aus dem vergleichsweise langsamen Hauptspeicher 
zurÃ¼ckgegriffe werden muss. Dieser Effekt tritt hÃ¤ufi auf der T3E auf. 
Mit Ausnahem des elliptischen Loser wurde das SPEM Zeitschrittverfahren von R. Johan- 
ni (SGIICray) mit der in Abb. 1.7 skizzierten Streifenaufteilung parallelisiert. Die Prozes- 
sorkommunikation ist mit den Cray-spezifischen SHMEM-Routinen implementiert, die in 
einigen Unterprogrammen zusammengefasst sind und daher schnell durch portable MPI- 
Routinen ersetzt werden kÃ¶nnen Da vergleichsweise viel gerechnet und wenig kornmu- 
niziert wird, fÃ¼hr schon die einfach zu implementierende S treifenaufteilung zu sehr guten 
Speedup-Ergebnissen. 
Der elliptische Loser wurde von mir zunÃ¤chs provisorisch parallelisiert, ebenfalls in 
Streifenaufteilung. Der Mehrgitteralgorithmus MUDPACK setzt als robusten Glatter alter- 
nierende Zebra-Linienrelaxation ein, so dass der parallele Loser vor allem von der Rela- 
xation in y-Richtung, quer zur Streifenaufteilung, stark gebremst wird (fÃ¼ den parallelen 
Algorithmus siehe Abschnitt 2.2.2, ab S. 41). 
Die Tabelle zeigt Rechenzeiten fÃ¼ das Ozeanmodell BRIOS-1.1 mit 193 X 129-Gitter 
horizontal und 18 Schichten, also einer leicht abgespeckten Version (original: 24 Schich- 
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Allerdings ist es nicht damit getan, einen seriellen elliptischen Loser zu parallelisieren, 
ohne die inhÃ¤ren seriellen Strukturen aufzubrechen. In den folgenden Kapiteln werden 
verschiedene Strategien vorgestellt, die elliptische Gleichung effizienter parallel zu lÃ¶sen 
Am Ende steht eine Verbesserung der Rechenzeit um eine GrÃ¶ÃŸenordnun 
1.2.4 Die elliptische Gleichung in BRIOS 
Die Koeffizienten und Ã der elliptischen Gleichung fÃ¼ die Stromfunktion 
umfassen in BRIOS drei GrÃ¶ÃŸenordnunge wie die Abb. 1.8 fÃ¼ BRIOS-1.1 (193 X 161- 
Gitter) zeigt. Da im sÃ¼dliche Weddellmeer-Sektor kleinere Skalen erfasst werden sol- 
len als im restlichen antarktischen Ozean, schwankt die Transformationsmetrik m in C- 
Richtung entsprechend zwischen 2,4 - 1 0 6  und l ,  8 Â 1 0 ,  die Metrik n in q-Richtung 
zwischen 3 , l .  10-5 und 5 .0-  I O - ~  (jeweils fÃ¼ BRIOS-1.1, 193 X 161), so dass eine starke 
Anisotropie entsteht. Die Wassertiefe H liegt zwischen 200 m und 5500 m. 
Die Gleichung (1.8) wird in einem rechteckigen Gitter mit Landmaske gelÃ¶st sie- 
he Abb. 1.4, 1.5, 1.6 fÃ¼ die verschiedenen AuflÃ¶sungen In Ost-West-Richtung sind 
die Randbedingungen periodisch. An der KÃ¼st des antarktischen Kontinents wird die 
Dirichlet-Randbedingung = ys"d = 0 vorgeschrieben, an der SÃ¼dspitz Amerikas gilt 
y~ = v n o r d ( t )  '-=>^  ynord. Zum Norden hin entspricht der Rand des Gitters den Verbin- 
dungen zu Atlantik, Pazifik und Indischem Ozean, hier wird q ( y n o r d , x )  Ã‘ Vnord. f ( X ) .  
gesetzt. Die Randwerte der Stromfunktion entsprechen empirischen Werten, sie legen 
den Transport im antarktischen Zirkumpolarstrom und zwischen Zirkumpolarstrom und 
den Weltmeeren fest. Die Stromfunktion an den KÃ¼ste der Inseln wird im Laufe der 
Modellrechnungen mit dem Verfahren angepasst, das auf S. 18 beschrieben ist. 
Modellprobleme fÃ¼ elliptische Loser 
In den folgenden Kapiteln dieser Arbeit wird jeweils die elliptische Gleichung (1.8) der 
Version BRIOS-1.1 mit horizontalem 193 X 16 1-Gitter als Modellproblem zugrunde ge- 
legt. Als Dirichlet-Randwert wird Ã¼beral V = 0 gewÃ¤hlt Periodische Randbedingungen 
in Ost-West-Richtung sind leider (noch) nicht in jedem LÃ¶sungsverfahre implementiert 
und kÃ¶nne daher nicht immer berÃ¼cksichtig werden. 
Um das LÃ¶sungsverhalte auf dem Gebiet mit Landmaske Cl1, und ohne Landmas- 
ke vergleichen zu kÃ¶nnen werden die unregelmÃ¤ÃŸig Koeffizienten auf das gesamte 
Rechteckgitter Rh erweitert, siehe Abb. 1.8e), f). Insbesondere der anfangs in BRIOS im- 
plementierte MG-Loser MUDPACK ist nicht robust genug, eine Landmaske behandeln zu 
kÃ¶nnen 
Die rechte Seite, die Vorticity, wird auf 
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a) Koeffizienten 5, Landpunkte ausmaskiert. b) Koeffizienten k, Landpunkte ausmaskiert. 
C) Koeffizienten logarithmisch. d) Koeffizienten k logarithmisch. 
s) Koeffizienten 5 auf Landpunkte erweitert. f) Koeffizienten & auf Landpunkte erweitert. 
Abbildung 1.8: Die Koeffizienten der elliptischen Gleichung (1.8) fÃ¼ BRIOS-1.1 mit 
193 X 161-Gitter. 
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gesetzt; also mÃ¶glichs einfach, aber mit einer in Ost-West-Richtung periodischen leich- 
ten StÃ¶rung um Symmetrien zu vermeiden, die den einfachen Losern unrealistische Vor- 
teile bringen. 
Insgesamt werden vier Modellprobleme betrachtet, je nach Implementierung der nu- 
merischen LÃ¶sungsverfahre mit periodischen Randbedingungen in Ost-West-Richtung 
oder ebenfalls Dirichlet-Randbedingungen 
a Poisson-Gleichung = Z auf Rechteckgitter Rh, 
Poisson-Gleichung A/,v =Z mit Landmaske Cl/ , ,  
eil. Gleichung = Z mit variierenden Koeffizienten auf Rechteckgitter T?/,, 
eil. Gleichung &,V = Z mit variierenden Koeffizienten und Landmaske Qh. 
Kapitel 2 
Serielle elliptische Loser und 
Parallelisierungsstrategien 
In diesem Kapitel werden bekannte serielle LÃ¶sungsverfahre fÃ¼ diskretisierte elliptische 
Gleichungen vorgestellt. Der Schwerpunkt liegt nicht auf theoretischen Eigenschaften 
wie Konvergenzraten fÃ¼ das Poisson-Modellproblem, sondern auf der praktischen An- 
wendung, die hier am Beispiel des Eis-Ozeanmodells BRIOS-1.1 demonstriert wird. Der 
zweite wichtige Aspekt ist die Parallelisierbarkeit der Algorithmen. 
Den Anfang macht in Abschnitt 2.1 die direkte LÃ¶sun per GauÃŸ-Elimination die nur 
auf sehr kleinen Gebieten mit vertretbarem Rechenaufwand durchgefÃ¼hr werden kann. 
Ein sehr effizienter direkter Algorithmus basiert auf der schnellen Fouriertransformation, 
die aber auf Gleichungen mit konstanten Koeffizienten und regelmÃ¤ÃŸi Gitter einge- 
schrÃ¤nk ist. 
In Abschnitt 2.2 werden lineare Iterationsverfahren vorgestellt, die als eigenstandi- 
ge Loser eingesetzt werden kÃ¶nnen aber ihre StÃ¤rk erst als Vorkonditionierer in CG-, 
als Glatter in Mehrgitter-Verfahren entfalten. Sozusagen als Nebenprodukt der Paral- 
lelisierung des Mehrgitter-Losers in BRIOS habe ich die alternierende Linienrelaxation 
(Abschnitt 2.2.2) in einer Streifenaufteilung parallelisiert. Dies Beispiel zeigt sehr gut, 
wie feingranular ein inhÃ¤ren serieller Algorithmus parallelisiert werden muss (so es denn 
Ã¼berhaup klappt) und welche Auswirkungen dass auf die parallele Effizienz hat. 
Mit dem Abschnitt 2.3 komme ich zu dem Verfahren der konjugierten Gradienten 
(CG) und damit zum ersten LÃ¶sertyp der effizient und robust genug ist, um als schnel- 
ler Loser in der Praxis eingesetzt zu werden. Anhand umfangreicher Rechnungen zum 
BRIOS-Modellproblem demonstriere ich, dass es die MÃ¼h wert ist, einen guten Vorkon- 
ditionierer einzusetzen, konkret: Jacobi und SSOR durch eine unvollstÃ¤ndig Faktorisie- 
rung (ILU, ILLU) auszutauschen. 
Den Abschluss, last but not least, bilden mit Abschnitt 2.4 die Mehrgitter-Loser. 
Mit ausfÃ¼hrliche Modellrechnungen zeige ich, welchen Einfluss die Komponenten des 
Losers auf seine Konvergenzrate haben. Der Schwerpunkt liegt dabei auf der sehr effizien- 
ten und robusten Implementierung von de Zeeuw, die alle Schwierigkeiten des BRIOS- 
Modellproblems (stark variierende anisotrope Koeffizienten, Landmaske der Antarktis 
inklusive Inseln) mÃ¼helo bewÃ¤ltig und die hier erstmals in ozeanographischem Kontext 
untersucht wird. 
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.I Direkte Loser 
2.1.1 GauÃŸ-Eliminatio und LU-Zerlegung 
Die diskretisierte elliptische Differentialgleichung 
stellt ein lineares Gleichungssystem fÃ¼ U/, dar und kann per GauÃŸ-Eliminatio gelÃ¶s 
werden. Dazu wird die Matrix Li, in einem vorbereitenden Schritt in das Produkt einer 
unteren und einer oberen Dreiecksmatrix zerlegt = LU und die LÃ¶sun L L / ~  in zwei Sub- 
stitutionsschritten berechnet. Ist der Operator -^/, positiv definit (was er als korrekt diskre- 
tisierter elliptischer Differentialoperator per Definition ist) und symmetrisch (in ozeano- 
graphischen Anwendungen i.a. der Fall), kann die LU-Zerlegung durch eine Cholesky- 
Zerlegung ersetzt werden, was Speicherplatz und bei der Faktorisierung auch Rechenzeit 
spart. 
In ozeanographischen Anwendungen arbeitet man meist auf einem regelmÃ¤ÃŸig Nx X 
Ny-Rechteckgitter R1,, und der Operator 4, stellt eine finite-Differenzen-Diskretisierung 
mit einem 5-Punkt-Stern dar. Bei lexikographischer Anordnung, fÃ¼hr dies auf eine 
blocktridiagonale NxNy X NA-Matrix mit einer BlockgrÃ¶Ã von Nx X Np Die Diago- 
nalblocke sind tridiagonale, die Nebendiagonalblocke diagonale Matrizen. Insgesamt 
sind nur 5NxNy - 2(Nx +&) 5 N 4  EintrÃ¤g nicht mit Null besetzt. FÃ¼ andere Diskre- 
tisierungsschemata ist das VerhÃ¤ltni Ã¤hnlich und die folgenden ~berlegungen kÃ¶nne 
Ãœbertrage werden. 
Schematisch kann die LU-Zerlegung (bzw. Cholesky-Zerlegung) Li-, = LU 
geschrieben werden. Die dichtbesetzten Bandmatrizen L und U haben eine Bandbreite 
von Nx+ 1 und jeweils NxN,,(Nx+ 1) - ~ N ~ ( N ~ +  1) = von Null verschiedene Ein- 
trÃ¤ge Die numerische LÃ¶sun der elliptischen Differentialgleichung (2.1) durch RÃ¼cks 
ubstitution erfordert nun 2NxNy (&+ 1) - Nx(Nx+ 1) % 2 ~ : 4  Operationen (Addition und 
Multiplikation). 
Mit wachsenden ProblemgroÃŸe stÃ¶Ã die direkte LÃ¶sun per LU-Zerlegung schnell 
an Grenzen sowohl im Speicherbedarf als auch in der Rechenzeit. FÃ¼ kleine Gebiete ist 
der Algorithmus jedoch unschlagbar schnell, denn fÃ¼ Verfahren mit besserer asymptoti- 
scher KomplexitÃ¤ (2.B. O(NrN),) bei Mehrgitter-Losern) ist die bestimmende Konstante 
const recht groI3. Zudem steht mit LAPACK (LinearAlgebra Package, [6]) eine sehr effizi- 
ent programmierte Programmbibliothek zur LÃ¶sun (dichtbesetzter) linearer Gleichuns- 
Systeme zur VerfÃ¼gung die auf BLAS (Basic Linear Algebra Subroutines) basiert. So 
wird eine Performance erzielt, die mit Programmen in Hochsprachen nicht zu erreichen 
ist. 
Durch geschicktes Umsortieren der Unbekannten kann Fill-In bei der LU-Zerlegung 
deutlich reduziert werden. Allerdings kann auch Umsortieren viel Rechenzeit beanspru- 
chen, denn nun kÃ¶nne die Daten nicht einfach in ihrer Reihenfolge im Feld angesprochen 
werden, sondern es kommen noch Adressberechnungen hinzu. 
Parallelisierung 
Direkte Loser eignen sich vor allem als lokale Loser auf (kleinen) Teilgebieten innerhalb 
eines parallelen Gebietszerlegungsverfahrens (Kapitel 4). 
MÃ¶cht man den seriellen direkten Loser als solchen parallelisieren, kann man auf 
SCALAPACK [23], die parallele Version von LAPACK, zuriickgreifen. SCALAPACK ba- 
siert neben den seriellen Algorithmen von LAPACK und BLAS auf den parallelen Modu- 
len 
BLACS (Basic Linear Algebra C u i ~ ~ ~ ~ ~ u n i c u t i o ~ ~  Subpr gram) Kommunikationsroutinen 
fÃ¼ verteilte Matrizen auf logisch zweidimensionaler Prozessortopologie. 
PB-BLAS (Parallel Block BLAS) Matrix-Vektor-Operationen (BLAS-2-Routinen) und 
Matrix-Matrix-Operationen (BLAS-3) fÃ¼ blockzyklisch auf die Prozessoren ver- 
teilte Matrizen. 
PBLAS (Parallel BLAS) Vereinfachte Schnittstelle zu den PB-BLAS-Routinen. 
SCALAPACK befindet sich noch in der Entwicklung, bisher sind nicht alle LAPACK- 
Routinen in der parallelen Version verfÃ¼gbar Auch ist die parallele Effizienz stark von 
der jeweiligen maschinenabhÃ¤ngige Version bestimmt. 
Die Koeffzientenmatrix kann auch gemÃ¤ einer Gebietszerlegung umgestellt werden. 
Damit gelangt man zum Schur-Komplement-Verfahren, dass in Abschnitt 4.1 ausfÃ¼hrlic 
dargestellt wird. Abb. 4.1, S. 103, zeigt zwei Gebietszerlegungen und die zugehÃ¶rige 
Matrix-S trukturen. 
2.1.2 Schnelle Fouriertransformation (FFT) 
FÃ¼ elliptische Differentialgleichungen mit konstanten Koeffizienten, die auf einem re- 
gelmÃ¤ÃŸig Rechteckgitter diskretisert werden, entwickelte Hockney [64] einen direkten 
LÃ¶sungsalgorithmus der auf der schnellen Fouriertransformation (Fast Fourier Trans- 
fonnation, FFT) basiert und der fÃ¼ N2 Unbekannte nur 0 ( N 2  log N )  Rechenoperationen 
benÃ¶tigt 
Das Verfahren wird am Beispiel der Poissongleichung 
auf einem Rechteckgitter Ri, mit konstanter Maschenweite h kurz skizziert. FÃ¼ die Dar- 
stellung ist es gÃ¼nstig die Gitterpunkte von RI, von Null beginnend zu nummerieren, d.h. 
0 5 i < Nx und 0 <, j 5 4. Ausgehend von der Standarddiskretisierung 
geht man in einem FFT-basierten LÃ¶sungsverfahre wie folgt vor 
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Bestimme die diskrete Sinustransformation fi, der rechten Seite fh 
Die Sinustransformation G/, der LÃ¶sun bestimmt sich aus 
1z2fh(in, i z )  
Uh(m,n) = 
2 ( t  cos""1+cos""-2 M 
Diese Formel leitet sich aus einem Koeffizientenvergleich fÃ¼ die in 2.2 eingesetzten 
inversen Sinustransformationen von U,, und //, ab. Dabei sieht man auch, warum die 
elliptische Gleichung nicht beliebig variierende Koeffizienten haben darf. 
Die inverse Sinustransformation liefert die LÃ¶sun 
Bei periodischen Randbedingungen wird die Sinustransformation durch die Fouriertrans- 
formation ersetzt, der Faktor im zweiten Schritt Ã¤nder sich entsprechend geringfÃ¼gig 
Das Verfahren ist sehr effizient, denn die Sinus- bzw. Fouriertransformationen im er- 
sten und dritten Schritt kÃ¶nne mit dem FFT-Verfahren mit nur O(NxN,,log(Nr+Ny)) 
Rechenoperationen ausgewertet werden. Die operationelle KomplexitÃ¤ kann zudem in 
etwa halbiert werden, wenn man FFT mit zyklischer Reduktion kombiniert (Fourier Ana- 
lysis and Cyclic Reduction, FACR). 
Modellrechnungen 
Sofern es der Typ der elliptischen Gleichung 
zulÃ¤sst bieten sich FFT-basierte Loser fÃ¼ 
Rechteckgitter mittlerer GroÃŸ an, wie die 
Rechenzeiten in Tabelle 2.1 zeigen, denen 
der FACR-Loser aus dem Programmpaket 
TOMS732 von Cummins und Vallis [40] zu 
Grunde liegt. Es wird jeweils eine Pois- 
songleichung mit Dirichlet-Randbedingun- 
gen gelÃ¶st Der Sprung in der Rechenzeit 
vom 65 X 65- zum 129 X 129-Gitter fÃ¤ll auf- 
grund von Cache-Konflikten so groÃ aus. 
Tabelle 2.1 : Rechenzeit eines FACR-LÃ– 
sers auf einem Prozessor der c;ay T3E 600. 
1 GittergrÃ¶Ã 1 Rechenzeit 1 
129x129 
257 X 257 139 ms 
2.2 Lineare Iterationsverfahren 
Der allgemeine Ansatz eines linearen Iterationsverfahrens zur LÃ¶sun des linearen Glei- 
chungssystems 
(A E R" X Rn regulÃ¤r Matrix, X, b  G Rn) geht von einer StartnÃ¤herun XQ und der Itera- 
tionsvorschrift 
mit einer geeigneten Matrix M aus. Konvergenz ist gewÃ¤hrleistet wenn der Spektralradius 
erfÃ¼llt Anschaulich gesprochen sollte also die Iterationsmatrix M eine gute NÃ¤herun der 
inversen Koeffizientenmatrix A 1  darstellen. Zugleich muss das Matrix-Vektor-Produkt 
mit M sehr viel weniger aufwendig auszuwerten sein als die direkte LÃ¶sun X = ~ l b .  
2.2.1 Klassische Iterationsverfahren 
Ein Ansatz besteht darin, die Koeffizientenmatrix A in die Summe 
einer strikten unteren Dreiecksmatrix L, einer Diagonalmatrix D und einer strikten oberen 
Dreiecksmatrix Ã aufzuspalten. 
Jacobi-Verfahren 
Das Jacobi-Verfahren (auch Gesamtschritt-Verfahren genannt) basiert auf der Iterations- 
vorschrift (2.4) mit M = D-' 
Das Jacobi-Verfahren ist einfach zu implementieren, denn alle Werte des Vektors 
xm+l kÃ¶nne unabhÃ¤ngi voneinander berechnet werden. Allerdings konvergiert es i.a. 
nur sehr langsam. 
Das GauÃŸ-Seidel-Verfahre (Einzelschritt-Verfahren) entspricht dem Jacobi-Verfahren, 
wobei man aber die schon berechneten Werte von xm+l anstelle von X", einsetzt, sobald 
sie zur VerfÃ¼gun stehen. FÃ¼ die Vorschrift (2.4) bedeutet dies M = ( D  + L)" 
Die Konvergenzgeschwindigkeit ist damit hÃ¶he als beim Jacobi-Verfahren, aber im- 
mer noch gering. Von Bedeutung ist das GauRSeidel-Verfahren als Glatter in Mehrgit- 
ter-Losern, denn es dÃ¤mpf vor allem die hochfrequenten Anteile des Fehlers effektiv. 
Die rekursive AbhÃ¤ngigkei der Koeffizienten von xm+\ fÃ¼hr dazu, dass die Iterati- 
onsvorschrift auf Vektor- und Parallelrechnern nicht effizient ausgefÃ¼hr werden kann. 
38 KAPITEL 2.  SERIELLE ELLIPTISCHE LOSER 
Abbildung 2.1: Wenn die beiden DurchlÃ¤uf red und black der Schachbrettnummerie- 
rung nicht strikt nacheinander, sondern verschrÃ¤nk abgearbeitet werden, braucht jede Zeile 
des Feldes nur einmal in den Cache geladen zu werden. Nachdem die red-Werte der ersten 
und zweiten Zeile neu berechnet wurden, stehen beide Zeilen noch im Cache (sofern sie 
nicht zu lang sind) und die black-Werte der ersten Zeile kÃ¶nne sofort aktualisiert werden. 
Werden wie im Fall der diskreten Poisson-Gleichung nur direkte Nachbarn miteinander 
verknÃ¼pft ermÃ¶glich eine schachbrettartige Nummerierung der Unbekannten einen effi- 
zienteren Algorithmus. 
Oft werden die Felder nicht komplett in den Cache des Prozessors passen, wohl aber 
einige Zeilen. Dann kann die Performance deutlich gesteigert werden, indem der zweite 
(black) Durchlauf verschrÃ¤nk zum ersten (red) abgearbeitet wird, denn so mÃ¼sse alle 
Zeilen nur einmal in den Cache geladen werden (Abb. 2.1). 
Symmetrisches GauÂ§-Seidel-Verfahre 
Wird das GauÂ§-Seidel-Verfahre fÃ¼ symmetrische Koeffizientenmatrizen A, also U = 
L ~ ,  als Vorkonditionierer im CG-Verfahren (konjugierte Gradienten, Abschnitt 2.3) ein- 
gesetzt, muss die Iterationsmatrix symmetrisch sein. Das wird erreicht, indem man die 
Unbekannten abwechselnd vorwÃ¤rt und rÃ¼ckwÃ¤r durchlÃ¤uft konkret 
Eine deutliche Verbesserung der Konvergenzrate kann i.a. erreicht werden, indem man im 
GauÃŸ-Seidel-Verfahre die neu bestimmten Werte .qÃ£+ in der Iterationsvorschrift etwas 
Ã¼bergewichtet d.h. M = Å¸)(  + Å ¸ ) L )  mit i.a. 1 < Å  ¸ < 2 
Soll die elliptische Gleichung wiederholt mit verschiedenen rechten Seiten gelÃ¶s wer- 
den, lohnen sich vorab einige Proberechnungen, in denen verschiedene Werte fÃ¼ co ge- 
testet werden. Die Konvergenzrate des SOR-Verfahrens mit (fast) optimalem Parameter 
Abbildung 2.2: Paralles Jacobi-, red-black-GauÂ§-Seidel-Verfahren Jeder Prozessor 
fÃ¼hr auf seinem Gebiet einen Iterationsschritt durch und benÃ¶tig dazu auch Werte an 
Gittespunkten, die den Nachbarprozessoren zugeordnet sind. 
ist deutlich besser als die des GauÃŸ-Seidel-Verfahren Allerdings eignet sich das SOR- 
Verfahren nicht als Glatter im Mehrgitter-Loser. 
Auf Vektor- und Parallelrechnern sollte man wie beim GauÃŸ-Seidel-Verfahre die 
Unbekannten im Gitter schachbrettartig (red-black) nummerieren. 
Symmetrisches SOR-Verfahren (SSOR-Verfahren) 
Analog zum symmetrischen GauÃŸ-Seidel-Verfahre werden die Unbekannten im SOR- 
Verfahren fÃ¼ den Einsatz als CG-PrÃ¤konditioniere abwechselnd vorwÃ¤rt und rÃ¼ckwÃ¤r 
durchlaufen. 
Parallelisierung 
Im Rahmen einer Gebietszerlegung lassen sich die Iterationsschritte des Jacobi-Verfah- 
rens sowie des GauÃŸ-Seidel und Jacobi-Verfahrens mit Schachbrett-Nummerierung gut 
parallelisieren. Dazu kennt jeder Prozessor die Daten in den Gitterpunkten seines Teilge- 
bietes und erhÃ¤l auÃŸerde eine Kopie der Daten auf den benachbarten Gitterlinien, die 
fÃ¼ einen vollstÃ¤ndige finite-Differenzen-Stern benÃ¶tig werden, siehe Abb. 2.2. Nach 
jedem Iterationsschritt (bzw. einem halben Schachbrett-Iterationsschritt) mÃ¼sse die Pro- 
zessoren kommunizieren, um die Kopien zu aktualisieren. 
Wie gut diese Parallelisierung skaliert, hÃ¤ng von der GrÃ¶Ã der Teilgebiete und den 
Kommunikationszeiten des Rechnersystems ab. Es wird verhÃ¤ltnismÃ¤Ã wenig gerechnet 
(5 Multiplikationen und Additionen pro Gitterpunkt des lokalen Teilgebietes), bevor die 
Streifen an den Prozessorgrenzen ausgetauscht werden. In der Regel wird auf einem 
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Workstation-Netz kaum ein Speedup zu verzeichnen sein, wÃ¤hren auf Parallelrechnern 
mit sehr schneller Kommunikation sogar ein superlinearer Speedup auftreten kann, wenn 
Teilgebiete komplett in den Cache passen, wÃ¤hren im seriellen Programm immer wieder 
aus dem vergleichsweise langsamen Hauptspeicher nachgeladen werden muss. 
2.2.2 Linienrelaxation 
In einem Iterationsschritt des GauÃŸ-Seidel-Verfahren wird die diskretisierte elliptische 
Gleichung 
punktweise (jeweils im Zentrum eines finite-Differenzen-Sterns) gelÃ¶st wobei die je- 
weils aktuellen Werte in den Nachbarpunkten zugrunde gelegt werden. Ein etwas robu- 
steres Verfahren erhÃ¤l man, indem man linienweise vorgeht. 
ReprÃ¤sentier der Operator Â£j einen 5- oder 9-Punkt-Stern in einem Nx X Ny-Gitter, 
lautet die Matrixdarstellung der Gleichung (2.1) 
mit den tridiagonalen Nx X NI-Blockmatrizen Tj  und den Nebendiagonalblocken 
die je nach Differenzenstern diagonal oder tridiagonal sind. Die Werte in jeder Zeile 
j  = 2 , .  . . ,Ny- 1 sind in den Vektoren u, = (uh(2, j ) ,  . . . , L L / ~ ( N ~ - ~ ,  j ) )  zusammenge- 
fasst. Die Dirichlet-Randbedingungen werden in die rechte Seite //, integriert. Die GauÂ§ 
Seidel-Iteration wird nun blocbrveise fÃ¼ j  = 2 , .  . . , Ny - 1 durchgefÃ¼hr 
Ebenso kÃ¶nne das Jacobi- und das SOR-Verfahren als Linienrelaxation formuliert wer- 
den. 
Zebra-Linienrelaxation (red-black) 
Die ursprÃ¼nglich Iterationsvorschrift (2.6) der Linienrelaxation ist nicht vektor- und par- 
allelisierbar. Wie beim punktweisen GauÃŸ-Seidel-Verfahre hilft ein red-black-Schema 
(Zebra-Linienrelaxation), die Linien zu entkoppeln, indem jeweils auf jeder zweiten Li- 
nie relaxiert wird. 
Alternierende Linienrelaxation 
Bei stark schwankenden Koeffizienten der elliptischen Differentialgleichung (insbeson- 
dere starker Kopplung in beiden Koordinatenrichtungen) ist die Linienrelaxation z.B. nur 
lÃ¤ng der x-Achse nicht robust genug. Hier empfiehlt sich die alternierende Linienrela- 
xation, bei der abwechselnd in X- und y-Richtung relaxiert wird. 
Anzahl parallel rechnender Prozessoren 
Abbildung 2.3: Pipelining fÃ¼ Linienrelaxation quer zu den Teilgebietsgrenzen: a) Prozes- 
sor P1 arbeitet die ersten Linienrelaxation (LR) in seinem Teilgebiet ab und schickt die Zwi- 
schenlÃ¶sun an P2. Im zweiten Schritt beginnt P1 die zweite LR, wÃ¤hren P2 die erste LR 
weiterfuhrt usw. AnschlieÃŸen wird die Ruckrichtung beginnend mit dem letzten Prozessor 
analog durchgefÃ¼hrt b) Die Graphik skizziert den Grad der ParallelitÃ¤ fÃ¼ p Prozessoren, die 
nach diesem Schema N Linienrelaxationen (mit Hin- und Ruckrichtung) ausfÃ¼hren 
Parallelisierung 
Zebra-Linienrelaxation in nur eine Richtung ist gut parallelisierbar, wenn das Gebiet in 
Stre.ifen lÃ¤ng dieser Richtung aufgeteilt wird. Ist eine zweidimensionale Gebietszerle- 
gung festgeschrieben oder ist die robustere alternierende Linienrelaxation notwendig, so 
liegen die Unbekannten jedes tridiagonalen Gleichungssystems auf mehrere Prozessoren 
verteilt und eine effiziente Parallelisierung ist kaum mÃ¶glich Es bleiben nur wenig effizi- 
ente Auswege wie die zyklische Reduktion, mit der jedes tridiagonale Gleichungssystem 
fÃ¼ sich parallelisiert werden kann. 
Da zyklische Reduktion in etwa den doppelten Rechenaufwand im Vergleich zum se- 
riellen Verfahren beansprucht (Kommunikation und Last-Inbalance noch gar nicht einge- 
rechnet), habe ich mich fÃ¼ einen anderen naheliegenden Ansatz entschieden. Der serielle 
Prograrnmcode bleibt im wesentlichen unverÃ¤nder und wird per Pipelining parallelisiert, 
indem der Parallelrechner Ã¤hnlic einem Vektorrechner eingesetzt wird, wie in Abb. 2.3 
dargestellt. Vuik, van der Nooyen und Wesseling [I071 benutzen diesen Ansatz, um ein 
GMRES-verfahren1 mit ILU-Vorkonditionierer2 zu parallelisieren, sie folgen dabei ei- 
GMRES: Geralized Minimal Residual, ein CG-Ã¤hnliche Verfahren (Abschitt 2.3.1) fÃ¼ indefinite, 
unsymmetrische Matrizen, siehe z.B. Barrett et al. [I 1] 
'ILU: Incomplete Line LU, wird im folgenden Abschnitt 2.2.3 vorgestellt. 
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nem Vorschlag von Bastian und Horten [12]. Der erste Prozessor P1 beginnt mit der 
ersten Linienrelaxation (LR) und schickt sein Zwischenergebnis an den zweiten Psozes- 
sor. Im zweiten Schritt rechnen die Prozessoren P1 und P2 parallel: P1 beginnt die zweite 
LR, wÃ¤hren P2 die erste LR fortfÃ¼hrt Im dritten Schritt arbeiten bereits drei Prozes- 
soren parallel usw.. Gegen Ende des ersten Durchlaufs bricht die ParallelitÃ¤ nach und 
nach wieder zusammen, zuletzt beendet der letzte Prozessor allein den ersten Durchlauf 
der letzten LR. Ebenso wird nun die RÃ¼ckrichtun der LR gerechnet, beginnend mit dem 
letzten Prozessor. 
Der Kommunikationsaufwand ist dabei enorm, und der Algorithmus kann nur auf Ma- 
schinen mit sehr schneller Kommunikation effizient laufen. Bei so kleinen Datenmengen, 
wie sie hier nach jedem Schritt an den folgenden Prozessor geschickt werden, dominiert 
die Startup-Phase der Kommunikation die Zeit fÃ¼ das Senden des Zwischenergebnisses. 
AbhÃ¤ngi von Problemgrofie und LÃ¤ng der Startup-Phase ist es daher effizient, mehr als 
eine LR in jedem Schritt abzuarbeiten und jeweils mehrere ZwischenlÃ¶sunge auf einmal 
zu kommunizieren. 
Mit den Bezeichnungen 
p Anzahl der Prozessoren 
N Anzahl der Linienrelaxationen (LR) 
@ Anzahl der LR, die pro Schritt abgearbeitet werden (zur Vereinfachung wird 
angenommen, dass t ein Teiler von N ist). 
TLR Rechenzeit fÃ¼ eine LR, also (TLR/(2p)) pro TeilstÃ¼c und Richtung auf 
einem Prozessor 
TK Kommunikationszeit fiir /, Zwischenergebnisse, wird von der Setup-Zeit 
dominiert und ist (so gut wie) unabhÃ¤ngi von @ (TK = Tseiup + eTsend Tsetup) 
betrÃ¤g die Rechenzeit pro Schritt ( T L R / ( 2 ~ )  + TK). Insgesamt sind 2(N/C+p - 1) Schrit- 
te notwendig, wie in der Graphik Abb. 2.3b fÃ¼ H = 1 skizziert. Nach N/Â Schritten ist der 
erste Prozessor mit seinem ersten Durchlauf fertig, nach weiteren ( p  - 1) Schritten hat 
auch der letzte Prozessor p auf seinem letzten TeilstÃ¼c die erste HÃ¤lft der Relaxation 
beendet. Die zweite HÃ¤lft erfordert ebenfalls (N/P + p - 1) w (N/P + p) Schritte. Es 
ergibt sich die Formel 
fÃ¼ die gesamte Rechenzeit T. Die beiden Faktoren, die die ParallelitÃ¤ beeintrÃ¤chtigen 
sind hier gut auszumachen. 
0 Mit steigender Prozessorzahl p werden die TeilstÃ¼ck pro Prozessor kÃ¼rzer das 
VerhÃ¤ltni von Rechenzeit zu Kommunikation wird immer ungÃ¼nstiger Insgesamt 
steigt der Kommunikationsaufwand. Dieser Effekt kann teilweise aufgefangen wer- 
den, indem mehrere (@) TeilstÃ¼ck in einem Schritt abgearbeitet werden. 
0 Die ParallelitÃ¤ des Algorithmus wird Schritt fÃ¼ Schritt aufgebaut, erst nach p 
Schritten sind alle Prozessoren beteiligt. In der Mitte (beim ,,Richtungswechsel" 
der Relaxation) und zum Ende hin bricht die ParallelitÃ¤ ebenfalls ein. Auf je mehr 
Abbildung 2.4: a) Speedup und b) parallele Effizienz der Linienrelaxation, vgl. Tabelle 2.2. 
Linien pro Schritt relaxiert wird (<? groÃŸ) desto lÃ¤nge sind diese Phasen. Im Ex- 
tremfall ist NI! < p, so dass nie alle Prozessoren gleichzeitig rechnen. 
Modellrechnungen zur parallelen Linienrelaxation 
In der Tabelle 2.2 sind Rechenzeiten fÃ¼ parallele Zebra-Linienrelaxation zusammenge- 
fasst, die Abb. 2.4 zeigt Speedup und parallele Effizienz. Als Modellgebiete werden Git- 
ter der GrÃ¶Ã 129 X 129 bis 5 13 X 5 13 mit periodischen Randbedingungen in ^ -Richtung, 
Dirichlet-Randbedingungen in y-Richtung zugrunde gelegt. Die Kommunikation ist mit 
den Cray-spezifischen S ~ ~ E ~ - R o u t i n e n  implementiert. 
Tabelle 2.2: Rechenzeit auf der Cray T3E 600 fÃ¼ Zebra-Linienrelaxation in X- und y- 
Richtung auf einem in ^-Richtung periodischen Rechteckgitter. Das Gitter wird in Streifen 
entlang der x-Achse aufgeteilt, die y-Relaxations verlÃ¤uf also quer zur Gebietszerlegung und 
ist nach dem in diesem Abschnitt beschriebenen Schema parallelisiert. 
1 Gitter- 1 Relax- 1 1  
groÃŸ 1 Richtung 1 1  1 
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Das Gitter wird in Streifen lÃ¤ng der x-Achse zerlegt, die Zebra-Linienrelaxation 
in ^-Richtung ist also sehr einfach effizient zu parallelisieren. Wie zu erwarten, ist der 
Speedup linear, in einigen FÃ¤lle (2.B. 129 X 129-Gitter) sogar superlinear. Dieser Effekt 
ist typisch fÃ¼ die Cray T3E, wenn die Teilgebiete so klein werden, dass sie komplett in 
den Cache passen. 
Die y-Relaxation wurde nach dem oben beschriebenen Pipelining-Prinzip paralleli- 
siert und weist daher eine deutlich schlechtere parallele Effizienz auf als die X-Relaxation. 
2.2.3 UnvollstÃ¤ndig Faktorisierungen (ILU, ILLU) 
Eine Klasse von linearen Iterationsverfahren, die sich als besonders robuste Vorkondi- 
tionierer in CG-Verfahren und Glatter in Mehrgitter-Losern erwiesen haben, bilden die 
unvollstÃ¤ndige Faktorisierungen. Sie basieren auf der Darstellung der Koeffizientenma- 
trix A des linearen Gleichungssystems (2.3) 
mit dÃ¼nnbesetzte Matrizen L, 0 und einer Restmatrix R # 0. Daraus wird die Iterations- 
matrix 
des linearen Iterationsverfahrens (2.4) abgeleitet. 
UnvollstÃ¤ndig LU-Zerlegung (ILU) 
Wenn man die LU-Zerlegung einer dÃ¼nnbesetzte Matrix A = LU berechnet, stellt man 
oft fest, dass die Elemente der Dreiecksmatrizen L und U auÃŸerhal der Besetzungsstruk- 
tur von A ,,deutlich kleiner" als die Ã¼brige EintrÃ¤g sind. Die Grundidee der unvoll- 
stÃ¤ndige LU-Zerlegung (Incomplete LU, ILU) besteht nun darin, diese ,&leinen" Werte 
ganz wegfallen zu lassen. Die ILU-Zerlegung ist von der Gestalt 
Es wird meist eine gewÃ¶hnlich LU-Zerlegung durchgefÃ¼hrt aber Fill-In grÃ¶ÃŸtentei 
unterdrÃ¼ckt also fÃ¼ viele EintrÃ¤g (L);,  = 0 bzw. ( U ) i j  = 0 gesetzt. Ein mÃ¶gliche Kri- 
terium besteht darin, Fill-In an den Punkten zuzulassen, an denen auch (A);; # 0 gilt. 
Stellt A = & einen diskretisierten Differentialoperator dar, kÃ¶nne Nachbarschaftsbezie- 
hungen der Gitterpunkte ausgenutzt werden, indem man z.B. fÃ¼ einen 5-Punkt-Stern 
zusÃ¤tzliche Fill-In so zulÃ¤sst dass L und Â£ 7-Punkt-Sterne reprÃ¤sentieren 
Modifiziertes ILU-Verfahren 
Von Gustafsson [54] stammt eine Modifikation der ILU-Zerlegung, die darin besteht, Ein- 
trÃ¤g von L, Â£7 die zur Vermeidung von Fill-In unterdrÃ¼ck werden, mit einem Parameter 
Â 0 0 0  
0-0 0 0 
i / O  O O 
0-0 0 0-0 lxO O0 O 0
t l  
0-0-0 0 0-0-0 l / V O  0 0-0-0 1X1X 0 
l t t  
0-0-0-0 0-0-0-0 l / l / t /  0-0-0-0 1XlXlX 
Abbildung 2.5: AbhÃ¤ngigkei der Berechnungen bei der RÃ¼cksubstitutio y,, = k l x h  mit 
lexikographischer Anordnung. FÃ¼ 5- und 7-Punkt-Sterne sind die Werte auf einer Diagonalen 
jeweils voneinander unabhÃ¤ngig nicht aber bei einem 9-Punkt-Schema. 
a E [0,1] gewichtet vom zugehÃ¶rige Diagonaleintrag abzuziehen. Die Konvergenzrate 
kann so deutlich verbessert werden, oft ist dabei das optimale a geringfÃ¼gi kleiner als 
Eins. Die Arbeit von Ashcraft und Grimes [8] vertieft die Diskussion und zeigt numeri- 
sche Ergebnisse. 
Bezeichnungen 
Eine ILU-Zerlegung ohne Fill-In wird oft mit ILUO bezeichnet, die Modifikation nach 
Gustafsson mit ILUO(a). Im Rahmen von Differentialgleichungen, die mit 5-Punkt- 
Sternen diskretisiert sind, sind auch die Bezeichnungen ILU5(a) fÅ  ¸eine ILU-Zerlegung 
ohne Fill-In sowie ILU7(a) fÃ¼ Fill-In, dass auf einen 7-Punkt-Stern fÃ¼hrt Ã¼blich Eini- 
ge Beispielrechnungen mit ILU5(0), ILU7(0) und 1LU7(0o~t) als CG-Vorkonditionierer 
sind in Abschnitt 2.3.1, Tabelle 2.3, zusammengestellt. 
UnvollstÃ¤ndig Block-LU-Zerlegung (ILLU) 
Ein Operator G, dessen Matrix eine Blockstruktur aufweist, kann auch blockweise fak- 
torisiert werden 
Eine unvollstÃ¤ndig Faktorisierung besteht nun darin, das Fill-In in den dichtbesetzten 
Nebendiagonal-BlÃ¶ck D ~ , ~ ~ ~  zu beschrÃ¤nken z.B. auf die drei Hauptdiagonalen. Da fÃ¼ 
ein regulÃ¤re Gitter eine Zeile von einem Matrixblock reprÃ¤sentier wird, bezeichnet man 
die unvollstÃ¤ndig Block-Zerlegung auch als Incomplete Line LU (ILLU). 
Rechenaufwand und Parallelisierung 
Die Struktur der ILU-Iterationsmatrix Mnu = ~ - 1 ~ 1 ~ 1  entspricht der Iterationsma- 
trix des symmetrischen GauÃŸ-Seidel-Verfahren MSGS = (D - G} ' D  ( D  - L) -' mit 
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Abbildung 2.6: Reihenfolge der Berechnung nach van der Vorst [106]. BezÃ¼glic der 
Konvergenzrate ist dieser Ansatz, der es erlaubt, auf vier Gebieten parallel zu rechnen, mit 
der lexikographischen Anordnung identisch. 
entsprechendem Differenzen-Stern und Nummerierung der Gitterpunkte. Die AbhÃ¤n 
gigkeit der Variablen voneinander und der Rechenaufwand der beiden Verfahren ist also 
identisch, wenn man von der Berechnung der unvollstÃ¤ndige Faktorisierung zur Vorbe- 
reitung absieht. 
Wie das GauÃŸ-Seidel-Verfahre kann auch eine ILU-Iteration parallelisiert werden, 
indem man die Gitterpunkte schachbrettartig nummeriert. Leider reagieren ILU-Verfah- 
ren sehr empfindlich auf die Anordnung der Gitterpunkte, wie die Modellrechnungen 
von Ashcraft und Grimes [8] sowie Duff und Meurant [45] zeigen. Die Konvergenzrate 
ist fÃ¼ Mehrfarben-Schemata deutlich schlechter als beispielsweise fÃ¼ lexikographische 
Nummerierung. 
Eine MÃ¶glichkeit ohne Umnummerierung zu parallelisieren, bietet eine Streifenauf- 
teilung verbunden mit einem Pipelining-Schema Ã¤hnlic zu dem, das im vorherigen Ab- 
schnitt fÃ¼ die Linienrelaxation vorgestellt wurde, siehe Skizze in Abb. 2.3. Vuik, van der 
Nooyen und Wesseling [107] stellen ausfÃ¼hrlich Ergebnisse fÃ¼ ein paralleles GMRES- 
Verfahren mit ILU-Vorkonditionierer auf der Cray T3D (dem VorlÃ¤ufermodel der Cray 
T3E) vor, sie fÃ¼hre die Idee auf Bastian und Horton [12] zurÃ¼ck 
FÃ¼ 5- und 7-Punkt-Sterne ist eine Nummerierung entlang der Diagonalen Ã¤quivalen 
zur lexikographischen Anordnung, denn die Werte auf jeder Diagonalen sind voneinan- 
der unabhÃ¤ngi (Abb. 2.5). Duff und Meurants Ergebnisse zeigen zudem, dass auch fÃ¼ 
9-Punkt-Sterne die Konvergenzraten bei diagonaler und lexikographischer Anordnung in 
etwa Ãœbereinstimmen Allerdings ist dieser Ansatz nur bedingt zur Parallelisierung ge- 
eignet, denn es dauert einige Schritte, bis die ParallelitÃ¤ voll aufgebaut ist und zum Ende 
hin wieder abgebaut wird. Zudem muss nach jeder Diagonalen, die abgearbeitet ist, ein 
Zwischenergebnis an den jeweils benachbarten Prozessor geschickt werden. Nur auf Par- 
allelrechnern mit schneller Kommunikation kann dieser Ansatz daher Ã¼berhaup effizient 
parallelisiert werden. 
In Abb. 2.6 ist eine Anordnung skizziert, die van der Vorst [106] eingefiihrt hat und die 
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bezÃ¼glic der ILU-Konvergenzrate mit lexikographischer Nummerierung vergleichbar ist 
(siehe auch Duff, Meurant [45]). Der ILLU-Glatter eines Mehrgitter-Verfahrens wurde 
von Louter-No01 [79] nach diesem Schema fÃ¼ zwei bis vier Prozessoren parallelisiert. 
Eine Ãœbersich Ã¼be ffiziente Nummerierungen wird auch im Buch von Dongarra, Duff, 
SGrensen und van der Vorst [43] vorgestellt. 
2.3 Verfahren der konjugierten Gradienten (CG) 
Das Verfahren der konjugierten Gradienten (Conjugate Gradient, CG) bietet einen Al- 
gorithmus zur LÃ¶sun elliptischer Gleichungen, der fÃ¼ viele Anwendungen einfach im- 
plementiert werden kann und in Verbindung mit einem geeigneten Vorkonditionierer sehr 
effizient ist. Auch in der Ozeanmodellierung ist das CG-Verfahren der Favorit unter den 
elliptischen Losern. 
Im Abschnitt 2.3.1 wird der Algorithmus des CG-Verfahrens und seine Parallelisie- 
rung skizziert. Darauf folgt in 2.3.2 ein Ãœberblic Ã¼be gÃ¤ngig Vorkonditionierer mit 
Modellrechnungen fÃ¼ das elliptische Problem (1.8) aus dem Eis-Ozeanmodell BRIOS. 
Neben den gÃ¤ngige Lehr- und Nachschlagewerken sei hier auf das frei verfÃ¼gbar Pro- 
grammpaket TEMPLATES [ l  11 verwiesen, das die Grundbausteine von CG- und verwand- 
ten Verfahren zur VerfÃ¼gun stellt. 
2.3.1 Das CG-Verfahren 
Das CG-Verfahren zur LÃ¶sun des linearen Gleichungssystems 
mit einer positiv definiten symmetrischen Matrix A und der Vorkonditionierungsmatrix 
M w A I  (Preconditioned CG) wird durch den folgenden Algorithmus beschrieben ( ( .  .) 
bezeichnet ein Skalarprodukt). 
Der PCG-Algorithmus 
WÃ¤hl XQ, setze ro = b - AXQ. 
Berechne = Mro 
Iterationsschritt: FÃ¼ k = 1,2, . . . : 
Schrittweite a k  = - ( ? k ,  rk)/(pk,Apk) 
NÃ¤herungslÃ¶su X ~ + I  = xk - OkPk 
Residuum rk+s = rk + akApk 
Vorkonditionierung ?k+~ = Mi-k+i 
Konvergenztest, z.B. 1 1  1 1  5 E ? 
Schrittweite bzgl. pk ÃŸ = (^+I,  rk+l)/(h,rk) 
Richtungsvektor Pk+s = ?k+s + Ã Ÿ k ~  
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Parallelisierung 
Abgesehen vom Vorkonditionierer besteht das CG-Verfahren im Wesentlichen aus fol- 
genden Operationen 
0 Das Matrix-VektorproduktAp;, dominiert gemeinsam mit dem Vorkonditionierer 
den gesamten Rechenaufwand. Stellt A = Lj^  einen finite-Differenzen-Stern dar, 
ist dieses Produkt im Rahmen einer Gebietszerlegung sehr gut parallelisierbar. Die 
Strategie entspricht der des parallelen Jacobi-Verfahrens, bei der jeder Prozessor 
mit seinen direkten Nachbarn kleine Datenmengen austauscht (siehe Abb. 2.2, S. 
39). 
o Die Skalarprodukte ( T k ,  rk)  und (pk ,Apk)  kÃ¶nne als lokale Skalarprodukte auf 
den Teilgebieten und einer anschlieÃŸende globalen Summe realisiert werden. 
e Die ,,axpy"-0perationenxkt1 = X;, - akpk, = r;, + akApk und pk+1 = &+, + 
ÃŸkp werden auf den Teilgebieten parallel ausgefÃ¼hr und erfordern keine Kommu- 
nikation. 
e Die Parallelisierung des Konvergenztests hÃ¤ng vom gewÃ¤hlte Verfahren ab und 
erfordert z.B. ein weiteres Skalarprodukt oder ein globales Maximum. In jedem 
Fall ist es eine globale Operation, nach der alle Prozessoren wissen, ob die Iteration 
abgebrochen oder fortgefÃ¼hr wird. 
Auf einer Rechnerarchitektur mit langsamer Kommunikation kann sich die globale 
Summe der zwei Skalarprodukte (und der Konvergenztest) als Flaschenhals erweisen. Im 
allgemeinen stellt jedoch eine effiziente parallele Vorkonditlonierung die grÃ¶ÃŸ Heraus- 
forderung dar. 
2.3.2 Modellrechnungen zur Effizienz von Vorkonditionierern 
Als Vorkonditionierer eignen sich z.B. lineare Iterationsverfahren aus Abschnitt 2.2.1, so- 
fern die Vorkonditionierungsmatrix M symmetrisch ist. Ich habe einige dieser Verfahren 
als Vorkonditionierer im CG-Rahmenprogramm der Tenzplutes-Bibliothek [ I  I] imple- 
mentiert und ihre Effizienz am Beispiel der elliptischen Gleichung (1.8) des BRIOS-I. 1- 
Modells ( l93x 161-Gitter) untersucht. Wie in Abschnitt 1.2.4 (ab S. 30) beschrieben, 
werden vier Konfigurationen verglichen: Rechteckgitter Rh mit und ohne Landmaske 
Clh, als elliptischer Operator jeweils der Laplace-Operator Ai, und der Operator &, des 
Ozeanmodells mit variierenden, anisotropen Koeffizienten (Abb. 1.8, S. 3 1). Als Rand- 
bedingungen werden sowohl Dirichlet- als auch periodische Randwerte zugrunde gelegt. 
Die rechte Seite, die Vorticity Z, wird bis auf eine in ^-Richtung periodische StÃ¶run 
konstant gesetzt, siehe Formel (1.12), S. 30. Die Ergebnisse sind in den Tabellen 2.3a,b 
zusammengefasst. 
Die unregelmÃ¤ÃŸi Geometrie beeintrÃ¤chtig nur den CG-Loser ohne jede Vorkondi- 
tionierung leicht, in jeder anderen Konfiguration fÃ¼hr die BRIOS-Landmaske sogar zu 
etwas schnellerer Konvergenz. Im Fall der variierenden BRIOS-Koeffizienten kÃ¶nne 
die groÃŸe Unterschiede der Iterationszahlen fÃ¼ Rechnungen ohne (Rh)  und mit (C lh )  
Landmaske dadurch erklÃ¤r werden, dass die Landmaske groÃŸ lokale Schwankungen der 
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Tabelle 2.3: Rechenzeit (ein Prozessor der Cray T3E 600) und Iterationszahl fÃ¼ das CG- 
Verfahren mit verschiedenen Vorkonditionierem fÃ¼ das Poisson- und das BRIOS-Problem 
(1.8) auf dem 193 X 161-Rechteckgitter R/, bzw. mit Landmaske CLh. Das Residuum in der 
L2-Noim wird jeweils auf 1 0 7  reduziert, StartnÃ¤herun ist V,, 3 0. 
Vorkond. 
Koeffizienten ausblendet, siehe Abb. 1.8, S. 3 1. Zudem stellen periodische Randbedin- 
gungen eine Herausforderung dar, die ebenfalls durch die Landmaske gemildert wird. 
Es wird deutlich, dass es sich lohnt, in einen guten Vorkonditionierer zu investieren. 
Ein einfacher SSOR-Iterationsschritt fÃ¼hr zwar fÃ¼ das einfache Poisson-Modellproblem 
A h )  zu akzeptablen Ergebnissen, aber beim BRIOS-Problem bricht die Konvergenz dra- 
stisch ein. In der Ozeanmodellierung kÃ¶nne sogar Probleme auftauchen, in denen mit 
SSOR-Vorkonditionierung keine Konvergenz mehr erzielt wird. Als besonders robust ha- 
ben sich die ILU-Verfahren erwiesen, die in etwa gleiche Konvergenzraten fÃ¼ Poisson- 
und BRIOS-Problem erzielen. Es lohnt sich, den optimalen Modifikationsparameter vor- 
ab mit Proberechnungen nÃ¤herungsweis zu bestimmen. Unter der Annahme, dass die 
Iterationszahl in AbhÃ¤ngigkei vom Parameter durch eine konvexe Funktion beschrieben 
wird, kommt man mit einer Intervallschachtelung in nur wenigen Versuchen zu einer gu- 
ten SchÃ¤tzung Wie wichtig eine gute Wahl des Modifikationsparameters a ist, zeigen die 
Ergebnisse fÃ¼ ILU7(0) und ILU7(%p): die Iterationszahl halbiert sich in etwa bei opti- 
malem im Vergleich zu a = 0. Die Vorbereitungszeit ist in einem Zeitschrittverfahren 
schnell wettgemacht. 
Der Haken bei den unvollstÃ¤ndige Faktorisierungen ist, dass sie etwas kompliziert zu 
programmieren sind, vor allem fÃ¼ periodische Randbedingungen. Die Grundidee ist zwar 
Vorkond. 
a) Dirichlet-Randbedingung = 0 (auch in Ost-West-Richtung) 
Zeit je 
Iter. 


















#Iter. 1 Zeit 
Zeit #Iter. Zeit 

Kombination mit der Kapazitanzmatrix-Methode im Ozeanmodell SPEM impleme,ntiert 
ist, und dem extrem robusten Black-Box-Loser M G D ~ v  von de Zeeuw [113, 1141. 
MUDPACK ist nur fÃ¼ elliptische Gleichungen ohne gemischte Ableitungen 
geschrieben. Es sind wahlweise Dirichlet-, gemischte und periodische Randbedingungen 
in X- undloder y-Richtung vorgesehen. 
De Zeeuws MG-Loser M G D ~ V  kann beliebige elliptische Gleichungen, die mit 9- 
Punkt-Sternen diskretisiert sind, behandeln. In den Randpunkten kann ebenfalls ein be- 
liebiger Differenzen-Stern vorgegeben werden. Periodische Randbedingungen sind aber 
nicht mÃ¶glich 
2.4.1 Das Mehrgitter-Verfahren 
Der Prototyp eines MG-Zyklus (hier: ein V-Zyklus) zur LÃ¶sun der Gleichung 
wird durch den folgenden Algorithmus beschrieben. Ausgangspunkt ist eine StartnÃ¤he 
rung U!"' auf dem feinsten Gitter GÃ£ = Rh. 
Ein Mehrgitter-V(vl,v2)-Zyklus 
FÃ¼rk=m-1,m-2 . . .  , l :  
Restriktion k 6 = R k + l r k + ~ '  
PrÃ¤relaxatio dk = s\\(Qk>&,rk), 
Residuum rk = Fk - &Jk, 
Restriktion F. = R h ,  
Grobgitterkorrektur do = G ? o ,  
FÃ¼r = 1.2, .  . . ,W-1: 
Prolongation d k  = d k + ~ ^ ] d k - i ,  
Postrelaxation dk = ~ \ ( d k , & > r k )  
Prolongation fi/, = i i , + c l d t Ã £ -  
Postrelaxation u ~ l ) =  ( & , Â ¥ ^ I  151) 
Parallelisierung 
Den grÃ¶ÃŸt Teil der Rechenzeit beansprucht die Relaxation (insbesondere auf den fei- 
neren Gittern), also z.B. GauÃŸ-Seidel- Linien- oder ILUIILLU-Relaxation (Abschnitt 
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Abbildung 2.7: Gebietszerlegung in Streifen fÃ¼ ein MG-Verfahren. Die Anzahl der Git- 
terpunkte und damit die Rechenarbeit, die parallel durchgefÃ¼hr werden kann, sinkt von Git- 
terebene zu Gitterebene um den Faktor 114, wÃ¤hren sich die Zahl der Interface-Punkte, also 
der Kommunikationsaufwand, nur halbiert. SchlieÃŸlic bricht die ParallelitÃ¤ ganz ein. 
2.2). Wie im Rahmen der CG-Vorkonditionierer gilt die Faustformel Je  effizienter, desto 
schwieriger zu parallelisieren". 
Im Rahmen eines Gebietszerlegungsverfahrens wird jedem Prozessor ein Teilgebiet 
des ursprÃ¼ngliche Gitters Rh = Gin sowie die entsprechenden Teilgebiete der folgen- 
den Gitterebenen G,,,_l, . . . zugewiesen. Restriktion und Prolongation kÃ¶nne so 
grÃ¶ÃŸtentei lokal berechnet werden, an den Teilgebietsgrenzen mÃ¼sse zwischen jeweils 
benachbarten Prozessoren kleine Datenmengen ausgetauscht werden. 
Die Anzahl der Gitterpunkte nimmt von Ebene zu Ebene rapide ab (Abb. 2.7), das 
VerhÃ¤ltni von Rechenzeit zu Kommunikation wird immer schlechter. Die grÃ¶bste Gitter 
schlieÃŸlic enthalten so wenig Gitterpunkte, dass eine Gebietszerlegung auf alle Prozes- 
soren gar nicht mÃ¶glic ist. Hier bieten sich zwei Auswege an. Zum einen kann man 
sukzessive weniger Prozessoren einsetzen, also zum Beispiel mit 16 Prozessoren (Inter- 
face jeweils auf beiden benachbarten Prozessoren gezÃ¤hlt 
G4 mit 33 X 33 Punkten in 16 Teilgebiete 2 9 X 9 auf Proz. 1, 2, . . . , 16, 
G3 mit 17x 17 Punkten in 16 Teilgebiete 2 5 x 5  auf Proz. 1, 2, . . . , 16, 
Gz mit 9 X 9 Punkten in 4 Teilgebiete h 5 X 5 auf Proz. 1, 5, 9, 13, 
GI mit 5 X 5 Punkten auf Proz. 1, 
Go mit 3 X 3 Punkten auf Proz. 1. 
Dies NadelÃ¶h auf den grÃ¶bste Gittern kann aber einfach vermieden werden, indem man 
bei einem feineren Gitter (hier z.B. dem 33 x33-Gitter G4) den MG-Zyklus abbricht. 
Man befindet sich hier in GrÃ¶ÃŸenordnunge in denen das Relaxationsschema als ei- 
genstÃ¤ndige LÃ¶sungsalgorithmus ein PCG-Loser oder gar ein direkter Loser deutlich 
effizienter als ein MG-Schema sind, insbesondere, wenn die ParallelitÃ¤ nicht einbricht. 
1 Abbildung 2.8: Allgemeiner Prolongationsoperator von Grob- e zu Feingitterpunkten 0.  
2.4.2 Die Komponenten der Mehrgitter-Loser MUDPACK und 
M G D ~ V  
Der GlÃ¤tte 
Als GlÃ¤tte eignen sich all jene der in 2.2 vorgestellten iterativen Verfahren, die die hoch- 
frequenten Fehleranteile effektiv dampfen. Soll der MG-Loser als Vorkonditionierer in 
einem CG-Verfahren eingesetzt werden, muss der Glatter zudem die Symmetrie erhalten. 
Einfach zu implementieren (und zu parallelisieren) ist das GauÃŸ-Seidel-Verfahren 
FÃ¼ Gleichungen mit nur leicht schwankenden Koeffizienten ist es der Glatter der Wahl. 
FÃ¼ stÃ¤rke schwankende oder anisotrope Koeffizienten steht mit Linienrelaxation ein 
stÃ¤rkere Glatter zur VerfÃ¼gung Ist die Kopplung z.B. nur in ^--Richtung ausgeprÃ¤gt 
genÃ¼g Linienrelaxation nur in diese Richtung. Andernfalls sollte alternierend in X- und 
y-Richtung relaxiert werden. Als sehr robuste Glatter haben sich die unvollstÃ¤ndige 
LU-Zerlegungen erwiesen. 
MUDPACK bietet als Glatter red-black-GauÃŸ-Seide sowie Zebra-Linienrelaxation 
(wahlweise alternierend oder nur in X- bzw. y-Richtung) an. Die Art des GlÃ¤tters die 
Anzahl der Iterationen des Glatters und der Typ des MG-Zyklus (V, W, Full Multigrid 
FMG) kÃ¶nne einfach als Parameter Ã¼bergebe werden. StandardmÃ¤ÃŸ ist ein robuster 
W(2,l)-Zyklus mit alternierender Linienrelaxation vorgesehen. Die Wahl von zwei PrÃ¤ 
und einer Postrelaxation erwies sich auch fÃ¼ BRIOS als gÃ¼nsti und wird in allen folgen- 
den Modellrechnungen beibehalten. 
In M G D ~ V  ist der sehr robuste ILLU-Glatter (Incomplete Line LU) in einem Sage- 
zahnzyklus V(0,l) implementiert, d.h. zwischen zwei Restriktionen wird nicht gegelÃ¤ttet 
erst beim Aufstieg von grÃ¶bere zu feineren Gittern wird eine ILLU-Iteration ausgefÃ¼hrt 
Restriktion und Prolongation 
MUDPACK stellt wahlweise bilineare und bikubische Prolongation zur VerfÃ¼gung Die 
Restriktion wird unabhÃ¤ngi davon als halfweighting oder full weighting gewÃ¤hlt 
Die StÃ¤rk von De Zeeuws Loser M G D ~ V  liegt in der operatorabhÃ¤ngige Prolongati- 
on und Restriktion R * '  = ( C , ) ,  siehe Abb. 2.8. Knapp zusammengefasst wird 
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die Prolongation 
aus dem Feingitteroperator 4 in folgenden Schritten bestimmt 
1. Werte in Feingitterpunkten, die auch zum groben Gitter Gk- 1 gehÃ¶ren werden di- 
rekt Ã¼bernommen 
2. Um die Gewichte ww und we zu bestimmen, wird der Operator in einen sym- 
metrischen .Sk = \ (Â£4 + -^f) (Diffusion und konstante Terme) und einen antisym- 
metrischen Anteil % = (Â£4 - L[} (Advektion) aufgespalten. FÃ¼ den advektiven 
Anteil wird die Prolongation stromaufwÃ¤rt gerichtet, z.B. 
Anders als z.B. bilineare Prolongation verhindert de Zeeuws Wahl von P[_ dass 
die Advektionsterme auf groben Gittern dominieren. Die Formeln zur Bestimmung 
von ww, we sind so ausgerichtet, dass optimale Gewichtungen auch in anderen ex- 
tremen FÃ¤lle gewÃ¤hrleiste sind, z.B. fÃ¼ unstetige Koeffizienten oder dominanten 
Helmholtz-Term. FÃ¼ die ausfÃ¼hrlich Herleitung mit allen Fallunterscheidungen 
siehe Zeeuw [I 131. 
3. Analog werden Wn und ws berechnet. 
4. Sind Wwens bekannt, werden die Gewichte a ,  b, c und d so bestimmt, dass im Fein- 
gitterpunkt (X, y), der in der Mitte von vier Grobgitterpunkten liegt, die homogene 
Gleichung 
erfÃ¼ll wird. 
Im Spezialfall konstanter Koeffizienten erhÃ¤l man die bekannte bilineare Prolongati- 
on 
FÃ¼ Anwendungen mit unregelmÃ¤ÃŸ berandeten Gebieten liegt der entscheidende Vorteil 
von de Zeeuws Ansatz darin, dass die Prolongation in ausmaskierten Landpunkten durch 
den IdentitÃ¤tsoperato 
gegeben ist, so dass Landpunkte auch auf groben Gittern nicht mit den relevanten Punkten 
des unregelmÃ¤ÃŸ begrenzten Gebietes koppeln. In randnahen und Rand-Punkten wird 
die Prolongation entsprechend angepasst, wie an einigen Beispielen in Abb. 2.9 dargestellt 
wird. 
Grobgitter-Operatoren (MUDPACK) 
In MUDPACK wird auf allen Gitterebenen GI, mit 5-Punkt-Sternen 4 gerechnet. Die 
Standardeingabe sieht vor, dass man fÃ¼ jedes Gitter Gk an jedem Gitterpunkt ( X ,  Y )  die 
Koeffizienten C,,.^ , cyy, C,., cy und C der Gleichung (2.8) eingibt. Der finite-Differenzen- 
Stern 
I a'k(x.y) Lk = a r ( ~ , ~ )  a:(x,y)  ( ~ ^ ( x . Y )  a',{x, y)  1 
wird dann gemÃ¤ 
aufgestellt. Wenn man die Eingabe von cn, cyv . , C^, C,., C nicht der Gitterebene k anpasst, 
ergibt sich der Zusammenhang 
1 
a x x ,  Y )  = - (3al(x, y )  - a^x.  y ) )  8 
usw. zwischen Grob- und Feingitter-Koeffizienten. Damit ist eine Symmetrie des Opera- 
tors Lji meist schon auf dem ersten Grobgitter zerstÃ¶rt Da die elliptische Gleichung (1.8) 
im Ozeanmodell SPEM symmetrisch ist mit einem Differenzen-Stern (1.9) 
3 ~ e n n  nÃ¶ti (dominante Konvektionstermc), wird mit c.,.~ Ã‘ max{cÃ£ /zkct/2}, cyv Ã‘ max{c,.,., /zkc,./2} 
die Diagonaldominanz gewÃ¤hrleistet 
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I 0 Wasserpunkt, Landpunkt, D Grobgitterpunkt I 
0 Â 0 S 0,405 0 0,595 0 -0,041 -0,111 
In KÃ¼stenpunkte 
0 -0,041 -0,111 
Â Â Â 0 0 
^ % I  -0,111 -0,550 -1 O 0  O O Q >  7 7 in kiistennahen 
-0,258 3,127 -; ffl 0 0 0,405 0 0,595 Wasserpunkten 
-0,111 -0,550 -$ 
a) KÃ¼stenlini durch Grobgitter-Punkte. 
0 -1 -1 
S 0 0 4 0 0 Inkiistennahen 4  4  
, L Wasserpunkten O O  o O +  4 0 -i -L 
Â Â 0 0 0 
l 1 1 1  
O 0  O 0 4  1 4  7 I in allen anderen 
1  0 L Wasserpunkten 
2  2  -- -- -- 
4 2 4  
b) KÃ¼stenlini durch Feingitter-Punkte zwischen Grobgitter-Punkten. 
1 I 
2 0  0 2  Im sÃ¼dwestliche Was- 1 -L 4  
0 0 serpunkt (W, NO, SO, [:! 3! -\I . 
1 0  0 1  analog) -- -- -- 
2  2 4 2 4  
a ; o ; 5  
C) Insel von einem Punkt GrÃ¶Ã zwischen vier Grobgitter-Punkten. 
0 0 0 0 Im Inselpunkt 
^ c?- 4 07 \ 0,405 QÃ 
0,595 0 0,405 0,405 0 
-0,524 -0,300 
i 0 im westlichen Nachbar- <:?- 0,405 0 
2 '% 07 Â¥Â punkt (N, S, 0 analog) F 3,127 4,524], 
0 0 0 0 -4  -0,524 -0,300 
I Â ¥ !  4  " ~ ~ 0 , 5 9 5  + 
im sÅ¸dwestlichenNach -' -0,524 -0,202 
i 2  0 1 2  1 2 0 barpunkt(NW,NO,SO [:i 
-oly]. analog) 
4  2  4  
d) Insel in einem Feingitter-Punkt, der zugleich zum Grobgitter gehÃ¶rt 
Abbildung 2.9: Prolongationen und Grobgitter-Operatoren nach de Zeeuw fÃ¼ einige Konfi- 
gurationen mit Landmaske. Ausgangspunkt ist der 5-Punkt-Laplace-Operator (bzw. die Iden- 
titÃ¤ auf Landpunkten) auf dem feinen Gitter. 
habe ich die Eingabe der Koeffizienten so umformuliert, dass die Grobgitter-Operatoren 
nach einem symmetrieerhaltenden Schema von Alcouffe, Brandt, Dendy und Painter [5] 
berechnet werden 
+ a ~ ( S ~ ~ ( ~ + h k , y - ~ , ~ ~ ~ + h k , y + ~ h k ) ) ]  (2.10) 
mit dem harmonischen Mittel av(a, b)  = 2ab/(a + b).  Entsprechend wird zur Berechnung 
von $"(X, Y )  das harmonische Mittel in ^-Richtung gebildet, das arithmetische Mittel in 
Y-Richtung. 
Grobgitter-Operatoren ( M G D ~ V )  
De Zeeuw hat den Galerkin-Ansatz implementiert 
&-I = ~;-l&& = ($-l)T&~:-l (2.11) 
und nutzt so die StÃ¤rk seiner operatorabhÃ¤ngige Restriktion und Prolongation voll aus. 
Insbesondere wird die Dominanz von Konvektionstermen auf groben Gittern vermieden, 
die z.B. bei bilinearer Prolongation und Galerkin-Ansatz dazu fÃ¼hre kann, dass die 
Grobgitteroperatoren & nicht diagonaldominant sind. Auch wenn auf dem feinsten Gitter 
mit einem 5-Punkt-Stern diskretisiert wurde, reprÃ¤sentiere alle Grobgitter-Operatoren 
&, k < m, 9-Punkt-Sterne. So geht der 5-Punkt-Laplace-Operator in die folgenden 
Grobgitter-Operatoren Ã¼be 
wobei der Grenzwert genau dem Laplace-Operator fÃ¼ eine Diskretiserung mit bilinearen 
finiten Elemente entspricht. An Landpunkten, die auch auf dem Grobgitter mit keinem 
Wasserpunkt benachbart sind, gilt 
An randnahen Punkten wird der Operator entsprechend angepasst, wie in Abb. 2.9 an 
einigen Beispielen gezeigt wird. 
2.4.3 Modellrechnungen 
Vergleich der MG-Loser M G D ~ V  und MUDPACK 
In der Tabelle 2.4 vergleiche ich verschiedene Konfigurationen des MG-Losers MUD- 
PACK mit M G D ~ V  fÃ¼ die Poissongleichung &M/ =: Z und die BRIOS-Gleichung &M/ = 
Z mit Dirichlet-Randbedingungen auf dem 193 X 161-Gitter Rh ohne Landmaske. 
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Tabelle 2.4: Rechenzeit (Cray T3E 600), mittlerer Reduktionsfaktor p des Residuums je 
Iteration und Iterationszahl fÃ¼ die MG-Loser MGD9V und MUDPACK angewandt auf das 
Poisson- und das BRIOS-Problem (1.8) mit 193 X 161-Modellgitter Rl, ohne Landmaske. 
Es werden verschiedene MUDPACK-Konfigurationen verglichen, u.a. Grobgitteroperatoren 
gemÃ¤ der Standardeingabe (2.9) sowie Alcouffe et al. (2.10). StartnÃ¤herun ist y;; 0,  das 
Residuum ( 1 1  1 1 2 )  wird auf 1 0 7  reduziert. 
MG-Verfahren 
M G D ~ V  (de Zeeuw) 
- keine Konvergenz 
MUDPACK mit VAV(2,l)-Zyklen, Relaxation, Grobgitterkoeff. 
FÃ¼ das Poisson-Problem sind MUDPACKs Standard-Grobgitter-Operatoren mit de- 
nen nach Alcouffe et al. identisch, aber fÃ¼ die stark variierenden BRIOS-Koeffizienten 
sind die Grobgitter-Operatoren nach Alcouffe klar Ã¼berlegen Der entscheidende Vorteil 
besteht darin, dass der MG-Algorithmus schon mit V-Zyklen konvergiert, die auf Vektor- 
und Parallelrechnern effizienter ausgefÃ¼hr werden kÃ¶nnen 
Das Modellproblem mit Landmaske Ql1 wird nur von de  Zeeuws Loser M G D ~ v  effi- 
zient gelost, wie die Ergbnisse in Tabelle 2.5 zeigen. Die robusteste Mu~pAC~-Konfi -  
guration, also W-Zyklen, Grobgitter-Operatoren nach Alcouffe et al., alternierende Lini- 
enrelaxation, lÃ¤ss sich zwar mit hinreichend vielen Relaxationsschritten zur Konvergenz 
bringen, aber von Effizienz kann keine Rede mehr sein. 
Die hier zusammengefassten Konvergenzresultate wurden in einem AWI Bericht aus 
dem Fachbereich Physik von T. StÃ¶rtkuh und mir [I041 vorgestellt. 
ErgÃ¤nzen ist anzumerken, dass ich de Zeeuws Loser M D G ~ V  auf viele verschie- 
dene Gebietsgeometrien angewendet habe und nur einen einzigen Spezialfall konstruie- 
ren konnte, fÃ¼ den der Algorithmus versagt: Eine Insel von genau einem Punkt GrÃ¶Ã 
in einem Feingitterpunkt, der zugleich zu mehreren der nÃ¤chstgrÃ¶ber Gitter gehÃ¶rt 
Schon die Verschiebung um ein, zwei Gitterpunkte (so dass die Insel auf dem zweit- bis 
drittfeinsten Gitter sozusagen zwischen den Grobgitterpunkten liegt) genÃ¼gt um Kon- 
vergenz zu gewÃ¤hrleisten ebenso die VergrÃ¶Â§eru der Insel auf zwei Gitterpunkte. In 
Punkt0 variierende Koeffizienten stÃ¶Ã der Loser an seine Grenzen, wenn man z.B. die 
2 2 BRIOS-Koeffizienten quadriert, also und ,Ã durch (2) und (k) ersetzt, und so 
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Tabelle 2.5: Rechenzeit (Cray T3E 600), mittlerer Reduktionsfaktor p des Residuums je 
Iteration und Iterationszahl fÃ¼ die MG-Loser MGD9V und MUDPACK angewandt auf das 
Poisson- und das BRIOS-Problem (1.8) auf dem 193 X 161-Modellgitter mit Landmaske 
Cl,,. Die M U D P A C K - K O ~ ~ ~ ~ U ~ ~ ~ ~ O ~  mit Grobgitter-Kocffizientcn nach Alcouffe et al., W(2,l)- 
Zyklen und alternierender Linienrelaxation ist nicht robust genug. De Zeeuws Loser M G D ~ v  
konvergiert dagegen mÃ¼helos 
- keine Konvergenz 
Parallelisierung von MUDPACK mit alternierender Linienreiaxation 
MG-Verfahren 
MGD9V (de Zeeuw) 
FÃ¼ den Einsatz im Eis-Ozeanmodell BRIOS habe ich den Loser MUDPACK auf den Spe- 
zialfall periodischer Randbedingungen in X-, Dirichlet in y-Richtung und alternierender 
Linienrelaxation eingeschrÃ¤nk und mit einer Streifenaufteilung parallel zur x-Achse pa- 
rallelisiert. Die Parallelisierung der Zebra-Linienrelaxation in X-Richtung ist dabei ka- 
nonisch, die y-Relaxation quer zur Gebietszerlegung wird nach dem Pipelining-Schema, 
Abschnitt 2.2.2, parallelisiert. Die Kommunikation erfolgt mit den Cray-spezifischen 
s ~ ~ ~ ~ - R o u t i n e n .  
Die Rechenzeiten fÃ¼ V(2,l)- und W(2,l)-Zyklen auf 1 bis 16 Prozessoren sind fÃ¼ 
verschiedene GittergrÃ¶ÃŸ in Tabelle 2.6 zusammengestellt, Speedup und Effizienz wer- 
MUDPACK 
(A. et al., 
x+y-Lin.) 









der x-Achse und alternierender Linienrelaxation auf der Cray T3E 600 
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Anzahl der Prozessoren 16 
Abbildung 2.10: a) Speedup (mit theoretischem Speedup) und b) Effizienz des parallelisier- 
ten MUDPACK-Loser mit V(2,l)- und W(2,l)-Zyklen und alternierender Linienrelaxation, vgl. 
Tabelle 2.6. 
den fÃ¼ das 193 X 129-Modellgitter und das grÃ¶ÃŸ Gitter (5 13 X 5 13) in Abb. 2.10 gra- 
phisch dargestellt. Wie zu erwarten, sind V-Zyklen effizienter zu parallelisieren, weil 
weniger auf den grÃ¶bste Gittern gerechnet wird. Das Pipelining der y-Relaxation fÃ¼hr 
dazu, dass die Effizienz mit steigender Prozessorzahl schnell sinkt. Zugleich steigt die 




Als erste schnelle LÃ¶sungsverfahre fÃ¼ elliptische partielle Differentialgleichungen wur- 
den in den sechziger Jahren FFT (Fast Fourier Transformation, Hockney [64]), zyklische 
Reduktion (Bunemann [29]) und FACR (Fourier Analysis und Cyclic Reduction, eine 
Kombination aus beidem) entwickelt. Diese Algorithmen setzen eine separable Gleichung 
und ein regelmÃ¤ÃŸig Rechengitter voraus, kÃ¶nne also nicht direkt auf unregelmaÃŸi be- 
randete Gebiete angewendet werden. 
Auch die ersten Mehrgitter-Loser boten allenfalls eingeschrÃ¤nkt oder sehr umstÃ¤nd 
liche MÃ¶glichkeiten unregelmÃ¤ÃŸi RÃ¤nde einzubeziehen, siehe z.B. Stuben und Trot- 
tenberg [l05], Brandt und Mikulinsky [27]. 
Mit der CMM steht ein einfach zu implementierender Algorithmus zur VerfÃ¼gung 
das unregelmaÃŸi berandete Gebiet Â§/ in ein Rechtecksgitter Rll einzubetten und den 
schnellen Loser auf dem Rechteck einzusetzen. Eine geeignete Modifikation der rechten 
Seite der Differentialgleichung stellt dabei sicher, dass die Randwerte auf erfÃ¼ll 
werden. 
Entwicklung der Kapazitanzmatrix-Methode 
Die ersten Arbeiten zur CMM in der westlichen Literatur stammen von Hockney 1970 
[65], dessen Herleitung sich an die Potentialtheorie anlehnt, sowie von George 1970 [50] 
und Buzbee, Dorr, George und Golub 197 1 [3 11, die mit der Woodbury-Formel einen 
algebraischen Ansatz gewÃ¤hl haben. Die Artikel beschreiben ein direktes Verfahren, 
dessen Aufwand neben der Vorbereitung aus zwei Aufrufen des schnellen Losers auf dem 
Rechteck und der LÃ¶sun eines dichtbesetzten Gleichungssystems mit der Kapazitanz- 
matrix K besteht. Anschaulich gesehen wird auf dem unregelmÃ¤ÃŸig Rand eine einfa- 
che Ladungsverteilung bestimmt, deren (Einfachschicht)potential genau die gewÃ¼nsch 
ten Randwerte hat. George [50] schlÃ¤g ferner die LÃ¶sun des Kapazitanzmatrix-Glei- 
chungssystems mit dem CG-Verfahren vor, denn ein Matrix-Vektor-Produkt Kx kann 
mit einem Aufruf des schnellen Losers ausgewertet werden, ohne K explizit zu kennen. 
In einem umfangreichen Ãœbersichtsartike fassen Proskurowski und Widlund 1976 [92] 
den Stand der Entwicklung zusammen und stellen neben dem bis dahin Ã¼bliche Einfach- 
den Doppelschichtpotential-Ansatz vor. 
Zeitlich parallel entwickeln sowjetische Wissenschaftler diefictitious domain Metho- 
de (Methode des fiktiven Gebietes), zunÃ¤chs ein lineares Iterationsverfahren zur Ge- 
bietseinbettung, siehe z.B. Astrakhantsev [9, 101, Kaporin, Nikolaev [72], Marchuk, Kuz- 
netsov, Matsokin [82]. Die Begriffefictifious domain, Kapazitanzmatrix- und Gebiets- 
einbettungs-Verfahren werden heute oft synonym verwendet. 
In den folgenden Jahren fanden die sowjetische und die westliche Entwicklung der 
Gebietseinbettungs-Verfahren zusammen. Der direkte Ansatz der CMM wurde vÃ¶lli 
zugunsten effizienter CG-Vorkonditionierer fÃ¼ das elliptische Problem in Q1, C RH mit 
einem schnellen Loser auf Rll aufgegeben. Hier kÃ¶nne z.B. die Arbeiten von BÃ¶rgers 
Widlund [25] (Gebietseinbettung Ã¤hnlic der Gebietszerlegung mit Neumann-Dirichlet- 
Vorkonditionierer), Proskurowski, Vassilevski [90, 9 11 (Vorkonditionierung mit Techni- 
ken, die von der Schur-Komplement-Methode Ã¼bertrage wurden), Glowinski, Pan, Pe- 
riaux [5 11 (alternative Formulierung mit Lagrange Multiplikator) genannt werden. 
Die Gebietseinbettungs- sind eng mit den Gebietszerlegungs-Verfahren (mit disjunk- 
ten Teilgebieten) verwandt, die genau das entgegengesetzte Problem behandeln: d ie  LÃ¶ 
sung auf Rh mit Hilfe von Losungen auf Teilgebieten Clk. Rh = U Qk zu bestimmen. Der 
Ãœbersichtsartike von Chan und Mathews [36] stellt gÃ¤ngig Methoden zu beiden Pro- 
blemklassen vos. 
Anwendung in numerischen Ozeanmodellen 
Die direkte Variante der CMM mit Einfachschichtpotentialen ist in der numerischen Oze- 
anmodellierung verbreitet. Da in einem Zeitschrittverfahren die elliptische Gleichung 
wieder und wieder gelost werden muss, tritt die aufwendige Vorbereitung mit der Berech- 
nung der Kapazitanzmatrix in den Hintergrund. 
Die erste VerÃ¶ffentlichun zur CMM in ozeanographischem Kontext stammt 1989 
von Pares-Sierra und Vallis [88] (sowie ein CMM-Programmpaket von Cuminins und 
Vallis [40]), die zeigen, dass die CMM mit FACR als Loser auf dem Rechteck einem 
SOR-Loser weit Ãœberlege ist. Modellrechnungen von Blayo und Le Provost [24] mit der 
FACR-basierten CMM in einem quasigeostrophischen wirbelauflÃ¶sende Ozeanmodell 
(Holland [67]) fÃ¼hre zu dem Schluss, dass das Verfahren in der Genauigkeit mit einem 
reinen FACR-LÃ¶se Ãœbereinstimm (zur Vergleichbarkeit wird als unregelmÃ¤ÃŸ berande- 
tes Gebiet ein Rechteck in ein grÃ¶ÃŸer Rechteck eingebettet). Seit Anfang der neunziger 
Jahre wurde die CMM kombiniert mit einem FACR-Loser (und Einfachschichtpotentia- 
len) in einigen Ozeanmodellen als Loser fÃ¼ zweidimensionale Poisson- und Helmholtz- 
Gleichungen implementiert 
o quasigeostrophisches Haivard Open Ocean Model, siehe Milliff [84], 
0 quasigeostrophisches Modell des antarktischen Zirkumpolarstroms, Kruse, Hense, 
Olbers, SchrÃ¶te [75], basierend auf dem Modell von Holland [67], 
0 Navy Layered Ocean Model, das auf den primitiven Gleichungen basiert, Hurlburt 
und Thompson [68], Wallcraft [108]. 
Das in dieser Arbeit fokussierte Ozeanmodell SPEMBRIOS enthÃ¤l eine elliptische 
Gleichung mit variierenden Koeffizienten und kombiniert daher als erstes die CMM mit 
einem Mehrgitter-Loser. 
3.2 Mathematische Grundlagen 
In diesem Abschnitt wird der mathematische Hintergrund der Kapazitanzmatrix-Methode 
zur numerischen Losung einer elliptischen partiellen Differentialgleichung 
Lu = f in Q ,  u = g auf 3Q (3.1) 
in einem unregelmÃ¤ÃŸ berandeten, beschrÃ¤nkte Gebiet C2 C IR2 vorgestellt1 
~ a s  Verfahren ist einfach auf drei- und hÃ¶he dimensionale Gebiete Ã¼bertragba 
Die CMM basiert darauf, dass man fÃ¼ Gebiete von regelmÃ¤ÃŸig Geometrie (z.B. 
Rechteckgitter) sehr schnelle numerische Loser zur VerfÃ¼gun hat, die nicht auf Gebieten 
mit komplexer Geometrie anwendbar sind. Ãœbertrage auf die Theorie der Greenschen 
Funktionen bedeutet dies, die Greensche Funktion eines regelmÃ¤ÃŸig Gebietes explizit 
zu kennen (und damit eine Integraldarstellung der LÃ¶sun auf diesem Gebiet), nicht aber 
die Greensche Funktion des unregelmÃ¤ÃŸ berandeten Gebietes Â§ 
Wie die LÃ¶sun der Poissongleichung mit Greenschen Funktionen dargestellt werden 
kann und wo die Verbindungen zur Potentialtheorie liegen, zeigt der Abschnitt 3.2.1. 
Da fÃ¼ den Laplace-Operator L = -A  die Greensche Funktion explizit bekannt ist, 
wird zunÃ¤chs dieser Spezialfall betrachtet. Die beiden folgenden Abschnitte 3.2.2 und 
3.2.3 gehen ausfÃ¼hrlic auf die AnsÃ¤tz ein, durch Addition eines Einfach- bzw. Doppel- 
schichtpotentials zur LÃ¶sun auf einem regelmÃ¤ÃŸig Gebiet die gesuchte LÃ¶sun auf Â 
mit Dirichlet-Randbedingungen zu erhalten. Die Behandlung von Neumann-Randbedin- 
gungen wird kurz in 3.2.4 dargestellt. 
Da hier vor allem ein anschaulicher Ãœberblic gegeben werden soll, wie die mathe- 
matischen Grundlagen die numerische Umsetzung beeinflussen, wird vorausgesetzt, dass 
alle relevanten Funktionen hinreichend oft stetig differenzierbar sind und aÂ eine hin- 
reichend glatte Kurve (Begrenzung nach auÃŸe oder Rand einer eingeschlossenen Insel) 
darstellt. FÃ¼ eine umfassende Darstellung der Theorie, insbesondere fÃ¼ mÃ¶glichs allge- 
meine Voraussetzungen, sei auf Hackbusch [56] verwiesen. 
3.2.1 Greensche Funktionen und Potentialtheorie 
LÃ¶sungsdarstellun mit Greenschen Funktionen 
Ist die Greensche Funktion Go des Gebietes Â bekannt, kann die LÃ¶sun der Poisson- 
gleichung mit Dirichlet-Randbedingung 
- A M =  f inÂ§ 
U = g auf JÂ 
explizit durch 
dargestellt werden. Die Normalenableitung & wird entlang der nach auÃŸe gerichteten 
Normalen auf 3Â gebildet. Der erste Summand bringt die InhomogenitÃ¤ f  ein 
- A V n = f  inÂ§ Vn = 0 auf JÂ§ 
der zweite ist eine harmonische Funktion mit den gewÃ¼nschte Randwerten 
-AWn = 0 inÂ§ Wo = g auf JÂ§ 
Abbildung 3.2: Die Summendarstellung (3.3) der Greenschen Funktion Gn ( X ,  5) des Ein- 
heitsquadrates fÃ¼ { = ($, ;) a) Summation Ã¼be rn,n = 1 , .  . . ,15 b) Summation Ã¼be m, n = 
1 ,  . . .  ,100 
Die Existenz der Greenschen Funktion ist zwar fÃ¼ eine groÃŸ Klasse von Gebieten 
gesichert, aber in den meisten FÃ¤lle ist sie nicht explizit bekannt. In Analogie zur nume- 
rischen Situation, in der ein sehr effizienter Loser auf einem Rechteckgitter zur VerfÃ¼gun 
steht, wird der Ansatz (3.2) so umformuliert, dass die Greensche Funktion Ga des Ein- 
heitsquadrates R = [O, lI2 den Integralkern bildet (ohne EinschrÃ¤nkun gelte ^2 C [O, lI2). 
Die Greensche Funktion eines Rechtecks besitzt leider keine so eingÃ¤ngig Darstellung 
wie die Greensche Funktion eines Kreises oder der Halbebene. FÃ¼ das Einheitsquadrat 
R = [O, lI2 gilt 
(siehe z.B. Courant und Hilbert [38]). Dass diese Reihe tatsÃ¤chlic gegen eine Funktion der 
Form 
mit der FundamentallÃ¶sun - ^_ log \X - {I und der in R harmonischen Funktion yn konver- 
giert, verdeutlicht die Abb. 3.2. 
In der Darstellung 
bringt der erste Summand wieder die InhomogenitÃ¤ f ein 
aber La. gilt nicht V = 0 auf 3Q. Der zweite Summand WQ reprÃ¤sentier das Potential 
einer Dipolladungsverteilung p. auf dem unregelmÃ¤ÃŸig Rand 3Q und ist im Gebiet D, 
(sowie auÃŸerhalb in R \ ^ 2) harmonisch, allerdings unstetig beim Ãœbergan vom Gebiet- 
sinneren nach auÃŸen Die Dipolverteilung p. muss so bestimmt werden, dass das erzeugte 
Potential WQ die Randwerte auf 3.Q (vom Gebietsinneren kommend) korrigiert 
Alternativ kann man den zweiten Summanden als Potential einer einfachen Ladungs- 
verteilung p ansetzen 
Wiederum muss die Ladungsverteilung so gewÃ¤hl werden, dass das erzeugte (Ã¼beral 
stetige) Potential Wmon 
erfÃ¼llt 
Der Preis dafÃ¼r die unbekannte Greensche Funktion Go durch die bekannte Funktion 
Ga austauschen zu kÃ¶nnen ist in beiden FÃ¤lle eine zusÃ¤tzlich Randintegralgleichung 
fÃ¼ die Ladungsverteilung p bzw. die Dipolverteilung p.. FÃ¼ die Ladungsverteilung p ist 
dies eine Fredholmsche Integralgleichung erster Art, die auf ein schlecht konditioniertes 
Problem fÃ¼hrt siehe Abschnitt 3.2.2. Die Dipolverteilung p bestimmt sich aus einer Fred- 
holmschen Integralgleichung zweiter Art, die in ein gut konditioniertes Problem mÃ¼ndet 
siehe Abschnitt 3.2.3. 
3.2.2 Das Einfachschichtpotential 
Das Einfachschichtpotential Wmon ist beim Ãœbergan vom Inneren des Gebietes D, Ã¼be 
den Rand 3Q nach auÃŸe stetig (die Normalenableitung dagegen ist i. a. unstetig, vgl. 
Abb. 3.3), so dass Gleichung (3.7) die Fredholmsche Integralgleichung erster Art fÃ¼ p 
L p(f,) Go(x, f,) ds(f,) = g(x) - V(x) fÃ¼ X E 3.QÃ (3.8) 
K p  = g-V 
ergibt. Die Integralgleichung (3.8) besitzt eine eindeutig bestimmte LÃ¶sun p. 
Satz 1 
FÃ¼ hinreichend glatt berandete beschrÃ¤nkt Gebiete L2 C R = [O,  lI2 und hinreichend oft  
stetig differenzierbare Funktionen f, g und V existiert eine eindeutig bestimmte LÃ¶sun 
p der Fredholmschen Integralgleichung erster Art (3.8). 
Abbildung 3.3: Das Potential einer einfachen Ladungsverteilung auf dem Kreisrand. An 
der SchnittflÃ¤ch sieht man deutlich, dass das Potential zwar stetig ist, aber entlang des 
Kreisrandes geknickt ist, also keine stetige Normalenableitung besitzt. 
Beweis: Vorbemerkung: FÃ¼ die nach auÃŸe zeigende Normalenableitung (von Â 
nach R \ Q) auf dem unregelmÃ¤ÃŸig Rand X E 3f2 gilt die Sprungrelation 
mit dem Innenraumpotential Wien und dem AuÃŸenraumpotentia WAon, 
Existenz: Die Dirichlet-Innenraumaufgabe zum Randwert g - V auf 3f2 besitzt eine 
LÃ¶sun W in Q. Ebenso existiert in ~ \ ^ 1  eine LÃ¶sun W ^  der AuÃŸenraumaufgab 
mit Dirichlet-Randwerten g - V auf 3f2 und Null auf aR. Unter der Voraussetzung 
,,alles hinreichend oft stetig differenzierbar" kann nun eine Ladungsverteilung 
definiert werden, die das Potential Wmon erzeugt. Es bleibt zu zeigen, dass Wmon = 
W gilt. 
Die Differenz Y = Wmon - W hat folgende Eigenschaften 
Y = 0 auf dem Rechteckrand 3R. 
~ Y = ~ i n Â § u n d i n ~ \ a  
Y ist stetig in aQ, denn W ist hier per Definition stetig und ebenso Wmon als 
Einfachschichtpotential, 
die Normalenableitung von Y in JÂ ist stetig, denn mit der Sprungrelation 
(3.9) und dem gewÃ¤hlte p gilt 
Da Y? und (dY)/(Jv) Ã¼beral im Rechteck R stetig sind, folgt AY? = 0 im ganzen 
Rechteck (kein Knick entlang J Â § )  Mit der Randbedingung Y? = 0 auf 9R folgt 
Y? = 0 in R, also Wmon = W .  
Eindeutigkeit: Die Ladungsverteilungen p l  und pz erfÃ¼lle Gleichung (3.8). Dann er- 
zeugt p = pi  - p2 das Potential Wmon mit dem Randwert Wmon = 0 auf dÂ§ Da das 
Dirichlet-Innenraumproblem eindeutig lÃ¶sba ist, gilt WGOn = 0 im Gebiet Q,. Auf 
dem Rechteckrand dR gilt per Definition WLon = 0, so dass auch das AuÃŸenraum 
Problem von W&- = 0 eindeutig gelÃ¶s wird. 
Damit ist die Normalenableitung fÃ¼ Innen- und AuÃŸenraum-Proble identisch 
Null 
und aus der Sprungrelation (3.9) fÃ¼ die Normalenableitung folgt p = -p, damit 
also p = pi  - p2 = 0. 
Auf den ersten Blick scheint der Ansatz (3.6), mit einem Einfachschichtpotential Wmm 
den gewÃ¼nschte Randwert auf 3^1 zu erzeugen, sehr vielversprechend fÃ¼ die nume- 
rische Umsetzung. Die zugehÃ¶rig Fredholmsche Integralgleichung (3.8)ist eindeutig 
lÃ¶sbar mehr noch: der Integralkern Ga ist symmetrisch Go(x, C) = Ga(&x) und positiv 
Ga (X, C) > 0 fÃ¼ alle X, ^ , E R. 
Andererseits ist der Integraloperator K kompakt, denn der Integralkern Ga besitzt nur 
die schwache SingularitÃ¤ log lx - C[ in x = und es wird Ã¼be ein kompaktes Intervall 
integriert, wenn, wie vorausgesetzt, der Rand geschlossen und hinreichend glatt ist (sie- 
he z.B. Hackbusch [56] ,  Satz 3.4.10). Damit ist bekannt, dass das Spektrum o ( K )  eine 
Nullfolge bildet, der Quotient aus grÃ¶ÃŸt und kleinem Eigenwert also unbeschrÃ¤nk ist. 
Diese ungÃ¼nstig Struktur des Spektrums wird sich auf den diskretisierten Integralopera- 
tor, die Kapazitanzmatrix Kmon, Ã¼bertragen 
3.2.3 Das Doppelschichtpotential 
Das Doppelschichtpotential Wdip ist beim Ãœbergan vom Inneren des Gebietes 1^ Ã¼be den 
Rand nach auÃŸe unstetig, siehe Abb. 3.4a. Es genÃ¼g der Sprungbedingung 
Abbildung 3.4: a) Das Potential einer Dipolverteilung auf dem Kreisrand. An der Schnitt- 
flÃ¤ch sieht man die Unstetigkeit beim Ubergang Ã¼be den Rand, wobei die Normalenableitung 
innen und auÃŸe aber identisch ist. b) FÃ¼ ein Gebiet Â mit Insel ist skizziert, in welche Rich- 
tung der Norrnalenvektor V auf dÂ und der innere und Ã¤uÃŸe Grenzwert W: definiert sind. 
fÃ¼ x E JD., die Normalenableitung dagegen ist stetig 
wobei W$ den inneren und W$ den Ã¤uÃŸer Grenzwert bezeichnet. Ãœbertrage auf 
ozeanographische Anwendungen ist der innere Grenzwert W$ zu betrachten, wenn 3!2 
einer KÃ¼stenlini entspricht, die das Rechengebiet nach auÃŸe abschlieÃŸt FÃ¼ eine Insel 
im Rechengebiet ist W: maÃŸgeblich Die Norrnalenableitung soll immer von innen nach 
auÃŸe gebildet werden, so dass V fÃ¼ W$ und W$ in dieselbe Richtung zeigt (siehe Abb. 
3.4b). 
Die Gleichung (3.5) liefert eine Fredholmsche Integralgleichung zweiter Art fÃ¼ die 
Dipolverteilung p 
3Â AuÃŸenran (Innenraumaufgabe): ( I + K ) p  = -2(g-V), (3.12a) 
aD. Inselrand (AuÃŸenraumaufgabe) (-1 + K) p = -2(g - V). (3.12b) 
Die folgenden Ãœberlegunge zeigen, dass (3.12a) eine eindeutig bestimmte LÃ¶sun 
besitzt und zudem ein gut konditioniertes Problem darstellt. Dagegen ist p durch die 
Integralgleichung (3.12b) nicht eindeutig bestimmt, aber ergÃ¤nz durch eine zusÃ¤tzlich 
Forderung wird (3.12b) ebenfalls zu einem gut konditionierten Problem. 
Eine sehr starke Eigenschaft ist die Kompaktheit des Operators K fÃ¼ Gebiete mit hin- 
reichend glattem Rand a!2, denn in diesem Fall ist der Integralkern =&Ga{x, &,) beschrÃ¤nk 
und stetig. An der einzigen kritischen Stellen = < kann der Kern stetig fortgesetzt werden 
mit der KrÃ¼mmun U(^ ) von d f 2  im Punkt <. 
Satz 2 
Sei C2 C R = 10, l ]  ein hinreichend glatt berandetes beschrÃ¤nkte Gebiet und seien die 
Funktionen f ,  g und V  hinreichend oft stetig differenzierbar. Dann gilt: 
Es existiert eine eindeutig bestimme LÃ¶sun [i der Fredhoimschen Integralglei- 
chung zweiter Art des Innenraumproblems (3.12a). 
Zwei LÃ¶sunge der Fredholinschen Integralgleichung zweiter Art des AuÃŸenraum 
problems (3.12b) kÃ¶nne sich hÃ¶chsten um eine Konstante unterscheiden. Die 
Integralgleichung ist nicht in jedem Fall lÃ¶sbar 
Beweis: 
1. Integralgleichung der Innenraumaufgabe (I  + K) [i = -2(g - V )  
Eindeutigkeit: Die Dipolverteilungen [ii und [i2 erfÃ¼lle Gleichung (3.12a). Dann 
erzeugt [i = [il - \li das Dipolpotential Wh,, mit dem inneren Randwert W: = 
0 auf df2. Da das Dirichlet-Innenraumproblem eindeutig lÃ¶sba ist, gilt W&, = 
0 im Gebiet f 2 .  Aus der Stetigkeit der Normalenableitung (3.11) folgt fÃ¼ die 
AuÃŸenraumaufgab die Neumann-Randbedingung 
auf dQ. Da W& = 0 auf dR gilt, besitzt die Neumann-AuÃŸenraumaufgab die 
eindeutige LÃ¶sun W: = 0 Mit der Sprungrelation (3.10) fÃ¼ das Dipolpoten- 
tial folgt 
Existenz: Wie gerade gezeigt, ist jede LÃ¶sun der Integralgleichung eindeutig, d.h. 
der Integraloperator (I + K) ist injektiv. Da K kompakt ist, folgt mit der Fred- 
holmschen Alternative, dass (I + K) surjektiv ist, also eine LÃ¶sun der Inte- 
gralgleichung der Innenraumaufgabe existiert. 
2. Integralgleichung der AuÃŸenraumaufgab (-I + K) = -2(g - V )  
Zur Eindeutigkeit: Die SchluÃŸfolgerun geht analog zu der des Innenraumpro- 
blems. Allerdings taucht beim Schritt vom Dipolpotential W ,  im AuÃŸenrau 
zu W J -  im Innenraum ein Problem auf: die Neumann-Innenraumaufgabe zu 
d W Z / d v  = 0 ist nicht eindeutig lÃ¶sbar es kann nur W ;  = const geschlossen 
werden. Aus der Sprungrelation (3.10) folgt fÃ¼ zwei LÃ¶sunge der Integral- 
gleichung [ i i  - [ i 2  = const. 


Abbildung 3.5: Ein Kreis !2 ist in einem Rechteckgitter Rh eingebettet. Die randnahen 
Punkte J<^,, (bzgl. eines 5-Punkt-Sterns) sind mit markiert. 
Die Anordnung folgt der Gebietszerlegung; die Indizes 1, 2 und F entsprechen den inne- 
ren Punkten O,,, den Ã¤uÂ§er COh sowie den randnahen aQh. 
Die diskretisierte Form der Gleichung (3.3.1) in lautet 
wobei LQQg abkÃ¼rzen fÃ¼ die gewÃ¤hlt Randapproximation steht. Die Blockmatrizen 
LQ\ und ba beschreiben den finite-Differenzen-Stern in den randnahen Punkten 9Qh, sie 
unterscheiden den Operator LQ von L. 
Beispiel: In einem Viertelkreis Q  = { ( x , y )  E IR2x,y > 0 ,  2 +y2 < l} soll die LÃ¶sun der 
Poissongleichung 
0 f i i r ( x , y ) e a Q ,  x = 0  V y = 0 ,  
- A u  = f inQ,  U ( X , Y )  = 
g fÃ¼ ( X ,  y) e an, 2 + y2 = 1 
numerisch bestimmt werden. Der Viertelkreis Q  wird in ein quadratisches 5 X 5-Gitter Rh 
mit Maschen-weite h = eingebettet und der Rand einmal als Polygonzug durch Gitterpunk- 
te diskretisiert, einmal kmmmlinig, siehe Abbildung 3.6. 
Abbildung 3.6: Beispiel-Konfiguration: ein Viertelkreis, a) mit einem Polygonzug durch 
die Gitterpunkte als Rand, b) mit krummliniger Randapproxiination. Die randnahen bzw. 
Rand-Punkte aQ/, sind mit 0 gekennzeichnet. 
Auf Rh ist der diskrete Laplace-Operator 
definiert. Die diskretisierte Poisson-Gleichung mit dem Laplace-Operator A r  des Gebie- 
tes Clh mit einem Polygonzug durch die Gitterpunkte als Randapproximation hat die Gestalt 
Bei krummlinigem Rand kann der Laplace-Operator in den randnahen Punkten z.B. mit 
der Shortley-Weller-Approximation diskretisiert werden. Der in Abbildung 3.6b markierte 
5-Punkt-Stern entspricht dann 
Andere Randapproximationen wie lineare Interpolation fÃ¼hre auf eine vergleichbare For- 
mel. Als diskretisierte Poisson-Gleichung mit Shortley-Weller-Approximation ergibt sich 
- 
fÃ¼ den Viertelkreis -Ar U,; KZ 
Analog zur LÃ¶sungsdarstellun 
des kontinuierlichen Poissonproblems wird fÃ¼ die diskrete LÃ¶sun 
angesetzt. Der Vektor P/, E R^  ordnet den randnahen Punkten in Dipolladungen zu. 
Die Abbildung V : J^>/, Ã‘ R1, beschreibt, wie die diskreten Dipole im Rechteckgitter Rl, 
liegen 
d.h. jedem randnahen Punkt JÂ§/ wird die positive Teilladung eines diskreten Dipols zu- 
gewiesen, die negative Ladung befindet sich in einem benachbarten Ã¤uÃŸer Gitterpunkt. 
Die negativen Ladungen kÃ¶nne auch auf mehrere Ã¤uÃŸe Gitterpunkte verteilt werden, 
und sie kÃ¶nne anders gewichtet werden, insbesondere entspricht Vp/, fÃ¼ V2 = 0 einer 
einfachen Ladungsverteilung p/, auf dem Rand J^>/, - deswegen ist der Einfachschicht- 
potential-Ansatz hier nicht explizit aufgefÃ¼hrt Strategien zur Plazierung der diskreten 
Dipole im Gitter werden in 3.3.4 vorgestellt. Wie sich die Wahl von V (einfache Ladun- 
gen, Dipole, Kombination aus beidem) auf die Kondition der Kapazitanzmatrix auswirkt, 
wird in den Abschnitten 3.3.5 und 3.4.1 gezeigt. 
Wie sieht nun das Residuum r;, aus, das man mit dem Ansatz (3.18) erhÃ¤lt Mit 
ergibt sich 
FÃ¼ die Gitterpunkte im Inneren Â§; verschwindet das Residuum, und auÃŸerhalb in CQh, 
spielt es keine Rolle, denn U!, ist nur kÃ¼nstlic auf diesen Bereich erweitert worden. Es 
verbleibt das Residuum ir in den randnahen Punkten 3Â§;, Mit der Projektion P  : d a h  -+ 
Rh, P := ( 0 0 1 ) ~  gilt 
rr = - pT R&- 5, + pT & &-I v p h  
Das Residuum verschwindet also auch in den randnahen Punkten, wenn p;, die Gleichung 
mit der Kapazitanzmatrix 
erfÃ¼llt 
Der Algorithmus 
Die CMM beginnt mit einem vorbereitenden Schritt, in dem die Kapazitanzmatrix nach 
der Definition (3.20) spaltenweise aufgestellt wird. FÃ¼ den n-ten randnahen Punkt legt 
die n-te Spalte Vn von V  = ( V l , .  . . , V^,) die Lage und Gewichtung der zugehÃ¶rige Di- 
polladung fest. Mit Na Aufrufen eines numerischen elliptischen Losers auf dem Recht- 
eckgitter Rh werden die zugehÃ¶rige Dipolpotentiale $") berechnet 
( p ( ' l ) = & - s ~ n  f Ã ¼ r n = l  . . . ,  Na. (3.2 1) 
Die n-te Spalte der Kapazitanzmatrix 
ergibt sich aus der Auswertung des finite-Differenzen-Schemas in den randnahen Punk- 
ten. AbschlieÃŸen wird die LU-Zerlegung der Kapazitanzmatrix berechnet. 
Eine konkrete elliptische Gleichung wird nun in drei Schritten gelÃ¶s 
1. Berechne mit dem schnellen Loser V,, = L-,'//,. 
2. Bestimme ph aus (3.19) Kph = pTRvh = ( 4 - 1  - 41) vi + ( k r  - Ga) vr. 
3. Berechne mit dem schnellen LÃ¶se das Dipolpotential wh = &-vph und daraus die 
gesuchte LÃ¶sun uh = V;, + wh (bzw. berechne direkt M;, = G' ( f h  + vph ) ) .  
3.3.2 Spezialfall: Randapproximation entlang der Gitterpunkte 
In ozeanographischen Anwendungen wird der Rand meist entlang der Gitterpunkte ap- 
proximiert. Die diskretisierte Differentialgleichung (3.17) enthÃ¤l so eine sehr einfache 
Randbehandlung 
FÃ¼ die Definition (3.20) der Kapazitanzmatrix bedeutet das 
mit den (Dipo1)Potentialen <p(") (3.21). Auch die rechte Seite der Kapazitanzmatrix- 
Gleichung (3.19) vereinfacht sich erheblich 
Die Darstellung (3.23) zeigt fÃ¼ den Punktladungsansatz, der durch V = ( 0 0 1 ) ~  = P 
charakterisiert ist, eine enge Beziehung zwischen der Kapazitanzmatrix und dem ellipti- 
schen Operator & 
Ist der Operator symmetrisch und positiv definit, so Ãœbertrage sich diese Eigenschaf- 
ten auf die Kapazitanzmatrix Kmon. 
Die Kondition der Kapazitanzmatrix ist dagegen leider nicht so gÃ¼nsti fÃ¼ die nu- 
merische Umsetzung, sie wÃ¤chs mit feiner werdender Diskretisierung h -+ 0 schnell 
~(Kmon)  = ~ ( h " " )  (BÃ¶rger und Widlund [25]). 
FÃ¼ andere Randapproximationen (z.B. Shortley-Weller, vgl. Beispiel ab Seite 73) ist 
die Kapazitanzmatrix Kmon dagegen nicht symmetrisch oder notwendig positiv definit, fÃ¼ 
den Dipolansatz kÃ¶nne sogar singulÃ¤r Kapazitanzmatrizen Kdip konstruiert werden. 
Beispiel: Auf dem in Abbildung 3.5 skizzierten Kreisgebiet C&,, im 33x33-Gitter Rh wird 
die diskretisierte Poissongleichung 
mit der CMM gelÃ¶st Alle Zwischenschritte fÃ¼ Punktladungs- und Dipolansatz sind in den 
Abbildungen 3.7 und 3.8 dargestellt. 
3.3.3 Rechenaufwand und Parallelisierung 
Die Vorbereitung 
Die Vorbereitung ist sehr aufwendig, wenn die Kapazitanzmatrix explizit aufgestellt wird. 
Bei ozeanographischen Anwendungen fÃ¤ll dies gegenÃ¼be dem Zeitschrittverfahren je- 
doch ohnehin kaum ins Gewicht. Der LÃ¶wenantei der Rechnungen zum Aufstellen 
a) Die rechte Seite 3, = (1 0 o ) ~ .  b) ZwischenlÃ¶sun V,,  = '3,. 
c) Potential einer Punktladung auf aQ. d) K,^,, = (&, . . , , e) 
1,1)  . 
e) Potential eiP einer Dipolladung auf da. f) Kilp = (G:. . . Â¥'pg' 
Abbildung 3.7: Graphen von ZwischenlÃ¶sung (Dipol-)Potentialen und Kapazitanzmatrizer 
zum Beispielproblem (3.25). Die Werte auf 3Q;, sind jeweils markiert. 
) Dipolverteilung V\ii, mit P/, = - K G v r .  d) Dipolpotential wdip = & ' v ~ ~ ~ ~ / ~  
) LÃ¶sun uniOn = V A  + wlnon. f) LÃ¶sun ttdip = V/, + wdip 
Abbildung 3.8: (Dipol-)Ladungsverteilungen, erzeugte Potentiale und LÃ¶sun zum Beispiel 
3.25). Die Potentiale wmon und wdip sowie die LÃ¶sunge umOn und Ãˆdi sind im Kreisgebiet 
&L dQI1 identisch. 
der Kapazitanzmatrix K = pT&&-lv (3.20) besteht aus Na Aufrufen des elliptischen 
Losers, um fÃ¼ jeden randnahen Punkt 3^2;, das zugehÃ¶rig Dipolpotential im Recht- 
eckgitter R1, auszurechnen. Je nach Algorithmus (Mehrgitter, FFT, ...) benÃ¶tig der el- 
liptische Loser in etwa O(AyVv) Rechenoperationen fÃ¼ einen Aufruf, insgesamt erfor- 
dert das Produkt &'V ca. constN31tTM, Multiplikationen und Additionen. Um das 
finite-Differenzen-Schema P ~ L Q ,  in den randnahen Punkten auszuwerten, sind insge- 
samt constNa2 Operationen erforderlich (oder nur eine einfache Projektion, wenn der 
Rand durch Gitterpunkte approximiert wird). 
AnschlieÃŸen wird die LU-Zerlegung der Kapazitanzmatrix mit ca. ~ $ 1 3  Operatio- 
nen berechnet. Arbeitet man mit Randapproximation durch die Gitterpunkte und Punkt- 
ladungen, so ist die Kapazitanzmatrix symmetrisch und positiv definit (Abschnitt 3.3.2), 
und man kann mit der Cholesky-Zerlegung Rechenzeit und Speicherbedarf in etwa hal- 
bieren. Bei Einsatz eines Parallelrechners lohnt es sich, mit weiteren 0 (N3)  w ~ $ 1 3  
Operationen die Inverse zu berechnen und streifenweise auf die Prozessoren zu verteilen. 
Ist das Gebiet C2 glatt berandet, ist die Anzahl der randnahen Punkte Na = O(N) (hier 
steht 0 ( N )  abkÃ¼rzen fÃ¼ O(Nx) = O(Ny)) und man erhÃ¤l die operationelle Komple- 
xitÃ¤ w constN3 sowohl fÃ¼ das Aufstellen der Kapazitanzmatrix als auch fÃ¼ die LU- 
Zerlegung. Die bestimmende Konstante ist dabei im ersten Fall durch den elliptischen 
Loser bestimmt und sehr viel grÃ¶ÃŸ als bei der LU-Zerlegung, die vergleichsweise kaum 
ins Gewicht fÃ¤llt KÃ¼stenlinie sind jedoch i.A. nicht glatt, sondern von fraktaler Natur. 
Je feiner die Disksetisierung, desto mehr Strukturen kÃ¶nne aufgelÃ¶s werden und es gilt 
Nd = O(ND) mit der fraktalen Dimension D E [ l ,  21, die fÃ¼ KÃ¼stenlinie typischerweise 
zwischen 1,0 (SÃ¼dafrika und 1,5 ( ~ g Ã ¤ i s  Westschottland) liegt, siehe Mandelbrot [81]. 
Dadurch ergibt sich o ( N ~ + ~ )  fÃ¼ das Aufstellen der Kapazitanzmatrix und o ( N ~ ~ )  fÃ¼ 
die LU-Zerlegung. In praktischen Anwendungen dominiert' weiterhin das Aufstellen der 
Matrix. Die Konsequenz ist vielmehr, dass das Verfahren schneller als bei glatten RÃ¤nder 
zu unhantierbar groÃŸe Kapazitanzmatrizen fÃ¼hrt 
LÃ¶sun einer elliptischen Gleichung 
Die numerische LÃ¶sun einer elliptischen Gleichung basiert nun auf zwei Aufrufen des 
schnellen LÃ¶ser auf dem Rechteck T?,, mit ca. O(NxNy) = 0(N2)  Operationen. Dazu 
kommt das dichtbesetzte Gleichungssystem Kw,  = P ~ R L J , ~  (3.19), das nach der vorberei- 
tenden LU-Zerlegung durch RÃ¼cksubstitutio mit Na2 Rechenoperationen gelÃ¶s wird. 
Setzt man wie oben Nd = O(ND), erhÃ¤l man Ca. constN2 Operationen fÃ¼ die bei- 
den LÃ¶seraufruf und c o n s t ~ ~ ~  fÃ¼ die Kapazitanzmatrix-Gleichung (3.19). Wie in 
der Vorbereitung ist in praktischen Anwendungen weiterhin der elliptische Loser domi- 
nierend, denn die zugehÃ¶rig Konstante ist wesentlich grÃ¶ÃŸe Zugleich Ã¼berbiete die 
sehr effizienten (maschinenabhÃ¤ngi implementierten) LAPACK-Routinen [6] zur LÃ¶sun 
des linearen Gleichungssystems (3.19) die meisten elliptischen (maschinenunabhÃ¤ngige 
Black-Box-)LÃ¶se in der Performance deutlich. 
Vergleich mit anderen Verfahren 
Die Modellrechnungen in Kapitel 2 zu den seriellen elliptischen Losern zeigen, dass die 
Konvergenz eines gut vorkonditionierten CG-Verfahrens oder eines robusten Mehrgitter- 
Losers kaum von der unregelmÃ¤ÃŸig Gebietsgeometrie beeinflusst wird. Unter diesem 
Gesichtspunkt ist die CMM unnÃ¶tige Ballast. 
Von Interesse ist ihr Einsatz jedoch, wenn die Koeffizienten der partiellen Differen- 
tialgleichung einen FFT-basierten Loser zulassen, denn fÃ¼ das 193 X 161-BRIOS-Gitter 
beispielsweise ist der FACR-Loser noch fast um den Faktor 10 schneller als der zweit- 
schnellste Loser im Test, der MehrgitterlÃ¶se M G D ~ V  von de Zeeuw (Mit wachsender 
GittergrÃ¶Ã verliert der FACR-Loser allerdings diesen Vorsprung). Die CMM mit Punkt- 
ladungsansatz ist zudem recht einfach zu implementieren und daher eine brauchbare Zwi- 
schenlÃ¶sung wenn ein Loser nur fÃ¼ Rechtecksgitter bereits zur VerfÃ¼gun steht, wie es 
im Ozeanmodell SPEMBRIOS mit dem Mehrgitterloser MUDPACK der Fall war. 
Parallelisierung der Kapazitanzmatrix-Methode 
Die parallele Effizienz der CMM steht und fÃ¤ll mit dem elliptischen Loser auf dem Recht- 
eckgitter. Der vorbereitende Schritt, in dem die Kapazitanzmatrix aufgestellt wird, erfor- 
dert fÃ¼ jeden Randpunkt unabhÃ¤ngi einen Aufruf des schnellen Losers und ist daher 
perfekt parallelisierbar. Die Kapazitanzmatrix zu invertieren nimmt vergleichsweise we- 
nig Rechenzeit in Anspruch, dieser Programmteil kann ohne groÃŸ Verluste seriell laufen. 
Jeder Prozessor erhÃ¤l eine Scheibe der Kapazitanzmatrix, wobei man die Wahl hat, 
Last-Inbalance (abhÃ¤ngi von der Verteilung der Randpunkte auf die Prozessoren) oder 
etwas mehr Kommunikation in Kauf zu nehmen. Konkret sieht der parallele Algorithmus 
so aus 
1. Lose mit einem parallelen elliptischen Loser &V/, = fh und berechne auf dem lokal 
bekannten Teilgebiet pTRvh. 
2. Kommunikation: jeder Prozessor erhÃ¤l eine komplette Kopie von pTRvh. 
3. Berechne parallel u,,, = K ' pTRvi,. 
(a) (Kommunikation reduzieren) Jeder Prozessor kennt die Zeilen von K 1 ,  die 
den Randpunkten in seinem Teilgebiet entsprechen. 
(b) (Lastbalance) Die Zeilen von K '  sind gleichmÃ¤ÃŸ auf die Prozessoren ver- 
teilt. Zum Abschluss werden die Werte von u,/; an die Prozessoren mit den 
entsprechenden Randpunkten kommuniziert. 
4. LÃ¶s mit einem parallelen elliptischen Loser L u h  = //, + V p h  
Ob man sich fÃ¼ eine Verteilung der Kapazitanzmatrix gemÃ¤ (a) oder (b) entscheidet, 
hÃ¤ng davon ab, wie gleichmÃ¤ÃŸ die Randpunkte auf die Prozessoren verteilt sind und 
wie das VerhÃ¤ltni von Kommunikations- und Rechengeschwindigkeit auf dem verwen- 
deten Computer(netz) aussieht. Bei einem Ozeanmodell mit einer sehr unregelmÃ¤ÃŸig 
Landmaske wie in BRIOS auf einem Parallelrechner mit schneller Kommunikation wie 
der Cray T3E ist eine ausgeglichene Lastbalance (b) vorzuziehen. 
Der begrenzende Faktor ist in der Regel die parallele Effizienz des elliptischen Losers 
im ersten und letzten Schritt. 
3.3.4 Diskrete Dipole im Gitter 
Dieser Abschnitt behandelt, wie die diskreten Dipole in den randnahen Gitterpunkten 3Qh 
plaziert werden kÃ¶nnen Es geht also um eine gute Wahl der Abbildung V : 3Â§/ Ã‘? Rh, 
die die Lage der Dipole im Gitter beschreibt. Ziel ist es, eine mÃ¶glichs gut konditionierte 
Kapazitanzmatrix zu erhalten. 
Der naheliegende Ansatz, der positiven Ladung pJ1(n) im Punkt ( iÃ£ jÃ£ E 3Q/, die 
dip .dip 
negative Ladung -p/i(n) in irgendeinem Nachbarpunkt (in ,J, ,  ) E CÂ§/ zuzuordnen, 
fÃ¼hr bereits zu einem brauchbaren Ergebnis - vorausgesetzt, es treten keine Inseln im 
Rechengebiet auf. 
Ausgehend von diesem einfachen Ansatz helfen zwei Ãœberlegungen die Kondition 
der Kapazitanzmatrix zu verbessern. Zum einen kann man versuchen, einer kontinu- 
ierlichen Dipolverteilung mÃ¶glichs nahe zu kommen, also nicht den erstbesten Ã¤uÃŸer 
Nachbarn in CQ/, mit der negativen Ladung zu belegen, sondern den Nachbarpunkt so 
zu wÃ¤hlen dass die Achse der Dipolladung senkrecht zum Rand steht. Eine gute Strate- 
gie fÃ¼ krummlinige Randapproximationen schlagen Proskurowski und Widlund [92] vor, 
sie wird im folgenden Unterabschnitt vorgestellt. Auf eckige PolygonzÃ¼g entlang der 
Gitterlinien ist diese Strategie nur bedingt Ãœbertragbar mehr dazu ab Seite 83. 
Zweitens sollte man im Auge behalten, dass der Dipolansatz fÃ¼ InselrÃ¤nde (die Au- 
ÃŸenraumaufgabe auf ein schlecht gestelltes Problem und eine singulÃ¤r Kapazitanzmatrix 
fÃ¼hrt Abhilfe schafft der Ansatz (3.15), Dipole und einfache Ladungen zu kombinieren. 
Eine ausfÃ¼hrlich Darstellung findet sich im Abschnitt 3.4.1. 
Dipole fÃ¼ krummlinige Randapproximation 
FÃ¼ diskrete Dipole in den Gitterpunkten nahe eines krummlinigen Randes liefert der 
Ansatz von Proskurowski und Widlund [92] eine gute Approximation der entsprechen- 
den kontinuierlichen Dipolverteilung. Wie in Abbildung 3.9 dargestellt, liegt im iz-ten 
randnahen Punkt (ili> jn) 9'^ h die positive Ladung p;;(n) des Dipols. Die negative La- 
Abbildung 3.10: Diskrete Dipole. a) Die negative Ladung kann auf einen oder meh- 
rere Ã¤uÃŸe Gitterpunkte verteilt werden. b) Eine sehr schmale Insel, bei der nicht jedem 
Randpunkt ein Ã¤uÃŸer Nachbarpunkt zugeordnet werden kann. 
dung wird auf zwei Ã¤uÃŸe Punkte links und rechts der Normalen auf den Rand 3f2 durch 
( i f i J n )  verteilt, wobei die negative Ladung im Gitterpunkt, der nÃ¤he an der Normalen 
liegt, stÃ¤rke gewichtet wird. Vorausgesetzt wird, dass die beiden Punkte mit negativer 
Ladung auÃŸerhalb in CÂ§,, liegen und nicht Innenpunkte sind, die nur durch eine schma- 
le Landzunge (um ein ozeanographisches Bild zu wÃ¤hlen von (i,,, J,,) getrennt sind. 
Die Diskretisierung in den randnahen Punkten 3Â§, fÃ¼hr zu stark schwankenden Koef- 
fizienten in den Zeilen der Matrix LQ., die den randnahen Punkten zugeordnet sind (siehe 
Beispielrechnung ab Seite 73. Es wird der Laplace-Operator A y  fÃ¼ einen Viertelkreis 
mit Shortley-Weller-Approximation aufgestellt). Proskurowski und Widlund [92] konn- 
ten die Kondition der Kapazitanzmatrix fÃ¼ die Poissongleichung stark verbessern, indem 
sie die entsprechenden Zeilen von An so skalierten, dass das Diagonalelement jeder Zeile 
den Wert 4/h2 annahm. 
Dipole fÃ¼ Randapproximation als Polygonzug entlang des Gitters 
In den Eckpunkten eines Polygonzugs ist die Normale nicht definiert, die Strategie von 
Proskurowski und Widlund mithin nicht direkt Ã¼bertragbar Alternativ kann man sich an 
der Winkelhalbierenden durch den Eckpunkt orientieren, indem man entweder zwei ne- 
gative Dipolladungen entsprechend gewichtet oder einfach eine negative Ladung in dem 
Ã¤uÃŸer Gitterpunkt anbringt, der der Winkelhalbierenden am nÃ¤chste liegt (Siehe Abb. 
3.10a). Der zweite Ansatz ist einfacher umzusetzen und liefert bereits sehr gute Ergeb- 
nisse. 
In ozeanographischen Anwendungen ist ein anderes Problem gravierender. Oft sind 
Inseln und Landzungen so schmal, dass Randpunkte keinen direkten Nachbarn auÃŸerhal 
besitzen, siehe die Skizze in Abb. 3.lOb und die Modellgitter zu BRIOS-1 (Abb. 1.4 auf 
S. 24) und BRIOS-1.1 (Abb. 1.5 auf S. 25). 
FÃ¼ Modelle wie BRIOS-1 und BRIOS-1.1 empfiehlt es sich daher, beim Punktla- 
dungsansatz zu bleiben, der ja nur die Randpunkte selbst einbezieht. Die AuflÃ¶sun ist 
noch grob genug fÃ¼ eine akzeptable Kondition der Kapazitanzmatrix Kmo,,. 
Wird die AuflÃ¶sun feiner und die Kapazitanzmatrix fÃ¼ Punktladungen zu schlecht 
konditioniert, kann man in ErwÃ¤gun ziehen, schmale Inseln und Landzungen u m  einen 
Gitterpunkt zu verbreitern und so Platz fÃ¼ die negative Dipolladung zu schaffen. Es hat 
dagegen keinen Sinn, Punktladungs- und Dipolansatz zu mischen, denn so zerstÃ¶r man 
nur die gute Kondition der Dipol-Kapazitanzmatrix. 
3.3.5 Die Kondition der Kapazitanzmatrix fÃ¼ Punktladungs- und 
Dipolansatz 
Die theoretischen VorÃ¼berlegunge in Abschnitt 3.2, die in der Potentialtheorie fundiert 
sind, weisen auf eine schlecht konditionierte Kapazitanzmatrix TCrnon nach dem Punktla- 
dungsansatz hin und BÃ¶rger und Widlund [25] konnten zeigen, dass ~(Kmon) = 0 ( h - I )  
gilt. Der Dipolansatz fÃ¼hr dagegen zu Kapazitanzmatrizen KdIp, deren Kondition von der 
Diskretisierung h Ã‘ 0 unabhÃ¤ngi ist. 
Modellproblem: Die Poissongleichung 
Als einfaches Modellproblem habe ich die Kapazitanzmatrizen Kmon und Kdip fÃ¼ die 
diskretisierte Poissongleichung (mit dem Ã¼bliche 5-Punkt-Stern) 
mit drei verschiedenen Gebieten Â§(I)  Â§W d3) und wachsenden GittergrtjÃŸe aufge- 
stellt. Um unregelmÃ¤ÃŸ berandete Gebiete zu erhalten, die einfach auf verschiedene Git- 
tergrÃ¶ÃŸ skaliert werden kÃ¶nnen wird ein Kreisrand mit Sinusschwingungen Ã¼berlagert 
Die Parameter der Sinuskurven sind so gewÃ¤hlt dass die RÃ¤nde der drei Gebiete 
Â§(I := { ( r  cos(p, r sin(p) E IR2]r < .65 + .12sin4(p+ ,05sin7(p}, 
d2) := {(rcos(p, rs inq)  IR2r < .7 + .3sin5(p}, (3.26) 
:= { ( r  cos(p,r sin(p) E IR2/r < , 6 +  .1 sin4(p+ .3sinl0(p} 
unterschiedlich stark gekrÃ¼mm sind, siehe Abb. 3.11. Bei der Diskretisierung wird der 
Rand durch einen Polygonzug durch die Gitterpunkte approximiert und das Rechteck- 
gitter jeweils so angepasst, dass eine Gitterlinie zwischen Gebiets- und Gitterrand frei 
bleibt, um Platz fÃ¼ Dipolladungen zu garantieren. 
Die Kapazitanzmatrizen Kmon, Kdip werden gemÃ¤ der Definition (3.23) aufgestellt. 
Die Konditionszahl L bezÃ¼glic der Maximumsnorm 1 1  . 1 1 -  wird explizit aus 
berechnet (und nicht mit einem weniger rechenintensiven Algorithmus geschÃ¤tzt) Die 
Kondition wird hier bezÃ¼glic der Maximums- und nicht der 12-Norm angegeben, weil 
sie fÃ¼ die Praxis relevanter ist, denn IG., trifft eine Aussage Ã¼be die maximale punktweise 
Abweichung vom exakten Ergebnis. Die ^-Norm des Fehlers beschreibt dagegen die 
mittlere Abweichung von der exakten LÃ¶sun und lÃ¤Ã damit lokal groÃŸ Fehler zu. 
Die diskreten Dipole bestehen aus einem Randpunkt mit einfach gewichteter positiver 
Ladung und einer negativen Ladung im Ã¤uÃŸer Gitterpunkt, der der Winkelhalbierenden 
Abbildung 3.11: Die drei Modellgebiete ~ ( ' 1 ,  Cd2), Â§l3 in einem 65x65-Gitter. 
Tabelle 3.1: Konditionszahlen Kmon = ^ [Kmoa), = &(Kdip) (bzgl. der Maximums- 
norm 1 1  . llm) der Kapazitanzmatrizen nach Punktladungs- und Dipolansatz fÃ¼ verschiedene 
Gebietsgeometrien Qi , Cl2,  Q3 (Abb. 3.11) und GittergrÃ¶ÃŸe 
am nÃ¤chste liegt (Skizze Abb. 3.10a). Die negativen Ladungen werden mit dem Parame- 
ter 0 < a < 1 gewichtet, der fÃ¼ jede Konfiguration so bestimmt wird, dass die Kondition 
der Kapazitanzmatrix mÃ¶glichs gering ist. Die geeignete Wahl von a wird ausfÃ¼hrlic in 
Abschnitt 3.4.1 diskutiert. 
Die Ergebnisse sind in der Tabelle 3.1 zusammengefasst. Die Kondition der Kapa- 
zitanzmatrix Kmon verdoppelt sich mit der Seitenlange des quadratischen Gitters, zeigt 
also die Relation ~ o o ( K ~ ~ ~ )  = O ( h l ) .  Zugleich ist ~ o o ( K ~ ~ ~ )  von der Gebietsgeometrie 
abhÃ¤ngig aber dieser Effekt ist vergleichsweise gering. 
Die Kapazitanzmatrix Kdip ist dagegen durchgehend sehr gut konditioniert. Der Ein- 
fluss der Geometrie ist deutlich. Vom sehr glatt berandeten Gebiet Â§(' bis zum Ge- 
biet d3) mit stark schwankenden KrÃ¼mmunge des Randes steigt die Konditionszahl an. 
Auch die GittergrÃ¶Ã wirkt sich auf die Konditionszahl aus, wenn auch langst nicht so dra- 
stisch wie beim Punktladungsansatz. Mit einer Verdopplung der Gitterlange erhÃ¶h sich 
K < ~ ( K ~ ~ ~ )  in etwa um einen konstanten Betrag, der wiederum von der Gebietsgeometrie 
abhÃ¤ng (Li l :  ErhÃ¶hun um Ã 4, Li;: Ã 5 ,  Cl3: re 25). Alles in allem bleibt die Konditi- 
onszahl in sehr gutem Rahmen, der begrenzende Faktor ist vielmehr der Speicherbedarf 
fÃ¼ die vollbesetzte Kapazitanzmatrix. 
GittergrÃ¶Ã 
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3.4 Modifikationen der Kapazitanzmatrix-Methode 
3.4.1 Verbesserte Kondition der Kapazitanzmatrix durch Gewich- 
tung der diskreten Dipolladung 
Die Kapazitanzmatrix Kdip nach dem Dipolansatz ist unabhÃ¤ngi von der ProblemgrÃ¶Ã 
sehr gut konditioniert - doch sobald Inseln auftreten, wird Kfip singulÃ¤r Eine numerisch 
einfach umzusetzende MÃ¶glichkeit auch fÃ¼ mehrfach zusammenhÃ¤ngend Gebiete eine 
sehr gut konditionierte Kapazitanzmatrix Kdip zu erhalten, besteht darin, die diskreten Di- 
polladungen mit Punktladungen zu Ã¼berlagern Zudem kann mit diesem Ansatz auch die 
Kondition von Kapazitanzmatrizen fÃ¼ einfach zusammenhÃ¤ngend Gebiete verbessert 
werden. 
Theoretischer Hintergrund 
Die in Abschnitt 3.2.3 vorgestellte Theorie des Dipolansatzes zeigt, dass die Kapazitanz- 
matrix-Gleichung Kdmw, = p T ~ v i ,  (3.19) im Kontinuierlichen einer Fredholmschen Inte- 
gralgleichung zweiter Art fÃ¼ die Dipolverteilung p entspricht 
JÂ AuÃŸenran (Innenraumaufgabe): ( 1 + K ) p  = -2(g-V),  (3.12~1) 
3Â Inselrand (AuÃŸenraumaufgabe) (-1 + K) p = -2(g - V). (3.12b) 
Der Integraloperator K ist kompakt, so dass das Spektrum o(Â±l K) den (einzigen!) 
HÃ¤ufungspunk III 1 aufweist. Solange also (33 + K) nicht singulÃ¤ ist, ist der Quotient aus 
betragsmaÃŸi grÃ¶ÃŸt und kleinstem Eigenwert beschrÃ¤nkt Diese Eigenschaft Ã¼bertrag 
sich auf die Kondition des diskreten Analogons Km, die unabhÃ¤ngi von der Ordnung 
der Diskretisierung bleibt, wie die Beispielrechnungen in diesem und dem vorherigen 
Abschnitt zeigen. 
Nach Satz 2 ist aber das AuÃŸenraumproble nicht eindeutig lÃ¶sba (wÃ¤hren das 
Innenraumproblem eine eindeutige LÃ¶sun p besitzt). Eine MÃ¶glichkeit Existenz und 
Eindeutigkeit der LÃ¶sun der AuÃŸenraumaufgab zu erhalten, besteht darin, der Dipolla- 
dungsverteilung auf dem Rand 3Â eine einfache Ladunsverteilung zu Ã¼berlager 
Ãœbertrage auf die Potentiale der diskreten Dipole in den randnahen Punkten JÂ§/ des 
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Rechteckgitters RI, entspricht dies einer etwas geringeren Gewichtung der negativen La- 
dung 
l 1 im Randpunkt (i,,, j,, ) , &q,i,'i = -an in einem Punkt (i:ip, j:ip) 6 RI, \ ( C l ; ,  U aQ;,) , 
O sonst. 
("1 , = 0  auf &, 
n = 1 , .  . . .Na. Die Gewichtung der Dipole wird durch die Matrix V 
die Kapazitanzmatrix ergibt sich nach Definition (3.20) aus 
K d i p ( a )  := p T f Q  &'v(E).  
und man erhÃ¤l das Optimierungsproblem 
Zur Wahl der Gewichtung a 
= V ( a )  festgelegt, 
FÃ¼ die folgenden Beispielrechnungen wird die Gewichtung ( U , ,  . . . , a ~ , )  = (a ,  . . . , a) 
entlang des Randes konstant gehalten. Die Kapazitanzmatrix KQ(a)  wird in zwei Kom- 
ponenten Kpos = Klmo,, und Krieg aufgespalten (Randapproximation entlang der Gitterpunk- 
te, Kapazitanzmatrix nach (3.23)) 
die die positive Dipolladung auf den Randpunkten und die negative auf den benachbarten 
AuÃŸenpunkte beschreiben. Nachdem die zwei Matrizen KpoS und Krieg mit insgesamt 2Na 
Aufrufen des elliptischen Losers aufgestellt wurden, kann die Kapazitanzmatrix Kdip(a) 
und ihre Konditionszahl K ( K ~ ; ~ ( ~ ) )  relativ schnell fÃ¼ verschiedene Werte von a berech- 
net werden. 
Modellproblem: Poissongleichung auf einem Gebiet mit Insel 
Der Einfluss der gewichteten Dipolladungen wird am deutlichsten an einem Gebiet mit 
Inseln: die singulÃ¤r Kapazitanzmatrix Kdip(0)  steht einer sehr gut konditionierten Matrix 
Kdip(aopt)  gegenÃ¼ber FÃ¼ die Modellrechnungen wird ein Kreisrand in einem 33 X 33- 
Gitter approximiert und einmal als Rand eines Beckens ClB, einmal als Rand einer Insel 
Cll aufgefasst, siehe Abb. 3.12. FÃ¼ beide Gebiete werden Kapazitanzmatrizen Kdip(a)  mit 
a E [0; 1,3] aufgestellt und die SingulÃ¤rwert sowie die Kondition ~ ( K d i ~ ( a ) )  bzgl. der 12- 
Norm (die als Quotient aus grÃ¶Â§t und kleinstem SingulÃ¤rwer definiert ist) berechnet. 
Abbildung 3.12: Lage der Randpunkte und der Dipole fÃ¼ a) das Becken ClB und b) das 
Becken Cli mit Insel. 
Abbildung 3.13: Kondition K; ( ~ ~ ~ ~ ( a ) )  der Kapazitanzmatrix in AbhÃ¤ngigkei der Gewich 
:urig a der externen Dipolladungen a) fÃ¼ das Becken ClB und b) fÃ¼ das Gebiet Cl; mit Insel. 
Auf die Kondition L wird hier verzichtet, denn die beiden Konditionszahlen sind eng 
miteinander verwandt, singulÃ¤ bleibt singulÃ¤r 
Die Abbildung 3.13 zeigt die Konditionszahl K ( ~ ~ ( a ) )  der Kapazitanzmatrizen fÃ¼ 
das Becken QB und die Insel Q in AbhÃ¤ngigkei von der Gewichtung a. Vom Punkt- 
ladungsansatz a = 0 sinkt die Kondition mit wachsendem a (immer stÃ¤rke gewichteter 
negativer Ladung der Dipole) zunÃ¤chst bis das Minimum erreicht ist. Danach steigt sie 
Kondition rapide an, die Matrix wird singulÃ¤r FÃ¼ das Gebiet ClI mit Insel ist dies genau 
bei a = 1 der Fall, fÃ¼ das Becken ClB erst wesentlich spÃ¤ter 
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Modellproblem: Die Gebiete ~ . ( l ) ,  !d2), Cl(3) 
Auch fÃ¼ Gebiete ohne Insel kann die Kondition der Kapazitanzmatrix KQ verbessert 
werden, wie Beispielrechnungen fÃ¼ die drei Gebiete d l ) ,  Cl(2) und !d3) aus Abschnitt 
3.3.5, Definition (3.26), zeigen. 
Die Gewichtung der negativen Ladung ist entlang des Randes mit ( a l , .  . . , aN,) = 
(a,  . . . , a) konstant, so dass eine Minimierungsaufgabe in nur einer Variablen gelÃ¶s wer- 
den muss. Der Parameter a wird jeweils so bestimmt, dass die Kondition KÃ (K&)) 
bzgl. der Maximumsnorm minimal wird. In den Tabellen 3.2 bis 3.4 werden fÃ¼ die drei 
Gebiete Â§( I )  d2) und mit verschiedenen GittergrÃ¶ÃŸ der optimale Wert hpi so- 
wie die Kondition der Kapazitanzmatrizen fÃ¼ a = 1 (Punktladungsansatz), a = 0 und 
a = %,,I angegeben. 
Aus den Ergebnissen lassen sich zwei Punkte zur Wahl des optimalen ableiten: 
Je feiner die Diskretisierung, desto kleiner wird qpt, und je glatter das Gebiet berandet 
ist, desto kleiner ist und desto geringer ist der Unterschied zwischen der Kondition 
fÃ¼ gewichtete und ungewichtete Dipolladungen (sofern keine Inseln auftreten). 
Tabelle 3.2: Die Kondition der Kapazitanzmatrix Kdip(a) fÃ¼ das Gebiet Â§(' in AbhÃ¤ngig 
keit von der Gewichtung a der negativen Dipolladung. 
Tabelle 3.3: Die Kondition der Kapazitanzmatrix Kdip(a) fÃ¼ das Gebiet Cd2) in AbhÃ¤ngig 
keit von der Gewichtung a der negativen Dipolladung. 
ProblemgrÃ¶Ã 
S^  ProblemgrÃ¶Ã tcdiP(a), a = 
O^opt 
Randp. 1 1 0 1 %PI 
~<jip(a), Ã¼.
1 1 0 1 aoPt Gitter 
Gitter 
33x33 
65 X 65 
129x129 




Tabelle 3.4: Die Kondition der Kapazitanzmatrix Kdip (a)  fÃ¼ das Gebiet in AbhÃ¤ngig 
keit von der Gewichtung a der negativen Dipolladung 
Â¥ W ProblerngroÃŸ 
Gitter Randp. 
33 X 33 
65 X 65 
257 X 257 
3.4.2 Ein neues iteratives Verfahren zur Kombination von Kapazi- 
tanzmatrix-Methode und MehrgitterlÃ¶se 
Motivation 
Die Kapazitanzmatrix-Methode, wie sie bis hierhin betrachtet wird, ist ein serieller Al- 
gorithmus, der in drei Schritten zur numerischen Losung fÃ¼hr 
1. berechne z.B. mit einem MG-Loser V = Ln\ f, 
2. bestimme p  aus K p  = g - pTv, 
3. berechne z.B. mit dem MG-Loser die gesuchte Losung u  = LQ' ( f+ Vp). 
Ausgehend von einer StartnÃ¤herun UQ lautet das Iterationschema des MG-Losers auf 
dem Rechteckgitter Rh 
mit der Iterationsmatrix MMG, die einen MG-Zyklus reprÃ¤sentiert Der Nachteil des Ver- 
fahrens besteht darin, dass der MG-Loser nur ein globales Konvergenzkriterium (z.B. 
die 12-Norm des Residuums) beachtet, und die Randwerte keiner Kontrolle unterliegen, 
obwohl sie in jedem der drei Schritte von Rechenungenauigkeiten beeinflusst werden 
kÃ¶nnen Abhilfe kann darin bestehen, den zweiten und dritten Schritt als Nachiteration 
zu wiederholen. 
Der neue Algorithmus 
Die Grundidee des neuen Verfahrens besteht nun darin, den 2. Schritt des Kapazitanzma- 
trix-Verfahrens schon nach einer MG-Iteration einzufÃ¼gen Man erhÃ¤l so einen iterativen 
Algorithmus 
1. fÃ¼hr einen MG-Zyklus durch M I  = uy - MMG (L uo- T ) ,  
2. bestimme p2 = K " ' ( ~  -
~ e z e i c h n u n ~ e n  wie in Abschnitt 3.3.1 eingefÃ¼hrt auf den Index h wird hier verzichtet 
3.4. MODIFIKATIONEN DER KAPAZITANZMATRIX-METHODE 9 1 
3. fÃ¼hr einen MG-Zyklus zur neuen rechten Seite f +  Vp2 mit U I  als StartlÃ¶sun 
durch u2 = U ^  - MMG (Ln ul - f - vk), 
4. bestimmep3 = [ S . 0 + ~ 1 ( g - ~ T u 2 ) ,  
5 .  fÃ¼hr einen MG-Zyklus durch u3 = Ã§ - MMG (L u2 - f  - V W ) ,  
6. . . .  
Neben einer StartnÃ¤herun uy der LÃ¶sun u  kann auch fÃ¼ die Dipolverteilung p ein Start- 
wert pl vorgegeben werden. Der erste MG-Zyklus wird dann bereits auf eine modifizierte 
rechte Seite /+ V[l\ angewendet. Dies ist besonders in Zeitschrittverfahren sinnvoll, wo 
mit der LÃ¶sun u  und der zugehÃ¶rige Dipolverteilung P aus dem vorhergehenden Zeit- 
schritts bereits eine gute NÃ¤herun fÃ¼ den aktuellen Zeitschritt gegeben ist. 
Die beiden Teilschritte jeder Iteration lassen sich in der allgemeinen Form 
fÃ¼ k -= 1,2,. . . schreiben. Mit 
ergibt sich zusammengefasst die lineare Iteration in (uk ,  14)T 
Die LÃ¶sun 
der elliptischen Gleichung &U = f  (3.22) ist Fixpunkt der Iteration, wie (3.18) in die 
Iterationsvorschrift (3.29) eingesetzt zeigt 
FÃ¼ die erste Komponente folgt 
Es genÃ¼g zu zeigen, dass der zweite Faktor [. . . ]  identisch Null ist. Mit pTu  = UT = g  
und dem Ansatz (3.18) vereinfacht sich die Gleichung zu 
damit ist der erste Teil der Behauptung bewiesen. FÃ¼ die zweite Komponente erkennt 
man auf den ersten Blick, dass 
o L K - I  ( - P ~ L L + ~ )  
gilt. 
Iteratives Verfahren mit DÃ¤mpfun 
Eine naheliegende Modifikation besteht darin, die Ã„nderun der (Dipo1)ladungsvertei- 
lung jeweils mit einem Parameter I9 zu gewichten, also zu dÃ¤mpfe I9 < 1 oder zu verstÃ¤r 
ken 19 > 1. Die Iterationsvorschrift lautet dann fÃ¼ k = 1,2,  . . . 
Numerische Ergebnisse zum Konvergenzverhalten 
Die Testrechnungen basieren auf dem BRIOS-1. 1-Modellproblem, 193 X 161-Gitter. Auf 
den KÃ¼stenlinie wird der Dirichlet-Randwert Null vorgegeben, in Ost-West-Richtung 
sind die Randbedingungen periodisch. Die Vorticity ist nach Definition (1.12), S. 30, 
vorgegeben. Als MG-Loser wird MUDPACK mit Grobgitter-Koeffizienten nach Alcouffe 
et al., V(2,l)-Zyklen, alternierender Linienrelaxation eingesetzt (vergl. Abschnitt 2.4). 
Dies entspricht genau der im Ozeanmodell implementierten Konfiguration. 
Die Kapazitanzmatrix K wird vorab mit grÃ¶ÃŸtmÃ¶glic (Maschinen-)Genauigkeit 
aufgestellt und invertiert. Es folgen jeweils 40 Iterationsschritte (3.28') ausgehend von der 
StartnÃ¤herun = 0 fÃ¼ verschiedene Werte des DÃ¤mpfungsparameter I9 E [O; 1,251. 
Nach jedem Schritt wird die 12-Norm des Residuums an den Seepunkten im Gitter be- 
rechnet, wobei (nur zur Residuumsbestimmung) an den Randpunkten der geforderte Di- 
richlet-Randwert = 0 eingesetzt wird. Zugleich wird die L-Norm (das Maximum) der 
tatsÃ¤chlic erreichten Randwerte bestimmt. 
Die Abbildung 3.14a) zeigt das Konvergenzverhalten der iterativen CMM ohne DÃ¤m 
pfung fÃ¼ das Modellproblem. Sowohl der Fehler in den Randwerten als auch das globale 
Residuum verringern sich im Schnitt mit einer festen Konvergenzrate, aber beide Kur- 
ven sind deutlich gezackt. Eine erste Interpretation wÃ¤r eine ~berkom~ensa t ion  der 
Ladungsverteilung auf dem Rand in jedem Iterationsschritt, die mit einem gedÃ¤mpfte 
Verfahren (3.28') mit dem DÃ¤mpfungsparamete I9 < 1 zu verringern sein sollte. Erstaun- 
licherweise sorgt eine DÃ¤mpfun (in Abb. 3.14b) I9 = 0 ,8)  zwar fÃ¼ eine regelmÃ¤ÃŸige 
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5 10 15 20 25 30 35 
iterattonszahi 
- - Randwerte (LÃ£-Norm) - Residuum (L2-Norm) 
Abbildung 3.14: Konvergenzverhalten der iterativen CMM a) ohne Dampfung I9 = 0, b) 
mit Dampfung 6 = 0,8. 
0.4 0.6 0.8 1 1.2 
DÃ¤mpfungspararnete 0 
- . - nach 10, - - nach 20, - nach 30 Iterationsschritten 
Abbildung 3.15: Auswirkung des DÃ¤mpfungsparameter I9 auf a) Residuum in der 12-Norm 
b) Randwerte in der L--Norm nach 10,20 und 30 Zyklen der iterativen CMM. 
Konvergenzkurve, die aber weiterhin sÃ¤gezahnarti verlÃ¤uf und die zudem nicht steiler 
abfÃ¤ll als im ungedÃ¤mpfte Fall. 
In weiteren Rechnungen wird das Residuum und die Abweichung der Randwerte nach 
einer festen Anzahl Zeitschritte in AbhÃ¤ngigkei vom DÃ¤mpfungsparamete I9 ausgewer- 
tet. Das in Abb. 3.15 dargestellte Ergebnis zeigt, dass sich die Konvergenzrate fÃ¼ eine 
DÃ¤mpfun im Intervall I9 C [O; 3,5] zunÃ¤chst wie zu erwarten, kontinuierlich verbessert. 
Danach aber pendelt die Konvergenzrate zwischen 0,6  und 0 ,7  - in AbhÃ¤ngigkei so- 
wohl von der DÃ¤mpfun als auch von der Zahl der Zeitschritte. Das merkwÃ¼rdig Verhal- 
ten wird in Abb. 3.16 noch deutlicher, hier wird die DÃ¤mpfun im Intervall 13 G [O; 1,251 
40 Iterationszahl 40 Iterationszahl 
DÃ¤mpfungspararnete DÃ¤mpfungspararnete 
Abbildung 3.16: Auswirkung des DÃ¤mpfungsparameter Â¥ auf das Konvergenzverhalten der 
iterativen CMM fÃ¼ a) das Residuum in der l2-Norm b) die Randwerte in der lco-Norm. Die 
Kurven der Graphen 3.14, 3.15 sind hervorgehoben. 
variiert und der Fehler (global und Randwerte) nach jedem Iterationsschritt angegeben. 
Sofern das Iterationsverfahren nicht zu stark gedÃ¤mpf wird, hat 19 keinen nennenswerten 
Einfluss auf die mittlere Konvergenzrate. 
Numerische Ergebnisse zum Vergleich mit dem direkten Verfahren 
Die folgenden Ergebnisse beziehen sich ebenfalls auf Rechnungen fÃ¼ das BRIOS-1.1- 
Modellproblem, 193 X 161-Gitter, mit Dirichlet-Randwert Null an den KÃ¼stenlinie und 
dem nÃ¶rdliche Gebietsrand, periodische Randbedingung in Ost-West-Richtung. Der 
MG-LÃ¶se MUDPACK wird in seiner effizientesten Konfiguration eingesetzt (wie oben: 
Grobgitter-Koeffizienten nach Alcouffe et al., V(2,l)-Zyklen, alternierende Linienrela- 
xation, vergl. Abschnitt 2.4). Das Residuum wird genau wie oben nur an den Seepunkten 
ausgerechnet, nachdem (nur fÃ¼ die Residdumsberechnung) die Randwerte auf den gefor- 
derten Wert Null gesetzt wurden. 
FÃ¼ das direkte Verfahren stellt sich die Frage, wie genau die erste LÃ¶sun der ellip- 
tischen Gleichung auf dem Rechteckgitter Rl, sein muss, um eine geforderte Genauigkeit 
der EndlÃ¶sun zu erreichen. 
Wie in Tabelle 3.5 zu sehen ist, mÃ¼sse fÃ¼ das BRIOS-Modellproblem wenigsten 
17 MG-Zyklen im I.  Schritt des CMM-Algorithmus gerechnet werden, das Residuum 
(L2-Norm, auf dem Rechteckgitter R/,) der ZwischenlÃ¶sun ist dabei um zwei GrÃ¶ÃŸenor 
nungen kleiner als das geforderte Residuum der endgÃ¼ltige LÃ¶sun in den Seepunkten 
Q-h. Wird der MG-Loser eher abgebrochen, kann die Ladungsverteilung p/, nicht hinrei- 
chend genau bestimmt werden und die LÃ¶sun K/, wird zu nicht ganz exakten Randwerten 
berechnet. 
Mit der iterativen CMM hat man in jedem Schritt die Randwerte und die Ladungsver- 
teilung unter Kontrolle, zudem erreicht man in weniger Schritten das Ziel. Der Preis, den 
man dafÃ¼ zahlen muss, ist ein Matrix-Vektor-Produkt mit der inversen Kapazitanzinatrix 
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Tabelle 3.5: Direkte CMM fÃ¼ BRIOS-Modellproblem: Welche Genauigkeit letzendlich 
erreicht werden kann, hÃ¤ng davon ab, wie genau im ersten Schritt des CMM-Algorithmus 
gelÃ¶s wird. Neben der Maximumsnorm der Randwerte der erzielten LÃ¶sun mit einem Resi- 
duum von weniger als 107 (I2-Norm, in G/,) sind die bestmÃ¶glichenResidue und Randwerte 
angegeben 
t t  ( I :  Residuum < 1 0 - ~  in Q;,) 1 1  CMM insgesamt 
erreichtes 
Rand-Res. 
2.0- 1 0 - ~  
2, i - 1od3 
2.6.10-~ 
2,3- 1 0 - ~  
- 




K-I j e  CMM-Iteration. FÃ¼ das BRIOS-Modellproblem fÃ¤ll das Matrix-Vektor-Produkt 
bei der  direkten C M M  kaum ins Gewicht, aber bei der iterativen C M M  beansprucht e s  
gut 7% der Rechenzeit. In Tabelle 3.6 sind Rechenaufwand und erzielte Genauigkeit der 









Tabelle 3.6: Vergleich von direkter und iterativer CMM fÃ¼ das BRIOS-Modellproblem. 
Die 12-Norm des Residuums der LÃ¶sun in Â§; wird jeweils auf 1 0  reduziert. Das Matrix- 














direkt 17+21 2.3- 1OP3 3,85 s 0,01 s 1 iterativ 11  36 1 5 .9 -  lOP4 1 3,91 s 1 0,28 s 1 
CMM 
3.5 Anwendung der Kapazitanzmatrix-Methode in 
BRIOS 
Die Kapazitanzmatrix-Methode ist in BRIOS in Kombination mit dem MG-Loser MUD- 
PACK (siehe Abschnitt 2.4) implementiert. Das elliptische Problem diente mir als Testbett 
fÃ¼ LÃ¶sungsverfahren und jede Verbesserung der Kapazitanzmatrix-Methode konnte so- 
fort in die  laufende Entwicklung der Eis-Ozean-Modellfamilie eingebracht werden. I m  
ersten Teil 3.5.1 sind die einzelnen Aspekte beschrieben, der zweite Abschnitt 3.5.2 fasst 
anhand von Modellrechnungen zusammen, was an Rechenzeit und Genauigkeit gewon- 











Abbildung 3.17: FÃ¼ die elliptische Gleichung und damit das Kapazitanzmatrix-verfah- 
ren sind nur die Randpunkte relevant, die vom finite-Differenzen-Stern erreicht werden. 
Die Modellrechnungen beschrÃ¤nke sich auf BRIOS-1.1 in der 193 X 129-Version, 
denn mit dem Schritt zum grÃ¶ÃŸer 193x 161-Gitter wurde der elliptische Loser auf 
die parallel effizientere Gebietszerlegung mittels der Schur-Komplement-Methode um- 
gestellt. 
3.5.1 Steigerung von Effizienz und Genauigkeit 
BeschrÃ¤nkun der Kapazitanzmatrix-Methode auf relevante Randpunkte 
In ozeanographischen Anwendungen ist es Ã¼blich dass der Rand entlang der Gitterli- 
nien approximiert wird. Wird, wie in BRIOS, der elliptische Differentialoperator mit 
einem 5-Punkte-Stern diskretisiert, so sind nicht alle Randpunkte fÃ¼ die' LÃ¶sun der 
elliptischen Differentialgleichung relevant, denn der 5-Punkt-Stern im Inneren des Ge- 
bietes greift nie auf Ã¤uÃŸe Eckpunkte zu, siehe Abb. 3.17. Diese Eckpunkte brauchen 
also beim Kapazitanzmatrix-Verfahren nicht berÃ¼cksichtig zu werden. Ist der Rand so 
unregelmÃ¤ÃŸ wie im Fall von BRIOS, sind die Einsparungen in Bezug auf Speicherbe- 
darf und Rechenaufwand betrÃ¤chtlich wie in Tabelle 3.7 am Beispiel von drei BRIOS- 
Konfigurationen gezeigt wird. Zwischen einem Drittel und der HÃ¤lft der Rechenopera- 
tionen und damit eine Quelle fÃ¼ Rundungsfehler fallen mit den irrelevanten Randpunkten 
weg. 
Symmetrische und positiv definite Kapazitanzmatrix Kmon 
Die Kapazitanzmatrix wird in SPEM nach dem Punktladungsansatz aufgestellt 
und ist daher wie L- positiv definit und (im Fall von SPEM) symmetrisch. Die LU- 
Zerlegung von Kmon kann daher durch die Cholesky-Zerlegung ersetzt werden, was den 
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Tabelle 3.7: FÃ¼ drei BRIOS-Konfigurationen (Modellgitter siehe Abb. 1.4, 1.4, 1.6) ist die 
Anzahl der relevanten und der nicht relevanten Randpunkte sowie die GrÃ¶Ã der Kapazitanz- 
matrix (8 Byte je Eintrag) ohne und mit den irrelevanten Randpunkten gegenÃ¼bergestellt 
Rechenaufwand der Faktorisierung halbiert. Zugleich kann der Speicherbedarf der Ka- 
pazitanzmatrix halbiert werden, indem nur noch eine der beiden Dreiecksmatrizen L, 
U = in gepackter Form gespeichert wird. 
FÃ¼ parallele Anwendungen empfiehlt es sich aber weiterhin, die komplette Inverse 
K;: streifenweise auf die Prozessoren zu verteilen, denn zum einen ist das Speicher- 
problem nicht so gravierend (denn die Matrix wird auf die Hauptspeicher vieler Prozes- 
soren verteilt), zum anderen kann das Matrix-Vektorprodukt mit K& sehr viel einfa- 





BRIOS-1.1, 193x 129 
Wahl der variierenden Koeffizienten an Landpunkten 
Die variierenden Koeffizienten beeinflussen sowohl die Kondition der Kapazitanzmatrix 
als auch die Konvergenzrate des MG-Losers MUDPACK stark (vergl. Modellrechnungen 
in Abschnitt 2.4.3). Da die Koeffizienten bei der Gebietseinbettung an den Landpunkten 
willkÃ¼rlic erweitert werden, liegt es nahe, hier eine gÃ¼nstiger Wahl der Koeffizienten zu 
untersuchen. Ein Ansatz besteht darin, mit einem simplen Relaxationsschema 2 la GauÃŸ 
Seidel die Koeffizienten zu glÃ¤tten indem jeder Koeffizient an einem Landpunkt durch 
den Mittelwert seiner vier Nachbarpunkte ersetzt wird. Das Ergebnis fÃ¼ BRIOS-1.1 
(193 X 161-Gitter) nach 100 Relaxationsschritten ist in Abb. 3.18 dargestellt. 
Die Konvergenzrate des MG-Losers mit Grobgitter-Operatoren nach Alcouffe et al. 
[5] wird kaum beeinflusst, aber fÃ¼ die weniger robusten Standard-Grobgitter-Operatoren 
ist der Einfluss der glatten Koeffizienten deutlich. Zugleich verbessern die glatteren Ko- 
effizienten die Kondition der Kapazitanzmatrix leicht. 
Spezielle Ãœberlegunge fÃ¼ Zeitschrittverfahren 
Anzahl der Randpunkte 
Im Zeitschrittverfahren des Ozeanmodells SPEM stehen mit der Stromfunktion ~ ( t  - ~ t )  
und der Ladungsverteilung p{t  - ~ t )  des vorherigen Zeitschritts gute StartnÃ¤herunge zur 
VerfÃ¼gung Damit ist mit dem iterativen Kapazitanzmatrix-Verfahren die LÃ¶sun nach 
wenigen Zyklen erreicht. Auch der direkte Ansatz profitiert, denn in beiden LÃ¶sungs 




Speicherbed.: K fÃ¼ 













Abbildung 3.18: Die Koeffizienten a) 2 b) Ã der Gleichung (1.8) fÃ¼ BRIOS-1.1 
(193 X 161-Gitter), wobei die Koeffizienten an Landpunkten geglÃ¤tte sind (vergl. Abb. 1.8). 
Tabelle 3.8: Kondition der Kapazitanzmatrix und Konvergenzrate des MG-Losers MUD-  
PACK (Grobgitter-Koeffizienten nach Alcouffe et al. bzw. Standardeingabe, alternierende Li- 
nienrelaxation) fÃ¼ Koeffizienten, die an den Landpunkten einfach fortgesetzt (Abb. 1.8e,f) 
bzw. geglÃ¤tte (Abb. 3.18) werden. 
gelÃ¶st im zweiten Schritt dann 




Ein weiterer Vorteil besteht darin, dass die Kapazitanzmatrixgleichung fÃ¼ die kleine Dif- 
ferenz p( t )  - p(t - ~ t )  gelÃ¶s wird, mithin die Rechenungenauigkeit in der GesamtlÃ¶sun 
nicht so  stark zum tragen kommt. Alternativ kann man dazu Ãœbergehen in jedem Zeit- 
schritt die elliptische Gleichung fÃ¼ die Differenz ~ ~ j / ( t )  = - y ( t - ~ t )  zu lÃ¶sen also 
Die Iteration kann abgebrochen werden, wenn die gewÃ¼nscht absolute Genauigkeit er- 
reicht ist. Erlaubt die SPEM-Konfiguration einen direkten Loser (2.B. Kapazitanzmatrix- 
Methode mit FACR bei glatter Bodentopographie und gleichmÃ¤ÃŸig Ausgangsgitter), 
kann so  ohne zusÃ¤tzliche Aufwand mit hÃ¶here Genauigkeit gerechnet werden. 
K ~ ( K , , , ~ , , )  
15.340 
12.413 
Dipolladungen anstelle von Punktladungen 
Ein Blick auf die Landmaske Abb. 1.5 zeigt es bereits: Die Landzungen und Inseln sind 
an einigen Stellen nur zwei Gitterpunkte breit, fÃ¼ die externen Dipolladungen bleibt kein 
MG-Konvergenzrate ~ M Q  
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Platz. Aber auch, wenn Randpunkte, die keine Dipolladung erlauben, in die Testrech- 
nungen nicht mit einbezogen werden, bringt der Dipol-Ansatz keine Verbesserungen ge- 
genÃ¼be den Punktladungen. Im Gegenteil, unabhÃ¤ngi von der Gewichtung a ist die 
Kondition der Kapazitanzmatrix K ( K ~ ~ ~ )  deutlich schlechter als K ( K ~ ~ " ) .  Dieser Effekt 
tritt auch auf, wenn der Operator & mit variierenden Koeffizienten durch den diskreten 
Laplace-Operator -An ersetzt wird. Die Geometrie ist zu unregelmÃ¤ÃŸi 
Da die Kapazitanzmatrix Kmon mit Punktladungen fÃ¼ BRIOS-1.1 ( 193 X 129) noch 
hantierbar ist, habe ich mich entschieden, den Dipolansatz nicht einzusetzen, ihn also 
vorerst auch nicht an variierende Koeffizienten anzupassen. Hier ist nÃ¤mlic zu beachten, 
dass fÃ¼ 
L = V[(' z ~ ~ ) ~ ] ~ + ( ~ i ) v ~ + ~  = in", u = g auf X& 
die LÃ¶sungsdarstellun mit Greenschen Funktionen (3.2) modifiziert werden muss. Es 
existiert (unter geeigneten Voraussetzungen) weiterhin eine Greensche Funktion Ga zum 
Operator L im Gebiete Cl. Die LÃ¶sun ist durch 




In der Ausgangskonfiguration wird die direkte CMM und der MG-Loser MUDPACK mit 
Standard-Grobgitter-Koeffizienten und W(2,l)-Zyklen eingesetzt. Die Details des MG- 
Loser werden in Abschnitt 2.4, ab S. 50, behandelt. Die StartnÃ¤herun fÃ¼ die Stromfunk- 
tion y wird vom vorhergehenden Zeitschritt Ã¼bernommen aber die Ladungsverteilung 
startet fÃ¼ jeden CMM-LÃ¶seraufru mit p = 0. Ebenso wird als Dirichlet-Randbedingung 
auf den InselrÃ¤nder 3Cl; = I J ~ L ~  9% mit Beginn jeden Zeitschritts \1f1& = 0 vorgege- 
ben. Die Anpassung der Inselrandwerte an die zeitliche Entwicklung der Zirkulation 
(siehe Abschnitt 1.1.3, S.  18) erfolgt also jeweils in einem groÃŸe Schritt und nicht als 
kleine Korrektur der alten Randwerte. 
Die Verbesserungen des CMM-Losers erfolgte in mehreren Schritten, wobei die fol- 
genden den grÃ–i3te Einfluss auf die Effizienz des elliptischen Losers haben. Die Auswir- 
kung auf die Rechenzeit sind in Tabelle 3.9 zusammengefasst. 
1. Die Ladungsverteilung p ( t - ~ t )  des vorhergehenden Zeitschritts wird als StartnÃ¤he 
rung Ã¼bernommen ebenso die Dirichlet-Randwerte y -,^ ( t  - A?) der InselrÃ¤nder 
Damit ist die alte Stromfunktion y(t - ~ t )  ein sehr guter Startwert fÃ¼ den ersten 
MG-LÃ¶seraufruf und das Zwischenergebnis ein sehr guter Startwert fÃ¼ den zwei- 
ten MG-LÃ¶seraufruf Die Zahl der MG-Zyklen insgesamt kann um gut ein Drittel 
reduziert werden. 
Der Schritt von der direkten zur iterativen CMM erhÃ¶h die Rechenzeit zwar leicht, 
aber nun wird die LÃ¶sun vor allem in RandnÃ¤h genauer bestimmt (vergl. Ab- 
schnitt 3.4.2). 
Die Effizienz des MG-Losers kann deutlich gesteigert werden, wenn die Grobgit- 
ter-Koeffizienten nach dem Schema (2.10), S. 57, von Alcouffe et al. [5] bestimmt 
werden. Die Modellrechnungen zu MG-Losern in Abschnitt 2.4.3 zeigen, dass 
die Grobgitter-Koeffizienten nach Alcouffe et al. zu einer verbesserten Konvergenz 
fÃ¼hre und insbesondere fÃ¼ die BRIOS-GLeichung V- anstelle von W-Zyklen 
erlauben (Tabelle 2.4, S .  58), was wiederum fÃ¼ die Parallelisierung gÃ¼nsti ist 
(Tabelle 2.6, S. 59). 
Tabelle 3.9: Auswirkung der Verbesserungen (Liste auf S. 99) des CMM-Losers auf die 
parallele Rechenzeit (Cray T3E) von BRIOS-1.1 (193 X 129), zum Vergleich die restliche Re- 
chenzeit je Zeitschritt. Es ist die gesamte Zahl der MG-Zyklen angegeben, die im Mittel pro 
Zeitschritt gerechnet werden. FÃ¼ die direkte CMM kommt ein Matrix-Vektor-Produkt mit 
K '  hinzu, fÃ¼ die iterative CMM ein Produkt je MG-Zyklus (mit Ausnahme des ersten). 
1 1  MG-Zyklen 1 1  Anzahl der Prozessoren 
* Zeit geschÃ¤tzt Das Modell benÃ¶tig mind. vier Proz. (je 128 MB Hauptspeicher). 
Die Werte fÃ¼ Zyklenzahl und Rechenzeit in Tabelle 3.9 sind vor allem als Anhalts- 
punkt dafÃ¼ zu verstehen, wieviel die Ã„nderunge bewirken. Die Anzahl der tatsÃ¤chlic 
benÃ¶tigte MG- bzw. CMM-Zyklen ist in der Startphase des Modells hÃ¶her bis sich die 
quasi-stationÃ¤r Stromfunktion eingestellt hat und Y nur auf kleineren Skalen variiert. 
Weiterhin beeinflusst die Konfiguration des Ozeanmodells, wie stark sich die Parameter 
in jedem Zeitschritt Ã¤ndern und damit, wie viele Zyklen zur Konvergenz des elliptischen 
Losers notwendig sind. Ein dritter entscheidender Punkt ist, welche Genauigkeit der el- 
liptische Loser Ã¼berhaup erzielen soll. 
Das Abbruchkriterium des MG-Losers ist die relative Ã„nderun der iterierten LÃ¶sun 
zum vorherigen Iterationsschritt 
Typ 
max V( l l ) ( i , j )  - y ~ ( ~ ~ - ' ) ( i ,  j ) l  
( i . j )â‚¬R < E. 
max ER,, Iz ( i , j ) l  
i , j ) e R i ,  
2. (iterativ) 
BRIOS-Zeitschritt (ohne eil. Loser) 
#It. 1 2 4 8 1 6  
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Dies Kriterium kann etwas schneller ausgewertet werden als die 12-Norm des Residuums 
und ist fÃ¼ praktische Anwendungen gut geeignet. Allerdings ergibt sich eine Schwierig- 
keit, wenn Loser verglichen werden sollen, denn ein Verfahren mit guter Konvergenzrate 
p nÃ¤her sich der LÃ¶sun in groI3eren Schritten als ein Verfahren mit mÃ¤Â§ig Konvergenz 
und ist bei Erreichen des Abbruchkriteriums (3.32) daher nÃ¤he an der exakten LÃ¶sung 
Dieser Effekt kommt vor allem bei der EinfÃ¼hrun der iterativen CMM zum tragen. 
In Kapitel 2 wurden einige serielle Loser mit Parallelisier~~ngsstrategien beschrieben. Al- 
len Verfahren ist gemeinsam, dass das parallele Programm von recht feiner GranularitÃ¤ 
ist, d.h. das VerhÃ¤ltni von Rechenarbeit zu Kommunikation ungÃ¼nsti ist. Im besten 
Fall wird zwischen zwei Kommunikationen auf jedem Teilgebiet z.B. ein Relaxations- 
schritt durchgefÃ¼hrt Einen alternativen Ansatz, der zu grÃ¶bere GranularitÃ¤ fÃ¼hrt bieten 
die Gebietszerlegungs-Verfahren, die ursprÃ¼nglic dazu dienten, Probleme in einem Ge- 
biet mit komplexer Geometrie auf Probleme in regelmÃ¤ÃŸig Teilgebieten zurÃ¼ckzufÃ¼hr 
(Schwarz 1870 [99]). Da auf mehreren Teilgebieten gleichzeitig ein elliptisches Problem 
gelÃ¶s wird, sind die Verfahren von hohes inhÃ¤rente ParallelitÃ¤ und die moderne Nume- 
rik konzentriert sich auf ihren Einsatz als parallele LÃ¶s~~ngsverfahren Einen sehr guten 
Ãœberblic Ã¼be den Stand der Entwicklung Mitte der neunziger Jahre bietet der Artikel 
von Chan und Mathew [36]. 
Der Schwerpunkt dieses Kapitels liegt mit der Schur-Komplement-Methode in Ab- 
schnitt 4.1 auf einer nicht-Ã¼berlappende Gebietszerlegung, denn eine einfache Ãœber 
schlagsrechnung zeigt, dass fÃ¼ kleine Gitter, wie sie in ozeanographischen Anwendungen 
auftreten, schon ein geringer ~ b e r l a p p  von ein, zwei Gitterpunkten einen relativ groÃŸe 
Mehraufwand nach sich zieht. Dieser Effekt wird noch dadurch verstÃ¤rkt dass die Teil- 
gebiete so klein sind, dass ein direkter Loser mit der KomplexitÃ¤ o(N:N,.) der lokale 
Loser der Wahl ist. Die aktuelle BRIOS-1. 1-Version (193 x 161-Gitter) beispielsweise 
wird auf 8 Prozessoren in Teilgebiete von 23 x 159 plus Interface und Rand zerlegt. Ein 
Punkt Ãœberlap fÃ¼hr zu 25 x 159-Teilgittern und damit zu 18% mehr Rechenoperationen 
des direkten Losers, zwei Punkte Ãœberlap sogar zu 38%. AuÃŸerde mÃ¼sse alle Punk- 
te des Uberlapps an das benachbarte Teilgebiet kommuniziert werden, wÃ¤hren fÃ¼ die 
Schur-Komplement-Methode nur Werte auf dem Interface ausgetauscht werden. 
Andererseits erfordern die nichtÃ¼berlappende Methoden gute Vorkonditionierer fÃ¼ 
das Interface-Problem, wÃ¤hren die Schwarz-Gebietszerlegungsverfahren mit Ãœberlap 
oft von sich aus robust sind. Die Mehrarbeit, die in die iiberlappenden Punkte investiert 
wird, kann auch als Vorkonditionierer fÃ¼ das entsprechende Interface-Problem aufge- 
fasst werden (BjGrstad und Widlund [22], Chan und Goovaerts 1331). Weil die Schwarz- 
Verfahren zudem einfach zu verstehen und zu implementieren sind, werden sie als alter- 
nativer Ansatz in Abschnitt 4.2 kurz eingefÃ¼hrt 
L,, = 
Abbildung 4.1: Zwei Gebietszerlegungen eines 25 x25-Gitters und die Besetzungsstrukturen 
des Operators 4, (5-Punkt-Stern), der gernÃ¤ der Gebietszerlegung angeordnet wird. 
4.1 Die Schur-Komplement-Methode 
Die Schur-Komplement-Methode baut auf einer Gebietszerlegung mit disjunkten Teilge- 
bieten auf. Das Gitter Rl,, auf dem die diskretisierte Gleichung 
gelÃ¶s werden soll, wird in disjunkte Teilgitter Rk,  k = 1 , .  . . , p, und ein Interface r aufge- 
teilt (siehe Abb. 4.1). Im Folgenden wird vereinfachend angenommen, dass das N,  X Ny- 
Gitter Rh in Teilgebiete T?/;,  k = 1 , .  . . , p, von identischer GrÃ¶i3 r ~ , ~  X riy zerlegt werden 
kann. Das Interface F umfasst Nr Gitterpunkte. 
Die elliptische Gleichung wird nun in Hinblick auf die Gebietszerlegung umgestellt 
wobei sich die Indizes 1 .2 . .  . . , p auf die Teilgebiete R l ,  . . . ,Rn beziehen, der Index T 
auf das Interface. Entsprechend beschreibt Gk, k = 1 .. . . , p ,  die lokale Wirkung des 
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Operators L), auf Rk und Lr die Kopplung des Teilgebietes mit dem Interface. Mit ei- 
ner Block-GauÃŸ-Eliminatio wird die LÃ¶sun auf dem Interface von den Teilgebieten 
entkoppelt 
mit dem Schur-Komplement 
D 
und der modifizierten rechten Seite auf dem Interface 
,I 
4.1.1 Die Schur-Komplement-Methode als direktes Verfahren 
Vorbereitung: Aufstellen des Schur-Komplements 
Die Schur-Komplement-Matrix (4.3) kann in einem vorbereitenden Schritt aufgestellt 
werden. Auf den Teilgebieten k = 1 , .  . . ,p wird dazu parallel i-f& Lr berechnet, 
indem fÃ¼ jede von Null verschiedene Spalte von &- lokal ein elliptisches Problem gelÃ¶s 
wird. Die Nr X Nr-Matrix S weist eine dÃ¼nnbesetzt Blockstruktur auf, wobei die BlÃ¶ck 
selbst dichtbesetzt sind und den einzelnen Abschnitten des Interface entsprechen, fÃ¼ ein 
Beispiel siehe Abb. 4.2. 
In moderat parallelen Anwendungen (bis zu Ca. 16 Prozessoren, je nach Anzahl Nr der 
Interface-Punkte) kann das Schur-Komplement S  als dichtbesetzte Matrix aufgefasst und 
vorab invertiert werden. Jeder Prozessor bekommt dann die Zeilen von S I  zugewiesen, 
die seinen benachbarten Interface-Punkten entsprechen. 
Der Schur-Komplement-Algorithmus 
1. Mit einem lokalen Loser wird parallel auf allen Teilgebieten 
gelÃ¶s und i-fkvk berechnet. 
n 
2. Kommunikation: Jeder Prozessor erhÃ¤l eine Kopie von fr = fr - &*V*. Dies 
k= 1 
kann einfach als globale Summe und anschlieÃŸende Broadcast (z.B. MPI-ALL- 
REDUCE) implementiert werden. FÃ¼ massiv parallele Anwendungen sollte man 
allerdings ausnutzen, dass an der Summe in jedem Interfacepunkt nur die jeweils 
benachbarten Teilgebiete beteiligt sind. 
Abbildung 4.2: a) Gebietszerlegung in 16 Teilgebiete fi, . . . ,Ri6 mit den Interface- 
Abschnitten I ,  . . . ,24 und den Interface-Schnittpunkten 25, . . . ,33. b) Die Blockstruktur 
der zugehÃ¶rige Schur-Komplement-Matrix (fÃ¼ Diskretisiemng mit einem 5-Punkt-Stern). 
Die dichtbesetzten BlÃ¶ck entsprechen den Interface-Abschnitten, die einzelnen Punkte den 
Interface-Schnittpunkten. Die MatrixblÃ¶ck zu den Interfaceabschnitten 8 und 18 sind schwarz 
markiert. 
P P- PP - P 
3. Die LÃ¶sun auf dem Interface 
wird parallel bestimmt. Wahlweise kann dabei Rechenaufwand oder Kommunika- 
tion minimiert werden. 
(a) (Kommunikation minimieren) Jedem Prozessor wurden in der Vorbereitungs- 
phase die Zeilen ( S I ) ,  von S 1  zugewiesen, die zu den Interface-Punkten 
auf seinem Teilgebietsrand dRk n r gehÃ¶ren Mit dem Matrix-Vektor-Produkt 
T l Ã ˆ k n  = (s - ' )~?~ sind die lokalen Randwerte u r  bekannt. 
(b) (Rechenaufwand minimieren) Mit der Methode (a) wird jeder Wert von ur 
doppelt auf benachbarten Prozessoren berechnet. Wenn jeder Prozessor nur 
die HÃ¤lft seiner Interface-Punkte berechnet und anschliessend mit den Nach- 
barprozessoren die fehlenden Werte austauscht, halbiert sich der Rechenauf- 
wand auf Kosten einer zusÃ¤tzliche Kommunikation. 
Man kann zudem in Betracht ziehen, dass z.B. Teilgebiete in einer Ecke des 
globalen Gebietes nur von zwei, Teilgebiete in der Mitte aber von vier Inter- 
facerÃ¤nder begrenzt werden. 
4. Parallel auf allen Teilgebieten berechnet ein lokaler Loser die gesuchte LÃ¶sun uh 
ur auf dRk n r, 
&kuk = .fk in Rk, uk = { gh aufdRknRh.  
In Anwendungen der GrÃ¶ÃŸenordnu von BRIOS-1.1 (1 93 X 16 1) auf 8 Prozessoren 
sind der zweite und dritte Schritt vernachlÃ¤ssigbar Man kann es sich sogar leisten, die 
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Werte von ur doppelt zu berechnen. FÃ¼ massiv parallele Anwendungen dominiert aber 
die Verschwendung von Speicherplatz und auch Rechenzeit durch das dichtbesetzte in- 
verse Schur-Komplement S ,  selbst wenn es auf die Prozessoren verteilt wird. 
4.1.2 Der lokale elliptische Loser auf den Teilgebieten 
In vielen ozeanographischen Anwendungen ist das globale horizontale Gitter aus nume- 
rischer Sicht relativ klein, so dass die Teilgebiete mit in etwa 50x 100 Punkten geradezu 
winzig werden. Bei der Wahl eines lokalen elliptischen Losers ist daher die asympto- 
tische KomplexitÃ¤ kein Entscheidungskriterium, wie der Vergleich der beiden Extreme 
MG-Loser (O(nxnY) Operationen) und direkter Loser ( ~ ( i ~ ~ n ~ ) )  zeigt. Weitere Verfahren 
habe ich in diesem Zusammenhang nicht betrachtet, aber es bleibt anzumerken, dass z.B. 
ein PCG-Loser auf ,,mittelgroÃŸen Gittern die Methode der Wahl sein kann, fÃ¼ Glei- 
chungen mit konstanten Koeffizienten auch ein FFT-Loser. 
Mehrgitter-Loser 
Da in der Anwendung im Ozeanmodell BRIOS auf jedem Teilgebiet sowohl unregelmÃ¤ÃŸ 
ge RÃ¤nde als auch stark variierende Koeffizienten behandelt werden mÃ¼ssen ist der ro- 
buste Black-Box-MG-Loser M G D ~ V  von de Zeeuw Methode der Wahl ( [ I  13, 1141, siehe 
auch Abschnitt 2.4). 
Auch bei exakt gleich groÃŸe Teilgebieten bedeutet die Wahl eines iterativen lokalen 
Losers immer, Last-Inbalance in Kauf zu nehmen, wenn die Koeffizienten der Differenti- 
algleichung variieren. In Tabelle 4.1 wird gezeigt, wie stark die Zahl der MGD9v-Zyklen 
von Teilgebiet zu Teilgebiet schwanken kann. 
Tabelle 4.1: Last-Inbalance mit dem MG-Loser M G D ~ V  auf den Teilgebieten fÃ¼ das 
BRIOS-1 .I-Modellproblem ( 1 9 3 ~  129) auf 16 Prozessoren (4x4 Prozessor-Topologie). Auf 
jedem Teilgebiet wird von der StartnÃ¤hemn I& = 0 bzw. & = V^ iteriert, bis das Residuum in 
der 12-Norm 1 0  unterschreitet. 
1 GrÃ¶ÃŸed 1 Anzahl der MG-Zyklen auf Teilgebiet Nr. 1 1 
Ein zweiter Nachteil eines lokalen MG-Losers besteht in der Forderung, dass die 
GitterlÃ¤nge nx und ny von der Form 2<7n.x.v + 1, C, 1 7 1 , ~ ~  E N, mit einer kleinen Grobgitter- 
dimension 1 ~ 1 ~  X iny sein mÃ¼ssen De Zeeuws Loser bietet hier die MÃ¶glichkeit das Gitter 
kÃ¼nstlic zu erweitern, indem die zusÃ¤tzliche Punkte mit dem IdentitÃ¤ts-Differenzen 
versehen werden. 
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FÃ¼ sehr kleine Teilgebiete erweist sich ein direkter Loser (Abschnitt 2.1.1) als Verfahren 
der Wahl, denn 
der Rechenaufwand w 2 n S y  = O(n:ny) wird von einer sehr kleinen Konstante be- 
stimmt, 
mit LAPACK stehen sehr effiziente, portable Routinen zur VerfÃ¼gung 
sofern die Teilgebiete gleich groÃ sind, ist Last-Balance automatisch garantiert, 
die aufwendige Vorbereitung (LU-Zerlegung) fallt nur einmal im gesamten Zeit- 
schrittverfahren an (wichtig fÃ¼ Ozeanmodelle). 
Ein Blick auf den Rechenaufwand von w 2nzizj, Operationen zeigt, dass es gÃ¼nsti st, 
die Teilgebiete mÃ¶glichs schmal in X-Richtung zu wÃ¤hlen Andererseits wird das Inter- 
face r und damit die Schur-Komplement-Matrix S mit Nr x Nr um so grÃ¶ÃŸe j  mehr 
die Teilgebiete von einer quadratischen Form abweichen. Das Optimierungsproblem, die 
Summe der Rechenoperationen vom lokalen Loser und dem Matrix-Vektor-Produkt mit 
s zu minimieren, entspricht der Aufgabe, die Matrix des diskreten Differentialopera- 
tors 4, so zu sortieren, dass Fill-In minimiert wird, siehe Abb. 4.1. In Tabelle 4.2 wird 
der Effekt verschiedener Gebietszerlegungen fÃ¼ das konkrete BRIOS-Beispiel durchge- 
rechnet. 
Tabelle 4.2: Anzahl der Rechenoperationen der Schur-Komplement-Methode (lokal di- 
rekter Loser) mit 16 Prozessoren in AbhÃ¤ngigkei von der Prozessor-Topologie (gobales 
193 x 16 1 -Gitter mit periodischem Rand in ^-Richtung). Das inverse Schur-Komplement 
wird gleichmÃ¤ÃŸ nach Schritt 3.(b) auf die Prozessoren verteilt. Als gÃ¼nstigst Gebietszerle- 
gung erweist sich die Aufteilung 8 x 2. 
Anzahl Rechenoperationen je Prozessor 
lokal. Loser 1 Schur-Komp. 
lÃ£4 Schritt 1 3. Schritt 
337- 103 170- 1 o3 
174.10~ 90 .10~ 
87 .10~ 132-103 
insgesamt 
Â 1 .-4. 
1.778-103 
845-103 
437- 1 o3 
306-103 
488-103 
4.1.3 Numerische Ergebnisse fÃ¼ das direkte Verfahren 
Numerische Ergebnisse: Das Poisson-Modellproblem 
Als einfachstes Modellproblem wird die Poissongleichung 
A / , ~ q , = l  inRh, u / . = 0  aufdRl, 
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auf einem Rechteckgitter R/, von 129x 129 sowie 257x257 Punkten parallel gelÃ¶st Die 
Schur-Komplement-Methode habe ich nach dem Algorithmus auf S. 104 sehr einfach 
implementiert: mit einer MPILALLREDUCE-Kommunikation im zweiten Schritt des Al- 
gorithmus bekommen alle Prozessoren eine Kopie der modifizierten rechten Seite f r  auf 
dem Interface. Jeder Prozessor speichert alle Zeilen des inversen Schur-Komplements, 
die seinen Interface-Punkten entsprechen und berechnet nach 3.(a) alle Werte von ur auf 
dRk n r selbst. Obwohl unnÃ¶ti viel gerechnet wird, fallen die Schritte 2. und 3. kaum 
ins Gewicht. 
Die Zeiten fÃ¼ die Schur-Komplement-Methode mit lokalem MG-Loser sind in Ta- 
belle 4.3 aufgelistet, mit lokalem direkten Loser in Tabelle 4.4. FÃ¼ die betrachteten 
GrÃ¶ÃŸenordnung ist der direkte Loser deutlich Ã¼berlegen ur fÃ¼ das 257 X 257-Gitter 
Ã¼bersteig sein Speicherbedarf die verfÃ¼gbare Ressourcen auf der Cray T3E des AWI. 
Auch fÃ¼ die etwas kleineren Gitter im Bereich 129x 129 wird sein Performance-Vorteil 
gegenÃ¼be dem MG-Loser mit viel Arbeitsspeicher teuer erkauft. 
Tabelle 4.3: Rechenzeit auf der Cray T3E 600 fÃ¼ die parallele LÃ¶sun des Modellproblems 
(4.6) mit Schur-Komplement-Methode und lokalem MG-Loser MGD9V. Die Vorbereitungs- 
zeit liegt zwischen 8 s und 3 min. 
Der im letzten Abschnitt diskutierte Effekt der Gebietszerlegung auf den Rechen- 
aufwand des direkten Losers einerseits und der GroÃŸ des Interface andererseits wird in 
Tabelle 4.4 an einigen Beispielen deutlich. 
Abbildung 4.3 stellt abschlieÃŸen den erzielten Speedup graphisch dar. FÃ¼ den loka- 
len MG-Loser erreicht man wie zu erwarten in etwa den halben theoretischen Speedup, 
denn im Vergleich zum seriellen Loser wird auf jedem Teilgebiet zweimal eine elliptische 
Gleichung gelÃ¶s mit einem Rechenaufwand von O(nxny).  Wenn also eine Gebietszer- 
legung auf P = pxpy Prozessoren erfolgt, mithin nx = N J p x  und ny = Ny/py,  und der 




129 X 129 
257 X 257 
2 
2const nxny = - const NxNy 
P- 
# op. seriell 
Operationen erforderlich gegenÃ¼be const NxNy im seriellen Programm. 
Mit dem lokalen direkten Loser wird der Speedup superlinear. Dieser Effekt wird 
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Tabelle 4.4: Rechenzeit auf der Cray T3E 600 fÃ¼ die parallele LÃ¶sun des Modellproblems 
(4.6) mit Schur-Komplement-Methode und lokalem direktem LAPACK-Loser SGBTRS. Die 
Vorbereitungszeit liegt zwischen 3 s und 35 s 
globales 11 1 
Gitter 
169 ms 
Anzahl der Prozessoren, Prozessor-Topologie Schur- 
2 4 8 16 Algor. 
2 x 1  2 x 2  4 x 1  4 x 2  8 x 1  4 x 4  8 x 2  Schritt 
97 ms 50 ms 34ms 
1 ms 1 ms 2ms  
127 253 381 505 889 753 1009 Nr 
660ms 340ms 200ms 110ms 81ms 57ms 44ms x 1 . 4 .  
3 ms 3 ms 8 ms 6 ms 17 ms 8 ms 11 ms 2.+3.(a) 
255 509 765 1017 1785 1527 2033 Nr 
Â¥ Der benÃ¶tigt Speicher Ã¼bersteig den verfÃ¼gbare Hauptspeicher (128 MB) auf einem 
Prozessor der Cray T3E des AWI 
der auf jedem Teilgebiet in etwa 
# Op. seriell 
Rechenschritte ausfÃ¼hrt Fazit: das serielle Programm kann beschleunigt werden, indem 
der parallele Algorithmus Ã¼bertrage wird. 
Numerische Ergebnisse: Das BRIOS-1.1-Modellproblem 
FÃ¼ beide Konfiguration von BRIOS-1.1 (193 X 129 und 193 X 161) hat sich die direkte 
Schur-Komplement-Methode mit direktem LAPACK-Loser auf den Teilgebieten als die 
Methode der Wahl erwiesen. FÃ¼ beide Versionen wird das in Abschnitt 1.2.4 beschrie- 
bene Modellproblem mit variierenden Koeffizienten, Landmaske und periodischem Rand 
gelost. Sowohl fÃ¼ den lokale MG-Loser als auch den direkte Loser werden die Teilge- 
biete jeweils optimal geschnitten, d.h. im ersten Fall werden die Gebiete eher quadratisch 
(mit im Zweifel lÃ¤ngere Kante in X- als in y-Richtung), im zweiten Fall eher schmal in 
^-Richtung. 
Einziger Wermutstropfen ist dabei, dass mit dem 193 X 161-Gitter auf 16 Prozesso- 
ren die Grenzen der direkten Schur-Komplement-Methode ausgelotet sind. Der nÃ¤chst 
Schritt muss also die Implementierung einer effizienten iterativen Version ohne Speicher- 
verbrauch durch das dichtbesetzte inverse Schur-Komplement sein. 
Das direkte Schur-Komplement-Verfahren, die Implementierung im Ozeanmodell 
BRIOS und die Rechenzeiten zu Poisson- und BRIOS-Modellproblemen habe ich auf 
dem Cray T3E Nutzertreffen 1998 am AWI [I031 und auf der Konferenz IMMB'98, Nij- 
megen, [93] vorgestellt. 
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Globales Gitter: 0 65x65, o 129x 129, * 257x257 
-Theoretischer Speedup 
Abbildung 4.3: Paralleler Speedup der Schur-Komplement-Methode fÃ¼ das Poisson- 
Modellproblem (4.6) a) mit lokalem MG-Loser M G D ~ V ,  b) lokalem direkten LAPACK-Loser 
SGBTRS. Der direkte Loser benÃ¶tig auf dem 257x257-Gitter mehr Speicher als zur VerfÃ¼gun 
steht, deswegen wird auf einem Prozessor die Zeit des MG-Losers angesetzt. Der superlineare 
Speedup ist ein kÃ¼nstliche Effekt, der auf den lokalen Rechenaufwand von O(Ã§?Ã§, zurÃ¼ck 
zufÃ¼hre ist. 
4.1.4 Die Schur-Komplement-Methode als iteratives Verfahren 
Das Matrix-Vektorprodukt mit dem Schur-Komplement S kann nach der Definition (4.3) 
berechnet werden, indem auf jedem Teilgebiet ein elliptisches Problem &L&' Urx ge- 
lÃ¶s wird. Die LÃ¶sun auf dem Interface uy = S *  f r  (4.5) kann also mit einem CG- 
Verfahren bestimmt werden, ohne dass nach aufwendiger Vorbereitung und mit viel Spei- 
cherplatz S explizit bekannt ist. Allerdings wiichst die Kondition des Schur-Komplements 
mit K ( S )  = O ( h l )  bei fester Gebietszerlegung und Diskretisierung 17 Ã‘ 0 (Bjorstad und 
Widlund [21]), so dass eine gute Vorkonditionierung des CG-Verfahrens ~~nerliisslich ist. 
Verschiedene Techniken zur Vorkonditionierung stammen z.B. von Dryja [44] (Eigen- 
wertzerlegung), Bjorstad und Widlund [21] (Neumann-Dirichlet), Bourgat, Glowinksi, 
Le Tallec und Vidrascu [26] (Neumann-Neumann), fÃ¼ eine ~ b e r s i c h t  siehe auch Chan 
und Mathew [36]. Diese Vorkonditionierer sind optimal in dem Sinne. dass die Kondition 
K(MS)  = O ( 1 )  unabhÃ¤ngi von der Diskretisierung h wird. aber sie reagieren empfind- 
lich auf variierende Koeffizienten und die Gebietsgeometrie. FÃ¼ Anwendungen wie das 
Ozeanmodell BRIOS scheint eine weitere Technik vielversprechend. 
Der Probing-Vorkonditionierer 
Der Probing-Vorkonditionierer (siehe Chan und Mathew [35]) als tridiagonale Approxi- 
mation des Schur-Komplements fÃ¼hr dagegen nur auf K ( M ~ S )  = ~ ( h ' - / ~ ) .  ist aber i.A. 
Tabelle 4.5: Rechenzeiten auf der Cray T3E600 fÃ¼ den Schur-Komplement-Loser mit 
MG- und direktem (DS) Loser auf den Teilgebieten und zum Vergleich den restlichen 
BRIOS-Zeitschritt. Die mit * markierten Zeiten sind geschÃ¤tzt denn die kleine BRIOS-1.1- 
Konfiguration benÃ¶tig den Hauptspeicher von mindestens 4 Cray T3E-Prozessoren & 128 
MByte, die groÃŸ den Speicher von mindestens 8 Prozessoren. 
Anzahl der Prozessoren 
a) BRIOS-1.1 mit 193 X 129-Gitter 
Anzahl der Prozessoren 
b) BRIOS-l . l  mit 193x 161-Gitter 
wesentlich robuster in Bezug auf variierende Koeffizienten und Gebietsgeometrie. 
FÃ¼ ein einfaches Interface-Problem mit zwei Teilgebieten liegt die Grundidee darin, 
das Schur-Komplement durch eine tridiagonale Matrix zu approximieren (fÃ¼ eine Ge- 
bietszerlegung mit Interface-Schnittpunkten siehe Chan und Mathew [34]). Dieser An- 
satz ist sinnvoll, denn das Schur-Komplement ist strikt diagonaldominant und die Werte 
auf den Nebendiagonalen sinken rapide mit wachsendem Abstand zur Hauptdiagonalen. 
FÃ¼ das Poisson-Modellproblem und eine regelmaBige Gebietszerlegung kann 
gezeigt werden. 
Das Schur-Komplement oder auch nur die Tridiagonal-Elemente direkt auszurechnen 
ist in vielen FÃ¤lle zu aufwendig. Aus drei Matrix-Vektor-Produkten 
die indirekt mit Hilfe der Definition S = L[-Y - ~ & ~ h i , ~ A ~  (4.3) berechnet werden, 
ergibt sich bereits eine gute tridiagonale Approximation von S und als Vorkonditionierung 
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kann 
MV :== 
gewÃ¤hl werden. Meist ist M p  sogar ein besserer Vorkonditionierer als die Tridiagonal- 
elemente des Schur-Komplements selbst (bzw. ihr Inverses), denn in Mp ist indirekt auch 
der Einfluss der Ã¤uÃŸer Diagonalelemente berÃ¼cksichtigt 
4.1.5 Ãœberlegunge zu einem neuen ILU-Vorkonditionierer 
In numerischen Ozeanmodellen hat man den Vorteil, fast beliebig viel Zeit in die Vorbe- 
reitung stecken zu kÃ¶nnen Zugleich sind die Gitter i.A. eher klein, so dass es mÃ¶glic 
ist, das Schur-Komplement im Ganzen zu berechnen. Ich bin der Ansicht, dass man 
diesen Vorteil ausnutzen sollte, indem z.B. eine unvollstandige Faktorisierung (ILU) ex- 
plizit aufgestellt wird, denn so kann man die Blockstruktur (Abb. 4.2) und den Einfluss 
der Geometrie (Kopplung der Interface-Punkte sinkt rapide mit der Entfernung) optimal 
ausnutzen. 
FÃ¼ eine Streifenaufteilung wie in Abb. 4.1 (rechts) sind die uberlegungen besonders 
einfach, das Schur-Komplement ist von block-tridiagonaler. Struktur 
= 1%) bzw. mit periodischen Rand S = 
Die EintrÃ¤g der schwarz markierten Blockmatrizen auf der Diagonalen sind im Betrag 
um ein Vielfaches grÃ¶ÃŸ als die EintrÃ¤g der NebendiagonalblÃ¶cke Der Unterschied ist 
aber um so geringer, je schmaler die Streifen der Gebietszerlegung sind. Alle BlÃ¶ck 
sind diagonaldominant, die schwarzen DiagonalblÃ¶ck sogar strikt diagonaldominant mit 
schnell abnehmenden Werten abseits der Hauptdiagonalen. 
Es liegt also nahe, eine unvollstandige Faktorisierung aufzustellen, bei der in den 
HauptdiagonalblÃ¶cke mehr Fill-In zugelassen wird als in den restlichen BlÃ¶cke oder 
sogar ausschlieÃŸlic die HauptdiagonalblÃ¶ck berÃ¼cksichtig werden. 
Modellrechnungen fÃ¼ BRIOS-1.1 
Ausgangspunkt ist wieder die elliptische Gleichung (1.8) aus BRIOS-1.1 (193x 161- 
Gitter) mit variierenden Koeffizienten (Abb. 1.8a,b), Landmaske (Abb. 1.6), periodischen 
Randbedingungen in Ost-West-Richtung und rechter Seite wie in (1.12) definiert. Das 
Gebiet wird in Streifen in Nord-SÃ¼d-Richtun zerlegt, der periodische Rand bildet einen 
Interface-Abschnitt. Das Schur-Komplement weist also die in (4.8) skizzierte blockzy- 
klische Struktur auf. 
FÃ¼ erste Modellrechnungen wird das Schur-Komplement und seine LU-Faktorisie- 
rung vollstÃ¤ndi aufgestellt. In einem zweiten Schritt werden fast alle EintrÃ¤g der  LU- 
Zerlegung auf Null gesetzt und die so entstandene unvollstÃ¤ndig Zerlegung als Vorkon- 
ditionierer in einem CG-Verfahren zur LÃ¶sun der Schur-Komplement-Gleichung (4.5) 
Sur = fr eingesetzt. 
Tabelle 4.6: Iterationszahl cit des PCG-Verfahrens und Kondition K(ML"S) des vorkon- 
ditionierten Systems in AbhÃ¤ngigkei vom Fill-In des ILU-Vorkonditionierers. Die Schur- 
Komplement-Gleichung SLQ- = fr wird fÃ¼ die elliptische Gleichung (1.8) in BRIOS-1.1 
(193 X 161) mit Streifenaufteilung gelÃ¶st Abbruchkriterium des PCG-Losers: 12-Norm des 
Residuums kleiner als 10-7. 
In der Tabelle 4.6 sind die Kondition des so vorkonditionierten Systems und die An- 
zahl der Iterationsschritte fÃ¼ verschiedene Muster der ILU-Zerlegung angegeben. Auf je 
mehr Prozessoren das globale Gitter verteilt wird, desto schmaler werden die Teilgebiete 
und desto wichtiger ist ausreichender Fill-In in den Nebendiagonalblocken fÃ¼ den Effekt 
der Vorkonditionierung. Zugleich verliert die Bandbreite des ILU-Hauptdiagonalblocks 
an Einfluss. 
Da das globale Rechteckgitter eine Landmaske enthÃ¤lt ist der auf das Rechteck erwei- 
terte diskretisierte elliptische Operator nicht exakt symmetrisch, entsprechend ist auch 
das Schur-Komplement S und der ILU-Vorkonditionierer leicht unsymmetrisch. Trotz- 
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dem habe ich mich zunÃ¤chs fÃ¼ einen CG-LÃ¶se entschieden, der tatsÃ¤chlic noch recht 
gut konvergiert. Sn einem nÃ¤chste Schritt sollte geprÃ¼f werden, ob mit verwandten Ver- 
fahren fÃ¼ unsymmetrische Probleme (z.B. GMRES) eine bessere Konvergenz erzielt wer- 
den kann. 
Ausblick 
Die skizzierte Methode steht erst am Anfang, sie sollte weiter ausgebaut werden. Die 
erzielten Sterationszahlen sind teilweise noch inakzeptabel hoch, wobei auch genau un- 
tersucht werden muss, mit welcher Genauigkeit die Schur-Komplement-Gleichung Ã¼ber 
haupt gelÃ¶s werden muss, um global ein vorgegebenes Residuum zu erreichen. 
Die bisherigen Modellrechnungen wurden seriell ausgefÃ¼hrt Wenn Fill-Sn nur in den 
HauptdiagonalblÃ¶cke zugelassen wird, kann problemlos parallel vorkonditioniert wer- 
den, kompliziert wird es, sobald fÃ¼ schmale Teilgebiete auch die Nebendiagonalblocke 
einbezogen werden sollen. 
Ferner ist zu untersuchen, wie Gebietszerlegungen mit Interface-Schnittpunkten be- 
handelt werden kÃ¶nnen denn in diesem Fall ist die Struktur des Schur-Komplements 
komplizierter und starke Kopplung (eng benachbarte Interface-Punkte) tritt nicht nur in- 
nerhalb der einzelnen MatsixblÃ¶ck auf. Wieder stellt sich die Frage der Parallelisierung, 
und es steht der Vergleich zu den anderen Vorkonditionierungs-Techniken aus. 
4.1.6 Rechenaufwand der direkten und der iterativen 
Schur-Komplement-Methode 
Mit steigender GittesgrÃ¶Ã oder massiveres Parallelisierung ist das iterative Verfahren dem 
direkten nicht nur in Hinblick auf den Speicherbedarf, sondern auch auf die Zahl der 
Rechenoperationen Ã¼berlegen Sm Folgenden wird der Rechenaufwand fÃ¼ die LÃ¶sun 
von 
fÃ¼ den direkten Ansatz (ur = ~- ' f , - )  und fÃ¼ ein iteratives Verfahren (mit zwei ver- 
schiedenen AnsÃ¤tzen Sx auszuwerten) verglichen. Dabei werden der Kommunikations- 
aufwand und kleinere Rechnungen (z.B. Abbildungen wie kk) in erster NÃ¤herun ver- 
nachlÃ¤ssigt Ausgangspunkt sind die Parameter 
Globales Gitter Rlt mit N y  X Ny Punkten, 
e Prozessor-Topologie P,,. X py ,  insgesamt P = pxpy Prozessoren, 
e Lokale Gitter Rk, k = 1; .  . . ,P, der GrÃ¶Ã izx X f z y  mit 
e Interface mit Nr Punkten, fÃ¼ nicht-periodische Randbedingungen gilt 
Vereinfachend wird davon ausgegangen, dass die Gebietszerlegung in exakt gleich groi3e 
Teilgebiete mÃ¶glic ist. Neben dem Speicherbedarf und der Anzahl der Rechenoperatio- 
nen im allgemeinen Fall werden jeweils zwei SpezialfÃ¤ll betrachtet 
1. Sehr grol3es Gitter Nx> Ny >> P  und massiv parallel mit p  := px = p), = @ >> 1, d.h. 
es kann ( P  - 1) / p  C 1 und Nx,y - p  z NrbY abgeschÃ¤tz werden. 
2 .  Streifenaufteilung mit px = P und p\, = 1. 
Die Blockstruktur der Schur-Komplement-Matrix S ist in Abb. 4 .2 ,  S ,  105, fÃ¼ eine Auf- 
teilung in 4 X 4  Teilgebiete skizziert, Formel (4.8), s. 112 zeigt S fÃ¼ eine Streifenauftei- 
lung. 
Direktes Verfahren 
FÃ¼ das direkte Verfahren wird das dichtbesetzte inverse Schur-Komplement S- ' streifen- 
weise auf die Prozessoren verteilt. Jedes Prozessor erhÃ¤l mindestens (je nach Aufteilung) 
N; /P  der insgesamt N; Matrixelemente und muss N ; / P  Operationen ausfÃ¼hren so  dass 
sich als lokaler Speicherbedarf und Rechenaufwand 
im 1. Fall (groÃŸe Gitter, massiv parallel) 
im 2. Fall (Streifenaufteilung) 
ergibt. 
Iteratives Verfahren mit indirekter Berechnung von Sx mit elliptischen Problemen 
auf den Teilgebieten 
FÃ¼ ein iteratives Verfahren mul3 wiederholt ein Matrix-Vektor-Produkt Sx berechnet wer- 
den. Dies kann indirekt Ã¼be die Definition Sx = hr - h k ~ ~ '  &- x geschehen, in- ( ) 
dem auf jedem Teilgebiet Rk ein eIIiptisches Problem gelÃ¶s wird. FÃ¼ das Schurkomple- 
ment entsteht so kein Speicherbedarf, das Produkt Sx wird mit ca. 2~2.:71~ (direkter Loser) 
bzw. 0 ( i t x i z y )  z CMG nxny (MG-Loser) Operationen je Prozessor ausgewertet, also 
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im 1. Fall (grofies Gitter, massiv parallel) 
im 2. Fall (Streifenaufteilung) 
Der direkte lokale Loser profitiert von der Streifenaufteilung, wÃ¤hren der MG-Loser 
von der Gebietszerlegung unabhÃ¤ngi bleibt und Ã¼be den Daumen gepeilt gÃ¼nstige ist, 
sobald Nx/pl  > icMG gilt. Man muss zudem im Auge behalten, dass die Streifenauftcilung 
mehr Interfacepunkte und damit mehr Kommunikation und grÃ¶ÃŸer Aufwand fÃ¼ die 
Vorkonditionierung nach sich zieht. Der ILU-Vorkonditionierer kann mit 
im 1. Fall (groÃŸe Gitter, massiv parallel) 
im 2. Fall (Streifenaufteilung) 
Operationen angesetzt werden und ist damit in der Regel gegenÃ¼be den elliptischen Teil- 
problemen vernachlÃ¤ssigbar 
Mit steigender Prozessorzahl sinkt der Rechenaufwa3d je Prozessor, wÃ¤hren er fÃ¼ 
die direkte LÃ¶sun ur = s-'fr im besten Fall konstant bleibt. FÃ¼ ein quadratisches 
N X N-Gitter und lokalem MG-Loser ist der Gleichgewichtspunkt bei p  $cMGcit Pro- 
zessoren erreicht (vom Speicherbedarf fÃ¼ s-' ganz abgesehen). Bei Streifenaufteilung 
und direktem lokalem Loser wird ab 
das iterative Verfahren gÃ¼nstiger 
Iteratives Verfahren mit direkter Berechnung von Sx 
Die Schur-Komplement-Matrix weist eine dÃ¼nnbesetzt Struktur dichtbesetzter Block- 
matrizen auf (vergl. Abb. 4.2) und es stellt sich die Frage, ob Sx nicht effizienter direkt 
Abbildung 4.4: Die Gebietszerlegung kann auch rekursiv in einer mehrgitterartigen Stmk- 
tur erfolgen, Irn skizzierten Beispiel werden auf jeder Ebenejeweils zwei Teilgebiete gebildet. 
ausgewertet werden kann. Die Beschreibung der allgemeinen Struktur von S fÃ¼hr auf 
eine Reihe von Fallunterscheidungen, deshalb werden nur die beiden Spezialfalle nÃ¤he 
ins Auge gefasst. 
1. Fall: Fast alle Teilgebiete Rk werden an allen vier Seiten vom Interface r begrenzt. 
Eine einfache Implementierung, die zumindest fÃ¼ diese inneren Teilgebiete Lastbalance 
beinhaltet, besteht darin, jeden Prozessor die Werte von Sx z.B. auf seinem Nord- und 
Ost-Rand berechnen zu lassen. In Abb. 4.2 entspricht das z.B. fÃ¼ Rio den Interface- 
Abschnitten 8 und 18 sowie den Schnittpunkten 29 und 28 oder 32. Ein Interface- 
Abschnitt mitten im Gitter wechselwirkt mit sechs weiteren Abschnitten, von denen er nur 
durch Schnittpunkte getrennt ist, und wird durch sieben Blockmatrizen bestimmt: dem 
nx X nx-Diagonalblock (waagerechter Abschnitt, sonst ny X ny), zwei weiteren nx X nx- 
BlÃ¶cke (ny X n),) und vier nx X ny-BlÃ¶cke (ny X nx). Insgesamt bedeutet das einen loka- 
len Speicherbedarf und Rechenaufwand von 
der in einem Ã¤hnliche Rahmen liegt wie die (cMGNXNy) / P  Operationen des lokalen MG- 
LÃ¶sers 
2. Fall: Das Schur-Komplement einer Streifenaufteilung ist als blocktridiagonale Ma- 
trix mit N), X N),-BlÃ¶cke von einfacherer Struktur. Wenn jeder Prozessor (mit Ausnahme 
des letzten) Sx auf seinem Ã¶stliche Interface-Rand berechnet und die dafÃ¼ notwendigen 
drei Matrix-BlÃ¶ck (nur zwei fÃ¼ den ersten und vorletzten Prozessor), hÃ¤lt benÃ¶tig man 
3 ~ ;  lokale Rechenoperationen und Speicher und damit in den meisten FÃ¤lle mehr als 
die 2 ( N ~ N ~ )  / p 2  Operationen des direkten lokalen LÃ¶sers 
Direktes Verfahren mit Mehrgitter-Struktur 
Dieser Ansatz bildet quasi einen Mittelweg zwischen dem direkten und dem iterativen 
Verfahren. Mein Vorschlag besteht darin, in einem ersten Schritt das globale Gitter 
nur in wenige Teilgebiete zu zerschneiden, so dass die zugehÃ¶rig Schur-Komplement- 
Gleichung noch gut direkt gelÃ¶s werden kann. Jedes Teilproblem wird dann wiederum 
parallel mit dem direkten Schur-Komplement-Verfahren gelÃ¶st Ein Beispiel ist in Abb. 
4.4 skizziert. Die Anzahl der lokalen LÃ¶seraufruf auf den kleinsten Teilgebieten verdop- 
pelt sich mit jeder Ebene, die hinzukommt. Die ursprÃ¼nglich direkte Version benÃ¶tig 
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zwei Aufrufe der lokalen Loser, mit der ersten ,,GrobgitterN-Ebene sind vier, mit der fol- 
genden acht usw. elliptische Probleme auf den kleinsten Teilgebieten zu berechnen. 
Das gesamte Interface wird nun nicht von einer Schur-Komplement-Matrix der Di- 
mension N y  X Nr reprÃ¤sentiert sondern von mehreren kleineren Nn. X Nyk Matrizen ~ ( ~ 1 ,  
k = 1.. . . , K verteilt auf die Ebenen der Mehrgitter-Struktur. Die Anzahl der Interface- 
Punkte ist dabei identisch, aber der Speicher- und Rechenaufwand fÃ¼ das Schur-Kom- 
plement-Problem wird deutlich reduziert 
Auf eine AbschÃ¤tzun der Rechenoperationen in jedem Spezialfall verzichte ich an 
dieser Stelle, denn es spielen zu viele Faktoren eine Rolle. Je nach GebietsgrÃ¶ÃŸ lokalem 
Loser und Rechnerarchitektur kann es gÃ¼nstige sein, jeweils nur zwei Gebiete zusam- 
menzufassen und eine Mehrgitter-Struktur mit vielen Ebenen zu erhalten (also oft lokal 
zu lÃ¶se und viele kleine Portionen zu kommunizieren), oder eine flache Hierarchie mit 
wenigen groÃŸe Schur-Komplement-Matrizen und wenigen lokalen LÃ¶seraufrufen 
Zusammenfassung 
Die Ãœberschlagsrechnunge zur Zahl der Rechenoperationen sind nicht mehr als ein Leit- 
faden, der zeigt, das fÃ¼ ein kleines Gitter auf wenigen Prozessoren das direkte, fÃ¼ groÃŸ 
Gitter auf einem massiv parallelen Rechnersystem das iterative Verfahren gewÃ¤hl wer- 
den sollte. Klar ist, dass es sich nicht lohnt, die Schur-Komplement-Matrix mit ihrer 
Blockstruktur explizit aufzustellen, um dann doch iterativ zu rechnen. Alles andere hÃ¤ng 
stark vom verwendeten lokalen Loser, dem Vorkonditionierer der iterativen Version und 
nicht zuletzt von der verwendeten Rechnerarchitektur ab. Auf der sicheren Seite ist man 
also erst, wenn man fÃ¼ das konkrete Problem Vergleichsrechnungen durchfÃ¼hre kann. 
4.2 Schwarz-Gebietszerlegungsmethoden 
Die Schwarz-Gebietszerlegungsmethoden gehen auf eine iterative Losungsmethode der 
Poissongleichung auf zusammengesetzten Gebieten zurÃ¼ck die schon 1870 von Schwarz 
[99] entwickelt wurde. Sie kÃ¶nne als eigenstÃ¤ndig Iterationsverfahren eingesetzt wer- 
den, aber am effizientesten ist ihr Einsatz als Vorkonditionierer im CG-Verfahren, das 
selbst gut parallelisierbar ist (siehe Abschnitt 2.3, S. 48). 
WÃ¤hren die Schur-Komplement-Methode mit disjunkten Teilgebieten arbeitet, set- 
zen die Schwarz-Gebietszerlegungsn~ethoden Ã¼berlappend Teilgebiete voraus, auf de- 
nen jeweils lokal die elliptische Gleichung gelÃ¶s wird. Die additive Schwarz-Methode 
ist hochgradig parallel, aber die Kopplung besteht lediglich in der Addition der TeillÃ¶sun 
gen im Ãœberlappungsbereich entsprechend ist die Konvergenz nicht optimal. Die Kon- 
vergenz kann mit der multiplikativen Schwarz-Methode auf Kosten der ParallelitÃ¤ ver- 
bessert werden: die Teilgebiete werden sukzessive abgearbeitet (ein Vier-Farben-Schema 
stellt die ParallelitÃ¤ teilweise wieder her). Optimale Konvergenz erreicht man mit einer 
zusÃ¤tzliche Grobgitterkorrektur. Die drei Varianten werden in den Abschnitten 4.2.1, 
4.2.2 und 4.2.3 skizziert. Eine ausfÃ¼hrlich Darstellung bietet z.B. das Buch von Smith, 
Bjgrstad und Gropp [100]. 
Modellrechnungen zu mit den Schwarz-Methoden fÃ¼ das Poissonproblem und el- 
liptische Gleichungen mit unstetigen Koeffizienten hat T. StÃ¶rtkuh [I041 im Rahmen 
des Parallel-Projekts am Rechenzentrum des AWI durchgefÃ¼hrt Es wurden die Konver- 
genzraten des additiven, multiplikativen und hybriden Verfahrens fÃ¼ verschiedene Kon- 
figurationen (Breite des Ãœberlapps Grobgitter-Korrektur mit verschiedenen Prolongatio- 
nenmestriktionen) verglichen. 
4.2.1 Die additive Schwarz-Methode 
Ausgangspunkt ist wieder das lineare Gleichungssystem der diskretisierten elliptischen 
Differentialgleichung 
L u  = f in G. LL = g auf 3G (@J) 
auf einem Nx X Ny-Rechteckgitter G mit Gitterweite h ', das in Np Teilgitter G; der 
GrÃ¶Ã 0 ( H )  aufgeteilt wird. Zwei benachbarte Teilgebiete Gi Ã¼berlappe jeweils in ei- 
nem Streifen von Ã = 0 ( l )  Gitterpunkten Breite. Die Restriktionsmatrizen Ri : G Ã‘> G,, 
i = 1, .  . . ,Nil, und die zugehÃ¶rige Prolongationsmatrizen Pi == R: sind als einfache Pro- 
jektionen definiert. Im Iterationsverfahren wird das globale Residuum 
i- := Lu- f 
lokal auf die Teilprobleme 
J^Xi  = i'i in G,, xi = 0 auf 3Gi, i = I , .  . . ,Np, (4.9) 
mit ri := Rii- und dem Operator L, := RiLR: Ã¼bertragen Die Iterationsvorschrift der 
additiven Schwarz-Methode in ihrer einfachsten Form 
(StartlÃ¶sun LL^) konvergiert i.A. nur mit einem DÃ¤mpfungsparameter eignet sich aber 
als hochgradig paralleler Vorkonditionierer in einem CG-Loser (siehe Algorithmus auf S. 
47, Abschnitt 2.3). 
Mit der AbkÃ¼rzun 
kann (4.10) als 
~ i e  Gitter werden mit G anstelle von Ri, bezeichnet, um sie von den Restriktionsoperatoren Ri zu 
unterscheiden. Auf den Index h wird aus GrÃ¼nde der Ãœbersichtlichkei verzichtet. 
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geschrieben werden, d.h. die Iterations- bzw. Vorkonditionierungsmatrix der additiven 
Schwarz-Methode ist durch 
gegeben. Die Iteration (4.12) entspricht dem Block-Jacobi-Verfahren angewandt auf 
Ã¼berlappend Teilgebiete. 
Die Kondition des so vorkonditionierten Systems kann durch 
abgeschÃ¤tz werden. Die bestimmende Konstante hÃ¤ng von den Koeffizienten der ellipti- 
schen Differentialgleichung ab, nicht aber von den Gitterweiten h und H sowie der Breite 
des Ãœberlapp ÃŸ Auf je mehr Prozessoren das Gitter G verteilt wird, desto schlechter 
konvergiert das additive Schwarz-Verfahren. 
4.2.2 Die multiplikative Schwarz-Methode 
Der Ansatz der multiplikativen Schwarz-Methode besteht darin, die Teilgebiete nicht 
gleichzeitig abzuarbeiten, sondern Schritt fÃ¼ Schritt die schon bekannten Ergebnisse in 
die weiteren Rechnungen einzubeziehen 
Auf den ersten Blick ist damit jegliche ParallelitÃ¤ zerstÃ¶rt aber sie kann analog zum 
Schachbrett-GauÃŸ-Seidel-Algorithmu durch eine Vier-Farben-Iteration wiederherge- 
stellt werden 2, siehe Abb. 4.5. Man nimmt dabei in Kauf, dass jeder ~rozessor nicht auf 
einem groÃŸen sondern auf vier kleinen Teilgebieten rechnet und so der Ãœberlappbereic 
insgesamt zunimmt. Zudem verschlechtert sich die Konvergenzrate, wenn die Teilgebiete 
kleiner werden, denn auch fÃ¼ die multiplikative Schwarz-Methode gilt 
nur ist die bestimmende Konstante kleiner als bei der additiven Version. 
Wie der GauÃŸ-Seidel-Algorithmu ist die multiplikative Iterationsvorschrift (4.15) 
nicht symmetrisch. In einem CG-Vorkonditionierungsschritt mÃ¼sse daher die Teilgebie- 
te noch einmal in umgekehrter Reihenfolge abgearbeitet werden. 
Die AbhÃ¤ngigkei von H ist mit dem multiplikativen Ansatz nicht ausgerÃ¤umt Die 
Analogie zu Jacobi- und GauÃŸ-Seidel-Iteratio hilft weiter, denn beide konvergieren 
ebenfalls nur in AbhÃ¤ngigkei von der Maschenweite h. Erst mit dem MG-Verfahren 
erreicht man h-unabhÃ¤ngig Konvergenz. Eine Mehrgitter-Struktur ist bei den Schwarz- 
Verfahren durch die Gebietsaufteilung natÃ¼rlic gegeben - was liegt also nÃ¤he als eine 
Grobgitter-Korrektur ! 





Abbildung 4.5: Vier-Farben-Schema zur parallelen n~ultiplikativen Schwarz-Methode mit 
16 Teilgebieten auf 4 Prozessoren. Jeder Prozessor hÃ¤l die Daten eines groÃŸe Teilgebiets, 
ias wiederum in 4 kleinere Gebiete unterteilt ist. Nach jedem Schritt kommuniziert jeder 
Prozessor die von ihm aktualisierten Daten des Uberlappbereichs an denjenigen Prozessor, 
ier sie irn nÃ¤chste Schritt benÃ¶tigt 
4.2.3 Schwarz-Methode mit Grobgitterkorrektur 
Die Schnittpunkte der Gebietszerlegung bilden ein grobes Gitter Go mit der Maschenwei- 
te H. Die Prolongationsmatrix R; : Go Ã‘> G interpoliert die Werte vom Grobgitter Go auf 
das feine Gitter G und kann aufgestellt werden, indem man die Prolongationsoperatoren 
eines entsprechenden MG-Verfahrens sukzessive vom grÃ¶bste bis zum feinsten Gitter 
aufeinander anwendet. Die transponierte Matrix RQ beschreibt den Restriktionsoperator. 
Der elliptische Operator auf Go ist durch LQ = R ~ L R J )  gegeben, entsprechend wird Mo 
durch Mo = R ~ & - ~ R ~  definiert. 
T. StÃ¶rtkuh hat fÃ¼ seine ersten Modellrechnungen Prolongationen und Grobgitter- 
Koeffizienten gemÃ¤ dem Schema von Alcouffe et al. [5]  sowie (auf meine Anregung 
hin) dem Schema von de Zeeuw [l13] aufgestellt (siehe auch Abschnitt 2.4). 
Additive Schwarz-Methode 
Die Iterationsmatrix des additiven Schwarz-Verfahrens (4.13) erhÃ¤l einfach den zusÃ¤tz 
lichen Summanden MG 
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Die Schranke fÃ¼ die Konditionszahl des Vorkonditionierten Systems verbessert sich da- 
mit auf 
wÃ¤chs also nicht mehr mit steigender Prozessorzahl (d.h. sinkender TeilgebietsgrÃ¶Ã H). 
Die Konstante hÃ¤ng nach wie vor von den variierenden Koeffizienten der elliptischen 
Gleichung ab. 
Multiplikative Schwarz-Methode 
Die Konditionszahl K ( M ~ , , ~ ~ , ~ L )  ist nun ebenfalls optimal in dem Sinne, dass sie nicht 
mehr mit H Ã‘ 0 ansteigt. Die Breite Ã des ~ber lap~bereichs  und die variierenden Koef- 
fizienten behalten natÃ¼rlic ihren Einfluss und es gilt ferner, dass die Kondition besser ist 
als in der additiven Version K(MmuuG L) < K(MaddG L). 
Hybride Schwarz-Methode 
Als Mittelweg zwischen additiver und multiplikativer Methode besteht die MÃ¶glichkeit 
die additive Schwarz-Methode mit einer multiplikativen Grobgitterkorrektur zu kombi- 
nieren. Man erhÃ¤l eine hybride Schwarz-Iteration mit der Matrix 
Dieser Ansatz verknÃ¼pf die bessere Konvergenz der multiplikativen Methode mit der 
besseren Parallelisierbarkeit der additiven Schwarz-Methode. 
Kapitel 5 
Zusammenfassung und Ausblick 
5.1 Zusammenfassung der Ergebnisse 
Mit dieser Arbeit steht erstmals ein umfangreicher Vergleich serieller und paralleler ellip- 
tischer LÃ¶sungsverfahre ,,unter Alltagsbedingungen" zum Einsatz in der Ozeanmodellie- 
rung zur VerfÃ¼gung Die wichtigsten Ergebnisse sind in den folgenden beiden Abschnit- 
ten zusammengefasst. Einen schnellen ~ b e ~ b l i c k  Ã¼be Rechenzeit, Iterationszahl und 
Speicherbedarf ausgewÃ¤hlte serieller Verfahren fÃ¼ das Modellproblem aus dem Ozean- 
modell BRIOS-1.1 bietet die Tabelle 5.1. Die parallelen Rechenzeiten der Loser, die 
in der BRIOS-Implementierung auf der Cray T3E des AWI benutzt wurden bzw. weiter 
benutzt werden, finden sich in der Tabelle 5.2 und in der Abb. 5.1. 
5.1.1 Serielle LÃ¶sungsverfahre 
Ein direkter Loser eignet sich fÃ¼ das horizontale BRIOS-Gitter von 193 X 161 Punkten 
aufgrund des hohen Speicherbedarfs und Rechenaufwands kaum, aber fÃ¼ kleine Teilge- 
biete, wie sie bei einer Gebietszerlegung entstehen, ist dieser LÃ¶serty optimal geeignet. 
Zugleich kann die Umstellung der Unbekannten gemÃ¤ einer Gebietszerlegung als sehr 
effiziente Parallelisierungsstrategie aufgefasst werden (Schur-Komplement-Methode). 
Die linearen Iterationsverfahren werden nur noch selten direkt eingesetzt, denn die 
Kombination mit einem CG- oder Mehrgitter-Algorithmus ergibt i.a. wesentlich effizien- 
tere Loser. Von praktischer Relevanz ist das vorkonditionierte CG-Verfahren sowohl 
als serielles Verfahren als auch als GrundgerÃ¼s vieler inhÃ¤ren paralleler LÃ¶sungsalgorith 
men. Meine Modellrechnungen mit seriellen Vorkonditionierern fÃ¼ das BRIOS-Modell- 
problem unterstreichen, dass die unvollstÃ¤ndige Faktorisierungen (ILU) dem weitver- 
breiteten SSOR-Vorkonditionierer in Robustheit und Effizienz weit Ã¼berlege sind. Fer- 
ner stellt die unregelmÃ¤flig Landmaske kaum eine Herausforderung dar, wohl aber die 
stark variierenden BRIOS-Koeffizienten. 
Mehrgitter-Loser (MG) sind in dem Sinne optimal, dass ihr Rechenaufwand linear 
mit der ProblemgrÃ¶Â steigt. In der Praxis mÃ¼sse aber einige HÃ¼rde genommen wer- 
den, bis ein vielseitig einsetzbares Verfahren implementiert ist. Schon das GrundgerÃ¼s 
eines MG-Verfahrens- setzt einiges an Programmierarbeit voraus, und die Standardkom- 
ponenten (z.B. GauÂ§-Seidel-Glatter bilineare Prolongation/Restriktion) eignen sich nur 
fÃ¼ sehr einfache Problemstellungen. Varriierende Koeffizienten wie in BRIOS setzen 
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Tabelle 5.1: Vergleich serieller elliptischer Loser fÃ¼ das BRIOS-Modellproblem, siehe 
S. 30, mit variierenden Koeffizienten. Zusammenfassung der Tabellen 2.3, S. 49; 2.5, S. 59 
und 3.6, S. 95, erweitert um CMM mit FACR und den Speicherbedarf der Loser (8 Byte je 
Eintrag, ohne Array fÃ¼ rechte Seite und LÃ¶sung) 
mindestens alternierende Linienrelaxation als Glatter voraus. Mit einer unregelmÃ¤ÃŸig 
Gebietsgeometrie kommt die zusÃ¤tzlich Schwierigkeit hinzu, die Landmaske auf den 
Grobgittern adÃ¤qua darzustellen und die Informationen richtig zwischen den Gitterebe- 
nen zu transferieren. De Zeeuws [ I  13, 1141 MG-Loser lÃ¶s diese Aufgabe elegant mit 
einer operatorabhÃ¤ngige Prolongation/Restriktion und ist der erste MG-Loser, der pro- 
blemlos in Ozeanmodellen mit Landmaske eingesetzt werden kann. 
Da frÃ¼her MG-Loser allenfalls mit viel Aufwand Landmasken behandeln konn- 
ten, wurde im Ozeanmodell SPEM, einem Baustein von BRIOS, ein MG-Loser auf ei- 
nem Rechteckgitter mit der Kapazitanzmatrix-Methode (CMM) zur Gebietseinbettung 
kombiniert. Zwar konnte ich das Verfahren deutlich verbessern, wie ein Blick auf Tabelle 
5.2 und Abb. 5.1 im folgenden Abschnitt zeigt, doch im Vergleich zu gut vorkonditio- 
niertem CG-Verfahren oder de Zeeuws MG-Loser kann die CMM in der numerischen 
Ozeanmodellierung als Ã¼berhol angesehen werden. Von Interesse ist sie noch in Kombi- 
nation mit einem FFT-Loser, der fÃ¼ die Ã¼bliche ProblemgroÃŸe die effizienteste Wahl 
darstellt, aber auf Gleichungen mit sehr regelmÃ¤ÃŸig Koeffizienten und Gittern einge- 
schrÃ¤nk ist. Die EinfÃ¼hrun von gewichteten Dipolladungen erlaubt es kÃ¼nftig auch 
Inseln mit der CMM mit Dipolansatz einzubetten, der i.a. zu einer besser konditionierten 
Kapazitanzmatrix fÃ¼hr als der Punktladungsansatz. 
Der Speicherbedarf von CG- und MG-Losern steigt linear mit der ProblemgroÃŸe 
wobei die konkrete CG-Implementierung die Symmetrie des elliptischen Operators aus- 
nutzen. De Zeeuws Loser lÃ¤ss dagegen allgemeine 9-Punkt-Sterne zur Diskretisie- 
rung zu, mit einer vereinfachten Version fÃ¼ 5-Punkt-Operatoren kann Speicherplatz ge- 
spart werden. FÃ¼ das BRIOS-Modellproblem mit der Landmaske der Antarktis wird 
der Speicherbedarf der CMM von der dichtbesetzten Kapazitanzmatrix der Dimension 
Nd X Nd dominiert. Da KÃ¼stenlinie oft eine fraktale Struktur aufweisen, steigt die An- 
zahl der Randpunkte Na im Gitter mit feinerer Diskretisierung rapide an, so dass die 
BRIOS-Landmaske an der Grenze dessen ist, was die CMM effizient behandeln kann. 
Direkter Loser 
CG (-1 
CMM (iter., MUDPACK) 
CG ( S S O R ( ~ O ~ ~ ) ) ~  
CG (ILU7(aopt)) 
MG ( M G D ~ V ) *  
CMM (FACR), nur Al,! 
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5.1.2 Parallele LÃ¶sungsverfahre 
Mit dem Einsatz von Parallelrechnern ergibt sich ein neues Bild, denn leider gilt die 
Faustregel, dass ein serieller Loser um so rekursiver strukturiert ist, je effizienter und 
robuster er ist. So kann ein GauÃŸ-Seidel oder SSOR-Iterationsschritt einfach mit ei- 
ner Schachbrett-Nummerierung parallelisiert werden, die Parallelisierung eines ILLU- 
Schritt ist dagegen sehr aufwendig. Am Beispiel der alternierenden Linienrelaxation 
habe ich zwei Extreme in einer parallelen Anwendung demonstriert. Die Zebra-Lini- 
enrelaxation in x-Richtung, parallel zur Streifenaufteilung, kann sehr einfach und effizi- 
ent parallelisiert werden. Quer zur Streifenaufteilung, in y-Richtung, ist die mit einem 
Pipelining-Prinzip parallelisierte Relaxation nur mit wachsender ProblemgroÃŸ oder fÃ¼ 
kleine Prozessorzahlen effizient (Tabelle 2.2, S. 43, Abb. 2.3, S. 41 und 2.4, S. 43). 
MG-Loser mit ihrer Hierarchie aus immer kleineren Gittern stellen also besondere 
Herausforderungen an die Parallelisierung. Im Ozeanmodell BRIOS war zu Beginn eine 
Kombination aus CMM und dem MG-Loser MUDPACK implementiert, so dass eine der 
ersten Aufgaben darin bestand, den MG-Loser mit alternierender Linienrelaxation zu pa- 
rallelisieren. Die CMM selbst besteht im wesentlichen aus einem Matrix-Vektor-Produkt 
mit der dichtbesetzten Kapazitanzmatrix, das sehr gut parallel ausgefÃ¼hr werden kann. 
Schritt fÃ¼ Schritt habe ich den CMM- und MG-Loser verbessert, neben vielen De- 
tails waren vor allem drei VerÃ¤nderunge fÃ¼ die Rechenzeit und die Genauigkeit entschei- 
dend: eine bessere StartnÃ¤herun fÃ¼ Ladungsverteilung und Randwerte, die neue iterative 
CMM und bessere Grobgitter-Operatoren (nach Alcouffe et al. [5]) fÃ¼ den MG-Loser, 
siehe Abschnitt 3.5.2, S. 99. Die Tabelle 5.2 und die Abb. 5.1 zeigen, wieviel Rechenzeit 
durch meine Modifikationen gespart werden kann. 
Tabelle 5.2: Zusammenfassung der Tabellen 3.9, S, 100, und 4.5~1, S. 11 1: Rechenzei- 
ten (Cray T3E 600) eines BRIOS-Zeitschrittes und verschiedener elliptische Loser fÅ¸ die 
BRIOS-1.1-Konfiguration mit 193 X 129 horizontalen Gitterpunkten und 18 Schichten. 
1 Anzahl der Prozessoren 1 
Schur (MG) 
BRIOS-Zeitschritt 
ohne eil. Loser 
* Zeit geschÃ¤tzt Das Modell benÃ¶tig mind. vier Prozessoren 
Es bleibt das Problem, dass ein robuster MG-Loser nur sehr feingranular paralleli- 
siert werden kann, der Effizienzverlust durch Kommunikation und Wartezeiten ist enorm. 
Einen ganz anderen Ansatz bieten die Gebietszerlegungs-Verfahren, die sich speziell fÃ¼ 
Parallelrechner eignen. Die moderne Entwicklung konzentriert sich vor allem auf iterative 
AnsÃ¤tze die meist als Vorkonditionierer eines CG-Verfahrens konzipiert sind. 
Im Fall von BRIOS erwies sich aber eine direkte Version der Schur-Komplement- 
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Prozessorzahl 
0 BRIOS-Zeitschritt, D CMM (Ausgangskonf.), ffl CMM (iter., A. et al.), 
Schur-Kompl. (DS) 
Abbildung 5.1: a) Rechenzeit fÃ¼ einen Aufruf der parallelen elliptischen Loser im BRIOS- 
Zeitschritt nach Tabelle 5.2, b) Rechenzeit fÃ¼ 10 BRIOS-Modelljahre mit den verschiedenen 
LÃ¶sungsverfahren 
plement explizit aufzustellen und zu speichern. Die Teilgebiete sind so klein, dass ein di- 
rekter Loser die effizienteste MÃ¶glichkei darstellt, die Teilprobleme zu losen, aber schon 
mit dern MG-Verfahren von de Zeeuw als lokalem Loser ist die Schur-Komplement- 
Methode der parallelen CMM deutlich Ã¼berlegen Der Vorsprung steigt mit der Zahl der 
Prozessoren, denn das Gebietszerlegungs-Verfahren skaliert optimal, der parallele MG- 
Loser der CMM dagegen kaum. Am Ende steht eine Verbesserung der Rechenzeit um ein 
bis zwei GrÃ¶ÃŸenordnunge der einst dominierende elliptische Loser fÃ¤ll nicht mehr ins 
Gewicht. 
5.2 Ausblick 
5.2.1 Offene Fragen zur Numerik 
Erweiterung und Parallelisierung des Mehrgitter-Losers M G D ~ V  
Der sehr robuste und effiziente Mehrgitter-Loser M G D ~ V  von de Zeeuw [113, 1141 hat 
sich von allen getesteten Algorithmen als das optimale serielle Verfahren fÃ¼ das BRIOS- 
Modellproblem erwiesen. Es ist daher eine Kooperation mit de Zeeuw am CWI (Centrum 
voor Wiskunde en Infonnatica) in Amsterdam geplant, um den Loser auf periodische 
Randbedingungen zu erweitern und zu parallelisieren. 
Die periodischen Randbedingungen bergen aus mathematischer Sicht keine Schwie- 
rigkeiten, aber die Implementierung wird eine genaue Kenntnis des Programmcodes und 
einiges an Arbeitszeit erfordern. Das Hauptproblem bei der Parallelisierung stellt der 
ILLU-Glatter dar. Zwar kann der vorbereitende Schritt, die Berechnung der unvoll- 
stÃ¤ndige Blockfaktorisierung gut parallelisiert werden, aber die eigentliche GlÃ¤ttung 
die RÃ¼cksubstitutio aus der ILLU-Faktorisierung, ist ein rekursiver Algorithmus. 
Hier bieten sich mehrere Alternativen an. Wie in Abschnitt 2.2.3 vorgestellt, kann man 
durch eine geeignete Nummerierung der Unbekannten ein (moderat) paralleles Verfahren 
erhalten. Als Grundlage kann die Arbeit von Louter-No01 [79] am CWI dienen, die mit 
diesem Ansatz einen Mehrgitter-Loser mit ILLU-Glatter parallelisiert hat, der allerdings 
auf 5- und nicht 9-Punkt-Differenzen-Sternen basiert und somit etwas einfacher struktu- 
riert ist. Es ist auch zu Ã¼berlegen den ILLU-Glatter durch einen etwas weniger robusten 
ILU-Glatter zu ersetzen, der mehr Spielraum bei der Umnummerierung erlaubt. Zudem 
lÃ¤ss die Struktur der ILU-Rucksubstitution eine Parallelisierung mit dem Pipelining- 
Ansatz zu (Bastian und Horten [12], fÃ¼ Ergebnisse auf dem T3E-VorlÃ¤ufermodel Cray 
T3D siehe Vuik et al. [107]), ohne die Reihenfolge der Rechnungen zu Ã¤ndern Wie ver- 
gleichbare Modellrechnungen fÃ¼ parallele Linienrelaxation in Abschnitt 2.2.2 zeigen, ist 
diese Parallelisierungsstrategie erst fÃ¼ groÃŸ Gitter effizient. 
Um die Relaxation auf den grÃ¶bste Gitterebenen mit schlechter paralleler Effizienz 
zu vermeiden, kann der Mehrgitter-Loser mit der direkten Schur-Komplement-Methode 
kombiniert werden, die sich fÃ¼ ,,kleine und mittelgrofle" Gitter als paralleler Loser der 
Wahl erwiesen hat. Es wird also auf den feinsten Gittern relaxiert und schon auf der 
zweiten, dritten Gitterebene (je nach ProblemgrÃ¶ÃŸ exakt gelost. Zudem kann z.B. eine 
Version fÃ¼ Gleichungen mit nur leicht variierenden Koeffizienten mit einem Schachbrett- 
GauÃŸ-Seidel-Glatte parallelisiert werden. 
Ein ganz anderen Ansatz, der allerdings noch in der Entwicklung steckt, besteht dar- 
in, das Ausgangsgitter in einem Schritt in mehrere Grobgitter von spezieller Struktur zu 
zerlegen und auf diesen sogenannten dÃ¼nne Gittern parallel zu lÃ¶se (Zenger [l15], Bun- 
gartz [30]). Denkbar ist auch, bei des seriellen Version zu bleiben und sie als lokalen Loser 
im Rahmen eines Gebietszerlegungs-Verfahrens einzusetzen. 
Weiterentwicklung von Gebietszerlegungs-Verfahren 
Der Einsatz von Gebietszerlegungs-Verfahren in der numerischen Ozeanmodellierung 
steht gerade erst am Anfang. FÃ¼ die iterative Schur-Komplement-Methode mÃ¼sse 
die bekannten Vorkonditionierungstechniken und der neu vorgeschlagene ILU-Vorkon- 
ditionierer fÃ¼ Gleichungen mit stark variierenden Koeffizienten und Landmaske getestet 
und weiterentwickelt werden. FÃ¼ Gitter ,,mittlerer GrÃ¶ÃŸ und moderater Parallelisie- 
rung wird sich vermutlich das rekursive (mehrgitterartige) direkte Schur-Komplement- 
Verfahren als die gÃ¼nstigst Variante erweisen. Ferner steht ein Vergleich mit den Ã¼ber 
lappenden Schwarz-Verfahren noch aus. 
Weitere Aspekte der Parallelisierung 
Die LÃ¶sungsverfahre sind im Rahmen dieser Arbeit vor allem mit Blick auf die konkrete 
Anwendung BRIOS untersucht worden. Nicht alle Aspekte der Parallelisierungkonnten 
dabei berÃ¼cksichtig werden. Exemplarisch seien hier zwei Strategien genannt, die in der 
Ozeanrnodellierung bereits angewendet werden. 
Dukowicz, Smith und Malone setzen im Bryan-Cox-Semtner Ozeanmodell [101,46] 
als parallelen elliptischen Loser ein CG-Verfahren mit polynomialem Vorkonditionierer 
ein (siehe z.B. Golub und van Loan [52]), das sich gut parallelisieren lÃ¤sst aber 1.a. nicht 
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so robust ist wie vorkonditioniertes CG mit unvollstandigen Faktorisierungen (ILU, IL- 
LU). 
In dieser Arbeit wurde nicht auf die MÃ¶glichkei eingegangen, bei einer Gebietszerle- 
gung grÃ¶ÃŸe Landmassen ganz auszusparen, wie z.B. im Ozeanmodell OCCAM (Gwil- 
liam [55], Webb et al. [109]) vorgegangen wird. Die simple Idee ist vergleichsweise 
schwer zu automatisieren und bringt dafÃ¼ nur eine geringe Ersparnis an Rechenzeit. Im 
Fall von BRIOS-1.1, 193x 161-Gitter, betrÃ¤g der Anteil der Landpunkte und damit die 
maximal mÃ¶glich Ersparnis 16 %. GegenÃ¼be der sorgfÃ¤ltige Auswahl eines geeigneten 
LÃ¶sungsverfahren ist das nur Feinschliff. 
5.2.2 Entwicklungen in der numerischen Ozeanmodellierung 
Mit der wachsenden Rechnerleistung werden viele einschrÃ¤nkend Annahmen peu 2 peu 
Ã¼be Bord geworfen, die gemacht wurden, um trotz langsamer Computer und nicht aus- 
gereifter Numerik Ã¼berhaup zu Ergebnissen zu kommen. Beispielsweise beinhalten hy- 
drostatische Modelle mit freier OberflÃ¤che d.h. ohne rigid-Lid Approximation, keine el- 
liptische Gleichung, aber dafÃ¼ mÃ¼sse schnelle OberflÃ¤chen-Schwerewelle numerisch 
simuliert werden, so dass mit kÃ¼rzere Zeitschriften modelliert wird (z.B. Ozeanmodell 
OCCAM, Gwilliam [55], Webb et al. [109]). 
Es besteht aber weiterhin Bedarf an effizienten elliptischen Losern, denn Modelle, die 
auf die hydrostatische Approximation verzichten, enthalten eine dreidimensionale ellipti- 
sche Gleichung (Sander, Wolf-Gladrow und Olbers [96], Hill und Marshall [61]). Diese 
nichthydrostatischen Modelle kÃ¶nne auch extrem kleinskalige Prozesse (Vertikalkon- 
vektion) explizit simulieren. 
Mit dem Ãœbergan von zwei zu drei Dimensionen wÃ¤chs der Bedarf an Speicher 
und Rechenzeit, aber auch an neuen numerischen Verfahren. Beispielsweise versagen die 
unvollstandigen Faktorisierungen, die sich in zwei Dimensionen durch besondere Robust- 
heit auszeichnen, in dreidimensionalen Anwendungen (Kettler und Wesseling [74]). Ein 
Ausweg fÃ¼ Mehrgitter-Verfahren mit ILU-Glatter kann darin bestehen, nur in zwei von 
drei Raurnrichtungen zu vergrÃ¶ber (Van der Wees [110]). 
Eine weitere groÃŸ Herausforderung an die Numerik stellen die nichtlinearen Glei- 
chungen in Meereismodellen dar, die noch nicht befriedigend numerisch gelÃ¶s werden 
kÃ¶nnen Ozeanmodelle, mit denen MeeresstrÃ¶munge in polaren Gebieten simuliert wer- 
den, sind oft mit einem Eismodell gekoppelt, so auch BRIOS-0 und BRIOS-2 (Eismo- 
dell nach Hibler [60], Lernke et al. [77], siehe Beschreibung der BRIOS-Versionen in 
Abschnitt 1.2.2 ab S. 22). 
Nach und nach wird die Diskretisierung mit finiten Elementen in Angriff genommen. 
Die ersten Ozeanmodelle mit unstrukturierten Gittern basieren auf den Flachwasser- 
Gleichungen, die, in Verbindung mit einem semi-impliziten Zeitschrittverfahren, eben- 
falls auf eine zweidimensionale elliptische Differentialgleichung fÃ¼hren Hier sind die 
Modelle QUODDY (Ip, Lynch et al. [69, 80]), SEOM (Levin, Iskandarani, Curchitser, 
Haidvogel und Boyd [70,41, 781) und SPLASH (Behrens [16, 18, 191) zu nennen. Viele 
der Ergebnisse dieser Arbeit kÃ¶nne Ãœbertrage werden, aber die numerische Umsetzung 
z.B. einer unvollstÃ¤ndige Faktorisierung oder eines Mehrgitter-Losers gestaltet sich we- 
sentlich komplizierter. Auch eine Gebietszerlegung in gleichgroÃŸ Teilgebiete bei gleich- 
zeitiger Minimierung des Interface-Bereiches (also der Kommunikation) verlangt nun 
ausgeklÃ¼gelt Algorithmen. 
Das Modell SPLASH arbeitet zudem mit einem adaptiven Gitter, das in jedem Zeit- 
schritt der Struktur des Problems angepasst wird und so kleinskalige PhÃ¤nomen (Wir- 
belbildung) mit lokal sehr feiner AuflÃ¶sun darstellen kann. Da sich das Gitter wÃ¤hren 
der Modellrechnungen Ã¤ndert muss die Gebietszerlegung dynamisch angepasst werden. 
Zudem spielt nun die Vorbereitungszeit des elliptischen Loser sehr wohl eine Rolle, denn 
in jedem Zeitschritt mÃ¼sst z.B. eine unvollstÃ¤ndig Faktorisierung (ILU) neu bestimmt 
werden. Einige Methoden wie die direkte Schur-Komplement-Methode scheiden daher 
ganz aus, bei anderen muss abgewogen werden, ob beispielsweise eine verbesserte Kon- 
vergenzrate den zusÃ¤tzliche Aufwand rechtfertigt. 
Anhang 
A.1 Parallele Programmiermodelle und Rechner- 
architekturen 
A.l.1 Grundbegriffe der Parallelisierung 
In diesem Abschnitt werden hÃ¤ufi verwendete Begriffe eingefÃ¼hrt Die Liste ist bei 
weitem nicht vollstÃ¤ndig sondern konzentriert sich auf die Begriffe, die fÃ¼ diese Arbeit 
von Bedeutung sind. 
e Die Parallelverarbeitung kann auf verschiedenen Ebenen der Parallelisierung an- 
setzen 
Bit-Ebene: bei der Verarbeitung der Zahlendarstellung, 
Instruktions-Ebene: bei der Verarbeitung von Instruktionen wie z.B. gleichzeiti- 
ges ausfÃ¼hre von Addition und Multiplikation, Daten laden und Arithmetik, 
Programm-Ebene: bei Programmteilen, z.B. parallele Schleifen, 
Job-Ebene: bei verschiedenen Programmen (Multitasking). 
Die Betrachtungen dieser Arbeit betreffen vor allem die ParallelitÃ¤ auf Programm- 
Ebene. Bit- und Instruktions-Ebene werden von optimierenden Compilern abge- 
deckt, die Job-Ebene ist Aufgabe des Betriebssystems. 
e Unter der GranularitÃ¤ paralleler Prozesse ist das VerhÃ¤ltni von reiner Rechenzeit 
zu Kommunikations- und Startup-Phasen zu verstehen. Beispielsweise ist das Pi- 
pelining zur Parallelisierung der Linienrelaxation (Abschnitt 2.2.2) von feiner Gra- 
nularitÃ¤t das Schur-Komplement-Verfahren (Abschnitt 4. l )  von grÃ¶bere Granu- 
laritÃ¤t 
e Der Begriff der Effizienz wird unterschiedlich verwendet. Im allgemeinen Sinn 
wird ein Programm als effizient bezeichnet, wenn es die Rechnerressourcen gut 
ausnutzt. Als Leistungsparameter in der Parallelverarbeitung ist die Effizienz ein 
feststehender Begriff, siehe Definition im folgenden Abschnitt. 
e Ein Aspekt einer effizienten Parallelisierung ist, Last-Balance zu erreichen, d.h. 
alle Prozessoren gleichmaflig auszulasten und Wartezeiten der Prozessoren aufein- 
ander mÃ¶glichs kurz zu halten. Andernfalls spricht man von Last-Inbalance. 
0 Eine parallele Rechnerarchitektur heiÃŸ skalierbar, wenn mit dem Ausbau der Pro- 
zessorzahl die Kommunikationsbandbreite, der Speicherplatz und die mÃ¶glich Ge- 
samtleistung im gleichen VerhÃ¤ltni zunimmt. Einen Algorithmus nennt man ska- 
lierbar, wenn die AusfÃ¼hr~ingszei umgekehrt proportional zur Prozessorzahl ist. 
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0 Kommunikation tritt immer dann auf, wenn zwei oder mehr Prozessoren Daten 
austauschen, sei es als Synchronisationspunkt oder zur Beschaffung von Rechen- 
daten. Ein gutes Parallelsystem zeichnet sich dadurch aus, dass die Latenzzeit 
gering und die Bandbreite hoch ist, d.h. wenig Zeit verstreicht, bis die angefragten 
Daten zur VerfÃ¼gun stehen und viele Daten in einem Zeitintervall gesendet werden 
kÃ¶nnen 
0 Ein Programmiermodell beschreibt die grundsÃ¤tzlich Vorgehensweise und das 
VerstÃ¤ndni der ParallelitÃ¤ in einem Programm. Aus der FÃ¼ll der Programmier- 
modelle sind fÃ¼ die Cray T3E in erster Linie die folgenden relevant 
Datenparallel: Ausgangspunkt ist das selbe Programm in allen Prozessen, das je- 
weils auf eigenen Daten arbeitet. Sprachkonstrukte sorgen dafÃ¼r dass die 
Daten gleichmÃ¤ÃŸ auf die Prozesse verteilt werden und gegebenenfalls aktua- 
lisierte Daten kommuniziert werden (z.B. HPF High Pefonnmce Fortran). 
VSM Virtual Shared Memory: FÃ¼ physikalisch verteilte Daten wird ein gemein- 
samer Adressraum bereitgestellt (z.B. Cray-spezifische S~~EM-(s l i a red  rne- 
rnory)-Kommunikationsroutinen). 
Message Passing: Die parallel arbeitenden Prozesse kommunizieren Ã¼be Nach- 
richten (Messages, z.B. Anfragen nach Daten, Synchronisation), die explizit 
programmiert werden mÃ¼sse (z.B. MPI Message Pussi~zg Interface und PVM 
Parallel Virtual Machine). 
0 Parallele Prozesse mÃ¼sse synchronisiert werden, wenn fÃ¼ den folgenden Pro- 
grammteil Daten von anderen Prozessen vorliegen mÃ¼ssen Globale Synchronisati- 
on wird mit Hilfe von Barrieren realisiert; sobald alle Prozesse die Barriere erreicht 
haben, kann die Rechnung fortgefiihrt werden. Lokale Synchronisation findet zwi- 
schen einzelnen Prozessen statt. 
Synchronisationspunkte sind sozusagen die Zahlstelle fÃ¼ Last-Inbalance und soll- 
ten daher so sparsam wie mÃ¶glic eingesetzt werden. 
0 Als Overhead wird der Anteil der AusfÃ¼hrungszei bezeichnet, der durch die Paral- 
lelisierung zusÃ¤tzlic entsteht, also zur Synchronisation, zur Kommunikation, zum 
Starten paralleler Prozesse. 
A.1.2 Leistungsbewertung paralleler Algorithmen 
In diesem Abschnitt werden einige der GrÃ–Be vorgestellt, die fÃ¼ die Leistungsmessung 
von parallelen Programmen notwendig sind. Viele der hier verwendeten Notationen wur- 
den ursprÃ¼nglic von Hockney und Jesshope [66] entwickelt und werden hier zum Teil in 
vereinfachter Form wiedergegeben. 
Ausfiihrungszeit: Die AusfÃ¼hrungszei t wird als die Zeit gemessen, die ein Programm 
oder Programmteil vom Start bis zum Ende benÃ¶tigt Sie hÃ¤ng von der Anzahl der 
beteiligten Prozessoren p und der ProblemgrÃ¶Ã N ab t = t ( p ,  N). 
Das verwendete Computersystem ist ebenfalls ein wichtiger Faktor, so dass Aus- 
fÃ¼hrungszeite tsysl, tsys2 auf verschiedenen Systemen Sysl und Sys2 mit einem 
Index unterschieden werden. 
Bei parallelen Programmteilen ist die AusfÃ¼hmngszei t die Zeit, die der lÃ¤ngst 
Prozess benÃ¶tigt 
Leistung, asymptotische Maximalleistung: Die Leistung r ist definiert als die Anzahl 
der Operationen pro Zeiteinheit. FÃ¼ numerische Anwendungen ist die MaÃŸein 
heit [Mflopls] (Millionen Gleitkommaoperationen pro Sekunde, Jfegaflops"), fÃ¼ 
Hochleistungsrechner auch [Gflopls]. Die asymptotische Maximalleistung roo eines 
Systems ist die Leistung, die theoretisch aufgrund der Taktzeit, der Operationen pro 
Takt und eventuell der Vektorstartupzeit erreicht werden kann. 
Die asymptotische Maximalleistung wird von Herstellern oft als Werbemittel einge- 
setzt. Welche Leistung in realistischen Anwendungen tatsÃ¤chlic erreicht werden 
kann, hangt stark von der Computerarchitektur, vom Compiler, der Programmie- 
rung und von der Problemstellung ab. 
Speedup Der Speedup sÃ = sÃ£(N eines parallelen Programms auf p Prozessoren mit der 
ProblemgrÃ¶Ã N ist durch 
definiert. Der Speedup beschreibt die Beschleunigung eines Programms durch die 
Parallelisierung gegenÃ¼be dem seriellen Programm bei konstanter ProblemgrÃ¶ÃŸ 
Im allgemeinen gilt s,, <  ^ p, denn mit der Parallelisierung ist immer mehr oder we- 
niger Overhead verbunden, wahrend die Zahl der Rechenoperationen bestenfalls 
konstant bleibt (andernfalls kann der serielle Algorithmus der parallelen Version 
nachempfunden und so beschleunigt werden). Gelegentlich kann auch superline- 
arer Speedup sÃ > p auftreten, der meist dadurch entsteht, dass jeder Prozessor 
im parallelen Programm nur l / p  der gesamten Datenmenge verwaltet und dieser 
Bruchteil komplett in den schnellen Cache passt, wiihrend im seriellen Programm 
immer wieder Daten aus dem vergleichsweise langsamen Hauptspeicher nachgela- 
den werden mÃ¼ssen 
Parallele Effizienz Die parallele Effizienz Ep = E A N )  ist durch 
t ( l , N )  - sp{N) E,, := -- -
p t ( p . N )  P 
definiert. Die Anmerkungen zum Speedup sp kÃ¶nne entsprechend Ã¼bertrage wer- 
den, es gilt also theoretisch Er, < 1. 
Scaleup Der Scaleup S = S ( l , p ,  N )  ist definiert durch 
Der Scaleup beschreibt die Skalierbarkeit eines Programms, wenn die Prozessor- 
zahl mit der ProblemgrÃ¶Ã wÃ¤chst Ein optimaler Scaleup S = 1 wird erreicht, 
wenn die gesamte Rechenarbeit und der Overhead des parallelen Programms pro- 
portional zur ProblemgrÃ¶Ã ansteigt. Voraussetzung fÃ¼ optimalen Scaleup ist daher 
sowohl ein skalierbarer Algorithmus als auch eine skalierbare Rechnerarchitektur. 
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Start~pzeit~Latenzzeit Die Startupzeit ist die Zeit zwischen dem ersten Aktivieren eines 
parallelen Prozesses und dem ersten Ergebnis, das parallel produziert wird. Die  La- 
tenzzeit ist die Zeit zwischen der ersten Anfrage nach Daten und der tatsÃ¤chliche 
Verfugbarkeit der Daten. 
Die Startupzeit beschreibt beispielsweise die Zeit, die eine Vektorpipeline braucht, 
bis sie gefÃ¼ll ist und das erste Ergebnis liefert, oder die Zeit, die ein paralleles Sy- 
stem benÃ¶tigt um p Prozesse zu starten. Die Latenzzeit ist die Zeit, die benÃ¶tig 
wird, um Daten zwischen den Teilen des Computersystems zu kommunizieren. Je 
kleiner Startup- und Latenzzeit, desto kleinere Programmsegmente kÃ¶nne effizi- 
ent parallelisiert werden, d.h. desto feiner kann die GranularitÃ¤ eines parallelen 
Programms sein. 
Amdahls Gesetz Die Ausfuhrungszeit t (p ,N)  kann vereinfachend durch die Ausfuh- 
rungszeiten ts(N) fÃ¼ die seriellen, t,,(p,N) = tn ( l ,N) /p  fÃ¼ die parallelen Ope- 
rationen abgeschÃ¤tz werden. Mit t J N )  = a t ( l , N ) ,  tp( l ,  N) = (1 -CL) ((1, N) gilt 
so dass der Speedup 
durch den Anteil serieller Programmsequenzen beschrÃ¤nk wird. 
A.1.3 Parallele Rechnerarchitekturen 
Die Entwicklung paralleler Architekturen reicht bis zu den AnfÃ¤nge der Computertech- 
nik zurÃ¼ck Schon der erste elektronische Digitalrechner ENIAC (Electronic Numerical 
Integrator und Computer, gebaut 1943-1946) wies viele parallele Merkmale auf. Die Ver- 
vielfachung von Recheneinheiten und die parallele Bearbeitung von Rechenoperationen 
verkÃ¼rzte die AusfÃ¼hrungszeit Anfang der siebziger Jahre wurden die ersten ,,echten" 
Parallelrechner gebaut, die aus einfachen vernetzten Prozessoren bestanden, die mit ei- 
nem gemeinsamen Instruktionssatz betrieben wurden (ILLIAC IV). 
Eine Taxonomie der Rechnerarchitekturen aufzustellen ist wegen der Vielzahl der Ar- 
chitekturmerkmale schwierig. Eine gÃ¤ngi Grobeinteilung richtet sich nach der Anzahl 
der Instruktionsflusse (Flynn [48]) 
SISD (Single instruction stream, single dato. stream) Ein Instruktionssatz steuert die Be- 
arbeitung eines Datensatzes. SISD-Architekturen sind die herkÃ¶mmliche Von- 
Neumann-Rechner mit einem Prozessor und einer (sequentiellen) Datenleitung. 
SIMD (Single instruction stream, multiple data stream) Zu dieser Kategorie zÃ¤hl die 
oben erwÃ¤hnt ILLIAC IV, ein bekannter Vertreter waren die Rechner der Firma 
,,Thinking Machines" (die inzwischen vom Markt verschwunden ist). Auch klassi- 











Abbildung A.2: Verschiedene parallele Computerarchitekturen 
MISD (Multiple instruction stream, single data stream) Echte MISD-Rechner sind mir 
nicht bekannt, aber diese Technologie wird in modernen RISC-Prozessoren einge- 
setzt, um Verzweigunsoperationen (branclzing) zu optimieren. 
MIMD (Multiple instruction stream, multiple duta stream) Diese Klasse umfasst Mehr- 
prozessorsysteme mit unabhÃ¤ngi arbeitenden Prozessoren vom PC-Netzwerk bis 
zum Supercomp~te~  Cray T3E. 
Zwei weitere wichtige Architekturmerkmale sind der Aufbau des Hauptspeichers (ver- 
teilt auf die einzelnen Prozessoren oder ein groÃŸe gemeinsamer) und die Verbindungs- 
technik. Einige Beispiele sind in Abb. A.2 zusammengestellt, Abb. A.3 auf S. 137 zeigt 
das Netzwerk der Cray T3E. 
Die meisten Mehrprozessor-Vektorrechner sind mit einem gemeinsamem Hauptspei- 
cher ausgestattet. Die Latenzzeit ist bei solchen Systemen sehr kurz, es gibt einen gemein- 
samen Adressraum, und jede Adresse ist fÃ¼ jeden Prozessor in der selben Zeit erreichbar. 
Die Architektur ist jedoch nicht skalierbar, weil schneller Hauptspeicher nicht beliebig 
ausgebaut werden kann, Kreuzverbindungen nur eine begrenzte Anzahl AnschlÃ¼ss zu- 
lassen, usw. Diese Architekturen werden hÃ¤ufi als Multiprozessoren bezeichnet. 
Im Ring ist die globale Kommunikationszeit proportional zur Anzahl der Prozessoren 
im Ring. Es kÃ¶nne zwar beliebig viele Prozessoren so vernetzt werden, aber dies ist 
wegen der Zunahme der Kommunikationszeit nicht sinnvoll. 
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Zweidimensionale Netze von Prozessoren (2D-Arrays) sind leicht zu implementie- 
ren. Die Architektur ist skalierbar, weil jeder Prozessor mit seinen Verbindungen lokal 
vervielfÃ¤ltig werden kann. Die Kommunikationszeit nimmt jedoch mit der Entfernung 
der Prozessoren zu, so dass die globale Kommunikation nicht skalierbar ist. 
Auch im d-dimensionalen Hypercube wÃ¤chs die Kommunikationszeit mit der Ent- 
fernung der Prozessoren, aber sie steigt lediglich mit der Ordnung der Dimension d. DafÃ¼ 
ist eine unbegrenzte ErhÃ¶hun der Dimension nicht mÃ¶glich weil die Zahl der Verbindun- 
gen je Prozessor zunimmt. Bis zur maximal mÃ¶gliche Zahl der AnschlÃ¼ss pro Prozessor 
und damit maximal mÃ¶gliche Dimension ist diese Architektur aber skalierbar. 
Der in Abb. A.3, S. 137, dargestellte 3D-Torus der Cray T3E entspricht einem 3D- 
Array, wobei die mittlere Kommunikationszeit drastisch reduziert wird, indem die Ã¤uÃŸ 
ren Prozessoren mit den gegenÃ¼berliegende Prozessoren verbunden werden, so dass je- 
der Prozessor lokal gesehen im Mittelpunkt des 3D-Array liegt. Diese Architektur ska- 
liest von allen hier vorgestellten Modellen am besten. 
Da eine kleine Anzahl von Prozessoren mit vergleichsweise einfachen technischen 
Mitteln effizient vernetzt werden kann, die Architektur aber nur bedingt skaliert, geht 
man oft zu Clustern mit einer hierarchisch organisierten Kommunikation iiber. Kleinere 
Einheiten von Prozessoren kommunizieren intern mit kurzen Latenzzeiten, der Austausch 
zwischen den Einheiten erfordert hÃ¶her Latenzzeiten. 
A.1.4 Details der Cray T3E Architektur 
In diesem Abschnitt wird speziell auf das massiv parallele System der Cray T3E einge- 
gangen, das an1 AWI zur numerischen Ozeanmodellierung und als Entwicklungsrechner 
eingesetzt wird. Die technischen Angaben sind den HandbÃ¼cher der Firma Cray ent- 
nommen. 
Prozessoren und lokaler Speicher 
Die Cray T3E ist aus 64-Bit RISC-Prozessoren DEC Alpha 21164 EV5.6 aufgebaut, 
die mit 300 MHz bis 600 MHz Taktrate verfÃ¼gba sind (die folgenden Zahlen beziehen 
sich auf die Version mit 300 MHz). Da vier Operationen, davon je eine Gleitkomma- 
Addition und -Multiplikation sowie zwei Integer-Operationen, pro Taktrate ausgefÃ¼hr 
werden kÃ¶nnen betrÃ¤g die maximale Prozessorleistung 600 MFlopIs. Ein realitÃ¤tsnÃ¤he 
es MaÃ ist z.B. die Performance einer BLAS SAXPY-Operation von bis zu 250 MFlopIs. 
Der lokale DRAM Hauptspeicher kann wahlweise 128, 256 oder 5 12 MByte betragen. 
Der Prozessor verfÃ¼g Å¸be je 8 MByte Daten- und Instruktions-Cache sowie 96 KByte 
Secondary Cache, aber keinen externen Cache. Ein wesentliches Merkmal des in der 
Cray T3E implementierten Prozessors sind stattdessen die sechs Stream Buffer zu je 128 
Byte, die die Bandbreite zwischen Hauptspeicher und Cache vergrÃ¶ÃŸer Die wichtigsten 
Latenzzeiten und Bandbreiten sind in Tabelle A.3 zusammengefasst. 
Die parallele Architektur der Cray T3E 
Die Cray T3E kann auf bis zu 2048 Prozessorknoten ausgebaut werden, die in Form eines 
dreidimensionalen Torus miteinander verbunden sind, wie in Abb. A.3 skizziert. 
Tabelle A.3: Latenzzeiten in Taktzyklen (Clock Period CP) und Bandbreiten des Daten- 
transfers zwischen verschiedenen Elementen eines Prozessorknotens der Cray T3E 600. 
1 Proz. - Hauptspeicher 1 1  90 CP 1 l ,2 GByteIs 
Proz. - prim. Cache 
Proz. - sek. Cache 
Die Verbindung jedes Prozessorknotens zum Netzwerk ist mit dem Netzwerk-Router 
und einem externen Registersatz (E-Register, SRAM) implementiert. Ãœbe die E-Re- 
gister kann sowohl auf entfernten Speicher zugegriffen werden als auch auf den lokalen 
Hauptspeicher, so dass am Cache vorbei Daten geladen werden kÃ¶nnen Der Netzwerk- 
Router ist ein sogenannter Crossbar-Switch, der Verbindungen zwischen dem lokalen 
Speicher, einem 110-Port (EingabeIAusgabe-Einheit) und den sechs NetzwerkkanÃ¤le 
herstellt. Die NetzwerkkanÃ¤l verbinden den Prozessorknoten bidirektional mit den sechs 
benachbarten Knoten und weisen eine Bandbreite von 500 MBytels in jede Richtung auf, 
so dass bis zu 3 GByteIs Daten vom Netzwerk-Router gelenkt werden. 
Welche Bandbreite man in realistischen Anwendungen erreicht und wie hoch die 
Latenzzeit ist, hÃ¤ng wesentlich von den Kommunikationsroutinen ab. Die Latenzzeit 
steigt zudem, wenn die Daten nicht im Cache bereit liegen, sondern aus dem langsameren 
Hauptspeicher transferiert werden mÃ¼ssen Mit den Cray-spezifischen SHMEM-Routinen 
kÃ¶nne Latenzzeiten von 2 ps (Daten aus dem Cache) bis 6 ps (Daten im Hauptspei- 
cher), also von ca. 500 bis 2000 Taktzyklen, erzielt werden, die Bandbreite liegt bei 340 
MByteIs. Der Datentransfer erfolgt dabei einseitig, eine S H M E M - P U T - O ~ ~ ~ ~ ~ ~ O ~  etwa 
schreibt Daten aus dem lokalen E-Register direkt in den Hauptspeicher des entfernten 
Prozessors. Diese Konstruktion ist mÃ¶glich weil der physikalisch verteilte Speicher lo- 
gisch global adressierbar ist. Eine MPI-Kommunikation setzt dagegen voraus, dass die 
verschickte Nachricht explizit entgegengenommen wird, was sich in hÃ¶here Latenzzei- 
ten (je nach Routine und DatenlokalitÃ¤ 15-50 ps, also 5.000-15.000 Taktzyklen) und 
geringeren Bandbreiten (je nach Routine 80-260 MByteIs) auswirkt. Im neuen Standard 
MPI-2 ist auch einseitige Kommunikation vorgesehen. 
Wenn viele kleine Datenmengen verschickt werden mÃ¼sse und die Latenzzeit stark 
ins Gewicht fÃ¤llt sollte man sich fÃ¼ die Cray-spezifischen SHMEM-Routinen entschei- 
den. Ansonsten empfiehlt sich der  ess sage-~assing-standardl MPI, denn so bleiben 
die Programme portabel. Da MPI- und SHMEM-Routinen gemeinsam verwendet werden 
dÃ¼rfen kann jederzeit problemlos Schritt fÃ¼ Schritt auf die Cray-spezifische Kommuni- 
kation umgestellt werden. Als Literatur zu MPI seien die BÃ¼che von Gropp, Lusk und 
Skjellum [53] sowie Pacheco [87] genannt. 
Eine zweite wichtige Funktion eines Parallelrechners ist die Barrier-Synchronisation, 
die im Cray T3E System in der Hardware implementiert ist. Die Latenzzeit fÃ¼ eine 
Barrier ist mit 2-4 ps, also 200 bis 400 Taktzyklen, entsprechend kurz, unabhÃ¤ngi von 
P V M  (Parallel Virtual Machine) stellt einen weiteren Message-Passing-Standard dar, der Ã¤hnlic weit 
verbreitet ist wie MPI und sich besonders fÃ¼ heterogene Workstation-Netzwerke eignet. 
Latenzzeit 
2 CP 
8-10 c p  
Bandbreite 
Speichern: 2,4 GByteIs 
Laden: 4,8 GByteIs 
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Abbildung A.3: Die Prozessoren der Cray T3E sind in Form eines dreidimensionalenToms 
miteinander verbunden. Jeder Prozessor hat 6 direkte Nachbarn, fÅ¸ Prozessor 1 sind das 
beispielsweise 2, 4, 5, 13, 17 und 49. Am weitsten von Prozessor 1 entfernt ist nicht Nr. 64, 
der in drei Schritten, z.B. 14-52-64, erreicht werden kann, sondern Nr. 43 im Inneren des 
WÃ¼rfels zu dem es sechs Schritte braucht, etwa 1-2-3-7-1 1-28-43. 
der Programmierung mit MPI oder SHMEM. Viel entscheidender ist hier die Lastbalance 
und damit die Wartezeit der Prozessoren aufeinander. 
Die Konfiguration der Cray T3E am Alfred-Wegener-Instituts 
Die Cray T3E 600 des Alfred-Wegener-Instituts wurde ursprÃ¼nglic mit 56 Prozessoren 
mit je 128 MByte Hauptspeicher und 300 MHz Taktrate installiert. Davon standen 51 
Prozessoren als Application P E ~  fÃ¼ numerische Anwendungen zur VerfÃ¼gung 3 Com- 
mand PES fÃ¼ interaktive Anwendungen, kompilieren usw. und 2 Operating System PES 
fÃ¼ das Betriebssystem. Ende November 1998 wurde das luftgekÃ¼hlt System auf 136 
Prozessoren aufgerÃ¼stet 
An die Cray T3E sind 170 GByte Festplattenspeicher direkt angeschlossen, ferner 
ist der Rechner in das Netzwerk des AWI eingebunden und hat so u.a. Zugriff auf das 
Magnetband-Archiv. 
2~~ steht fÃ¼ Processing Element und bezeichnet die Prozessknoten mit Prozessor, lokalem Speicher 
und Verbindungshardware. 
Die Rechenzeiten, die in dieser Arbeit genannt werden, beziehen sich auf die Cray 
T3E des AWI. Um Vergleichbarkeit zu gewÃ¤hrleisten wurden alle Zeiten in der End- 
phase dieser Arbeit unter dem selben Prograinming Environment, d.h. mit identischen 
Compiler-, BLAS-, MPI-, SHMEM-Versionen, verifiziert. Als Programmiersprache wur- 
de Fortran 90 eingesetzt, wobei der Compiler fÃ¼ die Rechenzeitmessungen mit der Opti- 
on -0 unroll2 aufgerufen wurde. 
A.2 Gebietseinbettung und Gebietszerlegung 
A.2.1 Die Verwandschaft von Kapazitanzmatrix und Schur-Kom- 
plement 
Das Kapazitanzmatrix- und das Schur-Komplement-Verfahren (auf zwei Teilgebieten) 
basieren beide auf einer Gebietszerlegung eines groÃŸe Gitters T?/, in nichtiiberlappen- 
de Teilgebiete Ql und Q2 sowie einem Interface F. Die Aufgabenstellungen sind dabei 
genau entgegengesetzt: im ersten Fall ist die LÃ¶sun einer elliptischen Gleichung im 
(unregelmÃ¤ÃŸ berandeten) Gebiet Ql gesucht, aber es steht nur ein Loser auf Rh zur 
VerfÃ¼gung im zweiten Fall mÃ¶cht man eine LÃ¶sun auf Rh aus LÃ¶sunge auf den Teil- 
gebieten Ql und Q2 zu kombinieren. 
Block-LU-Zerlegung und Inverse des diskretisierten elliptischen Operators 
Der elliptische Operator &I3 kann jeweils gemÃ¤ der Gebietseinbettung bzw. -zerlegung 
angeordnet werden. Aus der Block-LU-Zerlegung 
mit dem Schur-Komplement S = 
- &-I -^\ Â¥L\' - ergibt sich die Inverse 
Kapazitanzmatrix mit Punktladungsansatz und Schur-Komplement 
Aus der Darstellung (A.6) des inversen Operators L ,  erkennt man sofort, dass die Ka- 
pazitanzmatrix in einem Spezialfall mit dem inversen Schur-Komplement Ãœbereinstimmt 
^ ~ i e r  mit der Bezeichnung &, anstelle von & in Kapitel 3 
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Die moderne Entwicklung fÃ¼hr auf ein CG-Verfahren zur LÃ¶sun der elliptischen 
Gleichung in Â § I  (3.17), das mit einem Vorkonditionierer auf der Basis von (A.9) kombi- 
niert wird [25, 5 1, 90, 91, 361. 
A.2.3 Die Randiiltegral-Methode zur Gebietseinbettung 
Die Grundlagen 
McKenney, Greengard und Mayo [83] entwickelten 1991 fÃ¼ die Poissongleichung mit 
Dirichlet-Randbedingung in einem unregelmÃ¤ÃŸ berandeten beschrÃ¤nkte Gebiet Â G 
lR2 (das Inseln enthalten, also mehrfach zusammenhÃ¤ngen sein kann) 
- A u = f  inÂ§ 
u = g auf 3Â 
ein schnelles numerisches LÃ¶sungsverfahren das auf der LÃ¶sungsdarstellun mit der Fun- 
damentallÃ¶sun - & log \X - t\ der Potentialgleichung 
basiert. FÃ¼ Inseln im Rechengebiet wird Existenz und Eindeutigkeit einer entsprechen- 
den Dipolverteilung u, durch Addition von Potentialen von Punktladungen innerhalb jeder 
Insel garantiert. Im Folgenden wird das Verfahren ohne diese Modifikation, fÃ¼ reine In- 
nenraumprobleme, skizziert. Aus der Sprungrelation fÃ¼ Dipolpotentiale (3.10) folgt die 
Fredholmsche Integralgleichung zweiter Art fÃ¼ die Dipolverteilung u, 
Die Randintegral-Methode arbeitet mit zwei unabhÃ¤ngige Gittern: das Gebiet Q 
wird in ein Rechteckgitter Ri, mit Gitterweite h eingebettet, der Rand 3Q wird unabhÃ¤ngi 
von Rh durch Na Punkte approximiert, die bzgl. der BogenlÃ¤ng Ã¤quidistan mit Abstand 
8 sind, siehe Abb. A.4. Die Gitterpunkte von Rh, die im Inneren von Â liegen, werden mit 
Â§/ bezeichnet, der diskretisierte Gebietsrand mit 3Â§Â Die Gitterpunkte in Rh, fÃ¼ die der 
finite-Differenzen-Stern von Ah vollstÃ¤ndi in- bzw. vollstÃ¤ndi auÃŸerhal von Â£ liegt, 
heiÃŸe regulÃ¤r Punkte, alle anderen heiÃŸe irregulÃ¤r Punkte. 
Der Algorithmus 
Die Randintegral-Methode besteht aus drei Schritten, die ebenfalls zwei Aufrufe eines 
schnellen numerischen Losers auf dem Rechteckgitter Rh beinhalten. 
1. Die diskretisierte rechte Seite fh wird mit //, = 0 in T?/, \ Â£1/ auf das Rechteckgitter 
Rh erweitert. In den randnahen Gitterpunkten sowohl inner- als auch auÃŸerhal 
von Q wird //, geeignet modifiziert, um trotz der Unstetigkeit der rechten Seite 
Abbildung A.4: Bei der Randintegral-Methode wird der Gebietsrand unabhÃ¤ngi vom 
Rechteckgitter diskretisiert. Die irregulÃ¤re (randnahen) Punkte sind mit 0 gekennzeichnet. 
beim Ãœbergan vom Gebietsinneren nach auÃŸe ein Verfahren der Ordnung 0 ( h 2 )  
zu erhalten. Mit einem schnellen Loser bestimmt man nun eine Funktion V / ,  aus 
die zwar die richtige InhomogenitÃ¤ //, in Q/, besitzt, aber i.a. nicht die richtigen 
Randwerte auf 3Qx erfÃ¼llt 
2. Nun wird eine diskrete Dipolverteilung pÃ£ n = 1 , .  . . ,Ng, auf 3Q5 berechnet, die 
ein Potential wdip erzeugt, das die Randwerte auf dQg korrigiert. 
0 Die Funktion V;, wird von den Punkten des Rechteckgitters Rll auf die Rand- 
punkte xÃ£ n = 1 , .  . . , Nd von 9Qg interpoliert. 
0 Die diskretisierte Integralgleichung (3.12) liefert ein lineares Gleichungssy- 
stem fÃ¼ die Dipolverteilung 
(A. 10) 
McKenney, Greengard und Mayo lÃ¶se das Gleichungssystem mit dem CGS- 
Verfahren und nutzen dabei aus, dass das zugehÃ¶rig Matrix-Vektor-Produkt 
dank seiner speziellen Gestalt mit der apdaptiven schnellen Multipol-Metho- 
de [32, 951 mit O(Na)  Operationen berechnet werden kann. 
3. Im letzten Schritt wird das von (J. erzeugte Dipolpotential wdip berechnet. Nahe- 
liegend, aber selbst mit der schnellen Multipol-Methode nicht sehr effektiv, ist 
es, fÃ¼ jeden Gitterpunkt in Q/, die disksetisierte Integraldarstellung auszuwerten. 
Stattdessen kann man das Dipolpotential nur in den irregulÃ¤re Punkten und deren 
Nachbarn aus der Integraldarstellung bestimmen und dann ausnutzen, dass man da- 
mit genug Informationen besitzt, um wm mit dem schnellen Loser zu bestimmen. 
In den regulÃ¤re Gitterpunkten gilt 
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in den irregulÃ¤re kann man Ci,, = A1,wdip(i, J )  aus den eben berechneten Werten 
bestimmen. Mit dem schnellen Loser erhalt man das Dipolpotential aus 
0 fiir regulÃ¤r Punkte (i, j )  , 
-Allivdip(i, j )  = wdip = 0 auf 3Rll, 
C;,; fÃ¼ irregulÃ¤r Punkte ( i ;  j )  , 
Vor- und Nachteile der Randintegral-Methode 
Der entscheidende Vorteil der Randintegral-Methode ist die unabhÃ¤ngig Diskretisierung 
des Randes, die es erlaubt, die Randstruktur besser aufzulÃ¶sen Es kÃ¶nne sehr komplex 
berandete Gebiete mit einer groÃŸe Zahl diskreter Randpunkte behandelt werden, denn 
die diskretisierte Integralgleichung kann mit der Kombination aus CGS-Verfahren und 
schneller Multipol-Methode sehr effizient berechnet werden. Zudem kÃ¶nne mit einem 
leicht modifizierten Verfahren auch AuÃŸenraumproblern (Poissongleichung in \ Â§ 
gelÃ¶s werden. 
Diese Vorteile spielen in ozeanographischen Anwendungen leider keine Rolle. Viel- 
mehr ist die Randintegral-Methode hier kaum anwendbar, denn zum einen lasst sie eben 
nicht zu, dass der Rand als Polygonzug durch die Gitterlinien approximiert wird. Zum 
anderen basiert sie darauf, dass die F~~ndamentallÃ¶sun der Poissongleichung explizit be- 
kannt ist und leicht ausgewertet werden kann. Auf elliptische Differentialgleichungenmit 
variierenden Koeffizienten ist das Verfahren daher nicht direkt Ãœbertragbar 
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