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ABSTRACT
Tomorrow’s display and interaction technology will go beyond standard computer monitors, tele-
vision and mobile screens and will enable projecting digital content onto any complex physical
surface. While devices like the IPod and IPad have received tremendous commercial success, the
interaction capabilities for users are still limited to a small mobile screen. As projectors continue
to decrease in size, cost and power consumption, projection technology has the potential to become
as ubiquitous as the standard television or digital cameras in our mobile devices. With this poten-
tial comes the opportunity to transform everyday passive objects into interactive display surfaces,
freeing content from the confines of a flat monitor display. In this thesis, I explore interacting with
everyday objects by representing content as interactive surface particles. Users can build their
own physical world, map virtual content onto their physical construction and interact directly with
surface using a stylus.
While researchers have explored using projectors for interacting with surfaces in our environ-
ment, many of these displays are still relegated to walls, tabletop surfaces or simplistic scenes. Fur-
thermore, even fewer research projects describe methods for content creation on complex physical
objects. By using a surface particle representation, interaction designers can create programmed
content that is independent of the display object and is reusable on many surfaces. I present a
detailed description of the surface particle representation though a projector-camera system that
acquires the object geometry and enables direct interaction though an infrared tracked stylus. I
also demonstrate three motivating examples each displayed on three example surfaces and discuss
a set of interaction techniques that show possible avenues for structuring interaction on complex
everyday objects.
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CHAPTER 1
INTRODUCTION
Depending on who you ask and what country you are in, you will be given a different name for
the actual inventor of the projector. Although historical records remain unclear, in 1645, a highly-
educated Jesuit scholar named Athanasius Kircher described and illustrated a device for reflecting
sunlight from a mirror through a lens and onto a screen [1]. Kircher called his invention the Magic
Lantern, and because of his initial records, is credited with the invention.
The Magic Lanterns of the 15th century contained large slides that were made of bulky objects
such as glass and wood and used pulley’s and winches to give slides crude animations. Today,
projectors are ingrained in our daily lives depicting vivid visual effects and animations in movie
theaters, television, and for presentations in classrooms. The most common use of projectors today
is for flat shared displays that can be seen by multiple users simultaneously. While a standard tele-
vision or flat monitor display requires users to focus on a screen that is limited in shape and size,
projectors have the capability to illuminate any surface with light allowing users to appropriate any
object for use as a ubiquitous display surface. As projectors decrease in cost and power consump-
tion and become small enough to fit inside a standard mobile phone, average non-technical users
will be provided with the possibility to use our environment as a display surface as well as for nat-
ural input. Walls, desks, foam core, clay models, wooden blocks, sand pits, among other materials,
can be turned into interactive displays allowing for a new range of interaction possibilities.
Contemporary media and visual artists have begun to expand the use of standard projectors to
a wide range of complex surfaces that vary in texture, shape and size. For example, building
projections can be seen in brilliant Son Et. Lumiere (Sound and Light) shows around many parts
of Europe. Advertising firms have begun to use projectors for visual effects at trade shows such as
in demonstrating engine specifications on the hood of Honda’s new line of cars. However, as most
projectors have no knowledge of the shape of its display surface, end users endure a time-intensive
1
process to manually position and orient the projector to accurately overlay their 2D digital content
on its underlying surface. Furthermore, end users are unable to actively interact with the images
rendered by the projector.
This thesis is an exploration of using projection-based augmented reality, also known as Spatial
Augmented Reality (SAR), to transform everyday passive objects into interactive display surfaces
through the use of novel projector-camera systems. Although there are many problems and ap-
plications that deserve future research, we focus on two topics in detail: creating virtual content
independent of knowledge of the display surface, and exploring interaction techniques on any user
constructed surface.
Existing research has shown the potential for interaction with 2D content on planar surfaces
such as tables and walls, through the use of a projector and camera [2, 3, 4]. Additionally, re-
searchers have begun to explore surface interaction utilizing automated 3D scanning to interact
with more complex objects on tabletop surfaces [5, 6, 7]. Although these novel display and inter-
action technologies show great promise, the ubiquitous nature of projectors present opportunities
for exploring interaction techniques and methods for content creation on complex physical sur-
faces.
In this work, we describe interactive surface particles, which allow users to create, map and
play on complex physical surfaces. The surface particles are represented as two dimensional tex-
tured quads that are constrained to the physical surface and have associated interaction logic and
physical behaviors. With surface particles, interaction designers program digital content once and
then the content can be reused on many physical surfaces. An end user takes the interactive sur-
face particles created by the interaction designer and maps the content to a scene they physically
construct. Mapping interactive surface particles is akin to using a level editor in a video game, as
the interactive content is programmed independent of the final display surface then placed by the
end user to create the final surface experience. When the user plays the surface experience, the
surface particles adapt their interaction logic to the specific mapping and the shape of the surface.
As a result, the value for the interaction designer is in the decoupling of content creation from the
display surface, allowing content to be reused on any physical object. For the end user, the value
is a unique, tangible and immersive interactive experience.
Consider a scenario where an interaction designer adapts a miniature golf game for end users to
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play on a physical surface. The interaction designer programmatically creates interactive surface
particles which include golf holes, balls, mats, sand pits and portals, along with associated inter-
action logic independent of the final display surface. The end user then constructs a scene out of
a set of physical wooden blocks, creating mounds and valleys, setting the stage for an upcoming
golf tournament. The user then places portals, putting mats, balls and holes to create the scene.
The user can then play the surface experience by directly interacting with the surface content us-
ing a stylus. For example, when the user putts a golf ball over a steep mound using a projected
virtual putter, the ball slows, incorporating the physics of the physical surface. While playing the
game, the end user decides to invite a few friends to bring over their own constructions and to help
collaborate on making improvements to the current design. The whole process reveals a unique ex-
perience merging the virtual and physical worlds, enabling an immersive, tangible experience with
interactions that are not possible in a truly physical environment. In the future, we can imagine a
whole market of custom made surfaces or world construction kits for surface games.
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Research Summary
This thesis work presents a technique that allows users to interact with complex everyday surfaces
using surface particles. With surface particles, users can appropriate any object in their environ-
ment suitable for projection as a display surface. Surface content creation and interaction is made
possible by the Surface Interaction Engine(SIE), a software framework that utilizes a single pro-
jector and camera. The following summarizes the main contributions of this thesis:
1. We present view-independent projected content in the form of a surface particle represen-
tation and demonstrate them with three motivating example applications on three example
surfaces.
2. We describe a unique method that decouples content creation from end-user surface con-
struction which allows interaction designers to create surface particles without any knowl-
edge of the display surface.
3. We developed the SIE, a prototype software framework for content creation and interaction
which features an integrated 3D structured light system, an infrared stylus tracking system
and uses commodity low-cost components and show results that demonstrate the accuracy
of the infrared tracker and the underlying behaviors supported by the sytem.
4. We demonstrate a series of unique interaction techniques that show possible avenues for
structuring interaction on surfaces, such as with Surface Adaptive GUIs.
5. We identify improvements necessary to make interaction possible on everyday surfaces
through a preliminary qualitative evaluation and interviews with end users.
The thesis is organized as follows: Chapter 2 reviews the literature related to projection-based
augmented reality from the human computer interaction and computer graphics communities.
Chapter 3 describes an overview of techniques used in projector-camera systems to motivate the
design decisions behind the SIE. Chapter 4 describes the process of creating content with the SIE,
focusing on the benefits and limitations of using a surface particle model on physical objects.
Chapter 5 outlines the end user process of mapping and interacting with digital surface content.
A set of interaction techniques is presented to demonstrate the interaction potential of surface
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particles. The techniques are presented in the context of three motivating example applications
presented on three example surfaces. Chapter 6 concludes the thesis and presents possibilities for
future work.
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CHAPTER 2
RELATED WORK
2.1 Tabletop Interaction
One popular application that requires knowledge of where to display projected content is with
tabletop surfaces. The Diamond Touch table [8], Planar Manipulator Display [9] and the Frustrated
Total Internal Reflection Multi-Touch system [10] allow multiple users to interact with planar
surfaces by tracking the location of their hands or stylus pen for touch input. In PlayAnywhere[11],
the system uses a video-camera and infrared illuminant to deduce depth information for touch input
and virtual object manipulation. Computer vision algorithms are used to detect and track objects
like pieces of paper while a standard projector illuminates a flat surface with content that reacts to
a user’s touch. Our work explores how virtual content can be created and mapped to a physical
object using interactive surface particles and introduces a set of interaction techniques that extend
beyond tabletops to more complex physical surfaces.
2.2 Large Projector Displays
As projectors are not bound by the same physical limitations as computer monitors, flat-panel
screens, or mobile smart phones, multiple projectors can be arranged together to form tiled dis-
plays that can easily span large surfaces. When multiple low-resolution projectors are combined
together, the result is a single high-resolution display. One drawback of these large displays is
that they contain distracting seams across overlapping regions of the projected content. Many
approaches have been developed that vary luminance gradients and utilize automated projector
blending [12, 13] to create a smooth projection image over the display. Furthermore, using mul-
tiple projectors provides the added benefit of shadow elimination when combined with computer
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vision techniques to track a user’s shadow. While many of these multi-projector systems offer
high visual quality, they are still limited to simplistic scenes or use parametric models to project
on slightly irregular surfaces. [14]. While this thesis work explores interactions on more complex
surfaces using a single camera and projector, adding projectors and cameras to our system can be
made possible with additional engineering effort.
2.3 Spatial Augmented Reality
Raskar et. al. [15] first explored overlaying digital content onto physical surfaces, an area now
entitled Spatial Augmented Reality. Raskar introduced the concept of projecting a 3D digital
model calibrated onto a physical display surface, effectively animating the texture of any surface.
Similar to our direct surface interaction, in Dynamic Shader Lamps users applied virtual paint to
physical objects with a stylus [16]. However, interaction was limited to 3D painting and texture
modification. The 3D representation of the model was acquired through a tedious process with a
tracked stylus, limiting the overall complexity of the surface.
2.4 Extended Desktop Computing
Research has extensively explored embedding digital content into an office environment where
general computation can take place on surrounding surfaces [2, 17, 18, 19]. Documents, pictures
and other 2D media can be interacted with on flat surfaces with an extended desktop metaphor,
however arbitrarily complex surfaces are not addressed. The Office of the Future project fore-
casted a vision where any surface could be augmented with virtual content and developed a real-
time 3D scanning system to acquire complex surface geometry [12]. Similarly, the Smart Projector
described by Bimber et al. combined a camera with structured light to acquire geometric infor-
mation about a surface and its surrounding environment. The projector determines all parameters
necessary to geometrically warp and color correct the input image such that the final output image
appears correct when projected onto non-trivial surfaces [20]. However, the Office of the Future
and the Smart Projector projects did not address in detail how content could be created or what
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interactions were possible on complex surfaces.
2.5 Handheld Projectors and Tracking
With the advent of miniaturized projectors, digital content can be embedded in large surfaces by
handheld projectors without being limited by a static projection area [21, 22, 23]. Using a projector
as both a display and input device enables novel techniques for interacting with content on surfaces
[24, 25]. To date handheld projected interaction systems are limited to manually defined planar
surfaces or utilizing physical fiducial markers. With a more complex surface scanning and rep-
resentation these methods could be modified to support interactive surface particles on arbitrarily
shaped objects.
Instead of a handheld projector, a motion tracked display surface enables a host of interesting
interaction techniques [26]. With a known display surface geometry and real-time motion tracking,
foldable displays enable rich tangible interaction with resizable surfaces [27]. The Everywhere
Display [17] uses a computer controlled pan-tilt mirror in front of a projection lens to re-direct
projected light throughout the environment. Using a steerable projector in conjunction with AR
tracking, Ehns et al. projected drill markings and virtual electrical wires to help safely guide
users with installing a wall cupboard [4]. These approaches could be combined with the concepts
presented in this thesis to create interactive surface particles.
2.6 Content Creation
Recently, Augmented Reality (AR) has grown in popularity, with applications in entertainment,
advertising and healthcare among many others. AR applications allow users to augment their
environment by overlaying virtual elements on a video stream that can be viewed through a display
device such as a computer monitor. The video stream is typically captured in real time by a
standard video camera which views a scene containing several pre-defined markers. With computer
vision techniques, AR applications track the location of the markers to compute the pose of the
virtual object to be overlaid on the video. For example, with a web camera looking directly at a
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printed AR marker, users can view John Mayer’s AR Heartbreak Avenue music video overlaid on
the marker through their computer screen.
Arguably, the most prominent applications of AR have been targeted at users in the mobile
market. In real-time, users can see reviews of a latte on their IPhone as they physically walk
past a cafe [28]. As AR applications continue to rise in popularity, interaction designers and
programmers are faced with the challenge of creating rich interactive content. Researchers have
tried to meet this need with a wide range of AR toolkits [29, 30, 31]. For example, Qualcomm’s
AR SDK [32] enables programmers to easily identify rigid objects through their API in which
their vision-based algorithms can be used with video cameras to track moving objects in the scene.
The Qualcomm SDK also contains integrated extensions for the Unity 3D game engine [33] which
allows interaction designers to easily create 3D models that are tied to user defined AR markers
on any surface. Content can be created independently without knowledge of the surface allowing
interaction designers to focus on delivering compelling AR applications.
Although users can have free form movement in their physical environment, the largest draw-
back to the AR applications described above is that it forces users to view their augmented envi-
ronment through a flat display device. Instead of using a computer monitor, small mobile screen
or a bulky head mounted display, this thesis utilizes techniques in SAR to give users a tangible ex-
perience that occurs directly on the physical surface creating a unique and immersive experience.
2.7 Real-Time Interaction
Finally existing research has begun to explore projecting interactive content onto physical sur-
faces that are complex and automatically scanned. The Illuminating Clay and SandScape projects
[7] provide a tangible user interface [34, 2] for the domain of landscape architecture through dy-
namically scanning and projecting content. Users can physically mold a landscape surface while
receiving dynamic information about the surface through a series of landscape analysis visualiza-
tions. This is made possible by using deformable surfaces such as clay or sand. In the system,
a high-speed 3-dimensional laser scanner acquires the geometry of the surface in real-time. This
allows the projected content to change dynamically as users alter the shape of the surface.
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Johnson et al. created a multi-projector display on a sand table for military planning applica-
tions used for strategic planning and visualizing troop movement [35]. Users can place foam core
buildings at pre-marked locations that represent their real-life counterparts and interactively an-
notate the surface using a tracked wand. Similarly, sand can be replaced with a human body for
visualizing medical information. Yasumuro et al. created a system for projecting an ultrasound
visualization calibrated onto a human torso [36].
Wilson explored a new style of interaction utilizing a dynamic depth map that enabled real-time
3D capturing of physical objects placed on a tabletop surface [37]. Users could add folded bits
of paper to simulate ramps on the tabletop and drive a projected virtual car on top of the physical
surface. While this work features dynamic shape acquisition and interactive projected content,
issues in interactive content creation and mapping are not addressed.
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CHAPTER 3
BACKGROUND AND APPROACH
3.1 Structured Light
In order to merge the physical and virtual content, a standard camera and projector can be used to
directly acquire the 3D geometry of the scene. A standard multimedia projector emits a frustum
of light from its projection lens that can be described as a planar grid divided into regions called
pixels [38]. When a user views a scene that is illuminated by a projector, the surface of the scene
is composed of a grid of pixels that a projector can vary in color and intensity. A standard video
camera can be described as an inverse projector whose lens is capable of focusing light into an
imaging sensor that is equivalently represented as a grid of pixels.
To acquire a 3D representation of the scene, the projector can emit a series of structured patterns
which can then be recorded by a camera to triangulate the depth in a scene. The structured light
patterns are codes that a camera uses to uniquely distinguish each pixel in the projector. When
the camera decodes the patterns, each pixel in the camera has a corresponding projector pixel.
Information about the camera and projector such as their relative pose and their focal lengths along
with the corresponding pixel pairs are used to triangulate the geometry of the surface [39, 40, 41]
(more references here).
The process of structured light is akin to the process humans use to triangulate depth with
their eyes and is modeled similarly with two cameras in standard stereo vision techniques. With
structured light, a projector replaces one of the cameras and uses the structured patterns to allow
the camera to see for the projector. The structured patterns are time-multiplexed binary Gray-code
stripe patterns that are still heavily used in the range finding community. The Gray-code patterns
are series of black and white striped patters that divide the grid of pixels emitted by the projector
into smaller regions. The patterns are projected for both the horizontal and vertical axes of the
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projector. In contrast to its binary variant [39], the Gray-code patterns ensure that the boundaries
between each stripe pattern continually change locations for increased robustness against signal
interference (e.g. analog projector bleeding). The reader is referred to the Battle Survey [42] or
Jone’s Thesis [43] for a thorough reference on structured light techniques.
3.2 View Dependent Effects
In many projection based applications, a large body of work has focused on displaying 3-dimensional
virtual objects on a physical surface whose perspective is dependent on the location of the user,
camera and projector. The problem of rendering images of three dimensional virtual objects using
a projector can fall under a number of possibilities. For example, a user can be moving or static,
the projector can be in an arbitrary position illuminating the object using front or rear projection
and the display surface can be planar or arbitrarily shaped [44]. The projected virtual content can
be in front of, behind, or on the display surface.
If a virtual object has 3D geometry or a position not directly on the physical surface, then the
virtual geometry of the scene differs from the physical geometry, which can lead to an incorrect
perspective rendering of the content. For this case, a two-pass rendering process can be used to
correct the distortion in the projected content [12] (see Figure 3.1). For example, if an arbitrary
3-dimensional point V on a virtual object is behind the display surface D, the first step is to render
the virtual object from the desired perspective T . Then, to compute where V would be located
on the display surface, one would simply find the location M of where the ray TV intersects the
surface D. In the second step, the pixel in the projector that illuminates M is found and illuminated
using the color of point V . The desired viewpoint T in step 1 can be from the camera, or from
a head tracked user. While this rendering process allows a tracked user to view an augmented
surface from any viewpoint, one drawback is that any other user who views the surface will see
a distorted view of the virtual object, preventing multiple users from simultaneously viewing the
projected content.
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Figure 3.1: Two-pass rendering process, (a) a virtual 3-dimensional tea pot is behind the display
surface D, (b) in the first pass, a virtual point V on the tea pot is rendered from the perspective T
and the ray TV intersects the surface at M, (c) in the second pass, the pixel that illuminates M
from the perspective of the projector P is found.
3.3 Particle Representation
If only the surface properties such as the color, illumination or texture of the physical surface need
to be changed, no view-dependent projection is required. This can be accomplished by constrain-
ing virtual objects that are in front or behind the surface to lie directly on the surface. This allows
the physical geometry to be equivalent to the virtual geometry and eliminates additional hardware
complexity needed for tracking an individual user.
As we will describe in detail later, a surface particle representation can be used to represent
13
projected content where each particle is constrained to lie on the display surface. A similar ap-
proach was utilized by Witkin and Heckbert [45] where particles were used to visualize and control
implicit surfaces. Implicit surfaces are widely used in computer graphics and are more formally
known as the zero-level set of a real valued function F in the form:
(x1, ...,xn)| f (x1, ....,xn) = c
where c is constant. One important property of implicit surfaces is that they can be used to de-
termine if a point lies inside or outside of an object [46]. This property can be useful in graphics
applications when trying to determine if two objects have collided. A simple example of an im-
plicit surface is represented in the equation:
f (x,y,z) = x2 + y2 + z2−1 = 0
The equation above finds all the points at a distance of 1 from the origin in 3-dimensional
euclidian space. If we can find a way to test which sets of points x, y, and z make this equation
true, and only visualize those points, it will graph a sphere. All points at x, y, and z that evaluate to
1 constitute the implicit surface. If a point evaluates to less than 1, the point is inside the surface.
If the result is greater than 1, it is on the outside of the surface.
For a particle Pi to be constrained to the implicit surface of F , it must satisfy the implicit function
F(x,y,z) = 0 where x, y and z is the particle’s location. The constraint is enforced by setting
the particles original velocity V to a constrained velocity Vi by subtracting any components that
are normal to the implicit surface. Along these lines, Su and Hart presented a programmable
particle system, Wickbert, that incorporated a system of particles and behaviors upon which the
Surface Interaction Engine was modeled [47] (see Figure 3.2). While Wickbert was built to achieve
very different goals, the initial implementation of the Surface Interaction Engine utilized the core
Wickbert surface particle system.
14
Figure 3.2: A system of particles is constrained to the torus whose implicit function is defined by
f (x,y,z) = (R−√(x2 + y2))2 + z2− r2. All particles with position x, y, z will lie on the implicit
surface if f (x,y,x) = 0.
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CHAPTER 4
SURFACE INTERACTION ENGINE
4.1 Surface Particle Sprites
We developed the Surface Interaction Engine as an API that enables interaction designers to pro-
gram surface particles for interaction on most physical surfaces. Surface particles are created
programmatically without any knowledge of the final display surface. Entities within the SIE are
modeled as surface particle sprites, which are two dimensional textured quads that are constrained
to lie on a surface. As described in 3.3, by constraining sprites to the surface, we eliminate the
need for view dependent effects. A surface particle sprite has a position, velocity and accelera-
tion on the surface and is subject to a set of forces and constraints. While the underlying system
maintains 3D coordinates for the sprite, the API only allows the programmer to alter the sprite’s
2D relative position on the surface. For instance, at any point on the surface, the particle can only
move tangentially on the surface at that point, moving some degree of forward, backward, left and
right. The relative coordinate system is based on the plane defined by the sprite, allowing the sprite
to move only in the Xlocal and Ylocal directions (see Figure 4.1).
Ideally, in order to determine the distance between sprites for interaction logic, the system would
utilize geodesic distance (the shortest distance along a surface between two points). However,
due to computational complexity, the system approximates geodesic distance with 3D euclidean
distance. Therefore the API allows querying the 3D position and orientation of a sprite, however
only the relative 2D position, velocity and acceleration can be set by the programmer 1.
1Portions of this chapter were reprinted with permission. c©2010 IEEE. Reprinted, with permission, from [48].
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Figure 4.1: A surface particle is a 2D textured quad constrained to lie on a 3D surface and defined
by a local 2D coordinate system (Xlocal , Ylocal).
4.2 Interaction Logic
The decoupling of content creation from the end user experience is motivated by the long history
of user generated or customized content in video games. Games from the Pinball Construction
Kit to The Sims Franchise have enabled users to construct a virtual world and then play within it.
Hengel et al. explored merging physical and virtual content creation using image based modeling
from video feeds to create a 3D representation of the scene. Virtual elements could then interact
with the user created 3D models. In contrast, users of the SIE directly interact with the physical
surface are not required to manually model the scene [49].
One of the benefits of the Surface Interaction Engine is that it allows interaction designers to
create content independent of the final display surface. This decoupling of content creation with
surface construction, mapping and playing allows content to be reused on any display object. To
create an interactive surface experience, interaction designers must first define a set of entities,
behaviors and all the associated interaction logic (see Listing 4.1).
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void Tank : pub l i c S p r i t e , E v e n t H a n d l e r {
Tank ( ) ;
. . .
/ / h a n d l e s c o l l i s i o n e v e n t s w i t h mines
O n C o l l i s i o n ( C o l l i s i o n E v e n t ∗ e ) ;
. . .
/ / p e r c e n t o f h e a l t h o f t h e t a n k
f l o a t mHealth ;
. . .
}
Tank : : Tank ( ) {
. . .
AddBehavior ( ‘ ‘ Dr ive ’ ’ ) ;
}
Tank : : O n C o l l i s i o n ( C o l l i s i o n E v e n t ∗ e )
{
i f ( e−>G e t C o l l i d e d S p r i t e ()−>GetName ( ) == ’ ’ Mine ’ ’ )
mHealth −= 0 . 0 5 ;
}
Listing 4.1: Pseudo code for creating a tank entity class that reacts to colliding with mines, has a
health parameter and responds to Wii Remote input driving it across the surface.
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4.2.1 Entities
Entities are created in an object-oriented manner with a class of sprites representing each type
of element in the scene. For instance, in a miniature golf game, golf balls would be represented
as an entity class created by the programmer. Then the end user could place multiple golf ball
sprite objects to create their unique golf course. The end user golf ball objects all share the same
interaction logic as they are all objects of the same class (see Figure 4.2).
Specifically, all entities are derived classes that inherit from a global Sprite class. Each sprite
entity class contains a texture associated with the class. Once the entities have been defined, the
SIE automatically collects the textures and populates a gallery of all the scene elements. The end
user can then use this gallery to select and map elements onto their final display surface. For
instance, a gallery for a miniature golf game would contain golf ball, sand trap, and hole classes.
Figure 4.2: Entities that an interaction designer creates for a miniature golf game, which include
golf balls, putter, sand lot, golf hole, grass mat, and portals.
4.2.2 Behaviors
Behaviors define interactions with the surface that can apply to any sprite class and can therefore
be reused. For instance, a drive behavior can take a joystick input and move a sprite on the surface.
Also, every particle has a surface adhesion behavior attached which takes the current 3D position
of the particle and attracts it to the surface at every frame.
Behaviors are derived classes that inherit from a base Behavior class. Entities can then add
behaviors simply by calling a function, “AddBehavior” with the name of the behavior. Some
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common behaviors are provided by the SIE, while a particular application can define additional
behaviors to attach to entities.
4.2.3 Events
Sprite entities need to receive notifications of user input or important system state modification.
For instance, a golf ball sprite needs to know if it has been clicked because someone is trying to
putt the ball. Or a golf ball sprite needs to know if it has collided with a hole because this indicates
a successful putt. Sprites and behaviors can subscribe to notifications in the form of events.
Events are created by the SIE and then forwarded to the relevant subscribers. For instance, a
drive behavior would listen to Wii Remote events, which are generated when the system detects
movement in a connected Wii Remote. Typically interaction logic heavily utilizes collision events
to determine when two sprites are touching. The system also supports Open Sound Control (OSC),
a standard that allows for sending/receiving arbitrary events across a network, allowing a wider
range of input devices. As an example, an OSC event generated by an embedded accelerometer
sensor could be forwarded across a local network to a particular sprite class. In total, the Surface
Interaction Engine supports stylus tracker, collision, Wii Remote, OSC, mouse and key events.
4.3 Implementation
The projector-camera system utilized a short throw NEC NP510WS projector, which provides a
1280x800 resolution at 2100 lumens. The system uses a low cost, monochrome Point Grey Firefly
MV camera, which is capable of detecting both visible and near infrared light with a resolution
of 752x480 at 61 FPS. The camera is used for visible structured light scanning, see Section 4.3.1.
After scanning, an infrared pass, visible block filter is attached and the same camera is used for in-
frared tracking of the IR LED stylus, see Section 4.3.4. Reusing the camera decreases system cost
and eliminates the need to calibrate a separate tracking system as the camera is already calibrated
for the 3D scanning. Rendering for the Surface Interaction Engine is performed with the Ogre3D
open source rendering engine.
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4.3.1 Acquiring the surface
The system utilizes an integrated structured light scanner in order to acquire a high resolution
(752x480) 3D representation of the interaction surface. The implementation was based on code
that was available as part of a SIGGRAPH 2009 course by Lanman and Taubin [50]. It was
modified for added support for Point Grey cameras and a modified calibration process.
The calibration process requires the user to move a physical checkerboard pattern in front of
the projector-camera pair. A virtual checkerboard pattern is projected onto the physical checker-
board in order to simultaneously calibrate the projector and camera. This necessitates moving the
checkerboard through the entire calibration volume which typically requires moving the object to
be scanned out of the way. A series of binary grey-code patterns are projected onto the object
to establish pixel correspondences between the camera and projector. These correspondences are
used to triangulate the 3D point cloud (see Chapter 3.1). Ideally the calibration process takes a
matter of minutes, and a matter of seconds for the scanning. However, placing the camera and
projector takes a significant amount of time given the weight, size and varying aspect ratios and
focal distances of the devices. Additionally, instability in the calibration process increases the
setup time. On average, almost 20 minutes of setup time was required for an entirely new location,
which was dominated by positioning the hardware. The calibration process could be simplified
or even eliminated by using a fixed projector-camera rig, however, the varying sizes of display
surfaces may necessitate varying hardware and lens parameters.
4.3.2 Surface Representation
The surface is represented in the system as a depth map, with each camera pixel encoding a point
in world space. The tessellation of the corresponding surface geometry is done using a simple
triangulation in the 2D camera view plane. This approach would not extend to multiple projec-
tors, which would require the non-trivial tessellation of a point cloud from multiple scan locations.
Additionally, there are holes in the triangulated mesh that inhibit user interaction that could be re-
duced by better post-processing and filtering. While there are drawbacks, in practice our approach
yields sufficient results to explore interaction techniques.
In order to calculate surface normals the system applies principal component analysis to a rect-
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angular neighborhood around each pixel in the depth map, smoothing the normals [51]. This
process corrects for the noise in the scan and makes the user interaction more fluid as surface
particles move across a physical object.
Figure 4.3: A high resolution scan of the surface (752x480) is acquired with structured light and
stored as a depth map. This information is used to constrain particles to the surface. a) Original
surface composed of wooden blocks. b) Structured light gray code patterns. c) Depth map
(near=green, far=blue). d) Acquired dense 3D point cloud.
4.3.3 Surface Particle Adhesion
During user interaction the underlying physics simulation must constrain the sprites to the surface.
First an integration step updates the velocity and position of the particles on the surface and then
a surface adhesion behavior constrains the particles to the surface. In order to attract particles to
the surface, the system must know the closest point to the surface for every point in 3D space.
For efficiency, an approximation to the closest point is computed in constant time using the depth
map, see Figure 4.4. Given a sprite’s current 3D position x¯, velocity~v and acceleration ~a, the new
position x¯′ at time t is derived by the physics integration step:
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x¯′ =~x+~v∗ t (4.1)
Then the sprite is constrained to the surface by projecting x¯′ into the camera, looking up the
corresponding interpolated world point which becomes the new sprite position x¯′′. If θ is the angle
between the normal vector ~n and velocity ~v (eq. 4.2), then the scalar projection ~α of ~v onto ~n is
given by:
θ = arccos(
~n ·~v
‖~n‖‖~v‖) (4.2)
~α = ‖~v‖cos(θ) (4.3)
The new velocity ~v′ is updated to be the projection of ~v onto the new tangent plane (eq. 4.4),
rescaled to its original size (eq. 4.5), which preserves the momentum on the surface.
~β ′ = ~α ∗ ~n‖~n‖ −~v (4.4)
~v′ = ‖~v‖∗
~β
‖~β‖
(4.5)
The surface adhesion algorithm is summarized in pseudo code listing 4.2, which uses the proc
and grad functions to estimate the sprite’s distance and direction to the surface (see listings 4.3
and 4.4). Table 4.1 shows the distance in world space between a miniature golf ball sprite and
its surface over five integration steps. The measurements also include the direction to the surface
and the velocity vectors for the golf sprite at each step. As expected, the velocity vector changes
direction marginally and maintains its magnitude through each step. The direction to the surface
shows the sprite moving behind and in-front of the surface as the z-component changes signs. The
distance measurement shows how far the sprite must travel to reach the surface. While a more
accurate surface adhesion model would use the actual distance to the surface and not the projected
distance, the depth map based surface adhesion allows for easy constant time lookup. In practice,
this approximation did not appreciably affect the user interaction.
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void S u r f a c e A d h e s i o n : : App lySur f aceAdhes ion ( )
{
/ / Loop over a l l s p r i t e s
f o r ( i = 0 ; i < n u m S p r i t e s ; i ++)
{
s p r i t e = G e t S p r i t e ( i ) ;
Vec to r4 s p r i t e P o s i t i o n = s p r i t e −>G e t P o s i t i o n ( ) ;
Vec to r3 s p r i t e V e l o c i t y = s p r i t e −>G e t V e l o c i t y ( ) ;
Vec to r3 s p r i t e N o r m a l = s p r i t e −>GetNormal ( ) ;
Q u a t e r n i o n s p r i t e O r i e n t a t i o n = s p r i t e −>G e t O r i e n t a t i o n ( ) ;
/ / The d i s t a n c e a s p r i t e i s away from t h e s u r f a c e
double d i s t 2 s u r f = DepthMap−>p roc ( s p r i t e P o s ) ;
/ / The d i r e c t i o n t h e s p r i t e must go t o reach t h e s u r f a c e
double d i r 2 s u r f = DepthMap−>g rad ( s p r i t e P o s ) ;
/ / The normal on t h e s u r f a c e
double normal = DepthMap−>normal ( s p r i t e P o s ) ;
/ / The s p r i t e ’ s new p o s i t i o n i s r e c a l c u l a t e d t o be on t h e s u r f a c e
s p r i t e P o s i t i o n = s p r i t e P o s i t i o n − d i r 2 s u r f ∗ d i s t 2 s u r f ;
/ / New v e l o c i t y o f t h e s p r i t e i s t h e o l d v e l o c i t y l o c a l l y p r o j e c t e d
/ / on to t h e s u r f a c e and t h e n r e s c a l e d t o t h e o r i g i n a l v e l o c i t y l e n g t h
s p r i t e V e l o c i t y = G e t P r o j e c t e d S p r i t e V e l o c i t y ( s p r i t e V e l o c i t y ) ;
/ / The s p r i t e ’ s o r i e n t a t i o n i s recomputed t o match
/ / t h e o r i e n t a t i o n o f t h e s u r f a c e
s p r i t e O r i e n t a t i o n = C a l c S p r i t e O r i e n t a t i o n ( s p r i t e O r i e n t a t i o n , normal ) ;
}
}
Listing 4.2: Pseudo code for the surface adhesion function. The function loops over all sprites
and derives its new position by the physics integration step.
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double DepthMap : : p roc ( Vec to r4 X)
{
. . .
/ / p r o j e c t e d p o i n t i n t h e v iew o f t h e p r o j e c t o r
Vec to r4 p r o j e c t e d P o i n t = K∗R∗T∗X;
/ / Check i f p r o j e c t e d p o i n t i s v a l i d
p r o j e c t e d P o i n t = C h e c k P r o j e c t e d P o i n t ( p r o j e c t e d P o i n t ) ;
. . .
double row = p r o j e c t e d P o i n t . y ;
double c o l = p r o j e c t e d P o i n t . x ;
/ / Look up p r o j e c t e d p o i n t i n t h e d e p t h map
Vec to r4 s u r f a c e P o i n t = G e t S u r f a c e P o i n t ( row , c o l ) ;
/ / g e t d i s t a n c e be tween s p r i t e and s u r f a c e
double d i s t a n c e 2 s u r f a c e = (X − s u r f a c e P o i n t ) . l e n g t h ( ) ;
re turn d i s t a n c e 2 s u r f a c e ;
}
Listing 4.3: Pseudo code for the proc function called by Surface Adhesion. The proc function
returns the distance between the current location of the sprite and its projected point on the
surface.
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double DepthMap : : g r ad ( Vec to r4 X)
{
. . .
/ / p r o j e c t e d p o i n t i n t h e v iew o f t h e p r o j e c t o r
Vec to r3 p r o j e c t e d P o i n t = K∗R∗T∗X;
/ / Check i f p r o j e c t e d p o i n t i s v a l i d
p r o j e c t e d P o i n t = C h e c k P r o j e c t e d P o i n t ( p r o j e c t e d P o i n t ) ;
. . .
double row = p r o j e c t e d P o i n t . y ;
double c o l = p r o j e c t e d P o i n t . x ;
/ / Look up p r o j e c t e d p o i n t i n t h e d e p t h map
Vec to r4 s u r f a c e P o i n t = G e t S u r f a c e P o i n t ( row , c o l ) ;
/ / g e t d i s t a n c e be tween s p r i t e and s u r f a c e
double d i r e c t i o n 2 s u r f a c e = (X − s u r f a c e P o i n t ) ;
d i r e c t i o n 2 s u r f a c e . Norma l i s e ( )
re turn d i r e c t i o n 2 s u r f a c e ;
}
Listing 4.4: Pseudo code for the grad function called by Surface Adhesion. The grad function
returns the direction from the the sprite to its projected point on the surface.
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Figure 4.4: The surface adhesion behavior constrains sprites to the surface. A sprite at x¯ is moved
to x¯′ by the physics integration step. It is then projected onto the surface to x¯′′ using the depth
map. The velocity is updated to be the projection of the old velocity,~v, into the tangent plane and
then scaled so ‖~v‖= ‖~v′‖.
4.3.4 User Input
Users can directly interact with the physical surface using a stylus pen. The stylus features a
momentary switch that lights up an IR LED at the tip of the pen. When the user clicks on the
surface, the LED illuminates a section of the physical surface. The camera sees the IR light
reflected off of the surface, thresholds the image, finds the largest connected component and fits an
ellipse to this region. The centroid of this region is then projected onto the surface using the depth
map, and the corresponding 3D position and orientation of the cursor are found. If the user clicks
on an edge of a surface the system will only detect the light that is reflected off the nearby surface.
Therefore, the natural attenuation of light luminance decreases selection error on silhouette edges
(see Figure 4.5). The integrated IR tracker is implemented using the open source OpenCV library.
We also use a Wii Remote and Nunchuck for easy and cost effective auxiliary button and joystick
input. The user holds the Nunchuck in one hand and the stylus in the other, using the buttons on
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the Nunchuck as modifiers for the stylus interaction.
When users interact with the surface, the best results are obtained when the stylus is in direct
contact with the surface. The stylus allows us to have some error tolerance as its design funnels
the infrared light to the surface. In practice, users can stay within 2cm of the surface and assume
the sprite will be rendered as if the stylus were in direct contact with the sprite. Table 4.2 includes
measurements that demonstrate the accuracy of the tracking algorithms. These measurements
include the distance between the stylus pen and the surface as well as the sprites projected location
and the distance to its expected location. As expected, the best results are seen when the stylus lies
directly on the display object and decreases in accuracy as the user moves the stylus away from
the surface.
a
b
Figure 4.5: In (a), a user activates the stylus on the surface which illuminates a section of the
physical surface. The camera thresholds the reflections, finds the largest connected component
and fits an ellipse to this region. The centroid of the region is used as the location of the contact
point and its surface location is found using the depth map. In (b), a user clicks on the edge of a
surface and the system uses the natural attenuation of light to track the light on the nearby surface.
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Integration Distance Velocity (x100)
Step 1
Step 2
Step 3
Step 4
Step 5
Direction
1.4847
0.8252
0.7505
0.4953
0.5461
(.71,  -.70, -.08)
(.54, -.62, .58)
(.62, -.68, .39)
(.71, -.69, -.12)
(.63, -.56, -.54)
(2.57, -0.68, 0.20)
(2.57, -0.67, 0.17)
(2.57, -0.67, 0.17)
(2.57, -0.63, 0.17)
(2.57, -0.64, 0.18)
Table 4.1: Measurements for the surface adhesion behavior over five physics integration steps.
The measurements include distance to the surface, the direction to the surface and the velocity
vectors of each sprite in world space units.
Distance to Surface Dist. to Exp. Location (cm)
0
1
2
3
4
Projected Location
(-102, 229, 1431) 0.000
(-101, 229, 1429)
(-102, 229, 1429)
(-106, 195, 1532)
(-114, 156, 1590)
0.010
0.010
4.250
6.100
Table 4.2: Measurements for the tracking algorithm. The stylus is moved between 0-4cm away
from the display object in the direction of the surface normal. The projected location of the sprite
using the depth map is reported in world space. In addition, the distance to the expected location,
when the stylus is in direct contact with the surface, is reported in units of cm.
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CHAPTER 5
SURFACE INTERACTION TECHNIQUES
5.1 End User Experience
After the interaction logic has been programmed by the designer, the surface content is ready for
the end user. The user then constructs or finds a surface, maps content onto the surface and plays
their experience 1.
5.1.1 Build
Part of the user experience interacting with surface particles is constructing or finding a physical
surface. The Surface Interaction Engine supports any physical surface that is opaque and light
colored enough to receive projection, thus allowing for a wide range of interaction with the same
interactive surface particles. Example surfaces that have been used include cardboard, foam core,
Styrofoam, sand, wooden blocks, plaster models and desks. Surfaces that are white and diffuse are
ideal for receiving projected content. After the surface is constructed or found, the system must
acquire a 3D model through a structured light scan which utilizes the projector and camera (details
are addressed in Section 4.3.1).
5.1.2 Map
Once the surface is constructed and scanned, the end user maps content to define a unique inter-
active experience on their surface. Mapping content is achieved using a stylus pen affixed with an
IR LED. The SIE tracks the reflection of the IR light on the display surface and projects a virtual
1Portions of this chapter were reprinted with permission. c©2010 IEEE. Reprinted, with permission, from [48].
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Figure 5.1: Motivating surface interaction examples: (left) a virtual miniature golf game, (center)
a two player tank game and (right) a photo viewer. Example complex everyday surfaces: (top)
wooden blocks, (center) a sand pit, (bottom) a desk.
stylus cursor that corresponds to the 3D position and orientation of the cursor on the surface of the
object (see Section 4.3.4). To map content, a radial menu appears on the surface surrounding the
virtual cursor. The user can select entities from the radial menu, which is composed of a gallery of
scene elements representing the sprite classes that define the interactive experience. Clicking on
the surface will place a new sprite which users can later scale, rotate or translate across the surface,
thereby constructing the virtual world to overlay onto their physical world.
5.1.3 Play
Now the user can begin interacting with the surface particles, which react to the physics of the dis-
play surface. For example, the user may putt a virtual golf ball that rolls across some user placed
wooden blocks incorporating the surface representation into the physics simulation. Then the golf
ball may roll into a user placed portal and pop out at the top of another block construction. De-
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pending on the content, a user may be able to map sprites as the interactive experience is running.
For example, a user may find the need to place additional emitter sprites, i.e. “cloud sprites that
emit rain sprites” for a better distribution of content on a surface while actively interacting with a
surface visualization. More detailed descriptions on user interactions follow in Section 5.3.
5.2 Motivating Examples
We present three motivating examples which demonstrate potential interaction techniques with
surface particles. Interactive surface particle content is reusable and can be played on almost any
surface, so we present each application on three example surfaces. The examples are presented
on a user constructed model of wooden blocks, a sculptable sand pit and an ordinary office desk.
While some examples are more practical on certain surfaces, we present each example on all three
surfaces to demonstrate generality.
5.2.1 Miniature Golf
The first example is a miniature golf game that is a mixture of physical and virtual game creation. A
virtual golf ball moves across the surface of the user constructed object, constrained to the surface
and reacting to the physics of the object. Like traditional golf, the ball is affected by gravity and
friction. However, in our version of miniature golf, momentum is preserved on the surface and
the ball always adheres to the user constructed surface, allowing it to travel up walls. This unique
physics model allows for a unique set of gameplay possibilities. When the user clicks on the virtual
ball, a putter appears allowing the user to line up their stroke. The virtual world consists of golf
balls, holes, putting mats, sand traps and portals. As an example, when played on wooden blocks,
the user can quickly construct a challenging golf hole out of physical ramps, blocks and curves.
After virtually placing a putting mat and a ball, the user can putt the ball up a wall, into a virtual
portal which shoots the ball over another ramp and into the hole.
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5.2.2 Photo Viewer
We created a simple photo viewer application which allows users to freely control rectangular im-
age sprites on complex surfaces. The photo viewer application provides a good demonstration of
the types of interactions that can occur when traditional flat surface manipulations are simulated
on complex physical surfaces, such as translation, rotation and scale. When used on an ordinary
cubicle desk, users can utilize handy non-planar surfaces such as coffee cups, lamps, books, bob-
bleheads, etc. The user can place a recent picture of a visit to the local museum on a coffee cup
and alternate pictures of a weekend family trip on a lamp shade.
5.2.3 Tank Game
A multi-player tank game explores collaboration and competition on a constructed physical sur-
face. Tanks move freely across the display object trying to destroy each other with bullets that
wrap around surfaces. Tanks are driven by a joystick that rotates and translates the tank surface
particle in its local 2D coordinate system. When played in a sand pit, a user could physically
sculpt the mountains, valleys and rivers for an upcoming battle. A user may choose to sculpt a
large valley around the mountain where they will place a virtual flag, providing a good defensive
base. The user may plan on placing mines in the valley and the steep incline of their constructed
mountain would slow the advance of enemy tanks.
5.3 Interaction
While research has shown a wide variety of interaction techniques for planar surfaces like tables
and walls, a number of research questions must be addressed in order to interact with more com-
plex surfaces. The following techniques are derived from the motivating examples and describe
potential avenues of structuring interaction on everyday objects.
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5.3.1 Surface Adaptive GUIs
Traditional menu and dialog interaction does not transfer well onto complex everyday objects. For
instance, how should a menu appear when displayed over the corner of a box? While traditional
GUIs are defined by 2D relationships between elements, surfaces have no global 2D coordinate
system. Existing research has explored modalities of user interfaces in augmented reality, pre-
senting a variety of solutions of augmented user interfaces [52, 53]. Additionally, research has
addressed adapting GUIs to planar surfaces of varying size and orientation[18, 4]. However arbi-
trarily complex surfaces pose new challenges which we only begin to address.
We demonstrate one example Surface Adaptive GUI through the use of a simple radial menu
(see Figure 5.2). As radial menus enable faster state modification over a fixed GUI location, the
gallery item and tool selection options are presented as surface radial menus. This is especially
true on larger surfaces, where users can change states without taking the time to move to a fixed
location on the surface.
Radial menus are modeled as a collection of surface particle sprites that are emitted from the
user’s contact point and travel outward a fixed distance along the surface. Therefore radial menu
items can wrap around corners and conform to curved surfaces. Each sprite is emitted from the
contact point with an initial velocity defined by radial vectors in the tangent plane of the contact
point. The particles then travel along the surface under the surface adhesion and physics model
provided by the SIE until they come to a rest after a fixed distance along the surface. Through
specifying a menu layout based solely on emission angles and surface distance, the menu can
adapt to a variety of surfaces. However, because of the simple layout constraints, gallery items may
occasionally cross paths before they come to a rest. Future work could include more complicated
layout schemes that could prevent self-intersection of menu items, such as layouts that are based
on conformal or exponential mapping [54].
34
Figure 5.2: A surface adaptive radial menu that adapts to the surface that it is displayed on (2
different planes). a) The user clicks on the surface with the IR stylus. b) Interactive surface
particles representing menu options are radially emitted from the contact point. c) The interactive
surface particles stop after moving a certain distance along the surface. d) The user selects a
menu item.
5.3.2 Selection Feedback
Visual feedback while interacting with complex surfaces is fundamentally limited to the display
area of the physical surface. In a traditional 2D GUI, feedback about the current state of the
system and available options are presented in toolbars, menus and status messages that are in a
fixed location on the screen. On a complex surface there may be relatively few good places for this
information.
As content is being mapped with the SIE, the user needs visual feedback about the currently
selected gallery item and tool. The Surface Interaction Engine presents the current state of the
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system through a selection feedback sprite (see Figure 5.3). The Surface Interaction Engine lets
the user select the best location for this information, presenting the information on a sprite that can
be moved, rotated and scaled directly on the surface.
Selected
Gallery Item Selected
Tool
Figure 5.3: The selection feedback sprite shows the currently selected gallery item and tool. The
sprite can be moved, rotated and scaled on the surface. (left) Selection feedback sprite on a
complex physical surface. (right) Close up.
5.3.3 Transform
Manipulating content embedded on a surface is complicated by the fact that while interaction
occurs in 3D space, the sprites are 2D objects. Therefore interaction with the stylus is translated
into the tangent plane of the sprite in order to effect the sprite. The transform tool allows for
simultaneous scale and rotation of sprites. The user clicks on the sprite and then pulls the sprite
into the correct size and orientation. In order to calculate the correct rotation, the current stylus
location is projected into the tangent plane of the sprite (see Figure 5.4). The angle between the
original click location and the projected stylus location determines the rotation angle, θ . The scale,
α , is determined by the magnitude of the vector between the sprite center and the projected stylus
location. Support for group selection and transformation may increase ease of use and is left for
future work.
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Figure 5.4: The transform tool (rotation and scale) acts in the tangent plane of the sprite. A user
clicks the stylus, c, which is projected onto the tangent plane yielding c′. A user then moves the
stylus to s, which is projected onto the tangent plane yielding s′. This results in the rotation angle,
θ , and the scale magnitude, α .
5.3.4 Canonical Orientation
As sprites are manipulated on the surface they will gradually change their orientation because the
sprites are moving under a locally changing 2D coordinate system. Often surface particles end
up in an awkward orientation due to drift as a user drags virtual elements around the surface.
Previous research has addressed this problem on spherical displays by using an omni-directional
“up cue” [55]. The same approach can be applied on more complicated surfaces. When a user
begins dragging a surface particle, the particle can automatically orient itself such that the top of
the particle (Ylocal) lies in the same direction as the global up direction (Yglobal). This enables users
to continuously drag a surface particle from one physical region of the surface to another while
fluidly maintaining its orientation with respect to the global “up” direction. For the photo viewer,
one could imagine a user dragging an image from the wall onto a lamp, with the image always
staying oriented “up”.
This paradigm only works well on surfaces, or sections of surfaces, that are easily parameterized
with a global up direction. For instance, a desk might have a different up direction than a wall and
a complex organic sculpture may have no logical global up direction. One possible approach is
that up directions could be disambiguated by using a user specified up vector field, or by orienting
sprites appropriately for a head tracked user. Currently, the SIE allows designers to toggle whether
a canonical orientation is applied to surface particles and leaves more complicated layout schemes
for future work.
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5.3.5 Preserving Surface Momentum
If a user tried to flick an image sprite from their desk up a 90◦ angle onto a neighboring wall using a
traditional physics model, the sprite would bounce off the wall. In the Surface Interaction Engine
a particle’s momentum is preserved on the surface, allowing for a wide range of non-physical
interaction techniques like flicking photos around 90◦ angles. In the tank example, bullets can
wrap around corners greatly changing the gameplay experience.
5.3.6 Controlling Sprites
Surface particle sprites can be controlled using standard 2D input devices, like a joystick, allowing
the user to move particles across physical objects. Input from 2D devices map to the locally
varying 2D coordinate system, Xlocal and Ylocal . In the tank example, a tank drives around the
surface controlled by a joystick which manipulates the position and rotation of the tank particle.
All user input to the tank is relative to the current position and orientation of the particle on the
surface. Specifically, the Yj axis of the joystick is mapped to forward acceleration along the sprites
local Y axis, Ylocal , and the X j axis of the joystick is mapped to the rotation of the sprite (see Figure
5.5).
In the miniature golf example, the putter imparts a spring force onto the ball based on the
position and orientation of the putter. Interaction with the putter is complicated by the fact that the
putter and the ball can be in any arbitrary 3D configuration, however the putter can only impart
a force in the tangent plane of the ball. Therefore the direction of the putt is based upon the 3D
vector between the putter, P, and the ball, B, projected into the tangent plane of the golf ball (see
Figure 5.5). The strength of the putt is modeled as a spring which reacts to the 3D distance between
the putter and the ball. This means that the putt gets stronger as the putter is farther away on the
surface but the putt only affects the 2D velocity of the golf ball on the surface. It is interesting
to note that using a geodesic distance between the putter and ball might yield a more intuitive
interface.
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Figure 5.5: (left) The joystick manipulates forward acceleration by mapping its Yj axis, Yj, to the
sprites local Y axis, Ylocal , and mapping its X j axis to the rotation of the sprite. (right) The putter
applies a force in the tangent plane of the ball with the direction based on the vector between the
putter, P and the ball.
5.3.7 Flick
Mapping surface particles can prove to be challenging on large physical surfaces, especially when
a portion of the surface is out of arms reach. Providing a flick gesture enables imprecise, yet quick
placement of surface particles. When the user flicks a selected particle, it continues to travel in
the specified direction until frictional forces prevent the particle from traveling any further. For
example, with the photo viewer, users sitting in a cubicle can throw content across their desk to a
lamp shade or to an adjacent wall.
5.3.8 Portals
Portals can also aid users in moving content across large objects, providing a wormhole from one
surface location to another. Content that enters a portal is instantly transported to the other end
of the portal maintaining its current velocity. For instance, a portal could be positioned on a desk
providing instant access to toss pictures onto a remote wall for an ambient display. Alternatively,
portals could be used to share sprites between collaborating users, as in Cao et al. [56]. Addi-
tionally, the miniature golf example utilizes a directional portal that simulates golf balls traveling
through pipe, shooting out at varying speed but in a fixed direction. Portals are distinguished by
color and number, with an orange portal representing an in portal, a blue portal representing an out
portal and numbers indicating connections.
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Figure 5.6: Examples from the preliminary evaluation of user constructed surfaces constructed
out of wooden blocks and user mapped content for a miniature golf game.
5.3.9 Attract and Scatter
Directly interacting with a multitude of virtual content distributed across a complex surface can
be cumbersome. Individually manipulating sprites can be inefficient and tiresome, suggesting the
need for low cost, global particle interaction. For instance, if a user needs to make room for
new pictures on a desk cluttered with surface particles, they would need to individually drag each
element away from the desired area. The scatter tool allows users to create room for new content
by creating a repulsive force where the tool is applied with the stylus, sending particles away from
the contact point. Similarly, particles can be attracted towards the stylus enabling grouping and
piling of particles. This method only applies to global particle interaction and therefore suggests
the need for subset selection or local particle attraction/repulsion models.
5.4 Preliminary Evaluation
Although the Surface Interaction Engine is in an early stage of development, we believe the concept
of interactive surface particles has strong potential to provide unique interactions on any surface.
To explore such potential and identify the requirements for improvements, we conducted prelim-
inary qualitative evaluation sessions. The preliminary study identifies the benefits of the system
and the bottlenecks encountered by end users.
Ten people were asked to use the Surface Interaction Engine to map and interact with our ex-
ample miniature golf game on wooden blocks. First, a subject learned to use the system through a
five minute demonstration provided by one experimenter on a pre-constructed surface. The train-
ing included a demonstration of the mapping process, the elements comprising the miniature golf
game and the general gameplay interaction. The subject then practiced using the system for five
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minutes and was allowed to ask questions to the experimenter during the allotted practice time. A
subject was then asked to build their own physical surface with the wooden blocks. The subjects
were given information about the limitations of using one projector and advised to minimize the
shadows in their constructed surface. The participant then freely mapped and interacted with the
miniature golf game for 10 minutes. The subject then responded to a post-study questionnaire
followed by a short interview. The interview included questions such as the SIE’s ease of use,
speed of constructing the surface and mapping content, the input device controls and the overall
user experience of interacting with surface particles facilitated by the miniature golf game. Due
to the informal nature of the study, the post-study questionnaire could not yield any statistically
significant results and thus we focus on the interviews.
5.5 Results and Discussion
All ten subjects commented on the general simplicity and fun of building a surface using wooden
blocks. Figure 5.6 shows a sample of the example surfaces constructed by our participants. As one
subject described,
“I like building things, I was trying to build something that was useful in coming up
with a cool golf course.”
The surfaces created by the users varied from smooth curved walls to random placements of
blocks with a large number of holes. One subject commented on wanting “more ramps and curved
shapes.” Most users understood the limitations of creating a surface requiring the blocks to fit
within the frustum of the projector and minimizing shadows. As one user expressed,
“You are limited by knowing that everything you do has to be seen by the projector. I
wanted to put something there, but I couldn’t.”
The mapping process for the users varied while placing surface particles on the wooden blocks.
Many participants would initially place the particles on a flat portion of the surface, modify the
content, and then translate the particle to a non-trivial area on the surface. As a subject described
(referring to the flat surface),
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“It was easier to control on the flat part.”
while another commented,
“Over here, I can make it what I want.”
Most subjects also used the radial menu on a flat portion of the surface, even if their construction
contained enough surface area to display the entire radial menu. One participant commented,
“I only used the menu on the flat surface, this was my work environment, [the wooden
blocks were] my interaction environment.”
One possibility for this behavior could be attributed to the relative size difference of the surface
particles to the blocks. For example, in our study, the portals were generally twice the size of a
single block, making it unintuitive for users to modify a portal on blocks with little surface area.
In general, subjects were extremely creative in mapping their golf course, especially with placing
portals on non-trivial parts of the surface to create challenging paths during putts.
Subjects also needed time to acclimate themselves to the amount of pressure they could apply
to the surface when interacting with the stylus input device. Occasionally, users would apply too
much pressure to the wooden blocks displacing them from their calibrated position. Addition-
ally, our demonstrations with the system are currently limited to using a single projector which
introduces shadowing problems and restricts interaction to only one side of the surface. Users are
generally familiar with working in environments with occluding light sources, however, many of
the participants spent several minutes getting accustomed to avoiding occlusions using the stylus.
As one subject commented,
“The pen felt good, it took me a couple of minutes to figure out where to stand and
how to use it.”
One way to alleviate this problem is to integrate additional cameras and projectors into the
scene to help compensate for self-shadowing on non-trivial objects as well as harsh shadows cast
by users interacting with the surface. Additional hardware would enable users to interact with all
sides of a surface, improve the resolution of projected surface content and reduce the appearance
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of shadows. However, this introduces an immense amount of complexity and invalidates many of
the assumptions made in the scanning and tracking systems.
Another bottleneck users faced was in understanding the behavior of particles as they moved
across gaps or steep inclines on the surface. Fundamentally, in order for the surface particles to
exist, there must be a physical surface for content to be projected. When a user’s constructed
surface contained a hole, or a steep ramp, they would expect the ball to jump over the hole rather
than stay constrained to the surface. One subject questioned,
“Does the ball get any air? I thought it was going to fly off the ramp over the sand
trap.”
However, many users enjoyed the golf ball rolling up walls and preserving its momentum across
the surface or to see the ball lose its momentum and slide back down a steep incline.
All of our participants gave us feedback for potential applications and games that could be
created for interactive experiences on complex surfaces. As our task for users was to map and
interact with a miniature golf game, it was only natural to receive suggestions related to sporting
games such as baseball, air hockey and bowling. Several users also suggested creating strategy
based civilization games, as well as family board games. As one user commented,
“You can play Monopoly and never worry about losing the pieces ever.”
Other non-gaming related suggestions included visualizations on surfaces such as traffic flow
and city planning. A subject mentioned,
“You can make a geology survey with a really detailed map. You can help figure out
where the most rain falls, or where species are migrating.”
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CHAPTER 6
CONCLUSION
We presented a system for exploring interaction with complex everyday surfaces through an in-
teractive surface particle representation. Our solution enables users to construct a unique scene
with almost any material suitable for projection. The user can then map a virtual world onto
their physical construction, yielding an immersive, tangible experience. We created three motivat-
ing examples on three examples surfaces that demonstrate a set of surface interaction techniques.
These techniques provide a glimpse into structuring new experiences on complex physical sur-
faces. Results for the surface adhesion behavior are presented to demonstrate its effectiveness in
constraining particles to a surface.
We are curious about the types of interactions that can occur with interactive surface particles
when users are given the ability to move and transform physical scenic elements in real-time.
While our structured light implementation produces a high resolution mesh and reduces the cum-
bersome process of acquiring the scene geometry, we are still limited to scanning static objects. A
large body of work focuses on systems that scan objects in real-time for tracking and acquiring 3D
data. This would prevent users from having to re-scan their environment when changing the scene
and allow them to directly interact with moldable surfaces such as our sand box. However, a large
issue with real-time scanning will be associating surface particles with a dynamically moving sur-
face. For example, if a user decides to move a coffee cup that has been mapped with a photo, the
real-time scanning must not only quickly acquire the geometry of the scene, but it must also utilize
complex segmentation and classification algorithms to continuously relate content to objects such
as the coffee cup.
We imagine mapping content and surface interaction to be as straightforward as 2D vector
graphics and web development are for Adobe Flash. Content developers should be provided with
a simplified scripting interface while end users should be able to define 2D vector graphics such as
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lines and rectangles on the surface, arbitrarily selecting regions that will identify the boundaries of
surface content, and utilize integrated animation support. We have only begun to explore designing
graphical user interfaces with our simple radial menu on complex surfaces. The subset of sprites
implemented in our motivating examples could be expanded to include video texture sprites, web
sprites that represent portals to the world wide web, or hierarchical sprites that could be used to
encapsulate a set of sprites that represent buttons to an interface.
In addition, Discrete Exponential Maps [54] would enable individual sprites to wrap around
surfaces. This would yield more complicated texturing operations and utilizing larger sprites.
Additionally, using surface geodesics could enable more detailed content layout techniques. Tra-
ditional 2D GUI layout could be adapted to use surface distance, enabling a wide range of mapping
interaction onto complex surfaces. Also, radiometric compensation techniques [57] could enable
projecting virtual content onto non-white lambertian surfaces.
We see interactive surface particles as a unique tool for creating reusable surface content that is a
fun, immersive and a tangible experience. The challenges resulting from interacting with complex
surfaces will continue to provide interesting research problems and have the potential to change
how everyday users interact with and perceive their everyday environment. It is our hope that this
work brings us one step closer to interacting with every surface.
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