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Abstract
The report deals with the historic development of two mathematical concepts,
distributions and currents, which were formalised in the period 1930-1955 by
repectively Laurent Schwartz and George de Rham. The basis for this is t-
hat the two theories have faced different faiths. The theory of distribution
has become an well known mathematical concept, whereas currents is almost
unknown. This happened in spite of the fact that currens acts as an genera-
lization of distributions. The main aim of this report is to clarify the reasons
why distributions is a well known part of mathematics today, and likewise to
study why current, in spite of it beeing a generalization, is almost unknown.
To create an overview of the historic development, the work of Moritz
Epple, called epistemic configurations, is used. It basicly gives a good way to
clarify what mathematical issues layed the basis for the reason to develop a
mathematical theory and likewise which already known parts of mathematics
were used to develop it.
I the review of the historical development there are different indications
why distributions became a known theory. Amongst some of these things
is that the theory of distribution acted as the main object for Schwartz to
work with and also he was able, in a very shot span of time, to formulate a
great part of the theory. Also his ability to be vrey determined af answering
relevant questions were some of the reasons. Beside this it is argumented
that the level of complexity of the theory is low, combined with the fact
that the theory gives a rigorous use of the δ-distributions, makes it suitable
and interesting for people who are not working with mathematics as their
principal interest.
In the review of the historic development of theory of currents there are
indications to why the theory never became popular. The theory of currents
was not the main subject of de Rhams work. Also a period of fifteen years pas
by from de Rham first introduction af currents, which had some defects, and
to his final formalization, which acted as an generalization of distributions.
It is argued that this time span had an influence on the spread of currents.
Besides that, it is assessed that the foundations of currents and distributions
are to different, to let the fact that current generelizes distributions be of any
real importance.
Resumé
Denne projektrapport omhandler den historiske udvikling af to matematiske
begreber distribtutioner og currents, som blev formaliseret af hhv. Laurent
Schwartz og George de Rham i en periode fra 1930-1955. Udgangspunktet
for at se på denne udvikling er, at de to teorier har lidt forskellige skæbner.
Således er distributioner et kendt matematisk begreb, hvorimod currents er et
meget lidt anvendt begreb. Det på trods af at currents i sin formulering er en
generalisering af distributioner. Projekts hovedformål er at afklare, hvad der
ligger til grund for at distributioner er endt som en forholdsvis kendt gren af
matematikken og tilsvarende hvorfor currents, på trods af sin generalisering,
er et forholdsvist ukendt begreb.
Til at skabe overblik i gennemgangen af denne udvikling, benyttes vi-
denskabsteoretikeren Moritz Epples epistemiske konfigurationer til at belyse,
hvilke matematiske spørgsmål der har skabt grundlagget for øsnket om af
formalisere de to teorier og ligeledes, hvilken del at matematiken der har
været til rådighed og været anvendt til at gøre denne formalisering mulig.
I gennemgangen af den historiske udvikling, findes der flere tegn på, hvor-
for af distributioner er blevet en kendt teori. Der ligges bl.a. vægt at teorien
var det primære arbejde for Laurent Schwartz, og at han over en meget kort
tidsperiode var i stand til at færdig formulere store dele af teorien om distri-
bution, og at han op til da var i stand til at fastholde de allermest relevante
spørgsmål. Der udover argumenteres der også for, at det at teorien er for-
holdvis nem at gå til, og at den samtidigt simpelt kan give en matematisk
stringent beskrivelse at δ-distributionen, har gjort teorien interessant for folk
uden matematik som hovedinteresse.
For den historiske gennemgang af teorien om currents findes der en række
ting, som giver en ide om hvorfor denne teori aldrig blev udbredt. Der lægges
vægt på at teorien om currents for de Rham, ikke var hans primære interesse,
men blot en hjælp til denne. Samtidig går der en periode på næsten femten
år fra de Rham indtroducere sin ufærdige formulering af currents og så til
den endlige formulering, hvilket der argumenteres for at kunne have spillet en
rolle på udbredelsen. Derudover vurderes det at grundlagget for currents og
distributioner er for forskelligt til at currents generalisering af distributioner
har givet en mulighed for at overtage den plads distributioner har.
Distributionsteori og currents
Forord
Denne projektrapport er skrevet foråret 2011, på NSM, Roskilde Universitet.
Rapporten er skrevet som en del af kandidatuddannelsen på faget matematik
og tilhører typen af projekter kaldet ’videnskabsfagsprojekt’. Indholdet af
denne type projekt lyder generelt;
”I videnskabsfagsprojektet skal man beskæftige sig med viden-
skabsfaget matematik. Hvordan er dette mærkelige fag matema-
tik med dets helt specielle status egentlig indrettet, og hvordan
udvikler det sig? Og hvorfor har det den status det har? Projekt-
arbejdet inddrager ofte videnskabsteoretiske og/eller videnskabs-
historiske synsmåder.”
Disse spørgsmål, og inddragelsen af videnskabsteoretiske synsmåder, er netop
den essentielle del af nærværende rapport, idet den omhandler en gennem-
gang af udviklingen af to matematiske teorier, distributioner og currents, ved
brug af videnskabsteoretikeren Moritz Epples epistemiske konfigurationer.
Udover dette omhandler en stor del af rapporten en introduktion til den
mest generelle del af teorierne om distributioner og currents. Teorien præ-
senteres sammen med en række eksempler i et forsøg på at gøre den mere
tilgængelig.
Undervejs i udarbejdelsen af denne rapport har jeg fået hjælp af en række
personer, som jeg her gerne vil benytte lejligheden til at takke. Tak til Tinne
Hoff Kjeldsen for hjælp med videnskabsteori og ideer til problemstillingen.
Tak til Bernhelm Boss-Bavnbek for gode råd til matematikken og kommen-
tarer til min rapport. Tak til Carsten Lunde Pedersen for vejledning, ideer
og konstruktiv kritik til min rapport.
Roskilde Universitet, Imfufa, d. 20. juni 2011
Dan E. Albrechtsen
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Distributionsteori og currents
1 Indledning
I matematikkens verden findes mange forskellige teorier og discipliner. Af
disse ender nogen med at få høj anerkendelse og en bred anvendelse inden
for matematik og andre områder, som f.eks. biologi, fysik og kemi. Andre
slår aldrig helt igennem og ender som discipliner med en mere begrænset
udbredelse. I denne rapport vil der blive set på to matematiske discipliner,
som på trods af visse ligheder ikke har oplevet samme succes.
I midten af det tyvende århundrede blev der udgivet to værker omhandlen-
de to matematiske discipliner, distributioner og henholdsvis currents. Teorien
om distributioner blev beskrevet i tobindsværket, ’Théorie des distributions
I’(Schwartz, 1950) og ’Théorie des distributions II’ (Schwartz, 1951), skre-
vet af franskmanden Laurent Schwartz[1915-2002](Atiyah and Iagolnitzer,
2003). En teori som Schwartz i 1950 modtog en Field medalje for. I sit værk
beskrev han distributioner, som også kaldes genereliserede funktioner, med
udgangspunkt i funktionsanalyse. Distributioner havde blandt andet den e-
genskab, at de matematisk stringent kunne beskrive Diracs δ-distribution.
En ’funktion’ som blev introduceret før teorien om distributioner og som al-
lerede blev anvendt af fysikere, på trods af, at det ikke var en rigtig funktion.
Derudover giver teorien nogle fordele i vise sammenhænge, som f.eks. ved
fouriertransformationer hvor man altid kan finde en invers.
Det andet værk, som udkom omkring fem år senere, var ’Varietes diffe-
rentiables: Formes, courants, formes harmoniques’(de Rham, 1955) skrevet
af schweizeren George de Rham[1903-1990](Chatterji and Ojanguren, 2010).
I dette værk beskrev de Rham blandt andet begrebet currents, som har sit
udspring fra geometrien. Et begreb han havde arbejdet med og udviklede
på i næsten 20 år. Ved hjælp af currents kunne de Rham lave en sammen-
skrivning af de to objekter differentialformer og kæder, hvilket han allerede
gjorde i 1936. de Rham kunne senere ved hjælp af inspiration fra teorien om
distributioner, ændre i formuleringen af currents således at de blev en genera-
lisering af netop distributioner. Indførelsen af nogle forskellige krav betød at
en såkaldt current af højeste grad opfyldte præcis de krav der er til en distri-
bution, hvilket medfører, at alle distributioner kan opfattes som en current,
og dermed er en delmængde af currents. Da der er tale om en generalisering,
kunne man dermed foranlediges til at tro, at currents naturligt ville overtage
pladsen fra distributioner, således at distributioner blot ville være en del af
begrebet currents.
Dette viste sig imidlertid ikke at være tilfældet. Teorien om distributioner
er i dag en ’almindelig kendt’ teori, hvorimod currents er meget lidt udbredt.
I en tidligere rapport lavet her på RUC, med titlen ’Udbredelsen af distribu-
tionsteorien siden 1950’, står følgende sidst i konklusion(Albrechtsen et al.,
Side 9 af 90
Distributionsteori og currents
2004);
"I dag er distributionsteorien standard begrebsramme for for-
skere i linære partiele differentialligninger, der opfatter distribu-
tioner som ligeså naturlige som de reelle tal"
Ser man på udbredelsen af distributionsteori i undervisning, er det en disci-
plin som der undervises i forskellige steder, f.eks. på Københavns Universitet,
hvor undervises i kurset ’distributions and operators’(Grubb, 2011), som om-
handler distributioner. Samtidigt findes der også mange bøger, som primært
omhandler distributioner. Derudover beskrives δ-distributionen i mange læ-
rebøger, inden for. i kvantemekanik og elektrodynamik, som værende en di-
stribution/generaliseret funktion, med reference til Laurent Schwartz. Ofte
går disse lærebøger ikke i dybden med distributionsteorien, men der henvises
i stedet til, at der findes matematik, der retfærdiggøre brugen af eksempelvis
δ-distributionen. Distributionsteorien er måske ikke en teori, som folk ar et
dybdegående kendskab til, men er i hvert fald et begreb, som mange vil kun-
ne genkende i en eller anden grad. Currents viser sig derimod at være langt
mindre udbredt. Det er emne som ikke optræder i mange bøger, og dem som
indeholder currents er primært bøger om geometrisk måleteori. Det virker
heller ikke til at være et begreb der almindeligvis undervises i på universi-
tetsniveau. Det på trods af at currents altså generaliserer distributioner.
Distributioner og currents er dermed eksempler på to teorier, som har
oplevet forskellige skæbner. Teorierne har naturligvis forskelligheder, da de
er udviklet til forskellige problemstillinger. På trods af det er der altså sam-
menhæng imellem dem, idet distributioner er currents af højeste grad. Det
giver anledning til at spørge om, hvorfor udviklingen er blevet, som den er.
Altså at undersøge om det er muligt at pege på, hvad der har gjort den ene
kendt og tilsvarende hvad der gør at den anden er mindre udbredt. En histo-
risk udvikling som er interessant, både i forhold til den konkrete sag og set i
forhold til den moderne matematikhistorie generelt. Derfor vil denne rapport
gå i dybden med de to teorier og belyse de forskellige faktorer, der har spillet
ind på udviklingen af teorierne.
For at kunne analysere den historiske udvikling bedst muligt vil viden-
skabteoretikeren Moritz Epples teorier blive benyttet. Hans teorier er for-
holdsvist nye og er lavet specielt med henblik på at kunne beskrive forløbet,
hvormed skabelsen af en matematisk teori finder sted. Han introducerer i
sine teorier et begreb, som han kalder for epistemiske konfigurationer(Epple,
2004). Epistemiske konfigurationer er, simpelt sagt, at se på, hvad der har
skabt spørgsmål og hvad der har skabt svar i en historisk udvikling. Et be-
greb som generelt virker til at være et godt værktøj til at skabe overblik i
analyseringen af mikrohistoriske udviklinger, som de to konkrete teorier.
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På baggrund af denne korte introduktion til emnet vil jeg nu gå videre
og formulere den problemformulering, som rapporten tager udgangspunkt i.
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2 Problemformulering, metode og målgruppe
Den overordnede problemformulering, lyder som følgender;
2.1 Problemformulering
Hvorfor anvendes og anerkendes teorien om distributioner i højere grad end
teorien om currents?
2.1.1 Underspørgsmål og problemafgrænsning
For at kunne besvare problemformulering bedst muligt, giver det mening at
dele den op i en række mindre spørgsmål som forsøges besvaret i gennem
rapporten. Det skyldes primært, at det gør processen mere overskuelig, og
giver dermed et klarhed over samtlige aspekter i dette problem. Spørgsmålene
som forsøges besvaret er;
• Hvad var de forskellige udgangspunkter til teorierne om currents og
distributioner?
• Hvad ville man besvare, ved hjælp af currents og distributioner?
• Hvilke værktøjer havde man til rådighed?
• Hvordan brugte Schwartz og de Rham hinandens ideer og teorier?
Ud fra disse spørgsmål skal det forstås, at rapporten primært begrænses til
at se på den historiske udvikling af de to teorier. En historisk udgangsvinkel
er interessant, da teorierne blev skabt i nogenlunde sammetidsperiode. Der
vil altså ikke blive set på nyere forskning inden for de to teorier, eller på
hvorvidt de to teorier bliver brugt inden for andre felter end dem, de blev
skabt til, da omfanget af dette ville blive stort.
Med dette i baghovedet vil jeg gennemgå, hvordan opbygningen og ind-
holdet af rapporten vil være i forhold til at besvare disse spørgsmål, samt
den overordnede problemformulering.
2.2 Metode
For at besvare problemformuleringen, og de dertilhørende underspørgsmål
stillet i denne rapport, kræves først og fremmest en redegørelse for påstanden
om, at currents generaliserer distributioner. Derfor vil de næste to afsnit
være en gennemgang de to matematiske teorier, distributioner og currents,
for at redegøre for dem og vise deres sammenhæng. Den mest basale teori
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om de to emner vil altså blive gennemgået, for dels at vise hvad de kan,
men også for at give en ide om inden for hvilke områder af matematikken
de tager deres udspring og har deres anvendelser. Dette vil også give en
bedre mulighed for at kunne se på udviklingen af de to teorier, i det der
kan refereres til matematik som nu er kendt af læseren. Samtidigt giver det
også en mulighed for at vurdere hvilket niveau matematikken er på, og hvad
den kræver af kendskab for at kunne anvendes. Noget som naturligvis også
kan have en stor indvirkning på udbredelsen. Undervejs i gennemgangen vil
forskellige eksempler blive indraget, for at gøre teorierne mere meningsfyldte
og appetitlige for læsere af denne rapport.
Det næste del bliver at introducere de værktøjer, der vil blive brugt til
at analysere den historiske udvikling af teorierne. Til at gøre dette vil der,
som nævnt i indledningen, blive taget udgangspunkt i videnskabsteoretikeren
Moritz Epples epistemiske konfigurationer, som giver nogle væktøjer specielt
tilrettet mod mikrohistoriske udviklinger, som der her er tale om. Dette gøres
for at have nogen faste rammer at vurdere ud fra. Moritz Epples teori vil i
den sammenhæng blive gennemgået, så den mest grundlægende anvendelse
af hans teorier er klar og samtidigt give en viden om hvorfra de udspringer,
og hvad hans argumenter er for dem. Efter at have gennemgået Moritz Ep-
ples teorier, vil den begrebsramme som den indfører blive anvendt løbende
igennem resten af rapporten.
I den historiske gennemgang af teorierne bliver det vigtigt at pointere,
hvad de to ’opfindere’, Laurent Schwartz’ og George de Rhams, inspiration
til at finde på deres teorier har været. Dernæst vil der blive set på hvordan
de to teorier er blev udviklet og hvor meget kendskab og inspiration der har
været imellem de to teorier undervejs. Der vil blive set på hvilke spørgsmål
teorierne kunne svarer på og hvilke spørgsmål de har givet anledning til.
Disse svar og spørgsmål vil også blive vurderet ud fra, hvor relevante de har
været i forhold til den tid de kom ud på.
Til sidst vil det hele blive opsummeret i en diskussion som tager udgangs-
punkt i de vigtigste aspekter i teorierne og deres udvikling, og der vil blive
set på om det er muligt at komme med en entydig forklaring på, hvorfor
currents ikke anvendes i samme grad og er ligeså kendt som distributioner.
2.3 Målgruppe
Projektet har til formål at kunne redegøre for den historiske udvikling af de to
matematiske teorier, ud fra en videnskabsteoretisk indgangsvinkel. Rappor-
ten er derfor forsøgt skrevet, så den grundigt kan forklare, for den uindviede
læser, dels hvilke videnskabsteoretiske værktøjer der arbejdes med og hvor-
dan, og dels at kunne redegøre for vigtige detaljer i den historiske udvikling,
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via grundigt litteratur studie. Rapporten kræver altså ikke nogen forudgå-
ende viden om hverken de anvendte videnskabsteorier eller den historiske
udvikling.
Projekt er også skrevet med henblik på, at kunne introducere den uind-
viede læser for distributionsteori og currents og deres sammenhæng. Der er
i gennemgangen af matematikken en række eksempler, der har til formål at
gøre introduktionen mere forståelig, således at man som minimum får en for-
nemelse af indholdet i teorierne. For fuld forståelse kræves dog en vis viden
inden for matematisk analyse, differentialgeomtri geometri og algebra.
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3 Grundlæggende teori om distributioner
Dette afsnit har til formål at give en basal forståelse for teorien om distribu-
tioner, ligesom det næste afsnit vil være en basal introduktion til currents.
Denne gennemgang har til formål at skitsere teoriernes overordnede indhold,
for at kunne relatere til den historiske Udvikling og senere diskussion. De
to teorier vil blive præsenteret hver for sig, så det bliver tydeligt, hvad der
udspringer af hvilke af teorierne. Det vil naturligvist blive påpeget, hvordan
genereliseringen af distributioner udspringer fra teorien om currents. Begge
afsnit er skrevet uden nogen videre historiske referencer, da meningen med
afsnittet er at redegøre for selve matematikken. Den historiske opbyggelse
og udvikling af teorierne vil blive redegjort senere. I afsnittene vil der være
eksempler undervejs, der har til formål at hjælpe med forståelsen af teorien.
En række forskelige egenskaber ved distributionsteorien vil blive gennem-
gået. Herunder differentiering af distributioner, foldning af distributioner og
fouriertransformationer. Undervejs vil δ-funktionen blive gennemgået for at
vise hvordan den fungere som distribution. Det første som dog er nødvendigt
at kende for at forstå resten af teorien er testfunktioner, som derfor først vil
blive gennemgået.
Resten af afsnittet er skrevet med udgangspunkt i (Friedlander and Joshi,
1998), (Richards and Youn, 1990), (Lützen, 1982), (Strichartz, 1994), (Grub,
2009) og (Hörmander, 1983).
3.1 Testfunktioner
En vigtig del af begrebet distributioner er de såkaldte testfunktioner. En
testfunktionen er en en glat funktion med kompakt støtte. En glat funktionen
betyder at funktionen er uendeligt ofte differentiable(C∞ ). Kompakt støtte
betyder meget simpelt at funktionen, på en lukket og begrænset mængde,
er forskellig fra nul. Støtten til en funktionen φ skrives som: supp φ. Idet Ω
repræsentere en åben mængde i Rn, benævnes mængden af testfunktioner
D(Ω). Resultatet fra en testfunktion vil være et tal, dvs. φ : Ω → C, hvor
det videre gælder at φ(x) = 0 for x ∈ Rn\Ω. Videre indføres også en særlig
form for konvergens i D. Den kan skrives ved følgende definition.
3.1.1 Definition
En følge, φn, af testfunktioner konvergere mod φ0 i D(Ω), hvis og kun hvis
∃ j ∈ N så supp φn ⊂ Kj for alle n ∈ N0. HvorKj er en kompakt delmængde
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i Ω. Videre vil φn → φ0 i DKj(Ω), hvis.:
supx∈Kj |∂(α)φn(x)− ∂(α)φ0(x)| → 0 for n→∞ (1)
’sup’ er i definitionen, den almindelige forkortelse for supremum og skal
ikke misforstås som ’supp’ for support(støtte). Denne særlige form for kon-
vergens kræver altså, at ikke kun følgen af testfunktioner konvergere mod en
værdi, men også alle afledte skal konvergere mod samme værdi på en lukket
mængde for at der er konvergens. Dvs. at i endepunkterne af det interval
den er forskellig fra 0, hvor den konvergere mod 0, skal også alle de afledte
konvergere mod 0 for at tilfredstille kravet om konvergens for testfunktioner.
Ud fra dette kan man yderligere se noget særligt for testfunktioner, nemlig at
den afledte testfunktionen også selv vil være en testfunktion. Dette kommer
af at testfunktioner er C∞ og dermed også dens afledte, og at den afledte vil
være defineret på samme delmængde af Ω og også vil konvergere mod φ0 = 0
i grænserne af delmængden.
3.1.2 Eksempel på testfunktion
Et typisk generelt eksempel på en testfunktion af en variabel er
φ(x) =
{
e
|ab|
(x−a)(x−b) for x ∈ [a, b]
0 for x /∈ [a, b] (2)
Funktionen er trivielt C∞ når x > a og x < b da x = 0. Samtidigt gælder
det, at x→ a og x→ b medfører φ(x)→ 0. Dermed er funktionen kontinuert
og differentiabel. Ved differentiation finder man, at den n’te afledte er givet
som
φ(n)(x) = (cnx
(−3n) + ...+ c0)e
|ab|
(x−a)(x−b) (3)
Leddet e
|ab|
(x−a)(x−b) får hele udtrykket til at gå mod 0, når x → a og x →
b, uanset værdierne af cn, ..., c0. Funktionen er dermed kontinuert i x = a
og x = b for samtlige afledte og dermed er funktionen C∞. Altså opfylder
funktionen de krav der er til at være en testfunktion.
Nu hvor testfunktioner er defineret, vil det være muligt at indtroducere
begrebet distributioner. Definitionen på en distribution lyder;
3.1.3 Definition
En distribution, Λ, på Ω er et kontinuert lineært funktionale på D(Ω). Rum-
met af distributioner på Ω skrives D′(Ω), og er altså det duale rum for test-
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Figur 1: Her ses et eksempel på en testfunktion, φ(x), fra ligning 2. Her er
a = −2 og b = 3
funktioner. For en distribution Λ ∈ D skrives værdien af Λ almindeligvis som
〈Λ, φ〉, som forstås som Λ(φ).
Denne definition dækker over flere ting. Et funktional er en afbildning fra
et vektorrum til legemet af tilhørende skalarer. I det her tilfælde består vek-
torrummet af testfunktioner og skalarne er de værdier distributionen giver,
〈Λ, φ〉 ∈ C. At det er et lineært funktionale, vil sige:
〈Λ, aφ+ bψ〉 = a 〈Λ, φ〉+ b 〈Λ, φ〉 (4)
For samtlige testfunktioner φ og ψ og konstanter a, b ∈ R. Betegnelsen det
duale rum, betegner rummet af kontinuerte lineære afbildninger fra et rum,
v, ind i R eller C.
Kontinuiteten betyder, at hvis en følge at testfunktioner, φ1, φ2, · · · , φn ∈
D konvergerer mod φ, da vil 〈Λ, φn〉 → 〈Λ, φ〉.
3.1.4 Definition
Lad en funktion f : R → R være lokal integrabel på Ω. Lad samtidig φ : Ω→
C være en testfunktion i D(Ω). Da skrives den til f tilhørende distribution
Λf
〈Λf , φ〉 =
∫ ∞
−∞
f(x)φ(x)dx (5)
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Mængden af lokalt integrabel funktioner betegnes L1loc. For en funktion,
f ∈ L1loc er der tale om en afbildning f : Rn → R/C hvor integrallet∫
A
f(x)dx < ∞ er veldefineret for alle delmængder A ⊆ Rn. Hvis man har
f ∈ L1loc og φ ∈ D da vil f ·φ ∈ L1loc. Ud fra definition 3.1.4 forstås dermed at
en funktion f ∈ L1loc definere en distribution, hvilket betyder at L1loc ⊂ D′, og
derfor kaldes distributioner også for genereliserede funktioner. Da testfunk-
tioner selv er lokalt integrabel, kan man yderligere se at D ⊂ L1loc ⊂ D′
En testfunktion φ(x) kan, når man ser på ovenstående definition, forstås
som en funktion som kun giver en bestemt del af f(x) betydning. Det skyldes
at φ(x) kun på en lukket og begrænset mængde, på Rn, er forskellig fra
nul. Kun på denne begrænsede mængde vil f(x) bidrage til integralet. Deraf
forstås også kravet om at f(x) kun skal være lokalt integrabel på Ω.
En særlig egenskab ved distributioner kommer når men ser på den afledte
af en distribution, der er givet ved følgende definition.
3.1.5 Definition
Den afledte til en distribution defineres som〈
dn
dxn
Λ, φ(x)
〉
= (−1)n
〈
Λ,
dnφ(x)
dxn
〉
(6)
For at få en ide om hvorfor definition er defineret som den er, tages
udgangs punkt i en funktion f . Hvis f har en afledt, hvorom det gælder at
f ′ ∈ L1loc, og har den tilhørende distribution Λf , vil man se, at det altid er
muligt flytte differentialoperatoren og finde den afledte via testfunktionen.
Distributionen til den afledte af f betegnes〈
Λ′f , φ
〉
=
∫
Rn
f(x)′φ(x)dx (7)
Via partiel integration er det muligt at omskrive til〈
Λ′f , φ
〉
= −
∫
Rn
f(x)φ(x)′ + lim
a→−∞,b→∞
[f(x)φ(x)]ba
= −
∫
Rn
f(x)φ(x)′ = −〈Λf , φ′〉
(8)
Her er a, b multiindicies, dvs a = {a1, a2, ..., an}, b = {b1, b2, ..., bn}, da vi
befinder os i Rn. Det sidste led i den partiel integration går ud da φ(±∞) = 0,
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som følge af at φ har kompakt støtte. Det endelige resultat betyder at man,
for en funktion f(x), i distributions forstand kan flytte differentialoperatoren
over på testfunktionen. Ud fra dette giver det mening at definere den afledte
til en distribution generelt, så den opfører sig på samme måde, uden det dog
kræves at distributionen skal være integrabel som i dette eksempel.
Yderligere indfører man en særlig form for konvergens for distributioner
som er givet ved følgende definition
3.1.6 Definition
Lad Λn være en følge af distributioner og Λ en distribution. Da siges Λn at
konvergere mod Λ, som betegnes Λn → Λ, hvis ∀φ ∈ D
〈Λn, φ〉 → 〈Λ, φ〉 (9)
Denne definition bliver især vigtig i senere bevis. Men før det vil jeg vil nu
gå videre og se på δ-distribution som er en af de mest kendte distributioner.
3.1.7 Diracs δ-distribution
Denne distribution har fået sit eget afsnit, da den er en af de mest kend-
te ’funktioner’ som udnytter fordelene ved distributioner. Den optræder in-
den for flere områder i fysikken, f.eks. indgår den som standard i lærebøger
om kvantemekanik(Griffiths, 1995) og elektrodynamik(Griffiths, 1981). Den
blev introduceret, som en funktion, første gang af den kendte fysiker Paul
Dirac(1902-1984) i 1930(Dirac, 1930).
Funktionen som Dirac indførte den, har følgende to betingelser{ ∫∞
−∞ δ(x)dx = 1
δ(x) = 0 for x 6= 0 (10)
Altså er δ-distributionen 0 i alle andre punkter en x = 0. På trods af kun at
have værdi i et enkelt punkt vil arealet under punktet stadig være lig 1. Selv
forklare Dirac at, man skal forstille sig en funktion på en lukket mængde
med længden  på x-aksen og som har et konstant areal på 1. I grænsen
hvor  → 0 vil man ende ud med δ-funktionen. Denne funktion og Diracs
notation af den, giver ikke mening i klassisk matematik, da funktionen ikke
er veldefineret i alle punkter og dermed ikke har et veldefineret integral og
har som sådan ikke noget med almindelige funktioner af gøre. (Grub, 2009):
The notation δ-function is a wild ’abuse of notation’. Maybe it has
survived because it is so bad that the motivation for introducing
the concepts of distributions becomes clear.
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Som citatet hentyder til er der, på trods af manglen på at være en ’rigtig’
funktion, en god og simpel grund til at bruge den i sammenhæng med distri-
butionsteori, som her vil blive vist.
δ-distributionen er at forstå som en distribution der kun returnere værdien
af en testfunktion i et enkelt punkt. Hvis x0 er et et punkt i Ω, så er δx0 en
afbildning for ∀φ ∈ D
δx0 : φ→ φ(x0) (11)
eller skrevet som en almindelig distribution
〈δx0 , φ〉 = φ(x0) (12)
Almindeligvis skrives δ0 blot som δ eller δ(x). Den sidste notationsform an-
vendes tit i fysik, da det var sådan Dirac indførte den. Hvis man har δ(x−a),
altså forskudt med afstanden a, forstås at man ønsker at returnere værdien,
af den funktion man lader δ virke på, i punktet a. Dermed skal notationen
δ(x− a) forstås som δa.
Det ses altså at δ-distributionen kan anvendes uproblematisk inden for di-
stributionsteori, og har en nyttig egenskab, på trods af, at den ikke lever op
til kravet der normalt stilles til funktioner. δ-distributionen er også et eksem-
pel på distribution, som ikke har en tilhørende funktion. Hvorimod vi, som
nævnt tidligere, ved at en funktion altid vil have en tilhørende distribution.
Simpelt eksempel
Hvis man slår op i lærebøger i fysik, hvor δ-distributionen indgår, vil
man som regel se at notationen i beregningerne ikke er korrekt i matematisk
forstand. Følgende er et eksempel på dette og hvordan det samme skrives
som en distribution.
Givet funktionen f(x) = cos(x2) og δ√pi, vil man i mange fysikbøger lave
følgende beregning: ∫ pi
0
cos(x2)δ(x−√pi)dx (13)
Da det kun er i punktet x = a =
√
pi at δ(x − a) er forskellig fra 0, og da
x =
√
pi er inden for grænserne af integralet bliver resultatet∫ pi
0
cos(x2)δ(x−√pi)dx = cos(√pi2) = −1 (14)
Dette giver ingen mening i almindelig forstand, da integrallet ikke er
veldefineret. Benyttes derimod notationen fra distributioner ville man få re-
sultatet 〈
δ√pi, cos(x
2)
〉
= cos(pi) = −1 (15)
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De to resultat er altså ens, men af de to veje man kommer frem til dem,
er det kun den sidste som giver matematisk mening.
Eksempel på testfunktioner, som konvergere mod δ-distributionen
Et eksempel på en følge af testfunktioner som vil konvergere mod Diracs
δ-funktion er
φn(x) = nφ0(nx) (16)
Følgen skal have kompakt støtte for de værdier af x hvor |x| < 1/n, som hvis
man f.eks. havde testfunktionen fra ligning 2, hvor a = −1 og b = 1. Der
stilles det krav til følgen, at arealet der kommer ved integration skal være 1
og uafhængigt af n. Dette er givet ved∫
R
φn(x)dx = n
∫
φ0(nx)dx (17)
Laver variable skifte og sætter y = nx og dy = ndx og får∫
R
φ0(y)dy = 1 (18)
Integralet kan altså ved variabel vises at være uafhængigt af n og vil derfor
altid give 1.
I grænsen hvor n→∞ vil den kompakte støtte gå i mod et enkelt punkt
og arealet af den vil stadig være 1. Dermed opfylder følgen af testfunktioner
i grænsen n→∞ de samme krav som δ.
3.2 Foldning
Foldning er en af de mere anvendte operationer på distributioner. Her vil det
blive gennemgået hvordan foldning mellem testfunktioner fungere og vist at
foldning her giver mulighed for at skabe en testfunktion via andre testfunk-
tioner. Videre vil foldning mellem en testfunktion og en distribution vises og
tilsidst foldning mellem to distributioner som viser muligheden for at beskrive
differentiation som en foldning.
Foldning mellem testfunktioner
Har man to testfunktioner, φ og ψ, betegnes foldningen af φ og ψ med
(φ ∗ ψ) og er givet ved følgende definition
3.2.1 Definition
Givet to testfunktioner, φ og ψ, da er foldningen imellem dem givet som
(φ ∗ ψ)(x) =
∞∫
∞
φ(x− y)ψ(y)dy (19)
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Nogle af de basale egenskaber ved foldning mellem testfunktioner kan
opsummeres i følgende sætning
3.2.2 Sætning
Givet tre testfunktioner, φ, ψ τ , gælder det at foldningen mellem testfunk-
tioner er kommutativ, dvs.
φ ∗ ψ = ψ ∗ φ (20)
og associativ,
(φ ∗ ψ) ∗ τ = φ ∗ (ψ ∗ τ) (21)
Differentialet af foldningen mellem to testfunktioner bliver
(φ ∗ ψ)′ = φ′ ∗ ψ = φ ∗ ψ′ (22)
Endvidere gælder det φ, ψ ∈ D(Ω) medfører at (φ ∗ ψ) ∈ D(Ω), altså vil
foldningen selv være en testfunktion.
Bevis
Kommutativ: Udtrykket opskrives som i definition 3.2.1
(φ ∗ ψ)(x) =
∞∫
∞
φ(x− y)ψ(y)dy (23)
Laver man variabel skiftet hvor, u = x− y, du = −dy, får man
(φ ∗ ψ)(x) = −
−∞∫
∞
φ(u)ψ(x− u)du =
∞∫
−∞
ψ(x− u)φ(u)du = (ψ ∗ φ)(x) (24)
Associativ: Udtrykket ((φ∗ψ)∗τ)(x) skrives ud ved brug af definitionen
3.2.1, således at
((φ ∗ ψ) ∗ τ)(x) =
∞∫
−∞
(φ ∗ ψ)(x− y)τ(y)dy
=
∞∫
−∞
∞∫
−∞
φ(x− y − z)ψ(z)τ(y)dydz
(25)
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Laver ligesom før et variabel skifte således at u = y + z og får nu
((φ ∗ ψ) ∗ τ)(x) =
∫ ∞
−∞
∫ ∞
−∞
φ(x− u)ψ(u− y)τ(y)dydu
=
∫ ∞
−∞
φ(x− u) · (ψ ∗ τ)(u)du = (φ ∗ (ψ ∗ ψ))(x)
(26)
Differentiering:
d
dx
∞∫
−∞
φ(x− y)ψ(y)dy =
∞∫
−∞
φ′(x− y)ψ(y)dy (27)
Da det allerede er bevist at foldning er kommutativ, vides det at φ og ψ kan
byttes om således, at man vil få φ′∗ψ = φ∗ψ′. Videre kan man se at foldning
af to testfunktioner er C∞ da testfunktionerne selv er C∞
Testfunktion:
Vi ved allerede at foldning mellem to testfunktioner er C∞, som er det
ene krav for at være en testfunktion. Ydermere vil den afledte af en test-
funktion selv være en testfunktion således kravet om den særlige konvergens
for testfunktioner er opfyldt. Så mangler man bare at vise at testfunktio-
nen har kompakt støtte. Ser man på den kompakte støtte af hver af de to
testfunktionerne, vil man se at (φ ∗ ψ) = 0, medmindre x − y ∈ suppφ og
y ∈ suppψ. At y ∈ suppψ, må betyde at x ∈ suppφ+y, som videre betyder at
x ∈ suppφ+suppψ. Dermed kan man slutte at supp(φ∗ψ) = suppφ+suppψ.
Dvs. at også kravet om kompakt støtte for foldningen er opfyldt og dermed
er kravende til at være en testfunktion opfyldt.
suppφ + suppψ forstås lidt mere simpelt som at hvis en testfunktion φ
har kompakt støtte på intervallet [a, b] og en anden testfunktion, ψ, har på
intervallet [c, d]. Da vil foldningen mellem de to, (φ ∗ ψ)(x), have kompakt
støtte på intervallet [a+ c, b+ d], dvs. A+B = {x+ y|x ∈ A, y ∈ B}
Det ses altså at foldningen mellem to testfunktioner opfylder de krav der
er til at være en testfunktion. Det er altså muligt at skabe nye testfunktioner
ved hjælp af allerede kendte testfunktioner når man benytter sig af foldning.
Foldning mellem testfunktion og distribution
Når man snakker om foldning mellem distributioner og testfunkter, kan
det være nyttig at se på distributioner med kompakt støtte. Grunden til
dette er, som det vil blive vist, at foldningen da vil være en testfunktion.
Selve definitionen af en kompakt distribution er
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3.2.3 Definition
Givet en distribution, Λ ∈ D′(Ω), da gælder, at den har kompakt støtte, hvis
og kun hvis ∃K ∈ Rn, hvor K er en kompakt mængde således at for ∀φ, hvor
supp φ ∩K = ∅ gælder at 〈Λ, φ〉 = 0. Da vil supp Λ ⊂ K. Mængden af alle
distributioner med kompakt støtte skrives som E ′(Ω) og E ′(Ω) ⊂ D′(Ω)
3.2.4 Definition
Givet, Λ ∈ D′(Ω) og φ ∈ D(Ω), da er foldningen imellem dem givet som
(Λ ∗ φ)(x) = 〈Λ(y), φ(x− y)〉 = 〈Λ(x− y), φ(y)〉 (28)
Ud fra definitionen kan man se, at en distribution, kan skrives som en
foldning da
〈Λ, φ〉 = (Λ ∗ φˇ)(0) (29)
hvor φˇ(x) = φ(−x).
I tilfældet hvor vi har en funktion f ∈ L1loc, med en tilhørende distribution
Λf ∈ D′, er foldningen med en testfunktion φ ∈ D givet som
(Λf ∗ φ)(x) =
∞∫
−∞
Λ(y)φ(x− y)dx (30)
Før påstanden om at Λ ∈ E ′(Ω) medfører at foldningen med testfunk-
tion selv er en testfunktion bevises er det nødvendigt at lave en sætning for
differentiation af foldning mellem en testfunktion og en distribution.
3.2.5 Sætning
Givet Λ ∈ D′ og φ ∈ D, da er den afledte til foldningen mellem Λ og φ givet
som
∂n
dxn
(Λ ∗ φ) = ∂
nΛ
dxn
∗ φ = Λ ∗ ∂
nφ
dxn
(31)
Bevis
Givet Λ ∈ E ′ og φ ∈ D, er den afledte til (Λ ∗ φ) givet som
(Λ ∗ φ)′(x) = lim
h→0
(Λ ∗ φ)(x− h)− (Λ ∗ φ)(x)
h
(32)
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Skrive dette ud via definitionen for foldning mellem en distribution og en
testfunktion får man
(Λ ∗ φ)′(x) = lim
h→0
〈Λ(y), φ(x− h− y)〉 − 〈Λ(y), φ(x− y)〉
h
(33)
Dette kan omskrives videre, ved hjælp af linearitetsreglen for distributioner,
til
(Λ∗φ)′(x) = lim
h→0
〈
Λ(y),
φ(x− h− y)− φ(x− y)
h
〉
= 〈Λ(y), φ′(x− y)〉 = Λ∗φ′
(34)
I det man udnytter definitionen på den afledte af en distribution får man
(Λ ∗ φ′)(x) = 〈Λ(y), φ′(x− y)〉 = −
〈
Λ(y),
d
dy
(φ(x− y))
〉
= 〈Λ′(y), φ(x− y)〉 = (Λ′ ∗ φ)(x)
(35)
Foretegnsskiftet mellem anden og tredje led kommer da φ afhænger af (−y).
Således vi har Λ ∗ φ′ = Λ′ ∗ φ.
Ved hjælp af dette bevis er det nu muligt at bevise følgende sætning.
3.2.6 Sætning
Givet Λ ∈ D′(Ω) og φ ∈ D(Ω) da gælder at (Λ ∗ φ) er C∞. Videre gælder at
hvis Λ ∈ E ′(Ω), da har (Λ ∗ φ) kompakt støtte og er dermed en testfunktion.
Bevis
For at bevise sætningen skal det altså vises at foldningen er C∞. Dette
følger af sætning 3.2.5, hvor man kan se at differentialoperatoren kan flyttes
over på φ som er C∞. Videre skal vises at foldning har kompakt støtte når
Λ ∈ E ′(Ω). Denne del af beviset kan laves på samme måde som, beviset
for foldningen mellem to testfunktioner har kompakt støtte, i sætning 3.2.2.
Foldningen er altså C∞ og har kompakt støtte. Det mangler nu at blive vist
at foldningen er kontinuert. Dette følger dog rimeligt simpelt af at φ(x− y)
er kontinuert i afbildningen fra Ω→ D(Ω), da φ er en testfunktion. Dermed
må der, for ethvert k, gælde at φ(k)(z − y) → φ(k)(x − y), for z → x. Det
betyder videre at 〈Λ(y), φ(z − y)〉 → 〈Λ(y), φ(x− y)〉 for z → x og dermed
er (Λ ∗ φ) en kontinuert afbildning fra Ω til C.
Foldning mellem distributioner
Det giver mening også at snakke om foldning mellem to distributioner.
Definitionen er givet som
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3.2.7 Definition
Givet Λ ∈ E ′(Ω), Ξ ∈ D′(Ω) og φ ∈ D(Ω) da er foldningen mellem Λ og Ξ
givet som,
〈Λ ∗ Ξ, φ〉 = 〈Λ, 〈Ξˇ ∗ φ〉〉 (36)
Her betegner Ξˇ(x) = Ξ(−x) og skrevet simpelt betegnes foldningen mellem
Λ og Ξ som Λ ∗ Ξ.
Idet at Λ,Ξ ∈ L1loc er foldningen givet som
〈Λ ∗ Ξ, φ〉 =
∫ ∞
−∞
Λ(x)
∫ ∞
−∞
Ξˇ(y)φ(x− y)dxdy (37)
3.2.8 Eksempel
Givet δ ∈ D′, Λ ∈ E ′(Ω) og φ ∈ D(Ω), da bliver foldningen mellem δ og Λ
〈Λ ∗ δ, φ〉 = 〈Λ, 〈δˇ ∗ φ〉〉 (38)
Her kan definition 3.2.4 udnyttes, samt at δˇ(x− y) = δ(y − x) til at få
(δˇ ∗ φ)(x) = 〈δ(y − x), φ(y)〉 = φ(x) (39)
Det giver det endelige resultat
〈Λ ∗ δ, φ〉 = 〈Λ, φ〉 (40)
Det betyder Λ = Λ ∗ δ. Dette er et interessant eksempel, som viser at δ-
funktionen forstås som det neutrale element i forhold til foldning mellem
distributioner. Videre kan følgende sætning udledes
3.2.9 Sætning
Enhver distribution Λ kan skrives som grænsen af en følge, Λn. Videre gælder
at hvis Λ ∈ E ′ så er Λn en testfunktion.
Bevis
Vi ved at Λ = Λ ∗ δ fra forrige eksempel. Det gælder samtidig at δ kan
skrives som en konvergerende følge af testfunktioner, som vist i eksempel
3.1.7. Det betyder at Λ ∗ δ = Λ ∗ φn = Λn. Hvis Λ ∈ E ′ så vil Λn være
en testfunktion, som konsekvens at sætning 3.2.6, og dermed kan enhver
distribution i E ′ skrives som en konvergerende følge af testfunktioner.
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Eksemplet 3.2.8 kan endda bruges til at vise, at differentiation af en di-
stribution kan ses som en foldning. Før det er vi dog nødt til at gennemgå en
række regler for foldning mellem distributioner, hvor resultatet fra sætning
3.2.9 udnyttes.
3.2.10 Sætning
∀Λ,Ξ,Π ∈ E ′ gælder at
Λ ∗ Ξ = Ξ ∗ Λ (41)
(Λ ∗ Ξ) ∗ Π = Λ ∗ (Ξ ∗ Π) (42)
(Λ ∗ Ξ)′ = Ξ ∗ Λ′ = Ξ′ ∗ Λ (43)
Altså gælder at foldning mellem distributioner er kommutativ, associativ og
differentialoperatoren kan flyttes over på hver enkel af distributionerne.
Bevis
Den første påstand gælder åbenlyst hvis Λ,Ξ ∈ L1loc, da man i det tilfælde
kan lave samme bevis, som det blev gjort for to testfunktioner. Fra sætning
3.2.9 vides det at Λn → Λ, hvor Λn er en testfunktion, da vi ser på distri-
butioner i E ′. Det ses dermed at for foldningen mellem en distribution og en
testfunktion gælder følgende, ved hjælp af definitionen på konvergens for en
distribution,
(Λn ∗ φ)(x) = 〈Λn(y), φ(x− y)〉 = 〈Λ(y), φ(x− y)〉 = (Λ ∗ φ)(x) (44)
I det man har Λn → Λ og Ξm → Ξ, kan man vise at ligning 41, kan forstås
som følgende for alle φ
〈Λn ∗ Ξm, φ〉 = 〈Ξm ∗ Λn, φ〉 (45)
For at vise dette tages der fat i første led af ligning 45
〈Λn ∗ Ξm, φ〉 =
〈
Λn, Ξˇm ∗ φ
〉
(46)
Lader n gå mod ∞ og får da〈
Λn, Ξˇm ∗ φ
〉→ 〈Λ, Ξˇm ∗ φ〉 = 〈Λ ∗ Ξm, φ〉 (47)
For det andet led i ligning 45 skrives tilsvarende
〈Ξm ∗ Λn, φ〉 =
〈
Ξm, Λˇn ∗ φ
〉
(48)
Lader igen n→∞ og får〈
Ξm, Λˇn ∗ φ
〉
=
〈
Ξm, Λˇ ∗ φ
〉
= 〈Ξm ∗ Λ, φ〉 (49)
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Tilsvarende kan man lade m → ∞ således, at man i begge led ender
ud med de to led i ligning 41. Da Λm,Ξn selv er testfunktioner, og det at
man samtidigt ved at foldningen mellem testfunktioner giver en testfunktion,
betyder det at (Λn ∗ φ) og (Ξm ∗ φ) også er testfunktioner. Da foldning er
kommutativ for testfunktioner, må det dermed gælde at
〈Λn ∗ Ξm, φ〉 = 〈Λ ∗ Ξ, φ〉 = 〈Ξm ∗ Λn, φ〉 = 〈Ξ ∗ Λ, φ〉 (50)
Q.E.D.
Beviset af den næste ligning, ligning 42, udelades her, da beviset i store
træk kan laves på samme måde som ligning 41.
For beviset af den sidste ligning udnyttes definitionen på differentiation
således, at man har
(Λ ∗ Ξ)′ = 〈(Λ ∗ Ξ)′, φ〉 = −〈(Λ ∗ Ξ), φ′〉 = − 〈Λ, Ξˇ ∗ φ′〉 (51)
Flytter nu differentialoperatoren over på Ξˇ, ved at udnytte sætning 3.2.5 og
skifter fortegnet da Ξˇ(x) = Ξ(−x) og får
(Λ ∗ Ξ)′ = − 〈Λ, Ξˇ ∗ φ′〉 = 〈Λ, Ξˇ′ ∗ φ〉 = 〈(Λ ∗ Ξ′), φ〉 = (Λ ∗ Ξ′) (52)
Da foldning mellem distributioner er kommutativ medfører det at (Λ ∗Ξ′) =
(Λ′ ∗ Ξ), som fuldføre beviset af sidste ligning i sætningen.
Tager nu igen fat i resultatet fra eksempel 3.2.8, som var at Λ = Λ ∗ δ.
Benyttes differentiationsreglen i ligning 43, kan følgende beregnes
dΛ
dx
=
d(δ(x) ∗ Λ)
dx
=
dδ
dx
∗ Λ (53)
Differentiation af en distribution kan dermed også forstås som en foldning.
I distributionssammenhæng ser man altså, som vist i afsnittet, at foldnings-
operatoren har nogle spændende egenskaber. Jeg vil nu gå videre og se på
fouriertransformationer som også er interessante i sammenhæng med distri-
butioner.
3.3 Fouriertransformation
I dette afsnit vil det blive gennemgået hvordan distributioner kan bruges i
sammenhæng med fouriertransformationer. Ifølge (Lützen, 1982) vad dette
en af de vigtige faktorer i udviklingen af distributioner. i (Richards and Youn,
1990) står det af distributionsteorien bliver særligt kraftfuld i sammenhæng
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med fouriertransformationer. Det er derfor naturlig at gennemgå dette og
vise hvori det kraftfulde består.
Til at starte med vil her komme en hurtig introduktion til almindelige
fouriertransformationer. Definitionen på fouriertransformation er
3.3.1 Definition
Givet en stykvis kontinuert integrabel funktion f ∈ L1(Rn). Da defineres
fouriertransformation, fˆ , og den inverse fouriertransformation, fˇ , som
fˆ(ξ) =
∫
Rn
f(x)e−i〈ξ,x〉dx (54)
fˇ(x) =
1
(2pi)n
∫
Rn
f(ξ)ei〈x,ξ〉dξ (55)
hvor x og ξ er multiindicies, da vi er i Rn. Yderligere betegnes fouriertransfor-
mationen af en funkion f også som Ff . På samme måde skrives den inverse
som F , som er den kompleks konjugerede til F , således at fˇ = 1
(2pi)n
Ff .
Ud fra denne definition kan en simpel sætning om fouriertransformation
udeledes som bliver nyttig senere,
3.3.2 Sætning
Givet f ∈ L1, da gælder om Ff
|fˆ(ξ)| ≤
∫
|f(x)|dx (56)
Bevis
Ud fra definitionen gælder
|fˆ(ξ)| =
∣∣∣∣∫ f(x)e−i〈ξ,x〉dx∣∣∣∣ ≤ ∫ ∣∣f(x)e−i〈ξ,x〉∣∣ dx = ∫ |f(x)|dx (57)
Det sidste led kommer frem da det, for den komplekse del, gælder at |e−i〈ξ,x〉| =√
e−i〈ξ,x〉ei〈ξ,x〉 = 1
Nogle af grundene til at fouriertransformation er nyttigt rent matematisk
er, at f.eks. foldning og differentiation bliver til multiplikationer som i nogen
tilfælde kan gøre en funktion lettere at arbejde med. Dette kan vises ved
følgende sætninger
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3.3.3 Sætning
Givet en funktion f som er C1 og hvor f ′ ∈ L1 da gælder at
F(f(x)′) = iξfˆ(ξ) (58)
Bevis
Det noteres først, at f naturligvis skal være differentiabel, og at dens
afledte tilsvarende skal være integrabel før sætningen giver mening. For at
lave beviset indsættes definitionen for fouriertransformation
F(f(x)′) =
∫ b
a
f(x)′e−i〈ξ,x〉dx (59)
Her er a og b multiindicies og ved at lave partiel integration får man
F(f(x)′) =
∫ b
a
iξf(x)e−i〈ξ,x〉dx+ [f(x)e−i〈ξ,x〉dx]ba (60)
I grænsen hvor a → −∞ og b → ∞ vil f(x) → 0 således at det sidste
led forsvinder. Grunden til dette er at f(x) er integrabel og f(x)′ ligeså, så
de begge må gå mod 0 i grænserne. Det betyder at man ender ud med det
endelige bevis
F(f(x)′) =
∫ b
a
iξf(x)e−i〈ξ,x〉dx = iξfˆ(ξ) (61)
Dette kan generaliseres til
F(Dαf(x)) = (iξ)αfˆ(x) (62)
3.3.4 Sætning
Givet f, g ∈ L1, da gælder
F(f ∗ g) = Ff · Fg (63)
Bevis
Skrives ligningen ud med definitionen for foldning, som for funktioner i
L1 er givet på samme måde som for testfunktioner, får man
F(f ∗ g)(ξ) =
∫
Rn
e−i〈ξ,x〉
(∫
Rn
f(x− y)g(y)dy
)
dx
=
∫
Rn
g(y)
(∫
Rn
e−i〈ξ,x〉f(x− y)dx
)
dy
(64)
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Laver nu variabel skifte og substituere x med x+ y således at
F(f ∗ g)(ξ) =
∫
Rn
g(y)
(∫
Rn
e−i〈ξ,(x+y)〉f(x)dx
)
dy
=
∫
Rn
e−i〈ξ,(x)〉f(x)dx
∫
Rn
e−i〈ξ,(y)〉g(y)dy
= fˆ(ξ) · gˆ(ξ)
(65)
Før det sidste led udnyttes lineariteten af det indre produkt, hvilket gør det
muligt at lave separation af de variable.
Det at funktionen f er integrabel betyder ikke, at den transformerede, Ff
er det. Det betyder samtidig at 1
(2pi)n
F(F(f)) = f , altså sammensætningen
af den transformerede og den inverse som burde give den originale funktion, i
nogle tilfælde ikke kan lade sig gøre da F(f) ikke kan integreres. For at undgå
dette problem ser man på rummet, S(Rn), som kaldes Schwartz rummet og er
rummet af hurtigt aftagende funktioner. Definitionen på funktioner i S(Rn)
3.3.5 Definition
En funktion f ∈ S(Rn) kaldes hurtigt aftagende, hvilket vil sige at
supx∈Rn|xαDβf(x)| <∞ ∀α, β (66)
hvor α og β er multiindicies.
En funktion i S er altså c∞. Samtidigt vil funktionen og enhver af dens
afledte løbe hurtigere mod 0, end xα går mod uendeligt i grænsen, hvor
x→ ±∞ uanset α. Det betyder at D(Ω) ⊂ S(Rn), da alle testfunktioner har
kompakt støtte. Videre gælder også ud fra definitionen at funktioner i S er
integrabel, da de er hurtigt aftagende.
Ud fra definitionen 3.3.5, generaliseres testfunktioner til at være funk-
tioner i S(Rn), φ : Rn → C således, at de nu ikke nødvendigvis skal have
kompakt støtte, men derimod skal de og enhver er deres afledte være hurtigt
aftagende. Det tilhørende rum af distribution S ′(Rn) kaldes for temperede di-
stributioner og det noteres yderligere at S ′ ⊂ D′. Videre definere vi følgende
for fouriertransformation af temperede distributioner.
Det første interessante kommer ved at se på testfunktioner i rummet S.
For dem gælder følgende sætning
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3.3.6 Sætning
Givet φ ∈ S da gælder at Fφ ∈ S. Videre gælder at DβFφ = F((−x)βφ)
Bevis
For at bevise sætningen skal det vises, at den fouriertransformerede samt
alle dens afledte er hurtigt aftagende. Ud fra definitionen på hurtigt aftagende
funktioner skal det derfor gælde at
supξ∈Rn |ξαDβ fˆ(ξ)| <∞ ∀α, β (67)
Den afledte af φˆ giver
Dβφˆ =
dβ
dξβ
φˆ(ξ) =
∫
Rn
φ(x)(−ix)βe−i〈ξ,x〉dx (68)
Som man kan se kan dβ
dξβ
φˆ forstås som fouriertransformationen af (−ix)βφ.
Laver man partiel integration, som det blev gjort i sætning 3.3.3 og udnytter
resultatet derfra, får man
iαξα
(
Dβφˆ(ξ)
)
=
∫
Rn
e−i〈ξ,x〉Dα
(
(φ(x)(−ix)β)) dx (69)
Tager nu numerisk værdien og får, ved hjælp af sætning 3.3.2,
|ξαDβφˆ(ξ)| ≤
∫
Rn
∣∣Dα(φ(x)(x)β)∣∣ dx (70)
Højersiden er tydeligvis begrænset da φ(x) ∈ S og dermed er integralet også
begrænset. Det medfører at venstresiden er begrænset og dermed gælder at
Fφ ∈ S. Det medfører at fouriertransformationen Fφ, for φ ∈ S, er integrabel
og dermed findes også F−1(Fφ) = φ. Jeg vil nu gå videre og definere den
fouriertransformerede for temperede distributioner.
3.3.7 Definition
Givet u ∈ S ′ da defineres fouriertransformation Fu ∈ S ′ ved ∀φ
〈Fu, φ〉 ≡ 〈u,Fφ〉 (71)
Fu betegnes også som uˆ
Via definitionen forstås at F : S ′ → S ′ og ligeledes F−1 : S ′ → S ′, som
konsekvens af at Fφ ∈ S.
Ved brug af fouriertransformationer på S og S ′ kan flere basale regler
udledes, hvoraf nogle er sammenfattet i følgende sætning.
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3.3.8 Sætning
∀u ∈ S ′ og ∀φ, ψ ∈ S gælder at∫
(Fφ)ψ =
∫
φ(Fψ) (72)
F(Dαu) = (iξ)αFu (73)
F(xαu) = (−Dξ)αFu (74)
F(φ ∗ ψ) = F(φ) · F(ψ) (75)
F(u ∗ φ) = (Fu) · (Fφ) (76)
Bevis
Beviset af disse ligninger er her udeladt, men kan findes i nogle af de
nævnte referencer fra starten af afsnittet.
Efter denne korte introduktion bør de grundlæggende egenskaber ved
distributioner være på plads. Teorien er i sin helhed langt mere omfattende
end det som findes her, men den her præsenterede teori burde være nok i
forhold til at forstå besvarelsen af problemstillingen i denne rapport. Derfor
vil jeg nu at gå videre og introducere begrebet currents i et lignende omfang.
Side 35 af 90

Distributionsteori og currents
4 Grundlæggende teori om currents
Det følgende afsnit har til formål at redegøre for begrebet currents, som det
blev indført af George de Rham. I afsnittet om currents vil sammenhæn-
gen med distributioner påvises for at redegøre for, at de to teorier har en
sammenhæng, som ligger til grundlag for problemstillingen i denne rapport.
Afsnittene er skrevet ved hjælp af flere kilder, hvoraf de mest anvendte er
(Federer and Fleming, 1960), (Morgan, 1988), (Fanghua and Xiaoping, 2002),
(Federer, 1978), (de Rham, 1955), (Bachman, 2000), (C. H. Edwards, 1973),
(Hubbard and Hubbard, 2002) og (Fulton, 1995)
Før selve introduktionen af current giver det mening at have en forståelse
på begrebet mangfoldighed. Selve definitionen på en mangfoldighed er at
finde i appendix. Det næste afsnit vil forklare begrebet differentialformer og
derefter begrebet kæder. Currents er nemlig udviklet ud fra ligheder mellem
de to begreber og giver derfor ingen mening, uden noget nærmere kendskab
til disse.
4.1 Differentialformer
I teorien om currents gøres der brug af differentialformer, som anvendes in-
denfor især differentialgeometri og kaldes ofte blot for former. Da de er vigtige
at forstå ordentligt, for at forstå currents vil de grundlæggende pointer her
blive gennemgået.
En differentialform er et nyttig værktøj til brug i integration i flerdimen-
sionelle rum. Når man integrere i en dimension vil man almindeligvis skifte
fortegn, hvis man bytter om på grænserne, da det gælder
b∫
a
f(x)dx = −
a∫
b
f(x)dx (77)
Denne regel er vigtig, da den giver mulighed for at bevise infinitesimal-
regningens hovedsætning, som giver en vigtig relation mellem integration og
differentiation. Da de, via den sætning, forstås som modsatte operationer.
Selve sætningen lyder
4.1.1 Infinitesimalregningens hovedsætning
Givet en funktion f , som er C1, i en omegn af intervallet [a, b] , da gælder
b∫
a
f ′(x)dx = f(b)− f(a) (78)
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I flere dimensioner vil man almindeligvis skrive integralet som∫
Rn
f(x)|dnx| (79)
hvor |dnx| altid giver et positivt tal, hvis f er positiv. Det betyder at hoved-
sætningen i almindelig sammenhæng ikke kan anvendes i flere dimensioner.
Ved at indføre brugen af differentialforme bliver det i midlertidigt muligt at
knytte en bestemt orientering til et domæne således, at man i en hvilken som
helst dimension vil få modsatte resultater, hvis der er modsat orientering.
Denne indførelse betyde dermed, at man via differentialformer generalise-
re infinitesimalregningens hovedsætning til at gælde i flere dimensioner, ved
den såkaldte Stokes Sætning. Det betyder samtidigt at differentialformer har
mange nyttige egenskaber.
For at forstå hvad en differentialform er og hvordan de ser ud vil jeg starte
med at introducere et begreb kalder ydreprodukt. Dette begreb er en vigtig
del af af differentialformer, men kan forstås mellem almindelige vektorer, som
jeg vil benytte til introduktionen af det ydreprodukt.
4.1.2 Ydreprodukt
Ydreproduktet mellem vektorerne, v1, v2, ... vi skrives som v = v1∧v2∧· · ·∧
vi. Ydreproduktet mellem to vektorer vil være at forstå som det areal der
udspændes af de to vektorer, tilføjes en tredje vektor bliver det et volumen
og tilsvarende i højere antal dimensioner. For et ydreprodukt, mellem to
vektorer, gælder følgende regler:
(v1 ∧ v2) ∧ v3 = v1 ∧ (v2 ∧ v3) (80)
(v1 + v2) ∧ v3 = v1 ∧ v3 + v2 ∧ v3 (81)
(v1 ∧ v2) = (−1)(v2 ∧ v1) (82)
v1 ∧ v1 = 0 (83)
For en funktion f gælder yderligere
f ∧ v = fv (84)
(fu) ∧ v = f(u ∧ v) = u ∧ (fv) (85)
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For at gøre notationen og disse regler mere klar, vil jeg gøre brug af dem
i følgende eksempel. Givet vektorne v1 = ax1 + bx2 + cx3 og v2 = dx1 +
ex2 + fx3 i R3, hvor {x1, x2, x3} udgør den almindelige basis, vil forskellige
ydreprodukter kunne findes ud fra følgende matrix
A =
 a db e
c f

hvor den øverste række er for x1-koordinaterne, den næste for x2 og den
sidste for x3. Idet man er interesseret i f.eks. x1∧x2, for de to vektorer, tages
determinanten af de to øverste rækker. Således at man får
(ae− bd)x1 ∧ x2 (86)
Værdien af determinanten af x1 ∧ x2, er arealet af det parallelogram de
to vektorer udspænder på den plan der er udspændt af x1, x2. Dette areal
kan have en negativ størrelse, da ydreprodukt tillader fortegn alt efter ræk-
kefølgen på vektoren i matricen. Laver man f.eks. en rækkeombyning vil man
få
−x1 ∧ x2 = x2 ∧ x1 (87)
Deraf forstås ligning 82 og denne egenskab kaldes alternerende. I denne sam-
menhæng er det klart, at en vektor ikke udspænder noget areal med sig selv,
og determinanten af en matrix der består af to søjler med f.eks. v1, vil bli-
ve 0 og derfor bliver ydreproduktet også 0. Derfra kommer ligning 83. På
tilsvarende måder kan man overbevise sig selv om de andre regler.
For at få ydreproduktet mellem de to vektorer skal man, i matricen A,
tage summen af determinaten for den første række med den anden, den anden
række med den trejde og den tredje række med den første.
v1 ∧ v2 = (ax1 + bx2 + cx3) ∧ (dx1 + ex2 + fx3) =
(ae− bd)x1 ∧ x2 + (bf − ce)x2 ∧ x3 + (cd− af)x3 ∧ x1
(88)
Som man kan se af resultat er der tale om en sum af tre forskellige ydre-
produkter for de to vektorer, som skyldes af vi er i R3. Hvert led repræsentere
et areal på et af de tre planer som udspændes af basen (x1, x2, x3).
Ser man på det lidt mere generelt, kan man udvælge k-vektorer i Rm, i
det man vil have et bestemt k-volumen, således at man får en k ×m-matrix v1,1 · · · v1,k... · · · ...
vm,1 · · · vm,k

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Herfra udvælges k-rækker, f.eks. den første for x1 eller den tredje for x3, så
længe k ≤ m. Dermed får man en k × k-matrix. Det ydreprodukt bliver da
determinanten af denne matrix. Er man f.eks. i R4 med basen {x1, x2, x3, x4}
og vil man have et 3-dimensionelt ydreprodukt givet ved x1 ∧ x2 ∧ x4. Da
vælges tre vektorer, her skrevet i matrixform
a e i
b f j
c g k
d h l

Ydreproduktet x1∧x2∧x4 er da givet ved determinanten af første, anden
og fjerde række
det
∣∣∣∣∣∣
a e i
b f j
d h l
∣∣∣∣∣∣
Har man tilfældet af k > m bliver det k-dimensionelle volumen 0, da
mindst en vektor kan skrives som en linear kombination af andre. F.eks. i
tilfældet hvor k = m + 1, vil man få
(
v1, v2, . . . , vk−1,
k−1∑
i=1
aivi
)
. Da der er
lineær afhængighed mellem vektoreren, vil det ydreprodukt blive 0. Dette
giver mening f.eks. i tilfældet med et tre dimensionelt volumen i R2 som
naturligvis er 0, da det mangler en dimesion at folde sig ud i.
Det vigtige at forstå om ydreprodukter af k vektorer, er at deres betydning
er dobbelt. Dels betegner de et k-dimensionelt volumen og dels en determi-
nanten af en k × k-matrix. Da determinant kan skifte fortegn, er det muligt
at have et negativt volumen. Efter denne korte introduktion til ydreprodukt
vil differentialformer nu blive indtroduceret.
Den simple definition på en differential form lyder;
4.1.3 Definition - Differentialformer
En differentialform α af grad k, også kaldet en k-form, defineret på en mæng-
de U ⊂ Rn, er en funktion der i ethvert punkt x ∈ U , tager k-vektorer og
giver en skalar, således at α er multilineær og antisymmetrisk. Således kan
rummet af differentialformer forstås som det duale rum til et vektorrum i
Rn. Rummet af k-former betegnes Λk(Rn).
Dermed er det let at forstå at det ydreprodukt har relation til diffe-
rentialformer, da det giver determinanten af k-vektorer og er multilineært
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og antisymetrisk, som følge af almindelige regler for determinanter. At α
er multilineær betyder nemlig, at hvis en vektor kan skrives som en linear
kombination −→vi = a ∗ −→u + b−→w (89)
da gælder for en form α(−→v1 , . . . ,−→vi , . . . ,−→vk)
α(−→v1 , . . . ,−→vi , . . . ,−→vk) = α(−→v1 , . . . , a ∗ −→u + b−→w , . . . ,−→vk)
= aα(−→v1 , . . . ,−→u , . . . ,−→vk) + bα(−→v1 , . . . ,−→w , . . . ,−→vk)
(90)
Dette vil gælde som følge af almindelige regler for en determinant. At det
er α er antisymmetriske betyder at f.eks. α(v1, vv2) = −α(v2, v1) som netop
er netop er en regle for ydreprodukter, som følge af en rækkeombytning i en
determinant.
Idet man har en k-form, α, på Rn, kan denne skrives unikt på formen
α =
n∑
i
αidxi (91)
Hvor i er et multiindex (i1, i2, ..., ik), 1 ≤ i1 < · · · < ik ≤ n, og dxi =
dxi1 ∧ · · · ∧ dxik og αi er funktioner på Rn og kaldes også for koefficienter af
α.
Her benyttes notationen for det ydreprodukt igen, men istedet for at
benytte basen {x1, x2, x3}, som da ydreproduktet blev indført, har vi her
f.eks. {dx1, dx2, dx3}. Disse skal forstås som infinitisimaler, og eller meget små
vektorer, og f.eks. α1dx1 ∧ dx2 er at forstå som et infinitisimal parallelogram
i {x1, x2}-planet. Grunden til at det ydreprodukt anvendes, er at det netop
giver multilineære antisymmetriske funktioner, ved at tage determinanten af
k-vektorer i Rn.
4.1.4 Eksempel på former
En 2-form på R2 vil være givet ved determinaten af to vektorer der udspænder
{x1, x2}-planen Dvs.
α = det
(
v1 u1
v2 u2
)
dx1 ∧ dx2 = (v1u2 − v2u1)x1 ∧ x2 (92)
I det man befinder sig i R3 givet ved basis {x1, x2, x3} vil en to-form da være
givet som
β = β1dx1 ∧ dx2 + β2dx2 ∧ dx3 + β3dx1 ∧ dx3 (93)
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Der findes også 0-forme, som meget simpelt bare identificeres som almin-
delige funktioner, idet de er givet som f.eks.
γ = γ1 (94)
En 1-form kan forstås som noget der kan integreres over et bestemt in-
terval for at give en linje stykke. Tilsvarende kan en 2-form forstås som in-
tegrand for en flade osv. Dette vil dog først blive uddybet i næste afsnit
som omhandler differentialformer på mangfoldigheder, hvor netop integralet
af differentialformer anvendes.
For former gælder en række generelle definitioner, som er sammenfattet i
følgende definition;
4.1.5 Definition
• En form er 0 i et punkt, hvis og kun hvis alle koefficienter, αi, er 0 i
punktet.
• To former, α og β, siges at væres identiske, hvis og kun hvis αi = βi.
• En form α er Cr, hvis samtlige koefficienter er Cr.
• En form α ∈ L1, hvis samtlige koefficienter er L1.
• Ydreproduktet af to forme, α af rang p og β af rang q, bliver til (p+ q)-
form og skrives som
α ∧ β =
∑
i,j
αiβjdxi ∧ dxj (95)
For at se, at den sidste del af definitionen giver mening, kan der tages
udgangspunkt i to et-former, α = α1dx1 + α2dx2 + α3dx3 og β = β1dx1 +
β2dx2 + β3dx3, hvor man vil se at
γ = α∧β = (α1β2−α2β1)dx1∧dx2+(α2β3−α3β2)dx2∧dx3+(α3β1−α1β3)dx3∧dx1
(96)
γ er en to-form, givet som ydreproduktet af to et-former. Dette resultat
var også, hvad man fik i ligning 88 og er altså en egenskab der kommer af
ydreproduktet.
Ud fra disse definitioner kan udledes og defineres nogle forskellige egenska-
ber for en eller flere differentialformer. Disse egenskaber vil blive gennemgået
i de følgende sætninger.
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4.1.6 Sætning
I det man har en form α af rang q og en form β af rang p gælder (α ∧ β) =
(−1)pq(β ∧ α)
Bevis:
Som følge af lingning 85, er αi og βi ikke vigtige i dette bevis, og derfor
ses der udelukkende på elementerne xi og xj. Ved gentagen brug af ligning
82 får man følgende:
dxI ∧ dxJ = (di1 ∧ dxi2 ∧ · · · ∧ dxiq) ∧ (dxj1 ∧ dxj2 ∧ · · · ∧ dxjp)
= (−1)qdxj1(∧dxi1 ∧ dxi2 ∧ · · · ∧ dxiq) ∧ (dxj2 ∧ · · · ∧ dxjp)
= (−1)2q(dxj1 ∧ dxj2) ∧ (dxi1 ∧ dxi2 ∧ · · · ∧ dxiq) ∧ (dxj3 ∧ · · · ∧ dxjp)
...
= (−1)qpdxJ ∧ dxI
(97)
Igen er dette egenskab der alene skyldes brugen af ydreprodukter, og kan ses
som en generelisering af linging 82. Dette resultat viser altså at ydreproduktet
mellem differentialformer, er antikommutativt.
En vigtig egenskab for former er muligheden for at differentierer dem.
Differentialet af en form kaldes også ydredifferentation(exterior differention),
og er givet ved følgende definition
4.1.7 Definition
Givet en p-form på Rn, α, som antages at være C1, da bliver differentialet til
formen dα af grad p+ 1. dα er givet som
dα =
n∑
i
dαi ∧ dxi =
n∑
i,j
∂αi
∂xj
dxj ∧ dxi (98)
Den dobbelte summation skyldes at hvert enkelt αi differentieres med
hensyn til hvert enkelt dxj. ∂αi∂xj dxj er at forstå som infinitisimalet for en
almindelig funktion. Samtidigt gælde at dxi er multiindex således at dxi =
dxi1∧· · ·∧dxik At graden af formen stiger med en, ses lettest via et eksempel.
4.1.8 Eksempel
Givet en 2-form α som er C1 i R3, hvor
α = α1dx1 ∧ dx2 + α2dx2 ∧ dx3 − α3dx1 ∧ dx3 (99)
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Differentiere man denne form vil man få
dα =
(
∂α1
∂x1
dx1 +
∂α1
∂x2
dx2 +
∂α1
∂x3
dx3
)
∧ dx1 ∧ dx2
+
(
∂α2
∂x1
dx1 +
∂α2
∂x2
dx2 +
∂α2
∂x3
dx3
)
∧ dx2 ∧ dx3
−
(
∂α3
∂x1
dx1 +
∂α3
∂x2
dx2 +
∂α3
∂x3
dx3
)
∧ dx1 ∧ dx3
(100)
Dette kan forkortes ved hjælp af ligning 83, så man får
dα =
∂α1
∂x3
dx3 ∧ dx1 ∧ dx2 + ∂α2
∂x1
dx1 ∧ dx2 ∧ dx3 − ∂α3
∂x2
dx2 ∧ dx1 ∧ dx3
(101)
Benytter man nu reglen om antisymmatri, ligning 82, får man til sidst
dα =
(
∂α1
∂x3
+
∂α2
∂x1
+
∂α3
∂x2
)
dx1 ∧ dx2 ∧ dx3 (102)
Som man ser er man gået en grad op, fra en 2-form, så man nu har en 3-form.
Man vil hurtigt se, at hvis man differentiere igen(kræver α er C2) vil man
få d2α = d(dα) = 0. Dette sker dog ikke kun i dette tilfælde, men gælder
generelt, at hvis man differentier en hvilken som helst form to gange giver
den 0. Dette er givet via følgende sætning
4.1.9 Sætning
For alle former α af rang p og β af rang q gælder;
d(α1 + α2) = dα1 + dα2 (103)
d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ (104)
d2α = 0 kræver at α er C2 (105)
Bevis
Ligning 103, er simpelt givet ved at hvert ledt kan differensieres hver for
sig, som normalt set ved addition.
For beviset af den næste ligning, ligning 104, kan vi, ved hjælp af ligning
95, skrive
d(α ∧ β) = d
(∑
i,j
αiβjdxi ∧ dxj
)
(106)
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Udnyttes ligning 98, og benytter produktreglen (uv)′ = u′v + uv′, kan det
omskrives til∑
i,j
dαiβj∧dxi∧dxj+αidβj∧dxi∧dxj =
∑
i,j
βjdαi∧dxi∧dxj+(−1)pαidxi∧dβj∧dxj
(107)
Her er udnyttet at β i det første led kan rykkes rundt, da det er en funk-
tion(jvf. ligning 85). I det andet led er dβi rykket igennem således at man
ender ud med at få det på formen fra ligning 98 og dermed skifter fortegnet p
gange, som følge af ligning 82. Det betyder, at man når det endelige resultat
d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ (108)
Beviset af den sidste ligning, ligning 105, som betyder at d(dα) = 0,
kræver for at give mening, at α er C2. Da ligning 103 gælder, er et enkelt led
nok at se på. Her ses der på
α = α1dxi1 ∧ · · · ∧ dxik (109)
Tager man den afledte af α, fås man
dα =
n∑
j=1
∂α1
∂j
dxj ∧ dxi1 ∧ · · · ∧ dxik (110)
Tager man nu den afledte igen vil man få
d2α =
n∑
h=1
n∑
j=1
∂2α1
∂xh∂xj
dxh ∧ dxj ∧ dxi1 ∧ · · · ∧ dxik (111)
Udnytter man antisymmetrien som siger dxh ∧ dxj = −dxj ∧ dxh vil ledene
parvist gå ud således at resultatet bliver 0.
Det ses simpelt ved en 0-form i R2, hvor man vil få to led
d2(α) =
∂2α1
∂x1∂dx2
dx2 ∧ dx1 + ∂
2α1
∂x2∂x1
dx1 ∧ dx2 = 0 (112)
Nu hvor den mest basale teori om differentialformer er blevet introduceret,
vil jeg nu gå videre til differentialformer på mangfoldighedere. Det er nemlig
på mangfoldigheder at egenskaberne ved differentialformer kommer frem og
altså grunden til at de er interessante at arbejde med.
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4.1.10 Differentialformer på mangfoldigheder
Efter at have gennemgået nogle basale egenskaber ved differentialformer vil
der nu blive set på differentialform på mangfoldigheder. Differentialformer
på mangfoldigheder ner en essentiel del af teorien om currents tager sit ud-
gangspunkt i. Selve definitionen på en mangfoldighed i appendix A.1.1.
Det er på en mangfoldighed muligt at definere en grænse og dette er en
vigtig egenskab i Stokes sætning. Selve definitionen på en sådan grænse er
4.1.11 Definition
Grænsen af en delmængde U ⊂M , hvor M er en mangfoldighed i Rn, beteg-
nes ∂U . Grænsen er en mængde af punkter x ∈ U således at i enhver omegn
af x vil der være indeholdt punkter i U og punkter i M/U . Altså punkter på
M som ikke er indeholdt i U .
Dette kan let forstås på f.eks. et stykke papir(U), der ligger på et bord(M).
Da vil en omegn i et punkt på kanten af papiret netop indholder punkter på
papiret og punkter kun på bordet. Papiret selv er et areal, altså todimen-
sionelt, og kanten af papiret er en endimensionel linje. Det kan vises, at
det generelt gælder, at en grænse på en k-dimensionel mangfoldighed er en
k − 1-dimensionel mangfolgdighed. Dette bevis er dog fravalgt i denne rap-
port. Samtidigt antages det, at mangfoldighederne der arbejdes med i denne
rapport er glatte og deres grænser ligeså. At den er glat betyder lidt forsim-
plet, at det er en ’pæn’ flade, som er veldefineret i alle punkter.
Som nævnt tidligere er en af de egenskaber differentialformer har, at lave
en orientering på mangfoldigheder. For at indtroducere dette kommer her
definitionen på orientering.
4.1.12 Definition
Orientering af en k-dimensionel mangfoldighed M, er en orientering af ethvert
tangent rum, TxM , som variere kontinuert med x ∈ M . En k-dimensionel
mangfoldighed M orienteres dermed ved at vælge, for ethvert x, et element
forskelligt fra 0 i rummet Λk(TxM), som variere kontinuert med x ∈M .
Givet en form på en orienteret mangfoldighed er det muligt at lave en
definition for integralet af formen som lyder
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4.1.13 Definition
Givet en orienteret mangfoldighed M ⊂ Rn, en k-form α og en afbildning
γ : U →M , hvor U ⊂ Rk. Så er integralet af α over γ givet som∫
γ
α =
∫
U
αγ(u) (D1γ(u), ..., Dkγ(u)) du1...duk (113)
For at give en bedre forståelse vil jeg gøre brug af det i følgende eksempel.
4.1.14 Eksempel
Lad γ være en afbildning fra R → R2, hvor γ(u) = (acos(u)
bsin(u)
)
for (0 ≤ a, b)
og (0 ≤ u ≤ 2pi), således at γ afbilleder over i randen af en ellipse. Givet en
1-form α = xdy − ydx, som ønskes integereret over γ, får man
∫
γ
xdy − ydx =
2pi∫
0
((acos(u))(bcos(u)) + (bsin(u))(asin(u))) du = 2abpi
(114)
Hvor man via definition 4.1.13 kan se at D1γ(u) =
(
bcos(u)
−asin(u)
)
Som allerede nævnt er hovedsætningen for differentialformer, og en be-
tydende sætning i differentialgeometri generelt, Stokes sætning. En sætning
som også har en betydning for currents og derfor er naturligt at se lidt på.
This is a wonderful theorem; it is probably the best tool mathema-
ticians have for deducing global properties from local properties
(Hubbard and Hubbard, 2002).
4.1.15 Stokes sætning
Lad U være en kompakt delmængde U ⊂M med en veldefineret grænse ∂U ,
hvor M er en k-dimensionel mangfoldighed på Rn. Givet en differentiable
(p− 1)-form, α ∈ L1, i en omegn på U, da gælder∫
U
dα =
∫
∂U
α (115)
Bevis
Beviset for denne formel er forholdsvist langt, og derfor ikke inkluderet i
denne projektapport. For et bevis af thoeremmet kan bl.a. (C. H. Edwards,
1973) anbefales.
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Ser man på dimensionerne af U og α, så vil man se at de følges ad.
Da U er af dimension k, er ∂U af dimension (k − 1). Samtidigt er α er
dimenision (k−1) og differentiere man vil man få en k-form. Så dimensionen
af fladen og formen er ens på begge sider af formlen. Det betyder f.eks. at
man istedet for at integrere en 1-form over et linjestykke på intervallet [a, b],
kan integrere en 0-form, som blot er en funktion, i grænserne af linjestykket,
som er a og b, som blot giver forskellen i funktionsværdierne. Dette er netop
infinitesimalregningens hovedsætning og dermed forstås Stokes sætning som
en generalisering af denne.
Anvendelsen af Stokes sætning kan ses i følgende eksempel
4.1.16 Eksempel
Givet en et-form α = (x2 +y2)(dx+dy), på en 2-dimensionel mangfoldighed,
U ∈ R2, hvor det for U gælder at 0 ≤ x ≤ A og 0 ≤ y ≤ B. Ønsker man at
integrere denne form på grænsen af U er der to muligheder, enten at bestem-
me grænsen for mangfoldighed, så man får fire 1-dimensionel mangfoldighed,
som er de fire kanter på U . Gør man dette og orientere man i urets retning
startende i (0, 0) får man en linje, hvor x = 0 og y går fra 0 til B, derefter en
linje hvor y = B og x går fra 0 til A, en tredje med x = A og y går tilbage
fra B til 0 og en fjerde med y = 0 og x fra A til 0, således at vi slutter i
(0, 0). Integralet bliver da
∫
∂U
α =
B∫
0
y2dy +
A∫
0
(
x2 +B2
)
dx+
0∫
B
(
A2 + y2
)
dy +
0∫
A
x2dx = AB2 −BA2
(116)
Den anden, som i dette tilfælde er simpel, da orienteringen bevares, vil
være at differentiere α. Gør man det, får man
dα = 2xdy ∧ dx+ 2ydx ∧ dy = (2y − 2x)dx ∧ dy (117)
Da bliver integralet∫
∂U
α =
∫
U
dα =
∫ B
0
∫ A
0
(2y − 2x)dxdy = AB2 −BA2 (118)
Efter denne indtroduktion af differentialformer og nogle af deres egenska-
ber på mangfoldigheder, vil kæder nu blive indtroduceret. Kæder var sammen
med differentialformer hovedårsagen til at de Rham indførte currents.
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4.2 Kæder
For at definere begrebet kæder skal der først en række af andre definitioner
i brug, som derfor først vil blive defineret. Den første definition er den for
konvekse mængder som lyder
4.2.1 definition
Lad V være et vektorrum på Rn og C ⊂ V . Da er C konveks, hvis det
∀c1, c2 ∈ C gælder
tc1 + (1− t)c2 ∈ C (119)
∀t ∈ I, hvor I er enhedsintervallet [0, 1].
Dette betyder lidt mere simpelt, at hvis c1, c2 er to punkter i mængden
C, da vil en ret linje mellem punkterne være indeholdt i C. Videre kaldes en
mængde af vektorer {v1, v2, ..., vk} konveksuafhængige, hvis det ∀v0 gælder at
mængden {v1− v0, v2− v0, ..., vk− v0} består af lineært uafhængige vektorer.
På R2 kan op til tre vektorer dermed være konveksuafhængige.
Fra dette kan man nu definere en k-simplex, ved følgende definition
4.2.2 Definition
Lad igen V være et vektorrum på Rn. En k-dimensionel konveks mængde
C ⊂ V genereret af konveksuafhængige vektorer {v0, v1, ..., vk} kaldes en k-
simplex og betegens ved [v0, v1, ..., vk]
I R2 kan der som sagt vælges tre konveksuafhængige vektorer og der-
med kan den konvekse mængde genereret ved tre vektore være givet som en
trekant. Disse trekanter kan bruges til at opbygge todimensionele flader. Til-
svarende kan den tredimensionel version, en tetrahedron, sammensættes til
3-dimensionele mangfoldigheder.
Der defineres en orientering for en k-simplex, ved at se på hjørnerne af
denne.
4.2.3 Definition
Givet en k-simplex s med hjørnerne v0, v1, ..., vk, da siges to rækkefølger
vj1 , vj2 , ..., vjk og vh1 , vh2 , ..., vhk at være ækvivalente, hvis de er givet som et li-
ge antal permutationer af hinanden, dvs. et lige antal ombytninger i rækkeføl-
gen af hjørnerne. En orienteret k-simplex er da en k-simplex med en bestemt
rækkerfølge. En orienteret simplex bestemt ved rækkefølgen (v0, v1, ..., vk)
betegnes da 〈s〉 = 〈v0, v1, ..., vk〉.
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For hvert enkelt simplex kan nu definieres en grænse som
4.2.4 Definition
Givet et (k+1)-simplex 〈s〉 = 〈v0, v1, ..., vk+1〉, hvor elementerne 〈v0, v1, ..., vk+1〉
betegner hjørnerne i 〈s〉 da betegens grænsen af 〈s〉 som b 〈s〉 og er givet ved
summen
b 〈s〉 =
k+1∑
j=1
(−1)j 〈v0, v1, ..., vˆj, ..., vk+1〉 (120)
hvor vˆj betyder at det hjørne nummer ’j’ ikke er med. Fra definitionen af
kæder er det let at se at b 〈s〉 er en k-kæde.
I det man f.eks. har en 2-simplex q, givet ved 〈v0, v1, v2〉 da bliver bq =
〈v1, v2〉 − 〈v0, v2〉+ 〈v0, v1〉, altså de tre linjestykker som omgiver trekanten.
Man definere også et begreb kalder simplicial kompleks, som er det sidste
der behøves før selve definitionen på en kæde kommer.
4.2.5 Definition
En simplicial komplex K er en endelig mængde af åbne simplicies i Rn således
at følgende er opfyldt
• Hvis en simplex s ∈ K, så er enhver flade af s indeholdt i K
• Hvis fællesmængden af to simplicies s1, s2 ∈ K ikke er tom, da er den
en flade af de to.
Det betyder at hvis K er en simplicial complex og s er en 2-simplex, dvs.
en simplex bestående er tre hjørner, hvor s ∈ K. Da er hele trekanten, som de
tre hjørner i s udspænder, indeholdt i K. Videre gælder for at kravende skal
være opfyldt, at en sammensætning af f.eks to 2-simplicies skal ske ved at
sætte de to trekanter sammen via en af hver deres kanter, som følges hjørne til
hjørne i begge trekanter, som kan ses i figur 2. Det kan forstås ved at kanten
kan betragtes som en 1-simplex og hvis fælles mængden ikke er tom skal det
være den samme 1-simplex i begge trekanter, idet 1-simplex repræsentere en
1-dimensionel flade.
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Figur 2: På figuren ses et eksempel på en complex, K1, sammensat af to
2-simplicies og et eksempel på to 2-simplecies, som ikke danner en komplex,
K2
4.2.6 Definition - kæder
En endelig k-kæde skrives som en endelig linearkombination af k-simplecies
indeholdt i en simplicial complex K og er givet som∑
i
ni 〈si〉 (121)
Hvor ni ∈ Z og 〈si〉 er en orienteret simplex si ∈ K.
En kæde er dermed en kombination af simplecies. En kæde kan altså
bruges til at beskrive en mangfoldighed, også kaldet en trianguleret mang-
foldighed. F.eks. kan en overfladen på en kugle dækkes med et endeligt antal
trekanter, i det der ikke er noget krav til kanterne at de bøjer. Dette er dog
ikke noget som der vil blive gået mere i dybden med i denne rapport.
Det er let at se at defintion 4.2.4, for grænsen af en k + 1-simplex, bliver
en k-kæde, da en k-kæde er en linearkombination af k-simplecies. Fra dette
kan man nu udlede en vigtig sætning som har en tæt sammenhæng med den
afledte af differentialformer. Den lyder;
4.2.7 Sætning
For enhver kæde c, gælder at bbc = 0
Bevis
Da c er en linearkombination af simplecies, hvor hver grænse kan findes for
sig selv, er det nok at se på et led, 〈v1, v2, ...vk+1〉. Udnytter man defnitionen
på en grænse får man
b(b 〈v1, v2, ...vk+1〉) = b
[
k+1∑
j=0
(−1)j 〈v1, v2, ..., vˆj, ..., vk+1〉
]
(122)
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Tager man nu grænsen igen ved nu at summere over i fra 0 til k + 1, hvor
i 6= j, da det samme element ikke kan fjernes to gange, får man
=
k+1∑
i=0
(−1)i
[
i−1∑
j=0
(−1)j 〈v1, v2, ..., vˆj, ..., vˆi, ..., vk+1〉
+
k+1∑
j=i+1
(−1)j 〈v1, v2, ..., vˆi, ..., vˆj, ..., vk+1〉
]
=
∑
j<i
(−1)j+i 〈v1, v2, ..., vˆj, ..., vˆi, ..., vk+1〉
+
∑
j>i
(−1)j+i−1 〈v1, v2, ..., vˆi, ..., vˆj, ..., vk+1〉
(123)
Laver nu ombytning af summeringen i det sidste led og får da
=
∑
i<j
[
(−1)j+i + (−1)j+i−1] 〈v1, v2, ..., vˆi, ..., vˆj, ..., vk+1〉 = 0 (124)
Det gælder dermed for kæder at bbc = 0, hvilket minder om resultatet fra
differentation af differentialformer, hvor det for en hvilken som helst form α
gælder at ddα = 0. En kæde c, hvor bc = 0 kaldes en cycle.
Netop denne sammenhæng er en af grundende til at currents blev indført
af de Rham.
Integrallet af differentialformer over en kæde er også en vigtig egenskab.
Dette i middelertidigt ikke noget, der bliver gået i dybden med i denne rap-
port, af forskellige årsager. Jeg vil dog notere at integralet, for en kæde c og
en form ω, skrives som ∫
c
ω (125)
Videre kan det vises at stokes lov også kan bruges i denne sammenhæng
således at ∫
bc
ω =
∫
c
dω (126)
Jeg vil nu gå videre og introducere begrebet currents, som generalisere
former og kæder.
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4.3 Currents
I dette afsnit vil selve definitionen på currents komme, samt en række af
deres anvendelser. Nogle af disse anvendelser er forholdvist komplicerede og
vil derfor kun være beksrevet overordnet. Men de er med for i det mindste
at give en ide om hvad currents kan.
4.3.1 Definition af currents
På en n-dimensionel mangfoldighed, M, er en current et lineært kontinuert
funktionale T : D → R/C, hvor D er mængden af C∞ forme med kompakt
støtte på M . Lineariteten referer til at
T [k1φ1 + k2φ2] = k1T [φ1] + k2T [φ2] (127)
for et hvert k1 og k2 ∈ R og alle forme φ1 og φ2 ∈ D. Hvis φ ∈ D skrives
værdien af T som T [φ] eller 〈T, φ〉. Kontinuiteten betyder at, hvis φh er en
følge af C∞-forme hvis alle koefficienter konvergere mod 0 når h→∞, samt
enhver af koefficienternes afledte, så vil T [φh] → 0. Rummets af current
forstås som det duale rum til D og benævnes D′ og betegner således rummet
af currents. Videre siges en form at være af grad n− k, hvor φ er en k-form
og n er dimensionen af mangfoldigheden M .
Det første, der falder i øjenene er, at denne definition i sin formulering
minder om definitionen for distributioner. Faktisk er delen om kontinuitet,
taget direkte fra teorien om distributioner(de Rham, 1984). Fra definitionen
kan man se sammenhængen mellem distributioner og currents. Således vil en
current af grad n eller grad 0 på R kunne identificeres som en distribution.
Der ses på Rn, da rummet af testfunktioner er definineret på Rn og er det
rum som distributioner afbilleder fra.
For en 0-form vil φ ganske enkelt opfylde præcis de krav en testfunktion
opfylder, idet φ selv er en funktion, som opfylder kravet om kompakt støtte
og kontinuitet for testfunktioner. Samtidig kan det vises at en current af grad
0 kan identificeres som en current af grad n(de Rham, 1955). Dermed forstås
at rummet D for testformer er en generalisering af rummet af testfunktio-
ner, som lidt roddet også betegnes D. Tilsvarende er rummet af currents en
generalisering af rummet af distributioner.
Hermed forstås det som er påstuleret tidligere i rapporten, nemlig at
currents er en generalisering af distributioner. Men for at have lidt mere at
arbejde med og for give en ide om, hvad currents kan bruges til ud over at
generalisere distributioner, vil de næste par sider omhandle lidt bredere teori
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om hvad George de Rham brugte dem til og hvad han ellers arbejdede med,
da det har relevans for den historiske udvikling.
4.3.2 Eksempel
Givet en form a, hvis koefficienter er lokalt integrable på en mangfoldighed,
M , da er a en current givet som
〈a, φ〉 =
∫
M
a ∧ φ (128)
hvor φ er en form i D. α kan her være en hvilken som helst form. Dvs. at
hvis α er en 0-form, er der tale om en hvilken som helst almindelig kendt
funktion, som er lokalt integrabel.
En kæde kan også definere en current. I det tilfælde vil en current givet
som
〈c, φ〉 =
∫
c
φ (129)
hvor φ er en form i Dm.
Ved hjælp af reglerne for ydreprodukt kan man definere og få en rækker
regler for currents, som jeg her vil se på.
4.3.3 Definition
På en mangfoldighed, M, defineres ydreproduktet T ∧ α mellem en current
T og en C∞ form α som
T ∧ α = 〈T ∧ α, φ〉 ≡ 〈T, α ∧ φ〉 (130)
Videre defineres ydreproduktet mellem α og T , hvis de er af grad k og hen-
holdsvis l, så
α ∧ T = (−1)klT ∧ α (131)
Definitioner som giver mening set i forhold til, hvordan ydreproduktet
almindeligvis fungerer.
Der indføres også en defintion på grænsen af en current. Denne definition
kommer ved hjælp af inspiration fra Stokes sætning på ligning 129 som siger∫
bc
φ =
∫
c
dφ (132)
Ud fra dette defineres grænsen af en current som følgende
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4.3.4 Definition
Givet T ∈ D′ og φ ∈ D da betegnes grænsen af T som b 〈T, φ〉 eller 〈bT, φ〉
og defineres som
b 〈T, φ〉 = 〈bT, φ〉 = 〈T, dφ〉 (133)
Grænsen af en current vil også selv være en current. Dette kan ses på
at operationen d på en k-form α giver en (k + 1)-form. I det α ∈ D, skal α
overholde det særlige krav om kontinuitet fra distributioner, som er skyld i
at dens afledte også er en testform. Således forstås d : D → D og dermed er
dT stadig et lineært funktionale på D og definere dermed en current.
Videre ser man at grænsen opfører sig som for en kæde da bbT = 0, som
følge af at ddφ = 0.
Noget af det de Rham blev kendt for, er det såkaldte de Rham kohomolo-
gy. Dette vil jeg derfor se lidt nærmere på. De Rham indfører i første omgang
begrebet homologi grupper, ved at give en definition på en homologi som er
4.3.5 Definition
Givet en current T på en mangfoldighed M , da siges T at være lukket hvis
bT = 0. Videres siges T at væres homolog til nul, hvis der eksistere en
anden current S således at T = bS, T siges dermed også at være eksakt. To
currents siges at være homologe, hvis deres difference er homologe til nul,
altså at differencen mellem to currents er givet ved grænsen af en tredje. Ud
fra dette forstås at enhver eksakt form T også er en lukket form ud fra reglen
om bbT = 0.
Ud fra definitionen siges mængden af alle currents på en mangfoldighed
M, som er homologe til en lukket form, at definere en homologi klasse af M.
For summen af to elementer T1 og T2, som er homologe til hhv. S1 og S2, i
to klasser gælder
T1 + T2 = T3 = dS1 + dS2 = dS2 + dS1 = d(S1 + S2) = dS3. (134)
Summen af de to currents T1 og T2 definere en ny current, som er homolog
til summen af S1 og S2 og er dermed indeholdt i en homolog klasse. Samtidigt
forstås også at addition er åbentlyst kommutativ og associativ imellem de
homologe klasser, da currents er lineære funktionaler. Vi kan definere en
inverse til en current T , ved addition som −T , og 0 som det neutrale element.
Alle homologi klasser af M svare dermed til en abelsk gruppe med addition
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som komposition. Denne homologi gruppe på mangfoldigheden M betegnes
H(M). Gruppen er samtidig at forstå som kvotient til den abelske gruppe af
alle lukkede former. .
En af grundende til at de Rham benyttede begrebet currents, var mu-
ligheden for at generalisere homologi, som før de Rhams indførelse kun var
defineret for differential former og kæder, hver for sig. Men da både kæder
og differentialformer definere currents, forstås currents som en generalisering
af de to, og dermed forstås homologi af currents som en generalisering af
homologi for kæder og homologi for differentialformer.
I senere lærebøger finder man tit de Rham homologi og også kohomologi
grupper, som de Rham også arbejdede med, defineret uden brug af currents.
F.eks. ved følgende definition
4.3.6 Definition
Lad M være en glat mangfoldighed. En glat differentialform α på M siges at
være lukket, hvis Dα = 0. Videre siges α at være eksakt, hivs der findes en
anden form β således at α = dβ. Det følger at enhver eksakt form er lukket
da d2 = 0.
Lad Zk(M,d) betegne vektor rummet af lukkede k-forme på M og lad
BK(M,d) betegne rummet af eksakte k-forme. Da gælder åbentlyst atBK(M,d) ⊂
Zk(M,d). Videre defineres mængdenHk(M,d) = Zk(M,d)/Bk(M,d).Hk(M,d)
kaldes da for den k’ne de Rham kohomologi gruppe.
Disse grupper er abelske grupper med addtion som komposition, ligesom
man så det for homologi grupperne for currents. Til at betegne hvordan
Hk(X, d) bliver skabt, anvendes følgende notationsform
C∞(M,Λk−1(M)) d−→ C∞(M,Λk(M)) d−→ C∞(M,Λk+1(M)) (135)
C∞ betegner at mangfoldigheden er glat. M er mangfoldigheden og Λk(M)
betegner mængden af k-former påM .Hk(X, d) er givet ved forholdet ZK(M,d)/Bk(M,d),
som i forhold til notationsformen kan forstås som forholdet Ker(d)/Im(d).
’Ker’ betegner kernen af d, dvs. Ker(d) = {α ∈ Λk(X) : dα = 0} og er i for-
hold til notationsformen givet ved Ker(d) : C∞(M,Λk(M)) d−→ C∞(M,Λk+1(M)).
Tilsvarende er ’Im’ billedet af d er Im(d) : {α ∈ Λk : α = dβ : β ∈ Λk−1}
og i forhold til notationsformen givet ved Im(d) : C∞(M,Λk−1(M)) d−→
C∞(M,Λk(M)).
Som for ligning 135 kan et lignene system laves for kæder, hvor man
skriver
Cl−1
∂←− Cl ∂←− Cl+1 (136)
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Hvor hvert Ck består af af k-kæder og ligeledes er en abelsk gruppe, og man
definere her homologigruppen Hl = Zl/Bl, hvor Zl = Ker∂ : Cl → Cl−1 og
Bl = Im∂ : Cl+1 → Cl.
Jeg vil ikke gå dybere ned i homologi og kohomologi, da det er nogle
forholdsvist store emner, som indeholder langt mere end denne meget over-
fladiske introduktion, og som kræver et større for at kunne arbejde med de
relevante problemstillinger, der ses på i denne rapport. Men det er vigtig at
pointere at på trods af at currents ikke er et velkent begreb, så er homologi
og kohomologi to kendte og anvendte begreber indefor matematikken. F.eks.
undervises der på Københavns Universitet i kurserne ’Algebraisk topologi’,
’Homologisk Algebra’ og ’Algebraisk topologi II’, alle hvis indhold omhand-
ler homologi og kohomologi. På hjemmesiden for kurset ’Algebraisk topologi’
står følgende(Møller, 2011)
Homologi er et af de helt centrale begreber i nutidig mate-
matik, med anvendelser i en lang række matematiske discipliner,
herunder Algebra, Geometri og Topologi. I stigende grad benyttes
homologi også i matematikkens anvendelser.
I undervisningbogen(Hatcher, 2002) til dette kursus, arbejdes der i dybden
med både homologi og kohomologi, men bogen indeholder ikke et ord om
currents.
Efter denne gennemgang af teorien om distributioner og teorien om cur-
rents og nogle af deres egenskaber, burde den mest fornødne viden til at
snakke om teorierne være på plads. Derfor vil jeg nu gå videre og indtrodu-
cere Moritz Epples epistemiske konfigurationer.
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5 Moritz Epples epistemiske konfigurationer
Formålet med dette afsnit er at introducere Mauritz Epples epistemiske1
konfigurationer, som kan anvendes til at beskrive mikrohistoriske processer
inden for matematik. Afsnittet tager sit udgangspunkt i dels Mauritz Epples
egne introduktion til emnet (Epple, 2004) og dertil ses der på Rheinbergers
teorier(Rheinberger, 1997), hvorfra Epples teori har deres inspiration. Videre
benyttes artiklen (Kjeldsen, 2009), som er skrevet her på RUC, og som an-
vender teorierne i en mikrohistorisk proces, der i en vis udstrækning minder
om, hvad der arbejdes med i denne rapport.
Matematikken omtales ofte som det universale sprog, som forgrener sin
anvendelser ud over hele verden. På trods af dette finder man ofte i historiske
undersøgelser af matematikken, at dette nødvendigvis ikke er sandt(Epple,
2004). Det typiske eksempel på dette er, at noget matematik vil være ud-
viklet i sammenhæng med et eksperiment inden for et bestemt felt, og er
dermed ligeså universelt, som det pågældende eksperiment. Selv matematik,
som ikke umiddelbart bygger på noget eksperiment, og som derfor anses som
’rent’ matematik, kan ifølge Epple ses på som værende udviklet på samme
måde som et stykke eksperimentelt arbejde. I et eksperiment vil man bruge
forskellige redskaber til at måle og udføre sine eksperimenter og dermed få en
dybere forståelse af tingenes sammenhæng. I ’rent’ matematik, kan værktøjet
forstås, som værende en allerede kendt og underbygget teori, som så anven-
des til at bygge en ny teori ud fra. Noget af dette matematik bliver kendt og
vigtig, fordi det har en klar anvendelse og kan svare på nogle relevante pro-
blemstillinger. Andet matematik derimod har ikke nogen direkte anvendelse
og dækker måske et meget snævert område, som ikke giver andledning til fle-
re undersøgelser eller til brug andre sammenhæng. Dette giver en andledning
til at undersøge, hvordan matematikens udvikling foregår. Epple formulere i
sin indledning til sine teorier, selv en række spørgsmål som han mener har
betydning for udviklingen af matematikken(Epple, 2004);
How were mathematicians at particular places and times led
to try out certain definitions or concepts? How did particular
mathematical problems emerge? How was it possible to frame
conjectures that might eventually become theorems? Which me-
ans of proof were available at particular places and times and how
did mathematicians put them to use? How did they manage to
convince others of the relevance of their definitions as well as of
the correctness of their theorems and proofs? How did - in and
1Epistemisk, (af gr. episteme viden), videnskabelig; hvad der ud fra velbegrundet viden
må regnes for rigtigt. www.denstoredanske.dk
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by all these activities - perceptions of and ideas about particular
mathematical notions or objects change?
Spørgsmål som tydeligvis også er relevante i forhold til den problemstilling
der arbejdes med i denne rapport. Det er med udgangspunkt i disse spørgsmål
at Epple opbygger sin teori om epistemiske konfigurationer.
Moritz Epples epistemiske konfigurationer er udviklet ud fra molykulær-
biologen Hans-Jörg Rheinbergers teorier (Epple, 2004). Rheinbergers teorier
er baseret på et begreb han kalder for eksperimentelle systemer. Eksperi-
mentelle systemer dækker, ifølge Rheinberger(Rheinberger, 1997), over de
mindste virkende forsknings enheder. Disse enheder er lokale og har deres
egen tid, forstået på den måde, at hvis man ønsker at genskabe resultater
eller forsøg fra et sted til et andet kræves det en ændring af vise, hvis ik-
ke alle, de eksperimentelle systemer. Eksperimentelle systemer dækker altså
over en bred række af ting, fra forskellige forskergrupper til forskellige slags
apparater, som er udviklet et bestemt sted, til at måle og udføre bestemte
eksperimenter og som ikke står til rådighed for andre. Ser man nærmere på
de eksperimentelle systemer, kan man ifølge Rheinberger, inddele dem i to
elementer. Det ene element er det der giver anledning til at stille spørgsmål,
som giver mulighed og interesse for at forske. Dette element kalder Rhein-
berger for ’epistemiske ting’. Disse beskriver han som værende karakteristisk
vage i deres tilstedeværelse. Denne vaghed kommer sig af, at der er tale om
ting som vi ikke endnu kender svaret på, og derfor kun i et begrænset omfang
kan beskrive. Dette medfører samtidigt en lyst til at undersøge, altså skabes
der spørgsmål som forsøges besvaret. Det andet element er det, der skaber
svarene og som giver et nyt udgangspunkt til videre forskning. Dette element
kalder han ’tekniske objekter’. Tekniske objekter uddybes tilsvarende som
eksperimentelle forhold, som giver mulighed for at skabe en rodfæstelse af
den ting som undesøges og dermed udvide til en større forståelse. Tekniske
objekter kan altså forstås som basalt laboratorieudstyr, modeller, laborato-
riedyr eller tilsvarende som giver mulighed undesøgelse.
Disse to elementer, ser Epple en mulighed at beskrive på lignende må-
de, inde for matematikens verden. Han introducere i den sammenhæng hans
selvopfunde begreb epistemiske konfigurationer. Epistemiske konfigurationer
skal ses som en samling af intellektuelle ressourcer der har indflydelse på en
bestemt stykke forskning. Det dækker altså dels over den eller de matema-
tikere der forsker, og de teorier, apparater og motivationer som der står til
rådighed. Epistemiske konfigurationer forstås altså at være for matematik-
ken, hvad epistemiske systemer er for eksperimenter. Dog med den forskel, at
der ikke er tale om noget fysisk, men derimod rent tænkte problemstillinger
hos en eller flere matematikere forskellige steder i verden, som har forskellige
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indgangsvinkler til en problemstillingen og dertil forskellige metoder og teo-
rier til at besvare den. Epple vælger, ligesom Rheinberger, at dele termen op
i to elementer. Han vælger dog at kalde ’tekniske objekter’ for ’epistemiske
teknikker’, i det han argumentere for, at man i matematikken ikke arbejder
med materielle ting, men med teoretiske værktøjer, bortset fra maskiner til
numeriske beregninger. Dermed tydeliggøre han den konceptuelle forskel på
de to udtryk(Epple, 2004). Han pointere, at det giver mening at se på epi-
stemiske ting i matematikken ligesom i rigtige eksperimenter. Epistemiske
ting, som også omtales som epistemiske objekter, i matematikken, dækker
over delvist forståede/ikke-forståede matematiske objekter, som igennem de-
res mangelfulde forståelse skaber spørgsmål. Epistemiske teknikker forstås
som det, der definere et objekt og/eller giver svar på forskellige spørgsmål.
Der kan altså være tale om f.eks. en færdig teori som kan bruges til at skabe
svar. Epistemiske teknikker og epistemiske ting vil være knyttet til et bestemt
forskningsområde og er derfor ikke universelle i deres eksistens, men er bun-
det til en bestemt forsker eller gruppe af forskere i en bestemt tidsperiode.
Dermed forstås også, at det, der for nogen forskere vil fremstå som episte-
miske ting, altså spørgsmåls-generatore, kan bruges som svar-generatore for
en anden gruppe forskere, altså er blevet til epistemiske teknikker. Det kan
også ske at en epistemisk ting forsvinder helt, hvis interessen forsvinder. På
samme måde kan en epistemiske teknik igen blive en spørgsmålsgenerator,
som gennemarbejdes til af forstå en række nye formål.
Som det blive pointeret i (Kjeldsen, 2009), er der en oplagt mulighed for
at bruge de to koncepter, epistemiske tekniker og epistemiske ting, inde for
mikrohistorie i matematikken. Det skyldes at Morits Epples epistemiske kon-
figurationer giver nogen anskuelsemuligheder til at se på nogle specifikke dele
af udviklingen af en matematisk teori. Herunder forstås at epistemiske konfi-
gurationer giver muligheden for at skelne imellem, hvad der skabte spørgsmål
i udviklings processen og tilsvarende hvad der har skabte de svar, der samlet
har dannet grundlag for skabelsen af en matematisk teori. Det er altså en
måde at få en helt klar forståelse for de motivationer, spørgsmål, teoribyg-
ninger og svar, der er anvendt til at udvikle de to teorier, der arbejdes med i
denne rapport. I denne udviklingen er det også interessant at se om det, der
har skabt svar for den ene, har skabt spørgsmål for den anden, i de perioder
hvor de har brugt hinandens arbejde.
I de næste afsnit vil den historiske udvikling af teorien for distributio-
ner, som den blev skabt af Laurent Schwartz, og teorien om currents, skabt
at George de Rham, blive gennemgået. Denne udvikling vil undervejs blive
analyseret ved hjælp af koncepterne epistemiske tekniker og epistemiske ob-
jekter. For at give en klarhed af, hvad der helt præcis har præget hver af
udviklingerne og for at kunne sammenligne fælles træk fra udviklingerne.
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6 Den historiske udvikling af distributioner og
currents
I dette afsnit vil der blive set på udviklingen af de to matematiske teo-
rier om distributioner og currents. Som nævnt i indledningen, vil der bli-
ve tage udgangspunkt i forfatterne til de to værker, ’Théorie des distribu-
tions’(Schwartz, 1950) om distributioner af Laurent Schwartz og ’Varietes
differentiables: Formes, courants, formes harmoniques’ (de Rham, 1955) om
currents af George de Rham. I bogen ’The prehistory of the theory of distri-
butions’(Lützen, 1982), diskuteres det om Laurent Schwartz, er den rette at
kreditere for udvikligen af distributioner, da i hvertfald en håndfuld andre, i
samme tidsperiode, har udviklet og arbejdet med lignende teorier. Selv skri-
ver Schwartz i sin biografi, om netop opdagelsen af distributioner (Schwartz,
1997),
The discovery was bound to come, and I was merely an ’in-
strument of destiny’.
Det er altså klart for Schwartz selv, at andre også har været tæt på at
formulere den samme teori. Man kan sandsynligvis lave en lignende diskussion
om, hvorvidt George de Rhams er den rette at kreditere for indførelse af
begrebet currents. Dette vil dog ikke være en problemstilling denne rapport
vil gå nærmere ind på. Således vil der blive tage udgangspunkt i, at Schwartz
og de Rham er teoriernes skabere og ikke gås mere i dybden med andre.
Undtaget af, naturligvis, hvis deres arbejde har haft direkte indflydelse på
Schwartz og de Rhams ideer. Efter at have sagt dette vil, der nu blive set på
Schwartz udvikling af distributionsteorien.
6.1 Laurent Schwartz udvikling af teorien om distribu-
tioner
Da distributionsteorien er en rimeligt kendt teori, er der naturligves folk, der
har været interesseret i af analysere dens udvikling. I bogen ’The Prehistory
of the Theory of Distributions’ (Lützen, 1982), har gennemgås udviklingen
af denne teori, fra dens fødsel og op til Schwartz udgiver første del af sit
endelige værk i 1950. På samme måde forklare også Schwartz i sin egen selv-
biografi (Schwartz, 1997) om udviklingen af teorien. I første omgang vil dette
afsnit tage udgangspunkt i disse to bøger, samt et par enkelte artikler. Efter
gennemgangen vil der komme en analyse af udvikligen, med anvendelsen af
videnskabsteoretikeren Moritz Epples terminologier. Som bruges for at ska-
be en præcisering af hvad der skabte svar og spørgsmål, og hvordan de blev
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brugt undervejs. Dette vil være særligt brugbart til at holde op i mod, den
mere ukendte udvikling af teorien om currents.
Teorien om distributioner blev, som allerede nævnt i rapporten, formali-
seret af den franske matematiker Laurent Schwartz(1915-2002). Han udgav
sit samlede arbejde i værket ’Théorie des distributions’ som udkom i to dele
i 1950 og 1951. Samme år, som den første del af hans værk udkom, modtog
Schwartz en Field medalje for sit arbejde med netop distributioner(Atiyah
and Iagolnitzer, 2003). En teori som Schwart arbejdede med over en længere
årrække. Faktisk skal man femten til tyve år længere tilbage for at finde de
første perioder, hvor Schwartz begyndte at stille spørgsmål, som i sidste ende
ledte ham ind på teorien om distributioner.
I årene 1933-34, mens Schwartz stadig var student, blev han optaget af
løsninger til bølgeligningen i en dimension. Bølgeligningen i en dimension er
almindeligvis givet som (
1
v2
∂2
∂t2
− ∂
2
∂x2
)
= 0 (137)
Enhver løsning til denne ligning er givet på formen u(x, t) = f(x+vt)+g(x−
vt). Kravet til f og g er naturligvis, at de begge er C2. Laurent Schwartz stil-
lede i medlertidigt spørgsmål til disse resultater. Hvis nu f og g ikke var
C2, men derimod kun C1 eller diskontinuerte, ville u så stadig være en bøl-
ge? Han skriver selv, at han i en periode var besat af at få besvaret dette
spørgsmål, men på det tidspunkt endte han med at ligge spørgsmålet fra sig
til en senere lejlighed(Schwartz, 1997). I starten af det tyvende århundrede,
var det at lave generaliserede afledte og generaliserede løsninger til partiel-
le differentialligninger, noget som optog mange matematikere. Men det var
altså først med indførelsen af distributionsteorien, at dette blev samlet i en
teori(Lützen, 1982)
Ikke meget senere, i 1935 løb Schwartz for første gang ind i δ-distributionen,
som på det tidspunkt var kendt som Dirac funktionen. En funktion som blev
brugt af fysikere, hvorom Schwartz skriver(Schwartz, 1997),
. . . their computations were insane by standard mathematical
rigor, but they gave absolutely correct results, so one could think
that a proper mathematical justification must exist. Almost no
one looked for one though.
Da Schwartz stiftede bekendtskab med funktion, anså han den som afskyelig
og fra et matematisk synspunkt gav det ingen mening at acceptere den. En
funktion som endte med at blive en vigtig brik i distributionsteorien, som
også fremgår af teori afsnittet i denne rapport.
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I 1942 mødte Schwartz en person som han hævder havde indflydelse på
udviklingen af teorien distributioner, George de Rham. På dette tidspunkt
havde de Rham allerede skabt sine hovedteorier, som også vil blive uddybet
i næste afsnit. de Rham præsenterede på et foredrag nogle af sine teorier
om differentialformer, som begejstrede Schwartz og som han i sin biografi
omtaler som smuk og sammenhængende. I denne forelæsning gennemgik de
Rham også sin teori om currents, som på dette tidspunkt ikke var færdig ud-
viklet og havde derfor nogle mangle. Schwartz så, at der var en sammenhæng
mellem δ-distributionen og dens afledte og de Rhams teorier om currents. de
Rhams teorier var dog ikke noget, som havde en direkte indflydelse på selve
skabelsen af distributioner og formuleringen af denne, i modsætning til den
indflydelse distributioner endte med at have for teorien om currents. Men
de Rhams teori fik Schwartz til at tro på, at distributioner havde en bred
anvendelse og motiverede ham til at arbejde videre med teorien undervejs i
dens skabelse(Lützen, 1982).
I 1943 arbejdede Schwartz med dualitet i lokale konvekse topologiske vek-
tor rum, som er en generelisering af normerede lineære vektorrum (Willard,
1998). Et af de rum som Schwartz her fremhæver er rummet E, som er givet
som rummet af C∞ funktioner på intervallet [0, 1]. Schwartz arbejde med
det duale til dette rum, som han betegnede E ′. Selve rummet E minder om
rummet D, rummet af testfunktioner. På samme måde var rummet E ′ en
tidlig udgave af rummet af distributioner D′. Dog anså Schwartz ikke rum-
met, som særligt vigtig på det pågældende tidspunkt. Direkte skriver han,
om hans mening om rummet E ′ (Schwartz, 1997),
’This space E ′ will probably never be useful for anything’
Det endte dog med at have en betydning for Schwartz eget arbejde, idet han,
som han beskriver der, øjeblikkelig var i stand til at identificere de vigtigst
topologiske egenskaber ved distributioner, efter formuleringer af disse.
Den afgørende faktor for Schwartz, og som var det der blev udgangspunk-
tet for hans formulering af distributioner, var hans arbejde med genereliserede
løsninger til partielle differentialligninger, også kaldet svage løsninger. I Ok-
tober 1944, faldt han over en artikel skrevet af Gustave Choquet og Jacques
Deny med titlen ’Sur quelques propriétés des moyennes caractéristiques des
fonctions harmoniques et polyharmoniques’(Choquet and Deny, 1944). Et af
resultaterne i denne artikel opdagede Schwartz med det samme, hvordan han
kunne generaliserer. Denne generalisering udgav Schwartz, som en fire siders
artikel ved navn ’Sur certaines familles non fondamentales de fonctions con-
tiues’, som udkom på samme tid som Choquets og Denys artikel (Schwartz,
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1944). Schwartz beskrev funktionen∑
p1+p2+···+pn
ap1,p2,...,pn
∂mU
(∂x1)p1(∂x2)p2 · · · (∂xn)pn = 0 (138)
hvor p er multiindex og ap er konstante koefficienter forskellige fra 0. For den-
ne ligning definerede Schwartz den generaliserede løsning, som givet ved en
kontinuert funktion U(x1, . . . , xp), der opfylder, at den er en uniform græn-
se af reelle løsninger, på enhver kompakt delmængde (Schwartz, 1944). Det
betyder at på enhver delmængde K ⊂ Rn, vil en følge af rigtige løsninger
Un → U for n→∞, hvor U er den generealiserede løsning. Han viste i artik-
len, at hvis U var en general løsning til ligning 138, så er foldningen (U ∗ρ) en
reel løsning, hvor ρ er en C∞ funktion med kompakt støtte (Lützen, 1982).
Videre viser Schwartz i sin artikel, som et eksempel, at den generaliserede
bølgeligning skrevet på formen
∂2U
∂x2
− ∂
2U
∂y2
= 0 (139)
er givet som f(x + y) + g(x − y), hvor f, g er kontinuerte funktioner, som
ikke nødvendigvis har nogen differentiable (Schwartz, 1944). Her ser man
at Schwartz gør brug af konvergens, foldning og funktioner med kompakt
støtte, alle ting som også ses spiller en rolle i teori afsnittet om distributioner
i kapitel 3.
Schwartz var på dette tidspunkt ikke tilfreds med de generaliserede løs-
ninger til partielle differentialligninger. Som han selv forklare det, irriterede
det ham, at man kunne definere ligning 138 uden at de enkelte led, DpxU ,
havde en mening, idet de ikke nødvendigvis er differentiable. Altså den sam-
me problemstilling som Schwartz stod over for, ti år tidligere, da han først
stiftede bekendtskab med bølgeligningen. Han prøvede nu at bestemme en
bedre definition til generaliserede distributioner. I modsætning til dengang,
hvor han stadig var student, fik han nu i løbet af kort tid den åbenbaring,
der gav svaret og startede formuleringen af teorien om distributioner.
En nat i November 1944 oplevede Laurent Schwartz, det han selv kaldte
den smukkeste nat i sit liv(Schwartz, 1997). I løbet af denne nat formulerede
han en lang række definitioner og sætninger, som udgjorde starten af teorien
om distributioner, og som han kun seks måneder senere stort set havde færdig
formuleret(Lützen, 1982). Han startede ud med at definere, hvad han kaldte
en foldningsoperator, T , som var en kontinuert lineær operator T : D → E ,
hvor D er at identificere som rummet af testfunktioner, noget som Schwartz
altså fra starten anvendte. E er rummet af C∞ funktioner. T skulle videre
have den egenskab at
T · (φ ∗ ψ) = (T · φ) ∗ ψ ∀φ, ψ ∈ D (140)
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Ud fra denne definition så han, at han havde skabt en generalisering af funk-
tionsbegrebet, via operatorer. Denne generalisering består i, at hvis f er en
kontinuert funktion da gælder af f · φ = f ∗ φ, som er en afbildning fra
φ → f ∗ φ altså fra D til E . Enhver funktion kan dermed forstås som en
foldningsoperator og deraf forstås generaliseringen.
Videre så han med det samme, at den funktion han tidligere ikke kunne
udstå, nemlig δ-distributionen, kunne defineres som foldningsoperatoren
δ · φ = φ (141)
således, at den var det neutrale element.
For T definerede han den afledte som
DpT · φ = Dp(T · φ) = T ·Dpφ (142)
Dermed var enhver operator uendeligt differentiabel og videre kunne han
bestemme den afledte til δ-distributionen som Dpδφ = Dpφ.
Han så nu også hvordan han kunne give mening til de enkelte led i en
partiel differentialligning med konstante koefficienter, som der havde været et
af hans store problemer. Igen så han på bølgeligningen, hvis generelle svar var
u(t, x) = f(x+ vt) + g(x− vt), hvor f, g var kontinuerte funktioner men ikke
differentiable. Disse havde ingen mening i almindelig funktionsforstand, men
som operatorer både eksisterede de og gav mening. Dette var altså løsningen
på en af de store motivationer til skabelsen af distributioner.
Han definerede nu en operator med kompakt støtte og kunne derfra vise
at T · φ blev en afbildning fra D → D, således at denne også kompakt støtte
og kunne nu definere foldningen mellem to operatorer, hvoraf den ene har
kompakt støtte som
(S ∗ T ) · φ = S · (T · φ) (143)
Oven i dette fik Schwartz, i løbet af en enkelt nat, lavet lidt mere, som f.eks.
en generalisering af multiplikation mellem funktioner, der gav et grimt udtryk
som irriterede Schwartz, men som kunne lade sig gøre at bevise (Schwartz,
1997).
Men Schwartz var ikke førdig her, og han arbejde videre på sin teori. I
starten af 1945, begyndte han at arbejde på fouriertransformationer og her
gik han i stå. Ligemeget hvor meget han prøvede, kunne han ikke få det
til at passe sammen med sin egen teori. Løsningen til problemet opdagede
Schwartz selv og han skriver (Schwartz, 1997)
Suddenly, I had the idea I should have had form the beginning:
it is really unacceptable that I did’nt have it earlier!
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Det Schwartz opdagede var, at han i stedet for at generalisere funktioner ved
hjælp af operationer, kunne han gøre det ved brug af lineære funktionaler.
Disse lineære funktionaler kaldte han for distributioner. Med indførelsen af
lineære funktionaler, vad han var nød til at ændre nogle af sine definitioner,
så de gav mening i forhold til den nye definition. F.eks. blev den afledte til
en distribution, Λ til den velkendte ligning
〈DpΛ, φ〉 = (−1)p 〈Λ, Dpφ〉 (144)
Disse omskrivninger var intet problem og i løbet af et halvt år havde Schwartz
skabt grundlaget for distributionsteorien. Han beskrev sin teori i første om-
gang i fire artikler, som udkom i årene 1945-1948. Derefter skrev Schwartz
om distributioner i sit samlede værk der, som allerede nævnt, udkom i to dele
i 1950 og 51 og som omhandler distributionsteorien som den kendes i dag.
Efter den gennemgang af den historiske udvikling, vil jeg nu gøre brug
af Moritz Epples epistemiske konfigurationer til at analysere den historiske
udvikling.
6.1.1 Udviklingen af distributionsteorien ved brug af epistemiske
konfigurationer
Ved gennemgangen af selve matematikken, der udgør teorien om distributio-
ner, og dels den historiske udvikling, er det tydeligt at der er tale om en teori
der favner bredt. Således kan der identificeres både en række epistemiske ting
og tekniker.
Man ser i gennemgangen af den historiske udvikling, at især en epistemisk
ting har været en vigtig drivkraft. Det er partielle differentialligninger som
Schwartz igennem en periode på 10 år stillede spørgsmål ved. Hans mål om
at forstå denne epistemiske ting tilfulde, og herunder at give en stringent
matematisk beskrivelse af de ikke differentiable generaliserede løsninger, har
været essentiel for distributionsteoriens udvikling. Hvis ikke han havde stillet
sig selv det krav at undersøge disse løsninger, er det let at forestille sig at
Schwartz næppe havde formuleret teorien om distributioner.
Udover denne ting, kan nogle sekundære, men stadig betydende, epistemi-
ske ting identificeres. Herunder især δ-distribution, som Schwartz tydeligvis
har haft en klar opfattelse af hvordan fungerede. Men det er også endnu
et eksempel på en ting, som før indførelsen af distributioner led under en
mangle på matematisk stringens i dens definition. Hvilket har gjort, at den
for Schwartz fungerede som en spørgsmåls generator. Noget som han selv
påpeger der ikke var mange andre der gjorde.
En anden ting som fungerede som spørgsmåls generator, før selve teorien
om distributioner var topologiske vektorrum. Det var, som Schwartz selv
Side 68 af 90
Distributionsteori og currents
fremhæver, især det duale rum E ′ til det topologiske vektorrum E , som han
undersøgte i en periode, og som han stillede spørgsmålstegn ved, men på det
tidspunkt ikke fandt nogen af de svar han fik videre interessante.
Til at undersøge de epistemiske ting, havde Schwartz en række epistemi-
ske teknikker til rådighed, som han tilegnede sig i løbet af sit liv. De vigtigste
af disse og de, som gav ham de svar han ønskede, findes i funktionsanalyse. I
første omgang var det især brugen af foldning og definitionen af foldningsope-
ratoren, som var med til at give Schwartz svar, på især sit ønske om partielle
differentialligninger og δ-distributionen. At han benyttede netop foldningso-
peratoren i første omgang kommer sandsynligvis af, at det var foldning han
brugte til at beskrive reelle løsninger ved hjælp af generaliserede løsninger,
i den artikel han udgav kort før sin opdagelse af distributioner. Således har
foldning været måske det epistemisk objekt, som stod mest klart i hans erin-
dring og var derfor det logiske valg først at anvende. Udover foldning gjorde
han også brug af testfunktioner, som han fra starten af sin udvikling har haft
en klar idet om hvordan han til fulde kunne udnytte. Dette ses f.eks. ved at
differentialoperatoren kunne flyttes over på en testfunktion, så den afledte
dermed var sikret en problemfri eksistens. Hans kendskab til denne kommer
fra sammetidspunkt, som hans brug af foldning til generaliserede løsninger
af partielle differentialligninger, og er derfor som med foldning et objekt han
har haft lige ved hånden.
Samtidigt gjorde det, at han tidligere havde stillet spørgsmålstegn ved
visse topologiske emner, at han var i stand til at definere en ordentlig topo-
logi. Et eksempel på noget, som for Schwartz fremstod som en ligegyldig
epistemisk ting, der ændrede sig og blev en ikke uvæsentlig epistemisk tek-
nik.
Man forstå altså at grunden til at Schwartz kunne formulere det første
udkast af sin teori på stort set en enkelt nat var, at han havde en stor del
af de objekter han behøvede klar i sin hukommelse. Han manglede blot at se
den rigtige sammenhæng i mellem dem.
Det er interessant at Schwartz efter sin indførelse af foldningsoperatoren
grundlæggende havde fået de svar han i så lang tid havde søgt. Han kunne
have valgt at gøre brug af sin foldningsoperator, som et værktøj til hjælp i
besvarelsen og retfærdiggørelsen af løsninger til partielle differentialligninger.
I stedet valgte han stille flere spørgsmål til denne nye foldningsoperator, og
dermed fastholde den som en epistemisk ting, noget som uden tvivl har haft
en betydning for teoriens totale udbredelse. Det forstår man bl.a. ved at
Schwartz stillede spørgsmål om hvordan foldningsoperatoren skulle forstås i
forhold til andre operationer, som f.eks. multiplikation, noget som han med
besvær lykkedes med. Værre gik for foldningsoperatoren, da han forsøgte sig
med fouriertransformationer. Han forstod her, at den ikke kunne give de svar
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han ønskede. Igen tydede han til funktions analysen som epistemisk teknik,
denne gang var det dog i stedet for foldning, funktionaler som han gjorde
brug af som svargenerator. Dette viste sig at være den rigtigt teknik, og han
endte dermed at kunne formulere distributioner som vi kender i dag, altså at
skabe distributioner så de kunne fungere som tekniker for andre.
Denne gennemgang af de epistemiske tekniker tydeliggører, at det har
været essentielt for udviklingen af distributionsteorien, at Schwartz har fast-
holdt nogle helt specifikke spørgsmål, imens han har tilegnet sig nok viden til
at svare på dem. Derefter har hans forsøg på at gøre teorien bredere ved at
stille flere spørgsmål til den været vigtig, da svarende udstillede dens mangler
og gav Schwartz mulighed for at omgå disse mangler ved brug af nye tek-
niker. Den vigtigste spørgsmåls generator i denne sammenhæng identificeres
ved ikke differentiable løsninger til partielle differentialligninger. Tilsvarende
findes de vigtigste svar generatore i funktions analysen.
Jeg vil nu, her efter at have set på udviklingen af distributioner, gå videre
og gennemgå de Rhams udvikling af teorien om currents i et lignende omfang.
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6.2 George de Rhams udvikling af teorien om currents
I dette afsnit gennemgås den historiske udvikling af begrebet currents, som
George de Rham indførte det. Undervejs vil der blive set på konkrete situa-
tioner som var vigtige for denne udvikling
Teorien om currents blev formaliseret af den schweiziske matematiker Ge-
orge de Rham(1903-1990). Hans endelige formulering af teorien om currents
kom i bogen ’Varietes differentiables: Formes, courants, formes harmoniques’
i 1955 (de Rham, 1955). Men ligesom i tilfældet om distributioner, finder man
at de Rhams første inspirations kilder til currents, ligger længere tilbage.
Da George de Rham studerede i 1920-25, var han under sine studier for-
holdvis lang tid om at finde ud af, hvilken gren af matematikken han skulle
specialisere sig indefor (Chatterji and Ojanguren, 2010). Han studerede både
funktionsteori og teori om reelle variable, men fandt ikke disse to interessan-
te som forskningsområder. I 1925, da de Rham var færdig uddannet, blev
han ansat som assistent hos en anden Schweizisk matematiker Gustave Du-
mas. Dumas primære forskningsområde var differential og integral calculus
og højere analyse, men han havde en stor interesse for et nyt område af ma-
tematikken som var topologi. Denne interesse endte han med at overføre til
de Rham. Således startede de Rham sin forskning med at studere topolo-
gi(Chatterji and Ojanguren, 2010).
Den første store motivator for den del af de Rhams forskning som han
er kendt for, nemlig hans bidrag til homologi og kohomologi, kom i 1928.
De Rham faldt her over artiklen ’Sur les nombres de Betti des espaces de
groups clos’, skrevet af Élie Cartan(Èlie Cartan, 1928). En artikel, hvor der
for første gang bliver set på homologier for differentialformer, som op til da
kun var defineret for kæder af Poincáre(de Rham, 1955).
Inspireret af dette gav de Rham sig til selv at arbejde videre med begrebet
og sammenfatte det med begrebet om homologi for kæder. Det endte i 1931
ud med at de Rham udgav sin Ph.d. ved navn ’Sur l’Analysis situs des variétés
à n dimensions’(de Rham, 1931). I denne arbejde han bl.a. med homologi for
endelige complexes og integration af differentialformer på kæder(Chatterji
and Ojanguren, 2010). I sin Ph.d. lavede de Rham analogier mellem former
og kæder(Katz, 1985). Som det også er gennemgået i afsnittet om currents,
kaldte han således en form α for lukket hvis dα = 0. Hvor en en kæde
kaldes lukket, hvis dens grænse er 0. En k-form, α siges at være homolog
til nul, hvis der findes en (k-1)-form β, hvor det gælder at β = dα. En k-
kæde ξ kaldtes ligeledes homolog til nul, hvis der findes en k + 1-kæde, hvis
grænse er ξ. Samtidigt galdt også at d2 = 0 og b2 = 0, således kunne han
se en sammenhæng mellem kæder og former ved Stokes sætning, som vist i
afsnittet om currents. Disse ligheder var det der fik de Rham til at introducere
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currents.
I 1936 kommer den første definition af currents(de Rham, 1955). De Rham
udgav der en artikel ved navn ’Relations entre la topologie et la théorie des
intégrals multiples’(de Rham, 1936). Ligeledes udgav han i 1938 en artikel
ved navn ’Über mehrfache Integrale’, hvor han arbejder videre på brugen
af currents. Dette var omkring 6-8 år før Schwartz opdagede distributioner,
hvorfra de Rham brugte bl.a. definition på kontinuitet, som man ser i hans
definition af currents i sin bog ’Varietes differentiables: Formes, courants,
formes harmoniques’. Derfor ser definitionen fra den gang anderledes ud,
end den han sidenhen definerede. De Rham var som nævnt inspireret af
sammenhængen mellem homologi for former og kæder. I det en form ω1 siges
at være lukket hvis dω1 = 0 og homolog til nul, hvis den er den afledte af
en anden form ω2. På samme måde er en kæde c1 en cycle, hvis bc = 0 og
homolog til nul, hvis den er grænsen af en anden kæder c2. De Rham viste
nu via Stokes sætning at for en cycle c1 som var homolog til nul og en lukket
form ω1, fik man følgende (de Rham, 1938)∫
c1
ω1 =
∫
bc2
ω1 =
∫
c2
dω1 = 0 (145)
Tilsvarende kunne han vise at en for en form ω1, som var homolog til nul
og en cycle c1, at ∫
c1
ω1 =
∫
c1
dω2 =
∫
bc1
ω2 = 0 (146)
De Rham udnyttede her at b2 = 0 for kæder og d2 = 0 for former.
Disse tydelige sammenhæng mellem kæder og differentialformer fik de Rham
til at lave en generalisering af de to, som var currents. Han startede med
at introducere currents ved at betragte en strøm gennem en tredimensionel
leder, som kunne forstås som en form integreret over en flade. Netop en
strøm(current) var også det der inspirerede de Rham til navnet currents. Selve
definitionen på en current kom ved først at definere en elementar current på
en n-dimensionel mangfoldighed. En elementar p-current består af dels en
(k + p)-kæde c og en k-form ω, og betegnes (cp+k, ωk) (de Rham, 1938). En
p-current C definerede han som en endelig linear kombination af elementare
p-currents, dvs.
C =
∑
(c, ω) (147)
Til disse currents definerede han tre axiomer
• (c, ω) = 0, hvis c = 0 eller ω = 0 på c
• (λc, ω) = λ(c, ω) ≡ (c, λω) for alle konstanter λ
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• (c1, ω) + (c2, ω) = (c1 + c2, ω) og (c, ω1) + (c, ω2) = (c, ω1 + ω2)
Han beskriver videre produktet mellem en p-current og en q-current, som
han nøjes med at vise for to elementar currents pga. den distributive lov.
Produktet mellem en elementar p-current (cp+k, ωk) og en elementar q-current
(cp+l, ωl) bliver til den følgende (p+ q − n) current
(cp+k, ωk) · (cp+l, ωl) = (−1)k(n−q−l)(cp+kcq+l, ωlωk) (148)
medmindre l+k > n eller p+k+q+ l < n, hvor produktet bliver 0(de Rham,
1938). Faktoren (−1)k(n−q−l) skriver de Rham videre, at han var nød til at
indfører for at sikre at produktet var assosiativt, distributiv og alternerende.
de Rham kunne via denne notation identificere en kæde c, som den ele-
mentære current (c, 1) og ligeledes en form ω på en mangfoldighed M som
(M,ω). Videre gav de Rham også en definition på den afledte af en p-current
C som en (p− 1)-current
dC =
∑
d(c, ω) =
∑
(c, dω) + (−1)k(bc, ω) (149)
Tager man den afledte igen vil man få
d2C = d((c, dω) + (−1)k(bc, ω))
= (c, d2ω) + (−1)k−1(bc, dω) + (−1)k(bc, dω) + (−1)2k−1(b2c, ω) = 0
(150)
De to led med b2 og d2 giver 0, som følge af den første af de tre axiomer. De
to andre led er ens, men med modsat fortegn og derfor får man d2C = 0.
de Rhams definition af den afledte for currents, gav dermed samme egenskab
som d2 og b2 har for hhv. differentialformer og kæder.
De Rham indførte også et såkaldt indeks for en 0-current CP =
∑
(ck, ωk)
betegnet I(C0) og defineret som
I(Ck) =
∑
(−1) k(k+1)2
∫
ck
ωk (151)
Faktoren (−1) k(k+1)2 er med i definitionen fordi, at hvis en man har to currents
C1, C2, hvor C1 = dC2 da bliver I(C1) = 0. Dette kan ses ved at tage indekset
af dC2 = (c, ω) + (−1)k(bc, ω), hvor man får
I(dC2) = (−1)
k(k+1)
2
∫
c
dω + (−1)k
∫
bc
ω
 (152)
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De to led vil få modsat fortegn og ved brug af Stokes sætning vil de to led
gå ud med hinanden så I(dC2) = 0
Denne første definition af currents og denne korte gennemgang af de
simpleste definitioner, tydeliggøre at den senere indførelse af funktionaler
på mængden af testformer er langt simplere. De Rham selv var da heller
ikke tilfreds med denne definition. I Laurent Schwartz selvbiografi fortæller
Schwartz følgende om en samtale med de Rham i 1942(Schwartz, 1997)
De Rham told us that that he was hoping for a more general
theory, because his present theory of currents was visibly defectiv.
His space of currents had no natural topology, whereas all the
vector spaces useful in analysis come equiped with a topology,
in which they are usually complete, and also with a useful weak
topology.
De Rham håbede altså, at det var muligt at give en bedre definition på
currents.
Der går herfra en del år før de Rham igen arbejder videre med currents.
Interessant er det, at de Rham i 1946 udgiver artiklen kaldet ’les formes
différentielles harmoniques’(de Rham, 1946) og er medforfatter på artiklen
’Les formes différentielles harmoniques’ (Bidal and de Rham, 1946). I begge
artikler ses der på teori om homologi og kohomologi, som altså går igen
i store dele af de Rhams forskning. I disse artikler introducere de Rham
nogle forskellige operatorer for differentialformer, f.eks. codifferentialet δ og
∆ som er en generalisering af laplace operatoren ∇2. I de Rhams bog fra
1955, beskrives disse to operationer for currents(de Rham, 1955). Det gør
de derimod ikke i artiklerne, hvor de Rham ikke nævner currents. Det er
interessant at overveje, hvorvidt det var fordi de Rham ikke valgte at se
på currents, ikke kunne få dem til at passe sammen, eller om han på dette
tidspunkt måske ikke havde den store tro på currents, idet det endnu ikke
var lykkedes at beskrive teorien tilfredsstillende.
Man skal faktisk helt frem til 1950 før man finder nyt med currents.
Her har de Rham sat sig ind i teorien om distributioner, som Schwartz på
dette tidspunkt havde beskrevet i sine fire artikler om distributioner, samt
første del af hans samlede værk. Således skriver de Rham i indledningen
af artiklen ’Intégrales harmoniques et théorie des intersections’(de Rham,
1950)[Oversættelse, mig selv]
I den første del af denne beretning, vil jeg diskutere begrebet
current, jeg introducerede for at forklare sammenhængen mellem
teorien om kæder og differentialformer. Den aktuelle definition,
der her tages i brug foreslås efter at have læst artiklen (Schwartz,
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1945), hvor Laurent Schwartz introducere hans notation af distri-
butioner.
Det er altså tydeligt at Schwartz notation var, hvad de Rham manglede
til at forbedre sin egen teori. De rham giver i artiklen den samme definition
som findes i hans endelige værk. Dvs. en current er et lineært kontinuert
funktionale T [φ] og φ er en C∞ form med kompakt støtte. Han anvender også
her samme eksempler på currents, som også findes i hans bog og som er vist
i denne rapport i eksempel 4.3.2, side 54. Han indfører videre både begrebet
homologi og kohomologi for currents, og beviser at på en mangfoldighed M ,
er enhver lukket current med kompakt støtte homolog til en C∞-form.
Således fik currents sit andet indtog i de Rhams teorier, da det denne gang
lykkedes for ham at indfører en ordenlig definition for currents. I artiklen ser
man, at de mest grundlæggende egenskaber ved currents var på plads, samt
deres sammenspil i hans hovedteorier om homologi og kohomologi. Disse
egenskaber har været tilfredsstillende nok for de Rham, til at teorien om
currents blev bibeholdt som et gennemgående værktøj i hans endelige værk,
som udkom fem år senere i 1955, næsten tyve år efter hans første introduktion
af currents.
Efter denne gennemgang af de Rhams udvikling af begrebet currents, vil
jeg se på denne udvikling ved brug af Moritz Epples epistemiske konfigura-
tioner, som det også blev gjort for udviklingen af distributioner.
6.2.1 Udviklingen af teorien om currents ved brug af epistemiske
konfigurationer
I den historiske udvikling forstår man, at den primære epistemiske teknik
for de Rham var homologi og kohomologi grupper. Det var det han startede
sin forskning med, og det som hans store dele af han forskning tog sit ud-
gangspunkt i. Undervejs i sin forskning så de Rham meget tydelige ligheder
mellem differentialformer og kæder. Disse ligheder endte ud med at blive en
epistemisk teknik for de Rham. Således forstår man, at han har spurgt sig
selv om, hvordan han kunne betraget former og kæder under en betegnelse
Til at få et svar på denne epistemiske ting, brugte de Rham sin viden om
de mest nærliggende objekter, han havde på hånden, som var netop former
og kæder. Han lavede en simpel sammenskrivning af de to, som hver for sig
var noget de Rham havde en stor viden om. de Rham havde på det tidspunkt
han formulerede currents allerede arbejdet med former og kæder i nogle år.
Han formulering af en current blev en sammensætning af en kæde og en form.
Ved at lave forskellige små tricks, kunne de Rham udstyre currents med nogle
af de samme egenskaber, som de to objekter, former og kæder, havde hver for
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sig. Denne sammenskrivning havde sine mangler, som de Rham selv var klar
over, men han har alligevel vurderet, at det var brugbart nok til at udgive
og anvende.
Man forstår ud fra de Rhams samtaler med Laurent Schwartz, at currents
forblev en epistemisk ting for de Rham, idet han var opmærksom på mang-
lerne i sin teori, men stadig må have haft en tro på, at de kunne anvendes.
Problemet på dette tidspunkt har været, at de Rham ikke har haft de for-
nødne epistemiske objekter til rådighed. I mellemtiden går der en årrække,
hvor de Rham ikke gør mere ud af sin teori om currents.
Først da Schwartz udgiver sin teori om distributioner, får de Rham de
epistemiske objekter til rådighed, som han havde brug for. Således forstår
man, at det var i funktionsanlysen, og herunder brugen af lineære funktio-
naler, at også de Rham skulle finde sit svar. Så selv om der var tale om
to forskellige udganspunkter for distributioner og currents var objektet, som
blev anvendt, det samme. Det har altså været utrolig vigtig for den endelige
definitionen af currents, at de Rham havde et kendskab til Laurent Schwartz
arbejde. Man forstår altså, at det at Schwartz har stillet spørgsmål inde for
nogen andre områder i sin udvikling har været afgørende. Det var skyld i af
Schwartz endte med at have nogle objekter til rådighed, som de Rham ikke
har haft. Dermed er det også et eksempel på noget matematik, som ikke har
været universelt, netop fordi det var knyttet til en bestemt forsker. Dette er
netop hvad Moritz Epple påpeger, har en vigtig indflydelse på udviklingen
af matematik.
Efter denne gennemgang og analyse af den historiske udvikling om cur-
rents, vil jeg gå videre og diskutere de to teoriers udvikling set i forhold til
de spørgsmål, der blev stillet i starten af rapporten.
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7 Diskussion
I dette afsnit vil jeg diskutere dels dens historiske udvikling af de to teorier og
dels selve matematikken de to teorier udgør. Formålet med denne diskussion
vil være at kunne lede op til en endelig besvarelse af problemformuleringer
og de tilhørende underspørgsmål.
Teorierne blev begge, som gennemgået i de forrige par afsnit, udviklet i
samme tidsperiode og har visse fællestræk. Men der er også store forskelle
på dem. Teorien om distributioner var for Schwartz, hans primære svar til
en række spørgsmål, som han stillede sig i løbet af sin tid som studerende og
forsker. Således forstås distributioner som selve rygraden i Schwartz teorier.
Teorien som Schwartz formulerede den, endte med en bred anvendelse, da de
spørgsmål den svarede på dækkede flere områder. Først og fremmest var det
primære spørgsmål som blev besvaret, hvordan man kan lave en stringent
matematisk formulering af generaliserede løsninger til partille differentiallig-
ninger. Noget som teorien fra starten af dens skabelse kunne svare på, selv
inden Schwartz havde færdig formuleret sin teori var han i stand til at svare
på dette spørgsmål. Dermed har teorien være ’klar til brug’ for andre der
har stillet sig det samme eller lignende spørgsmål, noget som med en stor
sandsynlighed har været skyld i at den fra starten ville få succes. Derudover
var et hans sekundære spørgsmål at kunne redegøre for Diracs funktion, som
i dag kendes som δ-distributionen/funktionen. Denne funktion var på dette
tidspunkt velkendt og meget anvendt inde for forskellige discipliner i fysik-
kens verden, herunder f.eks. kvantemekanik og elektrodynamik. Også dette
spørgsmål var fra starten af teoriens skabelse besvaret. Således må teorien
også i en vis udstrækning have haft en relevans for forskere i fysikken, som har
søgt en matematiske stringens i deres teoretiske formuleringer af forskellige
emner hvor δ-distributionen indgik.
En åbenlys faktor for teoriens udbredelse må også være at selve teori-
en er forholdvis nem at gå til. Således kræver teorien ikke et særligt dybt
kendskab i matematik for at forstå de overordnede punkter og anvende de
mest simple dele af teorien. Teorien har mange simple egenskaber og fordele
som kan udnyttes i sammenhæng med forskellige matematiske operationer,
så som foldning og fouriertranformationer, samt at δ-distribtuionen er simpel
at forstå og anvende distributionsteorien. Det må tale for teoriens udbredel-
se, at den til et vist niveau kan forstås uden de store forudsætninger, da den
dermed ikke udelukker muligheden for en bred målgruppe. Dermed ikke sagt,
at det faktum, at den er let at gå til for mange, gør at den tilsvarende er
relevant for mange. Rapporten her har ikke set nærmere på, hvor relevant
teorien er for forskellige forskere, eller forskellige teoriområder, som kan have
en indvirkning på den fremtidige brug af distributioner. Men som udgangs-
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punkt har teorien i hvertfald haft en sammensætning af niveau og egenskaber
der gør, at det er oplagt, at den har fået en vis udbredelse. Hvilket også ud-
trykker sig ved, at der nogle steder undervises i distributionsteori, som det
grundlæggende begreb der skal forstås og ligeledes findes der bøger, hvor
distributioner det centralle emne.
Teorien om currents har fået en anden skæbne end den om distributioner.
Ser man på den historiske udvikling og selve indholdet af teorien, er der flere
ting der giver en ide om hvorfor det er sket. I den historiske gennemgang af
det arbejde George de Rham udførte, er det tydeligt at hans hovedinteresse
har været at definere og forstå homologi/kohomologi grupper for kæder og
differentialformer. Dertil har han arbejdet på flere forskellige operationer på
kæder og differentialformer. Undervejs i hans arbejde, har han forstået at
lighederne mellem kæder og former var så store, at det måtte være muligt
at indføre en samlet teori for dem, som der kunne arbejdes ud fra. Denne
teori er hvad der i dag kendes som currents. De Rham indførte sin teori om
currents af to omgange, med omkring fjorten års mellemrum. I første omgang,
i 1936, lavede de Rham en helt primitiv sammenskrivning af kæder og former
og så dem som en samlet størrelse. Den teori havde dog sine mangler og de
Rham var heller ikke tilfreds med den. Denne indførelse af en ikke færdiggjort
definition på currents, kan forestilles at have den indvirkning, at den ikke
har haft den samme gennemslagskraft, som den ville, hvis den fra starten var
færdigformuleret på samme måde som f.eks. distributionsteorien var. Selve
teorien om homologi/kohomologi kan også forstås uden at have et kendskab
til currents, som det også bliver vist i matematikafsnittet om currents i denne
rapport. Det kan derfor forestilles, at folk ikke så den store brug for currents
i starten, da formuleringen havde nogle tydelige mangler og derfor fravalgte
dem, da homologi/kohomologi teorierne samtidig kunne anvendes uden.
Man fornemmer i den historiske gennemgang, at de Rham måske selv har
haft sine tvivl om teorien om currents efter deres første formulering. Dette
udtrykker sig ved han arbejder videre på sine grundlæggende teorier, uden på
dette tidspunkt at benytte currents. Noget som han dog gøre senere efter at
have brugt inspiration fra distributionsteorien. Det at han ikke selv arbejdede
med sin teori, kan have haft en indflydelse på, at den ikke på det tidspunkt
har haft gode betingelser for en bred anvendelse. Især med tanke på, at den
samtidig led under nogle åbenlyse problemstillinger, som også har gjort at
folk ikke har taget teorien til sig.
I mellemtiden udkommer Schwartz teori om distributioner og da George
de Rham opdager og forstår dens sammenhæng med hans eget arbejde, ind-
fører han på ny teorien om currents. Nu med en ny definition. Således forstår
man, at de Rham, på trods af ikke at have arbejdet direkte med teorien, hele
tiden har stilet sig det spørgsmål, hvordan den kunne formuleres korrekt.
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Svaret kom altså via distributioner. De Rham anvender i sin definition langt
hen af vejen de samme grundlæggende matematiske redskaber som distribu-
tioner gør brug af og lykkedes derfor også med at lave en generalisering af
distributioner. Samtidig er der tale om bedre definition, som gør selve teorien
og brugen af currents bedre end den de Rham først formulerede. De Rham
udgiver, som gennemgået i historie afsnittet, en håndfuld år senere sit ende-
lige værk, hvori den nye definition er anvendt for currents. Currents benyttes
derefter gennemgående i resten af bogen. De Rham må altså have haft en
tro på, at currents var et godt og anvendeligt begreb, som han kunne bruge
til at generalisere sine teorier om homologi/kohomologi. På trods af dette, er
teorien om currents ikke blevet udbredt i samme stil, som resten af de Rhams
teorier. Den mest nærliggende grund er, at de Rhams hovedteorier godt kan
forstås uden brugen af currents og har på dette tidspunkt været formuleret i
en række år. Det kan tænkes at folk på dette tidspunkt havde taget teorierne
om homologi og kohomologi til sig og anvendte dem uden brugen af currents
og derfor ikke har set det store behov for at anvende currents, da de fik deres
endelige formulering.
Ser man på currents som en generaliseringen af distributioner, har teo-
riernes udgangspunkter sandsynligvis været for forskellige til at denne gene-
raliseringen ville få afgørende betydning for udbredelsen currents. Således er
de forskellige spørgsmål, som teorierne har været svar på, meget forskellige.
Distributionsteorien var således primært med ønske om at forstå forskelli-
ge funktions udtryk, hvorimod currents er formuleret, som et et geometrisk
objekt til brug i homologi og kohomologi. Der er altså ikke nogen dybere sam-
menhæng i brugen af de to teorier, på trods af at de i deres definition har
mange fællestræk. Dertil kommer også, at currents kræver en dybere mate-
matisk kendskab bare for at forstå deres formulering, da de gør brug af diffe-
rentialformer. Ser man videre på grunden til, hvorfor de Rham indførte dem,
kræves ydermere en forståelse af begreberne kæder og homologi/kohomologi,
som hver især stiller krav toæ ens viden om matematik. Dette må uden tvivl
have en indvirkning på den brede udvidelse indefor andre felter som ikke
nødvendigvis er så matematisk tunge. Selv om det kan være svært at pege
på den helt præcise grund til at currents ikke har slået igennem, er der man-
ge ting i den historiske udvikling, samt selve indholdet af teorien, som altså
peger på, hvorfor teorien ikke har fået den store succes. Dog er det muligt,
at den kan få det på et tidspunkt. Ligesom for teorien om distributioner er
der i denne rapport heller ikke set nærmere på en senere udvikling af teo-
rien om currents. Det er derfor udvist om teorien som forskningobjekt på
nuværende tidspunkt er interessant, og om den f.eks. kunne udvikles til på et
tidspunkt at få en større betydning, dels inde for det homologi/kohomologi,
som den originalt var udviklet til og dels om den kunne anvendes inde for
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andre områder af matematikken.
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8 Konklusion
I gennemgangen af teoriernes indhold og den historiske udvikling af dem, er
der flere ting der peger på hvorfor distributioner er blevet et kendt begreb
og tilsvarende af current ikke er.
Teorien om distributioner er forholdvis nem at gå til. Den kan således for-
stås af folk uden særlig dyb kendskab i matematik generalt. Dertil kommer,
at den matematisk stringent kunne beskrive δ-distributionen, som bruges af
mange fysikere. Derudover har teorien kunne svare på konkrete matematiske
problemstillinger, som ved generalle løsninger til partielle differentiallignin-
ger, hvilket også har gjort den brugbar for folk med matematik som hove-
dinteresse. I udviklingen af teorien forstås det, at den blev skabt som det
primærer svar til de spørgsmål Schwartz stillede sig selv, og har derfor væ-
ret det primære budskab i han udgivelser. Samtidig var teorien fra starten
af dens skabelse færdig formuleret og har derfor været fuldt anvendelig fra
starten af dens formulering. Således har teorien om distributioner haft mange
ting der peger på, hvorfor den har fået en forholdsvis bred anerkendelse.
For teorien om currents kræves et dybere kendskab til matematik, hvilket
indsnævre den gruppen med folk der ikke direkte arbejder med matematik,
som kunne have en interesse. Teorien har for de Rham kun været et sekun-
dært objekt i hans forskning, som han samtidigt havde svært ved at give en
ordentlig formulering i starten. Disse ting sammenholdt med, at hans pri-
mære teori kan forstås uden kendskab til currents, taler imod at teorien fra
starten ville få en bred anvendelse. De Rhams senere indførelse af currents
med en definition, der lod dem generalisere distributioner, har grundet sin se-
ne indførelse sandsynligvis ikke fået en gennemslagskræft som de kunne have
fået, hvis de fra starten af havde denne formulering, da de Rhams primære te-
orier på dette tidspunkt var formulerede. Dertil kommer at teorien, på trods
af sin generalisering af distributioner, ikke har haft mulighed for at overta-
ge deres plads, da teoriernes anvendelses områder har været for forskellige.
Genkomsten af currents har således ikke haft de nødvendige forudsætninger,
til i anden omgang sikre en bred anvendelse.
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9 Perspektivering
Jeg vil i dette afsnit overveje, hvordan der kan arbejdes videre på dele af de
to teorier i forhold til muligheden for at lave lignende projekter.
Af de to teorier er, den med mest potentiale for at lave et lignende projekt,
de Rhams teori. Dette skyldes primært at Schwartz’ teori om distributioner,
er et emne som er rimeligt gennemarbejdet, i forhold til at se på en historisk
udvikling både før og efter teoriens skabelse. I de Rhams teorier er der til
gengæld nogle oplagte emner som kunne være interessante at belyse. Selve
emnet currents kunne måske være interessant at se på. Det kunne være in-
teressant at se om der, efter de Rhams indførelse af currents, er nogen der
har set på at benytte teorien inden for andre områder, og hvad de har fået
ud af det og om der stadig er nogen der anvender currents i deres forskning.
Emnerne homologi og kohomologi indeholder nogle interessante spørgs-
mål. Man kunne f.eks. se på hvad indflydelsen af dem har betydet for moderne
matematik og hvorfor de i den sammenhæng anses som vigtige. Herunder kan
man se på, hvordan udviklingen af teorierne har været, hvem som arbejde
på det, om det stadigt er et område der forskes i og hvad man håber denne
forskning kan svare på. Ligeledes kunne man måske også se på, hvad anvende-
ligheden af homologi/kohmologi og også currents er inde for andre områder,
som f.eks. fysik. Her kan man se på, om der er nogen steder, hvor teorierne
allerede anvendes, og hvordan.
Et lidt anderledes type projekt, man måske også kunne se på, er anvendel-
sen af videnskabsteoretikerer/matematikhistorikere som f.eks. Moritz Epple.
Herunder kunne man se på om der er andre, der anvendes til at analysere
matematikhistorie på lignende måder og hvordan deres teorier fungere. Det
vil i den sammenhæng være interessant, at se om der er nævneværdig forskel
på deres teorier og hvis der, hvori disse forskelle består og om der er nogen
der fungere bedst i bestemte sammenhæng.
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A Mangfoldigheder og topologi
Her vil begreberne mangfoldigheder og topologi blive defineret. Det er to
begreber som har en stor udbredelse i matematik, men som her blot vil blive
introduceret for at give en ide om, hvad de to begreber betyder.
A.1 mangfoldigheder
En mangfoldighed er basalt set en flade som ikke nødvendigvis er begræn-
set til 3-dimensioner, men også er defineret i Rn. Almindelige flader er alt-
så også mangfoldigheder og f.eks. overfladen på en kugle er et eksempel
en 2-dimensionel mangfoldighed. Definition på en mangfoldighed er givet
som(McCleary, 1994);
A.1.1 Definition mangfoldighed
En n-dimensionel mangfoldighed er en mængde, M, indeholdende en tællelig
samling af injektive funktioner kaldet koordinatkort,A = {xα : Uα →M ;α ∈ A},
således at,
(1) - Ethvert Uα er en åben delmængde af Rn.
(2) -
⋃
α
xα (Uα) = M
(3) - Hvis α og β ∈ A og xα (Uα) ∩ xβ (Uβ) = Vαβ 6= Ø , da er
følgende kompositionen en glat afbildning;
x−1α ◦ xβ : x−1β (Vαβ)→ xα(Vαβ)
(4) - Hvis p og q tilhører M , så findes der et koordinatkort i y : V → M
og z : W →M , således at p ∈ y(V ) og q ∈ z(W ) og y(V )∪ z(W ) = Ø Dette
krav kaldes også for Hausdorff betingelsen. Videre gælder at denne topologi
kræves at være anden tællelig.
For at forstå det fjerde krav fuldt, kræves en definition af topologi. Derfor
vil jeg her give en meget kort introduktion til topologi, for at vise, hvad der
menes.
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A.2 Topologi
Her vil jeg give standard definitionen på en topologi og på en base, som er
nødvendig at kende for at forstå betydningen af en anden tællelig topologi.
Definition på en topologi er givet ved følgende definition (Willard, 1998)
A.2.1 Definition
En topologi på en mængde X er en samling Y af delmængder af X, kaldet
åbne mængder, som opfylder
• Enhver forening af elementer i Y skal tilhører Y
• Enhver endelig skæring af elementer i Y skal tilhører Y
• Den tomme mængde ∅ og mængden X skal tilhører Y
Da kalder man (X, Y ) for et topologisk rum. Givet to topologier Y1 og Y2 på
sammen mængde X, siger vi at Y1 er svagere end Y2, eller Y2 er stærkere end
Y1, hvis Y1 ⊂ Y2.
I det man har en topologi siges den at være anden tællelig hvis den har
en tællelig basis. En basis er givet ved følgende definition(Willard, 1998)
A.2.2 Definition
Hvis (X, Y ) er et topologisk rum , så er en base for Y en samling af mængder
B ⊂ Y , således at
Y =
{⋃
B∈β
B β ⊂ B
}
(153)
Denne definition betyde altså at enhver åben mængde i Y kan skrives
som en forening af elementer af B. For at gøre det mere forståeligt kommer
her et simpelt eksempel på en topologi.
A.2.3 Eksempel
Et simpelt eksempel på en topologi er f.eks. mængden X givet som mængden
af de naturlige tal og samlingen Y = {{∅}, {N}}. Ser vi på de tre axiomer
som skal være opfyldt, har man
• {∅} ∪ {N} = {N} ∈ Y
• fællesmængden mellem mængderne er den tomme mængde, som er i Y .
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• Y består netop den tomme mængde ∅ og X.
De tre krav er altså opfyldt og dermed har vi et(simpelt) eksempel på en
topologi.
En basis, B kunne i det her tilfælde være givet som B = Y , altså indehol-
dene de samme mængder som mængden Y . Denne base er tydeligvis tællelig
og foreningen af elementer i basen kan tydeligvis give samtlige elementer i Y .
Dermed er der tale om en anden tællelig topologi. Dette eksempel, er samti-
digt et eksempel på en topologi som ikke overholder Hausdorff betingelsen,
som var beskrevet i punkt 4 i definitionen på en mangfoldighed. Det er nem-
lig ikke muligt at skille punkter fra hinanden da der kun er en mængde at
vælge punkter fra.
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