We derive theta function representation of algebro-geometric solution of a Coupled Burgers equation which the second nonlinear evolution equation in a hierarchy. We also derive the algebro-geometric characters of the meromorphic function φ and the Baker-Akhiezer vector Ψ.
Introduction
According to inverse spectral theory and algebro-geometric methods, we can construct the explicit theta function representations of quasi-periodic solutions of integrable nonlinear evolution equations(including, soliton solutions as special limiting cases or quasi-periodic behavior of nonlinear phenomenon) [1, 2, 3, 4] , and this approach developed by pioneers such as Novikov, Dubrovin, Mckean, Lax, Cao [5, 6, 7, 8, 9] . How to obtain explicit solutions of the soliton equations, to reveal inherent structure of soliton equations and to describe the characteristic for the integrability of soliton equations, there are also many works had been done [10, 11, 12] .
In this paper, we will focus on a derivation of a coupled system and search for the algebrogeometric solution of the following on the basis of approaches in [3, 13, 14] :
obviously, when u = v, this system is the Burgers equation u t + 4uu x − u xx = 0, so we call the above system(1.1) as the coupled Burgers equation.
The original motivation of this paper was to construct algebro-geometric solution of the coupled Burgers equation based on its obtained Lax pairs. The paper is organized as follows. In Sect. 2, we describe our zero-curvature formalism and derive the coupled Burgers equation. In Sect. 3, we establish a direct relation between the elliptic variables and the potentials. Our principal Sect. 4 is devoted to a detailed derivation of theta function formulas of all algebrogeometric quantities involved.
The hierarchy and Lax pairs of the coupled Burgers equation
In this section, we introduce the Lenard gradient sequence {G j } j=−1,0,1... to derive the hierarchy associated with equations (1.1) by the recursion relation where
j ) and two skew-symmetric operators (∂ = ∂/∂x)
A direct calculation gives from the recursion relation(2.1)that
Consider the spectral problem
and the auxiliary problem:
where
Then the compatibility condition of (2.4) and (2.5) is
, which is equivalent to the hierarchy of nonlinear evolution equations 6) and X j = KG j−1 = JG j . The first two nontrivial equations are
and Assume that (2.4) and (2.5) have two basic solutions ψ = (ψ 1 , ψ 2 ) T and φ = (φ 1 , φ 2 ) T . We define a matrix W by
By (2.4) and (2.5), we can find that
Which implies that ∂ x detW = 0, ∂ tm detW = 0, and (2.10) can be written as
and
(2.12) Select a,b as the form
and suppose the functions G, F, H have the following finite-order polynomials in λ
Substituting (2.13) into (2.11), we have
which is equivalent to
It is easy to see that the equation JG −1 = 0 has the general solution
Where α 0 and β 0 are constants of integration, and we can obtain from (2.1) and (2.14) that
where α 0 , α 1 , . . . , α k+1 and β k+1 are constants of integration. Substituting (2.15) into (2.14). yields the stationary equation 16) this means that expression (2.11) are existent. Without loss of generality, Let α 0 = 1, β 0 = 0, from (2.14) and (2.15), we have
Evolution of elliptic variables
Now we suppose that the functions G, F, H are finite-order polynomials in λ from (2.13)
with
Therefore it is easy to calculate the first few members
We can write F and H as polynomials of λ to define the elliptic coordinates u i and v i
By comparing the coefficients of λ n−1 and λ n−2 , we get
Thus from (3.3) and (3.5), we have
from (3.3) and (3.6), we have
Consider the function det W which is a (2N + 2) th-order polynomial in λ with constant coefficients of the x-flow and t m -flow
Substituting (3.1) into (3.9) and comparing the coefficients of λ 2N +1 and λ 2N yields
together with (3.3) gives
From (3.9), we get that
Noticing (2.11) and (3.4), we obtain
Hence we have the evolution of the elliptic coordinates along the x flows
In a way similar to the above expression , by using (2.12) and (3.4) we arrive at
and from (2.1), (2.2) and (2.5), we have 
Algebro-geometric solutions
In the following, we will give the algebro-geometric solution of the coupled Burgers Equation(1.1). Returning to (3.9), we naturally introduce the hyperelliptic curve K N of arithmetic genus N defined by
The curve K N can be compactified by joining two points at infinity P ∞ ± , P ∞ + = (P ∞ − ) * . Still denoting its projective closure by K N . Here we assume that the zeros λ j (j = 1, . . . , 2N + 2) of R(λ) in (3.9) are mutually distinct, then the hyperelliptic curve K N becomes nonsingular. According to the definition of K N , we can lift the roots
3)
And the branch of y(·) near P ∞ ± is fixed according to
Based on the definition of meromorphic function φ(·, x, t m ) in (4.4), the spectral problem (2.4) and the auxiliary problem (2.5), we can define the Baker-Akhiezer vector Ψ(·, x, x 0 , t m , t m,0 ) on
In the following, we introduce the Riemann surface Γ of the hyperelliptic curve K N and equip Γ with a canonical basis of cycles: a 1 , a 2 , . . . , a N ; b 1 , b 2 , . . . , b N which are independent and have intersection numbers as follows
We will choose the following set as our basis
which are linearly independent homomorphic differentials from each other on Γ, and let
It is possible to show that the matrices A = (A ij ) and B = (B ij ) are N × N invertible period matrices [15, 16] . Now we define the matrices C and τ by C = (
Then the matrix τ can be shown to symmetric (τ ij = τ ji ) and it has a positive-definite imaginary part (Im τ > 0). If we normalizeω j into the new basis ω j
C jlωl , l = 1, 2, . . . , N, then we have
Now we define the Abel-Jacobi coordinates
where λ(P 0 ) is the local coordinate of P 0 . From (3.15) and (4.9), we get
With the help of the following equality
In a similar way, we obtain from (4.9), (4.10), (3.7), (3.15), (3.16), (3.17), (3.18), (3.19), (3.20):
j , j = 1, 2, . . . , N, (4.13)
14)
j , j = 1, 2, . . . , N. ) and τ j = τ δ j , the Jacobian variety of Γ is J = C n /T . On the basis of these results, we obtain the following ρ
where γ (i) j (i = 1, 2) are constants, and
1 , ρ
2 . . . , ρ
2 , . . . , ρ
Now we introduce the Abel map A(P ) :
the Riemann theta function is defined as [3, 15, 16] θ(P, Dû (x,tm) ) = θ(Λ − A(P ) + ρ (1) ),
where Λ = (Λ 1 , . . . , Λ N ) is defined by
In order to derive the algebro-geometric solution of coupled Burgers equation(1.1), now we turn to the asymptotic properties of the meromorphic function φ and Baker-Akhiezer function ψ 1 .
Proof. We first prove φ satisfies the Riccati-type equations
The local coordinates ζ = λ −1 near P ∞ ± , from (4.4), (2.11), we have .18). In the following, we will prove (4.19). From (4.7) and (4.18) exp(
exp(
(4.23) From (4.1) and (3.9), we have
From (3.1) and (3.4), we can derive 
according to the definition of ψ 1 in (4.7), (4.25) and (4.26), we can obtain (4.19). ✷ Next, we shall derive the representation of φ, ψ 1 , ψ 2 , u(x, t m ), v(x, t m ) in term of the Riemann theta function. Let ω (3) P ∞ + ,P∞ − be the normalized differential of the third kind holomorphic on K N \{P ∞ + , P ∞ − } with simples at P ∞ + and P ∞ − and residues 1 and −1 respectively,
here the constants {λ j |λ j ∈ C, j = 1, . . . , N } are uniquely determined by the normalization
and ζ in (4.30) denotes the local coordinate ζ = λ −1 for P near P ∞ ± . Moreover,
P∞ ± ,r , r ln N 0 , be normalized differentials of the second kind with a unique pole at P ∞ ± , and principal part is ζ −2−r dζ near P ∞ ± , satisfying 
for some constants e 0,0 , e m,0 ∈ C.
If D u(x,tm) or D v(x,tm) in (4.5) is assumed to be nonspecial [3] , then according to Riemann's theorem [3, 16] , the definition and asymptotic properties of the meromorphic function φ(P, x, t m ), φ(P, x, t m ) has expressions of the following type (4.36) where N (x, t m ) is independent of P ∈ K N .
(Ω), x ∈ R, t m ∈ R, satisfy the equation (1.1), and assume that λ j , 1 ≤ j ≤ 2N + 2 in (3.9) satisfy λ j ∈ C and λ j = λ k for j = k. Moreover, suppose that D u or equivalently, D v , is nonspecial for (x, t m ) ∈ Ω. Then
37)
0 + e 0,0 )(x − x 0 ) + (
m + e m,0 )(t m − t m,0 )), (4.38)
0 + e 0,0 )(x − x 0 ) + ( 
and v(x, t m ) is of the form 41) and N (x, t m ) is determined by
proof. We start with the proof of the theta function representation (4.38).Without loss of generality, it suffices to treat the special case of (2.15) when α 0 = 2,
for appropriate Ω ⊆ Ω, and define the right-hand side of (4.38) to be ψ 1 . In order to prove ψ = ψ, we investigate the local zeros and poles of ψ 1 . From (3.4), (3.15), (3.16), (3.17), (3.18), (4.4), we have (λ − u j (x, t m ))O(1), as P → u j (x, t m ) = u j (x 0 , t m,0 ) O(1), as P → u j (x, t m ) = u j (x 0 , t m,0 ) (λ − u j (x 0 , t m,0 )) −1 O(1), as P → u j (x 0 , t m,0 ) = u j (x, t m ) (4.46) where P = (λ, t m ) ∈ K N , (x, t m ), (x 0 , t m,0 ) ∈ Ω and O(1) = 0. Hence ψ 1 and ψ 1 have identical zeros and poles on K N \{P ∞ ± }, which are all simple by hypothesis (4.43). It remains to study the behavior of ψ 1 and ψ 1 near P ∞ ± , by (4.19), (4.34), (4.35), (4.38), we can easy find that ψ 1 and ψ 1 share the same singularities and zeros, and the Riemann-Roch-type uniqueness [3] proves that ψ 1 = ψ 1 , hence (4.38) holds subject to (4.43). 
Substituting

