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Abstrakt
Tato diplomová práce se zabývá moºnostmi optimalizace frameworku Hadoop za pomocí
platformy CUDA. Apache Hadoop je frameworku umoºnující analýzu obrovských objem·
dat. Obsahuje distribuovaný souborový systém a implementaci programovacího paradigmatu
mapreduce s jehoº pomocí se poté pí²í uºivatelské aplikace. Platforma CUDA ﬁrmy NVIDIA
umoºnuje vyuºít výkon graﬁcké karty po£íta£e i k jiným ú£el·m neº je generování graﬁckého
výstupu na zobrazovací za°ízení po£íta£e. Má prace obsahuje seznam a experimentální im-
plementaci výpo£t· frameworku Hadoop vhodných k p°esunu z hlavního procesoru po£íta£e
na graﬁckou kartu za ú£elem dosáhutí £asové optimalizace b¥ºících mapreduce aplikací.
Abstract
This thesis is focusing on possibilities of improving the Apache Hadoop framework by out-
sourcing some computation to a graphic card using the NVIDIA CUDA technology. The
Apache Hadoop software library is a framework that allows for the distributed processing
of large data sets across clusters of computers using a simple programming model called
mapreduce. NVIDIA CUDA is a platform which allows one to use a graphic card for a
general computation. This thesis contains description and experimental implementations of
suitable computation inside te Hadoop framework that can beneﬁt from being executed on
a graphic card.
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Kapitola 1
Úvod
Objem dat generovaných dne²ními spole£nostmi dosahuje i °ád· n¥kolika terabyt· za den.
Problému zpracování t¥chto obrovských dat se za£alo °íkat Big data problem. Získávání uºi-
te£ných znalostí z t¥chto objem· se zabývá jedno celé odv¥tví výpo£etní techniky  dolování
znalostí (data mining). Jedním z nástroj· vytvo°ených pro jejich zpracování v rozumném
£ase n¥kolika minut je framework Apache Hadoop vytvá°ený pod zá²titou organizace Apache
Software Foundation. Obsahuje implementaci distribuovaného souborového systému, který
umoº¬uje uloºit velké objemy dat, a implementaci mapreduce paradigmatu, který výrazn¥
zjednodu²uje zpracování t¥chto dat a získání zajímavých a d°íve neznámých informacích p°í-
tomných v datech. Framework Hadoop je aktivn¥ vyvíjen a pouºíván nap°íklad ve ﬁrmách
Yahoo, Facebook, Twitter, AVG a mnoha dal²ích. Hadoop je také velice £asto nasazován
v tzv. cloudových °e²eních. Nap°íklad °e²ení ﬁrmy Yahoo jménem Elastic Mapreduce pop°í-
pad¥ °e²ení ﬁrmy Microsoft jménem Microsoft Azure je zaloºeno práv¥ na platform¥ Hadoop.
Tzv. Moor·v zákon °íkající, ºe po£et tranzistor· na procesorech se kaºdých 18 m¥síc·
zdvojnásobí z·stává nadále v platnosti. D·sledkem je zvy²ování výpo£etní kapacity proce-
sor· tém¥° p°ed o£ima a to jak jiº zvy²ováním taktovací frekvence, tak p°idáváním dal²ích
výpo£etních jader. Ov²em nejvýkonn¥j²í £ástí dne²ních po£íta£· nejsou procesory, ale spe-
cializované graﬁcké £ipy p°ítomné na graﬁcké kart¥. Ty nejsou tak obecné jako hlavní pro-
cesory po£íta£· a nemohou tedy provád¥t zcela libovolné výpo£ty, ov²em díky p°ítomnosti
obrovského po£tu výpo£etních jader dokáºí pro velice dob°e paralelizovatelné úlohy dosáh-
nout podstatn¥ vy²²ího výkonu. Díky technologii CUDA ﬁrmy NVIDIA je moºné tato jádra
pouºít i k jiným výpo£t·m, neº generování graﬁckého výstupu na monitor po£íta£e. Pro-
gramátor má moºnost díky platform¥ CUDA spustit na graﬁcké kart¥ speciáln¥ uzp·sobené
výpo£ty (programy).
Má diplomová práce se zabývá spojením obou zmín¥ných technologií dohromady. Po-
pisuje £ásti ve frameworku Hadoop vhodné k p°esunu na graﬁckou kartu s experimentální
implementaci t¥chto identiﬁkovaných £ástí na platform¥ CUDA. V dal²ích kapitolách se budu
postupn¥ v¥novat popisu obou technologií, druhá kapitola se v¥nuje platform¥ CUDA, t°etí
popisuje framework Hadoop. tvrtá kapitola se zabývá popisem £ástí frameworku Hadoop
vhodných k p°esunu na graﬁckou kartu. Kone£n¥ poslední kapitola obsahuje experimentální
evaluaci mého °e²ení, které ukázalo, ºe za ur£itých podmínek toto spojení má smysl a n¥které
úlohy mohou být výrazn¥ urychleny.
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Kapitola 2
CUDA
Compute Uniﬁed Device Architecture (CUDA) [37] je název platformy ﬁrmy NVIDIA umoº-
nující vyuºívat graﬁcké karty této ﬁrmy i k jiným výpo£t·m, neº generování graﬁckého vý-
stupu na zobrazovací za°ízení. S jejím vyuºitím lze psát programy v zjednodu²ené variant¥
jazyka C (plný název tohoto jazyka je C for CUDA nebo zkrácen¥ CUDA C), který je po
kompilaci spu²t¥n paraleln¥ na n¥kolika výpo£etních jádrech jedné graﬁcké karty. Po£et ja-
der, která jsou programátorovi k dispozici, záleºí na dané graﬁcké kart¥. Platforma CUDA
oﬁciáln¥ podporuje pouze jazyky C a C++, ov²em existují neoﬁciální zapouzd°ující a zp°í-
stup¬ující knihovny i pro velký po£et dal²ích jazyk·  Java, Ruby, Perl, Python a mnoho
dal²ích. Dokonce i v matematickém programu MATLAB existují funkce pro výpo£et náro£-
ných výpo£t· na graﬁcké kart¥. V sou£asné dob¥ jsou podporované t°i opera£ní systémy 
Micorosft Windows, GNU/Linux a Mac OS X. Platforma CUDA umoº¬uje programátorovi
velice dob°e paralelizovatelných úloh vyuºít graﬁckou kartu k n¥kolikanásobnému urychlení
b¥hu jeho programu.
V dal²ích podkapitolách se budu blíºe v¥novat jednotlivým £ástem platformy CUDA,
popí²i její architekturu, základy jazyka CUDA C a blíºe popí²i pouºití knihovny JCUDA
umoºnující pouºívat platformu CUDA z programovacího jazyka Java. Dal²í informace lze
nalézt v [28].
2.1 Historie
První verze frameworku byla vydána v únoru 2007 pro platformy Windows a Linux. Pod-
pora opera£ního systému Mac OS X byla p°idána aº ve verzi 2.0. Protoºe CUDA je pouze
softwarová platforma, tak jejích moºností ²lo okamºit¥ vyuºít na mnoha graﬁckých kartách
v té dob¥ p°ítomných na jiº zakoupených po£íta£ích. Jediným poºadavkem byla instalace
speciálního ovlada£e do opera£ního systému, který umoº¬uje spou²t¥ní jiných operací neº
graﬁckých výpo£t·. Od roku 2007 vycházejí pravideln¥ dal²í verze a sou£asnou stabilní verzí
je verze 4.2. Tato práce vznikla za pouºití verze 4.1, protoºe ta byla v dob¥ psaní této práce
nejaktuáln¥j²í.
2.2 Architektura
Graﬁcká karta je periferní za°ízení po£íta£e p°ipojující se pomocí sb¥rnice ke zbývajícím
komponentám nej£ast¥ji pomocí rychlej²ího severního m·stku základní desky. V sou£asn¥
dob¥ se pouºívá rychlá sb¥rnice Peripheral Component Interconnect Express (PCI-E) [6],
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Obrázek 2.1: Schéma zapojení graﬁcké karty do po£íta£e.
ov²em star²í karty mohou být p°ipojeny i star²ími a tedy i pomalej²ími sb¥rnicemi. Graﬁcká
karta je samostatná výpo£etní jednotka obsahující jak jednotlivá výpo£etní jádra (proce-
sory), tak i pam¥´ pro zpracovávaná data. Zapouzd°ení procesor· i pam¥tí na jedné desce
p°iná²í zna£né vylep²ení výkonu, ov²em za cenu prodraºení komunikace s ostatními prvky
po£íta£e. Nejv¥t²ím nedostatkem je nemoºnost z graﬁcké karty p°ímo p°istupovat do hlavní
pam¥ti po£íta£e. Uºivatel musí nejprve v²echna data pot°ebná k výpo£tu nakopírovat do
pam¥ti graﬁcké karty. Na Obrázku 2.1 je zobrazeno zapojení graﬁcké karty (intern¥ rozd¥-
lené na samostatnou pam¥´ a výpo£etní jádra) na sb¥rnici, ke které jsou dále zapojeny jak
hlavní procesor po£íta£e, tak i hlavní opera£ní pam¥´.
Z pohledu návrhu lze platformu CUDA rozd¥lit na dv¥ £ásti. První £ást pouºívá pouze
vývojá° platformy a obsahuje nástroje pro vývoj, tedy p°eklada£ jazyka CUDA C, prost°edky
pro lad¥ní £i dal²í podobné nástroje. Druhou £ást jiº vyuºívají jak vývojá°i tak i samotní
uºivatelé a skládá se z ovlada£e pro opera£ní systém a uºivatelské knihovny. Tato £ást slouºí
jako prost°edník mezi samotnou aplikací a graﬁckou kartou. Provádí ve²keré operace nutné
ke spu²t¥ní a °ízení výpo£tu na graﬁcké kart¥. Dále se nap°íklad stará o p°esuny dat mezi
hlavní opera£ní pam¥ti po£íta£e a pam¥tí p°ítomnou na graﬁcké kart¥.
Graﬁcké karty obsahují mnoho výpo£etních jader (aritmeticko-logických jednotek, ALU),
které jsou obvykle °ízeny n¥kolika málo °adi£i. Zp·sobem provád¥ní výpo£tu se jedná o ar-
chitekturu SIMD (single instruction multiple data). Porovnání b¥ºného procesoru (CPU) a
procesoru p°ítomného na graﬁcké kart¥ (GPU) je zobrazeno na Obrázku 2.2. Zelená barva
reprezentuje jednotlivé jednotky ALU, ºlutá p°íslu²ný °adi£ a oranºová pam¥´ové jednotky
(a´ jiº pomocné pam¥ti p°ímo na procesorech nebo hlavní pam¥´ po£íta£e). Na obrázku je
patrné navý²ení po£tu ALU na graﬁcké kart¥ ve srovnání s CPU. Ov²em za cenu jednoho
°adi£e pro skupinu ALU a tedy nemoºnosti provád¥t na jednotlivých ALU ve stejné skupin¥
nezávislý program (provád¥t jiný seznam instrukcí).
Obrázek 2.2: Architektonický rozdíl mezi CPU a GPU [34].
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Dále se v textu zam¥°ím na popis £ástí platformy CUDA z pohledu programátora a popí²í
primitiva, která má k dispozici pro psaní program·. V²echny obrázky zobrazené v dále této
kapitole jsem p°evzal z oﬁciální dokumentace programovacího jazyka CUDA C, která je
zdarma dostupná ke staºení na internetu [34].
2.2.1 Algoritmy pro platformu CUDA
Platforma CUDA není vhodná pro zpracovávání libovolných algoritm·, ale hodí se pouze
pro algoritmy, které provád¥jí stejnou instrukci (stejný program) pro velké mnoºství r·zných
dat. Dal²í omezení pro algoritmy p°iná²í vlastní pam¥´ graﬁcké karty. Do ní je pot°eba p°ed
spu²t¥ním výpo£tu zkopírovat v²echna vstupní data a po jeho ukon£ení je nutné zkopírovat
výsledky op¥t zp¥t do hlavní pam¥ti. Provád¥ný algoritmus tedy musí být dostate£n¥ dlouhý,
aby reºie nutná k zahájení jeho výpo£tu nebyla v¥t²í neº zisk z jeho paralelního provedení.
Pro uleh£ení praktického vyuºití platformy CUDA, ﬁrma NVIDIA jiº vytvo°ila imple-
mentace n¥kterých b¥ºn¥ pouºívaných knihoven v jazyce CUDA C a p°ipravila je pro b¥h na
graﬁcké kart¥. Z velmi známých knihoven mohu zmínit CUBLAS [35], který nabízí funkce
knihovny Basic Linear Algebra Subprograms (BLAS [2]). Podle údaj· ﬁrmy NVIDIA do-
sahuje pouºití graﬁcké karty zrychlení výpo£tu 6 aº 17 krát. Dal²ím p°íkladem je knihovna
CUFFT [36] obsahující implementaci algoritm· pro práci s rychlou Fourierovou transfor-
mací.
V praxi se CUDA jiº nap°íklad pouºívá pro zpracování obrazových a zvukových dat.
P°íkladem m·ºe slouºit projekt Ikena [33], který vyhledává v obrazových datech (nej£ast¥ji
záznamech z bezpe£nostních kamer) podez°elé £ásti a ty ukládá separátn¥. Dále se úsp¥²n¥
pouºívá pro výpo£et vizualizace molekulárních dat [1]. Také existuje projekt GPGPU1 (ge-
neral purpose GPU) snaºící se vyuºít graﬁckou kartu ke mnoha r·zným b¥ºným výpo£t·m.
2.2.2 Kernel
Základním primitivem p°ístupným programátorovi platformy je kernel. Jedná se o funkci
napsanou v jazyce CUDA C obsahující vlastní program. Kernel je spu²t¥n na graﬁcké kart¥,
a proto nem·ºe p°istupovat k ºádným prom¥nným, které nebyly explicitn¥ vytvo°eny na gra-
ﬁcké kart¥ stejn¥ jako nem·ºe volat ºádné b¥ºné funkce. Smí volat pouze programátorem
speciáln¥ ozna£ené funkce, které se v dob¥ p°ekladu p°eloºí pro graﬁckou kartu a následn¥
se jejich kód spolu s kódem kernelu na graﬁckou kartu také nakopíruje. Kernel· m·ºe pro-
gramátor vytvo°it libovolný po£et a m·ºe je libovoln¥ volat z hlavního programu pomocí
volaní knihovny CUDA. Samotné provád¥ní kernelu je vykonáváno ve výchozím stavu nezá-
visle na hlavním programu. Hlavní program m·ºe v dob¥ vykonávaní kernelu tedy provád¥t
libovolnou dal²í £innost. Asynchronní spou²t¥ní lze explicitn¥ vypnout.
Samotný kernel je tedy pouze funkce spu²t¥ná na graﬁcké kart¥. Vzhledem k paralel-
nímu charakteru graﬁcké karty, je tato funkce spu²t¥na vícekrát paraleln¥ pro r·zná vstupní
data. Jednotlivé b¥ºící instance kernelu se nazývají vlákna (podobn¥ jako jednotky výpo£tu
v sou£asných opera£ních systémech). Jednotlivá vlákna se sdruºují do blok·, které jsou ná-
sledn¥ spu²t¥na na jádrech graﬁcké karty °ízených stejným °adi£em. Po£et vláken v bloku
je pln¥ v moci programátora a speciﬁkuje se jako parametr p°i volání kernelu. Minimálním
po£tem je jedno vlákno na jeden blok a maximálním je v sou£asné verzi frameworku hod-
nota 1024 vláken na jeden blok. Maximální hodnota je ovlivn¥ná jak verzí frameworku, tak
1http://gpgpu.org/
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i hardwarovými dispozicemi dané graﬁcké karty. Vlákna v rámci jednoho bloku mají spo-
le£nou sdílenou pam¥´ a mohou si tedy mezi sebou vym¥¬ovat data. Dále jazyk CUDA C
obsahuje implementaci bariéry pro synchronizaci vláken v rámci jednoho bloku, díky £emuº
m·ºe programátor v p°ípad¥ pot°eby synchronizovat výpo£et. Na Obrázku 2.3 je zobrazeno
graﬁcké znázorn¥ní spu²t¥ného kernelu, kde jde vid¥t rozd¥lení v²ech vláken do jednotlivých
blok·.
Obrázek 2.3: Rozd¥lení kernelu na bloky vláken a jednotlivá vlákna [34].
2.2.3 Pam¥´
Graﬁcká karta obsahuje svou vlastní pam¥´, která je zcela odd¥lená od pam¥ti po£íta£e. Z £e-
hoº vyplývá n¥kolik d·leºitých vlastností. Programátor pí²ící program pro hlavní procesor
i graﬁckou kartu do jednoho zdrojového kódu musí dávat pozor, zda-li pouºívané ukazatele
obsahují adresu hlavní nebo graﬁcké pam¥ti. P°eklada£ toto ²patné pouºití neodhalí a v p°í-
pad¥ dereference ukazatele pro hlavní pam¥´ v graﬁcké kart¥ (pop°ípad¥ opa£n¥ dereference
ukazatele graﬁcké pam¥ti v hlavním procesoru po£íta£e) dojde k pádu programu. Data mezi
hlavní a graﬁckou pam¥tí musí být explicitn¥ zkopírovaná programátorem za pouºití knihov-
ních volaní platformy CUDA. Samotné kopírování dat je provád¥no podobn¥ jako kernely,
tedy nezávisle na b¥hu hlavního programu a v p°ípad¥ pot°eby musí hlavní program po£kat
neº se v²echna data zkopírují na ur£ené místo p°ed vykonáním dal²ího kroku programu.
Z pohledu graﬁcké karty rozli²ujeme t°i typy pam¥ti  globální, sdílenou a soukromou.
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Globální pam¥tí se ozna£uje hlavní pam¥´ graﬁcké karty a práv¥ sem se kopírují data z hlavní
pam¥ti po£íta£e. Tato pam¥´ je jako jediná nep°ímo k dispozici i hlavnímu programu, který ji
m·ºe pouºít jak pro ú£ely zkopírování vstupních dat pro n¥jaký kernel, tak nap°íklad odtud
také získá výsledky, pop°ípad¥ ji m·ºe pouºít ke zvý²ení kapacity hlavní pam¥ti po£íta£e a
uloºit zde libovolná data. Sdílenou pam¥´ mezi sebou sdílí vlákna provád¥ná v rámci jednoho
bloku. Na rozdíl od globální pam¥ti je optimalizovaná pro nízkou latenci a lze ji p°irovnat
k vyrovnávací pam¥ti L1 p°ítomné u CPU. Synchronizace p°ístup· do této pam¥ti je ov²em
pln¥ v reºii programátora. Dále kaºdé vlákno má svou privátní pam¥´, kam m·ºe ukládat své
mezivýsledky. Ostatní vlákna, a to jak jiº ze stejného bloku nebo z r·zných, do této pam¥ti
nemají p°ístup. Prom¥nné uloºené v privátní pam¥ti lze p°irovnat k lokálním prom¥nným
v jazyce C uloºeným na zásobníku.
2.2.4 P°eklad program·
Programy pro platformu CUDA napsané v jazyce CUDA C jsou p°ekládány do speciálního
assembleru graﬁcké karty, který se ozna£uje Parallel Thread Execution (PTX). Tento as-
sembler ov²em není p°ímo vykonáván graﬁckou kartou, ale je ovlada£em graﬁcké karty p°i
prvním spu²t¥ní nejprve p°ekonvertován do ﬁnální podoby. Finální konverzi se °íká p°eklad
na míst¥ (just in time compilation, JIT) a je velice podobná principu, na kterém voliteln¥
funguje nap°íklad jazyk Java a Virtuální stroj Javy (Java Virtual Machine) [7].
D·vodem pro JIT p°eklad je r·znorodost graﬁckých karet a jejich velice rychlý vývoj.
R·zné graﬁcké karty obsahují r·zný po£et výpo£etních jader, který ur£uje kolik blok· vláken
m·ºe být spu²t¥no paraleln¥. Rozdíl mezi nejniº²ím (graﬁcké karty v notebooku £i netbooku)
a nejvý²ím po£tem jader (drahé herní graﬁcké karty) není triviální, £ímº by absence JIT zp·-
sobila nutnost optimalizovat dodávané programy pro graﬁcké karty notebooku a lep²í karty
by nebyly dostate£n¥ vyuºívány. Proto tedy platforma CUDA provádí ﬁnální kompilaci aº
p°i znalosti konkrétní graﬁcké karty, na které bude kernel spu²t¥n. Optimalizace jsou pro-
vád¥ny dle moºností této karty (po£ty uºivatelsky p°ístupných registr·, velikosti ukazatel·,
zarovnání kódu a prom¥nných, ...). Na obrázku 2.4 je zobrazen stejný program skládající se
z osmi blok·, který je spu²t¥n na dvou r·zných graﬁckých kartách. Na slab²í graﬁcké kart¥
pouze s dv¥ma nezávislými jádry jsou spu²t¥ny pouze dva bloky zárove¬, zatímco na siln¥j²í
graﬁcké kart¥ se £ty°mi jádry jsou spu²t¥ny paraleln¥ £ty°i bloky.
2.3 CUDA C
V této sekci se budu blíºe v¥novat moºnostem jazyka CUDA C. Tento jazyk vychází z jazyka
C dopl¬ujíce n¥kolik málo klí£ových slov £i datových typ· typických pro graﬁcké karty (vek-
tory, matice). Kernel se zapisuje jako funkce uvozená klí£ovým slovem __global__ a musí
vºdy vracet datový typ void. Ve²keré vstupní parametry jakoºto i výsledky výpo£tu musí
být uloºeny v globální pam¥ti graﬁcké karty (ukazatel do této pam¥ti je typicky p°edán
v parametrech funkce). Kernel m·ºe p°ijímat libovolný po£et argument·, libovolných dato-
vých typ·. Ov²em typicky se p°edávají ukazatele na pole (kernel je spu²t¥n paraleln¥, kde
kaºdé vlákno zpracovává £ást vstupních dat). Ukázka velice jednoduchého kernelu po£ítají-
cího sou£et dvou £ísel je zobrazena na Obrázku 2.5. Parametry A a B jsou ukazatele na pole
obsahující vstupní hodnoty. Jejich sou£et poté bude uloºen do pole C. V ukázce lze vid¥t
pouºití speciální prom¥nné threadIdx, kterou vytvá°í CUDA framework automaticky pro
kaºdé vlákno a které obsahuje identiﬁkaci práv¥ b¥ºícího vlákna. Tato prom¥nná je vek-
torová a m·ºe nabývat aº t°í rozm¥r·, coº m·ºe pro programátora zjednodu²it maticové
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Obrázek 2.4: B¥h stejného kernelu na r·zných graﬁckých kartách[34].
__global__ void Add(float* A, float* B, float* C) {
int i = threadIdx.x;
C[i] = A[i] + B[i];
}
Obrázek 2.5: Ukázka kernelu po£ítajícího sou£et dvou £ísel.
operace. V ukázce se ov²em p°edpokládá jednorozm¥rnost úlohy (je pouºit pouze rozm¥r x)
a £íslo vlákna slouºí jako index do vstupních dat.
Funkce se zapisují úpln¥ stejn¥ jako v jazyce C, pouze se p°ed návratový typ musí
uvést klí£ové slovo __device__. Pomocí n¥ho pozná p°eklada£ platformy CUDA, ºe má
danou funkci p°eloºit pro graﬁckou kartu. Podobn¥ jako kernel i oby£ejná funkce m·ºe
mít libovolný po£et argument·, ov²em v²echny musejí být bu¤ p°edané hodnotou nebo se
odkazovaná entita musí nacházet v pam¥ti graﬁcké karty. Funkce m·ºe p°ijmou ukazatel do
v²ech t°í typ· pam¥tí, které jsou na graﬁcké kart¥ k dispozici. Funkce lze volat z libovolného
vlákna (bloku), ov²em nelze je p°ímo zavolat z hlavního programu b¥ºícího na hlavním
procesoru po£íta£e. Funkce bude provedena v kontextu vlákna, ve kterém do²lo k jejímu
zavolání. Ukázka jednoduché funkce po£ítající sou£et dvou £ísel je na Obrázku 2.6.
Dv¥ hlavní roz²í°ení jazyka CUDA C oproti jazyku C jsou bariéry a sdílená pam¥´
(v rámci bloku). Sdílená prom¥nná musí být deklarovaná uvnit° kernelu za pouºití klí£o-
vého slova __shared__ p°ed datovým typem prom¥nné. Sdílet lze unární prom¥nné nebo
i libovolná (i více násobná) pole. Pro zavolání bariéry, tedy ozna£ení místa, ve kterém musí
platit, ºe v²echna vlákna daného bloku dorazila ve svém výpo£tu na toto místo p°ed pokra-
£ováním v dal²ích výpo£tech, se provede pomocí zavolání funkce __syncthreads(). Ukázka
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__device__ float Add(float A, float B) {
return A~+ B;
}
Obrázek 2.6: Ukázka kernelu po£ítajícího sou£et dvou £ísel.
__global__ void ExampleSharedBarried(float *A, float *B, int size) {
// Definice sdílené prom¥nné.
__shared__ float X[size];
// Spu²t¥ní £ásti náro£ného výpo£tu.
X[threadIdx].x = Run(A, B);
// Synchronizace v²ech vláken.
__syncthreads();
// Pokra£ování v~dal²ím výpo£tu.
}
Obrázek 2.7: Ukázka sdílené pam¥ti a bariéry.
pouºití jak sdílení pam¥ti, tak i bariéry je na Obrázku 2.7. P°íklad demonstruje vytvo°ení
sdíleného pole ozna£eného X, do kterého jsou následn¥ vygenerovány hodnoty nezávisle kaº-
dým vláknem pomocí funkce Run. Pomocí bariéry je zaji²t¥no, aby se nejprve dokon£ilo
generování v²ech hodnot p°ed pokra£ováním v dal²ím výpo£tu.
2.4 OpenCL
Platformu CUDA vytvá°í ﬁrma NVIDIA a proto je dostupná pouze na graﬁckých kartách
této ﬁrmy. Pro zaji²t¥ní p°enositelnosti kódu i na graﬁcké karty jiných výrobc· byl vytvo°en
standard OpenCL [27]. P·vodn¥ byl vytvo°en ﬁrmou Apple, ta ho ale v polovin¥ roku
2008 p°evedla na neziskovou organizaci Khronos2, která se dnes stará o jeho dal²í rozvoj.
Firma NVIDIA standard OpenCL pln¥ podporuje a pot°ebné vývojové balí£ky jsou p°ítomny
v CUDA SDK. Uºivatel tedy nainstalováním CUDA SDK získá pot°ebné soubory pro vývoj
jak v proprietárním °e²ení CUDA, tak i pro otev°ený standard OpenCL. Graﬁcké karty ATI
ﬁrmy AMD standard OpenCL taktéº podporují. Ov²em v této práci se jimi jiº dále nebudu
zabývat.
2.5 Projekt JCUDA
Jak jiº bylo °e£eno, platforma CUDA je orientována na programovací jazyky C a C++.
Oﬁciální podpora dal²ích jazyk· chybí. Ov²em pro mnohé dal²í jazyky existují neoﬁciální
zp°ístup¬ovací knihovny. P°íkladem takovéto knihovny je i projekt JCUDA [4] pro jazyk
Java, který se skládá z n¥kolika knihoven. První a nejd·leºit¥j²í je knihovna zp°ístup¬ující
v²echna základních volání knihovny CUDA. Jedná se pouze o relativn¥ jednoduché zapouz-
d°ení vyuºívající rozhraní Java native interface (JNI) jazyka Java pro zp°ístupn¥ní funkcí
knihovny CUDA. Dále projekt obsahuje i zapouzd°ení ostatních knihoven zaloºených na
platform¥ CUDA (JCUBLASS [3], JCUFFT [5]).
2http://www.khronos.org/
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Knihovna JCUDA vytvá°í nad knihovnami platformy CUDA zapouzd°ení, které slouºí
pro zp°ístupn¥ní oﬁciálních funkcí platformy. Auto°i projektu JCUDA se rozhodli vytvo-
°it toto zapouzd°ení co nejmen²í, aby nedocházelo ke zbyte£né reºii p°i pouºívání jejich
knihovny. Ve²keré knihovní funkce platformy CUDA jsou p°ímo zp°ístupn¥né pomocí sta-
tických metod t°ídy jcuda.driver.JCudaDriver. JCUDA nevytvá°í ºádnou dal²í abstrakci,
která by programátorovi usnadnila práci. Beneﬁtem tohoto °e²ení je nízká cena pouºití, pro-
toºe ve²keré metody platformy CUDA jsou volány pouze s jedním mezikrokem v knihovn¥
JCUDA. Samotné provád¥ní kernelu na graﬁcké kart¥ jiº je na knihovn¥ JCUDA nezávislé,
a proto zde nedochází k ºádným £asovým ztrátám oproti volání z nativn¥ podporovaných
jazyk· C a C++.
Framework Hadoop je celý napsán v jazyce Java, a proto se projektu JCUDA budu na
následujících odstavcích v¥novat více.
2.5.1 Instalace projektu JCUDA
Díky netriviálním závislostem není instalace knihovny JCUDA p°ímo£ará, a proto se ji
budu blíºe zabývat. Uºivatel má na výb¥r dva zp·soby instalace  staºení zdrojových kód·
s jejich následných p°ekladem nebo staºení jiº p°edkompilovaných binárních balí£k· pro
jednotlivé platformy. Jak zdrojové kódy, tak i binární soubory lze stáhnout z oﬁciálních
stránek projektu3. Projekt JCUDA odvozuje svou verzi od verze platformy CUDA, proti
které je vytvo°en nebo p°eloºen. Nap°íklad pro CUDA ve verzi 4.1 vy²la JCUDA verze 0.4.1
(podobn¥ pro CUDA verzi 3.0 vy²la JCUDA 0.3.0). Toto zna£ení je velice d·leºité, jelikoº je
vyºadováno pouºití vzájemn¥ odpovídajících si verzí. Nelze tedy nap°íklad pouºít JCUDA
verze 0.3.0 na platform¥ CUDA verze 4.0.
Kaºdá knihovna projektu JCUDA se skládá ze dvou £ástí. První je jar soubor obsa-
hující implementaci t°íd Java zapouzd°ujících volání CUDA (p°íkladem m·ºe být hlavní
knihovna jcuda-0.4.1RC2b.jar dále pouºívaný v této práci). Tento jar musí byt v p°ítomen
v CLASSPATH b¥ºící Java aplikace. Druhou sou£ástí je nativní knihovna platformy, pro kte-
rou je JCUDA zkompilovaná. Nap°íklad pro opera£ní systém linux to bude dynamicky linko-
vaná knihovna s p°íponou .so. P°íkladem jsou soubory libJCudaDriver-linux-x86_64.so
a libJCudaRuntime-linux-x86_64.so pro hlavní knihovnu projektu. Tyto soubory musí
být umíst¥ny v adresá°i, kde Java Virtual Machine vyhledává nativní knihovny. Implicitn¥
se hledaní ve stejném adresá°i jako spu²t¥ná aplikace a ve výchozích adresá°ích daného ope-
ra£ního systému. Ov²em toto implicitní chování m·ºe být potla£eno. Z b¥ºící aplikace lze
seznam procházených adresá°· na£íst ze systémové property java.library.path nap°íklad
pomocí volání System.getProperty("java.library.path").
2.5.2 Pouºití knihovny JCUDA
Projekt JCUDA nevytvá°í nad platformou CUDA ºádnou vy²²í abstrakci. Jedná se pouze
o zapouzd°ení CUDA volání a jejich propagaci do jazyka Java. Nap°íklad pro vytvo°ení
kontextu CUDA aplikace je pot°eba vytvo°it objekt CUcontext, ov²em jeho inicializace
se neprovádí v konstruktoru objektu ani v jiné metod¥ této t°ídy, ale za pouºití statické
metody cuCtxCreate t°ídy jcuda.driver.JCudaDriver. Zmín¥ná t°ída CUcontext dokonce
ani ºádné metody nemá (jako v¥t²ina ostatních t°íd projektu JCUDA).
Platformu CUDA je nutné nejprve inicializovat za pomocí statické metody cuInit()
modulu jcuda.driver.JCudaDriver. Jak jiº bylo nastín¥no v p°edchozím odstavci, ve²keré
3http://www.jcuda.de/downloads/downloads.html
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metody jsou implementovány jako statické v této t°íd¥ a proto ho jiº dále nebudu uvád¥t.
Po inicializaci je pot°eba vytvo°it a zinicializovat dvojici t°íd popisující jednotlivé graﬁcké
karty a kontexty ve kterých se budou provád¥t CUDA aplikace. Program by m¥l vytvo°it
a inicializovat instanci t°ídy CUdevice pro kaºdou graﬁckou kartu, kterou bude dále vyuºívat.
Za jejich pomoci poté musí vytvo°it nejmén¥ jeden kontext provád¥ní (t°ída CUcontext). Na
jedné graﬁcké kart¥ m·ºe být v jednu chvíli libovolný po£et kontext·. Pouºití t¥chto funkcí
je na obrázku 2.8, kde je zobrazena inicializace jedné graﬁcké karty a vytvo°ení jednoho
kontextu na této kart¥.
// Inicializace knihovny, na£tení nativních knihoven
cuInit(0);
// Inicializace první grafické karty
CUdevice device = new CUdevice();
cuDeviceGet(device, 0);
// Vytvo°ení kontextu na první graické kart¥
CUcontext context = new CUcontext();
cuCtxCreate(context, 0, device);
Obrázek 2.8: Inicializace platformy CUDA v projektu JCUDA.
Po inicializaci je pot°eba p°eloºit CUDA aplikaci z PTX assembleru do nativního kódu
graﬁcké karty. K tomu slouºí t°ída CUmodule a inicializa£ní statická metoda cuModuleLoad.
Pomocí t°ídy CUfunction a metody cuModuleGetFunction poté uºivatel vytvá°í odkazy na
jednotlivé p°eloºené kernely. JCUDA vyºaduje na vstupu soubor ve formátu PTX assem-
bleru. P°eklad z jazyka CUDA C do tohoto assembleru jiº uºivatel musí provést sám za
pouºití p°eklada£e nvcc, který je dostupný v CUDA SDK. Obrázek 2.9 zobrazuje na£tení
souboru add.ptx a vytvo°ení odkazu na kernel jménem add.
// Instance pro popis modulu (jednoho souboru)
CUmodule module = new CUmodule();
// Jeho na£tení do pam¥ti a následné p°eloºení do nativního kódu GPU
cuModuleLoad(module, "add.ptx");
// Vytvo°ení instance pro odkaz na kernel
CUfunction addKernel = new CUfunction();
// Inicializace tohoto odkazu na kernel s~jménem "add"
cuModuleGetFunction(addKernel, module, "add");
Obrázek 2.9: JIT kompilace JTX assembleru a vytvo°ení odkazu na kernel.
Pro p°esuny dat mezi hlavní pam¥tí po£íta£e a pam¥tí graﬁcké karty slouºí metody
cuMemcpyHtoD (pro p°esun z hlavní pam¥ti na graﬁckou kartu) a cuMemcpyDtoH (pro p°esun
z graﬁcké karty do hlavní pam¥ti). Na rozdíl od jazyka CUDA C, Java nezná datový typ
ukazatel, a proto je pot°eba pouºít instanci t°ídy CUdeviceptr pro vytvo°ení ukazatele do
pam¥ti graﬁcké karty. Pro samotnou alokaci pam¥ti je poté pot°eba pouºít statickou me-
todu cuMemAlloc. Alokovanou pam¥´ je pot°eba uvolnit pomocí metody cuMemFree. Pro
vytvo°ení ukazatele na prom¥nné v jazyce Java slouºí volání Pointer.to. Ukázka 2.10 de-
monstruje vytvo°ení pole o 1000 prvcích jak na graﬁcké kart¥ (ozna£eného devInB), tak
i v jazyce Java (ozna£eného inB) a p°enesení hodnot z pole inA do pole devInB umíst¥-
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// Vytvo°ení pole na úrovni jazyka Java
float inA[] = new float[1000];
// Vytvo°ení a alokace stejn¥ velkého pole na grafické kart¥
CUdeviceptr devInB = new CUdeviceptr();
cuMemAlloc(devInB, 1000 * Sizeof.FLOAT);
// Zkopírování dat z~Java aplikace na grafickou kartu
cuMemcpyHtoD(devInA, Pointer.to(inA), 1000 * Sizeof.FLOAT);
// Dealokace pam¥ti
cuMemFree(deviceOutput);
Obrázek 2.10: Vytvo°ení dat na GPU a p°esuny dat mezi pam¥tmi.
ného v pam¥ti graﬁcké karty. Ukázka je zakon£ena uvoln¥ním pole devInB pomocí volání
cuMemFree.
Poslední d·leºitou akcí je jiº spu²t¥ní samotného kernelu pomocí volání cuLaunchKernel.
Toto volání obsahuje speciﬁkaci rozm¥r· spu²t¥né CUDA aplikace (po£et vláken a blok· ve
v²ech 3 dostupných rozm¥rech), omezení sdílené pam¥ti pro jednotlivé skupiny vláken a dále
také argumenty pro volaný kernel. Argumenty se op¥t vytvá°ejí pomocí volání Pointer.to
metody. V tomto volání lze libovoln¥ pouºívat jak lokální pole jazyka Java, tak zapouzd°ené
odkazy do graﬁcké pam¥ti graﬁcké karty. Pomocí statické metody cuCtxSynchronize lze
vynutit £ekání v jazyce Java na dokon£ení provád¥ní kernelu. Na obrázku 2.11 je zobrazeno
vytvo°ení dvojice parametr· devInA a devInB ukazující na r·zná místa v graﬁcké pam¥ti
a následné zavolání kernelu addKernel získaného na p°íkladu 2.9.
// Vytvo°ení parametr· pro volání kernelu
Pointer kernelParameters = Pointer.to(
Pointer.to(devInA),
Pointer.to(devInB),
);
// Spu²t¥ní kernelu na grafické kart¥
cuLaunchKernel(addKernel,
512, 1, 1,
1, 1, 1,
0, null,
kernelParameters, null
);
// Po£kaní na dokon£ení b¥ºící CUDA aplikace
cuCtxSynchronize();
Obrázek 2.11: Spu²t¥ní kernelu v projektu JCUDA.
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Kapitola 3
Hadoop
Hadoop [41] je open source framework napsaný v jazyce Java ur£ený pro psaní a následné
spou²t¥ní distribuovaných aplikací na rozsáhlých po£íta£ových clusterech. Framework tvo°í
t°i hlavní komponenty a mnoho vedlej²ích projekt·. Hlavními komponentami jsou hadoop-
common (základní sdílené knihovny), HDFS (distribuovaný systém soubor·) a mapreduce
(£ást odpov¥dná za spou²t¥ní distribuovaných aplikací). Detailn¥j²ím popisem t¥chto kom-
ponent a n¥kterých vybraných projekt· se budu zabývat v této kapitole.
Hadoop byl navrºen pro b¥h na oby£ejném hardware, u kterého je vysoká pravd¥podob-
nost poruchy £i výpadku, a proto je v celém projektu kladen d·raz na distribuovatelnost
a zastupitelnost. Oby£ejným hardwarem zde není my²lený b¥ºný osobní po£íta£ (i kdyº
i ten lze teoreticky vyuºít), ale spí²e b¥ºný levný hardware ur£ený pro datová centra. Ha-
doop nepot°ebuje ke svému b¥hu ºádná drahá °e²ení se sdílenými úloºnými systémy £i jiné
specializované hardwarové prost°edky. P°i návrhu byl kladen d·raz na moºnost výpadku
tém¥° kterékoliv komponenty v libovolnou chvíli. Byly implementovány postupy, aby p°í-
padné výpadky nijak neovlivnily funkcionalitu celého po£íta£ového clusteru pop°ípad¥, aby
byly zcela transparentní pro práv¥ probíhající aplikace.
Má diplomová práce se zabývá £asovou optimalizací £ásti pro distribuované spou²t¥ní
aplikací jejich p°esunem na graﬁckou kartu místo procesoru. V dal²ím textu bude proto
nejv¥t²í d·raz kladen na vysv¥tlení obecných princip· mapreduce p°ístupu v£etn¥ detailního
popisu jeho implementace ve frameworku Hadoop. Jako hlavní zdroj informací mi slouºila
kniha Hadoop: The Complete Guide [41] a samotné zdrojové kódy projektu.
3.1 Historie
Po£átky frameworku Hadoop jsou v projektu Apache Nuts1, který se zabývá open source
implementací pro indexaci a vyhledávání na webu (podobn¥ jako fungují nap°íklad vyhle-
dávací systémy ﬁrmy Google £i Yahoo). P·vodními autory jsou Mike Cafarella a Doug Cut-
ting, kte°í vytvo°ili funk£ní prototyp pro indexaci webu v roce 2002. Po uve°ejn¥ní £lánku
o souborovém systému pouºívaném ve spole£nosti Google (Google File system [38], GFS)
se rozhodli p°epsat £ást zodpov¥dnou za uchování dat po vzoru GFS. V roce 2004 vytvo°ili
první implementaci, kterou pojmenovali NDFS (Nutch Distributed Filesystem). Následn¥
v roce 2004 uve°ejnil Google dal²í £lánek odhalující architekturu pouºívaných systém· 
algoritmus pro distribuované psaní aplikací pojmenovaný mapreduce [30]. Vývojá°i Nuts se
op¥t inspirovali a p°epsali v²echny algoritmy do paradigmatu mapreduce. Díky podobnosti
1http://nutch.apache.org/
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p·vodní implementace a mapreduce paradigmatu to nezabralo ani p°íli² úsilí. Pozd¥ji v roce
2004 byl Doug Cutting najat ﬁrmou Yahoo, kde dostal k dispozici vývojá°e a prost°edky,
se kterými ze zárodku Hadoopu vytvo°il stabilní a otev°ený systém vyvíjený pod zá²titou
organizace Apache Software Foundation (ASF).
V dne²ní dob¥ je Hadoop jedním z hlavním projekt· ASF (tzv. top level projekt). Má
velkou komunitu vývojá°· i uºivatel· a je podporován mnoha velkými ﬁrmami jako nap°íklad
Yahoo, Facebook nebo Twitter. Ty do vývoje projektu poskytují nejen placené vývojá°e, ale
taktéº hardware pro testovaní. Nap°íklad kaºdá nová verze platformy je p°ed zve°ejn¥ním
d·kladn¥ testována ve ﬁrm¥ Yahoo. Její testování je rozd¥leno do n¥kolika fází, kde v té
poslední je Hadoop nasazen v prost°edí s 2000 po£íta£i, na kterých jsou paraleln¥ spou²t¥ny
produk£ní úlohy pro ov¥°ení správnosti výsledk·.
Verzování platformy Hadoopu je v posledních dvou letech nejednozna£né. Aº do verze
0.20 byly nové verze vydávány v r·zných le£ pravidelných vývojových cyklech (na úplném
za£átku £tvrtletn¥, pozd¥ji p·lro£n¥). Verze 0.21.0 byla vydána je²t¥ v plánované dob¥,
ov²em tato v¥tev nikdy nebyla ozna£ena za stabilní. D·vodem k pozastavení bylo rozhodnutí
ﬁrmy Yahoo odstranit údrºbu proprietárních v¥tví projektu a jejich za£len¥ní do p·vodní
open source verze. Soukromé v¥tve obsahovaly vylep²ení stability a ²kálovatelnosti platformy,
stejn¥ jako n¥které bezpe£ností prvky (nap°íklad podporu protokolu Kerberos). Za£len¥ním
t¥chto zm¥n byla vydána verze 0.20.20X, která vychází z verze 0.20 a neobsahuje v²echna
vylep²ení p°ítomná ve verzi 0.21. V pr·b¥hu ledna 2012 byla tato v¥tev p°ejmenována na
verzi 1.0. Jedná se pouze o kosmetické p°ejmenování £ísla verze, k ºádným podstatným
rozdíl·m zde nedo²lo. V sou£asné dob¥ p°edstavuje hlavní vývojovou verzi v¥tev 0.23 (n¥kdy
také ozna£ovanou 2.0), kde do²lo k dosti podstatným zm¥nám a vylep²ením, které budou
blíºe popsány v dal²ích podsekcích. Mimo jiné tato v¥tev sjednocuje zm¥ny z v¥tve 0.20.20X
(1.0) a 0.21.
Samotné jméno Hadoop není akronymem jako v mnoha jiných open source projektech.
Autorem tohoto jména je syn Douga Cuttinga, který jméno vymyslel pro svého nakresleného
ºlutého slona. Tento ºlutý slon se následn¥ stal maskotem platformy Hadoop.
3.2 Komponenty
Framework Hadoop se skládá ze t°í hlavních komponent a mnoha p°idruºených podp·rných
projekt·, které vylep²ují jeho schopnosti, pop°ípad¥ p°idávají novou funkcionalitu. Hlavní
komponenty jsou hadoop-common, HDFS a mapreduce. Hadoop-common je pouze knihovna
se sdílenými kódy pro ostatní projekty, která obsahuje implementaci volání vzdálených pro-
cedur (mechanismus RPC), funkcionalitu pro serializovaní dat a sdílené aplika£ní rozhraní
pro souborový systém (deﬁnici tohoto rozhraní a jeho implementaci pro lokální souborový
systém, implementace pro distribuovaný souborový systém je jiº v projektu hdfs). Jejím
dal²ím obsahem se jiº nebudu zabývat a zam¥°ím se na popis zbývajících dvou komponent
a n¥kterých vybraných projekt·.
3.2.1 Hadoop distributed ﬁle system
Hadoop distributed ﬁle system (zkrácen¥ HDFS) je implementace distribuovaného souboro-
vého systému. HDFS vzniklo jako open source implementace Google FileSystem [38].
Nejedná se o b¥ºný souborový systém jako ext3 £i XFS [19], kterým se p°ímo naformá-
tuje fyzický diskový oddíl a pak se pouºívá obvyklými systémovými voláními. Místo toho se
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HDFS skládá z jednoho procesu jménem meta datový uzel (v anglické literatu°e se vysky-
tuje jako Namenode) a n¥kolika (v praxi desítek aº n¥kolika stovek) datových uzl·. Jedná
se op¥t o normální procesy v opera£ním systému, které ov²em b¥ºí na zcela odli²ných po-
£íta£ích. V²echny tyto procesy spolu komunikují p°es po£íta£ovou sít za pouºití protokol·
Transmission Control Protocol a Internel protocol (TCP/IP). S daty uloºenými na HDFS
se pracuje pomocí volání funkcí knihovny hadoop-common p°ímo a nedochází zde k volání
sluºeb opera£ního systému.
Samotný HDFS oddíl nelze p°ipojit obvyklým zp·sobem do spole£ného stromu p°ipoje-
ným oddíl· jako souborový systém XFS. Z tohoto pravidla existují dv¥ výjimky. Prvním je
projekt hdfs-fuse [11], který umoº¬uje p°ipojit HDFS oddíl jako kterýkoliv jiný za pomoci
implementace souborových systému v uºivatelském prostoru (technologie FUSE [10]). Dru-
hou výjimkou je pom¥rn¥ nový projekt Hoop [22] zp°ístup¬ující volání souborového systému
pomocí HTTP protokolu pop°ípad¥ jeho nov¥j²í revize WebHDFS [15].
3.2.2 Architektura HDFS
Jak jiº bylo napsáno, HDFS se skládá ze dvou komponent - meta datového a datového uzlu.
V jednom souborovém systému musí být práv¥ jeden meta datový uzel a poté libovolný
po£et datových uzl· (teoreticky m·ºe být i nulový, ale pak na souborový systém nelze nic
uloºit).
Návrh HDFS byl do zna£né míry ovlivn¥n jeho ú£elem ve frameworku Hadoop. HDFS je
optimalizované pro velké soubory (kde velkým souborem se rozumí stovky GB aº jednotky
TB) a je velice neefektivní p°i prací s malými soubory. Podobn¥ jako souborové systémy
XFS £i ext2 i HDFS rozd¥luje soubory do blok·. Vzhledem k optimalizaci na velké sou-
bory je výchozí velikost bloku 64 MB (v praxi jsou b¥ºné i velikosti 128 MB a 512 MB
- záleºí na pr·m¥rné velikosti ukládaných soubor·). Jistým omezením z pohledu b¥ºného
uºivatele je absence podpory p°idaní dal²ích dat do jiº existujícího souboru (tedy funkcio-
nalita append). Soubor po vytvo°ení (a zapsaní v²ech dat) lze jiº otev°ít pouze v reºimu
pro £tení. Coº ov²em nezabra¬uje aplikacím vytvo°it nový soubor a zapisovat do n¥j data
postupn¥ celý den. Na tomto principu funguje nap°íklad podp·rný projekt Flume, popsaný
v podsekci 3.3.1.
Zjednodu²ená architektura je p°ehledn¥ zobrazena na Obrázku 3.1 (obrázek byl p°evzat
z online £lánk· ﬁrmy Yahoo [25]), kde jsou vid¥t 4 datové uzly p°ipojené k jednomu meta
datovému uzlu a dále klient p°istupující k dat·m. erchované £áry znázor¬ují operace nad
meta daty (listování adresá°e, vytvá°ení soubor·, alokace blok·), plné £áry reprezentují
p°esuny samotných dat. Architektura bude blíºe popsána v následujících podkapitolách.
3.2.3 Meta datový uzel
Meta datový uzel slouºí jako úloºi²t¥ meta dat v HDFS. Jedná se o oby£ejný uºivatelský
proces poslouchající na n¥kolika TCP portech a obsluhující poºadavky klient·. Obsahuje
seznam v²ech soubor· s jejich charakteristikami (velikost, vlastník, skupina vlastník·, £as
vytvo°ení £i posledního p°ístupu) a seznamem blok·, ze kterých jsou jednotlivé soubory
sloºeny. Ke kaºdému bloku také udrºuje seznam datových uzl·, na kterých lze daný blok
nalézt. V²echny tyto informace jsou udrºované v pam¥ti a pouze zm¥ny jsou ukládány na
disk do logu (obdoba ºurnálu ze souborových systém· XFS a ext3). Po kaºdém startu
je tento log na£ten a v²echny zm¥ny jsou v n¥m spojeny do obrazu celého souborového
systému, který je následn¥ pouºit. Po kaºdém restartu je tedy tento log soubor slou£en do
aktuálního stavu a p°emazán novým prázdným logem. Popisované chování zp·sobuje hned
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Obrázek 3.1: Zjednodu²ená architektura HDFS [25].
dva problémy  za prvé £ím déle je meta datový uzel spu²t¥n, tím déle trvá jeho restart
(slou£ení v²ech zm¥n), a za druhé, velikost tohoto logu m·ºe po £ase zp·sobit problémy.
Jako °e²ení tohoto problém· slouºí proces sekundární datový uzel (v angli£tin¥ Secondary
Namenode), jehoº jméno je zavád¥jící. Jeho úlohou je periodicky na£ítat log zm¥n a slu£ovat
ho do jednoho obrazu souborového systému p°esn¥ tak, jak to d¥lá meta datový uzel p°i
restartu. Neslouºí tedy jako záloha pro p°ípad selhání primárního datového uzlu.
Výpadek meta datového uzlu je obecn¥ problém, protoºe se jedná o jediné místo, kde
ve²kerá komunikace s HDFS za£íná. Navíc ve²keré zm¥ny na souborovém systému zde musí
být zapsány a aktuáln¥ je povolen pouze jeden beºící meta datový uzel v danou chvíli
pro jeden souborový systém (jedná se tedy o tzv. single point of failure). Bohuºel zatím
neexistuje oﬁciální °e²ení problému výpadku meta datového uzlu a proto je v takovém
p°ípad¥ celý souborový systém nedostupný. Neoﬁciáln¥ existuje open source projekt hdfs-
dnn [21], který ukládá metadata jako tabulky v systému HBase (HBase je blíºe popsáno
v podsekci 3.3.5). Jedná se o experimentální projekt jehoº sou£asným ú£elem bylo pouze
dokázat, ºe je to moºné (ov¥°ení konceptu, anglicky tzv. proof-of-concept). Existuje taktéº
ﬁrma MapR [23] nabízející distribuovaný meta datový uzel ve své distribuci MapR (bliº²í
informace o distribucích jsou popsáný v sekci 3.4). Bohuºel je toto °e²ení uzav°ené a nedá
se pouºít na jiných distribucích.
Meta datový uzel slouºí jako brána do HDFS a ve²kerá komunikace za£íná dotazem na
n¥j  a to jak od klient·, tak i od v²ech datových uzl·. Úvod do komunikace mezi meta
datovým a datovým uzlem bude popsán v podsekci 3.2.4 a nyní se jiº budu v¥novat pouze
komunikaci s klienty. Klientem (nebo uºivatelem) rozumím jakoukoliv aplikaci, která chce
jakkoliv p°istupovat k souborovému systému (a´ jiº £tením meta dat nebo zápisem nových
soubor·).
Kaºdý klient za£ne svou komunikaci s meta datovým uzlem pomoci otev°ení TCP/IP
spojení. Samotný komunika£ní protokol pro vým¥nu dat zde nebudu popisovat, spí²e se
zam¥°ím na principy, na kterých HDFS funguje. Ve²kerá funkcionalita je pro uºivatele za-
pouzd°ena v knihovnách a uºivatel tedy tento protokol nemusí explicitn¥ programovat. Kli-
ent m·ºe klást dotazy do meta dat (listovat obsah adresá°·, ptát se na atributy soubor·),
coº jsou operace p°ímo obslouºené meta datovým uzlem, jelikoº obsahuje v²echny pot°ebné
informace v pam¥ti. V p°ípad¥, ºe klient pot°ebuje otev°ít soubor (podporováno je pouze
otev°ení souboru pro £tení), tak je mu zp¥t poslán seznam blok· se seznamem datových uzl·,
kde je p°íslu²ný blok k nalezení. Pro £tení samotných dat ze souboru uº klient komunikuje
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p°ímo s danými datovými uzly. Z toho vyplývají dva d·leºité záv¥ry. Za prvé, kaºdý klient
musí mít p°ístup nejen k meta datovému uzlu, ale také ke v²em datovým uzl·m v Hadoop
clusteru. Nelze tedy umístit celý po£íta£ový cluster do vlastní sít¥ a povolit na sí´ových
prvcích pouze p°ístup na meta datový uzel. Za druhé, samotné datové p°enosy nejdou p°es
meta datový uzel a ten tedy není úzkým hrdlem komunikace.
Velice podobn¥ funguje i vytvá°ení nového souboru. Klient poºádá meta datový uzel
o alokaci nového souboru a blok· pro n¥j. Zp¥t je mu zaslána informace, na které datové
uzly se mají vlastní data uloºit (a taktéº je tato informace zaslána samotným datovým
uzl·m). Vlastní p°enos dat souboru uº op¥t probíhá mezi klientem a datovými uzly p°ímo.
P°ed prvním spu²t¥ním vlastního meta datového procesu je pot°eba HDFS tzv. nafor-
mátovat, coº do jisté míry odpovídá konven£ním souborových systém·m. HDFS v této fázi
vygeneruje unikátní identiﬁkátor slouºící jako vnit°ní jméno souborového systému. Toto
jméno pak slouºí v komunikaci s datovými uzly pro rozli²ení, které z nich obsahují bloky pro
souborový systém obhospoda°ovaný daným meta datovým uzlem a které ne. Meta datový
uzel dále periodicky kontroluje ºivost v²ech datovým uzl· a v p°ípad¥ výpadku kteréhokoliv
z nich °ídí vytvo°ení nových kopií blok·, které zaniklý datový uzel obsahoval. Více k tomuto
procesu je popsáno v podsekci 3.2.5.
3.2.4 Datový uzel
Datový uzel obhospoda°uje jednotlivé bloky HDFS. Jedná se op¥t o uºivatelský proces,
který pomocí protokolu TCP/IP komunikuje jak s meta datovým uzlem, tak poté také
p°ímo s klienty. Obvyklá konﬁgurace Hadoop clusteru pouºívá jeden datový uzel na jeden
fyzický po£íta£. Po£et datových uzl· není p°ímo omezen (snad jen schopností meta datového
uzlu obslouºit spojení ke v²em datovým uzl·m) a v praxi bývá v po£tu od n¥kolika desítek
aº n¥kolika málo tisíc· na jeden Hadoop cluster.
Bloky se ukládají na lokální souborový systém jednotlivých datových uzl· jako oby£ejné
soubory a není pro n¥ tedy t°eba vyhrazovat speciální diskovou oblast. Coº má n¥kolik
výhod. Prvn¥ uºivatel m·ºe vlastní disky naformátovat libovolným souborových systémem
a pouºít místo, které je²t¥ není alokováno pro pot°eby HDFS pro libovolné vlastní ú£ely.
Za druhé díky tomu HDFS netrpí interní fragmentací jako ostatní souborové systémy. Jsou-
li data men²í neº velikost jednoho bloku, tak se na lokálním souborovém systému vytvo°í
pouze men²í soubor a nevyuºité místo bloku m·ºe být op¥t pouºito. Dal²í kladnou vlast-
ností je moºnost dynamický m¥nit velikost bloku za ºivota souborového systému. Samotný
datový uzel navíc m·ºe být nakonﬁgurován, aby ukládal bloky na libovolný po£et lokálních
diskových oddíl·. V tom p°ípad¥ se mezi nimi poté bloky ukládají rovnom¥rn¥, coº pomáhá
sníºit riziko ztráty dat p°i výpadku jednoho fyzického disku (více v pod sekci 3.2.5).
Implementace datového uzlu neobsahuje ºádnou vy²²í logiku. Uzel pouze ukládá bloky
na lokální souborový systém, pop°ípad¥ je posílá na vyºádání klient·m a dále vykonává
instrukce obdrºené od meta datového uzlu (odstra¬ blok, zkopíruj blok z jiného datového
uzlu, ...).
3.2.5 Bloky v HDFS
Jeden blok je chápán jako £ást uloºeného souboru v HDFS a je reprezentován jako soubor
na disku daného datového uzlu, který obsahuje pouze informaci o £íslu tohoto bloku. Neob-
sahuje jiº informaci, ke kterému souboru blok pat°í, pop°ípad¥ kolikátý v po°adí v souboru
je. Ve²keré tyto informace jsou uloºeny pouze na meta datovém uzlu v jeho pam¥ti a poté
jako seznam zm¥n v logu.
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Protoºe je celý Hadoop navrºen pro b¥h na oby£ejném hardware, kde se p°edpokládá
vysoká chybovost, tak je kaºdý blok udrºován v n¥kolika kopiích. Po£et implicitních kopií
jednoho bloku je konﬁgurovatelný v konﬁguraci meta datového uzlu a výchozí hodnota je
3 (tedy kaºdý blok bude uloºen na HDFS 3x). Po£et udrºovaných kopií blok· lze nastavit
na úrovni jednotlivých soubor· a p°enastavit tak výchozí hodnotu - a to ob¥ma sm¥ry (je
moºné sníºení po£tu replik stejn¥ tak jejich zvý²ení). Kde bude která kopie bloku uloºena
ur£uje meta datový uzel, který se °ídí následujícími pravidly. Za prvé jednotlivé kopie nesmí
být na stejném datovém uzlu a to do konce i v p°ípad¥, ºe cluster obsahuje mén¥ dato-
vých uzl· neº je poºadovaný po£et replik. V takovém p°ípad¥ za£ne meta datový uzel hlásit
chyby o nedosaºitelnosti po£tu replik, ale samotný soubor i p°esto nechá uloºit (bude tedy
dostupný, ale bude hlá²en jako podreplikovaný). Za druhé, je-li nakonﬁgurováno umíst¥ní
jednotlivých fyzických po£íta£· do r·zných serverových sk°íní (anglicky rack), tak bloky dis-
tribuuje p°es v²echny sk°ín¥ zcela rovnom¥rn¥. Snaºí se tak sníºit problém nedosaºitelnosti
n¥kterých blok· v p°ípad¥ výpadku celé jedné sk°ín¥.
Meta datový uzel udrºuje nakonﬁgurovaný po£et replik po celou dobu existence soubo-
rového systému. Nap°íklad p°i detekci výpadku jednoho datového uzlu, meta datový uzel
instruuje jiné datové uzly, aby vytvo°ily repliky blok·, které byly p°ítomné na vypadlém
uzlu a tedy, aby se op¥t dosáhlo poºadovaného po£tu replik pro v²echny bloky. Podobn¥
instruuje datové uzly ke smazání blok·, u kterých je p°ítomno více replik neº je pot°eba.
Coº m·ºe vzniknout nedostupností jednoho datového uzlu a jeho znovup°ipojením aº po
znovu vytvo°ení repliky jeho blok·.
Zajímavý je také postup uloºení nových blok·. Jak bylo zmín¥no vý²e v podsekci 3.2.3
jednotlivá data jsou p°ímo ukládána na datové uzly klienty. Meta datový uzel pouze celý
proces °ídí, le£ vlastní data se p°es n¥j nep°ená²í. Protoºe je klient chápán jako proces
fungující vn¥ Hadoop clusteru p°edpokládá se, ºe nemusí mít tak kvalitní sí´ové p°ipojení
jako jednotlivé fyzické stroje uvnit° clusteru. Klient proto nahraje svá data (bloky) pouze
na jeden datový uzel a aº ten se postará o jejich následnou kopii na ostatní datové uzly pro
dosaºení nakonﬁgurovaného po£tu replik. Klientovi je oznámen úsp¥²ný zápis uº v moment¥,
kdy je blok nakopírován a úsp¥²n¥ uloºen na prvním datovém uzlu. Toto chování je moºné
p°irovnat k tzv. write-back zápisu do sí´ových souborových systému. Bohuºel trpí i stejnými
problémy. B¥hem své dvouleté praxe ve ﬁrm¥ AVG jsem °e²il problém, kdy jeden datový
uzel m¥l nap·l vadný disk, kdy z n¥ho ne²lo £íst, ale zápisové operace byly hlá²eny jako
provedené. V p°ípad¥, ºe tento datový uzel byl vybrán jako první uzel, kam nakopírovat
nový blok, byl klient informován o úsp¥²ném uloºení a svá lokální data mazal. Bohuºel na
stran¥ nap·l mrtvého datového uzlu uº je nebylo moºné p°e£íst a zreplikovat na dal²í uzly,
a proto byla data nadobro ztracena. HDFS v sou£asné dob¥ nepodporuje p°ímý zápis blok·
na v²echny datové uzly (tedy obdobu write-through zápisu).
3.2.6 HDFS ve verzi 0.23
Ve verzi 0.23 se chystají dv¥ hlavní novinky pro distribuovaný souborový systém - první
je vylep²ení dostupnosti meta datového uzlu a druhá je moºnost rozd¥lit jmenný prostor
souborového systému do n¥kolika nezávislých uzl·, které p·jde namapovat do jedné stromové
struktury podobn¥ jak je to p°ítomno v linuxovém opera£ním systému. Ob¥ma novinkám
se budu v následujících odstavcích blíºe v¥novat.
Prvním a nejpodstatn¥j²ím vylep²ením meta datového uzlu je umoºn¥ní b¥hu dvou a více
meta datových uzl· pro stejný souborovým systém. V²echny takto spojené meta datové uzly
budou sdílet v²echna metadata a budou nabízet jejich obsah klient·m. Ov²em pouze jeden
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z nich bude podporovat zm¥nu nebo zápis nových metadat. Pro kaºdý uzel navíc pob¥ºí
separátní proces, který bude hlídat ºivost meta datového procesu a v p°ípad¥ výpadku
£i jakéhokoliv jiného problému tuto skute£nost oznámí ostatním. Jeden z £ekajících meta
datových uzl· bude pový²en do aktivního stavu a umoºní i zápis. V²echny procesy se bu-
dou vzájemn¥ synchronizovat pomocí sluºby Apache Zookeeper (tento podp·rný projekt je
popsán v podsekci 3.3.6). Cílem t¥chto zm¥n je odstranit problém nedostupnosti celého sou-
borového systému v p°ípad¥ jakéhokoliv problému na stran¥ jednoho meta datového uzlu.
Podrobn¥j²í informace a p°íklady uºití lze najít v [40].
Druhým podstatným vylep²ením oproti p°edchozím verzím je p°idaní moºnosti rozd¥lit
jeden souborový systém na n¥kolik men²ích, které budou mít nezávislé meta datové uzly
a umoºní tedy rozd¥lení zát¥ºe operací na meta datech na libovolný po£et po£íta£·. Celou
situaci si lze p°edstavit jako p°ipojování disk· v opera£ním systému Linux do jedné stromové
struktury, kde první disk slouºí jako ko°enový oddíl a v²echny dal²í se p°ipojují do jeho ad-
resá°·. Soubory na t¥chto dal²ích discích lze zp°ístupnit díky absolutní cest¥, která obsahuje
jak £ást p°ítomnou na ko°enovém oddíle, tak i na samotném p°ipojeném oddíle. Z d·vodu
odstran¥ní centralizace prost°edk· na meta datovém uzlu se auto°i rozhodli, ºe tabulku
mapovaní (do jakého adresá°e p°ipojit který souborový systém) bude obsahovat kaºdý uzel
a v systému nebude p°ítomna ºádná centrální autorita s touto informací. Tato funk£nost
bude pln¥ spolupracovat s p°edchozím vylep²ením, protoºe do adresá°· ko°enového oddílu
se budou p°ipojovat ne konkretní meta datové uzly, ale celé souborové (pod)systémy. Po-
kud tedy primární meta datový uzel p°ipojeného podsystém· bude mít poruchu, tak na
jeho místo nastoupí druhý náhradní. Mírnou nevýhodou je absence jednoduchého kopíro-
vání mezi jednotlivými souborovými systémy, které není p°ímo podporované. Uºivatel musí
explicitn¥ pouºít p°íkaz distcp slouºící pro kopírovaní dat mezi r·znými Hadoop clustery.
Dal²í informace lze nalézt v [39].
3.2.7 Mapreduce
Sousloví mapreduce se b¥ºn¥ pouºívá pro ozna£ení jak obecného algoritmu pro provád¥ní
aplikací na rozsáhlých clusterech po£íta£·, tak i pro ozna£ení t°etí hlavní £ásti frameworku
Hadoop. Z d·vodu jejich rozli²ení budu dále pouºívat sousloví mapreduce pouze pro obecný
algoritmus. Vºdy explicitn¥ uvedu budu-li popisovat £ást frameworku hadoop. V následují-
cích podsekcích prvn¥ vysv¥tlím obecné principy mapreduce, pak se budu v¥novat detailním
popisem implementace. V dal²ím textu budu dále pouºívat obrázky z webových tutoriál·
ﬁrmy Yahoo [25].
Mapreduce je algoritmus navrºený ﬁrmou Google[30] pro zpracování obrovského objemu
dat. V p°ípad¥ ﬁrmy Google log· z webových server· a stahova£· webových stránek (ang-
lickým termínem crawler). Rozd¥luje celý pr·b¥h výpo£t· do n¥kolika krok·, kde pouze dva
kroky jsou ovlivnitelné uºivatelem. Tyto kroky jsou dodaný ve form¥ dvou funkcí, které pro
stejný vstup musí dát vºdy stejný výstup (tedy z matematického hlediska se opravdu jedná
o funkce). První z funkcí se °íká map a druhé reduce, odtud tedy vznikl název mapreduce.
Dále je²t¥ uºivatel speciﬁkuje vstupní soubory, které se mají zpracovat a výstupní adresá°
kam se uloºí výsledky aplikace.
Název funkcí map a reduce byl inspirován obdobnými funkcemi, které jsou k dispozici ve
funkcionálních jazycích. Map na vysoké úrovní abstrakce slouºí pro zm¥nu kaºdého vstupu
na ur£itý výstup. Na Obrázku 3.2 je schématický znázorn¥no mapování kaºdého vstupu na
jemu odpovídající výstup. Reduce naproti tomu slouºí pro spojení více vstup· do jednoho
spole£ného výstupu. Graﬁcké znázorn¥ní spojení je na Obrázku 3.3.
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Obrázek 3.2: Schéma práce funkce map [25].
Obrázek 3.3: Schéma práce funkce reduce [25].
Princip výpo£tu mapreduce úlohy nejprve vysv¥tlím pouze na vysoké úrovni bez hlub-
²ího popis· detail·, kterým se budu v¥novat aº v následujících odstavcích a podsekcích. Na
za£átku výpo£tu se v²echny vstupní soubory rozd¥lí do blok· o p°ibliºn¥ stejné velikosti (ne-
plést s blokem HDFS i kdyº v Hadoopu jsou £asto ekvivalentní, jak bude vysv¥tleno níºe),
které jsou následn¥ paraleln¥ zpracovány nezávisle na n¥kolika po£íta£ích. Jednotlivé bloky
jsou p°edány uºivatelem speciﬁkované funkci Map. D·raz na matematickou deﬁnici funkce
bez vedlej²ích efekt· je zde z d·vodu, ºe úloha m·ºe být zpracována na shora teoreticky
neomezeném po£tu po£íta£· a jejich vzájemná synchronizace by nebyla triviální. Takto, kdy
funkce Map nem·ºe mít vedlej²í efekty, m·ºe kaºdý stroj pracovat zcela nezávisle bez jakéko-
liv vzájemné synchronizace. Funkce Map ze vstupního bloku vytvo°í libovolný po£et dvojic
(klí£, hodnota). Tyto dvojice jsou následn¥ skopírovány ze v²ech stanic, kde probíhá vý-
po£et (tedy jsou zkopírovány dvojice ze v²ech vstupních blok·) a slou£eny dohromady podle
klí£· do tvaru (klí£, seznam v²ech hodnot). Pro kaºdou slou£enou dvojici je poté zavo-
lána funkce reduce, která vytvo°í kone£nou dvojici (výstupní klí£, výstupní hodnota),
která se jiº uloºí do výstupního souboru. Je deﬁnováno, ºe volání funkce reduce obdrºí
v²echny klí£e, které se ve vstupních souborech objevily.
Na Obrázku 3.4 je uvedena ukázka funkce Map zapsaná v pseudokódu a na Obrázku 3.5
ukázka funkce Reduce. Ob¥ funkce dohromady reprezentují ukázkovou úlohu zapsanou po-
mocí mapreduce paradigmatu, která spo£ítá po£et výskyt· v²ech slov ve vstupních soubo-
rech. Vstupem do map fáze je libovolný seznam slov odd¥lený bílými znaky, který je následn¥
rozd¥len do slov a pro kaºdé slovo je vytvo°ena dvojice, kde klí£ tvo°í samotné slovo a hod-
notu tvo°í jedni£ka reprezentující po£et výskyt· tohoto slova. Reduce fáze p°ijme klí£ se a
seznam hodnot výskyt· daného slova ve v²ech vstupních blocích. Tento seznam je se£ten
dohromady a výstup tvo°í op¥t dvojice, kde klí£ tvo°í dané slovo a hodnota vyjad°uje po£et
jeho výskyt· ve vstupních datech. P°edpokládejme, ºe vstupní soubory budou rozd¥leny do
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dvou blok· s textem ahoj nazdar a cus ahoj. Pro kaºdý blok bude zavolána funkce Map,
která vygeneruje následující dvojice - (ahoj, 1), (nazdar, 1) pro první blok a (cus, 1),
(ahoj, 1) pro druhý. V²echny tyto dvojice jsou spojeny dohromady a vytvo°eny následující
t°i spojené dvojice: (ahoj, [1, 1]),(cus,[1]), (nazdar, [1]). Pro kaºdou tuto spojenou
dvojici je zavolána funkce reduce, která vytvá°í výstupní dvojici jako sou£et v²ech hodnot
a jejím výsledkem budou dvojice (ahoj, 2), (cus, 1) a (nazdar, 1).
map(blok) {
slova[] = blok.rozdel_na_slova
for(slovo in slova) {
vygeneruj vystupni dvojici (slovo, 1)
}
}
Obrázek 3.4: Ukázková funkce Map zapsaná v pseudokódu.
reduce(klic, hodnoty[]) {
sum = 0
for(hodnota in hodnoty) {
sum += hodnota
}
vygeneruj vystupni dvojici (klic, sum)
}
Obrázek 3.5: Ukázková funkce Reduce zapsaná v pseudokódu.
3.2.8 Architektura mapreduce
Po vysv¥tlení obecných princip· mapreduce paradigmatu se budu v následujících odstav-
cích v¥novat prvn¥ popisu zvolené architektury pro toto paradigma ve frameworku hadoop.
Popisu detailní implementace paradigmatu mapreduce ve frameworku se budu v¥novat aº
v podsekci 3.2.9.
Mapreduce £ást frameworku je navrºena podobn¥ jako HDFS a rozli²uje dva typy uºi-
vatelských proces· - prvním je aplika£ní uzel (v anglické literatu°e se jmenuje JobTracker,
nezam¥¬ovat s aplika£ními servery jinak typickými pro jazyk Java) a druhý je úlohový uzel
(v anglické literatu°e ozna£ovaný jako TaskTracker). Op¥t se jedná o oby£ejné uºivatel-
ské procesy b¥ºící na fyzicky odd¥lených strojích komunikující pomocí protokolu TCP/IP.
Aplika£ní uzel lze p°irovnat k meta datovému uzlu a jedná se o jediný vstup pro uºivatele
pro spou²t¥ní a následné ovládání spu²t¥ných aplikací. Podobn¥ taktéº udrºuje informace
o v²ech dal²ích úlohových uzlech p°ítomných v Hadoop clusteru. Teoreticky m·ºe být v jed-
nom clusteru nainstalován libovolný po£et úlohových uzl·. Bohuºel ov²em jeden úlohový
uzel m·ºe být p°ipojen pouze k jednomu aplika£nímu uzlu a tedy instalace více aplika£ních
uzl· v rámci jednoho clusteru nedává moc smysl. Aplika£ní uzel p°ijímá poºadavky na spu²-
t¥ní a ovládání aplikací od koncových uºivatel· a dále °ídí jejich výpo£et na jednotlivých
úlohových uzlech. Sám ºádné dal²í výpo£ty neprovádí. Úlohový uzel naproti tomu provádí
pouze £innosti, které mu zadá aplika£ní uzel, tedy hlavn¥ vykonávání jednotlivých úloh a
kopírováním výstup· na jiné úlohové uzly.
Poºadavek o výpo£et je poslán aplika£nímu uzlu v podob¥ n¥kolika p°eloºených t°íd
napsaných v jazyce Java (zabalených v archivu jar) obsahující implementaci jednotlivých
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povinných £ástí a libovolného po£tu ostatních t°íd pop°ípad¥ knihoven, které jsou k dokon-
£ení výpo£tu zapot°ebí spolu s konﬁgura£ním souborem obsahující seznam dvojic (konﬁgu-
ra£ní direktiva, hodnota). V této konﬁguraci je popsána celá aplikace skládající se p°edn¥
ze seznamu vstupních soubor·, seznamu t°íd implementující pop°ípad¥ upravují speciﬁcké
£ásti provád¥ného výpo£tu a v neposlední °ad¥ také výstupního adresá° pro uloºení výsled-
ných dat. Existuje-li tento adresá°, tak je poºadavek o spu²t¥ní aplikace odmítnut. Jedná
se o ochranu proti p°epsání výstupních dat z jiné aplikace. Uºivatel bu¤ m·ºe zvolit jiný
výstupní adresá° nebo musí nastavený adresá° ru£n¥ vymazat p°ed spu²t¥ním aplikace.
Následn¥ aplika£ní uzel rozd¥lí v²echny vstupní soubory do jednotlivých vstupních blok·
mapreduce. Ve výchozím nastavení bude jednomu bloku mapreduce odpovídat jeden blok
HDFS. D·vod pro toto p°ekrytí bude vysv¥tlen níºe. Pro kaºdý blok je vytvo°ena jedna
map úloha, respektive je vytvo°ena informace o poºadavku na spu²t¥ní jedné map úlohy.
Samotné spou²t¥ní se v tento okamºik je²t¥ neprovádí. Dále se vytvo°í poºadavky na vytvo-
°ení reduce úloh. Jejich po£et je jiº pln¥ nezávislý na po£tu vstupních blok· a jedná se bu¤
o uºivatelem explicitn¥ nastavený po£et nebo výchozí pevnou hodnotu (tedy pro kaºdou
aplikaci stejnou). Z úhlu pohledu aplika£ního uzlu jiº nadále není rozdíl mezi map a reduce
úlohou a jedná se úlohy, které je t°eba spolehliv¥ vykonat. V²echny tyto úlohy se postupn¥
za£nou vykonávat na jednotlivých úlohových uzlech na principu fronty. Kaºdý úlohový uzel
má v konﬁguraci uloºen maximální povolený po£et soub¥ºn¥ beºících map a reduce úloh
(kaºdý typ lze speciﬁkovat zvlá²´). Teoreticky lze tedy vytvo°it uzly spou²t¥jící jenom map,
pop°ípad¥ jenom reduce úlohy. Map i reduce úlohy jsou spu²t¥ny okamºit¥ jak je to moºné.
Principiáln¥ sice musí reduce úloha po£kat neº dob¥hnout v²echny map úlohy, aby mohla
provést svoji £ást výpo£tu, ov²em framework hadoop je spou²tí okamºit¥ a vyuºívá jejich
£ást k p°ípravným pracím jak bude vysv¥tleno dále.
Hadoop framework je navrºen a napsán s p°edpokladem, ºe úlohové uzly budou nain-
stalovány na stejné fyzické uzly jako datové uzly. Z pohledu výkonu se jedná o vzájemn¥ se
dopl¬ující sluºby - datový uzel je náro£ný na diskový prostor p°i£emº úlohový uzel vyuºívá
hlavn¥ procesor a opera£ní pam¥´. Framework se totiº snaºí spustit jednotlivé map úlohy na
t¥ch uzlech, na kterých se fyzický nachází vstupní blok, coº je také d·vod pro£ je implicitn¥
velikost vstupního bloku mapreduce shodná s velikostí HDFS bloku. Jedná se o £asovou op-
timalizaci, protoºe data nemusejí být p°ená²ena p°es po£íta£ovou sí´, ale jsou pouze £tena
a zpracována z lokálních disk·.
Vý²e zmín¥ný popis je zam¥°en na výchozí konﬁguraci a tém¥° jakýkoliv jeho aspekt
je uºivatelem ovlivnitelný v dodané konﬁguraci (detailn¥j²í popis bude vysv¥tlen níºe). Ve
frameworku Hadoop existuje univerzální rozhraní pro p°ístup k distribuovaným souborovým
systém·m, a proto je celá mapreduce £ást nezávislá na HDFS a lze pouºít s jakýmkoliv jiným
distribuovaným souborovým systém (v£etn¥ lokálních disk·). Jedinou podmínkou pro jejich
pouºití je zp°ístupn¥ní API pomocí p°edepsaného rozhraní frameworku. Jako p°íklad mohu
uvést implementaci pro distribuovaný souborový systém Amazan S3 [20], kterým lze na
lokálním clusteru zpracovávat data uloºená v tomto vzdáleném systému p°ímo bez jejich
kopie na lokální HDFS.
3.2.9 Zápis uºivatelských funkcí
V sou£asné dob¥ existují ve frameworku dva zp·soby zápisu uºivatelských map a reduce
funkcí. První je pouºití rozhraní Mapper a Reduce a druhé t°íd Mapper a Reduce, které
jsou uloºeny v jiném modulu frameworku. Rozhraní byla ve frameworku k dispozici d°íve
a dnes se jiº pomalu opou²tí na úkor nového p°ístupu za pouºití t°íd. Zm¥na z rozhraní
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na t°ídy není jediná, zm¥nily se i dal²í podstatné £ásti implementace, které nejsou zp¥tn¥
kompatibilní a proto jsou dnes k dispozici oba p°ístupy zárove¬. Do budoucna se ov²em
doporu£uje psát aplikace pouze za pouºití nov¥j²ího p°ístupu, a proto se v této práci budu
dále zabývat pouze tímto novým aplika£ním rozhraním.
Uºivatel tedy zapisuje map i reduce funkce v podob¥ t°ídy napsané v jazyce Java, které
se p°eloºené nahrávají na aplika£ní uzel p°i spu²t¥ní aplikace. Pro zápis funkce map musí uºi-
vatel vytvo°it svou vlastní t°ídu d¥dící ze t°ídy Mapper a p°edeﬁnovat metodu map. Obdobn¥
pro zápis funkce reduce je pot°eba vytvo°it vlastní t°ídu d¥dící ze t°ídy Reduce a p°edeﬁ-
novat metodu reduce. V rámci implementace lze pouºít jakékoliv vyjad°ovací prost°edky
Javy a není nutné se nijak omezovat. Lze taktéº pouºít v podstat¥ libovolnou knihovnu. Lze
se nap°íklad p°ipojit do rela£ní databáze a získat z ní n¥jaká data, pop°ípad¥ d¥lat libovol-
nou jinou £innost. V obou typech t°íd lze p°edeﬁnovat taktéº metodu setup a cleanup pro
p°idaní spu²t¥ní jakékoliv kódu na za£átku pop°ípad¥ na konci vstupního bloku mapreduce.
Na Obrázku 3.6 a Obrázku 3.7 je k dispozici p°epis p°íkladu z obecné aplikace pro po£ítání
výskytu po£tu slov ve vstupních souborech do frameworku Hadoop (p°íklady byly p°evzaty
z [41]).
I kdyº Hadoop framework umoº¬uje a usnad¬uje spu²t¥ní inicializa£ního a ukon£ovacího
kódu, stále se p°edpokládá, ºe zavolání funkce map £i reduce nemá tzv. vedlej²í ú£inky. Je na
uºivateli samotném o²et°it p°ípady, kdy zavolání funkce map (pop°ípad¥ reduce) má vedlej²í
ú£inky, aby výsledky spu²t¥ní mapreduce aplikace nezávisle na více po£íta£ích s p°edem
nedeﬁnovaným po°adím bylo stejné jako lineární spu²t¥ní na jednom po£íta£i.
Pouºívání externích zdroj· b¥hem výpo£tu m·ºe vést k jejich p°etíºení. Nap°íklad na
clusteru 100 po£íta£ích kdy na kaºdém stroji m·ºe najednou b¥ºet aº 10 map úloh m·ºe
znamenat sou£asných tisíc p°ístup· do jediné databáze. Coº p°esune úzké místo výpo£tu
z frameworku hadoop na tento externí prvek. Pro omezení tohoto problému existuje ve
frameworku moºnost p°iloºit do deﬁnice aplikace libovolný po£et tém¥° libovoln¥ velkých
soubor·, které jsou p°ed spu²t¥ním nakopírovány na v²echny uzly, kde bude probíhat výpo-
£et. P°ístup k nim znamená pouhé £tení z lokálního pevného disku. Dal²í moºností omezení
p°etíºení externích zdroj· je pevné nastavení po£tu reduce úloh v deﬁnici aplikace. Bohuºel
tento p°ístup nelze jednodu²e pouºít pro úlohy map.
public class WorldCountMapper extends
Mapper<LongWritable, Text, Text, LongWritable> {
protected void map(LongWritable key,
Text value, Context context)
throws IOException, InterruptedException {
StringTokenizer st = new StringTokenizer(value.toString());
while (st.hasMoreTokens()) {
context.write(st.nextToken(), new LongWritable(1));
}
}
}
Obrázek 3.6: Ukázková funkce Map zapsaná v jazyce Java.
Implementace ve frameworku Hadoop
Implementace mapreduce p°ístupu ve frameworku Hadoop odpovídá teoretickému základu
popsaném v p°edcházejících odstavcích. Ov²em detaily jsou dále rozpracovány pro dosa-
24
public class WordCountReducer extends
Reducer<Text, LongWritable, Text, LongWritable> {
protected void reduce(Text key,
Iterable<LongWritable> values, Context context)
throws IOException, InterruptedException {
Iterator<LongWritable> it = values.iterator();
long sum = 0;
while(it.hasNext()) {
sum += it.next().getValue();
}
context.write(key, new LongWritable(sum));
}
}
Obrázek 3.7: Ukázková funkce Reduce zapsaná v jazyce Java.
ºení optimálního vyuºití zdroj· a co moºná nejrovnom¥rn¥j²í rozd¥lení aplikace po celém
clusteru.
Jak jiº bylo napsáno, aplika£ní uzel po uji²t¥ní, ºe výstupní adresá° je²t¥ neexistuje, roz-
d¥lí v²echny vstupní soubory do vstupních blok· mapreduce. Toto rozd¥lení provádí t°ída
deﬁnovaná v konﬁguraci aplikace, která vºdy musí implementovat rozhraní InputFormat.
Výchozí implementace se jmenuje TextInputFormat a vytvo°í vstupní bloky mapreduce ve
velikosti odpovídající zhruba velikosti bloku HDFS. Jednotlivé vstupní bloky jsou rozd¥lený
po °ádcích. Nem·ºe tedy nastat situace, aby jeden °ádek byl z £ásti p°ítomen v jednom
vstupním bloku a jeho zbytek ve druhém. Vstupní bloky reprezentují instance t°ídy im-
plementující rozhraní InputSplit. Ve výchozí konﬁguraci tedy pouze kóduje informaci, ze
kterého souboru se mají £íst data s pozicí odkud a pokud. Jeden vstupní blok reprezentuje
jednotku práce, která jiº dále nebude zpracována na aplika£ním uzlu, ale bude zaslána ke
zpracování jednotlivým úlohovým uzl·m.
Na stran¥ úlohových uzl· se pouºije t°ída implementující rozhraní RecordReader, která
dále rozd¥lí vstupní blok (jeden InputSplit) na men²í jednotky, které jiº budou pouºity jako
argumenty p°i volání metody map. Výchozí implementace rozd¥luje vstupní blok po °ádcích
a volá uºivatelem dodanou metodu map t°ídy d¥dící od t°ídy Mapper pro kaºdý jednotlivý
vstupní °ádek. Výstupem je seznam vygenerovaných dvojic (klí£, hodnota), jejichº podoba
závisí zcela na uºivateli (na jeho implementaci metody map).
Následn¥ je pot°eba v²echny dvojice set°ídit podle hodnoty klí£e. Protoºe jeden ur£itý
klí£ m·ºe být vygenerován z jakékoliv vstupního bloku (z jednoho nebo i ze v²ech), není
toto t°íd¥ní triviální a za pouºití obvyklých algoritm· by vyºadovalo zkopírování v²ech
dvojic na jedno centrální místo. Ve frameworku je implementován mírn¥ odli²ný postup.
Jednotlivé klí£e jsou p°ímo distribuovaný na ty uzly, kde budou pot°eba  na nichº b¥ºí
reduce úloha zpracovávající zrovna ten daný klí£ pop°ípad¥ mnoºinu klí£· obsahující i tento
konkrétní. Pro vybrání správného cílového stroje je pouºita t°ída implementující rozhraní
Partitioner (op¥t je konﬁgurovatelná a uºivatel m·ºe dodat svou vlastní implementaci). Ta
pro jakýkoliv klí£ vrátí £íslo reduce úlohy, do které daný klí£ náleºí. Ve výchozí implementaci
se na objektu reprezentující klí£ zavolá metoda hashCode, kterou implementuje kaºdá t°ída
v jazyku Java, a která se následn¥ operací modulo upraví do intervalu <1, po£et reduce
úloh>. Na uºivatelskou implementaci je kladeno pouze jediné omezení  pro jeden a tentýº
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klí£ musí být vºdy navrácena stejná hodnota. V p°ípad¥ poru²ení tohoto pravidla nebude
Hadoop správn¥ sjednocovat klí£e a reduce fáze bude volána pro jeden klí£ více neº jednou.
Dále je vhodné ale nikoliv nezbytné, aby byly klí£e rovnom¥rn¥ distribuovány do v²ech
reduce úloh pro nejvy²²í výkon. Poru²ení tohoto pravidla vede pouze ke sníºení výkonu,
protoºe reduce £ást dané úlohy bude b¥ºet na men²ím po£tu stroj· neº by mohla, ov²em
výsledek výpo£tu jiº nebude zm¥n¥n.
Dvojice (klí£, hodnota), které vzniknout na výstupu fáze map, jsou nakopírovány na po-
£íta£e, kde jsou spu²t¥ny p°íslu²né reduce úlohy (v souladu s principy vysv¥tlenými v p°ed-
chozím odstavci). Jednotlivé reduce úlohy jsou op¥t na sob¥ nezávislé a jejich výpo£et pro-
bíhá bez jakékoliv explicitní synchronizace. Na za£átku kaºdé reduce úlohy jsou v²echny
vstupní dvojice nejprve se°azeny dle hodnoty klí£e. Na porovnaní hodnot klí£e je pouºita
t°ída implementující rozhraní Comparator (op¥t lze nakonﬁgurovat libovolnou t°ídu v konﬁ-
guraci aplikace). Výchozí implementace pouºívá pro porovnání standardní metodu Javy pro
porovnávání objekt·  compareTo. Následn¥ je zavolána reduce metoda pro kaºdý klí£ se se-
znamem v²ech nalezených hodnot. Výsledné dvojice vytvo°ené reduce metodou jsou pomocí
t°ídy implementující rozhraní OutputFormat uloºeny na výstup. Výchozí implementace uloºí
výstup jako soubor na HDFS, p°i£emº kaºdá reduce úloha uloºí práv¥ jeden soubor (po£et
soubor· tedy bude odpovídat po£tu reduce úloh).
Z pohledu frameworku Hadoop je vlastní reduce úloha rozd¥lena do t°í £ástí - v první se
kopírují v²echny dvojice na po£íta£ s odpovídající reduce úlohou, ve druhé se tyto dvojice
se°adí a aº následná t°etí £ást popisuje vlastní provád¥ní reduce metod zadaných uºivatelem.
Z £ehoº plyne n¥kolik d·leºitých záv¥r· - za prvé je-li reduce úloha dokon£ena na mén¥ neº
66 procent, tak vlastní uºivatelem deﬁnovaná £ást je²t¥ nemusela být v·bec spu²t¥na. Za
druhé reduce úlohy mohou (a pokud jsou volné prost°edky tak také jsou) vytvo°eny zárove¬
s map úlohami a jejich výstup je okamºit¥ kopírován a postupn¥ °azen po £ástech, £ímº se
dosahuje £asové optimalizace a d°ív¥j²ího dokon£ení aplikací.
Schéma celého výpo£tu v mapreduce paradigmatu je zobrazeno na Figure 3.8. Obrá-
zek jsem p°evzal ze seriálu o frameworku Hadoop vycházejícího na Yahoo Development
Network [25], který napsali sou£asní vývojá°i frameworku. Je na n¥m zobrazeno pouºití
jednotlivých t°íd a jejich vzájemná komunikace p°i zpracovávání mapreduce úlohy.
3.2.10 Serializace dat
Hadoop framework se snaºí lokalizovat výpo£et na ty fyzické stroje, kde uº jsou vstupní data
k dispozici, aby se vyhnul jejich kopírovaní p°es po£íta£ovou sí´. Ov²em tuto optimalizaci
nelze provést vºdy a navíc i tak je vºdy pot°eba alespo¬ £ást zpracovávaných dat po síti
p°ená²et  p°íkladem m·ºe být kopírování výstupních dvojic z fáze map na fyzické stoje na
nichº b¥ºí p°íslu²né reduce úlohy. Proto jak klí£ tak i hodnotu vyskytující se ve dvojici musí
jít efektivn¥ p°enést p°es po£íta£ovou sí´ na cílový po£íta£. Tuto funkcionalitu zaji²´uje roz-
hraní Writable, které musí implementovat kaºdá t°ída jejichº instance budou pouºity jako
klí£e nebo hodnoty v pr·b¥hu výpo£tu. Rozhraní p°edepisuje pouze nutnost vytvo°it dv¥
metody, readField pro vytvo°ení objektu z posloupnosti byt· a write pro zápis objektu
jako posloupnosti byt·. Standardní moºnosti jazyka Java pro serializaci objekt· zde nejsou
pouºity z d·vodu optimalizace rychlosti a velikosti p°ená²ených dat. Vlastní postup umoº-
¬uje serializovat pouze podstatná data, zatímco implicitní metody jazyka Java °e²í i dal²í
problémy (nap°íklad ekvivalenci objekt·, metadata), které na platform¥ Hadoop °e²eny byt
nemusejí.
Klí£e navíc je²t¥ musí implementovat rozhraní Comparable, aby se daly vzájemn¥ t°ídit
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Obrázek 3.8: Schéma výpo£tu mapreduce úlohy [25].
a °adit pro pot°eby p°esunu klí£· mezi jednotlivými map a p°íslu²nými reduce úlohami.
Jako ur£ité zjednodu²ení nabízí framework rozhraní WritableComparable, které spojuje
ob¥ poºadované rozhraní do spole£ného jediného rozhraní.
Framework obsahuje implementace serializa£ních rozhraní pro v²echny základní datové
typy jazyka Java (IntWritable, LongWritable, FloatWritable), tak i n¥které pokro£ilej²í
t°ídy (nap°íklad t°ída Text umoºnující serializovat t°ídu String). Taktéº nabízí jeden spe-
ciální typ pro popis nepouºívané hodnoty  NullWritable. Jedná se o singleton, který lze
pouºít pro hodnotu ve dvojicích, kde uºivatele zajímá pouze klí£. Její pouºití jako klí£e po-
strádá ve v¥t²in¥ p°ípad· smysl  jedno z mála míst, kde ma smysl pouºít prázdnou hodnotu
jako klí£ je u map a reduce úloh, která nebudou generovat ºádné výstupní dvojice.
3.2.11 Mapreduce vylep²ení ve verzi 0.23
Velké ﬁrmy, které aktivn¥ pouºívají platformu Hadoop (Facebook £i Yahoo) za£ali poci´ovat
výkonnostní problémy aplika£ního uzlu, kdy v²echny úlohy jsou spu²t¥ny a následn¥ °ízeny
z jednoho centrálního místa. Proto se rozhodli kompletn¥ p°ed¥lat architekturu mapreduce
£ásti, která se stane pouhou uºivatelskou knihovnou. Z pohledu uºivatele z·stává celý princip
i b¥h kompletn¥ zachován a v²echny jiº napsané úlohy budou fungovat i na nové verzi.
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Hlavním rozdílem je zánik aplika£ních a úlohových uzl· tak jak jsou p°ítomny dnes
a jejich nahrazení novými typy uzl·. Prvním je manaºer prost°edk· (v anglické literatu°e
ozna£ovaný jako Resource Manager), který podobn¥ jako aplika£ní uzel bude slouºit jako
vstupní brána pro nahrání uºivatelských aplikací. V jednom systému jich ov²em bude moci
být libovolný po£et najednou a v²echny instance se budou vzájemn¥ synchronizovat pomocí
sluºby Apache Zookeeper. Na kaºdém po£íta£i poté pob¥ºí proces zvaný lokální manaºer
(v angli£tin¥ Node manager), který bude hlásit manaºerovi prost°edk· aktuální stav vol-
ných prost°edk· na konkrétním po£íta£i. Mapreduce aplikace bude nahrána podobn¥ jako
v sou£asnosti na jeden z aktivních manaºer· prost°edk·, ov²em nebude z tohoto místa °í-
zena. Místo toho se na serveru s dostate£nými volnými prost°edky spustí obdoba sou£asného
aplika£ního uzlu, která bude mít za úkol °ídit pouze tuto jednu konkrétní úlohu (spustí map
i reduce úlohy, bude kontrolovat které dob¥hly a které bude pot°eba restartovat, ...). ímº
dojde k odstran¥ní centralizovaného prvku, který zp·soboval výkonnostní problémy celého
Hadoop clusteru.
Dal²ím d·vodem pro tuto zm¥nu je snaha vyhnout se pevnému nastavení map a reduce
slot· a místo toho p°ejít na moºnost speciﬁkovat poºadavky na zdroje. Dnes má kaºdý server
nastavený p°esný po£et map a reduce úloh, které na n¥m v jednu chvíli mohou b¥ºet. Ov²em
n¥které úlohy jsou náro£n¥j²í na pam¥´ a jiné na I/O, coº vede na pesimistické nastavení,
kdy kv·li jedné pravidelné pam¥´ov¥ náro£n¥j²í úloze je na celém clusteru nastavený men²í
maximální po£et map úloh, neº by mohl být pro ostatní úlohy. Snahou je tyto pevné nasta-
vení nahradit moºností speciﬁkovat kolik prost°edk· daná map nebo reduce úloha p°esn¥
pot°ebuje a spustit ji na serveru s dostate£nými volnými zdroji.
Posledním d·sledkem umíst¥ní mapreduce do uºivatelské knihovny je velice snadná pod-
pora pro více verzí, protoºe kaºdá verze bude obsahovat vlastní implementaci obdoby apli-
ka£ního uzlu. Na jednom clusteru bude moci soub¥ºn¥ b¥ºet libovolný po£et vzájemn¥ ne-
kompatibilních verzí. Navíc m·ºe kdokoliv napsat obdobu aplika£ní uzlu pro libovolné jiné
paradigma a umoºnit tím spu²t¥ní jiných typ· neº pouze mapreduce úloh (nap°íklad se
uvaºuje o podpo°e knihovny MPI). Dal²í detaily lze najít v [32].
3.2.12 Dopl¬ující informace k frameworku Hadoop
Hadoop framework byl navrºen a napsán s p°edpokladem, ºe pob¥ºí na oby£ejných stro-
jích, u kterých je vysoká pravd¥podobnost výpadku jakékoliv jejich £ásti. Proto p°i b¥hu
mapreduce aplikace aplika£ní uzel sleduje stav v²ech provád¥ných úloh a v p°ípad¥ detekce
jakýkoliv problému je daná úloha spu²t¥na znovu na jiném fyzickém po£íta£i. Toto chování
se d¥je automaticky a uºivatel není nucen kontrolovat zda-li prob¥hla v po°ádku kaºdá díl£í
úloha. Dokonce ve výchozí konﬁguraci provádí tzv. spekulativní provád¥ní úloh. B¥ºí-li n¥-
jaká map nebo reduce úloha déle neº je pr·m¥r ostatních úloh téhoº typu, Hadoop spustí
tutéº úlohu i na dal²ím fyzickém po£íta£i. P°edpokládá totiº, ºe p·vodní úloha m·ºe skon£it
neúsp¥chem a to a´ jiº z d·vodu poruchy hardware £i problému na stran¥ software. Výsledek
první dokon£ené úlohy je poté dále zpracováván a pomalej²í úloha je okamºit¥ ukon£ena.
Tuto vlastnost lze vypnout v konﬁguraci kaºdé aplikace a je pot°eba s ní po£ítat v p°ípad¥
úloh s vedlej²ími efekty. Nap°íklad reduce úloha ukládající výstup do databáze musí b¥ºet
bu¤ s vypnutým spekulativním spu²t¥ním úloh nebo musí být moºnost spu²t¥ní n¥kterých
SQL dotaz· potencionáln¥ vícekrát °e²ena na úrovni jazyka SQL. Pro databázi MySQL
lze vyuºít klauzuli INSERT IGNORE2 nebo v p°ípad¥ vhodných unikátních klí£· lze pouºít
2http://dev.mysql.com/doc/refman/5.5/en/insert.html
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klauzuli ON DUPLICATE KEY UPDATE3.
N¥které map výpo£ty dokáºí vygenerovat z jednoho vstupního bloku mnoho r·zných
výstupních dvojic  p°íkladem m·ºe být uvedený p°íklad pro po£ítání po£et slov ve vstup-
ních souborech. V²echny tyto výstupní dvojice musí poté být p°eneseny p°es po£íta£ovou
sí´ na po£íta£e hostující p°íslu²né reduce úlohy, kde jsou se°azeny a aº poté je na nich zavo-
lána uºivatelem speciﬁkovaná reduce metoda. Coº muºe znamenat p°enesení úzkého místa
výpo£tu z procesoru na po£íta£ovou sí´. Ve frameworku existuje moºnost tento problém
£áste£n¥ vy°e²it za pouºití t°ídy Combiner (respektive t°ídy d¥dící od ní). Jedná se v pod-
stat¥ o reduce úlohu b¥ºící na stejném fyzickém po£íta£i jako map úlohy a která zpracovává
data okamºit¥ po jejich vygenerování. Nejedná se o náhradu reduce úloh, takºe výsledné
dvojice jsou dále zkopírovány p°es po£íta£ovou sí´, se°azeny a znovu zpracovány primární
reduce úlohou. Úkolem této malé reduce úlohy je pouze zmen²it velikost dat p°ená²ených
p°es po£íta£ovou sí´ jejich £áste£ným p°edzpracováním. Je d·leºité zd·raznit, ºe Combiner
nemá k dispozici v²echny hodnoty daného klí£e, má k dispozici pouze omezenou mnoºinu
hodnot vygenerovaných z £ásti jednoho vstupního bloku. Framework nijak negarantuje pro
jak velké objemy dat bude Combiner volán, dokonce jeho spu²t¥ní není ani garantováno.
Z tohoto d·vodu je pot°eba, aby Combiner a p°íslu²ná reduce úloha jevily vlastnosti komu-
tativity a distributivnosti. V opa£ném p°ípad¥ totiº m·ºe být výstup nedeterministický.
Mimo hlavního výstupu výpo£tu typicky uloºeného na HDFS sbírá je²t¥ framework
v pr·b¥hu b¥hu aplikace statistické informace. P°íkladem je po£et vytvo°ených výstupních
dvojic rozd¥lený podle jednotlivých fází (map nebo reduce) £i po£et unikátních nalezených
klí£·. Dále po£et byt· p°e£tených, vygenerovaných a se°azených na v²ech d·leºitých £ástech
aplikace. Uºivatel si m·ºe deﬁnovat své vlastní statistické informace a ty inkrementovat dle
libosti v jeho t°ídách. Framework se postará o jejich bezpe£né spo£ítaní a vypropagování na
aplika£ní uzel.
Samotný framework nativn¥ podporuje pouze úlohy napsané v jazyce Java. Ov²em ob-
sahuje dal²í dv¥ techniky pro podporování dal²ích jazyk·. První z nich se jmenuje Hadoop
Pipes, která podporuje jazyky C a C++. Hadoop obsahuje implementaci knihovny, pomocí
které se vytvo°í map a reduce t°ídy podobným zp·sobem jako v Jav¥. Zkompilovaná aplikace
se poté nahraje na HDFS souborový systém a v konﬁgura£ním objektu aplikace se k n¥mu
uvede cesta. Framework na kaºdém uzlu, kde pob¥ºí tuto aplikaci stáhne a spustí. Výsledný
proces vytvo°í lokální socket, na kterém poslouchá p°íkazy z °ídícího úlohového uzlu. P°edn¥
provádí jednotlivé map a reduce funkce. Rozdíl· oproti nativnímu API je n¥kolik. Prvním
d·leºitým rozdílem je p°edávání dat ke zpracování, Hadoop Pipes pracují pouze z °et¥zci
a uºivatel musí ru£n¥ p°evád¥t data do jiných struktur. Druhá technika pro podporují jiných
jazyk· se nazývá Hadoop streaming a podporuje jakýkoliv jazyk spustitelný na opera£ním
systému, kde je Hadoop provozován (typicky opera£ní systém Linux). Jedná se o jar soubor
(Java archív), který vlastn¥ obsahuje obvyklou Hadoop aplikaci. Ta ov²em sama o sob¥ nic
ned¥lá a její implementace map i reduce fáze spo£ívá ve spu²t¥ní externích proces· a p°e-
dání v²ech dat na standardní vstup t¥chto proces·. Výstup t¥chto proces· je zp¥tn¥ na£ten
a p°edán frameworku dále na zpracování. Tímto zp·sobem lze spustit libovolné binární sou-
bory (nap°íklad p°eloºené programy jazyka C, C++) ov²em nej£ast¥ji se pouºívá ve spojení
se skriptovacími jazyky (Ruby, Perl, Python). Protoºe samotné externí procesy mohou být
spu²t¥ny na jakémkoliv serveru uvnit° clusteru, tak v²echny pouºité p°íkazy £i jiné zdroje
musí být k dispozici na kaºdém serveru. Pro usnadn¥ní zát¥ºe s distribucí skript· na v²echny
po£íta£e umoº¬uje streaming aplikace explicitn¥ p°iloºit libovolný po£et soubor·, které bu-
3http://dev.mysql.com/doc/refman/5.5/en/insert-on-duplicate.html
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dou automaticky zkopírovány na v²echny po£íta£e, kde bude následn¥ aplikace spu²t¥na,
a které budou vymazány po jejím ukon£ení.
Pouºití mapreduce frameworku není limitováno pouze na úlohy pln¥ vyuºívající pa-
radigma mapreduce. Nap°íklad p°i vypnutí reduce úloh (nastavením jejich po£tu na 0)
a dodaní vlastní implementace t°ídy InputFormat, lze vytvo°it libovolnou distribuovanou
aplikaci, jejíchº jednotlivé £ásti navíc budou automaticky restartovány v p°ípad¥ jakých-
koliv problém·. Této moºnosti vyuºívá p°ímo i samotný framework pro funkci vzdáleného
kopírování soubor· mezi r·znými Hadoop clustery (tzv. distcp). Tato úloha na za£átku
vytvo°í seznam soubor·, které je nutné zkopírovat a na jejich základ¥ vytvo°í InputSplit.
V map úlohách jsou poté tyto soubory distribuovan¥ kopírovány mezi r·znými Hadoop clus-
tery. Dal²ím p°íkladem vyuºití m·ºe být má aplikace pro kompresi v²ech soubor· v daném
adresá°i HDFS, která v rámci implementace InputFormat t°ídy vytvo°í seznam v²ech sou-
bor·, které je²t¥ nejsou komprimovány a poté je v map fázi za£ne komprimovat (prvn¥ na
lokální disk a aº po dokon£ení komprima£ního procesu celého souboru ho nahradí s jeho
nezkomprimovanou obdobou na HDFS).
3.3 Podp·rné projekty
Framework Hadoop je sám o sob¥ tvo°en pouze t°emi £ástmi popsanými vý²e, které k zá-
kladní práci pln¥ dosta£ují. Lze pomoci nich vytvo°it distribuovaný souborový systém nebo
je lze vyuºít k napsání a následnému spu²t¥ní distribuovaných aplikací. Ov²em plno dal²ích
£inností s provozem a údrºbou si jiº uºivatelé musejí d¥lat sami. Proto vzniklo mnoho nezá-
vislých projekt·, které pomáhají vylep²ovat framework Hadoop p°idáním dal²ích vlastností,
které zlep²ují pouºitelnost platformy Hadoop hlavn¥ ve ﬁremním prost°edí. Pro úplnost se
zde zmíním o n¥kolika zajímavých podp·rných projektech. V²echny zde zmín¥né projekty
jsou vyvíjeny pod zá²titou nadace Apache Software Foundation stejn¥ jako framework sa-
motný.
3.3.1 Flume
Hadoop je uzp·soben na dávkové zpracování dat o velikostech v °ádech n¥kolika tera byt·,
ov²em jak dostat samotná data na distribuovaných souborový systém jiº ne°e²í. Jeden z pro-
jekt· °e²ící adresaci problému sbírání dat a jejich následné uloºení na HDFS se jmenuje
Flume [9]. P·vodn¥ se jednalo o projekt ﬁrmy Cloudera, který byl následn¥ p°edán nadaci
Apache pro zast°e²ení dal²ího vývoje. V sou£asné dob¥ existují dv¥ verze projektu Flume.
Sou£asn¥ pouºívaná stará stabilní v¥tev a nová experimentální v¥tev, ve které do²lo k pod-
statnému p°epsání celého projektu a velkým zm¥nám v návrhu. Stará verze obsahuje dva
typy proces· - prvnímu se °íká agent a druhému sb¥ra£ (anglicky Collector). Agent je
spu²t¥n na kaºdém po£íta£i kde dochází ke generaci dat. Nap°íklad na webovém serveru,
kde se informace o obslouºených spojeních ukládají do log souboru. Tento log soubor je
pravideln¥ skenován agentem pro nové zprávy (°ádky) a ty jsou následn¥ poslány pro dal²í
zpracování na sb¥ra£ské uzly. Jeden agent m·ºe obsluhovat více zdroj· na po£íta£i, kde b¥ºí
a ty m·ºe posílat na r·zné sb¥ra£e. Na druhé stran¥ sb¥ra£ p°ijímá zprávy z více agent· a ty
následn¥ ukládá na distribuovaný souborový systém. Celý systém je pln¥ modulární, takºe
lze velice jednodu²e nap°íklad docílit ukládání dat do rela£ní databáze místo HDFS. Díky
shora neomezenému po£tu agent· a sb¥ra£· je navíc systém pln¥ horizontáln¥ roz²i°itelný.
Jako p°íklad dal²ích projekt· snaºících se adresovat stejný problém jako Flume mohu
uvést projekt Scribe. Ten byl vytvo°en ﬁrmou Facebook a následn¥ byl jeho zdrojový kód
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zve°ejn¥n pod open source licencí. Bohuºel jeho vývoj je stále pln¥ v rukou Facebooku, který
pouze pouºívá otev°ené repositá°e na sluºb¥ Github. Samotný systém je naspán v jazyce C
a je vysoce optimalizován na pot°eby ﬁrmy Facebook. Nena²el zmínku o jiné ﬁrm¥, která
by tento projekt provozovala nebo p°ispívala k jeho dal²ímu vývoji.
3.3.2 Ooize
Oozie [13] je v zásad¥ plánova£ velice optimalizovaný pro pot°eby spou²t¥ní aplikací na
platform¥ Hadoop. Má velice bohaté spektrum moºností. P·vodn¥ projekt vznikl ve ﬁrm¥
Yahoo, která poté p°esunula vývoj na nadaci ASF. Ooize lze na vysoké úrovni p°irovnat
nap°íklad k plánova£i cron dostupném v b¥ºných linuxových distribucích. Ov²em na rozdíl
od n¥ho je pln¥ p°izp·soben pot°ebám platformy Hadoop a nabízí bohat²í mnoºinu funkcí.
Z administrátorského hlediska se pouze jedná o b¥ºící proces, kterému uºivatelé posílají
poºadavky na obslouºení jednotlivých aplikací pop°ípad¥ jejich periodického spou²t¥ní.
Z uºivatelského hlediska se Oozie dá rozd¥lit na dv¥ r·zné £ásti. Ob¥ se konﬁgurují po-
mocí XML souboru. První £ást slouºí pro popis jedné sloºit¥j²í aplikace, sestávající z libovol-
ného po£tu mapreduce pod aplikací. Mimo nich navíc obsahuje moºnosti pro v¥tvení, spou²-
t¥ní n¥kolika úloh paraleln¥ £i vykonávání jiných £inností neº mapreduce aplikací (v rámci
této £ásti lze pustit libovolná t°ída Javy implementující ve°ejnou a statickou metodu main).
Druhá £ást slouºí pro periodické spu²t¥ní úloh. Lze nastavit jak p°esné £asy, kdy se jed-
notlivé Oozie úlohy mají spou²t¥t, tak nap°íklad i podmínky, za jakých se mohou spustit.
Nap°íklad díky dávkovému zam¥°ení platformy, nelze jednodu²e °íci p°esný £as, kdy se daná
úloha m·ºe spustit. Ov²em Oozie lze velice jednodu²e nastavit, aby spustil danou úlohu aº
v moment¥, kdy na souborovém systému bude p°ítomný ur£itý adresá° s daty.
3.3.3 Hive
Firma Facebook generuje obrovské mnoºství dat, která ukládají na jejich Hadoop clustery
(logy z webových server· obsahující uºivatelské akce). Tyto data pot°ebovali zp°ístupnit
lidem zabývajících se jejich analýzou a získáváním d·leºitých informací. Psaní mapreduce
aplikací je ov²em netriviální a vyºaduje znalost programovacího jazyka Java, proto Face-
book vytvo°il nástroj Hive [12]. Jedná se implementaci rela£ní databáze nad mapreduce,
která ukládá data jako soubory na HDFS a metadata o jednotlivých tabulkách do lokální
rela£ní databáze. Uºivateli poskytuje jazyk HSQL, který je podmnoºinou SQL, pro práci
s t¥mito daty. Stejn¥ jako rela£ní databáze i Hive ukládá data do tabulek a databází, které
jsou poté reprezentovány jako adresá°e na HDFS. Uºivatelské dotazy zapsány v HSQL jsou
konvertovány do série mapreduce úloh, které se poté spou²t¥jí distribuovan¥ na Hadoop
clusteru.
Obrovskou výhodou je distribuovaný výpo£et, který uºivatel získá prakticky zadarmo.
Dal²í výhodou je moºnost okamºitých operací nad uloºenými daty kýmkoliv znalým jazyka
SQL. Na druhou stranu velkou nevýhodou je dávková orientace zpracování, která i u dotaz·
pracujících s malou mnoºinou dat zp·sobuje aº sekundové zpozd¥ní mezi zadáním dotazu a
získáním jeho odpov¥di.
3.3.4 Sqoop
Dal²ím £astým zdrojem dat, které je pot°eba n¥jakým zp·sobem dostat na distribuovaný
souborový systém jsou data uloºená v tabulkách v rela£ních databázích. Projekt Sqoop [14]
umoº¬uje tento p°esun z v¥t²í £ásti automatizovat a umoº¬uje tedy bezproblémový p°esun
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dat z t¥chto zdroj· na HDFS nebo p°ímo jako tabulku do Hive. Navíc umoº¬uje i opa£ný
proces, nahrání dat z HDFS do libovolné rela£ní databáze. Uvnit° ve výchozí konﬁguraci
pouºívá Sqoop rozhraní JDBC, abstrakci pro rela£ní databáze uzp·sobenou jazyku Java.
Sqoop tedy podporuje libovolnou databázi implementující JDBC rozhraní, coº dnes mají
v²echny hlavní databázové platformy (Oracle, MySQL, Microsft SQL Server). Navíc pro
n¥které databázové systémy existují i speciální postupy, které data p°esouvají optimáln¥j²ím
postupem a ²et°í tak zát¥º na databázových serverech. P°íkladem optimalizované postupu
je nap°íklad pouºití utility mysqldump v p°ípad¥ databáze MySQL.
3.3.5 HBase
HBase [31] je databázový systém postavený nad HDFS. Podobn¥ jako HDFS nebo ma-
preduce i HBase je zaloºena na základech £lánku publikovaného spole£ností Google [29].
Na rozdíl od dnes b¥ºných rela£ních databázích nenabízí rozhraní s jazykem SQL a místo
n¥ho nabízí vlastní aplika£ní rozhraní, které je p°ístupné z jazyka Java. Existují porty i do
ostatních jazyk· pomocí rozhraní thrift.
Architektonicky se skládá ze dvou £astí - jednoho hlavního uzlu a n¥kolika regionálních
uzl·. Hlavní uzel je primární kontaktní místo pro v²echny klienty, který taktéº udrºuje
informace o v²ech aktivních regionálních uzlech. V jednom systému m·ºe být libovolný
po£et hlavních uzl·, ov²em jen jeden m·ºe být aktivní v jednu chvíli. Dal²í hlavní uzly poté
£ekají dokud aktivní hlavní uzel nebude vypnut nebo nedojde-li u n¥j k n¥jakému problému.
Regionální uzly obhospoda°ují vºdy £ást databáze a provád¥jí uºivatelské dotazy. Jednotka
£ásti databáze se nazývá region a jeden regionální uzel m·ºe obhospoda°ovat libovolný po£et
region·. Regiony nejsou ﬁxn¥ vázané na n¥jaký regionální uzel a hlavní uzel je m·ºe dle
libosti p°esouvat z jednoho na druhý pro dosáhnutí rovnom¥rného rozloºení zát¥ºe pop°ípad¥
pro p°ípad výpadku jednoho regionálního uzlu. V²echna data jsou uloºena na HDFS, které
zabezpe£uje jejich replikaci a dostupnost.
Podobn¥ jako v rela£ních databázích i v HBase se vytvá°ejí databáze a tabulky pro logické
rozd¥lení dat. HBase tabulka je vºdy se°azena podle klí£e °ádku, coº si lze p°edstavit jako
primární klí£ rela£ní tabulky a v²echny operace probíhají na základ¥ tohoto klí£e. Hbase
v sou£asné dob¥ nepodporuje dal²í indexy (a£koliv je pravd¥podobné, ºe p°í²tí verze budou
obsahovat toto roz²í°ení). Nad sloupci jsou postaveny rodiny sloupc·, které obsahují logicky
související sloupce. Záznamy v jednotlivých rodinách sloupc· jsou z pohledu HBase nejmen²í
d¥litelné jednotky a zm¥ny se vºdy d¥jí na úrovni t¥chto rodin (pro zm¥nu jednoho sloupce
je pot°eba zm¥nit celou rodinu). Hbase podporuje pouze n¥kolik základních operací: put
(pro vloºení nového °ádku), get (pro získání °ádku), scan (pro operace nad klí£em °ádku,
nap°íklad pro sumarizaci). P°ímo nepodporuje spojování více tabulek, ale tento nedostatek
lze nahradit spu²t¥ním mapreduce aplikace nad ob¥ma tabulkami. Taktéº je d·leºité °íci, ºe
HBase nespl¬uje v²echny podmínky ACID, které jsou kladeny na ostatní rela£ní databáze.
Ov²em n¥které díl£í podmínky spl¬uje  nap°íklad operace put bu¤ vºdy celá projde nebo
celá neprojde, nem·ºe se stát, ºe se vloºí pouze jedna rodina sloupc· a druhá nikoliv.
3.3.6 Zookeeper
Projekt Zookeeper [16] má za cíl usnadnit synchronizaci distribuovaných úloh a usnadnit
distribuci konﬁgurace v distribuovaném prost°edí. V sou£asné dob¥ je pouºíván nap°íklad
HBase a v dal²í verzi platformy Hadoop bude pouºíván nap°í£ v²emi d·leºitými sluºbami.
Skládá se libovolného po£tu server· na kterých b¥ºí Zookeeper proces. Kaºdý server je pln¥
nezávislý a obsahuje kopii v²ech dat. Dále má kaºdý server v konﬁguraci uvedeny jména v²ech
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ostatních server· ve skupin¥. Ov²em pouze s hlavním serverem (tím prvním v konﬁguraci)
udrºuje aktivní TCP/IP spojení pro synchronizaci dat. V p°ípad¥ výpadku hlavního uzlu se
hlavním uzlem stává druhý v po°adí p°ípadn¥ jeho výpadku t°etí, atd... Skupina je ochotna
nabízet své sluºby pouze pokud b¥ºí více neº polovina server· ve skupin¥ (nap°íklad proto
je minimální po£et server· t°i a nikoliv dva).
Samotná data si lze p°edstavit jako adresá°ovou strukturu b¥ºného souborového systému
s adresá°i a soubory. Tato struktura je ov²em udrºovaná na kaºdém serveru v pam¥ti kv·li
£emuº nesmí být p°íli² velká. Její zm¥ny jsou atomické p°es v²echny servery ve skupin¥, a
proto je-li jakákoliv zm¥na zapsána, tak si v²echny procesy mohou být jisty, ºe kaºdý dal²í
server bude mít k dispozici stejná data. Práv¥ této vlastnosti je vyuºíváno pro synchronizaci
distribuovaných sluºeb.
3.4 Distribuce
Hadoop lze získat na oﬁciálních stránkách projektu a to jak ve form¥ zdrojových kód· tak
i jiº p°edkompilovaných balí£k· pro kaºdou vydanou verzi. Velice podobn¥ lze získat i dal²í
podprojekty. Ov²em kompatibilitu mezi jednotlivými verzemi platformy Hadoop a jednotli-
vých podprojekt· si musí jiº pohlídat sám uºivatel a vybírat kombinace verzí, u kterých je
známo, ºe spolu v po°ádku spolupracují. Celou situaci lze p°ipodobnit opera£nímu systému
Linux, kdy existuje n¥kolik nezávislých tým· pracujících na jád°e, p°eklada£i £i standard-
ních knihovnách systému, které spolu ne vºdy musí spolupracovat. A podobn¥ jako v Linuxu
vznikly ﬁrmy a organizace vydávající distribuce, které zapouzd°ují v²echny vnit°ní kompo-
nenty a jsou dodávány ve funk£ních celcích, i kolem platformy Hadoop se vytvo°ila °ada
ﬁrem dodávající jejich °e²ení pro Hadoop.
Nejznám¥j²í a historicky první ﬁrmou vytvá°ející Hadoop distribuci je ﬁrma Cloudera [8]
se svou distribucí CDH (Cloudera Distribution of Hadoop) aktuáln¥ ve verzi 3. Tato distri-
buce je ²í°ena zdarma a je vºdy zaloºena na n¥jaké oﬁciální verzi hadoopu a poté obsahuje
vysoký po£et dal²ích úprav. Ov²em ve²keré úpravy, které jsou do CDH p°idávány jsou ²í°eny
pod Apache licencí a naprosto v²echny jsou za°azeny i do Apache verze Hadoopu (ov²em
dost £asto aº v dal²ích verzích). Jednotlivé programy a £ásti platformy jsou k dispozici
v balí£cích pro podporované Linuxové distribuce (RedHat, Centos, Debian, Ubuntu) a jsou
upraveny do podoby odpovídajícím zvyk·m na linuxových serverech. Nap°íklad jsou dodány
init skripty, aby v²echny sluºby mohly b¥ºet jako obvyklé sluºby opera£ního systému. Clou-
dera dodává na trh taktéº placenou verzi, která mimo této voln¥ ²i°itelné verze obsahuje
podporu a n¥kolik dal²ích proprietárních nástroj· pro snaz²í administraci Hadoop cluster·.
Firma Cloudera taktéº stojí za vznikem projekt· Flume a Sqoop. Zajímavostí je fakt, ºe
p·vodní autor Hadoopu, Doug Cutting, je v sou£asné dob¥ zam¥stnán v této ﬁrm¥ na pozici
softwarového architekta.
Dále bych rád zmínil distribuci ﬁrmy Hortonworks [18], která je²t¥ nedosáhla na první
stabilní vydaní, ale jsou jiº k dispozici testovací verze. Firma Hortonworks byla zaloºena
skupinou odchozích vývojá°· Hadoopu ve ﬁrm¥ Yahoo a je tedy vytvá°ena p·vodními au-
tory a programátory platformy. Podobn¥ jako CDH i tato distribuce bude ²í°ena voln¥ a
bez poplatk· ov²em na rozdíl od CDH zatím není v plánu ºádná placená verze, která by
obsahovala proprietárních produkty a bude zaloºena £ist¥ na open source projektech.
Mimo vícemén¥ otev°ených distribucí existuje i vysoký po£et uzav°ených distribucí, které
dodávaný software dost upravují. P°íkladem m·ºe být distribuce MapR [23], která jako první
dodávala komer£ní verzi °e²ící problém meta datového uzlu HDFS, jakoºto jediného místa,
bez kterého je celý distribuovaný souborový systém nedostupný. Jejich distribuce je ov²em
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uzav°ená a na rozdíl od vý²e zmín¥ných ﬁrem jejich programáto°i se nijak neza£le¬ují do
komunity a nep°ispívají do Apache verze.
Mimo distribucí podporovaných komer£ními ﬁrmami i organizace Apache Software Foun-
dation za£ala °e²it problém vzájemné kompatibility mezi hlavními £ástmi platformy a ve-
dlej²ími projekty. Na adresaci toho problému vznikl projekt BigTop [26], který si klade za
cíl dodávat mnoºiny verzí v²ech £ástí, které jsou spolu vzájemn¥ kompatibilní a tedy dávat
základ pro tvorbu dal²ích distribucí.
3.5 Dosavadní pokusy o propojení s platformou CUDA
Spojení platformy CUDA s frameworkem Hadoop se jiº zabývali lidé p°ed vznikem této
práce. Za pouºití webového vyhledáva£e jsem nalezl dva dal²í podobné projekty, které bych
zde cht¥l blíºe zmínit.
První nalezený projekt se jmenuje MRCL a je k dispozici na stránkách projektu Google
code [17]. Jedná se ²kolní projekt, který vznikl na Korejské univerzit¥ Korea Advanced In-
stitute of Science and Technology (KAIST). Auto°i nem¥li za cíl vytvo°it univerzální °e²ení
fungující na obecných úlohách. Jejich zadáním bylo prozkoumat moºnosti optimalizace ma-
ticového násobení za pouºití graﬁcké karty. V projektu pouºili techniku blokového násobení
matic, kterou dále optimalizovali pouºitím knihovny CUBLAS [35]. Kernel pouºitý pro vý-
po£et maticového násobení je spu²t¥n uvnit° volání map fáze. Auto°i poskytli vypracované
zdrojové kódy a výslednou technickou zprávu, která je ov²em bohuºel napsána v Korej²tin¥.
Po dokon£ení a odevzdání projektu v prosinci roku 2009 se auto°i projektu p°estali v¥novat.
Druhým prozkoumaným projektem je studie vhodnosti platformy CUDA pro framework
Hadoop [24] vytvo°ená op¥t jako ²kolní projekt na univerzit¥ Nebraska Lincoln v americ-
kém státe Nebraska. Úkolem autor· bylo prozkoumat obecné moºnosti roz²í°ení frameworku
Hadoop o moºnost vyuºití technologie CUDA. Auto°i pro svou práci vyuºili Hadoop pipes
umoºnující implementovat uºivatelské map a reduce fáze v jazyku C++, který je p°ímo
podporovaný CUDA SDK. Podobn¥ jako v p°edchozím projektu se rozhodli volat kernel
z kaºdého volání map. Svou studii doplnili o dva testy  maticové násobení a metodu Monte-
Carlo. Ob¥ úlohy jsou velice vhodné pro platformu CUDA, takºe nam¥°ené výsledky ukazují
výrazné u²et°ení £asu. Zajímavostí této studie je taktéº dopln¥ní o spot°ebu elektrické ener-
gie b¥hem test·, kdy se ukázalo, ºe za ur£itých podmínek vede výpo£et na graﬁcké kart¥
k úspo°e aº 19/20 elektrického proudu. Auto°i studii nedoplnili ºádnými praktickými ukáz-
kami na obecných úlohách, které se ve frameworku Hadoop b¥ºn¥ po£ítají. Po dokon£ení a
odevzdaní se projektu op¥t p°estali v¥novat podobn¥ jako p°edchozí popsaný tým.
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Kapitola 4
Optimalizace frameworku Hadoop
Cílem této kapitoly je identiﬁkovat vhodné £ásti frameworku Hadoop k p°esunu na graﬁc-
kou kartu, navrhnout a následn¥ implementovat zapouzd°ení t¥chto £ástí pro jejich snadné
pouºití koncovým uºivatelem pro dosaºení £asové optimalizace. Kapitolu jsem rozd¥lil do
n¥kolika sekcí  v první analyzuji vhodné £ástí, v druhé sekci se budu v¥novat návrhu vy-
braných £ástí a následn¥ v poslední sekci popí²i svou implementaci.
4.1 Data spole£nosti AVG
Hlavním d·vodem pro vznik této práce je snaha ﬁrmy AVG Technologies optimalizovat vý-
po£ty na sou£asných clusterech spole£nosti vyuºívající framework Hadoop. V²echna data
ﬁrmy AVG jsou uloºena ve form¥ textových soubor·, které vytvá°í webové servery p°ijí-
mající data od klient·. Na kaºdém °ádku t¥chto logovacích soubor· je záznam o práv¥
jednom p°íchozím poºadavku na interní sluºby AVG, které jsou antivirem volány po kaºdé
virové detekci. ádek obsahuje n¥kolik hodnot odd¥lených £árkami (comma separarted va-
lues, CSV) fragment· obsahující r·zné informace (unikátní identiﬁkátor klienta, opera£ní
systém, ...) mezi kterými je nap°íklad i kontrolní sou£et md5 detekovaného souboru. Nad
t¥mito textovými daty jsou provád¥ný r·zné transformace kladoucí si za cíl získání nejr·z-
n¥j²ích statistických údaj·, která ﬁrma dále pouºívá pro své interní ú£ely. Tato práce se
mimo jiné zam¥°uje na sou£asn¥ b¥ºící úlohy a snaºí se dosáhnout jejich rychlej²ího b¥hu,
ov²em zárove¬ se snaºí být dostate£né obecná pro pouºití i v jiných spole£nostech s jinými
pot°ebami.
4.2 Analýza
V této sekci analyzuji vhodná místa k p°esunu na graﬁckou kartu. Kaºdá následující pod-
sekce popisuje jednu £ást frameworku Hadoop, kterou jsem ozna£il jako vhodnou k imple-
mentaci na platform¥ CUDA pro dosaºení £asové optimalizace beºících mapreduce aplikací.
Postupn¥ se budu zabývat uºivatelskými funkcemi, °azením mezivýsledk· a bezztrátovými
komprima£ními algoritmy. V kaºdé sekci se taktéº budu v¥novat d·vod·m, které m¥ k vý-
b¥ru vedly.
4.2.1 Uºivatelské funkce
Nejvhodn¥j²ím místem pro optimalizace výpo£tu ve frameworku Hadoop se jeví funkce Map
a Reduce zadané uºivatelem p°i popisu aplikace. Tyto funkce provád¥jí nejd·leºit¥j²í £ást
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výpo£tu, kterou jako jedinou m·ºe uºivatel p°ímo ovlivnit. Provád¥jí paraleln¥ tutéº mno-
ºinu instrukcí (program) pro mnoho r·zných dat, coº je p°esn¥ typická úloha pro platformu
CUDA jak bylo blíºe popsáno v 2.2.1. Jejich p°esunem na graﬁckou kartu by tedy m¥lo dojít
k rychlej²ímu provád¥ní celé mapreduce aplikace.
Vzhledem k reºii pot°ebné pro zkopírování dat mezi hlavní pam¥tí po£íta£e a graﬁckou
kartou ov²em ne kaºdá uºivatelská funkce Map £i Reduce je vhodná ke spu²t¥ní na graﬁcké
kart¥. V p°ípad¥ velice jednoduché funkce by dokonce díky této reºii mohlo dojít k záporné
£asové optimalizaci. as pot°ebný pro zkopírování dat by mohl být výrazn¥ del²í neº £as
pot°ebný k provedení samotných výpo£t· £ímº by se prodlouºil celkový £as výpo£tu.
Framework hadoop nabízí t°i r·zné zp·soby spou²t¥ní uºivatelských funkcí. Nejstandard-
n¥j²í zp·sob je pomocí implementace Java t°íd Mapper a Reducer (viz 3.2.9, nativní Java
API). Druhý zp·sob pomocí Hadoop pipes je moºný pouze pro jazyky C a C++. Poslední
zp·sob pomocí Hadoop streaming umoº¬uje spustit kód v libovolném jazyce spustitelném
na Hadoop clusteru. Poslední dva jmenované zp·soby byly popsány v podkapitole 3.2.12.
Z d·vodu oﬁciální podpory jazyk· C a C++ jsem se rozhodl zabývat se první moºností
vyuºití Hadoop pipes pro implementaci funkce map na graﬁcké kart¥. Implementace by zde
byla pravd¥podobn¥ velice triviální, protoºe data by jiº byla p°ipravena ve formátu °et¥zc·
std::string a sta£ilo by je pouze zpracovat na graﬁcké kart¥. Bohuºel sou£asná imple-
mentace pipes zpracovává pouze jednu vstupní dvojici najednou a nedává moºnost uºivateli
pracovat s více vstupními dvojicemi zárove¬. Uºivatel má moºnost postupn¥ na£ítat více
vstupních dvojic, ukládat je do pomocné pam¥ti a následn¥ zpracovávat více poloºek na-
jednou. Ov²em framework Hadoop neposkytuje aplikacím napsaným pomocí Hadoop pipes
moºnost informovat je o dokon£ení zpracování v²ech vstupních dat. Po dokon£ení je aplikace
ukon£ena a nemá tak moºnost frameworku vrátit jakákoliv data uloºená v pomocné pam¥ti.
Toto omezení tedy znemoº¬uje paralelní vykonávání více map funkcí zárove¬, £ímº by se
ztratila jedna z hlavních výhod technologie CUDA.
Hadoop streaming pro vým¥nu dat vyuºívá standardní vstup a výstup £ímº umoº¬uje
implementaci zpracovávat libovolné mnoºství vstupních dvojic najednou a °e²il by tedy pro-
blém nastín¥ný v p°edchozím odstavci. Bohuºel je streaming v porovnání s nativní imple-
mentaci Java o dost pomalej²í (samotný streaming je naimplementován pomocí standardního
Java API a data jsou vºdy p°evedena do textu a poslaná na standardní vstup uºivatelské
implementace). Z t¥chto d·vod· se jeví nejperspektivn¥ji vyuºít nativní Java API i p°esto,
ºe se bude jednat o implementa£n¥ nejnáro£n¥j²í metodu z moºných °e²ení ov²em jako je-
diná má p°edpoklady pro dobré vyuºití paralelismu nabízeného graﬁckou kartou pro obecné
mapreduce aplikace.
Úlohy ﬁrmy AVG vyuºívají reduce fázi bu¤ p°ímo k vkládání výsledk· výpo£tu do
rela£ních databází nebo pouze k p°edání vstupních dat na výstup (pro získání mnoºiny uni-
kátních klí£·). Vkládat data do databáze z graﬁcké karty není moºné a prosté kopírování
dat ze vstupu na výstup je p°íli² triviální úloha, proto se v dal²ím textu zam¥°ím na pro-
zkoumání moºností optimalizace fáze map. Vzhledem k implementa£ní podobnosti obou fází
by p°ípadné roz²í°ení pro reduce fázi nem¥lo být náro£né.
4.2.2 azení mezivýsledk·
Reduce funkce v mapreduce paradigmatu vyºaduje p°edání v²ech hodnot, které k danému
klí£i byly vygenerovány. Z toho d·vodu framework Hadoop v²echny dvojice vygenerované
v map fázi °adí podle hodnoty klí£e. azení probíhá v n¥kolika krocích. Lokáln¥ vygenero-
vané dvojice kaºdé map úlohy jsou ihned se°azeny a podle p°íslu²né reduce úlohy zkopírovány
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na po£íta£e hostující dané reduce úlohy. Na nich jiº poté probíhá slou£ení výstupních dvo-
jic v²ech map úloh do jednoho výstupního souboru slouºícího jako vstup pro volání reduce
funkce. Detailn¥ji byl princip mapreduce výpo£tu vysv¥tlen v podsekci 3.2.8.
Ve výchozí implementaci framework Hadoop serializuje (zp·sob serializace je vysv¥tlen
v podsekci 3.2.10) výstupní dvojice map fáze do vyrovnávací pam¥ti umíst¥né v hlavní
pam¥ti po£íta£e. Velikost této pam¥ti je ovlivnitelná konﬁgura£ní volbou io.sort.mb, která
má výchozí hodnotu 100 MB. K této vyrovnávací pam¥ti navíc udrºuje dvojici pomocných
polí s ukazateli. V prvním poli jménem kvoffsets má kaºdá výstupní dvojice jeden záznam.
Hodnotou tohoto pole je ukazatel do druhého pole jménem kvindices, které pro kaºdou
dvojici uchovává t°i hodnoty  £íslo reduce úlohy ke které daný klí£ náleºí, ukazatel na
za£átek serializovaného klí£e a ukazatel na za£átek serializované podoby hodnoty (ukazatele
jsou implementovány jako £íselný oﬀset za£átku serializované podoby v pomocné pam¥ti).
P°i zapln¥ní vyrovnávací pam¥ti je zavolána metoda pro jeho se°azení, která pouze se°adí
ukazatele v prvním pomocném poli kvoffsets. Vlastní data uloºená v pomocné pam¥ti
nejsou p°esouvána. Se°azené dvojice jsou poté uloºeny na pevný disk do výstupního souboru.
Tímto zp·sobem framework Hadoop pokra£uje dokud nedokon£í celou map úlohu. Na jejím
konci poté slou£í v²echny vytvo°ené se°azené soubory do jednoho výsledného se°azeného
souboru. Porovnávání hodnot probíhá ve dvou úrovních, za prvé je porovnáno po°adové
£íslo reduce úlohy, ke které dvojice náleºí, a ve druhé úrovní poté následn¥ samotný klí£
pomocí metody compareTo() (bliº²í podrobnosti jsou vysv¥tleny v 3.2.9).
Pro samotné °azení je pouºita trojice algoritm·. Prvn¥ je pouºit algoritmus QuickSort,
který data d¥lí a °adí aº do ur£ité hloubky rekurzivního zano°ení. Auto°i frameworku hadoop
pro tuto hloubku vybrali hodnotu 2∗ceil(log(x)), kde x reprezentuje po£et t°íd¥ných prvk·
a funkce ceil zaokrouhluje argument sm¥rem nahoru. Tato hodnota je napevno napsána ve
zdrojovém kódu a uºivatel ji nem·ºe nijak ovlivnit. V p°ípad¥ dosaºení maximáln¥ povo-
lené úrovn¥ zano°ení je daný fragment dat se°azen algoritmem HeapSort. asová náro£nost
algoritmu QuickSort je pr·m¥rn¥ O(n log(n)). V nejhor²ím moºném p°ípad¥ je £asová ná-
ro£nost O(n2). Naproti tomu algoritmus HeapSort má £asovou náro£nost O(n log(n)). Oba
algoritmy jsou nestabilní a tedy nezaru£ují stejnou vzájemnou pozici pro prvky se stejnou
hodnotou. Poslední °adící algoritmus je MergeSort, který je pouºít v map fázi pro slou-
£ení v²ech vygenerovaných a jiº se°azených soubor· do jednoho výstupního souboru a dále
v reduce fázi pro slou£ení výstupního souboru ze v²ech map úloh do jednoho souboru.
Framework Hadoop umoº¬uje vým¥nu výchozího °adícího algoritmu pomocí konﬁgu-
ra£ní volby. Bohuºel tento algoritmus musí volat extern¥ dodané metody pro porovnání a
vým¥nu prvku. Pro p°enos °azení na graﬁckou kartu tedy bude pot°eba zm¥nit zdrojové
kódy frameworku Hadoop a umoºnit se°azení v²ech dat najednou na graﬁcké kart¥, bez
externích závislostí.
4.2.3 Bezztrátové komprima£ní algoritmy
HDFS je distribuovaný souborový systém, který ukládá data na v²echny po£íta£e v daném
clusteru. Podobn¥ jako celý framework i HDFS po£ítá s moºností výpadku kteréhokoliv po-
£íta£e tém¥° kdykoliv a obsahuje implementace pro rychlé zotavení z takovýchto problém·.
Jedním z technik je replikace blok· popsaná blíºe v 3.2.5, díky které jeden konkrétní blok
souborového systému je uloºen hned na t°ech nezávislých po£íta£ích (podle výchozí imple-
mentace). ímº dochází k redukci místa dostupného pro data uloºené na HDFS na jednu
t°etinu dostupného místa v celém clusteru. Díky vysoké redundanci je velice výhodné data
komprimovat, aby jejich výsledná velikost zabrala co nejmén¥ místa.
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Framework Hadoop ve své základní knihovn¥ hadoop-common obsahuje implementaci
mnoha komprima£ních algoritm· (Gzip, Zip, Bzip2, Snappy, ...) a navíc umoº¬uje vyuºití
i nativních knihoven opera£ního systému pro jejich urychlení. Velice p°íjemná je implicitní
podpora pouºití v²ech podporovaných komprima£ních algoritm· v mapreduce implementaci.
Uºivatel nemusí provád¥t dekompresi soubor· ru£n¥ p°ed kaºdým spu²t¥ním své aplikace,
framework provede dekompresi zcela automaticky na pozadí (tato funkce je zaji²t¥na inteli-
gencí p°ítomnou ve standardní implementaci InputFormat t°ídy). Velice podobn¥ i výstupní
data mohou být automaticky komprimovaná nastaví-li uºivatel p°íslu²ný komprima£ní ko-
dek v konﬁguraci mapreduce aplikace.
Dal²ím praktickým vyuºitím komprima£ních algoritmu ve frameworku Hadoop je kom-
primace výstupních dvojic ve fázi map. Uºivatel m·ºe v konﬁguraci mapreduce aplikace
zapnou komprimovaní v²ech výsledných dvojic p°ed jejich zkopírováním p°es po£íta£ovou
sí´ na po£íta£e hostující p°íslu²né reduce úlohy. Na rozdíl od p°edchozího vyuºití kompri-
ma£ních algoritmu, snaºícího se sníºit výslednou velikost dat na co nejmen²í velikost pro
u²et°ení místa, zde komprima£ní algoritmus musí být dostate£n¥ rychlý aby reºie jeho pou-
ºití a následná kopie p°es po£íta£ovou sí´ nebyla v¥t²í neº kopie nekomprimovaných dat po
síti.
Protoºe implementace bezztrátových komprima£ních kodek· obvykle pracují vºdy se
stejn¥ velkými úseky vstupních dat a s nimi provád¥jí stejné transformace, tak se jeví jejich
implementace na graﬁcké kart¥ jako dal²í vhodné místo k £asové optimalizaci.
4.3 Návrh zapouzd°ení
Z analyzovaných míst vhodných k p°esunu na graﬁckou kartu jsem se rozhodl vybrat dv¥,
pro které vytvo°ím implementaci a zhodnotím vhodnost jejich pouºití. Prvním vybraným
místem je °azení mezi map a reduce fází a druhým místem je implementace uºivatelem
deﬁnované map fáze. Experimentální implementace bezztrátových algoritm· není v této
práci pokryta, protoºe v sou£asné dob¥ není k dispozici verze ºádného b¥ºn¥ vyuºívaného
bezztrátového komprima£ního algoritmu pro platformu CUDA.
4.3.1 Uºivatelská implementance map fáze
Do fáze map vstupují v²echna vstupní data, která jsou transformována na dvojice klí£ hod-
nota. Vzhledem k velikosti dat, jsem se rozhodl prozkoumat moºnosti £asové optimalizace
práv¥ této fáze pomocí jejího spu²t¥ní na graﬁcké kart¥.
Pro umoºn¥ní provád¥ní map fáze na graﬁcké kart¥ navrhuji vytvo°it novou abstraktní
t°ídu jménem CudaMapper, která bude d¥dit od vestav¥né t°ídy Mapper (blíºe popsáno
v 3.2.9). Díky roz²í°ení jiº existující funkcionality p°ítomné ve frameworku nebude nutné
p°ekompilovat zdrojové kódy a vyuºívat upravenou verzi frameworku na celém clusteru.
Roz²í°ení funkcionality bude p°ítomno v kaºdé jednotlivé aplikaci a p·jde tedy vyuºit i
na jiº existujících cluster bez dal²ích nutných zásah·  s výjimkou nutnosti nainstalování
platformy CUDA a knihovny JCUDA.
P°etíºená implementace metody run t°ídy CudaMapper bude postupn¥ na£ítat vstupní
dvojice a serializovat je do pomocné pam¥ti. Data se budou serializovat do celkového maxi-
málního po£tu 512 dvojic nebo zapln¥ní pomocné pam¥ti podle toho, které minimum bude
dosaºeno d°íve. Poté budou data zkopírována do pam¥ti na graﬁcké kart¥, kde pro kaºdou
vstupní dvojici bude nezávisle spu²t¥na map funkce (pod úloha). Celé jedno spu²t¥ní bude
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probíhat v rámci jednoho CUDA bloku graﬁcké karty a je tedy limitováno maximálním po-
£tem vláken. Z tohoto d·vodu se map fáze na graﬁcké kart¥ bude spou²t¥t jiº po dosaºení
512 vstupních dvojic, coº je sou£asný limit vláken na jeden CUDA blok. Velikost pomocné
pam¥ti jakoºto i po£et spu²t¥ných vláken p·jde uºivatelem ovlivnit pomocí konﬁgura£ních
direktiv. T°ída CudaMapper bude dále udrºovat statistickou informaci kolikrát byl spu²t¥n
výpo£et na graﬁcké kart¥ pod jménem CUDA_BATCHES, která bude dostupná uºivateli. Uºi-
vatelem vytvo°ený potomek t°ídy CudaMapper umoºnující provád¥t map fázi na graﬁcké
kart¥ bude muset implementovat metodu getCudaMapFunction. Tato metoda bude vracet
fragment jazyka CUDA C implementující uºivatelskou funkci map.
Výstupní dvojice z map funkce budou nejprve zapisovány do pam¥ti na graﬁcké kart¥.
Kaºdá map pod úloha bude mít svou vlastní pam¥´ na výstupní dvojice, jejíchº velikost
bude nastavitelná pomocí konﬁgura£ní direktivy. Nastavit tuto hodnotu správn¥ bude velice
d·leºité, protoºe v²echny výstupní dvojice jedné map pod úlohy (úlohy pro jeden klí£) se
budou muset vejít do této pam¥ti. Na druhé stran¥ implementace t°ídy CudaMapper bude
muset alokovat dostate£n¥ velkou pam¥´ pro v²echny najednou soub¥ºn¥ beºící úlohy. Tato
pam¥´ se pak navíc jako celek zkopíruje z graﬁcké karty do hlavní pam¥ti po£íta£e, takºe
její zbyte£n¥ velká velikost zp·sobí vy²²í reºii. Po zkopírování výstupních dvojic z graﬁcké
karty data serializuji zp¥t do Java objekt· a budou p°edány frameworku dále ke zpracování.
4.3.2 azení na platform¥ CUDA
Framework hadoop nabízí moºnost zm¥nit °adící algoritmus pomocí konﬁgura£ní direktivy.
Bohuºel tento °adící algoritmus musí pro porovnání volat p°edané funkce a tedy nelze ho
jednodu²e pouºít na graﬁcké kart¥. Proto jsem navrhl p°enesení v²ech t°í polí obsahující jak
serializovanou podobu klí£·, tak i indexové pole na graﬁckou kartu, kde budou se°azeny. Po
dokon£ení °adícího algoritmu sta£í z graﬁcké karty zkopírovat zp¥t pouze indexové pomocné
pole jménem kvoffsets, protoºe ostatní datové struktury se b¥hem °azení nem¥ní.
Implementace °adícího algoritmu bude rozd¥lena do n¥kolika £ástí. Samotné °azení bude
°ízeno nov¥ navrºenou t°ídou CudaSort, která bude °ídit p°esun dat na graﬁckou kartu
a zp¥t a spu²t¥ní kernelu na graﬁcké kart¥. ablona kernelu provád¥jící °azení bude p°í-
tomna v samostatném souboru, který bude zabalen do frameworku hadoop jako Java JAR
Resource soubor a bude tedy p°ítomna p°ímo v archivu frameworku. V p°ípad¥ povolení
°azení na graﬁcké kart¥ bude po vygenerovaném klí£í vyºadováno implementovat rozhraní
CudaComparable p°edepisující nutnost implementace getCudaCompareTo() vracející frag-
ment jazyka CUDA porovnávající dva klí£e. T°ída CudaSort bude zodpov¥dná za vloºení
uºivatelem dodaného kódu do ²ablony kernelu a jeho následného p°eloºení do PTX assem-
bleru. azení bude voláno z t°ídy MapTask, která °ídí provád¥ní map úlohy. Uºivatel ho bude
moci pomocí konﬁgura£ní direktivy vypnout nebo zapnout.
Pro °azení na graﬁcké kart¥ jsem se rozhodl vyuºít paralelní °adící algoritmus OddE-
venMergeSort, který funguje na principu °adící sít¥. Jeho £asová náro£nost je O(log(n)2)
s cenou O(n log(n)4). Nejedná se tedy o optimální algoritmus, ov²em je velice dob°e imple-
mentovaný na graﬁcké kart¥, a proto jsem si ho také vybral. Vývojový balí£ek k platform¥
CUDA (CUDA SDK) jiº obsahuje optimalizovanou implementaci tohoto algoritmu. Tuto
implementaci bude pot°eba ov²em mírn¥ upravit pro práci s t°emi r·znými poli, které bu-
dou p°i °azení pouºita. Jádro implementovaného algoritmu bude moci být zachováno, zm¥nit
se bude muset funkce Compare slouºící k porovnání dvou prvk· práv¥ o p°idání dvou dal²ích
argument· (pomocných polí). Z implementace bude moºno odstranit explicitní p°edávání
ukazatel· na hodnoty, protoºe ty jsou jiº p°ítomny v p°idaných pomocných polích.
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4.4 Implementace zapouzd°ení
V této sekci rozepí²i jednotlivé implementace obou navrºených optimalizaci frameworku
Hadoop. Budu se v¥novat jak popisu jejich vnit°ního fungování tak i zamý²leného pouºití
uºivatelem. Jedná se o obecnou implementaci, která bude muset být uºivatelem instancio-
vána pro jeho speciﬁcký problém. Ukázky konkrétní instanciace jsou popsány v kapitole 5
popisující praktické testy s vytvo°eným zapouzd°ením.
4.4.1 Uºivatelská implementace map fáze
Pro pouºití map fáze na graﬁcké kart¥ jsem naimplementoval navrºenou t°ídu CudaMapper,
která d¥dí od vestav¥né t°ídy Mapper. T°ídu jsem implementoval jako abstraktní s jednou
abstraktní metodou getCudaMapFunction. Uºivatel je tak nucen tuto metodu implemento-
vat a vrátit poºadovaný fragment v jazyce CUDA C. Do t°ídy jsem zakomponoval konﬁgu-
ra£ní direktivy z Tabulky 4.1, které uºivatel m·ºe p°edeﬁnovat v p°ípad¥, ºe jejich výchozí
hodnoty nejsou vhodné.
Direktiva Výchozí Popis
map.cuda.buffer.size 10 MB Velikost pomocné pam¥ti v bytech do
které budou serializovány vstupní dvo-
jice p°ed jejich zkopírováním na graﬁckou
kartu.
map.cuda.buffer.index.size 1024 Velikost pomocné pam¥ti v po£tu maxi-
málního po£tu klí£· a hodnot které lze ad-
resovat v pomocné pam¥ti. Tato hodnota
musí být d¥litelná £íslem 2. Výchozí hod-
nota je 1024 znamená, ºe na graﬁcké kart¥
bude spu²t¥n jeden blok s 512 výpo£etními
vlákny. Hodnota vynásobena dv¥ma nesmí
p°esáhnout maximální po£et vláken na je-
den blok dané graﬁcké karty.
map.cuda.buffer.mapout.size 2 KB Velikost výstupní pomocné pam¥ti pro
kaºdou jednotlivou pod úlohu spu²t¥nou
na graﬁcké kart¥.
Tabulka 4.1: Konﬁgura£ní direktivy t°ídy CudaMapper.
V uºivatelem deﬁnovaném fragment provád¥jící map funkci je implicitn¥ p°ístupná struk-
tura Context pomocí ukazatele jménem context. Tato struktura obsahuje dv¥ d·leºité
poloºky  key a value. Ob¥ poloºky jsou datového typu unsigned char * a ukazují na za-
£átek serializované podoby klí£e a p°íslu²né hodnoty. Tento fragment bude vloºen do funkce
na Obrázku 4.1.
Pro zápis výstupních dvojic má uºivatel n¥kolik zp·sob·. Prvním a náro£n¥j²ím zp·-
sobem je postupná serializace výstupních dat pomocí metod rodiny write, které vezmou
p°edaná data a zkopírují je do výstupní pam¥ti. Po zapsaní celého klí£e a hodnoty je t°eba
zvý²it o jedni£ku hodnotu poloºky count struktury Context. V opa£ném p°ípad¥ bude celá
dvojice ignorována i p°esto, ºe je správn¥ serializována ve výstupním buﬀeru. Druhou moº-
nosti je volání funkcí rodiny collect, které zapisují najednou jak klí£ tak i hodnotu. Jedná
se o CUDA variaci volání Context.write dostupném v Java mapreduce API. Funkce této
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typedef struct _Context {
unsigned char *key;
unsigned char *value;
unsigned int *count;
...
} Context;
extern "C" __device__ inline void map(Context *context)
{
// Zde bude vloºen kód fázi map
}
Obrázek 4.1: Kód, do kterého bude vloºena uºivatelská implementace map funkce.
rodiny jiº zvy²ují o jedni£ku po£et vygenerovaných dvojic. Bohuºel oproti první rodin¥ ne-
poskytují dostate£nou ohebnost pro speciální p°ípady serializovaných dat. V¥t²ina funkcí
implicitn¥ p°edpokládá po°adí byt· nativní pro platformu CUDA a p°evádí ho pro plat-
formu Hadoop. Funkce které vyºadují opa£né po°adí byt· jsou speciáln¥ ozna£eny. Soupis
funkcí je zobrazen v Tabulce 4.2.
Funkce Popis
writeBytes Zapí²e výstupní sekvenci byt·.
writeByte Zapí²e práv¥ jeden výstupní byte.
writeLong Zapí²e celé výstupní £íslo typu long (o velikosti 8 byt·).
writeFloat Zapí²e výstupní £íslo typu float (o velikosti 4 byt·)
writeDouble Zapí²e výstupní £íslo typu double (o velikosti 8 byt·)
collectJavaLongText Vytvo°í výstupní dvojici typu long a Text.
collectTextNull Vytvo°í výstupní dvojici typu Text s prázdnou hodnotou.
collectLongNull Vytvo°í výstupní dvojici typu long s prázdnou hodnotou.
collectLongDouble Vytvo°í výstupní dvojici typu long s hodnotou typu double.
collectLongFloat Vytvo°í výstupní dvojici typu long s hodnotou typu float.
Tabulka 4.2: Seznam poskytnutých funkcí pro generaci výstupních dvojic.
4.4.2 azení na platform¥ CUDA
Podle návrhu jsem roz²í°il vestav¥nou t°ídu MapTask °ídící provád¥ní map úlohy a moºnost
se°adit výstupní dvojice na graﬁcké kart¥ p°i pouºití nov¥ implementované t°ídy CudaSort.
Optimalizovanou implementaci °adícího algoritmu OddEvenMergeSort jsem p°evzal z ukáz-
kových p°íklad· k platform¥ CUDA dostupných ve vývojovém balí£ku (SDK). Tato imple-
mentace podporuje pouze °azení sekvencí délky 2N . Na²t¥stí framework sám ur£uje kdy
posloupnost uloºenou v buﬀeru má se°adit, a proto má implementace vyuºívá °azení na
platform¥ CUDA dokud je to moºné (po£et prvk· spl¬uje tuto podmínku) po kaºdém do-
state£ném napln¥ní vyrovnávací pam¥ti. Pro posledních pár dvojic se jiº pouºije zabudovaný
°adící algoritmus.
Uºivatelem deﬁnovaný klí£ musí implementovat rozhraní CudaComparable p°edepisující
nutnost implementace metody getCudaCompareTo(). Tato metoda musí vrátit fragment
v jazyce CUDA C implementující porovnání dvou serializovaných klí£·. Ve fragmentu kódu
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jsou k dispozici prom¥nné keyA a keyB (typu unsigned char *) ukazující na první byte
serializované podoby obou klí£·. Pro lep²í vysv¥tlení bude výsledný fragment vloºen do
funkce zobrazené na Obrázku 4.2. Tato funkce musí vrátit £íslo 1 pokud platí, ºe keyA <
keyB a -1 platí-li keyA > keyB. Nakonec je vyºadováno, aby vrátila £íslo 0 v p°ípad¥ shody
obou klí£·.
extern "C" __device__ inline int compareKey(
unsigned char *keyA,
unsigned char *keyB)
{
// Zde bude vloºen kód pro porovnání dvou klí£·
}
Obrázek 4.2: Funkce do které bude vloºen fragment kódu pro porovnání dvou klí£·.
P°edané ukazatele jsou do globální pam¥ti graﬁcké karty a proto pro p°ípadné postupné
porovnání více hodnot je vhodné je první zkopírovat do lokální prom¥nné vlákna. Výchozí
implementace t°íd frameworku Hadoop, které zapouzd°ují výchozí datové typy jazyka Java,
serializují jejich data v opa£ném po°adí byt· neº o£ekává platforma CUDA. Nap°íklad po-
rovnání prom¥nné typu int nelze provést pomocí prostého p°etypování p°edaných ukazatel·
keyA a keyB na ukazatel typu int * a následného porovnání. Nejprve je pot°eba p°ehodit
jednotlivé bajty. Pro usnadn¥ní práce uºivatele jsem do své práce zahrnul výchozí implemen-
taci porovnání n¥kterých zabudovaných datových typ·. Soupis dostupných funkcí a t°íd je
zobrazen v Tabulce 4.3. První sloupec obsahuje jméno funkce dostupné v prost°edí CUDA.
Druhý sloupec obsahuje jméno t°ídy jazyka Java, ke kterému je funkce ur£ena. Poslední
sloupec obsahuje p°ípadnou poznámku k implementaci.
Funkce Writable Poznámka
compareInt IntWritable
compareLong LongWritable
compareAlphanum Text Podporuje pouze °et¥zce men²í neº 127
znak·, ne°adí lexikograﬁcky.
Tabulka 4.3: Pomocné °adící funkce.
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Kapitola 5
Experimentální evaluace
V této kapitole se budu v¥novat experiment·m provedených za pouºití zapouzd°ení po-
psaného v p°edchozí kapitole pro optimalizaci ur£itých výpo£t· frameworku Hadoop na
platform¥ CUDA. V²echny testy probíhaly na jednom po£íta£i, aby se do výsledk· nemohla
promítnout reºie spojená s po£íta£ovou sítí. Toto zjednodu²ení nemá dopad na obecnou
distribuovatelnost mapreduce aplikací a nijak tedy neomezuje pouºití mého zapouzd°ení na
celém Hadoop clusteru.
P°esná konﬁgurace testovacího po£íta£e je zobrazena v Tabulce 5.1. K dispozici jsem
m¥l celkem dv¥ r·zné graﬁcké karty, které jsem v pr·b¥h· test· vym¥¬oval. V jednu chvíli
byla v po£íta£i p°ítomna vºdy práv¥ jedna graﬁcká karta. Pro testování jsem si vybral dis-
tribuci frameworku Hadoop od ﬁrmy Cloudera jménem CDH, kterou ﬁrma AVG v sou£asné
dob¥ na svých clusterech pouºívá. Pouºil jsem v dob¥ psaní práce poslední stabilní vydání
CDH3U3 staºitelné z oﬁciálních stránek1 v£etn¥ p°íslu²ných zdrojových kód·. Platformu
CUDA jsem pouºil ve verzi 4.1 s knihovnou JCUDA verze 0.4.1b2. V²echny pouºité balí£ky
jsou k dispozici na p°iloºeném CD. Framework hadoop se na CD nachází jak v £isté podob¥
dodávané ﬁrmou Cloudera, tak i mnou upravené zdrojové kódy pro umoºn¥ní pouºití °azení
a fáze map na platform¥ CUDA.
5.1 Uºivatelská implementance map fáze
Pro otestování implementace map fáze na graﬁcké kart¥ jsem vytvo°il dvojici test·. První
spí²e akademický test po£ítá p°irozený logaritmus pro oﬀset za£átku kaºdého vstupního
°ádku v rámci vstupního souboru. Test jsem vybral, protoºe iterativní výpo£et pomocí arit-
metické °ady (zobrazené na Obrázku 5.1) pln¥ vyuºívá moºnosti, které platforma CUDA
nabízí  vykonává výpo£ty v plovoucí °adové £árce a pro jeden vstupní klí£, kterým je celé
£íslo, pot°ebuje mnoho výpo£etních cykl· k vypo£ítání výsledku. Druhý test je orientován
praktickými pot°ebami spole£nosti AVG Technologies. Zpracovává vstupní data popsaná
v sekci 4.1. Úloha, kterou jsem se rozhodl prakticky implementovat, prochází vstupní data a
pro kaºdý vstupní °ádek získává informaci o kontrolním sou£tu md5 detekovaného souboru.
Nalezený sou£et je poté p°edán jako výstupní klí£. Dále v reduce fázi je vytvo°ena infor-
mace o nej£ast¥ji detekovaných souborech s po£ty detekcí. Vstupní data pro druhý test jsou
vlastnictvím spole£nosti AVG Technologies a proto nejsou p°ítomna na odevzdaném CD.
1https://ccp.cloudera.com/display/SUPPORT/Downloads
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CPU Intel(R) Core(TM)2 Quad CPU Q8300 @ 2.50GHz
RAM 4GB (2x 2GB) 400 MHz
Opera£ní systém Ubuntu 11.04 64bit
Základní deska Gigabyte EP43T-USB3
Graﬁcká karta 1 (GPU 1) Gigabyte nVidia GeForce 9600 GT
- pam¥´ 512 MB
- jader 64
- vláken na blok 512
- ²í°ka sb¥rnice interní pam¥ti 128
Graﬁcká karta 2 (GPU 2) Gigabyte nVidia GeForce 9800 GT
- pam¥´ 1024 MB
- jader 112
- vláken na blok 512
- ²í°ka sb¥rnice interní pam¥ti 256
Java 1.6.0_26
CUDA 4.1
JCuda 0.4.1RC2
Hadoop 0.20 v distribuci Cloudera CDH3U3
Tabulka 5.1: Konﬁgurace testovacího po£íta£e.
ln(x) = 2(y +
y3
3
+
y5
5
+
y7
7
+ ...)
y =
x− 1
x+ 1
Obrázek 5.1: Nekone£ná aritmetická °ada pro výpo£et p°irozeného logartimu.
5.1.1 Výpo£et p°irozeného logaritmu
Tabulka 5.2 obsahuje nam¥°ené £asy pro po£ítání p°irozené algoritmu. Tabulka je rozd¥lena
do t°í sekcí, které pokrývají ob¥ pouºité graﬁcké karty a implementaci v jazyce Java. Uvnit°
kaºdé sekce jsou dva slupce  první obsahuje pr·m¥rný £as pot°eby ke spo£ítaní dané úlohy
a druhý p°íslu²nou sm¥rodatnou odchylku. Nam¥°ené £asy jsou zaloºeny na statické hodnot¥
SLOTS_MILLIS_MAPS, kterou udrºuje framework hadoop, a která obsahuje po£et milisekund
strávených ve fázi map. Statistická informace zahrnuje v²echny £innosti provád¥né v map
fázi. Obsahuje tedy nejen pot°ebný £as k provedení uºivatelem speciﬁkované map funkce, ale
dále nap°íklad na£tení vstupních dvojic, °azení a serializaci výstupních dvojic do výstupního
souboru. Porovnávat výsledky na základ¥ této statistické informace jsem se rozhodl z d·vodu
lep²ího vyjád°ení celkového dopadu optimalizace na danou mapreduce aplikaci.
V Tabulce 5.2 lze vid¥t, ºe první test s pouhými 1024 poloºkami je na obou graﬁckých
kartách pomalej²í neº p°íslu²ná implementace v jazyce Java. Ov²em druhý i t°etí test je jiº
rychlej²í na obou testovaných kartách a dosahuje £asové optimalizace o 27-34%. Zajímavostí
je také dosáhnutí výrazn¥ niº²í sm¥rodatné odchylky v t°etím testu zpracovávajícím 131072
vstupních hodnot p°i po£ítání na graﬁcké kart¥. Tento výsledek si zd·vod¬uji dedikovanou
graﬁckou kartou pro CUDA výpo£ty, zatímco na hlavním procesoru se jiº p°i tak dlouhém
£ase nutném k vypo£ítání v²ech výsledk· projevilo p°epínání kontextu hlavního procesoru.
GPU 1 byla ve v²ech pozorovaných testech pomalej²í neº GPU 2, coº pln¥ odpovídá p°ed-
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poklad·m, protoºe druhá graﬁcká karta je výkonn¥j²í.
GPU 1 GPU 2 Java
Test Poloºek µ σ µ σ µ σ
1 1024 11333 181 10429 172 7941 129
2 65536 63171 241 59214 150 87059 208
3 131072 197546 144 186173 139 300501 3095
Tabulka 5.2: Nam¥°ené £asy výpo£tu p°irozeného logaritmu.
5.1.2 Test zpracování logovacích soubor·
Nam¥°ené £asy pro zpracování log· z webové serveru jsou zobrazeny v Tabulce 5.3. V ta-
bulce lze vysledovat niº²í nam¥°ené £asy pro implementaci v jazyce Java ve v²ech testech.
Vzhledem k tomu, ºe na testovacím po£íta£i v dob¥ testování neb¥ºely ºádné dal²í programy,
usuzuji, ºe zpracovávání textových informací je p°íli² jednoduchá úloha. Její implementací
na graﬁcké kart¥ dochází k záporné £asové optimalizaci, která je s nejv¥t²í pravd¥podobností
zp·sobena p°idanou reºií, nap°íklad pro kopii dat mezi hlavní pam¥tí po£íta£e a pam¥tí gra-
ﬁcké karty. Firma AVG v map fázi zpracovává pouze textová data a tak jsem nem¥l moºnost
své °e²ení vyzkou²et na jiné náro£n¥j²í reálné úloze.
Pro pot°eby toho testu byla zvý²ena výchozí hodnota velikosti jednoho bloku HDFS
z výchozích 64MB na 1GB pomocí direktivy dfs.block.size. P°ekonﬁgurování jsem pro-
vedl pro donucení frameworku Hadoop nevytvá°et jednu map úlohu pro kaºdých 64MB
vstupního souboru, ale aby pro ú£ely testu byla vytvo°ena pouze jediná map úloha.
GPU 1 GPU 2 Java
Test Poloºek Velikost µ σ µ σ µ σ
1 1024 476K 9355 178 9014 251 8181 230
2 131072 61M 11060 187 10648 142 9680 152
3 262144 121M 12491 205 15423 325 10836 124
4 524288 214M 43947 369 42444 316 12818 187
5 1048576 482M 44114 397 43406 216 16321 235
Tabulka 5.3: Nam¥°ené £asy p°i zpracování webového logu.
Kv·li p°íli² ²patným výsledk·m jsem se rozhodl pokusit se potvrdit domn¥nku, ºe
zpomalení je zp·sobeno zvý²enou reºií nutnou ke spu²t¥ní výpo£tu na graﬁcké kart¥. Do
t°ídy CudaMapper jsem p°idat moºnost ukládat £asy b¥hu jednotlivých vybraných £ásti
map úlohy mající vliv na rozdílné výsledky b¥hu implementací v Jav¥ za pouºití mého za-
pouzd°ení. M¥°ení t¥chto informací je implicitn¥ vypnuto a zapíná se konﬁgura£ní volbou
map.cuda.debug.times. Tabulka 5.4 zachycuje nam¥°ené hodnoty pro jeden b¥h zpracování
webových log·. V tabulce lze vid¥t, ºe samotné spu²t¥ní kernelu vyºaduje 245ms, zatímco
celková p°idaná reºie je 1 285ms. P°idaná reºie tedy tvo°í p¥tinásobek £asu pot°ebného
k b¥hu samotného uºivatelem speciﬁkovaného kódu map úlohy. ímº jsem potvrdil svou
p·vodní domn¥nku.
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as innost
201 Deserializace vstupních dvojic do pomocné pam¥ti
421 Kopírování dat na graﬁckou kartu
245 Samotný b¥h kernelu
357 Kopírování dat zp¥t do hlavní pam¥ti po£íta£e
306 Serializování výstupních dvojic pro jejich p°edání frameworku
k dal²ímu zpracování
Tabulka 5.4: Nam¥°ené £asy pro vybrané £ásti map fáze pu²t¥né na graﬁcké kart¥.
5.2 azení na platform¥ CUDA
Pro otestovaní implementace °azení na platform¥ CUDA jsem vybral °azení t°í r·zných
datových typu, které ﬁrma AVG £asto pouºívá jako klí£e mezi map a reduce fází. Jedná se
o dva celo£íselné typy - int a long a reprezentaci °et¥zce na platform¥ Hadoop, t°íduText.
V Tabulkách 5.5, 5.6 a 5.7 jsou zobrazeny nam¥°ené testovací £asy postupn¥ pro datové typy
int, long a text.
V první tabulce 5.5 obsahující nam¥°ené £asy pro datový typ int lze vid¥t dosaºení
výrazn¥ lep²ích £as· neº v p°ípad¥ nativní implementace v jazyce Java. Zárove¬ lze vy-
sledovat minimální rozdíly mezi ob¥ma graﬁckými kartami. Vzhledem k výrazn¥ siln¥j²ímu
výkonu první graﬁcké karty usuzuji, ºe sou£asná implementace °azení na platform¥ CUDA
nevyuºívá pln¥ výkon poskytnutý graﬁckou kartou.
GPU 1 GPU 2 Java
Text Poloºek µ σ µ σ µ σ
1 1024 1 0.89 1 0.82 16 2.17
2 65536 23 0.57 22 0.36 351 15.01
3 131072 50 0.93 48 0.58 717 16.88
4 262144 109 0.93 106 0.44 1492 19.65
Tabulka 5.5: Nam¥°ené £asy p°i °azení datového typu int.
I v druhé tabulce 5.6 obsahující nam¥°ené £asy pro datový typ long lze vid¥t dosáhnutí
výrazného urychlení p°i pouºití graﬁcké karty. P°ekvapením bylo dosáhnutí stejných pr·-
m¥rných £as· na obou graﬁckých kartách op¥t s velice nízkými odchylkami. I tento výsledek
si vysv¥tluji nesaturováním graﬁcké karty. Mírnou zajímavostí je, ºe nativní °azení na úrovni
jazyka Java je rychlej²í pro datový typ long neº pro int i p°esto, ºe long je dvakrát v¥t²í
neº int (8 byt· versus 4 byty). Tyto rozdíly si vysv¥tluji vhodn¥j²ím zarovnáním 8 bytových
£ísel v pam¥ti po£íta£e na testované 64 bitové architektu°e.
GPU 1 GPU 2 Java
Test Poloºek µ σ µ σ µ σ
1 1024 2 0.52 1 0.89 19 2.04
2 65536 23 0.68 23 0.68 191 14.41
3 131072 50 0.51 50 0.63 355 23.52
4 262144 110 0.81 110 0.85 699 12.22
Tabulka 5.6: Nam¥°ené £asy p°i °azení datového typu long.
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Poslední sada test· pro datový typ Text je zobrazena v Tabulce 5.7. I zde lze vid¥t
dosáhnutí rychlej²ího °azení p°i pouºití graﬁcké karty. Zvlá²tností je vysoký pr·m¥rný £as
s vysokou hodnotou sm¥rodatné odchylky na GPU 1 v testu 1. D·vod této podez°ele jiné
hodnoty nebyl v rámci testování odhalen.
GPU 1 GPU 2 Java
Test Poloºek µ σ µ σ µ σ
1 1024 4 7.40 1 0.93 33 2.63
2 65536 43 1.06 41 0.85 281 4.31
3 131072 105 0.85 102 0.44 528 7.38
4 262144 217 1.03 213 0.57 2358 27.17
Tabulka 5.7: Nam¥°ené £asy p°i °azení datového typu text.
Nap°í£ testy v²ech datových typ· si lze pov²imnou velice nízké hodnoty sm¥rodatné
odchylky v p°ípad¥ °azení na graﬁcké kart¥ a k její v¥t²í variabilit¥ p°i pouºití nativní
Java implementace. Tento rozdíl si podobn¥ jako p°i testu po£ítání logaritmu vysv¥tluji
projevení reºie opera£ního systému p°i p°epínání kontextu procesoru, které se na graﬁcké
kart¥ neprojevuje, protoºe ta byla p°i testech pln¥ dedikovaná pro framework Hadoop.
5.3 Shrnutí experiment·
V této kapitole jsem vyuºil navrºené a implementované zapouzd°ení z p°edchozí kapitoly pro
umoºn¥ní vyuºití platformy CUDA pro optimalizaci n¥kterých £ástí frameworku Hadoop.
Otestoval jsem dv¥ r·zné £ásti. Prvn¥ jsem se zabýval uºivatelskou funkcí map, u které se
prokázalo, ºe pro ur£ité typy výpo£t· lze dosáhnout výrazných £asových úspor. Na druhou
stranu pro nevhodné a p°íli² jednoduché úlohy dochází i k záporné £asové optimalizaci
a proto se vyuºití graﬁcké karty nehodí pro kaºdou uºivatelskou funkci map. Testy druhé
£ásti, °azení mezivýsledk· map fáze, dosáhli vºdy lep²ích nam¥°ených £asu p°i b¥hu na
graﬁcké kart¥.
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Kapitola 6
Záv¥r
Ve své diplomové práci jsem zkoumal moºnosti optimalizace frameworku Hadoop, pouºí-
vaného k uloºení a zpracování obrovských objem· dat, pomocí frameworku CUDA, umoº-
nující vyuºít graﬁckou kartu i k negraﬁckým výstup·m. V práci jsem identiﬁkoval n¥kolik
vhodných £ástí k p°esunu výpo£tu na graﬁckou kartu a vytvo°il jejich experimentální im-
plementaci zapouzd°ení t¥chto míst pro usnadn¥ní pouºití koncovým uºivatelem. Dále jsem
za pomoci svého zapouzd°ení vytvo°il n¥kolik test·. Z nam¥°ených výsledk· usuzuji, ºe
spojení obou technologií m·ºe pro ur£ité úlohy p°inést výrazné vylep²ení výkonu a celkové
zrychlení mapreduce aplikace. Na nevhodných úlohách m·ºe reºie pot°ebná k nakopírování
dat do graﬁcké pam¥ti a zp¥t být vy²²í neº uspo°ený £as provedením na graﬁcké kart¥, £ímº
m·ºe dokonce dojít k záporné £asové optimalizaci.
Dal²í sm¥°ování práce bych vid¥l v p°epsání celé t°ídy MapTask zodpov¥dné za °ízení vý-
po£tu jedné map úlohy do programovacího jazyka C a p°ímé navázání na platformu CUDA.
Jako výhodu takovéhoto °e²ení povaºují lep²í moºnost provázat výpo£et fáze map na graﬁcké
kart¥ s následným °azením výstupních dvojic. P°epsání celé ucelené £ásti by také umoºnilo
upravit vstupní formáty dat o podporu p°edání serializované podoby objekt·, £ímº by se
vy°adila nutnost data serializovat do pomocné pam¥ti a poté op¥t deserializovat. Na druhou
stranu takto velký zásah by vyºadoval p°epsání výrazných £ástí frameworku.
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