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CHAPTER I. 
iNTRODUCTION 
1.1 Summary 
BAYES DECISION.THEORY: 
INSENSITIVITY TO,NON-OPTIMAL DE~IGN 
Gordon R. Antelman 
This report presents for several fixed sample size decision problems 
upper bounds for r (n )/rt(n) and r(n)/r(n ), where n is the Bayes optimal 
S O O O 0 
fixed sample size, rt(n) is the expected terminal opportunity ·loss for a 
sample of size n, r (n) is the expected sampling loss, or cost, for a sample 
s 
of size n, and r(n) = rt(n) + rs(n) is the total expected opportunity loss 
for a sample of size n. For one of the main problems considered here, 
Raiffa and Schlaifer [1] give.a nomographic procedure for finding n; for 
0 
several others they give explicit formulas for n • 
0 
Equations from which 
n can be determined explicitly.or numerically are given here for those pro-
o 
blems which have not been considered elsewhere. Generally speaking, the 
upper bound on r(n)/r(n) shows that r(n) is insensitive ton. The upper 
0 
~9und in conjunction with expr~ssions for n can be.used to show that r(n) 
0 
is insensitive to the use of the wrong prior distribution or the wrong cost 
.parameters. 
All of the problems considered here .hav~ four common.properties: only 
fixed sample size procedures are considered, terminal opportunity losses 
are a function ~f only one process parameter, prior distributions are con-
tinuous, and terminal opportunity losses and sampling losses are additive. 
All of the finite-action problems considered are on the mean of a Normal 
process. The estimation problems considered involve Bernoulli, Poisson, or 
Normal.processes and, except in one case, quadratic terminal opportunity 
I 
losses. For the non asymptotic results, conjugate prior distributions are 
-1-
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a/ 
assumed. - Throughout the report, "loss" will refer to "opportunity loss·.'.' 
This investigation started from a conjecture of Schlaifer's. For the 
two-action problem on the mean of a Normal process of known variance with a 
Normal prior distribution of the process mean, linear terminal utilities 
(which result in linear terminal losses), and.proportional sampling costs, 
Schlaifer conjectured that r(n)/r\{n ) < :(J.;/2)(n/n:- + n.i.'lnY i.:f' ri >. O··~ ·~r. This 
0 - f..: 0 - cl .· 0 
inequality will be referred to as "Schlaifer 's inequality1 o !' In an unpub-
lished note, I. R. Savage proved that Schlaifer's inequality holds for the 
problem of estimating the mean of a Normal process of known variance with a 
Normal prior distribution of the process mean, quadratic terminal losses, 
and proportional sampling costs. In Section 2o4 (Theorem 2.4.1) it is 
shown to hold for the two-action problem for which it was conjectured. 
Another inequality, related to Schlaifer's inequality and true for all of 
the problems considered for which Schlaifer's inequality is true, is that 
rt(n) > r (n ). This will be referred to as the "optimal loss partition 
0 S 0 
inequality.'.' . ~ 
Heuristically, the optimal loss partition inequality and Schlaifer's 
inequality are true for the two-action problem which gave rise to Schlaifer's 
inequality, as well as many other fixed sample size decision problems, be-
cause rt(n) approaches, in the "right way," a function-a/n (a> O) as n 
increaseso Thus, for rs(n) = bn(b>O),r(n) ~ a/n + bno It is easily shown 
a/ For the definition of "conjugate,~· see [ 1, p .4 7]. The .conjugates of 
the Bernoulli, Poisson, and Normal (known variance) processes are·beta, 
gamma, and Normal distributions respectively. 
b/ In [2, p.546], Schlaifer states that it can be shown that th~ inequality 
holds. From personal coI1DI1Unication with Schlaifer it was learned that 
the inequality was based on numerical evidence and had not been proved 
analytically. 
-2-
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that if f(n) = a/n + bn is minimized by n, then a/n = bn and f(n)/f(n) = 
. 0 0. 0 0 
~(1/2 )(n/n6 + njn) .·.: The .first .. equality t!orresponds tcf the .. optimal -loss parti-
tion inequality; the second equality corresponds to Schlaifer's inequalityo 
Furthermore, the analysis of f(n) above generalizes to: if g(n) = a/na + 
bJ3 (a,b,a,f3 > O) is minimized by n
0
, then a/n° = (f3/a)bnf3 and g(n)/g(n) = 
0 0 0 
~ ~ (*al~ + a! ~ (~or . For DKiny 
approaches a function a/n as n increases, 
that r (n· )> (f3/a) r (n:;) and r(n)/r(n ) < 
t O S O O -
decision problems for which r (n) 
t 
and rs(n) = bnf3, it will be0 shown 
a (n lf3 f3 (n0 1 · a+ f3 no +a+ f3 n , if no> o. 
These inequalities will be referred to as the "generalized optimal loss parti-
tion inequality" and the "generalized Schlaifer's inequality." 
In Section 2.3, certain general properties of rt(n) are assumed and a 
condition (Condition I, Section 2.3) on rt(n) is given and shown to be suf-
ficient for the generalized optimal loss partition inequality (Theorem 
2.3.1). A second condition (Condition II, Section 2.3) on rt(n) is given 
and it is shown that Conditions I and II are sufficient for the generalized 
Schlaifer's inequality (Theorem 2.3.2). The inequalities are shown to hold 
for particular problems by verifying that Conditions'.! and.II hold.for the 
particular problems. This is done in Section 2.4 for several two-action 
problems on the mean of a Normal process with differing terminal and samp-
ling loss functions and differing assumptions about the process varianceo 
It is done in Section 2.5 for several quadratic terminal loss estimation 
problems and one linear terminal loss estimation problem. 
The two-action problem on the mean of a Normal process of known vari-
ance with linear terminal losses is reconsidered in Section 3o2 with 
Normality of the prior distribution relaxed to continuity. This problem 
-3-
has not been considered elsewhere. The asymptotic (cost parameters varying 
so that n tends tom) optimal sample size is derived and it is noted that 
0 
the generalized optimal loss partition inequality and the generalized 
Schlaifer's inequality are asymptotic equalities. The asymptotic form of 
r (n) is also considered for constant terminal losses, L.e., the .hypothesis 
t 
testing formulation, and quadratic terminal losses. In Sections 3.3 and 
3.4, the asymptotic results of Section 3.2 for two-action problems on the 
mean of a Normal process are extended to several-action problems. 
1.2 Discussion 
The insensitivity of total expected losses to a non-optimal design is 
most easily illustrated for the two-action problem on the mean of a Normal 
process of known variance with linear terminal losses, proportional samp-
ling costs, and a continuous prior distribution of the process mean. In 
.!. _ 1/4 Section 3.2 it is shown that n = (ktD (µb)/2hk ) 2 + O(kt/k) , where k 
0 0 S S t 
-1 , 
and ks are cost parameters, h is the process variance, and D
0
(µb) is the 
density (assumed positive) of the prior distribution at the breakeven value 
of the process meanµ. Also, Schlaifer's inequality is an asymptotic 
equality. If_D
0
(µb) or k/ks is wrong by a· factor of 4, the indicated n
0 
will differ asymptotically from the true n by a factor of 2, and r(n) for 
0 
the indicated n will differ asymptotically from the true r(n) by a factor 
0 0 
of (1/2){2+.1J2:)-l ;::: i/4; :1r b (~ ) ·or. kt./k ,· is-wrong, by a-factor of 2, the 
.JO' D · S 
asymptotic difference in total expected losses is approximately 6%. 
For the two-action problem stated above, it is sometimes convenient in 
terminal analysis, i.e., deciding which action is best after observing a 
sample of fixed size, to assume a diffuse, or "informationless," p:i;-ior dis-
tribution. For purposes of determining the optimal sample size, the 
-4-
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assumption of a diffuse prior distribution ·is definitely not "information-
less.11 Ra.iffa and Schlaifer [1, p.121] note that for the two-action problem 
above, with a Normal prior distribution, a prior variance which is large 
relative to the process variance" ••• represents a great deal of relevant in-
formation, since it amounts to an assertion thatµ is almost certainly so 
far from the breakeven value µbin one direction or the other that a very 
small sample can show with near certainty on which side of µb the trueµ 
actually lies." In fact, from (5-45b) of [1, p.121], it is easily seen that 
for a sequence of Normal prior distributions with a coIIDD.On mean and variances 
approaching~, n approaches O for any fixed cost parameters and process 
0 
variance. Thus, it is not surprising that n is asymptotically proportional 
0 
I 
to (Do(µb))2. 
In [ 3], Guthrie and Johns derive asymptotic formulas for DP"!iimal· .. (Bayes) 
fixed sample sizes for two-action problems of accepting or rejecting a 
finite lot of size N. They assume the items in the lot can be characterized 
by independent and identically distributed non negative (and hence, non.Nor-
mal) random variables with a certain type of exponential distribution -
including the binomial., Poisson, negative binomial, and gannna distributions 
- with meanµ. Two classes of prior distributions ofµ are considered: es-
sentially, priors continuous in a neighborhood of µb, the breakeven value of 
µ, and priors which are "discrete around µb." For fixed sample size n, 
terminal losses are linear inµ and sampling costs are proportional ton. 
Guthrie and Johns find that n, the optimal sample size, is asymptotically 
0 
-'-proportional to N2 for continuous priors and asymptotically proportional to 
ln N for discrete priors. The asymptotic optimal sample size for two-action 
problems on the mean of a Normal process of known precision derived in 
-5-
Chapter 3 can be shown to be analogous to the results of Guthrie and Johns 
for continuous priors. 
It can also be shown from the results of Guthrie and Johns that for the 
problems which they consider, as n approaches oo, rt(n )/r (n) approaches 
0 0 S 0 
1 for continuous prior distributions and O for discrete prior distributions. 
Schleifer [4] has shown, for the two-action problem on the mean of a Normal 
process of known variance with proportional sampling costs:· and a two-
point prior distribution of the process mean, that rt(n )/r (n) approaches 
0 S 0 
Oas n approaches oo. It is clear that for fixed sample size two-action 
0 
problems with linear terminal losses and proportional sampling costs, the 
asymptotic behavior of rt(n )/r (n) depends critically on the form of the 
0 S 0 
prior distribution near the breakeven point. The reason for this difference 
is discussed in Section 2.4.5. It is also noted there that for the two-
action problems being discussed, an "indifference region" about the break-
even point has the same asymptotic effect on r (n )/r (n) as a discrete 
t O S 0 
_prior distribution. Chernoff has noted in [5] that for the optimal :(B~yes) 
strategy for sequentially testing the simple hypothesis H: Q = Q against 
0 0 
the simple alternative H1: Q = 91 , on the basis of observations on inde-
pendent and identtcally distributed random variables with density fi(x) 
under H., i = 0,1, r (n )/r (n) approaches Oas n approaches oo, where 
1 t O S O 0 
n now denotes the optimal expected sample size and sampling costs are 
.o 
assumed proportional to the sample size. This result holds as the per unit 
1 
sampling cost approaches O, for any non unitary (two-point) prior distri-
bution and positive terminal losses. The problem of finding the optimal 
:(B~yes,) .5-equential·.-procedure .f'or~_:the::two-!-actioµ:problem ·.011',the·--:mean.:of li-,Nor-
mal process of known variance with linear terminal losses, proportional 
-6-
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sampling costs, and a continuous prior distribution is now being studied by 
Chernoff [6,7]. 
blem. 
It is not yet known how rt(n )/r (n) behaves for this pro-
o S 0 
Some numerical work, not included in this report, indicated that for 
both the optimal fixed sample size procedure and the optimal sequential pro-
cedure ·for the two-action problem on the mean of a Normal process of known 
variance with equal terminal losses for wrong actions, proportional samp-
ling costs, and a two-point prior distribution, the ratio of the loss for a 
wrong action to the per unit sampling cost DDJst be extremely large to make 
rt(n )/r (n) as close to Oas, say, .10. 0 8 O · 
-7-
CHAPTER II. 
EXACT INEQUALITIES 
2.1 Introduction 
In [2], Schlaifer presents the solution to the following two-action 
.decision problem. 
Assume. that the prior distribution of the meanµ of a Normal process 
of known variance is Normal and that the terminal utilities of the.two 
actiqns are linear functions ofµ. If the cost of a fixed size.sample is 
proportional to the sample size, what is the optimal (Bayes) fixed sample 
size? ~/ 
where 
Schlaifer conjectured 2-ffor this problem that, if n > O 
0 
r(n)/r(n) ~ (1/2) (n/n +n /n) 
0 0 0 
n = arbitrary fixed sample size 
n = optimal fixed sample size 
0 
r(n) = expected total opportunity loss (expected op-
portunity loss from wrong decisions plus cost 
of sampling) for a sample.Qf size n. 
The inequality (2-1) will be referred to as "Schlaifer's inequality." 
(2-1) 
(2-2) 
Several remarks concerning general assumptions and terminology in the 
problem above and tbose to follow are necessary. First, "loss" will al-
ways refer to opportunity loss, or, regret. Hence, since the cost of a 
c/ The solution, to a problem equivalent to this problem, was first given 
by Grundy, Healy, and Rees [8]. The most complete exposition of the 
problem is given in [1]. 
~/ Cf.footnote b, page 2. 
-8-
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sample of size O is O, sampling cost equals sampling loss. Second, it is 
assumed throughout the report that 
r(n) = rt(n) + rs(n) 
where r(n) is defined in (2-2) and 
rt(n) = expected terminal loss (loss from wrong decisions) 
for a fixed sample of size n 
r (n) c expected sampling loss for a fixed sample of 
s 
size n·. 
(2-3) 
(2-4) 
Third, throughout the report, only fixed sample size procedures are con-
sidered. Fourth, "expected" in the definitions of r(n), rt(n), and rs(n) 
refers to an expected loss, prior to observing a sample of size n, as-
sociated with the optimal terminal action posterior to observing the sample. 
Finally, it is shown in [l] that if terminal and sampling utilities (and 
hence losses) are additive, minimizing expected total loss is equivalent 
to maximizing expected total utility; all of the analysis here is in terms 
of losses. 
In an unpublished note, I. R. Savage proved that Schlaifer's in-
equality. is true for the problem of estimating the mean of a Normal process 
of known variance, given a Normal prior distribution of the process mean, 
quadratic terminal losses, and sampling costs proportional to sample size. 
Subsequently, the author proved that Schlaifer's inequality is true for 
the problem for which it was conjectured (Theorem 2.4.1) as well as several_ 
other two-action and estimation problems with sampling costs proportional 
to sample size. Another inequality, used here in the proof of Schlaifer's 
inequality, is that rt(n) > r (n ), i.e., for the optimal sample size the 
0 S 0 
expected terminal loss exceeds the expected cost of sampling (Theorem 2.4.1) • 
-9-
This will be referred to as the "optimal loss partition inequality." 
Heuristically, the optimal loss partition inequality and Schlaifer's 
inequality are true for many decision problems with r (n) = bn (b > 0) be-
s 
cause rt(n) approaches, in the "right way," a hyperbola a/n (a> 0).as ... n 
increases. It is easily shown that if f(n) = a/n + bn, where a and bare 
positive constants and n is a positive variable, is minimized by n, then 
0 
a/n = bn and f(n)/f(n) = (1/2) (n/n + n /n). The first equality cor-
o O O O 0 
responds to the optimal loss partition inequality and the second to 
Schlaifer's inequality. Furthermore, the analysis of f(n) above generalizes 
to: if g(n) = a/na + bJ3, where a and f3 are positive constants, is mini-
mized by n, then a/na = (f3/a) bl and 
0 0 0 
g(n) 
g{rC) 
0 
= 
a 
a+f3 
+ f3 
a + f3 
This suggests, for problems in which rt(n) approaches a function a/na as n 
increases and r (n) = bJ3, a "gen~lized optimal-loss partition inequality" 
s 
rt(n
0
) > (f3/a) rs(n
0
) (2-6) 
and a "generalized Schlaifer's inequality" 
r(n) 
r(n) 
0 
~ a 
a + f3 
+ f3 
a+ f3 
> o. (2-7) 
i 
For all of th~ problems considered in this Chapter, .a prior distribution 
conjugate to the process is assumed~ For all but one.of these problems, 
the generalized optimal loss partition inequality and, if n > O, the 
0 
generalized Schlaifer's inequality, with values of a and f3 dependent on the 
problem, are shown to hold (with several minor exceptions) for all values 
of the prior, process, and cost parameters. 
-10-
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-The.one problem for which the generalized inequalities are not necessarily 
true provides additional insight into the general behavior of n and r(n). 
0 
A summary of the exact solution to the two-action problem for which 
Schlaifer's inequality was conjectured is given in Section 2.2. In Section 
2.3, two general conditions on rt(n) are given. The first is shown to be 
sufficient for the generalized optimal loss partition inequality and the 
two together are shown to be sufficient for the generalized Schlaifer's 
inequality. These two conditions are verified for several two-action pro-
blems on the mean of a Normal process of known or unknown variance in 
Sections 2.4.1 - 2.4.4. In Section 2.4.5, it is shown that neither of the 
generalized inequalities is necessarily true for the two-action problem on 
·the meanµ of a Normal process if terminal losses are O throughout an "in-
d-tfference region" about the.breakeven value ofµ. The two conditions on 
rt(n) are verified for several estimation problems involving Bernoulli, 
Poisson, and Normal processes in Section 2.5. 
2.2 The Optimal.Sample Size for the Two-Action Problem.on the Mean of a 
Normal Process of Known Variance with Linear Terminal Losses, Pro-
portional Sampling Costs,.and~. Normal Prior Distribution of the 
Process.Mean. 
This section summarizes the complete exposition of this problem pre-
sented in [1]. The notation closely follows that of [l]; in particular, 
tildes denote random variables. 
Let 
µ=mean of a Normal process generating independent random 
~ .-J 
variables x-1, x2 , ••• , each Normally distributed (2-8) 
with meanµ and variance 1/h 
-11-
~(xlµ,h) = (h/2rr)°! e -(h/2}(x-µ)2 
fN*(x) = ~(xlo,1). 
X 
FN(xlµ,h) =J fn(tJµ,h)dt, GN(x(µ,h) = 1 - FN(xfµ,h) 
- 00 
FN*(x) = FN(xl0,1) , GN*(x) = GN(xJ0,1) 
prior density ofµ= fN(µJm',hn') 
A= action space= {a1,a2) 
ut(a1 , µ)=terminal utility of action ai ifµ obtains 
= Ki + kiµ, i = 1,2 
µb = breakeven value.ofµ= (K1 - K2)/(k2 - k1) 
kt= terminal loss constant= fk2 - k 1 1 
r (n) = .expected sampling cost for a sample of size n 
s 
= k n, k > 0 
s s 
rt(n) = expected terminal loss for a sample of size n 
r(n) = expected total loss for a sample of size n 
If m', the mean of the prior distribution ofµ is~ µb 
where 
00 
r/0) = J kt(µ-µb) fN(µ (m', hn' )dµ 
. µb 
1 
= kt(hn')-2 ~~ (D') 
1 
D' = (hn')2 Iµ - m' I 
,b 
00 
~* (D') =J (x - D') fN*(x)dx = fN*(D') - D' GN*(D'). 
D' 
-12-
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(2-12) 
(2-13) 
(2-14) 
(2-15) 
(2-16) 
(2~17) 
(2-18) 
(2-19) 
(2-20) 
(2-21) 
(2-22) 
(2-23) 
i 
l 
} J' 
i ' w 
. I 
I , 
'-' 
I I 
: I 
.... 
I I 
' i 
I 
--' 
., 
~ 
-
! I 
I I 
~ 
- . 
\ ! 
I I 
t.i 
I 
6-1 
I 
I 
'-' 
'1 
1..1 
-If m' > µb 
rt(o) =(~b kt(µb - µ) :fN(µlm'~hn\)Jiµ J -r:4 
but this again reduces to 
(2-21) 
Since r(O) = rt(O), (2-21) gives the expected total loss of the optimal de-
cision without sampling (the optimal decision is to take the action for 
which ut (ai,m') is greater)~~ 
If a sample of size n is taken, the posterior distribution ofµ is 
where 
fN(µ Im", hn") 
n 
n" = n' + n, m1' = (n'm' + nm)/n", m = (1/n)I: x .• 
i = 1 1. 
In this case, the optimal decision is to take the action for which 
(2-24) 
(2-25) 
ut-~~1,I(l~ is great~ and the expected terminal loss posterior to the sample 
is given.by (2-21) with double primes replacing the single primes. Since 
the optimal decision posterior to a sample of size n depends only on the 
mean of the posterior distribution ofµ, the prior expected terminal loss 
of an optimal decision following a sample of size n can be calculated from 
the prior distribution of the posterior mean, i.e., the distribution of in" 
= (n'm' + nm)/n". Form'~ µb or m' > µb, this prior expected terminal loss 
is given by 
(2-26) 
where 
1 
n* = n'n"/n, D* = (hn*)2 (µb - m'(. (2-27) 
Thus ,·::the expected total. loss, prior to observing m, of an optimal decision 
following a sample of size.n is, from (2-18), (2-21), and (2-26) 
-13-
r(n) = rt(n) + r 8 (n) 
1 1 
~ kt(hn')-2 ~*(D') - kt(hn*)-2 ~*(D*) + k8 n. 
The optimal sample size, n, is the value of n (assumed to be a continuous 
0 
non-negative variable) which minimizes r(n), given by (2-28) for n > 0 and 
by (2-21) for n co. Charts are provided in [1] and [2] for determining n 
0 
for given h, n', D', kt, and ks. 
2.3 Sufficient Conditions for the Generalized Optimal Loss Partition 
Inequality and the Generalized Schlaifer's Inequality 
l 
Two ad~ conditions on rt(n) are presented below. Assuming certain 
regularity properties of rt(n), Theorem 2.3.1 shows that the first condition 
is sufficient for the generalized optimal loss partition inequality and 
Theorem 2.3.2 shows that the two conditions together are sufficient for the 
generalized.Schlaifer's inequality. Theorem 2.3.3. will prove convenient in 
applications for verifying the first condition. These results will be uti-
lized in proving the optimal loss partition inequality and Schlaifer's 
inequality. for the problem of Section 2.2 and the generalized inequalities 
for the other problems which will be.considered. 
The regularity properties .of rt(n) assumed throughout this Section.are 
(i) ·.ri(n) i:s a ·strictly .de-creasing.;.func:tion ~f n, ~ 2: o. (2-29) 
(ii) d2 rt(n)/dn2 exists and there exists an n1 ~ O 
such that d2 rt(n)/dn2 ~ O for n § n1, n 2:, O. 
(2-30) 
These two properties,.along with r (n) = k J>, guarantee that either n = 
S S O · 
0 or n
0 
is unique and positive. In the latter case, n
0 
> n1 • No attempt 
will be made here to formally characterize decision problems for which 
rt(n) has properties (i) and (ii). Informally, the g.enerality of (i) is 
-14-
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obvious. Its assumption ru.les out, for example, problems f'or which rt(n) is 
infinite for some or all n, problems for which the prior probability is one 
that a certain action is preferred, in which case rt(n) is identically zero, 
and problems with definitive observations, in which case rt(n) is identically 
zero f'or all n 2: 1. Property (ii) is stronger. It implies that rt(n) is con-
cave f'or n between zero and Di and convex for n ~ n1, where n1 might be zero o 
An intuitive reason f'or this behavior of' rt(n) f'or the problem of Section 2.2 
is given in [l] and in [2]. (Note: f'or purposes of' analysis, n is considered 
to be a continuous variable.) 
For all of the problems considered in this Chapter., including the one 
f'or which the generaJ.ized inegJialities are not necessarily tru.e, properties 
(:1) and (ii) of' rt{n) are easily verified. ~ey also hold f'or many two-action 
problems involving discrete prior distributions f'or which the generalized 
inequalities are not necessarily tru.e. 
The first !!!hoc condition on rt{n) is 
Condition I: ax?rt(n)/dn > o., some a > O, n > o. (2-31) 
Theorem 2.3.1. If r (n) =.kn~, Condition I is suf'f'icient for the 
- s s 
generalized optimal loss partition inequality rt{n) > (~/a) r {n ). (Note 
· 0 S 0 
that if' Condition I holds f'or a particular a , it holds f'or all a > a o The 
0 = 0 
inequality is sharpest f'or the smallest a f'or which Condition I holds.) 
Proof: If n = o, the theorem- is trivial; hence, assume n > o. From 
0 0 
Condition I 
n drt(n )/dn + art(n) > o. 0 0 0 (2-32) 
Since n is a stationary point of r(n) = rt(n) + r (n) 
0 S 
drt(n )/d:n = - ~k n ~-l = -(3n-l r {n ) o 
0 S O O S 0 (2-33) 
-15-
Substitutini t2-33) in (2-32) yields -f3rs(n
0
) + art(n
0
) > O, or 
rt<n.· ) > (f3/a) r (n ) • 0 S 0 
Corollary 1. If r (n) is convex, nondecreasing, and approaches Oas n s . 
tends to O, Condition I is sufficient for the inequality art(n) > r (n ). 
0 S 0 
Proof: If n = O, the conclusion is again trivial; hence, assume 
0 
n > o. Let n2 -be the unique root of art(n) = r (n) and definer (n) = O , S 8 
(n;1 r
8
(n2))n. Then r8 (n2) = rs(n2) and from the assumptions on r 8 (n) 
r (n) ~ (~) r (n2) for n ~ (~) n2. s . . s (2-34) 
Letting n
0 
denote the value of n which minimizes rt(n) + r
8
(n), the theorem 
gives art(n) > r (n ), or equivalently, n < n2 • Now, for n ~ n2 , 0 S O O . 
r(n) ~ rt(n) + rs(n) 
> rt(n) + r (n) 
. 0 S 0 
~ rt(n) + r (n) 
0 S 0 
(from (2-34)) 
(since ii <"n2 ) 0 ' 
(from (2-34). 
Therefore, n
0 
.< n2 , which implies the conclusion. 
Corollary 2. If r (n) = 0 i'or n ='O -and K + k nfl 
s s s 
I is sufficient for the inequality a rt(n
0
) > f3 ksn~. 
:for--n > 9, Condition 
If r (n) = 0 for 
s 
n =-0 and K
8 
+ v
8
(n) for n > O, where vs(n) is convex, nondecreasing, and 
approaches Oas n tends to O, Condition I is sufficient for the inequality 
ar_t(n) > v (n ). 
· 0 S 0 
The second ~.b.2£ condition on rt(n) is 
. · d (na+ldr (n)) 
Condition I~; dn · · dn t < 0 J some a > o, n > o. (2-36) 
Theorem 2.3.2. If r (n) =kn, Conditions I and II together are suf-
s s 
ficient for the generalized Schlaifer's inequality r(n)/r(n) ~ (a/(a + f3)) 
0 
(n/n l + (f3/(a + f3)) (n /n)0 , where n > o. and a is the smallest vame ot a 
0 0 0 
tor which both cQncJ.it1ons a.re.tru.e. 
Before proving this theorem, the role of' a in the.inequaJ.ity will be 
-16-
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discussed. In Section 2.1, the generalized inequalities were suggested for 
problems for which r (n) = k J'i and rt(n) approaches a/na as n tends to=· 
s s 
It is not assumed in either Theorem 2.3.1 or Theorem 2.3o2 that r (n) ap-
t 
proaches a/na, but only that Conditions I and II hold for some a. As noted 
after Theorem 2.3.1, the generalized optimal loss partition inequality is 
sharpest for the smallest a for which Condition I holds. If rt(n) approaches 
a 
a/n °, the smallest a for which Condition I holds is a. o · . .'The same. situation 
0 
is true with respect to the generalized Schlaifer's inequality. Clearly, 
if Condition II holds for a= a, it holds for all a~ a and 
0 0 
Lemma;2.3.1.·_. For fixedt3, n, and n (n I: n ), (a/(a+ t3)) (n/n l 
0 0 0 
+ (t3/(a + ~)) (n /n)a is an increasing function of a. (Note that for n = n, 
0 0 
(a!(a + t3)) (n/n )t3 + (t3/(a + t3)) (n /n)a = 1 for all a and~.) 
0 0 
Proof: Let r = a + t3 and x = n /n. It is straigb.tfOrwardutou&bawi,tlaat: 
0 
o ( a 
oci a+ t3 
+ t3 
a + t3 
(x-r -1 + ¥1nx) • 
(2-37) 
The conclusion will follow if, for all r > 0 and x > 0 (x /: 1) 
X -Y - 1 + y ln X > 0 • 
Now, for any r > 0 
.o 
dX 
( -r X - 1 +nn x) = rx-1 (1 - x-r) 
is O only if x = 1. And 
( -r X -
2 
= r > o. 
Therefore, x-r - 1 + ylnx > 0 for all r > O and x > O (x 4 1). 
Proof of Theorem 2.3.2: Let c = t3(a + t3)-l na r(n) and d = 
' 0 0 
(2-38) 
(2-39) 
(2-40) 
a(a + t3)-l n-t3 r(n ). Then en -a+ dnt3 = r(n) and (r(n ))-l (en-a+ dnt3) 
0 0 0 0 0 O 
-17-
= a~~ (~J+ a~~ (:o)a· (2-41) 
Hence, the conclusion of the theorem is equivalent to 
r(n) = rt(n) + rs(n) ~en-a+ dJ3 
or 
rt(n) - cn-0: ~ dJ3 - r (n) = (d-k )n~ • (2-42) 
s s 
From Condition I and Theorem 2.3.1, rt(n) + r (n) > (~/a)r (n) + r (n ), 
0 SO SO SO 
or 
a(a + ~)-l r(n) > r (n) • 
0 S 0 (2-43) 
Therefore 
d = a(a + ~)-l n-~ r(n) > n-~ r (n) = b 
0 0 0 S 0 (2-44) 
and, from (2-42), the conclusion of the theorem is equivalent to 
rt(n) - en-a 
q(n) = ~ ~ 1. 
(d-k )n 
s 
(2-45) 
From the definitions of c and d, q(n) = 1. It will be shown that 
0 
q(n) ~ 1 by showing that 
dq(n)/dn ~ 0 for n §. n
0
• (2-46) 
Let q'(n) = dq(n)/dn and r~ (n) = drt(n)/dn. It is eas.ily shown that q'(n) 
may be written as 
q'(n) = [(d-k )na-fi,+l]-l [(na+l r'(n) +~kn O-$) + 
S t S 0 
~(n~rt(n0 ) - n°rt(n))]o 
From Condition I 
n0°rt(n0 ) - n°rt(n) ~ 0 for n ~ n0 • 
Hence, from (2-48) and (2-47)~ (2-46) will certainly be true if 
nd+l rt' (n) + ~k n a-fi, ~ 0 for n ~ n • 
SO , ~ 0 
(2-47) 
(2-48) 
(2-49) 
Since n is a stationary point of r(n), r' (n) = -f3k n ~-land the left 
0 t O 8 0 
hand side of (2-49) is O for n = n. Hence, (2-49) will be true if, for 
0 
-18-
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alln>O 
ti (na+1rt ·: (n) + f3ksno a+f3) < O 
or, if, for aJ.l n > 0 
ti (nGt-1rt (n)) < O 
which is Condition llo 
(2-50) 
Corollary 1. If r {n) = O for n = O and K + k nf3 (K > o) 
- S S S S= 
for n > o, Conditions I and II are sufficient for the generalized Sch1aifer's 
inequality. 
Proof: Let r (n) = k rf. Then n aJ.so m:tn:fmi zes r{n) = rt{n) + r (n) 
s s o, - s 
and r(n) = r{n) - Ks. From the theorem, r{n) /r(n~): ~ (a/(~-))'- (h/n
0
)f3 + 
(p/(<»1-13)) {n /n)a, end 
0 
""'"', i=(n) + K -r(n) ~ = . s < 
r(n
0
) r(n
0
) + K
8 
= r{n
0
) 
(2-51) 
since r(n)? r(no>· 
Corollary 2o If r (n), r (n), and r(n) are defined as in Corollary l 
s s . 
and n = 0 and ii = the valll.e of n which minimizes r{n) is> o, then Condi-
o 0 
tions I and II are sutticient for the inequal.1 ty 
K r{ii > S 0 ~ r(O) + r(O) [ \ a (nJf3 f3 
_a+f3 ~ + a+f3 (. -
11
n0 ) 
01 J 0(2-52) 
Proof: Since r(n) = r{n) + K
6 
and r(n) / r(n
0
) ~ (a/ (at-f3)) (n/n
0
)f3 
+ (~/(C>l-f3)) (ii /n)a 
0 
. WU_ 
r(oJ" 
K r(ii ) 
S 0 
= r[oT + r(O) 
-19-
Theorem 2.3.3. If Condition II is. true and drt(n) /dn = o(n-1) 
then Condition I is true, for the same a for which Condition II is tru.e. 
Proof: As n tends tom 
nrt' (n) + art(n) ~ 0 (2-53) 
by the second part of the hypothesis and regularity property (i) (2-29). 
Now 
d(nrt'(n) + art(n)) /dn = n-a d(na+l rt'(n)) /dn < 0 
by Condition II (2-36). Hence 
nrt'(n) + art(n) = n1..a d(nart(n}) /dn > O 
. which implies that Condition I (2-31) is true. 
2.4 Two - Action Problems on the.Mean of a Normal Process 
2.4.1 Process Precision Known, Linear Terminal Losses, 
Sampling Costs = K + k J3, ':./ 
s s 
Normal Prior Distribution of Process Mean 
(2-54) 
(2-55) 
This problem, specialized to the case of sampling costs proportional 
ton, is the problem sunnnarized in Section 2.2 and the problem for which 
Schlaifer conjectured Schlaifer's inequality. The proofs of the generalized 
inequalities for the problemuof this subsection involve drt(n)/dn and 
d2 rt(n)/dn2 ; since they are quite complicated, they will be calculated 
first. It will then be shown that rt(n) has properties (i) and (it) and 
that the generalize~ inequalities are true for this problem (assuming 
K = 0 for the partition inequality). 
s 
In Sections 2.,4 and 2.5, r (n) ~ 0 for n = 0 and K + k nf3 for n < 0 
abbreviated to r (n) = K i k n • 6 8 · 
. s s s 
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Lemma ·2.4.1. For rt(n), as given by (2-58) below, 
dr (n) ktfN*(D*) ( n' )i i '(n) = t n = - 2n" hn11n 
_d_n_2_ = 
2 
4n+n' - n 'D* 
2n"n 
Proof: From Section 2.2 
where 
.L 
n* = n'n"/n , n" = n'+n , D' = (hn') 2 jµb - m' I 
I 
(2-56) 
(2-57) 
(2-58) 
(2-59) 
D* = (hn*)2 I~ - m'I , ~*(D*) = fN*(D*) --D* ~*~D*) • 
Now 
Hence 
Next 
dn* 
dn 
dD* 
dn* 
,2 
n 
= - n2' 
D* 
--: ... 2n* 
dD* 
, dn = 
~iD*) 
- GN*(D*) dD* = 
r'/n) 
2 
D*n n' n'D* (2-60) 
- 2n 1n" n2 = - 2n11n 
d~*(D*) n'D*GN*(D*) 
, dn = 2n"n . 
-21-
dfN*(D*) !. dn-½ j dn" - ¾ ]' 
---- + n2 - + n" dn dn dn 
.. , . 
~ .· - " 
2 
= r "(n) [-1 -
ll 'D*. '.fN*(D*) 
t fN*(D*) 2n11n 
= - rt.' (n) 
I ~ 
.·• • I :· 
2 
· 4n+n 1 -n 'D* 
2n"n 
I' \ I 
I , 
• 
J_ 
n2 
2n3/2 
., ~:.) I .. ) \ .... 
Lennna 2.4.2. rt(n), as given by (2-58), has properties (i) and (ii) 
(- (2~2~ ),: and'.; (2'.-30 l). 
Proof: From (2-56), property (i) is.obvious. From (2-57), since 
2 
rt '(n) < 0, rt. (n) has the same sign as (4n+n'-n'D* ). From the 
definitions of D' and. D* (2-59) 
2 ( 2 2· 2) (4n+n' - n 1D*) = (1/n) 
1
4n2+nn' (1-~1 ) - n' D' (2-61) 
which is O for 
[ 
2 + 2 2 ' 2)· ½1 
n = (n'/8) - (1-D' ) - (16 D' + (1-D 1 ) J• (2-62) 
From (2-61) and (2-62) it is clear that rt(n) has property (ii). 
Theorem 2.4.1. The generalized optimal loss partition inequality 
f. 
and the generalized Schlaifer's inequality, both with a= 1, are true for the 
two-action problem on the mean of a Normal process of known precision with 
linear terminal losses, sampling costs= ksJ3, and a Normal prior 
distribution of the process mean. 
.. 
~ 
Proof: 
1
( ) o(n-1) From Theorems 2.3.1 - 2.3.3 it suffices to show that rt n = 
-22·-
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and that Condition II is true. From (2-59), as n ~ oo, n* ~ n', and 
D* --+ D' • Hence, from (2-56) 
( ) O(n-1) rt' n = • (2-63) 
Condition II requires that d(no:+l rt'(n))/dn < O, or, for o: = 1 
n ( nr " ( n) + 2r 1 ( n) ) < 0 • ( 2-64) t t 
From Lemma 2.4.1 
nr/(n) + 2rt '(n) = rt' (n) [ (n 'D*2 -n' -4n)/2n" + aj 
(2-65) 
= rt'(n)[ (n'D*2 + 3n')/2n"] 
whj.ch is negative since rt '(n) -is negat_ive. Hence, Condition II holds 
for o: = l; it is easily shown that it does not hold for a< 1. 
Corollary. If r (n) = K +r (n) where r (n) = k J3, then 
s s s s s 
o:rt(n) ~ ~r (n) and the generalized Schlaifer's inequality is true 
0 S 0 
with a= 1. If n minimizes 
0 
K 
r(n) < s + 
r{oJ r{oJ 
with o: = 1. 
rt(n) + r (n) and is> 0 while n = O 
r (ii o) f a. s ( n \f3 f3 ( ii o)a. lo 
rrorl ii$ ~J + ~ n J (2-66) 
Proof: The first statement follows from Corollary 2 to Theorem 2.3.1 
and Corollary 1 to Theorem 2.3.2. The second statement follows from 
Corollary 2 to Theorem 2.3.2. 
2.4.2 Process Precision Unknown, Linear Terminal Losses, Sampling Costs= K +k n13 , 
s s 
Normal - Gamma Prior Distribution of Process Mean and Precision. 
In this subsection, it will be shown that the generalized optimal loss 
partition inequality (if K =0) and the generalized Schlaifer's inequality, 
s 
-23-
both with a = 1, can be extended to this problem . if the prior mean . . o:fri:w ·1 •. 
is finite. The distribution theory for this problem is given in [1] and is 
sununa.rized below. Methods for finding the optimal sample size for the case 
of~= 1 are given by Schleifer [4]. 
Let 
µ=mean of a Normal process of unknown precision h 
prior distribution of(µ, li) = fNr (µ, hfm', v', n', v') 
= fN(µf m', h n ') fr2 (hf v .', v '.) where 
i • ( ) 1 ½hi,- I. 'I / 1 ·, 1 
fr2(hlv\ v') = re½ v') - e - 2 v_. (½hv 1v 1)2" - (½v'v') 
- oo~ µ, m 1 < co, h > 0; v 1 , n '> 0 , v ' > 1. 
(The prior marginal mean ofµ is finite only if v 1 > 1.) 
. . 
(2-67) 
The definitions of A, u/ai, µ), µb, kt, and fN(µfm.', hn'-) are given 
in Section 2·.2. 
where 
~ 
rt(O) = kt '(µ-i,,) £8 (µ1111', ri 1/v 1 , v •) dµ 
tf) 
vt(n) = kt J(m"-i,,) £8 (m'"lmi, n*/v', v')dm;' 
B(½, ~) = beta function of arguments ½ and ½ v ,.:., 
:and. :n*; .n:'~,. m",:. ·ax;td .. m: ~e .. def±ne·~ J by (2.-25) and (2-27). 
-24-
(2:..68) 
(2-69) 
(2-70) 
r ' 
I 
'-
I i 
I 
'-
--
-.I 
--
I 
... 
I 
--
I ! 
t • 
Let 
J_ ., 
D11 = (n' /v') 2 lµb-m' l, D* = (n*/v')72 l~-m' I 
Then rt(O), given by (2-69), can be written 
and vt(n), given by (2-70), can be written 
where 
£5*(olv) = ~(D.lo, 1, v) 
GS*(Djv) = f £S*(tjv) dt • 
D 
(2-73) 
(2-74) 
(2-75) 
(2-76) 
(2-77) 
If m'> µb~. (2-68), (2-73), and (2-74) are unchanged. Hence for any m' , 
1 1 
rt(n) = kt(v'/n')2 L8*(o'lv') - kt(v'/n*)
2 L8*(D*lv') (2-78) 
~- .. ~-- . .::~smma:'.2.4.3. For rt(n), as given by (2-78), 
( 
' )'½ ' I 2 
· v' n' v'+D* 
rt'(n)=-kt,n*_ 2n"n 
V' - 1 
(2-79) 
rt\;(n) = rt 1 (n) 2!nn ( n'D*
2 (~·:+~*:)- n' - 4n) (2-Bo) 
\ 
-25-
t -\ l I 
,1.-1 
Proof: From (2-78) 
! I 
I 
...i 
Now 
l l 
( n' )½ dn*-~ d(n/n 'n") 2 1 
dn = dn = 2n111 n11n 
l 
dD* d{(n*/v')2fµb-m' I}=~ 
dn = dn 2n n 
:. ) 
l ' '. d£8*(D* Jv ') 
d D* = 
!_ ( v '2" (v , +D*2 )-½( v '+ 1 )) = 
dD* B(1. ~. ') 2,2v , - V 
1 
+ l 2 D*f ( D* IV ' ) 
V 1TD* S* 
Therefore 
dGS*(D*I V ') 
(2-81) 
dD* = 
= d~*( ~:~~*2 fS*(D*lv') - D*GS*(D*lv•)) 
= -·f'-~- ·(D*"'v ') (~ - D*(y '+l) + D*) - G . (D*lv') S* t V -1 V'-1 / S* 
J:.( J:. dL *(D*)v ') d *-½) 
= - k v' 2 n*-2 S + L (D* IV' ) 2!.. t , dn · · · S* dn 
= - k v, ½( / n )½ n, 
t ~ii"n'" 2n11n 
+ (n, )½ 
n 11n 
2 
n' v'+D* 
2n"n v'-1 
-26-
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And 1 1 
d(n' /2n"n) + (n 'n" )~ d(n/n"n) 2 
dn n dn 
; ( n"+n n' n 'D*2 (v '+1) 2n 'D*2 ) 
= r (n) -~ + ~ + 2 - ---- 2 
t n n 2n n 2n"n(v'+D*) 2n"n(v'+D*) 
= r/ (n) 
Lemma 2.4.4. If v' > 1, r (n), as given by (2-78) has properties t 
(i) (2-29) and (ii) (2-30). 
Proof: Property (i) is obvious from (2-79). FDom (2-80), since 
rt 1 (n) < O, r/ (n) has the same sign as 
' 
4n - n' - n 'D*
2 
( (v '+D*2 )/(v '-1).) • (2-82) 
.l 
From the definitions of D* and D' (2-72), D* = D'(n*/n') 2 • Substituting 
this for D* in (2-82) and rearranging gives 
(n2 ( v '-1))-1 [4(v '-1 )n3-n' (D •4+v 'D ' 2 -v '+l)n2 -n ' 2 D ' 2 (2D ' 2+v' )n-n' 3n·14]. (2-83) 
By Descartes's rule of signs, this quantity. is O for exactly one positive 
value of n if D' * 0; if D' = O, it is positive for all n > O. In either 
case, it is clear that rt(n) has property (ii). 
Theorem 2.4.2. The generalized optimal loss partition inequality 
and the generalized Schlaifer's inequality, with a= 1, are true for 
the two-action problem on the mean of a Normal ~rocess of unknown precision 
-27-
with linear terminal losses, sampling costs= k J3, and a Normal - gamma 
s 
prior distribution of the process mean and precision with finite prior 
marginal mean of the processµ (v'>l). 
Proof: The proof of this theorem parallels exactly the proof of 
Theorem 2.4.1. From (2-79) and (2-81) it is easily seen that rt '(n) = o(n-1). 
Also from.Lennna 2.4.3. 
1· 
nr "{n) + 2r· 1 (n) t t rt r {n) ( , *2(v '+D*2) = 2" nD '1 n V - n 1 -4n+4n") 
which is negative since v'>l and rt'{n) < o. 
Corollary. The corollary to Theorem 2.4.1 holds without change. 
2.4.3 Process Precision Known, Quadratic Terminal Losses, 
Sampling Costs= K + k J>, Normal Prior Distribution of 
s s 
Process Mean with Mean m' = Breakeven Value µb of Process Mean~ 
This problem has not been considered elsewhere. The assumption that 
m' = µb makes the problem quite specialized but results in a simple 
expression for rt(n); form' J µb, rt(n) is more complicated. The 
problem does provide an example of a ~ituation ..,for~.which· theJ·-gener.8.lized 
inequalities are true for an at 1. 
The notation closely follows that of Section 2.2. In particular, 
··:·~ ..... 'o··:,-- ~·~:. 
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and r(n) be defined as in (2-19) and (2-20) and, for the moment, let 
rs(n) = ksn~. Assume that action a1 is preferred ifµ< µband action a2 
is preferred ifµ> µband that the terminal loss ifµ obtains is 
0 if µ < (>)µband a1 (a2 ) is taken 
(kt > 0). 
Without loss of generality assume that µb = 0. 
In Section 2.2 and subsections 2.4.1 and 2.4.2, r (n) was written as 
t 
.the difference between rt(0) and the prior expected terminal loss of 
taking the action optimal under the prior distribution following a sample 
of size n. In this subsection it is convenient to write rt(n) in the 
more easily interpreted form 
where 
00 
rt(n) = J rt(n, m) Dm(m) dm 
-00 
rt(n, m) = expected terminal loss of an optimal terminal 
decision posterior to observing a sample mean of m 
from a sample of size n. 
D (m) = marginal density of m for a sample of size n. 
m 
(2-86) 
(2-87) 
(2-88) 
Raiffa and Schlaifer [1, Chapter 4] show that .. the . two forms of rt(n) 
are equivalent. 
It is also shown in [1] that 
(2-89) 
where 
n = n 'n/n". (n" = n '+n) 
u 
(2-90) 
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Hence, from.(2-24), (2-85), and (2-87) 
= 'f i ktµ2 fN(µlm''' hn")dµ 
l 1 ktµ2 fN(µlm"' hn")dµ 
if m''< 0 
(2-91) 
if m' > o 
where, as in (2-25), m" = (n'm' + n m)/n" = nm/n" (since m' =I\= 0). 
Since rd'< 0 if and only if m~ O, (2-86) becomes, using (2-89) and (2-91) 
0 00 
rt(n) = j j ktµ2 fN(µlm", hn") fN(mlo, hn) dµ dm 
..00 0 
00 -:o 
+ j J ktµ2 ~(µIm", hn") fN(mlo, hn) dµ dm (2-92) 
0 -00 
00 0 
= 2kt j J µ2 ~(µ1m", hn") fN(m:l O, hnu) dµ dm. 
0 -00 
.!. 
Letting D" = (hn") 2 m", it is straightforward to show that 
0 J µ2 £N(µlm", hn") dµ = (hn")-l [ (l+D"2 )GN*(D") - D"fN*(D")] . (2-93) 
-00 
Hence 
00 
rt (n) = 2kt (hn")-l J [ (l+D112) GN*(D") - D"fN*(D") ]~(mlO,hnu)dm 
0 
1 
and, :·.letting x = (hn ) 2 m and 
u 
1 
p = p(n) = (n/n')2 
-30-
(2-94) 
u 
i I 
"-I 
I I 
~ 
/ 
I 
Ii.ii 
-D" reduces to px and rt(n) may be written 
00 
rt(n) = 2kt(hn")-l J [(l+p2x2 ) <\i*(px) - px~*(px)]fN*(x)dx 
0 (2-95) 
where· 
= 2kt(hn")-l (11+12+13) 
00 
11 = J <\i*(px) fN*(x) dx 
0 
00 
120,= f p2x2 <\i*(px) fN*(x) dx 
0 
00 
13 = f px ~;(px) fN*(x) dx • 
0 
It is well known that 
/4 ( )-1 -1 ( )-1 -1 -1 11 = 1 - 2Jr tan p = 2Jr tan p • 
and it is easily shown, by transforming to polar coordinates, that 
It is also easy to show that 
I - pn' /'t?rrn" 3 -
Using (2.-99) through (2-101) in (2-95), rt (n) reduces to 
rt(n) = (kt/vhn') (½,r - p(l+pf)-1-tan-1p) • 
Now 
dp/dn = l/2an' , drt(n)/dp = -2kt/vhn'(l+p2 ) 2 
and rt'(n) reduces to 
-31.-
(2-96) 
(2-97) 
(2-98) 
(2-99) 
(2-100) 
(2-101) 
(2-102) 
(2-103) 
r · '(n) = -k hrhpn" 2 t t (2-104) 
From (2-104), regularity property (i) (2-29) is obvious. 
t: 
Also, r/(n) reduces to 
rt·,i(n) = -(1/2) (1/n + 4/n") rt' (n) (2-105) 
from which regularity property (ii) is obvious. 
Theorem 2.4.3. The generalized optimal loss partition inequality 
and the generalized Schlaifer's inequality, both with a= 3/2, are 
true for the two - action problem on the mean of a Normal process of 
known precision with quadratic terminal losses, sampling costs= ks./>, 
and a Normal prior distribution of the process mean with mean m' = µb. 
Proof: From Theorems 2.3.1 - 2.3.3, it suffices to show that· 
: 1 
rt'(n) = o(n-) , and that Condition II holds with a= 3/2. From (2-94) 
,· 1 
and (2-104) it is obvious that rt (n) = o(nj) • . 
Condition II, with qx = 3/2, i.s dn512 rt i (n)/dn < 0 , or equivalently 
Using (2-105) 
r 
nr ~(n) + (5/2) rt'(n) < 0. 
. t 
i I 
= 2n I r '·'(n) /n" t. 
which is negative since rti(n) is negative. 
(2-106) 
(2-107) 
Corollary. The corollary to Theorem 2.4.1 holds with~= 1 replaced 
by a= 3/2. 
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2 .4.4:-:i:9 ':..; ·'. Process Precision Known, Simple Terminal Losses (0 for correct 
action, 1 for wrong action), Sampling Costs= K +kn~, Normal Prior 
s s 
Distribution of Process Mean with Mean m' = Breakeven Value µb of Pcocess 
Mean, 
The analysis of this problem is very similar to that of subsection 
2.4.3. In fact, if the second line of (2-85) is replaced by "1,otherwise," 
the discussion in subsection 2.4.3 applies without further change through 
(2-90). The expressions in (2-91) and (2-92) apply with the "ktµ2 " factor 
replaced by "1," i.e., 
00 0 
rt(n) = 2 f j fN(µlm", hn") fN(mlO, hnu)dµdm • 
O;iOO 
It is easily shown that (2-108) reduces to 
00 
rt(n) = 2 J GN*(px)fN*(x)dx 
0 
(.; 
.1 
where, as in (2-94), p = (n/n') 2 • Hence, from (2-96) and (2-99) 
-1 -1 -1 
= 7r tan p 
Now, it is straightforward to show that 
r ·,;(n) 
t 
= 
= 
(2-108) 
(2-110) 
(2-111) 
(2-112) 
from which it is clear that rt(n) has regularity properties (i) (2-29) and 
( ii) ( 2-30) • 
Theorem 2.4.4. The generalized optimal loss partition inequality 
• (if K
8
=0) and the generalized Schlaifer's inequa~ity,_both with a= 1/2, are 
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true for the problem of this subsection. 
Proof: From Theorems 2.3.1 - 2.3.3, it suffices to show that 
rt~(n) = o{n-1) and that Condition II is true. The former is obvious from 
the definition of·p and (2-111). Condition II requires that 
d(na+lrt!- (n))/dn < o. For a=½, 
d(n31~rt' (n))/dn = n½[n(-rt~ (n)) (l/2n+l/nii )+(3/2)rt1 (n)] (2-113) 
from (2-112), and this reduces to 
(2-114) 
which is negative since rt~(n) is negative. 
Corollary. The corollary to Theorem 2.4.1 holds with a= 1 replaced 
by a = ½ . 
2.4.5 The Problem of Subsection 2.4.4 with an Indifference Region 
about~-
If the terminal loss function of the last subsection is changed to~: 
terminal loss ifµ obtains equals 
0 if µ is 
1 otherwise 
where c is a positive constant, then 
Cl? -c 
{ 
< c and a1 is taken 
>-c and a2 is taken 
rt(n) = 2 j j fN(µjm";· hn")fN(mlo, hn)dµdm • 
O-ex> 
Standardizing (2-115) results in 
-34-
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rt(n) = 2 J FNl-p(c/{p.n* )-i-· X)) fN*(x)dx 
Hence 
( "4./2 1.) Since Pi hn*J;: O(n~ 
for any fixed a> 0. 
0 
(2-116) 
(2-117) 
(2-118) 
It is noted ih Chapter 1 that if a/na + bn~ is minimized by ~
0
, then 
a/n a = (~/a)bn ~ • For the problem of this subsection with any ~ > O, it 
.0 0 
is clear.that rt(n )/r (n) approaches Oas n tends to infinity, which 
. 0 S O .o 
will take place if Ks= 0 and ks tends to O. Hence the generalized optimal 
loss partition inequality with any fixed a and~ is not necessarily true. 
It can be shown that for any fixed a, the generalized Schlaifer's 
inequality can.also be false. 
The contrast between the results of this subsection and the results 
of subsections 2.4.l.through 2.4.4 illustrates that for.the type of two-
action problems being discussed, asymptotic results depend critically. on 
.whether or not the terminal loss function is O throughout a neighborhood 
Estimation Problems 
Quadratic Terminal Losses, Sampling Costs= K +k J3 
s s 
In this subsection it will be shown that the generalized optimal 
-35-
loss partition inequality (if K =0) and the generalized Schlaifer's 
s 
inequality, both with a= 1, are true for several fixed sample size 
quadratic t•rrnuial: :loss·: ;es~inlat.ion probl.ems considered . .- in .. 
Section 6.3 of [l]. Results will be given here only for the case 
K =0. The corollaries to Theorems 2.3.1 and 2.3.2 are again 
s 
applicable and.give inequalities for the case.K >O. 
s 
Let 
w = parameter being.estimated 
T) = "sample size" (the reason for this definition 
(2-119) 
(2-120) 
will be clear from a reading of the problems below} 
v·· 
w'= prior variance of w (2-121) 
~·· .. 
w"= ~ 11 (01} = prior expected value of.the.posterior 
(2-122) 
variance of w following a.sample.of size~: 
It is shown in [l] that if the terminal loss of estimating w by a is 
o-· 
. kt ( a-w )2 where kt>o, then rt ( 11) = ktw "( T)). Hence, if r (T))=k r/3 
s s 
where k >O.and ~>O 
.s 
(2-123) 
For all the problems considered here, Raiffa and.Schlaifer [l] give 
expressions for the posterior expected value of w, which is the optimal 
. estimate of w, expressions for ~i·/~~, and optimality conditions for 
the.case~= 1 from which T), the optimal sample size, can.be.determined. 
0 
The.optimality conditions for T) can.easily·be.extended-t6 the.case 
_o 
~ #. 1. It is assumed in [l] and.will be assumed here also that ~i is 
:: ..... finite. 
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_ The estimation problems for which Theorem 2.5ol below proves that 
the generalized inequalities are true, along with some necessary 
results from [1], are as follows: 
(1) Let w be the parameter p of a Bernoulli process and assume that 
the prior distribution of w is a beta distribution with parameters 
r' and n'-r'. Let the experiment be the observation of n (n=~) 
trials and let r denote the number of successes observed. Then the 
posterior distribution of w is beta with parameters r"=r'+r and 
,, .. ., 
n'~-r'' where n"=n '+no The optimal estimate of w is r"/n" and 
(2) Let w be 1/p and the process and prior distribution.of p be as in 
(1). Let the experiment be the observation of the process.until 
r(r=~) successes occur and let n denote the number of trials necessary. 
The optimal estimate of w is (n.i'-1)/(rii_l) and 
~"/w• = (r~-1)/{r:i,_1). For w' < 00, r~ must be> 2. 
(3) Let~ be the parameter~ of a Poisson process and assume that the 
: 
prior distribution of w is gamma-1 with parameters r' and t', i.e., 
I · wt' r'-1 f (wr', t•)oc e- w !1. Let the experiment be the observation 
of the process for a time t (t=~) and let r denote the number of successes 
observed. Then the posterior distribution of w is gamma-1 with 
• •• I 
parameters r'~r'+r and t'~t'+t. The optimal estimate of w is 
r"/t·i, and ~·,,,~-, = t '/t·.,-,. 
(4) Let w, the process, and the prior distribution be as in (3) but 
assume the experiment is the observation of the process until r{r=~) 
successes occur. Lett denote the time necessary for this. The 
-37-
optimal estimate of w is again rn /t" and ~,i /~' = {r'+l)/{r"+l). 
(5) Let w be 1/~ where~, the process, and the prior distribution 
of~ are the same as in (3) and the experiment is the same as 
in (4) o The optimal estimate of w is t" /(r'i-1) and 
~"!~· = (r'-1)/(r"-l)o ...., . For w• < ~, r' IJDJSt be> 2. 
(6) Let w be the meanµ of a Normal process of known precision h 
and assume that the prior distribution of w is Normal with 
mean m' and precision hn'. Let the experiment be the observation 
of·a sample of n (n=~) and let m denote the sa~le mean •. Then 
the.posterior distribution of w is Normal with mean m" and 
precision . hn" where n '' = n i +n and m" = ( n 'm' +run) /n 11 o The optimal 
estimate of w is ~·· and ~-,i/'tl' = n' /n" 
(7) Let w be the precision h of a Nor!Ila.l process of known meanµ and 
assume the prior distribution of w is gamma.-2 with parameters v' 
t 
· 6-½hv'v' h½v'-1 and v', i.e., f {wlv', v') CC ~ Let the experiment 
r2 
be the observation of a sample of v(v=~) and let w = v-1 I (x1-µ)2 
Then the posterior distribution of w is gannna-2 with parameters 
v" = V9+V· and v" = (v 0v 0+vw)/v"o 
and ~"/iJi = (v'+2)/(v"+2). 
The optimal estimate of w is 1/v" 
(8) Let w be 1/h where the process, prior distribution of h, and the 
experiment ere the same as in (7). The.optimal estimate of w is 
v·!'v"/(v''-2) and~/·/~'= (v'-2)/(v"-2)., For~·~, v' must be> 4. 
(9) Let w be the meanµ of a Normal process of unknown precision h 
and assume the prior distribution of{µ, h) is Normal-gamma with 
parameters m', v', n', and vv {see{2-67)). Let the experiment be 
-38-
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the.observation of a .sample.of size n.{n=11) and let m, m", and n" be 
defined as in (6). Let v" = v'+v-1 and v"=(v'v'+n'm' 2+vv+nm2-n"m"2)/v" • 
_Then the marginal posterior distribution ofµ is fs{µlm", n"/v", v") 
{see (2-71)), the optimal estimate of w is m' and 'ffl11 /i!J' = n' /n" • 
(10) Let w be h or 1/h and the process, prior distribution of.{µ, h), and 
experiment be the same as in (9). The optimal estimate of wand the 
expression for~"/~' is the same as.in (7) for-w =hand the same as 
in (8) for w = 1/h. 
For each of the.10 problems above,.~" is of the form 
~II = W' ( 11'+c)/{-q 1+1)'¾-C) (2-124) 
where.c is an integer.between -2 and +2 •. Note that in the.problems 
with c < 0 (2, 5, 8, 10), 11'+c > 0 by the assumption that~·< m. 
Hence-, by (2-123), for each of these problems 
Since 11'+c > 0 and 
rt'(11) = drt(11)/d11.= -kt~'(11'+c)/(11'+T}+c)2 
~t(11) has regularity property {i) (2-29). 
Since n'+c > 0 and 
rt"(11) = d2 rt(11)/drf = 2kt~'(11'+c)/(11'+T}+c)3 
rt(11) has regularity property {ii) (2-30). 
(2-125) 
(2-126) 
(2-127) 
Theorem 2.5.1. The generalized optimal loss partition inequality and the 
generalized Schlaifer's inequality, both with a= 1, are true for all estima-
tion problems .with r (11) = k r/3 for which rt(11) can.be written as in (2-125), 
s s 
provided that 11'+c > O. {For the 10 problems above, 11'+c > 0 if 'iS' ~ m .) 
-39-
Proof: As usual, the theorem will be proved by showing that 
rt'(11) = 0(11-1) and that 6ondition II is true. The theorem then follows 
from Theorems 2.3.1 - 2.3.3. From (2-126) it is obvious that 
.. f 
rt~ (11) = o{ 1t1). Condition II, with a = 1, requires that d( 1?r t' ( T))) /d11 < 0, 
or 
(2-128) 
From (2-126) a~d (2-127) 
ri2 r/(ri) + 2flrt~(T)) = 2nrt~(11) (ri~+c)/(11;+T)+c) (~-1~9) 
is negative since rt!(ri) is negative, and the proof is completed. 
Theorem 2.5.1 proves that for each of the 10 problems above, 
rt(rio) > ~ rs(ng). Because of the simplicity of the expression (2-125) 
for rt{ri), this can be improved upon. 
.r{ri) and rt'(11) = - rt{11)/(11'+ri+c) 
Since 11 is a stationary point of 
0 
rt{T) )/(11i+11 +c) = r '(11) = ~r (11 )/11 0 0 S O S O 0 (2-130) 
or 
rt ( 11 ) = ~ r ( 11 ) + ~ k T) ~ -1 ( T) t +c ) • 
o s _o so (2-131) 
~ 2.5.2 Estimation of the Mean.of a Normal Process of Known Precision, 
Linear Terminal.Losses, Sampling Costs= Ks+ k
8
n~, Normal 
Prior Distribution of Process Mean ... 
This.problem, with~= 1, is considered in Section 6.4 of [1] and 
sunnnarized below •. Let 
-40-
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µ=mean of a Normal process of.known precision.h 
the prior distribution .of µ be fN(µI m 11, hn ') 
the terminal loss of estimatingµ by a 
= {k0 (a-µ) 
k (µ-a) 
u 
if µ~a, k
0 
> 0 
ifµ~ a, ku > 0 
As in the last subsection, results will be given here only for the case 
. I 
r(n) = (k + k )(hn")-2 fN*(c*) +kn 0 U S 
where n" = n'+n and c* is defined by 
FN*(c*) = k /(k +k) • U O U 
The optimal sample.size n is either O or the unique root of 
0 
n" = (2k )-l [ (k +k ) fN*(c*) ]213 • 
S O U 
From (2-132), it is easily verified that 
rt·' (n) = -rt (n) /2n'" 
.. • 
r/(n) = 3rt(n)/4n'~: 
(2-132) 
(2-133) 
(2-134) 
(2-135) 
(2-136) 
from which.it is clear that r/n) has regularity properties (i) (2-29) and 
( ii) ( 2-30) 0 
Theorem 2.5.20 The generalized optimal.. loss partition inequality 
(if K =0) and the generalized Schlaifer's inequality, both with a= 1/2, 
s 
are true for the estimation problem of this subsection. 
Proof: By (2-132) and (2-135) it is obvious that rt:' (n) = o(n-1). 
Since, from (2-135) and (2-136) 
-41-
. 3rt(n) ( n ) -3n 'rt(n) 
nrt"(n) + (3/2)rt ~ (n) = .. -,. - 1 = 2 4n 11 n" 4n" 
(2-137) 
Condition II is true. Hence, by Theorem 2.3.3, Condition I is true, and 
by Theorems 2.3.1 and 2.3.2, the generalized inequalities are true. 
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i Chapter III 
.AsYmJ2totic Equalities. 
3.1 Introduction 
In this chapter, several finite-action problems on the mean of' a Norma1 
process are examined under the assumption of an absolutely continuous (with 
respect to Lebesque measure) prior distribution of the unknown process para-
meters. Because of' the relatively weak assumption concerning the prior 
distribution, only large sample results are available. 
It is shown i'n subsection 3.2.1 that for the two-action problem 
on the mean µ of' a Normal process of' known precision h with linear ter-
minal losses, the expected terminal loss rt (n) associated with a proposed 
-1 
sample of' size n is asymptotically proportional to n • In subsection 
3.2.2 it is shown that f'or the same two-action problem with quadratic ter-
minal losses, rt(n) is asymptotically proportional to n·3/.2 -. '.rfi~ '~aniii 
probl~m with constant terminal losses is considered in subsection 3.2.3; in 
this case, rt(n) is asymptotically proportional to n-1/ 2 • These simple 
asymptotic forms f'or rt(n) make it easy to derive asymptotically optimal 
sample size formulas £or simple sampling cost functions (Theorem 3.2.2). 
The generalized optimal loss partition inequ~ity and the generalized 
Schlaifer•s inequality become asymptotic equalities. 
The results of subsection 3.2.1 a.re extended to finite-action problems 
on the mean of a Normal process of' known precision with linear terminal 
utilities in Section 3.3. In Section 3.4 it is shown, under quite general 
conditions, that if' h is unknown the results of subsection 3.2.l hold with 
-1 _., 
the prior conditional value of h givenµ=~ (the break.even value of ~) 
-1 
replacing h • 
- 43-
3.2 Two-Action Problems on the Mean of a Normal Process of Known 
Precision with an Absolutely Continuous Prior Distribution of the 
Process Mean 
Some of the notation employed in this section was defined in Chapter 2; 
for ease of reference, it will be repeated hereo 
Let 
A = action space = {8i·' a2l (3-1) 
µ = mean of a Normal process of known precision h 
generating independent random variables 
-1 n 
m = m = n iEl x. m = l. 
N D
0
(µ) = prior density of µ 
"' D1 (µ) = D1 {µlm) = posterior density of µ 
Dc(mlµ) = conditional density of' nf given µ (Normal 
with mean µ and precision hn) 
,v Cl) 
Dm(m) = marginal density of m = J D (µ) U (m!~)dµ 
-CD O C 
m' = mean of the prior distribution of µ 
m" =mm"= mean of the posterior distribution of µ 
J. {m) be defined by m " = J. (m) ~ n ~ 
X 
= f fN(tlM, H)dt 
.. a, 
(3-2) 
(3-3) 
(3-4) 
(3-5) 
(3-6) 
(3-7) 
(3-8) 
(3-9) 
(3-10) 
(3-12) 
, GN*(x) = GN (xlo, 1) (3-13) 
rt (n) = expected terminal loss.; prior to observing mn' of 
an optimal decision. followlng a sample of size n 
,_44, .. 
(3-14) 
I 
..... 
I 
_, 
I 
I : 
~ 
\ .1 
.... 
~ 
i 
·• 
r (n) = cost, or expected cost, of' a sample of' size n 
s 
r(n) = total expected loss of a· sample of size __ n 
3.2.1 Linear Terminal Losses 
(3-15) 
(3-16) 
This subsection is concerned with the case of linear terminal 
utilities, :which result, in the terminology of Raiffa and Schlaifer-C-l]j.-·in 
linear terminal. losses. To make this precise, let 
u(a1, µ)=terminal utility of action a1 if µ obtains 
= Ki + k1µ , i = 1, 2 
(3-17) 
~ = breakeven value of µ = (IS_ - ~ )/ (k2 - ~) (3-J.8) 
(3-19) 
The terminal loss if µ obtains is O if the correct action is taken 
and kt Iµ-~ I if the wrong action is taken. It is easily seen that for 
given kt' h, D
0 
(µ), n, and m, one action is optimal if' m" ~ ~ and the 
other action is optimal if m 11 ~ ~. 
Throughout Section 3 .2 rt (n) will be expressed in the form used 
in Section 2.3 rather than the form used in Sections 2.1 and 2.2, viz., 
rt(n) = J rt(n, m) D (m)dm 
-oo m 
where rt(n, m} denotes the expected terminal loss of' the optimal 
action posterior to observing m • For linear terminal losses 
n 
co 
~ kt{µ - ~) Dl(µlm)dµ 
rt(n, m) = ~ 
-i kt(~ - µ) Dl {µ lm)dµ 
-45-
, 
, 
if m " < u. m -·o 
(3-20) 
(3-21) 
The following assumptions are made about D
0
(µ): 
00 
(i) m' = f µ D {µ.)dµ < CD 
-oo 0 
(iii) D "{µ) = d2D (µ)/a.µ 2 exists and is continuous 
0 0 
throughout a neighborhood of ~· 
To simplify the notation slightly, assume, without loss of 
generality, that 
k = 1 t , h = l , ~ = o. 
To shorten the proof of Theorem 3.2.1, several lemmas will be proved 
first. 
,. 
(3-22) 
(3-23) 
(3-24) 
(3-25) 
Lemma 3.2.1. ~n(m) is finite and a strictly increasing function 
of m. 
Proof: The proof which follows is very similar to the proof of 
Theorem 3.1 of [3] and incorporates an easy extension of the inequality 
on page 43 of [9]. 
Since 
00 
Dm(m) = -i D0 {µ)fN(mlµ, n) dµ > o 
00 
and J µ D {µ)dl,L is finite by assumption (3-22) 
-oo O. 
00 1 ~ (m) = J µD (µ) f.N(mlµ, n) (D (m) f dl,L < oo. 
n -CD o m 
To show that ~n{m) is strictly increasing, consider ~n(~) - ~n(m1 ) 
where m1 < m2 • Let fN(m1 Iµ, n) be abbreviated to t 1 (µ) , i = l, 2. 
.. 
" 
l 
... 
"' 
\ l 
l._j 
! i 
Ii.; 
_l I 
~ 
I ,, 
' 
... 
' I 
! I 
._ 
l ! 
.... 
l f 
~ 
\ I 
.J 
Then, since i... 
-46- \ I ¥ 
.;~ 
: I 
~ 
w 
and 
, 
and this will be positive if the integral is positive. Now, letting 
00 00 CID 
= -J µl Dll rl dµl - 4 µlDll Dµl -~ p.~ D21 dµ2 
and the expression in brackets is positive for µ1 ~ µ2 since fN(mlµ, n) 
has a monotone likelihood ratio. Henc~, since D {µ) is not a unitary 
0 
-47-
; 
distribution, the expression (1) is positive and tn(m2 ) - tn(~) is 
positive. 
To simplify the proof of the next lennna, three preliminary lemmas 
will be proved first. 
Lemma A. For fixed £ > 0 and M ~ O , and a;ny k > 0 
. k J µ D (µ) f (µIM/n, n)dµ = o{n- ). lµl>E O fl. 
Proof: 
00 CD l µ Do(µ) iii (µIM/n, n) dµ < ~- (E IM/n, n) / µ Do (µ)dµ 
= O(nl/2 e-(l/2)nf[ µ Do(µ)dµ) = o(n-k) 
co 
since . . J µ D (µ )dµ < CD by assumption (3-22) • Similarly 
-co O . 
-£ . ·k J µ D (µ)f (µ(J-Vn, n) dµ = o(n- ). 
-co o. N-
Lemma B. For fixed £ > o and i ~ o, and any k > o 
For a = O(n-1 ) and fixed i > o, and any k > O 
Proof: Le'tting x = n1/ 2 (µ - M/n) and £ 1 = n1/ 2 (£ - M/n) 
. f µi f (µ IM/n, n)aµ = f:'f, cxn-1/ 2 + M/.n.)1 f Cx>ax 
N I' N* E, . 
= O(n·i/2 1 xi f *(x)dx) 
t:' N 
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(3-28) 
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.Ji 
, I 
~ 
) i 
I_.; 
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-
J I 
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...i 
l j 
-
I I 
I 
~ 
I ,· 
: I 
... 
--~ I 
.,.J 
• • 
~ .• i 
since 
f xif'N·* (x )dx = 
E'· 
, i = 0 
f (£ t) 
N* 
, 1 = 1 
E ,i-1 f'_ *"E,) + (i l) 
00J i-2 ( ~ - 1 X f ·* x)dx , i > 2. N· £ N· 
Similarly 
-E i ( -k 
.. }. µ ~-~µIM/n, n)dµ = on ). 
The second part of the lemma follows easily from the first part. 
Lemma C. For£> O and a = O(n-1 ) 
£ 2 I -~2 
-f µ(µ-a) fN- ~µ a, n)dµ = 0 (n ) • (3-29) 
Proof: Since a = O (n -l), a E: [-e, E ] for n sufficiently large • 
Now 
f. 2 f 3 E. 2 
I L µ(µ-a) ~.{µja, n)dµ I= I! {µ-a) fN{µla, n)dµ + ( a(µ-a) fN(µ(a, n)dµI 
and letting x = n1/ 2{µ-a), the right side of' this equality is less than 
n-3/2 r x3 :r /x)dx + n-llal r x2 :ri(x)dx 
which is. O(n-3/ 2 ). Similarly 
a 2 
_ I, µ~µ-a) ~-{µla, n)dµ = 
and the lemma :follows. 
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The next. lemma has been proved by Guthrie and Johns [3, Theorem 3.3] 
for certain types of exponential distributions (not including the Normal 
distribution) with mean µ and a prior distribution of µ satisfying 
assumptions (3-22) - (3-24). 
Lemma-3.2.20 ~;1(o) = - D~ (0) / n D
0
(0) + o(n-1 ) 
where D; (0) = d D (µ) J dµ evaluated at µ = o. 0 0 
Pro~f: I:t will_ be shown first that ~;1 (o) = O(n-1 ) by showing 
. 
that there exists an M > 0 and an N > 0 such that for n > N 
(1) cl>n (-M/n) < 0 < +n (M/n) 
Since cl>n(m) is strictly in~reasing by Lemma 3.2.1, (1) is equivalent to 
-M/n < +;1 (o) < M/n, or, +;1 (0) = O(n-1 ). 
Consider 
(2) 
. -
+n (M/n) has the sign of the integral in (2). and) for:.;~any .. '£ .. >:·Q 
\ I 
(3) 
(3-30) 
by Lemma A. By assumption (3-24), ·for some E = f (µ) such that IE I < £ 
f ~ . J µ D0 (µ)1N(µIM/n, n) dµ = J µ (D0 (0) + µ D~ ( f )):rN_(µIM/n, n)dµ 
-E . -~ -
CD . £,, 2 . 
= D0 (0}.[ f µ -r.._(µIM/n, n)dµ - . J. _u.f_(µIM/n, n).dµ] + J µ n'·(f)fN:(µIM/n, n)dµ 
- -oo ~- lii-·J>t· .---~ -e o .. 
(4) 
-1 E.. 2 . 
=.D (0) (M/n + o(n ) + f µ n·•· (f)fN(µIM/n, n)dµ by Lemma B. From assumption 
0 -£ 0 . 
(3-24) it also f~llows that £ can be chosen such that· ID~ (~) I is bounded, 
say by K, on [-f,E]. Note that K is independent of M. Hence 
E. 
I J µ2 D~ (f) fN(µIM/n, n)dµ I 
-E 
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< K f µ2 f {µIM/n, n)dµ 
-£ N 
• 
, I 
I ' 
: 
I / 
'-' 
\ ! 
~ 
--) I 
-
, I 
, I 
\ I 
u 
, I 
~ 
I I 
4-
l I 
.... 
\ I 
-
I I 
... 
I I 
I I 
._.i 
I I 
I 
-· 
) ( 
~ 
i 
(5) 00 2 2 = K [ J µ fN(µ)M/n, n)dµ - J µ fN(µIM/n, n)dµ] 
-as lµl>e 
= K_ [ n-1 + (M/n)2 + o(n-1 ) ] 
by Lemma B again. Therefore, from (3) - (5) 
_:µ D0 (µ) fN(M/nlµ, n)dµ ~ D0 (0)(M/n + o(n-1)) - K(n-i + (M/n)2+o(n-1))+o(n-1) 
- . 
which is positive for n > N if M and N are sufficiently large since 
D
0
(0) is positive by assumption (3-23). A similar argument shows that 
~ (-M/n) is negative for n > N if M and N are sufficiently large. 
n 
Hence ~;1 (o) = O(n-1 ). 
It will now be shown that +~1 (o) = - D~(o)/n D
0
(0) + o(n-1 ). 
To simplify the following expressions slightly, temporarily let a= +~1 (o). 
It follows from Lemma 3.2.1 that a is unique. Therefore, since D (a):> o, 
m 
a is the unique root of 
«> 
0 =_J µ D0 (µ) fN(afµ, n)dµ 
= J µ D0 (µ) fN(aJµ, n)dµ + f µ D0 (µ) fN(alµ, n)dµ . 
- f lµl>e 
By assumption (3-24), £ can be chosen such that D (µ) is bounded on 
0 
[- E, E ] and then from Lemma B 
lµf>E µ Do(µ) fN(alµ, n)dµ = o(n-1) • 
Hence 
(6) 0 = f µ D
0
{µ) fN(alµ, n)dµ + o(n-1 ) 
-E 
- . l 
From the first part of the lemma, a= O(n- ) • Thus, for any fixed£, 
if n is large enough, a ( ... £, E ] , and by assumption (3-24) D {µ) can be 
0 
expanded about a so that { 6) can be written as 
-51-
0 = /µ(D (a)+ D' (a) (µ-a·)+ 1/2 D" (E)(µ-a)2) ~(afµ~ n)dµ+o(n-1 ) 
. -E- o o o 
+ D' (a) 
0 
Q) ( J µ fN( µla, n)dµ - J µ fN(µ(a, n)dµ) 
-oo l1-1 I> E 
(I) ( r µ(µ-a) tN{µfa, n)~ -· 111 µ(µ-a) fN{µ)a, n)dµ) -<b µ >£ . 
+ 1/2 f µ(µ-a)2 fN(µla, n)dµ 
-£ 
= D (a)(a+o(n-1)) + D' (a.)(n-l + o(n-1 )) + o(n-1 ) 
0 0 
by Lemmas B and C. Therefore 
(7) 0 = aD (a)+ n-l D'{a) + o{n-1 ). 
O 0 
I I 
I I 
., --
! ( 
i.J 
\ I 
I I 
I ; 
~ 
From assumption (3-24) again, D {a) and .D' (a) can be expanded about O , 1, 1 0 . 0 
for n sufficiently large, so that ( 7) becomes 
0 = a{D (0) + a D' ( ~)) + n-l (D' (0) + a D"( I:~) + o{n-1 )) 
O o~ o oS~ 
where I Si I < I~ I < £ for i=l, 2. Therefore, since a == O {n -l) 
0 = a D
0
(0) + n-1 D~(0) + o(n-1 ) 
or 
a= +~1(0) = - D~(O) / n D0 (0) + o(n-1). 
Lemma 3,2,3, r x1 FN*-(-x)dx = 21/ 2 r (1!2 ) / (2Tr)1/ 2 (1+1) (3-31) 
0 
for i = o, 1, 2, . . . . 
Proof: Successive integrations by parts with u = FN* (-x) and 
dv = x1dx (i=O: .:!., 2, •.• ) and, in the resulting integrals of the form r Xj fN* (x)dx Where j > 1, with U = Xj-l and dv = X fN* (x)dx 
give 
co 
J x1 F *(-x)dx = 
o N 
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2112 r ,1;2 > ; <2 >1/2 <1+1 > , i even 
1+1 
f (1+1) / 2 Tr (1;1> (i+l) , i odd. 
-I 
I, I 
I_, 
\ I 
.. 
.--.. 
! I 
-.al 
\ I 
-.t 
I ! 
'; I 
·-I : 
\ I 
I.J 
For i odd, an application of the duplication :formula for the gamma 
function establishes the lemma. 
Lemma 3 . 2 • 4. For :fixed c > 0 and i ~ 0, and any k > 0, if 
a= O(n-1 ) then 
j µi F (alµ, n)dµ = 
£ N 
-£ i 
_J, (-µ) GN(alµ, n)dµ = 
(3-32) 
Proof: Since 
-£ . 00 i f (-µ) 1 G (a(µ, n)dµ = EJ µ FN(-alµ, n)dµ 
-CD N 
and 
J µi FN( lal Iµ, n)dµ > r µi FN(a(µ, n)dµ 
e - £ 
it will be assumed that a ~ 0 and it will be proved that 
CX) i -k 
/ µ FN(alµ, n)dµ = o(n ) • 
Let M > O be such that for n sufficiently large, a < M/n • 
Then 
CD i 00 i (1) j µ FN(alµ, n)dµ < / µ FN(M/n I µ, n)dµ 
and letting x = n1/ 2 (µ - M/n) and e' = n1/ 2 (E- M/n) 
j µi FN(M/nlµ, n)dµ = h n-l/2(xn-l/2 + Mn-l)i F. *(-x)dx 
E e N· 
= O(n-(i+l)/2 J. xi F d (-x)dx) 
£1 I~·· 
= o(n-k) 
since successive integrations by parts show that r. .xi F~(-x)dx is a 
linear combination of f~"*(E') and F ~(-E'), and E' = O(n1/ 2 ) 
.L'f. N 
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Theorem 3.2.1. For the two-action problem on the mean µ of a 
Normal process of known precision h with linear terminal losses and 
• 
an absolutely continuous prior distribution of µ satisfying assumptions .. 
(3-22) - (3-24) 
- 2 
rt(n) = kt D0 (~) / 2 hn + 0(ktn- ) 
where kt iis the terminal loss constant defined by (3-19), D
0
(~) 
denotes the prior density at ~, the breakeven value of µ , and n 
denotes the sample size. 
Proof: For kt = h = 1 and ~ = 0 , (3-26), the theorem is that 
rt{n) = D0 (0) / 2n + 0{n-
2 ) • From (3-21) and (3-25) 
CD . 
rt(n) = J rt(n, m) D {m)dm 
-oo m 
where 
co l µ Dl(µ(m)dµ 
rt(n, m) = 0 J (-µ) Dl(µfm)dµ 
- 00 
if m•• < 0 
n 
if m" > 0 • 
n 
Since m~ 5 0 if and only if m 5 ct,~1 (o) by Lemma 3.2.1, rt(n) can 
be written ~;l(O) 
(1) rt(n) = J -
-a) 
Substituting (Dm(m))-l D
0
(µ) fN(m(µ, n) for D1 (µfm) in (1) and inter-
changing the orde"7 of integration,. which can be justified by Fubini 's 
theorem, gives 
"'-1(0) 
oo 't'n L 
rt (n) = J f IJ.:' (D (m))-Jl (µ) f.N(m(µ, n) D (m)dm dµ 
0 -oo m o m 
0 
(2) + J 
-oo 
-54-
(3-33) 
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. ~e theorem will be proved by showing that rt (n)' ,. as given by (2), 
can be written 
(D 
rt(n) = ~ D0 (0) -bµ FN(OIµ, n)dµ + o(n-2 ) 
(3) 
/ 
-2 
= D
0
(0) 2n + O(n ) 
1/2 
since, letting x = n µ and using Lemma 3_.2.3 
CD. . 1<D J0 µ FN(OIµ, n)dµ = n- bx Fwc- (-x)dx = l/4n. 
As a first·step towards establishing (3), from (2) 
ex, -e 
rt (n) = i+ + I- + l µ Do(µ) FNc+;1 co) Iµ, n)dµ + 1, (-µ)Do (µ)GN(+;.L(O) lµ,n)dµ 
. . 
where 
+ E . 1. 
I = t µ D0 (µ) F11 (+~ _(o) Iµ, n)dµ_ 
. 0 
I-= -l (-µ) Do(µ) 0Nc+;1co)Iµ, n)dµ 
ooJ ( ) .1.n-1 (o) = o (n-1) Since · µ D µ dµ exists and 'I' by Lemma 3.2.2, for any 
-m o 
E>O and k >·o 
CX) ~ . 
{ µ Do(µ) FNc+;1 co) Iµ, n)dµ ~ FN*(n1/ 2 c+;1 co) - E)) l µ Do (µ)dµ 
= ~[FN*(-Eni/2 )] = o(n-k) 
an~ similarly 
-e 1 
-~ (-µ) D0 (µ) GN(+~ (?) I µ, n)dµ = o(n-k) • 
I 
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Hence 
(4) rt (n) = I+ + 1· + o(n-k) • 
Now, by assumption (3-24) there existli an € > 0 such that I+ and 
I- can be written 
I+= lµ[D0 (0)+µD~(o)+l/2 µ
2 D~(E1)][FN(OIµ, n}+FN(+~1 (o)lµ,n)-FN(olµ,n)]dl,l 
l- =_[(-µ)[D0 (0)+µD~{0)+1/2µ
2D~(f2)][GN(Olµ,n)+GN(+;
1 (o)lµ,n)-GN(Olµ,n)]dµ 
where If 1 1 < e , 1=1,2. Let 
where 
+ E I 1 = .(; ~ D0 (o) FN(o Iµ, n}~ 
1; = (,µ2 D~(O) FiOIµ, n)dµ 
1; = (l/2) { µ3 D~ %) FN(OIµ, n)dµ 
1! = f! µ D0 (µ) [FN(+;1(o) Iµ, n) - FN(OIµ, n)]dµ 
and Ii through I4 denote the corresponding integrals of the analogous 
partitioning of I- • 
Since 
(6) f - µ1 ~(O !1.1, n)dµ = (-l)i+l l µ1 FN(O IP., n)~ , i = l, 2, • • •, 
-£ 
it follows that 
, 
-56-
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•'-,I 
', I 
'-' 
I I 
. { 
I ; 
'-' 
: i 
·-
( I 
'-' 
.. 
' ' ! .
\ I 
~ 
--
,1 
.-- .. 
\ 
-( ' I 
' i 
Thus, ·:rram (3.). - (7.) 
(8) 
/, ) / :+ + - - ( -k) 
• Do,o 2D + I3 + I4 + I3 + 1,._ + on • 
+ :+ - - ( -2) It remains to be ab.own that ~ + Ila. + 13 + 14 = 0 n • 
Consider :first x; . By assumption (3-24), f · DJ2'Y be chosen such that 
I D~ (f1.) I iar112 1 is bounded by M, BSN,, throughout the interval 
. [-£, £ ] • Hence 
(9) 
11;1 ~ l/2 Ml P.3 JJl(Olp., n)dp. < l/2 Mt p.3 FN(Ol11, ii) dp 
.. 1/2 lll-2 r y.3 PN*(-x)dx 
a l/2 Ma-2 (3/8) (by lemma 3.2. 3) 
By (6) and (9'). 
(10) II31 ~ 1/2 Mo-2 (3/8) = O(n-2 ). 
Consider next 14 + -14 • By assumption ( 3-25), I: and 1; can be 
written 
14 = l µ{Do(O) + 11 D~(E'3)][F1/+~1 (o)f11, n) .• FN(Ofµ, n))dl,L 
14 al (-11)[D0 (0) + 11 D~{f4)) [GN(t;1 (o)111, n) - <\q(Olp, n))dp 
where· 
-57-
#' • 
£ 1 . :.O l . . IJ µD0 {0)~FN(t~ (o)(µ, n) - FN_(o)µ,n)]dµ~£(-µ)D 0 (0)[GN·('~ (o)(µ,n)-GN(oJµ,n)]dµ 
= D (0) I l µ [FN(:,-1 (0) lµ,n) - FN(0)µ,n)]dµI 
o_ -E n 
· J,~1<0> I .. 
co 
< D0 (0) /0 ~ µ fN{µlt, n)dµ dt 
by Lemma 3 .2 .2 
Hence 
+ - e 2 l I 4 + I 4 = t µ D~(!3 ) [FN(t~ (0)Iµ, n) - FN(0Iµ, n)]dµ -· 
o 2 1 " 2 
=_[ -µ D~([4)[GN(~~ (0)(µ, n)]~ -~(0lµ,' t:i)]dµ + 0(n- ) • 
Letting H denote a bound on ID~ (s) I f'or I~ I ~ E 
E 1,~1(0) I 
II:+ I4 I~ 2M £ µ2 £ fN(tlµ, n)dt dµ + 0(n-2 ) 
lf1 (0) I 
n co 2 2 
< 2H JO -oof µ fN (µ It, n )dµ dt + 0 (n- ) 
1~~1<0> I 
(11) = 2H £ (n-1 + t 2 )dt + 0(n-2 ) 
by Lemma 3 .2 .2. 
= 2H (n-1 1t~1 (o)I + (1/3)1,~1(o)l 3) + o(n-2 ) 
= 0(n-2 ) 
I 
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-From (8) - (ll) 
( ) ( ) / O(n-2) rt n = D0 0 2n + 
It is not difficult to show that for the general problem 
and r (n) =kn, the optimal sample size n = n (kt) satisfies 
S S O 0 
where kt tends to infinity. In general, if rt(n) = akt/na 
+ O(kt / na+1 ) where a> O and rs (n) = ks nf3, the optimal sample 
size n satisfies 
0 
n = (aak /'3k )1/ (a+t3) + o{k l/ (a+f3)) 
0 t S t 
where kt tends to infinity. 
(3-34) 
(3-35) 
Proof: The second part of this theorem (3-35) is applicable to 
the problem of this subsection if a is set equal to l; if f3 also 
equals l, (3-34) gives a stronger result. The result (3-35) will also 
be utilized in the following subsections and will be proved first. 
(1) 
r(S) = rt(n) + r (n) 
. 0 0 S 0 
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The frist two terms on the right side of (1) are positive and O(kt~Y) 
while the error term is O(ktV(~-l)). Now suppose n
0 
= n
0
(kt) 
= 0 (k/ + t) where ( + & > 0 and consider 
r (n ) = ak / na, + k n~ + 0 (kt / n c»f-l) 
0 t O S O 0 
(2) 
If , > o, the second term on the right-side of (2) is positive and 
of larger order of magnitude than r(S ); if t < o, the first term on 
0 
the right side of (2) is positive and of larger order of magnitude th~ 
r (~ ) • Since n is the optimal sample size, f = O and n and 
0 0 0 
A 
n
0 
are of the same order of magnitude. 
To show that e = o (;kt ) it will be shown that u = u (kt) 
= n / n approaches 1 as kt tends to inf'ini ty. Consider 0 0 
r(n) - r{S) = akt/na +kn~ - akt/na - k ~~ + O(kt_t(~-l)) 
0 0 0 S O O S 0 
(3) = (ak /na)(l/ua - 1) + k 8~ (u~ - l) + O(k Y(~-l)) t O SO t 
since akt/S.
0
a = (~/a) k6S0 ~. It is easily shown that the expression 
in brackets in (3) is,positive if u ~ 1. Hence, if u does not 
approach 1, then for any K- > 0 1 r(n0 ) - r(g0 ) is positive for in-
finitely many values of kt greater than K, contradicting the optimality 
of n
0
• Therefore u (kt ) approaches 1 as kt tends to inf'ini ty, 
-60-
: I 
'-
.. 
! I 
i . 
I , 
I.I 
,, I 
': I 
', I 
... 
-~ r 
\ I 
, I 
I 
~ 
\ i 
'-
,"! 
• 
'I £(kt)= o(kt· ), and the second part of the theorem is proved. 
For the special case of the first part of the theorem, a=~= 1, 
r(n) =kg 2 / n +kn+ O(ktn-2 ) 
S O S 
= {k /n) (n - S )2 + 2k £ + O(ktn-2 ) • 
S O S 0 
From the proof of the second part of the theorem both n 
0 
O(k l/2 ) and hence 
t 
r (n ) = k € 2 / (n + E ) + 2k n + 0 ( 1) 0 S O S 0 
r(~) = 2k ~ + 0(1) 
0 S 0 
and 
r {n ) - r (~ ) = k £ 2 / (Ii + £) + 0 ( 1 ) • 
0 0 S 0 
A 
and. n are 
0 
Since 6 = o(~), r{n) - r(~) is positive for k sufficiently large 
0 0 0 t 
unless E = o(B.
0 
l/2 ) = O(ktl/4).. QED. 
For the problem of this subsection, it follows easily from 
Theorems 3.2.1 and 3.2.2 th~t if r (n) =kn~ 
s s 
~ (n) =Ar (n) + o(k ~/(l+~)) t O ~ S O t 
and, if n = O(n) 
0 
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(3-36) 
(3-37) 
.,. l 
., 
i.e., the generalized optimal loss partition inequality and the generalized "-
Schlaifer's inequality, both with a = 1, are asymptotic (kt --+o 00 ) 
equalities. 
3.2.2 Symmetric Quadratic Terminal Losses. 
In this subsection it is assumed that action a1 {a.2 ) is pre-
ferred to action , .a2 ( a1 ) if' µ < (>) JJ.i, and that the terminal loss is 
0 if the correct action is taken and 
if' the incorrect action is taken. Assumptions (3-23) and (3-24) 
concerning D {µ) are retained and (3-22) is strengthened to 
0 
(X) 2 (i') J µ D (µ)dµ exists 
-<D 0 
(3-38) 
(3-22') 
Theorem 3.2.3 below is analogous to Theorem 3.2.1 and shows that 
tor the problem of' this subsection rt(n) is asymptotically proportional 
to n-3/ 2. The proof' of' Theorem 3.2.3 will be simplified by first proving 
several lemmas. The first of these lemmas is more general than necessary 
for Theorem 3.2.3; it will also be used in subsection 3.2.3. 
Lemma 3.2.5. Let Li_(µ) , i= 1, 2, denote the terminal loss 
of' action ai if µ :obtains.; and ~ssume that ½_ {µ) and L2 (µ) are 
such that the .i.otegrals below exist (tor symmetric quadratic terminal 
losses this follows from assumption (3-22')). If ·L1 {µ) is O for 
CD 
µ 5 O and non decreasing tor µ > 0, then J ½_ {µ) D1 (µ .lm)dµ is a 
non ~ecreasing f'nnction of mo If ½(µ). is non increasing f'~r µ < 0 
0 . 
and O for µ ~ o, then -oi L2 (µ) =D1 (µlm)dµ is a non increasing fnnction 
of m. 
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Proof': Consider J L1 (µ)D1 (µ )m~dµ • ~sing the notation and 
c:o 
the trick of Lemma 3.2.1, it can be shown that J L1 (µ)D1 (µ1m2 )dµ 
00 
- J ~{µ)D1 {µlm1 )dµ is positively proportional to 0 
(l) (l/2 ) { f f Ll(µl){rl-r2)DllD2ldµldµ2+J J ~1{µ2){r2-rl)DllD2ldµldµ2 
Q4 Q2 
+ f f (Ll(µl) - Ll(µ2)) (rl - r2)DllD2ldµld.µ2} 
Ql 
where Qi = quadrant i. From the assumptions ori ~ {µ) and the monotone 
likelihood ratio of f (mlµ,n), it is easily seen that (1) is non n~gative. 
n 
Note that if ½_{µ) is positive for some µ > o, (1) is positive and 
00 
/ L1 (µ)·n1 (~)1m)dµ is strictly decreasing in m. The other half of the 
lemma is proved in the same way. 
Lemma 3.2.6. There exists a unique ~(n) such that 
00 2 0 2 J µ D1 (µlm)dµ - J µ D1 {µ1m)dµ ( (>) 0 for m < (~) ~(n) 0 -a, (3-39) 
and ~(n) = O(n-1 ) • 
Proof: The existence and uniqueness of ~ follow from the theory 
of' monotone likelihood ratio procedures [10]. They could also be deduced. 
from Le~a 3.2.5. To complete the proof of the lemma it will be shown 
that there exists an M > 0 and an N > 0 such that for n > N 
00 
(1) I 
0 
and 
00 2 0 2 
(2) J µ D1 {µ1-M/n, n)dµ - J µ D1 {µ~-M/n, n)dµ < o. 0 -~ 
Consider (1). 
00 2 0 2 J µ D1 {µIM/n, n)dµ - J µ D1 (µ1M/n, n)dµ o -ro 
(3) 1 QO 2 0 2 
= (Dm (l<o/nff [ £ µ D0 (µ )i'N (µ IWn, n)dµ :Ji µ D0 (µ)i'N (µ IWn,n)dµ] 
will be-positive if the quantity in brackets is positive. 
-63-
By assumption (3-24), the quantity in brackets in (3) may be written as 
£ 2 ° 2 ' 
r µ D (O)fN{µIM/n, n)dµ - J µ D (0)fN(µIM/n, n)dµ 
t, o -E o 
(4) + t µ3D~Cfi)f'N(µIJ.Vn, n)dµ - _; µ3D~~2)f'N(µIJ.Vn, n)dµ 
oo 2 -£ 2 
+ f µ D0 (µ)fN(µIM/n, n)dµ - _fx,µ D0 {µ)fN(µIM/n, n)dµ 
where If i I < f for i = 1, 2. From an easy extension of Lemma A, the 
third line of (4) is o(n-k) for any k > O. Letting H denote a 
bound on ID~(µ)I for lµI < E, it is straightforward to show that 
It is also easy to show that the order of magnitude of the first line 
of (4) is exactly Mn.-3/ 2 • Hence, since the first line of (4) is clearly 
positive, the entire expression (4) is positive if M is sufficiently 
large. 
' ( -1 Lemma 3 • 2 • 7 . For E > O and a = 0 n ) 
l lrFn<alµ, n) - FN(OIµ, n)]dµ +J µ2[GN(alµ, n) - GN(O!µ, n)]dµ=O(n-5/ 2 ) 
(3-40) 
and 
- CX) 
Proof: From Lemma 3 . 2 • 4, replacing £ by m and - e by 
in (3-40) or (3-41) adds terms of o(n-k) where k is any 
positive number. Hence, for {3-40) it suffices to show that 
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(3-41) 
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I I 
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I i 
~ 
V 1/2 1/2 Letting o = an and x = n (a - µ) 
(2) 
and 
o 2 3/ 2 oo 2 3/ 2 co : 2 . (3) J µ ~{alµ, n)dµ = n- J (Y-x) ~*'.(x)dx = n- £ (Y-xJ. FN~(-x)dx. 
- -00 1/2 '( .. 0 
Letting X = -n µ 
From {2_) - (4), the left side of (i) may be written 
3/ 2 -'( 2 'f 2 oo 2 m 2 
n- [_J, (Y-x) FN*{x)dx \ .. J O'-x) FN~{x)dx + t (Y-x) FN1!(-x)ax-26x FN'ir(-x)dx] 
= n-
3/ 2[f f FN•(-x)dx + 2t'f xl'r(-x)dx + r x2FN•(-x)dx + _f t-x)2FN•(x)dx 
.2 00 CX) 00 2_ CD 2 
+1 f FN*(-x)dx - 2 Yf xFN~(-x)dx + t x-FN~(-x)dx - 2 £ x FN~{-x)dx] 
3/2 .2 °0 '( 2 '( 2 (5) .= n- (21- J FN*(-x)dx + J (Y-x) FN*(x)dx - 2 J x FN~(-x)dx] 
r -r o 
and the equality (1) will be tr-ue if the quantity in brackets in line (5) 
is O(n-1 ). 
Since f = 0 (n -l/2 ) 
2 oo 1 
2r J F .(-x)dx = O(n- ). 
"i N 
Integrating by parts twice 
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and, letting M be such that for large n, lfl < Mn-l/2 
n[fN*(O) - fN*(t)] = O[n(l - e-f/2)] 
< n (1 - e _rj?-/ 2n) = °£ (-l)j-\l"f /2 )j / j ! nj-l < oo 
j=l 
Hence, f'N*(O) - f'N*(Y) = O(n-1 )o It remains to be shown that 
'f 2 1 J (Y~x) FN*(x)dx = O(n-) 
-'( . 
and this follows easily since 
y 2 '( .2 1 I I (Y-x) FN1!(x)dx I·< 21t1 I J dx I = o(r ) = O(n- )o 
-r -r 
This establishes (3-40). 
since 
Now 
To prove (3-41), it suffices to show that for a> O 
a oo 3 
= J J µ f.N(µlt, n) dµ dt 
0 0 
a oo 
= n-3/2 L{.,,. (x + tn1/ 2 )3 fN•(x)dx dt 
and this is easily see~ to be O(n-5/2 ) 
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-Theorem 3.2o3o For the two-action problem on the mean µ of 
.. . 
a Normal process of known precision h with symmetric quadratic terminal 
losses and an absolutely continuous prior distribution of µ satisfying 
assumptions (3-22'), (3-23), and (3-24) 
(3-42) 
where kt is defined by (3-38) and ~ denotes the breakeven value 
of' µ. 
Proof': As for Theorem 3.201, the proof is given for the case 
of ~ = o, kt = h = L From Lemma 3o2o5, it follows that there exists 
a tmique D\, {n) such that action a1 is preferred if m < I\ and 
action a2 is preferred if m > ~ o Hence 
~002 000· 
(1) rt{n) = J J µ D1 {µlm)D {m)dµ dm + J .1 µ2D {µlm)D {m)dµ dm. 
·_ -oo o m ~ -oo 1 m 
Proceeding exactly as in the proof' of Theorem 3.2.1, (1) can be written as 
where 
0 2 I-= J µ D {µ)GN(n;,)µ, n)dµ 
-£ 0 
CD '"' Since_ol, µ~D
0
(µ)dµ exists by assumption (3-22') and 11\,(n) = o(n-1 ) 
by Lemma 3.2.6, the last two integrals on the right of (2) are o{n-k) 
for any e > O and k > O by Lemma 3.204. 
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Expanding D (µ) in I+ and I- and partitioning the resul.ting 
0 
integrals as in Theorem 3.2.1 gives 
+ E 2 I 1 = t µ D0 (0)FH(O(µ, n)dµ , 
0 . 
I 1- = J µ
2D (0 )G... (0 (µ, n)c4L 
-e o -. 
I~ = { µ3D~(0)F11l(0 Iµ, n)dµ , 
0 
r; =j_µ3D~(0)Ck(0Iµ, n)dµ 
, r3 =(1/2>j µ4D~(E2>q._(olµ, n)dµ 
I+ E 2 4 = b µ D0 (µ)[F11 (~fµ, n) - F._(o(µ~- n)l~ 
I 
- 0 2 ' 14 =_£ µ D0 (µ)[°.&,(lllf,ll-l, n) - 11.(0Iµ, n)]dµ 
2::rt = 2 Do(0) r /F.,_(:OIµ, n)dµ + o(n-k) (by Lemma 3.2.4) 
= 2 D
0 
(0 )n-3/ 2 7 ;x:2FiJ ( 7;x:)dx )+: ,o (n-It~ , 
= 2 D~(O)n-3/ 2 2 r (2)/3 J2rr + o(n-k) (by Lemma 3.2.3) 
= (4/3 J2ir) (D (o)/n3/ 2 ) + o{n-k) 
0 
+ -. Again~ 12 = -12 and by the same type of argument as was used to derive 
(9) and (10) in the proof of Theorem 3.2.1 
F~nally, letting H. denote a: ~bound on ID~ (E) I for I~ I < £ 
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r! + r4 = l£µ2 [P0 (0) + µD' 0 (~3)] [FN(ll\,Iµ, n) - FN(olµ, n)]dµ 
+ J µ2[D
0
(0) + µD~(f4)] [GN(~Jµ, n) - GN(OIµ, n)]dµ 
-E . 
f 2 o 2 ~ D0 ~0)[~ µ [F_N(~(µ, n) - F~(O(µ, n)] +_i µ [GN(~Iµ, n) 
+ 2 H / µ3 [FH( I~ I Iµ, n) - FN(o Iµ, n)]dµ 
0 
= O(n-5/2) 
by Lemma 3 .2. 7. 3ror the general problem it is easily shown that rt (n) 
is as given by (3-42). 
For the problem of this subsection, if r (n) =kn~ 
s s 
n = [ (2/TT )l/2 (k D (u.. ) / ~hk )]l/ (~3/2} , + o(k 1/ (~3/2)) 
0 t O " 0 S t .(3-43) 
by Theorem 3.2.2~ Using Theorems 3.2.2 and 3.2.3, it can be shown that 
the generalized inequalities,with a= 3/2, become asymptotic equalities. 
-3.2.3 Constant Terminal Losses 
In this subsection it is assumed that action a1 (a2 ) is pre-
ferred to action a2 (a1 ) if µ < (>) ~ and that the terminal loss 
is O if the correct action is taken and kt (kt> 0) if the incorrect 
action is taken. A similar problem with a Normal prior distribution 
was considered in subsection 2.4.4 and there kt was fixed at l. This 
could be done here also, but then, for asymptotic results concerning 
n {assuming r (n) = k n~), · k wohld have to tend to o. For 0 . S S S 
consistency with the rest of Section 3.2, the terminal loss constant 
here is chosen to be kt' for asymptotic results it is assumed that 
kt tends to infinity, and k will be thought of as fixed. The 
s ·, 
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crucial cost parameter, of course, in all of the problems considered 
It is also assumed that D (µ) satisfies assump-
o 
tions (3-23) and (3-24) and that µb = O. 
Lemma 3.2.5 holds for the problem under consideration and, as 
in the last subsection, there exists, for fixed n, a unique ~(n) 
satisfying 
CD 0 6 D1 (µ1m)dµ - _J D1 {µlm)dµ < (>) 0 for m < (>) ~(n). 
Furthermore, a proof analogous to that of Lemma 3 .2. 6 shows that 
~(n) = O(n-1). Then, corresponding to Theorems 3.2.1 and 3~2.3. 
Theorem 3.2.4. For the two-action problem on the mean µ 
of a Normal process of known precision h with constant terminal 
losses (kt for an incorrect action) and an absolutely continuous 
prior distribution of µ satisfying assumptions (3-23) and (3-24) 
(3-44) 
Proof: Assuming ~ = 0, rt(n) can be written, as in the 
proof of Theorem 3.2.1 as 
Using arguments very similar to those in the proof of Theorem 3.2.3, 
it can be shown that 
00 
-3/2 
rt(n) = 2J kt D0 (0)FN(Ojµ, hn)dµ + O(ktn ) 
= 2 kt D
0
(0)(hn)-l/2 r:Fp.(-x)dx + O(ktn-3/2 ). 
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00 -1/2 The theorem follows since £ FN*{-x)dx = (2rr) by Lemma 3.2.2. 
For the problem of this suosection, if r (n) =kn~ 
s s 
n = [(l /2rrh)1/ 2 (k D (u.) / ~ k )]l/(t3+l/2 ) + o(k l/(f3+l/2 )) 
o · t o ··o s t (3-45) 
by Theorem 3.2.2. Using Theorems 3.2.2 and 3.2.4, it can be shown that the 
generalized inequalities, with a= 1 / 2, become asymptotic equalities. 
3.3 Finite-Action Problems on the Mean of a Normal Process of Known 
Precision with Linear Utilities and an Absolutely Continuous 
Prior Distribution of the Process Mean 
The asymptotic results of subsection 3.2.1 can be extended to general 
finite-action problems on the mean of a Normal process with linear utilities. 
For simplicity, only the three-action problem will be considered explicitly. 
Let 
A= {al, a2, a3} (3-46) 
ut (ai, µ}=Ki+ kiµ , i=l, 2, 3 (3-47) 
rct (ai, µ) = terminal loss of a. if µ obtains l. 
= max (ut (aj, µ) - ut (ai, µ)), i=l, 2, 3 (3=48) 
(3-50) 
The rest of the notation used below is defined in Section 3.2. In 
particular, note that rt (a.,µ) defined in (3-48) is the conditional 
C J. 
(onµ} terminal loss of action ai while rt(n) defined in (3-14) is 
-71-
the expected terminal loss, prior to observing m, of an optimal decision 
following a sample of size n. 
It is assumed that k1 < k2 < k3 and ~ 12 < ~ 23 • These as-
sumptions guarantee that the problem is nondegenerate (each action is 
strictly preferred for some values of µ) and index the actions so that 
8i is preferred if' µ < ~ 12, a2 is preferred if' ~ 12 < µ < ~ 23, 
and a3 is preferred if' µ > ~ 23 o Of course, ~ 12 is the breakeven 
value of µ between a1 and a2, and ~ 23 the breakeven value of' µ 
b~tween a2 and a3 o With regard to D0 (µ), the prior density of µ, 
it is assumed that (3-22) holds and that (3-23) and (3-24) hold at both 
~12 and ~23· 
Theorem 3.3.1. For the three-action problem on the mean µ of a 
Normal process of known precision h with linear utilities and an 
absolutely continuous prior distribution of µ which satisfies as-
sumptions (3-22), and (3-23) and (3-24) at ~ 12 and ~ 23• 
(3-51) 
wher~ km = max (ktl2, kt23 ) • 
Proof: From the assumed linearity of the terminal utility functions 
ut (ai, µ), the optimal terminal action following a sample of size n 
resulting in a posterior mean m" depends only on whether m" :S ~12 
(a1 optimal), ~ 12 :Sm" :S ~ 23 (a2 optimal), or m" ~ ~ 23 (a3 optimal). 
From subsection 3.2.1, Lemma 3o2.l holds and Lemma 3.2.2 generalizes 
easily to ~~1(~12 ) = ~ 12 - D~ (l-lbl2) / n D0 (µb12) + o(n-
1) ~d 
+~1(~23 ) = ~23 - D~(f\23 ) / n D~ (~23) + o(n-1 ). For the ~heorem being 
proved~ _only the fact that -cJ,~1 (~12 ) = ~ 12 + ·o(n-
1 ) and +~1 (~2~) 
= µb23 + o(n-
1). is needed. 
-72-
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Now, from (3-47) - (3-50) it is easily shown that 
ktl2 <l¾,12 - µ) 
rct(a2, µ) = 0 
kt23(µ-~23) 
, 
, 
kt23 <1:1t>23 - µ) :f- ktl2 <l¾,12 - µ)' 
rct(8 3' µ) = kt23<',,23 - µ) ' 
0 , 
And 
where, for values of m such that ai is optimal 
µ < ~12 
~12 ~ µ ~ ~23 
µ ~ ~23 
µ ~ ~12 
~12 5 µ 5 ~23 
µ ~ ~23 
µ ~ ~12 
~12 ~ µ ~ ~23 
µ ~ ~23 
Action a1 , for example, is optimal 'if and only if m" ~ ~ 12, and 
by Lemma 3.2.1, m" ~ ~ 12 if and·only if m ~ ~~1 (~12 ). Hence, tl,le 
contribution to rt (n) from values of m such that a1 is optimal is 
given by 
-73-
(3-)2) 
(3-53) 
(3-54) 
(3-55) 
(3-56) 
00 
f rct(a1 , µ) n1 (µlm)dµ Dm(m)dm 
-00 
from (3-52). The complete expression for rt(n) can be indicated by 
al co al oo a2 b 1 
= I r + I r + I I 
-CD:> b1 -oo b2 a1 -oo 
(3-57) 
In each of the six double integrals in (3-57),-the integrand is determined 
by the index of b; 
integrand is 
k t,i,i+l 
if b. appears as a limit of integration the 
J. 
(3 .. 58) 
Combining the second and fourth double integrals and the third and fifth 
double integrals on the right side of (3-57) gives 
a, 
rt (n) = J- 'F + 
-oo b. 1 (3-59) 
Applying Theorem 3.2.1 to the first two double integrals and again to 
the last two double integrals on the right side of (3-59) establishes 
the theorem. 
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The discussion above clearly generalizes to the nondegenerate 
p-action.problem. If the actions are indexed so that the index of the 
optimal action never decreases as µ increases 
(3-60) 
where kt i i+l' u. and k are the obvious generalizations of 
, , · o,i,i+l' m 
the notation used in the three-action problem. 
From Theorem 3.2.2 it follows that the optimal sample size n
0 
for the p-action problem being discussed with r (n) =kn satisfies 
s '• s 
n = 
0 
(3-61) 
Asymptotic optimal sample sizes for the p-action problem with r (n)=k n~ s s 
also follow from (3-60) and Theorem 3.2.2. 
The analysis of this section can be extended to other loss functions 
but the details will not be given. Roughly, with mild restrictions on the 
rates of increase of the terminal loss functions, the first order terms 
making up rt(n) depend only on the terminal loss functions of "second-
best" actions in neighborhoods of the breakeven points. If, for example, 
these losses are all constants, for large n 1 rt (n) will be asymptotically 
proportional to a weighted sum, of these constants divided by n1/ 2 where 
the weights are the prior densities at the breakev~n points. 
3.4 Finite-Action Problems on the Mean of a Normal Process of Ynknown 
Precision with Linear Terminal Utilities and an Absolutely Continuous 
Joint Prior Distribution of the Process Mean and Precision 
In this section the results of subsection 3.2.1 and Section 3.3 
) 
I 
are generalized to the case in which the process precision is unknown. 
Only the two-action problem is considered explicitly. 
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Let D (µ, h) denote the joint prior density of (µ, h) and 
0 
D
0
(µlh) the prior conditional density of µ given h. It is assumed 
th~t assumptions {3-22) - (3-24) hold for D
0 
{µ lh) for all h > 0 and 
further, that a neighborhood of' .(~ lh) exists such that {3-24) holds 
uniformly in _ h and that the second negative moment of tli,e: ~ginaL prior- -
distribution of:; h1: .... is.:~·f'inite. ,_ 
I , 
From the proof of' Theorem 3o2.l it is easily shown that 
(3-62) 
Hence, if' D0 (h) denotes the marginal prior density of h and D0 {~) 
the marginal prior density of µ at ~ 
00 
rt(n) = l D0 (h) rt(n(h) dh 
= (k/2n) :r h-l D
0 
(h)D
0 
(i,, lh)dh + O(kt r (hn)-20
0 
(h)dh) 
CD 
= (kt/2n) J h -l D
0 
(h)D
0 
(~ lh)dh + 0 (ktn-2 ) 
00 
= (kt/2n) b h-l D0 (hf~) D0 (~)dh + O(ktn-2 ) 
= (kt/2n) D0 (~) .E0 {h-
1 f~) + O(ktn-2 ) 
where 
denotes the prior expectation of the process variance conditional on 
-µ = ~-
Thus, for the asymptotic form of rt(n) and hence, the asymptotic 
optimal sample size, D
0 
(~) E
0 
(h-1 1~) is a certainty equivalent for the 
joint prior density D
0
(µ, h)o 
-16-
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