An equitable k-coloring of a graph is defined by a partition of its vertices into k disjoint stable subsets, such that the difference between the cardinalities of any two subsets is at most one. The equitable coloring problem consists of finding the minimum value of k such that a given graph can be equitably k-colored. We present two new integer programming formulations based on representatives for the equitable coloring problem. We propose a primal constructive heuristic, branching strategies, and the first branch-and-cut algorithm in the literature of the equitable coloring problem. The computational experiments were carried out on randomly generated graphs, DIMACS graphs, and other graphs from the literature.
Introduction and motivation
Let G = (V, E) be an undirected graph, where V = {1, . . . , n} is the set of vertices and E is the set of edges. An equitable k-coloring of G is a partition of V into k disjoint stable subsets such that the difference on the cardinalities of any two subsets is at most one. Each subset is associated with a color and called a color set. The Equitable Coloring Problem (ECP) consists of finding the minimum value of k such that there is an equitable k-coloring of G. This value is said to be the equitable chromatic number of G and is denoted by χ = (G).
We notice that a graph may admit an equitable m-coloring, but not an equitable (m + 1)-coloring. For example, the complete bipartite graph K 3,3 has an equitable 2-coloring, but it does not admit an equitable 3-coloring. This non-existence result can be extended to all complete bipartite graphs of the form K 2h+1,2h+1 , for h ≥ 1 [17] .
The equitable coloring problem was first introduced by Meyer [20] , motivated by a practical application to municipal garbage collection [24] . In this context, the vertices of the graph represent garbage collection routes. A pair of vertices share an edge if the corresponding routes should not be run on the same day. It is desirable that the number of routes ran on each day be approximately the same. Therefore, the problem of assigning one of the six weekly working days to each route reduces to finding an equitable 6-coloring. Other applications arise from load balance in parallel memory systems [7] , scheduling in communication systems [14] , and partitioning and load balancing [2] .
ECP was proved to be NP-hard in [11, 18] . Polynomial-time algorithms are known for split graphs [4] and trees [5] . Hajnal and Szemerédi [12] proved that every graph G = (V, E) has an equitable (∆ + 1)-coloring, where ∆ = max v∈V {d(v)} and d(v) denotes the degree of vertex v ∈ V . Kierstead and Kostochka [16] presented a shorter proof for this result and an approximation heuristic that attains this bound. In addition, they showed that every graph satisfying d(u) + d(v) ≤ 2k + 1, for every edge (u, v) ∈ E, has an equitable (k + 1)-coloring.
A cut-and-branch algorithm was proposed in [1] for arbitrary graphs. It is based on the results of Hajnal and Szemerédi [12] and makes use of XPRESS Gomory and lifted cover cuts. The formulation used in this algorithm is the following: 
where x ′ vc = 1 if and only if color c is assigned to vertex v, x ′ vc = 0 otherwise; w ′ c = 1 if and only if x ′ vc = 1 for some vertex v, w ′ c = 0 otherwise, and y ′ c are integer auxiliary variables. The objective function (1) counts the number of colors (or the number of color sets). Constraints (2) assert that each vertex must be assigned to exactly one color. Inequalities (3) enforce that adjacent vertices cannot share the same color. Equality (4) enforces that variable y ′ c is equal to the number of vertices colored with color c. Inequalities (5) and (6) guarantee that the difference between the cardinalities of any two color sets is at most one, where M is a constant big enough to enforce |y ′ c − y ′ ℓ | ≤ 1 whenever both w ′ c and w ′ ℓ are positive. Constraints (7), (8) and (9) define integrality requirements on the variables. This model is weak, since the fractional solution where all x ′ variables are set to 1/(∆ + 1), all w ′ variables are set to 2/(∆ + 1) and all y ′ variables are set to n/(∆ + 1) is optimal for the initial relaxation of the model, which leads to a dual bound of 2.
Two polynomial-time heuristics for ECP are presented in [11] . A polyhedral approach for the equitable coloring problem was proposed in [19] , but the largest instances exactly solved by that approach had as few as 35 nodes.
Campêlo et al. [6] proposed a 0-1 integer formulation for the graph coloring problem based on the idea of representative vertices. An asymmetric formulation and valid inequalities for the same problem were proposed in [3] . The formulations in [3, 6] have been extended by Frota et al. [10] to handle the partition coloring problem. In this paper, we explore the idea of a formulation by representatives to derive a branch-and-cut algorithm for equitable coloring. In the next section, we present combinatorial bounds to the cardinality of the color sets in any equitable coloring. These results are used by the integer programming formulations proposed in Section 3. Branch-and-cut algorithms for ECP are presented in Section 4. Computational results are reported in Section 5. Concluding remarks are drawn in the last section.
Bounds
We consider a graph G = (V, E), with |V | = n, |E| = m, and ∆ = max v∈V {d(v)}, where d(v) denotes the degree of node v ∈ V . The following result holds:
Theorem 1 (Hajnal and Szemerédi [12] ). Every graph G has an equitable (∆ + 1)-coloring.
This theorem, together with the fact that χ = (G) ≥ 2 for E = ∅, yields the following result:
Let s k and s k be, respectively, the minimum and maximum color set cardinalities in an equitable k-coloring of G. Furthermore, let w k be the number of color sets with cardinality s k in this equitable k-coloring. The following theorem holds:
Proof. The cardinalities of any two color sets in an equitable k-coloring differ by at most one. In consequence, n = w k · s k + (k − w k ) · s k . If k divides n, then all color sets in an equitable k-coloring have the same cardinality and
Since there is an equitable k-coloring and k does not divide n, then s k − s k = 1 and ⌈
In the first case, there are w k color sets of cardinality
Hence, s k cannot be greater than ⌈ n k ⌉. In the second case, we have w k color sets with cardinality
Theorem 2 leads to the following bounds for the cardinality of the color sets in any equitable coloring:
Corollary 1 and Lemma 1 yield the following result:
Integer programming formulations
The formulation of the equitable coloring problem proposed in this section is based on choosing one vertex to be the representative of all vertices with the same color, instead of directly coloring all vertices. Therefore, each vertex is in either one of the following two states: (i) colored and representing all vertices colored with its color, or (ii) colored and represented by another vertex colored with the same color. Formulations by representatives have been successfully applied in the solution of other graph coloring problems, see [3, 6, 10] .
Formulations
Let A(u) = {v ∈ V : (u, v) / ∈ E, v = u} be the anti-neighborhood of a vertex u ∈ V (i.e., the subset of vertices that are not adjacent to u). We also define A ′ (u) = A(u) ∪ {u}, for any u ∈ V . Given a subset of vertices V ′ ⊆ V , we denote by E[V ′ ] the subset of edges induced in the graph
We define the binary variables x uv for all u ∈ V and for all v ∈ A ′ (u), such that x uv = 1 if and only if vertex u represents the color of vertex v; otherwise x uv = 0. The equilibrium variable w ∈ R, w ≥ 0, indicates the cardinality of the maximum stable set of the equitable coloring (i.e., the cardinality of each stable set is either w or w − 1). We also define L w and U w as integral lower and upper bounds for the value of w, respectively. The equitable coloring problem can be formulated as the following integer programming problem, in which the non-linear constraints (14) and (15) (10) subject to:
x uu + v∈A(u)
The above model is said to be a formulation by representatives. The objective function (10) counts the number of representative vertices, i.e., the number of colors (or the number of color sets). Constraints (11) enforce that each vertex u ∈ V must be represented either by itself or by another vertex v in its anti-neighborhood. Inequalities (12) enforce that adjacent vertices have distinct representatives. Inequalities (12) together with constraints (13) ensure that a vertex can only be represented by a representative vertex. Inequalities (14) and (15) guarantee that the difference on the cardinalities of any two color sets is at most one. Constraints (16) and (17) define integrality and non-negativity requirements on the variables.
To break symmetries in the above formulation, we generalized the asymmetric formulation by representatives in [3] . We establish that a vertex u ∈ V can only represent another vertex v ∈ V if u < v. Therefore, the representative of a color set is the vertex with the smallest index among all those colored with this color. We define A > (u) = {v ∈ A(u) : u < v} as the out-anti-neighborhood of a vertex u ∈ V (i.e., the vertices that cannot represent vertex u) and A < (u) = {v ∈ A(u) : v < u} as the in-anti-neighborhood of vertex u ∈ V (i.e., the vertices that can represent vertex u, except himself). We also define
We also define V s = {u ∈ V : A < (u) = ∅} as the set of vertices whose in-anti-neighborhoods in G are empty (i.e., the set of vertices that are always representatives). Since vertices in V s are always representatives, then x vv = 1 in any feasible solution, for any v ∈ V s . Therefore, these variables may be removed from the symmetric (SF) formulation (10) to (17), which can then be rewritten as the asymmetric (AF) formulation (18) to (25) below:
subject to:
where
Constraints (22) and (23) in the above formulation can be linearized and replaced by constraints (26) and (27) below:
resulting in formulation LF 1 defined by the objective function (18) and constraints (19) to (21) and (24) to (27) . The number of variables in this formulation is | V \V s | +m + 1, where m = n · (n − 1)/2 − m is the number of edges in the complementary graph G of G.
An alternative approach to linearize constraints (22) and (23) 
For every u ∈ V and every integer i ∈ [L w , U w ], we also introduce new variables z ui such that z ui = x uu · y i for any integer solution of ECP, together with the following linear inequalities:
By substitution, constraints (22) can be rewritten as
Similarly, the same transformation can be applied to (23) , resulting in
Therefore, the equitable coloring problem can be alternatively handled by the resulting formulation LF 2 defined by the objective function (18) and constraints (19) to (21), (24), and (28) to (31). The number of variables in this formulation is |V \V s |+m+ρ(1+|V |), where ρ = U w − L w . However, as z ui = y i for all u ∈ V s , z ui can be replaced by y i for all u ∈ V s , which reduces the number of variables in formulation to LF 2 to |V \V s | + m + ρ(1 + |V \V s |).
Formulations LF 1 and LF 2 are evaluated and compared in Section 5.
Valid inequalities
To improve the linear relaxation bounds given by the previous formulations, we use the two families of valid inequalities originally proposed in [3, 6] for the graph coloring problem which remain valid for ECP. Internal cuts (32) give a bound to the minimum number of colors that are necessary to color any odd hole or anti-hole H ⊆ V :
where χ(H) is the chromatic number of the subgraph induced by H in G. External cuts (33) are used to bound the maximum number of vertices in a subset K ⊆ A > (u) with a particular structure (such as cliques, odd holes, and odd anti-holes) that can be represented by the same vertex u ∈ V . They are strengthened versions of inequalities (20) . For any vertex v ∈ K, we define α v as the maximum size of an independent set of the graph G[K] induced in G by K that contains v, and α K = max v∈K {α v } as the size of the maximum independent set of G [K] . The external cut induced by vertex u and the subset K of nodes is defined by the inequality
Theorem 4 below was proved in [3, 6] :
is a non-empty set and u ∈ V , then (33) is a valid inequality for formulations LF 1 and LF 2 .
The next corollary follows from Theorem 4 and the fact that α v = 1 for any v ∈ K, where K is a clique of G:
is a valid inequality for formulations LF 1 and LF 2 .
Theorem 4 is valid for any non empty set. Therefore, it is valid, in particular, for odd holes and odd anti-holes. In both cases, the value of α v , for any v ∈ H, is equal to the size α H of the maximum stable set of G[H], where α H = ⌊|H|/2⌋ for odd holes and α H = 2 for odd anti-holes. Thus, the left-hand side of (33) can be rewritten as
for any u ∈ V and for any H ⊆ A > (u). Consequently, the next corollary holds:
Branch-and-cut
In this section, we describe two branch-and-cut algorithms, each of them based on one of the formulations LF 1 and LF 2 proposed in the previous section. Valid inequalities are progressively added to each subproblem of the search tree, which in most cases improves the linear relaxation bound. Tight lower and upper bounds to the number of color sets in the optimal solution of ECP, as well as efficient branching strategies, are instrumental to reduce the search effort. The main components of the two branch-and-cut algorithms are discussed in this section. They differ from each other by the integer programming formulation and the branching strategy.
Cut generation
The cutting plane procedure is based on the valid inequalities (32) to (35), whose separation consists basically of finding cliques, odd holes, and odd anti-holes in the graph. It follows the scheme suggested in the branch-and-cut algorithm proposed in [10] for solving the partition coloring problem. We use a GRASP heuristic for finding clique cuts and a modification of the Hoffman and Padberg heuristic [13] for finding odd holes and odd anti-holes cuts.
Separation of external clique cuts
Let G u = (V u , E u ) be the subgraph induced in G by the out-anti-neighborhood V u = A > (u) of a vertex u ∈ V . Furthermore, letx uv be the optimal value of variable x uv in the linear relaxation of formulation LF 1 or LF 2 , for any u ∈ V and any v ∈ A ′ (u). For any u ∈ V such thatx uu > 0, the separation of an external clique cut consists of finding a subset of nodes K ⊆ V u such that v∈Kx uv > β u .
We developed a GRASP [8, 9, 21, 22] heuristic for finding cuts. The heuristic is an iterative procedure composed of two phases: a construction phase and a local search phase. The construction phase finds an initial solution that may be later improved by the local search phase.
This heuristic attempts to find a clique C with maximum weight v∈Kx uv for each vertex u ∈ V such thatx uu > 0. Its construction phase begins with an empty set and builds clique C, one vertex at a time. Let C ⊆ V u be a clique of G and δ(C) = {r ∈ V u \C : C ∪ {r} is a clique of G}. At each iteration of the construction phase, one vertex r ∈ δ(C) is inserted into C with probabilityx ur /( r ′ ∈δ(C)x ur ′ ) and the set δ(C) is updated. The procedure is repeated until δ(C) = ∅.
There is no guarantee that the construction phase returns a locally optimal solution with respect to some neighborhood. Therefore, clique C may be improved by a local search procedure. The neighborhood γ(C) is defined as the set of all cliques obtained by exchanging a vertex v ∈ C with another vertex u ∈ δ(C\{v}). The method starts with the solution provided by the construction phase. It iteratively replaces the current solution by that with maximum weight within its neighborhood. The local search halts when no better solution is found in the neighborhood of the current solution.
The heuristic stops after 10 · |V u | iterations have been performed since the last time the best solution was updated. The |V u | heaviest cliques are selected and a cut is generated for each clique C such that v∈Cx uv > β u .
Separation of external odd hole cuts and external odd anti-hole cuts
For any u ∈ V such thatx uu > 0, the separation of external odd hole cuts consists of finding an odd hole or an odd anti-hole H ∈ V u such that v∈Hx uv > α H β u .
We developed a generalization of the Hoffman and Padberg [13] algorithm for finding violated odd hole inequalities in G u = (V u , E u ). The same algorithm is applied to the complementary graph to find violated odd anti-hole inequalities.
First, the method performs a breadth-first search labeling of the vertices of graph G u = (V u , E u ), starting from any root vertex r randomly chosen. A label h v is assigned to each vertex v ∈ V u . Figure 1 (a) illustrates a layered graph with its vertex labels. For any two adjacent vertices v 1 and v 2 with labels h v 1 = h v 2 ≥ 2, if there exist two vertex-disjoint shortest paths p v 1 (from v 1 to r) and p v 2 (from v 2 to r), then there exists an odd cycle that contains vertices v 1 , v 2 , and r, as illustrated by Figure 1 (b) .
Next, the algorithm assigns weights
Then, for every edge (v 1 , v 2 ) ∈ E u with h v 1 = h v 2 ≥ 2, the algorithm computes two vertexdisjoint shortest paths, one from v 1 to r and the other from v 2 to r. If both paths exist, an odd hole that can be used to generate a violated external cut is found. Otherwise, the algorithm continues from the next edge. This algorithm is applied 0.4 · |V u | times, starting from different root vertices. 
Separation of internal odd hole and internal odd anti-hole cuts
The separation of internal odd hole or odd anti-hole cuts consists of finding an odd hole or an odd anti-hole H ∈ V such that
The algorithm is similar to that developed for finding external odd hole cuts. There are two main differences with respect to the algorithm in Section 4.1.2. First, the weights applied to the edges of the layered graph are different. Second, the algorithm is applied to all vertices in G to find violated odd hole cuts. The same algorithm is applied to the complementary graph of G to find violated odd anti-hole inequalities. It starts by building a layered graph rooted at a randomly chosen vertex r ∈ V . Next, the algorithm assigns weights
to every edge (v 1 , v 2 ) ∈ E. Then, for any edge (v 1 , v 2 ) ∈ E with h v 1 = h v 2 ≥ 2, the algorithm calculates two vertex-disjoint shortest paths, one from v 1 to r and the other from v 2 to r. If both paths exist, an odd hole that can be used to generate a violated internal cut is found. Otherwise, the algorithm continues from the next edge. This algorithm is repeated 0.4 · |V | times, starting from different root vertices.
Branching strategy
The branching strategy plays a major role in the success of a branch-and-cut algorithm. Branching on the x uv variables, with u ∈ V and v ∈ A ′ (u), is not efficient because most of them are null in integral solutions. Therefore, our branching strategy is based on the cardinality variables w in formulation LF 1 and on the y i variables in formulation LF 2 . Branching on the x uv variables starts only after all the w or y i variables are integral.
Letw be the optimal value of variable w in the linear relaxation of LF 1 . Two branches are generated ifw is fractional: constraint w ≤ ⌊w⌋ is added in the first branch, while constraint w ≥ ⌈w⌉ is added in the second. If any of the y variables is fractional in the linear relaxation of LF 2 , we branch on the variable y i whose value in the linear relaxation is closest to 0.5 and two branches are generated: constraint j=i−1 j=Lw y j = 0 is added in the first branch, while constraint j=Uw j=i y j = 0 is added in the second.
If none of the cardinality variables is fractional, then we branch on the variable x uu whose value in the corresponding linear relaxation is closest to 0.5, with u ∈ V . If none of the latter is fractional, then we branch on the variable x uv whose value in the corresponding linear relaxation is closest to 0.5, with u ∈ V and v ∈ A(u).
Upper bounds
We propose a tabu search heuristic to compute upper bounds for each subproblem of the branch-and-cut algorithms. The algorithm is based on the heuristic for the frequency assignment problem proposed in [23] .
The initial solution sets the representative of each vertex v ∈ V to be argmax u∈A ′ < (v) x * uv , where x * uv is the value of variable x uv in the optimal solution of the linear relaxation of LF 1 or LF 2 . This initial solution may violate constraints (20) , as well as the equitable coloring constraints (22) and (23). 
max{x uv +x ub − 1, 0};
uv , 0}; and
The cost component c 1 counts the number of representative vertices (i.e., colors) in the solution defined byx andw, while the other three components of the objective function measure the degree of infeasibility of this solution. Cost component c 2 measures the degree of infeasibility regarding constraint (20) . It counts the number of adjacent vertices with the same representative, while components c 3 and c 4 measure the degree of infeasibility of the equitable coloring constraints (22) and (23), respectively. We notice that c 2 = c 3 = c 4 = 0 in any feasible solution.
The neighborhood N of any given solution consists of all solutions that can be obtained by replacing the representative u ∈ A ′ < (v) of a given vertex v ∈ V by another vertex b ∈ A ′ < (v). For the sake of efficiency, we do not evaluate all O(n 2 ) solutions in the neighborhood. Instead, we investigate a restricted neighborhood N ′ defined as follows. Given two parameters p ∈ [0, 1] and q ∈ [0, 1], we select at random a set B ⊆ V with exactly q · |V | vertices. For each vertex v ∈ B, we evaluate the change in the cost function derived by replacing vertex v by each of those in a set D ⊆ A ′ < (v) with exactly p · |A ′ < (v)| vertices, also selected at random. The values of p and q have been set, respectively, to 0.5 and 0.7 as in [23] .
The tabu search procedure is implemented using a best-improvement local search strategy. At each iteration, the current solution is replaced by the best one in the restricted neighborhood N ′ . Therefore, the representative u ∈ A ′ < (v) of vertex v ∈ V is replaced by another vertex b ∈ A ′ < (v). All solutions where u is the representative of vertex v are made tabu for t · ψ(u,v) σ(v) iterations, where ψ(u, v) is the total number of tabu search iterations where u was the representative of vertex v in the current solution, and σ(v) is the number of iterations performed since the last time the representative of v has changed to u. The value of t was set to 100 as in [23] .
A local search procedure based on the complete neighborhood N of the best known feasible solution is performed whenever the latter is updated. The tabu search resumes from the locally optimal solution obtained by this local search.
Computational experiments
Two branch-and-cut algorithms have been implemented and tested in the computational experiments. The first (B&C-LF 1 ) is based on formulation LF 1 (objective function (18) with constraints (19) to (21) and (24) to (27)), while the second (B&C-LF 2 ) is based on formulation LF 2 (objective function (18) with constraints (19) to (21), (24) , and (28) to (31). The results obtained by these two new algorithms are compared directly with those provided by the branch-and-cut in [1] , that was implemented using Gomory cuts and lifted cover cuts provided by the XPRESS solver.
We developed our own branch-and-cut framework and implemented it in C++. The search strategy implements a best first search criterion, based on the linear relaxation of formulations LF 1 and LF 2 with the external and internal cuts. The tailing off strategy adds the best cuts violated by at least 2%, with a maximum of n 2 external clique cuts, n external odd hole cuts and n internal odd hole cuts per iteration. The algorithm in [1] was also implemented in C++. Both algorithms have been compiled with version v3.41 of the Linux/GNU compiler. XPRESS version 2005-a was used exclusively as the linear programming solver. All experiments were performed on an 1.8 GHz AMD-Atlon machine with one Gbyte of RAM memory. The numerical experiments were carried out on 75 random instances generated in the same way as in [19] , 20 graph coloring instances from the DIMACS challenge [15] , and four Kneser graphs used in the computational experiments reported in [1] .
We first investigate the effectiveness of the external and internal cuts. Table 1 displays the contribution of external and internal cuts to the linear relaxation of formulations LF 1 and LF 2 for the 20 graph coloring instances from the DIMACS challenge [15] and the four Kneser graphs. The first column gives the name of each test instance, while the second gives its optimal value. The next five columns give the main statistics for the solution of the linear relaxation of formulation LF 1 : the optimal value of the linear relaxation found by algorithm B&C-LF 1 without cuts, the computation time in seconds needed to compute the previous value, the optimal value of the linear relaxation found by algorithm B&C-LF c 1 with cuts, the total number of external and internal cuts added in the root node, and the computation time in seconds needed to compute this relaxation value. The last five columns give the same information for formulation LF 2 and algorithms B&C-LF 2 and B&C-LF c 2 .
We first observe that both formulations equally benefit from the external and internal cuts in terms of the optimal values of their linear relaxations: for all instances in this table, both formulations obtained the same lower bounds without the cuts and have been improved by the same amount with the cuts. The external and internal cuts improved the optimal values of the linear relaxations of LF 1 and LF 2 by approximately 12.45% on average, considering all 16 instances for which the lower bounds have been smaller than the optimal integral value. The cuts made it possible to find optimal integral lower bounds for three instances: queen.6 6, david, and K 9,4 . Although both formulations lead to the same solution values, their running times and the number of cuts they add are different. In the next experiment, we investigate the behavior of the tabu search heuristic. For each of the 20 graph coloring instances from the DIMACS challenge [15] and the four Kneser graphs, we provide information about the cost and computation time of the solutions obtained by tabu search starting from: (1) a solution with no vertices colored (i.e., from scratch); (2) a solution obtained by rounding the fractional variables in the optimal solution of the relaxation of formulation LF 1 ; and (3) a solution obtained by rounding the fractional variables in the optimal solution of the relaxation of formulation LF 2 . In each case, we report on Table 2 , the upper bound (UB) provided by the tabu search heuristic and the computation time (in seconds) needed to compute it. We observe that tabu search obtains better upper bounds and smaller computation times when starting from the linear relaxations of our formulations than when it starts from scratch.
Detailed comparative computational results are reported in Tables 3 to 6 . The first three columns in each table display the name, the number of vertices, and the number of edges of each instance. The next four columns give lower (LB) and upper (U B) bounds for χ = (G), the number of evaluated nodes in the branch-and-cut tree, and the CPU time (in seconds) taken by the algorithm in [1] to find the optimal. The two last groups of four columns give the same information for algorithms B&C-LF 1 and B&C-LF 2 . A missing entry in any of the columns displaying CPU time indicates that the problem could not be solved within two hours of processing time by the corresponding algorithm. In this case, we give the lower and upper bounds, and the number of evaluated nodes at the time the algorithm was stopped. Table 3 refers to benchmark DIMACS instances for graph coloring and four Kneser graph instances used in [1] . The lower bounds provided by the branch-and-cut algorithms based on formulations LF 1 and LF 2 are very close and always better than or equal to those provided by the branch-and-cut algorithm in [1] . Algorithm B&C-LF 1 solved 22 out of the 24 instances within two hours of processing time, while algorithm B&C-LF 2 solved all instances in Table 3 . The branch-and-cut in [1] solved only 14 out of the 24 instances. The average relative gap (U B − LB)/LB for the branch-and-cut algorithm in [1] is 1,662.1%, while the same gap for B&C-LF 1 and B&C-LF 2 is equal to 6.2% and 0.0%, respectively. The largest absolute gap (U B − LB) for B&C-LF 1 and B&C-LF 2 over all 24 instances in Table 3 is equal to 26 and 0 colors, respectively, while the same value for the branch-and-cut algorithm in [1] corresponds to 204 colors (instance zeroin.i.3). Table 4 shows the results obtained on 25 random instances with 50 nodes, generated in the same way as in [19] . An instance named rand n p s has n vertices and a probability p for the existence of an edge between any two vertices. The last digit s is used to distinguish between instances with the same values of n and p. Once again, the lower bounds provided by the branch-and-cut algorithms based on formulations LF 1 and LF 2 are very close and always better than or equal to those provided by the branch-and-cut algorithm in [1] . Algorithms B&C-LF 1 and B&C-LF 2 solved, respectively, 21 and 24 out of the 25 instances within two hours of processing time, while the branch-and-cut in [1] managed to solve only seven instances. The average relative gap (U B − LB)/LB for the branch-and-cut algorithm in [1] over the 25 instances is 17.4%, while the same value for B&C-LF 1 and B&C-LF 2 is much smaller and equal to 5.0% and 0.7%, respectively. Tables 5 and 6 show the results for random instances with 60 and 70 nodes, respectively, once again generated in the same way as in [19] . As before, the lower bounds provided by the branch-and-cut algorithms based on formulations LF 1 and LF 2 are very close and always better than or equal to those provided by the branch-and-cut algorithm in [1] . The latter solved no instance with 60 and 70 nodes and edge density larger than 10% within two hours of processing time. Its average gap (U B − LB)/LB over the instances with 60 and 70 nodes is 38.9% and 110.7%, respectively. The average gap of B&C-LF 1 is 6.1% and 7.7% over the instances with 60 and 70 nodes, respectively. Algorithm B&C-LF 2 performed even better: its average gap is equal to 2.6% and 6.7% over the instances with 60 and 70 nodes, respectively. The branch-and-cut algorithm in [1] performed better than the others only on the random instances with smaller edge densities (10%). This is due to the fact that the separation problem can be solved faster by the algorithm in [1] , with the cuts generated being strong enough to prove optimality. Algorithms B&C-LF 1 and B&C-LF 2 performed best on instances with edge densities larger than 50%, because the larger is the graph density, the larger is the size of the cliques, odd holes, and odd anti-holes used to generate the internal and external cuts. The hardest instances for B&C-LF 1 and B&C-LF 2 were those with edge densities in the interval [30%, 50%], because the cliques, odd holes, and odd anti-holes found for these instances were not large enough to generate effective internal and external cuts. Finally, it is important to emphasize that random instances with up to 70 nodes and edge densities ranging from 10% to 90% have been solved to optimality by the two new algorithms, while the largest solved to date by the algorithm in [19] had only 35 nodes.
The plot in Figure 2 displays in logarithmic scale the average relative gap (U B − LB)/LB observed for B&C-LF 1 , B&C-LF 2 , and the branch-and-cut in [1] over all instances in each of the Tables 3 to 6 . Algorithm B&C-LF 2 proposed in this work clearly outperformed the others. The comparison with the cut-and-branch algorithm proposed in [19] is straightforward. The randomly generated instances solved by the latter had only 15 to 35 nodes, while algorithms B&C-LF 1 and B&C-LF 2 solved much larger instances with up to 70 nodes.
Concluding remarks
We proposed two branch-and-cut algorithms for the equitable graph coloring problem, based on two new integer programming formulations by representatives. Computational experiments have been carried out on 99 problem instances.
Random instances with up to 70 nodes have been solved to optimality by the new algorithms, while the largest instances solved to date by the cut-and-branch algorithm in [19] had only 35 nodes.
