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Abstract
We present a data-driven deep neural algorithm for de-
tecting deceptive walking behavior using nonverbal cues
like gaits and gestures. We conducted an elaborate user
study, where we recorded many participants performing
tasks involving deceptive walking. We extract the partici-
pants’ walking gaits as series of 3D poses. We annotate var-
ious gestures performed by participants during their tasks.
Based on the gait and gesture data, we train an LSTM-based
deep neural network to obtain deep features. Finally, we use
a combination of psychology-based gait, gesture, and deep
features to detect deceptive walking with an accuracy of
93.4%. This is an improvement of 16.1% over handcrafted
gait and gesture features and an improvement of 5.9% and
10.1% over classifiers based on the state-of-the-art emo-
tion and action classification algorithms, respectively. Ad-
ditionally, we present a novel dataset, DeceptiveWalk, that
contains gaits and gestures with their associated deception
labels. To the best of our knowledge, ours is the first algo-
rithm to detect deceptive behavior using non-verbal cues of
gait and gesture.
1. Introduction
In recent years, AI and vision communities have focused
a lot on learning human behaviors, and human-centric video
analysis has rapidly developed [65, 67, 70, 42]. While con-
ventional video content analysis pays attention to the anal-
ysis of the video content, human-centric video analysis fo-
cuses on the humans in the videos and attempts to obtain
information about their behaviors, describe their disposi-
tions, and predict their intentions. This includes recogni-
tion of emotions [36, 38, 40], personalities [67, 75], and
Figure 1. Detecting Deception: We present a new data-driven al-
gorithm for detecting deceptive walking using nonverbal cues of
gaits and gestures. We take an individual’s walking video as an
input (top), compute psychology-based gait features, gesture fea-
tures, and deep features learned from a neural network, and com-
bine them to detect deceptive walking. In the examples shown
above, smaller hand movements (a) and the velocity of hands and
feet joints (d) provide deception cues.
actions [68, 73], as well as anomaly detection [49, 46, 59],
etc. While these problems are being widely studied, a re-
lated problem, detecting deception, has not been the focus
of much research.
Masip et al. [41] define deception as “the deliberate
attempt, whether successful or not, to conceal, fabricate,
and/or manipulate in any other way, factual and/or emo-
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tional information, by verbal and/or nonverbal means, in
order to create or maintain in another or others a belief that
the communicator himself or herself considers false”. Mo-
tives for deceptive behaviors can vary from inconsequential
to those constituting a serious security threat. Many appli-
cations related to computer vision, human-computer inter-
faces, security, and computational social sciences need to
be able to automatically detect such behaviors in public ar-
eas (airports, train stations, shopping malls), simulated en-
vironments, and social media [60]. In this paper, we address
the problem of automatically detecting deceptive behavior
learned from gaits and gestures from walking videos.
Deception detection is a challenging task because decep-
tion is a subtle human behavioral trait, and deceivers at-
tempt to conceal their actual cues and expressions. How-
ever, there is considerable research on verbal (explicit) and
nonverbal (implicit) cues of deception [22]. Implicit cues
such as facial and body expressions [22], eye contact [79],
and hand movements [30] can provide indicators of decep-
tion. Facial expressions have been widely studied as cues
for automatic recognition of deception [20, 44, 43, 53, 52,
29, 69]. However, deceivers try to alter or control what
they think is getting the most attention from others [21].
Compared to facial expressions, body movements such as
gaits are more implicit and are less likely to be controlled.
This makes gait an excellent avenue for observing decep-
tive behaviors. The psychological literature on deception
also shows that multiple factors need to be considered when
deciphering nonverbal information [12].
Main Results: We present an data-driven approach for
detecting deceptive walking of individuals based on their
gaits and gestures as extracted from their walking videos
(Figure 1). Our approach is based on the assumption that
humans are less likely to alter or control their gaits and ges-
tures than facial expressions [21], which arguably makes
such cues better indicators of deception.
Given a video of an individual walking, we extract
his/her gait as a series of 3D poses using state-of-the-art
human pose estimation [16]. We also annotate various ges-
tures performed during the video. Using this data, we com-
pute psychology-based gait features, gesture features, and
deep features learned using an LSTM-based neural net-
work. These gait, gesture, and deep features are collec-
tively referred to as the deceptive features. Then, we feed
the deceptive features into fully connected layers of the neu-
ral network to classify normal and deceptive behaviors. We
train this neural network classifier (Deception Classifier) to
learn the deep features as well as classify the data into be-
havior labels on a novel dataset (DeceptiveWalk). Our De-
ception Classifier can achieve an accuracy of 93.4% when
classifying deceptive walking, which is an improvement of
5.9% and 10.1% over classifiers based on the state-of-the-
art emotion [10] and action [57] classification algorithms,
respectively.
Additionally, we present our deception dataset, Decep-
tiveWalk, which contains 1144 annotated gaits and gestures
collected from 88 individuals performing deceptive and nat-
ural walking. The videos in this dataset provide interesting
observations about participants’ behavior in deceptive and
natural conditions. Deceivers put their hands in their pock-
ets and look around more than the participants in the nat-
ural condition. Our observations also corroborate previous
findings that deceivers display the opposite of the expected
behavior or display a controlled movement [22, 19, 48].
Some of the novel components of our work include:
1. A novel deception feature formulation of gaits and ges-
tures obtained from walking videos based on psychological
characterization and deep features learned from an LSTM-
based neural network.
2. A novel deception detection algorithm that detects de-
ceptive walking with an accuracy of 93.4%.
3. A new public domain dataset, DeceptiveWalk, contain-
ing annotated gaits and gestures with deceptive and natural
walks.
The rest of the paper is organized as follows. In Sec-
tion 2, we give a brief background on deception and discuss
previous methods of detecting deceptive walking automat-
ically. In Section 3, we give an overview of our approach
and present the details of our user study. We also present
our novel DeceptiveWalk dataset in Section 3. We present
the novel deceptive features in Section 4 and provide details
of our method for detecting deception from walking videos.
We highlight the results generated using our method in Sec-
tion 5.
2. Related Work
In this section, we give a brief background of research on
deception and discuss previous methods for detecting de-
ceptive behaviors automatically.
2.1. Deception
Research on deception shows that people behave differ-
ently when they are being deceitful, and different clues can
be used to detect deception [22]. Darwin first suggested that
certain movements are “expressive” and escape the controls
of the will [17]. Additionally, when people know that they
are being watched, they alter their behavior in something
known as “The Hawthorne Effect” [39]. To avoid detec-
tion, deceivers try to alter or control what they think others
are paying the most attention to [21]. Different areas of the
body have different communicating abilities that provide in-
formation based on differences in movement, visibility, and
speed of transmission [22]. Therefore, using channels to
which people pay less attention and that are harder to con-
trol are good indicators of deception.
Body expressions present an alternative channel for
perception and communication, as shown in emotion re-
search [6]. Body movements are more implicit and may be
less likely to be controlled compared to facial expressions,
as evidenced by prior work, suggesting that clues such as
less eye contact [79], downward gazing (through the affec-
tive experiences of guilt/sadness) [9, 21], and general hand
movements [30] are good indicators of deception. Though
there is a large amount of research on non-verbal cues of de-
ception, there is no single conclusive universal cue [63]. To
address this issue, we present a novel data-driven approach
that computes features based on gaits and gestures, along
with deep learning.
2.2. Automatic Detection of Deception
Many approaches have been developed to detect decep-
tion automatically using verbal or text-based cues. Text-
based approaches have been developed to detect deception
in online communication [78], news [13], court cases [23],
etc. A large number of approaches that detect deception us-
ing non-verbal cues have focused on facial expressions and
head and hand gestures [53, 52, 20, 29]. Some approaches
use only facial expressions to detect deception [7, 27], while
other approaches use only hand and head gestures [44, 43].
In situations where the subject is sitting and talking, Van
der Zee et al. [62] used full-body features captured using
motion capture suits to detect deception. However, such
an approach is impractical for most applications. Other
cues that have been used for detecting deception include
eye movements [80], fMRI [15], thermal input [11, 1], and
weight distribution [5]. Recent research has also introduced
multimodal approaches that use multiple modalities such as
videos, speech, text, and physiological signals to detect de-
ception [25, 55, 69, 35, 31, 3, 2]. However, most of these
approaches have focused on humans that have been sitting
or standing; deception detection from walking is relatively
unexplored. This is an important problem for many appli-
cations such as security in public areas (e.g., airports, con-
certs, etc.) and surveillance. Therefore, in this paper, we
present an approach that detects deception from walking us-
ing gait and gesture features.
2.3. Non-verbal Cues of Gaits and Gestures
Research has shown that body expressions, including
gaits and gestures, are critical for the expression and percep-
tion of others’ emotions, moods, and intentions [34]. Gaits
have been shown to be useful in conveying and recogniz-
ing identity [64], gender [74], emotions [34], moods [45],
and personalities [4, 56]. Gestures have also been widely
observed to convey emotions [37, 50], intentions [47],
moods [18], personality [8], and deception [44, 43, 20, 29].
For gait recognition, many deep learning approaches have
been proposed [77, 76, 66], and LSTM-based approaches
have been used to model gait features [77]. Body expres-
sions have also been used for anomaly detection in videos
with multiple humans [46]. Many deep learning approaches
have been proposed to recognize and generate actions from
2D [32, 72] and 3D skeleton data [57, 51, 26]. Graph con-
volution networks such as STEP [10] and ST-GCN [71]
for emotion and action recognition from skeleton data re-
spectively have also been proposed. Inspired by these ap-
proaches that showcase the communicative capability of
gaits and gestures, we use these non-verbal cues to detect
Figure 2. Overview: At runtime, we compute gait and gesture
features from an input walking video using 3D poses. Using our
novel DeceptiveWalk dataset, we train a classifier consisting of
an LSTM module that is used to learn temporal patterns in the
walking styles, followed by a fully connected module that is used
to classify the features into class labels (natural or deceptive).
deceptive walks.
3. Approach
In this section, we give an overview of our approach. We
present details of our user study that was used to derive a
data-driven metric.
3.1. Overview
We provide an overview of our approach in Figure 2. Our
data-driven algorithm consists of an offline training phase
during which we conducted a user study and obtained a
video dataset of participants performing either deceptive or
natural walks. For each video, we use a state-of-the-art 3D
human pose extraction algorithm to extract gaits as a se-
ries of 3D poses. We also annotate various hand and head
gestures performed by participants during the video. We
compute psychology-based gait features, gesture features,
and deep features learned using an LSTM-based neural net-
work. Using these features with their deception labels, we
train a Deception Classifier that detects deceptive walks. At
runtime, our algorithm takes a video as input and extracts
gaits and gestures. Using the trained Deception Classifier,
we can then detect whether the individual in the video is
performing a deceptive walk or not. We now describe each
component of our algorithm in detail.
3.2. Notation
We represent the deception dataset by D. We obtain
this DeceptiveWalk dataset from a data collection study.
We denote a data point in this dataset by Mi, where i ∈
{1, 2, ..., N} and N is the number of gaits in the dataset.
A data point Mi contains the gait Wi, the gestures Gi ex-
tracted from the ith video, and its associated deception label
di ∈ {0, 1}. A value of di = 0 represents a natural walking
video and di = 1 represents a deceptive walking video.
We use a joint representation of humans for our gait
formulation. Similar to the previous literature on model-
ing human poses [16], we use a set of 16 joints to repre-
sent the poses. A set of 3D positions of each joint ji, i ∈
{1, 2, ..., 16} represents a human pose. We define the gait
Wi of a human obtained from the ith video as a series of
poses P ki ∈ R48 where k ∈ [1, 2, ..., τ ]. Each pose cor-
responds to a frame k from the video, and τ is the total
number of frames in the video.
3.3. Data Collection Study
We conducted a user study to collect gait and gesture
data of individuals performing either deceptive or natural
walks.
3.3.1 Participants
We recruited 88 participants (51 female, 30 male, 7 pre-
ferred not to say, age = 20.35) from a university cam-
pus. Appropriate institutional review board (IRB) approval
was obtained for the study and each participant provided in-
formed written consent to participate in the study and record
videos.
3.3.2 Procedure
We adopted a between-subject method for data collection.
We compared two conditions: natural and deceptive. Each
participant was randomly assigned to walk either naturally
or in a deceptive manner, as described below. In both con-
ditions, the experiment area remains the same. We show the
experiment setup in Figure 3 and Figure 4. The experiment
consists of the following steps:
1. The experiment area consists of two floors. The par-
ticipant is briefed about the procedure by the experi-
menter on Floor 1. The participant is informed that
he/she is supposed to walk to a chair, pick up an ob-
ject from the chair, exchange it with a person wearing
a hoodie, replace the package on the chair, and come
back.
2. The participant then takes the stairs from Floor 1 to
Floor 2 and emerges at the Start location.
3. The participant then walks towards the Chair. We refer
to this walk as Walk 1, and it is captured by the camera
placed behind the chair (Cam 1).
4. After reaching the Chair, the participant picks up an
object. In the natural condition, the object is a collec-
tion of classic computer science papers and is placed
on top of the chair. However, in the deceptive condi-
tion, the object is a big roll of money and is placed
under the chair.
5. The participant then walks towards the Exchange loca-
tion. We refer to this walk as Walk 2, and it is captured
by the camera placed behind the Exchange/Start loca-
tion (Cam 2).
6. At the Exchange location, the participant exchanges
the object with a package from the confederate sitting
there. The package is a red package that remains the
same in both conditions. In the briefing, the participant
is informed that it is a piece of computer hardware.
7. After the exchange, the participant walks back towards
the Chair. We refer to this walk as Walk 3, and it is
captured by the camera placed behind the chair (Cam
1).
8. The participant places the exchanged package on the
chair.
9. The participant walks towards the stairs located near
the Start location. We refer to this walk as Walk 4, and
it is captured by the camera placed behind the chair
(Cam 2).
10. The participant walks towards the experimenter on
Floor 1 and is debriefed about the experiment.
In this procedure, the deceptive walk is induced by the
experimenter during the briefing, the type of object, and the
appearance of the confederate. The experiment was con-
ducted in a public setting (lobby of an academic building in
a university). Throughout the experiment, there were 4−10
students sitting around the lobby area who were not part of
the experiment. In the deceptive condition, the participant
is supposed to conceal their activities from these “onlook-
ers.” The experimenter stresses that the package is a se-
cret, and because of the amount of money involved, it is re-
ally important that the participant keeps anyone from notic-
ing as he/she does these things. In the natural condition,
the confederate is wearing a hoodie with the hood pulled
down. However, in the deceptive condition, the confederate
is wearing the same hoodie with the hood pulled up while
wearing sunglasses. Because of this setting, the participant
makes a deliberate attempt to conceal his/her activities, re-
sulting in deceptive behavior [41].
3.3.3 Data Labeling
As described in the procedure, we obtain four walking
videos for each participant. For each video, we extract the
3D pose of the participant in each frame using the human
pose extraction algorithm described below. Specifically, we
obtain the 3D position of each joint relative to the root joint
in each frame. Depending on the condition, natural or de-
ceptive, we assign a label to each walking video.
3.4. Human Pose Extraction
To extract a person’s poses from their walking video, we
first need to distill out extraneous information such as at-
tire, items carried (e.g., bags or cases), background clut-
ter, etc. We adapt the approach of [16], where the authors
have trained a weakly supervised network to perform this
Figure 3. Experiment Procedure: We describe the experiment
procedure. The experiment area consists of two floors. We obtain
four videos of walking captured by two cameras, Cam 1 and Cam
2, for each participant.
task. The first part of the network, called the Structure-
Aware PoseNet (SAP-Net), is trained on spatial information,
which learns to extract 3D joint locations from each frame
of an input video. The second part of the network, called
the Temporal PoseNet (TP-Net), is trained on temporal in-
formation, which takes in the extracted joints and outputs a
temporally harmonized sequence of poses.
Moreover, walking videos are collected from various
viewpoints, and the scale of the person varies depending
on the relative camera position. Therefore, we perform a
least-squares similarity transform [61] on each pose in the
dataset. This step ensures that each individual pose lies
within a box of unit volume, and the first pose of each video
is centered at the global origin.
3.5. Gestures
In addition to extracting gaits, we also annotate the ges-
tures performed by the participants during the four walks.
Prior literature on deception suggests that people showing
deceptive behavior often feel distressed, and levels of dis-
comfort can be used to detect a person’s truthfulness. These
levels of discomfort may appear in fidgeting (adjusting their
shirt/moving their hands) or while glancing at objects such
as a clock or a watch [48]. Touching the face around
the forehead, neck, or back of the head is also an indica-
tor of discomfort related to deception [24]. We use these
findings and consider the following set of gestures:{Hands
In Pockets, Looking Around, Touching Face, Touching
Shirt/Jackets, Touching Hair, Hands Folded, Looking at
Phone}. We chose this set because it includes all the hand
gestures observed in the walking videos of participants, and
these gestures have been reported to be related to decep-
tion [24, 48]. For each walking video, we annotate whether
each gesture from this set is present or absent. For the hands
in pockets gesture, we also annotate how many hands are in
the pocket.
Table 1. Posture Features: In each frame, we compute the follow-
ing features that represent the human posture.
Type Description
Volume Bounding box
Angle At
Neck by shoulders
Right shoulder by neck and left shoulder
Left shoulder by neck and right shoulder
Neck by vertical and back
Neck by head and back
Distance
Between
Right hand and the root joint
Left hand and the root joint
Right foot and the root joint
Left foot and the root joint
Consecutive foot strikes (stride length)
Area of
Triangle
Between hands and neck
Between feet and the root joint
3.6. DeceptiveWalk Dataset
We invited 88 participants for the data collection study.
For each participant, we obtained four walking videos.
Some participants followed the instructions incorrectly, and
we could not obtain all four walking videos for these partic-
ipants. Overall, we obtained 314 walking videos. For each
video, we extracted gaits using the human pose extraction
algorithm. Due to occlusions, the human pose extraction
algorithm had significant errors in 28 of these videos. To
expand the size and diversity of the dataset, we performed
data augmentation by reflecting all the 3D pose sequences
about the vertical axis and performing phase shifts in the
temporal domain. Reflection about the vertical axis and the
phase shift does not alter the overall gaits. Hence the corre-
sponding labels can remain the same. As a result, we were
able to obtain a total of 1144 gaits of participants from the
data collection study.
Depending on the condition assigned to a participant, we
assigned each video with a label of natural or deceptive.
We also annotated the various gestures from the gesture set
performed by the participants in each video. We refer to
this dataset of 1144 gaits, gestures, and their associated de-
ception labels as the DeceptiveWalk dataset. The dataset
contains 508 natural and 636 deceptive videos. The dataset
contains 280 videos of Walk 1, 300 videos of Walk 2, 192
videos of Walk 3, and 231 videos of Walk 4.
4. Automatic Deception Detection
From the user study, we obtain a dataset of 3D pose data
for each video. Using this pose data, we extract gait and
gesture features. We also compute deep features using a
deep LSTM-based neural network. We use these novel de-
ception features as input to a classification algorithm. In this
section, we first describe these deception features and their
computation. We then describe the classification algorithm.
4.1. Gait Features
In previous work [54], researchers have used a combina-
tion of posture and movement features to represent a gait.
Figure 4. Experiment Area: The experiment area consists of two floors. The experimenter briefs the participant on Floor 1, and the
participant performs the task on Floor 2. We show screenshots of a participant performing the task from Cam 1 and Cam 2.
This is based on the finding that both posture and move-
ment features are used to predict an individual’s affective
state [34]. These features relate to the joint angles, distances
between the joints, joint velocities, and space occupied by
various parts of the body and have been used to classify
gaits according to emotions and affective states [14, 34, 54].
Since deceptive behavior impacts the emotional and cogni-
tive state of an individual [58, 22], features that are indi-
cators of affective state may also be related to deception.
Therefore, we use a similar set of gait features for the clas-
sification of deceptive walks, as described below. Combin-
ing the posture and the movement features, we obtain 29
dimensional gait features.
4.1.1 Posture Features
In each frame, we compute the features relating to the dis-
tances between joints, angles between joints, and the space
occupied by various parts of the body. These features cor-
respond to the body posture in that frame. We use the 3D
joint positions computed using the human pose extraction
algorithm (Section 3.4) to compute these posture features
as described below:
• Volume: We use the volume of the bounding box
around a human as the feature that represents the com-
pactness of the human’s posture.
• Area: In addition to volume, we also use the areas of
triangles between the hands and the neck and between
the feet and the root joint to model body compactness.
• Distance: We use the distances between the feet, the
hands, and the root joint as features. These features
model body expansion and also capture the magnitude
of the hand and food movement.
• Angle: We use the angles extended by different joints
at the neck to capture the head tilt and rotation. These
features also capture whether the posture is slouched
or erect using the angle extended by the shoulders at
the neck.
• Stride Length: Stride length has been used to repre-
sent gait features in literature; therefore, we also in-
clude stride length as a posture feature. We compute
the stride length by computing the maximum distance
between the feet across the gait.
Figure 5. Our Classification Network: Each of the 3D pose se-
quences corresponding to various walking styles is fed as input
to the LSTM module consisting of 3 LSTM units, each of depth
2. The output of the LSTM module (the deep feature pertaining
to the 3D pose sequence) is concatenated with the corresponding
gait feature and the gesture feature, denoted by the
⊕
symbol.
The concatenated features are then fed into the fully connected
module, which consists of two fully connected layers. The out-
put of the fully connected module is passed through another fully
connected layer equipped with the softmax activation function to
generate the predicted class labels.
We summarize these posture features in Table 1. There are
13 posture features in total.
4.1.2 Movement Features
In addition to the human posture in each frame, movement
of the joints across time is also an important feature of
gaits [34]. We model this by computing the magnitude of
the speed, acceleration, and movement jerk of the hands,
head, and foot joints. For each joint, we compute these fea-
tures using the first, second, and third finite derivatives of
its 3D position computed using the human pose extraction
algorithm. We also include the gait cycle time as a feature.
We compute this by the time between two consecutive foot
strikes of the same foot. There are 16 movement features
in total. We aggregate both posture and movement features
over the gait to form the 29 dimensional gait feature vector.
4.2. Gesture Features
We use the set of gestures described in Section 3.5
and formulate the gesture features as a 7 dimensional vec-
tor corresponding to the set {Hands In Pockets, Looking
Around, Touching Face, Touching Shirt/Jackets, Touching
Hair, Hands Folded, Looking at Phone} ∈ R7. For each
gesture j in the set, we set the value ofGji = 1 if the gesture
is present in the walking video and Gji = 0 if it is absent.
For hands in pockets, we use Gji = 1 if one hand is in the
pocket, Gji = 2 if two hands are in the pocket, and G
j
i = 0
if no hands are in the pockets.
Table 2. Classification: We compared our method with state-of-
the-art methods for gait-based action recognition as well as per-
ceived emotion recognition. Both these classes of methods use
similar gait datasets as inputs but learn to predict different labels.
ST-GCN [71] DGNN [57] STEP [10] Ours
80.4% 83.3% 87.5% 93.4%
4.3. Classification Algorithm
Given a sequence of 3D pose data for a fixed number of
time frames as input, the task of the classification algorithm
is to assign the input one of two class labels — natural or
deceptive. To achieve this, we develop a deep neural net-
work consisting of long short-term memory (LSTM) [28]
layers. LSTM units consist of feedback connections and
gate functions that help them retain useful patterns from in-
put data sequences. Since the inputs in our case are walking
motions, which are periodic in time, we reason that LSTM
units can learn to efficiently encode the different walking
patterns in our data, which, in turn, helps the network seg-
regate the data into the respective classes. We call the fea-
ture vectors learned from the LSTM layers deep features,
fd ∈ R32.
4.3.1 Network Architecture
Our overall neural network is shown in Figure 5. We first
normalize the input sequences of 3D poses so that each in-
dividual value lies within the range of 0 and 1. We feed the
normalized sequences of 3D poses into an LSTM module,
which consists of 3 LSTM units of sizes 128, 64, and 32,
respectively, and each of depth 2. We concatenate the 32
dimensional feature vectors output from the LSTM module
with the 29 dimensional gait and the 7 dimensional gesture
features and feed the 68 dimensional combined deceptive
feature vectors into a convolution and pooling module. This
module consists of 2 convolution layers. The first convolu-
tion layer has a depth of 48 and a kernel size of 3. It is
followed by a maxpool layer with a window size of 3. The
second convolution layer has depth 16 and a kernel size of
3. The output of the second convolution layer is flattened
and passed into the fully connected module, which consists
of 2 fully connected (FC) layers of sizes 32 and 8, respec-
tively. All the FC layers are equipped with the ELU acti-
vation function. The output feature vectors from the fully
connected module are passed through a 2 dimensional fully
connected layer with the softmax activation function to gen-
erate the output class probabilities. We assign the predicted
class label as the one with a higher probability.
5. Results
We first describe the implementation details of our clas-
sification network, followed by a detailed summary of the
experimental results.
Table 3. Ablation Study: We evaluated the usefulness of the dif-
ferent features and different classification algorithms for classify-
ing a walk as natural or deceptive. We observed that all three com-
ponents of the deceptive features (gait features, gesture features,
and deep features) contribute towards the accurate prediction of
deceptive behavior.
Features
Gestures Gait Gestures and Gait Deep All Combined
Random Forest 60.6% 70.0% 74.0% 79.3% 84.6%
LSTM+FC 62.5% 71.2% 77.3% 82.7% 93.4%
5.1. Implementation Details
We randomly selected 80% of the dataset for training the
network, 10% for cross-validation and kept the remaining
10% for testing. Inputs were fed to the network with a batch
size of 8. We used the standard cross-entropy loss to train
the network. The loss was optimized by running the Adam
optimizer [33] for n = 500 epochs with a momentum of 0.9
and a weight decay of 10−4. The initial learning rate was
0.001, which was reduced to half its present value after 250(
n
2
)
, 375
(
3n
4
)
, and 437
(
7n
8
)
epochs.
5.2. Experiments
We evaluate the performance of our LSTM-based net-
work as well as the usefulness of the deep features through
exhaustive experiments. All the experimental results are
summarized in Table 3.
Since ours is the first algorithm that detects deception
from walking gaits, we compare the performance of our al-
gorithm with a random forest classification method. First,
we feed all the features and feature combinations to an off-
the-shelf random forest classifier with 100 decision trees,
each of max depth 2. Each tree performs binary classifi-
cation on sub-samples of the dataset, and the final estimate
is calculated as a weighted average of the prediction of the
individual trees. Random forest classifiers do not naturally
capture the temporal patterns of the walking styles in the 3D
pose sequences. Hence it leads to a lower accuracy com-
pared to using an LSTM-based network. Moreover, since
each tree in the Random Forest is a weak classifier and the
final estimate is obtained by averaging, the performance is
observed to be poorer than the LSTM-based network even
when only the gait and gesture features are used for clas-
sification. Overall, we find a consistent 3% improvement
in accuracy across the board when using the LSTM-based
network over the Random Forest classifier.
Second, we compare the performance of using the
LSTM-based network with the various input features indi-
vidually. Gesture features by themselves provide the low-
est classification accuracies for both the classifiers because
they only coarsely summarize the subject’s activities and
not their walking patterns. Gait features, on the other hand,
contain only this information and are seen to be more help-
ful in distinguishing between the class labels. Gestures and
gait features collectively perform better than their individual
performances. However, these features still lose some of the
useful temporal patterns in the original 3D pose sequences.
Figure 6. Separation of Features: We present the scatter plot of
the features for each of the two-class labels. We project the fea-
tures to a 3 dimensional space using PCA for visualization. The
gait and gesture features are not separable in this space. How-
ever, the combined gait+gestures features and deep features are
well separated even in this low dimensional space. The boundary
demarcated for the deceptive class features is only for visualiza-
tion and does not represent the true class boundary.
Using LSTMs to learn the temporal patterns directly from
the 3D pose sequences, we observe an improvement of 5%
over using the combined gait and the gesture features. Fi-
nally, combining the deep features learned from the LSTM
module with the gait and gesture features leads to an overall
classification accuracy of 93.4%.
We also compared our method with prior methods for
emotion and action recognition from gaits since these meth-
ods also solve the problem of gait classification (albeit with
a different set of labels). We compare with approaches that
use spatial-temporal graph convolution networks for emo-
tion (STEP [10]) and action recognition (ST-GCN [71]).
We also compare our method with an approach that uses
a novel directed graph neural network (DGNN [57]) for ac-
tion recognition. We train these methods on our Deceptive-
Walk dataset and obtain their performance on the testing set
similar to our method. Our method outperforms these state-
of-the-art models used for emotion and action recognition
by a minimum of 5.9% (Table 2).
Furthermore, we show the scatter of the features from
both the natural and the deceptive classes in Figure 6.
The original features are high dimensional (fgait ∈
R29, fgesture ∈ R7, and fd ∈ R32). Hence we per-
form PCA to project and visualize them on a 3 dimen-
sional space. The gait and gesture features from the two
classes are not separable in this space. However, the com-
bined gait+gesture features, as well as the deep features
from the two classes, are well-separated even in this lower-
dimensional space, implying that the deep features fd and
gait+gesture features fg can efficiently separate between the
two classes.
5.3. Analysis of Gesture Cues
We tabulate the distribution of various gestures in Fig-
ure 7. We can make interesting observations from this data.
1. Deceivers are more likely to put their hands in their
Figure 7. Gesture Features: We present the percentage of videos
in which the gestures were observed for both deceptive and natural
walks. We observe that deceivers put their hands in their pockets
and look around more than participants in the natural condition.
However, the trend is unclear in other gestures. This could be
explained in previous literature that suggests that deceivers try to
alter or control what they think others are paying the most attention
to [22, 19, 48].
pockets than the participants in the natural condition.
2. Deceivers look around and check if anyone is noticing
them more than the participants in the natural condi-
tion.
3. Deceivers touch their hair more than the participants in
the natural condition.
4. Participants in the natural condition touched their
shirt/jacket more than the deceivers.
5. Deceivers touched their faces and hair, folded their
hands, and looked at their phones at about the same
rate as those in the natural condition.
Previous literature suggests that deceivers are sometimes
very aware of the cues they are putting out and may, in
turn, display the opposite of the expectation or display a
controlled movement [22, 19, 48]. This would explain ob-
servations 4 and 5. Factors like how often a person lies or
how aware they are of others’ perceptions of them could
contribute to whether they show fidgeting and nervous be-
havior or controlled and stable movements.
6. Conclusion, Limitations, and Future Work
We presented a novel method for distinguishing the de-
ceptive walks of individuals from natural walks based on
their walking style or pattern in videos. Based on our novel
DeceptiveWalk dataset, we train an LSTM-based classifier
that classifies the deceptive features and predicts whether an
individual is performing a deceptive walk. We observe an
accuracy of 93.4% obtained using 10-fold cross-validation
on 1144 data points.
There are some limitations to our approach. Our ap-
proach is based on our dataset collected in a controlled uni-
versity lab setting. This means that our results are prelimi-
nary and may not be directly applicable for detecting many
kinds of deceptive walking behaviors in the real-world. We
need considerable more investigation and research in terms
of testing these ideas in all kind of situations. This would
require collecting a large sample of unbiased video data in
different real-world scenarios and analyzing them. While
we present an algorithm that detects deception using walk-
ing, we do not claim that performing certain gestures and
walking in a certain way conveys deception in all cases.
Additionally, since our algorithm does not provide 100%
accuracy for classifying both deceptive and natural walking,
there can be false positives and false negatives. Therefore,
other data (manual intervention and/or using other modali-
ties) should be considered before assigning a final deceptive
or a natural label to the walking.
Since the accuracy of our algorithm depends on the ac-
curate extraction of 3D poses, the algorithm may perform
poorly in cases where pose estimation is inaccurate (e.g.,
occlusions, bad lighting). For this work, we manually an-
notate the gesture data. In the future, we would like to au-
tomatically annotate different gestures performed by the in-
dividual and automate the entire method. Additionally, our
approach is limited to walking. In the future, we would like
to extend our algorithm to more general cases that include
a variety of activities. The analysis of our data collection
study reveals that the mapping between gestures and decep-
tion is unclear and may depend on other factors. In the fu-
ture, we would like to explore the factors that govern the
relationship between gestures and deception. Finally, we
would like to combine our method with other verbal and
non-verbal cues of deception (e.g., gazing, facial expres-
sions, etc.) and compare the usefulness of body expressions
to other cues in detecting deception.
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