Future gravitational-wave detectors operated at cryogenic temperatures are expected to be limited by thermal noise of the highly reflective mirror coatings. Silicon nitride is an interesting material for such coatings as it shows very low mechanical loss, a property related to low thermal noise, which is known to further decrease under stress. Low optical absorption is also required to maintain the low mirror temperature. Here, we investigate the effect of stress on the optical properties at 1,550 nm of silicon nitride membranes attached to a silicon frame. Our approach includes the measurement of the thermal expansion coefficient and the thermal conductivity of the membranes. The membrane and frame temperatures are varied, and translated into a change in stress using finite element modeling. The resulting product of the optical absorption and thermo-optic coefficient (dn/dT) is measured using photothermal common-path interferometry.
INTRODUCTION
In the past 2 years, gravitational-wave (GW) signals from binary black-hole systems have been measured by the Advanced LIGO GW detectors (Abbott et al., 2016a (Abbott et al., ,b, 2017 . These detectors are large Michelson interferometers 4 km in length, which measure the change in the separation of suspended highly reflective coated mirrors (Harry and The LIGO Scientific Collaboration, 2010) . In the most sensitive part of the detection band, between about 20 and 200 Hz, the detectors' design sensitivity is limited by the thermal noise of the mirror coatings. In the future, coating thermal noise has to be reduced to significantly increase the detection rate of existing sources and to enable the detection of wider range of fainter sources.
Coating thermal noise power spectral density is proportional to temperature and coating mechanical loss, and inversely proportional to the beam radius squared. Future GW detectors, such as the European "Einstein Telescope" (Abernathy et al., 2011) , which is aiming for a factor of ten increase in sensitivity compared to the Advanced LIGO design, will operate at low temperature and with a larger beam radius to reduce coating Brownian thermal noise. The mirror substrates in current GW detectors are made of fused silica (Abbott et al., 2016) . As the mechanical loss of fused silica increases by several orders of magnitude when cooling it to low temperatures (Fine et al., 1954) , it is planned to replace the substrate material in future detectors, with crystalline silicon (cSi) currently being the most promising candidate due to a very low mechanical loss at low temperatures (McGuigan et al., 1978; Nawrodt et al., 2008) and also other interesting properties such as zero crossings of the thermal expansion coefficient at 120 and 20 K, which results in low thermo-elastic noise (Winkler et al., 1991; Rowan et al., 2003) . cSi is only transparent at wavelengths of about 1,450 nm and higher (Keevers and Green, 1995a) .
Due to the availability of high power lasers and optical components, the telecommunication wavelength of 1,550 nm is of particular interest for future GW detectors.
Highly reflective mirror coatings are made of alternating layers of a material with a low refractive index, and a material with a high refractive index. The mechanical loss, ϕ (coating thermal noise ∝ √ ϕ), of the currently used coating materials SiO 2 (refractive index n = 1.45 at 1,550 nm) and Ta 2 O 5 (n = 2.05 at 1,550 nm) shows peaks at low temperatures around 20-30 K at which the maximum loss of an highly reflective coating is 2.5-5 times higher than at room temperature (Martin et al., 2009 (Martin et al., , 2014 Granata et al., 2013) , and the resulting coating thermal noise would be significantly above the requirement of futures GW detectors. Alternative amorphous materials 1 with low mechanical loss at low temperatures have to be found to reduce coating thermal noise.
Silicon nitride (Si 3 N 4 ) deposited via low-pressure chemical vapor deposition (LPCVD) shows low mechanical loss, in the order of ϕ = 10 −5 at cryogenic temperatures for a coating on a substrate (Liu et al., 2007) and <10 −6 for highly stressed substrate-free thin films (Southworth et al., 2009) . Therefore, Si 3 N 4 may be a suitable alternative low-index material to SiO 2 for use in highly reflective coatings. Investigations of SiN x , with x meaning different possible compositions of Si and N, deposited via plasma-enhanced chemical vapor deposition (PECVD) also show significant promise, with evidence of lower mechanical losses than current GW coating materials at room temperature and at low temperature down to 10 K and the interesting option to adjust material parameters such as the refractive index for varying compositions Kuo et al., 2016) .
Amorphous silicon (aSi) shows a very low mechanical loss of ϕ Si <2 × 10 −5 at temperature below ≈ 30 K (Murray et al., 2015) . In addition, the very high refractive index (n Si = 3.5 at 1,550 nm) would reduce the numbers of layers required to achieve high reflectivity as the reflectivity per pair of high and low refractive layers increases with the contrast between the refractive indices. However, the optical absorption of aSi is too high for application in GW detectors at the envisioned wavelength of 1,550 nm (Steinlechner et al., 2014 (Steinlechner et al., , 2017 and there has been research over the past years to reduce the absorption and to find ways to exploit the good mechanical properties while keeping the absorption low (Steinlechner et al., 2015; Yam et al., 2015; ). An aSi/SiO 2 multilayer coating would be dominated by the mechanical loss of the SiO 2 layers, but Si 3 N 4 would be a suitable low-index material with a similarly low mechanical loss as aSi.
1 Crystalline coatings are an option being discussed in the past years for application in GW detectors. Possible materials are GaAs/AlGaAs (Cole et al., 2013) and GaP/AlGaP (Lin et al., 2013; Cumming et al., 2015; Murray et al., 2017) . Crystalline coatings have to be grown on substrates with matching lattice parameters. While GaP/AlGaP can be grown on cSi and, therefore, in theory, is available in the sizes of the GW mirror substrates, GaAs/AlGaAs coatings have to be grown on GaAs, which is currently not available in a size of about 0.5 m which is required for future GW detectors. However, an initial GaP/AlGaP coating has shown an absorption of 2.3% and requires further development. While both material combinations are an interesting alternative to amorphous coatings showing significantly lower thermal noise, in particular at low temperatures, there is still major development required to make them suitable for GW detectors and alternative amorphous coating materials still seem to be a promising approach.
From the observation of a mechanical loss, decrease of Si 3 N 4 for more highly stressed films arises the question of the effect of stress on the optical properties. Here, we present measurements of the stress and temperature dependence of the product of optical absorption, α, and dn/dT, measured on low stress (≤250 MPa) amorphous Si 3 N 4 membranes manufactured by Norcada.
2 Such investigations are also of interest for other applications of Si 3 N 4 such as photonic crystal mirrors (Moura et al., 2017) .
The membranes were deposited via LPCVD which is the same deposition method studied in Liu et al. (2007) . The stress, S, of the membranes was altered by heating either the membrane frame, which increases the membrane stress, or the membrane itself, which decreases the membrane stress, while α × dn/dT was measured. In a separate experiment, the change in stress with heating was calibrated via observation of a change in resonance frequency of the membrane. The challenge of the measurements is that α and dn/dT both depend on temperature and stress where the stress itself is a function of temperature, i.e., we vary the temperature T and measure α (T, S(T)) × dn/dT(T, S(T)). Disentangling the two quantities is subject to future work-for instance, via a separate (e.g., interferometric) measurement of dn/dT as a function of stress and temperature. Figure 1A shows a photograph of one of the membrane samples studied. The membrane was fabricated by Norcada 6 by depositing a 2-µm-thick Si 3 N 4 film via LPCVD on a cSi substrate with dimensions 10 mm × 10 mm × 500 µm. Then a 5 mm × 5 mm area of the cSi was etched off, leaving a Si 3 N 4 window in the center of a cSi frame.
CHARACTERIZATION OF THE MEMBRANE STRESS
The resonance frequencies of the membrane can be described by
in which n x and n y are integer numbers to define the modes which have (n x − 1) and (n y − 1) nodes in the x and y directions, L is the length of the sides of a square membrane, S is the membrane stress, and ρ is the material density (Jabaraj and Jaadar, 2013) . This shows that the resonance frequencies of the membrane are proportional to the square root of the membrane stress S. (For the membranes of side length L = 5 mm, ρ = 3,100 kg/m 3 , and S ≤ 250 MPa 1 used in this experiment, the resonance frequency of the first mode is f 1,1 ≤40 kHz.)
Procedure of Changing the Stress of the Membrane
Two methods were used to alter the stress of the membrane: heating the cSi frame and heating the membrane itself. The difference in the thermal expansion coefficient of the Si 3 N 4 membrane and the cSi frame is responsible for the change in stress with changing temperature. The temperature-dependent thermal expansion coefficient of cSi is well known and consistent within the literature and was used in our models (Okada and Tokumaru, 1984) . The Table 1 were obtained at the positions marked with 2 and 3.
(C) Geometry of the finite element model of the membrane (in this case heated at position 1) and its mounting. In the experiment, the membrane is glued to a screw with an epoxy without direct contact between the screw and the membrane. In the model, this is represented by the blue shape with thermal properties of an epoxy, while the rest of the mount is made of structural steel. thermal expansion coefficient of amorphous silicon nitride shows a greater variety of values within the literature. As it strongly affects the modeled stress, the thermal expansion coefficient of the silicon nitride was obtained from the measured frequency shift when heating the sample. For heating the frame, a laser beam at a wavelength of 532 nm was used. For a cSi substrate with refractive index n Si = 4.15 at 532 nm (Keevers and Green, 1995b) , a 2-µm-thick Si 3 N 4 layer with refractive index n SiN = 2.05 at 532 nm (Luke et al., 2015 ) is a good anti-reflection coating with a reflectivity of about 4% at normal incidence. Therefore, 96% of the laser power is transmitted into the substrate. Due to the very short absorption depth of cSi at 532 nm of 1.3 µm (Keevers and Green, 1995b) , all laser power transmitted through the silicon nitride layer is absorbed in the membrane frame and converted into heat.
Temperatures of the Membrane and Frame
The temperature of the membrane and frame was measured (under atmospheric pressure) as a function of 532 nm light power using a thermal camera.
3 This gave temperatures corresponding to the absorption measurements carried out while heating the frame with the 532 nm laser. The membrane was mounted by gluing it with an epoxy to a stainless steel screw. The measured temperatures can be found in Table 1 .
To enable relating the laser heating to the measured temperatures, a COMSOL 4 finite element model of the membrane and its mount was built (model 1, see Figure 2 ). Figure 1C shows a picture of the model, in which the membrane is contacted to a simplified layer of epoxy that is contacted to a large piece of structural steel. A time-dependent study within a heat transfer in solids interface was used to determine the temperatures of the frame and membrane at different laser powers and times. The 532 nm laser used to heat the frame was modeled as a Gaussian heat distribution. Emissivity values for the different materials were included to account for radiative cooling. Temperature-dependent heat transfer coefficients were also defined within the model to capture the loss of heat due to convection. To determine our heat transfer coefficients, the frame and membrane were approximated as being a uniform flat plate while the screw and mount were approximated as being a cylinder. Using the Natural Convection Heat Transfer from a Vertical Plate Microsoft Excel sheet, 5 the heat transfer coefficients of the approximated flat plate were determined. The heat transfer coefficients of the vertical mount were calculated using (Bejan and Kraus, 2003) . To facilitate meshing the various geometries in the model, a square cross-sectional clamp was used, instead of the cylindrical mount used in the experiment, to calculate the temperature dependent heat transfer coefficients of the epoxy and mount. However, the effect of both geometries is the same as they have a similar crosssectional area and primarily act as a heat sink, with the cooling of the sample limited by conduction through the epoxy, which has a lower thermal conductivity than steel, between the sample and the mount.
While the modeled temperature of the frame agreed well with that measured experimentally, the modeled temperature of the membrane did not initially show agreement. It was possible to match the measured membrane temperatures by varying the thermal conductivity, which is size dependent for thin films (Liang and Li, 2006) , of the membrane within the range of values found in the literature between (4.9 ± 0.7) W/(m K) (Jain and Goodson, 2008) and 15 W/(m K) (kyocera.com, 2017), whereas a thermal conductivity of (8.0 ± 0.1) W/mK gave the best agreement (see Figure 3) .
The specified absolute error of the thermal-camera measurements of ±2°C does not affect the results from our models as with the 532 nm laser to the temperatures of membrane and frame by fitting the thermal conductivity of the membrane. Model 2 is a purely theoretical model providing the relationship of resonance frequency and stress. Model 3 (in vacuum) combines models 1 and 2 to match the frequencies observed for heating the membrane frame by fitting the thermal expansion coefficient of the membrane. Model 3 under atmospheric pressure and for heating the membrane frame provides a stress increase as a function of temperature (model 4) and a stress decrease as a function of temperature (model 5) for heating the membrane directly. we are measuring a change in temperature, while the relative error of ±0.08°C of the thermal-camera measurements while heating the membrane is negligible. The same is true for the power measurements. Therefore, the error of the thermal conductivity is defined by the agreement of the fit and the measurements, which has a maximum error of ±1% (which is too small to be visible in Figure 3 ). The heat capacity affects the time constant after which the system reaches a steady state, but not the final temperature. In our models, for the heat capacity C = 700 J/kg K was used. This value was varied between C = 200 J/kg K and C = 2,500 J/kg K. As our measurements were all performed at or close to a steady-state temperature, a change in heat capacity within this range affects our results for the temperature by less than 1%.
Calibration of Thermal Stress Effect via Measurement of Resonance Frequencies
When the temperatures of the membrane and the membrane frame change, the dimensions change resulting in a stress change. This stress change produces a measurable change in the resonance frequencies of the membrane. This effect can be used to fit the thermal expansion coefficient of the membrane to match the measured resonance frequencies.
To allow measurements of the resonance frequencies, the membrane was clamped with one edge of the frame between two aluminum blocks. The resonances of the membrane were excited with a piezo attached to the clamp. The vibration of the membrane was read out via a laser beam reflected from the membrane onto a split photo diode that is sensitive to small motions of the beam. A schematic of the setup used is shown in Figure 4 .
The first resonance frequency of the membrane is at approximately 32 kHz. The shift of this resonance frequency was measured as a function of the 532 nm laser power used to heat the frame and as a function of pressure at each laser power. The pressure was measured using an Inverted Magnetron vacuum gage. Figure 5A shows the relative frequency shift normalized to the 532 nm laser power for pressures between 10 −5 mbar and 1 mbar. For higher pressures, the membrane modes were damped too much for a clear frequency shift to be observed. In general, the resonance frequency increased linearly with heating power (i.e., produced a constant percentage of frequency shift per heating power in Figure 5A ), suggesting a uniform relationship of √ S versus heating. Figure 5B shows the modeled relationship between the frequency of the resonance mode at about 32 kHz and the membrane stress.
The measured frequency changes due to heating for pressures below 1 mbar were used to determine, via a finite element model 4 , the resulting change in the stress of the membrane. To simulate the clamp, one side of the frame and membrane were fixed in space within the model. The stress applied to the membrane in the model was varied until the modeled mode frequencies matched the observed frequencies for each laser-heating step (model 2, see Figure 2) . A finite element model (model 3 in Figure 2 ) was used to analyze these results. A thermal stress interface which coupled a heat transfer in solids interface with a solid mechanics interface was used in COMSOL to model the membrane and frame joined to a structural steel mount by a layer of epoxy. The heating due to the 532 nm laser beam incident on the frame was modeled as before. The laser power in the model was changed at appropriate time-intervals to simulate the heating increments used in the measurements, and the shift in the fundamental mode frequency of the membrane was calculated for each laser power. To allow comparison with the experimental frequency shifts, measured under vacuum, convection losses were set to zero within the model.
The results from the model were compared to the frequency changes observed experimentally. The thermal expansion coefficient of the membrane was then altered iteratively to find the value which best matched the change in frequency observed experimentally. The best value of the expansion coefficient was found to be (2.4 ± 0.3) × 10 −6 /K. This values falls within the literature values for the coefficient of thermal expansion of silicon nitride (azom.com, 2017).
As the frequency measurement itself is very accurate with an error of <1%, the dominating error in stress results from the spread in frequencies shown in Figure 5A , which then causes an error of (± 0.2 × 10 −6 )/K in the coefficient of thermal expansion. Errors in the Young's modulus and Poisson ratio also couple into the simulation. The Young's modulus of 270 GPa is provided by the manufacturer. 6 An error of 10% on this value was assumed for the simulations. For the Poisson ratio, the literature values vary around 0.25, which was used for the simulations, also with an error of 10%. This results in a total error of (± 0.3 × 10 −6 )/K in the coefficient of thermal expansion.
MEASUREMENT OF OPTICAL PROPERTIES
The values obtained for the thermal conductivity and the thermal expansion coefficient were now used in the finite element model to simulate the stress of the membrane under heating and, thus, to analyze the effect of stress and temperature on α × dn/dT at 1,550 nm.
Absorption × Thermo-Optic Coefficient As a Function of Temperature
Photothermal common-path interferometry (PCI) was used (Alexandrovski et al., 2009 ) to measure the absorption of the membranes. This technique uses a strong pump laser beam at 1,550 nm with a small waist to create a thermally induced optical length change proportional to dn/dT in the membrane due to optical absorption (the optical length change due to thermal expansion is negligible compared to the change due to dn/dT). The pump beam is crossed by a much weaker probe beam at 1,620 nm with a larger diameter. A portion of the probe beam overlaps the pump and gets affected by the optical length change. This results in a phase shift for this part of the probe beam. The phase-shifted and non-phase-shifted portions of the probe beam interfere. The interference maximum occurs at a distance of one Rayleigh range (for the probe beam) from the crossing point of the beams. The interferometric phase change measured at this point is directly proportional to the absorption of the material and is calibrated using a fused silica substrate with known absorption. Based on the thermal diffusivity of the two materials, an additional scaling factor of 0.865 is used to scale the amplitude signal from silicon nitride to the signal from the fused silica calibration substrate (Alexandrovski et al., 2009) . For the calculation of this scaling factor, material properties measured on membranes in the experiments presented here were used when possible. PCI has the advantage that it measures only the absorption while, e.g., cavity round-trip loss measurements include surface scattering, which makes the result less accurate. More details about the measurements, including some special considerations for the thin membranes, in which etalon effects can occur, are explained in Steinlechner et al. (2017) .
In a first measurement series, we varied the power of the 1,550 nm pump beam that was incident on the membrane at the position marked with 3 in Figure 1B . A minimum laser power of about 200 mW was required to create a thermal effect large enough to measure. At this pump power, the absorption was found to be 337 ppm assuming that dn/dT = (4 × 10 −5 )/K. The laser power was increased stepwise. As the 1,550 nm laser power was increased, we waited for the absorption signal to settle, which indicated that the system had reached a steady state. The absorption signal was observed to increase with increasing laser power. It is not known how dn/dT of the membranes changes with stress and temperature. Therefore, we can only measure a change of the product α × dn/dT. The measured change in α × dn/dT compared to the start value of 337 ppm at 200 mW as a function of 1,550 nm laser power is shown in Figure 6A .
The absorption signal is proportional to the 1,550 nm laser power and, therefore, errors in power measurement couple into the absorption measurements. The relative error of the power measurements is negligible as in this experiment the laser power was continuously measured while being increased, without realigning the positions of beam or power meter. Any systematic error in the power measurements cancels out by looking at a relative change in absorption. Errors in the material parameters relevant to calibrate the absorption also cancel out when looking at relative changes. Only inaccuracies due to misalignment occurring during the measurement series are relevant for the measurement error. To estimate this error, the absorption of the substrate used for calibration was measured again after the membrane measurement series. The measured absorption of the calibration substrate had changed from 21.4 to 20.8% resulting in an error bar of ±1.4% for the measurements for all measurements relative to the first measurement.
In a second measurement series, the 1,550 nm laser power was kept constant, while the cSi frame was heated with a 532 nm laser beam approximately 1.5 mm in diameter at the position marked with 1 in Figure 1B . In this measurement series, the start value for the absorption was 275 ppm. The lower absolute absorption for the same 1,550 nm power compared to the previous measurement series (337 ppm) can be explained by a slight variation from membrane to membrane and also due to alignment variations. Figure 6A shows the absorption change as a function of laser power.
As discussed for the measurements with varied 1,550 nm power, errors affecting all the absorption results such as power measurements cancel out and are, therefore, not relevant here. The difference in absorption between different membranes is also not relevant for observations of a relative change. For this measurement series, no decrease of the signal due to a change in alignment was observed and a negligible error is assumed.
Absorption × Thermo-Optic Coefficient As a Function of Stress and Temperature
A finite element model was used to calculate the temperature changes ∆T, and the resulting stress changes, ∆S, at atmospheric pressure induced by (i) heating the membrane and (ii) heating the frame. This model was developed using the membrane and frame temperatures measured with the thermal camera, and used a timedependent study within a thermal stress interface in COMSOL.
∆T and ∆S were calculated separately for heating the membrane with the 1,550 nm laser (position 3) and heating the membrane frame with the 532 nm laser (position 1) with the powers used for the measurements of α × dn/dT. The resulting ∆S as a function of ∆T is shown in Figure 7 . In the case of heating, the center of the membrane (position 3) with the 1,550 nm beam, the membrane becomes warmer than the frame. In this case, the membrane expands more than the frame, resulting in a stress reduction in the center of the membrane (at the position of the absorption measurement) compared to the non-heated case and ∆S becomes negative. In the case of heating the frame (position 1), the frame becomes warmer than the membrane (in addition to the thermal expansion coefficient of SiN being smaller than the thermal expansion coefficient of Si) resulting in a stress increase in the center of the membrane. In the case of heating, the membrane with the 1,550 nm laser at position 3, the heating power is proportional to the membrane absorption and so an absorption value had to be assumed for the calculation of the membrane temperatures. To estimate the absorption as a function of 1,550 nm laser power, the temperature of the membrane near position 3 was measured with the thermal camera. The relationship of 1,550 nm laser power and the membrane temperature is approximately linear as shown in Figure 8 and, therefore, a constant absorption was assumed for the model calculating membrane temperature. (Note that in addition to the temperature increase in these measurements the stress of the membrane changed so that we can not draw any conclusions for the behavior α × dn/dT as a function of temperature.) Figure 7 shows the change in stress as a function of temperature when heating the frame with the 532 nm laser (green diamonds) and for heating the membrane in the center with the 1,550 nm beam (red circles). The total change in stress of 78.9 MPa around the (non-heated case) of 128.25 MPa corresponds to a change in stress of 62%.
The error bars on the stress for heating with the 532 nm laser result from the error in the thermal expansion coefficient. The error bars on the stress for heating with the 1,550 nm laser result from both the error in the thermal expansion coefficient and an error of 15% in the absorbed laser power used to calculate the temperature. Stepwise change of parameters, based on data measured and from the literature, caused the error bars of the calculated stress to be asymmetric.
α × dn/dT measured as a function of laser power (see Figures 6A,B) and the corresponding calculated temperatures can be translated into a change in α × dn/dT versus membrane temperature and a change in α × dn/dT versus membrane stress using the information shown in Figure 7 . This is shown in Figures 9A,B . In these two graphs, the effects of stress and temperature contribute to the measured α × dn/dT. The difference between these two cases is the magnitude of the stress in the membrane (as shown in Figure 7 ). Further analysis was carried out to allow the contributions of stress and temperature to be separated. Figure 9A shows that α × dn/dT increases with increasing temperature. For heating the frame with the 532 nm laser (green diamonds), the absorption increase is larger than for heating the membrane directly to a similar temperature with the 1,550 nm laser (red dots). Figure 9B shows the same data plotted against the calculated stress in the membrane. This shows that the larger increase in α × dn/dT with temperature (for the case of heating the frame) shown in Figure 9A is associated with an increase in membrane stress, while the smaller increase in α × dn/dT with temperature (in the case of heating the membrane) is associated with a decrease in stress. The increase in α × dn/dT for a stress reduction is slightly steeper than for the stress increase, but this is due to different temperatures being required to cause a similar change in stress depending on whether the frame or the membrane is heated.
From the relations shown in Figures 9A,B , we can conclude that α × dn/dT increases with increasing temperature (both graphs in Figure 9A ) and that an increase in stress additionally increases α × dn/dT (green diamonds), while a stress decrease reduces α × dn/dT. When heating the frame, both the temperature and the stress of the membrane increase and the two effects combine positively to give a larger increase in α × dn/dT. When heating the membrane, the membrane temperature increases but the stress decreases, resulting in the two effects partially compensating to give a smaller increase in α × dn/dT for the same membrane temperature. Based on these conclusions, we have used an equation of the form
in which both α and dn/dT are functions of T and S, to fit the measurements shown in Figures 9A,B. A condition of performing a least squares fit with two variables is that no perfect linear relationship exists between them (i.e., no perfect multicollinearity). We meet this condition for a fit of α × dn/dT against T and S because as T changes, S changes by different amounts due to the model using temperature-dependent material properties, which ensures a non-perfect linear relationship between T and S. a = (1.11 ± 0.08)%/K and b = (0.76 ± 0.08)%/MPa result in the blue circles reproducing the measurements with R 2 = 0.96 and allow us to decouple the stress effect from the temperature effect.
In the Figures 10A,B , the separated temperature and stress effects are shown with the following relations
and
This is a significant effect of the membrane stress on α × dn/dT. The effect on α only could be separately determined by measurement of (dn/dT) S .
CONCLUSION
We have measured the change in α × dn/dT of a silicon nitride membrane for increasing and decreasing stress by either heating the cSi frame or the membrane itself with a laser.
The temperature of the heated membrane at atmospheric pressure was measured with a thermal camera and a finite element model was created, and used to fit a value of the SiN thermal conductivity to the experimentally observed temperature change. This gave a value of (8 ± 0.1) W/mK for the thermal conductivity of SiN. The change in resonance frequency in vacuum when heating the cSi frame was measured. Based on the finite element temperature model, this delivered a thermal expansion coefficient of the silicon nitride membrane of (2.4 ± 0.3) × 10 −6 K −1 . The model, including the results for the thermal conductivity and the thermal expansion coefficient, was used to convert the measured change in absorption versus laser power into a temperature and a stress change. The resulting stress dependence was found to be ∆(α × dn/dT) T = (1.11 ± 0.08)%/K × ∆T for 290 K ≤ T ≤ 333 K and the temperature dependence was found to be ∆(α × dn/dT) S = (0.76 ± 0.08)%/MPa × ∆S for 110.6 MPa ≤ T ≤ 189.5 MPa. In both cases, it cannot be determined whether the absorption, the dn/dT value, or both, are changing. Further study of this effect is of interest and may be investigated in a separate experiment.
Stress has a significant effect on α × dn/dT, with increasing stress increasing this product. Depending on the behavior of dn/dT with temperature, it seems likely that there is some increase of absorption with stress. Both of these properties are of interest for thermal noise in optical coatings for future gravitational-wave detectors, as the absorption must be minimized to prevent heating of a cryogenic mirror and the magnitude of thermo-optic noise in the mirror depends on dn/dT. The mechanical loss in silicon nitride is also stress dependent, affecting the Brownian thermal noise. Therefore, the stress in silicon nitride must be chosen carefully to ensure a coating has optimal optical and thermal noise properties.
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