We study the effects of connectivity enhancement due to film flow phenomena on the drainage of an artificial porous medium and the relative influence of gravity for such effects. The medium is initially fully saturated with a liquid (wetting phase), which is displaced by air (nonwetting phase). Our setup allows us to directly visualize the dynamics of the flow and, in particular, to pinpoint which pore invasion events are due to film flow phenomena. We have observed the formation of an active zone behind the liquid-air interface, inside which film flow drainage events are more likely to occur. Understanding the basic mechanisms of film flow in artificial porous media is of relevance for the analysis of real three-dimensional porous systems, in which gravity cannot be neglected and film flow is bound to be present.
I. INTRODUCTION
The study of the basic mechanisms behind fluid flow in porous media has received considerable attention from the scientific community in the past decades [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The theme is of importance not only because of its inherent physical interest (pattern formation [11] [12] [13] [14] [15] [16] [17] , intermittent dynamics [2, [18] [19] [20] [21] [22] [23] [24] , collective phenomena [25] [26] [27] [28] [29] , etc.) but also because of direct environmental applications and economical aspects. Hydrologists, for example, have been interested in the description of flows inside soils and rocks, in the study of groundwater flows [30] , and in the treatment of soil contaminants [31] . The dispersion of contaminants in porous and fractured networks [32] and the formation and evolution of fractures [33] have also been subjects of recent studies. On the industrial side it is important to consider that basic concepts of flow in porous media lie in the core of many of the techniques employed, for example, in the prospection and exploration of oil and gas [34] [35] [36] , in the capture and storage of carbon dioxide [37] and in the development of modern multifunctional porous materials for solar cells [38] and other related energy applications.
The theoretical and experimental studies of flow in porous media have been closely followed by the development of several numerical schemes tailored to reproduce the fluid dynamics under specific flow conditions. For example, very slow drainage flows in the so-called capillary regime (in which capillary forces dominate the dynamics) are commonly described by the invasion percolation (IP) algorithm [39] while the diffusion-limited aggregation algorithm (DLA) [40] [41] [42] captures the morphology and dynamics of faster drainage flows (dominated by viscous forces). The development and application of such growth models for porous media flows is motivated, among other reasons, by the difficulty in fully integrating the Navier-Stokes equations [43] inside porous networks. The complicated geometry of pores and throats in the medium renders the problem too demanding from the numerical point of view and analytical solutions are only available for very simple geometries [44] . In order to develop a reasonable growth model, one has to understand the basic mechanisms behind the pore-scale dynamics [26] , including effects from the contact line dynamics [45] , and how those mechanisms interact to yield the macroscopic properties of the flow. Understanding the relative importance of nontrivial flow mechanisms such as film flow is important to allow a precise judgment on whether or not a given flow condition can be appropriately described by a growth model such as IP or DLA (both models, in their standard formulations, do not incorporate film flow phenomena). Previous numerical and experimental studies have shown the importance of effects derived from film flow phenomena in a series of systems, such as the gravity-driven infiltration of a porous network [46] , drainage and imbibition in etched networks [47] , film flow along fractured rocks [48] , transport in a network of capillary tubes, and drying of oak wood [49] . These studies are joined by a growing body of recent experimental works which endorse the idea that three-dimensional (3D) effects associated to the formation and interconnection of thin liquid films are crucially important to the morphology and dynamics of porous media flows, even in quasi-two-dimensional (quasi-2D) systems [50] . An important step in the modeling of two-phase flows was given recently in Ref. [51] in which the incorporation of wettability and film flow effects into a model similar to invasion percolation has led to the appropriate description of quasi-2D displacements in porous media, particularly in the challenging strong imbibition regime.
In this paper we will use the term film flow to describe a type of fluid transport that does not happen via the usual pathways through the bulk of pores and pore throats. More specifically, we define film flow as fluid flow along a particular type of fluid structure. This structure is characterized by two features: it must connect (directly or indirectly) to the outlet of the system, so that it may act as a drainage pathway, and it cannot fully span the channels where flow takes place. The latter criterion means that in the immediate vicinity of any region where film flow takes place, both fluid phases must be present. We incorporate in our definition the effects of corner flow (as those happening particularly in angular porous media [52] [53] [54] ), flow via thin liquid films, and flow through capillary bridges, the latter being of particular importance to the results presented here.
II. DESCRIPTION OF THE SETUP AND THE EXPERIMENT'S DYNAMICS

A. Experimental setup
We make use of a synthetic transparent quasi-2D porous network to analyze the flows. The natural difficulties related to the visualization of flows in natural porous media, such as rocks and soils, has led many authors to employ artificial samples in their studies [9, 22, 41, 47, 55, 56] . Figure 1 shows a diagram of the experimental setup used here. The medium is composed of a modified Hele-Shaw cell [57] , filled with a monolayer of glass beads with diameters a in the range 1.0 < a < 1.2 mm. Those beads are randomly thrown onto the sticky side of a contact paper, whose nonsticky side is then fastened to a rigid rectangular Plexiglas plate. The voids in between the beads form the porous network. Silicon is used to define the in-plane boundaries of the porous medium and a second contact paper sheet is glued onto the beads (once again with the sticky side facing the beads). This whole structure is placed on top of a water pressure-cushion. This cushion is formed by a membrane filled with water and connected to a reservoir placed at a fixed height of ∼3 m. Its purpose is to press the beads (sandwiched in between the contact paper layers) against the upper Plexiglas plate, thus assuring the quasi-2D structure of the medium and also guaranteeing that none of the beads will move during the flow (despite the differences in bead diameters). The dimensions of the porous networks are 34.5 cm × 36.5 cm, where the first number denotes the length of the network (measured in the inlet-outlet direction) and the second FIG. 1. Diagram of the experimental setup showing the cell with the porous medium made of a single layer of glass beads. The camera, light box, and cell are all connected to a common frame that can be inclined by an angle θ , as shown. The liquid outlet on the left is connected to a syringe pump that withdraws the liquid. The water inlet for the cushion (on the right) is connected to a bottle which is kept at a high level (≈3 m). This is to keep the cushion pressurized. There is no connection between the water in this cushion and the fluids in the porous medium.
is its width (measured in the perpendicular direction). A heavy glass plate is placed on top of the model, to avoid possible issues with bending of the Plexiglas plate and to increase the overall robustness of the setup. Channels for the inlets and outlets were previously milled in the Plexiglas plate and cuts were made in the upper contact paper such that the liquid can be injected into and withdrawn from the medium. The system is placed on the top of a movable light box, which can be tilted in order to control the relative importance of gravitational effects on the dynamics (the component of the gravitational acceleration in the inlet-outlet direction is g y = g sin(θ ), where θ is the inclination angle of the model with respect to the horizontal level (see Fig. 1 ). Rails on the wall guide the motion of the light box. From top to bottom the layers of the system are as follows: glass plate-Plexiglas plate-contact paper sheet-porous matrix (glass beads)-contact paper sheet-pressure cushion-Plexiglas plate. Images of the flow are taken from the top by a digital camera (NIKON D7100) fastened to a frame attached to the light box (in such a way that the relative position of the camera to the model is the same, irrespective of the inclination angle θ ). The porous matrix was initially filled with a wetting viscous liquid composed of a mixture of glycerol (80% in weight) and water (20% in weight) whose kinematic viscosity, density, and surface tension (with respect to air) were measured to be, respectively, ν = 4.25 × 10 −5 m 2 /s, ρ = 1.205 g/cm 3 , and γ = 0.064 N/m (see Ref. [56] for additional details). All experiments were performed at a constant withdrawal rate of q = 0.6 ml/h. The capillary number can be calculated as Ca = ρνq/ γ = 3.7 × 10 −7 , where = 3.65 × 10 −4 m 2 is the cross section of the model. Since the medium is initially completely wet by the liquid, the contact angle (measured inside the wetting phase) is always found to assume low values, although its exact value varies during a pore invasion due to dynamical effects.
B. Description of the dynamics
In the drainage experiments performed, air (nonwetting phase) slowly displaces the liquid (wetting phase) previously filling the pores. The dynamics is driven by a syringe pump which withdraws liquid from the model's outlet (the air inlets on the opposite side of the model are open to the atmosphere). We have chosen to withdraw the liquid instead of pumping air in order to avoid possible compressibility effects in the air phase [58] .
The regular pore-invasion mechanism during drainage is as follows: for the nonwetting phase to invade a given pore, the local value of the capillary pressure p c , i.e., the pressure difference between the nonwetting and wetting phases, p c = p nw − p w , must be high enough to overcome the capillary pressure threshold p t c associated with the geometry of the pore throat giving access to that specific pore. Narrower pore throats present higher values of capillary pressure threshold in accordance with the Young-Laplace equation [59] , and are, therefore, harder to invade. The pressure in the nonwetting phase (air) equals the atmospheric pressure and is taken to be constant during the experiment. In the presence of a gravitational field, the pressure in the wetting phase increases linearly in the inlet-outlet direction, due to a hydrostatic component, i.e., p w = p out w − ρg sin(θ )(L − y), where p out w is the pressure in the wetting phase at the outlet of the model, L is the model's length, and the distance y is measured from the inlet of the model (see axis orientation in Fig. 8 ). As a consequence, the capillary pressure also becomes position dependent, being given by
where p out c denotes the capillary pressure at the outlet. During the dynamics, the capillary pressure builds up until the invasion of the first pore for which the condition p c > p t c is verified. Notice that in the case of a horizontal system (where gravitational effects become negligible), the invasion would always be triggered in the widest pore throat available to the interface, since p c would not vary along that interface and the widest pore throat has the lowest capillary pressure threshold p t c , in accordance with the Young-Laplace equation [59] . When gravitational effects are present, since p c becomes position dependent, the invasion can happen through a pore throat that is not the widest one available, as long as it is the one for which the condition p c > p t c is first verified. Once the invasion of a pore happens, a new set of pore throats becomes available for the interface and if one (or more) of these throats happen to have sufficiently low values of p t c , they can also be immediately invaded, giving rise to the characteristic burst dynamics observed in such flows [1, 2, 5, 22, [60] [61] [62] .
The liquid displaced in the pore invasion event leaves the system from the model's outlet and goes into the syringe in the pump. Notice that since the liquid is incompressible, if a portion of liquid gets completely surrounded by air-filled pores, it is in principle trapped inside the medium, since it cannot flow through the bulk of the air-filled pores. This effect has been successfully incorporated via a trapping rule in the invasion percolation algorithms used to study slow drainage flows in porous media [39, 61] .
The mechanism described is responsible for the invasion of the majority of pores in slow drainage experiments. Nevertheless, sometimes it occurs that some trapped liquid clusters do indeed reduce in size with time and, in some cases, completely disappear, in spite of being surrounded by pores filled with the air phase. Figure 2 shows an example of this kind of invasion. In frame I (top right) we see an apparently trapped cluster of liquid. All pores surrounding it are filled with air, therefore, given the incompressibility of the liquid, one would expect that the liquid forming the cluster would remain trapped. Nevertheless, as can be seen in the figure, as time passes the cluster is slowly drained until almost disappearing in frame III after an interval of ≈10 h. The explanation for the drainage of that cluster is film flow. Small portions of liquid are left behind as thin films around the glass beads after the main front has passed. Sometimes liquid films from adjacent glass beads are connected via a capillary bridge. A fortunate succession of such bridges can connect the supposedly trapped cluster to the bulk of the defending fluid, which is then connected to the outlet of the model. This is the pathway through which liquid in the cluster can be drained. In the inset in the left part of In Fig. 3 we show a macro image of a small segment of an experiment in which the capillary bridges can be seen more clearly (three of them are marked by arrows). The diameter of the glass beads is ≈1 mm. The typical radius of one capillary bridge can be roughly estimated from this image as r b = 0.15 mm. Notice that this radius is certainly not necessarily the same for all capillary bridges, depending on a number of parameters and most notably on the pore throat size (distance between glass beads), larger throat sizes typically yielding narrower capillary bridges. If a throat size is too large, a bridge in it would be unstable so it is expected that very large pore throats do not hold capillary bridges, as seen in Fig. 3 . This topic will be further discussed in Sec. III B.
The interconnection between pores via capillary bridges or similar film flow mechanisms depends on several factors, particularly on the history of the flow, i.e., on the order at which the pores have been initially invaded by air (via the regular invasion mechanism described previously), on specific details of the porous media structure [52] [53] [54] , and also on the role played by gravity. In the case in which the density of the wetting phase is higher than that of the nonwetting phase (like in the experiments reported here), gravity plays a stabilizing effect over the front [5, 62, 63] , with direct consequences to the history of the sequential pore invasions, thus influencing the formation and orientation of capillary bridges in the model.
C. Capillary bridges tracking algorithm
We have devised an image analysis algorithm for tracking the capillary bridges in the system. A description of the algorithm follows: initially, the centers of all the glass beads in the model are identified. Then, we produce a Delaunay triangulation [64] to identify neighboring beads. Next, we identify all the midpoints along the lines connecting the centers of neighboring beads (the midpoints of the lines forming the Delaunay triangulation). These midpoints are seen as the centers of the pore throats in the medium. We then consider a small line (with length of the order of the bead diameter) passing through those midpoints, in the direction perpendicular to the direction of the line connecting consecutive beads centers. This line is a perpendicular bisector of the line segment connecting the center of two neighboring beads. Finally, we examine the color intensity level along this perpendicular bisector, which is then used to classify the pore throats according to their contents into four categories as shown in Fig. 4 . The color intensity can be measured according to different scales; for instance, one could convert the images to gray scale and then measure the gray level. In our case we have obtained better contrast by considering only the red channel (R in the RGB) of the images and then measuring the color intensity in that channel. If the color intensity is approximately constant along the bisector, it means that the pore throat belongs to the bulk of one of the phases (air if the color intensity value is higher than a certain threshold or liquid if this value is lower than this threshold). If the color intensity transitions from low to high or vice versa, it means that this pore throat belongs to the edge of a liquid cluster. Finally, if the color intensity goes from high to low to high, it means that the center of the pore throat contains a thin layer of liquid, while the pore bodies on both sides of the pore throat contain air. This is a capillary bridge and this is the pattern that we are interested in tracking here (see Fig. 4 ).
The tracking algorithm previously described was employed in the experiments performed and an example of the resulting capillary bridges tracking can be seen in Fig. 6 . It is important to notice that the algorithm described is only one among many possible solutions to the problem. When higher-resolution images are available, other solutions may become more interesting/efficient.
D. Identification of film flow drainage events
In order to study the effects of film flow in our experiments, we have developed an image analysis algorithm to pinpoint, among the set of all invaded pores, those invaded due to film flow. The algorithm makes use of an adaptive masking routine to perform the task. A description follows: for a given time step, the current picture of the invasion is binarized to identify the instantaneous invasion region [see For each pore throat we compute the color intensity plot along a perpendicular bisector segment (solid blue lines), a line passing through the center of the pore throat along a direction perpendicular to the direction connecting the center of the beads (dashed blue lines). There are four possible outcomes for this plot. If the pore throat lies in the bulk of one of the phases, the color intensity is approximately constant, giving a higher value for the air-filled pores (lighter color) and a lower value for the liquid-filled pores (darker color), as shown in the two diagrams on the top. If the pore throat belongs to a cluster boundary, it is partially liquid and partially air filled, and the plot shows a transition from lower to higher values or vice versa (bottom left). When a capillary bridge is present, the color intensity goes from high to low to high, indicating the thin liquid bridge in between air-filled pore bodies (bottom right). It is this kind of pattern that we track for all pore throats in the model in order to pinpoint the position of the capillary bridges. ) showing a differential image between two snapshots separated by ∼2 h. The area in cyan denotes pores that have been invaded in this interval. The majority of the invasion happens along the front (red line), but some events occur behind the front [film flow events, isolated in (c)]. In (d) we show the invasion map at breakthrough. The green area shows pores that were invaded via the usual mechanisms while the yellow area denotes those pores invaded via film flow effects. In this experiment, film flow effects were responsible for an increase in saturation of 8.3%. A full spatiotemporal map of the invasion is shown in (e), where the color code denotes the invasion time (in hours) of a given pore.
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FIG. 6. Capillary bridges tracking. The red lines connect the centers of beads through which a continuous capillary bridge connection exists. The bridges positions are marked by an asterisk on the lines. The liquid in the cluster C1 can eventually be withdrawn to the defending cluster C0 through the capillary bridges pathway b1, marked in yellow. Similarly, the liquid in cluster C2 can flow into the cluster C1 through the capillary bridges in b2, also marked in yellow. From there, it could also flow into the defending cluster C0 through b1. This interconnection mechanism, through bridges and intermediate clusters, effectively enhances the overall connectivity of the liquid phase. above the invasion front and are disconnected from it. Those pores, not being directly connected to the defending cluster, are the ones whose invasion happens via film flow effects. Figure 5 (c) shows an example of the resulting tracking in this small section and in Fig. 5(d) we show the film flow tracking applied to the whole model until breakthrough. The pores marked in green are the ones invaded via the usual drainage mechanism, while the ones in yellow were invaded via film flow. In Fig. 5 (e) we show a full spatiotemporal map of the invasion of all pores. The colormap assigns the time in hours for the invasion of a given pore. Notice that, comparing the yellow islands in Fig. 5(d) with the spatiotemporal map in Fig. 5 (e), some of the film flow drainage events happened much later than the time in which the main invasion front first passed by.
III. RESULTS AND DISCUSSIONS
A. Connectivity enhancement via capillary bridges
The formation of capillary bridges is not a sporadic event and, depending on the properties of the fluids involved and on the morphology of the porous medium, transport through these bridges can play a crucial role in the overall flow behavior. We have employed the capillary bridges tracking algorithm presented in Sec. II C to directly visualize the enhanced connectivity introduced by the capillary bridges in the porous medium. Figure 6 shows the result of such tracking applied to a portion of the medium. We have drawn red lines connecting the centers of beads which happen to be linked through a capillary bridge (marked with a small red star in the middle of each line segment). We denote C0 the defending liquid cluster, connected to the outlet of the model from which the liquid is withdrawn. Although being apparently trapped by the air phase, the cluster C1 is still connected to C0 (and thus to the outlet of the system) via the capillary bridges pathway denoted b1 (in yellow in the figure) . Therefore, the liquid in C1 can still be withdrawn. Similarly, the cluster C2 can be withdrawn through the pathway b2 into C1 and then through b1 into C0. The kind of mechanism just described introduces the possibility of drainage of pores that lie far away from the boundary of the defending cluster. The typical distance for this film flow drainage to occur depends on the probability of having a continuous pathway of bridges and liquid-filled pores connecting the particular pore in question to the boundary of the defending cluster C0. This distance sets in a characteristic length scale for the film flow dynamics, and is a function of the pore geometry, the rheology, and wetting properties of the fluids involved and of possible capillary bridge snapping-off mechanisms (which can potentially be influenced by gravitational effects).
By considering the fluid transport via such capillary bridges, we are effectively introducing an additional secondary network, where the primary network is understood as the usual set of interconnected pores and pore throats. The typical timescale for transport in this secondary network is expected to be longer than in the primary one, due to the fact that the average widths of the capillary bridges and other film flow sources are smaller than the average pore size. In the usual terminology of porous media flows, we would say that we expect the secondary network to have a lower effective permeability than the primary one (here the term permeability is used only figuratively to address the resistance to the flow). Nevertheless, for long-lasting processes in the capillary regime, transport through the secondary network can lead to very significant changes in the phases saturation and overall displacement structures, as we will see later on.
An additional important distinction between the two networks described is that while the primary network is mostly static (for nondeformable consolidated porous media), the secondary one is dynamic, depending strongly on the flow conditions and fluids involved. The formation and snapping off of capillary bridges can drastically interfere with the connectivity properties of the secondary network, thus introducing a new source of complexity for slow drainage flows (discussed later on in Sec. III F). Further on we will show that one important consequence of the enhanced fluid connectivity through the secondary network is the formation of a film flow active zone behind the main liquid-air interface where drainage due to film flow has a higher probability of occurrence.
B. Capillary bridges size distribution and stability
As previously mentioned, the occurrence of such capillary bridges is certainly not rare. In order to give quantitative validation to this statement, we plot in Fig. 7 two histograms showing the distribution of capillary bridges of a given size d and the total distribution of pore throats of size d. The size is understood as the distance between the neighboring glass beads that limit the capillary bridge or the pore throat. The data was computed using the final image of the experiment performed at 20 • inclination, but we would not expect major qualitative differences had the measurement been performed at an earlier stage. (As we will see later in Sec. III E, the total number of capillary bridges inside a given subwindow in the model does not seem to vary too much as the subwindow's position is changed. As long as the number of bridges is large enough to overcome fluctuations due to poor statistics and/or boundary effects, it is reasonable to expect that the capillary bridge size distribution does not change much either.) The analysis of Fig. 7 shows that from the total number of pore throats in the model, approximately 15% were filled with capillary bridges. One can also notice that the capillary bridges are not homogeneously distributed over the pore throats, meaning that some throat sizes are more prone to host bridges. This can be more easily seen by computing the ratio between the blue and brown histograms, which gives an estimate of the conditional probability that a given pore-throat size in the model ends up hosting a capillary bridge. The result is shown in the inset of Fig. 7 . We see that for very small pore throats (say smaller than 0.3 mm) the probability of hosting a capillary bridge grows to more than 40%, a significant increase in comparison with the 15% probability found when considering all pore-throat sizes. Histogram showing the total frequency of pore throats (brown) and capillary bridges (blue) in an experiment with 20 • inclination. In the inset it is shown an estimate of the conditional probability that a pore throat of a given size will host a capillary bridge (ratio of the histograms in the main figure) . Notice that if a pore throat is wider than a given threshold (≈0.5 mm in this case) the formation of a capillary bridge in that throat is very unlikely.
We can also see that it is extremely unlikely that a capillary bridge is formed in pore throats larger than a certain threshold (of about 0.5 mm in our systems). The reason for the existence of a maximum pore-throat length capable of hosting capillary bridges can be intuitively understood based on two main effects: hydrodynamic instability and the nature of the drainage process. When a cylindrical film of liquid is stretched beyond a certain length, it tends to break up as a result of the Plateau-Rayleigh instability [65] (a classic example being the breaking of a thin stream of water from a tap into a sequence of droplets). Following Rayleigh [65] we see that a cylindrical film is unstable for all perturbations having wavelength λ larger than the circumference 2π r b of the film, i.e., the perturbation is unstable if
If the capillary film has length d, the boundary condition that the perturbation must vanish at the extremes of the bridge yields
where n is a positive integer. The largest wavelength is then λ = 2d and substituting this in Eq. (2) we see that the cylindrical film is unstable if its length exceeds the critical length
Considering the capillary bridges as cylindrical films to a first-order approximation and using the estimate of r b = 0.15 mm (see Fig. 3 ) we get d c = 0.47 mm, which is in accordance with the fact that no bridges are formed for pore throats wider than d = 0.5 mm (see the inset of Fig. 7 ). Although the simple calculation above provided a good estimation for the maximum pore-throat size that can host a capillary bridge, hydrodynamic instability is certainly not the only factor in play here. As previously mentioned, due to the nature of the drainage process, larger pore throats are typically invaded more easily by the liquid-air interface. Since the standard invasion happens through the bulk of the pore throat, it leaves no chance for the formation of capillary bridges in those larger pore throats. 
C. Impact of film flow drainage on the residual saturation
As previously mentioned, film flow effects can lead to the drainage of liquid clusters that would otherwise be considered completely trapped. As a result of that extra drainage, the residual (irreducible) saturation of the wetting phase in the model can be considerably affected by film flow effects. Indeed, as shown in Fig. 5(d) , the overall effect of film flow drainage has led to an increase in air saturation of about 8.3% for the experiment performed at 20 • , with a corresponding decrease of the liquid saturation. This effect is far from negligible and becomes particularly relevant when one considers that several models used to describe porous media flows rely on constitutive relations (e.g., for the water retention and relative permeability curves) which are a function of the phase saturation. For example, the generalized Darcy law [66] used to describe the momentum equations in a representative elementary volume of a porous medium needs constitutive relationships in two-phase systems such as relative permeabilities of each fluid phase, which are themselves a function of phase saturation.
D. The film flow active zone
We have observed the existence of a film flow active zone, a region in which the drainage of pores due to film flow is more likely to occur. This region (henceforth termed simply the active zone) is concentrated behind the main invasion front, i.e., behind the interface between the invading air phase and the defending liquid cluster connected to the outlet. Figure 8 shows two frames from an experiment made with a 20 • inclination. The time interval between the frames is ≈24 h. We have marked in red the contours of pores invaded due to film flow between one frame and a previous one ≈2 h earlier. As can be seen, the film flow drainage events happen more frequently in the vicinity of the invasion front. Film flow invasion far from this zone can also happen, but is much less likely.
In order to quantify this observation, we have measured the temporal development of the invading front position and its width (respectively, y f and w f ) and those of the film flow active zone (respectively, y az and w az ). This measurement is produced by obtaining the distribution of pixels belonging either to the front or to film flow drainage events and then considering its mean (defining the front and active zone positions, y f and y az ) and the standard deviation with respect to this mean (defining the front and active zone widths, w f and w az ). Notice that the widths of the front and active zone are here measured along the y direction, while previously we had used the word width 094102-11 to characterize the extension of the porous network itself along the perpendicular direction. We have considered all growth zones due to film flow occurring in a given time frame (chosen to be of ≈2 h) and repeated the measurement to span the time range between the beginning of the invasion and the breakthrough, i.e., the instant at which the air phase first percolates, reaching the outlet of the model. Figure 9 shows the resulting measurements for the experiment shown in Fig. 8 with a 20 • inclination angle. The vertical position of the active zone (y az , black crosses) closely follows the liquid-air interface (y f , green circles). This position is measured using a reference frame like the one shown in Fig. 8 , with the origin at the inlet channel. After a transitional period (marked by the vertical brown dashed line), the active zone propagates with the same speed as the invading front, thus keeping a constant distance from it. The inset shows the evolution of the width of the invading front (w f , green circles) and of the active zone (w az , black crosses). Notice that while the width of the invading front is essentially constant (it reaches a stationary regime much faster), the width of the active zone continues to grow for a much longer timescale. This growth stabilizes at around t = 47 h (vertical line), remaining roughly constant after that. The time needed to stabilize the width of the active zone corresponds to the transitional period observed in the main plot.
Special attention should be put on the observation just described that these two processes, the growth and stabilization of the invading front and that of the active zone, happen at very distinct timescales. The explanation lies in the fact that these two processes depend essentially on flow phenomena happening in two different networks: the drainage of pores forming the invading front happens through the usual network of pores and pore throats, the primary network, whereas the film flow drainage of pores behind the interface happens through the secondary network formed by the capillary bridges and/or other possible sources of corner and film flow, as shown in Fig. 6 and described in Sec. III A. The lower effective permeability of the secondary network is partially responsible for the longer timescale observed for the stabilization of the active zone width, but other factors are also important, such as the likelihood of capillary bridges formation and their subsequent snap off.
The active zone is more clearly observable for invasions happening at higher angles, and gets more dispersed as the angle is reduced. In order to see this quantitatively, we show in Fig. 10(a) , the more compact the active zone and invading front are (smaller width). In the absence of the stabilizing effect from gravity, breakthrough happens at an early stage in the experiment with 0 • , which is reflected in the sharp increase in the front width. model (higher angles), the more compact and well defined (smaller width) the active zone is. For the flat model, breakthrough happens at an early stage and one cannot clearly observe a well-defined film flow active zone, which is reflected in the dispersion of the measurements in the figure for 0 • . As this angle is increased, the front width moves towards a constant value as the flow develops. The larger the gravitational component, the smaller this value gets, thus suggesting that in systems in which gravity plays a major role, for example, in the case of the drainage of real 3D samples with a large density difference between the phases, film flow drainage becomes more and more relevant for the pores that lie in close vicinity to the interface between the phases. For completeness we also show the evolution of the width of the main invasion front in Fig. 10(b) . As expected, for higher angles the invasion front becomes flatter (smaller width), due to the stabilization effect of gravity (the heavier liquid is in the bottom).
Although the data in Fig. 10(a) suggests a trend for the reduction in the width of the active zone as the angle increases, a better picture can be derived by computing the probability of film flow invasion events in the moving reference frame of the mean liquid-air interface (invading front). This is done in Fig. 11 . This figure is computed as a histogram of the distances to the mean invading front of all FIG. 11 . Probability distribution of film flow events computed in the reference frame of the moving front. The measured data is shown for three inclination angles (see legend). Notice that apart from a few tail events, most of the film flow drainage occurs inside an active zone in the vicinity of the front. The position of the front is marked by the vertical dashed red line at the origin and the film flow active zone follows its motion.
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FIG. 12. Histogram showing the spatial distributions of capillary bridges. In (a) we show the essentially constant distribution inside subwindows in the inlet-outlet direction, as a function of the distance y to the inlet. In the inset we show the orientation of the y axis with respect to the model and a subwindow (made approximately three times taller than the ones used in the analysis, to aid visualization). In (b) we show the distribution in the perpendicular direction. Again, apart from fluctuations and boundary effects, the distribution is essentially constant. pixels in the images that belong to pores invaded via film flow [yellow pixels in Fig. 5(d) ]. Indeed we see that the film flow activity is more intense in an active zone that follows the motion of the front. As the angle is increased, the width of the active zone decreases and the zone seems to move closer to the invasion front (located at the origin, vertical dashed red line). The peaks of the film flow activity occur at the distances 21 mm for the experiment at 10 • , 16 mm for 20 • , and 11 mm for 30 • . Since the bead size in the models is 1 mm, and that scale is similar to the pore scale, the distances reported in millimeters keep the same numerical values in pore-size units. In addition to the invasion in the active zone, we can also notice the existence of a few drainage events far from the front ("tail" invasion events). The statistics of these events is also of interest and could potentially give information about how likely (or unlikely) it is to have a very long capillary connection in the porous network (either through a long set of connected capillary bridges or other liquid films in the porous matrix).
Notice also that the data in Fig. 11 shows the occurrence of a few film flow events ahead of the mean position of the invading front (negative distances in the figure). This happens because the front is not completely flat. Even though gravity has a stabilizing (flattening) effect [62, 63] , the front is always rough and has a characteristic width [as previously seen in Fig. 10(b) ]. Since this width is larger for smaller angles, the likelihood of film flow activity inside the front and ahead its mean position is also higher for smaller angles, as can be seen to the left of the vertical line in Fig. 11 .
E. Spatial distribution of capillary bridges
We have employed the capillary bridges tracking algorithm outlined in Sec. II C to measure the spatial distribution of capillary bridges. Figure 12 (a) shows this distribution in the inlet-outlet direction for experiments tilted by 10 • and 20 • . We have divided the inlet-outlet distance into 50 equal subwindows, each one spanning the whole porous medium width. The histogram shows the number of capillary bridges within each subwindow as a function of the distance y between the subwindow's center and the inlet. This measurement is taken at the moment of breakthrough, i.e., when the air phase first reaches the outlet of the system. As expected, the number of bridges goes to 0 for subwindows close to the outlet, since that corresponds to a region mostly filled with the liquid phase and capillary bridges are only formed in the area invaded by air (we recall that a capillary bridge is formed by a thin layer of liquid in a pore throat for which the pore bodies on both sides of the throat have been filled with air; see Sec. II C). We can also observe that the overall number of capillary bridges in the system is larger for the experiment performed at a steeper angle. This is to be expected: since gravity plays a stabilizing effect on the front [ Fig. 10(b) ], the final air saturation increases as the angle increases. Since more pores are filled by air, there are more possibilities for the formation of capillary bridges in the steeper experiments (they cannot be formed in the bulk of the liquid phase).
For completeness we also measured the number of capillary bridges using subwindows moving in the perpendicular direction, i.e., along the width of the model. The result is shown in Fig. 12(b) . We have noticed that close to both left and right boundaries the number of capillary bridges seems to increase. More studies are needed to fully understand this boundary effect, but it seems that the presence of the boundaries creates regions of higher film flow connectivity, an effect that may play an important role for applications in which transport properties are measured in the laboratory using bounded small core samples and the data is later extrapolated to larger scales (e.g., reservoir scale). Other capillary end effects associated to system boundaries have been previously reported in the literature in recent experiments [56] and simulations [67] and it is of pivotal importance to ensure that those effects do not contribute to spurious data in the measurements of the transport properties of a given sample. To avoid confusion we would like to state that the effects studied in Refs. [56, 67] are mostly associated with the inlet and outlet boundaries, while the one suggested in Fig. 12(b) is associated with the side boundaries of the system.
F. Capillary bridges snap off: Local versus global effects on the system's connectivity
The snapping off of capillary bridges plays an important role in determining the connectivity properties of porous media in general, especially for slow flows happening on large timescales for which film flow effects are crucially important. In principle, for a given time, capillary bridges located closer to the inlet are on average older than those located far from the inlet, since their formation occurs when the air-liquid interface passes by a region, and this occurs earlier the closer we are from the inlet. Therefore, one would expect that for later times, the number of capillary bridges in the sample should decrease as one approaches the inlet, since the capillary bridges there were formed at an earlier stage of the flow (thus giving them more time to snap off). Following this line of reasoning, we would expect that at the end of an experiment, the number of capillary bridges close to the inlet should be significantly smaller than the number close to the outlet. We can test this idea by analyzing Fig. 12(a) . Contrary to what we expected, in the timescale of our experiments, which is of ∼90 h between the beginning of the invasion and breakthrough, there did not seem be any clear drift in the total number of bridges. Apart from statistical fluctuations, the number of bridges along the model seems to be roughly constant (except from the region very close to the outlet where the number decays as previously explained due to the fact that that region is mostly filled by the liquid). This observation seems to indicate that the total number of snap-off events is not large enough to yield a major effect in the total capillary bridges number. Nevertheless it is worth mentioning that even a small number of snap-off events can lead to major changes in the secondary network transport properties, since the snap off of a single bridge could potentially disconnect large regions of the porous medium from the defending cluster. For example, if by chance a single bridge in b1 in Fig. 6 snaps off, the whole clusters C1 and C2 would be disconnected and could no longer be drained (assuming that there are no other sources of film connection between them and the defending fluid). Different bridges carry a different level of importance to the maintenance of the secondary network connectivity, with some (like those in b1) being responsible for the connectivity of large portions of the network, and others being essentially isolated, with no major contribution to the overall connectivity. This observation adds an interesting layer of complexity to the problem of liquid transport via film flow: in the case of usual drainage through the primary network, the basic entities of the network (pore bodies and throats) have a local role in the system's transport properties, in the sense that if a given pore body or throat is blocked, only the pores around that particular point will be affected. When film flow effects are considered, the transport happens via the secondary network of capillary bridges and liquid films and the interruption of a single entity of this network can disconnect larger regions of the system, thus playing a global role in the system's connectivity.
094102-15
FIG. 13. Air saturation in width-spanning subwindows for an experiment with 30 • inclination. The subwindows are located at fixed positions with respect to the inlet for different times (shown in the legend). In the inset we can see that the increment in saturation due to late film flow effects can be very significant, amounting to almost 10% of the total saturation in the subwindow.
G. Air saturation behind the front: Analysis in subwindows
In this section we analyze the evolution of the air saturation in the porous medium using a series of width-spanning subwindows [similarly to what was done in Fig. 12(a) for the capillary bridge count]. In a system in which film flow effects are negligible, once the air-liquid interface completely passes by a region of the network, the final value of the air saturation remains constant for the whole duration of the invasion (since only pores along the interface can be drained). If film flow effects are present, this saturation can still change, since liquid clusters can still be drained for a long time due to the enhanced connectivity introduced by the capillary bridges and other possible thin liquid films, as seen in Sec. III A.
In Fig. 13 , we see the spatial dependence of the air saturation along the model. Different symbols and colors denote measurements done at different times (see legend). Here we analyze the experiment with the steepest inclination (30 • ) and the distance is measured between the subwindow's center and the air inlet. The subwindow's height is 100 pixels ≈ 9.6 mm and two consecutive subwindows have a 50% overlap. We notice that for longer times, the graph extends further to the right, since the air-liquid interface had time to invade deeper in the model. Additionally, we notice that for a given subwindow position (fixed vertical line in the graph), there is always a tendency of the saturation to increase as time progresses. When this increase happens much later than the time at which the air-liquid interface passed by the subwindow, we associate that increase to late film flow effects. These effects are represented by the "tail" events denoted in Fig. 11 . In the inset in Fig. 13 , we see that these late film flow effects can amount to a total increase in air saturation of the order of 10% for the subwindows closer to the inlet. We use here the term late film flow effects because from the data shown in Fig. 13 alone it is only possible to comment about the increment in saturation with respect to the initial time shown (18 h in the figure), and a portion of the saturation at that initial time could very well already have been due to (early) drainage via film flow. We have observed similar results for the experiments performed at lower inclination angles too, but the late film flow saturation increase was significantly lower (roughly 3% for experiments with 20 • inclination). This points out again the important role played by gravity in the problem. Indeed the increased power of film flow drainage for steeper angles is to be expected since gravity acts in the average direction of the flow and the defending fluid is the heavier phase.
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Finally, notice that if one simply had access to the data presented in Figs. 12(a) (capillary bridges count inside subwindows) or 13 (total air saturation inside subwindows), it would not have been possible to infer the existence of the active zone, where film flow drainage events are more likely to occur. The observation and characterization of the active zone was only possible by having access to the full dynamics of the invasion [shown in the spatiotemporal map in Fig. 5(e) ].
H. Two important comments about evaporation
The process of soil evaporation bears many interesting similarities to the effects discussed here. During the so-called stage I evaporation regime [68, 69] (constant rate evaporation), water is transported from the main water-air interface (lying at some depth beneath the ground level) up towards the surface where vaporization takes place. This transport happens through a set of long continuous liquid pathways. The overall process is somehow analogous to what we described here, in which liquid was transported from the trapped clusters towards the main interface via long sets of interconnected capillary bridges and intermediate liquid clusters. In the case of soil evaporation, as the transport progresses, it reaches a moment in which the continuous liquid columns start to snap off due to a reduction in its internal pressure, thus decreasing the overall connectivity of the system. The evaporation process then enters a diffusion-controlled regime (stage II), which is characterized by a reduction in evaporation rate [68] . It would be very interesting to investigate if a similar transition also occurs in the slow drainage flows described.
Still on the topic of evaporation, it is important to notice that in the experiment studied here some evaporation is also bound to take place. More importantly, due to the nature of the image analysis algorithm employed to map the film flow drainage events, pores invaded by air due to evaporation would also be mistakenly identified as film flow drainage events. We cannot remove evaporation entirely from the picture, but we have strong reasons to believe that its magnitude is not enough to cast doubt in any of the conclusions presented here. Here we present some of those reasons: (1) If evaporation effects were of considerable significance here, we would see a drift in the air saturation along the vertical direction of the model, for example in Fig. 5 . Since the area closer to the inlet of the model is exposed to the air much earlier, it would have much more time to evaporate and the air saturation there would be much higher than in the middle of the model or closer to the outlet. This is not seen. In fact the drift in saturation, if any, happens to be in the opposite direction (see Fig. 13 ).
(2) The formation of the active zone that follows the invasion front does not seem to be in line with what would be expected from evaporation. Since air is spread in the whole invaded part of the model, evaporation would lead to a widespread drainage of trapped clusters, not particularly focused in a specific region following the front. (3) We have performed a test experiment in which we have let a porous system similar to the one described here completely open to the air so that the only driving force for drainage would be evaporation (no syringe pump). We have tracked the increase in air saturation in the sample and the typical rates were much smaller than the ones observed in the experiments here. (4) The count of capillary bridges does not show any drift in the vertical direction [ Fig. 12(a) ]. If evaporation was too strong, we should see a reduction in the number of bridges close to the inlet, since they were exposed to the air for longer in comparison with the newer bridges closer to the outlet (measurement at breakthrough time).
IV. CONCLUSIONS
We have performed an experimental investigation of film flow phenomena in porous media. We have shown that capillary bridges can enhance the connectivity of the network, thus making it possible for the drainage of seemingly trapped fluid regions. We have devised an algorithm to track the position of all capillary bridges and analyzed their spatial distribution along the porous network. More importantly, our experiments have shown the existence of a film flow active zone, which follows the motion of the fluid-fluid interface. This zone concentrates the majority of drainage events happening due to film flow effects. The width of the active zone seems to be reduced as the gravitational component along the direction of the flow increases and its mean position seems to get closer to the main invasion front.
Other kinds of secondary drainage mechanisms have been recently reported in fast drainage experiments in porous media. Hoogland et al. [70] have observed the formation of a viscous limited zone that defines the region behind the interface in which the drainage of seemingly trapped wetting phase clusters occurs, at a longer timescale than that for the main drainage. This concept is somewhat analogous to the film flow active zone observed here, in the sense that in both cases the zone delimits the region behind the interface inside which drainage of apparently trapped clusters is observed. Nevertheless, the flow regimes studied here and there are different, since the viscous forces that are held responsible for the formation of the active zone in Ref. [70] , are negligible here, given that the flows that we study are slow enough to be entirely dominated by capillary forces (and gravity).
Additional studies are necessary to fully quantify the effects we have observed. In particular, longer experiments at steeper angles and larger models need to be done, in order to better justify our preliminary observations with regard to the formation and extent of the active zone. A theoretical description of the width and position of the active zone in terms of other flow and porous media parameters is still missing. The extent of interconnected regions in the porous media due to film flow can be directly influenced by the stability properties of the liquid films [71, 72] . The formation and stability of capillary bridges also plays a crucial role in a number of other systems and has interestingly recently been connected to the stability properties of sandcastles [73] [74] [75] .
Finally, we would like to restate the fact that since film flow phenomena can enhance the connectivity of porous networks, thus introducing new pathways for fluid transport, it is of utmost importance to consider the relative contribution of such effects when designing a simulation protocol for porous media systems. Many of the usual approaches to the problem (such as the traditional invasion percolation algorithm [39] ) do not take such effects into consideration and this can lead to large errors in the estimation of quantities such as the phase saturation and other related measures that depend on it (e.g., water retention and relative permeability curves). There is a clear need for a continuation of the important efforts initiated by other researchers [46] [47] [48] [49] 51] in the direction of extending the traditional models to include film flow effects for a more accurate description of porous media flows.
