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Quantum dynamical time-evolution of bosonic fields is shown to be equivalent to a stochastic
trajectory in space-time, corresponding to samples of a statistical mechanical steady-state in a higher
dimensional quasi-time. This is proved using the Q-function of quantum theory with time-symmetric
diffusion, that is equivalent to a forward-backward stochastic process in both the directions of time.
The resulting probability distribution has a positive, time-symmetric action principle and path
integral, whose solution corresponds to a classical field equilibrating in an additional dimension.
Comparisons are made to stochastic quantization and other higher dimensional physics proposals.
Time-symmetric action principles for quantum fields are also related to electrodynamical absorber
theory, which is known to be capable of violating a Bell inequality. We give numerical methods
and examples of solutions to the resulting stochastic partial differential equations in a higher time-
dimension, giving agreement with exact solutions for soluble boson field quantum dynamics. This
approach may lead to useful computational techniques for quantum field theory, as the action
principle is real, as well as to ontological models of physical reality.
I. INTRODUCTION
The role that time plays in quantum mechanics is
a deep puzzle in physics. Quantum measurement ap-
pears to preferentially choose a particular time direction
via the projection postulate. This, combined with the
Copenhagen interpretation that only macroscopic mea-
surements are real, has led to many quantum paradoxes.
Here, we derive a time-symmetric, stochastic quantum
action principle to help resolve these issues, extending
Dirac’s idea [1] of future-time boundary conditions to
the quantum domain. In this approach, quantum field
dynamics is shown to be equivalent to a time-symmetric
stochastic equilibration in the quasi-time of a higher di-
mensional space, with a genuine probability. There are
useful computational consequences: an action principle
with a real exponent has no phase problem.
The theory uses the Q-function of quantum mechan-
ics [2–4], which is the expectation value of a coherent
state projector. It is a well-defined and positive dis-
tribution for any bosonic quantum density matrix, and
can be generalized to include fermions [5]. The corre-
sponding dynamical equation is of Fokker-Planck form,
with a zero trace, non-positive-definite diffusion. This
leads to an action principle for diffusion in positive and
negative time-directions simultaneously, equivalent to a
forward-backwards stochastic process. The result is time-
reversible and non-dissipative, explaining how quantum
evolution can be inherently random yet time-symmetric.
Using stochastic bridge theory [6–8], the Q-function
time-evolution is shown to correspond to the steady-state
of a diffusion equation in an extra dimension. Thus,
stochastic equilibration of a classical field in five dimen-
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sions gives quantum dynamics in four dimensional space-
time. This shows that classical fields in higher dimensions
can behave quantum-mechanically, including all the rel-
evant real-time dynamics. No imaginary-time propaga-
tion is required, and the statistical description is com-
pletely probabilistic. A treatment of measurement the-
ory is given elsewhere, showing that with this approach,
a projection postulate is not essential, as only gain is
needed to understand measurement [9, 10].
For the fields used here to be equivalent to quantum
fields, they must propagate stochastically in a negative as
well as a positive time-direction. Time symmetric evolu-
tion was proposed by Tetrode in classical electrodynamics
[11]. Dirac used the approach to obtain an elegant theory
of classical radiation reaction [1], which was extended by
Feynman and Wheeler [12]. Time-reversible methods are
also studied in quantum physics [13–16], the philosophy
of science [17], and used to explain Bell violations [18].
Here, we use this general approach to analyze interact-
ing fields, thus giving time-symmetric quantum physics
a strong theoretical foundation.
By comparison, the Fenyes-Nelson approach to
stochastic quantum evolution [19, 20], does not have
a constructive interpretation [21]. The approach of
stochastic quantization [22] uses imaginary time. Such
methods have the drawback that analytic continua-
tion to real time dynamics can be intractable [23, 24].
The mathematical technique used here combines the
Wiener-Stratonovic stochastic path integral [25, 26], with
Schrödinger’s [6] idea of a stochastic bridge in statistical
mechanics, as generalized by later workers. The resulting
classical equilibration is exactly equivalent to quantum
dynamics.
All quantum effects are retained in this approach, in-
cluding Bell violations [10]. This is not unexpected,
because quantum absorber theory, with similar time-
reversed propagation, also has Bell violations[15]. The
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2focus of this paper is to understand quantum dynamics
and measurement using stochastic methods. This is im-
portant both for fundamental applications to quantum
measurement theory [10]. In addition, stochastic meth-
ods scale well in computation involving large systems.
This may therefore help to compute exponentially com-
plex many-body dynamics.
The Kaluza-Klein theory of electromagnetism [27–29],
string theory [30, 31] as well as the Randall-Sundrum [32]
and Gogberashvili [33] approach to the hierarchy problem
all use extra space-time dimensions. In the present the-
ory the extra dimension is time-like and non-compact.
Although it is not necessary to take this literally, one
could ask at which coordinate in the fifth dimension is our
universe? This is answerable in anthropometric terms.
Just as in ‘flatland’ [34], the location of observers defines
the extra coordinate. It is not impossible to generalize
this approach to Riemannian metrics.
The Q-function is probabilistic and defined in real
time. Yet it does not have a traditional stochastic in-
terpretation, since unitary evolution can generate diffu-
sion terms that are not positive-definite [35]. An earlier
method of treating this was to double the phase-space di-
mension to give a positive diffusion [36]. This is usually
applied to normal ordering [37], but the corresponding
distribution is non-unique, and is most useful for damped
systems [38] or short times [39–41]. With undamped sys-
tems, doubling phase-space gives sampling errors that in-
crease with time [42, 43]. Rather than using this earlier
approach, here a positive diffusion is obtained through
equilibration in an extra space-time dimension.
Quantum dynamical problems arise in many fields,
from many-body theory to cosmology. The utility of the
path integral derived here is that it is real, not imaginary
[44]. Other methods exist for quantum dynamics. These
include mean field theory, perturbation theory, varia-
tional approaches [45], standard phase-space methods [3]
and the density matrix renormalization group [46]. Each
has its own drawbacks, however. The time-symmetric
techniques given here use a different approach, as well as
providing a model for a quantum ontology.
To demonstrate these results, we introduce a general
number conserving quartic bosonic quantum field Hamil-
tonian. The corresponding Q-function dynamics satisfies
a Fokker-Planck equation with zero trace diffusion. This
leads directly to a time-symmetric action principle. The
corresponding probabilistic path integral has a solution
obtained through diffusion in a higher dimension. Ele-
mentary examples and numerical solutions are obtained.
We compare results with exactly soluble cases.
The content of this paper is as follows. Section II sum-
marizes properties of Q-functions, and proves that they
have a traceless diffusion for number conserving bosonic
quantum field theories. Section III derives the action
principle. Section IV treats extra dimensions, and shows
how the classical limit is regained. Section V gives ex-
amples and numerical results. Finally, section VI sum-
marizes the paper.
II. Q-FUNCTIONS
Phase-space representations in quantum mechanics al-
low efficient treatment of large systems via probabilistic
sampling [47]. These methods are very general. They
are related to coherent states [37] and Lie group theory
[48], which introduces a continuous set of parameters in
quantum mechanics. Results for bosonic fields are sum-
marized in this section. The Q-function method [2] can
also be used for spins [49, 50] and fermions [5] as well
as for bosons, with modifications. These cases are not
treated in detail here, for length reasons.
A. General definition of a Q-function
A general abstract definition of a Q-function [5] is:
Q(λ, t) = Tr
{
Λˆ (λ) ρˆ (t)
}
, (2.1)
where ρˆ (t) is the quantum density matrix, Λˆ (λ) is a
positive-definite operator basis, and λ is a point in the
phase-space. This must give an expansion of the Hilbert
space identity operator Iˆ, so that, given an integration
measure dλ, Iˆ =
∫
Λˆ (λ) dλ . The basis is not orthogonal,
and it is generally essential to employ non-orthogonal
bases and Lie groups in order to obtain differential and
integral identities.
Provided Tr [ρˆ (t)] = 1, the Q-function is positive and
normalized to unity:∫
dλQ (λ) = 1 . (2.2)
It therefore satisfies the requirements of probability.
Quantum expectations
〈
Oˆ
〉
Q
of ordered observables Oˆ
are identical to classical probabilistic averages 〈O〉C - in-
cluding corrections for operator re-ordering if necessary
- so that: 〈
Oˆ
〉
Q
= 〈O〉C ≡
∫
dλQ (λ)O(λ) . (2.3)
Here, 〈〉Q indicates a quantum expectation value, 〈〉C
is a classical phase-space probabilistic average, and time-
arguments are implicit. The basis function Λˆ does not
project the eigenstates of a Hermitian operator, and
therefore the quantum dynamical equations differ from
those for orthogonal eigenstates.
The examples treated here use the Q-function for a
complex N−component bosonic field ψˆ (r). This is de-
fined with an nd-dimensional space-time coordinate r,
where r =
(
r1, . . . rnd
)
= (r, t). Quantum fields are
expanded using M annihilation and creation operators
aˆi, aˆ
†
i forM/N spatial modes. These describe excitations
localized on a spatial lattice, or single-particle eigen-
modes. The indices i include the N internal degrees of
3freedom like spin quantum numbers and/or different par-
ticle species.
For bosonic fields, Λˆ is proportional to a coherent state
projector [37],
Λˆ (α) ≡ |α〉c 〈α|c /piM . (2.4)
The state |α〉c is a normalized Bargmann-Glauber [37,
51] coherent state with aˆi|α〉c = αi|α〉c and ψˆ (x) |α〉c =
ψ (x) |α〉c, where α is an NM -dimensional complex vec-
tor of coherent field mode amplitudes and ψ (x) is the
corresponding coherent field. The Q-function for mode
amplitudes, Qα (α), is the expectation value of Λˆ (α).
On Fourier transforming to position space, Q [ψ] in field
space is a functional of the complex field amplitudes
ψ (x). Results can be calculated in either field or mode
notation. Either approach is equivalent in terms of the
resulting dynamics. From now on we focus on the mode
expansion method, although there are equivalent formu-
lations using functional integrals [52, 53].
B. Observables
The transition probability or expectation of any ob-
servable σˆ is obtained by expanding ρˆ in a generalized
P-representation, P (α, β). This always exists [54], so
that for any quantum density matrix ρˆ,
ρˆ =
∫
P (α,β) Λˆp (α,β) dαdβ . (2.5)
Here Λˆp (α,β) is an off-diagonal coherent projector,
Λˆp (α,β) =
|α〉c 〈β|c
〈β |α〉c
, (2.6)
and dα, dβ are each M dimensional complex integra-
tion measures, so that if α = αx + iαy, then dα =
dMαxd
Mαy. The existence proof [54] shows that there
is a canonical probability distribution P (α,β) given by:
P (α,β) =
(
1
4pi
)M
exp
[
−|α− β|
2
4
]
Q
(
α+ β
2
)
.
(2.7)
We now show that this leads to a general operator
correspondence function for σˆ in the form of:
〈σˆ〉Q ≡
∫
dαQα (α)Oσ (α) = 〈Oσ〉C . (2.8)
To prove this, we use the expansion of ρˆ in Eq (2.5),
which gives that:
〈σˆ〉Q ≡
∫
P (β,γ)Tr
[
σˆΛˆp (β,γ)
]
dβdγ . (2.9)
Expanding this using the canonical expansion, Eq
(2.7), the c-number function corresponding to σˆ is there-
fore Oσ (α), where on defining α = (β + γ) /2, ∆ =
(β − γ) /2:
Oσ (α) =
1
piM
∫
e−|∆|
2
Tr
[
σˆΛˆp (α+ ∆,α−∆)
]
d∆ .
(2.10)
As a simple example, particle numbers in the bosonic case
are given by introducing the equivalent c-number func-
tion n (α) ≡ |α|2 − 1, so that the quantum and classical
averages agree:
〈nˆ〉Q = 〈n (α)〉C =
〈
|α|2 − 1
〉
C
. (2.11)
This is a special case of the more general identity given
above. As another example, when expanded in mode
operators, an n−th order anti-normally ordered moment
is: 〈
aˆi1 . . . aˆ
†
in
〉
Q
=
〈
αi1 . . . α
∗
in
〉
C
(2.12)
The operator moments can be of any order.
Similar techniques are available for fermions [5] and
spins [49, 50], so this approach is not restricted to bosonic
fields. As first emphasized in Dirac’s early review pa-
per [55], one can calculate any observable average from
a classical looking distribution, provided the observable
is re-expressed in terms of a suitable operator ordering.
In this case, it is the anti-normal ordering of ladder op-
erators that is utilized, and the resulting distribution is
always positive.
C. Exact results and identities
Exact analytic solutions for the Q-function are known
for a number of special cases, including all gaussian
states. For a noninteracting multi-mode vacuum state,
|Ψ〉 = |0〉, and more generally for a coherent state
|Ψ〉 = |α0〉c, where α0 ≡ 0 in the vacuum state, one
obtains
Qα (α) =
1
piM
exp
(
− |α−α0|2
)
. (2.13)
This has a well known interpretation [56, 57]. If one
makes a simultaneous measurement of two orthogonal
quadratures, which is possible using a beam-splitter, then
Q (α) is the probability of a simultaneous measurement
of quadratures αx and αy, where α = αx + iαy. This is
also the result of an amplified measurement [58].
Similarly, any number state |Ψ〉 = |n〉 has a simple
representation as:
Qα (α) = |〈n| α〉c|2
= exp
(
− |α|2
)∏
m
|αm|2nm
nm!
. (2.14)
4A free-particle thermal state with mean particle number
nth is given by:
Qα (α) =
∏
m
1
pi (1 + nthm)
exp
(
− |αm|2 /
(
1 + nthm
))
.
(2.15)
There are several mathematical properties that make
this expansion a very interesting approach to quantum
dynamics. We first introduce a shorthand notation for
differential operators, ∂n ≡ ∂/∂αn. There are the fol-
lowing operator correspondences [4, 37, 59, 60] written
in terms of mode creation and annihilation operators:
aˆ†nΛˆ = (∂n + α
∗
n) Λˆ
aˆnΛˆ = αnΛˆ
Λˆaˆn = (∂
∗
n + αn) Λˆ
Λˆaˆ†n = α
∗
nΛˆ. (2.16)
Q-function evolution equations are obtained by using
the operator identities to change Hilbert space operators
acting on ρˆ to differential operators acting Λˆ, and hence
on Qα.
There is a product rule for operator identities. The full
set of 2M mode operators are written with a superscript
as aˆµ for µ = 1, . . . 2M , where aˆj = aˆj , aˆj+M = aˆ
†
j ,
and Lµ denotes the corresponding differential term. The
general identities can be written:
aˆµΛˆ = LµΛˆ
Λˆaˆµ = L¯µΛˆ. (2.17)
To obtain operator product identities, one uses the fact
that the mode operators commute with the c-number
terms, so that the operator closest to the kernel Λˆ al-
ways generates a differential term that is furthest from
Λˆ:
aˆµaˆνΛˆ = Lν
[
aˆµΛˆ
]
= LνLµΛˆ
Λˆaˆµaˆν = L¯µ
[
Λˆaˆν
]
= L¯µL¯νΛˆ. (2.18)
D. Quantum field dynamics
To understand time-evolution, we consider an ar-
bitrary time-dependent multi-mode Hamiltonian with
quartic, cubic and quadratic terms and a generalized
number conservation law, typical of many common quan-
tum field theories. This generic quartic Hamiltonian is
expressed by expanding all fields with mode operators.
Here we choose to use an antinormally ordered form,
for simplicity in applying the operator identities, which
therefore gives us that:
Hˆ (t) =
M∑
ijkl=0
Hˆijkl (t) ≡ ~
2
M∑
ijkl=0
gijkl (t) aˆiaˆj aˆ
†
kaˆ
†
l .
(2.19)
For notational convenience, to combine all the terms
in one sum, we include summations over i = 0, . . .M ,
and define aˆ0 = 1. While formally quartic, this includes
linear, quadratic and cubic terms as well, through the
terms that include aˆ0. This is the most general quartic
number preserving Hamiltonian, which has no more than
quadratic terms in either creation and annihilation oper-
ators. The time argument of gijkl (t) is understood if it is
not always written explicitly. Without loss of generality,
we assume a permutation symmetry with
gijkl = gjikl = gijlk. (2.20)
As Hˆ must be hermitian,
gijkl = g
∗
lkji. (2.21)
We assume a momentum cutoff, so that any renormal-
ization required is carried out through the use of cut-
off dependent coupling constants. Cubic terms of form
aˆ0aˆj aˆ
†
kaˆ
†
l = aˆj aˆ
†
kaˆ
†
l are included, and these describe para-
metric couplings that have a generalized type of number
conservation. From the Schrödinger equation,
i~
dρˆ
dt
=
[
Hˆ, ρˆ
]
, (2.22)
so the dynamical evolution of the Q-function for unitary
evolution is given by:
dQα
dt
=
i
~
Tr
{[
Hˆ, Λˆ (α)
]
ρˆ
}
. (2.23)
After implementing the mappings given above, one ob-
tains:
dQα
dt
= LαQα. (2.24)
On defining LHΛˆ (α) = HˆΛˆ (α) as the mappings of op-
erators on the left, and L¯HΛˆ (α) = Λˆ (α) Hˆ for operators
on the right, the identities of Eq (2.16) and (2.18) give:
LH = ~
2
M∑
ijkl=0
gijkl (∂k + α
∗
k) (∂l + α
∗
l )αjαi
L¯H = ~
2
M∑
ijkl=0
gijkl (∂
∗
i + αi)
(
∂∗j + αj
)
α∗kα
∗
l . (2.25)
Here α0 ≡ 1, ∂0 ≡ 0, so that all cases are included.
This gives the general differential equation,
dQα
dt
=
i
~
[LH − L¯H]Qα = LαQα. (2.26)
Similar results hold for the functional approach, but the
mode expansion approach is used here for its greater sim-
plicity.
The main thrust of the present paper is to treat unitary
systems, as described by the equations above. One can
include decoherence and reservoirs by adding them to the
5Hamiltonian. Although these can also be treated with a
master equation, any reservoirs can simply be included
in the dynamical equations.
Next, define an extended vector αµ, and correspond-
ing derivatives ∂µ for µ = 1, . . . 2M , where αj = αj ,
αj+M = α∗j , ∂j+M = ∂∗j , which includes amplitudes and
conjugates. Using an implicit Einstein summation con-
vention over µ, ν = 1, . . . 2M , and noting that constant
terms cancel:
dQα
dt
=
[
−∂αµAνα (α) +
1
2
∂αµ∂
α
νD
µν
α (α)
]
Qα. (2.27)
From using Eq (2.21) and (2.16), the diffusion term for
1 ≤ k, l ≤M is:
Dklα (α, t) = i
M∑
i,j=0
gijkl (t)αiαj . (2.28)
Letting µ′, ν′ ≡ µ − M,ν − M , one sees that Dµνα =
Dµ
′ν′∗
α , and for unitary evolution there are no cross-terms
Dµν
′
α . Similarly, using permutation symmetry, the drift
term is:
Akα (α, t) = −i
M∑
i,j,l=0
gijkl (t)αiαjα
∗
l [1 ≤ k ≤M ],
(2.29)
and the conjugate drift for µ > M is Aµα = Aµ
′∗
α .
Generally, the second-order coefficient Dµνα (α) de-
pends on the phase-space location α. In cases of purely
quadratic Hamiltonians, the diffusion is either zero or
constant in phase-space.
E. Traceless diffusion and time-reversibility
For unitary quantum evolution, the diffusion matrix is
divided into two parts, one positive definite and one neg-
ative definite, corresponding to diffusion in the forward
and backward time directions respectively. To prove this,
we first show that the corresponding Q-function time-
evolution follows a Fokker-Planck equation with a trace-
less diffusion matrix. That is, the equation has an equal
weight of positive and negative diagonal diffusion terms.
This was previously demonstrated in studies of a differ-
ent type of Hamiltonian, for thermalization in Q-function
dynamical equations for spin systems [61]. The result
is also true for Bose and Fermi quantum fields, and
is generic to second-order unitary Q-function evolution
equations. In this paper it is proved for Bose fields only.
The proof in the Fermi case will be given elsewhere.
To map Hilbert space time-evolution to phase-space
time evolution, and to prove that the resulting diffusion
term is traceless, the operator identities are utilized. Us-
ing the results of Eq (2.28), terms with non-zero i and
k indices generate second-order derivative terms which
combine to give the diffusion matrix. The diagonal sec-
ond order terms of interest are obtained when two deriva-
tives both act on the same mode. If all the Hamiltonian
terms have k = l = 0 the diffusion is constant, but oth-
erwise it depends on the phase-space position α.
The k−th diagonal diffusion term in complex variables
∂k comes from from identities involving HˆijklΛˆ with 0 <
k = l ≤M , which therefore is:
Dkkα = i
M∑
i,j=0
gijkkαiαj
= e−2iη(α)
∣∣Dkkα ∣∣ . (2.30)
The phase term η(α) depends on the coupling and am-
plitudes. This diagonal term is accompanied by the her-
mitian conjugate term derived from the reverse ordering,
of form ΛˆHˆijkl, so that Lα is real overall. These conju-
gate terms have derivatives ∂∗j , which give, on defining
k′ = k +M for k ≤M ,
Dk
′k′
α = e
2iη(α)
∣∣Dkkα ∣∣ . (2.31)
This allows the introduction of real quadrature vari-
ables Xj , defined such that for µ = j ≤M :
αje
iη(α) = Xj + iYj . (2.32)
Hence, the derivative terms become:
∂
∂αj
=
eiη(α)
2
[
∂
∂Xj
− i ∂
∂Yj
]
. (2.33)
Defining Xj+M = Yj gives an extended 2M dimensional
real vector, which is written with a superscript as Xµ.
After making this transformation, the diagonal diffusion
term in real variables is:
Dkk = −Dk′k′ = 1
2
∣∣Dkkα ∣∣ . (2.34)
Here k′ = k + M , and as a result, on summing the
diagonal terms, the diffusion matrix with these variables
is traceless, i.e., Tr [D] = 0. This is different to clas-
sical Fokker-Planck theory, where diffusion matrices are
positive-definite [62, 63]. The Q-function diffusion ma-
trix is not positive-definite, yet the distribution remains
positive, from its construction as a positive-definite ob-
servable. Given this analysis, the traceless property ap-
plies to a general class of quadratic, cubic and quartic
Hamiltonians. There can also be variables with zero dif-
fusion, which are deterministic and are also traceless.
Traceless diffusion is preserved under both rescaling
and orthogonal rotations: φ = OX, of the real quadra-
ture coordinates. Since the diffusion matrix of a real
Fokker-Planck equation is real and symmetric, it can al-
ways be transformed into a diagonal form Dµ (φ) in the
new variables φ, using orthogonal rotations. As a result,
the transformed phase-space variables can be classified
6into two groups, having either positive or negative diffu-
sion, with the equation:
dQ (φ)
dt
= ∂µ
[
−Aµ (φ) + 1
2
∂µD
µ (φ)
]
Q (φ) . (2.35)
An orthogonal rotation is chosen so that it results in
a traceless diagonal diffusion with Dµ ≥ 0 for µ ≤ M
and Dµ ≤ 0 for for µ > M . The 2M -dimensional phase-
space coordinate is written with a superscript as φµ for
µ = 1, . . . 2M , and repeated greek indices indicate im-
plicit summation over 1, . . . 2M . This generates a charac-
teristic structure which is universal for unitary evolution
with all Hamiltonians of this form.
The phase-space vector φ is subdivided into two com-
plementary pairs so that φ = (x,y), where the x vari-
ables have a positive semi-definite diffusion, and the y
variables have a negative semi-definite diffusion. This
universal structure is not the positive-definite diffusion
matrix found in classical diffusion processes.
One can obtain a positive-definite diffusion in phase-
space via an alternative approach of doubling the phase-
space dimension, which is especially useful for open sys-
tems in the positive P-function representation [36, 64].
This is also applicable to unitary evolution [39, 40], but
gives sampling errors that increase with time [65–67].
Such methods have successfully treated soliton quantum
squeezing in photonics [41, 68], and quantum soliton dis-
sociation [69] in BEC dynamics [70]. Yet on long time-
scales sampling errors increase, because the distribution
becomes less compact.
The method used here is to obtain an algorithm for
the Q-function, rather than the P-function. Since the Q-
function is unique, sampling-error growth in time is min-
imized. However, a different approach to simulation is
necessary, via positive-definite diffusion in a higher space-
time dimension, without changing the phase-space itself,
as explained below.
F. Density-density coupling
If the Hamiltonian has only quadratic terms, the dif-
fusion terms are either zero or constant in phase-space,
as pointed out above. We now treat an alternative ap-
proach that leads to constant diffusion for the most com-
mon form of nonlinear coupling, namely density-density
coupling. The result is a different definition of the phase-
space variable φ, which has constant diffusion indepen-
dent of φ, as well as being traceless and diagonal. This
type of physics is found in the Bose-Hubbard model, and
many other bosonic quantum field theories [71, 72].
On a lattice, consider a quartic Hamiltonian of form:
Hˆ = ~
M∑
ij
[
ωij aˆ
†
i aˆj +
1
2
gij aˆ
†
i aˆiaˆ
†
j aˆj
]
. (2.36)
Using the identities of Eq (2.16) again, the second-order
Figure 1. Transformations used in the phase-space. The
original complex mode amplitudes α are transformed first
to constant-diffusion mode amplitudes θ = λ ln (α), then
mapped with a time-dependent mapping to real quadrature
amplitudes φ = Tθ.
derivative terms in α are:
Lα1 =
igij
2
∂
∂αj
∂
∂αi
αjαi . (2.37)
In this case one may define a mapping, θj = λ ln(αj),
where λ is a scaling factor, so that in the new variables
the diffusion matrix Dθij is constant, where:
Dθij = iλ
2gij . (2.38)
This transformation simplifies the derivation of the
Fokker-Planck path integral. Path integrals for space-
dependent diffusion exist [73], but are more complex. For
the analysis given here, it is simpler to transform to the
case of constant diffusion, although it is possible to ob-
tain a path integral without doing this. If the diffusion
is constant, as in a quadratic Hamiltonians, this step is
unnecessary.
We now check that the traceless property persists af-
ter making this variable change to logarithmic variables.
The Q-function is mapped to a set of constant diffusion,
complex phase-space variables θ, as shown in Fig (1),
which satisfy an equation of form:
∂
∂t
Qθ = LθQθ . (2.39)
To prove the traceless property, a second mapping is
made to a real quadrature vector, φ = [φ1, . . . φ2M ],
described by the linear transformation φ = Tθ. In
this constant diffusion space, there are diagonal second
derivative terms together with conjugate terms such that
Dθjj = e
−2iηj ∣∣Dθjj∣∣ . The corresponding real variables are
defined in this case as:
θje
iηj = xj + iyj , (2.40)
where φ = (x,y), such that the new diagonal diffusion
term in φ is
Djj = −Dj′j′ = 1
2
∣∣Dθjj∣∣ , (2.41)
where j′ = j + M . This clearly results in traceless dif-
fusion. For quadratic cases with no logarithmic transfor-
mation, one may simply define (x,y) as in the notation
7of the previous subsection. For a one-mode case, the
mapping transformation matrix to real variables is
T (t) =
[
eiηj e−iηj
−ieiηj ie−iηj
]
. (2.42)
The result is a transformed Q-function, Q =
Qθ |δθ/δφ|, which evolves according to real differential
equation. Introducing ∂µ ≡ ∂/∂φµ, for µ = 1, . . . 2M
, the time-evolution equation with a diagonal, constant
diffusion is:
∂Q
∂t
= ∂µ
[
−Aµ(t) + 1
2
∂µD
µ
]
Q (φ) (2.43)
The transformed diffusion matrix is traceless as previ-
ously, so that: ∑
Dµ = 0 . (2.44)
This means that the diagonal diffusion matrix can be
subdivided into positive and negative constant diffusion
parts. The phase-space probability Q is positive, yet
since the overall diffusion termD is not positive definite,
this is not a stochastic process of the usual forward-time
type [74]. The form of Eq (2.43) means that probability
is conserved at all times provided boundary terms vanish,
i.e., ∫
dφQ (φ, t) = 1 . (2.45)
The Q-function has very unusual properties. It is prob-
abilistic, and obeys a generalized Fokker-Planck equa-
tion. Yet it describes a reversible process. Positive dis-
tribution functions in statistical mechanics commonly fol-
low an equation which is irreversible, owing to couplings
to an external reservoir. Despite this, the Q-function is
a phase-space distribution that is positive, and has prob-
abilistic sampling. This implies that it can be treated in
a similar way to a classical probability distribution, with
some modifications.
III. TIME-SYMMETRIC STOCHASTIC
ACTION
The previous section, showed that the Q-function for
unitary evolution can be transformed to have a real differ-
ential equation with a traceless diffusion term. The con-
sequence is that it has a time-symmetric diffusion which
is not positive-definite. As a result, forward-time sam-
pling via a stochastic differential equation in time is not
possible. In the present section we obtain local prop-
agators for the traceless Fokker-Planck equation. This
will be used to derive an action principle and path inte-
gral. The result leads to stochastic evolution in space-
time with equations and boundary conditions that have
time-reversal symmetry.
A. Time-symmetric Green’s functions
The universal property of traceless Q-function diffusion
means that the real phase space of φ is generally divisible
into two M -dimensional sub-vectors, so that φ = [x,y].
The x fields will be called positive-time fields, with in-
dices in the set T+, while fields y are called negative-time
fields, with indices in the set T−. The fields x are those
with Dµ ≥ 0, while fields y have Dµ ≤ 0. These have
the physical interpretation of complementary variables.
Throughout this paper, we use the general notation of
P (Xout |Xin ) to indicate the conditional probability den-
sity of event(s)Xout given the occurrence of event(s)Xin.
This does not imply any particular time-ordering of the
events. For a time-symmetric diffusion process, Xout is
termed an output event(s) to distinguish it from the in-
put event(s) Xin, even if (some) output events may occur
earlier in time than (some) input events.
One usually solves for Q (φ, t) at a later time t > t0,
given an initial distribution Q0 (φ, t0). However, the
lack of a positive-definite diffusion in y means that one
cannot use Green’s functions to propagate Q forward
in time, without requiring singular functions. Instead,
we first consider how to solve for Q (φ, t) given a joint
input distribution P (x0,yf ), over an initial value of
x = x0 at t0 and a final value of y = yf at tf . The
time-symmetric input boundary value will be labeled
φ˜ = (x0,yf ), while the complementary pair (xf ,y0) is
an output of the process. As explained above, the terms
input and output are used to indicate the causality, not
the time-ordering of events. For compactness, we omit
the time coordinate when there is no ambiguity, so that
P
(
φ˜
)
≡ P (x0,yf ) ≡ P (x0, t0;yf , tf ).
The time-symmetric input-output probability density
for a final x quadrature value xf and an initial y quadra-
ture value y0, given that the initial x boundary val-
ues are x0 and the final y boundary values are yf , is
P (xf ,y0 |x0,yf ) = P
(
xf ,y0
∣∣∣φ˜). This is defined as:
P
(
xf ,y0
∣∣∣φ˜) = P (φ0,φf )
P
(
φ˜
) . (3.1)
To solve for Q (φ, t), the central quantity is a time-
symmetric Green’s function for paths φ(t) where t0 ≤
t ≤ tf , and whose positive-time components begin at
x0 = x(t0), while the negative time components end at
yf = y(tf ). We abbreviate this as P
(
φ (t)
∣∣∣φ˜). This
is a function of φ that satisfies the generalized Fokker-
Planck equation (2.43), with initial and final marginal
conditions: ∫
P
(
φ (t0)
∣∣∣φ˜) dy = δ (x− x0)∫
P
(
φ (tf )
∣∣∣φ˜) dx = δ (y − yf ) . (3.2)
The form of Eq (2.43) means that, using partial inte-
gration, probabilities are conserved both for Q (φ, t) and
8Figure 2. Quantum fields propagating in phase space, from
time t0 to tf . The x components propagate in the positive
time direction, while the y components propagate in the neg-
ative time direction. Conditional initial or final boundary val-
ues are indicated by the purple arrows. Here (a) is the over-
all time-symmetric probability P (xf ,y0 |x0,yf ) with joint
boundaries x0,yf , while (b) represents a conditional initial
boundary value Q (x0 |y0 ) , and (c) a conditional final bound-
ary value Q (yf |xf ).
for the Green’s functions, provided boundary terms van-
ish. We show below how the time-symmetric Green’s
function, P
(
φ (t)
∣∣∣φ˜), is related to the input-output
probability density, P
(
xf ,y0
∣∣∣φ˜), through the time-
symmetric action and path integral.
B. Conditional boundary values
Q (φ, t) can also be obtained from a conditional plus
a marginal boundary value, which is often more useful.
To explain this, we denote marginal distributions at the
same time as Qx (x, t)so that for x,
Qx (x, t) =
∫
Q (φ, t) dy , (3.3)
and for y:
Qy (y, t) =
∫
Q (φ, t) dx . (3.4)
In special cases, the boundary values for Q (φ, t) are
independent of each other. This implies that one can
write the joint probability of x0 in the past and and yf
in the future, as a product of two independent marginal
distributions, so that
P
(
φ˜
)
= Qx (x0, t0)Qy (yf , tf ) . (3.5)
Generally, this is not the case. However, even if the ini-
tial and final input values are correlated, there are other
ways to specify the boundary values that are often more
useful. One may have knowledge of an initial marginal
distribution Q (x0, t0) and final conditional probability
Q (yf |xf ) at the same time, or else the inverse pair, the
final marginal Q (yf , tf ) together with an initial condi-
tional distribution Q (x0 |y0 ).
In either case one of the pair of input variables is condi-
tioned on the output of the complementary output vari-
able at the same time, which is typically a well-known
and accessible quantity. We require that the conditional
distribution Q (x0 |y0 ) is specified independently of fu-
ture events, or alternatively, that Q (yf |xf ) is indepen-
dent of earlier events.
An obvious additional requirement is that the total Q-
function must follow Bayes theorem, so that:
Q (φ0, t0) = Q (x0 |y0 )Q (y0, t0)
Q (φf , tf ) = Q (yf |xf )Q (xf , tf ) . (3.6)
In the case that one wishes to specify the initial con-
ditional distribution, future time marginal boundary val-
ues Q (yf , tf ) are required. This input marginal must
be chosen so that one obtains the known initial marginal
distribution Q (y0, t0) as the output distribution. Expla-
nations of how one may compute such future time bound-
ary values algorithmically is given later. The three cases
of boundary value distributions treated here are shown
graphically in Fig (2).
The general quantities here are P
(
xf ,y0
∣∣∣φ˜) and
the associated path probabilities. If an initial or fi-
nal conditional probability is imposed, this reduces to
P (xf ,y0 |yf ) or P (xf ,y0 |x0 ), where:
P (xf ,y0 |yf ) =
∫
P
(
xf ,y0
∣∣∣φ˜)Q (x0 |y0 ) dx0
P (xf ,y0 |x0 ) =
∫
P
(
xf ,y0
∣∣∣φ˜)Q (yf |xf ) dyf . (3.7)
In the following, the properties of these transition prob-
abilities are explored.
C. General results
We now prove three general results.
1. Normalization
Like the Q-function, time-symmetric Green’s functions
are normalized. This is because the Q-function dynam-
ical equation conserves probability, and clearly from Eq
(3.2) the P (φ (t) |x0,yf ) functions are normalized both
initially and finally. As a result, for all times,∫
P
(
φ (t)
∣∣∣φ˜) dφ = 1. (3.8)
92. Solution theorem
If a symmetric Green’s function exists for arbitrary
x0,yf , then the solution for Q (φ, t) can be obtained by
integration over x0 and yf , so that:
Q (φ, t) =
∫
dx0dyfP
(
φ (t)
∣∣∣φ˜)P (x0,yf ) . (3.9)
To prove this, note that Q (φ, t) as defined above must
satisfy the Q-function differential equation, (2.43), since
P
(
φ (t)
∣∣∣φ˜) does. One can verify through direct integra-
tion, together with the fact that P (x0,yf ) is normalized
to unity from Eq (2.2), that this solution for Q also sat-
isfies the required marginal probability conditions, (??)
and (??). Similarly, one has for conditional boundaries
that:
Q (φ, t) =
∫
dyfP (φ (t) |yf )Qy (yf )
=
∫
dx0P (φ (t) |x0 )Qx (x0) , (3.10)
where P (φ (t) |yf ) and P (φ (t) |x0 ) are defined as in the
conditional transition probabilities of Eq (3.7).
3. Factorization theorem
Given a time-evolution equation of form (2.43), then in
the limit of a short time interval ∆t = tf − t0, the time-
symmetric Green’s function factorizes into a product of
forward time and backward Green’s functions. In greater
detail, this factorization property of the time-symmetric
propagator is as follows:
Defining short time propagators P
(
x (t)
∣∣∣φ˜) and
P
(
y (t)
∣∣∣φ˜) for the x and y fields, then P (φ (t) ∣∣∣φ˜)
factorizes over short time intervals as
lim
∆t→0
P
(
φ (t)
∣∣∣φ˜) = P (x (t) ∣∣∣φ˜)P (y (t) ∣∣∣φ˜) . (3.11)
We now prove this and obtain the explicit form of
P
(
x (t)
∣∣∣φ˜) and P (y (t) ∣∣∣φ˜) from the generalized
Fokker-Planck equation. The relevant time-evolution
equation is (2.43). The diagonal diffusion means that
the Fokker-Planck equation has forward and backward
parts, so the differential operator can be written
L = L+ − L−. (3.12)
Here, L+ (L−) only includes derivatives of x, (y) respec-
tively, together with drift terms that are functions of φ.
Each is a positive-definite Fokker-Planck operator. On
defining dµ = |Dµ|, these differential operators are:
L± =
∑
µ∈T±
{
∓∂µAµ (φ) + 1
2
∂2µd
µ (φ)
}
. (3.13)
For a short time interval ∆t = tf − t0, if Aµ (φ) is
differentiable and smooth, the drift and diffusion terms
can be approximated by their initial values and times at
φ˜ [4, 8, 63], so that
A (φ, t)→ A˜ ≡
(
Ax
(
φ˜, t0
)
,Ay
(
φ˜, tf
))
d (φ, t)→ d˜ ≡
(
dx
(
φ˜, t0
)
,dy
(
φ˜, tf
))
. (3.14)
The local differential equation then has the form:
f˙ (x,y) = [L+ (x)− L− (y)] f (x,y) . (3.15)
Provided that boundary requirements are satisfied, this
is solved by setting f (x,y) = fx (x) fy (y), where:
f˙x (x) = L+ (x) fx (x)
f˙y (y) = −L− (y) fy (y) . (3.16)
To satisfy the boundary conditions we must impose the
initial condition on x that fx (x, t0) = δ (x− x0), and
the final condition on y that fy (y, tf ) = δ (y − yf ), while
noting that the form of L± will maintain normalization
over the interval. This can be verified more rigorously
by expanding Aµ (φ) in a Taylor series to first order in
∆φ = φ−φ˜, then solving and taking the limit of ∆t→ 0.
Each of the differential operators corresponds to a
weighted diffusion time-evolution. In the limit of a short
time interval, provided each drift term is evaluated at
its initial value in x (y) respectively, the time-symmetric
Green’s function factorizes into a product of forward time
and backward time terms, where:
P
(
x (t)
∣∣∣φ˜) = N+ exp
∑
µ∈T+
[
−[∆xµ −∆t+A˜µ]2
2∆t+d˜µ
]
P
(
y (t)
∣∣∣φ˜) = N− exp
∑
µ∈T−
[
−[∆yµ + ∆t−A˜µ]2
2∆t−d˜µ
] ,
(3.17)
with ∆x = x − x0, ∆t+ = t − t0, ∆y = y − yf , ∆t− =
tf − t. The time interval ∆t+ is in the forward time
direction, measured from the start of the interval, while
∆t− is a time interval in the backward time direction,
measured from the end of the interval. The normalization
term is the standard one for a normalized solution to the
diffusion equation [63, 73]:
N± = N± (∆t±) =
∏
µ∈T±
1√
2pi∆t±d˜µ
. (3.18)
D. Discrete trajectories
Consider a phase-space trajectory discretized for times
tk = t0 + ∆tdt, with k = 1, . . . n. We wish to con-
struct a trajectory probability P
(
[φ]
∣∣∣φ˜), where φ˜ ≡
10
Figure 3. Quantum fields propagating over multi-
ple time-intervals in phase space, with probability density
[x4,y0 |x0,y4 ]. The interactions can lead to correlations.
Nonlinear coupling is indicated by the green arrows.
(x0,yf ) defines the two constrained end-points as pre-
viously, while [φ] = [y0,φ2, . . .xf ] and φk ≡ (xk,yk).
Here, P
(
[φ]
∣∣∣φ˜) is the probability of a transition from
x0 → xf , and yf → y0, with intermediate points φk,
and a final point φf ≡ φn.
For n = 1, we have an initial and final constraint, as
in the Green’s function boundary conditions of Eq (3.2).
One can obtain the respective probabilities of transition
from x0 → x1 and y1 → y0, over a short time inter-
val, using the results of the last section. Since the Q-
function is a probability, these transition probabilities are
the marginal probabilities Qx (x1, t1) and Qy (y0, t0). On
integrating the factorized Green’s function solution over
the conjugate variables, one obtains:
Qx (x1, t1) = P (x1 |x0,y1 )
Qy (y0, t0) = P (y0 |x0,y1 ) . (3.19)
The joint probability of transitions x0 → x1 and y1 → y0
both occurring, since they are independent events on a
short time interval, is:
P (x1,y0 |x0,y1 ) = P (x1 |x0,y1 )P (y0 |x0,y1 ) .
(3.20)
If the initial conditional probability, P (x0 |y0 ), is
known, and is independent of future events, then:
P (x1 |y1 ) = P (x1,y0 |x0,y1 )P (x0 |y0 )
= P (x1 |x0,y1 )P (x0 |y0 )P (y0 |x0,y1 ) .
(3.21)
These probabilities can be extended to multiple events,
as shown in Fig (3) for n = 4. Following the chain rule
of probability for conditional events, the probabilities of
transition from x0 → x1 → x2 and y2 → y1 → y0, is
therefore:
P (y0,φ1,x2 |x0,y2 ) = P (x2 |x1,y2 )P (y0,φ1 |x0,y2 )
×P(y1 |x1,y2 ). (3.22)
This shows that the probability for a final x2 and initial
y0 is conditioned on both x1 and y2. The result for the
whole trajectory is obtained by extending the argument
given above recursively, since the probability for a final
xk and initial y0 is conditioned on both xk−1 and yk, so
that
P
(
[x0,φ1 . . .xk]
∣∣∣φ˜) = P (xk |xk−1,yk )P (yk−1 |xk−1,yk )
× P ([φ0, . . .φk−1] |x0,yk−1 ) .
(3.23)
Applying the argument n times, and defining φ˜k ≡
(xk,yk+1), this implies that:
P
(
[φ]
∣∣∣φ˜) = lim
∆t→0
n−1∏
k=0
P
(
xk+1
∣∣∣φ˜k )P (yk ∣∣∣φ˜k ) .
(3.24)
This probability can be written as a general time-
symmetric stochastic action, namely:
P
(
[φ]
∣∣∣φ˜) = lim
∆t→0
Nn (∆t) exp (−A [φ]), (3.25)
where N (∆t) = N+ (∆t)N− (∆t), and the action is
given by a sum over all the propagation weight terms:
A [φ] =
n−1∑
k=0
L
(
φ˜k, φ˙k
)
∆. (3.26)
Here the time-symmetric Lagrangian defined in the gen-
eralized Ito sense [74], such that the drift and diffusion
terms are evaluated at the start of every step, depend-
ing on the time propagation direction for the variable in
question:
L
(
φ˜k, φ˙k
)
=
1
2d˜µk
[
φ˙µk −∆tA˜µk
]2
. (3.27)
To explain this limiting procedure more precisely, we
use the following definitions to take the limits:
φ˙k ≡ φ (tk+1)− φ (tk)
∆t
A˜k ≡ A
(
φ˜µk , tk
)
d˜k ≡D
(
φ˜µk , tk
)
. (3.28)
To understand the physical meaning, we refer back to
Fig (3), which shows four discrete segments of propaga-
tion. At the k-th step, for t = tk, the value of xk is
constrained, while the value of yk is only known proba-
bilistically. Similarly, at t = tk+1, the value of yk+1 is
constrained, but the value of xk+1 is only known prob-
abilistically, with some probability calculated from the
Green’s function. As a result, the normalization of the
probability is that:∫
d [φ]P
(
[φ]
∣∣∣φ˜) = 1, (3.29)
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where the normalization has an integration measure over
all coordinates except the two fixed values of x0 and yf :
d [φ] ≡ dy0dxf
n−1∏
k=1
dφk. (3.30)
We wish to obtain a total Green’s function,
P
(
φ(t)
∣∣∣φ˜), from the trajectory probability. In the limit
of ∆t → 0, and n → ∞ , we take t = tK , i.e, the target
time for the Q-function can be taken as corresponding
to one of the n discrete times. This is always possi-
ble to any desired accuracy, in the relevant limit. The
time-symmetric Green’s function over a finite interval is
therefore constructed as:
P
(
φ(t)
∣∣∣φ˜) = lim
∆t→0
∫ n−1∏
k=1
dφkP
(
[φ]
∣∣∣φ˜) δ (φ− φK) ,
(3.31)
where K = (t− t0)/∆t.
This is a general result, and holds even if the diffusion
is a function of the phase-space coordinate. In many
cases, P
(
φ˜
)
is not known, as it involves a joint proba-
bility at two different times. However, as previously de-
scribed, one may have knowledge of a conditional proba-
bility at one time, such as Qx (x0 |y0 ) at the initial time,
or else Qy (yf |xf ) at the final time. This can be com-
puted in the standard way from the joint probability if
Q (φ, t) is known either initially or finally. In such cases,
provided the initial (final) conditional is independent of
future (past) events, one can obtain from the conditional
probability product rule, that:
P ([φ] |yf ) = P
(
[φ]
∣∣∣φ˜)Qx (x0 |y0 )
P ([φ] |x0 ) = P
(
[φ]
∣∣∣φ˜)Qy (yf |xf )
E. Central difference action principle
The time-evolution equation as a forward diffusion
problem for x is a well-defined initial-value problem in
the positive time coordinate t+ = t with a specified dis-
tribution at t+ = t0. Similarly, the backwards diffusion
problem for y is a well-defined initial-value problem in
the negative time coordinate t− = t0 + t1 − t+, with a
specified distribution at t− = t0.
Over every small time-interval, there is a positive-
definite Fokker-Planck differential operator in each time-
direction. Each of these differential operators acts on the
variables with a diffusion in the chosen time direction.
Such diffusion equations have well-known path-integral
solutions, from work by Wiener [25] and deWitt [75].
The important difference is that this action is time-
symmetric, propagating in both time directions with
complementary variables. However, there is a subtlety
here. In the previous subsection, the coefficients are eval-
uated at the start of each interval, at φ˜k = (xk,yk+1).
Stratonovich [26, 76], Graham [73] and others have shown
that there are other action formulae evaluated at the cen-
ter of each interval, which are covariant under phase-
space frame transformations. While these can be applied
in all cases, the derivation is simplest if dµ = dµ (t) is in-
dependent of φ, which is the case that is derived here. A
more complex result holds for general diffusion, involving
the curvature tensor in phase-space with a metric equal
to the diffusion matrix [73], which is outside the scope of
this article.
As described above, each of the differential operators
corresponds to diffusive time-evolution one of the two
time directions. For the case of constant diffusion there
is a central-difference Green’s function in the limit of a
short time interval, ∆t = ∆t+ = ∆t−:
P
(
xk+1
∣∣∣φ˜k ) = N+ (∆t) exp(−Lx(φ, φ˙)∆t) , (3.32)
P
(
yk
∣∣∣φ˜k ) = N− (∆t) exp(−Ly(φ, φ˙)∆t) .
The functions Lx,y are the Fokker-Planck Lagrangian dif-
ferential operators in the relevant direction. These are
defined as in Eq (3.17), except with the drift term Aµ
evaluated at the midpoint of the time-step, so that :
A˜µk → Aµ ((φk + φk+1) /2, (tk + tk+1) /2) . (3.33)
This adds a correction to the normalization, depending
on the divergence of the driftA, resulting in an additional
exponential weighting term[26, 73]. With the identifica-
tion that ∂φµ/∂t± ≡ limdt→0 [φµ (t±∆t)− φµ (t)] /∆t,
and taking the limit of ∆t → 0, the two central La-
grangians can be written as:
Lx(φ, φ˙) =
1
2
∑
µ∈T+
[
1
dµ
(
∂φµ
∂t
−Aµ
)2
+ ∂µA
µ
]
Ly(φ, φ˙) =
1
2
∑
µ∈T−
[
1
dµ
(
∂φµ
∂t−
+Aµ
)2
− ∂µAµ
]
.
(3.34)
Because Aµ ≡ Aµ (x,y), there is a physical behavior
that does not occur in standard diffusion. The drift in x
can depend on the field y in the backward time direction,
and vice-versa, as shown in Fig (3). This cross-coupling
that leads to nontrivial quantum dynamics. This is not
important for short times, since each infinitesimal prop-
agator is defined relative to an initial overall φ , but it
does modify the structure of long-time propagation.
The general, time-symmetric stochastic action with
central differences, when the diffusion is not constant,
is also obtainable. However, this involves Riemannian
curvature terms in phase-space, and is outside the scope
of the present article.
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F. Time-symmetric action principle
This method will now be employed to transform inter-
acting quantum field theory into another form, focusing
on the constant diffusion case for simplicity. The prob-
ability density for quantum time-evolution is given by a
path integral over a real Lagrangian, where in each small
time interval the propagators factorize. Due to time-
reversal symmetry of the propagator, these equations can
be solved using path integrals over both the propagators.
The path then no longer has to be over an infinitesi-
mal distance in time, and the total propagators will not
factorize. This is a type of stochastic bridge [6–8], which
acts in two time directions simultaneously. Hence, to
write the bridge in a unified form, with time integration
in the positive time direction only, we define a combined,
central difference Lagrangian as:
Lc = Lx(φ, φ˙) + Ly(φ,−φ˙) , (3.35)
so that the action integral can be written in the positive
time direction for t0 < t < t1, with a total Lagrangian
of:
Lc =
∑
µ
1
2dµ
(
φ˙µ −Aµ (φ, t)
)2
− V (φ, t) . (3.36)
Here the total potential, V , includes contributions of op-
posite sign from the positive and negative fields, so that:
V (φ, t) =
1
2
∑
±
∓ ∑
µ∈T±
∂µA
µ (φ, t)
 . (3.37)
This defines the total probability for an n-step open
stochastic bidirectional bridge, with constant diffusion,
central difference evaluation of the action, and fixed in-
termediate points
P
(
[φ]
∣∣∣φ˜) = Nn (∆t) e− ∫ tft0 Lc(φ,φ˙)dt. (3.38)
On integrating over the intermediate points, with drift
terms defined at the center of each step in phase-space,
this can be written in a notation analogous to a quantum-
mechanical transition amplitude in a Feynman path in-
tegral. One obtains the transition probability:
P
(
xf ,y0
∣∣∣φ˜) =∫ Dφe− ∫ tft0 L(φ,φ˙)dt, (3.39)
where tn = t0 +n∆t, and here we only integrate over the
intermediate phase-space points:
Dφ = Nn (∆t)
n−1∏
k=1
dφk . (3.40)
The paths φ (t) are defined so that x (t0) = x0 and
y (tn) = yf are both constrained, at the initial and fi-
nal times respectively. The definition of P
(
xf ,y0
∣∣∣φ˜) is
the probability of both arriving at xf and starting from
y0, given that the initial value of x is x0, and the final
value of y is yf . Although formally similar, this propa-
gator has a different meaning to the quantum transition
amplitude, because, as it is a probability, it is always
positive valued.
IV. EXTRA DIMENSIONS
Many techniques exist for evaluating real path-
integrals, both numerical and analytic. There is a formal
analogy between the form given above and the expression
for a Euclidean path integral of a polymer, or a charged
particle in a magnetic field. Here we obtain an extra-
dimensional technique for the probabilistic evaluation of
the path integral, due to its simplicity and interesting
physical interpretation. Although other methods exist,
they are not investigated in this paper in the interests of
brevity.
A. Equilibration in higher dimensions
Direct solutions using stochastic equations in real
space-time are not feasible, but there are other meth-
ods. To make use of the real path-integral, one needs to
probabilistically sample the entire space-time path, since
each part of the path depends in general on other parts.
To achieve this, we add an additional ’virtual’ time di-
mension, τ . This is used in the related statistical problem
of stochastic bridges, for computing a stochastic trajec-
tory that is constrained by a future boundary condition
[6–8, 77, 78].
This extra-dimensional distribution, G ([φ], τ), is de-
fined so that the probability tends asymptotically for
large τ to the required solution:
lim
τ→∞G ([φ], τ) = P
(
[φ]
∣∣∣φ˜) . (4.1)
The solution is such that φ (t) is constrained so that
x (t0) = x0 , and y (tf ) = yf , where x0,yf are randomly
distributed as P (x0,yf ) for the case of an unconditional
boundary. For the case of an initial conditional boundary
condition, one has that, given a known output value y0,
the distribution of x0 has a distribution that depends on
the output value of y0:
Qx (x0) = Qx (x0 |y0 ) . (4.2)
It has been shown in work on stochastic bridges [7] that
sampling using a stochastic partial differential equation
(SPDE) can be applied to cases where one of the bound-
ary conditions is free. To define an SPDE the other
boundary condition on x is specified so that x˙ (tf ) =
Ax (φ (tf )), with a boundary condition for y˙ so that
y˙ (t0) = Ay (φ (t0)).
This is consistent with the open boundary conditions
of the path integral in real time, since in the limit of
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∆t → 0 , the path integral weight implies that one
must have x˙ (tf ) = Ax (φ (tf )) +O
(√
∆t
)
and y˙ (t0) =
Ay (φ (t0)) + O
(√
∆t
)
, for almost all paths. The effect
of the additional constraint vanishes as ∆t→ 0, as it con-
tributes a negligible change to the entire path integral.
This condition is necessary in order to have a well-defined
partial differential equation in higher dimensions.
Extra-dimensional equilibration is not used for conven-
tional SDE sampling, as direct evolution is more efficient.
However, we will show that SPDE sampling is applicable
to time-symmetric propagation, where direct sampling is
not possible. In this section, a simplification is made by
rescaling the variables to make the diffusion dµ (t) in-
dependent of time and index, i.e., dµ (t) = d. We also
assume that there is no explicit time-dependence in the
Hamiltonian. The general solution is given in the Ap-
pendix.
The SPDE is obtained as follows. Firstly suppose that
G ([φ], τ) satisfies a functional partial differential equa-
tion of:
∂G
∂τ
=
∫ t1
t0
dt
∑
µ
δ
δφµ(t)
[
−Aµ (φ, t) + d δ
δφµ(t)
]
G .
(4.3)
In order that the asymptotic result agrees with the de-
sired expression (3.38) for G, it follows from functional
differentiation of Eq (3.39), that one must define A[φ] so
that:
Aµ (φ, t) = −d δ
δφµ(t)
∫ tf
t0
Lc(φ, φ˙)dt. (4.4)
This a variational calculus problem, with one boundary
fixed, and the other free. Variations vanish at the time
boundaries where φ is fixed. At the free boundaries,
φ˙ = A, as explained above. In either case boundary
terms are zero because they occur in terms that vanish
provided:
∆φν
∂L
∂φ˙µ
=
∆φν
d
(
φ˙µ −Aµ
)
= 0 . (4.5)
As a result, there are two type of natural boundary terms
that allow partial integration to obtain Euler-Lagrange
equations. Either one can set ∆φµ = 0 to give a fixed
Dirichlet boundary term, or else one can set φ˙µ = Aµ, to
give an open Neumann boundary term. This allows one
to obtain Euler-Lagrange type equations with an extra-
dimensional drift defined as:
Aµ (φ, t) = d
[
d
dt
∂L
∂φ˙µ
− ∂L
∂φµ
]
= d
[
d
dt
vµ + vν∂µA
ν + ∂µV
]
. (4.6)
where vµ =
[
φ˙µ −Aµ
]
/d.
The functional Fokker-Planck equation given above is
then equivalent to a stochastic partial differential equa-
tion (SPDE):
∂φ
∂τ
= A[φ] + ζ (t, τ) , (4.7)
where the stochastic term ζ is a real delta-
correlated Gaussian noise such that 〈ζµ (t, τ) ζµ (t′, τ ′)〉 =
2dδµνδ (t− t′) δ (τ − τ ′).
B. Coefficients
Introducing first and second derivatives, φ˙ ≡ ∂φ/∂t
and φ¨ ≡ ∂2φ/∂t2, there is an expansion for the higher-
dimensional drift term A in terms of the field time-
derivatives:
A = φ¨+ cφ˙+ a . (4.8)
Here, c is a circulation matrix that only exists when the
usual potential conditions on the drift are not satisfied
[8], while a is a pure drift without derivatives:
cµν = ∂µA
ν − ∂νAµ . (4.9)
aµ = ∂µU .
The function U is an effective potential, which acts to
generate an effective force on the trajectories:
U = dV − 1
2
∑
ν
(Aν)
2
. (4.10)
The final stochastic partial differential equation that φ
must satisfy is then:
∂φ
∂τ
= φ¨+Cφ˙+ a+ ζ (t, τ) . (4.11)
The final result is a classical field equation in an extra
space-time dimension with an additional noise term. It
has a steady-state that is equivalent to a full quantum
evolution equation, and is identical to classical evolution
in real time in the zero-noise, classical limit, as shown in
the next subsection.
The equations can be treated with standard techniques
for stochastic partial differential equations [79], except
that the equations have nd + 1 dimensions in a manifold
with nd space-time dimensions. The simplest case, for a
single mode, has nd+1 = 2 dimensions. In computational
implementations, one can speed up convergence to the
steady-state using Monte-Carlo acceleration [80].
C. Classical limit
The classical limit is for d → 0. In this limit the
higher-dimensional equations are noise-free and diffusive.
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Including a circulation term in case potential conditions
are not satisfied, one has:
∂φµ
∂τ
= φ¨µ + [∂µA
ν − ∂νAµ] φ˙ν −Aν∂µAν . (4.12)
Substituting the classical trajectory solution, φ˙ν = Aν ,
one sees immediately that for classical trajectories,
∂φµ
∂τ
= φ¨µ −Aν∂νAµ. (4.13)
However, on this trajectory, the second derivative term
simplifies to:
φ¨µ =
d
dt
Aµ = φ˙ν∂νA
µ, (4.14)
and therefore one obtains:
∂φµ
∂τ
= Aµ (φ) = 0 . (4.15)
This extra-dimensional equation therefore has an exact
steady state solution corresponding to the integrated
classical field evolution in real time, namely:
x(t) = x(t0) +
∫ t
t0
Ax(t
′)dt′
y(t) = y(tf )−
∫ tf
t
Ay(t
′)dt′ . (4.16)
Both the initial and final boundary term equations are
satisfied provided one chooses x (t0) = x0 and y (tf ) =
yf , if these are compatible, that is, if the dynamical equa-
tions have a solution. If one uses these equations to solve
for y(t0), the solution can be rewritten in a more conven-
tional form of a classical solution with initial conditions:
φ (t) = φ (t0) +
∫ t
t0
A (t′) dt′. (4.17)
The importance of imposing future-time boundary
conditions in classical field problems like radiation-
reaction has long been recognized in electrodynamics, in-
cluding work by Dirac [1], as well as Wheeler and Feyn-
man [12]. In such theories various field components typ-
ically require future-time restrictions on their dynamics.
Hence the fact that such future-time boundaries arise in
the classical limit found here should not be very surpris-
ing.
Dirac [1] described his result that effectively gives a
future boundary condition on electron acceleration in as
“the most beautiful feature of the theory”. He explains:
“We now have a striking departure from the usual ideas
of mechanics. We must obtain solutions of our equations
of motion for which the initial position and velocity of
the electron are prescribed, together with its final acceler-
ation, instead of solutions with all the initial conditions
prescribed.”
If Dirac’s type of dynamical restriction is compared
with the classical limit obtained here, there are are clear
similarities. His approach gave a dynamical condition
required to derive the correct time evolution, using a re-
striction on the future boundaries of the radiation field.
It is a striking feature of the present approach that
Dirac’s idea of a future boundary condition arises nat-
urally from the classical limit of our equations.
D. Time-symmetric stochastic differential equation
The path integrals correspond to a functional inte-
gral over stochastic paths. Hence the trajectories can be
written in an alternative, intuitive form after probabilis-
tic sampling, as a time-symmetric stochastic differential
equation [81], with:
x(t) = x(y0, t0) +
∫ t
t0
Ax(t
′)dt′ +
∫ t
t0
dwx
y(t) = y(tf )−
∫ tf
t
Ay(t
′)dt′ −
∫ tf
t
dwy . (4.18)
Here, for an initial conditional boundary, x(y0, t0) is a
random function that depends on y0, and y(tf ) is a ran-
dom input function for yf . The two fields are propa-
gated in the positive and negative time directions respec-
tively, sometimes called “forward-backward” equations,
while the noise terms dw are correlated over short times
so that, over a small interval dt:
〈dwµ (t) dwν (t)〉 = dµδµνdt . (4.19)
The compelling feature of these equations is that they
unify two important features: time reversibility and ran-
domness. These types of equations also occur in stochas-
tic control theory, and have an extensive mathemati-
cal literature proving their existence and other proper-
ties [81]. However, while they provide an insight into
the structure of the stochastic equations, they cannot be
readily solved using conventional algorithms for stochas-
tic differential equations.
This can be recognized by attempting to write the
equations as forward time stochastic differential equa-
tions. We define y¯ (t) as a time-reversed copy of y (t),
i.e., let t− = t0 + t1 − t, and
y¯ (t) = y (t−) . (4.20)
The stochastic differential equation that results, treating
each argument as the same time t, is:
dx = Ax (x (t) , y¯ (t−) , t) dt+ dwx
dy¯ = −Ay (x (t−) , y¯ (t) , t−) dt− dwy . (4.21)
Here, x (t0) = x(y0, t0) and y¯ (t0) = yf are now both
“initial” conditions, but the y coordinate is replaced by
y¯ instead. In other words, we can regard the stochastic
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differential equations as having a forward-time stochas-
tic propagation if the drift terms include complementary
fields defined at different times. However, non-locality in
time prevents one from using standard, local-time algo-
rithms for solving even these conventional looking equa-
tions as ordinary stochastic differential equations.
This behavior is not surprising, physically. If these
fields had local drift terms, they would be causal, local
theories that satisfy Bell’s theorem, and do not corre-
spond to quantum theory. It is possible that analytic
equations like this can be used to develop a stochas-
tic perturbation theory [82] for quantum fields. Since
forward-backward stochastic equations occur in other ar-
eas as well, such techniques may have wider applicability.
E. Numerical methods
A variety of numerical techniques can be used to imple-
ment path integrals with a time-symmetric action. In this
paper we solve the equivalent higher-dimensional partial
stochastic differential equation with a finite difference
implementation. This permits Neumann, Dirichlet and
other boundary conditions to be imposed. We also ex-
plain strategies for dealing with future time boundaries,
which is the most obvious practical issue with this ap-
proach.
1. SPDE integration
First, we demonstrate convergence of the higher di-
mensional method, using a central difference implicit
method that iterates to obtain convergence at each step,
including an iteration of the boundary conditions. The
method is similar to a central difference method de-
scribed elsewhere [79, 83]. A simple finite difference im-
plementation of the Laplacian is used to implement non-
periodic time boundaries.
In order to demonstrate convergence, Fig (4) gives the
computed numerical variance in an exactly soluble ex-
ample of a stochastic differential equation with no drift
term. We treat one variable and C = a = 0, using a
public-domain SPDE solver [85] with a random Gaus-
sian initial condition of x(t = 0) = v where
〈
v2
〉
= 1, so
that:
x(t) = v +
∫ t
t0
dwx . (4.22)
This is a case of pure diffusion, where one expects the
final equilibrium solution as τ → ∞ to be 〈x2〉 = 1 +
t. From Eq (4.11), the corresponding higher-dimensional
stochastic process has boundary conditions of x(t = 0) =
v and x˙(t = tf ) = 0, while satisfying a stochastic partial
differential equation:
∂x
∂τ
= x¨+ ζ (t, τ) . (4.23)
Figure 4. Example of SPDE solution with an extra dimension.
The component x propagates in the positive time direction as
a random Wiener process. The expected variance for τ →∞
is
〈
x2
〉
= 1 + t, with x (t, 0) = 0, x (0, τ) = v, and
〈
v2
〉
=
1. Fluctuations are sampling errors due to a finite number
of 10000 trajectories. Variance error bars due to sampling
errors were estimated as ±2.5%, in good agreement with the
difference between exact and simulated variance. A semi-
implicit finite difference method [83, 84] was used to integrate
the equations, with step-sizes of ∆τ = 0.0002 and ∆t = 0.03.
Errors from the finite step-size in τ were negligible.
From the numerical results in Fig (4), the expected vari-
ance is reached uniformly in real time t after pseudo-
time τ ∼ 2.5, to an excellent approximation, reaching〈
x2
〉
= 1.95± 0.05 at t = tf = 1 and τ = 5.
For the examples given here, our focus is on accuracy,
not numerical efficiency. The purpose of these exam-
ples is simply to demonstrate how this approach works.
Checks were made to quantitatively estimate sampling
error and step-size error in τ . Substantial improvements
in efficiency appear possible. It should be feasible to com-
bine Ritz-Galerkin [86], spectral [79], or other methods
[87] with boundary iteration. The MALA technique for
accelerated convergence is also applicable [80].
F. Propagation with known end-points
The techniques described above can be used to calcu-
late probabilities of a given path amongst all the possible
quantum paths in phase-space. This requires the solution
of a higher-dimensional PSDE. Typically it is assumed
a priori, that one already knows both the initial con-
ditional x-distribution, P (x0 |y0 ), and can compute the
final marginal y distribution, Qy (yf ). Yet, how does one
calculate the marginal distribution of a Q-function for ρˆf
at a future time?
While there are many possible approaches, here we
outline some ways to achieve this within the stochas-
tic framework. There is insufficient space to describe all
these approaches in detail here.
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Ground states: To obtain a ground state or stationary
state of finite entropy for Hˆ = Hˆ1 + Hˆ2, one may
proceed by adiabatic passage as in some experi-
ments [88]. A state ρˆ0 which is stationary for Hˆ1
is constructed. This could be the non-interacting
ground state. The full Hamiltonian is defined as
Hˆ (t) = Hˆ1 + λ(t)Hˆ2. Here λ(t) is varied so that
λ(0) = λ(2T ) = 0, and λ(T ) = 1. In the limit of
slow passage, the dynamical path has known end-
points ρˆf = ρˆ0, so that the future marginal distri-
bution is known. The state at t = T is approxi-
mately stationary.
Transitional paths: If both initial and final distribu-
tions are known, samples of all intermediate paths
for t0 ≤ t ≤ tf can be calculated. This pro-
vides a means to understand quantum dynamical
processes and the paradoxes of measurement the-
ory, via the probability distribution of the trajecto-
ries that are sampled while reaching a known final
quantum state. This is relevant to quantum ontol-
ogy [10].
Dynamical solutions: To obtain a true dynamical so-
lution, a known state ρˆ0 at t0 must be evolved to
an unknown state ρˆf at a time tf . This requires
Metropolis or similar Monte-Carlo sampling, by us-
ing the dynamical equations as a means to generate
samples of Q(y0). The algorithm involves an initial
estimated yf . A stochastic process then generates
a distribution for yf ,and hence the known distribu-
tion for the marginal y0. Details of this procedure
will be treated elsewhere.
Canonical ensembles: If a many-body state is known
to be in a canonical ensemble at thermal equi-
librium, then it is generally assumed that ρˆ =
exp
(
−β
(
Hˆ − µNˆ
))
where β = 1/kBT , T is the
temperature, and µ is the chemical potential. This
can be handled through an ’imaginary time’ calcu-
lation, such that dρˆ/dβ = − 12
[
Hˆ, ρˆ
]
+
, which in-
volves an anti-commutator rather than a commu-
tator. The operator equation can be turned into
a phase-space equation and treated in a similar to
the dynamical case, with additional potential terms
[89].
Transitional ensembles: If a canonical ensemble is
known at two different values of both β and µ, then
the stochastic techniques defined above can be used
to define a transition path and evaluate transitional
ensemble properties at intermediate β and µ values.
Conditional inference: One or more future outputs yf
may be the macroscopic result from an amplifier. If
one measures this in the future, then the dynamics
can be conditioned on the value of yf , which may
be used to infer information about a state in the
past.
V. EXAMPLES
Hamiltonians in quantum field theory of the type ana-
lyzed here usually have quadratic and quartic terms. In
this section we consider several examples, with details in
single-mode cases. Let the general Hamiltonian have the
form Ĥ = Ĥ0 +ĤS+ĤI . Here Ĥ0 is a free field term, ĤS
describes quadrature squeezing, found in Hawking radia-
tion or parametric down-conversion, and ĤI is a quartic
nonlinear particle scattering interaction.
Each of these cases will be treated separately below for
simplicity, but they can be combined if required.
A. Free-field case
After discretizing on a momentum lattice, and using
the Einstein summation convention, the free-field Hamil-
tonian can be written in normally-ordered form as
Ĥ = ~ωij aˆ†i aˆj . (5.1)
The corresponding Q-function equations are:
Q˙α = −iωij
[
∂
∂α∗j
α∗i −
∂
∂αi
αj
]
Qα . (5.2)
Hence, the coherent amplitude evolution equations are:
dαi
dt
= −iωijαj . (5.3)
The simplest case is a single-mode simple harmonic
oscillator Hamiltonian, such that: Ĥ = ~ωaˆ†aˆ . This cor-
responds to a characteristic equation of α˙ = −iωα. The
expectation value of the coherent amplitude in the Q-
function has the equation:
∂
∂t
〈α〉Q = −iω 〈α〉Q , (5.4)
which is identical to the corresponding Heisenberg equa-
tion expectation value. There is no diffusive behavior
or noise for these terms, and as a result the Q-function
has an exactly soluble, deterministic quantum dynamics.
The evolution is noise-free, with no need to make the
transformations outlined above, since from (4.15), the
steady-state in extra dimensions is given by solving(5.3).
There is no difference here between classical and quan-
tum dynamics, as pointed out by Schrödinger [90].
B. Squeezed state evolution
Next, we consider quadratic interaction terms that are
mapped to second-order derivatives in the Q-function.
These cause squeezed state generation and include quan-
tum noise. They contain dynamics that leads to a model
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for quantum measurement as well as quantum paradoxes,
including EPR and Bell inequality violations.
Following the notation of Eq (2.19), the
general squeezing interaction term is ĤS =
~
∑M
ij=0
[
gij00aˆ
†
i aˆ
†
j + g00ij aˆiaˆj
]
/2. Such quadrature
squeezing interactions are found in many areas of
physics [91]. They illustrate how the Q-function equa-
tion behaves in the simplest nontrivial case where there
is a diffusion term that is not positive-definite. We will
investigate this in some detail, with numerical examples.
This case illustrates very clearly how complementary
variance changes are related to complementary time
propagation directions.
Physically, these terms arise from parametric interac-
tions, and lead to the dynamics that cause quantum en-
tanglement. They are widespread, occurring in systems
ranging from quantum optics to black holes, via Hawking
radiation. The simplest case is a single-mode quantum
squeezed state with
Ĥ =
i~
2
[
aˆ†2 − h.c.] . (5.5)
1. Q-function dynamics
We can calculate directly how the Q-function evolves
in time. Applying the correspondence rules as previ-
ously, one obtains a Fokker-Planck type equation, now
with second-order terms. Combining these terms into
one equation gives:
dQα
dt
= −
[
∂
∂α
α∗ +
1
2
∂2
∂α2
+ h.c
]
Qα . (5.6)
Hence, on using the real quadrature definitions of Eq
(2.32) with eiη = i, and making a variable change so that
iα = (x+ iy) /2, we obtain
dQ
dt
=
[
∂xx− ∂yy + ∂2x − ∂2y
]
Q . (5.7)
This demonstrates the typical behavior of unitary Q-
function equations. The diffusion matrix it is traceless
and equally divided into positive and negative definite
parts. In this case the X+ quadrature decays, but has
positive diffusion, while the the X− quadrature shows
growth and amplification, but has negative diffusion in
the forward time direction. The amplified quadrature,
which corresponds to the measured signal of a paramet-
ric amplifier, has a negative diffusion and therefore is
constrained by a future time boundary condition.
If initially factorizable, the Q-function solutions can al-
ways be factorized as a product with Q = Q+Q−. Then,
if t− = t1 + t2 − t, the time-evolution is diffusive, with
an identical structure in each of two different time direc-
tions:
dQ−
dt−
= ∂y [−y + ∂y]Q−
dQ+
dt
= ∂x [−x+ ∂x]Q+ . (5.8)
The corresponding forward-backwards SDE is uncou-
pled, with decay and stochastic noise occurring in each
time direction:
x(t) = x(t0)−
∫ t
t0
x(t′)dt′ +
∫ t
t0
dwx
y(t) = y(tf )−
∫ tf
t
y(t′)dt′ −
∫ tf
t
dwy . (5.9)
where 〈dwµdwν〉 = 2δµνdt. From these equations one
can calculate immediately that:
d
dt
〈
x2
〉
= 2
(
1− 〈x2〉)
d
dt−
〈
y2
〉
= 2
(
1− 〈y2〉) . (5.10)
This equation for the variance time-evolution implies that
the variance is therefore reduced in each quadrature’s in-
trinsic diffusion direction, for an initial vacuum state,
with the solution in forward time given by:〈
x2 (t)
〉
= 1 + e−2t〈
y2 (t)
〉
= 1 + e2t. (5.11)
Therefore, the variance reduction occurs in the forward
time direction for x, giving rise to quadrature squeezing,
and in the backward time direction for y, correspond-
ing to gain in the forward time direction. However, nei-
ther anti-normally ordered variance is reduced below one.
This is the minimum possible, corresponding to zero vari-
ance in the unordered operator case.
With this choice of units, the diffusion coefficient is
d = 2, so the overall Lagrangian is:
Lc =
1
4
[
(x˙+ x)
2
+ (y˙ − y)2
]
− 1. (5.12)
The net effect of the stochastic processes in opposite
time directions is that growth in the uncertainty of one
quadrature in one time direction is cancelled by the re-
duction in uncertainty of the other quadrature in the op-
posite time direction. This behavior is shown in Figs
(5) to (8), which illustrate numerical solutions of the
forward-backward equations using the techniques of the
previous section.
These solutions use 1600 trajectories, and hence in-
clude sampling error. Three dimensional graphs show
equilibration in the extra dimension. Two dimensional
graphs show results near equilibrium at τ = 5, with plots
of variance in X± vs time.
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Figure 5. Variance of SPDE solution with an extra dimension.
The unsqueezed quadrature y propagates in the negative time
direction, with boundaries fixed in the future. The extra-
dimensional stochastic partial differential equation is solved
out to τ = 5 , with a future time Dirichlet boundary at t =
1 and a past time Robin boundary at t = 0. Fluctuations
are sampling errors due to a finite number of 1600 stochastic
trajectories. Other details as in Fig (4).
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Figure 6. Example of SPDE solution with an extra dimen-
sion. The unsqueezed quadrature variance y propagates in the
negative time direction, with results obtained at virtual time
τ = 5. The expected variance for τ →∞ is 〈y2 (t)〉 = 1 + e2t,
and is shown as the dotted line. Fluctuations are sampling
errors due to a finite number of 1600 stochastic trajectories.
The two solid lines are plus and minus one standard devia-
tions from the mean. Other details as in Fig (4).
Figure 7. Variance of SPDE solution with an extra dimension.
The squeezed quadrature x propagates in the positive time
direction. The stochastic partial differential equation is solved
out to τ = 5 , with a past time Dirichlet boundary at t = 0
and a future time Robin boundary at t = 1. Fluctuations
are sampling errors due to a finite number of 1600 stochastic
trajectories. Other details as in Fig (4).
2. Comparison to operator equations
Defining quadrature operators Yˆ = aˆ + aˆ† and Xˆ =
i
(
aˆ− aˆ†), this physical system has the well-known be-
havior that variances change exponentially in time [92],
in a complementary way. Given an initial vacuum state
in which
〈
Xˆ2 (0)
〉
=
〈
Yˆ 2 (0)
〉
= 1, the Heisenberg equa-
tion solutions for the variances are〈
Xˆ2 (t)
〉
= e−2t (5.13)〈
Yˆ 2 (t)
〉
= e2t. (5.14)
Hence, the Xˆ quadrature is squeezed, developing a
variance below the vacuum fluctuation level, and the
Yˆ quadrature is unsqueezed, developing a large vari-
ance. This maintains the Heisenberg uncertainty prod-
uct, which is invariant.
Once operator ordering is taken into account, this gives
an identical solution to the Q-function solution in Eq
5.11, because the operator correspondences are for anti-
normal ordering. If we use {} to denote this, then:〈{
Xˆ2 (t)
}〉
= 1 + e−2t〈{
Yˆ 2 (t)
}〉
= 1 + e2t.
In both cases there is a reduction in variance in the di-
rection of positive diffusion. If there is an initial vac-
uum state, then quadrature squeezing occurs in X in the
forward time direction, with a variance reduced below
the vacuum level. Backward time squeezing occurs in Y ,
which also has forward-time gain.
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Figure 8. Example of SPDE solution with an extra dimen-
sion. The squeezed quadrature variance x, propagates in the
positive time direction, with results obtained at virtual time
τ = 5. The expected variance for τ →∞ is 〈x2 (t)〉 = 1+e−2t,
shown as the dotted line. Fluctuations are sampling errors
due to a finite number of 1600 stochastic trajectories. The
two solid lines are plus and minus one standard deviations
from the mean. Other details as in Fig (4).
3. Higher dimensional stochastic equation
In the matrix notation used elsewhere, this means that
we have d = 2, and:
A =
[ −x
y
]
, (5.15)
with c = 0, so that the quantum dynamics occurs as the
steady-state of the higher dimensional equation:
∂φ
∂τ
= φ¨− φ+ ζ (t, τ) . (5.16)
where 〈ζµ (t, τ) ζν (t′, τ ′)〉 = 4δµνδ (τ − τ ′) δ (t− t′), with
boundary values such that:
x (t0) = x0
y (tf ) = yf
x˙ (tf ) = −x (tf )
y˙ (t0) = y (t0) . (5.17)
These boundary conditions are known as mixed bound-
ary conditions. They are partly Dirichlet (specified
value), and partly Robin (specified linear combination
of value and derivative). Numerical solutions for the the
squeezed x equations are given in Figs (7) and (8), while
those for the unsqueezed y equations are given in Figs (5)
and (6).The effects of sampling error are seen through the
two solid lines, giving one standard deviation variations
from the mean. Exact results are included via the dashed
lines.
C. Quartic Hamiltonian example
While general quantum field Hamiltonians are cer-
tainly possible, here we treat the single-mode case to
clearly illustrate the form of the relevant diffusion equa-
tion. This includes the most significant issues.
Following the notation of Eq (2.19), the single-mode
nonlinear interaction term is:
ĤS = ~
g
2
(
aˆ†aˆ
)2
. (5.18)
This single-mode problem can be solved using other
methods, making it a useful benchmark [4]. However,
when generalized to a nonlinear scalar field theory by
including multiple modes and linear couplings, these an-
alytic methods are no longer applicable. The addition of
extra modes and linear couplings does not significantly
change the arguments used here. We study this case in
order to understand the effect of cross-couplings between
the forward and backward time-evolution.
1. Fokker-Planck equation in complex phase-space
From the Q-function identities of (2.16) , after re-
ordering the differential operators, and taking g = 1 for
simplicity, one obtains:
∂Qα
∂t
= i
{
α
∂
∂α
n (α) +
1
2
(
α
∂
∂α
)2
− h.c.
}
Qα .
(5.19)
This demonstrates how the ordering identities apply.
Damping and detuning terms are not included. For
the quartic Hamiltonian, zeroth order and fourth order
derivative terms cancel. This equation is known from ear-
lier work in quantum optics [93]. As a simple check, one
can integrate the Fokker-Planck equation in phase-space
to obtain moments, hence showing that:
∂
∂t
〈α〉Q = −i
〈
α
[
αα∗ − 3
2
]〉
Q
. (5.20)
Since the Q-function averages correspond to anti-normal
ordering, one recovers the same expectation value dy-
namics as for the Heisenberg equations, which are:
∂
∂t
〈a〉 = −i 〈a†a2〉 = −i〈aˆ [aˆaˆ† − 3
2
]〉
. (5.21)
2. Fokker-Planck equation with constant diffusion
We introduce a change of variable to a complex phase
θ, with a scaling factor of
√
i/2 to simplify the resulting
algebra, so that:
20
α = e
√
i/2θ (5.22)
The result of changing variables in the distribution, is
that in θ coordinates the distribution is modified by the
Jacobian of the transformation, so that:
Qθ =
〈
e
√
i/2θ |ρˆ| e
√
i/2θ
〉 ∣∣∣∣∂α∂θ
∣∣∣∣
= Qα
∣∣∣∣∂α∂θ
∣∣∣∣ = 12Qααα∗. (5.23)
One also must take account of the chain rule for deriva-
tives when changing variables, which means that
∂
∂α
=
∂θ
∂α
∂
∂θ
=
1√
i/2α
∂
∂θ
(5.24)
To transform to phase coordinates with constant diffu-
sion, the Fokker-Planck equation is first transformed into
a form that includes the effects of the Jacobian, followed
by a variable change to the new variables. The combined
effect this is that the equation for Q, after the variable
change, is given by:
∂Qθ
∂t
=
[
(1 + i)
∂
∂θ
n+
∂2
∂θ2
+ h.c.
]
Qθ, (5.25)
where we have defined a number variable equivalent to
the particle number as in (2.11), so that n ≡ αα∗ − 1.
D. Transformation to real coordinates
As proved in previous sections, in this equation the
diffusion term is not positive definite. Accordingly, just
as with the squeezing Hamiltonian, there is no equivalent
forward time stochastic process. To show this, let θ =
x+ iy , and n = αα∗ − 1 = exp (x− y)− 1, so that:
∂2
∂θ2
+
∂2
∂θ∗2
=
1
2
[
∂2
∂x2
− ∂
2
∂y2
]
. (5.26)
As expected from the traceless diffusion property, the
equation has a simultaneous positive diffusion in one real
coordinate, and negative diffusion in the other, giving the
result that:
∂Q
∂t
=
[(
∂
∂x
+
∂
∂y
)
n+
1
2
(
∂2
∂x
− ∂
2
∂y
)]
Q . (5.27)
This means that the drift term is
A± = −n , (5.28)
and the forward and backwards equations are not fac-
torizable, owing to the coupling term n (x, y), which is
proportional to particle number. The total Lagrangian
is:
L =
1
2
∑
µ
(
φ˙µ + n
)2
− (n+ 1). (5.29)
These equations are equivalent to a forward-backwards
stochastic equation. The two stochastic equations are
almost identical in each time direction, although with
opposite drift terms:
x(t) = x(t0)−
∫ t
t0
n(x (t′) , y(t′))dt′ +
∫ t
t0
dwx
y(t) = y(tf ) +
∫ tf
t
n(x (t′) , y(t′))dt′ −
∫ tf
t
dwy . (5.30)
Unlike the previous example, the two time directions
are coupled to each other, since n depends on both fields.
This implies that scattering takes place between the
positive and negative time direction propagating fields.
To solve for the quantum dynamical time evolution re-
quires an understanding of the coupled evolution of both
quadrature fields.
To obtain a dynamical solution from the coupled,
forward-backward stochastic equations, we must trans-
form this equation using the real, time-symmetric action
principle. In this case, the equivalent extra-dimensional
equation is:
∂φµ
∂τ
= φ¨µ ± (1− n2)+ ζµ (t, τ) , (5.31)
where 〈ζµ (t, τ) ζν (t′, τ ′)〉 = 2δµνδ (τ − τ ′) δ (t− t′).
Thus, these extra-dimensional dynamical equations
have a remarkably simple mathematical structure.
VI. SUMMARY
The existence of a time-symmetric probabilistic action
principle for quantum fields has several ramifications.
It describes a different approach to the computation of
quantum dynamics. Neither imaginary time nor oscilla-
tory path integrals are employed. More generally, time
evolution through a symmetric stochastic action can be
viewed as a dynamical principle in its own right. It is
equivalent to the traditional action principle of quantum
field theory. The advantage is that it is completely prob-
abilistic, even for real-time quantum dynamics.
A property of this method is that it can provide an on-
tological interpretation of quantum mechanics. In other
words, the action principle can give a description of a re-
ality that underlies the Copenhagen interpretation. The
picture is that physical fields can propagate both from the
past to the future and from the future to the past. This is
a completely time-symmetric interpretation, without re-
quiring any collapse of the wave-function. Such ontolog-
ical interpretations are different to any hidden variable
theory, which only allow causality from past to future.
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As a result, one can have quantum features including
vacuum fluctuations, sharp eigenvalues and even Bell vi-
olations [10], within a realistic and local framework.
The power of rapidly developing petascale and exas-
cale computers appears well-suited to these approaches.
Enlarged spatial lattices and increased parallelism are
certainly needed. Yet this may not be as problematic
to handle as either exponential complexity or the phase
problems that arise in other approaches. It is intriguing
that the utility of an extra dimension is widely recog-
nized both in general relativity and quantum field theory.
One may speculate that extending this action principle
to curved space-time may yield novel quantum theories.
This could lead to new approaches to unification.
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APPENDIX
In this Appendix the higher-dimensional equilibration
equations are obtained for a more general case, with a
diffusion term dµ (t) that is time and index dependent.
We recall that G ([φ], τ) satisfies a higher-dimensional
functional partial differential equation of:
∂G
∂τ
=
∫ t1
t0
dt
∑
µ
δ
δφµ(t)
[
−Aµ (φ, t) + dµ(t) δ
δφµ(t)
]
G ,
(6.1)
To obtain the steady-state solution as τ →∞, (3.38) for
G, from Eq (3.39) A[φ] must satisfy:
Aµ (φ, t) = −dµ (t) δ
δφµ (t)
∫ tf
t0
Lc(φ, φ˙, t)dt , (6.2)
where the central-difference Lagrangian is:
Lc =
∑
µ
1
2dµ (t)
[
φ˙µ (t)−Aµ (φ, t)
]2
− V (φ, t) . (6.3)
This leads to Euler-Lagrange type equations with a
drift defined as:
Aµ (φ, t) = dµ (t)
[
d
dt
∂L
∂φ˙µ
− ∂L
∂φµ
]
= dµ (t)
[
d
dt
vµ + vν∂νA
µ + ∂µV
]
, (6.4)
where
vµ =
1
dµ (t)
[
φ˙µ (t)−Aµ (φ, t)
]
. (6.5)
Solving for the higher-dimensional drift, the time-
derivative term is:
d
dt
∂L
∂φ˙µ
=
d
dt
1
dµ (t)
[
φ˙µ (t)−Aµ
]
(6.6)
=
[
φ¨µ − A˙µ
]
− d˙µ (dµ)−2
[
φ˙µ −Aµ
]
,
and the remaining potential term is:
∂L
∂φµ
= −
∑
ν
∂µA
ν 1
dν
(
φ˙ν −Aν
)
− ∂µV. (6.7)
Introducing first and second derivatives, φ˙ ≡ ∂φ/∂t
and φ¨ ≡ ∂2φ/∂t2, there is an expansion for the higher-
dimensional drift term A in terms of the field time-
derivatives:
A = φ¨+ cφ˙+ a . (6.8)
Here, c is a circulation matrix, while a is a pure drift:
cµν = d−1ν [d
µ∂µA
ν − dν∂νAµ]− δµν
∂
∂t
ln dµ
aµ = ∂µU − dµ ∂
∂t
[Aµ/dµ] . (6.9)
Here partial derivatives with respect to time indicate
derivatives for the explicitly time-dependent terms only,
where the Hamiltonian coefficients are changing in time.
The function U is an effective potential, which acts to
generate an effective force on the trajectories:
U = dµ
[
V − 1
2
∑
ν
(Aν)
2
/dν
]
. (6.10)
The functional Fokker-Planck equation given above is
then equivalent to a stochastic partial differential equa-
tion (SPDE):
∂φ
∂τ
= A[φ] + ζ (t, τ) , (6.11)
where the stochastic term ζ is a real delta-
correlated Gaussian noise such that 〈ζµ (t, τ) ζµ (t′, τ ′)〉 =
2dµ (t) δµνδ (t− t′) δ (τ − τ ′). The final stochastic partial
differential equation in τ that φ must satisfy in detail is
then:
∂φ
∂τ
= φ¨+ cφ˙+ a+ ζ (t, τ) . (6.12)
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