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a b s t r a c t
In this paper, by introducing τ–ϕ-concave operators and using the properties of cones
and monotone iterative technique, some new existence and uniqueness theorems of
fixed points for increasing operators with such concavity are established under more
extensive conditions in ordered Banach spaces. As an application, we study the existence
and uniqueness of positive solutions of generalized three-point boundary value problems
for second order differential equations. The results obtained here improve and generalize
many known results.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
There are many fixed point theorems in ordered Banach spaces; see [1–8] for an introduction to fixed point theory. The
fixed point theory for noncompact increasing operator with concavity has been extensively studied over the past several
decades and applied to the study of various nonlinear equations (see [1,3,5,9–12] and the references therein). Krasnosel’skii
studied u0-concave operator (see [9]) with u0 > θ , Guo established the existence of the unique fixed point for α-concave
operator (see [5]) with α ∈ (0, 1), and Chen proved fixed point theorems for α-sublinear mapping (see [3]). Stimulated by
these works, in this paper, we present the concept of τ–ϕ-concave operators which include u0-concave operator, α-concave
operator and α-sublinear mapping. Without demanding the existence of upper and lower solutions and compactness and
continuity conditions, we prove the existence, uniqueness and monotone iterative techniques of fixed points for τ–ϕ-
concave operators. Therefore, our results in essence improve and generalize the corresponding ones in [3,5,10,11]. And
then, we apply our main fixed point theorem to the following generalized three-point boundary value problems for second
order differential equations
u′′(t)+ f (t, u(t)) = 0, t ∈ [a, b], (1.1)
u(a) = β1u(η), u(b) = β2u(η), (1.2)
where 0 < β1 < β2 < 1 and η ∈ (a, b). And we obtain a new result on the existence and uniqueness of positive solutions
of problem (1.1) and (1.2), which is not a consequence of the corresponding fixed point theorems in [3,5,10,11]. From
the applications, we can see that the fixed point theorems in this paper can be easily applied and have extensive applied
background.
For the discussion of the following sections, we state here some definitions, notations and known results. For the
convenience of readers, we suggest that one refer to [5,9,12,13] for details.
Suppose that E is a real Banach space which is partially ordered by a cone P ⊂ E, i.e., x ≤ y if and only if y − x ∈ P.
If x ≤ y and x 6= y, then we denote x < y or y > x. By θ we denote the zero element of E. Recall that a non-empty closed
convex set P ⊂ E is a cone if it satisfies (i) x ∈ P, λ ≥ 0⇒ λx ∈ P; (ii) x ∈ P,−x ∈ P ⇒ x = θ.
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Putting P˚ = {x ∈ P|x is an interior point of P}, a cone P is said to be solid if its interior P˚ is non-empty. P is called normal
if there exists a constant N > 0 such that, for all x, y ∈ E, θ ≤ x ≤ y implies ‖x‖ ≤ N‖y‖; in this case N is called the
normality constant of P . If x1, x2 ∈ E, the set [x1, x2] = {x ∈ E|x1 ≤ x ≤ x2} is called the order interval between x1 and x2.
We say that an operator A : E → E is increasing (decreasing) if x ≤ y implies Ax ≤ Ay (Ax ≥ Ay).
For all x, y ∈ E, the notation x ∼ y means that there exist λ > 0 and µ > 0 such that λx ≤ y ≤ µx. Clearly, ∼ is an
equivalence relation. Given h > θ (i.e., h ≥ θ and h 6= θ ), we denote by Ph the set Ph = {x ∈ E| x ∼ h}. It is easy to see that
Ph ⊂ P is convex and λPh = Ph for all λ > 0. If P˚ 6= ∅ and h ∈ P˚ , it is clear that Ph = P˚ .
Definition 1.1 (See [5, p. 59]). Let an operator A : P → P and u0 > θ be given. Suppose that (i) for any x > θ , there exist
λ = λ(x) > 0 and µ = µ(x) > 0 such that
λu0 ≤ Ax ≤ µu0
and (ii) for any x ∈ P satisfying λ1u0 ≤ x ≤ µ1u0 (λ1 = λ1(x) > 0, µ1 = µ1(x) > 0) and any 0 < t < 1, there exists
ν = ν(t, x) > 0 such that
A(tx) ≥ (1+ ν)tAx.
Then, A is called an u0-concave operator.
From Definition 1.1 we know that: (1) if an operator A is u0-concave in P , then we have A(P \ {θ}) ⊂ Pu0 . If x is a nonzero
fixed point of A, then x = Ax ∈ Pu0 . (2) if an operator A is increasing, u0-concave, then we obtain
t < t(1+ ν(t, x)) ≤ 1, ∀ t ∈ (0, 1), x ∈ Pu0 .
Definition 1.2. Let D = P or D = P˚ and α be a real number with 0 ≤ α < 1. An operator A : P → P is said to be α-concave
if it satisfies
A(tx) ≥ tαAx, ∀ t ∈ (0, 1), x ∈ D.
Notice that the definition of an α-concave operator mentioned above is different from that in [5], because we need not
require the cone to be solid in general.
Definition 1.3 (See [3]). Let P be a solid cone. An operator A : P˚ → P˚ is said to be α-sublinear if it is increasing and satisfies
A(tx) ≥ tα(c,d)Ax, ∀ t ∈ [c, d] ⊂ (0, 1), x ∈ P˚,
where α(c, d) ∈ (0, 1).
2. Fixed point theorems
In this section, we present our main results. To begin with, we give the definition of τ–ϕ-concave operators.
Definition 2.1. Let E be a real Banach space and P be a cone in E. We say an operator A : P → P is τ–ϕ-concave if there
exist two positive-valued functions τ(t), ϕ(t) on interval (a, b) such that
(H1) τ : (a, b)→ (0, 1) is a surjection;
(H2) ϕ(t) > τ(t), ∀ t ∈ (a, b);
(H3) A(τ (t)x) ≥ ϕ(t)Ax, ∀ t ∈ (a, b), x ∈ P.
When τ(t) = t , we simply call A ϕ-concave.
Theorem 2.1. Let E be a real Banach space and P be a normal cone in E. Suppose that an operator A : P → P is increasing and
τ–ϕ-concave. In addition, suppose that there exists h ∈ P \ {θ} such that Ah ∈ Ph. Then
(i) there are u0, v0 ∈ Ph and r ∈ (0, 1) such that rv0 ≤ u0 < v0, u0 ≤ Au0 ≤ Av0 ≤ v0;
(ii) operator A has a unique fixed point x∗ in [u0, v0];
(iii) for any initial x0 ∈ Ph, constructing successively the sequence xn = Axn−1, n = 1, 2, . . ., we have ‖xn−x∗‖ → 0 (n→∞).
Proof. (1) Proof of (i). Since Ah ∈ Ph, we can choose a sufficiently small number e0 ∈ (0, 1) such that
e0h ≤ Ah ≤ 1e0 h.
It follows from (H1) that there exists t0 ∈ (a, b) such that τ(t0) = e0, and hence
τ(t0)h ≤ Ah ≤ 1
τ(t0)
h. (2.1)
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By (H2), we know that
ϕ(t0)
τ (t0)
> 1. So we can take a positive integer k such that(
ϕ(t0)
τ (t0)
)k
≥ 1
τ(t0)
. (2.2)
It is clear that(
τ(t0)
ϕ(t0)
)k
≤ τ(t0). (2.3)
Put u0 = [τ(t0)]kh, v0 = 1[τ(t0)]k h. Evidently, u0, v0 ∈ Ph and u0 = [τ(t0)]2kv0 < v0. Take any r ∈ (0, [τ(t0)]2k], then
r ∈ (0, 1) and u0 ≥ rv0. By the monotonicity of A, we have Au0 ≤ Av0. Further, combining condition (H3) with (2.1) and
(2.2), we have
Au0 = A([τ(t0)]kh) = A(τ (t0) · [τ(t0)]k−1h) ≥ ϕ(t0)A([τ(t0)]k−1h)
= ϕ(t0)A(τ (t0) · [τ(t0)]k−2h) ≥ ϕ(t0) · ϕ(t0)A([τ(t0)]k−2h) ≥ · · ·
≥ (ϕ(t0))kAh ≥ (ϕ(t0))kτ(t0)h ≥ [τ(t0)]kh = u0.
For t ∈ (a, b), from (H3)we get
Ax = A
(
τ(t) · 1
τ(t)
x
)
≥ ϕ(t)A
(
1
τ(t)
x
)
,
and hence
A
(
1
τ(t)
x
)
≤ 1
ϕ(t)
Ax, ∀ t ∈ (0, 1), x ∈ P.
Thus we have
Av0 = A
(
1
[τ(t0)]k h
)
= A
(
1
τ(t0)
· 1[τ(t0)]k−1 h
)
≤ 1
ϕ(t0)
A
(
1
[τ(t0)]k−1 h
)
= 1
ϕ(t0)
A
(
1
τ(t0)
· 1[τ(t0)]k−2 h
)
≤ 1
ϕ(t0)
· 1
ϕ(t0)
A
(
1
[τ(t0)]k−2 h
)
≤ · · ·
≤ 1
(ϕ(t0))k
Ah ≤ 1
(ϕ(t0))k
· 1
τ(t0)
h.
An application of (2.3) yields
Av0 ≤ 1[τ(t0)]k h = v0.
The proof of (i) is complete.
(2) Proof of (ii). Construct successively the sequences
un = Aun−1, vn = Avn−1, n = 1, 2, . . . .
By the monotonicity of A, we have u1 = Au0 ≤ Av0 = v1. Similarly we obtain un ≤ vn, n = 1, 2, . . .. It follows from (i) and
the monotonicity of A that
u0 ≤ u1 ≤ · · · ≤ un ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0. (2.4)
Note that u0 ≥ rv0, so we can get un ≥ u0 ≥ rv0 ≥ rvn, n = 1, 2, . . .. Let
rn = sup{r > 0|un ≥ rvn}, n = 1, 2, . . . .
Thus we have un ≥ rnvn, n = 1, 2, . . . and then
un+1 ≥ un ≥ rnvn ≥ rnvn+1, n = 1, 2, . . . .
Therefore, rn+1 ≥ rn, i.e., {rn} is increasing with {rn} ⊂ (0, 1]. Suppose rn → r∗ as n→∞. Then r∗ = 1. Indeed, suppose
to the contrary that 0 < r∗ < 1. By (H1), there exists t1 ∈ (a, b) such that τ(t1) = r∗. We distinguish two cases:
Case one: There exists an integer N such that rN = r∗. In this case we know rn = r∗ for all n ≥ N . So for n ≥ N , we have
un+1 = Aun ≥ A(r∗vn) = A(τ (t1)vn) ≥ ϕ(t1)Avn = ϕ(t1)vn+1.
By the definition of rn, we get rn+1 = r∗ ≥ ϕ(t1) > τ(t1) = r∗,which is a contradiction.
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Case two: For all integer n, rn < r∗. Then we obtain 0 < rnr∗ < 1. By (H1), there exist sn ∈ (a, b) such that τ(sn) = rnr∗ . So
we have
un+1 = Aun ≥ A(rnvn) = A
( rn
r∗
r∗vn
)
= A(τ (sn)r∗vn)
≥ ϕ(sn)A(r∗vn) = ϕ(sn)A(τ (t1)vn) ≥ ϕ(sn)ϕ(t1)Avn = ϕ(sn)ϕ(t1)vn+1.
By the definition of rn, we have
rn+1 ≥ ϕ(sn)ϕ(t1) > τ(sn)ϕ(t1) = rnr∗ ϕ(t1).
Let n→∞, we get r∗ ≥ r∗r∗ ϕ(t1) > τ(t1) = r∗, which also is a contradiction. Thus, limn→∞ rn = 1. For any natural number
pwe have
θ ≤ un+p − un ≤ vn − un ≤ vn − rnvn = (1− rn)vn ≤ (1− rn)v0,
θ ≤ vn − vn+p ≤ vn − un ≤ (1− rn)v0.
Since P is normal, we have
‖un+p − un‖ ≤ N(1− rn)‖v0‖ → 0 (as n→∞),
‖vn − vn+p‖ ≤ N(1− rn)‖v0‖ → 0 (as n→∞).
Here N is the normality constant.
So {un} and {vn} are Cauchy sequences. Because E is complete, there exist u∗, v∗ such that un → u∗, vn → v∗(n→∞).
By (2.4), we know that un ≤ u∗ ≤ v∗ ≤ vn with u∗, v∗ ∈ [u0, v0] and
θ ≤ v∗ − u∗ ≤ vn − un ≤ (1− rn)v0.
Further
‖v∗ − u∗‖ ≤ N(1− rn)‖v0‖ → 0 (n→∞),
and thus u∗ = v∗. Let x∗ := u∗ = v∗, we obtain
un+1 = Aun ≤ Ax∗ ≤ Avn = vn+1.
Let n→∞ and we get x∗ = Ax∗. That is, x∗ is a fixed point of A in [u0, v0].
In the following, we prove that x∗ is the unique fixed point of A in Ph. In fact, suppose x¯ is a fixed point of A in Ph. Since
x∗, x¯ ∈ Ph, there exist positive numbers µ1, µ2, λ1, λ2 > 0 such that
µ1h ≤ x∗ ≤ λ1h, µ2h ≤ x¯ ≤ λ2h.
Then we obtain
x¯ ≥ µ2h = µ2
λ1
λ1h ≥ µ2
λ1
x∗.
Let e1 = sup{e > 0|x¯ ≥ ex∗}. Evidently, 0 < e1 < ∞, x¯ ≥ e1x∗. Furthermore, we can prove e1 ≥ 1. If 0 < e1 < 1, from
(H1), there exists t2 ∈ (a, b) such that τ(t2) = e1. Then
x¯ = Ax¯ ≥ A(e1x∗) = A(τ (t2)x∗) ≥ ϕ(t2)Ax∗ = ϕ(t2)x∗.
Since ϕ(t2) > τ(t2) = e1, this contradicts the definition of e1. Hence e1 ≥ 1, and then we get x¯ ≥ e1x∗ ≥ x∗. Similarly we
can prove x∗ ≥ x¯; thus x¯ = x∗. Therefore, A has a unique fixed point x∗ in Ph. Note that [u0, v0] ⊂ Ph, so we know that x∗ is
the unique fixed point of A in [u0, v0].
(3) Proof of (iii). For any initial x0 ∈ Ph, we can choose a small number e2 ∈ (0, 1) such that
e2h ≤ x0 ≤ 1e2 h.
Also from (H1), there is t3 ∈ (a, b) such that τ(t3) = e2; and hence
τ(t3)h ≤ x0 ≤ 1
τ(t3)
h.
We can choose a sufficiently large positive integerm such that[
ϕ(t3)
τ (t3)
]m
≥ 1
τ(t3)
.
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Put u¯0 = [τ(t3)]mh, v¯0 = 1[τ(t3)]m h. It is easy to see that u¯0, v¯0 ∈ Ph and u¯0 < x0 < v¯0. Let
u¯n = Au¯n−1, v¯n = Av¯n−1, xn = Axn−1, n = 1, 2, . . . .
Similarly to the proof of (ii), it follows that there exists y∗ ∈ Ph such that
Ay∗ = y∗, lim
n→∞ u¯n = limn→∞ v¯n = y
∗.
By the uniqueness of fixed points of operator A in Ph, we get x∗ = y∗. And by induction, u¯n ≤ xn ≤ v¯n, n = 1, 2, . . .. Since P
is normal, we have limn→∞ xn = x∗. 
Remark 2.1. Under the conditions of Theorem 2.1, from the proof of (i), we can prove the existence of upper and lower
solutions for τ–ϕ-concave operator A. From the proof of (ii), we can easily see that operator A has a unique fixed point in Ph.
If we suppose that operator A : Ph → Ph or A : P˚ → P˚ with P is a solid cone, then Ah ∈ Ph is automatically satisfied.
This proves the following corollaries.
Corollary 2.2. Let E be a real Banach space and P be a normal cone in E. Suppose h > θ and that an operator A : Ph → Ph is
increasing and τ–ϕ-concave. Then
(i) there are u0, v0 ∈ Ph and r ∈ (0, 1) such that rv0 ≤ u0 < v0, u0 ≤ Au0 ≤ Av0 ≤ v0;
(ii) operator A has a unique fixed point x∗ in Ph;
(iii) for any initial x0 ∈ Ph, constructing successively the sequence xn = Axn−1, n = 1, 2, . . ., we have ‖xn−x∗‖ → 0 (n→∞).
Corollary 2.3. Let E be a real Banach space, P a normal, solid cone in E and let an operator A : P˚ → P˚ be increasing and
τ–ϕ-concave. Then
(i) there are u0, v0 ∈ P˚ and r ∈ (0, 1) such that rv0 ≤ u0 < v0, u0 ≤ Au0 ≤ Av0 ≤ v0;
(ii) operator A has a unique fixed point x∗ in P˚;
(iii) for any initial x0 ∈ P˚ , constructing successively the sequence xn = Axn−1, n = 1, 2, . . ., we have ‖xn− x∗‖ → 0 (n→∞).
Remark 2.2. (1) In Theorem 2.1, Corollaries 2.2 and 2.3, we do not suppose that the operator A is compact and continuous,
which is usually done in [1,2,5]. The existence of a unique solution is proved only in the case where the cone P is normal
and the operator A is τ–ϕ-concave. Moreover, we give the iterative forms. (2) We also remove the condition of upper and
lower solutions which is common in many known results and is difficult to verify. The condition that the cone P is normal
is automatically satisfied for many Banach spaces. Hence our results in essence improve and generalize relevant results
in [1,2,5].
Remark 2.3. When τ(t) = t, t ∈ (0, 1) and ϕ(t) = t(1 + ν(t)) or tα(c,d) with α(c, d) ∈ (0, 1), ν(t) > 0 for t ∈ (0, 1)
and (c, d) ⊂ (0, 1), Theorem 2.1, Corollaries 2.2 and 2.3 also hold. The corresponding results in [3,5,10,11] turn out to be
special cases of our main results, see [3, Theorem 1.1], [5, Theorem 2.2.6], [10, Corollary 2] and [11, Corollary 2, Corollary
3]. Moreover, our hypotheses are greatly weaker than those of some other results. For instance, we remove the conditions
‘‘there exists v0 ∈ Ph, Aθ ≤ v0 such that Av0 ≤ v0 and ν(t) is a function (see Corollary 2)’’ in [10] and remove the conditions
‘‘there exist w0, v0 ∈ Ph such that w0 ≤ Aw0, Av0 ≤ v0 (see Corollary 2)’’ and ‘‘ limt→0 ν(t) = +∞ (see Corollary 3)’’
in [11]. In addition, the case when τ(t) = t and ϕ(t) = tα(t) has not been solved under weaker conditions in literature. So
Definition 2.1 generalizes some previous concepts and Theorem 2.1 improves and generalizes relevant results.
3. Applications
The three-point boundary value problems for ordinary differential equations arise in a variety of different areas of
applied mathematics and physics. Owing to the important theoretical significance in physics, the three-point boundary
value problem has attracted considerable attention, and its research fruits come out continuously. We refer to Gupta,
Trofimchuk [14], Karaca [15], Lomtatidze, Vodstrvcil [16], Rynne [17], Yang, Zhai, Yan [18] and references therein. However,
few papers have been reported on the uniqueness of positive solutions of three-point boundary value problems. In this
section, we apply Theorem 2.1 to study generalized three-point boundary value problem (1.1) and (1.2).
In what follows, for the sake of convenience, set E = C[a, b], the Banach space of continuous functions on [a, b]with the
norm ‖y‖ = max{|y(t)| : t ∈ [a, b]}. P = {y ∈ C[a, b]|mint∈[a,b] y(t) ≥ 0 and y(a) = β1y(η), y(b) = β2y(η)}.
G(t, s) =
{
G1(t, s), a ≤ t ≤ η;
G2(t, s), η < t ≤ b,
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where
G1(t, s) =

[β2(t − η)+ b− t](s− a)
β1(η − b)+ β2(a− η)+ b− a , a ≤ s ≤ t;
β1(b− η)(s− t)+ [β2(s− η)+ b− s](t − a)
β1(η − b)+ β2(a− η)+ b− a , t < s ≤ η;
[β1(η − t)+ t − a](b− s)
β1(η − b)+ β2(a− η)+ b− a , η < s ≤ b,
and
G2(t, s) =

[β2(t − η)+ b− t](s− a)
β1(η − b)+ β2(a− η)+ b− a , a ≤ s ≤ η;
(b− t)[β1(η − s)+ s− a] + β2(t − s)(η − a)
β1(η − b)+ β2(a− η)+ b− a , η < s ≤ t;
[β1(η − t)+ t − a](b− s)
β1(η − b)+ β2(a− η)+ b− a , t < s ≤ b.
It is clear that P is a normal cone of which the normality constant is 1. Moreover, G(t, s) ≥ 0 for (t, s) ∈ [a, b] × [a, b]
(see [15]).
Theorem 3.1. Assume that
(C1) f (t, u) ∈ C([a, b] × [0,∞)) is increasing in u for fixed t.
(C2) there exist two positive-value functions τ(t), ϕ(t) on interval (a, b) such that τ : (a, b) → (0, 1) is a surjection and
ϕ(t) > τ(t), ∀ t ∈ (a, b) which satisfy
f (t, τ (λ)u) ≥ ϕ(λ)f (t, u), ∀ t, λ ∈ (a, b), u ∈ P.
(C3) there exist two constants M1,M2 > 0 and h ∈ P \ {0} such that
M1h(t) ≤
∫ b
a
G(t, s)f (s, h(s))ds ≤ M2h(t), ∀ t ∈ (a, b).
Then problem (1.1) and (1.2) has a unique positive solution u∗ in Ph. Moreover, for any u0 ∈ Ph, constructing successively the
sequence
un+1(t) =
∫ b
a
G(t, s)f (s, un(s))ds, n = 0, 1, 2, . . . ,
we have ‖un − u∗‖ → 0 as n→∞.
Proof. Define an operator A : P → E by
Au(t) =
∫ b
a
G(t, s)f (s, u(s))ds.
It is easy to see that u is a solution of problem (1.1) and (1.2) if and only if u = Au. Note that since f (t, u(t)) ≥ 0, we have
Au(t) ≥ 0 for t ∈ (a, b). That is, A : P → P . It follows from (C1) that operator A is increasing in P . For any λ ∈ (a, b) and
u ∈ P , by (C2)we obtain
A(τ (λ)u)(t) =
∫ b
a
G(t, s)f (s, τ (λ)u(s))ds
≥ ϕ(λ)
∫ b
a
G(t, s)f (s, u(s))ds = ϕ(λ)Au(t).
That is, A(τ (λ)u) ≥ ϕ(λ)Au for λ ∈ (a, b), u ∈ P . So operator A is τ–ϕ-concave. Further, from (C3)we know that
M1h(t) ≤ Ah(t) =
∫ b
a
G(t, s)f (s, h(s))ds ≤ M2h(t), ∀ t ∈ [a, b].
Then Ah ∈ Ph. Thus all the conditions of Theorem 2.1 are satisfied, and the conclusion of Theorem 3.1 follows from
Theorem 2.1. 
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Remark 3.1. There exist many functions which satisfy (C1) and (C2). For example, f (t, u(t)) = g(t)[u(t)] 13 , where g(t) ≥ 0
for t ∈ [a, b]. Evidently, f is increasing in u ∈ (0,∞) for fixed t ∈ (a, b). Let τ(t) = t−ab−a and ϕ(t) = [τ(t)]
1
2 for t ∈ (a, b).
Then τ : (a, b)→ (0, 1) is a surjection and ϕ(t) > τ(t), ∀ t ∈ (a, b). Moreover,
f (t, τ (λ)u(t)) = [τ(λ)] 13 g(t)[u(t)] 13 ≥ ϕ(λ)f (t, u(t)), ∀ t, λ ∈ (a, b), u ∈ P.
Example 3.1. We give an example to illustrate Theorem 3.1. Consider the following three-point boundary value problem
u′′(t)+ {g(t)+ [u(t)]α} = 0, t ∈ (0, 1), (3.1)
u(0) = 1
4
u
(
1
2
)
, u(1) = 1
2
u
(
1
2
)
, (3.2)
where g(t) is continuous in [0, 1]with mint∈[0,1] g(t) > 0 and α ∈ (0, 1).
In this example, we have a = 0, b = 1, β1 = 14 and β2 = η = 12 . Then we obtain∫ 1
0
G(t, s)ds = −1
2
t2 + 11
20
t + 1
20
.
Set τ(t) = t, ϕ(t) = tα, γ1 = mint∈[0,1] g(t), γ2 = maxt∈[0,1] g(t) and f (t, u) = g(t) + uα . Then τ : (0, 1)→ (0, 1) is a
surjection and ϕ(t) > τ(t) for t ∈ (0, 1). For u ≥ 0, we get
f (t, τ (λ)u) = f (t, λu) = g(t)+ λαuα ≥ λα[g(t)+ uα] = ϕ(λ)f (t, u).
Evidently, γ2 ≥ γ1 > 0. Taking h ≡ 1, M1 = γ1+120 and M2 = 161800 (γ2 + 1), we obtain∫ 1
0
G(t, s){g(s)+ [h(s)]α}ds ≤ 161
800
(γ2 + 1) = M2h,∫ 1
0
G(t, s){g(s)+ [h(s)]α}ds ≥ γ1 + 1
20
= M1h.
Then problem (3.1) and (3.2) has a unique positive solution in Ph = P1 by Theorem 3.1.
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