In this paper we make a Lie symmetry analysis of a generalized nonlinear beam equation with both second-order and fourth-order wave terms, which is extended from the classical beam equation arising in the historical events of travelling wave behavior in the Golden Gate Bridge in San Francisco. We perform a complete Lie symmetry group classification by using the equivalence transformation group theory for the equation under consideration. Lie symmetry reductions of a nonlinear beam-like equation which are singled out from the classification results are investigated. Some classes of exact solutions, including solitary wave solutions, triangular periodic wave solutions and rational solutions of the nonlinear beam-like equations are constructed by means of the reductions and symbolic computation.
Introduction
In this paper, we study the group properties of higher-order nonlinear wave-type equations. As a basic model, we consider the fourth-order generalized nonlinear beam equation (GNBE) or nonlinear wave equation of the form
where K = K(u), D = D(u) and F = F(u) are arbitrary smooth functions ( hereafter the subscripts t and x denote differentiation with respect to these variables). Equation (1) generalizes a wide range of the known nonlinear wave equations arising in applications. The case with K identically zero and D(u) = 0 for almost all u, is the case of second-order nonlinear wave equation which has already been studied in many practical contexts including shallow water waves theory, dynamics of a finite nonlinear string and elastic-plastic materials, etc. (see Refs. [1] , pp. 50-52 and [2] ). Hereinafter we assume that K(u) is not identically zero, so that the governing equation is of the fourth order, including a fourth-order wave term when K is non-negative. The simplest equation of the form Equation (1), with K(u) = 1, D(u) = 0 and F(u) = 0, is the one dimensional linear beam equation or the fourth-order linear wave equation [3, 4] u tt = −u xxxx .
when K(u) = 1, D(u) = 0 and F(u) = −ku + + 1, u + = max{u, 0}, Equation (1) is reduced to the following classical nonlinear beam equation or the fourth-order nonlinear wave equation of the form [5] u tt = −u xxxx − ku
which is an normalization of the original beam equations
arising in the historical events of travelling wave behavior in the Golden Gate Bridge in San Francisco [6] and has been proposed as a model for a suspension bridge. When k(u) = 1, D(u) = 0, Equation (1) become u tt = −u xxxx + F(u),
which is a slight generalization of the classical nonlinear beam Equation (3) and is also presented by McKenna and Walter [7] in studying travelling wave solutions.
Up to now, the mathematic structure and properties of the fourth-order beam Equations (2)-(4) have been widely investigated. For instance, the mathematical state of the art concerning the operator and semigroup theory for Equation ( 2) on a bounded x-interval has been studied in [4] . In [5, 8] , the existence of travelling wave solutions and standing wave oscillations of the nonlinear beam Equation ( 3) have been considered. Chen and McKenna gave a variational proof of the existence of travelling wave solutions for Equation (4) via the Mountain Pass Lemma and showed the existence of at least one nontrivial solution for the equation under consideration in [9, 10] . In particular, for F(u) = e u−1 − 1, they did also obtain numerical solutions by applying the Mountain Pass algorithm to a finite subinterval of R. They claimed that solutions seem to exist in the range 0 < c < √ 2. As the wave speed approaches √ 2, the solutions became highly oscillatory in nature, whereas when c approaches 0, they appear to go to infinity in amplitude. In [11] [12] [13] , Equation (4) has been studied numerically by using either continuation methods or variational numerical methods in order to gain more information on the structure of the equation solutions set. In [14] Humphreys and McKenna considered the existence of multiple periodic solutions for the nonlinear beam Equation (4), while in [15, 16] Doole and Hogan transformed the beam Equation (4) into an ordinary differential equation and treated it by using dynamical systems method. Recently, there are also some researches devoted to symmetry group structure and exact solutions of the fourth-order nonlinear beam Equation (4) [17, 18] .
However, the generalized nonlinear beam Equation (1) has been much less extensively investigated. It was only a few researches [19] that were devoted to qualitative mathematic properties such as quasi-periodic solutions of Equation (1) with K(u) = D(u) = 1, while the symmetry group properties and corresponding algebraic structure as well as explicit exact solutions of Equation (1) and its invariant models still remain open. Therefore, the aim of the present work is to find all possible Lie symmetries, which Equation (1) can admit depending on the function triplets (K, D, F), i.e., to solve the so-called group classification problem, which was formulated and solved for a class of nonlinear heat equations in the pioneering work by Ovsiannikov in 1959 [20] and now is the core stone of modern group analysis [21, 22] . This problem for the second-order wave equation was probably first solved by Barone et al. in [23] and subsequently was extended to other general forms by many authors in the last two decades [2, [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] , but were all limited to second-order cases.
Ovsiannikov's method (also referred as the Lie-Ovsiannikov method) of Lie symmetry classification of differential equations [21] is based on the classical Lie scheme and a set of equivalence transformations of a given equation [44] . The formal application of this method to equations containing several arbitrary functions (Equation (1) contains three arbitrary functions) usually leads to a large number of equations admitting nontrivial Lie algebras of invariance [44] .
Recent years, this method has been extended by many authors, in which they proposed a numbers of novel techniques, such as algebraic methods based on subgroup analysis of the equivalence group [45] [46] [47] [48] and their generalizations [49] [50] [51] [52] [53] [54] , local transformations and form-preserving transformations [44, [55] [56] [57] [58] , to solve group classification problem for numerous nonlinear partial differential equations. In this paper we extend the classical Lie-Ovsiannikov method based on equivalence transformations to the generalized nonlinear beam equation. We first carry out group classification of Equation (1) under the usual equivalence group. Then similar reductions of the classification models are performed and invariant solutions are also constructed. It is found that some similarity solutions are solutions with physical interest, including solitary wave solutions, triangular periodic wave solutions and rational solution.
The rest of paper is organized as follows. In Section 2, we derive the equivalence group and perform the group classification related to Equation (1), i.e., all possible Lie symmetries, which this equation can admit depending on the form the functions K, D and F, are found. In Section 3, the symmetry reductions and some exact solutions are constructed for particular case of Equation (1) that are likely to be useful in applications. Section 4 some concluding remarks are reported.
Lie Symmetry Classification
Background and procedures of the modern Lie group theory are well described in literature [21, 22, 35, 37, 50, 59] . Without going into the details of the theory, we present only the results below.
Let
be a vector field or infinitesimal operator on the space of independent and dependent variables t, x, u. A local group of transformations G is a symmetry group of Equation (1) if and only if
for every generator of G, where pr (4) v is the fourth-order prolongation of v (Here we do not write the explicit prolongation formulas to avoid tediousness, one can see the book [59] or the paper [54] for details). Expanding Equation (6) we get
which must be satisfied whenever Equation (1) is satisfied. Substituting the formulae of φ tt , φ x , φ xx , φ xxx and φ xxxx into Equation (1) we get an equation of t, x, u and the derivatives of τ, ξ, φ, u. Replacing u tt by the right side of Equation (1) whenever it occurs, and equating the coefficients of the various independent monomials in the partial derivatives of u to zero, we obtain the determining equations
Investigating the compatibility of system Equation (8) we find that the last two equations of system Equation (8) are two identities (substituting the third, the fourth and the seventh equations of system Equation (8) into the last two one can yield this conclusion). Furthermore, with the aid of K(u) = 0, the second equation and the derivative of the third equation with respect to x imply that ξ xx = 2φ xu . Thus, the determining Equation (8) is reduced to
The first two equations of system Equation (9) do not contain arbitrary elements. Integration of them yields
Thus, group classification of Equation (1) reduces to solving the rest equations of of system Equation (9) .
Splitting the rest of the system Equation (9) with respect to the arbitrary elements and their non-vanishing derivatives gives the equations τ t = 0, ξ x = 0, φ = 0 for the coefficients of the operators from A ker of Equation (1). As a result, we obtain the following assertion.
Proposition 1. The Lie algebra of the kernel of principal groups of Equation
In order to make the classification as simple as possible, we next look for equivalence transformations of class Equation (1), and then solve system Equation (9) under these transformations (Here we do not give detailed statements about equivalence transformation to avoid tediousness, one can see the book [21] or the paper [54] for details). An equivalence transformation is a nondegenerate change of the variables t, x and u taking any equation of the form Equation (1) into an equation of the same form, generally speaking, with different K(u), D(u) and F(u). The set of all equivalence transformations forms the equivalence group G ∼ . To find the connected component of the unity of G ∼ , we have to investigate Lie symmetries of the system that consists of Equation (1) and some additional conditions, i.e.,
That is to say we must seek for an operator of the Lie algebra A ∼ of G ∼ in the form
Here u and K, D, F are considered as different variables: u is on the space (t, x) and K, D, F is on the extended space (t, x, u). The coordinates τ, ξ, φ of the operator Equation (12) are sought as functions of t, x, u while the coordinates π, ρ, θ are sought as functions of t, x, u and K, D, F. Applying
to Equation (11) we get the infinitesimal criterion
which must be satisfied whenever Equation (11) is satisfied. Substituting the formulae of φ tt , φ x , φ xx ,
, and θ t into Equation (13) we get equations of t, x, u, f , and the partial derivatives of ξ, τ, φ, π, ρ, θ. Replacing u tt , K x , K t , D x , D t , F x , and F t by the right hand side of Equation (11) whenever they occur, and equating the coefficients of various independent monomials to zero, we obtain
which can be reduced to
where c 1 , c 2 , c 3 , c 4 , c 5 and c 6 are arbitrary constants. Thus the Lie algebra of G ∼ for class Equation (11) is
Continuous equivalence transformations of class Equation (11) are generated by the operators from A ∼ . In fact, G ∼ contains the following continuous transformations:
where ε 1 , ε 2 , . . . , ε 6 are arbitrary constants.
Solve the system of determining Equation (9) under the above equivalence group G ∼ , we can obtain sixteen inequivalent equations of class Equation (1) with respect to the transformations from G ∼ .
Theorem 1.
A complete set of G ∼ -inequivalent extensions of A max = A ker for Equation (1) is exhausted by ones given in Table 1 . Table 1 . Group classification of class Equation (1) .
Here, for Case 16, d, f can not be zero simultaneously.
Proof.
To obtain the classification result we need to solve the system Equation (9) using the compatibility method [49, 50] . The basic idea of this method is based on the fact that the substitution of the coefficients of any operator from A max \ A ker into the classifying equations results in nonidentity equations for arbitrary elements (see [49, 50] for more details and exhaustive examples of applications). In our case the procedure of looking for the possible cases mostly depends on the fifth equation of system Equation (9) . For any symmetry operator, equations φK u + 2(τ t − 2ξ x )K = 0 give some equations on K of the general form (au
where a, b and c are constants. For all operators from A max the number k of such independent equations is not greater than 2; otherwise they form an incompatible system on K. k is an invariant value for the transformations from G ∼ . Therefore, there exist three inequivalent cases for the value of k:
Therefore, to complete the classification we have to consider all possible cases of the values of K(u). We attempted to present our calculations in reasonable detail so that verification would be feasible. Case 1: k = 0. In this case, the fifth equation of system Equation (9) imply that φ = 0 and τ t − 2ξ x = 0. With this condition, the system Equation (9) can be reduced to
If D = 0 or F = 0, which is corresponding to the Case 1. If D = F = 0, we immediately arrive at Case 2 of Table 1 from system Equation (15). Case 2: k = 1. Here K ∈ {e µu , u µ , µ = 0} modĜ ∼ and there exists v ∈ A max with φ = 0, otherwise there is no additional extension of the maximal Lie invariance algebra in comparison with the case k = 0. Case 2.1: Let us investigate the first possibility K = e µu . In this case, the third equation and the fourth equation imply φ xu = 0, ξ xx = 0. Thus, from the fifth equation of system Equation (9), we can get φ x K u = 0, which implies φ x = 0, and thus leads to α(x) = c 3 , φ 0 (t, x) = φ 0 (t), where c 3 is a constant. Furthermore, substituting K = e µu into the fifth equation of system Equation (9) and using Equation (10), we can obtain φ 1 = 0, µφ 0 + 2(τ t − 2ξ x ) = 0, and thus leads to 1 2 τ t + c 3 = 0, φ 0 t = 0. Therefore, the system Equation (9) can be reduced to
where c 4 is a constant. From the last two equations of system Equation (16), we can obtain D = de νu and F = f e γu mod G ∼ , where d, f are two arbitrary constants. Substituting them into the system Equation (16) we can obtain
The last two equations of the above system are two classifying conditions, which can be decomposed into four cases:
(i) For this case the system Equation (17) can be reduced to
Solving this system, we can obtain τ = −2c 3 t + c 1 , ξ = ( (ii) For d = 0, f = 0, the system Equation (17) can be reduced to (iii) When d = 0, f = 0, the system Equation (17) can be reduced to
Solving the above system, we can obtain γ = 2ν − µ, c 3 = (iv) For d = 0, f = 0, the system Equation (17) can be reduced to µφ xu u µ−1 = 0, thus we have φ xu = 0. Then, from the fourth equation and the fifth equation we can obtain ξ xx = 0, φ x = 0, which implies α(x) = c 3 , φ 0 (t, x) = φ 0 (t), ξ(x) = c 1 x + c 2 , and thus the system Equation (9) can be reduced to
The second and the third equations of system Equation (18) implies
Thus we have φ 0 (t) = 0, and there exist two cases: (I) τ tt = 0 or (II) τ tt = 0.
(I) For τ tt = 0, from system Equation (19) we have µ = −4, c 1 = −c 3 . Thus the system Equation (18) can be reduced to
Substituting the first equation of system Equation (20) into the second equation of system Equation (20) and then take the derivative for it with respect to the variable t, we have
Solving the first equation of the above system we can obtain D(u) = du −4 , where d is an arbitrary constant. Substituting it into the second equation of the system Equation (21), we can obtain a classifying condition dc 3 = 0, which imply there exist two cases: (i) c 3 = 0 or (ii) c 3 = 0.
(i) For c 3 = 0, we have c 1 = 0, and thus the last equations of system Equation (20) can be reduced to
which implies
= ω, where ω is a constant. When ω = 0, from Equation (22) we have 
Taking the derivative of Equation (23) with respect to the variable t, we have
When λ = 0, we have τ tttt = 0 and F(u) = f u −3 , where f is an arbitrary constant. Substituting F(u) = f u −3 into Equation (23), it can be reduced to
which implies τ ttt = 0 and f = 0. Then we can get τ = c 6 t 2 + c 5 t + c 4 , ξ = −c 3 x + c 2 , and thus φ = (c 6 t + c 5 2 + c 3 )u, which is corresponding to Case 9. When λ = 0, we can get τ tttt = 0, and the Equation (23) can be separated into
From the second equation of Equation (24), we can get F(u) = f u, where f is an arbitrary constant. Substituting F(u) = f u into the first equation of Equation (24), we can obtain
, which is corresponding to Case 10. When f < 0, we can get τ = c 4 + c 5 sin
, which is corresponding to Case 11.
(II) τ tt = 0 implies τ t is a constant. Let 1 2 τ t + c 3 c, the system Equation (18) can be reduced to
As one can see, for any symmetry operator, equations φD u + 2(τ t − ξ x )D = 0 and φF u + (φ u − 2τ t )F = 0 give some equations (not greater than 2 each) on D and F of the general form
where c, r and s are constants. Solving this system, we can obtain D = du ν and F = f u γ mod G ∼ , where d, f are two arbitrary constants. Substituting them into the system Equation (25) we can get
(i) For this case, the system Equation (26) can be reduced to
Solving the above system, we can obtain τ = (2c 1 − µ 2 c)t + c 0 , ξ = c 1 x + c 2 , φ = cu, which is corresponding to Case 12.
(ii) When d = 0, f = 0, the system Equation (26) can be reduced to cx + c 2 , φ = cu, which is corresponding to Case 13.
(iii) For d = 0, f = 0, the system Equation (26) can be reduced to
Solving the above system, we can obtain
which is corresponding to Case 14.
(iv) When d = 0, f = 0, the system Equation (26) can be reduced to
from which we can obtain τ = µ−2ν
Case 3: k = 2. The assumption of two independent equations of form of the fifth equation of system Equation (9) for K yields K = const, i.e. K = 1 mod G ∼ . From the fifth equation of system Equation (9) we have τ t = 2ξ x . Thus, we can get τ tt = 0, ξ xx = 0, φ tu = φ xu = 0, which implies system Equation (9) can be reduced to
In a way similar to the proof in case 2.2, from the fourth equation of system Equation (27) we obtain the following different values of D(u):
Furthermore, taking derivative of the last equation of system Equation (27) with respect to u, we can get φF uu + 2τ t F u = 0, which give some equations (not greater than 3) on F of the general form (mu + n)F uu + wF u = 0, for any symmetry operator, where m, n and w are constants. Solving this equation up to G ∼ , we obtain the following different values of F(u): F(u) = f e γu , or f u γ ( f = 0, γ = 0), or f ln u mod G ∼ . Therefore, to complete the classification we have to consider all possible combinations of the values of D(u) and F(u). Substituting all the different combinations of D(u) and K(u) to the system Equation (27), we can find three nontrivial inequivalent combinations:
(I) For the first combination, substituting D(u) = de νu (d = 0, ν = 0) into the fourth equation of the system Equation (27), we can obtain
Thus we have φ = cu + c 3 , and the system Equation (27) can be reduced to
The above system implies τ = −c 3 νt + c 1 , ξ = − 
The above system implies τ = −cνt + c 1 , ξ = − (III) For the last combination, substituting them into the original system Equation (27), we can obtain
The fifth equation of the above system is a classifying condition, which leads to two cases: 
which is corresponding to Case 16.
Symmetry Reduction and Exact Solutions
The Lie symmetry operators in the Table 1 found as a result of the group classification problem can be applied to construction exact solutions of the corresponding equations by means of symmetry reduction. The method of symmetry reduction with respect to subalgebras of Lie invariance algebras is well-known and quite algorithmic to use in most cases, we refer to the standard textbooks on the subject [21, 59] . Below, we perform symmetry reduction for one classification model. We consider Equation (1) with the fixed values of the parameter-functions K = u µ , D = u ν and F = u 1−µ+2ν , i.e.,
where µ, ν are two arbitrary constants. As shown in case 14 with d = f = 1 of the Table 1 , the Equation (29) admits the three-dimensional Lie invariance algebra g generated by the operators
which is equivalent to
Because these operators satisfy the commutation relations
and thus the corresponding symmetry algebra g is a realization of the algebra A α 3,5 [60] , where 0 < | µ−ν µ−2ν | < 1. A complete list of inequivalent non-zero one-dimensional subalgebras of g is exhausted by the algebras [60] 
where α = ±1. Lie reduction of Equation (29) to ordinary differential equations (ODEs) can be made with the one-dimensional subalgebra Q 1 , Q 2 , Q 3 and Q 1 + αQ 2 . The associated ansatz and the reduced ODEs are listed in Table 2 . Table 2 . Reduced ODEs for Equation (29) (α = ±1). Solving the reduced ODEs in Table 2 , we can obtain some exact solutions of the corresponding Equation (29) by using ansatz. For example, solving the ODE corresponding to the case 4 of Table 2 with µ = −1, ν = −1 by using the extended tanh function method [61, 62] , we can obtain the following exact travelling wave solutions for the nonlinear beam-like Equation (29) Case 3. Traingular periodic wave solutions:
where R > 0.
Conclusions and Discussion
In this paper we present a complete group classification of the generalized nonlinear beam Equation (1) by using the classical Lie-Ovsiannikov method based on equivalence transformations. The main results on classification are collected in Table 1 where we list sixteen inequivalent cases of extensions with the corresponding Lie invariance algebras. It should be noted that the right-hand side of Equation (1) is exactly the same as the generalized thin film Equation (1.1) in [58] . Compare the classification results of Equation (1.1) in [58] , we know that the generalized nonlinear beam Equation (1) have more inequivalent classification cases than the generalized thin film equation (eight cases). Furthermore, the maximal extension of Lie invariance algebra for the generalized nonlinear beam Equation (1) is five dimension, while for the generalized thin film equation it is four dimension. Therefore, the classification results of the two equations are different.
For one classification models from the list we perform corresponding Lie symmetry reduction which are presented in Table 2 . This enabled to obtain some exact solutions for the equation under consideration, including solitary wave solutions, triangular periodic wave solutions and rational solutions. These results may lead to further applications in physics and engineering such as tests in numerical solutions of Equation (1) and as trial functions for application of variational approach in the analysis of different perturbed versions of Equation (1) . Other topics including nonclassical symmetry, non-Lie exact solutions and physical applications of class Equation (1) will be studied in subsequent publication.
