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4 Examples of Asymptotic ℓ1
Banach spaces
by
S. A. Argyros and I. Deliyanni
Athens − Herakleion, Greece
ABSTRACT
Two examples of asymptotic ℓ1 Banach spaces are given. The first,
Xu, has an unconditional basis and is arbitrarily distortable. The sec-
ond, X, does not contain any unconditional basic sequence. Both are
spaces of the type of Tsirelson. We thus answer a question raised by
W.T.Gowers.
Introduction
The first example of an arbitrarily distortable Banach space was con-
structed by Th. Schlumprecht in [Schl]. Schlumprecht’s space was the start-
ing point for the construction by W.T. Gowers and B. Maurey of a Banach
space not containing an unconditional basic sequence (u.b.s.) [G-M] and for
the examples, due to W.T. Gowers, of a Banach space not containing ℓ1,
c0 or a reflexive subspace [G1] and of a space without u.b.s. but with an
asymptotically unconditional basis [G2].
A rapid development of the theory of Banach spaces followed the examples
of Schlumprecht and Gowers - Maurey. We mention some results.
The notion of a hereditarily indecomposable Banach space was introduced
in [G-M] and a new dichotomy property for Banach spaces regarding this
notion was proved by Gowers [G3]. The remarkable solution of the distortion
problem for ℓp, (1 < p < ∞) by E. Odell and Th. Schlumprecht also makes
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use of Schlumprecht’s space. Finally these results led to a new interest in
the asymptotic structure of Banach spaces [Mi-To], [Ma-Mi-To].
The examples we give in the present paper have as starting point Tsirel-
son’s celebrated example of the reflexive Banach space T not containing any
ℓp. We recall, following T. Figiel and W. Johnson [F-J] the definition of
Tsirelson’s norm. Let 0 < θ < 1. On c00 (the space of finitely supported
sequences) we define implicitly the norm ‖ · ‖T by
‖x‖T = max
{
‖x‖∞, sup θ
n∑
i=1
‖Eix‖T
}
,
where the “ sup′′ is taken over all families {E1, E2, . . . , Ek} of finite subsets
of N such that n ≤ E1 < E2 < · · · < En. Tsirelson’s space is an asymptotic
ℓ1 space. We recall the definition of this notion, introduced in [Mi-To].
A Banach space with a normalized basis {ek}∞k=1 is asymptotic ℓp if there
exists a constant C such that for every n there exists N = N(n) such
that every sequence (xi)
n
i=1 of successive normalized blocks of {ek}
∞
k=1 with
N < supp x1 < supp x2 < · · · < supp xn is C-equivalent to the canonical
basis of ℓnp .
We consider the following generalization of Tsirelson’s example. Let M
be a family of finite subsets of N closed in the topology of pointwise con-
vergence. A finite sequence {Ei}
n
i=1 of finite subsets of N is said to be M-
admissible if there exists a set F = {k1, . . . , kn} ∈ M such that
k1 ≤ E1 < k2 ≤ E2 < · · · kn ≤ En.
Let 0 < θ < 1. The Tsirelson type Banach space T [M, θ] is the completion
of c00 under the norm ‖ · ‖M,θ which is defined by the following implicit
equation:
‖x‖M,θ = max
{
‖x‖∞, sup θ
n∑
i=1
‖Eix‖M,θ
}
,
where the “ sup′′ is taken over all n and allM-admissible sequences {Ei}ni=1.
It is clear that Tsirelson’s original space is T [S, θ] where S is the Schreier
family defined by
S = {F : F ⊂ N,#F ≤ minF}.
Consider An = {F : F ⊂ N,#F ≤ n}. S. Bellenot, [B], has proved the
following result: For every 1 < p < ∞ and n ≥ 2 there exists 0 < θ < 1
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such that T [An, θ] is isomorphic to ℓp. The spaces T [F ξ, θ] ( the families F ξ,
ξ < ω1 are defined below) were introduced by the first author in order to
prove the following result: For every ξ < ω1 there exists a reflexive Banach
space Tξ such that every infinite dimensional subspace of Tξ has Szlenk index
greater than ξ (preprint, 1987). The general spaces T [M, θ] were defined in
[Ar-D].
The examples we present here are defined using “mixed Tsirelson’s norms”.
These norms are defined by sequences {Mn}
∞
n=1 and {θn}
∞
n=1 such that each
Mn is a family of finite subsets of N closed in the topology of pointwise
convergence and 0 < θn < 1, limn→∞ θn = 0. The norm in the space
T [(Mn, θn)∞n=1] is defined by
‖x‖ = max
{
‖x‖∞, sup
k
{
θk sup
n∑
i=1
‖Eix‖
}}
,
where the inner ‘ sup′ is taken over all n and all Mk-admissible families
(E1, . . . , En). It is easy to see that if the Schreier family S is contained
in one of the families Mn then the space T [(Mn, θn)∞n=0] is asymptotic-ℓ
1.
Our first space, Xu, is a space of the form T [(Mn, θn)∞n=0] for appropriate
sequences (Mn)∞n=1 and (θn)
∞
n=1. Xu has an unconditional basis and is arbi-
trarily distortable. The second space, X , does not contain any unconditional
basic sequence. In fact it is hereditarily indecomposable. X is constructed
via Xu in a way similar to the one used in [G-M] to pass from Schlumprecht’s
space to the Gowers-Maurey space. The basic idea for this comes from the
fundamental construction by Maurey and Rosenthal [M-R] of a weakly null
sequence without unconditional basic subsequence.
Although our approach is different from that of Sclumprecht, Gowers and
Maurey, it seems that the ingredients needed for the proofs are similar. So,
for example, the normalized (ǫ, j)-special convex combinations correspond
to ℓ1N vectors and the rapidly increasing (ǫ, j)-s.c.c.’s correspond to sums of
rapidly increasing sequences.
3
1 Preliminaries
(a) Generalized Schreier families
The Schreier family S is the set of all finite subsets of N satisfying the
property #A ≤ minA. It is easy to see that this family is closed in the
topology of pointwise convergence.
1.1 Definition. Given M,N , families of finite subsets of N which are
closed in the topology of pointwise convergence, the M operation on N is
defined as
M[N ] =
{
F ⊂ N : F =
s⋃
i=1
Fi, s ∈ N, m1 ≤ F1 < m2 ≤ F2 < · · · < ms ≤ Fs
Fi ∈ N , i = 1, . . . , s and {m1, . . . , ms} ∈ M
}
.
M[N ] is a family of finite subsets of N which is closed in the topology of
pointwise convergence.
1.2 Definition. The generalized Schreier families {F ξ}ξ<ω1 are defined
as follows:
F0 = {{n} : n ∈ N},
F ξ+1 = S[F ξ].
For ξ a limit ordinal we let {ξn}
∞
n=1 be a fixed sequence strictly increasing
to ξ and set
F ξ = {A ⊂ N : n ≤ minA and A ∈ F ξn} .
The families {F ξ}ξ<ω1 have been introduced in [Al-Ar].
Remark. It is easy to see that for ξ1, ξ2 there exist ξ < ω1 such that
F ξ1 [F ξ2 ] ⊂ F ξ. In particular, for m,n ∈ N, Fn[Fm] = Fn+m.
(b) Tsirelson type spaces
In [Ar-D] a space T [M, θ] has been defined, whereM is a family of finite
subsets of N closed in the topology of pointwise convergence and θ a real
number with 0 < θ < 1.
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We recall that definition. Given M as above, a family (E1, . . . , En) of
succesive finite subsets of N is said to be M-addmissible if there exists a set
A = {m1, . . . , mn} ∈ M such that m1 ≤ E1 < m2 ≤ E2 < · · · < mn ≤
En. The norm on the space T [M, θ] is defined implicitly by the formula
‖x‖ = max{‖x‖∞, θ sup
∑n
i=1 ‖Eix‖}, where the ‘sup’ is taken over all n and
all M-admissible (E1, . . . , En).
It is known that if the Cantor-Bendixson index of M is greater than ω,
then the space T [M, θ] is reflexive. In 1.3 we prove a somewhat more general
result.
(c) Mixed Tsirelson norms
Let {Mk}∞k=1 be families of finite subsets of N such that for each k:
(a) Mk is closed in the topology of pointwise convergence.
(b) Mk is adequate, i.e. if A ∈M and B ⊂ A then B ∈Mk.
(c) The Cantor - Bendixson index of Mk is greater than ω.
Let {θk}∞k=1 be a sequence of positive reals with each θk < 1 and lim θk = 0.
Then the mixed Tsirelson norm defined by (Mk, θk)
∞
k=1 is given by the im-
plicit relation
‖x‖ = max
{
‖x‖∞, sup
k
{
θk sup
n∑
i=1
‖Eix‖
}}
,
where the inside “ sup′′ is taken over all Mk-admissible families E1, . . . , En.
The Banach space defined by this norm is denoted by T [(Mk, θk)
∞
k=1].
1.3 Proposition. The spaceX = T [(Mk, θk)∞k=1] is reflexive and {en}
∞
n=1
is an 1-unconditional basis for X .
Proof. The proof is similar to the original proof of Tsirelson in [T]. We
first give an alternative definition of the norm of X .
We define inductively the following sets:
K0 = {λen : n ∈ N, |λ| ≤ 1}.
Given Ks,
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Ks+1 = Ks ∪
{
θk(f1 + · · ·+ fd}) : k ∈ N, d ∈ N, fi ∈ Ks, i = 1, . . . , d,
supp f1 < supp f2 < · · · < supp fd and the set {supp f1, . . . , supp fd} is Mk-
admissible
}
.
Finally, we set
K =
∞⋃
s=0
Ks
and for x ∈ c00 we define
‖x‖ = sup
f∈K
< x, f > .
Then X is the completion of (c00, ‖ · ‖). It is easy to see that {en}
∞
n=1 is a
1-unconditional basis for X .
To show that X is reflexive, we have to show that the basis {en}∞n=1 is
shrinking and boundedly complete.
(a) {en}∞n=1 is a shrinking basis for X .
Let θ = maxk θk < 1. For f ∈ X
∗ and m ∈ N, denote by Qm(f) the
restriction of f to the space generated by {ek}k≥m. It suffices to prove the
following: For every f ∈ BX∗ there is m ∈ N such that Qm(f) ∈ θBX∗ .
Recall that BX∗ = co(K) where the closure is in the topology of pointwise
convergence. We shall first prove the following:
Claim. For every f ∈ K there is m such that Qm(f) ∈ θK.
So, let f ∈ K and let {fn}∞n=1 be a sequence in K converging pointwise
to f .
If fn ∈ K0 for an infinite number of n, we have nothing to prove. So
suppose that for every n there are kn ∈ N, a set {mn1 , . . . , m
n
dn
} ∈ Mkn and
vectors fi ∈ K, i = 1, . . . , dn such that mn1 ≤ supp f
n
1 < m
n
2 ≤ supp f
n
2 <
· · · < mndn ≤ supp f
n
dn
. If there is a subsequence of θkn converging to 0, then
f = 0. So we may suppose that there is a k such that kn = k for all n, i.e.
θkn = θk and {m
n
1 , . . . , m
n
k} ∈ Mk.
Since Mk is compact, substituting fn with a subsequence we get that
there is a set {m1, . . . , md} ∈ Mk such that the sequence of indicator func-
tions of the sets {mn1 , . . . , m
n
dn
} converges to the indicator function
of {m1, . . . , md}. So, for large n, mni = mi, i = 1, . . . , d, and m
n
d+1 → ∞ as
n→∞.
Passing to a further subsequence of (fn)∞n=1, we get that there exist fi ∈ K,
i = 1, . . . , d with supp fi ⊂ [mi, mi+1), i = 1, . . . , d − 1 and supp fd ⊂
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[md,∞) such that fnj → fj pointwise for j = 1, . . . , d. We conclude that
f = θk(f1 + · · ·+ fd), so Qmd(f) = θkfd ∈ θK.
The proof of the claim is complete. In particular we get that K is a
weakly compact subset of c0.
By standard arguments we can now pass to the case of BX∗ = co(K).
(b) {en}∞n=1 is a boundedly complete basis for X .
Suppose on the contrary that there exist ǫ > 0 and a block sequence
{xi}∞i=1 of {en}
∞
n=1 such that ‖
∑∞
i=1 xi‖ ≤ 1 while ‖xi‖ ≥ ǫ for i = 1, 2, . . ..
Choose n0 ∈ N such that n0θ1 >
1
ǫ
. Using the fact that the n0 + 1-
derivative set ofM1 is non-empty, one can choose a set {m1, . . . , mn0} ∈ M1
and a subset {xik}
n0
k=1 of {xi}
∞
i=1 such that
m1 ≤ supp xi1 < m2 ≤ supp xi2 < · · · < mn0 ≤ supp xin0 .
Then ∥∥∥∥∥
n0∑
k=1
xik
∥∥∥∥∥ ≥ θ1
n0∑
k=1
‖xik ≥ n0θ1 > 1,
a contradiction and the proof is complete.
(d) Special convex combinations
Next we prove a property of {Fn}
∞
n=1 which is important for our con-
structions.
1.4 Proposition. For every n ∈ N, ǫ > 0, there exists m > n such
that for every infinite subset D of N there exists a convex combination
x =
∑s
n=1 anekn with supp x ⊂ D, supp x ∈ Fm, {an}
s
n=1 is in decreasing
order and |x|n < ǫ, where | · |n denotes the norm of the space T
[
Fn,
1
2
]
.
We prove first the following
1.5 Lemma. For every n ≥ 2, ǫ > 0, D infinite subset of N, there exists
a convex combination x =
∑s
n=1 anekn such that
(i) supp x ⊂ D, supp x ∈ Fn
(ii) {an}sn=1 is in decreasing order
(iii) For every F in Fn−1 we have that
∑
n∈F an < ǫ.
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Proof. We prove it for n = 2. The general case is proved by induction
in a similar manner.
Choose n0 such that
1
n0
< ǫ2, n0 ∈ D. Set A1 = {n0} and choose A2 in
F1 such that A2 ⊂ D, A1 < A2, #A2 ≥
n0
ǫ2
. Similarly choose A3, . . . , An0. It
is easy to check that the convex combination
1
n0
n0∑
l=1
1
#Al
· χAl
is the desired vector. The proof is complete.
Proof of Proposition. Choose l such that 1
2l
< ǫ
2
and m such that
Fn[· · · [Fn] · · ·] (l-times) is contained in Fm−1.
Next choose, by the previous lemma, a convex combination satisfying (i),
(ii) and (iii) for the given D and ǫ
2
. We claim that this is the desired vector.
Indeed, choose any φ in the norming set K, as it is defined in the
proof of Proposition 1.3 for the space T
[
Fn,
1
2
]
. Notice that the set L ={
k ∈ Nr : |φ(x)| ≥
1
2l
}
is in Fm−1. To see this one proves that φ|L belongs
to K l and for every φ′ in K l, suppφ′ is in Fn[· · · [Fn] · · ·] (l-times), hence
indeed supp (φ|L) is in Fm−1. Therefore∣∣∣φ(x)∣∣∣ ≤ ∣∣∣(φ|L)(x)∣∣∣+ ∣∣∣(φ|Lc)(x)∣∣∣ ≤ ǫ
2
+
ǫ
2
= ǫ.
The proof is complete.
2 Definition of the space Xu
Choose {mj}∞j=0 such that m0 = 2, and mj > m
mj−1
j−1 . Inductively we choose
a family {Mj}∞j=0 such that eachMj is a family of finite subsets of N closed
in the topology of pointwise convergence.
We set M0 = F1.
Suppose that {Mj}nj=1 has been constructed so that it is increasing and
for every j there exists kj such that Mj ⊂ Fkj ⊂ Mj+1. Choose sn+1 such
that for ǫn+1 =
1
m4
n+2
, F sn+1 satisfies the assumptions of Proposition 1.4 for
Fkn , ǫn+1. Choose ln+1 such that
1
2ln+1
< 1
2mn+1
and set
Mn+1 = Fsn+1 [· · · [Fsn+1 ] · · ·], ln+1 times.
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The space
Xu = T

(Mj, 1
mj
)∞
j=0


is a reflexive Banach space with an unconditional basis.
For later use we need an explicit definition of the family of functionals
that define the norm on the space Xu.
We set K0j = {±en : n ∈ N}.
Assume that {Kni }
∞
i=0 have been defined. Then we set
Kn =
∞⋃
i=0
Kni
Kn+1j = K
n
j ∪

 1mj (f1 + · · ·+ fd) : {supp f1 < · · · < supp fd} is
Mj admissible and f1, . . . , fd belong to K
n
}
.
Set K = ∪∞n=0K
n. Then the norm ‖ · ‖ on Xu is
‖x‖ = sup {f(x) : f ∈ K} .
Notation For j = 0, 1, . . . we denote by Kj the set
Kj =
∞⋃
n=1
Knj .
We will need the following property of the families Mn which can be
easily proved by induction:
2.1 Lemma. Let n ∈ N and F = {s1 < s2 < · · · < sd} ⊂ N with
F ∈ Mn. If G = {t1 < t2 < · · · < tr} is such that r ≤ d and sp ≤ tp for
p = 1, 2, . . . , r, then G ∈Mn.
2.2 Notation. We denote by ‖·‖j the norm of the space T
[(
Mn,
1
mn
)j
n=0
]
and by ‖·‖∗j the corresponding dual norm. Notice that sinceMj is a subfamily
of Fkj , ‖x‖j ≤ |x|kj where | · |kj is the norm of T
[
Fkj ,
1
2
]
.
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2.3 Definition. Let m ∈ N, φ ∈ Km \Km−1. We call analysis of φ any
sequence {Ks(φ)}ms=0 of subsets of K such that:
1) For every s, Ks(φ) consists of successive elements of Ks and
∪f∈Ks(φ)supp f = suppφ.
2) If f belongs to Ks+1(φ) then either f ∈ Ks(φ) or there exists j and
f1, . . . , fd ∈ Ks(φ) with {supp f1 < · · · < supp fd} Mj-admissible and
such that f = 1
mj
(f1 + · · ·+ fd).
3) Km(φ) = {φ}.
Remark. Every φ ∈ K has an analysis. Also, if f1 ∈ F
s(φ), f2 ∈
F s+1(φ), then either supp f1 ⊂ supp f2 or supp f1 ∩ supp f2 = ∅
2.4 Definition. (a) Given φ ∈ Km \ Km−1 and {Ks(φ)}ms=0 a fixed
analysis of φ, then for a given finite block sequence {xk}lk=1 we set
sk =


max{s : 0 ≤ s < m and there are at least two f1, f2 ∈ F s(φ) such
that supp fi ∩ supp xk 6= ∅, i = 1, 2}
0 if #supp xk ≤ 1
(b) For k = 1, . . . , l, we define the initial and final part of xk with re-
spect to {Ks(φ)}ms=0, denoted by x
′
k and x
′′
k respectively, as follows: Let
{f ∈ F sk(φ) : supp f ∩ supp xk 6= ∅} = {f1, . . . , fd}, where supp f1 < · · · <
supp fd}. Then we set x′k = xk|supp f1, x
′′
k = xk| ∪
d
i=2 supp fi.
A. Estimates on the basis (en)n∈N
2.5 Definition. Given ǫ > 0, an (ǫ, j)-basic special convex combination
((ǫ, j)-s.c.c.) is an element of the form
∑
k∈F akek such that F ∈ Mj , ak ≥ 0,∑
k∈F ak = 1 and ‖
∑
k∈F akek‖j−1 < ǫ.
Remark. Proposition 1.4 and the definition of Mj guarantee the ex-
istence of (ǫ, j)-basic s.c.c.’s for ǫ = 1
m4
j+1
and with the additional property
that the coefficient (ak)k∈F are in decreasing order.
So, when referring to an (ǫ, j)-basic s.c.c.
∑
k∈F akek we will always mean
that the ak’s are in decreasing order.
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2.6 Proposition. For given j ∈ N, ǫ < 1
m3
j
and
∑
k∈F akek an (ǫ, j)-s.c.c.
we have that: For φ ∈ K
∣∣∣∣∣∣φ

∑
k∈F
akek


∣∣∣∣∣∣ ≤


1
ms
if φ ∈ Ks, s ≥ j
2
ms·mj
if φ ∈ Ks, s < j.
Proof: If s ≥ j then the estimate is obvious.
Assume that s < j and for some φ ∈ Ks, |φ(
∑
akek)| >
2
msmj
. Without
loss of generality we assume that φ(ek) ≥ 0 for all k. Then φ =
1
ms
(x∗1+ · · ·+
x∗d), where {supp x
∗
1 < · · · < supp x
∗
d} is Ms-admissible. We set
D =
{
k ∈ F :
d∑
i=1
x∗i (ek) >
1
mj
}
.
Then
∑
k∈D ak >
1
mj
. If not, then
(
∑d
i=1 x
∗
i )(
∑
k∈F akek) ≤ (
∑d
i=1 x
∗
i )(
∑
k∈D akek) + (
∑d
i=1 x
∗
i )(
∑
k 6∈D akek) ≤
2
mj
,
hence φ(
∑
k∈F akek) ≤
2
msmj
, a contradiction. Set y∗i = x
∗
i |D. Then it is easy
to see that
∥∥∥ 1
ms
(y∗1 + · · ·+ y
∗
d)
∥∥∥∗
j−1
≤ 1 and 1
ms
(y∗1 + · · · + y
∗
d) (
∑
k∈F akek) ≥
1
msm2
j
> 1
m3
j
, a contradiction and the proof is complete.
2.7 Remark. (a) It is easy to see that every (ǫ, j)-s.c.c. in Xu has norm
greater than or equal to 1
mj
. Therefore, for ǫ < 1
m3
j
, we get that the norm of
the (ǫ, j)-basic s.c.c. is exactly 1
mj
.
(b) It is crucial for the rest of the proof that for s < j, and x∗i ∈ K,
i = 1, . . . , d with {supp x∗i }
d
i=1 Ms-admiissible,
∣∣∣∣ 1ms (x∗1 + · · ·+ x∗d)
∣∣∣∣

∑
k∈F
akek

 ≤ 2
msmj
.
In other words, for the normalized vector mj
∑
k∈F akek we have that∣∣∣∣∣
d∑
i=1
x∗i
∣∣∣∣∣



mj(∑
k∈F
akek



 ≤ 2.
B. Estimates on block sequences
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2.8 Definition. (a) Given a normalized block sequence (xk)k∈N in Xu,
a convex combination
∑n
i=1 aixki is said to be an (ǫ, j)-s.c.c. if there exist
l1 < l2 < · · · ln such that supp xk1 ≤ l1 < supp xk2 ≤ l2 < · · · < supp xkn ≤ ln
and
∑n
i=1 aieli is an (ǫ, j)-basic s.c.c.
(b) An (ǫ, j)-s.c.c. is called normalized if ‖
∑n
i=1 aixki‖ ≥
1
2
.
2.9 Lemma. Let {xk}∞k=1 be a normalized block sequence in Xu and
j = 0, 1, 2, . . ., ǫ > 0, then there exists {yk}nk=1 a finite block sequence of
{xk}
∞
k=1 such that ‖yk‖ = 1 and a convex combination
∑
akyk is an (ǫ, j)-
s.c.c. with ‖
∑
akyk‖ >
1
2
.
Proof. Choose {y1k}
∞
k=1 successive blocks of {xk}
∞
k=1 such that each y
1
k
is an (ǫ, j)-s.c.c. of {xk}∞k=1 defined by an (ǫ, j)-basic s.c.c. z
1
k such that
supp z1k ∈ Fsj , k = 1, 2, . . .. If for some k0, ‖y
1
k‖ ≥
1
2
then we are done;
if not we consider the normalized block sequence x1k =
y1
k
‖y1
k
‖
and apply the
same procedure for {x1k}
∞
k=1 as we did for {xk}
∞
k=1. So we get {y
2
k}
∞
k=1, a
sequence of (ǫ, j)-s.c.c.’s such that each y2k is defined by a basic s.c.c. z
2
k
with supp z2k ∈ Fsj . If ‖y
2
k‖ ≤
1
2
then {supp xk : supp xk ⊂ supp y2k0} is
S[Fsj [Fsj ]]-admissible (so Mj-admissible), we get that
1
mj
≤
∥∥∥1
2
y2k0
∥∥∥ < 1
22
.
Repeating the procedure lj times, if we never get a y
i
k, 1 ≤ i ≤ lj , with
‖yik‖ ≥
1
2
, then we arrive at a y
lj
k0
such that {supp xk : supp xk ⊂ supp y
lj
k0
} is
S[Mj ]-admissible and
1
2mj
≤
1
2lj−1
∥∥∥yljk0
∥∥∥ < 1
2lj
,
a contradiction since 2mj < 2
lj and the proof is complete.
The way of proving the above result is similar to the one of Gowers and
Maurey [G-M] on the existence of ℓ1N -vectors.
2.10 Proposition. Let j ∈ N. Let {xk}nk=1 be a finite block sequence
of normalized vectors in Xu. Let {l1, . . . , ln} be such that supp xk1 ≤ l1 <
supp xk2 ≤ l2 < · · · < supp xkn ≤ ln and suppose that {l1, . . . , ln} ∈ Mj .
Then, for every q ≤ j and every φ ∈ Kq, there exists ψ ∈ co(Kq) such that
|φ(xk)| ≤ 2ψ(mjelk), k = 1, . . . , n.
Proof. Let q ≤ j and φ ∈ Kq. Assume that φ ∈ Km \ Km−1 for some
12
m ≥ 0 and let {Ks(φ)}ms=0 be an analysis of φ. Let x
′
k, x
′′
k be the initial and
final part of xk with respect to {Ks(φ)}ms=0.
We shall define ψ′, ψ′′ ∈ Kq such that for each k, |φ(x′k)| ≤ ψ
′(mjelk) and
|φ(x′′k)| ≤ ψ
′′(mjelk).
Construction of ψ′.
For f ∈ ∪ms=0K
s(φ), we set
Df = {k : supp φ ∩ supp x
′
k = supp f ∩ supp x
′
k} .
By induction on s = 0, . . . , m, we shall define for every f ∈ ∪ms=0K
s(φ) a
function gf with the following properties:
(a) gf is supported on {lk : k ∈ Df} .
(b) For k ∈ Df , |f(x′k| ≤ mjgf(elk)
(c) gf ∈ K. Moreover, if q ≤ j and f ∈ Kq, then gf ∈ Kq.
For s = 0, f = ±e∗m ∈ K
0(φ), Df 6= ∅ only if for some k, lk = m and
xk = elk . We then set gf = e
∗
lk
.
Let s > 0. Suppose that gf have been defined for all f ∈ ∪
s−1
t=0Kt(φ). Let
f = 1
mq
(f1 + · · ·+ fd) = Ks(φ) \Ks−1(φ), where fi ∈ Ks−1(φ), i = 1, . . . , d,
and {supp f1 < · · · < supp fd} is Mq-admissible. Let I = {i : 1 ≤ i ≤
d,Dfi 6= ∅}. Let T = Df \ ∪i∈IDfi.
Suppose first that q ≤ j. We set
gf =
1
mq

∑
i∈I
gfi +
∑
k∈T
e∗lk

 .
Property (a) is obvious. For (b) we have:
If k ∈ Dfi for some i ∈ I,
|f(x′k)| =
1
mq
|fi(x
′
k)| ≤
1
mq
gfi(mjelk) = gf(mjelk),
using the inductive hypothesis.
For k ∈ T we get
|f(x′k)| =
1
mq
∣∣∣∑ f ′i(xk)∣∣∣ ≤ 1 ≤ mjmq =
1
mq
e∗lk(mjelk) = gf(mjelk).
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To show that gf ∈ Kq, we need to show that the set {supp gfi : i ∈
I} ∪ {{lk} : k ∈ T} is Mq-admissible.
Let G = {t1 < t2 < · · · < tr} be an ordering of the set {lk : k ∈
T}∪{min{lk : k ∈ Dfi}, i ∈ I}. Let F = {s1 < s2 < · · · < sd} ∈ Mj be such
that s1 ≤ supp f1 < s2 ≤ supp f2 < · · · < sd ≤ supp fd. By the definition
of x′k, if k ∈ T there is fi ∈ {1, . . . , d} \ I such that supp fi ∩ supp x
′
k 6= ∅,
supp fi ∩ supp x′m = ∅ for all m 6= k. This shows that r ≤ d and sp ≤ tp for
all p ≤ r. Then by Lemma 2.1, G ∈Mq.
Suppose now that q > j. Then we set gf =
1
mj
(∑
i∈I gfi +
∑
k∈T e
∗
lk
)
.
Since {lr, . . . , lk} ∈ Mj, it is obvious that gf ∈ K.
Properties (a) and (b) are also easily checked.
The construction of ψ′′ is similar.
Finally, we set ψ = 1
2
(ψ′ + ψ′′).
2.11 Corollary. Let j ∈ N, 0 < ǫ < 1
m3
j
. Let
∑n
k=1 akxk be an (ǫ, j)-s.c.c.
Then, for q < j, φ ∈ Kq, |φ(
∑
akxk)| ≤
4
mq
.
Proof. Combine Propositions 2.5 and 2.10.
2.12 Definition. For j = 1, 2, . . ., ǫ > 0, a finite block sequence {yk}nk=1
is said to be an (ǫ, j)-rapidly increasing sequence if the following are satisfied:
(a) There exist {ak}nk=1 with ak ≥ 0,
∑
ak = 1 such that
∑n
k=1 akyk is an
(ǫ, j)-s.c.c.
(b) There exist j1, . . . , jn such that:
(i) j + 2 < 2j1 < · · · , < 2jn,
(ii) each yk is a normalized
(
1
m4
2jk
, 2jk
)
-s.c.c.
(iii) the ℓ1-norm of yk is dominated by
m2jk+1
m2jk+1−1
.
The convex combination y =
∑n
k=1 akyk, where {ak}
n
k=1 is as above, is
said to be an (ǫ, j)-rapidly increasing s.c.c.
2.13 Proposition. Let j ≥ 1. Let {yk}nk=1 be an (ǫ, j)-rapidly increasing
sequence and (li)
n
i=1 be such that supp y1 ≤ l1 < supp y2 ≤ l2 < · · · ≤ ln−1 <
14
supp yn ≤ ln and {l1, . . . , ln} ∈ Mj . Let jk be as in Definition 2.12. Then,
for every φ ∈ Kr there exists ψ ∈ co(K), such that for k = 1, . . . , n,
|φ(yk)| ≤ 8ψ(elk). Moreover,
if r < 2j1 or r > 2jn then ψ ∈ coKr,
if 2j1 ≤ r ≤ 2jn then ψ is of the form ψ =
1
2
ψ1 +
1
2
|φ(yk)|elk , where
ψ1 ∈ co(Kr−1).
Proof. The construction is similar to the one in the proof of Proposition
2.10.
Let φ ∈ Kr. Assume that φ ∈ Km \ Km−1 and let {Ks(φ)}ms=0 be an
analysis of φ. Let y′k and y
′′
k be the initial and final part of yk with respect
to {Ks(φ)}ms=0.
We shall define ψ′ and ψ′′ so that |φ(y′k)| ≤ 4ψ
′(elk) and |φ(y
′′
k)| ≤
4ψ′′(elk).
Construction of ψ′
For f ∈ ∪ms=0K
s(φ), we set
Df = {k : supp φ ∩ supp y
′
k = supp f ∩ supp y
′
k} .
By induction on s = 0, . . . , m, we shall define for every f ∈ ∪ms=0K
s(φ) a
function gf with the following properties:
a) gf is supported on {elk : k ∈ Df}
b) |f(y′k| ≤ 4gf(elk) for k ∈ Df .
c) gf ∈ K. Moreover, gf ∈ Kq, if q < 2j1.
gf =
1
2
ψ1 +
1
2
elk , with ψ1 ∈ Ks−1, lk 6∈ suppψ2.
Let s > 0. Suppose that gf have been defined for all f ∈ ∪
s−1
t=0K
t(φ). Let
f = 1
mq
(f1 + · · ·+ fd) ∈ Ks(φ) \Ks−1(φ),
Case 1. q < 2j1.
Let I = {i : 1 ≤ i ≤ d,Dfi 6= ∅} and T = Df \ ∪i∈IDfi. We set
gf =
1
mq

∑
i∈I
gfi +
∑
k∈T
e∗lk

 .
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Properties (a) and (b) for the case k ∈ ∪i∈IDfi follow easily from the induc-
tive assumption. For k ∈ T we get
|f(yk)| =
1
mq
∣∣∣∑ fi(yk)∣∣∣ ≤ 4
mq
≤ 4gf(elk),
by Corollary 2.11, since q < 2jk for all k.
The proof that gf ∈ Kq is as in the proof of Proposition 2.10 (Case q < j).
Case 2. q ≥ 2j1.
Let 1 ≤ t ≤ n be such that 2jt ≤ q < 2jt+1. We shall define g′f , g
′′
f , g
′′′
f
supported on {lk : k ≤ t− 1}, {lt} and {lk : k ≥ t + 1} respectively. Let
f ′ = f |
t−1⋃
k=1
supp y′k, f
′′ = f |supp y′t, f
′′′ = f |
n⋃
k=t+1
supp y′k.
Let
I ′ =
{
i : 1 ≤ i ≤ d, {k ≤ t− 1} ∩Dfi 6= ∅}
}
and T ′ = Df ′ \
⋃
i∈I′
Dfi
and define similarly I ′′′ and T ′′′. We set:
(i) g′f =
1
mq−1

∑
i∈I′
gfi +
∑
k∈K ′
e∗lk

 .
It is obvious that g′f ∈ Kq−1. Moreover, for k ≤ t− 1 we get:
If k ∈ ∪i∈I′Dfi, then |f
′(y′k)| ≤ 4gf(elk) by the inductive assumption.
If k ∈ T ′, then
|f ′(y′k)| =
1
mq
∣∣∣(∑ fi) (y′k)∣∣∣ ≤ 1mq ‖yk‖1
≤
m2jt
m2jt−1
·
1
mq
≤
mq
mq−1
·
1
mq
=
1
mq−1
= g′t(elk).
(ii) g′′f = |f(yt)| · e
∗
lt
.
(iii) g′′′f =
1
mq−1

∑
i∈I′′′
gfi +
∑
k∈K ′′′
e∗lk

 .
Then g′′′f ∈ Kq−1. For k ∈ ∪i∈I′′′Dfi, |f
′′′(y′k)| ≤ 4gf(elk) by the inductive
assumption. For k ∈ T ′′′ we get
|f ′′′(y′k)| =
1
mq
∣∣∣∑(fi)(y′k)∣∣∣ ≤ 4mq ≤
1
mq−1
= g′′′f (elk),
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using Corollary 2.11. Finally, we set
gf =
1
2
(
g′f + g
′′
f + g
′′′
f
)
.
This completes the proof for ψ′.
The construction of ψ′′ is similar.
Finally, ψ = 1
2
(ψ′ + ψ′′).
2.14 Proposition. Let
∑n
k=1 akyk be a
(
1
m4
j
, j
)
-rapidly increasing s.c.c.
Then for i = 0, 1, 2, . . ., φ in Ki, we have the following estimates:
(a) |φ(
∑n
k=1 akyk)| ≤
16
mimj
, if i < j,
(b) |φ(
∑n
k=1 akyk)| ≤
8
mi
, if j ≤ i < 2j1 or 2jn < i,
(c) |φ(
∑n
k=1 akyk)| ≤
4
mi−1
+ 4|ak0||φ(yk0)|, if 2jk0 ≤ i < 2jk0+1.
Proof. It follows easily from Proposition 2.5 and Lemma 2.13.
2.15 Corollary. If
∑n
k=1 akyk is a
(
1
m4j
, j
)
-rapidly increasing s.c.c. then
1
4mj
≤
∥∥∥∥∥
n∑
k=1
akyk
∥∥∥∥∥ ≤ 8mj .
2.16 Corollary. Xu is arbitrarily distortable.
Proof. Choose i0 arbitrarily large. Let
|||x||| =
1
mi0
‖x‖+ sup {φ(x) : φ ∈ Ki0} .
Let Y be a block subspace of Xu. Let j > i0. Using Lemma 2.9, we can
choose the following vectors in Y ,
y =
n∑
k=1
akyk, a
(
1
m4j
, j
)
rapidly increasing s.c.c.
z =
m∑
l=1
blzl, a
(
1
m4i0
, i0
)
rapidly increasing s.c.c.
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Then, by Corollary 2.14,
|||mjy||| ≤
8
mi0
+
16
mi0
=
24
mi0
while ‖mjy‖ ≥
1
4
,
|||mi0z||| ≥
1
4
while ‖mi0z‖ ≤ 8.
This completes the proof.
3 The space X
We turn now to defining the Banach space X not containing any uncon-
ditional basic sequence. The norm of the space is related to that of Xu
introduced in the previous section. Specifically, the norm will be defined by
a family {Lj}
∞
j=0 of subsets of c00 such that each Lj is contained in the set
Kj used in the definition of Xu. We consider the countable set
G =

(x∗1, x∗2, . . . , x∗k) : x∗i ∈
∞⋃
j=0
Kj, x
∗
1 < x
∗
2 < · · · < x
∗
k

 .
There exists a function Φ : G −→ {2j}∞j=0 one to one such that if (x
∗
1, . . . , x
∗
k)∈
G, x∗1 ∈ Kj1, . . . , x
∗
k ∈ Kjk , then
Φ ((x∗1, . . . , x
∗
k)) > max{j1, . . . , jk}.
For n = 0, 1, 2, . . .we define by induction sets {Lnj }
∞
j=0 such that L
n
j is a subset
of Knj and {L
n
j }
∞
n=0 is an increasing family. We set L
0
j = {±en : n = 1, 2, . . .}.
Suppose that {Lnj }
∞
j=0 have been defined and set
Ln+12j = ±L
n
2j ∪

 1m2j (x∗1 + · · ·+ x∗d) : xi ∈
∞⋃
j=0
Lnj , (supp x
∗
1, . . . , supp x
∗
d)
isM2j admissible

 ,
L′n+12j+1 = ±L
n
2j+1 ∪
{
1
m2j+1
(x∗1 + · · ·+ x
∗
d) : x
∗
1 ∈ L
n
2k, k > 2j + 1,
x∗i ∈ L
n
Φ(x∗
1
,...,x∗
i−1
) for 1 < i ≤ d and (supp x
∗
1, . . . , supp x
∗
d)
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isM2j+1 admissible
}
and
Ln+12j+1 =
{
Esx
∗ : x∗ ∈ L′n+12j+1, s ∈ N, Es = {s, s+ 1, . . .}
}
This completes the definition of Lnj , n = 0, 1, 2, . . ., j = 0, 1, 2, . . .. It is
obvious that each Lnj is a subset of the corresponding set K
n
j .
We set Lj = ∪∞n=0L
n
j and we consider the norm on c00 defined by the
family L = ∪∞j=0Lj . The space X is the completion of c00 under this norm.
It is easy to see that {en}∞n=1 is a bimonotone basis of X .
3.1 Remark. An alternative implicit definition of the norm of the space
X is the following. For x ∈ c00,
‖x‖=max

‖x‖0, sup

 1m2j
n∑
k=1
‖Ekx‖, j ∈ N, n ∈ N, {E1 < · · · < En} is
M2j admissible} , sup

|φ(x)| : φ ∈
∞⋃
j=1
L2j+1



 .
Hence, for j = 1, 2, . . . and for x1 < x2 < · · · , < xn in c00 such that
{supp x1, supp x2, . . . , supp xn} isM2j-admissible, we have that ‖
∑n
k=1 xk‖ ≥
1
m2j
∑n
k=1 ‖xk‖. This allows us to have the following result in the same manner
as Lemma 2.9.
3.2 Lemma. For j = 1, 2, . . . and every normalized block sequence
{xk}∞k=1 in X there exists {ys}
n
s=1 a finite block sequence of {xk}
∞
k=1 such
that
∑n
s=1 asys is a normalized
(
1
m4
j
, 2j
)
-s.c.c.
3.3 Proposition. Let
∑
akxk be an
(
1
m3
j
, j
)
-s.c.c. defined by an
(
1
m3
j
, j
)
-
basic s.c.c.
∑n
k=1 akelk . Then for every s ≤ j and φ in Ls there exists ψ in
Ks such that
φ
(
n∑
k=1
akxk
)
≤ 2ψ
(
n∑
k=1
akmjelk
)
.
The proof of this is similar to the proof of Proposition 2.10.
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3.4 Proposition. Let
∑n
k=1 akyk be a
(
1
m4j
, j
)
-rapidly increasing s.c.c.
in X . Then for i = I, φ ∈ Li, we have the following estimates:
(a) |φ(
∑k
n=1 akyk)| ≤
16
mimj
if i < j,
(b) |φ(
∑k
n=1 akyk)| ≤
8
mi
if j ≤ i < 2j1 or if i > 2jn,
(c) |φ(
∑k
n=1 akyk)| ≤
4
mi−1
+ 4|ak0||φ(yk0)| if 2jk0 ≤ i < 2jk0+1.
In particular, ‖
∑n
k=1 akyk‖ ≤
8
mj
.
This is proved similarly to Proposition 2.14.
3.5 Lemma. Let
∑n
k=1 akxk be an (ǫ, j)-s.c.c. and 2i < j. Then for
every ψ in Ki, ψ =
1
m2i
(x∗1 + · · ·+ x
∗
d) and every choice {akt}
s
t=1 such that
for every t = 1, . . . , s there exist τ1 < τ2 ≤ d so that x∗τ1(xkt) 6= 0 and
x∗τ2(xkt+1) 6= 0, we have
∑s
t=1 akt < m2i · ǫ.
Proof. Let
∑n
k=1 akelk be the (ǫ, j)-basic s.c.c. that defines the vector∑n
k=1 akxk. It is easy to check that the set (elkt )
s
t=1 is M2i-admissible, hence
1
m2i
s∑
t=1
akt ≤
∥∥∥∥∥
s∑
t=1
aktelkt
∥∥∥∥∥
2i
< ǫ
and the proof is complete.
3.6 Proposition. Let j > 100 and {j1, . . . , jn} be such that 2j + 1 <
j1 < j2 < · · · < jn in N. Suppose that {yk}nk=1, {θk}
n
k=1 are such that:
(i) Each yk is a
(
1
m4
2jk
, 2jk
)
-rapidly increasing s.c.c.
(ii) y∗k ∈ L2jk , y
∗
k(yk) ≥
1
2m2jk
, y∗k1(yk2) = 0 for k1 6= k2, y
∗
1 < y
∗
2 < · · · < y
∗
n.
(iii) 1
8
≤ θk ≤ 2 and y∗k(m2jkθkyk) = 1.
(iv) 2jk = Φ
(
y∗1, . . . , y
∗
k−1
)
, k = 2, . . . , n.
(v) There exists decreasing sequence {ak}nk=1 such that
∑n
k=1 akyk is(
1
m4
2j+2
, 2j + 1
)
-s.c.c.
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Let (ǫk)
n
k=1 be such that ǫk = 1 if k is even and ǫk = −1 if k is odd. It is
clear that ∣∣∣∣∣∣
k2∑
k=k1
ǫkakm2jkθky
∗
k(yk)
∣∣∣∣∣∣ ≤ ak1 ≤
1
m42j+2
.
Then ‖
∑
ǫkakm2jkyk‖ ≤
18
m2j+2
.
The proof is given in several steps. Our aim is to show that for every
φ ∈ ∪∞j=0Lj ,
φ
(∑
ǫkakm2jkθkyk
)
≤
18
m2j+2
.
3.7 Lemma. Let y be a
(
1
m4
2j
, 2j
)
-rapidly increasing s.c.c. and z∗1 , . . . , z
∗
d
be in L2j1 , . . . , L2j2 , respectively, such that 2jk 6= 2j for all k = 1, . . . , d and
(supp z1, . . . , supp zd) is Mi-admissible for some i < min{2j, 2ji, . . . , 2jd}.
Then
|z∗1 + · · ·+ z
∗
d(y)| <
d1∑
k=1
16
m2jkm2j
+
d∑
k=d1+1
8
m2jk−1
+
1
m22j
,
where j1 < · · · < jd1 < j < jd1+1 < · · · < jd.
Proof. Let y =
∑l
n=1 anxn be the expression of y as a rapidly increasing(
1
m4
2j
, 2j
)
-s.c.c. First we notice that for 1 ≤ k < d1, |z∗k(y)| ≤
16
m2jkm2j
and
for every d1 + 1 ≤ k ≤ d, |z∗k(y)| ≤
4
m2jk−1
+ 4ank |z
∗
k(xnk)|.
For n = 1, 2, . . . , l we set In = {k : nk = n}. Then |
∑
k∈In0
z∗k(y)| ≤∑
k∈In0
4
m2jk−1
+ 64an0 since |
∑
n∈In0
z∗k(y)| ≤ 16. Therefore
∣∣∣∣∣∣
d∑
k=d1+1
z∗k(y)
∣∣∣∣∣∣ ≤
l∑
n=1
∣∣∣∣∣∣
∑
k∈In
z∗k(y)
∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∑
k 6∈∪ln=1In
z∗k(y)
∣∣∣∣∣∣∣
≤
d∑
k=d1+1
4
m2j−1
+ 64
∑
k∈S
ank ,
where S ⊂ {d1 + 1, . . . , d} is such that for k1 6= k2 in S, nk1 6= nk2 and S is
maximal with this property. Observe that {supp xnk}k∈S is Mi-admissible.
Hence, by Lemma 3.5, we get that 16
∑
k∈S ank < 16mi ·
1
m4
2j
≤ 1
m2
2j
. This
completes the proof of the lemma.
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3.8 Proposition. Let yk be a
(
1
m4
2jk
, 2jk
)
-rapidly increasing s.c.c. for
k = 1, . . . , n andz∗s be in L2ts for s = 1, . . . , d. Suppose that 2j + 1 <
j1 < · · · < jn, 2j + 1 < t1 < · · · < td, {j1, . . . , jn} ∩ {t1, . . . , td} = ∅ and
(supp z∗1 , . . . , supp z
∗
d) is M2j+1-admissible.
Then
(
d∑
s=1
z∗s
)(
n∑
k=1
akm2jkyk
)
<
n∑
k=1
|ak|
1
m22j+2
.
Proof. It follows easily from Lemma 3.7.
3.9 Proposition. For every φ in L2j+1 we have
φ
(
n∑
k=1
ǫkakm2jkθkyk
)
≤
4
m22j+2
.
Proof. Let φ = 1
m2j+1
(x∗k1−1+ y
∗
k1
· · ·+ y∗k2 + z
∗
k2+1
+ · · ·+ z∗d) be in L2j+1.
Set w =
∑n
k=1 ǫkakm2jkθkyk. Then
|φ(w)| ≤
1
m2j+1
|(y∗k1 + · · ·+ y
∗
k2
)(w)|+ |x∗k1−1(w)|+ |(z
∗
k2+2 + · · ·+ z
∗
d)(w)|
< ak1 + ak1−1 +
1
m22j+2
+
2
m22j+2
<
4
m22j+2
.
3.10 Proposition. If i > 2j + 1 and φ is in Li, we have the following
φ
(
n∑
k=1
akm2jkyk
)
≤


∑n
k=1 |ak|
16
mi
if 2j + 1 < i < 2j1 or i > 2jn
4
∑n
k=1
|ak|
mi−2
+ 8|ak0| if 2jk0 ≤ i < 2jk0+1
.
Proof The case 2j + 1 < i < 2j1 follows from Proposition 3.4 (a), the
case 2jk0 ≤ i ≤ 2jk0+1 and i > 2jn from Proposition 3.4 (b) and (c) and the
fact that for i1 < i2,
mi1
mi2
< 1
mi2−1
.
3.11 Lemma. For every i < 2j + 1 and φ in Li we have
φ
(∑
ǫkakm2jkθkyk
)
≤
18
m2j+2
.
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Proof. Let {Ks(φ)}ms=0 be an analysis of the functional φ. We set
W =
{
k : ∃s > sk and fk ∈ Ks(φ) such that f =
1
2j+1
(
x∗t1−1 + y
∗
t1
+ · · ·+ y∗t2 + z
∗
t2+1 + · · ·+ z
∗
d
)
and t1 ≤ k ≤ t2
}
.
For every k inW we denote by fk the function f which witnesses the belong-
ingness of k in W and is such that if fk is in Ks(φ), s is the maximum level
where such an f occurs. We also denote by tk1, t
k
2 the corresponding t1, t2 of
the function fk. Observe that the family {[tk1, t
k
2]k∈W} defines a partition of
the set W . Therefore we write the above segments as {Tσ}wσ=1.
We set
S1 =
{
k : k ∈ W c and for every f ∈
m⋃
s=0
Ks(φ) with
supp φ ∩ supp yk = supp f ∩ supp yk 6= ∅ we have f ∈
⋃
i′≤2j
Li′


S2 =
{
k : k ∈ W for every f strictly extending fk, f is in ∪i′≤2j Li′
}
We set I1 = S1 ∪ S2.
Claim 1: There exists ψ with ‖ψ‖∗2j ≤ 1 such that
∣∣∣∣∣∣φ

∑
k∈I1
ǫkakm2jkθkyk


∣∣∣∣∣∣ ≤ ψ

∑
k∈S1
akelk + 2
w∑
σ=1
akσakσelkσ


≤ 64‖akelk‖2j <
1
m22j+2
,
where akσ = max{ak : k ∈ Tσ}.
Proof of the claim. We follow the same procedure as in the proof of
Proposition 2.10. For f in Ks(φ) we construct by induction a functional gf
with ‖gf‖∗2j ≤ 1 and such that
If Df = {k : k ∈ S1, s > sk} ∪ {kσ : f extends fkσ}.
Then
1) gf = 0 if Df = ∅
2) supp gf ⊂ {lk : k ∈ Df}
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3) |f(akm2jkθky
′
k)| ≤ 16gf(akelk) for k ∈ S1 ∩ Df (y
′
k is the innitial part
of yk),
|f(
∑
k∈Tσ ǫkakm2jkθkyk)| ≤ 2gf(akσelkσ ) if kσ ∈ Df , k = kσ.
Suppose that gf has been constructed for f in K
s′(φ) for all s′ < s.
Choose f in Ks(φ) \Ks
′
(φ) with Df 6= ∅. Then either i′ ≤ 2j or i′ = 2j + 1.
If i′ ≤ 2j, we observe that Df = ∪
d
t=1Dfi ∪ (Df ∩ S1), where
f = 1
mi′
(f1 + · · · + fd) and gf =
1
mi′
(
∑
t∈I gft +
∑
k∈T e
∗
lk
) with I and T
are as in Proposition 2.10. Therefore we conclude (as in Proposition 2.10)
that ‖gf‖∗2j ≤ 1. Now using the fact that i
′ ≤ 2j < 2jk we conclude that for
k ∈ T we get the inductive condition (3) for the function gf .
If i = 2j + 1 then f = fkσ , hence Df = {kσ}. Set gf = e
∗
lkσ
and
|f(
∑
k∈Tσ ǫkakm2jkθkyk)| = |f
∑
k∈Tσ ǫkakm2jky
∗
kθk(yk)| ≤ akσ .
The same proof works for the final parts {y′′k}k∈S1 and the proof of Claim
1 is complete.
We set
I2 =
{
k 6∈ W ∪ I1 and there exists s > sk, f in K
s(φ),
supp f ∩ supp yk = suppφ ∩ supp yk such that |f(m2jkθkyk)| ≤
16
m2j+2
}
.
I3 =
{
k ∈ W : there exists f ∈ ∪ms=1K
s(φ), f strictly extending fk and
f ∈ Li for some i ≥ 2j + 1
}
It is obvious that |f(
∑
k∈I2 ǫkakm2jkθkyk)| <
∑
k∈I2
2|ak |
m2j+2
.
Suppose now that k ∈ I3 and i = 2j + 1. Then f =
1
m2j+1
(f1 + · · ·+ fd)
and there exists ft with ft extending f
kσ and ft in L2st for some st > 2j+1.
Hence for k ∈ Tσ,
|f(akm2jkθkyk)| <
|fkσ(akm2jθkyk)|
m2st
<
2|ak|
m2j+2
.
Similarly, if f extends fkσ and f is in Li for i ≥ 2j + 2, we get that for
k ∈ Tσ,
|f(akm2jkθkyk)| ≤
|fkσ(akm2jkθkyk)|
mi
≤
|ak|
m2j+2
.
24
Hence
φ

∑
k∈I3
ǫkakm2jkyk

 ≤
∑
k∈I3 |ak|
m2j+2
.
Notice that W ⊂ I1 ∪ I3. We set I4 = {1, 2, . . . , n} \ I1 ∪ I2 ∪ I3.
It remains to estimate the quantity φ (
∑
k∈I4 ǫkakm2jkθkyk) . To this end,
we first make the following observations.
(i) If k0 ∈ I4, there exists f ∈ ∪s>skKs(φ) such that
supp f ∩ supp yk0 = supp φ ∩ supp yk0 f ∈ Li′ with 2jk0 ≤ i
′ < 2jk0+1
and
fi′(
∑
ǫkakm2jkθkyk)| ≤ 4
∑n
k=1
|ak|
mi′−2
+ 4|ak0| (Proposition 3.10).
Otherwise k is in I1 ∪ I2 ∪ I3.
(ii) If k ∈ I4 and f is as above, then for every s′ > s, f ′ ∈ Fs′(φ) such that
supp f ⊂ supp f ′ we have f ′ ∈ ∪i′≤2jLi′ . Otherwise k is in I2.
(iii) If k1, k2 are in I4, k1 6= k2 and f ∈ K
s(φ) is such that s > max{sk1 , sk2},
f ∈ Li′ for i′ ≥ 2j + 1 and f(yk1) 6= 0, then f(yk2) = 0. This happens
since any such f is pathological on only one yk, therefore, if f is different
than zero on both, then at least one does not belong to I4.
After this we prove the following
Claim 2:
∣∣∣∣∣∣φ

∑
k∈I4
ǫkakm2jkθkyk


∣∣∣∣∣∣ ≤ 16
∥∥∥∥∥∥
∑
k∈I3
akelk
∥∥∥∥∥∥
2j
.
Proof: For f ∈ Ks(φ) we define, as in Claim 1, the setDf and inductively
a functional gf in ∪i′≤2jKi′ . If f is in Ks(φ) and f ∈ Li′ for some i′ ≤ 2j
then we define gf as in Claim 1. If i
′ ≥ 2j + 1 then either Df = ∅ or
Df = {k}. This follows immediately from property (iii) of I4 mentioned
above. Therefore, setting gf =
1
mi′
e∗k, we easily check that the inductive
assumptions are satisfied. The proof of the claim is complete.
Hence
∣∣∣∣∣∣φ

∑
k∈I4
ǫkakm2jkθkyk


∣∣∣∣∣∣ <
1
m22j+2
The proof is complete.
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3.12 Proposition. Let (xk)k∈N, (wk)k∈N be two normalized block se-
quences in the spaceX . Then there exist {yn}dn=1, {y
∗
n}
d
n=1, {θn}
d
n=1, {αn}
d
n=1,
satisfying the assumptions of Proposition 3.6 and such that for n odd yn is
a block of (xk)k∈N while for n even yn is a block of (wk)k∈N.
Proof. Let j be given. We choose inductively a sequence {nl}∞l=1 ⊂ N
and vectors ul,A, vl,A ∈ X , u∗l,A, v
∗
l,A ∈ X
∗, l = 1, 2, . . ., A ⊂ {1, . . . , l − 1}
such that
(a) each ul,A is a block vector of (xk)k∈N and each vl,A is a block vector of
(wk)k∈N
(b) For every l = 1, 2, . . . and every A ⊂ {1, . . . , l−1 the vectors ul,A, u∗l,A, vl,A, v
∗
l,A
are supported inside (nl−1, nl].
(c) Each ul,A is a
(
1
m4
2s
, 2s
)
-rapidly increasing s.c.c., u∗l,A ∈ L2s and u
∗
l,A ≥
1
4m2s
where 2s > 2j + 1 if A = ∅ and 2s = φ(u∗l1,∅, u
∗
l2,A1
, . . . , u∗lk,Ak−1) if
A = {l1 < · · · < lk} and Ai = {l1, . . . , li}, i = 1, 2, . . . k − 1.
The analogous relations hold for vl,A, v
∗
l,A.
The inductive construction is straightforward.
Choose F ⊂ {nl}
∞
l=1, F = {nl1, . . . , nlk} such that a convex combination∑
nl∈F alenl is a
(
1
m2
2j+2
, 2j + 1
)
-basic s.c.c.
For i = 1, . . . , k − 1, set Ai = {l1, . . . , li}. Then it is easy to check that
the sequence
ul1,∅, vl2,A1, . . . , vlk,Ak−1
and the corresponding one in X∗ have the desired properties.
The following corollary is an immediate consequence of the previous
proposition.
3.13 Corollary. The Banach space X is Hereditarily Indecomposable
and hence it does not contain any unconditional basic sequence.
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