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ABSTRACT 
Conditions for a g-inverse to be a Pe-matrix are obtained in terms of bordered 
matrices. Some results are derived as corollary in the case of matrices of order n and 
rank n - 1. A sufficient condition is given for the Moore-Penrose inverse of I - T to 
be a &matrix, where T is the transition probability matrix of a Markov chain. 
1. INTRODUCTION 
its 
of 
A square matrix of real numbers is called a P-matrix (Po-matrix) if each of 
principal minors is positive (nonnegative). A matrix G is called a g-inverse 
A if 
AGA= A. 
G is called a reflexive g-inverse of A if 
AGA=A 
and 
GAG=G. 
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It is well known that for any square matrix A with range space R(A) and 
null space N(A) and for subspaces S and T of R” with R(A)@S = N(A) @T 
= R”, where @ denotes the direct sum of two subspaces, there exists a 
unique reflexive g-inverse of A, denoted by A& such that the null and range 
spaces of A, are S and T respectively. Conversely, if S and T are the null 
and range spaces of G, which is a reflexive q-inverse of A, then R(A) @S = 
N(A)@T = R” and G = As,. When the rank of A and the rank of A2 are the 
same, then there exists a reflexive g-inverse A& called the group inverse, 
with S = LV( A) and T = R(A). When S = [R(A)] ’ (where the symbol I 
denotes the orthogonal complement) and T = R(AT) (where Ar denotes the 
transpose of A), the reflexive g-inverse Acr is called the Moore-Penrose 
inverse of A. 
A Pa-matrix with nonpositive off-diagonal elements is called an M- 
matrix. Mohan, Neumann, and Ramamurthy [3] show that the group inverse 
(when it exists) of a singular M-matrix is a PO-matrix. They also show that the 
Moore-Penrose inverse of an irreducible M-matrix is a Pa-matrix. This result is 
generalized by Ramamurthy and Mohan [4] by showing that the Moore- 
Penrose inverse of an M-matrix of order n and rank n - 1 is a Pa-matrix. This 
paper extends the results of [3] and [4] by addressing itself to the following 
open questions raised in [3]. 
QUESTION 1.1. Find conditions on an n x n matrix A, and on subspaces 
S and T of R” with R(A)@S = iV(A)@T = R”, such that A& is a P,,-matrix. 
Beyond this question, one may consider when a square matrix admits a 
Pa-matrix as its g-inverse. 
QUESTION 1.2. When A is an n X n M-matrix of rank less than n - 1, is 
the Moore-Penrose inverse of A a Pa-matrix? 
Ramamurthy and Mohan [4] have given a partial answer to the first part 
of Question 1.1 by taking A to be a Pa-matrix. In this paper, in Section 3, an 
essentially complete answer is given to this question in terms of bordered 
matrices. In Section 4 we identify classes of matrices of order n and rank 
n - 1 which admit of P-matrices (Pa-matrices) as their (reflexive) g-inverses. 
In Section 5 a counterexample is given to show that the answer to 
Question 1.2 is in the negative. Also, a sufficient condition is given, under 
which Moore-Penrose inverse of an n X n M-matrix of rank less than n - 1 is 
a Pa-matrix. 
The approach in this paper is different from that of [3] and [4] and leads 
to several new results. 
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2. PRELIMINARIES 
If AER”‘~” (A is a real m X n matrix), the transpose of A is denoted by 
AT, the determinant of A by det A, and the adjoint of A by adj A. A vector 
x E R” is treated as a matrix in Rnxl. R(A) stands for the range of A, and 
N(A) for the null space of A. N denotes the set { 1,2,. . . , n }. For subsets 
Ii, Is of N, A,,,= represents the submatrix of A situated at the intersections of 
the rows and columns corresponding to the elements of Ji and Js respec- 
tively. A,, is written as A,. A,. denotes the submatrix of A constituted by 
the rows *corresponding to the elements of J. RT stands for the set of 
nonnegative vectors in R”, and R1 stands for the set of nonpositive vectors 
in R”. For x E R”, xi denotes the ith component of x. When a g-inverse of 
A E Rnx” is considered, it is assumed that A is singular. 
THEOREM 2.1. Let A E Rnx” be of rank r, and E, F E Rnxcner) be such 
thut 
R(A)@R(E) =R(AT)$R(F) =R”. (2.1) 
(i) the bordered matrix 
x= A E 
[ 1 F* 0 
is rwnsingulur; 
(ii) on43 hu.s 
x-l= G u 
[ 1 VT 0 ’ 
(2.2) 
(2.3) 
where G is a reflexive g-inverse of A with N(G)= R(E), N(G*)= 
R(F), R(U) = N(A), and R(V) = N(A*); 
(iii) G = A& where 
S=R(E) and T= [R(F)] I. (2.4) 
Proof. Proof of (i) and (ii) is available in [2]. Part (ii) implies that G is 
thereflexiveg-inversewithN(G)=R(E)andR(G)=[N(G*)]*=[R(F)]I, 
and hence (iii). 
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REMARK 2.1. We observe that the validity of Theorem 2.1 is indepen- 
dent of the choice of E and F as long as (2.1) is satisfied. So we Fan choose E 
and F such that det X > 0, for otherwise we can replace E by E, where k is 
obtained from E by multiplying one of its columns by - 1. 
THEOREM 2.2. Let C E Rmxm be nonsingu~r. Then for _l C { 1,2,. . . , nz } 
and./‘= {1,2 )...) m} -.J, 
det(C-‘),=detC,,(detC)P’. (2.5) 
See [6] for proof. 
THEOREM 2.3. Let A, E, F, U, and V be as defined in Theorem 2.1. For 
B E R(“-r)x(n-r) kt 
X(B)= iT ; . I 1 
Then 
(i) X(B) is non-singular, 
(ii) one has 
x-y B) = A, - UBVT U I VT 0’ 
where X-‘(B) =(X(B))-‘, 
(iii) (X-‘( B))N = A;T - UBVT is a g-inverse of A, and 
(iv) (X-‘(B)), is nonsingular iff B is nonsingular. 
Proof. (i) is implied by (ii); and (ii) can be verified by multiplication and 
comparison with the product of X and X-’ of (2.2) and (2.3). 
(iii): From Theorem 2.1 we have AU = 0 and V TA = 0; thus 
A(X-‘(B)),A = AA,A = A. Therefore, (X-‘(B)), is a g-inverse of A. 
(iv): From Theorem 2.2 it follows that det (X- ‘( B))N = 
(det B)det X-‘( B). Since X(B) is nonsingular and so det *-l(B) f 0, we see 
that (X- ‘( B))N is nonsingular iff B is nonsingular. 8 
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THEOREM 2.4. lf G is a g-inverse of A E Rnx” UT rank r, then there exist 
E, F E Rnxcner) and B E R(“-‘)x(“-‘) such that 
(i) the matrix 
y= A E 
[ 1 FT B 
is nonsingular, and 
(ii) G = (Y-l)N. 
Proof. Let I?, @ E Rnx(n-r) be such that R(A)@R(i)= R(AT)@R(6) 
= R”. If 
then from Theorem 2.1 we see that J? is nonsingular and e = (xI-l)N is a 
reflexive g-inverse of A. 
Now, (see for example [S]) any g-inverse G of A can be written, for 
suitable choices of K, L E R”‘“, as 
G=&+(Z-C?A)K+L(I-A& 
-j-l= e ri 
[ 1 0’ 0’
then by taking 
E=(Z-AL)& 
F = (I - ATKT)& 
B = e’( KAL - K - L)& 
we find (i) and (ii) are true because 
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n 
REMARK 2.2. It may be noted that Theorem 2.1, Theorem 2.2, Theorem 
2.3, and Theorem 2.4 hold for complex matrices also. 
Proof of the following result can be obtained from [l]. 
THEOREM 2.5. Let A E Rnx” and A = I - T, where T is the transition 
probability matrix of a time-homogeneous Markov chain. Then there exists a 
permutation matrix Z such that 
zAZT= 
B 11 0 . . . 0 0 
0 B, ... 0 0 
0 6 . . . Bik 0 
B k+l,l B k+1,2 ” ’ B k+l,k B k+l,k+l 
where Bii, i = 1,2,. . . , k, are irreducible singular M-matrices. 
3. MAIN RESULTS 
THEOREM 3.1. Let A E RnXn be of rank r. Then Acr is a P,-matrix iff 
for E, F E Rnx(“-‘) such that R(E) = S and R(F) = T I, 
Proof. Since R(A)$S= T@N(A) = R” implies that R(A)@R(E) = 
R(F) @R( AT) = R” which is the condition (2.1) in Theorem 2.1, we find that 
is nonsingular and hence (3.1) is well defined. From Theorem 2.1 we have 
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that 
A& = (X-l),. 
Now, applying Theorem 2.2 in respect of X and X-‘, we get 
det (A&), = det 
A,-J EN-J. 
(F,_,.)r 0 detX-’ 1 for J c N. (3.2) 
A& is a PO-matrix iff (A,), >, 0 for all J c N which is equivalent to the 
statement (3.1) by virtue of the equation (3.2). n 
REMARK 3.1. In Theorem 3.1, if E and F are chosen in accordance with 
Remark 2.1 so that det X > 0, then (3.1) can be restated as 
A, EJ. 
det (F,,)T o >,O forall JcN, 
i 1 (3 *3) 
which looks similar to the definition of a F’,-matrix. 
THEOREM 3.2. Let A, A& E, and F be as defined in Theorem 3.1. 
Then A;r is a PO-mutrix iff for evey nonnegative diagonal matrix D 
LAY :I is nonsingular. 
Proof. Necessity: Let A& be a P,,-matrix. If 
xc A E 
[ 1 FT 0 ’ 
then from Theorem 3.1, X is nonsingular and for J c N, 
AJ EJ. 
det (FJ.)T 0 [ 1 (detX)-‘20, (3.4) 
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We find that 
E 
T” 1 i (det X) -’ , (3.5) 
where di >, 0 is the ith diagonal element of D. Equation (3.5) combined with 
(3.4) proves that 
LAY :I is nonsingular. 
Sufficient y : Suppose A$ is not a I’,-matrix. Then there exists a J c N 
such that 
1 
(detX)-‘CO, (3.6) 
where 
xc A E 
[ 1 F= 0 ’ 
We note that (3.6) is well defined because X is nonsingular by definition. 
We can assume without loss of generality that _l = { 1,2,. . . , k } for some 
k E N. 
Let D(a) be the diagonal matrix of order n with the first k diagonal 
elements OL and rest of the elements zero. Let 
f(a) = det 
A+D(o) E 
FT 
o (det X) -l. 
I 
(3.7) 
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Then 
f(0) = 1. 
For large (Y, A, + aZ is nonsingular with det(A, + aZ) > 0 and 
f(e)=(detX)-‘det(A,+eZ) 
E N-J. 
0 I -F,?(A,+olZ)-‘E,, 
=(detX)-‘det(A,+aZ)det[Y-Z(e)], 
301 
(3.8) 
(3.9) 
where 
[ 
A 
y= (FNyT 
E N-J. 
0 1 
and 
Z(a) = P;(A, + (YZ) -lE,.. 
Each element of Z( CX) tends to 0 as (Y -+ 00, and so 
(detX))‘det[Y-Z(e)] -+(detX)-‘detY<O as (~--too. (3.10) 
Hence there exists an a0 > 0 such that 
fh) <o. (3.11) 
Since f(a) is a polynominal in (r in (Y and hence continuous, (3.8) and (3.11) 
show that there exists a 0 > 0 such that 
o<e<a, and f(d)= 0. 
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Taking D = D(e), we see that 
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[ AFf/ z] is singular. n 
REMARK 3.2. When A is a I’,-matrix, Theorem 3.2 can be reduced to the 
following: A& is a I’,-matrix iff for every diagonal positive matrix D, 
R((A+D)Asr)nS= (0). 
The above result is obtained in [4]. 
THEOREM 3.3. Let A E Rnx” be of rank r, and let E, F E R”x(“-‘) be 
such that 
R(A)@R(E) = R(AT)@R(F) = R”. 
Let 
B E R(“-r)x(n-‘) ad X(B) = iT i . 
[ I 
Then 
(i) X(B) is nonsingdar; 
(ii) (X-‘(B)), is a g-inverse ofA; 
(iii) (X- ‘( B))N is a PO-m&ix iff 
for 1 c N, 
The proof of the above 
2.2. 
[detX(B)] -r>O. 
theorem follows from Theorem 2.3 and Theorem 
REMAFGC 3.3. Since any g-inverse of A can be obtained by inverting a 
suitable bordered matrix X(B) as above (cf. Theorem 2.4), Theorem 3.3 gives 
a necessary and sufficient condition for the g-inverse to be a P,-matrix. 
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4. MATRICES OF ORDER n AND RANK n - 1 
Throughout this section A stands for a real n x n matrix of rank n - 1. 
Let X and rr E R” represent vectors spanning N(A) and N(A)r respectively. 
Let a denote a vector not in R(A), and /I a vector not in R( AT), so that the 
reflecive g-inverse AsT exists with S= {xlr=fLx,B~R} and T= {yly’/3= 
O}. Such a reflexive g-inverse is denoted by A& 
THEOREM 4.1. For A$ to be a P,,-mutrir it is necessary that a& be of 
the same sign fm all i E N. 
The proof follows from Equation (3.1) by taking all J z N with cardinal- 
ity 1. 
COROLLARY 4.1. A is a P,-mattix only if A,lr, are of the same sign for all 
i E N. 
Proof. A is a reflexive g-inverse of Ai,+ and the proof follows from 
Theorem 4.1. n 
COROLLARY 4.2. The Moore-Penrose inverse of A or the group inverse of 
A (when it exists) is a P,,-mutrix only if Xilr, have the same sign for all i E N. 
The proof is obtained from the fact that A, is the Moore-Penrose inverse 
of A and Ai,, is the group inverse of A (when it exists). 
THEOREM 4.2. Let adjA, > 0 for all J c N. Then, 
(i) A admits of a reflexive g-inverse Ai,s with a, /I E R: U R1; 
(ii) all Aip with a, fi E R: U R1 are P,-matrices. 
Proof. (i): Since 
det tT : = - PT(adjA)a, 
[ 1 adjA>,O, 
and at least one element of adj A is nonzero (n - 1 being the rank of A), we 
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can choose LX, /3 E R: U RF such that 
I I ; ; is nonsingular. 
For such (Y, fl, A$ exists. 
(ii): 
det 
AJ aJ. 
[ 1 (bJ.)T o = - $(adjAJ)(YJ 
so 
for all J c N. Therefore, A;, is a I’,-matrix. n 
COROLLARY 4.3. Zf A is an M-matrix, then for a, j3 E R: U R1, Aip is 
a PO-m&+x. 
The proof follows from Theorem 4.2, because when A is an M-matrix, 
adjAJ>OforaU JGN. 
COROLLARY 4.4. Zf A i.s an M-matrix, then the Moore-Penrose inverse of 
A and the group inverse of A (when it exists) are PO-m&rices. 
Proof. When A is an M-matrix, adj A J > 0 for all _l G N. We know that 
X,VER: uR1, and so the proof follows from Theorem 4.2, by noting that 
the Moore-Penrose inverse and the group inverse of A are AGO and Ai,, 
respectively. n 
REMARK 4.1. The first part of Corollary 4.4 is proved in [4], and the 
second part in [3]. 
THEOREM 4.3. Let A be a symmetric positive semidefinite (PSD) ma- 
trix. Then 
(i) A& with a = j3 exists, and 
(ii) A, is a PO-matrix. 
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Proof. (i): Since A is a symmetric PSD matrix, each of its principal 
submatrices A,, J c N, is also a PSD matrix. Again, 
adj A, is a PSD matrix for all J G N. (4.1) 
Now, 
det A a = 
1 1 (YT 0 - or(adj A)o # 0, (4.2) 
because R(A) = R(AT) and OL @ R(A) implies OL E R(AT). Therefore, A, 
exists for a (Y G R(A). 
(ii) 
because ar(adj A)a > 0 and ~$adjA, >, 0, as observed from (4.2) and (4.1). 
Hence the required result. W 
The following observation may be of some interest. 
REMARK 4.2. If X E R”, U R1 and if A$ exists for /I E R: U R1, then 
A&A is an M-matrix of rank 1~ - 1. Similarly, if r E R”, U R1 and if Ai 
exists for (Y E R: U R’!. , then AAC,a is an M-matrix of rank n - 1. 
Proof. Let 
A a 
‘= PT 0’ 
[ 1 
Then from (2.2) and (2.3) we have 
x-‘= A2 kJ 
i 1 k,aT 0 ’ 
(4.3) 
(4.4) 
where k 1 and k, are such that 
k,PTX = 1 
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and 
k,aTa = 1. 
From (4.3) and (4.4) we have that 
A&A = I - (,#A) - ‘hpT 
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and 
AAiB = z - (AY) - 1a7rT. 
We observe that for all i E N, X,/3, have the same sign as pTh, and qq have 
the same sign as rnT~. So (j3TX)-‘h/?T and (?rTo)-&rT are nonnegatiave 
matrices of rank 1 and spectral radius 1. Therefore A$A and AA,$ are 
singular M-matrices. n 
THEOREM 4.4. Let A be a PO-m&%x, and its reflexive g-inverse A$ also 
be a PO-matrix. In view of Remark 2.1, assume that 
A a 
det Pr 0 > 0. I 1 
Let 
x(t)= ;T ; [ 1 
and X-l(t) = [X(t)] -I. 
Then 
(i) (X _ ‘( t ))N is a nonsingular g-inverse of A for t # 0; 
(ii) (X-‘(t)), is a PO-matrix for t > 0. 
Proof. (i): Theorem 2.3 shows that (X- ‘( t))N is a g-inverse of A. From 
Theorem 2.2 we get 
det(X-‘(t)),=t[detX(t)]-‘+O. 
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(ii): Applying Theorem 2.2, we have for J c N 
A 
det(X-‘(t)),=det 
N-I aN-J. 
~aN_J,~T t [detW)l-l 1 
[det X(t)] -l. (4.5) 
Since A and A$ are P,-matrices and det X(t) = det X(O), the entities on the 
right-hand side of (4.5) are nonnegative for t >, 0. Hence (X- ‘( t))N is aP,,- 
matrix for t > 0. n 
COROLLARY 4.5. Zf in Theorem 4.4 we have the additional condition 
that each of the proper principal minors of A is positive, then (X- l(t))N is a 
P-matrix for t > 0. 
Proof. The proof follows from the equation (4.5). W 
THEOREM 4.5. Let A be an M-matrix. Then for y, 8 > 0 
A + tysT is a P,,-matrix for all t > 0. 
Proof. Since y and 6 are positive vectors, y e R(A) and - 6 P R(AT). 
Taking (Y = y and /3 = - 6, we see that A& exists. 
Let 
y=x-l= Ans I (p’x) -lx (7Ax)-17rT 1 0 . (4.6) 
Then 
detY=detX-‘=(detX)-‘= [ -/3T(adjA)a]-1 
= [sT(adjA)v] -‘> 0, (4.7) 
because 6 and y are positive vectors and adj A > 0 (with at least one nonzero 
element by virtue of A being of rank n - 1). Since A is an M-matrix, it 
follows from Corollary 4.3 that A& is a P,,-matrix. 
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Because of the equations (4.6) and (4.7) we can reverse the roles of A 
and A$ in Theorem 4.4. Then the leading principal submatrix of order n of 
Y-‘(t), where 
Y(t) = 
A&4 (p%) -+I (7rTa)-1TT I t ’ t >o, 
gives a g-inverse of 
is a Pa-matrix for all 
COROLLARY 4.6. 
A&, which is a PO-matrix. That is, A - tcupT= A + tysT 
t 2 0. n 
Zf A is an irreducible M-matrix, then for y, 6 > 0 
A+tyai.saP-mutrixfmallt>O. 
Proof. The proof follows from Theorem 4.5 combined with Corollary 
4.5. n 
5. MOORE-PENROSE INVERSES OF M-MATRICES 
It is known [4] that the Moore-Penrose inverse of any M-matrix of order n 
and rank n - 1 is a PO-matrix. But when the rank is less than n - 1, that is not 
so, as the following example shows. Let 
I 
0 0 0 0 0 
0 1 -1 0 0 
A= 0 -1 1 o 
-4 -1 0 0.1 0 
-6 0 -2 0 0. I 0.1 
A is of order 5 and rank 3, and A is an M-matrix. But the Moore-Penrose 
inverse A +, of A, 
A+ = - (10.1804) -’ 
I 0  - - 5.802 16.5601 1 4 993.9  801 16.5601 1 4 99- 8 801 .8 2 3.  - - 8.16 15.204 23.98 0 - - 16.04 604 1  3.76 
is not a Pa-matrix. 
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THEOREM 5.1. Let A E Rnx” be an M-mu&ix of the fm A = I - T, 
where T is the transition probability matrix of a time-homogeneous Markov 
chain. Let Z be a permutation matrix as in Theorem 2.5 such that 
B 11 0 . . . 0 0 
0 B, a.. 0 0 
AsZAZT= : f . 
0 0 . * . kk 0 
(5.1) 
B k+l,l B k+1,2 ‘. ’ B k+l,k B k+l,k+l 
Then, the Moore-Penrose inverse of A is a P,-matrix if 
rank[ Bk+l,l . . * Bk+l,k I < 1. 
Proof. For simplicity, let us assume that k = 2 in (5.1) because for the 
general k the proof will be similar. Then 
B 0 0 
A = i 0” B,, 0 1 . 
B 31 B32 % 
Let ni be the order of Bii, i = 1,2,3, and n = Xf_ r ni. Let us denote the 
Moore-Penrose inverse of any matrix H as H+. 
Case 1: rank[ B,, B,,] = 0. In this case [B,, B,,] = [0 01, and B, is 
an irreducible singular M-matrix. Then 
B+ 11 0 0 
A+= I 0 B& 0 1 . 
0 0 B$, 
Since Bc, i = 1,2,3, are P,-matrices [3], A+ is also a P,-matrix. Z being a 
permutation matrix, A + = ZA + Z r is a Pa-matrix. 
Case 2: rank[ B,, B3J = 1. Then we see that Bs is a nonsingular 
M-matrix. Let r(i), i = 1,2, be the postitive vectors such that r’( i)B,, = 0. 
Let 
di = - B$Bsili, i = 1,2, 
310 
where li is the vector of dimension ni with all 
BSi < 0, Si, i = 1,2, are nonnegative vectors. Let 
N. EAGAMBARAM 
its elements unity. Since 
- 42) 
0 J 
Then R(E) = N(AT) and R(F) = N(A). From Theorem 2.1 we have 
(X-‘),=A’ for X = A E 
[ 1 FT 0 
ForJcRandkERletJ+k={j+kIjEJ}.AnyJ~Ncanbewrittenas 
J=J,U(Jz+n,)U(~~++n,+n,), where J,C {1,2 ,..., n,}, i=1,2,3. When 
neither of II, Jz is empty, 
where Cii is of the form 
Cii = 
Bii -f(i) 
[ 1 I?- i = 1,2, t 0 ’ 
and C, = (I&),,; here 
‘ii = ( Bii)J, > i = 1,2, 
cai = [ (63i)&J, '1~ i = 1,2, 
‘(i) = (di))l, ) i = 1,2, 
ii = (li)J, > i = 1,2, 
Li= [O (8,)Js]T7 i = 1,2. 
(5.2) 
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Now 
where 
es = c, - C,,C,‘L, - c&&. (5.3) 
The matrix (5.3) is well defined, because Cii in the expression (5.2) is 
nonsingular whenever it is nonvacuous. It can be verified that - CaiCj~ ‘Li > 
0, i = 1,2. Since rank Csi, i = 1,2, is either 0 or 1, we see that - C,,C,‘L, - 
Ca,$&‘L, can be written as y8r for some y, 6 E RT. Therefore 
= det C,, det C, det Cm 
= det C,, det C, [det C, + Gr(adj C,) y ] > 0 (5.4) 
because det Cii > 0, i = 1,2,3. When either Ji or Jz is empty, we note that 
A, E,. 
det (F,,)T o =o* 
[ 1 (5.5) 
Thus (5.4) and (5.5) show that d+ is a Pa-matrix. 
Since A = ZAZr, A+ is also a Pa-matrix. Hence the theorem. 
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helpfil suggestions in improving the presentation. Thanks are also due to Shri 
V. P. Shurmu for his excellent typing of the revised version of the manuscript. 
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