Abstract-Consuming news from social media is becoming increasingly popular. Social media appeals to users due to its fast dissemination of information, low cost, and easy access.
I. INTRODUCTION
Due to the increasing amount of time spent on social media, people increasingly tend to seek out and receive their news through social media sites. In December 2016, the Pew Research Center announced that approximately 62% of US adults get news from social media in 2016, while in 2012, only 49% reported reading news on social media. 1 This rapid rate of increase in user engagements with online news can mainly be attributed to the cheap, mobility, and fast dissemination of social media platforms. However, despite these advantages, the quality of news on social media is considered lower than that of traditional news outlets. Every, large volumes of fake news, i.e., news stories with intentionally false information [1] , [2] , are widely spread online. For example, a report estimated that over 1 million tweets were related to the fake news story "Pizzagate" 2 by the end of 2016 presidential election. Thus it is critical to detect fake news on social media for social good.
However, detecting fake news on social media presents unique challenges. First, fake news is intentionally written to mislead readers, which makes it nontrivial to detect simply based on content; Second, social media data is large-scale, multi-modal, mostly user-generated, sometimes anonymous and noisy. Recent research advancements aggregate uses profiles and engagements on news pieces to help infer articles that are incredible [3] , leading to some promising early results. However, no principled study is conducted on characterizing the profiles of users who spread fake/real news on social media. In addition, there has been no research that provides a systematic understanding of (i) what are possible user profile features; (ii) whether these features are useful for fake news detection; and (iii) how discriminative these features are. To give a comprehensive understanding, we investigate the following three research questions:
• RQ1: Which users are more likely to share fake news or real news? • RQ2: What are the characteristics/features of users that are more likely to share fake/real news, and do they have clear differences? • RQ3: Can we use user profile features to detect fake news and how? By investigating RQ1, we identify users who are more likely to share fake or real news, which can be treated as representative user sets to characterize user profiles. By answering RQ2, we further provide guidance on assessing whether the profiles of identified users are different or not, and to what extent and in what aspects they are different. In addition, by studying RQ3, we explore different ways to model user profile features, analyze the importance of each feature and show the feature robustness to various learning algorithms. By answering these research questions, we made the following contributions:
• We study a novel problem of understanding the relationships between user profiles and fake news, which lays the foundation of exploiting them for fake news detection; • We propose a principled way to characterize and understand user profile features. We perform a statistical comparative analysis of these profile features, including explicit and implicit features, between users who are more likely to share fake news and real news, and show their potentials to differentiate fake news; and • We demonstrate the usefulness of the user profile features to classify fake news, whose performance consistently outperforms existing state-of-the-art features extracted from news content. We also show that the extracted user profile features are robust to different learning algorithms, with an average F 1 above 0.90. We further validate the effectiveness of these features through feature importance analysis, and found that implicit features, e.g., political bias, perform better than explicit features.
II. ASSESSING USERS' SHARING BEHAVIORS We investigate RQ1 by measuring the sharing behaviors of users on social media on fake and real news. We aim Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. to identify users who are more likely to share fake or real news, which can be further used to characterize discriminative features for fake news detection.
A. Datasets
We utilize one fake news benchmark data repository FakeNewsNet [4] . The datasets are collected from two factchecking platforms: Politifact 3 (P for short) and Gossipcop
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(G for short), both containing news content with labels annotated by professional fact-checkers, and social context information. News contents include meta attributes (e.g., body text), and social context includes the related user social engagements of news items (e.g., user posting/sharing news) on Twitter. The detailed statistics of the datasets are shown in Table I .
B. Filtering Bot Users
Social bots have played an important role to spread fake news on social media [5] . To alleviate the effects of social bots, we apply one of the state-of-the-art bot detection tool Botometer 5 [5] to filter out bot accounts. Botometer takes a Twitter username as an input and utilizes various features extracted from meta-data obtained from Twitter API and outputs a probability in [0, 1], indicating how likely the user is a social bot. Following the common setting, we filter out those users who have a score greater than 0.5. We keep the remaining users and treat them as authentic human users.
C. Identifying User Groups
We identify different subsets of users based on their sharing behaviors on fake and real news. By finding these groups, we want to build representative user sets that are more likely to share fake/real news from which we can further compare the degree of the differences of their profiles to find useful profile features. Towards answering RQ1, we adopt the proposed measures in [6] , absolute measure and relative measure, to select the top-K users.
Based on the two measures, we introduce a principled way to identify representative user groups U (f ) and U (r) . First, we divide all users into three subsets: (1) "Only Fake": users who only spread fake news; (ii) "Only Real": users who only spread real news; and (iii) "Fake and Real": users who spread both fake and real news Second, we empirically select top 10,000 users from "Only Fake" and "Only Real" ranked by the number of fake news or real news they share; and then we further select users with lower FR scores (F R ∈ [0, t]) and add to U (r) with a threshold t; and select users with higher FR scores (F R ∈ [1−t, 1]) and add them to U (f ) . By changing the threshold of t, we can obtain consistent results when t < 0.4, and when t ≥ 0.4 more noisy tend to be included, and the comparison analysis may not be accurate. Thus we set t = 0.2 to reduce the noise for the feature analysis. The selected users are equally sampled for both U (f ) and U (r) .
III. UNDERSTANDING USER PROFILES
We collect and analyze user profile features from different aspects, i.e., implicit and explicit. Implicit features are not directly available but are inferred from user meta information or online behaviors, such as historical tweets. Explicit features are obtained directly from meta-data returned by querying social media site APIs. The implicit features include: age, personality, location, profile image, political bias. Due to space limitation, we ignore the description of age and personality. For explicit features, we have similar observations for explicit profile features as in [6] , so we omit the discussion due to the space limitation. All features analysis are included here 6 . Location: Research has shown an inseparable relationship between user profiles and geo-locations. However, the location fields are usually very sparse. Thus, we exploit user-posted content to predict the user's location [7] . The idea is to identify "location indicative words" (LIW), which can encode an association with a particular location. The implementation of a pre-trained LIW model is integrated into an open source tool named pigeo [7] , which is utilized here to predict the geolocations of users in U (f ) and U (r) . The predicted results of pigeo are at the city-level and also include (latitude, longitude) pairs and we observe that: (1) there are overall more users located in the US than other places, which is because most of the real/fake news items in our particular datasets are published and related to US politics and entertainments; and (2) the location distribution is different for fake and real news on both datasets, and the red and blue dots demonstrate the degree of differences. For example, there are general more real news share in east region of US in our datasets.
Profile Image: Profile images are important visual components of users on social media. Various studies have demonstrated the correlation between the choice of profile images with user personalities, behaviors, and activities. We classify the object types in profile images. With the recent development of deep learning in the computer vision domain, convolutional neural networks (CNN) have shown good performance for detecting objects in images. We chose the pre-trained VGG16 model [8] as it is the widely-used CNN architecture. We see that: the distributions of profile image classes are different for users in U (f ) and U (r) on both datasets. For example, there are specific image types 7 , such as "wig" and "mask" dominating the image categories for users spreading fake news, and "website" and "envelope" dominating the image categories for users spreading real news, on both datasets consistently.
Political Bias: Political bias plays an important role in shaping users' profiles and affecting their news consumption choices. Sociological studies on journalism demonstrate the correlation between partisan bias and news content authenticity (i.e., fake or real news) [9] . Reports have shown people's political affiliation is correlated with their attributes and behaviors 8 . Thus, we adopt method in [10] to measure user political bias scores by exploiting users' interests. The basic idea is that users who are more left-leaning or right-leaning have similar 6 The omitted figures and analysis are available at https://tinyurl.com/ y5mmdj2u 7 http://image-net.org/explore 8 https://2012election.procon.org/view.resource.php?resourceID=004818 interests among each other. We observe that: (1) users that are more likely to share fake news (i.e., u ∈ U (f ) ) also have a high probability to be biased on both datasets, and are more likely to be right-leaning; (2) users that are more likely to share real news (i.e., u ∈ U (r) ) tend to be neutral-biased; and (3) overall, users in the two datasets demonstrate different political bias score distributions, indicating that the political bias of users could potentially help differentiate fake/real news.
In summary, we conclude that users in U (f ) and U (r) reveal different feature distributions in most explicit and implicit feature fields, answering RQ2. These observations have great potential to guide the fake news detection process, which will be explored in detail in the next section.
IV. EXPLOITING USER PROFILES
In this section, we address RQ3. We explore whether the user profile features can help improve fake news detection, and how we can build effective models based on them, with feature importance and model robustness analysis.
A. Fake News Detection Performance
We first introduce how to extract user profile features f for news a. Let U denote the set of users who share news a. For each user u i ∈ U, we extract all types of aforementioned profile features and concatenate them into one feature vector u i . Note that for profile image features, since it has 1000 types, we use Principle Component Analysis to reduce the dimension to 10. Then we represent the user profile feature of a news as the average feature scores of all the users that share the news, i.e., f = 1 |U | ui∈U u i . We also denote the proposed User Profile Feature vector f as UPF.
To evaluate the performance of fake news detection algorithms, we use the following commonly used metrics to evaluate classifiers: Accuracy, Precision, Recall, and F1. We randomly choose 80% of news pieces for training and remaining 20% for testing, and the process is performed for 5 times and the average performance is reported. We compare the UPF with several state-of-the-art feature representations for fake news detection as below 9 :
• RST [11] : RST can capture the writing style of a document by extracting the rhetorical relations systematically. It learns a transformation from a bag-of-words surface representation into a latent feature representation 10 .
• LIWC [12] : LIWC extracts lexicons that fall into different psycholinguistic categories, and learn a feature vector through multiple measures for each document 11 .
• RST UPF. RST UPF represents the concatenated features of RST and UPF, which includes features extracted from both news content and user profiles.
• LIWC UPF. LIWC UPF represents the concatenated features of LIWC and UPF, which includes features extracted from both news content and user profiles. We have the following observations: • For news-content-based methods, we see that LIWC performs better than RST. This indicates that the LIWC vocabulary can better capture the deceptiveness in news content, which reveals that fake news pieces are very different from real news in terms of word choice from psychometrics perspectives.
• The UPF can achieve good performance in both datasets on all metrics. This shows that users that share more fake news and real news have different demographics and characteristics on social media, which serve as good features for fake news detection.
• In addition, RST UPF performs better than either RST or UPF, which reveals that they are extracted from orthogonal information spaces, i.e., RST features are extracted from news content and UPF features from user profiles on social media, and have complementary information to help fake news detection.
B. Feature Importance Analysis
Now we analyze the relative importance of these features for predicting fake news. We analyze feature importance in the Random Forest (RF) by computing a feature importance score based on the Gini impurity 12 We observe that (1) RegisterTime is the most important feature because newly created account may be more likely for fake news propagation purpose; (2) the distribution of verified/unverified user counts is important as verified users are less likely to spread fake news (3) the average political bias score is important because those users who share fake news are more likely to be biased to a specific ideology, while users that share real news tend to be least biased; (4) personality features are discriminative for detecting fake news because users' personalities affect their cognition and the way they respond to the real world [13] ; and (5) the high importance score of StatusCount shows that the degrees of user activeness are quite different among users spreading fake and real news.
We further categorize the user profile features into three groups: Explicit, Implicit and All (i.e., both explicit and implicit features) and compare their contributions to the fake news detection task. The results are shown as in Table III . We observe that; (1) when all profile features are considered, the performance is higher than when only explicit or implicit features are considered. For example, the F1 scores on All features show a 4.51% and 9.84% increase compared with explicit and implicit feature groups on PolitiFact. This demonstrates that explicit and implicit features contain complementary information that can improve detection performance. (2) The implicit feature group is much more effective than the explicit feature group on Gossipcop for Accuracy and F1 scores. Note that implicit features require user-generated content to infer their values, which requires more effort to construct, while explicit features are often directly available in users' raw data. These observations allow us to better balance the trade-off with limited time and resources to make more informed decisions when building these feature groups.
V. RELATED WORK We briefly discuss work from (1) fake news detection on social media; and (2) measuring user profiles on social media.
A. Fake News Detection on Social Media
Fake news detection approaches generally fall into two categories depending on whether they use (1) news content; and (2) social contexts [1] , [2] . For news content based approaches, features are extracted as linguistic-based such as writing styles [14] , and visual-based such as fake images [15] . Social context based approaches incorporate features from social media user profiles, post contents, and social networks. User features measure users' characteristics and credibility. Post features represent users' social responses, such as stances [16] . Network features are extracted by constructing specific social networks, such as diffusion networks or cooccurrence networks. All of these social context models can basically be grouped as either stance-based or propagationbased. Stance-based models utilize users' opinions towards the news to infer news veracity [16] . Propagation-based models apply propagation methods to model unique patterns of information spread. To improve the explanatory power of fake new detection and to understand how to exploit user profiles to detect fake news, we perform, to our best knowledge, the first in-depth investigation of user profiles for their usefulness for fake news detection.
B. Measuring User Profiles on Social Media
User profiles on social media generally contain both explicit and implicit features. Explicit profile features (e.g., post count), which are already provided in raw user meta data, are widely exploited in different tasks on social media. While implicit profile features (e.g., personality), which are not directly provided, have proven very useful to apply to several specific analysis tasks. For age prediction, previous studies extract features from text posted by users. Schwartz et al. predicts gender, personality, and/or age simultaneously with open-vocabulary approaches [17] . For political bias prediction, existing works rely on tweets and hashtags, network structure, and language usage styles. Location prediction can be performed using "Location Indicative Words" (LIW) [7] .
Profile images can be predicted using a pre-trained model in an unsupervised manner. We consider and extract both provided explicit and inferred implicit user profile features to better capture the different demographics of users for fake news detection.
VI. CONCLUSION AND FUTURE WORK
In this work, we aim to answer questions regarding nature and extent of the correlation between user profiles on social media and fake news and provide a solution to utilize user profiles to detect fake news. This work opens up the doors for many areas of research. First, we will investigate the potential and foundation of other types of user feature in a similar way, such as content features and social network features, for fake news detection. Second, we will further investigate the correlations between malicious accounts and fake news to perform jointly detecting malicious accounts and fake news pieces. Third, we will explore various user engagement behaviors such as reposts, likes, comments, to further understand their utilities for fake news detection.
