Let X(t) (05 t < 00) be the Brownian motion process. Concerning the uniform continuity of X(t), there exists P. Levy's result. Before stating his result, let us define the concept of upper class and lower class with regard to the uniform continuity of X(t) (0 2 ts 1).
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If there exists a positive number E such that 1 t'--t[ 5 E implies the relation (1) lf(~')-f(t)IIg(It'--tl) I where g(t) is a non-negative, continuous, non-decreasing function defined in some finite interval (0, T) and vanishing with t, then we say that f(t) satisfies
Lipschitz's condition relative to g(t). Putting p(t) = +(+)2/"
if X(t) (05 t S 1) satisfies Lipschitz's condition relative to y(t) with probability 1 we say that e(t) belongs to the upper class. If X(t) (0 5 t 5 1) does not satisfy Lipschitz's condition relative to y(t) with probability 1 we say that q(t) belongs to the lower class. P. Levy [l] proved that the function q(t) = 42 log t)* belongs to the upper class for c > 1 and belongs to the lower class for c < 1. Following his method, T. Sirao [Z] improved the result as follows: The function q(t) = (2 log t+c log log t)+ belongs to the upper class for c > 5 and belongs to the lower class for c < -1. In this paper we shall prove the following theorems.
THEOREM 1, A non-negative, continuous and monotone non-decreasing function q(t) belongs to the upper OY lower class according as the integral is converge& or diverge&. where logc,,t denotes the n-times iterated logarithm, belongs to the @per class for c > 2 und to the lower class for c 5 2. These theorems were quoted by P. Lkvy [3] without proof. They give a difinitive solution to the problem of uniform continuity of Brownian motion X(t> and are comparable to A. Kolmogorov's criterion in the theory of iterated logarithm for X(t) at time point 00.
Theorem 2 is a simple corollary of Theorem 1. Hence we prove only Theorem 1. LEMMA 1. Without loss of generality, we may assume that (4) (2 log t-10 log log t& q(t) 5 (2 log t+10 log log $I PROOF.
We show that if Theorem 1 holds under the assumption (4), then it holds without (4). Let us denotes the first member in (4) by cl(t) and the last member in (4) by q,(t).
Define s(t) as follows:
Then the convergence of the integral (2) for q(t) implies the same for $(t). In fact, let us assume the convergence of (2) for q(t). If the set of t on which q(t) is less than -#l(t) is not bounded, there exists an increasing sequence {t,} such that +(t,)5 +1(t,) and t, tends to infinity with n. Since y%(t) is a non-negative and non-decreasing function, we have 1 c(log t,f where c is a positive constant. Since logt, tends to infinity with IZ, the integral for e(t) is divergent. This contradicts our assumption and therefore til(t) must be smaller than e(t) for large t. On the other hand the integral for $.Jt) is convergent. These facts prove our assertion. Now we assume that the integral for @F(t) is convergent and Theorem 1 valid under the condition (4). Then the integral for s(t) is convergent and therefore s(t) belongs to the upper class. But by what has just been shown $(t) 2 @F(t) for large t. So we have @j(h) 5 9(/z) for smal1 h where (b(t) is defined by q(t) as p(t) is by e(t) and therefore @F(t) belongs to the upper class. Thus Lemma 1 is proved in the convergent case. Secondly let us assume that the integral for q(t) is divergent. If the set of t on which q(t) is less than qfFl(t) is bounded, then it follows that g(t) is less than q(t) for large t and accordingly the integral for s(f) must be divergent. On the contrary, if there exists an increasing sequence {tn} having the property (6) 3@,)<9&h Ln-fm as f-m, then we have
By the monotony of 4(t), we have
J~yt)e-a~vm 2 3"(t,)e-g;,(,I)(tn-tl)
= ~13(tn),-%Ic:(tn)(t,-ti> .
Since the last term in (8) tends to infinity with n, the integral for q(t) is divergent in our case. Now, by the result in [2], $&) belongs to the upper class and therefore, for almost all sample point o, there exists E such that
where y?(t) is defined by +&) in the same way as p(t) is by q(t). On the other hand, since by assumption #&) belongs to the lower class, for almost all o we can choose a sequence {(t,, t,')} having the following properties
It/-tnl+O as n-m.
From (9) and (lo), we have (11) @~l~n'-&al) < PdlL'---tn/). (11) shows that v(t) is at last equal to p(t) at t= [ t,'-t, I . This fact and (10) show that q(f) belongs to the Iower class. Q. E. D. We now proceed to prove Theorem 1. 1) Proof of the convergent case. First of all we remark that it suffices to prove, for almost a11 o, the existence of a positive E' such that
In fact, let us assume that this assertion holds. Then it follows from the symmetry of Brownian inotion that the probability of the existence of a positive E" satisfying the inequality -y( I t'-t I> 2 X@', cd)-xct, 0)
for It/--t/ < E" is equal to 1. Taking E for the minimum of E' and E", we have Theorem 1. Therefore we may consider the difference X(t')-X(t) instead of its absolute value.
For each triple (p, K, I), let E& be the event 
l=l,2;*.,P.
For convenience' sake, we consider the F$ only such that the time parameters t of X(t) which appear in the above definition are positive and less than 1, It is well known that
where a is any real number. Since the Brownian motion is an additive process, we have According to Borel-Cantelli's lemma in the convergent case, (17) shows that the events F& appearing in (17) occur " onlj jhitely Mary times " with probability 1. Or, in other words, there exists a positive E with probability 1 such that if -&+r is smaller than E, F,,, P does not occur for any pair (k, 2) appearing in the summation of (17). Now, for any pair of (t, t') satisfing the condition 1 f-t j <E, we choose p as follows :
P+l -2tyTi-c It/-t1 5 g <2E.
If we define k and I by the following inequalities (19) k+Z 4j+-< min(t, t') 5 $-< 2"
it follows that [=$-I < I ~i;;p and therefore we obtain
q$-~~~(&j with probability 1.
ma
Thus Theorem 1 is proved in the convergent case.
2) Proof of the divergent case. Let E& be the event defined by (12). By the monotony of 4(t) and Lem-1, we have
It is sufficient to show that E& occur iI infinitely often" with probability 1. TJaen the probability that the events Ek occur " infinitely often " is equal to one.
We rearrange E& and denotes it by E, so that we may apply Lemma 2 in our case. The rule of ordering is given by the following. where E(U) denotes the expectation of U. Since $-tends to zero as 9
increases, (21) shows that for each i (h 5 i 5 n) the correlation coefficient of Vi and U, tends to zero as m increases. In other words, U, is asymptotically independent of the joint variable (U,, Uh+,,..., U,). Therefore we have This shows that (ii) holds in our case. For the justification of (iii), we need some lemmas. On the other hand, for sufficiently large a, the second and third term on the right side of (24) are trivially smaller than the right side of (23) replaced c1 by 1. These estimates assure the validity of Lemma 3. Q. E. D. Let E be a positive constant which is less than 1 and let p be the correlation coefficient of U and V. It suffices to prove Lemma 4 for sufficiently large a and positive p. Then we have x27)
If we take the minimum of (l-(1+~/2)*)"/2 and ~/2 for a2 then Lemma 4 follows from (27) immediately.
Q. E. D. LEMMA 5. Let U am! V be random vuriabls as in Lemma 3. Lienothtg the con'elation coe.#icient of U and V by p, there exist two positive constants c, and & such that w3) P( U 3 a, V> a) 5 c3e-B*(1-P')a'P( U > a)
for a $0.
PROOF. By the definition of Gaussian distribution, we have
Rotating the axes by 7r/4, we obtain P(U>a, 1-P --= O(1) e 2(1+p's P(lJ> a). If we take l/8 for 6,, Lemma 5 follows from (31) .
Q. E. D. Now we prove that the condition (iii) of Lemma 2 is satisfied by our sequence {E,}. For given &, recalling that Ej has another expression E&, we choose a sequence {Ef,; i= 1,2,..., s} of events with the properties that j, > j, the corresponding superscript p' is less than (p+5 logp) and EJi is not independent of IZP If E, is independent of E, then (b) of (ii) holds trivially for c? = 1. On the other hand, if Em is not independent of E,, we use Lemma 3. Let Ej = E& and E, = E&Yv. If m is not one of the j;s then it follows from the definition of {E,,} that (p+5logp)<p', Considering only the case of k> -$ , we have by Lemma 1 and for large p, 
If we take the maximum of c and 1 for cz in (b) of (iii) then (b) holds. In order to verify (a) of (iii), we use the other expressions of the E;s. Let us denote Ej by E& and each one of Ej6 by E&. Dividing the sum of P(E,E,,) according to the magnitude of the correlation coefficient of (X(F) -X(-$)) and (X(+)-X($-)) we have On the Li$schitz's condition for Brownian motion.
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The inequality follows from the definition of ordering and the fact that the correlation coefficient of two random variabIes appearing in the last term of (33) is larger than that of the second term. Since p'spf2, we obtain by Lemma 1 and Lemma 5 that Considering the same situation for -2t->&, we have we have (38) where p is an absolute constant. (32), (36) and (38) establish the validity of (iii a). Therefore we may aplly Lemma 2 in our case and Theorem 1 is proved completely.
Q. E. D.
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