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A NOTE ON RATIONAL CURVES ON GENERAL FANO
HYPERSURFACES
DENNIS TSENG
Abstract. We show the Kontsevich space of rational curves of degree at most roughly
2−√2
2 n on a general hypersurface X ⊂ Pn of degree n − 1 is equidimensional of expected
dimension and has two components: one consisting generically of smooth, embedded rational
curves and the other consisting of multiple covers of a line. This proves more cases of a
conjecture of Coskun, Harris, and Starr and shows the Gromov-Witten invariants in these
cases are enumerative.
1. Introduction
Our investigation is motivated by the following conjecture by Coskun, Harris, and Starr.
Conjecture 1.1 ([5, Conjectures 1.3 and 1.4]). Let X ⊂ Pn be a general hypersurface
of degree d ≤ n and dimension at least 3. Then, the open locus Re(X) in the Hilbert
scheme of X parameterizing smooth rational curves of degree e is irreducible of dimension
e(n + 1− d) + n− 4. Furthermore, if d ≤ n− 1, then the evaluation map M0,1(X, e)→ X
is flat.
There has been progress on Conjecture 1.1 by using induction on e via bend and break
[13, 1, 17]. Most recently, Riedl and Yang showed that Conjecture 1.1 holds when d ≤ n− 2
[17]. For work on rational curves on arbitrary smooth hypersurfaces, see [5, 3].
In this note, we will look at rational curves of low degree on general hypersurfaces of degree
n− 1 in over an algebraically field of characteristic zero. Specifically, we will show
Theorem 1.2. If X ⊂ Pn is a general hypersurface of degree n− 1 for n ≥ 4, and
e < n− 1 +
√
n2 − n− 15
2
,
then the evaluation map M0,1(X, e) → X is flat and the Kontsevich space M0,0(X, e) is
a local complete intersection stack of pure dimension 2e + n − 4 and has two components.
One of the components consists of e to 1 covers of a line and the other component consists
generically of smooth rational curves.
Another method that has been successful in controlling the dimensions of Re(X) has been to
consider the incidence correspondence between hypersurfaces and rational curves in projec-
tive space. In the setting of Conjecture 1.1, Re(X) is smooth and of the expected dimension
for e ≤ d+2 by work of Gruson, Lazarsfeld and Peskine [11]. Furukawa made this connection
explicit and gave a weaker bound that also works in positive characteristic [7].
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An advantage in considering the Kontsevich space M0,0(X, e) instead of Re(X) is the con-
nection with Gromov-Witten invariants. The spaceM0,0(X, e) is given by the zero section of
a vector bundle onM0,0(Pn, e) and the virtual fundamental class ofM0,0(X, e) is the Euler
class [14, 26.1.3]. In the cases covered by Theorem 1.2, the fundamental class of M0,0(X, e)
agrees with the virtual fundamental class as the dimensions agree. Furthermore, it is pos-
sible to see that each component of M0,0(X, e) is generically smooth, as we will identify
smooth points parameterizing highly reducible curves in every component in our analysis.
In particular by Kleiman-Bertini, given subvarieties V1, . . . , Vr of Pn, then the number of
degree e rational curves in X meeting each of V1, . . . , Vr is∫
[M0,r(X,e)]vir
ev∗1[V
′
1 ] ∩ · · · ∩ ev∗r[V ′r ](1)
provided the integrand in (1) is expected dimension zero and V ′i is a general PGLr+1 translate
of Vi.
Finally, we remark that hypersurfaces of degree n − 1 in Pn are examples of Fano varieties
of pseudo-index 2. Given a Fano variety M , the pseudo-index of M is defined as
min{−KM · C | C is a rational curve of M}.
If f : C →M is a rational curve on M with −KM ·C = 2 with f∗[C] = β, then the expected
dimension of M0,0(M, rβ) is the same as the expected dimension of r-fold covers of stable
maps in M0,0(M,β). From this point of view, it is clear why the two components given in
Theorem 1.2 are necessary. See [4] for another example of a Fano variety of pseudoindex 2
and a description of the components of its space of rational curves.
1.1. Methods. In order to apply bend and break in families as in [17], we will need to apply
a couple of results from the author [20] to control the locus of hypersurfaces with more lines
through a point than expected and the locus of hypersurfaces with positive dimensional
singular loci. Also, the space of lines through a point is expected to be finite, and so in
particular is not irreducible. This will present a technical obstacle in showing irreducibility
of the main component in Theorem 1.2. To deal with this, we will show that the space of
conics through a general point is irreducible, and then use an argument that is similar in
spirit to the irreducibility argument in [13] but will require us to specialize further. We work
in characteristic zero, but it seems likely that the techniques extend to positive characteristic.
1.2. Outline. The argument will have two parts. In Section 4, we will show the fibers of the
evaluation mapM0,1(X, e)→ X have the expected dimension in Theorem 4.1. We will look
at the irreducible components of the general fiber in Theorem 5.20 in Section 5. Theorem
1.2 will follow from Theorems 4.1 and 5.20.
In Section 4, we are mostly interested in dimension, so it suffices to work with the coarse
moduli space of M0,1(X, e), but we will need look at smoothness in Section 5, so we will
need to work with M0,1(X, e) as a stack. In general, the fact that the Kontsevich space
M0,1(X, e) and, more generally, the Behrend-Manin stacks [2] are Deligne-Mumford stacks
in characteristic zero will allow us to avoid technical difficulties with stacks by passing to an
e´tale cover.
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3. Conventions
Throughout the paper, we will work over an algebraically closed field of characteristic zero.
We will let
(1) X ⊂ Pn be a hypersurface of degree 2 ≤ d ≤ n− 1
(2) N =
(
d+n
n
)− 1 so PN parameterizes hypersurfaces of degree d in Pn
(3) X → PN be the universal hypersurface X = {(p,X)|p ∈ X} ⊂ Pn × PN
(4) M0,r(X, e) is the Kontsevich space parameterizing stable maps C → X of degree e,
where C is a genus 0 curve with r marked points
(5) M0,r(X/PN , e) is the relative Kontsevich space parameterizing stable maps mapping
into the fibers of X → PN .
We are interested in when d = n− 1.
4. Flatness
The goal of the first half of the note is to prove
Theorem 4.1. If e < n− 1+
√
n2−n−15
2
, then for a general hypersurface X of degree d = n−1
in Pn, the evaluation map
M0,1(X, e)→ X
is flat and M0,1(X, e) is a local complete intersection stack.
4.1. Definitions. We recall the notion of e-level [17], with some slight modifications.
Definition 4.2. Given a point p ∈ X ⊂ Pn of a hypersurface of degree d, p is called e-level
if one of the following holds:
(1) p is a smooth point and the space of degree e rational curves through p has dimension
at most e(n− d+ 1)− 2
(2) p is a singular point and the space of degree e rational curves through p has dimension
at most e(n− d+ 1)− 1.
By the space of rational cuves through p, we mean the fiber of the evaluation mapM0,1(X, e)→
X over p ∈ X. When p fails to be e-level, the space of rational curves through p has larger
dimension than expected. The notion of e-levelness extends the notion of flatness of the
evaluation map to singular points in a manner that allows us bound the locus of points that
are not e-level.
Definition 4.3. A hypersurface X is e-level if,
(1) the singular locus is finite, and
4 DENNIS TSENG
(2) every point of X is k-level for all k ≤ e.
Remark 4.4. Instead of requiring only finitely many singular points, what is actually being
used in the dimension counts of [5, Proposition 2.5] [17, Proposition 5.5] is that there is no
rational curve C ⊂ X of degree less than e, for which the space of rational curves of degree
k < e through every point p ∈ C has dimension exceeding k(n − d + 1) − 2. For example,
the original definition of e-level [17] replaced the condition of finitely many singular points
with the condition that there is no rational curve of degree at most e in the singular locus.
4.2. Basic lemmas. We collect here some crucial facts needed to run the argument.
Proposition 4.5. For any map φ : T → M0,r(X, e) from an irreducible scheme T , the
pullback φ−1(∂M0,r(X, e)) ⊂ T is empty or has codimension at most 1.
Proof. This follows from the fact that ∂M0,0(Pn, e) is a divisor in M0,0(Pn, e) [6, Theorem
3]. 
We will also need a version of bend and break.
Lemma 4.6. [17, Corollary 3.3] If T is a closed locus in M0,0(Pn, e) of dimension at least
2n− 1, then T contains maps with reducible domains.
4.3. Codimension of the locus of hypersurfaces that are not 1-level. As described
in [17], the idea of the argument is to borrow rational curves from nearby hypersurfaces to
apply bend and break. To run the argument, we need to know the locus of hypersurfaces
that are not 1-level has high codimension. For the rest of this section, let PN be the space of
all hypersurfaces of degree d in Pn. We are primarily interested in the case where d = n− 1.
Theorem 4.7 ([20]). Let U ⊂ PN be the open locus of smooth hypersurfaces. For 4 ≤ d =
n − 1, a largest component of the closed locus Z ⊂ U of hypersurfaces that are not 1-level
consists of hypersurfaces containing a 2-plane.
We will not need this but the largest component is unique when n− 1 = d > 4.
We also need to consider hypersurfaces with a larger dimensional family of lines through a
singular point than expected.
Proposition 4.8. Let U ⊂ PN be the open locus of hypersurfaces with at most finitely many
singular points. Let Z ⊂ PN be the locus of hypersurfaces X for which there exists a singular
point p containing an (n − d + 1)-dimensional family of lines in X. For d ≤ n − 1, the
codimension of Z in PN is at least
(
n+1
2
)
.
Proof. This is proven in [17, Proposition 5.10]. Even though they assume d ≤ n − 2, the
analysis for the case of a singular point goes through. The main obstruction to extending
[17, Proposition 5.10] to the case where d = n − 1 (case of smooth points) is covered by
Theorem 4.7. 
To prove a hypersurface is e-level, we need to rule out a positive dimensional singular locus.
Theorem 4.9 ([20]). For d ≥ 7, the unique largest component of the closed locus Z ⊂ PN
of hypersurfaces with positive dimensional singular locus consists of hypersurfaces singular
along a line.
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Corollary 4.10. Suppose 7 ≤ d = n− 1. Let Z ⊂ PN be the locus of hypersurfaces that are
not 1-level. Then, the codimension of Z is
(
n+1
2
)− 3(n− 2).
Proof. We need to compare the contributions of hypersurfaces that
(1) have a larger dimensional family of lines than expected through a smooth point,
(2) have a larger dimensional family of lines than expected through a singular point,
(3) or have a positive-dimensional singular locus.
The first case happens in codimension
(
n+1
2
)− 3(n− 2) by Theorem 4.7. The dimension of
hypersurfaces singular along a line is dn− 2n+ 3 = n2− 3n+ 3 [18, Lemma 5.1] and bounds
the dimension of hypersurfaces with positive-dimensional singular locus by Theorem 4.9.
The third case is covered by Proposition 4.8. Comparing these bounds yields the result. 
4.4. Bend and break in families. Let PN be the space of degree d hypersurfaces in Pn,
and Se ⊂ PN denote the closure of the hypersurfaces that are not e-level. We have a chain
of inclusions
S1 ⊂ S2 ⊂ S3 ⊂ · · · ⊂ PN .
We will use the argument in [17, Theorem 6.2] to bound the codimension of each inclusion
Se ⊂ Se+1.
Lemma 4.11. Suppose A ⊂ B × C with projections pi1 : A → B and pi2 : A → C. If C
is a projective scheme and H ⊂ C is a general linear section. Then, dim(pi1(pi−12 (H))) =
dim(pi1(A)) if pi1 : A → B has positive-dimensional fibers, respectively dim(pi1(pi−12 (H))) =
dim(pi1(A))− 1 if pi1 : A→ B is generically finite onto its image.
Proof. If A→ B has positive dimensional fibers, choose H so that it cuts down the dimension
of a general fiber of pi1 by 1. 
Theorem 4.12. The codimension of Se−1 ⊂ Se is at most 2n− (n− d+ 1)e.
Proof. Let a = e(n−d+1)−2 be the expected dimension of a fiber ev :M0,1(X/PN , e)→ X .
M0,1(X/PN , e) M0,1(Pn, e) M0,0,(Pn, e)
X
PN
Suppose A ⊂M0,1(X/PN , e) is an irreducible component of
{[C] ∈M0,1(X/PN , e)| ev([C]) is a singular point, dimension of fiber of ev at [C] ≥ a+ 2}.
If A consists of covers of lines, then A → PN maps into S1. If A contains a map that is
not a cover of a line, then the image of A → M0,0(Pn, e) has dimension at least 3n − 3
from PGLn+1-invariance, as we can interpolate a curve from A through 3 general points
by taking the PGL-translates of a single curve. (It is easy to do a bit better, for example
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by considering the dimension of the space of conics, but it is only important to us that the
dimension of the image of A →M0,0(Pn, e) is at least 2n− 1.)
Now, we apply Lemma 4.11 to the image of A under the forgetful map
A ⊂M0,1(X/PN , e)→M0,0(X/PN , e) ⊂ PN ×M0,0(Pn, e).
to cut A by hyperplane sections in PN to produce A′ ⊂ A such that A′ → M0,0(Pn, e)
has image dimension 2n − 1 and im(A′ → M0,0(X/PN , e)) → M0,0(Pn, e) is generically
finite onto its image, so im(A′ → M0,0(X/PN , e)) is also dimension 2n − 1. By Lemma
4.6, A′ contains maps from reducible curves. The image of A′ →M0,0(X/PN , e)→ PN has
dimension at most 2n− 1− (a+ 2).
Finally, we assume, for the sake of contradiction, that the codimension of Se−1 in the image
of A → PN is at least 2n − (n − d + 1)e + 1 = 2n − (a + 2) + 1. Then, by construction,
A′ → PN misses the locus Se−1 completely. Applying [17, Proposition 5.5] shows the locus
of reducible curves in A′ has dimension at most e(n − d + 1) − 2 = a in each fiber of the
evaluation map A′ → X . This implies the locus of reducible curves in A′ has codimension
at least 2, contradicting Proposition 4.5.
Similarly, to finish we need to consider the case where a smooth point is not level. We let A
be an irreducible component of the closure of
{[C] ∈M0,1(X/PN , e)| ev([C]) is a smooth point, dimension of fiber of ev at [C] ≥ a+ 1}.
If A consists of covers of lines, then A → PN maps into S1. Otherwise, as before, A →
M0,0(Pn, e) has dimension at least 3n − 3. Let A by hyperplane sections in PN to produce
A′ ⊂ A such that A′ →M0,0(Pn, e) has image dimension 2n− 1 and the image of A′ → PN
is at most 2n− 1− (a+ 1). As before, Lemma 4.6 shows A′ contains reducible curves.
If we assume, for the sake of contradiction, that the codimension of Se−1 in the image of
A → PN is at least 2n− (n− d+ 1)e+ 1 = 2n− (a+ 1) + 1, then A′ → PN misses the locus
Se−1 completely. Applying [17, Proposition 5.5] shows the locus of reducible curves in A′
has dimension at most e(n− d+ 1)− 2 = a in each fiber of the evaluation map A′ → X over
a singular point and has dimension at most a − 1 in each fiber over a smooth point. Since
the general point in the image of A′ → X is smooth, again we have the locus of reducible
curves in A′ has codimension at least 2, contradicting Proposition 4.5. 
4.5. Conclusion of argument.
Proof. (of Theorem 4.1) To prove Theorem 4.1, it suffices to show that the fibers of the
evaluation map are of the expected dimension [13, Lemma 4.5].
First suppose d ≥ 7. We apply Theorem 4.12 to show Se is not all of PN . By Corollary 4.10,
we have S1 has codimension at least
(
n+1
2
)− 3(n− 2) in PN . Theorem 4.12 implies then that
Se has codimension at least(
n+ 1
2
)
− 3(n− 2)−
e∑
e′=2
(2n− 2e′) =
(
n+ 1
2
)
− 3(n− 2)− 2n(e− 1) + e(e+ 1)− 2
=
1
2
(n2 − n− 4ne+ 2e2 + 2e+ 8).
Solving for the values of e for which n2 − n− 4ne+ 2e2 + 2e+ 8 > 0 yields Theorem 4.1 in
the case d ≥ 7.
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If d < 7, then e ≤ 2. We can assume d ∈ {5, 6} [5, Theorem 1.6]. As mentioned in Remark
4.4, we chose to restrict to hypersurfaces with finitely many singular points to simplify the
argument for d ≥ 7. When e = 2, we can replace S1 with the locus of hypersurfaces for
which all the points are 1-level and the singular locus does not contain a line. Hypersurfaces
singular along a line have codimension n2 − 3n + 3 [18, Lemma 5.1], which is at least the
codimension of hypersurfaces containing a 2-plane for n ≥ 3. Then, we can run the same
argument in Proposition 4.12 to see flatness in Theorem 4.1 as [17, Proposition 5.5] still
applies. 
5. Irreducible components
5.1. Conics through a point. We will work with the Hilbert scheme of conics instead of
the Kontsevich space to focus on degree 2 maps that are not covers of a line.
Definition 5.1. We let
(1) Hilb2t+1(Pn) denote the Hilbert scheme of conics in Pn
(2) Hilb2t+1(X) denote the Hilbert scheme of conics in X
(3) Hilb2t+1(X/PN) denote the relative Hilbert scheme of conics in the fibers of X → PN
(4) C → Hilb2t+1(X/PN) be the universal curve.
Note that Hilb2t+1(Pn) is smooth, as a P5 bundle over G(2, n), Hilb2t+1(X/PN) is smooth
as Hilb2t+1(X/PN) → Hilb2t+1(Pn) is a PN−5-bundle, and C is smooth as C → Pn is a
G(1, n− 1)× P4 × PN−5 bundle.
The goal of this section is to prove
Proposition 5.2. The general fiber of C → X is smooth and connected.
The proof of [15, Theorem V.4.3] regarding lines on a general hypersurface is very similar,
and so is good preparation for the proof of Proposition 5.2. The proof of Proposition 5.2
will reduce to Propositions 5.6 and 5.7 below.
Definition 5.3. For a > 0, let Wa = H
0(P1,OP1(a)) be the degree a forms in 2 variables.
The case a = 1 of Lemma 5.4 below is given in [15, Lemma V.4.3.1.1].
Lemma 5.4. Consider the multiplication map m : Wa×Wb → Wa+b. For a linear hyperplane
V ⊂ Wa+b, let
D(V ) := {f ∈ Wb | m(Wa × {f}) ⊂ V } ⊂ Wb.
Then, codim(D(V )) = min{a, b, `}, where ` is the smallest positive integer such that V ∈
P(Wa+b)∗ lies on the `-secant variety S`−1(C),. Here C ⊂ P(Wa+b)∗ is the rational normal
curve given as the image P1 → P(Wa+b)∗ where p ∈ P1 maps to {A ∈ Wa+b | A(p) = 0}.
Proof. Let the elements of Wb, and Wa+b be written as b0s
b + b1s
b−1t + · · · + bbtb, and
c0s
a+b + c1s
a+b−1t+ · · ·+ ca+bta+b respectively. So f = b0sb + b1sb−1t+ · · ·+ bbtb is in D(V )
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if and only if b0s
b+itj + b1s
b+i−1tj+1 + · · ·+ bbsitb+j ∈ V for all i, j ≥ 0 with i + j = a. If V
is written as defined by d0c0 + · · ·+ da+bca+b = 0, then f ∈ D(V ) if and only if
c0 c1 · · · cb
c1 c2 · · · cb+1
...
...
. . .
...
ca ca+1 · · · ca+b


b0
b1
...
bb
 =

0
0
...
0
(2)
Therefore, codim(D(V )) is the rank of the matrix in (2) with i, j entry ci+j for 0 ≤ i ≤ a,
0 ≤ j ≤ b. By [12, Proposition 9.7], the locus in P(Wa+b)∗ where the matrix is rank `
is given by the `-secant variety S`−1(C) of the rational normal curve C ⊂ P(Wa+b)∗ given
by the rank 1 matrices. Therefore, C is given as the image of P1 → P(Wa+b)∗ mapping
[s : t] to [sa+b : sa+b−1t : · · · : ta+b]. So [s : t] maps to the hyperplane in P(Wa+b) defined by
c0s
a+b+c1s
a+b−1t+· · ·+ca+bta+b, which is precisely {A ∈ Wa+b | A(p) = 0} for p = [s : t]. 
Lemma 5.5. Suppose n ≥ 4 and d < n. Then, the closed locus Z of forms (G,F3, . . . , Fn)
for which the map W3×W n−21 → W2d−1 given by (A,L3, . . . , Ln) 7→ AG+L3F3 + · · ·+LnFn
is not surjective has codimension at least 2.
Proof. Consider the incidence correspondence
Φ = {(V,G, F3, . . . , Fn) | GW3+F3W1+· · ·+FnW1 ⊂ V } ⊂ P(W2d−1)∗×W3×W n−21 → W2d−1.
It suffices to show dim(Φ) ≤ dim(W3 ×W n−21 ). To do so, we will consider the projection
pi : Φ → P(W2d−1)∗, stratify P(W2d−1)∗ and bound the loci in Φ lying over the strata
separately using Lemma 5.4. As in Lemma 5.4, let E ⊂ P(W2d−1)∗ be the rational curve
parameterizing hyperplanes in P(W2d−1) of the form {A ∈ Wa+b | A(p) = 0} and let E =
S1(E) ⊂ S2(E) ⊂ S3(E) ⊂ PW ∗2d−1 its first, second and third secant varieties. Now, we have
four cases:
(1) The locus S1(E) is 1-dimensional. For V ∈ S1(E), pi−1(V ) is codimension n − 1 in
W3 ×W n−21 by Lemma 5.4. Therefore,
dim(W3 ×W n−21 )− dim(pi−1(S1(E))) = n− 2.
(2) The locus S2(E) is 3-dimensional. For V ∈ S2(E)\S1(E), pi−1(V ) is codimension
2(n− 1) in W3 ×W n−21 by Lemma 5.4. Therefore,
dim(W3 ×W n−21 )− dim(pi−1(S2(E)\S1(E)) = 2n− 5.
(3) The locus S3(E) is at most 5-dimensional. For V ∈ S3(E)\S2(E), pi−1(V ) is codi-
mension 2(n− 1) + 1 in W3 ×W n−21 by Lemma 5.4. Therefore,
dim(W3 ×W n−21 )− dim(pi−1(S3(E)\S2(E)) = 2n− 6.
If d = 3 and n = 4, then
(4) For V ∈ P(W2d−1)∗\S3(E), pi−1(V ) is codimension 2(n − 1) + 2 in W3 ×W n−21 by
Lemma 5.4. Therefore,
dim(W3 ×W n−21 )− dim(pi−1(P(W2d−1)∗\S3(E)) = 2n− 2d+ 1.
Since n ≥ 4 and d < n, each case yields a bound that is at least 2, which is what we wanted.

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Proposition 5.6. Let H˜ilb2t+1(X/PN) ⊂ Hilb2t+1(X/PN) denote the open locus of smooth
conics. The singular locus of C → X has codimension at least 2 for n ≥ 4.
Proof. Since all smooth conics are projectively equivalent, we can fix the smooth conic C ⊂
Pn with ideal (Q(X0, X1, X2), X3, · · · , Xn) and parameterization P1 → Pn given by (s, t)→
(s2, st, t2, 0, . . . , 0). It suffices to show that, in the PN−5 hypersurfaces X that contain C, the
locus of hypersurfaces X with h1(NC/X(−p)) 6= 0 has codimension at least 2 for p ∈ C.
Let F (X0, . . . , Xn) cut out a hypersurface X containing C. Then, F can be written as
F = Q(X0, X1, X2)G(X0, X1, X2) +X3F3(X0, . . . , Xn) + · · ·+XnFn(X0, . . . , Xn),
where G is degree d−2 and each Fi is degree d−1. The polynomials G and Fi can be chosen
independently. Consider the short exact sequence
0 NC/X NC/Pn NX/Pn|C 0
OC(2H)⊕ OC(H)⊕(n−2) OC(dH)
To determine the map OC(2H) ⊕ OC(H)⊕(n−2) → OC(dH), we consider the dual map. We
have the conormal bundles N∨C/Pn =
(Q,X3,...,Xn)
(Q,X3,...,Xn)2
and N∨X/Pn|C = (F )(F )(Q,X3,...,Xn) as quotients
of ideal sheaves. The map N∨X/Pn|C → N∨C/Pn is induced by inclusion (F ) ⊂ (Q,X3, . . . , Xn).
Dualizing, the map OC(2H) ⊕ OC(H)⊕(n−2) → OC(dH) is given by multiplication by the
vector (G,F3, . . . , Fn). The long exact sequence in cohomology implies H
1(NC/X(−p)) = 0
if and only if H0(OC(2H − p)⊕ OC(H)⊕(n−2))→ H0(OC(dH)) is surjective.
By pulling back via the parameterization P1 → Pn, we are done by Lemma 5.5. 
Proposition 5.7. For n ≥ 4, the singular locus of C → X has codimension at least 2 in C.
Proof. The space Hilb2t+1(Pn) can be stratified into three loci: smooth conics, unions of two
distinct lines, and doubled lines. These strata are of codimensions 0, 1 and 2, respectively.
Since the Hilbert function is constant on Hilb2t+1(Pn), the map C → Hilb2t+1(Pn) is a Zariski-
local projective bundle. This means the pullbacks of these strata in C are also of codimensions
0, 1, and 2. Therefore, it suffices to show Proposition 5.7 when restricted to the smooth conics
and to the unions of two distinct lines.
By Proposition 5.6, we know Proposition 5.7 is true when we restrict C to the locus where
C → Hilb2t+1(X/PN) is smooth. Now, consider the locally closed subset Y ⊂ C consisting
of pointed curves (C, p), where C is a union of two distinct lines L1, L2, p ∈ L1\L2. The
locus Y is irreducible, as we can parameterize Y by a smooth, irreducible variety Z → Y
by specifying (C, p) by first choosing p ∈ Pn, the two plane P containing C, a line L1
containing p and contained in P , a second line L2 contained in P , and finally a hypersurface
X containing L1 ∪ L2. Since the complement of the union of Y and the smooth locus of
C → Hilb2t+1(X/PN) has codimension 2, it suffices to show the singular locus of C → X has
codimension 1 in Y .
A parameter count involving the normal bundle of a line in a hypersurface similar to [15,
Proposition V.4.3.9] shows the singular locus of the map from the universal lineM0,1(X/PN , 1)→
X is singular in codimension at least min{n−2, n−d} = n−d. A more complicated version
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of this parameter count was given in detail in the proof of Proposition 5.6 above. This means
the map Z → X is smooth at a general point. Since the image Y of Z → C has codimension
1 and Z → Y has finite reduced fibers, this means C → X is smooth at a general point of
Y . 
Proof of Proposition 5.2. By [16, Proposition 3.1], it suffices to see X is e´tale simply-connected
and the singular locus of C → X has codimension at least 2. The first condition follows from
the fact that X → Pn is rational as a Zariski-locally trivial PN−1 bundle and the bira-
tional invariance of e´tale fundamental groups. The second condition follows Proposition 5.7
below. 
5.2. Layeredness. Let X ⊂ Pn be a hypersurface of degree d, where d ≤ n− 1.
Definition 5.8. A point p ∈ X is called e-layered if it is 1-level and for every 1 < k ≤ e,
every irreducible component parameterizing degree k rational curves through p contains
reducibles.
Definition 5.9. A hypersurface X is e-layered if it is e-level and a general point is e-layered.
Remark 5.10. We have corresponded with the authors of [17] and it is not clear how their
argument as written shows e-layeredness at all points as claimed, but they brought us to the
attention that e-levelness at all points and e-layeredness at a general point suffices to prove
their main theorem.
5.3. Existence of e-layered hypersurfaces. Let PN be the space of degree d hypersurfaces
in Pn, and Te ⊂ PN denote the closure of the hypersurfaces that are not e-layered. We have
a chain of inclusions
T1 ⊂ T2 ⊂ T3 ⊂ · · · ⊂ PN .
Theorem 5.11. The codimension of Te−1 ⊂ Te is at most 2n− (n− d+ 1)e.
Proposition 5.12. If f : X → Y is a map between Noetherian schemes of finite presentation
and Z ⊂ X is a closed subset, then the set A ⊂ X of all x ∈ X such that a geometric
component of the fiber f−1(f(x)) containing x is disjoint from Z is constructible.
Proof. Since this is a statement about the underlying topological spaces, we can assume X
and Y are reduced. By restricting to each component of X, we can assume X is integral.
By Noetherian induction on X, it suffices to prove Proposition 5.12 after restriction to some
open subset of Y , so we can assume Y = Spec(A) is affine and integral. Let η ∈ Y be the
generic point and Xη be the fiber over the generic point. Following [19, Tag 0551], we will
find a finitely presented surjection Y ′ → Y such that each component of the generic fiber
of X ×Y Y ′ is irreducible as follows. Since Xη has finitely many components, there is a
finite separable extension L of K(A) such that each component of Xη ×Spec(K(A)) Spec(L) is
geometrically irreducible [9, EGA IV, Theorem 4.4.4, Proposition 4.5.9].
Since L is separable over K(A), it is generated by some element α, which we can assume
to be in A after multiplying by an element of A. Then, if the field extension L over K(A)
is defined by the monic polynomial p, then let A′ = A[T ]/p(T ) and Y ′ = Spec(A′). If we
prove Proposition 5.12 for the morphism X ×Y Y ′ → Y ′, then we prove Proposition 5.12 via
Chevellay’s Theorem [8, EGA IV, Theorem 1.8.4] applied to X ×Y Y ′ → X. Therefore, we
can assume in addition that Xη has geometrically irreducible components.
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Let X1,η, . . . , Xr,η denote the irreducible components of Xη and X1, . . . , Xr the closures of
X1,η, . . . , Xr,η in X respectively. Since X\(X1,η ∪ · · · ∪ Xr,η) → Y misses η ∈ Y , Chevel-
lay’s Theorem again implies we can restrict Y to a standard affine that avoids the image.
Therefore, we can assume X is the set-theoretically the union of X1, . . . , Xr.
By generic flatness [9, EGA IV, Theorem 6.9] and the fact that flat morphisms are open [9,
EGA IV, Theorem 2.4.6], we can replace Y by an open subset so that each Xi → Y is flat
and surjective.
By generic flatness again, we can replace Y with a standard open to assume Xi ∩Xj → Y is
flat for each pair 1 ≤ i, j ≤ r. By equidimensional of the fibers of a flat morphism [9, EGA
IV, Corollary 6.1.4], we know f−1(p) ∩ (Xi ∩Xj) ⊂ f−1(p) ∩Xi is nowhere dense for i 6= j.
By replacing Y with an open subset, we can assume that each geometric fiber of Xi → Y is
irreducible [10, EGA IV, Theorem 9.7.7(i)]. Finally, if we let S ⊂ {1, . . . , r} be the subset
of indices i such that Xi does not intersect Z, then A is the union
⋃
i∈S Xi. 
Proof of Theorem 5.11. From Theorem 4.12, we know the codimension of Te−1 ⊂ Te−1 ∪ Se
is at most 2n− (n− d+ 1)e. Using the same setup as the proof of Theorem 4.12, let B be
{[C] ∈M0,1(X/PN , e)| a component of ev−1(ev([C])) containing [C] has no reducibles}.
Note that B is constructible by Proposition 5.12, so in particular every component of B
contains an open dense subset contained in B.
Consider the map B → X → PN , and consider the closed locus in im(B → X ) where the
fiber dimension is n− 1. Let B′ ⊂ B be the inverse image of that closed locus in B. Hence,
B′ are the stable maps in B lying above the hypersurfaces [X] ∈ PN that have a component
covered by B → X under the evaluation map.
We want to control the image B′ → PN . Let A ⊂ B′ be an irreducible component. If A
contains a map that is not a cover of a line, then the image of A →M0,0(Pn, e) has dimension
at least 3n−3. Applying Lemma 4.11 as before allows us to cut A by hyperplane sections in
PN to obtain A′ such that the image of A′ →M0,0(Pn, e) has dimension 2n− 1. The image
of the generic fiber of A′ →M0,0(Pn, e) in PN is finite. Lemma 4.6 shows A′ contains stable
maps from reducible curves.
This means im(A′ → M0,0(X/PN , e)) is also dimension 2n − 1. Since the fiber dimension
of im(A′ → X )→ PN is n− 1, the fiber dimension of im(A′ →M0,0(X/PN , e))→ PN is at
least (n − 1) + (a − 1), where a = (n − d + 1)e − 2 as in the proof of Theorem 4.12. The
image of A′ → PN has dimension at most 2n− 1− (n+ a− 2).
Assume, for the sake of contradiction, that the codimension of Te−1 ⊂ Te is at least 2n−(n−
d+ 1)e+ 1. Then, since n ≥ 3 the image A′ → PN misses the locus Se−1, which contradicts
[17, Proposition 5.5] and Proposition 4.5. Here, the point is [17, Proposition 5.5] shows the
locus parameterizing reducible curves intersects every fiber of A′ → X in codimension at
least 1, the general fiber of A′ → X parameterizes no reducible curves, and singular points
occur in the image of A′ → X in codimension at least n − 1 by the definition of (e − 1)-
levelness. This means the locus in A′ parameterizing reducible curves is codimension at least
2, which contradicts Proposition 4.5. 
Corollary 5.13. If e < n− 1+
√
n2−n−15
2
, then a general hypersurface X of degree d = n− 1
in Pn is e-layered.
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Proof. If d ≥ 7, then this follows from the same dimension computation in Section 4.5
applied in the proof of Theorem 4.1 using Theorems 4.12 and 5.11. When d ≤ 6, it suffices
to consider the case e ≤ 2, in which case Proposition 5.2 suffices. 
5.4. Behrend-Manin stacks. Let X ⊂ Pn be a smooth hypersurface of degree d. In order
to keep track of the combinatorics of the components of reducible rational curves, we will
use Behrend-Manin stacks. We refer the reader to [2, Definitions 1.6, 3.13] for the precise
definitions of a stable A-graph τ and the associated Behrend-Manin stack M(X, τ). Also
see [13] for a shorter account that suffices for our purposes.
Roughly, a stable A-graph keeps track of the combinatorics of the irreducible components of
a stable map C → X, including the dual graph of how they intersect, the marked points on
each component, the degree of the map restricted to each component, and the genus of each
component. Since we are dealing with rational curves, all the stable A-graphs we consider
will have genus zero, meaning the genus of each vertex is zero and the underlying graph is a
tree.
Associated to a stable A-graph τ , there is a set of vertices Vertex(τ), a set of edges Edge(τ)
connecting them, and a set of tails Tail(τ), which can be thought of half edges attached to
vertices. There is also a map β : Vertex(τ) → Z≥0, assigning a degree to each vertex. We
also let β(τ) =
∑
v∈Vertex(τ) β(v) and the expected dimension
dim(X, τ) := (n+ 1− d)β(τ) + # Tail(τ)−# Edge(τ) + dim(X)− 3
[13, Definition 3.4]. Finally, there is a set of flags Flag(τ), where we have two flags corre-
sponding to each edge in Edge(τ), corresponding to the two endpoints, and one flag for each
tail. In particular, # Flag(τ) = 2# Edge(τ) + # Tail(τ).
The Behrend-Manin stack M(X, τ) parameterizes stable maps C → X, where the curve C
consists of prestable curves Cv [2, Definition 2.1], one for each vertex of τ , that glue together
and map to X according to the data in τ . The open locus of M(X, τ) of strict maps is
quicker to define. See [13, Definition 3.7] for more details.
Definition 5.14. A stable map C → X in M(X, τ) is a strict map if Cv ∼= P1 for each
v ∈ Vertex(τ). The locus of strict maps is an open substack M(X, τ) ⊂M(X, τ).
A point in M(X, τ) ⊂ M(X, τ) can be specified by the data ((Cv)v∈Vertex(τ), (hv : Cv →
X)v∈Vertex(τ), (qf )f∈Flag(τ)) such that qf ∈ Cv, where v is the vertex to which qf is attached.
Each map hv : Cv → X is specified to have degree β(v).
Since we want to think of Tail(τ) as parameterizing marked points, for each f ∈ Tail(τ), we
have an evaluation map
evf :M(X, τ)→ X
[13, Definition 3.11]. Similarly, we have evf for all f ∈ Flag(τ), as the remaining flags
correspond to the points of intersection between different prestable curves Cv that piece
together to give the domain of a stable map C → X, and we can ask for the image of such
an intersection point.
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5.5. A criterion for smoothness.
Definition 5.15. Let τr(e) be the stable A-graph that has one vertex v, no edges, r tails
such that β(τ) = β(v) = e. By definition, M(X, τr(e)) is the Kontsevich space M0,r(X, e).
Given any A-stable graph with β(τ) = e and # Tail(τ) = r, there is a morphismM(X, τ)→
M0,r(X, e) canonical up to relabeling the tails.
If we repeatedly specialize a rational curve C → X so that it breaks up into more and
more components, then we eventually end up with a tree of lines. Since we will care about
rational curves through a general point p ∈ X given by a tree of lines, we make the following
definition. By abuse of notation, it is different than the one given in [13, Definition 5.8].
Definition 5.16. Let a stable A-graph τ be called a basic A-graph if β(v) ∈ {0, 1} for all
v ∈ Vertex(τ) and # Tail(τ) = 1.
Definition 5.17. Let a basic A-graph be called nondegenerate if β(v) = 1 for all v ∈
Vertex(τ).
The argument in [13, Proposition 6.6] applied in our case gives
Proposition 5.18. Let τ be a basic A-graph and X ⊂ Pn be a smooth e-level hypersur-
face of degree d = n − 1 with an irreducible Fano scheme of lines. Then, the morphism
M(X, τ) →M0,1(X, e) maps a general point of M(X, τ) to a point in the smooth locus of
ev :M0,1(X, e)→ X.
Proof. Applying the argument in [13, Proposition 6.6], reduces the question of checking
whether a point (h : C → X) ∈ M(X, τ) is a smooth point of M0,1(X, e)→ X to checking
whether H1(C, h∗TX(−p)) = 0, where p ∈ C corresponds to the unique tail in Tail(τ).
The tangent space to a fiber ofM0,1(X, 1)→ X at a pair (`, p), where p ∈ ` ⊂ X and ` is a
line is H0(N`/X(−p)), and this is of the expected dimension if and only if H1(N`/X(−p)) = 0.
By generic smoothness, this holds for a general pair (`, p). From the short exact sequence,
0 → T` → TX|` → N`/X → 0, H1(TX|`(−p)) = 0 for a general point (`, p) ∈ M0,1(X, 1).
Applying [13, Lemma 6.2] allows us to conclude. 
Remark 5.19. Instead of arguing via the smoothness of the nonseparated Artin stack of
prestable curves as in [13, Proposition 6.6] in the beginning of the proof of Proposition 5.18,
an equivalent way is to add c marked points to C → X so the prestable curve C is actually
stable. Then, it suffices to show smoothness of M0,1+c(X, e) → M0,1+c × X at C → X as
this implies the map M0,1+c(X, e)→ X is smooth at C → X.
Note that e-levelness guarantees flatness of the evaluation map [13, Lemma 4.5], so smooth-
ness at a point is equivalent to being smooth in its fiber.
The condition on the Fano scheme is automatically satisfied in our case since the Fano scheme
of lines is smooth and connected for a general hypersurface [15, Theorem 4.3] if the degree
d of X ⊂ Pn is at most 2n− 4 and X is not a quadric surface.
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5.6. Rational curves through a point. Theorem 1.2 will follow from Theorem 4.1 for
the statement on dimension, and Corollary 5.13 and Theorem 5.20 for the statement on
irreducible components.
Theorem 5.20. Let e ≥ 2 and d = n− 1. If there exist e-layered hypersurfaces, then for a
general hypersurface X, the fiber Fp of the evaluation map
M0,1(X, e)→ X
over a general point p ∈ X has only one component that contains curves C → X that are
not multiple covers of a line.
A diagram of the proof of Theorem 5.20 in the case e = 3 is depicted in Figure 5.6.
Proof. The case e = 2 is Proposition 5.2, so suppose e > 2. We will use strong induction on
e. By e-levelness, each component of Fp has the same dimension. If C → X is a rational
curve in X through p, we can use e-layeredness to specialize C → X to C0 → X, so that
C0 → X lies in M(X, τ), where τ is a nondegenerate basic A-graph. By Proposition 5.18,
we can assume C0 → X is a smooth point of Fp.
Each component of the fiber of M(X, τ) → X over p lies in a unique component of Fp.
What we need to show is that as we vary over all nondegenerate basic A-graphs τ we only
get one component of Fp that contains curves that are not covers of a line. To do this, we
will reduce ourselves to looking at “combs” of lines, where the backbone gets collapsed. One
can get this by specializing a tree of lines to a “broom”, where all the lines pass through p.
For clarity, we will instead first reduce to the case of chains of lines and then specialize the
chain of lines to a comb.
As before, let C0 → X be in M(X, τ), where τ is a nondegenerate basic A-graph. Let
(Cv)v∈Vertex(τ) be the components of C0. Note that each Cv ∼= P1. Let v0 be the vertex to
which the unique tail of τ is attached. By abuse of notation, we call the marked point in
Cv0 that maps to p under C → X also as p ∈ Cv0 . Let qa1 , . . . , qar ∈ Cv0 correspond to the
edges attached to v0 in τ , or the points of attachment of the other components of C to Cv0 .
p qa1 qa2 qa3 qa4
Cv0
Now, we specialize the points qa1 , . . . , qar one by one to a fixed general point qa ∈ Cv0 . Let
the resulting curve be C ′0 → X, given by gluing together the prestable curves (C ′v)v∈Vertex(τ).
From the argument in [6, Proposition 6], if we want to understand what happens to Cv0 in the
limit as we specialize, it suffices to understand what happens to the map (Cv0 , qa1 , . . . , qar)→
X from the pointed curve (Cv0 , qa1 , . . . , qar) as we specialize the points qa1 , . . . , qar .
Then, Cv0 gets replaced with the prestable curve C
′
v0
that is Cv0 with a chain of rational
curves attached at qa. Proposition 5.18 tells us that C
′
0 → X is a smooth point of Fp. By
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induction, the space of degree e − 1 curves through qa contains only one component with
curves that do not cover a line.
This means C ′0 → X is in the same component of Fp as the curve we get when we take
Cv0
∼= P1 and attach a general chain of lines to qa in the same component of degree e − 1
curves through qa. This chain of lines may be a cover of a line. In this way, we have reduced
to the case where τ is a chain.
Now, let v0, . . . , ve−1 be Vertex(τ), where each vi is connected to vi+1 for 0 ≤ i ≤ e− 2. Let
the unique tail of τ be attached to v0 and h : C → X given by (hi : Cvi → X) be a point of
M(X, τ)∩Fp, general in its component. As before, each hi : Cvi ∼= P1 → X is an embedding
of a line. Now, we want to specialize the points of attachment.
p
Cv0 Cv1 Cv2 Cv3 Cv4 Cv5
Let p0 = p and pi be the point of Cvi that is attached to Cvi−1 under h : C → X for
1 ≤ i ≤ e − 1. For 0 ≤ i ≤ e − 2, let qi ∈ Cvi be the point that is attached to Cvi+1 . Now,
we take a 1-dimensional family that specializes q0 to p0. Then, we specialize q1 to p1. Let
C ′ → X given by (h′i : C ′vi → X) be the result after specializing qi to pi for all 0 ≤ i ≤ n− 2.
Then, each C ′vi for 0 ≤ i ≤ e − 2 becomes a union of two rational curves, where the one
containing qi and pi is collapsed under the map to X.
p q0 = p1 q1 = p2 q2 = p3
C ′v0 C
′
v1
C ′v2 C
′
v3
Proposition 5.18 tells us that C ′ → X is a smooth point of Fp. However, we note that
C ′ → X is also a specialization of a strict map D → X lying in M(X, τcomb) ∩ Fp, where
Vertex(τcomb) = {vcenter, v0, . . . , ve−1} with β(vcenter) = 0 and β(vi) = 1, and the edges of τcomb
connect vcenter to each of v0, . . . , ve−1. The unique tail of τcomb is attached to vcenter. Propo-
sition 5.18 says that a general choice of a strict map D given by (gv : Dv → X)v∈Vertex(τcomb)
is a smooth point of Fp. In fact, since the choice of the maps Dvi → X is discrete, every
choice of a strict map D → X is smooth.
Dvcenter
p
Dv0 Dv1 Dv2 Dv3
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The backbone Dvcenter gets collapsed to p under the map to X and each Dvi gets mapped to
a line through p. To finish, we need to show that all strict maps D → X, where not all of
the Dvi get mapped to the same line, are in the same component of Fp.
Let S ⊂ {v0, . . . , ve−1} be a strict subset, with #S ≥ 2 and such that the maps Dv → X for
v ∈ S do not all embed as the same line. Then, we can specialize D → X to D′ → X, where
D′vcenter is now a rational curve with two components, one that is attached to D
′
v for all v ∈ S
and the other that contains p and is attached to D′v for v /∈ S. The maps Dvi ∼= D′vi → X
are unchanged. Then, using the induction hypothesis, this map D′ → X is in the same
component of Fp as the map we would get by modifying the lines D
′
v → X for v ∈ S, so long
as D′v → X for v ∈ S do not all embed as the same line.
The end result is that D → V is in the same component as the map we would get by
modifying Dv → X for v ∈ S, so long as we maintain Dv → X for v ∈ S do not all embed
as the same line. In this way, we see that all strict maps D → X, where not all of the Dvi
get mapped to the same line, are in the same component of Fp. 
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Figure 1. A diagram of the proof of Theorem 5.20 in the case e = 3. Com-
ponents depicted with solid lines embed as lines in the hypersurface X and
components depicted with dashed lines are collapsed. The lines L1, L2, L3 are
not all the same by assumption, so we assume without loss of generality that
L1 6= L2.
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