Princípio do máximo forte para inequações diferenciais elípticas quasilineares singulares em forma divergente by Santos, Filipe Jung dos
Universidade Federal do Rio Grande do Sul
Instituto de Matemática
Programa de Pós-Graduação em Matemática
Princípio do Máximo Forte para Inequações
Diferenciais Elípticas Quasilineares Singulares
em Forma Divergente
Dissertação de Mestrado
Filipe Jung dos Santos
Porto Alegre, março de 2017
Dissertação submetida por Filipe Jung dos Santos1 como requisito parcial
para a obtenção do grau de Mestre em Ciência Matemática pelo Programa de
Pós-Graduação em Matemática do Instituto de Matemática da Universidade
Federal do Rio Grande do Sul.
Professor Orientador:
Prof. Dr. Leonardo Prange Bonorino
Banca Examinadora:
Prof. Dr. Alvaro Luiz de Bortoli
Prof. Dr. Eduardo Henrique de Mattos Brietzke
Prof. Dr. Jaime Bruck Ripoll
1Bolsista da Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (CAPES)
2
Agradecimentos
Agradeço primeiramente a Deus pela oportunidade da vida.
Agradeço a minha familia e principlamente aos meus pais, pelo amor e
seus esforços para darem a mim as inúmeras condições favoráveis ao meu
progresso.
Agradeço à minha querida e amada Guinever, por todo o amor, carinho
e compreensão, nessa fase e sempre.
Agradeço à banca pela pronta atenção dada ao meu trabalho; ao meu
orientador, o prof. Leonardo Bonorino, por sua valiosa amizade e dedicação.
Aos meus amigos Lucas e Gustavo, pela inestimável amizade ao longo de
tantos anos. Aos meus queridos colegas, Daniel, Felix, William, Leonardo e
tantos outros, pela amizade, companhia e ajuda mútua.
Aos professores do Instituto de Matemática da UFRGS, cujas excelentes
aulas reetem seu compromisso com o nosso aprendizado e crescimento. À
Rosane e aos muitos funcionários do instituto que contribuem para tornar
tudo possível.




Em [2], assumindo algumas hipóteses sobre A e f, Diaz provou que para
a validade do Princípio do Máximo Forte para as soluções fracas C1 de
div(A(|Du|)Du)− f(u) ≤ 0, u ≥ 0, (1)













Ω(s)ds, para t > 0, H(0) = 0.
Nesta dissertação, com base nos trabalhos [6], [5], provamos a suciência
da condição de divergência (2) para a validade do Princípio do Máximo Forte
para (1), sob hipóteses ligeiramente mais gerais que em [2].
Ao nal, estendemos o resultado para inequações da forma
Di{aij(x)A(|Du|Dju)} −B(x, u,Du) ≤ 0, u ≥ 0.
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Abstract
In [2], under some assumptions about A and f , Diaz proved that for the
Strong Maximum Principle to be true for the C1 solutions of the inequality
div(A(|Du|)Du)− f(u) ≤ 0, u ≥ 0, (1)













Ω(s)ds, for t > 0, H(0) = 0.
In this dissertation, based on the works [6], [5], we prove the suciency of
the divergence condition (2) for the validity of the Strong Maximum Principle
for (1), under slightly more general hypotheses than those assumed in [2].
At the end, we extend the result for inequalities of the form





2.1 Soluções Fracas . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Elipticidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Espaços de Sobolev . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Resultados para Inequações do Primeiro Caso 20
4 Extensão para o segundo caso 37
5 Teorema de Comparação 41
4
1 Introdução
O Princípo do Máximo Forte, em seu enunciado mais simples, arma que
em dado domínio D ⊂ Rn, uma função subharmônica u ∈ C2(D) (∆u ≥ 0)
que atinge o seu máximo no interior de D é constante.
De acordo com [7], esse resultado já era conhecido por Gauss em 1839 e o
problema de sua generalização para operadores elípticos mais gerais perma-
neceu em aberto até o início do século XX. Contribuições nesta direção foram
feitas por Bernstein(1904), Picard(1905) e Lichtenstein(1912, 1924) sob hi-
póteses restritivas de regularidade e por métodos de bastante diculdade.
Finalmente, em 1927, Eberhard Hopf obteve o resultado para operadores
elípticos lineares, por meio de uma técnica de comparação essencialmente
elementar. A prova de Hopf tornou-se uma referência clássica, tendo sido re-
produzida em muitos textos subsequentes. Mais recentemente, o Princípio do
Máximo foi estendido para soluções fracas de inequações diferencias elípticas
quasilineares com singularidade, uma teoria iniciada por Vazquez e Diaz na
década de 1980, previamente sugerida por Benilan, Brezis e Crandall [1].
Em [8], Vazquez estuda as condições para a validade de um enunciado
equivalente ao princípio do máximo para as soluções fracas localmente inte-
gráveis da inequação
∆u− f(u) ≤ 0, x ∈ D ⊂ Rn, (1.1)
assumindo f contínua e não-decrescente em R, com f(0) = 0. A suposição








ou f(u) = 0 em [0, τ), para algum τ > 0. Sob tais hipóteses, foi mostrado
que qualquer solução fraca não-negativa de (1.1) em D ou é estritamente
positiva em D ou identicamente nula. Vazquez estende este resultado para a
inequação
∆mu− f(u) ≤ 0, m > 1, x ∈ D ⊂ Rn, (1.3)
onde ∆mu = div{|Du|m−2Du}, sendo necessário para isso substituir a con-





Em [2], Diaz estudou a inequação
div {A(|Du|)Du} − f (u) ≤ 0, (1.5)
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sob a hipótese de que a função Ω(t) = tA(t) seja continuamente diferenciável
em (0,+∞), com a condição de elipticidade Ω′ > 0, para t > 0, e Ω(t) → 0









t > 0. As inequações (1.1) e (1.3) são casos particulares da (1.5) quando A ≡
1, comH(t) = 1
2
t2, eA(t) = tm−2, comH(t) = (m−1)tm/m, respectivamente.
Ocorre que, nestes casos, a (1.6) torna-se a negação das (1.2) e (1.4), o que
assegura também a necessidade destas condições para o princípio do máximo.
O objetivo desta dissertação, feita com base nos trabalhos de Pucci, P.;





para a validade do princípio do máximo forte para as soluções fracas de
determinados tipos de inequações diferencias quasilineares elípticas singulares
em forma divergente.
Após as Preliminares, na Seção 3, consideramos as inequações
div {A(|Du|)Du} − f (u) ≤ 0, u ≥ 0, (1.8)
div {A(|Du|)Du} − f (u) ≥ 0, u ≥ 0 (1.9)
em um domínio D de Rn, não necessariamente limitado, para n ≥ 2.
Estaremos assumindo as seguintes condições sobre as funções A = A(t) e
f = f(u):
(A1) A ∈ C(0,+∞);
(A2) t 7→ tA(t) é estritamente crescente em (0,+∞) e tA(t) → 0 com
t→ 0;
(F1) f ∈ C[0,+∞);
(F2) f(0) = 0 e f é não-decrescente no intervalo [0, δ), para algum δ > 0.
Provamos a suciência da condição mencionada para o princípio do máximo
forte para (1.8), seguindo o procedimento feito em [6]. Começamos provando
o Lema 2, que nos permite construir funções de comparação para as soluções
de (1.8). Isto é, para uma dada solução u de (1.8) em D, construimos uma
solução v de (1.9), em um domínio limitado a ser denido ER ⊆ D, tal que
v ≤ u em ∂ER. No Lema 3, provamos então um resultado de comparação
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para estas soluções em domínios limitados; quando aplicado à função obtida
pela negação do princípio do máximo forte e a correspondente função de com-
paração construída, tal resultado nos leva diretamente a uma contradição.
Observamos que o método de construção utiliza apenas cálculo elementar,
dispensando o uso de teorias de ponto xo como em [5].





−B(x, u,Du) ≤ 0, (1.10)




, i = 1, . . . , n,
e suprimimos o somatório em 1 ≤ i, j ≤ n.
Exigimos que {aij(x)} seja uma matriz simétrica, uniformemente elíptica
e continuamente diferenciável no domínio e as seguintes hipóteses mais fortes
sobre A:
(A1)' A ∈ C1(0,+∞),
(A2)' Ω′(t) > 0 para t > 0 e Ω(t)→ 0 com t→ 0.
Além disso, suporemos que B(x, z, p) seja contínua em seu domínio e satisfaça
a uma condição da forma
B(x, u,Du) ≤ const.Ω(|p|) + f(u), (1.11)
para x ∈ D, u ≥ 0 e p ∈ Rn com |p| sucientemente pequeno. Para f ,
continuaremos assumindo as condições (F1) e (F2).
A prova neste caso é essencialmente a mesma do caso anterior, onde o Lema
2 tem papel proeminente. Para o passo nal é necessário um lema de com-
paração adequado à inequação (1.10), que obtemos como corolário de um




Queremos denir o conceito de solução fraca para as inequações (1.8),





, i = 1, . . . , n,
e estaremos sempre pressupondo o somatório de expressões com índices i
e/ou j, para i, j = 1, . . . , n.
Recordemos o Teorema da Divergência:
Teorema 1. Seja D ⊆ Rn um domínio limitado, com fronteira ∂D C1.
Denotemos por ν o vetor normal exterior a ∂D. Então, para qualquer campo





W · ν (2.1)
A partir do Teorema da Divergência, temos a fórmula de integração por
partes:







para i = 1, . . . , n.
C∞0 (D) é o espaço das funções innitamente diferenciáveis com suporte
compacto em D (supp φ contido no interior de D.)
Demonstração. Para i = 1, . . . , n, denimos o campoWi = (0, . . . , 0, f, 0, . . . , 0),
com f em sua i-ésima coordenada.
Então










É possível tomarmos um aberto U , com ∂U C1, tal que supp φ ⊆ U ⊆ D.











φW · ν = 0,
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onde aplicamos o Teorema da Divergência na penúltima igualdade. Daí segue
o resultado.
Consideremos a Equação de Poisson
∆u = f (2.2)
em um domínio D ⊆ Rn, aberto e limitado, para uma dada f ∈ L2(D).
Uma função u é dita solução de (2.2), no sentido clássico, se u ∈ C2(D)
e satisfaz a equação.
Seja u seja uma solução de (2.2):
Diiu = f





















Isso nos motiva a seguinte denição:









para toda φ ∈ C∞0 (D).
Notemos que na expressão (2.3) não precisamos mais do que a diferen-
ciabilidade de u (de fato é necessário bem menos do que isso). Além disso,
como vimos, se u ∈ C2(D) é solução de (2.2), então u satisfaz (2.3), para
toda φ ∈ C∞0 (D). Deste modo, o conceito de solução fraca é menos restritivo,
vindo a generalizar a denição clássica de solução.
As denições de solução fraca para as inequações de interesse neste traba-
lho são obtidas de modo análogo ao que zemos para a equação de Poisson. É
necessário apenas que nos restrinjamos a tomar funções teste não-negativas,
a m de não alterar as inequações.
Para uma solução u ∈ C2(D) de (1.8) temos
div {A(|Du|)Du} − f (u) ≤ 0.
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f (u)φ ≤ 0







f (u)φ ≤ 0.








f (u)φ ≤ 0, (2.4)
para toda φ ∈ C∞0 (D), φ ≥ 0.
Façamos o mesmo para a (1.10). Supondo que u ∈ C2(D) seja solução
da inequação, temos
Di{aij(x)A(|Du|)Dju} −B(x, u,Du) ≤ 0.





B(x, u,Du)φ ≤ 0







B(x, u,Du)φ ≤ 0.







B(x, u,Du)φ ≤ 0, (2.5)
para toda φ ∈ C∞0 (D), φ ≥ 0.
2.2 Elipticidade
Nesta seção, deniremos o que é entendido por elipticidade das inequa-
ções (1.8), (1.9). Daremos primeiro a denição clássica de elipticidade para
operadores quasilineares.
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Denição 4. Dizemos que um operador diferencial de segunda ordem Q é
quasilinear num domínio D ⊆ Rn se Q for expresso na forma
Qu = aij(x, u,Du)Diju+ b(x, u,Du), (2.6)
para u ∈ C2(D) e x ∈ D. As funções coeciente aij(x, z, p) e b(x, z, p), i, j =
1, . . . , n, são supostas denidas para todas as triplas (x, z, p) ∈ D ×R×Rn.
Q é elíptico em (x, z, p) se a matriz {aij(x, z, p)} for positiva denida. Se
{aij(x, z, p)} for positiva denida para todos os valores de (x, z, p) ∈ D ×
R × Rn, Q é dito elíptico em D. Denotando por Λ(x, z, p) e λ(x, z, p) os
respectivos maior e menor autovalores de {aij(x, z, p)}, dizemos que Q é
uniformemente elíptico em D se o quociente Λ/λ for limitado em D×R×Rn.
Possivelmente, se para alguma u ∈ C1(D) a matriz {aij(x, u(x), Du(x))} for
positiva denida, dizemos que Q é elíptico com respeito a u.
A próxima denição estende o conceito de monotonicidade para campos
de vetores.
Denição 5. Seja A : U ⊆ Rn → Rn uma função vetorial. Dizemos que A
é monótona se, para ξ, η ∈ U ,
〈A(ξ)−A(η), ξ − η〉 > 0, (2.7)
sempre que ξ 6= η.
A condição (2.7) será fundamental no que faremos mais adiante e também
em outras situações. A seguir, mostramos um exemplo em que ela é satisfeita.
Consideremos uma função realA tal queA(s) > 0, para s > 0, e Ω(s) = sA(s)
seja estritamente crescente em (0,+∞). Denamos A por
A(p) = A(|p|)p, p ∈ Rn, p 6= 0, A(0) = 0. (2.8)
Proposição 2. A condição (2.7) é satisfeita por A dada em (2.8).
Demonstração. Se for η = 0, a condição (2.7) se reduz a A(|ξ|)|ξ|2 > 0, que
é trivialmente satisfeita. Sejam pois ξ, η 6= 0. Se |ξ| = |η|, temos,
〈A(ξ)−A(η), ξ − η〉
〈A(|ξ|)ξ − A(|η|)η, ξ − η〉
A(|ξ|)|ξ − η|2 > 0
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e a condição é satisfeita. Por m, se |ξ| 6= |η|, pela desigualdade de Cauchy-
Schwarz, |〈ξ, η〉| ≤ |ξ||η|, logo
〈A(ξ)−A(η), ξ − η〉
= A(|ξ|)|ξ|2 + A(|η|)|η|2 − A(|ξ|)〈ξ, η〉 − A(|η|)〈η, ξ〉
≥ Ω(|ξ|)|ξ|+ Ω(|η|)|η| − Ω(|ξ|)|η| − Ω(|η|)|ξ|
= {Ω(|ξ|)− Ω(|η|)}(|ξ| − |η|).
A conclusão é agora direta pois, pela monotonicidade de Ω, os fatores do
último produto concordam em sinal.
Proposição 3. Suponhamos que A(x, p) : D × Rn → Rn seja contínua e






positiva denida. Então A(x, p) satisfaz a condição
(2.7).
Demonstração. Começamos notando que, se ξ 6= η e o segmento [ξ, η] não
inclui o 0, pelo Teorema do Valor Médio, para algum ζ no segmento,






é positiva denida em D × Rn\{0}.
No caso em que 0 ∈ [ξ, η], observamos que para algum t ∈ (0, 1), 0 =
tξ + (1− t)η e daí ξ = θη, com θ = t−1
t
< 0.
Uma vez que A é contínua em D × Rn, podemos aplicar o Teorema do
Valor Médio separadamente aos segmentos [0, ξ] e [η, 0]. Assim obtemos
0 < ζ1, ζ2 < 1 tais que
〈A(x, ξ)−A(x, η), ξ − η〉
= 〈A(x, ξ)−A(x, 0), ξ − η〉+ 〈A(x, 0)−A(x, η), ξ − η〉
= 〈DpA(x, ζ1)ξ, ξ − η〉+ 〈DpA(x, ζ2)(−η), ξ − η〉
= 〈DpA(x, ζ1)ξ, (1− θ−1)ξ〉+ 〈DpA(x, ζ2)η, (1− θ)η〉
= (1− θ−1)〈DpA(x, ζ1)ξ, ξ〉+ (1− θ)〈DpA(x, ζ2)η, η〉.
Os números 1 − θ−1 e 1 − θ são positivos e, novamente, como a matriz
jacobiana é positiva denida, segue que a expressão na última igualdade
acima é positiva, concluindo a demonstração.
Em vista da Proposição 3, quando A(x, p) é apenas contínua na variável
p, a condição (2.7) aparece como uma generalização da noção de elipticidade,
sendo suciente em muitos casos. Pela Proposição 2, a função vetorial p 7→
A(|p|)p em (1.8) é monótona e daí então dizemos que a inequação é elíptica,
neste sentido generalizado.
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2.3 Espaços de Sobolev
Na última seção precisaremos de alguns resultados referentes aos espaços
de Sobolev. Faremos uma breve exposição de alguns fatos fundamentais,
provando algumas passagens usadas no trabalho. Referimos [3] para mais
detalhes sobre o assunto.
Estaremos considerando a medida de Lebesgue em Rn. A medida de um
conjunto mensurável D ⊆ Rn será denotada por |D|.
Nas denições seguintes, por uma função f : D → R estaremos nos
referindo à classe de equivalência das funções mensuráveis em D que diferem
de f em um conjunto de medida nula.
Denição 6. Para 1 ≤ p <∞, denimos os espaços de Lebesgue Lp(D) das
funções p-integráveis em D
Lp(D) =
{






Dizemos que f : D → R é essencialmente limitada quando existe C > 0
tal que | {x ∈ D : |f(x)| > C}| = 0. Denimos o espaço de Lebesgue L∞(D)
como
L∞(D) = { f : D → R : f é essencialmente limitada } . (2.10)
O número inf {C > 0 : |{x ∈ D : |f(x)| > C}| = 0} é chamado supremo
essencial de f e o denotamos por ess sup Df .
Denimos ainda o espaço Lploc(D) das funções p-integráveis nos compactos
de D como
Lploc(D) = { f : D → R : f ∈ L
p(V ) ∀ compacto V ⊆ D} . (2.11)
É imediato que os espaços recém denidos são espaços vetoriais. Para







dene uma norma em Lp(D) que o torna um espaço de Banach. Para p = 2,






L∞(D) é também um espaço de Banach com a norma
‖f‖L∞(D) = ess sup Df. (2.14)
Um resultado fundamental nos espaços de Lebesgue é a Desigualdade de
Hölder:





= 1, então fg ∈ L1(D) e∫
D
|fg| ≤ ‖f‖Lp(D)‖g‖Lq(D). (2.15)
Observação1: Se D ⊆ R é limitado, 1 ≤ p <∞ e f ∈ Lp(D), então
f q ∈ Lq(D), para todo 1 ≤ q ≤ p.
Demonstração. f ∈ Lp(D), então f q ∈ Lp/q(D) e considerando a função





















Chamamos de multi-índice a uma n-lista de números inteiros não-negativos
β = (β1, . . . , βn). O número |β| = β1 + . . . + βn é chamado a ordem de α.
Adotamos a notação
Dβ = Dβ11 . . . D
βn
n .
Denição 7. Para u, v ∈ Lploc(D) e um multi-índice β, dizemos que v é uma






para toda φ ∈ C∞0 (D).
Denotaremos por Dβu a derivada fraca de u com respeito a β. As deri-
vadas fracas são únicas q.t.p. e como podemos ver integrando por partes, se
Dβu é a derivada de u com respeito a β no sentido clássico, então é também
a derivada fraca respectiva, o que faz deste um conceito mais geral.
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Denição 8. Para k inteiro, 1 ≤ p ≤ ∞, denimos o espaço de Sobolev
W k,p(D) como o espaço vetorial das funções u ∈ Lp(D) tais que existe Dβu
e Dβu ∈ Lp(D), para todo multi-índice β com 0 ≤ |β| ≤ k.






dene uma norma que o torna um espaço de Banach. Quando p = 2, de-























é a norma euclideana do gradiente de u.
Teorema 2 (Desigualdade de Sobolev). Se 1 ≤ p < n, existe uma constante
C = C(n, p), dependendo de n e p, tal que, para u ∈ C10(Rn),
‖u‖Lp∗ (Rn) ≤ C‖Du‖Lp(Rn),
onde o número p∗ = np
n−p > p é chamado o conjugado de Sobolev de p.
A desigualdade acima é um fato acerca das funções C10 . Como veremos,
poderemos aplicá-la também em espaços de Sobolev por meio de resultados
de aproximação por funções C∞.








, |x| < 1;
0 , |x| ≥ 1,
(2.17)
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onde a constante C normaliza
∫
Rn η = 1.





, para cada ε > 0.
Para um domínio D ⊆ Rn e ε > 0, usamos a notação
Dε = {x ∈ D : dist(x, ∂D) > ε}.
Denição 10. Para u ∈ W 1,ploc (D) e ε > 0, denimos a função suavizada







para x ∈ Dε.
O seguinte teorema justica nosso interesse pelas suavizações.
Teorema 3 (Aproximação Local por Funções Suaves). Se u ∈ W k,p(D),
1 ≤ p <∞, então
i) uε ∈ C∞(Dε), para cada ε > 0;
ii) uε → u em W k,p(V ) com ε→ 0, para todo compacto V ⊆ D.















Proposição 4. Para u ∈ W 1,p(D), Du = 0 em qualquer aberto onde u seja
constante.
Demonstração. Seja u = C constante no aberto V ⊆ D. Será suciente
provarmos o resultado em vizinhanças dos pontos de V . Sejam então x ∈ V














Então ‖Dβuε‖Lp(Vε) = 0, para todo ε > 0. Existe ε1 > 0 tal que ε < ε1
implica B̄ ⊆ Vε. Portanto também ‖Dβuε‖Lp(B̄) = 0. Daí vem
‖Dβu‖Lp(B̄) = ‖Dβu‖Lp(B̄) − ‖Dβuε‖Lp(B̄) ≤ ‖Dβuε −Dβu‖Lp(B̄) → 0
com ε→ 0 pois, pelo Teorema, uε → u em W 1,ploc (D). Logo Dβu = 0 q.t.p.
Denição 11. Denimos W k,p0 (D) como o fecho de C
∞
0 (D) em W
k,p(D).
Assim u ∈ W k,p0 (D) se, e somente se, existe uma sequência um ∈ C∞0 (D)
tal que um → u em Wk,p(D) . Igualmente, Hk0 (D) é o fecho de C∞0 (D) em
Hk(D).
Notemos que, na Denição 2, dizemos que u ≥ 0 é solução fraca de








f (u)φ ≤ 0,
para toda φ ∈ C∞0 (D), φ ≥ 0.
Quando v ∈ H10 (D), v ≥ 0, existe uma sequência φm ∈ C∞0 (D), φm ≥ 0, tal










































f (u) v ≤ 0.
Isso mostra que podemos estender o espaço das funções teste incluindo as
funções positivas de H10 (D).
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Proposição 5. Se u ∈ C(D) ∩W 1,p(D) tem suporte compacto em D,
1 ≤ p < n, então u ∈ C(D) ∩W 1,p0 (D) e vale a Desigualdade de Sobolev
‖u‖Lp∗ (D) ≤ C‖Du‖Lp(D),
para uma constante C = C(n, p), dependendo de n e p.
Demonstração. Pela proposição anterior, denindo u = 0 em Rn\supp u,
teremos aí Du = 0, donde podemos considerar u ∈ C(Rn) ∩W 1,p(Rn).
Tomemos um compacto V ⊆ Rn tal que supp u esteja contido em seu
interior e seja d = dist(supp u, ∂V ). Pelo Teorema, uε → u em W 1,ploc (Rn),
logo
uε → u em W 1,p(Vd/3). (2.18)
Quando ε < d
2







ηε(y)u(x− y)dy = 0.
Assim, supp uε ⊆ Vd/2 é compacto em Vd/3, donde estendendo uε = 0
em D\Vd/3, temos uε ∈ C∞0 (D). Por (2.18) e sendo uε = 0 = u em D\Vd/3,
resulta
uε → u em W 1,p(D)
e portanto u ∈ C(D) ∩W k,p0 (D).
Podemos igualmente estender uε, u = 0 em Rn\D de modo que, como
antes, uε ∈ C∞0 (Rn) e uε → u em W 1,p(Rn). Aplicando a Desigualdade de
Sobolev sobre uε, temos C = C(n, p) tal que
‖uε‖Lp∗ (D) ≤ C‖Duε‖Lp(D), (2.19)
já que supp uε ⊆ D. Para ε1, ε2 > 0, então,
‖uε1 − uε2‖Lp∗ (D) ≤ C‖Duε1 −Duε2‖Lp(D),
o que dá uε de Cauchy em Lp
∗
(D). Assim uε → v em Lp∗(D), para algum v.
Já que supp uε ⊆ Vd/2, ‖uε − v‖Lp(D) = ‖uε − v‖Lp(Vd/2) e como |Vd/2| < +∞,
pela Desigualdade de Hölder,
‖uε − v‖Lp(Vd/2) ≤ ‖u
ε − v‖Lp∗ (D)|Vd/2|
pp∗
p−p∗ ,
donde uε → v em Lp(D). Pela unicidade do limite, concluímos que u = v
e uε → u em Lp∗(D). Agora passando ao limite ε → 0 em (2.19), pela
continuidade da norma, obtemos o resultado desejado.
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Denição 12. Uma função u : D → R é dita de Lipschitz se exsite uma
constante C ≥ 0 tal que
|u(x)− u(y)| ≤ C|x− y|, (2.20)
para quaisquer x, y ∈ D.
É imediato da denição que a condição de Lipschitz implica a continui-
dade. Resulta do Teorema do Valor Médio que se u é diferenciável, com
derivada limitada em D, então u é de Lipschitz em D.
O seguinte teorema caracteriza W 1,∞ pelas funções de Lipschitz.
Teorema 4 (Caracterização de W 1,∞). Seja D ⊆ Rn um aberto, limitado,
com fronteira ∂D C1. Então
u : D → R é de Lipschitz se, e somente se, u ∈ W 1,∞(D).
Corolário 1. Sejam D ⊆ Rn um domínio qualquer e 1 ≤ p <∞. Se u : D →
R é uma função de Lipschitz com suporte compacto, então u ∈ W 1,p0 (D) e
vale a Desigualdade de Sobolev
‖u‖Lp∗ (D) ≤ C‖Du‖Lp(D),
para uma constante C = C(n, p), dependendo de n e p.
Demonstração. Tomando um compacto V ⊆ D com ∂V C1 e que contenha
supp u em seu interior, podemos aplicar o teorema em V , concluindo u ∈
W 1,∞(V ).








1 = ‖Du‖p|V |,
donde Du ∈ Lp(D) e u ∈ W 1,p(D). Pela condição de Lipschitz, também
u ∈ C(D) e o resultado segue pela Proposição 5.
Em vista do Corolário 1, podemos tomar funções de Lipschitz de suporte
compacto como funções teste nas denições de solução fraca.
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3 Resultados para Inequações do Primeiro Caso
Começaremos considerando as inequações em forma divergente
div {A(|Du|)Du} − f (u) ≤ 0, u ≥ 0 (3.1)
e
div {A(|Du|)Du} − f (u) ≥ 0, u ≥ 0 (3.2)
em um domínio D de Rn, não necessariamente limitado, para n ≥ 2.
Estaremos assumindo as seguintes condições sobre as funções A = A(t) e
f = f(u):
(A1) A ∈ C(0,+∞);
(A2) t 7→ tA(t) é estritamente crescente em (0,+∞) e tA(t) → 0 com
t→ 0;
(F1) f ∈ C[0,+∞);
(F2) f(0) = 0 e f é não-decrescente no intervalo [0, δ), para algum δ > 0.
(A2) é uma condição mínima para a elipticidade. Além disso, ela permite
o comportamento singular ou degenerado de A em t = 0. A exemplo temos
A(t) = tm−2, com m > 1. Quando 1 < m < 2, A é singular, sendo A(t) →
+∞ com t→ 0 e quandom > 2, A degenera-se em t = 0, ocorrendo A(t)→ 0
com t → 0. De fato, a escolha A(t) = tm−2 dá o operador m-Laplaciano em
(3.1), que é conhecido por esse comportamento.
Entendemos por solução de (3.1)/(3.2) em D uma função u ∈ C1(D) que
satisfaça (3.1)/(3.2) no sentido fraco.




Ω(s)ds, t ≥ 0. (3.3)
Denotando por Ω−1(ω) a inversa de Ω(t), como pode ser visto geometrica-












Ω−1(ω)dω, t ≥ 0, (3.4)
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da qual decorre que H é estritamente crescente em [0,∞).
Observamos que no caso A ≡ 1, temos H(t) = 1
2
t2 e a (3.1) assume a
forma clássica
∆u− f(u) ≤ 0, u ≥ 0;
Os casos A(t) = tm−2, m > 1, com H(t) = (m− 1)tm/m e A(t) = 1/
√
1 + t2,
com H(t) = 1− 1/
√
1 + t2, recuperam os operadores m-Laplaciano e de cur-
vatura média, respectivamente.
Observamos que a (3.1), quando vale a igualdade, é precisamente a equa-








onde G é tal que A(t) = G′(t)/t, t > 0.
O Princípio do Máximo Forte para (3.1) corresponde a armação de que, se
u é solução de (3.1) e u(x0) = 0, para algum x0 ∈ D, então u ≡ 0 em D.
Podemos agora enunciar o resultado principal.
Teorema 5. Para a validade do Princípio do Maximo Forte para (3.1), é
necessário e suciente ou que f(s) = 0, para s ∈ [0, τ), τ > 0, ou que





Para a prova da suciência precisamos de alguns lemas preliminares.
Lema 1. i)Para toda constante σ ∈ [0, 1], vale
F (σu) ≤ σF (u), u ∈ [0, δ)
ii) Seja ω = ω(r) de classe C1(r0, r1), com ω′ > 0. Então Ω ◦ ω′ é de classe
C1(r0, r1) se, e somente se, H ◦ ω′ é de classe C1(r0, r1) e neste caso,
{H (ω′ (r))}′ = ω′(r){Ω (ω′ (r))}′
Demonstração. No item i), como f é não-decrescente em [0, δ), temos σf(σu) ≤





















f(s)ds = σF (u).
No item ii), a necessidade decorre da representação




Derivando esta igualdade, pela regra da cadeia, resulta
{H (ω′ (r))}′ = Ω−1 (Ω (ω′ (r))) {Ω (ω′ (r))}′ = ω′(r){Ω (ω′ (r))}′.
Para a suciência, provaremos o seguinte resultado elementar:
Sejam I, J ⊆ R intervalos, a ∈ C(I), b ∈ C(J), com a(I) ⊆ J , b > 0 e




b(s)ds, r, r̃ ∈ I.
Nesta situação, se B ∈ C1(I), então a ∈ C1(I) e a′ = B′/b ◦ a.












b(a(r) + θ[a(r + h)− a(r)])(a(r + h)− a(r))
= b (a(r) + θ[a(r + h)− a(r)]) a(r + h)− a(r)
h
,
com θ ∈ (0, 1) dado pelo Teorema do Valor Médio. Fazendo agora o limite
h→ 0, camos com
B′(r) = b(a(r)) lim
h→0








Logo, a ∈ C1(I) e a′ = B′/b ◦ a.
Por m, apliquemos este resultado com I = (r0, r1) e a = Ω◦ω′. Uma vez
que ω′ > 0, Ω é crescente e Ω(0) = 0, temos a(I) = (Ω ◦ ω′) (r0, r1) ⊆ (0,∞).
Deste modo, podemos escolher J ⊆ (0,∞) tal que a(I) ⊆ J e que b = Ω−1J




Ω−1(s)ds = H (ω′(r))−H (ω′(r̃)) ,
donde B ∈ C1(I). Segue que a = Ω ◦ ω′ ∈ C1(r0, r1) e













ou que f(s) = 0, para s ∈ [0, τ), τ > 0. Então, para quaisquer números
positivos k, l, R e para ε ∈ (0, δ) sucientemente pequeno, a inequação
[Ω (|v′|)]′ + k
r
Ω(|v|′) + lf(v) ≤ 0 (3.8)
admite uma solução v = v(r), C1 no intervalo [R/2, R], com
v(R) = 0, v′(R) = −α < 0 (3.9)
e
0 < v < ε em [R/2, R], (3.10)
para α sucientemente pequeno.
Ao admitirmos (3.7), estamos supondo, sem perda de generalidade, δ
sucientemente pequeno a m de que F (δ) ∈ H[0,∞). Tal condição é
vericada pelos operadores Laplaciano e m-Laplaciano, sendo nestes casos
H[0,∞) = [0,∞). Para o operador de curvatura média, H[0,∞) = [0, 1), o
que faz necessária a restrição F (δ) < 1.
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Demonstração. Será conveniente reduzir a prova ao caso l = 1. Isso pode ser
feito, visto que podemos redenir f(s) por lf(s), redenido também o valor





se, e somente se, ocorre (3.7).
Para a necessidade, suponhamos primeiro l ≥ 1. Como H−1 é crescente,






donde segue a implicação. Suponhamos então l < 1. Seja δ > 0 tal que































No caso l ≥ 1, notemos que do Lema (1), F (l−1t) ≤ l−1F (t). Com a mudança


















onde fazendo ε→ 0, concluímos a prova.
Dividiremos o argumento em três passos. No passo 1, construiremos uma
candidata v(r) à solução visando satisfazer a uma das seguintes condições:
i) v(r) está denida em [R/2, R] e satisfaz (3.9) e (3.10);
ii) v(r) está denida num intervalo [R̄, R], R̄ ∈ [R/2, R), satisfaz (3.9) e
0 < v < ε em (R̄, R) (3.11)
e ainda, v(R̄) = ε ;
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v′(r) = −∞. (3.12)
Provaremos então no passo 2 que a função construída satisfaz à condição
i) e no último passo que ela é de fato a solução procurada.
Passo 1
Usaremos um procedimento recursivo no qual v é construída por partes
em sucessivos intervalos (R1, R], (R2, R1], . . . , R/2 ≤ Ri+1 ≤ Ri.
Começamos construindo uma função inicial v = v1, denida como a solu-
ção C1 do problema
[Ω (|v′|)]′ + 2k
r
Ω (|v′|) = 0 (3.13)
v(R) = 0, v′(R) = −α (3.131)
no intervalo maximal I1 = (R1, R], R1 ∈ [R/2, R), no qual ambas as desi-
gualdades
0 ≤ v < ε (3.14)
k
r
Ω(|v′|) > f(v) (3.15)
sejam satisfeitas.
Para isso, a equação (3.13) pode ser integrada:
[Ω (|v′|)]′ + 2k
r

















⇒ ln Ω (|v′|) = −2k ln r + C
⇒ Ω (|v′|) = Cr−2k, (3.16)
com
C = C1 = R
2kΩ(α), (3.17)
de acordo com a condição inicial (3.131). Uma vez que o lado direito de
(3.16) não se anula e v′(R) = −α < 0, obtemos








sendo possível determinar v(r) a partir daí por integração. Pela (3.18), v é
decrescente e, como v(R) = 0, temos v ≥ 0 em I1. Além disso, pela (3.19),
v′ é crescente, sendo v, portanto, convexa.
Em vista de (3.17), e como Ω(t)→ 0 com t→ 0, escolheremos α pequeno




















e, junto com a convexidade de v, ambos os limites v(R1) e |v′(R1)| < ∞
estarão bem denidos.
Se ocorrer R1 = R/2 ou se v(R1) = ε, teremos obtido uma solução sa-
tisfazendo a uma das condições i) ou ii). A possibilidade restante é que




Ω (|v′ (R1) |) = f (v (R1)) .
Neste caso, passamos a procurar v = v2 denida como sendo a solução C1
do problema
[Ω (|v′|)]′ + 3f(v) = 0, (3.21)
v(R1) = v1(R1), v
′(R1) = −α1 = v′1(R1) < 0 (3.212)
no novo intervalo maximal J2 = (R2, R1], sujeita à 0 ≤ v < ε e à condição
k
r
Ω (|v|′) < 2f(v). (3.22)
Convém notarmos que (3.14) e (3.22) são automaticamente satisfeitas no
ponto inicial r = R1 de J2.
Novamente, devemos mostrar a existência de uma solução v = v2 de
(3.21), (3.22) e do intervalo maximal J2. Para tanto, assim como no problema
anterior, a equação (3.21) pode ser integrada. De fato, pelo Lema 1,
[Ω (|v′|)]′ + 3f(v) = 0 ⇒ [H (|v′|)]′ = 3f(v)v′ = 3 [F (v)]′
donde vem
H (|v′|) = 3F (v) + const.
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Ainda pela (3.21), [Ω (|v′|)]′ = −3f(v) < 0, o que dá Ω ◦ |v′| decrescente.
Como Ω é crescente, devemos ter |v′| decrescente. É claro então que v′ nunca
se anula, não podendo trocar de sinal. Assim, v′ < 0 em todo o intervalo e,
portanto,
−v′ = |v′| = H−1 (3F (v) + const.) (3.23)
⇒ − v
′












H−1 (3F (s) + const.)
= R1 − r, (3.24)
o que dene v = v2(r) implicitamente.





H−1 (3F (s) + const.)
,
temos φ contínua e, pelo fato de que o integrando é contínuo e nunca se anula,
φ é estritamente monótona. Daí, como φ (v(r)) = R1 − r, φ ◦ v é contínua,
obrigando a continuidade de v. Agora, o resultado auxiliar da prova do
Lema 1, aplicado com a = v ∈ C(J2), b = 1/H−1 (3F + const.) ∈ C ([0, ε]) e
B = φ ◦ v ∈ C1(J2) nos assegura que v ∈ C1, como queríamos.
Garantida a diferenciabilidade de v, derivando a (3.24), podemos voltar as
implicações acima e concluir que v é de fato solução de (3.21). Já havíamos
obtido |v′| decrescente e, como |v′| = −v′, resulta v′ crescente e, portanto, a
convexidade de v.
Nossa intenção agora é garantir a limitação |v′(R2)| < ∞. Para tanto, e
com um propósito futuro, deniremos
µ = 22k+3 + 1 > 9.
Vamos tomar o valor de ε sucientemente pequeno de modo que µF (ε) ∈
H([0,+∞)). Notemos que, pela condição inicial (3.212), a constante em
(3.23) é dada por const. = −3F (v(R1)) +H(α1). Assim, para R2 < r ≤ R1,
|v′| = H−1 (3 (F (v)− F (v(R1)) +H(α1))
≤ H−1 (3F (ε) +H(α1))
≤ H−1 (µF (ε) +H(α1)) <∞,
(3.25)
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onde reescolhemos α m de que µF (ε) +H(α1) ∈ H([0,∞)). Isso é possível
uma vez que H(t) → 0 com t → 0, como se vê pela representação (3.4), e
por (3.20), α1 → 0 com α→ 0.
Da estimativa acima e da convexidade de v segue que |v′(R2)| <∞ e v(R2)
estão bem denidos.
Se R2 = R/2 ou v(R2) = ε, v verica a uma das condições i) ou ii) e
paramos o procedimento. Do contrário, (3.22) falha em r = R2 > R/2 e
passamos a buscar uma nova função v = v3, denida no intervalo maximal
I3 = (R3, R2] como a solução C1 do problema (3.13), (3.14), (3.15), com valor
inicial
v(R2) = v2(R2), v
′(R2) = −α2 = v′2(R2) < 0. (3.133)
Outra vez, as condições (3.14), (3.15) são automaticamente satisfeitas em
r = R2. Analogamente ao que foi feito antes, podemos assegurar a existência
da solução v = v3 e do intervalo maximal I3, bem como a convexidade de v
e a existência do valor limite v(R3).
Para a limitação da derivada em R3 observemos que, em I3, v satisfaz
− [Ω (|v′|)]′ = 2k
r
Ω (|v′|) = 2k
r
Cr−2k.
Pelo fato de (3.22) falhar em R2, temos




e daí, como em (3.17), C é dada por
C = C3 = R
2k










f(v(R2)) ≤ 22k+3f(v) = (µ− 1)f(v), (3.26)
já que R/2 < r ≤ R2 < R e f é não-descrescente em [0, ε). Multiplicando
essa última por v′ < 0, camos com
[Ω (|v′|)]′ |v′| ≥ (µ− 1)f(v)v′,
ou seja,
[H (|v′|)]′ ≥ (µ− 1)[F (v)]′.
Em J2, já tinhamos visto que
[H (|v′|)]′ = 3[F (v)]′,
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e como [F (v)]′ < 0, também temos
[H (|v′|)]′ ≥ (µ− 1)[F (v)]′.
Sendo assim, a desigualdade acima é válida para R3 < r ≤ R1. Integrando-a
em [r, R1], resulta
H (|v′|) ≤(µ− 1)(F (v)− F (v(R2))) +H (α1)
≤(µ− 1)F (ε) +H (α1)
e invertendo H,
|v′| ≤ H−1 ((µ− 1)F (ε) +H (α1)) , R3 < r ≤ R1,
o que nos dá |v′(R3)| <∞.
Continuamos o procedimento feito até agora repetindo-o em sucessivos
intervalos maximais J4, I5, J6, ..., onde vi é denida como solução de (3.21),
(3.21i), (3.14), (3.22) em Ji, i par, e de (3.13), (3.13i), (3.14), (3.15) em Ii, i
ímpar.
O argumento para a limitação da derivada em R3, como veremos mais adi-
ante, se estende para os intervalos seguintes, garantindo que estejam bem
denidos os limites |v′(Ri)|. Como antes, continuamos tendo a convexidade
das funções vi em cada intervalo, donde existem também os limites v(Ri).
Além disso, das condições (3.13i), (3.21i), a função continuada v é C1, sendo
portanto convexa na continuação dos intervalos.
A continuação termina se Ri = R/2 ou se v(Ri) = ε, para algum i ≥ 1,
sendo vericada uma das condições i) ou ii). Do contrário, a continuação se-





Pela convexidade de v em (R0, R], existem os limites
v(Ri)→ v(R0), v′(Ri)→ v′(R0).
Aqui, ou v′(R0) < 0 ou, possivelmente, v′(R0) = −∞. Mostraremos que deve
ser v′(R0) = −∞ e, deste modo, teremos obtido v satisfazendo a uma das
condições i), ii) ou iii). De fato, se fosse v′(R0) nito, por continuidade, as
condições (3.15) e (3.22) implicariam, no limite i→∞,
k
R0
Ω (|v′ (R0)|) = f (v (R0)) = 2f (v (R0)) ,
29
o que resulta em f (v (R0)) = 0. A monotonicidade de f daria então f(s) = 0,
0 ≤ s ≤ v(R0), contradizendo a hipótese inicial do lema.
Passo 2.
Mostraremos a seguir que, se α é sucientemente pequeno, os casos ii) e
iii) não podem ocorrer. Para isso, estendemos o argumento de limitação da
derivada em R3 para toda a continuação. Começamos notando que (3.21) vale
em cada intervalo Ji, i ≥ 2 par, enquanto em cada intervalo Ii = (Ri, Ri−1],
i ≥ 3 ímpar,
− [Ω (|v′|)]′ = 2k
r




C = Ci = R
2k




a última igualdade vindo de (3.22) falhar no ponto Ri−1 de Ji. Logo,





f (v (Ri−1)) ≤ 22k+3f (v (Ri−1)) ≤ 22k+3f(v)
uma vez que f é não-decrescente em [0, ε] e v(r) > v(Ri−1) em Ii. Deste
modo, teremos para R̄ < r ≤ R1, tanto nos intervalos do tipo I quanto J ,
− [Ω (|v′|)]′ ≤ (µ− 1)f(v)
e, pelo Lema 1, então
[H (|v′|)]′ ≥ (µ− 1) [F (v)]′ , R̄ < r ≤ R1. (3.27)
Integrando em [r, R1], vem
H (|v′ (r) |) ≤ (µ− 1)F (v (r)) +H(α1)
e, invertendo H,
|v′ (r) | ≤ H−1 ((µ− 1)F (v (r)) +H (α1)) , R̄ < r ≤ R1. (3.28)
Segue daí, junto com 0 < v ≤ ε, que |v′| é limitada em toda a continuação.
Logo, o caso iii) não pode ocorrer.
Consideremos agora o caso ii), em que vale (3.11) e v(R̄) = ε. Tomemos
α0 > 0 tal que
α1 < 2ε/R (3.29)
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sempre que α ≤ α0. Isso é possível pois, pela denição de α1,



















α1ds ≤ α1R/2 < ε = v(R̄). (3.31)
Segue daí que R̄ < R1.
Consideremos primeiro o caso f(s) = 0 para 0 < s < τ , para algum τ ∈ (0, δ].
Podemos assumir sem perda de generalidade que δ = τ . Como 0 ≤ v ≤ ε <
δ, a desigualdade (3.15), isto é, (k/r)Ω(|v′|) > f(v), é satisfeita em toda
a continuação. Logo, devemos ter R1 = R̄, contradizendo a desigualdade
(3.31).
Suponhamos daqui em diante o caso principal f(s) > 0 para 0 < s < δ.
Nesta situação, F é estritamente crescente em [0, δ) e admite uma inversa es-
tritamente crescente F−1 em [0, F (δ)). Vamos impor uma condição adicional
sobre α0, a saber
H(α1) < F (ε) quando α1 < α0. (3.32)




v1, se F1 ≥ H1;
F−1(H1), se F1 < H1.
(3.33)
Notemos que, da condição (3.32), H1 = H(α1) < F (ε) < F (δ), logo F−1(H1)
está bem denido.
Armamos que
v1 ≤ γ < ε. (3.34)
Quando γ = v1, a armação decorre da desigualdade (3.31). No caso em que
γ = F−1(H1), temos F (γ) = H1 > F1, o que dá v1 < γ; ainda, da condição
(3.32), F (γ) = H1 < F (ε), resultando em γ < ε. Notemos que em qualquer
dos casos vale F (γ) ≥ H1.
Em vista de v(R̄) = ε e v′ < 0, junto com v1 ≤ γ < ε, existe ρ ∈ (R̄, R1]
tal que γ = v(ρ). Então, para R̄ < r ≤ ρ, temos
F (v (r)) ≥ F (v (ρ)) = F (γ) ≥ H1. (3.35)
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Usando esta última desigualdade em (3.28) vem, para R̄ < r ≤ ρ,
|v′ (r) | ≤ H−1 ((µ− 1)F (|v (r) |) +H (α1))
≤ H−1 ((µ− 1)F (|v (r) |) + F (v (r)))
= H−1 (µF (v (r))) .
Tomemos ε < δ/µ. Pelo Lema 1, i), aplicado com σ = 1/µ < 1 e u = µv,
obtemos





F (µv) ⇒ µF (v) ≤ F (µv)
e daí resulta











dr ≤ ρ− R̄ ≤ R
2



















Mostraremos agora que γ → 0 quando α → 0. De fato, se γ = v1, pela





α → 0, provando o enunciado neste caso. O caso γ = F−1(H1) é imediato,
visto que H1 = H(α1)→ 0 com α→ 0.







o que contradiz a hipótese inicial de divergência (3.7). Portanto, a possibili-




Por m, mostraremos que v satisfaz a inequação (3.8) em [R/2, R]. Nos
intervalos do tipo I, temos pela (3.13),
[Ω (|v′|)]′ + 2k
r
Ω (|v′|) = 0
e assim
[Ω (|v′|)]′ + k
r
Ω (|v′|) + f(v) = −k
r
Ω (|v′|) + f(v) < 0,
pela condição (3.15).
Da mesma maneira, nos intervalos do tipo J ,
[Ω (|v′|)]′ + 3f(v) = 0,
pela (3.21). Portanto, pela condição (3.22),
[Ω (|v′|)]′ + k
r
Ω (|v′|) + f(v) = k
r
Ω (|v|′)− 2f(v) < 0,
completando a prova do lema.
Lema 3. Sejam u e v soluções de (3.1) e (3.2), respectivamente, em um
domínio limitado D. Se u e v são contínuas em D, v < δ em D e u ≥ v em
∂D, então u ≥ v em D.
Demonstração. Seja w = u−v em D. Por contradição, suponhamos que seja
falso o resultado, isto é, que exista x1 ∈ D tal que w(x1) < 0. Tomemos ε > 0
tal que w(x1) + ε < 0. Como w > 0 em ∂D, a função wε = min{w + ε, 0} é
não-positiva e tem suporte compacto em D. Além disso, é claro que wε é de
Lipschitz podemos então usar −wε ≥ 0 como função teste em (3.1) e (3.2),
























e, somando estas últimas,∫
D




Observemos que, em V = {x ∈ D : wε(x) < 0}, Dwε = Du−Dv = Dw, que
é contínua em V . Como wε certamente é não-constante em V , temos que o
aberto W = {x ∈ V : Dwε(x) 6= 0} é não vazio.
Pela monotonicidade de p 7→ A(|p|)p (ver Preliminares, Def. 5, Prop. 2),
segue que o integrando {A (|Du|)Du− A (|Dv|)Dv} ·Dwε é positivo em W








{A (|Du|)Du− A (|Dv|)Dv} ·Dwε.
(3.39)
Ao mesmo tempo, temos que w + ε < 0, u − v + ε < 0, logo 0 ≤ u <
v − ε(< δ). Como f é não-decrescente em [0, δ), f(v)− f(u) > 0, o que leva
a {f(v)−f(u)}wε < 0. Daí segue que o lado direito da (3.38) é não-positivo,
uma contradição com a (3.39).
Podemos agora provar a suciência no Teorema 5.
Demonstração do Teorema 5. Para O ∈ D xado, denimos v(x) = v(r),
r = |x − O|, com v a ser dada pelo Lema 2. O cálculo seguinte mostra que
v satisfaz a inequação (3.2) em ER = {x ∈ Rn : R/2 ≤ |x−O| ≤ R} :
div {A(|Dv|)Dv} − f(v)
= div {−A(|v′|)|v′|(x−O)/r} − f(v)
= −div {Ω(|v′|)(x−O)/r} − f(v)
= −{Ω(|v′|)}′ (x−O)/r − Ω(|v′|)div {(x−O)/r} − f(v)
= −{Ω(|v′|)}′ − Ω(|v′|) (n− 1) /r − f(v) ≥ 0, (3.40)
onde a dasigualdade vem do Lema 2, com k = n− 1 e l = 1.
A função v assim obtida satisfaz às condições
i) v > 0 no interior de ER;
ii) v = 0 quando |x−O| = R;
iii) ∂v/∂ν = v′ < 0 quando |x−O| = R, onde ν é o vetor normal exterior a
ER;
iv) v < ε quando |x−O| = R/2.
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O passo nal da prova é feito por absurdo. Suponhamos então que u ≥ 0
seja uma solução não identicamente nula de (3.1) em D e que exista x0 ∈ D
tal que u(x0) = 0. Então D+ = {x ∈ D : u(x) > 0} 6= ∅ e ∂D+ ∩ D 6=
∅. Tomemos O ∈ D+ tal que dist(O, ∂D+) < dist(O, ∂D). Como ∂D+ é
fechado, existe x∗ ∈ ∂D+ satisfazendo dist(O, x∗) = dist(O,D+). Fazendo
R = dist(O, x∗), temos que int(ER) ⊂ D+ e x∗ ∈ ∂ER ∩ ∂D+.
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Agora, podemos tomar ε sucientemente pequeno de modo que v ≤ u em
∂ER. Aplicando o Lema 3 sobre u e v em ER resulta v ≤ u em ER. Daí vem
∂u/∂ν(x∗) ≤ ∂v/∂ν(x∗) < 0,
o que contradiz o fato de ser Du(x∗) = 0 e termina a prova.
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4 Extensão para o segundo caso
Sejam D um domínio em Rn e {aij(x)}, i, j = 1, . . . , n, uma matriz
simétrica, continuamente diferenciável em D e uniformemente elíptica, isto
é,
aij(x)ξiξj ≥ λ|ξ|2, x ∈ D, ξ = (ξ1, . . . , ξn) ∈ Rn,




ij(x). Seja ainda B(x, u, p) uma função contínua em
D × R+0 × Rn.





−B(x, u,Du) ≤ 0, u ≥ 0, x ∈ D. (4.1)
Exigiremos que o operador A = A(t) satisfaça às seguintes versões mais fortes
das condições (A1) e (A2):
(A1)' A ∈ C1(0,+∞),
(A2)' Ω′(t) > 0 para t > 0 e Ω(t)→ 0 com t→ 0; Para f , continuaremos
assumindo as condições (F1) e (F2).
Teorema 6. Suponhamos que exista uma constante κ > 0 tal que
B(x, u, p) ≤ κΩ(|p|) + f(u) (4.2)
para x ∈ D, u ≥ 0 e todo p ∈ Rn com |p| < 1. Por m, suponhamos que





Então, se u é uma solução C1 de (4.1) e u(x0) = 0, para algum x0 ∈ D,
u ≡ 0 em D.
A prova do teorema requer o seguinte aprimoramento do Lema 2:
Lema 4. O enunciado do Lema 2 continua válido com a condição adicional
−1 < v′ < 0 em [R/2, R). (4.3)
Demonstração. Podemos tomar ε > 0 sucientemente pequeno a m de que
F (µε) < H(1). (4.4)







No caso em que f(s) = 0, para s ∈ [0, τ), τ > 0, podemos supor que
δ = τ . Assim sendo, a condição (3.15) é satisfeita em toda a continuação, o






donde pela convexidade de v vem −1 < v′ < 0. No segundo caso, como na
(3.36), chegamos a
|v′(R/2)| ≤ H−1 (F (µε)) < 1, (4.6)
pela (4.4). Isso completa a prova do lema.
Podemos agora dar a prova do teorema.
Demonstração do Teorema 6, Suciência. Para O ∈ D arbitrário, seja ER =
{x ∈ Rn : R/2 ≤ |x−O| ≤ R} e denamos

















































)∣∣∣ ≤ a+ (n+ 1)Λ
r
.
Seja agora v = v(r), r = |x−O| = |y|, com v a ser dada pelo Lema 4.






























































[Ω (|v′|)]′ + k
r




onde k = [(n + 1)Λ + (a + κ)R]/λ. Com a hipótese inicial de divergência
(3.6), resulta do Lema 4, com l = 1/λ,
[Ω (|v′|)]′ + k
r
Ω (|v′|) + f(v)
λ
≤ 0, (4.7)





− κΩ(|Dv|)− f(v) ≥ 0, para x ∈ ER. (4.8)
Para concluir a prova precisamos do seguinte lema de comparação que
provamos na próxima seção:
Lema 5. Sejam u e v soluções de (4.1) e (4.8), respectivamente, em um
domínio limitado D ⊆ Rn. Assumindo que
i) B(x, u,Du) ≤ κΩ(|Du|) + f(u) x ∈ D;
ii) |Du|+ |Dv| > 0 em D
iii) v < δ em D;
iv) u e v contínuas em D̄,
então u ≥ v em ∂D implica u ≥ v em D.
Agora procedemos exatamente como no primeiro caso, onde supomos que
u ≥ 0 seja uma solução não identicamente nula de (4.1) em D e que para
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x0 ∈ D seja u(x0) = 0. Podemos supor que x0 ∈ ∂D+, onde D+ = {x ∈ D :
u(x) > 0}. Notemos que, como u assume um mínimo em x0 e u ∈ C1(D),
existe um aberto contendo x0 no qual |Du| < 1; assim, a condição i) do
lema é satisfeita nesse aberto. Tomando O ∈ D e R > 0 adequados de modo
que int(ER) eteja contido nesse aberto e ∂ER ∩ ∂D+ 6= ∅, podemos aplicar
o Lema 5 para u e v, escolhida de modo que u ≥ v em ∂ER. Aí teremos
u ≥ v em ER, o que leva à mesma contradição do caso anterior. Isso encerra
a prova.
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5 Teorema de Comparação
Nesta seção provamos um teorema de comparação para inequações elípti-
cas quasilineares em forma divergente singulares. Trata-se do Teorema 10.7,
(i) de [4], com a exceção de que permitimos a singularidade das funções
Â(x, p) e B̂(x, p) em p = 0, exigindo em compensação a condição adicional
|Du|+ |Dv| > 0 em D.
Consideremos as inequações
div{Â (x,Du)} − B̂ (x, u,Du) ≤ 0, u ≥ 0, (5.1)
div{Â (x,Dv)} − B̂ (x, v,Dv) ≥ 0, v ≥ 0, (5.2)
em um domínio possivelmente não-limitado D ⊂ R.
Façamos as seguintes hipóteses:
Â(x, p) : D×Rn → Rn é contínua emD×Rn e continuamente diferenciável
com respeito a p, para p 6= 0 de Rn, com Â elíptica no sentido de que a matriz
{Dpj Âi(x, p)} é positiva denida, para x ∈ D e 0 6= p ∈ Rn.
B̂(x, z, p) : D×R×Rn → R é contínua em D×R×Rn e continuamente di-
ferenciável com respeito a p, para p 6= 0 de Rn, com B̂(x, z, p) não-decrescente
com respeito a z.
Neste contexto, vale o
Teorema 7. Sejam u e v soluções de (5.1) e (5.2) em D, respectivamente,
com u e v contínuas em D, |Du| + |Dv| > 0 em D. Se u ≥ v em ∂D e, no
caso D ilimitado, lim infx→∞{u(x)− v(x)} ≥ 0, então u ≥ v em D.
Demonstração. Vamos provar por contradição. Supondo falso o enunciado,
se denirmos w = u− v, então
ε̄ = − inf
x∈D
w(x) > 0.
Pela condição de fronteira, para ε ∈ (0, ε̄), wε = min{w + ε, 0} tem suporte
compacto em D e é fácil ver que wε é de Lipschitz. Assim, como na prova do
Lema 3, pelo sentido fraco de solução das (5.1) e (5.2), obtemos∫
D
{Â(x,Du)− Â(x,Dv)} ·Dwε ≤
∫
Σ




{B̂(x, u,Dv)− B̂(x, u,Du)}wε
(5.3)
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onde Σ = Σε = supp wε. Na última desigualdade usamos que, em Σ, v ≥ u
e então, pela hipótese sobre B̂(x, z, p),
B̂(x, v,Dv) ≥ B̂(x, u,Dv)
⇒ B̂(x, v,Dv)wε ≤ B̂(x, u,Dv)wε
⇒ {B̂(x, v,Dv)− B̂(x, u,Du)}wε ≤ {B̂(x, u,Dv)− B̂(x, u,Du)}wε.




























B̂(x, u,Dut) = ĉ
i(x)Diwε,






Em seguida, provaremos que se ε ∈ (0, ε̄) é sucientemente próximo de ε̄,
então para alguma constante positiva vale





min{|Du|+ |Dv|} em Σ̂ = supp wε̄/2 ⊂ D.
Notemos que em E = {x ∈ D : w(x) = −ε̄} ⊂ Σ, Du−Dv = Dw = 0 e, como
sup {dist(x,E) : x ∈ Σ} → 0 com ε → ε̂, por continuidade, |Du − Dv| < d
em Σ, para ε sucientemente próximo de ε̄.
Armamos que para esses valores de ε, vale
min{|Du|, |Dv|} ≥ 2d em Σ.
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De fato, do contrário, haveria x1 ∈ Σ tal que, digamos,
min{|Du|, |Dv|} ≤ |Du(x1)| < 2d.
Daí viria
6d ≤ |Du(x1)|+ |Dv(x1)| < 2d+ |Dv(x1)| ⇒ 4d ≤ |Dv(x1)|
e então
|Du(x1)−Dv(x1)| ≥ |Dv(x1)| − |Du(x1)| > 4d− 2d = 2d,
uma contradição com |Du−Dv| < d. Portanto min{|Du|, |Dv|} ≥ 2d, donde
segue que
|Dut| = |tDu+ (1− t)Dv| ≥ |Dv| − t|Du−Dv| ≥ d > 0,
provando a armação (5.5).









Pela compacidade de Σ, podemos tomar λ > 0, com λ ≤ infx∈Σ λ(x) se
necessário, de modo que
âij(x)ξiξj ≥ λ|ξ|2 e |ĉi(x)| ≤ λ−1,
para x ∈ Σ e ε sucientemente próximo de ε̄.





















Seja Γ = Γε = {ε − ε̄ < wε < 0}. Então Dwε = 0 q.t.p. em Σ\Γ e a integral





|Dwε| |wε| . (5.6)
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resulta (com a notação ‖ ‖2;D = ‖ ‖L2(D))
‖Dwε‖2;D ≤ λ−2‖wε‖2;Γ. (5.7)
Vamos supor primeiro o caso n > 2. Podemos então aplicar a Desigual-
dade de Sobolev (ver Preliminares, Corolário 1), vindo
C‖wε‖2∗;Γ ≤ C‖wε‖2∗;D ≤ ‖Dwε‖2;D,
para uma constante C = C(n) > 0 que só depende da dimensão n.
Por outro lado, pela Observação 1 nas Preliminares, da (5.7) vem





)n ≤ |Γ| , (5.8)
contradizendo o fato de Γ→ ∅ com ε→ ε̄.
No caso n = 2, aplicando a Observação 1 sobre |Dwε| com p = 2, q = 3/2,
‖Dwε‖3/2;Γ ≤ ‖Dwε‖2;Γ|Γ|1/6 ≤ λ−2‖wε‖2;Γ|Γ|1/6, (5.9)
por (5.7). Agora, pela Desigualdade de Sobolev, com (3/2)∗ = 6, obtemos
C > 0 tal que
C‖wε‖6;D ≤ ‖Dwε‖3/2;D,
logo
C‖wε‖6;Γ ≤ C‖wε‖6;D ≤ ‖Dwε‖3/2;D = ‖Dwε‖3/2;Γ.
Novamente, resulta da Observação 1
‖wε‖2;Γ ≤ ‖wε‖6;Γ|Γ|1/3.
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Levando estas últimas em (5.9) vem
C‖wε‖6;Γ ≤ λ−2‖wε‖6;Γ|Γ|1/2 (5.10)
e obtemos mais uma vez (
Cλ2
)2 ≤ |Γ| .
Isso naliza a prova.
Podemos agora provar o Lema 5.
Demonstração do Lema 5. Denimos para x ∈ D, p ∈ Rn,
Âi(x, p) = aik(x)A(|p|)pk, B̂(x, z, p) = κΩ(|p|) + f(z).
Deste modo, Â(x, p) é contínua emD×Rn e continuamente diferenciável para
p 6= 0 e B̂(x, z, p) é contínua em D×R+ ×Rn e continuamente diferenciável
para p 6= 0. Pela denição,




e daí, usando i),










−B(x, u,Du) ≤ 0,
donde temos que u e v satisfazem
div{Â (x,Du)} − B̂ (x, u,Du) ≤ 0,
div{Â (x,Dv)} − B̂ (x, v,Dv) ≥ 0
em D.
Notemos que para prova do Teorema 7 é suciente a monotonicidade de
B̂(x, z, p) na variável z apenas para valores z ∈ v(D). Como temos v < δ
e f é não-decrescente em [0, δ), este é o caso. Para aplicarmos o teorema,
mostremos que Â(x, p) é elíptica para p 6= 0. De fato,
Dpj Â















































 [p1 . . . pn] ,




de multiplicidade n− 1.














é positiva denida por hipótese, da (5.11) resulta Dpj Â
i(x, p)
positiva denida. Pelo Teorema 7 decorre então o resultado do lema.
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