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AN ANALOGUE OF THE LE´VY-HINCˇIN FORMULA FOR BI-FREE
INFINITELY DIVISIBLE DISTRIBUTIONS
YINZHENG GU‡, HAO-WEI HUANG‡, AND JAMES A. MINGO‡
Abstract. In this paper, we derive the bi-free analogue of the Le´vy-Hincˇin formula
for compactly supported planar probability measures which are infinitely divisible
with respect to the additive bi-free convolution introduced by Voiculescu. We also
provide examples of bi-free infinitely divisible distributions with their bi-free Le´vy-
Hincˇin representations. Furthermore, we construct the bi-free Le´vy processes and the
additive bi-free convolution semigroups generated by compactly supported planar
probability measures.
1. Introduction
Around thirty years ago, Voiculescu introduced free probability theory in order to at-
tack some problems in the theory of operator algebras. He introduced free independence,
an analogue of the classical notion of independence, with the intention of studying these
problems in a probabilistic framework. The (additive) free convolution ⊞, an analogue
of the classical convolution ∗, is a binary operation on the set of compactly supported
probability measures on R which corresponds to the sum of free random variables in a
non-commutative probability space. This operation was later generalized to the setMR
of Borel probability measures on R by Bercovici and Voiculescu [3]. One of the essential
functions in the theory is the free R-transform of measures in MR, which linearizes the
additive free convolution [14, 3]. The combinatorial apparatus of free cumulants and the
lattice of non-crossing partitions, introduced by Speicher [13], also play important roles
in free probability theory for the study of sums and products of free n-tuples of random
variables.
Either in classical or free probability theory, infinitely divisible probability measures
play a central role. A probability measure µ ∈ MR is said to be ∗-infinitely divisible
(resp. ⊞-infinitely divisible) if, for every n ∈ N, it can be represented as an n-fold
classical (resp. free) convolution of some probability measure in MR. Measures which
are ∗-infinitely divisible were first studied by de Finetti, Kolmogorov, Le´vy, and Hincˇin
as they arise as the limit distributions of sums of independent random variables within
a triangular array. The logarithm of the Fourier transform of a ∗-infinitely divisible
distribution permits an integral representation called the Le´vy-Hincˇin representation. On
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2the other hand, ⊞-infinitely divisible distributions were first investigated by Voiculescu,
and since then the theory has been well-developed. The theory of ⊞-infinitely divisible
distributions generalize the free central limit theorem as they appear in the limits of
triangular arrays of freely independent random variables. Likewise, the free Le´vy-Hincˇin
formula gives a complete description of ⊞-infinitely divisible distributions. We refer the
reader to [2, 9, 1] for more details.
Furthermore, infinitely divisible distributions are closely related to stationary pro-
cesses with independent increments. From the theoretical and applied points of view,
Le´vy processes form a very important research area in classical probability theory. Such
processes in free probability theory also receive a lot of attention. By analogy with
classical probability theory, the distributions µt of Xt in an (additive) free Le´vy process
(Xt)t≥0 satisfy the properties that µ0 = δ0 (the point mass at 0), the weak convergence
of µt to δ0 as t→ 0+, and the semigroup property relative to the free convolution:
(1.1) µs ⊞ µt = µs+t, s, t ≥ 0.
As in the classical case, the distribution µ1 of X1 is ⊞-infinitely divisible.
For n ∈ N and µ ∈ MR, denote by µn the n-fold free convolution of µ. One peculiarity
of the free convolution is that the discrete free convolution semigroup (µn)n∈N can be
embedded in a continuous family (µt)t≥1 which satisfies the semigroup property (1.1)
for s, t ≥ 1. This elegant result for a compactly supported measure µ, proved by Nica
and Speicher [9], has no parallel in classical probability theory. The exhibition of explicit
random variables whose distributions are measures in (µt)t≥1 has several applications in
random matrix theory.
Recently, Voiculescu [15, 16] introduced bi-free probability theory in order to study
algebras of left operators and algebras of right operators simultaneously. This gives rise
to the notions of bi-free cumulants, bi-free R-transform, and the operation of (additive)
bi-free convolution. In this paper, we prove a bi-free limit theorem for sums of bi-free
pairs of random variables within a triangular array, and define the ⊞⊞-infinite divisibil-
ity of planar probability measures in a natural manner. One of the main goals of this
paper is to characterize the bi-free R-transforms of compactly supported planar prob-
ability measures which are ⊞⊞-infinitely divisible, and derive their bi-free Le´vy-Hincˇin
representations. With the help of a bi-free limit theorem, we are able to provide some ex-
amples, such as the bi-free Gaussian and bi-free (compound) Poisson distributions, which
are ⊞⊞-infinitely divisible. A natural object in the study of the ⊞⊞-infinite divisibility
of distributions is the extension of the notions of free Le´vy process and free convolution
semigroups to the bi-free setting. Another goal of this paper is to prove the existence
of the additive bi-free convolution semigroups generated by compactly supported planar
probability measures. The main tools used throughout the paper are the combinatorics
developed in free and bi-free probability theories.
This paper has four more sections after this introduction. Section 2 provides back-
ground information on the development of bi-free probability theory based on [15, 16, 8,
6]. Section 3 contains the derivation of the bi-free Le´vy-Hincˇin formula. Sections 4 and
35 are dedicated to the study of bi-free Le´vy processes and additive bi-free convolution
semigroups.
2. Preliminaries
2.1. Bi-free independence and bi-free cumulants. We start by reviewing some
definitions and results from [15, 8, 6]. An ordered pair (B, C) is said to be a pair of
(included) faces in a non-commutative probability space (A, ϕ) if B and C are unital
subalgebras of A, in which B and C are called the left and right face, respectively. In
[15, Definition 2.6], Voiculescu defined bi-free independence for pairs of faces as follows.
Definition 2.1. A family π = {(Bk, Ck)}k∈K of pairs of faces in (A, ϕ) is said to be bi-
free if there exists a family of vector spaces with specified vector states {(Xk, X˚k, ξk)}k∈K
and unital homomorphisms ℓk : Bk → L(Xk), rk : Ck → L(Xk) such that the joint
distribution of π with respect to ϕ is equal to the joint distribution of π˜ = {(λk ◦
ℓk(Bk), ρk ◦ rk(Ck))}k∈K with respect to the vacuum state on L(X ), where (X , X˚ , ξ) =
∗k∈K(Xk, X˚k, ξk), λk and ρk are the left and right representations of L(Xk) on L(X ).
Let I and J be index sets. If (b′i)i∈I , (b
′′
i )i∈I , (c
′
j)j∈J , (c
′′
j )j∈J are elements of A, then
the two-faced families of non-commutative random variables (b′, c′) = ((b′i)i∈I , (c
′
j)j∈J )
and (b′′, c′′) = ((b′′i )i∈I , (c
′′
j )j∈J ) are said to be bi-free if the associated pairs of faces
(C〈b′i : i ∈ I〉,C〈c′j : j ∈ J〉) and (C〈b′′i : i ∈ I〉,C〈c′′j : j ∈ J〉) are bi-free (see [15,
Section 2]). Moreover, if (b′, c′) and (b′′, c′′) are bi-free with joint distributions µ′ and
µ′′, respectively, then the joint distribution of ((b′i + b
′′
i )i∈I , (c
′
j + c
′′
j )j∈J ) is called the
additive bi-free convolution of µ′ and µ′′, and is denoted by µ′ ⊞ ⊞µ′′ (see [15, Section
4]).
It was shown in [15, Section 5] that there exist universal polynomials, called bi-
free cumulants, on the mixed moments of bi-free pairs of two-faced families of non-
commutative random variables which linearize the additive bi-free convolution. However,
there were no explicit formulas for the bi-free cumulants. Later, Mastnak and Nica
defined (ℓ, r)-cumulants and combinatorial-bi-free independence in [8] as follows.
Definition 2.2. Let (A, ϕ) be a non-commutative probability space and let [n] denote
{1, . . . , n} for n ≥ 1. There exists a family of multilinear functionals
(κχ : An → C)n≥1,χ:[n]→{ℓ,r}
which is uniquely determined by the requirement that
ϕ(a1 · · ·an) =
∑
π∈P(χ)(n)
(∏
V ∈π
κχ|V ((a1, . . . , an)|V )
)
for every n ≥ 1, χ : [n]→ {ℓ, r}, and a1, . . . , an ∈ A. These (κχ)n≥1,χ:[n]→{ℓ,r} are called
the (ℓ, r)-cumulants of (A, ϕ).
Given χ : [n] → {ℓ, r}, n ≥ 1, such that χ−1({ℓ}) = {i1 < · · · < ip} and χ−1({r}) =
{j1 < · · · < jn−p}, the set of partitions P(χ)(n) appearing in the above definition is
4obtained by applying the permutation σχ ∈ Sn to the elements of NC(n), the set of
non-crossing partitions of [n], where σχ is defined by
σχ(k) =
{
ik, if k ≤ p,
jn−k+1, if k > p.
Definition 2.3. Let (A, ϕ) be a non-commutative probability space and let a1, . . . , ad,
b1, . . . , bd be elements of A. Denoting ci;ℓ = ai and ci;r = bi for 1 ≤ i ≤ d, the two-faced
pairs (a1, b1), . . . , (ad, bd) are said to be combinatorially-bi-free if
κχ(ci1;χ(i1), . . . , cin;χ(in)) = 0
whenever n ≥ 2, χ : [n] → {ℓ, r}, i1, . . . , in ∈ [d], and there exist 1 ≤ p < q ≤ n such
that ip 6= iq.
After giving the above definition, Mastnak and Nica asked the question of whether
combinatorial-bi-free independence was equivalent to bi-free independence, and it was
answered affirmatively by Charlesworth, Nelson, and Skoufranis in [6] using bi-non-
crossing partitions. We refer the reader to [6, Section 2] for details. For χ : [n]→ {ℓ, r},
n ≥ 1, such that χ−1({ℓ}) = {i1 < · · · < ip} and χ−1({r}) = {j1 < · · · < jn−p}, the
set of bi-non-crossing partitions BNC(χ) defined in [6, Section 2] coincides with P(χ)(n)
which, from another diagrammatic point of view, consists of the non-crossing partitions
of [n] such that the numbers 1, . . . , n are rearranged according to the total order <χ on
[n] defined by
i1 <χ · · · <χ ip <χ jn−p <χ · · · <χ j1.
For this reason, we also denote P(χ)(n) = BNC(χ) by NCχ(n). As lattices with respect
to reverse refinement order, NCχ(n) is isomorphic to NC(n), thus the Mo¨bius function
µχ on NCχ(n) is given by
µχ(τ, π) = µ(σ
−1
χ · τ, σ−1χ · π),
where µ denotes the Mo¨bius function on NC(n). Finally, as shown in [6, Sections 3, 4],
the (ℓ, r)-cumulants are the same as the bi-free cumulants, and we have the moment-
cumulant formulas
ϕ(a1 · · · an) =
∑
π∈NCχ(n)
κχπ(a1, . . . , an)
and
κχn(a1, . . . , an) =
∑
π∈NCχ(n)
ϕπ(a1, . . . , an)µχ(π, 1n)
for all a1, . . . , an ∈ A, where κχn(a1, . . . , an) = κχ(a1, . . . , an) and κχπ(a1, . . . , an) factors
according to the blocks of π by the multiplicativity of the family (κχn)n≥1,χ:[n]→{ℓ,r}.
2.2. Free and bi-free R-transforms. Recall that the joint distribution of a family
(ai)i∈I of random variables in a non-commutative probability space (A, ϕ) is the linear
functional µ on the algebra C〈Xi : i ∈ I〉 of non-commutative polynomials in |I| variables
satisfying µ(P ) = ϕ(h(P )) for all P ∈ C〈Xi : i ∈ I〉, where h : C〈Xi : i ∈ I〉 → A is the
unital algebra homomorphism such that h(Xi) = ai.
5If a is a self-adjoint random variable in a C∗-probability space (A, ϕ), then its distri-
bution µa belongs to MR. The Cauchy transform (or one-variable Green’s function) of
a is defined as
Ga(z) = ϕ((z − a)−1),
and the free R-transform of a is defined as
Ra(z) =
∑
n≥0
κn+1(a, . . . , a︸ ︷︷ ︸
n+1 times
)zn,
where (κn)n∈N are the free cumulants of (A, ϕ). It turns out that the functions Ga and
Ra are analytic in a neighbourhood of ∞ and 0, respectively, and the function
Ka(z) = Ra(z) + 1
z
satisfies Ga(Ka(z)) = z. One of the most important properties of the free R-transform
is that it linearizes the additive free convolution in the sense that
Ra′+a′′(z) = Ra′(z) +Ra′′(z)
if a′ and a′′ are free self-adjoint random variables in (A, ϕ) or, equivalently,
Rµa′⊞µa′′ (z) = Rµa′ (z) +Rµa′′ (z),
which holds in a neighbourhood of 0 [17].
Analogously, if (a, b) is a two-faced pair of commuting self-adjoint random variables
in a C∗-probability space (A, ϕ), i.e. a = a∗, b = b∗, and [a, b] = 0, then the distribution
µ(a,b) of (a, b) is a Borel probability measure on R
2 and the two-dimensional Cauchy
transform (or two-variable Green’s function) of (a, b) is defined as
G(a,b)(z, w) = ϕ((z − a)−1(w − b)−1),
which is an analytic function in a neighbourhood of ∞×∞.
Note that if (a, b) is a general two-faced pair in a C∗-probability space (A, ϕ), then
the bi-free cumulant κχn of (a, b) depends on χ : [n] → {ℓ, r}. Since we are interested in
the case where a and b are commuting self-adjoint random variables, it turns out that all
the bi-free cumulants of (a, b) are real, and κχn depends on χ only through |χ−1({ℓ})| and
|χ−1({r})|. Moreover, the commutativity of a and b implies that every bi-free cumulant
of (a, b) is a special free cumulant.
Lemma 2.4. Let (a, b) be a two-faced pair in a C∗-probability space (A, ϕ) such that
a = a∗, b = b∗, and [a, b] = 0. Denote the free and bi-free cumulants of (a, b) by
κm,n(a, b) = κm+n(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
)
and
κχN (a, b) = κ
χ
N(cχ(1), . . . , cχ(N)),
respectively, where χ : [N ]→ {ℓ, r}, cℓ = a and cr = b for 1 ≤ k ≤ N . Then κm,n(a, b) =
κχm+n(a, b) for all χ : [m+ n]→ {ℓ, r} such that |χ−1({ℓ})| = m and |χ−1({r})| = n.
6Proof. By the moment-cumulant formulas, we have
κm,n(a, b) =
∑
π∈NC(m+n)
ϕπ(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
)µ(π, 1m+n)
and
κχm+n(a, b) =
∑
π∈NCχ(m+n)
ϕπ(cχ(1), . . . , cχ(m+n))µχ(π, 1m+n),
where µ and µχ denote the Mo¨bius functions on NC(m+n) and NCχ(m+n), respectively.
For each partition π ∈ NC(m + n), which has a linear non-crossing diagram associated
to it, the linear diagram of the corresponding partition π˜ = σχ · π ∈ NCχ(m+ n) under
the bijection σχ : NC(m + n) → NCχ(m + n) is obtained by relabelling the numbers
1, . . . ,m+n in the linear diagram of π with i1, . . . , im, jn, . . . , j1 where {i1 < · · · < im} =
χ−1({ℓ}) and {j1 < · · · < jn} = χ−1({r}). Since a and b commute, we have
ϕπ(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
) = ϕπ˜(cχ(1), . . . , cχ(m+n))
for every π ∈ NC(m+ n). Moreover, since
µχ(π˜, 1m+n) = µ(σ
−1
χ · π˜, 1m+n) = µ(π, 1m+n)
for every π˜ ∈ NCχ(m+ n), the assertion follows. 
Notation 2.5. Let (a, b) be as above and m,n ≥ 0 such that m + n ≥ 1. We extend
the notations used in the above lemma for the free and bi-free cumulants of (a, b) to all
of NC(m + n) and NCχ(m + n), where χ : [m + n] → {ℓ, r} such that |χ−1({ℓ})| = m
and |χ−1(r)| = n. That is, for π in NC(m+ n) or NCχ(m+ n), we put
κπ(a, b) = κπ(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
)
and
κχπ(a, b) = κ
χ
π(cχ(1), . . . , cχ(m+n)),
where cℓ = a and cr = b for 1 ≤ k ≤ m+ n. Similarly, we put
ϕπ(a, b) = ϕπ(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
)
for π in NC(m+ n).
For a two-faced pair (a, b) in a C∗-probability space, let
R(a,b)(z, w) =
∑
m,n≥0
m+n≥1
κm,n(a, b)z
mwn,
be the (partial) bi-free R-transform of (a, b). Then we have the following relation for
bi-free R-transforms, which was proved in [16] using analytic techniques and re-derived
in [12] via combinatorics.
7Theorem 2.6. The following equality of germs of holomorphic functions holds in a
neighbourhood of (0, 0) in C2:
R(a,b)(z, w) = 1 + zRa(z) + wRb(w)−
zw
G(a,b)(Ka(z),Kb(w))
.
The bi-free R-transform is an analogue of the free R-transform in the bi-free setting.
More precisely, if (a′, b′) and (a′′, b′′) are bi-free two-faced pairs, then we have
R(a′+a′′,b′+b′′)(z, w) = R(a′,b′)(z, w) +R(a′′,b′′)(z, w)
for (z, w) near (0, 0).
2.3. Moment sequences. Let Z2+ = {(m,n) : m,n ∈ N ∪ {0}}. Given a 2-sequence
R = {Rm,n}(m,n)∈Z2+ with R0,0 > 0, one can equip the algebra C[s, t] of polynomials in
commuting variables s and t with a sesquilinear form [·, ·]R satisfying
(2.2) [sm1tn1 , sm2tn2 ]R = Rm1+m2,n1+n2
for (m1, n1), (m2, n2) ∈ Z2+. Note that if p =
∑ℓ
j=1 cjs
mj tnj ∈ C[s, t], then
[p, p]R =
ℓ∑
j,k=1
cjckRmj+mk,nj+nk .
Recall that the 2-sequence {κm,n}(m,n)∈Z2+\{(0,0)} of the free cumulants of a pair of
commuting self-adjoint random variables (a, b) in some C∗-probability space contain the
full information about (a, b). It turns out that the study of such 2-sequences is closely
related to the two-parameter moment problems [7, 11]. The following result is from [7].
Theorem 2.7. A 2-sequence R = {Rm,n}(m,n)∈Z2+ with R0,0 > 0 is a moment 2-
sequence, i.e. there exists a finite positive Borel measure ρ on R2 such that
Rm,n =
∫
R2
smtn dρ(s, t), (m,n) ∈ Z2+,
if there exists a finite number L > 0 with the following properties: for all p ∈ C[s, t],
(1) [p, p]R ≥ 0,
(2) |[sp, p]R| ≤ L · [p, p]R and |[p, tp]R| ≤ L · [p, p]R hold.
If these conditions hold, then the representing measure ρ of R is compactly supported on
[−L,L]2 and uniquely determined.
Remark 2.8. (1) Given a 2-sequence {Rm,n}(m,n)∈Z2+ with R0,0 = 1, there exists a non-
commutative probability space (A, ϕ) and commuting random variables a, b ∈ A such
that ϕ(ambn) = Rm,n for all (m,n) ∈ Z2+.
(2) The condition (1) in Theorem 2.7 together with the condition that for every fixed
m0 and n0 in N ∪ {0} the 1-sequences {Rm,2n0}m≥0 and {R2m0,n + R0,n}n≥0 are
determined moment sequences, guarantee that R is a determined moment sequence
(see [7, Section 1.2]). In this case, however, the representing measure of R may not
be compactly supported. In general, one can determine whether an n-sequence is a
moment sequence by embedding the sequence into a higher dimensional space. We
refer the reader to [11] for more details.
83. Bi-free infinitely divisible distributions
In this section, we study the ⊞⊞-infinite divisibility of compactly supported proba-
bility measures on R2 and provide the bi-free analogue of the Le´vy-Hincˇin formula.
3.1. A bi-free limit theorem for bipartite systems. The non-commutative proba-
bility spaces considered throughout the paper are assumed to be bipartite, i.e. all left
variables commute with all right variables.
Theorem 3.1. For each N ∈ N, let {(aN ;k, bN ;k)}Nk=1 be a row of two-faced pairs in
some non-commutative probability space (AN , ϕN ). Furthermore, assume each AN is
bipartite and the two-faced pairs (aN ;1, bN ;1), . . . , (aN ;N , bN ;N ) are bi-free and identically
distributed. Then the following two statements are equivalent.
(1) There is a two-faced pair (a, b) in some non-commutative probability space (A, ϕ)
such that [a, b] = 0 and (
N∑
k=1
aN ;k,
N∑
k=1
bN ;k
)
dist−−→ (a, b).
(2) For all m,n ≥ 0 with m + n ≥ 1, the limits lim
N→∞
N · ϕN (amN ;kbnN ;k) exist and are
independent of k.
Furthermore, if these assertions hold, then the bi-free cumulants of (a, b) are given by
κχm+n(a, b) = lim
N→∞
N · ϕN (amN ;kbnN ;k),
where χ : [m+ n]→ {ℓ, r} satisfies |χ−1({ℓ})| = m and |χ−1({r})| = n.
Remark 3.2. (1) We follow the usual notion of convergence in distribution in the free
probability context. That is, assertion (1) in the theorem above holds if and only if
lim
N→∞
ϕN
((
N∑
k=1
aN ;k
)m( N∑
k=1
bN ;k
)n)
= ϕ(ambn)
for all (m,n) ∈ Z2+ and all mixed moments ϕ(ambn) exist.
(2) By Lemma 2.4, the bi-free cumulants κχm+n(a, b) are the same as the free cumulants
κm,n(a, b) for all m,n ≥ 0 such that m+ n ≥ 1.
To prove Theorem 3.1, we need the following lemma which relates convergence of
moments to convergence of cumulants.
Lemma 3.3. For each N ∈ N, let (AN , ϕN ) be a non-commutative probability space and
let κN be the corresponding free cumulants. Let (aN , bN) be a two-faced pair in (AN , ϕN )
such that [aN , bN ] = 0, then the following two statements are equivalent.
(1) For all m,n ≥ 0 with m+ n ≥ 1, the limits lim
N→∞
N · ϕN (amNbnN) exist.
(2) For all m,n ≥ 0 with m+ n ≥ 1, the limits lim
N→∞
N · κNm,n(aN , bN ) exist.
Furthermore, if these conditions hold, then the limits in (1) and (2) are the same.
9Proof. By the moment-cumulant formulas, we have
lim
N→∞
N · ϕN (amN bnN) = lim
N→∞
N ·
∑
π∈NC(m+n)
κNπ (aN , bN)
and
lim
N→∞
N · κNm,n(aN , bN ) = lim
N→∞
N ·
∑
π∈NC(m+n)
(ϕN )π(aN , bN)µ(π, 1m+n).
If the first statement (resp. second statement) is true, then the only non-vanishing term
on the right-hand side of the second equation (resp. first equation) above corresponds
to π = 1m+n, and the assertion follows. 
Proof of Theorem 3.1. Suppose first that assertion (1) holds. Since we will not be using
the bi-free cumulants of (A, ϕ) until the end of the proof, we let κχ denote the bi-free
cumulants of (AN , ϕN ) for now. For m,n ≥ 0 such that m+ n ≥ 1, we have
ϕ(ambn) = lim
N→∞
ϕN
((
N∑
k=1
aN ;k
)m( N∑
k=1
bN ;k
)n)
= lim
N→∞
N∑
r(1),...,r(m)
s(1),...,s(n)=1
ϕN (aN ;r(1) · · · aN ;r(m)bN ;s(1) · · · bN ;s(n))
= lim
N→∞
N∑
r(1),...,r(m)
s(1),...,s(n)=1
∑
τ∈NCχ(m+n)
κχτ (aN ;r(1), . . . , aN ;r(m), bN ;s(1), . . . , bN ;s(n))
= lim
N→∞
∑
τ∈NCχ(m+n)
N |τ | · κχτ (aN ;k, bN ;k),
where the last expression, which is independent of k, follows from the fact that mixed
bi-free cumulants vanish. It remains to show that the limits
lim
N→∞
N |τ | · κχτ (aN ;k, bN ;k)
exist for all τ ∈ NCχ(m+n), then the special case τ = 1m+n would give us the existence
of
lim
N→∞
N · κχm+n(aN ;k, bN ;k),
which is equal to limN→∞N · κNm,n(aN ;k, bN ;k) by Lemma 2.4, and the existence of
limN→∞N · ϕN (amN ;kbnN ;k) would follow from Lemma 3.3. We proceed by induction on
m and n. If m = 1 and n = 0, then
lim
N→∞
N · κN1 (aN ;k) = lim
N→∞
N · ϕN (aN ;k) = lim
N→∞
ϕN (aN ;1 + · · ·+ aN ;N ) = ϕ(a)
exists. The case m = 0 and n = 1 is similar. If m = n = 1, then we have
ϕ(ab) = lim
N→∞
(
N2 · κN1 (aN ;k)κN1 (bN ;k) +N · κN1,1(aN ;k, bN ;k)
)
.
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Since ϕ(ab), limN→∞N · κN1 (aN ;k), and limN→∞N · κN1 (bN ;k) all exist, we obtain the
existence of limN→∞N ·κN1,1(aN ;k, bN ;k). For the inductive step, assume the assertion is
true for all m ≤ r and n ≤ s such that r + s ≥ 1. If m = r + 1 and n = s, then we have
ϕ(ar+1bs) = lim
N→∞
∑
τ∈NCχ(r+s+1)
N |τ | · κχτ (aN ;k, bN ;k)
= lim
N→∞
(
N · κNr+1,s(aN ;k, bN ;k) + L
)
,
where
L =
∑
τ∈NCχ(r+s+1)
τ 6=1r+s+1
N |τ | · κχτ (aN ;k, bN ;k).
By the induction hypothesis, the limits
lim
N→∞
N |τ | · κχτ (aN ;k, bN ;k)
exist for all τ ∈ NCχ(r+ s+1) with τ 6= 1r+s+1, thus limN→∞ L exists. Since ϕ(ar+1bs)
also exists by assumption, we obtain the existence of limN→∞N · κNr+1,s(aN ;k, bN ;k) as
required. The case m = r and n = s+ 1 is similar.
Conversely, suppose that assertion (2) holds. For m,n ≥ 0 such that m + n ≥ 1, we
have
lim
N→∞
ϕN
((
N∑
k=1
aN ;k
)m( N∑
k=1
bN ;k
)n)
= lim
N→∞
∑
τ∈NCχ(m+n)
N |τ | · κχτ (aN ;k, bN ;k).
By Lemmas 2.4 and 3.3, we have
lim
N→∞
N |τ | · κχτ (aN ;k, bN ;k) = lim
N→∞
N |τ | · (ϕN )τ (aN ;k, bN ;k)
for all τ ∈ NCχ(m + n), thus they all exist by assumption. Construct a commuting
two-faced pair (a, b) in a non-commutative probability space (A, ϕ) such that
ϕ(ambn) = lim
N→∞
ϕN
((
N∑
k=1
aN ;k
)m( N∑
k=1
bN ;k
)n)
.
Such an object always exits. For example, we can realize a and b as s and t in C[s, t],
respectively, and define ϕ(smtn) to be the corresponding limits. Finally, let κχ denote the
bi-free cumulants of (A, ϕ), and change the notations for the free and bi-free cumulants
of (AN , ϕN ) to cN and cχ, respectively. Then we have
ϕ(ambn) =
∑
τ∈NCχ(m+n)
κχτ (a, b)
= lim
N→∞
∑
τ∈NCχ(m+n)
N |τ | · cχτ (aN ;k, bN ;k)
=
∑
τ∈NCχ(m+n)
lim
N→∞
N |τ | · cχτ (aN ;k, bN ;k).
By induction on the number of arguments in the bi-free cumulants, we have
κχτ (a, b) = lim
N→∞
N |τ | · cχτ (aN ;k, bN ;k)
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for all τ ∈ NCχ(m+ n). In particular, when τ = 1m+n, we have
κχm+n(a, b) = lim
N→∞
N · cχm+n(aN ;k, bN ;k)
= lim
N→∞
N · cNm,n(aN ;k, bN ;k)
= lim
N→∞
N · ϕN (amN ;kbnN ;k)
by Lemmas 2.4 and 3.3 again. This completes the proof. 
3.2. Operators on full Fock spaces. Recall that the full Fock space over a Hilbert
space H is defined as
F(H) = CΩ⊕
⊕
n≥1
H⊗n,
where Ω is a distinguished vector of norm one, called the vacuum vector. This gives us
a C∗-probability space (B(F(H)), τH), where τH, called the vacuum expectation state,
is defined by τH(T ) = 〈TΩ,Ω〉 for T ∈ B(F(H)). For our purposes, we are mainly
interested in the creation, annihilation, and gauge operators on F(H), defined as follows.
Definition 3.4. Let f ∈ H and T ∈ B(H).
(1) The left creation operator given by the vector f , denoted ℓ(f) ∈ B(F(H)), is deter-
mined by the formulas ℓ(f)(Ω) = f and
ℓ(f)(ξ1 ⊗ · · · ⊗ ξn) = f ⊗ ξ1 ⊗ · · · ⊗ ξn
for all n ≥ 1 and all ξ1, . . . , ξn ∈ H. The adjoint ℓ(f)∗ of ℓ(f) is called the left
annihilation operator given by the vector f .
(2) The right creation operator given by the vector f , denoted r(f) ∈ B(F(H)), is
determined by the formulas r(f)(Ω) = f and
r(f)(ξ1 ⊗ · · · ⊗ ξn) = ξ1 ⊗ · · · ⊗ ξn ⊗ f
for all n ≥ 1 and all ξ1, . . . , ξn ∈ H. The adjoint r(f)∗ of r(f) is called the right
annihilation operator given by the vector f .
(3) The left gauge operator associated to T , denoted Λℓ(T ) ∈ B(F(H)), is determined
by the formulas Λℓ(T )(Ω) = 0 and
Λℓ(T )(ξ1 ⊗ · · · ⊗ ξn) = (Tξ1)⊗ ξ2 ⊗ · · · ⊗ ξn
for all n ≥ 1 and all ξ1, . . . , ξn ∈ H.
(4) The right gauge operator associated to T , denoted Λr(T ) ∈ B(F(H)), is determined
by the formulas Λr(T )(Ω) = 0 and
Λr(T )(ξ1 ⊗ · · · ⊗ ξn) = ξ1 ⊗ · · · ⊗ ξn−1 ⊗ (Tξn)
for all n ≥ 1 and all ξ1, . . . , ξn ∈ H.
Remark 3.5. Let H =⊕i∈I Hi, where each Hi is a Hilbert space. For i ∈ I, let Bi and
Ci be the C∗-algebras generated by
{ℓ(f) : f ∈ Hi} ∪ {Λℓ(T ) : THi ⊂ Hi and T |H⊖Hi = 0}
12
and
{r(f) : f ∈ Hi} ∪ {Λr(T ) : THi ⊂ Hi and T |H⊖Hi = 0},
respectively. Then {(Bi, Ci)}i∈I is a bi-free family in (B(F(H)), τH) (see [15, Section 6]).
Proposition 3.6. Let H be a Hilbert space. For any f, g ∈ H, T1 = T ∗1 , T2 = T ∗2 ∈
B(H), and λ1, λ2 ∈ R, the self-adjoint operators
a = ℓ(f) + ℓ(f)∗ + Λℓ(T1) + λ1 · 1 and b = r(g) + r(g)∗ + Λr(T2) + λ2 · 1
commute if and only if ℑ〈f, g〉 = 0, T1g = T2f , and [T1, T2] = 0. Moreover, if a and
b commute, then the distribution µ(a,b) of (a, b) is ⊞⊞-infinitely divisible, i.e. for every
n ∈ N, µ(a,b) can be written as an n-fold additive bi-free convolution of some planar
probability measure.
Proof. Without loss of generality, we may assume λ1 = λ2 = 0. First, we consider the
commutativity between a and b. Since ℓ(f)r(g)Ω = r(g)ℓ(f)Ω and ℓ(f)r(g)(ξ1 ⊗ · · · ⊗
ξn) = r(g)ℓ(f)(ξ1 ⊗ · · · ⊗ ξn) for all ξ1, . . . , ξn ∈ H with n ≥ 1, it follows that
(3.3) ℓ(f)r(g) = r(g)ℓ(f) and ℓ(f)∗r(g)∗ = r(g)∗ℓ(f)∗.
Note that we also have ℓ(f)r(g)∗Ω = 0, r(g)∗ℓ(f)Ω = 〈f, g〉Ω, and ℓ(f)r(g)∗ = r(g)∗ℓ(f)
on F(H)⊖ CΩ. On the other hand, we have r(g)ℓ(f)∗Ω = 0, ℓ(f)∗r(g)Ω = 〈g, f〉Ω, and
ℓ(f)∗r(g) = r(g)ℓ(f)∗ on F(H)⊖ CΩ, which imply that the operator
A = ℓ(f)r(g)∗ + ℓ(f)∗r(g) − r(g)∗ℓ(f)− r(g)ℓ(f)∗
vanishes on F(H)⊖ CΩ and satisfies
(3.4) AΩ = −i2(ℑ〈f, g〉)Ω.
Similarly, the conditions ℓ(f)Λr(T2)Ω = 0, Λr(T2)ℓ(f)Ω = T2f , and ℓ(f)Λr(T2) =
Λr(T2)ℓ(f) on F(H)⊖CΩ combining with the conditions r(g)Λℓ(T1)Ω = 0, Λℓ(T1)r(g)Ω =
T1g, and r(g)Λℓ(T1) = Λℓ(T1)r(g) on F(H)⊖ CΩ imply that the operator
B = ℓ(f)Λr(T2) + Λℓ(T1)r(g)− Λr(T2)ℓ(f)− r(g)Λℓ(T1)
vanishes on F(H)⊖ CΩ and satisfies
(3.5) BΩ = T1g − T2f.
One can also see from the identities ℓ(f)∗Λr(T2)ξ = 〈T2ξ, f〉, Λr(T2)ℓ(f)∗ξ = 0 for ξ ∈ H,
and ℓ(f)∗Λr(T2) = Λr(T2)ℓ(f)
∗ on F(H) ⊖ H, and the identities Λℓ(T1)r(g)∗ξ = 0,
r(g)∗Λℓ(T1)ξ = 〈T1ξ, g〉, and Λℓ(T1)r(g)∗ = r(g)∗Λℓ(T1) on F(H)⊖H that the operator
C = ℓ(f)∗Λr(T2) + Λℓ(T1)r(g)
∗ − Λr(T2)ℓ(f)∗ − r(g)∗Λℓ(T1)
vanishes on F(H)⊖H and satisfies
(3.6) Cξ = 〈ξ, (T2f − T1g)〉, ξ ∈ H.
Finally, the conditions that Λℓ(T1)Λr(T2)ξ = T1T2ξ, Λr(T2)Λℓ(T1)ξ = T2T1ξ for ξ ∈ H,
and Λℓ(T1)Λr(T2) = Λr(T2)Λℓ(T1) on F(H)⊖H imply that the operator
D = Λℓ(T1)Λr(T2)− Λr(T2)Λℓ(T1)
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vanishes on F(H)⊖H and satisfies
(3.7) Dξ = (T1T2 − T2T1)ξ, ξ ∈ H.
The desired result now follows from the fact that ab − ba = A + B + C + D and the
established identities (3.3)-(3.7).
For the second assertion, fix n ∈ N and let
Hn = H⊕ · · · ⊕ H︸ ︷︷ ︸
n times
.
Furthermore, let
a˜ = ℓ
(
f ⊕ · · · ⊕ f√
n
)
+ ℓ
(
f ⊕ · · · ⊕ f√
n
)∗
+ Λℓ(T1 ⊕ · · · ⊕ T1)
and
b˜ = r
(
g ⊕ · · · ⊕ g√
n
)
+ r
(
g ⊕ · · · ⊕ g√
n
)∗
+ Λr(T2 ⊕ · · · ⊕ T2).
Then [a˜, b˜] = 0 and the distribution of (a, b) in (B(F(H)), τH) is same as the distribution
of (a˜, b˜) in (B(F(Hn)), τHn). Note that a˜ and b˜ can be written as
a˜ =
[
ℓ
(
f ⊕ 0⊕ · · · ⊕ 0√
n
)
+ ℓ
(
f ⊕ 0⊕ · · · ⊕ 0√
n
)∗
+ Λℓ(T1 ⊕ 0⊕ · · · ⊕ 0)
]
+
· · ·+
[
ℓ
(
0⊕ · · · ⊕ 0⊕ f√
n
)
+ ℓ
(
0⊕ · · · ⊕ 0⊕ f√
n
)∗
+ Λℓ(0⊕ · · · ⊕ 0⊕ T1)
]
and
b˜ =
[
r
(
g ⊕ 0⊕ · · · ⊕ 0√
n
)
+ r
(
g ⊕ 0⊕ · · · ⊕ 0√
n
)∗
+ Λr(T2 ⊕ 0⊕ · · · ⊕ 0)
]
+
· · ·+
[
r
(
0⊕ · · · ⊕ 0⊕ g√
n
)
+ r
(
0⊕ · · · ⊕ 0⊕ g√
n
)∗
+ Λr(0⊕ · · · ⊕ 0⊕ T2)
]
.
Denote the n summands of a˜ (respectively, of b˜) in the above summations by a˜1, . . . , a˜n
(respectively, b˜1, . . . , b˜n). Then {(a˜k, b˜k)}1≤k≤n are bi-free and identically distributed
by Remark 3.5. Moreover, for every 1 ≤ k ≤ n, a˜k and b˜k are commuting self-adjoint
random variables, thus the distribution of (a˜k, b˜k) is a Borel probability measure on R
2.
This shows that the distribution of (a, b) is the n-fold additive bi-free convolution of the
distribution of (a˜k, b˜k). Since n ∈ N was arbitrary, the second assertion follows. 
Proposition 3.7. Following the same notations as in Proposition 3.6, if [a, b] = 0, then
the bi-free cumulants of (a, b) are given as follows:
κ1,0(a, b) = λ1, κ0,1(a, b) = λ2,
κm,0(a, b) = κm(ℓ(f)
∗,Λℓ(T1), . . . ,Λℓ(T1)︸ ︷︷ ︸
m−2 times
, ℓ(f)) = 〈Tm−21 f, f〉, m ≥ 2,
κ0,n(a, b) = κn(r(g)
∗,Λr(T2), . . . ,Λr(T2)︸ ︷︷ ︸
n−2 times
, r(g)) = 〈T n−22 g, g〉, n ≥ 2,
and
κm,n(a, b) = 〈Λℓ(T1)m−1ℓ(f)Ω,Λr(T2)n−1r(g)Ω〉 = 〈Tm−11 f, T n−12 g〉
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for m,n ≥ 1.
Proof. The equalities concerning κ1(a), κ1(b), κm(a), and κn(b) are known results in
(one-variable) free probability theory (see [10, Proposition 13.5]). For the equality con-
cerning κm,n(a, b), we use the same setup (with HN replacing Hn to avoid confusion
with the subscript n in κm,n(a, b)) as in the proof of Proposition 3.6. Observe that the
random variables
ℓ(f), ℓ(f)∗, r(g), r(g)∗, Λℓ(T1), Λr(T2)
in (B(F(H)), τH) have the same joint distribution as the random variables
ℓ
(
f ⊕ · · · ⊕ f√
N
)
, ℓ
(
f ⊕ · · · ⊕ f√
N
)∗
, r
(
g ⊕ · · · ⊕ g√
N
)
, r
(
g ⊕ · · · ⊕ g√
N
)∗
,
Λℓ(T1 ⊕ · · · ⊕ T1), Λr(T2 ⊕ · · · ⊕ T2)
in (B(F(HN )), τHN ). Moreover, the latter random variables are the sums of N random
variables, where the summands have the same joint distribution as the random variables
1√
N
ℓ(f),
1√
N
ℓ(f)∗,
1√
N
r(g),
1√
N
r(g)∗, Λℓ(T1), Λr(T2)
in (B(F(H)), τH). Expanding κm,n(a, b) using the multilinearity of the cumulants, we
see that each summand is of the form κm+n(c1, . . . , cm, d1, . . . , dn), where
ci ∈ {ℓ(f), ℓ(f)∗,Λℓ(T1)} and dj ∈ {r(g), r(g)∗,Λr(T2)}.
By Theorem 3.1, we have
κm+n(c1, . . . , cm, d1, . . . , dn) = lim
N→∞
N · 〈c˜1 · · · c˜md˜1 · · · d˜nΩ,Ω〉
where
c˜i ∈
{
ℓ(f)√
N
,
ℓ(f)∗√
N
,Λℓ(T1)
}
and d˜j ∈
{
r(g)√
N
,
r(g)∗√
N
,Λr(T2)
}
in correspondence to ci and dj . Since m,n ≥ 1, and by the definitions of how cre-
ation, annihilation, and gauge operators act on full Fock spaces, the only non-vanishing
summand of κm,n(a, b) is
κm+n(ℓ(f)
∗,Λℓ(T1), . . . ,Λℓ(T1)︸ ︷︷ ︸
m−1 times
,Λr(T2), . . . ,Λr(T2)︸ ︷︷ ︸
n−1 times
, r(g)),
which is equal to
lim
N→∞
N ·
〈
1√
N
ℓ(f)∗Λℓ(T1)
m−1Λr(T2)
n−1 1√
N
r(g)Ω,Ω
〉
= 〈Tm−11 f, T n−12 g〉
by the hypothesis that a and b commute. 
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3.3. Bi-free Le´vy-Hincˇin representations. The next lemma establishes the relations
between the bi-free R-transforms of a two-faced pair of commuting self-adjoint random
variables in some C∗-probability space and the corresponding free R-transforms.
Lemma 3.8. For a two-faced pair (a, b) of commuting self-adjoint random variables in
a C∗-probability space (A, ϕ), we have
R(a,b)(z, 0) = zRa(z) and R(a,b)(0, w) = wRb(w)
for z and w in a small neighbourhood of 0.
Proof. By the representation of R(a,b)(z, w) given in Theorem 2.6, it suffices to show
that
lim
w→0
zw
G(a,b)(Ka(z),Kb(w))
= 1
for small z 6= 0. For (z, w) in a deleted neighbourhood of (0, 0), we have
G(a,b)(z
−1, w−1) = wϕ((z−1 − a)−1(1 − wb)−1),
thus
zw
G(a,b)(Ka(z),Kb(w))
=
z(wRb(w) + 1)
ϕ((Ka(z)− a)−1(1− b/Kb(w))−1) .
Since limw→0 1/Kb(w) = 0 and limw→0 wRb(w) = 0, it follows that
lim
w→0
zw
G(a,b)(Ka(z),Kb(w))
=
z
ϕ((Ka(z)− a)−1) =
z
Ga(Ka(z))
= 1
as desired. The second equality can be shown in a similar way. 
Recall from [2, Theorem 8.6] that a compactly supported probability measure ν on R
is ⊞-infinitely divisible if and only if its R-transform is of the form
(3.8) Rν(z) = κν1 +
∫
R
z
1− zs dρν(s),
where ρν , called the free Le´vy measure of ν, is a finite positive Borel measure on R. The
integral representation (3.8) is usually referred to as the free Le´vy-Hincˇin representation
for ν.
Denote by C0[s, t] the algebra of polynomials in C[s, t] with vanishing constant term,
i.e. p(0, 0) = 0 if p ∈ C0[s, t]. As indicated in (2.2), given a real 2-sequence R =
{Rm,n}(m,n)∈Z2+\{(0,0)}, one can equip C0[s, t] with a sesquilinear form [·, ·]R defined by
(3.9) [sm1tn1 , sm2tn2 ]R = Rm1+m2,n1+n2
for (m1, n1), (m2, n2) 6= (0, 0).
Definition 3.9. A real 2-sequence R = {Rm,n}(m,n)∈Z2+\{(0,0)} is said to be conditionally
positive semi-definite if
[p, p]R ≥ 0
for all p ∈ C0[s, t], where [·, ·]R is the sesquilinear form defined above. The 2-sequence R
is said to be conditionally bounded if there exists a finite number L > 0 such that
|[smtnp, p]R| ≤ Lm+n · [p, p]R
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for all p ∈ C0[s, t] and m,n ≥ 0.
Note that conditional positive semi-definiteness and conditional boundedness of R do
not depend on the values of R1,0 and R0,1 as they do not appear in any summand of
[p, p]R and [s
mtnp, p]R for any p ∈ C0[s, t]. Moreover, note that conditional positive
semi-definiteness of R together with the assumption R2,0 = 0 (resp. R0,2 = 0) yields
that Rm,n = 0 if m + n ≥ 2 and m ≥ 1 (resp. Rm,n = 0 if m + n ≥ 2 and n ≥ 1) by
Cauchy-Schwarz inequality.
We are now ready to characterize ⊞⊞-infinitely divisible distributions and provide
their bi-free Le´vy-Hincˇin representations.
Theorem 3.10. Let µ be a compactly supported planar probability measure and let κ =
{κµm,n}(m,n)∈Z2+\{(0,0)} be the bi-free cumulants of µ such that κ
µ
2,0, κ
µ
0,2 > 0. Then the
following statements are equivalent.
(1) The measure µ is ⊞⊞-infinitely divisible.
(2) The 2-sequence κ is conditionally positive semi-definite and conditionally bounded in
the sense defined in Definition 3.9.
(3) There exist finite positive Borel measures ρ1 and ρ2 with compact supports on R
2
and a finite Borel measure ρ on R2 satisfying the relations
(3.10) |ρ({(0, 0)})|2 ≤ ρ1({(0, 0)})ρ2({(0, 0)}),
(3.11) tdρ1(s, t) = sdρ(s, t), and sdρ2(s, t) = tdρ(s, t)
such that
(3.12) Rµ(z, w) = zR1(z) + wR2(w) +
∫
R2
zw
(1− zs)(1− wt) dρ(s, t)
holds for (z, w) in a neighbourhood of (0, 0), where
R1(z) = κµ1,0 +
∫
R2
z
1− zs dρ1(s, t) and R2(w) = κ
µ
0,1 +
∫
R2
w
1− wt dρ2(s, t).
If assertions (1)-(3) hold, then Rµ extends analytically to (C\R)2 via the formula (3.12),
and the functions R1 and R2 in assertion (3) are the free R-transforms of ⊞-infinitely
divisible distributions.
Proof. Suppose first that assertion (1) holds, i.e. for every N ∈ N, there are commuting
self-adjoint random variables aN and bN in some C
∗-probability space (AN , ϕN ) with
distribution µN such that µN ⊞⊞ · · ·⊞⊞µN︸ ︷︷ ︸
N times
= µ. Then, by Theorem 3.1, the bi-free
cumulants of µ are given by
κµm,n = lim
N→∞
N · ϕN (amNbnN), (m,n) ∈ Z2+\{(0, 0)}.
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Observe that for any polynomial p = p(s, t) =
∑ℓ
j=1 cjs
mj tnj ∈ C0[s, t], we have
[p, p]κ =
ℓ∑
j,k=1
cjckκ
µ
mj+mk,nj+nk
=
ℓ∑
j,k=1
cjck lim
N→∞
N · ϕN (amj+mkN bnj+nkN )
= lim
N→∞
N · ϕN

 ℓ∑
j,k=1
cjcka
mj+mk
N b
nj+nk
N


= lim
N→∞
N · ϕN (p(aN , bN )p(aN , bN )∗) ≥ 0,
which yields the conditional positive semi-definiteness of κ. On the other hand, viewing
µ as the distribution of a two-faced pair (a, b) of commuting self-adjoint random variables
in some C∗-probability space and using Lemma 3.8, we have for N ∈ N and for z in a
small deleted neighbourhood of 0,
(3.13) zRa(z) = R(a,b)(z, 0) = N · R(aN ,bN )(z, 0) = N · zRaN (z) = zRµ⊞NaN (z),
where µ⊞NaN = µaN ⊞ · · ·⊞ µaN︸ ︷︷ ︸
N times
. This shows that the distribution of a is ⊞-infinitely
divisible and µ⊞NaN = µa. We thus conclude from [2, Lemma 8.5] the existence of a finite
number L > 0 such that supp(µaN ) ⊂ [−L,L] for all N . Similarly, the distribution of b is
⊞-infinitely divisible, µ⊞NbN = µb, and supp(µbN ) ⊂ [−L,L] for all N if L is chosen large
enough. This implies that the supports of the distributions (µ(aN ,bN ))N∈N are uniformly
bounded. Indeed, for all c > L and m,n ∈ N, we have
c2mµ(aN ,bN )({(s, t) : |s| ≥ c}) ≤
∫
R2
s2m dµ(aN ,bN )(s, t)
= ϕN (a
2m
N ) =
∫
R
s2mdµaN (s) ≤ L2m,
and similarly µ(aN ,bN )({(s, t) : |t| ≥ c}) ≤ (L/c)2n. This allows us to conclude that
supp(µ(aN ,bN )) ⊂ [−L,L]2 by observing that {(s, t) : |s| or |t| ≥ c} is a µ(aN ,bN )-measure
zero set by letting m,n→∞. Therefore, for p ∈ C0[s, t] as before, we have
|[smtnp, p]κ| =
∣∣∣∣∣∣
ℓ∑
j,k=1
cjckκ
µ
mj+mk+m,nj+nk+n
∣∣∣∣∣∣
=
∣∣∣ lim
N→∞
N · ϕN (amNbnNp(aN , bN)p(aN , bN )∗)
∣∣∣
≤ lim
N→∞
N ·
∫
R2
|s|m|t|n|p(s, t)|2 dµN (s, t)
≤ Lm+n · lim
N→∞
N ·
∫
R2
|p(s, t)|2 dµN (s, t) = Lm+n · [p, p]κ
as desired. Hence, assertion (2) holds.
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Next, we show the implication (2) ⇒ (1). Observe that the conditional positive
semi-definiteness of the bi-free cumulants κ of µ shows that the sesquilinear form [·, ·]κ
on C0[s, t] induced by κ is non-negative. Moreover, the conditional boundedness of κ
indicates that I = {p0 ∈ C0[s, t] : [p0, p0]κ = 0} is an ideal of C0[s, t] as
0 ≤ [smtnp0, smtnp0]κ ≤ L2(m+n) · [p0, p0]κ = 0
for all p0 ∈ I. Let H0 be the quotient vector space C0[s, t]/I. If h = p+I and k = q+I
are in H0, then
(3.14) 〈h, k〉0 := [p, q]κ
can be verified to be a well-defined inner product on H0 because I is an ideal. Let H
be the Hilbert space obtained by completing H0 with respect to the norm ‖ · ‖ defined
by the inner product (3.14). Consider now the linear transformations T1, T2 : H0 → H
defined by
T1h = sp(s, t) + I and T2h = tp(s, t) + I
for h = p + I ∈ H0. Note that both T1 and T2 are well-defined since I is an ideal.
Moreover, the inequality
‖T1h‖2 = 〈T1h, T1h〉0 = [sp, sp]κ ≤ L2 · ‖h‖2
shows that T1 can be extended to a bounded linear operator on H. On the other hand,
if h = p+ I and k = q+ I, where p =∑ℓj=1 cjsmj tnj , q =∑ℓj=1 djsuj tvj ∈ C0[s, t], then
we have
〈T ∗1 h, k〉0 = 〈h, T1k〉0 =
ℓ∑
j,k=1
cjdkκ
µ
mj+(uk+1),nj+vk
=
ℓ∑
j,k=1
cjdkκ
µ
(mj+1)+uk,nj+vk
= 〈T1h, k〉0,
from which we see that T1 is self-adjoint. Similarly, one can show that T2 extends to
a self-adjoint operator in B(H). To finish the proof of (2) ⇒ (1), let us consider the
operators
a = ℓ(f) + ℓ(f)∗ + Λℓ(T1) + κ
µ
1,0 · 1 and b = r(g) + r(g)∗ + Λr(T2) + κµ0,1 · 1,
where f = s + I and g = t + I, in the C∗-probability space (B(F(H)), τH). Clearly,
ℑ〈f, g〉 = ℑκµ1,1 = 0, T1g = st+ I = T2f , and T1T2 = T2T1 as
T2T1h = tsp(s, t) + I = T1T2h
for h = p+I in the dense subspace H0 of H. Hence, by Proposition 3.6, we see that (a, b)
is a two-faced pair of commuting self-adjoint random variables in (B(F(H)), τH) whose
distribution µ(a,b) is ⊞⊞-infinitely divisible. We claim that µ(a,b) = µ by checking that all
the bi-free cumulants κm,n(a, b) of (a, b) agree with the corresponding bi-free cumulants
κ of µ. The claim follows directly from Proposition 3.7. Indeed, for all m,n ≥ 1, we
have
κ
µ(a,b)
m,n = κm,n(a, b) = 〈Tm−11 f, T n−12 g〉0 = [sm, tn]κ = κµm,n.
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If m ≥ 2 and n = 0, then we have
κ
µ(a,b)
m,0 = κm(a) = 〈Tm−21 f, f〉0 = [sm−1, s]κ = κµm,0,
and similarly we have κ
µ(a,b)
0,n = κ
µ
0,n for all n ≥ 2. Clearly, we also have
κ
µ(a,b)
1,0 = κ1(a) = κ
µ
1,0 and κ
µ(a,b)
0,1 = κ1(b) = κ
µ
0,1.
Thus the two distributions µ(a,b) and µ coincide, and hence assertion (1) holds.
In what follows, we show that assertions (2) and (3) are equivalent. Suppose first that
assertion (2) holds. Since the 2-sequences {θ(1)m,n}(m,n)∈Z2+ and {θ
(2)
m,n}(m,n)∈Z2+ defined
by θ
(1)
m,n = κ
µ
m+2,n and θ
(2)
m,n = κ
µ
m,n+2 are positive semi-definite and bounded, and the
numbers θ
(1)
0,0 and θ
(2)
0,0 are both positive, it follows from Theorem 2.7 that there exist two
finite positive Borel measures ρ1 and ρ2 with compact supports on R
2 such that
(3.15) κµm+2,n =
∫
R2
smtn dρ1(s, t), m, n ≥ 0
and
(3.16) κµm,n+2 =
∫
R2
smtn dρ2(s, t), m, n ≥ 0.
Observe that for |z| and |w| small enough so that ‖zT1‖ < 1 and ‖wT2‖ < 1, following
the notations introduced in the proof of (2)⇒ (1), we have∑
m,n≥1
κµm,nz
mwn = zw
∑
m,n≥0
〈(zT1)mf, (wT2)ng〉
= zw〈(1 − zT1)−1f, (1− wT2)−1g〉,
where 〈·, ·〉 is the inner product on H. Let the spectral resolutions of T1 and T2 be
T1 =
∫
R
s dE1(s) and T2 =
∫
R
t dE2(t).
Since E1(s) commutes with E2(t) for all s and t, it follows from the spectral theorem
that
(3.17)
∑
m,n≥1
κµm,nz
mwn =
∫
R2
zw
(1− zs)(1− wt) dρ(s, t),
where ρ(s, t) = 〈E1(s)E2(t)f, g〉 is a finite compactly supported Borel measure on R2.
Similarly, using (3.15), (3.16)), and the spectral resolutions of T1 and T2, one can obtain
(3.18) z2 ·
∫
R2
dρ1(s, t)
1− zs =
∑
m≥2
κµm,0z
m = z2 ·
∫
R
d〈E1(s)f, f〉
1− zs
and
(3.19) w2 ·
∫
R2
dρ2(s, t)
1− wt =
∑
n≥2
κµ0,nw
n = w2 ·
∫
R
d〈E2(t)g, g〉
1− wt
provided that |z| and |w| are sufficiently small. Note that we can rewrite (3.18) and
(3.19) as∫
R2
dρ1(s, t)
z − s =
∫
R
d〈E1(s)f, f〉
z − s and
∫
R2
dρ2(s, t)
w − t =
∫
R
d〈E2(t)g, g〉
w − t ,
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which hold for z and w in a neighbourhood of infinity, and then in the whole C\R by
the uniqueness of the analytic extension. Since the Cauchy transforms determine the
underlying measures uniquely, we obtain
(3.20) ‖E1(B)f‖2 = ρ1(B × R) and ‖E2(B)g‖2 = ρ2(R×B)
for every Borel set B of R. On the other hand, using (3.20) and applying Cauchy-Schwarz
inequality to ρ({(0, 0)}) = 〈E1({0})f, E2({0})g〉, we have
(3.21) |ρ({(0, 0)})|2 ≤ ρ1({0} × R)ρ2(R× {0}).
Observe also that (3.17) shows
(3.22) κµm+1,n+1 =
∫
R2
smtn dρ(s, t), m, n ≥ 0.
Thus for all m,n ≥ 0, we have∫
R2
(smtn)t dρ1(s, t) = κ
µ
m+2,n+1 =
∫
R2
(smtn)s dρ(s, t)
and ∫
R2
(smtn)s dρ2(s, t) = κ
µ
m+1,n+2 =
∫
R2
(smtn)t dρ(s, t),
from which, along with the Stone-Weierstrass theorem, we obtain the relations (3.11).
Notice that the first relation in (3.11) implies that
ρ1({0} × R′) = lim
ǫ→0+
∫
R2
χ{s=0,|t|>ǫ}(s, t) dρ1(s, t)
= lim
ǫ→0+
∫
R2
s
t
χ{s=0,|t|>ǫ}(s, t) dρ(s, t) = 0,
where R′ = R\{0}. Similarly, making use of the second relation in (3.11), one can show
that ρ2(R
′ × {0}) = 0, thus the inequality (3.10) follows from (3.21). Finally, for |z|
small enough, we have∑
m≥2
κµm,0z
m = z2
∑
m≥0
κµm+2,0z
m = z2
∑
m≥0
∫
R2
(sz)m dρ1(s, t) =
∫
R2
z2
1− zs dρ1(s, t),
and similarly for |w| small enough, we have∑
n≥2
κµ0,nw
n =
∫
R2
w2
1− wt dρ2(s, t).
Combining the above conclusions with the characterization of ⊞-infinitely divisible dis-
tributions, we conclude that assertion (3) holds.
Conversely, suppose that assertion (3) holds. Then one can easily see that the bi-
free cumulants of µ are given by the formulas (3.15), (3.16), and (3.22). Also in the
proof of (2) ⇒ (3), we have seen that the relations in (3.11) imply that ρ1({0} × R′) =
ρ2(R
′×{0}) = 0, from which we obtain ρ([R′×{0}]∪ [{0}×R′]) = 0 by (3.11) again. In
the following, we shall argue that the bi-free cumulants of µ can be expressed as limits
of certain integrals with σǫ, which is defined as
dσǫ(s, t) =
χ{|s|,|t|>ǫ}(s, t)
st
dρ(s, t) :=
χΩǫ(s, t)
st
dρ(s, t)
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for any ǫ > 0, as the representing measures and use these expressions to conclude the
desired result. Clearly, the planar measure σǫ is a finite positive measure by the relations
in (3.11) and the boundedness of the support of ρ. Since χΩǫ → 1 a.e. on R2\(R× {0})
with respect to ρ1 as ǫ→ 0+, the first relation in (3.11) yields
ρ1(R
2\(R× {0})) = lim
ǫ→0+
∫
R2
χΩǫ(s, t) dρ1(s, t)
= lim
ǫ→0+
∫
R2
s2 · χΩǫ(s, t)
st
dρ(s, t) = lim
ǫ→0+
∫
R2
s2 dσǫ(s, t),
from which we obtain
(3.23) κµ2,0 = ρ1(R
2) = ρ1(R× {0}) + lim
ǫ→0+
∫
R2
s2 dσǫ(s, t).
For any m ≥ 3, we have
κµm,0 =
∫
R2
sm−2 dρ1(s, t) = lim
ǫ→0+
∫
R2
sm−2χΩǫ(s, t) dρ1(s, t),
by using the property that sm−2χΩǫ(s, t)→ sm−2 a.e. on R2 with respect to the measure
χ{s6=0}ρ1 as ǫ → 0+ and applying the dominated convergence theorem in the second
equality. Therefore, by the first relation in (3.11) again, we obtain
(3.24)
∫
R2
sm−2 dρ1(s, t) = lim
ǫ→0+
∫
R2
sm dσǫ(s, t), m ≥ 3.
Making use of the second relation in (3.11) and similar arguments as shown above, one
can show that
(3.25) κµ0,2 = ρ2({0} × R) + lim
ǫ→0+
∫
R2
t2 dσǫ(s, t)
and
(3.26) κµ0,n = lim
ǫ→0+
∫
R2
tn dσǫ(s, t), n ≥ 3.
Next, observe that χΩǫ → 1 a.e. on R2\{(0, 0)} with respect to ρ as ǫ → 0+, thus an
application of the dominated convergence theorem to the positive and negative parts
ρ+ = χ{st≥0}ρ and ρ
− = χ{st<0}ρ of the signed measure ρ yields
ρ(R2\{(0, 0)}) = lim
ǫ→0+
∫
R2
χΩǫ(s, t) dρ(s, t).
This implies that
(3.27) κµ1,1 = ρ(R
2) = ρ({(0, 0)}) + lim
ǫ→0+
∫
R2
st dσǫ(s, t).
Finally, for any pair (m,n) satisfying the conditions m,n ≥ 1 and m ·n ≥ 2, the function
sm−1tn−1χΩǫ → sm−1tn−1 a.e. on R2 with respect to the signed measure χ{s·t6=0}ρ as
ǫ→ 0+, and hence the same technique implies that
(3.28) κµm,n =
∫
R2
sm−1tn−1 dρ(s, t) = lim
ǫ→0+
∫
R2
smtn dσǫ(s, t).
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The expressions for κµm,n shown in (3.23)-(3.28) allow us to conclude that for any p =
p(s, t) =
∑ℓ
j=1 cjs
mj tnj ∈ C0[s, t] (here we consider the most general form of p, that is,
(m1, n1) = (1, 0) and (m2, n2) = (0, 1)),
[p, p]κ =
ℓ∑
j,k=1
cjckκ
µ
mj+mk,nj+nk
= m(c1, c2) + lim
ǫ→0+

 ℓ∑
j,k=1
cjck
∫
R2
smj+mktnj+nk dσǫ(s, t)


= m(c1, c2) + lim
ǫ→0+
∫
R2
|p(s, t)|2 dσǫ(s, t),
where
m(c1, c2) = |c1|2ρ1(R× {0}) + 2ℜ(c1c2)ρ({(0, 0)}) + |c2|2ρ2({0} × R).
The inequality (3.10) shows that m(c1, c2) ≥ 0 for any complex numbers c1 and c2, thus
we establish the positivity of [p, p]κ by the above calculation that
(3.29) [p, p]κ = m(c1, c2) + lim
ǫ→0+
∫
R2
|p(s, t)|2 dσǫ(s, t).
Similarly, making use of the expressions (3.24), (3.26), and (3.28), we see that form,n ≥ 0
with m+ n ≥ 1,
[smtnp, p]κ =
ℓ∑
j,k=1
cjckκ
µ
mj+mk+m,nj+nk+n
= lim
ǫ→0+
∫
R2
smtn|p(s, t)|2 dσǫ(s, t)
because the index (mj +mk +m,nj +nk +n) of κ
µ in the summand does not belong to
the set {(1, 0), (0, 1), (1, 1), (2, 0), (0, 2)}. From this, along with the result in (3.29), we
deduce that |[smtnp, p]κ| ≤ Lm+n[p, p]κ, where L = sup{|s|, |t| : (s, t) ∈ supp(ρ)} < ∞.
This yields assertion (2) and completes the proof. 
Remark 3.11. Suppose that µ is a compactly supported planar probability measure.
If κµ is conditionally positive semi-definite and κµ0,2 = 0, then κ
µ
m,n = 0 for any (m,n)
with m + n ≥ 2 and n ≥ 1. In this case, µ is the distribution of (a, κµ0,1 · 1), where
a is a self-adjoint random variable in some C∗-probability space. In other words, µ =
νa × δκµ0,1 , the product measure of the distribution νa of a and δκµ0,1 . If, in addition,
κµ is conditionally bounded, then the 1-sequence {κµm+2,0}m≥0 is a Hausdorff moment
sequence on a bounded interval, i.e. it is a determined moment sequence with a compactly
supported representing measure ρ1 on R. This shows that νa is ⊞-infinitely divisible by
[10, Theorem 13.16], and the bi-free R-transform of µ is given by
(3.30) Rµ(z, w) = z
(
κµ1,0 +
∫
R2
z
1− zs dρ1(s)
)
+ κµ0,1w.
Conversely, any function of the form on the right-hand side of (3.30) is the bi-free R-
transform of some compactly supported planar probability measure. Applying this ob-
servation to Rµ/N for any N ∈ N yields the ⊞⊞-infinite divisibility of µ. In general,
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one can easily see that the product of two compactly supported ⊞-infinitely divisible
measures on R is ⊞⊞-infinitely divisible.
Lemma 3.12. Suppose that {µN}N∈N is a sequence of compactly supported planar prob-
ability measures with the property that for any (m,n) ∈ Z2+, the limit
Mm,n := lim
N→∞
∫
R2
smtn dµN (s, t)
exists and is a finite number. If there exists a finite number L > 0 such that |Mm,n| ≤
Lm+n for all (m,n) ∈ Z2+, then the 2-sequence M := {Mm,n}(m,n)∈Z2+ is a determined
moment sequence and its representing measure is compactly supported.
Proof. It is easy to verify that for every fixed numbers m0 and n0 in N ∪ {0}, the 1-
sequences α := {Mm,2n0}m≥0 and β := {M2m0,n+R0,n}n≥0 fulfill the sufficient condition
of being a moment sequence on R (Hamburger moment sequence). Then using the
hypothesis that |Mm,n| ≤ Lm+n, we see that the representing measures of α and β are
both compactly supported, thus α and β are determined. The desired result now follows
from part (2) of Remark 2.8 and the hypothesis that |Mm,n| ≤ Lm+n. 
Example 3.13. Let us see some examples of ⊞⊞-infinitely divisible distributions and
their bi-free Le´vy-Hincˇin representations.
(1) Let a = ℓ(f) + ℓ(f)∗ and b = r(g) + r(g)∗ with ℑ〈f, g〉 = 0 be two semi-circular
random variables in the C∗-probability space (B(F(H)), τH). Such a two-faced pair
(a, b) is called a bi-free Gaussian pair (see [15, Section 7]). By Propositions 3.6 and
3.7, the only non-vanishing bi-free cumulants of (a, b) are
κµ2,0 = ‖f‖2, κµ0,2 = ‖g‖2, and κµ1,1 = 〈f, g〉,
where µ denotes the distribution of (a, b). Hence,
Rµ(z, w) = ‖f‖2z2 + 〈f, g〉zw + ‖g‖2w2,
and we conclude from Theorem 3.10 that µ is a ⊞⊞-infinitely divisible distribution
with ρ1 = ‖f‖2δ(0,0), ρ2 = ‖g‖2δ(0,0), and ρ = 〈f, g〉δ(0,0).
(2) Let λ > 0 and (α, β) ∈ R2. For N ∈ N, let
µN =
(
1− λ
N
)
δ(0,0) +
λ
N
δ(α,β)
and let {(aN ;k, bN ;k)}Nk=1 be pairs of commuting self-adjoint random variables which
are bi-free and identically distributed with distribution µN in some C
∗-probability
space (AN , ϕN ). Note that for m,n ≥ 0 with m+ n ≥ 1, we have
κm,n := N · ϕN (amN ;1bnN ;1) = N ·
λ
N
αmβn = λαmβn,
thus Theorem 3.1 implies the existence of a two-faced pair of commuting random vari-
ables (a, b) in some non-commutative probability space (A, ϕ) such that the bi-free
cumulants κ
(a,b)
m,n of (a, b) coincide with κm,n and the mixed moments
∫
R2
smtn dµ⊞⊞NN
converge to ϕ(ambn) for m,n ≥ 0 as N → ∞. Let κπ(a, b) = κπ(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
)
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for π ∈ NC(m + n) and L = max{1, λ, |α|, |β|}. Then using the moment-cumulant
formula, and the inequalities |κm,n| ≤ (L2)m+n and ♯NC(k) ≤ 4k for k ∈ N, we have
|ϕ(ambn)| ≤
∑
π∈NC(m+n)
|κπ(a, b)| ≤ (L2)m+n · ♯NC(m+ n) ≤ (4L2)m+n.
By Lemma 3.12, we see that the distribution of the pair (a, b) is some compactly sup-
ported planar probability measure µ and κm,n = κ
µ
m,n. Finally, a simple calculation
shows that
Rµ(z, w) =
∑
m,n≥0
m+n≥1
λ(αz)m(βw)n
= λz
(
α+
α2z
1− αz
)
+ λw
(
β +
β2w
1− βw
)
+
λαβzw
(1− αz)(1− βw) ,
from which we conclude the ⊞⊞-infinite divisibility of µ by Theorem 3.10 with ρ1 =
λs2δ(α,β), ρ2 = λt
2δ(α,β), and ρ = λstδ(α,β). Observe that the function
R(z) = λ
(
α+
α2z
1− αz
)
is the free R-transform of the free Poisson distribution with rate λ and jump size α
(see [10, Proposition 12.11]). We call µ the bi-free Poisson distribution with rate λ
and jump size (α, β).
(3) For any λ > 0 and compactly supported planar probability measure ν, consider the
distribution
µN =
(
1− λ
N
)
δ(0,0) +
λ
N
ν.
For any (m,n) ∈ Z2+, observe that
κm,n := N
∫
R2
smtn dµN (s, t) = λ
∫
R2
smtn dν(s, t).
Using similar arguments shown in (2) of this example and the fact that |κm,n| ≤
(4L2)m+n, where L = max{1, λ, |s|, |t| : (s, t) ∈ supp(ν)}, one can show the existence
of a compactly supported planar probability measure µ such that κµm,n = κm,n. A
simple calculation then show that
Rµ(z, w) =
∑
m≥1
κµm,0z
m +
∑
n≥1
κµ0,nw
n +
∑
m,n≥1
κµm,nz
mwn
= zR1(z) + wR2(w) +
∫
R2
zw
(1− zs)(1− wt) dρ(s, t)
holds in a neighbourhood of (0, 0), where
R1(z) = κµ1,0 +
∫
R2
z
1− zs λs
2dν(s, t) =
∫
R
λs
1− zs dν
(1)(s),
R2(w) = κµ0,1 +
∫
R2
w
1− wt λt
2dν(s, t) =
∫
R
λt
1− wt dν
(2)(t),
and dρ(s, t) = λstdν(s, t) (here, the probability measures ν(1) and ν(2) are the mar-
ginal laws of ν, that is, ν(1)(B) = ν(B × R) and ν(2)(B) = ν(R × B) for any Borel
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set B of R). This yields the ⊞⊞-infinite divisibility of µ by Theorem 3.10. Note
that the function Rj , j = 1, 2, is the free R-transform of the compound free Poisson
distribution with rate λ and jump distribution ν(j) (see [10, Proposition 12.15]). We
call µ the compound bi-free Poisson distribution with rate λ and jump distribution
ν. Finally, we mention another relation between ν and the limiting distribution µ:
Rµ(z, w) = λ[Gν(1/z, 1/w)− 1] for (z, w) ∈ (C\R)2. To obtain this relation, simply
observe that
Rµ(z, w) = λ

−1 + ∑
m,n≥0
∫
R2
(zs)m(wt)n dν(s, t)


= λ
(
−1 +
∫
R2
dν(s, t)
(1 − zs)(1− wt)
)
,
which holds in a neighbourhood of (0, 0), and then extends analytically to (C\R)2.
4. Bi-free Le´vy processes
In classical probability theory, there is an important class of stochastic processes,
called Le´vy processes, where each process has independent and stationary increments.
The non-commutative analogues of these processes are called free Le´vy processes, first
studied by Biane. We refer the reader to [5] for details. In this section, we shall discuss
the relation between ⊞⊞-infinitely divisible distributions and stationary processes with
bi-free increments.
Definition 4.1. A bi-free Le´vy process (Zt)t≥0 is a family of pairs of commuting self-
adjoint random variables in some C∗-probability space, that is, Zt = (Xt, Yt) where
Xt = X
∗
t , Yt = Y
∗
t , and [Xt, Yt] = 0, with the following properties:
(1) Z0 = (0, 0);
(2) for any set of times 0 ≤ t0 < t1 < · · · < tn, the increments
Zt0 , Zt1 − Zt0 , Zt2 − Zt1 , . . . , Ztn − Ztn−1
are bi-freely independent, where Zt − Zs := (Xt −Xs, Yt − Ys);
(3) for all s and t in [0,∞), the distribution of Zs+t − Zs depends only on t;
(4) the distribution of Zt tends to δ(0,0) weakly as t→ 0+.
We have the following relation between ⊞⊞-infinitely divisible distributions and bi-free
Le´vy processes.
Theorem 4.2. (1) Let (Zt)t≥0 be a bi-free Le´vy process and let µt be the distribution
of Zt, t ≥ 0. Then µ1 is ⊞⊞-infinitely divisible and for any T > 0, the distributions
(µt)0≤t≤T have uniformly bounded supports. Moreover, the family (µt)t≥0 satisfies
the additive bi-free semigroup property
(4.31) µs ⊞⊞µt = µs+t, s, t ≥ 0,
and for any t ≥ 0, the identity
(4.32) Rµt(z, w) = tRµ1(z, w)
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holds in a neighbourhood of (0, 0).
(2) For any ⊞⊞-infinitely divisible compactly supported planar measure µ, there exists a
bi-free Le´vy process (Zt)t≥0 such that the distribution of Z1 is equal to µ.
Proof. First, we prove assertion (2). Using the Hilbert space H, the vectors f, g in H,
and the operators
a = ℓ(f) + ℓ(f)∗ + Λℓ(T1) + κ
µ
1,0 and b = r(g) + r(g)
∗ + Λr(T2) + κ
µ
0,1
in B(H) constructed in the proof of Theorem 3.10, the bi-free cumulants of the pair
of random variables (a, b) coincide with the corresponding bi-free cumulants of µ. Let
K = L2(R+, dx) ⊗H, where R+ = [0,∞). For any Borel set I in R+, denote by χI the
characteristic function of I and MI the multiplication operator by χI in B(L
2(R+, dx)).
Furthermore, let
fI = χI ⊗ f, gI = χI ⊗ g, AI = MI ⊗ T1, and BI = MI ⊗ T2.
Consider now the family (Zt)t≥0 = ((Xt, Yt))t≥0, where
Xt = ℓ(f[0,t]) + ℓ(f[0,t])
∗ + Λℓ(A[0,t]) + t · κµ1,0
and
Yt = r(g[0,t]) + r(g[0,t])
∗ + Λr(B[0,t]) + t · κµ0,1
are commuting self-adjoint random variables in the C∗-probability space (B(F(K)), τK)
(the property [Xt, Yt] = 0 follows from Proposition 3.6). Clearly, conditions (1) and
(2) in Definition 4.1 hold for the family (Zt)t≥0 constructed above by the fact that
{L2((tj , tj+1], dx)⊗H}0≤j≤n−1 are pairwise orthogonal Hilbert spaces and Remark 3.5.
Moreover, Proposition 3.7 shows that the bi-free cumulants of Zs+t − Zs are given by
κm,n = 〈(M(s,s+t] ⊗ T1)m−1(χ(s,s+t] ⊗ f), (M(s,s+t] ⊗ T2)n−1(χ(s,s+t] ⊗ g)〉
= 〈χ(s,s+t] ⊗ Tm−11 f, χ(s,s+t] ⊗ T n−12 g〉
= t〈Tm−11 f, T n−12 g〉 = tκZ1m,n
for m,n ≥ 1, where κZ1m,n denotes the bi-free cumulants of Z1, and
κm,0 = 〈(M(s,s+t] ⊗ T1)m−2(χ(s,s+t] ⊗ f), χ(s,s+t] ⊗ f〉
= 〈χ(s,s+t] ⊗ Tm−21 f, χ(s,s+t] ⊗ f〉 = tκZ1m,0
for m ≥ 2. Similarly, we have κ0,n = tκZ10,n for n ≥ 2. By Proposition 3.7 again, we
obtain κ1,0 = tκ
Z1
1,0 and κ0,1 = tκ
Z1
0,1. Since the bi-free cumulants of Zs+t − Zs depends
only on t, so does the distribution of Zs+t − Zs. Note that the above calculations also
show that the bi-free cumulants of Z1 coincide with the corresponding bi-free cumulants
of µ and the identity (4.32) holds for the family (µt)t≥0. To finish the proof, it remains to
show that µt → δ(0,0) weakly as t→ 0+. Observing that sup0≤t≤1{‖Xt‖, ‖Yt‖} <∞, it is
equivalent to showing that the mixed moments of µt converge to 0 as t→ 0+ because the
supports of µt, 0 ≤ t ≤ 1, are uniformly bounded. Using the fact that κZtm,n = tκZ1m,n → 0
as t→ 0+ for any m,n ≥ 0 with m+n ≥ 1 and the existence of universal polynomials on
the relations of bi-free cumulants and mixed moments of planar probability distributions
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(see [15, Section 5]), the claim holds. Hence, the family (Zt)t≥0 constructed above is a
bi-free Le´vy process with distributions (µt)t≥0.
Next, we prove assertion (1). Let (Zt)t≥0 be a bi-free Le´vy process with distributions
(µt)t≥0. Then Zs − Z0 and Zs+t − Zs are bi-free, and (Zs − Z0) + (Zs+t − Zs) = Zs+t.
This shows that µs ⊞ ⊞µt = µs+t for s, t ≥ 0. By the semigroup property, µ1 is ⊞⊞-
infinitely divisible, thus by assertion (2) there exists an additive bi-free semigroup (νt)t≥0
of planar probability distributions such that ν1 = µ1, νt → δ(0,0) weakly as t→ 0+, and
Rνt = tRµ1 . By the semigroup property, we have
µ1/q ⊞⊞ · · ·⊞⊞µ1/q︸ ︷︷ ︸
q times
= ν1/q ⊞⊞ · · ·⊞⊞ν1/q︸ ︷︷ ︸
q times
for all q ∈ N, thus qκµ1/qm,n = qκν1/qm,n for all m,n ≥ 0 with m+n ≥ 1 by the additivity of bi-
free cumulants and the fact that mixed bi-free cumulants vanish. This shows µ1/q = ν1/q
for all q ∈ N, and thus
µp/q = µ1/q ⊞⊞ · · ·⊞⊞µ1/q︸ ︷︷ ︸
p times
= ν1/q ⊞⊞ · · ·⊞⊞ν1/q︸ ︷︷ ︸
p times
= νp/q
for all p/q ∈ Q ∩ [0,∞). By the semigroup property again, continuity at 0 implies
continuity at any t, which yields µt = νt for all t ≥ 0. Hence, Rµt = tRµ1 as claimed.
This finishes the proof. 
5. Additive bi-free convolution semigroups
Let µ be a compactly supported probability measure on R. Then there exists an
additive free convolution semigroup (µt)t≥1 with µ1 = µ, where the existence of µt for
large t was shown by Bercovici and Voiculescu in [4], and later extended to all t ≥ 1
by Nica and Speicher in [9]. In the bi-free setting, we will use the method of Nica and
Speicher to show the existence of the additive bi-free convolution semigroup generated
by a compactly supported probability measure on R2. Let us first recall some definitions
and results regarding free compressions. We refer the reader to [10, Lecture 14] for
details.
Definition 5.1. Let (A, ϕ) be a non-commutative probability space and p ∈ A a pro-
jection (i.e. p2 = p) such that ϕ(p) 6= 0, then we have the compression (pAp, ϕpAp),
where
pAp = {pap : a ∈ A}
and
ϕpAp(·) = 1
ϕ(p)
ϕ(·)
restricted to pAp. The compression is also a non-commutative probability space with
unit element p = p ·1 ·p. Moreover, (κn)n≥1 will denote the free cumulants corresponding
to ϕ and (κpApn )n≥1 will denote the free cumulants corresponding to ϕ
pAp.
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Suppose that (A, ϕ) is a non-commutative probability space and p, a1, . . . , am ∈ A
such that p is a projection with ϕ(p) 6= 0 and p is free from {a1, . . . , am}. Then recall
from [10, Theorem 14.10] that we have
κpApn (pai(1)p, . . . , pai(n)p) =
1
ϕ(p)
κn(ϕ(p)ai(1), . . . , ϕ(p)ai(n))
for all n ≥ 1 and all 1 ≤ i(1), . . . , i(n) ≤ m. In particular, if (A, ϕ) is a C∗-probability
space, p, a1, . . . , ar, b1, . . . , br ∈ A are self-adjoint random variables such that ϕ(p) 6= 0,
p is free from {a1, . . . , ar, b1, . . . , br}, and [ai, bj] = 0 for all 1 ≤ i, j ≤ r, then we have
κpApm+n(pai(1)p, . . . , pai(m)p, pbj(1)p, . . . , pbj(n)p)
=
1
ϕ(p)
κm+n(ϕ(p)ai(1), . . . , ϕ(p)ai(m), ϕ(p)bj(1), · · · , ϕ(p)bj(n))
(5.33)
for all m,n ≥ 0 with m+ n ≥ 1 and all 1 ≤ i(1), . . . , i(m), j(1), . . . , j(n) ≤ r.
We shall use the following result to show the existence of the additive bi-free convo-
lution semigroups.
Lemma 5.2. Given random variables a1, a2, and p in some C
∗-probability space (A, ϕ)
such that a1 = a
∗
1, a2 = a
∗
2, [a1, a2] = 0, and p is a projection free from {a1, a2}, there
exists a compactly supported probability measure µ on R2 such that
κµm,n = κ
pAp
m+n(pa1p, . . . , pa1p︸ ︷︷ ︸
m times
, pa2p, . . . , pa2p︸ ︷︷ ︸
n times
)
for all m,n ≥ 0 with m+ n ≥ 1.
Proof. Let i1, . . . , in ∈ {1, 2} and let σ ∈ Sn be a permutation. Denote pajp by xj for
j = 1, 2, then by the moment-cumulant formula and [10, Theorem 14.10], we have
ϕpAp
(
xiσ(1) · · ·xiσ(n)
)
=
∑
π∈NC(n)
κpApπ
(
xiσ(1) , . . . , xiσ(n)
)
= ϕ(p)−1
∑
π∈NC(n)
κπ
(
ϕ(p)aiσ(1) , . . . , ϕ(p)aiσ(n)
)
= ϕ(p)n−1ϕ
(
aiσ(1) · · · aiσ(n)
)
= ϕ(p)n−1ϕ (ai1 · · · ain)
= ϕ(p)−1
∑
π∈NC(n)
κπ (ϕ(p)ai1 , . . . , ϕ(p)ain)
=
∑
π∈NC(n)
κpApπ (xi1 , . . . , xin)
= ϕpAp (xi1 · · ·xin) ,
where the second equality follows from (5.33). Consider now the 2-sequence M =
{Mm,n}(m,n)∈Z2+ defined byMm,n = ϕpAp(xm1 xn2 ) for (m,n) ∈ Z2+\{(0, 0)} andM0,0 = 1.
It is easy to verify that the sesquilinear form [·, ·] induced by M satisfies the conditions
(1) and (2) in Theorem 2.7. Indeed, observe that for any q =
∑ℓ
j=1 cjs
mj tnj ∈ C[s, t],
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the identity shown above yields
[q, q]M =
ℓ∑
j,k=1
cjckMmj+mk,nj+nk
=
ℓ∑
j,k=1
cjckϕ
pAp(x
mj+mk
1 x
nj+nk
2 )
=
ℓ∑
j,k=1
cjckϕ
pAp(x
mj
1 x
nj
2 x
mk
1 x
nk
2 )
= ϕpAp



 ℓ∑
j=1
cjx
mj
1 x
nj
2



 ℓ∑
j=1
cjx
mj
1 x
nj
2

∗

 ≥ 0.
Similarly, one can see that |[sq, q]M | ≤ L · [q, q]M and |[q, tq]M | ≤ L · [q, q]M , where
L = max{‖a1‖, ‖a2‖}. Thus M is a moment sequence whose representing measure µ is
a compactly supported planar probability measure. By the moment-cumulant formula
and the identity ϕpAp
(
xiσ(1) · · ·xiσ(n)
)
= ϕpAp (xi1 · · ·xin) again, one can see that the
desired identity in the lemma holds. 
Theorem 5.3. Let µ be a compactly supported probability measure on R2, then there
exists an additive convolution semigroup (µt)t≥1 of compactly supported probability mea-
sures on R2 such that
µ1 = µ and µs ⊞⊞µt = µs+t
for all s, t ≥ 1, and the mapping t 7→ µt is continuous with respect to the weak∗ topology
on planar probability measures.
Proof. Let (a, b) be a two-faced pair in a C∗-probability space (A, ϕ) such that a = a∗,
b = b∗, [a, b] = 0, and the distribution of (a, b) is µ. For any t ≥ 1, let p ∈ A be
a projection such that ϕ(p) = 1/t and p is free from {a, b}. Note that for given µ,
one can always realize such (a, b) and p. For example, consider a and b to be the
multiplication operators on the Hilbert space L2(R2, dµ) with respect to the first and
second coordinates of R2, respectively, and consider p to be the multiplication operator
by χ[0,1/t] on L
2([0, 1], dx). Then (a, b) and p satisfy the required properties in the
reduced free product of L∞(R2) and L∞([0, 1]), the C∗-subalgebras of B(L2(R2, dµ))
and B(L2([0, 1], dx)) consisting of multiplication operators induced by L∞ functions on
R2 and [0, 1], respectively.
Consider the two-faced pair (p(ta)p, p(tb)p) in the compressed space (pAp, ϕpAp). By
Lemma 5.2, there exists a compactly supported probability measure µt on R
2 such that
κµtm,n = κ
pAp
m+n(p(ta)p, . . . , p(ta)p︸ ︷︷ ︸
m times
, p(tb)p, . . . , p(tb)p︸ ︷︷ ︸
n times
)
= tκm+n(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
)
= tκm,n(a, b) = tκ
µ
m,n
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for all m,n ≥ 0 with m + n ≥ 1, where the second equality follows from (5.33). This
shows that
κµs+tm,n = (s+ t)κ
µ
m,n = κ
µs
m,n + κ
µt
m,n
for all s, t ≥ 1, thus µs+t = µs⊞⊞µt. Moreover, it is clear that µ1 = µ, and the mapping
t 7→ tκµm,n is continuous, hence all moments and cumulants of µt are continuous in t. 
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