Abstract. Automatic facial expressions recognition using vision is an important subject towards human-robot interaction. Here is proposed a human face focus of attention technique and a facial expressions classier (a Dynamic Bayesian Network) to incorporate in an autonomous mobile agent whose hardware is composed by a robotic platform and a robotic head. The focus of attention technique is based in the symmetry presented by human faces. Using the output of this module the autonomous agent keeps always targeting the human face frontally. To do that, the robot platform performs an arc centred in the human and the robotic head, when necessary, moves synchronized. In the proposed probabilistic classier the information is propagated, from the previous instant, in a low level of the network. Moreover, to recognize facial expressions are used not only positive evidences but also negatives.
Introduction
Usually, human beings express their emotional states through paralinguistic cues, e.g., facial expressions, gaze, gestures, body positions or movements. Among all, our main work focuses specically on human facial expressions.
Automatic facial expression recognition systems have many potential applications. They can be used in medicine / psychology, surveillance or in intelligent human-machine interaction. In this paper is proposed a human face focus of attention technique and a Dynamic Bayesian Network to classify human beings facial expressions. They will be incorporated in a companion robot, an autonomous mobile agent, whose hardware is composed by a robotic platform and a robotic head. The autonomous agent must observe and react according to the facial expressions of a person. This agent, will be used in the context of assisted ambiance. The global project addresses the emergent tendencies of developing new devices to the elderly community.
Contribution to Technological Innovation
A great part of the research done in facial expressions uses the tool FACS (Facial Action Coding System) proposed by Ekman [3] . FACS was developed to describes the visible distortions on the face produced by muscular activity.
Some studies about techniques to nd automatically the vertical symmetry axis of human faces were published. Hiremath and Danti [4] proposed a bottomup approach to model human faces. In this method a face is explained by various lines-of-separability, being one of them the axis of symmetry. Chen [1] proposed a method to automatically extract the face vertical middle line. In their method the histogram of gray level dierences (between both sides of the face) is build.
The symmetry axis corresponds to the line with maximal Y value (obtained as the relation between the number of events equals to the mean and the variance of the histogram). Nakao [5] applied the generalized Hough transform to nd the vertical symmetry axis in frontal faces.
Various attempts have been done to develop a system classifying human facial expressions, but only a few through bayesian networks. One of these classiers was presented by Datcu and Rothkrantz [2] : it is a bayesian belief network that handles behaviours along the time. A bayesian network with a dynamic fusion strategy was developed by Zhang and Ji to classify six facial expressions [7] .
Facial expressions recognition becomes easier if done in frontal face images.
Normally, the image acquisition device is xed and does not follow the head movements. To solve this problem, 3D models of the human face, projections of textures in the model and geometric transformations are used to obtain a image of a frontal face. In this paper a dierent method to get always a frontal face image is proposed: a robotic system is used to follow the human being movements.
In the proposed technique of human face focus of attention, the robotic platform navigate, running an arc centred in the human, to keep always targeting the face frontally. If necessary, the robotic head rotates in synchronization with the platform. The approximated symmetry presented by human faces is the attribute to support the extraction of information to control the tasks of movement.
The facial expressions recognition is performed by a Dynamic Bayesian Network (DBN). With this classier, one of six emotional states (anger, fear, happiness, sadness, neutral or other) will be assigned to the human being. The evidences provided to the DBN are derived from some AU's as dened by Ekman [3] . However, unlike other authors, positive and negative evidences are used explicitly to obtain the probability associated with each facial expression (for the neutral facial expression are used just negative evidences, therefore it is an exceptional case). Another dierence with previous works is that the information is propagated along time in a low level, near the nodes collecting the evidences.
Research Contribution and Innovation
The Autonomous Mobile Agent (AMA) architecture is presented in gure 1. At the hardware level, the AMA consists in a Robotic Head and a Robotic Platform. The commands (head movement and platform movement ) to put the AMA frontally to the human being face are sent to the hardware by the Robotic Systems Controller (RSC). This module (it is briey described in sub-section 3.1) receives an input, face pose, coming from the module Face Pose Identication System (FPIS). As is explained in sub-section 3.2, FPIS processes an image to provide the respective output, face pose. With the Robotic Head positioned faceto-face with the human being, the module Automatic Facial Expression Recognition System (AFERS) takes a image and provides the respective Emotional State in probabilistic terms. This output is associated with a discrete random variable with six events (anger, fear, happ y, sad, neutral and other ). Specically, the system output is composed by six probabilities: p(anger), p(f ear), p(happy), p(sad), p(neutral) and p(other). In sub-section 3.3 is presented the Dynamic Bayesian Network which provides this module output. Rotations correspond to an arc of circle centred in the human being. These movements are performed to follow the rotation movements done by the human being, getting always an image of a frontal face.
The Robotic Head can move in synchronization with the platform when it is necessary.
Face Pose Identication System (FPIS)
In a perfect bilateral symmetric image, the dierence between a pixel value and the respective symmetric counterpart is zero. By nature, human faces do not present a perfect bilateral symmetry and it is reected in the acquired images.
Moreover, the imperfections in the images are worsened by the noise associated to the acquisition process or due to lights distribution. Despite this, gray-level dierences can be used to detect the bilateral symmetry axis of an human face.
The theoretical method used to identify the axis of symmetry is based on rather simple principles but is very eective. A vertical axis is dened to divide the face image region in two parts with equal number of pixels and a Normalized Gray-level Dierence Histogram (NGDH) is built. When the face is frontal, this vertical axis bisects it and the information collected in the NGDH is strongly concentrated near the mean. If the camera is xed, when the face rotates the dened axis is not a symmetry axis and the information is scattered along the NGDH. In practice, instead the mean, is used a narrow region (+/-10 units)
around it: the pseudomean.
Our method requires a frontal face just in the initialization, but it assumes in all phases an upright face. The algorithm begins performing the face detection using Haar-like features [6] . In this way a region of interest is found and a vertical axis is established in the middle of this region. To nd the real face orientation, the region of interest is successively rotated about that axis using a 
Automatic Facial Expressions Recognition System (AFERS)
Psychologists identied seven transcultural emotions. In this paper we will only consider ve of them (anger, fear, happiness, sadness and the neutral state).
Normally, every emotional state has a characteristic facial expressions associated to it. In gure 2 are presented examples of facial expressions. The AFERS try to recognize local facial actions as dened in FACS [3] .
FACS denes a total of 52 Action Units (AU's). Eight of them are related with the head pose. The remainder 44 concern to facial expressions. Each of these AU's is anatomically related to the activity of a specic set of muscles which produces changes in the facial appearance (in our work, only a sub-set of these AU's is used). A facial expression can be interpreted as a set of specic AU's, which cause distortions in facial features (i.e., mouth, eyes, eyebrows or noise).
Identied these distortions, facial expressions can be recognized.
Inside the AFERS, there is a specic module to classify the facial expressions:
a Dynamic Bayesian Network (DBN). Figure 3 presents part of the structure of this classier of 6 levels. Fig. 3 . Dynamic Bayesian Network (DBN) partial structure. Light nodes are of the present time slice, while dark nodes belong to the previous one (t − 1). The dashed arrows connect nodes of dierent time slices: from past to present and from here to future (these nodes are not represented).
In the DBN rst level there is only one node. The overall classication result is provided by the random variable associated with this node: Emotional State ∈ {anger, f ear, happy, sad, neutral, other}. First ve events correspond to emotional states that actually is intended to classify. The sixth (other) is used for completeness when the facial expression does not t the ve preceding categories.
In the second level there are ve nodes, one for every emotional state to recognize. To each node is associated one of the following variables: E − Anger ∈ {no, yes}, E − F ear ∈ {no, yes}, E − Happy ∈ {no, yes}, E − Sad ∈ {no, yes} or E − N eutral ∈ {no, yes}; where two events are associated with each variable.
After the second level, the structure presented in gure 3 is not complete. The gure only shows, from top to bottom, all the nodes and arcs used to classify the facial expression corresponding to happiness (since a similar structure is used to the other emotional states, we avoid to overcharge the gure). In the following, description will only be made to the happiness emotional state.
To the happiness, in the third level of the DBN, there are three nodes which are associated with the following variables: EH − Brows ∈ {no, yes}, EH − Eyes ∈ {no, yes} and EH−M outh ∈ {no, yes}. The events associated with these variables are related to the absence or presence of "distortions" (respectively on eyebrows, eyes and mouth) that are relevant to the facial expression. The probabilities assigned to events of these third level variables depend on evidences (positives and negatives) strength.
In table 1 are discriminated, for every facial expression, the AU's that lead to positive or negative evidences. For example, to happiness, the AU6 is a positive evidence, but AU7 is a negative evidence. From this table it is possible to reconstitute completely the structure of the DBN.
Brows Eyes Mouth
AU1 AU4 AU6 AU7 AU12 AU15 AU17 AU20 AU23 AU24 AU25 Table 1 . Discrimination of the AU's that are considered as Negative evidences (N) or Positive evidences (P) for the facial expressions associated to some emotional states.
In DBN fourth level are the nodes associated with variables that probabilistically reect the strength of the evidences. For the brows there are only negative evidences (one node in the DBN), for the eyes are negative and positive evidences (two nodes) and the same for the mouth (also two nodes). The variables associated to these nodes are, respectively, EHB − N eg ∈ {small, moderate, big}), EHE − N eg ∈ {small, moderate, big}, EHE − P os ∈ {small, moderate, big}, EHM −N eg ∈ {small, moderate, big} and EHM −P os ∈ {small, moderate, big}.
It is through the nodes of the fth level that information is propagated between time slices. In gure 3 this propagation, from past or to future, is represented by dashed arrows, and dark nodes are those of a previous time slice (t − 1). As an example, EHBN − AU 1 ∈ {minimum, low, medium, high, maximum} is a variable associated to one node of this fth level in present. The functionality of the fth level nodes is to combine / fuse probabilistically, through inertia, information coming from the low level in present time slice with that from the previous instant. After the fusion, the information is used in the present by the high level nodes and is made available to the next time slice to be fused therein.
In the sixth level of the DBN are the nodes associated with variables collecting the evidences provided by the sensors. For example, EHBN − AU 1(sensor) ∈ {minimum, low, medium, high, maximum}, is one of those variables. Even when the human is not facing the AMA, always one of the synthesized images presents a near frontal face and the real orientation can be found. 
Conclusions and Further Work
In this paper is proposed a human face focus of attention technique and a Dynamic Bayesian Network structure to classify facial expressions. Both are to incorporate in an autonomous mobile agent whose high level architecture is also proposed here.
The focus of attention technique has a good performance, is fast and easy to implement. In the future we intend to use it as a valuable help to automatically extract facial feature points without the use of a complex 3D model. Before that, the technique will be validated more rigorously attaching a inertial sensor to the human head and comparing its outputs with that of the proposed method.
The proposed DBN uses explicitly two types of evidences (negative and positive) and the temporal information is propagated at a low level. The preliminary tests done with the DBN show that it has great's potentialities. We intend to build a simpler version of the proposed DBN (using only positive evidences) and, comparing the two versions, prove the real advantages incoming by the use of negative evidences.
