Abstract-Nowadays dexterous manipulation of rigid objects using a robot hand can be achieved fairly well. However, grasping and manipulating deformable objects is still challenging as the force and tactile sensors which are commonly used in such applications can only provide local information about the deformation at the contact points. In this paper, a vision framework is proposed for 3D visually guided grasping and manipulation of deformable objects. This visual monitoring framework, which uses state-of-the-art computer vision methods, provides a robotic hand system with comprehensive monitoring of the deformable object that it manipulates as it tracks its deformation. Stereoscopic vision is used to detect and track in real time the deformation of non-rigid objects in three dimensions and within a complex environment. The technique is tested successfully in real robotic operation conditions using the Barrett hand. The actual object shape is rendered in the 3D virtual environment of the GraspIt! robotic simulator which also displays the hand configuration.
INTRODUCTION
Most of the work in the literature on robotic grasping and handling that incorporates force and torque sensors mounted on a robotic hand has been successfully achieved and reported on rigid objects [1] . In [2] , a survey is presented on real-time controlled robotic hand grasping methods for rigid objects, and on the selection of contact points for different types of grasps, whether using hand fingertips only or incorporating the hand palm as well. Among other works reported on rigid objects manipulation, Tegin and Wikander [3] introduced the use of tactile sensing to improve the robotic hand grasping control beyond the traditional capabilities based on information collected from the hand joints torque and position. GraspIt! [4] served as their simulation environment to test and evaluate control algorithms using different tactile sensor layouts mounted on the Barrett hand [5] . Morales et al. [6] developed a framework based on tactile sensing to guide the Barrett hand for picking up books off a bookshelf. Kragic et al. [7] developed a vision-guided robotic hand grasping system that integrates real-time vision sensor with online grasp planning. Later on, Kragic et al. [8] also developed a vision-guided robotic hand grasping system that integrates vision sensor with tactile feedback to grasp objects for real world tasks. Peer et al. [9] used both vision and force sensors to develop a dexterous tele-manipulation system with the Barrett hand.
Furthermore, three complementary sensing approaches that are vision, force and tactile, have been integrated to perform more elaborate manipulation. Allen et al. [10] developed a system with the Barrett hand that can grasp the lid of a canister and unscrew it from the base using a combination of tactile/force and vision sensing. Combining vision data with force and tactile measurements provides the necessary information to achieve dexterous manipulation [11] , which is characterized by the capability of controlling the deformation of a manipulated object within the hand workspace. Dexterity involves hand palm and fingers to perform motions with ability and stability. However, the literature that addresses the combination of vision information with force and tactile measurements for robotic hand manipulation processes remains limited.
In contrast to the manipulation of rigid objects, which has been extensively studied in the literature, investigating the manipulation of deformable objects represents a more recent undertaking. In reality, several objects exhibit such characteristics as compliance and alterable shapes. The robotic manipulation of deformable objects represents a challenging problem, and is therefore a significant research area with potential use in several applications.
For deformable objects, the elasticity of the manipulated materials makes force and torque sensors difficult to rely on as only the behavior of contact points can be directly monitored. Therefore, incorporating live visual data is crucial in order to analyze the shape and deformation of the object over its entire surface during the manipulation. The supplementary information provided allows the robot to extract and strategically position the gripper while adjusting the effort applied on the contact points to ensure the stability and the integrity of the object [12] . Hence, the grasping process can be improved significantly using vision feedback where the relationship between the object deformation and the robot hand pose can be effectively estimated.
Nastar and Ayache [13] presented a deformable model that can be used to track and analyze deformation of dynamic structures in 2D or 3D medical images. Sullivan et al. [14] focused on solving the traffic problem using a parameterized deformable model able to represent different vehicle classes. In robotics, some successful attempts have been reported towards tracking and recovering grasp points on a non-rigid object surface in 1D and 2D using visual sensors, as well as in achieving some feedback control from those points. In an early effort, Sullivan and Papanikolopoulos [15] proposed a model-based approach for tracking of deformable objects based on visual servoing. Active contours of the object boundary are defined by a set of control points that are updated at a certain frame rate during the tracking process such that an energy function is minimized. The idea of using active contours, or "snakes", to track objects in the context of grasping was introduced earlier by Kass et al. [16] . Later on, Hirai et al. [17] proposed a real-time visual tracking method for the manipulation of deformable planar parts. They combined tactile and visual feedback to control the motion of a deformable object in 2D with respect to the positions of selected markers considered as reference points. They used this information to track the deformation. Foresti and Pellegrino [18] focused on automating the handling of deformable objects using vision techniques only. Their vision system worked along with a hierarchical self-organizing neural network to select proper grasping points in 2D. Other visual tracking methods of deformations in 1D, such as linear object deformation, and in 2D, such as planar object deformation, are reviewed by Henrich and Worn [19] . Similarly, Saadat and Nan [20] present an insight review of some of these visual tracking methods related to specific industrial applications where characteristics differ based on the type of industry and shape of the deformable object.
The technique developed in this paper aims at providing stereoscopic 3D shape information to a robotic system which is involved in dexterous manipulation of deformable objects. Such visual integration can be readily used in a later stage with the force and tactile measurements to achieve better controlled grasp and more elaborate manipulation. A realtime image processing approach is developed that extracts the tridimensional surface deformation of an object positioned in the Barrett hand and displays it in the GraspIt! virtual environment. The dynamic reconstruction of the shape of the object in three dimensions is useful to drive the robotic interaction and hence to control the object's deformation.
II. INTRATED VISION, SIMULATOR AND ROBOT HAND
The computational platform used in this framework is GraspIt! which is an interactive simulation, planning, analysis, and visualization virtual environment for robotic hand grasping and manipulation, introduced by Miller and Allen [4] . GraspIt! is considered as one of the major software platforms for testing and evaluating robotic grasps. Its features satisfy the guidelines presented by Loffler et al. [21] , which are required for robot manipulator control software development in terms of flexibility, real-time support and modularity. This software package covers several commercial well-known robotic hands, including the Barrett hand which can be simulated while manipulating an object within a virtual 3D workspace. The contact selection mechanism and collision detection engine in the software can prevent the robot members and grasped object from passing through each other and hence determine the proper contact locations. The grasp analysis class can evaluate grasps using a variety of different quality measures. The dynamics engine can compute contact and friction forces in real-time to allow the evaluation of userwritten robot control algorithms, and therefore provides the ability for a combination of grasp planner/evaluator [22] .
As an extension to the simulator, our integrated framework allows a physical interconnection between the simulator and the real Barrett hand. With this solution, the robot hand can mimic the simulated one, and vice versa, both in the supervisory and real-time modes of operation of the hand. For our experimentation, the manipulation and deformation of objects is achieved using a real Barrett hand, connected to the GraspIt! simulator. The experimental system configuration is shown in Figure 1 The integrated robotic platform is also extended with a stereoscopic vision system that utilizes two Point Grey Research Flea 2 industrial cameras [23] . They provide noncompressed video streams via a FireWire bus (IEEE-1394b), with a resolution up to 640x480 pixels at 30 fps. However, due to the time required by the algorithm to execute, a 320x240 pixels resolution is used to achieve real-time tracking of surface deformation. Considering the size of the objects, the cameras are positioned at about 20 cm from each other, with an angle of about 30° between their respective optical axes to ensure that the deformed object covers a large part of the image planes.
III. IMAGE PROCESSING AND SURFACE SHAPE ESTIMATION
OF A DEFORMABLE OBJECT There are important differences between the way rigid and deformable objects can be handled [17] . While the manipulation of a rigid object requires only the control of its location, the manipulation of a deformable object requires controlling both the location of the object and its deformation. In the handling process of rigid objects, grasping and manipulation can be performed independently. Hence, grasping of a rigid object requires the control of grasping forces only, while manipulation of a freely moving rigid object results in the change of its position and orientation only. On the other hand, grasping and manipulation interfere with each other in the handling of deformable objects. Grasping forces yield the deformation of a non-rigid object, which may change the shape and location of the object. Consequently the contact between fingers and the object may be lost and grasping may be compromised due to the deformation at the fingertips. Therefore, in the handling of deformable objects, grasping and manipulation must be performed simultaneously. This reality imposes severe constraints on live visual tracking of both operations.
This section details the image processing approach that is used to extract the information necessary for 3D reconstruction of a deformable object surface in real-time. The same procedure is applied on the respective video streams originating from two cameras in a stereoscopic setup.
A. Calibration
In order to extract the necessary parameters that define the stereo camera system in the robotic work cell, calibration must be performed on the cameras and between the stereoscopic vision setup and the robot hand. The intrinsic calibration is initially performed separately on each camera following Zhang's approach [24] . The method provides the radial lens distortion, the image center, and the focal length of each camera. Next, the extrinsic calibration builds upon the methods of Chen et al. [25] and Ihrke et al. [26] to estimate the rotation matrix and the translation vector defining the relationship between the cameras. The procedure is integrated in a computational framework developed by Bériault et al. [27] . As the system is dedicated to operate in complex environments where the image dynamically contains not only the deformable objects but also the robotic hand and fingers as well as other miscellaneous objects, and where the illumination conditions can significantly influence the texture properties of the object which consequently affect the estimation of the surface shape, consideration is also given to proper exposure parameters for the sensors.
Once the stereo pair has been calibrated, the calibration between the workspace of the Barrett hand and the stereo pair is determined. To achieve this, a 4x3 checkerboard calibration pattern is positioned in the palm of the Barrett hand, as shown in Figure 2a . Due to the relatively small area of the calibration pattern compared to the size of the image, the user manually selects the region in which the pattern is located. The centers of the black squares in the checkerboard pattern are used as features, and are sorted according to their known geometrical distribution, as shown in Figure 2b . One of the squares is color-coded to prevent confusion in the distribution of the pattern. The centers are found using the mean image value as a threshold, and blob analysis. Once points from the checkerboard pattern are sorted for each camera in the stereo pair, an implicit correspondence is assumed (i.e. point p i in the left view is assumed to match p i in the right view), and the respective 3D point coordinates, i p , for each corresponding set of blobs are then calculated via mid-point triangulation. This provides the necessary information to extract the rotation and translation vectors of the transformation from the stereo pair to the calibration pattern. To obtain these estimates, the X direction vector is first determined as shown in Eq. (1) . Next, the Y direction vector is determined, while ensuring that it remains orthogonal to the X vector (see Eq. (2)). Finally the Z direction vector is computed as the cross product between the X and Y direction vectors as shown in Eq. (3). The rotation matrix which links the calibration pattern reference frame to the stereo pair reference frame is given by the concatenation of the direction vectors into a matrix, as shown in Eq. (4).
Finally the translation between the stereo camera pair to the calibration pattern is calculated by determining the center of the calibration pattern, C, which corresponds to the center of the Barrett hand's palm. Computing the mean value of the points p 0 to p 5 works well to estimate the y and the z components. The x component needs to be handled differently, because a simple average among the six points produces a value offset in the negative x direction from C. To compensate for this, the center of points p 0 , p 1 , p 4 , and p 5 is calculated, and is averaged with the center of points p 2 and p 3 , yielding the coefficients shown in Eq. (5). The rotation matrix, R, and the translation vector, T, can then be combined into a homogenous transformation matrix, Q CB/SP , (Eq. (6)), representing the transformation from the stereo pair to the calibration pattern. The homogenous transformation matrix which goes from the Barrett hand to the calibration pattern (Eq. (7)) is obtained based upon the information on the Barrett hand reference frame, as defined in GraspIt!, as well as the thickness of the calibration pattern, that is 4mm. The final transformation from the Barrett hand to the stereo pair is calculated as shown in Eq. (8) .
B. 3D Surface Shape Estimation
Once the calibration is performed, the acquisition of 3D data on the surface of the deformable object using the stereo pair can commence. The first step which is performed is the rectification of the stereo pair images [28] . Following rectification, segmentation of the camera images is performed by directing the user to select the object of interest in the first frame of each camera's video feed, which is tracked via colour histogram in future frames. From this selected region, the colour histogram representing the object which we wish to monitor is calculated based upon the normalized RGB colour space. The latter is selected since it is fairly immune to changes in lighting, while allowing for a better segmentation of object when compared to the HSV colour space. To perform the segmentation of the object of interest from the background, histogram back-projection is used, followed by blob analysis, to eliminate small objects and objects far away from the selected region.
With the object now segmented from the image in both video feeds from the stereo pair cameras, Konolige's block matching stereo algorithm [29] , is used to calculate the disparity map. The rejection of areas which are not of interest is performed using the segmented objects in each video feed as masks to the disparity map. To improve computational performance for the creation and the rendering of the 3D surface mesh, as well as minimize the effects of noise from the stereo algorithm, the disparity map is sampled at regular intervals along rows and columns, taking into account the starting and ending point of the objects contour on the disparity map along each row, to produce vertices for the 3D representation, as shown in Figure 3 . 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
Several tests were conducted with the integrated experimental setup described in section II. At each test cycle the video information is processed and the corresponding mesh that represents the object's surface deformation is generated and updated to reflect the object during the manipulation. It is then displayed live on the GraspIt! simulator platform. Under the operating conditions described, the video processing runs at approximately 7 frames per second when running on a 3.4 GHz Pentium 4 CPU. This frame rate is sufficient for most dexterous robotic manipulation where interaction occurs at reduced pace to ensure stability of the grasp.
The deformable objects considered here are of four different pieces of foam with plain color, as depicted in Figures 4a, 4b, 4c and 5a, respectively. They are all exhibiting similar elastic characteristics. To test the object elasticity in this 3D visual monitoring algorithm, the hand starts contracting and relaxing its grip on the object repetitively over a period of time lasting several minutes. The 3D elasticity monitoring algorithm was verified with these objects. Figures 4d, 4e and 4f show the corresponding 3D reconstructions in the GraspIt! graphical environment. The display of the objects optimizes the visual information about the reconstructed objects' surface using the axes rotation and zooming features of GraspIt!. Figure 4 . a-c) Three tested objects manipulated by the hand by applying forces, and d-f) the corresponding live graphical display of estimated 3D surface shapes. Figure 5 shows the evolution of the manipulation involving the fourth test object when an increasing force is applied by the hand on the object at three instances in time covering the object from low deformation (Figure 5a ), to moderate deformation in which the object starts to bend (Figure 5b) , and finally when the object is completely deformed (Figure 5c ). In the extreme situation (Figure 5c ), the mesh points surrounding the contact points with the fingers of the Barrett hand cannot be extracted in sufficient number to allow 3D reconstruction of the full surface shape because of the occlusions that result from the fingers structure. However, knowledge about the location of the surface in these areas can readily be computed from the robotic hand kinematics.
The video processing algorithm adopted in this framework can extract points based upon the colour and texture of the object itself using the colour histogram and block matching stereo algorithm as explained in section III. The image processing and 3D reconstruction parts of the algorithm generate a set of 3D points that dynamically follow the evolution of the shape of the surface of the object. In order to observe the deformation, a surface mesh is computed directly from the set of 3D points. The 3D mesh of the object is produced based on the known geometrical relationships between the sample points, as illustrated in Figure 3 . The mesh is displayed in real-time by the GraspIt! virtual environment to validate the proposed solution. This 3D visual deformation monitoring algorithm will further be integrated with the tactile and force feedback taken from sensors mounted on the hand fingers and palm to perform the overall dexterous manipulation. The force/tactile sensors have a crucial role in the later stage to refine the pose/orientation of the hand and to ensure stability while performing the manipulation process. It is expected that fusing vision/force and touch information in the feedback loop can provide the necessary control law to allow on-line grasp planning and dexterous manipulation in a more efficient and effective way.
V. CONCLUSION
This paper presents a 3D vision algorithm that copes with object deformation and fully integrates visual 3D deformation monitoring with the GraspIt! simulator and the Barrett hand. This integrated solution provides in real time the necessary information required to track the surface deformation of a non-rigid object manipulated by the Barrett hand in a real robotic work cell. The proposed visual deformation monitoring system demonstrated sufficient robustness for our application in its initial testing stage. Further development will aim at increasing the density of reconstructed points to provide more accurate surface shape estimation, as well as deal with a wider range of working conditions, in terms of the deformable object attributes and elasticity.
