We present a decomposition approach for integrated assessment modeling of climate policy based on a linear approximation of the climate system. In our formulation the economic and 
Introduction
Integrated assessment modeling emerged in the mid-eighties as a new paradigm for interfacing science and policy concerning complex environmental issues. An integrated assessment model combines complementary knowledge from various disciplines in order to derive insights into questions of policy design. Integrated assessment models (IAMs) link mathematical representations of the natural system and the socio-economic system to capture cause-effect chains including feedback. An early example of integrated assessment is the RAINS model of acidification in Europe [Alcamo et al. 1985] . Over the past years, a variety of models have been developed for the integrated assessment of climate change -for surveys see Weyant et al. [1996] , Parson and Fisher-Vanden [1997] , or Kelly and Kolstad [1999] . Figure 1 illustrates the basic structure of IAMs employed for climate policy analysis.
These models aim to represent the causal chain through which (i) economic activities trigger anthropogenic greenhouse gas emissions, (ii) emissions of greenhouse gases translate into atmospheric concentration, temperature shift, and climate change, and (iii) climate change feeds back via the ecosystem to the economy.
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Figure 1: Schematic Structure of Integrated Assessment Models for Climate Change
Weyant et al. [1996] distinguish two broad classes of IAMs of climate change: policy simulation models which assess specific policy measures and policy optimization models which seek optimal policies. Policy simulation models typically are used to evaluate the impact of a specific exogenous policy. Avoiding optimization, these models are descriptive and can contain much greater modeling detail on bio-/geophysical, economic or social aspects (see e.g. the Integrated Model to Assess the Greenhouse Effect -IMAGE -by Rotmans [1990] ).
As a downside, the impacts investigated in detailed simulation models may be more difficult to interpret [Kelly and Kolstad 1999] .
Policy optimization models are normative in the sense that they seek to derive an "ideal" best-response policy, usually defined from an economic efficiency viewpoint. Assuming rational behavior of economic agents, policy instruments such as emission control rates or emission taxes are derived given explicit objectives, e.g., maximizing social welfare or minimizing the social costs of meeting exogenous environmental targets. Two prominent examples of optimizing IAMs cast as nonlinear programs are the Dynamic Integrated Climate Economy (DICE) model by Nordhaus [1994] and A Model for Evaluating Regional and Global Effects of GHG reduction policies (MERGE) by Manne and Richels [1992] , both of which incorporate stylized representations of the global economy and the global carbon cycle.
From our point of view there are two key difficulties with policy optimization IAMs in the literature. First, integrated assessment models must be solved over very long time horizons in order to provide a consistent accounting of both the costs and benefits of climate policy. The overall model horizon is dictated by the climate component which is typically run over two to three hundred years. When climate and economic equilibria are solved as a simultaneous system, the need to run over a very long horizon demands a sparse level of modeling detail in order to keep the optimization algorithm tractable. For this reason, optimizing IAMs are based on compact representations of both the socioeconomic and natural science systems. A second disadvantage of optimizing IAMs is due to their traditional formulation as nonlinear programs which do not readily admit second-best effects such as preexisting tax distortions.
Thus, "optimal" policies emerging from IAMs formulated as nonlinear programs are only optimal in a perfect, undistorted economy.
We present a new approach for IAMs of climate change which overcomes these two central shortcomings. A decomposition of the economic and climate components allows us to run these sub-models on different time scales. We solve the climate model over a long time horizon in order to produce a precise approximation of climate dynamics and future climate state, and we solve the economic model, formulated either as a nonlinear program or as a mixed complementarity problem (MCP -see Rutherford [1995] ), over a shorter time horizon, consistent with the decades in which policy design is relevant. A shorter horizon in the economic model expands the scope for policy-relevant details on other model dimensions such as regional or sectoral disaggregation.
1 Furthermore, our procedure is readily applied to economic models posed as complementarity problems, hence providing the opportunity to incorporate second-best effects. Policy-relevant complexities such as distortionary taxes and market failures (e.g. knowledge spillovers) can then be accounted for in the policy design process.
A third important benefit of our decomposition -independent of the IAM's representation as an optimization problem or a mixed complementarity problem -is the separation of components from different disciplines through a consistent interface as the object of interdisciplinary collaboration.
The remainder of this paper is as follows. In section 2, we lay out the generic decomposition approach and explain how this accomodates a complementarity formulation of the 1 Chang [1997] uses Benders decomposition approach to the solution of the MERGE integrated assessment model [Manne et al. 1995] . MERGE is thereby decomposed into early and late periods and these two sub-models are solved iteratively to produce intertemporal optimality. Unlike our approach, however, Chang's representation of the MERGE model retains both economic and climate components in an integrated optimization problem whereas our formulation explicitly separates the economic and climate science components which may then operate on different time scales.
economic model. In section 3, we demonstrate the advantages of the decomposition for approximating the infinite horizon of the DICE model, a prototype optimizing IAM in the field of climate change policy analysis. We then extend the basic DICE setting with public goods funded through distortionary taxation in order to illustrate the importance of a second-best setting for the design of climate policies. In section 4, we conclude. An algebraic summary of the alternative DICE formulations is provided in Appendix A. Programming codes for the numerical models are listed in Appendix B which can be downloaded from www.mpsge.org.
Decomposition
Policy optimization models of climate change typically adopt a cost-benefit perspective in which the marginal costs of controlling greenhouse gas emissions are balanced against the marginal damages induced by those emissions. Climate change impacts are portrayed by a "damage function" which features parametric relationships between economic losses and changes of the climate state. The damage function can be based on explicit models describing climate change impacts in natural vegetation, agricultural yields, water availability, etc. In compact IAMs such as DICE, climate change damages are often related in reduced form to the global mean temperature. Damages may affect either or both consumption and production activities.
In stylized terms we formulate the climate policy problem as a nonlinear optimization problem (NLP) of a representative infinitely-lived agent:
s.t. We merge the relationships
where Γ t relates temperature in period t as a function of the initial climate state and emissions in previous periods.
Our decomposition is based on a linear approximation of the climate response to anthropogenic activities, i.e. emissions, of the economic system:
wherē
is the reference value of temperature in period t, E τ is the reference emissions in period τ , and γ tτ denotes the gradient of climate response (temperature) in period t to anthropogenic emissions in period τ < t.
Within the economic model the values of γ tτ are treated as constants. The climate model is nonlinear, so iterative refinement of the Jacobian is required. They are updated in each outer iteration of the decomposition algorithm as:
In our implementation of DICE, the Jacobian for the climate sub-model is approximated with numerical differencing:
This procedure quickly converges for our illustrative application. the so-called "integrability constraints" imposed by the NLP framework; one can directly address second-best settings that reflect initial inefficiencies.
Projecting Post-Terminal Emissions and Mitigation
The Ramsey model, which provides the basis for nearly all policy-oriented IAMs, is an "exogenous growth model" (see Barro and Sala-I-Martin [1995] , Chapter 2). Primary factor supplies and the intertemporal discount rate are both model inputs, so the long-run growth rate and interest rates are both known. A policy shock in the Ramsey model produces changes in levels but not in growth rates. For this reason, we can estimate emissions paths and damages in the post-terminal period provided that we have an accurate approximation of prices and quantities through the transition period.
Shadow prices on climate impacts are Lagrange multipliers in the NLP and explicit variables in the MCP model. These values provide a means of balancing the near-term cost with the long-term benefits offered through emissions abatement. An economic cost undertaken in period t (the cost of which is reflected in the shadow price of emissions abatement in that year) provides benefits for subsequent periods τ > t in the same way that capital formation in year t leads to a stream of capital services in subsequent periods.
A linear approximation to the climate model describes the time profile of marginal benefits associated with emission reductions. The first order condition for emissions in year t compares the cost of abatement with the benefits of the reduction in emissions in later periods of the economic model and in those periods which lie in the post-terminal period:
where p t is the price of the aggregate production good in period t, 
While there are similarities between economic and climate investments, there are substantial differences in the time frame over which these investments pay off, as is illustrated in Figure 3 . This figure considers the marginal contribution of benefits over future years of two different types of "investment" in year 80 in the DICE model. The time path labeled "climate" evaluates the discounted return to a marginal reduction in greenhouse gas emissions in year 80 while the path labeled "capital" measures the stream of discounted returns to an additional unit of physical capital formation in year 80. At the margin both types of investment are just profitable, but the time frame over which the benefits accrue is much longer in the case of climate capital than in the case of physical capital. This difference explains in large part why our decomposition procedure works so well. Climate effects operate over a longer time scale than economic effects, and for this reason the climate model needs to operate over a longer horizon than the economic model. 
Integrability Constraints
First-order conditions of mathematical programs only correspond to equilibrium conditions for the case of integrability that implies efficient allocation (see e.g. Takayma and Judge [1971] ).In practical terms, integrability refers to a situation where the shadow prices of programming constraints coincide with market prices. Since many interesting economic problems are associated with non-integrable second-best situations -e.g. due to ad-valorem For our illustrative application of the decomposition approach, we distinguish two alternative mathematical formulations of DICE: the familiar implementation as an integrated model (int) and its representation as the combination of separate climate and economic models (dec). The int implementation adopts the terminal constraints ("transversality" adjustment terms) as suggested by Nordhaus, where as the dec implementation employs cost-benefit calculus of climate impacts through the climate model. 
Horizon Sensitivity
In order to evaluate the sensitivity of the optimal policy with respect to the model horizon,
we run both models for horizons of 5, 10, 20, and 40 periods (with each period representing a 10-year time interval). The decomposed model uses an economic horizon of the specified length but runs the climate model over a 600 year horizon. As is evident in Figure 4 , the decomposed model is virtually insensitive to the model horizon, whereas the integrated model shows a drastic sensitivity, in particular for the first few decades. The key policy instrument in the DICE model is the emissions control rate, i.e., the fraction of emissions which are mitigated relative to the uncontrolled level. Differences in optimal emission control rates between the two formulations differ substantially, particularly for short time horizons.
Precise terminal approximation in the decomposed model offers scope for improvements in the range and details of policy analysis that can be covered, including regional, sectoral or technological details. (50) int (100) int (200) int (400) dec (50) dec (100) dec (200) dec ( 
Revenue Replacement
A decomposed MCP formulation can incorporate second-best effects. We illustrate the importance of market distortions by considering a simple extension of the DICE model in which a public good provided in each period is funded through a distortionary tax on capital earnings. In the reference simulation, we hold the capital tax fixed at an exogenous rate and compute the "optimal" abatement profile together with the resulting level of public goods provision. 6 In the counterfactual simulation we endogenize the capital tax rate through an equal-yield constraint (keeping public good provision at the reference level) and evaluate the marginal utility of deviations from the "optimal" abatement profile for each model period. Carbon taxes then serve two roles in the model. They change relative prices to induce conservation, and they raise public funds thereby providing an opportunity to decrease the capital tax.
As has been well established in the economic literature, preexisting tax distortions affect the economic cost of environmental policy instruments. When the government applies emission restrictions, these raise revenue which may be used to reduce other taxes. In the case where revenues from carbon permit sales are used to replace distortionary taxes, the "optimal" abatement profile based on a first-best setting is too low. This occurs because the marginal benefit calculus in the optimization framework is implicitly based on a marginal cost of public funds equal to 1, whereas distortionary financing of public provision implies that the marginal cost of public funds is greater than one. As illustrated in Figure 5 , the larger the baseline tax rate on capital in our example, the larger is the marginal benefit of increasing stringency of environmental restrictions.
Conclusions
In this paper, we have presented a new approach to integrated assessment modeling of climate change. Our decomposition of IAMs is based on a linear approximation to the climate model and permits the economic and natural science components to be processed indepen- Marginal utility Finally, it should be noted that our decomposition approach may be attractive for higherdimensional problems featuring sub-components operating on different time scales. For example, the cost-benefit analysis of R&D expenditures can be based on a decomposed side calculation running over a much longer time horizon than the core economic component.
A Algebraic Model Formulations
We use the DICE model by Nordhaus 
A.1 Integrated NLP Formulation
The standard assumptions for the Ramsey model imply that the optimal allocation of resources by a central planner who maximizes the utility of the representative agent is identical to the optimal allocation of resources in an undistorted decentralized economy. The firstorder conditions of the associated NLP formulation can thus be interpreted as the outcome of idealized competitive markets.
In the NLP setting, the representative agent explicitly maximizes the discounted value of "utility" from consumption subject to a number of economic and geophysical constraints.
Objective function
The economic objective function in DICE is defined as:
where:
L t is the exogenous labor supply in perid t (population growth), and ρ t denotes the discount factor.
Economic constraints
The economic model consists of equations describing technology, abatement options, output markets, emissions, and capital accumlation. Gross economic output is given by a standard Cobb-Douglas function:
Q t denotes gross economic output, a t represents the level of total factor productivity, K t is the capital stock in period t (with K 0 =K 0 exogenously specified), and γ is the capital value share (capital elasticity in output).
Abatement options are described by a geometric control cost function:
A t is the abatement level in period t, Υ t denotes the emission control rate in period t, and b 1 , b 2 are the exogenous paramters of the abatement cost function.
Total emissions are directly linked to gross output. The emission control rate Υ t describes the endogenous relationship between emissions and gross output:
E t denotes the emissions in period t, and σ t is an exogenous efficiency improvement factor which scales down the emission intensity of macro production over time.
Output net of abatement and damage costs (both of which measured as loss in output) equals:
where Y t represents net output in period t, and D t denotes damages of climate change in period t.
In each period, net economic output is divided between consumption and investment:
The capital stock is determined by the balance between depreciation and capital investment:
where δ denotes the capital depreciation rate.
Geophysical constraints
The climate sub-model in DICE contains four stylized geophysical relationships that link together the different forces affecting climate change: emission accumulation and transportation (carbon cycle), radiative forcing, and temperature-climate relationships for the atmosphere and lower oceans.
Emission accumulation and transportation is defined as:
M t denotes the atmospheric concentration of CO 2 emission, β is the marginal atmospheric retention rate, and δ M represents the carbon transfer rate to deep ocean.
Radiative forcing is a function of CO 2 emission concentration and other non-CO 2 greenhouse gases:
where F t is radiative forcing (i.e. the increase of surface warming in watts per square meter),
and O t represents other greenhouse gases (most notably CH 4 and N 2 O) that are taken as exogenous.
Radiative forcings warm the atmospheric layer, which in turn warms the upper ocean, thereby gradually warming the deep oceans. Due to thermal inertia of different layers there are time lags in climate change. The links between radiative forcing and temperature changes in the atmosphere and the deeper oceans are given as:
is the temperature in the atmosphere, 
Economic-geophysical linkage constraint
The interface between the economic system sub-model and the climate system sub-model is given by an assumed quadratic relationship between atmospheric temperature and climate change damage:
where υ denotes a damage coefficient which is calibrated based on the damage level assumed to be associated with CO 2 doubling.
Terminal constraints
Approximation of an infinite horizon economy within a finite horizon numerical model requires "terminal constraints". For example, in the steady state, gross investment is proportional to the capital stock through the growth rate of the labor force and the capital depreciation rate. A typical terminal constraint for investment might then require sufficient investment to cover growth plus depreciation:
where χ denotes the growth rate of the labor force.
DICE uses this (integrable) constraint on investment in the terminal period together
with an adjustment term in the utility function to account for the "consumption" value of terminal capital stock. In addition, adjustment terms are incorporated to reflect postterminal damages from emission concentrations and temperature. The adjusted objective function then reads as:
where: φ K is the (positive) "transversality" coefficient for capital, φ M is the (negative) "transversality" coefficient for emission concentration, and φ T E is the (negative) "transversality" coefficient for temperature.
A.2 Decomposed NLP formulation
Our first extension of Nordhaus' model involves decomposition of the integrated economyclimate model based on a linear approximation of the climate model. The decomposition replaces the climate equations in the economic model with a reduced-form linear approximation of climate impacts (temperature):
where: Local dependence of temperature (climate impacts) in period t on emissions in period τ may be calculated through numerical differencing:
where is a sufficiently small emission interval for numerical differencing.
Linear approximation of the climate model requires that we account for the local dependence of the transversality terms in the objective function on emissions, and we can calculate the gradient of the transversality terms as:
where
denotes the local dependence of the transversality terms in the terminal period on emissions in period τ .
Thus, we obtain the adjusted objective function:
Altogether, the decomposed model consists of an economic sub-model comprising equa- 
A.3 Decomposed MCP formulation
Next, we provide the algebraic formulation of the decomposed MCP approach to DICE.
Following Mathiesen [1985] , the economic model can be characterized by two classes of equilibrium conditions that reflect the first-order conditions of the NLP: (i) zero profit conditions for constant returns activities, and (ii) market clearance conditions for goods and factors.
The decision variables are two vectors: (i) activity levels for constant returns production, and
(ii) prices for goods (services) and factors. In equilibrium, each of these variables is linked to one inequality condition: (i) an activity level to a zero profit condition, and (ii) a price to a market clearance condition. 7 The primal constraints of the NLP economic model constitute the market-clearance conditions for the MCP whereas the shadow prices (dual variables) of these constraints coincide with market prices. Differentiation of the NLP Langragian with respect to the primal variables (activity levels) renders the zero-profit conditions of the 7 In a model with multiple agents, we must add an additional class of income balances that relate factor income to expenditure of agents (with associated income variables).
MCP for consumption, capital accumulation, investment, net output, gross output, abatement, emissions, damage, and emission control. We indicate the associated complementary variable to each equilibrium condition using the "perp" operator, "⊥".
• consumption: -17) where p C t is the price of consumption in period t.
• capital accumulation:
where p Q t denotes the price of gross output in period t, and p K t is the price of capital in period t.
• investment:
• net output: -20) where p Y t represents the price of net output in period t
• gross output:
where p E t is the price of emissions.
• abatement:
where p A t denotes the price of abatement.
• damage:
where p D t is the price of damage in period t.
• emissions:
where χ t is the (parameterized) post-terminal climate impact of emissions in period t (see below (A-16')).
• emission control: -25) Terminal Constraints
In the complementarity formulation, the post-terminal capital stock enters as an endogenous variable. Using state variable targeting for this variable, we can relate the growth of investment in the terminal period to the growth rate of capital or any other "stable" quantity variable such as macroeconomic output in the model:
Furthermore, we need a constraint that defines the price of the post-terminal capital: -27) where KT represents the post-terminal capital stock. The modifications and extensions involve:
• capital accumulation (zero-profit condition):
where t k denotes the tax rate on capital earnings (as the equal-yield instrument).
• equal-yield constraint for public good provision:
where G is the level of public good provision (likewise: government demand), andḠ denotes a fixed target level (index) of public good provision.
• explicit definition of rents on emissions:
where ζ t denotes the rents on emissions in period t.
• government budget constraint:
The decomposed MCP formulation with distortionary taxation combines equations (A- 
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