ABSTRACT This paper is concerned with the issue of adaptive iterative learning control (AILC) for single-input, single-output (SISO), switched nonlinear discrete-time systems with unmodeled dynamics and stochastic measurement noise. Under the random switching rule, the nonlinear subsystem is estimated by a linear model which is constructed by minimizing the discrepancy between the real system output and the estimated system output with gradient-type technique. Meanwhile, the adaptive switched control law is designed by the updated subsystem matrix estimation. By taking advantages of norm theory, the boundedness of the estimation error is derived. Further, by the manner of the statistical technique, the results are conducted that the expectation of the tracking error is monotonically convergent to zero and the covariance matrix of the tracking error is bounded. Finally, simulation results are given to validate the proposed scheme is effective.
I. INTRODUCTION
In the past decade, switched systems have been widely investigated as a special class of hybrid dynamical systems for kinds of engineering applications, such as networked control systems [1] , power systems [2] , unmanned aerial vehicles control systems [3] , smart distribution systems [4] , hydraulic system [5] and multi-agent systems [6] , etc. A switched system consists of a finite number of subsystems whose dynamics are switched by a switching rule defined over a certain interval of time. In order to increasing performance requirements in control, switched systems are widely applied to design intelligent control where one of the basic mechanisms is switching between different controllers [7] - [10] .
Regarding the topics on switched controller systems, with random switching or constrained switching rules, one important investigation has focused on the issues of the adaptive control. A few efforts have directed towards the adaptive control schemes of switched systems for trajectory tracking resigned over an infinite time interval, where switching between different controllers is provided by a higher level
The associate editor coordinating the review of this article and approving it for publication was Dong Shen. and logic-based supervisor to achieve desired performance. For instance, reference [11] has proposed an adaptive neural control strategy for a class of switched nonlinear systems with uncertainties and switching signals and jumps. The results show that under the given conditions, all signals are bounded and the tracking error converges to a neighborhood of the origin as the time approaches infinity. Moreover, two types of adaptive state-feedback control strategies have been explored for switched continuous-time nonlinear systems with the uncertain dynamics and the arbitrary switching rule [12] . The convergence analysis shows that the tracking error falls into a small neighborhood of origin as the time approaches infinity. The followed work has presented an adaptive control strategy for a class of witched nonlinear systems referring unknown saturated-like Prandtl-Ishlinskii (PI) hysteresis [13] . The exploitation delivers that under arbitrary switching, all signals of the overall closed-loop system are globally uniformly bounded, and the tracking error is convergent to an arbitrarily small residual set. Meanwhile, literature [14] has studied an adaptive neural network tracking control for a class of switched strict-feedback nonlinear systems with the timevarying external disturbances uncertain and the input delay, it is shown that displays that the tracking error ultimately converges to an adequately small compact set.
As mentioned above, the fruitful achievement of optimal control and adaptive control for switched systems are given, however, the adaptive control strategies in [11] - [14] are applied for switched systems whose control objective is to pursue asymptotically zero-neighborhood tracking error as the time variable goes to infinity. Specially, in [15] , the mixture of n-heptane and isobutanol manifests different types of boiling behavior at different pressures and these different azeotropic characteristics compose different pressure-swing distillation processes. This means that the dynamics of the azeotropes must switches among those different processes and thus composes of a repetitive switched system. In such cases, one of the challenging issues is to exploit an adaptive optimal control strategy to drive repetitive switched systems to track a desired trajectory over a certain time interval.
Reminding the aforementioned adaptive control schemes, it is obvious that they are hardly applied into a class of repetitive switched systems for tracking a desired trajectory tracking registered over a finite time interval along the iteration axis. Fortunately, for repeated systems, iterative learning control (ILC) has been acknowledged as one of the most effective strategy for aiming a desired trajectory by iterations in a fixed time interval [16] - [25] . Compared with the fruitful results for control problem, relatively few efforts have been made for designing an ILC strategy to achieve tracking of switched systems. For instance, literature [26] and [27] have addressed a P-type ILC and a D-type ILC for a class of switched linear discrete-time systems and a class of switched continuous-time nonlinear systems, respectively. The results exhibit that the norm of tracking error is convergent to zero as the iteration increases, and the asymptotic convergence of the tracking error is ensured in the form of λ-norm in [26] and [27] , respectively. Thereafter, a PD-type ILC has been considered for a class of switched discrete-time linear systems with subsystems dynamics uncertain, and in the sense of sup-norm, the monotonic convergence is guaranteed [28] . Furthermore, reference [29] has proposed a hybrid ILC scheme for a class of switched discrete-time linear systems with the subsystems dynamics uncertainty and the state bounded delay. The analysis shows that the tracking is monotonic decay in the sense of 2-norm. In [30] , it is different from the above-mentioned ILC schemes that switching in control acts not in the time domain but in the iteration domain. It is no doubt that the obtained results in [26] - [30] are valuable, however, the traditional P-type ILC, D-type ILC, PD-type ILC are often some extent conservative and difficult to determine the parameters of the learning gain. Therefore, it is necessary to develop an effective ILC for switching systems, and its leaning gain is captured by the input-output data of the system.
Overviewing the comments as the above-mentioned, although several adaptive control and iterative learning control schemes of switched nonlinear systems have been proposed, some challenging issues arise: if some switched systems are repetitive and unmodeled, how can we design an adaptive ILC (AILC) controller? Moreover, when the switching rule is random in the time domain, how to deal with the nonlinearities and randomness of the subsystems? This paper answers the questions for these important issues. The following are the main studies of this paper:
(i) Utilizing mathematical methodology linearizes the nonlinear subsystems. Under the random switching rule, the nonlinear subsystem model is estimated by a linear model. (ii) The adaptive switched control law is designed by the updated subsystem matrix estimation. The remainders are arranged as follows. Section II presents an adaptive iterative learning control mechanism for a class of switched nonlinear systems. Section III derives convergence and robustness. Numerical simulations are made in Section IV and Section V concludes the work.
Notation: The 2-norm of the vector x ∈ R n is defined by x 2 = √
x T x and the 2-norm of the matrix M ∈ R m×n is induced as
The covariance matrix of the variable e ∈ R n is defined as
T is the mathematical expectation of e.
II. ADAPTIVE ILC FOR SWITCHED NONLINEAR SYSTEMS
Consider a class of repetitive single-input, single-output (SISO) switched nonlinear discrete-time systems whose dynamics is described as
where t ∈ {0, 1, · · · , N − 1} denotes the sampling time, N stands for the total number of sampling time and k = 1, 2, · · · is the iteration index. x k (t) ∈ R n , u k (t) ∈ R and y k (t) ∈ R are state vector, input and output, respectively. η k (t) ∈ R is the measurement noise. The function σ (t) represents a time-varying random switching rule defined as σ (t):
where m ∈ Z + is the number of the subsystems. The functions f σ (t) and h σ (t) are unknown and continuously differentiable with respect to their arguments x k (t) and u k (t), where the function pair (f σ (t) , h σ (t) ) randomly switches among the following finite set:
Without loss of generality, it can assume that the random switched rule is given as follows.
where 0 = t 0 < t 1 < t 2 < · · · < t m−1 < t m = N − 1. Then, the switched system (1) can be rewritten as
where
, be a given desired trajectory of switched system (2) . The AILC scheme is to design a sequence of {u k (t)}, t ∈ T q , such that it drives the system (2) to generate outputs y k (t), t ∈ T q , tracks the desired trajectory y d (t), t ∈ T q , as precisely as possible as iteration number tends to infinity. The tracking error e k (t) at the k-th iteration can be defined as
For restricting discussion, the following basic assumptions are imposed to switched systems (2).
Assumption 1: For any given desired trajectory y d (t), t ∈ T q , q = 1, 2, · · · , m, and appropriate initial condition
Assumption 2: For system (2), each switched operation begins with an identical initial state condition, that is,
Assumption 3: Let η k (t) ∈ R, t ∈ T q be the zeromean Guassian white noise with variance 2 , noted as
Assumption 4: The switching rule σ (t):
, is random on the finite time domain and invariant on the iteration domain. From the time instant t q−1 + 1 to t q , q = 1, 2, · · · , m, the outputs of system (2) can be derived as follows.
Appling the differential mean value theorem derives
shown at the top of the next page, where ξ
Denote
Then, it has
According to above input-output formulations, the system (2) can be easily rewritten as
k , shown at the top of the next page, where
. . . Further, the linear mode (4) is equivalent to
where i = 1, 2, · · · , t q − t q−1 + 1. 
For updating the k-th estimation ψ (q) ki T , a feasible manner is to make the discrepancy y
as small as possible. Thus, construct an optimization objective function as follows.
The gradient of the objective function (7) with respect to the argument vectorψ (q) ki is derived as
According to the gradient algorithm mechanism, the gradienttype estimation algorithm for updating the k-th estimation is constructed aŝ
where d
is the searching step selected as, and µ > 0 is a tuning factor.
Equivalently, from (9), updating algorithm forˆ
k is given as follows.
where ŷ
In [23] , a gradient-type ILC algorithm has been presented as follows.
where G is the precise system Markov parameter matrix. But, the gradient-type ILC in [23] is unavailable for the system (2). For system (2) , by substituting the system matrix G in [23] with the estimation matrixˆ q k , an AILC for the switched system (2) is constructed as
where γ
is the learning gain given as, ν > 0 is a weighting factor and 0 < θ ≤ 1. Thus, an AILC algorithm is presented for the switched nonlinear system (1) as follows.
Further, the estimation errors δˆ 
(k)i , respectively. Remark 1: Note that in usual circumstance, it is difficult to obtain the system parametric matrix (q) k in the linear model (2) . A possible way is to estimate the matrix (q) k by the captured system inputs, outputs and the previous estimation as the learning mechanism is in the processing. In the existing literature [26] - [29] , the P-type ILC, D-type ILC, PD-type ILC are hardly to determine the parameters of the learning gain. Thus, it is hopeful that the gradient-type learning gain in AILC (11) may improve the tracking performance.
Remark 2: In this paper, an AILC scheme is constructed for a class of switched nonlinear discrete-time systems with unmolded dynamics to track a desired trajectory over a finite time interval. The AILC algorithm is iteratively updated and the desired trajectory is defined over a finite time interval which is prominently distinct from the existing adaptive control for the switched systems in [11] - [14] which considers the adaptive controls and desired trajectory are all over the infinite time interval.
III. CONVERGENCE AND ROBUSTNESS ANALYSIS
In this section, the boundedness of estimation error is derived by the norm theory in Theorem 1. The convergence and robustness of AILC are analyzed by statistics technique in Theorem 2.
Theorem 1: Suppose that the estimation vectorψ
ki is generated by (9) . Then the 2-norm of the estimation error δˆ q k is bounded.
Proof: By the definition of the estimation error δψ
Taking 2-norm on both sides of (12) yields
Further,
Since d 
and µ > 0, it easily has
It follows from (15) that there exists a positive constant 0 < φ < 1 such that
By (13) and (16), it has
which implies that
Thus, the estimation error δˆ q k is bounded Lemma 1: Assume that the switched matrix (q) k is nonsingular. Then there exists an appropriate γ
where I is (t q − t q−1 + 1) × (t q − t q−1 + 1) identity matrix.
k . (21) Taking the 2-norm in both sides of (21)
Since the switched system matrix (q) k is nonsingular, then the matrix
T is symmetrical and positively definite. Therefore, there exists an orthogonal matrix Q such that
Thus, there exist appropriate parameters θ and ν such that
where τ 1 is a positive constant satisfying 0 < τ 1 < 1. According to the Theorem 1, the norm of the estimation error δ
is uncorrelated with initial estimationˆ
as k approaches infinity. This means that for an appropriate VOLUME 7, 2019 small positive number ε, there exists a positive integer k 1 such that
Using the triangular inequality property of the norm yields
As ν > 0 and 0 < θ ≤ 1, it is obvious that there exist proper parameters ν and θ such that
where τ is a positive constant satisfying τ 1 < τ < 1. Then, by (22), (23) and (27) , it leads to the inequality
Theorem 2: Assume that the system matrix (q) k is nonsingular and the AILC algorithm (9) plus (11) is applied to the switched nonlinear system (2). If learning gain γ k is appropriately selected such that
then (i) the expectation of the tracking error is monotonically convergent to zero. (ii) the covariance matrix of the tracking error is bounded.
Proof: (i) It follows from (4) and (11) that
Taking the mathematical expectation in both sides of (29) gets E e (q)
Taking the 2-norm in both sides of (30) yields
According to the Lemma 1, there exists an appropriate learning gain γ (q) k and k 1 such that
It has the conclusion that the expectation of the tracking error is monotonically convergent to zero.
(ii) Using (29) and (30) gets
where 
It is concluded from Assumption 3 that
Similarly,
Thus, it is deduced that Cov e
Taking the 2-norm in both sides of (37) 
which concludes that,
Thus, the covariance matrix of the tracking error is bounded.
IV. NUMERICAL SIMULATIONS
In this section, a numerical example is used to manifest the feasibility and effectiveness of the proposed AILC scheme for a class of switched nonlinear systems. Consider the following switched system which contains two subsystems.
where t ∈ {0, 1, · · · , 99} and σ (t) : {t |0, 1, · · · , 99 } → {1, 2}. Assume that the system (40) contains the following two subsystems.
The desired trajectory is given as y d (t) = 1−exp(−0.2t), t ∈ {0, 1, · · · , 99}. Assume that η k ∼ N 0, 0.02 2 I 100 , is zeromean Gaussian white noise with covariance matrix 0.02 2 I 100 , where I 100 is 100 × 100 identity matrix. In this section, the comparison of AILC is made with the D-type ILC in [27] given as
where q is the constant learning gain selected as 
This case means that there exist two linear models for (40) expressed as
Thus, for the switched system (40), the AILC is designed aŝ (1) k+1 =ˆ 
The system output and tracking error of (40) are expressed as { 1 = 2 = 1.3}, respectively, are both monotonically convergent to zero, but the proposed AILC performs better than D-type ILC. Figure 3 . demonstrates the boundedness of the covariance of the tracking error of AILC measured by 2-norm. It shows that the proposed AILC is robust. Figure 4 . displays the outputs of the switched nonlinear system (40) at the 3-th and 20-th iterations of the AILC, where the dot curve refers to the desired trajectory, the solid curve plots the output at the 3-th iteration and the dash curve presents the output at the 20-th iteration.
Case2: In this case, the switching rule is a random sequence, which is generated by a random variable with the values 1 and 2, as shown in Figure 5 . If σ (t) = 1, the system (40) is the subsystem S 1 and if σ (t) = 2, the system is the subsystem S 2 .
According to the linearization technique in this paper, the switched nonlinear system (40) is equivalent to the following linear model, Thus, the AILC for the switched nonlinear system (40) is constructed aŝ in Figure 6 , which is measured by the 2-norm of the expectation of tracking errors. It shows that the AILC and the D-type ILC are both effective, but the tracking error of the proposed AILC is better than that of D-type ILC. Figure 7 . exhibits the boundedness of the covariance of the tracking error of AILC measured by 2-norm. It delivers the robustness of the proposed AILC. Figure 8 . demonstrates the outputs of the switched nonlinear system (40) at the 5-th and 20-th iterations of the AILC, where the dot curve refers to the desired trajectory, the solid curve presents the output at the 5-th iteration and the dash curve plots the output at the 20-th iteration.
Remark 3: It is known that the real system matrices k and (q) k are hardly acquired. But, in order to obtain the convergence condition, the system matrices k and where (·) † is the pseudo inverse of (). This is why the proposed AILC has a good convergence in Figures 2 and 6 but the convergence condition is difficult to be guaranteed.
V. NUMERICAL SIMULATIONS
In this paper, we investigate the performance of AILC for switched nonlinear discrete-time systems with unmodeled dynamics and stochastic measurement noise. Firstly, the nonlinear subsystem is estimated by a linear model which is constructed by solving an optimization problem. Secondly, we design the adaptive switched control algorithm. By taking advantages of statistical technique, it is conducted that the expectation of the tracking error is monotonically converge to zero and the covariance matrix of the tracking error is bounded. However, the current work does not involve the robustness to the initial state shifts. The issue will be considered in future.
