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Pozit¶³v m¶atrixok domin¶ans saj¶at¶ert¶ek¶enek ¶es saj¶atvektor¶anak sz¶am¶³t¶asa tÄobb
alkalmaz¶asban fontos feladat. Kism¶eret}u m¶atrixok eset¶en ez egy gyorsan
megoldhat¶o feladat, nagym¶eret}u m¶atrixok eset¶en azonban lass¶u lehet. Egy
¶uj iterat¶³v algoritmust mutatunk be, amely a ciklikus koordin¶at¶ak m¶odszer¶en
alapul, ¶es kifejezetten nagym¶eret}u m¶atrixokra van szabva.
Kulcsszavak : domin¶ans saj¶at¶ert¶ek, pozit¶³v m¶atrix, ciklikus koordin¶at¶ak
m¶odszere, hatv¶any m¶odszer, Collatz{Wielandt-t¶etel
1 Bevezet¶es
Pozit¶³v, illetve ¶altal¶anosabb esetben irreducibilis (ld. 1. De¯n¶³ci¶o) m¶atrixok
domin¶ans saj¶at¶ert¶ek¶enek ¶es saj¶atvektor¶anak sz¶am¶³t¶as¶ara sz¶amos alkalma-
z¶asban szÄuks¶eg van. MacCluer [13] j¶o n¶eh¶any alkalmaz¶ast felsorol: ezek
a Markov-l¶ancokt¶ol kezdve a Leontief input/output modellen ¶at a walrasi
egyens¶ulyi modellig terjednek, valamint sz¶amos egy¶eb alkalmaz¶ast is eml¶³t
(p¶eld¶aul topol¶ogia, epidemiol¶ogia ¶es statisztikai mechanika). Ezeken t¶ul egy
igen fontos alkalmaz¶as a tÄobbszempont¶u dÄont¶eselm¶elet [18], melyr}ol b}ovebben
is sz¶o lesz.
M¶³g kism¶eret}u m¶atrixok eset¶en gyakorlatilag mindegy, milyen m¶odszert
alkalmazunk a domin¶ans saj¶at¶ert¶ek, illetve saj¶atvektor kisz¶am¶³t¶as¶ara, nagy-
m¶eret}u m¶atrixok eset¶en az alkalmazott m¶odszerek igen lass¶uak lehetnek. Az
alapvet}o m¶odszer domin¶ans saj¶at¶ert¶ek ¶es saj¶atvektor sz¶am¶³t¶asra a hatv¶any
m¶odszer [10, 105{110. oldal], mely ¶altal¶anos esetben diagonaliz¶alhat¶o m¶atri-
xokra m}ukÄodik, azonban nemnegat¶³v m¶atrixok eset¶en az irreducibilit¶as (1. De-
¯n¶³ci¶o) el¶eg. A hatv¶any m¶odszer egy A n £ n-es m¶atrix eset¶en a v(k+1) =
Av(k) szorzatot sz¶amolja minden l¶ep¶esben (ahol v az iter¶alt vektor). A kon-
vergencia sebess¶ege az abszol¶ut ¶ert¶ekben m¶asodik legnagyobb saj¶at¶ert¶ek ¶es a
domin¶ans saj¶at¶ert¶ek h¶anyados¶at¶ol fÄugg, ami nem ellen}orizhet}o kÄonnyen el}ore.
M¶as m¶odszerek, mint p¶eld¶aul az LU ¶es QR algoritmusok [10, 110{118. oldal]
az Äosszes saj¶at¶ert¶eket sz¶amolj¶ak, ¶am j¶oval nagyobb m}uveleti kÄolts¶eggel.
1. De¯n¶³ci¶o ([14, 671. oldal]). Egy A n¶egyzetes m¶atrix irreducibilis, ha
nem hozhat¶o sorok ¶es oszlopok egyszerre tÄort¶en}o cser¶eivel a kÄovetkez}o blokk
1E-mail: kristof.abele-nagy@uni-corvinus.hu, fulop.janos@sztaki.hu. Be¶erke-
zett: 2019. augusztus 3.
116 ¶Abele-Nagy Krist¶of { FÄulÄop J¶anos




ahol B ¶es D nem 0 m¶eret}u n¶egyzetes m¶atrixok.
JelÄolje ¸max = ¸max(A) a domin¶ans saj¶at¶ert¶eket, w
¤ pedig a hozz¶a tar-
toz¶o domin¶ans jobb oldali saj¶atvektort, azaz Aw¤ = ¸maxw¤. Ekkor az
al¶abbi ÄosszefÄugg¶es teljesÄul:
1. T¶etel (Collatz{Wielandt, [14, 666. ¶es 673. oldal]). Legyen A ¸ 0 egy
irreducibilis n £ n-es m¶atrix. Ekkor ¸max > 0, ¶es (pozit¶³v skal¶arral val¶o















Az 1. T¶etelt az irodalomban gyakran mint Perron{Frobenius t¶etelt, vagy
mint annak egy r¶esz¶et mutatj¶ak be.
Innent}ol feltesszÄuk, hogy A > 0, teh¶at szigor¶uan pozit¶³v m¶atrixr¶ol van
sz¶o. Az 1. De¯n¶³ci¶ob¶ol ad¶od¶oan minden pozit¶³v m¶atrix irreducibilis.
Az ebben a dolgozatban javasolt algoritmus a (2) formul¶at haszn¶alja a
¸max kÄozel¶³t¶es¶ere, azonban ez a v¶alaszt¶as Äonk¶enyes: az elj¶ar¶as kÄonnyen ¶at-
alak¶³that¶o ¶ugy, hogy az (1) ÄosszefÄugg¶est haszn¶alja. K¶es}obb azonban mindk¶et
alakot felhaszn¶aljuk a meg¶all¶asi krit¶erium meghat¶aroz¶as¶ahoz.
Az elj¶ar¶ashoz a ciklikus koordin¶at¶ak m¶odszer¶et [12, 253{254. oldal] alkal-
mazzuk, mely egy numerikus optimaliz¶al¶asi m¶odszer. A ciklikus koordin¶at¶ak
m¶odszer¶enek l¶enyege, hogy egy tÄobbv¶altoz¶os optimaliz¶al¶asi feladatban egy-
szerre mindig csak egy v¶altoz¶ot tekintÄunk t¶enylegesen v¶altoz¶onak, a tÄobbi v¶al-
toz¶o az el}oz}o l¶ep¶esben sz¶amolt ¶ert¶eken van rÄogz¶³tve. Annak az elemnek, ame-
lyik t¶enylegesen v¶altozik, az ¶uj ¶ert¶eke az a sz¶am lesz, ahol az optimaliz¶al¶asi
feladat a tÄobbi elem v¶altozatlans¶aga melletti optimum¶at felveszi. Azt, hogy
melyik v¶altoz¶ot tekintjÄuk egy adott l¶ep¶esben t¶enylegesen v¶altoz¶onak, cikliku-
san v¶altoztatjuk, azaz el}oszÄor az els}ot, majd a m¶asodikat stb., majd amikor az
utols¶o v¶altoz¶on is t¶ul vagyunk, visszaugrunk az els}ore ¶es ugyan¶³gy folytatjuk,
am¶³g el nem ¶erjÄuk a le¶all¶asi krit¶eriumot. Az, hogy mi a le¶all¶asi krit¶erium, a
feladatt¶ol fÄugg.
Az (1) ¶es (2) feladatban szerepl}o line¶aris tÄortfÄuggv¶enyek kv¶aziline¶arisak,
azaz kv¶azikonvexek ¶es kv¶azikonk¶avak is [2]. Mivel kv¶azikonvex fÄuggv¶enyek
pontonk¶enti maximuma szint¶en kv¶azikonvex, illetve kv¶azikonk¶av fÄuggv¶enyek
pontonk¶enti minimuma kv¶azikonk¶av, ez¶ert az (1) feladat egy kv¶azikonk¶av
fÄuggv¶eny maximaliz¶al¶as¶at, a (2) pedig egy kv¶azikonvex fÄuggv¶eny minimali-
z¶al¶as¶at jelenti az n-dimenzi¶os pozit¶³v ort¶ans felett. A [2] kÄonyvben bemuta-
tott 4.1 Algoritmus, amely egy felez¶eses elj¶ar¶as, alkalmas az (1)-(2) feladat
megold¶as¶ara, viszont az egy ¶altal¶anos elj¶ar¶as, amely nem haszn¶alja ki a fela-
dat speci¶alis tulajdons¶agait.
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A (2) feladat minimaliz¶aland¶o c¶elfÄuggv¶enye sajnos nemcsak, hogy nem
konvex, hanem nem is folytonosan di®erenci¶alhat¶o, teh¶at a konvex opti-
maliz¶al¶asi algoritmusok nagy r¶esze nem alkalmazhat¶o r¶a kÄozvetlenÄul. Ezen
h¶atr¶anyok viszont kiv¶edhet}ok a feladat speci¶alis alakj¶at kihaszn¶alva. Legyen
vi = log wi, azaz wi = exp(vi); i = 1; . . . ; n. Ezt a koordin¶ata-transzform¶aci¶ot
alkalmazva (2) line¶aris tÄortfÄuggv¶enyei konvex exponenci¶alis fÄuggv¶enyek Äossze-
g¶enek alakj¶at Äoltik, ezek pontonk¶enti maximuma viszont szigor¶uan konvex
fÄuggv¶eny lesz. Viszont ez is lehet m¶eg nem folytonosan di®erenci¶alhat¶o.
Ugyanakkor, mivel v¶eges sz¶am¶u sima konvex fÄuggv¶eny maximum¶at kell mini-
maliz¶alni, a feladat a diszkr¶et minimax feladatok oszt¶aly¶aba tartozik. [16, 2.3
fejezet] az ilyen t¶³pus¶u feladatokra mutat be gradiens alap¶u algoritmusokat.
Ezekn¶el az algoritmusokn¶al azonban az ir¶anymenti keres¶esn¶el a l¶ep¶eshossz
meghat¶aroz¶asa nem v¶egezhet}o el hat¶ekonyan, szemben az ¶altalunk ebben a ta-
nulm¶anyban javasolt m¶odszerrel. A ciklikus koordin¶at¶ak m¶odszere kÄulÄonÄosen
hat¶ekonynak bizonyult nagyon nagy m¶eret}u feladatok megold¶as¶an¶al [15].
2 Az algoritmus
A v¶altoz¶oink az elj¶ar¶asban a domin¶ans saj¶atvektor, w¤ elemei: w¤1; . . . ; w
¤
n.
Ezek aktu¶alis ¶ert¶ek¶et a tov¶abbiakban w = (w1; . . . ; wn)> jelÄoli. A ciklikus
koordin¶at¶ak m¶odszere, az el}oz}o r¶eszben le¶³rtak szerint minden l¶ep¶esben csak
egy v¶altoz¶ot tekint t¶enylegesen v¶altoz¶onak. JelÄolje ennek a v¶altoz¶onak az
index¶et k, ¶³gy minden l¶ep¶esben wk lesz az aktu¶alis v¶altoz¶onk, m¶³g a tÄobbi
v¶altoz¶o ¶ert¶eke ideiglenesen azok el}oz}o l¶ep¶esben sz¶amolt ¶ert¶ekein van rÄogz¶³tve.
A fentiek alapj¶an (2) szerint minden l¶ep¶esben a v¶altoz¶o, wk ¶uj ¶ert¶eke az
a ŵk ¶ert¶ek lesz, amire teljesÄul, hogy







Mivel a tÄobbi, wj , j 6= k ¶ert¶ek ¯x, ez¶ert a (3) kifejez¶es minden i-re csup¶an





ai1w1 + . . . + aikwk + . . . + ainwn
wi
; i = 1; . . . ; n: (4)
Amit keresÄunk teh¶at egy l¶ep¶esben, az a wk ¶uj ¶ert¶eke ŵk > 0, amelyre





azaz ahol az fi fÄuggv¶enyek fels}o burkol¶oj¶anak a minimumpontja van. Az










; i = 1; . . . ; n; (5)
ez¶ert a vizsg¶alt fi fÄuggv¶enyek i 6= k-ra a±n (line¶aris plusz konstans) fÄugg-
v¶enyek, hiszen a v¶altoz¶o, wk, csak az n tag¶u Äosszeg sz¶aml¶al¶oj¶aban szerepel.
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Hasonl¶oan, i = k-ra fk(wk) egy hiperbolikus fÄuggv¶eny, mert wk a nevez}oben
szerepel, illetve egyszer a sz¶aml¶al¶oban is, ami ebben a tagban ¶³gy 1-re egy-
szer}usÄodik.




= aiwk + bi; i 6= k (6)








valamilyen c; d > 0, k-t¶ol fÄugg}o konstansokkal. A konstansok egzakt alakja















d = akk: (11)
A kÄovetkez}o ¶all¶³t¶as a fels}o burkol¶o minimumpontj¶anak meghat¶aroz¶as¶ahoz
visz kÄozelebb:
1. ¶All¶³t¶as. A (3) ÄosszefÄugg¶est teljes¶³t}o ŵk-ra
fi(ŵk) = fk(ŵk) (12)
valamilyen i 6= k-ra.
Bizony¶³t¶as. Mivel ai; bi > 0 8i 6= k-ra a (6) k¶epletben, ez¶ert az fi(wk),
i 6= k a±n fÄuggv¶enyek szigor¶uan monoton nÄovekv}ok, ¶³gy a fels}o burkol¶ojuk
is szigor¶uan monoton nÄovekv}o. Hasonl¶oan, mivel c; d > 0 a (7) k¶epletben, ¶es
mert wk > 0, az fk(wk) hiperbolikus fÄuggv¶eny szigor¶uan monoton csÄokken}o.
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Ezek alapj¶an, ¶es mivel az fi(wk); i = 1; . . . ; n fÄuggv¶enyek folytonos, szi-
gor¶uan monoton fÄuggv¶enyek, az fi(wk); i 6= k fÄuggv¶enyek fels}o burkol¶oja ¶es
az fk(wk) egyetlen ŵk pontban metszik egym¶ast. ¶Igy az el}obbi monotonit¶asi
tulajdons¶agok szerint a maxi=1;...;n fi(wk) minimumpontja ebben a metsz¶es-
pontban, ŵk-ban van, ahol maxi 6=k fi(ŵk) = fk(ŵk). Mivel maxi 6=k fi(wk)
v¶eges sok a±n fÄuggv¶eny fels}o burkol¶oja, ez¶ert l¶etezik egy i 6= k, amire
fi(ŵk) = fk(ŵk). 2
Az 1. ¶All¶³t¶asb¶ol kÄovetkezik, hogy elegend}o csak az fk fÄuggv¶eny metsz¶es-
pontjait kisz¶amolni minden fi, i 6= k fÄuggv¶ennyel. Az fk szigor¶uan monoton
csÄokken¶ese miatt, az a ŵk > 0, amelyik eleget tesz a (3) felt¶etelnek, az a
legkisebb wk lesz, amelyik eleget tesz a (12) ÄosszefÄugg¶esnek. A kÄovetkez}o
¶all¶³t¶as a metsz¶espont kisz¶am¶³t¶as¶ara vonatkozik.
2. ¶All¶³t¶as. Az fi(wk) = fk(wk) metsz¶espont wk > 0 helye
wk =
d ¡ bi +
p
(bi ¡ d)2 + 4aic
2ai
:
Bizony¶³t¶as. A (6) ¶es (7) k¶epleteket a (12) ÄosszefÄugg¶esbe helyettes¶³tve a
kÄovetkez}ot kapjuk:







k + (bi ¡ d)wk ¡ c = 0:
A m¶asodfok¶u megold¶ok¶epletet alkalmazva
wk =
d ¡ bi §
p





(bi ¡ d)2 + 4aic > d¡bi csak a +
p
(bi ¡ d)2 + 4aic tagot tartalmaz¶o
k¶eplet ad pozit¶³v megold¶ast. 2
Az eddig le¶³rtak k¶epezik az algoritmus magj¶at. P¶ar tov¶abbi r¶eszleten k¶³-
vÄul, mint a meg¶all¶asi krit¶erium ¶es az indul¶o ¶ert¶ekek, ez m¶ar elegend}o az im-
plement¶aci¶ohoz. Tov¶abbi gyors¶³t¶asi lehet}os¶egeket is kihaszn¶alhatunk, melyek
kÄulÄonÄosen nagym¶eret}u m¶atrixok eset¶en lehetnek jelent}osek. Az eredeti c¶elunk
is az algoritmus nagym¶eret}u m¶atrixokra szab¶asa volt. A kÄovetkez}o gyors¶³t¶asi
lehet}os¶egek kism¶eret}u m¶atrixok eset¶en val¶osz¶³n}uleg val¶oj¶aban lass¶³t¶asok, mi-
vel olyan elemeket tartalmaznak, amelyeknek konstans vagy a m¶erettel lassan
nÄoveked}o a m}uveletig¶enyÄuk. Nagym¶eret}u m¶atrixok eset¶en azonban ezek m¶ar
a fut¶asid}o eleny¶esz}o h¶anyad¶at teszik ki ¶es a haszn¶alatukb¶ol ered}o el}onyÄok
m¶ar Äosszess¶eg¶eben gyors¶³t¶ast eredm¶enyeznek.
FigyeljÄuk meg, hogy nem felt¶etlenÄul szÄuks¶eges az Äosszes metsz¶espontot
kisz¶amolnunk: csak az a±n fÄuggv¶enyek maximum¶anak a hiperbolikus fÄugg-
v¶ennyel vett metsz¶espontj¶ara van szÄuks¶egÄunk. ¶Igy azok az a±n fÄuggv¶e-
nyek, amelyeknek nincs kÄozÄos pontja az a±n fÄuggv¶enyek fels}o burkol¶oj¶aval,
¶erdektelenek. Form¶alisan, ha l¶etezik i 6= k ¶es j 6= k, amelyre ai ¸ aj ¶es
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bi ¸ bj a (6) k¶epletben, valamint a k¶et egyenl}otlens¶eg kÄozÄul legal¶abb az
egyik szigor¶u, akkor fi(wk) > fj(wk) minden wk > 0-ra. ¶Igy fj -nek nem lesz
kÄozÄos pontja maxi 6=k fi(wk)-val, azaz fk-nak az fj -vel vett metsz¶espontj¶at
nem szÄuks¶eges kisz¶amolni.
Szeml¶eletesen ez azt jelenti, hogy ha egy egyenes a pozit¶³v s¶³knegyeden
teljes eg¶esz¶eben egy m¶asik ,,felett" halad, akkor a ,,lejjebb l¶ev}o" egyenest
elhagyhatjuk. Ilyen pontosan akkor kÄovetkezik be, hogy ha k¶et egyenesnek
nincsen a pozit¶³v s¶³knegyedben metsz¶espontja.
Ha a metsz¶espontot minden fi, i 6= k-ra kisz¶amoln¶ank, akkor n ¡ 1
metsz¶espontot kellene kisz¶amolnunk. Ha csak azokra az fi-kre sz¶amoljuk
ki, amelyek nem ¶erdektelenek, akkor potenci¶alisan j¶oval kevesebb, mint n¡1
metsz¶espontot szÄuks¶eges kisz¶amolnunk, amely kÄulÄonbs¶eg f}oleg nagym¶eret}u
m¶atrixok eset¶en lehet l¶atv¶anyos.
T¶erjÄunk most r¶a a meg¶all¶asi krit¶eriumra. A meg¶all¶asi krit¶erium a ¸max
(2) ¶es (1) szerinti minimax ¶es maximin tulajdons¶ag¶at is felhaszn¶alja. Minden
iter¶aci¶o v¶eg¶en, wk meghat¶aroz¶asa ut¶an kisz¶amoljuk az










¶ert¶eket a megfelel}o i-vel, azaz azzal, amelyikre fi-nek az fk-val val¶o metsz¶es-
pontja a legkÄozelebb van 0-hoz. A fenti (13) egyenl}os¶egsorozatban az els}o
egyenl}os¶eg az 1. ¶All¶³t¶as miatt igaz, m¶³g az azt kÄovet}o form¶ak a (12) Äossze-
fÄugg¶es ¶atfogalmaz¶asai (6), (7), illetve (4) alapj¶an. ¶Igy kapjuk a (3) felt¶etelnek





¶ert¶eket ¶es az ahhoz tartoz¶o ŵ0k pontot is hasonl¶oan sz¶amoljuk, tulajdonk¶eppen
a fenti sz¶amol¶asok tÄukÄork¶epeivel. Pontosabban az fk hiperbola Äosszes olyan
fi; i 6= k-val vett metsz¶espontj¶at, azaz az fk(w0k) = fi(w0k) egyenl}os¶egnek
eleget tev}o ¶ert¶eket kisz¶amoljuk, ami minimum ¶ertelemben nem ¶erdektelen,
azaz amire nincs olyan m¶asik egyenes, ami ,,alatta" halad. Ezut¶an ezek
kÄozÄul azt a ŵ0k ¶ert¶eket v¶alasztjuk, ami a legnagyobb, azaz ami a legmesszebb











teljesÄul az aktu¶alis iter¶aci¶oban. Az algoritmus meg¶all, ha (3) ¶es (14) kÄozelebb
vannak egym¶ashoz, mint egy el}ore meghat¶arozott kÄuszÄob¶ert¶ek.
A fentiekb}ol l¶athat¶o, hogy a meg¶all¶asi krit¶erium ellen}orz¶ese az als¶o burkol¶o
maximum¶anak sz¶amol¶asa miatt tÄobbletsz¶am¶³t¶asokat ig¶enyel. Annak ¶erdek¶e-
ben, hogy ezeknek a sz¶am¶³t¶asoknak a sz¶am¶at csÄokkentsÄuk, k¶et f¶azisra bontjuk
az algoritmust. A fenti (14) ¶ert¶eket, azaz az als¶o burkol¶o maximum¶at csak a
m¶asodik f¶azisban sz¶amoljuk. Az els}o f¶azisban csak a (3) ¶ert¶ek¶et, azaz a fels}o
burkol¶o minimum¶at sz¶amoljuk, ¶es azt ellen}orizzÄuk, hogy az el}oz}o iter¶aci¶oban
felvett ¶ert¶ek¶ehez k¶epest tÄobbet v¶altozik-e, mint egy el}ore meghat¶arozott kÄu-
szÄob¶ert¶ek. Ha nem, akkor a m¶asodik f¶azisba l¶epÄunk, ¶es onnant¶ol kezdve m¶ar
a (14) ¶ert¶ek¶et is sz¶amoljuk, ¶es a k¶et ¶ert¶eket egym¶assal hasonl¶³tjuk Äossze. A
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k¶et f¶azisra bont¶asnak kÄoszÄonhet}oen az algoritmus elej¶en¶³gy nem szÄuks¶eges az
als¶o burkol¶o maximum¶anak sz¶amol¶as¶at is elv¶egezni: az els}o f¶azisban csak a
fels}o burkol¶o minimum¶at, a m¶asodik f¶azisban mindk¶et burkol¶o sz¶els}o¶ert¶ek¶et
kisz¶am¶³tjuk.
Tiszt¶az¶asra v¶ar m¶eg a kezd}o¶ert¶ekek k¶erd¶ese. Kezd}o¶ert¶eknek elvileg b¶ar-
mely pozit¶³v s¶ulyvektor megfelel. Ha egyszer}uen akarunk elj¶arni, haszn¶alhat-
juk a w(0)i = 1; i = 1; . . . ; n csupa 1-es kezd}o¶ert¶ekeket. P¶aros Äosszehasonl¶³t¶as
m¶atrixok eset¶en azonban a keresett domin¶ans saj¶atvektor ¶altal¶aban kÄozel
van a logaritmikus legkisebb n¶egyzetek m¶odszere ¶altal adott soronk¶ent vett








Ezt a kezd}o¶ert¶eket ¶altal¶anos pozit¶³v m¶atrixok eset¶en is haszn¶alhatjuk a csupa
egyesekb}ol ¶all¶o kezd}o¶ert¶ek helyett.
SzÄuks¶egÄunk van m¶eg a wi ¶ert¶ekek normaliz¶al¶as¶ara is, hogy ne fordulhas-
sanak el}o t¶ul nagy vagy t¶ul kicsi sz¶amok. A normaliz¶al¶ast tÄobb m¶odon is
meg lehet tenni, p¶eld¶aul a wi ¶ert¶ekek Äosszeg¶et 1-re be¶all¶³tani, vagy ak¶ar a
w1 = 1 m¶odon is. A konkr¶et implement¶aci¶oban ez ut¶obbi normaliz¶al¶as sze-
repel, melynek el}onye, hogy eggyel csÄokkenti a szabad v¶altoz¶ok sz¶am¶at. A
normaliz¶al¶ast minden iter¶aci¶o v¶eg¶en elv¶egezzÄuk.
ÄOsszefoglalva, a teljes algoritmus a kÄovetkez}o l¶ep¶esekb}ol ¶all, ahol a ¢(p)
fels}o index egy fÄuggv¶enyt, v¶altoz¶ot vagy ¶ert¶eket jelÄol a p-edik iter¶aci¶oban.
1. Be¶all¶³tjuk a w
(0)
i ; i = 1; . . . ; n kezd}o¶ert¶ekeket (15) alapj¶an. Legyen az
iter¶aci¶o indexe p = 1, ¶es a f¶azis legyen az els}o f¶azis.
2. Legyen az aktu¶alis v¶altoz¶o indexe k = 1.
3. Az aktu¶alis v¶altoz¶o w
(p)
k , m¶³g a tÄobbi v¶altoz¶o ¶ert¶eke rÄogz¶³tve van a
w
(p)
i ; i = 1; . . . ; k ¡ 1 ¶es w
(p¡1)
i ; i = k + 1; . . . ; n ¶ert¶ekeken.
4. Sz¶amoljuk ki w
(p)
k -t ¶ugy, hogy az Äosszes nem ¶erdektelen f
(p)
i kÄozÄul azt
az ¶ert¶eket v¶alasztjuk, amire f (p)k (w
(p)




k ) a legkisebb.
5. k = k + 1. Ha k < n, t¶erjÄunk vissza a 3. l¶ep¶eshez.




n )¡f (p)n (w(p)n ) <







n ) < T teljesÄul¶es¶et. Itt T az el}ore meghat¶arozott kÄuszÄob¶ert¶ek.
7. Normaliz¶aljunk.
8. Ha a 6. l¶ep¶esben az ellen}orz¶es eredm¶enye igaz, ¶es az els}o f¶azisban va-
gyunk, akkor l¶epjÄunk a m¶asodik f¶azisba ¶es t¶erjÄunk vissza a 2. l¶ep¶eshez.
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Ha az ellen}orz¶es eredm¶enye igaz, ¶es a m¶asodik f¶azisban vagyunk, akkor
menjÄunk a 9. l¶ep¶esre. Ha az ellen}orz¶es eredm¶enye hamis, akkor legyen
p = p + 1 ¶es t¶erjÄunk vissza a 2. l¶ep¶eshez.
9. Eredm¶enyk¶ent adjuk ki a wi; i = 1; . . . ; n ¶ert¶ekeket a domin¶ans saj¶at-
vektor elemeik¶ent ¶es az fk(wk) ¶ert¶eket a domin¶ans saj¶at¶ert¶ekk¶ent.
A fent le¶³rt algoritmus egy ¶uj elj¶ar¶as a domin¶ans saj¶atvektor ¶es saj¶at¶ert¶ek
sz¶am¶³t¶asra, mely nagym¶eret}u m¶atrixokra van szabva ¶es egyszer}us¶eg¶et a cik-
likus koordin¶at¶ak m¶odszere, valamint az aritmetikailag egyszer}u sz¶am¶³t¶asok
adj¶ak.
3 A konvergencia biztos¶³t¶asa
Ha a c¶elfÄuggv¶eny folytonosan di®erenci¶alhat¶o, akkor a ciklikus koordin¶at¶ak
m¶odszere biztosan konverg¶al [12, 252{253. oldal], azonban ebben az esetben
ez nem teljesÄul. B¶ar a numerikus tesztek sor¶an mindannyiszor a val¶odi do-
min¶ans jobb oldali saj¶at¶ert¶ekhez ¶es saj¶atvektorhoz konverg¶alt az elj¶ar¶as, egy
seg¶edfeladat megold¶as¶aval elkerÄulhet}o az, hogy esetlegesen nem a megfelel}o
pontba konverg¶al az algoritmus. Fontos, hogy ezt a seg¶edfeladatot ¶altal¶aban
nem kell megoldanunk, kiz¶ar¶olag akkor, ha ¶ugy t}unik, hogy nem a megfelel}o
helyre konverg¶al az elj¶ar¶as.
A seg¶edfeladat egy line¶aris programoz¶asi feladat form¶aj¶at Äolti. A c¶elunk
az lesz, hogy ellen}orizzÄuk, hogy a domin¶ans saj¶at¶ert¶ek, ¸max nem halad meg
egy ¯x v ¶ert¶eket. A Collatz{Wielandt-formula (1. T¶etel) ¶ertelm¶eben a ¸max








A (16) felt¶etel pontosan akkor teljesÄul, ha
9w > 0 8i-re, hogy (Aw)i
wi
· v: (17)
Ez ut¶obbi ¶atalak¶³that¶o ¶ugy, hogy a wi ¶ert¶ekekkel ¶atszorzunk, ¶³gy minden
i-re egy line¶aris egyenl}otlens¶eget kapunk: (Aw)i · vwi. Arra is szÄuks¶eg
van azonban, hogy az Äosszes v¶altoz¶o, azaz a w = (w1; . . . ; wn)> hat¶arozottan
pozit¶³v legyen. Ez ¶ugy ¶erhet}o el, hogy egy ¶uj t v¶altoz¶ot bevezetve a kÄovetkez}o
line¶aris programoz¶asi feladatot oldjuk meg:
max t (18)
(Aw)i · vwi i = 1; . . . ; n
wi ¸ t i = 1; . . . ; n
Amennyiben a (18) LP feladatnak plusz v¶egtelen az optimum¶ert¶eke, akkor
az ¶eppen azt jelenti, hogy l¶etezik olyan w, amire az Äosszes (Aw)iwi · v (az
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els}o felt¶etelcsoport miatt), valamint az Äosszes wi v¶alaszthat¶o pozit¶³vnak (a
m¶asodik felt¶etelcsoport miatt). Ez ut¶obbi az¶ert igaz, mert ha az Äosszes wi >
0, akkor a felt¶etelek b¶armekkora pozit¶³v konstanssal szorozva is teljesÄulnek,
teh¶at tetsz}olegesen nagy t-n¶el nagyobbak lehetnek. Az els}o felt¶etelcsoporton
pedig a wi-k konstanssal val¶o szorz¶asa nem v¶altoztat. Az, hogy a (18) LP fe-
ladatnak plusz v¶egtelen az optimum¶ert¶eke, ekvivalens azzal, hogy a kÄovetkez}o
LP-nek az optimum¶ert¶eke pozit¶³v:
max t (19)
(Aw)i · vwi i = 1; . . . ; n




Ha (16) nem teljesÄul, akkor pedig a (18) eset¶en az optimum¶ert¶ek nem
pozit¶³v (az, hogy az Äosszes v¶altoz¶o 0, mindig lehets¶eges megold¶as). Ha a (19)
feladatr¶ol besz¶elÄunk, akkor a feladatnak vagy nincsen lehets¶eges megold¶asa,
vagy az optimum¶ert¶ek nem pozit¶³v.
JelÄoljÄuk ¸-val az aktu¶alis domin¶ans saj¶at¶ert¶ekjelÄoltet, ami az el}oz}o feje-
zetben le¶³rtak szerint az aktu¶alis iter¶aci¶oban fk(wk) m¶odon ad¶odik. A fent
le¶³rt (18) vagy (19) LP-kben v = ¸ ¡ T (ahol T az el}ore meghat¶arozott
toleranciakÄuszÄob) v¶alaszt¶assal teh¶at ellen}orizhet}o a
¸max · ¸ ¡ T (20)
felt¶etel. Ha a (20) felt¶etel hamis, akkor T > ¸ ¡ ¸max, azaz a toleranciakÄu-
szÄobn¶el kisebb t¶avols¶agra vagyunk a val¶odi domin¶ans saj¶at¶ert¶ekt}ol, teh¶at az
algoritmust c¶elt ¶ert. Ha azonban a (20) felt¶etel igaz, akkor T · ¸ ¡ ¸max,
teh¶at a toleranciakÄuszÄob kisebb, mint a jelenlegi becsl¶esnek a domin¶ans sa-
j¶at¶ert¶ekt}ol vett t¶avols¶aga, azaz a jelenlegi ¸ nem optim¶alis ¶ert¶ek.
Ha olyan ponthoz konverg¶alna teh¶at az algoritmus, ahol a (2) ¶es az (1)
kifejez¶esek egyenl}os¶ege az adott T toleranciaszint mellett sem teljesÄul (azaz
(2) ¡ (1) nagyobb T -n¶el), akkor ennek a pontnak a kÄornyezet¶eb}ol ¶ugy l¶ep-
hetÄunk ki, hogy megoldjuk a (19) LP-t v = ¸ ¡ T -vel, mely egy ilyen pont-
ban minden esetben (a fentiek alapj¶an) csupa pozit¶³v megold¶ast fog adni,
¶es a megold¶ask¶ent kapott wi, i = 1; . . . ; n ¶ert¶ekekb}ol kiindulva folytatjuk az
elj¶ar¶ast.
Az algoritmus teh¶at ¶ugy m¶odosul, hogy a 2. fejezet v¶eg¶en l¶ev}o pontok-
ban a 6. l¶ep¶est ki kell eg¶esz¶³teni a kÄovetkez}ovel. Ha a m¶asodik f¶azisban





n ) ¡ f (p)n (w(p)n ) < T 0, ¶es a fels}o burkol¶o minimuma





n )¡f (p)n (w0(p)n ) ¸ T , akkor a seg¶ed LP-t lefuttatva az ¶uj wi ¶ert¶ekekb}ol
folytatjuk az algoritmust.
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4 A seg¶ed LP alkalmaz¶asa a Saaty-f¶ele 10%-
os szab¶alyra
A 3. fejezetben bemutatott (18) LP egy tov¶abbi lehets¶eges alkalmaz¶as¶anak
bemutat¶as¶ara kerÄul sor ebben a r¶eszben.
A tÄobbszempont¶u dÄont¶eselm¶eletben igen fontos szerepe van a Saaty [18]
¶altal bevezetett p¶aros Äosszehasonl¶³t¶as m¶atrixoknak. Ezek (p¶eld¶aul) szempon-
tok Äosszehasonl¶³t¶asakor a ,,H¶anyszor fontosabb az i szempont a j szempont-
n¶al?" m¶odon feltett k¶erd¶esekre adott aij v¶alaszokat egy m¶atrixba rendezve
reprezent¶alj¶ak. Az ilyen m¶atrixok reciprok-szimmetrikusak, azaz aij = 1=aji
minden i; j = 1; . . . ; n- re, valamint pozit¶³vak, teh¶at az ebben a tanulm¶anyban
bemutatott algoritmus alkalmazhat¶o r¶ajuk. Az is ismert, hogy a domin¶ans
saj¶at¶ert¶ekre ¸max ¸ n [18].
Egy p¶aros Äosszehasonl¶³t¶as m¶atrixb¶ol egy ¶ugynevezett s¶ulyvektort kell sz¶a-
molni, amely (az el}oz}o p¶eld¶an¶al maradva) megadja a szempontok v¶egs}o fon-
toss¶agi s¶uly¶ert¶ek¶et a dÄont¶esben. A s¶ulyvektor sz¶am¶³t¶as¶ara sz¶amos m¶odszert
alkalmaznak, azonban a legr¶egebbi ¶es az egyik legn¶epszer}ubb a szint¶en Saaty
[18] ¶altal bevezetett saj¶atvektor m¶odszer. Ez a m¶odszer a p¶aros Äosszehason-
l¶³t¶as m¶atrix domin¶ans saj¶at¶ert¶ek¶ehez tartoz¶o jobb oldali saj¶atvektort tekinti
s¶ulyvektornak, teh¶at az algoritmus kÄozvetlenÄul alkalmazhat¶o ennek megold¶a-
s¶ara. Saaty a p¶aros Äosszehasonl¶³t¶as m¶atrixokat eredetileg az Analytic Hier-
archy Process (AHP) [18] r¶eszek¶ent vezette be, ahol a legnagyobb m¶atrixm¶e-
retnek a 9£ 9-et javasolta, az¶ota azonban el}ofordulnak enn¶el sokkal nagyobb
p¶aros Äosszehasonl¶³t¶as m¶atrixok is. KÄulÄonbÄoz}o m¶as alkalmaz¶asok [7, 17] mel-
lett gyakran fordulnak el}o sporttal kapcsolatosan, mind klasszikus kitÄoltÄott
[17, 20], mind nem teljesen kitÄoltÄott m¶atrixok eset¶eben [3, 8]. A nem teljesen
kitÄoltÄott m¶atrixokra javasolt iterat¶³v m¶odszerek pozit¶³v m¶atrixok egy soroza-
t¶an l¶epkednek, ¶es minden m¶atrix eset¶en szÄuks¶eg van a legnagyobb saj¶at¶ert¶ek
meghat¶aroz¶as¶ara [1, 4].
Egy p¶aros Äosszehasonl¶³t¶as m¶atrixot konzisztensnek nevezÄunk, ha a kardi-
n¶alis tranzitivit¶asi tulajdons¶ag teljesÄul r¶a, azaz aikakj = aij minden i; j; k =
1; . . . ; n indexh¶armasra. Ha ez nem teljesÄul, akkor inkonzisztensnek nevezzÄuk.
Az inkonzisztencia nagys¶ag¶at sok kÄulÄonbÄoz}o m¶odon javasolt¶ak m¶erni az iro-
dalomban [5, 6], azonban a saj¶atvektor m¶odszerhez szorosan kapcsol¶od¶o, emi-
att szint¶en az egyik legr¶egebbi ¶es legn¶epszer}ubb a CR (Consistency Ratio)




n ¡ 1 :
A kÄovetkez}o l¶ep¶esben az RI (Random Index) ¶ert¶ekkel kell ezt elosztani, amely
v¶eletlen-gener¶alt n£n-es p¶aros Äosszehasonl¶³t¶as m¶atrixokra sz¶am¶³tott ¶atlagos
CI ¶ert¶ek. Ez n-t}ol fÄugg, viszont minden n-re egy egyszer}u val¶os sz¶am, ame-
lyek t¶abl¶azatba foglalhat¶oak [21, Table 1].
Saaty [18] javaslata alapj¶an azok a p¶aros Äosszehasonl¶³t¶as m¶atrixok te-
kinthet}oek elfogadhat¶o inkonzisztenci¶aj¶unak, amelyekre CR · 0;1. Ez a
szab¶aly az ¶ugynevezett 10%-os szab¶aly, amelynek ellen}orz¶es¶ehez teh¶at a ¸max
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RI(n ¡ 1) · 0; 1:
Ez ¶atrendezve a kÄovetkez}o ÄosszefÄugg¶est adja:
¸max · 0;1RI(n ¡ 1) + n:
Teh¶at a (18) LP-t v = 0;1RI(n ¡ 1) + n v¶alaszt¶assal megoldva kapjuk az el-
len}orz¶est arra vonatkoz¶oan, hogy a m¶atrix eleget tesz-e a 10%-os szab¶alynak.
5 Teszteredm¶enyek
Ebben a fejezetben az algoritmus fut¶asi eredm¶enyeit hasonl¶³tjuk Äossze a hat-
v¶any m¶odszer¶evel. Fontos megjegyezni, hogy a 3. fejezetben bemutatott seg¶ed
LP-t sohasem kellett t¶enylegesen lefuttatni, az algoritmus minden esetben
konverg¶alt. ¶Igy egyr¶eszt a seg¶ed LP semmilyen form¶aban nem lass¶³totta az
algoritmus fut¶as¶at, m¶asr¶eszt a tesztek nagy sz¶ama miatt igen val¶osz¶³n}u, hogy
az algoritmus minden esetben konverg¶al, ¶³gy az LP csup¶an elm¶eleti jelent}o-
s¶eggel b¶³r.
H¶arom m¶atrixt¶³puson teszteltÄunk. Az els}o csoport a ,,pozit¶³v m¶atrixok",
ezeknek minden eleme v¶eletlen eg¶esz sz¶am 1 ¶es 9 kÄozÄott. A m¶asodik csoport a
,,v¶eletlen p¶aros Äosszehasonl¶³t¶as m¶atrixok". P¶aros Äosszehasonl¶³t¶as m¶atrixokr¶ol
(angolul Pairwise Comparison Matrix, rÄoviden PCM) volt m¶ar sz¶o a 4. fe-
jezetben. Ezek reciprok-szimmetrikus pozit¶³v m¶atrixok, azaz aij = 1=aji
minden i; j = 1; . . . ; n-re (kÄovetkez¶esk¶epp aii = 1 minden i = 1; . . . ; n-re). A
,,v¶eletlen p¶aros Äosszehasonl¶³t¶as m¶atrixok" elemeit a Saaty [18] ¶altal javasolt
m¶odon az 1; . . . ; 9 ¶es reciprokaik kÄozÄul v¶alasztjuk v¶eletlenszer}uen (a konkr¶et
implement¶aci¶oban el}oszÄor minden fels}o h¶aromszÄogbeli elem eset¶en egy 1 ¶es 9
kÄozÄotti eg¶eszet gener¶alunk, majd 1=2 es¶ellyel a reciprok¶at vesszÄuk). A harma-
dik t¶³pus az ,,ordin¶alisan rendezett p¶aros Äosszehasonl¶³t¶as m¶atrix", ami olyan,
mint az el}oz}o, de a f}o¶atl¶o feletti Äosszes elem ¸ 1 (¶³gy a f}o¶atl¶o alatti Äosszes
elem, a fentiek reciprokai l¶ev¶en · 1). Ez annak felel meg dÄont¶eselm¶eleti szem-
pontb¶ol, mintha az Äosszehasonl¶³tand¶o elemek ordin¶alisan csÄokken}o sorrendbe
lenn¶enek rendezve. Ezek gener¶al¶asa ¶ugy tÄort¶ent, hogy a fels}o h¶aromszÄogben
1 ¶es 9 kÄozÄott gener¶altunk egy v¶eletlen eg¶esz sz¶amot.
A toleranciakÄuszÄob 10¡6, az indul¶o¶ert¶ekek pedig a 2. fejezetben le¶³rtak
alapj¶an, (15) szerint a sorok m¶ertani kÄozepei voltak.
Az 1. t¶abl¶azat a kÄulÄonbÄoz}o m¶atrixok eset¶en az ¶atlagos iter¶aci¶osz¶amokat
tartalmazza. Az n a m¶atrix m¶eret¶et jelÄoli. A t¶³pus a fenti h¶arom t¶³pus va-
lamelyike, ahol a ,,PM" a ,,pozit¶³v m¶atrix"-ot jelÄoli, a ,,PCM" a ,,v¶eletlen
p¶aros Äosszehasonl¶³t¶as m¶atrix"-ot, az ,,OPCM" pedig az ordin¶alisan rendezett
p¶aros Äosszehasonl¶³t¶as m¶atrixot jelÄoli. Az ,,Els}o f¶azis", ,,M¶asodik f¶azis" ¶es
,,Iter¶aci¶osz¶am" az algoritmus ¶atlagos iter¶aci¶osz¶am¶at jelÄoli rendre az els}o ¶es
m¶asodik f¶azisban, illetve a teljes iter¶aci¶osz¶amot (ami az el}oz}o kett}o Äosszege).
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A ,,Hatv¶any m." a hatv¶any m¶odszer ¶atlagos iter¶aci¶osz¶am¶at jelÄoli. A tesztek
minden m¶eretre 1000 v¶eletlen m¶atrixon lettek futtatva, kiv¶eve n = 500 eset¶en,
ahol 100-on (pozit¶³v m¶atrixokn¶al m¶eg n¶eh¶anyat ki kellett venni a mint¶ab¶ol,
mivel egyik algoritmus sem futott le az el}ozetesen meghat¶arozott maxim¶alisan
200 iter¶aci¶o alatt).
n T¶³pus Els}o f¶azis M¶asodik f¶azis Iter¶aci¶osz¶am Hatv¶any m.
10 PM 7,079 1,332 8,411 8,265
20 PM 7,736 1,814 9,550 7,212
50 PM 8,115 2,496 10,611 6,049
100 PM 8,106 2,972 11,078 5,518
200 PM 8,075 3,468 11,543 4,911
500 PM 7,943 4,011 11,954 4,523
10 PCM 17,852 5,559 23,411 20,225
20 PCM 18,950 6,948 25,898 14,498
50 PCM 19,287 8,977 28,264 10,409
100 PCM 19,150 10,286 29,436 8,690
200 PCM 18,988 11,365 30,353 7,828
500 PCM 18,440 12,800 31,240 6,090
10 OPCM 4,679 6,863 11,542 19,518
20 OPCM 5,983 6,084 12,067 19,123
50 OPCM 6,845 6,278 13,123 19,205
100 OPCM 7,369 6,401 13,770 19,582
200 OPCM 7,423 7,039 14,462 19,993
500 OPCM 7,650 7,340 14,990 20,000
1. t¶abl¶azat. ¶Atlagos iter¶aci¶osz¶amok Äosszehasonl¶³t¶asa
Az eredm¶enyekb}ol l¶atszik, hogy ¶altal¶anos pozit¶³v, ¶es ¶altal¶anos v¶eletlen
p¶aros Äosszehasonl¶³t¶as m¶atrixokon, ahol a hatv¶any m¶odszer igen kev¶es iter¶a-
ci¶oval v¶egez, az itt bemutatott algoritmus hat¶arozottan lassabb. Azonban az
ordin¶alisan rendezett p¶aros Äosszehasonl¶³t¶as m¶atrixok eset¶en a javasolt algo-
ritmus jelent}osen kevesebb iter¶aci¶ot felhaszn¶alva ¶eri el az optimumot.
6 ÄOsszefoglal¶as
A fentiek alapj¶an teh¶at egy olyan ¶uj algoritmust adtunk pozit¶³v m¶atrixok
domin¶ans saj¶at¶ert¶ek¶enek ¶es saj¶atvektor¶anak sz¶am¶³t¶as¶ara, amely kifejezetten
nagym¶eret}u m¶atrixokra van szabva. A vizsg¶alt h¶arom esetb}ol kett}oben (¶al-
tal¶anos pozit¶³v v¶eletlen m¶atrixok ¶es v¶eletlen p¶aros Äosszehasonl¶³t¶as m¶atrixok)
az algoritmus tÄobb iter¶aci¶ot ig¶enyelt, mint a hatv¶any m¶odszer, azonban or-
din¶alisan rendezett p¶aros Äosszehasonl¶³t¶as m¶atrixok eset¶en kevesebbet.
Ez ut¶obbi eredm¶eny alapj¶an tov¶abbi vizsg¶alatok t¶argy¶at azon esetek k¶e-
pezhetik, ahol szint¶en kevesebb iter¶aci¶o ig¶enybev¶etel¶evel fut le az algoritmus,
mint a hatv¶any m¶odszer. Tov¶abb¶a a konvergencia form¶alis bizony¶³t¶asa hasz-
nos tov¶abbl¶ep¶esnek bizonyulhat, ami alapj¶an ezek az esetek is kÄonnyebben
felder¶³thet}oek.
Az algoritmus kiterjeszthet}o tov¶abb¶a nemnegat¶³v irreducibilis m¶atrixokra
is. Egy m¶asik kiterjeszt¶esi lehet}os¶eg az ¶ugy nevezett nem teljesen kitÄoltÄott
p¶aros Äosszehasonl¶³t¶as m¶atrixok [9] esete, amikor mag¶aban a m¶atrixban is van-
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nak hi¶anyz¶o elemek, ¶es a minim¶alis domin¶ans saj¶at¶ert¶ek}u kitÄolt¶eshez tartoz¶o
saj¶atvektort keressÄuk [4, 19].
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COMPUTING THE DOMINANT EIGENVECTOR OF POSITIVE MATRICES
BY THE METHOD OF CYCLIC COORDINATES
Computing the dominant (or principle, or Perron-) eigenvalue and eigenvector of
positive matrices is an important task in many applications. For small matrices
they can be determined fast, however it could be slow in case of large matrices. A
new algorithm is presented, which is based on the method of cyclic coordinates, and
is intended for application on large matrices. The standard method for computing
the dominant eigenvector of diagonalizable matrices is the power method [10, pages
105{110.]. In the case of nonnegative matrices, irreducibility, which is always true
for strictly positive matrices, is a su±cient condition for the applicability of the
power method. Let ¸max = ¸max(A) be the dominant eigenvalue, and w
¤ the
corresponding dominant right eigenvector, thus Aw¤ = ¸maxw¤. The Collatz{
Wielandt theorem [14, pages 666 and 673] states, that if A ¸ 0 is an irreducible
n £ n matrix, then ¸max > 0 and there is a unique corresponding eigenvector (up















From now A > 0 is assumed. Note that every positive matrix is irreducible. The
variables in the algorithm are the elements of the dominant eigenvector (denoted
by w¤): w¤1 ; . . . ; w
¤
n. Their current values are denoted by w = (w1; . . . ; wn)
>. The
algorithm uses the method of cyclic coordinates [12], where only one variable is
actually changing at a time, while the rest are ¯xed on their values calculated in
the previous step. When the optimum for the current variable is found, the variable
that changes shifts to the next one cyclically. Let the index of the variable actually
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changing be k. Thus in every step the variable will be wk. Considering (2), in













ai1w1 + . . . + aikwk + . . . + ainwn
wi
; i = 1; . . . ; n: (4)
Therefore in every step we are looking for the new value ŵk > 0 of wk, for which
ŵk = argminwk maxi=1;...;n fi(wk), in other words, the minimum point of the max-
imum of the fi functions. The fi(ŵk) function value will be the approximation
(upper bound) of ¸max. Considering (4), the fi for i 6= k are a±n (linear plus con-
stant) functions, while fk(wk) is a hyperbolic function. It also holds, that for the
value ŵk, which satis¯es (3), fi(ŵk) = fk(ŵk) for some i 6= k. Thus it is su±cient
to calculate the intersection points of fk with all fi, i 6= k. Because fk is strictly
monotonically decreasing, the ŵk > 0, which satis¯es (3), will be the smallest wk
which satis¯es fi(ŵk) = fk(ŵk). The intersection points can be calculated using
the quadratic formula.
The above is enough for implementation. However, there are some modi¯cations
to speed up the process. As we need only the intersection point of the maximum of
the fi functions with fk, those fi can be disregarded which have no common points
with the maximum function. Because fi, i 6= k are linear, if one has a `starting
point' (its value at 0) below another one, which also has a higher slope, then the
lower function can be ignored. The stopping criterion holds, when the minimum
point of the maximum function (corresponding to (2)) is closer than a T tolerance
threshold to the maximum point of the minimum function (corresponding to (1).
The latter also has to be calculated though. Thus a further modi¯cation for speed
up is to divide the algorithm into two phases. In the ¯rst phase, only the minimum
point of the maximum function is calculated in each step. If this doesn't change
much, we start the second phase and start calculating the maximum point of the
minimum function only in this phase. The starting values could be any positive
values (e.g. all ones), however the geometric means of each row are proposed for
this, because in the case of pairwise comparison matrices [18], these values are
typically close to the values of the dominant right eigenvector [11]. This is also a
more sophisticated starting value in the general case as opposed to all ones. There
is a normalization needed in each step as well. One possibility is to set the sum of
the elements of the eigenvector to 1. Another one is to set the ¯rst element as 1.
In the implementation the second one was chosen.
As the objective function is not continuously di®erentiable, the convergence
of the cyclic coordinates method is not trivial. Thus, an LP is suggested to get
around those instances where the algorithm would possibly not converge to the
correct eigenvalue. The LP can be written as
max t
(Aw)i · vwi i = 1; . . . ; n





with v = ¸¡ T , where ¸ is the current approximation of the dominant eigenvalue.
If the algorithm converges somewhere wrong (which can be checked similarly to the
stopping criterion), it solves the LP and continues from the solutions wi. The LP
can also be used to check if a pairwise comparison matrix is below the 10% CR
inconsistency threshold [18].
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The LP was never needed to be run in any of the tests, the algorithm always
converged, which suggests it actually converges in every case. There were three
classes of matrices inspected in the tests. First, positive matrices (PM), which had
their values randomly generated as an integer between 1 and 9 for every entry.
Second, pairwise comparison matrices (PCM, which are reciprocally symmetric
matrices), which had their entries in the upper triangle randomly generated as an
integer between 1 and 9, and taking its reciprocal with 50% chance. The diagonal
is all ones, and the lower triangle takes the reciprocal of the opposite entry in the
upper triangle. Third, `ordinally consistent' pairwise comparison matrices (OPCM),
which are the same as PCMs, but there is no chance to take the reciprocal in the
upper triangle, thus, their entries in the upper triangle are all above 1, and the
entries in the lower triangle are all below 1. The test results show, that in the
case of positive and PCM matrices the power method uses much fewer iterations.
However, in the case of the ordinally consistent pairwise comparison matrices, the
power method uses signi¯cantly more iterations than the proposed algorithm.
