While machine learning tools have been rapidly advancing, the majority of neural decoding approaches still use last century's methods. Improving the performance of neural decoding algorithms allows us to better understand what information is contained in the brain, and can help advance engineering applications such as brain machine interfaces. Here, we apply modern machine learning techniques, including neural networks and gradient boosting, to decode from spiking activity in 1) motor cortex, 2) somatosensory cortex, and 3) hippocampus. We compare the predictive ability of these modern methods with traditional decoding methods such as Wiener and Kalman filters. Modern methods, in particular neural networks and ensembles, significantly outperformed the traditional approaches. For instance, for all of the three brain areas, an LSTM decoder explained over 40% of the unexplained variance from a Wiener filter. These results suggest that modern machine learning techniques should become the standard methodology for neural decoding. We provide code to facilitate wider implementation of these methods. Introduction:
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Introduction:
Decoding is a critical tool for understanding how neural signals relate to the outside world. It can be used to determine how much information the brain contains about an external variable (e.g. sensation or movement) [1--3] , and how this information differs across brain areas [4--6] , experimental conditions [7, 8] , disease states [9] , and more. It is also useful in engineering contexts, such as for brain machine interfaces (BMIs), where signals from motor cortex are used to control computer cursors [10] , robotic arms [11] , and muscles [12] . Decoding is a central tool for neural data analysis. Because decoding is simply a regression or classification problem, many methods can be used for neural decoding. Despite the many recent advances in machine learning techniques, it is still very common to use traditional methods such as linear regression. Using modern machine learning tools for neural decoding would likely significantly boost performance, and might allow deeper insights into neural function. Here, we compare many different machine learning methods to decode information from neural spiking activity. We predict movement velocities from macaque motor cortex and sensorimotor cortex, and locations in space from rat hippocampus. In all brain regions, modern methods, in particular neural networks and ensembles, led to the highest accuracy decoding, even for limited amounts of data. We provide code so that others can easily use all the decoding methods we tested.
Methods:
Tasks and brain regions: Decoding movement velocity from the motor cortex and somatosensory cortex: In our "random--target" experiment [8] , monkeys moved a planar manipulandum that controlled a cursor on the screen (Fig. 1a) . The monkeys continuously reached to new targets that were presented with a brief hold period between reaches. After training, the monkeys were surgically implanted with 96--channel Utah electrode arrays (Blackrock Microsystems, Salt Lake City, UT) to record the extracellular activity of cortical neurons. In one experiment [8] , we recorded from both primary motor cortex (M1) and dorsal premotor cortex (PMd) and combined neurons from both areas. In another experiment we recorded from area 2 of primary somatosensory cortex (S1) [13] . From both brain regions, we aimed to predict the x and y components of movement velocity. The recording from motor cortex was 21 minutes, and contained 164 neurons. The mean and median firing rates, respectively, were 6.7 and 3.4 spikes / sec. The recording from S1 was 51 minutes, and contained 52 neurons. The mean and median firing rates, respectively, were 9.3 and 6.3 spikes / sec. Decoding position from the hippocampus: We used a dataset from CRCNS, in which rats chased rewards on a square platform (Fig. 1b) [14, 15] . Extracellular recordings were made from layer CA1 of dorsal hippocampus (HC). We aimed to predict the x and y position of the rat. The recording from HC was 93 minutes, and contained 58 neurons. We excluded neurons with fewer than 100 spikes over the duration of the experiment, resulting in 46 neurons. These neurons had mean and median firing rates, respectively, of 1.7 and 0.2 spikes / sec.
General Decoding methods:
Decoding movement velocity from the motor cortex and somatosensory cortex: We predicted the average velocity (x and y components) in 50 ms bins. Neural spike trains used for decoding were also put into 50 ms bins. In motor cortex, we used 700 ms of neural activity (13 bins before and the concurrent bin) to predict the current movement velocities, as the primary interest is in investigating how motor cortex causally affects movement. In somatosensory cortex, we used 650 ms surrounding the movement (6 bins before, the concurrent bin, and 6 bins after), as neural activity has been shown both preceding and following movements [16] . Decoding position from the hippocampus: We aimed to predict the position (x and y coordinates) of the rat in 200 ms bins. Neural spike trains used for decoding were also put into 200 ms bins. We used 2 seconds of surrounding neural activity (4 bins before, the concurrent bin, and 5 bins after) to predict the current position. Scoring Metric: To determine the goodness of fit, we used (Fig. 3) , we used 10 fold cross--validation. For each fold, we split the data into a training set (80% of data), a contiguous validation set (10% of data), and a contiguous testing set (10% of data). For each fold, decoders were trained to minimize the mean squared error between the predicted and true velocities/positions of the training data. We found the algorithm hyperparameters that led to the highest R 2 on the validation set using Bayesian optimization [18] . That is, we fit many models on the training set with different hyperparameters and calculated the R 2 on the validation set. Then, using the hyperparameters that led to the highest validation set R 2 , we calculated the R 2 value on the testing set. Error bars on the test set R 2 values were computed across cross--validation folds.
Bootstrapping:
When determining how performance scaled as function of data size (Fig.  5 ), we used a single test set and validation set, and varying amounts of training data that directly preceded the validation set. The test and validation sets were 5 minutes long for motor and somatosensory cortices, and 7.5 minutes for hippocampus. To get error bars, we resampled from the test set. Because of the high correlation between temporally adjacent samples, we didn't resample randomly from all examples (which would create highly correlated resamples). Instead, we separated the test set into 20 temporally distinct subsets, S1--S20 (i.e., S1 is from t=1 to t=T/20, S2 is from t=T/20 to t=2T/20, etc., where T is the end time), that were more nearly independent of each other. We then resampled combinations of these 20 subsets (e.g. S5, S13, … S2) 1000 times to get confidence intervals of R 2 values. Preprocessing: The training input was normalized (z--scored). The training output was zero--centered (mean subtracted), except in support vector regression, where the output was z--scored. The validation/testing inputs and outputs were preprocessed using the preprocessing parameters from the training set. Specific Decoders: Kalman Filter: In the Kalman filter, the hidden state at time t is a linear function of the hidden state at time t--1, plus a matrix characterizing the uncertainty. The observation (measurement) at time t is a linear function of the hidden state at time t (plus noise). At every time point, to update the estimated hidden state, the updates derived from the current measurement and the previous hidden states are combined. During this combination, the noise matrices give a higher weight to the less uncertain information. We used a Kalman filter similar to that implemented in [19] . In the Kalman filter, the measurement was the neural spike trains, and the hidden state was the kinematics (x and y components of position, velocity, and acceleration). We had one hyperparameter which differed from the implementation in [19] . This parameter determined the noise matrix associated with the transition in kinematic states (Q in [19] ). We divided the empirical noise matrix of training data (used in [19] ) by the hyperparameter scalar C. The rationale for this addition is that neurons have temporal correlations, which make it desirable to have a parameter that allows changing the weight of the new neural evidence. Interestingly, the introduction of this parameter made a big difference for the hippocampus dataset (Fig. S1 ). We also allowed for a lag between the neural data and predicted kinematics. The lag and hyperparameter were determined based on validation set performance. Wiener Filter: The Wiener filter uses multiple linear regression to predict the output from multiple time bins of every neurons' spikes. That is, the output is assumed to be a linear mapping of the number of spikes in the relevant time bins from every neuron (Fig. 1c,d) . Here, separate models were used to predict the x and y components of the kinematics. Wiener Cascade: The Wiener cascade (also known as a linear nonlinear model) fits a linear regression (the Wiener filter) followed by a fitted static nonlinearity (e.g. [20] ). This allows for a nonlinear relationship between the input and the output, and assumes that this nonlinearity is purely a function of the linear output. Here, as in the Wiener Filter, the input was neurons' spike rates over relevant time bins. The nonlinear component was a polynomial with degree determined on the validation set. Separate models were used to predict the x and y components of the kinematics. Support Vector Regression: In support vector machine regression (SVR) [21] , the inputs are projected into a higher dimensional space using a nonlinear kernel, and then linearly mapped from this space to the output to minimize an objective function [21] . Here, we used standard support vector regression (SVR) with a radial basis function kernel to predict the kinematics from the neurons' spike rates in each bin. We set hyperparameters for the penalty of the error term and the maximum number of iterations. Separate models were used to predict the x and y components of the kinematics. XGBoost: XGBoost (Extreme Gradient Boosting) [22] is an implementation of gradient boosted trees. For the regression problem, gradient boosting fits many regression trees. Each subsequent regression tree is fit to the residuals of the previous fit. Regression trees create nonlinear mappings from the input to output. Here, we used the XGBoost to predict the kinematics from the neurons' spike rates in each bin. We set hyperparameters for the maximum depth of the tree, number of trees, and learning rate. Separate models were used to predict the x and y components of the kinematics. Feedforward Neural Network: A feedforward neural net connects the inputs to sequential layers of hidden units via linear mappings followed by output nonlinearities. This can allow for mapping complex nonlinear functions from input to output. Here, using the Keras library [23], we created a fully connected (dense) feedforward neural network with 2 hidden layers and rectified linear unit activations after each hidden layer. We required the number of hidden units in each layer to be the same. We set hyperparameters for the number of hidden units in the layers, amount of dropout [24] , and number of training epochs. We used the Adam algorithm [25] as the optimization routine. This neural network, and all neural networks below had 2 output units. That is, the same network predicted the x and y components rather than there being 2 separate networks. The input was still the number of spikes in each bin from every neuron. Note that we refer to feedforward neural networks as a "modern" technique, despite their having been around for many decades, due to their current resurgence and the modern methods for training the networks. Simple RNN: In a standard recurrent neural network (RNN), the hidden state is a linear combination of the inputs and the previous hidden state. This hidden state is then run through an output nonlinearity, and linearly mapped to the output. RNNs, unlike feedforward neural networks, allow temporal changes in the system to be modeled explicitly. Here, using the Keras library [23], we created a neural network architecture where the spiking input from all neurons was fed into a standard recurrent neural network (Fig. 1e) . The units from this recurrent layer were fed through a rectified linear unit nonlinearities, and fully connected to an output layer with 2 units (x and y velocity or position components). We set hyperparameters for the number of units, amount of dropout, and number of training epochs. We used RMSprop [26] as the optimization routine. Gated Recurrent Unit: Gated recurrent units (GRUs) [27] are a more complex type of recurrent neural network. It has gated units, which in practice allow for better learning of long--term dependencies. For implementation, all methods were the same as for the "Simple RNN", except Gated Recurrent Units were used rather than a traditional RNN. Long Short Term Memory Network: Like the GRU, the long short term memory (LSTM) network [28] is a more complex recurrent neural network with gated units that allow long--term dependencies to be captured better. The LSTM has more parameters than the GRU. For implementation, all methods were the same as for the "Simple RNN", except LSTMs were used. Ensemble: Ensemble methods combine the predictions from several other methods, and thus have the potential to leverage the different benefits of the methods contained within the ensemble. Here, using the predictions from all decoders except the Kalman filter (which had a different format) as inputs, we predicted the outputs using the feedforward neural network described above. Code: Python code for all methods is available at https://github.com/KordingLab/Neural_Decoding In the task for decoding from motor and somatosensory cortices, monkeys moved a planar manipulandum that controlled a cursor on the screen. The monkeys continuously reached to new targets that were presented, with a brief hold period between reaches [8] . b) In the task for decoding from hippocampus, rats chased rewards on a square platform. c) To decode (predict) the output in a given time bin, we used the firing rates of all N neurons in B time bins. In this schematic, N=4 and B=3 (one bin preceding the output, one concurrent bin, and one following bin). In our data, we predicted two outputs from each brain region (x and y components of velocity from motor and somatosensory cortex, and x and y components of position from hippocampus). For each region, the number of neurons and time bins used for decoding are described in Methods. Also, note that this schematic does not apply for the Kalman Filter decoder. d) For the non--recurrent decoders (Wiener Filter, Wiener Cascade, Support Vector Regression, XGBoost, and Feedforward Neural Network), this is a standard machine learning regression problem where N x B features (the firing rates of each neuron in each relevant time bin) is used to predict the output. e) For the recurrent decoders (simple recurrent neural network, GRUs, LSTMs), to predict an output, we used N features, with temporal connections across B bins. A schematic of a recurrent neural network predicting a single output is on the right.
Results
We investigated how the choice of machine learning technique affects decoding performance (Fig. 1 ) using a plethora of common machine learning methods. These ranged from historical linear techniques (e.g., the Wiener filter) to modern machine learning techniques (e.g., neural networks and ensembles of techniques). We tested the performance of all these techniques across datasets from motor cortex, somatosensory cortex, and hippocampus. We aimed to understand the performance of the methods when fit to neural data. First, in order to get a qualitative impression of the performance, we plotted the output of each decoding method for each of the three datasets (Fig. 2) . In these examples, the modern methods, such as the LSTM and ensemble, appeared to outperform traditional methods, such as the Wiener and Kalman filters, as the predictions were slightly closer to the true output. Next, we quantitatively compared the methods. In all three brain areas, modern machine learning methods outperformed traditional decoding methods (Fig. 3) . In particular, neural networks and the ensemble led to the best performance, while the Wiener or Kalman Filter led to the worst performance. In fact, the LSTM decoder explained over 40% of the unexplained variance from a Wiener filter (R 2 's of 0.88, 0.86, 0.62 vs. 0.78, 0.75, 0.35). Additionally, the feedforward neural network did almost as well as the LSTM in all brain areas. Across cases, the ensemble method added a reliable, but small increase to the explained variance. Modern machine learning methods led to significant increases in predictive power.
While modern machine learning methods yielded the best performance on our full datasets, it is possible, because of their greater complexity, that they would not work well with less data. Thus, we tested the feedforward neural network and LSTM (two modern methods that worked particularly well), along with the Wiener and Kalman filters, on varying amounts of data. Even with limited data, the modern methods worked very well. With only 2 minutes of training data for motor and somatosensory cortices, and 15 minutes of hippocampus data, both modern methods outperformed both traditional methods (Fig. 4,5) . When decreasing the amount of training data further, to only 1 minute for motor and somatosensory cortices and 7.5 minutes for hippocampus data, the Kalman filter sometimes performed comparably to the modern methods. Still, the modern methods significantly outperformed the Wiener Filter (Fig.  5) . Thus, even for limited data, modern machine learning methods can yield significant gains in decoding performance. 
Discussion:
Here we tested the performance of a large number of decoding techniques on three different neural decoding problems. We found that, across datasets, neural networks outperformed traditional methods. An ensemble method provided only minor additional predictive power. The strong performance of neural networks even persisted for small datasets with as little as one minute of training data. We find it particularly interesting that the neural network methods worked so well with limited data, which is counter to the common perception. We believe the explanation is simply the size of networks. For instance, our networks have on the order of 100 thousand parameters, while common networks for image classification (e.g. [29] ) can have on the order of 100 million parameters. Thus, the reasonable size of our networks (hundreds of hidden units) likely allowed for excellent prediction with limited data [30] . It is also intriguing that the feedforward neural network did almost as well as the LSTM and better than the standard RNN, considering the recent attention to treating the brain as a dynamical system [31] . For the motor and somatosensory cortex decoding, it is possible that the highly trained monkeys yielded a stereotyped temporal relationship between neural activity and movement that a feedforward neural network could effectively capture. It would be interesting to compare the performance of feedforward and recurrent neural networks on less constrained behavior. In order to find the best hyperparameters for the decoding algorithms, we used a Bayesian optimization routine [18] to search the hyperparameter space (see Methods). Still, it is possible that some of the decoding algorithms did not use the optimal hyperparameters, which could have lowered overall accuracy. Moreover, for several methods we did not fit all available hyperparameters. We did this in order to simplify the use of these methods, in order to decrease computational runtime during hyperparameter optimization, and because adding additional hyperparameters did not appear to improve accuracy. For example, for the neural nets we used dropout but not L1 or L2 regularization, and for XGBoost we used less than half the available hyperparameters for avoiding overfitting. While our preliminary testing with additional hyperparameters did not appear to significantly change the results, it is possible that we have not achieved optimal performance of our methods. While we have tested standard algorithms on three different datasets, it is possible that the relative performance of algorithms differs on other datasets. However, many datasets in neuroscience share basic properties with those we used. Most are similar in length (tens of minutes to a couple hours), simply because the length of a recording session is usually limited by both the patience of the animal and the experimentalist. Moreover, most variables of interest have similar relevant timescales, where movement, speech, vision, and many other phenomena unfold on a timescale of hundreds of milliseconds to seconds. We thus expect that similar results would be obtained for other spiking datasets. We have decoded from spiking data, but it is possible that the problem of decoding from other data modalities is different. One main driver of a difference may be the distinct levels of noise. For example, fMRI signals have far higher noise levels than spikes. As the noise level goes up, linear techniques become more appropriate, which may ultimately lead to a situation where the traditional linear techniques become superior. Applying the same analyses we did here across different data modalities is an important next step. All our decoding was done "offline," meaning that the decoding occurred after the recording, and was not part of a control loop. This type of decoding is useful for determining how information in a particular brain area relates to an external variable. However, for engineering applications such as BMIs [32, 33] , the goal is to decode information (e.g., predict movements) in real time. Our results here may not apply as directly to online decoding situations, since the subject is ultimately able to adapt to imperfections in the decoder. In that case, even relatively large decoder performance differences may be irrelevant. An additional challenge for online applications is computational runtime, which we have not addressed here. In the future, it would be valuable to test modern machine learning techniques for decoding in online applications (as in [34] ). While modern machine learning methods provide an increase in decoding accuracy, it is important to be careful with the scientific interpretation of decoding results. Decoding can tell us how much information a neural population has about a variable X. However, high decoding accuracy does not mean that a brain area is directly involved in processing X, or that X is the purpose of the brain area. For example, with a powerful decoder, it could be possible to accurately classify images based on recordings from the retina, since the retina has information about all visual space. However, this does not mean that the primary purpose of the retina is image classification. Moreover, even if the neural signal comes before the external variable, it does not mean that it is causally involved. For example, information could be in somatosensory cortex prior to movement due to an efference copy from M1. Thus, researchers should constrain interpretations to being about the information in neural populations, and how it may vary across brain regions, experimental conditions, or time intervals. We decoded continuous valued variables. The same methods can be used for classification tasks, which often use classic decoders such as logistic regression and support vector machines. While here we have not demonstrated the benefit of modern machine learning methods for classification, our available code can easily be modified to allow users to do classification. Neural engineering has a history of developing specialized algorithms meant to increase the performance of decoders [35--37] . However, these algorithms are not typically tested against state of the art machine learning algorithms. Along with this manuscript, we have released a package to do neural decoding using all the described methods, making it is easy to compare with any new algorithm. Our hunch is that it will be hard for specialized algorithms to compete with the standard algorithms developed by a massive community in machine learning.
