Abstract. We consider a discrete-time, continuous-state random walk with steps uniformly distributed in a disk of radius of h. For a simply connected domain D in the plane, let ω h (0, ·; D) be the discrete harmonic measure at 0 ∈ D associated with this random walk, and ω(0, ·; D) be the (continuous) harmonic measure at 0. For domains D with analytic boundary, we prove there is a bounded continuous function σ D (z) on ∂D such that for functions g which are in C 2+α (∂D) for some α > 0
Introduction
Let D be a simply connected domain in the complex plane with z ∈ D. Suppose B z t is a complex Brownian motion started at z, and τ D := inf{t ≥ 0 : B z t / ∈ D} is the first exit time. The (continuous) harmonic measure at z is the probability measure on ∂D, ω(z, ·; D), defined by ω(z, Γ; D) = P (B
where Γ ⊆ ∂D. See [7] for more information about continuous harmonic measure.
We place a square lattice with mesh size h > 0 on D. SupposeS z h n is a simple random walk in hZ 2 started at z h where z h is a closest lattice point to z, and T D := inf{n ≥ 0 :S z h n / ∈ D} is the first exit time. Then the discrete harmonic measure at z h is the probability measure on ∂D, ω h (z h , ·; D), defined by
is a point in ∂D that is closest toS z h T D and Γ ⊆ ∂D. It is well-known that ω h (z h , ·; D) converges weakly to ω(z, ·; D) as h ↓ 0. We would like to study the difference ω h −ω as h → 0. We expect this difference to be of order h, and we would like to compute the limit of (ω h − ω)/h as h approaches 0.
The simple random walk is not rotationally invariant, but its limit as the lattice spacing goes to zero is rotationally invariant. However, there is no reason to expect the limit lim h↓0 (ω h − ω)/h to be rotationally invariant. Our simulations indicate that this limit depends on how the lattice is oriented with respect to the domain. We have not been able to rigorously study this limit for the simple random walk. In this paper we consider a random walk that takes place in the continuum and is rotationally invariant even before we let the lattice spacing h go to zero. For this model the ratio (ω h − ω)/h is rotationally invariant. The continuous-state random walk: The walk we study is given by S n = S 0 + X 1 + X 2 + · · · + X n where X i 's are i.i.d and X i is uniformly distributed in the disk of radius 1 h > 0. We use P x to denote the conditional distribution of {S n } n≥0 , given S 0 = x; and write E x for the corresponding expectation.
Let T D = inf{n ≥ 0 : S n / ∈ D}. Now the discrete harmonic measure at x is defined by
where S T D is the orthogonal projection of S T D onto ∂D whenever such orthogonal projection is well-defined (it is if ∂D is analytic and h is small) and Γ ⊆ ∂D. Before stating our main result, we need some terminology. For z ∈ C, we denote the imaginary part of z by Im(z). Let H = {z ∈ C : Im(z) > 0} be the upper half-plane. For z ∈ ∂D, we say ∂D is locally analytic at z if there exists a one-to-one analytic function f : D := {ξ ∈ C : |ξ| < 1} → C such that f (0) = z and
We say ∂D is analytic if ∂D is locally analytic at each point of ∂D.
Our main result for the continuous-state random walk is the following theorem.
Theorem 1. Suppose D ⊆ C is a simply connected and bounded Jordan domain, and ∂D is analytic. Assume 0 ∈ D. Then there is a bounded continuous function
for all functions g on ∂D which are C 2+α with respect to arc length along the boundary for some α > 0. ω h is defined in (2), and ω is defined in (1).
We prove the theorem in two steps. The first step is the following proposition. Proposition 1. Suppose D satisfies the conditions in Theorem 1. Let g be a function on ∂D such that the harmonic function f on D with boundary data g is in C 2 (D). Then
where H D (0, z) is the Poisson kernel (i.e., ω(0, |dz|; D) = H D (0, z)|dz|) and n z is the inward unit normal at z. The constant K is given by
where E i cos θ h=1 is the conditional expectation of {S n } n≥0 with h = 1 given S 0 = i cos θ, and
Theorem 1 follows from Proposition 1 if we show that there is a function σ D (z) on the boundary such that
This follows from Proposition 3 in Section 4 and a trivial change of variables. Proposition 3 gives an explicit formula for σ D .
Remark 1. Suppose γ(s), 0 ≤ s ≤ length(∂D) is the arc length parametrization of ∂D. If γ(s) ∈ C 2+α and g(γ(s)) ∈ C 2+α for some α > 0 then corollary II.4.6 of [7] implies that f ∈ C 2 (D). Note that this implies that if g satisfies the hypothesis in the theorem, then it satisfies the hypothesis in Proposition 1.
Remark 2. Proposition 1 is proved when each step of the random walk (i.e., X i ) is uniformly distributed in the disk of radius of h. Actually, the same result but with different K holds if: the distribution of X i is rotationally invariant, X i is supported in the disk of radius of h, and the potential kernel for such a random walk has similar asymptotics as described in Lemma 4(i.e., a(x) = C 1 ln |x| + C 2 + O(|x| −2 ) for some constants C 1 and C 2 ). The proof for such general X i is similar to the one of Proposition 1.
Remark 3. We believe Theorem 1 also holds for piecewise continuous functions g.
Remark 4. The complicated expression for K is what comes out of our proof. Monte Carlo simulation of this expression gives K = 0.2647664 ± 0.0000026. We conjecture, but cannot prove, that K is also given by the much simpler expression
Monte Carlo simulations of these two formulas for K give values that agree to within about 10 −7 .
The proof of the theorem relies on fine estimates of the potential kernel and Green's function for the continuous-state random walk. We prove the scaled Green's function of the continuous-state random walk is close to the usual continuous Green's function up to O(h). We give an estimate up to O(h 1+ǫ ) for some ǫ > 0 when the Green's function of the continuous-state random walk is evaluated at points near the boundary.
There is a close relationship between harmonic measures and Dirichlet problems. The continuous Dirichlet problem is to find a harmonic function f in D with prescribed boundary values on ∂D. More precisely , find
Of course the existence of a solution depends on the smoothness of ∂D and g, and uniqueness can be proved using the maximum principle. If D is regular and g is continuous then the solution of the problem (6) can be written as
See for example Theorem 8.5 of [13] for a proof. The generator, ∆ h , for the continuous-state random walk is defined by
where B(0, h) denotes the disk with radius h centered at 0, and dξ denotes the usual two-dimensional Lebesgue measure. We divide D into two subdomains,
The discrete problem that we consider in this paper is defined by
where P ∈ ∂D satisfies |P − P | = min{|z − P | : z ∈ ∂D}. Note that such P is unique when ∂D is analytic and h is small. It is easy to check that
is a solution of (8), and the uniqueness follows from the maximum principle described in Lemma 2.
In the PDE literature, f h − f is usually called the "discretization error". If one defines (8) using the generator for the simple random walk, then |f h − f | = o(1) was established in [4] while |f h − f | = O(h) was proved in [8] . See [15] , Section 23 of [5] , [2] and references therein for more about the discretization error. Since
To our knowledge, all the existing results with discretization error of O(h) assume that f ∈ C 3 (D) (see [8] or Section 23 of [5] ). Our theorem proves the same discretization error O(h) but only assuming f ∈ C 2 (D). The organization of the paper is as follows. In Section 2 we define the Green's function for the continuous-state random walk and approximate it by its continuous counterpart. In Section 3 we give finer estimate for the Green's function and prove Proposition 1. In Section 4 we prove (4) .
In the Appendix, we prove the asymptotics for the potential kernel of the continuousstate random walk.
Preliminaries
2.1. Continuous-state random walk. Recall that our continuous-state random walk is defined by S n = S 0 + X 1 + X 2 + · · · + X n for n ∈ N ∪ {0}, where X i 's are i.i.d and each X i is uniformly distributed in the disk of radius h > 0. We use P x to denote the conditional distribution of {S n } n≥0 , given S 0 = x; and write E x for the corresponding expectation. For simplicity we suppress the h dependence in P
x and E x since all random walks have h dependence in this paper. We first define the transition density for such random walks:
where δ(y − x) for fixed x is the delta function giving unit mass to the point x. For a simply connected and bounded domain D, we define the first time the continuous-state random walk leaves D as T D , i.e.,
We denote the transition density for continuous-state random walk killed on exiting D by p D , i.e., for x ∈ D and y ∈ C
One immediate consequence of the Markov property for S n is for y ∈ D
Note that the same equality holds if p D is replaced by p in (11) . The discrete-time Green's function for D is defined by
Recall the definitions of D 1 , D 2 and D 3 in the introduction.
Lemma 1. For a fixed x ∈ D, the discrete-time Green's function satisfies
4
Proof. The boundary condition is obvious. ∆ h G h (x, y) = 0 for y ∈ D \ {x} follows from (11) and the Fubini-Tonelli theorem.
The following is a maximum principle for the discrete Laplacian defined by (7).
Lemma 2. Let D be a simply connected and bounded Jordan domain. Suppose for some
Then we have Proof. The proof is similar to the proofs for Lemmas 23.4 and 23.5 in [5] .
Next, we write the discretization error f h − f in terms of the discrete-time Green's function.
Lemma 3.
Under the assumption of Proposition 1, we have
Proof. We use a martingale formula (see Lemma 1 of [9] ). We extend f to D ∪ D 3 by setting f (P ) = f (P ) for P ∈ D 3 where P = arg min{|z − P | : z ∈ ∂D}. It is clear that
is a martingale with respect to F n := σ(S 0 , S 1 , · · · , S n ) (note that this is actually true for any f ). Then the optional sampling theorem and the dominated convergence theorem (noting that f is bounded) give
Suppose S 0 = 0. Then we have
where we have used Fubini's theorem (since
and the fact that ∆ h f (z) = 0 for z ∈ D 1 (by the mean value property for f ).
In order to estimate the discrete-time Green's function, we need some result concerning the potential kernel. For x ∈ C, let a h (x) be the potential kernel for the continuous-state random walk defined by
Note that we do not include the k = 0 term in the above sum so that a h (x) is a function rather than a distribution. For simplicity, we write a(x) for a 1 (x). So a(x) does not depend on h. (14) is convergent, i.e., a(x) is well-defined. ∆ h a(x/h) = 1 π I B(0,h) (x), and there exists a constant C 0 > 0 such that
Lemma 4. The series in
Since the analogous result is standard for discrete-state random walks but the proof is quite long, we will present the proof in the Appendix.
Remark 5. See [6] for a proof of the above lemma for discrete-state random walks. See also [11] for a different proof. [3] has a proof for a discrete-state random walk on isoradial graphs.
The difference between discrete-time and continuous Green's functions. For the domain D defined in Theorem 1, the continuous Green's function
where ψ(z) is defined by (17) below. Following the estimate of discrete Green's function for simple random walk in [15] , we prove the following estimate for the continuous-state random walk.
Lemma 5. Suppose D ⊆ C is a simply connected and bounded Jordan domain, and ∂D is analytic. Assume 0 ∈ D. Then there exists a C > 0 independent of h such that
uniformly for z ∈ D satisfying |z| > √ h.
Remark 6. See Theorem 1.2 of [10]
and Appendix A of [1] for results on the difference between the discrete Green's function for the simple random walk and the continuous Green's function for domains without any smoothness assumption on the boundary.
Proof. We apply the method introduced in [15] . The basic idea of the proof is that we will find the relationship between G h (0, z) and G D (0, z) via the potential kernel a(x).
Without loss of generality, we may assume
Then by Lemma 4, we have
For z ∈ C \ {0}, let e h (z) := h 2 G h (0, z) − H h (z). Note that both terms in the difference contain a delta function at 0, but these delta functions cancel. We have
We can use the equation above to define e h (0). Then by (12) , Lemma 4, and the above discussion, we have
Note that ψ(z) = G D (0, z) + ln |z|/(2π) for z ∈ D \ {0}, and G D (0, z) can be extended to a harmonic function in a domain containingD \ {0} (see Lemma II.2.4 of [7] ) and ln |z|/(2π) is harmonic in a domain containingD \ {0}. Hence ψ(z) can be extended to a harmonic function in a domain containing D ∪ D 3 when h is small. Therefore for all small h > 0
where the O(h) comes from the harmonic extension of ψ(z). Subtracting 8× (18) from (16), we get (note that we assumed B(0,
Then the maximum principle for ∆ h , Lemma 2, implies
Therefore,
where the second equality is true if |z| > √ h.
Proof of Proposition 1
3.1. Further estimate of the discrete-time Green's function. Recall that if the boundary of D is analytic, then the Poisson kernel H D (0, x) for 0 ∈ D, x ∈ ∂D is defined by
where G D is the continuous Green's function and n x is the inward unit normal at x. We have the following easy estimate Lemma 6. Suppose D ⊆ C is a simply connected and bounded Jordan domain, and ∂D is analytic. Assume 0 ∈ D. Then for l ∈ [0, h]
uniformly for x ∈ ∂D.
Proof. Note that G D (0, x) = 0 for any x ∈ ∂D. Lemma II.2.4 of [7] implies G D could be extended to a harmonic function in a domain containingD \ {0}. The lemma follows by Taylor expansion of G D (0, x + ln x ) about x with coordinate directions n x and −in x .
Next, we improve the estimate in Lemma 5. We need a Beurling-type estimate for the continuous-state random walk. For u ∈ D and V ⊂ ∂D, we define dist D (u; V ) = inf{R > 0 : u and V are connected in D ∩ B(u, R)}.
Lemma 7. There exist two absolute constants β > 0 and C > 0 such that for any simple connected domain D, u ∈ D and V ⊂ ∂D we have
Proof. The proof is almost the same as the proof of Proposition 2.11 in [3] for a discretestate random walk.
The following proposition is an improvement of Lemma 5 for points very close to the boundary of the domain.
Proposition 2. Suppose D ⊆ C is a simply connected and bounded Jordan domain, and ∂D is analytic. Assume 0 ∈ D. Then for any ǫ ∈ (0, 1/2), x ∈ ∂D and l ∈ [0, h]
where z = x + ln x ∈ D 2 , and the big O terms only depend on D.
Proof. From the proof of Lemma 5, we know it is enough to prove for
If we write out the O(h) in (19), we see e h (z) − 8ψ(z) satisfies
where we have used the same notation (i.e., G D ) for the harmonic extension of the continuous Green's function. It is easy to see that Lemma 6 is also true for l ∈ [−h, 0], i.e., x + ln x ∈ D 3 . Let F h (0, z) be the solution of the following discrete Dirichlet problem
Then (20) follows from Lemmas 2 and 6, and the following claim:
Let t x be the unit tangent vector at x ∈ ∂D. One can choose either t x = in x or t x = −in x . Let γ(s), 0 ≤ s ≤ |∂D| be an arc-length parametrization of ∂D. For any x ∈ ∂D, let σ(x) ∈ [0, |∂D|] such that γ(σ(x)) = x, i.e., σ is the inverse of γ. Since ∂D is analytic,
uniformly for x ∈ ∂D, where d H is the Hausdorff distance and t x · [−h 1−ǫ , h 1−ǫ ] is the tangent line segment centered at x with total length 2h 1−ǫ . For any z 1 = x 1 + l 1 n x 1 ∈ D 3 where x 1 ∈ ∂D, define x : D 3 → ∂D and l : D 3 → [−h, 0] such that x(z 1 ) = x 1 and l(z 1 ) = l 1 . Note that x(z 1 ) and l(z 1 ) are uniquely defined if h is small enough. For any z 0 = x 0 + l 0 n x 0 ∈ D 2 , the comment after (8) implies
The smoothness of
Let
be the rectangle centered at x 0 with length 2h 1−ǫ + 2Mh 2−2ǫ and width 2Mh 2−2ǫ . Then
It is not hard to see
). Then we have
This completes the claim (and hence the proposition) since z 0 is arbitrary.
3.2.
A change of variables formula and an estimate of ∆ h f . From Lemma 3, we know the difference of f h (0) and f (0) can be represented by a two-dimensional integral in D 2 . We give a change of variables formula for such an integral in the following lemma.
Lemma 8. Suppose D is a simply connected and bounded Jordan domain, and ∂D is analytic. Let F be a Lebesgue measurable and bounded function on D 2 . Suppose z(t) = (u(t), v(t)), 0 ≤ t ≤ 1 is a parametrization of ∂D such that u ′2 (t) + v ′2 (t) = 0 for any t. Then the following holds for all small h > 0
where n z(t) is the inward unit normal at z(t). In particular, for all small h > 0
where O(h) only depends on D.
Proof. The lemma follows from the change of variables
Note that one needs to pick h small to make sure the above change of variables is oneto-one.
We still need some estimate on ∆ h f for the f defined in Proposition 1. Proof. We define
Using the change of variables ψ(z) = e iθ for z ∈ ∂D, we have
ǫ .
Under the same change of variables, the harmonic measure H D (0, z)|dz| transforms to 1 2π
dθ. So
By the assumption of the proposition, m(θ) is a smooth function of θ and f •ψ −1 ∈ C 2 (D). So the mean value theorem and the bounded convergence theorem give
Note that f • ψ −1 is the harmonic function on D with boundary data g • ψ −1 . We now have .
L'Hôpital's rule applied to the left hand of side (23) implies that it is a bounded function of θ ∈ R and φ ∈ R (using the periodicity). So by the bounded convergence theorem (noting that g • ψ −1 is also bounded) we have
which is the desired result.
Let us remark that Theorem 1 follows from Propositions 1 and 3, and the change of variables z = ψ −1 (e iφ ).
