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ABSTRACT 
In this study, a framework for the multi-objective materials discovery based on 
Bayesian approaches is developed. The capabilities of the framework are demonstrated on 
an example case related to the discovery of precipitation strengthened NiTi shape memory 
alloys with up to three desired properties. In the presented case the framework is used to 
carry out an efficient search of the shape memory alloys with desired properties while 
minimizing the required number of computational experiments. The developed scheme 
features a Bayesian optimal experimental design process that operates in a closed loop. A 
Gaussian process regression  model is utilized in the framework to emulate the response 
and uncertainty of the physical/computational data while the sequential exploration of the 
materials design space is carried out by using an optimal policy based on the expected 
hyper-volume improvement acquisition function. This scalar metric provides a measure of 
the utility of querying the materials design space at different locations, irrespective of the 
number of objectives in the performed task. The framework is deployed for the 
determination of the composition and microstructure of precipitation-strengthened NiTi 
shape memory alloys with desired properties, while the materials response as a function of 
microstructure is determined through a thermodynamically-consistent micromechanical 
model.  
 
 
1. INTRODUCTION 
Recent advances in manufacturing and 
computational resources have led to 
sophisticated designs of new devices suitable 
for aerospace, automotive and biomedical 
applications, among others. The functionality 
of such devices is based on the exploitation of 
the capabilities of multifunctional materials, 
and therefore, their development has motivated 
the search for novel materials with optimal 
behavior. 
The discovery of new materials is bound by 
the resource-intensive nature of the materials 
discovery process [1]–[3]. Intuition-based 
approaches are limited in that they only allow 
the investigation of a very small fraction of a 
given materials design space which in turn 
typically consists of a large number of degrees 
of freedom, including, but not limited to, 
microstructural, structural and chemical 
material attributes [4]. Typical approaches to 
tackle this problem include the utilization of 
High-Throughput (HT) computational [5] and 
experimental frameworks [6], [7],  which are 
used to generate large databases of materials 
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feature / response sets, which then must be 
analyzed [8] to identify the materials with the 
desired characteristics. 
HT methods, however, do not account for 
constraints in (experimental / computational) 
resources available, nor account for the 
existence of bottle necks in the scientific 
workflow that necessarily prevent the parallel 
execution of specific experimental / 
computational tasks. As an example of the 
latter limitation, one can imagine experimental 
programs where the HT synthesis of materials 
libraries is ultimately throttled by the low-
throughput nature of necessary materials 
characterization operations. 
Very recently, global optimization 
frameworks––including gradient based [9], 
[10], direct search methods [11], [12] and 
Bayesian optimization approaches [13]–[19] 
have emerged to guide the efficient exploration 
of the material space [4], [20]–[29]. Unlike 
high throughput-based approaches to materials 
discovery, Bayesian Optimization (BO) 
enables the (global) optimization of materials 
while minimizing the number of evaluations of 
the materials space. This is realized by 
sequentially executing policies in a way that 
ensures the balance between the exploitation of 
the design space and its exploration [12]. The 
applicability of these techniques has been 
successfully demonstrated in a few materials 
science problems [4], [20]–[30], although the 
published work tends to focus on the 
optimization of a single objective (such as 
NiTi-based SMAs with very low thermal 
hysteresis [20]). To the best of our knowledge, 
however, there has been little work [29], [30] 
focused on developing optimal policies for 
sequential experimental design in which 
multiple materials attributes / performance 
metrics must be optimized at once. As 
described below, the present work focuses on 
the use of Bayesian global optimization 
techniques to perform Multi-Objective (up to 3 
objectives) Bayesian Optimal Experimental 
Design (BOED) and to guide the sequential 
query of the materials design space for the 
discovery of materials with desired properties. 
In particular, the framework is deployed to 
discover the optimal composition and 
microstructural features (i.e. the precipitate 
volume fraction) of precipitation-strengthened 
NiTi shape memory alloys (SMAs).  
BOED methods typically operate in an 
iterative loop that includes three major steps: 
(1) the machine-learning step, (2) the selector 
step, and (3) the database (information)-
updating step. During the machine-learning 
step, a probabilistic surrogate model is 
constructed to model the functional 
relationships between the inputs and outputs of 
the system, accounting for the uncertainty in 
the system’s response. When a material system 
is considered, the input variables are the 
selected degrees of freedom (chemical, 
microstructural features or even process 
parameter conditions) that modify the 
material’s response. The performance/property 
of the system is the output variable, which is a 
function of the (controllable) materials degrees 
of freedom. A surrogate model is then 
constructed based on available data 
encompassing the values of the measured 
input-output variables. The aforementioned 
data can potentially include data measured 
from both physical and computational 
experiments.  
During the selector step, an acquisition 
function that explicitly accounts for the 
uncertainty in the probabilistic surrogate 
model predictions is used to determine the next 
point in the materials design space to evaluate. 
As the acquisition function characterizes the 
expected utility of each point in the material’s 
design space – based on its predicted 
performance with uncertainty by the 
probabilistic surrogate model – the trade-off 
between “exploitation” and “exploration” can 
be balanced by the proper design of this 
acquisition function [14], [23]. An acquisition 
function emphasizing “exploitation” biases the 
search towards the optimality of the desired 
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performance under the current surrogate model 
while an acquisition function emphasizing 
“exploration” aims to optimally reduce the 
uncertainty of the surrogate model [23].  
Once the new materials degrees of freedom 
(input parameters) to test is identified, during 
the database (information)-updating step, a 
new set of (physical or computational) 
experiments is conducted so that the property / 
performance-related parameters of the system 
under study are calculated and the database of 
the available input-output data is updated. 
Upon the completion of this step, a new 
iteration of the BOED framework begins.  
There are many Bayesian global 
optimization techniques with different 
policies/acquisition functions that are widely 
used to perform BOED such as the Efficient 
Global Optimization (EGO) [31], which is 
based on the Expected Improvement (EI) 
acquisition function, the Knowledge Gradient 
(KG) [17], and the BOED based on the Mean 
Objective Cost of Uncertainty (MOCU) [16], 
[22], among others. For instance, Seko et al. 
[27] employed a BO framework to discover 
compounds of ordered crystal structures with 
the highest melting point. To accomplish this, 
they utilized the Probability of Improvement 
(PI) acquisition function in the selector step. 
Furthermore, they evaluated the performance 
of various probabilistic surrogate models 
including the Gaussian Process Regression 
(GPR), least-squares regression (OLSR), 
partial least-squares regression (PLSR) and 
support vector regression (SVR). 
Balachandran et al [23] applied a BO with a 
GPR model and the EI acquisition function on 
the design of M2AX phases with of maximum 
elastic moduli. Dehghannasiri et al [22] 
proposed MOCU-based BOED to identify 
SMAs with the lowest energy dissipation at a 
specific temperature. Ueno et al [26] designed 
a BO framework to determine the atomic 
structure of a crystalline interface by using 
Thompson sampling and Bayesian linear 
regression combined with a random feature 
map (that approximates a GPR model) to 
model the response of the materials design 
space. In later work, Seko et al. [25] employed 
BO based on the GPR model and PI acquisition 
function to discover low thermal conductivity 
compounds. While most approaches have been 
implemented over a computational space, Xue 
et al. [20], [21] used BO to accelerate the 
experimental and computational discovery of 
NiTi-based SMAs (Ti50.0Ni46.7Cu0.8Fe2.3Pd0.2) 
with very low thermal hysteresis and BaTiO3-
based piezoelectrics with vertical 
morphotropic phase boundary. In [20], Xue et 
al. performed BOED using the EGO 
framework and KG while utilizing various 
probabilistic models (GPR, Support Vector 
Regression (SVR) with a radial basis function 
kernel and with a linear kernel and using 
bootstrap uncertainty estimates). In [21] they 
have employed a Bayesian linear regression 
model and incorporated some constraints from 
domain knowledge via a truncated Gaussian 
prior along with the greedy approach (pure 
exploitation). More recently, Ju et al. [28] put 
forward a computational closed-loop 
framework based on the Bayesian regression 
model of [26] and the EI acquisition function 
for the efficient discovery of Si-Ge composite 
interfacial structures that minimize or 
maximize the interfacial thermal conductance 
across Si-Si and Si-Ge interfaces. Prior 
approaches, with some exceptions [29], [30] 
have focused on single-objective materials 
optimization/discovery problems. 
The current work utilizes an BOED 
approach based on the EHVI [15] acquisition 
function to perform multi-objective 
optimization. EHVI balances the trade-off 
between exploration and exploitation for 
multi-objective BOED problems, similar to EI 
for single-objective problems. Here we note 
that EHVI is a scalar quantity that allows a 
rational agent to select, sequentially, the next 
best experiment to carry out, given current 
knowledge, regardless of the number of 
objectives, or dimensionality, of the materials 
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discovery/development exercise.  Finally, in 
the current work a  GPR model [32] is used as 
the probabilistic surrogate model to capture the 
non-linear functional relationships of the 
input-output variables for the material system 
under study.  
In the present study, we demonstrate the 
applicability of the BOED framework on the 
discovery of precipitation strengthened NiTi 
SMAs for selected target properties. SMAs are 
materials that have the capability of converting 
thermal energy into mechanical work and the 
ability to generate and recover moderate to 
large inelastic deformations, which is made 
possible through a diffusionless and reversible 
solid-to-solid martensitic phase transformation 
and makes them suitable for various 
applications ranging from actuators [33]–[37] 
to applications where high flexibility (i.e. 
superelasticity) is required such as medical 
implants and instruments [38], [39].  
Experimental studies in aged NiTi SMAs 
have shown that the presence of (metastable) 
Ni4Ti3 significantly influences its phase 
transformation characteristics and properties, 
such as transformation hysteresis (which 
dictates the efficiency of energy conversion), 
transformation temperatures and 
transformation strains [40]–[43] and enhances 
the stability of cyclic actuation and 
superelastic responses, and improves fatigue 
lives [44]–[46]. Furthermore, the properties of 
NiTi SMAs are extremely sensitive to the 
compositional variations. For example, 1 % at. 
change in Ni content above 50 % at. Ni can 
reduce the transformation temperatures about 
80C and transformation hysteresis about 20C 
(40% reduction). More importantly, the 
formation of metastable (metastable) Ni4Ti3 
precipitates not only brings about structural 
heterogeneities in the microstructure but also 
leads to the appreciable local compositional 
changes, affecting the martensitic 
transformation characteristics, properties (such 
as the extent of the transformation range), and 
performance  [40], [47]–[50]. Because of the 
complications arising from extreme sensitivity 
of the properties to the composition and 
microstructural heterogeneities in NiTi SMAs, 
the design and selection of proper NiTi SMAs, 
for specific applications in biomedical devices, 
aerospace, and energy related fields (especially 
in oil and gas applications), with desired 
properties (in particular transformation 
temperatures and hysteresis, and stress-
required for martensitic transformation) have 
been cumbersome, time consuming, and often 
a limiting factor for the insertion of these 
materials into some of these application areas. 
Therefore, an intelligent choice of the 
composition and thermal processing which 
leads to desired precipitate distributions in 
precipitation hardened SMAs can be a key 
factor to acquire materials that meet the 
property requirements of a targeted application 
and help their accelerated insertion.  
In this work, rather than focusing on the 
exploration of the entire process-structure-
performance (PSP) space, we focus on the 
simpler problem of efficiently determining the 
microstructural characteristics, represented in 
this context as matrix composition and volume 
fraction of precipitates that yield desired 
properties in NiTi-based SMAs. To this end, a 
previously validated SMA micromechanical 
model [51]–[53] which links matrix-
precipitate microstructures with the effective 
material response is used to explore the 
influence of precipitation on the thermo-
mechanical response of NiTi SMAs. 
 The high fidelity SMA model is used in the 
BOED framework to conduct computational 
experiments and augment the data used in the 
machine-learning step to construct an updated 
surrogate model. It is worth pointing out that 
the decision to use the SMA micromechanical 
model was based on the need to demonstrate 
the BOED framework under controlled 
circumstances, with full knowledge of the 
(computational) ground truth. These factors 
contribute to the systematic, thorough 
evaluation of the proposed methodology. 
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Moreover, and more importantly, the focus on 
computational models that mimic the 
experimental efforts enables the 
implementation of a full closed-loop approach 
in which the experimental design is carried out 
autonomously by the computational algorithm, 
without human input. The major contribution 
of the present work is the use of a scalar metric 
(EHVI) in the sequential querying of materials 
design space in which multiple objectives (up 
to 3 in the present work) are to be achieved at 
once.  
The remainder of the paper is organized as 
follows. In Section 2, the formulation of the 
SMA micromechanical model is presented. 
The model is calibrated based on the response 
of NiTi SMAs without precipitates (solution 
heat treated case) and the validity of its results 
on predicting the responses of both solution 
heat treated (SHT) and precipitation 
strengthened SMAs is demonstrated through 
correlations with experimental results. In 
Section 3, the overview of the BOED 
framework is described while the 
mathematical background of the used GPR 
model and the EHVI acquisition function is 
provided. In Section 4, the capabilities of the 
developed BOED framework are demonstrated 
by solving two distinct materials discovery 
problems where precipitations hardened SMAs 
with properties that satisfy 2 and 3 objectives, 
respectively are queried. The solved problems 
suggest SMAs that meet the property 
requirements for specific aerospace 
applications where they can be used as solid-
state actuators. Furthermore, the results also 
quantify the efficiency of the BOED 
framework in finding the materials with 
desired properties in comparison to the HT 
approaches. In addition, the utility of the 
queried materials by the BOED framework 
within a predefined experimental budget is 
compared with the utility of the corresponding 
queried materials following a Pure Random 
Experiment Selection (PRES) policy and a 
Pure Exploitation Experiment Selection 
(PEES) policy. Finally, in the last section the 
conclusions of the current work are 
summarized.  
2. SMA MICROMECHANICAL 
MODEL 
2.1 Modeling Framework 
The adopted model captures the effect of 
the thermo-mechanical loading conditions (see 
dashed or continues lines marked with 
different colors in Figure 1) and the 
microstructure of the material (see same color 
lines in Figure 1) on the effective response of 
the precipitated NiTi SMAs. 
 
  
The model, will be used in the developed 
BOED framework, which is presented in 
Section 3, in order to replicate the physical 
experiments and to enable the discovery of 
precipitation strengthened SMAs with desired 
properties. 
A Finite Element (FE) based 
micromechanical modeling approach is 
adopted that uses Representative Volume 
 
Figure 1. Experimentally observed tensile 
strain - temperature response of the 
Ni50.8Ti49.2 SMAs with different precipitate 
volume fractions for a thermal cycle under 
constant uniaxial tensile stress ( ) 
conditions [51]. Different precipitate 
volume fractions is a consequence of 
different heat-treatment conditions. 
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Element (RVE) models for statistically 
homogeneous materials to extract information 
on the effective response of precipitation 
strengthened NiTi SMAs. Methodologies 
considering only the phase-averaged response 
of the various constituents are defined to be 
mean-field approaches while full-field 
methods are those in which the position 
dependent field values are determined and then 
averaged for the effective, macroscopic 
response. Here, we use an FE based 
micromechanical modeling full-field approach 
which has been recently developed and 
validated by the authors [51]–[53] and has the 
ability to capture the effective macroscopic 
response of SMA materials by taking into 
consideration details in the microstructure 
which cannot be fully captured by mean field 
methods [54], [55] (e.g. Ni depletion in Ni-rich 
NiTi SMA upon precipitation). The developed 
method considers the SMA material as a 
statistically homogeneous material and 
analyzes its response based on RVE models. 
The RVE model, is a sufficient large 
subvolume of a statistically homogeneous 
microstructure which contains the same 
microstructural information (i.e. same phase 
volume fractions and statistical distributions) 
as the material-at-large and exhibits the same 
effective thermo-mechanical response. In the 
present work, the developed RVE model of the 
precipitation strengthened NiTi SMAs is 
generated on the basis of the input values of the 
materials initial homogeneous Ni 
concentration before precipitation ( c ) and the 
resulting precipitate volume fraction ( fv ) after 
aging heat treatments. The model takes into 
consideration the chemical changes in the 
microstructure of the material due to the Ni 
depletion from the SMA matrix, associated 
with Ni4Ti3 precipitate formation [47], as well 
as the structural changes associated with the 
precipitation process to capture the thermo-
mechanical response of the precipitation 
strengthened material depending on the 
applied thermo-mechanical loading 
conditions.  
 
 
Figure 2. Micromechanical model framework for precipitation strengthened SMAs. 
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The workflow followed in the current study 
to generate the RVE model of the precipitation 
strengthened NiTi SMAs and to acquire the 
materials response is summerized below; the 
reader is refered to the references [51]–[53] for 
in-depth discussions related to the 
development and implementation of the RVE 
model. As shown in Figure 2,  during the first 
step, the geometry of the microstructure of the 
RVE is constructed by generating 15 randomly 
distributed non-overlapping precipitates.  
The number of the precipitates is selected 
such that the generated RVE model is 
considered as representative of the material-at-
large [52] while their volume fraction is 
defined based on the given fv  value which is 
provided as input to the RVE model. 
Furthermore, the shape of the precipitates for 
the considered NiTi material is assumed to be 
oblate spheroid with a major-to-minor axis 
ratio ∼4:1 [51] while periodic boundary and 
geometry conditions are maintained to ensure 
complete periodicity on the developed RVE 
model. Details on the choice of the selected 
boundary and geometry conditions can be 
found in [51]–[53].   
During the precipitation of the metastable 
Ni4Ti3 particles, Ni depletion in the matrix 
close to the precipitates creates non-uniform 
Ni concentration distributions in the 
surrounding matrix, which significantly affects 
materials transformation temperatures [56]. To 
capture this effect, during the second step of 
the process, the Ni concentration in the SMA 
matrix after precipitation is calculated using 
the Fickian diffusion law,   
2
A A Ac D c  , (1) 
which is solved using the FE method on the 
RVE domain. In equation (1), Ac  denotes the 
Ni concentration in the SMA matrix, the dot 
denotes differentiation with respect to time, 
and AD  is the diffusivity coefficient. To this 
end, to solve the diffusion problem, periodic 
boundary conditions at the faces of the RVE 
are applied, the initial Ni concentration of the 
matrix material is set equal to the c  input 
value while on the precipitates boundaries a 
constant Ni concentration is set, equal to the 
matrix composition in equilibrium with the 
precipitates ( eqc ). Based on the 
aforementioned initial and boundary 
conditions the equation (1) is solved until the 
average Ni concentration in the SMA matrix (
Ac ) is equal to the value that is calculated by 
[51]–[53],  
4 3
(1 ) .f Ni Ti f Ac v c v c    (2) 
In equation (2), 
4 3Ni Ti
c  is the Ni concentration 
of the Ni4Ti3 precipitates, i.e. 
4 3
56.8 Ni Tic  % 
at.  50.1 eqc  % at. is calculated through the 
NiTi phase diagram reported in [40] while the 
diffusivity coefficient is considered as 
15 2 -11.0845 10 m sAD
  [57]. In the same 
step, the phase transformation temperatures are 
assigned at each material point depending on 
their Ni concentration in accordance with the 
experimental results, for homogeneous NiTi 
SMAs (solution heat treated, no Ni4Ti3 
precipitates) with different Ni concentrations. 
Differential Scanning Calorimetry (DSC) 
experimental data that link the transformation 
temperatures with the Ni concentration of 
homogenized NiTi SMAs are reported in [56] 
(Figure 3) and are used in the present work.  
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Figure 3. Effect of Ni concentration of 
homogeneous NiTi SMAs on the 
transformation temperatures [56].  
In the third and fourth steps of the 
framework, the mechanical equilibrium 
equations are considered, 
0  σ f , (3) 
and solved, using the FE method on the RVE 
domain, in the absence of body forces ( f ) in 
order to capture the structural changes in the 
microstructure associated with the 
precipitation process and the thermo-
mechanical response of the precipitation 
strengthened material depending on the 
applied thermo-mechanical loading 
conditions. Note in equation (3), σ  denotes the 
Cauchy second order stress tensor, while in the 
current work it is assumed that the heating–
cooling loading rates are sufficiently slow to 
justify the assumption of constant temperature 
throughout the RVE. To this end during the 
third step of the framework, the residual 
stresses due to the lattice mismatch of 
precipitates and SMA matrix are modeled by 
introducing eigenstrains into the precipitates. 
The values of the imposed eigenstrains, 
4 3
0.00417 0 0
0 0.00417 0 ,
0 0 0.00257
Ni Ti
ij
 
  
 
  
 
(4) 
were reported in [58], which are calculated 
using the lattice constants of the austenitic-B2 
and Ni4Ti3-rhombohedral phases determined 
from the x-ray diffraction data. At the 
completion of the third step the RVE of the 
precipitated material is complete and during 
the fourth step of the framework, the generated 
RVEs are subjected to the desired thermo-
mechanical loads to get the effective response 
of the precipitated material.  
In the developed RVE, to model the 
constitutive response of the SMA matrix a 
widely accepted and validated 
thermodynamically consistent constitutive 
model of polycrystalline SMAs, developed by 
Lagoudas et al. [59], is used while for the 
precipitates, a linear elastic isotropic behavior 
is assumed. The used elastic properties of the 
preciptiates were derived from the first-
principles calculations [60], while the material 
parameters needed in the SMA constitutive 
model are reported in the earlier works of the 
authors [52] and determined by performing 
uniaxial experiments, on solution heat treated 
Ni50.8Ti49.2 SMA samples, following the 
material characterization procedures described 
in [59], [61]. The values of the material 
parameters of the NiTi SMA matrix and the 
Ni4Ti3 precipitates used in the current work, 
are summarized in Table 1. It should be noted 
that size effects, i.e. the role of interparticle 
distance on the nucleation of martensite, are 
not captured in the current work, which can be 
quite important . 
Table 1. Material parameters 
Solution heat treated Ni50.8Ti49.2 SMA parameters 
[52] 
Ni4Ti3 precipitate parameters [60] 
Material Parameter Value Material Parameter Value 
AE  68 GPa E  104 GPa 
ME  43 GPa v  0.39 
A Mv v  0.33   
satH  0.051 
  
tk   0.05 MPa
-1   
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AC  
7 MPa/K   
MC  
7 MPa/K   
 
especially for the very small precipitates and 
high c  values [62]. Finally, to estimate the 
effective thermo-mechanical response of the 
RVEs, the volume average stress and total 
strain over the RVE, are calculated. 
In summary, provided the values of the 
necessary SMA micromechanical model 
parameters, the model can be used to simulate 
the response of precipitation strengthened NiTi 
SMAs of different values of c  and fv  under 
the desired thermo-mechanical loading 
conditions in lieu of experiments.  
In the current work, the presented 
micromechanical model is incorporated in the 
developed BOED framework, which guides 
the sequential search of the SMA design 
space–– the values of the c  and fv  design 
parameters–– to determine materials with 
targeted properties. Then the SMA 
micromechanical model for the given values of 
the design variables is used to perform 
computational experiments and to predict the 
response of the precipitation strengthened 
material (Figure 2). The results of the 
computational experiments are used to 
calculate the material parameters of a 
corresponding homogenized SMA – see 
Appendix A for a brief description of the 
calculation of the behavior of the homogenized 
SMA [59], [61]. Finally using the calculated 
material properties, the values of the selected 
objective functions are calculated and are 
provided to the BOED framework in order to 
proceed and select the next material to test. 
2.2 Model Validation 
A comparison between the predicted 
response of homogeneous Ni50.8Ti49.2 SMAs 
by the calibrated model and the corresponding 
experimental data under isobaric loading paths 
is presented in Figure 4. The solid curves 
represent experimental data at given constant 
uniaxial tensile stress conditions while the 
dashed ones represent the simulations.  
 
 
  
(a) (b) 
Figure 4. Predicted and experimentally measured tensile strain - temperature response of the 
homogeneous Ni50.8Ti49.2 SMAs for a thermal cycle under constant uniaxial tensile stress ( ) 
conditions [51]: (a) 100 MPa  and (b) 200 MPa  . 
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(a) (b) 
  
(c) (d) 
Figure 5. Predicted and experimental measured effective tensile strain - temperature response 
of the precipitated Ni50.8Ti49.2 SMAs for a thermal cycle under constant uniaxial tensile stress (
 ) conditions [51]: (a) precipitates volume fraction of 1.7% and 100 MPa  , (b) precipitates 
volume fraction of 1.7% and 200 MPa   (c) precipitates volume fraction of 4.2% and 
100 MPa   and (d) precipitates volume fraction of 4.2% and 200 MPa  . 
 
In the same manner, in Figure 5 a 
comparison between the predicted response of 
precipitation strengthened Ni50.8Ti49.2 SMAs 
and the corresponding experimental data under 
a similar loading path is shown. Note that the 
used experimental results are reported in [63] 
while the used material parameters for the 
SMA matrix and preciptiates are shown in 
Table 1. Finally regarding the case of the 
preciptiation strenghened SMAs, the estimated 
volume fraction of the preciptiates is reported 
in the work of Cox et al. [63].  
The results demostrate that the model can 
capture adequately the experimental response 
of both the homogeneous and precipitated 
materials. In the case of the precipitated 
materials, it is evident that the model 
successfully captures the effect of precipitation 
on the exhibited maximum transformation 
strains under different applied tensile stress 
conditions. In the same manner the results also 
show that the model predicts adequately the 
transformation temperatures initiation and 
completion points of the precipitated material 
under the different applied tensile stress 
conditions.  
Finally it is important to note that in all the 
conducted simulations a standard RVE 
discretized with ∼30,000 quadratic 10 node 
tetrahedral elements with integration at four 
Gauss points and hourglass control (C3D10M 
in [64]) is considered. This tetrahedron 
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exhibits minimal volumetric locking during 
transformation and captures strain gradients in 
the matrix better than the standard 10-node 
tetrahedron due to its three extra internal 
degrees of freedom. The appropriateness of the 
used mesh density on the performed 
simulations was checked by discretizing one 
model using ∼100,000 elements and 
comparing the overall strain–temperature 
response with the one obtained with the 
standard discretization.  
3. BAYESIAN OPTIMAL 
EXPERIMENTAL DESIGN 
3.1 Overview of the Framework 
The present section describes the 
development of an Optimal Experimental 
Design (OED) framework based on the 
Bayesian optimization techniques. The 
specific objective of the framework in this 
study is to provide an Optimal Experiment 
Selection (OES) policy to guide an efficient 
search of precipitation strengthened NiTi 
SMAs with selected target properties by 
solving efficiently a multi-objective 
optimization problem. However, the general 
framework can be utilized for other materials 
discovery problems with the proper modeling 
tools or with the direct physical experiments. 
Without loss of generality, we assume that the 
task is to minimize the value of the ‘N’ defined 
objective functions in a selected discrete 
Variables Design Space (VDS) Z (i.e. this is 
the materials design space), 
1 1
2 2
( ) min ( ),  
( ) min ( ),
...,  ( ) min ( ),N N
f f
f f
f f



x
x
x
x x
x x
x x
 (5) 
 
by identifying the values of the ‘M’ input 
variables, which are the components of the 
vector  
T
1 2 MX X Xx = . The 
aforementioned variables typically represent 
the degrees of freedom that can be controlled 
and that affect the response of the system under 
study. For the NiTi SMA, the considered input 
variables are the materials initial homogeneous 
Ni concentration before precipitation ( c ) and 
the precipitates volume fraction ( fv ) while the 
objective functions are functions of the 
material properties of the corresponding 
homogenized SMA. The explicit expression of 
the objective functions is determined based on 
the operational objective(s). For example, if an 
SMA is queried with a targeted 40ofA C , the 
objective function would have been: 
1( , ) 40f ff c v A  . In the current work the 
used objective functions are provided in 
subsections 4.1 and 4.2. The discrete VDS, is 
defined a priori to the initiation of the BOED 
framework and it consists of ‘ Tn ’ possible 
combinations of the considered variables (i.e. 
in the present work c , fv ). Furthermore the 
upper and lower bounds of the chosen VDS 
with respect to all the considered variables are 
selected based on the prior scientific 
knowledge about the material system of 
interest and its underlying physical limits. For 
example, in the current SMA discovery 
problem, c  and fv  can take arbitrary values. 
However, in the examples shown in section 4, 
the c  is defined such that it ranges from 50.2 
to 51.2 % at. while the input fv  is defined such 
that it ranges from 0 to 10%. The c  variable 
bounds are selected based on the knowledge 
that it is not possible to form Ni4Ti3 
precipitates below 50.2 % at. Ni and the 
martensitic transformation is suppressed at Ni 
contents above 51.2 % at. . In the same manner, 
the fv  range is selected because, for these 
given Ni contents, it is impossible to obtain 
more than 10% precipitates. Thus, the discrete 
VDS is defined by selecting a desired 
discretization of the continuous VDS subject to 
the already defined bounds.  
For the sake of generality in this section all the 
equations are presented in a generalized form 
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and the objective is to develop a multi-
objective optimization method for BOED to 
efficiently approach the optimal solutions of 
the discrete multi-objective space S . The 
optimal solutions in an optimization problem 
are typically referred as Pareto optimal 
solutions or Pareto front or Pareto front points. 
The Pareto optimal solutions in a selected 
multi-objective space, correspond to the points 
of the objective space that are not dominated 
by any other points in the same space.  
 
 
 
Figure 6. Autonomous closed-loop, multi-objective Bayesian Optimal Experimental Design 
framework. 
 
In order to solve the stated problem, a 
BOED framework is utilized. The framework 
(Figure 6), operates in an iterative loop that 
includes three main steps: (1) the machine-
learning step, (2) the selector step, and (3) the 
database (information)-updating step. For the 
BOED procedure to be initiated, ‘ In ’ materials 
are randomly selected from the materials 
design space and computationally tested so 
that their properties are estimated and the 
values of the set objective functions are 
calculated. In the current work the SMA 
micromechanical model is used to perform the 
necessary computational experiments for each 
of the ‘ In ’ selected materials so that their 
properties are calculated. Note that the ‘ In ’ 
selected materials correspond to ‘ In ’ 
randomly selected, without replacement, 
combinations of the considered input variables 
(i.e. in the present work c , fv ) of the system 
under study in the predefined materials design 
space of interest.  These data are used in order 
to develop an initial database of the values of 
degrees of freedom and corresponding 
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objectives functions (i.e. database of input-
output variables) of the system under study.  
With the completion of the initialization 
process, the BOED framework’s main iterative 
loop starts with the machine-learning step, in 
which the collected data are used to construct 
a probabilistic surrogate model in order to 
model the input-output relationships of the 
system under study with uncertainty. Based on 
the designed acquisition function 
characterizing the expected utility of each 
candidate material with respect to this initial 
probabilistic surrogate model, the selector step 
determines the priority of the next material (i.e. 
any legitimate combination of input variables 
in the discrete VDS) to query. It is worth 
noting that during the selector step the 
determined next material to query always 
belongs to the unexplored materials design 
space due to the assumption that the results of 
the micromechanical model are noise-free.  
 For the selected next candidate material, a 
new set of computational experiments is 
conducted in order to acquire the values of the 
objective functions. At that point, the collected 
data are used in the database-updating step to 
update the database of the available input-
output data and the Pareto front of the explored 
subspace of the multi-objective space S  is 
calculated and the first iteration of the BOED 
process is completed. If the last queried 
material satisfies all the targeted property 
requirements, the material discovery 
procedure can be terminated while in the case 
where the candidate material is not 
satisfactory, a new iteration of the BOED 
process begins. It is worth noting that in a 
multi-objective optimization problem it is 
relatively rare for a solution to satisfy all the 
objectives. Thus, in the current framework 
after the completion of each iteration of the 
BOED process the Pareto front of the explored 
subspace of the multi-objective space S  is 
calculated. The aforementioned Pareto front is 
not necessary the “true” Pareto front of the 
space S  and this can only be determined in 
cases where the ground truth is known. In the 
current work for the sake of simplicity the 
Pareto front of space S will be referred as true 
Pareto front while a Pareto front calculated 
based on subspaces of space S  will be referred 
as Pareto front. 
In each of the following iterations, during 
the machine-learning step the probabilistic 
surrogate model is updated using all the 
available input-output data up to that point 
while during the selector step the next material 
to query is selected out of the remaining 
unexplored materials design space. Finally, 
once the next material to test is determined, 
during the database-updating step, the SMA 
micromechanical model is used to conduct the 
required set of computational experiments and 
update the database of the input-output data. 
The iterations continue until the desired 
material is found or until a preselected number 
( En ) of material queries is achieved guided by 
the BOED framework (i.e. this corresponds to 
equivalent iterations of the framework). The 
allocation among the ‘ In ’ and ‘ En ’ material 
queries is made based on the available 
experimental budget ( B E In n n  ) and is 
selected such that the efficiency of the method 
is maximized. The corresponding details for 
the machine learning and selector steps for this 
work are detailed as follows.  
3.2 Machine Learning Step 
To enable multi-objective BOED, during 
the machine learning step, an independent 
GPR model [32] is chosen as the probabilistic 
surrogate model for the corresponding 
objectives. Without loss of generality, with ‘ n
’ queried materials, the GPR can be 
constructed to model the materials behavior 
based on these data. We denote, 
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a matrix that contains the values of the input 
variables for the ‘n’ queried materials, and 
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Y , (7) 
the complementary matrix that contains the 
values of the objective functions, modeling the 
materials behavior of interest. In equation (6) 
each row of the matrix Xˆ  corresponds to a 
vector,  
T
1 2
ˆ ˆ ˆˆ i
i i iMX X X   x , 
(8) 
which contains the values of the ‘M’ 
considered input variables. Their combination 
determines the candidate material used during 
the ith material query. In the same manner in 
equation (7) each column of the matrix Yˆ  
corresponds to a vector ,  
T
1 2
ˆ ˆ ˆˆ
i i i niY Y Y   y , 
(9) 
which contains the corresponding simulated 
values of the ith output variable for all the ‘ n ’ 
queried materials. Finally ˆ ˆ( )iij jY f x  
estimates the value of the jth objective function 
based on the ˆ ix  input vector. Note that in the 
current work, capital bold italic letters are used 
to denote matrices and lowercase bold italic 
letters are used to denote vectors. A vector 
defined by a row or a column of a matrix is 
denoted with the same symbol as the matrix 
but in a lowercase form. Superscripted or 
subscripted indices are used to denote vectors 
that correspond to a row or a column of a 
matrix respectively. Finally, the components of 
a vector or a matrix are denoted with capital 
italic letters using subscripted indices.   
Using the observed data pairs ˆ ˆ( , )X Y  of the 
‘n’ queried materials a GPR model is 
constructed to approximate the objective 
functions ( ),jf j  with uncertainty. To define 
the GPR model, a constant mean function,  
( )c th c a  , (10) 
is selected while the squared exponential 
kernel,  
2
1
2
1
( , ; )
2
exk p

 
   
 
a a
a a 
‖ ‖
, (11) 
is chosen as the covariance function [32] in this 
paper, which gives a larger value with the 
smaller distance between two arbitrary input 
vectors a  and a  in equation (11). Here, 
 
T
1 2 tc   defines the hyper-
parameters of the GPR model based on which 
the latter equations are estimated. In the 
current work, the hyper-parameters of the GPR 
model are calculated by following the 
maximum likelihood (ML-II) estimation [32]. 
Therefore, the expression of the marginal log-
likelihood [32] of the observed data ˆ ˆ( , )X Y , 
assuming a multivariate Gaussian density 
function, 
1
ˆˆlog ( )
1 ˆ ˆˆ ˆ( ) ( , ) ( )
2
1 ˆ ˆ| ( , ) | log2 ,
2 2
n
i
df i
T i
i t i nt
i
P
c c
n


 
   
  
y
y y
| X
I K X X I
K X X



 
(12) 
is maximized by a quasi-Newton method for 
all the considered objective functions in order 
to determine the corresponding hyper-
parameters  1 2 Nθ θ θ  ; 1 2,θ θ  to 
Nθ correspond to hyper-parameters of the 
GPR model of each of the considered objective 
functions while the index ‘i’ is used to denote 
variables that are calculated for, or evaluated 
based on, the ith objective function. In equation 
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(12),  represents the determinant of a matrix; 
nI  is a vector of length ‘ n ’ with all the 
elements being 1. Furthermore ; )K(A, A θ  is 
the covariance matrix of all possible pairs of 
the arbitrary matrices  1 2 la a aA =  
and 1 2 p     a a aA =  for a given set of 
hyper-parameters θ and is defined as, 
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  
K , (13) 
where the components of K are calculated as 
, ;( )ij i jK k  a a   and l and p denote the 
number of columns of the first and second 
input matrices, respectively. In the same 
manner ( ; )h A θ  for the arbitrary input matrix 
 1 2 la a aA =  given the hyper-
parameters θ, is defined as, 
1
2
l
h
h
h
 
 
 
 
 
 
h , (14) 
where ( ; )i c ih h a θ . Once this process is 
completed the values of   are determined and 
the GPR model is considered constructed as 
the surrogate model.  
 The properties of the GPR model guarantee 
that given the observed data pairs ˆ ˆ( , )X Y  for 
the ‘n’ queried materials, the predicted 
posterior distributions for the objective 
functions of any new experiment, 
T
1 2
i
i i iNY Y Y   y , (15) 
based on a new input vector, 
T
1 2i i iM
i X X X   x , (16) 
are also multivariate Gaussian distributions 
ˆ| ; , ( )ˆ ,ii N  y Yx X  with mean value μ and 
variance  .  In equation (15) the components 
( )iij jY f x  
represent the value of the jth 
objective function based on the 
ix  input vector 
and 
ix  is a vector that contains the values of 
the variables. Given the above and provided 
the observed data ˆ ˆ( , )X Y  the values of   and 
  are computed for the remaining 
R Tn n n   materials in the unexplored 
materials design space, for all the considered 
objective functions with the following closed-
form expressions [32], 
1
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In equations (17) and (18) the i and j indices 
denote the ith queried material and the jth 
objective function. Once the corresponding μ 
and Σ values are calculated, the process 
continues to the selector step.  
3.3 Selector Step 
A BOED approach based on the EHVI 
multi-objective acquisition function is chosen 
to be implemented in the current framework 
during the selector step to guide the search of 
the input variables space to approach the 
Pareto front in the objective function space S
. The selected acquisition function EHVI 
extends the idea of expected improvement for 
the single-objective cases, presented in [31], to 
the hyper-volume of the multi-objective space 
S [15] and is defined as follows, 
ˆ ˆ( ; , )
ˆ ˆ ˆ( | ; ) ( | ; , )d .
i
i i i i i
df
EHVI
I P


Θ
Θ
x X Y,
y x Y y x X Y, y
 (19) 
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In equation (19) the posterior predictive 
probability density function of the GPR 
surrogate model updated with the observed 
data is calculated as per, 
1
ˆ ˆ( | ; , )
ˆ ˆ( | ; , , ),
i i
df
i
df
j
i j
N
j j
P
P



Θy x X Y,
Y x X y 
 (20) 
while the hyper-volume improvement function 
of Yˆ , iy  at a given ix  is calculated as per, 
ˆ ˆ ˆ( | ; ) ( ) ( )i i iI   y x Y Y y Y , (21) 
where  denotes matrix concatenation. In 
equation (21) the hyper-volume dominated by 
the approximation set Yˆ  and ˆ iY y are 
defined based on the expression, 
 ( ) Vol { |  and : } ,   rB B      (22) 
where B denotes the arbitrary input matrix, 
B  indicates that   is a row vector of B  
and r  is a point dominated by all the points in 
S , called the reference point. In other words 
assuming that the observed data sequence is Yˆ
, then ˆ( )Y  and ˆ( )iY y  are evaluated 
based on equation (22) and denote the hyper-
volume dominated by the Pareto front of the 
current set Yˆ  and ˆ iY y  respectively.  
In the current framework once the surrogate 
model is constructed based on the observed ‘n’  
data, the EHVI is evaluated for the ‘ Rn ’ 
remaining combinations of the considered 
variables in the predefined VDS. The new 
selected point is defined as 
* ˆ ˆarg max ( ; , )i
iEHVI

 Θ
x X
Xx x Y,  where 
X  denotes a matrix that contains the ‘ Rn ’ 
remaining combinations of the considered 
variables, 
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Finally, in the current work, a Hypervolume 
based Pure Exploitation (HPE) acquisition 
function, 
ˆ ˆ ˆ ˆ( ; , ) ( ( | ; , )),i i iHPE EΘ Θx X Y, x y X Y,  (24) 
is also considered where ˆ ˆ( | ; , )i iE Θx y X Y,  is 
the posterior mean of iy . This acquisition 
function, calculates the hypervolume 
dominated by the posterior mean of 𝒚𝒊, without 
considering the posterior variance as the EHVI 
acquisition function does. This acquisition 
function will be also used within the BOED 
framework for comparison purposes to provide 
a PEES policy to guide a search of 
precipitation strengthened NiTi SMAs with 
selected target properties. As it will be 
demonstrated, this acquisition function biases 
the search towards the optimality of the desired 
performance under the current surrogate 
model.  
4. RESULTS AND 
PERFORMANCE ANALYSIS 
In this section, the capabilities of the 
developed BOED framework are demonstrated 
by solving two distinct materials discovery 
problems. The first problem deals with the 
query of a precipitation strengthened NiTi 
SMA that satisfies two objectives, while the 
second problem deals with the query of a 
precipitation strengthened NiTi SMA that its 
properties satisfy three objectives. The explicit 
expressions of the adopted objectives for the 
two problems are defined in the subsections 
4.1 and 4.2, respectively and were selected for 
specific aerospace applications in order to use 
NiTi SMAs as solid-state actuators. In both 
problems an SMA material is queried in the 
domain of the materials space defined by the 
used variables c  and fv  as follows: c  ranges 
from 50.2 to 51.2 % at. and fv  ranges from 0 
to 10% (i.e. these are the selected variables 
bounds which define the continuous VDS). 
17 
 
4.1 Materials Discovery –                
2 Objectives Problem 
In this example the developed BOED 
framework is used to discover a precipitation 
strengthened NiTi SMA with (objective 1) an 
austenitic finish temperature 30ofA C  and a 
(objective 2) specific thermal hysteresis that is 
defined by the difference of austenitic finish 
temperature and martensitic start temperature, 
40of sA M C  . The stated problem is solved 
for two case studies, where the selected 
continuous VDS is discretized with a coarse 
and a dense mesh respectively.  
4.1.1 Case Study 1 – Coarse 
Discretization of the Continuous Variables 
Design Space 
In this case study, a coarse discretization of 
the continuous VDS is chosen such that the 
discrete VDS it consists of 231Tn   
combinations of the considered variables c  
and fv  and is defined as follows: c  ranges 
from 50.2 to 51.2 % at. with the increment of 
0.1 % at. and fv  ranges from 0 to 10% with 
increment 0.5%. The selected discretization is 
chosen based on the experimentally observed 
sensitivity of the materials response to the Ni 
concentration and microstructural 
heterogeneities in NiTi SMAs. This case is 
utilized to demonstrate the capabilities of the 
developed method, in an example case where 
the true Pareto front of the objective space is 
known by carrying out first an HT analysis. 
Thus, the results of the HT analysis facilitate 
the quantification of the efficiency of the 
BOED framework in detecting the true Pareto 
front. Furthermore, the performance of the 
OES policy in detecting the true Pareto front 
within a predefined experimental budget is 
also quantified and compared with the 
performance of the PRES policy.  
To demonstrate the benefits of the 
employed BOED framework, an HT approach 
is carried out first where all the materials 
belonging to the materials design space are 
tested and their properties are analyzed so that 
the true Pareto front of the objective space is 
calculated. Figure 7 shows the corresponding 
results of the HT approach and it demonstrates 
the values of the materials properties of 
interest, transformation temperatures in this 
case, in the different regions of the whole 
design variables space. Note that the white 
regions in Figure 7 correspond to values of the 
variables space which correspond to 
nonphysical materials. That is because using 
these values, in equation (2) the calculated 
value of Ac  corresponds to a Ni concentration 
in the SMA matrix, after precipitation, which 
is higher than the initial Ni concentration of the 
homogenous material; a condition which is not 
physically possible and therefore a 
corresponding material with these c  and fv  
values cannot exist. Therefore, it is calculated 
that 54 combinations of the considered 
variables correspond to nonphysical materials 
and therefore the VDS reduces to 174Tn   
points. The results shown in Figure 7 are used 
to calculate the values of the objective 
functions as a function of the design variables 
and are illustrated in Figure 8. It is interesting 
to note in the figure that there does not exist 
any region in the VDS that simultaneously 
optimizes both of the objective functions. This 
result is anticipated, since the problem here is 
a nontrivial multi-objective (2-objective in this 
case) optimization problem and there is no 
single optimal solution that simultaneously 
satisfies both objectives. In fact, there exists a 
set of Pareto optimal solutions which represent 
the true Pareto front of the selected objective 
space which in other words these points 
represent the optimal materials based on the 
selected objectives. In order to visualize the 
true Pareto front of the objective space using 
the response surfaces illustrated in Figure 8, 
the values of the objectives for the VDS are 
shown in Figure 9, with the corresponding true 
Pareto front that consists of 21 data points in 
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this case. It is worth pointing out that the 
identification of the true Pareto front of the 
objective space would have been impossible 
without the prior knowledge of the response 
surface. Hence this highlights one of the 
contributions of the present work which is the 
demonstration of a framework that can 
approach the Pareto front of a problem 
assuming that (1) there is no prior knowledge 
of the response surface and (2) each query of 
the problem is expensive and thus a thorough 
exploration of the design space is not feasible. 
 
  
(a) (b) 
  
(c) (d) 
Figure 7. Effects of the precipitate volume fraction and initial Ni concentration on the 
transformation temperatures of NiTi SMAs: (a) sA , (b) fA , (c) sM  and (d) fM . 
 
  
(a) (b) 
Figure 8. Effects of the precipitate volume fractions and initial Ni concentration on the selected 
objectives: (a) objective 1: 40 0f sA M    and (b) objective 2: 30 0fA   . 
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Figure 9. Calculated objective space and 
true Pareto front using the HT approach for 
the VDS. 
To analyze the efficiency of the developed 
BOED framework (see Appendix B for 
implementation details), the problem solved 
exhaustively using the HT approach, is solved 
again with the BOED framework. The 
efficiency of the framework is then assessed by 
comparing the required number of material 
queries that have to be conducted using the 
BOED framework with the number of material 
queries that have to be conducted using the HT 
approach so that the true Pareto front can be 
identified. Note that in the current work for 
practical reasons we aim to detect the 95% of 
the true Pareto front points. Furthermore, the 
performance of the BOED framework in 
detecting the true Pareto front within a 
predefined experimental budget is evaluated 
under different allocations of ‘ In ’ and ‘ En ’ 
material queries. To this end, an experimental 
budget is assumed of 81B I En n n    
material queries and five cases of different 
numbers of ‘ In ’ material queries are 
considered: 1,11,21,41In   and 61. 
For each of the aforementioned cases, the 
remaining experimental budget is spent on 
optimally guided queries of materials (
80,70,60,40En   and 20), while in addition, 
a case where a PRES policy is also considered 
( 81In  , 0En  ) for comparison purposes. 
For each of the aforementioned six cases (
1,11,21,41In  , 61, and 81), the number of 
true Pareto front points found after the 
completion of each material query (n) is 
recorded. Furthermore, to study the effect of 
the randomly queried materials on the 
performance of the BOED framework in 
detecting the true Pareto front points by the 
completion of the experimental budget, each 
case is evaluated 1000 times.  
 
Figure 10. Average fraction and standard 
deviation of detected true Pareto front points 
using the BOED framework and the PRES 
policy during the nth material query. The 
results are shown for different configurations 
of the BOED framework where different 
numbers of ‘ In ’ material queries are used. 
All the considered cases are evaluated 1000 
times. 
Therefore the average number of detected 
true Pareto front points and their Standard 
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Deviation (SD), after each material query (n), 
for each of the aforementioned cases until the 
completion of the experimental budget are 
shown in Figure 10 and Figure 11. For the sake 
 
Figure 11. Standard Deviation of detected 
true Pareto front points using the BOED 
framework and the PRES policy during the 
nth performed set of computational 
experiments. The results are shown for 
different configurations of the BOED 
framework where different numbers of ‘ In ’ 
material queries are used. All the considered 
cases are evaluated 1000 times. 
of completeness, the figures also show the 
average number of detected true Pareto front 
points and their SD beyond the completion of 
the experimental budget 81Bn  .  
The results indicate that in all the cases that 
the BOED framework is utilized, including the 
case of 61In   materials queries, where a 
large number of randomly queried materials is 
performed, it finds on average, more than 90% 
of the true Pareto front points within the 
experimental budget. The results also suggest 
that the overall performance of the BOED 
method in finding the majority of the true 
Pareto front points, within the experimental 
budget is stronger, when the given 
experimental budget is allocated towards more 
optimally queried materials rather than to 
randomly queried materials. That is because in 
the cases where 1,  11,  21In  and 41 materials 
queries are performed, on average, 98%, 97%, 
97% and 94% of the true Pareto front points 
are detected within the experimental budget 
respectively with corresponding SD values, 
2.3%, 2.4%, 2.4% and 2.7% respectively while 
in the case where 61In   materials queries are 
performed the method detects on average 90% 
of the true Pareto front points with 
corresponding SD value 5.5%. Note that a 
higher value of average fraction of detected 
Pareto front in conjunction with a lower value 
of SD indicates a better overall performance. 
Finally, the same figure shows that the PRES 
policy ( 81In   ) only detects lower than half 
of the true Pareto front points within the 
experimental budget with corresponding SD 
value 10% and it exhibits an inferior 
performance in finding the true Pareto front 
points within the experimental budget than all 
the cases where the BOED framework is 
adopted. 
The present results demonstrate that, for the 
specific materials discovery problem at hand, 
by employing the BOED framework and 
allocating a reasonable fraction of the 
experimental budget on tests on material 
suggested by the developed method, the 
majority of the true Pareto front points can be 
detected. Additionally, the results also show 
that the BOED framework with different 
setups (i.e. with different values of ‘ In ’) can 
always perform better than the PRES policy.  
Furthermore, the present BOED 
framework, as compared against the HT 
approach, exhibits, on average, an 
improvement on the efficiency of nearly 60% 
in the case where 1In   material queries are 
performed. That is because in that case it 
requires the conduction of nearly 60% less 
material queries in comparison to the HT 
approach (i.e. 68 sets of experiments in 
comparison to 166) in order to find, on 
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average, the 95% of the true Pareto front 
points. Furthermore, it is interesting to note 
that the efficiency of the BOED method 
reduces as the number of the randomly queried 
materials increases. The results shown in 
Figure 10 indicate that for the BOED method 
to detect on average the 95% of the true Pareto 
front points, for the cases of the 
11,  21,  41In   and 61 randomly queried 
materials, an experimental budget of 
 69, 71, 79Bn   and 91 material queries on 
optimally selected materials, respectively, 
would have been required. Such a trend 
indicates the reduction of the efficiency of the 
BOED method in comparison to the case 
where 1In   materials are randomly selected 
and tested. 
Finally the results shown in Figure 10 and 
Figure 11 also indicate that for a selected In
value, as the experimental budget increases 
further than the selected  81Bn  , the average 
performance of the BOED framework in 
finding the majority of the true Pareto front 
points improves. Additionally in the same 
manner, the effect of the randomly queried 
materials on the consistency of the predictions 
of the method becomes less prominent (lower 
SD values) regardless the variability of 
selected materials. In the same manner as the 
experimental budget reduces the average 
performance of the method is reducing while 
its results are becoming more sensitive on the 
randomly selected materials. However it is 
interesting to note that even in the cases of low 
experimental budgets (i.e. 40 Bn  ), the 
results shown in  Figure 10 and Figure 11 
indicate that the BOED framework utilized 
while using the lowest number of randomly 
queried materials ( 1In  ) offers the best 
overall performance.  
The above results seem to be counter 
intuitive since common sense would lead one 
to think that a constructed GPR model based 
on the results of a vast number of randomly 
queried materials will perform better and it will 
minimize the number of the optimally queried 
materials in order to detect the true Pareto 
optimal solution. Indeed, our results (Figure 
10) suggest that the efficiency of the method at 
detecting, consistently, the majority of the true 
Pareto front points, within an experimental 
budget, is maximized when the BOED 
framework is started with as few as 1 initial test 
on a randomly selected material. This is 
because, in such a case, each of the subsequent 
optimally queried materials provide the most 
information about the BOED, in regions of the 
materials design space that are most likely to 
yield a (multi-objective) desired response. This 
last result puts into question the utility of high-
throughput approaches, particularly when 
accounting for limitations in available 
resources to carry out the physical or 
computational experimental tests. 
4.1.2 Case Study 2 - Dense Discretization 
of the Continuous Variables Design Space 
In this case study the selected VDS is 
refined in order to have 21021Tn   
combinations of the considered variables c  
and fv . Thus the VDS is defined as follows: 
c  ranges from 50.2 to 51.2 % at. with 
increment 0.001 % at. and fv  ranges from 0 to 
10% with increment 0.05%. At this point it 
should be noted that the true Pareto front of 
case studies 1 and 2 are expected to be similar. 
That is because the selected discretization of 
the selected continuous VDS in case study 1 is 
already adequate enough in order to reflect the 
response of the material in the selected 
continuous space. However the main objective 
of this case study is to compare the utility of 
the queried materials by the OES, the PRES 
and the PEES policies within a predefined 
experimental budget in a problem with a 
relatively large variables space.  
In the current materials discovery problem, 
an experimental budget of 20Bn   material 
queries is selected and the aforementioned 
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strategies are used to perform a “blind” search 
for an SMA with the desired properties. In this 
example, the experimental budget of the OES 
and PRES policies is allocated to 1In   
randomly queried material and to 19En   
optimally queried materials. It is worth noting 
that from the defined variables space, it is 
calculated that 5081 combinations of the 
considered variables correspond to 
nonphysical materials and therefore the 
variables space reduces to 15940 points. 
The results of the employed strategies are 
demonstrated in Figure 12 where the 
calculated objective space is depicted. 
 
Figure 12. Calculated objective space and 
Pareto front using the OES ( 1, 19),I En n   
PRES ( 20In  , 0En  ) and PEES ( 1In  ,
19En  ) policies under the 20Bn   
experimental budget. 
 The results indicate that the OES policy, 
even under this limited experimental budget, 
queries materials that belong to the region of 
the objective space which approaches the true 
Pareto front. This is clearly noticeable by 
comparing the Pareto front calculated based on 
the results of the OES (blue dash line) with the 
true Pareto front found during the case study 1 
(red dot line).  
 
Figure 13. Comparison of the utility of the 
queried materials by the OES, PRES and 
PEES policies as function of the 
experimental budget for the 2-objectives 
materials discovery problem. The 
comparison is performed for a dense 
discretization of a continues VDS with 
predefined variables bounds: (a) The red 
solid curve indicates the average percentage 
of domination of each material queried by 
the OES policy over the materials queried by 
the PRES policy, (b) the red dash curve 
indicates the average percentage of 
domination of each material queried by the 
PRES policy over the materials queried by 
the OES policy, (c) the blue solid curve 
indicates the average percentage of 
domination of each material queried by the 
OES policy over the materials queried by the 
PEES policy and (d) the blue dash curve the 
average percentage of domination of each 
material queried by the PEES policy over the 
materials queried by the OES policy. 
The results also show that the materials 
queried by the PRES policy are randomly 
dispersed in the objective space as is expected 
while the materials queried by the PEES policy 
are concentrated in a specific region of the 
objective space which consists of materials 
with similar volume fraction values. The 
behavior of the latter policy is anticipated due 
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to its pure exploitation nature. To 
quantitatively compare the utility of the 
queried materials by the three deployed 
policies the results of Figure 12 are further 
analyzed. It is estimated that at the completion 
of the selected experimental budget, each 
material queried by the OES policy dominates 
on average 30% of the materials queried by the 
PRES policy, while the materials queried by 
the PRES policy dominate 1% of the materials 
found using the OES policy. Furthermore, the 
results also suggest that each material queried 
by the OES policy, does not dominate the 69% 
of the queried materials by the PRES policy 
and vice versa. In the same manner the results 
of Figure 12 also show that each material 
queried by the OES on average dominate 17% 
of the materials queried by the PEES policy, 
while the materials queried following the 
PEES policy dominate 2.5% of the materials 
queried using the OES policy. The 
aforementioned numbers indicate that the OES 
on average queries materials with better utility 
in comparison to the other two policies, while 
the PRES policy exhibits the worst 
performance. It is interesting to note that the 
same trends of performance are maintained 
through the equivalent comparisons conducted 
for various experimental budgets that are 
depicted in Figure 13. Finally, Figure 14 
demonstrates that if the OES policy is 
employed to query a material in a discrete VDS 
with defined variables bounds, its relative 
performance in comparison to the PRES policy 
is more definitive as the discretization of the 
VDS is further refined, as the gap between 
PRES and OES policies for the case of the 
dense discretized VDS (red lines) is much 
bigger than that in the case of the coarse 
discretized VDS (blue lines). 
 
 
Figure 14. Comparison of the utility of the 
queried materials by the OES and PRES 
policies as function of the experimental 
budget for the 2-objectives materials 
discovery problem. The comparison is 
performed for a two discretizations of a 
continues VDS with predefined variables 
bounds: (a) The red solid curve indicates the 
average percentage of domination of each 
material queried by the OES policy over the 
materials queried by the PRES policy under 
a dense discretization of the continues VDS, 
(b) the red dash curve indicates the average 
percentage of domination of each material 
queried by the PRES policy over the 
materials queried by the OES policy under a 
dense discretization of the continues VDS, 
(c) the blue solid curve indicates the average 
percentage of domination of each material 
queried by the OES policy over the materials 
queried by the PEES policy under a coarse 
discretization of the continues VDS and (d) 
the blue dash curve the average percentage 
of domination of each material queried by 
the PEES policy over the materials queried 
by the OES policy under a coarse 
discretization of the continues VDS. 
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4.2 Materials Discovery –               
3 Objectives Problem 
In this example, the developed BOED 
framework is used to discover precipitated 
SMAs with (objective 1) an austenitic finish 
temperature 30ofA C , (objective 2) a 
specific thermal hysteresis that is defined by 
the difference of austenitic finish temperature 
and martensitic start temperature, 
40of sA M C   and (objective 3) the 
maximum transformation strain ( satH )  that 
the material can exhibit being maximized. For 
the present problem, the VDS is chosen such 
that it consists of 21021Tn   combinations of 
the considered variables c  and fv  and is 
defined as follows: c  ranges from 50.2 to 51.2 
% at. with increment 0.001 % at. and fv  
ranges from 0 to 10% with increment 0.05%.  
In this high-dimensional problem with an 
even more complicated response surface in 
comparison to the first problem, a “blind” 
search of the SMA with desired properties is 
performed.  Furthermore, in addition to the 
OES policy, the PRES and the PEES policies 
are also used and the utility of the queried 
materials by each of the aforementioned 
policies within a predefined experimental 
budget is compared. Thus an experimental 
budget is assumed of 50Bn   material queries 
and for the case of the OES and PEES policies 
the experimental budget is allocated to 1In   
randomly queried material and to 49En   
optimally queried materials. By analyzing the 
results at the completion of the selected 
experimental budget, each material queried by 
the OES policy dominates on average 39% of 
the materials queried by the PRES policy, 
while the materials queried by the PRES policy 
dominate only 2% of the materials found using 
the OES policy. Furthermore, each material 
queried by the OES policy dominates on 
average 47% of the materials queried by the 
PEES policy, while the materials queried 
following the PEES policy dominate 1% of the 
materials queried using the OES policy.  
Figure 15 shows the aforementioned results, 
while also shows the results for various 
experimental budgets. The findings indicate 
that the materials queried following the OES 
policy, when a reasonable experimental budget 
is used, outperform the materials queried by 
the other two policies. Finally, in Table 2 the 
queried materials that belong to the Pareto 
front found after the completion of the 
experimental budget are listed. 
 
 
 
 
Table 2. Queried materials belonging to the Pareto Front for the 3-objectives 
materials discovery problem 
Ni (% at.) (%)fv   ( )
o
sA C   ( )
o
fA C  ( )
o
sM C  ( )
o
fM C  sat (%)H  
50.2 0.0 66 84 45 26 5.1 
50.331 3.5 72 92 53 34 4.7 
50.395 0.0 48 66 29 9 5.1 
50.53 6.5 70 92 53 33 4.4 
50.715 0.0 18 34 1 -18 5.1 
50.761 10.0 70 91 53 35 4.0 
 
 
 
 
25 
 
 
Figure 15. Comparison of the utility of the 
queried materials by the OES, PRES and 
PEES policies as function of the 
experimental budget for the 3-objectives 
materials discovery problem. The 
comparison is performed for a dense 
discretization of a continues VDS with 
predefined variables bounds: (a) The red 
solid curve indicates the average percentage 
of domination of each material queried by 
the OES policy over the materials queried by 
the PRES policy, (b) the red dash curve 
indicates the average percentage of 
domination of each material queried by the 
PRES policy over the materials queried by 
the OES policy, (c) the blue solid curve 
indicates the average percentage of 
domination of each material queried by the 
OES policy over the materials queried by the 
PEES policy and (d) the blue dash curve the 
average percentage of domination of each 
material queried by the PEES policy over the 
materials queried by the OES policy. 
5. CONCLUSIONS 
In the present work, a closed-loop BOED 
framework has been developed and 
implemented to guide an efficient search of 
precipitated SMAs with targeted properties 
that satisfy more than one objectives. An 
independent GPR model has been used as the 
probabilistic surrogate model during the 
machine learning step of the framework, to 
emulate the response (and its uncertainty) of 
the computational experiments. During the 
selector step a scalar EHVI multi-objective 
acquisition function has been used to select, at 
every iteration of the process, the best material 
to query, given the data acquired so far as well 
as the objective(s) of the optimization. 
Finally, to develop/update the database of 
the input-output relationships connecting the 
behavior of the SMA candidate to its 
microstructural characteristics ( c , fv ) a high 
fidelity SMA micromechanical model has been 
integrated into the framework. The ability of 
the SMA model to predict the response of the 
precipitated SMAs has been demonstrated 
through comparison with experimental results. 
The BOED framework have been utilized 
to carry out an efficient search of precipitation 
hardened SMA materials with desired 
properties. Two multi-objective materials 
discovery problems have been considered and 
the found optimal materials has been reported. 
Furthermore, the results of the BOED 
framework have demonstrated that the method 
could efficiently approach the true Pareto front 
of the objective space of the approached 
materials discovery problems successfully. 
The results also indicate that the efficiency and 
consistency of the BOED framework in 
approaching the Pareto front points are 
maximized when the given experimental 
budget is allocated preferentially to the optimal 
material queries rather than to the initial 
random material queries which serve for the 
initial construction of the surrogate model. 
Furthermore, it has been demonstrated that the 
queried materials by the BOED framework 
within a predefined experimental budget 
exhibit a higher utility than the corresponding 
queried materials following the PRES and 
PEES policies. Finally, the decision to use the 
SMA micromechanical model in the BOED 
framework has significantly improved the 
overall performance of the framework, 
because it has enabled the implementation of a 
fully autonomous closed-loop approach. The 
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in-house code developed in the current work 
related to the BOED framework along with the 
user’s manual and the generated data are 
shared through a GitHub repository [65]. 
In conclusion, the present results: (a) 
demonstrate the effectiveness of a closed-loop 
BOED framework to optimize multiple 
materials performance metrics simultaneously, 
(b) highlight the efficiency of the utilized 
methods in comparison to the conventional 
high throughput approaches, (c) demonstrate 
the capability of the framework to inverse a 
high-fidelity model with no closed- form 
solution and (d) identify precipitation hardened 
SMAs with desired properties suitable for 
aerospace related actuation applications. 
Future work will focus on further 
experimental validation of the developed 
framework. Additional work will be focused 
on the fusion of computational and 
experimental data in the developed BOED 
process. Thus, physical experiments will be 
conducted during selected iterations of the 
framework in order to quantify to improve the 
predictive capabilities of the used SMA 
micromechanical model. The quantify 
uncertainty of the predictions of the latter 
model, in turn will be taken into consideration 
in the BOED framework to improve the 
accuracy of the material queries. Additional 
efforts will be directed on the application of the 
developed framework on the discovery of 
precipitated polycrystalline NiTiHf SMA 
ternary systems. This task will include the 
development of SMA micromechanical 
models for the NiTiHf material system as well 
as the use of alternative acquisition functions 
within the BOED framework to further 
improve the efficiency of the method. Further 
development of this framework will include 
the incorporation of processing-microstructure 
linkages within the same unified BOED 
approach. 
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APPENDIX A 
 Calculation of Material Parameters of a 
Homogenized SMA  
In this section, the procedure followed to 
determine the material parameteres of a 
homogenized SMA using the predicted, by the 
SMA micromechanical model, response of a 
precipitated polycrystalline SMA is described. 
The process follows the SMA material 
characterization procedure desribed in [59], 
[61] which was originally developed to 
characterize the response of SMAs through 
physical experiments and to calculate the 
material parameters of the polycrystalline 
SMA constitutive model developed by 
Lagoudas et al. [59]. In the current work the 
same aproach is adopted while the physical 
experiments are replaced by computational 
experiments conducted by the SMA 
micromechanical model.  
To determine the material parameteres of a 
homogenized SMA, based on the response of a 
precipitated polycrystalline SMA of known 
precipitate volume fraction and initial Ni 
concenetration, the SMA constitutive model 
developed by Lagoudas et al. [59] is used and 
it is calibrated following the material 
characterization procedure described in [59], 
[61]. To this end, the developed 
micromechanical model is used and is 
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subjected into: (a) thermal cycling loading 
paths under four constant uniaxial tensile stress 
conditions: 100, 200, 300 and 400 MPa and (b) 
a mechanical loading–unloading path under 
tensile stress conditions, sufficient to fully 
transform the material, at constant nominal 
temperature higher than the austenitic finish 
temperature. The first loading path type is used 
to get the isobaric response of the material, 
under diffrent constant uniaxial loads, in order 
to construct the phase diagram (Figure 16a). 
 
 
 
 
(a) (b) 
 
(c) 
Figure 16. Material characterization process. (a) Calculation of transformation temperatures and 
stress influence coefficients by using materials phase diagram; the phase diagram is constructed 
by using the isobaric response of the material under different uniaxial tensile loads. (b) 
Calculation of the exhibited maximum transformation strain as a function of the applied constant 
uniaxial tensile stress (c) Calculation of elastic modulus of austenite and martensite from an 
SMA pseudoelastic response. 
 
 The SMA phase diagram is used to 
calculate the transformation temperatures at 
zero stress  s f s fM ,M ,A ,A  and the stress 
influence coefficients  A MC ,C of the 
homogenized material. Furthermore the same 
data are used to acquire the parameters satH  
and tk   of the function 
 -cur sat( ) = 1- e tk σH σ H  which relate the 
maximum transformation strain ( curH ) at 
current stress with the applied constant stresses 
( )σ  (Figure 16b). The elastic modulus of 
austenitic  AE  and martensitic phases  ME
of the precipitated material are subsequently 
derived by using its pseudoelastic response 
(Figure 16c) acquired by the second loading 
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path. That is achieved by considering a 
material which is initially at the austenitic 
phase and by loading it uniaxially at a 
nominally constant temperature higher than 
fA  until it transforms to the martensitic phase. 
Subsequent unloading induces reverse phase 
transformation back to the austenitic phase. 
The slopes of the two elastic regions in the 
dervied plot depict the elastic modulus of 
austenitic and martensitic phases respectivly. 
Once the process is completed the material 
properties 
 sats f s f A M A M tM ,M ,A ,A ,C ,C ,E ,E ,Η ,k  of 
the material under study are calculated. This 
process is repeated for three different 
dispersions of 15 precipitates and the average 
material properties are considered 
representative of the material-at-large [52]. 
Details about the utilization of the parallel 
computing capabilities of the ADA high 
performance research computing cluster at 
Texas A&M University in order to perform in 
a computationally efficiently manner the 
needed computational experiments to calculate 
the material parameteres for a homogenized 
SMA model are described in Appendix C. 
APPENDIX B 
Implementation of the BOED framework 
An in-house implementation of the BOED 
framework has been developed by the authors. 
The flowchart of the algorithm along with the 
inputs and outputs of the process is shown in 
Figure 17. Note that for the sake of simplicity 
the flowchart shown in Figure 17 depicts the 
algorithm followed for the solution of the 
materials discovery problem discussed in 
Section 4.1 of the manuscript. A MATLAB 
[66] script has been used to drive the process 
while the machine learning and selector parts 
of the algorithm are also developed in the same 
programing platform. A Python script 
compatible with the ABAQUS FE software 
[64] scripting interface has been developed to 
generate the FE based SMA micromechanical 
models and the corresponding ABAQUS input 
files based on the values of the provided c  and 
fv  variables and the supplementary 
parameters required by the SMA 
micromechanical model. Thus, the ABAQUS 
FE software has been used to run the needed 
FE based micromechanical simulations where 
a User Material subroutine (UMAT) has been 
developed in FORTRAN programing language 
to model the behavior of the SMA matrix 
based on the polycrystalline SMA constitutive 
model of Lagoudas et al. [59]. Finally, 
provided the results of the SMA 
micromechanical model a homogenized SMA 
is determined using a MATLAB script 
following the procedure described in Appendix 
A. 
In order to perform the BOED using the 
developed in-house code, the following inputs 
should be provided to the code. 1) The 
predefined design variables space c  and fv , 
2) the objective functions, which for the 
presented case are the 
1( , ) 40f f sf c v = A M   and 
2 ( , ) 30f f f c v = A  , 3) the values of the 
parameters In  and En , and 4) the parameters 
required by the SMA micromechanical model. 
During the initiation of the process, an initial 
database of the input-output variables of the 
problem is developed. In this case the input 
variables are the c  and fv and the output 
variables are the 1( , )ff c v  and 2 ( , )ff c v . To 
this end the red marked iterative process shown 
in the flowchart in Figure 17 starts by selecting 
randomly without replacement a pair of input 
variables from the predefined VDS. During the 
following step the calculation of operational 
objectives is performed following the steps 
shown in Figure 18. Thus, the ABAQUS 
python script is executed so that the ABAQUS 
input file is generated and the latter is used to 
perform five computational experiments under 
29 
 
different thermo-mechanical loading 
conditions following the procedure described 
in Appendix A of the manuscript. The acquired  
   
Figure 17. Flowchart of the multi-objective 
Bayesian optimal experimental design 
framework.  
isobaric and pseudoelastic responses of the 
material are utilized to determine a 
homogenized material by calculating the 
material parameters s f s fM ,M ,A ,A , AC , MC ,
satA M tE ,E ,Η ,k . The calculation of the 
material parameters is repeated for three 
different dispersions of 15 precipitates and the 
calculated average material properties are 
considered representative of the material-at-
large [52]. 
 
Figure 18. Flowchart of the calculation of 
the operational objectives step of the multi-
objective Bayesian optimal experimental 
design framework. 
Finally using these properties the values of 
the objective functions are calculated. At this 
point the calculation of operational objectives 
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is completed and during the next step the initial 
database ˆ ˆ,X Y of the input-output variables is 
updated. This loop continues until In  
iterations are completed and the initial 
database of the input-output variables ˆ ˆ,X Y  is 
developed. At this point the BOED framework 
main iterative loop (marked with blue color in 
Figure 17) starts with the machine-learning 
step, in which the collected database is used to 
construct a GPR model in order to model the 
input-output relationships of the system under 
study with uncertainty. In the following 
selector step, the EHVI acquisition function is 
used to characterize the expected utility of each 
candidate material with respect to the GPR 
model and the next material to test is identified. 
Based on the provided inputs for the selected 
candidate following the process described 
earlier, the values of the operational objectives 
are computed in the updating step and the 
input-output database is updated. Finally the 
Pareto front of the measured objective space is 
calculated. It is worth noting that during the 
selector step the determined next material to 
test always belongs to the unexplored space 
due to the assumption that the results of the 
micromechanical model are noise free. 
Continuing with the description of the steps of 
the code, at that point if the objective functions 
are considered minimized then the found 
material satisfies all the behavior requirements 
and the material discovery procedure is 
terminated. In the case where the candidate 
material is not satisfactory, a new iteration of 
the BOED main iterative loop of the process 
begins and the iterations continue until the 
E B In n n   number of iterations is reached or 
a material that satisfies all the design 
objectives is found. 
It is important to note that the developed 
BOED framework is general enough to be 
applicable beyond SMAs. To perform BOED 
in other material systems using the developed 
framework, the objective is, during the 
“calculation of operational objectives” step 
(Figure 17) to calculate the values of the 
defined objective functions based on the values 
of the design input variables. Hence the 
developed framework can be utilized and 
during the aforementioned step either physical 
experiments could be conducted to measure 
the actual response of the material and 
therefore to calculate the values of the defined 
objective functions or the equivalent 
computational experiments could be 
performed using models that simulate the 
behavior of the studied material as in the case 
presented herein. In both approaches the values 
of the calculated objective functions will be 
provided as input to the next steps of the 
algorithm and after the completion of each 
iteration of the BOED main iterative loop the 
next material to test will be determined. 
The in-house code developed in the current 
work related to the BOED framework and the 
user’s manual are shared through a GitHub 
repository [65]. 
APPENDIX C 
Computational Efficiency of the Bayesian 
Optimal Experimental Design Framework 
The parallel computing capabilities of the 
ADA high performance research computing 
cluster  at Texas A&M University are utilized 
to enhance the computational efficiency of the 
developed BOED framework. The SMA 
micromechanical model is identified to be the 
most computationally expensive process 
within the framework and therefore in order to 
optimally select, the number of the used 
physical cores to run the micromechanical 
simulations, the following procedure is 
followed.  
An RVE model is generated, comprised of 
~ 30,000 quadratic 10 node tetrahedral 
elements which represent the typical RVE 
model size that is used within the developed 
method. The RVE model is used to perform 
test simulations using the ABAQUS FE 
software [64] in order to develop the required 
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knowledge regarding the required analysis 
time as a function of the used physical cores. 
Based on the extracted information the optimal 
number of physical cores is selected to perform 
the needed simulations. This choice leads 
optimal computational performance while at 
the same time it minimize the used number of 
the needed ABAQUS licensing tokens. To this 
end, a total number of 20 independent 
simulations are performed while using 
different number of physical cores at a time 
while the analysis time is measured.  
Figure 19 depicts the results and it shows 
that the analysis time significantly reduces as 
the used number of physical cores increases 
until the initiation point of a plateau region at 
approximately 120 used cores.  
 
 
Figure 19. Analysis time of a typical SMA 
RVE model in relation to the used computer 
physical cores; the RVE is comprised of ~ 
30,000 quadratic 10 node tetrahedral 
elements. 
After that point, the diagram shows that no 
further improvement on the computational 
efficiency of the analysis is achieved by 
increasing the number of the used cores. The 
initiation point of the plateau region marks the 
number of used physical cores that maximize 
the computational efficiency of the analysis 
while the number of the used ABAQUS license 
tokens is minimized. In other words, the use of 
more than 120 cores in the conducted analysis 
will result to excessive use of license tokens 
without any reduction on the analysis time 
while the use of less than 120 cores will result 
to reduction of the computational efficiency. 
To this end, based on the results shown in 
Figure 19 in the current work, 600 physical 
cores are used to perform the five needed 
simulations per model input (precipitates 
volume fraction and initial Ni concenetration) 
in order to extract the corresponding material 
parameters. This choice corresponds to ~ 
1300s analysis time per model input.  
DATA AVAILABILITY 
The data required to reproduce these 
findings are available to download from the 
GitHub repository [65]: 
https://github.com/BOED-SMA. 
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