Numerical image treatment has been used for the enhancement and the analysis of synchrotron white-beam topographs. Images are recorded either during the experiment by means of an X-ray-sensitive camera or after the experiment from photographic films. Filters are designed to avoid artefacts such as the Gibbs effect. Filtering has been applied to the study of the propagation of surface acoustic waves in piezoelectric materials and ferromagnetic domains in Fe-Si crystals, illustrating the interest of Fourier filtering for a deep analysis of X-ray topographs.
Introduction
X-ray topography allows the characterization of defects because crystal distortions modify the propagation of X-rays in materials (Kato, 1963) . The analysis of a topograph is often difficult since many intricate features appear in a single image. The topographs often present wide black or white areas where it is difficult to observe details: small variations of contrast in areas corresponding to very high or very low densities of greys are quite invisible. The best visibility is achieved for mean greys only. Imaging systems have the same limitations (Tanner & Cringean, 1987) . The rather low dynamics of the television monitor and the camera resolution lessen the visual quality of the image. A large part of the information is not accessible by means of visual analysis and is simply lost most of the time. To perform a deeper and richer analysis of the topograph, it is advisable to use numerical image treatment.
Many papers have been written on image treatment, covering a large variety of problems, such as image reconstruction from an incomplete measured data set (Mohammad-Djahfari & Demoment, 1988) , image restoration after instrumental deterioration (Gonzales & Wintz, 1977) and image enhancement and analysis (Coster & Chermant, 1985) . Castleman (1977) , Saxton (1978) and Bijaoui (1981) present general reviews of the problems and the possible solutions. In this paper, we limit ourselves to X-ray topograph enhancement using Fourier filtering. This (c) 1995 International Union of Crystallography Printed in Great Britain -all rights reserved method has been used by, among others, Saxton (1986) and Buseck, Epelboin & Rimsky (1988) to improve the quality of high-resolution transmission electron microscopy.
X-ray topography presents a large variety of images and it is necessary to use different classes of filters to extract information of interest. Experience shows that it is often useful to apply successively different filters to study all the information in one single image. In this paper, we explain the use and the significance of different classes of filters, enlightening the problem of hard-edged filters. We suggest an optimum shape for the filter (Tournarie, 1958) , which introduces fewer artefacts than any other classical filter.
Various X-ray topographs have been processed, illustrating the great variety and the interest of the possible treatments. Of these, background correction, feature enhancement and image decomposition provide essential tools for many studies based on topographic experiments, from piezoelectric resonators to ferromagnetic domains.
Principles of Fourier filtering

Basic principles
The principle of Fourier filtering (Max, 1985) is summarized in Fig. 1 . Capital letters denote functions in Fourier space with u and v as frequential variables, while lower-case letters denote functions in direct space with i and j as spatial variables. These variables i, j, u and v take integer values between 0 and N -1, since digitized images are spatially sampled with N samples along each row and column of the image.
Fourier filtering consists of the convolution of the original image f(i, j) with a function s(i, j), described later, that represents the point-spread function (PSF) of a frequential filter S (u, v) . The filtered image 9(i, j) is then defined as
In Fourier space, (1) becomes G(u, v) = F(u, v)S(u, v) .
Thus, Fourier filtering may be processed either in Fourier space using Fourier transforms and multiplication or in direct space using the direct convolution product. This last method is never used because it requires much more elementary operations than the calculation of a Fourier transform (Andrews, 1970) with an efficient algorithm (Cooley & Tuckey, 1965) . Furthermore, working in Fourier space allows a more accurate analysis of the treatment to be applied. The visualization of the Fourier transform of an image often reveals important features invisible in the original image in direct space. One may rapidly build a filter S (u, v) taking into account all the characteristics of the image, which is impossible to do in direct space using s(i, j). In some cases, the direct convolution product is used in a modified form when the processed value of each pixel depends only on the neighbouring pixels (Bijaoui, 1981) . The PSF s(i, j) reduces to a small n x n matrix (mkt), typically with n = 3. The small matrix (mkz) represents the PSF of a filter s(i, j) defined by s (i--[(n--l) 
Most of the time, such matrices are used to compute the gradient or the Laplacian of an image for edge detection or for pixel averaging. Such local treatments do not allow a great variety of filtering because only high spatial frequencies are modified. Fourier transformation is a much better tool for accurate filtering. (a) S(u, v) must be real, which means that
where S* denotes the complex conjugate of S. The application of a complex filter changes the phases of each frequential component of the image. It induces distortions in the processed image. For example, the Fourier transform of a f-function-like feature at the location Xo is
The phase of the Fourier transform is directly linked to the position of the 6 function. Thus, modifying this phase changes the location of the feature. It is important to point out that the structure of an image is much more sensitive to a change in the phases in Fourier space than to a change in the modulus. A simple experiment illustrates this well. Let us consider two imagesfl(i, j) ( Fig. 2a ) andf2(i, j) ( Fig. 2b ) that do not resemble each other. Their Fourier transforms may be written as (u, v) . We may build two new images f~' and f~ defined by
where TF denotes the Fourier transform of a function. We have exchanged the phases of the images. The resulting image f~' (Fig. 2d ) looks much more like the original image fz than fl, and f~ ( Fig. 2c ) resembles fl. This little experiment shows that more information is contained in the phase than in the modulus of the Fourier transform, which is one of the major difficulties in crystallographic structure determination. Thus, one must use frequential filters whose phase is null everywhere. (b) The filter must be centrosymmetric. A digitized image f(i, j) is a set of real numbers representing intensities. Hence, the filtered image 9(i, j) must be real to keep its physical meaning. In the Fourier space, this means that
I and
G(-u, -v) = G*(u, v).
(5) Substituting (2) into (5), one obtains (u, v) and, finally,
Thus, the filter S(u, v) must be centrosymmetric.
Conditions (3) and (6) imply that the filter must satisfy S(-u, -v) = S(u, v).
(7)
Some commercial filtering programs do not strictly follow this rule.
2.2.2. The ideal filter. The use of a filter in Fourier space consists of the selection of particular frequencies and the removal of others. For instance, the simplest low-pass filter may be defined by
where uc is the frequency cut-off. This is known in signal treatment as the ideal filter. The abrupt transition at the frequency u~ allows a very precise selection of the frequencies. However, use of a filter with such a transition introduces artefacts in the processed image.
The point-spread function of this filter S(u, v) is s(i, j) = sin (rcruc)/rcruc with r = (i2 + j2)1/2. s(i,j) is maximum at the origin and presents oscillations of non-negligible amplitude, spreading over a long distance far from the origin. These oscillations may be compared with the optical diffraction of a point source by a hole and are known as Gibbs phenomena (Bijaoui, 1981) . Since each pixel is convoluted by the PSF s(i,j), oscillations appear near each rapid variation of intensity in an image. If two rapid variations exist near each other, such as two close dislocation lines or small defects, they interact and corrupt the contrast and, thus, the shape of the detail in the filtered image. This completely blurs the information.
Required properties lbr.filters
We now introduce some constraints on the shape of the filter edge to minimize the Gibbs artefacts. For simplicity, equations are written for functions of one variable i only; extension to the two-dimensional case is straightforward.
Mathematical study of the difference between a function f(i) and the filtered function f(i). s(i), where s(i) is the PSF of the filter S(u), shows that one minimizes the spreading and the amplitude of the artefacts by choosing S(u) so as to satisfy the following constraints (Arsac, 1961) .
(a) The regularity of S(u) is the best possible. This means that s(i) decreases rapidly far from the origin: the amplitudes of artefacts due to a discontinuity of f(i) are minimized far from the discontinuity. direct interpretation and appears from analytic calculations (Arsac, 1961) 
since one has to cut off the unlimited extension of this function, introducing a discontinuity and, hence, artefacts. This is explained in the next section where various filter shapes are compared.
There is no absolute criterion to build the best filter.
One has to test various solutions and choose afortiori the adequate one. A particular shape for S(u) may be retained if the oscillations around the central peak are of small amplitude and vanish rapidly.
Tournarie.filter
The filter shape we have chosen in our treatments was introduced by Tournarie (1958) 
To study the properties of S(u), we introduce S,(u), defined as
The support of S, is defined as [-a,,a,]: x {6[u +(1/2")] -6Eu-(1/2")]} * C, (u) .
The condition for the moments of s is satisfied to the order n. The regularity of S, increases as n. The function S(u) is represented in Fig. 3(a) and its PSF s(i) is represented in Fig. 3(b) .
S(u) is defined as the limit of S,, n ~ + oc. For n high enough, S, is a very good approximation of S(u).
The calculus of S, is straightforward from (8): it consists of n successive convolution products of the window functions Ci.
To build a two-dimensional filter, we calculate first the model of transition S,, with n = 12, sampled on 4096 points. This is done once and the time needed is negligible. The whole profile of the filter is build with the wanted frequency cut-off taken into account. Then, the two-dimensional filter is generated using this profile. Different models of filters and their PSFs are compared in Table 1 . A filter is characterized by two antagonistic properties. The width of its edges must be as narrow as possible to allow efficient frequential selectivity. The oscillations of its PSF must be of small amplitude and decrease rapidly far from the origin to introduce a minimum amount of artefacts. All the filters compared in Table 1 , except Ss, have the same frequential selectivity (i.e. the same support width [-1/2, 1/2]). Table 1 shows that the ideal filter S~ must absolutely be avoided because the oscillations of its PSF are much higher than for any other filter and decrease too slowly. Other filters' PSFs have a first secondary extremum of the same order but the Tournarie-filter PSF presents only two oscillations while other PSFs, for the same support width, spread over a large distance and decrease slowly.
We also give in Table 1 the results for a wide Gaussian filter $5, of which the support is [-3/4, 3/4]. With such a support, the Gaussian filter PSF presents oscillations of much smaller amplitude than any other filter, but its frequential selectivity is poor. To perform Fourier filtering, the Tournarie filter is a good compromise to achieve simultaneously a high frequential selectivity and few and well located oscillations in the PSF.
Classes of filters
Since the Fourier transform of an image may present a large variety of features, it might be necessary to design sophisticated shapes for the filters to select frequencies of particular interest. Experience shows that, in most cases, simple shapes, or associations of simple shapes, provide good results.
We have chosen to use elliptical filters (Buseck et al., 1988) with smooth edges using the Tournarie function. One may divide them into three classes:
(i) Circular filters centred at the origin in Fourier space. Their symmetry allows an isotropic filtering, i.e. all directions of the image are filtered with the same band pass. One may create low-pass, high-pass or band-pass filters.
(ii) Elliptical filters centred at the origin. The ,study of a particular direction in the image may be performed using such anisotropic filters. Variation of the eccentricity of the filter allows different acuity in the selection of the direction.
(iii) Circular or elliptical filters centred anywhere in Fourier space are used to isolate or suppress peaks in Fourier space and to perform anisotropic filtering. These filters are called polar filters. They must obey (7).
Using these basic shapes, one may design adequate filters for most applications.
characterized by more rapid variations of the intensities and correspond to higher frequencies. Thus, one may remove the background and keep only the interesting features by applying a frequential low-cut filter. Experience shows that in most cases a cut-off value of the order of 5% of the maximal spatial frequency is sufficient to remove the background and to enhance the visibility of the underlying details. There is no general criterion to choose this cut-off and in particular cases one may have to test various values.
Suppressing low frequencies in an image modifies its mean value, but the relative variations of intensities are not changed. Thus, the processed image is still comparable to the original one and to display this it is only necessary to renormalize it.
X-ray topograph enhancement
Experimental set-up
The topographs were recorded at LURE/DCI by B. Capelle, J. Detaint and A. Zarka and at the ESRF by J. Baruchel and F. Zontone.
The Laue pattern is recorded on films or using an X-ray-sensitive television camera (Sofretec CV154NV), connected to a digitizer (Matrox IP8 card) plugged in to an IBM-compatible personal microcomputer. The digitized topograph contains 512 x 512 pixels, each one encoded in eight bits. Each pixel f(i, j) of the digitized image has a positive value representing an intensity. For topographs recorded on films, the image is digitized after the experiment using a CCD camera and the same digitizer.
The digitized images are then transferred to a more powerful computer for the Fourier filtering, using interactive software developed in the laboratory. Its various possibilities will be presented in another paper.
Background correction
In many cases, X-ray topographs present a highly contrasted background that masks most of the small details. Large areas of the topograph are either completely black or completely white.
The Fourier transform allows one to separate the background from the interesting contrast because the background is characterized by slow variations and is thus located in the very low frequency domain in The topograph presented in Fig. 4(a) illustrates the problem of highly contrasted background. The topograph corresponds to a 200 reflection of a silicon-iron crystal (Baruchel, Epelboin, Gastaldi, Hartwig, Kulda, Rejmankova, Schlenker & Zontone, 1994) , in which one sees crystal subgrains that appear as large areas of either black or white. The contrast arises from the orientation of each subgrain and masks the defects and the magnetic domains, which appear as oblique fringes. To enhance the visibility of these features, one applies a circular low-cut filter to remove the background, as previously explained. The applied filter has a frequency cut-off of 15 pixels in Fourier space, while the maximum frequency calculated in the Fourier transform is located at 256 pixels from the origin: the cut-off represents 5.8% of the maximum frequency. The result is presented in Fig.  4(b) . With such filtering, it is now possible to study precisely in which subgrains the magnetic domain contrast appears.
One may, therefore, notice that, in some areas, especially in the left side of the processed image, no details appear despite the background correction. The original photographic film has been completely saturated during exposure. The information is definitely lost. One may notice that the Fourier filtering applied on the original topograph did not introduce 'false information', as many people often fear. Fig. 5(a) is a stroboscopic topograph of a surface acoustic wave (SAW) device used as a filter or delay line (Zarka, Capelle, Detaint & Schwartzel, 1988; Detaint & Schwartzel, 1994) . A periodic electrical signal is applied on the surface of the piezoelectric crystal through an input electrode (lower right side of Fig. 5a ). This induces an acoustic wave propagating along the surface under a multistrip coupler (black area in Fig. 5(a) . An output electrode (upper left side of Fig. 5(a) converts the acoustic signal back into an electrical one.
Study of surface acoustic wave devices
In the original digitized topograph (Fig. 5a) , the contrast due to the acoustic wave does not appear clearly. This contrast, mainly in the black area, is too low to be visible, but the film is sensitive enough to keep this information. The aim of the Fourier filtering is to reveal this 'hidden' information. Fig. 5(c) is the Fourier transform of Fig. 5(a) . Only half the dual space has been represented since it is centrosymmetric. The main peak at the origin corresponds to the integral of the intensities in the original image. Suppression of low frequencies, around this peak, removes the high-contrast background ( Fig. 5b) , as explained in §3.2. The contrast due to the surface acoustic wave becomes visible now but is still very low.
The analysis of the Fourier transform (Fig. 5c ) of the original topograph helps in the search for more efficient filtering. One may clearly see a cluster of high Fourier components at the centre of the Fourier transform. These frequencies correspond to the surface acoustic wave contrast. In a perfect SAW device, this cluster would reduce to a single peak corresponding to a unique frequency and direction of the surface acoustic wave. Here, the cluster spreads over many frequencies, showing that this SAW device introduces a dispersion of the direction and the period of the acoustic wave. Since Fourier transformation preserves the angular properties, it is easy to calculate precisely the angular divergence of the waves. One measures in Fig. 5(c) an angular divergence of about +20 ° around the main direction of the propagation of the wave, and a frequency dispersion of about +7%.
To enhance the visibility of the contrast arising from the acoustic waves, one isolates this cluster of frequencies, using an elliptical filter centred on it; then, the values of all selected data are multiplied by 3 and one computes the inverse Fourier transform. Superimposing the new image on the original one ( Fig. 5d ) now makes clearly visible the acoustic wave inside the multistrip coupler. This image treatment improves the contrast due to the surface acoustic wave by a factor of 3, while other contrasts are not modified. This is a qualitative enhancement that allows the study of the shape of the SAW. However, the processed contrast has no quantitative meaning. Fig. 6(a) represents the digitized topograph of a quartz crystal in a bulk acoustic wave device (BAW). Such a device is based on the same principle as SAW devices but the input and output electrodes are on opposite faces of the crystal, inducing an acoustic wave inside the crystal (Zarka et al., 1988) .
Enhancement of dislocation contrast
The aim of the treatment is to enhance the visibility of the dislocation contrast, which appears as black vertical lines.
First we apply a low-cut filter, with a 5% cut-off, to remove the background of the image, especially the two large black spots due to the acoustic vibration mode.
The Fourier transform (Fig. 6b ) of the topograph presents two slightly inclined lines of high Fourier components. These lines correspond to the dislocation contrast. The building of the filter to enhance this contrast is thus straightforward: the filter must retain only this information. As in the previous example ( §3.3), we multiply the result by 3 and superimpose it on the original topograph (Fig. 6c ). In the processed image, it is now easy to characterize the dislocations.
These treatments demonstrate the efficiency of Fourier filtering in revealing more information than is visible in the original topograph.
Concluding remarks
Fourier filtering offers a great variety of image treatments.
Background correction with low-cut filters is a very general method to enhance the visibility of details masked by a high-contrast background. The cut-off of the filter seldom depends on the image and may be set a priori to 5% of the maximal frequency of the image and the treatment performed automatically. It is very efficient for synchrotron-topograph enhancement, especially for revealing low-contrast defects in crystals with large distortions.
Polar filters are of great interest for the isolation of particular features in an image and the study of them separately. X-ray topographs often present many intricate features that may be separated by Fourier transformation. The use of narrow filters is required for such treatments. The extension of Gaussian filters is too large for selective filtering. Thus, the Tournarie function is a good solution for building the narrow filters necessary to select precisely the frequential information.
Performance of these treatments requires first a deep analysis of the Fourier transform. Its visualization reveals important information about the structure of the image. Furthermore, it often suggests directly the best filter shape to be applied. It might be necessary to apply independently different filters to study various features in the same image.
The filtering program XTRN, developed in our laboratory, is available from the authors. It runs on various Unix workstations using X-Window and OSF/Motif. Its main characteristics will be discussed in another paper. XTRN has been tested on an IBM RS6000/560, on a Hewlett-Packard 715, on a Silicon Graphics Indigo XZ and an IBM-compatible PC 486 66 MHz with Linux operating system. The processing time to filter an image with 512 x 512 pixels is about 5 s for the IBM RS6000 (in multiple-user working conditions) and for the HP715 as single user. About 10s are needed by the PC486 66MHz. This processing time includes two Fourier transforms, the construction of the frequential filter and its application to the image. Experience shows that the processing time is negligible compared with the time required for the analysis of the image and the definition of the filter to be applied.
Image treatment based on Fourier transformation is a very efficient tool to obtain more information from a topograph. It may be applied recursively to a single image to achieve a deeper analysis of the topograph. Other mathematical transforms, such as wavelet analysis, may provide complementary means for the analysis and the enhancement of synchrotron topographs. They are under investigation.
