Here Du = (DI u, . . . . D,u) denotes the gradient of U. In 1951, Bers first proved the startling result that if K consists only of a single point, then u can be extended to be a C2 solution of (1.1) in all of Q and hence the singular set is removable [l] . An essential feature of Bers' theorem is that no a priori assumption is made on the growth behaviour of u near the singular set. Since then various authors have extended this result by either enlarging the suitable class of equations or the size of K [3-5, 7, We would like to emphasize that in all of the above-mentioned references (except [ 131) the singular set K is required to lie strictly inside Q. (For n = 2, Nitsche observed that the singular set can approach the boundary because one can always find a Jordan curve bypassing the set of vanishing linear measure [7, p. 209-J.) The difficulty lies in the fact that when K is allowed to approach the boundary, the usual test function technique is no longer applicable. The paper [ 133 seems to be the only one dealing with the latter situation.
In this paper, we shall show that for a wide class of equations the singular set K can indeed be allowed to approach the boundary, thus giving a partial answer to a question raised in [ 111. Special examples are given in Section 6. In particular, our results extend those in [S, 7, 13, 141.
PRELIMINARIES
We consider quasi-linear equations which can be written in the divergence from div A(x, Du) = B(x, u). Here A = (A,, . . . . A,) is a given vector-valued function of (x, p) E 52 x IR" and B is a given scalar function (x, z) E 52 x I& From now on, 52 will always denote a bounded open connected subset (domain) and K is a compact subset of R", n > 2. The standard summation convention that repeated indices indicate summation from 1 to n is followed. for all non-negative cp E CA(Q). sa (2.5) In this case, we call u a super-solution of (2. 
where c > 0 is a constant.
Remark 2.4. Note that (A3) is stronger than (A3)' while (Bl)' is stronger than (Bl). Here B,(x') = {xe R": (x-x01 < r}, cp E C'(BB,(x')) with II(PII~~(~~,(.~o~) <iv. (For the detailed construction of qE's, we refer to [9, 131.) Define
(by (3.1) and Remark 2.2) (by (3.6)). Letting E --) 0 (if we assume (A3), (Bl)), we conclude that We adopt the notation that if F is defined on Q c R", then F* denotes the function defined on s2 x R by F*(x, t) = F(x) for XESZ, t E R. We rewrite the equation as diJ, A*(x, Du) = B*(x, u), (4.3) where we define A,,, r(x, p) = -(al + 1). This arbitrary choice of A,, r will be useful in later computations. Let x' = (y', u(y')) E G n (II,.
x R) be such that u(y') > ro. (Otherwise u would be locally bounded from above.) For O<r<ro, we define S,(x')= {xE[W"+': Ix-x11 <r}. We claim that %,(x1) n G is a C2 (n -1)-dimensional submanifold of R"+ ' for almost all r, O<r<r,.
In fact, we consider the smooth map f: Gn S,,(x') --+ Y = (0, ro), defined byf(x) = 1x -x'l f or x E G n S,(x'). By Sard's theorem and the pre-image theorem G n 8,(x') =fP1( {r}) is a C2 (n -l)-dimensional submanifold for almost all r E (0, ro). (We refer to [6, pp. 21 and 391 for the statements of the above theorems.) Let U = {(x, t)e (Q-K) x IR: t < u(x)}. Using the fact that for open subsets P, Q, we get LJ(S,(x') n US ((iIS,( n U) u (Kx R) u (S(x') n G) u (&7,(x') n G). Since Kx 08 and G n &S,(x') have zero n-dimensional Hausdorff measure, we have H"(J(S,(x') n U)) = H"((iTS,(x')) n U) + H"(S,(x') n G) for a.e. r c (0, ro).
We note that u(x) > 0 when (x, U(X)) E S,(x'). Hence by (B2), it follows that B(x, u(x)) > -c. By the divergence theorem and (4.5) we obtain for sufficiently large r > 0. In case u(y') > r + r for some y' E B,(x') -K, we can apply (4.13) with x1 = (y', u(y')) and obtain a contradiction. Thus sup{ u(x): x E B,(x') -K} < t + r.
To prove that u is locally bounded from below in Sz, we proceed as above with u(y') < -r. and U replaced by V= {(x, t)~(52wK)x R: t>u(x)]. Then u can be defined on K so that the resulting function is a C2 solution of (5.1) in all of 9.
Proof.
Take an arbitrary point x0 E K n 52. By Proposition 3.1, u(x) = u(x) in B,(x') -K. Hence we can simply define u(x) = u(x) on II, n K to make it a C2 solution in II,( Since x0 is arbitrary, the assertion is proved. Then u can be extended to be a weak solution of (5.1) in all of Q.
Proof: By Lemma 4.1, u is bounded in B,(x') (notations as in the proof of Theorem 5.1). Hence B(x, u(x)) is bounded in B,(x'). By Theorem 10' of [lo], u can be extended to be a weak solution of (5.1) in B,(x'). Since x0 is arbitrary, the assertion is proved. (iv) there exists a sequence Mi -+ + co so that ui(x) -M, (resp. w,(x) E -Mi) are super-solutions (respectively, sub-solutions) of (5.2) in 52.
Then u can be continuously extended to be a (weak) solution of (5.4) in all ofsz.
Proof Since K lies strictly inside 52, we can assume without loss of generality that u is continuous near X2. Hence Ju] is uniformly bounded on X2. By (iv) and Proposition 3.1, we conclude that UEL~(Q). By Theorem 10' of [lo], u can be extended to a (weak) solution in all of Q. Since A, B are independent of x, both u(x) and u(x + h) are solutions of (5.4). By Proposition 3.1 again, it follows that for sufficiently small h E iw", 14x + h) -u(x)1 <w(h), (5.5) where o(h) is the modulus of continuity of u on X2. Hence u can be continuously extended to all of 0. Proof. From (iii) and (5.5) we know that u can be extended to be a Lipschitz solution in all of 0. Since the extension satisfies a uniform Lipschitz condition in 52, in view of (ii) Eq. (5.4) becomes uniformly elliptic. We can then apply standard elliptic theory to conclude the proof. 
