Abstract-Classification algorithms can suffer from performance degradation when the class distribution is unbalanced. This paper develops a two-step approach to evolving ensembles using genetic programming (GP) for unbalanced data. The first step uses multiobjective (MO) GP to evolve a Paretoapproximated front of GP classifiers to form the ensemble by trading-off the minority and the majority class against each other during learning. The MO component alleviates the reliance on sampling to artificially rebalance the data. The second step, which is the focus this paper, proposes a novel ensemble selection approach using GP to automatically find/choose the best individuals for the ensemble. This new GP approach combines multiple Pareto-approximated front members into a single composite genetic program solution to represent the (optimized) ensemble. This ensemble representation has two main advantages/novelties over traditional genetic algorithm (GA) approaches. First, by limiting the depth of the composite solution trees, we use selection pressure during evolution to find small highly-cooperative groups of individuals for the ensemble. This means that ensemble sizes are not fixed a priori (as in GA), but vary depending on the strength of the base learners. Second, we compare different function set operators in the composite solution trees to explore new ways to aggregate the member outputs and thus, control how the ensemble computes its output. We show that the proposed GP approach evolves smaller more diverse ensembles compared to an established ensemble selection algorithm, while still performing as well as, or better than the established approach. The evolved GP ensembles also perform well compared to other bagging and boosting approaches, particularly on tasks with high levels of class imbalance.
I. INTRODUCTION
C LASSIFICATION with unbalanced data represents a major challenge in machine learning (ML) [1] - [5] . Data sets are unbalanced when the learning examples from one class are rare (the minority class), while the larger class makes up the rest (the majority class). Genetic programming (GP) [6] , like other ML techniques, can evolve biased classifiers when data is unbalanced, i.e., classifiers with strong majority class accuracies but poor minority class accuracies [1] , [2] , [7] , [8] . As the minority class typically represents the class of interest in many real-world problems, building classifiers with good accuracy on both classes is an important area of research [1] , [4] , [9] , [10] . The learning bias can occur because typical training criteria (such as the overall classification accuracy in the fitness function in GP) can be influenced by the majority class [1] . Approaches to addressing this involve sampling the data to artificially rebalance the classes [9] , [4] , and/or cost adjustment within the learning algorithm to factor in importance of the minority class [5] , [11] . This paper focuses on the latter using evolutionary multiobjective optimization (EMO) to handle the class trade-off during learning. In EMO, a set of the best trade-off solutions is evolved along the Pareto front in a single optimization run by keeping the objectives separate/independent in the evolution [12] . This EMO approach has two main advantages over traditional sampling-based approaches. First, it allows the original unbalanced data to be used as is during training (without a priori sampling). Second, the combined knowledge of the evolved classifiers along the Pareto-approximated front can then be used cooperatively in an ensemble for better generalization compared to any single classifier alone.
This paper develops a two-step approach to evolving ensembles using GP. The first step uses EMO to evolve an accurate and diverse set of base learners by trading-off the minority and the majority class during learning to form the ensemble. We show that the evolved ensembles are still vulnerable to the learning bias when the full Pareto set is used directly in the ensemble (due to the influence of biased members). The second step, which is the main focus this paper, proposes a novel GP-based ensemble selection approach to address this issue. Here, we use GP to refine the ensemble by automatically finding/choosing the best ensemble members based on how well these members cooperate together. The new approach evolves composite solutions to represent an ensemble. These are single genetic programs which link to multiple base learners (in this case, Pareto-approximated front members).
The new GP approach to ensemble selection has two main advantages over traditional genetic algorithm (GA) approaches that fine-tune a large bit-string/weight-vector for ensemble selection. First, favoring small composite solution trees during the evolution allows natural selection pressure to find highlycooperative groups of individuals in the ensemble (via the few available positions in a GP tree). In contrast, fine-tuning a large bit-string using GA can be time-consuming, and may not reduce the original ensemble size unless sparsity (of the GA chromosome) is encouraged or the chromosome size is fixed a priori during optimization. Second, exploring different function set operators in the composite solution trees allows the member outputs to be combined in different ways, thereby controlling how the ensemble computes its output (predicted class label). This incorporates the strategy of how to aggregate/combine the member outputs into the GP ensemble selection process, whereas most traditional GA approaches require that the ensemble aggregation strategy (usually majority voting) be configured a priori (and which remains fixed during the ensemble selection). This paper compares two ways to combine member outputs: traditional majority voting and a new strategy using logical operators, which give the ensembles greater decisions making abilities.
Our approach is evaluated on 12 real-world (binary) unbalanced data sets. We show that our GP approach evolves smaller, more diverse ensembles compared to an established approach, offline evolutionary ensemble selection algorithm [13] (which arguably represents the current state-of-the-art in GP), while still performing as well as, or better than the established approach. We also show that the GP ensembles perform well compared to several other bagging and boosting ensemble approaches from the literature using support vector machines (SVM) and naive Bayes (NB), and traditional singleclassifier learning algorithms on the tasks.
The rest of this paper is organized as follows. Section II outlines the related work and Section III outlines the MOGP approach to evolving the base learners from the literature. Section IV describes our new ensemble selection approach using GP. Section V presents the experimental results on the tasks and Section VI makes further comparisons with other methods. Section VII concludes this paper.
II. RELATED WORK
Approaches to classification with unbalanced data involve three main aspects. The first uses sampling techniques to artificially rebalance the classes before the training process such as over-sampling the minority class (to increase minority class representation) [14] , synthetic minority class over-sampling (SMOTE) to artificially create new minority examples (from several known examples) [15] , and under-sampling the majority class (to reduce majority class representation) [16] . The second involves cost adjustment within the learning algorithm to factor in the uneven class sizes during the training process. In GP, this typically involves adapting the fitness function to promote classifiers with good accuracy on both classes, e.g., by using fixed misclassification costs for the minority and the majority classes [8] , [17] , or improved training criteria that are sensitive to the unbalanced classes [5] , [7] . The third aspect, which is the focus of this paper, uses ensemble methods where multiple trained classifiers are aggregated together to determine the final prediction. Ensemble learning uses aspects from both sampling and cost adjustment and can be advantageous over canonical (single-predictor) algorithms due to better generalization from multiple classifiers [18] - [21] . In other words, ensembles are often more accurate than the individual classifiers that make them up [19] , [22] .
For an ensemble to perform better than its individual members, the individual members must be diverse, i.e., not make the same errors on the same inputs [19] , [22] - [24] . Ensemble diversity allows different members to specialize on different parts of the input domain. For example, if one member S i classifies an input instance X incorrectly and its output is uncorrelated to two other ensemble members, S j and S k , which produce the correct output on X, then a majority vote of all three members in the ensemble will ensure that X is correctly classified due to the influence of S j and S k . Otherwise, without good diversity, the ensemble members risk misclassifying all the same inputs together. In the example above, if S j and S k have highly-correlated outputs to S i , each will classify X incorrectly, and in turn, the majority vote in the ensemble will also be incorrect; thereby providing no additional benefit in combining together the different classifiers.
In [19] , a formal characterization of this issue is provided, as well as several important techniques for promoting diversity. Two popular techniques (among others described in [19] ) include bagging, which samples the learning data into smaller (usually balanced) subsets to train the individual members [3] , [24] - [26] , and injecting randomness into the learning algorithm to generate diverse members [18] , [20] , [27] . The latter is favored in EMO due to its inherent stochastic and populationbased nature [18] , [20] , [27] , [28] . Some EMO approaches (such as this paper) also use a diversity objective in fitness to promote cooperation between members, such as negative correlation learning (NCL) [29] , [28] and pairwise failure crediting (PFC) [18] , [20] . This allows the full training set to be used during fitness evaluation, compared to bagging and boosting that sample the training set. When data is balanced, these EMO approaches typically trade-off a solution's overall accuracy against their diversity (measured using the NCL [29] or PFC [18] ). Other mechanisms to promote diversity in EMO include varying the size and/or structure of the learned models [12] , [28] , or partitioning of the training set [30] , [31] .
A. Ensemble Approaches to Class Imbalance Classification
When data is unbalanced, ensemble systems are traditionally used in conjunction with sampling (e.g., under-sampling, oversampling, or SMOTE) to either create balanced bootstrap samples in bagging [2] , [3] , [24] , or rebalance the training data prior to learning [4] , [26] .
In [2] , a taxonomy of the state-of-the-art in samplingbased ensemble learning is outlined. Bagging with undersampling and boosting with SMOTE are recommended from among 20 other algorithms evaluated on 44 binary benchmark unbalanced tasks from KEEL [32] . In [26] , a diversity term is added to the weight update rule in AdaBoost to measure the level of disagreement between classifiers. This method (and AdaBoost with SMOTE) is found to outperform traditional AdaBoost and AdaBoost using under-and over-sampling on 12 benchmark multiclass tasks. In [24] , the bootstrap sample sizes are varied for diversity using bagging, where better ensemble diversity (measured by the Q statistic [33] ) is found to be beneficial for the minority class but harmful to majority class on several (synthetic and benchmark) class imbalance tasks. To address this, in [4] , minority class diversity (measures using NCL) is traded-off against the overall accuracy in EMO (majority class is ignored) using neural network ensembles. While this method (and traditional NCL) performed better on the minority class than traditional bagging for eight benchmark (binary and multiclass) tasks, accuracy on the majority class suffered as a trade-off.
While effective, the main limitation of sampling to first artificially rebalance the original unbalanced data set is that the learned models risk not learning/discovering the underlying rarities in the unbalanced data set, particularly if the sampling algorithm is not careful. This can lead to over-fitting, as shown in [2] and [26] . To address this limitation in GP, [20] combines the accuracy and diversity (measured separately) for each class into a single value, and trades these off against each other for all classes using EMO for cost adjustment (no sampling). However, [20] uses the full evolved Paretoapproximated front to form the ensemble. This can lead to suboptimal ensemble behavior due to the influence of some biased Pareto-approximated members in the ensemble. This paper uses the EMO configuration from [20] to evolve the ensemble base learners, but extends [20] by developing a new ensemble selection approach using GP (to optimize which members are chosen for ensemble) to further improve classification performance.
Cooperative co-evolution is also used for ensemble learning in GP [3] , [34] . In [35] , grammatical evolution (GE) is used to co-evolve two populations (binary classifiers and points that are balanced bootstrap samples) for multiclass problems. In [34] , teams of weak individuals that cooperate strongly together are also evolved for multiclass problems. However, a major difference between teaming and our work is that teaming combines many weak individuals; while our work in this paper focuses on ensemble selection of strong GP classifiers.
B. Ensemble Selection
Ensemble selection chooses which base learners to include in the final ensemble [13] , [21] , [36] . Most approaches assign a weight to each base learner, which specifies whether the individual is included (or not) in the ensemble, or the individual's contribution in the ensemble [9] , [21] , [34] , [37] . Learning these weights is typically accomplished in three ways. The first (and simplest) method uses an individual's fitness (on the training set) as its weight [34] , [36] . A limitation of this method is that these weights do not reflect how well an individual cooperates with others in the ensemble. The second method co-evolves the base learner and their weight values in parallel [13] , [34] . The main limitation of this method is that co-evolving the weights with the base learners can be prone to noise, particularly in the early stages of the evolution (see [13] ). The third method invokes a secondary training phase to optimize the individual weights, typically using a genetic algorithm (GA) and a bit-string representation, where each bit specifies whether a member is included or not in the ensemble [9] , [21] . This method is favored over co-evolutionary approaches as it decouples the initial training phase (to learn the base classifiers) and the ensemble optimization, allowing researchers to focus on one aspect at a time.
While effective, this method has two main limitations. First, fine-tuning a weight-vector/bit-string can be time-consuming and difficult (i.e., many weights to configure), particularly when the pool of base classifiers is large [21] . Second, this method does not necessarily reduces the size of the ensemble unless sparsity (of the vector/string) is explicitly encouraged during optimization, which is non-trivial, as shown in [37] . In [37] , an ensemble pruning approach is developed using expectation propagation to approximate the member weights with Bayesian inference, while explicitly encouraging sparsity of the weight vector.
This paper develops a new GP approach to ensemble selection to avoid the limitations. We use a flexible size constraint on the GP-optimized ensembles and selection pressure to focus on finding small groups of highly diverse individuals for the ensemble. While some preliminary results of this new approach were recently presented at a local artificial intelligence conference [38] , this paper substantially extends the work in [38] in four main areas. First, this paper develops a new GP representation for the (optimized) ensembles (called composite logical solutions), and compares this to the original representation in [38] (called composite voting solutions). Second, this paper improves the GP search by evolving a pool of composite voting/logical solutions for a given set of base learners; whereas in [38] , only a single composite voting solution is evolved for a given run. Third, this paper compares an alternative training configuration to evolve composite voting/logical solutions using a selection set to improve generalization. Last, this paper compares the GP-optimized ensembles to several other ensemble learning approaches from the literature (these comparisons are not made in [38] ), including an established ensemble selection approach (off-EEL [13] ), and several bagging and boosting algorithms recommended in [2] .
III. EVOLVING BASE LEARNERS USING MOGP
This section outlines the initial EMO process for evolving the ensemble base learners which are used, as input, to the new ensemble selection approach proposed in Section IV.
A. Representing Genetic Program Classifiers
A tree-based structure is used to represent the genetic program solutions [6] . We use feature terminals (example features) and constant terminals (randomly generated floating point numbers), and a function set comprised of the four standard arithmetic operators, +, −, ×, and %, and the conditional operator if. The +,− and × operators have their usual meanings (addition, subtraction, and multiplication) while % is protected division (usual division except that a divide by zero returns zero). The conditional if function takes three arguments and returns either the second argument if the first is negative, or the third argument otherwise. Each GP solution represents a mathematical expression that outputs a (floatingpoint) number for a given input (data example to be classified). This number is mapped to the class labels using zero as the threshold, i.e., minority class if the classifier output is zero or positive, or majority class otherwise.
B. Multiobjective GP (MOGP) Approach
In MOGP, the learning objectives are traded-off against each other, where a set (or Pareto front) of individuals is evolved along the objective trade-off surface in a single optimization run. This is different from traditional (single-objective) GP where the single fittest individual from the evolved population is returned from a given GP run. In this multiobjective formulation, the minority and the majority classes are tradedoff against each other for cost adjustment between the uneven classes, allowing the unbalanced data to be used directly in learning (without sampling). To accomplish this, MOGP uses a Pareto-based fitness function and Pareto dominance to rank the individuals in the population according to their objective performances. This ranking is important as it affects the way selection is performed if the different objectives are to be treated separately in the optimization process. Pareto dominance between two individuals asserts that one individual will dominate the other if it is at least as good as the other on all the objectives but better on at least one objective [39] , as shown below for individuals S i and S j , where x is an objective
1) Formulating the Objectives:
In binary classification, the simplest MOGP formulation would trade-off the minority and the majority class accuracies against each other, as shown below
where Err (c, S i ) is the number of errors made by individual S i on class c, and N c is the number of training examples in class c. However, since the goal of MOGP is to evolve a pool of GP classifiers to form an ensemble, diversity between individuals must also be encouraged in the evolution. This is to ensure that the same errors are not made on the same inputs. To achieve this, a penalty function, pairwise failure crediting (PFC) [18] , is incorporated into the learning objectives for diversity. This is shown by (1), which represents the final MOGP objective formulation
where
In (1), PFC c,i represents the diversity of individual S i on class c where Pop is the size of the population, and HD is the Hamming distance between the outputs of two individual S i and S j on the examples from class c. So HD is the number of outputs where the predicted class labels are different between two solutions. PFC values range between 0 and 1 where higher PFC values mean better diversity. The aim of the PFC function is to reduce the overlap of common errors between individuals in the population on a given class, to make the outputs of the different individuals uncorrelated to each other [18] . Equation (1) treats the accuracy and diversity on a given class as equally important in fitness where the higher the objective value, the better the accuracy and diversity. The PFC measure has been shown to promote good diversity between individuals in MOGP [20] . In [20] , classifier diversity was shown to be better using PFC in fitness compared to the widely-used NCL [28] , [29] . This is because PFC is a population-based measure, whereas other measures such as NCL evaluate diversity relative to the ensemble's output (requiring that the ensemble members are known a priori to obtain the ensemble output).
2) Pareto Fitness using SPEA2: Once each individual is evaluated on the objectives, MOGP uses the established SPEA2 [39] algorithm for Pareto dominance ranking to determine the final fitness values, as shown below
In (2), the fitness of individual S i is calculated as the sum of all strength values of all S i 's dominators, i.e., all other individuals in the population (Pop) that dominate S i . An individual's strength value is the number of other individuals it dominates in the population. The lower the SPEA2 fitness value, the better the performance on the objectives. Nondominated individuals in the population have the best fitness value of 0 since these solutions have no dominators.
The SPEA2 algorithm is chosen in MOGP for Pareto ranking (from other popular algorithms such as NSGA-II [40] ) due to certain properties in SPEA2 that are well-suited to the objective formulation in (1) [20] . SPEA2 uses both dominance count (i.e., number of others that a given individual dominates) and dominance rank (i.e., number of others that dominate a given individual) in the fitness calculation. Dominance count is used as an individual's strength value, while dominance rank is used to find an individual's dominators. In contrast, other popular EMO algorithms such NSGA-II [40] tend to use either dominance count or dominance rank alone. This is important since these two aspects favor different regions of the Pareto frontier: dominance rank tends to reward exploration at the edges of the frontier, while dominance count rewards exploitation in the middle of frontier [41] . Due to these properties, it was shown in [20] that MOGP with SPEA2 is better at pushing the Pareto front outwards toward good performance on all objectives compared to NSGA-II, which found a wider spread of individuals along the whole of the frontier. The former is preferred using the objective formulation in (1) since this represents individuals with equally high accuracy and diversity on both classes, whereas the latter represents individuals with very high accuracy and diversity on one class alone. 
C. MOGP Evolutionary Search Algorithm
A single MOGP run returns multiple evolved classifiers, i.e., the non-dominated set from the evolved population, as seen in Fig. 1 (a) for the two objectives. To facilitate the evolution of this non-dominated set, MOGP uses the SPEA2 search algorithm. In SPEA2, the parent and offspring populations are merged together at every generation [39] . This combined parent-child population is then sorted by fitness where the fittest individuals are copied into a new population, called the archive population. The archive serves as the parent population in the next generation and preserves elitism in the population over generations. The offspring population at every generation is generated using the traditional crossover and mutation genetic operators using binary tournament selection.
The ramped half-and-half method is used for generating genetic programs in the initial population and for the mutation operator in MOGP [6] (similar to canonical GP). The population size is 500, crossover and mutation rates are 60% and 40%, respectively, and tournament selection is used with a tournament size of 2. These MOGP settings follow those recommended in [39] . Due to the nature of the MOGP approaches, and particularly the archive population, further elitism is not required [39] . The maximum program depth is 8 to restrict very large programs in the population, and the evolution is allowed to run for a maximum of 50 generations or until a solution with the best fitness is found.
IV. COMPOSITE SOLUTIONS FOR ENSEMBLE SELECTION
This section outlines the second step in the classification process, i.e., forming the GP ensembles and the ensemble selection process, as seen in Fig. 1(b) . By aggregating the evolved MOGP classifiers into an ensemble where members can vote on class membership, we maximize the combined knowledge of these learned classifiers for better generalization compared to any single classifier alone [20] . However, these GP ensembles can still be vulnerable to the learning bias if the full evolved non-dominated front is used directly in the ensemble due to the influence of biased members, as shown later (in Section V-B). We use ensemble selection here to find groups of individuals that cooperate very well together in the ensemble, ensuring good ensemble performance/generalization on both the minority and majority classes. This ensemble selection process involves exploring and evaluating different formulations of individuals in the ensemble, to find the group that achieves the best ensemble performance. However, this is a computationally expensive and time-consuming combinatorial problem, particularly if the non-dominated set or the training set is large. An exhaustive search to explore all combinations is impractical since this involves evaluating 2 T − 1 different ensemble formulations (where T is the size of the non-dominated set), and every evaluation requires one pass through the training set.
A. Reusing GP for Ensemble Selection
To address this issue, we reuse GP for ensemble selection to quickly explore and evaluate different ensemble formulations. In this new approach, an (optimized) ensemble is represented as a GP composite solution. A composite solution is a single genetic program that links to multiple base learners (in this case, evolved Pareto-approximated front classifiers), as shown in Fig. 2 . Here the GP composite solution (right side of Fig. 2 ) is formed by linking several Pareto-approximated front members (left side of Fig. 2) . Evolving a population of composite solutions using a traditional GP search is a means to efficiently exploring and evaluating different ensemble formulations.
This GP approach to ensemble selection has two main advantages/novelties over other GA and GP approaches (as discussed in Section II-B). First, limiting the maximum tree depth of the composite solutions during evolution forces natural selection pressure to find small and diverse groups of individuals for the ensemble (i.e., small high-fitness composite solution trees), via the few available positions within a composite solution tree. This means that the target ensemble sizes are not fixed a priori during ensemble selection (as required in GA), but can vary depending on the diversity/performance of the base learners and the maximum tree depth.
Second, choosing different function set operators in the composite solution representation allows the outputs of the individual ensemble members to be aggregated and manipulated in different ways. This controls how the composite solution-based ensemble computes its output (final predicted class label). This is important as it incorporates the strategy of how to aggregate/combine the member outputs into the GP search and ensemble selection process, whereas in traditional GA approaches the ensemble aggregation strategy (usually majority voting) must be configured a priori and remains fixed during ensemble selection. This paper develops and compares two composite solution representations using different function sets. The first, composite voting solutions (CSVote), uses the traditional majority vote operator to combine the member outputs. The second, composite logical solutions (CSLogic), uses logical operators to aggregate the member outputs, thereby giving the ensemble greater decisions making abilities than traditional majority voting. One of the sub-goals of this paper is to investigate whether the new logical operators in CSLogic is better for ensemble generalization compared to traditional majority voting (used in CSVote).
The subsections below outline how the ensemble is represented as a GP composite solution, the two types of composite solutions (CSVote and CSLogic), and the evolutionary search parameters to evolve composite solutions.
B. Ensemble Representation as GP Composite Solution
As mentioned above, an ensemble is represented as a single tree-based GP composite solution which links to multiple base classifiers, as seen in Fig. 2 . Here the terminal nodes in the GP composite solution tree represent a base classifier (from the evolved Pareto-approximated front), and the non-terminal nodes represent an aggregation strategy on how to combine the outputs of the base classifiers. The output of an evolved composite solution (when evaluated on a given input instance) is a class label, as determined by the ensemble members and the aggregation strategy. This tree-based representation allows us to reuse traditional GP search mechanisms such as using the genetic operators to easy interchange which base classifiers and aggregation functions are defined in the ensemble (to explore ensemble formulations), and the fitness function to evaluate these ensemble formulations and guide the evolutionary search toward high-fitness composite solutions. By measuring the geometric mean of a given composite solutions on the minority and majority class accuracy in the fitness function, ensembles with good and balanced classification accuracy on both classes can be evolved.
1) Composite Solution Terminal Set:
To incorporate multiple base classifiers into a single GP composite solution tree, and to allow the genetic operators to easy interchange which base classifiers appear within a given composite solution, the following terminal set is used:
Here p i represents a link to the i th base classifier from the Pareto-approximated front (of size T) from a given MOGP run, as shown in Fig. 2 . The symbol ∅ represents a null-valued terminal, used as a blank input argument to a particular function node. Allowing null-valued terminals in the composite solutions varies the number of base classifiers within any given composite solution, rather than insisting that every leaf-node in a composite solution maps to a base classifier. For example, the composite solution in Fig. 2(b) uses five base classifiers even though there are seven leaf-nodes, since two leaf-nodes are null-valued terminals.
When a composite solution is evaluated on a given input instance, the i th base classifier representing terminal node p i is first executed, and the predicted class label of this base classifier is taken as the return value of the terminal node. As there are exactly two classes in these data sets, binary values 0 or 1 are used to represent the two predicted class labels. As the raw output of a base classifier (when evaluated on a given input instance) is a real number, this number is mapped onto the two class labels using zero as the class threshold, i.e., 1 (minority class) if the base classifier's raw output is zero or positive, or 0 (majority class) otherwise.
This composite solution representation is chosen for two important reasons. First, the leaf-nodes in the terminal set provide a mechanism for linking multiple base classifiers into a single composite solution, irrespective of the type of underlying base learner. This means that the composite solutions can be used in conjunction with any underlying machine learning algorithm to generate the base learners, since the composite solutions take, as input, the predicted class labels of the base learners. Second, the function set operators (discussed below) provide a flexible mechanism to control how the outputs of the base classifiers are processed within a composite solution and thus, how the final output of the composite solution is computed. Exploring different function set operators will explore different stategies to combining/aggregating the member outputs in the ensemble. The two function sets for evolving the CSVote and CSLogic composite solutions are outlined below.
2) CSVote Function Set: To transform a composite solution into an ensemble where members vote on the class label, the function set consists of the single function vt. When vt is the root node in a CSVote tree, the function computes the majority vote of each base classifier within the tree. When vt corresponds to an internal (non-leaf) node in a CSVote tree, this function serves no purpose other than to join terminal (leaf) nodes or other vt nodes to the root node. In this case, these internal vt nodes simply pass each of its input arguments up the tree to the root node. This function takes exactly three input arguments, which can be other function nodes or terminals nodes. By only allowing the root to process the majority vote of all the base classifiers in the CSVote tree, each vote is treated as equally important during voting. Fig. 3(a) shows an example of a CSVote tree. Assuming that the predicted class labels of the five base classifiers in this tree, p 1 , p 2 , p 5 , p 6 , and p 8 , are 1, 0, 0, 1, and 1, respectively (when evaluated on a given input), Fig. 3(b) shows how this CSVote tree is evaluated to obtain its output. When this CSVote tree is executed, the class labels of the base classifiers are taken as the terminal node values, and the two internal function nodes pass each of its input arguments up to the root node of the tree. When the ∅ terminal nodes are encountered, no value is passed up to the root node. The root node then computes a majority vote of these five class labels, and outputs a class label of 1 (denoting the minority class). In the case of a tie when the two classes have the same number of votes, the minority class label (i.e., 1) is chosen.
3) CSLogic Function Set: To transform a composite solution into a logical expression, a function set consisting of three functions is used: {∧, ∨, v f }. All three functions take three input arguments. The function ∨ represents a logical disjunction and returns 1 whenever one or more of its input arguments is 1 (0 otherwise). The function ∧ represents a logical conjunction and returns 1 only if all of its input arguments are 1 (0 otherwise). The function v f represents a majority vote of all its input arguments, i.e., 1 is returned if two or more input arguments are 1, or 0 is returned if two or more input arguments are 0. In the case of a tie (e.g., when the three input argument are: 0, 1 and the ∅ symbol), the minority class label is returned (i.e., 1). This means that ∅-valued input arguments are ignored in all three functions. Unlike the CSVote approach where only the root node computes the majority vote of all base classifiers, each internal node in this configuration computes a new value (based on its input arguments) to pass up the tree. This provides the internal function nodes in the CSLogic trees some decision making ability when processing the inputs.
Using the CSLogic tree in Fig. 2(b) and the same predicted class labels for the five base classifiers as discussed above, (3) below shows how this tree is evaluated to obtain its output (on
Here, the ∅ symbol nodes are ignored when the CSLogic tree is interpreted. The output of this tree is the class label 1, determined as follows.
C. Evolutionary Parameters

1) Evolving Composite Solutions:
The ramped half-andhalf method is used to generate an initial population of composite solutions (similar to the MOGP configuration in Section V-A). The crossover, mutation, and elitism rates are also 60%, 35%, and 5%, respectively, and the tournament selection size is 7 (these settings are recommended in the GP literature [42] ). To ensure that the training phase for evolving composite solutions is relatively fast, a population size of 300 is used, and the evolution is limited to 30 generations unless a composite solution with 100% accuracy on both classes on the training set is evolved (in which case the evolution is stopped). This corresponds to the termination criteria step in Fig. 1(b) for ensemble selection. Since GP is a stochastic search algorithm, multiple GP runs (30) are executed for each input set of base learners (i.e., each evolved Pareto-approximated front from a given MOGP run), each using a different random starting seed. After 30 runs, the composite solution with the highest average accuracy on the minority and the majority classes (on the training set) is taken as the final optimized ensemble (for a given MOGP run).
These parameters are chosen as they generally performed well across all the tasks and for the different composite solutions based on preliminary experiments. These preliminary experiments were predicated on the knowledge that this ensemble optimization step is only a further refinement process rather than a fully independent training process (like MOGP), and so requires a smaller population size and lower generation count than MOGP. However, it should be mentioned that the optimal parameter values may be different depending on the problem and representation of the composite solutions (e.g., CSVote and CSLogic).
2) Tree Size: As the goal of the composite solutions is to discover small but highly cooperative subsets of base learners to represent the ensemble, a limit is imposed on the maximum tree depth allowed in the evolution. Smaller composite solutions are preferred (over larger trees) as these use fewer base classifiers in the ensembles and the selection pressure for the (limited) positions within the composite solutions is increased. This reduces the risk of individuals that do not positively contribute to the ensemble accuracy being included in the composite solutions. To achieve this, two maximum tree depth settings are compared in the evolution, i.e., 2 and 3. When the maximum tree depth is 2, a composite solution can include, at most, nine members since the function nodes take exactly three input arguments, as shown in Fig. 4(a) . When the maximum tree depth is 3, a composite solution can use, at most, 27 members, as shown in Fig. 4(b) . The composite solutions of depths 2 and 3 can contain fewer than 9 and 27 members, respectively, due to the null-valued terminal set symbol ∅, since this represents a blank input argument to a given function node. Composite solutions with only one terminal node (that is not the ∅ symbol) are permitted in the evolution. These are akin to a winner-takes-all strategy where the ensemble output depends on the output of a single member. This paper compares these two predefined maximum tree depths to study the effects of the different ensemble sizes on performance for the two GP configurations. While we expect that small but diverse ensembles (of depth 2) will perform better than larger ensembles (of depth 3) due to better cooperation between members, we also investigate the following issues related to ensemble size. The first issue is whether the maximum tree depth of 2 is too small for good ensemble generalization compared to depth 3 for the CSVote and CSLogic approaches. The second issue is whether smaller CSLogic ensembles also perform better than larger CSLogic ensembles since the latter represents more complex and arguably more expressive logical expressions. An alternative to predefining the maximum GP tree depth would be to add a parsimony constraint in the fitness function, which rewards smaller GP trees with better fitness values (such as in [43] ). This would also force the natural selection pressure to find smaller groups of individuals for the ensemble. However, allowing the evolution to automatically choose the ensemble size would not allow us to investigate the two above-mentioned issues, and so falls outside the scope of this paper but will be considered in future work.
D. Extra Discussion: Multiple Classes
The two-phase GP framework proposed in this paper can be easily extended to perform classification with multiple classes by extending each of the two main GP steps as follows.
The MOGP approach (first step) can readily evolve a Paretoapproximated front along a multidimensional trade-off surface (three or more objectives), since each class (objective) is treated independently in the multiobjective optimization, provided that a multiple-class classification strategy can translate the numeric genetic program output value to a set of class labels. Some multiple-class classification strategies include static class boundary determination (CBD) where fixed regions along the number-line are preassigned to each class [44] , [45] , dynamic CBD where the class regions are dynamically learned using the program output values for each class [44] , or class enumeration where the class labels are represented as terminal nodes and evolved along with the GP tree [46] . However, the performance of some MO algorithms may deteriorate when the number of learning objectives in a problem increases, due to a large number of candidate (trade-off) solutions along the objectives [47] , [48] (these works suggest some useful approaches to address the issue of scalability in MO learning). Alternatively, a problem-decomposition based approach can also be used to transform a multiclass task with k classes into k binary tasks [3] , [49] . A direct comparison between these approaches is beyond the scope of this paper.
In the second step (ensemble selection), the CSVote composite solutions are also applicable with multiple classes, since the majority voting strategy in CSVote counts the number of votes for each class, regardless of the number of classes and class value, then returns the class with the most votes. The functions used in CSLogic, in particular ∧ and ∨, can be extended for multiple classes (since these assume binary class labels) using a new function (e.g., isClass) to convert each input argument (nominal class label) to a binary value (required by ∧ and ∨). This new function isClass would take two inputs, a class label and target class label, and return a boolean value depending on whether a given class matches the target class (these inputs will be evolved along with the GP tree). However, since the scope of this paper is on binary classification with unbalanced data, we leave the multiclass problems to future work.
V. EXPERIMENTAL RESULTS
This section presents the experimental results on the 12 tasks with essential discussions.
A. Unbalanced Data Sets
The experiments use 12 binary classification problems with unbalanced data, summarized in Table I . Tasks with * represent multiple-class classification problems that have been decomposed into binary problems where one class is chosen as the main (minority) class and some/all other classes form the majority class (the decomposed class name is given is parenthesis). In Ped, which is an image data set, pixel statistics corresponding to the mean and variance of the raw pixel values around local regions in the images are used as features (see [5] for details). The feature types are real (R), binary (B) or integer (Z).
The tasks in Table I are carefully selected to represent class imbalance problems of varying difficulty, dimensionality, size, and (feature) types reasonably well. Minority classes range between 5% and 35% of total examples, and some tasks are more complex (easily separable) than others. The tasks also range from being well-represented (e.g., Ped) to sparselyrepresented (e.g., Shut), and use different numbers of features.
Half the examples in each class are randomly chosen for the training and the test sets, where both sets preserve the same (original) class imbalance ratio. In this way, the training and test sets are similar in size and more representative of the underlying knowledge, allowing meaningful performance results to be obtained in the experimental results. Tasks where the class distributions between training and test sets differ is considered beyond the scope of this paper. These tasks also contain no missing attributes. The geometric mean of the minority and the majority class accuracy is used as the primary evaluation criterion (and in the statistical significance tests discussed below) since this measure is sensitive to minority class when data is unbalanced. The geometric mean accuracy is calculated using (4), where A and B represent the accuracies of the two classes
B. Main Ensemble Results
In contrast, traditional performance measures such as the overall classification accuracy or error rate can be influenced by the larger majority class when data is unbalanced. Another advantage of the geometric mean is the desirable property that poorer accuracy on one class alone can give a lower overall mean than the traditional arithmetic mean, since the product of the component factors are computed. This means that biased results toward one class alone will be reflected with lower geometric mean values than arithmetic mean values.
To compare which approaches achieve statistically significant better geometric mean accuracies on the test set than others, two statistical tests are performed. First, an ANOVA F-test [52] is used to test the null hypothesis, i.e., no significant difference between the approaches over 50 runs (95% confidence level). The p-values from the F-test, shown in Table II, are extremely low for each task (except Vow). This indicates a statistically significant difference in performance between the different approaches (null hypothesis rejected), since smaller p-values mean greater statistical difference. Second, a posthoc multiple comparisons test using Tukey's honestly significant difference (HSD) [53] is then used to determine the statistically significant differences between group means. Tukey's HSD test conducts a series of pairwise comparisons 1 between the different ensemble approaches, and outputs a set of 95% confidence intervals for each comparison based on the studentized range distribution (similar to a Students t-test) [53] . See [5] for more details on Tukey's HSD test. 1 There are
total comparisons where k is the number of different ensemble approaches. Table II summarizes the outcomes of Tukey's multiple comparisons test by ranking and grouping together those ensemble approaches that achieve statistically significantly better geometric mean accuracies than others. This is shown by the ensemble Rank in Table II where the higher the rank, the better the ensemble's performance (rank 1 is best). Ensemble approaches with identical ranks imply very similar geometric mean accuracies on a particular task. The column Beats shows other groups (identified by their rank) that are statistically significantly worse on a particular task; the empty set denotes that a given approach is not statistically better than any other group. For example, in Table II for the Ion task, CSVote 2 and off-EEL both achieve the best rank of 1, meaning that both approaches are not statistically different to each other. However, both are significantly better than those with ranks 3 and 4 (CSVote 3 , CSLogic 2 and CSLogic 3 ), but not significantly better than FULL (which has rank 2). Table II shows that CSVote 2 and off-EEL generally achieved the best geometric mean accuracies on the test sets. CSVote 2 appears in the top-ranked position in six tasks, while off-EEL appears in the top position in the four other tasks (Spt, Yst 1 , Yst 2 , and Aba). In the remaining two tasks (Led and Shut), CSLogic 3 has the best geometric mean accuracy on the test set. These three approaches, in particular, CSVote 2 and off-EEL, clearly outperform the FULL ensemble (no ensemble selection) in most tasks.
Here, CSVote 2 is statistically significantly better than FULL in seven tasks (Spt, Eco 1 , Eco 2 , Yst 2 , Led, Bal, and Aba), and off-EEL is statistically significantly better than FULL in six tasks (Spt, Eco 2 , Yst 2 , Led, Bal, and Aba). Since CSVote 2 and off-EEL have smaller ensemble sizes than FULL in all tasks, this shows that better performance can be achieved using fewer (but more diverse) ensemble members chosen during ensemble selection.
CSVote 2 and off-EEL show no statistically significant difference in performance compared to each other in all tasks except Eco 1 (where CSVote 2 is significantly better than off-EEL). This is not surprising since both are greedy ensemble selection algorithms. However, ensemble sizes for CSVote 2 are much smaller than off-EEL on all tasks, particularly Ped, Yst 1 , Ion, and Yst 2 . This shows that the ensemble members found using CSVote 2 are more diverse than those found using off-EEL on these tasks, since the smaller CSVote 2 ensembles generally perform as well as, or better than, the larger off-EEL ensembles. This highlights the usefulness of the evolutionary search to finding small diverse groups of individuals that cooperate well together in the ensemble. In addition to having better diversity, smaller ensembles also take less time to evaluate since fewer members must be evaluated to obtain the final ensemble output.
1) Why Ensemble Selection is Needed:
The poorer performance by FULL (compared to CSVote 2 and off-EEL) is due to a slight performance bias (higher majority class accuracies than minority class accuracies) in nearly all tasks. While minority class accuracies for FULL are still relatively good in some tasks (e.g., Ion, Ped, and Yst 2 ), these are much worse than CSVote 2 and off-EEL in some others (e.g., Spt, Yst 1 , Bal, and Aba). This shows that FULL contains more members that have a stronger majority class bias than the opposite case since these members influence the ensemble vote on these tasks. Only in one task (Eco 1 ) is the opposite behavior seen, where FULL contains more members that are biased toward the minority class. In contrast, CSVote 2 and off-EEL achieve much more balanced class accuracies, with noticeably better minority class accuracies compared to FULL in nearly all tasks.
Further analysis of the FULL ensemble results reveals that more individuals with a stronger majority class bias achieve non-dominated status as the evolution progresses over generations, compared to individuals with either a stronger minority class bias or middle-region individuals. This genetic drift in the population (toward non-dominated individuals biased toward the majority class objective) can be seen, to varying degrees, in Fig. 5 . This figure shows the minority class and majority class accuracies (on the test set) for FULL across 50 generations (averaged over 50 runs). These three figures (for Ion, Yst 1 , and Yst 2 ) show that the majority class receives more votes from the different members than the minority class. The remaining tasks are omitted for brevity but reflect similar behaviors to Fig. 5 (except Eco 2 where the two classes are balanced). These results show that ensemble selection can successfully exclude biased individuals from the ensemble, thereby improving ensemble accuracy on the important minority class. Table II confirms that smaller composite solution ensemble configurations, in particular CSVote 2 , also generally perform better than larger composite solution ensemble configurations (such as CSVote 3 ) on most tasks. Here CSVote 2 and CSLogic 2 outperform CSVote 3 and CSLogic 3 , respectively, in nearly all tasks (except Led and Shut), where CSVote 2 and CSLogic 2 both have smaller ensemble sizes than CSVote 3 and CSLogic 3 . This suggests that limiting the maximum tree depth to 2, particularly for CSVote, is sufficient for allowing good ensemble generalization (i.e., tree depth not too small), since these ensembles are generally better able to find small and highly diverse groups of individuals that cooperate well together in the ensemble compared to the maximum tree depth of 3.
2) Configuration of Composite Solutions:
However, it must be mentioned that these conclusions are only valid using the current GP parameter configuration (from Section IV-C), and that performances for CSVote 3 (and CSLogic 3 ) may be improved on these tasks using different GP parameters. For example, the number of generations in both CSVote 2 and CSVote 3 is limited to 30 to ensure that the evolution is relatively fast. This means that it may have been more difficult for GP to find good CSVote 3 solutions in 30 generations since these have many more possible combinations than CSVote 2 . As null-valued terminals are allowed in the composite solution trees, we expect that CSVote 3 should also eventually be able to discover the same solutions as CSVote 2 in more generations. However, these results nevertheless show that the smaller CSVote 2 ensembles achieve good ensemble results when the goal of ensemble selection is to reduce ensemble size and improve diversity while also keeping this GP refinement process relatively fast. In Led and Shut, the larger CSLogic 3 shows the best (test) geometric mean accuracies, but CSLogic 3 is not statistically significantly better than the other composite solutions nor off-EEL in these two tasks. The reason CSLogic 3 achieves slightly better results than the other GP approaches on these tasks may be because the large complex logical expressions represented by CSLogic 3 are more suited to difficult class imbalance problems (e.g., Led and Shut have a very sparse minority class representation from Table I with only 37 and 6 total minority class instances, respectively).
However, in the general case (as seen in the other ten tasks), both CSVote 2 and CSVote 3 have better performance on the test set than CSLogic 2 and CSLogic 3 . This suggests that the majority voting strategy (in CSVote, off-EEL and FULL) can be better for ensemble generalization in these tasks than the logical operators in CSLogic, particularly in larger, more complex CSLogic 3 ensembles. This may be because the logical expressions may be overly sensitive to the training data on these tasks or that some evolutionary parameters can be improved (as mentioned above).
The evolutionary search to evolve composite solutions is also reasonably fast with a single GP run taking only between 0.2 and 5 seconds on the tasks (similar for off-EEL). This is approximately 2-10% of the training time to evolve a FULL ensemble in MOGP, as shown in Table III. 3) Ensemble Training Results: Table II also includes the geometric mean accuracies on the training sets to provide an indication of the overall effectiveness of the GP training process. These results show that the training performance for the ensemble selection approaches is good (achieving nearperfect accuracy) in nearly all tasks. None of the individual ensemble members (i.e., evolved GP classifiers), nor the FULL ensembles accomplishes this in training. However, some approaches such as CSVote 3 , CSLogic 2 and CSLogic 3 , have much higher geometric mean accuracies on the training set than the test set in some tasks (e.g., Spt, Eco 1 , and Vow), suggesting that over-fitting has occurred. This may be due to the logic operators or evolutionary parameters in CSLogic (as previously discussed), or to the second training phase for ensemble selection (since the same training data is used to evolve the initial GP classifiers and composite solutions). Off-EEL and CSVote 2 have better generalization (than CSVote 3 , CSLogic 2 , and CSLogic 3 ), as their training performance is not as good as the other approaches but their test performance is much better. In Ped, Eco 2 , and Shut, the ensemble approaches generally show similar training and test performance, suggesting that good generalization is achieved. These results nevertheless show that the composite solutions, in particular CSVote, may be particularly useful in optimization problems or online learning that does not use an unseen test set.
C. Ensemble Selection Using Selection Set
To reduce over-fitting, we also investigate using an extra selection set in the secondary GP search to learn/evolve the composite solutions. In this alternative configuration, the original data sets are randomly split into three non-overlapping subsets, which all preserve the same class imbalance ratio as the original data set: a training set containing 40% of the data instances (called TR40), a test set containing 40% of the data instances (called TE40), and a second training set (or selection set) containing the remaining 20% (called SL20). The TR40 training set is used in MOGP to train the base learners (not used in ensembles selection), whereas the SL20 selection set is used to evolve the composite solutions in the ensembles selection phase. Note that the evolving composite solutions are a further refinement process rather than a fully independent training process from the original MOGP training process, and the goal is to avoid overfitting. The TE40 test set is then used to evaluate the ensembles on unseen input instances.
We chose this configuration over cross-validation for two main reasons. The first reason is to keep the selection set relatively small, so that the TE40 test set is not substantially larger than both the training sets (i.e., TR40 and SL20). This ensures that the test set is still highly representative of the underlying concepts/rarities in the data. The second reason is to ensure that the TE40 test set is not substantially smaller than the original test set from the previous section (i.e., using the 50/50% split), so that meaningful ensemble comparisons can made across these two test sets. In contrast, when crossvalidation is used with unbalanced data, the minority class can be under-represented in the test set, particularly when the number of folds is large. For example, ten-fold cross-validation on a task with only 10% minority class representation means a given fold will only contain one minority class instance if the different folds preserve the same class imbalance ratio. Table IV shows the geometric mean accuracies on the selection set (SL20) and test set (TE40) for CSVote 2 and off-EEL over 50 runs. We focus on CSVote 2 and off-EEL only since these ensemble approaches generally perform the best on the tasks (as discussed in Section V-B). Note that the results on the selection set are presented (and not TR40) since the former is used in ensemble ensemble selection (and the latter in not). Ped, Eco 2 , and Shut are omitted from Table IV since no over-fitting occurs on these two tasks (as seen in Section V-B3). In Table IV , the ensemble approach with a statistically significantly better geometric mean accuracy on a given set (using a 95% confidence level) is highlighted in bold. Table IV shows that the TE40 test set results for CSVote 2 in Table IV are as good as, or slightly better than, the previous test results in Table II (using no selection set) in nearly all tasks (except Ion). Similarly, the ensemble training results on SL20 for CSVote 2 are also slightly lower compared to the previous ensemble training results (in Table II ). This shows that using the selection set to evolve the CSVote 2 ensembles can reduce overfitting. However, this is not also the case for off-EEL, where performance on the TE40 test set is worse than the previous test results in Table II (using no selection set) on three tasks (Ion, Spt, and Bal). As a result, CSVote 2 training is statistically significantly better than off-EEL in four tasks (on TE40) using the selection set. This shows the advantage of using GP to further refine/improve the ensembles. In future work, we will explore other evolutionary parameters and training configurations to further improve ensemble performance.
VI. COMPARISONS WITH OTHER APPROACHES
This paper also compares the GP approaches to several other successful ensemble-based approaches for unbalanced data as recommended in [2] , as well as traditional single-classifier approaches (where the learned model is single classifier). Furthermore, both the ensemble-based and traditional singleclassifier approaches are evaluated using GP, SVM and NB. Table V shows the geometric mean accuracies on the test sets (use the initial 50/50% training and test set split), and the training times in seconds (s) or minutes (m) for the different approaches. 2 Experiments using NB and SVM are generated using WEKA machine learning software [54] .
The ensemble-based approaches include: 1) bagging with balanced bootstrap sampling using GP, NB, and SVM as the base learners and, 2) AdaBoost [55] with under-sampling and SMOTE using NB and SVM as the base learners. Since bagging requires that the number of bootstrap samples B be configured a priori (where the final ensemble size is B), we use B = 25. This configuration generally gave the best performance from preliminary experiments using B values of 15, 25, and 50 on the tasks. Each balanced bootstrap sample uses all minority class instances and a random sampling of majority class instances (the sampling algorithm uses a different random starting seed for each sample). In AdaBoost, experiments are repeated 50 times (also using a different random starting seed) using 25 AdaBoost iterations for each run. The SMOTE algorithm uses five nearest neighbors to create new minority examples. The SVM base learners use a sequential minimal optimization algorithm with an RBF kernel and Gamma value of ten (this value generally gave the best performance from experiments using 0.1, 1, 10, and 100).
Single-classifier GP (SGP) is evaluated using three different fitness functions, where all SGP experiments are repeated 50 times. The first, ACC, represents the traditional measure, the overall accuracy. The second, GM, uses the geometric mean accuracy of the minority and the majority classes. The third, AUC, calculates the area under the receiver operating characteristics (ROC) curve [56] . These SGP approaches use the same genetic program representation as MOGP (as outlined in Section III-A). This means that the same GP complexity constraints (e.g., a maximum depth of 8) are placed on the SGP classifiers, bagging-based GP classifiers, and the CSVote 2 (and off-EEL) ensemble members. Where possible, the SGP evolutionary parameters are kept the same as MOGP except for the tournament size which is 7 in SGP, and the mutation and elitism rates which are 35% and 5%, respectively (as these are recommended in the GP literature and elitism is not used in MOGP). Table V shows that while the bagging and boosting approaches perform well compared to CSVote 2 and off-EEL (in Table II ) in some tasks, these are much worse than CSVote 2 and off-EEL in some others. For example, while NB+bagging and NB+AdaBoost achieves competitive geometric mean accuracies compared to CSVote 2 and off-EEL on Spt and Yst 1 and very good results on Shut (but not better than the bestof-run 100% accuracy achieved by all GP approaches), these NB approaches perform worse than GP on Eco 2 , Yst 2 , Vow, Led, Aba, and Bal. On Bal in particular (which has a high class imbalance ratio), nearly all other bagging and boosting methods have very poor performance with minority class accuracies as low as 0% (these are underlined in Table V) . Similarly, SVM+AdaBoost outperforms CSVote 2 and off-EEL on Ped (highlighted in bold) but performs much worse on all the remaining tasks, particularly Vow where all the SVM-based approaches show very poor results (underlined). On this task in particular, SVM+AdaBoost incurs much longer training times than GP on this task (taking roughly nine times longer). In contrast, CSVote 2 and off-EEL generally show good results (in Table II ) across all tasks, suggesting that MOGP in combination with CSVote 2 and/or off-EEL for ensemble selection achieves good generality on these tasks. We expect the GP approaches developed in this paper to adapt well to new class imbalance tasks.
Interestingly, GP+bagging shows competitive results to CSVote 2 and off-EEL in two tasks (Spt and Yst 2 ), and even performs slightly better than CSVote 2 and off-EEL in four tasks (Ion, Vow, Bal, and Aba). These six tasks for GP+bagging are highlighted in bold in Table V. In the remaining six tasks, CSVote 2 and off-EEL both outperform GP+bagging. This suggests that classification results for GP+bagging might be further improved on these tasks with ensemble selection using CSVote and/or off-EEL. This represents a useful new direction for future work. However, GP+bagging has longer training times than MOGP, which takes twice as long as MOGP (from Table III ) in most tasks (e.g., Ion, Eco 1 , Yst 1 , Yst 2 , and Bal underlined in Table V ). This is because N different GP classifiers must be evolved using different (balanced) training samples to form a single ensemble. In contrast, all ensemble members are evolved simultaneously in one MOGP run using the full training set.
As expected, Table V also shows that the traditional singleclassifier approaches, which are not adapted for unbalanced data sets (SGP+ACC, NB, and SVM), generally perform poorly on the tasks with low minority class accuracies, particularly as the level of class imbalance increases. On some tasks, such as Led, Bal, and Aba (which have some of the highest class imbalance levels), these approaches cannot discriminate very well between the two classes at all, scoring as low as 0% minority class accuracy (underlined in Table V ). The improved (class-sensitive) fitness functions in SGP (namely, SGP+GM and SGP+AUC) generally perform better on the tasks than the traditional approaches. However, SGP+GM does not perform better than CSVote 2 on any task, and SGP+AUC achieves competitive performance compared to CSVote 2 in only some tasks (e.g., Ped, Eco 1 , Yst 1 , Vow, Aba, and Shut, shown in bold in Table V) but not others. This demonstrates that multiple GP classifiers working together in the CSVote 2 ensembles have better generalization than singleclassifier GP in these tasks, since the model complexities of the ensemble members in CSVote 2 and the evolved SGP classifiers are the same. This is a well-established concept in ensemble learning [18] , [19] , [20] , [21] .
VII. CONCLUSION
The two main goals of this paper were to develop an ensemble learning approach for classification with unbalanced data using multiobjective GP and to develop a new ensemble selection strategy to prune the ensembles using GP. This is the first paper to use GP for ensemble selection, which combines multiple evolved GP classifiers along the Pareto-approximated front into a single composite genetic program solution to represent the ensemble. The two main novelties of this approach include using selection pressure in the evolution to quickly find small groups of highly cooperative individuals for the ensemble and exploring different GP function sets to manipulate the outputs of the individual members to control how the ensemble determines its final classification decision. Two GP function sets are compared to evolve CSVote and CSLogic.
These goals have been achieved by evaluating the classification performances of the full and pruned ensembles on 12 (binary) tasks and comparing these results to an established ensemble selection algorithm (off-EEL [13] ); bagging and boosting methods; and canonical GP, NB, and SVM. We show that without ensemble selection, ensembles formed using the full Pareto-approximated front are vulnerable to the learning bias (due to the influence of biased members). As the ensemble sizes are automatically reduced during ensemble selection, ensemble performance improves on the tasks, particularly on the important minority class. The new GP approach to ensemble selection finds smaller and more diverse ensembles that perform as well as, or better than, off-EEL (and also better than canonical GP), particularly on tasks with high levels of class imbalance. Traditional majority voting (used in CSVote) is found to be better for good ensemble generalization compared to the logical operators (used in CSLogic) in most tasks; whereas larger more complex logical expressions represented by CSLogic performed slightly better than CSVote on two tasks with very sparse minority class representation. When an extra selection set is used in the composite solution evolution, performance improves for CSVote. The GP ensembles show good generality across all tasks, whereas the other bagging and boosting approaches (using NB and SVM) perform well on some tasks but also have difficulties on others.
This paper focuses on ensemble performance and does not explicitly examine the diversity of the evolved ensembles. In future work, we will analyse the relationships between diversity and ensemble performance, and investigate other techniques for promoting diversity between individuals in the evolution. We will also develop new composite solution representations, investigate using a parsimony objective in the fitness function to automatically evolve smaller composite solutions, refine the evolutionary parameters to further improve performance, and evaluate these approaches on multiple-class problems with unbalanced data in the future.
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