Despite an unprecedented amount of health-related data being amassed from various technological innovations, our ability to process this data and extract hidden knowledge has yet to catch up with this explosive growth. Although nursing care plans can be an effective tool to support the achievement of desired patient outcomes, their online collection, storage, and processing is lagging far behind. As a result, the impact of nursing care is not well understood from qualitative as well as quantitative perspectives. In this article, we first outline a complete life cycle of nursing care data, and present a knowledge discovery and analysis framework for such data sets. We also highlight Big Data issues pertaining to the analysis of nursing care data. Using an exemplar data set, we demonstrate the broad applicability of the proposed framework by showing knowledge discovery results for different outcomes related to patients, nursing staff, and administrators.
Due to rapid advances in digital technologies, the use of electronic media to capture, process, and store information is witnessing growth at an unprecedented pace (Hilbert & López, 2011) . Although the stored information is reaching zetabytes (Mearian, 2011) , our ability to process and analyze such large amounts of data, however, is lagging far behind. This dichotomy is especially true for the health care sector, which was mandated by the American Recovery and Reinvestment Act of 2009 to adopt and demonstrate "meaningful use" of electronic health records (EHR). Within EHR systems, the collection and meaningful reuse of data related to nursing care of hospitalized patients is even further lagging.
The "meaningful reuse" of EHR data, as defined by HealthIT.gov, consists of using digital medical and health records to achieve the following:
• • Improve quality, safety, and efficiency, and reduce health disparities;
• • Engage patients and families;
• • Improve care coordination and population and public health;
• • Maintain privacy and security of patient health information.
Unfortunately, there are a number of factors that contribute to limited meaningful reuse of EHR data. One of the biggest factors is the complexity and veracity of the data. The heterogeneity of the data sources and multiple data collection standards are additional factors that make EHRs a prime Big Data example. A number of new tools and techniques are emerging to enable the discovery of knowledge from the prolific amount of health-related data being amassed in various technological innovations (e.g., the Internet, patient devices, and EHR). In fact, combining and analyzing different sources and formats of data are at the heart of the Big Data science discovery movement. One way for nursing to participate meaningfully in this effort is to generate data that are a valid representation of nursing care and amenable to efficient processing and analysis. In this article, we report our research team's strategy for uncovering knowledge in a high-quality source of structured nursing data gathered in nine nursing units (four acute care hospitals) in which the same tool was used for 12 to 36 months. These efforts are the first step toward intelligent merging of nursing data with other sources to further examine and improve the impact of nursing within a wider context.
Below we describe our knowledge discovery framework and discuss Big Data issues related to our analysis and results. As shown in Figure 1 , the knowledge discovery framework explicates the analytical component of the Nursing Plan of Care Data Life Cycle (Ecosystem). In summary, the Ecosystem visually depicts the cycle our team follows to generate and improve the production of standardized nursing data that were used in the knowledge discovery exemplars presented (Keenan et al., 2012) . Our analysis specifically required grappling with Big Data issues such as high dimensionality, sparseness, feature extraction, and feature selection to produce findings relevant to patients, care providers, and health care organizations. Each of these Big Data issues is discussed within the context of an exemplar from the data gathered with a nursing EHR system, Hands-On Automated Nursing Data System (HANDS; Keenan, Yakel, & Marriott, 2005) .
Background
Our knowledge discovery framework (Figure 2 ), presented in greater detail below, utilizes valid and reliable standardized nursing care plan data extracted from the HANDS, a well-tested EHR system designed for collecting such data (Keenan et al., 2012) . Although our exemplars are based on one system's data, the framework can be applied to nursing data collected by EHRs with other care planning attributes and features (e.g., user interface, database structure, standardized terminologies, and decision support). Furthermore, it is important to note that standardized nursing care plan data collected in an EHR can be made available for analysis by itself or merged with other EHR data (e.g., lab, radiology, and medical) ultimately enabling a comprehensive evaluation of factors that influence patient outcomes. The knowledge Note. This figure depicts the different steps involved in the knowledge discovery and analysis processes. EHR = electronic health records; SQL = structured query language; SVM = support vector machine; HANDS = Hands-On Automated Nursing Data System. discovery framework in this article intentionally focuses only on nursing data as this is considered a basic building block for effectively merging and analyzing it with other health care data.
The Case for Standardized Data Collection
When data stored in digital form are not structured or coded using standardized terminologies and linked with other related data items, its processing and analysis pose formidable challenges. Unstructured data refers to information that does not have a predefined model or has not been organized in any predefined structure linking different data elements. Without standardization, it is nearly impossible to determine if different words/terms used to describe the same process are actually comparable. This is particularly problematic when trying to compare words across units and across settings where standards of care and cultures can vary tremendously. Unstructured documentation of care not only influences the validity of the data collected but also can be a source of unintended communication errors resulting from misunderstanding and misinterpretation. Another challenge is the transformation of the raw data into usable information. Without this transformation, the current data mining techniques often miss a substantial amount of the information because of different ambiguities. The processing of unstructured data is also much more labor-intensive and therefore more costly, even with advances in natural language processing. In the absence of standardization, the impact of nursing care has remained fairly invisible due to the infeasibility of evaluating non-structured nursing care data except on a very small scale. Recently, there have been a number of attempts to capture robust structured data sets using standardized nursing terminologies (Tastan et al., 2014) .
In our work, we have used standardized nursing care plan data in which the nursing elements of diagnosis, outcome, and intervention are coded respectively with North American Nursing Diagnosis Association-International (NANDA-I) (Herdman & Kamitsuru, 2014) , Nursing Outcome Classification (NOC; Moorhead, 2013) , and Nursing Intervention Classification (NIC; Bulechek, Butcher, Dochterman, & Wagner, 2013) . For the sake of completeness, we next provide a brief description of the exemplar data set.
The Data Set
Our data set was gathered with HANDS in a multisite study in four unique Midwest hospitals (n = 8 units) for 12 or 24 months (Keenan et al., 2012 ) and a ninth unit for 36 months . The database stores care planning information (nursing diagnoses, interventions, outcomes, and goals) for each shift with the nurse (experience, education) and patient (age, race, and sex) demographics (Figure 3 ). The information in each care plan is structured using standardized terminologies, as depicted in Figure 4 . In Figure 5 , we show an example plan of care initiated at the time of admission that lists the current outcome levels, and also sets the expected goals for all the outcomes tracked for the patient.
The database is extremely high dimensional with 747 attributes (variables), but relatively few are active for any given patient as a patient is unlikely to have hundreds of diagnoses, outcomes, and interventions. On average, a patient has four different diagnoses, five different outcomes, and 10 different interventions on his or her plan of care, resulting in a highly sparse data set with 2% density. Across a large group of patients, all 747 attributes, however, would have some data. The size of this data set, its high dimensionality, and sparseness make it an ideal vehicle to study Big Data issues relating to nursing care. The data set used in our study consists of 357,522 nursing care plans entered by 787 nurses corresponding to 42,403 episodes from 34,927 unique patients. Each patient episode, defined as a continuous stay at one hospital unit, spans 4 days and has 8.5 care plans on average. As reported previously, the validity and reliability of the nurses' use of the diagnoses, intervention, and outcome terms was excellent, as was the fidelity of their use of the system at each handoff (Keenan et al., 2012) . 
Knowledge Discovery and Analysis Framework
For any given data set, the knowledge discovery involves a series of steps that must be executed to extract the hidden information. In this section, we present our framework for knowledge discovery and analysis in nursing care data in greater detail. Figure 2 depicts the flow and relationship of different modules and processes in this framework. At a very abstract level, the proposed framework consists of the following sequential, and at times iterative, steps to carry out the analyses:
• • data extraction from the database or data warehouse, • • data cleansing and preprocessing including feature extraction and dimensionality reduction, • • iterative analysis and prediction model development and verification using data mining tools.
In this section, we first describe research issues related to feature extraction (dimensionality reduction), data analysis (including importance sampling), data mining (including execution of association rule mining and classification), and analysis and interpretation of results (including importance of domain experts in the loop). Finally, we describe how the lessons learnt from such an analysis can be made available at the point of care for improving health care delivery.
Feature extraction. In our analyses, the main features (variables) we studied are the nursing diagnoses, interventions, and outcome goals and progress toward goals updated for each patient at the end of every shift. In addition, our analysis includes patient characteristics (e.g., age, gender, race, medical diagnoses, and medical history), nurse characteristics (e.g., education, experience, work status, and workload) and other derived variables such as nursing care characteristics (e.g., care continuity, worked hours per patient day), and episode characteristics (e.g., length of stay, time of admission, and discharge status).
The first step of our analysis is to extract the relevant features to form the analytic data set. With nursing diagnoses, outcomes, and interventions coded using the highly valid standardized nursing terminologies of NANDA-I, NOC, and NIC, respectively, the often difficult task of extracting nursing care plans is straightforward with HANDS data. On the contrary, medical diagnoses and history were entered as free text. To extract features from these data fields, an iterative process is needed. First, clinical experts need to generate a codebook for common medical terms including abbreviations. Natural language processing is then used to parse the free text entries for each patient episode. These two steps are applied iteratively with both the codebook and the parsing algorithm being refined in each iteration until important features in these fields are extracted.
Some features need to be derived from the raw data in the database. For example, the length of stay for each patient episode can be obtained by computing the difference between the time of admission and time of discharge. The derivation of other features is much more involved. For example, a research study may want to examine the effect of part-time nurses, defined as nurses that have worked for less than 30% of the full-time hours in the previous 2 weeks. To extract this feature, we need to compute for each nurse and for each day during the entire study period, the number of hours they worked in the 2 weeks prior. Another example is the care continuity, which needs to be aggregated for each patient taking into account multiple factors related to nurse staffing pattern, including the time a nurse last saw a patient, the amount of prior exposure to a patient, fragmented (4-hr) shifts, and so on .
Feature selection. Even with high-quality structured data, there are a number of factors that need reconciliation due to the complexity of the data. Specifically, one that impedes the analysis of nursing care plan data, and for that matter any EHR related data, is the high dimensionality and sparseness of such data sets.
In our plan of care data for end of life (EOL) patients, we identified 144 distinct NANDA-I nursing diagnoses labels, 268 distinct NOC outcome labels, and 412 distinct NIC intervention labels. More than 800 dummy variables are needed to represent all of these labels. In addition, patients typically had multiple medical diagnoses and multiple medical problems in their history, not to mention other patient and nurse characteristics. A model trying to utilize all of them as predictors will likely have both extremely high computational cost and abysmal prediction performance.
First, the complexity of many traditional data mining algorithms and models grows exponentially with respect to the number of dimensions because of the exponential number of column combinations. Therefore, as the number of dimensions for a data set increases, so does the search space as well as the complexity of the algorithm. Also, predictive power of prediction models reduces as the dimensionality increases, known as Hughes effect or Hughes phenomenon (Hughes, 1968) .
A second problem is that the similarity between neighboring points in a high-dimensional data space reduces as the dimensionality increases. For any point in a high-dimensional data space, the expected gap between Euclidean distance to the closest neighbor and to the farthest point in the space shrinks as the dimensionality grows (Beyer, Goldstein, Ramakrishnan, & Shaft, 1999) . The notion of the nearest neighbor of a point is, therefore, meaningless unless the sample size also grows exponentially.
To handle the problem of dimensionality in data mining, different algorithms have been introduced, which instead of column-wise enumeration method have used row-based enumeration method (Liu, Han, Xin, & Shao, 2006; Pan, Cong, Tung, Yang, & Zaki, 2003) . These methods assume that data sets have thousands of columns (attributes or variables), but a much lower number of rows (observations). Carpenter algorithm (Pan et al., 2003) uses a bottom-up approach, whereas Liu et al. (2006) uses a top-down search method approach. However, both these methods work best for dense data sets. Data mining has been used to extract knowledge in some such data sets, albeit with limited success (Chen, Hu, & Zhang, 2006) . Typical EHR data, on the contrary, are highly sparse. In the HANDS data set, on average, a patient has four different diagnoses, five different outcomes, and 10 different interventions on his or her plan of care, resulting in a highly sparse data set with 2% density.
Besides the high-dimensionality problem, sparsity poses significant challenges as well. Many data mining and machine learning methods work best for "denser" data sets (Zao, Albright, & Cox, 2014) . To overcome the twin challenges of high dimensionality and sparsity, we therefore needed to perform feature selection.
Descriptive analysis is often the first step in feature selection. Descriptive statistics such as mean, standard deviation, frequency, and percentage are very useful in identifying predictors with low variability, and thus most likely low impact that can be excluded. Examination of bivariate association can lead to identification of additional low impact features. When a considerable number of variables are present in a data set, association rule mining algorithms can also be used to further reduce dimensionality. Association rules identify prevalent correlations and patterns. These patterns could be used as a basis for predictive modeling. As the number of rules generated is often large, graphical approaches could be used to present them efficiently. For instance, an algorithm can generate a network of relations among the variables that are present in an association rule. In such a network, rules and associated variables that are connected in cliques can help to determine the variables of interest and hence help in dimension reduction.
Besides excluding low impact features, we must also seek to consolidate and aggregate features. NANDA-I, NOC, and NIC are standardized nursing terminologies with well-defined taxonomic structures (e.g., domains and classes). For a given research question, we can aggregate individual labels into domains and classes to greatly reduce the problem of dimension. Both expert input and model validation can be used to assess if these aggregations are appropriate. In addition to the taxonomic structures, implicit structures such as hierarchical relation among different labels can be exploited for data reduction.
For example, plan of care data in the data set were stored in a relational database, where each patient was assigned one or multiple nursing diagnoses (NANDA-Is) when admitted to a unit, each nursing diagnosis was linked with one or multiple nursing outcomes (NOCs), each of which in turn was linked with one or multiple NICs. Besides this vertical structure, among the three levels of NANDA-NOC-NIC hierarchy, there were also horizontal connections between the multiple nursing diagnoses and the outcomes and interventions that are linked to each. For example, when examining the EOL patients in a gerontology unit, we found significant associations between multiple nursing diagnoses and the pain diagnosis (Almasalha et al., 2013) . Finally, the plans of care were updated each shift, where the shift nurse would update a patient's condition by assigning numeric ratings to each of the nursing outcomes and add or remove NANDA-Is, NOCs, and NICs as needed, leading to a temporal structure in the data.
A thoughtful and methodical exploratory analysis of the plan of care structures could lead to significant insights on meaningful aggregation of features. In our analysis of plan of care data for patients who expired during the episode, we examined the connections between NANDA-I labels related to comfort-oriented care and those related to disease-or illness-oriented or health-restorative care. We were able to identify 11 NANDA-I labels including Death Anxiety and Anticipatory Grieving that could serve as infomarkers for palliative care . For a given research question, we should try to find similar meaningful infomarkers by examining the structure of plan of care data. Each of these infomarkers will likely include multiple NANDA-I, NOC, or NIC labels, meaning that when studying a related research question, it will make sense to aggregate these labels into a single predictor, leading to more substantial dimensionality reduction.
Concurrent approaches to the feature aggregation worth mentioning here are the principal components analysis (PCA) and factor analysis, used to reduce dimensionality in data sets by identifying a small number of components or factors capable of reproducing with high fidelity the much larger set of original variables. PCA (Jolliffe, 2002 ) offers a sequence of best linear approximations to a given high-dimensional observation. It is one of the most popular techniques for dimensionality reduction. However, its effectiveness is limited by its reliance on the assumption of global linearity. Multidimensional scaling (MDS; Cox & Cox, 2008 ) is similar to PCA and suffers from the same drawback. Factor analysis (Frey, 1998) and independent component analysis (ICA; Hyvärinen, Karhunen, & Oja, 2004 ) also assume that the underling manifold is a linear subspace, but differ from PCA in how they identify and model the subspace. The main drawback with all these classical dimensionality reduction approaches is that they only characterize linear subspaces (manifolds) in the data. In addition to the linearity assumption, PCA and related methods may be suboptimal when data sets are very high dimensional and sparse, and when variables are heterogeneous. Sparse, parallel, and non-linear PCA have been developed in specific contexts, even as a generative probabilistic model, but an overall off-the-shelf approach for integrated data is still lacking. Another concurrent approach is cluster analysis, either modelbased (e.g., latent class mixture modeling) or distance based (e.g., k-means, hierarchical clustering). The major drawback with these methods is the difficulty in defining the notion of cluster itself in determined contexts, as well as a proper probabilistic model or a multi-domain distance function.
Finally, we include penalty functions for model complexity in our model construction to further reduce dimensionality and to avoid overfitting. One such approach is the Least Absolute Shrinkage and Selection Operator (LASSO) method, which can generate a series of models with an increasing number of features efficiently to allow us to evaluate them for model performance, complexity, and interpretability. For regression models, we can also utilize subset selection or shrinkage methods. Regularization or penalty functions can also be applied to non-parametric methods such as classification and regression trees, support vector machines, and various kernel based methods.
Data Mining Techniques
In the following section, we briefly describe the most common techniques for data mining purposes. Each of these techniques are highly relevant to data mining of nursing plan of care data. Table 1 also provides a list of data mining techniques along with different models that have been used in our framework.
Association mining. Association mining is one of the most prominent and studied procedures in data mining. It aims to extract interesting correlations, frequent patterns, or associations between items in the transactional databases (Piatetsky-Shapiro, 1991) or other repositories for the purpose of making predictions. An association rule is an implication in the form of if A (antecedent) → then B (consequent), interpreted as A implies B. Association rule mining is to discover association rules that satisfy predefined minimum support and confidence from a given database. Support of an association rule is defined as the percentage of the records that contain both A (antecedent) and B (consequent) in the database. Confidence of an association rule is defined as the percentage of records containing A that also contains B and is a measure of the strength of the association rules (Agrawal, Imieliński, & Swami, 1993) . Minimum values of confidence and support are usually predefined by the user below which rules are dropped, deemed as not so interesting and useful.
Clustering. Clustering is another technique of data mining. In clustering, objects are grouped together (or clustered) on a particular feature or set of features such that the items in one cluster are more similar to each other than to the items in another cluster (Bailey, 1994) . Clustering is mainly used to discover groups or partition the data into distinct groups.
Classification. Classification is the problem of mapping (or classifying) a new data instance into one of several predefined classes or categories (Alpaydin, 2014) . This is done on the basis of a training set of data consisting of observations whose category membership is given or known.
Regression. The regression functions are used to determine the relationship among the dependent or target variable and one or more independent variables. Regression analysis attempts to find a function between dependent and independent variables to model the data with the least error (Alpaydin, 2014) . Note. NOC = nursing outcome classification.
Results
In this section, we demonstrate the broad applicability of our proposed knowledge, discovery, and analysis framework to extract clinically significant findings. Depending on the research question, different methods can be applied. In a health care setting, there are three different stakeholders who have vested interest in the clinical decision. These stakeholders are the patients, the health care providers (doctors and nurses), and the organization. Therefore, the results can be categorized into three classes based on the stakeholders.
Patient-Oriented Results
Patients might be more interested in finding out which hospital provides better care to the patients. This can be visualized using our database that consists of records from four different hospitals and nine different hospital units. As an example, we found that patients suffering from Death Anxiety had a better chance of meeting the Comfortable Death goal when they were admitted to Gerontology units of the hospitals compared with other units of the hospitals (Figure 6 ).
Care-Provider-Oriented Results
Data mining of the nursing database has the potential to identify the best practices or hidden associations that can help the caregivers to identify and provide better and more effective care to the patients. We used association mining to find correlations/anomalies within the data. Following are some examples. Among patients that had a diagnosis of cardiopulmonary problems and also suffered from pain, not having coping/stress tolerance problems was associated with a better chance of meeting the expected outcome level for the NOC Client Satisfaction: Symptom Control. The finding was statistically significant (p = .039). One possible explanation of the findings is that the diagnoses from the Coping/Stress Tolerance Domain include patient diagnoses such as ineffective activity planning, ineffective coping, ineffective denial, fear, grieving, powerlessness, impaired resilience, chronic sorrow, and disorganized behavior. These diagnoses infer patients who may be grappling with dysfunctional behaviors at the EOL and thus are not as receptive, motivated, or ready to accept care provided by nurses (e.g., client satisfaction indicators include such things as assistance to achieve self-care, assistance to cope with emotional concerns, and instructions on how to improve participation in care) who are trying to help them achieve a more functional state. Thus, this can lead to the NOC not being met as patients do not positively perceive these nursing care efforts due to the presence of one of these potentially dysfunctional diagnoses. This is compared with a patient who does not have any diagnosis from the Coping/Stress Tolerance Domain. These patients are most probably coping effectively with their illness and are trying to be involved in their plan of care, and working toward planned outcomes (effective pain management, addressing death anxiety and fear, comfortable death, etc.). These patients are typically much more receptive to nursing efforts and interventions that would be moving them along the care continuum and thus would perceive their level of involvement more positively. In another example, it was observed that for patients that had a diagnosis of risk for falls and suffered from pain, nurses' use of an intervention from the Family domain was significantly associated with the patient meeting the expected level of the NOC: Fall Prevention Behavior. On the contrary, when the nurses did not apply any intervention from the Family domain, those patients did not reach their expected outcome of fall prevention behavior. Once again, this result was statistically significant (p = .019). When investigated further, NICs from Family domain included Family Involvement Promotion and Family Support. Family Involvement Promotion NIC relates to "facilitating family participation in the emotional and physical care of the patient" and Family Support NIC relates to "promotion of family values, interests and goals" (Bulechek et al., 2013; Dochterman & Bulechek, 2004) . Inclusion of these NICs may indicate that the nurses realize that the patients are now at EOL, and families may be needed to be involved as the patient enters their last days. This may lead to higher chances of NOC being met by the patients. This is compared with patients where family is not being involved, which may lead to depression in the patients as they enter their last days and hence result in NOC not being met.
In the last example, younger patients suffering from pain and cardiopulmonary problems had a higher chance of meeting their fall prevention behavior outcome than the older patients (p = .034), as shown in Figure 7 . Elderly patients become much weaker and cannot tolerate well the typical forms of activity (walking, position changes from sitting to standing) that they may have historically been able to address. Confusion or disorientation can make it especially difficult for elderly patients to remember to ask for help before getting up or to use assistive devices such as a cane or a walker. The confusion or disorientation can be caused by the hospitalization itself (unfamiliarity of room, change in routines, and difficulty differentiating between day and night in a hospital), a disease process (possible dementia, Alzheimer's, sepsis, and fluid and electrolyte imbalance), or even being sedated (pain, anti-anxiety, or sleep medications). This phenomenon is noted more commonly in older patients as compared with the younger age groups which may contribute to the younger patients seeming to meet their outcomes more frequently than older patients.
Organization-Oriented Results
A key goal of any organization is to find cost-saving measures to reduce the ever increasing health care costs without compromising care quality. One of the reasons of the increasing costs of health care are readmissions. Reducing repeat hospitalizations can greatly reduce these costs. The readmissions often occur due to poor treatment provided to the patients (Billings et al., 1993; Smith, 2009 ), more specifically, they are often caused by premature discharges (Goodman, Fisher, Chang, Raymond, & Bronner, 2011) . These readmissions can cost up to US$45 billion annually to taxpayers (Yam et al., 2010) . Hospitals are also being fined for early readmissions. Therefore, avoidable readmissions are a huge burden on hospital resources, including the workforce.
Our experiments on predictive modeling for readmitted patients suffering from pain showed patterns that can be useful to reduce readmission to the hospitals. For example, it was observed that among young patients with a long length of stay, nutrition problems were associated with a significantly higher chance of readmissions (Figure 8 ).
Discussion
Nurse informatics experts advocate for a variety of approaches for advancing nursing care knowledge through use of Big Data and data science techniques. There is merit for the various approaches, and in this article, we showcase the challenges and present a knowledge discovery and analysis framework that is suitable for a variety of outcomes. We also demonstrate the merits of using a standardized nursing EHR system that is well-tested and designed for generating reliable and valid standardized nursing care planning data and supported by substantial research evidence (Almasalha et al., 2013; Anderson, Keenan, & Jones, 2009; Boyd, Funk, Schwartz, Kaplan, & Keenan, 2009; Johnson et al., forthcoming; Keenan, 2014; Keenan et al., 2002; Keenan, Tschannen, & Wesley, 2008; Keenan, Yakel, Lopez, Tschannen, & Ford, 2013; Keenan et al., 2012; M. K. Lodhi et al., 2014; M. K. Lodhi et al., 2015; Schneider, Barkauskas, & Keenan, 2008; Sousa et al., 2015; Stifter et al., 2014; Stifter et al., 2015; Tastan et al., 2014; Tschannen et al., 2011; Yao et al., 2015) . In this work, we have also illuminated important issues inherent with analysis of nursing health care data. These issues require thoughtful consideration of appropriate analytic strategies to make meaning of the high dimensional and highly sparse data. For example, feature extraction and selection issues require careful attention and collaboration among data science experts and health care research experts-a team science approach.
Although our data set and exemplars focused only on nursing related data, our work demonstrates the fundamental importance of this singular focus. The availability of standardized nursing data offers for the first time ever the capability to discover new knowledge about nursing, but to do this, it has been necessary to devise new methods for extracting this knowledge. This article included a description of our systematic approach to knowledge discovery that involved tailoring existing methodologies to our standardized nursing data set. As we have argued in this article, before merging complex nursing data with other EHR and application data, it is important to first understand the richness of this data alone. We have made major strides in understanding how to analyze standardized nursing data but plan additional work in this area. Simultaneously, however, there are also plans to merge the standardized nursing data with other data gathered in the electronic health record system (EHRS) to evaluate the impact of nursing within a multidisciplinary context. We strongly believe that the tipping point is near at hand and the work described in this article is one of the catalysts to opening the floodgates to the rapid discovery of nursing knowledge. Such knowledge can be fed back to practice, education, and research to continually improve nursing care that optimizes patient outcomes. used in this study is now owned and distributed by HealthTeam IQ, LLC. Dr. Gail Keenan is currently the President and CEO of this company and has a current conflict of interest statement of explanation and management plan in place with the University of Florida.
