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Introduccio´n
Antecedentes
La teoría de polinomios ortogonales respecto a medidas soportadas en la recta
real ha sido objeto de atención no sólo desde una perspectiva analítica (propie-
dades asintóticas, distribución de sus ceros) sino desde un amplio espectro de
aplicaciones (integración numérica, métodos espectrales para el tratamiento de
problemas de valores en la frontera, teoría de grafos, sistemas integrables, etc).
Más recientemente, se ha desarrollado un tratamiento basado en las propiedades
espectrales de las matrices de Jacobi asociadas a dichos polinomios ortogonales.
De hecho, las matrices de Jacobi representan, en forma matricial, el operador de
multiplicación respecto a la base de polinomios ortogonales. En [70] y [78] se ha
abierto una interesante aproximación a la conexión entre perturbaciones de medi-
das y factorización LU de matrices de Jacobi que ha sido desarrollada tanto desde
el aspecto teórico ([10], [11], [76]) como numérico ([8], [9]) en el marco de las
denominadas transformaciones de Darboux que tienen su origen en los problemas
biespectrales (véase [70]), así como a través de la factorización QR ([12]).
Asimismo, y en un marco puramente algebraico, los polinomios ortogona-
les respecto a medidas soportadas en la recta real han sido utilizados de manera
sistemática en el tratamiento de sistemas lineales a través de los denominados
generadores de espacios de estado para controlabilidad de sistemas lineales (véa-
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se [2], [42] y [43]). En particular, la obtención de algoritmos tipo Leverrier está
íntimamente ligada a la inversión de matrices polinómicas, i. e. al estudio de la
función de transferencia del sistema lineal. Extensiones del algoritmo de Leve-
rrier han sido analizadas en los trabajos pioneros de S. Barnett ([3], [4]) y J. C.
Gower [31] y posteriormente ampliadas en el caso de haces lineales (véase [36],
[48], [59], [73], [74]) y matrices polinómicas de grado arbitrario ([5], [19], [21]).
Más recientemente, se han aplicado dichas técnicas en el estudio de inversas gene-
ralizadas de matrices polinómicas y racionales ([44], [45], [71]). La conexión con
problemas de mecánica clásica (teoría de vibraciones) se ha puesto de manifiesto
en [26] y [58] así como en relación con modelos 2-dimensionales de espacios de
estado ([77], [79]). Finalmente, una interesante aplicación en sistemas expertos
para la obtención de modelos a tiempo discreto utilizando identificación paramé-
trica, ha sido desarrollado en [66]. Un primer objetivo de nuestra memoria ha
sido el tratamiento del algoritmo de Leverrier-Faddeev desde la perspectiva de los
polinomios ortogonales clásicos. Dada una matriz A ∈ Cn×n existe una conexión
directa entre su polinomio característico pA(s) y la matriz adjunta de sIn − A. De
hecho, en el capítulo 2 ponemos de manifiesto (Lema 2.4.1) que
d
ds
pA(s) = tr Adj
(
sIn − A).
En lugar de utilizar la representación del polinomio característico en térmi-
nos de la base canónica {xn}n>0, consideraremos bases de polinomios ortogonales
clásicos (Hermite, Laguerre, Jacobi, Bessel) de manera que obtenemos un marco
general que abarca los casos estudiados para familias particulares de polinomios
ortogonales ([4], [74]). La clave es una propiedad estructural de los polinomios
ortogonales clásicos.
En el capítulo 3, utilizamos la anterior descomposición para abordar el cálculo
de la inversa de matrices polinómicas mostrando las ventajas frente a otras técni-
cas desarrolladas en [5], [19] y [21].
La segunda parte de la memoria aborda la teoría de polinomios ortogonales
respecto a una medida positiva no trivial soportada sobre la circunferencia uni-
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dad. Esta teoría se inicia con los trabajos de G. Szego˝ (véase [72] y su exhaustivo
conjunto de referencias) y se desarrolla desde una perspectiva analítica por Ya L.
Geronimus ([23], [24] y [25]) basada en la teoría clásica de funciones de variable
compleja. La conexión con el problema trigonométrico de momentos y la teoría
de procesos estocásticos estacionarios discretos constituyen un importante eje de
actividad investigadora en la década de los cincuenta (véase a modo de ejemplo
[34]). En la década de los ochenta se asiste un renovado interés por el tema tan-
to desde la perspectiva de la teoría de aproximación (fracciones continuas [41] y
aproximación por polinomios trigonométricos [65]) como desde una perspectiva
algebraica ligada al problema de factorización QR de matrices unitarias de Hes-
senberg de dimensión finita ([33]). En los años noventa se desarrolla una teoría
constructiva de familias de polinomios ortogonales asociados a perturbaciones de
medidas soportadas en la circunferencia unidad (véase [6], [27], [28], [40], [49],
[51], [56], [57], [63], entre otros) junto a una novedosa interpretación basada en
la representación matricial del operador de multiplicación respecto a una base or-
tonormal en relación a medidas soportadas en un arco de la circunferencia unidad
([29], [30]).
Sin duda alguna, el hito más relevante al comienzo del siglo XXI es la apa-
rición de los dos volúmenes de la monografía de B. Simon [68] que constituyen
la descripción mas exhaustiva del estado del arte en la teoría de polinomios orto-
gonales en la circunferencia unidad (véase también [67] a modo de síntesis). Una
de sus aportaciones fundamentales es el tratamiento de la representación matricial
del operador de multiplicación respecto a bases ortonormales en el espacio de los
polinomios de Laurent Λ = span {zn : n ∈ Z} construidas a partir del proceso
de ortonormalización de Gram-Schmidt de las familias S =
{
1, z, z−1, z2, z−2, . . .
}
y T =
{
1, z−1, z, z−2, z2, . . .
}
. La matriz resultante es pentadiagonal y admite una
factorización en términos de dos matrices diagonales por bloques de dimensión
2 la primera y de un único bloque de dimensión 1 y los restantes de dimensión
2 la segunda, cuyas entradas están relacionadas con los denominados parámetros
de reflexión, i. e. las evaluaciones en el punto z = 0 de los polinomios ortonor-
males. Este resultado debido a D. S. Watkins ([75]) fue obtenido mediante una
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demostración alternativa e independiente en [13].
En esta memoria nos centramos en el análisis de ciertas perturbaciones canóni-
cas de funcionales hermitianos definidos en el espacio Λ. En particular, establece-
mos la conexión entre las correspondientes funciones de Carathéodory mediante
una transformación espectral lineal, siguiendo la línea esbozada en [50].
Estructura de la memoria y aportaciones originales
A continuación, explicamos los contenidos y aportaciones específicas de ca-
da capítulo que conforma esta memoria. El capítulo 1 es una introducción que
contiene conceptos básicos acerca de funcionales de momentos, caracterizaciones
y operaciones algebraicas. También introducimos algunos aspectos de la teoría
de polinomios ortogonales asociados a funcionales lineales al igual que damos
ciertas caracterizaciones de los polinomios ortogonales clásicos. Al final de este
capítulo estudiamos la relación entre polinomios ortogonales y funcionales linea-
les en el contexto de la conexión entre la matriz de momentos y los generadores
de espacios de estado.
En el capítulo 2, estudiamos una herramienta útil para obtener en forma ex-
plícita la función de transferencia de un sistema lineal, el algoritmo de Leverrier-
Faddeev. Hacemos un repaso de la evolución de este algoritmo desde su obtención
al igual que presentamos sus ventajas y desventajas. En este capítulo desarrolla-
mos una implementación sencilla del algoritmo de Leverrier-Faddeev en la que
podemos expresar una función de transferencia de un sistema lineal en función de
una base de polinomios ortogonales clásicos.
En el capítulo 3 abordamos dos adaptaciones del algoritmo de Leverrier-Fad-
deev basados en el algoritmo obtenido en el capítulo 2. La primera sirve para
obtener de forma explícita la función de transferencia de un sistema lineal singu-
lar invariante en el tiempo. La otra adaptación del algoritmo fue motivada por el
cómputo de la función de transferencia de un sistema de osciladores en función
de una base de polinomios ortogonales clásicos.
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En un marco más general, los algoritmos presentados en este capítulo forman
una herramienta para el cómputo de la inversa de una matriz polinómica de orden
arbitrario.
En el capítulo 4 abordamos el tema de transformaciones espectrales para ma-
trices hermitianas Toeplitz. Comenzamos con los conceptos básicos de la teoría de
polinomios ortogonales respecto a funcionales lineales hermitianos y se definen
tres perturbaciones canónicas: Christoffel, Uvarov y Geronimus, así denominadas
por su análogo con el caso real, analizando para la primera de ellas las condicio-
nes necesarias y suficientes para la existencia de polinomios ortogonales respecto
al funcional perturbado y luego, la relación existente entre las correspondientes
matrices de Hessenberg vía factorización LU y QR. Ésta última en el caso de
funcionales lineales hermitianos definidos positivos.
En el capítulo 5 se estudian dos modelos de transformación de Uvarov y se dan
condiciones necesarias y suficientes para que el funcional perturbado sea cuasi-
definido. Finalmente se establece la relación entre las matrices de Hessenberg.
En el capítulo 6 consideramos la transformación de Geronimus µ1, de una
medida no trivial de probabilidad µ soportada en la circunferencia unidad, dada
por
dµ1 =
dµ
|z − α|2 , α < T, |z| = 1.
Tras introducir conceptos básicos y resultados preliminares, damos una expre-
sión explícita de los polinomios ortonormales con respecto a µ1 en función de los
asociados a µ. Finalmente, usando los resultados obtenidos y desarrollados en el
capítulo 4, mostramos una conexión entre las matrices de Hessenberg asociadas
con el operador de multiplicación con respecto a las dos familias de polinomios,
en la que interviene la factorización QR. Asimismo, mostramos algunos ejemplos
de dichos tipos de transformaciones junto con las representationes explícitas de
las sucesiones de polinomios ortogonales asociadas a la medida µ1.
Finalmente, la última sección contiene algunos problemas abiertos.
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Publicaciones resultado de la memoria
Los resultados del capítulo 2 han aparecido en [37], mientras que los del capí-
tulo 3 han sido publicados en [35] y [36].
Algunas contribuciones del capítulo 4 han aparecido en [17] y [55], funda-
mentalmente en relación con los problemas de factorización. En [17] se presentan
algunos resultados del capítulo 5 mientras que en [54] se han sintetizado los ele-
mentos básicos del capítulo 6.
Capı´tulo1
Polinomios ortogonales y
funcionales de momentos
1.1. Funcionales de momentos
SeaU : P 7→ C un funcional lineal en el espacio vectorialP de los polinomios
con coeficientes complejos y consideremos la base canónica {xn}n>0.
Definición 1.1.1 La sucesión {mn}n>0 definida por
U (xn) = mn, n = 0, 1, 2, . . . (1.1.1)
se denomina sucesión de momentos. El valor mn se denomina momento de orden
n y el funcional linealU se llama funcional de momentos asociado a la sucesión
{mn}n>0.
La matriz semi-infinita H cuyas entradas están dadas por hk, j = mk+ j, k, j =
0, 1, . . ., se denomina matriz de momentos estándar asociada al funcionalU. H es
una matriz de Hankel, esto es, una matriz cuyos elementos de las anti-diagonales
9
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son idénticos
H =

m0 m1 m2 · · ·
m1 m2 m3 · · ·
m2 m3 m4 · · ·
...
...
...
. . .
 .
Definición 1.1.2 Sea Hn la submatriz principal de H de dimensión (n+1)×(n+1).
Diremos que el funcional linealU es cuasi-definido si las submatrices principales
Hn, n = 0, 1, 2, . . . de la matriz de Hankel semi-infinita H = (m j+k)∞j,k=0 son no
singulares.
Diremos que U es definido positivo si U (p(x)) > 0 para todo polinomio
p ∈ P no nulo y no-negativo para todo x ∈ R.
En un caso definido positivo, los momentos del funcional son reales (véase
[16]).
Proposición 1.1.3 ([16]) Un funcional linealU es definido positivo si y solo
∆n :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
m0 m1 · · · mn
m1 m2 · · · mn+1
...
...
. . .
...
mn mn+1 · · · m2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
> 0, (1.1.2)
para todo n > 0.
En el caso definido positivo, existe una medida de Borel positiva µ soporta-
da en un subconjunto E de la recta real tal que el funcional lineal U tiene una
representación integral
U(p) =
∫
E
p(x)dµ(x). (1.1.3)
A continuación describiremos una serie de operaciones básicas en el espacio
de los funcionales lineales que serán de utilidad a lo largo de esta memoria.
Dado un polinomio φ ∈ P, con deg φ = n, podemos introducir un nuevo
funcional lineal llamado multiplicación a la izquierda deU por φ de la siguiente
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forma (
φ(x)U
)
(p(x)) = U (φ(x)p(x)) .
Asimismo, llamaremos multiplicación por la izquierda deU por el polinomio
inverso φ al funcional definido por
(
φ(x)−1U
)
(p(x)) = U
(
p(x) − Lp,φ(x)
φ(x)
)
,
donde Lp,φ es el polinomio interpolador de grado deg(p) − 1 que interpola a p en
las raíces de φ.
Un caso particular de lo anterior es el siguiente: si α ∈ C, llamaremos mul-
tiplicación por la izquierda de U por la función racional (x − α)−1 al funcional
lineal U˜ definido por
U˜(p) := (x − α)−1U(p) = U
(
p(x) − p(α)
x − α
)
, p ∈ P.
La derivada distribucional del funcionalU está dada por(
DU
)
(p(x)) = −U (p′(x)) , para todo p ∈ P.
En base a lo anterior, introducimos los siguientes funcionales a partir deU
(i) Sea α ∈ C. El funcional U˜ := (x−α)U se llama transformado canónico de
Christoffel del funcionalU (ver [78]).
(ii) Si α,m ∈ C, U˜ := U +mδα recibe el nombre de transformado canónico de
Uvarov, donde δα es el funcional de Dirac dado por δα(p(x)) = p(α), p ∈ P
(ver [78]).
(iii) Sean α,m ∈ C. El funcional U˜ := (x − α)−1U +mδα se denomina transfor-
mado canónico de Geronimus (ver [78]).
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1.2. Polinomios ortogonales asociados a funcionales
lineales
Sean L : P 7→ C un funcional lineal y {Pn}n>0 una sucesión de polinomios.
Definición 1.2.1 Diremos que {Pn}n>0 es una sucesión de polinomios ortogonales
respecto al funcional lineal L si
(i) deg Pn(x) = n para todo n > 0.
(ii) L (Pn(x)Pm(x)) = knδn,m, con kn , 0 y δn,m es la delta de Kronecker definida
por
δn,m =
 1 si n = m,0 si n , m.
Diremos que {Pn}n>0 es ortonormal respecto al funcional lineal L si, además
de cumplirse (i) y (ii), se tiene que kn = 1 para todo n > 0.
Teorema 1.2.2 Sea {Pn}n>0 una sucesión de polinomios ortogonales respecto a
L. Entonces, para todo p ∈ P con deg p(x) = n,
p(x) =
n∑
k=0
λkPk(x),
donde λk =
L(Pk(x)p(x))
L(Pk(x)2) , para k = 0, 1, 2, . . . , n.
Del anterior resultado, es sencillo comprobar que, si {Pn}n>0 es una sucesión
de polinomios ortogonales respecto a L, entonces {cnPn}n>0, con cn , 0 para todo
n > 0, también lo es. Si el coeficiente líder de cada Pn(x) es igual a 1, entonces
decimos que {Pn}n>0 es una sucesión de polinomios ortogonales mónicos.
Proposición 1.2.3 (ver [16]) Sea L un funcional lineal. Los siguientes enuncia-
dos son equivalentes:
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(i) L es un funcional lineal cuasi-definido.
(ii) Existe una única sucesión de polinomios ortogonales mónicos {Pn}n>0 respec-
to al funcional lineal L, dada por
P0(x) = 1, Pn(x) =
1
∆n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
m0 m1 · · · mn
m1 m2 · · · mn+1
...
...
. . .
...
mn−1 mn · · · m2n−1
1 x · · · xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n > 1, (1.2.1)
donde ∆n = detHn, n > 0.
(iii) Existen sucesiones de números complejos {βn}∞n=0 y {γn}∞n=1 con γn , 0 para
todo n ∈ N tales que la sucesión de polinomios mónicos {Pn}n>0 definida
por la relación
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), n > 0 (1.2.2)
es ortogonal respecto a L (con el convenio P−1(x) = 0).
La representación matricial del operador asociado con la multiplicación por x
en P respecto a la base de polinomios ortogonales mónicos es una matriz tridia-
gonal:
J =

β0 1 0 0 · · ·
γ1 β1 1 0 · · ·
0 γ2 β2 1
. . .
...
. . .
. . .
. . .
. . .

.
Además, es fácil comprobar que el polinomio característico de la submatriz
principal Jn+1 de dimensión (n + 1) × (n + 1) es el polinomio Pn+1, n > 0.
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1.3. Polinomios ortogonales clásicos
Los polinomios ortogonales clásicos son las familias más utilizadas en la li-
teratura de polinomios ortogonales. Estos polinomios, aparecen como soluciones
de ecuaciones diferenciales hipergeométricas (ver [61]).
Definición 1.3.1 Sean L : P 7→ C un funcional lineal cuasi-definido y {Pn}n>0 la
sucesión de polinomios ortogonales mónicos respecto a L. Diremos que L es un
funcional lineal clásico si existen polinomios φ y ψ con deg φ 6 2 y degψ = 1
tales que
D (φL) = ψL. (1.3.1)
En este caso, se dice que {Pn}n>0 es una sucesión de polinomios ortogonales
clásicos respecto a L. La expresión (1.3.1) se denomina ecuación distribucional
de Pearson.
Teorema 1.3.2 (ver [52]) Sea L un funcional lineal cuasi-definido, entonces los
siguientes enunciados son equivalentes
(i) L es un funcional lineal clásico.
(ii) Los polinomios mónicos {Pn}n>0, ortogonales respecto al funcional lineal L,
son autofunciones del operador diferencial de segundo orden φD2 + ψD,
esto es, ∃λn , 0 tal que
φP′′n + ψP
′
n + λnPn = 0. (1.3.2)
Como hemos señalado anteriormente, los polinomios {Pn}n>0 que satisfacen
la ecuación (1.3.2) son los denominados de tipo hipergeométrico: polinomios de
Hermite, polinomios de Laguerre, polinomios de Jacobi y polinomios de Bessel.
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1.3.1. Polinomios de Hermite
La familia de los polinomios mónicos de Hermite {Hn}n>0 es ortogonal respec-
to al funcional definido positivo
LH (p(x)) =
∫ +∞
−∞
p(x)e−x
2
dx.
La familia {Hn}n>0 satisface la relación de recurrencia
xHn(x) = Hn+1(x) +
n
2
Hn−1(x), n > 0, (1.3.3)
con el convenio H−1(x) = 0.
El funcional lineal LH satisface la ecuación distribucional de Pearson (1.3.1)
con φ(x) = 1 y ψ(x) = −2x.
1.3.2. Polinomios de Laguerre
Los polinomios mónicos de Laguerre
{
L(α)n
}
n>0
con α > −1 constituyen una
familia uniparamétrica ortogonal respecto al funcional definido positivo
LL (p(x)) =
∫ +∞
0
p(x)xαe−xdx.
Los polinomios φ(x) = x, ψ(x) = −x + α + 1 son los asociados a LL en la
ecuación distribucional de Pearson (1.3.1).
La sucesión
{
L(α)n
}
n>0
satisface la relación de recurrencia
xL(α)n (x) = L
(α)
n+1(x) + (2n + α + 1)L
(α)
n (x) + n(n + α)L
(α)
n−1(x), n > 0, (1.3.4)
con el convenio L(α)−1 (x) = 0.
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1.3.3. Polinomios de Jacobi
Los polinomios mónicos de Jacobi
{
P(α,β)n
}
n>0
constituye una familia depen-
diente de dos parámetros α, β > −1 y son ortogonales respecto al funcional defi-
nido positivo
LP (p(x)) =
∫ 1
−1
p(x)(1 − x)α(1 + x)βdx.
La relación de recurrencia que satisface
{
P(α,β)n
}
n>0
es
xP(α,β)n (x) = P
(α,β)
n+1 (x) + βnP
(α,β)
n (x) + γnP
(α,β)
n−1 (x), n > 0, (1.3.5)
con el convenio P(α,β)−1 (x) = 0, donde
βn =
β2 − α2
(2n + α + β)(2n + α + β + 2)
,
γn =
4n(n + α)(n + β)(n + α + β)
(2n + α + β − 1)(2n + α + β)2(2n + α + β + 1) .
En la ecuación (1.3.1) los polinomios asociados a LP son φ(x) = 1 − x2 y
ψ(x) = −(α + β + 2)x + β − α.
1.3.4. Polinomios de Bessel
Los polinomios mónicos de Bessel
{
B(α)n
}
n>0
constituyen una familia unipara-
métrica con parámetro α , −2,−3,−4, . . . y son ortogonales respecto al funcional
lineal cuasi-definido
LB (p(x)) =
∫
T
p(x)xαe−
2
xdx,
donde T = {z ∈ C : |z| = 1}.
Los polinomios
{
B(α)n
}
n>0
satisfacen la relación de recurrencia
xB(α)n (x) = B
(α)
n+1(x) + βnB
(α)
n (x) + γnB
(α)
n−1(x), n > 0, (1.3.6)
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con el convenio B(α)−1 (x) = 0, donde
βn = − 2α(2n + α)(2n + α + 2) ,
γn = − 4n(n + α)(2n + α − 1)(2n + α)2(2n + α + 1) .
El funcional lineal LB satisface la ecuación distribucional de Pearson (1.3.1) con
φ(x) = x2 y ψ(x) = (α + 2)x + 2.
La siguiente tabla resume los valores de los coeficientes de la relación de re-
currencia (1.2.2)
βn γn
Hermite 0 n2
Laguerre 2n + α + 1 n(n + α)
Jacobi β
2−α2
(2n+α+β)(2n+α+β+2)
4n(n+α)(n+β)(n+α+β)
(2n+α+β−1)(2n+α+β)2(2n+α+β+1)
Bessel − 2α(2n+α)(2n+α+2) − 4n(n+α)(2n+α−1)(2n+α)2(2n+α+1)
Tabla 1.1: Coeficientes en la relación (1.2.2)
Otra caracterización de los polinomios ortogonales clásicos, viene dada por la
siguiente
Proposición 1.3.3 (ver [52]) Los siguientes enunciados son equivalentes.
(i) {Pn}n>0 es una sucesión de polinomios ortogonales clásicos.
(ii) La sucesión de polinomios mónicos {Qn}n>0 dada por Qn =
P′n+1
n + 1
, es también
una sucesión de polinomios ortogonales.
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(iii) En el desarrollo de Pn en términos de la base polinómica {Qn}n>0, los coefi-
cientes para 0 6 k 6 n − 3 se anulan, es decir:
Pn(x) = Qn(x) + rnQn−1(x) + snQn−2(x). (1.3.7)
La familia {Qn}n>0 es ortogonal respecto al funcional φL, donde φ es el po-
linomio que aparece en la relación (1.3.1) (véase [52]). Los coeficientes rn, sn de
la relación (1.3.7) para las distintas familias de polinomios ortogonales clásicos
están dadas en la siguiente tabla
rn sn
Hermite 0 0
Laguerre n 0
Jacobi 2n(α−β)(2n+α+β)(2n+α+β+2) − 4n(n−1)(n+α)(n+β)(2n+α+β−1)(2n+α+β)2(2n+α+β+1)
Bessel 4n(2n+α)(2n+α+2)
4n(n−1)
(2n+α−1)(2n+α)2(2n+α+1)
Tabla 1.2: Coeficientes en la relación (1.3.7)
1.4. Polinomios ortogonales y sistemas lineales
En el espacio vectorial P de los polinomios en una variable con coeficientes
complejos introducimos un producto escalar 〈·, ·〉, i. e. una aplicación de P×P en
C tal que
(i) 〈αp + βq, r〉 = α〈p, r〉 + β〈q, r〉 con α, β ∈ C, p, q, r ∈ P.
(ii) 〈p, q〉 = 〈q, p〉, p, q ∈ P.
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(iii) 〈p, p〉 ∈ R+, p ∈ P  {0}.
Si se considera la base canónica {zn}n>0 del espacio P, tenemos asociada la
matriz infinita de Gram R =
(
rk, j
)∞
k, j=0, también denominada matriz de momentos,
donde rk, j = 〈zk, z j〉. Rn, n = 0, 1, . . ., denotará la submatriz principal de dimensión
(n + 1) × (n + 1) de la matriz R.
Por otra parte, aplicando a la base canónica el método de ortogonalización de
Gram-Schmidt podemos construir una única familia de polinomios {Pn}n>0 tal que
(i) Pn(z) = κnzn + términos de grado inferior, κn > 0.
(ii) 〈Pn, Pm〉 = δn,m, para 0 6 m 6 n.
La familia {Pn}n>0 se denomina familia de polinomios ortonormales respecto
al producto escalar 〈·, ·〉. La familia
{
κ−1n Pn
}
n>0
se denomina familia de polinomios
ortogonales mónicos respecto al anterior producto escalar.
Si mediante wn+1 = [1, z, . . . , zn]t y vn+1 = [P0(z), P1(z), . . . , Pn(z)]t denotamos,
respectivamente, los vectores polinómicos de orden n + 1 correspondientes a las
bases {zn}n>0 y {Pn}n>0, entonces se deduce fácilmente
Proposición 1.4.1
(i) 〈wn+1 wtn+1〉 = Rn.
(ii) 〈vn+1 vtn+1〉 = In+1.
Con la anterior notación queremos denotar que el producto escalar se aplica a
cada una de las entradas de las matrices producto.
Por otra parte, vn+1 = Anwn+1 donde An ∈ Cn+1,n+1 es una matriz triangular
inferior con elementos diagonales positivos. Más concretamente, los elementos
diagonales son los coeficientes líderes κ0, κ1, . . . , κn de los polinomios ortonorma-
les P0(z), P1(z), . . . , Pn(z).
Teniendo en cuenta que
zvn+1 = Mnvn+1 + [0, . . . , 0, αn+1Pn+1(z)]t, (1.4.1)
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donde αn+1 = κnκn+1 y Mn una matriz Hessenberg inferior, se tiene
zAnwn+1 = MnAnwn+1 + [0, . . . , 0, αn+1Pn+1(z)]t,
esto es
zwn+1 = A−1n MnAnwn+1 +
[
0, . . . , 0,
Pn+1(z)
κn+1
]t
. (1.4.2)
Identificando las entradas en los dos miembros de la anterior igualdad, se tiene
A−1n MnAn =

0 1 0 · · · 0
0 0 1
...
. . .
. . .
...
0 0 · · · 1
−an+1,n+1 −an+1,n · · · −an+1,1

= F(0)n , (1.4.3)
donde Pn+1(z) = κn+1
(
zn+1 + an+1,1zn + · · · + an+1,nz + an+1,n+1
)
,
(
F(0)n
)t
= Zn + unetn,
un =
(−an+1,n+1,−an+1,n, . . . ,−an+1,1)t ∈ Cn+1,1, en = (0, 0, . . . , 0, 1)t ∈ Cn+1,1 y Zn
es la matriz de dimensión (n+1)× (n+1) con 1 en la primera subdiagonal inferior
y las restantes entradas son nulas.
De (1.4.3) se sigue que el polinomio característico de Mn es precisamente el
polinomio κ−1n+1Pn+1. Por otra parte,
Rn = 〈wn+1 wtn+1〉 = 〈A−1n vn+1 vtn+1A−tn 〉
= A−1n A
−∗
n = LnL
∗
n.
(1.4.4)
Puesto que Ln = A−1n es triangular inferior con elementos diagonales positivos,
(1.4.4) es la factorización de Cholesky de la matriz Rn.
En la teoría de sistemas lineales (véase [42]) el par
((
F(0)n
)t
, e0
)
, donde e0 =
(1, 0, . . . , 0)t ∈ Cn+1,1, se denomina par canónico de controlabilidad de la matriz
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Rn. De hecho, para k = 0, 1, . . . , n,
rk, j = etk
(
A−1n A
−∗
n
)
e j
= et0
(
F(0)n
)k
A−1n A
−∗
n
(
F(0)n
∗) j
e0
= et0
(
A−1n M
k
n
) (
M jn
)∗
A−∗n e0
=
(
e∗0A
−1
n
)
Mkn
(
M jn
)∗ (
e∗0A
−1
n
)∗
.
Si denotamos g∗n = e
∗
0A
−1
n , esto es, gn = A
−∗
n e0 = L
∗
ne0, entonces de la expresión
anterior obtenemos
Rn =

g∗n
g∗nMn
...
g∗nM
n
n

[
gn, M∗ngn, . . . ,
(
M∗n
)n gn]
= C∗nCn,
(1.4.5)
donde Cn =
[
gn, M∗ngn, . . . ,
(
M∗n
)n gn] es la matriz de controlabilidad asociada al
par
(
M∗n, gn
)
.
Ahora bien, de (1.4.3) se sigue que
A∗n
(
M∗n
)k
=
(
F(0)n
∗)k
A∗n, k ∈ N,
y, por tanto,
A∗nCn = In+1.
En conclusión, la matriz de controlabilidad Cn ∈ Cn+1,n+1 asociada al par(
M∗n, gn
)
es la inversa de la matriz A∗n.
En el caso del producto escalar estándar asociado a una medida positiva µ
soportada en la recta real, la matriz Mn es una matriz de Jacobi, esto es, una matriz
tridiagonal simétrica.
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En el caso del producto escalar no estándar asociado a una medida positiva µ
soportada en la circunferencia unidad, dado por
〈p, q〉 =
∫
T
p(z)q(z)dµ,
la matriz Mn es una matriz cuasi-unitaria (ver [55]).
Definición 1.4.2 ([42], [43]) La sucesión (Fn, gn) donde Fn ∈ Cn+1,n+1, gn ∈ Cn+1,1
se denomina sucesión generadora de espacios de estado para la matriz de momen-
tos R si, para cada n, la matriz de controlabilidad de Rn es
Cn =
[
gn, Fngn, . . . , Fnngn
]
.
El par
(
M∗n, gn
)
es una sucesión generadora de espacios de estado asociada a
la matriz de momentos R. Veamos como se puede construir por inducción dicha
sucesión generadora de espacios de estado, esto es, presentaremos un método re-
cursivo que permite deducir
(
M∗n+1, gn+1
)
a partir de
(
M∗n, gn
)
.
Denotaremos R0 = [r0,0],
Rn+1 =
 Rn ana∗n rn+1,n+1
 ∈ Cn+2,n+2,
para n ∈ N, con an ∈ Cn+1,1, y supongamos que hemos encontrado un generador
de espacios de estado (Fn, gn) para la matriz Rn. Queremos encontrar un generador
de espacios de estado (Fn+1, gn+1) para la matriz Rn+1 de manera que
Fn+1 =
 Fn ∗∗ ∗
 , gn+1 =  gn∗
 . (1.4.6)
Si Rn = LnL∗n, con Ln triangular inferior y elementos diagonales positivos,
denota la factorización de Cholesky de la matriz Rn, es fácil probar que
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Rn+1 =
 Rn ana∗n rn+1,n+1

=
 Ln 0a∗nL−∗n ln+1
  L∗n L−1n an0 ln+1

= Ln+1L∗n+1,
(1.4.7)
donde ln+1 ∈ R+ y l2n+1 = rn+1,n+1 − a∗nL−∗n L−1n an > 0 por ser Rn+1 definido positivo.
Así pues, la matriz Ln+1, es triangular inferior con elementos diagonales positivos
y, por consiguiente, (1.4.7) es la factorización de Cholesky de Rn+1.
Por otra parte, gn = L∗ne0 =
[
r
1
2
0,0, 0, . . . , 0
]t
. Determinaremos, a continuación,
Fn+1. Dado que, de acuerdo con (1.4.3), podemos asumir que
Fn = L∗n
(
Zn + u¯netn
)
L−∗n ,
donde un es un vector a determinar en Cn+1,1 y en = [0, . . . , 0, 1]t ∈ Cn+1,1, se sigue
que
Fn+1 = L∗n+1
(
Zn+1 + u¯n+1etn+1
)
L−∗n+1
= L∗n+1
 Zn vnetn βn
 L−∗n+1,
donde
u¯n+1 =
 vn
βn
 , vn ∈ Cn+1,1, βn ∈ C,
y Zn es la matriz de dimensión (n+1)×(n+1) que tiene 1 en la primera subdiagonal
inferior y las restantes entradas son nulas.
Utilizando (1.4.6)
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Fn+1 =
 L∗n L−1n an0 ln+1
  Zn vnetn βn
  L−∗n −l−1n+1L−∗n L−1n an0 l−1n+1

=
 L∗n
(
Zn + L−∗n L
−1
n ane
t
n
)
L−∗n sn
ln+1etnL
−∗
n βn − etnL−∗n L−1n an
 ,
donde
sn = l−1n+1
(
L∗nvn + βnL
−1
n an − L∗nFnL−∗n L−1n an
)
.
Sin más que escoger
u¯n = L−∗n L
−1
n an = R
−1
n an (1.4.8)
se sigue
Fn+1 =
 Fn snln+1etnL−∗n βn − etnL−∗n L−1n an
 .
Así pues, hemos obtenido explícitamente Fn+1 y gn+1 satisfaciendo las condi-
ciones de anidamiento (1.4.6).
Es importante reseñar que las matrices Fn son Hessenberg superiores, esto es,
las entradas por debajo de la primera subdiagonal inferior son nulas. Además, la
elección de un en (1.4.8) tiene una importancia especial. De hecho
[−utn, 1]Rn+1 = [−utn, 1]  Rn ana∗n rn+1,n+1

=
[
0, . . . , 0, l2n+1
]
.
Esto significa que el vector fila
[−utn, 1] ∈ C1,n+2 define un polinomio mónico
de grado n + 1 que es ortogonal a Pn respecto al producto escalar asociado a la
matriz de Gram R.
Obsérvese que Fn = M∗n, de acuerdo con la notación (1.4.5).
Capı´tulo2
El algoritmo de
Leverrier-Faddeev
2.1. Introducción
El algoritmo de Leverrier-Faddeev es un método que permite calcular de for-
ma simultánea, el polinomio característico de una matriz A ∈ Cn×n, y la matriz
adjunta de λIn − A, basándose en la traza de las potencias de la matriz A. En sus
trabajos de mecánica celeste en 1840 [47], U. J. J. Leverrier obtuvo un algoritmo
para calcular el polinomio característico de una matriz apoyado básicamente en la
identidad de Newton que permite establecer una relación explícita entre los coe-
ficientes de un polinomio y la suma de potencias de sus raíces. El algoritmo de
Leverrier, según A. S. Householder [39], fue “re-descubierto y mejorado” en va-
rias ocasiones: Horst en 1935, y luego, en forma independiente, por J. M. Souriau
(1948), J. S. Frame (1949), y D. K. Faddeev y I. S. Sominskii (1949). El algoritmo
desarrollado por D. K. Faddeev se apoyó en las propiedades de la adjunta de la
matriz λIn − A (ver [20], [21]). Hay una tercera forma de obtener el algoritmo de
Leverrier-Faddeev, fue presentada por S. Barnett en su trabajo [3], que se basa en
las propiedades de la matriz companion (ver [2]).
El método de Leverrier-Faddeev no es práctico desde una perspectiva compu-
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tacional ya que no es numéricamente estable y es muy costoso en cuanto a arit-
mética punto flotante, pero posee un gran atractivo para el cálculo simbólico. En
particular, recientemente se ha utilizado en el cómputo de inversas (generalizadas)
de matrices polinómicas y racionales (ver [5], [44], [45], [58], [71], [77] y [79]).
También se ha usado el algoritmo en el cómputo de autovalores de matrices con
cierta estructura (ver [31], [32]).
Asimismo, podemos encontrar aplicaciones de este algoritmo en Teoría de
Control Lineal (ver [2], [42], [66]). En forma más precisa, considérese un sistema
lineal e invariante en el tiempo
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t),
(2.1.1)
donde x es el vector de estado de dimensión n, u el control de dimensión m, y el
vector de las salidas de dimensión r, A ∈ Cn×n, B ∈ Cn×m y C ∈ Cr×n. Dado que
det(sIn −A) . 0 entonces podemos obtener la matriz (sIn −A)−1, que se denomina
resolvente de la matriz A. La función H(s) := C(sIn − A)−1B es la función de
transferencia del sistema lineal (2.1.1).
En 1996, S. Barnett [4] dedujo una implementación del algoritmo de Leve-
rrier-Faddeev, con el objetivo de expresar el polinomio característico y la matriz
adjunta en función de unas familias de polinomios ortogonales muy particulares
(Hermite, Laguerre, Chebyshev y Legendre). Nuestra contribución en este aspec-
to (ver [37]) es presentar un método general para las familias de los polinomios
ortogonales clásicos (Hermite, Laguerre, Jacobi y Bessel) teniendo en cuenta una
caracterización de tales familias obtenida en [52] que representa una familia de
polinomios ortogonales clásicos {Pn}n>0 como combinación lineal de sus deriva-
das primeras (véase también la Proposición 1.3.3 del capítulo anterior). De esa
forma presentamos una implementación muy simple del algoritmo de Leverrier-
Faddeev, donde la relación de recurrencia a tres términos juega un papel clave.
Si consideramos ahora el sistema lineal singular e invariante en el tiempo des-
crito por
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Ex˙ = Ax + Bu,
y = Cx,
(2.1.2)
donde E ∈ Cn×n es una matriz singular, x es el vector de estado de dimensión n,
u el control de dimensión m, y el vector de las salidas de dimensión r, A ∈ Cn×n,
B ∈ Cn×m y C ∈ Cr×n, aplicando la transformada de Laplace al sistema (3.2.17),
entonces la función de transferencia del sistema lineal asociado es
H(s) = C(sE − A)−1B. (2.1.3)
que en general, es una matriz cuyas entradas son funciones racionales, siempre y
cuando det(sE − A) . 0. La matriz polinómica sE − A se conoce en la literatura
como haz regular lineal de matrices.
El cálculo de (sE − A)−1 se puede realizar usando la regla de Cramer, para
lo cual se requiere evaluar n2 determinantes de matrices polinómicas de dimen-
sión (n − 1) × (n − 1). Este proceso no es práctico para valores grandes de n. En
los trabajos [48] y [59] aparece una versión del algoritmo de Leverrier-Faddeev
tomando la base canónica {xn}n>0 del espacio de los polinomios con coeficientes
complejos. S. Barnett propuso en su trabajo [4], aplicar una extensión del algorit-
mo de Leverrier-Faddeev usando bases de polinomios ortogonales. En un trabajo
reciente, G. Wang y L. Qiu [74], desarrollaron una extensión del algoritmo usando
como base los polinomios de Chebyshev. En [36] obtenemos una generalización
de los resultados de [74], apoyados en el algoritmo obtenido en [37].
También podemos adaptar el algoritmo de Leverrier-Faddeev para calcular la
función de transferencia de un sistema de osciladores: si consideramos N masas
conectadas por resortes de rigidez {kr}Nr=1 colocados en un eje horizontal y exci-
tados por fuerzas {Fr(t)}Nr=1, entonces las ecuaciones del movimiento newtoniano
vienen dadas por
mru¨r = Fr + θr+1 − θr, r = 1, 2, . . . ,N − 1,
mN u¨N = FN − θN .
(2.1.4)
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La ley de Hooke establece que las fuerzas de los resortes son
θr = kr(ur − ur−1), r = 1, 2, . . . ,N. (2.1.5)
Si el extremo izquierdo está fijo, entonces u0 = 0.
El análisis de osciladores forzados aborda la solución de esas ecuaciones para
funciones de fuerzas Fr(t) dadas. El análisis de osciladores libres consiste en en-
contrar soluciones de las ecuaciones sin excitación externa, es decir, Fr(t) ≡ 0, r =
1, 2, . . . ,N y que satisfacen las condiciones finales del estado (ver [26]).
Si expresamos las ecuaciones (2.1.4)-(2.1.5) en forma matricial, tenemos
Au¨ +Cu = F (2.1.6)
donde A = diag(m1,m2, . . . ,mN), F = (F1, F2, . . . , FN)T ,
C =

k1 + k2 −k2 0 · · · 0
−k2 k2 + k3 −k3 . . . ...
0 . . . . . . . . . 0
...
. . . kN−1 + kN −kN
0 · · · 0 −kN kN

,
y u = (u1, u2, . . . , uN)T . Las matrices A y C son, respectivamente, la matriz de
inercia y la matriz de rigidez del sistema.
Partiendo de condiciones iniciales u(0) y u′(0), y aplicando la transformada de
Laplace en (2.1.6) obtenemos
(s2A +C)u˜ = F˜(s) + sB +G,
donde u˜ denota la transformada de Laplace de la función u. De esta manera, si
asumimos que det
(
s2A +C
)
. 0, se tiene
u˜ = (s2A +C)−1F˜(s) + (s2A +C)−1(sB +G). (2.1.7)
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Para resolver este problema, es necesario encontrar la inversa de la matriz
polinomial s2A + C (ver [26]). Este problema fue analizado en un contexto más
general por varios autores. En particular, en [19] se obtuvo un algoritmo para
hallar el determinante y la adjunta de una matriz polinomial de cualquier orden,
basado en el algoritmo de Leverrier. Nuestra contribución en [35] fue extender el
algoritmo de Leverrier-Faddeev para expresar el determinante y la adjunta de una
matriz polinómica en función de una base de polinomios ortogonales clásicos, un
enfoque alternativo a los resultados de [19] y [73].
2.2. Descripción del algoritmo
Sea A ∈ Cn×n una matriz con polinomio característico
pA(s) = det(sIn − A)
= sn + a1sn−1 + · · · + an−1s + an,
(2.2.1)
donde In denota la matriz identidad de dimensión n × n.
U. J. J. Leverrier generó un algoritmo que permite encontrar el polinomio
característico de una matriz A, usando las trazas de las potencias de A. En este
caso, la identidad de Newton juega un papel importante.
Lema 2.2.1 (Identidad de Newton, [38]) Sean s1, s2, . . . , sn las raíces del poli-
nomio p(s) = bnsn + bn−1sn−1 + · · · + b1s + b0, con bn = 1. Denotemos el momento
de orden k asociado a p mediante µk = sk1 + s
k
2 + · · · + skn. Entonces
kbn−k + µ1bn−k+1 + · · · + µkbn = 0, k = 1, 2, . . . , n. (2.2.2)
Consideremos el espectro de una matriz A ∈ Cn×n, σ(A) = {s1, s2, . . . , sn}. Enton-
ces el momento de orden k asociado al polinomio característico de A, es
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µk =
n∑
j=1
skj = tr A
k.
De la expresión (2.2.2), tenemos que los coeficientes de pA, dado por (2.2.1),
satisfacen
ak = −1k (µk + a1µk−1 + · · · + ak−1µ1) , k = 1, 2, . . . , n.
De esta forma, el algoritmo de Leverrier se formula de la siguiente manera
(ver tabla 2.1)
Datos de entrada: A ∈ Cn×n
Condición inicial: a0 = 1,
FOR k = 1, 2, . . . , n
µk = tr Ak;
ak = −1k (µk + a1µk−1 + · · · + ak−1µ1);
END.
Tabla 2.1: Algoritmo de Leverrier
Años después, este algoritmo tuvo una “elegante” modificación, debida a D.
K. Faddeev (ver [20]), J. M. Soriau, entre otros. Supongamos que el polinomio
característico de A es
pA(s) = sn + a1sn−1 + · · · + an−1s + an,
donde los coeficientes {ak}nk=1 se obtuvieron mediante el algoritmo de Leverrier.
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Entonces
a1 = µ1 = −
n∑
k=1
sk = −tr A.
Luego,
−2a2 = µ2 + a1µ1
= tr A2 + a1tr A
tr (A(a1In + A)) .
Si Bk = akIn + ABk−1, k = 1, . . . , n − 1, con B0 = In, entonces tenemos
a2 = −12tr (AB1) .
Para k = 3, . . . , n se tiene
−kak = µk + a1µk−1 + · · · + ak−1µ1
= tr
(
Ak + a1Ak−1 + · · · + ak−1A
)
= tr
(
Ak−1
(
a1In + A
)
+ a2Ak−2 + · · · + ak−1A
)
= tr
(
Ak−2
(
a2In + AB1
)
+ a3Ak−3 + · · · + ak−1A
)
= tr
(
A
(
ak−1In + ABk−2
))
= tr (ABk−1) .
De ahí,
ak = −1k tr (ABk−1) .
Por otra parte, como det(sIn − A) . 0, consideremos
B(s) := Adj (sIn − A) = sn−1In + sn−2A1 + · · · + sAn−2 + An−1, (2.2.3)
donde A1, . . . , An−1 son matrices de dimensión n × n. De la igualdad
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(sIn − A)
(
sn−1In + sn−2A1 + · · · + sAn−2 + An−1
)
= pA(s)In, (2.2.4)
se sigue que
n∑
k=0
akInsk = Insn − AAn−1 +
n−1∑
k=1
(An−k − AAn−k−1) sk.
Si identificamos los coeficientes en cada uno de los miembros de la expresión
anterior obtenemos
A1 = a1In + A = B1,
A2 = a2In + AB1 = B2,
...
An−1 = an−1In + ABn−2 = Bn−1,
ABn−1 = −anIn.
(2.2.5)
En consecuencia,
B(s) := Adj (sIn − A) = sn−1In + sn−2B1 + · · · + sBn−2 + Bn−1,
Así, este algoritmo determina, de forma simultánea, los coeficientes {ak}nk=1 y
{Bk}n−1k=1 correspondientes al polinomio característico de A y la matriz adjunta de
sIn − A.
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Datos de entrada: A ∈ Cn×n;
Condición inicial: a0 = 1, B0 = In;
FOR k = 1, 2, . . . , n − 1
ak = −1k tr (ABk−1);
Bk = akIn + ABk−1;
END (FOR)
an = −1n tr (ABn−1).
Tabla 2.2: Algoritmo de Leverrier-Faddeev
2.3. Ejemplos
Ejemplo 1: Consideremos la matriz
A =

1 −4 −1 −4
2 0 5 −4
−1 1 −2 3
−1 4 −1 6
 .
Si aplicamos el algoritmo anterior tenemos que
a1 = −tr (AB0) = −tr A = −5, B1 = a1I4 + A =

−4 −4 −1 −4
2 −5 5 −4
−1 1 −7 3
−1 4 −1 1
 .
a2 = −tr (AB1) = 9, B2 = a2I4 + AB1 =

2 −1 −10 5
−9 −10 −33 3
5 9 26 −3
7 7 22 0
 .
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a3 = −tr (AB2) = −7, B3 = a3I4 + AB2 =

−2 2 8 −4
1 8 22 −5
0 −6 −16 4
−1 −6 −16 3
 .
a4 = −tr (AB3) = 2.
Por tanto, el polinomio característico de A es
PA(s) = s4 − 5s3 + 9s2 − 7s + 2,
y la matriz adjunta de sI4 − A es
Adj (sI4 − A) = s3I4 + s2B1 + sB2 + B3
=

s3 − 4s2 + 2s − 2 −4s2 − s + 2 −s2 − 10s + 8 −4s2 + 5s − 4
2s2 − 9s + 1 s3 − 5s2 − s + 8 5s2 − 33s + 22 −4s2 + 3s − 5
−s2 + 5s s2 + 9s − 6 s3 − 7s2 + 26s − 16 3s2 − 3s + 4
−s2 + 7s − 1 s2 + 7s − 6 −s2 + 22s − 16 s3 + s2 + 3
 .
Ejemplo 2: En este ejemplo vamos a observar que el algoritmo de Leverrier-
Faddeev no es un algoritmo adecuado desde un punto de vista computacio-
nal. Consideremos la matriz
A =

ε 0 0 0 0
0 ε 0 0 0
0 0 1 − ε 0 0
0 0 0 ε−1 0
0 0 0 0 ε−2

,
con ε > 0. Su polinomio característico es
pA(t) = t5 −
(
1
ε2
+ 1
ε
+ 3ε
)
t4 +
(
1
ε3
+ 3
ε
+ 3 + 3ε2
)
t3
−
(
3
ε2
+ 3 + 3ε + ε3
)
t2 +
(
3
ε
+ ε + ε2
)
t − 1.
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Si tomamos ε = 0,01 entonces
pA(t) = t5 − 10100,03t4 + 1000303,0003t3 − 30003,030001t2+
+300,0101t − 1.
Pero, si aplicamos el algoritmo de Leverrier-Faddeev (tabla 2.2), entonces
obtenemos como polinomio característico de A
pA(t) = t5 − 10100,03t4 + 1000303,0003t3 − 30003,02999t2+
+300,063216t + 318,783294.
NOTA: Estos cómputos fueron realizados con la ayuda del softwareMATLAB
7.
2.4. Algoritmo de Leverrier-Faddeev y los polino-
mios ortogonales clásicos
Consideremos una matriz A ∈ Cn×n y una familia de polinomios ortogonales
clásicos mónicos {Pn}n>0. Si expresamos el polinomio característico de A y la
matriz A˜(s) := Adj (sIn − A) en función de la base de P formada por dichos
polinomios se tiene
pA(s) = Pn(s) +
n−1∑
k=0
aˆn−kPk(s), (2.4.1)
A˜(s) = Pn−1(s)In +
n−2∑
k=0
Pk(s)Bˆn−k−1. (2.4.2)
Deduciremos nuestro algoritmo partiendo de la identidad que establece el si-
guiente
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Lema 2.4.1 Dada A ∈ Cn×n, sea pA(s) su polinomio característico. Entonces
d
ds
pA(s) = tr Adj
(
sIn − A). (2.4.3)
Demostración:
De la fórmula para la derivada de un determinante (ver [60]), tenemos
d
ds
pA(s) =
d
ds
det (sIn − A)
=
n∑
k=1
detDk,
donde Dk, k = 1, . . . , n, son matrices de dimensión n× n cuyas entradas coinciden
con las de la matriz sIn − A excepto en la fila k, que se sustituye por la fila k de la
matriz In. Entonces
d
ds
pA(s) =
n∑
k=1
det(sIn − A)(k|k). (2.4.4)
La matriz (sIn − A)(k|k) es de dimensión (n − 1) × (n − 1), y se obtiene eli-
minando las k-ésimas fila y columna de la matriz sIn − A. En consecuencia, los
términos det(sIn − A)(k|k), k = 1, 2, . . . , n, son las entradas de la diagonal de la
matriz Adj (sIn − A) y, por tanto, el segundo miembro de la expresión (2.4.4) re-
presenta la traza de la matriz Adj (sIn − A), de donde se sigue el enunciado.

Notemos que A˜(s) satisface
(sIn − A)A˜(s) = pA(s)In. (2.4.5)
En consecuencia, deducimos
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(sIn − A)
Pn−1(s)In + n−2∑
k=0
Pk(s)Bˆn−k−1
 = Pn(s)In + n−1∑
k=0
aˆn−kPk(s)In. (2.4.6)
Si usamos la relación de recurrencia a tres términos (1.2.2) correspondiente a
la familia ortogonal {Pn}n>0, en la expresión (2.4.6) se obtiene
[
Pn(s) + βn−1Pn−1(s) + γn−1Pn−2(s)
]
In−
−Pn−1(s)A +
n−2∑
k=0
(Pk+1(s) + βkPk(s) + γkPk−1(s)) Bˆn−k−1−
−
n−2∑
k=0
Pk(s)ABˆn−k−1 = Pn(s)I +
n−1∑
k=0
aˆn−kPk(s)In.
Si reordenamos la expresión anterior, obtenemos
Pn(s)In + Pn−1(s)
(
βn−1In + Bˆ1 − A
)
+ Pn−2(s)
(
γn−2In + Bˆ2 + βn−2Bˆ1 − ABˆ1
)
+
+
n−3∑
k=1
Pk(s)
(
Bˆn−k + βkBˆn−k−1 + γk+1Bˆn−k−2 − ABˆn−k−1
)
+
+P0(s)
(
β0Bˆn−1 + γ1Bˆn−2 − ABˆn−1
)
= Pn(s)I +
n−1∑
k=0
aˆn−kPk(s)In.
Igualando los coeficientes de Pk, k = 0, 1, . . . , n − 1, en los dos miembros de
la anterior expresión se tiene
ABˆ0 = −aˆ1In + βn−1Bˆ0 + Bˆ1,
ABˆ1 = −aˆ2In + γn−1Bˆ0 + βn−2Bˆ1 + Bˆ2,
...
ABˆn−k−1 = −aˆn−kI + γk+1Bˆn−k−2 + βkBˆn−k−1 + Bˆn−k,
k = 1, 2, . . . , n − 3,
ABˆn−1 = −aˆnIn + γ1Bˆn−2 + β0Bˆn−1,
(2.4.7)
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con Bˆ0 = In. En forma matricial
A

Bˆn−1
...
Bˆ0
 = M

Bˆn−1
...
Bˆ0

donde M = Jn − [0|aˆ]. Jn es la matriz tridiagonal de dimensión n × n, n > 1,
asociada a la familia {Pn}n>0, i. e.
Jn =

β0 γ1 0 · · · 0
1 β1 γ2
...
0 . . . . . . . . . 0
...
. . . γn−1
0 · · · 0 1 βn−1

y aˆ =

aˆn
aˆn−1
...
aˆ1
 .
La matriz M se denomina matriz compañera (comrade matrix) de A respecto
a la base ortogonal {Pn}n>0 (véase [2] pp. 372). Además
tr A = −
n−1∑
j=0
β j − aˆ1.
Por otra parte, de la relación (2.4.3) tenemos
P′n(s) +
n−1∑
k=0
aˆn−kP′k(s) = nPn−1(s) +
n−2∑
k=0
Pk(s)tr Bˆn−k−1, n = 2, 3, . . . . (2.4.8)
Debido a que {Pn}n>0 es una familia de polinomios ortogonales clásicos, en-
tonces de la Proposición 1.3.3, obtenemos
Pk(s) =
P′k+1(s)
k + 1
+ rk
P′k(s)
k
+ sk
P′k−1(s)
k − 1 , k = 2, 3, . . .
De esta forma, sustituyendo la expresión anterior en (2.4.8) se obtiene
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P′n(s) +
n−1∑
k=0
aˆn−kP′k(s) = P
′
n(s) + rn−1
n
n − 1P
′
n−1(s) + sn−1
n
n − 2P
′
n−2(s)+
+
n−2∑
k=2
(
P′k+1(s)
k + 1
+ rk
P′k(s)
k
+ sk
P′k−1(s)
k − 1
)
tr Bˆn−k−1+
+tr Bˆn−1P′1(s) + tr Bˆn−2
(
P′2(s)
2
+ r1P′1(s)
)
,
o, equivalentemente,
P′n(s) +
n−1∑
k=0
aˆn−kP′k(s) = P
′
n(s) +
(
n
n−1rn−1 +
1
n−1 tr Bˆ1
)
P′n−1(s)+
+
n−2∑
k=1
1
k
(
tr Bˆn−k + rktr Bˆn−k−1 + sk+1tr Bˆn−k−2
)
P′k(s).
Si identificamos los coeficientes de P′k, k = 1, 2, . . . , n−1, en ambos miembros
de la expresión anterior obtenemos
(n − 1)aˆ1 = nrn−1 + tr Bˆ1,
(n − k)aˆk = tr Bˆk + rn−ktr Bˆk−1 + sn−k+1tr Bˆk−2,
k = 2, 3, . . . , n − 1.
(2.4.9)
Finalmente, combinando (2.4.7) y (2.4.9), se obtiene
aˆk =
1
k
[
(βn−k − rn−k)tr Bˆk−1 + (γn−k+1 − sn−k+1)tr Bˆk−2 − tr
(
ABˆk−1
)]
, (2.4.10)
para k = 1, 2, . . . , n. Como conclusión tenemos el siguiente
Teorema 2.4.2 Dada A ∈ Cn×n, sean pA(s) su polinomio característico dado por
(2.4.1) y A˜(s) la matriz adjunta de sIn − A dada por (2.4.2). Entonces
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(i) Para k = 1, . . . , n,
aˆk =
1
k
[
(βn−k − rn−k)tr Bˆk−1 + (γn−k+1 − sn−k+1)tr Bˆk−2 − tr
(
ABˆk−1
)]
,
(2.4.11)
con Bˆ−1 = 0, r0 = 0, s1 = 0.
(ii) Para k = 1, 2, . . . , n − 1
Bˆk = aˆkI − γn−k+1Bˆk−2 − βn−kBˆk−1 + ABˆk−1. (2.4.12)
Así el algoritmo queda de la forma mostrada en la tabla 2.3
DATOS DE ENTRADA: A ∈ Cn×n , {βk}n−1k=0, {γk}nk=1, {rk}n−1k=0, {sk}nk=1.
Condiciones iniciales: Bˆ−1 = 0, Bˆ0 = In.
FOR k = 1, 2, . . . , n − 1
aˆk = 1k
[
(βn−k − rn−k)tr Bˆk−1 + (γn−k+1 − sn−k+1)tr Bˆk−2 − tr
(
ABˆk−1
)]
,
Bˆk = aˆkI − βn−kBˆk−1 − γn−k+1Bˆk−2 + ABˆk−1.
END (FOR)
aˆn =
1
n
[
β0tr Bˆn−1 + γ1tr Bˆn−2 − tr
(
ABˆn−1
)]
.
Tabla 2.3: Algoritmo de Leverrier-Faddeev usando SPOM clásicos
Las expresiones (2.4.11) y (2.4.12) pueden simplificarse si las aplicamos a
ciertas familias de polinomios clásicos (para más detalles, ver [37]).
Polinomios de Hermite: Por el teorema 2.4.2 tenemos
aˆk =
n − k + 1
2k
tr Bˆk − 2 − 1k tr (ABk−1) (2.4.13)
y
Bˆk = akIn − n − k + 12 Bˆk−2 + ABk−1. (2.4.14)
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Si consideramos la traza en (2.4.14) y la usamos en (2.4.13) obtenemos
tr Bˆk = (n − k)ak.
Por otra parte, si sustituimos la expresión anterior en (2.4.13), entonces
aˆk =
(n − k + 1)(n − k + 2)
2k
aˆk−2 − 1k tr (ABk−1) . (2.4.15)
Polinomios de Laguerre: De acuerdo con el teorema 2.4.2
kaˆk = (n−k+α+1)tr Bˆk−1+(n−k+1)(n−k+α+1)Bˆk−2−tr
(
ABˆk−1
)
(2.4.16)
y
Bˆk = aˆkIn−(n−k+1)(n−k+α+1)Bˆk−2−(2(n−k)+α+1)Bˆk−1+ABk−1. (2.4.17)
Aplicando trazas en (2.4.17) y usando (2.4.16) se tiene
tr Bˆk = (n − k)aˆk − n − ktr Bˆk−1.
En consecuencia, se deduce
aˆk =
(n − k + 1)(n − k + α + 1)
k
aˆk−1 − 1k tr
(
ABˆk−1
)
. (2.4.18)
Polinomios de Jacobi: Del teorema 2.4.2 se deduce
kaˆk =
β−α
2(n−k)+α+β+2 tr Bˆk−1 +
4(n−k+1)(n−k+1+α)(n−k+1+β)
(2(n−k)+α+β+2)2(2(n−k)+α+β+3) tr Bˆk−2 − tr
(
ABˆk−1
)
.
(2.4.19)
Si α = β, entonces aparece la familia de los polinomios de Gegenbauer. En
este caso el funcional lineal es simétrico y, en consecuencia, la expresión
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anterior se reduce a
aˆk =
n − k + 1
k(2(n − k) + 2α + 3)tr Bˆk−2 −
1
k
tr (ABk−1) . (2.4.20)
La expresión (2.4.12) queda simplificada de la siguiente manera
Bˆk = aˆkIn − (n − k + 1)(n − k + 2α + 1)(2(n − k) + 2α + 1)(2(n − k) + α + 3) Bˆk−1. (2.4.21)
2.5. Ejemplo
Consideremos la matriz
A =

1 −4 −1 −4
2 0 5 −4
−1 1 −2 3
−1 4 −1 6
 .
Su polinomio característico es
pA(s) = s4 − 5s3 + 9s2 − 7s + 2.
Tomemos como base la familia de los polinomios de Hermite {Hn}n>0. Los
parámetros que definen esta familia son: βn = rn = sn = 0, n > 0, y γn =
n
2
, n > 1.
Teniendo en cuenta las expresiones (2.4.15) y (2.4.14)
a1 = −tr A = −5,
así como
Bˆ1 = a1I4 + A =

−4 −4 −1 −4
2 −5 5 −4
−1 1 −7 3
−1 4 −1 1
 .
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Por otra parte,
a2 = 3 − 12tr (AB1) = 12,
junto a
Bˆ2 = a2I4 − 32B0 + AB1 =

7
2 −1 −10 5
−9 − 172 −33 3
5 9 552 −3
7 7 22 32
 .
Continuando el proceso
a3 = a1 − 13tr (AB2) = −
29
2
,
y
Bˆ3 = a3I4 − B1 + AB2 = 12

−8 0 15 −12
4 11 49 −14
−1 −11 −39 11
−3 −8 −33 7
 .
Finalmente,
a4 =
1
4
a2 − 14tr (AB3) =
29
4
.
En consecuencia, el polinomio característico de la matriz A, expresado como
combinación lineal de la base {Hn}n>0, resulta ser
a(s) = H4(s) − 5H3(s) + 12H2(s) − 292 H1(s) +
29
4
H0(s),
y la matriz adjunta de sI4 − A,
Adj (sI4 − A) = H3(s)I4 + H2(s)Bˆ1 + H1(s)Bˆ2 + H0(s)Bˆ3.
Si ahora consideramos la familia {Un}n>0, con Un = P(
1
2 ,
1
2 )
n , formada por los
polinomios de Chebyshev de segunda especie donde βn = rn = 0, n > 0, γn =
1
4
, n > 1, y s1 = 0, sn = −14 , n > 2, de (2.4.20), y de (2.4.21) se sigue
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a1 = −tr A = −5, y
B1 = a1I4 + A =

−4 −4 −1 −4
2 −5 5 −4
−1 1 −7 3
−1 4 −1 1
 .
Por otra parte
a2 =
3
4
− 1
2
tr (AB1) =
39
4
,
así como
B2 = a2I4 − 14B0 + AB1 =

5
2 −1 −10 5
−9 − 192 −33 3
5 9 532 −3
7 7 22 12
 .
Continuando el proceso
a3 =
1
9
tr B1 − 13tr (AB2) = −
19
2
,
B3 = a3I4 − 14B1 + AB2 =
1
4

−12 4 31 −20
6 27 93 −24
−1 −23 −71 19
−5 −20 −65 13
 .
Finalmente,
a4 =
1
16
tr B2 − 14tr (AB3) =
35
8
.
En conclusión, la representación del polinomio característico de A en la base
{Un}n>0 es
pA(s) = U4(s) − 5U3(s) + 394 U2(s) −
19
2
U1(s) +
35
8
U0(s),
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y la matriz adjunta de sI4 − A está dada por
Adj (sI4 − A) = U3(s)I4 + U2(s)B1 + U1(s)B2 + U0(s)B3.
Si consideramos la familia
{
L(α)n
}
n>0
de los polinomios de Laguerre con pará-
metro α se tiene βn = 2n + α + 1, rn = n, n > 0, γn = n(n + α), n > 1, y
s1 = 0, n > 1. De (2.4.18) y (2.4.17) deducimos a1 = 4(4+α)− tr A = 4α+ 11, y
B1 =

5 + 3α −4 −1 −4
2 4 + 3α 5 −4
−1 1 2 + 3α 3
−1 4 −1 10 + 3α
 .
Por otra parte,
a2 = 6α2 + 27α + 36,
junto con
B2 =

3α2 + 11α + 4 −8α − 17 −2α − 14 −8α − 11
4α − 1 3α2 + 5α − 12 10α − 13 −8α − 13
−2α + 1 2α + 13 3α2 + α + 16 6α + 9
−2α + 3 8α + 23 2α + 18 3α2 + 17α + 22
 .
Continuando el proceso
a3 = 4α3 + 21α2 + 47α + 35,
B3 =

4α3 + 21α2 + 47α + 35 −4α2 − 13α − 7 −α2 − 13α − 4 −4α2 − 7α − 7
2α2 − 3α − 4 4α3 + 21α2 + 47α + 35 5α2 − 18α − 1 −4α2 − 9α − 10
−α2 + 2α + 3 α2 + 12α + 5 4α3 + 21α2 + 47α + 35 3α2 + 6α + 7
−α2 + 4α + 4 4α2 + 19α + 9 −α2 + 19α + 4 4α3 + 21α2 + 47α + 35
.
Finalmente,
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a4 = α4 + 5α3 + 14α2 + 15α + 7
Por tanto, la representación del polinomio característico de A en la base
{
L(α)n
}
n>0
es
pA(s) = L
(α)
4 (s) − (4α + 11) L(α)3 (s) +
(
6α2 + 27α + 36
)
L(α)2 (s)
−
(
4α3 + 21α2 + 47α + 35
)
L(α)1 (s) +
(
α4 + 5α3 + 14α2 + 15α + 7
)
L(α)0 (s),
y la matriz adjunta de sI4 − A está dada por
Adj (sI4 − A) = L(α)3 (s)I4 + L(α)2 (s)B1 + L(α)1 (s)B2 + L(α)0 (s)B3.
Capı´tulo3
Extensio´n del algoritmo de
Leverrier-Faddeev
3.1. Algoritmo para haces lineales
Motivados por el sistema lineal invariante en el tiempo (2.1.2), estamos intere-
sados en calcular a(s) := det(sE − A) y B(s) := Adj (sE − A) con A, E ∈ Cn×n y
det E = 0, esto es, un modelo de haz regular lineal. La idea es sustituir la matriz A
por la matriz A(s) := −sE + A en el desarrollo del algoritmo mostrado en la tabla
2.3 del capítulo anterior, de manera que
a˜(λ, s) := det (λIn − A(s)) = Pn(λ) +
n−1∑
k=0
aˆn−k(s)Pk(λ), (3.1.1)
y
B˜(λ, s) := Adj (λIn − A(s)) = Pn−1(λ)In +
n−2∑
k=0
Pk(λ)Bˆn−k−1(s). (3.1.2)
Así, de (2.4.11) y (2.4.12) obtenemos
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kaˆk(s) = (βn−k − rn−k)tr Bˆk−1(s) − tr A(s)Bˆk−1(s)+
+(γn−k+1 − sn−k+1)tr Bˆk−2(s),
(3.1.3)
para k = 1, . . . , n, junto con
Bˆk(s) = aˆk(s)In − γn−k+1Bˆk−2(s) − βn−kBˆk−1(s) + A(s)Bˆk−1(s), (3.1.4)
para k = 1, . . . , n − 1.
Por tanto, si hacemos λ = 0 en (3.1.1) y (3.1.2) entonces
a(s) := det(sE − A) = a˜(0, s) = Pn(0) +
n−1∑
k=0
aˆn−k(s)Pk(0), (3.1.5)
B(s) := Adj (sE − A) = B˜(0, s) = Pn−1(0)In +
n−2∑
k=0
Pk(0)Bˆn−k−1(s). (3.1.6)
Teniendo en cuenta que deg Pk(s) = k, para todo k > 0, así como las expre-
siones (3.1.3) y (3.1.4), es fácil comprobar que deg aˆk(s) 6 k, k = 1, 2, . . . , n, y
deg Bˆk(s) 6 k, k = 1, 2, . . . , n− 1. De esta forma podemos expresar aˆk(s) y Bˆk(s)
mediante los siguientes desarrollos en términos de los polinomios {Pn}n>0
aˆk(s) =
k∑
j=0
ak, jP j(s), ak, j ∈ C,
Bˆk(s) =
k∑
j=0
P j(s)Bk, j, Bk, j ∈ Cn×n.
(3.1.7)
Sustituyendo (3.1.7) en (3.1.3) se tiene
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k
k∑
j=0
ak, jP j(s) = tr
(βn−k − rn−k) k−1∑
j=0
P j(s)Bk−1, j+
+(γn−k+1 − sn−k+1)
k−2∑
j=0
P j(s)Bk−2, j+
+(sE − A)
k−1∑
j=0
P j(s)Bk−1, j
 ,
(3.1.8)
y, aplicando la relación de recurrencia a tres términos, obtenemos
k
k∑
j=0
ak, jP j(s) = Pk−1(s)
(
(βn−k − rn−k)tr Bk−1,k−1 + βk−1tr EBk−1,k−1
−tr ABk−1,k−1
)
+
k−2∑
j=0
P j(s)
(
(βn−k − rn−k)tr Bk−1, j+
+(γn−k+1 − sn−k+1)tr Bk−2, j + β jtr EBk−1, j − tr ABk−1, j
)
+
+
k−1∑
j=0
P j+1(s)tr EBk−1, j +
k−1∑
j=0
γ jP j−1(s)tr EBk−1, j.
Si reordenamos los términos en la expresión anterior, deducimos
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k
k∑
j=0
ak, jP j(s) = tr EBk−1,k−1Pk(s) +
[
(βn−k − rn−k)tr Bk−1,k−1 − tr ABk−1,k−1
+βk−1tr EBk−1,k−1 + tr EBk−1,k−2
]
Pk−1(s)
+
k−2∑
j=1
[
γ j+1tr EBk−1, j+1 + (βn−k − rn−k)tr Bk−1, j
+β jtr EBk−1, j + (γn−k+1 − sn−k+1)tr Bk−2, j − tr ABk−1, j
+tr EBk−1, j−1
]
P j(s) +
[
γ1tr EBk−1,1 + (βn−k − rn−k)tr Bk−1,0
+β0tr EBk−1,0 + (γn−k+1 − sn−k+1)tr Bk−2,0 − tr ABk−1,0
]
P0(s).
Finalmente, igualando los coeficientes de P j, j = 0, 1, . . . , k, en los dos miem-
bros de la expresión anterior, se tiene
kak,0 = γ1tr EBk−1,1 + β0tr EBk−1,0 + (βn−k − rn−k)tr Bk−1,0
−tr ABk−1,0 + (γn−k+1 − sn−k+1)tr Bk−2,0,
...
kak, j = γ j+1tr EBk−1, j+1 + β jtr EBk−1, j + tr EBk−1, j−1
+(γn−k+1 − sn−k+1)tr Bk−2, j + (βn−k − rn−k)tr Bk−1, j
−tr ABk−1, j, j = 1, . . . , k − 2,
...
kak,k−1 = (βn−k − rn−k)tr Bk−1,k−1 + tr EBk−1,k−2
+βk−1tr EBk−1,k−1 − tr ABk−1,k−1,
kak,k = tr EBk−1,k−1.
(3.1.9)
Análogamente, sustituyendo (3.1.7) en (3.1.4), se obtiene
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k∑
j=0
P j(s)Bk, j =
k∑
j=0
ak, jP j(s)In − γn−k+1
k−2∑
j=0
P j(s)Bk−2, j
−βn−k
k−1∑
j=0
P j(s)Bk−1, j + (−sE + A)
k−1∑
j=0
P j(s)Bk−1, j.
Si usamos nuevamente la relación de recurrencia a tres términos (1.2.2), tene-
mos
k∑
j=0
P j(s)Bk, j = ak,kPk(s)In −
k−1∑
j=0
P j+1(s)EBk−1, j −
k−1∑
j=0
γ jP j−1(s)EBk−1, j
+Pk−1(s)
(
ak,k−1In + βn−kBk−1,k−1 − (βk−1E − A) Bk−1,k−1
)
+
k−2∑
j=0
P j(s)
(
ak, jIn − γn−k+1Bk−2, j +
(
A − βn−kIn − β jE
)
Bk−1, j
)
.
Reordenando los términos, se tiene
k∑
j=0
P j(s)Bk, j = Pk(s)
[
ak,kIn − EBk−1,k−1
]
+ Pk−1(s)
[
ak,k−1In − EBk−1,k−2
+ (A − βk−1E − βn−kIn) Bk−1,k−1
]
+
k−2∑
j=1
P j(s)
[
ak, jIn
−EBk−1, j−1 +
(
A − β jE − βn−kIn
)
Bk−1, j − γ j+1EBk−1, j+1
−γn−k+1Bk−2, j
]
+ P0(s)
[
ak,0In + (A − β0E − βn−kIn) Bk−1,0
−γ1EBk−1,1 − γn−k+1Bk−2,0
]
.
Finalmente, si igualamos los coeficientes de P j, j = 0, 1, . . . , k, en los dos
miembros de la expresión anterior, se tiene para k = 1, 2, . . . , n − 1,
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Bk,0 = ak,0In + (A − β0E − βn−kIn) Bk−1,0 − γ1EBk−1,1
−γn−k+1Bk−2,0,
...
Bk, j = ak, jIn − EBk−1, j +
(
A − β jE − βn−kIn
)
Bk−1, j
−γ j+1EBk−1, j+1 − γn−k+1Bk−2, j, j = 1, . . . , k − 2,
...
Bk,k−1 = ak,k−1In − EBk−1,k−2 + (A − βk−1E − βn−kIn) Bk−1,k−1,
Bk,k = ak,kIn − EBk−1,k−1.
(3.1.10)
Como conclusión, tenemos el siguiente teorema
Teorema 3.1.1 Sean E, A ∈ Cn×n, E singular y det(sE − A) . 0, entonces los
coeficientes ak, j y Bk, j, k = 1, 2, . . . , n − 1, j = 0, 1, . . . , k, en las expresiones
(3.1.7) se obtienen mediante el siguiente proceso:
Teniendo en cuenta Bk, j = 0, si k < j ó j < 0 y a0,0 = 1, B0,0 = In.
(i) Para k = 1, . . . , n y j = 0, 1, . . . , k,
ak, j =
1
k
[
γ j+1tr EBk−1, j+1 + β jtr EBk−1, j + (βn−k − rn−k) tr Bk−1, j+
+tr EBk−1, j−1 + (γn−k+1 − sn−k+1) tr Bk−2, j − tr ABk−1, j
]
.
(3.1.11)
(ii) Para k = 1, 2, . . . , n − 1 y j = 0, 1, . . . , k,
Bk, j = ak, jIn − EBk−1, j − γ j+1EBk−1, j+1 − γn−k+1Bk−2, j+
+
(
A − βn−k − β jE
)
Bk−1, j.
(3.1.12)
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De esta forma, mostramos en la tabla 3.1 un algoritmo para calcular los coefi-
cientes ak, j y Bk, j k = 1, 2, . . . , n − 1, j = 0, 1, . . . , k, en (3.1.7).
A continuación presentamos un resultado que extiende el presentado en el
Lema 2.4.1.
Teorema 3.1.2 Dadas A, E ∈ Cn×n, tales que det(sE − A) . 0, sean a(s) =
det(sE − A), y B(s) = Adj (sE − A). Entonces
d
ds
a(s) = tr (EB(s)) .
Demostración: Si la matriz E es no singular. entonces
sE − A =
(
sIn − AE−1
)
E.
Del lema 2.4.1, se sigue
d
ds
a(s) = det(E)
d
ds
(
det
(
sIn − AE−1
))
,
= det(E)tr
(
Adj
(
sIn − AE−1
))
,
= det(E) det(E)−1 det (sE − A) tr
(
E(sE − A)−1
)
,
= det (sE − A) tr
(
E(sE − A)−1
)
= tr (EB(s)) .
Ahora, si E es una matriz singular, considérese ε > 0 tal que ε < mı´n
{
|λi| :
λi ∈ σ(E) r {0}
}
. Entonces Eε := E + εIn es una matriz no singular. Si usamos el
resultado anterior, se tiene
d
ds
aε(s) = tr (EεBε(s))
donde aε(s) = det(sEε − A) y Bε(s) := Adj (sEε − A).
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Teniendo en cuenta que Eε → E, aε(s) → a(s) y Bε(s) → B(s), cuando
ε→ 0, deducimos el enunciado.

DATOS DE ENTRADA: A, E ∈ Cn×n, {βk}n−1k=0, {γk}nk=1, {rk}n−1k=0, {sk}nk=1.
Condiciones iniciales: Bk, j = 0, si k < j o j < 0, a0,0 = 1, B0,0 = In.
FOR k = 1, . . . , n − 1
αn−k := βn−k − rn−k; δn−k+1 := γn−k+1 − sn−k+1; Ak := A − βn−kIn.
FOR j = 0, 1, . . . , k
ak, j :=
1
k
[
γ j+1tr EBk−1, j+1 + β jtr EBk−1, j + αn−ktr Bk−1, j+
+tr EBk−1, j−1 + δn−k+1tr Bk−2, j − tr ABk−1, j
]
Bk, j := ak, jIn − EBk−1, j +
(
Ak − β jE
)
Bk−1, j − γ j+1EBk−1, j+1
−γn−k+1Bk−2, j
END
END
FOR j = 0, 1, . . . , n
an, j :=
1
n
[
γ j+1tr EBn−1, j+1 + β jtr EBn−1, j + β0tr Bn−1, j+
+tr EBn−1, j−1 + γ1tr Bn−2, j − tr ABn−1, j
]
.
END.
Tabla 3.1: Algoritmo de Leverrier-Faddeev para haz regular
3.1.1. Ejemplo
Consideremos las matrices
A =

1 1 1
1 1 1
1 1 1
 y E =

1 0 0
0 1 0
0 0 0
 .
Obsérvese que rank E = 2. Aplicaremos el algoritmo descrito en la tabla 3.1.
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Es fácil probar que
a(s) = det(sE − A) = −s2 y B(s) = Adj (sE − A) =

−s 0 s
0 −s s
s s s2 − 2s
 .
Aplicando el algoritmo de la tabla 3.1 usando como base los polinomios de
Hermite {Hn}n>0, obtenemos
a1,0 = −tr A = −3, a1,1 = tr E = 2.
B1,0 = a1,0I3 + A =

−2 1 1
1 −2 1
1 1 −2
 , B1,1 = a1,1I3 − E =

1 0 0
0 1 0
0 0 2
 .
Por otra parte,
a2,0 = 12
[ 1
2 tr EB1,1 − tr AB1,0 + 3
]
= 2, a2,1 = 12
[
tr EB1,0 − tr AB1,1
]
= −4,
a2,2 = 12 tr EB1,1 = 1,
junto con
B2,0 = a2,0I3 + AB1,0 − 12EB1,1 − I3 =

1
2 0 0
0 12 0
0 0 1
 ,
B2,1 = a2,1I3 + AB1,1 − EB1,0 =

−1 0 1
0 −1 1
1 1 −2
 ,
B2,2 = a2,2I3 − EB1,1 =

0 0 0
0 0 0
0 0 1
 .
Finalmente
56 Extensión del algoritmo de Leverrier-Faddeev
a3,0 = 13
[1
2 tr EB2,1 − tr AB2,0 + 12 tr B1,0
]
= −2,
a3,1 = 13
[
tr EB2,2 − tr AB2,1 + tr EB2,0 + 12 tr B1,1
]
= 1,
a3,2 = 13
[
tr EB2,1 − tr AB2,2
]
= −1, a3,3 = 13 tr EB2,2 = 0.
Como conclusión, deducimos que
aˆ1(s) = a1,0H0(s) + a1,1H1(s) = −3H0(s) + 2H1(s),
aˆ2(s) = a2,0H0(s) + a2,1H1(s) + a2,2H2(s) = 2H0(s) − 4H1(s) + H2(s),
aˆ3(s) = a3,0H0(s)+a3,1H1(s)+a3,2H2(s)+a3,3H3(s) = −2H0(s)+H1(s)−H2(s).
Bˆ1(s) = H0(s)B1,0 + H1(s)B1,1,
Bˆ2(s) = H0(s)B2,0 + H1(s)B2,1 + H2(s)B2,2.
El determinante a(s) de sE − A está dado por
a(s) = H3(0) + aˆ1(s)H2(0) + aˆ2(s)H1(0) + aˆ3(s)H0(0)
= − 12 aˆ1(s) + aˆ3(s)
= −H2(s) − 12H0(s),
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y la matriz adjunta B(s)
B(s) = H2(0)Bˆ0(s) + H1(0)Bˆ1(s) + H0(0)Bˆ2(s)
= − 12 I3 + Bˆ2(s)
= H0(s)
[
− 12 I3 + B2,0
]
+ H1(s)B2,1 + H2(s)B2,2.
De manera que,
B(s) = H0(s)

0 0 0
0 0 0
0 0 12
 + H1(s)

−1 0 1
0 −1 1
1 1 −2

+H2(s)

0 0 0
0 0 0
0 0 1
 .
A continuación, aplicamos el algoritmo para la familia
{
L(α)n
}
n>0
de los polino-
mios de Laguerre con parámetro α, de manera que
a1,0 = (1 + α)tr E + 3(3 + α) − tr A = 8 + 5α, a1,1 = tr E = 2,
junto con
B1,0 = (a1,0 − 5 − α)I3 + A − (1 + α)E =

3 + 3α 1 1
1 3 + 3α 1
1 1 4 + 4α
 ,
B1,1 = a1,1I3 − E =

1 0 0
0 1 0
0 0 2
 .
Por otra parte,
a2,0 = 12
[
(1 + α)
(
tr (EB1,1) + tr (EB1,0)
)
+ (2 + α)
(
tr B1,0 + 6
) − tr (AB1,0)]
= 4(1 + α)(3 + 2α),
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a2,1 = 12
(
(2 + α)tr B1,1 + tr (EB1,0) + (3 + α)tr (EB1,1) − tr (AB1,1))
= 8 + 6α,
a2,2 = 12 tr (EB1,1) = 1.
junto con
B2,0 =
(
a2,0 − 4 − 2α) I3 + (A − (1 + α)E − (3 + α)I3) B1,0 − (1 + α)EB1,1
= (1 + α)

2α 1 2
1 2α 2
2 2 2 + 4α
 ,
B2,1 = a2,1I3 + EB1,0 + (A − (3 + α)(E + I3))B1,1 =

α 0 1
0 α 1
1 1 4 + 4α
 ,
B2,2 = a2,2I3 − EB1,1 =

0 0 0
0 0 0
0 0 1
 .
Finalmente,
a3,0 = 13
[
(1 + α)
(
tr EB2,1 + tr EB2,0 + tr B2,0 + tr B1,0
) − tr AB2,0]
= 2α(1 + α)(3 + 2α),
a3,1 = 13
(
2(2 + α)tr (EB2,2) + (3 + α)tr (EB2,1) + tr (EB2,0)+
+(1 + α)tr B2,1 + (1 + α)tr B1,1 − tr (AB2,1))
= 2α(3 + 2α),
a3,2 = 13
(
(1 + α)tr B2,2 + tr (EB2,1) + (5 + α)tr (EB2,2) − tr (AB2,2))
= α,
a3,3 = 13 tr (EB2,2) = 0.
Así
aˆ1(s) = a1,0L
(α)
0 (s) + a1,1L
(α)
1 (s) = (8 + 5α)L
(α)
0 (s) + 2L
(α)
1 (s),
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aˆ2(s) = a2,0L
(α)
0 (s) + a2,1L
(α)
1 (s) + a2,2L
(α)
2 (s)
= 4(1 + α)(3 + 2α)L(α)0 (s) + (8 + 6α)L
(α)
1 (s) + L
(α)
2 (s),
aˆ3(s) = a3,0L
(α)
0 (s) + a3,1L
(α)
1 (s) + a3,2L
(α)
2 (s) + a3,3L
(α)
3 (s)
= 2α(1 + α)(3 + 2α)L(α)0 (s) + 2α(3 + 2α)L
(α)
1 (s) + αL
(α)
2 (s).
Bˆ1(s) = L
(α)
0 (s)B1,0 + L
(α)
1 (s)B1,1,
Bˆ2(s) = L
(α)
0 (s)B2,0 + L
(α)
1 (s)B2,1 + L
(α)
2 (s)B2,2.
El determinante a(s) de sE − A está dado por
a(s) = L(α)3 (0) + aˆ1(s)L
(α)
2 (0) + aˆ2(s)L
(α)
1 (0) + aˆ3(s)L
(α)
0 (0)
= −(1 + α)(2 + α)L(α)0 (s) − 2(2 + α)L(α)1 (s) − L(α)2 (s),
y la matriz adjunta B(s)
B(s) = L(α)2 (0)Bˆ0(s) + L
(α)
1 (0)Bˆ1(s) + L
(α)
0 (0)Bˆ2(s)
= L(α)0 (s)
[
(1 + α)(2 + α)I3 − (1 + α)B1,0 + B2,0]+
+L(α)1 (s)
[−(1 + α)B1,1 + B2,1] + L(α)2 (s)B2,2.
Así
B(s) = (1 + α)L(α)0 (s)

−1 2 3
2 −1 3
3 3 α
 + L(α)1 (s)

−1 0 1
0 −1 1
1 1 5 + 3α
+
+L(α)2 (s)

0 0 0
0 0 0
0 0 1
 .
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Finalmente, si consideramos la familia {Tn}n>0 de los polinomios de Chebys-
hev de primera especie,
a1,0 = −tr A = −3, a1,1 = tr E = 2.
B1,0 = a1,0I3 + A =

−2 1 1
1 −2 1
1 1 −2
 , B1,1 = a1,1I3 − E =

1 0 0
0 1 0
0 0 2
 .
Por otra parte,
a2,0 = 12
(1
4 tr (EB1,1) − tr (AB1,0) + 32
)
= 54 ,
a2,1 = 12
(
tr (EB1,0) − tr (AB1,1)) = −4, a2,2 = 12(tr (EB1,1)) = 1,
junto con
B2,0 = a2,0I3 + AB1,0 − 14EB1,1 − 14 I3 =

1
2 0 0
0 12 0
0 0 1
 ,
B2,1 = a2,1I3 − EB1,0 + AB1,1 =

−1 0 1
0 −1 1
1 1 −2
 ,
B2,2 = a2,2I3 − EB1,1 =

0 0 0
0 0 0
0 0 1
 .
Finalmente,
a3,0 = 13
(1
4 tr (EB2,1) +
1
2 tr B1,0 − tr (AB2,0)
)
= −2,
a3,1 = 13
(1
4 tr (EB2,2) + tr (EB2,0) +
1
2 tr B1,1 − tr (AB2,1)
)
= 1,
a3,2 = 13
(
tr (EB2,1) − tr (AB2,2)) = −1,
a3,3 = 13 tr (EB2,2) = 0.
3.1. Algoritmo para haces lineales 61
De esta manera,
aˆ1(s) = a1,0T0(s) + a1,1T1(s) = −3T0(s) + 2T1(s),
aˆ2(s) = a2,0T0(s) + a2,1T1(s) + a2,2T2(s) = 54T0(s) − 4T1(s) + T2(s),
aˆ3(s) = a3,0T0(s) + a3,1T1(s) + a3,2T2(s) + a3,3T3(s)
= −2T0(s) + T1(s) − T2(s).
Bˆ1(s) = T0(s)B1,0 + T1(s)B1,1,
Bˆ2(s) = T0(s)B2,0 + T1(s)B2,1 + T2(s)B2,2.
El determinante a(s) de sE − A está dado por
a(s) = T3(0) + aˆ1(s)T2(0) + aˆ2(s)T1(0) + aˆ3(s)T0(0)
= − 12T0(s) − T2(s),
(3.1.13)
y la matriz adjunta B(s)
B(s) = T2(0)Bˆ0(s) + T1(0)Bˆ1(s) + T0(0)Bˆ2(s)
= T0(s)
(
B2,0 − 12 I3
)
+ T1(s)B2,1 + T2(s)B2,2.
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Así
B(s) = T0(s)

−2 0 2
0 0 0
0 0 −2
 + T1(s)

−1 0 1
0 −1 1
1 1 −2
+
+T2(s)

0 0 0
0 0 0
0 0 1
 .
3.2. Algoritmo para matrices polinomiales de orden
arbitrario
La siguiente aportación en este capítulo la constituye la extensión del algorit-
mo de Leverrier-Faddeev para el cálculo simultáneo del determinante y la matriz
adjunta de una matriz polinómica
M(s) = spAp + sp−1Ap−1 + · · · + sA1 + A0, (3.2.1)
donde Ai ∈ Cn×n, i = 1, 2, . . . , p, p > 1. La motivación para el análisis de esta
extensión se basa en dos hechos. El primero está ligado al cálculo de la función
de transferencia de un sistema lineal de orden mayor que 1 como, por ejemplo,
el sistema de osciladores (2.1.6) (ver [26]), el cual involucra el cómputo de la
inversa de una matriz polinómica de grado 2, es decir, para hallar esta función de
transferencia es preciso encontrar la inversa de una matriz polinómica s2A2+ sA1+
A0 con Ai ∈ Cn×n, i = 0, 1, 2. La segunda motivación reside en el estudio de los
ceros de una matriz polinómica de la forma (3.2.1), lo que equivale a calcular los
ceros del polinomio escalar det
(
spAp + sp−1Ap−1 + · · · + sA1 + A0
)
.
Esta extensión está basada en los trabajos [35], [36], donde se desarrolla el
algoritmo de Leverrier-Faddeev usando bases polinómicas. De esta forma presen-
tamos un enfoque alternativo a los resultados expuestos en [19] y [73], usando
bases de polinomios ortogonales clásicos y tomando como Ap en (3.2.1) cualquier
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matriz, no necesariamente la identidad.
Consideremos una matriz polinómica dada por (3.2.1). Procediendo de la mis-
ma forma que en el caso del haz lineal (para más detalles, ver [35]), reemplazamos
en el algoritmo del capítulo anterior (tabla 2.3) la matriz A por A(s) = −M(s) =
−(spAp+sp−1Ap−1+· · ·+sA1+A0) y obtenemos fórmulas análogas a las expresiones
(3.1.1-3.1.4). Pero, en este caso, deg(aˆk(s)), deg(Bˆk(s)) 6 pk. Así pues,
aˆk(s) =
kp∑
j=0
ak, jP j(s), ak, j ∈ C,
Bˆk(s) =
kp∑
j=0
P j(s)Bk, j, Bk, j ∈ Cn×n.
(3.2.2)
Sustituyendo (3.2.2) en (3.1.3) obtenemos
k
kp∑
j=0
ak, jP j(s) = tr
(βn−k − rn−k) (k−1)p∑
j=0
P j(s)Bk−1, j+
+
p∑
m=0
(k−1)p∑
j=0
smP j(s)AmBk−1, j+
+(γn−k+1 − sn−k+1)
(k−2)p∑
j=0
P j(s)Bk−2, j
 .
(3.2.3)
Necesitamos una expresión para smP j(s) en términos de la base {Pn}n>0. La
podemos obtener reiterando m-veces la relación de recurrencia a tres términos
(1.2.2). De esta manera
xmP j(x) =
j+m∑
i= j−m
α
j,m
i Pi(x), (3.2.4)
donde α j,mi =
〈u, fmP jPi〉
〈u, P2i 〉
. Obsérvese que α j,mj+m = 1.
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Por tanto,
α
j,m
i =
〈u, fm−1P j f1Pi〉
〈u, P2i 〉
=
〈u, fm−1P j (Pi+1 + βiPi + γiPi−1)〉
〈u, P2i 〉
=
〈u, fm−1P jPi+1〉
〈u, P2i 〉
+ βi
〈u, fm−1P jPi〉
〈u, P2i 〉
+ γi
〈u, fm−1P jPi−1〉
〈u, P2i 〉
=
〈u, P2i+1〉
〈u, P2i 〉
α
j,m−1
i+1 + βiα
j,m−1
i + γi
〈u, P2i−1〉
〈u, P2i 〉
α
j,m−1
i−1 ,
donde fm−1(x) = xm−1.
Ahora, si usamos nuevamente la relación de recurrencia a tres términos (1.2.2),
obtenemos γi =
〈u, P2i 〉
〈u, P2i−1〉
para i = 1, 2 . . .. De esta forma los coeficientes αn,mi
pueden obtenerse de manera recursiva mediante
α
j,m
i = γi+1α
j,m−1
i+1 + βiα
j,m−1
i + α
j,m−1
i−1 (3.2.5)
y αi,1i−1 = γi, α
i,1
i = βi, α
i,1
i+1 = 1, para i = 1, 2, . . .
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Sustituyendo (3.2.4) en (3.2.3) tenemos
k
kp∑
j=0
ak, jP j(s) =
kp∑
j=p
α
j−p,p
j tr ApBk−1, j−pP j(s)+
+
kp−1∑
j=p−1
 1∑
i=0
α
j−p+1,p−i
j tr Ap−iBk−1, j−p+1
 P j(s)+
...
+
(k−1)p+1∑
j=1
 p−1∑
i=0
α
j−1,p−i
j tr Ap−iBk−1, j−1
 P j(s)+
+
(k−1)p∑
j=0
 p∑
i=0
α
j,p−i
j tr Ap−iBk−1, j + (βn−k − rn−k)tr Bk−1, j
 P j(s)+
+
(k−1)p−1∑
j=0
 p−1∑
i=0
α
j+1,p−i
j tr Ap−iBk−1, j+1
 P j(s)+
...
+
(k−2)p+1∑
j=0
 1∑
i=0
α
j+p−1,p−i
j tr Ap−iBk−1, j+p−1
 P j(s)+
+
(k−2)p∑
j=0
(
α
j+p,p
j tr ApBk−1, j+p + (γn−k+1 − sn−k+1)tr Bk−2, j
)
P j(s).
Identificando los coeficientes de P j, j = 0, 1, . . . , kp, en ambos miembros de
la expresión anterior obtenemos
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Para j = 0, 1, . . . , p − 1
kak, j = δktr Bk−1, j + ηktr Bk−2, j +
p∑
l=p− j
l∑
i=0
α
l−p+ j,p−i
j tr Ap−iBk−1,l−p+ j+
+
p−1∑
l=0
l∑
i=0
α
p−l+ j,p−i
0 tr Ap−iBk−1,p−l+ j,
(3.2.6)
Si j = p, p + 1, . . . , (k − 2)p (en el caso que k > 2), se tiene
kak, j = δktr Bk−1, j + ηktr Bk−2, j +
p∑
l=0
l∑
i=0
α
j−p+l,p−i
j tr Ap−iBk−1, j−p+l
+
p−1∑
l=0
l∑
i=0
α
j+p−l,p−i
p−1 tr Ap−iBk−1, j+p−l,
(3.2.7)
Para j = (k − 2)p + 1, (k − 2)p + 2, . . . , (k − 1)p − 1 (si k > 2)
kak, j = δktr Bk−1, j +
p∑
l=0
l∑
i=0
α
l−p+ j,p−i
j tr Ap−iBk−1,l−p+ j+
+
p−1∑
l= j−(k−2)p
l∑
i=0
α
p−l+ j,p−i
j tr Ap−iBk−1,p−l+ j,
(3.2.8)
Así como
kak,(k−1)p = δktr Bk−1,(k−1)p +
p∑
l=0
l∑
i=0
α
(k−2)p+l,p−i
(k−1)p tr Ap−iBk−1,(k−2)p+l, (3.2.9)
Finalmente, para j = (k − 1)p + 1, (k − 1)p + 2, . . . , kp
kak, j =
kp− j∑
l=0
l∑
i=0
α
l−p+ j,p−i
j tr Ap−iBk−1,l−p+ j, (3.2.10)
donde δk = βn−k − rn−k, ηk = γn−k+1 − sn−k+1.
Análogamente, obtenemos expresiones de las matrices Bk, j en términos de las
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matrices Bk−1, j
kp∑
j=0
P j(s)Bk, j =
kp∑
j=0
ak, jP j(s)In −
p∑
m=0
(k−1)p∑
j=0
smP j(s)AmBk−1, j
−
(k−1)p∑
j=0
βn−kP j(s)Bk−1, j −
(k−2)p∑
j=0
γn−k+1P j(s)Bk−2, j.
Reemplazando (3.2.4) en la ecuación anterior, obtenemos
kp∑
j=0
P j(s)Bk, j =
kp∑
j=0
ak, jP j(s)In −
kp∑
j=p
P j(s)α
j−p,p
j ApBk−1, j−p
−
kp−1∑
j=p−1
P j(s)
 1∑
i=0
α
j−p+1,p−i
j Ap−i
 Bk−1, j−p+1
...
−
(k−1)p+1∑
j=1
P j(s)
 p−1∑
i=0
α
j−1,p−i
j Ap−i
 Bk−1, j−1
−
(k−1)p∑
j=0
P j(s)
βn−kIn + p∑
i=0
α
j,p−i
j Ap−i
 Bk−1, j
−
(k−1)p−1∑
j=0
P j(s)
 p−1∑
i=0
α
j+1,p−i
j Ap−i
 Bk−1, j+1
...
−
(k−2)p+1∑
j=0
P j(s)
 1∑
i=0
α
j+p−1,p−i
j Ap−i
 Bk−1, j+p−1
−
(k−2)p∑
j=0
P j(s)
(
α
j+p,p
j ApBk−1, j+p + γn−k+1Bk−2, j
)
.
Identificando los coeficientes de P j, j = 0, 1, . . . , kp, en ambos miembros de
la expresión anterior obtenemos
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Si j = 0, 1, . . . , p − 1 se tiene
Bk, j = ak, jIn − βn−kBk−1, j − γn−k+1Bk−2, j −
p∑
l=p− j
l∑
i=0
α
l−p+ j,p−i
j Ap−iBk−1,l−p+ j
−
p−1∑
l=0
l∑
i=0
α
p−l+ j,p−i
j Ap−iBk−1,p−l+ j
(3.2.11)
Luego, para j = p, p + 1, . . . , (k − 2)p, (en el caso k > 2), tenemos
Bk, j = ak, jIn − βn−kBk−1, j − γn−k+1Bk−2, j
−
p∑
l=0
l∑
i=0
α
j−p+l,p−i
j Ap−iBk−1, j−p+l −
p−1∑
l=0
l∑
i=0
α
j+p−l,p−i
p−1 Ap−iBk−1, j+p−l,
(3.2.12)
Si j = (k − 2)p + 1, (k − 2)p + 2, . . . , (k − 1)p − 1 (cuando k > 2), entonces
Bk, j = ak, jIn − βn−kBk−1, j −
p∑
l=0
l∑
i=0
α
l−p+ j,p−i
j Ap−iBk−1,l−p+ j
−
p−1∑
l= j−(k−2)p
l∑
i=0
α
p−l+ j,p−i
j Ap−iBk−1,p−l+ j,
(3.2.13)
Además,
Bk,(k−1)p = ak,(k−1)pIn − βn−kBk−1,(k−1)p −
p∑
l=0
l∑
i=0
α
(k−2)p+l,p−i
(k−1)p Ap−iBk−1,(k−2)p+l,
(3.2.14)
Finalmente, para j = (k − 1)p + 1, (k − 1)p + 2, . . . , kp tenemos
Bk, j = ak, jIn −
kp− j∑
l=0
l∑
i=0
α
l−p+ j,p−i
j Ap−iBk−1,l−p+ j, (3.2.15)
Finalmente, obtenemos el siguiente algoritmo
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DATOS DE ENTRADA: A0, A1, . . . , Ap ∈ Cn×n, {βk}n−1k=0, {γk}nk=1, {rk}n−1k=0, {sk}nk=1.
Condiciones iniciales: aˆ0(s) = 1, Bˆ−1(s) = 0, Bˆ0(s) = In y
Bk, j = 0 si k, j < 0 ó k < p j.
FOR k = 1, . . . , n − 1
• De Bˆk−2(s) y Bˆk−1(s) y tomando en cuenta (3.2.6)-(3.2.10) obtenemos aˆk(s).
• De (3.2.11)-(3.2.15) obtenemos Bˆk(s).
END (FOR)
De Bˆn−2(s) y Bˆn−1(s) teniendo en cuenta((3.2.6)-(3.2.10)) obtenemos aˆn(s).
Tabla 3.2: Algoritmo para matrices de orden arbitrario.
3.2.1. Ejemplos
Ejemplo 1: Consideremos la matriz polinómica de grado 2
A(s) =

s2 − s −s2 + s − 1 0
0 3 s2 + 2s
s2 − 1 −s2 s2 + s
 , (3.2.16)
de modo que, de acuerdo con (3.2.1),
A2 =

1 −1 0
0 0 1
1 −1 1
 , A1 =

−1 1 0
0 0 2
0 0 1
 , A0 =

0 −1 0
0 3 0
−1 0 0
 .
Se puede deducir fácilmente que
det A(s) = 3s4 − s3 − 4s2 + 2s
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y
Adj A(s) =

s4 + 2s3 + 3s2 + 3s s4 + s −s4 − s3 + s2 − 2s
s4 + 2s3 − s2 − 2s s4 − s2 −s4 − s3 + 2s2
s2 − 1 −s2 s2 + s
 .
Aplicaremos el algoritmo de la sección anterior usando la base {Tn}4n=0, de los
polinomios de Chebyshev de primera especie. Los parámetros correspondientes a
la familia mencionada son βn = rn = 0, n > 0 y γ1 = 12 , s1 = 0, γn =
1
4 , sn =
− 14 , n > 2.
De (3.2.6)-(3.2.10) y (3.2.11)-(3.2.15) obtenemos
Para k = 1
a1,0 = 4, a1,1 = 0, a1,2 = 2.
B1,0 =
1
2

7 3 0
0 2 −1
1 1 7
 , B1,2 =

1 −1 0
0 0 −2
0 0 −1
 , B1,2 =

1 1 0
0 2 −1
−1 1 1
 .
Para k = 2
a2,0 = 4, a2,1 =
3
2
, a2,2 = 7, a2,3 = 2, a2,4 = 2.
B2,0 =
1
8

19 3 1
−1 3 5
12 8 16
 , B2,1 = 14

18 4 −11
−2 0 −3
0 −4 −12
 ,
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B2,2 =

4 1 0
0 0 1
−3 0 3
 , B2,3 =

2 0 −1
2 0 −1
0 0 0
 , B2,4 =

1 1 −1
1 1 −1
0 0 0
 .
Para k = 3
a3,0 =
9
8
, a3,1 =
5
4
, a3,2 = 0, a3,3 = −1, a3,4 = 3, a3,5 = 0 = a3,6.
De esta manera, de (3.1.5) se sigue que
det A(s) = 3T4(s) − T3(s) − T2(s) + 54T1(s) −
7
8
T0(s),
y de (3.1.6) obtenemos
Adj A(s) = T4(s)

1 1 −1
1 1 −1
0 0 0
 + T3(s)

2 0 −1
2 0 −1
0 0 0
 + T2(s)

4 1 0
0 0 1
−3 0 3
+
+ 14T1(s)

18 4 −11
−2 0 −3
0 −4 −12
 + 18T0(s)

15 3 1
−1 −1 5
12 8 12
 .
Ejemplo 2: Consideremos la matriz polinómica de grado 4
U(t) =

13t4 − 32t3 + 24t2 − 6t 21t4 − 52t3 + 39t2 − 8t
21t4 − 52t3 + 39t2 − 8t 34t4 − 84t3 + 63t2 − 14t
 . (3.2.17)
Necesitamos calcular det (U(t)) para encontrar los ceros de U(t). De nuevo, de
72 Extensión del algoritmo de Leverrier-Faddeev
acuerdo con (3.2.1)
A0 =
 0 00 0
 , A1 = −  6 88 14
 , A2 =  24 3939 63
 ,
A3 = −
 32 5252 84
 , A4 =  13 2121 34
 .
Apliquemos el algoritmo de la sección anterior usando la base de los polino-
mios de Chebyshev de segunda especie, {Un}8n=0. Los parámetros correspondientes
son βn = rn = 0, n > 0 y γn = 14 , n > 1 y s1 = 0, sn = − 14 , n > 2.
De (3.2.6)-(3.2.10) y (3.2.11)-(3.2.15) se tiene
Para k = 1
a1,0 =
221
8
, a1,1 = −78, a1,2 = 4894 , a1,3 = −116, a1,4 = 47,
y
B1,0 = 18
 160 −99−99 61
 , B1,1 =  −56 3434 −22
 , B1,2 = 14
 354 −219−219 135
 ,
B1,3 =
 −84 5252 −32
 , B1,4 =  34 −21−21 13
 .
Para k = 2
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a2,0 =
2265
128
, a2,1 = −2094 , a2,2 = 93, a2,3 = −
225
2
, a2,4 =
177
2
,
a2,5 = −20, a2,6 = −694 , a2,7 = 4, a2,8 = 1.
Así,
aˆ2(t) =
8∑
j=0
a2, jU j(t)
= t8 + 4t7 − 19t6 − 26t5 + 111t4 − 90t3 + 20t2 + 14 .
Obsérvese que U es el polinomio matricial de Chebyshev de segunda especie
y grado 4 introducido por A. J. Duran [18]. No es necesario calcular aˆ1(t) porque
U1(0) = 0. Entonces la expresión del determinante de U(t) es
detU(t) = U2(0) + U0(0)aˆ2(t)
= t8 + 4t7 − 19t6 − 26t5 + 111t4 − 90t3 + 20t2.

Capı´tulo4
Transformaciones espectrales
para matrices hermitianas
Toeplitz
4.1. Polinomios ortogonales en la circunferencia uni-
dad
Sea S un funcional lineal
S : Λ 7→ C,
donde Λ = span
{
zn : n ∈ Z} es el espacio lineal de los polinomios de Laurent
con coeficientes complejos. A partir del funcional S podemos definir un funcional
bilineal L : P × P 7→ C de la manera siguiente
L(p(z), q(z)) := S (p(z)q¯(z−1)) , p, q ∈ P,
donde P es el espacio lineal de los polinomios con coeficientes complejos.
Obsérvese que
L (zp(z), zq(z)) = L (p(z), q(z)) .
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Definición 4.1.1 Consideremos la matriz T =
(
tm,n
)∞
m,n=0
, donde tm,n := L(zm, zn) =
S(zm−n) = tn−m y sea Tn =
(
tk, j
)n
k, j=0
la submatriz principal de T de dimensión
(n + 1) × (n + 1). Entonces
(i) Diremos que L es un funcional bilineal hermitiano en P si t−n = tn para
n ∈ N.
(ii) Diremos que L es un funcional bilineal cuasi-definido en P si det Tn , 0
para todo entero no negativo n.
(iii) L es un funcional bilineal definido positivo en P si L(p, p) > 0 para todo
p ∈ P  {0}, o, equivalentemente, det Tn > 0 para todo entero no negativo
n.
En el caso en que L es definido positivo (ver [25], [34]), existe una medida de
probabilidad no trivial µ soportada en la circunferencia unidad tal que el funcional
L admite una representación integral
L(p, q) =
∫ 2pi
0
p(eiθ)q(eiθ)dµ(θ).
Por convenio, el funcional bilineal L se dice definido positivo sobre la circun-
ferencia unidad. La matriz semi-infinita T es una matriz de Toeplitz, esto es, las
entradas de cada subdiagonal son constantes
T =

t0 t1 · · · tn · · ·
t−1 t0
. . .
...
. . .
...
. . .
. . . t1
t−n · · · t−1 t0 . . .
...
. . .
. . .
. . .

.
Sea {Pn}n>0 una sucesión de polinomios con coeficientes complejos. Diremos
que {Pn}n>0 es ortogonal con respecto a L si
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deg Pn = n,
L(Pm, Pn) = knδm,n, con kn , 0,
donde δm,n es la delta de Kronecker definida por
δm,n =
 1 si m = n,0 si m , n.
Diremos, también, que la sucesión {Pn}n>0 es ortonormal con respecto a L
si {Pn}n>0 es una sucesión ortogonal y kn = 1 para todo n. En este caso, también
podemos decir indistintamente que {Pn}n>0 es ortonormal con respecto a µ.
Teorema 4.1.2 (i) Si el funcional bilineal L es cuasi-definido, entonces existe
una sucesión {Pn}n>0 de polinomios ortogonales mónicos asociada con el
funcional L dada por
P0(z) = 1, Pn(z) =
1
∆n−1

t0 t−1 · · · t−n
t1 t0 · · · t−n+1
...
...
...
tn−1 tn−2 · · · t−1
1 z · · · zn

, n > 1, (4.1.1)
donde ∆n−1 = det Tn−1.
(ii) Si L es definido positivo, entonces existe una única sucesión {ϕn}n>0 de po-
linomios ortonormales asociados con L dados por
ϕn(z) = κnPn(z), (4.1.2)
con Pn(z) dado en (4.1.1) y κn = k
− 12
n , donde kn = ∆n∆n−1 .
Proposición 4.1.3 ([24], [68], [72]) La sucesión {Pn}n>0 satisface dos tipos de re-
laciones de recurrencia
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(i) Recurrencia ascendente:
Pn+1(z) = zPn(z) + Pn+1(0)P∗n(z). (4.1.3)
(ii) Recurrencia descendente
Pn+1(z) =
(
1 − |Pn+1(0)|2
)
zPn(z) + Pn+1(0)P∗n+1(z), (4.1.4)
donde P∗n(z) = z
nPn(z¯−1)
Las evaluaciones Pn+1(0) de los polinomios ortogonales en z = 0 se denominan
coeficientes de reflexión.
Una demostración de este resultado utilizando los generadores de espacios
de estado de la matriz de Toeplitz T aparece en [43]. Sin embargo, utilizando el
hecho de que el operador de multiplicación por z es unitario respecto al funcional
bilineal L se puede dar una demostración alternativa.
Lema 4.1.4 Si Jn ∈ Cn+1,n+1 es una matriz con 1 en la anti-diagonal principal y
las restantes entradas son nulas, entonces
JnT¯nJn = Tn
Demostración: Es inmediata teniendo en cuenta que Tn es una matriz Toeplitz y
Hermitiana.

Lema 4.1.5
L
(
P∗n, z
k
)
= 0, k = 1, 2, . . . , n,
L (P∗n, 1) = kn.
Demostración:
Si Pn(z) = zn + an,1zn−1 + · · · + an,n entonces tenemos
[an,n, . . . , an,1, 1]Tn = [0, 0, . . . , 0, kn].
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Considerando conjugados[
a¯n,n, . . . , a¯n,1, 1
]
Tn = [0, 0, . . . , 0, kn][
1, a¯n,1, . . . , a¯n,n
]
JnTn = [0, 0, . . . , 0, kn].
Multiplicando a la derecha por Jn
[1, a¯n,1, . . . , a¯n,n]Tn = [kn, 0, . . . , 0].
De aquí se sigue el enunciado.

Demostración (de Proposición 4.1.3):
(i) Pn+1(z) − zPn(z) ∈ Pn y, además,
L
(
Pn+1(z) − zPn(z), zk
)
= 0,
para k = 1, 2, . . . , n.
Por tanto, Pn+1(z) − zPn(z) = λnP∗n(z). Evaluando esta igualdad en z = 0 se
tiene λn = Pn+1(0), de donde se sigue el enunciado.
(ii) Pn+1(z) − Pn+1(0)P∗n+1(z) ∈ zPn y, además,
L
(
Pn+1(z) − Pn+1(0)P∗n+1(z), zk
)
= 0,
para k = 1, 2, . . . , n.
Por tanto,
Pn+1(z) − Pn+1(z)P∗n+1(z) = ξnzPn(z). (4.1.5)
Identificando los coeficientes de zn+1 en ambos miembros de la igualdad
anterior, se tiene ξn = 1 − |Pn+1(0)|2, de donde se sigue el enunciado.

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Corolario 4.1.6
kn+1
kn
= 1 − |Pn+1(0)|2 , n ∈ N.
Demostración: Es una consecuencia inmediata de multiplicar los dos miembros
de la igualdad (4.1.5) por zPn(z) y aplicar el producto escalar.

De aquí se sigue que |Pn+1(0)| , 1. Recíprocamente, dada una sucesión {an}n>0
de números complejos tales que |an| , 1 existe un único funcional lineal hermi-
tiano S tal que la correspondiente sucesión de polinomios ortogonales mónicos
{Pn}n>0 satisface Pn+1(0) = an. Para ello, basta utilizar la recurrencia ascendente y
construir la familia de polinomios mónicos {Pn}n>0 de manera que los momentos
se determinan de forma recurrente a partir de
L (zPn(z), 1) = −Pn+1(0)kn,
esto es,
c−n−1 + an,1c−n + · · · + an,nc−1 = −Pn+1(0)kn,
para n ∈ N con k0 = c0, donde L viene dado en términos de S tal y como se ha
indicado al comienzo de esta sección.
Este resultado es una extensión al caso de los polinomios ortogonales sobre la
circunferencia unidad del teorema de Favard (véase [1]).
Notemos que L es cuasi-definido si y sólo si |Pn(0)| , 1 para todo n > 1. L es
definido positivo si y sólo si |Pn(0)| < 1 para todo n > 1.
Por otra parte, si L es definido positivo y Pn(α) = 0, entonces |α| < 1. Si L es
cuasi-definido se tiene el siguiente resultado
Lema 4.1.7 ([22]) Sean L un funcional bilineal cuasi-definido, {Pn}n>0 la suce-
sión de polinomios ortogonales mónicos con respecto a L, y α ∈ C.
(i) Si Pn(α) = 0 y |α| , 1, entonces P∗n(α) , 0.
(ii) Si |α| = 1, entonces Pn(α) , 0 para todo n > 0.
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Demostración: (i) Si existe un n ∈ N tal que Pn(α) = P∗n(α) = 0 con |α| , 1,
entonces aplicando reiteradamente la relación de recurrencia regresiva, tenemos
P1(α) = P∗1(α) = 0. En consecuencia
P1(z) = z − α y P∗1(z) = 1 − αz¯,
y por tanto, se tiene que P∗1(α) = 1 − |α|2 = 0, contradiciendo así la hipótesis.
(ii) Sea |α| = 1. Si Pn0(α) = 0 para algún n0 ∈ N entonces P∗n0(α) = 0. Usando
reiteradamente la relación de recurrencia regresiva, obtenemos
P1(z) = z − α,
lo que implica |P1(0)| = 1, lo que nos llevaría a una contradicción. Por tanto,
Pn(α) , 0 para todo n > 1.

El núcleo reproductor de grado n, Kn(z, ζ), respecto a la familia {Pn}n>0 se
define mediante
Kn(z, ζ) =
n∑
j=0
P j(z)P j(ζ)
k j
. (4.1.6)
Teorema 4.1.8 ([25], [34], [68], [72]) Sean ζ ∈ C y p ∈ Pn. Entonces se verifican
las siguientes propiedades:
(i) Propiedad reproductora:
L(p(z),Kn(z, ζ)) = p(ζ). (4.1.7)
(ii) Fórmula de Christoffel-Darboux:
Kn(z, ζ) =
P∗n+1(z)P
∗
n+1(ζ) − Pn+1(z)Pn+1(ζ)
kn+1(1 − zζ¯) . (4.1.8)
Si el funcional bilineal L es definido positivo, la expresión (4.1.6) se transfor-
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ma en
Kn(z, ζ) =
n∑
j=0
ϕ j(z)ϕ j(ζ). (4.1.9)
En este caso, diremos que Kn(z, ζ) es el núcleo reproductor de grado n asociado
a la familia {ϕn}n>0, y satisface
Proposición 4.1.9 Si Kn(z, ζ) =
n∑
j=0
ϕ j(z)ϕ j(ζ) es el núcleo reproductor asociado
a {ϕn}n>0, entonces
Kn(z, 0) =
n∑
j=0
ϕ j(0)ϕ j(z) = κnϕ∗n(z), (4.1.10)
y
Kn(0, 0) =
n∑
j=0
|ϕ j(0)|2 = κ2n. (4.1.11)
De la relación (4.1.11) se tiene
κ2n − κ2n−1 = |ϕn(0)|2 = κ2n|Pn(0)|2,
de donde se sigue que (
κn−1
κn
)2
= 1 − |Pn(0)|2, n ∈ N. (4.1.12)
En el caso definido positivo, el núcleo reproductor de grado n está asociado
con el siguiente problema extremal
λn(y) = mı´n
{∫ 2pi
0
|p(eiθ)|2dµ(θ) : deg p 6 n, p(y) = 1
}
.
De hecho,
λn(y) :=
1
Kn(y, y)
,
4.2. Polinomios ortogonales en la circunferencia unidad y transformaciones
espectrales 83
siendo
Kn(z, y)
Kn(y, y)
el polinomio en el que se alcanza dicho mínimo.
Para cada y ∈ C, λn(y) es una función decreciente con respecto a n y, en
consecuencia, podemos definir
λ∞(y) = lı´m
n→∞ λn(y)
= ı´nf
{∫ 2pi
0
|p(eiθ)|2dµ(θ) : p ∈ P, p(y) = 1
}
> 0.
λ∞ se denomina Función de Christoffel asociada a µ. Uno de los resultados prin-
cipales de relativos a la función de Christoffel se muestra a continuación
Proposición 4.1.10 ([68], Thm. 2.2.1) Sea µ una medida de probabilidad no tri-
vial soportada en el círculo unidad.
(i) Si |y| > 1, entonces λ∞(y) = 0.
(ii) Si |y| = 1, entonces λ∞(y) = µ ({y}).
(iii) Si
∞∑
n=0
|Pn(0)|2 = +∞, entonces λ∞(y) = 0 para todo y ∈ C con |y| < 1.
(iv) Si
∞∑
n=0
|Pn(0)|2 < +∞, entonces λ∞(y) > 0 para todo y ∈ C con |y| < 1.
Por otra parte,
λ∞(0) =
∞∏
n=1
(
1 − |Pn(0)|2
)
.
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dad y transformaciones espectrales
Sea F : Ω ⊂ C 7→ C una función compleja que es analítica en un entorno de
z = 0, i. e.
F(z) = c0 + 2
∞∑
k=1
ckzk, (4.2.1)
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donde c0 ∈ R , ck ∈ C para k ∈ N y lı´m sup |ck| 1k < ∞. A dicha función le podemos
asociar un funcional lineal SF definido en el espacio de los polinomios de Laurent
Λ de manera que
SF
(
zk
)
= c−k, k ∈ Z,
donde asumimos que c−k = c¯k, k ∈ N. SF define una aplicación bilineal 〈 , 〉 en el
espacio P de los polinomios con coeficientes complejos de la siguiente forma
〈p, q〉SF = SF
(
p(z)q¯(z−1)
)
.
La aplicación bilineal 〈·, ·〉SF satisface las propiedades (i) y (ii) de los produc-
tos escalares introducidos en la sección 1.4. Si, además, se satisface (iii) diremos
que SF es un funcional definido positivo. En este caso (véase [21], [24]), existe
una medida no trivial µ soportada en la circunferencia unidad de manera que
F(z) =
1
2pi
∫ 2pi
0
eiθ + z
eiθ − zdµ. (4.2.2)
Definición 4.2.1 ([24], [63]) Una función compleja F que admite una represen-
tación de la forma (4.2.2) donde µ es una medida positiva se denomina función
de Carathéodory (C-función).
Es inmediato probar que F es C-función si y sólo si F es analítica en D = {z ∈
C : |z| < 1} y Re (F(z)) > 0 para |z| < 1.
De acuerdo con este resultado, F es una C-función si y sólo si
1
F
es una C-
función.
Definición 4.2.2 ([24], [68]) Los polinomios mónicos Ωn de grado n definidos
mediante
Ωn(z) =
1
c0
SF
(
y+z
y−z (Pn(y) − Pn(z))
)
(4.2.3)
se denominan polinomios de segunda especie asociados al funcional SF .
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Es un sencillo ejercicio comprobar que
Ωn+1(z) = zΩn(z) − Pn+1(0)Ω∗n(z)
y, por tanto, {Ωn}n>0 es una sucesión de polinomios ortogonales mónicos respecto
a un funcional lineal SF˜ .
Proposición 4.2.3 ([64])
(i)
 F(z)Pn(z) + Ωn(z) = O (zn) ,F(z)P∗n(z) −Ω∗n(z) = O (zn+1) .
(ii) F˜(z) =
1
F(z)
.
De esta forma, aparece un primer ejemplo de lo que denominaremos transfor-
mación espectral de funcionales lineales SF .
Definición 4.2.4 Dada una función F analítica en un entorno de z = 0 diremos
que F˜, función analítica en un entorno de z = 0, es una transformación espectral
racional de F si existen polinomios A, B, C, D tales que
F˜(z) =
A(z)F(z) + B(z)
C(z)F(z) + D(z)
, (4.2.4)
con A(z)D(z) − B(z)C(z) , 0.
Si {Pn}n>0 es una sucesión de polinomios ortogonales mónicos respecto a SF ,
parece natural analizar las condiciones necesarias y suficientes para la existencia
de una sucesión de polinomios ortogonales mónicos respecto a SF˜ . Este es un
problema abierto. Algunas situaciones particulares han sido estudiadas en [63].
Mostraremos a continuación algunos ejemplos de transformaciones raciona-
les.
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4.2.1. Transformación de Christoffel
Considérese un funcional lineal υ tal que la forma bilineal asociada satisface
〈p, q〉υ = 〈(z − a)p, (z − a)q〉SF , a ∈ C. (4.2.5)
υ = Ca (SF) se denomina transformada canónica de Christoffel de SF .
Veamos que F˜(z) = v0 + 2
∞∑
k=1
vkzk, donde v−k = υ
(
zk
)
es una transformación
racional de F.
v−k = υ
(
zk
)
= 〈zk, 1〉υ
= 〈(z − a)zk, z − a〉SF = 〈zk+1 − azk, z − a〉SF
= c−k − ac−(k−1) − a¯c−(k+1) + |a|2c−k
=
(
1 + |a|2
)
c−k − ac−(k−1) − a¯c−(k+1).
De esta manera,
F˜(z) = v0 + 2
∞∑
k=1
vkzk
=
(
1 + |a|2
)
c0 − ac1 − a¯c−1 − 2a¯
∞∑
k=1
ck−1zk − 2a
∞∑
k=1
ck+1zk+
+2
∞∑
k=1
(
1 + |a|2
)
ckzk
=
(
1 + |a|2
)
F(z) − a¯
c−1 + 2 ∞∑
k=0
ckzk+1
 − a c1 + 2 ∞∑
k=2
ckzk−1
 ,
y, como consecuencia
F˜(z) =
(
1 + |a|2
)
F(z) − a¯
(
c−1 + z (F(z) + c0)
)
− a
(
c1 +
1
z
(F(z) − c0 − 2c1z)
)
=
(
1 + |a|2 − a¯z − a
z
)
F(z) + a
(
c1 +
c0
z
)
− a¯ (c−1 + c0z) .
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Proposición 4.2.5
F˜(z) =
A(z)F(z) + B(z)
D(z)
,
donde
A(z) = −a¯z2 +
(
1 + |a|2
)
z − a,
B(z) = −a¯c0z2 + (ac1 − a¯c−1) z + ac0,
D(z) = z.
En el caso definido positivo, iteraciones de estas transformaciones de Chris-
toffel han sido estudiadas en [27], [40] y [49].
4.2.2. Transformación de Uvarov
Considérese un funcional lineal υ tal que la forma bilineal asociada satisface
〈p, q〉υ = 〈p, q〉SF + mp(a)q¯(a−1) + mp(a¯−1)q(a), (4.2.6)
con |a| , 1 y m ∈ C. υ = Ua,m (SF) se denomina transformada canónica de Uvarov
de SF .
Veamos que F˜(z) = v0 + 2
∞∑
k=1
vkzk, donde v−k = υ
(
zk
)
es una transformación
racional de F.
v−k = 〈zk, 1〉υ = 〈zk, 1〉SF + mak + ma¯−k.
Así pues
F˜(z) = c0 + m + m + 2
∞∑
k=1
(
ck + ma¯k + ma−k
)
zk
= F(z) + m
1 + 2 ∞∑
k=1
a¯kzk
 + m 1 + 2 ∞∑
k=1
a−kzk

= F(z) + m
1 + a¯z
1 − a¯z + m
a + z
a − z
= F(z) +
a (m + m) +
(
1 − |a|2
)
(m − m) z − a¯ (m + m) z2
(z − a)(a¯z − 1) .
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Proposición 4.2.6
F˜(z) =
A(z)F(z) + B(z)
D(z)
,
donde
A(z) = D(z) = (z − a)(a¯z − 1),
B(z) = (a − a¯z2) (m + m) +
(
1 − |a|2
)
(m − m) z.
Propiedades asintóticas de polinomios ortogonales asociados a algunos casos
particulares de transformadas de Uvarov han sido analizadas en [53].
4.2.3. Transformación de Geronimus
Considérese un funcional lineal υ tal que la forma bilineal asociada satisface
〈(z − a)p, (z − a)q〉υ = 〈p, q〉SF , a , 0. (4.2.7)
υ = Ga (SF) se denomina transformada canónica de Geronimus de SF . Enton-
ces
ck = 〈1, zk〉SF = 〈z − a, zk(z − a)〉υ
= vk
(
1 + |a|2
)
− avk+1 − a¯vk−1, k > 0. (4.2.8)
Haciendo sk =
ck
a¯k
, tk =
vk
a¯k
, la anterior expresión resulta ser
sk =
(
1 + |a|2
)
tk − |a|2tk+1 − tk−1, k > 0,
de modo que
sk = tk − tk−1 − |a|2 (tk+1 − tk) , k > 0.
Si hacemos qk = tk − tk−1, k > 0,
sk = qk − |a|2qk−1, k > 0,
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y, por tanto,
qk =
q0 − s0 − |a|2s1 − · · · − |a|2k−2sk−1
|a|2k
=
q0 − c0 − ac1 − · · · − ak−1ck−1
|a|2k , k > 1, (4.2.9)
así como
q0 = t0 − t−1 = v0 − a¯v¯1
q1 =
q0 − c0
|a|2 = t1 − t0 =
v1
a¯
− v0.
q0 aparece como un parámetro libre. De esta forma
v0 − av1 = q¯0
v0 − v−1a¯ =
c0 − q0
|a|2
(4.2.10)
y, por tanto, (
1 − |a|2
)
v0 = 2Re (q0) − c0,
esto es, v0 ∈ R. Si asumimos |a| , 1, v0 queda unívocamente determinado y de
(4.2.10) deducimos v1. Reiterando (4.2.9) se sigue que
vk
a¯k
= v0 +
k∑
j=1
q j, k > 2.
Por tanto, disponemos de un grado de libertad que es la elección de q0. Por
otra parte, multiplicando en (4.2.8) por zk, k > 1, se tiene
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F(z) = v0
(
1 + |a|2
)
− av1 − a¯v¯1 + 2
(
1 + |a|2
) ∞∑
k=1
vkzk − 2a
∞∑
k=1
vk+1zk − 2a¯
∞∑
k=1
vk−1zk
=
(
1 + |a|2
)
F˜(z) − a
v1 + 2z
∞∑
k=2
vkzk
 − a¯ v¯1 + 2z ∞∑
k=0
vkzk

=
(
1 + |a|2
)
F˜(z) − a
(
v1 +
1
z
(
F˜(z) − v0 − 2v1z
))
− a¯
(
v¯1 + z
(
v0 + F˜(z)
))
=
(
1 + |a|2
)
F˜(z) + a
(
v1 +
v0
z
)
− a
z
F˜(z) − a¯ (v¯1 + v0z) − a¯zF˜(z)
=
(
1 + |a|2 − a
z
− a¯z
)
F˜(z) + av1 − a¯v¯1 + v0
(a
z
− a¯z
)
=
(
1 + |a|2 − a
z
− a¯z
)
F˜(z) + v0 − q¯0 − v¯0 + q0 + v0
(a
z
− a¯z
)
. (4.2.11)
Así pues,
Proposición 4.2.7
F˜(z) =
A(z)F(z) + B(z)
D(z)
,
donde
A(z) = z,
B(z) = a¯v0z2 − 2iIm (q0) z − av0,
D(z) = −a¯z2 +
(
1 + |a|2
)
z − a.
Teniendo en cuenta que
F˜(z) =
A(z)
D(z)
F(z) +
B(z)
D(z)
=
A(z)
D(z)
F(z) +
a¯v0z2 − 2iIm (q0) z − av0
−a¯z2 + (1 + |a|2) z − a
=
A(z)
D(z)
F(z) +
(
a¯z2 − a
)
(q0 + q¯0 − c0) −
(
1 − |a|2
)
(q0 − q¯0) z(
1 − |a|2) (−a¯z2 + (1 + |a|2) z − a)
=
A(z)
D(z)
F(z) +
(
a¯z2 − a
) (
l0 + l¯0
)
+
(
1 − |a|2
) (
l0 − l¯0
)
z
−a¯z2 + (1 + |a|2) z − a
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con l0 =
q¯0 − c02
1 − |a|2 , de modo que
F˜(z) =
A(z)
D(z)
F(z) +
(
a¯z2 − a
) (
l0 + l¯0
)
+
(
1 − |a|2
) (
l0 − l¯0
)
z
(a¯z − 1) (z − a)
=
A(z)
D(z)
F(z) + m
a + z
a − z + m
1 + a¯z
1 − a¯z ,
donde m = l¯0 =
q0 − c02
1 − |a|2 .
En el caso definido positivo, un ejemplo de transformación de Geronimus con
m = 0 ha sido analizado en [28], así como en [6], [56], [57] en el marco de proble-
mas inversos para polinomios ortogonales que se expresan como combinaciones
lineales, a su vez, de polinomios ortogonales.
Proposición 4.2.8
(i) Ga ◦Ca = Ua,m˜.
(ii) Ca ◦Ga = Id.
Demostración:
(i) Sea G la función analítica asociada al funcional Ca. Entonces, de acuerdo
con la Proposición 4.2.5
G(z) =
A(z)
z
F(z) −
(
a¯c0z − (ac1 − a¯c¯1) − ac01z
)
donde A(z) = −(a¯z − 1)(z − a).
Si H es la función analítica asociada al funcional Ga ◦Ca de acuerdo con la
92 Transformaciones espectrales para matrices hermitianas Toeplitz
Proposición 4.2.7,
H(z) =
z
A(z)
G(z) + m
a + z
a − z + m
1 + a¯z
1 − a¯z
= F(z) +
a¯c0z2 − (ac1 − a¯c¯1)z − ac0
(a¯z − 1) (z − a) + m
a + z
a − z + m
1 + a¯z
1 − a¯z
= F(z) + m˜
a + z
a − z + m˜
1 + a¯z
1 − a¯z
donde
m˜ = m − 1
2
(
c0 +
ac1 − a¯c¯1
1 − |a|2
)
.
(ii) Sea F˜ la función analítica asociada al funcional υ = Ga. Entonces, de acuer-
do con la Proposición 4.2.7
F˜(z) =
z
A(z)
F(z) + m
a + z
a − z + m
1 + a¯z
1 − a¯z ,
donde A(z) = −(a¯z − 1)(z − a).
Si K es la función analítica asociada al funcional Ca ◦Ga de acuerdo con la
Proposición 4.2.5 se tiene
K(z) =
A(z)
z
F˜(z) −
(
a¯v0z + (av1 − a¯v¯1) − av0z
)
= F(z) +
A(z)
z
(
m
a + z
a − z + m
1 + a¯z
1 − a¯z
)
− A(z)
z
(
m
a + z
a − z + m
1 + a¯z
1 − a¯z
)
= F(z).

Las transformaciones de Christoffel, Uvarov y Geronimus se denominan trans-
formaciones espectrales lineales canónicas. En un caso definido positivo, corres-
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ponden a transformaciones de las medidas dadas por
dµ˜ =
∣∣∣eiθ − a∣∣∣2 dµ,
dµ˜ = dµ + mδa + mδa¯−1 , |a| , 1,
dµ˜ =
dµ
|eiθ − a|2 + mδa + mδa¯−1 , |a| , 1,
respectivamente.
Ejemplos de transformaciones espectrales racionales propias aparecen en la li-
teratura cuando se perturban los parámetros de reflexión mediante desplazamien-
tos en los subíndices (véase [63]).
4.3. Matrices de Hessenberg asociadas a polinomios
ortogonales
Teniendo en cuenta que {Pn}n>0 es una base ortogonal en P, y combinando la
fórmula de Christoffel-Darboux y las relaciones de recurrencia (4.1.3) y (4.1.4) se
obtiene
zPn(z) = Pn+1(z) −
n∑
j=0
kn
k j
Pn+1(0)P j(0)P j(z). (4.3.1)
En notación matricial la relación anterior se traduce en
zP(z) = HPP(z)
donde P(z) =
[
P0(z), P1(z), . . .
]t y HP es una matriz de Hessenberg inferior
HP =

h0,0 1 0 0 · · ·
h1,0 h1,1 1 0 · · ·
h2,0 h2,1 h2,2 1
. . .
...
...
...
. . .
. . .

, (4.3.2)
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cuyas entradas son
hk, j =

1, si j = k + 1,
kk
k j
Pk+1(0)P j(0), si j 6 k,
0, si j > k + 1.
En lo sucesivo, diremos que HP es la matriz de Hessenberg asociada a la fa-
milia de polinomios ortogonales mónicos {Pn}n>0.
En el caso definido positivo, si {ϕn}n>0 es la base de P formada por los polino-
mios ortonormales, la relación (4.3.1) se convierte en
zϕn(z) =
κn
κn+1
ϕn+1(z) − Pn+1(0)
κn
n∑
j=0
κ jP j(0)ϕ j(z), n > 0. (4.3.3)
Si escribimos la relación anterior en forma matricial obtenemos
zϕ(z) = Hϕϕ(z),
donde ϕ(z) =
[
ϕ0(z), ϕ1(z), . . . ]t y Hϕ es una matriz de Hessenberg inferior con
entradas
hn, j =

− κ j
κn
Pn+1(0)P j(0), si 0 6 j 6 n,
κn
κn+1
, si j = n + 1,
0, si j > n + 1.
Nota 4.3.1 (i) Dado un funcional bilinealF enP, sea P(z) := [p0(z), p1(z), . . .]t
con pk(z) ∈ P, k = 0, 1, 2, . . . La expresión F (P, Pt) denota una matriz semi-
infinita cuyas entradas están dadas por(
F (P, Pt)
)
k, j
= F (pk, p j), k, j = 0, 1, 2, . . .
(ii) Sea A una matriz con entradas complejas. En lo sucesivo, las expresiones
A(n) y
(
A
)
(n) denotan la n-ésima fila de la matriz A. Análogamente, A
(n) y
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(
A
)(n) denotan la n-ésima columna de A.
Proposición 4.3.2 Sea L un funcional bilineal definido positivo sobre la circun-
ferencia unidad. Si {ϕn}n>0 es la sucesión de polinomios ortonormales correspon-
diente a L y Hϕ es la matriz Hessenberg inferior tal que
zϕ(z) = Hϕϕ(z),
donde ϕ(z) =
[
ϕ0(z), ϕ1(z), . . . ]t, entonces
(i) HϕH∗ϕ = I,
(ii) H∗ϕHϕ = I − λ∞(0)ϕ(0)ϕ(0)∗,
donde I es la matriz unidad semi-infinita.
Demostración: (i) El funcional bilineal L satisface
L(zp, zq) = L(p, q), para todo p, q ∈ P.
Entonces
HϕH∗ϕ = HϕL(ϕ,ϕt)H∗ϕ
= L(Hϕϕ,ϕtHtϕ)
= L(zϕ, zϕt) = L(ϕ,ϕt) = I.
(ii) Para n > 0, tenemos
(
H∗ϕ
)
(n)
(
Hϕ
)(n)
=
(
κn−1
κn
)2
+ |Pn(0)|2|Pn+1(0)|2 + κ2n|Pn(0)|2
∞∑
j=n+1
|P j+1(0)|2
κ2j
.
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Usando, en forma reiterada, la relación (4.1.12), se deduce
(
H∗ϕ
)
(n)
(
Hϕ
)(n)
= 1 −
(
κn
κn+1
)2 |Pn(0)|2 (1 − |Pn+1(0)|2) + κ2n|Pn(0)|2 ∞∑
j=n+1
|P j+1(0)|2
κ2j
= 1 −
(
κn
κn+2
)2 |Pn(0)|2 (1 − |Pn+2(0)|2) + κ2n|Pn(0)|2 ∞∑
j=n+2
|P j+1(0)|2
κ2j
...
= 1 − κ2n|Pn(0)|2 lı´mj→∞
1
κ2j
= 1 − |ϕn(0)|2 lı´m
j→∞
1
K j(0, 0)
= 1 − |ϕn(0)|2λ∞(0).
Por otra parte, para 0 6 j < n,
(
H∗ϕ
)
(n)
(
Hϕ
)( j)
= ϕn(0)ϕ j(0)
− 1κ2n +
∞∑
l=n
|Pl+1(0)|2
κ2l
 .
Usando la relación (4.1.12),
(
H∗ϕ
)
(n)
(
Hϕ
)( j)
= ϕn(0)ϕ j(0)
− 1κ2n+1 +
∞∑
l=n+1
|Pl+1(0)|2
κ2l

= ϕn(0)ϕ j(0)
− 1κ2n+2 +
∞∑
l=n+2
|Pl+1(0)|2
κ2l
 .
Finalmente, si aplicamos reiteradamente (4.1.12), se obtiene
(
H∗ϕ
)
(n)
(
Hϕ
)( j)
= ϕn(0)ϕ j(0) lı´m
l→∞
1
κ2l
= ϕn(0)ϕ j(0) lı´m
l→∞
1
Kl(0, 0)
= ϕn(0)ϕ j(0)λ∞(0).

Corolario 4.3.3 La matriz Hϕ es unitaria si y sólo si
∞∑
n=0
|Pn(0)|2 = +∞, lo que se
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traduce en términos de la medida µ en que log µ′ < L1
(
dθ
2pi
)
, esto es, la medida µ
no pertenece a la clase de Szego˝ (ver [68]).
4.4. Funcionales lineales cuasi-definidos y la facto-
rización LU
Consideremos un funcional bilineal hermitiano cuasi-definido L. Sean α ∈ C
y el funcional bilineal L1 definido mediante
L1(p, q) := L((z − α)p, q), p, q ∈ P. (4.4.1)
El funcionalL1 no es hermitiano y, por tanto, no hay garantías de la existencia
de una sucesión de polinomios ortogonales con respecto a L1. Sin embargo po-
demos analizar la existencia de sucesiones polinómicas que sean ortogonales a la
derecha o izquierda con respecto a L1.
Definición 4.4.1 Sean F un funcional bilineal en P y {Ln}n>0, {Rn}n>0 sucesiones
de polinomios mónicos. Entonces
(i) Diremos que {Ln}n>0 es una sucesión de polinomios ortogonales por la iz-
quierda con respecto a F si, para todo n > 0, se cumple
deg Ln = n,
F
(
Ln(z), zk
)
= 0, 0 6 k 6 n − 1,
F (Ln(z), zn) , 0.
(ii) Diremos que {Rn}n>0 es una sucesión de polinomios ortogonales por la iz-
quierda con respecto a F si, para todo n > 0, se tiene
degRn = n,
F
(
zk,Rn(z)
)
= 0, 0 6 k 6 n − 1,
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F (zn,Rn(z)) , 0.
Teniendo en cuenta la definición anterior podemos probar la siguiente
Proposición 4.4.2 Consideremos un funcional bilineal hermitiano cuasi-definido
L y su correspondiente familia de polinomios ortogonales mónicos {Pn}n>0. Sea
L1 definido como en (4.4.1), con α ∈ C tal que Pn(α) , 0 para todo n > 1.
Entonces
(i) La sucesión {Rn}n>0 dada por
Rn(z, α) =
kn
Pn(α)
Kn(z, α) = Pn(z) +
kn
Pn(α)
n−1∑
j=0
k−1j P j(α)P j(z), n > 0
(4.4.2)
es ortogonal a la derecha con respecto a L1. De nuevo, Kn es el núcleo
polinómico de grado n correspondiente a la familia {Pn}n>0.
(ii) La sucesión {S n}n>0 definida por
S n(z, α) =
1
z − α
(
Pn+1(z) − Pn+1(α)Pn(α) Pn(z)
)
, n > 0 (4.4.3)
es ortogonal a la izquierda con respecto a L1.
Demostración: (i) De (4.4.2) se deduce fácilmente que degRn = deg Pn = n, para
todo n > 0.
Usando la propiedad reproductora (4.1.7) y la fórmula de Christoffel-Darboux
4.4. Funcionales lineales cuasi-definidos y la factorización LU 99
(4.1.8), para 0 6 k 6 n se tiene
L1
(
zk,Rn(z, α)
)
=
kn
Pn(α)
L1
(
zk,Kn(z, α)
)
=
kn
Pn(α)
L
(
zk(z − α),Kn(z, α)
)
=
kn
Pn(α)
L
(
zk(z − α),Kn+1(z, α) − k−1n+1Pn+1(z)Pn+1(α)
)
= −knPn+1(α)Pn(α) δn,k.
(ii) Partiendo de (4.4.3), es fácil comprobar que deg S n = n para todo n > 0.
Para 0 6 k 6 n, obtenemos
L1
(
S n(z, α), zk
)
= L
(
(z − α)S n(z, α), zk
)
= L
(
Pn+1(z) − Pn+1(α)Pn(α) Pn(z), z
k
)
= L
(
Pn+1(z), zk
)
− Pn+1(α)
Pn(α)
L
(
Pn(z), zk
)
= −knPn+1(α)Pn(α) δn,k.

La sucesión {S n(z, α)}n>0 fue usada en [11] para el estudio de perturbaciones
no-simétricas de funcionales bilineales simétricos. En [17], de manera alternativa,
se trabaja con la familia {Rn(z, α)}n>0.
Sean HP y HR las matrices de Hessenberg inferiores asociadas a {Pn(z)}n>0 y
{Rn(z, α)}n>0, respectivamente. Vamos a establecer una relación entre HP y HR. Pa-
ra ello, dado que tanto {Pn(z)}n>0 como {Rn(z, α)}n>0 son bases de polinomios mó-
nicos en el espacio lineal P de los polinomios con coeficientes complejos, existe
una matriz triangular inferior LPR con 1 como entradas en la diagonal principal tal
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que
R(z) = LPRP(z),
donde P(z) = [P0(z), P1(z), . . .]t y R(z) = [R0(z, α), R1(z, α), . . .]t. Las entradas
de la matriz LPR están dadas por
(LPR)k, j =

1 si k = j,
kkP j(α)
k jPk(α)
si k > j,
0 si k < j.
Lema 4.4.3 Consideremos el funcional bilineal L1 definido en (4.4.1) y P(z) =
[P0(z), P1(z), . . .]t. Sea DP = L(P, Pt), entonces
(i) L1 (P, Pt) = (HP − αI)DP,
(ii) L1 ((z − α)P, Pt) = (HP − αI)2 DP.
Demostración: (i)
L1 (P, Pt) = L ((z − α)P, Pt) = L ((HP − αI) P, Pt)
= (HP − αI)L(P, Pt) = (HP − αI)DP.
De forma análoga se demuestra el segundo enunciado.

Debido al carácter ortogonal de la familia {Pn}n>0, la matriz DP es una matriz
diagonal, no singular, cuyas entradas son
(DP)k, j =
 k j si k = j,0 si k , j.
Dado que la familia {Rn}n>0 es ortogonal a la derecha con respecto a L1, en-
tonces la matriz DR es triangular inferior no singular y sus entradas vienen dadas
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por
(
DR
)
k, j
=

kkk j
Pk(α)P j(α)
 k∑
l=0
Pl(α)Pl−1(α)kl−1 + Pl(α)Pl(0)kl k∑
i=l
Pi+1(0)Pi(α)

−αK j(α, α)
]
, si j 6 k,
0, si j > k,
asumiendo que P−1(z) = 0.
Proposición 4.4.4 Sea LPR la matriz de cambio de base tal que R(z) = LPRP(z).
Entonces HP − αI = LU, donde
L = L−1PRDR (4.4.4)
es una matriz triangular inferior, y
U = L−∗PRD
−1
P (4.4.5)
es una matriz triangular superior.
Demostración: Del lema 4.4.3, se tiene
(HP − αI)DP = L1 (P, Pt)
= L1
(
L−1PRR,R
tL−tPR
)
= L−1PRL1
(
R,Rt
)
L−∗PR
= L−1PRDRL
−∗
PR.
De esta forma,
HP − αI = L−1PRDRL−∗PRD−1P .

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La proposición anterior nos brinda una factorización LU de la matriz HP − αI
que no es única.
Ahora mostramos la relación entre las matrices HP y HR.
Proposición 4.4.5 Si HP−αI = LU, donde L y U están dadas por (4.4.4) y (4.4.5),
respectivamente, entonces
HR = DR (UL)D−1R + αI,
donde DR = L1(R,Rt).
Demostración: De la proposición anterior, se sigue que
L1 ((z − α)R,Rt) = L1 ((z − α)LPRP, PtLtPR)
= LPRL1 ((z − α)P, Pt) L∗PR
= LPR (HP − αI)2 DPL∗PR
= LPR (LU)2 DPL∗PR.
Por otra parte, se tiene
L1 ((z − α)R,Rt) = (HR − αI)L1 (R,Rt) = (HR − αI)DR.
De esta forma,
HR − αI = LPRL−1PRDRULD−1P DPD−1R = DRULD−1R .

A continuación, si perturbamos el funcional L1 de la manera siguiente
L2(p, q) := L1(p, (z − α)q) = L((z − α)p, (z − α)q), p, q ∈ P, (4.4.6)
entonces el funcional bilineal L2 es hermitiano (ver [51]), y una condición nece-
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saria y suficiente para que L2 sea cuasi-definido se muestra en el siguiente
Teorema 4.4.6 El funcional bilineal L2, definido por (4.4.6), es cuasi-definido si
y sólo si Kn(α, α) , 0, para todo n > 0.
Demostración: Supongamos que L2 es cuasi-definido y sea {Qn}n>0 la sucesión
de polinomios ortogonales mónicos asociada a L2. Denotemos por span{p(z)} al
subespacio lineal de P generado por el polinomio p ∈ P. Entonces
Pn = (z − α)Pn−1 ⊕ span{Kn(z, α)}
= span{(z − α)Qn−1(z)} ⊕ (z − α)Pn−2 ⊕ span{Kn(z, α)},
donde las sumas directas son también ortogonales.
Por otra parte,
Pn = Pn−1 ⊕ span{Pn(z)}
= span{Pn(z)} ⊕ span{Kn−1(z, α)} ⊕ (z − α)Pn−2.
De esta manera, dada la unicidad del complemento ortogonal del subespacio
vectorial (z − α)Pn−2 respecto a Pn
span{(z − α)Qn−1(z)} ⊕ span{Kn(z, α)} = span{Pn(z)} ⊕ span{Kn−1(z, α)}.
En consecuencia,
Pn(z) = (z − α)Qn−1(z) + βnKn−1(z, α). (4.4.7)
Ahora bien, si Kn0−1(α, α) = 0 para algún n0, entonces, de la expresión (4.4.7),
tenemos Pn0(α) = 0. Esto significa que
Kn(α, α) = 0, para todo n > n0,
y, por tanto,
Pn+1(α) = 0, n > n0.
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Si |α| , 1, teniendo en cuenta que P∗n(α) , 0, n > n0, así como la fórmula de
Christoffel-Darboux (4.1.8), para n > n0 obtenemos
Kn(α, α) = k−1n+1
|P∗n+1(α)|2 − |Pn+1(α)|2
1 − |α|2 = k
−1
n+1
|P∗n+1(α)|2
1 − |α|2 , 0,
contradiciendo así nuestra hipótesis.
Si |α| = 1, entonces P∗n(α) = 0, Pn−1(α) = 0 y, por tanto de la relación de
recurrencia regresiva P1(α) = 0, i. e. P1(z) = z − α, o, equivalentemente, |P1(0)| =
1, contradiciendo así, el carácter cuasi definido de L. En consecuencia Kn(α, α) ,
0, para todo n > 0.
Supongamos ahora que Kn(α, α) , 0 para todo n > 0 y consideremos la
sucesión de polinomios mónicos {Qn}n>0 definidos por
(z − α)Qn(z) = Pn+1(z) − Pn+1(α)Kn(α, α)Kn(z, α). (4.4.8)
Entonces, para 0 6 k 6 n, se tiene
L2
(
Qn(z), (z − α)k
)
= L
(
(z − α)Qn(z), (z − α)k+1
)
= L
(
Pn+1(z) − Pn+1(α)Kn(α,α)Kn(z, α), (z − α)k+1
)
= L
(
Pn+1, (z − α)k+1
)
− Pn+1(α)Kn(α,α)L
(
Kn(z, α), (z − α)k+1
)
= kn+1δn,k − Pn+1(α)Kn(α,α)L
(
Kn+1(z, α) − Pn+1(α)kn+1 Pn+1(z), (z − α)k+1
)
= kn+1δn,k + Pn+1(α)Pn+1(α)Kn(α,α) δn,k
= kn+1 Kn+1(α,α)Kn(α,α) δn,k.
Así {Qn}n>0 es la sucesión de polinomios ortogonales mónicos con respecto al
funcional L2.

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Sea HQ la matriz de Hessenberg inferior tal que
zQ(z) = HQQ(z),
donde Q(z) = [Q0(z), Q1(z), . . .]t. Mostraremos la relación entre las matrices HQ
y HR y veremos que la matriz HQ se obtiene a partir de una factorización LU de
la matriz HR. Para ello, primero probaremos el siguiente
Lema 4.4.7 Consideremos el funcional bilineal hermitianoL2, y sea HR la matriz
de Hessenberg inferior tal que zR(z) = HRR(z), con R(z) = [R0(z),R1(z), . . .]t.
Entonces
(i) L2 (R,Rt) = DR (HR − αI)∗.
(ii) L2 (R, (z − α)Rt) = DR ((HR − αI)∗)2.
Demostración: (i)
L2 (R,Rt) = L1(R, (z − α)Rt) = L1(R,Rt) (HR − αI)∗ = DR (HR − αI)∗ .
Usando un procedimiento similar, se deduce (ii).

Proposición 4.4.8 Sea LRQ la matriz triangular inferior tal que Q(z) = LRQR(z).
Entonces,
HR − αI = L−1RQU˜,
donde U˜ es una matriz triangular superior.
Demostración: Del Lema 4.4.7, se tiene
DR (HR − αI)∗ = L2 (R,Rt) = L2 (L−1RQQ,QtL−tRQ)
= L−1RQL2
(
Q,Qt
)
L−∗RQ
= L−1RQDQL
−∗
RQ,
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donde DQ = L2 (Q,Qt) es una matriz diagonal no singular. De esta forma
HR − αI = L−1RQD∗Q
(
DRLRQ
)−∗ .
En consecuencia podemos ver que
HR − αI = L˜U˜,
con L˜ = L−1RQ y U˜ = D
∗
Q
(
DRLRQ
)−∗.

La estructura de la matriz DQ proviene de la caracterización de ortogonalidad
de la familia {Qn}n>0. Las entradas de la matriz DQ están dadas por
(
DQ
)
k, j =
 k j
K j+1(α,α)
K j(α,α)
si k = j,
0, si k , j.
Por otra parte, las entradas de la matriz cambio de base LRQ son
(
LRQ
)
n, j =

Pn+1(α)K j(α,α)
P j+1(α)Kn(α,α)
si n > j,
0, si n < j.
Proposición 4.4.9 Sea LRQ la matriz triangular inferior tal que Q = LRQR. Si
HR − αI = L˜U˜ es la factorización LU sin pivoteo de HR − αI, entonces
HQ − αI = U˜L˜.
Demostración:
L2 (Q, (z − α)Qt) = L2 (LRQR, (z − α)RtLRQ)
= LRQL2 (R, (z − α)Rt) L∗RQ.
De esta manera
L2 (Q,Qt) (HQ − αI)∗ = LRQDR ((HR − αI)∗)2 L∗RQ,
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o, equivalentemente,
DQ
(
HQ − αI)∗ = LRQDRD−1R L−1RQDQL−∗RQD−1R L−1RQDQL−∗RQL∗RQ.
Finalmente (
HQ − αI)∗ = L∗RQD−1R LRQDQ, i. e.,
HQ − αI = D∗QL−∗RQD−∗R L−1RQ = U˜L˜.

4.5. Funcionales lineales definidos positivos y la fac-
torización QR
Supongamos ahora que el funcional bilineal L es definido positivo, y sea
{ϕn}n>0 la sucesión de polinomios ortonormales con respecto a L, dada por
ϕn(z) = κnPn(z),
donde κn = k
− 12
n .
Nos ocuparemos de la perturbación polinómica L2 del funcional L introdu-
cida en (4.4.6). Notemos que el nuevo funcional L2 es también hermitiano y de-
finido positivo y, por tanto, podemos considerar la familia {ψn}n>0 de polinomios
ortonormales asociada al funcional L2.
Nuestro objetivo es hallar la relación entre las matrices de Hessenberg Hϕ y
Hψ asociadas al operador de multiplicación por z en {ϕn}n>0 y {ψn}n>0 respectiva-
mente. En primer lugar, deduciremos una expresión que relacione los polinomios
ortonormales {ϕn}n>0 y {ψn}n>0 con respecto a L y L2, respectivamente. Así, obte-
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nemos a partir de (4.4.8) mediante la correspondiente normalización
(z − α)ψn(z) =
√
Kn(α, α)
Kn+1(α, α)
ϕn+1(z) −
n∑
j=0
ϕn+1(α)ϕ j(α)√
Kn+1(α, α)Kn(α, α)
ϕ j(z). (4.5.1)
Si consideramos
ϕ(z) = [ϕ0(z), ϕ1(z), . . . , ϕn(z), . . .]t y ψ(z) = [ψ0(z), ψ1(z), . . . , ψn(z), . . .]t,
entonces, en forma matricial, la expresión (4.5.1) resulta ser
(z − α)ψ(z) = Mϕ(z), (4.5.2)
donde M es una matriz Hessenberg inferior cuyas entradas mi, j están dadas por
mi, j =

− ϕi+1(α)ϕ j(α)√
Ki+1(α,α)Ki(α,α)
, si j 6 i,√
Ki(α,α)
Ki+1(α,α)
, si j = i + 1,
0, si j > i + 1.
(4.5.3)
Proposición 4.5.1 ([55]) La matriz M satisface
(i) MM∗ = I.
(ii) M∗M = I − λ∞(α)ϕ(α)ϕ(α)∗,
Demostración: Debido a la ortogonalidad de {ϕn}n>0 y {ψn}n>0 con respecto a L y
L2, respectivamente, obtenemos
I = L2 (ψ(z),ψ(z)t) = L ((z − α)ψ(z), (z − α)ψt(z))
= L (Mϕ(z),ϕ(z)tMt) = ML (ϕ(z),ϕ(z)t)M∗ = MM∗.
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(ii) Para j = 0, 1, . . .
M∗( j)M
( j) =
K j−1(α, α)
K j(α, α)
+ |ϕ j(α)|2
∞∑
l= j
|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
=
K j−1(α, α)
K j(α, α)
+ |ϕ j(α)|2
∞∑
l= j
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= 1 − |ϕ j(α)|
2
K∞(α, α)
= 1 − λ∞(α)|ϕ j(α)|2.
Para k < j
M∗(k)M
( j) = − 1
K j(α, α)
ϕk(α)ϕ j(α) + ϕk(α)ϕ j(α)
∞∑
l= j
|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
= ϕk(α)ϕ j(α)
− 1K j(α, α) +
∞∑
l= j
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= −ϕk(α)ϕ j(α)
K∞(α, α)
= −ϕk(α)ϕ j(α)λ∞(α).

Nota 4.5.2 De acuerdo con la Proposición 4.1.10, la matriz M es unitaria si |α| >
1. Si |α| = 1 entonces λ∞(α) = 0 siempre y cuando µ({α}) = 0.
Si |α| < 1 y
∞∑
n=0
|Pn(0)|2 = ∞, esto es, la medida µ no pertenece a la clase de
Szego˝, entonces M es unitaria.
A continuación, mostramos el resultado análogo a la proposición anterior para
las submatrices principales (ver [55])
Proposición 4.5.3 Sea Mn la submatriz principal de dimensión n × n de M.
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(i) Consideremos el vector columna en = [0, . . . , 0, 1]t ∈ C(n,1), entonces
MnM∗n = In − Kn−1(α,α)Kn(α,α) ene∗n,
donde In denota la matriz unidad de dimensión n × n.
(ii) Sea Pn(α) = [ϕ0(α), ϕ1(α), . . . , ϕn−1(α)]t, entonces
M∗nMn = In − 1Kn(α,α)PnP∗n.
Demostración: Para 0 6 k 6 n − 2, deducimos
(Mn)(k)(M∗n)
(k) =
|ϕk+1(α)|2
Kk+1(α,α)Kk(α,α)
k∑
l=0
|ϕl(α)|2 + Kk(α, α)Kk+1(α, α)
=
|ϕk+1(α)|2
Kk+1(α,α)Kk(α,α)
Kk(α, α) +
Kk(α,α)
Kk+1(α,α)
= 1.
Por otro lado,
(Mn)(n−1)(M∗n)
(n−1) = |ϕn(α)|
2
Kn(α,α)Kn−1(α,α)
n−1∑
l=0
|ϕl(α)|2
=
|ϕn(α)|2
Kn(α,α)
= 1 − Kn−1(α,α)Kn(α,α) .
Finalmente, para k < j, obtenemos
(Mn)(k)(M∗n)
( j) =
k∑
l=0
ϕk+1(α)ϕ j+1(α) |ϕl(α)|2√
Kk+1(α, α)Kk(α, α)
√
K j+1(α, α)K j(α, α)
− ϕk+1(α)ϕ j+1(α)√
K j+1(α, α)K j(α, α)
√
Kk(α, α)
Kk+1(α, α)
=
ϕk+1(α)ϕ j+1(α)√
Kk+1(α, α)Kk(α, α)K j+1(α, α)K j(α, α)
 k∑
l=0
|ϕl(α)|2 − Ki(α, α)

= 0.
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(ii) Para 1 6 k 6 n − 1,
(M∗n)(k)(Mn)
(k) =
Kk−1(α, α)
Kk(α, α)
+
n−1∑
l=k
|ϕk(α)|2|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
=
Kk−1(α, α)
Kk(α, α)
+ |ϕk(α)|2
n−1∑
l=k
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
=
Kk−1(α, α)
Kk(α, α)
+ |ϕk(α)|2
(
1
Kk(α, α)
− 1
Kn(α, α)
)
= 1 − |ϕk(α)|
2
Kn(α, α)
,
así como
(M∗n)(0)(Mn)
(0) =
n−1∑
l=0
|ϕ0(α)|2|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
= |ϕ0(α)|2
n−1∑
l=0
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= 1 − 1
Kn(α, α)
.
Finalmente, para k < j,
(M∗n)(k)(Mn)
( j) = − ϕk(α)ϕ j(α)√
K j(α, α)K j−1(α, α)
√
K j−1(α, α)
K j(α, α)
+
n−1∑
l=k
|ϕl+1(α)|2ϕk(α)ϕ j(α)
Kl+1(α, α)Kl(α, α)
= −ϕk(α)ϕ j(α)
K j(α, α)
+ ϕk(α)ϕ j(α)
n−1∑
l= j
|ϕl+1(α)|2
Kl+1(α, α)Kl(α, α)
= −ϕk(α)ϕ j(α)
 1K j(α, α) −
n−1∑
l= j
(
1
Kl(α, α)
− 1
Kl+1(α, α)
)
= −ϕk(α)ϕ j(α)
Kn(α, α)
.

En la literatura, la matriz Mn se denomina cuasi unitaria (ver [43], [68]) en el
sentido de que las primeras n − 1 filas constituyen un conjunto ortonormal, y la
112 Transformaciones espectrales para matrices hermitianas Toeplitz
última fila es ortogonal con respecto a ese conjunto, pero no está normalizada.
Para obtener una relación entre las matrices de Hessenberg Hϕ y Hψ,(i. e.
Hϕϕ(z) = zϕ(z), ver [29], [30]) introducimos la matriz cambio de base L tal que
ϕ(z) = Lψ(z). Esta matriz puede expresarse en términos de las matrices Hϕ y M
de la siguiente manera
Proposición 4.5.4
L = (Hϕ − αI)M∗. (4.5.4)
Demostración: Sea L la matriz cambio de base tal que ϕ(z) = Lψ(z). Entonces
(z − α)ψ(z) = (z − α)L−1ϕ(z).
De la relación (4.5.2), obtenemos
Mϕ(z) = L−1(Hϕ − αI)ϕ(z).
De esta forma,
LM = Hϕ − αI,
y dado que MM∗ = I (Proposición 4.5.1), se sigue el enunciado.

De la proposición anterior, obtenemos
Proposición 4.5.5
Hψ − αI = ML.
Demostración: De la expresión (4.5.2),
(z − α)ψ(z) = Mϕ(z).
Por tanto,
(Hψ − αI)ψ(z) = MLψ(z),
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y, en consecuencia, deducimos el enunciado.

Para calcular Hψ partiendo de Hϕ, primero se necesita encontrar la matriz trian-
gular inferior L. De las expresiones (4.5.3) y (4.5.4), mediante cálculos sencillos
deducimos
Proposición 4.5.6 Las entradas li, j de la matriz L son
ln, j =

κn
κn+1
√
Kn+1(α,α)
Kn(α,α)
, n = j,
ϕn(α)
(
Pn+1(0)
κn
κn−1ϕ∗n−1(α)
)
√
Kn(α,α)Kn−1(α,α)
−
(
Pn+1(0)Pn(0) + α
) √
Kn−1(α,α)
Kn(α,α)
, j = n − 1,
Pn+1(0)
κn
√
K j(α,α)K j+1(α,α)
(
κ jϕ j+1(α)ϕ∗j(α) − ϕ j+1(0)K j(α, α)
)
, j 6 i − 2.
4.5.1. Ejemplos
Ejemplo 4.5.7 Sean α ∈ C con |α| = 1 y L el funcional bilineal definido por
L(p, q) =
∫ pi
−pi
p(eiθ)q(eiθ)
dθ
2pi
.
Es bien conocido (ver [68]) que el n-ésimo polinomio ortonormal con respecto
a L es Pn(z) = ϕn(z) = zn, para todo n > 0.
Entonces, el núcleo reproductor de grado n asociado a {ϕn}n>0, es
Kn(z, α) =
n∑
j=0
z j
α j
=
1
αn
zn+1 − αn+1
z − α ,
y, en consecuencia, Kn(α, α) = n + 1, para todo n > 0.
Por otra parte
Hϕ − αI =

−α 1 0 . . .
0 −α 1 . . .
0 0 −α . . .
...
...
. . .
. . .

.
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Las entradas mk, j de M son
mk, j =

− α
k− j+1
√
(k + 2)(k + 1)
, si j 6 k,√
k + 1
k + 2
, si j = k + 1,
0, si j > k + 1.
(4.5.5)
En este caso, de la Proposición 4.5.6 deducimos lk, j = 0, para j 6 k − 2. Así,
L es una matriz bidiagonal inferior
lk,k−1 = −α
√
k
k + 1
y lk,k =
√
k + 2
k + 1
. (4.5.6)
Para la determinación de la matriz Hψ, analizaremos varios casos.
Para j > k + 2, fácilmente se puede ver que M(k)L( j) = 0.
Para j = k+1, M(k)L(k+1) = mk,k+1lk+1,k+1 =
√
k + 1
k + 2
√
k + 3
k + 2
=
√
(k + 1)(k + 3)
k + 2
.
Para j = k,
M(k)L(k) = mk,klk,k + mk,k+1lk+1,k
= − α√
(k + 2)(k + 1)
√
k + 2
k + 1
− αk + 1
k + 2
= −αk + 2 + (k + 1)
2
(k + 1)(k + 2)
.
Finalmente, para j < k,
M(k)L( j) = mk, jl j, j + mk, j+1l j+1, j
=
αk− j+1√
( j + 2)( j + 1)
(√
j + 1
j + 2
−
√
j + 2
j + 1
)
= − α
k− j+1√
(k + 2)(k + 1)( j + 2)( j + 1)
.
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De esta forma, las entradas h˜k, j de la matriz de Hessenberg Hψ − αI son
h˜k, j =

0, si j > k + 2,
√
(k + 1)(k + 3)
k + 2
, si j = k + 1,
−αk + 2 + (k + 1)
2
(k + 1)(k + 2)
, si j = k,
− α
k− j+1√
(k + 2)(k + 1)( j + 2)( j + 1)
, si j < k.
Ejemplo 4.5.8 Consideremos ahora los funcionales bilineales
S(p, q) =
∫ 2pi
0
p(eiθ)q(eiθ)
1
|eiθ − β|2
dθ
2pi
S2(p, q) =
∫ 2pi
0
p(eiθ)q(eiθ)
|eiθ − α|2
|eiθ − β|2
dθ
2pi
,
con α, β ∈ C, |β| < 1 y |α| = 1 (ver [28]). Es sencillo probar que la sucesión
{ϕn}n>0 está dada por
ϕ0(z) =
(
1 − |β|2
) 1
2
, ϕn(z) = zn−1(z − β), para n > 1.
Así
Hϕ − αI =

β − α
(
1 − |β|2
) 1
2 0 0 · · ·
0 −α 1 0 · · ·
0 0 −α 1 . . .
...
...
. . .
. . .
. . .

,
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y el n-ésimo núcleo reproductor Kn(z, α) asociado a S es
Kn(z, α) = 1 − |β|2 +
n∑
j=1
(z − β)(α − β)
( z
α
) j−1
.
En consecuencia, se tiene
Kn(α, α) = 1 − |β|2 + n|α − β|2.
Las entradas mk, j de M son
ml, j =

−α
l(α − β)(1 − |β|2)
1
2√
Kl(α, α)Kl+1(α, α)
si j = 0,
− |α − β|
2αl− j+1√
Kl(α, α)Kl+1(α, α)
, si 1 6 j 6 l,√
Kl(α, α)
Kl+1(α, α)
, si j = l + 1,
0, en otro caso.
(4.5.7)
De (4.5.4), deducimos la matriz L mediante L = (Hϕ − αI)M∗. De ahí, obte-
nemos las entradas lr, j de la matriz L
lr, j =

√
K1(α, α) j = r = 0,
−α
√
Kr−1(α, α)
Kr(α, α)
, j = r − 1,√
Kr+1(α, α)
Kr(α, α)
, j = r,
0, en otro caso.
(4.5.8)
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De acuerdo con la Proposición 4.5.5 las entradas h˜r, j de la matriz Hψ−αI son
h˜r, j =

−
(
α − β + αK0(α, α)
K1(α, α)
)
si r = j = 0,
− α
r−1(1 − |β|2)
1
2 (α − β)2√
K1(α, α)Kr(α, α)Kr+1(α, α)
si j = 0, r > 1,
√
Kr(α, α)Kr+2(α, α)
Kr+1(α, α)
, si j = r + 1,
−α
( |α − β|2
Kr(α, α)
− Kr(α, α)
Kr+1(α, α)
)
, si 1 6 j = r,
− |α − β|
4αr− j+1√
Kr(α, α)Kr+1(α, α)K j(α, α)K j+1(α, α)
, si 1 6 j < r,
0, en otro caso.
Como hemos visto en los ejemplos anteriores, los cómputos son relativamente
laboriosos. Es por ello que hemos intentado relacionar el cálculo de la matriz de
Hessenberg Hψ con alguna factorización de la matriz Hϕ. De forma más precisa,
hemos usado la factorización QR de la matriz Hϕ − αI para obtener Hψ − αI.
De hecho, si suponemos que Q∗R∗ es la factorización QR de la matriz (Hϕ −
αI)∗, donde QQ∗ = I y R∗ es una matriz triangular superior cuyas entradas de la
diagonal principal son positivas, entonces Hϕ − αI = RQ y podemos probar la
siguiente proposición
Proposición 4.5.9 Consideremos la factorización
(Hϕ − αI)∗ = Q∗R∗,
donde QQ∗ = I y R∗ es una matriz triangular superior tal que las entradas de
la diagonal principal son positivas. Si L es una matriz triangular inferior tal que
ϕ(z) = Lψ(z), entonces R = L,
Demostración: Notemos que L2(ϕ, ϕt) = L2(Lψ, ψtLt) = LL2(ψ, ψt)L∗ = LL∗.
118 Transformaciones espectrales para matrices hermitianas Toeplitz
Por otro lado,
L2(ϕ, ϕt) = L((z − α)ϕ, (z − α)ϕt)
= (Hϕ − αI)L(ϕ, ϕt)(Hϕ − αI)∗
= (Hϕ − αI)(Hϕ − αI)∗
= (RQ)(Q∗R∗) = RR∗.
De la Proposición 4.5.6, se observa que las entradas lk,k de L, con k > 0,
son positivas. De esta forma, LL∗ representa la descomposición de Cholesky de
la matriz de Gram del funcional bilineal L2 con respecto a la base ortonormal
{ϕn}n>0. De esta forma R = L.

Ahora, probaremos la siguiente
Proposición 4.5.10 Hψ − αI = QL.
Demostración:
Hψ − αI = (Hψ − αI)L2(ψ, ψt)
= L2(Hψ − αI)ψ(z),ψ(z)t)
= L2((z − α)ψ(z),ψ(z)t)
= L2((z − α)L−1ϕ(z),ϕ(z)tL−t)
= L−1L2((z − α)ϕ(z),ϕ(z)t)
(
L−1
)∗
= L−1(Hϕ − αI)L2(ϕ(z),ϕ(z)t) (L∗)−1
= L−1(LQ)(LL∗) (L∗)−1
= QL.

Nota 4.5.11 Notemos que, teniendo en cuenta las Proposiciones 4.5.5 y 4.5.10,
se deduce Q = M.
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Con el fin de dar una versión de la Proposición anterior para submatrices prin-
cipales, se tiene
Proposición 4.5.12 Sea (Hϕ − αI)n la submatriz principal de dimensión n × n de
la matriz de Hessenberg Hϕ − αI y consideremos la factorización
(Hϕ − αI)n = RnQn,
donde Rn es una matriz triangular inferior y Qn es una matriz unitaria. En otras
palabras (Hϕ − αI)∗n = Q∗nR∗n es la factorización QR de la matriz (Hϕ − αI)∗n.
Entonces (
Hψ − αI
)
n−1 = (QnRn)n−1 .
Demostración: Consideremos la factorización Hϕ − αI = LM y sean L11,M11 las
submatrices principales de dimensión n × n de L y M, respectivamente. Entonces
Hϕ − αI =
 L11 0L21 L22
  M11 M12M21 M22

=
 L11M11 L11M12L21M11 + L22M21 L21M12 + L22M22
 ,
y, en consecuencia, (
Hϕ − αI
)
n
= L11M11.
Por otra parte,
Hψ − αI = ML
=
 M11L11 + M12L21 M12L21M21L11 + M22L21 M22L21
 .
Así, (
Hψ − αI
)
n
= M11L11 + M12L21,
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pero
M12L21 =

0 0 · · ·
...
...
0 0 · · ·
mn−1,n 0 · · ·


ln,1 · · · ln,n
...
...
 = mn−1,n

0 · · · 0
...
...
0 · · · 0
ln,1 · · · ln,n
 .
De esta forma, (
Hψ − αI
)
n−1 = (M11L11)n−1 . (4.5.9)
Dado que MM∗ = I, se tiene
M11M∗11 = In − |mn−1,n|2Enn,
donde Enn =

0 · · · 0
...
...
0 · · · 0 1
 es una matriz de dimensión n × n y In es la matriz
identidad de dimensión n × n.
Ahora, consideremos la matriz de dimensión n × n, E :=

1 0 · · · 0
0 . . .
...
... 1 0
0 · · · 0 1
δ

,
con δ =
(
1 − |mn−1,n|2
) 1
2
> 0.
Sean Qˆ = EM11 y Rˆ = L11E−1. Probaremos que Qˆ es una matriz unitaria de
dimensión n × n.
Sea qˆi, i = 0, 1, . . . , n − 1, la i-ésima fila de Qˆ. Entonces
qˆi =
 mi, 0 6 i 6 n − 2,1
δ
mn, i = n − 1,
donde mi, i = 0, 1, . . . , n − 1 es la i-ésima fila de M11.
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Si 0 6 i, j 6 n − 2, entonces obtenemos
(
QˆQˆ∗
)
i, j
= qˆiqˆ∗j = mim
∗
j =
 1, si i = j,0, si i , j.
Si i = n − 1, ó j = n − 1 y i , j, entonces
qˆiqˆ∗j =
1
δ
mim∗j = 0.
Finalmente,
qˆn−1qˆ∗n−1 =
1
δ2
mn−1m∗n−1 =
1
δ2
(
1 − |mn−1,n|2
)
= 1.
La matriz Rˆ es triangular inferior, con entradas positivas en la diagonal princi-
pal.
Además,
Qˆ∗Rˆ∗ = M∗11EE
−1L∗11 = M
∗
11L
∗
11 =
(
Hϕ − αI
)∗
n
.
Así, por la unicidad de la factorización QR de la matriz
(
Hϕ − αI
)∗
n
, se deduce
Qˆ = Qn y Rˆ = Rn.
Pero Qn y M11 difieren en la última fila, y Rn y L11 difieren en la última co-
lumna. Por tanto,
(QnRn)n−1 = (M11L11)n−1 =
(
Hψ − αI
)
n−1 .


Capı´tulo5
Transformacio´n de Uvarov
5.1. Transformación L3(p, q) = L(p, q) + mp(α)q(α)
Consideremos, nuevamente un funcional bilineal hermitiano L y sea L3 una
perturbación del funcional bilineal L definida por
L3(p, q) = L(p, q) + mp(α)q(α), p, q ∈ P, (5.1.1)
donde m ∈ R y |α| = 1. Dado que m ∈ R, el funcional bilineal L3 es también
hermitiano.
Esta transformación del funcional bilineal L es un caso particular de la trans-
formación de Uvarov (ver [46], [70] y [78])
Proposición 5.1.1 El funcional bilineal L3 es cuasi-definido si y sólo si
1 + mKn−1(α, α) , 0,
para todo n > 1.
Demostración: Supongamos que L3 es cuasi-definido y sea {Un}n>0 la sucesión
de polinomios ortogonales mónicos con respecto a L3.
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Queremos obtener una relación entre las familias de polinomios ortogonales
mónicos {Un}n>0 y {Pn}n>0. Para ello, podemos escribir
Un(z) = Pn(z) +
n−1∑
j=0
λn, jP j(z), (5.1.2)
donde {λn, j}n−1j=0 son los coeficientes de Fourier dados por
λn, j =
L(Un, P j)
L(P j, P j) , j = 0, . . . , n − 1.
De la expresión (5.1.1) y la condición de ortogonalidad de Un con respecto a
L3, se tiene
λn, j =
L3(Un, P j) − mUn(α)P j(α)
L(P j, P j) = −
mUn(α)P j(α)
L(P j, P j) , j = 0, . . . , n − 1.
De esta manera,
Un(z) = Pn(z) +
n−1∑
j=0
λn, jP j(z) = Pn(z) − mUn(α)Kn−1(z, α).
Si hacemos z = α en la expresión anterior, entonces obtenemos
Pn(α) = Un(α) (1 + mKn−1(α, α)) .
Si 1+mKn0−1(α, α) = 0 para algún n0, entonces Pn0(α) = 0. esto significa que
1 + mKn0(α, α) = 0, i. e., Pn0+1(α) = 0. En consecuencia
Pn(α) = 0 para todo n > n0.
Por otra parte, teniendo en cuenta |α| = 1, se tiene que P∗n0(α) = 0. Aplicando
la relación de recurrencia descendente (4.1.4), se obtiene Pn0−1(α) = 0, y si usamos
dicha relación reiteradamente, llegamos a P1(α) = 0, así P1(z) = z − α y |P1(0)| =
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1, contradiciendo el carácter cuasi-definido de L. De esta manera
1 + mKn−1(α, α) , 0,
para todo n > 1.
Supongamos ahora que 1 + mKn−1(α, α) , 0 para todo n > 1, y sea la familia
de polinomios mónicos {Un}n>0 definida por
Un(z) = Pn(z) − mPn(α)1 + mKn−1(α, α)Kn−1(z, α). (5.1.3)
Entonces, para 0 6 k 6 n,
L3
(
Un(z), (z − α)k)
)
= L
(
Pn(z), (z − α)k
)
− mPn(α)1+mKn−1(α,α)L
(
Kn−1(z, α), (z − α)k
)
= knδn,k − mPn(α)1 + mKn−1(α, α)L
(
Kn(z, α) − Pn(α)kn Pn(z), (z − α)k
)
= knδn,k + m
Pn(α)Pn(α)
1 + mKn−1(α, α)
δn,k,
en consecuencia
L3
(
Un(z), (z − α)k)
)
= kn
1 + mKn(α, α)
1 + mKn−1(α, α)
δn,k. (5.1.4)
Así pues, {Un}n>0 es la sucesión de polinomios ortogonales mónicos con res-
pecto a L3.

Si el funcional L es definido positivo y m > 0, entonces 1 + mKn(α, α) > 0
para todo n > 0. En consecuencia L3 es también definido positivo.
En este caso, sea {σn}n>0 la familia de polinomios ortonormales con respecto
a L3. Para encontrar una expresión de los elementos de la familia {σn}n>0 en tér-
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minos de {ϕn}n>0, debemos obtener la norma de Un respecto a L3. Así, de (5.1.4)
‖Un‖2L3 = L3 (Un,Un) =
1
κ2n
1 + mKn(α, α)
1 + mKn−1(α, α)
.
Por tanto,
σn(z) =
(
1
κn‖Un‖L3
)
ϕn(z) −
n−1∑
j=0
mPn(α)
‖Un‖L3 (1+mKn−1(α,α))
ϕ j(α)ϕ j(z)
=
(√
1+mKn−1(α,α)
1+mKn(α,α)
)
ϕn(z) −
n−1∑
j=0
mϕn(α)ϕ j(α)√
(1+mKn(α,α))(1+mKn−1(α,α))
ϕ j(z).
(5.1.5)
De esta manera, hemos demostrado la siguiente
Proposición 5.1.2 Sea Lσϕ una matriz triangular inferior tal que σ(z) = Lσϕϕ(z),
donde σ(z) = [σ0(z), σ1(z), . . .]t y ϕ(z) = [ϕ0(z), ϕ1(z), . . .]t. Entonces las entradas
de Lσϕ están dadas por
(
Lσϕ
)
n, j =

√
1 + mKn−1(α, α)
1 + mKn(α, α)
, n = j,
− mϕn(α)ϕ j(α)√
(1 + mKn(α, α))(1 + mKn−1(α, α))
, n > j,
0, n < j.
Para calcular L−1σϕ, hacemos
Pn(z) = Un(z) +
n−1∑
j=0
γn, jU j(z),
donde γn, j, 0 6 j 6 n − 1, son los coeficientes de Fourier dados por
γn, j =
L3(Pn,U j)
L3(U j,U j) =
L(Pn,U j) + mPn(α)U j(α)
‖U j‖2L3
=
mPn(α)U j(α)
‖U j‖2L3
.
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Así pues, para las familias correspondientes de polinomios ortonormales se
tiene
ϕn(z) = κn‖Un‖L3σn(z) +
n−1∑
j=0
mϕn(α)U j(α)
‖U j‖L3
σ j(z)
=
√
1+mKn(α,α)
1+mKn−1(α,α)σn(z) +
n−1∑
j=0
mϕn(α)ϕ j(α)√
(1+mK j(α,α))(1+mK j−1(α,α))
σ j(z).
En consecuencia, hemos dado la demostración de la siguiente
Proposición 5.1.3 Las entradas de la matriz L−1σϕ están dadas por
(
L−1σϕ
)
n, j
=

√
1 + mKn(α, α)
1 + mKn−1(α, α)
, n = j,
mϕn(α)ϕ j(α)√
(1 + mK j(α, α))(1 + mK j−1(α, α))
, n > j
0, n < j.
Ahora, queremos establecer una relación entre las matrices de Hessenberg Hϕ
y Hσ asociadas a L y L3, respectivamente. Para ello podemos usar los resultados
presentados en la Sección 4.5 del Capítulo 4, observando lo siguiente
Si al funcional bilineal L3 le aplicamos la transformación definida en (4.4.6),
se tiene
|z − α|2L3 = |z − α|2L = L2. (5.1.6)
Sabemos, por la Proposición 4.5.10 que
Hψ − αI = ML,
donde M es la matriz cuasi-unitaria dada por (4.5.2) y L es una matriz triangular
inferior tal que ϕ(z) = Lψ(z).
Teniendo en cuenta (5.1.6), podemos entonces aplicar el mismo proceso con el
funcional bilinealL3. De esta forma, para las familias de polinomios ortonormales
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{σn}n>0 y {ψn}n>0 asociadas a L3 y L2, respectivamente, tenemos las relaciones
siguientes
(z − α)ψ(z) = M3σ(z) y σ(z) = L3ψ(z).
Entonces, por la Proposición 4.5.10, Hψ − αI = M3L3.
Proposición 5.1.4
L3 = LσϕL y M3 = ML−1σϕ. (5.1.7)
Demostración: Dado que σ(z) = Lσϕϕ(z) y ϕ(z) = Lψ(z), entonces se tiene
σ(z) = LσϕLψ(z).
Por otra parte, como σ(z) = L3ψ(z), entonces obtenemos L3 = LσϕL.
Ahora, dado que Hψ − αI = ML = M3L3, entonces
M3 = MLL−13 = ML(L
−1L−1σϕ) = ML
−1
σϕ.

De esta manera, para calcular Hσ − αI partiendo de Hϕ − αI, necesitamos
obtener las matrices M y L definidas en (4.5.3) y (4.5.4), respectivamente. Luego
calculamos M3 y L3 mediante las expresiones (5.1.4) y, finalmente, hacemos Hσ−
αI = L3M3.
El resultado análogo para las submatrices principales es el siguiente
Proposición 5.1.5 Sea (Hϕ − αI)n la submatriz principal de dimensión n × n de
Hϕ − αI y consideremos la factorización (Hϕ − αI)n = RnQn donde Rn es una
matriz triangular inferior y Qn es una matriz unitaria, tal que (Hϕ −αI)∗n = Q∗nR∗n.
Entonces
(Hσ − αI)n−1 =
(
Lˆ11RnQnLˆ−111
)
n−1 ,
donde Lˆ11 es la submatriz principal de dimensión n × n de la matriz Lσϕ, que
satisface σ(z) = Lσϕϕ(z).
Demostración: Consideremos la factorización Hϕ−αI = LM, y sean L11, M11 las
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submatrices principales de dimensión n × n de L y M, respectivamente. Entonces
(M3)n = M11Lˆ−111 + M12L21 y
(L3)n = Lˆ11L11
donde L−1σϕ =
 Lˆ−111 0L21 L22
. Por lo tanto,
(L3M3)n = Lˆ11L11
(
M11Lˆ−111 + M12L21
)
,
pero Lˆ11L11M11Lˆ−111 y (L3M3)n difieren en la última fila. en consecuencia,
(Hσ − αI)n−1 = (L3M3)n−1 =
(
Lˆ11L11M11Lˆ−111
)
n−1 .
Así,
(Hσ − αI)n−1 =
(
Lˆ11RnQnLˆ−111
)
n−1 ,
ya que RnQn = L11E−1EM11 = L11M11.

5.1.1. Ejemplo
Sea L el funcional bilineal dado por
L(p, q) =
∫ pi
−pi
p(eiθ)q(eiθ)
dθ
2pi
,
y consideremos el funcional bilineal L3 definido por
L3(p, q) = L(p, q) + p(1)q(1).
Es bien conocido que {ϕn}n>0 con ϕn(z) = zn, es la sucesión de polinomios
ortonormales asociados a L. En consecuencia 1 + Kn(1, 1) = n + 2, para todo
n > 0.
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De (4.5.5) y (4.5.6) obtenemos las entradas mk, j de M y lk, j de L, respectiva-
mente
mk, j =

− 1√
(k+2)(k+1)
, si j 6 k,√
k+1
k+2 , si j = k + 1,
0, si j > k + 1,
y lk, j =

−
√
k
k+1 , si j = k − 1,√
k+2
k+1 , si j = k,
0, si j < k + 1,
0, si j > k.
Las entradas
(
Lσϕ
)
k, j
y
(
L−1σϕ
)
k, j
de las matrices triangulares inferiores Lσϕ y
L−1σϕ, son, respectivamente
(
Lσϕ
)
k, j
=

√
k+1
k+2 , si k = j,
− 1√
(k+1)(k+2)
, si k > j,
(
L−1σϕ
)
k, j
=

√
k+2
k+1 , si k = j,
1√
(k+1)(k+2)
, si k > j.
El siguiente paso es calcular L3 y M3, que se deduce de (5.1.7), y en conse-
cuencia, las entradas de M3 son
(M3)k, j =

− 1(k+2)(k+1) , si j = k,
√
(k+1)(k+3)
k+2 , si j = k + 1,
0, si j > k + 1 ó j < k,
y las entradas de L3 son
(L3)k, j =

− k+1√
k(k+2)
, si j = k − 1,
1, si j = k,
− 1√
(k+1)(k+2)( j+1)( j+2)
, si j < k − 1,
0, si j > k.
Finalmente, para obtener Hσ − I, necesitamos hacer la multiplicación de L3
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por M3, del cual obtenemos
(Hσ − I)k, j =

− 1(k+1)(k+2) − 1, si j = k,
√
(k+1)(k+3)
k+2 , si j = k + 1,
0, si j > k + 1,
− j+3
( j+2)
3
2
√
(k+1)(k+2)( j+1)
, si j < k.
5.2. TransformaciónL4(p, q) = L(p, q)+mp(α)q¯(α−1)+
m¯p(α¯−1)q¯(α¯)
Consideremos ahora la transformación L4 del funcional bilineal L definida
por
L4(p, q) = L(p, q) + mp(α)q¯(α−1) + m¯p(α¯−1)q¯(α¯), (5.2.1)
con |α| , 1 y m ∈ C. El funcional bilineal L4 es también hermitiano.
Proposición 5.2.1 El funcional bilineal L4 es cuasi-definido si y sólo si
Λn :=
∣∣∣∣∣∣∣ 1 + mKn(α, α¯−1) m¯Kn(α, α)mKn(α¯−1, α¯−1) 1 + m¯Kn(α¯−1, α)
∣∣∣∣∣∣∣ , 0,
para todo n > 0, o equivalentemente,∣∣∣∣∣∣∣ Kn(α, α) 1m + Kn(α, α¯−1)1m¯ + Kn(α¯−1, α) Kn(α¯−1, α¯−1)
∣∣∣∣∣∣∣ , 0.
Demostración: Supongamos que L4 es cuasi-definido, y sea {Vn}n>0 la sucesión
de polinomios ortogonales mónicos con respecto a L4. Entonces
Vn(z) = Pn(z) +
n−1∑
j=0
λn, jP j(z),
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donde
λn, j =
L
(
Vn, P j
)
L
(
P j, P j
) = −mVn(α)P¯ j(α−1) + m¯Vn(α¯−1)P j(α)
k j
.
Por tanto,
Vn(z) = Pn(z) − mVn (α)
n−1∑
j=0
k−1j P j
(
α¯−1
)
P j(z) − m¯Vn(α¯−1)
n−1∑
j=0
k−1j P j (α)P j(z)
= Pn(z) − mVn (α)Kn−1(z, α¯−1) − m¯Vn(α¯−1)Kn−1 (z, α) .
Ahora, si evaluamos la expresión anterior en z = α y z = α¯−1, entonces se tiene
−Pn(α) +
(
1 + mKn−1(α, α¯−1)
)
Vn(α) + m¯Kn−1(α, α)Vn(α¯−1) = 0,
−Pn(α¯−1) + mKn−1(α¯−1, α¯−1)Vn(α) +
(
1 + m¯Kn−1(α¯−1, α)
)
Vn(α¯−1) = 0.
o, equivalentemente 1 + mKn(α, α¯−1) m¯Kn(α, α)mKn(α¯−1, α¯−1) 1 + m¯Kn(α¯−1, α)
  Vn(α)Vn(α¯−1)
 =  Pn(α)Pn(α¯−1)
 .
Teniendo en cuenta la unicidad de los valores Vn(α) y Vn(α¯−1), entonces, la
matriz del sistema lineal anterior
Bn−1 :=
 1 + mKn−1(α, α¯−1) mKn−1(α, α)mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)

debe ser no singular. En consecuencia Λn = det Bn , 0 para todo n > 0.
Supongamos ahora que Λn , 0, para todo n > 0, y consideremos el polinomio
mónico
Vn(z) =
1
Λn−1
∣∣∣∣∣∣∣∣∣∣
Pn(z) mKn−1(z, α¯−1) m¯Kn−1(z, α)
Pn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Pn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣∣∣ , n > 0.
(5.2.2)
5.2. Transformación L4(p, q) = L(p, q) + mp(α)q¯(α−1) + m¯p(α¯−1)q¯(α¯) 133
Para 0 6 k 6 n − 1 obtenemos
L4
(
Vn(z), (z − α)k
)
=
1
Λn−1
∣∣∣∣∣∣∣∣∣∣
L4(Pn(z),(z−α)k) mL4(Kn−1(z,α¯−1),(z−α)k) m¯L4(Kn−1(z,α),(z−α)k)
Pn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Pn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣∣∣ .
Por otra parte, para 0 6 k 6 n − 1, se tiene
L4
(
Pn(z), (z − α)k
)
= mPn(α)
(
α−1 − α¯
)k
,
L4
(
Kn−1(z, α¯−1), (z − α)k
)
=
(
α−1 − α¯
)k (
1 + mKn(α, α¯−1)
)
,
L4
(
Kn−1(z, α), (z − α)k
)
= mKn−1(α, α)
(
α−1 − α¯
)k
.
Así pues,
L4
(
Vn(z), (z − α)k
)
=
=
m(α¯−1−α¯)k
Λn−1
∣∣∣∣∣∣∣∣∣∣
Pn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Pn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Pn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣∣∣ = 0.
Ahora,
L4 (Vn,Vn) = L4 (Vn, Pn) =
= 1
Λn−1
∣∣∣∣∣∣∣∣∣∣
L4 (Pn, Pn) mL4
(
Kn−1(z, α¯−1), Pn
)
m¯L4 (Kn−1(z, α), Pn)
Pn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Pn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1(α¯−1, α)
∣∣∣∣∣∣∣∣∣∣ .
Pero,
L4 (Pn, Pn) = kn + mPn(α)Pn (α¯−1) + m¯Pn (α¯−1) Pn(α),
L4
(
Kn−1
(
z, α¯−1
)
, Pn
)
= mKn−1
(
α, α¯−1
)
Pn
(
α¯−1
)
+ m¯Kn−1
(
α¯−1, α¯−1
)
Pn (α),
L4 (Kn−1 (z, α) , Pn) = mKn−1 (α, α) Pn (α¯−1) + m¯Kn−1 (α¯−1, α) Pn (α).
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de esta manera tenemos,
L4 (Vn,Vn) = 1Λn−1
∣∣∣∣∣∣∣∣∣∣
kn −mPn (α−1) −m¯Pn (α)
Pn(α) 1 + mKn−1(α, α¯−1) m¯Kn−1(α, α)
Pn(α¯−1) mKn−1(α¯−1, α¯−1) 1 + m¯Kn−1
(
α¯−1, α
)
∣∣∣∣∣∣∣∣∣∣
= 1
Λn−1
∣∣∣∣∣∣∣∣∣∣
kn −mPn (α−1) −m¯Pn (α)
0 1 + mKn
(
α, α¯−1
)
m¯Kn (α, α)
0 mKn
(
α¯−1, α¯−1
)
1 + m¯Kn
(
α¯−1, α
)
∣∣∣∣∣∣∣∣∣∣
= kn
Λn
Λn−1
, 0.
(5.2.3)

Como consecuencia inmediata se tiene
Corolario 5.2.2 Si L es un funcional bilineal definido positivo, entonces, el fun-
cional bilineal L4 es definido positivo si y sólo si Λn+1Λn > 0, para todo n > 0.
Bajo esa condición, sea {φn}n>0 la sucesión de polinomios ortonormales con
respecto a L4. Entonces φn(z) = 1‖Vn‖Vn(z), donde
‖Vn‖ = ‖Pn‖
√
Λn
Λn−1
. (5.2.4)
En lo sucesivo, vamos a suponer que m ∈ R  {0}.
Proposición 5.2.3 Sea Lφϕ la matriz triangular inferior tal que φ(z) = Lφϕϕ(z),
donde φ(z) = [φ0(z), φ1(z), . . .]t y ϕ(z) = [ϕ0(z), ϕ1(z), . . .]t. Entonces, las entradas
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de Lφϕ están dadas por
(Lφϕ)n, j =

√
Λn−1
Λn
, n = j,
− m√
Λn−1Λn
(
An(α)ϕ j(α¯−1) + An(α¯−1)ϕ j(α)
)
, n > j,
0, n < j,
donde An(z) := ϕn(z)+mϕn(z)Kn−1(z¯−1, z)−mϕn(z¯−1)Kn−1(z, z). Las entradas de la
matriz L−1φϕ son
(L−1φϕ)n, j =

1√
Λn−1Λn
(
Λn−1 + mϕn(α)An(α¯−1) + mϕn(α¯−1)An(α)
)
, n = j,
m√
Λ j−1Λ j
(
An(α)ϕ j(α¯−1) + An(α¯−1)ϕ j(α)
)
, n > j.
0, n < j.
Demostración: Podemos expresar Vn(z) en términos de {Pn}n>0
Vn(z) = Pn(z) +
n−1∑
j=0
γn, jP j(z),
donde γn, j =
L(Vn,P j)
‖P j‖2 , 0 6 j 6 n − 1.
Así, de (5.2.4), para los polinomios ortonormales, se tiene
φn(z) =
√
Λn−1
Λn
ϕn(z) +
n−1∑
j=0
γn, j‖P j‖
√
Λn−1
Λn
ϕ j(z). (5.2.5)
Por (5.2.1) y la condición de ortogonalidad de Vn con respecto a L4
γn, j = − m‖P j‖2
(
Vn(α)P j(α¯−1) + Vn(α¯−1)P j(α)
)
= − m‖P j‖
(
Vn(α)ϕ j(α¯−1) + Vn(α¯−1)ϕ j(α)
)
.
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Por otra parte, de (5.2.2)
Vn(α) =
‖Pn‖
Λn−1
An(α) y Vn(α¯−1) =
‖Pn‖
Λn−1
An(α¯−1).
Así, si n > j se tiene
(Lφϕ)n, j = γn, j‖P j‖
√
Λn−1
Λn
= − m√
Λn−1Λn
(
An(α)ϕ j(α¯−1) + An(α¯−1)ϕ j(α)
)
.
De (5.2.5), obtenemos (Lφϕ)n,n =
√
Λn−1
Λn
.
Por otra parte
ϕn(z) =
n∑
j=0
βn, jφ j(z),
con βn, j = L4(ϕn, φ j).
Así,
βn, j = L(ϕn, φ j) + mϕn(α)φ j(α¯−1) + mϕn(α¯−1)φ j(α).
De (5.2.2) y (5.2.4), se tiene
φ j(α) =
1√
Λ j−1Λ j
A j(α) y φ j(α¯−1) =
1√
Λ j−1Λ j
A j(α¯−1).
Por tanto, si n > j
l˜(−1)n, j = βn, j =
m√
Λ j−1Λ j
(
ϕn(α)A j(α¯−1) + ϕn(α¯−1)A j(α)
)
,
y, si n = j
l˜(−1)n,n = βn,n =
√
Λn−1
Λn
+
m√
Λn−1Λn
(
ϕn(α)An(α¯−1) + ϕn(α¯−1)An(α)
)
.

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Notemos que, al igual que la sección anterior, si aplicamos a L4 la transfor-
mación descrita en (4.4.6),es decir, si hacemos |z − α|2L4, resulta
|z − α|2L4 = |z − α|2L = L2. (5.2.6)
Por la Proposición 4.5.4, se tiene
Hϕ − αI = LM,
donde M es la matriz cuasi-unitaria dada en (4.5.3) y L es la matriz triangular
inferior tal que ϕ(z) = Lψ(z). Además, de la Proposición 4.5.10, se tiene Hψ−αI =
ML.
Por tanto, teniendo en cuenta (5.2.6), podemos aplicar el mismo procedimiento
al funcional bilineal L4.De esta manera, las familias de polinomios ortonormales
{φn}n>0 y {ψn}n>0 con respecto a L4 y L2, respectivamente, satisfacen
(z − α)ψ(z) = M4σ(z) y σ(z) = L4ψ(z).
Finalmente, de la proposición 4.5.10, deducimos
Hψ − αI = M4L4.
Proposición 5.2.4
L4 = LφϕL y M4 = ML−1φϕ, (5.2.7)
donde M está dada por (4.5.3) y L es la matriz triangular inferior definida en
(4.5.4).
La versión para el caso de las submatrices principales se muestra a continua-
ción
Proposición 5.2.5 Sea (Hϕ − αI)n la submatriz principal de dimensión n × n de
Hϕ − αI y consideremos la factorización (Hϕ − αI)n = RnQn donde Rn es una
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matriz triangular inferior, y Qn es una matriz unitaria tal que (Hϕ − αI)∗n = Q∗nR∗n.
Entonces (
Hφ − αI
)
n−1 =
(
L11RnQnL−111
)
n−1 ,
donde L11 es la submatriz principal de dimensión n × n de la matriz Lφϕ, que
satisface φ = Lφϕϕ.
Demostración: Es análoga a la demostración de la Proposición 5.1.5.

Capı´tulo6
Transformacio´n de Geronimus
y funcionales definidos
positivos
Sea S un funcional lineal hermitiano definido positivo. Como hemos visto
anteriormente, el funcional S admite una representación integral de la forma
S(p) =
∫ 2pi
0
p(eiθ)dµ(θ), p ∈ P,
donde µ es una medida no trivial de probabilidad soportada en la circunferen-
cia unidad T. Debido al carácter hermitiano del funcional S, podemos definir un
producto escalar
〈p, q〉µ =
∫ 2pi
0
p(eiθ)q(eiθ)dµ(θ), p, q ∈ P.
Sea {Pn}n>0 la familia de polinomios ortogonales mónicos respecto a µ y {ϕn}n>0
la correspondiente familia de polinomios ortonormales. De (4.1.2) se tiene
ϕn(z) = κn(µ)Pn(z), n > 0.
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Las funciones
q j(t) =
∫
T
ϕ j(z)
t − z dµ(z), t < T, j > 0, (6.0.1)
se denominan funciones de segunda especie asociadas a µ. A partir de estas fun-
ciones, definimos
Q j(t) =
∫
T
P j(z)
t − z dµ(z) =
1
κ j(µ)
q j(t).
Ahora, dado α < T, consideremos la siguiente perturbación de la medida µ
dµ1 =
dµ
|z − α|2 . (6.0.2)
Esta clase de perturbación fue estudiada en [28] , así como la correspondiente
sucesión de polinomios ortogonales. Este tipo de perturbación es un ejemplo de
transformación canónica de Geronimus de la medida µ.
Sean
{
P˜n
}
n>0
la sucesión de polinomios ortogonales mónicos en T con respec-
to a µ1 y {ψn}n>0 su correspondiente familia de polinomios ortonormales. Nueva-
mente , vamos a estudiar la relación entre las matrices de Hessenberg Hϕ y Hψ
asociadas con el operador multiplicación por z, respecto a {ϕn}n>0 y {ψn}n>0.
6.1. Resultados preliminares
Nuestro primer objetivo es encontrar una expresión para obtener la familia{
P˜n
}
n>0
en términos de la sucesión {Pn}n>0.
Proposición 6.1.1 Sea εn(α) = ‖µ1‖ −
n∑
l=0
|ql(α)|2, n > 0. Entonces
∆n(µ1)
∆n−1(µ)
= εn−1(α), n > 1. (6.1.1)
Notemos que ‖µ1‖ = ∆0(µ1).
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Demostración: Si consideramos la familia {1, z−α, . . . , (z−α)n, . . .} y definiendo
dk, j(µ) =
∫
T
(z − α)k(z − α) jdµ =
∫
T
(z − α)k+1(z − α) j+1dµ1 = dk+1, j+1(µ1),
con k, j > 0, entonces los polinomios ortogonales mónicos Pn(z) están dados por
Pn(z) =
1
∆n−1(µ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d0,0(µ) d1,0(µ) · · · dn,0(µ)
...
...
...
d0,n−1(µ) d1,n−1(µ) · · · dn,n−1(µ)
1 z − α · · · (z − α)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
donde
∆n(µ1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d0,0(µ1) · · · dn,0(µ1)
...
...
d0,n(µ1) · · · dn,n(µ1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d0,0(µ1) d1,0(µ1) · · · dn,0(µ1)
d0,1(µ1) d0,0(µ) · · · dn−1,0(µ)
...
...
...
d0,n(µ1) d0,n−1,(µ) · · · dn−1,n−1(µ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Si usamos la identidad de Sylvester (ver [38], pag. 22), entonces obtenemos
∆n(µ1)∆n−2(µ) = ∆n−1(µ1)∆n−1(µ) −
(
∆n−2(µ)
κn−1(µ)
)2
|qn−1(α)|2, n > 1.
De ahí, deducimos
∆n(µ1)
∆n−1(µ)
=
∆n−1(µ1)
∆n−2(µ)
− |qn−1(α)|2, n > 1.
De esta manera
∆n(µ1)
∆n−1(µ)
= ∆0(µ1) −
n−1∑
l=0
|ql(α)|2, n > 1.
Dado que ∆0(µ1) = ‖µ1‖, el enunciado queda demostrado. 
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A continuación, como consecuencia del resultado anterior, se tiene
Corolario 6.1.2 (
κn(µ)
κn+1(µ1)
)2
=
εn(α)
εn−1(α)
, n > 0,
donde ε−1(α) = ‖µ1‖.
Demostración: Es fácil comprobar que(
κn(µ)
κn+1(µ1)
)2
=
∆n+1(µ1)
∆n(µ)
∆n−1(µ)
∆n(µ1)
,
y usando (6.1.1) en la proposición anterior, obtenemos(
κn(µ)
κn+1(µ1)
)2
=
εn(α)
εn−1(α)
, n > 1.
Si n = 0, entonces se tiene(
κ0(µ)
κ1(µ1)
)2
=
∆1(µ1)
∆0(µ1)∆0(µ)
=
ε0(α)
‖µ1‖ .

Proposición 6.1.3 La sucesión de polinomios ortogonales mónicos
{
P˜n
}
n>0
se
pueden obtener mediante la relación
P˜n+1(z) = (z − α)Pn(z) + Qn(α)εn−1(α)S n(z, α), n > 1,
P˜0(z) = 1, P˜1(z) = z − α + Q0(α)‖µ1‖ ,
(6.1.2)
donde
S n(z, α) =
∫
T
z − t
α − t Kn−1(z, t)dµ(t), n > 1, (6.1.3)
y Kn−1(z, α) es el núcleo reproductor de grado n − 1 asociado a la familia {ϕn}n>0.
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Demostración: Como {(z − α)ϕn(z)}n>0 es una base ortonormal en (z − α)P con
respecto al producto escalar
〈 f , g〉µ1 =
∫
T
f (z)g(z)dµ1,
entonces el desarrollo de Fourier del polinomio ψn+1(z) − ψn+1(α) en términos de
la base mencionada es
ψn+1(z) − ψn+1(α) = (z − α)
n∑
j=0
λn+1, jϕ j(z), para todo n > 0.
En consecuencia
λn+1, j =
∫
T
(ψn+1(t) − ψn+1(α)) (t − α)ϕ j(t)dµ1(t)
=
∫
T
ψn+1(t)(t − α)ϕ j(t)dµ1(t) − ψn+1(α)
∫
T
(t − α)ϕ j(t)dµ1(t)
=
κn(µ)
κn+1(µ1)
δn, j + ψn+1(α)
∫
T
ϕ j(t)
α − t dµ(t).
Así obtenemos,
ψn+1(z) = ψn+1(α)
1 + (z − α) n−1∑
j=0
∫
T
ϕ j(t)
α − tϕ j(z)dµ(t)
+
+
[
κn(µ)
κn+1(µ1)
+ qn(α)ψn+1(α)
]
(z − α)ϕn(z)
= ψn+1(α)
∫
T
z − t
α − t Kn−1(z, t)dµ(t)+
+
[
κn(µ)
κn+1(µ1)
+ qn(α)ψn+1(α)
]
(z − α)ϕn(z).
Si re-escribimos la expresión anterior en términos de las sucesiones de poli-
nomios ortogonales mónicos {Pn}n>0 y
{
P˜n
}
n>0
, tenemos
P˜n+1(z) = P˜n+1(α)S n(z, α)+
((
κn(µ)
κn+1(µ1)
)2
+ κn(µ)2Qn(α)P˜n+1(α)
)
(z−α)Pn(z). (6.1.4)
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Notemos que S n(z, α; µ) es un polinomio de grado n. Entonces, para cada n >
0, teniendo en cuenta los coeficientes de zn+1 en ambos miembros de (6.1.4), se
deduce
1
κn(µ)
− 1
κn+1(µ1)
= Qn(α)P˜n+1(α), (6.1.5)
y del corolario 6.1.2,
P˜n+1(α) =
(
κn(µ)
κn+1(µ1)
)2 Qn(α)
εn(α)
=
Qn(α)
εn−1(α)
.
Finalmente, de la expresión (6.1.4), obtenemos
P˜n+1(z) = (z − α)Pn(z) + Qn(α)εn−1(α)S n(z, α; µ).

Nota 6.1.4 Si usamos en (6.1.3) la fórmula de Christoffel-Darboux (4.1.8), en-
tonces la sucesión
{
P˜n
}
n>0
satisface
P˜n+1(z) =
(
z − α εn(α)
εn−1(α)
)
Pn(z) +
qn(α)qn(α¯−1)
εn−1(α)αn+1
P∗n(z), n > 1. (6.1.6)
Este resultado se puede ver con más detalle en [28].
6.2. Matrices de Hessenberg y la transformación de
Geronimus
Con el fin de obtener una relación entre las matrices de Hessenberg Hϕ y Hψ,
la expresión (6.0.2), es equivalente a
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dµ = |z − α|2dµ1. (6.2.1)
En [17] se ha obtenido una relación entre dichas matrices
Hψ − αI = LM, y Hϕ − αI = ML, (6.2.2)
donde L es una matriz triangular inferior, tal que
ψ(z) = Lϕ(z)
y M es una matriz de Hessenberg inferior que satisface
(z − α)ϕ(z) = Mψ(z),
donde ϕ(z) =
[
ϕ0(z), ϕ1(z), . . .
]t y ψ(z) = [ψ0(z), ψ1(z), . . .]t.
Por tanto, nuestro segundo objetivo es encontrar expresiones explícitas para
M y L.
Proposición 6.2.1 ([54]) Las sucesiones {ϕn}n>0 y {ψn}n>0 satisfacen
(z − α)ϕ(z) = Mψ(z),
donde ϕ(z) =
[
ϕ0(z), ϕ1(z), . . .
]t, ψ(z) = [ψ0(z), ψ1(z), . . .]t, y M es una matriz de
Hessenberg inferior con entradas
mk, j =

− qk(α)√‖µ1‖ , si j = 0, k > 0,√
ε0(α)
‖µ1‖ , si k = 0, j = 1,
− qk(α)q0(α)√‖µ1‖ √ε0(α) , si j = 1, k > 1,
− qk(α)q j−1(α)√
ε j−2(α)
√
ε j−1(α)
, si 2 6 j 6 k,√
εk(α)
εk−1(α) , si j = k + 1,
0, si j > k + 1.
(6.2.3)
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Demostración: Teniendo en cuenta (6.1.2) para n = 0, obtenemos
P˜1(z) − Q0(α)‖µ1‖ P˜0(z) = (z − α)P0(z)
y, en consecuencia,
κ0(µ)
κ1(µ1)
ψ1(z) − q0(α)‖µ1‖ 12 ψ0(z) = (z − α)ϕ0(z).
Ahora, para n = 1,
P˜2(z) − β2 ‖µ1‖Q0(α) P˜1(z) = (z − α)
[
P1(z) + β2
(
q0(α)ϕ0(z) − ‖µ1‖Q0(α)P0(z)
)]
P˜2(z) − Q1(α)‖µ1‖ε0(α)Q0(α) P˜1(z) = (z − α)
[
P1(z) −
(
Q1(α)
q0(α)
)
ϕ0(z)
]
.
Por tanto,
κ1(µ)
κ2(µ1)
ψ2(z) − ‖µ1‖ε0(α)
q1(α)
q0(α)
κ0(µ)
κ1(µ1)
ψ1(z) = (z − α)
(
ϕ1(z) − q1(α)q0(α)ϕ0(z)
)
.
Finalmente, para n > 2,
P˜n+1(z) − βn+1βn P˜n(z) = (z − α)
[
Pn(z) − βn+1βn Pn−1(z)+
+βn+1qn−1(α)ϕn−1(z)
]
,
P˜n+1(z) − Qn(α)εn−2(α)Qn−1(α)εn−1(α) P˜n(z) = (z − α)
[
Pn(z)
− Qn(α)
εn−1(α)
(
εn−2(α)
κn−1(µ)Qn−1(α)
− qn−1(α)
)
ϕn−1(z)
]
,
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en consecuencia,
P˜n+1(z) − Qn(α)Qn−1(α)
εn−2(α)
εn−1(α) P˜n(z) = (z − α)
[
Pn(z)
−βn+1
(
εn−2(α)
qn−1(α)
− qn−1(α)
)
ϕn−1(z)
]
.
Luego
P˜n+1(z) − κn−1(µ)κn(µ)
qn(α)
qn−1(α)
εn−2(α)(µ)
εn−1(α)(µ1) P˜n(z) = (z − α)
[
Pn(z) − qn(α)κn(µ)qn−1(α)ϕn−1(z)
]
.
o, equivalentemente, para los polinomios ortonormales
κn(µ)
κn+1(µ1)
ψn+1(z) − κn(µ1)κn−1(µ)
qn(α)
qn−1(α)
ψn(z) = (z − α)
[
ϕn(z) − qn(α)qn−1(α)ϕn−1(z)
]
.
De esta forma, teniendo en cuenta el Corolario 6.1.2(
εn(α)
εn−1(α)
)1/2
ψn+1(z) −
(
εn−2(α)
εn−1(α)
)1/2 qn(α)
qn−1(α)
ψn(z) = (z − α)
[
ϕn(z) − qn(α)qn−1(α)ϕn−1(z)
]
.
Si representamos las expresiones anteriores en forma matricial, se obtiene
(z − α)M˜ϕ(z) = Mˆψ(z), (6.2.4)
donde M˜ y Mˆ son matrices bidiagonales inferior y superior respectivamente, con
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entradas
m˜k, j =

1, j = k,
− qk(α)
qk−1(α)
, j = k − 1,
0, en otro caso,
mˆk, j =

− q0(α)√‖µ1‖ , j = k = 0,
− q1(α)
q0(α)
√
‖µ1‖
ε0(α)
, j = k = 1,
− qk(α)
qk−1(α)
√
εk−2(α)
εk−1(α) , j = k > 2,√
ε0(α)
‖µ1‖ , k = 0, j = 1,√
εk(α)
εk−1(α) , j = k + 1,
0, en otro caso.
Es fácil verificar que M˜ es una matriz no singular. Por tanto, la expresión
(6.2.4) es equivalente a
(z − α)ϕ(z) = M˜−1Mˆψ(z).
Como consecuencia,
M = M˜−1Mˆ. (6.2.5)
M˜−1 es una matriz triangular inferior con entradas m˜(−1)k, j dadas por
m˜(−1)k, j =
 qk(α)q j(α) , 0 6 j 6 k,0, en otro caso.
Así, la multiplicación en (6.2.5) produce (6.2.3).

Por otra parte, la matriz M es cuasi-unitaria (ver [55]). De hecho se tiene
Proposición 6.2.2
(i) MM∗ = I
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(ii) M∗M = I − ε∞(α)ψ(α)ψ(α)∗ donde
ε∞(α) = lı´m
n→∞ εn(α) = ‖µ1‖ −
∞∑
l=0
|ql(α)|2 > 0,
Demostración: (i)
I = 〈ϕ(z),ϕ(z)t〉µ
= 〈(z − α)ϕ(z), (z − α)ϕ(z)t〉µ1
= 〈Mψ(z),ψ(z)tMt〉µ1
= M〈ψ(z),ψ(z)t〉µ1M∗ = MM∗
(ii)
(M∗)(0)M(0) = κ0(µ1)2
∞∑
l=0
|ql(α)|2 = 1 − ε∞(α)‖µ1‖
(M∗)(1)M(1) = 1ε0(α)
ε0(α)2 + |q0(α)|2 ∞∑
l=1
|ql(α)|2

= 1‖µ1‖ε0(α)
‖µ1‖ε0(α) − ‖µ1‖|q0(α)|2 + |q0(α)|2 ∞∑
l=0
|ql(α)|2

= 1 − |q0(α)|2‖µ1‖ε0(α)ε∞(α).
Para j > 2,
(M∗)( j)M( j) =
ε j−1(α)
ε j−2(α)
1 + |q j−1(α)|2ε j−1(α)2 ∞∑
l= j
|ql(α)|2

= 1
ε j−2(α)ε j−1(α)
ε j−1(α)2 + |q j−1(α)|2 ∞∑
l= j
|ql(α)|2

= 1 − |q j−1(α)|2
ε j−2(α)ε j−1(α)ε∞(α).
(M∗)(0)M(1) = − q0(α)‖µ1‖√‖µ1‖−|q0(α)|2ε∞(α).
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Para j > 2,
(M∗)(0)M( j) = − q j−1(α)√‖µ1‖√ε j−2(α)ε j−1(α)ε∞(α)
(M∗)(1)M( j) = − q0(α)q j−1(α)
√
ε j−1(α)√
‖µ1‖
√
ε0(α)ε j−2(α)
1 − 1ε j−1(α) ∞∑
l= j
|ql(α)|2

= − q0(α)q j−1(α)√‖µ1‖√ε0(α)ε j−2(α)ε j−1(α)ε∞(α).
Finalmente, para 2 6 k < j,
(M∗)(k)M( j) = − qk−1(α)q j−1(α)
√
ε j−1(α)√
εk−2(α)εk−1(α)ε j−2(α)
1 − 1ε j−1(α) ∞∑
l= j
|ql(α)|2

= − qk−1(α)q j−1(α)√
εk−2(α)εk−1(α)ε j−2(α)ε j−1(α)
ε∞(α).
Dado que P˜n+1(α) =
Qn(α)
εn−1(α) con n > 1, tenemos
ψn+1(α) =
κn+1(µ1)
κn(µ)
qn(α)
εn−1(α)
=
qn(α)√
εn−1(α)εn(α)
, n > 1.

Ahora, sea L la matriz triangular inferior tal que ψ(z) = Lϕ(z). Entonces,
teniendo en cuenta (6.2.4), obtenemos
MˆL = M˜(Hϕ − αI). (6.2.6)
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Las entradas h˜k, j de la matriz H˜ := M˜(Hϕ − αI) están dadas por
h˜k, j =

−ϕ1(0)ϕ0(0)
κ1(µ)κ0(µ)
, j = k = 0,
− κk−1(µ)qk(α)
κk(µ)qk−1(α)
− ϕk+1(0)ϕk(0)
κk(µ)κk+1(µ)
, j = k,
κk(µ)
κk+1(µ)
, j = k + 1,
ϕ j(0)
κk(µ)
(
qk(α)
qk−1(α)
ϕk(0)
κk−1(µ) −
ϕk+1(0)
κk+1(µ)
)
, j 6 k − 1,
0, j > k + 1,
y las entradas lˆk, j de Lˆ = MˆL son
lˆk, j =

− q0(α)√‖µ1‖ l0,0 +
√
ε1(α)
ε0(α)
l1,0, j = k = 0,
−q1(α)
q0(α)
√ ‖µ1‖
ε0(α)
l1,1 +
√
ε1(α)
ε0(α)
l2,1, j = k = 1,√
ε0(α)
‖µ1‖ l1,1, k = 0, j = 1,
−q1(α)
q0(α)
√ ‖µ1‖
ε0(α)
l1,0 +
√
ε1(α)
ε0(α)
l2,0, k = 1, j = 0,√
ε0(α)
‖µ1‖ l1,1, k = 0, j = 1,√
εk(α)
εk−1(α)
lk+1,k+1, j = k + 1,
− qk(α)
qk−1(α)
√
εk−2(α)
εk−1(α)
lk, j +
√
εk(α)
εk−1(α)
lk+1, j, j 6 k,
0, j > k + 1.
Dado que l0,0 =
√
‖µ‖
‖µ1‖ y teniendo en cuenta (6.2.6), las entradas lk, j de L
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satisfacen
l1,0 =
√
‖µ1‖
ε0(α)
(
h˜0,0 +
q0(α)
√
‖µ‖
‖µ1‖
)
,
l2,0 =
√
ε0(α)
ε1(α)
(
h˜1,0 +
q1(α)
q0(α)
√
‖µ1‖
ε0(α)
l1,0
)
,
lk+1,0 =
√
εk−1(α)
εk(α)
(
h˜k,0 +
qk(α)
qk−1(α)
√
εk−2(α)
εk−1(α) lk,0
)
, k > 2.
l1,1 =
√
‖µ1‖
ε0(α)
h˜0,1,
l2,1 =
√
ε0(α)
ε1(α)
(
h˜1,1 +
q1(α)
q0(α)
√
‖µ1‖
ε0(α)
l1,1
)
,
lk+1,1 =
√
εk−1(α)
εk(α)
(
h˜k,1 +
qk(α)
qk−1(α)
√
εk−2(α)
εk−1(α) lk,1
)
, k > 2.
lk+1,k+1 =
√
εk−1(α)
εk(α)
h˜k,k+1, k > 1,
lk+1, j =
√
εk−1(α)
εk(α)
(
h˜k, j +
qk(α)
qk−1(α)
√
εk−2(α)
εk−1(α) lk, j
)
, k > 1, j > 2, j 6 k + 1.
(6.2.7)
O, de manera más explícita,
lk, j =

√
‖µ‖
‖µ1‖ , si j = k = 0,
qk−1(α)√
εk−2(α)εk−1(α)
√‖µ‖ + k−1∑
l=0
εl−1(α)
ql(α)
h˜l,0
 , si j = 0, k > 1,
qk−1(α)√
εk−2(α)εk−1(α)
k−1∑
l=0
εl−1(α)
ql(α)
h˜l,1, si j = 1, k > 0,√
εk−2(α)
εk−1(α) h˜k−1,k, si j = k > 1,
qk−1(α)√
εk−2(α)εk−1(α)
k∑
l= j−1
εl−1(α)
ql(α)
h˜l, j, si j < k.
(6.2.8)
Para las submatrices principales se tiene la siguiente
Proposición 6.2.3 Sean (Hψ − αI)n, Mn y Ln las submatrices principales de di-
mensión n × n de Hψ − αI, M y L respectivamente. Entonces
(i) (Hψ − αI)n = LnMn.
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(ii) La factorización QR de (Hψ − αI)∗n es
(Hψ − αI)∗n = Qˆ∗nRˆ∗n,
donde Qˆn = EMn, Rˆn = LnE−1 y E es una matriz diagonal con entradas Ek,k
dadas por
Ek,k =
 1, 0 6 k 6 n − 1,|qn(α)|√
εn−1(α)
, k = n.
Demostración: (i) La expresión (6.2.2) escrita mediante matrices por bloques,
resulta ser
Hψ − αI =
 Ln 0L21 L22
  Mn M12M21 M22

=
 LnMn LnM12L21Mn + L22M21 L21M12 + L22M22
 .
Por lo tanto, (Hψ − αI)n = LnMn.
(ii) La matriz Rˆn es triangular inferior con entradas positivas en su diagonal prin-
cipal, de manera que, basta probar que la matriz Qˆn es unitaria. De hecho,
(
Qˆ∗n
)
(0)
(
Qˆn
)(0)
=
1
‖µ1‖
 n−2∑
l=0
|ql(α)|2 + εn−2(α)
 = 1,
(
Qˆ∗n
)
(n−1)
(
Qˆn
)(n−1)
=
εn−2(α)
εn−3(α)
+
|qn−2(α)|2
εn−3(α)
= 1.
Para 1 6 k 6 n − 2, se tiene
(
Qˆ∗n
)
(k)
(
Qˆn
)(k)
=
εk−1(α)
εk−2(α)
+
|qk−1(α)|2
εk−2(α)εk−1(α)
 n−2∑
l=k
|ql(α)|2 + εn−2(α)

=
εk−1(α)
εk−2(α)
+
|qk−1(α)|2
εk−2(α)
= 1,
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(
Qˆ∗n
)
(0)
(
Qˆn
)(k)
= − qk−1(α)‖µ1‖
√ εk−1(α)εk−2(α) − 1√εk−2(α)εk−1(α)
 n−2∑
l=k
|ql(α)|2 + εn−2(α)

= − qk−1(α)‖µ1‖
(√
εk−1(α)
εk−2(α) −
√
εk−1(α)
εk−2(α)
)
= 0.
Ahora, para 1 6 j < k 6 n − 2
(
Qˆ∗n
)
(k)
(
Qˆn
)( j)
= − q j−2(α)q j−1(α)
ε j−2(α)
√ ε j−1(α)ε j−3(α) − 1√ε j−3(α)ε j−1(α)
 n−2∑
l= j
|ql(α)|2 + εn−2(α)


= − q j−2(α)q j−1(α)
ε j−2(α)
(√
ε j−1(α)
ε j−3(α) − 1√ε j−3(α)ε j−1(α)ε j−1(α)
)
= 0.
Finalmente,
(
Qˆ∗n
)
(n−1)
(
Qˆn
)(k)
=
qk−1(α)qn−2(α)εn−2(α)√
εk−2(α)εk−1(α)εn−3(α)εn−2(α)
−
√
εn−2(α)
εn−3(α)
qk−1(α)qn−2(α)√
εk−2(α)εk−1(α)
= 0.
Así pues, Qˆn es una matriz unitaria.

6.3. Ejemplos
Ejemplo 6.3.1 Consideremos en la circunferencia unidad, la medida
dµ = |z − 1|2 dθ
2pi
, z = eiθ,
donde dθ es la medida de Lebesgue. Entonces la sucesión de polinomios ortogo-
nales mónicos en T respecto a µ es (véase [27], [68])
Pn(z) =
n∑
k=0
k + 1
n + 1
zk, ∀n > 0.
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Es fácil comprobar que
κn(µ) =
(∫
T
|Pn(z)|2dµ
)− 12
=
√
n + 1
n + 2
.
En consecuencia ‖µ‖ = 2 y la sucesión de polinomios ortonormales con res-
pecto a µ es
ϕn(z) = 1√(n+1)(n+2)
n∑
k=0
(k + 1)zk
=
(n + 1)zn+2 − (n + 2)zn+1 + 1√
(n + 1)(n + 2)(z − 1)2 , n > 0.
Ahora, definimos la transformación de Geronimus de la medida µ mediante
dµ1 =
dµ
|z − α|2 =
|z − 1|2
|z − α|2
dθ
2pi
, |α| > 1, z = eiθ.
Entonces, se obtiene
‖µ1‖ = 2|α|
2 − α − α¯
|α|2 − 1 . (6.3.1)
De (6.0.1), obtenemos las funciones de segunda especie asociadas a µ
qn(α) =
(
1 − α−1
)2
ϕn(α−1), (6.3.2)
y de (6.3.1) y (6.3.2) se tiene
εn(α) = ‖µ1‖ −
n∑
l=0
|ql(α)|2
=
2|α|2 − α − α¯
|α|2 − 1 −
∣∣∣1 − α−1∣∣∣4 n∑
l=0
∣∣∣ϕl(α−1)∣∣∣2
=
2|α|2 − α − α¯
|α|2 − 1 −
∣∣∣1 − α−1∣∣∣4 Kn(α−1, α−1).
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En consecuencia,
εn(α) = 1|α|2−1
[
2|α|2 − (α + α¯) − 1(n+1)(n+2)|α|2(n+2)
(∣∣∣(n + 1)αn+3 − (n + 2)αn+1 + α∣∣∣2
− ∣∣∣αn+2 − (n + 2)α + n + 1∣∣∣2)] .
(6.3.3)
Las entradas h˜k, j de la matriz H˜ = M(Hϕ − αI) son
h˜k, j =

−1
2
, j = k = 0,
− k
k + 1
(
α¯k+2 − (k + 2)α¯ + k + 1
α¯k+2 − (k + 2)α¯2 + kα¯ +
1
k(k + 2)
)
, j = k > 1,
√
(k + 1)(k + 3)
k + 2
, j = k + 1,
√
k + 1
(
1 − α¯−1
)2√
( j + 1)( j + 2)(k + 2)
(
α¯k+1 − (k + 2)α¯ + k) , j 6 k − 1,
0, j > k.
(6.3.4)
Las entradas mk, j y lk, j de M y L, respectivamente, se obtienen sustituyendo
las expresiones (6.3.1), (6.3.2), (6.3.3), y (6.3.4) en (6.2.3) y (6.2.8).
Ejemplo 6.3.2 Consideremos ahora la siguiente medida en la circunferencia uni-
dad
dµ =
dθ
2pi
+ mδ(eiθ − 1),
donde m > 0.
La sucesión de polinomios ortogonales mónicos en T asociados a µ es (ver
[17] y [68])
Pn(z) = zn − m1 + nm
n−1∑
k=0
zk,
para todo n > 1.
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Entonces, obtenemos para n > 1
κn(µ) =
(∫ 2pi
0
Pn(z)z¯n
dθ
2pi
+ mPn(1)
)− 12
, z = eiθ,
=
∫ 2pi
0
zn − m1 + nm
n−1∑
k=0
zk
 z¯n dθ2pi + m1 + nm
−
1
2
, z = eiθ,
Luego,
κn(µ) =
√
1 + nm
1 + (n + 1)m
, (6.3.5)
así como ‖µ‖ = 1 + m. La familia {ϕn}n>0 de polinomios ortonormales asociados
a µ está dada por
ϕn(z) =
√
1+nm
1+(n+1)mz
n − m√
(1+nm)(1+(n+1)m)
n−1∑
k=0
zk
=
(1 + nm)zn+1 − mzn + m√
(1 + nm)(1 + (n + 1)m)(z − 1) , n > 0.
Por otra parte, las entradas h˜k, j de la matriz H˜ = M(Hϕ − αI) son
h˜k, j =

− m21+m , j = k = 0,
− 1+(k−1)m1+km
(
(1+(k+1)m)α¯−(1+km)
(1+km)α¯2−(1+(k−1)m)α¯ +
m2
(1+(k−1)m)(1+(k+1)m)
)
, j = k > 1,
√
(1+km)(1+(k+2)m)
1+(k+1)m , j = k + 1,
m√
(1+ jm)(1+( j+1)m)(1+km)(1+(k+1)m)
(
(1+(k+1)m)α¯−(1+km)
(1+km)α¯2−(1+(k−1)m)α¯ − m
)
, j 6 k − 1,
0, j > k.
(6.3.6)
Sea µ2 la transformación de Geronimus de µ, dada por
dµ2 =
dµ
|z − α|2 =
1
|z − α|2
dθ
2pi
+
m
|α − 1|2 δ(z − 1), |α| > 1, z = e
iθ.
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Entonces
‖µ2‖ = 1|α|2 − 1 +
m
|α − 1|2 . (6.3.7)
Las funciones de segunda especie asociadas a µ evaluadas en α son
qn(α) =
(1 + (n + 1)m)α − (1 + nm)√
(1 + nm)(1 + (n + 1)m)(α − 1)αn+1 . (6.3.8)
De (6.3.7) y (6.3.8) obtenemos
εn(α) =
1
|α|2 − 1 +
1
|α − 1|2|α|2
m|α|2 − n∑
k=0
|(1 + (k + 1)m)α − (1 + km)|2
(1 + km)(1 + (k + 1)m)|α|2k
 .
(6.3.9)
Las expresiones de las entradas de las matrices M y L son muy engorrosas,
pero se obtienen sustituyendo las expresiones (6.3.5), (6.3.6), (6.3.7), (6.3.8), y
(6.3.9) en(6.2.3) y (6.2.8).
Problemas abiertos
En el análisis de los problemas estudiados a lo largo de la memoria, surgen
de manera natural una serie de cuestiones que pretendemos abordar en el futuro
próximo.
1. Implementación del algoritmo de Leverrier-Faddeev en el caso de matrices
por bloques. Dichos tipos de matrices aparecen en el tratamiento de sistemas
lineales, en particular en el estudio de filtros de predicción para sistemas de
múltiples entradas y salidas (véase [42] y [43]).
2. El análisis del carácter unitario del operador de multiplicación para medidas
soportadas en la circunferencia unidad está ligado al hecho de que la medida
no pertenezca a la clase de Szego˝. Recientemente, M. J. Cantero, L. Moral y
L. Velázquez han eliminado dicho requisito a cambio de utilizar sendas ba-
ses en el espacio de los polinomios de Laurent (véase [13], [14] y [15]). De
esta forma aparece una representación de dicho operador mediante una ma-
triz pentadiagonal (CMV matriz) cuyas propiedades espectrales permiten
un estudio novedoso de la teoría de polinomios ortogonales en la circunfe-
rencia unidad (véase [67], [68] y [69]). Queremos abordar la repercusión de
las transformaciones espectrales racionales desde esta nueva perspectiva y
su conexión con la factorización de la matriz CMV tanto desde el enfoque
LU como QR.
3. La transformación UL de las matrices de Jacobi da lugar a la aparición del
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parámetro libre en la transformación de Geronimus. En el caso estudiado en
la memoria y puesto que se ha de preservar el carácter hermitiano, parece
natural considerar la transformación de Uvarov en dos pasos en la línea se-
guida en el capítulo 4 para la transformación canónica de Christoffel. Con-
jeturamos que de la factorización UL de la matriz de Hessenberg inicial se
sigue la dependencia uniparamétrica vinculada a la adición de la masa de
Dirac.
4. En el capítulo 6 se ha abordado el análisis de un tipo particular de transfor-
mación de Geronimus que no incorpora masas de Dirac. Estamos desarro-
llando el caso general junto con el análisis de la correspondiente matriz de
Hessenberg, sobre la base de preservar el carácter cuasi-definido del funcio-
nal lineal transformado.
5. Como se ha señalado en el capítulo 4, la caracterización de las transfor-
maciones espectrales racionales que transforman una C-función en otra C-
función constituye un problema abierto. En [62] se ha resuelto para el caso
de funciones de Stieltjes que son transformadas de Cauchy de medidas so-
portadas en la recta real.
6. En [43] se aplica el método de generación de espacios de estados para matri-
ces de momentos con estructura Hankel y Toeplitz. Parece natural analizar
dicho método en el caso de matrices de momentos con una estructura deri-
vada de las propiedades algebraicas del soporte de la medida espectral. El
caso de curvas algebraicas (véase [7]) constituye un interesante proyecto
de investigación dado que las entradas de la matriz de momentos satisfacen
relaciones lineales.
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