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Abstract
With the advancement of information processing technology in recent years, larger and more complicated data has appeared. On
the basis of this situation, a method to deal with this kind of data is required. Cluster analysis, or clustering will be one solution.
There are two types of data in a clustering method. One is the data that consists of objects and attributes, the other is the data that
consists of the similarity of each object. The latter, a data of similarity is treated in this study. The purpose of the clustering for
similarity data is to obtain the clustering result based on the similarity scaling among objects. However, when the data is complex
the given similarity data does not always have the structure of similarity scaling deﬁned in the clustering method. Therefore, in this
paper, a fuzzy clustering method that enables us to obtain a clear classiﬁcation for the complex data is proposed, by introducing
the similarity data to the obtained clustering result and considering the relative structure for all the clusters. By considering the
relative structure of the belongingness to clusters, more speciﬁc information of objects can be given, and the belongingness would
be improved.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
The highly advanced information society of today has made the data we treat larger and more complex. At the
same time, the evolution in the performance of computers allows us to easily save and access the data. Data mining
is the process of analyzing such large and complicated data, and summarizing the features of the data. One of the
data mining methods is cluster analysis or clustering. Clustering is a kind of unsupervised classiﬁcation aimed at
grouping a set of data. Clustering is a frequently used method in many ﬁelds, including bioinformatics, humanities,
social science, information science, and engineering.
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Hard clustering is one kind of clustering method. In hard clustering, each data is grouped into exactly one cluster.
It is expressed as follows: if a data x belongs to a cluster k, degree of belongingness of x to the cluster k is 1. Degree
of belongingness of hard clustering is 1 or 0. In fuzzy clustering8,9, each data can belong to more than one cluster.
This indicates that degree of belongingness of fuzzy clustering is between 0 to 1. For example, a data x belongs to a
cluster k, but it also slightly belongs to a cluster l, which can be expressed like that degree of belongingness of a data
x to a cluster k is 0.8, a cluster l is 0.2.
Clustering methods treat data that consists of objects and attributes, or data that consists of similarity between
objects. The data of interest in this study is the latter. In the fuzzy clustering of similarity data, the object is to obtain
degree of belongingness in [0, 1]. However, the similarity data do not always have a structure of similarity scaling
deﬁned in a clustering method. Therefore, when the data has a more complex structure, degree of belongingness
obtained by a fuzzy clustering method may not reﬂect the similar structure of the data well.
In this study, it is proposed that a fuzzy clustering method can issue good results even for complex data by taking
the relative structure for all clusters into account for the clustering results. The construction of this paper is as follows:
In Section 2, related methods to the proposed method are shown. In Section 3, a method to classify the complicated
similarity data is proposed. In Section 4, numerical example of artiﬁcial data and real data is shown. In Section 5,
robustness of the proposed method is shown. In Section 6, several conclusions were stated.
2. Related Methods
2.1. Hard c-means
Hard c-means(HCM)3 is the clustering method to ﬁnd the optimal classiﬁcation which minimizes within cluster
dispersion. Degree of belongingness of an object to a cluster is {0, 1}. In the HCM method, the purpose is to obtain a
classiﬁcation result of objects to clusters and centers of clusters that minimize the following objective function:
J(E, V) =
n∑
i=1
K∑
k=1
eikd(xi, vk), (1)
where the number of objects is n, and the number of clusters is K. vk = (vk1, · · · , vkp) is a center of a cluster
k, xi = (xi1, · · · , xip) is a data vector, and d(xi, vk) shows a dissimilarity between xi and vk. eik shows state of
belongingness of an object i to a cluster k. If an object i belongs to a cluster k, eik is 1, otherwise eik is 0. That is, eik
satisfy the following conditions:
eik ∈ {0, 1},
K∑
k=1
eik = 1, i = 1, · · · , n. (2)
E = (eik) is a matrix which consists of eik, and V = (vka) is a matrix which consists of centers of clusters, where vka
shows value of a cluster k with respect to a-th variable.
2.2. Fuzzy c-means
The extension of Hard c-means is Fuzzy c-means (FCM)1. In FCM method, degree of belongingness is in [0, 1]
and assumes the following conditions:
uik ∈ [0, 1],
K∑
k=1
uik = 1, i = 1, · · · , n. (3)
q, (q > 1) is a parameter which determines the fuzziness of classiﬁcation. U = (uik) is a matrix which consists of
degree of belongingness of objects to clusters. The objective function is as follows:
F(U, V) =
n∑
i=1
K∑
k=1
(uik)qd(xi, vk). (4)
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2.3. FANNY
FANNY7 is a fuzzy clustering method used when the given data is dissimilarity data. In the FCM, the cluster center
and the degree of belongingness will be obtained. In the FANNY, the cluster center will not be used. The objective
function of FANNY is deﬁned as follows:
F(U) =
K∑
k=1
n∑
i=1
n∑
j=1
uqiku
q
jkδi j
2
n∑
j=1
uqjk
, (5)
where, δi j is a dissimilarity between the objects i and j.
2.4. Cluster diﬀerences scaling
Cluster Diﬀerences Scaling (CDS)5,6 aims to minimize the following objective function:
σ2kl(E, X) =
∑
i∈Jk
∑
j∈Jl
wi j(δi j − dkl(X))2, (6)
where, E is a (n × K) indicator matrix in which each element eik shows the status of belongingness of an object i to
a cluster k. eik satisﬁes the conditions shown in equation (2). X is a (K × p) matrix whose rows show p variables
vectors of cluster centers. wi j and δi j show the weight and dissimilarity between objects i and j. dkl(X) shows the
Euclidean distance between k-th and l-th rows of a matrix X. The purpose of this method is to get optimal E and X
that minimizes equation (6). The equation (6) is expressed as follows:
σ2kl(E, X) =
n∑
i=1
n∑
i=1
eike jlwi j(δi j − dkl(X))2, (7)
under the conditions shown in equation (2). The following equation is derived by the extension of the hard partition
to a fuzzy partition where degree of belongingness is in [0, 1].
σ2kl(U, X) =
n∑
i=1
n∑
j=1
uqiku
q
jlwi j(δi j − dkl(X))2, (8)
where, U = (uik) is a (n × K) matrix of degree of belongingness that satisﬁes conditions shown in equation (3).
2.5. Structural analysis based on similarity between fuzzy clusters
The goal of CDS is to get a best partition that minimizes the distance between the dissimilarity of objects i and
j which belong to the clusters k and l respectively and the dissimilarity of the centroids of clusters k and l. In
equation (8), which is the result of the extension to the fuzziness, the problem is that the contradiction of the fact that
(δi j − dkl(X))2 should be minimized and uqikuqjl should be maximized. Therefore, the two objects should be treated
separately. By replacing wi j which is the weight between the objects i and j to si j which is the similarity between the
objects i and j, a similarity between a pair of fuzzy clusters k and l is deﬁned as follows:2
wkl =
n∑
i=1
n∑
j=1
uqiku
q
jl si j. (9)
There can be obtained a similarity between fuzzy clusters k and l over the similarity structure of objects i and j and
the classiﬁcation structure of the clusters k and l.
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3. A Fuzzy Clustering Method using the Relative Structure of the Belongingness of Objects to Clusters
A degree of belongingness of an object i to a cluster k is deﬁned as follows:
wik =
n∑
j=1
K∑
l=1
uiku jl si j. (10)
Equation (10) can be rewritten as follows:
wik =
n∑
j=1
K∑
l=1
uiku jl si j = uik
K∑
l=1
n∑
j=1
u jl si j = uik
K∑
l=1
(u1l si1 + · · · + unlsin) = uik
K∑
l=1
< si, ul > . (11)
In equation(11), si is as follows:
si = (si1, · · · , sin). (12)
si is a vector consisting of the similarity of an object i and other objects. And the l-th column of fuzzy partition matrix
U = (uik) is deﬁned as follows:
ul = (u1l, · · · , unl). (13)
ul shows degree of belongingness of all objects to a cluster l. In equation (11), < si,ul > is the inner product of
the si and ul. In other words, by considering the inner product of the ﬁxed vectors u1, · · · ,uK and the vector of the
similarity of the object i and other objects, the equation (11) represents a relationship between the object i and all
the clusters. This situation is shown in Fig 1. This new degree of belongingness wik is made by adding the relative
membership structure of the object i and all the clusters to the ordinary degree of belongingness of the object i to a
”single” cluster k, uik . So, wik shows degree of belongingness which reﬂects relationship between the object i and the
other objects, and this is the diﬀerence from uik.
Fig. 1. an image of the relative structure of the belongingness of objects to clusters
In this case, in order to adjust conditions shown in equation (3), the following transformation is used:
1. Converting wik by using following function.
w′ik =
exp(a(wik − b))
1 + exp(a(wik − b)) , (14)
where a and b are constants given in advance.
2. Converting w′ik to w
′′
ik in order to satisfy the condition
K∑
k=1
w′′ik = 1.
w′′ik =
w′ik∑K
k=1 w
′
ik
. (15)
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Fig 2. (a) shows values of w′ik with respect to change of the values of a, when wik = 10, b = 0. The situation when
b = 0 means the eﬀect of b will vanish. From Fig 2. (a), it can be seen that a larger value of a will obtain a larger
value of w′ik monotonically. Therefore, the value of a can control the degree of contribution of w
′
ik transformed from
wik.
Fig 2. (b) shows values of w′ik with respect to change of the values of b, when wik = 10, a = 1. The situation when
a = 1 means the eﬀect of a will vanish. From Fig 2. (b), it can be seen that the value of w′ik is 0.5 when b = wik. That
is, if b is the average of wik, and wik is also the average of wik, then the transformed value w′ik is 0.5 with the ﬁxed
centered value. Therefore, b works to ﬁx the centered value for the transformed values w′ik.
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Fig. 2. (a) values of w′ik with respect to a (wik = 10, b = 0); (b) values of w
′
ik with respect to b (wik = 10, a = 1)
4. Numerical Example
1000 objects from two-dimensional normal random numbers have been generated in order to compare degree of
belongingness by using FANNY and the proposed method. Each ﬁrst half object has the same mean (2, 2) but the
mean of the second half object is changed so as to assume that the overlapping statuses of two clusters in this data go
on increasing. In addition, the standard deviations of all data are ﬁxed to 0.4. It is shown that the state that the average
of second half objects is gradually away from ﬁrst half objects in Fig 3. The data set shown in Fig 3. (a) has been
deﬁned as data set A, and in Fig 3. (b), data set B.
In Fig 4. (a) and Fig 4. (b), the abscissa shows degree of belongingnesses to a cluster 1, and the ordinate shows the
degree to a cluster 2. The sum of degree of belongingness of a cluster 1 and a cluster 2 is 1 for each object, so 1000
objects are plotted on a straight line from the upper left to the lower right of the graph. Blue dots in the graph indicate
a classiﬁcation by FANNY, the red dots in the graph indicate a classiﬁcation by the proposed method. Comparing
Fig 4. (a) and Fig 4. (b), it can be seen that degree of belongingness is approaching to either cluster 1 or cluster 2
by the proposed method. The same thing is conﬁrmed by comparing Fig 5. (a) and Fig 5. (b). Especially, in Fig 4.
(a), classiﬁcation on data set A, a clear classiﬁcation by FANNY is not obtained. However, a clear classiﬁcation is
obtained by using the proposed method which is shown in Fig 4. (b).
Next, the utility of the proposed method has been demonstrated by using an Iris data set and a breast cancer data
set. Both of the data is obtained from UCI Machine Learning Repository9. Iris data set is the four-dimensional
multivariate data set consist of 50 samples from each of three kinds of iris (setosa, versicolor, virginica). Breast
cancer data set is the thirty-dimensional multivariate data set which has been provided by the university of Wisconsin,
consist of 357 samples who were determined to be benign in the diagnosis of lung cancer and 212 samples who were
malignant. Classiﬁcation results of iris data by FANNY and the proposed method are shown in Fig 6. (a) and Fig 6.
(b). Each x-axis, y-axis, z-axis show the degree of belongingness to the cluster 1, 2, 3. And classiﬁcation results of
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breast cancer data set by FANNY and the proposed method are shown in Fig 7. (a) and Fig 7. (b). The x-axis shows
degree of belongingness to the cluster 1 and y-axis, cluster 2, in Fig 7. (a) and Fig 7. (b).
Fig. 3. (a) artiﬁcial data, the mean of second half is (3, 3); (b) artiﬁcial data, the mean of second half is (3.5, 3.5)
Fig. 4. (a) a belongingness of the data set A by FANNY; (b) a belongingness of the data set A by the proposed method
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Fig. 5. (a) a belongingness of the data set B by FANNY; (b) a belongingness of the data set B by the proposed method
Fig. 6. (a) a belongingness of iris data set by FANNY; (b) a belongingness of iris data set by the proposed method
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Fig. 7. (a) a belongingness of breast cancer data set by FANNY; (b) a belongingness of breast cancer data set by the proposed method
For both the case of the iris data set and the breast cancer data set, the blue doted degree of belongingness by
clustering method using FANNY indicates that there are many objects which are given degree of belongingness
which are nearly equal for all clusters. But the red doted degree of belongingness by the proposed method shows a
clear classiﬁcation.
5. Robustness to the Noise
The robustness to noise of w′′ik which is obtained from the proposed method is evaluated. First, normal random
number δi j have been generated, the mean is 0 and the variance is ﬁxed constant. And by adding δi j to si j which is the
similarity between the object i and object j, sδi j = si j + δi j is deﬁned. u
δ
ik and w
′′δ
ik are derived by using s
δ
i j. Then the
following uik and w′′ik are evaluated.
uik = uδik − uik, w′′ik = w′′δik − w′′ik. (16)
Table 1. shows the state of the standard deviations of uik by using four kinds of data sets; a data set A, data set
B, Iris data set, and Breast cancer data set. Table 2. shows the state of the standard deviations of w′′ik by using four
kinds of data sets; a data set A, data set B, Iris data set, and Breast cancer data set.
It can be seen that the standard deviation of w′′ik are smaller than that of uik. In case of data set A, the standard
deviation of w′′ik are smaller than that of uik when the standard deviation of the noise is between 0.04 to 0.18. In
case of data set B, the standard deviation of w′′ik are smaller than that of uik when the standard deviation of the noise
is between 0.06 to 0.24. Compared to this result, signiﬁcant result do not come out in case of real data. However, in
the iris data set, it can be seen that the standard deviation of w′′ik is small when the standard deviation of the noise is
large. And in breast cancer data set, the value of uik and w′′ik are nearly equal when the standard deviation of the
noise is above 0.18. However, w′′ik is relatively small when the standard deviation of the noise is larger, so it can be
said that the proposed method is robust to large noise.
Table 1. Result of robustness of FANNY
Noise
Data 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24
Data set A 0.0195 0.0368 0.0579 0.0815 0.1117 0.1469 0.1977 0.2698 0.4058 0.4557 0.4557
Data set B 0.0102 0.0178 0.0284 0.0425 0.0564 0.0755 0.0957 0.1203 0.1520 0.1912 0.2394
Iris Data 0.0219 0.6190 0.0532 0.0891 0.5652 0.1370 0.1537 0.1849 0.2065 0.3067 0.3210
Breast Data 0.0323 0.0459 0.0603 0.0658 0.0850 0.1474 0.3159 0.4898 0.4898 0.4898 0.4898
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Table 2. Result of robustness of proposed method
Noise
Data 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24
Data set A 0.0191 0.0282 0.0453 0.0567 0.0725 0.0949 0.1375 0.2284 0.4697 0.4897 0.4897
Data set B 0.0124 0.0154 0.0182 0.0286 0.0342 0.0424 0.0481 0.0622 0.0791 0.1060 0.1480
Iris Data 0.0214 0.6312 0.0409 0.0719 0.6088 0.1231 0.1195 0.1435 0.1659 0.2945 0.3201
Breast Data 0.0614 0.0590 0.0695 0.0575 0.0470 0.0736 0.2353 0.4977 0.4977 0.4977 0.4977
6. Conclusion
When complicated data are given, it was diﬃcult to get natural classiﬁcation with the conventional hard clustering
method. Fuzzy clustering methods like FANNY was used to get a natural classiﬁcation of similarity data. However,
when complicated similarity data are given, a clear classiﬁcation can not be obtained. This is because the given
similarity data does not always have the structure of similarity scaling deﬁned in the clustering method. In this
study, when complicated similarity data was given, it was found that a clear classiﬁcation can be obtained by a fuzzy
clustering method introducing relative structure of the cluster and all the objects to degree of belongingness of an
object to single cluster. In this method, the weight of an object in all clusters have been clariﬁed. The eﬀectiveness of
this method is demonstrated with a numerical example using artiﬁcial data and real data. Moreover, the robustness to
the noise is shown by analyzing noisy similarity data. As for future work, the veriﬁcation of the eﬀectiveness of this
method using a variety of data is needed.
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