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Abstract
Motivated by engineering applications of subsea installation by deepwater construction vessels in oil drilling, and of aid delivery by
unmanned aerial vehicles in disaster relief, we develop output-feedback boundary control of heterodirectional coupled hyperbolic PDEs
sandwiched between two ODEs, where the measurement is the output state of one ODE and suffers a time delay. After rewriting the
time-delay dynamics as a transport PDE of which the left boundary connects with the sandwiched system, a state observer is built to
estimate the states of the overall system of ODE-heterodirectional coupled hyperbolic PDEs-ODE-transport PDE using the right boundary
state of the last transport PDE. An observer-based output-feedback controller acting at the first ODE is designed to stabilize the overall
system using backstepping transformations and frequency-domain designs. The exponential stability results of the closed-loop system,
boundedness and exponential convergence of the control input are proved. The obtained theoretical result is applied to control of a
deepwater oil drilling construction vessel as a simulation case, where the simulation results show the proposed control design reduces
cable oscillations and places the oil drilling equipment to be installed in the target area on the sea floor. Performance deterioration under
extreme and unmodeled disturbances is also illustrated.
Key words: Distributed parameter system; delay; boundary control; oil drilling; unmanned aerial vehicles.
1 Introduction
1.1 Motivation
The first motivation of this work arises from off-shore oil
drilling, where some equipment, such as a subsea manifold,
a subsea pump station, a subsea distribution unit along with
associated foundations, flowlines and umbilicals should be
installed at designated locations [35, 36] around the drill
center on the seafloor. The installation of the equipment is
completed by deepwater construction vessels (DCVs) [35],
because the installation sites are located outside a radius 45
m of the floating drilling platform (Fig.2 in [35]) and can-
not be accessed by the huge floating drilling platform which
has limited access and mobility [35], and some of the equip-
ment, such as flowlines, umbilicals, should be installed in
advance to prepare to hook up the floating drilling platform
when it arrives. The DCV is shown in Fig. 3, where the top
of the cable is attached to a crane on a vessel at the ocean
surface and the bottom attached to equipment to be installed
at the sea floor, referred to as payloads hereafter. The tra-
ditional method in underwater installation by DCVs is reg-
? The material in this paper was not presented at any conference.
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ulating the vessel dynamics position and manipulating the
crane to obtain the desired heading for the payload [15]. It is
not suitable for the deeper water construction in offshore oil
drilling (more than a thousand meter) because the cable is
very long when the payload is near the seabed, which would
increase the natural period of the cable-payload system and
introduce large oscillations [15, 42]. The cable oscillations
would cause large offset between the payload and the de-
sired heading position of the crane, namely the designated
installation location. In addition to large oscillations of the
long cable, another challenge in the subsea installation is the
existence of a sensor delay [15] which is due to the fact that
the sensor signal is transmitted over a large distance from
the seafloor to the vessel on the ocean surface through a set
of acoustics devices (Ch. 10.6.6 in [34]). It would result in
information distortion or even make the control system lose
stability. It is vital to design a delay-compensated control
force at the onboard crane to reduce the cable oscillations
and then place the equipment in the target area on the sea
floor.
The second motivation is aid delivery to dangerous and in-
accessible areas, such as flood, earthquake, fire, and indus-
trial disaster victims via unmanned aerial vehicles (UAVs)
[14, 30], where food, first-aid kits, referred to as suspended
objects or payloads hereafter, are tied to the bottom of a ca-
ble, of which the other end is hanged to an UAV, i.e., a struc-
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ture of UAV-cable-payload. The swing/oscillation of cable-
payload would appear during the transportation motion due
to the properties of the cable and external disturbances, such
as wind, which may cause damage to the suspended ob-
ject, the environment and the people around [14]. At the
end of the transport motion, when the UAV arrives at the
location directly over to the rescue site and is ready to land
the aid supplies, the suspended object naturally continues to
swing [30] which makes precisely placing these aid supplies
at the target position difficult. Therefore, rapid suppression
of oscillations of the cable and suspended object through a
control force provided by rotor wings of the UAV is required.
The measurement can be the oscillation acceleration of the
suspended object by an accelerometer placed at the bottom
end of the cable. Sensor delay would exist in the process of
data acquisition, transmission and integration calculation to
obtain the payload oscillation displacement which is used in
constructing the observer and controller. In addition to aid
delivery in disaster relief, UAV delivery is also used in some
commercial cases to reduce labor cost. For example, some
companies use UAVs to transport cargos in storehouses or
lift and position building elements in architectural construc-
tion [37]. Some logistics companies have also begun to use
UAVs to deliver packages in a small area [14].
The vibration/oscillation dynamics of cables are distributed
parameter systems modeled by wave PDEs [20,21,42], and
the crane/equipment and UAV/supplies at two ends of the
cable can be regarded as lumped tip payloads described by
ODEs [18, 19]. For the sake of order reduction, the wave
PDEs with viscous damping terms describing the cable ma-
terial damping can be converted to a class of heterodirec-
tional coupled hyperbolic PDE systems [1], [7]- [9] via Rie-
mann transformations [43]. Therefore, the control problems
in the aforementioned two applications come down to a the-
oretical problem about delay-compensated boundary control
of a sandwiched coupled hyperbolic PDE system.
1.2 Control of PDE sandwiched system
Boundary control designs of a transport PDE sandwiched
by two ODEs [23], [22], [2], viscous Burgers PDE [27] or
heat PDE [39] sandwiched systems were developed in the
previous research. Control design of the coupled hyperbolic
PDE sandwiched system mentioned in the last section is
more challenging because of the in-domain instability which
comes from in-domain couplings between PDEs. Recently,
some results about state-feedback control of a coupled hy-
perbolic sandwiched system was proposed in [31, 32, 38].
Based on observer designs, output-feedback control of the
coupled hyperbolic PDE sandwiched system was designed
in [6,29]. However, the aforementioned research has not in-
vestigated delay compensation ( [29, 32] only achieve ro-
bustness to a small delay) in boundary control of sandwiched
PDE systems. Actually, time-delay exists frequently in the
practical engineering, especially the sensor delay, which ex-
ists in most practical sensor-used feedback systems. Consid-
ering time-delay compensation in the control design is an
important step to apply theoretical results into practice.
1.3 Sensor Delay Compensation
The topic of sensor delay compensation has received much
attention in the past three decades. In an advanced result
presented in [25, 26], the sensor delay was captured as a
transport PDE and then the original plant of ODE with
sensor delay was rewritten as an ODE-transport PDE cas-
caded system without delay, before the observer/controller
designs were conducted via backstepping. Therein, the ob-
server was built as a “full-order” type which estimated both
plant states and sensor states, compared with some clas-
sical results about sensor-delay-compensated observer de-
signs [3], [5], [12] which only estimated plant states, namely
“reduced-order” type. Using a model-based predictor, ob-
server design for ODE systems with a time-varying sen-
sor delay was presented in [24]. Time-varying sensor delay
compensation was also considered in [41] which designed
a delay-compensated observer to estimate vibration states
of a wave PDE modeled cable elevator. Boundary stabiliza-
tion of a wave PDE whose boundary observation suffers a
time delay was also proposed in [13]. In the aforementioned
work, the sensor delay was considered in the plant which is
an ODE or a simple form PDE while the sensor delay in this
paper exists in a more complex plant which is a sandwiched
PDE system.
1.4 Main Contribution
• Some restrictions on the proximal ODE structure in
the previous results about boundary control of ODE-
hyperbolic PDE-ODE sandwiched systems are relieved,
such as the first-order and scalar form [2, 29], a chain of
integrators [38], det(C0B0) 6= 0 [6] and B0 being invert-
ible [31].
• Compared with [32] which first addressed the left invert-
ible type proximal ODE in sandwiched PDEs, this paper
further proposes observer-based output-feedback control
design using a delayed measurement of which the delay
length is constant and arbitrary. Compensation of sensor
delay has not been investigated in control of sandwiched
systems before. This is a more challenging task because
the plant is extended to ODE-coupled hyperbolic PDEs-
ODE-transport PDE after rewriting the delay as a trans-
port PDE.
• The obtained theoretical result is applied to oscillation
suppression of a DCV with compensating the sensor delay
arising from large-distance transmission of the sensing
signal via acoustics devices, where only one control force
at the onboard crane is required while one more control
force applied at the payload is required in [16].
For complete clarity, the comparisons with the recent results
of boundary control of sandwiched systems are summarized
in Tab. 1.
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Table 1
Comparisons with recent results of boundary control of linear ODE-PDE-ODE systems.
Types of ODEs Types Types of Delay Application to
of actuation of PDEs control systems compensation practical problems
[2] First-order and scalar Transport PDE Output-feedback × ×
[29] First-order and scalar 2×2 coupled transport PDEs Output-feedback × ×
[38] A chain of integrators 2×2 coupled transport PDEs Output-feedback × ×
[39] A chain of integrators Heat PDE Output-feedback × ×
[6] det(C0B0) 6= 0 n coupled transport PDEs Output-feedback × ×
[31] B0 being invertible 2×2 coupled transport PDEs State-feedback × ×
[32] left invertible 2×2 coupled transport PDEs State-feedback × ×
This paper left invertible 2×2 coupled transport PDEs Output-feedback √ DCV√
denotes “included” and × denotes “not included”.
1.5 Organization
The concerned model and the control task is described in
Section 2. Observer design is proposed in Section 3. Therein,
three transformations are used to convert the observer error
system to a target observer error system whose exponential
stability is straightforward to obtain, where all the dynamics
output injections required in constructing the observer are
determined. Observer-based output-feedback control design
is proposed in Section 4, where two transformations are
applied to transform the observer to a so-called target system
in a “stable-like” form except for the proximal ODE which
is influenced by perturbations originating from PDEs and
the distal ODE. After representing this target system in the
frequency domain to obtain the relationships between the
states of the proximal ODE and those perturbation states,
the proximal ODE is reformulated as a new ODE without
external perturbations in the frequency domain, and then
the stabilizing control input is designed. The exponential
stability of the closed-loop system and the boundedness and
exponential convergence to zero of the control input are
proved in Section 5. The obtained theoretical result is applied
to oscillation suppression and position control of a DCV
used for seabed installation as a simulation case in Section 6.
The conclusions and a discussion of future work are provided
in Section 7.
2 Problem Formulation
2.1 Model description
The plant considered in this paper is
X˙(t) = A0X(t)+E0w(0, t)+B0U(t), (1)
z(0, t) = pw(0, t)+C0X(t), (2)
zt(x, t) =−q1zx(x, t)− c1w(x, t)− c1z(x, t), (3)
wt(x, t) = q2wx(x, t)− c2w(x, t)− c2z(x, t), (4)
w(1, t) = qz(1, t)+C1Y (t), (5)
Y˙ (t) = A1Y (t)+B1z(1, t), (6)
yout(t) =C1Y (t− τ) (7)
∀(x, t)∈ [0,1]× [0,∞). The block diagram of (1)-(7) is shown
in Fig. 1. X(t)∈Rn×1, Y (t)∈Rm×1 are ODE states. z(x, t)∈
R,w(x, t) ∈ R are states of the 2× 2 coupled hyperbolic
PDEs with initial conditions (z(x,0),w(x,0)) ∈ L2(0,1)×
L2(0,1). τ is an arbitrary constant denoting the time delay
in the measurement. U(t) is the control input to be designed.
c1,c2 ∈R and E0 ∈Rn×1 are arbitrary. q1 and q2 are positive
transport velocities. q, p ∈ R satisfy Assumption 1. A0 ∈
Rn×n, B0 ∈Rn×1, C0 ∈R1×n, A1 ∈Rm×m, B1 ∈Rm×1, C1 ∈
R1×m satisfy Assumptions 2-3.
Assumption 1 p, q satisfy
|pq|< e
c2
q2
+
c1
q1 (8)
and q 6= 0.
This assumption will be used in the output-feedback control
design in Section 4.
Assumption 2 The pairs (A0,B0), (A1,B1) are stabilizable
and (A0,C0), (A1,C1) are detectable.
According to Assumption 2, there exist constant matrices
L0, L1, F0, F1 to make the following matrices Hurwitz:
A¯0 = A0−L0C0, (9)
A¯1 = A1− eτA1L1C1e−τA1 , (10)
Aˆ0 = A0−B0F0, (11)
Aˆ1 = A1−B1F1. (12)
Note that A1− eτA1L1C1e−τA1 has the same eigenvalues as
A1−L1C1 [26].
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Fig. 1. Block diagram of the plant (1)-(7).
Assumption 3 (C0,A0,B0) satisfy
det
([
sI−A0 B0
C0 0
])
6= 0 (13)
for all s ∈ C,ℜ(s)≥0.
Assumption 3 is about matrices of the proximal ODE-X(t),
namely actuator dynamics. Even though zeros in the closed
right-half plane are excluded here while the zeros are al-
lowed in some previous results on control of sandwiched
PDE systems, such as [6], this assumption relieves some re-
strictions on the structure of the proximal ODE in the exist-
ing literature (such as A0,B0,C0 being scalar in [2, 29], B0
being invertible in [31], det(C0B0) 6= 0 in [6], or a form of
a chain of integrators in [38, 39]) [32]. This assumption is
equal to the existence of a stable left inversion system [33]
of (1) and is used in the control input design in Section 4.3.
Assumption 4 (C1,A1,B1) satisfy
det
([
sI−A1 B1
C1e−τA1 0
])
6= 0 (14)
for all s ∈ C,ℜ(s)≥0.
Assumption 4 is about matrices of the distal ODE-Y (t) with
a sensor delay τ in the measurement output state. This as-
sumption also prohibits the zeros of the ODE subsystem
(C1,A1,B1) are located in the closed right-half plane. It is
not particularly restrictive and (C1,A1,B1) is still quite gen-
eral covering many application cases. This assumption is
used in the observer design for the overall sandwiched sys-
tem with the delayed measurement in Section 3. Note that if
the sensor delay is zero, this assumption has the same form
as Assumption 3.
Remark 1 The design in this paper also can be suitable for
collocated control, namely the measurement is the output
state of the proximal ODE X(t) with a time delay τ , if
(C0,A0,E0) satisfies
det
([
sI−A0 E0
C0e−τA0 0
])
6= 0
for all s ∈ C,ℜ(s)≥0.
The control objective of this paper: exponentially stabilize
the overall sandwiched system, i.e.,the ODE states Y (t),X(t)
and the PDE states u(x, t),v(x, t), by constructing an output-
feedback control input U(t) applied at the proximal ODE
X(t), using the delayed measurement yout(t).
2.2 Rewrite delay as transport PDE
By defining
v(x, t) =C1Y (t− τ(x−1)), ∀(x, t) ∈ [1,2]× [τ,∞) (15)
we obtain a transport PDE
v(1, t) =C1Y (t), (16)
vt(x, t) =−1τ vx(x, t), (17)
yout(t) = v(2, t) (18)
∀(x, t)∈ [1,2]× [τ,∞), to describe the time delay in the mea-
surement (7).
Replacing (7) by (16)-(18), we obtain a sandwiched hyper-
bolic PDE-ODE system connecting with another transport
PDE, i.e., the following ODE-coupled hyperbolic PDEs-
ODE-transport PDE system:
X˙(t) = A0X(t)+E0w(0, t)+B0U(t), (19)
z(0, t) = pw(0, t)+C0X(t), (20)
zt(x, t) =−q1zx(x, t)
− c1w(x, t)− c1z(x, t), x ∈ [0,1] (21)
wt(x, t) = q2wx(x, t)
− c2w(x, t)− c2z(x, t), x ∈ [0,1] (22)
w(1, t) = qz(1, t)+C1Y (t), (23)
Y˙ (t) = A1Y (t)+B1z(1, t), (24)
v(1, t) =C1Y (t), (25)
vt(x, t) =−1τ vx(x, t), x ∈ [1,2] (26)
yout(t) = v(2, t), (27)
for t ≥ τ .
Note that the time delay is “removed” at a cost of adding
a transport PDE into the plant (1)-(7). Now, the control
task is equivalent to exponentially stabilizing overall sys-
tem (19)-(27), i.e., ODE(X)-PDE(z,w)-ODE(Y )-PDE(v),
by constructing an output-feedback control input U(t) at
the first ODE (19), using the right boundary state of the last
PDE (27).
3 Observer design
In order to build the observer-based output-feedback con-
troller of the plant (1)-(7), in this section, we design a state-
observer to track the overall system (1)-(7) only using the
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delayed measurement yout(t). Through the reformulation in
Section 2.2, the estimation task is equivalent to designing a
state-observer to recover the overall system (19)-(27) only
using measurements at the right boundary x = 2 of the last
transport PDE v.
The observer is built as a copy of the plant (19)-(27) plus
some dynamics output injections:
˙ˆX(t) = A0Xˆ(t)+E0wˆ(0, t)+B0U(t)
+h1(yout(t)− vˆ(2, t)), (28)
zˆ(0, t) = pwˆ(0, t)+C0Xˆ(t), (29)
zˆt(x, t) =−q1zˆx(x, t)− c1wˆ(x, t)− c1zˆ(x, t)
+h2(yout(t)− vˆ(2, t);x), (30)
wˆt(x, t) = q2wˆx(x, t)− c2wˆ(x, t)− c2zˆ(x, t)
+h3(yout(t)− vˆ(2, t);x), (31)
wˆ(1, t) = qzˆ(1, t)+C1Yˆ (t)+h4(yout(t)− vˆ(2, t)), (32)
˙ˆY (t) = A1Yˆ (t)+B1zˆ(1, t)+Γ1(yout(t)− vˆ(2, t)), (33)
vˆ(1, t) =C1Yˆ (t), (34)
vˆt(x, t) =−1τ vˆx(x, t)+h5(yout(t)− vˆ(2, t);x) (35)
where a constant matrix Γ1 and dynamics h1,h2,h3,h4,h5
are to be determined. Initial conditions are taken as
(zˆ(x,0), wˆ(x,0), vˆ(x,0)) ∈ L2(0,1) × L2(0,1) × L2(1,2).
Defining observer error states as
(z˜(x, t), w˜(x, t), X˜(t),Y˜ (t), v˜(x, t))
=(z(x, t),w(x, t),X(t),Y (t),v(x, t))
− (zˆ(x, t), wˆ(x, t), Xˆ(t),Yˆ (t), vˆ(x, t)), (36)
according to (19)-(27) and (28)-(35), the observer error sys-
tem is obtained as
˙˜X(t) = A0X˜(t)+E0w˜(0, t)−h1(v˜(2, t)), (37)
z˜(0, t) = pw˜(0, t)+C0X˜(t), (38)
z˜t(x, t) =−q1z˜x(x, t)− c1w˜(x, t)− c1z˜(x, t)
−h2(v˜(2, t);x), (39)
w˜t(x, t) = q2w˜x(x, t)− c2w˜(x, t)− c2z˜(x, t)
−h3(v˜(2, t);x), (40)
w˜(1, t) = qz˜(1, t)+C1Y˜ (t)−h4(v˜(2, t)), (41)
˙˜Y (t) = A1Y˜ (t)+B1z˜(1, t)−Γ1v˜(2, t), (42)
v˜(1, t) =C1Y˜ (t), (43)
v˜t(x, t) =−1τ v˜x(x, t)−h5(v˜(2, t);x), (44)
where Γ1v˜(2, t) is an output injection, and h1(v˜(2, t)),
h2(v˜(2, t);x), h3(v˜(2, t);x), h4(v˜(2, t)), h5(v˜(2, t);x) are dy-
namics output injections which are determined by
h1(v˜(2, t)) =L −1[H1(s)v˜(2,s)], (45)
h2(v˜(2, t);x) =L −1[H2(s;x)v˜(2,s)], (46)
h3(v˜(2, t);x) =L −1[H3(s;x)v˜(2,s)], (47)
h4(v˜(2, t)) =L −1[H4(s)v˜(2,s)], (48)
h5(v˜(2, t);x) =L −1[H5(s;x)v˜(2,s)], (49)
where L −1 denotes inverse Laplace transform and transfer
functions H1(s), H2(s;x), H3(s;x), H4(s), H5(s;x) are to be
determined later. Note that x in H2,H3,H5 is only a param-
eter.
Introducing (45)-(49) is helpful in constructing the dynam-
ics hi(·) in (28)-(35), because the algebraic relationships
between v˜(2,s) and other states can be obtained by using
Laplace transform, and the transfer functions in (45)-(49)
can be solved in algebraic equations after rewriting the re-
quired conditions of achieving an exponentially stable ob-
server error system in the frequency domain.
Determination of H1(s), H2(s;x), H3(s;x), H4(s), H5(s;x)
and Γ1 in the observer (28)-(35), will be completed through
the following three transformations which convert the ob-
server error system (37)-(44) to a target observer error sys-
tem whose exponential stability is straightforward to obtain.
3.1 First transformation
Applying the transformation:
v˜(x, t) = η˜(x, t)+ϕ(x)Y˜ (t), (50)
where ϕ(x) is to be determined, we intend to convert (42)-
(44) to a “stable-like” form as
˙˜Y (t) = A¯1Y˜ (t)+B1z˜(1, t)−Γ1η˜(2, t), (51)
η˜(1, t) = 0, (52)
η˜t(x, t) =−1τ η˜x(x, t), x ∈ [1,2] (53)
where A¯1 is a Hurwitz matrix defined in (10). In what fol-
lows, ϕ(x), Γ1, H5(s;x) are determined in matching (42)-
(44) and (51)-(53) via (50).
Inserting the transformation (50) into (42), we have
˙˜Y (t) = (A1−Γ1ϕ(2))Y˜ (t)+B1z˜(1, t)−Γ1η˜(2, t). (54)
Considering (51), (10), Γ1 should satisfy
Γ1ϕ(2) = eτA1L1C1e−τA1 . (55)
Evaluating (50) at x = 1 and applying (43), (52), we have
v˜(1, t) = η˜(1, t)+ϕ(1)Y˜ (t)
= ϕ(1)Y˜ (t) =C1Y˜ (t). (56)
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Therefore,
ϕ(1) =C1. (57)
Taking the time and spatial derivatives of (50) and submitting
the result into (44), we have
v˜t(x, t)+
1
τ
v˜x(x, t)+h5(v˜(2, t);x)
= η˜t(x, t)+ϕ(x)A1Y˜ (t)+ϕ(x)B1z˜(1, t)−ϕ(x)Γ1v˜(2, t)
+
1
τ
η˜x(x, t)+
1
τ
ϕ ′(x)Y˜ (t)+h5(v˜(2, t);x)
= ϕ(x)B1z˜(1, t)−ϕ(x)Γ1v˜(2, t)+h5(v˜(2, t);x)
+ [ϕ(x)A1+
1
τ
ϕ ′(x)]Y˜ (t) = 0, (58)
where (42), (53) are used, and ϕ(x) should satisfy
ϕ ′(x) =−τA1ϕ(x), (59)
to make [ϕ(x)A¯1+ 1τ ϕ
′(x)]Y˜ (t) zero, and H5(s;x) which de-
termines h5(v˜(2, t);x) via (49) should be defined to ensure
the rest term in (58) is zero, i.e.,
ϕ(x)B1z˜(1, t)−ϕ(x)Γ1v˜(2, t)+h5(v˜(2, t);x) = 0. (60)
Before determining H5(s;x), we solve conditions (55), (57),
(59) to obtain ϕ(x),Γ1 as
ϕ(x) =C1e−τA1(x−1), x ∈ [1,2] (61)
Γ1 = eτA1L1. (62)
Considering (52)-(53), we know
η˜(2, t) = 0, t ≥ τ. (63)
Thus (51) can be written as
˙˜Y (t) = A¯1Y˜ (t)+B1z˜(1, t), (64)
for t ≥ τ . Taking Laplace transform of (64), we have
(sI− A¯1)Y˜ (s) = B1z˜(1,s), (65)
where I is an identity matrix with appropriate dimension.
Note: for brevity, we consider all zero initial conditions
while taking Laplace transform (arbitrary initial conditions
could be incorporated into the stability statement through
an expanded analysis which is routine). Recalling A¯1 be-
ing Hurwitz, det(sI− A¯1) does not have any zeros in the
closed right-half plane. Then the matrix sI− A¯1 is invertible
for any s ∈ C, ℜ(s)≥ 0. Multiplying both sides of (65) by
(sI− A¯1)−1, we have
Y˜ (s) = (sI− A¯1)−1B1z˜(1,s). (66)
According to (50) and (63), we have
v˜(2, t) = ϕ(2)Y˜ (t), t ≥ τ. (67)
Writing (67) in the frequency domain, inserting (61), (66)
we have
v˜(2,s) = ϕ(2)Y˜ (s) = r(s)z˜(1,s), (68)
where
r(s) =C1e−τA1(sI− A¯1)−1B1. (69)
Notice r(s) ∈ R due to C1 ∈ R1×m and B1 ∈ Rm×1.
Lemma 1 r(s) =C1e−τA1(sI− A¯1)−1B1 ∈ R is nonzero for
any s ∈ C, ℜ(s)≥0 under Assumptions 2 and 4.
Proof. Using (10) in Assumption 2, we have[
I eτA1L1
0 I
][
sI−A1 B1
C1e−τA1 0
][
I −(sI− A¯1)−1B1
0 I
]
=
[
sI− A¯1 0
C1e−τA1 −C1e−τA1(sI− A¯1)−1B1
]
. (70)
Recalling Assumption 4, we know
det
([
sI− A¯1 0
C1e−τA1 −C1e−τA1(sI− A¯1)−1B1
])
6= 0
for any s∈C, ℜ(s)≥ 0. Thereby C1e−τA1(sI− A¯1)−1B1 6= 0.
The proof of this lemma is completed. 
According to Lemma 1, we know the existence of r(s)−1 =
1
r(s) . Let us go back to (60) to determine H5(s;x) now. Taking
Laplace transform of (60) and recalling (49), inserting (61)
and (68), we have
ϕ(x)B1z˜(1,s)−ϕ(x)Γ1v˜(2,s)+H5(s;x)v˜(2,s)
=
[
C1e−τA1(x−1)B1
−
(
C1e−τA1(x−1)Γ1−H5(s;x)
)
r(s)
]
z˜(1,s) = 0. (71)
H5(s;x) is chosen as
H5(s;x) =C1e−τA1(x−1)Γ1−C1e−τA1(x−1)B1r(s)−1
=C1e−τA1(x−1)Γ1− C1e
−τA1(x−1)B1
C1e−τA1(sI− A¯1)−1B1 , (72)
where Lemma 1 is used.
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Thereby, (71) holds. Then (60) holds by rewriting (71) in the
time domain. Together with (59), then (58) holds for t ≥ τ .
h5(v˜(2, t);x) can then be defined via (72) and (49).
In the above, we have completed the conversion be-
tween (42)-(44) and (51)-(53) through (50) and determined
Γ1,h5(v˜(2, t);x) needed in the observer.
In what follows, H4(s) is determined to make the boundary
condition (41) as zero, i.e.,
w˜(1, t) = qz˜(1, t)+C1Y˜ (t)−h4(v˜(2, t)) = 0. (73)
Taking Laplace transform of (73) and recalling (48), insert-
ing (66) and (68), we have
w˜(1,s) = qz˜(1,s)+C1Y˜ (s)−H4(s)v˜(2,s)
=
(
q+C1(sI− A¯1)−1B1−H4(s)r(s)
)
z˜(1,s)
= 0. (74)
H4(s) is chosen as
H4(s) =[q+C1(sI− A¯1)−1B1]r(s)−1
=
q+C1(sI− A¯1)−1B1
C1e−τA1(sI− A¯1)−1B1 (75)
to make (74) hold. It follows that w˜(1, t) = 0 in (73) by
rewriting w˜(1,s) = 0 in the time domain. h4(v˜(2, t)) is thus
determined by (48), (75).
Therefore, through the first transformation (50) with
determining the dynamics output injections h4(v˜(2, t)),
h5(v˜(2, t);x), (37)-(44) can be converted to the first inter-
mediate system as
˙˜X(t) = A0X˜(t)+E0w˜(0, t)−h1(v˜(2, t)), (76)
z˜(0, t) = pw˜(0, t)+C0X˜(t), (77)
z˜t(x, t) =−q1z˜x(x, t)− c1w˜(x, t)− c1z˜(x, t)
−h2(v˜(2, t);x), (78)
w˜t(x, t) = q2w˜x(x, t)− c2w˜(x, t)− c2z˜(x, t)
−h3(v˜(2, t);x), (79)
w˜(1, t) = 0, (80)
˙˜Y (t) = A¯1Y˜ (t)+B1z˜(1, t), (81)
η˜(1, t) = 0, (82)
η˜t(x, t) =−1τ η˜x(x, t), (83)
for t ≥ τ , where (80)-(83) are in a “stable-like” form while
couplings, i.e., sources terms, exist in the domain x ∈ [0,1],
i.e., (78)-(79). In the next subsection, we would introduce
the second transformation to decouple the couplings in (78)-
(79).
3.2 Second transformation
We now apply the second transformation [17]
w˜(x, t) = β˜ (x, t)−
∫ 1
x
ψ(x,y)α˜(y, t)dy, (84)
z˜(x, t) = α˜(x, t)−
∫ 1
x
φ(x,y)α˜(y, t)dy, (85)
where the kernels ψ(x,y),φ(x,y) satisfy
ψ(x,x) =
c2
q1+q2
, (86)
pψ(0,y)−φ(0,y) =C0K1(y), (87)
−q1ψy(x,y)+q2ψx(x,y)− (c2− c1)ψ(x,y)
− c2φ(x,y) = 0, (88)
−q1φx(x,y)−q1φy(x,y)− c1ψ(x,y) = 0, (89)
in which K1(y) will be defined in the next subsection where
the well-posedness of (86)-(89) will be shown, to convert
the first intermediate system (76)-(81) to the second inter-
mediate system as
˙˜X(t) =A0X˜(t)+E0β˜ (0, t)−E0
∫ 1
0
ψ(0,y)α˜(y, t)dy
+h1(v˜(2, t)), (90)
α˜(0, t) =pβ˜ (0, t)+C0X˜(t)−
∫ 1
0
C0K1(y)α˜(y, t)dy, (91)
α˜t(x, t) =−q1α˜x(x, t)+
∫ 1
x
M¯(x,y)β˜ (y, t)dy
− c1α˜(x, t)− c1β˜ (x, t), (92)
β˜t(x, t) =q2β˜x(x, t)+
∫ 1
x
N¯(x,y)β˜ (y, t)dy− c2β˜ (x, t), (93)
β˜ (1, t) =0, (94)
˙˜Y (t) =A¯1Y˜ (t)+B1α˜(1, t), (95)
for t ≥ τ , with defining
M¯(x,y) =
∫ y
x
φ(x,δ )M¯(δ ,y)dδ − c1φ(x,y), (96)
N¯(x,y) =
∫ y
x
ψ(x,δ )M¯(δ ,y)dδ − c1ψ(x,y). (97)
Note that η˜(·, t) (82)-(83) is removed for brevity because
η˜(·, t)≡ 0, t ≥ τ .
In what follows, H2(s;x), H3(s;x) are determined in match-
ing the first intermediate system (76)-(81) and the second
intermediate system (90)-(95) via (84)-(85).
Inserting (84)-(85) into (79) along (92)-(93), and applying
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(86)-(88), (97), we have
w˜t(x, t)−q2w˜x(x, t)+ c2z˜(x, t)+ c2w˜(x, t)
+h3(v˜(2, t);x)
= q1ψ(x,1)α˜(1, t)+h3(v˜(2, t);x) = 0, (98)
of which the detailed calculation is shown in (B.1). We thus
know the following equation should be satisfied
q1ψ(x,1)z˜(1, t)+h3(v˜(2, t);x) = 0, (99)
where α˜(1, t) = z˜(1, t) according to (85) is used. Writing
(99) in the frequency domain and applying (47), (68), we
have
q1ψ(x,1)z˜(1,s)+H3(s;x)v˜(2,s)
= (q1ψ(x,1)+H3(s;x)r(s)) z˜(1,s) = 0. (100)
H3(s;x) should be chosen as
H3(s;x) =−q1ψ(x,1)r(s)−1
=
−q1ψ(x,1)
C1e−τA1(sI− A¯1)−1B1 (101)
to make (100) hold. It follows that (98) holds by rewriting
(100) in the time domain. h3(v˜(2, t);x) can then be obtained
by (47), (101).
Inserting (84)-(85) into (78) along (92)-(93), applying (89),
(96), we have
z˜t(x, t)+q1z˜x(x, t)+ c1w˜(x, t)+ c1z˜(x, t)+h2(v˜(2, t);x)
= q1φ(x,1)α˜(1, t)+h2(v˜(2, t);x) = 0 (102)
of which the detailed calculation is shown in (B.2). There-
fore, h2(v˜(2, t);x) should satisfy
q1φ(x,1)z˜(1, t)+h2(v˜(2, t);x) = 0 (103)
where α˜(1, t) = z˜(1, t) according to (85) is used. Taking
Laplace transform of (103), and recalling (46), (68), we have
q1φ(x,1)z˜(1,s)+H2(s;x)v˜(2,s)
= (q1φ(x,1)+H2(s;x)r(s)) z˜(1,s) = 0. (104)
H2(s;x) is obtained as
H2(s;x) =−q1φ(x,1)r(s)−1
=
−q1φ(x,1)
C1e−τA1(sI− A¯1)−1B1 (105)
to ensure (102) holds. h2(v˜(2, t);x) can thus be defined by
(105), (46).
Boundary conditions (77), (80) follow directly from insert-
ing x= 0, x= 1 into (84)-(85) and applying (87), (91), (94).
ODEs (76), (81) are obtained directly from (90), (95) via
(84), (85) respectively.
The second conversion is thus completed and two PDEs
(78)-(79) are decoupled now, which can be seen in (92)-(93).
3.3 Third transformation
In order to decouple the ODE (90) with the PDEs and re-
build the ODE in a stable form, we intend to convert the
second intermediate system (90)-(95) to the following target
observer error system
˙˜Z(t) = A¯0Z˜(t), (106)
α˜(0, t) =C0Z˜(t), (107)
α˜t(x, t) =−q1α˜x(x, t)− c1α˜(x, t), (108)
˙˜Y (t) = A¯1Y˜ (t)+B1α˜(1, t), (109)
for t ≥ t0 = τ+ 1q2 , where A¯0 is a Hurwitz matrix defined in
(9). Please note that β˜ (x, t) ≡ 0 after t0 = τ + 1q2 recalling
(93)-(94), and then β˜ (x, t) can be removed for brevity. (90)-
(95) can thus be rewritten as
˙˜X(t) = A0X˜(t)−E0
∫ 1
0
ψ(0,y)α˜(y, t)dy
+h1(v˜(2, t)), (110)
α˜(0, t) =C0X˜(t)−
∫ 1
0
C0K1(y)α˜(y, t)dy, (111)
α˜t(x, t) =−q1α˜x(x, t)− c1α˜(x, t), (112)
˙˜Y (t) = A¯1Y˜ (t)+B1α˜(1, t), (113)
for t ≥ t0. Note that (112)-(113) are the same as (108)-(109).
We thus only need to convert (110)-(111) to (106)-(107).
The following transformation
Z˜(t) = X˜(t)−
∫ 1
0
K1(y)α˜(y, t)dy (114)
is applied to complete the conversion, where K1(y) satisfies
L0−q1K1(0) = 0, (115)
(A¯0+ c1)K1(y)−q1K1′(y)−E0ψ(0,y)
+L0C0K1(y) = 0. (116)
Note that (86)-(89) and (115)-(116) is a 2× 2 hyperbolic
PDE-ODE system, which is a scalar case of the well-posed
kernel equations (17)-(23) in [28] (setting dimensions in [28]
as 1). Therefore, the conditions of the kernels ψ(x,y),φ(x,y)
in (84)-(85) and K1(y) in (114), i.e., (86)-(89), (115)-(116)
are well-posed.
In what follows, H1(s) is determined in matching (110)-
(111) and (106)-(107) via (114). Submitting (114) into (106),
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applying (110)-(112), (115)-(116), we have
˙˜Z(t)− A¯0Z˜(t)
=A0X˜(t)−E0
∫ 1
0
ψ(0,y)α˜(y, t)dy+h1v˜(2, t)
+q1K1(1)α˜(1, t)−q1K1(0)α˜(0, t)
−q1
∫ 1
0
K1′(y)α˜(y, t)dy+ c1
∫ 1
0
K1(y)α˜(y, t)dy
−A0X˜(t)+L0C0X˜(t)+ A¯0
∫ 1
0
K1(y)α˜(y, t)dy
=h1v˜(2, t)+q1K1(1)α˜(1, t)
+ [L0−q1K1(0)]α˜(0, t)
+
∫ 1
0
[
A¯0K1(y)+ c1K1(y)−q1K1′(y)−E0ψ(0,y)
+L0C0K1(y)
]
α˜(y, t)dy
=h1(v˜(2, t))+q1K1(1)α˜(1, t) = 0, t ≥ t0. (117)
H1(s) which determines h1(v˜(2, t)) by (45) can be solved
from
h1(v˜(2, t))+q1K1(1)z˜(1, t) = 0 (118)
where α˜(1, t) = z˜(1, t) according to (85) is used. Writing
(118) in the frequency domain and applying (45), (68) yield
H1(s)v˜(2,s)+q1K1(1)z˜(1,s)
= (H1(s)r(s)+q1K1(1)) z˜(1,s) = 0. (119)
H1(s) is solved as
H1(s) =−q1K1(1)r(s)−1
=
−q1K1(1)
C1e−τA1(sI− A¯1)−1B1 . (120)
It follows that (117) holds by rewriting (119) in the time
domain. h1(v˜(2, t)) can then be defined via (45), (120).
Inserting (114) into (111), it is straightforward to obtain
(107). Therefore, (106)-(107) is converted from (110)-(111)
through (114) for t ≥ t0. The third transformation is com-
pleted and the ODE (106) is independent and exponentially
stable now.
After the above three transformations, we have converted
the original observer error system (37)-(44) to the target ob-
server error system (106)-(109) (for t ∈ [t0,∞), η˜(x, t) ≡ 0
(82)-(83) and β˜ (x, t)≡ 0 (93)-(94) are removed for brevity).
Because the original observer error system (37)-(44) is
bounded in the finite time t ∈ [0, t0), we prove the exponen-
tial stability of (37)-(44) for t ∈ [t0,∞) in the next subsection.
Note that dynamics Hi determined above are some dynamic
extensions, of which the states are dynamic output injections
in the observer (28)-(35), denoted as follows
y1(t) = h1(v˜(2, t)), y2(x, t) = h2(v˜(2, t);x), (121)
y3(x, t) = h3(v˜(2, t);x), (122)
y4(t) = h4(v˜(2, t)), y5(x, t) = h5(v˜(2, t);x), (123)
which are proved as exponentially convergent to zero as well
in the next subsection.
Remark 2 Hi(s)v˜(2,s) usually generates time-derivatives
of v˜(2, t) in the time domain, which often appears in us-
ing the frequency-domain design approach. In practice, one
way to avoid taking the time derivatives which may lead to
measurement noise amplification is measuring n-order time-
derivative states ∂ nt v(2, t) and calculating v˜(2, t) by n times
integrations of ∂ nt v˜(2, t), which is actually equal to multiply-
ing Hi(s) by 1sn to make Hi(s) proper. As shown in an appli-
cation case of control of DCV in Section 6, payload oscilla-
tion acceleration is measured and the velocity is calculated
by integrating with the known initial conditions. Measur-
ing acceleration is a prevalent method in many mechanical
systems, because the acceleration sensor is cheaper and far
easier to manufacture and install [4].
3.4 Stability analysis of the observer errors
Notation: Supposing u(x, t) is on a spatial domain
x ∈ [d1,d2], ‖u(·, t)‖=
√∫ d2
d1
u(x, t)2dx denotes the L2 norm
and ‖u(·, t)‖∞ = supx∈[d1,d2]{|u(x, t)|} denotes the ∞-norm.
| · | denotes the Euclidean norm.
Theorem 1 For any initial data (z˜(x,0), w˜(x,0), v˜(x,0),
X˜(0),Y˜ (0)) ∈ L2(0,1)× L2(0,1)× L2(1,2)×Rn×Rm, in-
ternal exponential stability of the observer error system
(37)-(44) holds in the sense of the norm
‖z˜(·, t)‖∞+‖w˜(·, t)‖∞+‖v˜(·, t)‖∞+
∣∣X˜(t)∣∣+ ∣∣Y˜ (t)∣∣+ |y1(t)|
+ |y4(t)|+‖y2(·, t)‖∞+‖y3(·, t)‖∞+‖y5(·, t)‖∞, (124)
with the decay rate being adjustable by L0,L1.
Proof. The stability of the original observer error system can
be obtained by analyzing the stability of the target observer
error system (106)-(109) and using the invertibility of the
transformations. (106)-(109) is a cascade of Z˜(t) into α˜(·, t)
into Y˜ (t). From (106), Z˜(t) is exponentially convergent to
zero because A¯0 is Hurwitz. With the method of characteris-
tics as [6] it is easy to show that α˜(x, t) in the PDE subsystem
(106)-(107) are exponentially convergent to zero. Because
A¯1 is Hurwitz, we have Y˜ (t) is exponentially convergent to
zero. The decay rate λe of (106)-(109) depends on the de-
cay rate of the ODEs Z˜(t),Y˜ (t). In other words, the decay
rate λe is adjustable by L0,L1 according to (9)-(10). Recall-
ing η˜(x, t) ≡ 0 and β˜ (x, t) ≡ 0 after t0 = 1q2 + τ , we obtain
Ω¯(t) = ‖α˜(·, t)‖∞+‖β˜ (·, t)‖∞+‖η˜(·, t)‖∞+ |Z˜(t)|+ |Y˜ (t)|
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is bounded by an exponential decay with the decay rate λe
for t ≥ t0. Note that the transient in the finite time [0, t0) can
be bounded by an arbitrarily fast decay rate considering a
trade off between the decay rate and the overshoot coeffi-
cient, i.e., the higher the decay rate, the higher the overshoot
coefficient. Therefore, we conclude the exponential stabil-
ity in the sense of Ω¯(t) being bounded by an exponential
decay rate λe with some overshoot coefficients for t ≥ 0.
Applying the transformation (50), (114) and (84)-(85), we
respectively have
‖v˜(·, t)‖∞ ≤ ϒ1a
(‖η˜(·, t)‖∞+ ∣∣Y˜ (t)∣∣) ,∣∣X˜(t)∣∣≤ ϒ1b (‖α˜(·, t)‖∞+ ∣∣Z˜(t)∣∣) ,
‖z˜(·, t)‖∞+‖w˜(·, t)‖∞ ≤ ϒ1c
(
‖α˜(·, t)‖∞+‖β˜ (·, t)‖∞
)
,
for some positive ϒ1a,ϒ1b,ϒ1c.
According to (45)-(49), (120), (105), (101), (75), (72), we
know the output injection states y1(t), y2(x, t), y3(x, t), y4(t),
y5(x, t) are the output states of the following extended dy-
namics:
H1(s) =
−q1K1(1)
C1e−τA1(sI− A¯1)−1B1 , (125)
H2(s;x) =
−q1φ(x,1)
C1e−τA1(sI− A¯1)−1B1 , (126)
H3(s;x) =
−q1ψ(x,1)
C1e−τA1(sI− A¯1)−1B1 , (127)
H4(s) =
q+C1(sI− A¯1)−1B1
C1e−τA1(sI− A¯1)−1B1 , (128)
H5(s;x) =C1e−τA1(x−1)Γ1− C1e
−τA1(x−1)B1
C1e−τA1(sI− A¯1)−1B1 ,
(129)
of which the input signal is v˜(2, t) which is exponentially
convergent to zero. Recalling Lemma 1, we know there
is not pole in the closed right-half plane in the trans-
fer function (125)-(129), the exponential convergence of
|y1(t)|,‖y2(x, t)‖∞,‖y3(x, t)‖∞, |y4(t)|,‖y5(x, t)‖∞ are thus
obtained. Note that x ∈ [0,1] is just a parameter in the
transfer functions (126),(127),(129) and the stability result
would not be affected. 
4 Output-feedback control design
In the last section, we have built the observer which can
compensate the time-delay in the output measurement yout(t)
of the distal ODE, which is the only one measurement used
in the observer, to track the states of the overall sandwiched
PDE system (1)-(7). In this section, we design an output-
feedback control law U(t) based on the observer (28)-(35) by
using backstepping transformations and frequency-domain
designs.
First, two transformations are introduced to transform the
observer (28)-(35) to a target system (170)-(177), which is
in a stable-like form except for the proximal ODE which is
influenced by perturbations originating from the PDEs and
distal ODE. Representing this “target system” in the fre-
quency domain by using Laplace transform, the algebraic
relationships (191)-(197) between the states of the proximal
ODE and the states of the PDEs and distal ODE are ob-
tained. Inserting these algebraic relationships to rewrite the
perturbations in the proximal ODE, a new ODE (203) with-
out external perturbations can be built in the frequency do-
main, where the control input to exponentially stabilize this
ODE can be designed.
4.1 First transformation
The aim of the first transformation is to remove the source
terms in the PDE domain x ∈ [0,1], i.e., couplings in (30)-
(31), and to build the state matrix of the distal ODE (33)
as a Hurwitz matrix. A PDE backstepping transformation in
the following form [28]
α(x, t) =zˆ(x, t)−
∫ 1
x
K3(x,y)zˆ(y, t)dy
−
∫ 1
x
J3(x,y)wˆ(y, t)dy− γ(x)Yˆ (t), (130)
β (x, t) =wˆ(x, t)−
∫ 1
x
K2(x,y)zˆ(y, t)dy
−
∫ 1
x
J2(x,y)wˆ(y, t)dy−λ (x)Yˆ (t) (131)
is introduced, where the kernels K3(x,y), J3(x,y), γ(x),
K2(x,y), J2(x,y), λ (x) are to be determined later, to convert
(28)-(35) to the following intermediate system:
˙ˆX(t) =A0Xˆ(t)+E0β (0, t)+
∫ 1
0
K¯4(x)α(x, t)dx
+
∫ 1
0
K¯5(x)β (x, t)dx+ K¯6Yˆ (t)
+B0U(t)+h1(v˜(2, t)), (132)
α(0, t) =pβ (0, t)+C0Xˆ(t)+
∫ 1
0
K¯1(x)α(x, t)dx
+ K¯3Yˆ (t)+
∫ 1
0
K¯2(x)β (x, t)dx, (133)
αt(x, t) =−q1αx(x, t)− c1α(x, t)− γ(x)Γ1v˜(2, t)
−
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dy
−
∫ 1
x
K3(x,y)h2(v˜(2, t);y)dy
+h2(v˜(2, t);x)−q2J3(x,1)h4(v˜(2, t)), (134)
βt(x, t) =q2βx(x, t)− c2β (x, t)
−λ (x)Γ1v˜(2, t)−
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dy
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−
∫ 1
x
K2(x,y)h2(v˜(2, t);y)dy
+h3(v˜(2, t);x)−q2J2(x,1)h4(v˜(2, t)), (135)
β (1, t) =qα(1, t)+h4(v˜(2, t)), (136)
˙ˆY (t) =Aˆ1Yˆ (t)+B1α(1, t)+Γ1v˜(2, t), (137)
vˆ(1, t) =C1Yˆ (t), (138)
vˆt(x, t) =− 1τ vˆx(x, t)+h5(v˜(2, t);x), (139)
where Aˆ1 is a Hurwitz matrix by choosing the control pa-
rameter F1 according to Assumption 2. K¯1(x), K¯2(x), K¯3,
K¯4(x), K¯5(x), K¯6 satisfy
K¯1(x) =pK2(0,x)−K3(0,x)+
∫ x
0
K¯1(y)K3(y,x)dy
+
∫ x
0
K¯2(y)K2(y,x)dy, (140)
K¯2(x) =− pJ2(0,x)+ J3(0,x)+
∫ x
0
K¯1(y)J3(y,x)dy
+
∫ x
0
K¯2(y)J2(y,x)dy, (141)
K¯3 =
∫ 1
0
K¯2(x)λ (x)dx+
∫ 1
0
K¯1(x)γ(x)dx
+ pλ (0)− γ(0), (142)
K¯4(x) =
∫ x
0
K¯4(y)K3(y,x)dy+
∫ x
0
K¯5(y)K2(y,x)dy
−E0K2(0,x), (143)
K¯5(x) =
∫ x
0
K¯4(y)J3(y,x)dy+
∫ x
0
K¯5(y)J2(y,x)dy
+E0J2(0,x), (144)
K¯6 =
∫ 1
0
K¯5(x)λ (x)dx+
∫ 1
0
K¯4(x)γ(x)dx
+E0λ (0), (145)
which are obtained by matching (132)-(133) and (28)-(29)
via (130)-(131) (Please see Step 4 in the Appendix-A for
the details). The following conditions of the kernels in the
transformations (130)-(131) are obtained by matching (134)-
(137) and (30)-(33) (the detailed process is shown in Steps.
1-3 in the Appendix-A):
q1K3(x,1) = q2J3(x,1)q+ γ(x)B1, (146)
J3(x,x) =
c1
q2+q1
, (147)
−q1J3x(x,y)+q2J3y(x,y)+(c2− c1)J3(x,y)
+ c1K3(x,y) = 0, (148)
−q1K3x(x,y)−q1K3y(x,y)+ c2J3(x,y) = 0, (149)
γ(1) =−F1, (150)
−q1γ ′(x)− γ(x)(A1+ c1)−q2J3(x,1)C1 = 0, (151)
q2qJ2(x,1) = q1K2(x,1)−λ (x)B1, (152)
K2(x,x) =
−c2
q1+q2
, (153)
q2J2x(x,y)+q2J2y(x,y)+ c1K2(x,y) = 0, (154)
q2K2x(x,y)−q1K2y(x,y)+(c1− c2)K2(x,y)
+ c2J2(x,y) = 0, (155)
q2λ ′(x)−λ (x)(A1+ c2)−q2J2(x,1)C1 = 0, (156)
λ (1) = qγ(1)+C1. (157)
The well-posedness of (146)-(157) is shown in the following
lemma.
Lemma 2 The kernel equations (146)-(151) have a unique
solution K3,J3 ∈ C1(D), γ(x) ∈ C1([0,1]) and (152)-(157)
have a unique solution K2,J2 ∈ C1(D), λ (x) ∈ C1([0,1]),
with D = {(x,y)|0≤ x≤ y≤ 1}.
Proof. (146)-(151) and (152)-(157) have the analogous
structure with (19)-(24) in [38]. Following the proof of
Lemma 1 in [38], we can obtain this lemma. 
Similarly, the inverse transformation can be obtained as
zˆ(x, t) =α(x, t)−
∫ 1
x
M (x,y)α(y, t)dy
−
∫ 1
x
N (x,y)β (y, t)dy−G (x)Yˆ (t), (158)
wˆ(x, t) =β (x, t)−
∫ 1
x
D(x,y)α(y, t)dy
−
∫ 1
x
T (x,y)β (y, t)dy−P(x)Yˆ (t), (159)
where M (x,y),N (x,y),G (x),D(x,y),T (x,y),P(x) are
kernels which can be determined through a similar process
in the Appendix-A. The first transformation in the control
design is completed.
4.2 Second transformation
In order to remove the last three terms in the boundary
condition (133) and form a Hurwitz matrix of the proximal
ODE (132), we introduce the second transformation
Zˆ(t) = Xˆ(t)+C0+
∫ 1
0
K¯1(x)α(x, t)dx
+C0+
∫ 1
0
K¯2(x)β (x, t)dx+C0+K¯3Yˆ (t), (160)
where C0+ denotes the Moore-Penrose right inverse of C0.
Note that because C0 is full-row rank (with rank equal to
1), a right inverse exists for C0. i.e., C0C0+ = I. A choice of
C0+ is C0+ =CT0 (C0C
T
0 )
−1.
Using (160), then (132)-(133) is converted to
˙ˆZ(t) = Aˆ0Zˆ(t)+q1C0+K¯1(0)C0Zˆ(t)+B0U¯(t)
+MY Yˆ (t)+
∫ 1
0
Mα(x)α(x, t)dx+
∫ 1
0
Mβ (x)β (x, t)dx
+N1α(1, t)+N2β (0, t)+H [h1(v˜(2, t)),h2(v˜(2, t);x),
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h3(v˜(2, t);x),h4(v˜(2, t)),h5(v˜(2, t);x), v˜(2, t)], (161)
α(0, t) = pβ (0, t)+C0Zˆ(t), (162)
where
H [h1(v˜(2, t)),h2(v˜(2, t);x),h3(v˜(2, t);x),h4(v˜(2, t)),
h5(v˜(2, t);x), v˜(2, t)]
=h1(v˜(2, t))+C0+K¯3Γ1v˜(2, t)+q2C0+K¯2(1)qh4(v˜(2, t))
+C0+
∫ 1
0
K¯1(x)
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dydx
−C0+
∫ 1
0
K¯1(x)
∫ 1
x
K3(x,y)h2(v˜(2, t);y)dydx
+C0+
∫ 1
0
K¯1(x)h2(v˜(2, t);x)dx
−C0+
∫ 1
0
K¯1(x)q2J3(x,1)dxh4(v˜(2, t))
−C0+
∫ 1
0
K¯2(x)λ (x)dxΓ1v˜(2, t)
−C0+
∫ 1
0
K¯2(x)
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dydx
−C0+
∫ 1
0
K¯2(x)
∫ 1
x
K2(x,y)h2(v˜(2, t);y)dydx
+C0+
∫ 1
0
K¯2(x)h3(v˜(2, t);x)dx
−C0+
∫ 1
0
K¯2(x)q2J2(x,1)dxh4(v˜(2, t)), (163)
and
U¯(t) =U(t)−F0Zˆ(t). (164)
Aˆ0 is Hurwitz by choosing the control parameter F0 consid-
ering Assumption 2. N1,N2,Mα(x),Mβ (x),MY in (161) are
N1 =C0+K¯3B1−q1C0+K¯1(1)+q2C0+K¯2(1)q, (165)
N2 = E0−q2C0+K¯2(0)+q1C0+K¯1(0)p, (166)
Mα(x) = K¯4(x)+q1C0+K¯′1(x)− (Aˆ0+ c1)C0+K¯1(x),
(167)
Mβ (x) = K¯5(x)−q2C0+K¯′2(x)− (Aˆ0+ c2)C0+K¯2(x),
(168)
MY =C0+K¯3Aˆ1+ K¯6− Aˆ0C0+K¯3. (169)
We thus arrive at the target system consisting of (134)-
(139), (161)-(162), which includes dynamic output injec-
tions in (163). Considering Theorem 1 and (121)-(123),
we know h1(v˜(2, t)), h2(v˜(2, t);x), h3(v˜(2, t);x), h4(v˜(2, t)),
h5(v˜(2, t);x) and Γ1v˜(2, t) in the target system (134)-(139),
(161)-(162) can be regarded as zero, i.e.,H = 0, for brevity.
Therefore, the target system (134)-(139), (161)-(162) can be
rewritten as
˙ˆZ(t) = Aˆ0Zˆ(t)+q1C0+K¯1(0)C0Zˆ(t)
+MY Yˆ (t)+
∫ 1
0
Mα(x)α(x, t)dx+
∫ 1
0
Mβ (x)β (x, t)dx
+N1α(1, t)+N2β (0, t)+B0U¯(t), (170)
α(0, t) = pβ (0, t)+C0Zˆ(t), (171)
αt(x, t) =−q1αx(x, t)− c1α(x, t), x ∈ [0,1] (172)
βt(x, t) = q2βx(x, t)− c2β (x, t), x ∈ [0,1] (173)
β (1, t) = qα(1, t), (174)
˙ˆY (t) = Aˆ1Yˆ (t)+B1α(1, t), (175)
vˆ(1, t) =C1Yˆ (t), (176)
vˆt(x, t) =−1τ vˆx(x, t), x ∈ [1,2]. (177)
4.3 Control design in frequency domain
In the last two subsections, the system (28)-(35) is converted
to the target system (170)-(177), through the two transfor-
mations (130)-(131) and (160). In this section, the control
U¯(t) in (170) of the target system (170)-(177) will be de-
signed in the frequency domain by using Laplace transform.
Taking Laplace transform of (170)-(177), we have
(sI− Aˆ0)Zˆ(s) = q1C0+K¯1(0)C0Zˆ(s)+MY Yˆ (s)
+
∫ 1
0
Mα(x)α(x,s)dx+
∫ 1
0
Mβ (x)β (x,s)dx
+N1α(1,s)+N2β (0,s)+B0U¯(s), (178)
α(0,s) = pβ (0,s)+C0Zˆ(s), (179)
sα(x,s) =−q1αx(x,s)− c1α(x,s), (180)
sβ (x,s) = q2βx(x,s)− c2β (x,s), (181)
β (1,s) = qα(1,s), (182)
(sI− Aˆ1)Yˆ (s) = B1α(1,s), (183)
vˆ(1,s) =C1Yˆ (s), (184)
svˆ(x,s) =−1
τ
vˆx(x,s). (185)
Note: for brevity, we consider all zero initial conditions
while taking Laplace transform (arbitrary initial condition-
s could be incorporated into the stability statement through
an expanded analysis which is routine).
Defining
h(s) = 1− pqe−(
c2
q2
+
c1
q1
)e−(
1
q2
+ 1q1
)s
, (186)
according to (179)-(185) and Sec. 3.2 in [29], we obtain the
following algebraic relationships between C0Zˆ(s) and other
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states in (179)-(185) as
h(s)α(x,s) = e
−(c1+s)
q1
xC0Zˆ(s), (187)
h(s)β (x,s) = qe
−(c2+s)
q2
(1−x)− (c1+s)q1 C0Zˆ(s), (188)
h(s)vˆ(x,s) =C1(sI− Aˆ1)−1B1e
−(c1+s)
q1
−τ(x−1)sC0Zˆ(s),
(189)
h(s)vˆ(1,s) =C1(sI− Aˆ1)−1B1e
−(c1+s)
q1 C0Zˆ(s), (190)
h(s)α(0,s) =C0Zˆ(s), (191)
h(s)β (1,s) = qe
−(c1+s)
q1 C0Zˆ(s), (192)
h(s)β (0,s) = qe
−(c2+s)
q2
− (c1+s)q1 C0Zˆ(s), (193)
h(s)α(1,s) = e
−(c1+s)
q1 C0Zˆ(s), (194)
h(s)Yˆ (s) = (sI− Aˆ1)−1B1e
−(c1+s)
q1 C0Zˆ(s), (195)
h(s)
∫ 1
0
Mβ (y)β (y,s)dy
=
∫ 1
0
Mβ (y)qe
−(c2+s)
q2
(1−y)− (c1+s)q1 dyC0Zˆ(s), (196)
h(s)
∫ 1
0
Mα(y)α(y,s)dy
=
∫ 1
0
Mα(y)e
−(c1+s)
q1
ydyC0Zˆ(s). (197)
Multiplying both sides of (178) by scalar h(s), and substi-
tuting (191)-(197) therein yields
h(s)(sI− Aˆ0)Zˆ(s)
=h(s)q1C0+K¯1(0)C0Zˆ(s)
+MY (sI− Aˆ1)−1B1e
−(c1+s)
q1 C0Zˆ(s)
+
∫ 1
0
Mα(y)e
−(c1+s)
q1
ydyC0Zˆ(s)
+
∫ 1
0
Mβ (y)qe
−(c2+s)
q2
(1−y)− (c1+s)q1 dyC0Zˆ(s)
+N1e
−(c1+s)
q1 C0Zˆ(s)+N2qe
−(c2+s)
q2
− (c1+s)q1 C0Zˆ(s)
+h(s)B0U¯(s). (198)
Recalling Assumption 1, we know h(s) is nonzero for any s∈
C,ℜ(s)≥ 0 and then h(s) has an inverse h(s)−1. Multiplying
both sides of (198) by h(s)−1 and defining
ξˆ (t) =C0Zˆ(t), (199)
(198) is then rewritten as
(sI− Aˆ0)Zˆ(s)
=q1C0+K¯1(0)ξˆ (s)
+h(s)−1MY (sI− Aˆ1)−1B1e
−(c1+s)
q1 ξˆ (s)
+h(s)−1
∫ 1
0
Mα(y)e
−(c1+s)
q1
ydyξˆ (s)
+h(s)−1
∫ 1
0
Mβ (y)qe
−(c2+s)
q2
(1−y)− (c1+s)q1 dyξˆ (s)
+h(s)−1N1e
−(c1+s)
q1 ξˆ (s)
+h(s)−1N2qe
−(c2+s)
q2
− (c1+s)q1 ξˆ (s)+B0U¯(s)
for any s ∈ C, ℜ(s)≥ 0. Defining
G(s) = q1C0+K¯1(0)+h(s)−1
[
MY (sI− Aˆ1)−1B1e
−(c1+s)
q1
+
∫ 1
0
Mα(y)e
−(c1+s)
q1
ydy+
∫ 1
0
Mβ (y)qe
−(c2+s)
q2
(1−y)− (c1+s)q1 dy
+N1e
−(c1+s)
q1 +N2qe
−(c2+s)
q2
− (c1+s)q1
]
(200)
which is a stable, proper transfer matrix, we have
(sI− Aˆ0)Zˆ(s) = G(s)ξˆ (s)+B0U¯(s). (201)
Recalling Aˆ0 being Hurwitz, det(sI− Aˆ0) does not have any
zeros in the closed right-half plane. Then the matrix (sI−Aˆ0)
is invertible for any s ∈C, ℜ(s)≥ 0. Multiplying both sides
of (201) C0(sI− Aˆ0)−1, we obtain
C0Zˆ(s) =C0(sI− Aˆ0)−1G(s)ξˆ (s)
+C0(sI− Aˆ0)−1B0U¯(s). (202)
That is
ξˆ (s) =C0(sI− Aˆ0)−1G(s)ξˆ (s)+W0U¯(s), (203)
where W0(s) =C0(sI− Aˆ0)−1B0.
Recalling Assumption 3 which is equivalent to the ex-
istence of a right inverse for W0. A possible choice
is given by the Moore-Penrose right inverse W+0 (s) =
W T0 (s)(W0(s)W
T
0 (s))
−1 [32].
Choose U¯(s) in (203) as
U¯(s) =−W+0 (s)Ω(s)C0(sI− Aˆ0)−1G(s)ξˆ (s)
= F(s)ξˆ (s) (204)
where a SISO low-pass filter Ω(s) satisfying
|1−Ω( jω)|< 1
supω∈R σ¯(G( jω))σ¯(C0( jωI− Aˆ0)−1)
,∀ω ∈ R
(205)
is adopted to make sure F(s) strictly proper. Note that be-
cause G(s) is uniformly bounded in the closed right-half
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plane, supω∈R σ¯(G( jω)) is bounded where σ¯ stands for the
largest singular value. A low-pass filter Ω(s) always can be
chosen to ensure F(s) strictly proper and satisfy (205) con-
currently, because there exists a ω1 to make the right hand
side of (205) larger than 1 at ω ≥ ω1 (supω∈R σ¯(G( jω)) is
bounded and σ¯(C0( jω− Aˆ0)−1) can be small enough at suf-
ficiently high frequencies), and thus (205) still holds even
if the gain |Ω( jω)| of the low-pass filter is close to zero at
ω ≥ ω1. It means that a choice of the cut-off frequency of
the low-pass filter Ω(s) is ω1.
Note that U¯ has been chosen as strictly proper by introducing
the low-pass filter Ω(s), which means that the controller is
robust to small input delays [32].
Substituting (204) into (203), we have
ξˆ (s) = (1−Ω(s))C0(sI− Aˆ0)−1G(s)ξˆ (s)
=Φ(s)ξˆ (s). (206)
That is
(1−Φ(s))ξˆ (s) = 0, (207)
where
σ¯ (Φ( jω))≤ |1−Ω( jω)|σ¯(C0( jωI− Aˆ0)−1) sup
ω∈R
σ¯(G( jω))
< 1 (208)
by recalling (205), which is a sufficient condition for expo-
nential convergence to zero of ξˆ . Considering (204), (164),
U(s) can be written as
U(s) = U¯(s)+F0Zˆ(s)
= [F0−W+0 (s)Ω(s)C0(sI− Aˆ0)−1G(s)C0]Zˆ(s),
(209)
where inverse Laplace transform is required to represent
U(s) in the time domain considering implementation of the
controller and Zˆ can be replaced as the observer states by
(160), (130)-(131).
5 Stability analysis of the closed-loop system
The closed-loop system includes the plant (1)-(7), the ob-
server (28)-(35) and the controller (209). The block dia-
gram of the closed-loop system is shown in Fig. 2. We
have given Theorem 1 showing the observer error states
between the plant and the observer are exponentially con-
vergent to zero in the sense of the norm (124) in Section
3.4. Considering (36), in order to prove the exponential
stability result of the closed-loop system, we present the
next lemma to show the exponential stability of the system-
(zˆ(x, t), wˆ(x, t), vˆ(x, t), Xˆ(t),Yˆ (t)) (28)-(35) under the con-
troller (209).
Fig. 2. Diagram of the closed-loop system.
Lemma 3 For any initial data (zˆ(x,0), wˆ(x,0), vˆ(x,0), Xˆ(0),
Yˆ (0)) ∈ L2(0,1)×L2(0,1)×L2(1,2)×Rn×Rm, exponen-
tial stability of the system (28)-(35) under the controller
(209) holds in the sense of the norm
‖zˆ(·, t)‖∞+‖wˆ(·, t)‖∞+‖vˆ(·, t)‖∞+
∣∣Xˆ(t)∣∣+ ∣∣Yˆ (t)∣∣ .
with the convergence rate being adjustable by F0,F1.
Proof. We would prove the exponential convergence of the
states in the overall system based on the exponential con-
vergence of ξˆ (t) by applying their algebraic relationships
obtained in Section 4.3.
According to exponential convergence to zero of ξˆ (t) =
C0Zˆ(t), which is obtained from (207)-(208), recalling (187)-
(189) and (195)-(197), we have α(x, t), β (x, t), vˆ(x, t),
‖α(·, t)‖, ‖β (·, t)‖, |Yˆ (t)| are exponentially convergent to
zero, where the convergence rate is adjustable by F0,F1
considering (11)-(12).
Substituting (204) into (201),
Zˆ(s)
= (sI− Aˆ0)−1[G(s)−B0W+0 Ω(s)C0(sI− Aˆ0)−1G(s)]ξˆ (s).
(210)
Because (sI− Aˆ0)−1[G(s)−B0W+0 Ω(s)C0(sI− Aˆ0)−1G(s)]
is a (stable) proper transfer matrix, using the exponential
convergence result of ξˆ , we also obtain exponential conver-
gence to zero of Zˆ via (210).
Applying Cauchy-Schwarz inequality into the inverse trans-
formations (158)-(159), and transformations (160), we ob-
tain
|zˆ(x, t)|+ |wˆ(x, t)| ≤ ϒ2a
(
|α(x, t)|+ |β (x, t)|+‖α(·, t)‖
+‖β (·, t)‖+ ∣∣Yˆ (t)∣∣),∣∣Xˆ(t)∣∣≤ ϒ2b(‖α(·, t)‖+‖β (·, t)‖+ ∣∣Yˆ (t)∣∣+ ∣∣Zˆ(t)∣∣)
(211)
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for some positive ϒ2a,ϒ2b. Recalling the obtained expo-
nential convergence of α(x, t), β (x, t), ‖α(·, t)‖, ‖β (·, t)‖,
|Yˆ (t)|, |Zˆ(t)|, we thus obtain the exponential convergence to
zero of zˆ(x, t)+ wˆ(x, t)+ |Xˆ(t)|. Recalling the exponential
convergence to zero of |Yˆ (t)| and vˆ(x, t), we obtain Lemma
3. 
Theorem 2 For any initial data (z(x,0),w(x,0), v(x,0),
X(0),Y (0)) ∈ L2(0,1)×L2(0,1)×L2(1,2)×Rn×Rm, con-
sidering the closed-loop system including the plant (1)-(7),
the observer (28)-(35) and the controller (209),
1) The internal exponential stability holds in the sense of
the norm
‖z(·, t)‖∞+‖w(·, t)‖∞+‖v(·, t)‖∞+ |X(t)|+ |Y (t)|
‖zˆ(·, t)‖∞+‖wˆ(·, t)‖∞+‖vˆ(·, t)‖∞+
∣∣Xˆ(t)∣∣+ ∣∣Yˆ (t)∣∣
+ |y1(t)|+ |y4(t)|+‖y2(·, t)‖∞+‖y3(·, t)‖∞+‖y5(·, t)‖∞
with the convergence rate being adjustable by L0,L1,F0,F1.
2) There exist positive constants Γc and λc making the dy-
namic feedback control U(t) bounded and exponentially
convergent to zero in the sense of
|U(t)| ≤ Γce−λct .
Proof. 1) Applying (36) and Cauchy-Schwarz inequality,
recalling Theorem 1 and Lemma 3, we straightforwardly
obtain 1) in Theorem 2.
2) According to the control design in Section 4.3, we know
F(s) = W+0 Ω(s)C0(sI − Aˆ0)−1G(s)C0 in (204) is strictly
proper. It follows that F0 −W+0 Ω(s)C0(sI − Aˆ0)−1G(s)C0
in (209) is a (stable) proper transfer function because F0
is a constant matrix. Recalling (209) and the exponential
convergence of Zˆ proved in Lemma 3, we obtain the ex-
ponential convergence to zero of the dynamic feedback
control U(t), which is a dynamic extension generated by
utilizing the frequency-domain design approach.
The proof of Theorem 2 is completed. 
6 Application in control of a deepwater construction
vessel
A DCV is used to place equipment to be installed at the pre-
determined location on the seafloor for off-shore oil drilling,
which is shown in Fig. 3 and described in the first para-
graph in Section 1. The equipment, referred to as payload,
have to be installed accurately at the predetermined loca-
tion with a tight tolerance, such as the permissible maxi-
mum tolerance for a typical subsea installation in [16] is
2.5 m. In this section, we design an output-feedback control
force at the crane to reduce oscillations of the long cable
Fig. 3. Schematic of a DCV used in seafloor installation.
and position the payload in the target area with compensat-
ing the sensor delay, where the details of applying the above
theoretical results in observer and controller designs would
be presented. Note that we only consider one-dimensional
oscillations of DCV and the end phase of the descending
process, i.e., the cable length being constant. Control prob-
lems of two-dimensional coupled oscillations of DCV in the
whole descending/ascending process with a time-varying-
length cable are considered in [40] which, however, is not a
sandwiched system by neglecting the crane dynamics, and
does not include delay compensation.
6.1 Modeling
A nonlinear PDE model of the DCV consisting of vessel,
crane, cable, and payload has been presented in [16].
6.1.1 Simplifies from a nonlinear model of the vessel crane
Impose the following simplifies on the nonlinear model of
the DCV, Eqs. (1), (2), (6)-(8) in [16]:
• Nonuniform distributed tension T (z, t) in Eq. (2) in [16],
which introduces nonlinearity into the model, is simplified
as an uniform distributed tension T0 which is defined by
an equation of static equilibrium.
• The dynamics of the ocean surface vessel ys(t) (Eq. (1) in
[16]) is neglected and only consider regulating dynamics
of crane-cable-payload, because the vessel can be kept
at the desired position by the ship dynamic positioning
system.
• The time-varying damping coefficients d0(t), dL(t) of the
onboard crane and the payload in [16] are considered as
constants.
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Table 2
Physical parameters of the DCV.
Parameters (units) values
Cable length L (m) 1000
Cable diameter RD (m) 0.2
Cable effective Youngs Modulus E (N/m2) 4.0×109
Cable linear density ρ (kg/m) 8.02
Crane mass M0 (kg) 1.0× 106
Payload mass ML (kg) 4.0× 105
Gravitational acceleration g (m/s2) 9.8
Cable material damping coefficient dc (N·s/m) 0.5
Height of payload modeled as a cylinder hc (m) 10
Diameter of payload modeled as a cylinder Dc (m) 5
Damping coefficient at payload dL (N·s/m) 2.0×105
Damping coefficient at crane d0 (N·m·s/rad) 8.0× 105
Seawater density ρs (kgm−3) 1024
Thus the nonlinear model of the DCV (Eqs. (1), (2), (6)-
(8) in [16]) can be simplified as the following linear model
(note that u0(t),uL(t) in (7)-(8) in [16] are two control inputs
which are not required in our design):
M0b¨0(t) =−d0b˙0(t)+T0ux(0, t)+U(t), (212)
u(0, t) = b0(t), (213)
ρutt(x, t) = T0uxx(x, t)−dcut(x, t)+ f (x, t),x ∈ [0,L]
(214)
u(L, t) = bL(t), (215)
MLb¨L(t) =−dLb˙L(t)+T0ux(L, t)+ fL(t), (216)
Therein, T0 is static tension defined as T0 = MLg−Fbuoyant
with Fbuoyant = 14piD
2
chcρsg. u(x, t) denote distributed trans-
verse displacements along the cable. b0(t) and bL(t) repre-
sent transverse displacements of the onboard crane and the
payload. f (z, t), fL(t) are ocean current disturbances , i.e.,
external drag forces at the cable and payload. The physi-
cal parameters of the DCV in simulation are from [16] and
shown in Tab. 2.
Note that even though the DCV model here is a linear model
while that in [16] is a more complicated nonlinear model,
some boundedness assumptions in [16] are not required here.
Moreover, only one control input at the onboard crane is
required here while one more control input for the payload
is required in the control system in [16].
6.1.2 Reformulation of the linear model
Apply Riemann transformations
z(x, t) = ut(x, t)−
√
T0
ρ
ux(x, t), (217)
w(x, t) = ut(x, t)+
√
T0
ρ
ux(x, t) (218)
and define new variables X(t) = b˙0(t), Y (t) = b˙L(t), (212)-
(216) can be rewritten as
X˙(t) = A0X(t)+E0w(0, t)+B0U(t), (219)
z(0, t) = pw(0, t)+C0X(t), (220)
zt(x, t) =−q1zx(x, t)− c1(z(x, t)+w(x, t))+ f (x, t), (221)
wt(x, t) = q2wx(x, t)− c2(z(x, t)+w(x, t))+ f (x, t), (222)
w(L, t) = qz(L, t)+C1Y (t), (223)
Y˙ (t) = A1Y (t)+B1z(1, t)+ fL(t), (224)
yout(t) =C1Y (t− τ), (225)
where yout(t) is the delayed measurement output and
yout(t) = 0, t ∈ [0,τ) because the sensing signal has not
been received. The observer and controller design in the
next subsection is based on (219)-(225) except for the
disturbances f (x, t), fL(t), which are regarded as model
uncertainties in the simulation to test the robustness of the
controller. The sensor delay τ is considered as 0.1s. Note
that q1 = q2 =
√
T0
ρ , c1 = c2 =
dc
2ρ . p,q satisfy Assumption
1 (|pq|= 1 < e
c2
q2
+
c1
q1 = 1.0014), and
A0 =
−d0
M0
−
√
T0ρ
M0
, E0 =
√
T0ρ
M0
, B0 =
1
M0
,C0 = 2,
(226)
A1 =
−dL
ML
+
√
T0ρ
ML
, B1 =−
√
T0ρ
ML
, C1 = 2 (227)
satisfy Assumptions 2-4.
6.1.3 Ocean current disturbances in the model
The time-varying ocean surface current velocity can be mod-
eled by a first-order Gauss-Markov process [10]
P˙(t)+µP(t) = G (t), Pmin ≤ P(t)≤ Pmax, (228)
where G (t) is Gaussian white noise. Constants Pmin,Pmax
and µ are chosen as 1.6ms−1, 2.4ms−1 and 0 [16]. The
full current load P(t) is applied at the cable from x = 0
to x = 300m and thereafter linearly decline to 0.1P(t) at
the bottom of the cable, i.e., x = 1000 m [16]. The depth
dependent ocean current profile P(x, t) is thus obtained as
P(x, t) =
P(t), 0≤ x≤ 300970−0.9x
700
P(t), 300≤ x≤ L (229)
which determines the ocean current disturbances f (x, t) fL(t)
as following. f (x, t) can be modeled as an oscillating drag
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force [16]:
f (x, t) =
1
2
ρsCdP(x, t)2RDAD cos
(
4pi
StP(x, t)
RD
t+ ς
)
(230)
where Cd = 1 denoting the drag coefficient, ς = pi being
the phase angle, AD = 400 denoting the amplitude of the
oscillating drag force, St = 0.2 being the Strouhal number
[11]. The drag force fL(t) at the payload which is considered
as a cylinder is derived from Morison’s equation [16]:
fL(t) =
1
2
CdρshcDc |P(L, t)|P(L, t). (231)
6.2 Observer and controller
The observer and controller would be defined by applying
the theoretical results obtained in the previous sections.
6.2.1 Observer
Defining control parameters L0 and L1, A¯0 = A0−L0C0 and
A¯1 = A1−L1C1 are obtained as
A¯0 =
−d0
M0
−
√
T0ρ
M0
−2L0, (232)
A¯1 =
−dL
ML
+
√
T0ρ
ML
−2L1 (233)
according to (226)-(227), where the control parameters L0
and L1 should satisfy
L0 >
−d0
2M0
−
√
T0ρ
2M0
, (234)
L1 >
−dL
2ML
+
√
T0ρ
2ML
. (235)
According to the values of the physical parameters in the
DCV given in Tab. 2, we know L0,L1 should satisfy L0 >
−0.4,L1 >−0.25. Considering the robustness to the external
disturbances (230)-(231), L0 and L1 are chosen as 0.05 and
0.1 in the simulation after adjusting L0 and L1 under the
disturbances.
Next, we calculate r(s) =C1e−τA1(sI− A¯1)−1B1 in this DCV
model. According to A1 (227), we have
e−τA1 = e
dLτ
ML
− τ
√
T0ρ
ML . (236)
According to (227), (233), (236), r(s) can then be obtained
as
r(s) =C1e−τA1(sI− A¯1)−1B1
=
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
MLs+dL−√T0ρ+2L1ML . (237)
From (237), we know the numerator and denominator of
(237) are not zero for s≥ 0 recalling the choice of L1 (235).
It means r(s) 6= 0 and r(s) is bounded. Next, we calculate
the form of H1(s), H2(s;x), H3(s;x), H4(s), H5(s;x).
Recalling (120), (105), (101), (75) and (72), H1(s), H2(s;x),
H3(s;x), H4(s), H5(s;x) in the observer are obtained
H1(s) =
−q1K1(1)
C1e−τA1(sI− A¯1)−1B1
=−q1K1(1)MLs+dL−
√
T0ρ+2L1ML
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
, (238)
H2(s;x) =
−q1φ(x,1)
C1e−τA1(sI− A¯1)−1B1
=−q1φ(x,1)MLs+dL−
√
T0ρ+2L1ML
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
, (239)
H3(s;x) =
−q1ψ(x,1)
C1e−τA1(sI− A¯1)−1B1
=−q1ψ(x,1)MLs+dL−
√
T0ρ+2L1ML
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
, (240)
H4(s) =
q+C1(sI− A¯1)−1B1
C1e−τA1(sI− A¯1)−1B1
=
(
q+
−2√T0ρ
MLs+dL−√T0ρ+2L1ML
)
× MLs+dL−
√
T0ρ+2L1ML
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
= q
MLs+dL−√T0ρ+2L1ML
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
+
1
e
dLτ
ML
− τ
√
T0ρ
ML
, (241)
H5(s;x) =C1e−τA1xΓ1− C1e
−τA1xB1
C1e−τA1(sI− A¯1)−1B1
= 2e(
−dLτ
ML
+
τ
√
T0ρ
ML
)(1−x)L1
+
−2e(
dLτ
ML
− τ
√
T0ρ
ML
)x√Toρ
ML
MLs+dL−√T0ρ+2L1ML
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
= 2e(
−dLτ
ML
+
τ
√
T0ρ
ML
)(1−x)L1
+
e(
dLτ
ML
− τ
√
T0ρ
ML
)(x−1)
ML
(MLs+dL−
√
T0ρ+2L1ML), (242)
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where
C1(sI− A¯1)−1B1 = −2
√
T0ρ
MLs+dL−√T0ρ+2L1ML (243)
is used in calculating (241), and
C1e−τA1xB1 =
−2e(
dLτ
ML
− τ
√
T0ρ
ML
)x√Toρ
ML
,
C1e−τA1xΓ1 =C1eτA1(1−x)L1 = 2e
(
−dLτ
ML
+
τ
√
T0ρ
ML
)(1−x)L1
are used in calculating (242).
According to (238)-(242), the inverse Laplace transform
(45)-(49) can then be obtained as the following form
h1(y˜out(t)) =
q1K1(1)ML
2
√
T0ρe
dLτ
ML
− τ
√
T0ρ
ML
˙˜yout(t)
+
q1K1(1)(dL−√T0ρ+2L1ML)
2
√
T0ρe
dLτ
ML
− τ
√
T0ρ
ML
y˜out(t), (244)
h2(y˜out(t);x) =
q1φ(x,1)ML
2
√
T0ρe
dLτ
ML
− τ
√
T0ρ
ML
˙˜yout(t)
+
q1φ(x,1)(dL−√T0ρ+2L1ML)
2
√
T0ρe
dLτ
ML
− τ
√
T0ρ
ML
y˜out(t), (245)
h3(y˜out(t);x) =
q1ψ(x,1)ML
2
√
T0ρe
dLτ
ML
− τ
√
T0ρ
ML
˙˜yout(t)
+
q1ψ(x,1)(dL−√T0ρ+2L1ML)
2
√
T0ρe
dLτ
ML
− τ
√
T0ρ
ML
y˜out(t), (246)
h4(y˜out(t)) =
qML
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
˙˜yout(t)
+
q(dL−√T0ρ+2L1ML)−2√T0ρ
−2√T0ρe
dLτ
ML
− τ
√
T0ρ
ML
y˜out(t), (247)
h5(y˜out(t);x) = e
(
dLτ
ML
− τ
√
T0ρ
ML
)(x−1) ˙˜yout(t)
+
[
e(
dLτ
ML
− τ
√
T0ρ
ML
)(x−1)
(dL−√T0ρ+2L1ML)
ML
+2e(
−dLτ
ML
+
τ
√
T0ρ
ML
)(1−x)L1
]
y˜out(t) (248)
where y˜out(t) = yout(t)− vˆ(L+1, t). vˆ(L+1, t) is the bound-
ary state of the observer (28)-(35) for this DCV model, where
zˆ(x, t), wˆ(x, t) are in the spatial domain x ∈ [0,L] and vˆ(x, t)
is defined in x ∈ [L,L+1].
Note that transfer functions (238)-(242) are non proper be-
cause s in the numerators, corresponding to taking the time
derivative of y˜out(t), i.e., ˙˜yout(t) in (244)-(248). In practice,
instead of taking time derivative, we place an accelerometer
at the bottom of the cable then getting delayed oscillation ac-
celeration b¨L(t−τ) to obtain ˙˜yout(t) = y˙out(t)− vˆt(L+1, t) =
C1b¨L(t − τ)− vˆt(L+ 1, t), t ≥ τ , and then calculate y˜out(t)
by integration from τ to t with the known initial value
y˜out(τ) =C1Y (0)− vˆ(L,0). Actually it is equal to multiply
(238)-(242) by 1s and then the transfer functions are made
proper. Thereby, high gain at high frequency which may be
caused by the non proper transfer functions is avoided.
6.2.2 Controller
Recalling (200), in the DCV model, G(s) in the controller
(209) is
G(s) =
√
T0
2ρ
K¯1(0)+
1
1− pqe
−dc√
ρT0
−2
√
ρ
T0
s
×
[−MY√T0ρe
(
−dc
2
√
ρT0
−
√
ρ
T0
s
)
MLs+dL−√T0ρ+F1
+
∫ 1
0
Mα(y)qe
(
−dc
2
√
ρT0
−
√
ρ
T0
s
)
y
dy
+
∫ 1
0
Mβ (y)qe
(
−dc
2
√
ρT0
−
√
ρ
T0
s
)
(2−y)
dy
+N1e
(
−dc
2
√
ρT0
−
√
ρ
T0
s
)
+N2qe
−dc√
ρT0
−2
√
ρ
T0
s
]
(249)
which is a proper transfer function. According to (11) and
(226), one obtains
(sI− Aˆ0)−1 = M0M0s+d0+√T0ρ+F0 (250)
where F0 should be chosen as
F0 >−d0−
√
T0ρ (251)
to make sure Aˆ0 < 0. According to (12), F1 should be chosen
as
F1 <
dL√
T0ρ
−1 (252)
to make Aˆ1 < 0. Recalling the parameter values of the DCV
given in Tab. 2, we know F0,F1 should be chosen to satisfy
F0 >−8.04×105,F1 < 49.6 according to (251)-(252). Con-
sidering robustness to the external disturbance (230)-(231),
F0 and F1 are defined as 8.57× 105 and −2.9× 106 in the
simulation after tuning F0 and F1 under the disturbances.
The low-pass filter Ω(s) in (200) is chosen as a traditional
second-order low-pass filter because the non proper transfer
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function
W+0 (s) =
1
C0(sI− A¯0)−1B0
=
M0s+d0+
√
T0ρ+F0
2
(253)
includes first order s in the numerator. The cut-off frequency
ωc of the low-pass filtering Ω(s) can be chosen as
ωc = 2Mmax− d0M0 −
√
T0ρ
M0
− F0
M0
, (254)
where constant Mmax = supω∈R |G( jω)| recalling (249).
(254) is chosen according to
ωc+
d0
M0
+
√
T0ρ
M0
+
F0
M0
2Mmax
≥ 1 from
(205), which means when ω > ωc in (205), the right hand
side is larger than 1 and the gain of the low-pass filter Ω(s)
can be even zero.
6.3 Simulation results
We consider the end phase (20 s) of the descending process,
i.e., the payload near the seafloor and the cable being the
total length L, which is the most important and challenging
phase because the cable is long and the oscillations would
be large. The simulation is based on (219)-(225) using the
finite difference method with the time step and the space step
as 0.001 s and 0.1 m respectively. Considering the sensor
delay τ = 0.1s, the measurement output is the 100-time-
steps-earlier one.
6.3.1 Initial values
The initial conditions are defined as z(x,0) = 4sin(pixL ),
w(x,0) = 4cos(pixL ), thereby, X(0) = 2, Y (0) =−2 recalling
(220), (223) which physically means initial oscillation ve-
locities of the crane and payload. The initial conditions of
(212)-(216) are determined based on the initial conditions
of (219)-(225), i.e., z(x,0),w(x,0). The initial oscillation
velocity of the cable is ut(x,0) = 12 (z(x,0) + w(x,0)) =
2sin(pixL )+2cos(
pix
L ). The initial distributed oscillation dis-
placement of the cable is defined as u(x,0) = 0, thereby,
initial offset of the payload bL(0) = 0, and b0(0) = 0 re-
calling (213),(215). Our task is to reduce the oscillations
of cable and place the payload in the target area, namely
within the permissible tolerance 2.5 m around the pre-
determined location [16], by applying the observer-based
output-feedback control force at the onboard crane.
6.3.2 Responses of z,w,X ,Y
According to Fig. 4, we know the oscillations appear in the
responses of w(x, t), z(x, t), which is the result of the property
of the long cable and the external disturbances (230)-(231).
From Fig. 5, we can observe that the designed control input
can effectively reduce the oscillation amplitudes even though
(a) w(x, t).
(b) z(x, t).
Fig. 4. Responses of w(x, t), z(x, t) (without control)
(a) w(x, t).
(b) z(x, t).
Fig. 5. Responses of w(x, t), z(x, t) (with control).
(a) X(t). (b) Y (t).
Fig. 6. Responses of X(t), Y (t) (with control).
the plant is subject to the external disturbance. The moving
velocity of the controlled crane and the oscillation velocity
of the payload, namely X(t) and Y (t), are shown in Fig.
6 from which we know X(t) and Y (t) are convergent to
zero. It also can be seen in Fig. 7 that the observer errors
w˜(x, t), z˜(x, t) converge to a small range around zero under
the unknown external disturbances and the sensor delay τ .
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(a) w˜(x, t).
(b) z˜(x, t).
Fig. 7. Observer errors w˜(x, t), z˜(x, t)
6.3.3 Representing the obtained responses as u,bL in DSV
The physical meaning of the responses z,w in Figs. 5-6
would be clear after representing them as the responses of the
cable oscillation and position error, i.e., u and bL in (212)-
(216). Through (217)-(218), the cable transverse oscilla-
tion energy including oscillation kinetic energy ρ2 ‖ut(·, t)‖2
and potential energy T02 ‖ux(·, t)‖2 can be represented by
z(x, t),w(x, t) as
ρ
2
‖ut(·, t)‖2+ T02 ‖ux(·, t)‖
2
=
ρ
8
‖w(·, t)+ z(·, t)‖2+ ρ
8
‖w(·, t)− z(·, t)‖2 (255)
where ‖ut(·, t)‖2 denotes
∫ L
0 ut(·, t)2dx. The transverse dis-
placement of the payload bL(t) can be obtained as
bL(t) = u(L, t) =
1
2
∫ t
0
(z(L,δ )+w(L,δ ))dδ +bL(0).
(256)
As shown in Fig. 8, the oscillation energy of the cable with
the proposed control law is reduced faster and to a level be-
low to the uncontrolled case after t = 5.5s, under the exter-
nal disturbances (230)-(231). This result shows robustness
of the proposed control to small disturbances. However, as
we continue to increase the amplitude of the disturbance
(230) by gradually raising AD i.e., the amplitude of the os-
cillating drag force, from its baseline value 400, the blue
line in Fig. 8 shows that the controller fails to achieve effec-
tive vibration suppression once AD reaches three times the
baseline value, i.e., AD = 1200. From Fig. 9, we note that
position error of the payload is −0.77 m from the desired
location on the sea floor, which satisfies the requirement of
being within permissible tolerance of 2.5 m, while the po-
sition error is −4.11 m in the case without control, which
exceeds the tolerance. The control signal shown in Fig. 10,
is bounded and convergent.
Fig. 8. Cable transverse oscillation energy:
ρ
2 ‖ut(·, t)‖2 + T02 ‖ux(·, t)‖2.
Fig. 9. Transverse displacement bL(t) of the payload. The end
point at t = 20s means the position error on the sea floor. The
permissible tolerance of this typical model is 2.5 m [16].
Fig. 10. Control force of the onboard crane.
7 Conclusion and future work
Delay-compensated control of heterodirectional coupled hy-
perbolic PDEs sandwiched between two general ODEs is
addressed in this paper, where the control input is applied
at one ODE and the measurement is placed at another ODE
with a sensor delay. Using the delayed measurement output,
a full-order state observer which can compensate the sen-
sor delay is designed to estimate the states of the overall
system including the plant and sensor delay dynamics. An
observer-based output-feedback controller is designed using
backstepping transformations and frequency-domain design
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methods. The exponential stability result of the closed-loop
system and the boundedness and exponential convergence
of the control input are proved in this paper. The obtained
theoretical results are applied to oscillation suppression of
a DCV for off-shore oil drilling as a simulation case. The
simulation results show the proposed control input applied
at the onboard crane can reduce the oscillations of the cable
and place the payload in the target area on the sea floor.
In this paper, the observer-based output-feedback controller
is designed based on the model with completely known pa-
rameters. In the future work, the model uncertainties, such
as unknown plant parameters and external disturbances will
be considered in such a sandwiched PDE system, and the
adaptive and ADRC (Active Disturbance Rejection Control)
technologies would be incorporated into the control design
to solve this more practical and complex problem including
parameter estimation and disturbance attenuation.
Appendices
A. Matching (28)-(33) and (132)-(137):
Step 1: Taking the time and spatial derivative of (131) along
(28)-(33), substituting the results into (135), we have
βt(x, t)−q2βx(x, t)+ c2β (x, t)
+λ (x)Γ1v˜(2, t)+
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dy
+
∫ 1
x
K2(x,y)h2(v˜(2, t);y)dy
−h3(v˜(2, t);x)+q2J2(x,1)h4(v˜(2, t))
= wˆt(x, t)−
∫ 1
x
K2(x,y)zˆt(y, t)dy
−
∫ 1
x
J2(x,y)wˆt(y, t)dy−λ (x) ˙ˆY (t)
−q2wˆx(x, t)+q2
∫ 1
x
K2x(x,y)zˆ(y, t)dy
+q2
∫ 1
x
J2x(x,y)wˆ(y, t)dy+q2λ ′(x)Yˆ (t)
−q2K2(x,x)zˆ(x, t)−q2J2(x,x)wˆ(x, t)
+ c2wˆ(x, t)− c2
∫ 1
x
K2(x,y)zˆ(y, t)dy
− c2
∫ 1
x
J2(x,y)wˆ(y, t)dy− c2λ (x)Yˆ (t)
+λ (x)Γ1v˜(2, t)+
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dy
+
∫ 1
x
K2(x,y)h2(v˜(2, t);y)dy
−h3(v˜(2, t);x)+q2J2(x,1)h4(v˜(2, t))
=−c2zˆ(x, t)+h3(v˜(2, t);x)+q1
∫ 1
x
K2(x,y)zˆx(y, t)dy
+
∫ 1
x
c1K2(x,y)[zˆ(x, t)+ wˆ(y, t)]dy
−
∫ 1
x
K2(x,y)h2(v˜(2, t);y)dy
−q2
∫ 1
x
J2(x,y)wˆx(y, t)dy
+
∫ 1
x
c2J2(x,y)[zˆ(y, t)+ wˆ(y, t)]dy
−
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dy
+q2
∫ 1
x
K2x(x,y)zˆ(y, t)dy+q2
∫ 1
x
J2x(x,y)wˆ(y, t)dy
−q2K2(x,x)zˆ(x, t)−q2J2(x,x)wˆ(x, t)
−λ (x)A1Yˆ (t)−λ (x)B1zˆ(1, t)
−λ (x)Γ1v˜(2, t)+q2λ ′(x)Yˆ (t)
− c2
∫ 1
x
K2(x,y)zˆ(y, t)dy
− c2
∫ 1
x
J2(x,y)wˆ(y, t)dy− c2λ (x)Yˆ (t)
+λ (x)Γ1v˜(2, t)+
∫ 1
x
J2(x,y)h3(v˜(2, t);y)dy
+
∫ 1
x
K2(x,y)h2(v˜(2, t);y)dy
−h3(v˜(2, t);x)+q2J2(x,1)h4(v˜(2, t))
= [−c2− (q1+q2)K2(x,x)]zˆ(x, t)
+
∫ 1
x
[c1K2(x,y)+q2J2x(x,y)+q2J2y(x,y)] wˆ(y, t)dy
+
∫ 1
x
[
c2J2(x,y)+ c1K2(x,y)− c2K2(x,y)
+q2K2x(x,y)−q1K2y(x,y)
]
zˆ(y, t)dy
+[q1K2(x,1)−q2J2(x,1)q−λ (x)B1] zˆ(1, t)
+
[
q2λ ′(x)−λ (x)A1− c2λ (x)−q2J2(x,1)C1
]
Yˆ (t). (A.1)
For (A.1) to hold, conditions (152)-(156) should be satisfied.
Step 2: Taking the time and spatial derivative of (130) along
(28)-(33), substituting the results into (134), we have
αt(x, t)+q1αx(x, t)+ c1α(x, t)
+ γ(x)Γ1v˜(2, t)+
∫ 1
x
J3(x,y)h3(v˜(2, t);y)dy
+
∫ 1
x
K3(x,y)h2(v˜(2, t);y)dy−h2(v˜(2, t);x)
+q2J3(x,1)h4(v˜(2, t))
= zˆt(x, t)−
∫ 1
x
K3(x,y)zˆt(y, t)dy−
∫ 1
x
J3(x,y)wˆt(y, t)dy
− γ(x) ˙ˆY (t)+q1zˆx(x, t)−q1
∫ 1
x
K3x(x,y)zˆ(y, t)dy
−q1
∫ 1
x
J3x(x,y)wˆ(y, t)dy−q1γ ′(x)Yˆ (t)
+q1K3(x,x)zˆ(x, t)+q1J3(x,x)wˆ(x, t)
+ c1zˆ(x, t)− c1
∫ 1
x
K3(x,y)zˆ(y, t)dy
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− c1
∫ 1
x
J3(x,y)wˆ(y, t)dy− c1γ(x)Yˆ (t)
+ γ(x)Γ1v˜(2, t)+
∫ 1
x
J3(x,y)h3(v˜(2, t);y)dy
+
∫ 1
x
K3(x,y)h2(v˜(2, t);y)dy−h2(v˜(2, t);x)
+q2J3(x,1)h4(v˜(2, t))
=−c1wˆ(x, t)+h2(v˜(2, t);x)+q1
∫ 1
x
K3(x,y)zˆx(y, t)dy
+
∫ 1
x
c1K3(x,y)[zˆ(y, t)+ wˆ(y, t)]dy
−
∫ 1
x
K3(x,y)h2(v˜(2, t);y)dy
−q2
∫ 1
x
J3(x,y)wˆx(y, t)dy
+
∫ 1
x
c2J3(x,y)[zˆ(y, t)+ wˆ(x, t)]dy
−
∫ 1
x
J3(x,y)h3(v˜(2, t);y)dy
−q1
∫ 1
x
K3x(x,y)zˆ(y, t)dy−q1
∫ 1
x
J3x(x,y)wˆ(y, t)dy
+q1K3(x,x)zˆ(x, t)+q1J3(x,x)wˆ(x, t)
− γ(x)A1Yˆ (t)− γ(x)B1zˆ(1, t)− γ(x)Γ1v˜(2, t)−q1γ ′(x)Yˆ (t)
− c1
∫ 1
x
K3(x,y)zˆ(y, t)dy
− c1
∫ 1
x
J3(x,y)wˆ(y, t)dy− c1γ(x)Yˆ (t)
+ γ(x)Γ1v˜(2, t)+
∫ 1
x
J3(x,y)h3(v˜(2, t);y)dy
+
∫ 1
x
K3(x,y)h2(v˜(2, t);y)dy−h2(v˜(2, t);x)
+q2J3(x,1)h4(v˜(2, t))
= [(q2+q1)J3(x,x)− c1] wˆ(x, t)
+
∫ 1
x
[
c1K3(x,y)−q1J3x(x,y)
+q2J3y(x,y)+(c2− c1)J3(x,y)
]
wˆ(y, t)dy
+
∫ 1
x
[c2J3(x,y)−q1K3x(x,y)−q1K3y(x,y)] zˆ(y, t)dy
+[q1K3(x,1)−q2J3(x,1)q− γ(x)B1] zˆ(1, t)
+
[−q1γ ′(x)− γ(x)A1− c1γ(x)−q2J3(x,1)C1]Yˆ (t).
(A.2)
For (A.2) to hold, conditions (146)-(149), (151) should be
satisfied.
Step 3: Inserting (130)-(131) into (137),(136) respectively,
applying (32)-(33), we obtain
˙ˆY (t)− A¯1Yˆ (t)−B1α(1, t)−Γ1v˜(2, t)
= ˙ˆY (t)−A1Yˆ (t)+B1F1Yˆ (t)−B1zˆ(1, t)+B1γ(1)Yˆ (t)
−Γ1v˜(2, t)
=B1(F1+ γ(1))Yˆ (t) = 0, (A.3)
β (1, t)−qα(1, t)−h4(v˜(2, t))
=wˆ(1, t)−qzˆ(1, t)+(qγ(1)−λ (1))Yˆ (t)−h4(v˜(2, t))
=(qγ(1)−λ (1)+C1)Yˆ (t) = 0. (A.4)
For (A.3)-(A.4) to hold, conditions (150) and (157) should
be satisfied.
Step 4: Inserting (130)-(131) into (133) and (132), applying
(29), (28) we have
α(0, t)− pβ (0, t)−
∫ 1
0
K¯1(x)α(x, t)dx− K¯3Yˆ (t)
−
∫ 1
0
K¯2(x)β (x, t)dx−C0Xˆ(t)
=
∫ 1
0
[
pK2(0,x)−K3(0,x)+
∫ x
0
K¯1(y)K3(y,x)dy
+
∫ x
0
K¯2(y)K2(y,x)dy− K¯1(x)
]
z(x, t)dx
−
∫ 1
0
[
pJ2(0,x)− J3(0,x)−
∫ x
0
K¯1(y)J3(y,x)dy
−
∫ x
0
K¯2(y)J2(y,x)dy+ K¯2(x)
]
w(x, t)dx
+
[∫ 1
0
K¯2(x)λ (x)dx+
∫ 1
0
K¯1(x)γ(x)dx
+ pλ (0)− γ(0)− K¯3
]
Y (t) = 0, (A.5)
˙ˆX(t)−A0Xˆ(t)−E0β (0, t)−
∫ 1
0
K¯4(x)α(x, t)dx
−
∫ 1
0
K¯5(x)β (x, t)dx− K¯6Yˆ (t)−B0U(t)−h1(v˜(2, t))
=−
∫ 1
0
[∫ x
0
K¯4(y)K3(y,x)dy+
∫ x
0
K¯5(y)K2(y,x)dy
−E0K2(0,x)− K¯4(x)
]
z(x, t)dx
−
∫ 1
0
[∫ x
0
K¯4(y)J3(y,x)dy+
∫ x
0
K¯5(y)J2(y,x)dy
+E0J2(0,x)− K¯5(x)
]
w(x, t)dx
−
[∫ 1
0
K¯5(x)λ (x)dx+
∫ 1
0
K¯4(x)γ(x)dx
+E0λ (0)− K¯6
]
Y (t) = 0. (A.6)
For (A.5)-(A.6) to hold, conditions (140)-(145) are obtained.
B. Calculations of (98) and (102)
Details of calculating (98):
w˜t(x, t)−q2w˜x(x, t)+ c2z˜(x, t)+ c2w˜(x, t)
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+h3(v˜(2, t);x)
= β˜t(x, t)−
∫ 1
x
ψ(x,y)α˜t(y, t)dy
−q2β˜x(x, t)+q2
∫ 1
x
ψx(x,y)α˜(y, t)dy−q2ψ(x,x)α˜(x, t)
+ c2α˜(x, t)− c2
∫ 1
x
φ(x,y)α˜(y, t)dy+h3(v˜(2, t);x)
+ c2β˜ (x, t)− c2
∫ 1
x
ψ(x,y)α˜(y, t)dy
=
∫ 1
x
N¯(x,y)β˜ (y, t)dy+ c1
∫ 1
x
ψ(x,y)α˜(y, t)dy
+q1
∫ 1
x
ψ(x,y)α˜x(y, t)dy+
∫ 1
x
c1ψ(x,y)β˜ (y, t)dy
−
∫ 1
x
∫ y
x
ψ(x,δ )M¯(δ ,y)dδ β˜ (y, t)dy
+q2
∫ 1
x
ψx(x,y)α˜(y, t)dy
−q2ψ(x,x)α˜(x, t)− c2
∫ 1
x
ψ(x,y)α˜(y, t)dy
+ c2α˜(x, t)− c2
∫ 1
x
φ(x,y)α˜(y, t)dy+h3(v˜(2, t);x)
= [c2− (q1+q2)ψ(x,x)]α˜(x, t)
+
∫ 1
x
[−q1ψy(x,y)+q2ψx(x,y)− c2φ(x,y)
− (c2− c1)ψ(x,y)]α˜(x, t)dy
+
∫ 1
x
[c1ψ(x,y)+ N¯(x,y)
−
∫ y
x
ψ(x,δ )M¯(δ ,y)dδ ]β˜ (y, t)dy
+q1ψ(x,1)α˜(1, t)+h3(v˜(2, t);x)
= q1ψ(x,1)α˜(1, t)+h3(v˜(2, t);x) = 0. (B.1)
Details of calculating (102):
z˜t(x, t)+q1z˜x(x, t)+ c1w˜(x, t)+ c1z˜(x, t)+h2(v˜(2, t);x)
= α˜t(x, t)−
∫ 1
x
φ(x,y)α˜t(y, t)dy
+q1α˜x(x, t)−q1
∫ 1
x
φx(x,y)α˜(y, t)dy+q1φ(x,x)α˜(x, t)
+ c1β˜ (x, t)− c1
∫ 1
x
ψ(x,y)α˜(y, t)dy+h2(v˜(2, t);x)
+ c1α˜(x, t)− c1
∫ 1
x
φ(x,y)α˜(y, t)dy
=−c1β˜ (x, t)+q1
∫ 1
x
φ(x,y)α˜x(y, t)dy
+
∫ 1
x
[−q1φx(x,y)− c1ψ(x,y)]α˜(y, t)dy
+
∫ 1
x
[−
∫ y
x
φ(x,δ )M¯(y,δ )dδ +φ(x,y)c1]β˜ (y, t)dy
+q1φ(x,x)α˜(x, t)+ c1β˜ (x, t)
+
∫ 1
x
M¯(x,y)β˜ (y, t)dy+h2(v˜(2, t);x)
=
∫ 1
x
[−q1φx(x,y)− c1ψ(x,y)−q1φy(x,y)]α˜(y, t)dy
+
∫ 1
x
[M¯(x,y)−
∫ y
x
φ(x,δ )M¯(δ ,y)dδ + c1φ(x,y)]β˜ (y, t)dy
+q1φ(x,1)α˜(1, t)+h2(v˜(2, t);x)
= q1φ(x,1)α˜(1, t)+h2(v˜(2, t);x) = 0. (B.2)
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