Inference for the parametric distribution of a response given covariates is considered under informative selection of a sample from a finite population. Under this selection, the conditional distribution of a response in the sample, given the covariates and given that it was selected for observation, is not the same as the conditional distribution of the response in the finite population, given only the covariates. It is instead a weighted version of the conditional distribution of interest. Inference must be modified to account for this informative selection. An established approach in this context is maximum "sample likelihood", developing a weight function that reflects the informative sampling design, then treating the observations as if they were independently distributed according to the weighted distribution. While the sample likelihood methodology has been widely applied, its theoretical foundation has been less developed. A precise asymptotic description of a wide range of informative selection mechanisms is proposed. Under this framework, consistency and asymptotic normality of the maximum sample likelihood estimators are established. The theory allows for the possibility of nuisance parameters that describe the selection mechanism. The proposed regularity conditions are verifiable for various sample schemes, motivated by real problems in surveys. Simulation results for these examples illustrate the quality of the asymptotic approximations, and demonstrate a practical approach to variance estimation that combines aspects of model-based information theory and design-based variance estimation.
Introduction
Consider a finite population U = {1, . . . , N } and a joint probability density function (pdf) f(x, y, z), called a superpopulation model, generating independent and identically distributed (iid) random vectors (X k , Y k , Z k ) for each k ∈ U . Here, X k is a vector of covariates, Y k is a response (possibly vector-valued) , and Z k is a vector of design variables. Suppose that f(x, y, z) = f ξ (z | x, y)f θ (y | x)g(x) where ξ and θ are vectors of unknown parameters. The factor f ξ describes the selection mechanism, and contains only nuisance parameters ξ. The factor g describes the marginal distribution of X and is not of interest. It is of interest to conduct inference for θ based on observations of (X k , Y k , Z k ) for a sample selected from U . In the absence of sampling, the conditional distribution of the Y k 's given the X k 's for the entire finite population is k∈U f θ (y k | x k ), and Z k 's are irrelevant for inference on θ.
In general, however, the sample selection depends on (Z 1 , . . . , Z N ). For positive Z k 's, a common design would be to include element k in the sample of size n with probability nZ k / k∈U Z k . As another example, the population could be sorted on an index Z k and then grouped into disjoint strata of elements with similar Z k values, with independent sample selections from each such stratum.
Since Y k and Z k are dependent in general, the conditional distribution of the Y k 's given the X k 's in the sample is typically not equal to the product of the conditionals: the distribution of Y k given X k for selected k is not f θ (y k | x k ) and the informative selection mechanism may induce dependence among the selected observations. Ignoring the informative selection results in inconsistent estimation of θ.
One approach to estimation in this context of informative selection is pseudolikelihood, consisting of maximizing the Horvitz and Thompson (1952) estimator of k∈U ln f θ (y k | x k ), the population level log-likelihood. This method is straightforward and is a standard feature of software designed for the analysis of survey data. The resulting estimators are consistent for θ under mild conditions, but may be inefficient compared to other likelihood-based methods.
Another approach is based on the sample likelihood, consisting of ignoring the dependence among the observations and treating them as if they were independently distributed according to the sample pdf, ρ(x, y; θ, ξ)f θ (y | x), which is a weighted version of the population pdf. The weight function ρ(·) requires the specification of the model f ξ for the selection mechanism. The sample pdf is the basis for an estimation approach under length-biased sampling (Patil and Rao, 1978) . It has been developed for more general informative selection schemes in the complex survey context (Krieger and Pfeffermann (1992, section 3), Pfeffermann, Krieger and Rinott (1998) ; Pfeffermann and Sverchkov (2009) ). The weight ρ(x, y; θ, ξ) is the expected inclusion probability of an element given its covariate is x and response is y, divided by the expected inclusion probability given its covariate is x. (This definition can be extended for random sample sizes and withreplacement sampling, replacing expected inclusion probability by expected number of selections (Bonnéry, Breidt and Coquet (2012) .) As shown by Landsman and Graubard (2013) , the Breslow and Cain (1988) approach is a special case of sample likelihood estimation.
The sample likelihood methodology has been extended in a number of directions (Pfeffermann and Sverchkov, 1999, 2003; Pfeffermann and Sikov, 2011; Pfeffermann, 2011) , including longitudinal surveys Nathan, 2006a,b, 2007) , small area estimation (Ghosh and Maiti, 2004; Pfeffermann and Sverchkov, 2007; Eideh and Nathan, 2009) , and multi-level modeling (Pfeffermann, Moura and Silva, 2006; Cai, 2013) . A review of these and other approaches to inference under informative selection is given by Pfeffermann and Sverchkov (2009) . See also Chambers, Steel, Wang and Welsh (2012, §3. 3) for an overview and simulation-based comparisons of pseudo-likelihood, sample likelihood and full maximum likelihood.
Under a strong set of assumptions, including that sample size remains fixed as population size goes to infinity, Pfeffermann, Krieger and Rinott (1998) have established the pointwise convergence of the joint distribution of the responses to the product of the sample pdf's. This is taken as partial justification of the sample likelihood approach; see, for example, Landsman and Graubard (2013, §3) . In this paper, we develop a more complete theoretical foundation for the sample likelihood methodology: a central limit theorem for model parameters that also accounts for estimation of nuisance parameters in the selection mechanism.
In Bonnéry, Breidt and Coquet (2012) , a precise asymptotic framework for informative selection is given and weak conditions on the informative selection mechanism are stated under which the (unweighted) empirical cumulative distribution function (cdf) converges uniformly to the cdf associated with the limiting sample pdf. That is, the classical Glivenko-Cantelli theorem holds in the case of a weak dependence among the draws, perhaps suggestive of good behavior for the sample likelihood approach.
In this paper, we use the same asymptotic framework and further conditions on the selection mechanism and on the regularity of the sample pdf to show consistency and asymptotic normality of sample likelihood estimators of θ. Our theory assumes the existence of a √ n-consistent and asymptotically normal estimator ξ of the selection mechanism parameters ξ, which can often be obtained via Horvitz-Thompson estimation. These parameters are not of independent interest but do appear in ρ(x, y; θ, ξ) and hence in the sample likelihood. Our criterion function is then the log sample likelihood with ξ replacing ξ. We study the properties of the estimator of θ that maximizes this criterion. Adapting Gong and Samaniego (1981) , we establish existence, consistency and central limit theory for such an estimator of θ. Pfeffermann and Sverchkov (2003, §12.4 ) and Eideh and Nathan (2006b, §4. 3) have considered the use of inverse information for estimating the variance of the maximum sample likelihood estimators, but they treat the informativeness parameter estimates ξ as fixed. Landsman and Graubard (2013, §5.1) observe that under independence, Yuan and Jennrich (2000) could be used to correct the variance estimator for the variation in ξ, but these results do not allow for the dependence due to selection that we consider here. Our results lead immediately to appropriate variance estimators.
As in Bonnéry, Breidt and Coquet (2012) , the conditions we propose are verifiable for various sample schemes, commonly encountered in real problems in surveys, and involve computing conditional versions of first and second-order inclusion probabilities.
We derive the asymptotic distribution in detail for the aforementioned scheme in which the population is stratified on ordered values of Z. Given sufficient information on the sample design and the covariates, the maximum sample likelihood estimators are feasible and are more efficient than the maximum pseudo-likelihood estimators. We illustrate this final result by simulations applied in some basic sample schemes. We also show how to obtain useful variance estimators, combining information computations as in standard likelihood theory with design-based covariance matrix estimation.
Notation and definitions

General framework
Let {N γ } γ∈N denote an increasing sequence of positive integers and consider a sequence of finite populations {U γ } γ∈N with U γ = {1, . . . , N γ }.
All random variables are defined on a common measured space (Ω, A , P). We assume that P belongs to a parametric family (P θ,ξ ) (θ,ξ)∈Θ×Ξ where Θ and Ξ are subsets of real vector spaces; that P is dominated by some measure; and that there exists a unique (θ 0 , ξ 0 ) ∈ Θ × Ξ such that P = P θ0,ξ0 .
Densities are generically denoted by f and are given without specification of the measure. Equalities of conditional distributions or densities are almost sure equalities. Writing a density implies that it is defined: e.g., f Y | X=x means there exists a conditional distribution P Y | X=x satisfying standard conditions, and f Y | X=x is the density of P Y | X=x with respect to some σ-finite measure. We write f Y | X=x;θ,ξ , for example, when the explicit parameterization is important.
We define a sequence of real random vectors {(X k , Y k , Z k )} k∈N , independently and identically distributed, where X k is a vector of finite dimension of real covariates, Y k corresponds to the response (possibly vector-valued) of interest and Z k are the design characteristics of the element k.
The finite population matrices of covariate, response and design vectors are denoted respectively by
We assume that for all x and y, f Z | X=x,Y =y;θ,ξ = f Z | X=x,Y =y;ξ , and that for all x, f Y | X=x;θ,ξ = f Y | X=x,;θ . We shall sometimes write f Y | X=x,;θ = f θ (. | x). We are interested in inference for the distribution of Y given X, parameterized by θ. The parameter ξ is a nuisance parameter controlling the distribution of Z given X and
Nγ denote a realized sample from U γ where j k = 1 if element k is selected and j k = 0 otherwise. Let p denote a probability measure on {0, 1} Nγ , which we will refer to as a design measure. Assume that there exists a sequence of functions {D γ } γ∈N , which we will call design measure functions, such that D γ (z) is a design measure for all z ∈ Z γ (Ω). Then Π γ = D γ (Z γ ) is a random design measure on U γ . Assume that the index of the element k of the population plays no role in the way elements are selected. Specifically, for all z ∈ Z γ (Ω), r a permutation of U γ , and A ⊂ {0, 1}
Nγ ,
where r.z = z r(1) . . . z r(N ) and r.A = a r(1) . . . a r(N ) a ∈ A . A sample from U γ selected according to the random design measure Π γ is a random vector J γ = (J γ,k ) k∈Uγ that takes values in {0, 1}
Nγ and that satisfies f Jγ |Πγ ,Xγ ,Yγ ,Zγ ;θ,ξ = f Jγ |Πγ (1a)
For γ ∈ N, define the sample size as the random variable n γ = Nγ k=1 J γ,k . Define the inclusion probability of element k ∈ U γ as the random variable π γ,k = Π γ j ∈ {0, 1} Nγ j k = 1 , and the second order inclusion probability of elements k and as the random variable π γ,k, = Π γ j ∈ {0, 1} Nγ j k = 1, j = 1 . To illustrate, consider stratified simple random sampling without replacement where H strata are formed by sorting the values of a scalar index Z k . Designs such as this are common in establishment surveys and in retrospective studies of existing records, such as the National Maternal and Infant Health Survey described in §4.4. Let (N γh ) γ∈N,h∈{1,...,H} be an array of strictly positive integers such that for all γ ∈ N, N γh denotes the size of the hth stratum of the γth population and
as the permutation of (1, . . . , N γ ) such that Z νγ (1) < · · · < Z νγ (Nγ ) . The permutation is a random vector which is a function of Z γ . The hth stratum of the γth population is
Let n γh ∈ {1, . . . , N γh } denote the non-random number of elements selected from the hth stratum of the γth population via simple random sampling without replacement. The probability of the atomic event j ∈ {0, 1}
Nγ is then
if ∀h ∈ {1, . . . , H} , k∈U γh j k = n γh 0 otherwise, and the probability of any event A ⊂ {0, 1} Nγ is obtained by summing the above probabilities over distinct vectors j ∈ A. The first-order inclusion probabilities are π γ,k = n γh N −1 γh for k ∈ U γh and the second-order inclusion probabilities are
In the following, by convention 0/0 = 0. For γ ∈ N, let x γ = x 1 , . . . , x Nγ ∈ X(Ω)
Nγ denote a matrix of fixed covariate vectors for the entire finite population.
Remark 1. Bounded in probability and convergence in probability. Let W γ be a sequence of random variables in a real vector space of finite dimension and let · denote the Euclidean norm. Write
The limit sample pdf
We now define the limit conditional sample pdf of Y k given X k = x k . In general, the conditional sample pdf depends not only on X k but also on numerical summaries h γ (X γ ) of all the finite population X-values, and the limit conditional sample pdf will depend on a limit h ∞ of those summaries.
•Assumption A0. There exists d ∈ N such that ∀ (θ, ξ) ∈ Θ×Ξ, there exists a sequence of functions h γ :
Definition 1. The limit conditional sample pdf. Under A0, the limit sample pdf of response Y given covariate X = x is
where
We also define the weight function for the variable X: assume that N −1 γ Nγ k=1 δ x k converges weakly to P X , then for x ∈ X(Ω),ρ ∞ (x; θ, ξ) is defined as
and under the assumption that lim γ→∞ N −1
Results for stratified sampling
In this section we prove a result of independent interest, showing that suitably normalized sums over the sample under this informative selection scheme are asymptotically normal. This result will be used in deriving the asymptotic distribution of the maximum sample likelihood estimator in an example of Section 4. For h ∈ {0, . . . , H}, define t γh = T γh N −1 γ and assume that t ∞,h = lim γ→∞ t γh is defined. Further, for h ∈ {1, . . . , H}, assume that τ h = lim γ→∞ n γh N −1 γh is well-defined and strictly positive. Then τ = lim γ→∞ n γ N
, which we assume to be strictly positive.
Let ζ(t) = inf {x|P (Z ≤ x) ≥ t} be the quantile function of Z (see Serfling (1980, p. 74) ), which implicitly depends on θ and ξ. Assume that for all θ and ξ, ζ(·) is a continuous function. For h ∈ {1, . . . , H}, define ζ h = ζ (t ∞,h ) and
Proof. See Appendix A.
Maximum sample likelihood estimation
The following series of results follows the development in Gong and Samaniego (1981) , adapted to the context of informative selection which we have described above.
Plug-in maximum sample likelihood estimation
Definition 2. Under A0, define
and for γ ∈ N, define the mean log sample likelihood as
Assume that ξ γ is a sequence of estimators of ξ and define the maximum sample likelihood estimator of θ adapted to ξ γ as
F.J. Breidt and F. Coquet
Assume that the following information matrices are defined:
(y), and
(y).
•Assumption A1. Asymptotic normality conditions Assume A0 and assume that:
I γ,1,1 and I γ,1,2 are finite and I γ,1,1 is positive-definite, (A1.c) I γ,1,1 converges to a finite and positive-definite matrix,
There exists a sequence of positive-definite matrices
such that
Theorem 2. Under A1, the maximum sample likelihood estimator adapted to ξ γ is asymptotically normal, that is
where the square root of a positive-definite matrix is its only positive square root by convention and
Proof. See appendix B.
Variance estimation
Depending on what is known about the covariates, various estimators of the information matrix and of Σ can be proposed. If P X is known, then I γ,1,1 can be estimated by
If the population vector x γ is known, then I γ,1,1 can be estimated by
If x is known on the sample, then I γ,1,1 can be estimated by its Horvitz-Thompson estimator:
The matrix I γ,1,2 can also be estimated using the same methods. Since ξ will often be obtained via pseudo-likelihood methods, it is convenient to estimate Σ γ in A1.g using design-based methods from standard software. To do so requires expressing the score vector ∂ ∂θL (θ 0 , ξ 0 ) as a design-weighted sum over the sample, then plugging in ( θ, ξ) for (θ 0 , ξ 0 ). Design-based variance estimation might also require linearization of ξ. We illustrate these ideas in §4.4. Alternatively, the matrix Σ γ could be estimated by analytically computing Var θ,ξ ∂ ∂θL (θ 0 , ξ 0 ) ξ γ − ξ 0 X γ = x γ and plugging in the estimates of θ and ξ, or it could be computed by Monte Carlo methods.
Examples and simulations
Pareto distribution and Bernoulli sampling
We begin with a simple example with no covariate. Let Y 1 , . . . , Y Nγ be iid Pareto with pdf f θ (y) = θy
, the Bernoulli distribution with success probability y −ξ , and Ξ = (0, ∞). The sample scheme is stratified Bernoulli sampling with two strata determined by the realized Z k 's, and with sampling rates τ 0 = 0.02 in stratum 0 and τ 1 = 0.1 in stratum 1. Then ∀j ∈ {0, 1} Nγ , z ∈ {0, 1} Nγ ,
Ignoring the informative selection mechanism and maximizing the log-likelihood leads to the naive estimatorθ
which is biased and inconsistent. The maximum pseudo-likelihood estimator is obtained by maximizing the weighted log-likelihood, yielding
this estimator is asymptotically unbiased and consistent. To obtain the maximum sample likelihood estimator, first compute
for all γ ∈ N and y ∈ [1, ∞). Let
. A HorvitzThompson plug-in estimator of ξ is then obtained as
Finally, the maximum sample likelihood estimator of θ is obtained by numerical maximization: θ γ = arg max θ∈Θ L γ θ, ξ γ . Straightforward calculations then yield the asymptotic variance of Theorem 2. For comparison, we also consider the full likelihood with N γ considered as unknown. (The naive, pseudo-likelihood and sample likelihood estimators do not require N γ known.) We maximize
with respect to (N γ ∈ N, θ ∈ Θ, ξ ∈ Ξ) to obtain the "Full" estimators in the following tables.
Our first simulation results are presented in Table 1 . We generated 1000 independent replicates of (Y γ , Z γ , J γ ) under the Pareto model with N γ = 10, 000 elements each. For each replicate, we computed the naive, pseudo-likelihood, sample likelihood, and full likelihood estimators. Even in this simple example, the full likelihood estimator is much more complicated to implement than the sample likelihood estimator. Empirical means, percent relative biases ((mean − θ)/θ) × 100%, root mean squared error (RMSE) ratios relative to the maximum sample likelihood estimator, and empirical variances across these 1000 replicates are summarized in Table 1 for θ = 4 and different values of ξ, with larger ξ corresponding to greater informativeness. Also tabled is the asymptotic variance computed from Theorem 2 of the maximum sample likelihood estimator.
As expected, the naive estimatorθ γ that ignores informative selection is badly biased except in the case closest to noninformative selection. (All four estimators are identical when ξ = 0). The maximum pseudo-likelihood estimator θ γ is essentially unbiased, but is somewhat less efficient than the maximum sample likelihood estimator θ γ . In all but the most informative case, the maximum sample likelihood estimator has performance comparable to that of the estimator that maximizes the full likelihood. The asymptotic variance of θ γ computed from Theorem 2 is an excellent approximation to the empirical variance in all cases. We extended the comparisons of Table 1 to other population sizes and sampling rates within strata. Additional results for N γ ∈ {100, 1000, 10000} and τ ∈ {(0.01, 0.1), (0.04, 0.5), (0.09, 0.95)} are not shown but are qualitatively similar. In each case, the full likelihood estimator performs best with respect to mean squared error. Of the remaining estimators, the maximum sample likelihood estimator outperforms the maximum pseudo-likelihood estimator, and often approaches the efficiency of the maximum likelihood estimator. This same ordering of efficiency, with sample likelihood dominating pseudo-likelihood, is found in our other simulation studies below, and elsewhere in the literature (e.g., Krieger and Pfeffermann (1992) ; Chambers, Steel, Wang and Welsh (2012, §3.3)).
Normal distribution and stratified sampling: without covariate
We next consider the stratified design described in §2.3, with normal distributions for the stratification variable Z k and the response variable Y k . First, we derive analytic results in detail for the case of no covariates. Similar results hold for the case with covariates, but the notation is considerably more complicated. We therefore omit such derivations and instead report on simulation results for the case with a covariate in §4.3.
, where σ η is known; that is,
Further, assume that η k are mutually independent and independent of Y γ .
Result 1. Under this asymptotic framework, A0 holds and
where ζ h = ξ 2 + σ 2 η Φ −1 (t ∞,h ) + ξθ and Φ is the cdf of N (0, 1).
Proof. See appendix C.1.
The sample likelihood is then defined. Consider
this is a standard Horvitz-Thompson plug-in estimator, but its asymptotic behavior is not immediate due to the dependence of π γ,k on the ordering of the Z k 's. Under the asymptotic framework described above, we can establish the following result:
Result 2. The statistic ξ γ is a consistent estimator of ξ.
Proof. See appendix C.2.
We then define θ γ to be the maximum sample likelihood estimator of θ adapted to ξ γ , i.e.
Result 3. Under the above asymptotic framework, assumption A1 (the conditions of Theorem 2) is satisfied, and
Proof. See appendix C.3.
Normal distribution and stratified sampling: covariate case
We now extend the previous model with a continuous covariate, denoted X. Assume Y = β 0 + β 1 X + ε, where ε ∼ N (0, σ 2 ε ), and β 0 , β 1 , σ ε are unknown real numbers. We are interested in the estimation of θ = (β 0 , β 1 , σ ε )
T . Assume that the empirical population cdf of x γ converges uniformly to a normal cdf with known parameters µ X and σ 2 X .
Result 4. Under this setting, the assumptions of Theorem 2 hold, and
, and Φ(·) is the cdf of
Proof. The proof is similar to that of Result 3 and is omitted.
As in the previous example, the Horvitz-Thompson plug-in estimator of ξ is
The maximum sample likelihood estimators are then obtained as
Ignoring the informative selection mechanism and maximizing the log-likelihood leads to the ordinary least squares estimatorsθ γ of the parameters θ. These are biased and inconsistent under informative selection. The maximum pseudo-likelihood estimators are obtained by maximizing the weighted log-likelihood, yielding weighted least squares estimators θ γ , with weights given by inverse inclusion probabilities. These estimators are asymptotically unbiased and consistent.
We simulated a realization of N γ = 5000 iid values x γ from a normal distribution with parameters µ X = 1 and σ 2 X = 1. Keeping x γ fixed and choosing σ η ∈ {0.1, 1, 10}, we then generated 1000 independent replicates of (Y γ , Z γ , J γ ), using H = 2 strata with N γ1 = 3500, N γ2 = 1500, n γ1 = 50, n γ2 = 200, β 0 = 1/2, β 1 = 1, σ ε = 2 and ξ = 2. For each replicate, we computedθ γ , θ γ and θ γ . For the latter, we computed ρ ∞ by approximating the limits τ h and t ∞,h : setting
γ N γ1 = 7/10 and t ∞,2 = N −1 γ N γ2 = 3/10. Empirical means, percent relative biases, root mean squared error (RMSE) ratios relative to the maximum sample likelihood estimator, and empirical variances across these 1000 replicates are summarized in Table 2 , with larger σ η corresponding to greater informativeness. Also tabled is the asymptotic variance of the maximum sample likelihood estimators.
The ordinary least squares estimatorsθ γ , which ignore informative selection, are badly biased except for the slope and noise variance under the least informative selection. The weighted least squares estimators θ γ obtained by maximum pseudo-likelihood estimation are essentially unbiased in every case, but are substantially less efficient than the maximum sample likelihood estimators θ γ . The asymptotic variance of θ γ computed from Theorem 2 approximates the corresponding empirical variances very well in all cases.
Gestational age example
Our final example illustrates the use of the sample likelihood estimation and our asymptotic theory, along with variance estimation, when ρ ∞ is obtained empirically by the analyst, via regression of the design weights on the response variable as in Krieger and Pfeffermann (1992) . Our simulation is motivated by a textbook example of at-risk infants from the 1988 National Maternal and Infant Health Survey (NMIHS), described in Korn and Graubard (1999, Example 4.3-1) . The design used birth certificates to oversample low birthweight infants. Fuller (2009, Example 6.3 .1) simulated a five-per-stratum design with 18 strata (90 observations) to mimic properties of NMIHS, and we used those data to generate parameter values for our simulation. Assume that only stratum and 2 ), with no covariates. Since gestational age is highly correlated with birthweight, the design is informative. For this problem, an empirical model with considerable predictive power is P ln W k |Y k = N (ξ 0 +ξY k , τ 2 ); that is, the design weights W k = π −1 k are log-normally distributed. It is then easy to show that ρ ∞ (y; θ, ξ)f θ (y) = N (µ − ξσ 2 , σ 2 ), independent of ξ 0 and τ 2 . Estimating ξ via pseudo-likelihood is equivalent to regressing ln W k on Y k using the design weights W k , yielding
With n γ = Nγ k=1 J γ,k , the plug-in sample maximum likelihood estimators are then
These estimates can then be plugged into the information matrices, given by
The score vector in A1.g has elements
Plugging in µ, σ 2 , ξ = µ, σ 2 , ξ yields two estimated totals,
The linearization of ξ used in design-based variance estimation is also an estimated total,
Thus, by creating a data set with design information and the variables S 1k , S 2k , L k , we can use standard survey software to obtain Σ γ , the design-based covariance matrix estimate for the three estimated totals.
We chose N γ = 15, 000 and generated 1000 independent replicates of
. We set µ = 39.853, σ 2 = 16.723, ξ = 0.175, τ 2 = 0.087, n = 90 and
For each simulated replicate, we used the {π k } = {W −1 k } to draw two different withoutreplacement samples: an unstratified sample of size n = 90 and a stratified five-perstratum sample with 18 strata. The strata were formed by sorting the population on Y k , cumulating the π k 's, and forming a new stratum each time the cumulative π k 's exceeded an integer multiple of five. For each sample, we computed the naive estimatorμ = n γ
, and the maximum sample likelihood estimator µ. We also computed the standard design-based variance estimator for µ, and the new variance estimator as described above for µ.
Empirical means, percent relative biases, root mean squared error (RMSE) ratios relative to the maximum sample likelihood estimator, and empirical variances across the 1000 replicates and both designs are summarized in Table 3 . Also tabled are the average estimated variances and the ratio of average estimated variance to empirical variance. The naive estimators that ignore informative selection are badly biased under both designs. The weighted sample mean (Hájek estimator) obtained by maximum pseudo-likelihood estimation is essentially unbiased under each design, but is also less efficient under each design than the maximum sample likelihood estimator. The estimated variance for µ shows some tendency to underestimate, but its downward bias is comparable to that seen with standard variance estimation for µ.
Conclusion
In this paper, we have developed a precise asymptotic description of the behavior of the maximum sample likelihood estimator under informative selection from a finite population. We have shown that maximizing the sample likelihood, which treats the observations as if they were independently distributed according to a weighted distribution induced by the sample selection mechanism, is valid in the sense that the resulting estimators are consistent and asymptotically normal. This continues to hold even if nuisance parameters, which describe the selection mechanism but are not of scientific interest otherwise, must be estimated. We verified the conditions of our theory for the important special case of stratified sampling on an ordered index; many real designs incorporate this or similar methods. The asymptotic theory leads to excellent variance approximations in our simulations. The variance estimation method suggested by our theory combines analytic information computations, familiar from standard likelihood estimation, with design covariance matrix estimation, readily obtained from survey software.
Appendix A: Proof of Theorem 1
The continuity of ζ ensures the strong consistency of the sample quantiles (see Serfling (1980, p. 75) ), and further: P
γ,h be a sequence defined for all γ ∈ N, h ∈ {1, . . . , H}, such that h < h ⇒ 0 < t * γ,h ≤ t * γ,h ≤ 1, and such that ∀h ∈ {1, . . . , H}, lim γ→∞ t * γ,h = t ∞,h . Then conditionally on Z νγ (T γ,h−1 ) = ζ t * γ,h−1 , Z νγ (T γ,h ) = ζ t * γ,h , we have independence within the same stratum: ∀h ∈ {1, . . . , H − 1},
where ⊗ denotes product measure and P ⊗k denotes the product measure of k independent and identically distributed random variables, and
where for h ∈ {1, . . . , H − 1}, r γh is a random permutation of the ordered set ν γ (U γ,h ) such that r γh • ν γ (T γ,h ) = T γ,h , and r γH is a random permutation of the ordered set ν γ (U γ,H ). If we consider the distribution of the sample responses on hth stratum, we have: ∀h ∈ {1, . . . , H − 1},
and
Equation (3) implies that ∀h ∈ {1, . . . , H − 1},
and equation (4) implies that
We will show that ∀h ∈ {0, . . . , H},
). (7) Using (5) we calculate, for h ∈ {0, . . . , H − 1}:
In addition,
and g(y, z, τ γh )1 (ζ(t *
, we conclude by the Lebesgue dominated convergence theorem that
and for γ large enough, g y, ζ t *
, we conclude by the Lebesgue dominated convergence theorem that:
Equations (8), (9) and the preceding imply that
For γ ∈ N, h ∈ {1, . . . , H − 1} introduce the random variables X * γ,h,1 . . . X * γ,h,n γh that satisfy
and the random variables X * γ,H,1 . . . X * γ,H,n γH that satisfy
To prove the asymptotic normality of α T S γh , we will show that the Lindeberg condition ∀ε ∈ (0, ∞) , lim
γ,h , we have independence between strata:
Together with equation (7), this implies that
The almost sure asymptotic normality implies the global asymptotic normality. For γ ∈ N, x ∈ R, α ∈ Y (Ω) we define:
Then equation (14) implies that P (T γh ) γ∈N,h∈{1,...,H−1} −a.s (t * ), lim γ→∞ h γ,α,x, (t * ) = exp ix − t 2 /2 . Besides, P (T γh ) γ∈N,h∈{1,...,H−1} −a.s (t * ), ∀γ ∈ N |h γ,α,x (t * )| ≤ 1. We apply the Lebesgue dominated convergence theorem: The convergence of the characteristic function then implies the convergence to the normal distribution, which ends the demonstration of the theorem.
We deduce from the preceding that m ∞ (y; θ, ξ) is defined: 
C.2. Proof of Result 2
The quantile function ζ(t) of Z is continuous on (0, 1) and f Y | Z=z (y) is continuous in z ∀y ∈ R. The function ζ(·) depends on σ η , θ, and ξ via ζ(t) = ξ 2 + σ 2 η Φ −1 (t) + ξθ.
Applying Theorem 1 with g(y, z, τ ) = y × z/τ, y 2 /τ T , we obtain the asymptotic normality of the vector √ n γ S γ :
√ n γ n min{τ ∞,h } .
Finally,
∂∆ ∂θ ∂∆ ∂ξ (y, θ 0 , ξ 0 ) ρ ∞,θ0,ξ0 can be bounded above by a function of the form |ay 2 + by + c| so E θ0,ξ0 ∂ ∂θ ∆ ∂ ∂ψ ∆ < ∞ and I γ,1,2 is defined. To show that A1.g is satisfied, we apply Theorem 1 with g(y, z, π) = (∂∆/∂θ) (y, θ 0 , ξ 0 ), y × z/π, y 2 /π T .
Then we obtain the asymptotic normality of the vector √ n γ n Hence, assumptions A1.a-A1.g are satisfied, and so Result 3 follows from Theorem 2.
