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Conventional model-based or statistical analysis methods for functional MRI (fMRI) are easy to implement, and are eﬀective in
analyzing data with simple paradigms. However, they are not applicable in situations in which patterns of neural response are
complicated and when fMRI response is unknown. In this paper the ‘‘neural gas’’ network is adapted and rigourosly studied for
analyzing fMRI data. The algorithm supports spatial connectivity aiding in the identiﬁcation of activation sites in functional brain
imaging. A comparison of this new method with Kohonens self-organizing map and with a fuzzy clustering scheme based on
deterministic annealing is done in a systematic fMRI study showing comparative quantitative evaluations. The most important
ﬁndings in this paper are: (1) both ‘‘neural gas’’ and the fuzzy clustering technique outperform Kohonens map in terms of iden-
tifying signal components with high correlation to the fMRI stimulus, (2) the ‘‘neural gas’’ outperforms the two other methods with
respect to the quantization error, and (3) Kohonens map outperforms the two other methods in terms of computational expense.
The applicability of the new algorithm is demonstrated on experimental data.
 2004 Elsevier Inc. All rights reserved.
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Functional organization of the brain is based on two
complementary principles, localization and connection-
ism. Localization means that each cognitive function is
performed mainly by a small set of the cortex. Con-
nectionism, on the other hand, expresses that the brain
regions involved in a certain visual cortex function are
widely distributed, and thus the brain activity necessary
to perform a given task may be the functional integra-
tion of activity in distinct brain systems. It is important
to stress that in neurobiology the term ‘‘connectionism’’
is used in a diﬀerent sense than that used in the neural
network terminology.
The following sections are dedicated to presenting the
algorithms and evaluate the discriminatory power of
unsupervised clustering techniques such as ‘‘neural gas’’
network, fuzzy clustering based on deterministic an-
nealing and Kohonens self-organizing map. These
techniques are based on grouping image pixels together
based on the similarity of their intensity proﬁle in time
(i.e., their time-courses).
Let n denote the number of subsequent scans in a
fMRI study, and let K be the number of pixels in each
scan. The dynamics of each pixel l 2 f1; . . . ;Kg, i.e., the
sequence of signal values fxlð1Þ; . . . ; xlðnÞg can be in-
terpreted as a vector xlðiÞ 2 Rn in the n-dimensional
feature space of possible signal time-series at each pixel
(Pixel Time Course, PTC).
Cluster analysis groups image pixels together based
on the similarity of their intensity proﬁle in time. In the
clustering process, a time course with n points is repre-
sented by one point in an n-dimensional Euclidean space
which is subsequently partitioned into clusters based on
the proximity of the input data.
Here, we employ several vector quantization (VQ)
approaches as a method for unsupervised image time-
series analysis. VQ clustering identiﬁes several groups
of pixels with similar PTC, while these groups or
clusters are represented by prototypical time-series
called codebook vectors (CV) located at the center of
the corresponding clusters. The CVs represent proto-
typical PTCs sharing similar temporal characteristics.
Thus, each PTC can be assigned in the crisp clustering
scheme to a speciﬁc CV according to a minimal dis-
tance criterion, while in the fuzzy scheme according to
a membership to several CVs. Accordingly, the out-
comes of VQ approaches for fMRI data analysis can
be plotted as ‘‘crisp’’ or ‘‘fuzzy’’ cluster assignment
maps.
VQ approaches determine the cluster centers wi by an
iterative adaptive update based on the following equa-
tion:
wiðt þ 1Þ ¼ wiðtÞ þ ðtÞaiðxðtÞ;CðtÞ; jÞðxðtÞ  wiðtÞÞ;
ð1Þwhere ðtÞ represents the learning parameter, ai a code-
book CðtÞ dependent cooperativity function, j a coop-
erativity parameter, and x a randomly chosen feature
vector. For fMRI, the feature vector represents the
PTC.
2.1. Kohonen’s self-organizing map
Kohonens self-organizing map generates nodes on a
two-dimensional lattice in which the distribution of
these nodes corresponds to the proximity of their asso-
ciated node patterns in the signal intensity space. The
beneﬁts of this clustering technique are: (1) if started
with an adequate number of neurons, it can ﬁnd dis-
tinctive features in the data even if they are less pre-
dominant, and (2) the emerging node patterns are
ordered according to their proximity properties in the
data space. This topology-preserving technique enables
the forming of superclusters by fusing nodes, and thus
provides a way to visualize high-dimensional data sets.
Its advantages in analyzing fMRI data were demon-
strated in [6].
The learning rule for the Kohonens self-organizing
map is given below





ðxðtÞ  wiðtÞÞ; ð2Þ
where dij is a distance between neurons i and j deter-
mined by a neighborhood relation and r2 is an operating
parameter. expððdij=r2ÞÞ takes the maximum value of
one for i ¼ j, namely for the ﬁring neuron, and de-
creases when the distance becomes large.
2.2. Fuzzy clustering based on deterministic annealing
Another proven tool for the analysis of fMRI time-
series is given by a fuzzy clustering technique based on
deterministic annealing [18,22].
The learning rule for fuzzy clustering based on de-
terministic annealing is given below
wiðt þ 1Þ ¼ wiðtÞ þ ðtÞ expjjxðtÞ  wiðtÞjj
2
=2q2P
i expjjxðtÞ  wiðtÞjj2=2q2
 ðxðtÞ  wiðtÞÞ; ð3Þ
where q is the ‘‘fuzzy range’’ of the model, and deﬁnes a
length scale in data space and is annealed to repeatedly
smaller values in the VQ approach. In parlance of sta-
tistical mechanics, q represents the temperature T of a
multiparticle system by T ¼ 2q2.
The cooperativity function
ai ¼ expjjxðtÞ  wiðtÞjj
2
=2q2P
i expjjxðtÞ  wiðtÞjj2=2q2
is the so-called softmax activation function, and ac-
cordingly the outputs lie in the interval [0,1] and they
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randomness is incorporated into the energy function
itself, which is then deterministically optimized at a se-
quence of decreasing temperatures [18]. The algorithm
starts with one cluster representing the center of the
whole data set. Gradually, the large clusters split up into
smaller ones representing smaller regions in the feature
space. This represents a major advantage over fuzzy
c-means clustering since this algorithm does not employ
prespeciﬁed cluster centers.
This clustering procedure identiﬁes groups of pixels
sharing similar properties of signal dynamics, and thus
enables the interpretation of the physiological part of
the experiment. The main diﬀerences between SOM and
minimal free energy vector quantization were pointed
out in [22]: (1) the hierarchical and multiresolution as-
pect of data analysis, (2) monitoring based on diﬀerent
control parameters (free energy, entropy) facilitates
straightforward cluster splitting, and (3) the learning
rule based on a stochastic gradient descent on an ex-
plicitely given error function.
2.3. ‘‘Neural gas’’ network
The ‘‘neural-gas’’ algorithm [12] is an eﬃcient ap-
proach which, applied to the task of vector quantiza-
tion, (1) converges quickly to low distortion errors, (2)
reaches a distortion error1 lower than that from Koho-
nens feature map, and (3) at the same time obeys a
gradient descent on an energy surface.
Instead of using the distance jjx wijj or of using the
arrangement of the jjwijj within an external lattice, it
utilizes a neighborhood-ranking of the reference vectors
wi for the given data vector x.
The learning rule for the ‘‘neural gas’’ network is
given below
wiðt þ 1Þ ¼ wiðtÞ þ ðtÞ expfkiðx;wi=kÞgðxðtÞ  wiðtÞÞ;
ð4Þ
where ki ¼ 0; . . . ;N  1 represents the rank index de-
scribing the ‘‘neighborhood-ranking’’ of the reference
vectors wi to the data vector x in a decreasing order, N is
the number of units in the network, and k determines the
number of neural units changing their synapses with
every iteration. The step size  2 ½0; 1 describes the
overall extent of the modiﬁcation.
Martinetz et al. [12] showed that the average change of
the reference vectors corresponds to an overdamped
motion of particles in a potential that is given by the
negative data point density. Superimposed on the gradi-
ent of this potential is a ‘‘force,’’ which points toward the
direction of the space where the particle density is low.1 This error measures the ﬁdelity of data encoding, and is given by
the squared Euclidean distance between the data vectors and the
corresponding approximating reference vectors.This ‘‘force’’ is the result of a repulsive coupling between
the particles (reference vectors). In its form it resembles an
entropic force and tends to homogeneously distribute the
particles (reference vectors) over the input space, like the
case of a diﬀusing gas. This suggests the name for
the ‘‘neural-gas’’ algorithm. It is interesting also to men-
tion that the reference vectors wi change their locations
slowly but permanently and,wi that are neighboring at an
early stage of the adaptation procedure might not be
neighboring anymore at a more advanced stage.
Another important feature of the presented algorithm
compared to Kohonen algorithm is that it does not re-
quire a prespeciﬁed graph (network). In addition, it can
produce topologically preserving maps, which is only
possible if the topological structure of the graph mat-
ches the topological structure of the data manifold. In
cases, however, where it is not possible to a priori de-
termine an appropriate graph, for example, in cases
where the topological structure of the data manifold is
not known a priori or is too complicated to be speciﬁed,
Kohonens algorithm necessarily fails in providing per-
fectly topology preserving maps. The ‘‘neural-gas’’ al-
gorithm enables data analysis without knowledge of the
stimulation paradigm [9].3. Results and discussion
FMRI data were recorded from ﬁve subjects (3 fe-
male, 2 male, age 20–37) performing a visual task. In all
ﬁve subjects, ﬁve slices with 100 images (TR/TE¼ 3000/
60ms) were acquired with ﬁve periods of rest and ﬁve
photic simulation periods starting with rest. Simulation
and rest periods comprised 10 repetitions each, i.e., 30 s.
Resolution was 3 3 4mm. The slices were oriented
parallel to the calcarine ﬁssure. Photic stimulation was
performed using an 8Hz alternating checkerboard
stimulus with a central ﬁxation point and a dark back-
ground with a central ﬁxation point during the control
periods [22]. The ﬁrst scans were discarded for remain-
ing saturation eﬀects [7]. Motion artifacts were com-
pensated by automatic image alignment (AIR, [21]).
The clustering results were evaluated by (1) assessment
of cluster assignment maps, (2) task-related activation
maps, and (3) associated time-courses. Cluster assign-
ment maps represent cluster membership maps obtained
based on a minimal distance criterion in the pixel time
course space. For the fMRI data, a comparative quanti-
tative evaluation among the three clustering techniques,
SOM, ‘‘neural gas’’ network, and fuzzy clustering (FC)
based on deterministic annealing, was performed.
3.1. Estimation of the clustering model
To decide to what extent clustering techniques of
fMRI time-series depend on the employed algorithm, we
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vectors determined by each algorithm.
Therefore, it is signiﬁcant to ﬁnd a ﬁxed number of
CVs that can theoretically predict new observations
under same conditions. To do so, we compared the three
proposed algorithms for 8, 16, and 36 CVs in terms of:
(1) the component time course most closely matching
the visual task reference function which is found by each
of the three techniques, (2) the normalized quantization
error, and (3) the necessary simulation time.
The obtained results are plotted in Fig. 1. In the
following we will give the set of parameters. For SOM
we chose: (1) an one-dimensional lattice, and (2) the
maximal number of iterations equals 1000. For ‘‘neural
gas’’ network we choose: (1) the learning parameters
i ¼ 0:5 and f ¼ 0:005, and (2) the lattice parameters ki
equals half the number of classes and kf ¼ 0:01, and (3)
the maximal number of iterations equals 1000. And last,
for fuzzy clustering based on deterministic annealing we
set: (1) neurons initialization with principal compo-
nents, (2) learning parameter qfinal ¼ 0:01 and updating
based on a linear annealing scheme, and (3) the maximal
number of iterations equals 100.
From Fig. 1 we see that the lowest quantization error
is achieved by the ‘‘neural gas’’ network, which at the
same time provides the best correlation for eight CVs. In
this situation, it also outperforms the fuzzy clustering
based on deterministic annealing.Fig. 1. Results of the three clustering techniques obtained for diﬀerent numbe
the results for 8, 16, and 36 CVs are visualized. The plots show the best cor
components to the given task reference function, and the corresponding quaThe clustering results for the new method, the ‘‘neural
gas’’ network, are shown in Figs. 2 and 3. Fig. 2 illustrates
the so-called assignment maps where all the pixels be-
longing to a speciﬁc cluster are highlighted. The assign-
ment between a pixel and a speciﬁc cluster is given by the
minimum distance between the PTC and the CV from the
established codebook.On the other hand, eachCV shown
in Fig. 3 can be viewed as the cluster-speciﬁc weighted
average of all pixel time-courses. The ﬁrst two codebook
vectors in Fig. 3 are similar to the stimulus function. Their
corresponding cluster assignment maps in Fig. 2 can be
attributed to activation of the visual cortex.
3.2. Characterization of task-related eﬀects
For all subjects, and runs, cluster assignment maps,
unique task-related activation maps and associated time-
courses were obtained by all three clustering techniques.
Fig. 4 shows for 36 CVs the component time course
most closely associated with the visual task for all three
clustering techniques. This time course can serve as an
estimate of the stimulus reference function used in the
fMRI experiment, as identiﬁed by the speciﬁc clustering
technique. The best results are achieved by the ‘‘neural
gas’’ network and the fuzzy clustering based on deter-
ministic annealing, yielding almost identical estimated
reference functions, and a correlation coeﬃcient of
r ¼ 0:9984 between those two. This striking similarityrs of codebook vectors, considering 20 runs each. From top to bottom,
relation coeﬃcients between the found consistently task-related (CTR)
ntization error per voxel.
Fig. 3. Associated codebook vectors for the ‘‘neural gas’’ network clustering as shown in Fig. 2. Assignment of the codebook vectors corresponds to
the order of the assignment maps shown in Fig. 2.
Fig. 2. Cluster assignment maps for cluster analysis based on the ‘‘neural gas’’ network of a visual stimulation fMRI experiment obtained for 36 CVs.
14 A. Wismu¨ller et al. / Journal of Biomedical Informatics 37 (2004) 10–18between these neural networks is also visualized in Fig. 5
which shows the activation maps as a comparison of
results obtained by the three techniques.The results found in Fig. 5 motivate a closer look at
the activation maps of each technique such that a more
general statement regarding the diﬀerentiation
Fig. 4. Computed estimates of the reference functions for the three techniques, SOM, ‘‘neural gas’’ network, and FC, for 36 codebook vectors. The
found correlation coeﬃcients are: r ¼ 0:8394 for SOM, r ¼ 0:8416 for ‘‘neural gas’’ network, and r ¼ 0:8408 for FC.
Fig. 5. Comparison of the results for the three techniques, SOM, ‘‘neural gas’’ network, and FC for 16 codebook vectors. The shown activation maps
show only the pairwise diﬀerences for 16 codebook vectors. The darker pixels show active voxels for the ﬁrst technique, while the lighter pixels show
the active voxels for the second technique.
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sentation modalities are chosen: one based on the so-
called z-statistics [13], and the other based on theFig. 6. Activation z-maps for the three techniques, SOM, ‘‘neural gas’’ netwo
was set at jzj > 2.correlation value. Fig. 6 shows the activation maps for
each of the three techniques based on the z-statistics.
The z score for a map value, indicates how far and inrk, and FC for 16 codebook vectors. The threshold for an active pixel
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tions mean, expressed in units of its distributions
standard deviation. The mathematics of the z score
transformation are such that if every value in a dis-
tribution is converted to its z score, the transformed
scores will necessarily have a mean of zero and a
standard deviation of one.
Z scores are sometimes called ‘‘standard scores.’’ The
z score transformation is especially useful when seeking
to compare the relative standings of values from distri-
butions with diﬀerent means and/or diﬀerent standard
deviations. Z scores are especially informative when the
distribution to which they refer is normal. In every
normal distribution, the distance between the mean and
a given z score cuts oﬀ a ﬁxed proportion of the total
area under the curve.
The lighter a pixel is, the more correlated is the cor-
responding pixel to the CTR. The ‘‘neural gas’’ network
and the FC activation maps appear very similar to each
other.
The activation maps obtained based on the correla-
tion analysis show consistent results with those based on
z-statistics. Interestingly, the results obtained by the
‘‘neural gas’’ network and the FC based on z-statistics
are similar as shown in Fig. 7.Fig. 7. Activation maps based on correlation for the three techniques, SO
correlation if rP 0:47. The maximal correlation coeﬃcient r obtained by ea
Fig. 8. Cluster indicative of a co-activation of the left frontal eye ﬁeld induce
Cluster assignment map, (B) codebook vector.3.3. Exploratory analysis of ancillary ﬁndings
From Figs. 2 and 3, we can also obtain some insight
in the type of artifactual components. For the cluster
assignment maps in Fig. 3, cluster 13 and 31 may be
assigned to a co-activation of the frontal eye ﬁelds in-
duced by stimulus onset. There may be some type of
physiological relatedness between cluster 13 and 31 on
one hand, and between cluster 1 and 2 showing high
correlation with the stimulus function, on the other
hand. However, this connection is not revealed by the
feature space metric, and thus is not supported by
clustering approaches based on this metric. Fig. 8 for
example shows the codebook vector and the assignment
map for a cluster indicative of left-handed frontal eye-
ﬁeld co-activation.
An additional beneﬁt from unsupervised clustering
techniques represents the ability to identify data highly
indicative of artifacts, e.g., ventricular pulsation or
through plane motion. Fig. 9 for example shows the
region of the inner ventricles. It is important to mention
that these eﬀects could not have been detected by model-
based approaches.
An important aspect in real-time analysis is the re-
quired processing time associated with each technique.M, ‘‘neural gas’’ network, and FC. A voxel is considered active by
ch of the three techniques is: 0.72 (SOM), 0.83 (NG), and 0.82 (FC).
d by stimulus onset obtained from a visual stimulation experiment. (A)
Fig. 9. Cluster representing the region of the inner ventricles obtained from a visual stimulation experiment. (A) Cluster assignment map, (B)
codebook vector.
Table 1
Simulation time aspects for clustering techniques in function of the
number of codebook vectors
N ¼ 8 N ¼ 16 N ¼ 36
Kohonens map 3.77 5.09 6.70
‘‘Neural gas’’ network 11.80 13.66 20.89
Fuzzy clustering 96.61 278.82 629.71
Time is given in seconds.
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Table 1. For the same number of target components, the
fastest technique is the Kohonen map.4. Conclusion
In the present paper, we have experimentally com-
pared two proven clustering algorithms, the SOM and
the fuzzy clustering based on deterministic annealing,
with a novel and powerful algorithm, the ‘‘neural gas’’
network. The goal of the paper was to demonstrate that
unsupervised clustering techniques represent a useful
strategy for the analysis of time-courses from fMRI data
sets. The clustering results proved to reveal extremely
well the structure of the data set.
It has been shown that both ‘‘neural gas’’ network
and fuzzy clustering based on deterministic annealing
outperform the SOM in terms of found component time
course, quantization error, and activation maps, when
applied to fMRI studies. However, SOM turned out to
be the fastest algorithm, while the ‘‘neural gas’’ network
proved to be an adequate clustering technique for the
identiﬁcation of signal components with high correla-
tion to the stimulus function. All unsupervised cluster-
ing techniques can be employed to identify interesting
ancillary ﬁndings that cannot be detected by model-
based approaches. The applicability of the new
algorithm is demonstrated on experimental data. Weconjencture that the method can serve as a multipurpose
computer vision strategy to image-time series analysis
and visualization for many ﬁelds ranging from bio-
medical basic research to clinical assessment of patient
data. In particular, beyond the application to fMRI data
analysis discussed in this paper, the method exhibits a
speciﬁc potential to serve in applications refering to
dynamic contrast-enhanced perfusion MRI for the di-
agnosis of cerebrovascular disease or magnetic reso-
nance mammography for the analysis of suspicious
lesions in patients with breast cancer.Acknowledgment
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