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ABSTRACT 
A new algorithm for solving integer programming problems is developed. It is 
based on cuts which are generated from the Hermite normal form of the basis matrix 
at a continuous extreme point. 
INTRODUCTION 
We present a new cutting plane algorithm for solving an integer program. 
The cuts are derived from a modified version of the usual column tableau 
used in integer programming: Rather than doing a complete elimination on 
the rows corresponding to the nonbasic variables, these rows are transformed 
into the Her-mite normal form. There are two major advantages with our 
cutting plane algorithm: First, it uses all integer operations in the computa- 
tions. Second, the cuts are deep, since they expose vertices of the integer 
hull. The Her-mite normal form (HNF), along with the basic properties of the 
cuts, is developed in Section I. Sections II and III apply the HNF to systems 
of equations and integer programs. A proof of convergence for the algorithm 
is presented in Section IV. Section V discusses some preliminary computa- 
tional experience. 
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I. THE HERMITE NORMAL FORM 
Given an integral matrix A with full row rank, there exists a unique 
unimodular matrix U 
following properties: 
H=(hij} 
such that AU = (H,O), where H is square and has the 
with hi,=0 for i< j 
hii > 0 
hij<O, and hij>-hiifori>j. 
The matrix H is called the HNF of A [see Bradley (1971a) and Newman 
(1972)]. The definition can be extended to non-full-rank systems, but we shall 
not need this. 
The HNF of a matrix is constructed by performing column operations of 
the following type: 
(a) interchange of two columns, 
(b) adding an integral multiple of one column to another. 
Each of the operations corresponds to multiplication by a unimodular ele- 
mentary matrix. The unimodular matrix U is the product of all the required 
elementary matrices. The HNF of a matrix is unique. For recent develop- 
ments in the computation of HNFs, see Domich, Kannan, and Trotter (1987). 
Next let us consider the system of inequalities 
Hz>b, z integer, 
where H is an n X n HNF matrix. By solving this system row by row we get 
the following inequalities (the notation [a] denotes the smallest integer 
greater than or equal to a): 
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FIG. 1. Illustration of Herrnite cones Hz > b and z > b. 
We summarize this by the following: 
PROPOSITION 1. Hz > b, z integer, implies z 2 II, where f, is as con- 
structed above. 
This proposition describes the type of “cuts” which will be applied to an 
integer program, and thus we will elaborate further. Consider the example 
depicted in Figure 1 for n = 2. The solid cone is Hz >, b for z real, and the 
dashed cone is z > 6 Let the convex hull of the integer points in the cone 
Hz > b be called the integer hull. 
THEOREM 1. z = 6 is a vertex of the integer hull of Hz 2 b. 
Proof. It is clear that Hf, > b. Further, all integer points of Hz 2 b are 
contained in the cone z 2 6. n 
We should point out that Figure 1 is drawn so that both of the constraints 
z > 6 are faces of the integer hull. This is not necessarily the case in general. 
However, it is important that the constraints z > 6 do expose a vertex of the 
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integer hull. We can write the cone Hz >, b as 
z = H-‘b+H-‘v, v 2 0. 
If the first element of H-lb is not integer (i.e., hi was a result of a roundup), 
then the n - 1 dimensional face of oi = 0 contains no integer points and the 
“cut” z, 2 6r pushes the face in so that it contains integer points. If the 
second element of H-lb is noninteger while the first element is (i.e., f?, was 
the first element resulting from a roundup), then the n-2 dimensional face of 
ui = 02 = 0 contains no integer points (even though the face oi = 0 does) and 
the inequality z2 > b, cuts off this face. Thus if 6, is the first element 
resulting from a roundup, then the n - k dimensional face of oi = v2 = * * . 
= vk = 0 contains no integer points and the inequality zk 2 6, cuts off the 
face. Since the HNF depends on the order of the rows in the matrix, the 
HNF cut depends on the row order of the matrix H. 
II. APPLICATION TO INTEGER PROGRAMMING 
Suppose A is an m X n full row rank integral matrix, with m < n. 
Consider the equations 
Ax=b, x integer. (1) 
Let AU = (G, O), where U is unimodular and G nonsingular. If we let x = Uy, 
then x is integral if and only if y is integral. The Equation (1) can then be 
rewritten: 
b = AUy, y integer, or 
= Gv, v integer, 
where v is the top m components of y. 
Partition the matrix U as (U,, U,) where U, and U, are n X m and 
n X (n - m) submatrices which contain the left m and right n - m columns 
of U. Then any integer solution to the equations can be written as x = U,v+ 
U,z, where z is the bottom n - m components of y. This proves the 
following: 
LEMMA 1. Let AU = (G,O) with A integral, U unimodular, and G 
nonsingular. The equations Ax = b have an integer solution if and only if 
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G- ’ b is integral. In this case all integral solutions to (1) are given by 
x =ULG-‘b+U,z, z integer. (2) 
Thus the integral solutions to a system of equations can be written as a 
specific integral solution plus an arbitrary integral combination of the columns 
of U,. This is a classical result, and can also be generalized to the case where 
A does not have full row rank (Hurt and Waid 1970). 
Note that the matrix U is not unique. We can generate an alternative by 
postmultiplying U with any unimodular matrix which does not use any of the 
first m columns to transform the last n - m columns. This allows us to adjust 
the specific solution to the equations, U,G-‘b, by unimodular column 
operations, using columns of the matrix U,. We shall have occasion to do this 
later. Thus for Equation (2) we can use any U whose right n - m columns 
span the null space of A. 
When nonnegativity constraints on the variables are added to the system 
(I), the set of solutions will contain extreme points, i.e., solutions which 
cannot be expressed as convex combinations of other solutions. In the 
following, P is an (n - m) X (n - m) submatrix of U,, whereas T contains the 
remaining rows, and bk and b$ are similar partitions of U,G-‘b. The 
following is well known. 
LEMMA 2. An extreme point of 
Ax = b, x20 
is represented by a partition of the Equations (2): 
x,=b;.+Tz, 
x,=bl,+Pz, 
where 
(i) P is nonsingular, and 
(ii) &r z = -P-lb; (implying xN = 01, 
xa ( = b;. -TP-‘b;) >, 0. 
In linear programming terminology, xa and xN are respectively referred 
to as basic and nonbasic variables. 
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Next we consider the integer program: 
min x0 
s.t. x0 - cx = 0, 
Ax=b, 
x 2 0 and integer, (3) 
where cx is the objective function and x0 its value. We assume that A, c, and 
b are integral. Following the tradition of the column tableau form of linear 
programming (whose details are given in the next section), the objective 
function is expressed as constraint 0. 
Suppose the optimum solution to the continuous relaxation of the prob- 
lem (where x is not required to be integer) has been identified and the rows 
of the system have been reordered so that the nonbasic variables are at the 
bottom. Using Lemma 2 we can rewrite (3) as 
3ca = d’ -c’z, 
xB = b; +Tz, 
x,=b;,+Pz 
(4) 
with z integer, where d’ = cU,G- ’ b and c’ = cU,. We will now perform a 
change of variable on z. Let PV = H, where H is the HNF of P, and Vz’ = z. 
Then we get 
x0 = d, +r,z’, 
xB=dT+Rzl, 
xN=dp+Hzl 
(5) 
with z1 integer. Recall now the discussion after Lemma 1, that the particular 
solution to the equations can be adjusted using the columns spanning the 
space of solutions. Thus we can use the first column of H to ensure that the 
first element of d, is nonnegative and smaller than the corresponding 
diagonal of H. We then use the second column of H to transform the second 
element of d,. Thus, we can assume that after appropriate unimodular 
column operations 0 < d, < DIAG(H), the diagonal vector of H. (Note that 
any column operations must extend to the rows involving x0 and xv also.) 
The optimum for the continuous relaxation corresponds to xv = 0 or 
equivalently zr = -He’d,. This yields xs = d, -RH-‘d, > 0 and x0 = da 
-r,H-‘d,, where da = ted, +c,d, and ra = c,R+c,H, with cs and cN 
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denoting the objective coefficients of xs and xN. The condition r,H-’ 2 0 
characterizes the optimal extreme point of the continuous relaxation. 
By Lemma 1, x is integer if and only if z1 is integer; thus if d, is zero, 
then the continuous solution is integer and we are done. Otherwise we 
analyze the inequalities Hz’ > -d, (these maintain xN > 0). From Proposi- 
tion 1 and Theorem 1 an inequality of the form 
where ej is the jth unit vector, can be used to cut off the current continuous 
solution. By assuming d, < DIAG(H) we shall have a = 0, and to implement 
the cut we add a row 
y1 = O+ejzl, y12 0, 
to (5). Since xN = 0 is no longer a feasible solution, we will perform dual 
simplex iterations to determine the optimal continuous solution and retrian- 
gularize the new matrix P into HNF. 
To implement the foregoing we will perform all the necessary computa- 
tions on a tableau similar to the column tableau commonly used in integer 
programming. [See, for example, Taha (1975).] The primary difference is that 
we now use only unimodular column operations and the rows corresponding 
to the nonbasic variables will contain a triangular matrix in HNF, rather than 
the identity matrix. 
The tableau has the form of the Equations (5): 
xN 1 d" 1 1 H 
The first row (row 0) contains the objective function. For the purpose of 
presentation we shall assume that the rows for the nonbasic variables are at 
the bottom, although in the actual implementation an index vector can be 
used to identify the basic rows and where they appear in the basis. The first 
column (column 0) corresponds to the right hand side and will never be used 
to transform the other columns. Initially d’ = d, and d2 = d,. After P is 
170 MING S. HUNG AND WALTER 0. ROM 
transformed into HNF, we continue column operations to ensure 0 < d2 < 
DIAG(H). Again, by Lemma 2, if we succeed in making d2 = 0, then the 
continuous solution is integer with xs = d’ and xN = 0. If d2 is nonzero, then 
the extreme point solution is not integral and we shall add a cut of the form 
0 < ejz, where j is the index of the first nonzero element of d2. 
If we postmultiply the tableau (61, except column 0, by H-l, then the 
result is equivalent to a standard column tableau of the simplex method. We 
will refer to this tableau as the continuous tableau. It is known (e.g. Taha 
1975) that we can ensure that every column in the continuous tableau will be 
lexicographically positive, meaning that the first nonzero element of the 
column is positive. This property is necessary for the proof of convergence 
and thus will be maintained in subsequent computations. 
The usual method for solving a linear program while preserving a 
lexicographically positive tableaux is the dual simplex method, which is 
described below. 
Dual Simplex Algorithm for Column Tableau 
Initial condition: The continuous tableau is lexicographically positive. 
Step Dl: 
Step D2: 
Step D3: 
Determine feasibility. If x8 = d’ -RH-‘d” > 0, then the cur- 
rent continuous solution is feasible; exit. Else let i be the row 
index of a negative element in xs and go to step D2. 
Select leaving variable. Compute w = r,H-’ and u = riH-‘, 
where ri is row i of R. Let h be the column with the smallest 
ratio of wj / uj among those with uj > 0. If no column j with 
uj > 0 exists, then stop, since the problem has no feasible solu- 
tion. If there is a tie for the minimum ratio, use row rl in place of 
r. to compute w and then take the same ratios over the columns 
in the tie. If there is a further tie, then use row r2 of R, and so 
forth, until the tie is broken. The hth variable in xN is the leaving 
variable. 
Update the basis. Put row i in position h of xN. Put row h in 
the position vacated by row i. Retriangularize the new basis 
matrix P into HNF. Return to step Dl. 
The tie-breaking procedure used in step D2 preserves the positive 
lexicographic property of the tableaux. For the proof of its validity, see Taha 
(1975). The decision in step D3 to place row i in the position vacated by row 
h is influenced by the approach taken in proving the convergence of the 
cutting plane algorithm. The decision will not affect the convergence in 
finding a continuous optimal solution. In order to maintain a lexicographi- 
tally positive tableaux, however, we cannot move rows i and h as specified 
in step D3, since this might place a negative element as the first nonzero 
element in a column. We can accomplish the same purpose, however, by 
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using an index array to indicate the position of the nonbasic variables xN. 
We are now ready to present the overall algorithm. 
Hermite Cutting Plane Algorithm 
Initial condition: A tableau of the form (4). 
Step 1: Solve the continuous problem and make sure that the continuous 
tableau is lexicographically positive. If there is no feasible continu- 
ous solution, then there is no integer solution. Put the rows corre- 
sponding to the nonbasic variables into HNF and update the 
right-hand-side column. If d2 = 0, then the continuous optimum is 
integer and we are done; otherwise proceed to step 2. 
Step 2: Generate a cut from the first row of H where d2 is nonzero, and 
add the cut to the bottom of R. Go to step 3. 
Step 3: Enforce the cut by carrying out one iteration of the dual simplex 
algorithm. If the solution is not integer, go to step 2. Otherwise 
check whether the integersolution is nonnegative. If so, the optimal 
~ solution has been found, stop; else return to step 1. 
One can use any available method-primal simplex, for example-in 
step 1 to find the initial continuous optimal solution. In subsequent iterations 
of the algorithm, we will use the dual simplex algorithm described above to 
reoptimize. As mentioned before, we carry out further unimodular operations 
to ensure that 0 Q d” < DIAG(H). In step 2 the cut is .z~ > 0, where k = 
min(i 1 d; > O}. We call row k the cut-generating row. 
In step 3, since the previous continuous optimal solution does not sat; fy 
the cut, we have two choices: either to find the new continuous optimal 
solution or to continue generating the cuts until an integer solution is found. 
We chose the latter. Since the cut is of a very simple form, we can perform 
the computation quickly and implicitly in some of the steps. For example, 
step Dl can be simplified, since we know the cut constraint will be violated. 
Step D2 can also be simplified, since u is the cut generating row of H-‘. 
After step D3 is performed, we immediately exit the dual simplex algorithm. 
An example is solved in the Appendix to illustrate the algorithm. 
III. PROOF OF CONVERGENCE 
The essence of the proof of convergence of the Hermite cutting plane 
algorithm will be to show first that steps 2 and 3 cannot be repeated 
indefinitely. In other words, an integer solution (not necessarily feasible) will 
be found. This will be based on how the HNF changes after a cut has been 
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added and the appropriate row has been dropped. We will also show that 
step 1 can only be executed a finite number of times. We will do this by 
choosing pivots so that on the continuous tableau we maintain the positive 
lexicographic structure. 
In the following, it is assumed that H is triangular and its rows are 
contiguous as in the form (6). A s mentioned before, the algorithm will be 
implemented using an index array to indicate the positions of the nonbasic 
variables in H. 
LEMMA 3. Suppose a cut zk > 0 is generated from row k of H, and h is 
the leaving row chosen in step D2 executed after the cut is added. Then 
h =G k. 
Proof. The leaving row must be such that the matrix corresponding to 
the nonbasic variables remains nonsingular (after the cut is added). If the 
leaving row were below the generating row, the resulting matrix H would be 
singular. n 
LEMMA 4. Suppose k is the cut-generating row and h the leaving row, 
with h < k. lf the cut is put in place of row h and the resulting matrix is 
transformed into HNF, then none of the diagonal elements above row k will 
increase. Furthermore, if none decrease, then the diagonal element of row k 
must decrease. 
Proof. A column interchange will get the new row h into appropriate 
form (since it is a unit vector). If any column operations are needed to get 
any of the other rows between h and k into HNF, then the corresponding 
diagonal element will decrease. None of these column operations can ever 
increase any of the diagonal elements above row k. Finally, if no column 
operations, other than the initial interchange, are needed on the rows above 
row k, then a smaller element has been placed on the diagonal of row k. n 
LEMMA 5. Each cut is generated from the row generating the previous 
cut or from a row further down in H. 
Proof. Before the cut is generated, row k is the first row which has a 
nonzero element in d2. The constant element for the cut is zero and the cut 
is added above row k; thus any subsequent column operations will leave 
df=Ofor i<k. W 
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LEMMA 6. There are a finite number of iterations between steps 2 and 3 
before an integer (but not necessarily feasible) solution is found. 
Proof. Suppose that a cut is generated from row k and enforced. Then 
either the diagonal of row k is reduced or the diagonal of some row above it 
is reduced. Eventually, as additional cuts are added, the diagonal of row k 
and the rows above will be reduced to 1, or the cuts will be generated from 
rows further down before this occurs. In either case the cuts will eventually 
be generated only from the last row. Now each time a cut is added, either 
h,, decreases or some diagonal element above decreases (or both may 
occur). Diagonal elements above the last row will never increase, and when 
they become equal to unity, then h,, will decrease monotonically. When 
h,, = 1 the solution must be integer. n 
THEOREM 2. The algorithm converges in a finite number of steps. 
Proof. Suppose that after iterations between steps 2 and 3 an integer 
but infeasible solution has been found. By maintaining a lexicographic 
positive tableau in the process, this integer solution has an objective value 
smaller than or equal to that of the optimal solution. As we apply dual 
simplex pivots to achieve primal feasibility again, the lexicographically posi- 
tive tableau ensures that no tableau will be repeated and hence we must 
terminate with either a new continuous optimal solution or a conclusion that 
no feasible solution exists. During the dual simplex iterations some variable 
will decrease while the variables above it remain unchanged. When we 
achieve an integer solution again, the first variable to change must decrease 
to the next integer. Since all variables have a lower bound, the process must 
eventually terminate. This line of argument is standard for cutting plane 
algorithms (see, e.g., Taha 1975, p. 188). n 
IV. COMPUTATIONAL RESULTS AND CONCLUSIONS 
There are three different computational aspects which we would like to 
address. First, we implemented the algorithm, as described in the proof of 
convergence, and it does converge in a reasonable number of steps for most 
problems. The size of the problems considered was quite modest, the largest 
having 30 nonbasic variables. The number of cuts varied for different types of 
problems: It was usually less than the number of nonbasic variables for 
randomly generated covering problems, while it might be several times the 
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number of nonbasic variables for highly symmetric problems, such as when 
the constraints are generated from circulants. 
The size of the determinant at the optimal continuous solution was also 
important in determining the behavior of the algorithm. The reason that the 
algorithm did not always converge is the occurrence of very large numbers 
during intermediate steps in the construction of the HNF, especially if the 
determinant was at all large. This caused overflow errors, since we were not 
using an extended precision language. Recent results by Domich, Kannan, 
and Trotter (1987) promise to substantially reduce this type of computational 
instability. In particular, they show that all computations in determining the 
HNF can be done modulo the determinant of the relevant matrix. This would 
eliminate the computational problems we encountered. 
The algorithm was programmed using the matrix procedure of SAS. The 
ease with which matrix operations can be performed allowed us to try several 
approaches in implementing the algorithm. The foregoing statement of the 
algorithm was influenced by the desire to have a proof of convergence. 
However, we also tried several other versions. In particular, it seemed that it 
was much better to enforce feasibility immediately rather than to continue to 
add cuts until an integral solution is reached. The algorithm is also sensitive 
to the order of the rows in the nonbasic part of the tableau. Thus there are 
several options as cuts are added: The entering row could be put on top or at 
the bottom, or replace the leaving row, go below the generating row, etc. 
Each approach can lead to a different HNF and thus can affect the progress 
of the algorithm. It seemed the most effective approach was to put the cut 
immediately below the generating row. This was done in the example in the 
Appendix. Also, it was effective to reorder the rows of the nonbasic part of 
the taL’ WI and recompute the HNF if there was a sequence of pivots with 
no change in the objective function. It should be noted that, while this 
reordering seemed to lead to more effective cuts, it could also cause overflow 
problems because it requires more computations in recomputing the HNF. 
APPENDIX 
Consider the example 
min x0 = -xi - x, 
s.t. -5x, +11x, < 22, 
4x, -5x, < 8, 
xi, x2 > 0 and integer. 
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Rewrite this problem as (after adding x3 and xq as slacks): 
min x0 
s.t. X” -cx=o, 
Ax=b, 
x > 0 and integer 
with 
A=m’j and b=m 
Since A contains an embedded identity matrix, the computation of the 
unimodular matrix U for which AU = (H,O) is trivial: 
00 1 0 
UC00 0 1 I 10 5 -11 0 1 -4 5 
Equation (4) takes the form 
with z integer. 
The optimum extreme point for the continuous problem has r3 and 1~~ as 
nonbasic variables. Using the notation in (41, the transformation matrix is 
v= ; -11 
i -5 
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Then the Equations (5) take the form 
with z1 integer. 
After the column of constants is reduced we get the following tableaux (on 
the left is the integer tableau, while on the right is the continuous tableau): 
X0 
Xl 
x2 
x3 
x4 
-13 16 
-16 19 
X0 
Xl 
x2 
x3 
x4 
Note that the continuous tableau is lexicographically positive. According to 
step 2 of Hermite cutting algorithm, a cut is generated from the row 
corresponding to xq. After the cut has been added, we get the following 
tableaux (where yl is the slack variable of the cut): 
x0 
Xl 
x2 
x3 
x4 
Yl 
-2 -13 16 
0 9 -11 
2 4 -5 
0 1 0 
18 -16 19 
0 0 1 
When we apply the dual simplex algorithm, step Dl indicates the last row of 
the tableau as the pivot row and step D2 selects x3 as the leaving variable. 
According to step D3 the pivot row remains the last row. The new optimum 
solution to the continuous problem is achieved with x4 = 0 and yl = 0. Using 
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the following matrix to generate the HNF: 
we get 
*0 
Xl 7 1 -5 
x2 4 1 -4 
x3 13 -6 19 
x4 0 1 0 
Yl 10 -5 16 
Since the solution is not integral, 
corresponding to y1 to get 
X0 -11 -2 9 
Xl 7 1 -5 
x2 4 1 -4 
x3 13 -6 19 
x4 0 1 0 
Yl 10 -5 16 
Yz Q 0 1 
X0 
Xl 
162 -9 _s 
x2 
K!?? -4 -4 
*3 
x4 
Yl 
we add a cut derived from the row 
x0 -266 13 _2_ 
16 16 16 
*1 162 9 5 
16 -16 -16 
x2 E I6 -4 16 -6 
x3 16 16 _A 
19 
iz 
x4 0 1 0 
Yl 0 0 1 
Again, one iteration of the dual simplex algorithm yields the optimal continu- 
ous solution where y, and y2 are nonbasic. The following matrix transforms 
the rows of the tableau corresponding to y1 and y2 into HNF: 
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We then get the following tableaux: 
x0 -15 
x1 9 
x2 6 
x3 1 
x4 2 
Y1 0 
Y2 0 
2 13 
s s 
-1 -9 
5 5 
-1 5 -$ 
6 1 
s -s 
-1 16 
5 3 
1 0 
0 1 
Since the solution is integral, we have solved the integer program. Figure 
2 illustrates the cuts added, in terms of the variables x1 and x2. The relation 
between our approach and the usual column tableau, aside from the method 
FIG. 2. Example of Hermite cutting planes. 
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of generating the cuts, is that rather than use column operations to do a total 
elimination on the rows corresponding to the nonbasic variables, we use 
unimodular column operations to transform the rows corresponding to the 
nonbasic rows into HNF. 
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