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Le volume de données numériques créées croît de manière exponentielle
dû, entre autres, à la démocratisation des objets connectés.// Afin de stocker
ces données, il est nécessaire d’utiliser d’énormes infrastructures de stockage.
Toutefois, l’augmentation des capacités de stockage croît moins vite que le
volume de données à stocker.
Ce mémoire a pour but de déterminer les différentes techniques de réduc-
tion de données existantes afin d’économiser de l’espace de stockage.
Il existe, à ce jour, 2 techniques de réduction de données : la compression
et la déduplication.
La compression est une technique populaire qui permet de réduire la quan-
tité de données pour un fichier tandis que la déduplication permet de réduire
la quantité de données en éliminant les éléments redondants.
Ce travail décrit et illustre le fonctionnement de ces 2 techniques et propose
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Chapitre 1
Introduction
Le monde de l’informatique vit, depuis quelques années, une révolution
dans la manière de stocker toutes les données que ce soit au travers du disque
dur ou au travers du Cloud.
Le Cloud a changé considérablement la manière d’utiliser les ressources
informatiques.
En effet, l’espace de stockage est généralement loué le temps de son utili-
sation contre une compensation financière qui a permis aux grands fournis-
seurs (comme Google, Amazon, Apple, Microsoft ou Dropbox) de fournir une
meilleure maîtrise des coûts d’une entreprise ainsi qu’une certaine flexibilité
pour accéder aux données depuis n’importe quel lieu.
Cette révolution permet aux sociétés qui le désirent de ne plus investir
dans de grosses infrastructures, mais de payer seulement pour ce dont elles
ont besoin. Quant aux particuliers, ils délaissent de plus en plus les disques
durs externes au profit du stockage de données dans le Cloud.
Ce changement permet de bénéficier d’un espace de stockage en fonction
des besoins ainsi que de garantir davantage la récupération des données (un
disque dur externe peut se perdre ou devenir défectueux). Toutefois, il existe
une certaine méfiance envers le Cloud et les fuites de données...
Pour limiter la quantité de données et diminuer les coûts liés au stockage,
les particuliers, les entreprises ou encore les fournisseurs de service de stockage
dans le Cloud, se doivent d’appliquer des méthodes de réduction de volume de
données. Parmi ces méthodes, on retrouve la compression et la déduplication
de données.
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1.1 Évolution du stockage de données
Les données sont des informations essentielles, présentes dans tout sys-
tème intelligent et renfermant toutes nos informations médicales, scienti-
fiques, techniques, administratives, etc.
En informatique, toutes les informations sont codées en binaire.
Le système binaire est un système de codage utilisant la base 2 avec toutes
données exprimées sous forme de 0 et de 1.
Un groupe de 8 bits forme un octet et peut disposer de 256 valeurs (28).
Un Ko (kilo-octet) est défini comme un groupe de 210 représentant 1024
octets soit 28 ∗ 210 = 262 144 valeurs.
Le Mo équivaut à 1024 Ko, le Go (giga-octet) équivaut à 1024 Mo, le To
(téra-octet) équivaut à 1024 Go, le Po (péta-octet) équivaut à 1024 To, etc...
Comme toute donnée numérique requiert un support de stockage électro-
nique, l’évolution des volumes de données a entraîné une croissance en termes
de capacité des supports de stockage.
Le ruban perforé et la carte perforée ont été les premiers supports de sto-
ckage de données et date du 17ème Siècle. Quant au disque dur, il a été inventé
au milieu du 19ème siècle, et s’est vu propulser, quelques années plus tard,
sur le devant de la scène suite à une diminution drastique de ses dimensions
ainsi que de son prix. Le disque dur a connu une évolution de son prix et de
sa capacité de stockage pour le moins impressionnante.
Pour un disque de même taille, il était possible d’enregistrer 5 Mo en 1980
contre 500 Go en 2008.
Le prix de 1 Go est passé de 26 000 000 e en 1956 à 800 e en 1995 et 0,05
e en 2015[12].
La figure 1.1 montre l’évolution des capacités des disques durs depuis les
années 1950 jusqu’à ce jour.
Il existe d’autres alternatives au disque dur comme par exemple, les bandes
magnétiques qui peuvent offrir une plus grande capacité de stockage ( >180
To) ou encore via la technologie optique utilisée pour le DVD (jusqu’à 15,8
Go) et le Blu-Ray (100 Go).
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Figure 1.1 – Évolution des capacités de stockage des disques durs (toutes
tailles confondues)[12]
Les disques durs standards sont actuellement menacés par l’émergence de
technologie de la mémoire flash.
Cette technologie est beaucoup plus rapide que celle des disques durs mais
sa durée de vie reste encore limitée.
Il existe deux grandes familles de mémoires flash :
— D’une part les cartes mémoires destinées aux petits matériels tels que
les appareils photos numériques, les téléphones portables (cartes SD,
mini SD, etc) ou encore les clés USB,
— D’autre part, les disques électroniques (disques SSD 1) destinés à rem-
placer les disques durs standards.
En 2016, les particuliers pouvaient se procurer des disques SSD de 4 To,
tandis que les professionnels pouvaient trouver des disques SSD de 16 To au
1. SSD (Solide State Drive) : matériel informatique permettant le stockage de données
et constitué de mémoire flash.
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prix de 10 000 e. La génération actuelle vise à stocker toutes les données en
ligne dans le Cloud.
Ce nom imagé désigne la dernière révolution de l’internet hébergeant des
millions d’armoires informatiques conservant des milliards de données.
1.2 Évolution du volume des données
La mise au point des nouvelles technologies de stockage entraîne une
régression du coût par giga-octet.
Cette diminution peut laisser sous-entendre l’accroissement de l’espace de
stockage. Mais la gestion d’énormes infrastructures implique d’autres coûts
et le volume des données à stocker croît plus vite que l’augmentation des
capacités de stockage. Il est donc plus intéressant de mettre en place des
systèmes de compression et de déduplication de données.
Selon le Digital Economy Compass 2019 de Statista[33], le volume annuel
de données numériques créé annuellement a été multiplié par plus de 20 au
cours de la dernière décennie et devrait s’approcher de 50 zetta-octets (50
000 000 000 To) en 2020. Cette hausse s’explique suite à la démocratisation
croissante des objets connectés et l’avènement de la technologie 5G qui sont
les principaux moteurs du "big bang" des données numériques.
Le Digital Economy Compass 2019 estime que le volume annuel de données
sera multiplié par environ 3,5 tous les 5 ans comme le montre la figure 1.2.
Figure 1.2 – Quantité mondiale de données créées par an en zettaoctets[33]
Ce "big bang" des données numériques, souvent redondantes, permet une
approche différente pour analyser le monde.
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Cette approche est appelée le "Big Data" et consiste à analyser des volumes
très importants de données numériques dans le but d’en retirer de l’infor-
mation. Ce dernier révolutionne de nombreux domaines comme les affaires
et la recherche scientifique[30] et fait actuellement l’objet de nombreuses re-
cherches scientifiques.
1.3 Structure du travail
Le but de ce mémoire est de décrire et de comparer les différentes tech-
niques de réduction de données, à savoir, la compression et la déduplication
de données. La première technique qui sera abordée dans le chapitre 2 est la
compression de données.
Après une partie descriptive, différents algorithmes de compression sont
passés en revue afin d’en comprendre leurs fonctionnements.
Les performances respectives de ces méthodes sont ensuite comparées sur
base d’ensembles de fichiers de différents formats.
Avant de terminer cette partie, une comparaison des logiciels de compression
les plus populaires est réalisée.
La deuxième technique de réduction de données est la déduplication de
données et sera détaillée dans le chapitre 3.
Après une brève introduction, on discute de l’utilité de la déduplication.
On détaille ensuite l’endroit où s’opère la déduplication ainsi que le moment
d’exécution du processus.
Ensuite, c’est au tour de l’architecture d’être analysée avant d’aborder la
description de chaque étape du processus de déduplication.
Avant de citer et de détailler des outils de déduplication, on parlera du ratio
de déduplication, ainsi que des différents facteurs qui peuvent influencer ce
ratio.
Le chapitre 4 sera consacré à ces deux techniques de réduction de données
afin de cibler leurs similitudes et leurs différences.
Enfin, le chapitre 5 de ce travail sera consacrée à la conclusion qui donnera
une orientation sur les futures recherches dans ce domaine.
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Compression de données
La compression de données consiste à réduire chaque fichier, chaque dos-
sier de manière la plus transparente possible sur le disque. Les logiciels de
compression de données sont devenus populaires dès l’apparition des premiers
disques durs. Néanmoins, la compression de données a été fortement critiquée
à cause de ses temps de latence parfois excessifs. Ainsi, des données sollicitées
de manière fréquente, comme celles stockées dans une base de données, ne
peuvent pas être compressées.
A contrario, les journaux d’évènements systèmes ou d’applications sont des
candidats idéals à la compression.
La compression de données est une opération informatique consistant à
transformer une suite de bits A en une suite de bits B plus courte, mais pou-
vant restituer les mêmes informations en utilisant un algorithme particulier.
A l’heure actuelle, certains systèmes de fichiers tels que NTFS 1 ou ZFS 2
intègrent un système de compression de données.
Le système d’exploitation Windows 10 de Microsoft embarque un algorithme
de compression de données pour réduire l’espace alloué aux fichiers systèmes.
Cela peut induire une diminution de l’espace de stockage jusqu’à 1,5 Go pour
un système 32 bits et jusqu’à 2,6 Go pour un système 64 bits.
La compression de données peut être mise en oeuvre à différents niveaux :
1. NTFS (New Technology File System) : Technologie d’archivage de l’emplacement
des fichiers propre à Windows NT.
2. ZFS (Z File System) : système de fichiers open source qui a pour caractéristiques sa
très haute capacité de stockage.
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— du coté hôte, à l’aide d’application comme WinZip, WinRAR ou en-
core 7-Zip,
— du côté stockage, avec le produit Data Compression de EMC[36] par
exemple.
La compression de données est importante pour une entreprise car elle ap-
porte différents avantages tels que :
— une réduction significative du matériel de stockage et donc de son
coût,
— une réduction importante du temps de transfert des données,
— une nette diminution de l’utilisation de la bande passante du réseau.
Lorsque l’on parle de technique de compression ou d’algorithme de com-
pression, on se réfère en réalité à un couple d’algorithmes. Le premier algo-
rithme vise à compresser les données, tandis que le second sert à décompresser
ces dernières.
La compression de données peut suivre deux approches distinctes :
— La première approche concerne la compression de données avec
perte d’information.
Les données compressées via cette première méthode obtiennent gé-
néralement un meilleur taux de compression. Pour de nombreuses ap-
plications, cette perte d’information n’est pas un obstacle pour la re-
construction des données.
Par exemple, lors de l’enregistrement de musiques, la valeur exacte
de chaque échantillon n’est pas essentielle. Suivant la qualité de la
musique reconstruite, des quantités variables de pertes d’information
peut être tolérées.
— La seconde approche est la compression sans perte d’information.
Les données originales peuvent être exactement récupérées à partir
des données compressées. Cette approche est utilisée pour des appli-
cations ne tolérant aucun perte d’information.
Par exemple, la perte d’information n’est pas acceptable pour un do-
cument de type texte. Il est primordial que le document reconstruit
soit identique au document original.
Le taux de compression (Tc) est calculé par la division de la taille com-
pressée (Sc) par la taille originale (So).
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2.1 Algorithme de compression
Cette partie a pour but de décrire le fonctionnement de différents algo-
rithmes de compression. Ceux-ci font partie des standards et sont utilisés par
la majorité des outils de compression.
Dans un premier temps, on détaillera des algorithmes de compression de
données sans perte de données avec, entre autre, le codage de Huffman, le
"LZ77" ou encore le "Deflate".
Ensuite, on analysera le "DCT" qui est un algorithme de compression avec
perte de données.
Dans la majorité des cas présentés, la phrase suivante sera utilisée à titre
d’exemple pour développer les différents algorithmes : "Un problème ou un
petit problème est un problème".
Les caractères accentués ainsi que la majuscule ne seront pas pris en compte
lors de ces démonstrations.
2.1.1 Huffman
Le codage de Huffman est un algorithme de compression de données sans
perte[32, 28]. Il utilise un code à longueur variable pour représenter un sym-
bole de la source. Le code est déterminé à partir d’une estimation des pro-
babilités d’apparition des symboles de source.
Description de l’algorithme
La première étape consiste à rechercher le nombre d’occurrences de chaque
symbole. La table 2.1 représente le nombre d’occurrences des différents sym-
boles rencontrés dans la phrase d’exemple.
La deuxième étape consiste en la construction du dictionnaire à l’aide d’un
arbre binaire. La figure 2.1 montre l’arbre binaire correspondant à la table
générée lors de la première étape.
L’arbre est construit de sorte que les feuilles les plus proches de la racine
contiennent les symboles possédant les plus grands nombres d’occurrences.
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Table 2.1 – Nombre d’occurrence des symboles de la phrase "un probleme
ou un petit probleme est un probleme"
Le symbole "E" (8 occurrences) se situe à 2 noeuds de la racine tandis que
le symbole "S" (1 occurrence) se situe à 4 noeuds de la racine.
Le codage de Huffman s’obtient en lisant l’arbre binaire depuis la racine
jusqu’au symbole souhaité.
Par exemple, Le symbole "M" est codé "0110" car, pour atteindre ce symbole
depuis la racine, il faut d’abord atteindre le noeud se situant à gauche "0"
puis, depuis ce noeud, il faut aller à droite "1", ensuite encore à droite "1"
et, pour finir, on atteint le symbole en allant vers la gauche "0".
En analysant la table 2.2, qui compare l’encodage via la méthode de Huff-
man et le codage ASCII 3, on peut calculer qu’il est nécessaire d’utiliser 170
bits pour encoder la phrase exemple à l’aide de la méthode Huffman contre
384 (48*8) bits avec le code ASCII. Une moyenne de 3,54 bits sont néces-
saires pour un symbole en utilisant la méthode de Huffman contre 8 bits par





3. ASCII (American Standard Code for Information Interchange) : code informatique
standardisé pour la représentation des caractères,
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Figure 2.1 – Arbre binaire généré
Tous les caractères sont situés sur les feuilles de l’arbre. Par conséquent, le
codage d’un symbole ne peut pas être le préfixe d’un autre codage. Dès lors, le
décodage (décompression) peut se faire de manière non ambiguë de la gauche
vers la droite.
2.1.2 Codage par dictionnaire
Le codage par dictionnaire consiste à n’enregistrer qu’une seule fois un
mot et, pour chaque répétition de ce mot, d’utiliser une référence vers le mot
enregistré. Les mots prennent place dans un dictionnaire, et chacun de ces
mots est remplacé par son adresses unique dans le dictionnaire. Le fichier
compressé contient les adresses du dictionnaire à la place des symboles.
La phrase exemple retenue ("un problème ou un petit problème est un
problème") est composée de 48 symboles, soit 48 octets.
La technique du dictionnaire enregistre chaque nouveau mot, rencontré dans
le fichier source, dans une table en lui associant un identifiant unique.
La table 2.3 représente le dictionnaire généré par la phrase d’exemple. On
constate que l’enregistrement de ce dictionnaire demande 27 octets. En effet,
cette taille découle de l’addition de la taille de chaque ligne du dictionnaire.
La taille d’une ligne correspond au nombre de symbole que compose le mot
ainsi que de l’identifiant.
Après l’établissement du dictionnaire, l’encodage est généré. Ce ne sont
plus les mots que contient le fichier, mais la valeur de l’identifiant du diction-
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Caractère Nombre d’occurrence Huffman ASCII
U 4 0100 01110101
N 3 1010 01101110
ESPACE 8 001 00100000
P 4 110 01110000
R 3 1001 01110010
O 4 111 01101111
B 3 1000 01100010
L 3 0111 01101100
E 8 000 01100101
M 3 0110 01101101
T 3 0101 01110100
I 1 10111 01101001
S 1 10110 01110011









Table 2.3 – Exemple de codage par dictionnaire pour la phrase "un problème
ou un petit problème est un problème"
Page 16 de 72
Chevalier Olivier Techniques de réduction de données
naire correspondant.
La phrase retranscrite avec ce dictionnaire donnerait :
12324212523262123
En additionnant la taille de l’encodage qui est de 17 octets et la taille du dic-
tionnaire, on obtient un total de 44 octets. On constate donc une diminution
de la taille nécessaire pour enregistrer la phrase.
Dans cette exemple, la différence est minime (4 octets). En revanche, cette
technique peut s’avérer très performante pour de plus gros documents.
Dans la pratique, les références du dictionnaire doivent être séparées les unes
des autres afin de les différencier, ce qui augmente la taille de l’encodage.
2.1.3 LZ77 (Lempel - Ziv 77)
L’idée essentielle de l’algorithme LZ77 est d’utiliser une partie de la don-
née d’entrée comme un dictionnaire.
L’algorithme de compression fait glisser une fenêtre de N symboles sur la
chaîne d’entrée de la gauche vers la droite[44, 3].
Cette fenêtre est composée de deux parties
— À droite, le tampon de lecture de F symboles dans lequel se trouvent
les symboles en attente de compression.
— À gauche, le tampon de recherche de N-F symbole qui constitue le
dictionnaire courant des symboles qui ont été lus et comprimés ;
Pour arriver à comprimer les données, l’algorithme recherche dans le tam-
pon de lecture une chaîne de symboles similaires se trouvant dans le tampon
de recherche.
Les séquences d’octets à compresser sont codées sous forme d’un triplet
(A, B, C) où :
— A équivaut à la position de la séquence d’octets dans le tampon de
recherche.
— B équivaut à la longueur de la séquence compactée.
— C équivaut au premier octet qui diffère de la séquence d’octets com-
pactée.
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Si aucune séquence d’octets ne peut être compressée, la valeur 0 est asso-
ciée à A et B tandis que C prend le premier symbole du tampon. La fenêtre se
décale de B+1 octet vers la droite de sorte à passer en revue chaque symbole.
La figure 2.2 met en avant le fonctionnement de la compression LZ77 avec
la phrase "un problème ou un petit problème est un problème".
Pour cet exemple, la fenêtre est composée de 30 symboles.
La partie, à droite, encadrée de couleur orange représente le tampon de lec-
ture composé de 8 symboles.
La partie, à gauche, encadrée de couleur rouge représente le tampon de re-
cherche et est composé de 22 symboles (30 - 8)
Les tailles des tampons ont été choisies pour mettre en avant le compor-
tement de l’algorithme LZ77.
Figure 2.2 – Analyse de l’algorithme LZ77
La figure 2.2 représente un morceau de l’algorithme qui a déjà été exécuté
en partie lors du traitement, et qui devra être terminé ensuite.
Ce morceau d’algorithme a été choisi afin de mettre en évidence les différentes
situations qui peuvent être rencontrées.
Ci-dessous, on reprend le détail des différentes situations rencontrées sur
l’exemple décrit sur la figure 2.2.
Premier cas - ligne A : Le tampon de lecture lit le premier symbole
("t") et lance une recherche dans le tampon de recherche pour retrouver ce
symbole.
La recherche s’effectue de la droite vers la gauche et s’arrête à la première
occurrence trouvée.
Dans l’exemple, le "t" se situe a 2 symboles de la fin du tampon de
recherche.
Après avoir trouvé le premier symbole, le tampon de lecture lit le deuxième
symbole ("_") et recherche dans le tampon de recherche la combinaison de
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ces 2 symboles ("t_").
La recherche ne donnant aucun résultat, le triplet remplaçant cette partie
est (2, 1, _) et la fenêtre se décale de 2 positions vers la droite.
Deuxième cas - ligne B : Le tampon de lecture lit le premier symbole
("p") et lance une recherche dans le tampon de recherche pour retrouver ce
symbole. Un "p" est trouvé et est celui du mot "petit".
La recherche s’effectue en ajoutant le deuxième symbole du tampon de
lecture ("r").
Les symboles "pr" sont trouvés dans le tampon de recherche. Ce cycle
continue jusqu’à la lecture du dernier symbole de tampon de recherche.
Cette fois-ci, pas besoin d’effectuer une recherche car on arrive sur un
"cas de base". En effet, le dernier symbole du tampon de lecture ne peut être
recherché de la tampon de recherche car celui-ci est utilisé pour générer le
triplet.
Le triplet généré est (21, 7, e) et la fenêtre se décale de 8 positions vers
la droite.
Troisième cas - ligne D : Le tampon de recherche ne trouvant pas le
premier symbole demandé par le tampon de lecture, le triplet généré est
(0,0,s). La fenêtre se décale de 1 position vers la droite.
Le fichier devient une suite de triplets dont voici une partie du contenu :
(0, 0, u)(0, 0, n)...(2, 1,_)(21, 7, e)(9, 1, e)(0, 0, s)(13, 2, u)...(22, 3, r)(17, 5, e)
De nombreuses applications utilisent cet algorithme. On le retrouve, entre
autres, dans le système d’exploitation de Microsoft.
Cependant, le LZ77 est confronté à des inconvénients tel que l’incapacité de
retrouver une séquence d’octets se trouvant en dehors de la fenêtre ainsi que
de consommer plus d’un octet pour représenter une séquence d’octets com-
pressée.
En effet, il est nécessaire de stocker le triplet :
— un premier nombre représentant la position de la séquence dans le
tampon de recherche, dans notre cas avec un tampon de longueur de
22, il est nécessaire d’utiliser 5 bits.
— ensuite, pour stocker la longueur de la séquence compactée qui est de
la longueur du tampon de lecture -1, ce qui donne 8-1=7 soit 3 bits.
— et enfin il est nécessaire d’utiliser un octet pour encoder le symbole.
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Ce qui fait, dans l’exemple, un total de 5 + 3 + 8 = 16 bits soit 2 octets.
L’exemple nous montre que plus la fenêtre est grande, plus il faudra de
bits pour coder chaque triplet ce qui impactera le taux de compression.
De plus, plus le dictionnaire est grand, plus la recherche d’une répétition
dans le dictionnaire sera coûteuse en temps.
L’utilisation d’une trop grande fenêtre rendrait l’algorithme inutilisable.
Bien que l’algorithme peut être gourmand en temps, suite aux nombreuses
comparaisons, le décodage est quant à lui très simple et rapide.
Que ce soit pour l’encodage ou le décodage, les besoins en mémoire sont
relativement faibles. En effet, la seule structure conservée en mémoire est la
fenêtre qui mesure généralement entre 4 et 64 Ko (kilo-octets).
Pour compresser la phrase d’exemple avec l’algorithme LZ77 et avec les
tailles des tampons définis plus haut, il faut stocker 22 triplets.
Chaque triplet ayant une taille de 2 octets, la taille nécessaire est donc de
22*2 = 44 octets, soit 352 bits.




Ce taux de compression n’est pas représentatif, car de manière générale, le
taux de compression obtenu par cette méthode est très bon pour de nombreux
types de données.
2.1.4 LZ78 (Lempel - Ziv 78)
LZ78[45] n’utilise pas, contrairement au LZ77, de fenêtre glissante pour
parcourir les séquences d’octets.
Le LZ78 se satisfait de lire les symboles et de former un dictionnaire de
manière progressive.
Cet algorithme va lire les symboles de gauche à droite et ajouter toutes les
nouvelles parties rencontrées dans le dictionnaire.
Les nouvelles parties sont stockées sous forme de couple, le premier argument
référence un mot déjà connu sinon il vaut zéro et le second argument contient
le nouveau symbole.
Si le symbole/mot se trouve déjà dans le dictionnaire, l’algorithme va prendre
le symbole suivant pour former un groupe de symbole (mot).
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La figure 2.3 met en évidence le fonctionnement de l’algorithme LZ78 avec
la phrase d’exemple "un problème ou un petit problème est un problème".
La phrase mentionnée dans l’exemple requiert un espace mémoire de 384
(a) Représentation des séquences stockées dans le dictionnaire
(b) Représentation du dictionnaire
Figure 2.3 – Principe de fonctionnement de l’algorithme LZ78 avec la phrase
"un problème ou un petit problème est un problème"
bits (48*8) sans utiliser de moyen de compression.
L’information est enregistrée sous la forme d’un couple :
— le premier argument permet de faire référence à un mot déjà connu
dans le dictionnaire et utilise le strict minimum nécessaire de bit pour
son encodage.
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Par exemple, la première étape ne contiendra pas de bit car le pre-
mier symbole lu ne sera jamais présent dans le dictionnaire.
La deuxième étape contiendra 1 bit de référence ce qui permet de ré-
férencer, si besoin, la première étape.
La troisième étape contiendra, quant à elle, 2 bits afin d’accéder à la
référence des étapes 1 et 2.
La quatrième étape contiendra également 2 bits afin de pouvoir réfé-
rencer les étapes 1, 2 ou 3 (en binaire 2 bits permet d’écrire les chiffres
de 0 à 3). Et ainsi de suite.
— le deuxième argument contiendra 1 octet soit 8 bits afin de stocker
le nouveau symbole.
Au total, le premier argument prendra l’espace de 119 bits et le deuxième
argument occupera un espace de 232 bits (soit 29*8 bits).




L’avantage de cet algorithme par rapport au LZ77 est le nombre réduit de
comparaisons de chaînes lors de chaque étape de codage.
En revanche, il a connu moins de succès pour des raisons d’efficacité, mais
aussi parce qu’il a été protégé par un brevet logiciel aux États-Unis.
2.1.5 LZW (Lempel Ziv Welch)
L’algorithme LZW constitue une évolution de l’algorithme LZ78[38]. Cette
méthode a une approche différente puisqu’elle consiste à débuter avec un dic-
tionnaire contenant les 256 codes étendus de la table ASCII[28, 20, 3].
L’utilisation d’un dictionnaire dynamique permet l’ajout de symboles ou
de séquences de symboles supplémentaires afin d’augmenter la table ASCII
contenue dans ce dictionnaire.
Chaque nouvelle entrée sera ajoutée à la fin du dictionnaire avec un indice
incrémenté par rapport à la dernière entrée.
Cependant, dans certains cas comme la compression d’image TIF, les codes
256 et 257 servent de codes de fin et de remise à zéro des séquences apprises.
Ainsi, la première entrée disponible est la 258ème.
De manière générale, la taille des codes est limitée à 12 bits. Les 8 premiers
bits sont utilisés pour les 256 codes de la table ASCII étendue tandis que les
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bits suivants sont utilisés afin d’ajouter de nouveaux symboles ou de nouvelles
séquences. Ce qui laisse un maximum de 212 - 28 = 3840 codes de disponible.
Cet algorithme ne nécessite pas l’enregistrement du dictionnaire. En effet,
le dictionnaire est créé lors de la phase de compression mais également lors
de la décompression.
La figure 2.4 dévoile le dictionnaire généré pour la phrase "un problème
ou un petit problème est un problème".
Figure 2.4 – Création du dictionnaire LZW pour la phrase "un problème
ou un petit problème est un problème"
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Sur base de ce dictionnaire, la phrase compressée sera représentée comme
ci-dessous. Les caractères présents dans cette phrase sont à remplacer par
leur code parmi les équivalents standards de la table étendue ASCII.
un_problème_ou_(256)(258)etit(258)(260)(262)(264)(266)es(274)(271)
(259)(261)(263)(265)
Dans cette exemple, ayant moins de 256 nouvelles entrées dans le diction-
naire, l’encodage peut se faire sur 9 bits.
La phrase compressée contient 34 codes de 9 bits soit 34 * 9 = 306 bits.
Pour rappel, la phrase d’exemple non compressée contient 48 symboles soit
48 * 8 = 384 bits.





Deflate est un format de compression de données sans perte qui couple
l’algorithme LZ77 et le codage de Huffman.
L’algorithme Deflate génère une série de blocs dans lesquels est introduit
un en-tête de 3 bits.
Le premier bit permet de spécifier si c’est le dernier bloc (1) ou non (0)
et les deux suivants servent de paramètres avec de manière générale, pour
les données compressibles, les bits "10" qui correspondent à la méthode de
codage dynamique de Huffman.
Les instructions pour générer l’arbre de Huffman suivent immédiatement
l’en-tête du bloc.
La compression se fait en 2 étapes :
— Premièrement l’algorithme LZ77 est utilisé afin de supprimer les
redondances, en insérant des références vers la partie identique.
C’est la partie la plus coûteuse en terme de calcul lors de la compres-
sion.
— Deuxièmement le codage de Huffman est utilisé afin de remplacer
les symboles les plus utilisés par des représentations plus courtes et,
Page 24 de 72
Chevalier Olivier Techniques de réduction de données
inversement, les symboles les moins utilisés par des représentations
plus longues.
2.1.7 RLE (Run-Length Encoding)
Le Run-Length Encoding ou en français, le codage par plage, est une
forme de compression de données sans perte qui consiste à regrouper les
symboles identiques et consécutifs à l’aide d’un compteur de telle sorte qu’il
n’y ait plus aucun symbole identique qui se suit[20].
Cet algorithme n’est pas compatible avec la phrase d’exemple car celle-ci
ne contient aucun symbole identique et consécutif.
Par contre, il correspond bien à la compression des images jusqu’à 24 bits
par pixel.
Notre exemple, en figure 2.5, met en scène une image en noir et blanc de 5 *
5 pixels.
Figure 2.5 – Image d’exemple pour l’algorithme RLE"
Pour illustrer cet exemple, un pixel de couleur blanche est représenté par
un "B" tandis qu’un pixel de couleur noire est représenté par un "N".
Les pixels de l’image peuvent ainsi être représentés en lisant l’image ligne
par ligne de gauche à droite et de haut en bas.
L’image peut donc être stockée de la manière suivante :
BBBBBBBBBBBBNBBBNNNBNNNNN
Le RLE permet de réduire la quantité de données stockées en comptant
le nombre de symboles identiques qui se suivent.
Grâce au RLE, l’image peut être stockée sous la forme suivante :
12B1N3B3N1B5N
Les 12 premiers pixels de couleur blanche sont représentés par "12B", le pixel
suivant, de couleur noire est représenté par "1N" et ainsi de suite.
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2.1.8 MTF (Move-to-front)
L’algorithme MTF[6] consiste à remplacer chaque caractère par un indice
qui est donné par un tableau évoluant de manière dynamique.
Cette technique donne un des meilleurs résultats en l’utilisant conjointement
avec la transformée de Burrows-Wheeler[7].
La compression de la phrase d’exemple se réalise en 2 étapes.
La première étape consiste à réorganiser les symboles avec la transformée
de Burrows-Wheeler.
La deuxième étape consiste à réaliser la compression avec l’utilisation de
l’algorithme MTF.
Étape 1 : le passage de l’algorithme Burrows-Wheeler.
Il s’agit d’une méthode de réorganisation des données qui permet d’augmen-
ter la probabilité que des caractères identiques initialement éloignés les uns
des autres se retrouvent côte à côte dans le résultat.
Figure 2.6 – Algorithme Burrows-Wheeler avec la phrase "un problème ou
un petit problème est un problème"
La figure 2.6 permet de comprendre le fonctionnement de l’algorithme
Burrows-Wheeler sur base de la phrase d’exemple "un problème ou un petit
Page 26 de 72
Chevalier Olivier Techniques de réduction de données
problème est un problème".
La figure présente :
— la colonne "A" représente le numéro de la ligne ;
— la colonne "B" contient la phrase ;
— la colonne "C" contient le symbole correspondant à la ligne N-1 de la
colonne "B", avec une exception pour la première ligne ou le symbole
correspond au dernier symbole de la colonne "B" ;
— les colonnes "D" et "E" représentent l’équivalent des colonnes "B" et
"C" avec un tri appliqué sur la colonne "B".
Le résultat de cette réorganisation se trouve dans la colonne "E". On
constate bien des regroupements de symboles identiques avec par exemple
les trois "o" qui se retrouvent côte à côte.
Cette colonne contient la phrase réorganisée qui sera utilisée par l’algorithme
de compression.
Le numéro de ligne correspondant au début de la phrase des colonnes
triées, en jaune dans la figure, est introduit en début de fichier et servira
pour retrouver la phrase d’origine lors de la décompression. Dans l’exemple,
il est représenté par la ligne 45.
À ce stade, le fichier contient :
45|neuntetnooompm_mllltbbbèèèuuur_rr____pppeeiseo__
Étape 2 : la compression avec Move-to-front.
L’algorithme MTF commence par définir l’alphabet en fonction des symboles
présents.
Alphabet : beilmnoprstuè_
Ensuite, il lit les symboles un par un de gauche vers la droite, et récupère
l’indice correspondant à la lettre de l’alphabet du symbole lu.
Lorsque l’indice est récupéré et enregistré, le symbole est alors déplacé en
première position dans l’alphabet (move to front).
Ce remaniement de l’alphabet a pour but de récupérer un maximum d’indices
avec des faibles valeurs. Ceux-ci permettent d’économiser des bits grâce à un
encodage à longueur variable.
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Figure 2.7 – Récupération du contenu compressé
La figure 2.7 représente les différents outputs obtenus pour chacun des
symboles ainsi que le remaniement de l’alphabet.
Le symbole lu lors des étapes 9 et 10 est le "o". Toutefois, les indices
correspondant à ce symbole ne sont pas identiques.
En effet, le "o" se trouve en 8éme position lors de le neuvième étape et, suite
au remaniement de l’alphabet, il se retrouve à la position zéro pour l’étape
suivante.
La représentation visuelle de la phrase compressée est la suivante :
45|52(11)2(11)312800891(13)1(10)006900(13)00(10)00(12)
7101000800(11)0(12)(13)2(12)50
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Tous ces numéros d’indice sont encodés en binaire en utilisant un encodage
à longueur variable. Plus la valeur de l’indice est faible, moins le nombre de
bits nécessaires sera élevé. La réorganisation de la phrase a joué un rôle
important afin de diminuer les valeurs des indices et ainsi réduire le nombre
de bits nécessaire pour enregistrer la phrase d’exemple.
Toujours pour ce même exemple, la figure 2.8 permet de faire une com-
paraison avec l’utilisation d’un encodage avec un nombre de bits avec une
longueur fixe et avec une longueur variable.
La figure montre le nombre de répétitions pour chaque indice, la représen-
tation binaire de chaque indice ainsi que le nombre de bits nécessaires à
l’encodage (nombre de répétition * la longueur du code).
On remarque qu’il faut 72 bits en encodage fixe contre 36 bits en encodage
variable pour encoder 18 fois l’indice 0 et, inversement, il faut 12 bits en
encodage fixe contre 21 en encodage variable pour encoder 2 fois l’indice 13.
On remarque l’importance de récupérer des indices de faible valeur. Sans
la transformée de Burrows-Wheeler, cette phrase aurait nécessité un enco-
dage plus long avec un encodage à longueur variable qu’avec un encodage à
longueur fixe.
Au final, l’encodage à longueur variable permet d’encoder la phrase en uti-
lisant 8 bits de moins.
La différence n’est pas très grande concernant cette phrase mais cet algo-
rithme est principalement utilisé dans la compression d’images et de vidéos.
En effet, avec une image, on retrouve un nombre plus ou moins important de
pixels de même couleur côte à côte, ce qui augmente le nombre de cas avec
l’indice 0 et, donc, diminue la taille du fichier compressé.
Afin de calculer le taux de compression, il est nécessaire d’ajouter l’alpha-
bet des symboles aux 184 bits précédemment calculés.
Cela représente 13 symboles encodés sur 8 bits, ce qui fait un total de 104
bits auxquels il faut ajouter le numéro de la ligne reçue par l’algorithme
Burrows-Wheeler afin de retrouver la phrase d’origine. La phrase faisant 48
caractères, ce nombre est encodé sur 7 bits.





Page 29 de 72
Chevalier Olivier Techniques de réduction de données
Figure 2.8 – Comparaison encodage à longueur fixe et variable
2.1.9 DCT (transformée en cosinus discrète)
Le DCT[5, 26] est un algorithme de compression avec perte qui est utilisé
massivement pour la compression d’images JPEG, de fichiers musicaux tels
que le MP3 ou encore les vidéos comme MPEG.
Avant de décrire le fonctionnement de l’algorithme DCT, il est nécessaire
d’expliquer ce qu’est une transformée en cosinus discrète et son fonctionne-
ment.
La transformée en cosinus discrète fonctionne en prenant des données (par
exemple d’une image) et en les représentant comme la somme de beaucoup
d’ondes.
Sur la figure 2.9, se trouvent 2 ondes cosinus de fréquence différente cos(x)
(couleur bleue) et cos(2x) (couleur rouge).
En augmentant le nombre d’ondes, on augmente également le nombre de pos-
sibilités de forme de l’onde résultante.
Le résultat de la combinaison de ces 2 ondes obtenu sur cette figure (couleur
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verte) représente la moyenne de ces 2 ondes et forme une onde plus complexe.
Ce résultat implique que les 2 cosinus aient la même pondération.
En modifiant les pondérations des ondes, l’onde résultante dessinera des
formes différentes.
Chaque onde représente un constituant du résultat.
Figure 2.9 – Transformée en cosinus discrète : exemple
Afin de décrire le fonctionnement de l’algorithme de compression DCT,
une image en noir et blanc est utilisée (voir figure 2.10).
Le choix d’une image en noir et blanc a pour but de simplifier la compréhen-
sion.
L’algorithme découpe l’image en groupe de 8x8 pixels et chacun de ces
groupes de pixels est codé séparément avec sa propre transformée en co-
sinus discrète.
Chacun de ces groupes (de 8 par 8 pixels) peut être répliqué à l’identique
avec 64 ondes, soit 8 ondes pour la partie horizontale et 8 ondes pour la
partie verticale ainsi que toutes les intersections comme le prouve l’article
sur la transformée en cosinus discrète[1].
La figure 2.11 montre les 64 ondes cosinus de base qui permettent de pro-
duire n’importe quelle image possible de faire en 8x8 pixels.
Si le résultat est exclusivement le premier élément de la matrice, le groupe
de pixels aura une couleur unie et sera une variante entre le blanc et le noir.
Si le résultat est exclusivement le deuxième élément de la matrice (première
ligne, deuxième colonne), le groupe de pixels résultant sera un dégradé en
partant d’une couleur claire vers une couleur foncée ou inversement.
Page 31 de 72
Chevalier Olivier Techniques de réduction de données
Figure 2.10 – Statue gille de Binche : Image d’exemple
Plus on se dirige vers le coin inférieur droit de la matrice des fréquences
DCT (figure 2.11), plus on s’oriente vers des éléments de haute fréquence et
plus la variation d’intensité de couleurs est importante.
Pour créer n’importe quel type d’image 8x8, il est nécessaire de combiner
tout ou une partie des éléments de cette matrice en même temps.
Tous ces éléments sont pondérés en fonction d’un coefficient qui représente
la contribution individuelle de cet élément à l’ensemble.
Un élément avec un coefficient de 0,1 aura 100 fois moins d’impact sur l’image
résultante qu’un élément ayant un coefficient de 10.
Le travail essentiel de cet algorithme est de calculer les coefficients des
différentes ondes.
Pour ce faire, la première étape est de récupérer l’intensité de la couleur RGB
de chaque pixel du groupe de pixels à traiter.
Cette valeur se trouve entre 0 et 255 (figure 2.12a) ; 0 signifiant pas de couleur
(noir) et 255 l’intensité maximale de la couleur (blanc).
La deuxième étape consiste à centrer les valeurs autour du zéro afin qu’elles
correspondent à l’onde du cosinus qui va de -1 à 1.
Cette étape est simple, il suffit de soustraire 128 (256/2) de chacune des
valeurs (figure 2.12b).
Ensuite, il faut appliquer la transformée en cosinus discrète afin de calculer
la contribution de chacune des ondes cosinus grâce à la formule suivante :
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Figure 2.11 – DCT fréquence 2 dimensions 8x8[39]
(a) Matrice correspondant au inten-
sité de couleur RGB
(b) Matrice correspondant au inten-
sité centrée sur zéro
Figure 2.12 – Matrice d’intensité de couleurs correspondant à la figure 2.10
Avec
— N : la largeur du bloc, dans notre exemple 8
— i, j : les indices du coefficient de la DCT
— x, y : les indices du pixel de l’image (dans le bloc)
— DCT(i,j) : la valeur du coefficient à la position (i, j)
— P(x,y) : la valeur à la position x, y de la matrice d’intensité de couleur
— C(x) = 1√
2
si x = 0, sinon C(x) = 1
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On obtient ainsi la matrice des coefficients DCT telle que affichée sur la
figure 2.13.
Chaque valeur correspond à la pondération de l’image correspondante de la
matrice des fréquences DCT 2.11.
Figure 2.13 – Matrice des coefficients DCT de la figure 2.10
Grâce à cette matrice, il est possible de retrouver l’image d’origine sans
perte de qualité.
Pour ce faire, il suffit d’assembler chacune de ces ondes cosinus en fonction
de leur pondération.
Plus sa pondération est importante, plus son impact sur l’image sera impor-
tant.
Habituellement, la première image de la matrice des fréquences DCT à un
coefficient élevé parce qu’il n’y a pas de variation d’intensité. Cette valeur
représente l’intensité générale de l’image.
De manière générale, les coefficients de la matrice des coefficient DCT se
trouvant dans le coin supérieur gauche sont élevés tandis que ceux se situant
dans le coin inférieur droit sont faibles.
Cela signifie que la variation importante de l’intensité de couleur, aussi ap-
pelée la haute fréquence des ondes cosinus, ne contribuent que pour très peu
à l’image. Ces hautes fréquences ont des effets très subtils sur les intensités
de couleurs lors de la régénération de l’image.
Par exemple, dans la matrice des coefficients de la figure 2.13, et sans tenir
compte de la première valeur (position (0,0)), on observe que les images
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les plus importantes de la matrice des fréquences DCT sont aux positions
(0,2),(1,0) et (1,1) avec des pondérations de -77,4, -85,8 et 122,8.
A contrario, l’image à la position (6,1) n’a que très peu d’impact pour la
reconstruction de l’image.
En observant l’image d’exemple (figure 2.10), on observe facilement que
les 3 images de la matrice des fréquences, avec une pondération importante
citées plus haut, joue un rôle important.
On peut par ailleurs constater que l’image à la position (1,1) de la matrice
des fréquences est assez marquée sur l’image d’exemple avec les coins haut
droit et bas gauche plus sombre.
Sachant que certaines ondes ont des effets très subtils sur l’image finale,
les enlever ne modifierait que partiellement l’image.
L’étape suivante est le processus de suppression de la quantification des
données à haute fréquence[37].
Cela consiste à supprimer les détails qui sont pratiquement invisible à l’oeil
nu afin de réduire la quantité de données que représente l’image originale.
Figure 2.14 – Matrice standard JPEG définissant le niveau de quantification
pour une qualité de 50%[40].
Pour ce faire, il est nécessaire d’avoir une table de quantification, comme
par exemple, la table de quantification JPEG standard pour une qualité de
50% représentée sur la figure 2.14.
Cette matrice de quantification, enregistrée dans le fichier compressé, va être
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utile pour diviser toutes les valeurs de la matrice de coefficient DCT par la
valeur correspondante et ensuite, arrondi à l’entier le plus proche.
On peut observer sur cette matrice de quantification JPEG que les valeurs
situées dans la partie inférieure droite sont les plus élevées.
Cela a pour effet de réduire drastiquement les coefficients DCT se trouvant
dans cette zone et de les supprimer si leur nouvelle valeur est égale à zéro.
La matrice de coefficient DCT, mise à jour sur la figure 2.15a, permet de
constater un nombre important de 0.
Tous ces zéros signifient qu’ils n’ont plus d’utilité pour le reconstruction de
l’image.
Seul un nombre limité de coefficients sont nécessaires pour reproduire ap-
proximativement l’image originale.
En effet, l’image ne sera pas exactement la même car quelques pixels auront
un niveau d’intensité un peu plus élevé ou plus faible.
De manière générale, ces différences sont limitées et sont, pour la plupart
d’entre elles, invisibles à l’oeil humain sans l’utilisation d’un zoom. Cela dé-
pend toutefois de la matrice de quantification qui est générée en fonction du
taux de qualité souhaité.
(a) Matrice quantifiée (b) Lecture des données de la matriceen zigzag
Figure 2.15 – Matrice résultante de l’algorithme de compression DCT
Toutes les données sont ensuite sérialisées dans le fichier.
Pour ce faire, on commence par l’élément se trouvant à la position (0,0) et
on zigzague tout au long de la matrice comme montré sur la figure 2.15b.
Les données enregistrées dans le fichier pour ce bloc sont donc :
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19 -4 -8 2 10 -6 -1 -1 2 2 1 -1 1 -2 0 0 -1 0 0 0 0 0 0 0 + 40 zéros.
L’importance de le faire en zigzague est de regrouper un maximum de zéro
afin d’utiliser un second algorithme de compression tel que le MTF, RLE ou
encore Huffman.
L’image étant maintenant compressée, on va ensuite la reconstruire.
Pour ce faire, le chemin inverse consiste à récupérer la matrice obtenue lors
de la compression représentée sur la figure 2.15a et de la dé-quantifier.
Cette étape consiste à multiplier toutes les valeurs de la matrice quantifiée
et de la matrice de quantification se trouvant aux mêmes positions.
Cette étape nous donne la matrice des coefficients représentée sur la figure
2.16.
Figure 2.16 – Matrice des coefficients calculée depuis la matrice quantifiée
(figure 2.15a).
L’avant-dernière étape consiste à faire l’inverse de la transformée en cosinus
discrète et en utilisant la formule suivante :















— N : la largeur du bloc, dans notre exemple 8
— i, j : les indices du coefficient de la DCT
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— x, y : les indices du pixel de l’image (dans le bloc)
— IDCT(i,j) : la valeur de l’intensité du pixel centrée sur zéro
— F(x,y) : la valeur au position x, y de la matrice des coefficients
— C(x) = 1√
2
si x = 0, sinon C(x) = 1
On obtient ainsi la matrice centrée sur zéro tel que visible sur la figure
2.17a.
La dernière étape consiste à récupérer l’intensité de la couleur en ajoutant
128 (256/2) ; ces mêmes 128 que l’on avait retiré lors de la deuxième étape.
La figure 2.18b représente l’intensité de chaque pixel ; ce sont ses intensités
qui sont utilisées pour recréer l’image visible sur la figure 2.18b.
(a) Matrice reconstruite centrée sur
zéro
(b) Matrice reconstruite représentant
les intensités de couleurs
Figure 2.17 – Matrice résultante de l’algorithme de compression DCT
L’analyse de l’image d’origine (figure 2.18a) et l’image reconstruite (figure
2.18b) montre une diminution du détail de l’image.
L’image compressée a perdu en qualité et est plus lissée dû à l’utilisation de
la matrice de quantification (JPEG avec une qualité de 50%).
Ceci a eu pour effet de supprimer les coefficients utiles pour la haute fréquence
(en bas à droite de la matrice).
Le traitement a été effectué sur un seul bloc de 8*8 pixels, et doit être
exécuté sur tous les autres blocs de l’image. Cette image d’exemple comporte
33040 blocs de 8x8 pixels.
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(a) Bloc d’origine au format TIFF (b) Bloc compressé au format JPEGavec une qualité de 50%
Figure 2.18 – Comparaison visuelle du bloc de pixel d’exemple
2.2 Lien entre algorithme et format de fichier
La table 2.4 lie les différents algorithmes au format de compression cor-
respondant. Certains de ces formats utilisent plusieurs algorithmes tels que
Bzip2 (qui combine Huffman et MTF) ou encore JPEG (qui utilise Huffman,
RLE et DCT).
L’algorithme DEFLATE, utilisé entre autre par les formats ZIP et GZIP, est
une combinaison de Huffman et de LZW.
L’algorithme DCT, avec perte d’information, est utilisé par les formats MP3
et JPEG, ce qui signifie que lors de la compression des données de ces for-
mats, l’algorithme supprime les données qui sont considérées comme les moins
pertinentes ce qui provoque une diminution de la qualité.
2.3 Comparaison
Cette partie compare d’une part, les taux de compression obtenus avec
différents formats de compression, et d’autre part, les différents logiciels de
compression de données.
Il existe différents articles comparant les algorithmes de compression comme,
par exemple, l’article "Comparative Study between Various Algorithms of
Data Compression Techniques"[3] qui compare les méthodes de compression
entre LZW et Huffman.
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JPEG X X X
MP3 X X
1 Une variante de LZW
Table 2.4 – Les types d’algorithmes utilisées suivant les formats de com-
pression
Cet article montre les similitudes entre ces deux méthodes comme un taux
de compression très proche lorsque les fichiers sont de type texte.
En revanche, lorsque le type de fichier est binaire ou est une image BMP,
la méthode LZW donne un meilleur taux de compression contrairement aux
images GIF ou JPEG pour lesquelles, ces deux méthodes se montrent ineffi-
caces.
En effet, on peut le constater dans cet article que les taux obtenus sur un
lot de 6 images GIF et JPG varient de -43% à -16% avec le LZW et de -9%
à -1% avec la méthode de codage Huffman. Les taux négatifs signifient que
l’image compressée est plus volumineuse que l’image d’origine.
2.3.1 Comparaison des performances
Méthodologie
Dans le cadre de la comparaison des performances, 13 types de fichier
ont été analysés. Ils correspondent à des fichiers textuels, binaires, images,
vidéos et musicaux.
La somme des tailles des fichiers de chaque type est d’environ 5,2 Mo. Il a
été choisi d’avoir un taille de fichier équivalant pour les différents types de
données. Cela permet de réaliser une analyse sur les performances aussi bien
sur un type de fichier en particulier que sur ensemble de données de type
confondu.
Les paramètres de compression ont été définis pour obtenir le taux de
compression le plus élevé possible dès que l’application le permet.
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Du fait de ces paramétrages, le temps nécessaire pour la compression n’a pas
été pris en compte.
En effet, en poussant la compression à son maximum, le temps nécessaire au
traitement est accru.
Figure 2.19 – Comparaison suivant le format d’archive[2]
Analyse
Le premier point de l’analyse porte sur la dernière ligne de la figure 2.19.
Cette ligne donne la taille totale des différents fichiers et de tous types confon-
dus.
En partant avec une taille brute de 68,3 Mo, on arrive, suivant le type de
compression, à des tailles variant de 43,6 Mo pour RAR à 49,1 Mo pour Zip.
Ce qui donne une différence de 5,5 Mo soit 8,4% entre la meilleure et la moins
bonnes des méthodes de compression reprises dans cette figure.
De manière générale, les types de compression 7z et RAR sont les plus
performants. À eux deux, ils obtiennent les meilleurs taux de compression à
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savoir, 12 fois sur les 13 types analysés et 8 fois pour 7z.
Le moins bon format de compression étant Zip avec le moins bon taux de
compression à 12 reprises.
La couleur verte permet de visualiser directement quel type d’archive est le
plus performant en fonction du type de fichier en entrée.
Il est nécessaire, ensuite, de discuter des différents taux de compression en
fonction des types de fichiers.
Les taux de compression de fichiers déjà compressés sont faibles comme le
montre les types MP3 et MPG avec des taux de compression de moins de
10%.
Le format Zip, quant à lui, a un taux de compression moyen de 0,6% et
devient même négatif lorsqu’on essaie de compresser un fichier ZIP en ZIP.
Cela s’explique par le fait qu’il y a un ajout de méta-données au fichier qui
est nécessaire pour la décompression.
D’un autre côte, il y a des types de fichiers qui se compressent très bien
comme les fichiers TXT et HTML avec des taux de compression supérieurs
à 70%.
En conclusion, si les données sont de types variées, il est préférable d’utiliser
les types de compression 7z ou RAR qui se montrent les plus performants.
Dans le cas de la compression d’une grande masse de données d’un même
type, il est utile d’utiliser le format de compression le plus performant pour
ledit type.
Par exemple, l’utilisation du type de compression 7z pour archiver les fichiers
binaires DLL.
2.3.2 Comparaison des logiciels de compression de don-
nées
WinZip [8] est un logiciel de référence pour la compression des gros fichiers
et est particulièrement adapté aux entreprises et aux utilisateurs ayant des
besoins importants d’archivage et de compression.
Le logiciel est payant et propose une version d’essai gratuite limitée dans
le temps dans laquelle certaines fonctionnalités avancées sont désactivées tel
que l’ajout d’un filigrane sur les images et document PDF.
WinZip archive et compresse les fichiers au format ZIP et propose 5 niveaux
de compression. Il possède également une interface facile à utiliser.
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Figure 2.20 – Logiciel WinZip
WinRAR [11] est l’outil de compression le plus téléchargé et possède plus
de 500 millions d’utilisateurs dans le monde.
La caractéristique principale de ce logiciel est l’utilisation de son propre al-
gorithme de compression propriétaire, le format RAR.
Bien que d’autres logiciels peuvent décompresser le format RAR, il est le seul
à pouvoir en faire la compression. Cet outils de compression est payant et
propose une version d’essai gratuite limitée dans le temps.
Le délai dépassé, le logiciel reste utilisable mais une fenêtre pop-up s’affiche
lors de chaque utilisation.
Bien que destiné pour Windows, il existe une version en ligne de commande
pour MacOS.
Figure 2.21 – Logiciel WinRAR
7-Zip [29] fait partie des plus anciens logiciels de compression de données
open source et est entièrement gratuit.
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En plus de la prise en charge du format ZIP, il dispose de son propre format
7Z qui présente des avantages en matière de taux de compression et de vitesse
d’enregistrement.
Contrairement à d’autres logiciels, en général payant, 7-Zip ne dispose pas
des fonctionnalités avancées et se concentre sur le strict nécessaire concernant
la gestion des archives et de la compression.
Figure 2.22 – Logiciel 7-Zip
PeaZip [34] est basée sur certaines technologies provenant de 7-Zip et offre
une interface plus moderne avec des menus explicites.
En plus de la version standard, il existe une version portable autonome (à
copier sur une clé USB, par exemple).
Ce logiciel, totalement gratuit et open-source, supporte une dizaine de for-
mats pour la compression et un très grand nombre de formats pour la dé-
compression. Ce logiciel permet l’utilisation de scripts pour automatiser, par
exemple, des tâches de sauvegarde.
Figure 2.23 – Logiciel PeaZip
La figure 2.24 compare les 4 logiciels de compression de données (cités ci-
dessus) en se basant sur différents critères comme par exemple, le prix ou les
formats de compression et décompression supportés.
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Ces quatre logiciels permettent la décompression de tous les types de for-
mats les plus couramment utilisés (Zip, RAR, 7z, Bzip2, Gzip).
Côté compression, les logiciels gratuits proposent plus de types de compres-
sion que les logiciels payants qui se limitent à des formats précis.
Néanmoins, il faut garder en tête que les logiciels payant proposent, en gé-
néral, plus de fonctionnalités que leurs homologues gratuits.
Les quatre logiciels analysés fonctionnent sur Windows.
7-Zip et Winzip possèdent une version complète pour MacOs tandis que
WinRAR propose uniquement une version en ligne de commande.
Seuls les deux logiciels gratuits, 7-Zip et PeaZip, sont disponibles pour le
système d’exploitation Linux.
Tous ces logiciels sont assez simples d’utilisation et en particulier WinZip
qui propose une interface soignée nouvelle génération (figure 2.20) tandis que
WinRAR (figure 2.21) et 7-Zip (figure 2.22) possèdent des interfaces plutôt
anciennes.
Figure 2.24 – Comparatif de logiciels de compression de donnée
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Chapitre 3
Déduplication
La déduplication de données est une technique qui permet de réduire les
besoins de stockage en éliminant les données redondantes ou dupliquées dans
un environnement de stockage.
Une seule et unique copie des données est conservée sur le support de stockage
et les données redondantes ou dupliquées sont remplacées par un pointeur
afin d’avoir une référence vers la copie conservée.
La figure 3.1 montre différents objets reconnaissables par leurs formes et
leurs couleurs.
La partie de gauche représente les objets dans leur contexte d’origine, c’est-
à-dire qu’il existe plusieurs instances de même objets.
La partie de droite représente le résultat du processus de déduplication.
On constate qu’une seule instance de chaque objet y est stockée tandis que les
instances redondantes ne sont plus présentes. Il existe toutefois des pointeurs,
non représentés sur la figure, qui permettent de lier les fichiers redondants à
l’objet identique.
En conclusion, la déduplication de données consiste à comparer des fichiers
ou des blocs d’informations binaires et de supprimer toutes les redondances
afin de garder une instance unique.
3.1 À quoi sert la déduplication ?
La déduplication de données est une technologie très attirante pour le
stockage des données des entreprises car elle permet de leur épargner des
coûts importants.
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Figure 3.1 – La déduplication de données[18]
Pour mettre en lumière l’utilité de la déduplication, l’exemple d’une grande
entreprise sauvegardant le contenu de milliers d’ordinateurs sera parlant.
Sur chaque ordinateur, qu’il soit portable ou fixe, on retrouve souvent du
contenu identique, comme par exemple, la suite bureautique qui est généra-
lement la même pour tous les employés d’une entreprise.
En effet, de nombreux fichiers identiques, comme par exemple l’exécutable du
programme Winword.exe pour la suite de Microsoft Office, sont sauvegardés
autant de fois qu’il y a d’ordinateur.
De ce fait, si une entreprise dispose de 1000 ordinateurs, le processus de
sauvegarde va enregistrer à 1000 reprises ce même fichier exécutable.
Avec la mise en place de la déduplication, une seule instance de ce fichier
sera enregistrée permettant d’obtenir un rapport de 1000 : 1 et ainsi de ré-
duire l’espace de stockage nécessaire à cet effet.
En extrapolant sur tous les fichiers contenus dans les ordinateurs de bureau,
les ordinateurs portables et serveurs de toute une entreprise, le gain en termes
de coûts est conséquent notamment en réduisant le nombre de disques durs
et de bandes magnétiques pour la sauvegarde.
Cela permet également d’épargner un pourcentage important de bande pas-
sante du réseau lors de la réplication de données sur une autre infrastructure
informatique de l’entreprise pour, par exemple, disposer d’une solution de
secours en cas de sinistre grave.
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3.2 Où s’opère la déduplication ?
La déduplication des données peut être effectuée soit chez le client, soit
au niveau de la baie de stockage 1 / VTL 2, ou entre les deux sur une ap-
pliance 3.[24, 43]
3.2.1 Côté client
La déduplication sur les machines clientes utilise l’approche client-serveur
dans laquelle le client communique avec un serveur, une appliance ou direc-
tement avec la baie de stockage.
Ce type de déduplication est désigné comme la transmission de données dé-
dupliquées dans laquelle le client traite les données afin d’en extraire les
méta-données et les transmet au noeud de stockage.
Ce dernier utilise les méta-données et sa propre banque de données conte-
nant les données dédupliquées afin de déterminer si une redondance existe et
transmet le constat au client correspondant.
Dés lors, le client ne transmet que les données uniques sur la Fiber Channel 4
ou sur le réseau IP.
La déduplication côté client offre d’énormes économies en bande passante
sur le réseau mais évidemment, ces économies ont un coût.
Premièrement, le processeur de la machine cliente est sollicité pour détecter
les doublons.
Deuxièmement, la sécurité peut-être affaiblie puisque tout client peut interro-
ger la baie de stockage avec des méta-données pouvant entraîner un problème
de fiabilité.
Finalement, le client, lançant sa déduplication, entraîne, côté serveur, l’exé-
cution d’une tâche permettant la détection de doublons.
Le lancement de cette tâche peut perturber les performances d’autres pro-
cessus en cours d’exécution sur le serveur.
1. Baie de stockage : équipement de sauvegarde de données informatique composé de
disques de stockage, d’un bus qui est l’élément par lequel la baie va communiquer et d’un
processeur permettant de traiter toutes les informations.
2. VTL : "Virtual Tape Library" | en français : "bibliothèque de bandes virtuelles"
3. Une appliance est un terme anglo-saxon. C’est un type de matériel similaire à un
serveur mais de plus petite taille et qui exécute une tache dédiée comme la déduplication,
le filtrage d’accès Internet, le filtrage des mails,...
4. Fibre Channel est un protocole défini par la norme ANSI X3T11 permettant une
connexion haut débit entre un ordinateur et un périphérique comme son système de sto-
ckage.
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3.2.2 Côté appliance
Une appliance de déduplication est un système dédié mettant en oeuvre
la déduplication.
Typiquement, ces boîtiers de déduplication opèrent à travers deux modes de
fonctionnement et sont connectés entre les clients et la baie de stockage.
Le premier, appelé in-band, examine toutes les données entrantes et vérifie
l’existence de doublons avant d’écrire les données sur la baie de stockage.
Le second, appelé out-of-band, exécute la déduplication lorsque les données
sont écrites sur la baie de stockage.
L’inconvénient de l’utilisation du mode in-band est que l’appliance pourrait
être le goulot d’étranglement en raison du traitement supplémentaire requis
par le système avant l’écriture des données sur le disque.
3.2.3 Côté baie de stockage ou VTL
Les contrôleurs de baie de stockage et les contrôleurs de VTL (biblio-
thèque de bandes virtuelles) fournissent une très bonne plate-forme pour
effectuer la déduplication.
Les contrôleurs de baie de stockage modernes offrent généralement de
grandes ressources de calculs et leur proximité avec les données facilite la
mise en place de la déduplication.
Afin d’obtenir un meilleur taux de déduplication au sein d’une baie de sto-
ckage, cette dernière doit être en mode bloc.
Un VTL est un système informatique incluant un serveur, une grappe de
disques et un logiciel capable d’émuler cet espace disque en bande magné-
tique.
Son utilisation est généralement liée au système de sauvegarde d’une entre-
prise, ses contrôleurs sont aussi très performants.
3.3 Quand s’opère la déduplication ?
La déduplication existe à travers deux modes de fonctionnement[25] : le
mode synchrone et le mode asynchrone.
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3.3.1 Le mode synchrone
Le mode synchrone implique l’exécution de la déduplication lors de toute
demande d’enregistrement de données.
En effet, lors de chaque demande d’écriture sur la baie, le système de stockage
essaye de dédupliquer les données avant d’écrire les données entrantes sur les
disques.
Figure 3.2 – Le mode synchrone[25]
La déduplication synchrone peut ajouter une quantité importante de temps
de latence sur le système.
Ceci est dû au contrôle de vérification de doublons des données en cours de
traitement.
Ce mode de fonctionnement permet également à la partie cliente de surchar-
ger la baie de stockage suite à des demandes intempestives.
3.3.2 Le mode asynchrone
Le mode asynchrone consiste à effectuer l’opération de déduplication à
intervalles réguliers ou lorsque l’utilisation de l’espace de données dépasse
une limite fixée.
Figure 3.3 – Le mode asynchrone[25]
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Ce procédé peut s’avérer désirable dans des systèmes où la vitesse d’inges-
tion est primordiale mais cela engendre un nombre important d’input/output[9].
De ce fait, les données, se trouvant sur une baie de stockage, doivent être en-
tièrement relues afin de détecter des octets redondants.
Cela entraîne un nombre d’écritures plus important que le mode synchrone.
Cependant, ce mode nécessite un espace de stockage plus important pour
enregistrer les données car elle ne sont pas dédupliquées immédiatement.
La déduplication asynchrone limite les possibilités d’actions.
Elle est moins performante si elle se réalise côté client car les méta-données
ne sont pas continuellement mises à jour.
3.4 Architecture d’un système de déduplication
L’architecture d’un système de déduplication[13] est illustré sur la figure
3.4.
Lorsqu’un flux de données entre dans le système, il passe par une première
couche de service de fichiers tel que NFS qui gère les méta-données et l’espace
de nom.
Cette première couche transfère la requête d’écriture vers la couche "Content
Store Manager".
Le "Content Store Manager" gère le contenu des données repris dans le
flux.
Il fractionne le flux de données en plusieurs segments et fait appel à la couche
suivante, le "Segment Store Manager".
Le "Segment Store Manager" a pour rôle d’effectuer le travail de dédupli-
cation et d’enregistrer les segments uniques sur un support.
Il peut également faire un appel à un système de compression pour augmen-
ter le gain d’espace, puis écrit les informations compressées dans un espace
géré par le "Container Manager".
Ces trois composants se situent en mémoire vive ou sur des disques SSD.
Pour lire un flux de données dédupliquées, le "Content Store Manager"
utilise les références des segments dédupliqués afin de délivrer le flux de
données souhaitées.
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Le "Segment Store Manager" réalise une pré-lecture, décompresse si besoin,
et met en cache les segments de données.
Figure 3.4 – Architecture d’un système de déduplication[13]
3.4.1 Content Store Manager
Le processus, lié à ce Content Store, doit effectuer plusieurs opérations :
— la première divise le fichier de données en une série de segments de
tailles fixes ou variables ;
— la seconde calcule une signature à l’aide d’une fonction de hachage
pour chaque segment et crée un descripteur de segment.
Le descripteur de segment contient la signature issue de la fonction de
hachage ainsi que la taille du segment ;
— La dernière construit une cartographie à l’aide d’un arbre qui en-
registre le lien entre les segments de données et les descripteurs de
segments.
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Le but est de représenter le fichier de données à l’aide de références et de
segments de données.
3.4.2 Segment Store Manager
Le "Segment Store Manager" contient essentiellement une base de don-
nées de segments indexés par leur descripteur de segment.
Lors de la lecture d’un segment, le "Segment Store Manager" le récupère
depuis le container dans lequel il est stocké.
Lors de l’écriture, le "Segment Fingerprints" détermine si un segment est
un doublon à l’aide de la signature calculée avec la fonction de hachage[31].
Dans le cas d’un nouveau segment, celui-ci est intégré dans un container.
Le "Segment Fingerprints" est une étape primordiale et doit être efficace
pour dédupliquer les données et ainsi limiter les entrées et sorties au niveau
des disques.
3.4.3 Container Manager
Le "Container Manager" est responsable de l’allocation, la dislocation, la
lecture et l’écriture et se doit d’être efficace.
Un container comprend une partie de méta-données comportant des descrip-
teurs de segments sur les segments uniques enregistrés dans celui-ci.
Les containers peuvent être ajoutés ou supprimés mais pas modifiés.
Lorsqu’un Segments Store ajoute un container, le "Container Manager" trans-
met un identifiant unique.
Les segments uniques ne sont pas directement écrits sur le support de
stockage.
En effet, ils ne sont pas assez grands pour atteindre des performances élevées
d’écriture.
Ils sont organisés dans un container de taille fixe.
Lorsque le container est plein, il est enregistré sur le support de stockage.
Pour lire un segment, le container correspondant à ce dernier est lu.
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3.5 Processus de déduplication
Le processus de déduplication s’applique sur des fichiers ou sur des blocs[24,
17].
Les blocs sont utilisés pour stocker des données directement sur les disques
durs d’une baie de stockage par exemple, et les fichiers sont utilisés pour
stocker des données dans un système de fichiers tel que NTFS ou FAT 5.
Lorsque la déduplication est appliquée au niveau bloc, l’utilisation des don-
nées peut-être structurée ou non structurée.
Les données sont structurées lorsqu’elles suivent une organisation permet-
tant de simplifier leurs traitements.
Différentes structures de données existent tels qu’une base de données, un
tableau indexé ou encore une structure sous forme de liste.
À contrario, les données écrites dans un fichier sont des données non struc-
turées.
Lorsque la déduplication est appliquée au niveau fichier, il suffit de comparer
les fichiers ou le contenu et de supprimer les doublons.
Les différents processus de déduplication proposent des approches diffé-
rentes ce qui influent sur les performances.
Lorsque cette approche s’applique aux niveaux des fichiers, le traitement est
plus rapide mais le gain d’espace est moindre que si elle s’appliquait aux
niveaux du bloc de données[27, 23].
3.5.1 Par fichiers
Lorsque la déduplication est appliquée au niveau fichier, il suffit de com-
parer les fichiers ou leurs contenus et de supprimer les doublons.
L’utilisation d’un système de fichiers, pour comparer si deux fichiers sont
identiques, est la méthode la plus simple et la moins onéreuse pour éliminer
les répétitions.
Il est également facile de déterminer une réplication d’un fichier à l’aide des
méta-données.
Celles-ci contiennent, entre autre, le nom du fichier, sa taille, la date de sa
création et la date dernière modification.
5. FAT (File Allocation Table) : Table où le système d’exploitation enregistre l’empla-
cement des différents dossiers et fichiers enregistrés sur le disque dur.
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Un exemple de cette méthode est de comparer le nom, la taille, le type et
la date de dernière modification de deux fichiers.
Si toutes ces méta-données sont identiques, il existe une forte probabilité
pour que ces deux fichiers soient des doublons.
Si le système détecte qu’il s’agit de doublons, il crée un pointeur vers le fichier
unique.
Dans le cas contraire, l’instance est enregistrée sur le serveur de stockage.
Cette méthode n’est pas aussi infaillible que les solutions offertes par les
outils professionnels de déduplication.
Cependant, cette solution est simple à mettre en place via un petit script et
a le mérite d’être gratuite.
Il est également possible d’ajouter une solution de compression de données
afin d’augmenter le gain de réduction sur l’espace de stockage.
L’utilisation d’une fonction de hachage, pour déterminer la redondance de
fichiers, augmente l’intelligence et l’efficacité de la déduplication.
La fonction de hachage calcule la signature de chaque fichier entrant.
Celle-ci permet au système de la comparer, à l’aide d’une table de hachage,
aux signatures déjà présentes dans le but de détecter d’éventuels doublons.
La figure 3.5 explique le déroulement du processus de déduplication par
fichier.
Lorsqu’un fichier entre dans le processus de déduplication, sa signature est
calculée et comparée aux autres.
Si la signature calculée existe dans la table de hachage, alors le fichier n’est
pas enregistré puisqu’il s’agit d’un doublon, et la référence vers l’unique copie
de ce fichier est créée.
Dans le cas contraire, le fichier est enregistré et la table de hachage est mise
à jour avec la nouvelle signature calculée.
Toutefois, la fonction de hachage peut produire une même signature pour
deux fichiers différents.
Lorsqu’un faux positif se produit, le système n’enregistre pas le fichier entrant
ce qui entraîne une perte de données.
Néanmoins, il existe une solution de comparaison des méta-données lorsque
cet évènement se produit.
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Figure 3.5 – Déduplication par fichiers[22]
La déduplication par fichier ne dispose pas d’un taux de déduplication
important.
La comparaison est réalisée de manière stricte et uniquement par rapport
aux méta-données des fichiers, le contenu des fichiers n’est pas analysé.
Il en résulte que lorsqu’un fichier est modifié, si petite la modification est, les
méta-données de ce fichier changeront ce qui entraînera une modification de
la signature du fichier.
Suite à cette modification, ce fichier est à nouveau enregistré.
3.5.2 Par segments
Lorsque la déduplication est appliquée au niveau des segments[17], il n’est
pas nécessaire, contrairement à l’approche de déduplication par fichiers, de
disposer des informations sur les fichiers ou même sur le système d’exploita-
tion utilisé.
Il existe 2 types de déduplication au niveau segment. Le segmentation de
taille fixe et la segmentation de taille variable.
La segmentation de taille fixe
La segmentation de taille fixe consiste à calculer une signature pour chaque
segment et de la comparer à l’aide de la table de hachage, quelque soit le type
de données.
Si la signature calculée correspond à une existante dans la table de hachage,
alors le nouveau segment n’est pas enregistré puisqu’il est considéré comme
doublon.
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Figure 3.6 – Découpe d’un fichier en segments de taille fixe avec la signature
des segments
La figure 3.6 présente la segmentation d’un fichier d’une taille de 128 Ko
par 8 blocs de données de 16 Ko.
Le processus de déduplication calcule la signature de chaque bloc.
Les signatures sont enregistrées dans la table de hachage permettant de
déterminer rapidement si les nouvelles signatures sont uniques.
La figure 3.6 montre l’existence d’une redondance. En effet, les blocs 3 et 6
possèdent une signature identique.
Le processus remplacera donc le bloc 6 par un pointeur vers le bloc 3 afin
que les données originales puissent être reconstruites ultérieurement.
Le gain en termes d’espace de stockage pour cet exemple est de 16 Ko sans
prendre en considération le pointeur créé.
Figure 3.7 – Déduplication par segment de taille fixe[22]
L’avantage d’utiliser cette méthode est qu’elle permet d’obtenir un pour-
centage plus important de réduction d’espace de stockage.
Toutefois, le nombre de traitement est plus important, par rapport à la mé-
thode par fichier, et entraîne une augmentation du temps d’exécution.
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Une problématique de la déduplication par segment de taille fixe survient
lors de l’insertion de symboles comme présenté sur la 3ème colonne de la figure
3.8.
Cette insertion créée un décalage de données dans la segmentation et rend
impossible la déduplication puisqu’ils ne sont plus identiques.
Figure 3.8 – Exemple : problématique de la déduplication par segment de
taille fixe[35]
La segmentation de taille variable
La segmentation de taille variable permet de surmonter le problème lié au
procédé de déduplication par segments de taille fixe.
L’utilisation de la segmentation de taille variable est nécessaire.
En effet, cette méthode ne découpe pas le flux de données en morceaux de
tailles fixes, ni de multiples tailles de longueurs prédéfinies.
Les CDC 6 sont des méthodes de séparation de flux de données de telle
sorte que le contenu dupliqué dispose d’une plus grande probabilité d’être
découvert, indépendamment de sa position dans le flux de données[21].
Le CDC se doit être évolutif et rapide pour la détection de doublons[16, 42].
6. CDC (Content defined Chuncking techniques) : méthodes servant à séparer un flux
de données en des morceaux de tailles variables de façon à ce que le contenu dupliqué soit
découvert sans tenir compte de sa position dans le flux de données.
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Plus le processus de déduplication utilise des segments de données de pe-
tites tailles, plus la génération de méta-données sera importante et plus les
performances du système de déduplication diminueront.
L’approche de CDC consiste à délimiter un segment à l’aide de deux tailles
définies.
Le mécanisme commute dynamiquement entre ces deux tailles en fonction
des données déjà enregistrées.
Comme le montre la figure 3.9, lors de chaque décalage sur le flux de
données, le contenu de la fenêtre glissante est analysé et une signature est
calculée.
Si la signature est connue, le processus augmente la longueur du segment.
Dans le cas contraire, la signature est ajoutée dans l’index et le segment est
enregistré.
Quand le segment atteint sa longueur maximale, il existe une grande proba-
bilité d’obtenir un segment dupliqué.
Figure 3.9 – Processus par segmentation de taille variable[35]
Pour éviter l’ajout d’un temps de latence supplémentaire dans le processus,
la fonction de hachage, permettant de calculer les signatures, doit être efficace
puisqu’elle est appelée lors de chaque décalage[16].
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Afin d’éviter le calcul entier de la signature lors de chaque décalage, l’uti-
lisation des fonctions de hachage par roulement est conseillée.
Ce mécanisme consiste à prendre en entrée la signature précédemment cal-
culée et de la modifier en fonction des données issues du décalage ce qui lui
permet d’être très rapide[31, 16].
3.6 Ratio de déduplication
Le ratio de déduplication (R) est la valeur qui mesure l’économie d’espace
obtenue grâce aux mécanismes de déduplication.
Ce ratio est calculé en divisant le nombre d’octets entrés avant la déduplica-




Le ratio de déduplication dépend du nombre d’octets redondants et éliminés
à l’aide du processus de déduplication.
Le ratio peut être important ou superflu ; un ratio important indique une
quantité importante de données redondantes tandis qu’un ratio superflu si-
gnifie qu’il y a peu de données redondantes.
Le ratio est généralement écrit comme ratio :1, ce qui indique que le nombre
d’octets entrés a été transformé en 1 octet de sortie à l’aide du processus de
déduplication.
Une autre façon d’exprimer l’économie d’espace disque est de transformer le
ratio en pourcentage de réduction d’espace (P).
P = 1− 1
R
Le ratio ne dépend pas seulement de la méthode de déduplication utilisée,
mais également d’autres facteurs tels que[10] :
— Type de données : Le type de données stockées par l’utilisateur à
l’aide de leurs postes de travail est de loin le plus grand impact sur le
ratio de déduplication.
En effet, si un groupe d’utilisateurs ne change que quelques parties
d’un ensemble de fichiers tous les jours, l’effet de déduplication est
certainement beaucoup plus élevé que si ils créent de nouveaux fi-
chiers régulièrement.
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Figure 3.10 – Ratio de déduplication : ratio et pourcentage[10]
— La modification de données fréquentes : La vitesse à laquelle les
données sont modifiées sur les postes de travail des utilisateurs n’a pas
une influence directe sur le ratio de déduplication, mais plutôt sur la
probabilité de données redondantes à se produire.
En général, plus il y a de modifications, moins le ratio est élevé.
— Période de rétention des données : La durée pendant laquelle les
données dédupliquées sont stockées peut affecter le ratio de dédupli-
cation.
En effet, plus la durée de rétention des données est importante, plus la
quantité de données uniques s’accroît et plus la probabilité de trouver
des doublons dans les nouvelles données augmente.
— Taux de transfert de données élevé : Lors d’une déduplication
inline, des applications requièrent un débit très élevé de données, obli-
geant le processus de déduplication à traiter le flux de données entrant
rapidement.
Pour éviter un goulot d’étranglement au niveau de la déduplication,
le processus diminue la charge de calcul en réduisant la capacité de
détecter les données redondantes en augmentant la taille des segments
de données.
Cette approche entraîne une réduction du taux de déduplication des
données.
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3.7 Outils de déduplication
Cette section décrit 2 outils "populaires" qui utilisent la déduplication :
Dell EMC PowerProtect DD et QoreStor.
Il en existe beaucoup d’autres tels que, par exemple, Oracle Greenbytes,
Compellent, Veritas NetBackup Appliance, IBM ProtecTIER, Fujitsu Jujitsu
Data Deduplication Appliance, etc...
Il existe également des outils open-source comme OpenZFS ou OpenDedup.
3.7.1 Dell EMC PowerProtect DD
L’appliance de stockage Dell EMC PowerProtect DD[14] permet aux en-
treprises de protéger, gérer et restaurer des données à grande échelle.
Elle s’intègre de manière transparente avec les infrastructures existantes et
est conçue pour simplifier et optimiser l’efficacité opérationnelle de la pro-
tection des données pour les environnements multi-cloud.
Elle supporte la virtualisation et s’exécute dans VMWare, Microsoft Hyper-
V, KVM ainsi que dans le cloud avec AWS, AWS GovCloud, VMWare cloud,
Azure, Azure Government Cloud et Google Cloud Platform.
Cette appliance fait partie des meilleures du marché, cependant c’est égale-
ment l’une des plus onéreuse.
Les principales caractéristiques et fonctionnalités de cette appliance sont :
— Des performances optimisées qui permettent l’ingestion allant de
7 To à 94 To de données par heure suivant la gamme choisie.
— Une intégration transparente afin de faciliter l’utilisation des prin-
cipales applications de sauvegarde et d’archivage.
— Une protection multi-cloud qui permet de hiérarchiser nativement
les données dédupliquées vers n’importe quel environnement cloud à
des fins de rétention à long terme.
— Une vérification des données de bout en bout afin d’éviter la
corruption de données en vérifiant l’intégrité des méta-données, l’in-
tégrité des données, l’intégrité de la bande et vérifie également que la
somme des contrôles des données lues correspondent à celle des don-
nées écrites.
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— Un accès instantané grâce à de hautes performances pour les ma-
chines virtuelles.
— Une restauration instantanée grâce au déploiement immédiat de
machines virtuelles orientées production au sein de l’appliance elle-
même.
3.7.2 QoreStor
QoreStor[15] est une plate-forme professionnelle de stockage.
Elle s’appuie sur les technologies de déduplication et de réplication.
Elle est simple à déployer et à administrer.
La plate-forme supporte un large panel de solutions de sauvegarde et de sto-
ckage de grands fournisseurs dont Quest, CommVault, Dell/EMC, Veritas,
Veeam et IBM.
De plus elle, supporte les grandes plateformes de virtualisation et les fournis-
seurs de services cloud tels que Azure, AWS, VMWare, Microsoft Hyper-V
et KVM.
Les principales caractéristiques et fonctionnalités de QoreStor sont :
— Un moteur de déduplication du stockage de nouvelle généra-
tion ce qui réduit la capacité de stockage des sauvegardes de 20 :1 et
tire profit de la déduplication en bloc variable.
— Un accélérateur de protocoles intégrés qui permet l’ingestion de
20 To de données par heure grâce à une technologie optimisée lors des
opérations d’écriture côté client.
— Réplication à distance pour la reprise après sinistre avec la pos-
sibilité de répliquer uniquement les données modifiées sur un site dis-
tant, ce qui permet de réduire considérablement les besoins en bande
passante.
— Sauvegarde directe dans le cloud grâce à la déduplication à la
source, seuls les blocs modifiés sont sauvegardés dans le cloud.
— Connexion sécurisée qui élimine les sauvegardes incomplètes ou
leur mises en échec suite à une déconnexion et applique une reprise
automatique de la sauvegarde dès le rétablissement de la connexion.
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— La sécurité des données par un chiffrement intégré réalisé en dehors
des activités de lecture et d’écriture utilisant des clés AES 7 de 256 bits,
générées une seule fois ou à intervalles réguliers.
7. Advanced Encryption Standart
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Chapitre 4
Similitudes et différences entre
compression et déduplication
La compression et la déduplication de données utilisent des procédés dif-
férents pour épargner l’espace de stockage.
Comme ils ne sont pas liés, ils peuvent être utilisés indépendamment ou,
comme vu dans la section 3.4, conjointement pour optimiser le gain.
La déduplication est une forme de compression au niveau des segments et il
existe des similitudes entre la compression et la déduplication.
L’algorithme LZ77, utilisé pour la compression, utilise une fenêtre glissante
afin de détecter une redondance de symboles. De la même manière, la dédu-
plication de taille variable utilise une fenêtre glissante pour déterminer des
doublons à l’aide d’une fonction de hachage.
L’algorithme LZ78 utilise un dictionnaire dynamique reprenant les sym-
boles dupliqués.
Parallèlement, la déduplication utilise une table de hachage dynamique pour
détecter les doublons.
Les méthodes de compression utilisent généralement un dictionnaire dy-
namique grandissant tout au long du processus. La déduplication réalise un
procédé similaire en gardant une signature de chaque segment unique.
Le codage de Huffman construit un arbre pour la compression et positionne
les symboles les plus fréquemment utilisés proche de la racine permettant
ainsi d’utiliser un codage plus court. Ce même principe est utilisé par la
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déduplication en plaçant les données les plus fréquentes en mémoire vive afin
de diminuer le temps de latence.
La compression utilise des algorithmes pour réduire la quantité d’espace
physique que prend un fichier. Elle fait face à plusieurs désavantages :
— la modification des fichiers compressés nécessite plusieurs étapes : la
décompression du fichier, la modification et ensuite la compression du
fichier modifié,
— l’utilisation importante du processeur tout au long du traitement ce
qui peut entraîner un temps de traitement important.
La déduplication réalise une réduction de la charge de stockage lorsqu’il
y a une redondance dans le jeu de données. Ce qui signifie que l’ensemble
des données doit être composé de plusieurs fichiers ou portions de données
identiques. Elle a pour avantage de maintenir les formats de données et d’être
transparente pour les utilisateurs.
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Chapitre 5
Conclusion
L’augmentation du volume des données, générée entre autres par les ap-
pareils électroniques connectés, demande de plus en plus de place de stockage
dans le Cloud. Ce Cloud est, quant à lui, stocké dans d’énormes centres de
données qui doivent mettre en place des techniques afin de garder des hauts
débits de transfert et de diminuer l’espace de stockage nécessaire.
À ce jour, il existe deux méthodes de réduction de données : la compression
et la déduplication.
La compression est une technique plutôt ancienne, très populaire, qui est
utilisée massivement de manière consciente (par exemple le ZIP pour l’envoi
de mail) ou inconsciente (par exemple les images JPEG).
Elle permet de réduire le volume des données nécessaires pour un fichier.
La compression de données a fait l’objet du chapitre 2.
Celui-ci a décrit et a illustré le fonctionnement des principaux algorithmes
de compression tel que, par exemple, le codage de Huffman, le "LZW" ou
encore le "Deflate".
Nous avons analysé la compression d’une image au format JPEG, que
nous avons réalisé à l’aide de l’algorithme DCT. Cet algorithme diminue la
qualité de l’image afin de réduire la quantité de données nécessaires pour la
reconstruction de celle-ci.
Après avoir détaillé les différents algorithmes, nous avons comparé les per-
formances des différents formats de compression. Ensuite, nous avons réalisé
une comparaison des logiciels de compression les plus populaires.
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La déduplication, quant à elle, est une technique plus récente, elle nécessite
une quantité importante de données pour avoir des résultats satisfaisants.
Elle permet de réduire la quantité de données en éliminant les doublons
existants.
La déduplication a été détaillée dans le chapitre 3.
Dans ce chapitre, nous avons d’abord défini où et quand s’opère la dédupli-
cation, nous avons détaillé l’architecture du système et parcouru les 3 grands
axes du processus de déduplication.
Ensuite, nous avons vu ce qu’est le ratio de déduplication et terminé le cha-
pitre en parcourant quelques outils utilisant la déduplication.
Le nombre de recherches scientifiques concernant la déduplication ne cesse
d’augmenter depuis quelques années. Cette technique va probablement beau-
coup évoluer au cours de cette décennie.
Concernant la compression de données, le nombre d’articles scientifiques
reste assez stable d’année en année.
Les recherches actuelles s’orientent, d’une part, vers la rapidité de la com-
pression et, d’autre part, vers l’optimisation de la compression des flux vidéo.
Ces recherches sont dues à l’évolution récente des technologies de produc-
tion de flux vidéo qui produisent une quantité toujours plus élevée de données.
Afin d’illustrer ceci, nous pouvons prendre l’exemple récent où, en mars 2020,
suite à la pandémie du COVID-19, il a été demandé aux plateformes de strea-
ming de diminuer la qualité du contenu afin de libérer de la bande passante.
Le principe de fonctionnement de ces deux méthodes a été comparé, dans le
chapitre 4, en matière de similitudes, de différences et de complémentarités.
Ces méthodes de réduction de données permettent de diminuer la quantité
de volume de données enregistrées, mais d’autres pistes sont actuellement
explorées comme, par exemple, le stockage des données dans l’ADN[4].
Ce support offre de nombreux avantages par rapport aux technologies ac-
tuelles comme la capacité d’enregistrer une quantité importante de données
dans un volume très faible.
De plus, l’ADN est la base de toute vie sur Terre et, par conséquent, il
est fort probable qu’il existera toujours un moyen de consulter les données
contrairement à un DVD ou un disque dur.
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