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Abstract
Face recognition is a rapidly advancing research topic due to the large number of
applications that can benefit from it. Face recognition consists of determining whether a
known face is present in an image and is typically composed of four distinct steps. These
steps are face detection, face alignment, feature extraction, and face classification [1].
The leading application for face recognition is video surveillance. The majority of
current research in face recognition has focused on determining if a face is present in an
image, and if so, which subject in a known database is the closest match. This Thesis
deals with face matching, which is a subset of face recognition, focusing on face
identification, yet it is an area where little research has been done. The objective of face
matching is to determine, in real-time, the degree of confidence to which a live subject
matches a facial image. Applications for face matching include video surveillance,
determination of identification credentials, computer-human interfaces, and
communications security.
The method proposed here employs principal component analysis [16] to create a
method of face matching which is both computationally efficient and accurate. This
method is integrated into a real time system that is based upon a two camera setup. It is
able to scan the room, detect faces, and zoom in for a high quality capture of the facial
features. The image capture is used in a face matching process to determine if the person
found is the desired target. The performance of the system is analyzed based upon the
matching accuracy for 10 unique subjects.
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Chapter 1 Introduction
Face recognition has been a topic of great interest to people in many different
fields. Numerous researchers from the disciplines of Psychology, Engineering, Image
Processing, and Computer Science are interested in developing intelligent technology
which mimics the workings of the human mind. Face recognition has attracted
significant interest because many of the approaches used to develop algorithms are based
on knowledge of the human brain. The human brain is wondrously complex and allows
people to perceive and interpret visual information about an object in moments.
Identifying a face is so simple and commonplace for a person and yet inherently difficult
to duplicate for a computer. This is largely because our understanding of the human
brain is so limited. This lack ofknowledge has led to a plethora ofproposed algorithms
for the development ofcomputer systems which seek to recognize faces.
Face recognition may be viewed as a combination of four distinct processing
steps. These steps are face detection, face alignment, feature extraction, and face
classification [1]. Face detection determines whether a face is present in the image and
finds the location and the size of the face. In face alignment, facial features, such as the
eyes and mouth, are located and used to normalize the geometry of the face. Feature
extraction refers to the process of selecting a set of distinguishing characteristics for a
specific image. Finally, face identification uses the features to determine a match in a
database ofknown images.
The majority of current research in face recognition is focused more on the
theoretical application of the knowledge and less on the practical aspects. Existing
projects center on the use of large databases of subjects and strive to find a face in the
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database which is the closest match to a source image. The images are gathered using
digital cameras and thus, there are no time constraints for processing of the image. In
addition, the lighting is controlled and a flash is used to produce well illuminated faces.
While this research is useful, it cannot be effectively implemented in the majority of real-
world situations. The use of large databases makes the system inherently slow, causing
unacceptable delays if the subjects are being monitored through a video system. In
general, there is no guarantee that the recognition of the subject is correct, because if the
subject is not in the database, it could be recognized incorrectly.
This thesis focuses on the problem of face identification in a real-time, dynamic
environment. Instead of using a large database of images, the system typically uses a
single target image. However, it can also use a small set of images. These images
include subjects of interest for which the camera system is searching in the environment.
The camera system employs face matching to decide if any of the desired targets exist
and determines the confidence of a match between a subject in the dynamic environment
and a face target in pictorial form.
The differences between the common face recognition system and a face
matching system can be easily explained through an example. If, for instance, a common
face recognition system was implemented in an airport, it would require a massive
database of face images and would identify every person passing by (assuming an
enormous amount of processing power). If the identity of every person in the vicinity
was important, this system would be justified. However, if the system was attempting to
find the FBI's most wanted criminals, it is largely overkill. A face matching system
could be set up using a small database of these known criminals. The face matching
system would then be able to select the criminals from the multitude of faces. This
system would examine how closely each person resembled the criminals in the database,
searching for matches. If the common system were to use this smaller database, it would
identify every person as the criminal they most closely resembled in the database.
The face matching technology could also be used in a manner similar to a
fingerprint scan in order to give someone privileges or access to a system. An ID card
could have an encrypted image of a person's face embedded in it which could be read
when the card is swiped at a terminal. A camera system could then be used to verify that
the person who swiped the card is the actual owner of the ID card. If the two match, the
identification of the subject is verified and he or she can be granted access.
The resulting outcome is that while current face recognition techniques and face
matching are similar concepts, the development, implementation, and outcome of these
systems is significantly different.
1.1. Motivation
Face recognition is a rapidly advancing research topic in image processing due to
the large number ofapplications that can benefit from it. The leading application for face
recognition is video surveillance. Other applications include determination of
identification credentials, human-computer interfaces, and communications security. The
intent of such a system is simply to extract information from a live video stream and
convey it to a useful source.
If a system is developed that can match the face of a subject, the subject can be
given privileges allowing it to interact with the camera system or with another system
which can receive the identification from the camera system. This opens possibilities for
a lot ofopportunities aside from standard video surveillance.
1.2. Problem Statement
The goal of this thesis is to develop a real-time, face matching system which can
be employed in a dynamic environment. The critical requirements for this system include
the ability to obtain high quality face images and to match faces in a fraction of a second.
In order to get the precision required to manipulate and identify a face with a video
camera system, two cameras will be used. The reason for this is that one of the cameras
will be functioning at high levels of optical zoom in order to get the most accurate face
image possible. However, while zoomed in, it will only be able to track a very small
portion of the environment. While it is possible to start zoomed out, find a face, zoom in
on it, and capture an image, each of these camera motions requires motor movement and
is inherently slow. This process takes time and unless the subject is stationary, it is likely
to fail. A more effective method would be to have one camera searching the environment
at low zoom. This camera is called the Scene View Camera (SVC). This camera finds
faces and gives the location of these faces to the camera which is at a higher zoom level.
This second camera is the Object View Camera (OVC). The two cameras are able to
work in tandem, finding the location of the face and capturing a high resolution image of
the face.
In addition to the obvious hardware requirements, the system needs sophisticated
software in order to process the data. The system must be able to control the cameras,
communicate between them, and capture images. It must also be able to find faces in the
images, put them in a standardized form, and finally attempt to match the face image to
the desired subject.
In order to improve the face matching process, the system employs ah
implementation of principal components analysis that has been specifically tailored to
face matching. It is common practice to develop a principal components algorithm to
determine if a region of the image is, in fact, a face. In order to recognize faces at a
variety of pose angles, yet match faces accurately, a support vector machine will be
integrated for face detection. The use of principal components will be solely for the
purposes of face identification.
Each frame captured by the SVC undergoes color segmentation to determine
possible face regions. These regions are examined by the support vector machine to
determine if the region is a face or not. The best face region is used as a guide to
determine the location of the subject in the environment. This information is used to
determine the pan, tilt, and zoom of the OVC. Each image captured by the OVC
undergoes color segmentation as well to aid in locating the face in the new image. This
high quality face image will be examined for its facial features. Once the eyes and mouth
have been found, the image will go through both geometric normalization and histogram
equalization. The image resulting from this process is then examined using the principal
components algorithm to determine if it is a match for one of the target faces.
Lastly, in order to allow the system to run in real time, all of the software must be
streamlined and efficient so that all of this processing can be done on multiple images
each second. This ensures the system runs smoothly, matching faces of those who pass
into the environment that the cameras are monitoring.
1.3. Outline
The implementation of a multiple-camera, real-time, face recognition system is
presented in this thesis. This system implements a PCA based feature detection system
that has been tailored for face matching. The following chapter discusses prior research
focusing on the myriad of strategies for face recognition. The development and analysis
of the PCA algorithm are detailed in Chapter 3 and Chapter 4. The threshold selection
and final tweaking of the face matching algorithm are detailed in Chapter 5. The
structure and implementation of the real-time system are described in Chapter 6. The
performance and results obtained from the system are examined in Chapter 7, followed
with concluding discussion and suggestions for future work in the final chapter.
Chapter 2 Background
A Ph.D. student by the name of Takeo Kanade, who is currently Professor at
Carnegie Mellon University, is considered to have designed and implemented the first
face recognition system in 1973 [2]. Kanade used two computers to examine
approximately 800 faces. His goal was to examine and extract the eyes, nose, and mouth
of the subjects. His research into examining faces excited interest in facial image
processing, leading to the development of facial recognition as it is known today.
Serious activity in face recognition began in the late 80's and early 90's. One of
the major reasons for this was that processing power was finally reaching the point where
large amounts of image processing could be done without significant waiting time. Early
image processing was all done on still images stored on a hard drive. It was not possible
to integrate the algorithms into real time because the system simply couldn't do it fast
enough. As the amount of processing power increases, so does the ability to run more
and more complex algorithms.
As computing power continues to increase many of these algorithms can be
placed into a real time video system which allows the process to move from static images
to a dynamic environment. However, with this change a significant number of new
factors come into play. The environment is no longer as controlled, and the lighting, pose
of subjects, and movement complicate the issue.
2.1. CurrentResearch in Video Face Recognition
Although significant amounts of research have been done on still image face
recognition, research in video face recognition has been sparse according to a literature
survey done by Zhao et al. [3]. Some of the notable approaches include the work done by
Liu et al. [4] using adaptive hidden markov models to model human faces in video
sequences and Shaohua Kevin Zhou and Rama Chellappa's [5] work using mean
dependent image groups to identify subjects. There are four primary reasons research in
this area has been limited. Typical video environments have poor video quality,
variations in illumination, significant changes in subject pose, and low image resolution.
This combination of factors makes it difficult to obtain a gallery of image subjects which
can be used for face recognition and system training.
In order to address the difficulties with video and image quality, a multiple
camera system has been used to enable the maximum effective level of zoom to be
selected for tracking a subject. Multiple camera systems have been shown to be effective
for aiding in locating small features on a subject [6], yet have not been proven to be
effective for face recognition. The combination of the two cameras at different zoom
levels will allow subjects to be effectively monitored and tracked at high image quality.
Instead ofobtaining an extensive gallery of subjects through the real time system,
a database of still images will be used to create a gallery of subjects which will be used to
train the system. The FERET database contains a large number of facial images which
were captured in a controlled environment [7]. The variations present in subjects
captured through the use of a real time system will not be present in the training set and
therefore will not corrupt the system.
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2.2. KeyAttributesfor the FaceDetectionAlgorithm
In developing a real time face matching system, it is important to make sure that
the desire for accuracy does not overcome the desire for speed. The combination of these
two metrics determines the overall performance. Therefore, even though an algorithm
may be very accurate, the processing time required per image must be weighed. If the
processing time is simply too long, the performance of the system is unacceptable in
practice.
Face matching with multiple cameras requires that the subject is looking at one
camera, but can be detected with the other camera. Therefore, the face detection method
must be able to recognize profile views of a subject's face in addition to a direct frontal
view. In addition, the distance of the subject from the cameras is variable, requiring the
method used to be able to compensate for faces ofvarying sizes. Lastly, since the subject
is able to move freely while they system is functioning, the system must be able to detect
subjects who are looking up or down. All of these variations require a face detection
method that is versatile, yet very efficient. The detection of the face in the frame is but
the first step in a very complicated process, and thus it cannot require too much
processing time.
Face candidates will be located in the image using color segmentation. Color
segmentation will allow the system to locate regions which contain a large amount of
skin tones which should be examined to determine if the region is a face or not. For this
reason, the face detection method will not be used across the entire image, but will be
applied in select areas. Research indicates that the skin tones are concentrated in the
HSV (Hue Saturation Value) color space and that image processing in this space is
simple and effective [8,9]. A depiction of the special locality of skin tones in the HSV
space is shown in Figure 1.
Figure 1 - Skin Tone Concentration in HSV Color space
2.3. Face Detection Strategies
Template matching is one of the simplest methods for determining whether a face
object is present. Template matching is a method which attempts to search for a surface
that is similarly contoured to a face [10]. This is done by creating a surface whose
intensity values match those predicted for a face. The eyes contain the darkest portions
along with the mouth and nostrils, while the forehead and nose are the brightest portions.
This template is scaled and placed over portions of the image in order to determine likely
faces. A second template, the edge template, can also be used. Face images have areas
which generally have sharp edges, mostly near the eyes and mouth. An edge template
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can be used to detect areas in which the prominent edges match up with expected facial
features. Although reasonable success at face detection can be obtained using this
method, template matching is limited because it cannot account well for image rotations
which deform the face and may result in a poor match. An example of template
matching is shown in Figure 2 below.
Figure 2 - Average Face Template & Edge Template [10]
A more complex method which is similar to template matching is 3-D face
modeling [11]. This method uses a set of generic three-dimensional face objects and
attempts to match different views of a person onto one of these fully three-dimensional
objects. As an image is mapped onto the generic face object, it will be deformed to
match the subject. The deforming process is done using a distance map which maps
features on the image to the features expected on the 3-D model. Once created, the 3-D
subject model will allow accurate representations of the subject's face independent of
facial rotation. Unfortunately, due to its complexity it cannot be done in real time and it
is not guaranteed that enough images ofa subject will be available to create a complete 3-
D face model.
Another approach to face detection is the use of support vector machines [12]. A
support vector machine in its most basic form is a tool that attempts to maximize the
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margin between sets ofdata. The support vector machine takes two sets of input data and
attempts to classify the two types without being subject to overtraining. A graphical
representation of how the SVM classifies linearly separable data is shown below in
Figure 3. In the figure below, the dark dots are being separated from the light ones.
Origin
Figure 3 - SVM ClassifyingModel
In most cases, support vector machines are used to identify a particular object
class by separating it from other possible objects. In the case of a face detecting SVM, it
is attempting to find the optimal method of differentiating between a face object and the
rest of the world. Support vector machines are generally quite effective, and can be
trained using images selected by the user. The selection of a training set would allow the
SVM to recognize faces at various poses. In addition, the input of the SVM must be
regulated to a specific number ofpixels. Therefore, any face region selected by the color
segmentation algorithm would be resized, allowing the SVM to be independent to the
distance the subject is from the camera.
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The last face detection approach is the artificial neural network [13]. An artificial
neural network (ANN) is a learning system that is motivated by the internal connections
of the human brain. An ANN is made up of interconnected neurons called nodes which
respond in parallel to a set of input signals. A neural network consists of an input layer
ofnodes and an output layer ofnodes which the user interacts with. A number of hidden
layers of nodes may be present in between these two layers to improve the accuracy of
the system. Signals from the input layer are passed through the nodes and are subject to
an activation rule. If the correspondence at the node is not high enough, it will not
produce a positive output signal. Unfortunately, as the complexity of the network
increases, the processing time required to compute the results of the network rises
sharply. Artificial neural networks often require an extensive training set and may not be
able to effectively capture the variability of faces present in the real time system.
Examination of the face detection methods outlined above shows that the support
vector machine allows for the largest amount of variability while still maintaining
efficient performance. Therefore, the support vector machine will be used for face
detection in the real time system.
2.4. KeyAttributes ofthe Face Classification Algorithm
When snapping a photograph or a series of photographs of a person, a large
number ofvariations can come into play. The lighting, level of zoom, camera focus, and
quality of the captured image can vary due to the characteristics of the camera selected.
If the subject being photographed is not completely still, then there can be changes in the
expression and the head position. Of the three angles of face rotation, yaw, pitch, and
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roll, only roll can be compensated for in a photograph (or video frame). Figure 4, shows
the relationship of these rotations. Due to the abundance of possible variations, the
algorithm selected must be largely independent of these sources oferror.
Yaw
Roll 6 *0
Pifcb
Figure 4 - Face Rotations
With this in mind, the existing face classification algorithms must be evaluated
based on three important criteria. These criteria are the accuracy of the algorithm, the
algorithm's robustness in the face of error, and the processing time required.
2.5. Face Identification Strategies
A promising method for matching faces appears to be principal component
analysis [14,15,16,17, and 18]. This method, pioneered by M. Turk and A Petland [16],
uses objects which are called Eigenfaces. Eigenfaces are simply the Eigenvectors
derived from a set of face images. The Eigenvectors represent a new set of coordinates,
called an Eigenspace, which allow efficient encoding of the most important facial
features. Once the Eigenvectors have been determined, the principal components of a
face can be used to determine how a specific image is weighted in order to be projected
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onto the Eigenfaces. The sets ofweights for two separate images can then be compared
in order to assess the degree of correlation between the images. Images of the same
person should have very high correlation. The use ofEigenfaces has recently started to
emerge as the research standard for face detection because it is quite reliable and not too
computationally intensive.
Researchers have been working on ways to improve the standard PCA algorithm
and have succeeded in multiple ways for specific systems. One of the most promising
methods is based on Linear Discriminant Analysis (LDA). LDA reduces the
dimensionality of a face image in a similar method to PCA, yet instead of producing
orthogonal vectors, it produces vectors which linearly separate the data as much as
possible [19]. Therefore, it theoretically produces a set of vectors which are more
effective at face classification than Eigenfaces. The LDA vectors are similar to
Eigenfaces and are often called Fisherfaces, since they were developed by Ronald Fisher.
Unfortunately, in order to train such a system to be more effective than PCA, all of the
variables which will be encountered by test subjects must be in the training set. Such
variables include lighting, pose angle, and expression. Since the system will be run in a
dynamic environment, ensuring incorporation ofall of the variables may be impossible.
Another method, Evolutionary Pursuit, attempts to directly improve PCA by
manipulating the Eigenfaces themselves [20]. Evolutionary Pursuit (EP) requires an
initial set of Eigenfaces generated by a standard PCA algorithm. The resulting
Eigenfaces are then put through a large series of tests inwhich the vectors are rotated and
the performance is measured. The performance of the resulting vectors is measured with
both a matching accuracy and a generalization metric. This ensures that the resulting
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vectors discriminate well between faces, yet are still effective at matching a wide range
of faces. While this method can generate vectors which are more effective than
Eigenfaces, it is limited by the efficiency of the Eigenspace and the additional
computation is not justified by the performance increase.
Independent Component Analysis (ICA) was initially developed to separate
individual signals from a combination and can be employed for face recognition [21]. It
decomposes a complicated signal into additive subcomponents which are statistically
independent and was first used for face recognition by Bartlett and Sejnowski [22]. ICA
differs from PCA in that it uses higher order moments in order to separate the data. PCA
uses
2n
order moments and decorrellates the data. When used for face recognition, ICA
assumes that a face is a combination of a set of unknown source images. These
independent images can be used to identify a particular subject. While ICA has been
shown to be more effective at distinguishing differences between images of a set, it does
not generalize well to images which are not in the set.
Every human face has a unique, yet similar topological structure. A method
which examines this structure in order to determine the identity of the face is Elastic
Bunch Graph Matching (EBGM) [23]. In this system, faces are represented as graphs
which have nodes at important features such as the eyes, nose, and mouth. The edges
between the nodes are weighted with the distance between the nodes. In addition, each
node contains information about its feature in the form of Gabor wavelets. While this
method differs greatly from the other methods examined above, it does not achieve the
same levels ofperformance.
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A final method, Bayesian statistics has been used in conjunction with both
Eigenfaces and Fisherfaces to improve the performance of the feature vectors in face
classification. This approach uses a statistical classifier to help determine the importance
of the components of the feature vector, allowing for more accurate face classification
[24,25]. However, the use ofBayesian statistics is heavily dependent on the underlying
feature set selection and can only marginally improve performance. Thus Bayesian
statistics will not be employed in this thesis.
2. 6. In Depth Look atPrincipal ComponentAnalysis
The methodology behind principal component analysis (PCA) is related to the
entropy of a system; where entropy is a measure of the amount of energy in a system.
PCA works by first gathering a large set of target images. The covariance of this image
set is then found. The covariance is a measure of the relative variation of the images with
respect to each other. With this information, the Eigenvectors and Eigenvalues of the
system can be produced. The Eigenvectors form a coordinate system where an image, of
predetermined size, can be located. If the set ofEigenvectors is complete, the image can
be completely recreated from its location in this coordinate. The advantage ofusing the
Eigenvectors to describe the image is that the Eigenvectors are produced in such a way
that the axes try to minimize the entropy of the system. Minimizing the entropy of the
system allows the maximum amount of data to be encoded in the minimum amount of
space. This means that if only a small number of the most important Eigenvectors,
determined by larger Eigenvalues, are used, the majority of the image will be
reconstructed. This allows an image, comprised of thousands ofpixels, to be reduced to a
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hundred or so values which correspond to its coefficients in the Eigenspace. While a
reconstructed image is not perfect, it contains the principal components of the face by
which the person can be identified. On a side note, if the Eigenvectors are viewed as
images look as if they are ghostly faces, and are often referred to as Eigenfaces.
In order to determine the Eigenfaces, many steps must be taken. The general
form of this process was done by Matthew Turk and Alex Petland [16]. The initial set of
training images is defined as Ii, F2, X_. ... tu, where there are M images ready for
processing. The average of these images is *P and can be found by the equation
1 M
M^
Each face image will then be processed by subtracting the average image to create the
new set of face images marked by <DN, where O^ = FN -*P and N = 1, 2, 3 ... M. .
The covariance matrix, C, of this set of images can be determined by
T
The covariance is generally in the form ofC = AA and can be put into this form ifA is
defined as the set of mean adjusted images A = [Oi, 02, <t>3 ... Om]- With the
covariance of the system defined, it is possible to find the Eigenvectors of the covariance
matrix. The Eigenvectors of this matrix with the largest Eigenvalues correspond to the
dimensions of the system with the strongest correlation in the dataset.
Unfortunately, the covariance matrix is of the size P x P where P is the number of
pixels in the source images. For images of decent quality, 128 x 128 pixels, this matrix
explodes to the size of 16,384 x 16,384 elements. In order to reduce the amount of
computation required, a method of encoding and decoding the important information is
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needed. It is possible to find the Eigenvectors and Eigenvalues, Vi and Xi, of the matrix
ATA such that ATAv; = Xyi. If both sides of this equation are pre-multiplied by A, the
equation becomes AATAv; = XjAvj. In this equation, it is obvious that Avi are the
Eigenvectors of the matrix AAT, which is the covariance matrix. The benefit of this
method is that the size of the matrix ATA is not based upon the number ofpixels, but on
the number of images. Therefore, with this method, the principal M Eigenvectors of a
system can be determined, where M is the number of images used.
In order to make use of this information, a "scrambled covariance
matrix"is
calculated using the equation
cXzx*.
thus allowing Cs = ATA. The Eigenvectors of this "scrambled covariance
matrix"
can be
determined using singular value decomposition. These Eigenvectors must now be
multiplied by the matrix A in order to get the principal Eigenvectors of the real
covariance matrix. Since the matrix A is a listing of the images, this can be done through
a process of summing the multiplication of the Eigenvectors and the images from the data
set. The process to develop the real Eigenvectors of the system, ul, therefore is
M
K=l
where L = 1, 2, 3 ... M. With this process complete, the Eigenfaces are simply the set of
Eigenvectors pl-
The Eigenfaces form a set of vectors which constitutes a new coordinate system
through which distances can be measured. In order to get the coordinates ofan image in
this space, a weight vector must be calculated. This process is referred to as projecting
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the image into the Eigenspace. This process is rather simple and involves the use of the
inner product. It consists of subtracting the average image from the image to project and
then multiplying by the Eigenfaces to obtain the set ofweights. The weight vector has an
entry corresponding to each Eigenface and is be a floating point number. The creation of
these weights is done by coK =pTK(T- P) where K = 1, 2, 3 . . . M.
The weight vector is the set of coordinates by which the image can be located in
the Eigenspace. Therefore, once the weights of two images can be determined, the
"distance" between the two images can be calculated relative to the Eigenspace. There
are many different distance metrics that can be used. The distance metrics that were
examined are shown in the equations below [14].
Dist(x,y) = |
Equation 1 - Lt Distance
Dist(x,y) =
J_li(xi-yi)2
Equation 2 L2 Distance
ZX-XK,-
Dist(x, y) =
,X A=X J
Equation 3 - Angle between Vectors
Dist(x,y) = -_?.=ixiyizi
Equation 4 - Mahalanobis Distance
Dist(x,y) =
Equation 5 - Li &Mahalanobis Distance
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Dist(x,y) =
__]kJ=l
(x, - yi)2zi
Equation 6 - L2 &Mahalanobis Distance
1*
Dist(x,y) = -E^xT
Equation 7 - Angle andMahalanobis
where z = , Xi =Eigenvalue of the
ith Eigenvector
A;
The distance measures above correspond to two vectors ofweights corresponding
to two separate images. The first image is assumed to be X where x; is the
ith
weight in
the vector. The second image is assumed to be Y where y; is the
ith
weight in the second
image's weight vector. Equation 1 shows that the Ll distance is simply the sum of the
absolute value of differences between the weights. The L2 distance is similar to the Ll
distance, yet it computes the total square error between the weights. While this norm is
generally considered more useful than the Ll metric, both will be included in the tests.
The Mahalanobis distance metric takes into account the properties of the Eigenspace. It
applies a weighting factor, z, to the system. This factor relates the Eigenvector with the
strength by which it is correlated to the dataset. Therefore, Eigenvectors with higher
correlation to the dataset should be weighted more heavily since they are more important.
Thus, the Eigenvalues allow the distance metric to weight the distance based upon how
important the difference between the two measures actually is.
The selection of principal component analysis as the algorithm for face matching
is a significant step. However, there are many variables and methods for implementing
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this method. The algorithm must, therefore, be adapted to obtain the maximum level of
performance for the task at hand, as described in the next chapter.
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Chapter 3 PCA Implementation
Developing an implementation of the PCA algorithm was no simple task. In
order to obtain an accurate set of Eigenfaces and successfully test the system, over 600
images were individually prepared by hand. The algorithm was then implemented and
tested while varying many parameters in order to obtain efficient, yet accurate results.
3.1. Source Images
In order to obtain the sheer volume of images needed to develop, train, and test
the system, a database of faces was necessary. One such database is the FERET database
[26]. The FERET database was sponsored by the Face Recognition Technology
(FERET) program which was supported by the Department of Defense's Counterdrug
Technology Program. The goal of the FERET program was to develop automatic face
recognition technologies that could be used to assist the law enforcement community.
In order to accomplish this task, a large database of face images was gathered by
professors at George Mason University, independently of the algorithm developers. The
images were collected in a partially controlled environment in order to maintain a degree
ofconsistency. The same setup was used in each photography setup, yet the images were
collected on many different days with slightly different equipment.
The database was fully assembled after fifteen sessions which took place between
the fall of 1993 and the spring of 1996. The FERET database totals more than fourteen
thousand images in about fifteen hundred sets. Over one thousand subjects were
photographed, some of them more than once in the two year period.
23
In order to develop a cohesive set ofEigenfaces, the images in the database were
examined and selected. Since the objective of the testing would be to match an image of
a subject to another image of the same subject, two images of each individual were
needed. The images had to be similar, yet not identical. Images with variations in facial
pose angles, expression, and lighting were acceptable candidates. Images with variations.
in facial hair, glasses, or severe differences were discarded. The images were then
grouped into three distinct data sets.
The data sets were determined by the perceived level ofdifferences in the images.
The first data set contained pairs of images which were deemed the most similar to each
other. The images in this set were also taken at the same level of zoom, lighting, and had
small variations in facial poses angles. The second set consisted of images with slightly
larger variations. The images in the third set were considered the ones with the greatest
variation. Images in this set varied by zoom level, lighting, larger facial pose angles, and
more extreme expressions. It was this third set that was intended to measure the
generalization of the algorithm developed. This set is also the most important since once
the algorithm is integrated into the real time camera system, all of these variations would
come into play.
Data Sets 1 and 2 each consisted of 100 subjects, fifty of which were male and
fifty ofwhich were female. Data Set 3 consisted of 77 subjects, 5 1 ofwhich were male
and 26 of which were female. There were two images of each subject selected and no
subject appeared in more than one data set. The images were finally cropped in a
standardized format.
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3.2. PCA Algorithm
In order to calculate the Eigenfaces, the program input requires a listing of
images, the desired width and length of the Eigenfaces, and the desired number of
Eigenfaces. In order to produce solid Eigenface images, the source images must be
standardized in the same way. A flowchart of the steps taken is shown below in Figure
5.
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Figure 5 - Eigenface Creation Flowchart
The covariance of the image set relies upon the important features from different subjects
matching up in the same pixel locations. This means that each of the source images
should be cropped in the same manner, centered on the eyes, and rotated so that the face
image contains no more than 15 degrees of roll. For initial training and development
purposes this was all done by hand. The faces were cropped at the top of the forehead,
bottom of the chin, and at the base of the ears for over 500 faces. If the face had more
than 15 degrees of roll, it was digitally rotated so that the roll was as close to zero as
possible.
After all of the images were cropped, listings of the images were created so that
they could be split into the three distinct training and testing sets. The listing files were
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created with the full name of the images desired with a single filename per line in
alphabetical order. This simplified the process of reading in the images, counting them,
and most importantly, keeping track ofwhich faces were matches.
The images are then read into the system one at a time with each image being
processed before being added to a large input image array. The processing of the images
is relatively simple. Each image was resized to a standard width and length in pixels.
Once this was completed, the image was normalized to help reduce the effect of lighting
upon the image. At the completion of this step, the system contained an array of up to
500 images which had been properly processed.
In order to determine the Eigenvectors of the images, a standard covariance
matrix could not be used since the covariance matrix of a set of images sized at 128 by
128 pixels would contain over 250 million entries (228). This data would be nearly
impossible to contend with. It is for this reason that the "scrambled" covariance matrix is
calculated as mentioned in section 2.6. The scrambled covariance matrix contains the
same number of entries as the number of pixels in the input images. From this
covariance matrix a set ofEigenvectors is determined along with the set of corresponding
Eigenvalues. The Eigenvectors are used to create the Eigenfaces through a process of
scaling and adding the initial images to one another as described in Section 2.3. The
resulting Eigenface vectors are stored to a text file for later retrieval and use.
In order to effectively use the PCA algorithm, Eigenfaces should be created and
used at the same resolution. Resizing the Eigenface objects creates distortions which
should not be present in the image and renders them significantly less effective. In
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addition, any image which is going to be used in the Eigenspace should be processed in
exactly the same manner as the images whichwere used in the creation of the Eigenfaces.
3.2.1 Difficulties
There are many challenges inherent in developing a successful set ofEigenfaces.
The first and foremost among them is the need for clear, pronounced, relevant
Eigenfaces. The only way to achieve such results is to use a large number of faces which
have been cropped and rotated in the same manner so that every principal component of
the different face images line up with each other. Unfortunately, it is nearly impossible
to crop each image by hand in exactly the same manner. To make matters worse, the
pitch and yaw of the face in the images can not be controlled. While these slight
deviations do not matter to the human eye, they have unknown and possibly profound
effects upon the creation of the Eigenfaces.
Each error in cropping or poor image selection potentially introduces error into
the development of the Eigenfaces. If enough error is introduced, an entire Eigenface
could be devoted to it, reducing the effectiveness of the other Eigenfaces. Unfortunately,
a visual examination of the Eigenfaces cannot reveal if one is valid or not. Furthermore,
when the matching procedure fails to match a set of faces it is often extremely difficult to
determine why the matching failed.
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3.2.2 Limitations
There are many limitations placed upon the effectiveness of the Eigenfaces based
upon their desired use. For this system, the Eigenfaces are being designed for the
identification of the principal components of a subject's face and not for directly
identifying faces. This means that the Eigenfaces are always assuming a frontal and non-
rotated view of the face and cannot work effectively with a side view of the face.
Eigenfaces are generally trained with tilted faces as well as frontal views to allow them to
recognize faces that are tilted, as face objects. In this work it is assumed that the face will
already be identified before it is passed to the Eigenspace for calculations. It is also
desired that the pose angle of the face should not play an important factor in identifying
whether or not the face matches a particular subject. This line of reasoning clearly leads
to the fact that in training the Eigenfaces, it is desired that no principal components in the
Eigenspace correspond to the angle of the face. If too many of the Eigenfaces correspond
to the angle of the face instead of the facial features, the system will match subjects
whose heads are posed in the same manner.
Another limitation of the algorithm is that it is significantly more dependent upon
lighting variation than previously reported. While this is not surprising in retrospect, it is
still a difficult issue to handle. Research showed that an effective Eigenspace was
relatively independent of the light source, as long as there was enough light to view the
face. For the purposes ofmatching specific faces, the camera needs to produce an image
with crisp, clear features instead of just a general view that can be identified as a face.
Also, the angle of the light will affect the face in varying ways. The amount of highlight
on the cheekbones, the amount of shadow on the eyes, and much more depends on the
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intensity and angle of the light. This means that the environment needs to be more
controlled than initially believed ifperformance is to be maintained. It also may have an
effect on how the algorithm generalizes across different environments.
A third important limit of the algorithm is that the ears, a rather distinct feature on
most people, cannot be used to identify the face, without serious restrictions placed upon
the camera system's environment. The reason for this is that the ears stick out from the
face and therefore create pockets above and below them, in a cropped image, which
contain a view of the background. Since the background is ever-changing, this adds a
significant amount ofnoise to the processed image and clouds the Eigenfaces. This could
be avoided by putting the camera system into a room with where everything was
featureless and white, but would render the system impractical. It was found during early
testing that this was the case, hence it is desirable to crop the face at the base of the ears.
Finally, the goal of face matching is not to foil disguises, but to identify a more
cooperative subject. In this regard, disturbances such as removing glasses, modifying
facial hair, and other face occlusions were not trained into the Eigenfaces. It is desired
that the system work on effectively matching clear facial images. To this end, facial
occlusions were not present in any of the training images and were not taken into account
in the final system design.
3.3. DistanceMeasure Implementation & Testing
Previous research showed that there exist many different ways to measure the
distance between two images which had been projected into an Eigenspace [14]. While
existing results favored certain metrics, it seemed wise to test each of the measures
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instead of selecting the best resulting measure from another experiment. The reason for
this decision was that the Eigenfaces were trained specifically for this system, focusing
on certain variables and being used in a unique way. The effectiveness of the distance
measures would most likely vary, since so much of the system would not remain the
same. In order to test each of the distance measures, a systematic process of examining
the faces was developed.
The method developed allowed a large set of images to be examined. In the set
each subject was represented by two images. The process functioned by taking the first
image, and calculating its distance to each of the other images in the set. The image
which was closest, yet not identical was considered the best match. The system
displayed the initial image, and the two best matches for each of the distance metrics, to
allow visual confirmation of the accuracy of the statistical measure being calculated. The
systemwould record whether or not the images selected were correct matches. After the
calculations were complete the system would pause momentarily and thenmove on to the
next image. This pattern would continue until the entire set of images had been
processed. The resulting statistical information was logged to a file.
In order to gather useful statistical information, only one parameter was varied at
a time. The test results for each of the variables are displayed in Section 4.1. The
important variables in the testing were:
- Distance Metric Selection
- The Normalization Method
Size of the Image
Number ofTraining Images to Use
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- Number of Images per Subject
- The Number ofEigenfaces to Keep
- The Effectiveness of the First Eigenface
- The Effectiveness ofMasking the Image
- The Effectiveness of Male vs. Female Eigenfaces
The number of Eigenfaces to keep was an important variable because while the
first few Eigenfaces are relatively clear, the last Eigenfaces are significantly distorted by
noise. As a result, it is important to determine the point at which an Eigenface becomes
useless because it no longer contains any valuable data. In addition to this, the
effectiveness of the first Eigenface is called into question. The first few Eigenfaces, it is
generally believed, are related to the most prominent angles of lighting in the image set
[14]. Therefore, it may be wise to remove these images since it is desired that the
Eigenspace is unaffected by the lighting conditions.
A second important variable is whether or not to mask the corners of the image to
remove noise. While this is a pretty standard practice, once again the focus of the
Eigenfaces being developed is different and may require a different approach. The
primary concern of the Eigenfaces, for this system, is to be able to characterize the
principal components of the face. To this end, the image was cropped very closely about
the face and contains very little of the noisy background scene. This makes it possible
that masking the image would remove important portions of the image instead of aiding
in removing noise from the image. The use of a mask could also add unexpected
contours to a face image as well.
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Lastly, an intriguing question arose. The human visual system can easily
recognize the difference between male and female faces. Would it be useful to develop
Eigenfaces which could be specifically male or female? This would be possible in this
system, since user input is required to select the face that is desired for matching. It
would be a simple matter to force the user to input a gender with the desired face.
Despite the seemingly intuitive nature of this question, very little information seemed to
be available on the wisdom of such an approach.
3.4. DistanceMeasure Results & Selection
After some initial testing to ensure that the Eigenface testing algorithm was
working correctly, testing began to determine the most effective distance measurement.
With so many variables, taking measurements with more than two different distance
metrics would simply create too much data and begin to cause confusion.
In order to draw a useful conclusion, the algorithm was set up in a manner similar
to what was found in other papers. The image size was set at 128 x 128 pixels, the
images were normalized with histogram equalization, 200 images ofunique subjects were
used to train the Eigenfaces, and 100 Eigenfaces were used in the distance calculations.
The results of the testing are shown in Figure 6.
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Figure 6 - Distance Metric Testing Results
While the Ll distance metric scored the highest in the first data set, it was not
selected because it did not appear to generalize well across the different data sets. Since
the Eigenspace is intended for a real-life, dynamic environment, the most weight was put
on the accuracy of the results in measuring Data Set 3. The Ll & Mahalanobis distance
metric scored the highest in Data Set 3 and had the highest average score. The tight
grouping of the scores and the average above 85% matching accuracy gave it the
definitive lead in the selection of the distance metric. The Ll, L2, Mahalanobis, Ll & M,
and L2 & M metrics are all highly correlated measurements. Since the Ll &
Mahalanobis metric was the most successful of these five, the second metric to test was
selected as the Mahalanobis & Angle measurement. This measurement scored the second
highest for the first data set and was better than the Angle measurement alone.
3.5. Eigenfaces
In order to compute the Eigenfaces for a particular set ofdata images, the average
face image is first determined. The average face is subtracted from all of the face objects
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in the data set before processing begins. The average face for Data Set 1 is shown below
in Figure 7.
Figure 7 - Average Face
Almost all of the calculations in regards to developing the covariance matrix,
Eigenvectors, and the resulting Eigenfaces are done with 32 bit floating point precision.
In order to maintain this level of accuracy, all Eigenfaces and information stored in the
database files for future use are also stored in the 32 bit floating point format. In order to
view the Eigenfaces however, it is necessary to scale them to the standard 8 bit grayscale
version suitable for a bitmap image.
To this effect, when saving or viewing an Eigenface through the system, a linear
scaling is done whereby the lowest value is scaled to 0 and the highest to 255. This
scaling has been performed on the first five Eigenfaces and can be seen in Figure 8,
below. The Eigenfaces are ordered from left to right.
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Figure 8 - The First Five Eigenfaces
The first Eigenfaces are relatively clear as intended. The features seem to match
up quite well and a distinct set of eyes, a nose, and a mouth, are clearly visible in each of
them. An important feature to note is the general lack of extremes and how the contours
on the Eigenfaces appear as one would expect. A good feature to note is the lack of
strange artifacts or noise in the corners of the images. The corners of the image contain
background image and are not important facial feature data. While it is generally very
difficult to determine what principal components each Eigenface characterizes, the
second and third Eigenface appear to be related to the horizontal and vertical lighting of
the subject. This may be important when moving the algorithm into the real-time system
where lighting will by no means be constant.
As the order of the Eigenfaces increases, and their respective Eigenvalues
decrease, the images become noisier. This progression is expected because the size of the
Eigenvalue determines the relevance of the corresponding Eigenface. Therefore as the
Eigenvalue decreases, the corresponding Eigenface should be capturing less significant
components of the face image. This progression is shown below in Figure 9.
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Figure 9 - Eigenfaces 50 & 51, 100 & 101, and 150
The 50 and 51st Eigenfaces are still relatively clear face images, but the clarity
rapidly continues to degrade until the
150th Eigenface only hints at facial features. While
the later Eigenfaces may appear to be worthless images containing largely noise, a
qualitative examination of their worth must be done to detennine their relevance.
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Chapter 4 Evaluation of Principal ComponentAnalysis
The data presented in this section was recorded after initial testing confirmed that
the principal component analysis algorithm was working. It was also confirmed that the
testing and statistical measurement aspect of the algorithm was working as well. The
initial results will not be presented however, since the data does not reflect the final
implementation of the algorithm.
While it is often accepted practice to use square images to train and produce the
Eigenfaces, it seemed prudent to test the images in a more natural shape for a face as
well. To this end, the average length and width of the cropped face images were
measured and calculated. It was found that the cropped images were in the ratio of 1.38
to 1 for the height with respect to the width. Using this ratio, several image sizes were
selected and subsequently tested.
In order to examine the effectiveness of the system, and how the algorithm
generalized across data sets, the system was trained and tested with both Data Set 1 and
Data Set 2. The results for the two different training sets were then examined together to
help determine the best method for tiaining the final Eigenfaces.
4.1. Data Gathered
In the following section, results were obtained to allow the PCA algorithm to be
optimized to produce Eigenfaces which would be effective in the real time
implementation. Data was gathered for each of the points of interest outlined in Section
3.3.
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4.1.1 Image Size and NormalizationMethod
In order to examine the effects ofnormalization on the images, the first three tests
were done using equalization, contrast stretching, and no normalization. Equalization, or
histogram equalization, is an image transformation whereby the image is adjusted so that
each intensity level is represented by an equal number of pixels in the image [27]. In
most cases, this improves the contrast in the image. Unfortunately, it can also cause
imperfections in the image to stand out. Contrast stretching attempts to adjust the code
values in the image so that a larger range of intensities is used. The new intensity of the
( 255 ^
pixel can be calculated by IN (x, y) = (l(x, y) - Min) for standard grayscale
\Max-Min)
images. Max and Min are the maximum and minimum intensity levels in the image. For
example, if all of the pixels in an 8 bit image fall in the range of 20 to 200, applying
contrast stretching linearly scales the pixel values to be in the range of 0 to 255. This
increase of seventy five levels of image intensity allows for a better defined image.
The results for the normalization tests are shown below in Figure 10, Figure 11,
and Figure 12. The results were gathered using 100 training images and using all 100 of
the Eigenvectors created. Each of the training images was ofa unique subject.
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Figure 10 - Normalization Test 1
The results, though not spectacular, show that it is possible to correctly identify a
face over % of the time even in data sets which contain significant variation. The two
points of interest in this data are the low performance of the Angle and Mahalanobis
measure and the lack of impact of the variation of image size. While the results for Data
Set 3 follow the expected trend, the difference between image sizes is not significant.
Equalization - Matches for Image Size Variation
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Figure 11 - Normalization Test 2
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The results with histogram equalization showed a significant improvement in both
measurement results for each of the data sets in comparison to no normalization. In Data
Set 1, the Ll&M distance metric, on average, improved by over 10% and the A&M
average improved by nearly 20%. The results for the other data sets were just as
significant. On average, the Ll&M distance metric improved by nearly 13% for Data Set
2 and 8% for Data Set 3. The A&M distance metric improved even more significantly by
over 30% for Data Set 2 and by over 20% for Data Set 3. In addition, the results follow a
predictable pattern whereby the accuracy seems to decrease slowly as the amount of
variation in the data set increases. The increase in performance and predictability are
important criteria for selecting the most effective normalization method.
Contrast Stretching - Matches for Image Size Variation
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Figure 12 - Normalization Test 3
The results with contrast stretching were mixed. The set achieved the highest
accuracy result using the Ll&M distance metric (the more promising of the two at this
point), yet also showed a significant drop off in performance in matching faces for Data
Set 3. The highest percent accuracy was a 95.54% achieved at 64x64 pixels and was
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approximately 1% higher than the equivalent test with histogram equalization. The
performance for Data Set 3 was approximately 4% lower for Ll&M and over 15% lower
for A&M. After much deliberation, it was decided that the poor performance in Data Set
3 outweighed the slightly superior performance in the other two sets because of the large
variability expected in the final system. Therefore, the normalization method selected for
the remainder of the tests was histogram equalization.
Throughout the normalization tests, the performance for different image sizes was
negligible for images of at least 32x32 pixels. At sizes smaller than this, performance
decreased drastically and the images became too small to verify the accuracy of the
algorithm visually. There is a general trend that the performance of the algorithm
increases with image size, even if it is only by a fraction of a percent. Therefore, the size
of the Eigenfaces will be determined by the minimum size required to locate the facial
features during the preprocessing step.
4.1.2 Number ofEigenfaces
A second variable of importance is the determination of the number ofEigenfaces
to use in order to identify the faces. To test this, two successful image sizes from the
previous test were used, 128 x 128 pixels and 138 x 100 pixels. For this test, 200 images
of individual subjects were used with varying numbers of Eigenfaces. The results for
these tests are shown in Figure 13 and Figure 14.
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Figure 13 - Eigenface Test 1
Number of Eigenvectors vs Percent Matches (138x100)
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Figure 14 - Eigenface Test 2
The results from these two figures are remarkably similar and show that the shape
of the image does not affect the number of Eigenfaces that should be used. The graphs
contain many interesting pieces of data. In Data Set 1, for both figures, the performance
of the face matching decreases as the number ofEigenfaces used increases. While this is
J
the exact opposite ofwhat was expected, and what occurred in the other two data sets,
there are two possible explanations. It is possible that in trying to create a set with very
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little variation, a situation was created where the higher order Eigenvectors only added
noise to the system. However, the result from the figures is still a positive one. The
results for Data Set 2 show that increasing the number ofEigenfaces results in increased
performance up until it reaches approximately 125 to 150. After this point there is little
benefit from the increased number of Eigenfaces. Data Set 3 shows slightly more
dramatic results where performance actually begins to decline after 150 Eigenfaces.
These results mirror what was expected. The Eigenfaces themselves degrade into what
appears to be nearly noise as their corresponding Eigenvalues continue to decrease. It
stands to argue that Eigenfaces associated with very small Eigenvalues are actually
capturing the noise in the image array and therefore have no benefit upon performance
and may possibly hinder it.
4.1.3 Number of Images Per Subject
The database of images contains two images ofeach subject, yet all of the training
up to this point has been done with only a single image of each subject. Each image of a
subject contains different facial expressions and appears to bring new data. However, the
goal of the PCA algorithm is to be able to identify individual subjects regardless of
expression. The validity of having only one image per subject was put to the test as
shown in Figure 15. In this test, 100 subjects were used with either one or two images of
each subject used in the training of the Eigenfaces.
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Figure 15 - Images per Subject Test
The conclusion from this figure is clear; a second image of each subject is of no
value. The accuracy results from the principal distance measurement metric, Ll & M,
were reduced in every single data set. Not only did the second image not improve the
results, it decreased them. The two reasons for this decrease in performance are the
possible increase in noise in the Eigenfaces due to increased variation in the training set.
4.1.4 Number of Subjects for Training
It stands to reason that if a larger number of subjects are used in the training of the
Eigenfaces, the resulting Eigenfaces will be able to better capture the most important
features of the training set. In order to determine the point at which noise from imperfect
image cropping overcomes this benefit, a test was done to determine the most efficient
number of images to use in the training process. The results from this test are shown in
Figure 16. In order to get the requisite number of individual subjects, subjects from both
Data Set 1 and Data Set 2 were used to train the Eigenfaces for this test.
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138x100 images & 125 Eigenvectors - Varying Number of
Subjects - Training Set - Data Set 1 & 2
Figure 16 - Number of Subjects Test
In Data Set 3, as the number of subjects increased, and so did the accuracy of the
results. However,4 Data Set 1 and Data Set 2 showed that increasing the number of
subjects above 175 yielded either no increase in performance or a slight decrease. In
light of this data is appears that the most efficient number of subjects is between 150 and
175.
4.1.5 Evaluation of the First Three Eigenfaces
As previously mentioned, it is believed that the first three Eigenfaces often
correspond to the lighting in the environment and not to distinct facial features. In order
to test this theory, the Eigenfaces were developed normally, but the first three Eigenfaces
were not used in the distance calculation. The results from this test are shown in Figure
17.
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Evaluation of the Rrst Three BgenFaces
Training Set - Data Set 1
? 166x120 Include
138x100 Include
a 166x120 Exclude
? 138x100 Exclude
Figure 17 - Evaluation of the First Three Eigenfaces
The data above was taken for two different image sizes wherein the performance
of the algorithm was measured with and without (excluding) the first three Eigenfaces.
While the data clearly shows that the algorithm performed better with the first three
Eigenfaces, the generalization of the test was not verified, as the test images were often
taken with the same setup. Therefore, images of the same subject often have the same
lighting patterns and would thereby increase the chances that the faces could be identified
by lighting. Obtaining high quality images of subjects under significantly varied lighting
conditions cannot be done through the FERET database. Although the test shows that all
of the Eigenfaces should be included in the distance measurement, a similar test must be
run on the final system.
4.1.6 Evaluation of Image Masks
In an attempt to reduce the amount of noise in the corners of the image, two
masks were developed to blot out the corners of the image. One of the masks contained
hard edges and the second mask contained a progressive gradient which would remove
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the corners. The idea behind the gradient image is that it will produce softer edges and
interfere less with the face image itself. The two masks are shown below in Figure 18.
The results from using the masks are shown in Figure 19.
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Figure 18 - Mask Images
Effects ofMasking the Corners
Training Set - Data Set 1
L1&M | A&M
Data Set 1
L1&M j A&M
Data Set 2
L1&M | A&M
Data Set 3
Figure 19 - Masking Test Results
In most of the tests, the second mask, with the gradual edge, worked more
effectively. However, the algorithm still performed better without a mask for the corners
of the image. While this goes against results from other papers [18,28], it is most likely
due to the fact that the images are cropped near the edges of the face. This means that the
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edges of the image can often contain important information for matching the images.
Due to these results, a mask was not used in the final system.
4.1.7 EvaluatingMale vs. Female Eigenfaces
Finally, the most intriguing test focuses on the decision ofwhether to use generic
Eigenfaces or to develop male and female Eigenfaces. In order to accomplish this, two
separate sets of Eigenfaces were constructed using 100 images of exclusively male
subjects or exclusively female subjects. The hope is that the "female
Eigenfaces"
would
be better able to identify female subjects and that "male
Eigenfaces"
would be better with
male subjects. The results for this test are shown in Figure 20.
Male vs Female Eigenfaces
100
Men Women
Data Set 1
Men | Women
Data Set 2
Men Women
Data Set 3
D Male
BgenFaces
Female
BgenFaces
Figure 20 - Male vs. Female Eigenface Test
The first thing to note with respect to this test is that the accuracy rating on these
tests is higher than usual because the testing set has been effectively reduced in half.
This is because Data Set 1 is now two testing sets - Male and Female. All of the results
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are for the Ll&M distance metric, which has proved to be the most accurate thus far.
The results for Data Set 2 show exactly what was expected from this test. The Male
Eigenfaces were approximately 10% more accurate in recognizing male faces and the
Female Eigenfaces were approximately 10% more accurate in recognizing female faces.
This data is even more promising because the Eigenfaces were trained using Data Set 1
and not Data Set 2. Unfortunately, these results did not generalize across the data set
boundaries. In Data Set 1, the female Eigenfaces performed better at categorizing both
men and women, although arguably, the percentage was so high for men that the
difference is irrelevant. Unfortunately, for Data Set 3, which is believed to be the most
relevant to the operation of the final system, the male Eigenfaces performed around seven
percent better for identifying both male and female faces. While some of the information
was promising, it does not appear that male and female Eigenfaces are as beneficial as
was initially believed.
4.2. Re-testing with a second Training Set
In order to verify that the results hold across training sets with different amounts
of variability, every test shown above was also done while training the Eigenfaces from
Data Set 2. The results from the tests were very similar, and thus not all of the data will
be shown. Testing with regards to the size of the Eigenface, while training with Data Set
2, is shown in Figure 21 and Figure 22.
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Equalization - Matches for Image Size Variation
Training Set - Data Set 2
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Figure 21 - Image Size Variation Testing - Square Images
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Figure 22 - Image Size Variation - Rectangular Images
A very important feature to note from the above figures is that Data Set 1 still
performed better even though the training was done on Data Set 2. This is an important
result because it proves that the amount ofvariation in the images is what determines that
accuracy of the algorithm The same general results still hold with the fact that the
quality of the results improves with the increase in image size. The rate of increase in
accuracy with respect to image size is relatively small, which allows the image size to be
determined by other factors in the program.
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Normalization and size testing, for training with Data Set 2, was also done for
contrast stretching and no normalization method. The results of these tests are shown in
Figure 53, Figure 54, Figure 55, and Figure 56 in Appendix A at the end of this thesis.
This data combined with the data shown in Figure 21 and Figure 22 reinforces the
conclusions drawn when the testing was done by training with Data Set 1. It is apparent
that histogram equalization yields better results across large image variation and should
be used as the normalization method for image preparation. In addition, the size of the
image will be determined by the number ofpixels required to find the eyes and the mouth
since image sizes above 64x64 do not yield much performance benefit.
In addition, Appendix A contains results used for determining the optimal number
of Eigenvectors, while training with Data Set 2, shown in Figure 57 and Figure 58. It
also contains results for determining the optimal number of training images (Figure 59),
and an evaluation of first Eigenfaces (Figure 60) while training with Data Set 2. These
figures support the results determined thus far and will not be discussed in detail.
Finally, in order to show that the distance metric selected was the most efficient
of the seven, all of the distance metrics were tested again with the variables adjusted to
reflect the most effective settings. The results from this test are shown in Figure 23.
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Comparison ofMeasurement Metrics (134x100)
Training Set - Data Set 2
Q Set 1
Set 2
a Set 3
L1 L2 Angle Mshal L1 & M l_2 & M
Distance Metrics
Figure 23 - Retest of the Distance Metrics
As expected, the Ll & Mahalanobis distance metric scored the highest out of the
seven metrics examined. It obtained the highest scores for Data Set 1 at 95.54% and Data
Set 3 at 84.85%. It fell behind the Ll and the L2&M scores for Data Set 2 by less than
1%. Aside from obtaining the absolute highest score on the chart in both Data Set 1 and
Data Set 3, the Ll & M distance metric also had the smallest variance between its three
scores. The variance in scores for the Ll&M distance metric was 10.69% while the
variance for the other distance metrics fluctuated between 1 1.99% and 14.59%.
4.3. Parameter Determination /Optimization
The results from the development of the PCA algorithm are very promising. Even
in datasets with large degrees of variability, the system was able to achieve nearly 85%
accuracy in finding the closest matching face. This should prove more than sufficient in
allowing a positive face matching system to be developed.
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After examining the results from all of the tests, it was possible to detennine the
most effective parameters for training the system. A comparison of the results between
training with Data Set 1 and Data Set 2 showed that training the system with Data Set 2
revealed better results. The slight increase in variability caused the system to increase the
tendency to find faces with similar facial poses as closer matches, yet this was greatly
offset by the fact that the system was better able to cope when a face was not completely
upright. Training with Data Set 1 allowed very little variability into the system and thus
did not prepare the algorithm for dealing with a pair of faces whose orientation was not
the same. In order to obtain the goal of making the system invariant to less than 15
degrees ofrotation on any axis, it was required to use Eigenfaces trained from Data Set 2.
The most important data gathered however, is not visible in any of the tests.
While manually cropping face images and examining which faces were failing the
matching procedure, some information became readily apparent. If a face was poorly
cropped and thus not centered about the eyes correctly, its chance to fail the matching
rose astronomically. The algorithm is expecting a face which can match up with the
principal components that were developed and thus, if the face is skewed by poor
cropping, it can never match up. This means that the final face cropping algorithm in the
real time system needs to be very robust and accurate if the system is to succeed. While
the algorithm is able to work effectively on image sizes of 64 x 64 pixels or smaller, a
high quality face image is required in the cropping process. Thus, it is the cropping
process and not the PCA algorithm witch determines the required size. After
experimenting, it was found that at the image size of 100 x 75 pixels, the subject's pupil
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is about 4 pixels in diameter. This is approximately the minimum size that is required for
accurate detection and thus will be used in the system.
The final parameters for the system are shown below.
o Distance Metric Selection
o The NormalizationMethod
o Size of the Image
o Number ofTraining Images to Use
o Number of Images per Subject
o The Number ofEigenfaces to Keep
o Use the first Eigenface?
o Mask the Image?
o Use Male/Female Eigenfaces?
- Ll & Mahalanobis
- Histogram Equalization
- 100x75
- 175
- 1 Per Subject
- 125
- Yes for FERET images
- No for other images
- No Mask Required
- No
Training, writing, and reading the database for such a large number ofEigenface
images is quite a slow process. The reason for this is that in ASCII form, a database of
125 Eigenfaces sized at 100 x 75 pixels is nearly 14 MB in size. Fortunately, the training
and writing of the database can take place offline and does not need to be done each time
the system is run. Unfortunately, the reading must take place at the time of initialization
of the system. This means that there is a short delay during the start-up of the system
which allows the database file to be loaded. The utilization of the Eigenspace is
relatively fast and incurs very little processing time relative to the amount required for the
system to be able to find, recognize, and center face objects.
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Chapter 5 Face Matching
Until this point, the tests which have been conducted to develop the PCA
algorithm and determine its accuracy have been along the lines of face recognition
technique. Many of the variables have been carefully chosen to allow for an accurate
face matching strategy. The faces were selected for particular features, cropped in
specific ways, and then the algorithm was customized for best generalization results. The
combination of these steps has led to an algorithm which can be used for face
recognition, but is tailored for face matching.
In order to detennine the most effective set of thresholds for the face matching
algorithm, data was gathered on the results from the algorithm testing. During a single
run to gather data, the distance from each image to every other image in the data set was
calculated. This totals nearly 20,000 distance measurements in a single data set. The
information from multiple runs was gathered in to a spreadsheet and analyzed to
determine two distances. The first measure is the maximum distance two faces can be
from each other in Eigenspace while still belonging to the same subject with almost no
ambiguity. The second measure is the minimum distance two faces can be from each
other in Eigenspace while belonging to different subjects. With the determination of
these two distances, a linear relationship can be developed where the difference between
these two points corresponds to a confidence measure. Any distance less than the
minimum is a certain match between the two face images and any distances larger than
the maximum is not a match.
The system itself is not designed to be resistant to obvious deceptions or
occlusions of the face. A subject could simply hold a hand over a part of their face and
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the face matching technique will fail. This, however, is not the goal of the system The
system is designed to successfully match cooperative subjects who have something to
gain by being correctly identified by the system In this respect it is anticipated that a
clear image of the face will be obtained and the matching technique needs only to deal
with the principal components of the face.
5.1. Thresholds and Characteristics
The range ofpossible face images for a given subject is generally tightly grouped
in an Eigenspace. However, groupings for different subjects can overlap. Faces in the
overlapping region are generally distorted and should not be considered a good match. A
good confidence measure must be aware of the average distance from the center of a
grouping to the overlapping region. This portion of the grouping is considered high
confidence. As a face image extends further to the overlapping region, the confidence of
a match reduces. In order to determine the two distances discussed above, the most
useful data came from the false positive matches the system incurred.
The system was then run gathering data on two important statistics. The statistics
were the range ofpossible distances which were still matches to a subject's face and the
distances at which the face images became closer to an incorrect subject than their own.
A two dimensional interpretation is shown below in Figure 24.
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Point 1 Point 2
Figure 24 - Threshold Selection for FaceMatching
In the diagram above, point 1 represents the maximum distance away from the
mean value of Subject A for a definite subject match. Point 2 on the other hand is the
distance away from the mean value of Subject A at which a face image is now crossing
the threshold to become closer to the face of a different subject. It is possible that there
exist images from Subject A which are closer to mean value of Subject B. These images
will be recognized as false positive matches with Subject B. Therefore, measuring the
false positive matches will allow the determination of the overlap in the diagram above.
In addition, the average radius of a group can be determined by measuring the distances
to all correct subject matches. The determination by statistical means ofwhether or not a
variable can be used to classify an object into two distinct classes is referred to as linear
discriminant analysis [29]. The data gathered in Figure 25 shows the actual data obtained
in the search for these two points.
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Figure 25 - Threshold Data for FaceMatching
The figure above contains the plot of points which correspond to distances
measured using the Ll & Mahalanobis distance metric. The points were gathered from
two separate tests and have been incorporated into a single graph so that useful
information may be determined from them. The points on the left, at the x location
marked 0, are the distances corresponding to a false positive face match. Thus, these
points are a measure of the width of the overlap of the subjects in Figure 24. They are at
the distance where a face image becomes closer to a different subject instead of its actual
subject.
The points on the right, in Figure 25, at the x location marked 1, are the points
corresponding to distances a face image can be from the correct subject. They therefore,
determine the distance to the far edge of the dotted line around the Face Subjects in
Figure 24. The data can then be examined to determine the proper thresholds.
A cursory examination of the data gathered shows that the average distance of
face images from their correct subject is approximately 20,397. The minimum false
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positive distance was 20,991. This indicates that any face image which is under 20,000
units away from a face subject is almost certainly a match for that subject. Thus, Point 1
was selected to be 20,000. The average distance of face images which were recognized
as false positives is approximately 29,571. This is the distance at which a face image is
not very likely to be good match. Thus point 2 was selected to be 30,000. With these
two distances selected, a confidence measurement can be determined. If a face image is
under 20,000 units away from a face subject there is very high confidence in the face
match. As the distance increases to 30,000, the confidence reduces to zero. Any distance
over 30,000 will result in no confidence in a face match.
Detennining thresholds in a weighted 125, dimensional space is a complicated
task and the outcome must be able to sustain itself through a transition from a static
database to a dynamic real time environment. In light of this, a simple threshold system
seems more appropriate because the effects of the new environment on the algorithm are
unknown and it will be substantially more difficult to gather data. Until these variations
have been quantified and their effects understood, it is pointless to develop a more
sophisticated method for determining the thresholds.
These thresholds complete the research required to develop the face matching
algorithm. The development of the real time system which will utilize this algorithm will
be examined in the next chapter.
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Chapter 6 Real Time System
Robust system design incorporates more than the ability to handle errors and
function without crashing. Robust system design also plans for extensibility by making
the system modular [30]. A well thought out system has multiple components with clear
functionality which operate independently from other portions of the system. In effect,
they produce the same output as long as the input is correctly formatted regardless of the
components the system contains. This method of designing makes finding and handling
errors much simpler and allows the components to be reused in future projects. In
addition, if a component is improved, as long as the methods for using the component
remain the same, the new functionalitywill be merged smoothly into the updated system.
In this light, the design of a face matching system is more than it appears. The
system is also a foundation upon which other projects using multiple cameras can be
built. In order to achieve this, the Graphical User Interface (GUI) should be independent
from the cameras, frame handling, and face matching components. Overall, six major
components were integrated into the system. The GUI is the overall method for
interacting with the program. The camera component controls camera movement,
communication, and retrieving images from the camera. The images from the camera are
used in the frame component which processes images by searching for face locations. A
face location can be passed into the face component which will locate the center of the
eyes and mouth. These features can be used to crop and center the face in a smaller
image. Adjusted faces can be used in the Eigenspace component which performs the
actual PCA face matching algorithm. Finally, a tracking algorithm allows the system to
continue to follow the subject of interest until the system has confirmed the identity.
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Each of these components is tied to another in a producer-consumer relationship.
Each component either produces a final product that can be used by another component,
if desired. This allows the individual components to be improved, affecting the product
of the component and not the data flow of the system. In order to make the system run
more efficiently, threads have been added to allow multiple processor computers to work
on multiple data at a time. Each of these aspects of the system will be described in more
detail in the following sections.
6.1. Components
Due to the nature of the system, it is possible to test each of the components
individually, using saved images where necessary. The majority of the GUI has been
developed to this purpose allowing the individual components to be debugged if a
problem arises while running in real time. This is a significant advantage in a system in
which the number of variables cannot be controlled and unexpected situations can easily
arise. Each component will be explained as if it were used in the debugging mode.
6.1.1 GUI
The GUI is arguably the most important component in the system. The reason for
this is that the GUI is the only real method for communicating, controlling, and
understanding what the program is doing. Without a user interface, the program is no
longer interactive and can not inform the user when something unexpected occurs.
61
The layout for the GUI follows a natural progression of data being processed by
the system components. A standard left to right, top to bottom succession of components
was used in order to make the layout intuitive. A screenshot of the GUI is shown below
in Figure 26.
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Figure 26 - GUI Screenshot
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The display and controls for each component are grouped together on the GUI to
allow easy understanding and to facilitate a short learning curve. There are only two
portions of the GUI that interact with every component. These portions are the grayscale
display options and the information text box. The grayscale display options affect every
display area that is part of the GUI and will force any grayscale images to be displayed
using the normalization method selected. In the default setting, the grayscale images are
not altered in any way by a normalization procedure. The information text box is a
method of displaying any relevant information that occurs in the system. All of the
information relayed in this text box is logged to a text file for later examination. Every
component in the system can send information to this text box displaying the status of an
error or a simple reminder that the system is performing an event. The Exit button on the
bottom right hand section of the GUI performs the same function as clicking the X in the
upper right hand corner; the GUI will be closed down and all of the components properly
exited.
r
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Figure 27 - Two views of the Frame Controls
The upper left-most portion of the GUI contains the general system controls
through which the process ofmatching different faces can be started. These controls are
shown in Figure 27. The Load Frame button can be used to load an image from file into
the Frame component. It allows the user to browse, select, and load an image into the
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frame display area directly to the right. A button with similar functionality is the Capture
Frame button. This button commands the system to capture an image from a camera
object and load the image into the frame display area. There are also controls for
initializing the system, swapping the video feed, adjusting the cameras, and starting and
stopping the system. Initializing the video feed forces the system to bring the camera
hardware online and check to see that it can be communicated with. Once this is
complete, this button will alter its display to show its ability to swap the video feeds.
One of the caveats of the system is that each camera has two connections to the
computer. It has a video cable, which is connected to an image capture card, and a serial
cable, which allows the system to control the camera's pan, tilt, zoom, and much more.
Unfortunately, some manual intervention is required in the case that the serial connection
and video connection are not linked to the same camera object in the system. If this is the
case, swapping the video feeds will fix this problem.
If the user desires to use the cameras in a manual mode, the adjust camera button
can be used. With this feature, the pan, tilt, and zoom of the camera can be changed
through keystrokes on the keyboard as long as one of the camera windows is in focus.
The user can also capture camera images to file for later use as frame images. Lastly, a
fully automated version of the system can be started and stopped, allowing the system to
run freely. It tracks and attempts to match faces in the environment without user
intervention until it is paused or stopped.
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Figure 28 - Frame Display Area
To the right of the frame controls is the frame display area. This portion has a
few simple controls which allow the user to interact with a loaded frame. The relevant
portion of the GUI is shown in Figure 28. Since the system is designed to locate and
match faces, the face location algorithm is run during the loading of any frame. The
resulting output is shown in the figure above. The system searches for regions which
have skin related colors and boxes them. It then stores these face boxes in an array with
the faces ranked in order of their quality. The face boxes can be used by the face
component to create images which only use the face itself. This process of creating face
component images is facilitated by the four buttons marked First, Prev, Next, and Last.
These buttons allow the user to create and display face component objects from the face
box array. The other buttons in this region allow different views of the image to be
displayed. The Orig button allows an unmarked copy of the original frame to be
displayed. The Gray button will display a grayscale version of the image. The Skin
button with display the results of the skin tone segmentation. Finally, the Faces button
returns the display to its present state in which the suspected faces are boxed in the
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image. For visual purposes, all portions of the image which were located for possible
face images are boxed. However, portions of the image which are likely to be faces are
boxed with a wider line width.
Display Stored Face Images
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Orig j Gray ] Skin Eyes
Edges Saturation Final
Figure 29 - Face Component
Face objects can be either created from frame objects or loaded from a file. There
are two different loading methods which can be used. A single face image can be loaded
using the Load Image button or a listing file of faces can be loaded using the Load Image
List button. If an image list is loaded, the list can be traversed by using the Next Image
button, which becomes enabled upon loading an image list. Regardless of how the image
is loaded into the face object, the image can be processed in the same manner. The
objective of the face object is to obtain a properly sized and centered face image. This is
done primarily through finding the eyes and mouth in the image. The results of such a
search are shown above in Figure 29. The process of finding these features and
displaying them is done by pressing the Eyes button. The original, grayscale, and skin
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tone segmented regions can be displayed in the same manner as the frame component, by
pressing the Orig, Gray, or Skin buttons.
Three additional buttons have been added to show images relating to the search
for the eyes and mouth. The Edges button will display a grayscale version of the edge
map for the image and the Saturation button will display the Saturation channel of the
HSV equivalent of the color image. The remaining button, Final, will display the final
face image which has been cropped, shifted, and rotated to produce an image for face
matching.
- Display EigenFaces
Eigenspace Object Controls
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Load Space 1 Save Space
First I Prev I Next I Last
Average Project Image
Figure 30 - Eigenspace Component
The Eigenspace component is represented on the GUI by the portions shown in
Figure 30. The controls for this component allow the user to crop images, train a new
Eigenspace, load an existing Eigenspace, and save the current Eigenspace to a database
file. The Crop Images button starts a tool which initially asks for an image listing file.
Once this file is loaded, the tool will step through the images one by one waiting for the
user to click on each eye and the mouth in the image. It expects the left mouse button to
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be clicked on the left eye, right eye, and mouth, in that order. With these three locations
selected, the face is automatically rotated upright and cropped in the same manner as the
face component. These cropped images can be used to train the Eigenspace or as match
targets for the system. The Train Space button allows the system to train a completely
new database ofEigenfaces from a listing file of face images.
Once an Eigenspace is loaded, the first Eigenface is displayed in the Eigenspace
display area. In order to view the other Eigenfaces, the user can press the First, Prev,
Next, and Last buttons. These buttons will allow the user to step through the array of
Eigenfaces displaying them one at a time. Each set ofEigenfaces is accompanied by an
average face, as was described in section 2.3. The average face for the database can be
loaded and displayed using the Average button. Finally, the most interesting feature is
the ability to view the projection of the current face into the Eigenspace. The projection
is a grayscale image of a recreation of a face from its weights. The Project button takes
the image from the face display area and projects it into the current Eigenspace.
Display Match Certainty
Facial Matching Controls
Load Match Target
Get Current Face Save Face I
Calculate Match Confidence
Figure 31 - Match Target Information
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The match target display space, shown in Figure 31, contains the expected output
of the program. The image which is shown in the display area is the image which the
system is attempting to find at the moment. The bar below it shows the confidence of the
match between the face shown in this area and the face in the current face display area.
The bar will show green for a good match, yellow for a decent match, and red for a poor
match. The button below the confidence bar allows the calculation of the confidence
measure.
In order to obtain a target image which the system can search for, an image can be
loaded from a file or copied from the current face display area. No processing is done on
the image once it has been loaded as a target, so any images loaded from a file must be
pre-processed. This processing can be done by using the cropping tool or by loading the
image into the face component directly, processing it, copying it to the target image, and
saving the image.
-Train Components
Train SVM Train CSeg
j
Figure 32 - Training the Tools
Nestled in among the other components is a small box which contains two very
important tools used by the system. In order to have a fast method for determining the
quality of faces in an image, a support vector machine has been implemented. The
Support Vector Machine classifier (SVM) is the tool which labels the quality of the faces
in the Frame component. In order for the SVM to work effectively it must be trained
with face and non-face images. The Train SVM button allows this training to take place
so that the SVM can be easily updated.
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The tool which locates the possible face locations in the image is the color
segmentor. The core of the color segmentor (CSeg) is a lookup table which contains a
specific set of colors that are being searched. The color segmentor erases all pixels in an
image which are not of the desired colors, leaving patches of the image intact. In the case
of the system under development, the color segmentor is searching for skin tones. Once
found, regions of the image which contain high densities of skin tones can be passed to
the SVM to determine whether the region contains a face or not. The color segmentor
can be trained by passing it a list of images which contain the colors it is expected to
identify. This training can be started using the Train CSeg button.
6.1.2 Camera
The camera component is the only component in the system that actually interacts
with external hardware. Each camera object has a serial port connection, a camera
number, camera state information, and a frame capture handle. The serial port
connection is the means by which the camera can initialize and move the cameras
themselves. The pan, tilt, zoom, and other variables relating to the camera can be
obtained by sending a request to the camera hardware itself. Aside from the camera's
internal state, external information about the camera must be monitored. The camera's
physical location is important since cameras must be able to locate an object in the
external environment. Lastly, the camera's frame capture handle is important since it
allows images to be retrieved from the camera. The camera object does not process
images in anyway; it only makes them available for other components to use.
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The basic functionality of the camera component is to allow the camera to
manipulate itself in terms ofpan, tilt, and zoom levels. To this end, each camera can pan
and tilt to an absolute position, a relative position, or a position defined by a location in
the current camera's view. The cameras can also zoom to an absolute level from lx to
lOx, or by a relative level.
An important feature of a dual camera system is the ability to locate an object
with both cameras in the environment where it has been found. This feature is often
known as multi-camera correspondence [6] or camera view correspondence (CVC). The
difficulty with CVC lies in relating the scene from one camera to another camera. A
graphical representation of this situation is shown in Figure 33.
SVC;
Figure 33 - Camera View Correspondence Problem
The first step in relating creating a relationship between the two cameras lies in
understanding their physical locations. If the angles to an object are to be determined, the
physical positioning plays an important role. This was accomplished by giving every
camera a three dimensional location, in millimeters, from the same origin. For the
purpose of the system, the origin is defined as the initial SVC. Thus, the location of one
of the cameras is (0, 0, 0). Since the SVC begins in the home position, the positive X
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axis is to the right of the camera, the positive Y axis is above the camera, and the positive
Z axis is in front of the camera. Using this set of axes, the location of the second camera
can be easily determined. In the basic system setup, the second camera is 1 meter to the
left of the initial SVC at the point (-1000, 0, 0).
With the physical locations of the cameras determined, the next important step is
to develop a way to determine the distance to the object. It is known that the camera
system is interested in tracking and finding face objects. Thus, statistical data relating the
average head size and the area of a face in a frame can be used to make a reasonably
accurate estimate of the distance to the object.
Orientation
Figure 34 - 2D View of Simple CVC
The diagram of Figure 34 shows a simplified view of determining the angles for
camera view correspondence. If the angle 0i is known as well as the distance D to the
object, the distances dz and dxi can be found using the cosine and sine of the angle 0i.
Then, the orientation of the two cameras can be used to find the distance dx2. The
tangent of 02 is the ratio of dx2 over dz. The angles in the figure correspond to the pan of
the respective cameras. The tilt of the camera can also be found in the same manner. In
addition, the distance from the second camera to the object can be determined as
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+dx_ . This distance is a useful measure because it can be used to select the
appropriate level ofzoom to get a high quality image ofa face.
While the method above is effective, it has a major limitation; the source camera
must be pointed directly at the desired object. This limitation is incurred because the pan
and tilt angles are only accurate for an object in the very center of the frame. If the
system was to be extended to use three cameras, all of the cameras would be forced to
focus on the central point instead of different targets in a frame. The solution to this
problem is to develop a method through an object's location can be modified depending
upon its relationship to the center of the frame.
The most effective method for determining the location of a non-centered object
is to calculate its offset in degrees. This degree measure can be combined with the
current pan and tilt of the camera to give the pan and tilt required to aim at the object. To
this end, a scheme was developed through which the number of pixels an object is from
the center of the frame can be converted into the angles required for the camera to point
at that object.
Figure 35 - Face Offset
73
This method is illustrated in Figure 35. The distances dx and dy are measured in
pixels. This measure can be converted to the angles required to move the current camera
to the center of the image. This conversion from pixels to degrees is dependent upon the
zoom level of the camera and was therefore determined for all 10 zoom levels of the
camera. With this additional information, the camera view correspondence can be
completed.
Aside from the automated movement of the cameras, it was important to integrate
a manual method of manipulating and using the cameras. This is implemented by
allowing the system to go into a camera adjustment mode. In this mode, the camera to
adjust can be selected by the GUI and the camera will accept the following commands:
System Commands:
'c'
or 'C - capture/save an image
CameraMovement Commands:
'w'
- up
's'
- down
'a'
- left
'd'
- right
'f - slow zoom in
'r'
- slow zoom out
'z'
- reset Zoom
'h'
- move to home position
'q'
or
'Q'
- Quits the program
'W - faster up
'S'
- faster down
A'
- faster left
'D'
- faster right
'F'
- fast zoom in
'R'
- fast zoom out
'Z'
- maximum zoom
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6.1.3 Frame
The frame component encapsulates the process of locating potential faces in
camera images. The frame component contains four versions the image that is currently
being processed. These images are the initial color image, a grayscale version, a color
segmented version, and a markup image which is used for display purposes. In addition
to the images, the frame component also controls handles to the color segmenting tool
and the support vector machine. The frame component is independent of the current
image being processed, and thus, new images can be loaded for processing as the system
is running.
In order to process each image from the camera, the image must first be passed
through the color segmentation tooL This tool has been trained to blank out any pixels
which are not skin tones. This process is often referred to as skin segmentation. One of
the key components towards achieving success, at selecting skin tones, is the color space
used for skin segmentation. An effective color space for skin segmentation is one in
which all of the skin tones are clustered very closely together. This clustering allows
tight boundaries around the skin tones to be enacted, providing more accurate results. A
graphical view of the skin tones in the HSV color space is shown in Figure 1.
The image returned from the color segmentation tool is considered a skin
segmented image. This image is used to find regions of interest (ROIs) which may be
possible face images. Once all of the possible regions of interest have been determined,
they are passed into the support vector machine which ranks the locations on the quality
of the face present.
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The SVM uses a polynomial kernel and 245 support vectors to classify the face
candidates. It was trained using 150 face images and 235 non-face images.
Forty-five of
the face images were profile views in order to allow the system to detect subjects where
were not looking directly at the SVC. Performance for the SVM was evaluated by
creating a test set of 50 face images and 150 non-face images for the SVM to classify.
The SVM achieved 96% accuracy for the face images and a 98% accuracy for the non-
face images.
The frame component inserts the face candidates into an array sorted by the
confidence value returned by the SVM. This array is made available to other components
which wish to access the face locations that have been found in the image. Each region
of interest contains the x and y coordinates, in pixels, of the upper left corner to the face
region. It also contains the width and length of the region. A mirror array contains the
corresponding quality of the located face. The quality is a measure in which numbers
above zero are potential faces and numbers below zero are most likely not faces.
6.1.4 Face
The face component appears to have the least complicated task. Its job is to take
a region of interest from the frame component and adjust the image so that it is centered
and the face is rotated upright. Unfortunately, finding the center of the eyes and mouth in
the image are very time consuming tasks. This is because faces are very unique and thus
the algorithm required to process the faces must be very robust. In addition, much of the
processing must be done on a pixel by pixel basis.
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The simplest way to crop and rotate the face is based upon finding the eyes and
the mouth. The horizontal positioning of the eyes allows the image to be rotated upright
and the distances between the eyes and from the eyes to the mouth can be used to judge
the size of the face. This is possible because on average, human faces are made up in the
same proportions. On average, a face is 2/3 as wide as it is tall and the eyes are located
approximately halfway down the face. These proportions are shown below in Figure 36.
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Figure 36 - General Face Proportions
In general, the eyes are just a little bit above the midpoint of the face and the
distance from the eyes to the mouth is approximately one third of the height of the face.
The top of the head is not an important issue for this system because it is most often
covered by hair, which is easily changed and yields little identification value. Therefore,
the cropping of the faces for the system is slightly lower on the forehead.
Searching for the eyes in the face is a complicated task. The search can be made
easier by ensuring that the face image being processed is very closely cropped.
Therefore, the first task of the face component is to use the skin segmented image to crop
the face more closely than the frame component has done. This is accomplished by
taking vertical and horizontal averages of each row and column of the skin segmented
image. Rows or columns which don't have enough skin tone pixels can be ignored in the
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later steps. Cropping too closely in this step is a major issue because if the face is tilted,
it may be possible to crop out an eye which was hidden in shadow. Due to this concern,
the cropping step evaluates the resulting image to ensure that the properwidth and height
proportions for a face are maintained. If the proportions are severely distorted, the
process will be rerun with adjusted cropping weights. The process will only be rerun
once so that the face processing does not consume too much of the processor's time. If
the proportions of the face not maintained on the second cropping attempt, the system
will discard the cropping boundaries and continue on to the next step.
The next step in processing the face is to find the regions which contain the left
eye, right eye, and mouth. One of the simpler methods for this is the valley approach.
The valley approach uses the fact that given a contour of the face, the eyes and mouth are
generally the lowest/darkest locations. Therefore, by searching for minima and maxima,
it is possible to locate the feature regions without extensive processing [31,32]. The
actual location of the center of the eye cannot be accurately determined using this
method.
Determination of these regions allows the system to locate the center of the eye
much faster. This is because each pixel location within the boundaries must be examined
and given a weight as to how likely that it is the center of the eye. The initial algorithm
for this task searched to see if the pixel was the center of a circle of edges with
approximately a 5 pixel radius. The radius of the eye was maintained by resizing the face
to be 150 pixels in height before the search began. The algorithm also examined whether
or not the saturation of the image inside this circle is very high. During initial testing this
algorithm proved satisfactory and executed rapidly, however, it did not generalize well
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across different faces and environments. Since the location of the eyes is the key factor
in normalizing the geometry of the face, it had to be improved.
After trying many methods, a neural network was selected for testing [33,34].
Initial confidence in the real-time application of the neural networks was low because
they are generally considered slow. However, the complexities of the neural network, as
well as the size of the region to search are key components in the overall speed. The
current layout of the system already finds the eye and mouth regions, and can therefore
reduce the neural network processing significantly. Two MS students at RIT have
developed neural networks for determining the location of facial features. These students
were David Higgs, "Parts-based Object Detection with Multiple Views," MS 2005, and
James Schimmel, "Efficient Human Facial Pose Estimation," MS 2004. David Higgs'
neural networks were significantly more accurate than those of James Schimmel because
he used a higher resolution, over twice as many nodes, and a more elaborate training
process called bootstrapping [35]. Testing revealed that the combination of these
improvements caused the networks to be simply too slow for use in a real time system.
James Shimmel's networks [34] still proved to be significantly more accurate than the
initial eye location algorithm and were fully integrated into the system.
Shimmel developed two artificial neural networks. The first network can be used
to detect eyes in an image. It responds to both the left and right eyes with equal
performance. It was trained using 276 eye images and 1380 non-eye images. The
network itself contains 231 input nodes, 14 hidden layer nodes using a Tan-Sigmoid
transfer function, and an output node using the Log-Sigmoid transfer function. The
second network can be used to detect mouths in an image. It responds best to neutral
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expressions, but can detect mouths in a wide variety of expressions. It was trained using
143 mouth images and 715 non-mouth images. The network contains 429 input nodes,
13 hidden layer nodes using a Tan-Sigmoid transfer function, and an output node using
the Log-Sigmoid transfer function.
a = tcwsig(n) a - logsig(rt)
Figure 37 - Tan-Sigmoid and Log-Sigmoid Transfer Functions
The three key feature points, left eye, right eye, and mouth, allow for a
determination of the overall size of the face, how to center the face, and gives the ability
to rotate the face upright. The rotation is done by spinning the image about a point
directly between the two eyes, so that the center of each eye is in the same row in the
image.
If either the eyes or the mouth cannot be found in the image, then only the initial
cropping of the face will be maintained and the image will be declared finished. While it
is not expected that this image will match successfully with the target, it is hoped that the
next image retrieved from the camera of this subject will be more easily processed. The
processing of each individual image cannot be too extensive, otherwise the system will
slow down and performance will be reduced.
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6.1.5 Eigenspace
The Eigenspace component stores all of the information relating to the Principal
Component Analysis algorithm that will perform the face matching. It has an array for
the Eigenfaces, the corresponding Eigenvalues, and the average face. It is also aware of
the size and number ofEigenfaces. Since the optimal parameters for the algorithm were
developed through testing, they are not able to be modified in the system. Therefore, in
order to change the algorithm parameters, the code itselfmust be modified.
When the Eigenspace component is initialized, it can be done with or without
loading the Eigenfaces from the database file. There is support for loading and storing a
set ofEigenfaces as well as for training a new set ofEigenfaces. This allows tweaking of
the algorithm through the image selection for training. Once the Eigenspace is fully
loaded, weight vectors for face images can be determined. This weight vector can then
be projected into the Eigenspace as described in Section 2.3. In addition, the distance
between two weight vectors can be calculated allowing the system to determine if two
face objects are a match. The weight vector itself is stored as part of the face component
since it is an extension of the image itself.
6.1.6 Tracking
Once a face of interest is located, there is no reason to obtain data from the SVC
and continue to approximate the general location of the subject. It is faster, and more
accurate, to simply adjust the OVC to continue to aim directly at the subject's face. The
camera view correspondence code can already calculate the number ofpixels per degree
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by which the face is offset in the frame. Using this data, the OVC can determine how
many degrees it must rotate in order to aim directly at the face in the frame.
The tracking algorithm which is implemented is very simple. The algorithm
computes a color histogram based upon a set of training images. The tracking algorithm
then starts with an initial location and then attempts to locate where the face has moved
using color information. The initial location in the tracking algorithm is the face located
in the OVC for the matching process. The information from the tracking algorithm is
then fed back into the locations of possible face candidates to ensure that the next face
used for matching is indeed the face that is being tracked.
6.1.7 Threads
Computer processors are continually getting faster and the processor components
are continuing to get smaller. However, there is a general trend in the market to produce
processors which have multiple processor cores in them [36]. Each processor core can
work on a stream of instructions, which is often referred to as a thread. In order to take
full advantage of future processors, as well as systems with multiple processors in them,
the final system should use multiple threads of execution. Multiple threads will allow
different aspects of the system to run at the same time, overlapping important image
processing.
The overall system is well adapted to using multiple threads. Each component
functions as either a producer or a consumer, performing a significant amount of
processing to develop a result. This result is then used by another system component to
process the result in a new way to find a more specific target. Threads can be used in this
82
system to develop a type ofpipeline. In this pipeline, the frame component can complete
its processing, have its results sent to the face component, and immediately begin
processing a new frame while the face component begins processing the new faces. A
diagram of this process is shown in Table 1.
Video Time 0
Time
Time 1
>
Time 2 Time 3
Frame 1 Capture Img
Find Faces &
Locate the Best
Center face & do
FaceMatching
Frame 2 Capture Img
Find Faces &
Locate the Best
Center face & do
Face Matching
Frame 3 Capture Img
Find Faces &
Locate the Best
Frame 4
Capture Img
Table 1 - Data Processing Pipeline
As the system starts, it has no images to process, so at Time 0, it can only capture
an image. Since threading has been used, at Time 1, the system can capture another
image from the video capture card while it finds the faces in the previous frame. By
Time 2, the system can be performing all three tasks at the same time. The system will
continue processing data with all three components until the system is paused, at which
time the pipeline must be refilled. In overlaying the processing time, the system can
utilize the computer's resources more fully, giving better overall performance.
However, if too many threads are used, the system will spend too much time
switching between threads. The switching process itself does not take a significant
amount of time, but will be compounded by other issues related to switching. The
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computer on which the system is being developed has two processors and can therefore
support two threads of execution at the same time. A compromise must therefore be
found where the system can use multiple threads to improve performance without causing
degradation in systems with fewer processors.
The result is that the system will support two main threads during runtime in
addition to the thread that runs the GUI. This will keep user interaction with the GUI
rapid while allowing the majority of the work to be split between two different
processors. The threads are separated by the camera they control. One thread contains
the code for the SVC, while the second thread contains the code for the OVC. Thus, the
first thread can obtain a frame and locate the possible face images, while the second
thread processes the high quality face image found in the SVC. In addition, a fourth
thread, which will only function when the system is not in real time mode, will allow the
system to go into manual camera adjustment mode.
6.2. Data Path
The overall data path for the system has been referred to frequently and is shown
in Figure 38. This figure demonstrates how the components react to each other and
process the data allowing the face matching algorithm to function.
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System Flowchart
Camera 1 Frame Camera 2
Capture
Frame
Copy
Image
Find
Faces
Panto
Face
Capture
Frame
Frame
?
Face
- ?
Eigenspace
Copy
Image
Find
Faces
Find Eyes & Mouth
- Adjust Face
Match Against
Target
Figure 38 - Flowchart of the Data Transmission between Components
Camera 1 surveys the environment to locate possible face images. Once a good
face candidate is found, its position in the frame, as well as its size, are used to determine
its location in the environment. This information allows the second camera to aim at the
object and obtain a high quality capture of the subject. This new capture can be
processed for use in the face component. The face component will put the face image
into the format which is expected in the Eigenspace component, allowing a match to
occur.
6.3. Integration
Each component was tested in isolation in order to successfully debug the
component itself. Once all of the components functioned as expected, they were
integrated one at a time into the system, following the expected data path. In order to
allow the components to remain somewhat independent, each component is either
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handled through a global variable or controlled by the GUI which initializes and controls
all of the system states.
This may not be the most effective method for designing the system, yet it allows
the system to remain very modular. The only portion of the code which requires
knowledge of the individual components is the GUI's controller code. The controller
accesses each of the components, pulling the data from one and putting it onto another
component. This allows each component to remain focused solely on its tasks and not on
interacting with other components.
All of the data is obtained through public function calls and passed into the
components through the constructor or the initializing function for the component. Many
of the components do not need to be re-constructed for each use. They merely require
resetting along with the data input of a new image.
6.4. OpenCV
OpenCV stands for Intel Open Source Computer Vision Library [37]. It is a
collection ofC functions and few C++ classes that implement some popular algorithms of
Image Processing and Computer Vision. It consists of a few hundred functions which aid
the usage of computer vision in human-computer interface, robotics, monitoring,
biometrics and security by providing a free and open infrastructure. The OpenCV
libraries were used for the majority of image manipulation and handling since it provided
convenient methods for loading, accessing, and saving image data.
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6.5. IncreasedPrecision Eigenfaces
The fully developed system contains code which not only identifies the eyes and
mouth in the face, but also automatically crops, scales, and rotates the face upright based
upon these three points. The resulting image is then taken and matched against the target
image using the PCA algorithm described in Section 3. As mentioned earlier, one of the
major problems in the development of the PCA algorithm was the introduction of noise
due to human error resulting from manually cropping the images. At this point in the
development process, an automatic cropping tool can be implemented, so that the training
images for the Eigenspace conform exactly to what the system produces during real time
operation.
Automatic cropping based upon the location of the eyes and the mouth allows the
features from different subjects to match up more accurately. While it is possible to use
the system to automatically crop and save the training images, this would introduce error
into the training set. The eye and mouth detectors are not 100% accurate and therefore
produce some images in which these points were not successfully located. In order to
alleviate this problem, a tool was developed which sequentially loads images from a
listing file and allows the user to select the center of the eyes and mouth. These three
points are utilized to crop the image using the exact algorithm that the system uses to
crop the images.
The image cropping tool was used to crop the faces for 100 male and 100 female
subjects, gathering two images for each. The Eigenspace was then trained from these
new images. A comparison of the average images for the hand cropped Eigenspace and
automatically cropped Eigenspace is shown in Figure 39.
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New Average Image Old Average Image
Figure 39 - Eigenspace Average Image Comparison
The average image resulting from the use of the cropping tool has significantly
shaper eyes, mouth, cheeks, and eyebrows. However, the chin and top of the forehead on
the new average image is slightly more blurred. This is because the image was cropped
using the central features instead of the top and bottom of the face. Therefore, the
variation in different head shape causes variation in the location of the edges of the face.
The most important result that emerges from the comparison of the average image
is that the validity of the automatic cropping method is proven. The automatic cropping
method produced a sharper average image while retaining enough precision to ensure that
the faces were cropped at the top of the forehead, bottom of the chin, and at the base of
the ears for a variety of faces.
The increase in precision of the central facial features should allow more accurate
representation of different faces as well as improved performance for the Principal
Components Analysis algorithm. It should also improve the cohesion of face space and
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allow the system to more easily distinguish different subject's faces. The sharpness of
the facial features also extended to the Eigenfaces and is shown in Figure 40.
First Five Eigenfaces from the Hand Cropped Training Set
4ft
First Five Eigenfaces from the Automatically Cropped Training Set
Figure 40 - Eigenface Comparison
Eigenfaces created with the automatically cropped training set have increased
definition in almost all of the central face areas. The nose, eyes, eyebrows, and mouth all
appear to be more clearly defined. However, the eyes are the feature with the most
obvious differences. In the third Eigenface, for example, the iris and pupil of the eye are
visible. While the two sets of images differ in clarity, they appear to be focusing on the
same aspects of the face. This is a good sign because it shows that the Eigenfaces are
still representing the same facial features, but they do so with increased accuracy.
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6.5.1 Eigenspace Evaluation
It is apparent that the automatic cropping tool yielded Eigenfaces with increased
precision, but the effect that these Eigenfaces will have on the data may be opposite of
what is desired. In order evaluate the Eigenspace, a data set was created which composed
of Data Sets 1 and 2 from Chapter 4. This set contained 100 male and 100 female
subjects, which had two hand cropped images each. This set will be referred to as the
Handcrop set. This set was compared to the 200 subjects that were cropped using the
automatic cropping tool. This second set will be referred to as the Autocrop set. Both
sets contained two images for 200 subjects, half of which were female. Testing was
accomplished by using the Autocrop set to train an Eigenspace which was used to match
faces for both image sets. This data was compared to results for the same tests using the
Eigenspace produced from the data gathered in Chapter 4. The results of these four tests
are shown below in Figure 41.
Results for the Comparison ofAutomatically vs
Hand Cropped Images
Figure 41 - Eigenspace Comparison
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The outcome from the data is clear, the Eigenfaces which were trained from the
automatically cropped images performed better on both test sets using the Ll and
Mahalanobis distance metric. In addition, the performance of the face matching process
reached a record high of 94% accuracy. The system failed to correctly match a mere 24
face images from the database of 400 images when trained and tested with the
automatically cropped images. The Mahalanobis and Angle distance metric gave
interesting results. It performed better for images which were cropped in the same
manner as the training images for the Eigenspace. When tested against images which
were cropped in a different manner, performance decreased significantly. These results
clearly show that the system should use the Eigenfaces developed from the automatically
cropped images along with the Ll andMahalanobis distance metric.
This chapter detailed the components, data path, and the process used to
incorporate the different aspects of the project into a single entity. The following chapter
evaluates the system's performance and speed at face identification.
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Chapter 7 Evaluation
The system is configured to start with one camera assigned as the SVC and the
other as the OVC. The SVC will be stationary and report the location of the highest
quality face (as judged by the SVM) to the OVC. The OVC will zoom in at the location
and find the best face image in the frame. This face image will then be extracted and
normalized both geometrically and in illumination. Once this is complete, the system
will use the PCA algorithm to determine if the face in the frame is a match for the desired
match target. The results of this comparison are logged to a comma-delineated text file
for later examination. Once this match attempt is complete, the system will return to the
SVC searching for a high quality face image.
7.1. Initial Test
The initial performance test was done using a database of three subjects. The
three subjects were gathered and asked to stand in front of the camera system, one at a
time. Multiple images of the subject's face were captured with the camera system.
These images were cropped using the automatic image cropping tool and examined to
determine which image was the best face image. The best face image would be one in
which the subject was directly facing the camera, the head was not rotated along any axis,
hair was not obscuring the face, and the eyes were open. This process was repeated for
each of the three subjects and then a small database of known faces was created. The
identity of the subject was recorded in the filename so that the system could keep track of
the subject's name during execution. Each face capture from the OVC during system
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runtime was examined against every face in the database and the resulting match scores
for each face were logged to a text file.
In order to accurately test each individual, only one person was allowed to be in
the camera's field of view at a time. This rule ensured that every face which was found
by the camera system during the test run was from the same subject. This would allow
both true positive matches and false positive matches to be determined from the results.
Each individual was asked to remain in front of the camera system for a couple of
minutes until the system logged approximately 30 frames worth ofdata. Due to that fact
that the system must locate the face in the environment, the time required to capture 30
frames may vary. Some faces are not detected immediately by the SVM and it may take
longer for the system to obtain a high quality image of the face for a few of the subjects.
In order to ensure that the subject was able to change facial pose and location
without seriously affecting the matching potential, the subject was not asked to stand still.
In fact, subjects were advised to move around slightly and to continue talking as long as
they remained facing the OVC. Talking causes the facial features to change in subtle
ways while asking a subject to change their expression results in more extreme changes.
This would allow the camera to capture images ofmultiple facial poses of a subject at
different locations. The different locations would ensure that the lighting in the room
was not uniform across all of the images of the data set being gathered. Rapid movement
was discouraged, however, to reduce blur and allow the OVC to successfully find the
target. In addition, subjects were not allowed to raise their arms or hands near their face
as this would affect the skin segmentation portion of the face location algorithm. Lastly,
subjects were asked to remove their glasses or brush hair out of their face ifnecessary.
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The data for each subject was logged to a unique data file for analysis. The
results of the analysis are shown below in Table 2.
Name Correct False Positive Unmatched Correct to
FalseRatio
Total
Count Percent Count Percent Count Percent
Brian 12 35.29 % 1 2.94 % 21 61.76 % 92.3% 34
Jamie 19 61.29% 4 12.90 % 9 29.03 % 82.6% 31
JustinM 15 45.45 % 0 0.00 % 18 54.55 % 100% 33
Total 46 46.94 % 5 5.10% 48 48.98 % 90.2% 98
Table 2 - Results from the Initial Test
The data in Table 2 can be read as follows. While the subject named Brian was
standing in front of the camera system, a face was found 34 times in the OVC, after being
found in the SVC,. Out of these 34 times, the system reported that the face it found
belonged to Brian 12 times, and once that the face belonged to one of the other subjects.
The ratio between correct and incorrect matches was 92.3%, which indicates a high
degree of successful matches for this particular subject. The other 21 times, the system
did not find a reliable match for the face in the database. The system reported that no
match was found when any score returned was a 0% match as described in Section 5.1.
For this test, each frame was used as a matching instance.
There are many reasons why the face might remain unmatched after being
processed. It is possible that the subject was looking away from the camera for a
moment, or the camera system detected a face incorrectly, or the system was unable to
crop the neck out of the photo, or the system failed to correctly find an eye or the mouth.
If any of these components fail, the cropping of the image will be incorrect, causing a
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poor image of the face to be put forth for matching. This uncertainty was corrected for
the next test by recording each frame examined for face matching.
The initial test results are very promising. They show that the system was able to
t
match the face that the camera captures with the correct subject from the database nearly
50 percent of the time that a "face" was found by the OVC. The system incorrectly
matched a face only about 5 percent of the time. The majority of the time the system was
unable to determine a match for the face for the system. While the magnitude of this
statistic seems large at first, it is not very important. The video system can process
multiple frames each second and therefore, does not need to match every frame. In
addition, with improved hardware, the systemwill be able to speed up and locate matches
even faster.
As long as correct matches occur often enough in a reasonable amount of time,
the number of unmatched faces is not significant. The important statistic is the ratio
between the correct and false positive matches. The system needs to be able to correctly
recognize subjects far more often than it incorrectly matches them. Incorrectly matching
a face shows a fundamental problem with the PCA algorithm, while failing to match a
face to any subject merely means that the system was unable to locate all of the facial
features of the subject properly. According to earlier tests, the PCA algorithm should
only incorrectly match a face 6 to 10% of the time, given a good face image. The results
from the initial test showed that the system had a ratio ofapproximately 9 to 1 for correct
matches as compared to false positives. If this is the case, then the accuracy of the
system is within the expected limits.
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7.2. Second Test
In order to improve upon the first test, many changes were made for the second
test. The size of the database of images grew to seven subjects, none ofwhich took part
in the first test. The increase in the number of subjects should not affect the accuracy of
the system, since most of the face matching testing was done with up to 200 subjects. In
order to ensure that each subject was given equal weight in the overall system
performance, a cutoff was implemented which forced the system to only record 20
attempts at matching the face, per subject.
The last and final change was to log the attempted face matches on the hard drive,
so that some data could be gathered as to why the system was unable to match a face. It
would also give insight as to how often the support vector machine incorrectly classified
a portion of the OVC's frame as a face when it was not. In addition to classifying an
inanimate object as a face, the SVM may also give a face which has no potential for
matching a high quality rating. On occasion, subjects are distracted by events in the
room or look away from the camera to watch the computer screen. In these cases, the
face of the subject is still detected by the SVM, yet it may be impossible to match the
face because the facial rotation is too large. Recording the attempted matches will allow
data to be gathered on how often the system fails to find the features of the face, when the
image from the frame is ofhigh quality.
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Name Correct False Positive Unmatched Correct to
FalseRatio
Total
Count Percent Count Percent Count Percent
Andy 18 90.00% 0 0.00% 2 10.00% 100% 20
Janine 8 40.00% 2 10.00% 10 50.00% 80.0% 20
Justin 12 60.00% 1 5.00% 7 35.00% 92.3% 20
MattE 6 30.00% 2 10.00% 12 60.00% 75.0% 20
MattM 14 70.00% 0 0.00% 6 30.00% 100% 20
Mike 9 45.00% 2 10.00% 9 45.00% 81.8% 20
Reema 13 65.00% 1 5.00% 6 30.00% 92.9% 20
Total 80 57.14% 8 5.71% 52 37.14% 90.9% 140
Table 3 - Results from the Second Test
The results from Table 3 show that the system performed just as accurately with a
testing database of seven subjects as it did in the initial test of three subjects. The
decrease in the percentage of unmatched faces shows that the system was better able to
locate the facial features for this set of test subjects. The training for the support vector
machine did not change, so on average, the number of actual faces obtained for each
subject remained the same. Therefore, for the number ofmatches to increase, the system
must be processing the images more effectively.
Unfortunately, the increase in correct matches was accompanied by an increase in
the number of false positive matches. However, the increase in correct matches vastly
outweighed the increase in false positives. The system obtained 10% more correct
matches while only obtaining a little over 0.5% more false positive matches. This data
corresponds closely with what was anticipated from the early PCA testing. A face should
fall into the category of unmatched if the image is cropped poorly, however, when the
face is properly normalized, it should be correctly matched about 90% of the time. The
data from this second test shows this. Assuming that every face that was properly
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normalized was counted as a match or a false positive, the system achieves 91%
accuracy.
This theory is proven true through examination of the captured images. The
images which remained unmatched were cropped or rotated incorrectly as is shown in
Figure 42. Since the cropping and rotating is done automatically based upon the eyes
and mouth, located with artificial neural networks, it stands to reason that these points
were found incorrectly. Some examples of the errors and their outcomes can be seen in
the images below. In the left-most image, one of the three points was not found and
therefore, the final image cropping step was discarded. In the middle image, the mouth
was incorrectly found too low in the image resulting in a cropping which contains too
much of the image above and below the face. In the right-most image, one of the eye
points was too low, causing the image to be incorrectly rotated. All of these images
resulted in poor scores and were unmatched. In addition, there were a few isolated cases
where the SVM declared an inanimate object as a face. These images were added to the
SVM training set to correct future problems.
Figure 42 - Examples ofUnmatched Images
The most interesting data was obtained from images which were marked as false
positives. For a couple of the images, it was nearly impossible to determine why a false
positive match occurred, but for many of the images, the answer may reside in the focus
of the camera or in the eyes of the subject being closed. Some images of false positive
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matches are shown in Figure 43. There are a few cases where closing the eyes did not
affect the outcome of the match, yet in many cases it appears that closed eyes greatly
increases the probability that the match will be incorrect.
Figure 43 - False Positive Images
Some images are blurred from what appears to be from a lack of focus in the
camera. As was the case with a capture containing closed eyes, the blur did not always
result in a false positive match, yet appears to be one of the reasons why a face was
incorrectlymatched.
Poorly matched images aside, the system worked verywell indeed. It was able to
correctly match images of a subject in slightly different pose angles and facial
expressions. An example of a set of correct matches is shown in Figure 44 below, along
with the resulting match scores.
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Figure 44 - Correctly Matched Images and theirMatch Scores
Each of these matches is above the 50% rating level which means that the system
considers them all high quality matches for the subject MattM. The target image to
which these were compared against is shown below in Figure 45.
Figure 45 - MattM Target Face
Judging from the variation available in the correctly matched faces, it appears that
the PCA algorithm was a good choice. It is able to handle slight variations in many
different parameters while still retaining the ability to correctly match faces.
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7.2.1 Inclusion of Subject Tracking
In the previous section, it was noted that the false positive matches which
occurred during the test were a result of single frame errors. When the eyes and mouth
were correctly found, the system was able to correctly determine the identity of the
subject in the vast majority of the frames. In order to capitalize upon the general
accuracy of the system, it makes sense to determine the identity of the subject over a
series of frames instead of only using a single frame. If a series of frames is used, the
system will be able to tolerate a small number of poor frames, without degrading
performance.
To this end, the color tracking algorithm was instantiated on the OVC, allowing
the system to be able to track the subject for 10 consecutive frames whenever recognition
occurred. Once the tracking mode is activated, the OVC will use data from the current
frame to track and locate the subject in the next frame. It will not obtain data from the
SVC to locate the face, since it already knows the location of the subject. The system
will process the 10 frames and gather face classification data for each frame. The data is
then tallied, ensuring that the target was found with a confidence measure ofover 25% in
at least three additional frames.
The results for applying this process to the frames recorded for the data presented
in Table 3 are shown in Table 4 below.
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Correct Percent False Percent Percent
Name
Andy
Matches
2
Correct
90.00%
Positives
0
Incorrect
0.00%
Unmatched
0
Unmatched
0.00%
Tot
2
Janine 1 40.00% 0 0.00% 1 50.00% 2
Justin 2 60.00% 0 0.00% 0 0.00% 2
MattE 1 30.00% 0 0.00% 1 50.00% 2
MattM 2 70.00% 0 0.00% 0 0.00% 2
Mike 2 45.00% 0 0.00% 0 0.00% 2
Reema 2 65.00% 0 0.00% 0 0.00% 2
Total 10 85.71% 0 0.00% 2 14.29% 14
Table 4 - Results for using 10 frames for recognition
When the system is tested using multiple frames for each face recognition
attempt, the performance increases significantly. The false positives are eliminated
completely since there was never an instance where three false positive frames occurred
in the matching process. There were only two instances where there were not enough
matches, rendering the result as unmatched. With this addition, the system becomes
more robust and achieves better results.
7.2.2 Confidence Levels
Up until this point, the confidence levels have been based upon a percentage
determined by the data shown in Figure 25. In order to give the confidence levels more
meaning, cutoffs need to be determined to fit the match percentage into categories. These
match categories will be poor, decent, good, and excellent. When matching a face
against the images in the database, it is possible for a face to receive scores which would
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allow it to be considered match for two different subjects. When this is the case, the face
which has the better score is considered the match.
In developing the percentage scale discussed based upon Figure 24, the 0% level
was selected for scores which were equidistant from two subjects. Therefore, the face is
equally likely to belong to an incorrect subject and the correct subject. There are three
main reasons for such a poor match. The image could be a false positive match for a very
similar subject, the image could be a poorly cropped version of the correct subject, or the
image could be a correct match of the subject with an extreme facial expression. Any
differences which are greater than these would case the system to declare that there was
no available match for the subject. The best score in any case should be the image
matching to the correct subject.
In order to gather data to determine the confidence categories, three images of
seven subjects were put into a single database. Each subject was put through the same
procedure as was done for the second test described in Section 7.2. The data for the
resulting 20 matches was tabulated for many different thresholds. The next four figures
will show a visual representation of the threshold progression.
Figure 46 below, shows the data for all seven subjects. Since there are 20
different frames and three images of each subject, it is possible for each subject to have
up to 60 matches. The table below shows results formatches when any score above a 0%
is considered a match. It is possible for a frame to be counted as a match for every single
subject. While this process is not useful for face recognition, it gives valuable data about
the score levels.
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Matches from Video - Above 0%
MAndy
MattE
? Justin
? Reema
Mike
m Janine
MattM
Figure 46 - Matches for a Threshold of 0%
Ideally, in the figure above, the only columns with any height should be those
along the diagonal from the leftmost corner to the rightmost corner. These points show
the score results for when the camera system correctly matches a subject. The remaining
points are all false positive matches. While it appears that there is a significant amount of
false positives, the quality of the match is not taken into account in the figure.
The data was examined to determine at what point the percentage of false
positives fell below 25% of the time. This level would determine the upper cutoff for the
"poor"
match confidence level. Figure 47 shows the same data as Figure 46, however,
only matches with scores of 15% or greater are displayed.
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Matches from Video -Above 15%
Andy
MattE
? Justin
D Reema
Mike
Janine
MattM
Figure 47 - Matches for a Threshold of 15%
The next step was to determine the threshold at which the number of false
positives fell below occurring on 10% of the attempted matches. This level would
determine the upper cutoff for the "decent" match confidence level. Figure 48 shows the
same data as Figure 47, however, only matches with scores of 25% or greater are
displayed.
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Matches from Video - Above 25%
30 J
2 a
0 Andy
X^Jh| MattE
? Justin
D Reema
W.-JB / Mike
_/
H^ MattM ra Janine
flHT Janine
MattM
p Reema
'
Justin
MattE
Figure 48 - Matches for a Threshold of 25%
At this threshold level, the system was unable to determine any matches for the
subject Reema, and was only able to find one correct match for the subject Mike.
However, the other five subjects all were able to maintain a significant number ofcorrect
matches while the number of incorrect matches continues to decline rapidly.
The final threshold level to examine is the point at which the system no longer
experiences any incorrect matches. This level would determine the upper cutoff for the
"good"
match confidence level. Figure 49 shows the same data as Figure 48, however,
only matches with scores of40% or greater are displayed.
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Matches from Video -Above 40%
a Andy
MattE
? Justin
a Reema
Mike
B Janine
MattM
Figure 49 - Matches for a Threshold of 40%
At this threshold level, the system was unable to locate a match for either of the
subjects Mike or Reema. However, it was able to deterrnine matches for each of the
other five test subjects without any incorrect matches. Therefore, any match score of
40% or above will fall into the "excellent" match category. As a summary, the threshold
level categories are described below.
0% to 15% Match -> Poor
15% to 25% Match
25% to 40% Match
40% to 100% Match
Decent
Good
Excellent
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7.3. Digital Camera Images
In addition to the images captured by the video camera system, two images of
each subject were captured using a Coolpix S2 digital camera. Ideally, any image of a
subject should suitable for matching, since the facial features remain the same regardless
of the device used to capture the image. These images were cropped using the image
cropping tool and gathered into a database for testing. The two images were taken in
different environments in order to examine how the lighting and location would affect the
matching potential of the subjects. The first environment, labeled Environment A, was
the testing environment for the camera system. The second environment was one in
which the lighting was significantly different. The cropped versions of these images are
shown in Figure 50.
Figure 50 - Images ofAndy in Environment A (teft) and Environment B (right)
Despite the images appearing very similar in appearance to the images gathered
from the camera system, the face matching performance for these images was abysmal.
Across the seven subjects, the camera system reached a mere 10.7 % accuracy for
correctly matching subjects to the images taken from the digital camera in Environment
A To make matters worse, the rate of false positives rose dramatically to 10.0 %.
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Subject images in Environment B were a complete failure as the system was not able to
correctly compute a single match.
A direct comparison of the image from Environment A and the target image
captured from the video camera may explain some of the differences. The two images
are shown together in Figure 51. The colors from the digital camera appear to be more
accurate than the color from the camera system. In addition, the image from the video
system has poorer focus and there appears to be significantly more shadow on the face.
Figure 51 - Image Comparison, Environment A Oeft), Video System (right)
These two factors have a significant impact upon the equalized grayscale versions
of the face which are shown below in Figure 52. In fact, the shadow around the eye
region in the right-most image of Figure 52, could affect the image greatly. Since the
training images were of brightly lit subjects, many of the Eigenfaces entrust a significant
amount of detail to the eye region. This can be seen be the clarity of the eyes in the
Eigenfaces with large Eigenvalues. The increase in shadow in this region causes a lot of
important information in the image to be lost. Therefore, the difference in projections
between the two images in Figure 52 will be significant.
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Figure 52 - Equalized, Grayscale version of Figure 51
In effect, the color, focus, and lighting differences combined created a significant
change in the testing images, which could explain why the performance upon these
images was so low. One of the reasons why the colors may differ so greatly is because
the digital camera used takes color temperature into account. Depending on the type of
lighting in the environment, the digital camera will adjust the RGB values to a more
effective whitepoint. In addition, the cameras used in the video system have a fairly wide
viewing angle and it appears that the images are slightly distorted geometrically because
of this. These factors can cause large variations in the image projections into the
Eigenspace, resulting in very large distances between the images. In these respects it
appears that the system does not generalize well for tracking faces which have been
obtained using a different image capture device.
7.4. System Speed
Evaluating the overall speed of the system is a complicated process. The system
goes through many steps in order to obtain a high quality image of the face. In order for
a face image to be captured, the face must be found in a frame captured by the SVC. The
OVC is then aimed to where the face is expected to be. The time required to aim the
110
camera is dependent upon the difference in pan, tilt, and zoom required to orient the
camera to the face. A face must also be found in the OVC for the matching process to
begin. If a face is not found in either of the frames, the system goes back to searching for
a face in the SVC. Thus, the entire processing chain does not occur for every frame. For
this reason, average processing times, shown in Table 5, were recorded for each step
instead of computing an overall number of frames per second.
Avg. Time Task
66.2 ms SVC Image Capture (-15 fps)
16.4 ms SVC Face Location
~ 432.9ms1 Move OVC to the Location of the Face
l
siowiy Moving subject
66.2 ms OVC Image Capture (-15 fps)
16.4 ms OVC Face Location
23.4 ms Find Eyes, Mouth, and Crop the Face
5.9 ms Obtain Two Weight Vectors and Calculate the Distance
197.7 ms Software Computation Time Per Frame
Table 5 - System Timing
As expected, the most significant portion of the face matching process is related
to the actual movement of the camera. Physical motor movement is inherently slow
when compared with computer processing time. This portion of the system can not be
sped up because it is an intrinsic property of the camera itself. The next slowest
component is the retrieval of the image from the video capture card. OpenCV has a built
in function which accesses the image in the card and makes it available to the rest of the
program. Unfortunately, this access function runs at about 15 frames per second and
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limits the amount of image processing which can be done. The only way to improve
performance of the frame retrieval would be to use OpenGL to access the driver directly.
The simplest portion of the image processing algorithm focuses on face location.
Color segmentation is used on each frame captured by the camera to determine possible
locations. A connected components algorithm is used to help connect adjoining portions
of the image. This portion of the algorithm is relatively slow because the system is
required to go pixel by pixel across the entire frame during the color segmentation
process. At 320 x 240 pixels, the system must analyze over 76,000 locations to
determine if the pixel is skin colored or not. After this process takes place, the rest of the
image processing algorithms work with much smaller images.
The most complicated step in the image processing is centered upon locating the
eyes and the mouth in the image. The system must first crop the ears and neck off the
image without cropping out important portions of the face. After this is completed, the
regions containing the eyes and mouth are determined. The reason for determining these
regions is to speed up the use of the Artificial Neural Networks which were used to find
the actual point in the image which corresponds to the center of the eye. The neural
networks are slow and thus on average, only 50 to 200 pixel locations are examined for
each feature. Despite the complexity and the use of the neural networks, processing time
for this step is reasonable (23.4 ms) and completes in approximately Va of the time taken
to locate the face in the frame (106 ms).
The actual PCA algorithm takes a very small fraction of the software computation
time (5.9 ms). It is only 3% of the overall image processing that generates the value
corresponding to the accuracy of the facial match. This process includes breaking both
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the tracking image and the current image into their corresponding weight vectors as well
as the distance computation between the two vectors.
Overall, the system software can run at slightly over 5 frames per second if a face
is found in both the SVC and OVC. If no faces are located in the environment, the
system will continue searching at a steady 12 frames per second. However, with the
OVC camera movement taken into consideration, the system runs at just over 1.5 frames
per second for a slow moving subject.
7.5. System Limitations
There are many limitations on the system that are derived directly from the
cameras used. Two of the most important limitations related to the cameras are the level
of focus and the possibility ofblur in the image. As a subject changes his or her distance
from the camera, there is often a chance that the face will go slightly out of focus. Even
if it is not substantial, the lack of focus affects the accuracy with which the facial features
can be selected. Add this to the possibility that the image will be slightly blurred from
subject movement and it is possible that some of the frames are simply not sharp enough
to produce an accurate face match. The test results from Section 7.2 indicate that blur
was most likely the primary reason for false positive matches.
Aside from the hardware limitations, many aspects of the algorithm are too
dependent upon the lighting of the image. The eye and mouth region selection method
finds the valleys in the face, which are generally more prone to shadow. If the lighting is
poor, the regions will be incorrect, causing a failure in the feature detection. However,
more robust methods require too much processing and would limit the performance of the
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system. In addition, the neural networks are dependent upon the lighting of the face to
locate the features correctly. Lastly, the lighting impacts the skin segmentation algorithm
as well. Skin regions merely become shadow if there is not enough light in the frame.
Too much light can cause the opposite effect where a portion of the skin is
unrecognizable because it appears saturated from too much reflection.
Under decent lighting conditions, the eye neural networks work rather well and
can find the center of the eyes the majority of the time. The mouth network however, is a
rather serious limitation of the system. It was not trained with a substantial number of
different facial expressions, and can sometimes be thrown off. In these cases it has a
tendency to recognize the chin as the mouth, causing the face region to be cropped
incorrectly.
The last, unexpected, limitation is that it appears that the target images must be
captured with a camera which has been calibrated to match the video capture system.
Differences in the image color and lighting between the gallery and target images can
have a serious impact upon the accuracy of a match. Therefore, the camera system is the
most effective in a situation where a subject is willingly entered into the system wishes to
be observed in the future.
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Chapter 8 Conclusion
A multiple camera system capable of real-time face recognition has been
designed, implemented and demonstrated. The PCA algorithm has been shown to be
robust to small variations in head pose and facial expressioa The system has been
proven to handle tracking subject movement and zooming in to capture a high quality
image of the face. In addition, the system is capable of handling minor variations in
lighting. The system requires enough lighting to clearly define the skin and provide clear
views of the eyes. Without these conditions, the system is unable to obtain enough
precision in locating facial features and cannot correctly normalize the face.
The key metric of the system's face recognition performance is the ratio at which
it correctly matches faces versus the number of false positive matches obtained.
Currently the system accepts any match above a nominal matching threshold as a
possible match. This is done to improve the frequency at which the system is able to
locate matches. However, if it is desired to reduce the number of false positive matches,
the system could be tailored to accept only matches from the
"excellent"
category or
above. This would greatly reduce the number of false positive matches, but it would
require more precise cropping and location of the eyes and mouth. Given the current
system, it would require a significant increase the amount of time required to produce a
correct match for a particular subject.
Despite the success of the principal component analysis, testing indicated that
improving the performance of the matching process may not be possible. Theoretically,
increasing the number of training images would improve the quality of the Eigenfaces,
but in practice too much noise is added to the system. In addition, while the early
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Eigenfaces appear to be the only ones which correspond to significant changes it lighting,
it is folly to believe that the other Eigenfaces are not affected as well. In order to create a
system which can function on images from multiple environments, a more robust face
recognition algorithm should be used. If this is not possible, then the system must
continue with a constrained environment.
8.1. Future Work
There was a degradation in performance for the face matching algorithm between
testing the images from the FERET database and the real time system. Part of the reason
for this reduction in performance was that the neural networks were unable to find the
exact centers of the eyes for every frame. However, some of the discrepancy may have
been due to the fact that the Eigenfaces were not gathered from images taken by the real
time system. Gathering subjects and creating a new set ofEigenfaces from the real time
system would eliminate this uncertainty and allow improvements to be made to the
system.
In order to locate a face in a frame, the system is completely dependent upon skin
segmentation to find face candidates. Unfortunately, if the subject is inadequately
illuminated because of distance or poor environment, he or she might not be located. A
more sophisticated method could be used which also incorporates ellipse fitting or
examination ofmoving objects.
Another one of the system features that could be improved is directly related to
locating faces in the frames. In order to allow the system to locate a face which is not
looking directly at the SVC, many side views of faces were trained into the support
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vector machine. This proved very useful for when a subject was looking at the OVC, but
needed to have its position determined by the SVC. However, it caused problems when
the subject was looking at neither of the two cameras. The system could not tell that the
subject was not aiming at the OVC and therefore, continued processing when a face
match was impossible. This problem could be solved by implementing a second SVM
which is trained solely with subjects looking directly at the camera. This SVM could
then be used by the OVC to not only determine if a face existed, but that it is possible to
perform a match on it.
The feature detection algorithm is reasonably robust, yet the method used for
determining the location of the mouth needs to be improved. The neural network
approach cannot be substantially improved because the increased complexity would
greatly impact processing time. Processing time aside, it would benefit the system if the
network was trained with more variations in expression.
The tracking algorithm which was developed is rather simplistic. It focuses on
color to track a person's face. If the subject moves too far, the white-balancing in the
video camera may shift, causing the colors of the face to change. This results in the
subject being lost. The tracking algorithm would be more efficient if it could adapt to the
target as the target moved.
Lastly, in order to make the face matching algorithm more robust, it would benefit
the system if it were able to handle matching faces with occlusions. While this problem
is difficult, many people commonly wear glasses or a baseball cap, and face recognition
should be possible in spite of such occlusions.
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Chapter 9 AppendixA
This section contains the data resulting from training and testing the PCA
algorithm with Data Set 2. This information corresponds very closely with the resulting
data from training with Data Set 1. It has been included to allow confirmation that the
conclusions drawnwere correct.
No Normalization - Matches for Image Size Variation
Training Set - Data Set 2
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Contrast Stretching -Matches for Image Size Variation
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Contrast Stretching - Matches for Image Size Variation
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Figure 56 - Rectangular Image Size Testing Contrast Stretching - Data Set 2
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Figure 57 - Square Image Eigenvector Testing - Data Set 2
A*
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Number of Bgenvectors vs Percent Matches (134x100)
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Figure 58 - Rectangular Image Eigenvector Testing - Data Set 2
Varied Number of Training Images (134x100)
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Figure 59 - Testing for number of Images for Eigenface Training - Data Set 2
Evaluation of the First EigenFaces
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Figure 60 - Evaluation of the first Eigenfaces - Data Set 2
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