This pilot study evaluates the ability of machined learned algorithms to assist with the differential diagnosis of dementia subtypes based on brief (< 10 min) spontaneous speech samples. We analyzed 1 recordings of a brief spontaneous speech sample from 48 participants from 5 different groups: 4 types of dementia plus healthy controls. Recordings were analyzed using a speech recognition system optimized for speakerindependent spontaneous speech. Lexical and acoustic features were automatically extracted. The resulting feature profiles were used as input to a machine learning system that was trained to identify the diagnosis assigned to each research participant. Between groups lexical and acoustic differences features were detected in accordance with expectations from prior research literature suggesting that classifications were based on features consistent with human-observed symptomatology. Machine learning algorithms were able to identify participants' diagnostic group with accuracy comparable to existing diagnostic methods in use today. Results suggest this clinical speech analytic approach offers promise as an additional, objective and easily obtained source of diagnostic information for clinicians.
Introduction
Accurately differentiating certain neurodegenerative disorders such as Alzheimer's Disease (AD) and variants of Fronto-temporal Lobar Degeneration (FTLD) is extremely difficult (Varma et al., 1999) . Differential diagnosis is often left to tertiary care settings (e.g. Research I Universities with medical schools). While the most definitive diagnosis is made post-mortem using brain tissue 1 Research conducted while at SRI International samples, the treatment and prognostic implications of living patients are often determined in large part on the basis of language assessment.
Although language is clearly not the exclusive diagnostic factor for AD, existing literature suggests it is an important one. Studies show significant differences in the written language abilities of AD patients and healthy older adults (Pestell et al., 2008 and Platel et al., 1993) . The speech of patients with AD is partly characterized by word-finding difficulties, smaller vocabularies, and problems with semantic processing (Forbes at el., 2002) . These symptoms appear early in the disease's progression, however language assessment of AD patients can fail to identify early symptoms that family members report to be present in their conversations (Crockford and Lesser, 1994 ).
FTLD has a prevalence similar to AD in patients under the age of 65 years (Mendez at el., 1993) . Misdiagnosis of FTLD is common Mendez at el., 1993) . Three variants are defined by the widely adopted Neary criteria (Neary at el., 1998) ; one with altered social conduct, the behavioral variant of frontotemporal dementia (bvFTD); the second characterized by a deterioration of conceptual-semantic knowledge, semantic dementia (SD); and the third marked by a disorder of expressive language fluency, progressive nonfluent aphasia (PNFA).
Clinicians diagnose using a wide array of evidence including patient history, imaging and neuropsychological assessment in which speech and language diagnostics feature prominently. In AD, cognitive disturbance is a required diagnostic feature and language impairment one several sufficient signs of such impairment. In the case of SD and PNFA, changes in speech and language are core diagnostic features, with changes in lexical content features being highly diagnostic of SD, and changes in the acoustic properties of speech being highly diagnostic of PNFA. Even in bvFTD, where changes in social behavior are the defining features, analysis of language-based differences is important, because language is an essential mediator of social behavior. To be sure, the clinician does not diagnose exclusively on language features --patient history, imaging, memory functioning and more play a role. However, language does feature prominently in the differential diagnosis of AD, FTLD and its three subtypes. For this reason, computerized analysis of speech may offer an important aid to the clinical diagnosis of these syndromes.
Prior work in clinical speech analytics supports the possibility of computer-based diagnosis of dementia related syndromes. Singh (2001) describes a means of quantifying the degree of speech deficits derived from human transcriptions of the speech of patient with AD. Machine Learning has already been applied to distinguish AD from controls using human transcribed spontaneous speech (Thomas at el., 2005) . Abel et al. (2009) applied a connectionist net that models patient speech errors (naming and repetition disorders) to the problem of diagnosis. Tur et al. (2010) have shown the ability to automatically score patient speech from a story recall and picture description task that is on par with human performance. Lehr et al. (2012) have developed a system that automatically transcribes and scores patient speech obtained during the story recall portion of the Wechsler Logical Memory test. The evaluation demonstrated it could distinguish mild cognition impairment from typical controls at performance level comparable to human scorers.
Our work builds upon these prior studies along a number of dimensions. First, we distinguish between a wider array of dementia subtypes, i.e. not only AD vs controls, but also the three subtypes of FTLD. Second, we use not just lexical features but also acoustic/prosodic related features. Third, in order to shed light on the opaque "black box" nature of many machine-learned classifiers, we identify relationships between model features and symptoms from the clinical literature. Fourth, our approach can claim to be more ecologically valid because it analyzes spontaneous speech as input rather than recall of a remembered passage. Fifth, we do not require human transcription -a labor-intensive step that hinders broader use in a clinical setting. Sixth we provide a comparison of our system performance against benchmarks obtained from practicing clinicians. Our paper is the first we know of to exhibit all of the above properties.
In sum we used computational techniques to analyze acoustic and lexical features of the speech of patients with AD and FTLD variants, and we investigated whether models derived from these features via machine learning could accurately identify a patient's diagnosis.
METHOD

Participant Recruitment and Diagnosis
We obtained spontaneous speech data from 9 controls, 9 AD patients and 30 FTLD patients-9 with frontotemporal dementia (bvFTD), 13 with semantic dementia (SD), and 8 with progressive nonfluent aphasia (PNFA). 
Speech Samples
Speech samples were recordings of Part 1 of the Western Aphasia Battery (Kertesz, 1980) . Participants are administered a semi-structured interview (e.g., questions such as "How are you?") and asked to describe a drawn picture of a picnic scene. The resulting 3 to 5 minutes of speech was recorded via wireless lapel microphones. Controls were recorded via digital audio recorder sampling at 48 kHz, 16 bit PCM, and later downsampled to 16 kHz for use with the speech recognizer. Digital audio was down-sampled at 16 kHz, 16 bit PCM. Recordings were manually segmented in order to separate the interviewee's voice from the interviewer's. Only patient speech segments were subject to analysis
Procedure
To tackle speech-based diagnosis of AD, bvFTD, SD and PNFA, we employ several types of computer-based analyses (see Figure 1 ). Audio recordings were processed via the Meeting Understanding system (Stolcke at el., 2007) , which was custom-tailored to recognize speakerindependent, multi-person speech. First, using this system we perform acoustic-level feature extraction (AFE), which obtains measures the duration of consonants, vowels, pauses, and other acoustic-phonetic categories. In parallel, we perform a lexical feature extraction (LFE) on transcripts of participant speech producing profiles of each speaker's language use. This profile characterizes frequencies of different types of words -e.g. frequency of nouns, verbs, function words, words about emotion, etc. -present in a language sample along ~100 dimensions.
Next, The AFE and LFE profiles are combined to form one large vector of features that collectively characterize the speaker. Feature selection is applied to select the most informative features. For feature selection, we performed a one-way ANOVA on each extracted feature to determine which features were significantly related to a diagnostic category using the BenjaminiHochberg adjustment for multiple comparisons.
The vector of selected features for the speech samples in the training set is taken as input to machine learning. Based on these data machine learning automatically induces a diagnostic model that should predict any speaker's diagnosis based the AFE and LFE profiles of his or her speech sample. Figure 1 . System Information Flow and Evaluation. Participant speech is subjected to automatic speech analysis of two kinds: Acoustic Feature Extraction (AFE) and Lexical Feature Extraction (LFE). Feature selection (not shown) is explained in Sects 2.3 and 2.6. Each machine learning algorithm produces a classification model based on labeled training data. All models used both acoustic and lexical features. Each such disease identifying model is evaluated against held-out training data (not shown). To measure sensitivity to ASR error, half of these models were based on lexical features derived from automatic transcription (AT), the other half from human transcription (HT).
The performance of a learned diagnostic model is measured in terms of ability to generalize to cases that it has not been trained on is measured by feeding test set cases -i.e. cases that have not been a part of the training set. We compared the accuracy of the machine learning induced algorithms with accuracy studies of traditional diagnostic methods in the literature.
In addition to the above, as part of a desire to achieve insight into the way these models were functioning, we sought verification that a differences in feature profiles as a function of diagnostic group correspond meaningfully to existing expectations derived from the literature. To do so, we formed and tested several predictions about specific feature differences based on the clinical literature (see Hypotheses below).
Finally, we wanted to determine how sensitive the feature differences and classification models were to speech recognition error. To do so we tested each hypothesis on both the human and automatic transcriptions. In addition, we learned a set of models based on automatic transcriptions and a second set of models based on human transcriptions and compared accuracies.
Acoustic Feature Extraction
We used the automatic speech recognition (ASR) system to extract a set of acoustic-level features corresponding to the overall rate, plus the mean and standard deviation of (a) pause lengths and (b) hypothesized phoneme durations. For each speech sample, the speech rate as well as the mean and standard deviation of the duration of pauses, vowels, and consonants were computed. The SRI speech processing system also further identified consonant classes based on manner features (e.g., fricative, stop, etc. …) voicing features (voiced, voiceless) and measured the mean and standard deviation of the duration of these classes. Our Automatic Speech Analysis system produced 41 different duration-based measures extracted from the speech stream.
Lexical Feature Extraction (LFE)
For each transcript we performed two types of computer-based lexical analysis. The first determined frequencies of 14 different parts of speech (e.g. nouns, verbs, pronouns etc.) using an automatic part-of-speech (POS) tagger. The second involved Dr. Pennebaker's Linguistic Inquiry and Word Count (LIWC) software , which determines word frequencies organized into 81 categories, such as psychological processes (e.g., emotional or cognitive) and linguistic dimensions (e.g. function words, verb tenses, negations).
To measure sensitivity to speech to text error, each ANOVA was performed twice, once for the "ground truth" human transcriptions (HT) and once for the automatic transcriptions (AT). During hypothesis testing, statistical significance of each pair of AT versus HT based LFEs (i.e., "ground truth") was compared. Additionally different models were learned, half using HT the other half using AT. To test for lexical-level differences between diagnostic categories, we performed a one-way ANOVA for each of the 95 LFE features (e.g. frequency of nouns) in which diagnosis was the independent variable and the given feature's frequency was the dependent variable.
Machine Learning
We assessed how well a variety of machine learning algorithms predicted a patient's diagnosis, using his or her combined AFE and LFE profile. Evaluation was conducted using five-fold cross-validation over the set of patients, with each "fold" consisting of two phases: a training phase, where the feature profiles and diagnoses from 4/5ths of the subjects are used to select features and then train the given learning algorithm, and a test phase where the trained learner is given just the feature profiles of the remaining patients, and attempts to predict their diagnoses. This procedure is executed five times, each time using different sets of subjects for the train and test phases, with overall accuracy being the average performance on the test subjects, across all five folds. We applied three learning methods, (1) logistic regression, a statistical learning technique for determining categorical outcomes, (2) Multi-Layered Perceptrons, an artificial intelligence (AI) learning method that roughly mimics biological neural networks, and (3) decision trees, another AI technique which induces sets of rules used to predict outcomes. All three are commonly used machine learning techniques, and for this study we used implementations available in Weka, an off-the-shelf machine learning toolkit (Witten and Frank, 2005) .
Hypotheses
Machine learned classification models can be difficult to understand and often used merely as black boxes. To address this issue, we tried to draw a meaningful link between certain features and diagnosis. In particular, we formed and tested several hypotheses based on expectations derived from clinical literature. We used all the data (rather than one of the training folds) to test these hypotheses.
The hypotheses about the lexical features are as follows. First, based on (Forbes at el., 2002) we predicted that AD patients use more pronouns, verbs, and adjectives and fewer nouns than controls (H1).
In SD, one sees decreased lexical access to concrete concepts, so patients tend to use fewer nouns (H2). To compensate for such difficulties with word retrieval, they also use more pronouns (H3). This gives the impression of empty or circumlocutory speech. For example, rather than saying "The boy is flying a kite," a SD patient would be more prone to say "He is flying that." (Grossman and Ash, 2004) .
In PNFA, one sees fewer verbs (H4) (Grossman and Ash, 2004 ). In addition, PNFA patients often exhibit agrammatism. Such speech is simplified and ungrammatical and involves fewer function words, for example "give cupcake" or "water now". Thus (H5) is that the speech of patients with PNFA will have fewer function words (H5) (Saffran at el., 1989) . These hypotheses, along with whether each was supported by our analyses, are listed in Table 2 "flight of ideas" speech. We would thus expect some patients in these conditions to exhibit press of speech, and so hypothesize that the mean duration of pauses should be significantly less than controls (H7).
RESULTS
Results suggest that analyses at the lexical and acoustic levels are capable of detecting differences in accordance with expectations of prior research. Additionally, machine-learning algorithms predict clinical diagnosis surprisingly well.
Results: Acoustic-Level Hypotheses
For each measure, we performed an ANOVA with respect to diagnosis and found that 25 out of 41 measures were significant at the (BenjaminiHochberg multiple comparison adjusted) 0.05 level. Hypotheses 7 and 8 in Table 2 and Figure  2 in Supplementary Materials deal specifically with AFE measures. These show that PNFA patients do exhibit significantly longer vowel and consonant durations, as the literature linking PNFA with apraxia of speech would predict. Furthermore, SD and bvFTD patients have significantly shorter pauses than controls, which is consistent with the hypothesis that some patients with these diagnoses exhibit press of speech.
Results: Lexical-Level Hypotheses
There were several lexical-level differences between diagnostic groups. We checked for significant differences (hereafter, "significant features") with respect to diagnosis while using the Benjamini-Hochberg test for multiple comparisons (Benjamini and Hochberg, 1995 Table 3 . Accuracy, sensitivity and specificity for Layered Perceptron learned models for FTLD subtypes.
(Accuracy of a random and naïve learner id 33% and 43% respectively) <= 0.05 level, with p ≤ 0.005 for 17 of them. As to the question of whether the profile differences correspond meaningfully to existing literature, Table 2 shows which literature-generated hypotheses were supported. See Figure 3 in Supplementary Materials which show the means and standard error for each diagnostic class on a particular feature.
Machine Learning Results
Using cross-validation, we tested the ability of machine learning methods to produce algorithms that could synthesize lexical-level and acousticlevel profiles and then identify the clinician diagnosis.
We tried several different machine-learning algorithms and found that performance was roughly the same. See Table 3 for the performance of the Multi-layered Perceptron algorithm, which was slightly superior. Performance was measured across several different diagnostic problems (e.g., FTLD vs AD vs Controls (Column A), AD vs Controls (Column D), etc.). For purposes of rough comparison, Table 3 also provides diagnostic performance of other methods, including radiologists using MRI data.
In evaluating machine learning results, we wished to compare model performance against various benchmarks. The two easiest such benchmark are random guessing (see Table 3 Row 1: given N diagnostic alternatives, one has a 1 / N chance of correctly guessing) and naïve learner guessing, (see Table 3 Row 2) which always chooses the most frequent (i.e., modal) diagnosis found in the training sample. The row labeled "Our method" corresponds to the accuracy of models generated from lexical and acoustic features using AT. For this case, HT results differs from AT in accuracy by only 2-3% for all prediction problems. Note that our method is at least equal to the accuracies, sensitivities, specificities, and kappa's of the other clinical benchmarks in most cases. See Table 4 , which shows the performance on distinguishing FTLD subtypes. For more detail on machine learning results see Peintner et al (2008) .
DISCUSSION
The accuracy of the best machine learned diagnostic model was 88% in the binary classifications of AD versus FTLD, and AD versus Controls (Table 3) . Acoustic and lexical level differences are detectable despite the present level of ASA inaccuracy. Although diagnosis should never be made on the basis of one source of information, our pilot data show that automatic computer-based analyses of spontaneous speech show promise as diagnostic aids by detecting the at times subtle differences that characterize these neurodegenerative disorders.
Inferences drawn from these results are subject to a variety of assumptions and limitations. Perhaps the biggest limitation is the small number of research participants. Larger samples will be needed in order to make valid generalizations to the population. Small samples increase the probability of Type I and II Errors and decrease power in testing for normality. That said, many of our hypothesized linguistic differences based on prior research were confirmed. Additionally, low N in each group entailed that test sets in each fold were small. Though it is remarkable in our pilot study that we obtained classification accuracy on par with clinical judgment, a larger sample size is required to make a rigorously valid claim about on par accuracy.
Statistically minded readers may question our use of parametric statistics (ANOVA) in feature selection because we have not tested the normality assumption. There are too few observations in each group to test for normality of residuals with any power. In future work with a larger sample we should perform such a test. Alternatively, on the present data we could use the non-parametric Kruskal-Wallis test as a stand in for ANOVA.
Additionally, such readers may question our use of the Benjamini-Hochberg (BH) adjustment which controls false discovery rate over a more stringent correction for familywise error rate such as Bonferoni or Holm. Our rationale was that an occasional false positive (5% if we have a 5% false positive rate) among our total set of positives isn't a big concern. As our focal aim was machine learning, scientific discovery, was a secondary concern. Thus, we were less interested in the question "was there any difference between the groups". We were more interested in which features showed a difference. Better to have a small proportion of false positives than to miss true positives. In addition, because the false negative rate criterion is less stringent about false positives, the BH procedure tends to have greater power than multiple comparison approaches that control the familywise error rate.
The success of our methods is surprising given (1) we have performed no customization of "off the shelf" LFE and machine learning techniques; (2) models were trained on a relatively small number of subjects; (3) speech samples were short (3-5 minutes). Larger speech samples, larger N and more tailored tools (e.g. language models) will enable lower word error rate, higher accuracy and finer discrimination amongst and within diagnostic types. It also suggests that this can be accomplished without training the system to the voice of each subject.
The results also draw significance because the overall approach may be applied to other neurological or psychological disorders. Many such disorders have characteristic lexical or acoustic profiles. For example, Jarrold (2011) and Stirman et al (2001) have shown that depression is associated with high frequencies of first person words (I, me, I've) and lower frequencies of social and second person words (us,we). Sanchez et al (2011) and Keskinpala (2007) have shown acoustic prosodic features indicative of depression or suicide risk. Our results suggest a very similar study design can be applied to detect these kinds of depression related lexical and acoustic/prosodic profiles.
Our results suggest we may be able train the models to assess specific highly diagnostic language symptoms -such as fluency, circumlocution, and apraxia of speech. This can be particularly important where the inter-rater reliability of given symptoms is poor. We believe that poor inter-rater reliability is mainly caused by the inability to precisely delineate the objective characteristics of these symptoms. Assuming we can get a range of values that characterize a given symptom, we can apply machine learning to identify symptoms in addition to diagnosis.
We view the methods described as analogous to EKG. The EKG trace affords a more quantitative and objective picture of cardiac functioning which complements the stethoscope. Analogously, if scaled-up studies can demonstrate adequate diagnostic accuracy results, then computationally extracted lexico-acoustic profiles may someday augment information provided by current speech and language diagnostic methods which are currently based substantially on subjective clinical judgment. As modern EKG's provide automatic interpretation, our analysis suggests that classification of speech as AD-like or FTLD-like may be possible. The competent physician never relies only the automated diagnosis provided by EKG but also interprets a profile of measures in the context of clinical observation. Our assumption is that the methods outlined above should be used in a way analogously to the EKG.
The results of our hypothesis testing show that differences in feature profiles are generally consistent with what we would expect from the clinical literature. This may be the first of several steps required to provide assurance to clinicians who would prefer to trust a model that had somewhat transparent features to the opaque "black box" models that are often learned. Establishing trust of clinicians is required for wide scale adoption and future work should build on these results.
Our pilot data suggest this approach provides diagnoses of comparable accuracy to other more time intensive or more invasive methods (e.g. neuropsychological testing or imaging). This is a fast, inexpensive, and non-invasive means of obtaining diagnostically useful information. Thus the tool may show most promise as a screening tool to decide which patients need deeper evaluation. Additionally, it may provide objective and quantifiable measures of speech and language symptomatology -a kind of symptomatology for which there are few objective, quantifiable measures.
Conclusion
Clinical speech analytics applied to spontaneous speech can detect distinguish between AD, bvFTD, SD PNFA and healthy control groups via lexico-acoustic profiles. Diagnostic accuracy is comparable to other clinical data sources despite speech sample brevity. Accuracy levels suggest the approach offers promise as an additional, objective and easily obtained source of diagnostic information for clinicians. Table 4 . Accuracy, sensitivity and specificity for Lay-ered Perceptron learned models for FTLD subtypes. (Accuracy of a random and naïve learner id 33% and 43% respectively) Figure 2 . Vowel, consonant, and pause 
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