Energy aware routing protocols can be classified into energy saver and energy manager. Energy saver protocols decrease energy consumption totally. Most of them try to find the shortest path between source and destination to reduce energy consumption. But energy manager protocols balance energy consumption in network to avoid network partitioning. Finding best route only based on energy balancing consideration may lead to long path with high delay and decreases network lifetime. On the other hand, finding best route only with the shortest distance consideration may lead to network partitioning. This paper improves SEER [1] routing protocol. Traditional SEER is only energy saver and has poor idea about energy balancing. Our proposed protocol, named BEAR, considers energy balancing and optimal distance both. It finds a fair tradeoff between energy balancing and optimal distance by learning automata concept. We simulate and evaluate routing protocols by Glomosim [2] simulator.
Introduction
A Wireless Sensor Network (WSN) contains hundreds or thousands of sensor nodes. Basically, each sensor node comprises sensing, processing, transmission, mobility, position finding system, and power units. However, some of these components are optional like the mobility.
Sensor nodes are usually scattered in a sensor field, which is an area where the sensor nodes are deployed. Sensor nodes coordinate among themselves to produce high-quality information about the physical environment. These sensors have the ability to communicate either among each other or directly to an external base-station (BS). A base-station may be a fixed node or a mobile node capable of connecting the sensor network to an existing communications infrastructure or to the Internet where a user can have access to the reported data.
Many routing algorithms have been developed for sensor and ad hoc networks . All of these routing protocols can be classified according to the network structure as flat, hierarchical, or location-based. In flat networks, all nodes play the same role while hierarchical protocols aim at clustering the nodes so that cluster heads can do some aggregation and reduction of data in order to save energy. Location-based protocols utilize the position information to relay the data to the desired regions rather than the whole network.
On the other hand, energy consumption in sensor networks is a very important factor. Because batteries carried by each mobile node have limited power supply, processing power is limited, which in turn limits services and applications that can be supported by each node. This is a big issue in sensor networks because, as each node is acting as both an end system and a router at the same time, additional energy is required to forward packets from other nodes.
Most of energy aware routing protocols are designed to save total energy consumption. They usually find the shortest path between Source and Sink to reduce energy consumption. In our opinion, an energy saver protocol that balances energy consumption is better than a poor energy server protocol. Finding best route only with the shortest distance consideration may lead to network partitioning. On the other hand, finding best route only based on energy balancing consideration may lead to long path with high delay and decreases network lifetime.
SEER is a simple energy efficient routing protocol [1] . It tries to reduce number of transmissions. But it has poor idea about energy management and energy balancing. On the other hand, LABER routing protocol [20] tries to balance energy consumption. But it has some visible problems such as low accuracy in updating of energy and high control overhead. In LABER, the Acknowledgement packet is forwarded to previous data sender and the other neighbors cannot update energy level of sender of Acknowledgement; low accuracy. Moreover, the Acknowledgment packet is an extra control overhead. We try to update energy without Acknowledgment packets to increase accuracy and decrease control overhead. This paper addresses to design an energy-aware routing protocol for flat structure wireless sensor networks. The proposed protocol, BEAR, tries to save and balance energy consumption in network. It finds optimal route in energy level and hop count both. Routing decisions in BEAR are based on the distance to the Base Station as well as on remaining battery energy levels of nodes on the path towards the base station.
Section 2 discusses our design motivation and Section 3 presents SEER routing protocol. Section 4 discusses an introduction about learning automata. In Section 5 we present our proposed method. In Section 6 we present simulation details and Section 7 presents the results. Section 8 concludes on simulation results.
Motivation
Most of energy-aware routing protocols are only energy saver. They do not have an acceptable idea about energy balancing. This paper addresses to propose an energy saver protocol that considers energy balancing too. We found SEER routing protocol suitable to improve. SEER routing protocol is a simple energy aware routing protocol that considers energy saving and energy balancing both. But it has poor idea about energy balancing. Our proposed routing protocol, named BEAR, improves SEER in energy balancing and network lifetime.
SEER Routing Protocol
The different steps involved in the routing of packets in a SEER network are discussed next. It is important to note that each node is required to keep a neighbor table, which contains an entry for each node within transmission distance.
STEP 1: Network setup and neighbor discovery Once the network has been deployed in the area where it is to operate, the sink transmits a broadcast packet. The broadcast packet contains the header fields shown in Table 1.
The source and destination addresses are 16 bit addresses enabling 65536 (216) unique addresses. Each node in the network is assumed to have a unique address When a node receives this initial broadcast message, it checks whether it has an entry in its neighbor table for the node that transmitted the message. If not, the receiver node adds an entry that consists of the neighbor address, hop count and energy level. The node then increments the hop count stored in the message and stores this hop count as its own hop count. It then retransmits the broadcast, but changes the source address field to its address and the energy level field to its remaining energy level. Every node in the network retransmits the broadcast message once, to all of its neighbors.
If a node receives a broadcast message with a lower hop count than the hop count it currently has, it updates its hop count. When this initial broadcast has been flooded through the network, each node knows its hop count and has the address, hop count and energy level of each of its neighbors.
STEP 2: Transmitting new data When a node observes new data, as defined earlier, it initiates the process of routing. Two types of data packets can be sent: normal data and critical data. If a message is considered critical, for example when the sensed temperature changes from 25℃ to 100℃ within a very short time, a flag is set in the message indicating that it is critical. A node that originates a critical message transmits it to two neighbors instead of only one. The fields contained in the network layer header of data messages are shown in Table 2 .
The creator address field is used to inform the sink of which node in the network originated the data message, since the source address is changed at every hop of the routing path. It is assumed that the sink knows where each 
Learning Automata node is in the network. If the sink does not know which node originated the data and where the node is located, the data is useless.
A node bases its routing decision on two metrics, namely hop count and remaining energy. A node searches its neighbor table for all its neighbors with smaller hop counts than itself. If there is only one such neighbor, that neighbor is selected as the destination for the message. If there is more than one neighbor with a smaller hop count, the node selects the neighbor who has the highest remaining energy entry in the neighbor table. If a node does not have a neighbor with a smaller hop count, it searches for a neighbor with a hop count that is the same as its own. If there is only one such neighbor, that neighbor is selected. If more than one neighbor has the same hop count, the neighbor with the highest remaining energy is selected. If a node does not have any neighbors with hop counts smaller or equal to its own hop count, the message is discarded.
Before the message is sent, the remaining energy entry for the selected neighbor is decreased in the neighbor table. If the message is a critical message, the process of selecting a neighbor is repeated and the message is sent to a second neighbor. Using hop count as the routing metric ensures that the message is always sent in the direction of the sink. STEP 3: Forwarding data When nodes receive a data message they update the remaining energy value in the neighbor table for the neighbor that sent the message. Nodes that forward data messages follow the same process, except for minor differences, that the originating node uses to select the next neighbor in the routing path. The most important difference is that forwarding nodes take the creator address and source address into consideration when selecting the next hop neighbor. When searching the neighbor table for nodes with hop counts smaller or equal to its own, forwarding nodes also make sure that they do not select either the creator of the message, or the node from whom the message was received as the next destination. This ensures that there are no routing loops in the network.
STEP 4: Energy updates
Nodes may be used by more than one neighbor for routing and therefore the energy value stored in the neighbor tables of both of the node's neighbors will not be completely accurate. When a node's remaining energy falls below a certain threshold, it transmits an energy message to all of its neighbors to inform them of its energy level. The fields contained in the header of an energy message are shown in Table 3 . Energy messages do not contain any data.
STEP 5: Network maintenance The sink node periodically sends a broadcast message through the network so that nodes can add new neighbors that joined the network to neighbor tables and remove neighbors that have failed from the neighbor tables.
Nodes also update remaining energy values stored in the neighbor tables. It is important to note that broadcast messages do not contain any data.
Introduction to Learning Automata
Learning automata is an abstract model that randomly selects one action out of its finite set of actions and performs it on a random environment. Environment then evaluates the selected action and responses to the automata with a reinforcement signal. Based on selected action, and received signal, the automata updates its internal state and selects its next action. A variable-structure automaton is defined by the quadruple {α, β, p, T} in which α = {α 1 , α 2 , …, α r } represents the action set of the automata, β = {β 1 , β 2 , …, β r } represents the input set, p = {p 1 , p 2 , …, p r } represents the action probability set, and finally p(n + 1) = T[α(n), β(n), p(n)] represents the learning algorithm. This automaton operates as follows. Based on the action probability set p, automaton randomly selects an action α i , and performs it on the environment. After receiving the environment's reinforcement signal, automaton updates its action probability set based on Rel. (1) for favorable responses, and Rel. (2) for unfavorable ones.
In these two equations, a and b are reward and penalty parameters respectively. For a = b, learning algorithm is called L R−P , for a << b, it is called L RεP , and for b = 0, it is called L R−I . For more information about learning automat the reader may refer to [27] .
BEAR Routing Protocol
BEAR is an extended version of traditional SEER routing protocol with some visible difference specially in forwarding data procedure. The different steps involved in the routing of packets in a BEAR network are discussed next.
STEP 1: Network setup and neighbor discovery The sink initializes the network by flooding the network with a broadcast message. Each node that receives the initiate packet adds an entry that consists of neighbor id, energy level and hop count. Then it computes and inserts the selection probability of neighbor nodes into the Neighbor List based on Rel. (3).
The node then increments the hop count stored in the message and then retransmits the broadcast, but changes the source address field to its address and the energy level field to its remaining energy level. Every node in the network retransmits the broadcast message only once, to all of its neighbors.
When this initial broadcast has been flooded through the network, each node knows their hop count, energy level and probability of each of its neighbors. But selecting next hop in our proposed protocol, BEAR, is based on learning automata. A node searches into its neighbor table for the neighbors with highest probability. The energy level of data sender node is attached to original data packet, piggybacking. Then the data packet is forwarded to neighbor with highest probability. STEP 3: Updating energy and probabilities All neighbors of data sender node receive the forwarded data packet, by overhearing technique. They only update the remaining energy value in the neighbor table for the neighbor that sent the data packet, by piggybacking technique, Figure 2(a) . Also, the previous data sender node receives its data packet again and updates all probabilities in neighbor List, Figure 2 
(b).
In Figure 2 (a), green node selects gray node as its highest probability neighbor and forwards the data packet to it. The gray node receives data packet and updates energy level of green node in its Neighbor List. Another neighbor only updates energy level of green node in their Neighbor List and then discards the data packet. In Figure   Figure 
2(b)
, the gray node is data sender that selects the red node as highest probability neighbor. Therefore, gray node sends data to red. The red node receives the data packet from gray and update energy level of gray node. Green node receives the data packet again by overhearing and updates energy level of gray node and then updates probability of its neighbors. There are 4 behavioral scenarios when previous data sender node receives the data packet by overhearing. That Energy s is the received energy of data sender node, next selected node, and HopCount is the distance of data sender node from Station. Avgenergy is the average energy level of neighbor nodes. AvgHopCount is average distance of all neighbor nodes from the Station. In Rel. (6) and Rel. (7), α and β are reward and penalty parameters respectively, HopCoun i is distance between sender node and Station node, InitEnergy is the initial energy of nodes, Maxhop is maximum distance between nodes in network and λ is minimum value for reward and penalty parameters. δ 1 and δ 2 are selected which cause to dose not exceed of a threshold for α and β parameters.
The operation of the BEAR protocol can be summarized as follows:
 The sink initializes the network by flooding the network with a broadcast message.
 Nodes add all their neighbors' information to their neighbor tables.
 The node with highest probability is selected and data packet is forwarded to it.  The energy level of data sender node is updated by its neighbors.
 The probability of data sender node is updated into the Neighbor List of previous data sender node in each hop.
BEAR routing protocol does not need an energy message, Step.4 in traditional SEER, because the energy level of each sender node is updated into its Neighbor Table automatically, overhearing and piggybacking. Also the sink node sends a broadcast message through the network so that nodes can add new neighbors that joined the network to neighbor tables and remove neighbors that have failed from the neighbor tables. But sending rate of broadcast message through the network is related to mobility. The network with none mobility nodes dose no need to send broadcast message as well as the network with high mobility.
Simulation Model
This section simulates and compares our proposed routing protocol, BEAR, with traditional SEER routing protocol. To compare the routing protocols, a parallel discrete event-driven simulator, GloMoSim, is used. GloMoSim is a simulation tool for large wireless and wired networks [2] . Table 4 describes the detailed setup for our simulator.
Simulation Results
In this section we evaluate and compare the various routing schemes. The performance measures of interest in this The simulation of the protocols started with a broadcast message at the start of the simulation. We select 100 Sources to send data packets to the Station during the simulation. The Sources are selected randomly in different times. Each Source generates a 512-bit data packet and forwards it through the network. Simulations are performed to evaluate the network lifetime achieved by each protocol. At the beginning of simulation, the transmission energy level of each node was 0.0002 mW. Four tests are achieved to evaluate the protocols:
Test 1: The time until the first neighbor of sink fails. Figures 3-8 show that BEAR is better than the SEER protocol in energy managing. This is due to the fact that BEAR sends data packet along a balanced path. Also at the end of simulation BEAR has very low fails. Therefore, performance of our protocol is very good especially in high-density networks. On the other hand, the results of Test 4, Figures 9 and 10 show that there are not visible difference in energy consumption between SEER and BEAR.
Therefore, we could improve SEER routing protocol in energy balancing without visible increment in energy consumption. It means our BEAR routing protocol can increase network lifetime compare with traditional SEER.
Conclusions
In this paper we studied energy aware routing protocols. Then we proposed a new energy saver/balancer routing protocol. The bease of our study was SEER routing protocol. We simulated and compared our routing protocol with traditional SEER. Results showed that our protocol generally was better than SEER in energy. Our BEAR protocol had very low fails. It was more balancer than SEER routing protocol especially in high-density networks. In general we found that BEAR gives better performance, compared to SEER.
