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1.1 The general context
The aim of physics is to understand and predict the phenomena that occur in
nature. Perhaps the most surprising fact is that nature behaves dierently at
dierent scales. For example, when two particles with velocities v1 and v2 (small
compared to the speed of light) pass each other, their relative velocity is simply
the sum of the two : vrel = v1 + v2. At higher velocities, approaching the speed of
light c, this no longer holds and the relative velocity is smaller then the sum, i.e.
vrel = (v1+v2)=(1+v1v2=c
2). In other words, at high velocities, Newton’s theory of
classical mechanics [1] breaks down and one has to replace it by Einstein’s special
relativity [2]. The same thing happens when going to microscopic scales. Take
for example the atom. According to the theory of electromagnetism, the electrons
moving in orbits around the nucleus will lose energy by radiation. The radius of
the orbit will therefore decrease and eventually the atom will collapse. This shows
that we need to look for a new physical principle that explains the phenomena at
microscopic scales. To understand these short distance eects, we have to replace
classical mechanics by quantum mechanics [3].
Scientists believe that nature can be described in terms of physical laws, which
can be translated into mathematical equations. To understand and predict nature
from rst principles, we need to know all the dierent elementary particles and the
forces that act between them. Four forces are known : gravity, electromagnetism,
the weak and the strong (nuclear) force. The classical descriptions of these forces
were developed by Newton, Maxwell, Fermi and Yukawa [1, 4, 5, 6]. However,
as mentioned above, one has to extend these theories to relativistic and quantum
7
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mechanical scales. E.g. Newton’s theory of gravity becomes Einstein’s general rel-
ativity [7] when going to relativistic scales. Maxwell’s theory of electromagnetism
(coupled to matter) becomes quantum electrodynamics [8] which can be applied
for both relativistic and quantum mechanical systems.
Electromagnetic, weak and strong interactions can be unied in a single theory
called the Standard Model [9]. It is the theory of quarks and leptons and their
interactions. When we talk about "theories" in this thesis, we always mean eld
theories : all particles are represented by elds i, and the classical dynamics and





i; x) ; (1.1.1)
where L is called the Lagrangian. To make this theory applicable at relativistic
energies we have to write the action in a Lorentz covariant way, according to the
principles of special relativity. Therefore, the action functional is an integral over
space-time with coordinates x. The construction of the action functional for the
Standard Model is based on the principle of local gauge invariance. This means
that the action possesses a number a = 1; :::; n of local symmetries
a
i = Ria
a ) aS = 0 : (1.1.2)
Local means that the parameters depend on the chosen point in space-time, i.e.
a = a(x). Ria are called the generators of the symmetries. In the case of the
Standard Model, these generators form the Lie algebra based on the Lie group
SU(3)  SU(2)  U(1). The three factors of this Lie group correspond to the
strong, weak and electromagnetic forces. It is surprising that requiring local gauge
invariance generates forces between particles.
The same principle can be used to construct Einstein’s theory of general relativ-
ity. This theory describes the interaction of matter and gravity, using the principle
of general coordinate invariance. By the latter we mean that the action S(; g)




the metric and 
i = @
i + ::: for the matter elds. The ellipsis denote
terms depending on the chosen type of matter elds, e.g. scalar elds, spin 1/2
fermions, tensor elds,... . In this way Einstein’s theory of gravity is a gauge
theory, the generators forming the group of general coordinate transformations.
The dierence with the Standard Model is that the transformation rules on the
elds are now induced by a local transformation on the space-time coordinates,
i.e. x ! x + (x).
The next step is to make these theories applicable at short distances, i.e. when
quantum eects become important. Therefore, we have to study relativistic quan-
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tum eld theory. This can be done using path integral techniques. One can com-





h (S()+J) : (1.1.3)
Mathematically speaking, we are now entering the subject of functional integra-
tion. An unsolved problem here is now to dene a measure on the conguration
space, i.e. what we have written as D. Surprisingly, physicists are able, to a
certain extent, to circumvent this problem and to make very precise predictions
using path integral techniques, in (almost perfect) agreement with experiments.
The generating functional can be computed by setting up a perturbation theory
(a loop expansion) in terms of Feynman diagrams. Certainly for the Standard
Model, this diagrammatical expansion has been very succesful.
Although gauge invariance plays an important role in describing the inter-
actions between elementary particles, the path integral measure again poses a
problem. It is clear that all eld congurations diering by a local gauge trans-
formation, have the same action. Because of this, forgetting for the moment the
source term J, the integration will lead to diverging results. This cannot lead to a
physical theory with sensible predictions. To cure this problem, we have to change
something by hand. Out of each class of gauge equivalent eld congurations, we
will pick only one. This procedure is called gauge xing and is the rst step in
the quantisation of a gauge theory. The way to implement the gauge xing proce-
dure in the path integral was rst demonstrated in quantum electrodynamics by
Faddeev and Popov [10]. Later on, this technique was generalised to the Standard
Model and General Relativity, using a method developed by by Becchi, Rouet and
Stora, and also independent of them, by Tyutin, see [12]. We will comment on
these methods in the next section.
Nowadays, we have more complicated gauge theories, which we will discuss
below. The gauge xing for these models is more involved, and the BRST method
is not applicable anymore. In this thesis, we will present a new formalism, called
antield formalism and developed by Batalin and Vilkovisky [13, 14], that enables
us to do a proper gauge xing for all gauge theories. As we will explain in the
next section, it encompasses the dierent quantisation schemes mentioned above.
The next problem when evaluating the path integral are the ultraviolet diver-
gencies suered by physical amplitudes and correlation functions. These are due
to the short distance behaviour of the interactions between two particles. For a
theory to make sense at short distances, one has to follow a regularisation and
renormalisation prescription. The Standard Model is an example where this pre-
scription leads to a consistent and well dened theory, where predictions can be
made. Such a theory is called renormalisable.
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Unfortunately, General Relativity is not renormalisable. We seem to have no
good theory for quantum gravity. For some time, people thought that supergrav-
ity [15], a combination of gravity and supersymmetry, could save the day. A lot
of the divergences in correlation functions then disappear because the innities of
the bosonic sector cancel against the innities of the fermionic sector. However,
not all divergences can be removed in this way, and supergravity turns out to be
non{renormalisable. But still, theoreticians believe that in search for a renormal-
isable theory including gravity, supersymmetry will be of crucial importance. One
may also look for supersymmetric extensions of the Standard Model, based on
grand unication groups like SU(5) or SO(10). In these models, supersymmetry
is essential because it solves the so called the hierarchy problem. This can be
understood as follows. In grand unied theories there are two scales. First there
is the the grand unication scale (1015 − 1017 GeV) where the SU(5) symmetry
is spontaneously broken, due to the Higgs eect, to SU(3)  SU(2)  U(1). And
then, there is the electroweak scale at energies around 250 GeV. The particles of
the Standard Model have masses of only a few GeV. In grand unied theories,
these masses will receive radiative corrections lifting them to the grand unication
scale. This problem is called the hierarchy problem. When combining grand uni-
ed theories with supersymmetry, these radiative corrections are absent due to a
boson-fermion cancellation.
On the other hand, supersymmetry is not observed in experiments, so it must
be broken at a certain scale, which is believed to be around 1 TeV. The LHC
accelerator at CERN will reach this energy and will hopefully nd, besides the
Higgs boson, the rst supersymmetric particle in nature. It would be great if we
could start a new millenium with such a discovery.
There is however new hope for a candidate that includes a quantum theory of
gravity, namely superstring theory [16]. It replaces the concept of a particle as a
pointlike object by a new physical principle : that of a particle as an excitation
of a string. Again, we see that nature, if string theory describes it, behaves
dierently at dierent scales. The theory contains only one parameter, the string
tension. The spectrum of the theory contains a massless spin two particle, which
can be interpreted as the graviton. For this interpretation, the string tension must
correspond to energies around the Planck scale, which is 1019 GeV. Superstring
theory is strongly believed to be free from divergences and, as a bonus, unies the
(supersymmetric) Standard Model with General Relativity.
String theory is another example of a (2 dimensional) gauge theory. The gauge
group is the group of conformal transformations and it is innite dimensional. As
a consequence of gauge invariance, some degrees of freedom are absent, i.e. they
can be gauged away. This is true for all gauge theories. The simplest example is
the photon : it has only two physical degrees of freedom, but is described by four
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gauge elds A. The fact that we describe the photon by 4 elds instead of two is
dictated by Lorentz covariance. As stated earlier, we want to keep this covariance
manifest in our description, both classically and quantum mechanically.
Using the gauge symmetry, one can count the number of classical physical
degrees of freedom. When going to the quantum theory, i.e the path integral, the
question arises whether these degrees of freedom are still physical. This is only
guaranteed if the gauge symmetry survives the quantum theory. It can indeed
happen that the regularisation procedure does not respect the symmetries of the
classical theory. One says that the theory suers from anomalies. For example,
superstring theory has an anomaly, except when the theory is formulated in a 10
dimensional space{time. To make contact with the real world, one must compactify
6 dimensions to a scale which cannot be observed. This can be done in various
ways, and research is still going on to nd the correct string vacuum that describes
nature as observed at low energies.
The antield formalism which we will present here can be formulated at the
quantum level. We will show in this thesis, in various examples, how it can be
used in a regularised path integral and how one can compute anomalies within
this framework.
1.2 Unifying dierent quantisation schemes
As mentioned in the previous section, two things have to be done before one can
evaluate the path integral. The rst is to x the gauge, the second is chosing a
regularisation (and renormalisation) scheme. Let us rst concentrate on the gauge
xing procedure.
Gauge theories describing physics at higher energies turn out to be more com-
plicated. It is then not surprising that the gauge xing procedure becomes more
involved, as we will now explain. We start with the simplest gauge theory, namely
Maxwell’s theory of electromagnetism, which is based on a U(1) gauge group. A
naive way of gauge xing is simply adding a term to the action to break the gauge
invariance explicitly. There are of course severe restrictions on the terms that
can be added. In fact, one must require that the physical quantities are indepen-
dent of the chosen terms. It is remarkable that this way of gauge xing works in
electromagnetism. Examples are the Feynman gauge or the Landau gauge.
Before turning to other theories, let us mention that this naive gauge xing
procedure was later explained by Faddeev and Popov [10]. They showed how one
can restrict the measure to integrate only over gauge inequivalent eld congura-
tions. It is based on inserting extra delta functions in the measure containing an
12 Chapter 1. Introduction
appropriate gauge xing function. To do this properly, they introduced new elds
called ghosts and antighosts. Roughly speaking, these elds eat up the unphysical
degrees of freedom. For example, take again the photon eld A, where there are
only 2 physical degrees of freedom. When the ghost and antighost are included,
two components of the gauge eld drop out of the physical spectrum of the theory.
We want to stress that the gauge xing procedure should preserve the rela-
tivistic properties (i.e. Lorentz covariance) of the theory. One could for instance
decide from the beginning to eleminate two of the four components of the photon
eld A. Doing this, one has no gauge symmetries anymore but one loses the man-
ifest relativistic covariance. More generally, we want the gauge xing procedure to
respect all the rigid symmetries of the theory. These rigid symmetries can be very
useful for computations in the quantum theory, e.g. when proving renormalisabil-
ity or unitarity. One of the main advantages of the quantisation method used in
this thesis is that all rigid symmetries, and thus relativistic covariance, are kept
manifest.
For theories like the Standard Model or General Relativity, the naive or Faddeev{
Popov procedure no longer works 1. Instead, one uses the BRST method [12],
which can be applied to theories where the generators of the gauge symmetry form
a Lie algebra. Maxwell theory is a special case in the sense that the Lie algebra
is commutative. Using ghosts and antighosts, BRS and T showed that one can
replace the local gauge symmetry by the so called (rigid) BRST symmetry. This
symmetry looks the same as the gauge symmetry, but the local parameter is re-
placed by a ghost eld multiplied with a constant anticommuting parameter. One
then constructs an action, depending on the original elds, ghosts and antighosts,
that is BRST invariant and has no further local gauge symmetries. With these
BRST transformation rules one can construct a nilpotent BRST operator. Physi-
cal states are then dened as the elements of the BRST cohomology.
Certain supergravity theories introduce a new complication in the gauge xing
procedure. In these theories, the generators of the gauge transformations only
form a Lie algebra when using the eld equations of the action. The gauge algebra
is then said to be open. The usual BRST method is no longer applicable. However,
as was shown in [17] for supergravity and later on by de Wit and van Holten [18]
for arbitrary open algebras, one can generalise the BRST formalism to include also
these cases. A disadvantage of their method is that the extended BRST operator
is only nilpotent on{shell, i.e. modulo eld equations. So one can only dene a
weak (i.e. on{shell) cohomology.
We still have one scale left, that is the Planck scale where superstring theory is
expected to play an important role. There are two formulations of superstring the-
1Although very recently, a formulation for quantising Yang{Mills theories without ghosts was
given in [11].
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ory, namely the RNS (Ramond-Neveu-Schwarz) [19] and the GS (Green-Schwarz)
[20] formulations. The RNS superstring can easily be gauge xed (using BRST),
but in this formalism space-time supersymmetry is not manifest. On the other
hand, the GS superstring preserves space-time supersymmetry manifestly, but its
covariant quantisation is very dicult. This is because the gauge generators are
not linearly independent. The theory is then said to be reducible. Reducible the-
ories were already known from quantising theories with an antisymmetric tensor
[21]. They have the property that the matrix Ria (see (1.1.2)) has null vectors,
called zero modes. To do a proper gauge xing, one has to introduce for each zero
mode an extra eld, called ghost for ghosts. In the case of the GS superstring,
these zero modes themselves have further zero modes, and this repeats itself ad
innitum, i.e. the theory is innitly reducible.
The situation presented above is unsatisfactory. Each time the gauge theory
becomes a little bit more complicated, we have to change our methods to do the
gauge xing. What we want is one formalism to cover all gauge theories. It should
be applicable to ordinary Maxwell theory as well as to the Green{Schwarz super-
string. Such a formalism exists. It was developed in the beginning of the eighties
by Batalin and Vilkovisky and is called eld{antield, BV, or simply antield for-
malism [13, 14]. It unies all previous (Lagrangian) quantisation methods into a
single formalism. On top of that, the formalism has an underlying intrinsic and
elegant geometrical structure. In this thesis, we will discuss in detail what the BV
formalism is and how it can be used.
As we have already said, after the gauge xing, one must choose a regulari-
sation scheme. There are many choices : dimensional regularisation, point split-
ting, lattice regularisation, Pauli-Villars regularisation (in combination with higher
derivative terms), non-local regularisation, the BPHZ method, ... . Each method
has its own advantages and disadvantages. We will choose Pauli-Villars (PV) reg-
ularisation [68], as it allows for a clear interpretation of all manipulations on the
path integral. Maybe more important, this scheme can be implemented in the
BV formalism in a very transparent way [57]. Using the antield formalism in
combination with PV regularisation, one can compute the anomalies of a theory
very eciently. Besides that, there exists a nilpotent - without using eld equa-
tions - operator which generates the quantum symmetries (in the case there are no
anomalies). Physical states can then be dened as elements in the cohomology of
this operator. All this will be explained in general and applied to several examples.
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1.3 Outline
An essential ingredient of the BV formalism is the doubling of the complete set
of elds. To each eld one associates an antield with opposite statistics. In the
next chapter, we will explain what these antields can be used for. We give a
short overview of what was known before the formalism was actually developed.
Then, we introduce the basic ingredients of the BV formalism and discuss the
geometrical idea behind it. Basically, this chapter serves as a warm{up and as a
preparation for a systematic treatment of the antield formalism.
Chapter 3 deals with the general theory. The central objects are the antibrack-
ets and the extended action, a functional of elds and antields that satises the
classical master equation. The solution of this equation is guaranteed by the
acyclicity and nilpotency of the Koszul-Tate operator. We give several examples
to illustrate the general idea behind the construction. Given the extended ac-
tion, one can perform canonical transformations between elds and antields to
do the gauge xing. Physical states are dened as the elements of the antibracket
cohomology.
As we have already said in the previous section, gauge theories can be reducible
or even innitly reducible. In the latter case, the extended action will contain
an innite number of ghosts and antields. One has to be very careful when
quantising such systems. We therefore continue in chapter 4 the investigation of
innitly reducible systems by giving two new examples. We show how to deal with
zero modes that vanish on{shell. The gauge xing can be done properly within
the BV formalism. Moreover, the second example provides a new type of gauge
theory not yet discussed in the literature.
Then we consider the quantum theory and the path intergal, in chapter 5.
We present the technique of Pauli-Villars regularisation and illustrate it with new
examples. It is shown how anomalies arise as a non{invariance of the PV mass
term. If the classical theory has more than one gauge symmetry, one can choose
which symmetry becomes anomalous and one can move the anomaly from one
symmetry to another. This can be done by adding counterterms, that can be
computed using the interpolating formula. We also show that this interpolation
between anomalies does not work for rigid symmetries.
In chapter 6 we show how to study the path integral in the BV formalism. For
a theory to be free of anomalies, the quantum master equation must be satised.
This is an innite tower of equations which have to be solved at each order in h.
For h = 0, this is the above mentioned classical master equation. At one loop, we
solve this equation for the example of Yang-Mills theory, again using Pauli-Villars
regularisation. When no solution can be found, the theory suers from anomalies.
This is the case for chiral W3 gravity. We compute the one loop anomaly in this
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model and it turns out that it is antield dependent. A mechanism to cancel the
one loop anomaly is to introduce background charges. We show how to implement
this idea in the language of the antield formalism and remark about higher loop
anomalies. Finally, we prove that our method always gives consistent anomalies.
Another type of eld theories are the topological eld theories, which are im-
portant for the study of non{pertubative phenomena, like instantons and solitons.
These theories are characterised by the fact that the path integral is independent
of the chosen background metric. The BV formalism turns out to be a very useful
scheme to describe topological eld theories, as we show in chapter 7. All manipu-
lations from the BRST approach are more transparent in the BV approach. As ex-
amples, we treat topological Yang-Mills theory and topological Landau-Ginzburg
models and show that these theories are indeed metric independent at the classical
level. At higher order in h, extra conditions have to be satised.
In the last chapter we discuss the geometry behind the BV formalism. In the
Hamiltonian formalism, one can dene momenta and Poissonbrackets. In a more
geometrical language, Poisson brackets are dened in terms of a symplectic 2 form.
In the Lagrangian framework, the geometry is based on the existence of an odd
symplectic 2 form2. This means that bosons are conjugated to fermions via the
antibracket dened by the odd symplectic structure. Instead of going to Darboux
coordinates, we will build up the formalism in a manifestly covariant way. As an
example we consider the case when the manifold is Ka¨hler and show how to solve
the master equation.
My contribution to the development of the BV method is twofold. Firstly, I
contributed to the further development of the formalism itself. At the classical
level, one can nd new results in sections 3.2 and 3.3, and also in chapter 4.
At the quantum level, I showed how anomalies can easiliy be computed in this
framework, see sections 5.1 and 6.1. New results about the geometrical aspects of
the antield formalism are found in sections 8.5, 8.6 and 8.7. Secondly, I could use
this formalism to investigate several theories. Especially, I want to mention the
computation of the anomalies in chiralW3 gravity, section 6.3. This provided a new
test of the BV formalism in a complicated model. I also showed how topological
eld theories can be constructed using BV theory, see chapter 7.
The aim of all this is of course to get a clearer insight in gauge theories and to
understand and predict new phenomena in the physics of elementary particles.
The results I obtained, together with several collaborators, during my PhD can
also be found in [31, 122, 40, 92, 30, 33, 116, 117].
2Let us remark that also in Hamiltonian systems one can dene antields and antibrackets,
see the rst reference of [46]. We prefer however the Lagrangian formalism, since it is manifestly
Lorentz covariant.
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Chapter 2
A taste of antields
2.1 Hamiltonian mechanics
Let us start with the familiar Hamiltonian formalism. We consider a classical
system with a nite number of degrees of freedom, say qi; i = 1; :::; N and a
Lagrangian L(q; _q). In the Hamiltonian formalism one associates a momenta con-





The Hamilatonian H(p; q) is then dened as the Legendre transformation of the
Lagrangian :
H(p; q) = p _q − L(q; _q) : (2.1.2)
The Hamiltonian is the generator of time translations. This is best expressed in
terms of Poisson brackets
fqi; pjg = 
i
j : (2.1.3)




= fF;Hg ; (2.1.4)
where we assumed that F contains no explicit time dependence. An operator
is therefore time invariant (or conserved) if it commutes with the Hamiltonian,
i.e. when its Poisson bracket with H vanishes. From the general denition of
Poisson brackets we also have that fF;Gg = −fG; Fg. In particular this means
that fF; Fg = 0, for any function F , e.g. the Hamiltonian itself.
17
18 Chapter 2. A taste of antields
We will now set up an analogous construction in the Lagrangian formalism.
Motivated by the interest in studying gauge theories, we will replace the concept
of time invariance or evolution under time translations in the Hamiltonian formal-
ism by gauge invariance or gauge transformations in the (covariant) Lagrangian
formalism. As the Hamiltonian was generator of time translations, the question
is, what is the generator of gauge transformations in the Lagrangian framework
? What are the analogues of the momenta and the Poisson brackets ? To answer
these questions we consider a eld theory with classical elds i, which we assume
to be bosonic, just like the coordinates qi. The classical action S0() has n gauge
symmetries characterised by the transformation rules
i = Ria
a ; (2.1.5)
where a = 1; :::; n. We will now dene an antield i conjugated to each eld. The
crucial dierence with the momenta is that we will choose the statistics (i.e. the
grassmann parity) of the antield to be opposite to the statistics of its conjugated
eld, i.e. i is a fermion. The reason of this will become clear later. Remember
that we have already argued in the introduction that after the gauge xing the
n local gauge symmetries get replaced by one rigid fermionic symmetry. The
parameters a are then replaced by the so called ghosts ca, with statistics opposite
to a. This rigid fermionic (BRST) invariance is sometimes also called gauge
invariance. It will always be clear from the context if we mean the local (bosonic)
or rigid (fermionic) symmetry.
With these antields, one can dene antibrackets, analogous to (2.1.3)
(i; j) = 
i
j : (2.1.6)
From this it follows that antibrackets change the statistics too. The phase space
of the Hamiltonian formalism is now replaced by the space of elds and antields.
Functions on the phase space are now functions of elds and antields F (;),
where  stands collectively for the classical elds and the ghosts ca. Also to the
latter we associate a corresponding conjugated antield ca of opposite statistics.
The antibrackets of two functions F and G is then dened analogous to Poisson
brackets, but with the momenta replaced by the antields. We will explain this
in more detail in section 2.7 . Due to the change in statistics, we will see that
two bosonic functions (i.e. functions with zero grassmann parity) commute in the
antibracket, i.e. (F;G) = (G; F ). In particular this means that (F; F ) will in
general be dierent from zero.
The analogue of the Hamiltonian will now be an "extended" action S(;),
dened on the space of elds and antields. Time evolution was dened by taking
the Poisson bracket with the Hamiltonian. Gauge evolution will be dened by
2.1. Hamiltonian mechanics 19
taking the antibracket with the extended action, i.e.
F = (F; S) : (2.1.7)
We still don’t know how this action S is dened, i.e. what is the analogue of the
Legendre transformation (2.1.2) ? To determine S(;), we will require that it
is gauge invariant. This is translated in terms of the antibracket as 1







= 0 : (2.1.8)
This is indeed a requirement since, in general (F; F ) 6= 0. It is the analogue of
fH;Hg = 0, but for the Hamiltonian this is an identity because of the properties
of the Poisson brackets. For the extended action, it is a condition that determines
S(;). (2.1.8) is called the classical master equation. Due to the Jacobi identity
for the antibracket, see section 7, the transformation (2.1.7) is nilpotent when the
classical master equation is satised. The transformation rules on the classical
elds, i.e. i = Riac
a, can be written as i = (i; S). An action that generates
this rule is




We see that the antield i acts as a source term for the gauge symmetry. Notice
that it satises (S; S) = 0 if the gauge generators form an ordinary Lie algebra. If
we have an open gauge algebra, see section 2.5, further terms are needed to make
S gauge invariant. To determine these terms we will use the techniques of chapter
3.
From this section we remember :
 Antields and antibrackets have some analogy with momenta and Poisson
brackets in the Hamiltonian formalism. The important dierence is that
antields have opposite statistics to their elds.
 The Hamiltonian is replaced by the extended action S(;) which is re-
quired to be gauge invariant in the sense of (2.1.8).
 Antields i are sources for the gauge transformations of their conjugated
elds i.
1We are working with the DeWitt convention. Each index represents an internal index as well
as a space time point. When an index is repeated, there is a summation over the internal index
and an integration over space time. For more explanation and an example, see section 6.
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2.2 Maxwell theory
As an illustration, we consider classical electromagnetism. The photon is described






where F = @A−@A and the gauge transformation is A = @. The action
is of course understood to be integrated over space time. The integration symbol
will, as a convention from now on, never be explicitly written. To construct the
extended action we introduce an antield A and a ghost c corresponding to the








The reader might wonder if this solution is unique. It will be proven in the next
chapter that the solution in the set of elds fA; cg (and antields) is unique up to
canonical transformations. These are transformations that leave the antibracket
invariant, just like in the Hamiltonian formalism, where canonical transformations
leave the Poisson brackets invariant.
Of course one can introduce extra elds and antields to the minimal set of
fA; cg. For example, one can introduce a non-minimal sector by dening a new










One can check that this is still a solution of the classical master equation. This
solution is called non-minimal. We will explain now why these non-minimal so-





b0 = b − @A
 : (2.2.4)











where 2  @@. This action still satises (S; S) = 0. The new action without
antields is the well known gauge xed action for electromagnetism. The antield
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dependent part determines the rigid, fermionic gauge symmetry, acting from the
right :
A = @c c = 0 b = @A
 : (2.2.6)
It is the symmetry of the gauge xed action S = −12A2A
 + b2c. b is called
the antighost of c. One can check that the gauge xed action has no local gauge
invariances anymore.
To summarise we have that :
 Antields can be used to gauge x an action with a local symmetry. This
is done by introducing non-minimal sectors and performing canonical trans-
formations.
 After the gauge xing, the local symmetry(ies) is (are) replaced by a single
fermionic rigid symmetry, determined by the antield dependent part of the
extended action.
2.3 Equations of motion
Given a theory (an action), one of course wants to know what its physical spectrum
is. In order to compute this, we have to give a criteria for what a physical state (or
observable) is. For the classical theory, the eld equations determine the evolution
of the system and will therefore play an important role. Given the classical elds
i (no ghosts, e.g. only the A of the previous section) and the classical action S
0
(containing no antields, e.g. only the term FF






= 0 : (2.3.1)
The eld congurations which satisfy these eld equations form the stationary
surface. A classical observable should then be a gauge invariant function on the
stationary surface. Let us for the moment consider a theory without gauge in-
variance, so there are no ghosts nor antields of the ghosts . We will discuss the
case of gauge invariance later on. Whenever a function is proportional to the
eld equations, it is vanishing on the stationary surface, and thus it can not be
an observable. So, in order to nd the physical states, one must nd a mecha-
nism to divide out the eld equations. This is done by introducing antields and





i = yi : (2.3.2)
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The Koszul-Tate dierential is nilpotent and thus it denes a cohomology problem.
It is clear that in this way, the eld equations are cohomologically trivial. For a
function f() to be an observable, it must be in the cohomology of this operator
KT . So, adding to a classical observable a term proportional to eld equations
A()! A() + i()yi ; (2.3.3)
corresponds to adding a KT exact term, namely KT (
ii ), for arbitrary functions
i(). When one deals with gauge theories, the KT dierential must be extended
to the ghost (anti)elds. Indeed, when there are gauge generators Ria, we have a
KT invariant iR
i
a. In order to kill this in cohomology, we will introduce ghosts
ca and their antields ca such that
KT c







The case of gauge invariance is discussed in more detail in the next chapter.
One can even generalise this to the quantum theory, where the quantum eld
equations are the the Schwinger{Dyson equations, i.e. for any function F () we
have that






>= 0 ; (2.3.5)
where the <> symbols mean that it must be evaluated under the path integral.
When studying the quantum observables, one must of course divide out these
Schwinger{Dyson terms. Again, the antields will be responsible for this [22, 23,
24, 25]. We will see in chapter 6 that one can dene a quantum analogue of the
Koszul Tate operator, Sq, which acts on elds and antields, is nilpotent and has
the property that (again, in a theory without gauge invariance)
Sq(F ()








The rst term on the right hand side is the classical part and is generated by
the (classical) Koszul{Tate operator. The second term is a quantum correction
proportional to h. Again, this equation is understood under the path integral.
Of course, when talking about the path integral, a regularisation prescription is
needed. We will take care of this in chapters 5 and 6. It does not change the
princples explained here.
For a function to be a quantum observable, it must be in the cohomology of
Sq. It is clear now that the antields and Sq are responsible for dividing out the
Schwinger{Dyson equations.
So, we remember
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 Antields and the Koszul{Tate dierential help us to remove equations of
motion from the physical spectrum of a theory. This property holds in the
classical as well as in the quantum theory.
2.4 The work of Zinn-Justin
Historically, antields as sources for BRST transformations were introduced by
Zinn-Justin in [26]2. He was studying the renormalisation of non-abelian gauge
theories, rst in a linear gauge and then generalised to quadratic gauge xing
functions. After introducing the usual sources J for each eld, he also introduced
sources (antields) for the BRST transformations rules. Although he did not
introduce an antield for all the elds A, including the ghosts and auxiliary
elds, we will present his results here in a way that each eld has an antield.
Considering the path integral of the extended action S(;), depending on elds
and antields, he showed that the Ward-Takahashi identities could be rewritten








= 0 ; (2.4.1)
where a sum over all elds (classical elds, ghosts and antighosts, multipliers),
labelled by A is understood. As the eective action is in general an expansion in







= 0 : (2.4.2)
This is precisely the classical master equation (2.1.8) and it expresses the gauge
invariance of the action S(;).
In his papers, he used the symbolKA for the source of a BRST transformation,
a notation still used nowadays.
He also studied the eect on the path integral measure under a change of
variables of the type A ! A+ BRSTA. Because the action is invariant under
this transformation, the path integral will be invariant provided the measure is








S = 0 ; (2.4.3)
2At that time, the framework of BRST was not yet well established. Nevertheless, for non
abelian gauge theories, the BRST rules, then called "super-symmetry" rules or "supergauge
Slavnov transformations" were already written down.
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again summed over A, and the statistics of the eld is denoted by (A) = A.
It guarantees the absence of anomalies in a gauge theory. As we will see, this 
operator will play a very important role in the quantum theory, even when the
theory is free from anomalies.
 All the elds A = fi; ca; :::g, including ghosts and auxiliary elds, have





 With the use of these antields, the theory is subjected to a set of compact
equations, (2.4.1), (2.4.2) and (2.4.3), that express the Ward{Takahashi iden-
tities and the invariance of the extended action and path integral measure.
2.5 Open algebras : the de Wit - van Holten pa-
per
As was explained in section (2.2), we showed how antields can be used to gauge
x an action with a local gauge symmetry. However, Maxwell’s theory could also
be gauge xed with the Faddeev{Popov method, so we have not really gained
something new. Even for Yang{Mills or gravity theories one can use the BRST
formalism [12], which is a generalisation of the Faddeev{Popov method. As the ex-
amples become more complicated, like in supergravity theories or W gravities, the
existing quantisation methods are not applicable anymore, and one has to extend,
or even replace them by another method. In contradistinction with Yang{Mills
or ordinary gravity, the gauge algebra (commutator of two local gauge transfor-
mations) for these models is not a Lie algebra anymore, but diers in two ways
from it. Firstly, one has to deal with an algebra with eld dependent structure
functions and secondly, the algebra only closes when using the eld equations of
















where T cba are the structure functions and E
ik
ba is a matrix graded antisymmetric
in (ik) and in (ba). For the statistics of the elds, we use the notation (i) =
i; (ca) = a+1; (Ria) = i+a. The way to quantise theories with open algebras was
shown in the context of supergravity [15], rst in the Hamiltonian formalism [27],
then using Lagrangian methods [17]. It was shown that there appear quartic ghost
terms in the gauge xed action, determined by the matrix Eikba. These extra ghost
dependent terms play an essential role in nding the correct Feynman rules for the
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model. Supergravity was the rst example of a theory where the usual Faddeev{
Popov determinant is insucient to construct a consistent quantum theory.
Later on, this method was generalised for an arbitrary gauge theory with an
open algebra [18]. There, it was proven how to construct a gauge xed action that
is invariant under an appropriate extension of the BRST transformations. Both
the action and transformation rules are constructed by expanding it in the ghost
elds. All the coecient functions in this expansion are determined by requiring
invariance of the action. Then, an extensive calculation is needed to check that the
BRST transformation rules are indeed nilpotent, upon using the eld equations of
ghosts and classical elds.
Although in their paper they did not use the concept of antields, their method
can be rephrased in a very elegant way using the antield formalism. This was
shown in the paper of Batalin and Vilkovisky "Gauge algebra and quantization"
[13]. They explicitly constructed an invariant action, satisfying (2.1.8), and BRST
transformation based on (2.1.7), namely A = (A; S). This operation is nilpo-
tent because of the Jacobi identity and the classical master equation, without the
use of the eld equations. The action starts as

















bca + ::: : (2.5.2)
So we see that we need terms quadratic in antields when the algebra is open. The
dots indicate higher order terms in antields in the case the gauge algebra is more
complicated. A more systematic treatment of the construction of this extended
action will be given in the next chapter.
 The antield formalism is very useful for quantising theories with open al-
gebras.
 Using the antields, one can construct an extension of the BRST operator
which is nilpotent without using the eld equations.
2.6 Reducible theories
Apart from the gauge algebra, a gauge theory can also be characterised by its
level of reducibility. By this we mean the following: suppose we have an action
and a set of symmetries i = Ria
a. A theory is said to be reducible if the gauge




a1 = 0 ; (2.6.1)
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for some functions Zaa1 ; a1 = 1; :::; m. We are working with the DeWitt convention
where each index also carries a space-time point. When there is a summation over
a certain index, there also is an integration over space-time. To be precise, (2.6.1)







= 0 : (2.6.2)
Of course, one can always single out a set of linearly independent generators, but
then one will lose either locality or relativistic covariance.





B = @B + @B + @B : (2.6.4)
The classical elds are i = B(x), antisymmetric in (), and we have a gauge
symmetry that follows from the transformation rule
B = @ − @ : (2.6.5)









)(x− y) : (2.6.6)
The notation is that i = (; x), antisymmetrised in  and , and a = (; y). The
upper index on the derivative indicates in which point the derivative is taken. It
is clear that these generators are linearly dependent with as "zero mode" function
Zaa1 = @
y
(y − z) ; (2.6.7)
where the index a1 runs over only one value. Nevertheless it is written because it
carries the space time index z.
Other examples of reducible theories are theories with spin 5/2 gauge elds
[28, 14], or, more recent, some topological eld theories [29, 30].
The quantisation of models with antisymmetric tensor elds was rst discussed
in [21]. There it was shown that one had to introduce extra ghosts, called "ghost
for ghosts", in order to obtain a well dened gauge xed action, with the correct
number of physical degrees of freedom. Indeed, it is clear that a = Zaa1
a1 , or in
our case  = @, leaves 
i invariant. So, just like we introduced a ghost ca for
the parameter a, we now introduce a ghost for ghost ca1 for the parameter a1 ,
again with opposite statistics.
All this follows nicely from the antield formalism. When we construct the
extended action, S = S0 + iR
i
ac
a + :::, we see that we have indeed an extra
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symmetry ca = Zaa1
a1 . In the same spirit as for the classical elds, we introduce
an antield for ca, multiply it with its transformation rule and add it to the
extended action






a1 + ::: ; (2.6.8)
where the dots indicate terms with the structure and non-closure functions. They
are such that (2.6.8) satises the classical master equation (2.1.8).
In their paper, "Quantization of gauge theories with linearly dependent genera-
tors" [14], Batalin and Vilkovisky showed how to deal with this reducibility using
the antield formalism. The example presented above is only the rst and simplest
of a hierarchy of theories. It is called a rst stage theory. Indeed, one can imagine
a theory in which also the functions Zaa1 are linearly dependent, so that there are
zero modes Za1a2 for which one has to introduce further ghosts for ghosts. Then
the theory is said to be of second stage in reducibility. The procedure can go on
to any order of reducibility. The gauge theory is then characterised by the level of
reducibility, i.e. for an L-th stage theory one has zero modes Z
ak−1
ak ; k = 1; :::; L,
and for k = L, the generators Z
aL−1
aL are linearly independent. So, in [14], a general
prescription was given to quantise L-th stage theories (with an open algebra). The
formalism was even applied for innite reducible theories. This typically arises in
theories with the so-called -symmetry [32] like the superparticle or the super-
string. Recently, we discovered a new example [33] of an innite reducible theory,
which we will discuss in chapter 4.
 The antield formalism enables us to gauge x reducible theories, keeping
locality and relativistic covariance manifest.
2.7 Poisson brackets and antibrackets
In this section we want to clarify some statements made in the rst section of
this chapter. It concerns the analogy between momenta and antields. As was
explained in section 1, an important dierence between antields and momenta
is that the latter have the same statistics as their conjugated elds while the
former have opposite statistics. This has consequences concerning the underlying
geometry of the Hamiltonian and Lagrangian systems, and we will discuss this in

















where we have denoted the momenta as A. There are left and right derivatives,
because the elds A can be bosonic or fermionic, with statistics (A) = A. This
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bracket has the following properties, for any two functions F and G depending on
the elds and their momenta :
(fF;Gg) = (F ) + (G) (2.7.2)
fF;Gg = −(−)FGfG; Fg
fFG;Hg= FfG;Hg+ (−)FGGfF;Hg
fF; fG;Hgg+ (−)F(G+H)fG; fH;Fgg+ (−)H(F+G)fH; fF;Ggg= 0 ;
where the statistics of a function is denoted by (F ) = F . The last of these
equations is the (graded) Jacobi identity. In particular, we have, for any bosonic
function ((B) = 0), that fB;Bg = 0.
Analogous to Poisson brackets, one can now dene antibrackets, for any two

















[(F;G)] = (F ) + (G) + 1 (2.7.4)
(F;G) = −(−)(F+1)(G+1)(G; F )
(FG;H) = F (G;H) + (−)FGG(F;H)
(F; (G;H)) + (−)(F+1)(G+H)(G; (H;F )) + (−)(H+1)(F+G)(H; (F;G)) = 0 :
The main dierence in these two brackets is in the statistics. For the antibracket
we have, for any fermionic function (F; F ) = 0. Therefore, Poisson brackets are
called even and antibrackets odd.
These properties can be used to check the nilpotency of the BRST transfor-
mations (2.1.7). One nds
2F = ((F; S); S) =
1
2
(F; (S; S)) = 0 ; (2.7.5)
upon using the classical master equation. Also the Zinn-Justin equation can be
written in terms of the antibracket as
(Γ;Γ) = 0 : (2.7.6)
As in Hamiltonian mechanics, we can also dene canonical transformations.
Here they preserve the antibracket rather than Poisson brackets. An example was
given in section 2, see (2.2.4). We will discuss this issue in more detail in the next
chapter.
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 Using the antields, one can dene antibrackets, analogously to momenta
and Poisson brackets. The dierence lies in the statistics: antibrackets are
odd while Poisson brackets are even.
 Taking the antibracket of a function F with S generates the gauge transfor-
mation of F . This transformation is nilpotent due to the Jacobi identity of
the antibracket and the classical master equation (S; S) = 0.
2.8 Geometrical interpretation
The geometrical meaning of the antield formalism was rst discussed by Witten
[34]. We will here briefly explain his ideas. Let us repeat that we have introduced
a  operator in (2.4.3). This operator is nilpotent
2 = 0 ; (2.8.1)
due to the fact that antields and elds have opposite statistics. Although being a
second order dierential operator, it acts as a linear derivation on the antibracket
[35] :
(F;G) = (F;G) + (−)F+1(F;G) : (2.8.2)
On the other hand, we also have that
(FG) = (F )G+ (−)FF (G) + (−)F (F;G) : (2.8.3)
Witten took this last equation as a denition for the antibracket. It measures the
failure of  to be a derivation on the algebra of functions under pointwise multi-
plication. However, looking at (2.8.2), we see that there is another multiplication,
namely the antibracket, for which it is a derivative. The structure of (2.8.1) and
(2.8.2) is similar to the exterior derivative d on the de Rham complex, as was
shown in [34]. Let us sketch the arguments.
Consider a (nite) n-dimensional manifold with coordinates xi. Let TM be the
tangent bundle with basis wi = @
@xi
and denote by T M the cotangent bundle with
basis zi = dxi. There is a natural bilinear form by pairing tangent and cotangent
vectors, namely (zi; wj) = 
i
j . Associated with this form one can construct a
Cliord algebra by the relations
fzi; wjg = 
i
j fz
i; zjg = fwi; wjg = 0 : (2.8.4)
Now, we can look for representations of this Cliord algebra, by means of creation
and annihilation operators. We to have two obvious choices :
30 Chapter 2. A taste of antields
1) The R-picture. We regard the zi as being creation operators, and the wj as
annihilation operators. To construct a representation, we can choose the vacuum
to be j0 >R= 1, since a constant is annihilated by the wj . The state space has as
a basis the 2n elements 1; zi; zi ^ zj; :::, working on j0 >R . In this representation





2) The R0 picture. Now, we regard the wi as creation operators, and the
zj as annihilation operators. As the vacuum, we can take an n-form j0 >R0=
dx1 ^ ::: ^ dxn, which is clearly annihilated by the zi. The state space is build







Both representations are isomorphic. They have the same dimension and one
can write each state in the R0 picture as a linear combination of the states in the R
picture. For instance, the vacuum j0 >R0= z1^:::^znj0 >R, etc. . Since, the zi are
anticommuting, one should think also about wi as being anticommuting. Indeed,
because of the structure of the R0 vacuum, one cannot work with more than n
wi’s on the vacuum. Also one can convince one self that the wi’s anticommute on
j0 >R0 , and that their square is zero. Therefore, it is natural to interpret wi as a
















is nilpotent and acts as a linear derivative on a product of two functions in the de
Rham complex . So, when F and G are of the form
F (x; dx) = f(x) + fi(x)dx
i + :::+ fi1:::indx
i1 ^ ::: ^ dxin ; (2.8.10)
we have that
d(F ^G) = dF ^G+ (−)FF ^ dG : (2.8.11)
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The operator (−)F changes the odd order components of F .









=  : (2.8.12)
It does not act as a derivative on a product of two functions F (x; x)G(x; x),
pointwise multiplicated. However it is a derivative when replacing the wedge
product in R with the antibracket in R0, as was shown in (2.8.2).
There are some more interesting consequences that follow from this interpre-




hS . For nite dimensional manifolds, one
can integrate top-forms over the manifold. These top-forms are obviously closed.
Applying this for functional integrals 3, the integrandum in the Feynman path
integral should be closed. Writing this in the R0 picture, this becomes
(e
i
hS) = 0, −2ihS + (S; S) = 0 ; (2.8.13)
which expresses the gauge invariance of the theory at the quantum level.
 There is a geometrical interpretation of the antield formalism in terms of
the de Rham complex.
 The master equation and the condition for the absence of anomalies simply
follow from the closure of a top-form.
3It is far from trivial how the above statements can be generalised to the case of innite
dimensional manifolds.
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Chapter 3
The heart of classical BV
theory
In this chapter, we will further develop the ideas presented in the previous chapter,
in a more systematic way. By now there are, besides the original papers of Batalin
and Vilkovisky, many texts and reviews on this subject [22, 36, 37, 38, 39, 25, 40,
41, 42, 43] . Therefore, I will sometimes be rather short on some points, and refer
to the literature. On the issues where I obtained new results [40], I will be more
explicit.
3.1 Recap and examples
We denote by fAg the complete set of elds. It includes the ghosts for all the
gauge symmetries, and possibly auxiliary elds introduced for gauge xing. Then
one doubles the space of eld variables by introducing antields A, which play
the role of canonical conjugate variables with respect to the antibracket, whose
canonical structure is





B) = 0 : (3.1.1)
The antields A and elds 
A have opposite statistics. In general the antibracket
of F (A;A) and G(
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@ stand for right and left derivatives The separating symbol  is often useful
to indicate up to where the derivatives act, if they are not enclosed in brackets.
Note that this antibracket is a fermionic operation, in the sense that the statistics
of the antibracket (F;G) is opposite to that of FG.
We assign ghost numbers to elds and antields. These are integers such
that
gh() + gh() = −1 ; (3.1.4)
and therefore the antibracket (3.1.3) raises the ghost number by 1.
We will often perform canonical transformations in this space of elds and an-
tields [35]. These are the transformations such that the new basis again satises
(3.1.1). We will also always respect the ghost numbers. It is clear that inter-
changing the name eld and antield of a canonical conjugate pair (0 =  and
0 = −) is such a transformation. The new antield has the ghost number of
the old eld. From (3.1.4) we see then that there is always a basis in which all
elds have positive or zero ghost numbers, and the antields have negative ghost
numbers. We will often use that basis. It is the natural one from the point of
view of the classical theory, and therefore we will denote it as the ‘classical basis’.
We will see below that it is not the most convenient from the point of view of the
path integral.
One denes an ‘extended action’, S(A;A), of ghost number zero, whose
antield independent part S(A; 0) is at this point the classical action, and which
satises the master equation
(S; S) = 0 : (3.1.5)
This equation contains the statements of gauge invariances of the classical action,
their algebra, closure, Jacobi identities, ... .








@X  @X +
1
2
h @X  @X

: (3.1.6)
In the extended action appears a ghost c related to the conformal symmetry based
on the transformation rules X = @X; h =
(
@ − h@ + (@h)

. The elds are
then A = fX; h; cg and the extended action is







@ − h@ + (@h)

c
−c c @c] : (3.1.7)
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Added to the classical action, one nds here the antields multiplied with the
transformation rules of the classical elds in their BRST form. One may then check
with the above denitions that the vanishing of (S; S)j=0 expresses the gauge
invariance. The second line contains in the same way the BRST transformation
of the ghost. It is determined by the previous line and (3.1.5) (BRST invariance).









c[c; c]g ; (3.1.8)
with the shorthanded notation A = A
a
Ta; c = c
aTa; F = @A − @A −
i[A; A] and Dc = @c + [A; c]. The Ta are the generators of a Lie algebra
satisfying [Ta; Tb] = if
c
abTc; T r(TaTb) = ab.
As mentioned, we use the ‘classical basis’ where antields have negative ghost
numbers, and elds have zero or positive ghost numbers. For further use, we now
give special names to the elds of each ghost number. The elds of ghost number
zero are denoted by i. Those of ghost number 1 are denoted by ca, and those of
ghost number k+1 are written as cak (In this way the index i can also be denoted
as a−1 and for c
a we can also write ca0) :
fAg  fi; ca; ca1 ; : : :g : (3.1.9)
When one starts from a classical action, one directly obtains the above struc-
ture, where i are the classical elds, ca are the ghosts, and the others are ‘ghosts
for ghosts’. The antields thus have negative ghost number and we dene the
antield number (afn) as
afn(A) = −gh(

A) > 0 ; afn(
A) = 0 : (3.1.10)
With the above designation of names to the dierent elds we thus have
afn(i ) = 1 ; afn(c

ak ) = k + 2 : (3.1.11)
Then every expression can be expanded in terms with denite antield number.








ak−3 ; : : : ; 
i; : : : ; cak−1

; (3.1.12)
where the range of elds and antields which can occur in each term follows from
the above denitions of antield and ghost numbers, and the requirement gh(S) =
0.
A number of questions naturally arises: we have to nd a solution to the
classical master equation (3.1.5). But how do we nd it ? What are the conditions
for a solution to exist ? Is the solution unique ? All this will be answered in the
next section.
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3.2 Strategy for solving the classical master equa-
tion
3.2.1 Locality, regularity and evanescent operators
Before looking for a solution, we must specify some conditions our theory has to
full. The starting point is to give a set of elds i and a classical action S0().
We will require that S0() belongs to the set of local functionals. These are
integrals over local functions. By the latter we mean a function of i and a nite
number of their derivatives. In general we need more restrictions, which depend
on the theory. E.g. one should specify whether a square root of a eld is in the
set of local functions. This set should contain at least the elds themselves, and
other functions which appear in the action and transformation rules. For some
applications one may also consider non{local functions (see e.g. [44, 45]).
The mathematical framework to study local functions is called jet bundle the-
ory [49]. We dene V 0 to be the space with coordinates fx; i(x)g. In general,
V k is the space with coordinates fx; i; @i; :::; @1:::k
ig, and is called the k-th
jet bundle. These jet bundles are nite dimensional spaces. For any smooth func-
tion f , there exists a k such that f 2 C1(V k). An example is the Lagrangian
L(i; @i; :::; @1:::k
i). S0, the integral over the Lagrangian, is then a local















= 0 ; (3.2.1)
where all derivatives on the Lagrangian are coming from the right. Together with
their derivatives @yi = 0; :::; @1:::syi = 0; :::, these equations determine surfaces
k in V k; 8k, called stationary surfaces.
As an example we take 2-dim gravity. The eld equations are
y = −@@X




@X  @X : (3.2.2)
Obviously 0 = V 0, since there are no relations implied by the eld equations
in V 0. The eld equation of h, however, is an equation in V 1. For a Euclidean
metric in the space of the X’s, it implies @X = 0 which determines 1. 2
is then determined by the set of equations yh = 0; @yh = 0; @yh = 0 and by
yX = 0. Acting several times with the derivatives @ and @ on the eld equations,
one determines the surfaces k. Suppose the functions yi are elements of V
si .
Then, for a function f 2 C1(V k), we dene the symbol (weakly zero) by
f  0() f = hiyi + h
i@yi + :::+ h
i1:::n@1:::nyi ; (3.2.3)
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In jet bundle theory, one is not working with the DeWitt convention. When
an index is written twice, there is no space-time integral but only a sum over the
internal index. It is amusing to translate all expressions to expressions where the
DeWitt convention is used. For instance, the weakly zero symbol can, in DeWitt
language, be dened as
f  0() f = Hiyi : (3.2.4)
A space-time integral is now included in the summation over i, i.e. f(x) =R
dyHi(y)(x)yi(y). The coecients H
i are in general distributions, like delta func-
tions or derivatives on delta functions, which are not included in the jet bundles.
Therefore, the DeWitt convention is not appropriate for jet bundle theory. The
relation between the two conventions in the above example is
Hi(y)(x) = hi(x)(x− y) + hi@x(x− y) + ::: : (3.2.5)
The functions on the stationary surface are denoted by C1(k). It can happen
that all functions that vanish on the stationary surface are weakly zero. Then the
theory is said to be regular. This is however not always the case, like in our example
of 2-dimensional gravity. There we have that (for a Euclidean metric in the space of
the X’s) @X is vanishing on the stationary surface 1, but nevertheless it is not
(in a local way) proportional to eld equations in the sense of (3.2.3). Operators
vanishing on k which are not weakly zero will be called evanescent operators
[40]. To construct the extended action, we will not restrict ourselves to the case
of regular theories. This restriction was imposed in [48, 46, 47]. Instead, we will
extend the class of theories to those that also contain evanescent operators, which
will be added to the functions on the stationary surface, see [40].
3.2.2 Completeness and properness
There is another requirement which has to be satised, called completeness. It is
needed in order to guarantee a solution to the master equation that can be used
to construct a gauge xed action. In words, it means that we have to take into
account all gauge symmetries of the classical action S0. Indeed, S0 itself obviously
satises the master equation (S0; S0) = 0. But when S0 has gauge symmetries, it
can not be used for the path integral. Therefore, we require completeness.
In jet bundle space, the symmetry transformations of the elds can be written
as
i = ria
a + ria @
a + :::+ ri1:::t@1:::t
a ; (3.2.6)
for some xed value of t. The functions ria; r
i
a ; ::: depend on the elds and their
derivatives up to some nite order. Using the DeWitt notation, this takes the
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more compact form i = Ria
a. Gauge invariance is expressed by the fact that




ia) + :::+ (−)t@1:::t(yir
i1:::t) = 0 ; (3.2.7)
or, written in DeWitt notation
yiR
i
a = 0 : (3.2.8)
The condition of completeness can now be formulated as : if for any set of local
functions T i(x)
yiT
i(x) = 0 =) T i(x) = Ria
a(x) + yjv
ji(x) ; (3.2.9)
where a(x) and vij(x) are local functions, the latter being graded antisymmetric
vij(x) = (−)ij+1vji(x) : (3.2.10)






Another requirement on the extended action S(;) is the properness con-
dition, which we will now explain. The master equation (S; S) = 0 implies re-
lations typical for a general gauge theory. In the collective notation of elds and
antields, z = fA;A)g, the master equation takes the form
 
@ S  !
 
!
@ S = 0 with !
 = (z; z) : (3.2.11)









where P projects onto the surface fA = c
ak = 0g. Because S has zero ghost
number, Z is only non{zero if gh(z
) + gh(z) = 0. This implies that its non{









a1 , ..., Z
ak
ak+1 . Note that upper
indices of Z appear here because derivatives are taken w.r.t. antields A. Of
course also elements as Zak+1
ak are non{zero, being the supertransposed of the
above expressions.
From the ghost number requirements we can determine that S is of the form









ak+1 + : : : ; (3.2.13)
where : : : stands for terms cubic or higher order in elds of non{zero ghost number.
Considering the master equation at antield number zero, we obtain









3.2. Strategy for solving the classical master equation 39
from which it follows that Zia = R
i
a.













This says that the Hessian Z is weakly nilpotent. Explicitly, we obtain (apart







a1  0 (3.2.16)
Zakak+1Z
ak+1















In the rst relation the r.h.s. is written explicitly because it exhibits a graded
antisymmetry in [ij].
As the latter is weakly nilpotent its maximal (weak) rank is half its dimension.
The properness condition is now the requirement that this matrix is of maximal
rank, which means that for any (local) function v(z)
Zv
  0 =) v  !γZγw
 ; (3.2.19)
for a local function w.
The properness conditions (3.2.19) can now be written explicitly as
S0ijv
j  0 =) vj  Rjaw
a
Riav
a  0 =) va  Zaa1w
a1
Zakak+1v
















ak+1  0 =) vak  wak−1Z
ak−1
ak : (3.2.20)
The second group of equations follows from the rst group, using that the right
and left ranks of matrices are equal. The rst one implies (3.2.9) if there are no
non{trivial symmetries which vanish at stationary surface. By the latter we mean
that there would be relations
yiyjT
ji = 0 where yjT
ji 6= Ria
a (3.2.21)
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and T ij is graded symmetric. If such non{trivial symmetries would exist, then
(3.2.9) is an extra requirement with T i replaced by yjT
ji. This subtlety has been
pointed out in [40]. We will come back to this in the following section and in
chapter 4.
3.2.3 The acyclicity and nilpotency of the Koszul-Tate op-
erator
As mentioned in the previous chapter, the Koszul-Tate (KT) operator was intro-
duced to kill the eld equations in cohomology. As a consequence, the KT operator
provides a resolution of the functions on the stationary surfaces C1(V k); 8k. In
(2.3.2), the KT operator was only dened on the antields i (similar to the con-
struction of Koszul [50]), but not yet on the antields of the ghosts cak (in the
same spirit of Tate [51]). The purpose of this section is to dene the KT operator
in the full space of antields such that it is nilpotent
2KT = 0 ; (3.2.22)
and acyclic on the space of local functions. Acyclicity here is dened as
KTF (;
) = 0 =) F (;) = KTH(;
) + f() ; (3.2.23)
for some H and where f is a function on the stationary surface or an evanescent
operator. From now on, when we talk about functions on the stationary surface,
evanescent operators will always be included. These two properties (nilpotency
and acyclicity) will guarantee the existence and uniqueness (modulo canonical
transformations) of the solution of the master equation. The proof was given in
dierent steps. First, in [48], existence and uniqueness theorems were proven for
irreducible gauge algebras, without using the KT dierential. The shortcoming
of these proofs is that they did not prove the locality and Lorentz covariance of
the solution. Second, in [46], the KT operator was rst introduced in the antield
formalism. They proved the existence and uniqueness of the extended action for
reducible theories. Also here, the question of locality and Lorentz covariance of the
solution was not addressed. The problem of locality was solved in [47], using the
KT operator and jet bundle theory. A proof where locality and Lorentz covariance
is manifest was given in [40, 43].
The proof of the nilpotency and acyclicity goes perturbatively in the level of
antields. We will not give all the proofs here since this is quite tedious. We
refer therefore to the above mentioned papers. Instead, to gain some insight in
the construction, we will give some examples and clarify some points, not well
discussed in the literature so far.
3.2. Strategy for solving the classical master equation 41
Let us start with functions at antieldnumber zero, i.e. without antields. The
KT operator is clearly nilpotent since it does not work on the elds, KT
i = 0.
It is not acyclic however, because the eld equations are not KT -exact. For
acyclicity, see (3.2.23), they should be. Therefore, we introduce the rst level of
antields, i , and kill the eld equations in cohomology by dening
KT

i = yi : (3.2.24)
Since we have now introduced these antields, we can study the nilpotency and
acyclicity for functions at antieldnumber 1, i.e. linear in antields i . In general,
such a function takes the form F = iK
i. KT is nilpotent on these functions, so
only acyclicity has to be checked. In order that KTF = 0, one must have that
yiK
i = 0. There are two types of solutions to this equation. The rst is that
Ki is proportional to the gauge generators, i.e. Ki = Ria
a. The second is that
Ki = yjv
ji, with vji graded antisymmetric. When Ki = yjv
ji, then F is KT








ji), so this solution does not spoil acyclicity.
The term iR
i
a can however not be written as the KT of something. Therefore,









The ca are called ghosts, and there are as many ghosts as there are gauge generators
Ria. The above analysis also shows that symmetries, graded antisymmetric in the
eld equations, do not need a ghost. However, what happens with symmetries
graded symmetric in the eld equations ? According to our KT analysis, one
should introduce a ghost for it, since these symmetries should be included in the
set of Ria. This result also follows from requiring completeness, i.e. (3.2.9). Notice
that it is NOT implied by requiring only properness. This we mentioned already
at the end of the previous section. Unfortunately, we have not yet found a good
example in which there are symmetries, graded symmetric in the eld equation.
We will come back to this point in chapter 4.







where f ij is graded antisymmetric in i and j. For simplicity, I will assume all the
classical elds are bosonic and all the ghosts are fermionic. First, the nilpotency
of KT on F follows from the construction at antieldnumber 1. Second, for F to
be KT-invariant, we should have that
RiaZ
a = 2yjf
ji  0 : (3.2.27)
We will label the solutions to this equation with the index A1. The space of all
pairs (ZaA1 ; f
ij
A1
) satisfying (3.2.27) determines the space of all KT invariants at
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antieldnumber two. The question is now : which of these invariants is KT exact
by using only functions of i; i ; c
a; ca ? To answer this, we must solve
F (ZaA1 ; f
ij
A1














for some functions Kia; Xijk. The functions Xijk are of course antisymmetric in
the three indices. We will split our KT invariant solution space into two spaces,
namely the exact ones and the non exact ones. Then our index A1 runs over the
KT exact invariants, which we label by 1, and the non-exact ones, which we label












For all the invariant pairs that are not in this subspace, we introduce ghosts for













Does all this implies that on shell vanishing zero modes do not need ghosts for
ghosts ? Not in general : (3.2.29) shows that if Zaa1 does not vanish on shell, the
zero mode is necessarily not exact, so it needs a ghost for ghosts. However, it can
happen that we nd a KT invariant with a weakly vanishing zero mode matrix
Zaa1 , but the f
ij
a1 are not of the form (3.2.29). Again, this property does not follow
from the properness condition. For a weakly vanishing null vector va of Ria, the
properness condition is always satised. So, va does not need to be proportional
to Zaa1 , see (3.2.20). Examples of this will be given in the next chapter.















where Xijk is antisymmetric in its three indices. Requiring that KTF = 0 leads







ijk  0 : (3.2.32)
The rst one is that we indeed have a zero mode. The second condition is a new
one. It is a condition on the functions f ia and can be compared with the condition
1Antisymmetrisation is done with weight 1/2, i.e. [ij] = 1
2
(ij − ji).
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at antieldnumber two, namely that f ija1 is antisymmetric in i and j. If the second
condition is not satised, we have no KT invariant and so, we certainly need not to
introduce ghosts for ghosts for ghosts2. Again, we can label the space of solutions
with the index A2 = fa2; 2g. Here a2 runs over the non-KT-exact invariants, and
2 runs over the KT exact ones. As an exercise one can nd out which of these
invariants are KT exact. This will give further conditions on the Za1 and f ia.
It is clear how this construction can be continued at higher antieldnumbers.
Each time one encounters a KT invariant which is not exact, one must kill it by








; ca; :::; c

ak−1) ; (3.2.33)
where the function Mak+1 must be such that KT is nilpotent. Again, it must
be emphasised that the general proofs follow a dierent strategy than the above
examples. There, the acyclicity is proved for functions of elds and antields up
to a certain cak , and they can have arbitrary antieldnumber.
The acyclicity applies for local (x{dependent) functions. It does not apply in













! KTF = 0 : (3.2.34)
Nevertheless, F can not be written as KTG. The violation of acyclicity for inte-
grals is due to rigid symmetries. However, for F a local integral (integral of a local
function) of antield number 0 (and thus obviously KTF = 0), which vanishes on
the stationary surface, we have by denition F =
R
yiF




The acyclicity was proven here for functions independent of ghosts. If one
considers local functions F (; ; c) depending on ghosts, then the acyclicity can
be used when we rst expand in c. Therefore the modied acyclicity statement is
then
KTF (
; ; c) = 0 ) F = KTH + f(; c)
and if f(; c)  0 ) f = KTG(
; ; c) ; (3.2.35)
where, as mentioned before,  stands for using the eld equations of S0() for
, while the ghosts c remain unchanged. If F is an integral, where the integrand
2It is not clear yet if one can nd a basis in which this equation is automatically satised.
Also at higher antieldnumbers, one would nd more conditions to make KT invariants. It is not
clear if these are really extra conditions, or if they can automatically be satised. This problem
is overlooked in the literature and is currently under study, in collaboration with K. Thielemans.
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contains ghosts, then we apply the acyclicity to the coecient functions of the
ghosts which are local functions. If gh(F ) > 0 (or even if just puregh(F ) > 0),
then each term can be treated in this way and the statement (3.2.35) holds even
when F is a local functional. Also if gh(F ) = 0 then any term has either a ghost,
or it just depends on i in which case the acyclicity statement also applies for
integrals. So, to conclude, the KT operator is only not acyclic on local functionals
of negative ghostnumbers.
3.2.4 Construction of the extended action : W3 gravity as
an example
In this section we will summarise the proof of the solution of the master equation
(S; S) = 0, as given in the second paper of [46] and also in [36, 43] . The general
technique will be illustrated in an example, namely that of chiral W3 gravity [52].





where d is a symmetric tensor satisfying the nonlinear identity
d(d) = () : (3.2.37)
The () indicate symmetrisation, and  is some arbitrary, but xed parameter. The
general solution of this equation was found in [100]. We will discuss more about
this in section 6.3.3 . The model contains n scalar elds X;  = 1; :::; n and two
gauge elds h and B, which imply the existence of two gauge symmetries
X = (@X)+ d(@X
 )(@X)
h = (r−1) + 2 (@X
)(@X)(D−2)
B = = (D−1) + (r−2) ; (3.2.38)
for local parameters ; . We have made the shorthand notation
rj = @ − h@ − j(@h)
Dj = −2B@ − j(@B) : (3.2.39)
The general idea is now to expand the master equation according to its antield
number :
Bn  (S; S)n = KTS
n+1 +Dn(S0; :::; Sn) ; (3.2.40)
3We will use the notations @ = @+ and @ = @−, where x = (x1  x0), and we leave the
factor  undetermined.
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i.e. one can split it into two pieces : one that contains Sn+1 and the other that
contains terms only depending on S0; :::; Sn. One can show that the rst term in
this split indeed involves the KT operator, as introduced in the previous subsection.
One can also show that the terms Sk; k  n+ 2 do not contribute to the master
equation at antieldnumber n. E.g.
(S; S)1 = 2(S0; S2) + 2(S1; S2) + (S1; S1) : (3.2.41)
There is e.g. no term (S0; S3), since one has to take the derivative in S0 w.r.t.
a eld i, so then one must take the derivative in S3 w.r.t i . The result is of
antieldnumber two, which does not contribute to B1.
At the lowest level, B0 = 0, we nd D0 = 0 and yi
!























where c and u are the ghosts for the  and  symmetries, and are both fermionic.
The rest of the proof goes by induction. We assume that the master equation
is solved up to antieldnumber n. This has determined the extended action up
to Sn+1. To solve Bn+1 = 0 for Sn+2, one needs to know that KTD
n+1 = 0.
This can be proven from the Jacobi identity (a; (a; a)) = 0, with a =
P
Sk , where
k runs from 0 to n + 1. Then one can use the Koszul-Tate acyclicity for local
functionals containing at least one ghost to write
Dn+1 = KTU
n+2 : (3.2.44)
There can not be a function on the stationary surface, since D has antieldnumber
greater than zero. Doing so, the master equation reduces to
KT (S
n+2 + Un+2) = 0 : (3.2.45)
The solution is
Sn+2 = KT (c

an+1c
an+1)− Un+2 + KTV
n+3 : (3.2.46)
Adding dierent trivial terms KT V
n+3 gives dierent solutions for the extended
action, which are related by canonical transformations. The rst term on the r.h.s.
in (3.2.46) must also be add if further zero modes exist.
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In our example, the next step is to solve B1 = 0. This corresponds to the
equation KTS





































which gives back the form (2.5.2) without the dots. For W3 one can compute the
gauge algebra and nds
S2 = c [(@c)c + (@X)(@X)(@u)u] + u [2(@c)u − c(@u)]
−2Xh
(@u)u(@X) : (3.2.48)
This form of the extended action was already found in [53, 54]. One can check
that D2 = 0, and so S3 = 0. The total extended action is then
S = S0 + S1 + S2 : (3.2.49)
3.3 Antibracket cohomology
Since we now have that (S; S) = 0, we can dene a nilpotent operator on any
function F (;) :
SF = (F; S) ; (3.3.1)
which raises the ghost number with one. This denes a cohomology problem, called
antibracket cohomology. To compute it, we must nd the functions F (;) that
satisfy (F; S) = 0, modulo a part F = (G; S).
First we have to consider which functions are invariant under the S operation.
Again, we can make a split analogous to (3.2.40) :
(SF )n = (−)F KTF

















(F k; Sn−k+m)m ; (3.3.4)
where f is the ghost number of F and ~k = k if f < 0 and ~k = k + f + 1 for
f  0. One must distinguish between negative and non-negative ghost numbers.
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For negative ghost numbers, it can be proven that there is no cohomology for local
functions, see the references given in previous sections . For non{negative ghost
numbers the situation is more complicated. The equation SF = 0 at zero antield
number is by (3.3.2)
−(−)F KTF
1 = D0F 0 =
f+1X
m=1
(F 0; Sm)m : (3.3.5)
D0 is a fermionic right derivative operator, which acts on elds only, and is given
by




For antield number 0, the KT dierential is acyclic on functions which vanish on
the stationary surface. Therefore F 1 exists if D0F 0  0, and one can prove that
then also the full F can be constructed perturbatively in antield number such
that SF=0. Again, for the proofs, we refer to the literature.
The operator D0 raises the pureghost number
(pgh(i) = 0; pgh(cak) = gh(cak) = k+1; pgh(A) = 0) by 1. It is nilpotent on the
classical stationary surface: D0D0F 0  0. One can dene a (weak) cohomology
of this operator on functions of elds only, and this is graded by the pureghost
number p. The main result is that this weak cohomology is equivalent to the
(strong) cohomology of S for functions of ghost number p 4 :
Theorem : Any local function F of negative ghost number which satises SF = 0
can be written as F = SG.
For functions of non{negative ghost number, the following statement holds. For a
local function or a local integral F 0() (not containing antields)
D0F 0  0 , 9F (;) : SF = 0 (3.3.7)
where F (; 0) = F 0. Further
F 0  D0G0 , 9G(;) : F = SG ; (3.3.8)
where again G0 = G(; 0), and F is a function determined by (3.3.7). The ghost
numbers of F and G are equal to the pureghost numbers of F 0 and G0.
The inclusion of local integrals for the second part of the theorem follows from
the fact that for non{negative ghost numbers we could at the end of subsection
3.2.3 include these in the acyclicity statement, and this was the only ingredient of
the proof. There are no general statements for functionals at negative ghost num-
ber. However, for ghost number minus one, it can be proven that the cohomology
is isomorphic to the space of constants of motion [55].
4Even for closed gauge algebras one has to use the eld equations in order to have equivalence
between the two cohomologies.
48 Chapter 3. The heart of classical BV theory
At ghost number zero the antibracket cohomology gives the functions on the
stationary surface, where two such functions which dier by gauge transformations
are identied. These are physically meaningful quantities. Indeed, the KT coho-
mology reduced the functions to those on the stationary surface. D0 acts within
the stationary surface, and its cohomology reduces these functions to the gauge






gives the gauge transformation of F 0. Here we clearly see how the antibracket and
BRST formalisms are connected.
At ghost number 1, we can apply the theorem for the analysis of anomalies.
We will see in chapter 6 that anomalies A are local integrals of ghost number 1.
They satisfy the Wess{Zumino consistency relations [78] in the form5 SA = 0,
while anomalies can be absorbed in local counterterms ifA = SM . The anomalies
are thus in fact elements of the cohomology of S at ghost number 1 in the set of
local integrals. We have found here that in the classical basis, these anomalies
are completely determined by their part A0 which is independent of antields and
just contains 1 ghost of ghost number 1. On this part there is the consistency
condition D0A0  0. If this equality is strong, then A does not need antield{
dependent terms for its consistency. If it is weak, then these are necessary, but we
know that they exist. If for an anomaly A0  D0M0, then we know that it can
be cancelled by a local counterterm. Consequently the anomalies (as elements of
the cohomology) are determined by their part without antields, and with ghost
number one, and can thus be written as
A = Aa()c
a + : : : ; (3.3.10)
where the written part determines the : : :. Therefore we can thus split the anoma-
lies in parts corresponding to the dierent symmetries represented by the index a.
Indeed, people usually talk about anomalies in a certain symmetry (although this
can still have dierent forms according to the particular representant of the coho-
mological element which one considers), and we show here that this terminology
can always be maintained for the general gauge theories which the BV formalism
can describe.
For recent examples of computing antibracket cohomology, at dierent ghost
numbers, we refer the reader to [56].
5We consider here only 1{loop eects.
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3.4 Gauge xing and canonical transformations
In previous sections, we always have worked in the so called classical basis, where
the elds have non-negative ghost numbers and the antields have negative ghost
numbers. In this basis we have the classical limit S(; = 0) = S0(). This
basis is however not useful when going to the gauge xed action. In the previous
chapter, section 2.2, we have already seen the example of Maxwell theory. The
classical basis of nonnegative ghost-numbers are the elds A = fA; c; b = g,
where we have introduced the eld , because in the classical basis, elds do not
carry a star-index. On the other hand, the basis A = fA; c; bg is the one to use
for doing the path integral. Therefore we will call this the gauge xed basis, since
in this basis, the action without antields contains no more gauge invariances.
This is the general strategy [58] : starting from the non-minimal solution of the
classical master equation, we perform a canonical transformation that mixes elds
and antields, such that in the new basis, called the gauge-xed basis, the extended
action takes the form
S(;) = Sgauge−fixed() + antield{dependent terms : (3.4.1)
In this new basis some antields will have positive or zero ghost numbers, so it
is not any more of the type mentioned above. ‘Gauge xed’ means that in the
new denitions of elds the matrix of second derivatives w.r.t. elds, SAB , is
non{singular when setting the eld equations equal to zero. We have seen in the
example of Maxwell theory that one has to introduce extra elds, before doing the
canonical transformation. Indeed, it is not possible, starting from the "minimal
solution" S = 1
4
FF
 + A@c, to perform a canonical transformation with
only these elds such that one obtains a gauge xed action. So, in general one
needs to add "non-minimal" sectors (like the 12 b
2 term), that are cohomologically
trivial in the antibracket sense (indeed, Sb = b;Sb = 0), to be able to do
the canonical transformation. For more details on this procedure we refer to
[13, 14, 59, 37, 42, 43].
In the example of 2d chiral gravity, gauge xing is obtained by the canonical
transformation where h and h are replaced by b and b:
b = h ; b = −h : (3.4.2)
One checks then that the part of S depending only on the new ‘elds’, i.e. X, b




@X  @X + b@c ; (3.4.3)
and b is called the antighost.
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Let us take a closer look at canonical transformations. Just like for Poisson
brackets, they can be obtained from a generating function (in BV theory, this is a
fermion) f(;0), for which we have that [35, 57, 43]
0A = A +
@
@0A






These type of transformations are called "innitesimal transformation". For gener-
ating "nite canonical transformations", of which  = 0;  = − is the simplest
example, see the appendix of [57]. For Maxwell theory, the corresponding gener-
ating fermion for (2.2.4) is
f = b@A
 ; (3.4.5)
where an intergal is understood. This corresponds to the gauge choice @A
 = 0.
Choosing dierent generating functions in (3.4.4) corresponds to dierent gauge
choices. Let us illustrate this in the case of chiral 2-d gravity. Starting from the
minimal solution (3.1.7), we add a non-minimal sector Snm = −bh. Now, we
can perform a canonical transformation generated by
f1 = bh : (3.4.6)
In this case, we are in the "background gauge". Indeed, after the canonical trans-
formation, we can intergate out the eld h which gives a delta function that xes
h to a general background eld, played by the antield b, i.e. h = −b. This was
the gauge presented above. On the other hand, instead of doing f1, we could also
have done the canonical transformation generated by
f2 = @bh ; (3.4.7)










−bh + @hh + @brc : (3.4.8)
This brings us to the temporal gauge @h = b. In order to go from this second order
action to a rst order action, we introduce another trivial system Senm = −bc.
Both elds are fermionic, b has ghost number one, c ghost number minus one.




0 + @b)− 0

brc ; (3.4.9)
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@X @X + h @h+ b @b+ c @c− bc + h(Tmat + Tgh)
+X@Xc − hb − 

c [Tmat + Tgh]





@X@X Tgh = −2c@c − @cc : (3.4.11)
The quantisation of chiral W2 and W3 gravity in these gauges was done in [60].
Another application of canonical transformations is rewriting of the gauge al-
gebra and the extended action before gauge xing. Consider the example of chiral
W3 gravity, of which we have given S
0 and S1 in (3.2.36) and (3.2.43). S2 could
then be determined by computing the gauge algebra, i.e. the structure functions
T abc and eld equation coecients E
ij
ab. One rst needs to compute the left hand
side of (2.5.1). This leads to an expression that has to be split in a part with
the gauge generators Ria and a part with the eld equation. This split is not
unique when some of the gauge generators are proportional to eld equations. In
our example, the transformation of h involves a term proportional to its own eld
equation. The arbitrariness of this split reflects itself into dierent possibilities for
S2, and one nds solutions
S2 = c [(@c)c + (1− )(@X)(@X)(@u)u] + u [2(@c)u− c(@u)]
−2h(D3B +r2h)(@u)u − 2(+ 1)Xh
(@u)u(@X) ;(3.4.12)
for arbitrary . For  = 0, the algebra closes o-shell on B, while for  = −1
the algebra closes o-shell on X. Remark also the choice  = 1, which gives the
simplest structure functions. The relation between these actions is given by the
canonical transformation: starting from the action with  = 0 the transformation
with generating function
f = 2h0(@u)uc0 : (3.4.13)
gives in the primed coordinates the action with this arbitrary parameter  [40].
The non-uniqueness of the extended action has its origin in adding the exact
term KTV
n+3 in (3.2.46). It can be shown that this corresponds to the canonical
transformation generated by
f = −V n+3(;) : (3.4.14)
Let us nally end with an important remark. In the previous section, we
have introduced a BRST operator D0, whose weak cohomology was equivalent
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to the strong cohomology of the antibracket. The BRST operator was dened
on functions depending on elds only, and one had to take the bracket with S
and then put all antields equal to zero. When gauge xing, however, the role
of elds and antields can be interchanged, so that, in this basis, one has to put
other elds equal to zero after taking the bracket with S. This leads to a dierent
operator, which is still called the BRST operator. One can check that this operator
is weakly nilpotent, but now using the eld equations of the elds in the gauge
xed basis. The weak cohomology of this operator is again isomorphic to the
antibracket cohomology, but only for local functions. For local functionals one can
not make any statements anymore, since the proof of the equivalence heavily relies
on the acyclicity of the Koszul-Tate operator. In the gauge xed basis, elds can
have negative ghost numbers, and so, acyclicity does not hold on local functionals.
Chapter 4
New examples of innitly
reducible theories
4.1 Motivation and introduction
In chapter 2, the concept of reducible gauge theories was explained. We gave the
example of the antisymmetric tensor eld, which was an example of a rst order
reducible theory. We also mentioned theories with the so called -symmetry as
examples of innitly reducible theories.
Here, we will give 2 new examples of innitly reducible theories and show how
the BV formalism can be applied to such models. These examples can be seen
in the context of rst order actions with relations between the generators. They
have actions of the form
S = Ki()@
i +  aTa() ; (4.1.1)
where we call i the matter elds,  a are gauge elds and Ta are rst class con-
straints in the Hamiltonian language, generating a = 1; :::; n gauge symmetries.
The time derivative @ is always explicitly written and is not understood in the
DeWitt notation. These theories can be quantised in the Hamiltonian approach
using the Batalin-Fradkin-Vilkovisky (BFV) method (see [62, 63] for reviews), or
in the Lagrangian approach using the BV method, see section 3 of [59], or [43]. Ex-
amples of this are a large class of conformal eld theories [61], like ordinary chiral
gravity and W3 gravity, and the bosonic relativistic particle. In the Hamiltonian
language one can dene Dirac brackets under which the constraints Ta form the
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(current) algebra
[Ta; Tb] = f
c
abTc : (4.1.2)
Now, the generators Ta() can be linearly dependent. In that case one has
relations between the generators of the form
Zaa1Ta = 0 ; (4.1.3)
and one calls the constraints (in Hamiltonian language) reducible. These systems
can also be quantised using the BFV or BV approach, and we will use the latter.
It is clear that, in this case, we have extra symmetries of the form
 a = a1Zaa1 : (4.1.4)
Therefore, one should also introduce, besides the ghosts ca coming from the gauge
symmetries generated by Ta, extra ghosts c
a1 [64]. On the other hand, (4.1.3)
means that the gauge generators are not linearly independent, and so, we need
ghosts for ghosts ca1 . The quantisation of such systems, under suitable assump-
tions of the gauge algebra, is discussed in [59] (section 3) and in [43], in the context
of the superparticle and the Green-Schwarz superstring. In these theories, there
are even further zero modes
Zaa1Z
a1
a2 = 0 ; (4.1.5)
such that one has to introduce further ghosts for ghosts. In fact, these models are
innitly reducible, such that one has to work with an innite tower of ghosts for
ghosts.
In this chapter, we will give new examples of these systems, in the context
of conformal eld theory. They do not completely follow from the description in
[59] because the assumptions there are not satised anymore. As a warm{up, we
discuss a toy model in the next section to show the general idea and the basic
principles. After that, we give the example of the W5=2 algebra, which is a new
type of gauge algebra, not discussed in the literature so far. New in the sense
that there are symmetries which are proportional to symmetric combinations of
the eld equations. As explained at the end of section 3.2.2, this makes that the
properness condition is not equivalent to completeness.
The following sections are based on work in collaboration with K. Thielemans
[33].
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4.2 Toy model : a fermion in a gravitational eld
4.2.1 Some generalities
We have already seen the example of 2d chiral gravity, which is a conformal eld
theory with energy momentum tensor T = 12@X
@X. The classical action is of
the form
S0 = S0 + hT ; (4.2.1)
where S0 depends only on the matter elds, in this case the X
’s. S0 and T
transform under the conformal symmetry as
S0 = −@T T = @T + 2@T : (4.2.2)
The derivatives only work on the rst object behind the @ or @. The model
can be considered as being a scalar matter eld coupled to a chiral gravitational
background eld h in 2 dimensions. The construction of the extended action was
straightforward and given in (3.1.7). However, (4.2.2) suggests that one can build
the extended action in terms of the current T and the gauge eld h, without
specifying the realisation. In our example, the extended action can be rewritten
as
S = S0 + T [c@T + 2@cT ] + h[r(−1)c] + c@cc : (4.2.3)
This way of writing the extended action is only to show that our results are
realisation independent. One can not simply treat T and T  as elementery elds,
since we can not express e.g. the X in terms of T . However, as a working









@T . The advantage of this
approach is that this extended action can be used for any realisation satisfying
(4.2.2).
However, one can also nd realisations with fermions as matter elds. For
instance, a two fermion model with anticommuting elds  ;  , a classical action
S0 =  @  and T =
1
2@ 
 − 12 @
 . The conformal symmetry is the invariance
under the transformation  = @ + 1
2
@ , and analogous for  . Even more




and T = 12@  , with the same transformation rule as above.
It can happen that there appear extra constraints between the generators. E.g.
in our one fermion model, the extra constraint is T 2 = 0. This is due to the fact
that fermions anticommute and square to zero. As mentioned in the previous
section, these constraints generate extra gauge symmetries. In the theory where T
is used to work in a realisation independent way, which we will call the macroscopic
theory from now on, this extra symmetry is h = T. In the theory where the
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realisation is explicitly specied, which we will call the microscopic theory, we have
two extra gauge symmetries, namely h =  1; h = @ 2. So, in the quantisation,
we must distinguish between these two cases. We will rst discuss the macroscopic
theory and comment on the microscopic theory later.
4.2.2 The macroscopic theory
In this theory, we will assume there is some realisation that gives a constraint
T 2 = 0 : (4.2.4)
To quantise this theory, we start with an action S0 and an energy momentum
tensor that satisfy (4.2.2). The gauge symmetries can be written in terms of the
current T , coming from some transformation rules on the (unspecied) matter
elds, i.e. coming from the microscopic theory. Because of the completeness, we
also have to include the extra gauge symmetry on the gauge eld h, due to the
constraint (4.2.4). The complete set of symmetries is
1T = 1@T + 2@1T 2T = 0
1h = r
(−1)1 2h = T2 : (4.2.5)
The 1 symmetry is the Virasoro symmetry, for which we introduce a ghost c
1.
Remark that the 2 symmetry on the elds is a symmetric combination of the eld
equations, i.e. it is of the form i = yjS
ji, where the S matrix is symmetric in i
and j, which label the elds T and h. This implies that properness does not imply
completeness1. As mentioned in the previous chapter, the question arises wether
we should introduce a ghost for this symmetry or not. Equivalently, should we
require properness or completeness ? The answer is given by the requirement of










ji]. Here, the matrix E is always (graded) antisymmetric in i and
j. So, in order to guarantee the acyclicity of the KT operator, we will introduce
a ghost c2 with KT c

2 = h
T . This means that, if there is a dierence between
properness and completeness, one should require completeness.
The extended action at antieldnumber one is then
S1 = T [c1@T + 2@c1T ]
+h[r(−1)c1 + Tc2] : (4.2.6)
1However, vice versa, completeness always implies properness.
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The transformation matrix Ria is
Ria =





where this matrix is working on an additional delta function (x − y), and the
derivatives in this matrix are w.r.t. x. Remark that the a index is dierent from
the one in the previous section. Here, a = 1; 2. It includes the a and the a1
symmetries. As can be easily seen, the gauge generators are not all independent,






which clearly satises Riav
a = 0. Whether this is a "good"
zero mode or not will be discussed in the next subsection.
4.2.3 Zero modes dictated by Koszul-Tate
For each zero mode that one nds, one expects to introduce a ghost for ghosts.
This follows in fact from the properness condition (3.2.20). It says that, whenever
there is a zero mode va, it should be weakly proportional to the reducibility matrix
Zaa1 , for which one has to introduce a ghost for ghosts. However, there are some
subtleties when the zero modes are vanishing on shell, because the properness
condition is satised for any va  0. We have discussed this subtlety in section
3.2.3 for arbitrary gauge theories. Let us illustrate this in our example. We have











First of all, let us look at functions at antieldnumber 1. For instance we have
that KT (h
T ) = 0, for which we have introduced fc2; c2g that kills this cycle.
Then observe that KT (@h
T ) = 0 and also KT (h
@T ) = 0. But these can be
written as KT [1=2(@c

2h
@h)], so that we do not have to include the symmetry
h = @T. In fact, this symmetry can be written as a combination of our true
gauge symmetry and an antisymmetric combination of the eld equation of h. At
antieldnumber two we have further KT invariants, e.g. KT (c

2T ) = 0. This






. However, this cycle is KT exact and we do not need further ghosts.
Indeed, (c2T ) = KT (c

2h
). Looking at the general conditions for KT exactness
(3.2.29), one can check that these equations are satised.
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On the other hand we also have that KT (c

2@T ) = 0, which is also vanishing
on shell, but it is not NOT KT exact. For this cycle, although also vanishing on







Another non KT exact invariant is −[r4c2 + 2c

1T +h
r2h], for which we intro-




















(−3)c11 + @Tc21 ]
+c1@c
1c1 + c2[@c
2c1 − 3c2@c1] : (4.2.12)
4.2.4 The innite tower of zero modes
Having found (4.2.11), one can now look for further zero modes, starting at anti-
eldnumber 3. After some analysis, one nds again KT non-exact invariants. The

















where fc12; c12g is the new ghost for ghosts pair to kill this cycle. We also nd
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It determines terms in the extended action proportional to antieldnumber 3 :
S3 = −c11T@c
12 + c21[r
(−6)c12 + Tc22] + ::: ; (4.2.16)
where the dots now indicate terms quadratic or more in antields.
Intuitively, it is now clear that this procedure repeats itself ad innitum. We
will always have two kinds of zero modes, which we call dynamical and algebraic
zero modes. The dynamical zero modes contain a time derivative and ensure that
the ghosts for ghosts are propagating after gauge xing. Indeed, after this pro-
cedure is completed, the gauge xing is analogous to ordinary 2d gravity, namely
h = b1; c

2 = b11; c





 @ + b1 @c
1 + b11
@c11 + b12
@c12 + ::: : (4.2.17)
On the other hand there are the algebraic zero modes. These follow directly
from the constraint T 2 = 0, and from the derivatives on it. One can convince
oneself that the terms in the extended action coming from the algebraic zero
modes disappear after gauge xing. The general structure is that the algebraic
zero modes at antield number n determine the dynamical zero modes at antield
number n+ 1. The antields of the ghosts for ghosts for the algebraic zero modes
become, after gauge xing, the antighosts of the ghosts for ghosts, coming from
the dynamical zero modes. This was, without using the terminology of algebraic
and dynamical zero modes, already pointed out in [59].
Let us nally comment on the extra condition for nding KT invariants, namely
eqn. (3.2.32). We will show here that in the macroscopic theory, this equation is





, for any function







However, it does not automatically satises (3.2.32) for arbitraryA. One can check
that A = T and A = @2T satisfy the extra condition. They indeed correspond to
the zero modes in (4.2.15).
4.2.5 The microscopic theory
In this section, we will briefly comment on the dierence between the micro- and








h @ : (4.2.19)
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We now have as a complete set of symmetries
1 = 1@ +
1
2
@1 2 = 0 3 = 0
1h = r
(−1)1 2h =  2 3h = @ 3 : (4.2.20)
We have one more gauge symmetry than in the case of previous sections. This
is of course due to the fact that we know the (microscopic) details of the energy
momentum tensor. The transformation matrix is now
Ria =

@ + 1=2 @ 0 0
r−1  @ 

: (4.2.21)
In the microscopic theory, we got rid of the symmetries, graded symmetric in the
eld equations. Indeed, the symmetry h = T is in the microscopic theory a
combination of the 2 and 3 symmetries. The latter are however not vanishing on
the stationary surface.
We have to introduce three ghosts : c1, fermionic, c2 and c3, both bosonic.
Using these elds, we can construct the extended action up to antield number
one : S1 = iR
i
ac
a. As for the macroscopic theory, the generators Ria are not
linearly independent. It turns out one can nd ve zero modes, corresponding to










2h−h@ ; c1 ; c

2@ 
and c1@ + c

2 . They form the rst level reducibility matrix
Zaa1 =
0@  @ 0 0 0r−3=2 −1=2@2h  0 @ 
0 r(−5=2) 0 @  
1A : (4.2.22)
There are two dynamical and three algebraic zero modes. One can again imagine
that this leads to an innitly reducible theory. Nevertheless, one can construct
the extended action and gauge x it. It will again lead to an action analogous to
(4.2.17). But now, there are more ghosts for ghosts per level of reducibility, and
they have dierent statistics. Also the conformal spins of the ghosts are dierent.
It is not clear to what extend the micro- and macroscopic theories are equivalent2.
We leave this as an open problem.
2It is surprising that, if one forgets about the extra symmetries (both in the micro- and
macroscopic theory), one can still obtain a gauge xed action S = 1
2
 @ +b@c with the standard
BRST rules  = @ c + 1
2
 @c; c = @cc; b = −T + 2b@c + @bc. Therefore, it is not excluded
that all the ghosts for ghosts cancel out each other.
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4.3 A new type of gauge theory : the W2; 52 algebra
4.3.1 The current algebra
The W2;5=2{algebra was one of the rst W{algebras constructed, see [65] where it
is presented in the quantum case with Operator Product Expansions [61]. We need
it here as a classical W{algebra, i.e. using Dirac brackets. The algebra consists of
two currents : T , the Virasoro generator, and a primary dimension 52 (fermionic)
current G. They satisfy
[T (z); T (w)] = −2T (w)@(z −w) + @T (w)(z −w)
[T (z); G(w)] = −5
2
G(w)@(z − w) + @G(w)(z −w)
[G(z); G(w)] = T 2(w)(z −w) : (4.3.1)
Here, these brackets are only dened formally, and one should look for systems with
elds and their momenta that realise this algebra. Taking (4.3.1) as a denition,
the Jacobi identities are only satised modulo a \null eld"
N1  4T @G− 5@T G : (4.3.2)
In this context, we call \null elds" all the combinations of T and G which should
be put to zero such that the Jacobi identities are satised. We can check by
repeatedly computing Dirac brackets with N1 that the null elds are generated by
N1 and
N2  2T
3 − 15@GG : (4.3.3)




with fi dierential polynomials in T and G.









 +  

T ; (4.3.5)
where  is a complex fermion satisfying the Dirac bracket [ (z);  (w)] = (z−w).
One can easily verify for this realisation that the null elds Ni vanish.
In fact, for any realisation in terms of elds with associated Dirac brackets (e.g.
free elds), the null elds will vanish identically. Indeed, they appear in the rhs
of the Jacobi identities, which are automatically satised when Dirac brackets are
used. This means that in any realisation, the generators T;G are not independent.
They satisfy (at least) the relations Ni = 0. In the following section, we will see
that these relations have important consequences for the gauge algebra.
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4.3.2 The gauge algebra
In order to construct a gauge theory based on this algebra, one must work in a
certain realisation, i.e. one must specify matter elds i and an action S0, as in
(4.1.1) . The generators T (), G() satisfy the algebra (4.3.1) with N1 = N2 =
0, because we are now using Dirac brackets. They generate, being rst class




where the index a runs over the number of generators, and there is no summation in
the rhs. In the same spirit of the previous sections, we will not make a choice for the
realisation and use only the information contained in the algebra of the generators
to construct a gauge theory. Instead, we will treat T and G as elementary elds.
In that case the transformation rules can be written on the currents, and one nds










@G G = T
2 (4.3.7)
Hence, we will assume that there is some action S0 that transforms under
conformal resp. supersymmetry with parameters  resp.  as
S0 = −@T S0 = −@G : (4.3.8)
The commutators between two symmetries can be computed using the Jacobi
identities :









bffTa; Tbg; g :
We nd :
[1 ; 2 ] = ~=2@1−1@2
[; ] = ~=−@+3=2@
[1 ; 2] = ~=221T : (4.3.9)
Now, we can gauge these symmetries by introducing gauge elds h (bosonic)
and f (fermionic) for the conformal and susy symmetries. The action is then
S0 = S0 + hT + fG : (4.3.10)
4.3. A new type of gauge theory : the W2; 52 algebra 63
The transformation rules that make the action invariant are
h = r
−1 h = fT
f = @f −
3
2
f@ f = r
−(32 ) ; (4.3.11)
These rules enable us to study the gauge algebra. Computing the commutators
of the gauge symmetries on the gauge elds, we see that they close only after
using equations of motion. In the usual case for open algebras [18] one has the
usual structure functions T abc and a graded antisymmetric eld equation matrix
Eijab. In the case of W2;5=2 however, the commutator of two supersymmetries gives
us something unexpected. Computing the commutator (4.3.9) on the gauge elds,
we nd : 
[1 ; 2 ]− ~=221T







[1 ; 2 ]− ~=221T





+921f@T + @(21f)T ; (4.3.12)
The terms between square brackets on the rst line is an antisymmetric combina-
tion of the eld equation of h; yh = T . The last two terms of the rhs for h together
with the rst and second term of the rhs for f again form trivial eld equation
symmetries. However, the two terms on the last line of the rhs for f remain. As
they arise from the commutator of two symmetries, they must leave the action
invariant too. So, they generate a new fermionic symmetry, given by :
n
i = 0
nh = 0 nf = 9n@T + 4@nT : (4.3.13)
Note that it acts only on the gauge elds, and hence leaves S0 invariant. Remark
that this symmetry is proportional to eld equations. However it is not a graded
antisymmetric combination, in which case it could be neglected in the quantisation.
Here, this extra symmetry is essential for constructing the extended and gauge
xed action.
Of course, in hindsight it is obvious there is a corresponding symmetry associ-
ated with a null eld. However, if one tries to quantise the action without knowing
the algebra of the previous section, one is surprised that the gauge transforma-
tions (4.3.11) do not form a closed algebra, even after using trivial (i.e. graded
antisymmetric combinations of the eld equations) equation of motion symmetries.
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Completely analogous, one can nd a second new symmetry. This symmetry
will appear in the commutator [; n], on the gauge elds again. It does not
close using trivial eld equation symmetries, but gives rise to terms proportional
to the eld equations yh = T and yf = −G. The second symmetry, with bosonic




2 mf = −15m@G ; (4.3.14)
which indeed leaves the action (4.3.10) invariant when using N2 = 0, see (4.3.3).
The two new symmetries are proportional to eld equations itself. The way
they are written down is not unique. For instance, one could change (4.3.13)
to nh = −4n@G; nf = 5n@T . This choice is however equivalent, since it cor-
responds to (4.3.13) by adding graded antisymmetric combinations of the eld
equations. This does not change the theory and its quantisation. In any case,
we have here an example of weakly vanishing symmetries which are not antisym-
metric combinations of the eld equations, but contain a symmetric part in the
eld equations of the gauge elds. For these models the conditions of properness
and completeness are not equivalent, and now the statement of completeness re-
quires to add these eld equation symmetries to the other two (the conformal and
supersymmetry). In total we thus have four symmetries. One can then check
that the gauge algebra of these four symmetries are of the form (2.5.1), with Eab
graded-antisymmetric.
4.3.3 Reducibility
Having these null elds, we are in the situation of reducible constraints, and so,






where now the index a = 1; :::; 4 and i runs over the matter (or realisation inde-
pendent, T and G) plus gauge elds. By relevant we mean that they correspond to
nontrivial cycles under the Koszul-Tate dierential. This point was explained in
section 3.2.3 and illustrated in our toy-model of the previous section. The matrix
of gauge generators is given by
Ria =
0B@
@T + 2T@ −3=2@G− 5=2G@ 0 0
@G+ 5=2G@ T 2 0 0
r(−1) −fT 0 2T 2
@f − 3=2f@ r(−3=2) 9@T + 4T@ −15@G
1CA ; (4.3.16)
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so we have four ghosts ca; a = 1; :::; 4. We expect that the zero modes are related
to the relations Ni. Let us rst look to the transformations of the matterelds 
i.
Consider the transformations generated by taking Poisson brackets with the Ni.
Because the relations contain only the generators T;G, we can use Leibniz rule
and some partial integrations to rewrite the transformation as a combination of







However, because N1 = 0, the previous equation gives us a relation between the
transformations of the matter elds (valid for every realisation). Similarly, via
N2 we can nd another relation between the gauge transformations acting on the
matterelds.
These two relations satisfy eqn. (4.3.15) o shell, i.e. with vanishing f coe-
cients, for the i{index running over the matter elds, . However, a zero mode must
have four entries. The above relations only determine the rst two, because theRia
matrix has zeroes in the right upper corner. The two other entries are determined
by requiring that the relation (4.3.15) also holds when the index i runs over the

















together with some nonvanishing f ija1 ’s. These zero modes are relevant because, as
one can check, they correspond with non exact KT invariants for which we now























































Using the terminology of previous section, these zero modes are called dynami-
cal. One sees that computations become rather involved, especially when going
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to higher antieldnumber. The calculations can be done using Mathematica [67].
Apart from these dynamical zero modes, we also have algebraic zero modes, cor-














for which we need two further ghost for ghosts c31 and c41 .
With this information we can continue the computation of the extended action







Again, this is only a necessary condition, and we have to compute the cohomology
of KT (now at antield level 3). The results is
Za1a2 =
0B@
0 0 0 0 0 0
0 0 0 0 0 0
r−8 0 0 T 2 0 0
4@f − 34f@ r
(−172 ) @T 0 T 2 TG
1CA (4.3.22)
They again consist of dynamical and algebraic zero modes. In the same way, we
will nd zero modes for Za1a2 and so on. This means a gauged W2;5=2 system is
reducible with an innite number of stages.
4.3.4 Gauge xing and BRST operator
In this section, we show briefly how the gauge xing can be performed and how the
resulting BRST charge will look like. We assume that we have succeeded in nding
all zero modes at all stages. So, we have introduced ghosts ca for every symmetry
Ria, ghosts-for-ghosts c
a1 for every zero mode Zaa1 and so on. The extended action
takes the form






ai+1 + : : : (4.3.23)
where i = fT
; G; h; fg and the ellipsis denotes terms at least quadratic in
antields or ghosts. They are determined by the master equation (e.g. the eld
equation matrices Eijab and f
ij
a1 appear in the part quadratic in antields, and the
structure functions T abc appear in the part quadratic in the ghosts). It turns out
we can always choose a basis such that there are no terms with T  nor G, except
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in S1. Therefore, there are no diculties in taking derivatives w.r.t. T and G and
their antields.
We will denote cai corresponding to a dynamical zero mode inZ
ai−1
ai collectively
as cfaig, and those corresponding to algebraic zero modes as ~cfaig. The gauge
xing is can easily be done analogous to the toy-model. Again, the algebraic
zero modes at antield number n determine the dynamical zero modes at antield
number n + 1. The antields of the ghosts for ghosts coming from the algebraic
zero modes become, after gauge xing, the antighosts of the ghosts for ghosts for
the dynamical zero modes [59]. So, we will chose the gauge corresponding to the
canonical transformation
h = bf1g h = −b

f1g
f = bf2g f = −b

f2g
~cfaig = bfai+1g ~c
faig = −bfai+1g : (4.3.24)
It consists of putting the gauge elds h; f and all the ghosts ~cfaig to zero. The
gauge xed action can then be brought to the from of a free eld theory




where sum is over all "dynamical" ghost at each stage and then summed over
all (innitly many) stages. Moreover, the extended action is linear in the new
antields. This can be proven using dimensional arguments. We leave this as an
exercise for the reader. This means that the BRST transformations A = (A; S)
in this gauge choice are nilpotent o shell. The BRST operator that generates these
transformations can be derived from
A = [A; Q] : (4.3.26)
Applied to our case this gives a BRST current that starts like :




f21g + : : : (4.3.27)





5.1 The basic philosophy
In this section we review the basic philosophy behind the Pauli-Villars (PV) reg-
ularisation procedure [68] that we will use and we point out what the main steps
are in calculating anomalies with this scheme. It was rst shown in [69] how this
method can be used to obtain consistent Fujikawa regulators for anomaly calcula-
tions. The advantage of Pauli-Villars regularisation is that it gives a regularised
expression for the complete one-loop path integral and not only for specic dia-
grams. The one-loop regularised path integral provides a regularised expression
for the Jacobian of the measure under transformations of the elds. For a more
detailed description of this set-up, we refer to [69, 70] and to [25, 71, 43] for more
pedagogical expositions and applications. For a review on other regularisation
schemes, see [72].
Suppose that we start from an action S[A] that has some rigid symmetries
given by 
A = 
A. This can be the gauge xed action of a certain theory,
or simply an action without local symmetries. One introduces for every eld A
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up to fourth order in PV elds. These terms can be neglected since we only work
at one loop.








The matrix TAB has to be invertible, such that all PV elds have well dened
propagators. The mass term is in general not invariant under (5.1.2). This depends
on the choice of the T matrix.





h (S+SPV +SM ): (5.1.4)
The Gaussian integral over the PV elds is dened in such a way that the PV elds
actually regularise. The PV elds itself generate extra diagrams which have to be
added to the original ones. The sum of the two diagrams can be made nite if
the divergences of the PV diagram cancel the divergences of the original diagram.
This cancellation of divergences can be achieved when the PV loops produce an
extra minus sign w.r.t. the corresponding loops of the original particles.
To do this properly, one should introduce several copies Ai ; i = 1; :::; N of PV
elds, each copy carrying a (dierent) mass Mi and a number ci. The total PV
action is then (dropping the PV index)










The integration over the PV elds is dened byZ
[di]e
i
h (SPV +SM ) = [det(SAB −M
2
i TAB)]
− 12 ci : (5.1.6)







i = 0 ; (5.1.7)
5.1. The basic philosophy 71
where c0  1. As an example, one could take three PV elds with c1 = c2 =




1 . When the PV elds are bosonic, it is
hard to imagine that we can take its c number equal to minus one. To make it
more realistic, one can replace each such boson by two ordinary fermions and an
extra boson, together with the usual integration rules.
The fundamental principle of PV regularisation is that the total measure is in-
variant under BRST transformations or other rigid symmetries, i.e. under (5.1.2).










The Jacobian of the PV elds then cancels the Jacobian of the ordinary elds
when imposing the condition
P
i=0 ci = 0. So at one loop, the total measure is
invariant. The only possible non-invariance in the regularised path integral is the
mass term SM .
The non-invariance of the mass term could cause anomalies. In this scheme we








h (SPV +SM ); (5.1.9)
in the limit M !1. If we dene a matrix ZAB by
SM = −M
2APV ZAB [; ]
B
PV ; (5.1.10)








for the anomaly in the -symmetries in this regularisation scheme2. Using the








with the denition of the jacobian J = T−1Z and with R = T−1S.
1A small remark about our terminology is needed here. We often speak of ‘anomaly’ when we
really mean the regularised Jacobian of the measure under a specic symmetry transformation.
Sometimes we use the term ‘genuine anomaly’ when an anomaly -a regularised Jacobian- can not
be cancelled by the addition of a local counterterm.
2The supertrace here is that strK = (−)A(K+1)KAA
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It is now easy to make the connection with the approach of Fujikawa [73] for



















Notice that we have carelessly interchanged the integral over  and the str. When
computing only the nite part of the anomaly, this causes no problem. This is
because  is always appearing in combination with M2. So, the M2 independent
part of the supertrace will also be  independent, as we will see below. Once we
know this, we can perform the  integral, which gives one. For the innite part
of the anomaly, one cannot simply commute the trace and the  integral. This is
clearly explained in [43]. A careful analysis leads to extra logarithmically diverging
terms, like M2 logM2, which have to be absorbed by the renormalisation before
the limit M2 !1 is taken.
To evaluate the traces, one can put the operator between a basis of plane waves.
So,












where t = =M2. Then one pulls the eikx to the left, replacing derivatives by
@+ ikx, and one takes the trace. However, this whole procedure is included in the
results of the heat kernel method [74]. The heat kernel is the expression
etRx(x − y) = G(x; y; t; ) : (5.1.16)







g g (@ + Y) +E ; (5.1.17)
where  = fg;Y; Eg. The latter two can be matrices in an internal space. The
restriction here is that the part which contains second derivatives is proportional
to the unit matrix in internal space. Further, in principle g should be a positive
5.1. The basic philosophy 73
denite matrix. For Minkowski space, we have to perform rst a Wick rotation,


















The ‘early time’ expansion of this heat kernel is as follows









where g = jdet gj, and (x; y) is the ‘world function’, which is discussed at





(y − x) +O(x − y)3 : (5.1.20)
Further, (x; y) is dened from the ‘Van Vleck{Morette determinant’ (for more









g(y) (x; y) : (5.1.22)
At coincident points it is 1, and its rst derivative is zero.
The ‘Seeley{DeWitt’ coecients an(x; y;) have been obtained using various
methods for the most important cases. In two dimensions the relevant coecients
are a0 for the innite part and a1 for the nite part, while in four dimensions
these are a1 and a2. For most applications we only need their value and rst
and second derivatives at coincident points. Remark that, when interchanging the
trace and the  integral, one would never obtain logarithmic terms in M2. Instead,





i = 0. This leads to wrong results.
It is clear that when regularising the theory in this way, one has the freedom
to choose dierent mass terms, i.e. dierent choices of the matrix TAB . When
we have a set of rigid symmetries, it is not always possible to choose a T matrix
that preserves all of them. Instead, choosing dierent T matrices can correspond
to keeping dierent symmetries manifestly invariant. The question then arises
whether changing T will change the quantum theory. As was conjectured in [57],
and proven in [79] the two theories, determined by taking two dierent T matrices,
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are related by a local counterterm M1. The argument goes as follows. We want




















M2 ] ; (5.1.24)
again, in the limit M2 !1.
In the next two sections we will illustrate these ideas in two examples. In the
rst example, we will compute BRST anomalies and show how to work with a eld
dependent T matrix. As a second example, we will compute anomalies in dierent
rigid symmetries and comment on the interpolation formula (5.1.24).
5.2 Strings in curved backgrounds
This section is based on [80]. We will investigate the anomaly structure coming











where  = 1; :::; D and G(X) is a general metric on space time. This action
has both local reparametrisation and Weyl invariance. These symmetries can be
recognised in the extended action at antieldnumber one :
S1 = Xc
@X
 + h[cγ@γh + (@c
γ)hγ + (@c
γ)hγ + ch] ; (5.2.2)
where c and c are the ghost for reparametrisation resp. Weyl invariance. Using




 − cc@c: (5.2.3)
One can check that there are no further terms at higher antieldnumbers, i.e.
S = S0 + S1 +S2 satises the classical master equation (S; S) = 0. A gauge xed




 = b ; (5.2.4)
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where b is now treated as an external source and b
 as the antighost. The
BRST rules can be computed as A = (A; S)j=0 in the gauge xed basis.
Now we regulate the theory using Pauli-Villars regularisation. Since we will
only deal with the matter loops, we only introduce PV partners for them, say
XPV . To construct an action for the PV elds, we have to choose a mass term.







So the mass matrix we have chosen is
T = h
aG(X) : (5.2.6)
The regulator then is
R = (T
−1)S ; (5.2.7)
where S is the matrix of second derivatives of the action w.r.t. the elds. Remark
that the regulator is reparametrisation invariant if a = 1=2, resp. Weyl invariant
if a = 0. So, we will have a Weyl anomaly for a = 1=2, and an Einstein anomaly
for a = 0. To compute the anomaly we have to write the regulator as a second







gg(@ + Y) + E ; (5.2.8)
where the derivatives keep on working to the right. The objects Y and E are
matrices in the internal space with indices ; . Now, we can read o these objects




















where 2g = g
−1=2@g








where y is the eld equation for X
. Since terms proportional to eld equations
in anomalies can always be cancelled (see at the end of section 3.3) , we will drop
this term.


















+c(@ + Y) : (5.2.11)
To compute the anomalies, we need the following Seeley-De Witt coecients
a0j = 1 ra0(x; y)j = 0 (5.2.12)
a1j = E −
1
6











where j stands for the value at coincident points x = y (after taking the deriva-
tives), the covariant derivative is with connection Y and W = @Y − @Y +
[Y;Y].
For the divergent part of the anomaly, taking into account the logarithmically
diverging terms we mentioned before, we nd








 + ac] : (5.2.14)
Miraculously, the terms with the connection coecients have cancelled each other.
This means the renormalisation procedure is the same as in a flat bacground.
Moreover, one sees that for a = 0, that is a Weyl invariant regulator, there is no
divergent part of S (dropping boundary terms), while for a = 1=2, the c terms




















Remark that for a = 0 the cosmological constant is not renormalised, so we did
not have to introduce it. However, for a = 1=2 it will be renormalised. This is
a clear dierence between the two regularisation schemes. Now we will study the
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 + ac] ; (5.2.17)
where we made use of the identity Γ; − Γ; = 0, which can be proven by
writing the Christoel symbols in terms of the metric. Let us consider the two
cases a = 0 and a = 1=2. In the rst case the anomaly must be proportional to
c, while in the second case it must be proportional to c. First we have to write
the Ricci scalar, dened by the "regulator metric" g in terms of the world sheet







h2h logh : (5.2.18)
For a = 1=2, we of course have that R(h) = R(g). The results are :







































One can compute the counterterm M1 that is needed to shift the anomaly from
the Weyl sector to the Einstein sector, using (5.1.24). For a flat background, this






















What are the conditions for the absence of anomalies ? The rst part, inde-
pendent of the chosen background metric, of both (a = 0 and a = 1=2) anomalies
can be cancelled by the ghost loops (which we have not treated here), provided
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one takes the dimension to be D = 26. The part coming from the background
vanishes if the Ricci tensor vanishes :
R(X) = 0 ; (5.2.22)
which are precisely Einstein’s eld equations in empty space. One can easily gen-
eralise this technique to more complicated backgrounds, e.g. when including an
antisymmetric tensor, dilatons, etc. . The above results, and the extensions to
more general backgrounds, were already found in [81], using dimensional regular-
isation. There (5.2.22) arises as a condition for the vanishing of the  function.
5.3 Fermions and b− c systems
In this section we will investigate anomalies in rigid symmetries. As an example
we take a very simple two fermion model
S = 2i  @− + 2i@+ ; (5.3.1)
where the  ;  is the complex conjugate of  ; . The factor i makes the action
real. The (Lorentz) spins s of the elds are ; γ for  ;  and −1−; 1− γ for  ; .
So, we have a rigid symmetry
L
i = si ; (5.3.2)
where i denotes the collective set of elds. We are especially interested in the
following three cases:
Fermion phase :  = −1=2 γ = 1=2
A phase :  = 0 γ = 1
B phase :  = −1 γ = 1 (5.3.3)
The interest in these special cases comes from topological eld theory [82, 83]. It is
known that one can twist [82, 85] an N = 2 supersymmetric eld theory, with the
above spin 1/2 fermions, into a so called A or B topological eld theory [84, 86].
Here, we consider only the fermionic subsectors of these models. After twisting,
the fermions are declared to be ghosts with ghostnumbers :
Fermion phase : gh( ) = 0 gh() = 0
A phase : gh( ) = 1 gh() = −1
B phase : gh( ) = −1 gh() = −1 (5.3.4)
So, in the A and B phase, the fermions can be interpreted as b − c systems.
These models can have, as we will see, anomalies in ghosts number or Lorentz
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symmetry. In fact, the topological twist procedure must be done in a regularised
way. Choosing dierent mass terms will respect either ghost number or Lorentz
symmetry. The results presented here are based on [87].
To regularise the theory, we have to choose a mass term. There are three
obvious choices
S0M = 2M [ 
 + ]
S1M = 2M [ 
 +   ]
S2M = 2M [  +
  ] : (5.3.5)
The rst one we will never use, since it never preserves Lorentz invariance explicitly.
So we concentrate on S1M and S
2
M . Let us rst consider the fermion phase. One
sees that both mass terms respect Lorentz as well as ghost number symmetry. So,
there are no anomalies in the fermion phase. Consider now the A phase. The rst
mass term is Lorentz invariant, so there is no Lorentz anomaly. However, the rst
term in S1M has ghost number 2 and the second term has ghost number -2. We
thus expect a possible anomaly in the ghost number current. For the second mass
term, it is vice verca: it has ghost number zero but we expect a Lorentz anomaly.
An analogous reasoning can be made for the B phase. When prefering Lorentz
invariant results, S1M is useful for the A phase and S
2
M can be used for the B phase.
However, in the context of twisting N = 2 theories, only S2M will preserve
supersymmetry explicit, both for the A and B phases3. Of course, to understand
this, one must add the bosonic sector to the theory. It is beyond the scope of this
chapter to explain this. For more details, see [87]. So, we imagine this fermion
model to be embedded in a larger theory where we want to regularise in a manifesly
supersymmetric (for the fermion phase) or BRST (in the A and B phases) invariant
way. Therefore, we can only use the mass term S2M .
So, if we want to regulate the A phase, we will start from the mass term S2M ,
and produce the Lorentz anomaly. To obtain Lorentz invariant results, we have to
compute the counterterm that moves the anomaly from the Lorentz to the ghost
number current. To do this, we need the interpolation formula (5.1.24). The mass
term that interpolates in a continuous way between Lorentz  = 1 and ghost
number invariant  = 0 mass terms is
SM () = S
1
M + (1− )S
2
M : (5.3.6)
Before starting the computation, one must change a little bit the formulas
for computing anomalies, when dealing with fermions. Indeed, one sees that the
3After the twist, a certain combination of the supersymmetry charges denes the BRST
charge.
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regulator one nds is linear in derivatives, for which the heat kernel method is not
applicable. To solve this problem, we do the following trick. First we notice that








































Now, we have obtained a regulator quadratic in derivatives and we can use the
heat kernel method. However, there is an extra term in the jacobian proportional
to 1=M . As we expand the regulator, using the Seeley-DeWitt coecients, in
inverse powers of M2, we will have no contribution of this extra 1=M term to the
nite part of the anomaly, in the limit M2 !1.
It is now clear that, by taking simply (5.3.1) as an action, one will produce
no anomalies. Indeed, the matrices T and J are eld independent (they are just
numbers), and the regulator consists of only derivatives, no elds. Applying the
heat kernel method, there will be no E matrix in the a1 coecient and the scalar
curvature R is also vanishing. This is not inconsistent, since our path integral is
just a number. We have no external elds (e.g. background elds, antields, ...)
which we can vary. Therefore, we will change the action (5.3.1), by introducing
background gauge elds :
S = 2i  r0;1−  + 2i
r1;−1+  ; (5.3.8)
where the covariant derivatives are dened by
rs;gh = @ + s! + ghA : (5.3.9)
! and A can be seen as gauge elds for which the symmetries can be made
local. Then, one must transform the gauge elds in the appropriate way, i.e.
s! = @
s for local Lorentz transformations 4, and ghA = @
gh, for local
ghost number symmetry. However, we keep them external in the sense that there
is no path integral over the gauge elds and so, they do not appear in loops. Doing
so, we do not need the ghosts and the gauge xings for these symmetries.
We will now compute the 2 dierent anomalies in the A phase, with (5.3.6) as
4For local Lorentz transformations, one must of course work in the vielbein formalism. This
is implicit in our notation in the sense that @ = e

@ and ! = e

!.
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0 0 − 1 
0 0 − 1− 
1−   0 0
− − 1 0 0
1CA : (5.3.10)
Remark that we go through a singularity when passing  = 1=2. At this point
the T matrix is not invertible and there are no propagators for the PV elds
anymore. This point is of no danger for our computations, because we can solve
this problem by slightly deforming the path we take. For instance, we could go
around the singularity by taking  complex.






1−  − 0 0
 − 1 0 0
0 0 1−  
0 0 − − 1
1CA : (5.3.11)
This matrix indeed vanishes for  = 1, since our mass term then is Lorentz invari-





− 1−  0 0
− 1  0 0
0 0  1− 
0 0 − 1 −
1CA : (5.3.12)
In this case the jacobian vanishes for  = 0, in agreement with the ghost number
invariance of the mass term at this value of .
The regulator for arbitrary  takes a complicated form. One can check that
the piece quadratic in derivatives is only diagonal for  = 0 or  = 1. To treat the
general case one has to use an extra trick 5. To keep things technically simple, we
only give the results for  = 0 and  = 1. The regulators are








0 0 r0;1− r
1;−1
+ 0





5One uses the identity str[J exp(R2=M2)] = str[AJA−1 exp(AR2A−1=M2)] for arbitrary ma-
trices A. Then one looks for a matrix A such that the new regulator R0 = AR2A−1 is diagonal
in second derivatives.
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and








0 0 r−1;−1− r
1;−1
+ 0









M2 ] ; (5.3.15)
where s is the parameter of the Lorentz transformation. One can now compute
the anomaly using the heat kernel method. Using the vielbein formalism, one nds














 ) is the metric on the Riemann surface where the
action is integrated over and  is the permutation symbol. Because we have
regulated our theory in a manifest ghost number invariant way, this expression for
the Lorentz anomaly is ghost number invariant.
It is a subtle point what to do with this expression if  is taken to be constant.
In the computation, we did not need to specify whether  is taken to be local
or constant. This is because the fermions transform without derivatives and the
gauge elds are taken to be external. When  is a constant, the anomaly is the
integration of a total derivative. This gives a boundary term, which one usually
drops. However, as we will see for the ghost number anomaly, boundary terms can
not be neglected. The ghost number anomaly will be proportional to the Euler
characteristic, which is also the integral of a total derivative. But we can not
simply drop it since it is a topological invariant.
So for constant , the anomaly is still present. It is then very surprising that





 + !A + F (A) : (5.3.17)
This can only be done for a local parameter since for a constant we have that
s! = @
s = 0. The function F (A) can be chosen arbitrary since A does not
transform under local Lorentz transformations. We will x it later on.
One can now compute the ghost number anomaly by following completely the




M2 ] : (5.3.18)
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The rst term of this expression can be rewritten as
p
gR(g). This is because we
can express the spin connection in terms of the metric and the vielbeins. For a
constant parameter this gives the Euler characteristic. This part of the anomaly
was already discovered in [88]. Also here the same remarks about constant or local
parameters can be made. For a local parameter the anomaly can be absorbed by










gives the correct answer. We now see that this counterterm moves the anomaly
from the Lorentz sector to the ghost number sector, for a local  parameter. For
constant , one can not interpolate, since the gauge elds do not transform. We
can also obtain this result directly from (5.1.24). One then has to deal with the
extra technical complication as described in the footnote.
To conclude this section and chapter, let us repeat that we can move anomalies
into dierent sectors. One must however be very careful with rigid symmetries,
where one has to take care of total derivatives and global aspects of the theory.
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Chapter 6
Quantum BV theory
6.1 The quantum master equation
In this section we will discuss the BV formalism at the quantum level and show
how the quantum master equation can be derived. From the classical theory we
have learned that there is an extended action S(;) satisfying the classical
master equation (S; S) = 0. We will now see that this is only the rst of a tower
of equations determined by the quantum theory. From the previous chapter, we
have learned that sometimes one needs counterterms that absorb the anomaly. In
the antield formalism, such counterterms can be antield dependent. In fact, the
full quantum (extended) action W (;) can be expanded in powers of h:
W = S + hM1 + h
2M2 + ::: : (6.1.1)
For a local eld theory we require the Mi to be local functionals. The antield
dependence of these counterterms generate quantum corrections to the transfor-
mation laws. An example of this will be given in section 3. The expansion (6.1.1)
is the usual one, but we will see later on that terms of order
p
h also can appear.







W (;) + J()

; (6.1.2)
where we have introduced sources J(), and in this subsection we work in the
gauge{xed basis. The gauge xing which we discussed, can be seen as the pro-
cedure to select out of the 2N variables, A and A, N variables over which one
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integrates (i.e. one has to choose a ‘Lagrangian submanifold’). To dene the path
integral properly, one has to discuss regularisation, which can be seen as a way
to dene the measure. In gauge theories, one can not always nd a regularisation
that respects all the gauge symmetries. This means that symmetries of the classi-
cal theory are not preserved in the quantum theory. Anomalies are the expression
of this non{invariance. If there are no anomalies, then the quantum theory does
not depend on the chosen gauge. This property does not hold when there are
anomalies. In that case the quantum theory will have a dierent content than
the classical theory. One can obtain in this way induced theories, which from our
point of view are theories where antields become propagating elds (this point is
nicely explained in [39]).
We have seen that gauge xing can be done by a canonical transformation.
Choosing another gauge amounts to performing another canonical transformation.
The consistency on the path integral is its independence of the chosen gauge.
Stated otherwise, it must be invariant under canonical transformations. More
geometrically , the path integral must be invariant under a continuous deformation
of the chosen Lagrangian submanifold. This leads to a condition on the quantum
extended actionW (;), well discussed in the literature, e.g. [13, 14, 43, 25, 89] :
A   exp
i







In powers of h the rst two equations (zero{loop and one{loop) are
(S; S) = 0
iA1  iS − (M1; S) = 0 : (6.1.5)
The rst one is the classical master equation discussed before. The second one is
an equation for M1. In a local eld theory we will moreover demand that M1 is a
local functional. If there does not exist such an M1, then A1 is called the anomaly.
It is clearly not uniquely dened, as M1 is arbitrary. The anomaly satises
(A1; S) = 0 ; (6.1.6)
which is a reformulation of the Wess{Zumino consistency conditions [78]. This
can be proven in a formal way by acting with  on the classical master equation.
But as mentioned, we need a regularisation procedure. In the expressions above,
divergences arise when acting with the  operator on a local functional. In general
this leads to terms proportional to (0).
In section 4, we will prove the consistency condition in a regularised way.
Motivated by the previous chapter, we will use Paul-Villars regularisation. Let us
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however mention that also dimensional regularisation can be used in the context
of BV quantum theory [90]. The way to implement the Pauli-Villars regularisation
scheme into the BV formalism was shown in [57, 37]. The rst step is to construct
the generalised PV action, depending on the elds and antields. Denoting z =
fA;Ag and w
 = fAPV ;

A;PV g, the regularised PV action is









where S(z) satises the classical master equation. The rst term of the PV action
is a generalisation of (5.1.1). Together with S(z) it satises, up to fourth order in
PV elds, the master equation where the antibracket now is in the space of elds
and PV elds, and their antields.














Sreg = 0 ; (6.1.9)
due to a cancellation between elds and PV elds, based on (5.1.7). Of course,
one should rst sum over all elds and antields before one integrates over the
internal momenta.
Anomalies then correspond to a violation of the master equation (Sreg ; Sreg) 6=
0, which we identify with S. It can be shown that, after integrating out the PV








where the jacobian J is given in terms of the transformation matrix K, the deriva-






−1)AC (TCB; S) (−)
B ; KAB = S
A
B : (6.1.11)
Note that in general SAB contains antields. Also the other matrices may be
antield dependent, and thus S will in general contain antields. For open
gauge algebras we will give an explicit example of this antield dependence. But
also for closed algebras this might happen, as was argued in [91]. It can again be
evaluated using the heat kernel of the previous chapter. In section 4, we explicitly
check that this expression for S satises the consistency condition
(S;S) = 0 : (6.1.12)
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Alternative formulations of the expression for the anomaly are given in [77]. They
show that there is always an M1 such that (6.1.5) is satised. However, this
expression is in general non{local. Anomalies appear if no local expression M1
can be found satisfying that equation. This is also reflected in the Zinn-Justin




< A > ; (6.1.13)
which are nothing but the anomalous Ward identities for gauge theories.
If the calculations are done in a specic gauge, one can not see at the end
whether one has obtained gauge{independent results. Therefore one often in-
cludes parameters in the choice of gauge, or background elds. The question then
remains whether this choice was ‘general enough’ to be able to trigger all possi-
ble anomalies. E.g. for the example of the bosonic string theory (for simplicity
in a flat space time background) the gauge h = 0 would not show the anomaly,




hR(h). Instead, a gauge choice h = H, where the
latter is a background eld, is sucient. More general, one cannot gauge x a
classical symmetry, if this symmetry does not survive the quantum theory. In the
BV formalism, no background elds are necessary, but one keeps the antield{
dependent terms through all calculations. The anomalies are reflected at the end





R(b). In this formalism it is then also clear how anomalies change by
going to other gauges. The relation is given by canonical transformations. It was
shown in the appendix of [57] that under canonical transformations, for any object




(X; logJ) ; (6.1.14)
where J is the jacobian of the canonical transformation.
Let us nally mention that the statement on choosing dierent mass terms TAB
still holds in the BV formalism. The counterterm that connects two regularisation
schemes is still given by (5.1.24). The anomalies which arise by choosing dierent
mass terms are related by the formula
iS(1) = iS(0) + (S;M1) ; (6.1.15)
Because the regulator can be antield dependent, so canM1 be antield dependent.
Comparing with (6.1.14), (6.1.15) expresses that choosing a dierent mass term is
equivalent with doing a canonical transformation.
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6.2 The regularised jacobian for pure YM
We will now illustrate the techniques presented above in the example of Yang-Mills
theory. This computation was done in [92], using the background eld method, and
in [93] using the BV formalism. We will here closely follow the latter. The extended
action was already given in (3.1.8). Before going to the anomaly computation, we
rst have to gauge x the theory by adding the non-minimal sector Snm = b
2=2,
and performing a canonical transformation with generating fermion f = A@b.
We will work in the matrix notation as explained in section 3.1, so a trace is
understood. This way of gauge xing is completely analogous to the one we did in
the example of Maxwell’s theory of section 2.2. After the canonical transformation,




















One can check that, when putting the antields equal to zero, this indeed leads
to a good gauge xed action, i.e. the Hessian (the matrix of second derivatives of
the action w.r.t. the elds) is non-singular.
The next step is to choose a mass matrix for the PV action TAB . In the basis
of increasing ghost number fb; A; cg we choose its inverse to be
(T−1)AB =
0@ 0 0 −10 g 0
1 0 0
1A : (6.2.2)
Remember that there is still the index of the Lie algebra. So the 1 is in fact the
unit matrix in the internal space of Lie algebra valued objects. The jacobian is
easily seen to be (since the mass matrix is eld independent, J = K)
JAB =
0@ 0 −@ 00 −c D
0 0 c
1A : (6.2.3)
Notice that this matrix contains derivatives, which makes things more complicated.
Indeed, this leads to computing the Gilkey (Seeley-DeWitt) coecients with a
derivative on it. This is possible, but quite tedious in four dimensions. There is
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(J + T−1J tT ) : (6.2.5)
We have used here conventions for transposing supermatrices and used the cyclicity
of the supertrace. These conventions can be found in section 4 of this chapter,
because there they will be used extensively. The symmetrised jacobian turns out






0@−c A 00 0 A
0 0 c
1A : (6.2.6)
The regulator is found to be
R =
0@D@ −(@b) + A cc@ R (@b)− A
0 −@c @D
1A ; (6.2.7)
where a derivative keeps on working to the right, unless it is between brackets.
Remember that there is still a delta function on which this matrix works. We
also have abbreviated the matrix R = DD
 − D
D + @
@ + 2F . Now
we have to nd, according to (5.1.17), the connection Y and the matrix E in d













































[Ac− (d− 1)cA] : (6.2.10)
The antisymmetrisation is [] = (12 − ). We will now compute S in two
and four dimensions. Let us start in 2 dimensions. Here we need the Seeley-
DeWitt coecient a1 = E (the curvature term is absent here, since we work in a
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flat background). We nd




which can be absorbed in a variation of a local counterterm





In fact, one must add here a coupling constant g2, since the engineering dimensions
are not correct. In two dimensions, the coupling constant has dimension 1, because
we have chosen that A has dimension zero. To derive this properly from the start,
one has to insert the coupling constant into the covariant derivative. Notice that
in four dimensions, the coupling constant is dimensionless and can be put equal
to 1.

















W = @Y − @Y + [Y;Y]
2E = rr
E
rX = @X + [Y; X] : (6.2.14)
The computation is quite tedious, and we will only give the results. As a rst
step one can check that the antield dependent part is zero. The part without
antields is given by













Again, there exists a counterterm that absorbs the anomaly. In four dimensions
it is























This shows, as was of course already known long ago [94] , that Yang-Mills theory
is free from anomalies.
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6.3 Anomalies in chiral W3 gravity
As we have seen in the classical analysis in chapter 3, section 3.2.4, chiral W3
gravity is an example of an open algebra. In the previous section, we have seen
an example of an anomaly computation for closed algebras. We will now compute
in detail the anomalies for an open gauge algebra of symmetries. Partial results
were already obtained in [95]. A complete (one loop) treatment, which we will
present below, in the context of the BV formalism was rst given in [40], using
PV regularisation. Later, the calculation was extended to higher loops [98, 105],
by using nonlocal regularisation in the BV formalism. Very recent, the anomaly
structure was analysed using BPHZ regularisation [99]. We will comment on this
later on.
Before going to the quantum theory, let us rst give the extended action in
the gauge xed basis. The gauge xing is done by performing the canonical trans-
formation from fh; h; B; Bg (elds and antields of the classical basis) to new
elds and antields fb; b; v; vg (the gauge{xed basis):
h = −b; h = b and B = −v; B = v : (6.3.1)
The extended action in the gauge xed basis is
S = −12 (@X
)(@X) + b@c+ v @u− 2b@b(@u)u
+X[(@X
)c+ d(@X
 )(@X)u− 2(+ 1)b(@u)u(@X)]
+b[−T + 2b@c+ (@b)c + 3v(@u) + 2(@v)u − 2b(@b)(@u)u
+v[−W + 4Tb@u+ 2@(bT )u+ 3v@c + (@v)c − 4b@v + 6@(bv@uu)]
+c [(@c)c + (@X)(@X)(@u)u]
+u [2(@c)u− c(@u)] ; (6.3.2)








)(@X )(@X) : (6.3.3)
One may check now that the new antield independent action, which depends thus
on fX; b; c; v; ug, has no gauge invariances. These are thus the elds that appear
in loops.
It will be useful to summarise some properties of the elds in the following
table :
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gh j dim− j gh j dim− j
X 0 0 0 X −1 0 2
B 0 −3 2 B = v −1 3 0
h 0 −2 2 h = b −1 2 0
c 1 −1 0 c −2 1 2
u 1 −2 0 u −2 2 2
@ 0 1 0
@; r 0 −1 2
D 0 −2 2
Table 6.1: We give here the properties of elds and derivative operators. gh
is the ghost number and j is the spin. Further one can assign an ‘engineering’
dimension to the elds and derivatives, such that the Lagrangian has dimension
2. We dened dim() = 2 − dim() (the number 2 is arbitrary, this freedom is
related to redenitions proportional to the ghost number). When we subtract the
spin from this dimension, we nd that only a few elds have non zero dimension.
.
6.3.1 Calculation of the one{loop anomaly without anti-
elds
We rst need the (invertible) matrix of second derivatives w.r.t. the elds of the
gauge{xed basis. Using the theorem of section 3.3, we will only need in these
second derivatives the terms without elds of negative ghost numbers and at most
linear in c and u, the elds of ghost number 1. We will therefore in the entries
still use the names of elds and antields as in the classical basis. In the following
matrices we rst write the entries corresponding to the bosonsX, and then order
the fermions according to ghost number and spin: 0A = fX; v = B; b = h; c; ug
we have S0AB =










q = ( 0 @(D
−2u)(@X) 0 0 )
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~r =
0B@
0 0 D−1 r−2
0 0 r−1 yhD−2
D3 r2 0 0
r3 D4yh 0 0
1CA ; (6.3.4)
where yh = T is the eld equation of the gauge eld h. A lot of zeros follow already
from the ghost number requirements.
To obtain the regulator we have to choose a mass matrix T and multiply its
inverse with ~S0. Looking at the table 6.3 for the spins of the elds, we notice
that some fermionic elds (e.g. c) do not have a partner of opposite spin. This
we need to make a mass term that preserves these rigid symmetries (the PV
partners of elds have the same properties as the corresponding elds). Further,
the regulator will not regularise because the fermion sector of (6.3.4) is only linear
in the derivatives. This problem we also met in the previous chapter. These two
problems can be solved by rst introducing extra PV elds (this procedure was
already used in [57]). They have no interaction in the massless sector and do not
transform under any gauge transformation. Inspecting the ghost numbers and
spins of the fermions in f0Ag, we nd that we need extra PV elds with ghost
numbers and spin as in table 6.3.1. Then we can choose the mass matrix T to be
gh j dim− j
u 1 −3 1
c 1 −2 1
b −1 1 1
v −1 2 1
Table 6.2: The extra non{interacting and gauge invariant PV elds. The ghost
numbers and spins are chosen in order to be able to construct mass terms for
c; u; b and v. The names are chosen such that gh(x) = gh(x) and j(x) = j(x)− 1.
The dimensions follow from the kinetic terms, although this would still allow less
symmetric choices.
T =
0@  0 00 0 1
M
0 − 1M 0
1A ; (6.3.5)
where the second entry refers to the fermions from above, and the third line to the
four new fermions. The latter are thus ordered as in the table. The kinetic part
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of their action can be chosen such that the enlarged matrix S0AB is
S0AB =
0@ S q 0−qT ~r 0
0 0 −~@
1A ; ~@ 
0B@
0 0 0 @
0 0 @ 0
0 @ 0 0
@ 0 0 0
1CA : (6.3.6)
To put everything together, we nd as regulator
R = R0 +MR1
R0 =
0@S q 00 0 0
0 0 0
1A ; R1 =
0@ 0 0 00 0 ~@
−qT ~r 0
1A : (6.3.7)
The jacobian J is again equal to the transformation matrix K dened in (6.1.11).
Dropping again terms of pureghost number 2 or antield number 1, we nd
K =





 c@ + 2ud(@X
)@
















0 0 −(c@)−1 −2(1− )yh(u@)−1
0 0 −2(u@)− 12 −(c@)−2
1CCA ;
(6.3.9)
where we used the shorthand
(c@)x = c@ + x(@c) : (6.3.10)
The expression ofR is so far still linear in derivatives for the fermionic sector. This
we solve as in [69] by multiplying in (5.1.12) the numerator and the denominator
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0@ S q 1M q ~@−~@qT ~@ ~r 0
0 0 ~r~@
1A : (6.3.12)
On the other hand
KR1 =
0@ 0 0 KF ~@0 0 KF F ~@
0 0 0
1A : (6.3.13)
This can not contribute to the trace because grouping the rst two entries together,
this regulator is also upper triangular. Therefore we can omit the term KR1, and
then only the rst two rows and columns of the regulator can play a role. This





















The evaluation of this supertrace will be done using the heat kernel method, was
it not that our regulator contains terms with second derivatives which are not
proportional to the unit matrix in internal space. We can anticipate on the form
of the anomaly which we have to obtain. The anomaly S should be an integral of
a local quantity of spin 0 and dimension 2. From the dim− j column of table 6.3,
we then see that the anomaly can be split in a part without B, and a linear part
in B, which can not contain h:
(S)0 = hS + BS : (6.3.15)




0; @r3; @r2; @r−1; @r−2





2(@X)@ 0 @(D−2u)(@X) 0 0
0 0 @D4yh 0 0
@(@X)(D−2u)@ 0 0 0 @yhD
−2
0 0 0 @D−1 0
1CA :
In the last expression 2 is a flat @ @.
First for the calculation at B = 0 we need for each entry the expression of
Aj = −i
Z





















Using the Seeley{DeWitt coecients1
a0j = 1 ; ra0(x; y)j = 0 (6.3.19)













where j stands for the value at coincident points x = y (after taking the deriva-













dx (6j2 − 6j + 1)c @3h : (6.3.21)
For the overall normalisation of this anomaly, we used
p
g = 2, in accordance with
the form of g which follows from (6.3.18). In this way, we thus use the coordi-
nates x = fx+; x−g, and the integration measure dx in the above integral is then
dx+ dx−. If one uses dx = dx0 dx1 then the scalars as R and E do not change, but
p
g = −2, where  is the parameter in the denitions in footnote 3. Therefore
the overall factor 1=(24) in the above formula, gets replaced by 1=(482). One
can either interpret dx as dx+ dx− or as dx0 dx1 with  = 1=
p
2. The overall nor-
malisation in fact depends just on the transformation law: if S1 contains Xc@X





dx0 dx1 c @(@0 + @1)
2h ; (6.3.22)
independent of the denition of @. In all further expressions for anomalies we
again omit
R
dx with the normalisation as explained above.












 − 100 c)@
3h ; (6.3.24)
1The conventions are Rγ = @γΓ

 − ::: and R = R
γ
γg
 . Further W = @Y −
@Y + [Y;Y ].
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where XX is the contribution from the matter entries in the matrices, and FF
comes from the fermions and gives the factor −100.

























where the last step could be done because R1 is linear in B, and we know that
the result should be linear in B. We have for K and R1 the general forms
K = k0 + k1@ ; R1 = r0 + r1@ + r2@
2 : (6.3.26)














As the metric is flat, there is no non{trivial contribution from 1=2 and (x; y)
in (5.1.19). The only new coecient which we need are the second derivatives at
coincident points. For a flat metric, and being interested only in linear terms in
E and Y, the coecients are
rra0j =
1



























which can be used to obtain
























We have thus obtained the anomaly at antield number 0. It consists of three
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where ~c was given in (6.3.23), and
~h = h + 2dB@X
 : (6.3.32)
It is the total contribution from the matter loops. The other two parts originate
in loops with fermions. They are











FFS  0 : (6.3.33)
The upper index 0 indicates that we have so far only the terms of antield number
0.
6.3.2 Consistency and antield terms
From the formal argument in (6.1.6) and as we will prove later on, we know that the
anomaly is consistent. At antield number zero this implies that D0(S)0  0.
We may check this now, and at the same time obtain the anomaly at antield
number 1. This will e.g. include the contributions of h, which according to
(6.3.1) is the antighost.
It will turn out that the three parts mentioned above, (S)0X , (S)
0
F and
(S)0W , are separately invariant under D
0
D0(S)0X  0 D
0(S)0F  0 ; (6.3.34)
while this is obvious for (S)0W  0. To check this, one rst obtains that
D0~c = −~c(@~c) + 2u(@u) [2(@X
)(@X ) + (+ 1)yh ]
D0~h =

( @ − ~h(@ + (@~h()

~c)
+2 [2(@X)(@X ) + yh] (B@u − u@B) − 2dyu :(6.3.35)
According to our theorem in section 3.3, this implies that the consistent anomaly
can be split in
S = (S)X + (S)F + (S)W ; (6.3.36)
where each term separately is invariant under S, and starts with the expressions in
(6.3.31) and (6.3.33). The theorem implies that the full expressions are obtainable
from the consistency requirement.
Indeed, from (6.3.34) one can use (3.3.5) to determine (S)1X ; (S)
1
F and
(S)1W : they are obtained by replacing the eld equations yh, yB and yX in the
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h[−8(@3c)(B@u − u@B) + 8u(@u)(@3h)] (6.3.37)
The rst two terms can be absorbed in (S)0X ((6.3.31)) by adding to ~c and
~h :
~c(1) = 2(1 + )h
u(@u)
~h(1) = −2h
(B@u − u@B) + 2dX

u ; (6.3.38)
This part originated in the matter{matter entries of the transformation matrix
K and the regulator S including all antields. If we consider these entries






c = ~c + ~c
(1)

h = ~h + ~h
(1)
 + 2(1− )c
(@u)u : (6.3.40)
Note therefore that computing the matter anomaly by using just these entries




h[−(@3c)(B@u−u@B)+u(@u)(@3h)]+ terms of afn  2 :
(6.3.41)
As (S; (S)X) = 0, it follows that (S)m is not a consistent anomaly ! Indeed,
the proof of consistency given in section 6.4 requires that we trace over all the
elds in the theory. One may check that the violation of the consistency condition
for (S)m agrees with (6.4.19). We will see that for  = 0 this extra term will be
cancelled when adding the fermion contributions.











u(@2c)@2B + 10(@u)B(@3c) + 15(@u)(@B)(@2c)
−15u(@3c)@B − 6u(@4c)B

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−2u(@u)@3X − (@X)(@(u@2u))− 2u(@2u)@2X
}
(6.3.42)
Remarkable simplications occur for the full anomaly:































where (S)0m and (S)
1
m are the terms of antield number 0 and 1 in (6.3.39).
Note especially the simplication when using the parametrisation with  = 0.
The terms with the ‘antighost’ h are included in the ‘matter anomaly’ (S)m,
(6.3.39), and B disappears completely.
Let us recapitulate what we have determined. First remark that the regulari-
sation depends on an arbitrary matrix T , and this implies that, not specifying T ,
S is only determined up to (G; S), where G is a local integral. We have chosen
a regularisation (a specic matrix T ). This determines the value of S. However,
we have calculated only the part of S at antield number 0 (including the weakly
vanishing terms). If we would have calculated up to eld equations (which would
in principle be sucient to establish whether the theory has anomalies), then we
would have determined S up to (G; S), where G has only terms with antield
number 1 or higher. In our calculation of section 6.3.1, we determined also the
weakly vanishing terms. Therefore the value of S has been xed up to the above
arbitrariness with terms G of antield number 2 or higher. Indeed, looking at
(3.3.5) one can always shift (S)1 ! (S)1 + KTG2, for some arbitrary function
G2 of antield number two.
To obtain the complete form of S up to (S;G) one can continue the calcula-
tions of this subsection to determine the terms of antield number 2.
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6.3.3 Background charges in W3 gravity
It is well known that the anomalies can be cancelled in chiral W3 gravity by
including background charges [102]. We will see in this section how this can be
implemented in the BV language.
To cancel the anomalies by local counterterms, we rst note that (S)0W  0.
Our theorem of section 3 then implies that there is a local counterterm, which
starts with (we take in this section  = 0, but of course these steps can also be done






















which is the right hand side of the last expression in (6.3.30), with yh replaced by
h, and where we added a total derivative for later convenience. The other terms
in (6.3.36) can not be countered by a local integral.
Background charges are terms with
p
h in the (extended) action. We can make
an expansion [40, 79]
W = S +
p
hM1=2 + hM1 + : : : : (6.3.45)
Therefore the expansion (6.1.5) of the master equation (6.1.3) is now changed to
(S;M1=2) = 0 (6.3.46)




Relevant terms M1=2 are those which are in the antibracket cohomology. Indeed,
if M1=2 which solves (6.3.47) has a part (S;G), then we nd also a solution by







M1=2 are thus again determined by their part at antield number zero. In chiral









where the numbers a and e are the background charges, and the numerical
factor is for normalisation in accordance with previous literature. We rst consider
(6.3.46). Using our theorem, D0M1=2
0 should be weakly zero in order to nd a
solution. This gives the following conditions on the background charges:
e() − da = 0
d(e − e) + 2e(
d) = b ; (6.3.49)
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where b is determined to be 2a by the consistency of the symmetric part
() of the last equation with the rst one and (3.2.37). If these conditions
are satised, we know that we can construct the complete M1=2 perturbatively in



























We calculated here the terms of antield number 2 (and checked that there are no
higher ones), but note that these are not necessary for the analysis below.
Let us discuss the solutions of (6.3.49), together with the solutions of (3.2.37).
The general solutions of (3.2.37) are related to specic realisations of real Cliord
algebras C(D; 0) of positive signature. We have then n = 1 + D + r, where r is
the dimension of the Cliord algebra realisation. We obtain solutions of (3.2.37)
for the following values : (D = 0; r = 0), (D = 1; r arbitrary), (D = 2; r = 2),
(D = 3; r = 4) (these are the SU(3) d{symbols), (D = 5; r = 8), (D = 9; r =
16). The latter four are the so{called ‘magical cases’. Then the Cliord algebra
representation is irreducible, and the d{symbols are traceless as it is the case for
(D = 1; r = 0). All the solutions can be given in the following way.  takes the
values 1; a or i, where a runs over D values and i over r values. The non{zero
coecients are (for  = 1) d111 = 1, d1ab = −ab, d1ij =
1




For D = 1 the gamma matrix is (γa)ij = ij (reducible). In that case the form
of the solution can be simplied by a rotation between the index 1, and a, which
takes only one value, see below: (6.3.51). All representations of all real Cliord
algebras C(D; 0) appear as solutions of a generalisation of (3.2.37) and classify the
homogeneous special Ka¨hler and quaternionic spaces [101].
In this set of solutions we can shown that there is only a solution for (6.3.49)
in the case D = 1 and r arbitary. In [102] the generic (i.e. D = 1, r arbitrary)
solution was already found, and no solution was found for the magical cases,
but this was also not excluded. In [96], it was shown that the rst twomagical
realisations did not survive quantisation. Later, it was shown that also the other
two cases lead to anomalous theories [40, 97]. Indeed, in all the other cases (i.e.
the four magical and the D = r = 0) we have that the d{symbols are traceless. By
taking traces of the equations in (6.3.49), we nd that the only (trivial) solutions
are a = e = 0, i.e. no background charges. This means that the four magical
cases lead to anomalous theories.
There is thus exactly one solution for each value of n, the range of the index
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. For these models, the solution of (3.2.37) can be simply written as
d111 = −
p
 ; d1ij =
p
 ij ; (6.3.51)
where i = 2; : : : ; n. The solution to (6.3.49) is
e00 = −
p





 ai ; ei0 = 0 ; (6.3.52)
where a is arbitrary.
The nal relation for absence of anomalies up to one loop is that we have to
nd an M1 such that the last equation of (6.3.47) is satised. Again we only
have to verify this at zero antield number, and up to eld equations of S0, due
to our theorem. We calculate Q  iS − 12 (M1=2;M1=2) at antield number
zero. It contains terms proportional to c@3h, which can not be removed by a local
counterterm. So in order to have no anomaly, the multiplicative factor of this term
has to vanish. This implies the relation
cmat  n− 12aa = 100 (6.3.53)







and one imposes the relations
2ea − 6ae + d = 0






−4aa + ee + 2aed = (3Z + 4Y − 2) ; (6.3.55)
where Y and Z are arbitrary numbers, to be determined by consistency require-
ments. This set of equations on the background charges are exactly the same as






































2u)@yh + (3Z − 2 + 2Y )(@u)@
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This determines then the counterterm MB1 at antield number 1. Inserting the





























The form of this counterterm is also obtained in the last reference of [95] and
also in [54, 103]. As mentioned before, this does not only determine the quantum
corrections to the action, but also the corrections to the BRST transformations,
by looking to the linear terms in antields in the gauge{xed basis.
The value of  has been irrelevant here. In fact, one can remove  rescaling
d, e , B
 and u with
p
 and B and u by (1=
p
). For the usual normalisa-











6.3.4 Higher loop anomalies in the BV formalism
The discussion so far concerned the one loop theory. We have seen that, in order
to cancel the anomaly, one needs to add a counterterm to the classical action, and
this counterterm was antield dependent. The next step is of course to go to the
anomaly computation at two loops. At order h2, the master equation reads :
A2 = M1 +
i
2
(M1;M1) + i(M2; S) : (6.3.61)
To make computations at order h2 and to investigate the anomaly equation, one
must regularise at two loop. Pauli-Villars is then not sucient anymore and one
must use another regularisation scheme.
It is very important to realise that the master equation must be understood in-
side the path integral. This can be seen from the anomalous Zinn{Justin equation
(6.1.13). In fact, the right hand side of this equation must be written as
< A >= lim
!1
< AL >= lim
!1
< hA1 + h
2A2 + ::: > : (6.3.62)
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By this we mean the following. When one regularises the theory, one introduces
a cuto , e.g. for (one loop) PV regularisation, this is simply the mass M . This
cuto appears in the regularised action. The  after the brackets in this expression
means that one considers the expectation value with this cuto dependent action.
On the other hand, the anomaly one computes is also dependent on the cuto, as
we have seen before in explicit examples.
For the two loop anomaly, this means that there can be two contributions.
The rst is coming from computing the rst two terms in the r.h.s of (6.3.61). Of
course, if no counterterm M1 was needed to cancel the one loop anomaly, these
do not contribute. The second contribution is coming from inserting the one loop
anomaly A1 in the path integral. In order to have an anomaly free theory, the
sum of these two contributions should be absorbed in a local counterterm M2.
The two loop anomalies in chiral W3 gravity were rst computed in [95], di-
rectly from the eective action. In the context of the antield formalism, the two
loop master equation was recently studied, rst in [98] and later in [105], using
non{local regularisation. In the latter, it was shown that the well known 2{loop
anomaly follows, with the correct coecient, directly from inserting the one loop
anomaly A1 in the path integral. However, one must pay special attention to the
regularisation procedure. As we already said, the one loop anomaly depends on
the cuto. One can then isolate the nite part of the one{loop anomaly by send-
ing the cuto to innity. To compute the nite part of the two loop anomaly, one
would expect to insert only the nite part of the one{loop anomaly. However, as
was shown in [105], this is not true. One has to insert the complete (including the
terms that explicitly depend on the cuto) expression for the one{loop anomaly,
i.e. A1 in the path integral, before sending the cuto to innity. A careful anal-
ysis shows that also these terms can contribute to the nite part of the two loop
anomaly, and, moreover, it leads to the correct result. It is therefore important
not to bring in the limit into the path integral.
An analogous procedure was also applied to quantum mechanical systems, see
[106].
6.4 Consistency of the regulated anomaly
The PV regularisation should give a consistent anomaly, as all manipulations can
be done at the level of the path integral. Here we want to check this explicitly
from the nal expression for the anomaly after integrating out the PV elds. Then
we will consider the expression which is obtained after integrating out only parts
of the elds. We will see that in that case the resulting expression does not satisfy
this consistency equation.
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J = K + 12T
−1(ST ) ; R = T−1S ; (6.4.2)
and for matrices MAB or MAB we dene the nilpotent operation
(SM)AB = (MAB; S) (−)
B : (6.4.3)
Matrices can be of bosonic or fermionic type. The Grassmann parity (−)M of a
matrix is the statistic of MAB(−)A+B . So of the above matrices, J , K and (ST )
are fermionic, the other are bosonic. The denition of supertraces and supertrans-



















str K = (−)A(K+1)KAA ; str L = (−)
A(L+1)LA
A : (6.4.4)
This leads to the rules(
MT
T








str (MN) = (−)MNstr (NM) ; str (MT ) = str (M)
S(M N) = M(SN) + (−)N (SM)N ; S (str M) = str (SM) : (6.4.5)
The second derivatives of the master equation lead to
SS = −KTS − S K












the rst being a graded antisymmetric matrix, and the second is in accordence
with (6.4.2) and the previous rules of supertransposes. We rewrite the expression
of the anomaly as
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where
P = M2 T − S : (6.4.9)
We also easily derive the following properties
S(T J) = S(T K) = TSS − TKK − (ST )K
SP = M2(TJ + JT T )− (PK +KTP ) : (6.4.10)
This leads to
SS = M2 str
(










In the rst term of the rst line we write S = M2T − P . The trace of both
these terms is zero due to (6.4.5) and the (a)-symmetry properties of the matrices
given above. For the same reason the second term of the second line vanishes.
The rst term of the second line is a square of a fermionic matrix which vanishes
under the trace. The remaining terms again combine into matrices which are
traceless by using their symmetry and by (6.4.5). This means we have proven that
PV-regularisation guarantees consistent one{loop anomalies,
SS = 0 : (6.4.12)












This can be proven also from the above formulas.
Consider the part of the anomaly originating from the path integral over some
subset of elds, e.g. the matter elds inW3. The question arises whether this gives
already a consistent anomaly. To regulate this anomaly we only have to introduce
PV{partners for this subset of elds. In the space of all elds, and taking the basis







Because only this subsector is integrated, we have to project out the other sectors
(mixed and external) in the full matrix of second derivatives S before inverting it
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The inverse propagator is then Z = (P). Further we understand by inverses,
as e.g. T−1, the inverse in the subspace. So we have
TT−1 = T−1T =  : (6.4.16)
The matter anomaly takes the form
(S)m = M
2 str[TJZ−1] ; (6.4.17)
and (6.4.10) remains valid. In the variation of this anomaly, we now often en-
counter
P Z−1 =  + Y where Y = −(1 −)SZ−1 : (6.4.18)








This thus shows that one does in general not obtain a consistent anomaly when
integrating in the path integral only over part of the elds. One can see that for
ordinary chiral gravity the structure of the extended action implies that each term
of (6.4.19) vanishes. For chiral W3 gravity however, some terms remain. A similar
result for Ward identities was obtained in [107].
6.5 Remarks on the classical and quantum coho-
mology
Let us rst repeat again how one denes the physical states of the classical theory.
One has a nilpotent operator S = (; S), such that the spectrum is dened as
the elements of the antibracket cohomology of S. Suppose now that we have two
elements of the cohomology F and G, satisfying
SF = 0 SG = 0 ; (6.5.1)
and they are not S exact. Then, we can nd two new invariants namely the
product and the antibracket of F and G :
S[FG] = 0 S(F;G) = 0 : (6.5.2)
This is because the operator S works as a derivation on the product as well as on
the antibracket. It could however be that the product or the antibracket are S
exact, so that they drop out of the cohomology. If not, one generates new elements
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in the cohomology. Let us still mention that, if F or G is S exact then also the
product and the antibracket is S exact, as one can easisly check.
This procedure denes a ring structure of observables, R. For local functions
there is no antibracket cohomology at negative ghost number. So the lowest ghosts
number of an element in the cohomology is zero. By taking the product of two
elements one stays at ghost number zero. Then the product denes a ring at ghost
number zero, R0. By taking the antibracket of two elements of zero ghost number
one obtains a (possible) observable at ghost number one. If one consider also local
functionals, there can also be cohomology at negative ghost number. The lowest
are the functionals at ghost number minus one. By taking the antibracket between
two such local functionals, one again obtains a local functional at ghost number
minus one, because the antibracket increases the ghost number with one. So this
procedure denes yet another ring, which we can call R−1.
In the quantum theory, we also have a nilpotent operator, which involves the
 operator. It is




and satises S2q = 0 if the quantum master equation is satised. This operator
enables us to dene physical states at the quantum level, namely elements of the
quantum cohomology. If F = F0 + hF1 + h
2F2 + ::: is an invariant under Sq, it
must satisfy
(F0; S) = 0
iF0 − (F0;M1) = (F1; S) ; (6.5.4)
and further conditions at higher order in h. The above equation already tells us
that a classical observable, satisfying (F0; S) = 0, can not necessarily be extended
to a quantum observable, since there is an extra condition on F0 coming from the
quantum theory. It says that the left hand side of the second equation of (6.5.4)
must be S exact.
Suppose now we have found two elements F and G in the quantum cohomology.
Analogous to the classical theory, we can try to construct new observables, but
now they must be invariant under Sq. Since the  does not act as a derivative on
the product, this product will in general not be invariant. This can be seen from
the formulas
Sq[FG] = Sq[F ]G+ (−)
FFSqG− (−)
F ih(F;G)
Sq[(F;G)] = (SqF;G) + (−)
F+1(F;SqG) : (6.5.5)
That means that, in general, the product is not invariant, but is proportional to
the antibracket of F with G. The latter means that also the bracket can not be
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an element from the quantum cohomology since it is Sq exact. The construction
of making new observables out of F and G can only work when (F;G) = 0. If
this condition is satied, the product FG is quantum invariant (of course it can
still be exact). This can occur when F and G have no antield dependence. So
the ring structures discussed in the classical case can not be maintained in the
quantum theory. Only when (F;G) = 0 we can build up a ring under ordinary
multiplication.
All this is rather formal. It would be very interesting to investigate these
structures in explicit examples. At the classical level, a starting point was give
in the second paper of [56] for the bosonic string. For the quantum cohomology
in the BV framework, almost nothing is known. However, a connection with the
ground ring structure given in [108] in the BRST framework certainly must exist.
We leave this for future research.
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Chapter 7
BV and topological eld
theory
7.1 Introduction
Topological eld theories (TFT) [82, 83] have attracted a lot of attention recently.
They are interesting both from a physical and mathematical point of view. For
physics, the interest is twofold. On the one hand, they form "subtheories" of
the general class of N = 2 (or also N = 4) supersymmetric invariant theories.
By this we mean that any N = 2 1 theory contains a topological subsector in
which correlation functions can be computed exactly. This is because in TFT
the semiclassical limit is exact, so the only contribution to correlation functions
comes from the classical regime and from instanton corrections. So these models
can give new information about non{perturbative eects (instantons) of N = 2
theories. For recent applications in non{perturbative gauge theories, see [110].
The procedure to go from the N = 2 theory to the TFT and backwards is called
twisting, as was explained in [82, 85]. On the other hand, as we will see, TFT
have a very large gauge symmetry group. It is possible that gauge theories, like
e.g. string theory, are in a broken phase of TFT. One could then study which
properties of the string are still described by the TFT, after the symmetry is
broken. As an example, one can think about the discrete states in the spectrum
of the non-critical c = 1 string [111]. Unfortunately, we do not yet have a good
mechanism to describe this symmetry breaking.
1For local N = 2 in four dimensions, one also needs the existence of R symmetries, see [109]
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From the mathematical point of view, TFT provide a framework to compute
topological invariants of certain spaces. For four manifolds, these are the Donald-
son invariants, which can be obtained by computing the spectrum of topological
Yang-Mills theory on a general four manifold, see the rst reference in [82]. In
fact, this method has led to spectacular new results in mathematics. E.g., the long
standing open problem of computing how many rational curves there are on the
quintic three-fold was solved in [112] using techniques from TFT.
A general denition is that a TFT is characterised by the fact that its partition
function is independent of the metric, which is considered to be external and thus









hS(;g) = 0 : (7.1.1)
As mentioned above, TFT have local gauge symmetries. In order to dene a path
integral, one rst must gauge x. The resulting gauge xed theory then possesses
a BRST operator, under which the action is invariant. The condition of metric








is BRST exact. Soon after their discovery by Witten, topological eld theories
were shown [29] to be generally of the form
S = S0 + QV ; (7.1.3)
where S0 is either zero or a topological invariant (i.e. independent of the metric)
and BRST invariant. QV is then the gauge xing term that corresponds to the
gauge symmetry of S0. Using the formal arguments of [113] based on Fujikawa













Usually, dierentiating with respect to the metric and taking the BRST variation
are freely commuted, which then leads to the desired result. We will show in the
next section, that the assumed commutation is not allowed in general.
In order to investigate several steps of this process in more detail, we will use
the BV formalism. Although the BV scheme was used in [29] to treat specic
examples, the full power of this scheme was not exploited. This was done in [30],
and we will discuss it also here. Below we will dene an energy momentum tensor
with the property SqT
q
 = 0, by carefully specifying the metric dependence of the
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antibracket and the -operator. Hence, this T q is quantum BRST invariant. For
the theory to be topological, its energy momentum tensor has to satisfy
T q = SqX; (7.1.5)
which makes T q cohomologically equivalent to zero. As both tensors appearing
in this equation can have an expansion in h, this is a tower of equations, one
for every order in h. At the classical level, we are looking for an X0 such that
T = (X
0
; S), where S is the classical extended action. We will show that
non trivial conditions appear for higher orders in h. Even when no quantum
counterterms are needed to maintain the Ward identity, the order h equation is
non trivial.
7.2 The energy-momentum tensor in BV
As explained in the introduction, the metric plays an important role in TFT.
Therefore, we have to be precise on its occurences in all our expressions. This
will depend on the chosen convention. The two obvious possibilities for a set of
conventions are the following :
1. All integrations are with the volume element dx
p
jgj. The functional derivative








and the same for the antields. AB contains both space-time -functions (withoutp
jgj) and Kronecker deltas (1 or zero) for the discrete indices . g is det g, and
its subscript B denotes that we evaluate it in the space-time index contained in




































For once, we made the summation that is hidden in the De Witt summation more
explicit. X contains the discrete indices i and the space-time index x. We then
have that (; ) = 1p
jgj












j :::] : (7.2.3)
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Demanding that the total lagrangian is a scalar amounts to taking the antield
of a scalar to be a scalar, the antield of a covariant vector to be a contravariant













 )(x− y) ; (7.2.4)
where the {function does not contain any metric, i.e.
R
dx(x − y)f(x) = f(y).
This we do in order to agree with the familiar recipe to calculate the energy-














Then it follows that
D(A;B) = (DA;B) + (A;DB)
DA = DA : (7.2.6)
The antield dependent terms in the second term of the right hand side are really
necessary for these properties, due to the chosen notation. If we now dene the
energy momentum tensor as
T = DS; (7.2.7)
then it follows immediately that
D(S; S) = 0, (T ; S) = 0: (7.2.8)
Again, we remark that the second term inD is necessary to make the energy mo-
mentum tensor BRST invariant, as a consequence of our conventions. By adding to
this expression for T terms of the form (X ; S), one can obtain cohomologically






T takes a form that is more symmetric in the elds and antields. Analogously,
for the quantum theory, if we dene
T q = DW; (7.2.9)







 = 0 : (7.2.10)
Now we turn to a second set of conventions.
2. We integrate with the volume element dx without metric, and dene the func-
tional derivative (7.2.1) without
p
jgj. Also the antibracket is dened without
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explicit metric dependence, and so we have that (; )0 = 1. With this bracket





















and is gauge invariant because, in this convention, the derivative w.r.t. the metric
















These variables have the advantage not to work with the operator D. However
general covariance is not explicit and requires a good book{keeping of the
p
jgj
’s in the extended action and in other computations. Therefore, we will not use
this convention. Let us nally mention that the relation between the two sets
of conventions is a transformation that scales the antields with the metric, i.e.
 !
p
jgj. Both conventions show however, that one cannot simply commute
the derivative w.r.t. the metric (or D) with the BRST charge, as the BRST
operator is simply the antibracket, i.e. Q A() = (A; S).
From now on, we will work in the rst convention. All our arguments can be re-
peated in the second convention. In the remaining part of this section we will show
that our denition of the energy momentum tensor is invariant under (innites-
imal) canonical transformations with generating fermion f(; 
0), up to a term
that is BRST exact. The expression in the primed coordinates for any function(al)
given in the unprimed coordinates can be obtained by direct substitution of the
transformation rules. Owing to the innitesimal nature of the transformation, we







A) − (X; f) : (7.2.14)




= S − (S; f)
T
0
 = T − (T; f) : (7.2.15)
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Here, T is the energy-momentum tensor that is obtained following the recipe
given above starting from the extended action S. Analogously, we can apply the
recipe to the transformed action S
0
, which leads to an energy-momentum tensor





 + (Df; S
0); (7.2.16)
as for innitesimal transformations terms of order f2 can be neglected. We will use
below that if T = (X ; S), then ~T = ( ~X; S
0) as canonical transformations
do not change the antibracket cohomology. For innitesimal transformations we
have that
~X = X − (X; f) +Df : (7.2.17)
This argument can easily be repeated for the quantum theory. This last formula
will be used in section (4).
7.3 Topological eld theories in BV
After carefully introducing the energy momentum tensor, we dene a topological
eld theory by the condition
T q = X : (7.3.1)
First we remark that this condition is gauge independent (canonical invariant),
due to the presence of the antields, as was explained in the previous section. If
the energy momentum satises the above equation, we have
DZ = 0 or

g
Z = 0 ; (7.3.2)
depending on which set of conventions one chooses. If one xes the gauge by drop-
ping the antields after a suitable canonical transformation, one recovers (7.1.1).
We also assumed that one can construct a metric independent measure.
In general, both W and X have an expansion in terms of h :
W = S + hM1 + h





 + : : : : (7.3.3)
Thus we see that (7.3.1) leads to a tower of equations, one for each order in h.
The rst two orders are
T = (X
0
; S) ; (7.3.4)
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= (X0 ;M1) + (X
1
 ; S)− iX
0
 ; (7.3.5)
at the one loop level. Once M1 is known from the one loop master equation, one
has to solve (7.3.5) for X1. This is an important equation that must be satised
at the one loop level. To solve these equations one needs a regularisation scheme,
such that one can calculate (divergent) expressions like S and X0. If no
(local) solution can be found for X then the proof of the topological nature of
the theory, based on the Ward identity, breaks down2. Notice that even when no
counterterm M1 is needed, one still has to solve the one loop equation if X
0
 6= 0.
Let us come back to the classical part of the discussion. As is mentioned in the
introduction, and as we will see in our example, the gauge{xed action turns out
to be BRST exact in the antibracket sense (up to a metric independent term):
S = S0 + (X; S); (7.3.6)
where S0 is a topological invariant. However, we want to stress that this is not
the fundamental equation to characterise TFT. From this, it does not follow that













; S) + (X; T) : (7.3.7)
In order for the theory to be topological, the second term should be BRST exact.
7.4 Example 1 : Topological Yang{Mills theory
Topological Yang-Mills theory was rst constructed by Witten in [82]. Although
he obtained the model via twisting, it can also be obtained via gauge xing a
topological invariant [29, 30], as we will show below.
We start from a four manifoldM endowed with a metric g. On this manifold
we dene the Yang{Mills connection A = A
a
Ta, where Ta are the generators of a
Lie group G. We use the same conventions as for ordinary Yang Mills theory (see
chapter 3 and 6). The rst step is to choose a classical action. We can take it to
2In [83], and references therein, it was shown that the one loop renormalisation procedure
does not break the topological nature of the theory. However, the nite counterterm M1, to
cancel possible anomalies, and the X1 term have not been discussed.
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be the integral over the 4 dimensional manifoldM of the second Chern class of a








It is known from topology that this action is a integer number, also called winding
number.






The Levi-Civita tensor is dened by [] =
p
jgj , where  is the




g  . It is then clear that the classical is a topological invariant
in the sense that it is independent of the metric.
The classical action is invariant under continous deformations of the gauge
elds that do not change the winding number :
A =  : (7.4.3)
Following the approach of e.g. [29] we will now gauge x this shift symmetry by
introducing ghosts  . Then we immediately obtain the BV extended action
S = S0 +A
  : (7.4.4)
Remember that an overall
p
jgj is always understood in the volume element of the
space-time integration. The usual approach is to include the Yang{Mills gauge
symmetry A = D as an extra symmetry, which then leads to a reducible set
of gauge transformation as D is clearly a specic choice for . The description
with a reducible set of gauge transformations can be obtained from the description
using only the shift gauge symmetry, by adding a trivial system (c; ) (ghost c and
ghost for ghost ) to the action
S = S0 +A
  + c
 ; (7.4.5)
and performing a canonical transformation, generated by the fermion
f = − 0Dc− 
0cc : (7.4.6)
We then obtain that (after dropping the primes)
S = S0 +A
(  +Dc) +  
( c+ c  −D)
+c(+ cc) − [c; ] : (7.4.7)
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Notice that the correct reducibility transformations have appeared in the action,
i.e. A transforms under the shifts as well under Yang{Mills. Of course, this
extra symmetry with ghost , has to be gauge xed too. This is done in the
literature by introducing a Lagrange multiplier and antighost (sometimes called
 and ). As the BV scheme allows us to enlarge the eld content with trivial
systems and perform canonical transformations at any moment, we are free to
choose to include them or not. However, as was explained in [114], including
the Yang-Mills symmetry enables one to dene the equivariant cohomology. This
is an important concept, since the antibracket cohomology in the space of all
elds and their derivatives is empty, and so, there are no physical states. The
equivariant cohomology is dened as the antibracket cohomology computed in
the space of gauge (Yang-Mills) invariant functions. This precisely leads to the
correct spectrum, i.e. the Donaldson invariants. However, in this chapter we will
not compute the cohomology and therefore, we choose the description with only
the shift symmetry.
Let us now gauge{x the shift symmetry (7.4.3) in order to obtain the topo-
logical eld theory that is related to the moduli space of self dual YM instantons
[82]. We take the usual gauge xing conditions
F+ = 0
@A




~G). These projectors are orthogonal to each other, so
that we have for general X and Y that X+Y
− = 0. The above gauge choice
does not x all the gauge freedom. The dimension of the space solutions of (7.4.8)
depends on the winding number in (7.4.1). This space is called the moduli space
of instantons. However, this gauge choice is admissible in the sense that the
gauge xed action will have well dened propagators. As in the usual BRST
quantisation procedure, one has to introduce auxiliary elds in order to construct
a gauge fermion. To x the gauge, we start from the non{minimal action












g. The rst step in the gauge xing procedure is to







We introduced here an antisymmetric eld 0 and its antield. This eld has six
components, which we use to impose three gauge conditions. This means that three
components of 0 are not part of the gauge xing procedure and are free. Indeed,
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0 . So, we have to constrain this eld, e.g. by considering only
self dual elds 0 = 
+
0 . We can do this by gauge xing this symmetry with
the condition −0 = 0. This can be done by adding an extra non{minimal
sector to the action, i.e. S2nm = 

1 1;. After that, we perform the canonical
transformation with gauge fermion Ψ2 = 1
−
0 . But then we have again
introduced too many elds, and this leads to a new symmetry 1 ! 1 + 
+
1
which we have to gauge x. One easily sees that this procedure repeats itself ad
innitum. We could, in principle, also solve this problem by only introducing +0
as a eld. Then we have to integrate over the space of self dual elds. To construct
the measure on this space, we have to solve the constraint  = +. Since this in
general can be complicated (as e.g. in the topological {model) we will keep the
 as the fundamental elds. The path integral is with the measure D

0 and
we do not split this into the measures in the spaces of self and anti{self dual elds.




3 with statistics (n) = n; (n) = n+1 (modulo 2) and ghost numbers
gh(n) equal to zero for n even and one for n odd. Similarly, gh(n) equals −1
for n even and zero for n odd.









and take as gauge xing fermion








denotes the self dual part of  if n is even and the anti self dual part if
n is odd. After doing the gauge xing we end up with the following non{minimal
solution of the classical master equation 4 :




 + b)2 +
1
2



















3One remark has to be made here concerning the place of the indices. We choose the indices
of n and n to be upper resp. lower indices when n is even resp. odd. Their antields have the
opposite property, as usual.
4Note that from (;) = 1p
jgj
, it follows that (; ) = 1p
jgj
P and (+; −) = 0,
where P are the projectors onto the (anti)-self dual sectors.
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Notice that we now have terms quadratic in the antields. This means that the
BRST operator dened by QA = (A; S)j=0 is only nilpotent using eld equa-
tions. Indeed, Q2b = 12x@ 
  0, using the eld equation of the eld b.





















We will now calculate the energy-momentum tensor, as dened in section 2. As
for notation, when a term is followed by ($ ), this means that this term, and
only this one, has to be copied but with the indices  and  interchanged. We
nd :
T = (@A































) + ($ )







0 D[ ] − 0







































 + ($ ) : (7.4.15)
We now determine X0 such that
T = (X
0
; S) ; (7.4.16)
which is the classical part of (7.3.1). Finding a solution of this equation is a
problem of antibracket cohomology. We could try to construct the solution by an
expansion in antieldnumber, but this still turns out to be quite tedious. Instead,
we will take a dierent strategy, using canonical transformations. We know already
that (7.4.13) is canonically equivalent, with generating fermion Ψ, to (7.4.11).
Therefore, we can calculate the energy-momentum tensor in this set (before Ψ
was done) of coordinates, verify that it is cohomologically trivial and transform
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Then it follows that in the new variables the solution is given by























































 + ($ ) :
One can indeed check that this expression satises (7.4.16). Notice that it contains
bb and 00 terms. Therefore, it is expected that the one loop equation (7.3.5)
becomes non-trivial.
7.5 Example 2 : Topological Landau{Ginzburg
models
Analogous to topological Yang{Mills (YM) theory, one can obtain topological Lan-
dau Ginzburg (LG) models via twistingN = 2 LG theories. This was done in [115].
Since topological YM can also be obtained from gauge xing a topological invari-
ant, we expect the same for the LG models. Indeed, it was shown in [116] how
to obtain topological LG models by gauge xing zero action using the BRST for-
malism. We will present a part of that construction here in the context of BV
theory.
We start by dening the classical elds in the theory. These are scalar elds
which we denote by Xi and Hi. They are dened on a Riemann surface of genus
g. The classical action, which is the integral of the Lagrangian over the Riemann
surface, is taken to be zero :
S0( X;H) = 0 : (7.5.1)
This action has of course two gauge symmetries, namely arbitrary shift symmetries
on both elds. For these symmetries, we introduce ghosts i and i. The extended
action then is
S = Xi i − iHii ; (7.5.2)
where the factor −i is for convention, as we will see later. To do the gauge xing
we rst have to add non-minimal sectors to the extended action
Snm = X
ii − iHii +
1
2
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 i and i play the role of antighosts with ghost number minus one, while F i and
Xi are Lagrange multipliers with ghost number zero. Again we have put some





j@i@jW (X)]−  
i [2@−@+H
i+4@i W ( X) : (7.5.4)
It is the gauge xing that denes the content of the theory. The gauge xing
conditions in topological YM theory led to the study of the moduli space of self
dual instantons. Here we have two dierential equations
@−@+H




where x are the coordinates on the Riemann surface and  is a coupling constant.
We also introduced here a potential W (X), which is polynomial in the Xi. The
derivatives w.r.t. Xi are denoted by @iW . Its conjugated W ( X) is the same as W ,
but with X and X interchanged. The choice of the potential denes the model.
Indeed, by choosing a dierent potential one obtaines dierent solutions of the
above dierential equations, and so, one studies a dierent moduli space. It is
however less clear what the geometrical interpretation is of these equations.
After the canonical transformation, the action is (dropping the primes) :













j@i@jW − 4  
ij@i@j W
+ Xi i − iHii +
1
2




As an intermediate step and as a check, one can compute the energy momentum
tensor using (7.2.7), and see if it is antibracket exact. One nds





















T+− = 2 F
i@i W + 4  
ij@i@j W
= (4  i@i W;S) ; (7.5.7)
so the metric independence is proven at the classical level.
This theory is not yet LG theory. To make the connection with [115, 116] we
make the non-local change of variables :
 i = @+







F i = @−@+H
i Hi = @−@+F
i : (7.5.8)
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All the elds in the old basis were scalar elds. Doing this eld redenition one
denes the forms  idx+ and idx− of degree (1,0) and (0,1) (under holomorphic
coordinate transformations) and a (1,1) form Fi = F idx+^dx−. Remark that the
Jacobian of this transformation is one, at least formally, since the contributions
from the fermions cancel against the bosons.
After this eld redenition, the extended action is
S = −@+ X
i@−X
i − F i F i − 2 F i@i W − 2F
i@iW
+2ii@+
i + 2i  i@− 
i + 4 ij@i@jW − 4  
ij@i@j W









One can indeed check that this satises the master equation (S; S) = 0 in the new
basis of elds and antields.
This is the familiar action of topological Landau{Ginzburg theory. The elds
F i and F i are auxiliary elds. They are needed to make the BRST rules nilpotent
o shell. If one integrates them out, one obtains the conditionF i = −2@i W . This
equation is precisely the rst of our gauge conditions, written in the new basis.
Eliminating the auxiliary elds gives the action of [115]. However, the BRST rules
of the elds obtained here are not the same as in [115] ! This crucial dierence is
explained in [116], which we will summarise now.
First notice that the energy momentum tensor changes after the eld redeni-
tion. The expression for T in the new basis is not obtained by taking (7.5.7) and
substituting the elds in the old basis by the elds in the new basis. This leads to
a non-local expression for the energy momentum tensor. This can not be correct
since the action in the new variables is still local, so its derivative w.r.t. the metric
is also local. The reason is that the eld redenitions (7.5.8) change the form
degree and this changes the coupling to the metric. Take for instance the term in
the (old) action @+H
i@− F





i. It is clear that this gives a contribution to the
energy momentum tensor as given in (7.5.7). However, in the new basis, we write
this part of the action as an integral of the two form F iFi, which has no metric
dependence and so, there is no contribution to T . Following this procedure, one
nds for the energy momentum tensor
T++ = −@+ Xi@+Xi + 2i i@+  i
T−− = −@− Xi@−Xi + 2ii@−i = (2i
i@− X
i; S)
T+− = 4  
i j@i@j W + 2 F
i@i W = (4  
i@i W;S) : (7.5.10)
It is striking that in the new basis the (++) component is not BRST exact ! After
the change of variables we seem to have lost the metric independence of the theory.
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There is however a way out, as was shown in [116]. One can introduce an anti-
BRST operator such that the (++) component becomes anti-BRST exact. Then
the topological nature of the theory is proven using the Ward identities for the
anti-BRST operator. Moreover the BRST operator constructed in [115] is nothing
but the sum of the anti-BRST and BRST operators of our formalism. It would
be a good exercise to translate the construction with the anti-BRST operator of
[116] into the BV language. This can be done using the tools of [118, 25].
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Chapter 8
The geometry of the
antield formalism
8.1 Motivation
As we have explained in chapter 2, there is some analogy between the Hamil-
tonian and Lagrangian formalism. The conjugated momenta in the Hamiltonian
formalism are replaced by the antields (with opposite statistics) in the Lagrangian
formalism. Also the Poisson brackets, which we will call "even" get replaced by
antibrackets, which are "odd" due to the change of statistics. One can do canoni-
cal transformations that preserve Poisson brackets or antibrackets. The advantage
of the Lagrangian method is however that it is a covariant formalism while the
Hamiltonian method is not covariant.
In the Hamiltonian language, there is an underlying geometrical structure that
determines the dynamics. Time evolution is generated by taking the Poisson
bracket with the Hamiltonian. Poisson brackets are dened by introducing a sym-
plectic two form. Locally one can always take Darboux coordinates such that the
Poisson brackets take the usual form. The underlying geometry is that of ("even")
symplectic geometry.
The aim of this last chapter is to discuss the geometrical structure behind the
Lagrangian method, in the context of the BV formalism. Here, gauge transforma-
tions are generated by taking the antibracket with the extended action. We want
to know the analogue of the symplectic two form of the Hamiltonian formalism.
The geometry is then that of "odd" symplectic geometry.
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The geometrical meaning of the BV formalism was rst discussed by Witten,
as we mentioned at the end of chapter 2. More recently the BV formalism has been
set up on a curved supermanifold of elds and anti-elds with an odd symplectic
structure [89]. It has been applied to study quantisation of string eld theory
[119, 120]. The application went far beyond the original motivation of the BRST
quantisation. As such an example we would also like to mention the work by
Verlinde [121]. In whatever circumstance it is used, the ultimate goal of the BV
formalism is to determine the odd symplectic structure of the supermanifold and
solve the master equation. Therefore it is important to understand the geometry
of the fermionic symplectic structure.
We will start by recalling some basic facts about even symplectic geometry.
Then we will show how this geometry induces an odd symplectic structure. The
BV formalism will then be written down in a covariant way, not using Darboux
coordinates. Finally, we will discuss some applications, mainly based on [122].
8.2 The "even" geometry
Let us here very briefly repeat the basic ingredients of symplectic geometry. For
a reference, see for instance chapter one in [123]. Let us start with a (bosonic) D-
dimensional symplectic manifoldM with coordinates xi; i = 1; :::; D. This means
there exists a symplectic 2-form onM :
! = !ijdx
i ^ dxj ; (8.2.1)
which is nondegenerate and closed :
d! = 0 ; (8.2.2)
where d is the exterior derivative on M. In components this equation reads
@i!jk + @j!ki + @k!ij = 0 : (8.2.3)
The nondegeneracy (det(!ij) 6= 0) implies that M is even dimensional, since an
odd dimensional antisymmetric matrix has zero determinant. Therefore we write




whith !ij = −!ji and !ij = −!ji.
Now consider the space of functions on M, which we denote by F(M). On






@ jg ; (8.2.5)
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for all f; g 2 F(M). This Poisson bracket satises the Jacobi identy due to the
closure of !.
Canonical transformations are a special kind of general coordinate transfor-
mations. They are dened as those transformations that leave the symplectic
structure invariant. Under general coordinate transformations
xi ! ~xi(x) = xi + i(x) ; (8.2.6)
the symplectic structure changes according to







For a canonical transformation one must have
~!ij(~x(x)) = !ij(x) : (8.2.8)
As a consequence, canonical transformation leave the Poisson brackets invariant.
To dene integration onM, we have to dene a measure. This can be done by
using the symplectic 2 form :
!d  ! ^ ::: ^ ! =
p
!dDx ; (8.2.9)
where the product has d factors and the ! under the square root is the determinant
of !ij. It is clear that this measure is invariant under canonical transformations.
One can repeat this construction for a supermanifold with M bosonic and
N fermionic coordinates. The non-degeneracy of the symplectic two form then
requires that M is even and N is arbitrary. The Darboux theorem then states
that, locally, there are coordinates such that half of the bosonic coordinates are
conjugated (the momenta) to the other half, and the fermions are conjugated
to itself. This is the main dierence with odd symplectic structures, as we will
see. In the latter case, the bosonic coordinates are conjugated to the fermionic
coordinates, and one must have that M = N , with M odd or even.
8.3 The "odd" geometry
As argued at the end of the previous section, we start with a 2D manifold parametrised
by real coordinates yi = (x1; x2;    ; xD; 1; 2;    ; D) with x’s and ’s bosonic and
fermionic respectively. An odd symplectic structure is given by a non-degenerate
2-form
! = dyj ^ dyi!ij ; (8.3.1)
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which is closed
d! = 0 : (8.3.2)




kj@k!ij = 0 (8.3.3)
!ij = −(−)
ij!ji : (8.3.4)
The statistics of the coecients of the symplectic form is "(!ij) = i+ j + 1. We





in which !ij is the inverse matrix of !ij such that
!ij!
jk = !kj!ji = 
k
i : (8.3.6)
Note that the right-derivative
 −
@ i is related with the left-one by
A
 −
@ i = (−)
i("(A)+1)@iA : (8.3.7)




ij = 0 (8.3.8)
!ij = −(−)(i+1)(j+1)!ji : (8.3.9)
Because of this, the anti-bracket (8.3.5) satises the Jacobi identity. Also canonical
transformations can be done. They preserve the odd symplectic structure and so,
the antibrackets. We have discussed this in previous chapters.
Remarkably, with every even symplectic form !e on a manifold with coordi-
nates xi, one can associate an odd symplectic form !o [125]. One rst introduces
fermionic coordinates i and denes
!o = !eijdx
i ^ dj + !eij;k
kdxi ^ dxj ; (8.3.10)
where !eij;k is the derivative of !
e
ij w.r.t. x
k. We will use this formula in the next
sections.
Now we have to dene integration on our supermanifold. Let us rst mention
that integration on superspace with an even symplectic structure can still be de-
ned as in (8.2.9) with the determinant replaced by the berezinian. In the case of
odd symplectic structures, (8.2.9) does not make sense anymore, since ! ^ ! = 0.
This is one of the essential dierences between the even and odd geometry. To
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dene integration theory on an odd symplectic manifold, we have to provide our
space with an additional structure, namely the volume form.
Following [89], we introduce a volume element by
d(y) = (y)2Di=1dy
i ; (8.3.11)
where (y) is a density. The delta operator on a function A is then dened as the










Locally, one can go to coordinates such that ! = dxa ^ da. These coordinates
are called Darboux coordinates. In these coordinates, one can choose the density
function to be one, i.e.  = 1. Then one recovers the standard  operator used in
previous chapters. It is then also clear that there is no analogue of this operator
in the Hamiltonian formalism, since Hamiltonian vector elds are divergenceless.
One could however interpret it as some odd Laplacian.
The  operator satises the properties :
(A;B) = (A;B) + (−)
A+1(A;B)
[AB] = [A]B + (−)
AAB + (−)
A(A;B) : (8.3.13)





ij)] = 0 : (8.3.14)
Finally the master equation in the covariant BV formalism is given by [89]
e
S = 0,  +
1
2
(S; S) = 0 : (8.3.15)
8.4 Even and odd Ka¨hler structures
In this section we will require that our manifold is Ka¨hler. Again we start with a
bosonic manifoldM and then generalise to supermanifolds. This section is based
on [125, 122].
So, we assume there exist an almost complex structure J ij(x) on M with
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j = !ij : (8.4.2)




This is a symmetric nondegenerate tensor because of (8.4.2). One also has that
JkigklJ
l
j = gij g
ij = !ikJjk : (8.4.4)
The triple (M; g; J) is said to be an almost Ka¨hler manifold. When the almost
complex structure is integrable (i.e. the Nijenhuis tensor vanishes), the manifold
is said to be Ka¨hler. The integration measure (8.2.9) then also reduces to the
standard volume element
p
gdDx. For a Ka¨hler manifold one can nd holomor-
phic coordinates fza; zag such that the complex structure, the metric and the









!ab = !ab = 0; gab = gab = 0;
!ab = igab; !ab = −igab; (8.4.6)
together with
!ab = −!ba; !

ab = !ab;
gab = gba; g

ab = gab ; (8.4.7)
where the  means complex conjugation. By means of these equations, the sym-
plectic form (8.2.1) takes the form
! = 2idzb ^ dza gab; (8.4.8)
and is called the Ka¨hler 2-form. Then (8.2.2), or equivalently (8.2.3), is solved by
γab = @a@bK; (8.4.9)
in which K is called the Ka¨hler potential.
Now we will repeat this for the odd symplectic structure. The coordinates
on our supermanifold are again denoted by yi as in the previous section. Now
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i = 1; :::; 2D = 4d, because there are as many bosons as fermions. On this super-




− 0 0 0
0 0 0
0 0 − 0
1CA ; (8.4.10)















j = γij : (8.4.13)
Since Jkj is a bosonic matrix, the metric γij is fermionic, "(γij) = i+ j + 1. From





jk = γkjγji = 
k
i
γij = (−)(i+1)(j+1)γji : (8.4.14)
We also nd the relation
γij!
jkγkl = −!il : (8.4.15)
The ane connection may be dened by postulating
Dkγij  @kγij − Γ
l
kiγlj − (−)
ijΓlkjγli = 0 : (8.4.16)









which is bosonic, "(Γkij) = i+ j + k.
We shall go to the complex coordinate basis yi ! (za; za) with
za = (z; ) za = (z; 

)  = 1; 2;   ; d ; (8.4.18)
dened by
z = x + ixd+  =  + id+ ; (8.4.19)
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and complex conjugation. Then the Ka¨hler condition (8.4.12) reduces to
!ab = !ab = 0 γab = γab = 0









ab = γab : (8.4.21)
By means of these equations the odd symplectic form takes the Ka¨hler 2- form
! = 2idzb ^ dza γab : (8.4.22)
Then the closureness condition d! = 0 is solved by
γab = @a@bK ; (8.4.23)
in which K is a fermionic Ka¨hler potential. Thus the supermanifold acquires a
fermionic Ka¨hler geometry as the consequence of (8.3.3) and (8.4.12). The ane






and all the other components are vanishing. The covariant derivative of a holo-
morphic vector is dened by




b + (−)aAAcΓbca : (8.4.25)
8.5 The isometry
The fermionic Ka¨hler manifold admits an isometry. It is realised by a set of Killing
vectors V Ai(y); A = 1; 2;    ; N , with "(V Ai) = i in the real coordinates. They
satisfy the Lie algebra of a group G
V Ai@iV
Bj − V Bi@iV
Aj = fABCV Cj ; (8.5.1)
with (real) structure constants fABC . The metric γij and the odd symplectic










Ak!ki = 0 ; (8.5.2)
1Complex conjugation of fermion products is chosen as () = .
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or equivalently
LVAγ
ij  V Ak@kγ
ij − γik@kV
Aj − (−)(i+1)(j+1)γjk@kV
Ai = 0 ;
LVA!
ij  V Ak@k!
ij − !ik@kV
Aj + (−)(i+1)(j+1)!jk@kV
Ai = 0 : (8.5.3)
From consistency of these Killing conditions and the denition of the metric






In the complex coordinates this equation implies that the Killing vectors V Ai are
holomorphic:
V Ai = (RAa(z);R
Aa
(z)) : (8.5.5)





γac) = 0 (Killing equation) : (8.5.6)
It then follows that the Killing vectors RAa and R
Aa
are given by a set of real






A are fermionic and are called the Killing potentials. It is worth noting that
the isometry transformations given by the Killing vectors (8.5.5) can be nicely
rewritten in terms of the antibracket
za  ARAa = fza; AAg
za  AR
Aa
= fza; AAg : (8.5.8)
Here A; A = 1; 2;    ; N are constant (real) parameters of the transformations.
One can show that by these transformations the Killing and Ka¨hler potentials
respectively transform as
B = AfABCC ; (8.5.9)
and
K = AFA(z) + AF
A
(z) ; (8.5.10)
with some holomorphic functions FA(z) and their complex conjugates. Equation
(8.5.9) is equivalent to the anti-bracket relation
fA;Bg = fABCC : (8.5.11)




by multiplying (8.5.7) by fABC and using fABCfABD = 2CD. This way of
calculating the Killing potentials A is more practical than using (8.5.9), if the
metric γab is given. It was already known for the bosonic case [126, 127].
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8.6 The metric of the fermionic irreducible her-
mitian symmetric space
The holomorphic Killing vectors RAa and R
Aa




Aj = fABCRCj; (8.6.1)
and the complex conjugate. These equations can be solved by













RA = fABCRC : (8.6.4)
The Killing vectors RA dene a bosonic Ka¨hler manifold. For a class of bosonic
Ka¨hler manifolds, called the irreducible hermitian symmetric spaces, they can be
explicitly constructed by extending the strategy developed in [128]. They are
related to the metric of these manifolds by
RAR
A
= g ; (8.6.5)
with
RARA = 0 ; (8.6.6)
and complex conjugation. The fermionic metric γij can be given in terms of these



















γab = γab = 0 ; (8.6.8)
in which γzz ; γz ; γz and γ are dd matrices. The symplectic form that follows
from this metric indeed satises the closure property and the Killing condition.
To prove it one uses the the Lie-algebra (8.5.1) and the formulae
fABCRBRCγ = 0; c:c: : (8.6.9)
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The last formulae are consequences of the condition (8.6.6). For the proof, see
[127]. The metric (8.6.7) can be inverted merely by knowing the inverse ofRAR
A
,















γba = γba = 0 : (8.6.10)
Thus we have explicitly constructed the odd symplectic structure (8.3.1). It is
precicely the one one would obtain by using (8.3.10). We call the manifold with a
symplectic structure given by this 2-form a fermionic irreducible hermitian sym-
metric space. For this class of Ka¨hler manifolds the Killing potentials can be
explicitly calculated by (8.5.12).
As an example we show the fermionic CP1 space. It is parametrised by the
supercoordinates (z; ) and their complex conjugates. The SU(2) transformations
of the coordinates are given by the Killing vectors:







RAz = i[0 − +z] ; (8.6.11)





































Plugging this metric together with the Killing vectors (8.6.11) in (8.5.12), we























2We have chosen the structure constants to be f+−0 = −i. Then the scalar product of the
adjoint vectors is given by aAbA = a0b0 + a+b− + a−b+.
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It is worth checking that (8.5.7) is indeed satised by these quantities. The





It is a consistency check of our calculations to see that both potentials given by
(8.6.14) and (8.6.15) satisfy the properties (8.5.9) and (8.5.10) respectively.
8.7 The master equation
Now we discuss the BV formalism on the fermionic CP1 space. The closed symplec-
tic form ! is known explicitly from the metric (8.6.13) by (8.4.7) With this sym-
plectic form we dene the second order dierential operator according to (8.3.12).
Then the function  is xed by the nilpotency condition (8.3.14). We nd the
unique U(1)-invariant solution






with arbitrary constants p(6= 0) and q. To check this it is useful to note that the
metric (8.6.7) in general satises
(−)a@aγ
ab = 0; c:c:: (8.7.2)
We may be interested in solving the master equation (8.3.15) with these !ij and
. The solution is given by








in which S0 is an arbitrary function of z and z, and r is an integration constant.
We have assumed that z and  have no space-time dependence. They can be
interpreted as coupling parameters for physical variables. Then Z(= eS) looks
like the partition function of matrix models or 2-dim. topological conformal eld
theories, being a function of the coupling space. The BV formalism in the coupling
space has been discussed by Verlinde [121].
One can search for the solutions (8.7.3) satisfying the classical equation (S; S) =
0, which implies that S is BRST invariant. Assuming reality of S we nd that
S = S0 ; (8.7.4)
8.7. The master equation 141
or






with some arbitrary constants a and b. In the language of the BRST quantisation,
the rst solution can be taken as a classical limit of the full solution (8.7.3). Namely
its BRST transformation is trivial. The second solution is invariant by the SU(2)
transformations.
The master equation (8.3.15) may be solved also by allowing z and  to be
space-time dependent. We will here only study the classical master equation
(S; S) = 0, which is still of great interest. Remarkably there is a solution for
the general Ka¨hler group manifold discussed above, although it would not be the





Here G is an arbitrary U(1)-invariant function of bosons z(x+; x−) , chiral
fermions (x+; x−) and their complex coordinates. 0 is the U(1)-component
of the Killing potentials given by (8.5.12). We can verify that this action satises
the classical mater equation by calculating

















0 = 0 ; (8.7.7)
using (8.5.7) and U(1)-invariance of G. In the CP1 case the solution (8.7.6) can
be written in the general form
S =
Z





in which f and g are arbitrary real functions of zz. Finally, the BRST transfor-
mations of the elds are given by fz; Sg and f; Sg. One can check explicitly that
the action (8.7.8) is invariant under these BRST transformations.
142 Chapter 8. The geometry of the antield formalism
Bibliography
[1] I. Newton, Philosophiae Naturalis Principia Mathematica, 1st edn. London,
1687; 2nd edn. Cambridge, 1713; 3rd edn. London, 1726; translated by A.
Motte, The Mathematical Principles of Natural Philosophy, London, Daw-
son’s, 1968.
[2] A. Einstein, Ann. der Phys. 17 (1905) 891, English transl. in A.I. Miller,
Albert Einstein’s special theory of relativity, Addison-Wesley, Reading, Mass.,
1981.
[3] W. Heisenberg, Zeitschr. Phys. 33 (1925) 879, English transl. in B.L. van der
Waerden, Sources of quantum mechanics, Dover, New York 1968, p. 181.
W. Pauli, Zeitschr. Phys. 36 (1926) 336.
E. Schro¨dinger, Ann. der Phys. 79 (1926) 361.
[4] J.C. Maxwell, Phil. Trans. R. Soc. 155 (1864) 459.
[5] E. Fermi, Z. Physik, 88, (1934) 161; translated in The Development of Weak
Interaction Theory, Gordon and Breach, New York, 1963.
[6] H. Yukawa, Proc. Phys.-Math. Soc. Japan, 17 (1935) 48.
[7] A. Einstein, Preuss. Akad. Wiss. Berlin, Sitzber., (1915) 778, 799 and 844;
Ann. Phys. 49 (1916) 769.
[8] See for instance in Selected Papers on Quantum Electrodynamics, ed. J.
Schwinger, Dover Publ., Inc., New York, 1958.
[9] S.L. Glashow, Nucl. Phys. B22 (1961) 579.
S. Weinberg, Phys. Rev. Lett. 19 (1967) 1264.
A. Salam, in Elementary Particle Theory, edt by N. Svartholm et al., Stock-
holm, 1968.
[10] L.D. Faddeev and V.N. Popov, Phys. Lett. B25 (1967) 29.
143
144 BIBLIOGRAPHY
[11] B. DeWitt and C. Mollina{Pars, hep-th 9511109.
[12] C. Becchi, A. Rouet and R. Stora, Commun. Math. Phys. 42 (1975) 127;
Ann. Phys. 98 (1976) 287;
I.V. Tyutin, Lebedev preprint FIAN No.39 (1975).
[13] I.A. Batalin and G.A. Vilkovisky, Phys. Lett. B102 (1981) 27.
[14] I.A. Batalin and G.A. Vilkovisky, Phys. Rev. D28 (1983) 2567 (E:D30 (1984)
508).
[15] D.Z. Freedman, P. van Nieuwenhuizen and S. Ferrara, Phys. Rev. D13 (1976)
3214.
[16] For an introduction, see M.B. Green, J.H.Schwarz and E. Witten, Superstring
Theory, Cambridge University Press, 1987.
[17] G. Sterman, P.K. Townsend and P. van Nieuwenhuizen, Phys. Rev. D17
(1978) 1501.
R. Kallosh, Zh. Eksp. Teor. Fiz. Pis’ma 26 (1977) 575; Nucl. Phys. B141
(1978) 141.
[18] B. de Wit and J.W. van Holten, Phys. Lett. B79 (1978) 389.
[19] P. Ramond, Phys. Rev. D3 (1971) 2415.
A. Neveu and J.H. Schwarz, Nucl. Phys. B31 (1971) 86.
[20] M.B. Green and J.H.Schwarz, Nucl. Phys. B181 (1981) 502; Phys. Lett. B109
(1982) 444.
[21] W. Siegel, Phys. Lett. B93 (1980) 170.
[22] M. Henneaux, Nucl. Phys. B18A (Proc. Suppl.) (1990) 47.
[23] J. Alfaro and P.H. Damgaard, Nucl. Phys. B404 (1993) 751.
[24] F. De Jonghe, J. Math. Phys. bf 35 (1994) 2734.
[25] F. De Jonghe, PhD. thesis The Batalin-Vilkovisky Lagrangian quantisation
scheme, with applications to the study of anomalies in gauge theories, Leuven
1994, hep-th 9403143.
[26] J. Zinn{Justin, in Trends in Elementary Particle Theory, Lecture notes in
Physics 37, Int. Summer Inst. on Theor. Phys., Bonn 1974, eds. H. Rollnik
and K. Dietz, Springer, Berlin, 1975; Nucl. Phys. B246 (1984) 246.
BIBLIOGRAPHY 145
[27] E.S. Fradkin and M.A. Vasiliev, Phys. Lett. B72 (1977) 70.
[28] F.A. Berends, J.W. van Holten, P. van Nieuwenhuizen and B. de Wit, Phys.
Lett. B83 (1979) 188.
[29] J.M.F. Labastida and M. Pernici, Phys. Lett. B212 (1988) 56
L. Baulieu and I.M. Singer, Nucl. Phys. B5 (Proc. Suppl.) (1988) 12.
R. Brooks, D. Montano and J. Sonnenschein, Phys. Lett. B214 (1988) 91.
[30] F. De Jonghe and S. Vandoren, Phys. Lett. B324 (1994) 328.
[31] S. Vandoren, Mod. Phys. Lett. A21 (1991) 1983.
[32] W. Siegel, Phys. Lett. B128 (1983) 397.
[33] K. Thielemans and S. Vandoren, to appear in the Proc. of the conference on
Quantum Gravity 1995, Moskow.
K. Thielemans and S. Vandoren, to appear in the Leuven Proceedings on
Gauge theories, applied supersymmetry and quantum gravity, July 10-14,
1995.
[34] E. Witten, Mod. Phys. Lett. A5 (1990) 487.
[35] I. A. Batalin and G. A. Vilkovisky, Nucl. Phys. B234 (1984) 106.
[36] J.M.L. Fisch, On the Batalin{Vilkovisky antibracket{antield BRST formal-
ism and its applications, Ph.D. thesis, ULB TH2/90{01;
[37] A. Van Proeyen, in Proc. of the Conference Strings & Symmetries 1991,
Stony Brook, May 20{25, 1991, eds. N. Berkovits et al., (World Sc. Publ. Co.,
Singapore, 1992), pp. 388.
[38] M. Henneaux and C. Teitelboim, Quantization of gauge systems, Princeton
University Press, Princeton 1992.
[39] W. Troost and A. Van Proeyen, in Proc. of the Conference Strings 1993,
Berkeley, May 24{29, 1993, eds. M.Halpern et al., (World Sc. Publ. Co.,
Singapore, 1995), pp. 158, hep-th 9307126.
[40] S. Vandoren and A. Van Proeyen, Nucl. Phys. B411 (1994) 257.
[41] J. Gomis, J. Pars and S. Samuel, Phys. Rep. 259 No 1,2 (1995) 1.
[42] W. Troost and A. Van Proeyen, in Proc. of the Gu¨rsey Memorial Confer-
ence Strings and Symmetries, Istanbul, June 6-10, 1994, eds. G. Aktas et al.,
(Springer, 1995), pp. 183.
146 BIBLIOGRAPHY
[43] W. Troost and A. Van Proeyen, An introduction to Batalin{Vilkovisky La-
grangian quantization, Leuven Notes in Math. Theor. Phys., in preparation.
[44] F. De Jonghe, R. Siebelink and W. Troost, Phys. Lett. B288 (1992) 47.
[45] A. Sevrin, R. Siebelink and W. Troost, Nucl. Phys. B413 (1994) 413.
[46] J. Fisch, M. Henneaux, J. Stashe and C. Teitelboim, Commun. Math. Phys.
120 (1989) 379;
J. Fisch and M. Henneaux, Commun. Math. Phys. 128 (1990) 627.
[47] M. Henneaux, Commun. Math. Phys. bf 140 (1991) 1.
M. Henneaux, in Proc. of the second meeting on "Constrained Theory and
Quantization Methods", Montepulciano, Italy, June 28-July 1, 1993, eds. F.
Colomo et al. , World Scientic, 1994.
[48] I.A. Batalin and G.A. Vilkovisky, J. Math. Phys. 26 (1985) 172.
[49] D.J. Saunders, The Geometry of Jet Bundles, London Mathematical Society
Lecture Note Series 142, Cambridge University Press (Cambridge 1989).
[50] J.L. Koszul, Bull. Soc. Math. France 78 (1950) 5.
[51] J. Tate, Illinois J. Math. 1 (1957) 14.
[52] C.M. Hull, Phys. Lett. B240 (1990) 110.
[53] C.M. Hull, Phys. Lett. B265 (1991) 347.
[54] K. Schoutens, A. Sevrin and P. van Nieuwenhuizen, preprint ITP{SB{91{13,
in the proceedings of the Januari 1991 Miami workshop on Quantum Field
Theory, Statistical Mechanics, Quantum Groups and Topology.
[55] G. Barnich, F. Brandt and M. Henneaux, preprint ULB-TH-94/06, NIKHEF-
H 94-13, hep-th 9405109.
[56] F. Brandt, W. Troost and A. Van Proeyen, in Proc. of the Conference Geom-
etry of Comstrained Dynamical Systems, Cambridge, June 1994, edt. by J.M.
Charap, (Cambridge Univ. Press, 1995), pp. 264.
F. Brandt, W. Troost and A. Van Proeyen, KUL-TF-95/17, hep-th 9509035.
[57] W. Troost, P. van Nieuwenhuizen and A. Van Proeyen, Nucl. Phys. B333
(1990) 727.
[58] W. Siegel, Int. J. Mod. Phys. A4 (1989) 3705.
BIBLIOGRAPHY 147
[59] E.A. Bergshoe, R. Kallosh and A. Van Proeyen, Class. Quantum Grav. 9
(1992) 321.
[60] R. Mohayee, C.N. Pope, K.S. Stelle and K.W. Xu, Nucl. Phys. B433 (1995)
712.
[61] A.A. Belavin, A.M. Polyakov and A.B. Zamolodchikov, Nucl. Phys. B241
(1984) 333.
[62] M. Henneaux, Phys. Rep. 126 No.1 (1985) 1.
[63] J. Govaerts, Hamiltonian Quantisation and Constrained Dynamics, Leuven
Notes in Math. and Theor. Phys., Vol. 4, (leuven University Press), 1991.
[64] I.A. Batalin, R.E. Kallosh and A. Van Proeyen, in Proc. of the Fourth Seminar
on Quantum Gravity, May 25-29, Moscow, 1987, eds. M.A. Markov et al.,
(World Scientic, 1987), pp. 423.
[65] A.B. Zamolodchikov, Theor. Math. Phys. 63 (1985) 1205.
[66] H. Lu, C.N. Pope, K. Thielemans, X.J. Wang, K.W. Xu, Int. J. Mod. Phys.
A10 (1995) 2123.
[67] K. Thielemans and J. Vervoort, A Mathematica package for computing an-
tibrackets in the BV formalism, in preparation.
[68] W. Pauli and F. Villars, Rev. Mod. Phys. 21 (1949) 434.
[69] A. Diaz, W. Troost, P. van Nieuwenhuizen and A. Van Proeyen, Int. J. Mod.
Phys. A4 (1989) 3959.
[70] M. Hatsuda, W. Troost, P. van Nieuwenhuizen and A. Van Proeyen, Nucl.
Phys. B335 (1990) 166.
[71] R. Siebelink, PhD. thesis Regularisation of Two-Dimensional Induced Models
and Non-Critical Strings , Leuven 1994.
[72] G. Bonneau, Int. J. Mod. Phys. A20 (1990) 3831.
[73] K. Fujikawa, Phys. Rev. Lett. B42 (1979) 1195; 44 (1980) 1733; Phys. Rev.
D21 (1980) 2848 [E:D22 (1980) 1499].
[74] J. Schwinger, Phys. Rev. 82 (1951) 664;
B. DeWitt, Dynamical Theory of Groups and Fields (Gordon and Breach)
1965; Phys. Rep. 19 (1975) 295;
R. Seeley, Am. Math. Soc. Proc. Symp. Pure Math. 10 (1967) 288; CIME
(1968) 167;
148 BIBLIOGRAPHY
P.B. Gilkey, J. Di. Geo. 10 (1975) 601; Invariance Theory, the Heat Equation
and the Atiyah{Singer Index Theorem (Publish or Perish, Inc.) Math. Lect.
series no. 11, 1984;
A.O. Barvinsky and G.A. Vilkovisky, Phys. Rep. 119 (1985) 1.
I.G. Avramidi, Theor. Math. Phys. 79 (1989) 494.
[75] J.L. Synge, Relativity: the general theory, North Holland Amsterdam, 1960.
[76] M. Visser, Phys. Rev. D47 (1993) 2395.
[77] J. Gomis and J. Pars, Nucl. Phys. B431 (1994) 378.
[78] J. Wess and B. Zumino, Phys. Lett. B37 (1971) 95;
W.A. Bardeen and B. Zumino, Nucl. Phys. B244 (1984) 421.
[79] F. De Jonghe, R. Siebelink and W. Troost, Phys. Lett. B306 (1993) 295.
[80] P. Termonia and S. Vandoren, unpublished.
[81] C. Lovelace, Phys. Lett. B135 (1984) 75;
D. Friedan, Phys. Rev. Lett., 45 (1980) 1057;
C. Callan, D. Friedan, E. Martinec and M. Perry, Nucl. Phys. B262 (1985)
593.
[82] E. Witten, Commun. Math. Phys. 117 (1988) 353; 118 (1988) 411.
[83] D. Birmingham, M. Blau, M. Rakowski and G. Thompson, Phys. Rep. 209
(1991) 129.
[84] E. Witten, Mirror manifolds and topological eld theory, in Essays on mirror
manifolds, ed. S.-T. Yau (International Press, 1992).
J.M.F. Labastida and P.M. Llatas, Nucl. Phys. B379 (1992) 220.
[85] T. Eguchi and S. Yang, Mod. Phys. Lett. A5 (1990) 1693.
[86] M. Billo and P. Fre, Class. Quantum Grav. 4 (1994) 785.
P. Fre and P. Soriani, "The N=2 Wonderland : from Calabi-Yau manifolds
to topological eld theories", World Scientic, Singapore, 1995 (in press).
[87] F. De Jonghe, P. Termonia, W. Troost and S. Vandoren, "Regularising the
Topological Twist of N = 2 Landau-Ginzburg models", in preparation.
[88] K. Fujikawa, Phys.Rev. D25 (1982) 2584;
D. Friedan, E. Martinec and S. Shenker, Nucl. Phys. B271 (1986) 93.
[89] A.S. Schwarz, Commun. Math. Phys. 155 (1993) 249.
BIBLIOGRAPHY 149
[90] S. Aoyama and M. Tonin, Nucl. Phys. B179 (1981) 293.
M. Tonin, Nucl. Phys. (Proc. Suppl.) B29 (1992) 137.
[91] F. Brandt, Phys. Lett. B320 (1994) 57.
[92] F. De Jonghe, R. Siebelink, W. Troost, S. Vandoren, P. van Nieuwenhuizen
and A. Van Proeyen, Phys. Lett. B289 (1992) 354.
[93] P. Claus, Vergelijkende studie tussen het achtergrondformalisme en het
Batalin-Vilkovisky formalisme voor Yang-Mills theoriee¨n, Licentiaatsthesis,
Leuven 1994.
[94] See e.g. the recent historical review on "Gauge theory and Renormalization,
G. ’t Hooft, THU-94/15, hep-th/9410038, presented at the international con-
ference on: "The History of Original Ideas and Basic Discoveries in Particle
Physics", Erice, Italy, 29 July - 4 August 1994.
[95] Y. Matsuo, Phys. Lett. B227 (1989) 222; in Proc. of the meeting Geometry
and Physics, Lake Tahoe, July 1989.
K. Schoutens, A. Sevrin and P. van Nieuwenhuizen, see [54]; Nucl. Phys.
B364 (1991) 584
C.M. Hull, see [53]; Int. J. Mod. Phys. A8 (1993) 2419.
C.N. Pope, L.J. Romans and K.S. Stelle, Phys. Lett. B268 (1991) 167.
[96] N. Mohammedi, Mod. Phys. Lett. A6 (1991) 2977.
[97] J.M. Figueroa-O’Farill, Phys. Lett. B326 (1994) 89.
[98] J. Pars, Nucl. Phys. B450 (1995) 357.
[99] F. De Jonghe, J. Pars, W. Troost, in preparation.
[100] M. Gu¨naydin, G. Sierra and P.K. Townsend, Phys. Lett. B133 (1983) 72;
Nucl. Phys. B242 (1984) 244, B253 (1985) 573;
E. Cremmer, C. Kounnas, A. Van Proeyen, J.P. Derendinger, S. Ferrara, B.
de Wit and L. Girardello, Nucl. Phys. B250 (1985) 385.
[101] B. de Wit and A. Van Proeyen, Commun. Math. Phys. 149 (1992) 307.
[102] L.J. Romans, Nucl. Phys. B352 (1990) 829.
[103] E. Bergshoe, A. Sevrin and X. Shen, Phys. Lett. B296 (1992) 95.
[104] D. Evens, J.W. Moat, G. Kleppe and R.P. Woodard, Phys. Rev. D43
(1991) 499.
G. Kleppe and R.P. Woodard, Nucl. Phys. B388 (1992) 81.
G. Kleppe and R.P. Woodard, Ann. Phys. (N.Y.) 221 (1993) 106.
150 BIBLIOGRAPHY
[105] J. Pars and W. Troost, in preparation.
[106] J.-L. Gervais and A. Jevicki, Nucl. Phys. B110 (1976) 93.
[107] F. Bastianelli, Phys. Lett. B263 (1991) 411.
[108] E. Witten, Nucl. Phys. B373 (1992) 187.
B.H. Lian and G.J. Zuckerman, Commun. Math. Phys. 154 (1993) 613.
[109] D. Anselmi and P. Fre, Nucl. Phys. B392 (1993) 401; B404 (1993) 288, 416
(1994) 255.
[110] N. Seiberg and E. Witten, Nucl. Phys. B426 (1994) 19; B431 (1994) 484.
[111] S. Mukhi and C. Vafa, Nucl. Phys. B407 (1993) 667.
[112] P. Candelas, X.C. de la Ossa, P.S. Green and L. Parkes, Phys. Lett. B258
(1991) 118; Nucl. Phys. B359 (1991) 21.
[113] L.F. Cugliando, G. Lozano and F. Shaposnik, Phys. Lett. B244 (1990) 249;
R.K. Kaul and R. Rajaraman, Phys. Lett. B249 (1990)433.
[114] S. Ouvry, R. Stora and P. Van Baal, Phys. Lett. B220 (1989) 159.
[115] C. Vafa, Mod. Phys. Lett. A6 (1991) 337.
[116] F. De Jonghe, P. Termonia, W. Troost and S. Vandoren, Phys. Lett. B358
(1995) 246.
F. De Jonghe, P. Termonia, W. Troost and S. Vandoren, preprint KUL-TF-
95/35, to appear in the Proceedings Strings ’95, USC, Los Angeles.
[117] F. De Jonghe, P. Termonia, W. Troost and S. Vandoren, preprint KUL-
TF-95/34, to appear in the Leuven Proceedings on Gauge theories, applied
supersymmetry and quantum gravity, July 10-14, 1995.
[118] I.A. Batalin, P.M. Lavrov and I.V. Tyutin, J. Math. Phys. 31 (1990) 1487
[E:32 (1991) 1970]; 32 (1991) 532; 32 (1991) 2513.
[119] E. Witten, Phys. Rev. D46 (1992) 5467.
[120] H. Hata and B. Zwiebach, Ann. Phys. 226 (1994) 177.
[121] E. Verlinde, Nucl. Phys. B381 (1992) 141.
[122] S. Aoyama and S. Vandoren, Mod. Phys. Lett. A39 (1993) 3773.
[123] N. Woodhouse, Geometric Quantization, Clarendon Press Oxford, 1980.
BIBLIOGRAPHY 151
[124] A.P. Nersessian, JETP Lett. 58 (1993) 66.
[125] O. Khudaverdian and A.P. Nersessian, J. Math. Phys. 34 (1993) 5533; Mod.
Phys. Lett. A8 (1993) 2377.
A.P. Nersessian, Theor. Math. Phys. 96 (1993) 866.
[126] C.M. Hull, A. Karlhede, U. Lindstro¨m and M. Rocek, Nucl. Phys. B286
(1986) 1.
[127] S. Aoyama, Z. Phys. C32 (1986) 113.
[128] Y. Achiman, S. Aoyama and J. W. van Holten, Nucl. Phys. B258 (1985)
179; Phys. Lett. B141 (1984) 64.

