This paper focuses on the decomposition, by numerical methods, of solutions to mixed-type functional differential equations (MFDEs) into sums of "forward" solutions and "backward" solutions. We consider equations of the form x (t) = ax(t) + bx(t − 1) + cx(t + 1) and develop a numerical approach, using a central difference approximation, which leads to the desired decomposition and propagation of the solution. We include illustrative examples to demonstrate the success of our method, along with an indication of its current limitations.
Introduction
Interest in the study of mixed-type functional equations (MFDEs), or forward-backward equations, developed following the pioneering work of Rustichini in 1989 [19, 20] . The analysis of such equations, with both advanced and delayed arguments, presents a significant challenge to both analysts and numerical analysts alike. We are reminded in the opening section of [12] that "the dichotomy of insight and numbers is specific to numerical analysis", that "computation should not wait until analysis has run out of steam" but that we should "employ computational algorithms that reflect known qualitative features of the underlying system". The analytical decomposition of solutions of mixed-type equations as sums of "forward" solutions and "backward" solutions has been studied by J. Mallet-Paret and S. M. Verduyn Lunel in [18] . It is our aim in this paper to present an algorithm to decompose the solution of a particular class of MFDE into growing and decaying components and to provide further insight into issues related to the success or otherwise of this approach. We choose not to provide a more detailed review of current literature here. Instead we refer the reader to [1, 17, 19, 20] and for further examples of applications of MFDEs to [2, 3] .
We focus our attention on the linear autonomous functional equation given by x (t) = ax(t) + bx(t − 1) + cx(t + 1),
a particular case of the nonautonomous equation
x (t) = a(t)x(t) + b(t)x(t − 1) + c(t)x(t + 1).
1
We consider the boundary value problem where we seek a function x, defined on [−1, k], that satisfies equation (1) for almost all t ∈ (0, k − 1] and also satisfies the boundary conditions x(t) = φ 1 (t) for t ∈ [−1, 0] (3)
where the constant k ∈ N. Usually we shall require that x is continuous on [−1, k]. In earlier work [6, 7] we apply linear θ-methods to (1) with (3) and (4) with a fixed step length h = 
where M 1 takes the form − Here we use a central difference approximation, an approach recommended for equations involving both advanced and delayed terms. Motivated by the successful analytical decomposition of the solution into 'forward' solutions and 'backward' solutions [18] we show that:-1. It is possible to achieve a decomposition of the solution by numerical methods; 2. Following successful decomposition of the solution we can use the computed solution points on (0, 1], along with φ 1 (t) on [−1, 0], to propagate the solution on (1, k − 1] 3. The change in methodology leads to an improvement on our earlier numerical scheme in terms of applicability and accuracy.
In Section 3 we consider the zeros of the characteristic equation and indicate a potential classification of the eigenspectra dependent on the coefficients of the equation. In Section 4.1 we present our numerical scheme. We again test our approach using equations with a known exact solution. Illustrative examples can be found in Section 5.
Relevant analytical theory
It is natural to begin with a brief overview of existence and uniqueness theory. As is well known, the existence problem for mixed type equations is not straightforward. Based on the boundary conditions defined on [−1, 0] and (k − 1, k] one needs additional conditions to be satisfied to ensure that there is a solution to the problem on (0, k − 1]. We refer to [14] for further discussion.
The solution of a corresponding delay equation (the case where the advanced term has zero coefficient) is known to have, in principle, discontinuities in derivatives at the origin and at integer multiples of the delay. The situation for mixed equations is somewhat more complicated. Derivative discontinuities may arise, but are usually associated with discontinuities in the solution at neighbouring integer values. This can be seen directly by considering (1) and the relationship between the derivative at t and the function values at t, t − 1, t + 1. This means that we need to consider solutions from some general function space, such as a Sobolev space, where such discontinuities in the function and its derivatives are allowed.
For uniqueness, we consider the operator Λ τ , with kernel κ, and mapping W
where
Theorem 2.1. Theorem 6 in [18] With a(t) real-valued, assume that either b(t) > 0 and c(t) > 0 for almost every t ∈ R, or else that b(t) < 0 and c(t) < 0 for almost every t ∈ R. Then for equation (2) we have that κ(Λ τ ) = {0} for every τ > 0. 2 In relation to (1): Theorem 2.1 states that if bc > 0 then κ(Λ τ ) = {0} for every τ > 0. If this condition is satisfied we conclude that the problem under consideration has at most one solution in W 1,p (0, k − 1). For practical purposes and in real physical applications it is reasonable to assume that the solution of a mixed type equation is at least continuous. In many of the examples, we shall consider smooth solutions, but we shall also consider the effect of derivative discontinuities on our numerical scheme.
The spectrum of the operator
The characteristic quasipolynomial for equation (1) takes the form
The spectrum of the operator defined by (Λx)(t) =ẋ(t) − ax(t) − bx(t − 1) − cx(t + 1) is an "infinite sequence of eigenvalues, with unbounded real part, in the positive and negative halfspaces" [19] .
We are interested in the case when the solution to equation (1) with (3) and (4), if one exists, is unique. By Theorem 2.1 a sufficient condition is that the coefficients b and c satisfy bc > 0. Figures 1 to 5 involve equation (1) with a = (k1e
The coefficients (a, b and c) have been chosen so that the equation has exact solutions of the form x(t) = C 1 e k1t + C 2 e k2t , where C 1 and C 2 are constants. We choose k 1 > 0 and k 2 < 0 to ensure that the solution consists of both growth and decay terms. We can show that bc > 0 if c >
or c < 0. In the left-hand diagrams in Figures 1 to 5 we plot β against α given by equations (8) and (9) [19] ). In Figure 2 , corresponding to a pure advance equation, there is an unbounded set of roots with positive real part (α > 0) and a unique root with negative real part (α = −3). Figure 4 shows an unbounded set of roots with negative real part (α < 0) and a unique root with positive real part (α = 2); this corresponds to a pure delay equation.
The values of c, namely c = −2, 
Numerical approach using central differences
We introduce
Sufficient condition given by Theorem 2.1 is satisfied. where x i ≈ x(ih), with h the fixed step length. Using central differences, given by
= a n x n + b n x n−N + c n x n+N , with we obtain 
This leads to
where A(n) is a 2N × 2N matrix given by 
Decomposition of solutions: Our method
Following the results of J. Mallet-Paret and S. M. Verduyn Lunel [18] we assume that the exact solution function can be decomposed into a growing component and a decaying component. We are then able to form a stable forward numerical approximation of the decaying function as a sum of eigenfunctions corresponding to eigenvalues, λ, of the matrix A smaller than unity, and to construct a stable backwards approximation of the growing function using the eigenvalues, λ, of A which are greater than unity in magnitude. In this way our approach provides stable approximations of both components of the exact solution.
For the autonomous equation (1) A(n) is a constant matrix A and equation (11) takes the form y n+N = Ay n+N −1 leading to
The matrix A is a companion matrix whose eigenvalues approximate elements of {e λh : λ satisfies (7)} as h → 0 (see, for example, [4] ). Since the zeros of (7) are distinct, the matrix A will be diagonalisable for small enough h > 0. (Note that, in any case, the following argument still applies with the Jordan canonical forms in place of the diagonal sub-matrices). We decompose the matrix A, writing A = A 1 + A 2 , and deriving A 1 and A 2 as follows: λ 2 , ..., λ N , 0, ..., 0) .
We see that D = D 1 + D 2 and note that if a matrix B is such that
In common with Rustichini [19] we have partitioned our eigenvalues into two sets, depending on whether or not their magnitude is greater than 1. With A 1 and A 2 defined as above
Hence
This can be extended to
To find the solution on (0, 1] we define the matrices IC, BC, SM and X, where IC, BC, X ∈ R N ×1 , and SM ∈ R 2N ×2N . IC is obtained from the initial condition on [−1, 0] and BC from the boundary condition on (k − 1, k]. We introduce SM as the solution matrix (A 1 ) (k−1)N + (A 2 ) (k−1)N and X as the solution set on (0, 1]. We find that BC
Results of applying this method are illustrated in example 5.1.
Here we identify some potential limitations of our approach:
• The method depends on having equal numbers of eigenvalues with magnitudes < 1 and > 1. This means that an extension to problems where the delays and advances are different will not be immediate.
• The underlying problem is ill-posed but, given any set of boundary conditions and an MFDE of the form being considered here, the method will find a solution even if one does not exist! [The solution will be to a perturbation of the original problem.]
• Increasing the dimension of the problem leads eventually to a near singular matrix.
Propagation of the solution
Having obtained a set of solution values on (0, 1] using the method presented in Section 4, we now use this, along with the boundary condition on [−1, 0], to solve the initial value problem on (1, k − 1]. We find the growing and decaying components of the solution on (1, k − 1], using (A 1 ) (k−1)N and (A 2 ) (k−1)N , and the solution given by (A 1 ) (k−1)N + (A 2 ) (k−1)N , each with the approximate initial conditions on [−1, 1]. We also calculate the true solution on (1, k − 1]. In our numerical investigations we are able to observe that the sum of the solutions using (A 1 ) (k−1)N and (A 2 ) (k−1)N is indeed a good approximation to the true solution of the equation. We illustrate this in example 5.2.
Numerical examples
In our examples we use equations with known exact solutions. First we focus on equations with smooth solutions containing both a growth and a decay term in the solution. In our final example, we shall consider the effect of derivative discontinuities. In examples 5.1 to 5.4 we consider equation (1) with a = (k1e
− c(e k1 + e k2 ), b = k 1 e k1 − ae k1 − ce 2k1 , chosen so that any function of the form x(t) = C 1 e k1t + C 2 e k2t with C 1 , C 2 ∈ R is a solution of the equation. We impose the condition that x(t) is equal to this function on [−1, 0] and (k − 1, k]. In our numerical examples we take C 1 = 1 and C 2 = 1.
[Including C 1 and C 2 enables either the growth term or the decay term to be 'switched off'.] We discretise the equation using the method outlined in Section 4.1. We use X as the computed sequence and X E as the sequence derived from the exact solution (at the same grid points). In examples 5.1, 5.3 and 5.4 we estimate the 2-norm of the error by calculating E = h× X − X E 2 and the order of convergence, p, as h → 0, of X to X E . We compare the results of applying the method presented in section 4.1 with those obtained using methods from [6] , [21] and [22] (1) with these parameters. We compare this with the set of true solution values and in Table 1 we give the mean squared error for a range of values of k. We compute an approximation for the order of the method and observe that, providing the matrix remains well-conditioned, the method achieves order 2. Tables 2 and 3 relate to the same problem as Table 1 . However, Table 2 gives values arising from using the method in [6] (using the trapezium rule and without decomposition of the solution) while the results reported in Table 3 arise from using a collocation method and a least squares approach (see [21, 22] for further details).
In example 5.1 we observe that the method using decomposition is an improvement on the method of [6] in that the errors are generally smaller, the method achieves its expected order of 2 for higher values of k and we are able to solve the problem for larger values of k before the matrix becomes ill-conditioned (as identified by Matlab). The derivations of A 1 and A 2 have resulted in two matrices with ranges of eigenvalues both smaller than the original matrix A, leading to spectral condition numbers both smaller than that of A. Hence, each of A 1 and A 2 is better conditioned than A. We also observe that both the collocation method and the least squares method result in smaller errors and a higher order than the method using decomposition.
Example 5.2. We choose parameter values k 1 = 0.3, k 2 = −0.6, and c = −3 and step length h = 1 16 . We illustrate successful decomposition and propagation of the solution for k = 4 (see Figure 6 ) and for k = 9 (see figure 7) . We identify the trajectories as follows: 0.579 * * * Table 2 : Example 5.1. Errors in the solution on (0, 1] and estimates of p using method presented in [6] . *** Warning given by Matlab -Matrix is near to being singular
• (circles) The solution propagated using A • (solid line) The true solution.
We observe the growing solution and the decaying solution. We also see that the sum of these components is a good approximation to the true solution. The features are more clearly seen in Figure 6 . Table 4 we present the mean squared errors, E 2 and an estimate of the order of convergence. We observe that the errors decrease as N increases and increase as k increases and that the method becomes less reliable as k and N increase together.
Example 5.4. In this example we consider the effect of varying c on the mean squared error. We choose parameter values k 1 = 1.5, k 2 = −0.6 and step length h = 1 128 . In Table 5 when bc > 0, whilst we use c = 0.05 and c = 0.6 as representative of the case when bc < 0. We observe that the errors increase as c increases towards 0 and decrease as c increases beyond
. For values of c in the interval 0,
we observe that the method quickly becomes unreliable as k increases and the matrix approaches a singular matrix. In Figure 8 we plot log 10 (Mean squared error) as c varies for equation (1) with k 1 = 0.8, k 2 = −0.05, k = 3, N = 32. In Figure 9 we plot log 10 (Mean squared error) as c and k vary. We observe increased errors as c approaches, lies in, and leaves the interval 0,
and as k increases. 
1.1477×10
−6 * * * 
Effect of derivative discontinuities on the method
Finally we consider problems whose solution is continuous but where there are discontinuities in derivatives at integer values. 12
Example 5.5. For k = 2 we consider the boundary value problem given by (1) subject to the conditions x(t) = 1 for t ∈ [−1, 0] (14)
x(t) = 1 c (1 − b) − a c t for t ∈ (1, 2].
The problem has been constructed such that on (0, 1] the solution, x(t), is given by x(t) = 1 + t. We choose values of a, b and c to illustrate the following three cases: (i) the solution is continuous and differentiable at t = 1, (ii) the solution is continuous at t = 1 but the derivative 'jumps' at t = 1 (iii) both the solution and its derivative are discontinuous at t = 1. We use a step length h i =
1
Ni and obtain a set of solution points on (0, 1] using our method (given in Section 4) for equation (1) with these values. The results are presented in Table 6 . As expected we observe a reduction in the order obtained when break points exist in the solution. 0.0218 Example 5.6. For k = 2, 3 and 4 we consider the boundary value problem given by (1) subject to the conditions x(t) = 1 − t for t ∈ [−1, 0] (16)
The problem has been constructed such that on (0, 1] the solution x(t) is given by x(t) = 1 + t. We find that:
When k = 2, f (t) =
