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A LOCAL TRACE FORMULA FOR THE LOCAL
GAN-GROSS-PRASAD CONJECTURE FOR SPECIAL
ORTHOGONAL GROUPS
ZHILIN LUO
Abstract. Through combining the work of Jean-LoupWaldspurger ([Wal10] [Wal12b])
and Raphal Beuzart-Plessis ([BP15]), we give a proof for the tempered part of the
local Gan-Gross-Prasad conjecture ([GGP12]) for special orthogonal groups over
any local fields of characteristic zero, which was already proved by Waldspurger
over p-adic fields.
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1. Introduction
The restriction and branching problems can be traced back to the theory of sphere
harmonics. Let SO2(R) →֒ SO3(R) be a pair of compact special orthogonal groups
associated to 2, resp. 3 dimensional anisotropic quadratic spaces over R. For any
finite dimensional irreducible representation π of SO3(R), the spectral decomposition
of the restriction of π to SO2(R) can be detected by the spectral decomposition of
the canonical action of SO3(R) on L
2(SO3(R)/SO2(R)) ≃ L2(S2) where S2 is the
2-dimensional real sphere, which is essentially provided by the classical theory of
spherical harmonics.
The local Gan-Gross-Prasad conjecture aims to generalize the phenomenon to non-
compact classical groups over any local field F of characteristic zero. Let (W,V ) be
a pair of quadratic space defined over F with W a subspace of V and the orthogonal
complement W⊥ of W in V is odd dimensional and split. Let G = SO(W )× SO(V )
be the product of two special orthogonal groups, and H the subgroup of G defined by
the semi-direct product of SO(W ) with the unipotent subgroup N of SO(V ) defined
by the full isotropic flag determined by W⊥. Fix a generic character ξ of N which
extends to H . For any irreducible smooth admissible representation π of G(F ),
consider the dimension of the following space
m(π) = dimHomH(π, ξ).
By [AGRS10] [GGP12] when F is p-adic, and [SZ12] [JSZ11] when F is archimedean,
m(π) ≤ 1.
The local Gan-Gross-Prasad conjecture speculates a refinement for the behavior
of m(π). The pure inner inner forms of the special orthogonal group SO(W ) are
parametrized by the set H1(F, SO(W )) ≃ H1(F,H). For each α ∈ H1(F,H), one
can associate a pair of quadratic space (Wα, Vα) that enjoys similar properties as
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(W,V ). Moreover, Gα = SO(Wα) × SO(Vα) has the same Langlands dual group as
G, which is denoted as LG. For any generic L-parameter ϕ : WF → LG where WF
is the Weil-Deligne group of F , let ΠGα(ϕ) be the associated L-packet of Gα.
Conjecture 1.0.1 ([GGP12]). The following identity holds for any generic L-parameter
ϕ :WF → LG. ∑
α∈H1(F,H)
∑
π∈ΠGα(ϕ)
m(π) = 1.
Moreover, there is a refinement determining when m(π) is not equal to zero. It can
be detected by the representation of the component group Aϕ associated to ϕ, which
in particular can be detected by the sign of the relevant symplectic root number.
Over p-adic fields, in a series of papers ([Wal10], [Wal12b], [Wal12a]), Waldspurger
proved a multiplicity formula for any tempered representation of G(F ) and twisted
general linear groups, from which he could deduce Conjecture 1.0.1 and the refine-
ment for any tempered L-parameters of G. Later the work of M. Moeglin and
Waldspurger ([MgW12]) established the full conjecture for any generic L-parameters
of G.
There is a similar conjecture for unitary groups associated to a pair of hermit-
ian spaces with parallel descriptions. Over p-adic fields, following the approach of
Waldspurger, Beuzart-Plessis established Conjecture 1.0.1 and the refinement for
any tempered L-parameters of G over p-adic fields ([BP16], [BP14]). Later, after
combining the work of Beuzart-Plessis, Moeglin and Waldspurger, W. Gan and A.
Ichino established the full conjecture for any generic L-parameters of G ([GI16]).
The cases above are usually called the Bessel case. There are also parallel conjec-
tures called the Fourier-Jacobi case, which treats unitary groups (skew-hermitian)
and symplectic-metaplectic groups. Over p-adic fields, they were established by
Gan and Ichino for unitary groups case (skew-hermitian) ([GI16]), and H. Atobe for
symplectic-metaplectic case ([Ato18]), using the techniques of theta correspondence.
Over archimedean local fields, Beuzart-Plessis established Conjecture 1.0.1 for
tempered L-parameters of unitary groups in the Bessel case ([BP15]). The method
works uniformly for p-adic fields as well.
When F = C, Conjecture 1.0.1 for generic L-parameters of special orthogonal
groups ([Mo¨l17]) is proved using different methods.
The goal of the present paper is to prove Conjecture 1.0.1 for tempered L-parameters
of special orthogonal groups. In particular, the result is new only when F is archimedean.
We are going to combine the work of Waldspurger ([Wal10] [Wal12b]) over p-adic
fields and Beuzart-Plessis ([BP15]) over archimedean fields to prove the conjecture.
The proof . In the following, we will give a brief introduction to the proof.
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Fix a tempered representation π ofG(F ). To study the multiplicity space HomH(π, ξ),
by Frobenius reciprocity, it is equivalent to study the spectral decomposition of
L2(H\G, ξ) as a unitary representation R of G(F ) via right translation, where
L2(H\G, ξ) is the L2-induction from the character ξ ofH(F ) toG(F ). From the spirit
of J. Arthur ([Art91]), one may use the convolution action of C∞c (G) on L2(H\G, ξ),
and study the spectral and geometric expansion of the trace of the operator R(f).
More precisely, fix f ∈ C∞c (G), x ∈ G(F ) and ϕ ∈ L2(H\G, ξ),
(R(f)ϕ)(x) =
∫
G(F )
f(g)ϕ(xg) dg =
∫
H(F )\G(F )
Kf (x, y)ϕ(y) dy,
where
Kf(x, y) =
∫
H(F )
f(x−1hy)ξ(h) dh, x, y ∈ G(F ).
In other words, the operator R(f) has integral kernel Kf(x, y).
Formally, the trace of R(f) can be computed via integrating Kf(x, y) along the di-
agonal H(F )\G(F ). Unfortunately the integral is usually not absolutely convergent.
To rectify the issue one works instead with the space of strongly cuspidal functions.
Recall that a function f ∈ C∞c (G) is called strongly cuspidal if∫
U(F )
f(mu) du = 0, m ∈ M(F )
for any nontrivial parabolic subgroup P of G with Levi decomposition P = MU .
Similarly, one can also introduce the notion of strongly cuspidal functions in the
Harish-Chandra Schwartz space of G, which is denoted by Cscusp(G).
It turns out that the following theorem holds .
Theorem 1.0.2 (Section 4). For any f ∈ Cscusp(G), the following integral is abso-
lutely convergent
J(f) =
∫
H(F )\G(F )
Kf (x, x) dx.
The next step is to establish the spectral and geometric expansions for J(f).
Spectral expansion. The spectral expansion is similar to the situation of unitary
groups ([BP15]), except mild structural and combinatorial difference between special
orthogonal groups and unitary groups.
More precisely, let X (G) be the set of virtual tempered representations built from
Arthur’s elliptic representations of G and its Levi subgroups (for details see [BP15,
2.7]). For any π ∈ X (G), Arthur defined a weighted character
f ∈ C(G)→ JM(π)(π, f)
A LOCAL TF FOR THE LOCAL GGP FOR SPECIAL ORTHOGONAL GROUPS 5
where M(π) is the Levi such that π is induced from an elliptic representation of
M(π).
For any f ∈ Cscusp(G), define θ̂f on X (G) via
θ̂f (π) = (−1)aM (π)JM(π)(π, f), π ∈ X (G),
where aM(π) is the dimension of the maximal central split sub-torus of M(π). Let
D(π) be the discriminant coming from Arthur’s definition of elliptic representations.
We have the following spectral expansion for J(f).
Theorem 1.0.3 (Section 5). For any f ∈ Cscusp(G),
J(f) =
∫
X (G)
D(π)θ̂f(π)m(π) dπ.
Geometric expansion. The geometric expansion turns out to be different from the
situation of unitary groups. We first give the statement of the geometric expansion.
Theorem 1.0.4 (Section 7.3). For any f ∈ Cscusp(G),
J(f) = lim
s→0+
∫
Γ(G,H)
cf(x)D
G(x)1/2∆(x)s−1/2 dx.
Here Γ(G,H) is a subset in the set of semi-simple conjugacy classes of H , equipped
with topology (Section 7.1).
The definition of cf , which originally appears in [Wal10], is the key ingredient
different from the unitary group case appearing in [BP15]. We explicate in more
detail below.
Recall that Arthur introduced the notion of weighted orbital integrals for any Levi
subgroup M of G and x ∈M(F ) ∩Grss(F )
f ∈ C(G)→ JM(x, f).
For f ∈ Cscusp(G), define ([BP15, 5.2])
θf (x) = (−1)aG−aM(x)ν(Gx)−1DG(x)−1/2JM(x)(x, f).
The term θf (x) is conjugation invariant, and it is a quasi-character ([BP15, §4])
in the sense that it has germ expansion as the distribution character of admissible
representations. The term cf(x) is equal to the regular germ associated to a particular
regular nilpotent orbit in g(F ). The detailed construction will be specified in Section
7.1.
A key difference between the special orthogonal groups and unitary groups is that,
for unitary groups, the regular nilpotent orbits can be permuted by scaling, which is
not the case for special orthogonal groups. Hence, for unitary groups, the term cf is
taken to be the average of all regular nilpotent germs, which turns out to be not the
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case for special orthogonal groups. We need to choose a particular regular nilpotent
orbit (Section 7.1).
In order to determine which regular nilpotent orbit shows up in the geometric ex-
pansion, we follow the idea of Waldspurger. After localization (Proposition 7.3.5 and
Proposition 7.3.6), the problem can be reduced to Lie algebra. To adapt the strategy
of Waldspurger ([Wal10, §11.4-§11.6]), in appendix A, we express the regular germs
of orbital integrals for any quasi-split connected reductive algebraic groups in turns of
endoscopic invariants, which was proved by D. Shelstad over p-adic fields ([She89]).
Then in appendix B, we review the work of Walspurger ([Wal01]) computing the
transfer factors over p-adic fields, which pass without hard effort to archimedean
local fields. Finally we are able to prove the geometric expansion following [Wal10,
§11.4-§11.6].
After establishing the spectral and geometric expansions for the distribution J(f),
following [BP15, Section 11], we obtain the geometric multiplicity formula mgeom(π)
for any tempered representation π of G (Section 7.3). Then following the strategy of
[BP15, Section 12], Conjecture 1.0.1 for tempered L-parameters is established. An
important step is Theorem 8.1.1, which shows that for a stable quasi-character θ on
G(F ), cθ defined in Section 7.1 is actually the same as the one introduced in [BP15,
Section 5].
When the ground field is C, Conjecture 1.0.1 for tempered L-parameters follows
easily from the invariance of the multiplicity under parabolic induction (Corollary
3.0.7), which reduce the conjecture to trivial case. Therefore when working with
trace formula, we will assume that the ground field is not C. More precisely, starting
from Section 5, the ground field is assumed to be either p-adic or real.
To save the length of the paper, many technical details similar to [Wal10], [Wal12b],
[BP15] are omitted. The reader is referred to the upcoming thesis of the author
[Luo21] for full detail.
Notation and conventions. We will freely use notation from the first five sections
in [BP15]. For convenience we list them below.
• F is a local field of characteristic zero with fixed norm | · |;
• For a connected reductive algebraic group G defined over F , Temp(G) is
denoted as the set of tempered representations of G ([BP15, 2.2]);
• Gothic letters are used to denote the Lie algebras of the associated algebraic
groups;
• For a locally compact Hausdorff totally disconnected topological space (resp.
real smooth manifold) M , C∞c (M) is the space of smooth functions on M ,
and Cc(M) is the space of continuous functions on M ([BP15, 1.4]);
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• C(G) is the space of Harish-Chandra Schwartz functions on G(F ), ΞG is
the associated Harish-Chandra Ξ-function ([BP15, 1.5]), and Cscusp(G) is
the space of strongly cuspidal Harish-Chandra Schwartz functions on G(F )
([BP15, 5.1]);
• S(g) = S(g(F )) is the space of Schwartz-Bruhat functions on g(F ) ([BP15,
1.4]), and Sscusp(g) is the space of strongly cuspidal Schwartz-Bruhat functions
on g(F ) ([BP15, 5.1]);
• Γ(G) (resp. Γ(g)) is the set of semi-simple conjugacy classes in G(F ) (resp.
g(F )) equipped with topologies ([BP15, 1.7]), and subscript ell (resp. rss, ss)
denotes the elliptic (resp. regular semi-simple, semi-simple) elements ([BP15,
1.7]);
• For x ∈ Gss(F ) (resp. X ∈ g(F )), ZG(x) (resp. ZG(X)) is the centralizer of
x (resp. X) in G(F ), and Gx is the identity connected component of ZG(x)
(Note that GX = ZG(X) is connected, c.f. [BP15, p.16]);
• For the notion of G-good (resp. G-excellent) open subsets, we refer to [BP15,
3.2] (resp. [BP15, 3.3]);
• For the notion and basic properties of log-norms σ = σX on an algebraic
variety X , we refer to [BP15, 1.2];
• Let QC(G) (resp. QC(g)) be the space of quasi-characters on G(F ) (resp.
g(F )). Let SQC(g) be the space of Schwartz quasi-characters on g(F ). Let
QCc(G) (resp. QCc(g)) be the space of quasi-characters that are compactly
supported modulo conjugation. We refer definitions and basic properties of
quasi-characters to [BP15, 4.1,4.2];
• For an irreducible admissible representation π of G, π∞ is the space of smooth
vectors, and θπ is the distribution character of π;
• For the definition of sets Rtemp(G),X (G),Xtemp(G),Xell(G), see [BP15, 2.7];
• For f ∈ Cscusp(G), set ([BP15, 5.2])
θf (x) = (−1)aG−aM(x)ν(Gx)−1DG(x)−1/2JM(x)(x, f).
Acknowledgement. I would like to thank my advisor D. Jiang for suggesting the
problem to me. I would also like to thank R. Beuzart-Plessis discussing the relation
between the regular germ formula and the Kostant sections. I am particularly grate-
ful to C. Wan for a lot of helpful discussions and various critical corrections when I
was writing down the paper. The work is supported in part through the NSF Grant:
DMS1901802 of D. Jiang.
2. The Gan-Gross-Prasad triples
Following [BP15, Section 6], the concept of Gan-Gross-Prasad triples in the special
orthogonal groups setting is introduced. Various algebraic, geometric and analytical
properties for the triple are listed.
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2.1. Definitions.
Quadratic spaces and orthogonal groups. Let (V, q) be a finite dimensional quadratic
space. Let O(V ) (SO(V )) be the corresponding (special) orthogonal group and so(V )
the Lie algebra defined over F .
Example 2.1.1. (1) Let (Dν , q) be an anisotropic line, i.e. Dν ≃ F× with qua-
dratic form defined by q(x) = νx2, where x ∈ F× and ν ∈ F×.
(2) Let H be the 2-dimensional split quadratic space, i.e. H ≃ Fv ⊕ Fv∗ with
quadratic form defined by q(v, v∗) = 1, q(v, v) = q(v∗, v∗) = 0.
(3) For any b, c ∈ F×, let (E = F (√b), c · NE/F ) be the 2-dimensional quadratic
space sending m⊕ n√b to c(m2 − bn2), where m,n ∈ F×.
Definition 2.1.2. (V, q) is quasi-split if there exists some positive integer n ∈ N
such that
(V, q) ≃ Hn−1 ⊕
{
(E = F (
√
b), c · NE/F ), if dimV is even
Dν , if dim V is odd
Assume that (V, q) is quasi-split. When dimV is odd, (V, q) is always split; when
dimV is even, (V, q) is split if and only if b ∈ F×2.
Regular nilpotent orbits. The set of SO(V )(F )-regular nilpotent orbits in so(V )(F ),
which is denoted as Nilreg(so(V )) = Nilreg(so(V )(F )), admits the following descrip-
tion. Following [Wal01, Chaptire I], Nilreg(so(V )) is nonempty only when (V, q) is
quasi-split. When (V, q) is quasi-split, the regular nilpotent orbits form a single
stable conjugacy class. Up to conjugation by SO(V )(F ), they are contained in the
F -points of a fixed F -rational Borel subgroup B with Levi decomposition B = TU .
Since conjugation by U(F ) stabilizes the regular nilpotent orbits, one only need to
compute the conjugation action of T (F ). Through straightforward computation the
following descriptions for Nilreg(so(V )) can be deduced.
• When dimV is odd or ≤ 2, Nilreg(so(V )) contains only one element.
• When dimV = 2m is even and ≥ 4,
(V, q) ≃
{
Hm, when (V, q) is split,
Hm−1 ⊕ (E = F (√b), c · NE/F ), when (V, q) is not split.
In particular, when (V, q) is not split b /∈ F×2.
Let
N V =
{
F×/F×2, when (V, q) is split,
c · NE/F (E×)/F×2, when (V, q) is not split.
Then N V is in bijection with Nilreg(so(V )).
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More precisely, for any ν ∈ N V with fixed representative in F× which is still
denoted by ν, an explicit representative in Nilreg(so(V )) can be constructed
as follows. Write V = D ⊕W such that D is an anisotropic line, and the
restriction of q to W has the quadratic form x → νx2 when restricted to
the anisotropic line in W . Let H = SO(W ) where (W, q|W ) is split of odd
dimension. It has a unique regular nilpotent orbit in so(W )(F ). Let the
associated nilpotent orbit in so(V )(F ) be Oν . Then one can show that the
orbit does not depend on the choice of the representative of ν, and the set
{Oν | ν ∈ N V } is in bijection with Nilreg(so(V )).
Definition of GGP triples. Let (W,V ) be a pair of quadratic spaces. (W,V ) is
called admissible if there exists an anisotropic line D and a hyperbolic space of Z of
dimension 2r such that
V ≃W ⊕D ⊕ Z.
In particular, there exists a basis {zi}±ri=±1 of Z such that
q(zi, zj) = δi,−j, ∀i, j ∈ {±1, ...,±r}.
There exist ν0 ∈ F× and z0 ∈ D such that q(z0, z0) = ν0.
Let PV be the parabolic subgroup of SO(V ) with Levi decomposition PV =MVN
stabilizing the following totally isotropic flag of V
〈zr〉 ⊂ 〈zr, zr−1〉 ⊂ ... ⊂ 〈zr, ..., z1〉.
Set G = SO(W )×SO(V ) and P = SO(W )×PV . Then P is a parabolic subgroup of
G with Levi decomposition P = MN where M = SO(W )×MV . Using the diagonal
embedding SO(W ) →֒ G, SO(W ) can be identified as an algebraic subgroup of G
contained in M . In particular SO(W ) acts via conjugation on N . Set
H = SO(W )⋉N.
Define a morphism λ : N → Ga by
λ(n) =
r−1∑
i=0
q(z−i−1, nzi), n ∈ N.
Then λ is SO(W ) conjugation invariant and hence λ has a unique extension to H
that is trivial on SO(W ), which is still denoted as λ. Let λF : H(F ) → F be the
induced morphism on F -rational points. Set
ξ(h) = ψ(λF (h)), h ∈ H(F ).
Definition 2.1.3. The triple (G,H, ξ) defined above is called the Gan-Gross-Prasad
triple associated to the admissible pair (W,V ).
Besides the above notation and definitions, the following notions are introduced.
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• d = dim(V ), m = dim(W );
• Z+ = 〈zr, ..., z1〉, Z− = 〈z−1, ..., z−r〉;
• D = F · z0, V0 = W ⊕D;
• H0 = SO(W ), G0 = SO(W )× SO(V0). The triple (G0, H0, 1) is associated to
(W,V0). It is called the codimension one case;
• T is the subtorus of SO(V ) stabilizing lines 〈zi〉 for i = ±1, ...,±r and acting
trivially on V0. In particular M = T ×G0;
• Let h = Lie(H). Using the same notation as before, ξ is the character on
h(F ) that is trivial on so(W )(F ) and equal to ξ ◦ exp on n(F );
• B(·, ·) is the following non-degenerate G(F )-invariant bilinear form on g(F ),
B((XW , XV ), (X
′
W , X
′
V )) =
1
2
(tr(XWX
′
W ) + tr(XVX
′
V ));
The following lemma, whose proof is similar to [BP15, Lemma 6.2.1], will be useful
for later discussion.
Lemma 2.1.4. (1) The map G→ H\G has the norm descent property.
(2) The M-conjugacy orbit of λ in (n/[n, n])∗ is Zariski open.
The multiplicity m(π). For any π ∈ Temp(G), let HomH(π, ξ) be the space of con-
tinuous linear forms ℓ : π∞ → C satisfying
ℓ(π(h)e) = ξ(h)ℓ(e), ∀e ∈ π∞, h ∈ H(F ).
Define
m(π) = dimHomH(π, ξ).
The following theorem is proved in [JSZ11] for archimedean case (for r = 0 case it
is also proved in [SZ12]) and through a combination of [AGRS10] (r = 0 case) and
[GGP12] (extending to general r case) for p-adic case.
Theorem 2.1.5. The following inequality holds for any π ∈ Temp(G)
m(π) ≤ 1.
Following [BP15, 6.3.1] the identity
m(π) = m(π)
holds where π is the complex conjugation of π.
2.2. Spherical variety structure. A parabolic subgroup Q of G is called good if
HQ is Zariski-open in G. Through taking the generic fiber the condition is equivalent
to H(F )Q(F ) being open in G(F ).
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Proposition 2.2.1. (1) There exists minimal parabolic subgroups of G that are
good, and they are conjugate under H(F ). Moreover, for a good minimal
parabolic subgroup Pmin = MminUmin, H ∩ Umin = {1}, and the complement
of H(F )Pmin(F ) in G(F ) has zero measure;
(2) A parabolic subgroup Q of G is good if and only if it contains a good minimal
parabolic subgroup.
Proof. The proof follows from the same argument as [BP15, Propostion 6.4.1], except
the fact that H1(F, SO(W )) classifies the isomorphism classes of quadratic spaces of
the same dimension and discriminant as W ([KMRT98, 29.29]) (c.f. [BP15, p.150]).

Relative weak Cartan decompositions. In the codimension one case (G0, H0, 1), from
Proposition 2.2.1, G0 admits good minimal parabolic subgroups. Let P 0 = M0U0 be
a good minimal parabolic subgroup of G0. Let A0 = AM0 be the maximal central
split torus of M0. Set
A+0 = {a ∈ A0(F )| |α(a)| ≥ 1, ∀α ∈ R(A0, P 0)}.
Proposition 2.2.2. There exists a compact subset K0 ⊂ G0(F ) such that
G0(F ) = H0(F )A
+
0K0.
Proof. Together with [Wal10, 7.2], the discussion of [BP15, Section 6.6] works in
parallel with the current situation. 
For a general GGP triple (G,H, ξ), let (P 0,M0, A0, A
+
0 ) be as above. Let P = MN
be the parabolic subgroup opposite to P w.r.t. M . Set
Amin = A0T ⊂Mmin =M0T ⊂ Pmin = P 0TN.
Then Pmin is a parabolic subgroup, Mmin is the Levi component of it and Amin is
the maximal central split subtorus of Mmin. Moreover, from the proof of [BP15,
Proposition 6.4.1], Pmin is a good parabolic subgroup of G. Set
A+min = {a ∈ Amin(F )| |α(a)| ≥ 1, ∀α ∈ R(Amin, Pmin)}.
Let Pmin be the parabolic subgroup opposite to Pmin w.r.t. Mmin. Then Pmin ⊂ P .
Let ∆ be the set of simple roots of Amin in Pmin and set ∆P = ∆∩R(Amin, N) be the
set of simple roots appearing in n = Lie(N). For α ∈ ∆P let nα be the corresponding
root subspace.
Lemma 2.2.3. The following properties hold.
(1)
A+min = {a ∈ A+0 T (F )| |α(a)| ≤ 1, ∀α ∈ ∆P};
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(2) There exists a compact subset KG of G(F ) such that
G(F ) = H(F )A+0 T (F )KG;
(3) For any α ∈ ∆P , the restriction of ξ to nα(F ) is nontrivial.
Proof. The proof of [BP15, Lemma 6.6.2] works verbatim. 
2.3. Analytical estimations. Various analytical estimations are stated associated
to the GGP triples (G,H, ξ). The results will be used to establish the results for
explicit tempered intertwining, the convergence of the distribution J and JLie, and
the spectral expansion for the distribution J , which are introduced in the next sec-
tions. However, as we omit most of the details (those will appear in [Luo21]) that
are similar to those in [BP15], [Wal10] and [Wal12b], they do not show up explicitly
in the context. For the sake of completeness we prefer to keep them here.
Lemma 2.3.1. Let Pmin = MminUmin be a good minimal parabolic subgroup and let
Amin be the maximal split central torus of Mmin. Recall that
A+min = {a ∈ Amin(F )| |α(a)| ≥ 1, ∀α ∈ R(Amin, Pmin)}.
Then the following inequalities hold.
(1) σ(h) + σ(a)≪ σ(ha) for any a ∈ A+min and h ∈ H(F );
(2) σ(h)≪ σ(a−1ha) for any a ∈ A+min and h ∈ H(F ).
Proof. The proof follows from the same argument as [BP15, Proposition 6.4.1 (iii)].

Estimations for Harish-Chandra Ξ functions. Various estimations are stated for the
integrations of the Harish-Chandra Ξ function of G on H .
Lemma 2.3.2. (1) There exists ǫ > 0 such that the integral∫
H0(F )
ΞG0(h0)e
ǫσ(h0) dh0
is absolutely convergent.
(2) There exists d > 0 such that the integral∫
H(F )
ΞG(h)σ(h)−d dh
is absolutely convergent.
(3) For any δ > 0 there exists ǫ > 0 such that the integral∫
H(F )
ΞG(h)eǫσ(h)(1 + |λ(h)|)−δ dh
is absolutely convergent.
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(4) Let Pmin = MminUmin be a good minimal parabolic subgroup of G. Then the
following result holds.
For any δ > 0 there exists ǫ > 0 such that the integral
I1ǫ,δ(mmin) =
∫
H(F )
ΞG(hmmin)e
ǫσ(h)(1 + |λ(h)|−δ) dh
is absolutely convergent for any mmin ∈Mmin(F ) and there exists d > 0 such
that
I1ǫ,δ(mmin)≪ δPmin(mmin)−1/2σ(mmin)d
for any mmin ∈Mmin(F ).
(5) Assume moreover that T is contained in AMmin. Then for any δ > 0 there
exists ǫ > 0 such that the integral
I2ǫ,δ(mmin) =
∫
H(F )×H(F )
ΞG(hmmin)Ξ
G(h′hmmin)e
ǫσ(h)eǫσ(h
′)(1 + |λ(h′)|)−δ dh′ dh
is absolutely convergent for any mmin ∈ Mmin(F ), and there exists d > 0 such
that
I2ǫ,δ(mmin)≪ δPmin(mmin)−1σ(mmin)d
for any mmin ∈Mmin(F ).
Proof. The proof of (1) follows from [Wal12b, Lemme 4.9], whose proof works ver-
batim for archimedean case.
The rest of the proof follows from [BP15, Lemma 6.5.1] verbatim. 
The function ΞH\G. Let C ⊂ G(F ) be a compact subset with nonempty interior.
Define a function Ξ
H\G
C on H(F )\G(F ) by
Ξ
H\G
C (x) = volH\G(xC)
−1/2
for any x ∈ H(F )\G(F ). By finite cover theorem, for any other C ′ ⊂ G(F ) compact
subset with nonempty interior,
Ξ
H\G
C (x) ∼ ΞH\GC′ (x)
for any x ∈ H(F )\G(F ). In the following we will implicitly fix a compact subset
with nonempty interior C ⊂ G(F ) and set
ΞH\G(x) = Ξ
H\G
C (x)
for any x ∈ H(F )\G(F ).
The following estimations for ΞH\G hold.
Proposition 2.3.3. (1) For any compact subset K ⊂ G(F ), the following equiv-
alence hold
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(a) ΞH\G(xk) ∼ ΞH\G(x),
(b) σH\G(xk) ∼ σH\G(x)
for any x ∈ H(F )\G(F ) and k ∈ K.
(2) Let P 0 = M0U 0 ⊂ G0 be a good minimal parabolic subgroup of G0 and A0 =
AM0 be the split part of the center of M0. Set
A+0 = {a0 ∈ A0(F )| |α(a0)| ≥ 1, ∀α ∈ R(A0, P 0)}.
Then there exists a positive constant d > 0 such that
(a) ΞG0(a0)δ
1/2
P (a)σ(a9)
−d ≪ ΞH\G(aa0)≪ ΞG0(a0)δ1/2P (a),
(b) σH\G(aa0) ∼ σG(aa0)
for any a0 ∈ A+0 and a ∈ T (F ).
(3) There exists d > 0 such that∫
H(F )\G(F )
ΞH\G(x)2σH\G(x)
−d dx
is absolutely convergent.
(4) For any d > 0, there exists d′ > 0 such that∫
H(F )\G(F )
1σH\G≤c(x)Ξ
H\G(x)2σH\G(x)
d dx≪ cd′
for any c ≥ 1.
(5) There exists d > 0 and d′ > 0 such that∫
H(F )
ΞG(x−1hx)σG(x
−1hx)−d dh≪ ΞH\G(x)2σH\G(x)d′
for any x ∈ H(F )\G(F ).
(6) For any d > 0, there exists d′ > 0 such that∫
H(F )
ΞG(hx)σ(hx)−d
′
dh≪ ΞH\G(x)σH\G(x)−d
for any x ∈ H(F )\G(F ).
(7) Let δ > 0 and d > 0. Then the integral
Iδ,d(c, x) =
∫
H(F )
∫
H(F )
1σ≥c(h
′)ΞG(hx)ΞG(h′hx)σ(hx)dσ(h′hx)d(1 + |λ(h′)|)−δ dh′ dh
is absolutely convergent for any x ∈ H(F )\G(F ) and c ≥ 1. Moreover, there
exist ǫ > 0 and d′ > 0 such that
Iδ,d(c, x)≪ ΞH\G(x)2σH\G(x)d′eǫc
for any x ∈ H(F )\G(F ) and c ≥ 1.
Proof. The proof of [BP15, Proposition 6.7.1] works verbatim. 
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Parabolic degenerations. Let Q = LUQ be a good parabolic subgroup of G. Let
Pmin = MminUmin ⊂ Q be a good minimal parabolic subgroup of G with the Levi
component chosen so thatMmin ⊂ L. Let Amin = AMmin be the maximal central split
torus of Mmin and set
A+min = {a ∈ Amin(F )| |α(a)| ≥ 1, ∀α ∈ R(Amin, Pmin)}.
Let HQ = H ∩ Q and HL be the image of HQ by the natural projection Q ։ L.
Define HQ = HL ⋉ UQ.
Proposition 2.3.4. (1) HQ∩UQ = {1} so that the natural projection HQ → HL
is an isomorphism.
(2) δQ(hQ) = δHQ(hQ) and δQ(hL) = δHL(hL) for any hQ ∈ HQ(F ) and hL ∈
HL(F ). In particular, the group H
Q is unimodular.
Fix a left Haar measure dLhL on HL(F ) and a Haar measure dh
Q on
HQ(F ).
(3) There exists d > 0 such that the integral∫
HL(F )
ΞL(hL)σ(hL)
−dδHL(hL)
1/2 dLhL
converges. Moreover, in the codimension one case (that is G = G0 and
H = H0), the integral∫
HL(F )
ΞL(hL)σ(hL)
dδHL(hL)
1/2 dLhL
is convergent for any d > 0.
(4) There exists d > 0 such that the integral∫
HQ(F )
ΞG(hQ)σ(hQ)−d dhQ
converges.
(5) σ(hQ)≪ σ(a−1hQa) for any a ∈ A+min and hQ ∈ HQ(F ).
(6) There exist d > 0 and d′ > 0 such that∫
HQ(F )
ΞG(a−1hQa)σ(a−1hQa)−d dhQ ≪ ΞH\G(a)2σH\G(a)d′
for any a ∈ A+min.
Proof. The proof of [BP15, Proposition 6.8.1] works verbatim. 
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3. Explicit tempered intertwining
In this section an explicit relation between the non-vanishing of m(π) and an
associated linear form Lπ for any tempered representation π ∈ Temp(G) is stated.
The relation between m(π) and parabolic induction is also stated. As a corollary,
we are able to establish Conjecture 1.0.1 for tempered L-parameters when F = C.
Moreover, the results will be indispensable for the proof of the spectral expansion of
the distribution J . Most of the proof appearing in [BP15, Section 7] works verbatim.
The details are referred to [Luo21].
The ξ-integral. For any f ∈ C(G), the integral∫
H(F )
f(h)ξ(h) dh
is absolutely convergent by Lemma 2.3.1 (2). Moreover, by Lemma 2.3.1 (2) it defines
a continuous linear form on C(G). Recall that C(G) is a dense subspace of the weak
Harish-Chandra Schwartz space Cw(G) (c.f. [BP15, 1.5.1]).
Proposition 3.0.1. The linear form
f → C(G)→
∫
H(F )
f(h)ξ(h) dh
extends continuously to Cw(G).
Proof. The proof of [BP15, Proposition 7.1.1] works verbatim. 
The continuous linear form on Cw(G) proved above is called the ξ-integral onH(F )
and will be denoted by
f ∈ Cw(G)→
∫ ∗
H(F )
f(h)ξ(h) dh
or
f ∈ Cw(G)→ PH,ξ(f).
The following properties of the ξ-integral hold.
Lemma 3.0.2. (1) For any f ∈ Cw(G) and h0, h1 ∈ H(F ),
PH,ξ(L(h0)R(h1)f) = ξ(h0h−11 )PH,ξ(f).
(2) Let a : Gm → T be a one-parameter subgroup such that λ(a(t)ha(t)−1) =
tλ(h) for any t ∈ Gm and h ∈ H. Denote by Ada the representation of F× on
Cw(G) given by Ada(t) = L(a(t))R(a(t)) for any t ∈ F×. Let ϕ ∈ C∞c (F×).
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Set ϕ′(t) = |t|−1δP (a(t))ϕ(t) for any t ∈ F× and denote by ϕ̂′ its Fourier
transform, that is
ϕ̂′(x) =
∫
F
ϕ′(t)ψ(tx) dt, x ∈ F.
Then
PH,ξ(Ada(ϕ)f) =
∫
H(F )
f(h)ϕ̂′(λ(h)) dh
for any f ∈ Cw(G), where the second integral is absolutely convergent.
Proof. Both statements are continuous in f ∈ Cw(G) (for (2) it follows from Lemma
2.3.1 (3)). Hence we only need to verify it for f ∈ C(G) where it follows from direct
computation. 
Definition of Lπ. Let π be a tempered representation ofG(F ). For any T ∈ End(π)∞,
the function
g ∈ G(F )→ Trace(π(g−1)T )
belongs to Cw(G) by [BP15, 2.2.4]. Hence one may define a linear form Lπ :
End(π)∞ → C by
Lπ(T ) =
∫ ∗
H(F )
Trace(π(h−1)T )ξ(h) dh, T ∈ End(π)∞.
By Lemma 3.0.2 (1),
Lπ(π(h)Tπ(h′)) = ξ(h)ξ(h′)Lπ(T )Lπ(T )
for any h, h′ ∈ H(F ) and T ∈ End(π)∞. By [BP15, 2.2.5], the map which associates
to T ∈ End(π)∞ the function
g → Trace(π(g−1)T )
in Cw(G) is continuous. Since the ξ-integral is a continuous linear form on Cw(G), it
follows that Lπ is continuous.
Recall that there exists a canonical continuous G(F )× G(F )-equivariant embed-
ding with dense image π∞⊗π∞ →֒ End(π)∞, e⊗e′ → Te,e′ (which is an isomorphism
in the p-adic case). In any case, End∞(π)∞ is naturally isomorphic to the completed
projective tensor product π∞⊗̂pπ∞. Thus Lπ can be identified with the continuous
sesquilinear form on π∞ given by
Lπ(e, e′) := Lπ(Te,e′)
for any e, e′ ∈ π∞. Expanding the definitions,
Lπ(e, e′) =
∫ ∗
H(F )
(e, π(h)e′)ξ(h) dh
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for any e, e′ ∈ π∞. Fixing e′ ∈ π∞, the map e ∈ π∞ → L(e, e′) then lies in
HomH(π
∞, ξ). By the density, it follows that
Lπ 6= 0⇒ m(π) 6= 0.
The goal is to show the converse.
Theorem 3.0.3.
Lπ 6= 0⇔ m(π) 6= 0
for any π ∈ Temp(G).
When F is non-archimedean, the result has been established in [Wal12b, Proposi-
tion 5.7]. To establish the theorem, a key result is Proposition 3.0.6, which is going
to be explained in the following sections.
Finally some basic properties of Lπ are listed. Since Lπ is a continuous sesqulinear
form on π∞, it defines a continuous linear map
Lπ : π
∞ → π−∞, e→ Lπ(e, ·)
where π−∞ is the topological conjugate-dual of π∞ endowed with the strong topology.
The operator Lπ has its image contained in π−∞
H,ξ
= HomH(π∞, ξ). By Theorem
2.1.5, this subspace has finite dimension, and is less than or equal to 1 if π is irre-
ducible. Let T ∈ End(π)∞. Recall that it extends uniquely to a continuous operator
T : π−∞ → π∞. Thus, the following two compositions can be formed
TLπ : π
∞ → π∞, LπT : π−∞ → π−∞
which are both finite-rank operators. In particular, their traces are well-defined and
(3.0.1) Trace(TLπ) = Trace(LπT ) = Lπ(T ).
Lemma 3.0.4. The following properties hold.
(1) The maps
π ∈ Xtemp(G)→ Lπ ∈ Hom(π∞, π−∞)
π ∈ Xtemp(G)→ Lπ ∈ End(π)−∞
are smooth in the following sense: For every parabolic subgroup Q = LUQ of
G, for any σ ∈ Π2(L) and for every maximal compact subgroup K of G(F )
that is special in the p-adic case, the maps
λ ∈ iA∗L → Lπλ ∈ End(πλ)−∞ ≃ End(πK)−∞
λ ∈ iA∗L → Lπλ ∈ Hom(π∞λ , π−∞λ ) ≃ Hom(π∞K , π−∞K )
are smooth, where πλ = i
G
Q(σλ) and πK = i
K
Q∩K(σ).
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(2) Let π ∈ Temp(G) or Xtemp(G), Then for any S, T ∈ End(π)∞, SLπ ∈
End(π)∞ and
Lπ(S)Lπ(T ) = Lπ(SLπT ).
(3) Let S, T ∈ C(Xtemp(G), E(G)). Then, the section π ∈ Temp(G) → SπLπTπ ∈
End(π)∞ belongs to C∞(Xtemp(G), E(G)).
(4) Let f ∈ C(G) and assume that its Plancherel transform π ∈ Xtemp(G)→ π(f)
is compactly supported (which is automatic when F is p-adic). Then the
following identity holds,∫
H(F )
f(h)ξ(h) dh =
∫
Xtemp(G)
Lπ(π(f))µ(π) dπ
where both integrals are absolutely convergent.
(5) Let f, f ′ ∈ C(G) and assume that the Plancherel transform of f is compactly
supported, then the following identity holds∫
Xtemp(G)
Lπ(π(f))Lπ(π(f ′))µ(π) dπ =
∫
H(F )
∫
H(F )
∫
G(F )
f(hgh′)f ′(g) dgξ(h′)dh′ξ(h) dh
where the first integral is absolutely convergent and the second integral is
convergent in that order but not necessarily as a triple integral.
Proof. The proof of [BP15, Lemma 7.2.2] works verbatim. 
Asymptotic of tempered intertwinings.
Lemma 3.0.5. (1) Let π be a tempered representation of G(F ) and ℓ ∈ HomH(π∞, ξ)
be a continuous (H, ξ)-equivariant linear form. Then, there exist d > 0 and
a continuous semi-norm vd on π
∞ such that
|ℓ(π(x)e)| ≤ vd(e)ΞH\G(x)σH\G(x)d
for any e ∈ π∞ and x ∈ H(F )\G(F ).
(2) For any d > 0, there exists d′ > 0 and a continuous semi-norm vd,d′ on
Cwd (G(F )) such that
|PH,ξ(R(x)L(y)ϕ)| ≤ vd,d′(ϕ)ΞH\G(x)ΞH\G(y)σH\G(x)d′σH\G(y)d′
for any ϕ ∈ Cwd (G(F )) and x, y ∈ H(F )\G(F ).
Proof. The proof follows from the same argument as [BP15, Lemma 7.3.1]. 
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Explicit intertwining and parabolic induction. Let Q = LUQ be a parabolic subgroup
of G = SO(W )× SO(V ). Then there are decompositions
(3.0.2) Q = QW ×QV , L = LW × LV ,
where QW and QV are parabolic subgroups of SO(W ) and SO(V ) respectively and
LW and LV are the associated Levi components. By the explicit descriptions of
parabolic subgroups of special orthogonal groups,
(3.0.3) LW = GL(Z1,W )× ...×GL(Za,w)× SO(W˜ ),
(3.0.4) LV = GL(Z1,V )× ...×GL(Zb,V )× SO(V˜ ),
where Zi,W , 1 ≤ i ≤ a (respectively Zi,V , 1 ≤ i ≤ b) are totally isotropic subspaces
of W (respectively of V ) and W˜ (respectively V˜ ) is a non-degenerate subspace of
W (respectively of V ). Let G˜ = SO(W˜ ) × SO(V˜ ). Up to permutation the pair
(V˜ , W˜ ) is admissible, hence in particular it yields a GGP triple (G˜, H˜, ξ˜) which is
well-defined up to G˜(F )-conjugation. For any tempered representations σ˜ of G˜(F ),
one can consider the continuous linear form Lσ˜ : End(σ˜)∞ → C.
Let σ be a tempered representation of L(F ) which decomposes according to (3.0.2),
(3.0.3), (3.0.4) as a tensor product
(3.0.5) σ = σW ⊠ σV ,
(3.0.6) σW = σ1,W ⊠ ...⊠ σa,W ⊠ σ˜W ,
(3.0.7) σV = σ1,V ⊠ ...⊠ σb,V ⊠ σ˜V ,
where σi,W ∈ Temp(GL(Zi,W )) for 1 ≤ i ≤ a, σi,V ∈ Temp(GL(Zi,V )) for 1 ≤ i ≤ b,
σ˜W is a tempered representation of SO(W˜ )(F ) and σ˜V is a tempered representation
of SO(V˜ )(F ). Set σ˜ = σ˜W ⊠ σ˜V . It is a tempered representation of G˜(F ). Finally
set π = iGQ(σ), πW = i
SO(W )
QW
(σW ), and πV = i
SO(V )
QV
(σV ) for the parabolic inductions
of σ, σW and σV respectively. Then π = πW ⊠ πV .
Proposition 3.0.6. With the notations as above,
Lπ 6= 0⇔ Lσ˜ 6= 0.
Proof. The proof in [BP15, Proposition 7.4.1] works verbatim. 
Now the proof of Theorem 3.0.3 follows from the same argument as in [BP15,
Section 7]. The details are referred to [Luo21].
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A corollary. We adopt the notation and hypothesis of Section 3. In particular,
Q = LUQ is a parabolic subgroup of G with L decomposes as in (3.0.2), (3.0.3)
and (3.0.4), σ is a tempered representation of L(F ) admitting decomposition as in
(3.0.5), (3.0.6) and (3.0.7) and set σ˜ = σ˜W ⊠ σ˜V . This is a tempered representation
of G˜(F ) where G˜(F ) = SO(W˜ )×SO(V˜ ). Recall that the admissible pair (W˜ , V˜ ) (up
to permutation) defines a GGP triple (G˜, H˜, ξ˜). Hence, the multiplicity m(σ˜) of σ˜
relative to this GGP triple is defined. Set π = iGQ(σ).
Corollary 3.0.7. (1) Assume that σ is irreducible,
m(π) = m(σ˜).
(2) Let K ⊂ Xtemp(G) be a compact subset. There exists a section T ∈ C(Xtemp(G), E(G))
such that
Lπ(Tπ) = m(π)
for any π ∈ K. Moreover, the same equality is satisfied for every sub-
representation π of some π′ ∈ K.
Proof. The proof of [BP15, Corollary 7.6.1] works verbatim. 
When F = C, W˜ and V˜ can be taken to be zero dimension since tempered repre-
sentations are always principal series. It follows that the tempered part of Conjecture
1.0.1 holds automatically when F = C.
4. The distributions
In this section, the trace distribution J and its Lie algebra variant JLie is intro-
duced.
The distribution J . For any f ∈ C(G), define a function K(f, ·) on H(F )\G(F ) by
K(f, x) =
∫
H(F )
f(x−1hx)ξ(h) dh, x ∈ H(F )\G(F ).
From Lemma 2.3.2 (2) the integral is absolutely convergent. The theorem below and
Proposition 2.3.3 (3) shows that the following integral
J(f) =
∫
H(F )\G(F )
K(f, x) dx
is absolutely convergent for any f ∈ Cscusp(G), and J(·) defines a continuous linear
form on Cscusp(G).
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Theorem 4.0.1. (1) There exists d > 0 and a continuous semi-norm ν on C(G)
such that
|K(f, x)| ≤ ν(f)ΞH\G(x)2σH\G(x)d
for any f ∈ C(G) and x ∈ H(F )\G(F ).
(2) For any d > 0 there exists a continuous semi-norm νd on C(G) such that
|K(f, x)| ≤ νd(f)ΞH\G(x)2σH\G(x)−d
for any x ∈ H(F )\G(F ) and f ∈ Cscusp(G).
Proof. The proof in [BP15, Theorem 8.1.1] works verbatim. 
The distribution JLie. Parallel to J the following Lie algebra variant distribution JLie
is introduced.
For any f ∈ S(g), define a function KLie(f, ·) on H(F )\G(F ) by
KLie(f, x) =
∫
h(F )
f(x−1Xx)ξ(X) dX, x ∈ H(F )\G(F ).
The integral is absolutely convergent. The theorem below, whose proof is similar to
Theorem 4.0.1, shows that the following integral
JLie(f) =
∫
H(F )\G(F )
KLie(f, x) dx
is absolutely convergent for any f ∈ Sscusp(g) and defines a continuous linear form
on Sscusp(g).
Theorem 4.0.2. (1) There exists c > 0 and a continuous semi-norm ν on S(g)
such that
|KLie(f, x)| ≤ ν(f)ecσH\G(x)
for any x ∈ H(F )\G(F ) and f ∈ S(g).
(2) For any c > 0, there exists a continuous semi-norm νc on S(g) such that
|KLie(f, x)| ≤ νc(f)e−cσH\G(x)
for any x ∈ H(F )\G(F ) and f ∈ Sscusp(g).
5. Spectral expansion for the distribution J
In this section the spectral expansion of the distribution J is established. The
proof of the spectral side of the distribution J for unitary groups case ([BP15])
carries without hard effort to the special orthogonal groups setting. To save the
length of the paper, we outline the main analytical results and refer the details to
[Luo21].
We first give the statement of the theorem.
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Theorem 5.0.1. For any f ∈ Cscusp(G), set
Jspec(f) =
∫
X (G)
D(π)θ̂f (π)m(π) dπ.
Then the integral is absolutely convergent and
J(f) = Jspec(f)
for any f ∈ Cscusp(G).
From [BP15, Lemma 5.4.2] and Theorem 4.0.1, both sides of the equality are
continuous on Cscusp(G). Hence by [BP15, Lemma 5.3.1 (ii)] it is sufficient to establish
the equality for functions f ∈ Cscusp(G) which have compactly supported Fourier
transforms (where the Fourier transform is understood as the spectral transform
appearing in matrix Paley-Wiener theorem, see [BP15, p.121]). Throughout the
section a function f ∈ Cscusp(G) with compactly supported Fourier transform is
fixed.
Study of an auxiliary distribution. For any f ′ ∈ C(G), the following integrals are
introduced,
KAf,f ′(g1, g2) =
∫
G(F )
f(g−11 gg2)f
′(g) dg, g1, g2 ∈ G(F ),
K1f,f ′(g, x) =
∫
H(F )
KAf,f ′(g, hx)ξ(h) dh, g, x ∈ G(F ),
K2f,f ′(x, y) =
∫
H(F )
K1f,f ′(h
−1x, y)ξ(h) dh, x, y ∈ G(F ),
Jaux(f, f
′) =
∫
H(F )\G(F )
K2f,f ′(x, x) dx.
The following proposition gives estimations for the auxiliary distributions.
Proposition 5.0.2. (1) The integral defining KAf,f ′(g1, g2) is absolutely conver-
gent. For any g1 ∈ G(F ) the map
g2 ∈ G(F )→ KAf,f ′(g1, g2)
belongs to C(G). Moreover, for any d > 0 there exists d′ > 0 such that
for every continuous semi-norm ν on Cwd′(G(F )), there exists a continuous
semi-norm µ on C(G) satisfying
ν(KAf,f ′(g, ·)) ≤ ν(f ′)ΞG(g)σ(g)−d
for any f ′ ∈ C(G) and g ∈ G(F ).
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(2) The integral defining K1f,f ′(g, x) is absolutely convergent. Moreover, for any
d > 0, there exists d′ > 0 and a continuous semi-norm νd,d′ on C(G) such
that
|K1f,f ′(g, x)| ≤ νd,d′(f ′)ΞG(g)σ(g)−dΞH\G(x)σH\G(x)d
′
for any f ′ ∈ C(G) and g, x ∈ G(F ).
(3) The integral defining K2f,f ′(x, y) is absolutely convergent convergent. More-
over
K2f,f ′(x, y) =
∫
Xtemp(G)
Lπ(π(x)π(f)π(y−1))Lπ(π(f ′))µ(π) dπ
for any f ′ ∈ C(G) and x, y ∈ G(F ). The integral is absolutely convergent.
(4) The integral defining Jaux(f, f
′) is absolutely convergent. More precisely, for
every d > 0 there exists a continuous semi-norm νd on C(G) such that
|K2f,f ′(x, x)| ≤ νd(f ′)ΞH\G(x)2σH\G(x)−d
for any f ′ ∈ C(G) and x ∈ H(F )\G(F ). In particular, the linear form
f ′ ∈ C(G)→ Jaux(f, f ′)
is continuous.
Proof. The proof of [BP15, Proposition 9.2.1] works verbatim. 
From Proposition 5.0.2, the following proposition can be established. Note that
the upshot of the two propositions is various analytical estimations, which builds
upon the analytical estimations proved in Subsection 2.3.
Proposition 5.0.3. The following equality holds
Jaux(f, f
′) =
∫
X (G)
D(π)θ̂f(π)Lπ(π(f ′)) dπ
for any f ′ ∈ C(G).
Proof. The proof of [BP15, Proposition 9.2.2] works verbatim. 
Now we end of proof of the theorem 5.0.1.
Recall that a function f ∈ Cscusp(G) with compactly supported Fourier transform
has been fixed. By Lemma 3.0.4 (4),
(5.0.1) K(f, x) =
∫
Xtemp(G)
Lπ(π(x)π(f)π(x−1))µ(π) dπ
for any x ∈ H(F )\G(F ). By Corollary 3.0.7 (2) there exists a function f ′ ∈ C(G)
such that
(5.0.2) Lπ(π(f ′)) = m(π)
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for any π ∈ Xtemp(G) such that π(f) 6= 0. Also, by Theorem 3.0.3 and Corollary
3.0.7 (1), for any π ∈ Xtemp(G),
Lπ 6= 0⇔ m(π) = 1.
Hence by (5.0.1) the equality holds
K(f, x) =
∫
Xtemp(G)
Lπ(π(x)π(f)π(x−1))Lπ(π(f ′))µ(π) dπ
and by Proposition 5.0.2 (3), it follows that
K(f, x) = K2f,f ′(x, x)
for any x ∈ H(F )\G(F ). Consequently,
J(f) = Jaux(f, f
′).
After applying Proposition 5.0.3,
J(f) =
∫
X (G)
D(π)θ̂f(π)Lπ(π(f ′)) dπ.
Let π ∈ X (G) be such that θ̂f (π) 6= 0 and let π′ be the unique representation in
Xtemp(G) such that π is a linear combination of sub-representations of π′. Then
π′(f) 6= 0. Hence by 5.0.2 and Corollary 3.0.7 (2) Lπ(π(f ′)) = m(π) = m(π). It
follows that
J(f) =
∫
X (G)
D(π)θ̂f (π)m(π) dπ
and this ends the proof of Theorem 5.0.1.
6. Spectral expansion for the distribution JLie
In this section a spectral expansion of JLie is established, which is a key step
towards the geometric expansion of J .
6.1. The affine subspace Σ. In Section 2.1 a parabolic subgroup P = MN of
G = SO(W )× SO(V ) has been defined, which can be written as SO(W )× PV , with
PV a parabolic subgroup of SO(V ). Let P =MN be the parabolic subgroup opposite
to P w.r.t. M . The unipotent radicals N and N can be identified as subgroups of
SO(V ).
In Section 2.1 a character ξ on N(F ) has been defined which extends to a character
of H(F ) = SO(W )(F ) ⋉ N(F ) trivial on SO(W )(F ). Using the G(F )-invariant
bilinear pairing B on g(F ) defined in Section 2.1, there exists a unique element
Ξ ∈ n(F ) such that
ξ(X) = ψ(B(Ξ, X))
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for any X ∈ n(F ).
There is the following explicit description of Ξ ∈ so(V ),
(6.1.1)
Ξzi = zi−1, 1 ≤ i ≤ r,Ξz−i = −z−i−1, 1 ≤ i ≤ r − 1,Ξz0 = −ν−10 z−1,Ξ(W ) = 0.
Set Σ = Ξ + h⊥ where h⊥ is the orthogonal complement of h in g w.r.t. B(·, ·).
Fix a Haar measure dµh(X) on h(F ). From [BP15, Section 1.6], there is a natural
way to associate to dµh(X), using B(·, ·), a Haar measure dµ⊥h on h⊥(F ). Denote
by dµΣ the translation of the measure to Σ(F ). By Fourier inversion, the following
equality holds
(6.1.2)
∫
h(F )
f(X)ξ(X) dµh(X) =
∫
Σ(F )
f̂(Y ) dµΣ(Y )
for any f ∈ S(g).
Conjugation by N . By explicit calculation, there is the following description of h⊥:
an element X = (XW , XV ) ∈ g = so(W )⊕ so(V ) is in h⊥ if and only if
XV = −XW + c(z0, w) + T +N
for some w ∈ WF , T ∈ t and N ∈ n. Thus for every element X = (XV , XW ) of Σ,
(6.1.3) XV = Ξ−XW + c(z0, w) + T +N
where w, T,N are as above. Define the following affine subspaces of g:
• so(W )− = {(XW ,−XW )| XW ∈ so(W )};
• Λ0 is the subspace of so(V ) ⊂ g generated by c(zi, zi+1) for i = 0, ..., r − 1
and c(zr, w) for w ∈ W ;
• Λ = Ξ + (so(W )− ⊕ Λ0).
Proposition 6.1.1. Conjugation by N preserves Σ, and induces an isomorphism of
algebraic varieties:
N × Λ→ Σ
(n,X)→ nXn−1.
Proof. First we show that the map
N × Λ→ Σ(6.1.4)
(n, x)→ nXn−1
is injective. This amounts to proving that for any n ∈ N and X ∈ Λ, if nXn−1 ∈ Λ,
then n = 1. We let n ∈ N and X = (XW , XV ) ∈ Λ be such that nXn−1 ∈ Λ. By
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the definition of Λ, we may write XV and nXV n
−1 as
(6.1.5) XV = Ξ−XW + c(zr, w) +
r−1∑
i=0
µic(zi, zi+1)
(6.1.6) nXV n
−1 = Ξ−XW + c(zr, w′) +
r−1∑
i=0
µ′ic(zi, zi+1)
where w,w′ ∈ WF and µi, µ′i ∈ F , 0 ≤ i ≤ r − 1. We first prove the following
statement,
(6.1.7) nzi = zi, 0 ≤ i ≤ r.
The proof is by descending induction. The result is trivial for i = r since n ∈ N .
Assume now that the equality (6.1.7) is true for some 1 ≤ i ≤ r. Then from (6.1.5)
we have
(nXV n
−1)zi = nXV zi = nΞzi = nzi−1
and from (6.1.6), we also have
(nXV n
−1)zi = Ξzi = zi−1,
By induction hypothesis we get (6.1.7).
We now prove the following
(6.1.8) nz−i = z−i, 1 ≤ i ≤ r.
We prove by strong induction on i. First we treat the case i = 1. By (6.1.5) and
(6.1.7) we have
(nXV n
−1)z0 = nXV z0 = n(−ν−10 z−1 + µ0ν0z1) = −ν−10 nz−1 + µ0ν0z1.
On the other hand, from (6.1.6) we get
(nXV n
−1)z0 = −ν−10 z−1 + µ′0ν0z1.
It follows that
nz−1 − z−1 = (µ0 − µ′0)ν20z1.
After pairing both sides with z−1, we have q(nz−1, z−1) = q(z−1, z−1) = 0. The first
identity q(nz−1, z−1) = 0 follows from the fact that n ∈ N . Hence we can deduce
that µ0 = µ
′
0 so that we indeed have nz−1 = z−1. Now let 1 ≤ j ≤ r− 1 and assume
that (6.1.8) is true for any 1 ≤ i ≤ j. By (6.1.5) and (6.1.7) we have
(nXV n
−1)z−j = nXV z−j = n(−z−j−1 − µj−1zj−1 + µjzj+1)
= −nz−j−1 − µj−1zj−1 + µjzj+1.
On the other hand, we have
(nXV n
−1)z−j = −z−j−1 − µ′j−1zj−1 + µ′jzj+1.
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It follows that
nz−j−1 − z−j−1 = (µ′j−1 − µj−1)zj−1 + (µj − µ′j)zj+1.
By induction hypothesis, we have nz−j = z−j , nz−j+1 = z−j+1. Moreover since n ∈
SO(V ), we have q(nz−j−1, z−j) = q(z−j−1, z−j) = 0, q(nz−j−1, z−j+1) = q(−z−j−1, z−j+1) =
0. Hence we deduce that µ′j−1 = µj−1 and µ
′
j = µj, and nz−j−1 = z−j−1. This ends
the proof of (6.1.8).
From (6.1.7) and (6.1.8) and since n ∈ N , we immediately deduce that n = 1.
This ends the proof that the map (6.1.4) is injective. By explicit computation, we
have
dim(N × Λ) = dim(N) + dim(Λ)
= (r2 + rm) +m(m− 1)/2 +m+ r
= m(m+ 1)/2 + r2 +mr + r
dim(Σ) = dim(h⊥) = dim(G)− dim(H)
= (m+ 2r + 1)(m+ 2r)/2− (r2 + rm)
= m(m+ 1)/2 +mr + r2 + r,
where m = dim(W ). Hence dim(Σ) = dim(N × Λ). Since we are in characteristic
0 situation, we get that the regular map (6.1.4) induces an isomorphism between
N×Λ and a Zariski open subset of Σ. But N×Λ and Σ are both affine spaces hence
the only Zariski open subset of Σ that can be isomorphic to N × Λ is Σ itself. It
follows that the regular map (6.1.4) is an isomorphism. 
6.2. Characteristic polynomial. Let X = (XW , XV ) ∈ Λ. By the definition of Λ,
one may write
(6.2.1) XV = Ξ−XW + c(zr, w) +
r−1∑
i=0
µic(zi, zi+1)
where w ∈ WF and µi ∈ F . Denote by PXV and P−XW the characteristic polynomials
of XV and −XW acting on VF and WF respectively, both of which are elements of
F [T ]. Let D be the F -linear endomorphism of F [T ] given by D(T i+1) = T i for i ≥ 0
and D(1) = 0.
Over the algebraic closure F , we fix a hyperbolic basis for WF which are eigen-
vectors for −XW , i.e. when dimW = m is even, a basis {wi}i=±1,...,±m
2
satisfying
q(wi, wj) = δi,−j; when dimW = m is odd, a basis {wi}i=0,±1,...,±m−1
2
satisfying
q(wi, wj) = δi,−j . Moreover we have −XW (wi) = siwi, si ∈ F with i > 0. Then in
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particular
P−XW (T ) =
{ ∏m
2
i=1(T
2 − s2i ), dimW = m is even;
T
∏m−1
2
i=1 (T
2 − s2i ), dimW = m is odd.
Write w ∈ W as w =∑±m2i=±1 ziwi with zi ∈ F when dimW = m is even, and w =∑±m−1
2
i=0,±1 ziwi with zi ∈ F when dimW = m is odd. In the following proposition we
will write w to indicate the associated column vector of w under the above basis, and
q(w,W ) to indicate the row vector
∑±m
2
i=±1 q(w,wi)wi =
∑±m
2
i=±1 z−iwi when dimW =
m is even, and
∑±m−1
2
i=0,±1 q(w,wi)wi =
∑±m−1
2
i=0,±1 z−iwi when dimW = m is odd.
Proposition 6.2.1. The following equality relating PXV (T ) and P−XW (T ) holds.
If r = 0, then
PXV (T ) = det
(
T − (−XW ) −ν0w
q(w,W ) T
)
= TP−XW (T ) +
m−1∑
i=0
(−1)jν0q(w,XjWw)Dj+1(P−XW (T )).
The formula can also be written as
PXV (T ) = TP−XW (T )+{
2ν0
∑m
2
i=1 ziz−i
TP−XW (T )
T 2−s2i
, when dimW = m is even,
ν0z
2
0
P−XW (T )
T
+ 2ν0
∑m−1
2
i=1 ziz−i
TP−XW (T )
T 2−s2i
, when dimW = m is odd.
If r > 0, then
PXV (T ) = (−1)r det
(
T − (−XW ) w
q(w,W ) 0
)
+
P−XW (T )(T
2r+1 − (ν0 + ν−10 )T 2r−1µ0 +
r−1∑
j=1
(−1)j+12ν−10 µjT 2r−1−2j).
Here
det
(
T − (−XW ) w
q(w,W ) 0
)
=
m−1∑
i=0
(−1)j+1q(w,XjWw)Dj+1(P−XW (T ))
=
{ −2∑m2i=1 ziz−i TP−XW (T )T 2−s2i , when dimW = m is even,
−z20 P−XW (T )T − 2
∑m−1
2
i=1 ziz−i
TP−XW (T )
T 2−s2i
, when dimW = m is odd.
Proof. The statement can be proved via induction on r. We left the proof to the
reader. 
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Corollary 6.2.2. The following SO(W )-invariant polynomial functions on Λ
X = (XW , XV )→ q(w,XjWw) ∈ F , j = 0, ..., m− 1
(where we have written XV as in (6.2.1)) extend to G-invariant polynomial functions
on g defined over F .
In particular, the polynomial function
X = (XW , XV )→ det(q(X iWw,XjWw))0≤i,j≤m−1 ∈ F
extends to a G-invariant polynomial function on g defined over F . Denote by Q0
such an extension. Set dG(X) := det(1 − Ad(X))|g/gX for any X ∈ greg. The dG
extends uniquely to a polynomial dG ∈ F [g]G. Set Q = Q0dG ∈ F [g]G and let Λ′
and Σ′ be the non-vanishing loci of Q in Λ and Σ respectively. Notice that we have
Λ′ ⊂ Λreg and Σ′ ⊂ Σreg since dG divides Q.
There is the following characterization of Σ′.
Proposition 6.2.3. Σ′ is precisely the set of X = (XW , XV ) ∈ Σreg such that the
family
zr, XV zr, ..., X
d−1
V zr
generates VF as a F -module (Recall that d = dim(V )).
Proof. The proof in [BP15, Proposition 10.4.1] works verbatim. 
6.3. Conjugation classes in Σ′.
Proposition 6.3.1. The conjugation action of H = SO(W )⋉N on Σ′ is free. Two
elements of Σ′ are G-conjugate if and only if they are H-conjugate. Moreover, after
taking the F -rational points, two elements of Σ′(F ) are G-conjugate (in the sense of
stable conjugacy) if and only if they are H(F )-conjugate.
Proof. For the case when d = dimV ≤ 2, the proposition holds automatically. There-
fore in the following we only consider the case when dim V ≥ 3. In this case we
notice that the adjoint orbit of so(V ) is determined by its characteristic polynomial,
in other words two elements of so(V ) are conjugate by SO(V ) action if and only if
they have the same characteristic polynomial. We also notice that when dimV = 2,
two elements fo so(V ) have the same characteristic polynomial if and only if they
are conjugate by O(V ).
(1) We look at the case when dimW 6= 2. We follow closely with [Wal10,
Lemme 9.5].
Recall that by definition, H acts freely on Σ′ if the map
H × Σ′ → Σ′ × Σ′
(h,X)→ (X, hXh−1)
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is a closed immersion. By Proposition 6.1.1, this is equivalent to proving that
SO(W )× Λ′ → Λ′ × Λ′(6.3.1)
(h,X)→ (X, hXh−1)
is a closed immersion. For X = (XW , XV ) ∈ g, we define the characteristic polyno-
mial of X to be the pair PX = (PXW , PXV ). Let Y ⊂ Λ′ × Λ′ be the closed subset of
pairs (X,X ′) such that PX = PX′ . We claim the following
(6.3.2) The map is a closed immersion whose image is Y .
This will prove the two points of the proposition, since if two elements of g are
G-conjugate, they share the same characteristic polynomial, therefore they are H-
conjugate by (6.3.2). First by definition, the image of (6.3.1) is contained in Y . Let
(X,X ′) ∈ Y . We may write
XV = Ξ−XW + c(zr, w) +
r−1∑
i=0
µic(zi, zi+1)
X ′V = Ξ−X ′W + c(zr, w′) +
r−1∑
i=0
µ′ic(zi, zi+1)
where X = (XV , XW ), X
′ = (X ′V , X
′
W ), w, w
′ ∈ WF , and µi, µ′i ∈ F . Since dimW 6=
2, and PXW = PX′W , we know that XW and X
′
W are conjugate by SO(W ) action.
Hence up to SO(W )-conjugation we may assume that XW = X
′
W . By Proposition
6.2.1, we have µi = µ
′
i for i = 0, ..., r − 1 and
(6.3.3) q(w,X iWw) = q(w
′, X ′iWw
′) i = 0, ..., m− 1.
Moreover, by definition of Λ′, (w,XWw, ..., X
m−1
W w) and (w
′, X ′Ww
′, ..., X ′m−1W w
′) are
bases of WF .
We first treat the case when m = dimW is even. We fix a basis {wi| i =
±1, ...,±m
2
} of WF satisfying q(wi, wj) = δi,−j for any i, j = ±1, ...,±m2 . Since XW
lies in Σreg, up to SO(W )-conjugation we may assume that XW lies in the diagonal
maximal split Cartan subalgebra of so(W ). In particular, the centralizer of XW
in SO(W ) is the diagonal split torus of SO(W ), and the action of any element in
the centralizer of the form diag(zm
2
, ..., z1, z−1, ..., z−m
2
) on wi is via scaling zi, where
i = ±1, ...,±m
2
. If we write w =
∑±m
2
i=±1 aiwi, and w
′ =
∑±m
2
i=±1 a
′
iwi, then from (6.3.3)
we have aia−i = a
′
ia
′
−i for any i = ±1, ...,±m2 . Moreover, since (w,XWw, ..., Xm−1W w)
and (w′, X ′Ww
′, ..., X ′m−1W w
′) are bases of WF , and XW = X
′
W is diagonal, we notice
that ai and a
′
i are nonzero for any i. Now the element diag(zm2 , ..., z1, z−1, ..., z−
m
2
)
with zi =
a′i
ai
conjugates XV to X
′
V .
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Then we consider the case when m = dimW is odd. Similarly we fix a ba-
sis {w0, wi| i = ±1, ...,±m−12 } of WF satisfying q(wi, wj) = δi,−j for any i, j =
0,±1, ...,±m−1
2
. Using the same notation as the even case, we find that aia−i =
a′ia
′
−i with ai and a
′
i being nonzero for any i = 0,±1, ...,±m−12 . Then the element
diag(zm−1
2
, ..., z1, 1, z−1, ..., z−m−1
2
with zi =
a′i
ai
conjugates XV to X
′′
V , with X
′′
V = X
′
V ,
or X ′′V and X
′
V differ by the conjugation action of the element δ ∈ O(V ) sending w0
to −w0 and stabilizing the complement of w0 in V . We only need to show that the
second case does not occur. Otherwise, since XV is SO(V )-conjugate to both X
′
V
and X ′′V , and X
′
V is conjugate to X
′′
V by δ ∈ O(V )\SO(V ) action, we notice that
the centralizer of XV in O(V ) is not connected. However, from Proposition 6.2.3,
we know that XV is regular and does not contain 0 as its eigenvalues, therefore the
centralizer of XV should be connected, which is a contradiction. Hence in conclusion
we have that the element diag(zm−1
2
, ..., z1, 1, z−1, ..., z−m−1
2
) ∈ SO(W ) conjugates XV
to X ′V .
The uniqueness of g ∈ SO(W ) is easy to derive, which, again using the conjugation
of c(zr, w) and c(zr, w
′), we know that g must send w to w′, and therefore the element
g should exactly send the basis (w,XWw, ..., X
m−1
W w) to (w
′, X ′Ww
′, ..., X ′m−1W w
′),
hence unique.
Hence, we have proved that the map induces a bijection from SO(W ) × Λ′ to Y
and we have constructed the inverse, which is a morphism of algebraic varieties.
Finally, if we take the F -rational points, then the uniqueness of the element g ∈
SO(W ) immediately implies that g ∈ SO(W )(F ) as it sends the F -rational basis
(w,XWw, ..., X
m−1
W w) to (w
′, X ′Ww
′, ..., X ′m−1W w
′), from which we directly deduce that
the two elements in Λ′(F ) are SO(W )(F )-conjugate, and so the parallel statement
for Σ′(F ) holds.
(2) We look at the case when dimW = 2. We use same notation as the case when
dimW 6= 2.
Similar to the case when dimW ≥ 3, since we assume that X = (XW , XV ) and
(X ′W , X
′
V ) are G-conjugate, we know that XW = X
′
W . The remaining discussion is
the same as the dimW ≥ 3 case. 
Corollary 6.3.2. The following inequality holds
σG(t)≪ σH\G(t)σΣ′(X)
for any X ∈ Σ′ and t ∈ GX .
Proof. The proof of [BP15, Corollary 10.5.2] works verbatim. 
6.4. Borel sub-algebras and Σ′.
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Proposition 6.4.1. Let X ∈ Σ′ and b be a Borel subalgebra of g defined over F
containing X, then
b⊕ h = g.
Proof. Let X ∈ Σ′ and b ⊂ g be a Borel subalgebra containing X . By Proposition
6.1.1, up to N(F )-conjugation we may assume that X ∈ Λ′ and we will assume
this so henceforth. Write X = (XW , XV ) with XW ∈ so(W ) and XV ∈ so(V ). By
definition of Λ, we have a decomposition
(6.4.1) XV = Ξ−XW + c(zr, w) +
r−1∑
i=0
µic(zi, zi+1)
where w ∈ WF , 0 ≤ i ≤ r and µi ∈ F , 0 ≤ i ≤ r − 1.
By direct computation we have dim(b) + dim(h) = dim(g), hence it suffices to
prove
(6.4.2) b ∩ h = 0.
There exist Borel subalgebras bW and bV of so(W ) and so(V ) respectively such
that XW ∈ bW , XV ∈ bV and b = bW × bV . Then b ∩ h = 0 is equivalent to
(6.4.3) (bW + n) ∩ bV = 0.
Fix an F -embedding F →֒ F and set V = V ⊗F F , W = W ⊗F F . Then we have
isomorphism of F -vector spaces
VF ≃ V , WF ≃W.
Also, if U is a subspace of V we will set U = U ⊗F F and view it as a subspace of
V . We will adopt similar notation w.r.t. W . We have isomorphisms
so(V )F ≃ so(V ), so(W )F ≃ so(W )
and we will identify two sides via the isomorphisms. Then, bW is the stabilizer in
so(W ) of a complete flag
0 =W 0 ⊂W 1 ⊂ ... ⊂Wm = W
and similarly bV is the stabilizer in so(V ) of a complete flag
F : 0 = V 0 ⊂ V 1 ⊂ ... ⊂ V d = V .
We define another complete flag
F ′ : 0 = V ′0 ⊂ V
′
1 ⊂ ... ⊂ V
′
d = V
of V by setting
• V ′i = 〈zr, ..., zr−i+1〉 for i = 1, ..., r + 1;
• V ′r+1+i = Z+ ⊕D ⊕W i for i = 1, ..., m;
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• V ′r+m+1+i = Z+ ⊕ V 0 ⊕ 〈z−1, ..., z−i〉 for i = 1, ..., r.
for any v ∈ V , let us denote by V (XV , v) the subspace of V generated by v,XV v,X2V v, ...
We have the following lemma.
Lemma 6.4.2. Let 1 ≤ i ≤ d, then we have
(1) for any nonzero v ∈ V ′i, V ′i−1 + V (XV , v) = V ;
(2) V
′
i ∩ V d−i = 0.
Proof. First we prove that (1) implies (2). Indeed, if v ∈ V ′i∩V d−i is nonzero, then by
(1), we would have dim(V (XV , v)) ≥ d+1− i. But V (XV , v) ⊂ V d−i (since v ∈ V d−i
and XV ∈ bV preserves V d−i), and therefore dim(V (XV , v)) ≤ dim(V d−i) = d − i.
This is a contradiction.
We now prove the first statement. Let v ∈ V ′i be nonzero. Without loss of
generality, we may assume that v ∈ V ′i\V
′
i−1 since otherwise the result with i − 1
instead of i is stronger. We assume this is so henceforth and it follows that
(6.4.4) V
′
i−1 + V (XV , v) = V
′
i + V (XV , v).
By definition of V
′
i, we have zr ∈ V ′i + V (XV , v) and so by Proposition 6.2.3, it
suffices to show that V
′
i−1 + V (XV , v) is XV -stable. The subspace V (XV , v) is XV -
stable almost by definition. Hence, we are left with proving that
(6.4.5) XV V
′
i−1 ⊂ V
′
i + V (XV , v).
This is clear if 1 ≤ i ≤ r + 1 or r + m + 2 ≤ i ≤ d = 2r + m + 1 since in this
case using the decomposition of XV we easily check that XV V
′
i−1 ⊂ V
′
i. It remains
to show that it also holds for r + 2 ≤ i ≤ r +m + 1. In this case, again using the
decomposition of XV , we can find that
(6.4.6) XV v
′ ∈ V ′i + 〈z∗0, v′〉XV z0
for any v′ ∈ V ′i (where XV z0 = −ν−10 z−1 + µ0ν0z1 if r ≥ 1 and XV z0 = 0 if r = 0).
Here, we have used the fact thatXW ∈ bW so thatW i−r−2 andW i−r−1 areXW -stable.
As v ∈ V ′i, it suffices to show that the existence of k ≥ 0 such that 〈z∗0, XkV v〉 6= 0.
By Proposition 6.2.3, the family
z∗r ,
tXV z
∗
r,
tX2V z
∗
r , ...
generates V
∗
. Hence, since v 6= 0, there exists k0 ≥ 0 such that 〈tXk0V z∗r, v〉 =
〈z∗r, Xk0V v〉 6= 0. This already settles the case where r = 0. In the case r ≥ 1, since V
′
i
is included in the kernel of z∗r this shows that the sequence v,XV v,X
2
V v, ... eventually
does not lie in V
′
i and by (6.4.6) this implies also the existence of k ≥ 0 such that
〈z∗0, XkV v〉 6= 0. This ends the proof of (6.4.5) and of the lemma. 
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Let us now set Di = V
′
i ∩ V d+1−i for i = 1, .., d. By the previous lemma and
dimension consideration, these are one dimensional subspaces of V and we have
V =
d⊕
i=1
Di.
Let Y ∈ (bW + n) ∩ bV . We want to prove that Y = 0 so as to obtain (6.4.2). By
definition Y must stabilize the flags F and F ′ so that Y stabilizes the lines D1, ..., Dd.
We claim that
(6.4.7) Y (Di) = 0, i = 1, .., r + 1, i = r +m+ 2, ..., d.
Indeed, since Y ∈ bW + n, we have Y V ′i ⊂ V
′
i−1 for any i = 1, ..., r + 1 and i =
r +m+ 2, ..., d and so Y Di ⊂ V ′i−1 ∩ V d+1−i = 0.
To deduce that Y = 0, it only remains to show that
(6.4.8) Y (Di) = 0, i = r + 2, ..., r +m+ 1.
Assume, by way of contradiction, that there exists 1 ≤ j ≤ m such that Y Dr+1+j 6= 0.
Since Y ∈ bW + n, we have Y V ′r+1+j ⊂ W j ⊕ Z+ so that Dr+1+j = Y Dr+1+j ⊂
W j ⊕ Z+. Let v ∈ Dr+1+j be nonzero. We claim that
(6.4.9) (Z+ ⊕W j) + V (XV , v) = V
Indeed by the previous lemma, it suffices to prove that z0 ∈ (Z+ ⊕W j) + V (XV , v).
By the decomposition (6.4.1), we can find that
XV (Z+ ⊕W j) ⊂ Z+ ⊕W j ⊕ Fz0
so that we only need to check that the sequence v,XV v, ... eventually does not lie
in Z+ ⊕W j . From Proposition 6.2.3, we know that there exists k ≥ 0 such that
〈z∗r, XkV v〉 6= 0. Since Z+ ⊕W j is included in the kernel of z∗r, this proves (6.4.9).
From (6.4.9), we deduce that dimV (XV , v) ≥ 1 + d − j − r. On the other hand,
we have v ∈ V d−r−j since v ∈ Dr+1+j, and XV leaves V d−r−j stable (since XV ∈ bV ).
As dim V d−r−j = d − r − j it is a contradiction. This ends the proof of (6.4.8) and
of the Proposition. 
Corollary 6.4.3. There exists a constant c > 0 such that for any ǫ > 0 sufficiently
small, any X ∈ Σ′(F ) and parabolic subalgebras p of g defined over F and containing
X,
exp[B(·, ǫe−cσΣ′ (X))] ⊂ H(F ) exp(B(0, ǫ) ∩ p(F )).
Proof. The proof of [BP15, Corollary 10.6.3] works verbatim. 
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6.5. The quotient Σ′(F )/H(F ). By Proposition 6.1.1, Σ′ has a geometric quotient
by N and Σ′/N ≃ Λ′. Because H = N ⋊ SO(W ) and SO(W ) is reductive, the
geometric quotient of Σ′ by H exists and Σ′/H ≃ Λ′/SO(W ). Denote by g′ the
non-vanishing locus of Q in g and by g′/G the geometric quotient of g′ by G for the
adjoint action. The natural map Σ′ → g′/G factors through the quotient Σ′/H and
there is the induced morphism
π : Σ′/H → g′/G.
We will also consider the F -analytic counterpart of this map:
πF : Σ
′(F )/H(F )→ g′(F )/G(F ).
Put on H(F ) the Haar measure µH which lift the Haar measure µh on h(F ). Because
H(F ) acts freely on Σ′(F ), we can define a measure µΣ′/H on Σ
′(F )/H(F ) to be the
quotient of (the restriction to Σ′(F ) of) µΣ by µH . It is the unique measure on
Σ′(F )/H(F ) such that∫
Σ(F )
ϕ(X) dµΣ(X) =
∫
Σ′(F )/H(F )
∫
H(F )
ϕ(h−1Xh) dh dµΣ′/H(X)
for any ϕ ∈ Cc(Σ(F )). One can define a measure dX on grss(F )/G(F ) = Γrss(g) fol-
lowing [BP15, Section 1.7]. Moreover, g′(F )/G(F ) is an open subset of grss(F )/G(F )
and we will still denote by dX the restriction of this measure to g′(F )/G(F ).
Proposition 6.5.1. (1) π is an isomorphism of algebraic varieties and πF is an
open embedding of F -analytic spaces;
(2) πF sends the measure dµΣ′/H(X) to D
G(X)1/2 dX;
(3) The natural projection p : Σ′ → Σ′/H has the norm descent property.
Proof. The proof of (1) and (2) follows from the same argument as in [BP15, Propo-
sition 10.7.1]. We only establish (3).
For (3), by Proposition 6.1.1, it is sufficient to show that
Λ′ → Λ′/SO(W )
has the norm descent property. Denote by ΛQ0 the non-vanishing locus of Q0 in Λ
(where Q0 ∈ F [g]G is defined in Section 6.2. Then we have the following Cartesian
diagram where horizontal maps are open immersions
Λ′ //

ΛQ0

Λ′/SO(W ) // ΛQ0/SO(W )
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Thus, if we prove that ΛQ0 → ΛQ0/SO(W ) has the norm descent property, we will
be done. By definition of Λ (cf. Section 6.1), we have an SO(W )-equivariant isomor-
phism
Λ ≃ so(W )×W × Ar,
where the action of SO(W ) on the RHS is the product of the adjoint action on so(W ),
the natural action on W and the trivial action on Ar. Denote by (so(W ) × W )0
the open-Zariski subset of so(W ) ×W consisting of all pairs (X,w) ∈ so(W ) ×W
such that (w,Xw,X2, ...) generates W . Then ΛQ0 corresponds via the previous
isomorphism to (so(W ) × W )0 × Ar. Since SO(W ) acts trivially on Ar, we are
reduced to show that
(so(W )×W )0 → (so(W )×W )0/SO(W )
has the norm descent property. Let B be the flag variety of basis of W and let Polm
be the variety of monic polynomial P ∈ F [T ] of degree m. Consider the action of
SO(W ) on Polm×B which is trivial on Polm and given by g(e1, ..., em) = (ge1, ..., gem)
on B. By Proposition 6.3.1 the map
(so(W )×W )0 → Polm × B
(X,w)→ (PX , w,Xw, ..., Xm−1W )
is a SO(W )-equivariant closed immersion. Passing to the quotient, we get a commu-
tative diagram
(so(W )×W )0 //

Polm × B

(so(W )×W )0/SO(W ) // Polm × B/SO(W )
where horizontal maps are closed immersion (since SO(W ) is reductive). More-
over the diagram is Cartesian (because all SO(W )-orbits in B are closed and so
the quotient separates all orbits). Thus, we are finally reduced to showing that
B → B/SO(W ) has the norm descent property. Choosing a particular basis of W ,
this amounts to proving that
GL(W )→ GL(W )/SO(W )
has the norm descent property. Since the map is GL(W )-equivariant for the action
by left translation, by [BP15, Lemma 1.2.2(i)], it suffices to show the existence of
a nonempty Zariski open subset of GL(W )/SO(W ) over which the previous map
has the norm descent property. Choose an orthogonal basis (e1, ..., em) of W and
denote by B the standard Borel subgroup of GL(W ) relative to this basis. Then
B ∩ SO(W ) = Z is the subtorus acting by ±1 on each ei (so that Z ≃ (Z/2Z)m).
Let U be the unipotent radical of B, then U ∩ SO(W ) = {1}, moreover dimU +
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dimSO(W ) = dimGL(W ). It follows that we have the canonical open immersion
U →֒ GL(W )/SO(W ). Therefore
GL(W )→ GL(W )/SO(W )
admits a section on an open dense subset, from which we ends the proof of (3). 
6.6. Spectral expansion of JLie. Define Γ(Σ) to be the subset of Γ(g) consisting
of the conjugacy classes of the semi-simple parts of elements in Σ(F ). Equip the
subset with the restriction of the measure defined on Γ(g). Thus, if T (G) is a set of
representatives for the G(F )-conjugacy classes of maximal tori of G and if for any
T ∈ T (G) we denote by t(F )Σ the subset of elements X ∈ t(F ) whose conjugacy
class belongs to Γ(Σ), then∫
Γ(Σ)
ϕ(X) dX =
∑
T∈T (G)
|W (G, T )|−1
∫
t(F )Σ
ϕ(X) dX
for any ϕ ∈ Cc(Γ(Σ)). Recall that in Section 4, a continuous linear form JLie on
Sscusp(g) has been defined.
The theorem below is one of the most technical result of the paper. Fortunately
the proof of [BP15, §10.8-§10.11] works verbatim. The details are referred to [Luo21].
Theorem 6.6.1. The following identity holds
JLie(f) =
∫
Γ(Σ)
DG(X)1/2θ̂f (X) dX
for any f ∈ Sscusp(g).
7. Geometric expansion and multiplicity formula
In this section, we are going to establish the geometric expansion of the trace
distribution J , from which we are able to deduce a geometric multiplicity formula
m(π) for any tempered representation π of G(F ).
7.1. The linear forms mgeom and m
Lie
geom.
Geometric support. For any x ∈ Hss(F ), we are going to introduce spaces of semi-
simple conjugacy classes inG(F ), Gx(F ) and g(F ), which will be denoted by Γ(G,H),
Γ(Gx, Hx) and Γ
Lie(G,H), respectively. The definition is in parallel with [BP15, 11.1].
Fix x ∈ Hss(F ), up to conjugation we may assume that x ∈ SO(W )ss(F ). Let W ′x
(resp. V ′x) be the kernel of 1− x in W (resp. V ) and W ′′x (resp. V ′′x ) be the image of
1−x. There are orthogonal decompositions W = W ′x⊕⊥W ′′x and V = V ′x⊕⊥W ′′x . Set
H ′x = SO(W
′
x)⋉Nx (where Nx is the centralizer of x in N), G
′
x = SO(W
′
x)×SO(V ′x),
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H ′′x = SO(W
′′
x )x and G
′′
x = SO(W
′′
x )x × SO(W ′′x )x. Set ξx = ξ|Hx(F ). Then there are
following decompositions
SO(V )x = SO(V
′
x)× SO(W ′′x )x, SO(W )x = SO(W ′x)× SO(W ′′x )x,
Hx = SO(W )x ⋉Nx,
and
ZSO(V )(x) = SO(V
′
x)× ZSO(W ′′x )(x),(7.1.1)
ZSO(W )(x) = SO(W
′
x)× ZSO(W ′′x )(x).
Moreover, it is not hard to verify that SO(W ′′x )x commutes with Nx. Hence there are
also decompositions
(7.1.2) Gx = G
′
x ×G′′x, Hx = H ′x ×H ′′x ,
where the inclusion Hx ⊂ Gx is the product of the two inclusions H ′x ⊂ G′x and
H ′′x ⊂ G′′x. Since ξx is trivial on H ′′x , there is a further decomposition
(Gx, Hx, ξx) = (G
′
x, H
′
x, ξ
′
x)× (G′′x, H ′′x , 1),
where ξ′x = ξ|H′x. Note that the triple (G
′
x, H
′
x, ξ
′
x) coincides with the GGP triple
associated to the admissible pair (V ′x,W
′
x). The second triple (G
′′
x, H
′′
x , 1) is also of a
particular shape: the group G′′x is the product of two copies of H
′′
x and the inclusion
H ′′x ⊂ G′′x is the diagonal one. Following [BP15, 11.1] such a triple is called an Arthur
triple. Finally note that although x ∈ SO(W )ss(F ), there is a decomposition similar
to (7.1.2) for any x ∈ Hss(F ) (simply conjugated x inside H(F ) to an element in
SO(W )ss(F )) and that if x, y ∈ Hss(F ) are H(F )-conjugate, then there are natural
isomorphisms of triples
(G′x, H
′
x, ξ
′
x) ≃ (G′y, H ′y, ξ′y), (G′′x, H ′′x , 1) ≃ (G′′y, H ′′y , 1)
well-defined up to inner automorphisms by H ′x(F ) and H
′′
x(F ) respectively.
Let x ∈ Hss(F ). Denote by Γ(H), Γ(Hx), Γ(G) and Γ(Gx) the sets of semi-
simple conjugacy classes in H(F ), Hx(F ), G(F ) and Gx(F ) respectively and they are
equipped with topologies.
By the definition of GGP triples, the two canonical maps Γ(Hx) → Γ(Gx) and
Γ(H) → Γ(G) are injective. Since these maps are continuous and proper ([BP15,
Section 1.7]) and Γ(Gx), Γ(H), Γ(G) are all Hausdorff and locally compact, it turns
out that Γ(Hx)→ Γ(Gx) and Γ(H)→ Γ(G) are closed embeddings.
We are going to define a subset Γ(G,H) of Γ(H) as follows: x ∈ Γ(G,H) if and
only ifH ′′x is an anisotropic torus (and hence G
′′
x also). Since Γ(H)→ Γ(G) is a closed
embedding, Γ(G,H) can also be viewed as a subset of Γ(G). Notice that Γ(G,H) is a
subset of Γell(G) containing 1. We now equip Γ(G,H) with a topology, which is finer
than the one induced from Γ(G), and a measure. For this, we need to give a more
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concrete description of Γ(G,H). Consider the following set T of subtori of SO(W ):
T ∈ T if and only if there exists a non-degenerate subspace W ′′ ⊂ W (possibly
W ′′ = 0) such that T is a maximal elliptic subtorus of SO(W ′′). For such a torus T ,
denote by T♮ the open Zariski subset of elements t ∈ T which are regular in SO(W ′′)
acting with distinct eigenvalues on W ′′. Then Γ(G,H) is the set of conjugacy classes
that meet
⋃
T∈T T♮(F ) (c.f. [BP15, p.259]). Let W (H, T ) = NormH(T )/ZH(T ).
Then, by definition there is a natural bijection
(7.1.3) Γ(G,H) ≃
⊔
T∈T
T♮(F )/W (H, T ).
Now the RHS of (7.1.3) has a natural topology and we transfer it to Γ(G,H). More-
over, we equip Γ(G,H) with the unique regular Borel measure such that∫
Γ(G,H)
ϕ(x)dx =
∑
T∈T
|W (H, T )|−1ν(T )
∫
T (F )
ϕ(t)dt
for any ϕ ∈ Cc(Γ(G,H)). Recall that ν(T ) is the only positive factor such that the
total mass of T (F ) for the measure ν(T ) dt is one. Note that 1 is an atom for the
measure whose mass is equal to 1 (this corresponds to the contribution of the trivial
torus in the formula above).
More generally, for any x ∈ Hss(F ) we may construct a subset Γ(Gx, Hx) of Γ(Gx)
which is equipped with its own topology and measure as follows. By (7.1.2) we
have a decomposition Γ(Gx) = Γ(G
′
x) × Γ(G′′x). Since the triple (G′x, H ′x, ξ′x) is a
GGP triple, the previous construction provides us with a space Γ(G′x, H
′
x) of semi-
simple conjugacy classes in G′x(F ). On the other hand, we define Γ(G
′′
x, H
′′
x) to
be the image of Γani(H
′′
x) (the set of anisotropic conjugacy classes in H
′′
x(F ), c.f.
[BP15, Section 1.7]) by the diagonal embedding Γ(H ′′x) ⊂ Γ(G′′x). Following [BP15,
Section 1.7], the set Γ(G′′x, H
′′
x) = Γani(H
′′
x) can be equipped with a topology and a
measure. Set
Γ(Gx, Hx) = Γ(G
′
x, H
′
x)× Γ(G′′x, H ′′x)
and we equip this set with the product of the topologies and the measures defined
on Γ(G′x, H
′
x) and Γ(G
′′
x, H
′′
x). Note that Γ(Gx, Hx) = ∅ unless x ∈ G(F )ell (because
otherwise Γani(H
′′
x) = ∅).
There is a parallel Lie algebra variant, ΓLie(G,H) is a subset of Γ(g), again
equipped with a topology and a measure, as follows. for any X ∈ so(W )ss(F ),
we have decompositions
(7.1.4) GX = G
′
X ×G′′X , HX = H ′X ×H ′′X
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where
G′X = SO(W
′
X)× SO(V ′X), G′′X = SO(W ′′X)X × SO(W ′′X)X ,
H ′X = SO(W
′
X)⋉NX , H
′′
X = SO(W
′′
X)X
for W ′X , V
′
X the kernels of X acting on W and V respectively, W
′′
X the image of X in
W and NX the centralizer of X in N . Again the decomposition (7.1.4) still hold for
every X ∈ hss(F ) and they depend on the choice of representatives in the conjugacy
class of X only up to an inner automorphism. We now define ΓLie(G,H) to be the
set of semi-simple conjugacy classes X ∈ Γ(h) such that H ′′X is an anisotropic torus.
Similarly we can identify ΓLie(G,H) with a subset of Γ(g). Notice that ΓLie(G,H) is
a subset of Γell(g) containing 0. Moreover, fixing a set of tori T as before we have a
identification
(7.1.5) ΓLie(G,H) =
⊔
T∈T
t♮(F )/W (H, T )
where for T ∈ T , t♮ denotes the Zariski open subset consisting of elements X ∈ t
that are regular in so(W ′′T ) and acting with distinct eigenvalues in W
′′
T . By the
identification (7.1.5), ΓLie(G,H) inherits a natural topology. Moreover, we equip
ΓLie(G,H) with the unique regular Borel measure such that∫
ΓLie(G,H)
ϕ(X) dX =
∑
T∈T
|W (H, T )|−1ν(T )
∫
t(F )
ϕ(X) dX
for any ϕ ∈ Cc(ΓLie(G,H)). Note that 0 is an atom for this measure whose associated
mass is 1. The following lemma establishes a link between ΓLie(G,H) and Γ(G,H).
Lemma 7.1.1. Let ω ⊂ g(F ) be a G-excellent open neighborhood of 0 ([BP15, Sec-
tion 3.3]) and set Ω = exp(ω). Then, the exponential map induces a topological
isomorphism
ω ∩ ΓLie(G,H) ≃ Ω ∩ Γ(G,H)
preserving measures.
Proof. The proof of [BP15, Lemma 11.1.2] works verbatim. 
We are ready to introduce the geometric multiplicity formula and its Lie algebra
variant.
The germs cθ. We first define the germ cθ associated to a quasi-character θ of G(F ).
Here we would like to mention that the germ cθ we are considering are of different
nature from the unitary group case considered in [BP15].
Let θ be a quasi-character of G(F ) = SO(W ) × SO(V ). For convenience we only
consider the case when G is quasi-split. Recall from Section 2.1 that the regular
nilpotent orbits of G(F ) has the following description.
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• If m = dimW ≥ 4 is even, then the regular nilpotent orbits of G(F ) are
parametrized by NW ;
• If d = dimV ≥ 4 is even, then the regular nilpotent orbits of G(F ) are
parametrized by N V ;
• For other cases, G(F ) has a unique regular nilpotent orbit Oreg.
In each situation, for any ν ∈ NW (resp. ν ∈ N V ), let Oν be the associated
regular nilpotent orbit of G, which admits explicit description as in Section 2.1.
We first consider the case when G has only one regular nilpotent orbit Oreg. In
this case, we simply set cθ = cθ,Oreg .
Then we consider the case when d = dimV ≥ 4 is even. In this case the regular
nilpotent orbits of G(F ) are parametrized by N V . Since dimW is odd and SO(W )
is quasi-split, we have that qW,an is of dimension one. Let qD be the restriction of the
quadratic form qV to the associated line D. Then (V, qV ) has the same anisotropic
kernel as qW,an ⊕ qD. In particular, ν0 = q(v0) ∈ N V . Then we set cθ = cθ,Oν0 .
Finally when m = dimW ≥ 4 is even, the regular nilpotent orbits of G(F ) are
parametrized by the set NW . Since G(F ) is quasi-split, the quadratic form qW,an⊕qD
is actually split. In particular, −ν0 = −q(v0) ∈ NW . Then set cθ = cθ,O−ν0 .
Discriminants. Set
∆(x) = DG(x)DH(x)−2
for any x ∈ Hss(F ) where DG(x) = | det(1 − Ad(x))|g/gx | and DH(x) = | det(1 −
Ad(x))|h/hx|. Then ([BP15, Lemma 3.1.1])
(7.1.6) ∆(x) = | det(1− x)|W ′′x |
for any x ∈ Hss(F ). Similarly define
∆(X) = DG(X)DH(X)−2
for any X ∈ hss(F ) and
(7.1.7) ∆(X) = | det(X|W ′′X)|
for any X ∈ hss(F ). Let ω ⊂ g(F ) be a G-excellent open neighborhood of 0. Then
ω ∩ h(F ) is an H-excellent open neighborhood of 0 (cf. the remark at the end of
[BP15, Section 3.3]). We may thus set
jHG (X) = j
H(X)2jG(X)−1
for any X ∈ ω ∩ h(F ). By [BP15, 3.3.1],
(7.1.8) jHG (X) = ∆(X)∆(e
X)−1
for any X ∈ ω ∩ hss(F ). Note that jHG is a smooth positive and H(F )-invariant
function on ω ∩ h(F ). It actually extends (not uniquely) to a smooth, positive and
G(F )-invariant function on ω. This can be seen as follows. We can embed the groups
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H1 = SO(W ) and H2 = SO(V ) into a GGP triple (G1, H1, ξ1) and (G2, H2, ξ2). Then
the function X = (XW , XV ) ∈ ω → jH1G1 (XW )1/2jH2G2 (XV )1/2 can be seen as such an
extension through using the equality (7.1.8). We will always assume that such an
extension has been chosen and we will still denote it by jHG .
Let x ∈ Hss(F ). Define
∆x(y) = D
Gx(y)DHx(y)−2
for any y ∈ Hx,ss(F ). On the other hand, since the triple (G′x, H ′x, ξ′x) is a GGP
triple, the previous construction yields a function ∆G
′
x on H ′x,ss(F ). Then
(7.1.9) ∆x(y) = ∆
G′x(y′)
for any y = (y′, y′′) ∈ Hx,ss(F ) = H ′x,ss(F )×H ′′x,ss(F ).
Let Ωx ⊂ Gx(F ) be a G-good open neighborhood of x. Then, Ωx∩H(F ) ⊂ Hx(F )
is a H-good open neighborhood of x. This allows us to set
ηHG,x(y) = η
H
x (y)
2ηGx (y)
−1
for any y ∈ Ωx ∩H(F ). By [BP15, 3.2.4]
(7.1.10) ηHG,x(y) = ∆x(y)∆(y)
−1
for any y ∈ Ωx ∩ Hss(F ). Note that ηHG,x is a smooth, positive and Hx(F )-invariant
function on Ωx ∩ H(F ). It also extends (not uniquely) to a smooth, positive and
Gx(F )-invariant function on Ωx. We will always still denote by η
H
G,x such an extension.
The definitions of the distributions mgeom and m
Lie
geom are contained in the following
proposition.
Proposition 7.1.2. (1) Let θ ∈ QC(G). Then the following integral is abso-
lutely convergent for any Re(s) > 0∫
Γ(G,H)
DG(x)1/2cθ(x)∆(x)
s−1/2 dx
and the following limit
mgeom(θ) := lim
s→0+
∫
Γ(G,H)
DG(x)1/2cθ(x)∆(x)
s−1/2 dx.
exists. Similarly, for any x ∈ Hss(F ) and θx ∈ QC(Gx), the following integral
is absolutely convergent for any Re(s) > 0∫
Γ(Gx,Hx)
DGx(y)1/2cθx(y)∆x(y)
s−1/2 dy
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and the following limit
mx,geom(θx) := lim
s→0+
∫
Γ(Gx,Hx)
DGx(y)s−1/2cθx(y)∆x(y)
s−1/2 dy
exists. In particular, mgeom is a continuous linear form on QC(G) and for
any x ∈ Hss(F ), mx,geom is a continuous linear form on QC(Gx).
(2) Let x ∈ Hss(F ) and let Ωx ⊂ Gx(F ) be a G-good open neighborhood of x and
set Ω = ΩGx . Then, if Ωx is sufficiently small,
mgeom(θ) =
2
[ZH+(x)(F ) : Hx(F )]
mx,geom((η
H
G,x)
1/2θx,Ωx)
for any θ ∈ QCc(Ω).
(3) Let θ ∈ QCc(g). Then the following integral is absolutely convergent for any
Re(s) > 0 ∫
ΓLie(G,H)
DG(X)1/2cθ(X)∆(X)
s−1/2 dX
and the following limit
mLiegeom(θ) := lim
s→0+
∫
ΓLie(G,H)
DG(X)1/2cθ(X)∆(X)
s−1/2 dX
exists. In particular, mLiegeom is a continuous linear form on QCc(g) that ex-
tends continuously to SQC(g) and
mLiegeom(θλ) = |λ|δ(G)/2mLiegeom(θ)
for any θ ∈ SQC(g) and λ ∈ F×. Here we recall that θλ(X) = θ(λ−1X) for
any X ∈ greg(F ).
(4) Let ω ⊂ g(F ) be a G-excellent open neighborhood of 0 and set Ω = exp(ω).
Then
mgeom(θ) = m
Lie
geom((j
H
G )
1/2θω)
for any θ ∈ QCc(Ω).
Proof. (1) When F is p-adic, the proof follows from [Wal10, §7.3-§7.7].
When F = R, the only difference between our situation and that of [BP15, Propo-
sition 11.2.1 (i)] is the last part ([BP15, (11.2.22)]) of the proof in [BP15], where in
the unitary group situation the regular nilpotent orbits can be permuted by scaling
([BP15, Section 6.1]), which is not the case for special orthogonal groups. However,
following the proof of [BP15, Proposition 11.2.1 (i)], indeed, the problem can be
reduced to show the limit
(7.1.11) lim
s→0+
mLiegeom,s(θ)
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exist for any θ = ϕĵ(O, ·), where ϕ ∈ C∞(g)G is an invariant smooth function
compactly supported modulo conjugation and equals 1 in some neighborhood of 0,
and O ∈ Nilreg(g).
The proof of (7.1.11) follows from the same argument as in [Wal10, §7.3-§7.7],
except there are some small remarks needed:
• In the proof of [Wal10, Lemme 7.4], change Ωs to be the subset of ω with
coordinates (λj)j=1,...,m in the basis (ej)j=1,...,m satisfying
1
2
≤ |λj| ≤ 1, and
change ̟2kF to (
1
2
)2k;
• The proof of [Wal10, Lemme 7.6] does not work in general in the archimedean
case, as the germ expansions for quasi-characters is not an exact identity
parametrized by nilpotent orbits. However, the quasi-character θ appearing
in (7.1.11) is equal to ϕĵ(O, ·). In particular the proof of [Wal10, Lemme 7.6]
indeed applies to our situation.
(2) We notice that θx,Ωx ∈ QCc(Ωx)ZG(x) (cf. [BP15, Proposition 4.4.1 (iii)]).
Hence the proof follows from [Wal10, Lemme 8.3] directly.
(3) The absolute convergence can be proved in parallel with (1) using [BP15,
Lemma B.1.2(ii)]. The existence of the limit follows from the same argument as
in [BP15, Proposition 11.2.1 (iii)]. The homogeneity of mLiegeom(θλ) follows from the
direct computation as in [BP15, Proposition 11.2.1]. Finally by [BP15, Proposi-
tion 4.6.1(ii)], mLiegeom can be extended to SQC(g).
(4) The proof is parallel to (2), where we apply Lemma 7.1.1 to our situation. 
7.2. Geometric multiplicity and parabolic induction. Let L be a Levi sub-
group of G. Then as in Section 3, L can be decomposed as a product
L = LGL × G˜
where LGL is a product of general linear groups over F and G˜ belongs to a GGP
triple (G˜, H˜, ξ˜) which is well-defined up to G˜(F ) conjugation. In particular, there is
continuous linear form mG˜geom on QC(G˜). Define a continuous linear form m
L
geom on
QC(L) = QC(LGL)⊗̂pQC(G˜) by setting
mLgeom(θ
GL ⊗ θ˜) = mG˜geom(θ˜)cθGL(1)
for any θGL ∈ QC(LGL) and θ˜ ∈ QC(G˜).
Before stating the relation between geometric multiplicity and parabolic induction,
we note the following lemma, which is the analogue result for [Wal12b, Lemme 2.3]
associated with regular nilpotent germs in the archimedean case. For the notation
appearing in the lemma below we refer to [Wal12b, Lemme 2.3].
Lemma 7.2.1. Suppose θL ∈ QC(L) and θ = iGLθL (c.f. [BP15, (3.4.2)]). Then
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(1) θ ∈ QC(G);
(2) Suppose x ∈ Gss(F ) and O ∈ Nilreg(gx), then
DG(x)1/2cθ,O(x) =
∑
y∈XL(x)
∑
g∈Γy/Gx(F )
∑
O′∈Nilreg(ly)
[gO : O′]
[ZL(y) : Ly(F )]
DL(y)1/2cθL,O′(y).
Proof. (1) follows from [BP15, Proposition 4.7.1 (i)].
For (2), through the limit formula in [BP15, p.98, Section 4.5] together with the ex-
plicit induction formula ([BP15, (3.4.2)]), we can reduce θL ∈ QC(L) to θL ∈ QC(l)
which is finite linear combinations of distributions {ĵ(O′, ·)| O′ ∈ Nilreg(l)}. Since
the parabolic induction of finite linear combinations in {ĵ(O′, ·)| O′ ∈ Nilreg(l)}
is finite linear combinations of {ĵ(O, ·)| O ∈ Nilreg(g)}, the proof of [Wal12b,
Lemme 2.3] applies verbatim. 
Now combing with the lemma above, the following lemma follows from the same
argument as [Wal12b, Lemme 7.2].
Lemma 7.2.2. Let θL ∈ QC(L) and set θ = iGL (θL). Then
mgeom(θ) = m
L
geom(θ
L).
7.3. The theorems. Set
Jgeom(f) = mgeom(θf ), f ∈ Cscusp(G),
mgeom(π) = mgeom(θπ), π ∈ Temp(G),
JLiegeom(f) = m
Lie
geom(θf ), f ∈ Sscusp(g).
Theorem 7.3.1.
J(f) = Jgeom(f)
for any f ∈ Cscusp(G).
Theorem 7.3.2.
m(π) = mgeom(π)
for any π ∈ Temp(G).
Theorem 7.3.3.
JLie(f) = JLiegeom(f)
for any f ∈ Sscusp(g).
The proof is by induction on dim(G) (the case dim(G) = 1 is trivial). Hence, we
make the following induction hypothesis.
(HYP) Theorem 7.3.1, Theorem 7.3.2 and Theorem 7.3.3 hold for any GGP triples
(G′, H ′, ξ′) such that dim(G′) < dim(G).
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Equivalence of theorem 7.3.1 and theorem 7.3.2.
Proposition 7.3.4. Assume the induction hypothesis (HYP).
(1) Let π ∈ Rind(G). Then
m(π) = mgeom(π).
(2) For any f ∈ Cscusp(G), there is the following equality
J(f) = Jgeom(f) +
∑
π∈Xell(G)
D(π)θ̂f(π)(m(π)−mgeom(π)),
and the sum on the RHS is absolutely convergent.
(3) Theorem 7.3.1 and Theorem 7.3.2 are equivalent.
(4) There exists a unique continuous linear form Jqc on QC(G) such that
• J(f) = Jqc(θf ) for any f ∈ Cscusp(G);
• Supp(Jqc) = G(F )ell.
Proof. The proof of [BP15, Proposition 11.5.1] works verbatim. 
Semisimple descent and the support of Jqc −mgeom.
Proposition 7.3.5. Assume the induction hypothesis (HYP). Let θ ∈ QC(G) and
assume that 1 /∈ Supp(θ). Then
Jqc(θ) = mgeom(θ).
Proof. Since both Jqc and mgeom are both supported on Γell(G), by partition of unity,
we only need to prove the equality for θ ∈ QCc(Ω) where Ω is a completely G(F )-
invariant open subset of G(F ) of the form ΩGx for some x ∈ G(F )ell, x 6= 1, and some
G-good open neighborhood Ωx ⊂ Gx(F ) of x. Moreover, we may take Ωx as small
as we want. In particular, we will assume that Ωx is relatively compact modulo
conjugation.
Assume first that x is not conjugate to any element of Hss(F ). Then since Γ(H)
is closed in Γ(G), if Ωx is chosen sufficiently small, we would have Ω∩ Γ(H) = ∅. In
this case, both sides of the equality are zero for any θ ∈ QCc(Ω).
Assume now that x is conjugate to some element of Hss(F ). We may simply
assume x ∈ Hss(F ). Then,
Gx = G
′
x ×G′′x, G′′x = H ′′x ×H ′′x .
By (7.1.1),
ZG(x) = G
′
x × ZSO(W ′′x )(x)× ZSO(W ′′x )(x).
Shrinking Ωx if necessary, we may assume that Ωx decomposes as a product
Ωx = Ω
′
x × (Ω′′x × Ω′′x)
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where Ω′x ⊂ G′x(F ) (resp. Ω′′x ⊂ H ′′x(F )) is open and completely G′x-invariant (resp.
completely ZSO(W ′′x )(x)-invariant). Note that x is elliptic in both G
′
x and H
′′
x . Hence,
by [BP15, Corollary 5.7.2(i)], shrinking Ωx if necessary, we may assume that the
linear maps
f ′x ∈ Sscusp(Ω′x)→ θf ′x ∈ QCc(Ω′x)
f ′′x ∈ Sscusp(Ω′′x)→ θf ′′x ∈ QCc(Ω′′x)
have dense image. Since ([BP15, Proposition 4.4.1(v)])
QCc(Ωx) = QCc(Ω
′
x)⊗̂pQCc(Ω′′x)⊗̂pQCc(Ω′′x),
QCc(Ωx)
ZG(x) = QCc(Ω
′
x)⊗̂pQCc(Ω′′x)ZSO(W ′′x )(x)⊗̂pQCc(Ω′′x)ZSO(W ′′x )(x),
and Jqc and mgeom are continuous linear forms on QCc(Ω), we only need to prove
the equality of the proposition for quasi-characters θ ∈ QCc(Ω) such that θx,Ωx =
θfx ∈ QCc(Ωx)ZG(x) for some fx ∈ Sscusp(Ωx) which further decomposes as a tensor
product fx = f
′
x ⊗ (f ′′x,1 ⊗ f ′′x,2) where f ′x ∈ Sscusp(Ω′x) and f ′′x,1, f ′′x,2 ∈ Sscusp(Ω′′x). Up
to translation we may assume that the functions f ′′x,1 and f
′′
x,2 are invariant under
conjugation by the Weyl elements showing up in ZSO(W ′′x )(x)/H
′′
x(F ).
Consider a map as in [BP15, Proposition 5.7.1], and set f = f˜x ∈ Sscusp(Ω). Then
(θf)x,Ωx =
∑
z∈ZG(x)/Gx(F )
zθfx = [ZG(x) : Gx]θfx .
In particular up to translation we can assume that
(f)x,Ωx =
1
[ZG(x) : Gx]
fx.
We also have
(7.3.1) J(f) = Jqc(θf ) = Jqc(θ).
We denote by JG
′
x the continuous linear form on Cscusp(G′x) associated to the GGP
triple (G′x, H
′
x, ξ
′
x). Also we denote by J
A,H′′x the continuous bilinear form on Cscusp(H ′′x)
introduced in [BP15, Section 5.5] (where we replace G by H ′′x). We show the following
(7.3.2) If Ωx is sufficiently small, we have
J(f) =
2
[ZH+(x)(F ) : Hx(F )]
JG
′
x(f ′x)J
A,H′′x ((ηHx,G)
1/2f ′′x,1, f
′′
x,2).
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The intersection Ωx ∩Hx(F ) ⊂ Hx(F ) is a H-good open neighborhood of x (cf. the
remark at the end of [BP15, Section 3.2]). By [BP15, 3.2.5] and [Wal10, Lemme 8.2],
J(f) =
∫
H(F )\G(F )
∫
H(F )
gf(h)ξ(h) dh dg(7.3.3)
=
2
[ZH+(x)(F ) : Hx(F )]
∫
Hx(F )\G(F )
∫
Hx(F )
ηHx (hx)
gf(hx)ξx(hx) dhx dg
=
2
[ZH+(x)(F ) : Hx(F )]
∫
H(F )\G(F )
∫
Hx(F )\H(F )∫
Hx(F )
ηHx,G(hx)
1/2(hgf)x,Ωx(hx)ξx(hx) dhx dh dg.
Assume one moment that the exterior double integral above is absolutely convergent.
Then
J(f) =
2
[ZH+(x)(F ) : Hx(F )]
∫
Hx(F )\G(F )
∫
Hx(F )
ηHx,G(hx)
1/2(gf)x,Ωx(hx)ξx(hx) dhx dg
=
2
[ZH+(x)(F ) : Hx(F )]
∫
ZG(x)(F )\G(F )
∫
Hx(F )\ZG(x)(F )∫
Hx(F )
ηHx,G(hx)
1/2(gf)x,Ωx(g
−1
x hxgx)ξx(hx) dhx dgx dg.
Introduce a function on ZG(x)(F )\G(F ) as in [BP15, Proposition 5.7.1]. Let g ∈
G(F ). Up to translating g by an element of ZG(x)(F ), we may assume that (
gf)x,Ωx =
1
[ZG(x):Gx]
α(g)fx. Then the interior integral above decomposes as
α(g)
[ZG(x) : Gx]
∫
Hx(F )\ZG(x)(F )
∫
Hx(F )
ηHx,G(hx)
1/2fx(g
−1
x hxgx)ξx(hx) dhx dgx
=
α(g)
[ZG(x) : Gx]
∫
H′x(F )\G
′
x(F )
∫
H′x(F )
f ′x(g
′−1
x h
′
xg
′
x)ξ
′
x(h
′
x) dh
′
x dg
′
x
×
∫
ZSO(W ′′x )(x)(F )
∫
ZSO(W ′′x )(x)(F )
ηHx,G(h
′′
x)
1/2f ′′x,1(g
′′−1
x h
′′
xg
′′
x)f
′′
x,2(h
′′
x) dh
′′
x dg
′′
x
=
α(g)[ZSO(W ′′x )(x)(F ) : H
′′
x(F )]
2
[ZG(x) : Gx]
∫
H′x(F )\G
′
x(F )
∫
H′x(F )
f ′x(g
′−1
x h
′
xg
′
x)ξ
′
x(h
′
x) dh
′
x dg
′
x
×
∫
H′′x (F )
∫
H′′x (F )
ηHx,G(h
′′
x)
1/2f ′′x,1(g
′′−1
x h
′′
xg
′′
x)f
′′
x,2(h
′′
x) dh
′′
x dg
′′
x,
since by (7.1.1),
[ZSO(W ′′x )(x)(F ) : H
′′
x(F )]
2 = [ZG(x) : Gx],
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we finally can write the interior integral as
α(g)
∫
H′x(F )\G
′
x(F )
∫
H′x(F )
f ′x(g
′−1
x h
′
xg
′
x)ξ
′
x(h
′
x) dh
′
x dg
′
x
×
∫
H′′x (F )
∫
H′′x (F )
ηHx,G(h
′′
x)
1/2f ′′x,1(g
′′−1
x h
′′
xg
′′
x)f
′′
x,2(h
′′
x) dh
′′
x dg
′′
x.
We recognize the two integrals above: the first one is JG
′
x(f ′x) and the second one
is JA,H
′′
x ((δHx,G)
1/2f ′′x,1, f
′′
x,2) (Notice that the center of H
′′
x(F ) is compact since x is
elliptic). By Theorem 4.0.1 (2) and [BP15, Theorem 5.5.1(ii)] and since the function
α is compactly supported, this shows that the exterior double integral of the last line
(7.3.3) is absolutely convergent. Moreover, since we have∫
ZG(x)(F )\G(F )
α(g)dg = 1,
this also proves (7.3.2).
We assume from now on that Ωx is sufficiently small so that (7.3.2) holds. By the
induction hypothesis (HYP), we have
JG
′
x(f ′x) = m
G′x
geom(θf ′x).
On the other hand, by [BP15, Theorem 5.5.1(iv)], we have
J
H′′x
A ((η
H
x,G)
1/2, f ′′x,1, f
′′
x,2) =
∫
Γ(H′′x )
ηHG,x(y)
1/2DG
′′
x(y)1/2θf ′′x,1(y)θf ′′x,2(y) dy.
Notice that here both f ′′x,1 and f
′′
x,2 are strongly cuspidal, hence the terms correspond-
ing to Γ(H ′′x)− Γani(H ′′x) vanishes. Moreover, we can verify that
mgeom,x((η
H
G,x)
1/2θfx) = m
G′x
geom(θf ′x)×
∫
Γani(H′′x )
ηHx,G(y)
1/2DG
′′
x(y)1/2θf ′′x,1(y)θf ′′x,2(y) dy.
Hence, by (7.3.1), (7.3.2) and Proposition 7.1.2 (2), we have
Jqc(θ) = J(f) = mgeom,x((η
H
G,x)
1/2θfx) = mgeom(θ).
This ends the proof of the proposition. 
Descent to the Lie algebra and equivalence of theorem 7.3.1 and theorem 7.3.3. Let
ω ⊂ g(F ) be a G(F )-excellent open neighborhood of 0 and set Ω = exp(ω). Recall
that for any quasi-character θ ∈ QC(g) and all λ ∈ F×, θλ denotes the quasi-
character given by θλ(X) = θ(λ
−1X) for any X ∈ grss(F ).
Proposition 7.3.6. Assume the induction hypothesis (HYP).
(1) For any f ∈ Sscusp(Ω),
J(f) = JLie((jHG )
1/2fω).
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(2) There exists a unique continuous linear form JLieqc on SQC(g) such that
JLie(f) = JLieqc (θf )
for any f ∈ Sscusp(g). Moreover,
JLieqc (θλ) = |λ|δ(G)/2JLieqc (θ)
for any θ ∈ SQC(g). Moreover,
JLieqc (θλ) = |λ|δ(G)/2JLieqc (θ)
for any θ ∈ SQC(g) and λ ∈ F×.
(3) Theorem 7.3.1 and Theorem 7.3.3 are equivalent.
(4) Let θ ∈ SQC(g(F )) and assume that 0 /∈ Supp(θ). Then,
JLieqc (θ) = m
Lie
geom(θ).
Proof. The proof follows from the same argument as [BP15, Proposition 11.7.1]. 
End of the proof.
Proposition 7.3.7. Assume the induction hypothesis (HYP), then
JLieqc (θ) = m
Lie
geom(θ)
for any θ ∈ SQC(g).
Proof. We first establish the following fact.
(7.3.4) There exists constants cO,O ∈ Nilreg(g), such that
JLieqc (θ)−mLiegeom(θ) =
∑
O∈Nilreg(g)
cOcθ,O(0)
for any θ ∈ SQC(g).
Let θ ∈ SQC(g) be such that cθ,O(0) = 0 for anyO ∈ Nilreg(g). We want to show that
JLieqc (θ) = m
Lie
geom(θ). Let λ ∈ F× be such that |λ| 6= 1. Denote by Mλ the operator on
SQC(g) given by Mλθ = |λ|−δ(G)/2θλ. Then, from [BP15, Proposition 4.6.1 (i)], we
may find θ1, θ2 ∈ SQC(g) such that θ = (Mλ−1)θ1+θ2 and θ2 is compactly supported
away from 0. By Proposition 7.3.6 (4), we have JLieqc (θ2) = m
Lie
geom(θ2). On the other
hand, by the homogeneity property of JLieqc and m
Lie
geom (cf. Proposition 7.3.6 (2) and
Proposition 7.1.2 (2)), we also have JLieqc ((Mλ−1)θ1) = mLiegeom((Mλ−1)θ1) = 0. This
proves (7.3.4).
To end the proof of the proposition, it remains to show that the coefficients cO for
O ∈ Nilreg(g), are all zero. We separate the discussion to the following cases.
• If G is not quasi-split then there is nothing to prove.
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• When G has a unique regular nilpotent orbit, we follow the strategy of [BP15,
Section 11.9] as follows. Fix a Borel subgroup B ⊂ G and a maximal torus
Tqd ⊂ B, both of which are defined over F . Let Γqd(g) be the subset of Γ(g)
consisting of conjugacy classes that meet tqd(F ). Recall that in Section 6.6,
we have defined a subset Γ(Σ) ⊂ Γ(g). It consists of conjugacy classes of the
semi-simple parts of elements in the affine subspace Σ(F ) ⊂ g(F ) defined in
Section 6.1. We claim that
(7.3.5) Γqd(g) ⊂ Γ(Σ).
Up to G(F ) conjugation, we may assume that B is a good Borel subgroup
(c.f. Section 2.2). Then we have h⊕ b = g and therefore
(7.3.6) h⊥ ⊕ u = g
where u denotes the unipotent radical of b. Recall that Σ = Ξ + h⊥. From
(7.3.6) we find that the restriction of the natural projection b→ tqd to Σ∩ b
induces an affine isomorphism Σ ∩ b = tqd and it implies (7.3.5).
Let θ0 ∈ C∞c (tqd,reg) be W (G, Tqd)-invariant and such that
(7.3.7)
∫
tqd(F )
DG(X)1/2θ0(X)dX 6= 0.
We may extend θ0 to a smooth invariant function on g
rss(F ), still denoted
by θ0, which is zero outside tqd,reg(F )
G. Then θ0 is a compactly supported
quasi-character. We consider its Fourier transform θ = θ̂0. By [BP15, 3.4.5,
Lemma 4.2.3 (iii), Proposition 4.1.1 (iii)], θ is supported on Γqd(g). Since
Γqd(g) ∩ Γ(G,H) = {1}, by definition of mLiegeom, we have
mLiegeom(θ) = cθ(0).
On the other hand, by [BP15, Proposition 4.1.1 (iii), Lemma 4.2.3(iii), Propo-
sition 4.5.1.2 (v)], we have
(7.3.8) cθ(0) =
∫
Γ(g)
DG(X)1/2θ0(X)cĵ(X,·)(0)dX =
∫
Γqd(g)
DG(X)1/2θ0(X)dX.
By definition of JLieqc and (7.3.5), the last term is also equal to J
Lie
qc (θ). Hence
we have JLieqc (θ) = m
Lie
geom(θ). Combining (7.3.7) and (7.3.8), we find that
cθ(0) 6= 0 and it follows that we have proved the proposition.
• Assume now that G is quasi-split with more than one regular nilpotent orbit
parametrized by the set NW (i.e. d = dimW is even. The case for dimV
even can be treated similarly). We use the notation from Section B.3 then
recall the following results from Lemma B.3.1.
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(7.3.9) We have
ΓOν (X
+
F1
)− ΓOν(X−F1) = sgnF1/F (ην), ν ∈ N V .
The elements X+F1 and X
−
F1
are stably conjugate but not F -conjugate,
and from Proposition 6.3.1 only one of them lies in Γ(Σ)(F ).
In the following we will determine exactly which one of X±F1 lies in Γ(Σ)(F ).
We will follow the strategy of [Wal10, 11.5].
From Proposition 6.2.1, we know that when dimW is even, an element
X = (XW , XV ) ∈ g(F ) lies in Σ′(F ) if and only if there exists elements
(z±i)
m/2
i=1 of F , where m = dimW , such that
(7.3.10)
{
ziz−i =
PXV (si)
2ν0siP−XW ,i(si)
, for any i = 1, ..., m
2
,∑±m
2
i=±1 ziwi ∈ W
where P−XW ,i(T ) =
P−XW (T )
T 2−s2i
. Moreover we notice that PXV (si) 6= 0 for any i.
Now following the notation from Section B.3, there exists
– a decomposition of W as a direct sum
F1 ⊕ F2 ⊕ Z˜,
where Fi is a quadratic extension of F for i = 1, 2;
– element c ∈ F× such that qW is the direct sum of the quadratic forms
cNF1/F on F1, −cNF2/F and Z˜ is a hyperbolic space;
– elements aj ∈ F×j such that τFj(aj) = −aj for j = 1, 2 and an element S˜
belonging to the Lie algebra of a maximal split subtorus of the special
orthogonal group of Z˜, such that XF1 acts by multiplication by aj on Fj
and by S˜ on Z˜.
Following Lemma B.1.1, for any j = 1, 2, there exists a basis {ej, e−j} of
Fj ⊗F F such that any element x ∈ Fj can be written as xej ⊗ τFj (x)e−j .
Moreover we have τFj (ej) = e−j . We have the equality q(ej, e−j) = cj with
c1 = c and c2 = −c. We can set wj = ej and w−j = c−1j e−j for j = 1, 2. We
also fix a hyperbolic basis (wj)j=±3,...,±m
2
for Z˜. It turns out that we have
sj = aj for j = 1, 2. Now the property (7.3.10) can be decomposed into
m
2
separate relations (7.3.10)j for the pairs (zj , z−j) by taking z−j = 1 and zj is
equal to the RHS of the first relation appearing in (7.3.10). For j ≤ 2, the
second relation is equivalent to zj ∈ F×j and τFj(zj) = c−1j z−j . Therefore the
condition (7.3.10)j is equivalent to
sgnFj/F (
PXV (aj )
2cjν0ajP−XW (aj)
) = 1.
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Following the same explicit computation as done in the proof of Lemma B.3.1,
for XζF1 with ζ = ±, the above formula is equal to sgnF1/F (−ην0) = ζ if j = 1
and sgnF2/F (−ην0) = ζ if j = 2. But since sgnE/F (−ην0) = 1, therefore the
two equalities for j = 1, 2 are actually equivalent.
It follows that we have shown thatXζF1 lies in Σ
′(F ) if and only if sgnF1(−ην0) =
ζ .
Then, parallel to the previous case, for any T ∈ T (G) with Lie algebra t,
we can find θ0,T ∈ C∞c (treg) that is W (G, T )-invariant, such that∫
t(F )
DG(X)1/2θ0,T (X)dX = 1,
and we can extend θ0,T to a smooth invariant function on g
rss(F ) still de-
noted by θ0 that is zero outside treg(F )
G. It is a compactly supported quasi-
character. We let the associated Fourier transform be θT = θ̂0,T . In particular,
the torus associated to X+F1 (resp. X
−
F1
) is denoted by T+1 (resp. T
−
1 ). More-
over, from (7.3.8) up to scaling we can further assume that cθ
T+
1
,O(X
+
F1
) =
ΓO(X
+
F1
) (resp. cθ
T
−
1
,O(X
−
F1
) = ΓO(X
−
F1
) ) for any O ∈ N V . Then we set
θ˜ = |N V |−1(θ +
∑
F1∈FV
(sgnF1/F (νη))(θT+1 − θT−1 )),
where the quasi-character θ is the one constructed from the case when G(F )
has a unique regular nilpotent orbit. Here FV is the set of collections of all
degree two field extensions of F if SO(W ) is split. When SO(W ) is quasi-split
but not split, following the notation in Section B.3, we consider the pairs of
quadratic extensions F1, F2 of F such that sgnF1/F sgnF2/F = sgnE/F and non
of F1 nor F2 is equal to E. We pick up either element in the pair and let the
associated set be FV . We note that |N V | = |FV |+ 1. Then by definition we
immediately find that
mLiegeom(θ˜) = δν,−ν0.
On the other hand, using the same argument as previous case, we have
that JLie(θ) = 1, and JLie(θT+1 ) = 1 (resp. J
Lie(θ−T1)=1) if and only if
sgnF1/F (−ην0) = 1 (resp. sgnF1/F (−ην0) = −1) and 0 otherwise. There-
fore we have
JLie(θT+1 )− J
Lie(θT−1 ) = sgnF1/F (−ην0)
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and hence
JLie(θ˜) = |N V |−1(JLie(θ) +
∑
F1∈FV
(sgnF1/F (νη)(J
Lie(θT+1 )− J
Lie(θT−1 ))
= |N V |−1(1 +
∑
F1∈FV
sgnF1/F (νη)sgnF1/F (−ην0)),
which again is equal to δν,−ν0. It follows that cO = 0 for any O ∈ Nilreg(g(F ))
in (7.3.4) and we have completed the proof.
The situation for dimV being even can be treated similarly following
[Wal10, 11.6], and we omit the details.

8. An application to the Gan-Gross-Prasad conjecture
We are going to prove that there is exactly one distinguished representation π (i.e.
one such that m(π) = 1) in every (extended) tempered L-packet of G(F ). In the
p-adic case, this result was already proved by Waldspurger ([Wal10], [Wal12b]).
8.1. Strongly stable conjugacy classes, transfer between pure-inner forms
and the Kottwitz sign. Let G be any connected connected group defined over F .
In the discussion below we assume that F is not algebraically closed, i.e. F is either
p-adic or real.
Recall that a pure inner form for G is a triple (G′, ψ, c) where
• G′ is a connected reductive group defined over F ;
• ψ : GF ≃ G′F is an isomorphism defined over F ;
• c : σ ∈ ΓF → cσ ∈ G(F ) is a 1-cocycle such that ψ−1σψ = Ad(cσ) for any
σ ∈ ΓF .
The set of pure inner forms of G can be parametrized by H1(F,G). Moreover, inside
an equivalence class of pure inner forms (G′, ψ, c), the group G′ is well-defined up to
G′(F )-conjugacy. We will always assume for any α ∈ H1(F,G) a pure inner form in
the class of α that we will denote by (Gα, ψα, cα) is fixed.
Let (G′, ψ, c) be a pure inner form of G. Following [BP15, 12.1], say that two
semi-simple elements x ∈ Gss(F ) and y ∈ G′ss(F ) are strongly stably conjugate and
write
x ∼stab y
if there exists g ∈ G(F ) such that y = ψ(gxg−1) and the isomorphism ψ ◦ Ad(g) :
Gx ≃ Gy is defined over F . The last condition has an interpretation in terms of
cohomological classes: it means that the 1-cocycle σ ∈ ΓF → g−1cσσ(g) takes its
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values in Z(Gx). For x ∈ Gss(F ) the set of semi-simple conjugacy classes in G′(F )
that are strongly stably conjugate to x is naturally in bijection with
Im(H1(F, Z(Gx))→ H1(F, ZG(x))) ∩ p−1x (α)
where α ∈ H1(F,G) parametrizes the equivalence class of pure inner form (G′, ψ, c)
and px denotes the natural map H
1(F, ZG(x)) → H1(F,G). The following fact will
be needed (c.f. [BP15, 12.1.1])
(8.1.1) Let y′ ∈ G′ss(F ) and assume that G and G′y are both quasi-split. Then, the
set
{x ∈ Gss(F )| x ∼stab y}
is non-empty.
Continue to fix a pure inner form (G′, ψ, c) of G. Say a quasi-character θ on
G(F ) is stable if for any regular elements x, y ∈ Grss(F ) that are stably conjugate,
θ(x) = θ(y). Let θ and θ′ be stable quasi-characters on G(F ) and G′(F ) respectively
and assume moreover that G is quasi-split. Then θ′ is called a transfer of θ if for any
regular points x ∈ Grss(F ) and y ∈ G′rss(F ) that are stably conjugate, θ′(y) = θ(x).
Note that if θ′ is a transfer of θ then θ′ is entirely determined by θ.
Theorem 8.1.1. Let (V, qV ) be a quasi-split quadratic space of even dimension, θ a
stable quasi-character on G(F ) = SO(V )(F ). Then
DG(x)1/2cθ(x) = |W (Gx, Tx)|−1 lim
x′∈Tx(F )→x
DG(x′)1/2θ(x′),
In particular, for a stable quasi-character θ on G(F ), the definition cθ introduced in
7.1 coincides with the definition introduced in [BP15, Section 4.5].
Proof. When G(F ) contains only one regular nilpotent orbit, there is nothing to
prove. Therefore we focus on the case when G(F ) has more than one regular nilpotent
orbits.
When F is p-adic, it follows from the same argument as [Wal10, Section 13.4]
and [Wal10, Section 13.6] (one may replace the character distribution θπ by any
quasi-character θ to arrive at the conclusion).
When F = R. By the description of regular nilpotent orbits in Section 2.1, when
d ≥ 4, |Nilreg(g)| = |F×/F×2| = 2. From [BP15, Proposition 4.4.1 (vi)] and [BP15,
1.8.1], we have the following identity for any x ∈ Gss(F ) and Y ∈ grss(F ),
lim
t∈F×2,t→0
DG(xetY )1/2θ(xetY ) = lim
t∈F×2,t→0
DG(xetY )1/2
∑
O∈Nilreg(gx)
cθ,O(x)ĵ(O, tY )
= lim
t∈F×2,t→0
DG(xetY )1/2|t|−δGx/2
∑
O∈Nilreg(gx)
cθ,O(x)ĵ(O, Y )
where δGx = dimGx − dimTx and dimTx is the dimension of maximal torus in Gx.
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In particular, since θ is a stable quasi-character,∑
O∈Nilreg(gx)
cθ,O(x)ĵ(O, Y )
is a stable distribution supported on the regular nilpotent elements inside gx(F )
(Recall that a distribution T on g(k) is called stable if for f ∈ C∞c (g), T (f) = 0
whenever the stable orbital integral of f at any regular semi-simple elements is equal
to 0).
Note that whenever x is not regular semi-simple (otherwise there is nothing to
prove), the set of regular nilpotent orbits in gx(F ) can also be parametrized by
N V . Write N V = {±1}, and choose regular semi-simple elements {X+F1, X−F1} as in
appendix B.3, which is determined by the fact that ΓO+(X
+
F1
) = 1 (resp. ΓO−(X
−
F1
) =
1) and zero otherwise.
Since ĵ(X+F1, ·) + ĵ(X−F1, ·) is a stable distribution on gx(F ), applying the limit
formula [BP15, p.98, Section 4.5] to ĵ(X+F1, ·) + ĵ(X−F1, ·), we get that ĵ(O+, ·) +
ĵ(O−, ·) is a stable distribution on gx(F ). But for a single distribution ĵ(O+, ·)
(resp. ĵ(O−, ·)), it is not a stable distribution, it follows that cθ,O+ = cθ,O−.
It follows that we have established the fact. 
We need the following fact ([BP15, 12.1.2]).
(8.1.2) Let θ and θ′ be stable quasi-characters on G(F ) and G′(F ) respectively and
assume that θ′ is a transfer of θ. Then, for any x ∈ Gss(F ) and y ∈ G′ss(F )
that are strongly stably conjugate,
cθ′(y) = cθ(x)
Now assume that G is quasi-split. Following Kottwitz ([Kot83]), we may associate
to any class of pure inner forms α ∈ H1(F,G) a sign e(Gα). When F is either p-adic
or real, let Br2(F ) = H
2(F, {±1}) = {±1} be the 2-torsion subgroup of the Brauer
group of F . The sign e(Gα) will more naturally be an element of Br2(F ). To define
it, we need to introduce a canonical algebraic central extension
(8.1.3) 1→ {±1} → G˜→ G→ 1
Recall that a quasi-split connected group over F is classified up to conjugation by its
(canonical) based root datum Ψ0(G) = (XG,∆G, X
∨
G,∆
∨
G) together with the natural
action of ΓF on Ψ0(G). For any Borel pair (B, T ) of G that is defined over F , we have
a canonical ΓF -equivariant isomorphism Ψ0(G) ≃ (X∗(T ),∆(T,B), X∗(T ),∆(T,B)∨)
where ∆(T,B) ⊂ X∗(T ) denotes the set of simple roots of T in B and ∆(T,B)∨ ⊂
X∗(T ) denotes the corresponding sets of simple coroots. Fix such a Borel pair and
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set
ρ =
1
2
∑
β∈R(G,T )
β ∈ X∗(T )⊗Q
for the half sum of the roots of T in B. The image of ρ in XG ⊗Q does not depend
on the choice of (B, T ) chosen and we still denote by ρ this image. Consider now the
following based root datum
(8.1.4) (X˜G,∆G, X˜
∨
G,∆
∨
G)
where X˜G = XG + Zρ ⊂ XG ⊗ Q and X˜G = {λ∨ ∈ X∨G| 〈λ∨, ρ〉 ∈ Z}. Note that
we have ∆∨G ⊂ X˜∨G since 〈α∨, ρ〉 = 1 for any α∨ ∈ ∆∨G. The based root datum (8.1.4)
with its natural ΓF -action, it the base root datum of a unique quasi-split group G˜0
over F well-defined up to conjugacy. Moreover, we have a natural central isogeny
G˜0 → G, well-defined up to G(F )-conjugacy, whose kernel is either trivial or {±1}.
If the kernel is {±1}, we set G˜ = G˜0 otherwise we simply set G˜ = G×{±1}. In any
case, we obtain a short exact sequence like (8.1.3) well-defined up to G(F )-conjugacy.
The last term of the long exact sequence associated to (8.1.3) yields a canonical map
(8.1.5) H1(F,G)→ H2(F, {±1}) = Br2(F ) ≃ {±1}
We now define the sign e(Gα) for α ∈ H1(F,G), simply to be the image of α by this
map. We will need the following fact (c.f. [BP15, 12.1.6])
(8.1.6) Let T be a (not necessarily maximal) subtorus of G. Then, the composition of
(8.1.5) with the natural map H1(F, T )→ H1(F,G) is a group homomorphism
H1(F, T ) → Br2(F ). Moreover, if T is anisotropic this morphism is onto if
and only if the inverse image T˜ of T in G˜ is a torus (i.e. is connected).
Pure inner forms of a GGP triple. Let V be an quadratic space. There is the
following explicit description of the pure inner forms of SO(V ). The cohomology set
H1(F, SO(V )) naturally classifies the isomorphism classes of quadratic spaces of the
same dimension and same discriminant as V . Let α ∈ H1(F, SO(V )) and choose an
quadratic space Vα in the isomorphism class corresponding to α. Set VF = V ⊗F F
and Vα,F = Vα ⊗F F . Fix an isomorphism φα : VF ≃ Vα,F of F -quadratic spaces.
Then, the triple (SO(Vα), ψα, cα), where ψα is the isomorphism SO(V )F ≃ SO(Vα)F
given by ψα(g) = φα ◦ g ◦ φ−1α and cα is the 1-cocycle given by σ ∈ ΓF → φ−1σα φα, is
a pure inner form of SO(V ) in the class of α. Moreover, the 2-cover S˜O(V ) has the
following description
• S˜O(V ) = Spin(V ), when dimV is odd;
• S˜O(V ) = SO(V )× {±1}, when dimV is even.
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We now return to the GGP triple (G,H, ξ) that we have fixed. Recall that the
GGP triple comes from an admissible pair (V,W ) of quadratic spaces and that we
are assuming in this chapter that G and H are quasi-split. Let α ∈ H1(F,H).
We are going to associate to α a new GGP triple (Gα, Hα, ξα) well-defined up to
conjugacy. Since H1(F,H) = H1(F, SO(W )), the cohomology class α corresponds
an isomorphism class quadratic space of the same dimension and same discriminant
as W . Let Wα be an quadratic space in this isomorphism class and set Vα = Wα⊕⊥
Z. Then the pair (Vα,Wα) is an admissible pair and hence there is a GGP triple
(Gα, Hα, ξα) associated to it. This GGP triple is well-defined up to conjugacy. We
call such a GGP triple a pure inner form of (G,H, ξ). By definition, these pure inner
forms are parametrized by H1(F,H). Note that for any α ∈ H1(F,H), Gα is a pure
inner form of G in the class corresponding to the image of α in H1(F,G) and that
the natural map H1(F,H)→ H1(F,G) is injective.
8.2. The local Langlands correspondence. In this section, we recall the local
Langlands correspondence in a form that will be used in the following. Let G be
a quasi-split connected reductive group over F and denote by LG = Ĝ × WF its
Langlands dual, where WF denotes the Weil group of F . Recall that a Langlands
parameter for G is a homomorphism from the group
LF =
{
WF × SL2(C) if F is p-adic
WF if F is archimedean
to LG satisfying the usual conditions of continuity, semi-simplicity, algebraicity and
compatibility with the projection LG → WF . A Langlands parameter is said to be
tempered if ϕ(WF ) is bounded. By the hypothetical local Langlands correspondence,
a tempered Langlands parameter ϕ for G should give rise to a finite set ΠG(ϕ), called
a L-packet, of (isomorphism classes of) tempered representations of G(F ). Actually,
such a parameter ϕ should also give rise to tempered L-packets ΠGα(ϕ) ⊂ Temp(Gα)
for any α ∈ H1(F,G). Among them, we expect the following properties to hold for
every tempered Langlands parameter ϕ of G:
(STAB) for any α ∈ H1(F,G), the character
θα,ϕ =
∑
π∈ΠGα(ϕ)
θπ
is stable.
See Section 8.1 for the definition of stable; also notice that our different notion of
”strongly stable conjugate” does not affect this property since it only involves the
values of θα,ϕ at regular semi-simple elements (for which the two notions of stable
conjugacy coincides). For α = 1 ∈ H1(F,G), in which case Gα = G, we shall simply
set θϕ = θ1,ϕ.
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(TRANS) for any α ∈ H1(F,G), the stable character θα,ϕ is the transfer of e(Gα)θϕ
where e(Gα) is the Kottwitz sign whose definition has been recalled in Section 8.1.
(WHITT) For every O ∈ Nilreg(g), there exists exactly one representation in the
L-packet ΠG(ϕ) admitting a Whittaker model of type O.
Notice that these conditions are far from characterizing the composition of the
L-packets uniquely. However, by the linear independence of characters, conditions
(STAB) and (TRANS) uniquely characterize the L-packets ΠGα(ϕ), α ∈ H1(F,G),
in terms of ΠG(ϕ).
When F is archimedean, the local Langlands correspondence has been constructed
by Langlands himself ([Lan89]) building on previous results of Harish-Chandra. This
correspondence indeed satisfies the three conditions stated above. That (STAB)
and (TRANS) hold is a consequence of early work of Shelstad ([She79, Lemma 6.2,
Theorem 6.3]. The property (WHITT) for its part, follows from the result of Kostant
([Kos78, Theorem 6.7.2]) and Vogan ([Vog78, Theorem 6.2]). When F is p-adic, the
local Langlands correspondence is known in a variety of cases. In particular, for
special orthogonal groups, the existence of the Langlands correspondence is now
fully established thanks to Arthur ([Art13]) for quasi-split case, with supplement by
[AG17] and a conjectural description for the inner forms, which in principle should
follow from the last chapter of [Art13]. That the tempered L-packets constructed
in these references verify the conditions (STAB) and (TRANS) follows from [Art13].
Moreover, the L-packets on the quasi-split form G satisfy condition (WHITT) by
[Art13].
8.3. The theorem. Recall that we have fixed a GGP triple (G,H, ξ) with the re-
quirement that G and H being quasi-split. Also, we have fixed in Section 8.1 the
pure inner forms (Gα, Hα, ξα) of (G,H, ξ). These are also GGP triples, they are
parametrized by H1(F,H) and Gα is a pure inner form of G corresponding to the
image of α in H1(F,G) via the map H1(F,H)→ H1(F,G).
Stable conjugacy classes inside Γ(G,H). Recall that in Section 7.1, we have defined
a set Γ(G,H) of semi-simple conjugacy classes in G(F ). It consists in the G(F )-
conjugacy classes of elements x ∈ SO(W )ss(F ) such that
Tx := SO(W
′′
x )x
is an anisotropic torus (where we recall that W ′′x denotes the image of x − 1 in
W ). Two elements x, x′ ∈ SO(W )ss(F ) are G(F )-conjugate if and only if they are
SO(W )(F )-conjugate and moreover if it is so, any element g ∈ SO(W )(F ) conjugat-
ing x to x′ induces an isomorphism
SO(W ′′x )x ≃ SO(W ′′x′)x′
A LOCAL TF FOR THE LOCAL GGP FOR SPECIAL ORTHOGONAL GROUPS 61
Moreover, this isomorphism depends on the choice of g only up to inner automor-
phism. From this it follows that any conjugacy class x ∈ Γ(G,H) determines the
anisotropic torus Tx up to a unique isomorphism so that we can speak of ”the torus”
Tx associated to x.
These considerations apply verbatim to the pure inner forms (Gα, Hα, ξα), α ∈
H1(F,H), of the GGP triple (G,H, ξ) that were introduced in Section 8.1. In partic-
ular, for any α ∈ H1(F,H), we have a set Γ(Gα, Hα) of semisimple conjugacy classes
in Gα(F ) and to any y ∈ Γ(Gα, Hα) is associated an anisotropic torus Ty.
Proposition 8.3.1. (1) Let α ∈ H1(F,H) and y ∈ Γ(Gα, Hα) be such that Gα,y
is quasi-split. Then, the set
{x ∈ Γ(G,H)| x ∼stab y}
is non-empty.
(2) Let α ∈ H1(F,H), x ∈ Γ(G,H) and y ∈ Γ(Gα, Hα) be such that x ∼stab y.
Choose g ∈ Gα(F ) such that gψαg−1 = y and Ad(g)◦ψα : Gx ≃ Gy is defined
over F . Then, Ad(g) ◦ ψα restricts to an isomorphism
Tx ≃ Ty
that is independent of the choice of g.
(3) Let x ∈ Γ(G,H). Then, for any α ∈ H1(F,H) there exists a natural bijection
between the set
{y ∈ Γ(Gα, Hα)| x ∼stab y}
and the set
q−1x (α)
where qx denotes the natural map H
1(F, Tx)→ H1(F,G).
(4) Let x ∈ Γ(G,H), x 6= 1. Then the composition of the map α ∈ H1(F,G) →
e(Gα) ∈ Br2(F ) with the natural map H1(F, Tx)→ H1(F,G) gives a surjec-
tive morphism of groups H1(F, Tx)→ Br2(F ).
Proof. (1) and (2): The proof of [BP15, Proposition 12.5.1] works verbatim.
(3) : Besides the fact that the set H1(F, SO(V ′x)) classifies the (isomorphism classes
of) quadratic spaces of the same dimension and discriminant as V ′x, the proof of
[BP15, Proposition 12.5.1] works verbatim.
(4) Let us denote by G˜ the 2-cover of G at the end of Section 8.1 and let T˜x be the
inverse image of Tx in this 2-cover. Then, by (8.1.6), it suffices to check that T˜x is
connected. By the precise description of S˜O(V ) and S˜O(W ) given at the beginning fo
Section 8.1 and since exactly one of the quadratic spaces V andW is odd dimensional,
we have T˜x is equal to the inverse image of Tx in the associated product of the spin
group with another special orthogonal group, which is connected. 
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Now we are ready to state our main theorem. The proof in [BP15, 12.6] works
verbatim. We refer the details to [Luo21].
Theorem 8.3.2. Let ϕ be a tempered Langlands parameter for G. Then, there exists
a unique representation π in the disjoint union of L-packets⊔
α∈H1(F,H)
ΠGα(ϕ)
such that m(π) = 1.
Appendix A. A formula for the regular nilpotent germs
In this section, we are going to give a formula for the germs of Lie algebra orbital
integrals associated to regular nilpotent orbits in a quasi-split connected reductive
algebraic group G over any local field F of characteristic zero in terms of endoscopic
invariants. The formula was first proved by Shelstad over p-adic fields ([She89]). We
also discuss the relation between the formula and Kostant’s sections.
The organization of the section is as follows. We first review the definition of Lie al-
gebra endoscopic transfer factors, following the work of Langlands-Shelstad ([LS87]),
Waldspurger ([Wal97]) and Kottwitz ([Kot99]), and recall a theorem in [LS87, The-
orem 5.5.A.] which relates the transfer factors for regular semi-simple elements and
regular nilpotent orbits. Then we establish the formula. The definition of germ ex-
pansion for Lie algebra orbital integrals is known over p-adic fields ([Sha72]). Over
archimedean local fields, there are also asymptotic expansions ([Bou94], [Art16])
relating the orbital integrals for regular semi-simple elements and distributions sup-
ported on the nilpotent cone. Since we only care about the germs associated to the
regular nilpotent orbits, we will simply use the results from [BP15, p.98, Section 4.5].
Finally we establish the relation between the formula and Kostant’s sections based
on [Kot99, Theorem 5.1].
Notation and conventions. Let F be a local field of characteristic zero with fixed
valuation | · | and Galois group ΓF = Gal(F/F ), where F is a fixed algebraic closure
of F . Fix an additive character ψ of F and a Haar measure on F that is self-dual
w.r.t. ψ.
Fix a quasi-split connected reductive algebraic group G defined over F . Over F ,
fix a maximal torus T of G and a Borel subgroup B0 of G containing T with Levi
decomposition B0 = TN0, where N0 is the unipotent radical of B0. Let B∞ be the
unique Borel subgroup of G containing T that is opposite to B0. Gothic letters are
used to denote the Lie algebras of the associated algebraic groups.
Let W =W (G, T ) be the associated Weyl group. Let RG = R(T,G) be the set of
roots of T in G. For any α ∈ RG, let gα be the root space of t in g corresponding to
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α. In particular n0 =
⊕
α>0 gα and n∞ =
⊕
α<0 gα. For any α ∈ RG, let αˇ be the
coroot dual to α. Let ∆ = ∆(T,B0) be the set of positive simple roots determined
by B0.
Let grss(F ) be the subset of regular semi-simple elements in g(F ). The definition
of Weyl discriminant DG(X) is given by
DG(X) = | det ad(X)g(F )/gX (F )|
for any X ∈ grss(F ), where gX(F ) is the centralizer of X in g(F ).
Let S(g) = S(g(F )) be the space of Schwartz-Bruhat functions on g(F ), where
g(F ) is viewed as a vector space over F .
Fix a G(F )-invariant non-degenerate bilinear form 〈·, ·〉 on g(F ). Endow g(F ) with
the self-dual measure w.r.t. 〈·, ·〉, which is the unique Haar measure dX on g(F )
such that the Fourier transform
F(f)(Y ) = f̂(Y ) =
∫
g(F )
f(X)ψ(〈X, Y 〉) dX, f ∈ S(g)
satisfies
F(F(f))(X) = f(−X).
Equip G(F ) with the unique Haar measure dg such that the exponential map has
Jacobian equal to 1 at identity.
Let Nilreg(g) = Nilreg(g(F )) be the set of regular nilpotent orbits in g(F ) under the
adjoint action of G(F ). For any O ∈ Nilreg(g) and X ∈ O, the bilinear map (Y, Z)→
B(Y, [X,Z]) yields a non-degenerate symplectic form on g(F )/gX(F ), which can be
viewed as the tangent space of O at X . This gives O a structure of symplectic
F -analytic manifold. By the Haar measure on F , O can be equipped with a natural
measure that is G(F )-invariant.
For X ∈ grss(F ), there is the normalized orbital integral at X defined by
JG(X, f) = D
G(X)1/2
∫
GX\G
f(g−1Xg) dg, f ∈ S(g).
Similarly, for O ∈ Nilreg(g),
JO(f) =
∫
O
f(X) dX, f ∈ S(g).
The distribution JG(X, ·) (resp. JO(·)) is tempered. Denote the Fourier transform
by ĵ(X, ·) (resp. ĵ(O, ·)). It is locally integrable on g(F ) × g(F ) (resp. g(F )) and
smooth on grss(F )× grss(F ) (resp. grss(F )) (c.f. [BP15, 1.8]).
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A.1. Transfer factors. In this subsection, we review the definition of Lie algebra
endoscopic transfer factors.
Definition A.1.1. The triple spl := (B0, T, {Xα}) is called an F -splitting for G.
More precisely, by the Jacobson-Morozov theorem ([Jac51, Theorem 3]), for any
α ∈ ∆, it can be associated with a standard sl(2) triple {Xα, Hα, X−α}. Fix such a
triple for any α ∈ ∆, and let X+ =
∑
α∈∆Xα, X− =
∑
α∈∆X−α. Both X+ and X−
are regular nilpotent elements in g(F ).
Let (H,H, s, ξ) be an endoscopic data for G ([LS87, p.9]). For a quasi-split con-
nected reductive algebraic group G defined over F , Langlands and Shelstad defined
the notion of transfer factor ∆0(γH , γG) for any γH ∈ H(F ) that is G(F )-regular
semi-simple ([LS87, 1.3]) and γG ∈ G(F ) that is regular-simple. The transfer factor
∆0(γH , γG) depends on the choice of the F -splitting spl. The corresponding Lie al-
gebra variant of ∆0(γH , γG) introduced below, which is denoted by ∆
′
0(XH , XG), is
analogous to the one defined by Langlands and Shelstad, with the factor ∆IV (Weyl
discriminant) removed.
To introduce ∆′0(XH , XG), a set of a-data and χ-data need to be fixed. We recall
the notions from [Wal97, 2.3].
a-data. Let TH be a maximal torus of H defined over F . From the definition of
endoscopic data, there exists a canonical G-conjugacy class of embeddings TH →֒ G.
Moreover we can fix an embedding TH →֒ G that is defined over F . Let TG be
the image of TH in G, where TG is a maximal torus of G defined over F . Let
RG = R(TG, G) be the set of roots of TG in G. Similarly the set RH can be defined.
Identify TH with TG so that RH becomes a subset of RG.
Definition A.1.2. An a-data for TG is a collection of elements {aα}α∈RG with aα ∈
F
×
such that
• aσα = σ(aα) for any α ∈ RG and σ ∈ ΓF ;
• a−α = −aα for any α ∈ RG.
Fix an a-data for TG.
χ-data. For any α ∈ RG, let Fα (resp. F±α) be the field of definition of α (resp. the
set {±α}). Then F ⊂ F±α ⊂ Fα ⊂ F , and [Fα : F±α] = 1 or 2. Following [LS87,
2.5], α (and its ΓF -orbit in RG) is called symmetric if [Fα : F±α] = 2 and let χα
be the quadratic character on F×±α associated to the quadratic extension Fα/F±α via
local class field theory ([Ser67, Theorem 2]). Simpler than the definition in [LS87,
2.5], it is not needed to extend χα to a character of F
×
α .
In the following the Lie algebra transfer factors is introduced. Fix XH ∈ tH(F )
and assume that its image XG in tG(F ) is regular semi-simple.
A LOCAL TF FOR THE LOCAL GGP FOR SPECIAL ORTHOGONAL GROUPS 65
∆I(XH , XG). First consider the case when G is semi-simple and simply connected.
With the fixed Borel pair (B0, T ), we can fix a canonical section n : W = W (G, T )→
NormG(F )(T ) ([LS87, 2.1]). Fix an element x ∈ G(F ) such that xTx−1 = TG. Then
the conjugation action of x yields an ordering on RG = R(TG, G). For any σ ∈ ΓF ,
the element x−1σ(x) normalizes T , hence it provides an element wσ ∈ W . Let
nσ = n(wσ). For any α ∈ RG, let αˇ be the associated coroot. Set
aσ =
∏
α∈RG,α>0,σ−1(α)<0
αˇ⊗ aα ∈ X∗(TG)⊗Z F× ≃ TG(F ), σ ∈ ΓF ,
and define
λ(TG)(σ) = aσxnσσ(x
−1) ∈ TG(F ), σ ∈ ΓF .
It can be shown that σ → λ(TG)(σ) is a 1-cocycle of ΓF valued in TG(F ) ([LS87,
2.3]). We use the same notation λ(TG) to denote the associated cohomology class in
H1(F, TG(F )).
In general, let Gsc be the simply connected cover of the derived group of G, and T
sc
G
be the inverse image of TG under the canonical morphism Gsc → G. Denote λ(TG)
the image of λ(T scG ) under the map induced by the canonical morphism T
sc
G → TG.
Remark A.1.3. To make the notation in consistent with [She89], we will also denote
the invariant λ(TG) by inv(TG).
Let T̂G be the complex torus dual to TG. The element s appearing in the endoscopic
data is a ΓF -fixed element in the center of the Langlands dual group Ĥ of H , and
thus can be viewed as a ΓF -fixed element sTG in T̂H = T̂G.
Recall the Tate-Nakayama pairing ([Kot86])
〈·, ·〉 : H1(F, TG(F ))× T̂ ΓFG → C×.
Definition A.1.4. Define the transfer factor ∆I(XH , XG) to be
〈inv(TG), sTG〉.
∆II(XH , XG).
Definition A.1.5. Define
∆II(XH , XG) :=
∏
α
(
α(XG)
aα
),
where the product is taken over a set of representatives for the symmetric orbits of
ΓF in the set RH\RG.
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Following [LS87, Lemma 2.2.B, 2.2.C, 3.2.D], [She89], the factor ∆II also admits
the following interpretation. The morphism
inv(XG) : σ ∈ ΓF →
∏
α∈RG,α>0,σ−1α<0
αˇ ◦ (exp(
α(XG)
2
)− exp(−α(XG)
2
)
aα
)
is a 1-cocycle of ΓF in TG(F ). From [LS87, Lemma 3.2.D], there is the equality
∆II(XH , XG) = 〈inv(XG), sTG〉
whenever XG is sufficiently close to 0.
Now the Lie algebra transfer factor is defined as the product of ∆I and ∆II.
Definition A.1.6. Define
∆′0(XH , XG) = ∆I(XH , XG)∆II(XH , XG).
Remark A.1.7. Following [LS87, Lemma 3.2.C], we can show that ∆′0(XH , XG) is
independent of the choice of a-data. In particular ∆′0(XH , XG) depends only on the
choice of the F -splitting.
Set ∆′0(γH , γG) := ∆0(γH , γG) ·∆IV(γH , γG)−1 where the terms are group version of
the transfer factors defined in [LS87]. Then by definition, whenever XG is sufficiently
close to 0,
∆′0(XH , XG) = ∆
′
0(exp(XH), exp(XG)).
Moreover, from the above definitions, the following equality holds for any a ∈ F×,
∆′0(a
2XH , a
2XG) = ∆
′
0(XH , XG).
Remark A.1.8. Suppose that X ′G ∈ g(F ) is stably conjugate to XG, i.e. there
exists h ∈ G(F ) such that Ad(h)(X ′G) = XG. Then σ → hσ(h)−1 is a 1-cocycle of
ΓF in TG(F ) whose cohomology class will be denoted by inv(XG, X
′
G). From [LS87,
Lemma 3.2.B, 3.4.A], the following equality holds
∆′0(XH , X
′
G) · 〈inv(XG, X ′G), sTG〉−1 = ∆′0(XH , XG).
∆(O). Finally we recall the transfer factor associated to the regular nilpotent (unipo-
tent) elements in G(F ). Following [LS87, Section 5.1], for any regular nilpotent
conjugacy class O ∈ Nilreg(g), we can attach to it an F -splitting spl(O). More-
over, the correspondence O → spl(O) induces a bijection between Nilreg(g) and
the G-conjugacy classes of F -splittings of G. Following Langlands and Shelstad, if
splg = spl∞, where spl∞ is the F -splitting opposite to the fixed one in the beginning,
and g ∈ Gsc(F ), then inv(O) : σ → gσ(g)−1 is a 1-cocycle of ΓF in Zsc(F ), where
Zsc is the center of Gsc. After composing the canonical morphisms Zsc → T scG → TG,
we obtain a cohomology class invTG(O) in H1(F, TG). Set
∆(O) = 〈invTG(O), sTG〉.
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There is the following theorem connecting the transfer factors introduced above,
which can be obtained from [LS87, Theorem 5.5.A] through descending to Lie algebra
directly.
Theorem A.1.9. The following identity holds
lim
XH→0
∑
XG
∆′0(XH , XG)JG(XG, f) =
∑
O∈Nilreg(g(F ))
∆(O)JO(f), f ∈ S(g).
The sum XG runs over elements in g
rss(F ) such that ∆′0(XH , XG) 6= 0. In particular
it is a finite sum.
A.2. The formula. We are going to establish the following theorem. Over p-adic
fields, it was first proved by Shelstad ([She89]).
Theorem A.2.1. For any X ∈ grss(F ) and O ∈ Nilreg(g), let TG = GX , then
ΓO(X) =
{
1, if inv(X)inv(TG) = invTG(O),
0, otherwise.
From [BP15, p.98, Section 4.5], the following asymptotic expansion for any Y ∈
grss(F ) holds
(A.2.1) lim
t∈F×2,t→0
DG(tY )1/2ĵ(X, tY ) = DG(Y )1/2
∑
O∈Nilreg(g)
ΓO(X)ĵ(O, Y ).
The constants ΓO(X) appearing in the statement of Theorem A.2.1 are exactly the
terms showing up in (A.2.1).
We first establish the following lemma.
Lemma A.2.2. For any f ∈ S(g),
lim
t∈F×2,t→0
JG(X, f̂t) =
∑
O∈Nilreg(g)
ΓO(X)JO(f),
where ft(Y ) = |t|δG/2−dimGf(t−1Y ), and δG = dimG− dimTG.
Proof. From (A.2.1),
lim
t∈F×2,t→0
DG(tY )1/2
DG(Y )1/2
ĵ(X, tY ) =
∑
O∈Nilreg(g)
ΓO(X)ĵ(O, Y ).
Integrate both sides against a function f(Y ) ∈ S(g) on grss(F ). Then
RHS =
∫
grss(F )
∑
O∈Nilreg(g)
ΓO(X)ĵ(O, Y )f(Y ) dY.
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Since ĵ(O, Y ) is locally integrable on g(F ),
RHS =
∑
O∈Nilreg(g)
ΓO(X)JO(f̂).
For the LHS, using the fact that DG(Y )1/2ĵ(X, Y ) is globally bounded on grss(F )×
grss(F ) (c.f. [BP15, 1.8]), and the functionDG(Y )−1/2 defines a tempered distribution
on S(g) (c.f. [BP15, 1.7.1]), by the dominated convergence theorem ([SS05, p.67]),
the LHS can be written as
lim
t∈F×2,t→0
∫
grss(F )
DG(tY )1/2
DG(Y )1/2
ĵ(X, tY )f(Y ) dY.
Since Y ∈ grss(F ), DG(tY )1/2
DG(Y )1/2
= |t|δG. After a change of variable Y → t−1Y ,
LHS = lim
t∈F×2,t→0
∫
grss(F )
|t|δG/2−dimGĵ(X, Y )f(t−1Y ) dY,
which is equal to
lim
t∈F×2,t→0
JG(X, f̂t)
by the local integrability of ĵ(X, Y ) in variable Y .
It follows that we have established the lemma. 
As a corollary, we can show that ΓO(X) is invariant under the scaling action of
F×2. Over p-adic fields it is already known ([Wal10, 2.6]).
Corollary A.2.3.
ΓO(aX) = ΓO(X)
for any a ∈ F×2, X ∈ grss(F ) and O ∈ Nilreg(g).
Proof. For any f ∈ S(g),
f̂t(Y ) =
∫
g(F )
|t|δG/2−dimGf(t−1X)ψ(〈X, Y 〉) dX.
After a change of variable X → tX ,
f̂t(Y ) =
∫
g(F )
|t|δG/2f(X)ψ(〈X, tY 〉) dX = |t|δG/2f̂(tY ).
Therefore
JG(X, f̂t) = |t|δG/2DG(X)1/2
∫
GX\G
f̂(gtXg−1) dg(A.2.2)
= DG(tX)1/2
∫
GX\G
f̂(gtXg−1) dg = JG(tX, f̂).
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In particular Lemma A.2.2 can be reformulated as
(A.2.3) lim
t∈F×2,t→0
JG(tX, f̂) =
∑
O∈Nilreg(g)
ΓO(X)JO(f̂).
From (A.2.3) we get the desired identity. 
We also have the following lemma.
Lemma A.2.4. For any f ∈ S(g), t ∈ F×2, and O ∈ Nilreg(g),
JO(f̂t) = JO(f̂).
Proof. By definition,
JO(f̂t) =
∫
g(F )
|t|δG/2−dimGĵ(O, Y )f(t−1Y ) dY.
After a change of variable Y → tY ,
JO(f̂t) =
∫
g(F )
|t|δG/2ĵ(O, tY )f(Y ) dY.
Since t ∈ F×2, from [BP15, 1.8.1],
ĵ(O, tY ) = |t|− dim(O)/2ĵ(O, Y ) = |t|−δG/2ĵ(O, Y ).
It follows that we have established the desired equality. 
For any f ∈ S(g) and t ∈ F×2, plug the function f̂t into Theorem A.1.9. Then the
following identity holds
lim
XH→0
∑
XG
∆′0(XH , XG)JG(XG, f̂t) =
∑
O∈Nilreg(g)
∆(O)JO(f̂t).
Applying (A.2.2) and Lemma A.2.4 to the above identity, the following identity holds,
(A.2.4) lim
XH→0
∑
XG
∆′0(XH , XG)JG(tXG, f̂) =
∑
O∈Nilreg(g)
∆(O)JO(f̂).
On the other hand, from Lemma A.2.2 and (A.2.2), the following identity holds
(A.2.5)
lim
t∈F×2,t→0
∑
XG
∆′0(XH , XG)JG(tXG, f̂) =
∑
XG
∆′0(XH , XG)
∑
O∈Nilreg(g)
ΓO(XG)JO(f̂).
It is natural to expect that the RHS of the two equations are equal to each other,
which is going to be established in the next lemma.
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Lemma A.2.5. For any f ∈ S(g),∑
O∈Nilreg(g)
∆(O)JO(f̂) =
∑
XG
∆′0(XH , XG)
∑
O∈Nilreg(g)
ΓO(XG)JO(f̂).
Proof. For any a ∈ F×2, by Remark A.1.7, ∆′0(aXH , aXG) = ∆′0(XH , XG). From
Lemma A.2.4, ΓO(XG) = ΓO(aXG).
Consider the limit,
lim
a∈F×2,a→0
lim
t∈F×2,t→0
∑
aXG
∆′0(aXH , aXG)JG(atXG, f̂)
= lim
a∈F×2,a→0
lim
t∈F×2,t→0
∑
XG
∆′0(XH , XG)JG(atXG, f̂)
=
∑
XG
∆′0(XH , XG)
∑
O∈Nilreg(g(F )
ΓO(aXG)JO(f̂)
=
∑
XG
∆′0(XH , XG)
∑
O∈Nilreg(g(F ))
ΓO(XG)JO(f̂).
In particular, the limit is uniform in a ∈ F×. Hence by Moore-Osgood theorem
([Tay85, p139]), the order of the limit can be switched, from which we get∑
O∈Nilreg(g(F ))
∆(O)JO(f̂).
It follows that we have establish the desired identity. 
Using the linear independence of the distributions {JO| O ∈ Nilreg(g)} (c.f.
[BP15, 1.8.2]), the following corollary holds.
Corollary A.2.6. For any O ∈ Nilreg(g),
∆(O) =
∑
XG
∆′0(XH , XG)ΓO(XG).
Now we are ready to establish Theorem A.2.1. We follow the argument of [She89].
For any character κ of E(T ) = Im(H1(F, T scG (F ))→ H1(F, TG(F ))), we can attach
to it an endoscopic group H = H(TG, κ), together with an admissible embedding
TH → TG = GX whose underlying Lie algebra homomorphism sends XH to X . For
convenience we may assume that LH embeds admissibly into LG.
By Remark A.1.8, for the identity in Corollary A.2.6, we may write each XG
appearing in the summation as XG = g
−1Xg = X(inv(XG, X)), where g ∈ G(F )
and σ → σ(g)g−1 represents the element inv(XG, X) in E(T ). Then ∆′0(XH , XG) =
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〈inv(XG, X), κ〉 ·∆′0(XH , X). It follows that we arrive at the following identity∑
XG
〈inv(X,XG), κ〉ΓO(XG) = ∆(O)
∆′0(XH , X)
.
On the other hand, we may write
∆(O) = 〈invTG(O), κ〉,∆I(XH , X) = 〈inv(TG), κ〉,∆II(XH , X) = 〈invTG(X), κ〉.
Hence we get ∑
XG
〈inv(X,XG), κ〉ΓO(XG) = 〈 invTG(O)
inv(TG)inv(X)
, κ〉.
After summing over κ, we obtain Theorem A.2.1.
A.3. Relation with the Kostant’s sections. We are going to point out the rela-
tion between Theorem A.2.1 and Kostant’s sections.
For the presentation of Kostant’s sections, we follow [Kot99], [Dri] and [Kos63].
In particular we assume that G is split over F and T is a fixed split maximal torus
in G defined over F .
We first recall the Chevalley’s isomorphism ([CG97, 6.7]). Under the adjoint action
of G on g and W on t, the restriction morphism F [g]→ F [t] yields an isomorphism
F [g]G ≃ F [t]W . The associated morphism u : g → t/W sends Z ∈ g(F ) to the
W -orbit in t(F ) consisting of elements that are G(F )-conjugate to the semi-simple
part Zs of the Jordan decomposition Z = Zs + Zn. Here Zs is semi-simple, Zn is
nilpotent, and [Zs, Zn] = 0.
Definition A.3.1. An element Z ∈ g(F ) is called regular if the dimension of its
centralizer in g(F ) is equal to the dimension of t.
It is known that the set of regular elements is open and dense in g ([Ste65, I.3]).
In [Kos63], over the algebraic closure F , B. Kostant showed that Z is regular if
and only if the nilpotent part Zn of Z is a regular element in the centralizer of Zs
in g. The map Z → Zs induces a bijection between the set of regular Ad(G)-orbits
in g and the set of semi-simple Ad(G)-orbits in g. Moreover, using the morphism u,
both sets of orbits can be identified with t/W .
Kostant’s sections. Let B∞ = TN∞ be the Borel subgroup of G defined over F that
is opposite to B0.
Kostant proved that every element in the F -points of the affine space b∞(F ) +
X+ ⊂ g(F ) is regular. For any H ∈ t(F ) ⊂ b∞(F ), the semi-simple part of H +X+
is conjugate to H . In particular, over the algebraic closure the set t + X+ meets
every regular Ad(G)-orbit in g.
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Let a = Centg(X−) (the choice of a has more freedom, see [Kot99, 2.4]). Then
over the algebraic closure F , a+X+ meets every regular Ad(G)-orbit exactly once.
Over the rational field F , the composition of the closed embedding a+X+ →֒ g and
the morphism u : g → t/W is an isomorphism of algebraic varieties. For any Z ∈
t(F ) +X+, there exists a unique element n(Z) ∈ N∞(F ) such that Ad(n(Z))(Z) ∈
a(F )+X+, and the map Z → n(Z) gives a morphism of algebraic varieties t+X+ →
N∞. It can be deduced from [Kos63] that for any Z ∈ b∞(F ) + X+ there exists
a unique element n(Z) ∈ N∞(F ) such that Ad(n(Z)) ∈ a(F ) + X+, and the map
Z → n(Z) gives a morphism of algebraic varieties b∞ + X+ → N∞. It follows
that the map (n, Y ) → Ad(n)Y gives an isomorphism of algebraic varieties from
N∞ × (a+X+) to b∞ +X+.
In summary, we obtain the following commutative diagram over F .
a+X+
≃
&&▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
// X+ + b∞
Ad-N∞ trivial bundle

// g

t/W
≃
// g / G
.(A.3.1)
Submersion. Following the diagram (A.3.1), let Σ be the image of the following
morphism
G× (a+X+)→ g
(g, Y )→ g−1Y g.
Then there is the following commutative diagram
G× (a+X+) //
p2
''P
P
P
P
P
P
P
P
P
P
P
P
Σ //
p

g

(a+X+)
≃
// t/W
.
Here p2 is the canonical projection onto the second variable, and p is the canonical
morphism induced from p2. After composition, there is a morphism c : Σ → t/W .
After passing to the F -rational points, we get an F -analytical smooth submersion
between two smooth F -analytic manifolds
cF : Σ(F )→ (t/W )(F ).
The F -analytical structure of Σ(F ) is inherited from g(F ), together with the fact
that the set of regular elements in g are open and dense. Denote the measure on
Σ(F ) induced from g(F ) by µΣ(F ). Similarly there is the canonical measure on
(t/W )(F ) which is denoted by µ(t/W )(F ) ([FLN10, Proposition 3.29]). The fibers
of the morphism cF are given by the G(F )-orbits associated to the elements in
(a+X+)(F ) via the isomorphism (a+X+) ≃ t/W . In particular, the fibers of cF are
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all of the same dimension. By the theory of integration along fibers ([BT82, p.61] for
archimedean, [Igu00, 7.6] for p-adic), for any Y ∈ (t/W )(F ), there exists a canonical
chosen measure µY on the G(F )-orbit associated to Y , such that the measure µY
varies F -analytically in Y with the the following identity∫
Σ(F )
f(X)µΣ(F )(X) =
∫
(t/W )(F )
Ff (Y )µ(t/W )(F )(Y ).
From [FLN10, 3.30], when the associated element in (a + X+)(F ) is regular semi-
simple, which is still denoted by Y by abuse of notation,
Ff(Y ) = JG(Y, f).
It follows that if we choose a sequence {Yi}i≥1, Yi ∈ (a + X+)rss(Y ), such that
limi→∞ Yi = N ∈ (a + X+)(F ) where N is the unique regular nilpotent element in
(a+X+)(F ), then
lim
i→∞
µYi = µN ,
i.e.
lim
i→∞
JG(Yi, f) = JON (f), f ∈ C∞c (Σ(F )),
where ON ∈ Nilreg(g) is the regular nilpotent element associated to N .
Remark A.3.2. There is an alternative proof of the fact that limi→∞ µYi = µN
given in [Wal10, Lemme 11.4]. It is worth pointing out that in Waldspurger’s proof,
he chose an arbitrary sequence {Yi}i≥1 where Yi ⊂ g(F )rss and limi→∞ Yi = N . But
we can observe that the sequence satisfies the property that Yi ⊂ Σ(F ) whenever i is
sufficiently large. This follows from the fact that Σ(F ) is open in g(F ).
The relation. Now we discuss the relation between Theorem A.2.1 and the Kostant
sections. Recall that we have fixed an endoscopic data (H,H, s, ξ) for G and an
F -splitting spl = (B0, T, {Xα}).
We recall the following theorem and corollary proved by Kottwitz ([Kot99, Theo-
rem 5.1, Corollary 5.2]).
Theorem A.3.3. The transfer factor ∆′0(XH , XG) is equal to 1 whenever XG lies
in the set of F -rational points of b0 +X−.
Corollary A.3.4.
∆′0(XH , XG) = 〈inv(XG, X ′G), sTG〉
where X ′G is any F -rational element in b0 +X− that is stably conjugate to XG.
Following the construction of Kostant’s sections, we can define a linear subspace
a of b0 such that a+X− yields a section for the adjoint quotient map g→ t/W .
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Now as before let Σ be the image of G× (a +X−) → g where G acts on a +X−
via adjoint action. Then Corollary A.3.4 says that ∆′0(XH , XG) = 1 if and only if
XG lies in Σ(F ).
By Theorem A.2.1, for any O ∈ Nilreg(g) and X ∈ grss(F ),
ΓO(X) =
{
1, inv(X)inv(TG) = invTG(O),
0, otherwise.
Note that the invariant invTG(O) measures the difference between spl∞, the opposite
F -splitting to spl, and the F -splitting spl(O) determined by O. In particular, up
to G(F )-conjugation, for convenience we may set spl(O) = spl∞, i.e. X− ∈ O and
invTG(O) = 1. Then the orbit O lies in Σ(F ), and the formula can be simplified to
say that ΓO(X) = 1 if and only if inv(X)inv(TG) = 1, which, is equivalent to say
that ∆′0(XH , X) = 1 identically. On the other hand, by Kottwitz’s theorem A.3.3,
it is also equivalent to say that X lies in Σ(F ). In particular, both the G(F )-orbit
of X and O are contained in Σ(F ), i.e. they lie in the image of the G(F )-orbit of a
common Kostant’s section.
Conversely, assume both the G(F )-orbit of X and O lie in the image of the
G(F )-orbit of a common Kostant’s section, which again is denoted by Σ(F ). Up
to G(F )-conjugation for spl∞, again we may assume that invTG(O) = 1. Then The-
orem A.3.3 says that ∆′0(XH , XG) is identically 1, which is equivalent to say that
inv(X)inv(TG) = 1. Hence ΓO(X) = 1.
In conclusion, the following theorem has been proved.
Theorem A.3.5. With the above notations, ΓO(X) = 1 if and only if the G(F )-orbit
of X and O lie in the G(F )-orbit of a common Kostant’s section.
Appendix B. Calculation of germs
In this section, we are going to compute the endoscopic invariants defined in Sec-
tion A.1 for even dimensional quasi-split special orthogonal Lie algebras. We follow
the strategy of [Wal01, Chapitre I,X]. Using the regular germ formula proved in Sec-
tion A.2, we give explicit formulas for the regular nilpotent germs for some regular
semi-simple conjugacy classes in an even dimensional quasi-split special orthogonal
Lie algebra. Finally using the explicit formulas we can determine the intersection of
Nilreg(g) and Γ(Σ) following the strategy of [Wal10, 11.5,11.6]. The results estab-
lished in the section will be important determining the nilpotent orbit support of the
geometric expansion of the trace formula.
Throughout the section, fix an even dimensional quasi-split quadratic space (V, qV )
of dimension d defined over F , with associated (special) orthogonal group O(V )
(SO(V )) and corresponding Lie algebra so(V ).
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B.1. Some regular semi-simple conjugacy classes. We are going to review the
parametrization of some regular semi-simple conjugacy classes (without eigenvalue
0) in so(V )(F ), and prove some basic properties for the parametrization.
The following data is fixed.
• A finite set I;
• For any i ∈ I, fix a finite field extension F#i of F together with a 2-dimensional
F#i commutative algebra Fi. Denote τi the unique nontrivial automorphism
of Fi over F
#
i .
• For any i ∈ I, fix constants ai, ci ∈ F×i .
For fix data as above, we make further assumptions as follows.
• For any i ∈ I, ai generates Fi over F ;
• For any i, j ∈ I with i 6= j, there do not exist any F -linear isomorphisms
between Fi and Fj that send ai to aj ;
• For any i ∈ I, τi(ai) = −ai, and τi(ci) = ci;
For any i ∈ I, note sgnFi/F#i the quadratic character of F
#×
i associated to Fi via
local class field theory ([Ser67, Theorem 2]). Let I∗ be the subset of I consisting of
i ∈ I such that Fi is a field, i.e. sgnFi/F#i is nontrivial.
With the above assumptions setW =
⊕
i∈I Fi and define a quadratic space (W, qW )
via
qW (
∑
i∈I
wi,
∑
i∈I
w′i) =
∑
i∈I
[Fi : F ]
−1trFi/F (τi(wi)w
′
ici), wi, w
′
i ∈ Fi.
Using the fact that τi(ci) = ci we immediately find that the bilinear form qW is
indeed symmetric.
Note XW the element in EndF (W ) defined by
XW (
∑
i∈I
wi) =
∑
i∈I
aiwi, wi ∈ Fi.
Then XW ∈ so(W )(F ) which follows directly from the fact that τi(ai) = −ai.
We establish some basic properties for the quadratic space (W, qW ).
Lemma B.1.1. For any finite-dimensional F -algebra E, let Σ(E) be the set of
nonzero F -algebra homomorphisms from E to F . Then there exists a basis {fσ}σ∈Σ(E)
of F ⊗F E, such that for any v ∈ E ⊂ F ⊗F E,
v =
∑
σ∈Σ(E)
σ(v)fσ.
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Proof. Let k = [E : F ], which is also the cardinality of the set Σ(E). We fix any
F -basis {bσ}σ∈Σ(E) of E, and assume that we have
fσ =
∑
τ∈Σ(E)
cτσ ⊗ bτ
for some constant cτσ ∈ F . Then the equality
v =
∑
σ∈Σ(E)
σ(v)fσ
is equivalent to the following identities∑
σ∈Σ(E)
σ(bτ )c
τ
σ = 1, ∀τ ∈ Σ(E),∑
σ∈Σ(E)
σ(bτ )c
ξ
σ = 0, ∀ξ ∈ Σ(E), τ 6= ξ.
Let B = (σ(bτ )) ∈ Mk×k(F ), where the rows are indexed by σ ∈ Σ(E), and columns
are indexed by τ ∈ Σ(E). Similarly let C = ((cτσ)) ∈ Mk×k(F ) where the rows
are indexed by τ and the columns are indexed by τ . Then the above equalities are
equivalent to the following matrix identity
BC = Ik.
Using the fact that {bτ}τ∈Σ(E) is an F -basis of E, we realize that the matrix B is
invertible, hence we can simply let C = B−1 and the lemma follows. 
As a corollary, we can establish the following fact.
Corollary B.1.2. For any ζ ∈ ΓF , we have
ζ(fσ) = fζσ.
Proof. We use the same notation as in Lemma B.1.1. We write
fσ =
∑
τ∈Σ(E)
cτσ ⊗ bτ .
Then for any ζ ∈ ΓF , ζ(fσ) =
∑
τ∈Σ(E) ζ(c
τ
σ)⊗ bτ .
Since
ζ(B)ζ(C) = ζ(Ik) = Ik,
and we know that ζ(B) = (ζσ(bτ)), we get ζ(C) = ((c
τ
ζσ)). It follows that
ζ(fσ) = fζσ.

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Now for any i ∈ I, we define Σ(Fi) to be the set of nonzero F -algebra homomor-
phisms from Fi to F . We let Σ(W ) = {(i, σ)| i ∈ I, σ ∈ Σ(Fi)}. From Lemma
B.1.1, there exists a basis for F ⊗F W , which we denote by {fi,σ| (i, σ) ∈ Σ(W )},
such that for any i ∈ I and vi ∈ Fi ⊂ V ,
vi =
∑
σ∈Σ(Fi)
σ(vi)fi,σ.
Lemma B.1.3. The following properties hold,
(1) For any (i, σ) ∈ Σ(W ),
X(fi,σ) = σ(ai)fi,σ.
(2) For any (i, σ) and (i′, σ′) ∈ Σ(W ),
qW (fi′,σ′ , fi,σ) =
{
0, (i′, σ′) 6= (i, στi),
σ(ci)[Fi : F ]
−1, (i′, σ′) = (i, στi).
Proof. We establish (1). By definition, Xvi = aivi. We write
vi =
∑
σ∈Σ(Fi)
σ(vi)fi,σ.
Then we get the following equality∑
σ∈Σ(Fi)
σ(vi)X(fi,σ) =
∑
σ∈Σ(Fi)
σ(aivi)fi,σ.
It follows that we have X(fi,σ) = σ(ai)fi,σ.
Now for (2), when i 6= i′, qW (fi′,σ′ , fi,σ) = 0 holds automatically. We only consider
the case when i = i′. For any vi, wi ∈ Fi, by definition,
qW (vi, wi) = [Fi : F ]
−1trFi/F (τi(vi)wici) = [Fi : F ]
−1
∑
σ∈Σ(Fi)
(στi)(vi)σ(wi)σ(ci).
On the other hand, by linearity, we have
qW (vi, wi) =
∑
ξ,σ∈Σ(Fi)
ξ(vi)σ(wi)qW (fi,ξ, fiσ).
Comparing the two identities, we get the desired result. 
We establish the following lemma.
Lemma B.1.4. The element XW is regular semi-simple, and the centralizer of XW
in SO(W ) (actually O(W )) is isomorphic to∏
i∈I\I∗
F#×i
∏
i∈I∗
ker(NFi/F#i
: F×i → F#×i ).
78 ZHILIN LUO
Proof. Over the algebraic closure, under the fixed basis {fi,σ| (i, σ) ∈ Σ(W )}, we
have
X(fi,σ) = σ(ai)fi,σ,
therefore X is semi-simple.
Now by definition, for any i, j ∈ I, there do not exist any F -linear isomorphisms
between Fi and Fj sending ai to aj , and ai generates Fi over F . Hence the eigenvalues
of X , which we denote by {σ(ai)}(i,σ)∈Σ(W ), are pairwise different and do not contain
0. It follows that XW is regular semi-simple, and the centralizer of XW in O(W )
coincides with its centralizer in SO(W ).
For any g ∈ GL(W ) that commutes with XW , we have
XW (
∑
i∈I
g(wi)) =
∑
i∈I
aig(wi), wi ∈ Fi.
Since there are no F -linear isomorphisms between Fi and Fj sending ai to aj , we get
g(wi) ∈ Fi.
It follows that g ∈ ∏i∈I GL(Fi). Moreover, since g ∈ SO(W ), we realize that g ∈∏
i∈I O(Fi). Here O(Fi) is the orthogonal group associated to the quadratic form
(Fi, qFi), where
qFi(wi, w
′
i) = [Fi : F ]
−1trFi/F (τi(wi)w
′
ici), wi, w
′
i ∈ Fi.
.
For any i ∈ I, F×i is a maximal torus in GL(Fi) that commutes with XW by
definition. Hence we only need to compute F×i ∩O(Fi). For any a ∈ F×i , the identity
qFi(awi, aw
′
i) = qFi(wi, w
′
i), wi, w
′
i ∈ Fi
is equivalent to
τi(a)a = 1,
which is equivalent to say that
a ∈
{
ker(NFi/F#i
: F×i → F#×i ), if Fi/F is a field extension,
{(z, z−1)| z ∈ F#×i }, if Fi/F is not a field extension.
It follows that we have established the lemma. 
Now we assume that d =
∑
i∈I [Fi : F ] = dimW = dimV . If there exists an
isomorphism between (W, qW ) and (V, qV ), we fix such an isomorphism, and then XW
can be identified with a regular semi-simple element X in so(V )(F ). We note that
the SO(V )-orbit ofX depends on the choice of the isomorphism between (W, qW ) and
(V, qV ). We note O(V ) ≃ SO(V )⋉{1, O}, where O is the outer automorphism. Then
as we have seen in the proof of Lemma B.1.4, the centralizer of X in O(V ) coincides
with the centralizer of X in SO(V ). Hence conjugation by the outer automorphism
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O yields another SO(V )-orbit, which can be obtained from XW as well through
composing the original isomorphism between (W, qW ) and (V, qV ) with the outer
automorphism O. In particular we notice that the two orbits are not SO(V ) stable
conjugate.
For any triple (I, (ai), (ci)), assume that there exists an isomorphism (W, qW ) ≃
(V, qV ). Then there are two possible F -rational SO(V )-orbits permuted by the outer
automorphism O, which are denoted by O+(I, (ai), (ci)) and O−(I, (ai), (ci)). We
denote the associated F -rational SO(V ) stable conjugacy classes by Ost,+(I, (ai), (ci))
and Ost,+(I, (ai), (ci)). Finally let the union of the two (stable) conjugacy classes by
O(I, (ai), (ci)) (Ost(I, (ai), (ci))).
We have the following lemma.
Lemma B.1.5. Given two triples (I, (ai), (ci)) and (I
′, (a′i), (c
′
i)) together with iso-
morphisms between (W, qW ), (W
′, qW ′) and (V, qV ). After fixing isomorphisms be-
tween them, we have the associated orbits in SO(V ).
Then Ost(I, (ai), (ci)) = Ost(I ′, (a′i), (c′i)) if and only if the following properties
hold.
• There exists a bijection φ : I → I ′;
• For any i ∈ I, an F -linear isomorphism σi : F ′φ(i) → Fi satisfying
σi(a
′
φ(i)) = ai, ∀i ∈ I.
Furthermore, O(I, (ai), (ci)) = O(I ′, (a′i), (c′i)) if the following additional property
is satisfied.
• For any i ∈ I, we have
sgnFi/F#i
(ciσi(c
′
φ(i))
−1) = 1.
Proof. We notice that Ost(I, (ai), (ci)) = Ost(I ′, (a′i), (c′i)) if and only if XW and
XW ′ share the same characteristic polynomial. Using the notation from Lemma
B.1.4, the roots of the characteristic polynomial of XW (resp. XW ′) are given by the
set {σ(ai)}(i,σ)∈Σ(W ) (resp. {σ′(a′i′)}(i′,σ′)∈Σ(W ′)). It follows that the if part follows
immediately. For the only if part, we notice that by definition ai generates Fi over
F , and for any i, j ∈ I, there do not exist F -linear isomorphism between Fi and Fj
sending ai to aj . Moreover, for any i ∈ I, the roots related to Fi are exactly given
by {σ(ai)}i∈Σ(Fi). Then the only if part is also straightforward.
Now to determine the conjugacy classes within the stable conjugacy classes, we
may assume that I = I ′, ai = a
′
i, and σi = IdFi . Then for the two orbitsO(I, (ai), (ci))
and O(I, (ai), (c′i)), again from Lemma B.1.4, over the algebraic closure F , under
the basis {fi,σ}(i,σ)∈Σ(W ) both XW and XW ′ are diagonal with same eigenvalues.
Hence the two orbits are the same if and only if there exists an element in the
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centralizer of XW giving rise to an isomorphism between the two quadratic spaces
(W, qW ) ≃ (W ′, q′W ). But this follows directly from Lemma B.1.4. 
B.2. Computation of the endoscopic invariants. We are going to compute the
endoscopic invariants defined in Section A.1 for the conjugacy classes defined in
previous section. We will freely use notations from Section A.1.
Coordinates and notations. We first fix the coordinates for the quadratic space
(V, qV ).
When (V, qV ) is split, we fix η ∈ F× and an F -basis {ej | j = 1, ..., d} of V such
that for any j, k ∈ {1, ..., d} we have
qV (ej , ek) =
{
0, if j + k 6= d+ 1,
(−1)j+1η/2, if j + k = d+ 1, j ≤ d/2.
Let B0 = TN be the F -rational Borel subgroup stabilizing the totally isotropic flag
〈e1〉 ⊂ ... ⊂ 〈e1, ..., ed/2〉.
Then T0 acts on the basis {ei}di=1 via scaling.
With the choice of the Borel pair (B0, T ), we have a natural set of simple roots
∆ = ∆(B0, T ) = {αj| j = 1, ..., d/2} as follows. For j ∈ {1, ..., d/2− 1}, we let Xαj
be the element in n that annihilates ek for k 6= j + 1, ..., d+ 1− j and
Xαj (ej+1) = ej , Xαj (ed+1−j) = ed−j .
The element Xαd/2 ∈ n annihilates ek for k 6= d/2 + 1, d/2 + 2 and
Xαd/2(ed/2+1) = ed/2−1, Xαd/2(ed/2+2) = ed/2.
We can identify the Weyl group W = W (G, T ) as the group of permutations w of
the set {1, ..., d} corresponding to the basis {ej| j = 1, ..., d} such that
• for any j ∈ {1, ..., d}, w(j) + w(d+ 1− j) = d+ 1;
• the set {j| 1 ≤ j ≤ d/2, d/2 + 1 ≤ w(j) ≤ d} has even cardinality.
We also define a function
r : {1, ..., d} ×W → N
via
r(j, w) = |{k ∈ N| j < k ≤ d, w(j) > w(k), j + k 6= d+ 1}|, j ∈ {1, ..., d}, w ∈ W.
When (V, qV ) is quasi-split but not split, following the notation in Section 2.1 there
exists a unique quadratic extension E of F such that V ⊗F E, qV ) is split. The group
Gal(E/F ) = {1, τ} acts on V ⊗F E in the following way. As in the split case, we
may fix η ∈ F× and a basis {ej | j = 1, ..., d} of V ⊗F E with prescribed properties
as above, then
• for any j ∈ {1, ..., d}\{d/2, d/2+ 1}, ej is fixed by τ ;
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• τed/2 = ed/2+1 and τ(ed/2+1) = ed/2.
We first establish the following lemma.
Lemma B.2.1. For any w ∈ W and j ∈ {1, ..., d}, we have
n(w)(ej) = (−1)r(j,w)ew(j).
Proof. For any α ∈ ∆ = ∆(B0, T ), we let X−α be the unique element in n which is
the radical space associated to −α such that
[Xα, X−α] = dαˇ(1)
and wα the simple reflection associated to α.
We note that the Weyl group W has a length function ℓ ([Hum90, 5.2]). Every
Weyl element in W has a reduced expression which can be written as the product of
simple reflections.
The section n is characterized uniquely by the following two properties ([LS87,
2.1]).
• For any α ∈ ∆,
n(wα) = exp(Xα) exp(−X−α) exp(Xα);
• For any w,w′ ∈ W satisfying ℓ(w) + ℓ(w′) = ℓ(ww′), we have
n(ww′) = n(w)n(w′).
Therefore we only need to establish the lemma for simple reflections and the fol-
lowing fact.
(B.2.1) For any j ∈ {1, ..., d}, and w1, w2 ∈ W satisfying ℓ(w1) + ℓ(w2) =
ℓ(w1w2) and w2 being a simple reflection, we have
r(j, w1w2) + r(j, w2) + r(w2(j), w1) ≡ 0 mod 2.
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We first establish the lemma for simple reflections. For any t ∈ {1, ..., d/2}, we let
wt be the simple reflection associated to αt. By explicit computation, we have
n(wt)(ej) =
{ et, j = t+ 1, r(j, w) = |∅| = 0,−et+1, j = t, r(j, w) = |{t+ 1}| = 1,
ed−t, j = d+ 1− t, r(j, w) = |∅| = 0,
−ed+1−t, j = d− t, , r(j, w) = |{d+ 1− t}| = 1,
ej, others, r(j, w) = |∅| = 0.
, t ∈ {1, ..., d/2− 1}
n(wd/2)(ej) =
{−ed/2+1, j = d/2− 1, r(j, w) = |{d/2 + 1}| = 1,−ed/2+2, j = d/2, r(j, w) = |{d/2 + 2}| = 1,
ed/2−1, j = d/2 + 1, r(j, w) = |∅| = 0,
ed/2, j = d/2 + 2, r(j, w) = |∅| = 0,
ej , others, r(j, w) = |∅| = 0.
It follows that the lemma holds for any simple reflections.
Now we are going to establish (B.2.1).
By definition,
r(j, w1w2) = |{α ∈ N| j < α, w1w2(j) > w1w2(α), j + α 6= d+ 1}|,
r(j, w2) = |{β ∈ N| j < β, w2(j) > w2(β), j + β 6= d+ 1}|,
r(w2(j), w1) = |{γ ∈ N| w2(j) < γ,w1w2(j) > w1(γ), w2(j) + γ 6= d+ 1}|.
For the set appearing in the definition of r(w2(j), w1), we let ξ = w
−1
2 (γ), then
r(w2(j), w1) = |{ξ ∈ N| w2(j) < w2(ξ), w1w2(j) > w1w2(ξ), j + ξ 6= d+ 1}|.
We can separate the set
{ξ ∈ N| w2(j) < w2(ξ), w1w2(j) > w1w2(ξ), j + ξ 6= d+ 1}
to two disjoint parts, for abbreviation we denote them by {ξ < j} and {ξ > j}.
Then {ξ < j} is a subset of the one appearing in the definition of r(j, w1w2). After
subtracting {ξ < j} from the set in the definition of r(j, w1w2), we are reduced to
prove the following identity
|{α ∈ N| j < α, w2(j) > w2(α), w1w2(j) > w1w2(α), j + α 6= d+ 1}|
≡ |{β ∈ N| j < β, w2(j) > w2(β), j + β 6= d+ 1}|
+ |{ξ ∈ N| j > ξ, w2(j) < w2(ξ), w1w2(j) > w1w2(ξ), j + ξ 6= d+ 1}| mod 2.
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The above set involving α is a subset of the one involving β. Hence after subtraction
we are reduced to prove the following identity whenever ℓ(w1) + ℓ(w2) = ℓ(w1w2),
|{α ∈ N| j < α, w2(j) > w2(α), w1w2(j) < w1w2(α), j + α 6= d+ 1}|
≡ |{ξ ∈ N| j > ξ, w2(j) < w2(ξ), w1w2(j) > w1w2(ξ), j + ξ 6= d+ 1}| mod 2.
For notational convenience, we let
Aα = {α ∈ N| j < α, w2(j) > w2(α), w1w2(j) < w1w2(α), j + α 6= d+ 1},
Bξ = {ξ ∈ N| j > ξ, w2(j) < w2(ξ), w1w2(j) > w1w2(ξ), j + ξ 6= d+ 1}.
We assume that w2 = wt is a simple reflection, where t ∈ {1, ..., d/2}.
When t ∈ {1, ..., d/2−1}, the sets Aα and Bξ have the chance to be nonempty only
when j = t, t+1, d−t, d−t+1. When j = t, Aα = {α ∈ N| α = t+1 and w1(t+1) <
w1(t)}, and Bξ = ∅. In particular, Aα is non-empty (and singleton) only when
w1(t + 1) < w1(t). But when w1(t + 1) < w1(t), we have w1w2(t + 1) > w1w2(t),
therefore ℓ(w1w2) = ℓ(w1) − 1, since the length ℓ(w) of a Weyl element w is equal
to the number of positive roots sent to negative roots by w [Hum90, 5.6], which
contradicts the fact that ℓ(w1w2) = ℓ(w1) + ℓ(w2). It follows that Aα = ∅ as well.
Hence we have the equality |Aα| = |Bξ|. Similar arguments adapt to the situation
when j = t+ 1, d− t, d− t+ 1.
When t = d/2, the sets Aα and Bξ have the chance to be nonempty only when
j = d/2 − 1, d/2, d/2 + 1, d/2 + 2. When j = d/2 − 1, Bξ = ∅, and Aα = {α ∈
N| α = d/2+ 1 and w1(d/2+ 1) < w1(d/2− 1)}, then the same argument as above
implies that Aα = ∅, and in particular |Aα| = |Bξ| as well. Similarly we can obtain
the results for other cases.
Hence we have established (B.2.1) and it follows that we have established the
lemma. 
Now we fix a regular semi-simple element X in so(V )(F ) parametrized by a triple
(I, (ai), (ci)), with a fixed identification (V, qV ) ≃ (W, qW ). We let TG be the cen-
tralizer of X in SO(V )(F ). We may choose an element x ∈ SO(V )(F ) such that
TG = xTx
−1. In particular, up to scaling the element x should send the basis {ei}di=1
to {fi,σ}(i,σ)∈Σ(V ). Using Lemma B.1.3 we may construct an element x as follows.
We fix a bijection δ : Σ(V ) → {1, ..., d} such that for any (i, σ) ∈ Σ(V ) we have
the equality
δ(i, στi) + δ(i, σ) = d+ 1.
We also fix a mapping µ : {1, ..., d} → F× such that for any j ∈ {1, ..., d/2} if we
put (i, σ) = δ−1(j), then we have the equality
µ(j)µ(d+ 1− j) = η/2(−1)j+1[Fi : F ]σ(ci)−1, j ≤ d/2.
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Now we define x ∈ GL(F ⊗F V ) by
x(ej) = µ(j)fδ−1(j), j ∈ {1, ..., d}.
By Lemma B.1.3 x lies in O(V )(F ). Up to composing δ with the simple reflection
interchanging 1 and d stabilizing {2, ..., d − 1}, we can assume that x ∈ SO(V )(F ).
Then by construction x is a desired element satisfying TG = xTx
−1.
We recall that we have defined a set of roots R = R(TG, G) for TG, which has
an ordering inherited from ∆ = ∆(T,B0) via x. We set the a-data {aα}α∈R by the
equality
αˇ⊗ aα = 1 ∈ TG(F ), ∀α ∈ R.
Then we assume that X is close to 0, and the endoscopic invariants defined in Section
A.1 can be written as
inv(X)(σ) =
∏
σ∈R,α>0,σ−1(α)<0
αˇ ◦ α(X) ∈ TG(F ), σ ∈ ΓF ,
inv(TG)(σ) = xn(wσ)σ(x
−1) ∈ TG(F ), σ ∈ ΓF .
Cohomology classes construction. Before proving explicit formulas for the endoscopic
invariants, we given an explicit construction of some 1-cocycles.
We consider a chain of finite field extensions F ⊂ F#0 ⊂ F0, where F0 is a quadratic
extension of F#0 . We fix the nontrivial involution τ0 ∈ Gal(F0/F#0 ) and let T0 =
ker(NF0/F#0
: F×0 → F#×0 ). By local class field theory [Ser67, Theorem 2] we know
that H1(F, T0(F )) ≃ {±1}. We are going to give an explicit construction of the
isomorphism.
We let ΣF0 be the set of nonzero embeddings τ : F0 →֒ F extending the fixed
embedding F →֒ F . We fix an element 1 = 1F0 ∈ Σ(F0), which we view as the
canonical embedding of F0 into F .
Lemma B.2.2. We have the following identification
T0(F ) = {y ∈ Σ(F0)→ F×| y(σ)y(στ0) = 1}.
The group ΓF acts on T0(F ) in the following way. For any τ ∈ ΓF and y ∈ T0(F ),
(τ(y))(σ) = τ(y(τ−1σ)), σ ∈ Σ(F0).
Proof. We first verify that ΓF acts on T0(F ) using the formula defined in the state-
ment. For any τ1, τ2 ∈ ΓF , y0 ∈ T (F ) and σ ∈ Σ(F0), we have
(τ1τ2(y))(σ) = (τ1τ2)(y(τ
−1
2 τ
−1
1 σ)) = τ1(τ2(y)(τ
−1
1 σ)) = τ1(τ2(y))(σ).
Hence ΓF acts on T0(F ).
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The group structure of T0(F ) is straightforward. We only need to verify that
T0(F )
ΓF ≃ T0 = {z ∈ F×0 | zτ0(z) = 1}. For any τ ∈ ΓF and y ∈ T0(F )ΓF ,
τ(y)(1) = τ(y(τ−1)) = y(1),
hence y(τ) = τ(y(1)). In particular if τ ∈ ΓF0, then τ1F0 = 1F0 . Hence y(1) ∈
F
×,ΓF0 = F×0 . It follows that
T (F )ΓF = {y : Σ(F0)→ F×0 | y(1)τ0(y(1)) = 1, σ(y)(1) = y(σ)},
which can exactly be identified as the set {z ∈ F×0 | zτ0(z) = 1} via the morphism
y → y(1) = z. 
Suppose that τ → yτ is a 1-cocycle of ΓF valued in T0(F ). Then for any σ, τ ∈
ΓF , we have yστ = yσσ(yτ). Hence yστ (1) = yσ(1)σ(yτ)(1) = yσ(1)σ(yτ(σ
−1)). In
particular, when σ, τ ∈ ΓF0 , we have yστ (1) = yσ(1)σ(yτ (1)). Hence the morphism
τ → yτ (1) is a 1-cocycle of ΓF0 valued in F×. By Hilbert 90 [Gru67, 2.7], there exists
z ∈ F× such that yτ(1) = τ(z)z−1 for any τ ∈ ΓF0 . We fix such a z. For θ ∈ ΓF#0
such that θ|F0 is nontrivial, we consider the element yθ(1)zθ(z) ∈ F×.
Lemma B.2.3. The element yθ(1)zθ(z) ∈ F× is independent of θ.
Proof. For θ1, θ2 ∈ ΓF#0 whose restriction to F0 are nontrivial, we are going to estab-
lish the identity yθ(1)θ1(z)z = yθ2(1)θ2(z)z. Equivalently, we only need to show
yθ1(1)
yθ2(1)
=
θ2(z)
θ1(z)
.
By the cocycle condition on yτ , we have
yθ1(1) = yθ2(1)θ2(yθ−12 θ1(θ
−1
2 )).
We notice that θ−12 θ1 ∈ ΓF0, hence
yθ−12 θ1(θ
−1
2 ) = yθ−12 θ1(1)
−1 = z(θ−12 θ1)(z)
−1.
It follows that
yθ1(1)
yθ2(1)
= θ2(z(θ
−1
2 θ1)(z
−1)) = θ2(z)θ1(z
−1)
and we have proved the lemma. 
We note the element yθ(1)zθ(z) ∈ F× by y˜.
Lemma B.2.4. The element y˜ lies in F#×0 .
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Proof. To show y˜ = yθ(1)zθ(z) lies in F
#×
0 , equivalently we are going to show that
σ(y˜) = σ(yθ(1))(σθ)(z)σ(z) = y˜ = yθ(1)θ(z)z, ∀σ ∈ ΓF#0 .
By 1-cocycle condition,
yσθ(1) = yσ(1)σ(yθ(σ
−1)).
When σ ∈ ΓF0, we have σ(yθ(σ−1)) = σ(yθ(1)), and yσ(1) = σ(z)z−1. Hence
σ(y˜) =
yσθ(1)
σ(z)z−1
(σθ)(z)σ(z) = yσθ(1)(σθ)(z)z = y˜.
When σ ∈ ΓF#0 and the restriction to F0 is nontrivial, we have σ(yθ(σ
−1)) =
σ(yθ(1)
−1), and yσθ(1) = (σθ)(z)z
−1. Hence
σ(y˜) =
yσ(1)
(σθ)(z)z−1
(σθ)(z)σ(z) = yσ(1)σ(z)z = y˜.
It follows that y˜ ∈ F#×0 . 
We consider the element y˜NF0/F#0
(F×0 ) in F
#×
0 /NF0/F#0
(F×0 ).
Lemma B.2.5. The element y˜NF0/F#0
(F×0 ) is independent of the choice of z, 1F0,
and the cocycle class τ → yτ in H1(F, T0(F )).
Proof. We first show the element is independent of z. If τ(z)z−1 = τ(w)w−1 for any
τ ∈ ΓF0 , then zw−1 ∈ F0, and
yθ(1)θ(z)z = yθ(1)θ(w)w(θ(w
−1z)w−1z).
Hence the claim follows.
Then we show that the element is independent of the cocycle class of τ → yτ
in H1(F, T0(F )). We let τ → zτ be a 1-coboundary. In other words, there ex-
ists y ∈ T0(F ) such that zτ = τ(y)y−1. In particular, zτ (1) = (τ(y))(1)y−1(1) =
τ(y(τ−1))y−1(1). When τ ∈ ΓF0, we have zτ (1) = τ(y(1))y−1(1). Hence we notice
that the element associated to yτzτ with τ ∈ ΓF#0 whose restriction to F0 is nontrivial
is given by
yτ (1)zτ (1)zy(1)τ(zy(1)).
Therefore we have
yτ (1)zτ (1)zy(1)τ(zy(1))
yτ (1)zτ(z)
= zτ (1)y(1)τ(y(1)) = τ(y(τ
−1))τ(y(1)) = τ(y(1)−1y(1)) = 1.
Hence the claim follows.
Finally we show the element is independent of 1F0. Different choices of 1F0 yield
an automorphism of T0(F ), which, after applying the automorphism, do not affect
the cocycle class of τ → yτ in H1(F, T0(F )). Hence the claim follows as well.
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It follows that the lemma holds. 
From the discussion above we realize that we have a well-defined homomorphism
from H1(F, T0(F )) to F
#,×
0 /NF0/F#0
(F×0 ) ≃ {±1}.
Lemma B.2.6. The above construction gives an explicit isomorphism betweenH1(F, T0(F ))
and F#,×0 /NF0/F#0
(F×0 ).
Proof. Following the above notations, we only need to show that if y˜ ∈ NF0/F#0 (F
×
0 ),
then the 1-cocycle τ → yτ is actually a 1-cobundary. Now for θ ∈ ΓF0 whose
restriction to F0 is trivial, we have
y˜ = yθ(1)θ(z)z,
and by assumption y˜ = θ(w)w for some w ∈ F×0 . On the other hand, since yτ (1) =
τ(z)z−1 for any τ ∈ ΓF0, up to replacing z by zw−1, we may assume that w = 1.
Hence
y˜ = yθ(1)θ(z)z = 1.
In other words, we have
yθ(1) =
{
θ(z−1)z−1, θ ∈ ΓF#0 and θ|F0 is nontrivial.
θ(z)z−1, θ ∈ ΓF0.
We define a 1-coboundary τ → zτ as follows. We let zτ = τ(ξ)ξ−1, where for any
θ ∈ Σ(F0),
ξ(θ) =
{ z, θ = 1,
z−1, θ = τ0,
1, otherwise.
.
Then we can verify that yτ (zτ )
−1(1) = 1. Up to the 1-coboundary, we may assume
that yτ(1) = 1 for any τ ∈ ΓF#0 . Similarly, since for any α ∈ Σ(F0), τ → yτ (α) is
a 1-coboundary of ΓF0 in F
×
, we can run the same procedure as above, and up to
multiplying 1-coboundaries of the above form, we may assume that τ → yτ is a trivial
1-cocycle from ΓF#0
in T0(F ), i.e. yτ (α) = 1 for any α ∈ Σ(F0) and τ ∈ ΓF#0 . Now
since we are in characteristic zero situation, we know that the restriction morphism
H1(F, T0(F ))→ H1(F#0 , T0(F ))
is an injection [Ser13, p.15], whose morphism is exactly given by restricting cocycles
in H1(F, T0(F )) to H
1(F#0 , T0(F )). Since τ → yτ is trivial in H1(ΓF#0 , T0(F )), it
follows that τ → yτ is trivial in H1(F, T0(F )).
It follows that the lemma has been proved. 
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The computation. Now we are ready to compute the transfer factors defined in the
beginning of the section. We let PX be the characteristic polynomial of X acting on
EndF (V ), and we let P
′(X) be its derivative. For any i ∈ I∗, we set
Ci = η[Fi : F ]
−1c−1i a
−1
i P
′
X(ai).
From Lemma B.1.4, we know that inv(X)inv(TG) ∈ H1(TG) ≃ {±1}I∗ .
Proposition B.2.7. We have
inv(X)inv(TG) = (sgnFi/F#i
(Ci))i∈I∗.
Proof. We will use the explicit construction of cohomological invariants above to
compute inv(X)inv(TG).
We fix an element 1Fi of Σ(Fi), which we use to identify a canonical F -embedding
of Fi in F . For any 1-cocycle λ of ΓF valued in TG(F ), we define a function
λ(i, ·) : ΓF#i → F
×
by
λ(τ)fi,1Fi = λ(i, τ)fi,1Fi
for any τ ∈ ΓF#i . Then following the discussion above Lemma B.2.3, there exists
zi ∈ F× such that
λ(i, τ) = τ(zi)z
−1
i
for any τ ∈ ΓFi . Fix such a zi and θi ∈ ΓF#i whose restriction to Fi is nontrivial.
Then from Lemma B.2.6 we have the following equality
λ = (sgnFi/F#i
(λ(i, θi)ziθi(zi)))i∈I∗ .
In the following, we are going to compute the terms for inv(X) and inv(TG) explicitly.
For any i ∈ I, we let b = δ(i, 1). We do computation for inv(TG) and inv(X)
separately.
We first treat the computation for inv(TG). By definition, for any τ ∈ ΓF#i ,
inv(TG)(τ)fi,1 = (xn(wτ )τ(x
−1))fi,1 = (xn(wτ )τx
−1τ−1)fi,1.
(1) When τ ∈ ΓFi,
(xn(wτ )τx
−1τ−1)fi,1 = (xn(wτ )τx
−1)fi,1 = (xn(wτ )τ)(µ(b)
−1eb)
= (τ ◦ µ(b)−1)(xn(wτ ))eb.
Here we recall that wτ is the image of x
−1τ(x) under the natural projection
from NormT (SO(V ))→W . By definition, for any α ∈ {1, ..., d},
x−1τ(x)eα = x
−1τxτ−1eα = x
−1τxeα = x
−1τ(µ(α)fδ−1(α)).
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When δ−1(α) = (j, σ) ∈ Σ(V ), we have
x−1(τ(µ(α)fj,σ)) = τ ◦ µ(α)x−1fj,τσ = τ ◦ µ(α)µ(δ(j, τσ))−1eδ(j,τσ).
Hence, if we let w′τ be the bijection of Σ(V ) sending (j, σ) to (j, τσ), then the
image of x−1τ(x) in W is given by δ ◦ w′τ ◦ δ−1. In particular wτ (b) = b. By
Lemma B.2.1, we have
n(wτ )(eb) = (−1)r(τ)eb,
where
r(τ) = |{(j, σ) ∈ Σ(V )| δ(j, τσ) < b < δ(j, σ), δ(j, σ) + b 6= d+ 1}|.
Therefore finally we get the following identity
inv(TG)fi,1 = µ(b)τ ◦ µ(b)−1(−1)r(τ)fi,1, τ ∈ ΓFi.
(2) Similarly, when τ ∈ ΓF#i and the restriction of τ to Fi is nontrivial, we have
inv(TG)(τ)fi,1 = (xn(wτ )τx
−1)fi,τ−1 = (xn(wτ )τ)(µ(d+ 1− b)−1ed+1−b).
By parallel argument as above situation, we have
n(wτ )(ed+1−b) = (−1)r(τ)eb,
where
r(τ) = |{(j, σ) ∈ Σ(V )| d+ 1− b < δ(j, σ), δ(j, τσ) < b, δ(j, b) 6= b}|.
Therefore we get
inv(TG)(τ)fi,1 = µ(b)τ ◦ µ(d+ 1− b)−1(−1)r(τ)fi,1.
Then we turn to the computation for inv(X). By definition, for any τ ∈ ΓF#i ,
inv(X)(τ)fi,1 = (
∏
α∈R,α>0,τ−1(α)<0
αˇ ◦ α(X))fi,1.
The set of roots R = R(TG, G) has the following description. From Lemma B.1.3,
any y ∈ TG acts via scalar on the basis {fi,σ}(i,σ)∈Σ(V ). In other words, there exists
yi,σ ∈ F× such that the following identity holds,
y(fi,σ) = yi,σfi,σ, (i, σ) ∈ Σ(V ).
Moreover we have yi,σyi,στi = 1. For any pair ((j, σ), (j
′, σ′)) ∈ Σ(V )2 we let
α((j,σ),(j′,σ′)) be the homomorphism from TG to F
×
sending y ∈ TG to yj,σy−1j′,σ′ . In
particular, the pairs ((j, σ), (j′, σ′)) and ((j′, σ′τj′), (j, στj)) give rise to the same ho-
momorphism from TG to F
×
. Under the identification, we notice that R has the
following description. We consider the set of pairs ((j, σ), (j′, σ′)) ∈ Σ(V )2 such that
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(j, σ) 6= (j′, σ′) and δ(j, σ) + δ(j′, σ′) 6= d + 1. We equip the set with the following
equivalent relation
((j, σ), (j′, σ′)) ∼ ((j′, σ′τj′), (j, στj)).
Then the set R can be identified with the set of equivalence classes of such pairs.
Suppose that ((j, σ), (j′, σ′)) is a pair associated to a root α ∈ R. Then we have the
following properties.
• α(X) = σ(aj)− σ′(aj′);
• α > 0⇔ δ(j, σ) < δ(j′, σ′);
• For any z ∈ F× and (j′′, σ′′) ∈ Σ(V ),
αˇ(z)fj′′,σ′′ =
{ zfj′′,σ′′ , if (j′′, σ′′) = (j, σ) or (j′, σ′τj′),
z−1fj′′,σ′′ , if (j
′′, σ′′) = (j, στj) or (j
′, σ′),
fj′′,σ′′ , otherwise.
By the description we find that for any τ ∈ ΓF#i and α ∈ {α ∈ R| α > 0, τ
−1(α) <
0} represented by ((j, σ), (j′, σ′)) ∈ Σ(V )2, the relation
α > 0, τ−1(α) < 0
is equivalent to
δ(j, σ) < δ(j′, σ′), δ(j, τ−1σ) > δ(j′, τ−1σ′).
Moreover, since
α(X) = σ(aj)− σ′(aj′),
we find that the inequality
αˇ ◦ α(X)fi,1 6= fi,1
happens only when (i, 1) ∈ {(j, σ), (j, στj), (j′, σ′τj′), (j′, σ′)}. Modulo the equiva-
lence, we may assume that (i, 1) = (j, σ) or (j′, σ′τj′).
When (i, 1) = (j, σ), the root associated to the pair ((i, 1), (j′, σ′)) gives
αˇ ◦ α(X)fi,1 = (ai − σ′(aj′))fi,1,
and the possible pairs of (j′, σ′) are parametrized by the set
R+(τ) = {(j, σ) ∈ Σ(V )| δ(i, 1) < δ(j, σ), δ(i, τ−1) > δ(j, τ−1σ), δ(j, σ)+δ(i, 1) 6= d+1}.
When (i, 1) = (j′, σ′) the root associated to the pair ((j, σ), (i, 1)) gives
αˇ ◦ α(X)fi,1 = (σ(aj)− ai)−1fi,1,
and the possible pairs of (j, σ) are parametrized by the set
R−(τ) = {(j, σ) ∈ Σ(V )| δ(j, σ) < δ(i, 1), δ(j, τ−1σ) > δ(i, τ−1), δ(j, σ)+δ(i, 1) 6= d+1}.
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It follows that for any τ ∈ ΓF#i , we have
inv(X)(τ)fi,1 =
∏
(j,σ)∈R+(τ)
(ai − σ(aj))
∏
(j,σ)∈R−(τ)
(σ(aj)− ai)−1fi,1.
Based on above calculations, we find that whenever τ ∈ ΓFi, we have
inv(TG)(τ)inv(X)(τ)fi,1
= µ(b)τ ◦ µ(b)−1(−1)r(τ)
∏
(j,σ)∈R+(τ)
(ai − σ(aj))
∏
(j,σ)∈R−(τ)
(σ(aj)− ai)−1fi,1,
where
r(τ) = |{(j, σ) ∈ Σ(V )| δ(j, τσ) < b < δ(j, σ), δ(j, σ) + δ(i, 1) 6= d+ 1}|,
R+(τ) = {(j, σ) ∈ Σ(V )| δ(j, τ−1σ) < δ(i, 1) < δ(j, σ), δ(j, σ) + δ(i, 1) 6= d+ 1},
R−(τ) = {(j, σ) ∈ Σ(V )| δ(j, σ) < δ(i, 1) < δ(j, τ−1σ), δ(j, σ) + δ(i, 1) 6= d+ 1}.
In the following we are going to find an element zi ∈ F× such that for any τ ∈ ΓFi,
we have
τ(zi)z
−1
i = inv(X)(τ)inv(TG)(τ)fi,1.
We let
S = {(j, σ) ∈ Σ(V )| δ(i, 1) < δ(j, σ), δ(j, σ) + δ(i, 1) 6= d+ 1},
zi = µ(b)
−1
∏
(j,σ)∈S
(ai − σ(aj))−1.
Then by definition, we have
τ(zi)z
−1
i = µ(b)τ ◦ µ(b)−1
∏
(j,σ)∈S
(ai − σ(aj))
∏
(j,σ)∈S(τ)
(ai − σ(aj))−1,
where
S(τ) = {(j, σ) ∈ Σ(V )| δ(i, 1) < δ(j, τ−1σ), δ(j, τ−1σ) + δ(i, 1) 6= d+ 1}.
We notice that by definition,
S − S ∩ S(τ) = {(j, σ) ∈ Σ(V )| δ(j, τ−1σ) ≤ δ(i, 1) < δ(j, σ), δ(j, σ) + δ(i, 1) 6= d+ 1}⊔
{(j, σ) ∈ Σ(V )| δ(i, 1) < δ(j, σ), δ(j, σ) + δ(i, 1) 6= d+ 1, δ(j, τ−1σ) + δ(i, 1) = d+ 1}.
But when δ(i, 1) = δ(j, τ−1σ) we have j = i, σ = 1, which contradicts the fact that
δ(i, 1) < δ(j, σ), and when δ(j, τ−1σ) + δ(i, 1) = d+ 1 we have (j, σ) = (i, τi), which
also contradicts the fact that δ(j, σ) + δ(i, 1) 6= d+ 1. It follows that
S − S ∩ S(τ) = R+(τ).
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Similarly, we find that
S(τ)− S ∩ S(τ) = {(j, σ) ∈ Σ(V )| δ(j, σ) ≤ δ(i, 1) < δ(j, τ−1σ), δ(j, τ−1σ) + δ(i, 1) 6= d+ 1}⊔
{(j, σ) ∈ Σ(V )| δ(i, 1) < δ(j, τ−1σ), δ(j, τ−1σ) + δ(i, 1) 6= d+ 1, δ(j, σ) + δ(i, 1) = d+ 1}.
When δ(i, 1) = δ(j, σ), we have (j, σ) = (i, 1) = (j, τ−1σ), hence we also have a
contradiction. Similarly, when δ(j, σ) + δ(i, 1) = d+ 1, we have (j, σ) = (i, τi) which
also contradicts the fact that δ(j, τ−1σ) + δ(i, 1) 6= d+ 1. Hence
S(τ)−S∩S(τ) = {(j, σ) ∈ Σ(V )| δ(j, σ) < δ(i, 1) < δ(j, τ−1σ), δ(j, τ−1σ)+δ(i, 1) 6= d+1}.
But the condition δ(j, τ−1σ)+δ(i, 1) 6= d+1 is equivalent to (j, τ−1σ) 6= (i, τi), which
in turn is equivalent to (j, σ) 6= (i, τi), hence we realize that
S(τ)− S ∩ S(τ) = R−(τ).
It follows that
τ(zi)z
−1
i = µ(b)τ ◦ µ(b)−1(−1)|R
−(τ)|
∏
(j,σ)∈R+(τ)
(ai − σ(aj))
∏
(j,σ)∈R−(τ)
(σ(aj)− ai)−1.
Finally by the bijective map (j, σ)→ (j, τσ) and the fact that δ(j, σ)+δ(i, 1) 6= d+1
is equivalent to δ(j, τσ) + δ(i, 1) 6= d+ 1, we arrive at the equality
r(τ) = |R−(τ)|.
It follows that
τ(zi)z
−1
i fi,1 = inv(TG)(τ)inv(X)(τ)fi,1, ∀τ ∈ ΓFi.
Now by Lemma B.2.6, we are going to compute the following element
(inv(TG)(τ)inv(X)(τ)fi,1)ziτ(zi)
for some τ ∈ ΓF#i whose restriction to Fi is nontrivial.
By the computation that we have done above, whenever τ ∈ ΓF#i whose restriction
to Fi is nontrivial, we have
inv(TG)(τ)fi,1 = µ(b)τ ◦ µ(d+ 1− b)−1(−1)r(τ)fi,1,
where
r(τ) = |{(j, σ) ∈ Σ(V )| δ(i, τi) < δ(j, σ), δ(j, τσ) < b, δ(j, σ) 6= δ(i, 1)}|,
and
inv(X)(τ)fi,1 =
∏
(j,σ)∈R+(τ)
(ai − σ(aj))
∏
(j,σ)∈R−(τ)
(σ(aj)− ai)−1fi,1,
A LOCAL TF FOR THE LOCAL GGP FOR SPECIAL ORTHOGONAL GROUPS 93
where
R+(τ) = {(j, σ) ∈ Σ(V )| δ(i, 1) < δ(j, σ), δ(j, τ−1σ) < δ(i, τi), δ(j, σ) + δ(i, 1) 6= d+ 1},
R−(τ) = {(j, σ) ∈ Σ(V )| δ(j, σ) < δ(i, 1), δ(j, τ−1σ) > δ(i, τi), δ(j, σ) + δ(i, 1) 6= d+ 1}.
Moreover, by definition,
τ(zi) = τ ◦ µ(b)−1
∏
(j,σ)∈S(τ)
(−ai − σ(aj))−1.
We set
S ′(τ) = {(j, σ) ∈ Σ(V )| b < δ(j, τ−1στj), δ(j, τ−1στj) + δ(i, 1) 6= d+ 1}.
Using the fact that τj(aj) = −aj , we realize that
τ(zi) = (−1)|S′(τ)|τ ◦ µ(b)−1
∏
(j,σ)∈S′(τ)
(ai − σ(aj))−1.
It follows that
(inv(TG)(τ)inv(X)(τ)fi,1)ziτ(zi)
= τ(µ(b)µ(d+ 1− b))−1(−1)r(τ)+|R−(τ)|+|S′(τ)|
∏
(j,σ)∈Σ(V )
(ai − σ(aj))−m(j,σ)fi,1.
Here we set
m = 1R−(τ) + 1S′(τ) + 1S − 1R+(τ),
where for a subset U of Σ(V ), 1U is the characteristic function of U .
By definition, R+(τ) ⊂ S, and
S−R+(τ) = {(j, σ) ∈ Σ(V )| δ(i, 1) < δ(j, σ), δ(i, τi) ≤ δ(j, τ−1σ), δ(j, σ)+δ(i, 1) 6= d+1}.
Now since
R−(τ) = {(j, σ) ∈ Σ(V )| δ(j, σ) < δ(i, 1), δ(j, τ−1σ) > δ(i, τi), δ(j, σ)+δ(i, 1) 6= d+1},
we notice that when δ(j, τ−1σ) = δ(i, τi), we have (j, σ) = (i, 1). Hence the set R
−(τ)
can also be written as
R−(τ) = {(j, σ) ∈ Σ(V )| δ(j, σ) < δ(i, 1), δ(j, τ−1σ) ≥ δ(i, τi), δ(j, σ)+δ(i, 1) 6= d+1}.
It follows that the sets S − R+(τ) and R−(τ) are disjoint, and their union gives
{(j, σ) ∈ Σ(V )| δ(i, 1) 6= δ(j, σ), δ(j, τ−1σ) ≥ δ(i, τi), δ(j, σ) + δ(i, 1) 6= d+ 1}.
On the other hand,
S ′(τ) = {(j, σ) ∈ Σ(V )| b < δ(j, τ−1στj), δ(j, τ−1στj) + δ(i, 1) 6= d+ 1}
can also be written as
S ′(τ) = {(j, σ) ∈ Σ(V )| δ(j, τ−1σ) < δ(i, τi), (j, τ−1στj) 6= (i, τi)}.
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Moreover, the relation (j, τ−1στj) 6= (i, τi) is equivalent to (j, σ) 6= (i, τi). Hence
S ′(τ) = {(j, σ) ∈ Σ(V )| δ(j, τ−1σ) < δ(i, τi), δ(j, σ) + δ(i, 1) 6= d+ 1}.
It follows that the sets S − R+(τ), R− and S ′(τ) are disjoint to each other, and
their union can be written as Σ(V )− {(i, 1), (i, τi)}.
It follows that the product is equal to∏
(j,σ)∈Σ(V )−{(i,1),(i,τi)}
(ai − σ(aj))−1,
which is equal to (P ′X(ai)/2ai)
−1.
Using the bijection (j, σ) → (j, τ−1σ) and the same argument as before we have
that |R−(τ)| = r(τ). From the construction of the element x ∈ TG, we have
µ(b)µ(d+ 1− b) = η/2(−1)b+1[Fi : F ]σ(ci)−1 = η/2(−1)b+1[Fi : F ]c−1i , if b ≤ d/2,
µ(b)µ(d+ 1− b) = η/2(−1)b[Fi : F ]σ(ci)−1 = η/2(−1)b[Fi : F ]c−1i , if b > d/2.
We also have τ(ci) = ci. It follows that the desired invariant is equal to
τ(
η
2
(−1)b+1[Fi : F ]c−1i )−1(−1)|S
′(τ)|2aiP
′
X(ai)
−1
=
{
(η/2(−1)b+1[Fi : F ]c−1i )−1(−1)|S′(τ)|2aiP ′X(ai)−1, if b ≤ d/2,
(η/2(−1)b[Fi : F ]c−1i )−1(−1)|S′(τ)|2aiP ′X(ai)−1, if b > d/2,
Finally by the fact that |S ′(τ)| = d − b − 1 whenever b ≤ d/2, and d − b whenever
b > d/2, it follows that the desired invariant is equal to
4η−1[Fi : F ]
−1ciaiP
′
X(ai)
−1.
Up to square class we may ignore the 4 part. Through taking the inverse and we
obtain the eventual formula
η[Fi : F ]c
−1
i a
−1
i P
′
X(ai).

B.3. Explicit examples. In this section, following [Wal10, 11.4], we are going to
calculate the regular germs for explicit regular semi-simple elements using Theorem
A.2.1. We compute the invariants in Theorem A.2.1 explicitly via Proposition B.2.7.
We focus on the case when d is even and d ≥ 4, since only in this case will we have
|Nilreg(so(V ))| > 1.
In the following we consider the situation when (V, q) is split and quasi-split but
not split separately. We are going to pick up particular regular semi-simple elements
following the description in Section B.1.
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• When (V, q) is split. We fix two quadratic extensions F1, F2 of F such that the
product of the two quadratic characters sgnF1/F sgnF2/F is the trivial character
on F×, i.e. F1 ≃ F2 as a field extension of F . For any i = 1, 2, we fix ai ∈ F×i
such that τi(ai) = −ai and a1 6= ±a2, where τi is the nontrivial element
in Gal(Fi/F ). For any c ∈ F×, we consider F1 (resp. F2) equipped with
quadratic form cNF1/F (resp. −cNF2/F ). Let Z˜ be a hyperbolic space of
dimension d − 4. Then we can find that F1 ⊕ F2 ⊕ Z˜ ≃ V as split quadratic
space. We fix a maximal split subtorus T˜ of the special orthogonal group
associated to Z˜. Let t˜(F ) be the F -points of the Lie algebra of T˜ . We fix a
regular semi-simple element S˜ in t˜(F ).
We consider the regular semi-simple element XF1 ∈ so(V )(F ) that acts
by multiplication by a1 (resp. a2) on F1 (resp. F2) and by S˜ on Z˜. From
Lemma B.1.5 we know that the conjugacy classes of XF1 within the stable
conjugacy class is determined by c ∈ F×/NF1/F (F×). In the following we will
note X+F1 to be the element corresponding to c = c
+ such that sgnF1/F (2c) =
sgnF1/F (NF1/F (a1) − NF2/F (a2)) and X−F1 corresponds to c = c− such that
sgnF1/F (c
−) = −sgnF1/F (c+).
To keep the notation consistent with the following quasi-split but not split
case, we let η = 1 in our situation.
• When (V, q) is quasi-split but not split. There exists a quadratic extension
E/F and an element η ∈ F× such that the anisotropic kernel of q is of the
form η · NE/F . We fix two quadratic extensions F1, F2 of F such that the
product of two quadratic characters sgnF1/F sgnF2/F is equal to sgnE/F . For
i = 1, 2, suppose that ai ∈ F×i such that τFi(ai) = −ai and a1 6= ±a2.
We fix c ∈ F× such that sgnE/F (2ηcNF1/F (a1)) = 1. Then we can find that
F1⊕F2⊕Z˜ ≃ V as quadratic space where we consider F1 (resp. F2) equipped
with quadratic form cNF1/F (resp. −cNF2/F ).
Parallel with the split situation, we consider the regular semi-simple ele-
ment XF1 ∈ so(V )(F ) that acts by multiplication by a1 (resp. a2) on F1 (resp.
F2) and by S˜ on Z˜. Again from Lemma B.1.5 we note X
+
F1
the element cor-
responding to c = c+ such that sgnF1/F (2c) = sgnF1/F (η)sgnF1/F (NF1/F (a1)−
NF2/F (a2)) andX
−
F1
corresponds to c = c− such that sgnF1/F (c
−) = −sgnF1/F (c+).
Our goal is to compute the regular germ associated to X±F1 . We follow the proof
of [Wal10, 11.4].
Lemma B.3.1. Suppose that O ∈ Nilreg(so(V )(F )).
(1) We have ΓO(Xqd) = 1 for any Xqd ∈ tqd.
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(2) Suppose that d is even and d ≥ 4. We have the equality
ΓO(X
+
F1
)− ΓO(X−F1) = sgnF1/F (νη)
if O = Oν with ν ∈ N V .
Proof. The first statement follows from [BP15, Section 3.4]. The second statement
follows from Theorem A.2.1 and the explicit computation of the invariants following
Proposition B.2.7 . We will go over the proof of [Wal10, 11.4] in the following.
For the sign ζ = ±, we note T ζ(F ) the maximal subtorus of SO(V )(F ) such that
XζF1 ∈ tζ(F ). Suppose that ν ∈ N V and N ∈ Oν . We are going to evaluate the in-
variant inv(XζF1)inv(T
ζ)/invT ζ (N). All the elements belong to the cohomology group
H1(T ζ). From Lemma B.1.4 we have H1(T ζ) = {±1}×{±1}. The invariants depend
on the choice of pining. Following the normalization of the basis for quadratic space
in the beginning of Section B.2 we make choice following above discussion by making
the element η as above and multiplying by 2(−1)d/2−1. Then from Proposition B.2.7
we have the following explicit formula for inv(XζF1)inv(T
ζ). We have
inv(XζF1)inv(T
ζ) =(sgnF1/F ((−1)d/2−1η(cζ)−1a−11 P ′(a1)),
sgnF2/F ((−1)d/2−1η(cζ)−1a−12 P ′(a2)))
where P is the characteristic polynomial of XF1 acting on V and P
′ is the derivative.
We let (±s˜j)j=3,...,d/2 be the eigenvalues of S˜ acting on Z˜. They belong to F× since
T˜ is split. Then we have
P (T ) = (T 2 +NF1/F (a1))(T
2 +NF2/F (a2))
∏
j=3,...,d/2
(T 2 − s˜2j).
Then
a−11 P
′(a1) = 2(−NF1/F (a1) + NF2/F (a2))
∏
j=3,...,d/2
(−NF1/F (a1)− s˜2j)
= 2(−1)d/2−1(NF1/F (a1)−NF2/F (a2))
∏
j=3,...,d/2
(NF1/F (a1) + s˜
2
j)
Note here we have s˜2j+NF1/F (a1) = NF1/F (s˜j+a1), therefore sgnF1/F (s˜
2
j+NF1/F (a1)) =
1. Similar calculation can be obtained when one switch F1 to F2. It turns out that
we have
inv(XζF1)inv(T
ζ) = (sgnF1/F (2η(c
ζ)−1(NF1/F (a1)− NF2/F (a2))),
sgnF2/F (2η(c
ζ)−1(NF1/F (a1)− NF2/F (a2)))).
By the definition of cζ, we get
inv(XζF1)inv(T
ζ) = (ζ, ζ),
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where one can identify ζ as an element of {±1}.
The pining is determined by the standard fixed regular element N∗, where from
the notation in Section B.2, we have N∗ =
∑
j=1,...,d/2Xαj . Note ν
∗ the element of
N V such that N∗ ∈ Oν∗ . We can define a cocycle dN of Gal(F/F ) in T ζ as follows.
If ν = ν∗, dN = 1. If ν 6= ν∗ we set EN = F (
√
ν
ν∗
). Then, for σ ∈ Gal(F/F ), we have
dN(σ) = 1 if σ ∈ Gal(F/EN) and dN(σ) = −1 otherwise. The invariant invT ζ (N) is
the image in H1(T ) of the cocycle dN . We can calculate the image
invT ζ(N) = (sgnF1/F (ν/ν
∗), sgnF2/F (ν/ν
∗)).
In fact, we can force that sgnE(ν/ν
∗) = 1 following the parametrization of Nilreg(so(V ))
in Section 2.1. Then
invT ζ(N) = (sgnF1/F (ν/ν
∗), sgnF1/F (ν/ν
∗)).
The elementN∗ stabilize the hyperplane generated by e1, ..., ed/2−1, ed/2+ed/2+1, ed/2+2, ..., ed.
The anisotropic kernel of the restriction of the form q to the hyperplane is the re-
striction of q to the line ed/2 + ed/2+1, or say q(ed/2 + ed/2+1) = η, therefore we have
ν∗ = η. Finally
inv(XζF1)inv(T
ζ)/invT ζ(N) = (ζsgnF1/F (νη), ζsgnF1/F (νη)).
It follows that we have
ΓOν (X
ζ
F1
) =
{
1, sgnF1/F (νη) = ζ,
0, sgnF1/F (νη) = −ζ.
This is exactly the identity that we want. 
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