Introduction {#Sec1}
============

The *Closest Pair of Points* or *Closest Pair* problem is one of the fundamental problems in Computational Geometry: Given a set ![](501052_1_En_20_Figa_HTML.gif){#d30e439} of ![](501052_1_En_20_Figb_HTML.gif){#d30e442} points in $\documentclass[12pt]{minimal}
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                \begin{document}$$p_1$$\end{document}$ is less than or equal to the distance of any distinct pair of points of *P*.

Shamos and Hoey \[[@CR25]\] are one of the first to mention this problem and introduce an algorithm based on *Voronoi* diagrams for the planar case, improving the running time of the best known algorithms at the time from $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {O}(n \log n)$$\end{document}$. They also prove that this running time is optimal for a deterministic computation model. One year later, in 1976, Bentley and Shamos \[[@CR2]\] publish a, also optimal, divide-and-conquer algorithm to solve the Closest Pair problem that can be non-trivially extended to work in arbitrary dimensions. Since then the problem has been the focus of extensive research and a multitude of optimal algorithms have been published. Smid \[[@CR24]\] provides a comprehensive overview over the available algorithms, including randomized approaches which improve the running time even further to $\documentclass[12pt]{minimal}
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The main contribution of this paper is the first verification of two related functional implementations of the divide-and-conquer algorithm solving the Closest Pair problem for the two-dimensional Euclidean plane with the optimal running time of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {O}(n \log n)$$\end{document}$. We use the interactive theorem prover Isabelle/HOL \[[@CR17], [@CR18]\] to prove functional correctness as well as the running time of the algorithms. In contrast to many publications and implementations we do not assume all points of ![](501052_1_En_20_Figc_HTML.gif){#d30e652} to have unique ![](501052_1_En_20_Figd_HTML.gif){#d30e655} -coordinates which causes some tricky complications. Empirical testing shows that our verified algorithms are competitive with handwritten reference implementations. Our formalizations are available online \[[@CR23]\] in the Archive of Formal Proofs.

This paper is structured as follows: Sect. [2](#Sec4){ref-type="sec"} familiarizes the reader with the algorithm by presenting a high-level description that covers both implementations. Section [3](#Sec5){ref-type="sec"} presents the first implementation and its functional correctness proof. Section [4](#Sec8){ref-type="sec"} proves the running time of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {O}(n \log n)$$\end{document}$ of the implementation of the previous section. Section [5](#Sec11){ref-type="sec"} describes our second implementation and illustrates how the proofs of Sects. [3](#Sec5){ref-type="sec"} and [4](#Sec8){ref-type="sec"} need to be adjusted. We also give an overview over further implementation approaches. Section [6](#Sec14){ref-type="sec"} describes final adjustments to obtain executable versions of the algorithms in target languages such as OCaml and SML and evaluates them against handwritten imperative and functional implementations. Section [7](#Sec15){ref-type="sec"} concludes.

Related Verification Work {#Sec2}
-------------------------

Computational geometry is a vast area but only a few algorithms and theorems seem to have been verified formally. We are aware of a number of verifications of convex hull algorithms \[[@CR4], [@CR14], [@CR20]\] (and a similar algorithm for the intersection of zonotopes \[[@CR12]\]) and algorithms for triangulation \[[@CR3], [@CR7]\]. Geometric models based on maps and hypermaps \[[@CR6], [@CR22]\] are frequently used.

Work on theorem proving in geometry (see \[[@CR15]\] for an overview) is also related but considers fixed geometric constructions rather than algorithms.

Isabelle/HOL and Notation {#Sec3}
-------------------------

The notation ![](501052_1_En_20_Fige_HTML.gif){#d30e750} means that term ![](501052_1_En_20_Figf_HTML.gif){#d30e753} has type ![](501052_1_En_20_Figg_HTML.gif){#d30e756} . Basic types include ![](501052_1_En_20_Figh_HTML.gif){#d30e759} , ![](501052_1_En_20_Figi_HTML.gif){#d30e762} , ![](501052_1_En_20_Figj_HTML.gif){#d30e766} and ![](501052_1_En_20_Figk_HTML.gif){#d30e769} ; type variables are written ![](501052_1_En_20_Figl_HTML.gif){#d30e772} , ![](501052_1_En_20_Figm_HTML.gif){#d30e775} etc; the function space arrow is ![](501052_1_En_20_Fign_HTML.gif){#d30e778} . Functions ![](501052_1_En_20_Figo_HTML.gif){#d30e781} and ![](501052_1_En_20_Figp_HTML.gif){#d30e785} return the first and second component of a pair.

We suppress numeric conversion functions, e.g. ![](501052_1_En_20_Figq_HTML.gif){#d30e790} , except where that would result in ambiguities for the reader.

Most type constructors are written postfix, e.g. ![](501052_1_En_20_Figr_HTML.gif){#d30e795} and ![](501052_1_En_20_Figs_HTML.gif){#d30e798} . Sets follow standard mathematical notation. Lists are constructed from the empty list ![](501052_1_En_20_Figt_HTML.gif){#d30e801} via the infix cons-operator ![](501052_1_En_20_Figu_HTML.gif){#d30e804} . Functions ![](501052_1_En_20_Figv_HTML.gif){#d30e807} and ![](501052_1_En_20_Figw_HTML.gif){#d30e811} return head and tail, function ![](501052_1_En_20_Figx_HTML.gif){#d30e814} converts a list into a set.

Closest Pair Algorithm {#Sec4}
======================

In this section we provide a high-level overview of the *Closest Pair* algorithm and give the reader a first intuition without delving into implementation details, functional correctness or running time proofs.
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We then conquer the left and right subproblems by applying the algorithm recursively, obtaining $\documentclass[12pt]{minimal}
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Now we assume the third case and have reached the most interesting part of divide-and-conquer algorithms, the ![](501052_1_En_20_Figaa_HTML.gif){#d30e1255} step. It is not hard to see that both points of the closest pair must be within a $\documentclass[12pt]{minimal}
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In Sect. [4](#Sec8){ref-type="sec"} we prove that, for each $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$p \in set\ ps $$\end{document}$, it suffices to check only a constant number of closest point candidates. This fact allows for an implementation of the ![](501052_1_En_20_Figaf_HTML.gif){#d30e1461} step that runs in linear time and ultimately lets us achieve the familiar recurrence of $\documentclass[12pt]{minimal}
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We glossed over some implementation details to achieve this time complexity. In Sect. [3](#Sec5){ref-type="sec"} we refine the algorithm and in Sect. [4](#Sec8){ref-type="sec"} we prove the $\documentclass[12pt]{minimal}
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Implementation and Functional Correctness Proof {#Sec5}
===============================================

We present the implementation of the divide-and-conquer algorithm and the corresponding correctness proofs using a bottom-up approach, starting with the ![](501052_1_En_20_Figag_HTML.gif){#d30e1584} step. The basis for both implementation and proof is the version presented by Cormen *et al.* \[[@CR5]\]. But first we need to define the closest pair problem formally.

A point in the two-dimensional Euclidean plane is represented as a pair of (unbounded) integers[1](#Fn1){ref-type="fn"}. The library HOL-Analysis provides a generic distance function ![](501052_1_En_20_Figah_HTML.gif){#d30e1602} applicable to our point definition. The definition of this specific ![](501052_1_En_20_Figai_HTML.gif){#d30e1605} instance corresponds to the familiar Euclidean distance measure.

The closest pair problem can be stated formally as follows: A set of points *P* is $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta $$\end{document}$ is a lower bound for the distance of all distinct pairs of points of *P*. We can now state easily when two points ![](501052_1_En_20_Figak_HTML.gif){#d30e1643} and ![](501052_1_En_20_Figal_HTML.gif){#d30e1646} are a *closest pair* of *P*: ![](501052_1_En_20_Figam_HTML.gif){#d30e1655} , ![](501052_1_En_20_Figan_HTML.gif){#d30e1658} , ![](501052_1_En_20_Figao_HTML.gif){#d30e1662} and (most importantly) ![](501052_1_En_20_Figap_HTML.gif){#d30e1665} .

In the following we focus on outlining the proof of the sparsity property of our implementation, without going into the details. The additional set membership and distinctness properties of a closest pair can be proved relatively straightforwardly by adhering to a similar proof structure.

The Combine Step {#Sec6}
----------------

The essence of the ![](501052_1_En_20_Figaq_HTML.gif){#d30e1675} step deals with the following scenario: We are given an initial pair of points with a distance of $\documentclass[12pt]{minimal}
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                \begin{document}$$ ps $$\end{document}$, computing for each point its closest neighbor by calling the recursive function *find_closest* that considers only the points within the shaded square of Fig. [1](#Fig1){ref-type="fig"}, and updating the current pair of closest points if the newly found pair is closer together. We omit the implementation of the trivial base cases.

There are several noteworthy aspects of this implementation. The recursive search for the closest neighbor of a given point *p* of ![](501052_1_En_20_Figau_HTML.gif){#d30e1798} starts at the first point spatially above *p*, continues upwards and is stopped early at the first point whose vertical distance to *p* is equal to or exceeds the given $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$2\delta \times \delta '$$\end{document}$ rectangle with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\delta ' \le \delta $$\end{document}$. Lastly we intentionally do not minimize the number of distance computations. In Sect. [6](#Sec14){ref-type="sec"} we make this optimization for the final executable code.

The following lemma captures the desired sparsity property of our implementation of the ![](501052_1_En_20_Figav_HTML.gif){#d30e1932} step so far. It is proved by induction on the computation.

### Lemma 1 {#FPar1}

![](501052_1_En_20_Figaw_HTML.gif){#d30e1940}

where ![](501052_1_En_20_Figax_HTML.gif){#d30e1945} means that ![](501052_1_En_20_Figay_HTML.gif){#d30e1948} is sorted in ascending order by *y*-coordinate.

We wrap up the ![](501052_1_En_20_Figaz_HTML.gif){#d30e1956} step by limiting our search for the closest pair to only the points contained within the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$2\delta $$\end{document}$ wide vertical strip and choosing as argument for the initial pair of points of *find_closest_pair* the closest pair of the two recursive invocations of our divide-and-conquer algorithm with the smaller distance $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\delta $$\end{document}$.

Lemma [2](#FPar2){ref-type="sec"} shows that if there exists a pair ![](501052_1_En_20_Figbb_HTML.gif){#d30e1994} of distinct points with a distance ![](501052_1_En_20_Figbc_HTML.gif){#d30e1997} , then both its points are contained in the mentioned vertical strip, otherwise we have already found our closest pair ![](501052_1_En_20_Figbd_HTML.gif){#d30e2000} , and the pair returned by ![](501052_1_En_20_Figbe_HTML.gif){#d30e2003} is its initial argument.

### Lemma 2 {#FPar2}

![](501052_1_En_20_Figbf_HTML.gif){#d30e2011}

We then can prove, additionally using Lemma [1](#FPar1){ref-type="sec"}, that ![](501052_1_En_20_Figbg_HTML.gif){#d30e2019} computes indeed a pair of points ![](501052_1_En_20_Figbh_HTML.gif){#d30e2022} such that our given list of points ![](501052_1_En_20_Figbi_HTML.gif){#d30e2025} is ( ![](501052_1_En_20_Figbj_HTML.gif){#d30e2028} )-sparse.

### Lemma 3 {#FPar3}

![](501052_1_En_20_Figbk_HTML.gif){#d30e2036}

One can also show that ![](501052_1_En_20_Figbl_HTML.gif){#d30e2042} and ![](501052_1_En_20_Figbm_HTML.gif){#d30e2045} are in ![](501052_1_En_20_Figbn_HTML.gif){#d30e2048} and distinct (and thus a closest pair of ![](501052_1_En_20_Figbo_HTML.gif){#d30e2051} ), if ![](501052_1_En_20_Figbp_HTML.gif){#d30e2054} ( ![](501052_1_En_20_Figbq_HTML.gif){#d30e2058} ) and ![](501052_1_En_20_Figbr_HTML.gif){#d30e2061} ( ![](501052_1_En_20_Figbs_HTML.gif){#d30e2064} ) are in ![](501052_1_En_20_Figbt_HTML.gif){#d30e2067} ( ![](501052_1_En_20_Figbu_HTML.gif){#d30e2070} ) and distinct.

The Divide & Conquer Algorithm {#Sec7}
------------------------------

In Sect. [2](#Sec4){ref-type="sec"} we glossed over some implementation detail which is necessary to achieve to running time of $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {O}(n \log n)$$\end{document}$. In particular we need to partition the given list[2](#Fn2){ref-type="fn"} of points $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ ps $$\end{document}$ along a vertical line *l* into two lists of nearly equal length during the divide step and obtain a list $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ ys $$\end{document}$ of the same points, sorted in ascending order by *y*-coordinate, for the ![](501052_1_En_20_Figbv_HTML.gif){#d30e2138} step in *linear* time at each level of recursion.

Cormen *et al.* propose the following top-down approach: Their algorithm takes three arguments: the set of points ![](501052_1_En_20_Figbw_HTML.gif){#d30e2149} and lists ![](501052_1_En_20_Figbx_HTML.gif){#d30e2152} and ![](501052_1_En_20_Figby_HTML.gif){#d30e2155} which contain the same set of points ![](501052_1_En_20_Figbz_HTML.gif){#d30e2158} but are respectively sorted by ![](501052_1_En_20_Figca_HTML.gif){#d30e2162} and ![](501052_1_En_20_Figcb_HTML.gif){#d30e2165} -coordinate. The algorithm first splits ![](501052_1_En_20_Figcc_HTML.gif){#d30e2168} at ![](501052_1_En_20_Figcd_HTML.gif){#d30e2171} into two still sorted lists ![](501052_1_En_20_Figce_HTML.gif){#d30e2174} and ![](501052_1_En_20_Figcf_HTML.gif){#d30e2177} and chooses ![](501052_1_En_20_Figcg_HTML.gif){#d30e2181} as either the ![](501052_1_En_20_Figch_HTML.gif){#d30e2184} -coordinate of the last element of ![](501052_1_En_20_Figci_HTML.gif){#d30e2187} or the ![](501052_1_En_20_Figcj_HTML.gif){#d30e2190} -coordinate of the first element of ![](501052_1_En_20_Figck_HTML.gif){#d30e2193} . It then constructs the sets ![](501052_1_En_20_Figcl_HTML.gif){#d30e2196} and ![](501052_1_En_20_Figcm_HTML.gif){#d30e2200} respectively consisting of the points of ![](501052_1_En_20_Figcn_HTML.gif){#d30e2203} and ![](501052_1_En_20_Figco_HTML.gif){#d30e2206} . For the recursive invocations it needs to obtain in addition lists ![](501052_1_En_20_Figcp_HTML.gif){#d30e2209} and ![](501052_1_En_20_Figcq_HTML.gif){#d30e2212} that are still sorted by ![](501052_1_En_20_Figcr_HTML.gif){#d30e2215} -coordinate and again respectively refer to the same points as ![](501052_1_En_20_Figcs_HTML.gif){#d30e2219} and ![](501052_1_En_20_Figct_HTML.gif){#d30e2222} . It achieves this by iterating once through ![](501052_1_En_20_Figcu_HTML.gif){#d30e2225} and checking for each point if it is contained in ![](501052_1_En_20_Figcv_HTML.gif){#d30e2228} or not, constructing ![](501052_1_En_20_Figcw_HTML.gif){#d30e2231} and ![](501052_1_En_20_Figcx_HTML.gif){#d30e2234} along the way.

But this approach requires an implementation of sets. In fact, if we want to achieve the overall worst case running time of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {O}(n \log n)$$\end{document}$ it requires an implementation of sets with linear time construction and constant time membership test, which is nontrivial, in particular in a functional setting. To avoid sets many publications and implementations either assume all points have unique ![](501052_1_En_20_Figcy_HTML.gif){#d30e2260} -coordinates or preprocess the points by applying for example a rotation such that the input fulfills this condition. For distinct ![](501052_1_En_20_Figcz_HTML.gif){#d30e2263} -coordinates one can then compute ![](501052_1_En_20_Figda_HTML.gif){#d30e2266} and ![](501052_1_En_20_Figdb_HTML.gif){#d30e2269} by simply filtering ![](501052_1_En_20_Figdc_HTML.gif){#d30e2273} depending on the ![](501052_1_En_20_Figdd_HTML.gif){#d30e2276} -coordinate of the points relative to ![](501052_1_En_20_Figde_HTML.gif){#d30e2279} and eliminate the usage of sets entirely.

But there exists a third option which we have found only in Cormen *et al.* where it is merely hinted at in an exercise left to the reader. The approach is the following. Looking at the overall structure of the closest pair algorithm we recognize that it closely resembles the structure of a standard mergesort implementation and that we only need ![](501052_1_En_20_Figdf_HTML.gif){#d30e2287} for the ![](501052_1_En_20_Figdg_HTML.gif){#d30e2290} step *after* the two recursive invocations of the algorithm. Thus we can obtain ![](501052_1_En_20_Figdh_HTML.gif){#d30e2296} by merging 'along the way' using a bottom-up approach. This is the actual code:

Function ![](501052_1_En_20_Figdk_HTML.gif){#d30e2310} expects a list of points ![](501052_1_En_20_Figdl_HTML.gif){#d30e2313} sorted by ![](501052_1_En_20_Figdm_HTML.gif){#d30e2316} -coordinate. The construction of ![](501052_1_En_20_Figdn_HTML.gif){#d30e2319} , ![](501052_1_En_20_Figdo_HTML.gif){#d30e2322} and ![](501052_1_En_20_Figdp_HTML.gif){#d30e2326} is analogous to Cormen *et al*. In the base case we then sort ![](501052_1_En_20_Figdq_HTML.gif){#d30e2332} by ![](501052_1_En_20_Figdr_HTML.gif){#d30e2335} -coordinate and compute the closest pair using the brute-force approach ( ![](501052_1_En_20_Figds_HTML.gif){#d30e2338} ). The recursive call of the algorithm on ![](501052_1_En_20_Figdt_HTML.gif){#d30e2341} returns in addition to the closest pair of ![](501052_1_En_20_Figdu_HTML.gif){#d30e2345} the list ![](501052_1_En_20_Figdv_HTML.gif){#d30e2348} , containing all points of ![](501052_1_En_20_Figdw_HTML.gif){#d30e2351} but now sorted by ![](501052_1_En_20_Figdx_HTML.gif){#d30e2354} -coordinate. Analogously for ![](501052_1_En_20_Figdy_HTML.gif){#d30e2357} and ![](501052_1_En_20_Figdz_HTML.gif){#d30e2360} . Furthermore, we reuse function ![](501052_1_En_20_Figea_HTML.gif){#d30e2364} from our ![](501052_1_En_20_Figeb_HTML.gif){#d30e2367} implementation, which we utilize to presort the points by ![](501052_1_En_20_Figec_HTML.gif){#d30e2370} -coordinate, to obtain ![](501052_1_En_20_Figed_HTML.gif){#d30e2373} from ![](501052_1_En_20_Figee_HTML.gif){#d30e2376} and ![](501052_1_En_20_Figef_HTML.gif){#d30e2379} in linear time at each level of recursion.

Splitting of ![](501052_1_En_20_Figeg_HTML.gif){#d30e2384} is performed by the function ![](501052_1_En_20_Figeh_HTML.gif){#d30e2387} via a simple linear pass over ![](501052_1_En_20_Figei_HTML.gif){#d30e2390} . Our implementation of ![](501052_1_En_20_Figej_HTML.gif){#d30e2393} sorts a list of points depending on a given projection function, ![](501052_1_En_20_Figek_HTML.gif){#d30e2396} for 'by ![](501052_1_En_20_Figel_HTML.gif){#d30e2400} -coordinate' and ![](501052_1_En_20_Figem_HTML.gif){#d30e2403} for 'by ![](501052_1_En_20_Figen_HTML.gif){#d30e2406} -coordinate'.

Using Lemma [3](#FPar3){ref-type="sec"}, the functional correctness proofs of our mergesort implementation and several auxiliary lemmas proving that *closest_pair_rec* also sorts the points by *y*-coordinate, we arrive at the correctness proof of the desired sparsity property of the algorithm.

### Theorem 1 {#FPar4}

![](501052_1_En_20_Figeo_HTML.gif){#d30e2425}

Corollary [1](#FPar5){ref-type="sec"} together with Theorems [2](#FPar6){ref-type="sec"} and [3](#FPar7){ref-type="sec"} then show that the pair ![](501052_1_En_20_Figep_HTML.gif){#d30e2439} is indeed a closest pair of ![](501052_1_En_20_Figeq_HTML.gif){#d30e2442} .

### Corollary 1 {#FPar5}

![](501052_1_En_20_Figer_HTML.gif){#d30e2450}

### Theorem 2 {#FPar6}

![](501052_1_En_20_Figes_HTML.gif){#d30e2459}

### Theorem 3 {#FPar7}

![](501052_1_En_20_Figet_HTML.gif){#d30e2467}

Time Complexity Proof {#Sec8}
=====================

To formally verify the running time we follow the approach in \[[@CR16]\]. For each function ![](501052_1_En_20_Figeu_HTML.gif){#d30e2478} we define a function ![](501052_1_En_20_Figev_HTML.gif){#d30e2481} that takes the same arguments as ![](501052_1_En_20_Figew_HTML.gif){#d30e2484} but computes the number of function calls the computation of ![](501052_1_En_20_Figex_HTML.gif){#d30e2487} needs, the 'time'. Function ![](501052_1_En_20_Figey_HTML.gif){#d30e2491} follows the same recursion structure as ![](501052_1_En_20_Figez_HTML.gif){#d30e2494} and can be seen as an abstract interpretation of ![](501052_1_En_20_Figfa_HTML.gif){#d30e2497} . To ensure the absence of errors we derive ![](501052_1_En_20_Figfb_HTML.gif){#d30e2500} and ![](501052_1_En_20_Figfc_HTML.gif){#d30e2503} from a monadic function that computes both the value and the time but for simplicity of presentation we present only ![](501052_1_En_20_Figfd_HTML.gif){#d30e2506} and ![](501052_1_En_20_Figfe_HTML.gif){#d30e2510} . We also simplify matters a bit: we count only expensive operations where the running time increases with the size of the input; in particular we assume constant time arithmetic and ignore small additive constants. Due to reasons of space we only show one example of such a 'timing' function, ![](501052_1_En_20_Figff_HTML.gif){#d30e2513} , which is crucial to our time complexity proof. We set the time to execute ![](501052_1_En_20_Figfh_HTML.gif){#d30e2520} computations to ![](501052_1_En_20_Figfi_HTML.gif){#d30e2523} since it is a combination of cheap operations. For the base cases of recursive functions we fix the computation time to be equivalent to the size of the input. This choice of constants is arbitrary and has no impact on the overall running time analysis but leads in general to 'cleaner' arithmetic bounds.

Time Analysis of the Combine Step {#Sec9}
---------------------------------

In Sect. [2](#Sec4){ref-type="sec"} we claimed that the running time of the algorithm is captured by the recurrence ![](501052_1_En_20_Figfj_HTML.gif){#d30e2534} , where ![](501052_1_En_20_Figfk_HTML.gif){#d30e2537} is the length of the given list of points. This claim implies an at most linear overhead at each level of recursion. Splitting of the list ![](501052_1_En_20_Figfl_HTML.gif){#d30e2540} , merging ![](501052_1_En_20_Figfm_HTML.gif){#d30e2543} and ![](501052_1_En_20_Figfn_HTML.gif){#d30e2547} and the filtering operation of the ![](501052_1_En_20_Figfo_HTML.gif){#d30e2550} step run in linear time. But it is non-trivial that the function ![](501052_1_En_20_Figfp_HTML.gif){#d30e2553} , central to the ![](501052_1_En_20_Figfq_HTML.gif){#d30e2556} step, also exhibits a linear time complexity. It is applied to an argument list of, in the worst case, length ![](501052_1_En_20_Figfr_HTML.gif){#d30e2559} , iterates once through the list and calls ![](501052_1_En_20_Figfs_HTML.gif){#d30e2562} for each element. Consequently our proof obligation is the constant running time of ![](501052_1_En_20_Figft_HTML.gif){#d30e2566} or, considering our timing function, that there exists some constant ![](501052_1_En_20_Figfu_HTML.gif){#d30e2569} such that ![](501052_1_En_20_Figfv_HTML.gif){#d30e2572} holds in the context of the ![](501052_1_En_20_Figfw_HTML.gif){#d30e2575} step.

Looking at the definition of ![](501052_1_En_20_Figfx_HTML.gif){#d30e2580} we see that the function terminates as soon as it encounters the first point within the given list ![](501052_1_En_20_Figfy_HTML.gif){#d30e2583} that does not fulfill the predicate ( ![](501052_1_En_20_Figfz_HTML.gif){#d30e2586} ), the point ![](501052_1_En_20_Figga_HTML.gif){#d30e2589} being an argument to ![](501052_1_En_20_Figgb_HTML.gif){#d30e2592} , or if ![](501052_1_En_20_Figgc_HTML.gif){#d30e2596} is a list of length ![](501052_1_En_20_Figgd_HTML.gif){#d30e2599} . The corresponding timing function ![](501052_1_En_20_Figge_HTML.gif){#d30e2602} computes the number of recursive function calls, which is, in this case, synonymous with the number of examined points. For our time complexity proof it suffices to show the following bound on the result of ![](501052_1_En_20_Figgf_HTML.gif){#d30e2605} . The proof is by induction on the computation of ![](501052_1_En_20_Figgg_HTML.gif){#d30e2608} . The function ![](501052_1_En_20_Figgh_HTML.gif){#d30e2611} is an abbreviation for ![](501052_1_En_20_Figgi_HTML.gif){#d30e2615} .

### Lemma 4 {#FPar8}

![](501052_1_En_20_Figgj_HTML.gif){#d30e2623}

Therefore we need to prove that the term ![](501052_1_En_20_Figgk_HTML.gif){#d30e2628} does not depend on the length of ![](501052_1_En_20_Figgl_HTML.gif){#d30e2631} . Looking back at Fig. [1](#Fig1){ref-type="fig"}, the square point representing ![](501052_1_En_20_Figgm_HTML.gif){#d30e2637} , we can assume that the list ![](501052_1_En_20_Figgn_HTML.gif){#d30e2640} is distinct and sorted in ascending order by ![](501052_1_En_20_Figgo_HTML.gif){#d30e2644} -coordinate. From the precomputing effort of the ![](501052_1_En_20_Figgp_HTML.gif){#d30e2647} step we know that its points are contained within the ![](501052_1_En_20_Figgq_HTML.gif){#d30e2650} wide vertical strip centered around ![](501052_1_En_20_Figgr_HTML.gif){#d30e2653} and can be split into two sets ![](501052_1_En_20_Figgs_HTML.gif){#d30e2656} ( ![](501052_1_En_20_Figgt_HTML.gif){#d30e2659} ) consisting of all points which lie to the left (right) of or on the line ![](501052_1_En_20_Figgu_HTML.gif){#d30e2663} . Due to the two recursive invocations of the algorithm during the conquer step we can additionally assume that both ![](501052_1_En_20_Figgv_HTML.gif){#d30e2666} and ![](501052_1_En_20_Figgw_HTML.gif){#d30e2669} are ![](501052_1_En_20_Figgx_HTML.gif){#d30e2672} -sparse, suggesting the following lemma which implies ![](501052_1_En_20_Figgy_HTML.gif){#d30e2675} and thus the constant running time of ![](501052_1_En_20_Figgz_HTML.gif){#d30e2678} .

### Lemma 5 {#FPar9}

![](501052_1_En_20_Figha_HTML.gif){#d30e2686}

### Proof {#FPar10}

The library HOL-Analysis defines some basic geometric building blocks needed for the proof. A *closed box* describes points contained within rectangular shapes in Euclidean space. For our purposes the planar definition is sufficient.

The box is 'closed' since it includes points located on the border of the box. We then introduce some useful abbreviations:The rectangle ![](501052_1_En_20_Fighc_HTML.gif){#d30e2707} is the upper half of the shaded square of Fig. [1](#Fig1){ref-type="fig"}:![](501052_1_En_20_Fighd_HTML.gif){#d30e2715}The set ![](501052_1_En_20_Fighe_HTML.gif){#d30e2721} consists of all points of ![](501052_1_En_20_Fighf_HTML.gif){#d30e2724} that are encompassed by ![](501052_1_En_20_Fighg_HTML.gif){#d30e2727} :![](501052_1_En_20_Fighh_HTML.gif){#d30e2732}The squares ![](501052_1_En_20_Fighi_HTML.gif){#d30e2738} and ![](501052_1_En_20_Fighj_HTML.gif){#d30e2741} denote the left and right halves of ![](501052_1_En_20_Fighk_HTML.gif){#d30e2744} :![](501052_1_En_20_Fighl_HTML.gif){#d30e2749}![](501052_1_En_20_Fighm_HTML.gif){#d30e2754}The set ![](501052_1_En_20_Fighn_HTML.gif){#d30e2760} holds all points of ![](501052_1_En_20_Figho_HTML.gif){#d30e2763} that are contained within the square ![](501052_1_En_20_Fighp_HTML.gif){#d30e2766} . The definition of ![](501052_1_En_20_Fighq_HTML.gif){#d30e2769} is analogous:![](501052_1_En_20_Fighr_HTML.gif){#d30e2774}

Let additionally ![](501052_1_En_20_Fighs_HTML.gif){#d30e2780} abbreviate the term ![](501052_1_En_20_Fight_HTML.gif){#d30e2783} . First we prove ![](501052_1_En_20_Fighu_HTML.gif){#d30e2786} : Let ![](501052_1_En_20_Fighv_HTML.gif){#d30e2789} denote an arbitrary point of ![](501052_1_En_20_Fighw_HTML.gif){#d30e2792} . We know ![](501052_1_En_20_Fighx_HTML.gif){#d30e2796} because the list ![](501052_1_En_20_Fighy_HTML.gif){#d30e2799} and therefore ![](501052_1_En_20_Fighz_HTML.gif){#d30e2802} is sorted in ascending order by ![](501052_1_En_20_Figia_HTML.gif){#d30e2805} -coordinate and ![](501052_1_En_20_Figib_HTML.gif){#d30e2808} due to the filter predicate ( ![](501052_1_En_20_Figic_HTML.gif){#d30e2811} ). Using the additional facts ![](501052_1_En_20_Figid_HTML.gif){#d30e2815} (derived from our assumption that all points of ![](501052_1_En_20_Figie_HTML.gif){#d30e2818} are contained within the ![](501052_1_En_20_Figif_HTML.gif){#d30e2821} strip) and the definitions of ![](501052_1_En_20_Figig_HTML.gif){#d30e2824} , ![](501052_1_En_20_Figih_HTML.gif){#d30e2827} and ![](501052_1_En_20_Figii_HTML.gif){#d30e2830} we know ![](501052_1_En_20_Figij_HTML.gif){#d30e2834} and thus ![](501052_1_En_20_Figik_HTML.gif){#d30e2837} . Since the list ![](501052_1_En_20_Figil_HTML.gif){#d30e2840} maintains the distinctness property of ![](501052_1_En_20_Figim_HTML.gif){#d30e2843} we additionally have ![](501052_1_En_20_Figin_HTML.gif){#d30e2846} . Our intermediate goal immediately follows because ![](501052_1_En_20_Figio_HTML.gif){#d30e2849} holds for the finite set ![](501052_1_En_20_Figip_HTML.gif){#d30e2853} .

But how many points can there be in ![](501052_1_En_20_Figiq_HTML.gif){#d30e2858} ? Lets first try to determine an upper bound for the number of points of ![](501052_1_En_20_Figir_HTML.gif){#d30e2861} . All its points are contained within the square ![](501052_1_En_20_Figis_HTML.gif){#d30e2864} whose side length is ![](501052_1_En_20_Figit_HTML.gif){#d30e2867} . Moreover, since ![](501052_1_En_20_Figiu_HTML.gif){#d30e2870} is ![](501052_1_En_20_Figiv_HTML.gif){#d30e2874} -sparse and ![](501052_1_En_20_Figiw_HTML.gif){#d30e2877} , ![](501052_1_En_20_Figix_HTML.gif){#d30e2880} is also ![](501052_1_En_20_Figiy_HTML.gif){#d30e2883} -sparse, or the distance between each distinct pair of points of ![](501052_1_En_20_Figiz_HTML.gif){#d30e2886} is at least ![](501052_1_En_20_Figja_HTML.gif){#d30e2889} . Therefore the cardinality of ![](501052_1_En_20_Figjb_HTML.gif){#d30e2893} is bounded by the number of points we can maximally fit into ![](501052_1_En_20_Figjc_HTML.gif){#d30e2896} , maintaining a pairwise minimum distance of ![](501052_1_En_20_Figjd_HTML.gif){#d30e2899} . As the left-hand side of Fig. [2](#Fig2){ref-type="fig"} depicts, we can arrange at most four points adhering to these restrictions, and consequently have ![](501052_1_En_20_Figje_HTML.gif){#d30e2905} . An analogous argument holds for the number of points of ![](501052_1_En_20_Figjf_HTML.gif){#d30e2908} . Furthermore we know ![](501052_1_En_20_Figjg_HTML.gif){#d30e2912} due to our assumption ![](501052_1_En_20_Figjh_HTML.gif){#d30e2915} and the fact ![](501052_1_En_20_Figji_HTML.gif){#d30e2918} and can conclude ![](501052_1_En_20_Figjj_HTML.gif){#d30e2921} . Our original statement then follows from ![](501052_1_En_20_Figjk_HTML.gif){#d30e2924} .    $\documentclass[12pt]{minimal}
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Fig. 2.Core argument.

Note that the intermediate proof for the bound on ![](501052_1_En_20_Figjl_HTML.gif){#d30e2950} relies on basic human geometric intuition. Indeed Cormen *et al.* \[[@CR5]\] and most of the proofs in the literature do. But for a formal proof we have to be rigorous. First we show two auxiliary lemmas: The maximum distance between two points in a square ![](501052_1_En_20_Figjm_HTML.gif){#d30e2959} with side length ![](501052_1_En_20_Figjn_HTML.gif){#d30e2962} is less than or equal to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sqrt{2}\delta $$\end{document}$.

### Lemma 6 {#FPar11}

![](501052_1_En_20_Figjo_HTML.gif){#d30e2985}

The proof is straightforward. Both points are contained within the square ![](501052_1_En_20_Figjp_HTML.gif){#d30e2990} , the difference between their ![](501052_1_En_20_Figjq_HTML.gif){#d30e2993} and ![](501052_1_En_20_Figjr_HTML.gif){#d30e2996} coordinates is hence bounded by ![](501052_1_En_20_Figjs_HTML.gif){#d30e2999} and we finish the proof using the definition of the Euclidean distance. Below we employ the following variation of the *pigeonhole* principle:

### Lemma 7 {#FPar12}

![](501052_1_En_20_Figjt_HTML.gif){#d30e3011}

Finally we replace human intuition with formal proof:

### Lemma 8 {#FPar13}

![](501052_1_En_20_Figju_HTML.gif){#d30e3021}

### Proof {#FPar14}

Let ![](501052_1_En_20_Figjv_HTML.gif){#d30e3029} denote the square with a side length of ![](501052_1_En_20_Figjw_HTML.gif){#d30e3032} and suppose, for the sake of contradiction, that ![](501052_1_En_20_Figjx_HTML.gif){#d30e3035} . Then ![](501052_1_En_20_Figjy_HTML.gif){#d30e3038} can be split into the four congruent squares ![](501052_1_En_20_Figjz_HTML.gif){#d30e3041} along the common point ![](501052_1_En_20_Figka_HTML.gif){#d30e3045} as depicted by the right-hand side of Fig. [2](#Fig2){ref-type="fig"}. Since all points of ![](501052_1_En_20_Figkb_HTML.gif){#d30e3051} are contained within ![](501052_1_En_20_Figkc_HTML.gif){#d30e3054} and ![](501052_1_En_20_Figkd_HTML.gif){#d30e3057} we have ![](501052_1_En_20_Figke_HTML.gif){#d30e3060} . Using Lemma [7](#FPar12){ref-type="sec"} and our assumption ![](501052_1_En_20_Figkf_HTML.gif){#d30e3067} we know there exists a square ![](501052_1_En_20_Figkg_HTML.gif){#d30e3070} and a pair of distinct points ![](501052_1_En_20_Figkh_HTML.gif){#d30e3073} and ![](501052_1_En_20_Figki_HTML.gif){#d30e3076} . Lemma [6](#FPar11){ref-type="sec"} and the fact that all four sub-squares have the same side length ![](501052_1_En_20_Figkj_HTML.gif){#d30e3083} shows that the distance between ![](501052_1_En_20_Figkk_HTML.gif){#d30e3086} and ![](501052_1_En_20_Figkl_HTML.gif){#d30e3089} must be less than or equal to ![](501052_1_En_20_Figkm_HTML.gif){#d30e3092} and hence strictly less than ![](501052_1_En_20_Figkn_HTML.gif){#d30e3095} . But we also know that ![](501052_1_En_20_Figko_HTML.gif){#d30e3098} is a lower bound for this distance because ![](501052_1_En_20_Figkp_HTML.gif){#d30e3102} , ![](501052_1_En_20_Figkq_HTML.gif){#d30e3105} , ![](501052_1_En_20_Figkr_HTML.gif){#d30e3108} and our premise that ![](501052_1_En_20_Figks_HTML.gif){#d30e3111} is ![](501052_1_En_20_Figkt_HTML.gif){#d30e3114} -sparse, a contradiction.   $\documentclass[12pt]{minimal}
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Time Analysis of the Divide & Conquer Algorithm {#Sec10}
-----------------------------------------------

In summary, the time to evaluate ![](501052_1_En_20_Figku_HTML.gif){#d30e3131} is constant in the context of the ![](501052_1_En_20_Figkv_HTML.gif){#d30e3134} step and thus evaluating ![](501052_1_En_20_Figkw_HTML.gif){#d30e3137} as well as ![](501052_1_En_20_Figkx_HTML.gif){#d30e3140} takes time linear in ![](501052_1_En_20_Figky_HTML.gif){#d30e3143} .

Next we turn our attention to the timing of ![](501052_1_En_20_Figkz_HTML.gif){#d30e3148} and derive (but do not show) the corresponding function ![](501052_1_En_20_Figla_HTML.gif){#d30e3151} . At this point we could prove a concrete bound on ![](501052_1_En_20_Figlb_HTML.gif){#d30e3154} . But since we are dealing with a divide-and-conquer algorithm we should, in theory, be able to determine its running time using the 'master theorem' \[[@CR5]\]. This is, in practice, also possible in Isabelle/HOL. Eberl \[[@CR8]\] has formalized the Akra-Bazzi theorem \[[@CR1]\], a generalization of the master theorem. Using this formalization we can derive the running time of our divide-and-conquer algorithm without a direct proof for ![](501052_1_En_20_Figlc_HTML.gif){#d30e3167} . First we capture the essence of ![](501052_1_En_20_Figld_HTML.gif){#d30e3170} as a recurrence on natural numbers representing the length of the list argument of ![](501052_1_En_20_Figle_HTML.gif){#d30e3173} :

The time complexity of this recurrence is proved completely automatically:

### Lemma 9 {#FPar15}

![](501052_1_En_20_Figlg_HTML.gif){#d30e3187}

Next we need to connect this bound with our timing function. Lemma [10](#FPar16){ref-type="sec"} below expresses a procedure for deriving complexity properties of the form

where ![](501052_1_En_20_Figli_HTML.gif){#d30e3201} is a timing function on the data domain, in our case lists. The function ![](501052_1_En_20_Figlj_HTML.gif){#d30e3204} is a measure on that data domain, ![](501052_1_En_20_Figlk_HTML.gif){#d30e3207} is a recurrence or any other function of type ![](501052_1_En_20_Figll_HTML.gif){#d30e3210} and ![](501052_1_En_20_Figlm_HTML.gif){#d30e3213} is the set of valid inputs. The term ' ![](501052_1_En_20_Figln_HTML.gif){#d30e3217} ' should be read as 'if the measured size of valid inputs is sufficiently large' and utilizes Eberls formalization of Landau Notation \[[@CR9]\] and the "filter" machinery of asymptotics in Isabelle/HOL \[[@CR11]\]. For readability we omit stating the filter and ![](501052_1_En_20_Figlo_HTML.gif){#d30e3226} explicitly in the following and just state the conditions required of the input ![](501052_1_En_20_Figlp_HTML.gif){#d30e3229} . The measure ![](501052_1_En_20_Figlq_HTML.gif){#d30e3232} always corresponds to the ![](501052_1_En_20_Figlr_HTML.gif){#d30e3236} function.

### Lemma 10 {#FPar16}

![](501052_1_En_20_Figls_HTML.gif){#d30e3244}

### Lemma 11 {#FPar17}

![](501052_1_En_20_Figlt_HTML.gif){#d30e3252}

Using Lemmas [9](#FPar15){ref-type="sec"}, [10](#FPar16){ref-type="sec"} and [11](#FPar17){ref-type="sec"} we arrive at Theorem [4](#FPar18){ref-type="sec"}, expressing our main claim: the running time of the divide-and-conquer algorithm.

### Theorem 4 {#FPar18}

![](501052_1_En_20_Figlu_HTML.gif){#d30e3274}

Since the function ![](501052_1_En_20_Figlv_HTML.gif){#d30e3280} only presorts the given list of points using our mergesort implementation and then calls ![](501052_1_En_20_Figlw_HTML.gif){#d30e3283} we obtain Corollary [2](#FPar19){ref-type="sec"} and finish the time complexity proof.

### Corollary 2 {#FPar19}

For ![](501052_1_En_20_Figlx_HTML.gif){#d30e3294} inputs: ![](501052_1_En_20_Figly_HTML.gif){#d30e3297}

Alternative Implementations {#Sec11}
===========================

In the literature there exist various other algorithmic approaches to solve the closest pair problem. Most of them are closely related to our implementation of Sect. [3](#Sec5){ref-type="sec"}, deviating primarily in two aspects: the exact implementation of the ![](501052_1_En_20_Figlz_HTML.gif){#d30e3308} step and the approach to sorting the points by ![](501052_1_En_20_Figma_HTML.gif){#d30e3311} -coordinate we already discussed in Subsect. [3.2](#Sec7){ref-type="sec"}. We present a short overview, concentrating on the ![](501052_1_En_20_Figmb_HTML.gif){#d30e3317} step and the second implementation we verified.

A Second Verified Implementation {#Sec12}
--------------------------------

Although the algorithm described by Cormen *et al.* is the basis for our implementation of Sect. [3](#Sec5){ref-type="sec"}, we took the liberty to optimize it. During execution of ![](501052_1_En_20_Figmc_HTML.gif){#d30e3331} our algorithm searches for the closest neighbor of ![](501052_1_En_20_Figmd_HTML.gif){#d30e3334} within the rectangle ![](501052_1_En_20_Figme_HTML.gif){#d30e3337} , the upper half of the shaded square ![](501052_1_En_20_Figmf_HTML.gif){#d30e3341} of Fig. [1](#Fig1){ref-type="fig"}, and terminates the search if it examines points on or beyond the upper border of ![](501052_1_En_20_Figmg_HTML.gif){#d30e3347} . Cormen *et al.* originally follow a slightly different approach. They search for a closest neighbor of ![](501052_1_En_20_Figmh_HTML.gif){#d30e3353} by examining a constant number of points of ![](501052_1_En_20_Figmi_HTML.gif){#d30e3356} , the first ![](501052_1_En_20_Figmj_HTML.gif){#d30e3360} to be exact. This is valid because there are at most ![](501052_1_En_20_Figmk_HTML.gif){#d30e3363} points within ![](501052_1_En_20_Figml_HTML.gif){#d30e3366} , not counting ![](501052_1_En_20_Figmm_HTML.gif){#d30e3369} , and the ![](501052_1_En_20_Figmn_HTML.gif){#d30e3372} th point of ![](501052_1_En_20_Figmo_HTML.gif){#d30e3375} would again lie on or beyond the upper border of ![](501052_1_En_20_Figmp_HTML.gif){#d30e3379} . This slightly easier implementation comes at the cost of being less efficient in practice. Cormen *et al.* are always assuming the worst case by checking all ![](501052_1_En_20_Figmq_HTML.gif){#d30e3385} points following ![](501052_1_En_20_Figmr_HTML.gif){#d30e3388} . But it is unlikely that the algorithm needs to examine even close to ![](501052_1_En_20_Figms_HTML.gif){#d30e3391} points, except for specifically constructed inputs. They furthermore state that the bound of ![](501052_1_En_20_Figmt_HTML.gif){#d30e3394} is an over-approximation and dare the reader to lower it to ![](501052_1_En_20_Figmu_HTML.gif){#d30e3398} as an exercise. We refrain from doing so since a bound of ![](501052_1_En_20_Figmv_HTML.gif){#d30e3401} suffices for the time complexity proof of our, inherently faster, implementation. At this point we should also mention that the specific optimization of Sect. [3](#Sec5){ref-type="sec"} is not our idea but rather an algorithmic detail which is unfortunately rarely mentioned in the literature.

Nonetheless we can adapt the implementation of Sect. [3](#Sec5){ref-type="sec"} and the proofs of Sect. [4](#Sec8){ref-type="sec"} to verify the original implementation of Cormen *et al.* as follows: We replace each call of ![](501052_1_En_20_Figmw_HTML.gif){#d30e3418} by a call to ![](501052_1_En_20_Figmx_HTML.gif){#d30e3421} where ![](501052_1_En_20_Figmy_HTML.gif){#d30e3425} iterates in brute-force fashion through its argument list to find the closest neighbor of ![](501052_1_En_20_Figmz_HTML.gif){#d30e3428} . To verify this implementation we then reuse most of the elementary lemmas and proof structure of Sects. [3](#Sec5){ref-type="sec"} and [4](#Sec8){ref-type="sec"}, only a slightly adapted version of Lemma [5](#FPar9){ref-type="sec"} is necessary. Note that this lemma was previously *solely* required for the time complexity proof of the algorithm. Now it is already necessary during the functional correctness proof since we need to argue that examining only a constant number of points of ![](501052_1_En_20_Figna_HTML.gif){#d30e3444} is sufficient. The time analysis is overall greatly simplified: A call of the form ![](501052_1_En_20_Fignb_HTML.gif){#d30e3447} runs in constant time and we again are able to reuse the remaining time analysis proof structure of Sect. [4](#Sec8){ref-type="sec"}. For the exact differences between both formalizations we encourage the reader the consult our entry in the Archive of Formal Proofs \[[@CR23]\].

Related Work {#Sec13}
------------

Over the years a considerable amount of effort has been made to further optimize the ![](501052_1_En_20_Fignc_HTML.gif){#d30e3461} step. Central to these improvements is the 'complexity of computing distances', abbreviated CCP in the following, a term introduced by Zhou *et al.* \[[@CR26]\] which measures the number of Euclidean distances computed by a closest pair algorithm. The core idea being, since computing the Euclidean distance is more expensive than other primitive operations, it might be possible to improve overall algorithmic running time by reducing this complexity measure. In the same paper they introduce an optimized version of the closest pair algorithm with a CCP of $\documentclass[12pt]{minimal}
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Executable Code {#Sec14}
===============

Before we explore how our algorithm stacks up against Basic-2 (which is surprisingly the fastest of the CCP minimizing algorithms according to Jiang and Gillespie) we have to make some final adjustments to generate executable code from our formalization.

In Sect. [3](#Sec5){ref-type="sec"} we fixed the data representation of a point to be a pair of mathematical ints rather than mathematical reals. During code export Isabelle then maps, correctly and automatically, its abstract data type ![](501052_1_En_20_Fignd_HTML.gif){#d30e3614} to a suitable concrete implementation of (arbitrary-sized) integers; for our target language OCaml using the library 'zarith'. For the data type ![](501052_1_En_20_Figne_HTML.gif){#d30e3617} this is not possible since we cannot implement mathematical reals. We would instead have to resort to an approximation (e.g. floats) losing all proved guarantees in the process. But currently our algorithm still uses the standard Euclidean distance and hence mathematical reals due to the ![](501052_1_En_20_Fignf_HTML.gif){#d30e3620} function. For the executable code we have to replace this distance measure by the squared Euclidean distance. To prove that we preserve the correctness of our implementation several small variations of the following lemma suffice: We apply two further code transformations. To minimize the number of distance computations we introduce auxiliary variables which capture and then replace repeated computations. For all of the shown functions that return a point or a pair of points this entails returning the corresponding computed distance as well. Furthermore we replace recursive auxiliary functions such as ![](501052_1_En_20_Fignh_HTML.gif){#d30e3628} by corresponding tail-recursive implementations to allow the OCaml compiler to optimize the generated code and prevent stackoverflows. To make sure these transformations are correct we prove lemmas expressing the equivalence of old and new implementations for each function. Isabelles code export machinery can then apply these transformations automatically.

Now it is time to evaluate the performance of our verified code. Figure [3](#Fig3){ref-type="fig"} depicts the running time ratios of several implementations of the algorithm of Sect. [3](#Sec5){ref-type="sec"} (called Basic- ![](501052_1_En_20_Figni_HTML.gif){#d30e3639} ) and Basic-7 (the original approach of Cormen *et al.*) over Basic-2. Basis- ![](501052_1_En_20_Fignj_HTML.gif){#d30e3645} is tested in three variations: the exported (purely functional) Isabelle code and equivalent handwritten functional and imperative implementations to gauge the overhead of the machine generated code. All algorithms are implemented in OCaml, use our bottom-up approach to sorting (imperative implementations sort in place) of Subsect. [3.2](#Sec7){ref-type="sec"} and for each input of uniformly distributed points 50 independent executions were performed. Remarkably the exported code is only about 2.28[4](#Fn4){ref-type="fn"} times slower than Basic-2 and furthermore most of the difference is caused by the inefficiencies inherent to machine generated code since its equivalent functional implementation is only 11% slower than Basic-2. Basic-7 is 2.26 times slower than the imperative Basic- ![](501052_1_En_20_Fignk_HTML.gif){#d30e3656} which demonstrates the huge impact the small optimization of Subsect. [5.1](#Sec12){ref-type="sec"} can have in practice.Fig. 3.Benchmarks.

Conclusion {#Sec15}
==========

We have presented the first verification (both functional correctness and running time) of two related closest pair of points algorithms in the plane, without assuming the ![](501052_1_En_20_Fignl_HTML.gif){#d30e3677} coordinates of all points to be distinct. The executable code generated from the formalization is competitive with existing reference implementations. A challenging and rewarding next step would be to formalize and verify a closest pair of points algorithm in arbitrary dimensions. This case is treated rather sketchily in the literature.

We choose integers over reals because be we cannot implement mathematical reals. See Sect. [6](#Sec14){ref-type="sec"}. Alternatively we could have chosen rationals.

Our implementation deals with concrete lists in contrast to the abstract sets used in Sect. [2](#Sec4){ref-type="sec"}.

Pereira and Lobo \[[@CR19]\] later independently developed the same algorithm and additionally present extensive functional correctness proofs for all Minkowski distances.

We measure differences between running times as the average over all data points weighted by the size of the input.
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