Hausdorff distance is a deformation tolerant measure between two sets of points. The main advantage of this measure is that it does not need an explicit correspondence between the points of the two sets. This paper presents the application to automatic face recognition of a novel supervised Hausdorff-based measure. This measure is designed to minimize the distance between sets of the same class (subject) and at the same time maximize the distance of sets between different classes.
Introduction
Automatic Face Recognition (AFR) has been a successful field of research mostly during the past two decades. This is evident when considering the continuous publication of reviews and surveys, from the earliest by Samal and Iyengar, 16 to the latest by Grudin, 6 passing through the works of Valentin et al., 18 and Chellapa et al. 3 Besides the impressive development in the research field, some face recognition problems still require further development, 14, 15 this is the case for problems of recognizing face images conveying changes in illumination, facial expression, and changes due to the time delay between the acquisition of the reference and tested face images. These changes are due to two sources of variability, the first source produces a change in the intensities received by the image sensors, meanwhile the second one produces a rearrangement of the intensities across the sensing area.
Currently, some of the most successful AFR systems try to solve these two problems by applying statistical pattern recognition methods directly to gray level face images. Some of these approaches allow, given an adequate training set, to define features and similarity measures where the expected distance between two images of the same subject (within class distances) is minimized, and the expected distance between images of different subjects (between class distances) is maximized. Examples of these methods are the "Fisherfaces" 1 and the "dual eigenspaces".
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The difference from the above approaches, is that the work presented in this paper is based on the use of an illumination invariant feature descriptor, and a measure of the distortion or rearrangement of the positions where the features have been detected.
The work presented in this paper uses as image feature extractor the MLSEC operator, 10 obtaining image valleys which are, by definition, invariant to illumination changes. The relevance of valleys as face shape descriptor has been pointed out in some cognitive science works. 13 The response of a valley detector (second row at Fig. 2 ) depicts the face in a similar way to that of a human drawing, showing the position, and extent of the main facial features. In addition, our method uses as a similarity measure a novel modification of the Hausdorff distance. Hausdorffbased distances 4, 7 are flexible matching techniques that allow to measure distortion (displacement or position rearrangement of the image features) rather than changes in image intensities. Unlike the previously defined modifications of the Hausdorff distance, our proposal uses the distortions observed in a training set to derive a more adequate similarity measure for face image recognition.
The contents of this paper are distributed as follows. In Sec. 2 a general framework is introduced in order to review some of the Hausdorff-based distances that can be found in the literature. In Sec. 3 the application of these measures to image face recognition is described. The framework introduced in Sec. 2 will allow us to describe, in Sec. 4, the proposed supervised Hausdorff measure. In Sec. 5 the experimental results obtained using the new shape similarity measure are compared, in terms of recognition ratios, with those obtained with previously defined Hausdorff-based measures. Finally Sec. 6 summarizes some conclusions and provides some areas of interest that may be worthy of further research.
Hausdorff Measures
Hausdorff distance is a measure of similarity between two sets of points belonging to the same metric space. The main advantage of this measure is that an explicit correspondence between points is not required. This requirement is overcome through an implicit nearest-neighbor correspondence between the points of the sets. Formally, given two sets of points A, and B, the Hausdorff distance H(A, B) between both sets is defined as:
h(A, B) being the direct Hausdorff distance from the set A to the set B, and d(a, b) the distance, usually Euclidean, between the points a and b. It has to be noted that the direct Hausdorff distance is not in general symmetric, and that some of the Hausdorff distance modifications that can be found in the literature are not metrics. For this reason we will refer to them as Hausdorff-based measures. In order to analyze the different Hausdorff-based measures in a common framework, the definition of the Hausdorff distance can be generalized, rewriting the directed and undirected Hausdorff distance as:
We will call "symmetrizer ", "integral ", and "best-match " function to f s , f i a∈A , and f m , respectively. Using this framework, Hausdorff distance would be obtained when:
f m being the identity function. Different symmetrizer and integral functions have been proposed in the literature, among others the K xth a∈A rank-order distances (giving rise to the generalized Hausdorff distance 7 ). Dubuisson and Jain, 4 tested the robustness to noise of the Hausdorff distance and some of their possible modifications in an image edge matching experiment. In this experiment each image was modeled as the set of edge pixel locations. Different integral (minimum, maximum, K 25th , K 50th , K 75th , and average) and symmetrizer functions (minimum, maximum, average, and weighted average) were considered. After testing all possible combinations of the considered integral and symmetrizer functions, the authors concluded that the most robust measure to synthetic noise was the Modified Hausdorff Distance (MHD). The MHD is obtained when average and maximum are considered respectively as integral and symmetrizer functions. Besides the above mentioned robustness of MHD to synthetical noise we conducted a first experiment comparing the robustness of those measures in a set of real face images (see Sec. 5), from these preliminary experiments we concluded that better recognition results were obtained when the average was used both as symmetrizer and integral functions. We have denoted the recognition results obtained using this measure as AHD (standing for average Hausdorff distance) in Table 1 . In order to overcome the problem of outliers, some methods define a tolerance measure so that a matching between two points will be considered only if the distance between them is smaller than a certain amount. This is the case of the Hausdorff fraction. neighborhood of radius d at some point of the set B. In this case,
The main drawback of this technique is that an exhaustive search of the neighborhood size d, must be done in order to apply this measure.
Using Hausdorff Measures as Image Similarity Criteria
We are concerned with image face recognition. Before introducing the supervised Hausdorff distance (SHD), it is convenient to explain, how Hausdorff measures (HM) are applied to face images and how they can be computed in an efficient manner. Hausdorff based distances have been previously used for face detection 5 and recognition. 17 Both works used as image feature descriptor the response of an edge detector.
Examples of the face images and acquisition conditions used in the experiments reported later are shown in Fig. 1 . These images are a subset of the AR Face database.
11 Images are normalized in size and orientation using the eye positions. The normalized images are then cropped obtaining images of 78 × 68 pixels like those shown in the first row in Fig. 2 . Image Ridges and Valleys are then extracted using the multilocal level set extrinsic curvature (MLSEC) operator. 9, 10 Ridges and valleys of a gray-level image L(x, y) are those image points that depict a lineal or locally anisotropic structure. Image ridge-like or valley-like structures (and creases in general) can be described as points of local extreme curvature of the image isointensity lines. Taking into account the relation between the curvature of isointenity curves and the parallelism of intensities gradients or "slopelines" (ones orthogonal to the others) the creasesness can be measured in an equivalent way as the divergence κ = −div(w) of the normalized gradient vector field, since divergence measures the degree of parallelism 
and, the normalized gradient vector fieldw is defined as:
and 0 otherwise. The pixels for which this operator response is below a fixed threshold of −1 are considered as valleys (black pixels at second row of Fig. 2) , defining a binary image I A (x, y). The whole set A = {(x, y) : I A (x, y) = 1} of image positions where a valley has been detected is then considered as the face descriptor. Note that any direct Hausdorff measure, Eq. (4), between two sets A and B, that uses the average as integral function can be written as:
= 1
The rightmost term of Eq. (11) is equivalent to the distance transform, DT (x, y; I B ), of the binary image I B (x, y). The distance transform DT (x, y; I B ) of a binary image I B (x, y) is an image of the same size as I B (x, y) and defined so that the value of DT (x, y; I B ) at each pixel position (x, y) is the Euclidean distance from the position (x, y) to the position (i, j) of the nearest nonzero pixel of the binary image I B (x, y). This image transformation can be efficiently computed in two passes over the image.
2 Both the binary images used to describe the face shape information and their distance transforms are shown on the second and third rows in Fig. 2 . We will consider the binary images, their DT, and the result of the best-match function as the vectors I A , D A , and f m (D A ). Then, Eqs. (10) and (11) can be rewritten as the inner product:
Supervised Hausdorff Measures
In the case of AFR we have as many classes as different subjects to be recognized. And, as it has been explained before, each face image is represented by the set of image positions where features have been detected. Our purpose then, is to define a Hausdorff measure that allows us to classify images in an optimal way. In this case it is desired to obtain the integral, symmetrizer, and best-match function, so that the distance between two sets of different classes (subjects) become as large as possible and at the same time the distance between two sets of the same class (subject) become as small as possible. Although the three functions could be tuned to our classification problem, this paper presents only the results obtained when best-match function is modified, and average is used both as integral and symmetrizer function. When two different frontal face images of the same subject are considered, it is worth to take into account that not all parts of the face suffer the same degree of transformation, in this sense, eyes and nose are more static, than mouth, chin or even eyebrows (mainly due to change of expression). The proposed best-match function has been designed so that the distance (deformation) contributions of each face point are normalized. In this way, the distortions measured in those places where a large degree of deformation (for different images of the same subject) is expected, are taken less into account than those features that remain almost constant for different images of the same subject. Given a set of samples, we use as a measure of elasticity of a face image point the within-class standard deviation of the distance transforms at that point. Formally, given a set of classes (subjects) C = {C 1 , C 2 , . . . , C n }, and C i = {D 
, and,
where |.| denotes the cardinal of the set. Figure 3 depicts the values of the normalization vector (σ) computed when all the sources of variation of the database are considered (rightmost image in Fig. 3) . Each of the leftmost images at this figure, show the normalization vectors computed when only one isolated source of variation is considered. These correspond respectively from left to right and from up to down, to the normalization vectors computed when images change from neutral to smiling expression (conditions (a) and (b)), from neutral to angry expression ((a) and (c)), from diffuse to left illumination ((a) and (d)), from diffuse to right illumination ((a) and (e)), from diffuse to frontal illumination ((a) and (f)), and finally when differences are measured between images acquired in two different sessions ((a) and (g)).
Experimental Results
A set of 742 images from the AR-Face database, 11 have been used to test the system. These images correspond to 106 subject (seven shoots per subject labeled from (a) to (g) in Figs. 1 and 2, each label denoting a different acquisition condition) . Eye location has been used in order to normalize the images in size, position, and orientation. Face images are then cropped and scaled to 78 ×68 pixels. Hit ratios are computed separately for each of the acquisition conditions so that the sensitivity of the recognition methods to different sources of variability can be observed. The sources of variation, respect to shoot (a), are: (i) changes of expression (smile (b), angry (c)), (ii)different illumination conditions (left light (d), right light (e), both left and right (f)), (iii) images taken in a second session two weeks later (g).
For each experimental condition, a pool of 212 images is constructed using the images with neutral expression, (a), and those with the considered source of variability (b) to (g). Each of these 212 images, is then considered as a test, using the remaining 211 images as gallery. For each test image, a hit is considered if the nearest gallery image and the test image belongs to the same subject. The hit ratio is then obtained dividing the number of hits per number of test images. Table 1 summarizes the results obtained with the different discussed methods (rows) when different sources of variability are considered (columns). The rightmost column shows the hit ratios obtained when the ratios for the different sources of variability are averaged. The results shown in this table have been obtained using valleys as features (except those labeled as MHD E and AHD E , that have been obtained using as shape feature descriptor the responses of a Canny edge detector), and Hausdorff Distance (HD V ), Average Hausdorff Distance (AHD V ), Modified Hausdorff Distance (MHD V ), Hausdorff Fraction (HF V ) (in this case recognition ratios have been computed for each tolerance radius d ranging from 1 to 15 pixels, the highest obtained recognition ratio is shown).
From the results shown in this table, it has to be noticed that valleys behave in a more robust way to illumination changes than edges (see columns (d) to (f)), and that the best recognition results are obtained when AHD is used as similarity criteria.
Further experiments have been conducted to validate the proposed Supervised Hausdorff Measure. In this case the face database has been split in training and test set. Half of the subjects have been randomly selected to form the training set, and their facial images have been used to tune the normalization parameters σ of the best-match function. The images of the 53 remaining subjects have been considered as test set. Average recognition hit ratio has been evaluated in the test set. This procedure has been cross-validated by repeating the experiment 20 times for each of the experimental conditions, and then averaging the obtained results. For comparison with the results reported in Table 1 average recognition hit ratios evaluated in the test sets have also been computed for AHD. (2) . In those indicated as (1), a unique elasticity normalization vector, σ, has been computed taking into account all the training set images acquired under different conditions (rightmost image at Fig. 3 ). Meanwhile for those marked as (2), a different normalization vector has been computed for each experimental condition using the training images of acquisition condition (a) and those of one of the remaining acquisition conditions ((b) to (g)) (leftmost images in Fig. 3) .
The experimental results reported in this table show that the proposed supervised measures SHD V (1) and SHD V (2), outperform the recognition ratios obtained with the previously defined measures under all the acquisition conditions tested in our experiments.
Conclusions and Further Work
This paper is concerned with face recognition using only shape information. Hausdorff measures arise as a natural similarity measure for face shape information. A common framework has been introduced conveying all the Hausdorff based measures. The results presented in this paper shown that, on the tested database, image valleys are more robust (in terms of recognition ratios) to illumination changes than edges. Having a sample set of images under different acquisition conditions, allows us to compute a supervised Hausdorff-like measure. The recognition ratios obtained using this new measure overcome those obtained with previous Hausdorff measures reported in the literature. This work leaves a number of open possibilities that may be worth further research, among others it may be interesting to consider: (i) Design of optimal (in terms of classification) non-Euclidean between points distances d, integral, and symmetrizer functions. (ii) It may be worth to consider ridges in addition to valleys when computing similarity between images. (iii) Valleys responses to different scales could be taken into account.
