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Smart applications of Fubini’s Theorem 1
1 Fresnel’s integrals
We show, following [2] pp. 473-474, that
F1 :=
∫ ∞
−∞
sinx2dx =
∫ ∞
−∞
cosx2dx := F2 =
√
pi
8
Change of variable x2 = t:
F1 =
∫ ∞
0
sin t√
t
dt, F2 =
∫ ∞
0
cos t√
t
dt
Using the probability integral we see that
1√
t
=
2√
pi
∫ ∞
0
e−tx
2
dx
Thus we can write
F1 =
2√
pi
∫ ∞
0
∫ ∞
0
e−tx
2
sin tdxdt, F2 =
2√
pi
∫ ∞
0
∫ ∞
0
e−tx
2
cos tdxdt
but inverting the order of integration, recalling that∫ ∞
0
e−tx
2
sin tdt =
1
1 + x4
,
∫ ∞
0
e−tx
2
cos tdt =
x2
1 + x4
this because ∫
e−tx
2
sin tdt = −e
−tx2 (x2 sin t+ cos t)
1 + x4∫
e−tx
2
cos tdt =
e−tx
2
(sin t− x2 cos t)
1 + x4
we find out
F1 =
2√
pi
∫ ∞
0
1
1 + x4
dx, F2 =
2√
pi
∫ ∞
0
x2
1 + x4
dx
To end the computation we need two partial fraction decompositions
1
1 + x4
=
1(
x2 −√2x+ 1) (x2 +√2x+ 1)
=
x−√2
2
√
2
(−x2 +√2x− 1) + x+
√
2
2
√
2
(
x2 +
√
2x+ 1
)
x2
1 + x4
=
x2(
x2 −√2x+ 1) (x2 +√2x+ 1)
= − x
2
√
2
(−x2 +√2x− 1) − x2√2 (x2 +√2x+ 1)
and the following formulæ where ∆ = p2 − 4q < 0 are useful∫ b
a
1
x2 + px+ q
dx =
2√
4q − p2
[
arctan
2b+ p√
4q − p2 − arctan
2a+ p√
4q − p2
]
.
∫ b
a
x
x2 + px+ q
dx =
1
2
∫ b
a
2x+ p
x2 + px+ q
dx− p
2
∫ b
a
1
x2 + px+ q
dx
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2 Find a function knowing its second derivative
Given f ∈ L(R) then
x(t) := x0 + v0 t+
∫ t
0
(t− r) f(r) dr
is the solution to initial value problem 
x′′(t) = f(t)
x(0) = x0
x˙(0) = v0
We integrate x′′ = f(t) twice in [0, t]∫ t
0
x′′(τ)dτ =
∫ t
0
f(r)dr =⇒ x′(t)− x′(0) =
∫ t
0
f(r)dr
but x′(0) = v0 the we have
x′(t) = v0 +
∫ t
0
f(r)dr
Integrating for the second time in [0, t] we have∫ t
0
x′(s)ds =
∫ t
0
{
v0 +
∫ s
0
f(r)dr
}
ds (2.1)
or, evaluating the integrals in (2.1)
x(t)− x(0) = v0t+
∫ t
0
(∫ s
0
f(r)dr
)
ds
Now, recall that x(0) = x0 and use Fubini’s Theorem to exchange the order of integration we can
write
x(t) = x0 + v0t+
∫ t
0
(∫ t
r
f(r)ds
)
dr = x0 + v0t+
∫ t
0
(t− r)f(r)dr
The last passage can be understood looking at the figure
Daniele Ritelli November 23, 2013
Smart applications of Fubini’s Theorem 3
3 An interesting definite integral
We use Fubini’s Theorem to evaluate a definite integral, presented in [3] chapter 5, hard to evaluate
otherwise. ∫ 1
0
xb − xa
lnx
dx = ln
1 + b
1 + a
, 0 ≤ a < b (3.1)
To evaluate (3.1) we define A = {(x, y) ∈ R2 | 0 ≤ x ≤ 1, a ≤ y ≤ b} := [0, 1] × [a, b] and we
consider the double integral ∫∫
A
xydxdy
We integrate first in x and then in y and get∫∫
A
xydxdy =
∫ b
a
(∫ 1
0
xydx
)
dy =
∫ b
a
dy
1 + y
= ln
1 + b
1 + a
(3.2)
Reverting the order of integration we see that∫∫
A
xydxdy =
∫ 1
0
(∫ b
a
xydy
)
dx =
∫ 1
0
[
xy
lnx
]y=b
y=a
dx =
∫ 1
0
xb − xa
lnx
dx (3.3)
Comparing (3.2) and (3.3) we get (3.1).
4 Frullani’s integral
We use again a two-fold double integral to evaluate an hard single variable integral, known as
Frullani integral: ∫ ∞
0
arctan(bx)− arctan(ax)
x
dx =
pi
2
ln
b
a
, 0 < a < b (4.1)
Consider the double integral∫ b
a
(∫ ∞
0
1
1 + x2y2
dx
)
dy =
∫ b
a
[
arctan(xy)
y
]x=∞
x=0
dy =
∫ b
a
pi
2y
dy =
pi
2
ln
b
a
(4.2)
Now revert the order of integration in (4.2):∫ ∞
0
(∫ b
a
1
1 + x2y2
dy
)
dx =
∫ ∞
0
[
arctan(xy)
x
]y=b
y=a
dx =
∫ ∞
0
arctan(bx)− arctan(ax)
x
dx (4.3)
Equation (4.1) follows comparing (4.2) and (4.3).
The same strategy allows to state the identity∫ ∞
0
e−ax − e−bx
x
= ln
b
a
(4.4)
Consider the double integral ∫ ∞
0
∫ b
a
e−xydxdy.
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5 Basel problem
The Basel problem asks for the precise summation of the reciprocals of the squares of the natural
numbers, i.e. the precise sum of the infinite series:
∞∑
n=1
1
n2
= lim
n→∞
(
1 +
1
4
+
1
9
+ · · ·+ 1
n2
)
Euler in 1735 found the sum of this series. Here we present two proof one of J.D. Harper [4] and
the second by myself [5].
Consider the double integral∫ +∞
0
(∫ 1
0
x
(1 + x2)(1 + x2y2)
dy
)
dx =
∫ +∞
0
1
x(1 + x2)
(∫ 1
0
dy
1
x2
+ y2
)
dx
but, using the integration formula
∫
dy
a2 + y2
=
1
a
arctan
y
a
we see that
∫ +∞
0
1
x(1 + x2)
(∫ 1
0
dy
1
x2
+ y2
)
dx =
∫ +∞
0
[
arctanxy
1 + x2
]y=1
y=0
dx
thus ∫ +∞
0
(∫ 1
0
x
(1 + x2)(1 + x2y2)
dy
)
dx =
∫ +∞
0
arctanx
1 + x2
dx
but
∫
arctanx
1 + x2
dx =
arctan2 x
2
and then∫ +∞
0
(∫ 1
0
x
(1 + x2)(1 + x2y2)
dy
)
dx =
pi2
8
Using Fubini’s Theorem we change the order of integration∫ +∞
0
(∫ 1
0
x
(1 + x2)(1 + x2y2)
dy
)
dx =
∫ 1
0
(∫ +∞
0
x
(1 + x2)(1 + x2y2)
dx
)
dy
We can use partial fraction to integrate
x
(1 + x2)(1 + x2y2)
=
1
2(y2 − 1)
(
2y2x
1 + x2y2
− 2x
1 + x2
)
obtaining ∫ 1
0
(∫ +∞
0
x
(1 + x2)(1 + x2y2)
dx
)
dy =
∫ 1
0
1
2(y2 − 1)
[
ln
1 + x2y2
1 + x2
]+∞
0
dy
=
∫ 1
0
ln y2
2(y2 − 1)dy =
∫ 1
0
ln y
y2 − 1dy
Up to now we proved the integration formula∫ 1
0
ln y
y2 − 1dy =
pi2
8
(5.1)
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Besides expanding in geometric series
1
1− y2 =
∞∑
n=0
y2n
We invoke in (5.1) Beppo Levi’s Theorem obtaining∫ 1
0
ln y
y2 − 1dy =
∫ 1
0
− ln y
1− y2dy =
+∞∑
n=0
∫ 1
0
(−y2n ln y) dy
Integrating by parts∫ 1
0
(−y2n ln y) dy =
[
− y
2n+1
2n+ 1
ln y
]1
0
+
∫ 1
0
y2n
2n+ 1
dy =
1
(2n+ 1)2
so that
pi2
8
=
+∞∑
n=0
1
(2n+ 1)2
(5.2)
To get Euler’s statement define E =
+∞∑
n=1
1
n2
and split the series in considering even and odd indexes:
∞∑
n=1
1
(2n)2
+
∞∑
n=0
1
(2n+ 1)2
= E
Observe that
∞∑
n=1
1
(2n)2
=
∞∑
n=1
1
4n2
=
E
4
thus
∞∑
n=0
1
(2n+ 1)2
=
3
4
E hence
3
4
+∞∑
n=1
1
n2
=
pi2
8
=⇒
+∞∑
n=1
1
n2
=
pi2
6
.
In the proof given in [5] equation (5.2) is proved starting from the double integral∫ ∞
0
∫ ∞
0
dxdy
(1 + y)(1 + x2y)
. (5.3)
If we integrate (5.3) first with respect to x and then to y we find:∫ ∞
0
(
1
1 + y
∫ ∞
0
dx
1 + x2y
)
dy =
pi
2
∫ ∞
0
dy√
y(1 + y)
=
pi2
2
. (5.4)
Reverting the order of integration∫ ∞
0
(∫ ∞
0
dy
(1 + y)(1 + x2y)
)
dx =
∫ ∞
0
1
1− x2
(∫ ∞
0
(
1
1 + y
− x
2
1 + x2y
)
dy
)
dx
=
∫ ∞
0
1
1− x2 ln
1
x2
dx = 2
∫ ∞
0
lnx
x2 − 1dx.
(5.5)
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Hence equating (5.4) and (5.5) we get ∫ ∞
0
lnx
x2 − 1dx =
pi2
4
. (5.6)
Now split the integration domain in (5.6) between [0, 1] and [1,∞) and change variable x = 1/u
in the second integral, so that∫ ∞
0
lnx
x2 − 1dx =
∫ 1
0
lnx
x2 − 1dx+
∫ ∞
1
lnx
x2 − 1dx =
∫ 1
0
lnx
x2 − 1dx+
∫ 1
0
lnu
u2 − 1du. (5.7)
From (5.6) and (5.7) we get ∫ 1
0
lnx
x2 − 1dx =
pi2
8
. (5.8)
Equation (5.2) now follows, expanding, as in [4], the denominator of the integrand in the left hand
side of (5.8) into geometric series and using the Beppo Levi’s theorem, [1] pp. 95-96.∫ 1
0
lnx
x2 − 1dx =
∫ 1
0
− lnx
1− x2dx =
+∞∑
n=0
∫ 1
0
(−x2n lnx) dx
=
+∞∑
n=0
∫ 1
0
x2n
2n+ 1
dx =
+∞∑
n=0
1
(2n+ 1)2
(5.9)
and eventually equating (5.8) and (5.9).
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