Many tight frames of interest are constructed via their Gramian matrix (which determines the frame up to unitary equivalence). Given such a Gramian, it can be determined whether or not the tight frame is projective group frame, i.e., is the projective orbit of some group G (which may not be unique). On the other hand, there is complete description of the projective group frames in terms of the irreducible projective representations of G. Here we consider the inverse problem of taking the Gramian of a projective group frame for a group G, and identifying the cocycle and constructing the frame explicitly as the projective group orbit of a vector v (decomposed in terms of the irreducibles). The key idea is to recognise that the Gramian is a group matrix given by a vector f ∈ C G , and to take the Fourier transform of f to obtain the components of v as orthogonal projections.
Introduction
Let G be a finite abstract group. A map ρ : G → GL(C d ) is said to be a projective representation of G of dimension d = d ρ with cocycle (or multiplier) α : G × G → C if ρ(g)ρ(h) = α(g, h)ρ(gh), ∀g, h ∈ G.
(1.1)
Two projective representations ρ, α andρ,α are equivalent if there is a map c : G → C withρ = cT ρT −1 . The theory of projective representations follows that of ordinary representations (when α = 1), and will be introduced as needed. The key point for now, is that for certain groups there are representations which are not ordinary representations (the possible α are indexed by the Schur multiplier group).
For a nonzero vector v ∈ C d and a projective unitary representation ρ, α, we define a projective group frame or (G, α)-frame to be the projective G-orbit of v, i.e., the sequence of vectors (φ g ) = (gv) = (ρ(g)v) g∈G , gv := ρ(g)v.
By (1.1), this satisfies
and if the representation is unitary, i.e., ρ(g) * = ρ(g) −1 , then
These generalise group frames (also known as G-frames), which are the case when α = 1. A sequence of vectors (v j ) in C d is a (normalised) tight frame for
The term Parseval frame is also commonly used. Normalised tight G-frames, which are natural generalisations of orthonormal bases, have numerous applications [CK13] , [BS11] , [FJMP15] [TH17], and their structure is now well understood [Wal18] . On the other hand, tight (G, α)-frames are of great interest also [HL00] , [GH03] . These are sometimes referred to as projective frame representations or group-like systems.
As an example, SICs (sets of d 2 equiangular lines in C d ) come as a tight projective group frame for Z d × Z d [ACFW17] , as do MUBs (mutually unbiased bases) [WF89] , [GR09] , and many real and complex spherical t-designs [GKMSo16] , [Wal17] .
Until recently, such tight frames have been studied by considering them as G-frames for a larger group for which ρ(G) contains scalar matrices, and by accounting for the scalar multiples of a given vector. One such approach is to consider a canonical abstract error group (the enlarged group) with index group G [CW17] . Recent calculations, most notably [CH18] (which uses the term twisted group frame), suggest that they can be viewed as projective group frames, with the theory of group frames following with little extra work (a twist if you like). Our contribution to this burgeoning theory of projective group frames is to study them via their Gramian matrix V * V ∈ C G×G , V = [φ g ] g∈G , which has (g, h)-entry given by (1.3). The key points and results are the following:
• The Gramian determines a projective group frame up to unitary equivalence. If the representation ρ is unitary (as must be the case for a tight frame), then the Gramian is a (G, α)-matrix (see definition 3.1).
• Each (G, α)-matrix is determined by a ν ∈ C G , and they form a C * -algebra M (G,α) .
• The tight (G, α)-frames correspond to the orthogonal projections in M (G,α) .
• Each tight (G, α)-frame (gv) g∈G can be decomposed v = ⊕ j v j , v j ∈ V j , where the action of ρ on V j is irreducible.
• Given the Gramian of tight projective group frame for G, i.e., a (G, α)-matrix P which is an orthogonal projection, we find a vector v = ⊕ j v j and representations ρ j ∈ R, where R is a complete set of irreducible representations for α, such that the projective group frame ( j ρ j (v j )) g∈G has Gramian P . In other words, we give a concrete construction of a projective group frame (known only from its Gramian) in terms of the irreducibles involved (Theorem 8.2).
• The construction above relies on a simultaneous unitary block diagonalisation of the (G, α)-matrices (Theorem 7.2), related to an appropriately defined Fourier transform for projective representations of a finite group. The blocks preserve the spectral structure of the (G, α)-matrix. In particular, the tight (G, α)-frames correspond to the case when all of the blocks are orthogonal projections. This characterisation of the tight (G, α)-frames, gives the usual characterisation (in terms of the decomposition of v into irreducibles), and gives a natural description of the central (G, α)-frames (as those where the blocks are 0 or I). The decomposition of (G, α)-matrices given by our Fourier transform is of independent interest, e.g., it allows the determinant of a general (G, α)-matrix to be factored. There is also a fine-scale decomposition into low rank (G, α)-matrices, which is not unique.
We now proceed, following the above outline.
The Schur multiplier
We first consider the functions α : G × G → C which can be cocycles of a projective representation of G. Given (1.1), multiplying out {ρ(x)ρ(y)}ρ(z) = ρ(x){ρ(y)ρ(z)}, leads to the following multiplication rule for cocycles α(x, y)α(xy, z) = α(x, yz)α(y, z).
(2.5) Every α satisfying (2.5) does come from a projective representation. Indeed, with (e g ) g∈G being the standard basis vectors for C G , we can define ρ :
and use (2.5) to verify that it is such a representation:
Henceforth a map α : G × G → C satisfying (2.5) will be called a cocycle (more properly a 2-cocycle) or multiplier of G. The set of cocycles is an abelian group under pointwise multiplication, which is commonly denoted by Z 2 (G, C × ). If projective representations ρ, α andρ,α are are equivalent, i.e.,ρ = cT ρT −1 , where c :
The function β above is a cocycle, called a coboundary (or 2-coboundary), since
The coboundaries form a subgroup
is called the Schur multiplier (or second homology group H 2 (G, Z) of G). The Schur multiplier is a finite abelian group whose exponent divides the order of G. If G has a nontrivial cyclic Sylow p-subgroup, then p does not divide |M(G)|. There do exist finite groups with nontrivial Schur multipliers, and hence projective representations which are not ordinary. The first few cases of nontrivial Schur multipliers are for certain groups of order 4, 8, 9, 12. Every projective representation ρ, α is equivalent to oneρ,α, where theρ is unitary. For a unitary representation, | det(ρ(g))| = 1, and so by taking determinants of (1.1), we have
Consequently, a cocycle satisfying (2.7) is said to be a unitary cocycle. For the purpose of defining the Schur multiplier, one can suppose that all of the cocycles are unitary, and satisfy the normalisation condition that α(1, 1) = 1. We now list some properties of cocycles that we will often use. Since
we have ρ(1) = α(1, 1)I, and
Motivated by the formula (1.3) for the Gramian of a (G, α)-frame, we have:
for some ν : G → C. We denote the set of (G, α)-matrices by M (G,α) .
Other variations are discussed in §10, e.g., [CH18] consider the matrices
, the cocycle α (or part of it) can be recovered via
From now on, we let n = |G|, and refer to matrices indexed by the elements of G as n × n matrices or G × G matrices.
Lemma 3.1 The (G, α)-matrices are an n-dimensional subspace of the n × n matrices which is closed under matrix multiplication, i.e.,
When α is unitary, i.e., |α| = 1, then they are also closed under the Hermitian transpose
.
We will call ν * α µ the α-convolution (of ν and µ).
Example 3.1 A calculation gives e g * α e h = e gh α(g, h)
,
In particular, taking g = h = 1, gives I = α(1, 1)M α (e 1 ), so the identity matrix is a (G, α)-matrix, hence (by Cayley-Hamilton) the inverse of a nonsingular (G, α)-matrix is a (G, α)-matrix. Further, for α unitary, the limit formulas
for the pseudoinverse, shows that M (G,α) is closed under the pseudoinverse.
Example 3.2 For α unitary, the matrix P = M α (ν) is an orthogonal projection, i.e., satisfies P 2 = P , P * = P , if and only if ν * α ν = ν and ν * ,α = ν.
Example 3.3 For ρ (and hence α) unitary, we have ρ * ,α
This follows from (2.8), by taking the
The twisted group algebra
We now describe how the basic theory of representations extends to the projective case. Let ρ : G → GL(V ) be a projective representation of G for a cocycle α on V . This gives a "projective group action" of G on the C-vector space V
This is not a group action in the usual sense, since
Nevertheless, we will talk about G-invariant subspaces of V , etc. As in the ordinary case, we say that a representation ρ, α on V is irreducible if the only G-invariant subspaces of V are 0 and V , i.e., for any nonzero vector v the G-orbit (g · v) g∈G spans V . Let CG denote the set of formal C-linear combinations of the elements of G. This becomes are ring, which we denote by (CG) α , under the multiplication g · α h := α(g, h)gh, extended linearly. We note that the cocycle multiplication rule (2.5) is equivalent to the associativity of the multiplication, since
Moreover, (CG) α is an algebra, which generalises the group algebra CG (the case α = 1), and is called the α-twisted group algebra (over C). The vector space V becomes an (CG) α -module under the operation (CG) α × V → V given by extending (4.13) linearly. Conversely, if V is a (CG) α -module, then
defines a projective representation ρ : G → GL(V ) for α. In the language of modules:
The G-invariant subspaces V are precisely the (CG) α -submodules of V .
Since (CG) α is semisimple, it follows that if ρ, α is a projective representation on V , then V decomposes as direct sum V = ⊕ j V j of irreducible (CG) α -submodules, i.e., each ρ| V j is an irreducible projective representation for the cocycle α. When ρ is unitary, the decomposition of V can be taken to be an orthogonal direct sum. There are finitely many such irreducible representations of G up to equivalence, which we now describe. The representation ρ : G → GL(C G ) for α given by (2.6) generalises the (left) regular (ordinary) representation. It can also be thought of as a representation on CG, via the indentification of C G with CG, i.e., ρ(g)h := α(g, h)gh. We will call it the regular α-representation for G. As in the ordinary case, the regular α-representation decomposes as a direct sum of irreducible representations (for the fixed cocycle α), with each irreducible occuring with multiplicity given by its dimension. In particular, if R = R α is a complete set of irreducible representations i.e., each representation occurs exactly once in R up to equivalence, then we have
(4.14)
We write [ρ] for the equivalence class of ρ (where α is fixed) and ρ ≈ ξ for the equivalence, e.g., χ ρ = χ [ρ] means that χ ρ depends only on ρ up to equivalence. Schur's lemma extends (for (CG) α -homomorphisms between irreducibles), and from it (see [CH18] ), one has Theorem 4.1 Fix α. If ρ and ξ are irreducible projective representations of G on V 1 and V 2 , then
for all linear maps L : V 1 → V 2 . In particular, if ρ and ξ map to matrices, then
When ρ is unitary, by (2.8) we may write (4.15) as
which we will refer to a the orthogonality of coordinates (of irreducible representations). This leads to a character theory and Fourier transform for projective representations.
Character theory for projective representations
Invariants of the equivalence class
and the subspace of its coordinates
It follows from (4.14) and (4.15) that we have the orthogonal decomposition
Since χ ρ ∈ U ρ,α , the α-characters of inequivalent irreducibles are orthogonal. From
it follows that the α-characters satisfy
Furthermore, if ρ is unitary, then (2.8) gives
where m ξ is the multiplicity of the irreducible ξ. Since the α-characters of inequivalent irreducibles are orthogonal, we may determine m ξ from χ ρ via
Applying this to the regular α-represention (2.6) gives m ξ = d ξ , and hence (4.14). Motivated by (5.18), a function f : G → C is called an α-class function if
and g ∈ G is a α-element of G if
It can be shown that the subspace of α-class functions (which contains the α-characters) has an orthogonal basis given by the irreducible α-characters, and its dimension, i.e., the number of irreducible projective representations (up to equivalence), equals the number of conjugacy classes of G which contain a α-element (see [CH18] for details).
Fourier analysis
Let R = R α be a complete set of inequivalent irreducible projective representations of a finite group G for a given cocycle α. We define the α-Fourier transform F α of f : G → C at ρ ∈ R to be the linear map given by
When ρ is unitary, i.e., ρ(a) * = ρ(a) −1 , this simplifies to
We observe that the spectral structure of (F α f ) ρ depends only on ρ up to equivalence, since
To be able to compare with some presentations, we also define the following variant
Example 6.1 By (2.8), the Fourier transforms of the standard basis vectors are
These are inverses of each other, and we can extend the other basic results of Fourier analysis (for when the multiplier is α = 1), as follows. 27) and when each ρ ∈ R is unitary α are linear maps between n-dimensional spaces, to prove they are inverses, it suffices to prove that F −1 α F α = I and F −1 α F α = I. Moreover, it suffices to prove the just first, since if it holds, then (6.24) and (6.25) imply
We will show that F −1 α F α = I on the standard basis (e g ) g∈G . First recall the character of the regular α-representation is ρ d ρ χ ρ = α(1, 1)|G|e 1 . Therefore, we calculate
The inversion formula can be expanded
Since both sides of the Plancherel formula (6.27) are linear in ν and µ, it suffices (by linearity) to prove it for ν = e g and µ = e h . Using (6.29), we have −1 )α(1, 1) .
Since both sides of (6.28) are linear in ν and conjugate linear in µ, it again suffices to consider ν = e g and µ = e h . Since ρ is unitary, (F α e h ) * ρ = (ρ(h) −1 ) * = ρ(h), and so
We now prove the convolution formulas. On one hand, we have
, and we obtain
which gives the first convolution formula. From this, we have
and a calculation gives
which gives the second convolution formula.
To the best of our knowledge, (6.21) is the first time that a Fourier transform has been defined for projective representations. For ordinary representations, the Fourier transform is well studied, see, e.g., [Dia88] , [Ter99] .
Example 6.2 The condition for P = M α (ν) to satisfy P 2 = P is ν * α ν = ν, which transforms to
i.e., each (F α ν) ρ satisfies this condition.
In view of (6.23), it suffices to prove this when all the ξ ∈ R are unitary. Here, the orthogonality of coordinates (4.16) gives
|G| dρ e * s e r , ξ = ρ.
Example 6.3 As examples, we have (for ρ unitary or not) that the α-character satisfies
and if
In particular, for f (g) = ρ(g)v, v = trace(ρ(g)vv * ), i.e., A = vv * above, we have
is Hermitian if and only if
which gives the result.
Example 6.2 and Lemmas 6.1 and 6.2 are sufficient to obtain the characterisation of tight (G, α)-frames given in §8. Before doing this, we give more precise results about the spectral structure of (G, α)-matrices, which are both enlightening and useful for other applications.
The vector spaces of ρ-functions and ρ-matrices depend only ρ up to equivalence, and have dimension d 2 ρ . It follows from the convolution formula (6.26) for F α that
• The ρ-functions are closed under the * α convolution.
• The product of ρ-matrices is a ρ-matrix.
Lemma 6.3 The following are equivalent
2. ν is a ρ-function.
Proof: Let B = (F α ν) ρ . Then ν is a ρ-function if and only if (F α ν) ξ = 0, ξ ≈ ρ, i.e.,
This and the fact and the orthogonality of coordinates (4.16) gives the result.
From F −1 α F α = I and (5.17), we have that each f ∈ C G can be uniquely decomposed as a sum of orthogonal ρ-functions
32) which we will call F α -Fourier decomposition of f ∈ C G into orthogonal ρ-functions. We will also call
Lemma 6.4 For ρ, ξ ∈ R, we have
Proof: We have
and α(g, t −1 )α(gt −1 , t) = α(g, t −1 t)α(t −1 , t) = α(1, 1)α(t, t −1 ), we have
and the orthogonality completes the result.
Further, if α is unitary, then f * ,α ρ is also a ρ-function, since Example 3.3 gives
so the ρ-matrices are closed under the Hermitian transpose, and from (6.34) we obtain
Example 6.4 From (6.33) (6.34) and (6.35), we have
The spectral structure of the (G, α)-matrices
The circulant matrices, i.e., the (G, α)-matrices for G a cyclic group and α = 1, are all simultaneously unitarily diagonalisable by the Fourier matrix, i.e., the characters (representations) of G are the eigenvectors of the circulant matrices. We now investigate to what extent this result extends to general (G, α)-matrices. We recall from §5 the orthogonal decomposition of C G into ρ-functions
For ordinary representations, i.e., α = 1, we now present the standard diagonalisation result (see [Dia88] , [Joh18] ), which shows that the U ρ,α are invariant subspaces of the (G, α)-matrices. Suppose henceforth that each ρ ∈ R is unitary, and let E be the unitary matrix
Theorem 7.1 For ordinary representations, the matrix
Proof: By way of motivation, if we write
By Fourier inversion, we calculate
Since the representations are ordinary, i.e., α = 1, trace
Hence, by writing
From the above, it follows that the orthogonal subspaces
are invariant subspaces of the (G, α)-matrices when α = 1. These subspaces do not give a unique orthogonal decomposition of U ρ,α into invariant subspaces of the (G, α)-matrices, since, for any unitary T , one has
It is natural to suppose that the U ρ,α,j are invariant subspaces of the (G, α)-matrices for the projective case also, and to adapt the argument above to prove it. Here
and so the remainder of the argument breaks down.
To understand the invariant subspaces of the (G, α)-matrices, we first consider the range of the (G, α)-matrices M α (ρ jk ).
and, in particular,
since the entries of ρ and ξ are orthogonal.
We therefore conclude that the orthogonal subspaces
are invariant subspaces of the (G, α)-matrices. This gives the desired simultaneous unitary (block) diagonalisation of projective group matrices: Theorem 7.2 For projective representations, the matrix E * M α (ν)E is block diagonal,
Thus, we calculate
otherwise, which gives the result.
Example 7.1 For ordinary representations, ρ(g)ρ(h) = ρ(g)ρ(h) = ρ(gh) = ρ(gh), so that {ρ} ρ∈R is another complete set of ordinary representations for G, with E ρ,k = E ρ,k .
Hence from Theorem 7.1, we have
where
Example 7.2 The determinant of a (G, α)-matrix factors
This "factorisation of the group determinant" was one of the motivations which lead to the development of representation theory (see [Joh18] ).
Example 7.3 The blocks of the diagonal form of a (G, α)-matrix M α (f ) are unique up to similarity, and in particular, the Jordan canonical form is given by the block diagonal matrix with d ρ diagonal blocks given by the Jordan canonical form of (F α f ) ρ .
For ordinary representations, invariant subspaces of the (G, α)-matrices are
For projective representations, the {V ρ,α,j } are invariant subspaces (with a neat block diagonal form). It is no longer the case that even {V ρ,α } ρ∈R = {U ρ,α } ρ∈R , see (9.42). Nevertheless, in the specific cases considered so far (see §9.2), it appears that there is a block diagonal form for the {U ρ,α } ρ∈R which is more complicated (the blocks are no longer ordered by ρ, and blocks similar to the same (F α ν) ρ are not all identically equal). From the orthogonal decomposition
we obtain a fine scale F α -Fourier decomposition
We observe from (7.36), or the formula f ρ,j (g) = ρ(g)(F α f ) ρ e j , e j , that there is not a unique fine scale F α -Fourier decomposition. Let M ρ,α,j be the d ρ -dimensional vector space of (G, α)-matrices of the form M α (f ρ,j ). It follows from Lemma 6.4 (or the block diagonal form) that M ρ,α,j is closed under multiplication, indeed M ρ,α,j M (G,α) ⊂ M ρ,α,j , and hence is an algebra. Moreover, from Lemma 6.4, we have M α (f ρ,j )M α (f ξ,k ) = 0, (ρ, j) = (ξ, k), and consequently
We now show the Fourier decompositions of M α (f ) are into low rank (G, α)-matrices.
In particular, M α (f ) is invertible if and only if f ρ,j = 0, ∀ρ, j.
T ρ , each repeated d ρ times, and so we have
which either have rank one (since rank(e j e * j ) = 1), or are rank zero (when f ρ,j = 0).
Example 7.4 Proposition 7.1 gives a restriction on the possible rank of a (G, α)-matrix, e.g., for G = D 4m (the dihedral group of order 4m) and α the nontrivial cocycle, all irreducibles have d ρ = 2 (see §9.2), and so a (G, α)-matrix must be of even rank.
There is some interest in subspaces (in our case subalgebras) of matrices with a restriction on their rank [DGMS10] .
8 The characterisation of tight (G, α)-frames.
We now give the main application of our results: a simple characterisation and explicit construction of all tight (G, α)-frames. Let R be a complete set of irreducible unitary representations for a (unitary) cocycle α. With very little effort we have: a (G, α) -matrix. Then the following are equivalent 1. P is the Gramian of a normalised tight (G, α)-frame.
2. P is an orthogonal projection.
3. Each F α (ν) ρ , ρ ∈ R, is an orthogonal projection.
Proof: Since a sequence of vectors is a normalised tight frame if and only if its Gramian is an orthogonal projection, we have the equivalence of the first two. The condition that P be an orthogonal projection, i.e., P 2 = P and P * = P , is equivalent to the last condition by Example 6.2 and Lemma 6.2.
We will refer to (F α (ν) ρ ) ρ∈R as the Fourier coefficients of P = M α (ν), or of any (G, α)-frame with Gramian M α (ν).
Example 8.1 If G is abelian and α = 1, then all the irreducibles have dimension 1, and so the Fourier coefficients of a normalised tight G-frame must be 0 or 1. Thus there are a finite number of such G-frames for G abelian, the so called harmonic frames.
Now we suppose that ρ : G → V is a unitary action on V (for a cocycle α). We now answer the question: when is (ρ(g)v) g∈G a normalised tight (G, α)-frame for V ? The result below is the main structure theorem for tight (G, α)-frames, and was first given in [VW05] (Theorem 6.18) for the ordinary case, and in [CH18] (Theorem 2.11) for the projective case. The proof given here uses the Fourier coefficients of the frame, rather than asserting (1.4) for each irreducible, and gives insight into the result.
Theorem 8.1 Let ρ : G → V be a unitary action on V for a cocycle α, and V = ⊕V j be an orthogonal direct sum of irreducible (CG) α -modules.
and in the case
Proof: By Lemma 8.1, Φ := (gv) g∈G is a normalised tight frame for V if and only if its Fourier coefficients are orthogonal projections, and the sum of the ranks of these projections is dim(V ). We now calculate the Fourier coefficients (c ξ ) ξ∈R .
Let ρ j : V j → V j be the irreducible representation given by ρ j (g) := ρ(g)| V j , and let
We note that ξ = σ j ρ j σ −1 j . By the orthogonality of the V j , the Gramian of (gv) g∈G is the sum of the Gramians M α (f j ) of the (G, α)-frames Φ j := (ρ j (g)v j ) g∈G for V j , where
It follows from (6.31) that the Fourier coefficients of Φ j (given by the ξ-function f j ) are
and hence the Fourier coefficients of Φ are
If Φ is a normalised tight frame for V , then each Φ j must be one for V j (since orthogonal projections map normalised tight frames to normalised tight frames), i.e., w j w * j is a rank one orthogonal projection, which gives
Finally, for c ξ to be an orthogonal projection, we need w j ⊥ w k , j = k, ρ j , ρ k ≈ ξ, i.e., There a natural description of the various classes of G-frames in [Wal18] (and their generalisation to (G, α)-frames) in terms of the Fourier coefficients, e.g.,
• Irreducible (G, α)-frames: There is only one nonzero Fourier coefficent, which is a rank one orthogonal projection (up to a scalar multiple).
• Homogeneous (G, α)-frames: There is only one nonzero Fourier coefficent. Equivalently, the Gramian is a ρ-matrix for some irreducible ρ ∈ R.
• Central (G, α)-frames: All the Fourier coefficients are 0 or a scalar multiple of I.
Since the irreducible α-characters are a basis for the α-class functions, f must have the form
and so, by (6.30), the Fourier coefficients of the frame are (F α f ) ρ = |G| dρ a ρ I. For these to be orthogonal projections, we must have
which, by taking a ρ = 0 or the above value, gives the characterisation of [VW08] and [CH18] for normalised tight central (G, α)-frames in terms of their Gramian.
Theorem 8.2 (Construction) Let M α (f ) be an orthogonal projection, i.e., the Gramian of some normalised tight (G, α)-frame. Write its Fourier coefficients (which are rank m ξ orthogonal projections) as
where w ξ,j , w ξ,k = δ jk . Let
Proof: Let M α (ν) be the Gramian of (ρ(g)v) g∈G , i.e.,
Then by the orthogonality of coordinates (4.16), and (6.31), we calculate
Example 8.3 Consider the normalised tight central (G, α)-frame with Gramian
where S ⊂ R (see Example 8.2). Its nonzero Fourier coefficients are I for ξ ∈ S. By writing these as I = j e j e * j , we can realise this frame as (φ g ) g∈G , where
This can be written compactly as ( 
Examples
We now give some examples of (G, α)-matrices, their block diagonalisations (factorisation of the determinant), and Fourier decompositions.
The Klein four-group
The first group with a nontrivial Schur multipler is the Klein four-group G = Z 2 × Z 2 . We order this 1, a, b, ab = (0, 0), (1, 0), (0, 1), (1, 1), and write ν(j, k) = ν jk .
For α = 1, there are four one-dimensional representations, giving
ν 00 ν 10 ν 01 ν 11 ν 10 ν 00 ν 11 ν 01 ν 01 ν 11 ν 00 ν 10 ν 11 ν 01 ν 10 ν 00
with E * M 1 (ν)E being diagonal, and det(M 1 (ν)) = (ν 00 +ν 10 +ν 01 +ν 11 )(ν 00 −ν 10 +ν 01 −ν 11 )(ν 00 +ν 10 −ν 01 −ν 11 )(ν 00 −ν 10 −ν 01 +ν 11 ).
For the nontrivial multiplier, we have (G, α)-matrices
ν 00 ν 11 ν 01 ν 01 −ν 11 ν 00 −ν 10 −ν 11 ν 01 −ν 10 ν 00
and a single two-dimensional projective representation ρ for α. This representation, and aρ equivalent to it, are given by
. For these, we have .
The other follows similarly, or by a change of variables.
Example 10.1 Taking the transpose of the diagonalisation of Theorem 7.2 gives
so that the U ρ,α,j are invariant subspaces of M α (ν) T , and hence of the [G, α]-matrices.
Group matrices can also be defined to have (g, h)-entries of the form ν(gh −1 ) [Joh18] . To transform these to matrices of the above type, we consider the unitary involution J given by Je h := e h −1 , i.e., (J) g,h = δ g,h −1 . Then This is the Theorem 61 of [Joh18] .
