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Abstract  –  Place  recognition  algorithm  based-on
visual sensor is crucial to be developed especially for
an application of indoor robot navigation in which a
Ground Positioning System (GPS) is not reliable to be
utilized. This research compares the approach of place
recognition of using learned-features from a model of
Convolutional  Neural  Network  (CNN)  against
conventional methods, such as Bag of Words (BoW)
with  SIFT  features  and  Histogram  of  Oriented
Uniform  Patterns  (HOUP)  with  its  Local  Binary
Patterns (LBP). This research finding shows that the
performance  of  our  approach  of  using  learned-
features  with  transfer  learning  method  from  pre-
trained CNN AlexNet is better than the conventional
methods based-on handcrafted-features such as BoW
and HOUP.
Keywords –  place  recognition; convolutional  neural
network; visual navigation; mobile robot
Abstrak  –  Algoritma  pengenalan  tempat  berbasis
sensor visual penting untuk dikembangkan, terutama
untuk aplikasi navigasi robot di dalam gedung dimana
Ground Positioning System (GPS) tidak reliabel untuk
digunakan.  Penelitian  ini  membandingkan  antara
pendekatan  berbasiskan  learned-features  yang
diperoleh dari  model  Convolutional  Neural  Network
(CNN),  terhadap  metode  konvensional  berbasis
handcrafted-features,  seperti  Bag  of  Words  (BoW)
dengan  fitur  SIFT  dan  Histogram  of  Oriented
Uniform  Patterns  (HOUP)  dengan  Local  Binary
Patterns (LBP). Hasil pengujian menunjukkan bahwa
performa pendekatan learned-features dengan metode
transfer  learning  pada  pre-trained  CNN  AlexNet
memiliki  performa  yang  lebih  baik  dibandingkan
metode  konvensional  berbasis  handcrafted  features
seperti BoW dan HOUP. 
Kata kunci – pengenalan tempat; convolutional neural
network; navigasi visual; robot bergerak
I. PENDAHULUAN
Dalam  beberapa  dekade  terakhir,  aplikasi  robot-
bergerak (mobile-robot) semakin banyak dibutuhkan di
dunia  industri,  salah  satunya  sebagai  instrumen
transportasi  serta  distribusi  logistik  secara  otomatis.
Dalam  beberapa  setting industri,  robot-bergerak
diharuskan untuk bernavigasi dari satu tempat ke tempat
lain  secara  otomatis  guna  mengambil  barang  dan
mendistribusikannya  ke  beberapa  ruangan  dalam  satu
gedung. Robot tersebut ditugaskan untuk mengenal dan
mengingat  ruang-ruang  yang  pernah  disinggahi,
sehingga  proses  distribusi  logistik  yang  melibatkan
proses memuat dan menurunkan barang dapat terlaksana
secara  tepat.  Dalam  skenario  tersebut,  robot-bergerak
wajib  dibekali  dengan  kemampuan  pengenalan  dan
pengingat  lokasi.  Pada  perkembangannya,  metode
pengenalan  tempat  untuk  navigasi  robot-bergerak
menjadi  dasar  dalam  pengembangan  metode
Simultaneous  Localisation  and  Mapping (SLAM).
Metode SLAM sampai saat ini pengembangannya masih
dalam tahap awal dan membutuhkan inovasi algoritma
untuk meningkatkan performa dan akurasinya [1].
Metode pengenalan tempat berbasiskan citra digital
menggunakan  sensor  kamera  pada  robot-bergerak
merupakan  salah  satu  solusi  untuk  pengembangan
SLAM,  terutama  pada  aplikasi  navigasi  indoor.  Pada
umumnya, navigasi robot (yang melibatkan  positioning
dan  localization)  berpedoman  pada  sensor  GPS  saja.
Namun,  pada  lokasi  indoor pembacaan  nilai  GPS
cenderung  tidak  dapat  diandalkan  karena  memiliki
kepresisian  dan  akurasi  yang  rendah  [2].  Penggunaan
sensor  visual,  seperti  kamera,  menjadi  alternatif  yang
tepat untuk skenario ini. Kamera sebagai sensor utama
pada robot-bergerak juga dinilai  lebih menguntungkan
karena  instalasi  dan perawatannya yang cukup mudah
dan harganya yang terjangkau jika dibandingkan dengan
sensor-sensor  lain,  seperti  laser  range  finder,
ultrasound, infra-red, dan sejenisnya.
Pada  teknik  visual  SLAM,  beberapa  pendekatan
berbasiskan handcrafted features atau fitur buatan telah
banyak dikembangkan, antara lain SIFT [3] dan SURF
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[4]  yang  berbasiskan  fitur  lokal  berbentuk  vektor,
BRISK [5]  dan ORB [6]  yang berbasiskan fitur lokal
berbentuk  biner,  serta  fitur  dan  deskriptor  lain  yang
dikenali  oleh  penglihatan  manusia,  seperti  garis  [7]
maupun sudut dan tepi [8].
Salah  satu  metode pengenalan  tempat  yang cukup
banyak digunakan saat ini adalah Bag-of-Words (BoW)
atau  Bag-of-Features (BoF).  Metode  tersebut  secara
umum terdiri dari tahapan: (1) ekstraksi fitur lokal pada
citra, (2) proses encoding fitur lokal sebagai deskriptor,
dan (3) klasifikasi deskriptor citra [9]. Salah satu teknik
pengenalan  tempat  berbasis  BoW  telah  berhasil
didemonstrasikan dengan algoritma Dorian [10], yakni
dengan  menggunakan  teknik  encoding biner  untuk
mendeskripsikan  fitur-fitur  yang telah  diekstraksi  dari
citra digital. Metode tersebut cukup efektif dan efisien
untuk  pengenalan  tempat.  Namun,  metode  tersebut
memiliki  akurasi  yang  cukup  rendah  jika  digunakan
pada citra-citra yang memiliki bentuk rotasi dan skala
perspektif  yang  bervariasi.  Selain  itu,  tantangan  lain
dalam pengembangan teknik BoW yang paling banyak
ditemukan  adalah  algoritma  tersebut  tidak  dapat
digunakan pada  citra-citra  yang memilki  struktur  atau
pola  bentuk  yang  repetitif  dalam  citra  yang  sama.
Padahal pada umumnya penggunaan robot-bergerak di
lokasi indoor banyak menemui pola-pola visual repetitif
tersebut,  seperti  misalnya  pada  ubin-ubin,  pola  pada
plafon, pintu, jendela, dan lain sebagainya [11]. Selain
itu,  metode-metode  konvensional  berbasiskan  BoW
pada  umumnya  memiliki  akurasi  yang  rendah  jika
digunakan pada kondisi cahaya yang berubah-ubah serta
dengan sudut pandang kamera yang beragam [12].
Perkembangan  teknik  machine  learning
(pembelajaran-mesin) dan deep learning (pembelajaran-
mendalam) memberikan alternatif terobosan baru dalam
pengembangan  metode  pengenalan  tempat
menggunakan citra digital yakni dengan menggunakan
Convolutional  Neural  Network (CNN)  [13].  CNN
dengan learned-features (fitur hasil-pembelajaran) yang
dihasilkan  dapat  digunakan  untuk  menyelesaikan
permasalahan-permasalahan  yang  ada  pada  proses
pengenalan  objek  dan pemulihan citra,  misalnya  pada
metode pengenalan dan kategorisasi tempat [14]. 
Implementasi metode tersebut untuk aplikasi robot-
bergerak  masih  menemui  banyak  tantangan  dan
keterbatasan,  terutama  terkait  dengan  dinamika  serta
tingginya tingkat ketidakpastian di dunia nyata. Jumlah
citra  yang  digunakan  dalam  proses  training  haruslah
mencukupi dan representatif  (tidak  overfitting maupun
underfitting).  Selain  itu,  kemungkinan  jumlah  citra
dalam  proses  training akan  menjadi  jauh  lebih  besar
karena proses tersebut berlangsung secara terus menerus
dan dalam waktu cukup lama [15]. Sebagai solusi atas
tantangan  serta  keterbatasan  yang  ada  pada  metode-
metode  terdahulu,  penelitian  ini  bertujuan  untuk
mengembangkan  metode  alternatif  untuk  pengenalan
tempat  dan  kategorisasi  citra  lokasi  indoor dengan
menggunakan  metode  transfer  learning CNN  yang
berbasis learned-features. 
III. METODE PENELITIAN
Penelitian  ini  bertujuan  untuk  menguji  metode
transfer  learning CNN  yang  berbasiskan  learned-
features dan  membandingkan  performanya  terhadap
metode  konvensional  yang  berbasiskan  handcrafted-
features.  Eksperimen  yang  dilakukan  menggunakan
pendekatan baru, yakni memanfaatkan  learned-features
dari  teknik  transfer  learning pada  arsitektur  CNN
AlexNet  [16].  Metode  konvensional  Bag  of  Words
(BoW)  [10]  dan  Histogram  of  Oriented  Uniform
Pattern (HOUP)  [17]  digunakan  sebagai  pembanding
terhadap  metode  yang  dikembangkan  tersebut.
Pengujian  dilakukan  secara  offline dengan
menggunakan software Matlab pada komputer  dengan
CPU Intel Core i5 2,8 GHz dan kapasitas RAM 4 GB. 
A. Dataset Citra Indoor
Untuk  membandingkan  performa  metode  yang
dikembangkan  terhadap  metode  konvensional  yang
sudah  ada,  secara  fair  eksperimen  ini  akan
memanfaatkan  2  jenis  dataset,  yaitu  Indoor  Scene
Recognition  (ISR)  CVPR  MIT  dataset  [18] dan  York
University dataset [17]. Dataset ISR-CVPR MIT dipilih
karena  memiliki  jumlah  kategori  citra  yang  relatif
banyak  dan  dengan  sudut  pandang  serta  variasi  fitur
yang  cukup  untuk  menguji  akurasi  algoritma  pada
kategori  kelas  yang  cukup  besar.  Dataset  York
University  ini  dipilih  sebagai  data  uji  karena  citra
direkam  menggunakan  2  jenis  robot-bergerak  yang
berbeda  dan  dalam  kondisi  iluminasi  yang  berbeda,
sehingga  cocok  untuk  menguji  kepresisian  dan
repeatability dari algoritma yang dikembangkan dalam
situasi dan setting yang variatif. 
Dataset  ISR-CVPR  MIT  terdiri  dari  67  kategori
tempat  indoor dengan total citra sejumlah 15.620 yang
mana terdapat sekurang-kurangnya 100 citra pada tiap
kategorinya.  Citra  dataset  berformat  JPG  dengan
klasifikasi jenis tempat yang beragam dari mulai  store,
home,  public  spaces,  leisure, dan  working  places.
Dataset York University terdiri dari 11 dan 17 kategori
ruangan  dengan  jumlah  total  citra  29.917  berformat
PNG  dengan  resolusi  640  x  480  piksel.  Citra-citra
ruangan tersebut  diambil  dengan menggunakan sensor
kamera  Point  Grey  Bumblebee dari  2  robot  yang
berbeda, yakni robot Pioneer (tinggi 88 cm) dan Virtual
Me  (tinggi  117  cm).  Dataset  diambil  pada  2  kondisi
pencahayaan yang berbeda, yakni pada siang dan malam
hari. 
B. Deskriptor Fitur Citra
Deskriptor  citra  merepresentasikan  informasi  unik
yang  dikandung  oleh  sebuah  citra  dalam  bentuk
keypoints[19].  Deskriptor  citra  diklasifikasikan  ke
dalam 2 jenis, yaitu handcrafted-features descriptor dan
learned-features descriptor [13]. 
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Handcrafted-Features Descriptor: BoW dan HOUP
Handcrafted-features atau  fitur  buatan-tangan,
diperoleh dari teknik ekstraksi fitur lokal menggunakan
ekstraktor  yang  telah  ditentukan  polanya,  misalnya
Scale  Invariant  Feature  Transform  (SIFT)  [3]  dan
Speeded-up  Robust  Features  (SURF)  [4].  Pada
penelitian  ini,  2  buah  handcrafted-features  descriptor
yang digunakan dan dibandingkan performanya adalah
Bag  of  Words (BoW)  dan  Histogram  of  Oriented
Uniform Patterns (HOUP).
Metode  Bag  of  Words (BoW)  digunakan  dalam
penelitian  sebagai  deskriptor  citra  untuk  proses
klasifikasi  dan  pengenalan  objek  dalam  bidang
computer  vision  dan disebut  sebagai  Bag  of  Visual
Words, sebagai  representasi  dari  kelompok  fitur  pada
citra  yang  disandikan  melalui  deskriptor.  Pada
penelitian ini, fitur yang digunakan dalam BoW adalah
SIFT.  Pipeline deskriptor  BoW  dengan  fitur  SIFT
ditunjukkan pada Gambar 1, yakni terdiri dari 4 tahapan
utama, yaitu: (1) ektraksi fitur menggunakan SIFT, (2)
proses  encoding  menggunakan  histogram,  (3)  proses
max pooling untuk masing-masing wilayah spasial pada
fitur, dan (4) proses klasifikasi. Pada metode BoW yang
dilakukan  di  penelitian  ini,  proses  klasifikasi
menggunakan Support Vector Machine (SVM).
Fitur yang diperoleh dengan SIFT sebagai keypoints,
berbentuk  lingkaran  yang  menandai  sebuah  wilayah
citra,  lengkap  dengan  orientasi  gradien  (Gambar  1).
Deskriptor  SIFT  pada  sebuah  keypoint merupakan
bentuk histogram spasial 3-D dari gradien citra. Gradien
pada  masing-masing  piksel  dianggap  sebagai  sampel
dari dasar fitur vektor 3 dimensi, yang didefinisikan dari
lokasi piksel dan juga orientasi gradien. Sampel-sampel
tersebut  ditimbang  dan  dinormalisasi  terhadap
histogram  3  dimensi  secara  total.  Standar  SIFT
menggunakan  fungsi  pembobotan  model  Gaussian
untuk  mengeliminasi  nilai-nilai  gradien  yang  terlalu
jauh  dari  titik  pusat  keypoint.  Pada  eksperimen  yang
dilakukan, metode SIFT yang digunakan mengacu pada
standar  SIFT pada VLFeat  [20] yang berbeda dengan
metode  SIFT  original  yang  dikembangkan  [3],  yakni
menggunakan  y-axis  ke  arah  bawah  dan  konvensi
orientasi searah putaran jarum jam.
Histogram of  Oriented  Uniform Patterns (HOUP)
sebagai  bentuk  deskriptor  citra  digunakan  untuk
pengenalan tempat dan kategorisasi citra [21]. Metode
ini  menggunakan  Gabor  filter  untuk  memfiltrasi  sub-
blok  pada  citra  dengan  orientasi  yang  berbeda-beda
(Gambar  2).  Output dari  Gabor  filter  tersebut
digunakan  untuk  menghitung  Local  Binary  Patterns
(LBP). Principal Component Analysis (PCA) digunakan
untuk  mengurangi  dimensionalitas  dari  jumlah  fitur
yang diperoleh, 
Learned-Features Descriptor: TL-AlexNet
Learned-descriptor sebagai bentuk  deskripsi  citra
menggunakan  fitur-fitur  yang  dihasilkan  dari
pembelajaran-mesin  (machine  learning)  [13].  Pada
penelitian  ini,  learned-features diperoleh  dari  metode
transfer learning dari  arsitektur  Convolutional  Neural
Network (CNN)  AlexNet  [16].  Pendekatan  transfer
learning untuk pembelajaran  mesin  menggunakan
sebuah model yang sudah dilatih pada dataset tertentu
untuk kemudian digunakan kembali (re-purposed) pada
dataset dengan setting dan keperluan yang lain. 
Pre-trained AlexNet  digunakan  untuk  tujuan  baru
yaitu  sebagai  metode  pengenalan  tempat  dengan
pendekatan  transfer learning  ini. Model tersebut sudah
terbukti  memiliki  performa  yang  sangat  baik  pada
ImageNet  Large-Scale  Visual  Recognition  Challenge
Gambar 1. Pipeline pembentukan deskriptor BoW dengan fitur SIFT
Citra input
Gabor 
Filter
Local Binary 
Pattern
PCA
Deskriptor 
HOUP 
Gambar 2. Pipeline pembentukan deskriptor
HOUP
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(ILSVRC-2012), yakni meraih peringkat top-5 dengan
tingkat  galat  cukup  kecil  yakni  15,3%[22].  Hal  ini
sesuai dengan intuisi otak manusia, yaitu bahwa sebuah
tempat biasanya terdapat beberapa objek yang familiar,
misalnya peralatan-peralatan dapur di dapur, komputer
dan  meja  kerja  di  kantor,  atau  ubin  dan  plafon  atau
pintu-pintu dalam jumlah banyak di lorong. Fitur-fitur
yang  telah  ada  pada  pre-trained  model  AlexNet
digunakan kembali untuk mengenali tempat. Model pre-
trained  AlexNet  digunakan  dengan  MatConvNet  [23]
pada  Matlab.  Citra-citra  pada  dataset  sebelumnya
dilakukan  preproses  dengan  melakukan  skala  ulang
menjadi  ukuran  227 x 227 piksel  agar  sesuai  dengan
spesifikasi pada model CNN AlexNet.
Eksperimen dilakukan dengan cara membandingkan
performa  metode  berbasis  learned-features terhadap
metode  konvensional  yang  berbasiskan  handcrafted-
features, yaitu meliputi tahapan berikut (Gambar 3):
1. Menguji performa metode Transfer Learning (TL)
menggunakan  pre-trained  CNN  dengan  arsitektur
AlexNet,  dimana  fitur-fitur  yang  diekstraksi  dan
diolah adalah dari layer ke-5 (convolutional 5), ke-
6  (fully-connected  layer  6),  dan  ke-7  (fully-
connected  layer  7).  Performa  transfer  learning
dengan  accuracy,  precision,  recall,  dan  F1  score
terbaik  kemudian  digunakan  sebagai  pembanding
terhadap  metode  konvensional  berbasis
handcrafted-features.
2. Metode  berbasiskan  learned-features  dengan
performa  terbaik  kemudian  dibandingkan  dengan
metode  konvensional  yang  paling  banyak
digunakan  serta  dengan  performa  yang  relatif
paling baik dalam metode pengenalan objek, yakni
(a)  BoW  berfitur  SIFT  dengan  pengklasifikasi
SVM,  dan  (b)  HOUP  dengan  LBP  yang  sudah
direduksi dimensionalitasnya menggunakan metode
PCA.
Perhitungan nilai accuracy, precision, recall, dan F1
score menggunakan Persamaan 1 sampai Persamaan 4.
TP menyatakan  True Positive,  TN  True Negative,  FP
False Positive, dan FN False Negative. 
Accuracy=TP+TN
TP+FP+TN+FN                  (1)
Precision=TP
TP+FP                           (2)
Recall=TP
TP+FN                           (3)
F 1score=2×
Recall × Precision
Recall+Precision                (4)
III. HASIL DAN PEMBAHASAN
Pengujian awal berusaha membandingkan performa
metode  transfer  learning pada  layer  5,  6,  dan  7,
terhadap  2  buah  dataset,  yaitu:  ISR-CVPR  dan  York
Univ,  dimana masing-masing dataset  memiliki  jumlah
kategori dan jenis citra yang berbeda. Confusion matrix
yang dihasilkan dari proses klasifikasi 67 kategori citra
tempat  indoor menggunakan  dataset  ISR-CVPR
(Gambar  4).  Matriks  tersebut  menunjukkan  bahwa
Gambar 3. Model Convolutional Neural Network (CNN) AlexNet [16]
Gambar 4. Visualisasi confusion matrix dari pengujian terhadap dataset ISR-CVPR (67 kategori) dengan metode
transfer learning AlexNet pada layer Conv-5, FC-6, dan FC-7, dimana sumbu Y merepresentasikan kategori citra
sebenarnya (actual category) dan sumbu X merepresentasikan kategori citra hasil prediksi (predicted category)
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model transfer learning pada layer 5, 6, dan 7 AlexNet
untuk  dataset  ISR-CVPR  dengan  jumlah  67  kategori
citra masih memiliki akurasi cukup baik karena secara
visual  nilai  TP  pada  diagonal  matriks  masih  bernilai
cukup tinggi. 
Secara  lebih  detail,  nilai  sebaran  akurasi  pada
masing-masing kategori citra ditampilkan pada Gambar
5. Dari pengujian yang dilakukan, terlihat bahwa secara
umum nilai akurasi pada masing-masing kategori untuk
metode TL-AlexNet FC-6 lebih dominan mengungguli
Conv-5 dan FC-7. Nilai akurasi Conv-5 dan FC-7 hanya
unggul  pada  beberapa  kategori  saja,  sedangkan  FC-6
unggul pada lebih dari 50% jumlah kategori yang ada.
Perbandingan  performa  secara  keseluruhan  dari
masing-masing  metode  TL-AlexNet,  nilai  accuracy,
precision, recall,  dan F1 score disajikan pada Tabel  1
sesuai dengan perhitungan menggunakan Persamaan 1-
4. Performa keseluruhan dari metode TL-AlexNet pada
FC-6 mengungguli  dua layer  lain (Conv-5 dan FC-7),
yakni dengan accuracy 54,2%, precision 54,2%, recall
61,2%,  dan  F1  score  57,5%.  Dengan  keunggulan
tersebut,  maka  dapat  disimpulkan  bahwa  metode  TL-
AlexNet  paling optimal  berada  pada  layer  ke-6,  yaitu
Fully-Connected  Layer  6,  untuk  dataset  ISR-CVPR
dengan 67 kategori citra.
Selanjutnya,  ketiga  buah  metode  TL-AlexNet
(Conv-5,  FC-6,  dan  FC-7)  diujikan  terhadap  dataset
York  Univ  dengan  17  kategori  citra  lokasi  indoor.
Confusion  matrix yang  dihasilkan  dari  metode  TL-
AlexNet  pada  Conv-5,  FC-6,  dan  FC-7  ditampilkan
pada  Gambar  6.  Secara  visual,  ketiga  metode  TL-
AlexNet  tersebut  juga  menunjukkan  performa  yang
cukup baik dalam mengkategorikan citra lokasi indoor.
Hal  ini  terlihat  dari  rendahnya  nilai  citra  yang
terklasifikasi  secara  salah  serta  cukup  tingginya  nilai
akurasi,  yaitu  pada  bagian  diagonal  confusion  matrix.
Satu-satunya kategori citra yang memiliki nilai akurasi
rendah adalah pada kategori Plant-Room. 
Perbandingan  nilai  akurasi  pada  masing-masing
metode  TL-AlexNet  untuk  proses  kategorisasi  citra
lokasi  dataset  York  Univ  disajikan  pada  Gambar  7.
Hasil  eksperimen  tersebut  memperlihatkan  bahwa
secara  umum  metode  TL-AlexNet  pada  FC-6
mengungguli  metode dengan  layer  Conv-5  dan  FC-7.
Performa secara keseluruhan metode TL-AlexNet pada
Conv-5,  FC-6,  dan  FC-7  ditunjukkan  pada  Tabel  2.
Metode TL-AlexNet pada FC-6 unggul dalam hal nilai
Gambar 5. Perbandingan nilai akurasi dalam rentang 0
– 1 (0 – 100%) pada masing-masing kategori citra
dataset ISR-CVPR menggunakan metode pengujian
TL-AlexNet pada FC-7, FC-6, dan Conv-5
Tabel 1. Nilai accuracy, precision, recall, dan F1 score
untuk  masing-masing  proses  klasifikasi  dataset  ISR-
CVPR (67  kategori)  menggunakan metode TL dengan
mengambil fitur CNN AlexNet pada layer 5 (Conv-5), 6
(FC-6), dan 7 (FC-7)
CNN
Layer Accuracy Precision Recall
F1
Score
Conv-5 0,427 0,427 0,507 0,464
FC-6 0,542 0,542 0,612 0,575
FC-7 0,503 0,503 0,578 0,538
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accuracy  (78,5%),  precision  (78,4%),  recall  (83,3%),
dan F1 Score (80,8%).
Secara  lebih  detail,  nilai  sebaran  akurasi  pada
masing-masing kategori citra ditampilkan pada Gambar
5. Dari pengujian yang dilakukan, terlihat bahwa secara
umum nilai akurasi pada masing-masing kategori untuk
metode TL-AlexNet FC-6 lebih dominan mengungguli
Conv-5 dan FC-7. Nilai akurasi Conv-5 dan FC-7 hanya
unggul  pada  beberapa  kategori  saja,  sedangkan  FC-6
unggul pada lebih dari 50% jumlah kategori yang ada.
Guna membandingkan performa secara keseluruhan
masing-masing  metode  TL-AlexNet,  nilai  accuracy,
precision,  recall, dan  F1 score disajikan pada Tabel 1,
sesuai  dengan  perhitungan  pada  Persamaan  1-4.  Dari
Tabel 1 tersebut,  terlihat  bahwa performa keseluruhan
dari  metode TL-AlexNet pada FC-6 mengungguli  dua
layer  lain (Conv-5 dan FC-7),  yaitu  dengan  accuracy
54,2%,  precision 54,2%,  recall 61,2%,  dan  F1 score
57,5%.  Dengan  keunggulan  tersebut,  maka  dapat
disimpulkan bahwa metode TL-AlexNet paling optimal
berada pada layer ke-6, yaitu Fully-Connected Layer 6,
untuk dataset ISR-CVPR dengan 67 kategori citra.
Selanjutnya,  ketiga  buah  metode  TL-AlexNet
(Conv-5,  FC-6,  dan  FC-7)  akan  diujikan  terhadap
dataset  York  Univ  dengan  17  kategori  citra  lokasi
indoor. Confusion matrix yang dihasilkan dari metode
TL-AlexNet pada Conv-5, FC-6, dan FC-7 ditampilkan
pada  Gambar  6.  Secara  visual,  ketiga  metode  TL-
AlexNet  tersebut  juga  menunjukkan  performa  yang
cukup baik dalam mengkategorikan citra lokasi  indoor.
Hal  ini  terlihat  dari  rendahnya  nilai  citra  yang
terklasifikasi  secara  salah  serta  cukup  tingginya  nilai
akurasi  pada  bagian  diagonal  confusion  matrix.  Satu-
satunya  kategori  citra  yang  memiliki  nilai  akurasi
rendah adalah pada kategori Plant-Room. 
Perbandingan  nilai  akurasi  pada  masing-masing
metode  TL-AlexNet  untuk  proses  kategorisasi  citra
lokasi  dataset  York  Univ  disajikan  pada  Gambar  7.
Hasil  eksperimen  tersebut  memperlihatkan  bahwa
secara  umum  metode  TL-AlexNet  pada  FC-6
mengungguli  metode dengan  layer  Conv-5  dan  FC-7.
Selanjutnya,  performa secara  keseluruhan metode TL-
AlexNet  pada  Conv-5,  FC-6,  dan  FC-7  ditampilkan
pada  Tabel  2.  Pada  Tabel  2  tersebut  terlihat  bahwa
metode TL-AlexNet pada FC-6 unggul dalam hal nilai
accuracy (78,5%),  precision (78,4%),  recall (83,3%),
dan F1 Score (80,8%).
Dari pengujian tersebut, dapat diperoleh kesimpulan
bahwa  metode  Transfer  Learning menggunakan  pre-
trained CNN  AlexNet  memiliki  performa  yang
maksimal jika dilakukan pada layer ke-6, yaitu  Fully-
Connected Layer 6 (FC-6). Untuk selanjutnya, metode
TL-AlexNet  FC-6  tersebut  akan  digunakan  sebagai
pembanding terhadap 2 jenis metode konvensional yang
menggunakan  handcrafted-features, yaitu BoW dengan
fitur SIFT pengklasifikasi SVM dan HOUP fitur LBP.
Pada  pengujian,  factor  perubahan  iluminasi  dan
format citra yang berbeda juga akan menjadi parameter
pengujian,  sehingga  pada  pengujian  akan  digunakan
dataset  York  Univ  dengan  11  kategori.  Hal  ini
disebabkan  dataset  dengan  11  kategori  memiliki
parameter yang lebih variatif, yaitu selain diambil pada
siang  dan  malam  hari,  dataset  tersebut  juga  diambil
Gambar 6. Visualisasi confusion matrix dari pengujian terhadap dataset York Univ (17 kategori) dengan metode
transfer learning AlexNet pada layer Conv-5, FC-6, dan FC-7, dimana sumbu Y merepresentasikan kategori citra
sebenarnya (actual category) dan sumbu X merepresentasikan kategori citra hasil prediksi (predicted category)
Gambar 7. Perbandingan nilai akurasi dalam rentang 0
– 1 (0 – 100%) pada masing-masing kelas citra dataset
York University (17 places), menggunakan metode
pengujian TL-AlexNet pada FC-7, FC-6, dan Conv-5
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menggunakan 2 jenis  robot  yang berbeda,  yaitu  robot
Pioneer dan Virtual Me.
Hasil  pengujian  ditampilkan  pada  Gambar  8  dan
Tabel 3. Pada Metode BoW dengan fitur SIFT memiliki
performa paling rendah, sedangkan metode HOUP dan
TL-AlexNet FC-6 bersaing ketat (Gambar 8). Pada citra
training dan uji dengan iluminasi sama pada robot yang
sama,  HOUP  cenderung  memiliki  performa  yang
hampir sama dengan TL-AlexNet FC-6, namun ketika
kondisi  iluminasi  berbeda  dan  dengan  robot  berbeda
untuk training dan tes, performa HOUP menurun secara
signifikan. Sedangkan metode TL-AlexNet FC-6 relatif
lebih stabil dengan nilai akurasi yang cukup tinggi. Hal
ini  dapat  dilihat  pada  grafik  komparasi  paling  kanan,
yaitu  ketika  pengujian  robot  berbeda  dan  iluminasi
berbeda,  TL-AlexNet  FC-6  masih  mencapai  90%
akurasi atau 5% di atas akurasi HOUP.
Nilai  performa  tertinggi  dicapai  ketika  kondisi
pencahayaan sama dan dengan robot yang berbeda, pada
kondisi  tersebut  metode  TL-AlexNet  FC-6  mampu
mencapai  nilai  accuracy 99%,  precision 98%,  recall
98%,  dan  F1  score 98%.  Perubahan  iluminasi
berpengaruh  terhadap  menurunnya  nilai  performansi
metode  pengenalan  tempat  berbasis  citra  pada  semua
jenis metode. Namun,  pada metode TL-AlexNet FC-6
penurunan  nilai  performansi  tidak  terlalu  signifikan,
bahkan  dengan  robot  yang  berbeda  (perbedaan  sudut
pandang  pengambilan  citra)  dan  dengan  kondisi
iluminasi  yang  berbeda.  Metode  TL-AlexNet  mampu
mempertahankan nilai  accuracy,  precision,  recall,  dan
F1 score di atas 87% (Tabel 3). Dengan hasil pengujian
tersebut,  metode  yang  dikembangkan  ini  memiliki
performa yang lebih baik dibandingkan terhadap metode
konvensional  dalam  [17]  dan  dengan  metode  BoW
dalam [10].
Pada  tahap  selanjutnya,  pengujian  pengenalan
tempat  dilakukan  dengan  menggunakan  metode  TL-
AlexNet  FC-6  dengan  video  sequences secara  offline,
sebagaimana  screenshoot hasil  pengujian  yang
ditampilkan  pada  Gambar  9.  Beberapa  kategori  citra
memiliki kemiripan yang cukup tinggi, seperti beberapa
sudut  ruang  WorkPlace yang  sekilas  mirip  dengan
Gambar 8. Perbandingan nilai akurasi 3 jenis algoritma pengenalan tempat (dalam %), yakni yang
menggunakan handcrafted features: [A] Metode Bag of Words menggunakan fitur SIFT (Scale Invariant
Feature Transform) dengan pengklasifikasi menggunakan Support Vector Machine (SVM) dan [B] Histogram
of Oriented Uniform Pattern (HOUP) menggunakan Local Binary Patterns (LBP) dan Principal Component
Analysis (PCA) [ ], serta yang menggunakan learned features yakni: [C] Metode Transfer Learning
menggunakan Convolutional Neural Network berarsitektur Alex-Net pada Fully Connected Layer ke-6,
dengan kondisi uji iluminasi bervariasi.
Tabel  2. Nilai  accuracy,  precision,  recall,  dan  F1
score untuk  masing-masing  proses  klasifikasi  dataset
York  Univ  (17  kategori)  menggunakan  metode  TL
dengan  mengambil  fitur  CNN AlexNet  pada  layer  5
(Conv-5), 6 (FC-6), dan 7 (FC-7)
CNN
Layer Accuracy Precision Recall
F1
Score
Conv-5 0,762 0,761 0,778 0,770
FC-6 0,785 0,784 0,833 0,808
FC-7 0,774 0,773 0,797 0,785
Tabel  3. Nilai  precision,  recall,  dan  F1 score untuk
masing-masing  proses  klasifikasi  dataset  York
University  (11  places)  menggunakan  metode  TL-
AlexNet FC-6 dengan skema variasi iluminasi.
Robot (Iluminasi) Precision Recall F1Score
Pi - Pi (Sama) 0,984 0,985 0,984
VMe – VMe (Sama) 0,985 0,986 0,986
Pi – Pi (Beda) 0,966 0,966 0,966
VMe – VMe (Beda) 0,927 0,934 0,930
Pi – VMe (Sama) 0,902 0,913 0,908
VMe – Pi (Sama) 0,957 0,959 0,958
Pi – VMe (Beda) 0,826 0,857 0,841
VMe – Pi (Beda) 0,878 0,894 0,886
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SemRoom,  atau  sudut  ruang  berpintu  pada  LivRoom
yang sekilas  mirip  Corridor.  Namun,  pada  pengujian,
secara  umum  kesalahan  pengenalan  tempat  (mis-
klasifikasi) cukup rendah, yakni rata-rata bernilai tidak
lebih dari  7%. Waktu komputasi  untuk algoritma TL-
AlexNet  FC-6  pada  Matlab  adalah  antara  0,07-0,10
detik  untuk  memproses  dan  mengklasifikasikan  citra
lokasi  indoor.  Hasil  ini  cukup  baik  karena  pada
prakteknya  algoritma bisa  memproses  video  sequence
dalam ~10 FPS. Hal ini disebabkan arsitektur AlexNet
yang cukup dalam, yaitu terdiri dari 8 layer. 
IV. KESIMPULAN
Metode  Transfer  Learning (TL)  dari  pre-trained
CNN AlexNet  pada  FC-6,  sebagai  salah  satu  metode
pengenalan tempat berbasiskan learned-features, cukup
handal  untuk  pengenalan  tempat  pada  robot-bergerak.
Dalam  hal  akurasi  dan  kepresisian,  metode  ini  lebih
unggul  dibandingkan  dengan  metode-metode
konvensional  lain  berbasiskan  handcrafted-features
seperti BoW dan HOUP. Selain itu, metode ini memiliki
keuntungan, antara lain lebih robust terhadap perubahan
iluminasi cahaya,  adaptable, dan dapat digunakan pada
sudut pandang pengambilan citra yang berbeda. Namun,
kekurangannya  adalah  dalam  hal  waktu  komputasi.
Metode ini belum cukup cepat untuk implementasi real
time pada aplikasi robot-bergerak karena hanya mampu
memproses  video  kurang  lebih  10  FPS  saja,  padahal
robot-bergerak  bernavigasi  lincah  membutuhkan
minimal 25-30 FPS. Ke depannya, untuk aplikasi  real-
time pada  robot-bergerak,  metode  transfer  learning
dapat menggunakan arsitektur CNN lain yang memiliki
jumlah layer lebih sedikit.
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