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Abstract. We discuss some properties of linear functionals on topological hyperbolic
and topological bicomplex modules. The hyperbolic and bicomplex analogues of the uni-
form boundedness principle, the open mapping theorem, the closed graph theorem and the
Hahn Banach separation theorem are proved.
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1 Introduction and Preliminaries
In this paper, we prove several core results of bicomplex functional analysis. The four basic
principles, the Hahn Banach separation theorem for topological hyperbolic and topological
bicomplex modules, the open mapping theorem, the closed graph theorem and the uniform
boundedness principle for F -bicomplex and F -hyperbolic modules with hyperbolic-valued
norm have been presented. Hahn Banach theorem is one of the most fundamental results
in functional analysis. The theorem for real vector spaces was first proved by H. Hahn [13],
rediscovered in its present, more general form by S. Banach [2]. Further, it was generalized
to complex vector spaces by H. F. Bohnenblust and A. Sobczyk [4]; and Soukhomlinoff
[32] who also considered the case of vector spaces with quaternionic scalars. The Hahn-
Banach theorem for bicomplex functional analysis with real-valued norm was proved in [14].
Recently, Hahn Banach theorem for bicomplex functional analysis with hyperbolic-valued
norm was proved in [19], which is in analytic form, involving the existence of extensions of a
linear functionals. The uniform boundedness principle was proved by Banach and Steinhaus
[3]. Some related results to this principle were already proved by Lebesgue [18], Hahn [12],
Steinhaus [33], and Saks and Tamarkin [30]. The open mapping theorem was first proved in
1929 by Banach [2]. Later, in 1930, a different proof was given by Schauder [31]. There is a
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vast literature on generalizations of Hahn Banach theorem, the open mapping theorem and
the uniform boundedness principle in different directions.
The main idea of the paper is to extend the work of [19] to the more general case of
topological hyperbolic and topological bicomplex modules. Both [14] and [19] have presented
the Hahn Banach theorem in analtyic form with real-valued and hyperbolic-valued norm
respectively. We are interested to present this result in its geometric form which has been
done in Section 6, 7 and 8.
The work in this paper is organized in the following manner. In Section 2, we give a
brief discussion on topological hyperbolic modules. Section 3 discusses some properties of
linear functionals on topological hyperbolic and topological bicomplex modules. In Section
4, we first prove the Baire category theorem for D-metric spaces, which is then used to
prove the uniform boundedness principle for F -bicomplex and F -hyperbolic modules. The
open mapping theorem, the inverse mapping theorem and the closed graph theorem for
F -hyperbolic and F -bicomplex modules have been proved in Section 5. In Sections 6 and
7, we present a geometric form of Hahn Banach theorem for topological hyperbolic and
topological bicomplex modules and we call them hyperbolic Hahn Banach separation theorem
and bicomplex Hahn Banach separation theorem respectively. Section 8 deals with another
geometric form of Hahn Banach theorem for hyperbolic modules in terms of hyperbolic
hyperplanes.
Now, we summarize some basic properties of bicomplex numbers. The set BC of bicom-
plex numbers is defined as
BC = {Z = w1 + jw2 | w1, w2 ∈ C(i)} ,
where i and j are imaginary units such that ij = ji, i2 = j2 = −1 and C(i) is the set of
complex numbers with the imaginary unit i. The set BC of bicomplex numbers forms a
ring under the usual addition and multiplication of bicomplex numbers. Moreover, BC is a
module over itself. The product of imaginary units i and j defines a hyperbolic unit k such
that k2 = 1. The product of all units is commutative and satisfies
ij = k, ik = −j and jk = −i.
The set D of hyperbolic numbers is defined as
D = {α = β1 + kβ2 : β1, β2 ∈ R} .
The set D is a ring and a module over itself. Since the set BC has two imaginary units
i and j, two conjugations can be defined for bicomplex numbers and composing these two
conjugations, we obtain a third one. We define these conjugations as follows:
(i) Z†1 = w1 + jw2,
(ii) Z†2 = w1 − jw2,
(iii) Z†3 = w1 − jw2,
where w1, w2 are respectively the usual complex conjugates of w1, w2 ∈ C(i). For bicomplex
numbers we have the following three moduli:
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(i) |Z|2i = Z . Z
†2 = w1
2 + w2
2 ∈ C(i),
(ii) |Z|2j = Z . Z
†1 = (|w1|2 − |w2|2) + j( 2 Re(w1 w2)) ∈ C(j),
(iii) |Z|2k = Z . Z
†3 = (|w1|2 + |w2|2) + k( −2 Im(w1 w2)) ∈ D.
The hyperbolic numbers e1 and e2 defined as
e1 =
1 + k
2
and e2 =
1− k
2
,
are linearly independent in the C(i)- vector space BC and satisfy the following properties:
e1
2 = e1, e2
2 = e2, e1
†3 = e1, e2
†3 = e2, e1 + e2 = 1 e1 · e2 = 0 .
Any bicomplex number Z = w1 + jw2 can be uniquely written as
Z = e1z1 + e2z2 , (1.1)
where z1 = w1 − iw2 and z2 = w1 + iw2 are elements of C(i). Formula (1.1) is called the
idempotent representation of a bicomplex number Z. The sets e1BC and e2BC are ideals in
the ring BC such that
e1BC ∩ e2BC = {0}
and
BC = e1BC+ e2BC . (1.2)
Formula (1.2) is called the idempotent decomposition of BC.
For bicomplex numbers, Z = e1z1 + e2z2 and Z
′ = e1z
′
1 + e2z
′
2, the product Z ·Z
′ = 1 if and
only if e1z1z
′
1 + e2z2z
′
2 = e1 + e2. We, therefore, have Z · Z
′ = 1 if and only if z1z
′
1 = 1 and
z2z
′
2 = 1. Thus, Z is invertible if and only if both z1 and z2 are non-zero and the inverse Z
−1
is equal to e1z
−1
1 + e2z
−1
2 . A nonzero bicomplex number Z = e1z1 + e2z2 does not have an
inverse if either z1 is zero or z2 is zero and such a Z is called a zero divisor. The set NC of
all zero divisors of BC is, thus, given by
NC = {Z = e1z1 + e2z2 | z1 = 0 or z2 = 0} ,
and is called the null cone.
The hyperbolic-valued or D-valued norm |Z|k of a bicomplex number Z = e1z1 + e2z2 is
defined as
|Z|k = e1|z1|+ e2|z2|.
A hyperbolic number α = β1 + kβ2 in idempotent representation can be written as
α = e1α1 + e2α2,
where α1 = β1+β2 and α2 = β1−β2 are real numbers. We say that α is a positive hyperbolic
number if α1 ≥ 0 and α2 ≥ 0. Thus, the set of positive hyperbolic numbers D+ is given by
D
+ = {α = e1α1 + e2α2 : α1 ≥ 0, α2 ≥ 0}.
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For α, γ ∈ D, define a relation ≤
′
on D by α ≤
′
γ whenever γ − α ∈ D+. This relation is
reflexive, anti-symmetric as well as transitive and hence defines a partial order on D. If we
write the hyperbolic numbers α and γ in idempotent representation as α = e1α1 + e2α2 and
γ = e1γ1 + e2γ2, then α ≤
′
γ implies that α1 ≤ γ1 and α2 ≤ γ2. By α <′ γ, we mean
α1 < γ1 and α2 < γ2. For further details on partial ordering on D one can refer [1, Section
1.5].
If A ⊂ D is D-bounded from above, then the D-supremum of A is defined as the smallest
member of the set of all upper bounds of A. In other words, a hyperbolic number λ is an
upper bound of the set A, can be described by the following two properties:
(i) α ≤′ λ, for each α ∈ A.
(ii) For any ǫ >′ 0, there exists β ∈ A such that β >′ λ− ǫ.
That is, the hyperbolic number λ = e1λ1 + e2λ2, where λ1 and λ2 are real numbers, is the
D-supremum of A if
(i) e1α1 + e2α2 ≤
′ e1λ1 + e2λ2, for each α = e1α1 + e2α2 ∈ A.
(ii) For any ǫ = e1ǫ1 + e2ǫ2 >
′ 0, there exists β = e1β1 + e2β2 ∈ A such that e1β1 + e2β2 >′
e1λ1 − e1ǫ1 + e2λ2 − e2ǫ2.
Let A1 = {λ1 : e1λ1 + e2λ2 ∈ A} and A2 = {λ2 : e1λ1 + e2λ2 ∈ A} . Then, α1 ≤ λ1 for
each α1 ∈ A1, α2 ≤ λ2 for each α2 ∈ A2 and for ǫ1 > 0, ǫ2 > 0, there exists β1 ∈ A1 and
β2 ∈ A2 such that β1 > λ1 − ǫ1 and β2 > λ2 − ǫ2, showing that λ1 is the supremum of A1
and λ2 is the supremum of A2 and hence we obtain
sup
D
A = supA1e1 + supA2e2,
Similarly, D-infimum of a D-bounded below set A is defined as
inf
D
A = inf A1e1 + inf A2e2,
where A1 and A2 are as defined above.
A BC-module (or D-module) X can be written as
X = e1X1 + e2X2 , (1.3)
where X1 = e1X and X2 = e2X are C(i)-vector (or R-vector) spaces. Formula (1.3) is
called the idempotent decomposition of X . Thus, any x in X can be uniquely written as
x = e1x1 + e2x2 with x1 ∈ X1, x2 ∈ X2.
2 Topological Hyperbolic Modules
Topological bicomplex modules have been defined and discussed thoroughly in [15]. In this
section, we introduce the concepts of topological hyperbolic modules and absorbedness in
hyperbolic modules. Hyperbolic convexity and hyperbolic-valued Minkowski functionals in
hyperbolic modules have already been defined in [19]. The proofs of all the theorems in this
section are on similar lines as of their bicomplex counterparts, (see, [15, Section 2]), so we
omit them.
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Definition 2.1. Let X be a D-module and τ be a Hausdorff topology on X such that the
operations
(i) + : X ×X −→ X and
(ii) · : D×X −→ X
are continuous. Then the pair (X, τ) is called a topological hyperbolic module or topological
D-module.
Let (X, τ) be a topological D-module. Write
X = e1X1 + e2X2,
where X1 = e1X and X2 = e2X are R-vector spaces as well as D-modules . Consider Xl to
be R-vector space, for l = 1, 2. Then τl = {elG : G ∈ τ} is a Hausdorff topology on Xl
such that the operations
(i) + : Xl ×Xl −→ Xl and
(ii) · : R×Xl −→ Xl
are continuous for l = 1, 2. Therefore, (Xl, τl) is a topological R-vector space for l = 1, 2.
Similarly, (Xl, τl) becomes a topological D-module, when Xl is considered to be D-module,
for l = 1, 2.
Definition 2.2. [19, Definition 17] Let B be a subset of a D-module X . Then B is called a
D-convex set if x, y ∈ X and λ ∈ D+ satisfying 0 ≤′ λ ≤′ 1 implies that λx+ (1− λ)y ∈ B.
Theorem 2.3. Let B be a D-convex subset of D-module X. Then B can be written as
B = e1B + e2B.
Definition 2.4. Let B be a subset of a D-module X . Then B is called a D-absorbing set if
for each x ∈ X , there exists ǫ >′ 0 such that λx ∈ B whenever 0 ≤′ λ ≤′ ǫ.
Theorem 2.5. Let (X, τ) be a topological D-module. Then each neighbourhood of 0 in X is
D-absorbing.
Definition 2.6. Let B be a D-convex, D-absorbing subset of a D-module X . Then, the
mapping qB : X −→ D+ defined by
qB(x) = inf
D
{α >′ 0 : x ∈ αB}, for each x ∈ X,
is called hyperbolic-valued gauge or hyperbolic-valued Minkowski functional of B.
For each x ∈ X , we can write qB(x) = qe1B(e1x)e1 + qe2B(e2x)e2, where qe1B and qe2B
are real valued Minkowski functionals on e1X and e2X respectively. For further details on
hyperbolic-valued Minkowski functionals one can see [15] and [19].
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3 Bicomplex and Hyperbolic Linear Functionals
In this section we give some properties of linear functionals on topological BC and topological
D-modules.
Suppose X is a BC-module. Then X is also a module over the ring of hyperbolic numbers,
i.e., X is also a D-module. An additive functional f on X is said to be D-linear if f(αx) =
αf(x) for each x ∈ X and each α ∈ D; and BC-linear if f(αx) = αf(x) for each x ∈ X and
each α ∈ BC.
Let X be a topological BC-module (or D-module) and f be a BC-functional (or D-
functional) on X . Then f is said to be continuous at x ∈ X if for each ǫ >′ 0, there exists
a neighbourhood V ⊂ X of x such that |f(y)− f(x)|k <′ ǫ for each y ∈ V . f is said to be
continuous on X if f is continuous at each x ∈ X .
Let X be a BC-module (or D-module) and f be a BC-linear (or D-linear) functional on
X . Then there exist C(i)-linear (or R-linear) functionals f1 and f2 on X such that
f(x) = e1f1(x) + e2f2(x), for each x ∈ X.
Since f is BC-linear (or D-linear), for each x ∈ X , we have
f(x) = f(e1x+ e2x)
= e1f(e1x) + e2f(e2x)
= e1f1(e1x) + e2f2(e2x).
That is,
f(x) = e1f1(e1x) + e2f2(e2x), (3.1)
for each x ∈ X . This leads to the following theorem:
Theorem 3.1. Let X be a topological BC-module (or D-module) and f be a BC-linear (or
D-linear) functional on X. Then the following statements are equivalent:
(i) f is continuous if and only if f1|X1 and f2|X2 are continuous.
(ii) f is D-bounded in some neighbourhood of 0 if and only if f1|X1 and f2|X2 are bounded
in some neighbourhoods of 0.
Proof. (i) Suppose f is continuous. Let x1 ∈ X1 = e1X, x2 ∈ X2 = e2X and ǫ1, ǫ2 > 0 be
given. Then there exists x ∈ X such that x1 = e1x and x2 = e2x. Set ǫ = e1ǫ1 + e2ǫ2. Since
f is continuous at x, there exists a neighbourhood V ⊂ X of x such that for each y ∈ V,
|f(y)− f(x)|k <
′ ǫ.
Write each y ∈ V as y = e1y1 + e2y2 for some y1 ∈ e1V and y2 ∈ e2V , we have
e1|f1(e1y − e1x)|+ e2|f2(e2y − e2x)| <
′ e1ǫ1 + e2ǫ2.
That is,
e1|f1(y1 − x1)|+ e2|f2(y2 − x2)| <
′ e1ǫ1 + e2ǫ2,
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for each y1 ∈ e1V and y2 ∈ e2V . Then e1V and e2V are neighbourhoods of x1 and x2 in e1X
and e2X respectively such that
|f1(y1 − x1)| < ǫ1
and
|f2(y2 − x2)| < ǫ2,
for each y1 ∈ e1V and y2 ∈ e2V . Thus, f1|e1X and f2|e2X are continuous.
Conversely, suppose f1|e1X and f2|e2X are continuous. Let x ∈ X and ǫ >
′ 0 be given.
Then there exist x1 ∈ e1X, x2 ∈ e2X , ǫ1, ǫ2 > 0 such that e1x = x1, e2x = x2 and ǫ =
e1ǫ1 + e2ǫ2. Since f1|e1X and f1|e2X are continuous at x1 and x2 respectively, there exist
neighbourhoods e1U and e2V of x1 and x2 in e1X and e2X respectively such that
|f1(y1 − x1)| < ǫ1
and
|f2(y2 − x2)| < ǫ2,
for each y1 ∈ e1U and y2 ∈ e2V . Then O = e1U + e2V is a neighbourhood of x in X such
that
|f(y)− f(x)|k = e1|f1(e1y − e1x)|+ e2|f2(e2y − e2x)|
= e1|f1(y1 − x1)|+ e2|f2(y2 − x2)|
<′ ǫ1 + ǫ2
= ǫ,
for each y ∈ O. This shows that f is continuous.
(ii) Suppose f is D-bounded in a neighbourhood V ⊂ X of 0. Then there exists a hy-
perbolic number M >′ 0 such that |f(x)|k ≤′ M for each x ∈ V . Thus
e1|f1(e1x)| + e2|f2(e2x)| <
′ M,
for each x ∈ V . Also, there exist M1,M2 > 0 such that M = e1M1 + e2M2. Then e1V and
e2V are neighbourhoods of 0 in e1X and e2X respectively such that
|f1(x1)| < M1
and
|f2(x2)| < M2,
for each x1 = e1x ∈ e1V and x2 = e2x ∈ e2V.
Conversely, suppose f1|e1X and f1|e2X are bounded in neighbourhoods e1U and e2V of 0
in e1X and e2X respectively. Then there exist real numbers M1,M2 > 0 such that
|f1(x1)| < M1
and
|f2(x2)| < M2,
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for each x1 ∈ e1U and x2 ∈ e2V. Set M = e1M1 + e2M2 and O = e1U + e2V . Then M >
′ 0
and O is a neighbourhood of 0 in X such that for each x ∈ O, we have
|f(x)|k = e1|f1(e1x)|+ e2|f2(e2x)|
<′ e1M1 + e2M2
= M.
The next theorem follows from [29, Theorem 1.17, Theorem 1.18 ] and Theorem 3.1.
Theorem 3.2. Let X be a topological BC-module (or D-module) and f be a BC-linear (or
D-linear) functional on X. Then the following statements hold:
(i) f is continuous at 0.
(ii) f is continuous.
(iii) f is D-bounded in some neighbourhood of 0.
Theorem 3.3. Let X be a topological D-module and
f = e1f1 + e2f2 (3.2)
be a D-linear functional on X, where f1 and f2 are non-constant R-linear functionals on X
and A be a D-convex subset X. Then the following statements hold:
(i) f(A) is D-convex.
(ii) If A is open, then so is f(A).
Proof. (i) Let x, y ∈ f(A) and λ ∈ D such that 0 ≤′ λ ≤′ 1. Then there exist x′, y′ ∈ A such
that x = f(x′) and y = f(y′). Since A is D-convex, λx′ + (1− λ)y′ ∈ A. By D-linearity of f ,
we have
λx+ (1− λ)y = λf(x′) + (1− λ)f(y′)
= f(λx′) + f((1− λ)y′)
= f(λx′ + (1− λ)y′)
∈ f(A).
(ii) By (i), f(A) is D-convex, so we can write f(A) = e1f(A) + e2f(A). Now, by D-linearity
of f , and Equation (3.2), we get e1f(A) = e1f(e1A) = e1f1(e1A) and e2f(A) = e2f(e2A) =
e2f2(e2A). Therefore, we have f(A) = e1f1(e1A) + e2f2(e2A). Since e1A and e2A are open
sets in e1X and e2X respectively and any non-constant R-linear functional on a R-vector
space is an open mapping, it follows that f1(e1A) and f2(e2A) are open sets in R. Therefore,
f(A) = e1f1(e1A) + e2f2(e2A) is an open set in D.
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4 Uniform Boundedness Principle
In this section, we study the Baire category theorem for D-metric spaces and the principle
of uniform boundedness for F - bicomplex and F -hyperbolic modules.
Definition 4.1. [15, Definition 5.6] Let dD : X × X → D be a function such that for any
x, y, z ∈ X , the following properties hold:
(i) dD(x, y) ≥′ 0 and dD(x, y) = 0 if and only if x = y,
(ii) dD(x, y) = dD(y, x),
(iii) dD(x, z) ≤′ dD(x, y) + dD(y, z).
Then dD is called a hyperbolic-valued (or D-valued) metric on X and the pair (X, dD) is
called a hyperbolic metric (or D-metric) space.
Definition 4.2. Let (X, dD) be a D-metric space, x ∈ X and r >′ 0 be a hyperbolic number.
Then an open ball in X with center x and radius r is denoted by B(x, r) and is defined as
B(x, r) = {y ∈ X : dD(x, y) <
′ r}.
Definition 4.3. Let (X, dD) be a D-metric space and M ⊂ X . Then a point x ∈M is called
an interior point of M if there exists a r >′ 0 such that B(x, r) ⊂ M.
Definition 4.4. Let (X, dD) be a D-metric space and M ⊂ X . Then a point x ∈M is called
a limit point of M if for every r >′ 0, the open ball B(x, r) contains a point of M other than
x.
Definition 4.5. Let (X, dD) be a D-metric space and M ⊂ X . Then M is said to be open
in X if every point of M is an interior point.
Definition 4.6. Let (X, dD) be a D-metric space and M ⊂ X . Then M is said to be closed
in X if it contains all its limit points.
Definition 4.7. A sequence {xn} in a D-metric space (X, dD) is said to converge to a point
x ∈ X if for every ǫ >′ 0, there exists N ∈ N such that
dD(xn, x) <
′ ǫ for every n ≥ N.
Definition 4.8. A sequence {xn} in a D-metric space (X, dD) is said to be a Cauchy sequence
if for every ǫ >′ 0, there exists N ∈ N such that
dD(xn, xm) <
′ ǫ for every n,m ≥ N.
Definition 4.9. A D-metric space X is said to be complete if every Cauchy sequence in X
converges in X .
The follwing theorem can be proved easily
Theorem 4.10. A D-metric space is a topological space.
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The following theorem is the Baire category theorem for D-metric spaces.
Theorem 4.11. Let (X, dD) be a complete D-metric space such that X =
∞⋃
n=1
Fn where each
Fn is a closed subset of X. Then at least one of the Fn’s contains a non-empty open set.
Proof. Suppose each Fn does not contain a non-empty open set. Since X \ F1 is a non-
empty open set, we choose x1 ∈ X \ F1 and 0 <′ ǫ1 <′ 1/2 such that B1 ∩ F1 = φ where
B1 = B(x1, ǫ1). The open ball B(x1, ǫ1/2) is not contained in F2, hence there is some
x2 ∈ B(x1, ǫ1/2) and 0 <
′ ǫ2 <
′ 1/22 such that B2 ∩ F2 = φ and B2 ⊂ B(x1, ǫ1/2), where
B2 = B(x2, ǫ2). By induction, we obtain the sequences {xn} and {ǫn} which satisfy the
following:
(i) Bn+1 ⊂ B(xn, ǫn/2),
(ii) 0 <′ ǫn <
′ 1/2n and
(iii) Bn ∩ Fn = φ.
For n < m,
dD(xn, xm) ≤
′ dD(xn, xn+1) + dD(xn+1, xn+2) + . . .+ dD(xm−1, xm)
<′ ǫn/2 + ǫn+1/2 + . . .+ ǫm−1/2
<′ 1/2n+1 + 1/2n+2 + . . .+ 1/2m
<′ 1/2n.
Thus, {xn} is a Cauchy sequence in X . Since X is complete, {xn} converges to a point x.
Also,
dD(xn, x) ≤′ dD(xn, xm) + dD(xm, x)
<′ ǫn/2 + dD(xm, x)
→ ǫn/2.
It follows that x ∈ Bn, for each n. Since Bn ∩ Fn = φ, we see that x /∈ Fn, for each n.
Therefore, x /∈
∞⋃
n=1
Fn. This contradicts the fact that X =
∞⋃
n=1
Fn. Thus, one of the Fn’s
contains a non-empty open set.
Definition 4.12. An F -bicomplex module (or F -BC module) is a BC-module X having a
D-valued metric dD such that the following properties hold:
(i) dD is translation invariant.
(ii) · : BC×X −→ X is continuous.
(iii) (X, dD) is complete D-metric space.
Definition 4.13. An F -hyperbolic module (or F -D module) is a D-module X having a
D-valued metric dD such that the following properties hold:
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(i) dD is translation invariant.
(ii) · : D×X −→ X is continuous.
(iii) (X, dD) is complete D-metric space.
For each x ∈ X , define ||x||D = dD(x, 0). We see that, if dD is translation invari-
ant D-metric on X , then the properties dD(x, y) = 0 if and only if x = y, dD(x, y) ≤′
dD(x, z) + dD(z, y) and dD(x, y) = dD(y, x) are equivalent to ||x||D = 0 if and only if x = 0,
||x+ y||D ≤′ ||x||D + ||y||D and || − x||D = ||x||D respectively. Infact,
(i)
||x||D = 0 ⇔ dD(x, 0) = 0
⇔ x = 0.
(ii)
||x+ y||D = dD(x+ y, 0)
= dD(x,−y)
≤′ dD(x, 0) + dD(0,−y)
= dD(x, 0) + dD(y,−y + y)
= dD(x, 0) + dD(y, 0)
= ||x||D + ||y||D.
(iii)
|| − x||D = dD(−x, 0)
= dD(0,−x)
= dD(x,−x+ x)
= dD(x, 0)
= ||x||D.
Theorem 4.14. An F -BC module is a topological BC-module.
The next theorem demonstrates the principle of uniform boundedness in the setting of
F -BC modules. The uniform boundedness principle for F -module spaces with real-valued
metric was stated in [14]. Here, we prove the result for F -BCmodules with hyperbolic-valued
metric.
Theorem 4.15. For each α ∈ ∧, let Tα : X → Y be a continuous BC-linear map form
a F -BC module X to a F -BC module Y . If for each x ∈ X, the set {Tα(x) : α ∈ ∧} is
D-bounded then limx→0 Tα(x) = 0 uniformly for α ∈ ∧.
Proof. For given ǫ >′ 0 and each positive integer n, consider the set
Xn = {x ∈ X :
∣∣∣∣
∣∣∣∣ 1nTα(x)
∣∣∣∣
∣∣∣∣
D
+
∣∣∣∣
∣∣∣∣ 1nTα(−x)
∣∣∣∣
∣∣∣∣
D
≤′
ǫ
2
, α ∈ ∧}.
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Since Tα is continuous we see that each set Xn is closed. Also, ∪
∞
n=1Xn = X . Therefore, by
Theorem 4.11, some Xn0 contains an open ball B(x0, δ). That is, if ||x||D <
′ δ, then∣∣∣∣
∣∣∣∣ 1n0Tα(x0 + x)
∣∣∣∣
∣∣∣∣
D
≤′
ǫ
2
.
Since Tα is BC-linear, we have∣∣∣∣
∣∣∣∣ 1n0Tα(x)
∣∣∣∣
∣∣∣∣
D
=
∣∣∣∣
∣∣∣∣ 1n0Tα(x+ x0 − x0)
∣∣∣∣
∣∣∣∣
D
=
∣∣∣∣
∣∣∣∣ 1n0Tα(x+ x0) + Tα(−x0)
∣∣∣∣
∣∣∣∣
D
≤′
∣∣∣∣
∣∣∣∣ 1n0Tα(x+ x0)
∣∣∣∣
∣∣∣∣
D
+
∣∣∣∣
∣∣∣∣ 1n0Tα(−x0)
∣∣∣∣
∣∣∣∣
D
.
Thus, if ||x||D <′ δ, then ∣∣∣∣
∣∣∣∣Tα
(
1
n0
x
)∣∣∣∣
∣∣∣∣
D
=
∣∣∣∣
∣∣∣∣ 1n0Tα(x)
∣∣∣∣
∣∣∣∣
D
≤′ ǫ.
Since the mapping x→ x/n0 is a homeomorphism, it follows that limx→0 Tα(x) = 0 uniformly
for α ∈ ∧.
Theorems 4.14 and 4.15 in the setting of F -D modules can be stated as:
Theorem 4.16. An F -D module is a topological D-module.
Theorem 4.17. For each α ∈ ∧, let Tα : X → Y be a continuous D-linear map form a F -D
module X to a F -D module Y . If for each x ∈ X, the set {Tα(x) : α ∈ ∧} is D-bounded then
limx→0 Tα(x) = 0 uniformly for α ∈ ∧.
5 Open Mapping and Closed Graph Theorems
In this section, we discuss the open mapping theorem, the inverse mapping theorem and the
closed graph theorem for F - bicomplex and F -hyperbolic modules. The open mapping and
the closed graph theorems were stated in [14] for F -module spaces with real-valued metric.
The proofs of the following two results are on similar lines as in [9, Theorem 1, pp-55].
Lemma 5.1. Let T : X → Y be a continuous BC-linear map from a F -BC module X onto
a F -BC module Y . Then the image of a neighbourhood of the origin in X under T contains
a neighbourhood of the origin in Y .
Proof. We prove the lemma in two steps. In Step I we show that the closure of the image
of a neighbourhood of the origin under T contains a neighbourhood of the origin. And in
Step II we finally prove that the image of a neighbourhood of the origin under T contains a
neighbourhood of the origin.
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Step I: Let G be a neighbourhood of 0 in X . Since X is a topological BC-module, any
algebraic combination of variables x1, x2 is continuous as a map from X×X into X , so there
is a neighbourhood V of 0 in X such that V − V ⊂ G. We see that for each x ∈ X there
exists n ∈ N such that x ∈ nV . We, therefore, have X =
∞⋃
n=1
nV . Since T is surjective and
BC-linear it follows that
Y = T (X) = T
(
∞⋃
n=1
nV
)
=
∞⋃
n=1
nTV =
∞⋃
n=1
nTV .
By Theorem 4.11, one of the sets nTV contains a non-empty open set. This implies that
TV also contains a non-empty open set, say, U . It follows that,
TG ⊇ TV − TV ⊇ TV − TV ⊇ U − U.
Clearly, the set u− U is open, so U − U =
⋃
u∈U
(u− U) is an open set containing 0. Denote
the set U − U by W . Then W is a neighbourhood of 0 in Y such that W ⊂ TG.
Step II: For any ǫ >′ 0, denote
Xǫ = {x ∈ X : ||x||D <
′ ǫ},
and
Yǫ = {y ∈ Y : ||y||D <
′ ǫ}.
Let ǫ0 >
′ 0 be arbitrary, and let {ǫi}∞i=1 be a sequence of positive hyperbolic numbers such
that
∞∑
i=1
ǫi <
′ ǫ0. By Step I, there is a sequence {ηi}∞i=0 of positive hyperbolic numbers tending
to 0 such that
Yηi ⊂ TXǫi, i = 0, 1 2, . . . . (5.1)
Let y ∈ Yη0 . Then, from (5.1), with i = 0, there is an x0 ∈ Xǫ0 such that ||y − Tx0||D <
′ η1.
Thus, y − Tx0 ∈ Yη1 . Again, from (5.1), with i = 1, there is an x1 ∈ Xǫ1 such that
||y − Tx0 − Tx1||D <′ η2. In (n + 1)th step we find an xn such that
||y −
n∑
i=0
Txi||D <
′ ηn+1, n = 0, 1 2, . . . . (5.2)
Let zn = x0 + x1 + x2 + . . . + xn. For, n > m, we have
||zn − zm||D ≤
′
n∑
i=m+1
||xi||D <
∞∑
i=m+1
ǫi <
′ ǫ0.
Thus, {zn} is a Cauchy sequence in X and it converges to a point, say, x ∈ X . Then,
||x||D = lim
n→∞
||zn||D ≤
′ lim
n→∞
n∑
i=0
ǫi <
′ 2ǫ0.
This shows that x ∈ X2ǫ0. Also, since T is continuous, Tzn → Tx and from (5.2), we see
that Tx = y. Thus we have shown that Yη0 ⊂ TX2ǫ0.
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We now prove the open mapping theorem for F -BC modules.
Theorem 5.2. Let T : X → Y be a continuous BC-linear map from a F -BC module X onto
a F -BC module Y . Then T is an open map.
Proof. Let G be a non-empty open set inX . To show that TG is open in Y , let y = Tx ∈ TG.
Since G is open, there exists a neighbourhood U of 0 in X such that x+U ⊂ G. By Lemma
5.1, there is a neighbourhood V of 0 in Y such that V ⊂ TU . Then y+V is a neighbourhood
of y such that
y + V = Tx+ V ⊂ Tx+ TU = T (x+ U) ⊂ TG.
This shows that TG is open in Y and hence T is an open map.
The next result is the inverse mapping theorem for F -BC modules.
Theorem 5.3. Let T : X → Y be a continuous bijective BC-linear map from a F -BC module
X to a F -BC module Y Then T has a continuous BC-linear inverse.
Proof. To show that T−1 is BC-linear, let y1, y2 ∈ Y and x1, x2 ∈ X such that T (x1) = y1
and T (x2) = y2. Then
T (x1 + x2) = T (x1) + T (x2) = y1 + y2.
Therefore,
T−1(y1 + y2) = x1 + x2 = T
−1(y1) + T
−1(y2).
Also, for any λ ∈ BC, we have,
T (λx1) = λT (x1) = λy1.
Thus,
T−1(λy1) = λx1 = λT
−1(y1).
Now to show that T−1 is continuous, it is enough to show that the inverse image of an open
set under T−1 is open. So let M ⊂ X be an open set. By Theorem 5.2, (T−1)−1 = T maps
open sets onto open sets, hence (T−1)−1(M) is open in Y . This completes the proof.
Definition 5.4. Let X and Y be two F -BC modules. Let T be a BC-linear map whose
domain D(T ) defined as
D(T ) = {x ∈ X : Tx ∈ Y }
is a BC-submodule in X and whose range lies in Y . Then the graph of T is the set of all
points in X × Y of the form (x, Tx) with x ∈ D(T ).
A BC-linear operator T is said to be closed if its graph is closed in the product space
X × Y. An equivalent statement is as follows:
A BC-linear operator T is closed if whenever xn ∈ D(T ), xn −→ x, Txn −→ y ⇒ x ∈
D(T ) and Tx = y.
Note that the product X × Y of two F -BC modules X and Y is also an F -BC module.
The next result is closed graph theorem in the setting of F -BC modules.
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Theorem 5.5. Let X and Y be F -BC modules and T : X → Y be a closed BC-linear map.
Then T is continuous.
Proof. Clearly the graph G of T is a closed BC-submodule in the product F -BC module
X × Y , hence G is a complete D-metric space. Thus G is an F -BC module. The map
pX : (x, Tx) 7→ x of G onto X is one-to-one, BC-linear, and continuous. Hence, by Theorem
5.3, its inverse p−1X is continuous. Thus T = pY p
−1
X is continuous.
Theorems 5.2, 5.3 and 5.5 in the setting of F -D modules have been stated below:
Theorem 5.6. Let T : X → Y be a continuous D-linear map from a F -D module X onto a
F -D module Y . Then T is an open map.
Theorem 5.7. Let T : X → Y be a continuous bijective D-linear map from a F -D module
X to a F -D module Y Then T has a continuous D-linear inverse.
Theorem 5.8. Let X and Y be F -D modules and T : X → Y be a closed D-linear map.
Then T is continuous.
6 Hahn Banach Separation Theorem for Topological
Hyperbolic Modules
In this section, we present a proof of the Hahn Banach separation theorem for topological
hyperbolic modules.
Theorem 6.1. Let X be a topological D-module and A,B be non-empty D-convex subsets of
X such that e1A∩ e1B = e2A∩ e2B = ∅. If A is open, then there exist a continuous D-linear
functional f on X and γ ∈ D such that
f(a) <′ γ ≤′ f(b),
for each a ∈ A and b ∈ B.
Proof. Choose a0 ∈ A and b0 ∈ B. Take G = A − B + x0, where x0 = b0 − a0. Then G
is an open set in X . Clearly, 0 ∈ G. Therefore, G is D-absorbing in X . Let x, y ∈ G and
0 ≤′ λ ≤′ 1. Then, there exist a1, a2 ∈ A and b1, b2 ∈ B such that x = a1 − b1 + x0 and
y = a2 − b2 + x0. Since A and B are D-convex,
λx+ (1− λ)y = λ(a1 − b1 + x0) + (1− λ)(a2 − b2 + x0)
= λa1 + (1− λ)a2 + λb1 + (1− λ)b2 + x0 ∈ G.
Thus, G is a D-convex, D-absorbing set containing 0. Let qG be the D-Minkowski functional
of G. Then, there exist real valued Minkowski functionals
qe1G : e1X −→ R
and
qe2G : e2X −→ R
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such that qG(x) = qe1G(e1x)e1+qe2G(e2x)e2, for each x ∈ X . Since e1A∩e1B = e2A∩e2B = ∅,
it follows that e1x0 /∈ e1G and e2x0 /∈ e2G. Thus, qe1G(e1x0) ≥ 1 and qe2G(e2x0) ≥ 1, which
yields qG(x0) ≥′ 1. Take Y = {λx0 : λ ∈ D} and define a D-linear functional g : Y −→ D
by
g(λx0) = λ, for each λ ∈ D.
We now show that g is dominated by qG on D-submodule Y of X . For this, write λ ∈ D as
λ = e1λ1 + e2λ2, where λ1, λ2 ∈ R. Then, we have the following cases:
Case (i): If λ1 ≥ 0 and λ2 ≥ 0, then
g(λx0) = e1λ1 + e2λ2
≤′ e1λ1qe1G(e1x0) + e2λ2qe2G(e2x0)
= e1qe1G(e1λ1x0) + e2qe2G(e2λ2x0)
= qG(λx0).
Case (ii): If λ1 < 0 and λ2 ≥ 0, then
g(λx0) = e1λ1 + e2λ2
≤′ e10 + e2λ2qe2G(e2x0)
≤′ e1qe1G(e1λ1x0) + e2qe2G(e2λ2x0)
= qG(λx0).
Case (iii): If λ1 ≥ 0 and λ2 < 0, then
g(λx0) = e1λ1 + e2λ2
≤′ e1λ1qe1G(e1x0) + e20
≤′ e1qe1G(e1λ1x0) + e2qe2G(e2λ2x0)
= qG(λx0).
Thus, g ≤′ qG on Y . By [19, Theorem 5], there exists a D-linear functional f on X such that
f|Y = g and f ≤
′ qG.
Now, qG ≤′ 1 on G implies that f ≤′ 1 on G. From this, it follows that f ≥′ −1 on −G.
Therefore, we have |f |k ≤′ 1 on G ∩ (−G). Since G ∩ (−G) is an open set containing 0, by
Theorem 3.2, f is continuous on X . Now, let a ∈ A and b ∈ B. Since a− b+ x0 ∈ G and G
is open, we see that
f(a)− f(b) + 1 = f(a− b+ x0)
≤′ qG(a− b+ x0)
<′ 1,
and so f(a) <′ f(b). From Theorem 3.3, f(A) is open in D. Set γ = infD f(B), we have, for
each a ∈ A, b ∈ B,
f(a) <′ γ ≤′ f(b).
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7 Hahn Banach Separation Theorem for Topological
Bicomplex Modules
In this section, a generalized version of Hahn Banach separation theorem for topological
bicomplex modules is proved.
Let X be a BC-module and h be a BC-functional on X . Then for each x ∈ X ,
h(x) = g1(x) + ig2(x) + jg3(x) + kg4(x),
where g1, g2, g3 and g4 are R-functionals on X . We now define a D-functional on X with the
help of h as follows: For each x ∈ X , define
hD(x) = g1(x) + kg4(x).
The following two theorems then follow from [19, Section 4]:
Theorem 7.1. Let X be a BC-module. Then the following statements hold:
(i) Let h be a BC-linear functional on X. Then hD is a D-linear functional on X and
h(x) = hD(x)− ihD(ix), for each x ∈ X.
(ii) Let f be a D-linear functional on X and h : X −→ BC be defined by
h(x) = f(x)− if(ix), for each x ∈ X.
Then h is a BC-linear functional on X.
Theorem 7.2. Let X be a BC-module. Then the following statements hold:
(i) Let h be a BC-linear functional on X. Then hD is a D-linear functional on X and
h(x) = hD(x)− jhD(jx), for each x ∈ X.
(ii) Let f be a D-linear functional on X and h : X −→ BC be defined by
h(x) = f(x)− jf(jx), for each x ∈ X.
Then h is a BC-linear functional on X.
Corollary 7.3. Let X be a topological BC-module. If a BC-linear functional h on X is
continuous then so is hD; and for every continuous D-linear functional f on X, there exists
a unique continuous BC-linear functional h on X such that f = hD.
Theorem 7.4. Let X be a topological BC-module and A,B be non-empty D-convex subsets
of X such that e1A ∩ e1B = e2A ∩ e2B = ∅. If A is open, then there exist a continuous
BC-linear functional h on X and γ ∈ D such that
hD(a) <
′ γ ≤′ hD(b),
for each a ∈ A and b ∈ B.
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Proof. By Theorem 6.1, there exist a continuous D-linear functional f on X and γ ∈ D such
that
f(a) <′ γ ≤′ f(b),
for each a ∈ A and b ∈ B. Define a functional h : X −→ BC by
h(x) = f(x)− if(ix), for each x ∈ X.
Then h is a continuous BC-linear functional on X such that for each x ∈ X, hD(x) = f(x).
It follows that
hD(a) = f(a) <
′ γ ≤′ f(b) = hD(b),
for each a ∈ A and b ∈ B.
8 Another Geometric Form of Hyperbolic Hahn Ba-
nach Theorem
Hyperbolic hyperplanes have been defined and discussed thoroughly in [19, Section 8]. In this
section, using hyperbolic hyperplanes, we present the Hahn Banach theorem for hyperbolic
modules in geometric form.
Definition 8.1. A subset L of a D-module X is said to be a D-linear variety if there exist
a D-submodule M of X and x0 ∈ X such that
L = x0 +M.
That is, a D-linear variety is a translate of a D-submodule.
Definition 8.2. [19, Definition 12] A subset L of a D-module X is said to be a D-hyperplane
if there exist a maximal D-submodule M of X and x0 ∈ X such that
L = x0 +M.
That is, a D-hyperplane is a translate of a maximal D-submodule.
Theorem 8.3. [19, Theorem 13(1 and 2)] Let X be a D-module and L ⊂ X. Then the
following statements are equivalent:
(i) L is a D-hyperplane.
(ii) There exist a D-linear functional f that takes at least one invertible value and c ∈ D
such that
L = {x ∈ X : f(x) = c}.
Theorem 8.4. [19, Theorem 13(3)] Let X be a D-module and L ⊂ X be a D-hyperplane. If
f and g are D-linear functionals on X such that both take at least one invertible value and
c, d ∈ D with
L = {x ∈ X : f(x) = c} = {x ∈ X : g(x) = d},
then, there exists γ ∈ D such that f = γg and c = γd.
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Theorem 8.5. [19, Theorem 15] Let X be a D-module and L ⊂ X. Then L is a D-
hyperplane if and only if e1L and e2L are real hyperplanes in e1X and e2X respectively such
that L = e1L⊕ e2L.
Theorem 8.6. Let X be a D-module and B ⊂ X be a D-convex, D-absorbing set. If L ⊂ X
is a D-hyperplane such that e1B∩e1L = e2B∩e2L = ∅, then there exists a D-linear functional
f such that L = {x ∈ X : f(x) = 1} and for each x ∈ X, −qB(−x) ≤
′ f(x) ≤′ qB(x).
Proof. Since L is a D-hyperplane, by Theorem 8.3, there exist a D-linear functional g that
takes at least one invertible value and a hyperbolic number c = e1c1 + e2c2 such that
L = {x ∈ X : g(x) = c}.
Since g is D-linear on X , there exist R-linear functionals g1 and g2 on e1X and e2X respec-
tively such that for each x ∈ X , we have
g(x) = e1g1(e1x) + e2g2(e2x).
Also, by Theorem 8.5, L = e1L ⊕ e2L, where e1L and e2L are real hyperplanes in e1X and
e2X respectively. It is clear that e1L = {e1x ∈ e1X : g1(e1x) = c1} and e2L = {e2x ∈
e2X : g2(e2x) = c2}. We claim that c is invertible. Suppose the contrary. Then either
c1 = 0 or c2 = 0. Consider the case when c1 = 0. Then, 0 ∈ e1L. Also, 0 ∈ B as B is
D-absorbing which yields that 0 ∈ e1B. Therefore 0 ∈ e1B ∩ e1L, which contradicts the
hypothesis that e1B ∩ e1L = ∅. Thus c1 6= 0. Similarly, it can be shown that c2 6= 0.
This proves our claim that c is invertible. Take f = g/c. Then, by Theorem 8.4, we
get L = {x ∈ X : f(x) = 1}. For each x ∈ X , write f(x) = e1f1(e1x) + e2f2(e2x),
where g1 and g2 are R-linear functionals on e1X and e2X respectively. Then, we have
e1L = {e1x : f1(e1x) = 1} and e2L = {e2x : f2(e2x) = 1}. Now, B is D-convex implies
that e1B is R-convex set in R-vector space e1X . We also have e1B ∩ e1L = ∅. So, either
e1B ⊂ {e1x : f1(e1x) < 1} or e1B ⊂ {e1x : f1(e1x) > 1}. As f1(0) = 0 and 0 ∈ e1K, so
e1B ⊂ {e1x : f1(e1x) < 1}. In a similar fashion, we obtain e2B ⊂ {e2x : f2(e2x) < 1}.
Now, let x ∈ B. Then,
f(x) = e1f1(e1x) + e2f2(e2x)
<′ e1 + e2
= 1.
That is, B ⊂ {x ∈ X : f(x) <′ 1}. Let x ∈ X . Then there exists γ >′ 0 such that
x ∈ γB. That is, x/γ ∈ B. So, f(x/γ) <′ 1. Hence f(x) <′ γ. Taking D-infimum over all
γ for which x ∈ γB, we obtain f(x) ≤′ qB(x). Consequently for each x ∈ X , we also have
f(−x) ≤′ qB(−x). Thus, −qB(−x) ≤′ −f(−x) = f(x) ≤′ qB(x).
Theorem 8.7. Let X be a D-module and B ⊂ X be a D-convex, D-absorbing set. If L ⊂ X
is a D-linear variety such that e1B ∩ e1L = e2B ∩ e2L = ∅, then there exists a D-hyperplane
H = {x ∈ X : f(x) = 1}, where f is a D-linear functional on X such that L ⊂ H, for each
x ∈ X, f(x) ≤′ qB(x) and B ⊂ {x ∈ X : f(x) ≤′ 1}.
19
Proof. Let M be a D-submodule of X and x0 ∈ X such that L = x0 +M . Then neither
e1x0 ∈ e1M nor e2x0 ∈ e2M . Because if e1x0 ∈ e1M , then e1L = e1M , so 0 ∈ e1L.
Also, 0 ∈ e1B, as e1B is an absorbing set in e1X , showing that e1B ∩ e1L 6= ∅, which is
a contradiction. Similarly, we arrive at a contradiction for e2x0 ∈ e2M . Consider the set
N = span(M ∪ {x0}). Then N is D-submodule of X , L ⊂ N and M is a maximal D-
submodule of N , and so L is a D-hyperplane in N . Also, B ∩N is a D-convex, D-absorbing
subset of N . Since N is a D-submodule, for each x ∈ N , we have
qB∩N (x) = inf
D
{α >′ 0 : x ∈ α(B ∩N)}
= inf
D
{α >′ 0 : x ∈ αB ∩N}
= inf
D
{α >′ 0 : x ∈ αB}
= qB(x).
Clearly, (e1B ∩ e1N) ∩ e1L = (e2B ∩ e2N) ∩ e2L = ∅. By Theorem 8.6, there exists a
D-linear functional g on N such that L = {x ∈ X : g(x) = 1} and for each x ∈ N ,
g(x) ≤′ qB(x). Finally, by applying [19, Theorem 5], we obtain a D-linear functional f on X
such that f|N = g and for each x ∈ X , f(x) ≤
′ qB(x). Now, if x ∈ B, then qB(x) ≤′ 1. Thus
f(x) ≤′ qB(x) ≤′ 1, showing that B ⊂ {x ∈ X : f(x) ≤′ 1}. Let H = {x ∈ X : f(x) = 1}.
Then, H is a D-hyperplane in X and L ⊂ H . This completes the proof.
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