Abstract. This paper presents a technique to recover dynamic 3D vascular morphology from a single 3D rotational X-ray angiography acquisition. The dynamic morphology corresponding to a canonical cardiac cycle is represented via a 4D B -spline based spatiotemporal deformation. Such deformation is estimated by simultaneously matching the forward projections of a sequence of the temporally deformed 3D reference volume to the entire 2D measured projection sequence. A joint use of two acceleration strategies are also proposed: semi-precomputation of forward projections and registration metric computation based on a narrow-band region-of-interest. Digital and physical phantoms of pulsating cerebral aneurysms have been used for validation. Accurate estimation has been obtained in recovering sub-voxel pulsation, even from images with substantial intensity inhomogeneity. Results also demonstrate that the acceleration strategies can reduce memory consumption and computational time without degrading the performance.
Introduction
One 3D rotational X-ray angiography (3DRA) acquisition provides a sequence of 2D rotational X-ray angiographic images and an isotropic high-resolution 3D volumetric image reconstructed from them. As the acquisition lasts for a few seconds, the vascular motion occurring during the acquisition is captured in the 2D projections. However, since only a single volume is reconstructed, it does not provide the motion in 3D. The objective of our work is to retrieve the dynamic 3D morphology of the imaged region from 3DRA by combining the volume, the projections, and an additionally synchronized physiological signal. The latter provides the temporal information of each projection in the cardiac cycles.
The application targeted in this paper is cerebral aneurysm wall motion estimation. Cerebral aneurysms are pathological dilations of brain arteries commonly located at the Circle of Willis. When they rupture, spontaneous subarachnoid hemorrhage usually follows, causing high morbidity and mortality rates [1] .
It has been observed that aneurysms pulsate over the cardiac cycle [2] and that areas of higher pulsation coincide with the rupture sites [3] . However, the recovery of such pulsation is challenging because it is expected to be in the order of the voxel size. Also, existing aneurysm wall motion studies suffer from either strong artifacts [3] or partial motion estimation using a single projection view [4, 5] . In [6] , the aneurysm morphology at a given time instant is estimated from its temporal vicinity by matching projections of a deformed 3D reference volume to a sparse set of 2D projections in a weighted scheme. Similar to traditional gated reconstruction techniques, this approach approximates the spatiotemporal motion independently from one discrete time point to another, but fails to fully address the nature of motion: temporal consistency, that is, continuity over time.
In this paper, temporal consistency is achieved by formulating the inputs from 3DRA acquisitions into a 4D to multiple 2D image registration framework, which can be also found in [7] . However, we propose to match the forward projections of the temporally deformed 3D reference volume to the 2D measured projection sequence built upon one canonical cardiac cycle. As a result, the dynamic morphology of cerebral aneurysms is described in a way that is continuous and smooth both spatially and temporally. Additionally, compared to [6] , our technique does not require the extra selection of a weighting function and its window width. However, the cost of memory storage and computational time for processing a high-resolution 4D image and two large 2D image sequences at the same time is very high. We therefore further introduce a joint use of two acceleration strategies: semi-precomputation of forward projections and registration metric computation based on a narrow-band region-of-interest (ROI).
Algorithm framework
Building a canonical cardiac cycle. During the rotation of the C-arm gantry, the total angular coverage of the measured projections during each cardiac cycle is 40-50
• . This small range of the projection views may be less informative about the motion along certain directions. This could be compensated by introducing an additive constraint to the optimization process as in [7] . We overcome this limitation by reordering all the projections into one canonical cardiac cycle. Thus the projection viewing angle range in any temporal vicinity is enriched, which subsequently ensures consistent 3D morphology estimation from all directions. An illustration of this process is shown in Fig. 1(a) . We first normalize the period of each cardiac cycle to 1, according to the synchronized physiological signal, e.g. electrocardiogram or pressure wave. Hence any projection is acquired within the [0, 1) interval. All the N projections are then sorted by this normalized time to build one canonical cardiac cycle as
3 }, where I t k (x) represents the measured projection with a rotating field of view at projection plane S k and at time t k , 0 ≤ t k ≤ t k+1 < 1.
4D to multiple 2D image registration. As shown in Fig. 1(b) , motion throughout the cardiac cycle is estimated by a 4D deformation T with parame- ters ω. And the 3D instantaneous morphology at time t is given by:
where p is a point on V t , and V stands for the reference volume. The deformation function T is chosen to be a B -spline based transformation [8] :
where B(·) is the 3D tensor product of 1D cubic B -spline functions β(·), defined on a sparse grid of 4D control points (p c , t τ ), being c the spatial index and τ the temporal index, and (∆ c , ∆ τ ) the width of the functions in each dimension. For each I t k a corresponding forward projectionĨ t k , also called digitally reconstructed radiograph (DRR), is generated to approximate the X-ray angiography. The pixel valueĨ t k (x) is calculated by integrating the voxel values of V t k along the ray from the X-ray source s to x in the projection plane (see Fig. 2 (a)):
where p denotes the th sampled points along L s,x , and α the sampling weight, which is the distance between two consecutive sampled points p and p +1 . Similarly, we denoteĨ as the DRRs sequence, which is iteratively modified to match the measured projection sequence I for an optimal estimation withω:
where M is the similarity metric between two mapping regions. The L-BFGS-B algorithm [9] was used as the optimizer, and mutual information by Mattes et al. [10] as the metric function. Instead of computing the histograms individually for each projection pair, all sampled points from the entire sequence are considered as one region, thus forming a single histogram. That is, M describes the similarity between two sequences. After obtainingω, we could substitute it into Eq. 1 to extract instantaneous motion at any given time instant.
Acceleration strategies
Dealing simultaneously with a high-resolution 4D image and two large 2D image sequences, however, suffers from excessive memory requirements and computational load. For the method to be practically applicable, reducing both of them without degrading the performance is highly desirable. The following two joint strategies serve this purpose. Semi-precomputed DRRs. A typical example of 3DRA patient data is shown in Fig. 2(a) , where the structure of interest (i.e. aneurysm) is in the order of millimeters, occupying a very small part in the image. Thus, only this volume of interest (VOI) is deformed and the rest of the volume remains unmodified.
On the other hand, in order to simulate X-ray projections, voxels of the entire volume must be integrated at each iteration to update forward projections. In order to avoid repeated computation, we precompute the voxel intensity integrals outside the VOI at each projection view. For instance in Fig. 2(a) , the changing intensity sum of the sampled points on the ray L s,x in the VOI is added at each iteration to the precomputed sum of the remaining ones for the pixel value at x.
Narrow-band region-of-interest. Typically the projected VOI, denoted as S VR (Fig. 2(a) ), is used as the sampling region to compute the metric. In this paper, we introduce two object-adaptive regions: the projected aneurysm (S AR ) and the projected aneurysm wall (S WR ), shown in Fig. 2(b) and (c), respectively. Hence the image sequences in Eq. 4 are replaced by the sequences of these sampling regions. According to a typical histogram of a 3DRA cerebral vasculature image, vessels belong to high intensity regions, among which the aneurysm region has even higher intensities [11] . This property allows to roughly discriminate different regions based on intensity. S AR is obtained by first selecting a typical voxel value of the aneurysm dome, and then projecting only the points with voxel values larger than it. Similarly, S WR is obtained by taking the subtracted projected region from two typical voxel values of the background and the dome. Currently, we assume for each individual image the typical intensity values of the background and the aneurysm dome by sampling two small patches from these regions, respectively. Additionally, using S AR instead of S VR is to avoid possible influences of background structures on the estimation, and using S WR is to further avoid potential registration failures caused by intensity inhomogeneity at the projected aneurysm dome.
Experiments and Results
Phantom and image acquisition. A typical 3DRA flat panel system like Allura Xper FD20 (Philips Healthcare, Best, The Netherlands) acquires 120 Xray angiography images (resolution 1024 2 pixels with 0.15 2 mm 2 /pixel), during a four-second C-arm rotation of over 200 degrees. The images are then used to reconstruct a 3D volume of 256 3 voxels at resolutions of 0.3 3 mm 3 . In our experiments, digital phantom data were simulated to be consistent with these imaging settings using computer synthesized irregular geometries of dome diameter=8-12mm and artery diameter=4mm. Maximum pulsation amplitudes were 1%-4% of the dome diameter (0.08-0.48mm). In order to simulate realistic 3DRA data, we fused the phantom data into a clinical dataset (Fig. 3) . Details of this simulation are described in [6] . Physical phantom data was obtained with a silicone sidewall aneurysm phantom (Elastrat, Geneva, Switzerland), representing realistic dimensions of vascular structures in human bodies: dome diameter=10mm and artery diameter=4mm. It was filled with contrast agent (Iomeron 400, Bracco Imaging SpA, Milan, Italy) and connected to a customized pulsatile pump. Images were acquired from an aforementioned Allura Xper FD20 imaging suite.
Results. Experiments were executed on an Intel Core TM 2 Quad CPU Q6600 2.40GHz with 4GB of memory and no parallelization was used. All the experiments employed the semi-precomputed DRRs strategy, which essentially produced equal results but with a 3-4x speedup. This ratio is the proportion between the ray path length of the full volume and that of the VOI. The B-spline control point grid spacing was about 1.5mm for the spatial dimensions, and 12.5% of the canonical cardiac cycle for the temporal dimension.
We first carried out digital phantom experiments for quantitative validation. A set of deformed volume images at discrete time points were extracted according to the estimated transformation. Then, a relative estimation error was measured at each time point t: ε(t) = 100 × m r (t) − m g (t) /m g , where m g (t) is the ground-truth pulsation measurement (e.g., volume) at t, m r (t) the corresponding estimated measurement, andm g the variation range of m g (t) over the canonical cycle. Thus, ε is expressed as a percentage of the pulsation range. For each of the 12 cases in Fig. 3 , a boxplot is shown, indicating the relative error in volume changes, ε V , at 16 equally distributed time points. Aneurysm volume was measured using a similar strategy as in [12] . Except for two tests with maximum pulsation less than 0.1mm, estimation errors were below 10%.
The following experiment aimed at analyzing the sensitivity to spurious projection intensity variations. Although it is mainly caused by blood turbulence during contrast agent filling, the instantaneous local inhomogeneity is caused by multiple factors. We have synthesized such pattern based on a clinical dataset that presented substantial nonuniform contrast filling. For each of the digital phantom projections, an image patch was taken from the aneurysm dome of one different clinical projection and texture-mapped to the projected phantom dome, see Fig. 4(a) . Then, we performed motion estimation using our technique and the method in [6] . As shown in Fig. 4(b) and (c), relative volume error ε V of less than 10% was achieved using our technique, whereas the method in [6] failed to properly retrieve the motion. This suggests that our 4D smooth estimation is more robust to large image intensity inhomogeneity both temporally and spatially. Additionally, slightly higher accuracy was obtained using the narrowband ROI as most of the inhomogeneous regions did not contribute to the metric computation. In terms of computational efficiency, we investigated the effects of using different sampling regions and angular resolutions along the C-arm gantry trajectory. An example for a phantom having 10-mm diameter and 3% maximum pulsation is given in Fig. 5 , where ε V is plotted together with the computational time for the same number of iterations. The measured projection sequence was downsampled by a factor of 1-4. Results show similar accuracy (<5%) achieved from the three sampling regions combined with the projection downsampling factor up to 3. However, the computational time can be proportionally reduced due to both of them. The reported computational time in [6] is similar to our case (15-20 minutes) of S WR with the projection downsampling factor of 3. However, we obtain the motion over the whole cycle instead of at a single time instant. As a result, the use of the narrow-band ROI combined with a subsampled projection set could potentially save both memory and computational time without degrading the performance.
We further tested the proposed technique on 3DRA data of the pulsating physical phantom acquired in a clinical environment. Due to the unknown ground-truth, results are qualitatively evaluated. As shown in Fig. 6 , our estimation was able to correct the misalignment between the measured and the forward projections. The volume variation waveform was further compared to a Doppler ultrasound waveform measured at the parent vessel inlet. A similar pattern is observed between them, which is in agreement with the findings in [13] .
Discussion and Conclusions
We have demonstrated on digital and physical phantoms the performance of the proposed technique in estimating continuous 4D cerebral aneurysm motion from 3DRA. Accurate estimation has been obtained in recovering sub-voxel pulsation, even from images with substantial intensity inhomogeneity. The joint use of the acceleration strategies has shown a reduction of memory cost as well as computational time (3-4x speedup from semi-precomputation and 10x from narrow-band ROI), while preserving the accuracy of the motion estimation. These results suggest its feasibility towards further estimating 4D aneurysmal wall motion from patient data. Finally, the fact that motion is estimated from a single 3DRA acquisition dataset implies no additional radiation risk for the patient, which facilitates its clinical take-up.
