T he ability of patients to accurately appraise healthcare quality is not well understood. Patient complaints and low satisfaction scores with physicians are associated with an increased risk of malpractice lawsuits and mortality, suggesting that patients can provide insight into healthcare quality. [1] [2] [3] [4] [5] Physician rating websites have introduced a novel forum for patients to report their experiences. However, there are limited data on whether online ratings are associated with quality measures such as surgical outcomes.
Previous studies investigating a link between patient satisfaction and healthcare outcomes are inconsistent. 3, 4, [6] [7] [8] [9] [10] Thus, we investigated the association between online physician ratings and coronary artery bypass graft (CABG) mortality.
Methods and Results
We obtained surgeon-specific CABG outcomes from 2 publicly available sources: (1) the New York State Department of Health (https://www.health.data.ny.gov11) and (2) Pennsylvania's Guide to Coronary Artery Bypass Graft Surgery (http://www.phc4.org/reports/cabg/1212). These databases have been well studied. [13] [14] [15] [16] We included 258 surgeons who met public reporting criteria for the most recent respective reporting periods (New York: n=135 and Pennsylvania: n=123). We focused on isolated CABGs as they are the most common cardiac procedure, and to minimize case-mix variation. 11
New York
This database provided the per-surgeon number of CABGs and mortalities, from discharged patients (December 2008-November 2011). Surgeons who performed at least 200 total cardiac procedures per time period and one or more operation per year of the time period were included. 11
Pennsylvania
This database provided the per-surgeon number of CABGs and mortalities, for discharged patients aged 30 and older (July 1, 2011-December 31, 2012). Surgeons who performed at least 30 CABGs annually were included. 12
CABG Mortality
Mortality for Pennsylvania was defined as death during the index hospitalization; for New York, mortality included death in hospital and within 30 days of discharge. Whereas New York provided both expected and adjusted mortality rates, Pennsylvania provided only observed mortality rates. Given this, as well as differing risk-adjustment methodologies and literature to support nearly identical adjusted and unadjusted mortality as estimates of hospital performance for cardiac surgery, we used observed mortality. 15 We defined surgeonspecific mortality by dividing the total mortalities by the total number of isolated CABGs.
Physician Rating Websites
We included 3 popular physician rating websites by user traffic (ratemds.com, 17 vitals.com, 18 and healthgrades.com 19, 20 ) . For all websites, users rate physicians from 1 to 5 (5=highest score). RateMDs.com rates physicians on staff, punctuality, helpfulness, and knowledge, with a mean score of 4 categories. Vitals.com includes ease of appointment, promptness, courteous staff, accurate diagnosis, bedside manner, spends time with me, follows up after visit, and average wait time. The overall score is a mean of 8 categories, rounded to 0.5. Healthgrades.com includes ease of scheduling urgent appointments, office environment, cleanliness/comfort, staff friendliness/courteousness, total wait time, level of trust in provider's decisions, how well provider explains medical conditions, and spends appropriate time with me-with an overall likelihood of recommending to family/friends mean score. No subscriptions are required, and there are no incentives to submit ratings. For rateMDs.com and vitals.com, ratings are unsolicited (user driven). Although healthgrades.com allows unsolicited ratings, some patient satisfaction data are solicited.
Statistics
Surgeons with at least 1 rating on any website were included. We calculated an overall online rating for each physician, by pooling ratings from all websites. Means were weighted according to the number of individual ratings. We compared overall online ratings to that surgeon's surgical mortality. As ratings were not normally distributed, we calculated Kendall τ-b correlation coefficient for ratings and mortality. We calculated a P value against the null hypothesis that mortality and online ratings are unrelated. Analyses were performed using R 3.0.2. When submitting ethics approval, we were informed that as data were publicly available, the requirement for approval was waived.
Results
Nearly, all surgeons had at least 1 rating on any website (95.0%, 245/258). The mean number of ratings was 11.1 (SD 7.8) per surgeon. The mean surgeon rating was 4.4 (SD 0.6). Only 2.5% of surgeons had mean ratings <3, whereas 77.1% of surgeons had mean ratings >4 (Table) . To examine whether there was variation in surgeon ratings between websites, we calculated the intraclass correlation of ratings and found a moderate, but significant, clustering of ratings (0.22; 95% confidence interval, 0.11 to 0.33).
The mean mortality rate was 1.5%. The average mortality rate for surgeons with no ratings was 1.3% (SD 1.2), compared with 1.5% (SD 1.4) for the 245 of 258 included surgeons (Table) . We found a weak association between higher online ratings and lower CABG mortality (correlation coefficient, -0.09; 95% confidence interval, -0.17 to -0.01); P=0.03; Figure) . As New York state also provided riskadjusted mortality rates, we analyzed this data and found a correlation of 0.034 (95% confidence interval, 0.16 to 0.093; P=0.58).
Comment
Our evaluation of online physician ratings and CABG mortality demonstrated a weak association between higher online ratings and lower CABG mortality among 258 cardiac surgeons in New York and Pennsylvania over a 5-year period.
Several findings warrant mention. First, nearly all (≈95.0%) surgeons had at least 1 rating, with, on average, 11.1 ratings per surgeon-higher than previously reported. It may be easier to attribute care to (and ultimately rate) a surgeon, as opposed to more team-based settings where multiple physicians collaborate. As well, surgeries tend to be discrete care episodes that are more amenable to appraisal than, for example, chronic disease management. Hence, this physician group may be more rateable than others. 21 
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Overall, our results are consistent with previous work. Most online physician ratings are positive. [22] [23] [24] Few studies have investigated the association between online physician ratings and quality measures, and even fewer have investigated established outcomes such as mortality. No relationship was found between online ratings and continuing education module scores. 25 Weakly positive, but inconsistent, correlations were found between primary care quality measures and online satisfaction data. 26, 27 Final, ratings were positively associated with board certification status and graduation from a US News and World Report Top 100 medical school, but not with risk management episodes. 21 Whether patients can accurately ascertain physician quality may depend on the attribute of quality being evaluated, that is, online ratings may capture more customer service aspects of care but may not reflect specific processes of care or outcomes. Several of the rating categories for the websites evaluated in this study address more customer service aspects of care, for example, punctuality and courteous office staff; hence, our finding that such ratings do not strongly correlate with surgical mortality may not be surprising. Moreover, previous studies show that physician-specific patient complaints predominantly focus on professional or communication lapses, rather than medical expertise. 28 Communication skills may contribute to the perceived quality of care. Previous research to demonstrate an association between patient satisfaction and quality outcomes is inconsistent. [1] [2] [3] [4] [5] [6] [7] [8] [29] [30] [31] Notably, 1 study found that higher patient satisfaction was linked with fewer Emergency Department visits but increased prescription drug expenditures, higher inpatient use, and increased mortality. 10 Our approach used online physician ratings as a novel data source to better delineate the relationship between the patient experience and quality outcomes.
Strengths of our methodology include that it is among the first to link online physician ratings to outcomes such as surgical mortality. Our study is timely, as data demonstrate that patients increasingly use online ratings to inform physician selection. 32 We minimized bias using multiple rating websites and extracted CABG data from 2 states over a 5-year period. However, there are limitations. Data from both states were bundled into cohorts with overlapping time periods, so we could not pool data into larger time periods. Therefore, our analysis assumes that surgeon-specific outcomes are static. However, given continuing medical education standards and reporting criteria based on surgical volumes, it is reasonable to assume some degree of competency stability on a year-toyear basis. We were also unable to use risk-adjusted mortality rates for both states; however, we did specifically analyze New York state risk-adjusted data and found no significant association between ratings and mortality. As not all physicians are rated, data may not be generalizable, although we found higher than expected frequencies, as previous studies estimate that 1 of 5 US physicians have online ratings. 21, 33 We could also not control for the possibility that publicly posted mortality data may, themselves, influence ratings. However, our findings were only weakly correlated, suggesting, if any, a small effect. Also, patients who do not survive are unable to submit ratings. However, the qualitative comments showed that raters are often first-degree relatives who comment on the overall care experience on behalf of the patient. In addition, both states excluded lower volume practitioners, even though the thresholds for inclusion were different. And although definitions of mortality differed between the 2 states, overall mortality rates were similar. Final, rating website users likely differ from the general population by virtue of internet access and inclination to post ratings.
Conclusions
We detected a weak but significant association between higher online physician ratings and lower CABG mortality. This study highlights physician rating websites as reflections of the patient experience, particularly for cardiac surgeons. Most cardiac surgeons have online ratings, and, overall, ratings are positive. Although online physician ratings may evaluate certain care experiences, when selecting a physician, consumers should not assume that higher online ratings predict good outcomes.
