In this work, we propose a hybrid parallel Jaya optimisation algorithm for a multi-core environment with the aim of solving large-scale global optimisation problems. The proposed algorithm is called HHCPJaya, and combines the hyper-population approach with the hierarchical cooperation search mechanism. The HHCPJaya algorithm divides the population into many small subpopulations, each of which focuses on a distinct block of the original population dimensions. In the hyper-population approach, we increase the small subpopulations by assigning more than one subpopulation to each core, and each subpopulation evolves independently to enhance the explorative and exploitative nature of the population. We combine this hyper-population approach with the two-level hierarchical cooperative search scheme to find global solutions from all subpopulations. Furthermore, we incorporate an additional updating phase on the respective subpopulations based on global solutions, with the aim of further improving the convergence rate and the quality of solutions. Several experiments applying the proposed parallel algorithm in different settings prove that it demonstrates sufficient promise in terms of the quality of solutions and the convergence rate. Furthermore, a relatively small computational effort is required to solve complex and large-scale optimisation problems.
Introduction
In order to solve complex and difficult problems in science, engineering, economics, and other fields, researchers create models and reduce problems to well-studied optimisation problems [1] . An optimisation problem can be defined as follows. Given an objective function, a set of decision variables, and a set of constraints that limit the values of the variables, the aim is to determine feasible solutions of the variables that minimise or maximise the value of the objective function.
In many scientific applications, optimisation problems lead to complex and nonlinear objective functions with large numbers of variables [2] . In these complex and large-scale optimisation problems, the search space is large and multi-dimensional. Such problems cannot be solved using traditional numerical methods, such as linear programming and dynamic programming, because these methods cannot be employed to find the global optimal solution. Therefore, there is a need for efficient and effective optimisation methods. Several modern population-based metaheuristic optimisation methods have been developed over the past two decades. These methods can mainly be classified into two categories: evolutionary algorithms (EA) and swarm intelligence (SI) based algorithms. Examples of popular evolutionary algorithms are the genetic algorithm (GA) [3] , differential evolution (DE) [4] , and the artificial immune algorithm (AIA) [5] . Some well-known swarm intelligence based algorithms are particle swarm optimisation (PSO) [6] , ant colony optimi-sation (ACO) [7] , and artificial bee colony optimisation (ABC) [8] . Detailed information regarding the above-mentioned population-based metaheuristics can be found in [9] . The main drawback of the above algorithms is that they employ their own algorithm-specific parameters (such as mutation and crossover rate for GA or inertia weight and social cognitive parameters for PSO), which require extensive tuning before performing computational experiments in order to achieve a superior performance.
Recently, Rao [2, 10] introduced two new population-based metaheuristics, known as teaching-learning based optimisation (TLBO) and Jaya, which only require common control parameters (such as population size and a maximum number of iterations or generations), and not any algorithm-specific parameters. The TLBO algorithm [2, [11] [12] [13] imitates the two phases of a traditional classroom scenario, teaching and learning. A detailed explanation of the TLBO algorithm can be found in [2] . Several TLBO variants and applications are also available in the research literature [14, 15] . Unlike the two phases of the TLBO algorithm, the Jaya algorithm [10, 16] uses only the teacher phase, and is comparatively simple to apply. It is based on the fact that a solution can be obtained for a given problem that moves towards the best solution and avoids the worst solution. In this work, we put a particular emphasis on the Jaya algorithm, because it constitutes a straightforward and powerful global optimisation algorithm with few parameters, is easy to implement, and has been applied to solve various optimisation problems effectively and efficiently [16] [17] [18] [19] [20] . One of the main advantages of using the Jaya algorithm is that it prevents solutions from becoming trapped in local optima, unlike many other population-based metaheuristics. This notable feature of the Jaya method makes it superior to other population-based optimisation methods [20] .
The main issues regarding metaheuristics, including Jaya algorithm, is that it increases the amount of time as the size of the search space increases and it also suffers from premature convergence toward a local optimum when solving complex and high dimensional optimisation problems. Parallel computing techniques can be employed not only to improve the search time but also to improve the quality of solutions of the optimisation problems [21] . In the research literature, four popular parallel models have been identified to improve the computational efficiency of population-based metaheuristic algorithms. These models are parallel independent runs, master-worker, multi-population cooperative master-worker, and cellular models [22, 23] . The parallel independent runs, master-worker, and cellular models achieve high computational speedups when implementing parallel metaheuristics, but they produce a similar quality of solutions compared with sequential metaheuristic algorithms. On the other hand, the multi-population cooperative master-worker models (coarse grained) produce a better quality of solutions with less computational effort. The multi-population cooperative models consisted of multiple populations where each population in one processor of the parallel platform evolves according to a metaheuristic algorithm independently and exchanges the solutions of the algorithm with other populations by sporadic migrations.
Some recent research efforts on parallelisation of population-based metaheuristics have been developed on parallel systems in the context of the multi-population cooperative paradigm. More specifically, researchers in [24] proposed three parallel models for the ABC algorithm, master-worker, multi-hive with migrations and hybrid hierarchical and they also conducted an peformance evaluation on a cluster of workstations using MPI programming paradigm. In [25] , they parallelised ABC algorithm on a multi-core platform with a multiple swarm model where whole colony is divided into four sub-colonies. There was a periodic communication of the solutions among the sub-colonies. In [26] , they implemented a dual population genetic algorithm on multi-core platform in order to solve the problem of premature convergence. In [27] , they implemented a multi-population model based parallel ABC algorithm in MPI and investigated an extended performance study about different migration parameters and communication topologies among the subpopulations. Recently, a hierarchical cooperative search scheme has been reported inspired by the natural ecosystem [28] . The ecosystem as a whole can be composed by populations and each population running a metaheuristic algorithm. These populations are scattered dynamically in ecological habitats according to a hierarchical clustering algorithm. By this way, there are two levels of communications, intra-habitats and inter-habitats communication, that favors co-evolution. These two communications can be implemented through ecological symbiotic relationships [28] . The advantage of this ecosystem is that there is a better balance between exploration and exploitation ability and making the algorithm perform well in complex optimisation problems.
The aforementioned cooperative search models, the number of populations is limited by the number of processing elements in the parallel platform or the number of the populations is small and, the cooperative between populations is based on the different network and migration topologies or symbiotic relationships. Most of these studies introduced parallelisation schemes with a relatively small number of processors. Another issue regarding the above-mentioned parallel research studies is that they have considered small and medium sized dimensional problems in their computational experiments. Furthermore, most of these studies have been concentrated on the parallelisation of the search space on the basis of only the population size. Therefore, these studies suffer from the curse of dimensionality problem when applied to high dimensional problems. In other words, the search time increases significantly as the dimension of search space increases. Finally, applying the multi-population model to the Jaya algorithm is possible to arise the problem of the slow convergence speed in solving complex and high dimensional problems. The convergence speed of an optimisation algorithm is a very important characteristic to reach the global optimal solution with a very high rate.
Motivated by the performance advantages of the multi-population model and the limitations of the aforementioned research studies, in this paper, we propose an enhanced software-based hierarchical hyper-population cooperative parallel Jaya optimisation algorithm (HHCPJaya) on a multi-core environment. The main benefits of using the proposed parallel implementation is the possibility of further improving the quality of solutions, the convergence speed and to avoid premature convergence with much faster execution times for solving large-scale optimisation problems. The main contribution of this work is that we incorporate three characteristics into the proposed parallel master-worker algorithm. First, we utilise hyper-population approach instead of multi-population, where the original population is divided into many small and independent local subpopulations over the population size and the dimensions of the problem, simultaneously. Each of which focuses on a distinct subset of the original population dimensions. In this case, the number of subpopulations is significantly larger than the number of cores of the multicore platform, with multiple independent subpopulations assigned to each core. Each subpopulation evolves independently for one generation of the sequential Jaya algorithm. This can enhance the exploration capability of the search space, and further improve the quality of solutions. Second, we incorporate a simplified two-level local and global hierarchical cooperative search of solutions among the subpopulations introduced at each iteration of the parallel algorithm, instead of the periodical cooperation that was applied in the original multi-population approaches. In this two-level search scheme, all workers determine local solutions from their respec-tive local subpopulations at the bottom level, and these solutions interact with the master to determine the global solutions at the top level. Third, an updating phase is performed on solutions on the respective local subpopulations, based on global solutions, in order to move the solutions of all local subpopulations further towards the global solution. Note that this phase is new except for the process of updating based on local solutions, which is in the original Jaya algorithm. These characteristics enhance the explorative and exploitative nature of the hyper-population, and thus help to significantly improve the quality of solutions, convergence speed, and execution time of the parallel algorithm for solving high dimensional problems.
To the best of our knowledge, the proposed multi-core implementation of the Jaya algorithm with the above-incorporated characteristics has not been reported in the existing literature. Finally, the proposed parallel algorithm was implemented on a multi-core platform using the OpenMP programming interface, and was evaluated for some standard benchmark function problems by studying the effects of parameters such as the dimension size, the number and size of subpopulations, and problems with different complexities. The results demonstrate that the proposed parallel approach is efficient and fast in terms of the convergence rate, quality of solutions, and execution times for solving large-scale optimisation problems. More specifically, the number of small subpopulations used in the hyper-population approach has a significant effect on the performance of the parallel algorithm.
The remainder of this paper is organised as follows. Section 2 provides a description of the original sequential Jaya algorithm. The proposed multi-core implementation of the Jaya algorithm based on the hierarchical hyper-population cooperative master-worker model is explained in detail in Section 3. Experimental results are presented in Section 4. Finally, some conclusions and future research plans are discussed in Section 5.
Sequential Jaya Algorithm
The Jaya algorithm is a population-based metaheuristic for solving optimisation problems, originally proposed by Rao [10, 16, 29] . The basic idea of the algorithm is that it always tries to improve the solution by avoiding the worst solution at every iteration. By using this mechanism, the algorithm aims to be victorious, hence the name Jaya, which is derived from a Sanskrit word meaning 'victory' [10] . Algorithm 1 presents the framework of the Jaya algorithm. Update the population of solutions(X, n, m, f v, best, worst)
Print the best solution First, the algorithm accepts the control input parameters, such as the population size n, number of variables m, lower and upper limits of variables (X min , X max ), and maximum number of iterations max iter. The algorithm also accepts the objective function f (x) of the optimisation problem. Then, the algorithm begins with the initialisation of the population, in the search space that represents solutions (line 2). The population of the solutions is represented by an n × m matrix X i,j , where n is the population size, or number of candidate solutions, and m is the number of variables or dimensions. The population matrix for the algorithm is expressed as follows:
where i = 1, 2, . . . , n and j = 1, 2, . . . , m. The values of the matrix X should be within the limits of the parameters, X min ≤ X i,j ≤ X max . During the initialisation phase, the population matrix is randomly generated using equation 1, within the limits of variables to be optimised:
where i = 1, 2, . . . , n and j = 1, 2, . . . , m. Here, rand(0,1) is a random number in the range [0,1]. The next step is to evaluate the population of solutions (line 3 of Algorithm 1). In this step, the algorithm calculates the fitness value of each candidate solution of the population based on the objective function f . The fitness values for the n candidate solutions of the population are stored in a vector f v of size n.
At each iteration, the Jaya algorithm performs two steps: memorising the best and worst solutions in the population (line 5 of Algorithm 1) and updating the population of solutions based on the best and worst solutions (line 6 of Algorithm 1). During the memorisation step, the algorithm examines the values of the fitness vector f v in the entire population and selects the best and the worst fitness values. The best and the worst candidate solutions that correspond to these values are stored in the vectors best and worst of size m, respectively. The working procedure of the memorisation step is shown in Algorithm 2.
Algorithm 2: Memorise best and worst solution in the population Input: X: population matrix, n: population size, m: the number of variables, f v: fitness vector Output: best, worst: the best and worst solution vectors
In the updating phase, a new solution is produced for each candidate solution, as defined in equation 2:
where i = 1, 2, . . . , n, j = 1, 2, . . . , m, X new i,j is the updated value of X i,j , and r 1 and r 2 are the two random numbers in the range [0,1]. The term r 1 (best j − |X i,j |) indicates the tendency of the solution to move closer to the best solution, and the term −r 2 (worst j − |X i,j |) indicates the tendency of the solution to avoid the worst solution [10, 16] . At the end of the updating phase, the algorithm examines whether the solution corresponding to X new i,j
gives a better fitness function value than that corresponding to X i,j , then either accepts and replaces the previous solution or keeps the previous solution, depending on the outcome. All of the accepted solutions at the end of the current iteration are maintained, and these solutions become the input to the next iteration. The working procedure of the updating phase is shown in Algorithm 3.
Algorithm 3: Update the population of solutions Input: X: population matrix, n: population size, m: the number of variables, f v: fitness vector, best, worst: the best and worst solution vectors Output: X: updated population matrix, f v: updated fitness vector
The two algorithms mentioned above (algorithms 2 and 3) will continue to execute until the number of iterations or generations reaches its defined maximum value.
Hierarchical Hyper-population Cooperative Parallel Jaya Algorithm
In this section, a hybrid parallel Jaya algorithm called HHCPJaya is proposed for improving the quality of solutions and the convergence rate within a reasonable amount of time. This algorithm unifies the hyper-population approach with a twolevel hierarchical cooperation model among the subpopulations. In the following, a detailed description of HHCPJava will be provided. Finally, this parallel algorithm is implemented using the master-worker programming paradigm as described later in this section.
High-Level Description of HHCPJaya
The main underlying idea of the proposed algorithm is that the original population is divided into many local and independent subpopulations, using a general block decomposition approach. Each subpopulation focuses on a distinct subset of the initial population dimensions. In this case, the number of subpopulations is significantly greater than the number of worker threads, with multiple independent subpopulations assigned to each different worker thread. This approach is called hyper-population, and it is used to increase the diversity of the population and avoid trapping solutions in local optima. Therefore, the proposed hyper-population approach improves the exploration capability. This decomposition procedure for the hyper-population is explained in further detail later in this section. During each iteration of the HHCPJaya algorithm, each worker thread performs the memorisation and updating steps of the Jaya algorithm for one generation on each of its local subpopulations, independently and sequentially, in its local memory. In other words, each thread finds the best and worst local solutions for each local subpopulation, and updates the respective subpopulation based on these local solutions. Then, we introduce a two-level hierarchical cooperative search of solutions among subpopulations, in order to further improve the quality of solutions. More specifically, each worker determines the best and worst local solutions from all of its local subpopulations at the first level of the hierarchy. These local solutions from each worker interact with the master thread at the second level of the hierarchy to determine the best and worst global solutions. At the end of each iteration, these global solutions are made available to all of the worker threads, and then each thread performs the updating phase on its respective local subpopulations based on the global best and worst solutions. We also introduce this additional updating phase on the respective local subpopulations, to improve further the solutions on each of the local subpopulations towards the best solutions, thus further avoiding the worst solutions. This enhances the exploitation capability of the subpopulations and the convergence speed of the HHCJaya algorithm. We iterate the above procedure until the number of iterations reaches its defined maximum value. The hyper-population approach and the two-level hierarchical cooperative search scheme can improve the exploration and exploitation process on the search space, and may lead to reaching an optimal solution. The overall structure of the HHCPJaya algorithm is shown in Figure 1 . For simplicity, we assume that each worker thread processes two subpopulations.
The Block Decomposition Approach
The general block decomposition strategy in the hyper-population approach is as follows. The original population matrix X of size n × m is divided into a number of horizontal subpopulations nh and a number of vertical subpopulations nv. The number of horizontal and vertical subpopulations are controlled by two multiplier coefficients conf h and conf v, which are natural numbers expressing the number of divisions to be formed for the rows and columns of X, respectively, over the number of worker threads. Therefore, the number of horizontal and vertical subpopulations can be defined by the following relations:
When conf v ≥ 1 and conf h ≥ 1, the hyper-population approach increases the numbers of horizontal and vertical subpopulations to be greater than the number of worker threads. The total number of resulting subpopulations k is defined by 
and the size of all subpopulations is equal to br × bc, where
and bc = m nv
In the HHCPJaya approach, the k subpopulations are distributed among the worker threads by a classical blocks mapping, i.e., nh threads · nv. Therefore, a number conf h of nv vertical subpopulations are statically assigned to each worker thread, because the workload associated with each subpopulation is the same. Therefore, each thread has l = conf h × nv local subpopulations and processes a subpopulation of size br × bc each time. Figure 2 illustrates the block decomposition of a population matrix of size 8 × 8 into subpopulations when the values of parameters conf h and conf v are equal to 2 and the number of threads is two. Using the equations 3, 4, 5, 6 and 7, we obtain k = 16 subpopulations of size 2 × 2 and these are numbered as shown in Figure 2 . In the same figure, we illustrate the static distribution of 16 subpopulations between two worker threads. More specifically, l = 8 subpopulations are allocated to each worker thread. In this case, each worker thread requires four new data structures to perform the Jaya algorithm for one iteration on each of its l independent and local subpopulations. More specifically, each thread requires a new matrix X of total size (conf h · br) × m and a new fitness matrix f v of total size nv × (conf h · br) to store the solutions and the fitness vectors of l independent and local subpopulations, respectively. Figure 3 Figure 3 . Conceptual illustration of the sizes of the matrices X and f v required by each worker thread to process the l = 8 subpopulations sizes of the matrices X and f v required by each worker thread. In the top part of the figure, we show the matrix X that stores the br solutions of size bc for eight subpopulations, whereas the bottom part shows that each row of the matrix f v stores two fitness vectors of size br for the first two vertical subpopulations of the matrix X, as indicated by the parameter conf h. For instance, the elements 1a and 1b of the matrix f v from Figure 3 store the fitness values, and these are computed based on the bc elements of the first and second rows, respectively, of the matrix X, which corresponds to the first subpopulation. Similarly, the other elements of the matrix f v are computed based on the respective bc elements of other subpopulations of the matrix X, as shown in Figure 3 . Furthermore, each thread requires two new matrices localbest and localworst of total size conf h × m to store the local best and worst solutions of size bc for each of the l local subpopulations. Figure 4 . Conceptual illustration of the sizes of the matrices X and localbest required by each worker thread Figure 4 shows the sizes of the matrix localbest required by each worker thread.
In the top part of the figure, we depict the population matrix X for each thread for illustrative purposes, and in the bottom part, we show the matrix localbest that stores the best solutions of size bc = 2 for the eight subpopulations of the matrix X. For instance, the first two elements of the matrix localbest store the best solution of size bc = 2 corresponding to the first subpopulation of the matrix X, as numbered and shown in Figure 4 . Moreover, the size and data structure of the matrix localworst are similar to those of localbest. Note that the computations of the Jaya algorithm for each independent local subpopulation are performed on the different respective subsets of the original data structures X, f v, localbest, and localworst.
Master -Worker Implementation Details
The idea of combining the hyper-population approach using the block decomposition technique and the two-level hierarchical cooperative search of solutions among subpopulations leads to a coarse-grain master-worker model. The pseudo-code of Local copy sols(globabest, globalworst, localbest, localworst, nv, nh)
16
Parallel update the population of sols(X, n, m, f v, localbest, localworst, nh, nv)
until iteration = max iter 19 Print the best solution Algorithm 4 presents the overall structure of the HHCPJaya parallel computation. Initially, each worker thread initialises and evaluates a number conf h of nv verti-cal local subpopulations sequentially and independently on the population matrix X and the fitness matrix f v, respectively (lines 3-4). In this initialisation phase, a different seed is employed for each local subpopulation, in order to increase the diversity of the subpopulations. During each iteration, each worker determines the local best and worst solutions for each of its local subpopulations on the respective subset of the population matrix X independently, and these solutions are stored in the corresponding subsets of the matrices localbest and localworst, respectively (line 6). Then, each worker updates its local subpopulations on the respective subsets of the matrix X and the fitness matrix f v based on the corresponding subsets of the matrices localbest and localworst, according to Algorithm 3 (line 8). Following the local updating phase for the local subpopulations, all workers again perform the procedure Local memorise best worst sol, as we explained earlier (as seen in line 6). Lines 10 and 13 of Algorithm 4 enact the two-level hierarchical cooperative search scheme among the subpopulations. At the first level, each worker determines the local best and worst solutions from all of its local subpopulations. Then, these solutions are copied into a corresponding row of the two corresponding matrices localbest thread and localworst thread of size threads × bc in the shared memory, overwriting the previous solutions (line 10). At the second level, the master determines the global best and worst solutions from the corresponding matrices localbest thread and localworst thread, and these global solutions are copied into vectors globalbest and globalworst of size bc in the shared memory (line 13). Finally, each worker thread copies the global best and worst solutions in the corresponding shared matrices localbest and localworst, and then follows the updating phase on each of its local subpopulations based on the global solutions (lines [15] [16] . At the end of the parallel algorithm, each worker merges the local best solutions from its local subpopulations to form a complete solution with the original problem dimensions, and then calculates the fitness value based on the full solution. Finally, the master reports the optimal final result with the smallest fitness value from all workers (line 19).
The details of the parallel updating phase are presented in Algorithm 5. Algorithms 4 and 5 are valid for any values of n, m, nh, nv, conf h, conf v, and threads. On the other hand, the procedures in lines 6, 9, 10, 13, and 15 of Algorithm 4 are simple, and their details are omitted owing to the space limitations.
Finally, the proposed decomposition strategy of the HHCPJaya algorithm is a general one, in the sense that the subpopulations can only be obtained by horizontal or vertical subpopulations of the original population matrix X rather than block subpopulations, as discussed earlier. This means that the values of the parameters nh, nv, and threads can be changed without changing the overall structure of the algorithm. Based on these parameters, the number and sizes of the subpopulations are adjusted.
Experimental Results
For the performance comparison of the proposed parallel algorithm, the computational experiments were organised into three aspects. The first involves a comparison of the parallel algorithm in terms of the solution quality. The second compares the performance of the parallel algorithm in terms of the parallel computation times and speedup. Finally, the third conducts an evaluation of the convergence ability of the parallel algorithm. 
Benchmark Functions
These three types of experiments are performed on five representative benchmark functions of CEC2013 [30] with different characteristics, as listed in Table 1 , which are specifically designed to benchmark large-scale optimisation algorithms. These functions can hardly get favorable results by current optimisation algorithms.
Function f 1 is Sphere function that is continuous, convex and unimodal. It is also simple and easy to be optimised. Function f 2 is Rastrigin function. It is highly multimodal and it also presents many local minima, regularly distributed through the large search space. Function f 3 is Ackley function that is continuous and multimodal in a generalized scalable version. Function f 4 is Griewank function. This function is strongly multimodal since the number of local optima increases with the dimensionality. However, this multimodality decreases as the size increases to higher dimensions. Function f 5 is Rosenbrock function which is continuous and convex. For higher dimensions, it turns into a multimodal function [31] . The convergence to the global optimum of this function is difficult.
The above functions with different properties (easy and difficult functions), are used to evaluate the quality of solutions and the convergence speed of the HHCPJaya algorithm. It is also interesting to see the parallel performance of the proposed algorithm for these functions when the number of variables scale. Furthermore, the difficult part of the multimodal functions (f 2 , f 3 , and f 5 ) is that an optimisation algorithm can easily be trapped in a local optimum on its way towards the global optimum. Hence, the hyper-population approach of the proposed HHCPJaya algorithm increases the diversity of the population and avoid premature convergence with satisfactory convergence speed. Another interesting point is that the optimisation of the multimodal functions are more challenging when the dimensionality of the problem increases. 
Experimental Environment
The proposed parallel algorithm, HHCPJaya, is implemented in the C language using the OpenMP programming framework. The source code of the HHCPJaya algorithm can be found in the following link: http://users.uom.gr/~pmichailidis/codehhcpjaya/. The experiments are executed on a Dual Opteron 6128 CPU with eight processor cores (16 total cores), a 2.0 GHz clock speed, and 16 GB of memory, in a Ubuntu Linux 10.04 LTS environment. During all of the experiments, this machine was in exclusive use by this research project. To compile the multi-thread programs, the Intel C/C++ compiler version 13.0, i.e., icc, icpc, is used, because this is a very widely used compiler. Finally, the double-precision floating-point format was used in the experiments.
Performance Parameters
The parameters that are affected by the performance of the HHCPJaya algorithm are the population size n, the number of variables m, the number of cores, and the parameters of the hyper-population approach, such as the number of subpopulations k and the size of subpopulations br ×bc. The experiments were evaluated with a population size of 64 and 1024, numbers of variables of 512, 1024, and 2048, and numbers of cores from 1 to 16. As we discussed earlier, the number and sizes of the subpopulations are controlled by the number of horizontal subpopulations nh and vertical subpopulations nv. The values of nh and nv depend on the values of the coefficients conf h and conf v, the number of threads threads, and the values of the problem size n and m. Table 2 shows the values of nh, nv, k, br, and bc that are computed using the equations 3, 4, 5, 6, and 7, respectively, with reference values conf h = 1 and conf v = 1 for each number of cores. For a certain values of n and m with all values of conf h > 1 and conf v > 1, the number of subpopulations k is increased by conf h · conf v on the respective reference values of Table 2 , and the sizes br and bc are decreased by conf h and conf v on the respective reference values of Table 2 , respectively. For example, when the optimisation problem consists of n = 64, m = 512, conf h = 2, and conf v = 2, then the number of subpopulations k is increased by four on the four cores, i.e, from 16 to 64, and the sizes of the subpopulations br × bc are decreased by two for both br and bc, i.e., from 16 × 128 to 8 × 64 on the four cores. Finally, the experiments were repeated 60 times, and the maximum number of function evaluations was chosen to be 128000.
Results for the Solution Quality Analysis
The first set of experiments is conducted to check the quality of the solutions for the HHCPJaya algorithm. The solution quality can be defined as the distance of the obtained solution by the proposed parallel algorithm to the known global optimal solution of the benchmark function. The mean and standard deviation statistics of the function fitness values obtained by the HHCPJaya algorithm are presented in Table 3 for m = 512, Table 4 for m = 1024, and Table 5 for m = 2048 for the population size n = 64 and in Table 6 for m = 2048 for the population size n = 1024. In the tables, the best fitness results are depicted in bold face. Furthermore, three sets of results are displayed in each table. For the first set of results, we ran the algorithm for the reference values conf h = 1 and conf v = 1. In the second set of results, we tested the algorithm for several values of conf h and conf v, and selected the values of conf h and conf v for which the algorithm reached the Tables 3 -6 to better understand and support the conclusions. The two-sided Wilcoxon rank-sum test was used to check whether the differences between two algorithms, if any, are statistically significant. This test showed that the serial and HHCPJaya algorithms for the five benchmark functions were statistically different with a significance level of 0.05. From the results, it is clear that for all benchmark functions and any values of conf h and conf v the proposed HHCPJaya algorithm improves the quality of solutions as the number of cores increases. This fact is down to the hyper-population approach, i.e., more subpopulations are used when the number of cores increases. However, the results show that the highest solution quality of the functions f 2 , f 3 and f 5 for conf h = 1 and conf v = 1 is achieved when the number of cores is 8. This is due to the nature of complex functions and the diversity of the subpopulations. It is possible the specific diversity of the subpopulations cannot able enough to improve further the solution quality. This phenomenon is disappeared for increasing values of conf h and conf v as we can observe in the experimental results.
For each benchmark function, we also observe that the proposed parallel algorithm produces the best results when the values of the parameters conf h and conf v are increased. This fact means that the algorithm further improves the quality of solutions as the number of cores and subpopulations is increased. It can be seen that the maximum number of small subpopulations (br and bc) produces the best results in the experiments. For example, the solution obtained by the parallel algorithm for the Ackley function with m = 512 improves when the pair Increasing the values of the parameters conf h and conf v also increases the number of small subpopulations. Note that an appropriate choice for the values of the parameters conf h and conf v depends on the problem size (i.e., the population size and the number of variables). When the size of the population and the dimensions of the problem are large, we select large values for conf h and conf v. Otherwise, we select small values for conf h and conf v. In the experiments presented here, we selected small and medium values for the parameter conf h and medium/large values for the parameter conf v, because the population size is small and large and the dimensions of the problem are large. However, by further increasing the value of the conf h for a population of small or large size while maintaining the large value of conf v for large dimensions, the HHCPJaya algorithm can quickly reach the optimum solution on a small number of cores, but not for a large number of cores.
The improvement in the performance of the parallel algorithm may vary depending on the function. For instance, it is evident from the results that the convergence rate of the algorithm for complex functions, such as the Rastrigin, Ackley and Rosenbrock functions, is high when the values of the parameters conf h and conf v are large (i.e., the number of subpopulations is sufficiently large). This is down to the two-level hierarchical cooperative search scheme among the subpopulations and the local updating phase based on the global solutions. As such, significantly improving the success rate of the HHCPJaya algorithm for these complex functions would require additional generations or function evaluations to reach the global optimal solution.
Finally, the results show that the most cases the HHCPJaya algorithm with small population size n = 64 seem to produce better solutions quality than the HHCPJaya with n = 1024 for conf h = 1 and conf v = 1. This fact is due to a large population size could reduce exploration capabilities of a population based optimizer by increasing its structural bias [32] .
Results for the Parallel Time and Speedup Analysis
In the second set of experiments, the parallel computation times and speedup of the HHCPJaya algorithm are analysed using the computational results in Tables 3 -6 . The time spent in the computation/optimisation process is measured in seconds. The speedup results of the HHCPJaya algorithm for five test functions and several values of m and n = 64 are shown against the number of cores in Figure 5 . Similar speedup results are obtained for large population size n = 1024 but these omitted owing to the space limitations.
From the results, it can observed that the execution time of the HHCPJaya algorithm decreases as the number of cores increases for all benchmark functions and any values of conf h and conf v. Based on the speedup results, it is seen that there is a significant speedup gain compared to its sequential counterpart. Furthermore, the speedup is progressively improved by increasing the number of variables. Therefore, the performance results support the assertion the speedup of the proposed HHCP Jaya algorithm is approximately linear for higher dimensions On the other hand, the performance results in Tables 3 -6 indicate that the execution time of the HHCPJaya algorithm increases slightly when the values of the parameters conf h and conf v increase for each benchmark function. Similarly, there is a significant effect on the speedup results. For example, the speedup of the function f 2 for m = 1024 decreases from 14.30 for conf h = 1 and conf v = 1 to 8.45 for conf h = 1 and conf v = 32 on 16 cores. Furthermore, the speedup also further decreases to 5.30 for conf h = 2 and conf v = 64. This performance overhead is a result of the hyper-population approach, where each core has more subpopulations of small size to process. However, this additional time overhead is negligible for all test functions that may require greater number of iterations and significantly higher running times in the sequential algorithm to reach the global optimal solution. Furthermore, the running time of the HHCPJaya algorithm increases significantly when the population size and the values of the parameters conf h and conf v increase for each test function. This is due to the fact that each core processes subpopulations of large size and it is possible in increasing the cache misses.
As such, it is shown that the performance of the proposed multi-core HHCPJaya implementation with appropriate values of the parameters population size n, conf h and conf v is sufficiently efficient for large-scale global optimisation problems with time consuming function computations and large dimensions.
Results for the Convergence Analysis
In the final set of experiments, we present several results relating to the convergence ability of the proposed algorithm against the standard Jaya algorithm. The average number of iterations, average fitness value achieved, and time (in seconds) spent in the search process are presented in Table 7 for m = 512 and Table 8 for m = 1024. We report the fitness values achieved either in reaching the optimal solution with a fitness value of less than 1e −7 or after at most 10000 iterations. From these experimental results, it can observed that for all test functions and any values of the parameters con h and con v, the average number of iterations of the proposed algorithm decreased as the number of cores or subpopulations increases against the standard Jaya algorithm. Furthermore, we can see that the HHCPJaya algorithm achieves a better efficiency when the values of parameters con h and con v increased for each test function, requiring a significantly lower number of iterations and search time to reach the global optimal solution. However, the search time of the standard Jaya algorithm is lower than the HHCPJaya algorithm on a small number of cores (i.e. up to 2 cores). This is because the proposed algorithm employes two additional procedures that are not present in the standard Jaya algorithm such as the two-level hierarchical cooperative search scheme and the updating phase on the subpopulations based on global solutions. By profiling of the code of the standard and parallel Jaya algorithms, we know that the updating phase on the population is the most computational intensive part of the code. In the standard Jaya algorithm, there is a call to the updating phase according to Algorithm 1 (line 6), whereas in the proposed parallel algorithm, there are two calls to the updating phase according to Algorithm 4 (lines 8 and 16). The line 8 is the parallel updating phase on the subpopulations based on local solutions as is in original Jaya algorithm and the line 16 is an additional parallel updating phase on the subpopulations based on global solutions as we proposed in section 3. This has resulted in the parallel algorithm on one core takes at least double of the computation time of the standard Jaya algorithm, whereas the computation time of the parallel algorithm on two cores reduced by at least half. We also observe that there is a clear increase in the mean number of iterations and the search time of the HHCPJaya algorithm as the problem dimensions increases.
Based on these results, we can conclude that the convergence rate is high and execution time is fast for the HHCPJaya algorithm when the maximum number of small subpopulations is employed. In other words, the HHCPJaya algorithm is efficient for a large number of small subpopulations, because it gives the optimal solution with a smaller number of iterations and running time. For example, the HHCPJaya algorithm for the Rastrigin function and m = 512 produces the optimal solution with fewest iterations (i.e., 134) and the lowest execution time (i.e., 0.0914 seconds) on 16 cores when the values of the parameters con h and con v are 2 and 32, respectively (or the number and the sizes of the subpopulations are 16384 and 2 × 1, respectively). Note that the running time of the proposed parallel implementation using the hyper-population approach is much lower compared to the standard Jaya algorithm, which requires more time to reach the global optima. Another reason for the fast convergence rate and execution time of the HHCPJaya algorithm is the two-level hierarchical cooperative search scheme among the subpopulations. When the size of the subpopulations obtained by the hyper-population approach is sufficiently small, the locality of computations increases, minimising the cache misses. Therefore, the computations on these small subpopulations are cache-friendly, helping to improve the performance. This works well across complex memory hierarchies of multicore platforms.
Finally, it is clear that there is an inverse relationship between the number of iterations and the values of con h and con v for the algorithm to produce the best results with the lowest search times. Therefore, the HHCPJaya algorithm for a given function and number of cores can produce an optimal solution efficiently by increasing the number of subpopulations and decreasing the number of iterations or function evaluations.
Conclusions
We proposed a new HHCPJaya algorithm for solving large-scale global optimisation problems, which incorporates three characteristics: the hyper-population approach, a two-level local and global hierarchical cooperative search scheme among the subpopulations, and an updating phase for solutions on the respective local subpopulations based on the global solutions. Moreover, we implemented the proposed algorithm on a multi-core platform using the OpenMP programming interface, and we also evaluated its performance in terms of solution quality, running time, and convergence ability on a set of benchmark functions provided for the CEC2013 Special Session on a large-scale global optimisation problem. The computational experiments showed that the HHCPJaya algorithm significantly improves on the performance of the original Jaya algorithm, and is also a fast and fully parallelisable algorithm. The results indicated that the parameters of the hyper-population approach (i.e., the number and the sizes of subpopulations) play a major role in the quality of solutions, convergence rate, and number of iterations. Finally, it was shown that the HHCPJaya algorithm with a large number of small subpopulations and minimum number of function evaluations (or number of iterations) is highly efficient for large-scale global optimisation problems. This is because an optimal solution is produced with a fast convergence rate and much lower running time compared with the sequential Jaya algorithm, which requires more iterations and longer running times to reach global optima. Therefore, the proposed hierarchical hyper-population cooperative parallel Jaya algorithm provides high quality solutions, and improves the convergence rate with a smaller computational effort.
Finally, a number of directions for future research can be identified. First, the performance comparison of the proposed HHCPJaya algorithm could be extended to more complex functions from the CEC 2013 test suite, constrained benchmark optimisation problems. Second, we are interested in applying of the proposed parallel algorithm to some real-life applications involve optimisation of a large number of variables. For example, in multidimensional scaling for analysis and visualization of multidimensional data might reduced to a difficult and high dimensional global optimisation problem [33] . Furthermore, in shape optimisation a relatively large number of shape design variables is often used to represent complex shapes [34, 35] . Finally, the HHCPJaya algorithm the hierarchical hyper-population cooperative approach could be efficiently implemented on other parallel programming paradigms, such as MPI, CUDA, and hybrid schemes such as MPI-OpenMP, MPI-CUDA, and MPI-OpenMP-CUDA.
