Conditional density estimation (CDE) is a key problem in machine learning and data mining. Consider random vector X and Y, estimating the conditional density, denoted as f(Y|X), provides more information than simply estimating the expected conditional mean E(Y|X), which is exactly the goal of regression analysis.
Possible research directions
One (or multiple) of the following research directions could be investigated:
-Compare impurity criteria used in tree-based methods and possibly propose improved impurity criteria.
-Compare different kernels and different bandwidth selection methods [3] in kernel-based conditional density estimation method.
-Propose a novel method by combining the above two approachs.
Requirements
-We are looking for a highly self-motivated Master student with good programming skills and experience with data science projects.
-Students who are aiming for an excellent thesis grade and who are looking for a challenging thesis project with a certain degree of research freedom are particularly welcome.
-Knowledge of at least non-parametric density estimation methods or the minimum description length (MDL) principle, and (a very basic understanding of) modern probability theory based on measure theory, including integration with respect to a measure and RadonNikodym derivative.
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