1. Introduction. The problem considered in this note is that of approximating to a given function f(x) in a given finite interval by means of polynomials in another given function </>(x) so as to minimize the integral of a positive power of the absolute value of the error. The purpose is to extend the results of Jackson in the theory of approximation by means of polynomials to the case in which x is replaced by 0(x). Questions of convergence are confined to uniform convergence. While some of the facts in connection with the problem can be recognized almost immediately, further study leads presently to material complications. This note will give some of the results which are obtained most readily, and others which by their limitations indicate the directions in which difficulty is encountered. It contains the first steps toward the solution of a general problem whose interest is believed to be so great as to warrant an approach under somewhat strong restrictions. While some of the hypotheses seem artificial they are made because of the necessity of recognizing definite limits beyond which the problem does not appear to lend itself to treatment by the methods employed. The study of the problerri qî convergence is divided into two sections. First is considered the case in which <j>(x) is monotone; then, the case in which c/>(x) is not monotone. Publications, vol. 11, New York, 1930 . Hereafter this book will be called J.
Existence and uniqueness.
Under these hypotheses the weight function g'(y) in (2) has discontinuities. However, the validity of the transformation of (1) into the form of (2) 
'!<$>'-
>0° as x approaches a zero of <£', then the first derivative of h(y), the function to be approximated, is discontinuous.
The hypothesis that the derivative of </>(x) is defined everywhere will now be abandoned. The following theorem holds: 
From one of the conditions imposed on 4>, where K is a constant, and y n is found to be less than a constant times n~m a,a+ P ) . These expressions are then substituted in (3) and (4).
If a = 1 and /3 = 0, the last theorem reduces to the theorem :
If <f>(x) and fix) are defined f or a^x^b, if<j>{x) is monotone, and if there exist positive constants ki, k^ and X independent of x such that kxS 4>(xi) -4>(xi)
X2 -Xi ^ h f(x*) -f(xi) X2 -Xi
^X, where Xi and x 2 are any two distinct values of x on (a, b), then the sequence of approximating polynomials converges uniformly to f(x) on (a, b) as n-> <*> if m >2, and it converges uniformly to fix) on any closed interval interior to (a, b) as n-> <*> ifm>l.
Under suitable hypotheses,f including the one that <f>(x) has a con-* J> PP* 96 and 97, and J. M. Earl, Polynomials of best approximation on an infinite interval. Transactions of this Society, vol. 32 (1930), p. 3. f The reader will find that a theorem can be formulated so that its proof depends on Theorem VII in chap. 3 of J.
tinuous non-vanishing first derivative where c/> is continuous, it is also found that the sequence of approximating polynomials in a monotone 4>(x) converges uniformly to ƒ (x) on (a, b) as n-»oo if m ^2 in case <j)(x) has a finite number of finite jumps. In this case the integral is transformed to the form (2). If <j>{x) jumps from C to D at a certain value of x, h{y) is taken to be a suitable polynomial of the third degree in y on (C, D) , and the hypotheses on ƒ and <j> may be made so that h(y) has a continuous first derivative on {A, B). The weight function is taken to be zero on the open interval {C,D). E. The relation |0'(x)| ^&>0, where k is independent of x, holds for all values of x for which |<£'(x) | is defined.
The integral (1) and a contradiction would be obtained. Thus z is defined as a singlevalued function of y, which will be denoted by F(y). By taking the partial derivative of H with respect to z it is found that the equation
defines z 'as this function of y. Under suitable hypotheses it will be proved that the sequence {P n (y)} converges uniformly to F(y) as Consider, first, two special cases : (i) m = 2, q is arbitrary; (ii) m > 2, q = 2, where the explicit expression for F(y) will be given, (i) rn = 2, q is arbitrary. If m = 2, it is found from (5) that £l«/(y)|/k<(y)l
The integral 7" may be expressed in the form
Tn = C £ I g/(y) I {(ƒ[*(?)] -F(y)) + (F(y) -P n (y)))Hy. J A t=l
By expanding this expression and taking (5) into account it is found that
Thus the original problem is reduced to that of approximating to 
iu/(*)i where F[<f>(x)] is obtained as follows: Corresponding to any value of x on {a, b) a value of y is determined by means of y=(j>(x). Using this value of y one obtains from
x = gi(y)> (i=l, 2, • • • , g), q values of x, say t # (1) , # (2) , • • • , x (q) . Then F[<j>(x)]
is the indicated mean of the values f (x™), f (x™), • • • ,ƒ(*<«>).
(ii) m>2, q = 2. If the inverse of </ > is double-valued and m>2, the function of y defined by (5) is given by ^ ",, where f L means the integral over the interval L, and f cL means the integral over the rest of (Ay B). From (7) and (8) 
where p n (y) is the Tchebychef polynomial corresponding to F(y), is introduced. The hypothesis of univariance of f{x) is used to prove that -F'C^) is continuous on (A y B) and to show that G ft (z, y) has a positive lower bound in the region R':(A ^y^B; -oo <z< °o). The expansion
G(z, y) = G(*o, y) + h(z -zo)*G"(Ç, y)
is used to compare (3(0, y) and G(II n , y) with G(so, 3>). The rest of the proof is similar to the corresponding parts of the proof of the theorem immediately preceding this one.
In case m = 1, it can be shown, by methods that offer no essential novelty, that the sequence of approximating polynomials converges uniformly to F [(f>(x) ] in any finite set of closed intervals not containing points where </ > has maxima or minima, provided ƒ and <f> satisfy suitable hypotheses under which c/> has a continuous first derivative everywhere on (a, &), this derivative not being required to be everywhere different from zero. However, these hypotheses exclude functions 0 with a continuous second derivative. In special cases it is found that convergence occurs even in this case. For example, if the interval is ( -1, 1), then P n {x 2 ) is the partial sum of the Legendre series for E(x)=%[f(x)+f ( -x) ] taken through the term involving 02n(#), where c/>i(x) is the ith normalized Legendre polynomial.
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