Abstract. We extend an example of B. Aupetit, which illustrates spectral discontinuity for operators on an infinite dimensional separable Hilbert space, to a general spectral discontinuity result in abstract Banach algebras. This can then be used to show that given any Banach algebra, Y , one may adjoin to Y a non-commutative inessential ideal, I, so that in the resulting algebra, A, the following holds: To each x ∈ Y whose spectrum separates the plane there corresponds a perturbation of x, of the form z = x + a where a ∈ I, such that the spectrum function on A is discontinuous at z.
Introduction
Let A be a unital Banach algebra over C with unit 1 and invertible group A −1 . For x ∈ A denote the spectrum of x by σ A (x) := {λ ∈ C : λ − x / ∈ A −1 }. A frequent source of trouble in spectral theory is the possible discontinuity of the map x → σ A (x) where σ A (x) lives in the space of compact subsets of C (the metric being the Hausdorff distance). However, since the spectrum function is upper semi-continuous [2, Theorem 3.4.2] it follows, by a result of Kuratowski, that the set of points of A at which x → σ A (x) is continuous is a dense G δ subset of A [2, Theorem 3. 4.3] . It is well-known that if A is commutative, then the spectrum function is uniformly continuous on A. In fact a characterizing property of commutative Banach algebras (modulo the radical) is uniform continuity of the spectral radius [2, Corollary 5.2.3] , or the spectral diameter [10, Theorem 2.4], on A. In the general case Newburgh's Theorem [2, Theorem 3.4.4, Corollary 3.4.5] implies that the spectrum function is continuous at all points of A which have a totally disconnected spectrum. Of course, if the spectrum function is continuous at x ∈ A then so is the spectral radius (denoted r σ (x)). The converse of this is not necessarily true (see the paper [1] and Example 2.3 of this paper). Despite the scarcity of everywhere continuity of the spectrum in non-commutative cases it is, in practice, not so easy to find points in A at which the spectrum function is discontinuous; in particular, early examples illustrating that this may happen are rather technical and seem to have been furnished on an ad hoc basis (see for example Kakutani's construction first described in [14] ). Using subharmonic techniques, Thomas Ransford [13] gives a remarkably simple example of a pair of operators, S and T , on l 2 such that r σ (T − λS) is discontinuous at almost every λ in the unit disk. Ransford's example improves on a related but much earlier example of Müller [12] who uses combinatorial ideas to show that there exist S and T on l 2 such that r σ (T − λS) is discontinuous at λ = 0.
Müller and Ransford's results are closely related to Kakutani's example which shows that it is possible for a sequence of nilpotent operators to converge to a non-quasinilpotent operator, thus establishing discontinuity of the spectral radius. Müller does however show in [12, p.594] , by a modification of his example [12, p.593] , that discontinuity of the spectral radius is also possible in Banach algebras without non-zero quasinilpotents. In [3, p.106] Aupetit gives an example of spectral discontinuity arising in a completely different manner: There exist two operators, T and S, on l 2 and a complex sequence λ n → 0 such that for each n ∈ N, σ(T + λ n S) is the unit circle but σ(T ) is the closed unit disk. Since the example says nothing about discontinuity of the spectral radius it appears that Kakutani et.al.'s results are somewhat stronger than that of Aupetit (Zemánek's comments in [15, p.584] are instructive here). What we want to show in this note is that Aupetit's example is at least more general: The key observations in his example are, firstly, that the spectrum of the perturbation T + S gnaws a hole in the spectrum of T and, secondly, that S is a finite rank operator; this is all that is important, any further particular details concerning S and T , as well as the underlying space, are immaterial. The existence of the sequence λ n is implicit if the above two observations could be made; Theorem 2.1 gives then a simple and general criterion for spectral discontinuity to occur, and Theorem 2.2 shows that one may easily arrange for the situation in Theorem 2.1. To simplify, we shall assume throughout that A is semisimple and further also that dim(A) > 1 (the latter requirement will really be implicit later on). A two-sided ideal I of a Banach algebra A is said to be inessential if, for each x ∈ I, σ A (x) is either finite or its terms form a sequence converging to zero. For an abstract semisimple Banach algebra A the most familiar instances of inessential ideals in A are the socle, its closure in A, and, more generally, the hull-kernel of the socle. The socle, denoted soc(A), is a two-sided ideal and is, by definition, the smallest left (or right) ideal containing all minimal left(right) ideals. A minimal left(right) ideal can always be written as a principal ideal, J = Ap (respectively J = pA), where p is a minimal idempotent (that is, pAp is a division algebra). In the case where X is a Banach space and A = L(X), the Banach algebra of the continuous linear operators on X, the socle coincides with the ideal of finite rank operators. It is important to mention that there are many examples of Banach algebras, though obviously not L(X), which have soc(A) = {0}. On the other hand there exist semisimple commutative Banach algebras A for which soc(A) = {0}; it is not hard to show that this happens precisely when the character space, ∆(A), contains a singleton set which is open in the weak * topology on ∆(A). In connection with soc(A), a useful concept is that of rank: For a semisimple Banach algebra A and a ∈ A we define
Here σ ′ A (x) = σ A (x)\{0} and #K is the number of distinct elements in a set K. If the underlying algebra is clear from the context, we shall agree to drop the subscript A in the aforementioned definitions. It can be shown that the set of finite rank elements of A coincides with soc(A) [4, Corollary 2.9] and that the formula (1.1) agrees with the classical operator rank in the case A = L(X) [4, p. 118] . Also, the semisimplicity of A guarantees that rank(a) = 0 ⇔ a = 0. Thus (1.1) seems to be a very suitable definition of rank in the case of abstract semisimple Banach algebras. For more properties and applications of this spectral rank the Reader can look at [4, 5, 6] . Of particular importance to us are the rank one elements of A; it can be shown that if a = 0
So minimal idempotents are rank one in the sense of (1.1). It follows readily from (1.2) that if rank(a) = 1 then there exists a unique, non-zero, bounded linear functional τ a on A satisfying τ a (x)a = axa for each x ∈ A. For a rank one element a ∈ A we shall call this functional the characteristic functional of a. From the assumption dim(A) > 1 and the aforementioned functional relationship it easily follows that a rank one element a has σ(a) = {τ a (1), 0}. Another useful identity, which is also easy to verify, is the following: Let x ∈ A be arbitrary and a ∈ A be a rank one element such that ax = 0. Then ax has rank one and τ ax (1) = τ a (x) (the same statement holds for xa). Our first result, Theorem 1.1, which is obtained through an application of this identity, improves on a perturbation theorem of Aupetit:
If H is an infinite dimensional separable Hilbert space, then Fong and Sourour [9] show that any T ∈ L(H) such that T / ∈ {λI +K : λ = 0, K compact ∈ L(H)} is the sum of two quasinilpotent operators. Their result immediately implies that there exist two quasinilpotent operators
In [2, pp. 105-106] Aupetit addresses this question for a general Banach space X. As he remarks, the problem is now much harder since X may not possess a topological basis. Using a result of Grabiner [2, Lemma 5.6.9], which guarantees the existence of a non-nilpotent, quasinilpotent, compact Q ∈ L(X) whenever dim(X) = ∞, together with the subharmonic theory of spectral finiteness [2, V §6], Aupetit shows that if dim(X) = ∞, then there exist two quasinilpotent and compact operators Q 1 , Q 2 ∈ L(X) such that #σ(Q 1 + Q 2 ) = ∞ [2, Theorem 5.6.10]. For the proof of the next result, and also in the remainder of this paper, X ′ will be the continuous dual of a normed space X. Theorem 1.1. Let X be an infinite dimensional Banach space and let V ∈ L(X) be any non-nilpotent quasinilpotent operator. Then, corresponding to V , there exists a rank one operator Q ∈ L(X) with Q 2 = 0 such that
for all non-zero α ∈ C with at most one exception.
by Baire's Theorem there is n such that A n contains a non-empty open set of X. But, since V is not nilpotent, A n is a proper vector subspace of X and hence has empty interior in X. Thus, we can find x ∈ X such that V k x = 0 for each k ≥ 1. Let X ′ x = {φ ∈ X ′ : φ(x) = 0} be the annihilator of x (which is a non-zero Banach subspace of X ′ ), and for each k ∈ N define the closed subspace
, then again by Baire's Theorem there is n such that A x,n contains a non-empty open set of X ′ x . However, since A x,n is a vector space, we must have A x,n = X ′ x implying that φ(V n x) = 0 for each φ ∈ X ′ with φ(x) = 0. But now, since {x, V n x} is linearly independent, another contradiction follows from the separation properties of the Hahn-Banach Theorem. We may hence conclude that there exists φ ∈ X ′ x such that φ(V k x) = 0 for each k ≥ 1. Using φ and x we construct Q ∈ L(X) with the desired properties: Define P ∈ L(X) by P z = φ(z)x which has rank 1 and satisfies
is holomorphic on C − {0}. The corresponding Laurent series, valid for all λ = 0, is given by
Now choose any fixed z ∈ X such that φ(z) = 0 and notice that (P
and the proof is complete.
Since a rank one quasinilpotent Q ∈ L(X) always takes the form Qx = (a ⊗ φ)(x) where 0 = a ∈ X and 0 = φ ∈ X ′ satisfies φ(a) = 0, it might not be too hard, in concrete cases, to discover a suitable Q satisfying the conclusion of Theorem 1.1: 
If we take g ∈ X as g(t) = sin t and define Q ∈ L(X) by (Qf )(t) = φ(f )g(t), f ∈ X, then Q is rank one. For each n ≥ 1 V n maps g onto a function which takes the form P n (t) ± cos t or P n (t) ± sin t where P n is a polynomial with rational coefficients and deg(P n ) = n − 1. So, since π is transcendental, it follows that φ(V n g) = 0, n ∈ N. But for each n ∈ N, φ(V n g) = τ Q (V n ) which consequently proves that 0 is an essential singularity of τ Q ((λ − V ) −1 ). Now, as in the proof of Theorem 1.1, Picard's Theorem implies the existence of infinitely many scalars α such that #σ(V + αQ) = ∞.
Perturbation and spectral discontinuity
If ρ(x) ⊂ C denotes the resolvent set of x ∈ A then ρ(x) has precisely one unbounded connected component, and at most countably many bounded components in C. Following Conway [7, p.206] we refer to the bounded components of ρ(x), if there are any, as the holes of σ(x). We denote the polynomially convex hull of σ(x) by σ h (x) and the set of accumulation points of σ(x) by acc σ(x). From the theory of perturbation by inessential elements (for a very nice abstract account of this look at [2, V §7]) we have the following: Let I be an inessential ideal of A and let x ∈ A, a ∈ I. Then acc σ(x) ⊆ σ h (x + a) and acc σ(x + a) ⊆ σ h (x). One implication of this is that, if σ(x) has a hole, say H ⊂ C, and a ∈ I, then σ(x + a) may fill up the hole H (i.e. H ∩ σ(x) = ∅ but H ⊂ σ(x + a)). Obviously perturbation by an inessential element may then cause a hole to appear as well (as Aupetit's example illustrates).
The following simple implication, which already appeared in proof of Theorem 1.1, will be used throughout the remainder of this paper: For each x, y ∈ A
With the Scarcity Principle [2, Theorem 3.4.25] and repeated use of pigeonhole arguments we can prove:
Theorem 2.1. Let A be a semisimple Banach algebra, x ∈ A and suppose H ⊂ C is a hole of σ(x). Then, for every a ∈ soc(A) such that H ⊂ σ(x + a), the spectrum function z → σ(z) is discontinuous at z = x + a. Hence if x ∈ A and there exist H ⊂ C and a ∈ soc(A) such that H is a hole of σ(x + a) but not a hole of σ(x), then the spectrum function is discontinuous at x.
Proof. In the proof B(λ, r), r > 0 is the usual notation for an open disk in the plane. With the hypothesis, define f (λ) = (λ − x) −1 a which is analytic on the domain H. Since a ∈ soc(A) we have that #σ(f (λ)) < ∞ for each λ ∈ H, whence it follows from the Scarcity Principle that there is n > 0 and a closed and discrete subset E of H such that #σ(f (λ)) = n for λ ∈ H\E, and #σ(f (λ)) < n for λ ∈ E. Moreover, the n points of σ(f (λ)) are locally holomorphic functions on H\E. Now either E is finite or it is a countable set {α 1 , α 2 , . . . } all of whose converging subsequences attain their limits on the boundary of H. We assume E is countable since the proof for the case where E is finite is similar. The union
−1 a) being at most countable, implies there exists a sequence β k ⊂ (0, 1) such that β k → 1 and
To show that the spectrum functions is discontinuous at x + a we will show that σ(x + β k a) σ(x + a) as k → ∞. Since λ / ∈ σ(x) for λ ∈ H, notice that (2.1) implies 1 ∈ σ(f (λ)) for each λ ∈ H, and, moreover, that 1 β ∈ σ(f (λ)) ⇔ λ ∈ σ(x + βa) holds for all β = 0. Fix λ 0 ∈ H\E. Then there is r ′ > 0 and n holomorphic functions on B(λ 0 , r ′ ) say, {γ 1 , γ 2 , . . . , γ n } such that σ(f (λ)) = {γ 1 (λ), . . . , γ n (λ)} for each λ ∈ B(λ 0 , r ′ ) ⊂ H\E. Let 0 < r < r ′ and observe that one of the functions γ j assumes the value 1 at infinitely many λ ∈ B(λ 0 , r), and hence must be constantly 1 on B(λ 0 , r ′ ). So we may assume γ 1 (λ) = 1 for all λ ∈ B(λ 0 , r ′ ). Furthermore, since #σ(f (λ)) = n for λ ∈ H\E, none of the functions γ 2 , . . . , γ n assumes the value 1 on B(λ 0 , r ′ ). If β = 0, 1 is a complex number and σ(x + βa) ∩ B(λ 0 , r) has infinitely many members, then there are infinitely many λ's in B(λ 0 , r) such that 1 β ∈ σ(f (λ)). So this means, using the same argument as for γ 1 , that one of γ 2 , . . . , γ n is constantly 1 β on B(λ 0 , r ′ ). Thus, since the sequence β k is infinite and the functions γ i is a finite set, we can find M sufficiently large such that for
Then, without loss of generality, we may assume that each L k , (k > M ) contains at least one element say λ k , so that (λ k ) forms a sequence of distinct elements. So arguing as above (and passing to a subsequence of (λ k ) if necessary) we see that there is some fixed j ∈ {2, . . . , n} such that γ j (λ k ) = 1 β k . But, being bounded, we may assume (λ k ) (or otherwise a subsequence thereof) converges. Of course the limit, say λ ′ , belongs to B(λ 0 , r). By continuity of γ j on B(λ 0 , r ′ ) it follows that γ j (λ ′ ) = lim k→∞ 1 β k = 1 which contradicts the fact that none of the functions γ 2 , . . . , γ n assumes the value 1 on B(λ 0 , r ′ ). Thus there is N > M such that for all k > N we have L k is constant and finite, which in turn implies the existence of B(α 0 , ǫ) ⊂ B(λ 0 , r) such that σ(x + β k a) ∩ B(α 0 , ǫ) = ∅ for k > N . But B(α 0 , ǫ) ⊂ σ(x + a) and so the spectrum is discontinuous at x + a.
Every Banach algebra Y which contains elements with spectra separating the plane is a source of spectral discontinuities in the following sense: There exists a relatively small superalgebra A of Y such that to each x ∈ Y whose spectrum separates the plane, there corresponds a rank one element a ∈ A, such that the spectrum function is discontinuous at x + a in the algebra A. The idea is to adjoin to Y a non-commutative socle, similar to the way in which one would adjoin an identity element to a non-unital Banach algebra, and then to show that one always reaches the hypothesis of Theorem 2.1 in the algebra A. such that a + w is a point of spectral discontinuity in A.
Proof. We first prove that if σ Y (a) has a hole H then corresponding to the left multiplication operator L a ∈ L(Y ) there exists a rank one operator
Without loss of generality we may assume 0 ∈ H. Notice that σ Y (a −1 ) also has a hole containing 0 which we denote by H ′ . The first step is to show that there exists φ ∈ Y ′ such that φ(a −1 ) = 0 and φ(a −k ) = 0 for k ≥ 2. This would be possible if we can show that a −1 / ∈ span{a −2 , a −3 , . . . }. If this is not the case then 1 = lim n P n where P n is a sequence of polynomials of the form
where the final inequality follows from the Maximum Principle applied on the domain H ′ . So we can find φ ∈ Y ′ such that φ(a −1 ) = 0 and φ(a −k ) = 0 for k ≥ 2. Obviously we may assume φ(a −1 ) = −1. Now let P ∈ L(Y ) be defined by P x = φ(x)1. Then P is rank one and the characteristic functional, τ P , is given by τ P (S) = φ(S1), S ∈ L(Y ). From this one calculates, for k ∈ N, that τ P (L a −k ) = φ(a −k ) and from the series expansion of
and consider the collection of formal sums A = {a + S : a ∈ Y, S ∈J}. With addition and scalar multiplication defined in the obvious way and multiplication by (a + S)(b + W ) = ab + L a W + SL b + SW it follows, from the factJ is a two-sided ideal, that A is a unital algebra. Moreover, a + S = a + S defines a complete algebra norm on A. Notice that for each a ∈ Y and each S ∈J we have that σ L(Y ) (L a + S) ⊆ σ A (a + S). Suppose a + S belongs to the radical of A. If b + W ∈ A is arbitrary, then we have
for some sequence R n inJ. From the semisimplicity of Y it follows that a = 0. Thus, a radical element of A has the form 0 + S where S ∈J. But if this is the case, then for each
is semisimple. So A is semisimple whenever Y is. It is elementary to prove that {0 + S : S ∈ J} ⊆ soc(A) and hence by [2, Corollary 5.7.6] I = {0 + S : S ∈J} is the required inessential ideal in (b). Note here that above containment may be strict which implies that the homomorphism a
separates the plane, then, by the first part of the proof, we can find
imply that σ A (a + P ) fills a hole of σ A (a + 0). The result then follows from Theorem 2.1 since 0 + P ∈ soc(A) and a + P = (a + 0) + (0 + P ).
The extension A in Theorem 2.2 seems manageable for two reasons: The adjoined inessential ideal I depends only on the continuous dual of the algebra Y , and, secondly, the perturbation theory of inessential elements is a well understood topic. Because of the Gelfand Transformation, the commutative case is, somewhat ironically, a good starting point for constructing spectral discontinuities via Theorem 2.2: Example 2.3. Let S ⊂ C be the unit circle, and let Y = C(S) with the usual sup norm. Denote by Y 0 the subalgebra of Y consisting of complex functions having a holomorphic extension to neighborhoods of S. Let f ∈ Y 0 , not a constant function, be holomorphic on a neighborhood N f containing S. Then there are at most finitely many z ∈ S such that f ′ (z) = 0, and corresponding to each z ∈ S such that f ′ (z) = 0 there is a neighborhood U z ⊂ N f such that f is injective on U z . This shows that f (S) separates the plane, and hence that σ Y (f ) has at least one hole. So if we adjoin to Y a non-commutative socle as in Theorem 2.2 we get the following result: Corresponding to each non-constant f ∈ Y 0 there exists a ∈ A such that the spectrum function on A is discontinuous at f + a. Moreover, using [2, Theorem 5.7.4], it is not hard to see that the spectral radius is continuous on A.
Commuting perturbations
If a ∈ soc(A) commutes with x then σ(x + a) cannot fill a hole of σ(x); if this was possible, then Theorem 2.1 would predict the existence of spectral discontinuities in some commutative algebra which is absurd. More intuitively this should also follow from [2, Theorem 5.7.4], together with the containment σ(x+a) ⊆ σ(x)+σ(a) which holds whenever x and a commute. We give a sharp estimate, in terms of rank, for the difference between σ(x + a) and σ(x) where a ∈ soc(A) commutes with x ∈ A. For this we shall need a generalization of Aupetit and Mouton's Diagonalization Theorem [4, Theorem 2.8]:
Theorem 3.1. [Generalized Diagonalization Theorem] Let A be a semisimple Banach algebra and 0 = a ∈ soc(A). Then a is a linear combination of mutually orthogonal minimal idempotents if and only if there exists y ∈ A commuting with a such that rank(a) = #σ ′ (ya)
Proof. Suppose rank(a) = #σ ′ (ay) = n and that ya = ay. We first show that this hypothesis implies that we can actually take y invertible. If a is invertible and b ∈ A is arbitrary, then
which shows that every element of A has finite spectrum. By the Hirschfeld-Johnson criterion [11] A is finite dimensional so the Wedderburn-Artin theorem forces y invertible. If 0 ∈ σ(a) then 0 ∈ σ(ax) for all x ∈ A because σ(ax) is finite. Since the function λ → a(λ − y) is analytic from C into A, and 0 ∈ σ(a(λ − y)) for all λ ∈ C the Scarcity Principle says that {λ ∈ C : #σ ′ (a(λ − y)) < n} is discrete in C. Hence we can find λ in the resolvent set of y such that #σ ′ (a(λ − y)) = n = rank(a). So without loss of generality we may assume y ∈ A −1 . By Aupetit and Mouton's Diagonalization Theorem there exist mutually orthogonal minimal idempotents p 1 , . . . , p n and distinct non-zero scalars λ 1 , . . . , λ n such that ay = n j=1 λ j p j . Since for each j
where Γ j is a small circle surrounding λ j and separating λ j from the remaining spectrum of ay, we see that y −1 commutes with p j . From the minimality of p j we get
λ j β j p j with 0 = β j ∈ C. Conversely if a = n j=1 λ j p j where the p j are minimal mutually orthogonal idempotents, then each p j commutes with a. Also from [4, Theorem 2.16] we have that rank(a) = n. So the result follows if we take y = n j=1 αj λj p j where the α j are distinct non-zero elements of C.
Observe that if y = 1 then Theorem 3.1 is precisely the Diagonalization Theorem.
Corollary 3.2. Let A be a semisimple Banach algebra and let a ∈ soc(A). If x ∈ A commutes with a then σ(a + x) and σ(x) differ by at most 2 rank(a) complex numbers.
Proof. If σ(a) = {0} then σ(a + x) = σ(x). So we may assume a is not quasinilpotent. Let C {a,x} be the bicommutant of {a, x} and form (if necessary) B = C {a,x} / rad(C {a,x} ) so that B is commutative and semisimple. If z ∈ C {a,x} and z = z + rad(C {a,x} ) is the corresponding coset element in B then we have that σ B (z) = σ C {a,x} (z) = σ A (z). Thus we may, without loss of generality, assume that rad(C {a,x} ) = {0}. Obviously a ∈ soc(B) and rank B (a) ≤ rank A (a). Suppose that rank B (a) = k < ∞ and that σ B (a + x) contains a set of k + 1 distinct elements {λ 1 , λ 2 , · · · , λ k+1 } belonging to ρ(x). Applying (2.1) we have, for each i ∈ {1, . . . , k + 1}, that 1 ∈ σ B ((λ i − x) −1 a). Since B is commutative we can write, using Theorem 3.1, a = The point now is that, since B is commutative, the characteristic linear functional τ p corresponding to a rank one idempotent p is in fact a character of B. So (3.1) implies that λ i0 = λ i1 which contradicts the assumption that the λ j are distinct. So in conclusion #[σ(a + x) ∩ ρ(x)] ≤ rank B (a) ≤ rank A (a).
But, by the above arguments, one also has ax = xa ⇒ #[σ((x + a) − a) ∩ ρ(x + a)] ≤ rank A (−a) = rank A (a).
