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Experimental Results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Methods 
 
• 9 participants (6 male, 3 female, between 20 and 23 years old) 
• Online calibration session: 10 characters 
• Online supervised test session: 36 characters 
• Online unsupervised test session:  simulated on same data 
 
Consumer Grade Hardware: Emotiv EPOC headset 
• Low cost / Low Quality 
• Easy to use 
 
 
 
 
 
 
 
 
Accuracy: Percentage of characters correctly spelled 
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Introduction 
 
The P300 speller is a BCI for spelling text.  It makes use of Event-
Related Potentials to distinguish the target from a grid of characters 
presented to the user. Typically, the decoder which performs the 
classification is trained in a supervised manner. In this work we use 
an unsupervised machine learning technique to eliminate the need 
for calibration and as such construct a plug and play BCI that is able 
to give decent spelling accuracy even when consumer grade 
hardware is used. 
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Conclusion 
 
Exclusion of the calibration session makes the speller more 
attractive. Results show that it is possible to build a speller with an 
affordable EEG recording system. We can conclude that we are one 
step closer to building a reliable, user friendly and affordable BCI 
system. 
 
* Reference: P. Kindermans, M. Schreuder, B. Schrauwen, K. Müller, 
M. Tangermann. True Zero-Training Brain-Computer Interfacing – an 
Online Study. PLoS ONE, Submitted, 2014. 
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Iterations 15 10 5 
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