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S u m m a R y
The past decade has witnessed rapid penetration of multimedia broadcast and multicast services over 
wire line networks (i.e. fixed networks) and this has largely been due to user demands and the 
technological advances in IP multicast. However, 2"  ^Generation mobile networks have not been able 
to meet user demands for these services due to their inability to support high data rate services, or to 
provide efficient multicast techniques over mobile cellular networks. The 3"^  ^ generation mobile 
ten estiial networks (T-UMTS) overcame one of the issues by allowing point-to-point high data rate 
services, but initial standardisation did not support an efficient way to deliver multimedia services, 
on a point-to-multipoint basis and this is only recently being addiessed via the Multimedia Broadcast 
and Multicast Services (MBMS) bearer model. With their inherent broadcast capabilities and larger 
geographical coverage, satellite networks form an attractive platform as a compliment to the 
teiTestiial networks for delivery of such services. However, the standardisation process is still in 
early stages (compared to T-UMTS) of inti'oducing similar MBMS bearer models to the 3"^  
generation mobile satellite network (S-UMTS). To this end, this research investigates the possible 
improvements required to exiting S-UMTS specifications to facilitate MBM content over the satellite 
radio interface whilst addressing the reliability of the content delivery.
The thesis presents;
• A comprehensive study of applicable reliability mechanisms to improve delivering of MBM 
content over the S-UMTS network.
• Development and perfoimance démonstration of a novel Dynamic Rate Matching (DRM) 
procedure to improve the S-UMTS downlink power utilisation (proposed modification to the 
exiting specification).
• Proposal for S-UMTS RLC layer based PLFEC mechanism and perfoimance evaluation.
• Proposal for and the performance demonshation of a power aware Adaptive PLFEC method to 
improve the reliability of the MBM content via S-UMTS network 9whilst improving the radio 
resource utilisation.
Finally, presented results have shown that when the proposed DRM procedure associates with the 
power aware APLFEC will; more efficiently utilise the scarce radio resources whilst providing better 
error protection levels (i.e. higher user satisfaction level) compared to the exiting MBM content 
deliveiy mechanisms used via Satellite UMTS radio access network.
Key Words; Satellite-UMTS, Packet Level FEC (PLFEC), Rate Matching (RM), Radio Resource 
Management (RRM)
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Chapter 1
1 Introduction
1.1 M otivation and Background
hi recent years there has been growing demand for high data rate multimedia services over existing 
wire line networks (i.e. fixed networks). As the demand increased, the number of users interested to 
receive the same multimedia content (point to multipoint, p-t-mp) also increased. The rapid giowth 
for these services was a veiy challenging task to be realised within the wire line network, mainly due 
to non-broadcast nature of the wire-line network hierarchy. However with technological advances, 
such as IP multicast, improved reliable multicast protocols (RMP), etc., these multimedia seiwices are 
being successfully deployed tlirough the wire line networks. As a result, the demand for multimedia 
seiwices tlirough mobile networks has also rapidly increased. Therefore, there is stiong consensus 
that p-t-mp disti ibution is going to be one of the most dominant services in 3G networks. To address 
this scenario several initiatives, such as Digital Audio Broadcast (DAB), Digital Video Broadcast 
(DVB), Multimedia Broadcast and Multicast Seiwice (MBMS) for Tenestiial UMTS, Satellite 
Digital Multimedia Broadcast (SDMB), etc., are being explored as possibilities for delivery within 
3 G mobile networks [1],
Second generation mobile systems, such as GSM, did not support high data rate services but only 
low data rate and voice services [33]. Even though initial specifications (i.e. Release 99) of 3*^  
Generation Partnership Project (3GPP) have supported point-to-point communication links to 
provide high data rate multimedia services, these specifications did not efficiently utilise the 
broadcast nature of the mobile network for broadcast/multicast services. For example, separate p-t-p 
communication links are used when provisioning the same content to several users dispersed within a 
single cell instead of using a common p-t-mp communication link. Since mid-2000, the 3GPP has 
worked to modify or to introduce new specifications to facilitate efficient Multimedia Broadcast and 
Multicast Content (MBMC) deliveiy over Terresti'ial UMTS. This was a veiy challenging task
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because p-t-mp services have to be introduced on top of the p-t-p oriented network whilst not 
drastically changing the existing specifications. Overcoming some of these challenges, 3GPP has 
introduced the Multimedia Broadcast and Multicast Service (MBMS) bearer to deliver high data rate 
multimedia content via the T-UMTS network [34]. In late 2005, 3GPP completed its Released 6 
MBMS related specifications. Even though stable MBMS specifications were released by 3GPP, 
some of the challenges have not been entirely resolved, such as handling user mobility, reliability of 
the content over mobile network, use of point to point transmission or MBMS multicast/ broadcast 
transmission, etc.
The Digital Audio Broadcast (DAB) is another technology which facilitates high quality digital audio 
broadcast transmission and currently over 475 million people around the world can receive over 800 
different DAB seiwices [6]. The DAB technology has been extended to provide DAB-based Mobile 
TV identified as Terrestrial Digital Multimedia Broadcast (T-DMB) and it is widely accepted that 
this technology leads other Mobile TV technologies, with the first full commercial seiwice launched 
in Korea in 2005 and recently British Telecom (BT) has also earned out a successful trial, BT Movio, 
in the UK [7].
The major standard for delivering of digital television is Digital Video Broadcast (DVB) produced by 
the DVB standards consoifium [8]. To date, this consortium has produced different DVB standards 
for different delivery media (or infiastructuie), for example DVB-S for satellite, DVB-C for cable, 
DVB-T for tenestrial and DVB-H for handheld terminals. The most mobile relevant standard of 
these specifications is DVB-H which is a slight modification on DVB-T. Furthermore, this 
technology directly competes with T-DMB and different organisations argue for one technology or 
the other. Similar to T-DMB, successful DVB-H tr ails were canied out in several European countries 
and the world’s first commercial DVB-H service, called as La3, will be launched in June 2006 in 
Italy to coincide with the Football world cup [9].
It can be argued that satellites are better suited for delivery of broadcast type services, due to their 
inherent wide broadcast geographical coverage. To this end, several initiatives have emerged around 
the world to provide multimedia services using satellite and hybrid satellite/ tenestiial repeater 
infiastructures to provide global coverage in a cost effective manner. This concept was pioneered for 
digital radio with XM radio and SIRIUS satellite systems which have operated since 2002 in the 
USA and have already reached 5 million subscribers. They offer more than 160 radio progi'ams over 
100% of USA tenitoiy; with XM utilising GEO and SIRIUS MEG satellites and both using 
teiTeshial repeaters to provide better coverage in uiban areas in the first integrated satellite-tenestiial 
system. In Asia, the Mobile Broadcasting Satellite (MBSAT) system also relies on hybrid satellite/ 
ten estrial repeater architectures and launched services in Korea and Japan in 2005 for both radio and 
TV to handhelds [10]. The MBSAT service operates in the 2.3GHz fiequency band and has circa 
from users covering Japan and Korea. A commercial satellite digital multimedia broadcasting
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service, brand named Moba-Ho, was launched in 2005 and delivers Mobile TV seiwices to dedicated 
receiver (DVD player size) as well as to cellular handheld teiminals. However in Korea there is now 
competition from T-DMB which launched commercial operation in late 2005.
In Europe the development of the satellite delivery system has been slower. Work started within an 
EU project in Satellite UMTS IP based networks (SATIN) [21], which produced an integrated 
satellite-tenestrial system based around 3 GPP WCDMA [51] on both satellite and terresti'ial systems 
in order to simplify the tei-minal. The architecture which included tenesfrial repeaters was developed 
and the feasibility of the full system demonstrated. This was followed by another EU project Mobile 
Digital Broadcast Satellite (MoDiS) which took the concept onto equipment development and trials 
via the 3G network in Monaco [20]. The success of these projects led to a further EU project Mobile 
application and sem ces based on satellite and tenestiial interworldng (MAESTRO) [56] in 2004-06 
which continued the development to trails with handhelds.
The University of Surrey (UniS) has been instrumental in all three of the above projects, running 
SATIN and being a major partner in MoDiS and MAESTRO. The research described in this thesis 
contr ibuted to both the MoDiS and MAESTRO projects and has helped to feed in to the eventual 
system design, hi 2005 Alcatel Alenia Space who led MoDiS and MAESTRO amiounced there 
intention to move to a commercial system called Satellite Digital Multimedia Broadcast (S-DMB). S- 
DMB provides multicast/ broadcast one-way via the satellite to 3 G mobiles who use T-UMTS for all 
other services.
Key to the success of SDMB is the reliability of the content delivery over the radio access network 
(RAN) which needs to be addressed due to the fact that the MBMS service is a best effort service 
category', i.e. re -transmission is not an option for the satellite radio access network if data is lost on 
the downlink. The satellite network has to cater for a higher number of users dispersed over a large 
geogiaphical area and users will experience different land-mobile satellite channel conditions; hence 
reliability of the content over the satellite access network has to be higher than for its tenestrial 
access network.
3GPP MBMS related worldng groups (specification groups) have introduced several techniques, such 
as selective combining (transmitting the same content via several cells allowing receivers to combine 
the received signal), to improve the reliability of the content over the radio access network however 
most of these techniques are not applicable for S-UMTS (due to different network layout). 
Furthei-more, S-UMTS related specifications have not been optimised for MBMS service deliver (i.e. 
p-t-mp) and may not provide the best possible reliability to the MBMS content over the satellite radio
' Within the context o f WCDMA for best effort delivery, RAN Radio Link Contioller (RLC) will use 
unacknowledged mode leaving higher layers to provide required reliability to tire applications.
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access network. This motivated investigation into the shortcomings of the existing S-UMTS 
specifications for delivery of multimedia broadcast and multicast content over S-UMTS networks 
whilst improving the reliability of the content over the radio access network.
It should be noted that the 3 GPP MBMS standards worldng groups were meeting during the progress 
of this Ph.D. work. Part of the work conducted within the EU projects was to follow closely their 
progi ess and to input relevant project outputs as necessary into the satellite work. Some of the out put 
of the work have been fed into the ETSI-SES; S-UMTS teclmical standards group.
1.2 Summary of Original achievements
The main contributions that are reported in this thesis can be summarised as follows:
• Proposed and demonstrated, Reed-Solomon (RS) based Packet Level Forward Error 
Correction (PLFEC) at the Radio Link Control (RLC) layer at the satellite -UMTS 
gateway.
• A detail investigation of the existing S-UMTS specifications to explore the possible 
improvements to the S-UMTS gateway functionalities performed at different protocol layers or 
the possibilities to optimise the existing standards when provisioning MBM content over 
UMTS Satellite Radio Access Network.
• A Novel Dynamic Rate Marching (DRM) procedure was proposed to replace the exiting 
downlink Static Rate Matching (SRM) procedure performed by the S-UMTS physical layer 
when ti'ansferring MBM content tlirough the common physical channels. Performance 
comparisons were indicated the benefits and also the necessity to intioduce the novel DRM 
procedure into the specification.
• A novel power allocation procedure associated with the proposed DRM procedure was 
proposed and demonstiated.
• Proposed and demonstrated, a more generalised Radio Resouice Management (RRM) 
procedure for S-UMTS network compared to the existing RRM procedure envisaged in the 
SATIN and the MoDiS projects.
• To improve the reliability over the radio access network and to improve the efficiency of the 
radio resouice utilisation, a novel power aware Adaptive Packet Level Forward Error 
Correction (APLFEC) method at the Radio Link Contiol (RLC) layer in the Satellite -UMTS 
gateway was proposed. Obtained system level simulation results shows that APLFEC utilises 
the resources much more efficiently than static PLFEC.
• Have developed a detailed simulation model (first of this kind) encompassing the S-UMTS 
RRM module, system level channel module, Inteimediate Repeater Module (IMR) layout for 
user mobility, multicast communication enable, etc. on top of the open source Network
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Simulator (NS) version 2.26. Furtliennore, this simulator was developed in a way that new 
modules can be easily added to the exiting modules.
The impact of the work is that several of these features have been adopted by S-DMB and are now 
included in the system design.
1.3 Structure of the thesis
The structure of the thesis, i.e. chapter headings and main sub sections, are shown in Figure 1-1.
Chapter 2 introduces the network model (i.e. S-UMTS) and the services (i.e. Multimedia Broadcast 
and Multicast services) considered in this research. The first half of the chapter discuses the S-UMTS 
network in general and then presents the specific reference S-UMTS model (i.e. ground segment, 
user segment, space segment, reference link budget, etc.). The second half of the chapter provides a 
general intioduction to MBM services and then highlights the main challenges faced when 
provisioning these seiwices over T/S-UMTS networks. Furthermore, this chapter also shows that it is 
desirable to adopt a higher reliability level for the MBM content when passing thiough the S-UMTS 
network than when passing through T-UMTS network. To this end the first half of chapter 3 explores 
the possible link losses (chamiel impairments, tenestrial intenuptions, etc.) in connected via S- 
UMTS networks and then presents the general reliability mechanisms applicable for multicast 
communications over the satellite network. The latter part of this chapter intioduces the potential 
reliability mechanisms that can be used to improve MBM content reliability over S-UMTS networks.
Chapter 4 presents a detailed investigation of the relationship between MBM content reliability over 
the satellite radio access network (SRAN) and the existing S-UMTS gateway functionalities. After 
identifying the important functionalities, following subsections of this chapter provide a 
comprehensive analysis of these functionalities with regards to content reliability. Some of these 
functionalities and parameters are Rate Matching (RM), session multiplexing. Transport Block (TB) 
size, etc. Finally this chapter introduces a new PLFEC scheme at the RLC layer, i.e. this section 
introduces the necessaiy changes required to the existing specifications to facilitate the proposed 
PLFEC.
Chapter 5 highlights the drawbaclcs of the existing Static Rate Matching (SRM) procedure and then 
introduces a new Dynamic Rate Matching (DRM) method. Also presented are the necessaiy 
modifications required to the existing downlink transmit power calculation equation, (i.e. session 
multiplexing is not taken into account in the existing downlink pole equation) suitable for S-UMTS 
common physical channels. Then, this chapter provides the proposed power allocation scheme 
associated with the DRM method. Finally this chapter presents performance comparison (i.e. power 
utilisation, physical channel utilisation, etc.) between the SRM and the DRM method.
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Figure 1-1: Structure of the thesis
Chapter 6 describes the necessity to introduce PLFEC at the satellite gateway rather than at the 
source and presents reasons to retain flexibility to modify the PLFEC parameters when necessary, 
e.g. the PLFEC error protection level required, according to the received power levels, by the Radio 
Resource Controller (RLC) at the gateway. Having established the requirement to introduce power
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aware Adaptive PLFEC (APLFEC) at the satellite gateway, the next sections provide the equations 
used to dynamically calculate the APLFEC parameters and the proposed APLFEC procedure. It then 
presents the necessary modifications required to the proposed RRM procedure to facilitate the 
proposed APLFEC. This chapter ends by presenting the performance comparison metiics used in this 
research to compare SRM, DRM, SPLFEC and APLFEC methods.
Chapter 7 comprises four sections, the first of which presents the link level simulation results, in 
terms of E(/Ior vs. BLER for different propagation and physical layer settings. These results are then 
fed directly into the system level simulator to generate system level results. The next section analyses 
the impact of the PLFEC to combat the S-UMTS link losses when delivering MBM content to large 
numbers of users dispersed over a large geographical area. Performance curves are shown for PLFEC 
parameters vs. user satisfaction level, transmit power vs. user satisfaction, the required retiansmission 
packet count (if retiansmission is enabled) per original tiansmitted packet, bandwidth utilisation (i.e. 
transmitted original packets vs. transmitted redundant packets), etc. The third section indicates the 
SRM and the DRM performance comparisons in terms of packet delay (time taken to schedule a 
packet by the satellite gateway), bandwidth utilisation (ratio between the data transferred at a given 
time to the maximum data that can be transferred), transmit power comparison. Transport Format 
Combination usage, etc. The fourth section presents a performance comparison between the SPLFEC 
and power aware APLFEC methods. These performance comparisons are earned out by using the 
proposed DRM method due to its ability to utilise the transmit power more efficiently than the SRM 
method. Comparisons are made using the performance metrics used in the SRM and DRM 
comparisons that also with the PLFEC parameters during the entire sessions.
Finally, Chapter 8 summarises the conclusions of the work presented and provides some ideas for 
future research issues.
In the construction of the thesis we have decided to put details of the link and system level 
simulations in the Appendices. There is no doubt that these are a key output of the research work and 
represented the first overall simulation of its kind for MBM services over satellite. Tlie rational was 
to present the theory and procedures adopted in the main part of the thesis and to collect the most 
results of the simulations in one chapter (7) with the details of the extensive simulations suite 
developed in the Appendices for consultation by those readers needs good detailed.
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Chapter 2
2 Introduction to S-UMTS mobile systems and 
Multimedia services
2.1 Introduction
In recent years there has been growing demand for multimedia services over existing cellulai* 
networks, and this has influenced the International Telecommunication Union (ITU) to both addiess 
the shortcomings of second generation (2G) mobile networks in providing high speed multimedia 
application and to introduce a new technology to facilitate these emerging services. This led the ITU 
to intioduce a new technology called. International Mobile Telecommunication 2000 (IMT-2000), 
generally known as third generation (3G) mobile networks. Different institutions around the world 
have contributed to the IMT-2000 standardisation process and the European contiibution by the 
Euiopean Telecommunication Standard Institute (ETSI) was refeiTed to as Universal Mobile 
telecommunication system (UMTS) [2]. The main objectives of the UMTS framework has been to 
exploit the possibility to achieve close integiation between different environments, such as teiTestiial, 
high-altitude platfonn systems (HAPS) [3] and satellite environments whilst attempting to achieve 
the following requirements ([5], [11] and [14]) for terrestiial environments;
• Minimum data rate of 144 kbps for full coverage and vehicle mobility, and 384 kbps for 
pedestrian mobility
• 2 Mbps data rate for limited coverage and mobility,
• Support of symmetrical and asymmetrical tiaffic,
• High spectrum efficiency compared to existing systems,
• High flexibility to accommodate new services as they evolve,
• Support both circuit-switched and packet switched services (IP in future releases).
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After extensive investigations, in order to meet these requirements, ETSI opted for Wideband Code 
Division Multiple Access (W-CDMA) as the access scheme for Tenestrial UMTS (T-UMTS) 
networks [4]. hi line with T-UMTS, the satellite component of the UMTS (S-UMTS) also adopted 
W-CDMA as the access scheme to enable close integiation between satellite and tenestrial 
component systems. Figure 2-1 shows the S-UMTS position within the IMT-2000 global family.
During the initial stages, 2G networks employed GPRS [17] and EDGE [18] to deliver limited 3G 
services and recently (2005/6) many operators have successfully deployed commercial 3G networks 
across the globe. Hence, it is important for S-UMTS to follow or adopt similar technology as T- 
UMTS in order to maintain common features within the terniinal to make S-UMTS more attractive 
and cheap for the customers [21].
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Figure 2-1 : IMT-2000 span
The initial T-UMTS standardisation process canied out by the Third Generation Partnership Project 
(3GPP)' concenti'ated on the provisioning of high data rate services (i.e. audio, video) via point-to- 
point (p-t-p) communication links. Additionally four categories of point-to-multipoint (p-t-mp) 
services were advertised by 3GPP; only two of them were inhoduced in specifications released in 
1999. One was an optional IP multicast service which allows mobile subscribers to receive multicast 
traffic. However, as its name suggested it does not allow multiple subscribers to share the UMTS 
radio and core network resources. Therefore this service does not offer any advantage in tenus of 
resource utilisation for UMTS networks. The second was the Cell Broadcast (CB) Service [38], 
which provides text based p-t-mp services. CB is a teclmology that allows a text or binaiy message to
 ^ 3GPP is a global collaboration between 6 partners: ETSI (Europe), ARIB/TTC (Japan), CCSA (China), ATIS 
(North America) and TTA (South Korea). The group aims to develop a globally accepted 3G system based on 
GSM
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be defined and disüibuted to all mobile terminals connected to a predefined service area and the only 
service utilising this technology is the Short Message Service -Cell Broadcast (SMS-CB), This 
resembles an unconfirmed push service, in which the originator (network operator) of the message is 
not aware whether the receiver has received the message or not [38], hi contrast to the first service 
(IP multicast) this service shares the radio network resources when transmitting CBS services. But 
there is no mechanism to control who can receive the service within the seiwice area which is 
important for multicast applications.
The main characteristics of the emerging multicast/ broadcast multimedia applications [19] are to 
support higher data rate sem ces to a larger number of terminals. To this end, CB has the following 
limitations;
• CB Service (CBS) is initiated by the UMTS network, the UE only activates or deactivates the 
broadcast service locally,
• CBS does not have the capability to distribute the content to specific users, e.g. all the users 
within the CBS service area to receive the content,
• The UMTS network is not aware whether there are any users listening to the CBS service or
not. This may lead to waste o f scarce resources (i.e. when there are no users),
• Maximum capacity of CBS messages is limited to 1230 octets [38]: this is due to the number
of pages that can occur within a CBS message.
Since the standardisation of CBS, various proposals have been considered by 3GPP to enhance the 
SMS-CB service to facilitate high data rate multimedia services but 3 GPP finally decided to keep 
CBS as it was, and introduced a new bearer service called Multimedia Broadcast and Multicast 
Service (MBMS) to provision multimedia and broadcast services within UMTS networks [34].
The main objective of this chapter is to introduce Multimedia Broadcast and Multicast Content 
(MBMC) deliveiy over tenestrial and satellite networks while highlighting its advantages and 
disadvantages.
This chapter is organised as follows, the first section introduces S-UMTS systems in general whilst at 
the same time presenting a reference S-UMTS network model, i.e. introduces the space segment, user 
segment, ground segment including intermediate module repeater (IMR), reference link budget, etc., 
considered in this research. The following section inhoduces the MBMS service specified by 3GPP 
and then presents the challenges faced when delivering MBMS over teneshial and hybrid S/T UMTS 
networks, hi addition, this section also provides some of the cuiTeiit proposed solutions to overcome 
these challenges.
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2.2 Satellite-UMTS 
2.2.1 UMTS Overview
UMTS (Universal Mobile Telecommunications System) is a new generation of mobile 
communications technology, which utilise a 5 MHz channel carrier width to deliver significantly 
higher data rates with increased network capacity as compared to the second generation networks. 
Tins offers 3G/UMTS mobile operators a considerable capacity to support higher data rate services, 
whilst enabling them to support larger numbers of voice and data customers especially in urban areas. 
The first commercial UMTS network using WCDMA was launched in 2001 and currently there are 
more than 60 networks operating in 20 countries [11]. However, up to date the primary service 
utilised by 3G/UMTS users still remains as voice, but operators are predicting that high data rate 
services will become the primaiy service within the next few years according to UMTS forum reports 
[11].
The terrestrial UMTS is specified by 3GPP as an end-to-end mobile system, and to date 3GPP has 
completed Release 6 (Rel-6) specifications and they are working on Release 7 (Rel-7) standardisation 
process [33]. These releases comprise improved/new techniques to further increase the throughput of 
the WCDMA Radio Access Network (RAN), i.e. High Speed Downlink Packet Access (HSDPA) 
and High Speed Uplink Packet Access (HSUPA) technologies, hi addition 3GPP has introduced a 
new bearer service called MBMS to facilitate emerging p-t-mp service models [34].
As this research is mainly focused on satellite UMTS, this thesis will not provide a detailed UMTS 
overview [2], instead we provide a brief oveiwiew of UMTS (most relevant sections); comprising of 
UMTS bearer semces, protocol stack. Quality o f Service (QoS) management, and Radio Access 
network (RAN)) in Appendix F.
2.2.2 S-UMTS overview
Traditionally, satellites have been used for long-distance interconnectivity between different 
continents and mainly for telephone and television semces. Although, very small apeiture (VSAT) 
applications emerged in the mid 1980’s they remained a niche market due to the cost of satellite 
transponders and terminals. However, the success of GSM in the early 1990’s has motivated the 
satellite industiy to move to a more mass market in order to offer personal communications via 
satellite. To this end, the satellite community initially planned to provide GSM -like services outside 
of GSM coverage areas thinking that GSM would take a long time to deploy around the world, whilst 
satellite could deploy quickly and hence target the mass market rather than the usual niche market. 
Within approximately 5 years of the initial prediction, hidiuin and Globalstar mobile satellite 
systems (MSS) were developed based on Low Earth Orbiting (LEO) constellations. However, by this
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time GSM networks had rolled out into most of the populated areas of the world. Because of this, the 
MSS chance to grab the highly anticipated mass market was reduced significantly, hence once again 
MSS was forced to rely on more traditional niche markets, such as maritime and aviation [22 and 
56]. As a consequence, MSS operators were not able to achieve their revenue targets and eventually 
faced banlanptcy [12]. Because of these experiences, the satellite industiy has revised its strategy 
towards personal mobile communications.
Despite the failures of some of the mobile satellite systems during the mid -1990's, under the IMT- 
2000 recommendations, the UMTS frame work has envisaged the role for satellite as a collaborative 
part of the tenestrial UMTS network (or to extend the availability o f the terrestrial services) rather 
than as a stand-alone system. Furthermore the introduction of p-t-p/mp MBMS services within T- 
UMTS has boosted the complementary role of the satellite in terms of coverage and service extension 
[13]. In this complementary role, satellite will enable extension of UMTS network coverage to those 
areas where terrestrial wire -line and wireless services are not economically viable, such as low 
traffic density areas, inaccessible areas such as maritime and aeronautical, or under developed such 
as rural areas in developing countries [52 and 55]. In addition, satellites have the capability of rapid 
deployment o f communication systems in areas where natural or man made disasters reduce the 
effectiveness of the terrestrial network, and also Hie ability to provide seamless mobile services on a 
global scale.
In light of the above, it is highly desirable to have the same, or similar, architectures for the satellite 
component of UMTS as for T-UMTS, in order to take maximum economic advantages from 
equipment production. This applies equally for unicast as multicast/broadcast service provision.
2.2.2.1 Standardisation and current status
After the initial T-UMTS standardisation by 3 GPP, the satellite UMTS standardisation process has 
begun by ETSI Satellite Earth Stations & Systems working group (SES-WG). SES-WG has targeted 
bit rates around 384kbps for S-UMTS seiwices, whereas some of the other broadband systems under 
development such as Teledesic, Skybridge Spaceway and Asfrolink were planning to deliver data 
rates in excess of 2Mbps at the expense of terminal size and reduced mobility [32].
The S-UMTS specifications are mainly based on those existing T-UMTS with some modifications 
specifically to the access network specification. This is mainly due to the difference between satellite 
and tenestrial channel characteristics. T-UMTS channels are characterised typically by lognormal 
long -teim shadowing and Rayleigh short term multipath fading [15] whereas in S-UMTS networks 
due to the larger free space loss and on -board power limitation (due to satellite constiaints such as 
the heat dissipation on the space -craft, on -board solar panel power generation capabilities, and 
antemia gain and size) mobile satellite systems are forced to operate under more LOS propagation 
condition with channels characterised by Ricean short term distribution.
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The S-UMTS specification process has also benefited flom the projects and activities which have 
taken place in European Union projects since the late -1990’s. Some of these projects are as follows; 
SAINT (Integration of the satellite into 3G mobile networks), SUMO (advanced S-UMTS test -bed 
for mobile multimedia application services), ROBMOD (Robust Modulation and coding for personal 
communication aims at developing and testing a hardware test -bed for S-UMTS systems), ATB, 
(advanced test -bed, this was a follow on of ROBMOD project to provide a packet oriented 
demonstiation), VIRTUOUS (Virtual home UMTS on satellite aims at identifying, designing and 
demonstration a feasible pragmatic, smooth migiation path towards S/T-UMTS), GEOCAST 
(multicast over GEO EHF satellites for fixed terminals), BRHAMS (Broadband Access high Data 
Rate Multimedia aimed to define and develop a universal user access interface for broadband satellite 
multimedia seiwices , which is open to different satellite system), SATIN (SATellite UMTS IP based 
Networks), MoDiS (Mobile Digital Satellite broadcast, follow up of the SATIN project), and 
MAESTRO (Mobile Applications & seiwices based on Satellite and Terrestiial interworking, follow 
up of the MoDiS project).
The research in this thesis is closely associated with the latter thiee projects and some of the findings 
and the results obtained in this research have directly contributed to some of these project 
deliverable. The S-UMTS reference network, chamiel models and link budget for this research work 
were directly taken from the SATIN [21] and MoDiS [20] project deliverables. Because of the close 
relationship between these two European projects and this research, die following sub section will 
provide a brief inti oduction to these projects.
The main objective of the SATIN project was to develop an efficient S-UMTS architecture to support 
IP-based packet mode services whilst optimising layer 1 and layer 2 designs. This project defined 
several S-UMTS architectuie models and provides extensive simulation results for layers 1 and 2. 
Wliilst investigating different S-UMTS architectures in the SATIN project it was found, highly 
desirable to place Intermediate Module repeaters (IMR) (collocated with teirestrial base stations) [53] 
to overcome the limited power coverage in urban areas and inside buildings due to the blockage of 
the radio signals. This was the first time that an integiated satellite/ terrestrial deliveiy for MBMC 
had been proposed.
The MoDiS project as the continuation of SATIN was more focused on higher layer aspects than the 
physical layer and demonstration. This project has canied out the definition, demonstration and 
validation of the Broadcast /Multicast (BM) layer based on Satellite Digital Multimedia Broadcast 
(S-DMB). MoDiS also utilises the S-UMTS architecture proposed in the SATIN project, however 
this project adopted the S-DMB name to inhoduce the overall system in order to highlight that this 
network is able to deliver MBM content over the S-UMTS network. This network also consists of a 
GEO satellite and teiTestrial repeater architecture over 3G cellular networks, aimed to improve the 
multimedia service provisioning to the 3G cellular users over Europe. The rationale was that delivery
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of MBMS is more efficient using the broadcast advantages of satellite than delivery in a multi 
cellular terrestrial network. One of the main aspects of this project was to investigate the reliability of 
the multimedia broadcast content over the S-UMTS network. Main contributions from the research in 
this thesis towards MoDiS were concentrated on techniques to improve reliability of the content over 
the S-UMTS network and evaluation of these techniques.
ETSI SES working group produced a first set of S-UMTS Technical Specifications in December 
2000, based on ITU Satellite A-family radio interface, i.e. SW-CDMA. Some of the Technical 
Reports produced by the SES group are as follows:
• ETSI TR 102 058: Satellite Earth Stations and Systems (SES); Satellite Component of 
UMTS/IMT-2000; Evaluation of the W-CDMA UTRA FDD as a Satellite Radio Interface.
• ETSI TR 102 277: Satellite Earth Stations and Systems (SES); Satellite Component of 
UMTS/IMT-2000; Satellite Component for Multimedia Broad-cast/Multicast Service 
(MBMS); W-CDMA Radio Interface.
• ETSI TR 102 061: Satellite Earth Stations and Systems (SES); Satellite Component of 
UMTS/IMT-2000; Detailed analysis of the packet mode for the SWCDMA (Family A).
ETSI SES/S-UMTS is currently updating previous sets of S-UMTS Technical Specifications and 
creating standards for Multimedia Broadcast/Multicast Services (MBMS) via satellite. The list of 
Technical Specifications now being updated/ created for the definition of the radio interface is given 
in Table 2-1.
Table 2-1: ETSI SES S-UMTS air interface related specifications
Specification number Specification description
ETSI TS 101 851-1 
(update)
Satellite Earth Stations and Systems (SES); A-family;
Part 1 : Physical channels and mapping of transport channels into 
physical channels (S-UMTS-A 25.211)
ETSI TS 101 851-2 
(update)
Satellite Earth Stations and Systems (SES); A-family;
Part 2 : Multiplexing and channel coding (S-UMTS-A 25.212)
ETSI TS 101 851-3 
(update)
Satellite Earth Stations and Systems (SES); A-family; 
Part 3 : Spreading and modulation (S-UMTS-A 25.213)
ETSI TS 101 851-4 
(update)
Satellite Earth Stations and Systems (SES); A-family; 
Part 4 : Physical layer procedures (S-UMTS-A 25.214)
ETSI TS 101 851-5 
(created)
Satellite Earth Stations and Systems (SES); A-family;
Part 5 : UE Radio Transmission and Reception (S-UMTS-A 25.101)
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2.2.3 Reference Satellite UMTS architecture and the network scenario
The reference architecture considered in this research is shown in Figure 2-2 and this is one of the S- 
UMTS architectures proposed in SATESI (baseline scenario) [21]. In this network scenario, the S- 
UMTS network is responsible for transmitting MBM content (and this can also be used for MBM 
session announcements) via the uni-directional satellite link towards the users, whilst the terrestrial 
network provides all the other user/network communication requirements for MBM sessions such as 
session request, authorisation, billing, re -transmissions etc. and also traditional p-t-p services. In 
order to provide information related to the network components and relevant parameters, the 
reference architecture model is split into the following segments for elaboration purposes;
• Space segment :- Satellite
• Ground segment :- Satellite gateway, IMR, and T-UMTS network
• User segment :- Handheld user terminal
SATELLITESpace
segment
Direct access
Indirect access
Intermediate M odule Mgpaaier (IMR)
GATEWAY User equipment 
segment
BASE STA TIO H
CORE N ETW ORK -
UTRAN
Ground
segment
Figure 2-2 : Reference Satellite-UMTS architecture and the network scenario
2.2.3.1 Space Segment
The space segment comprises a high power bent -pipe (i.e. transparent type of payload) 
Geostationary Earth Orbiting (GEO) broadcast satellite that provides typical large nation coverage 
spot beams with sufficient transmission power to accommodate the 3GPP standardised handset RF 
reception performance. All of these spot -beams have similar performance (such as allocated power 
per beam) however their coverage area and the content delivered will be different.
The GEO satellite feeder link is on Ku band (14.5GHz) frequency with transmission on S band 
(IMT-2000 , MSS band 2.5GHz range) towards the users and the IMR modules. There can also be a 
Ku band feed to IMR’s located at base stations with frequency conversion to MSS for onward
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terrestrial transmission. In either case the User Equipment (UE) will receive signals both direct from 
the satellite and from the IMR. The relative level of these will depend upon the location of the UE. 
Further details related to link budgets, such as satellite EIRP, G/T etc., are given in Appendix A.
2.2.3.2 Ground Segment
This segment comprises three key entities, T-UMTS network, UMTS Satellite RAN (USRAN), and 
IMR modules. In this reference architecture the T-UMTS network is responsible for handling all the 
existing p-t-p communications and manages the MBM content delivered via the S-UMTS networks. 
This research mainly concentrates on MBM content delivery over the satellite; therefore, further 
information on the T-UMTS network is not provided in this thesis but can be found in [21].
The satellite RAN comprises the satellite gateway (S-GW), satellite feeder, and the GEO satellite 
(space segment). T-UMTS, Node B and RNC modules are combined in the S-GW which 
interconnects to the core network through the standard U interface. The S-GW handles a uni­
directional link as compared to its terrestrial counterpart, and is primarily responsible for control of 
the satellite radio resources whilst handling the MBM content delivery. Figure 2-3 shows the satellite 
-GW  (S-GW) functionalities (as in SATIN) with the functions investigated in this research 
highlighted.
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Physical Layer 
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Connection
Function
S-UMTS G atew ay (S-GW)
Figure 2-3: Reference Satellite -GW functionalities
Physical Layer function: - 
Is responsible for, broadcasting the content and the control signalling over the air interface. 
This comprises the standard S-UMTS physical layer functions (see chapter 4).
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• Medium Access Confrol function: -
Is primarily responsible for the multiplexing of transport channels and their mapping on to 
physical radio resources for both tiaftic and signalling infonnation flows and monitoring 
radio resources. All MAC related functions which are related to this research work are given 
in chapter 4.
• Radio resource management and control: -
Is responsible for establishment, maintenance and release of the radio link connections 
consisting of ti*anspoit and physical channels. (Chapter 5 and 6 provides an insight into 
Radio Resource Management (RRM) procedures.)
Other S-GW functional entities are responsible for; control of different interfaces (between different 
access points), control of the access of UE’s to the S-UMTS network, handling the protocol 
adaptation between S-UMTS access and Core Network (CN) domains, and management of the S- 
UMTS system components of the S-GW (i.e. S-UMTS radio resource and different broadcast 
sessions).
The final entity within the ground segment is the IMR which is responsible for providing S-UMTS 
coverage (i.e. coverage boost) to urban areas and inside buildings. It is assumed that in built up areas 
that IMR modules are co -located with the terrestrial Node B’s (in line with the SATIN approach), 
giving rise to an IMR layout, which mimics that of a terrestiial cellular cluster. In SATIN two types 
of IMR modules are envisaged [53]; the first is a simple channel repeater providing amplification to 
the received signal and the other is an active repeater which provides full processing to the receive 
signal, hi this research, we only consider the simple channel repeater EMR module. These types of 
IMRs will amplify and re -transmit tlie received signal in the MSS band from the satellite towards 
the UE. The IMR channel propagation conditions between the UE and a single IMR can be 
characterised by multipath propagation typical of mobile teixestrial channels, e.g. those reported in 
the ITU-R specification for the 3G mobile systems. However, unlike the T-UMTS case, the 
sunounding IMRs transmit the same version of the signal. This will result in the UE receiving 
replicas of the same signal with different delays and powers depending on the UE position within the 
IMR cluster, and on the different propagation path lengths between the satellite and the receiving 
IMR, which are functions of the latitude and the longitude of the IMR cluster itself. The IMR 
propagation channel will be characterised by a large number of multipath components and a wide 
delay spread as shown in Figure 2-4.
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Figure 2-4: Different IMR signal strengths for the same signal
2.2.3.3 User Segment
This segment comprises the following types of terminals, however for this research only the first one 
is considered (in order to reduce the number of scenarios),
• Personal Digital Assistant (PDA) terminal type
• Nomadic terminal type (i.e. laptop PC with a built in RF subsystem)
• Modular built-in terminal type
• Plug-in terminal type
• Pocket phone terminal type
The PDA type terminals are combinations of both a cellular terminal and PDA and will have larger 
screens to facilitate new wireless multimedia applications whilst providing efficient interactive 
utilities. Nomadic terminals can be classified as terminals which are capable of receiving a robust and 
high data rate satellite link, whilst still been portable.
In SATIN, according to the terminal capabilities (transmission and reception) they are referred to as 
baseline and optional mode terminals. The optional scenario terminals are capable of bi -directional 
(i.e. forward and return link) communication with the satellite, whereas the baseline scenario 
terminals are only capable of receiving S-UMTS signals from the satellite (or via IMR) and the return 
path is via the T-UMTS network only. Moreover the UE is not capable of simultaneously receiving 
T-UMTS and S-UMTS signals at the same time (i.e. UE has a combined RF module).
T3
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Figure 2-5: S-UMTS enable reference UE architecture
Chapter 2. Introduction to S/T UMTS mobile systems and Multimedia set'vices_________________ 1^
2.2,4 Reference Link Budget
The component characteristics (UE, S-GW, IMR, and Satellite) are given in Appendix A; values 
considered for the reference link budget calculations in this research are taken directly from the 
SATIN project. For simplicity, only the hand held tenninal is considered and a nominal forward link 
data rate^ is chosen as 384kbps. Required Bit Error Rate (BER) for sfreaming type services is 
considered as 10"^ , i.e. Block Error Rate (BEER) of 10"^  [20 and 35], and to achieve this Eb/No values 
of at least 4.5dB are needed {see Appendix B Link level simulation results).
2.3 Multimedia Broadcast and M ulticast Services (MBMS)
2.3.1 MBMS overview
One of the main objectives of the introduction of UMTS was the provision of higher data rate 
multimedia services. To this end, during 1999, 3GPP produced (Release-99) initial specifications 
enabling higher data rate multimedia services via point-to-point links but not via point-to-multipoint 
(multicast, was not supported). For example, according to Rel-5 specifications, when a group of users 
within the same radio cell is watching a news bulletin, the UMTS network will need to use parallel 
sepaiate channels for each and every user within the group rather than a common channel for all 
group members. Hence, when the number of user’s increases, the required resource will increase 
dramatically and as a consequence the radio network may not be able to cope with the demand. As a 
result, these overloaded cells may not be able to provide sufficient capacity for the more dominant p- 
t-p voice services.
The only broadcast service defined by 3GPP was CBS, and as stated at the beginning of this chapter, 
this service was not capable o f handling high data rate multimedia services due to its service model. 
This has motivated 3 GPP to find a new mechanism to transfer MBMC thi ough the UMTS network in 
a resour ce efficient and cost effective manner to a larger number of users dispersed within the Public 
Land Mobile Network (PLMN). First, they investigated the possibility to improve the existing CBS 
service model, but most o f the 3GPP members opted to intr oduce a new bearer service model called 
the Multimedia Broadcast and Multicast Services (MBMS) [34] to support MBMC over UMTS 
network.
 ^Forward link data rate is tire data rate forwarded by tlie MAC layer to the physical layer (link layer). This 
comprises all the header overhead values
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2.3.1.1 MBMS standardisation process
When introducing MBMS, 3GPP MBMS working groups were given a challenging and demanding 
task to standardise MBMS on top of the existing p-t-p oriented UMTS network whilst not making 
drastic changes to the existing standards. This standardisation process begun from the 3GPP “System 
and Service Aspect” working group 1 (SA W Gl) who produced the first MBMS related specification 
called MBMS Stage one document (TS 22.146) and this defines stage one description of MBMS for 
the 3GPP System (UTRAN [39] and GERAN [40]), i.e. this provides a set of requirements which can 
be supported for the provision of MBMS, seen primarily from the subscriber’s and service providers’ 
points of view. Whence 3GPP SA WG2 initiated the MBMS architecture and functional description 
as a Technical Report (TR) [37], which eventually turned into a technical specification called MBMS 
stage 2 document. The initial TR document presented several alternatives to achieving the required 
MBMS related functionalities within 3GPP networks, and finally a few of the proposed techniques 
were chosen, based on technical and political considerations (i.e. different companies had different 
opinions for different alternatives and finally some options were dropped purely due to political merit 
rather than due to technical merit) for the stage 2 specification. By this time the number of 
researchers interested in the MBMS specification had grown immensely, and this assisted the 
increase in the MBMS specification process and 3GPP has finalised the release 6 MBMS 
specification at the end of 2005. Table 2-2 shows the MBMS related specifications which have been 
released by 3GPP and the highlighted documents were referred during this research.
This research begun around the same time as the MBMS standardisation process, hence we have 
mainly used initial MBMS specifications and during the research every effort has been taken to keep 
-up with the evolving MBMS standards.
Table 2-2: 3GPP MBMS related specifications
Document
number Specification Title
TS 22.146 Multimedia Broadcast/Multicast service. Stage 1
TS 22.246 MBMS user services. Stage 1
TS 23.246 MBMS Architecture and functional description
TS 25.346 MBMS in the Radio Access Network (RAN), Stage 2
TR 25.803 S-CCPCH performance for MBMS
TS 29.846 MBMS CNl procedure description
TS 33.246 Security of Multimedia Broadcast/Multicast Service
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According to the MBMS stage 1 specification, MBMS is defined as follows;
"The MBMS is a unidirectional point to multipoint bearer service in which data is 
transmitted from a single source entity to multiple recipients ”
As the MBMS definition implies, when transferring multicast multimedia data to a larger user group 
in parallel, MBMS will enable the UMTS network to share the UMTS radio and core network 
resources. The MBMS service consists of a MBMS bearer service and a MBMS user service. The 
latter are applications, for example multimedia content to the users. The MBMS user service [35] is 
based on the transport services provided by the MBMS bearer service. The MBMS bearer service is 
designed to provide services comparable to the Internet Engineering Task Force (IETF) IP multicast 
[93, 105, and 108], which eases the provision of existing applications in fixed networks in the mobile 
environment and also simplifies creation of new applications.
3GPP has specified two operational modes for MBMS;
• Broadcast mode, and
• Multicast mode.
Broadcast Mode
In the broadcast mode, multimedia data (e.g. text, audio, picture, video) from a single source entity to 
all users in a broadcast service area are delivered via a unidirectional point-to-multipoint 
transmission. This mode is intended to efficiently use radio/network resources, for example TV 
broadcast will be transmitted over a common radio channel. In this mode transmitting data is defined 
by the network (Home environment) and the network is not aware which users are receiving the data. 
However users will be able to enable or disable the reception of the data from the user terminal. 
Figure 2-6 depicts an example of a MBMS broadcast mode multimedia broadcast service via the 
UMTS network.
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Figure 2-6: Example of multicast broadcast mode network [34]
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Multicast Mode
In the multicast mode, multimedia data from a single source to a group of users (i.e. user who has 
subscribed to a multicast multimedia service) are delivered using a unidirectional point-to-multipoint 
transmission. Unlike the broadcast mode, the multicast mode generally requires a subscription to the 
multicast subscription group before receiving the service. This mode is foreseen to allow operators to 
consider more attractive differentiated service offerings which are more aligned to the internet 
models such as web cast, digital radio, video on demand etc. This mode can also be categorised as a 
cost effective way of delivering higher value information, of interest to specific subscriber groups 
such as sports, news and entertainment. These group members will have to subscribe to individual 
“channels” and pay to use the service. Figure 2-7 depicts an example of a MBMS multicast mode 
multimedia broadcast service via the UMTS network.
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Figure 2-7: Example of multicast mode network [34]
2.3.1.2 MBMS user services
According to the MBMS stage 1 document [34]; MBMS will provide multimedia data transport 
through the UMTS core and radio network up to the user terminal irrespective of the application. In 
contrast to UMTS QoS classes (see Appendix F), where classes are mainly differentiated based on 
sensitivity to delay, for MBMS, 3GPP has defined (or considered) three distinct user services purely 
based on the multimedia data distribution method through the UMTS network. They are as follows;
• Streaming services
This is characterised by “a continuous data flow providing a stream of continuous media (i.e. 
audio and video)”.
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• File download services
This seiwice facilitates “delivering binary data (file) over a MBMS bearer up to the 
subscriber”. For this type of service, MBMS users will have to activate an appropriate 
application in order to utilise (or view) the received data. The most important aspect of this 
service is the reliability of tlie data received by the MBMS subscribers, i.e. users will not be 
able to experience the service unless they receive all the data sent by the MBMS source.
• Carousel services
Carousel service is a mix of both streaming and file download service types, where this 
service inherits time synchronisation aspects from streaming and reliability aspects fi*om the 
file download service. However, in contrast to the streaming service, for the carousel seiwice 
the target is only static media (e.g. text and/or still images), but it is required to have time 
synchronization with other media. For example, text objects are delivered and then updated 
from time to time, whilst still images may also be collated to display low frame-rate video. 
One of the benefits of this service is that it is possible to deliver over a low bit-rate bearer.
For this research only the first two service types, stieaming and file download service, have been 
considered in order to reduce the number of sem ce scenarios.
2.3.1.3 MBMS QoS attributes
All the UMTS QoS attributes related to the UMTS bearer service [41] for streaming and background 
class are applicable to MBMS bearer services [39]. In addition, to prioritise different MBMS sheams, 
the MBMS bearer service attribute “The Allocation and Retention Priority”, will be enabled at the 
RAN network.
2.3.1.4 MBMS architecture
To facilitate the MBMS bearer service on top of the existing UMTS network, 3GPP has introduced 
the MBMS architecture which is depicted in Figure 2-8. The Broadcast Multicast Service Centre 
(BM-SC) is the most important functional entity and is mainly responsible for service provisioning 
and deliveiy. Fuithermore, it is also responsible for functions such as, service authorisation, 
initiation, announcement, storage of service parameters, etc. Besides BM-SC, other existing 
functional entities such as GGSN, SGSN, RNC/BSC, have to perfomi several MBMS related 
functions and procedures to provision MBMS bearer services.
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Figure 2-8 : Reference architecture to support MBMS bearer service [39]
2.3.2 MBMS via T-UMTS challenges and envisaged solutions
As this research is more focused on the radio access network, this section will only discuss the 
challenges faced by 3 GPP dui'ing the MBMS bearer service standardisation within UTRAN. All 
information related to MBMS (challenges, solutions etc.) can be found in 3GPP MBMS related 
working gioup web pages [33].
• Coimting the number of MBMS subscribers receiving the same user sem ce within a cell (or 
services ai'ea)
This is important because the UTRAN will have to evaluate (at the RNC) whether to use p-t- 
mp or p-t-p transmission. According to the existing RNC functional capabilities, the RNC 
will not have the UE location information for each cell-id. To overcome this, 3GPP has 
added relevant functionalities to the RNC module.
• MBMS user mobility; -
As anticipated, MBMS users will move from one cell to another, this will cause a change in 
the number of users receiving the MBMS user service in both cells. Therefore, UTRAN has 
to dynamically manage the MBMS transmission method with respect to MBMS user 
mobility. To this end, 3GPP has proposed several methods, such as keep track of user 
movement respect to MBMS subscription. Then the RNC will perform the counting process 
to decide on the transmission method. However, this process will require more processing 
power to handle each user movement with respect their MBMS user groups.
• Reliability of the content: -
The MBMS bearer is defined as a imidirectional bearer service, hence the UTRAN RLC 
operates in Un-acloiowledged (UM) mode i.e. UTRAN operates in best effort deliveiy mode. 
Therefore, UTRAN will not be able to provide any guarantee to the data transfer through the
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UMTS air interface, this will lead to some MBMS users receiving the full content whilst 
others may receive only a part of the expected data. For MBMS users, reliability is the most 
important aspect when receiving multimedia content. Because they will not interested on 
which transport mechanism (p-t-mp or p-t-p) will be used by the network operator to deliver 
the content instead tliey will be interested in what they have received (i.e. quality of the 
received content). Therefore, network operators have the responsibility to deliver MBMS 
content to the users with an acceptable reliability level (Received Packet Lost Rate, PLR) 
irrespective of the hansport method. To this end, MBMS related 3GPP working groups and 
other researchers have proposed various methods to provide higher reliability over UTRAN. 
Some of the proposed mechanisms are as follows,
o Outer Coding (OC) -  [Appendix C.3]
o Link Level Re-tiansmission - [Appendix C.4]
o Selective Combining (SC) - [Appendix C.5]
o Higher Interleaver’s (i.e. higher TTI values) - [Appendix C.6]
o Link Level Repetition - [Appendix C.7]
o Use of Time Diversity Gain - [Appendix C.8]
Except for OC, details about the proposed mechanisms can be found in 3 GPP MBMS worldng group 
web pages [33]. Appendix C, provides proposed OC techniques for terrestrial networks and 
highlights the reasons for dropping OC as a possible method to provide higher reliability for the 
MBMS content over UTRAN. However, this research will investigate the effectiveness of the OC 
method (i.e. packet level EEC) when applied in UMTS Satellite RAN (USRAN) to counteract 
satellite link losses.
2.3.3 MBMS via S-UMTS challenges and envisaged solutions
The standardisation process for MBMS provisioning in S-UMTS unlike for T-UMTS is not active. 
As a consequence, MBMS related S-UMTS specifications are still at early stages (not optimised). 
However, S-UMTS related European projects (SATIN and MoDiS) have elaborated some of the 
challenges and also provide several possible solutions. The following subsection provides the most 
important challenges which need to be addressed in order to provision MBMS over USRAN as a 
compliment to UTRAN.
B oth S/T UMTS system s use the same air interface (W-CDMA), how ever their cell structures (i.e. 
layout o f  the netw ork) are different fiom  each other. In the S-UMTS netw ork, one spot -b eam  will 
cover a larger geogiaphical area and to cover the same area by the T-UMTS netw ork w ould need 
m any teiTestrial cells. H ence, some o f the challenges faced by the teiTestrial netw ork m ay no t apply
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to the satellite network, especially the challenges that stem from the cell layout. For example, 
tracking the mobility of the MBMS users subscribed to a MBMS group is not required in the S- 
UMTS network and this will help to reduce the processing at the S-GW compared to RNC. Some of 
the challenges applicable to S-UMTS ar e as follows,
• When to use S-UMTS to deliver MBMS; -
It is important for the teiTestrial operator to decide which network should be used for each 
and every MBMS session. For example; if  an operator wants to multicast a football match to 
users across the UK, the satellite network will be the best option compared to the terrestrial, 
however if the operator only want to multicast the football match to a group of users in a 
given geographical area (football ground) the terrestrial network will be the better option. 
Selection of the network to transmit the content resides with the operator and this can be 
different for different operators.
• Capacity limitations; -
hi terrestrial networks, it is possible to transmit larger numbers of MBMS sessions at a given 
time compared to the satellite network. This is because one spot-beam bandwidth is 
equivalent to a teiTestrial cell. Therefore, the satellite network has the challenge to support 
several sessions at a given time to satisfy different MBMS user groups. This can be achieved 
via higher level time division multiplexing (for example; logical channel multiplexing).
• Reliability of the h ansmitted content over USRAN;-
According to MBMS definition (i.e. best effort delivery) the RLC will have to utilise the UM 
mode to deliver the content. Hence, USRAN cannot guarantee reliability of the content over 
the USRAN. The impact of this is far greater than in its counterpart UTRAN. This is 
because, in the terrestrial network, cell size is very small compared to spot -beam  and 
MBMS users are confined in a smaller area. These users chamiel quality will not vary greatly 
and the probability that these users will perceive similar reliability is high. However, in a 
spot -beam, users can be dispersed in a larger geographical area and therefore their channel 
conditions can be veiy different. For example, mobile users may be experiencing many 
different multi-path and shadowing conditions due to the large range of environments. 
Therefore, MBMS users served by the S-UMTS network can perceive diverse reliability 
levels compared to users served by T-UMTS network. Hence, the reliability level of the 
content delivered via USRAN is far more important than in UTRAN. Several techniques 
have been envisaged to provide higher reliability and some of these techniques are presented 
in the following chapter.
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Therefore,
"One o f  the most important requirements fo r  the S-UMTS tietworks in order to be 
a potential cotnplimentary content delivering method fo r  MBMS setMces to the T- 
UMTS networlcs is that, the S-UMTS network should be able to pi^ovide similar or 
improved reliability levels fo r  the S-UMTS receivers. To this end, the înain 
objective o f  this research is to address this issue by proposing several novel 
mechanisms to improve the reliability o f the MBM content delivery over S-UMTS 
networks. ”
2.4 Summary
The first section has highlighted the advantages of using the next generation satellite network to 
deliver MBM content compared to the tenestrial UMTS network. We have then presented the 
reference hybrid S/T-UMTS network model considered in this research and this model was taken 
directly from the SATIN and the MoDiS project deliverables.
The next section presented the MBM service bearer model intioduced by 3 GPP to facilitate the 
MBM content delivery through the T-UMTS network. Even though stable MBMS related 
specifications were produced for teirestiial networks, specifications for satellite network are at early 
stages. To this end, this section has highlight the major challenges wliich need to be addressed to 
provision MBM content over the S-UMTS network. Furthermore, the reliability of the content 
delivered through the satellite radio access network has been identified as the most important 
challenge which needs to be addressed. This is mainly due to the fact that, the S-UMTS will act only 
as a complimentary MBM content delivery method to the terrestrial network operators, therefore the 
S-UMTS network should be able to provide at least similar or better user satisfaction levels 
compared to terrestrial networks.
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Chapter 3
3 Reliable Multicast mechanisms for S-UMTS 
network
An important goal of tiansmitting multimedia content via broadcast/ multicast is to save network 
resoui'ces (especially radio network resources) whilst providing reliability to the content duiing the 
transmission. In unicast, reliability can be measured as a Packet Loss Rate (PLR) perceived by a 
single user, in which the particular application sets the tolerable PLR, whereas for multicast all the 
users receiving multicast content have to perceive at least the required PLR. However in general, 
multicast gioup users will perceive different erroneous reception or outages at given times which will 
result in different PLR’s. Hence the transmission reliability approach for multicast has to be different 
from that in unicast or p-t-p transmission reliability. For multicast tiansmission, identifying a failed 
tiansmission can be different for different applications. For example, for stieaming services some 
users may be able to tolerate a certain PLR whilst some other users may be in very bad channel 
conditions resulting in un-tolerable PLR. Therefore, when defining multicast transmission reliability, 
it is necessaiy to state what percentage of multicast users has to be satisfied with a tolerable PLR 
(e.g. 95% of users with 1% PLR could be applicable as a reliable multicast transmission for 
stieaming type services). Tlie transmission reliability parameter is thus defined by the percentage of 
satisfied users and denoted as S„(a) where a  is the tolerable PLR for the MBMS session (i.e. 
application).
The main objective of this chapter is to highlight the necessity to introduce additional reliability 
mechanisms in USRAN and then to identify suitable reliability mechanisms applicable to deploy in 
the S-UMTS unidirectional forward link and also to explore the possibilities to optimise S-UMTS 
foi-ward link functionalities suitable for MBMC over S-UMTS networks.
The first part of this chapter provides a brief overview of typical satellite signal impaiiments and also 
impainnents due to S/T terminals switching their receiving mode from satellite to terrestrial mode
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typically to receive signalling or tenestiial sessions (e.g. voice call). This section will also provide 
some insight into the impact of the overall user satisfaction when servicing a larger user group 
dispersed over a large geographical area via one satellite spot-beam. After identifying the error 
characteristics, the next sub section summarises the requirements for reliability mechanisms. 
According to these requirements, reliability teclniiques presented in the literature are assessed as to 
their applicability to the S-UMTS network in the next section and reasons given for selecting Packet 
Level Forward Error Con ection (PLFEC) teclmique as one of the reliability improving techniques in 
this research.
The last part of this chapter explores the impact of different S-UMTS functionalities (satellite 
gateway) with regards to reliability level in terms of Transport Block Error Rate (BLER). Finally, we 
elaborate reasons to modify the existing Rate Matching (RM)) function in order to achieve higher 
reliability to the content over the access network whilst efficiently utilising the satellite downlink 
transmit power.
3.1 Typical signal impairments experienced by S/T UMTS terminals
In this section we provide a brief intioduction to typical satellite signal impairments experienced by 
hybrid satellite terminals, but will not provide quantitative analysis of packet level en or patterns for 
such impaiiment types. This is because; herein we developing a versatile reliable mechanism capable 
of providing required reliability to the MBM content over different environments. Thus, we only 
require a reference enor characteristic rather than accurate enor characteristics conesponding to 
specific environments.
In general there are two types of channel existing in mobile satellite systems; the first is called a fixed 
channel (Gat-SAT) and is between a fixed earth station or gateway and the satellite. The other is 
called a Land Mobile Satellite (LMS) channel and is identified as SAT-SATMT and is fiom the 
satellite to the mobile teiininals. In addition, the reference S-UMTS system has two more additional 
channels due to Hie introduction of IMR modules [53]. One of these is another fixed type channel 
(satellite and IMR locations (co-located with teiTestrial Node Bs) where all IMRs have line of sight 
(LOS), which is identified as SAT-IMR and is from the satellite to IMRs. The remaining channel is 
between the IMRs and the mobile terminal and is called IMR-SATMT. Within the scope of this 
research, we have assumed that necessary mechanisms were deployed in Gat-SAT link to combat 
typical signal impairments, hence this link is assumed to be AWGN dominated. The IMR’s will 
always receive the satellite LOS signal and therefore signal impainnents experienced by IMR’s are 
also assumed negligible. Moreover to overcome impainnents due to weather (e.g. precipitation) and 
other affects, adequate link margin can be selected. Detailed infonnation related to these channels 
can be found in SATIN deliverable 4 [21].
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Figure 3-1: S/T UMTS operational environments considered in this research
The LMS channel [54] is associated with longer delays and deeper fades as compared to the Land 
Mobile (LM) channel. Furthermore, the LMS channel experiences multi-path fading and shadowing 
(signal blockage due to obstacles such as trees, buildings, etc.) by terrain obstacles. In general we can 
classify the received LMS signal at the receiver into two types; the un-shadowed signal (i.e. clear 
LOS between satellite and the terminal) and the shadowed signal. The un-shadowed signal consists 
of the direct component (LOS), the specular component, and the diffuse component. The shadowed 
signal (this can be up to 15dB) consists of the shadowed direct satellite component. In urban areas, 
for most of the time the user may not be able to receive the direct signal, mainly due to obstacles, and 
the IMR modules are introduced to overcome this problem. User terminals in urban areas can receive 
the same signal from different IMRs. Contrary to the terrestrial case, where the signal received from 
other cells is considered as interference, the signals transmitted by other IMRs can be considered as 
multipath signals. When the terminal moves out of coverage of the IMR’s (i.e. moving from urban 
area), then the terminal will be able to receive a direct satellite signal. In addition to multipath and 
shadowing, the LMS channels have associated with them a Doppler shift and interference. Doppler 
shift is induced due to the relative speed between the satellite and the terminal and interference can 
occur due to various unwanted signals such as terrestrial, other spot beam, own spot beam signal etc. 
However, we have assumed other spot beam and own spot beam interference to be negligible due to 
the size of the spot beam, and that few common channels have been used to transmit MBMS 
services.
In the S-UMTS reference system, the propagation environment is different from the standard LMS 
channels due to the existence of the IMRs. Mobile users within the coverage of a single spot beam
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encounter different propagation environments. In order to explore the system level characteristics and 
to evaluate reliability techniques we have identified six different scenarios {see Table 3-1), where the 
indoor scenario has a high possibility to have the worst error characteristics whilst the aeronautical 
scenario tends to have better error characteristics than others [21]. However, it is not feasible to 
evaluate all the possible propagation environments at link level, therefore only three types of 
propagation environments namely open-highway, urban vehicular and urban pedestrian, been chosen 
to perform link level simulations. However, system level simulations were only performed for the 
environment which gives the worst link level performance (urban pedestrian environment users tend 
to experience more errors than the other two environments) among the chosen environments. Chosen 
scenarios are depicted in Figure 3-1.
Table 3-1: S/T UMTS operation environments
Scenario
number
Operational
Environment Description
SC I Suburban Represents the open/ remote environment where only satellite reception is possible
SC II Open -Highway
This corresponds to highway/ rural environment, where 
the mobile terminal can receive the signal from both the 
satellite and the terrestrial Node B (IMR)
SC III Urban (Vehicular or Pedestrian)
Relates to urban environments where again both satellite 
and Node B (IMR) signals can reach the terminal
SC IV Indoor This represents the indoor environments. The assumption is that the satellite signal is too weak to be considered
SC V Aeronautical Represent aeronautical environment and will receive direct satellite signal
SC VI Maritime Corresponds to maritime environment and will receive direct satellite signal
3.2 Satellite signal interruption due to integration with the terrestrial 
network
As the reference S/T UMTS receiver only has a single receive chain there will need to be interruption 
between the satellite and terrestrial received signals, i.e. at any given time the receiver can only 
process either the satellite or the terrestrial signal, but not both. Therefore, when the terminal moves 
from S-UMTS reception to T-UMTS reception the receiver will loose the satellite signal. In a 
situation where there is a terrestrial signal relevant to the user, it has to receive this irrespective of 
whether it receives content via satellite or not. This is because the T-UMTS reception has higher 
priority than the S-UMTS reception. The duration of these interruptions will mainly depend on the 
following modes;
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• Terrestrial UMTS RRC mode (idle mode, connected mode etc.)
In general, if  the user is in idle mode the following tasks have to be performed by the user 
teiminals,
o Neighbour Cell measurements: User terminal needs to measure frequently the 
sfrength of the received power of neighbouring Node B.
o Paging CHannel (PCH) reception: the UE needs to check continuously whether it is 
being paged by the T-UMTS network. This channel is monitored discontinuously 
(discontinuous transmission) in order to reduce the power consumption
o Broadcast CHamiel (BCH) reception: reception of broadcast network information, 
power consumption can be reducing by using discontinuous reception.
o Cell (re) selection: this corresponds to initial cell search.
The amount of time each user spends in each respective task will vai*y and will depend on the UMTS 
operators; durations can be from .5s to a few seconds (worst) [115].
• Location of the user with respective to terrestrial cells
Signal inteiTuptions due to neighbouring cell search will mainly depend on the user terminal 
location. For example in some locations teiminals may receive more Node B signal 
compared to other locations. When the user receives more Node B signals, the interruption 
duration will be longer.
• Mobility of the user
The signal inteiTuption occurrence frequency and the inteiTuption duration w ill vary 
depending on the user m obility pattern and the user velocity.
Further details related to signal inteiruptions will not be provided in this thesis, however these can be 
found in 1ST Mobile Applications & sErvices based on Satellite & Terrestrial inteRwOrking 
(MAESTRO) deliverable 5 [115]. The MAESTRO project being the continuation of the MoDiS 
project.
Both; propagation and signal interruption impairments will cause the user to experience bit errors, 
however some of these errors can be detected and conected at the physical layer depending on the 
number of error bits’. However, if  the number of errors exceeds a certain threshold, this will depend 
on several factors such as interleaving depth, code block size etc., bit errors will penetrate to the 
Transport Block (TB) level causing TB losses. When a TB is in eiTor (erroneous TBs are not 
foi*warded to higher layers) higher layers Icnow the exact sequence number (erasure), whereas at bit
Physical layer FEC, i.e. Turbo Coding (TC), is applied for all the bits within a given TTI.
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level exact locations of the eiToneous bits are not known. Furthermore, these TB losses will creep 
into higher layer packet losses, and eventually these losses will cause application block errors. 
Therefore, it is necessai-y to investigate different reliability mechanisms at different layers in order to 
provide an acceptable transmission for MBMC over the S-UMTS network. To this end, the following 
sub-section provides an introduction to enor recovery techniques and architectures followed by some 
reliable multicast protocols presented thus far in the literature. Then the applicability of these 
techniques to the considered system is assessed.
3.3 Error Control Techniques
In general error recoveiy techniques can be classified into two separate types, the first is called error 
detection and feed back and the second is enor prevention techniques. Automatic Repeat reQuest 
(ARQ) is one of the mechanism which belongs to the first class and Forward Enor Conection (FEC) 
mechanisms belongs to the latter class. Additionally, these two mechanisms can be combined to form 
hybrid enor recovery techniques which can provide more robust reliability. Deployments (or usage) 
of these technique will vaiy depending on several factors such as the network architecture, the data 
transfer medium etc. In line with the scope of tliis research, the following sub-section provides an 
introduction to different enor recovery techniques applicable to satellite networks. In general such 
enor contiol techniques have only been applied at the physical level until now and mainly for unicast 
type seiwices.
3.3.1 Automatic Repeat request (ARQ)
This is the most common foim of ARQ method where the sender will keep track of each transmitted 
packet detail, such as transmit packet timers, sequence number etc., for all the users and will expect 
positive acknowledgement (ACK) for each conectly received packet from the receivers. After a 
certain time, the sender checks the packet detail counter to see whether the sender has received ACK 
for all the packets from all the receivers. If at least one receiver is missing a packet (sender has not 
received ACK message), the packet is retransmitted and the timer will be restarted. Re-transmission 
packets can be transmitted either by using p-t-p links or a p-t-mp link. Wlien the latter method is 
used, not only the intended users will receive the transmit packets but also all the users in the 
transmission group. For some instances, this method may not be bandwidth efficiency but for others 
it can be; e.g. if many users request re-transmission it can be efficient to tiansmit them via a p-t-mp 
bearer rather than via p-t-p. hi’espective of the re-transmission procedure, this process will continue 
until all the users have successfully received all the packets.
This method belongs to the sender-initiated error recovery category and has several disadvantages 
which make it undesirable for multicast environments. Fii'st, the sender must maintain packet state
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infoimation for each receiver resulting in increased processing requirements for large multicast 
groups. Second, updating this state information for each receiver requires a significant amount of 
feedback and requires gi eater processing requirements at the source. Fui thermore, feedback results in 
additional network congestion on links surrounding the sender. Therefore, sender-initiated protocols 
are limited in that they do not scale well to support large multicast groups [74]. Whereas sender- 
initiated protocols place the responsibility of reliable delivery upon the sender, receiver-initiated 
protocols place most of this responsibility upon the receivers [74]. In receiver-initiated protocols, the 
sender continually transmits new data packets over a multicast troe until a negative aclmowledgement 
(NACK) is received. A NACK is generated when a receiver detects a lost packet. Packet loss 
detection is perfonned by observing “gaps” in the received packet sequence numbers. If a “gap” is 
detected, then a NACK is generated. Wlien sending a NACK, the receiver will start a NACK 
retransmission timer. If this timer expires before the conect reception of the requested packet, then 
the receiver resends a NACK to the sender. These NACKs will results in the request (or feedback) 
implosion problem. This phenomenon occuis when a significantly large number of negative 
acknowledgements are transmitted to the sender. These feedback messages must traverse links 
immediately sunounding the sender and thus result in network overload and congestion. This 
problem will be far greater in wireless, compared to wired networks, mainly due to limited return link 
capacity. Therefore, a NACK suppression mechanism is desirable so that the number of NAKs 
actually reaching the sender is significantly decreased (ideally down to 1). Most suppression 
mechanisms use timers in conjugation with multicast NACKs. In such a mechanism, any receiver 
detecting a loss, waits for a random time prior to send a NACK. Although, the characteristics of the 
timer are not discussed, they are important to the perfonnance of the suppression mechanism [58]. If 
no other NACK for the same packet is received within the time interval, then the receiver proceeds 
and multicasts the NACK to the entire multicast tree (includes the sender and all other receivers). If a 
receiver receives a NACK prior to its timer expiration, then it suppresses its NACK. This particular 
receiver sets its NACK retransmission timer so tliat the feedback cycle resets if the request is not 
fulfilled. Such a mechanism enables the receivers to coordinate NACK generation and thus reduce 
the number of feedback messages received at the source.
3.3.2 Forward Error Correction (FEC)
hi contrast to ARQ techniques, FEC which is simplex rather than duplex will provide an extra 
protection to the original data by transmitting redundant data in order to combat possible 
transmission losses (i.e. bits or packets) where they are responsible to perfoiin two main tasks, 
namely enor detection and enor conection. Traditionally these schemes have been used to combat 
bit level errors. However, FEC techniques are emerging in higher layers (packet level) to mitigate
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packet erasures [60, 64 and 66] (i.e. PLFEC will only correct errors and will not provide error 
detection).
In general, FEC performance will mainly depend on the error correcting coding type (i.e. FEC code). 
Furthermore, the con ection capabilities of the same FEC code when applied at packet level is higher 
than when used at bit level. In general, the error detection/correction capabilities of a FEC code is 
directly related to the Hamming distance between the codewords produced by the specific encoder, 
namely the number of different places between each pair of codewords. A code will always correct a 
maximum number of eiTors, t, where is the minimum Hamming distance between any pair of 
codewords [63].
 ^<; n^iin
Furthermore, the correction capabilities of the FEC code increases when the decoder Imows the exact 
position of the missing data unit, hi other words, the decoder performance is better when it is asked 
to conect erasures rather than errors, namely when there is additional knowledge of the errors’ 
position within the data stieam [60]. In line with recent developments and higher conection 
capability, in this research work we only explore higher level FEC (i.e. FEC among blocks of bits 
such as TB, UDP and IP packets etc.).
FEC codes can be classified into two major categories, block codes, and convolutional codes. There 
are many differences between these types of codes. Block codes are based rigorously on finite field 
arithmetic and abstiact algebra. They can be used to either detect or conect enors. Block codes 
accept a block of k  information bits and produce a block of n coded bits. By predetermined roles, 
block of n-k (=A) redundant bits are added to the block of k  information bits to form the block of n 
coded bits. Commonly, these codes are refeired to as {ii, K) block codes. Some of the commonly used 
block codes are Hamming codes, Golay codes, BCH codes, and Reed Solomon (RS) codes (uses 
nonbinary symbols). There are many ways to decode block codes and estimate the k  information bits. 
These encoding/ decoding procedures will not be discussed here but can be found in [62],
Convolutional codes are one of the most widely used channel codes in practical communication 
systems. These codes are developed with a separate strong mathematical structure and are primarily 
used for real time enor conection. Convolutional codes convert the entire data stream into one single 
codeword. The encoded bits depend not only on the cuiTent k  input bits but also on past input bits. 
The main decoding strategy for convolutional codes is based on the widely used Viterbi algorithm 
[63].
Based on the above composition of the encoded data, the two FEC codes can be split into another 
two types, namely systematic codes and non-systematic codes. Wliere systematic code types include 
all the original data among the encoded data (i.e. among n encoded packets, k  of them will be original
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packets). Whereas in the second method, original data will not be included into encoded data. When 
the first method is used, at the receiving side it is not necessary to perform decoding at every instant 
(every block). As an example, if a receiver receives all the original data then it does not have to 
perform the decoding, instead it will forward only the original data to the higher layers and then 
discard the correctly received redundant data. However, in the latter method it has to perform 
decoding at every instant, i.e. this technique will require a continuous decoding process at the 
receiver. Graphical representations of these two techniques are given in Figure 3-2 and 3-3.
k data packets
h redundancy packets 
Figure 3-2: Systematic FEC encoding process
k data packets
n=k+h encoded packets
Figure 3-3 : Non systematic FEC encoding process
Furthermore, the above FEC codes can also be classified into maximum distance separable (MDS) 
codes and non MDS codes. MDS codes, such as RS codes; allow a receiver to reconstruct the 
original information if at least k out of n encoded packets are received. Therefore, the receiver can 
cope with up to h {n-k) encoded packets losses. Whereas for other types of codes, such as Low 
Density Parity Check (LDPC) [83] codes; the receiver has to receive at least /:*(H-e) encoded 
packets. Where, the e parameter represents the FEC code overheads.
In general depending on the FEC codes parameter selection, such as k, h and /», two types of FEC 
methods are discussed in the literature and they are Adaptive FEC (AFEC) and Static FEC (SFEC). 
The later one, FEC parameters are fixed (i.e. static) during the transmission period whereas, in AFEC 
FEC parameters are changed according to the network and the application requirements. SFEC are
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more suitable when the network and application requirements remain unchanged during the entire 
sessions, for example file download session thiough un-congested network and when the network 
conditions are dynamic AFEC methods is more suitable due to its ability to modify the FEC 
parameters according to the instantaneous application and network requirements. There are various 
types of AFEC methods been proposed, however, most of them are applicable to wire line networks 
and only handful of methods is directly applicable to satellite network [69 to 73]. Even some of these 
techniques are applicable to satellite networks, but they mainly rely on channel condition and feed­
back from the users which are not present in the S-UMTS network model. Hence, available AFEC 
methods cannot be directly applied to S-UMTS networks. However, latter parts of this thesis 
introduce a novel Adaptive FEC method suitable for the S-UMTS network.
3.3.3 Hybrid Automatic Repeat request (HARQ)
ARQ is a reactive mechanism activated by packet losses during transmission, whereas FEC is a 
proactive mechanism that transmits redundant data so receivers will be able to reconstruct the 
original data even in the presence of tolerable transmission eiTors. Since ARQ schemes only 
reti ansmit data when errors occui-, they waste little bandwidth at the cost o f the delay incuiTed by 
waiting for feedback. On the other hand, the FEC mechanisms tr ansmit redundant data in anticipation 
of eiTors thereby reducing feedback delay. Additionally, the reduction in the residual loss rate (after 
decoding) largely reduces the need to send feedback to the sender, thus minimizing the use of the 
channel and simplifying feedback handling. However, this redundancy may waste bandwidth over 
relatively enor-free links. Even though FEC reduces the residual enor rate, it cannot provide full 
reliability since there is no mechanism by which data can be retiansmitted.
Therefore, FEC techniques need to combine with an ARQ scheme, so information can be 
retransmitted if the channel conditions deteriorate beyond a certain thieshold. This threshold is 
nonnally determined as the maximum allowable number of packet enors occuiring over the 
communication links or the total number of tiansmitted parity bits. ARQ mechanisms can reliably 
deliver data but require the retransmission of individually lost packets. FEC strengthens ARQ 
mechanisms because a single parity packet can conect different packet enors at different receivers. 
Therefore, the combination of these two schemes results in a more robust mechanism that can 
guarantee reliability.
There are various HARQ schemes that have been proposed in the literature [67], [68], [72], such as 
the layered approach [57], integrated approach, and also different schemes exist according to the 
usage of parity packets. A perfonnance comparison of these schemes, i.e. pure ARQ, layered FEC, 
and integiated FEC schemes, is presented in [57] and is based upon the average number of 
tiansmissions needed to reliably send a packet to all receivers in a multicast gioup. This study
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showed that both integiated and layered FEC outperfoiin the ARQ scheme for a large number of 
receivers (over 100). For smaller number o f receivers, the ARQ scheme outperformed the layered 
FEC scheme.
3.4 Reliable M ulticast Protocols
A wide range of reliable multicast protocols have been developed and described in the literature and 
most of them have utilised either an active or proactive eiTor recoveiy approach to overcome the 
reliability problem. Most of these protocols were developed to satisfy specific application types (i.e. 
streaming or download services) and a network model (Tenestrial network, satellite network, DVE­
RS etc.), hence these protocols do not have the flexibility to adapt to different environments and 
applications. Several classes of reliable multicast protocol techniques have been proposed to the 
Internet Engineering Task Force (IETF) [93] by various researchers and there are several 
publications which compare most of the currently available Reliable Multicast Protocol (RMP) 
classes; e.g.[67], [73] [84] [90], [91]. In this research we are mainly focused on one-to-many RMP 
class over satellite networks. In the current literature, there are few RMP classes which have been 
developed specifically for different applications over satellite networks. In the next section, we will 
elaborate on the most applicable RMP protocols and then discus the suitability of these techniques to 
the S-UMTS network topology. RMPs which were considered are as follows;
• Multicast File Transport Protocol (MFTP)
MFTP is a multicast tr ansport protocol optimised for reliable file transfers. The protocol has 
been designed by StarBuist Corporation (no longer exists) in tlie late 90’s and is specified in 
an Intemet-drafl [94]. MFTP is rate based, which means that the transmission rate can be 
configuied. By limiting the tiansmission rate one can reserve bandwidth for other protocols.
MFTP operates via UDP and utilises a NACK based enor conection scheme, where the 
sender separates the whole file into packets and builds equal sized blocks of packets. Each 
block consists of as many packets as bits which fit into an IP-packet o f maximum size. The 
source initially multicasts all packets in the first pass and the receivers start noting the 
missing packets. After each file transfer pass, receivers send NACK-bitmaps listing the status 
(received/missed) for each data packet within the block. Then the sender collects all the 
received NACK packets and determines the set of data packets being requested and later 
reti'ansmits in the subsequent file transfer pass.
Furthermore, the sender does not receive NACK packets veiy often, hence MFTP is specially 
suited for transmissions over links with long delays, and for example satellite links. But this 
behaviour also means that MFTP is unsuitable for real time applications. In addition, MFTP
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is not integrated with any error correction codes; hence the number of retransmissions 
required exponentially increases with respect to the number of receivers.
• Multicast File Transport Protocol with Erasure Conection (MFTP/EC) [95]
This protocol overcomes some of the challenges faced by MFTP, such as excessive 
retransmission. This is addressed by introducing packet level FEC. After the initial tiansfer, 
the receiver processes the received packets and generates a NACK-bit map to indicate how 
many packets are needed to decode some of the unrecoverable blocks. Upon receiving these 
requests the sender transmits a single parity packet in the next pass and this process 
continues until all the receivers successfully receive the whole file.
One o f the main drawbacks of this protocol is that the number of passes needed is 
comparatively grater than for MFTP, hence the total time required to satisfy all receivers will 
be higher. Furthermore the number of redundant packets added to the original data will be 
fixed during the tr ansmission and this will result in bandwidth inefficiency.
• Satellite Reliable Multicast Transport Protocol (SAT-RMTP) [96]
This protocol is based on the HARQ scheme and uses both Automatic-Repeat-Request 
(ARQ) and packet Forward Enor Conection (FEC) techniques for data reliability. Receivers 
use the ARQ technique based on selective NACKs to request repairs for missing data. 
Furthermore, this protocol also makes use of a well-known NACK suppression scheme 
(based on timeouts) to reduce unnecessary retransmission requests from receivers and thus 
avoid exacerbating congestion over the network path. The sender multicasts repair packets to 
the group, which enables SAT-RMTP receivers to further, suppress NACK retransmission 
request messages. SAT-RMTP uses FEC to detect and repair packet loss at the receiver.
Even with this protocol, the sender will send a fixed number of redundant packets; therefore 
in some cases receivers may not need that many redundant packets. These unwanted packets 
represent a waste of scarce bandwidth. None of the above teclmiques share infonnation with 
the tiansmission layer (resource allocation), hence they do not utilise the radio resources 
efficiently.
All of these RMPs will rely on the return link to provide guaranteed reliability to the end users and 
also they only utilise the broadcast nature of the satellite transmission as a transmission medium. 
Hence, it can be said that these protocols were not developed to optimise the satellite radio resources 
whilst providing higher reliability to the content.
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3.5 Reliability mechanisms considered for MBMC over the satellite 
network
Various techniques exist to improve the reliability o f multicast content over satellite networks but 
only a handful of tecliniques (proactive), such as Forward Error Correction (EEC) and interleaving, 
are applicable for unidirectional satellite links. The following subsections provide some insight into 
thiee reliable mechanisms (PLFEC, PLRep, and PLInt) which are considered in this research, 
however only PLFEC has been further investigated due to its superior enor recoveiy capability and 
flexibility.
3.5.1 Packet level Repetition (PLRep)
Repetition also belongs to the EEC enor recoveiy class o f techniques and can be used in different 
layers (i.e. different data units such as bits, block or packets) to provide protection to the original data 
from possible transmission data losses. In the cunent UMTS specifications, repetition tecliniques are 
only deployed at bit level [44], i.e. in the physical layer Rate Matching function, however according 
to the specification this teclmique does not utilise the enor correction capability, instead bits are 
repeated to match the required data rate and at the receiving end these bits are discarded. However, 
there is a possibility for these discarded bits to be utilised for soft-combing (with conesponding 
original bits) before the de-modulation and this will improve the bit level reliability. However, to the 
best of the author’s knowledge, there are no documents in the public domain to support this idea.
After introduction of the MBMS bearer service in the UMTS specification, the 3GPP MBMS 
working groups have re-investigated the possibility of using repetition, this time at higher layers (TB 
level or UDP level), to improve satisfied user percentages. The main objective in introducing 
repetition at TB level was to take advantage of time diversity and in-retum to improve the 
transmission reliability. To this end, several mechanisms have been proposed for UMTS but 
thorough investigation (simulation results were not publicly available) was not carried out for all of 
them except for TB soft-combining^. However, Stocldiammer’s research group at Munich University 
in Germany has carried out detailed investigation for block level repetition in the GERAN network 
and presented results as teclmical documents (tdocs) to 3GPP [75]. However GERN has not 
introduced this technique into specifications, because performance gain achieved by introducing 
block level repetition was not significant compared to the additional modifications required to deploy 
the technique.
 ^Several Node B’s will transmit the same content at the same time, allowing users to receive multiple copies of 
the same TB’s. After receiving multiple copies, the receiver will perfonn soft-combining among received TB’s.
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Nevertheless, applicability of the TB level repetition for the S-UMTS network cannot be ruled out 
without proper investigations. Hence, in the following sub-section we provide various forms of 
repetition mechanisms which can be deployed in S-UMTS networks to improve the transmission 
reliability of the content.
3.5.1.1 Forms of Packet Level Repetition (PLRep)
Performance of the repetition mechanism will greatly depend on when the repetition packets are 
transmitted relative to the original packet transmission [92] and also on how many times original 
packet are repeated. Relativity is important for PLRep, because in general the LMS channel will be 
time variant. Hence, when the same packet is spaced with respect to time then the possibility of at 
least one packet being received correctly at the receiver will increase.
Based on the relativity between original and repeated packets, PLRep can be classified into two types 
as follows,
• PLRep Type I: - Repeated packets will be transmitted soon after the original packet. In this 
method, there is a high probability that the original packet and the repeated packet are 
subjected to similar channel conditions. As a consequence, the effectiveness of the repetition 
will not be significant. But, if the original packet is repeated several times, then the 
effectiveness can be improved. However, by repeating the original packet several times 
degrades the effective throughout. Figure 3-4 shows PLRep Type I TB level repetition 
example.
Original packets
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Repeated packets
Figure 3-4: Packet Level Repetition Type I 
PLRep Type I performance can be evaluated using following equation,
P, (3-1)
Where Pj corresponds to TB success rate after repetition function at the receiver, M  corresponds to 
number of time each original packet is re -transmitted and BLER corresponds to TB loss rate.
• PLRep Type II: - Repeated packets are transmitted with a certain time lag (Rep wait time) to 
the original packet. This enables the same packet to experience different channel conditions. 
Furthermore, duplicated packets can be transmitted during the initial transmission or some 
time later. In the latter case, the whole content will be retransmitted after a certain time period.
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This type of repetition is classified as 'carousel’, and in this method if the receiver wasn’t able 
to receive a packet correctly it will wait for the duplicate packet transmission to obtain the 
corrupted packet as shown in Figure 3-5 
PLRep Type II performance can also be represent in a similar manner to the Type I equation; 
however for Type II BLER will be a function of time,
p. = ( l -  BLER, * BLER, ■ ■ ■ BLER^,^, ) (3-2)
Where Ps corresponds to the TB success rate after repetition at the receiver and BLER; to BLERm 
represent average BLER during different repetition periods.
Original packets
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Figure 3-5: Packet level Repetition Type II
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3.5.2 Packet level Interleaving (PLInt)
Interleaving is a mechanism used to convert error bursts (i.e. a group of consecutive erroneous 
symbols due to the burst nature of errors) into random-like errors [113]. Two types of interleaving 
are performed at the WCDMA physical layer to combat the burst bit error losses due signal 
interruptions at the receiving terminals. Interleaving improves the Turbo decoder efficiency at the 
receiver as shown in [76]. However interleaving adds additional latency to the transmission delay and 
will also require extra processing.
Figure 3-6 shows, the standard block interleaving function and both schemes used in WCDMA 
follow the standard procedure except that they perform inter-column permutation to increase the 
distance between consecutive bits (i.e. Interleaving Depth (ED)). The procedure followed in 
WCDMA is as follows; first input data is stored row wise, and then inter-column permutation is 
performed. Finally data is released column wise. The main differences between these two methods 
are the memory storage and column permutation pattern. In the second interleaving scheme the 
number of columns is fixed to 30 and the number of rows will depend on the input data size (i.e. data 
length/30). In the former the number of columns of the memory storage will depend on the 
Transmission Time Interval (TTI), for example 10ms TTI will have only one column whereas a 20ms 
TTI will have two columns. Furthermore according to the TTI, the inter column permutation pattern 
will also vary.
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Figure 3-6: Block interleaving procedure without inter column permutation
Interleaving Depth (ID) is a function of the number of rows and column permutations, and Figure 3-6 
shows the standard interleaving procedure. Furthermore, the interleaver function of randomising the 
error bursts depends on the interleaving depth, i.e. a higher ID can randomise longer burst. The 
advantage of having interleaving prior to Turbo decoding is that interleaving error randomising helps 
improve the decoding efficiency [77]. However increasing the ID will not necessarily improve the 
decoding efficiency monotonically. If the interleaving depth is not chosen according to the error burst 
pattern at the terminal, then the interleaver may combine the random errors and generate error bursts, 
hence reducing the decoding efficiency. Therefore, efficient interleaving will mainly depend on 
matching the error characteristics on the S-UMTS link. However, the unidirectional S-UMTS link 
receivers are not able to inform the actual error characteristics to the satellite gateway, due to 
unavailability of a satellite return link. Even if the terrestrial network is used as a return link there 
will be a significant delay when responding to the satellite gateway hence received channel 
characteristics may not be valid. Even if we assume that there is a mechanism to receive the 
instantaneous channel characteristics at the satellite gateway in real time, still it is virtually 
impossible to select an interleaving depth which satisfies all the MBMS user requirements. 
Therefore, selecting the ID has to be done before the session begins and will have to rely on 
previously collected channel characteristics or use of statistical models.
MoDiS simulations have shown that a TTI of 80ms outperforms TTI 10, 20 and 40ms in almost 
every environment, with urban pedestrian environments having most significant gain (Deliverable 10 
in [56]) Furthermore a TTI of 320ms has also been investigated and the conclusion was that the 
performance gain between 80 and 320ms is not that significant. This was explained by the inability 
of the interleaver (both TTI 80 and 320) to randomise long bursts. Therefore, in order to increase the
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effectiveness of the interleaver, i.e. capability to randomise long bursts, interleaving will have to 
perform at packet level (TB level, UDP level etc.).
If PLInt is introduced at the S-UMTS interface in association with PLFEC, it can be shown that 
performance of the PLFEC decoder will improve significantly compared to that without PLInt. 
However the main drawback of introducing interleaving at the higher level is that it will require 
increased buffering of the MBMS session packets at the sender side (until the buffer has received 
enough packets to fill the block interleaver array). Therefore, it is not appropriate to introduce PLInt 
for sheaming sessions (i.e. delay critical applications), but it can be used for download services.
3.5.3 Packet Level FEC (PLFEC)
This is the main error recovery procedure adopted in this research in order to improve the reliability 
of the S-UMTS interface. As stated at the beginning of this chapter FEC was chosen due to the 
improved error correction capability (compared to bit level) of erasm*e codes and their flexibility (in 
terms of adaptive FEC strength etc.). We have already discussed different FEC code types, but we 
have not presented the widely used erasure code alternatives for PLFEC [59]. hi this section we will 
introduce some of the most popular code types used at packet level. From these codes, we have 
selected systematic maximum distance separable (MDS) Reed-Solomon (RS) block codes to deploy 
at packet level for reasons which will be given in the following sections.
3.5.3.1 PLFEC code alternatives
As a packet level erasure code, various types of enor codes have been investigated in the literature. 
Most use block code variants, such as RS code [66], [78], [79], [80], [81],[82], Low Density Parity 
Check (LDPC [83], e.g. Tornado Codes [84]), Rateless codes [86] (e.g. Luby Transform (LT) [85]), 
in addition standard convolutional codes have also been investigated in [78]. Exhaustive performance 
comparisons between most of the block codes were given in [65], and show that none of the code 
alternatives perform best in eveiy scenario (different application and network topologies). However 
some have superior performance to other codes in specific scenarios. Overall Low density Generator 
Matrix (LDGM)^ schemes perfonn well according to these findings.
hi [87], these codes are classified into two main categories called small and large FEC codes based 
on the encoding and decoding processing time. For small k  values, small FEC codes are efficient in 
processing teims. In other words, the encoding time is proportional to n-k times the length of the k 
source symbols (/*(«-/c)) and the time taken for decoding is proportional to the number of missing 
symbols in each block, times the length of the k  symbols [Deliverable 5, [115]]. Wliereas, large FEC
LDGM is another variation of tire LDPC codes add tliis is open somce code compared to pattern LT codes.
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codes are efficient for larger k  values compared to smaller FEC codes. Even though several FEC 
codes have been evaluated at packet level, in this research we have selected Reed-Solomon (small 
code) as the packet level erasui e code. One of the main reasons is that RS codes are more suitable for 
streaming type applications than other codes. This is because other codes are more efficient when 
applied for larger k  values, however as a consequence the decoder will have to wait until it receives k 
number of packets before it starts the decoding process. As a result, these applications should be able 
to cope with additional delay due to longer buffering periods and also S-UMTS receivers should have 
larger buffers. In contrast, RS codes are more efficient, in terms of processing time, when applied to 
smaller k  values, hence receivers do not have to buffer for longer periods before starting to decode 
the received packets. Fuithermore the RS code is;
• widely used and well understood,
• Maximum Distance Separable i.e. at receiver only has to receive k  out o f n packets to recover 
the original packets.
Most of the PLFEC proposals in the literature are applied to the transport layer (UDP layer), however 
in this research PLFEC is also evaluated at S-UMTS RLC level (i.e. FEC applied to TB, for flirther 
details see the next chapter). This improves the satellite radio resource utilisation whilst achieving the 
same user satisfaction compared to transport level FEC. When PLFEC is applied at the satellite 
gateway Radio Link Layer (RLC), the FEC encoder is only able to apply encoding to smaller k  
values and this was another reason to select RS codes. The next sub-section provides a detailed 
oveiwiew of PLFEC using RS codes.
3.5.3.2 PLFEC with RS codes
The encoding procedure for packet level FEC is different fi'om the bit level procedure. In PLFEC, 
FEC perfoims across the original packets whereas at bit level FEC is along the bits. As shown in 
Figure 3-7, the PLFEC encoder will first buffer k  original data packets row-wise'*, then RS coding 
performs across these packets (column—wise). When performing the encoding process, the number 
of bits considered fi'om each packet to generate each RS codeword is very important because this 
value (length) will directly influence the encoding and decoding time; the longer the length the more 
time will be needed for the process. We have selected 1 Byte as the RS symbol length and this length 
is widely used in the cuiTent literature. The basic unit o f the packet is also 1 Byte, therefore the 
number of times the RS encoding has to perfonn for a group of packets will always be equal to the 
length of the packet. If the original packet lengths are not equal, then the longest packet length will 
conespond to the number of RS codewords. If the packet lengths not equal then Unequal Enor 
Protection teclmique as presented in [89] can also be used. But, for simplicity and to reduce the
Each packet conespoiids to a single row.
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complexity in this research we have assumed that all packets entering the PLFEC encoder are of 
equal length.
y  K packets
Parity I
P an ty  2
( N - K )  Parity
PDU’s
Panty (n-k)
RS Code 
w ord
T t
8 bit RS Sym bol
Figure 3-7: PLFEC RS encoding procedure example
RS codes are non -binary cyclic codes which are defined in Galois -Field (OF) and we have chosen 
RS defined over 2* OF field for 8 bit RS symbols. This RS code corresponds to a code word length of 
255 («) symbols. Since RS codes belong to the class of maximum distance separable (MDS) codes, 
they are optimal in terms of erasure correction capability; i.e. for decoding to be successful, we have 
to receive at least k number of symbols correctly. The RS code is represented as («, k, q) code, where 
k represents the number of original packets, q represents RS symbol length and finally n represents 
the total number of encoded packets in one FEC transport group.
After performing the RS coding, column wise {see Figure 3-7), there will be n rows in the buffer, 
where the last (« -  k) row data is regarded as redundant data and each of these rows represent 
redundant packets. We have adopted systematic RS codes hence all the original packets will be 
transmitted along with redundant packets. As shown in Figure 3-8, the total number of rows in the 
buffer is called the FEC Transport Group (FTG). After finishing the decoding process the PLFEC 
layer will add a FEC header to all encoded packets, and then forward these packets to the lower 
layers for transmission. This FEC header is added to indicate FEC data, such as FTB group number, 
original packet identifier etc.
I . k Original packets k =  (ïl —  k) Parity packets
/I  FEC Transport Group (FTG) 
Figure 3-8: Example PLFEC encoded FEC Transport Group (FTG)
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With respect to the encoding procedure, it is not necessary to wait until reception of k original 
packets to perform the encoding procedure. This is due to the flexibility of the RS code, whereby RS 
codes can be shortened or punctured whilst maintaining error correction properties [88], [75]. One of 
the main advantages of these techniques is that, they can be performed using a single {n, k) RS code. 
Furthermore this approach allows a trade-off between the level of erasure protection, the achievable 
throughput, and the maximum delay (buffer waiting time).
Shortening RS codes
Shortened RS codes can be derived from standard systematic («, k) codes by inserting x number of 
zeros (i.e. dummy packets) before feeding the original packets into the encoder. After the encoding, 
out of n encoded packets the first x  packets will be discarded before forwarding the encoded packets 
to the lower layers. By so doing the FTG group size will be N = (n-x) and the number of original 
packets within the FTG will be K = (k-x), therefore the shortened code becomes (N, K) instead of (n, 
k). At the receiver, the decoder will have shortened code information (e.g. N and K values) hence 
before decoding decoder will reinsert the zeros (i.e. dummy packets) into the received FTG group.
By shortening the RS code this reduces the effective code rate (and thus the achievable throughput), 
and allows smaller FTG group sizes which helps to reduce the maximum waiting time at the 
receiving decoder.
Puncturing RS code
The RS codeword can be punctured simply by discarding x number of redundant packets generated 
by the encoder. So the («, k) RS code will become (N, k) where N = n-x. At the receiver these 
discarded packets will be identified as erasures; hence punctured RS code error correction capability 
is lower compared to non punctured RS codes. However the effective code rate and achievable 
throughput will both increase.
O rig inal pack ets
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Figure 3-9: Example of overall PLFEC encoding and decoding procedure
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After the encoding process, encoded packets are forwarded to the lower layers for tiansmission. 
These packets will then flow through the error prone S-UMTS interface towards the receiver (can 
also flow to the receiver via the IMR modules). Upon reception the S-UMTS receiver will follow the 
standard physical layer proceduies. Finally the physical layer will forward the correctly decoded (by 
the Turbo Decoder) Transport Block towards the upper layers. These packets will then flow through 
the other remaining S-UMTS layers towards the PLFEC decoder.
When the PLFEC layer receives a packet, it will first extr act the FEC related information fr om the 
conectly received packet headers, and then forward the packets to the FEC decoder. Packet header 
information will be used to determine the decoding start time for each FTG group, i.e. the decoder 
will buffer packets belonging to the same FTG and as soon it receives a packet belonging to the next 
FTG the decoder will start to decode the previous FTG. Furthermore the decoder will follow thr ee 
different procedures according to the packets received. If the correctly received original packet count 
is X and redundant packet count is y;
•  I f  X ~ y  (if the received number of original packet count is equal to /c):- the decoder will not 
perform RS decoding but instead the original k  packets are forwarded to the higher layers and 
other remaining redundant packets will be discarded.
•  I f  % < A and (y + jc) >= A: (decoder receives at least k  encoded packets) :- the decoder will 
perform the decoding for each RS code and this will be carried out I times (number of 
codewords equal to packet lengtli) and then will for^ward the original packets and will discard 
the remaining redundant packets
•  I f  % < A and (y + x )  < k  the decoder will forward correctly received original packets (x) and 
will discard the remaining redundant packets.
If the encoder uses RS code shortening or puncturing the decoder will either add dummy packets or 
will consider removed packets as erasure packets. Figure 3-9, Shows the standard end-to-end 
encoding and decoding procedure for PLFEC. Furthermore, in all thr ee scenarios, unused correctly 
received redundant packets do not have an impact on packet level reliability; instead they represent a 
waste of bandwidth. Therefore, it is necessary to select the optimum number of redimdant packets for 
each FEC FTG group. To this end, we have defined a redundancy overhead parameter to represent 
the ratio between redundant packets to original packets count.
The redundancy overhead may then be defined as,
R ,= ~100%  (3-3)
In addition to Rg, PLFEC decoding performance is dependent on packet length. Perceived Packet 
Error Rate (PER), and the number of encoded packets in each FTG. Overall user satisfaction will
Chapter 3. Reliable multicast mechanisms for S-UMTS networks 49
depend on the number of users being served by the satellite network at any given time. The following 
sub section provides some of the PLFEC related results obtain by using a Matlab simulation.
3.5.3 3 Impact of PLFEC parameters
This section provides some graphical representation of the impact of different PLFEC parameters on 
PLFEC performance. If p  is the packet error rate presented to the PLFEC layer, i.e. at the input of the 
decoder, the probability of failing to recover a random packet is given by equation (3-4) [72]. This 
can be expressed as the probability that a source packet from a FTG group will not be correctly 
received or reconstructed by a receiver if it is lost due to channel impairment and if more than h - \  = 
n - k - \  packets of the other n -  1 packets from the FTG group are also lost [100].
q { k , n , p ) = p  1 -
j=Q
- / - I (3-4)
The probability of any random packet successfully received by any receiver is denoted as and is;
^.G = ( l - # ,M , ; ? ) )  (3-5)
The probability of G independent users correctly receiving a random packet is expressed as follows;
&G = ( l-^ (^ ,M ,p ) )^  (3-6)
The above three equations are the most common form of PLFEC performance analysis equations 
used in the literature and by using them various parameter relations can be analysed. Analytical 
analysis will be based on average PER losses rather than real burst losses therefore, PLFEC 
analytical results will not be directly comparable with real system level simulations; instead they can 
be used as a guide to derive optimum parameter combinations for PLFEC. To this end, one of the 
most important PLFEC parameters is the achievable throughput, i.e. redundancy overhead (Ro), vs. 
achievable PER.
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Figure 3-10: PLFEC performance with regards redundancy overhead vs. PLR
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Figure 3-10 shows the R„ vs. PLR. According to this figure and as expected, Packet Loss rate 
decreases with respect to R„ however this performance improvement is achieved by reducing the 
throughput. Redundancy overheads are merely a ratio and do not correspond to FEC transport Group 
(FTG) size. However, it is a well know fact that for the same Ro, with higher FTG size we will have a 
better error correction capability than for small FTG values and this is shown in Figure 3-10. In order 
to keep the PLFEC complexity (i.e. encoding/decoding) at an acceptable level one byte is chosen as 
the RS symbol length. Therefore the maximum FTG size is restricted to 255. For larger FTG, the 
sender will have to buffer the packet for longer periods (until it receives sufficient number of packets 
to perform the encoding) and this will result in the whole transmission being delayed compared to the 
non PLFEC scenario.
256R
« 20»256 R
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Figure 3-11: PLFEC performance with regards PER vs. PLR, for fixed FTG size with different 
redundancy ratio (left) and for different FTG and redundancy ratios (right)
Figure 3-11 shows the relationship between PER and PLR for different R„ and FTG group sizes. 
Again as expected PLFEC copes (i.e. maintaining up to a certain PER after which f  , will follow 
the corresponding PER. These results show that if R„ and FTG are not appropriately selected, added 
redundant packets will represent a waist of bandwidth.
One of the main objectives of introducing PLFEC is to improve the packet loss rate experienced by a 
single user and at the same time to improve overall user satisfaction amongst all receivers. Figure 
3-12 shows the relationship between group size and user satisfaction correspond to a single 
random packet being correctly received by all the users) for different Ro and FTG values.
Chapter 3. Reliable multicast mechanisms for S-UMTS networks 51
1 ““ 
I  0Î
5 02 5O 01 
Q.
. . . .  R^*5%.G*10
R^-S%,G-100 \Rg»5%,G«1000 f»\-B - Rg»10%.G»10 P .'^  Rg-10%,G-100
R^«10%,G-1000
Rg-20%. G-10 ; ;R^»20%,G-100
___ R^«20%,G-1000 *,
. 0 .  Rg-30%. G-10
, .p .  R^*30%.G=100 ;
_0_ R^-30%, G-1000
<0 07
Compared to FTG = 128
. . . . R^*5%, G-10
-M- Rg"5%. G-100
-¥-■ Rg'5%. G-1000
- e - Rg-10%. G-10
• A ' R^-10%, G-100
Rg-10%, G-1000
Rg-20%. G-10
-0 - R^-20%, G-100Rg-20%, G-1000
-©- Rg-30%, G-10Rg-30%, G-100
- e - R^-30%, G-1000
!
Packet Error Rate (PER) Packet Error Rate (PER)
Figure 3-12: PER vs. the probability that 95% of the users have received a single packet correctly for 
different group size and redundancy overheads (left FTG =128, right FTG = 256)
As expected when the number of users increases, Ps,g degrades dramatically. In this analytical study 
all users have independent, but, similar error characteristics. But in real environments only a 
percentage of receivers will have similar error characteristics (average PER, and similar burst 
pattern) therefore user satisfaction trends in Figure 3-12 will only correspond to a percentage of all 
receivers. One of the main conclusions of this plot is that when deciding on PLFEC parameters it is 
really important to select these parameters to satisfy the worse error characteristics and also the user 
percentage which will experience the worse error characteristics that the system can tolerate. For 
example, if the application is to tolerate a PLR of 1% and the mobile network is required to satisfy 
95% of the users with 1% or less PLR, then the PLFEC parameter should be selected according to 
both of these numbers rather for a single parameter. By modelling the PLFEC for the worst scenario 
the network can ensure that at least the required number of users is satisfied.
Finally, another parameter which affects the PLFEC performance is the packet length which can be 
expressed as;
P  = (l -  BERY'^  (3-7)
Where, BER represents the Bit Error Rate, and packet length is denoted as L in Bytes. According to
this relationship when the packet length is larger the probability of packet success decreases.
3.6 Summary
The first part of this chapter has highlighted the typical channel impairments experienced by S/T 
UMTS terminals and also indicated the possible link losses due to terrestrial network interruptions. 
After introducing the possible link losses, the following subsection has presented reliable multicast 
mechanisms applicable to the satellite UMTS network. From these mechanisms packet level
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interleaving (PLInt), packet level repetition (PLRep) and packet level forward eiTor correction 
(PLFEC) were identified as possible error protection mechanisms, however; PLFEC was chosen for 
further investigations due to its superiority when correcting erasures compared to the other 
mechanisms. The latter part of the chapter has presented analytical results and it was shown that the 
PLFEC eiTor coiTection ability is dependant on several parameters such as, FEC Transmission Group 
(FTG) size, redundancy overhead (i?o), packet length, etc. Results have shown that for similar Ro the 
PLFEC error correction capability increases as FTG size is increased. However, the FTG size was 
limited to 256 due to 8 bit RS symbol. For the same FTG size, the PLFEC has higher enor correction 
capability for higher R„ but this comes by reduction of the thioughput of the channel. Therefore, it 
was concluded that Ro is the key parameter in achieving higher reliability levels whilst contiolling 
throughput.
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Chapter 4
4 Reliability improvements for S-UMTS 
network
Previous chapters have highlighted the necessity to provide additional reliability over the S-UMTS 
interface when delivering MBM content to larger audiences dispersed over a wide area. To this end, 
we have presented some of the cuiTently available mechanisms but none of these mechanisms were 
developed specifically for band limited WCDMA systems. Furthermore, even if some of the 
protocols are applicable (for deployment) over a WCDMA interface, they cannot efficiently utilise 
the scarce radio resouices. In other words, all of the reliable multicast protocols assume the radio 
interface to be merely a transport medium (i.e. data pipe) and they do not interact with the lower 
layer functions to optimise the reliable transmissions when deciding on Reliable Multicast Protocol 
(RMP) related parameters. For example, we will assume that during the initialisation process for a 
streaming service, the S-UMTS network will indicate the maximum possible transmit power etc., 
however this power level may not be sufficient to the provide required user satisfaction for the 
specified services. Hence, RMP parameters will be re-set according to the cunently available 
resources from the S-UMTS network (e.g. assume 10% redundancy level required). However, during 
the session the S-UMTS network may not have the resource constraints (i.e. can tiansmit at higher 
power level if required) it had during the initialisation period. Due to the cuiTently proposed RMP 
protocols inability to interact with lower layers, the above information (power availability) is not 
used to explore whether different combinations of power and redundancy overheads will be more 
resource efficient than original settings. This chapter presents different S-UMTS functions which 
influence the session reliability and then presents their suitability for point-to-multipoint MBMS 
communications over the uni-directional S-UMTS network. Furthennore, transport channel 
multiplexing is envisaged for MBMS communications by the 3GPP and also in SATIN for satellite 
networks however, the impact of multiplexing different QoS required services onto a single S-UMTS 
physical channel has not been explored in most of the publicly available technical documents. As this
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is one o f the main functions influencing the session reliability, this chapter provides an insight into 
tr ansport channel multiplexing for MBMS sessions.
The chapter is organised as follows; the first section introduces typical MBMS data flows envisaged 
in the EU SATIN project and then introduces different multiplexing options available whilst 
highlighting their impact on the reliability of each session as multiplexed together to form a single 
physical channel. In addition, this section presents the multiplexing procedure followed in this 
research. The second section of the chapter investigates different S-UMTS functions at layer 2 (i.e. 
RLC and MAC) and at layer 1 with regards to MBM content flow through the S-UMTS protocol 
stack and then presents the impact of a range of parameters used in each layer oir session reliability. 
It will be evident that, by only optimising S-UMTS parameters we cannot achieve the required user 
satisfaction; therefore the next section presents the proposed PLFEC mechanism at the RLC layer to 
provide error protection to combat possible transport block losses during the transmission. The final 
section of the chapter concludes by presenting the performance evaluation metrics for proposed 
PLFEC at the RLC layer.
4.1 MBM content flow through different S-UMTS layers
This sub-section provides a brief introduction to possible MBMC data flow alternatives available 
whilst highlighting the selected data flow method used.
4.1.1 Channel mapping
According to 3GPP specifications [36], MBMS sessions can be mapped one-to-one, to the Multicast 
Traffic CHannel (MTCH) logical channels, i.e. each MTCH will coirespond to separate sessions. As 
shown in Figure 4-1, these MTCH channels can be mapped onto the Forward Access CHannel 
(FACH) in two different ways. In the first method, channels will not be multiplexed, hence each 
MTCH will map onto separate FACH chaimels and in the other methods, multiple MTCH channels 
can be multiplexed onto a single FACH channel. Likewise, FACHs can be multiplexed or can be 
one-to-one mapped onto the Secondary Common Control Physical Channel (SCCPCH) physical 
channel. According to the number of times multiplexing is performed, MBMC data flow thi ough the 
S-UMTS protocol stack can be classified into zero, one level or two level multiplexing. Although, 
tliree options exist for multiplexing, in this research we have opted only for one level multiplexing, 
wherein we multiplex FACH channels into one physical chamiel.
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Figure 4-1: S-UMTS channel multiplexing scenarios
4.1.2 Impact of channel multiplexing in S-UMTS
Even before introducing MBMS services, within the UMTS downlink common data channel, 
multiplexing was possible according to the specification, however nobody has explored these 
multiplexing possibilities. As a result, there is no research output (to best of the author’s knowledge) 
in the public domain which provides insight into advantages and disadvantages of multiplexing 
sessions. In the SATIN deliverable 7 [21], there is discussion of transport level multiplexing, 
however they make no comparison of the use of multiplexing or not. Furthermore, even when 
evaluation of multiplex scenarios is made several assumptions made to simplify the possible 
multiplexing scenarios. During this simplification process, the effects of physical layer Rate 
Matching (RM) function have been avoided, however according to the specifications [44] the RM 
function is one of the decisive functions when evaluating link level performance.
In one-level multiplexing, transport channels (FACH) are combined together to form the Coded 
Composite Transport Channel (CCTrCH) as shown in Figure 4-2. After multiplexing, data from both 
channels are combined (especially after the interleaving function) hence lower layers will not be 
able to distinguish which bit belongs to which channel. Figure 4-3 shows an example of two transport 
channels multiplexed onto one physical channel. As a consequence, a common transmit power 
should be considered for all transport channels included in the CCTrCH. This is one of the main 
constraints that arise from multiplexing different channels into one common channel. Hence, these 
constraints should be considered when performing the radio resource allocation procedures, and this 
will increase the complexity of the resource allocation procedure. If two-level multiplexing is 
considered it will add further constraints to the radio resource allocation procedure, therefore in this
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research we have opted for one-level multiplexing and the same scenario that has also been adopted 
in the SATIN and MoDiS projects. The following two sub sections provide two different 
multiplexing methods, in line with SATIN and MoDiS projects, as followed in this research. 
However, we will not investigate the performance different between these two techniques, but in the 
following chapters we will propose novel ways to improve the radio resource utilisation for these 
methods.
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Figure 4-2: WCDMA FDD downlink transport channel multiplexing structure [47]
4.1.2.1 Power aware mapping
In general the required transmit power for a particular service will be proportional to the required 
Eb/No (i.e. QoS) of that session and this Ey/Nq is a function of the required BLER of that session. 
Hence, when more than one channel is mapped onto a single CCTrCH, the required transmit power 
for the corresponding physical channel will be proportional to the worst BLER requirement amongst 
all multiplexed channels. As a consequence, one service can be allocated higher transmission power 
compared to the required power whilst other services may receive their required power. To reduce 
this power imbalance, it is necessary to select similar power requirement (i.e. similar BLER 
requirements) services when multiplexing different series. The same MBMS service classes tend to
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have similar BLER requirements, for example download services tend to required 10  ^ to 10'  ^ BLER 
values [20] whereas streaming services required around 10'  ^ BLER values [20] and according to 
previous observations similar MBMS service classes should be considered for multiplexing.
In summary, in power aware mapping similar BLER requirement sessions will be mapped together. 
When these sessions are not multiplexed, corresponding BLER curves for each session have been 
obtained from our link level simulator.
Session 1 Session 2
T T ■  H
MTCH 1 MTCH 2
I T 4
FACH 1 FACH2 2
Information data 
CRC detection
Turbo code R-1/3
Rate matching
1 St interleaving 
Radio Frame 
Segmentation
J  C R C  16
?lftO I I
2178 Tail bits
3/Î12)
6540
6960
3856
11568
11580
12000
12000
5480 I 5480 I 6000
3480 6000 I
Q4802nd interleaving [ 
slot segmentation
o| 1
Radio frame FN=2N Radio frame FN=2N+1 
Figure 4-3: Example of Transport channel multiplexing
4.1.2.2 Bin packing
The same MBMS service classes tend to have similar traffic characteristics (i.e. Variable Bit Rate 
(VBR) or Constant Bit Rate (GBR)) and also tend to have similar Quality of Service (QoS) 
requirements such as BLER, delay etc. When multiplexing similar QoS required sessions, S-UMTS 
radio resource allocation procedures may not be able to exploit the traffic characteristic variations. 
For example if two streaming services are multiplexed onto one CCTrCH, and for a given instant if 
one session is not active, resources allocated for this session (i.e. data rate reservation) may not be 
able to be utilised by the remaining service (it is assumed at this instant other multiplexed channel do 
not receive excessive data), therefore in this situation radio resource will be wasted. However, if a 
streaming session and download service have been multiplexed there is a high probability that the 
above situation will not arise. This is because; when the streaming session does not have adequate
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data, the transfer delay insensitive download service will always tend to have data in the buffers 
waiting to be transmitted.
In bin packing, sessions are mapped according to the available resources and the session 
requirements in terms of bandwidth rather than QoS requirements.
4.1.3 Data transfer procedure between different layers in S-UMTS
This sub-section provides data flow procedures as shown in Figure 4-4, from the Radio Link Layer 
(RLC) towards the physical layer in the downlink direction. Layers beyond these are out of the scope 
of this research and such information is provided in 3GPP specifications [33].
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Figure 4-4: Downlink data flow through S-UMTS layers
After receiving Packet Data Convergence Protocol (PDCP) packets’ (identified as RLC Service Data 
Unit (SDU)), the RLC layer segments or concatenates them into RLC Payload Units (identified as 
RLC PU). The size of the payload unit will be selected by the Radio Resource Controller (RRC) 
during the service initialisation process. Then, the RLC will add the RLC header and forward the 
RLC Protocol Data Unit (PDU) towards the MAC layer. Upon receiving the RLC PDUs the MAC 
layer will add the headers, and these MAC PDUs are then identified as Transport Blocks (TB).From 
MAC layer to physical layer packets will not flow freely, instead packets will be scheduled in every 
Transmission Time Interval (TTI). To this end, for every TTI the MAC scheduler will release TBs to 
the physical layer. Further details in relation to MAC scheduling are given in following sub-section.
As soon as the physical layer receives a TB, it will add a CRC check to each TB. Then TBs are 
segmented or concatenated according to the allowed maximum TB size (51 Mbits) [44], and then
If PDCP header compression is not used, the RLC layer will receive IP packets.
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standard functions such as Tuibo Coding, interleaving, Rate Matching (RM) and radio frame 
segmentation are perfoimed. After applying rate matching, TrCh’s are multiplexed together to form 
Coded Composite Transport Channel (CCTrCH). Finally before transmission the lower physical 
layer will perform Discontinuous Transmission (DTX) insertion, further interleaving, radio frame 
segmentation, spreading and modulation.
At the receiving end, from the Transport Foimat Identifier (TFCI) users are able to detect transport 
chamiel and multiplexing infoimation. According to this information the upper physical layer will 
perform de-multiplexing, de-rate matching. Turbo decoding, and finally the CRC check will be used 
to check whether the receive block is conectly received. If the CRC check is positive, TBs are 
transferred to the MAC (there is no scheduling) and this layer will strip the header off and forward 
the data block towards the RLC layer. Then, the RLC will check, the sequence deliveiy and then strip 
o f the header and foiward the data block to the higher layers.
4.2 MBMS reliability analysis o f different S-UMTS functionalities
The following subsections highlight some of the functions and parameters witliin the S-UMTS 
gateway which directly influence the PDCP packet loss rate when delivering MBMC content over the 
S-UMTS interface. To this end, if  PDCP header compression is not used, packet loss rate will 
correspond to IP packet loss rate.
4.2.1 Radio Link Control (RLC) and Medium Access Layer (MAC)
The previous sub section provided most of the standard functionalities performed by the RLC and 
MAC layers, and thus in this section we elaborate the effects of key parameters with regards to S- 
UMTS interface performance. In addition, we revisit the MAC scheduling procedure, which was 
briefly introduced in the previous sub section, giving special emphasis to Transport Format 
Combination (TFC) selection with regards to TB error performance (BLER). We first provide a 
relationship between different data units and then move onto MAC scheduling.
At the RLC, as shown in Figure 4-5, higher layer packets are first converted into RLC PU’s [45]. The 
size of the PU is defined by the RRC, and then one or many PU’s are combined to form a RLC PDU. 
These, RLC PDU’s (including headers) have a one-to-one relationship with MAC PDU’s (including 
header) and TB’s. The, first two data units differ by their length due to the RLC header but others are 
identical being identified by different names.
Due to the RLC segmentation/concatenation function, RRC will have to select the PU size very 
carefully in order to avoid unnecessary padding to fill RLC PDU’s. However, to reduce unnecessaiy 
complexity we have excluded the padding option by selecting the PU size as a length which is
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divisible by both the RLD SDU (PDCP packet) and RLC PDU without remainder. For example, if 
the PDCP packet length is 1280Bytes, and RLC PDU size is 640Bytes the PU length can be any 
value which can divide both 1280 and 640 without any remainder. PU values can be 320, 160 Bytes 
but not SOOBytes.
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Figure 4-5: S-UMTS Unacknowledged mode RLC model [45]
4.2.1.1 Transport Block (TB) size selection
All the TB’s within a Transport Block Set (TBS) must have equal length and therefore the TB size is 
directly proportional to the total data (TBS size) transferred to the physical layer by the MAC layer 
during a single TTI. Upon receiving the TB from the MAC, the physical layer will add CRC to every 
TB and will compare the total data received within the TTI, including added CRC bits, with 
maximum code block length. According to the 3GPP specification, the maximum code block length 
is set to 5114 bits [47] (including error correction bits, i.e. 16 bit CRC included) for Turbo coding 
and this value will be different for convolutional codes. Maximum length was set as beyond this 
length TC performance tends to degrade and up until this length TC performance gain will increase 
proportionally to block length [Deliverable?, [21]]. After comparing total bits with 5114, 
concatenation or segmentation is performed to resize the code block length according to equation 
(4-1) where Ljb represent TB length.
code block length = -E C/?C)x No o f  TBs per TTl] (4-1)-f- C/?C)x No o f  TBs per  TTI 
max imum code block length (5114)
For the performance of the TC to be as efficient as possible the code block length has to be closer to 
5114; hence the number of TBs and the TB length in a given TTI must be convertible into multiples 
of the code block length closest to the maximum length. The TB size is directly related to the code
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block length; therefore in selecting TB it is important to maintain maximum possible TC 
performance. Equation (4-2) shows the TB length derivation used in this research. The physical data 
rate corresponds to the data rate perceived by the physical layer from the MAC layer. The actual data 
rate at the RLC will be slightly less than the data rate at the physical layer due to the inclusion of 
RLC, MAC headers. Typical RLC layer headers will be around 8 Bytes (64 bits) and the MAC layer 
header will be around 2 Bytes (16 bits). Table 4-1 provides some of the considered data rates and 
corresponding data unit sizes in bits.
TB length - TTI X data rate received by P H YTTI X data rate received by P H Y  
5098
(4-2)
Table 4-1: Layer 1 and 2 different packets sizes
Data Rate at physical layer (kbps) 128 192 256 384
TTI (ms) 80 80 80 80
Code block length (bits) 5096 5110 5096 5110
TB size 5080 5094 5080 5094
MAC PDU 5064 5078 5064 5078
RLC PDU 5064 5078 5064 5078
RLC SDU 5000 5014 5014 5014
Session level data rate (kbps) 125 188 250 376
4.2.1.2 MAC scheduling procedure
The S-UMTS MAC scheduling function is a scaled down version of the T-UMTS scheduler mainly 
due to un-availability of individual channel conditions (Chapter 6, [2]), therefore the complexity is 
vastly reduced compared to that of T-UMTS. Moreover, even if the individual channel state 
information is available at the satellite gateway this information will have to be exploited in a manner 
that differs from standard practice in T-UMTS (p-t-p nature), since the nature of the services are 
point-to-multipoint and decisions about the scheduling of a single session should consider the state of 
several links corresponding to the users of each multicast or broadcast group. The MAC scheduler in 
this research follows the SATIN, Multi-Level Priority Queuing (MPLQ) scheme (Deliverable 7 in 
[21], and [98]), and the main objective of this scheduler is to allocate the radio resources according to 
the session priorities. Appendix E provides a brief introduction to the MLPQ scheduling scheme 
proposed in SATIN. The MAC scheduler is responsible for performing the following tasks;
Time multiplex different transport channels (FACH)
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In SATIN, the delay jitter and the guaranteed rate for the data streaming services are 
considered for time multiplexing, however in this research, we purely rely on UMTS channel 
prioritisation schemes^ when selecting the channel multiplexing order.
• Allocate the ti*ansmit power for each SCCPCH
In SATIN, the transmit power requirement for each tiansport channel is calculated separately 
based on the selected TB size and the SCCPCH power was chosen as the worst power 
requirement amongst all the multiplex transport channels. This power assignment scheme is 
not in line with the UMTS specification; therefore we have made several modifications to the 
power allocation scheme used in this work and introduced a new and novel method described 
in the next chapter.
Time multiplex procedure
For every TTI, this procedure chooses separate Transport Format Combinations (TFC) for each and 
every SCCPCH from a corresponding Transport Format Combination Set (TFCS). These, TFCS are 
applied to the MAC scheduler duiing the session initialisation process by the higher layers (i.e. by 
RRC) and comprise different TFCs. TFC’s consist of Transport Block Sets (TBSs) corresponding to 
different transport channels which are multiplexed onto a single CCTrCH channel and this indicates 
the amoimt of data which can be transferred fr om the MAC to the physical layer. Some of the terms 
used in this section are depicted in Figure 4-6 which shows the entities in graphical form and further 
information is provide in Appendix D.
 ^ In UMTS, each logical channel will be given a priority value between l(liigh) and 8(low) and this value is 
used to prioritise transport channels due to one-one mapping.
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Figure 4-6: Example of data exchange between MAC and PHY when two FACHs are multiplexed [21]
4.2.2 Physical Layer
The S-UMTS physical layer offers data transmission services to the upper layers by means of TrCHs, 
where each of these channels can be categorised according to the transmission quality in terms of 
data integrity (BLER, delay, jitter and etc.) which must be guaranteed for the duration of the session 
regardless of the instantaneous bit rate perceived by the physical layer. This objective is achieved by 
performing a set of functions separately for each TrCH, whilst another set of functions is used for the 
combined (multiplex) data [46]. As shown in Figure 4-2, the first set of functions are performed in 
the upper physical sublayer (i.e. upper part of the physical layer) whereas the other functions are 
performed at the lower physical sublayer. The upper sublayer functions will guarantee differentiated 
QoS associated with each TrCH which are multiplexed onto a single CCTrCH. The lower sublayer, 
(the WCDMA access layer), handles the transmission of the binary data streams over the physical 
channels performing functions such as spreading/ scrambling, modulation and Radio Frequency (RF) 
processing based on WCDMA technology.
Besides the Rate Matching (RM) function, all other upper layer function performances are 
independent of whether TrCH is multiplexed or not; for example interleaving and Turbo Coding (TC) 
performances will not differ if two or more TrCH are mapped together. Therefore, RM has the key 
role of differentiating the QoS of the multiplex channels. However the current RM function specified 
in [47] is not optimised for S-UMTS uni-directional MBMS services. Furthermore, after analysing 
the existing specifications, it was evident that the RM function can be modified to optimise the radio 
resource usage. For example resource can be freed from some physical channels allowing it to be
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used by another physical channel by modifying the RM function, and this enables improvement of 
the link level performance {see chapter 7). Therefore in this research we have identified several 
shortcomings of the current specification and have made several proposals to optimise the RM 
function for MBMS services and these are presented in the following chapter.
4.3 Proposed PLFEC at the S-UMTS RLC layer
In the previous sub section, RM was identified as a possible teclmique to improve the link level 
performance; however RM alone will not be able to provide the required user satisfaction due mainly 
to its inability to recover long burst periods. For example, S-UMTS tiansmission power is inelevant 
when the user terminal switches to the teirestrial network to receive signalling, and duiing that period 
all data transmitted via the S-UMTS link will be lost. To recover these long burst losses, it is 
necessary to inti oduce an en or protection scheme.
The previous chapter has presented various reliability techniques deployed over satellite networks, 
and also highlighted end-to-end reliability techniques but these do not have the flexibility to 
cooperate with the S-UMTS radio resource controller. As a consequence, end-to-end reliability 
techniques may not operate optimally, in terms of throughput and error recoveiy capability 
(redundancy ratio). Figuie 4-7 shows the S-UMTS protocol stack and highlights where the end-to- 
end protocol operates. As a compromise solution, we have investigated PLFEC at the RLC layer to 
combat TB losses; however this technique will not be able to guarantee 100% reliability compared to 
other end-to end reliability techniques. This is because the RLC layer operates on un-aclmowledged 
mode, therefore the RLC will not facilitate reti ansmission.
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Figure 4-7: S-UMTS user protocol stack
The main advantage of deploying PLFEC at the RLC is that the RLC already has the buffering 
capability required by the PLFEC function. Furtheimore the RLC segmentation procedure will create 
equal length RLC PUs and this simplifies (as explained in the previous chapter) the PLFEC function. 
If the RLC PU is too small, then they can be combined to generate a PLFEC packet. The RLC level
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PLFEC header is added to the RLC PUs and the RLC header will be added on top of this FEC 
header. Effectively the FEC header can be an extension of the RLC header, which is possible 
according to the current specification [45]. The main advantage of this is that, if the receiving 
terminal does not have the PLFEC capability the RLC layer can easily discard the FEC header and 
added redundant packets can be discarded using the RLC sequence number.
In contrast if the PLFEC is implemented at UDP layer a new buffer has to be introduced and all the 
UDP packets have to be of equal length, as if not, the PLFEC will need an additional packetiser to 
resize the UDP packets into equal length PLFEC packets. Furthermore, UDP packet size is not 
directly related to TB size, hence the resource optimisation process will be more complex than for 
PLFEC implementation at the RLC. Therefore, PLFEC at RLC is preferred to PLFEC at UDP level.
If the PLFEC is applied in the physical layer, just before the CRC addition then similarly to the UDP 
level, a new buffer has to be introduced at the physical layer. Furthermore if the receiving terminal 
does not have the PLFEC decoding capability, according to the current specification there is no 
method to discard redundant packets. To detect the redundant packets, all S-UMTS users will have to 
have the capability to process the PLFEC header at the physical layer and hence this option is also 
not preferred to PLFEC at RLC.
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Figure 4-8: PLFEC entity at RLC layer
Thus we have opted for PLFEC at the RLC and the FEC functional entities at sender and receiving 
side are shown in Figure 4-8. The main difference in the proposed PLFEC enabled RLC is that the 
sender and receiver will have to perform three additional functions compared to current RLC 
configurations {see Figure 4-5).
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4.3.1 Sender side RLC modincations required to facilitate PLFEC
This subsection provides a detailed description of the proposed sender side modifications, whilst 
highlighting the required modifications to the existing specification.
4.3.1.1 RLC PU copy/ buffer 
RLC PU buffer option
This is a new addition to the existing RLC entity compared to the RLC UM mode and the 
responsibility of this buffer is to collect the RLC PU. The cunent UM mode RLC does not have two 
buffers, however the RLC acknowledged mode does have two buffers, one for transmission and 
another for re-transmission, hence the proposed new PLFEC enabled RLC has the possibility to 
utilise the AM mode re-transmission buffer as the RLC PU buffer to buffer the RLC PU data units. 
Moreover, this modification is only necessary on the sender side.
Even if  this is not possible, simplification can avoid the necessity for two buffers at the sender side. 
During a transmission the RLC PU size is fixed, hence, upon receiving the RLC SDU packets the 
new RLC entity can perform segmentation/ concatenation fimctions and then foiward them to the 
ti'ansmission buffer (similar to AM mode) and then the PLFEC can use this buffer when performing 
encoding.
RLC PU copy option
The PU buffer will not be required if  all RLC PUs are copied into a memory space before passing to 
the header addition section. In this method, the PU buffer RLC entity will need to have a capability to 
keep an exact copy of the PU transfeiTed until the FEC encoder decides to perform the encoding 
process. Due to added flexibility and simplicity we have opted for a memory space compared PU 
buffer. This method is flexible because it allows us to keep the cunent TTI scheduling intact whilst 
adding the PLFEC functionality at the RLC. Furtheimore, when allocating redundant data the FEC 
encoder will have all the previous TTI resource allocation information, hence the encoder can decide 
on the best parameter setting for the FTG group and this will improve the adaptability of the PLFEC 
according to the current state of the resource allocation. This method requires less modification 
compared to the method with PU buffer, hence it is simpler.
4.3.1.2 FEC encoding
For encoding we have adopted a Reed-Solomon erasure code, which is a systematic maximum 
distance separable block code, and this process has the same stincture as explained in the previous 
chapter. The main reason to select RS codes rather than larger block codes is that at the RLC,
Chapter 4. Reliability approach for reference S-UMTS network 67
encoding cannot be performed for the entire file, and for smaller block sizes RS performance is very 
similar or even better to most freely available (e.g. not patent protected) erasure codes [65].
Redundancy Payload Unit (PU) Buffer
This buffer will hold the generated FEC PU redundancy data units. This is a new modification 
required to the existing RLC module. (Irrespective of the PLFEC location this redundancy buffer 
needs to be introduced.)
FEC enable RLC UMD format
As shown in Figure 4-9 the proposed FEC header is 2 Bytes long and will be added immediately 
after the RLC standard header. According to the current standard the RLC UMD mode header is not 
extendable; (however, RLC AMD header field has header extension), therefore new modifications 
need to be introduced to accommodate the FEC header. However, in this research we assume that all 
the S-UMTS receivers have RLC level PLFEC enabled terminals, i.e. RLC receiving entities will 
expect the PLFEC header after removing the standard RLC header.
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Figure 4-9: Proposed RLC UM mode PDU (b) and current RLC PDU formats (a)
The FEC header is 16 bits long and has four different fields, as follows;
• FEC identifier (FI):- 1 bit long, identify whether FEC encoding is enable (bit is set to 1), or 
disable.
• FEC packet Type identifier (PID):- 1 bit long, identify whether FEC encoded packet is an 
original packet (bit set to 1 ) or not (bit set to 0)
• FEC transport Group (FTG) number: - 12 bits long, this denotes FEC transport group umber.
• FEC erasure code identifier: - this is 2 bits, will indicate erasure code type. In this research we 
will only use RS code and is identified by 00.
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The RLC header will consider the FEC header as data and this will be indicated via the length 
indicators. Encoded data is placed after the FEC header and the length of the FEC encoded data will 
be constant during the session.
4.3.2 Receiver side RLC modifications required to facilitate PLFEC
The main modification required at the receiving side is the FEC decoding functionality. According to 
the proposed method, RS decoding will be performed by using the Berlekamp-Massey algorithm as 
described in [61]. In addition, at the receiving side, buffering time will be increased compared to 
tr aditional RLC receive buffer times. This is needed as before decoding, FEC will have to receive all 
the conectly received encoded packets belonging to the same FTG group. After the FEC decoding, 
unwanted redundant data is discarded and the decoded data is forwarded to remove RLC and FEC 
headers. After removing these headers RLC PUs are reassembled and then forwarded to upper layers.
3GPP have recently modified the RLC UMD mode to enable selective combining (i.e. same TB 
block is transmitted fiom several Node B’s) and to facilitate a new duplicate avoidance and 
reordering function is introduced before the receive buffer. This will check the receive RLC sequence 
number and detect whether the RLC has previously received the packets correctly. If it has been 
received previously, it will discard the RLC PDU, if  not it will forward the packet into the receive 
buffer. Thus all RLC PDUs, including the original PUs and redundant PUs, should be assigned a 
con ect RLC sequence number irrespective of their type.
4.3.3 Proposed RLC level PLFEC procedure
4.3.3.1 Sender side
In standard RLC, for eveiy TTI, the RLC buffer size is communicated to the MAC layer and then the 
MAC layer decides how much data to allow to be transmitted during the TTI period. However, the 
proposed PLFEC enabled RLC has two buffers at RLC, where one holds RLC SDUs and the other 
holds FEC PU (equal to RLC PU in length), therefore total buffer occupancy has to be 
communicated to the MAC layer and then the MAC decides how much data can be released at the 
scheduling instant. When monitoring buffer occupancy tlree scenarios can occur, (a) in the first 
scenario, only the RLC SDU buffer has data and the redundancy buffer is empty, (b) in the second 
scenario the RLC SDU buffer is empty and the redundant buffer has data, and (c) in the last scenario 
both buffers have data. However, inespective of the above scenarios the RLC performs the standard 
segmentation/concatenation function and these PUs will be copied to a memoiy before adding 
headers.
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As soon as a new PU is added to the memory the FEC controller checks whether the required number 
of FU’s has been stored in the memory space, if not the FEC encoder will not act on the received PU 
and forward it to the FEC header addition procedure (original PUs are forward because PLFEC uses 
systematic block codes). If it has received the required number of PU’s the FEC controller will 
activate the FEC encoding process. To this end the FEC encoder will generate redundant packets by 
using the stored information and will forward the redundant data into the redundant buffer for 
transmission. The amount of redundancy is decided by a new functional entity, called the FEC Radio 
Resource Allocation (FRRC) within the Radio Resource Allocation procedure. This value can either 
be static during a session, which corresponds to static FEC, or can be dynamic according to available 
instantaneous resources and this method is identified as Adaptive PLFEC (APLFEC).
As soon as the redundancy buffer has filled with PUs, the RLC gives precedence to these PUs when 
releasing data from the RLC. Until this buffer is emptied, the RLC will not perform segmentation/ 
concatenation functions.
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Figure 4-10: example of data flow (include PLFEC) through S-UMTS gateway
After adding the FEC header to the encoded FEC PU’s the RLC header will be added in front of the 
FEC PU. The RLC header length indicator parameters preceded this function and are calculated as 
soon as the segmentation/ concatenation function are performed and only the sequence number is
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calculated dming the RLC header addition function. Finally the RLC PDUs will be released to the 
MAC layer and thereafter standard S-UMTS proceduies will be followed. Figure 4-10 depicts the 
proposed data flow procedur es.
4.3.3.2 Receiver side
The receiver side PLFEC enabled RLC procedures are less complex as compared to the tr ansmission 
side. The fir st function on the receiver side RLC module is to determine the RLC PDU duplications 
and if  a received PDU has not been received previously then this function will forward it to the 
receive buffer, otherwise it will discard the correctly received PDU. However, reference S-UMTS 
architecture will not transmit duplicate RLC PDUs in contrast to its counterpart tenestrial Node B, 
therefore this function will not see any duplicate packets and will have to forward all the PDUs to the 
receive buffer.
Upon receiving a PDU in the receive buffer the FEC decoding contr oller will check the FEC header 
and then according to the received PDU FEC transport group number the decoder will either wait for 
another PDU or start to perform the FEC decoding process. After the decoding process the decoder 
will forward recoverable original PUs to the header striping function. The first, FEC header will be 
removed and then the RLC header will be removed. Finally the RLC will perform the PU reassembly 
function and then the RLC will forward the SDU to the upper layers.
4.3.4 PLFEC related system performance metrics
hr order to analyse the PLFEC performance, tliree different PLFEC related performance indicator 
metrics are defined. Two of these correspond to average error loss characteristics whilst the other one 
represents the user satisfaction.
The first, error rate measurement, is Transport Block Error Rate, denoted as BLER, and is defined as 
follows,
BLER  =  . _ number o f  corrupted TBs
total number o f  transm itted TBs 
TB length is equal to the MAC PDU and the RLC PDU size equals the MAC PDU length minus the 
MAC header. The MAC header is around 2 Bytes hence the RLC PDU error rate will be similar to 
the BLER. In this research the RLC PDU error rate is identified as the Packet Error Rate (PER), 
because PLFEC is applied to RLC PDUs. Hence, the PER will be assumed to be equal to the BLER.
PER  = BLER
Finally the FEC decoding performance is analysed via the RLC PU error rate which is identified as 
Packet Loss Rate (PLR) and defined as.
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„ number o f  lost R LC  P U  packets after decoding  .PLR  = ---------------    ^---------------- — xlOO% (4-4)total num ber o f  transm itted R LC  P U  data packets
For point-to-multipoint communications (broadcast or multicast), one of the most important 
perfonnance parameters is the satisfied user percentage, denoted by , and it can be defined as, the 
ratio between number of satisfied users (user is defined as a satisfied user, if  it has perceived equal or 
less than target PLR {a) by the application) to the total number of users receiving the same content at 
the same time.
number o f  users with PLR ^  a 
nber o f  user reciving the same 
Exhaustive PLFEC perfonnance analysis is presented in the Chapter 7.
_ / \  j F K s a5 „ ( o! ) = ----- --------- ---------- —^ ----------------------;---------------------------- 100%  (4-5)total num content
4.4 Summary
In the first half of this chapter we have presented the analysis of the S-UMTS gateway functionalities 
with respect to improving the reliability of the MBM delivered content on the S-UMTS radio access 
network (RAN). This subsection has introduced the standard MBM data flow proceduie tlnough the 
S-UMTS protocol stack and also the associated parameters when flowing through different protocol 
layers. Then the relationship between these parameters and the reliability of the content over the 
satellite RAN were shown. It was also shown that the individual session performances greatly depend 
on their session multiplexing scenario due to the physical layer rate matching function. 
Characteristics of Power aware mapping and bin packing were presented.
The latter part of the chapter was devoted to introduce the proposed PLFEC at the Satellite gateway 
(i.e. S-GW) in two stages. The first stage introduced the required modification to the existing S- 
UMTS RLC layer whilst the second stage presented the PLFEC procedure itself. The proposed 
PLFEC module creates copies o f the original RLC payload units whilst forwarding the received 
original RLC PUs towards the RLC ti'ansmission buffer and this procedure is performed until the 
PLFEC module receives the required number of original RLC PUs. Then the FEC encoder generates 
the redundant packets by performing across the RLC payload units and generates redundant RLC 
payload units for transmission along with the original RLC PUs. At the receiving side, received RLC 
PUs are buffered and FEC decoding this process.
Finally, this chapter introduced the performance analysis meti'ics to be used in analysis of the PLFEC 
perfonnance.
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Chapter 5
5 Novel Dynamic Rate Matching and power 
allocation procedures
As a result of extensive research work towards the UMTS (Universal Mobile Telecommunications 
System) standardization, an efficient physical layer has been defined which is capable of transporting 
multimedia services. As envisaged by 3GPP (and also in SATIN, MoDiS and MAESTRO projects), 
when transporting these seiwices the transport channel multiplexing option will be utilised because it 
will reduce the number of required channelisation codes. Furthermore these services tend to have 
highly variable bit rates therefore multiplexing these services will enable the Radio Resoui'ce 
Controller (RRC) to utilise tlie available physical radio resource more efficiently than by using 
separate physical channels for each session. The transport channel parameters, i.e. bearer settings, are 
chosen during the initialising process so as to obtain different levels of QoS in order to satisfy 
respective multimedia session requirements. As described in previous chapters, these objectives are 
mainly achieved via upper physical sub layer functions, namely the coder, the interleaver and the 
Rate Matching with the lower physical sub layer being mainly responsible for providing the 
transmission (i.e. modulation, spreading/scrambling and RF ) via the WCDMA air interface. Initially 
these functions were not developed to facilitate high data rate point to multipoint communications, 
hence, some of the functions merit further research. However, as a result of extensive research work 
on the lower physical sub layer functions, near optimum performance has been achieved thus leaving 
little room for improvement. Hence, in this research we do not investigate these functions further. 
Likewise, the upper layer coder, (Turbo Coder (TC)), performance is near optimum. Of the 
remaining functional entities, which are responsible for handling QoS for different sessions, at the 
physical layer, the first interleaver function; which is responsible for improving the TC perfonnance 
by randomising the burst bit eiTors has also been optimized and it has been concluded that higher TTI 
values out perform lower TTI values. However, according to results presented in MoDiS deliverable 
10 [20] the perfonnance gain beyond TTI 80ms, (e.g. TTI 320ms) in the S-UMTS environment is
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negligible. This reseai'ch continued the above findings by investigating the impact at packet level for 
different TTI values. It was shown in two publications, [LOP- 3] and [LOP- 1], that the impact can 
reduce by intioducing packet level FEC.
The remaining research interest in the physical layer functions was Rate Matching and only a limited 
investigation on this has been made, ([102], [103], [104], and [115]). However none of these papers 
focus on optimising the downlink (link from base station to UE) RM for MBMS services via T- 
UMTS or S-UMTS. We thus aim to fill this gap by investigating the possibility of improving the 
existing downlink RM function and present several modification required to improve the RM 
perfonnance.
Besides the physical layer functions, the higher layer power allocation procedure also directly 
influences the achievable QoS for different sessions. Tlie main objective of this procedure is to select 
the required transmission power for all physical channels according to coiresponding QoS 
requirements. However, similar to the RM, there are few publications [106] in this area for S-UMTS 
and thus optimisation is necessaiy. Most previous works have assumed these to be separate 
procedures working in isolation; however we propose herein a novel power allocation scheme which 
works in coordination with the RM to further optimise the scarce radio resources.
This chapter is organised as follows; the first section provides an introduction to the exiting RM 
function followed by a sub-section elaborating the shortcoming of the RM downlink procedure. The 
second part of this chapter presents the proposed novel RM mechanism which is specifically 
designed to optimise the downlink MBMC data transmission via the S-UMTS interface. This section 
also highlights the required modification to the exiting S-UMTS specifications. The penultimate 
section of the chapter focuses on the power allocation procedure for MBMS seiwices in the S-UMTS 
network and presents the proposed novel power allocation scheme. The final section presents system 
level simulation results to elaborate the advantage of the proposed novel RM method.
5.1 Rate Matching
In WCDMA systems, infoimation bit rate’ that is transmitted via the air interface is dependent on 
several factors such as Slot Fomiat, Spreading Factor (SF), modulation technique and also the 
physical channel type (i.e. dedicated or common channel). However, only the SF and slot format are 
decisive factors when selecting the allowable information rate for MBMS services via S-UMTS, 
because modulation is set as QPSK and common physical channels are used (SCCPCH) to deliver 
MBMS services. The slot format indicates the composition of the radio frame; for example it
’ Bit rate from the MAC layer to tlie physical layer in kbps.
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indicates the data bits, number of pilot bits and whether TFCI bits have been used or not. 
Furthemiore, different SF factors are assigned for different slot formats and each corresponds to the 
specific channel bit rate^. For the SCCPCH, SF can be expressed as 256/2^ (k = 0.. .6) and the range 
is from 4 to 256. For a given SF, channel data rate (kbps) is given by [46];
channel data rate = ^ ^ x 10 (^-1)
Wliere 20 corresponds to the minimum number of bits in a given time slot within a frame and 15 
coiTesponds to the number of slots within one frame. Furtheimore, 10 represents the length of the 
fr ame in ms. For example, when A: = 5, SF is 8 and corresponds to a channel data rate of 960kbps. 
However, actual channel data rate will be slightly less than this if  TFCI and pilot bits are present. 
According to the service model adopted in the EU SATIN project, slot format 14 (corresponds to SF 
8) has been used, and this corresponds to 948kbps (i.e. each slot can accommodate 632 bits, or 9480 
bits per frame) and herein we also select slot foimat 14 for comparison purposes.
In general, according to the slot foimat and the SF CCTrCHs the data rate will be fixed, therefore the 
data rate received by the physical layer segmentation function {see Figure 5-7) has to be controlled 
by either discarding bits or repeating some bits as required. In the UMTS physical layer, this is 
handled by the Rate Matching function. Therefore, the main responsibility of the RM function is to 
match the encoded data rate received by the RM module to the allowed data rate for the CCTrCH 
(i.e. data rate at the physical segmentation function). RM will match the data by either performing 
punctiu ing or repeating bits.
In the S-UMTS FDD mode, downlink transmission and uplink transmission differ from each other in 
the modulation technique used and applicability of DTX transmission [48], only in the downlink. The 
main objective of using DTX is to exactly match the allowed data rate of the CCTrCH by adding 
dummy bits. During transmission these bits will not actually be transmitted, instead transmission 
from that particular physical channel will be timied off (this reduces the interference during the 
period). In the uplink direction DTX is not allowed, because continuous ti'ansmission will enable 
efficient and linear amplifier operation and will also save the battery life.
The RM module works in conjunction with the Discontinuous Transmission (DTX) bit insertion 
function^, as the RM function is perfoi'med for each TrCH before multiplexing and this function may 
not be able to exactly match data rate to the CCTrCH. Hence the DTX function is used to fill the
 ^ Channel bit rate is tlie data rate just before the physical layer modulation procedure and consists of rate 
matched TC coded bits. Same data rate applies to CCTrChs.
 ^ Flexible position is adapted in this research in line witli tlie SATIN project, hence, F' DTX ftmction will not 
be performed in S-UMTS physical layer.
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gaps, so as to match the required data rate. Other than matching the data rates. Rate Matching is also 
responsible for differentiating the quality of ti'ansmission (i.e. QoS) of multiplexed services. For 
example, if  two different QoS (different Ey/No requirements) seiwices are multiplexed together, RM 
will try to balance the different requirements by perfoiming different puncturing/ repeating levels for 
these services, i.e. one service will have higher puncturing/ repeating whilst the other will have lower 
punctuiing/ repeating.
In summaiy, although in the uplink and downlink, the rate matching function is performed these two 
teclmiques have several key differences;
• In the uplink direction, encoded bit rate variations'’ (i.e. different TFCs) are dealt with by 
vaiying the physical channel SF and maybe the number of PhCHs on a frame (10ms) by frame 
basis, depending on the TFC. The uplink PhCH rate tends to be reduced for lower rate TFCs, 
as the consequent amount of repetition and puncturing applied for a given TrCH will depend 
on the TFC. However, the required QoS may remain unchanged for different TrCH’s by 
varying the transmitted power in line with the relative amount of puncturing or repetition 
performed fiom one TFC to another.
• hi the downlink direction, SF and the number of PhCHs is constant and variations in the TFC 
are dealt with by using DTX. This in turn will reduce the effective physical layer rate, and is 
used to approximately maintain the same punctuiing or repetition rate for all TFs in a given 
downlink TrCH.
• In the uplink direction there are no fixed TrCH positions. In contiast, fixed TrCH positions are 
required to simplify blind TF detection (BTFD) at the UE. However, BTF is not used for 
MBMS services.
• Finally, in the uplink direction, rate matching is performed once per frame across all TrCHs, 
after TrCH interleaving and radio frame segmentation. In contrast in the downlink direction, 
rate matching is perfonned once per TTI prior to TrCH interleaving.
Hence, uplink rate matching is classified as Dynamic Rate Matching (DRM) and downlink rate 
matching is classified as Static Rate Matching (SRM). The next sub section elaborates the specified 
SRM scheme and highlights the shortcoming of tliis scheme when facilitating MBMS content flow 
via S-UMTS networks. However uplink DRM is not explained^ herein but can be found in [47]
Amount of data transferred from MAC layer to physical layer is mainly depend on tlie selected TFC, hence 
TFC variations will corresponds to different data rates.
 ^ Uplink direction DRM has the flexibility of changing the SF, however in the downlink direction this is not 
feasible. Hence the DRM teclmique cannot be remodelled to fit the downlink direction.
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5.1.1 Static Rate Matching (SRM) procedure
In the S-UMTS FDD mode downlink, during MBMS session transmission the physical layer SF will 
not be changed®, hence, iirespective of the instantaneous data rate of the multiplex channels the RM 
module will have to match the supported physical layer data rate. Therefore;
“Main objective o f the downlink rate matchmg is to minimise the number o f  
disconti?iuous transmission (DTX) bits required fo r the maximum data rate 
supported by the transport format combination set for a given physical channel "
To this end, the RM module performs the rate matching in two stages, where the first stage is referred 
to as ‘RM parameter calculation’ and is responsible for calculating the number of bits for each 
multiplexed channel which needs to be punctured or repeated during the TTI period. Whereas in the 
second stage, namely RM pattern generation, the parameters obtained from the first stage will be 
used to perform either puncturing or repeating for tiansport channel bits as evenly as possible. We 
have concentrated on RM parameter calculation and not the pattern generation, hence, pattern 
generation was carried out according to the specifications.
5.1.1.1 Rate Matching parameter calculations
The main objective of this part of the procedure is to calculate the number of bits to be punctured or 
repeated during the TTI period whose value is denoted as AN™  where i represent the transport 
channel number in the C  tiansport fonnat.
First the RM module calculates an intermediate value N^ j , which corresponds to the number of bits 
per radio frame, for the TrCH with transport format combination J, via the following formula,
(5-2)
Where, (= Nj in Figure 5-7) represents the total number of encoded bits (including tail bits)
in a given TTI period for the C  TrCH with Transport format TF^ j^  ^ and for the tiansport format 
combination J, and F} is the number of radio frames in a TTI period.
Then the RM has to decide what percentage is applied for each TrCH with respect to other 
multiplexed TrCHs. This percentage is defined as the RM ratio (denoted as RFi) and this will 
differentiate the quality of transmission of the multiplexed services. This differentiation is done by 
using a special parameter called the Rate Matching Attribute; this can take values from 1 to 256, and
® SCCPCH spreading Factor can be changed only by tlie RRC re-negotiation process. Due to the p-t-mp iiatuie 
in S-UMTS networks changing the SF dining the sessions is not envisaged [21].
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is assigned by higher layers according to service requirements. Furthermore, this value is semi-static, 
which means that higher layer signalling is required to change it. But as explained previously 
changing semi-static parameters during sessions is not envisaged. Hence, this value is fixed during 
MBMS services over S-UMTS networks. The Rate Matching ratio is defined by the following 
equation;
Rate M atching Ratio (R F ^  = N Dala x R M .
j7TFCS'L{RM,xN,j)
/=!
After defining the RFi ratio and A/, j th e  RM module calculates AN™  in two phases, in the first
phase a tentative value of /SN™ is calculated and in the second phase it is updated. The first phase
ensures that the number of DTX indication bits inserted is minimum, when the bit rate is maximum. 
However it does not ensure that the CCTrCH bit rate is exactly equal to the allowed data rate and this
is ensured in the second phase. At the end of second phase the AN™  value is the definitive value.
The tentative value is calculated by using the following equation.
RF..XN TTIij - k ;TTI (5-4)
In the second phase the resulting total rate match bits (all the multiplexed TrCHs) are then compared 
with the total allowed data bits in order to check whether the required number of bits, D, is greater 
than the allowed data ( N^^,^ ) and if greater, then an iterative procedure will be followed to reduce D
tTTI
1= 1
If D  > N^^f^ another intermediate value A N  is calculated using following equation;
A N  = R x  AN,UJ
(5-5)
(5-6)
Where AW^  j  is given by,
=  0;
7
' .7
X
V«i=i
data
«1=1
fo r  all i = l . . . I (5-7)
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ANf j = Zf j — ~  all i — \ . , J  (5-8)
If A N  is less than , then it will be replaced by A N  and this perfonned for all TrCHs. When
all the verification has been completed for all TFCs, if  AAT^^y^ = 0 then the input data to the RM
and the output data from the RM will be the same, hence the rate matching pattern generation 
algorithm will not be perfonned. If this value is gieater than zero the RM will have to perform
punctuiing and if it is greater than zero, then bit repetition will be carried out. The àN jJ^  value is
passed onto the pattern generator proceduie to generate the puncturing or repeating procedure, and 
this procedure is not elaborated herein but can be found in [46].
At the receiving side, the RM will perfoim exactly the reverse procedure and will then identify the 
repeated and punctured bits. For both sides to have exactly the same values, the RM procedure avoids 
floating point calculation and uses integer calculation which can easily be replicated at the receiving 
RM module. Repeated bits will be discarded and punctured bits will be identified as error bits.
5.1.2 Shortcomings of SRM when delivering MBM content via the S-UMTS 
network
The current SRM teclmique was developed for Terrestrial UMTS and envisaged satellite UMTS 
networks have several fundamental differences with regards to certain operational procedures. For 
example, in the T-UMTS network, transmit power is allocated on a time slot basis within a radio 
frame and a fast power confrol mechanism is used to fine tune the transmit power (i.e. achieve the 
required QoS at the receiver whilst reducing the interference). In contrast in S-UMTS networks 
power will be allocated for every TTI [98] and there is no power control mechanism due to the 
unavailability of a return link. The main di aw back of the SRM technique in S-UMTS stems from the 
infeasibility of the fast power control as will be discussed further in the next sub section.
As explained previously, in the downlink direction the RM ratio is calculated so as to minimise the 
number of DTX indication bits inserted for maximum data rate as allowed by TFC. To this end the 
RM module will use the calculated RF, value when perfoiming rate matching inespective of the 
multiplexed TrCHs instantaneous data rates. For example if  the instantaneous data rates are less than 
their respective maximum values the TrCHs bits will still be punctuied or repeated according to the 
calculated RFi value and the difference with respect to the maximum data will be filled with DTX 
indication bits. This is shown in Figuie 5-1. For simplicity, herein this problem is identified as the 
RM maximum TFC problem in the following sections.
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Figure 5-1: Example of downlink rate matching procedure
Figure 5-2 shows the impact of the maximum TFC with regards to the number of DTX indication bits 
inserted for lower TFC values. For example, if the allowed maximum data rate is 384kbps (standard 
scenario), when the instantaneous data rate is around 300kbps; 20% of the radio frame bits will be 
DTX indication bits and as stated before these bits are not transmitted but instead are used to turn off 
the signal.
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Figure 5-2: influence of the maximum data rate for the downlink rate matching function
In T-UMTS, during the DTX bit transmission period unused base station power can be utilised for 
another session due to fast power control and slot based power allocation. By contrast the S-UMTS 
transmission will be unable to take the advantage of these power-off periods due to the TTI level 
power allocation procedure. Multimedia services tend to have highly variable bit rates, and this 
results in the S-UMTS network having very frequent unutilised power-off periods due to DTX 
indication bits.
The other problem associated with the maximum TFC selection for RF, calculation is that, in some 
instances there is not even enough capacity to accommodate all the encoded bits. The RM punctures 
some of these bits according to the RF, settings and the remaining space will be filled with DTX bits.
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The main draw backs of this situation are not only power-off periods but also the un-necessary 
punctuiing which adversely affects the Turbo coding performance.
5.2 Novel Dynamic Rate Matching
To overcome the maximum TFC problem in downlink rate matching, we have proposed a new rate 
matching procedure called dynamic rate matching (DRM). The proposed DRM also uses the same set 
of equations as SRM, but with two major modifications with regards to the RFj value calculation 
procedure and the RFi calculation period. The objective of the proposed DRM is,
"Main objective o f  the downlink dynamic rate matching (DRM) is to minimise the 
number o f  discontinuous transmission (DTX) bits required fo r  the chosen TFC(j) 
at a given transmission titne interval (TTI) according to the available physical 
layer resources ”
The downlink SRM module only calculates RFi once (assuming semi-static values are unchanged 
dui'ing transmission) and this value will be used during the entire MBMS session transmission 
period. Then according to the selected TFC (can be smaller than maximum one), iiTespective of 
whether these channels have different TTI values the RM module will perform the same procedure 
and will calculate the puncturing and repetition bits.
5.2.1 Novel Dynamic Rate Matching procedure
The proposed DRM operates in three phases, where the first phase identifies the DRM interval, and 
the second phase calculates the RM ratio values for the corresponding DRM interval and the final
phase determines the amount of puncturing and repetition required for all the TrCHs during DRM
interval.
5.2.1.1 The DRM first phase procedure 
CASE I: TrCHs have different TTI values
• First step of the DRM procedure is to reorder all the TFCs (within the TFCS) according to the 
TrCHs TTI in descending order.
• Then the T FC s are reordered according to the TBS size in descending order, while retaining 
the TTI ordering performed by the previous step. In other words, the highest TTI value 
assigned TrCH TBS sizes are first provided in descending order, and when the TBS size of this 
TrCH is zero the next highest TTI value TBS sizes are ordered in descending order as shown 
in Figure 5-3. This reordering will be canied out for all the TrCHs multiplexed to one 
CCTrCH.
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CASE II: All the TrCHs have the same TTI.
• All the TFCs will be reordered according to their corresponding total data rate (i.e. based on 
TFC size).
After reordering is completed the DRM procedure moves on to the second phase where the RM ratio 
is calculated.
5.2.1.2 Second phase of DRM procedure,
CASE I: Procedure:
• In this phase the RM module calculates the rate matching ratios {RF) for all the sub sets of 
TFCs from the full TFC set. RFi^ is calculated by using the following equations;
=
N Dam X R M  I fo r  all TFC subsets (1 ... z ,) (5-9)j  6  7 F C (z ) £ ( / ÎM ,x A f , .)
1=1
After calculating the RFi^  ^values for all TFC subsets, these values will be stored in the RM module 
against each TFC set. For example, TFC #1 will have RFn and TFC #h will have R F^ {see Figure 
5-3).
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Figure 5-3: Example procedure for proposed DRM method CASE 1
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CASE II ; Procedure
• In contrast to CASE I, in this case the RFi^ value is calculated for all the different TFC sizes. 
For this calculation TFC does not have to be maximum but instead, for every TFC value, the 
parameters are calculated using the following equation,
--------------- x /fM , fo ra llT F C  z = l . . . z (5-10)j eTFC(z)^{RM,xN, j )
1=1
The number of RFi^ values will be equal to the number of TFCs allowed for a given physical channel 
during the MBMS transmission. Figure 5-4 shows an example procedure for the case II scenario.
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Figure 5-4: Example procedure for proposed DRM method CASE II
5.2.1.3 Final phase of the DRM procedure
This phase is the same for both CASE I and II. First, a tentative AM//^ value is determined according 
to the selected TFC, the RM module will check which subset this chosen TFC belongs to and based 
on this information the RM ratio value RFi^ is obtained from the stored data. Then the value
is calculated for each TrCH by using the following equation.
r f „ .x n ;.!
F,
tTTI
m
- K (5-11)
After establishing the AA., for all the TrCHs, the downlink DRM procedure is the same as for SRM, 
i.e. the RM module performs tentative value correction and then rate matching patterns are generated.
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At the receiving side the RM module performs exactly the same procedure in reverse; that is to say it 
will first calculate RFi^ values and then according to instantaneous TFC RM values are calculated.
5.2.2 Modification required for S-UMTS specification
Current satellite UMTS multiplexing and channel coding specifications [47], only address Static Rate 
Matching (SRM) procedures and in order to facilitate the proposed dynamic Rate Matching the 
following modifications are necessaiy;
• Introduction of the new concept of RM interval,
RM is performed every TTI, however the RF^z value will remain constant during the RM 
intervals and this value will be updated only after the cunent RM interval.
• Introduction of TFC subset selection procedure.
For CASE II, for each subset there will be a single TFC, but for CASE I the subset can have 
several TFC values.
• Introduction of a new calculation procedure.
The RM ratio needs to be calculated for all possible TFC subsets as presented in the previous 
sub section.
These modifications need to be applied to both the sending side (S-UMTS gateway) and the 
receiving side (UE).
5.2.3 DRM advantages and disadvantages
The DRM advantages can be expressed in two ways; where one is related to the number of DTX 
indication bits and the other is related to the required tiansmit power.
Unlike the SRM method, DRM will • not perfoim the rate matching calculation based on the 
maximum allowed TFC, instead it will choose the maximum from a TFC subset. Therefore, there is 
high probability that DRM will reduce the number of required DTX bits compared to the SRM 
method. In the DRM case II the RM parameters are calculated according to the instantaneous data 
rate, hence the number of DTX indication bits required to be inserted will be minimised. But in case 
I, the number of DTX bits needed to be inserted will not necessarily be minimum however it will not 
be higher than for the SRM proceduie. Typical MBMS seiwices tend to have variable bit rates, hence 
DRM has the advantage of making use of this variable bit rate compared to the SRM procedure.
‘^ respective o f the scenario DRM will always reduce the number DTX bits 
inserted in eveiy radio frame compared to SRM procedure ”
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"DRM CASE II  will produce the best performance compared to SRM and DRM  
CASE I, as the RM ratio is determined fo r  eveiy TTI”
The other main advantage o f DRM is that, by reducing the number of DTX bits, DRM allows for 
more bit repetition compared to SRM. This follows as in SRM, if  the instantaneous data rate is less 
than the maximum data rate, the RM module will still apply the same percentage of either puncturing 
or repetition according to the maximum data rate. Therefore SRM does not have the capability of 
utilising the unused data capacity (due to the lower received data rate) for data repetion, in contrast 
DRM will allow the RM module to repeat the data bits to fill the remaining capacity. By repeating 
data bits the bit eiTor rate performance’ is improved, however some researchers, [101], have 
suggested that the improvements are insignificant, but none have explored the repetition gains due to 
soft combing. However, it is reasonable to assume that bit level repetition with soft combing may 
improve the overall bit level eiTor performance, therefore DRM has some advantage over SRM.
"By perfoiming DRM instead SRM, there is a possibility to improve the bit error 
rate performance due to higher bit repetition ”
Another advantage of DRM is that it enables the reduction of the required ti'ansmit power for lower 
TFC values compared to the SRM procedure. Figure 5-5 shows the power requirement comparison 
for SRM and DRM. In SRM, even if the instantaneous data rate is less than the maximum value, the 
required transmitting power is still similar to the power conesponding to the maximum data rate and 
during the DTX period will be turned off. Further details relating to power allocation are given in the 
following sub section.
"For data rates lower than the maximum rate, the proposed Dynamic Rate 
Matching will enable reduction o f  the transmit power compared to static Rate 
Matching”
The main implication of introducing DRM is that it will require more processing power and memory 
storage compared to SRM. However, memoiy is not a significant issue hence there is no significant 
obstacle to introduce DRM into the S-UMTS specifications, except that there is a requirement to 
change the specification itself.
’ Soft combing teclmique can be deployed to improve the bit enor rate.
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Figure 5-5: Power requirement comparison for DRM and SRM procedures
5.3 S-UMTS power calculation and allocation
The S-UMTS downlink transmits power allocation/ control procedure is different from its T-UMTS 
counterpart. This is mainly due to the inability to get real-time feedback from users, therefore the 
scheduler has no information regarding the reception quality for individual link^. As a consequence 
the S-UMTS network needs to allocate power either by using previously collected data related to the 
channel or by using statistical data. The S-UMTS power allocation procedure is mainly handled by 
the radio resource management (RRM) functional module in association with the MAC layer packet 
scheduling entity.
The MAC layer packet scheduling is performed for every transmission time interval (TTI), because it 
is the smallest time unit in which the MAC layer can transfer data to the physical layer. Hence, in S- 
UMTS, power allocation can be performed every TTI and during this period allocated power for a 
specific channel (i.e. CCTrCH) will remain fixed. However, power allocation can also be applied at 
the radio frame slot interval (i.e. 0.666ms) and this allocation is performed after the TrCH 
multiplexing and 2"‘* interleaving (interleaving within CCTrCH). Due to the interleaving, the power 
allocation function will not be able to determine, in a simple way, which session (i.e. TrCH) bits 
comprise a given radio frame slot {see Figure 4-3 and 4-2 for more graphical illustration of this), and 
this will complicate the power allocation procedure because it will not be able to choose the 
appropriate transmit power. However, by performing slot level power allocation it will enable DTX 
indication bits to be used unlike with TTI level power allocation. We will not explore this possibility,
® The point-to-multipoint nature of services would make availability of this information more costly -due to 
resource consumption at the return link- and would require non-standard processing if some of “channel-state 
dependent scheduling” were to be implemented.
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mainly due to its complexity, therefore the power allocation considered herein is via the MAC 
scheduling period (i.e. TTI).
5.3.1 Downlink transmit power calculation
The downlink power requirement for a given service (identified by j) is determined according to the 
minimum average (E j^ IN q). requirement which is denoted by Pj for  this service. The BLER
performance of S-UMTS FDD mode depends on several factors, such as the mean bit energy of the 
useful signal, thermal noise, and interference. Interference can be classified into two main classes in 
CDMA systems, intra-cell, and inter-cell. In a multipath propagation environment, orthogonality 
amongst spreading codes deviates fiom ideal, due to the presence of delay spread of the received 
signal, therefore, the user terminal sees signals intended for other users within the same cell and these 
act as interference to the wanted signal. This phenomena is called intra-cell interference. Likewise, 
inter-cell interference occuis when the user terminal receives other neighbouring cell signals and 
these also act as interference to the wanted signal. By assuming that the traffic distribution is uniform 
and propagation conditions remaining unchanged over the spot-beam coverage, the link quality for S- 
UMTS FDD downlink mode can be expressed via the noimal CDMA equation [106] as follows;
( w ] Pi
U oj J ^  ^onu Polh )J = Pj (5-12)
Wliere,
Pj
I .
I.Olll
— j TrCH instantaneous data rate 
= received power by a user for j'*’ service 
= thermal noise 
= own beam interference 
= other beam interference 
= path loss from the satellite to the user 
= chip rate
Furthermore, can be expressed by using the orthogonality factor a  ( a  = 1, coiTesponds to the
fully orthogonal case of a single propagation path) and the total transmit power, denoted as P, of the 
spot-beam is;
(5-13)
L..
W
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During these initial calculations and for simplicity, the session multiplexing is not considered and we 
assume that each session is mapped, one-to-one, to TrCH and SCCPCH. Furthermore, link quality is 
analysed for the user with the worst channel condition and which increases as users move closer to 
the adjacent spot-beam, as shown in Figure 5-6. User path loss at the edge of the cell is denoted as L 
and by rearranging Equation (5-12) the required transmit power for a specific service for all users 
within a spot-beam coverage area can be expressed as;
P , L ] (5-14)
Operator 1
Spot beam 1Spot beam 2
Figure 5-6: Example of S-UMTS transmission for two adjacent spot beams
Furthermore, other cell interference can be considered negligible as the adjacent spot beams use 
different base-band frequencies [21] (i.e. frequency reuse factor is equal to zero). By summing all 
transmit powers for all sessions, the required total transmit power can be determined from the 
following equation (because one-to-one mapping session id j  equals SCCPCH id /),
p  = 1=1 W
> - z
1=1 W
( l - a )
(5-15)
When the S-UMTS network is utilised only for MBMS services and also due to the envisaged TrCH 
multiplexing the number of deployable physical channels is restricted to 8, for a spreading factor of 
8. However, one SCCPCH physical channel needs to be deployed for paging and control purposes, 
this is called the master SCCPCH, therefore only 7 SCCPCH channels can be used for MBMS 
transmissions. As a result, orthogonality between channels can be assumed to be perfect, therefore 
a  can be assumed to be 1. However, due to the multipath propagation, especially in urban areas, 
this assumption will not be valid, but for initial analysis we have made this assumption. By applying 
this assumption Equation (5-15) can be rearranged as.
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(5-16)
1=1
The required transmit power (Equation (5-14)) for a given service can also be simplified according to 
following equation,
_  P ^ x L x p . x R .  
W (5-17)
According to the simplified S-UMTS FDD mode downlink power Equation (5-16), the total transmit 
power is directly proportional to {E/^/Nq). and the session data rate i?,.
5.3.1.1 Impact of MBMS session multiplex on power calculations
The previously obtained power related equations were based on the assumption that different 
sessions are mapped, one-to-one, to TrCH and then to SCCPCH, now this section explores the 
impact of session multiplexing on power related calculations. Figure 5-7 shows the data rate variation 
and the energy flow through the different S-UMTS physical layer functions. It can be seen from 
Figure 5.7, that even though separate TrCH have different bit energy requirements (i.e. BLER), after 
combining all the TrCHs, the required energy per bit will be the same for all TrCHs. Therefore, the 
combined channel energy per bit requirement should satisfy the TrCH with the worst energy 
requirement.
T rC H il
C CTrCH
777
TrCH #1
K.'f (R„)„
sprcKling
M atching
M atching
Energy (E/N.),
Figure 5-7: S-UMTS FDD mode downlink multiplexing with reference to energy flow 
Equation (5-18) provides the relationship between different energy per bit requirements,
- ^ 1  + CRC)CR + rai7))= I - ^ 1  n ((( / . + CRC)CR + Tail)RFj )
V ^ 0  ) j  I  ^ 0  J i
/
U o . J \ (5-18)
Where,
CR = code rate ( 1/3 for Turbo coding)
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Ij ~  Transport block length
N  = Number of TBs in a given TBS
Tail = number of tail bits for each TC coded block
RFi = RM module output to input ratio (RM ratio)
Now considering that the composite channel energy per bit is based on the worst energy per bit 
requirement, the next step is to detennine which TrCH requires the worst energy per bit amongst the 
multiplex channels. To detennine this, we start by assuming that the required energy per chip for a 
given physical channel as ( ) and then work backwards via the physical layer chain to derive
the energy per information bit. Herein the notations which will be used in the following sections [43],
E J L
E J N ,
the ratio of the average ti ansmit energy per PN (Pseudo-Noise)chip for different 
physical channels to the total tiansmit power specti al density (lor)
Signal energy per bit divided by noise spectral density (required to meet a 
Eb!FQ = predefine QoS, e.g. for a target BER. This noise includes both thermal noise and
interference
the ratio of the average transmit energy per CCTrCH bit divided by noise 
spectral density
the ratio of the average transmit energy per coded bit divided by noise spectral 
density
The power spectral density of a band limited white noise source as measui ed at 
the UE antenna connector (thermal noise + interference) 
the received power specti al density of the foiwai'd link as measured at the UE 
I  or antenna connector.
Theii^ / can be converted to / jV^by using the following equation.
X
V ^ o r  J 1 (5-19)
ylor J
The spreading factor for the physical channels is chosen as 8 and the modulation technique is QPSK, 
hence (W/R^)  is 4. Fuifher simplification is made, following the scheme used in SATIN and
MoDiS, by assuming that the total received power spectial density on the foiward link (wanted 
signal) is equal to the total power spectial density (i.e. noise + total interference). After these 
simplifications, E^  / can be expressed as.
— = 4 xU o J , or J (5-20)
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Finally, / NgCan be written using Equation (5-18) with the assumption that CRC and tail bit 
lengths are insignificant compared to the TB length,
= C R x
J  ^ ^0  >
= CR X RFj X^  ^  J7 ^= 4 X Ci? X RF. X
V^oy,- (5-21)
As previously explained, when sessions are multiplexed together the resulting / C,. will be the same
for all the sessions and also the code rate will be the same for all the data channels. Hence the 
required / N^will be a function of the Rate Matching ratio
= RFj X 4  (5-22)
Where A  = 4 x  CR x
V Kr Ji
will be fixed for given channel multiplexing scenario.
The multiplexing scenario has to be known to deteimine theg^ / perfomrance, however, there are
many combinations possible (i.e. different TBS combinations) and we must choose scenarios to 
progress fmther. To this end, when static rate matching is deployed as in the cuixent standard the RFj 
parameter will be fixed during the entire sessions inespective of the instantaneous data rate of 
different sessions, and this results is a reduced number of possible data rate combinations (i.e. 
iiTespective of the instantaneous TFC, RM will perforai based on maximum TFC set). However, 
even though RFi is fixed in the SRM method, the TB size can vary between different TFs and this 
will result in E^ , / performance vaiying according to the TB size^. As discussed in the previous
chapters, S-UMTS networks use larger TTI values due to their bit burst randomising capability, and 
according to the cuixent specification the maximmn TTI value is 80ms.
Figui’e 5-8 shows the relationship between data rates fiom MAC to the physical layer and the 
resulting code block size after the physical layer code segmentation/ concatenation functional block. 
It is evident fiom this figuie that for higher TTI values (i.e. TTI 80ms) the code block size tends to be 
larger than 4000 bits. SATIN results, which are presented in [21], demonstrated tliat when the code 
block size is larger than 4000 bits, the / TV^perlbnnance gain due to code block length is 
negligible.
'For data rates above 50kbps with higher transmission time inteiwal values (i.e.
80ms), Ef/Nopeiformance will depend mainly on the rate matching ratio value”
® Turbo Coding performance will vary according to tlie input code block length; for example small block 
lengths tend to have more errors tlran higher length blocks, and block length aroimd 5000 are shown to be 
optimum with regards to performance as was also shown in the SATIN [21].
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Data rate from MAC layer to Phy layer (kbps)
Figure 5-8: Code Block length for different data rates and different TTI values
By previous simplifications, it is evident that performance for a given channel condition will
depend mainly on the rate matching ratio. Furthermore, for a given rate matching ratio the
performance will be the same'° whether the channel is multiplexed or not (when puncturing is 
performed by the RM module).
“For a given session the E^  / performance will be directly related to the rate 
matching ratio irrespective o f  whether the session was multiplexed or not ”
Therefore, it is not necessary to run hundreds of different scenarios (i.e. different TFC settings) to 
obtain multiplexed session performance. Thus / A^  ^performance curves can be generated using
one-to-one channel mapping, by applying the required rate matching ratio, so that different RF, 
values will have separate E^  / curves for different channel conditions. Furthermore the same
E J N q performance curves can be used for the proposed dynamic rate matching, and the main
difference with the SRM method will be that when allocating power, DRM will use several 
performance curves corresponding to different rate matching ratios, whereas SRM will use a limited 
number of curves due to the fixed RF, value.
Having analysed the impact of the session multiplexing in terms of E^  / A^g performance the required
transmit power for a multiplexed session can be determined by modifying the one-to-one mapping 
transmit power requirement from (5-17) as.
If the RM module performs repetition, then there can be performance gain due to repetition, otherwise if  the 
puncturing is performed for the same RM ratio, / A^  ^performance will not change.
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p ,
4xCRx RF: (5-23)
Furthennore, total transmit power required at the transmitter is given fiom Equation (5-16) as;
Both of the above equations are based on simplifications applicable for unidirectional S-UMTS 
networks, and the following two equations provide the generalised S-UMTS FDD mode downlink 
power estimations;
P! = Pj4 x C # x  RFj j [ ( l - a +  A)P+ />„!]
Where, X represents the other cell to own cell interference ratio.
A
(5-25)
P  = L4xca;i
l -4 x C fi I/=i RF:IJ
(5-26)
5.3.2 Downlink Power Allocation (DPA)
Having analysed the impact of TrCH level session multiplexing for transmit power calculations the 
next step is to explore the standard power allocation procedure. The power allocation procedure is 
responsible for detennining the required power for a given session chosen from the MAC scheduling 
procedure. There will then be a check as to whethei* the required transmit power can be granted 
according to the available total transmit power. Whence the main power allocation criteria is as 
follows.
(5-27)
P < P— thressh
Pfhresh -  {loading fa c to r) X (available total transmit pow er)
The standard power allocation proceduie for the S-UMTS FDD mode is attached to the MAC layer 
scheduling, in other words the MAC scheduler will only schedule data of a specific session if the 
power allocation procedure can grant the required transmit power for that session.
"Power allocation procedure does not influence the scheduling sequence; thus it 
will only be a scheduling criteria that dictate the scheduling o f  MAC data into the 
physical layer. ”
For SRM and DRM, power calculation procedures are different, therefore power allocation for the 
two methods are presented in the following separate sections and used to compare their perfonnance.
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5.3.2.1 Power allocation procedure for SRM
As shown in the previous sub-sections, irrespective of the instantaneous TFC the rate matching ratio 
will remain fixed (i.e. RF will be based on the maximum TFC). Furthennore, as shown previously, 
when the session data rate is higher than 50kbps and for larger TTI values we can adopt a single 
/ A/g vs. BLER curve for a given rate matching ratio and propagation channel. Hence, for every
session there will be a separate perfonnance cuiwe for each propagation scenario. If the RM ratio is 
the same for all of the multiplex sessions, then for a given maximum TFC set, there will be single 
performance curve for each propagation scenario.
After selecting the appropriate TBS for a given session (according to the RLC queue length), the 
MAC scheduler checks whether the required transmit power can be granted for this session. Then the 
power allocation procedure will first select the appropriate / 7/g vs. BLER curve'^ according to the
session BLER rate requirement. A/Lvalues are obtained fiom the curve by using simple
interpolation techniques. This value is then used to calculate the total transmit power required, by 
using Equation (5-24), to satisfy the session requirements. If the total power is less than the allowed 
maximum level then the session will be granted for scheduling but if the power requirement cannot 
be satisfied by the radio network, that session will not be served by the scheduler. The scheduler then 
moves onto the next highest priority session and the same procedure will be followed until power is 
allocated for all physical channels caiTying MBMS traffic (i.e. until all the sessions been seiwed). The 
flow diagram of the SMR power allocation procedure is given in Figure 5-9.
5.4 Novel power allocation procedure for DRM
As previously stated, when sessions are multiplexed into a single CCTrCH, transmit power will 
depend mainly on the rate matching ratio. Therefore, to determine powers the module will have to 
loiow the exact instantaneous TFC. However, until all the multiplexed sessions are scheduled, the 
precise TFC will not be known and the scheduler will only know possible TFC sets. This will make 
the DRM method power allocation procedure more complicated than for SRM. To resolve this we 
have proposed the following DRM power allocation procedure. We present this procedure in three 
steps. The first identifies the input and output o f the power allocation module, and thence we 
inti'oduce functional modules with the power allocation procedure and finally present the flow 
diagiam of the complete proposed procedure. Last section of this chapter we present some of the 
system level simulation results but in Chapter 7 provide detailed simulation results comparing SRM
' ' According to the simulation results shown in Chapter 7 tire worst BLER performance is experienced in ruban 
pedestrian propagation environments hence for pow er calculations we have only considered this environment.
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and DRM power allocation procedures with respect to tiansmit power utilisation and RLC queue 
lengths.
MAC scheduler check whether 
the power can be allocated or not
^  C an n o t 
 ^  allocatellireslr
Can
allocateSatisfied,
Check the RM ratio
Chose EB/NO vs. BLER
Determine Eg/Np value
Calculate required total 
transmit power (P)
calculate transmit powers 
for all allocated sessions
Select the worst power requirement 
for the i"‘ physical channel
Figure 5-9: SRM power allocation procedure flow diagram
5.4.1 Input and output of the Dynamic Power Allocation Module (DPAM)
Two sets of parameters are expected by the DP A module; the first is the set of TBS sizes allowed by 
the MAC scheduler for the power calculation in the required session and the second is the TBS sizes 
of the already allocated sessions fi om the multiplex. For example, if  three sessions are multiplexed 
together and the power calculation has already been perfonned for two of these sessions and the 
MAC has requested DPAM to check whether the remaining one can be scheduled. In this case the 
scheduler will provide the chosen TBS sizes of the first two sessions and for the other session the 
scheduler will provide all possible remaining TBS sizes to chose fiom.
5.4.1.1 Input parameter notations
The following notation will be used in the derivations.
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j = Number o f sessions multiplexed together to form a single CCTrCH, where
1< j < M
CO = number of session already scheduled
Ç = scheduling session id
Possible TBS seizes (ordered ascending order) for session ^  where  ^ ^ ^
TBS^^ t b s  sizes of the allocated sessions, were — ^
TB length of allocated sessions, were 1 — ^
Number of TBs within allocated TBS, were 1 ^  ^
5.4.2 DPAM functional modules
There are thiee functional modules within the DPAM module. The first one is responsible for 
calculating the rate matching ratios and the second to select the Ef, / value and the third module is
responsible for determining the required transmit power. Tlie following subsections provide 
information related to each functional module.
5.4.2.1 Rate Matching ratio calculation
In the DRM case II the RM ratio'^ calculation. Equation (5-10), is used to calculated the new RFij 
values. However the DPAM procedure will not differ if  CASE I rate matching calculation procedure 
is used.
RF„ = - J - -------- ---------- ^ f o r \<J<(a>^ \)
Y ,\R M ,A {lj + CRC)^CR + tailbitsyNj)
Where, to +1 equals to the session i d ^ .  These temporary values will be used to choose BLER 
perfonnance curves.
5.4.2.2 Determining the required Ey/No for a) + l sessions
According to the calculated RFij values this functional module will select the Eb/No vs. BLER curves 
and then according to each session BLER requirement the required Eb/No value will be determined 
(when obtaining these values simple inteipolation tecliniques are used). These values are denoted as 
y. j  where 1 < y ^  (û? + 1).
In this research work, we have envisaged all the MBMS session will use TTI of 80ms when transmitting over 
tlie S-UMTS network and this assumption is inline with MoDiS and SATIN.
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S.4.2.3 Calculation of the required transmit power
According to each session j  and RFij combinations, different tiansmit powers for each session are 
calculated by using Equation (5-23). This procedure calculates co + l transmit powers and these are
denoted as P^  j .
5.4.3 DPAM procedure
The proposed novel power allocation for the DRM procedure is shown in Figure 5-10. The fhst step 
of the DPAM procedur e is to deteimine the new rate matching ratio (RFij) values. Then the DPAM 
determines the y^jvalue obtained for respective BLER requirements of these sessions. After
obtaining the thence requirement, the DPAM checks whether the selected TBS size for the new 
session will satisfy the total transmit power criteria. If this is not satisfied, then the PAM will check 
whether all the possible TBS sizes have been checked for total transmit power criteria, if not for the 
next TBS size (less than the previous one) the above procedure is performed and if  none of the TBS 
sizes satisfy the power criteria then the DRAM module will inform the MAC that the given session 
power requirements cannot be granted. Upon receiving this information, the MAC will assign TBS to 
zero. If the power criteria is met, then the transmit power for each session is calculated separately 
and the highest power requirement assigned as the f '  physical channel transmit power.
yes
Failed Informed MAC Hint 
session Û) power 
requirement cnn be met
C ^ C  k<K
Informed MAC Hint 
session 0) power 
requirement c.miiot be met
Determine /,-jvalue
Calculate RF,
Calculate required total 
transmit power (P)
calculate transmit powers for 
all ÛJ + 1 sessions
Select the worst power requirement 
for the i"‘ physical channel
Figure 5-10: Procedure for power allocation for DRM
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5.5 Power and bandwidth utilisation comparison between SRM and 
DRM methods
Chapter 7 presents extensive the SRM and DRM performance comparison results, however; for 
illustration purposes this section provide a few power utilisation and physical channel utilisation 
results. The system level simulator description and the simulation setup is presented in Appendix D. 
This section presents the performance comparison for the scenario where a single session (360kbps) 
mapped onto a physical channel and the performance evaluation metrics are defined Table 5-1.
Table 5-1: SRM and DRM performance comparison metrics
Performance metrics Description
Power Offset (F„) Required transmit power with reference to 315 kbps power {see Equation (6-8)), same as Power Overhead.
SCCPCH utilisation % The ratio between the instantaneous TFC size to the maximum TFC size for a given physical channel
Figure 5-11 to 5-16 show the power offset and physical channel utilisation curves for three different 
maximum power settings. The power settings are relaxed for lower numbered scenarios (i.e. highest 
number scenarios have the worst remaining power during scheduling instances {see Table 7-9) and 
power restriction procedure is explained in Chapter 7.
—  SRM
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Figure 5-11: Required SCCPCH Po(dB) during each 
scheduling period for SRM and DRM methods, when 
power is set to scenario 5
Figure 5-12: SCCPCH utilisation (%) during each 
schulding period for SRM and DRM mthod,, when 
power is set to scenario 5
All three power offset curves clearly show that, irrespective of the data rate the SRM method will 
require power according to the maximum data rate settings. On the other hand, the DRM have the 
ability to adopt the required power according to the available resources and the data rate.
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Figure 5-13: Required SCCPCH f«(dB) during each 
scheduling period for SRM and DRM methods, when 
power is set to scenario 4
Figure 5-14: SCCPCH utilisation (%) during each 
schulding period for SRM and DRM mthod, when 
power is set to scenario 4
The SCCPCH utilisation curves show that, when the remaining power is limited the SRM does not 
have the ability to utilise the available bandwidth (when there is a power constrain TBS size is set to 
zero), whereas the DRM have the capability to utilise the bandwidth more than the SRM method.
! ■ : I I DRM —  DRM
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Figure 5-15: Required SCCPCH /*o(dB) during each 
scheduling period for SRM and DRM methods, when 
power is set to scenario 3
Figure 5-16: SCCPCH utilisation (%) during each 
schulding period for SRM and DRM mthod, when 
power is set to scenario 3
5.6 Summary
The main objective of this chapter was to highlight the drawbacks of the exiting static rate matching 
(SRM) procedures and then to introduce a novel dynamic rate matching procedure. To this end, we 
introduced the SRM method whilst presenting the existing rate matching (RM) calculation procedure. 
Then the shortcomings of the SRM method have been highlighted whilst presenting a proposed novel
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dynamic rate matching (DRM) procedure. Following this we compared the advantages and 
disadvantages of the proposed DRM over the SRM method.
The later part of this chapter introduced required modifications to determine the down link tiansmit 
power for common physical chamiels, when more than one transport channel mapped onto a single 
physical channel. The downlink transmit power calculation equation was derived by using the 
standard downlink pole equation. The derived equation has shown that the required transmit power 
for a given physical channel will mainly depend on two parameters, as follows;
• Ey! value con esponding to the worst BLER requirement among the active sessions which 
are mapped on to the same physical channel
• Rate Matching Ratio {RFij) corresponding to the worst BLER session
Finally this chapter has presented the proposed power allocation procedure associated with the novel 
DRM method and then presented some of the system level performance comparison simulation 
results. These results clearly showed the DRM method is able to utilise the scarce radio resource 
compared to the SRM method. Further comparison results are presented in chapter 7.
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Chapter 6
6 Novel Adaptive Forward Error Correction at 
S-UMTS gateway
The main objective of the considered S-UMTS interface within the hybrid S/T UMTS network model 
is to provide multimedia services along with typical download services to the end users with the 
required QoS. In general, multimedia services tend to have highly variable tiaffic characteristics 
(Variable Bit Rate, VBR) compared to download seiwices (constant Bit Rate, CBR). Therefore, as 
explained in the previous chapters, it is required that the interface will be able to dynamically handle 
the USRAN resour ces when provisioning combinations of VBR and CBR traffic types (mixed type 
of services). To this end the previous chapter has highlighted the limitations of the cuiTent S-UMTS 
specification and proposed a novel method (DRM) to provide the downlink resource requirement 
according to instantaneous traffic characteristics in contrast to existing resource allocation which is 
based on the worst traffic characteristics. However, this novel method will not provide a significant 
performance gain (see chapter 7) in terms of achievable user satisfaction (i.e. overall reliability of the 
content over the S-UMTS interface). Rather it allows the USRAN to save some of the instantaneous 
transmission power which would have been required if the exiting method were deployed.
For the S-UMTS interface to be attractive for network operators (such as T-UMTS) as a 
complementary method of delivering MBM content, it has to efficiently utilise the scarce radio 
resoiuces whilst providing the required user satisfaction. To this end the proposed novel method 
enables the optimisation of the radio resources whilst the PLFEC at the RLC provides the required 
additional reliability (eiTor protection). Until now these two methods have been considered as 
separate and independent but we will investigate advantages when they act in coordination.
This chapter is organised as follows; the first section provides an introduction to the possible 
interaction between the PLFEC and the DRM methods whilst presenting the advantages and the 
disadvantages of these two methods communicating with each other to perform radio resource
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allocation. Then the novel resource allocation procedure is introduced in tluee stages; namely, 
transport channel seiwing sequence (scheduling), power allocation, and adaptive FEC parameter 
selection. Finally, performance evaluation procedures and metiics are presented.
6.1 Necessity for Adaptive PLFEC at the RLC layer
This section provides a short summary of the two reliability mechanisms considered in this research 
(namely, the power allocation and the PLFEC) to improve user satisfaction. In order, to achieve the 
desired user satisfaction levels via the S-UMTS interface several possible higher reliability 
mechanisms, such as PLFEC, PLRep, and PLInt, have already been discussed in chapter 3. However 
for further investigation, as presented in chapter 4, only the PLFEC at the RLC layer is considered. 
As was explained in chapter 3, the PLFEC performance depends on several parameters such as FEC 
erasure code type, FEC Transmission Group (FTG) size, redundancy overhead (Ro) and the perceived 
packet error rate before the FEC decoding process (PER). The Reed-Solomon (RS) code is 
considered as the FEC erasure code and the FTG size is assumed as 128 encoded packets\ Although 
the PLFEC does not have contiol of the perceived PER, the redundancy overhead parameter can be 
used as a means to improve the Packet Loss Rate (PLR) after decoding.
hi general, the required redundancy overhead for a given multimedia service over S-UMTS networks 
[57] [20] is determined in two stages, hi the first stage the R„ value is determined according to the 
statistical link level characteristics^, the expected user composition (i.e. coverage area, number of 
vehicular users, etc.), multimedia application requirement (i.e. tolerable PLR by the concerned 
application. Of ) and the user satisfaction percentage (5„(„)). Then the multimedia seiwer calculates
the revised data rate (including the Ro) and requests the required QoS (i.e. tolerable PER, delay and 
etc.) from the USRAN gateway to provision the session. During this process the gateway will 
evaluate the service request against the available resources. Then indicate to the multimedia server 
whether it is possible to grant the QoS requirements (i.e. required bearer settings) or not. If the 
gateway cannot grant the service QoS requirement then in the second stage the server will check 
whether there is a possibility to adjust the QoS requirements, such as session duration, required Ro 
etc. After revising the required QoS parameters, it will again check with the gateway whether it is 
possible to provision the service. In either case if  the gateway can giant the required QoS, the
’ FTG size is set for 128 encoded packets to reduce the number of possible simulation scenarios and also to be 
in line with die 1ST MoDiS and MAESTRO projects demonstrations.
 ^ Due to the imavailability of die return channel, real channel characteristics cannot be obtained dierefore; 
eidier statistical or previous real channel infomiadon will have to be used as channel characteristics when 
scheduling the sessions.
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multimedia session will be provisioned with the required redundancy overhead and furthermore this 
will be fixed (or static) during the entire session. If the gateway cannot grant the service request, the 
multimedia session will have to be queued until it can.
During these multimedia sessions, the radio resour ce requirement at the USRAN gateway may not be 
the same as when the session was initiated, therefore the Ro value may either not be sufficient (in 
case there is not adequate transmit power to achieve the required PER) or may be grater than what is 
required (session receives higher transmit power than the required). Therefore the following 
drawbacks can be identified in the current static redundancy allocation procediue;
”At a given time instant, allocated redundancy overhead may be more than what 
is required by the session ”
This scenario will occur* when the particular session has received more tr ansmit power than required 
by the service. This situation can arise due to reasons which will now be discussed.
The S-UMTS network model will have different sessions multiplexed onto physical channels. 
According to the current specifications {see chapter 5) the transmit power for a given physical 
channel is deter*mined according to the worst requirement amongst the multiplexed sessions.
Depending on the multiplexing procedure followed (i.e. either power aware or bin packing see 
4,1.2.2) the By/No requirement can either vary between multiplexed sessions or can be similar. For
the case with variability, at any given time tlie physical channel transmit power depends on the worst 
E J  No amongst the active sessions. However, if  the power aware mapping is used then the physical
channel transmit power will always depend on the required Eg, ! No for any given session. It can be
shown that this scenario may influence the physical channel bandwidth to be under utilised. For 
example, similar power requirement sessions tend to have similar traffic characteristics (i.e. same 
MBMS service classes e.g. streaming) therefore there is no guarantee that the S-UMTS gateway will 
always receive the expected data rates for these sessions. As a result, when the data rates are below 
the expected mean rate the physical channel will not be fully utilised (i.e. partial use of the available 
bandwidth) therefore, it can be said that there are trade-offs between these two mapping schemes, 
however this is not further arralysed or validated by using simulation results because this is out of the 
scope of this research.
However the above (receive higher power than required) finding is only valid for the bin packing 
method.
As shown in Figure 6-1, in the bin pacldng scenario for different Transmission Time hitervals (TTIs) 
all the active sessions that are multiplexed onto the same physical channel tend to receive different 
transmit powers. During some TTI periods, some sessions will receive higher transmit power than 
required. This will improve the link characteristics during these periods and fm*thennore, will also
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improve the perceived PER, resulting in better FEC decoding performance to the end users. The 
better FEC perfomiance will improve the overall user satisfaction level of the session. Therefore, this 
scenario is not a drawback for the session, but may not however be resource efficient for the overall 
S-UMTS network. If there is a possibility to use this un-necessarily allocated power for other 
sessions, then we can improve more o f the session qualities over the air interface rather than just 
providing an improved user satisfaction to a few. This flexibility is not provided by the existing static 
FEC allocation proceduie.
T rC H  T iC H  T rC H  
#1 #2 #3
7 2 73
w orst (y
C C T rC H
Bin-packing
T rC H  T rC H  T rC H  
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7
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r
C C T rC H  
Power aware -packing
Figure 6-1: Example of bin packing and power aware mapping
"At a given time instant, allocated redundancy overhead may not be sufficient fo r  
transmission due to resource constrains at the USRAN gateway"
This situation can arise if  the required transmit power for a given physical channel cannot be met by 
the satellite transponder. Possible causes can be due to power balancing amongst different spot- 
beams, or that all the allocated sessions are active at a given time required, hence the total transmit 
power is above the power tlireshold value. In this situation, sessions will not be able to be scheduled 
dui'ing the current scheduling time period according to the static FEC allocation procedure. This is 
identified as another draw back of the existing static FEC allocation proceduie.
In summaiy; in the first case redundancy overhead was more than required whilst in the second case 
the required redundancy overhead was less than required at a given time instant. Furthermore, it 
should be noted that both scenarios tend to occur more fi'equently when provisioning VBR sessions 
over the S-UMTS network than for CBR sessions. This is due to traffic load variations at the 
USRAN gateway for every TTI.
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Due to these drawbacks we investigate the possibility to introduce power aware adaptive PLFEC 
(APLFEC) at the RLC layer. The following sections provide further evidence to support the necessity 
to inti'oduce APLFEC at the RLC layer and for the use of the proposed new method.
6.2 Introduction to Power aware Adaptive PLFEC at the RLC layer
When delivering MBM content, the main resource limitations of the S-UMTS network compared to 
the T-UMTS network are tliat, the S-UMTS network is power (due to onboard power capabilities) 
and bandwidth limited. This is because in the T-UMTS several tenestrial Node B ’s will be used to 
deliver MBMS sessions compared to one satellite spot-beam used by the satellite network; therefore, 
it is necessaiy to carefully utilise the available power and radio resources. However, according to the 
Satellite Digital Multimedia Broadcast (SDMB) [20] proposal and the current S-UMTS 
specifications the required radio resources for the MBM sessions are dynamically allocated according 
to the traffic characteristics. Although power allocation is performed dynamically, transmit power 
calculation will be based on the maximum tiaffic settings and the worst Et/No requirement of the 
multiplex channels. Furthermore, allocated resource will vary with time intervals according to which 
session is active. Therefore in cunent systems, even though resource allocation is perfonned 
dynamically, the required resources will only vaiy according to whether the sessions are active or 
not.
The proposed novel DRM proceduie allows the power allocation procedure to be more dynamic (in 
terms of resources required) than for the existing SRM method. However, as stated before, flexibility 
of the power allocation procedure will be restricted due to stiict BLER targets set by the higher 
layers.
"If the power allocation module can communicate with the PLFEC module; then 
there is a possibility to modify the target BLER by changing the redundancy 
overhead value. As a result the power allocation module will have more flexibility 
when allocating transmit powers to physical channels "
In order to take advantage of this the PLFEC has to be applied at the S-UMTS gateway rather than at 
the media server (due to time consti aints^).
The standard procedure used to determine the required E^IN^ value according to the applied
redundancy overheads (is shown on the left hand side of the Figure 6-2). If the system can facilitate 
the required E^ / the session will be scheduled, however, if  the required tiansmit power cannot be
 ^The power allocation and the scheduling is performed eveiy TTI, hence, realistically it is not possible to alter 
the FEC parameters during the scheduling period if the FEC is applied at in tlie media server.
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met and the power aware PLFEC is enabled then there is a possibility to reduce the BLER 
requirement by increasing the redundancy overhead applied to the FEC Transmission Group (FTG). 
The new redundancy overhead value is determined by performing the standard initial procedure in 
reverse as shown in Figure 6-2. If the revised can be granted, then the particular session will
be allowed for scheduling. Therefore, power aware APLFEC will provide more flexibility when 
scheduling packets from the MAC layer to the Physical layer.
Before introducing the proposed power aware APLFEC procedure it is necessary to introduce the 
existing S-UMTS Radio Resource Allocation procedure (RRA)'’. In the next sub-section we provide a 
brief introduction to the RRA procedure followed in this research.
PLR' PLR'
R ,<  R,
Ç PER(BLER) PER(BLER)
Can tolerate 
supported 
BLER (R,JRequiredBLER PossibleBLER
BLER' BLER'
DifTerenl propagation DifTcrcm propagation
possibleEVNo.Required / /______ ^  /  Power CalcBlation/ ^
/  &  L o m I  b a l a m d m * /
V
Session can be schedule 
using new power and FEC 
combination
V
Figure 6-2: Example of a possible advantage of power aware APLFEC method
6.2.1 The existing Radio Resource Management (RRM)
In literature, there are various proposals for RRM strategies applicable to multimedia over 3G 
WCDMA networks [114], however; to best of the author’s knowledge only the proposals published 
by SATIN is directly applicable to the S-UMTS networks and this research has only considered these 
proposals. Figure 6-3 shows the basic inputs and outputs of the SATIN RRC module [98] and these 
are handled by four different sub-modules; namely Packet Scheduler (PS), Load Controller (LC), 
Radio Bearer Allocation and Mapping (RBAM) and Admission Controller (AC). These four modules 
are only briefly introduced in the following section, but for further information see the SATIN 
Deliverable 5 [21].
The S-UMTS RRA procedure is directly adopted from the SATIN project {see deliverable 5, [21]).
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Figure 6-3: Basic input and output parameters of the SATIN RRC
6.2.1.1 Packet Scheduler Module
The PS is responsible for the short term resource allocation and performing two main tasks that are 
executed in every Transmission Time Interval (TTI) at the S-UMTS gateway. They are as follows;
• Session time-multiplexing
Sessions are multiplexed according to there QoS requirements, such as priority, delay jitter 
and data rate requirement.
• Determination of the required transmit power
Required transmit power will be calculated according to the worst requirement within
the multiplex session.
Two types of scheduling schemes' were used in SATIN and detailed performance evaluations were 
carried out. The main outcome of the evaluation was that there is no clear advantage between these 
two schemes [98].
6.2.1.2 Load Controller module
The load controller provides two functions. The first is identified as preventive load control which 
takes care that the network is not overloaded and remains in a stable state. This is achieved by 
communicating with the AC and the PS. The second is called reactive load control and reduces the 
network load and bring the network into the desired operating area (generally defined by Radio 
Network Planning Tool) when the system is temporary overloaded^.
In SATIN, Multi-level Priority Queuing (MPLQ) and Weighted Fair Queuing (WFQ) were used as the 
scheduling schemes [21].
 ^ In SATIN, throughput based load estimation is used [21].
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6.2.1.3 Radio Bearer Allocating and Mapping module
The main responsibility o f this module is to configure the radio bearers (RB), i.e. the estimation of 
the required number of transport/physical channels and their mapping together to derive the TFCS for 
each physical channel. After deriving TFCS for each physical channel, this module informs the PS of 
these values.
6.2.1.4 Admission Control module
The Admission Control (AC) is mainly responsible to handle the admission of new services. This 
module closely communicates with the Load Control (LC) and the RBAM when deciding whether to 
grant the service request or to respond to the service request by indicating possible resources which 
can be provided according to the system constraints.
6.2.2 The modified Radio Resource Management (RRM)
The SATIN RRM procedure does not support the PLFEC resource handling and so the new APLFEC 
resource control module is added to the existing RRC functional modules. Some of the exiting 
modules are modified to suit the new requirements imposed by the power aware APLFEC at the RLC 
layer. Figure 6-4 shows the basic inputs and outputs of the modified RRC. The major different from 
the SATIN RRC, is that modified RRM determines the redundancy overhead for all active sessions 
in every TTI. The determined redundancy overhead value is fed-back to the PLFEC module via the 
RLC layer.
Session
Number o f packets requirement Radio bearer
received by RLC I settings (TFCS)LLx l /
Power f  M odified \   ^ Session(rad ïo  resource allocation)
procedure pnonties
Redundancy
overhead values t FC
Required 
transmit power
Figure 6-4: Basic input and output of the modified RRC
The modified RRC has two new functional modules which are identified as the Adaptive PLFEC 
resource allocation (APLFEC) module and the power allocation module. The second new module 
function was performed by the Packet Scheduling (PS) module; however, these functions were 
introduced as a separate module in the modified RRC to facilitate the power aware PLFEC allocation
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procedure. Figure 6-5 shows all RRC functional modules and interactions between them as well as 
the interaction with the RLC layer and MAC layer.
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Figure 6-5: Modified RRC functional entities and there interaction among RLC and the MAC
The Admission Control (AC), Load Control (LC) and Radio Bearer Allocation and Mapping 
(RBAM) module functions are exactly the same as in the SATIN RRC; hence further information 
with regards to these modules are not provided in this section, however information can be found in 
the previous sub-section and in the SATIN deliverable 5 [21]. The new functional modules (shown in 
the RRC) are introduced in the following sections.
6.2.2.1 The modified Packet Scheduler
The modified PS module performs reduced numbers of functions compared to the original proposed 
PS module. The main differences to the original PS are that, the new PS no longer performs power 
allocation and, furthermore, only the MLPQ scheduling scheme is retained as the scheduling 
discipline in the modified PS. Therefore, the main responsibilities of the modified PS module is to 
select the highest priority session amongst un-served sessions according to the scheduling discipline, 
and then to chose the possible TBS sizes according to the RLC transmit buffer length (Appendix E 
provides an introduction MLPQ scheduling discipline)
6.2.2.2 The Power allocation module
The SATIN power allocation functions (within the PS module) were only based on the SRM scheme, 
however the new power allocation module has two operating modes; namely DRM and SRM modes. 
Depending on the mode used the power calculation procedure differs, and the procedures followed in 
this module were given in the previous chapter {see 5.4.3/ Furthermore, when there is power
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limitation’ to schedule a session or sessions at a given time interval this module will have direct 
interaction with the APLFEC controller to determine revised BLER requirements.
In addition, this module is responsible for indicating the possible value that can be supported
under current power constraints. If at least one session is scheduled out of all the multiplex transport 
channels onto a physical channel, this module provides the currently supported worst value to
the APLFEC resource allocation module. Otherwise, the module will determine the allowable
according to the remaining total power.
Ô.2.2.3 The Adaptive PLFEC controlling module
This module is mainly responsible for performing two tasks; in the first task it determines the 
required redundancy overhead according to the PER (or BLER) that can be supported by the physical 
layer. The second task is to recalculate the received redundancy overhead. The allocated redundancy 
overhead and received redundancy overhead can be different due to receiving higher transmit power 
than expected by the session.
In addition, the module updates (informs) the latest redundancy overhead values to the corresponding 
RLC PLFEC modules.
6.2.2.4 Interaction between different modules
This section provides an introduction to the parameters that are exchanged between different modules 
and also indicates when these interfaces are used by the modified RRC. Relevant parameter notations 
are given in Table 6-1 and these notations will be used in the following sections.
Table 6-1: parameter notations
Notation Description
i SCCPCH number ^  ^ ^  (max number of SCCPCH)
j EACH number (max number of TrCHs per SCCPCH)
W
Xy  YTotal number of sessions (equals to ^  '  ^)xr=0
’ Power limitations are checked by load control module.
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yy yy"' TBS for the j"'TrCH
X Number of original packets required to fill a FTG group
J4 Number of packets need to transmit evei-y TTI (corresponds to guaranteed bit rate)
Number of original packets allowed for the cuiTent FTG group
X x"'TTI period
Px Number of packets scheduled for x‘^  TTI period
e.x Redundant packet count prediction dur ing x"' TTI period for the cun ent FTG group on
r Number of TTI scheduled for the current FTG group
Tolerable packet loss rate by the application (packet == TB)
; Required BLER before PLFEC decoding
y Required Eb/No value
N Total number of encoded packets in a FTG group
H Applied number of redimdant packets for the current FTG
hv Received number of redundancy packets for a single FTG group
Ro Redundancy overhead (H/N)
Table 6-2 inti'oduces the different parameters that are exchanged between different RRC sub-modules 
when performing the radio resoiu'ce allocation (RRA) procedure, hi this research, the Admission 
Conti'ol (AC) module fimctions were not considered during the RRA procedure but instead a 
predefined set of parameters are given to the LC, the RBAM and the power allocation module. For 
example, the RBAM is given the TFCS for each physical channel; the power allocation module will 
be given the tolerable PLR (^), and also the LC will be given the total transmit power allowed for the 
spot-beam. However, in the actual system most of these values are determined by the AC or set by 
the operator.
In the following sections, the 6, 9 and 10 {see Figure 6-5) interfaces are further elaborated and also 
functional procedures inside the APLFEC, the power allocation and the PS.
6.3 Power aware Adaptive PLFEC procedure
This section introduces the proposed novel power aware PLFEC procedure and henceforth this 
scheme is identified as the Adaptive PLFEC (APLFEC). This scheme is introduced in four' steps, in 
the first step the scope of the APLFEC is presented and the next step shows how this fits into the 
existing RRC procedure. The third step introduces the RRC flow diagiam including and excluding 
the ALPFEC fimctional module and finally ALPFEC calculations are presented.
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Table 6-2: The parameters exchanged between different RRC sub-modules
Notation Parameters Description
1 ^ , delay, jitter, priority. Su, etc.
Session admission requests consist of all the QoS parameters 
and other important session information (start time, duration, 
etc.)
2
Session ID, QoS 
parameters
The AC will request the LC to check whether the new session 
requirements are within the load limits
Within the load limit or 
not, bearer status
The LC notifies the AC that specific changes have taken place 
and that the status has been updated (e.g. transition to overload 
state, drop of bearers)
The LC informs the AC about the LC state changes (preventive 
to reactive)
3 the AC will forward the session PER requirement
4 Accepted TFij Indicate the accepted RAB configuration
5 TFCS for each physical channel Indicates the allowed TFCS for each SCCPCH
6 Possible TBSs PS forward the reduce TBSTBS size Power allocation will indicate which TBS can be supported
7 TBS, number of TBs for each session PS inform the selected TFC
8
The RLC Tx buffer 
length Transmit buffer lengths are informed back to the PS
Buffer monitor request Every TTI the PS will request to monitor the RLC buffer lengths and report them back to the PS
9
Power requirement can 
be met or cannot
The LC indicates whether the concerned session power 
requirement is within the limits or not
Session ID, required 
transmit power.
Power allocation will request the LC to check whether the 
required transmit power can be granted or not
10 ^  ? The power allocation forward the target BLER value to the APLFEC controllerThe APLFEC controller returns the worst BLER value that can 
be tolerable by the PLFEC module
11 The RLC Rx buffer length
The RLC receiver buffer will indicate the number of SDUs 
received for every TTI
12
h, N, FEC header 
information, number of 
originals and redundant 
needs to be release
APLFEC inform the h, N, FEC header information to the FEC 
encoder. Furthermore it will inform the number of original and 
redundant packets which need to be released to the transmit 
buffer during the current TTI period
13 TFC Chosen TFC is forwarded to the TFC selection module to release the RLC PDUs
14 Request buffer lengths Request the RLC receive buffer length and the redundant packet buffer length
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6.3.1 Objective and the responsibility of the novel APLFEC
The main objectives of the proposed APLFEC method are;
“To adjust the number o f  parity packets required fo r  each and evety FEC 
transmission Group (FTG f according to the RLC received buffet' lettgth, the session 
power requirement, and the received transitât power fo r  the previously transmitted 
original packets that belong^ to the same FTG ”
For every TTI, the APLFEC determines the required number of parity packets for the current FTG, 
based on the current state and the previously received resources for the same FTG. In other words, if  
at any given time the system cannot provide the required transmission power for a session, the 
APLFEC procedure will be used to adjust the number of parity packets for the cuiTent FTG gi oup.
By introducing the APLFEC as shown in Figure 6-6 the RRC no longer has to temporarily stop 
transmitting the concerned session due to power limitations. In these situations, the APLFEC will 
increase the redundancy overhead and as a result the overall throughput of the session will be 
reduced. In some instances the APLFEC will not increase the redundancy overheads, because 
previously transmitted encoded packets may have received higher transmit power than required. 
Therefore, the overall required redundancy overhead for tire concerned FTG may not exceed the 
desired redundancy overhead. The desired redundancy overhead is base on the required overall user 
satisfaction level (this value will be given during the session initialisation process). One of the ways 
to determine this initial redundancy level is shown in chapter 7 {see 7.2).
The FTG size can also be adjusted, however in order to reduce the number of scenario’s the FTG size is fixed 
at 128 encoded packets.
 ^ The APLFEC applies to every TTI; hence the FEC encoder will not receive sufficient number of packets 
(FTG is set to 128) to fully fill a FTG. Therefore, it is highly possible for the same FTG encoded packets to 
receive different transmit powers at different TTI intervals.
Chapter 6. Novel adaptive FEC at S-UMTS gateway 113
Received redundant 
packets h
Received 
transmit power
Number of FEC 
packets in a TTI
h j < l i 2 < h .   ^ . . .I ^  J  Cannot provide the
M >  M required P , increase h
P l < P 2 < P }  P'
h ,  1 * 2  I h ,  \ 1 I h s
P i 1 P :  I P i  i P 4  1 1 P 3IHILhOCDï-flU1 h{]i° o°| 1 1H1
X l ^ 2  X j  •
Total packets transmitted from the
current FTG
TTI
Figure 6-6: Example of APLFEC usage with respect different TTI period
The proposed ALPFEC will enable the scheduler to schedule sessions which was not possible 
without APLFEC as a result this method will utilise the available bandwidth more efficiently than its 
counterpart SPLFEC. Furthermore, the APLFEC method will take into account the resources 
received by the same FTG when deciding the modified PLFEC parameters. Therefore, in some 
instances it is not necessary to modify the required redundancy overhead levels. However, during 
these instances the APLFEC method will allow scheduled sessions which were not possible with 
SPLFEC.
6.3.2 APLFEC within the exiting RRC procedure
When a session cannot be allocated due to power limitation, the power allocation module 
communicates with the APLFEC module to determine whether the improved error protection level 
will tolerate the BLER that can be supported by the remaining power‘°.
Selected the next session 
to be served 
(PS)
&
ALPFEC
procedure
Check the power 
requirement 
(Power Allocation/ LC)
&
Schedule the session with 
(Ro. TBS, TBsize, P,)
Figure 6-7: Proposed power aware APLFEC high level block diagram
' If the system cannot allocate the required power to a session, then the power allocation module will 
determine the available power which can be allocated to concerned session.
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Figure 6-7 depicts the high level block diagram of the modified RRC procedure. As stated before, 
the APLFEC will only bi-directionally communicate with the power allocation module and the 
determined PLFEC related parameters are forwarded to the RLC layer.
6.3.3 Introduction to the exiting RRC procedure including DRM
The exiting RRC proceduie with the novel DRM modification is briefly introduced in this section, 
however detailed infomiation can be found in the SATIN deliverable 4 [21].
As stated before, in this research a simple priority scheme has been used to select the session 
scheduling order. For simplicity, only three priority categories, identified as high, medium and low, 
have been envisaged instead of seven priority categories used in 3GPP [41]. According to the priority 
level (i.e. high to low) all sessions are ordered irrespective of whether these sessions are mapped to 
different SCCPCH’s. After every scheduling instant (TTI), sessions belonging to the same priority 
scheme will be reordered according to a round-robin scheme. Figure 6-8 shows a graphical 
representation of the scheduling discipline used.
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-V -------------- ^
0 3
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After ordering session 
identification number
After scheduling round-robin 
will perform
Figure 6-8: Scheduling procedure used by RRC
Figure 6-8 depicts the radio resouice allocation procedure followed by the modified RRC. As shown, 
the PS selects the session (this corresponds to SCCPCH a n d F A C H )  that are to be scheduled 
next and then derives the allowed TBS sizes according to the RLC transmit buffer requirement from 
the remaining TFC sets. This information is then passed onto the power allocation module to 
deteimine the required transmit power and to check whether the required power can be met. The 
power allocation module will first determine the required Ei/No from the link level simulation results 
as explained in the previous chapter.
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Figure 6-9: The flow diagram  for the radio resources allocation process without ALPFEC
The next step is to determine the required transmit power by using Equation (5-24) for the session 
under consideration and then this power is compared with the previously scheduled session (i.e. 
multiplexed onto the same physical channel) power requirement. If this power is higher than the 
cunent worst case power, then the revised total transmit power is calculated according to Equation 
(5-25). Then the power allocation module will request the LC to check whether the revised power 
requii'ement can or cannot be met. If the request cannot be granted, and the SRM method is used the 
session TBS is assigned to zero (i.e. will not schedule in this TTI instant). However, if  the novel 
DRM is enabled the power allocation module will recalculate the required total transmit power and 
check this with the LC module. If  the power requirement is within limits, then the TBS size is set, 
otheiwise TBS is set as zero.
After receiving the TBS, the PS will reduce the TEC set, to facilitate the chosen TBS. It will then 
check whether all the TrCHs belonging to the physical channel have been served or not. If served, the
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derived TFC set for the current TTI period is forwarded to the MAC, if not a modified session id is 
incremented. This procedure continues until all the sessions (W) have been served by the RRC.
6.3.4 Introduction to the modified RRC procedure including APLFEC
For illustration purposes, the modified RRC procedure is split into three sub processes identified as 
process I, II, and III. Process I flow diagram is shown in Figure 6-10. The procedure followed in 
process I, is similar to the existing RRC procedure except that after selecting the allowed TBS sizes, 
process I moves onto process II.
For every session xx
M i . j )
select TBS size(/)* for FACH j
Process II
TBS size {yy)
Derive the reduced TFCS
S C C P C H ^  
'A CHs been served,
true T FC *(0= T B S s iz e ( l ) u . . .  
yj TBS size(N(0)
true
End o f resource allocation procedure for TTI x
Figure 6-10: Proposed process I flow diagram
The inputs to process II, are the session identification details (i.e. i and j )  and the allowed TBS sizes. 
After process II, the chosen TBS size is produced for the session and then process I follows the 
standard procedures. Furthermore, all the procedures relevant to process I are performed by the PS 
module.
The process II procedures are performed by power allocation, APLFEC and the LC modules. This 
process performs three major tasks {see Figure 6-11); firstly to determine whether the required 
transmit power is within the allowed limit for the current configurations, secondly if the power 
requirement cannot be satisfied then to determine whether different parameter settings (i.e. either by
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increasing the redundancy overhead or by reducing the TBS size) will reduce the transmit power 
resulting in reduction of the overall power required below the thi eshold and the final task is to check 
whether sufficient number of original packets have been received and transmitted in order to prepare 
redundant packets for the cunent FTG. For illustration puipose the task is presented as separate 
processes and it is identified as process III.
As soon as process I invokes process II, it will check whether there are any redundant packets left 
(belongs to the previous FTG) in the RLC tr ansmission buffer (this is done via the APLFEC) to be 
transmitted firom the previous FTG, If there are redundant packets, then process II performs the 
standard transmit power calculation procedure* ‘ and if the required power cannot be met then no 
packets are scheduled for transmission during the current TTI period for the session and the TBS size 
is assigned as zero. When process I invokes process II, if  there are no redundant packets in the RLC 
transmission buffer whilst there are RLC PDUs in the buffer (identified as p  ), then this procedure 
will calculate the number of required original packets required to complete (identified as X) the 
current FTG and this procedure is explained in the section 6.3.4.1.
The next step in process II is to compare the required original packet with the received number of 
RLC PDUs. If adequate number of packets has been received, process II invokes process III and if  it 
has received less packets than required then process II will determine the required ti'ansmit power 
according to the desired redundancy packet count for the current scheduling period. According to the 
cuTTent state, if the required power is within the threshold power limit, process II will authorised the 
crurent TBS for the session under consideration. Upon receiving this information, process I will 
follow the standard procedure. Furthermore, every time process II authorises a TBS for a session it 
will update the required redundant packet count and the received redundant packet count to the 
current FTG for every TTI period. The received redundant packet count calculation procedure is 
explained in the section 6.3.4.2.
*' Wlien there are redimdaiit packets in the transmit buffer the desired BLER value cannot be revised. 
Therefore, in this situation process II will not have the flexibility to revise the target BLER by changing the 
redundant packet count. Tliis is because the previous FTG redimdant packet coimt is fixed and this infomiation 
has already been transmitted to the receiver.
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Figure 6-11: Proposed process II flow diagram
If the required transmit power cannot be met, the number of redundant packets allocated will be 
increased by one packet and then check again whether the transmit power satisfies the power 
threshold. If not this procedure is continued until either it reaches the allowed maximum redundant 
packet count or the transmit power requirement satisfies the power threshold. In the event, even after 
increasing the redundant packet count up to the maximum and still not being able to satisfy the power 
requirement to be within the power threshold, then process II will evaluate whether there is a 
possibility to increase the maximum redundant packet value by checking the status of the scheduled 
original packets of the current FTG. If this can be increased, then again a revised power requirement 
is calculated and will be checked against the power threshold. If the power requirement can be
Chapter 6. Novel adaptive FEC at S-UMTS f^ateway 119
satisfied, then the session will be authorised to use the current TBS and this value is passed onto 
process I.
In any event if the required power cannot be satisfied, the TBS size is set to zero and this value is 
passed onto process I.
Process 11I
Calculate number of original 
packets that can be transmitted 
along with redundant packets (ry)
1
Calculate corresponding for xp 
number of original packetsI
true
Determine required
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Transmit power
Pj ^
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Generate 
Redundant packets
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Figure 6-12: Proposed process III flow diagram
Process II invokes the process III procedure when sufficient number of original packets have been 
received to fully fill the current FTG. Figure 6-12 depicts the process III flow diagram. The first step 
of this process is to calculate the required number of redundant packets and the number of original 
packets which are needed to fill the current FTG. The calculation used for determining these values is 
given in the section 6.3.4.1. Then the standard procedure is followed to check whether the required 
transmit power is within the power threshold. If not, similar to process II, redundant packet count 
increment procedure is followed to determine whether revised redundancy setting will satisfy the
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power requirement. If this fails for all the revised settings similar to process II, this process sets the 
TBS size to zero and forwards it to process II and thence TBS infomiation is forwarded to process I. 
If the power requirement can be met then process HI foi*wards the PLFEC revised settings (i.e. 
number of redundant packets) to process II. Then process II foi-wards the current TBS size to process 
I and updates process II state to redundancy packets in the queue. This will enable the APLFEC at 
the next TTI to deteimine that there are redundant packets which need to be transmitted.
After completing process I, II and III, radio resource allocation of the current TTI is completed and 
the infomiation are then forwarded to the respective layers for processing.
6.3.4.1 ‘Required number of original packet calculation’ procedure
Before determining the required number of original packets to full fill the cuirent FTG (A), Equation 
(6-1) will be used to calculate the required number of redundant packets.
H  = %=1 (6-1)
Where, F  is the number of TTIs that have been scheduled up to the cuiTent TTI period (exclusive of 
the current TTI), is the number of original packets that have been released by the RLC and finally
Sx is the required number of redundant packets during each scheduling instant. The Sx value does not 
represent the actual number of redundant packets that will be attached to the FTG, but represents the 
eiTor protection level, in terms of the number of redundant packets, required for each scheduled 
period. The main objective of Equation (6-2) is to deteimined the average (among F  intervals) 
required error protection level to achieve the target PER for the current FTG. However, the received 
error protection level and the required error protection level can each vaiy depending on the required 
and the received power level during the scheduled periods. This will be exploited later on in the 
section to optimise the APLFEC resource utilisation. Then, Equation (6-2) is used to determine the 
required number of original packets to fully fill the cuiTent FTG.
x  = {n - h ) = n - .V=l
Z Æ
(6-2)
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6.3.4.2 Procedure to determine the received redundant packet count during TTI 
period
As elaborated in the section 6.2, the first step to determine the received redundant packet count is to 
check whether the session Ef, / requirement is less than the worst e ,^ / requirement. If the
session requirement is worst or equal to the worst E  ^/ requirement then the received number of
redundant packets will be equal to the required number of redundant packets, hence jhirther 
calculation will not be performed. However, if  the received is less than the worst requirement then 
the following equation will used to derive the received for the session (session id is assume as
xr). This equation was derived from Equation 5-22.
' A ' RF..
RF,.. (6-3)
The determined Ei/No value is used to obtain the received BLER from the Ey/No vs. BLER curve as 
shown in Figure 6-2. This value is then used to deteimine the received redundant packet count by 
using the standard PLFEC packet loss rate equation given in the Equation (6-4). hi this equation, q 
(tolerable PER by the application), p  (BLER), and n are Icnown and the remaining unknown is k. By
solving the equation /c can be found and this will be used to deteimine ( Sxx = n  — k )  received 
redundant packet count.
q{k,n,p)  = p  1 -  ' (6-4)
6.3.4.3 Recalculation of the maximum redundant packet count
The revised maximum redundant packet count is derived in two steps; in the first step average 
received numbers of redundant packets are calculated by using Equation (6-5).
H  =
I
x = l
Z  A .
.v = l
(6-5)
Wliere, Sx is calculated according to the procedure presented in the previous section.
Next we deteimine the revised maximum packet count. To derive this. Equation (6-6) and (6-7) are 
used.
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 ^ r _ 
v.v=i y + r x £ ( r « )r+iZA
jr=l
= H (6-6)
Wliere, £’(r+i) is the redundant packet count that is used in the current TTI period and this value 
represents the revised maximum redundant packet count.
'(r+i)
A r+i
H Z A  - Z a ^«x=\ J .t= l_________
P{T+\) where (6J)
6.3.5 The APLFEC initial parameter calculation procedure
The initial parameter calculation proceduie is used to determine the desired and the maximum 
redundant packets allowed within a single FTG. The first step is to run the system level simulations 
for the different system configurations envisaged. As explained in chapter 3, we will only perform 
the system level simulations for the urban pedestrian propagation environment. This is to reduce the 
number of possible simulation scenarios and also it is reasonable to assume that if the system can 
achieve the desired user satisfaction in this environment, users in less challenging environment 
should be able to achieve better user satisfaction.
In chapter 5, it was explained that when the data rate was higher than 50 kbps and the TTI is set to 
80ms, that different data rates will have similar BLER performance cui'ves. Furthermore, it was also 
shown that when sessions are multiplexed onto the same physical channel their performance
will directly relate to the corresponding RF  value of each session. Due to these facts, the system level 
simulations were only performed for a single session for different RF  values. Furthermore, each of 
the RF  curves corresponds to a different transmit power level (i.e. higher RF  require higher tr ansmit 
power).
Initial simulations were made in a generic maimer by using a Constant Bit Rate (GBR) source. For 
these simulations, 500 independent users, are randomly distributed within the spot-beam coverage 
area and each user is assigned spherical coordinates and a separate IMR grid for mobility. 
Furthermore, they use separate Cartesian coordinates to handle their mobility within the IMR grid 
model. All the other system level simulation parameters, models and settings are detailed in 
Appendix B. After miming each system level simulation, users perceived PER are analysed to 
produce perfonnance curves in Chapter 7 similar to these shown in Figure 6-13.
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Figure 6-13: User satisfaction variation with regards to different redundancy level RM value and for
different tolerable PLR
After generating the perfonnance curves, according to the session requirements the most suitable 
operating point is chosen from the curves. For example, if the session can tolerate up to 1% packet 
losses and the network operator wants to satisfy 95% of the users, the AC control can determine the 
optimum resource allocation setting by manipulating RF  and h values. Where, RF  corresponds to the 
multiplexing scenario and h coiresponds to the required data rate (mean) for the concerned session. 
As explained in the previous chapters this research does not investigate the admission control 
procedures, hence, several initial parameter settings have been selected according to each 
multiplexing scenario investigated.
6.4 Performance analysis procedure and metrics
As explained in section 6.2, the main objective of the APLFEC procedure is to introduce additional 
flexibility when scheduling different sessions whilst achieving at least similar user satisfaction 
performance as compared to the case without APLFEC. Furthermore, the flexibility that the APLFEC 
infroduces to RRA procedures is that it will allow scheduling for some of the sessions not possible 
without APLFEC (due to power requirements). Moreover, the proposed APLFEC allows the 
multiplexing of different power requirement sessions to the same physical channel without wasting 
scarce power resources.
Therefore the main perfonnance analysis metiics for different resource allocation procedures (i.e. 
SRM/ DRM with/ without APLFEC) are as follows.
Required transmit power analysis
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Required power is always represented as an offset to the reference power (315kbps data rate) and 
Equation (6-8) is used to calculate the power offset.
P^TXp f = m o % w
\
= transmit pow er required when the data rate t’6-8'iw 315 kbps (RFf = 0) and fo r  a t arg et BLER value 
Pjx ~ transmit pow er required according to the BLER  
requirment and to the data rateP
• Physical channel utilisation (i.e. TFC uilisation)
• Received redundancy overhead (h/k) compared to desired redundancy overhead.
• Total duration taken to fully transmit the session
6.5 Summary
This chapter has highlighted the necessity to introduce adaptive PLFEC at the satellite gateway as 
opposed to static PLFEC. We have introduced the adopted radio resource management (RRM) 
procedure and the relevant modifications required to facilitate the proposed DRM procedure and the 
power allocation procedure associated with it. We have also introduced the novel power aware 
APLFEC at the satellite gateway (S-GW) and this was the major outcome of this research to improve 
the reliability of the content over satellite radio access network. The main objective of the proposed 
APLFEC was to dynamically determine the required error protection level (i.e. PLFEC parameter 
settings) according to the received power levels of the packets belonging to the same FEC tiansport 
Group (FTG) and the required user satisfaction (or required PLR) level.
The last section of this chapter presented the modified APLFEC enabled RRM procedure. This was 
presented by splitting the overall RRM procedure into three sub processes I, II and III. The inter 
related process are perfoimed until all the sessions are seiwed by the scheduler. After scheduling is 
perfomied, the MAC layer releases the transport block (TB) according to the chosen TBS for all the 
sessions.
Finally we have presented the proposed performance analysis metrics which will be used in the next 
chapter to evaluate tliose proposed reliable mechanisms. Full results of the perforaiance follow in the 
next chapter.
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Chapter 7
7 Performance Analysis
The main objective of this research has been to improve the user satisfaction (i.e. reliability of the 
content) when delivering MBM content over the satellite radio access network. To this end, previous 
chapters have presented several modifications to exiting tecliniques, such as RM, in order to improve 
the satellite link reliability, and also investigated the applicable reliability mechanisms for S-UMTS 
networks, such as PLFEC, PLInt, PLRep, etc. hi order to improve the user satisfaction levels further, 
whilst better utilising scarce radio resources, two novel techniques, namely DRM and AFEC at the S- 
GW, were proposed. This chapter presents the overall performance analysis for different reliability 
improvement methods carried out within this thesis.
This chapter is organised as follows, link level simulation results are presented first which include 
BLER vs. Eflor characteristics for different parameter settings. Fuithennore, based on the simulation 
results, this section highlights the chosen parameter settings required by the system level simulator. 
Then user satisfaction simulation results are given for different power and redundancy overheads. We 
then highlight possible procedures to select PLFEC parameters. Thirdly we compare the proposed 
novel dynamic rate matching (DRM) and existing static rate matching (SRM) procedmes by using 
power utilisation. Transport Block delay comparison, SCCPCH utilisation, etc. curves. Finally we 
present the achievable peiTonnance gain by introducing power aware Adaptive FEC at the S-RNC. 
Similar DRM and SRM comparisons as above are maid.
7.1 Link Level analysis -  Parameter selection for system level 
simulations
The main objectives of the link level simulation are twofold; firstly to narrow down some link level 
parameter values (e.g. to select a TTI value fiom amongst four possible values) in order to reduce the 
number of system level simulation scenarios. Another objective is to obtain the required input link 
level characteristic curves (or tables) to feed into the system level simulations. As explained in
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Appendix B, we have adopted an average value interface (AVI) between the link level and the 
system level simulation, therefore EFIor vs. BLER tables are generated by using the link level 
simulator {see Appendix B for link level simulator description).
As indicated in Chapter 3, from all possible S-UMTS propagation environments (i.e. operating 
mode) only the urban pedestrian mode (SCIII) was chosen as the reference user terminal operating 
environment. To confirm the selection, this section provides the link level simulation results in three 
different propagation environments, namely open highway (SCII), urban pedestrian (SCIII), and 
urban vehicular (SCIII). Results are presented in terms of BLER vs. EJIor curves, where; EJIor 
corresponds to the ratio of the average transmit energy per PN (Pseudo-Noise) chip for different 
physical channels to the total transmit power spectral density (/^r) and BLER corresponds to the ratio 
of the number of un-recoverable transport blocks to the total number of transmitted transport blocks.
7.1.1 Link level simulation setup
The general link level parameter values, such as coding type, code rate, modulation type, etc. are 
given in Appendix B. The parameters which differ from one simulation to another are given in Table 
7-1. In order to reduce the number of link level simulations only seven data rates have been 
simulated, which were selected according to the corresponding rate matching ratio’s.
Table 7-1: Main parameter settings for the link level simulations
Parameter Parameter range
Propagation environment SCII, SCIII_V50, SCIII_V3
Data rate (kbps) 449 393 349 315 286 262 242
Puncturing (-) or repetition (+)% -30% -20% -10% 0 10% 20% 30%
Rate Matching Ratio (RF,) 70% 80% 90% 100% 110% 120% 130%
Transmission Time Interval (TTI) ms 10, 40, 80
EJIor (dB) -20 to -1
Number of block errors used (at least) 
to generate each point 10000
7.1.2 Link level simulation results and discussion
The output of the link level simulator is the total number of transport blocks processed and the 
number of transport block errors encountered for each EJIor value. For each simulation scenario {see 
Appendix B) a separate BLER table is produced which is later processed to obtain EJIor vs. BLER 
plots. Table 7-2 gives the performance evaluation parameters.
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Table 7-2: The link level performance evaluation parameters
Performance metrics Description
BLER {see Equation (4-5)) Transport block errror rate
Power offset {PJ (see Equation (6-8)) Required transmit power with reference to 3 15kbps power
7.1.2.1 Link level BLER characteristics
Figure 7-1 to 7-6 show the BLER vs. EJIor for different data rates' and for different propagation 
environments. As expected the urban pedestrian environment BLER performance is the worst of all 
three propagation environments and the open highway performs best. In the open highway 
environment the probability of receiving the direct satellite signal, (LOS), is very high compared with 
others, and leads to superior performance When comparing urban pedestrian and urban vehicular 
environments, as expected the pedestrian environment performance is worst of all, as it is the least 
likely to see LOS for any appropriate time.
LU 1G^UJ 10"
Figure 7-1 :BLER vs. E J h r  with 70% RF ratio for SCII, Figure 7-2: BLER vs. with 80% RF ratio for 
SCIII (V3 & V50) and TTI 10, 40 and 80ms SCII, SCIII (V3 & V50) and TTI 10, 40 and 80ms
There is a considerable improvement in performance as TTI increases, and this is due to the first 
interleaving in the physical layer chain; e.g. the Turbo coder performance improves with the 
interleaving length. However the rate of improvement decreases with increasing TTI value. As 
shown in Figure 7-1 to 7-6, TTI-10ms has the worst performance compared to TTI 40ms and 80ms. 
However, TTI 40ms and 80ms performances are similar. This is possibly due to the physical layer 
first interleaver depth for both 40ms and 80ms not being able to randomise the physical layer burst 
bit errors and thus resulting in similar Turbo -coder performances.
Data rate corresponds to data transfer rate between the MAC layer to the physical layer.
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Figure 7-3: BLER vs. E /Ior  with 90% RF ratio for 
SCII, SCIII (V3 & V50) and TTI 10, 40 and 80ms
Figure 7-4: BLER vs. E /Io r  with 100% RF ratio for 
SCII, SCIII (V3 & V50) and TTI 10, 40 and 80ms
Figure 7-7 shows that the BLER performance increases with respect to data rate due to the physical 
layer puncturing and repetition effect (see Chapter 4 more details). For example, for a data rate of 
315kbps the physical layer module will not perform either puncturing or repetition, however for 
higher data rates the RM module performs puncturing and this may cause the Turbo coder 
performance to degrade. On the other hand, if the data rate is lower than 315kbps the RM module 
performs data bit repetition, and this results in improvement of the bit error characteristics (before 
Turbo coding) due to the soft-combing technique. Therefore, when repetition is performed the 
resulting BLER performance is improved compared to that when puncturing is applied at the physical 
layer.
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Figure 7-5: BLER vs. E /Ig r  with 110% RF ratio for 
SCII, SCIII (V3 & V50) and TTI 10, 40 and 80ms
Figure 7-6: BLER vs. £ ’//„ , with 120% RF ratio for 
SCII, SCIII (V3 & V50) and TTI 10, 40 and 80ms
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7.1.2.2 Rate Matching Ratio {R F ) and power offset relationship
Figure 7-7 also shows that the BLER performance degradation rate increases as the data rate 
increases; however, the BLER improvement rate (when the data rate decreases) is less than the 
corresponding degradation rate. Hence, it is necessary to investigate the transmit power requirement 
variation with regards to different data rates (or in other words to different rate matching ratio’s). 
Chapter 5 has presented the relationship between RF and the transmit power requirement in Equation 
(5-25) and (5-26). By simplifying these two equations, assuming that the other cell interference is 
negligible, and assuming reference power corresponds to the transmit power when RF = 100%, the 
relationship between RF (data rate, see Table 7-1) and Po can be obtained as shown in Figure 7-8.
1.5
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Figure 7-7: BLER vs. for different R F  ratio for Figure 7-8: Data rate vs Pg for a equal to 1, .5,
SC1II_V3 and TTI 80ms SCIII_V3 TTI 80ms, and BLER equals to .001, O.OI
As expected, power requirement will increase/ decrease according to the rate matching ratio. 
Furthermore the power requirement increases as either the orthogonal factor decreases or the target 
BLER requirement decreases. This is shown to be around 3dB power offset when the transmitted 
data rate varies from 242 kbps to 449 kbps and is a feature that will be utilised in the proposed novel 
DRM and AFEC mechanisms.
7.1.3 Summary
As stated before, the link level simulations were performed with two main objectives, (i) to focus on 
values for future use in system level simulations and (ii) to obtain the link level performance table for 
chosen parameter settings.
According to the results presented, the urban pedestrian environment has the worst link level 
performance and therefore, this environment will be considered as limiting when performing the 
system level simulations. Furthermore, it seems justifiable to assume that if the network can provide
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an adequate user satisfaction for the pedestrian user population, then there is a good chance that the 
network can achieve the required user satisfaction for all other users (except indoor propagation 
environment) in less severe propagation environments.
It has also been shown that the higher the TTI value the better the BLER performance. Hence, for 
system level simulations TTI 80ms was chosen as the scheduling intei'val.
The generated BLER tables for urban pedestrian environment with TTI 80ms and for different data 
rates were thus fed into the system level and link level interface.
7.2 System level Analysis -  Packet level FEC (PLFEC) parameter 
selection
As explained in chapter 3, PLFEC performance depends mainly on the FTG size and the Ro value. To 
this end, this section elaborates the procedure followed herein to select these two values from the 
system level simulation results.
Appendix B provides detailed introduction to the system level simulator developed in this research to 
evaluate the performance gains/ comparisons of the new techniques. The system level simulator 
validations were carried out for each system level module, for example shadowing model, mobility 
model, packet level FEC and etc., as well as for the combined simulator. Some of the validation 
results were presented in Appendix B and further validations results can be found in MoDiS project 
deliverable 9 [20]
7.2.1 Simulation setup for PLFEC evaluation
The system level simulator along with most of the general input parameter settings are described in 
Appendix B. Table 7-3 gives some of the input parameters to the system level simulator. For the 
PLFEC parameter selection a constant bit rate traffic source has been used in order to eliminate the 
PLFEC parameter dependency to the traffic source pattern and simplify PLFEC parameter 
statements.
The data rate is chosen as 315 kbps to eliminate the performance gain added by the physical layer 
RM module. In order to accurately capture the system level channel characteristics a simulation time 
of around 15 to 20 minutes has been found necessaiy and herein all system level simulation durations 
were chosen to be grater than 15 minutes. In line with this, the simulation tiansfer file size was 
chosen to be 40 MBytes and the packet length set to 1200 Bytes. The required reliability level is set 
by the target BLER value of 10’^ .
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Table 7-3: Input parameters to the system level simulator
Parameter Parameter range
Propagation environment SC1I1_V3
Data Rate (kbps) 315
Traffic type CBR
File size (MBytes) 40
Packet length (Bytes) 1200
Target BLER 10^
Transmission Time Interval (TTI) ms 80
Orthogonality factor (a) 1
Power Overhead (Pq) dB -2.5 to 2.0
Table 7-4 shows the PLFEC parameter range which was used to generate PLFEC performance 
curves. As mentioned in chapter 3, the FTG size is fixed to 128 and this was chosen mainly to reduce 
the number of system level simulations.
Table 7-4: PLFEC parameter settings
Parameter Parameter range
FTG size 128
0 -7 0
After setting the system level simulation parameters, different simulations were performed by 
changing the P„ and Ro values and the corresponding simulation results were gathered for analysis
7.2.2 PLFEC performance results
In contrast to the link level simulations, the system level simulator can generate several system level 
performance data, such as each user PLR, user satisfaction, etc., and Table 2-1 provides the general 
performance analysis metrics used to analyse system level performances.
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Table 7-5: The system level PLFEC performance analysis metrics
Performance metrics Description
PLR Packet loss rate after the decoding process
Redundancy Overhead (Ro) Applied number of redundancy packets to a given FTB group, {see Equation (4-3))
Power Overhead {Po) Required transmit power with reference to 315kbps power {see Equation (6-8))
User Satisfaction {Su(ai) Satisfied number of users {see Equation (4-5) )
Required number of redundant 
packets {RTX)
If redundant packets can be re-transmitted, this parameter 
indicates the required number of re-transmissions for single 
original packets. For example if RTX is 2 this means each 
original packet to be received correctly by all users; sender 
will have to retransmit at least two extra parity packets.
The resulting system level simulation results were analysed using two methods; the first methoc 
provides performance curves between power overhead and user satisfaction levels for different Ro 
values. Whereas in the second method, the system level performances are shown as power overhead 
vs. satisfied user percentage for different user satisfaction PLR values (a). We have published some 
of these results in “Reliable Multicast Transport and Power Scheduling for MBMS Delivery over 3G 
Mobile Satellite Networks,” publication [LOP- 5].
7.2.2.1 Po vs Su for different Ro values
Figure 7-9 to 7-14 show the impact of the power and the FEC overheads with regards to overall 
system level performance with each performance curve corresponding to different user satisfaction 
criteria (i.e. different PLR values). For example, in Figure 7-9; the user is assumed to be satisfied if it 
receives the entire transmitted file correctly. Furthermore, it is evident from this figure that the S- 
UMTS network may not be able to provide higher user satisfaction with 0% PLR. This is because all 
pedestrian users will not have perfect channel conditions during the transmission period, and some 
may receive the MBM content without any errors whilst others may not receive sufficient number of 
packets to recover packet losses resulting in the FEC decoder failing to decode FTG groups correctly 
thus degrading the user performance.
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is satisfifed if the PLR is = 0% user is satisfifed if the PLR is = 1%
When the user satisfaction criterion is relaxed, the number of satisfied users increases and this 
improves the overall user satisfaction.
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Figure 7-11: P„ (dB) vs. Su(2) for different Rg values. Figure 7-12: P„ (dB) vs. Su(3) for different R„ values, 
user is satisfifed if the PLR is = 2% user is satisfifed if the PLR is = 3%
Furthermore, when the Ro is increased; the number of satisfied users increases, however after a 
certain Ro level the satisfied user count saturates. This can be explained by the fact that even 
increasing the Ro overhead the PLFEC decoder is unable to recover long packet bursts. In other 
words, when users have received packet burst losses higher than the applied /?„ level the PLFEC 
decoder will not receive sufficient number of encoded packets to perform decoding.
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When the user satisfaction criteria is relaxed, as shown in Figure 7-14, even without applying 
PLFEC, the S-UMTS network can achieve 100% user satisfaction. In this situation the redundancy 
packets will only constitute a waste of bandwidth, therefore it is very important to select the optimum 
PLFEC parameter settings by the network operator for desired session requirements. For example, if 
a MBMS session can tolerate up to 2% packet losses for the application and the network operator 
wants to provide 95% user satisfaction level then Figure 7-11 shows that Ro has to be > 70 % when 
the allocated transmit power equals the reference power.
7.2.2.2 Po vs. Ro for different Su levels
As explained in chapter 4, the S-UMTS network static resource allocation for each MBMS session 
will not be efficient for VBR type traffic. Therefore, it is important for every MBMS session to have 
an operating range, for example to achieve similar user satisfaction levels by having different power 
overhead and PLFEC parameter combinations, to assist the network to dynamically handle the 
resources. Each curve in Figure 7-15 to 7-19 implies the operating range for a given user satisfaction 
level, for example in Figure 7-17, 95% user satisfaction (a user is satisfied if the perceived PLR is 
less than 3%) can be achieved by different {Po, Ro) combinations such as (-IdB, 65%) and (IdB, 
55%).
Figure 7-18 and 7-19 show user satisfaction curves and different user satisfaction criteria. These 
curves further highlight that higher user satisfaction levels cannot be achieved purely by arbitrarily 
increasing the power overheads.
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In order to obtain the necessary PLFEC parameters the following parameters have to be known,
• Session data rate
• Mean packet burst length
• Packet length
• User satisfaction criteria (a)
• User satisfaction level (Su(a))
According to the data rate, packet length and the expected mean packet burst length (this will 
influence the FTG size) user satisfaction curves can be chosen. After the operating curve has been 
chosen according to the require PLR and user satisfaction level, then according to the available 
transmit power the initial PLFEC parameters can be selected.
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Figure 7-20 shows the number of parity packet re-transmissions required if re-transmission is 
allowed. The y-axis shows the number of retransmission parity packets required for a single original 
packet and the total required re-transmission will depend on the total number of packets needed to be 
transferred. This shows clearly that the affects of the PLFEC are considerable, if parity packet re­
transmission is allowed.
7.2.3 Summary
This section has shown the relationship amongst user satisfaction criteria; user satisfaction level, 
redundancy overhead and power overhead. If the relevant parameters are known, it is possible to 
choose the PLFEC operating curve and then according to the power requirement operating point can 
be chosen for system design.
7.3 System Level analysis — Resource utilisation comparison between 
SRM and DRM
The main objective of this section is to highlight the disadvantages of the existing static rate 
matching (SRM) procedure when compared to the proposed novel dynamic rate matching procedure 
and the advantages of the latter.
The performance comparison was performed for power utilisation, SCCPCH utilisation, transport 
block delay and TBS usage comparison. In addition,
"This section also highlights that the S-GW radio resource allocation procedure 
can be more flexible and efficient i f  another additional reliability mechanism has 
been introduced at the S-GW ”
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7.3.1 Simulation setup for SRM and DRM
In contrast to the system level PLFEC analysis, this section focuses on resource allocation and 
utilisation at the S-GW gateway for different resource allocation procedures rather than on user 
performance. Hence the number of users being simulated, is not relevant for DRM and SRM 
performance comparisons. Furthermore, PLFEC is not considered as this will not affect the SRM and 
DRM resource utilisation. However, PLFEC will reduce the power requirement by decreasing the 
target block error rate but this will affect both SRM and DRM methods similarly.
The general system level simulation parameters are given in Appendix B, and additional parameters 
are given in Table 7-6 and 7-7. Table 7-6 gives the transmit power range with respect to the reference 
power. The reference power can be calculated according to the worst BLER requirement amongst the 
multiplex channels when the data rate is set to 315kbps. For SRM and DRM performance 
comparison, three different power ranges are considered; (1) no maximum power limit allowing 
SRM and DRM to operate freely, whereas (2) and (3) assign upper and lower power limits.
Table 7-6: Different transmit power settings for SRM and DRM performance comparison
Scenario number Allowed power range re ative to 315 kbps powerMaximum (dB) Minimum (dB)
1 No upper limit No lower limit
2 3.64 0.62
3 2.84 -0.17
As explained in previous chapters, due to the VBR of service type resource requirements at every 
scheduling instant may vary, hence it is necessary to investigate how the two methods perform when 
the instantaneous transmit power varies according to the available radio resources. In real systems, 
available resources at any given time will depend on several factors, such as resource requirement of 
the other sessions, satellite transponder power, etc. But it is not feasible to implement all these factors 
in the system level simulators, hence; we have emulated the dynamically changing available 
resources in real systems by varying the available transmit power uniformly between the maximum 
and the minimum power settings. When comparing SRM and DRM methods the same seed value is 
used to generate the available transmit power and this enables easy comparisons.
For SRM and DRM performance comparison, two different streaming sessions, having the same 
priority level, have been considered with both being mapped onto the same physical channel. Even 
though these two sessions have different data rates the same TBS sizes^ were assigned for both 
TrCH. The maximum data that can be transferred during a TTI period through the physical layer is 
fixed at 420 kbps and this was used to calculate the SRM RF parameter.
‘ The TFC is consists of all the possible TBS sizes according to the pre-selected TB size
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Table 7-7: SRM and DRM performance comparison simulation parameter settings
Transport Channel 1 Transport Channel 2
Traffic Source {see Appendix B ) S_291 S_79
Traffic Type Streaming Streaming
Mean data rate (kbps) 291 79
File size (MBytes) 35 12
Packet size (Bytes) 1200 1200
Transport Block size (Bytes) 600 600
TTI (ms) 80 80
Redundancy Overhead {Ro) 0 0
Priority level High High
Target Transport Block Error Rate 
(BLER) 10^ 10^
TBS (bits) 0 4800 9600 14400 19200 24000 28800 33600
0 4800 9600 14400 19200 
24000 28800 33600
Maximum allowed TFS size (bits) 33600
7.3.2 SRM and DRM performance comparison
The first set of simulation results for the transport packet delay comparisons, show that the novel 
technique does not increase the packet delay but in fact decreases the packet delay compared to the 
SRM method. After proving that the DRM method does not add additional delays to the sessions the 
next sub-sections provide resource utilisation curves, such as power bandwidth and TFC, based on 
the performance metrics defined in Table 7-8.
Table 7-8: SRM and DRM performance comparison metrics
Performance metrics Description
Power Offset {Pf) Required transmit power with reference to 315kbps power {see Equation (6-8)), same as Power Overhead.
SCCPCH utilisation % The ratio between the instantaneous TFC size to the maximum TFC size for a given physical channel
TFC usage Number of times each TBS is used by the scheduler for a TrCH
Transport Block (TB) delay (s)
Time difference between TB arrival time to the RLC 
transmit buffer and the leaving time. At RLC level, TB is 
identified as RLC SDU.
7.3.2.1 Transport Block delay comparison
Figure 7-21 shows the TB delay comparison for power setting scenario 2 and 3, and it is evident that 
when the power limit is lowered the TB delay increases considerably for both SRM and DRM 
methods. However the DRM, TB delay is less than its counterpart. This shows that the DRM method 
does have the ability to schedule data at instances where the SRM method cannot, due to power 
restrictions. Therefore, it is acceptable that
Chapter 7. Performance Analysis 139
“ When there are power restrictions, the DRM method tends to provide relatively 
lower TB delays as compared to SRM methods. ”
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Figure 7-21: Transport Block delay distribution
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Figure 7-22: Transport Block delay distribution
during the entire session for SRM and DRM methods during the entire session for SRM and DRM methods, 
and and for different power limits when there is no power limitation
For the case where there are no power restrictions the TB delay for both DRM and SRM methods is 
similar, as shown in Figure 7-22. Therefore, it can be stated that
‘When there is no power restriction, TB delay introduced by, both SRM and DRM  
methods will be similar. "
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Figure 7-23: Transport Block delay distribution Figure 7-24: Transport Block delay distribution
during the entire session for SRM and DRM methods, during the entire session for SRM and DRM methods, 
when power limit is set to scenario 2 when power limit is set to scenario 3
Figure 7-23 and 7-24 corroborate the previous findings of the DRM delay performance. It is clearly 
shown that the DRM method will not add any delay overheads. The next section presents results that
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show that the DRM method not only improves the delay performance but is also capable of utilising 
the resources better.
7.3.2.2 Power requirement
As given in Equation (5-3), the RF value is calculated according to the maximum TFC settings. Even 
if the instantaneous TFC size is smaller than the maximum TFC size, the allocated transmit power is 
the same as the power allocated for the maximum TFC. The required power can be less than the 
maximum TFC only if,
• The chosen TB size is equal to zero
• The current worst BEER requirement amongst the active sessions is less than the worst BEER 
requirement for all the sessions mapped onto the same physical channel.
In contrast the power for the DRM method will always depend on the current worst BEER and the 
chosen TFC size. Figure 7-25 and 7-26 show the power offset (dB) values during the entire session 
when there is no power limitation. These two figures corroborate the above findings, that even when 
there is no power limitation the SRM method will always use the maximum power (corresponds to 
maximum TFC) during the session period. For example the required transmit power offset for the 
SRM method will always be either OdB or 1.5 dB, whereas for the DRM method the power 
requirement will lie between -7dB to 1.5dB. Therefore it could be concluded that,
"Resource allocation will be more flexible fo r the DRM method than fo r the SRM  
method. ”
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Figure 7-25: Required SCCPCH Po(dB) during each 
scheduling period for SRM and DRM methods 
(TrCHI), when there is no power limit
Figure 7-26: Required SCCPCH P„(dB) during each 
scheduling period for SRM and DRM methods 
(TrCH2), when there is no power limit
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Figure 7-27 and 7-28 show the time vs. power offset curves for the power limits set according to 
scenario 2 and 3. TrCHI power offset curves for no power limit and power limit scenario 2 do not 
differ but, when the power limit is set according to scenario 3 there is a clear difference in terms of 
session duration, as highlighted by the dotted circles. In line with the TB delay performance findings, 
this difference clearly shows that when the power limit is reduced the total time required to transmit 
the file will be higher for the SRM than for the DRM method.
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Figure 7-27: Required SCCPCH /*„(dB) during each 
scheduling period for SRM and DRM methods 
(TrCHI), when power limit is set to scenario 2
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Figure 7-28: Required SCCPCH P„(dB) during each 
scheduling period for SRM and DRM methods 
(TrCHI), when power limit is set to scenario 3
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Figure 7-29: Required SCCPCH /*o(dB) during each 
scheduling period for SRM and DRM methods 
(TrCH2), when power limit is set to scenario 2
Figure 7-30: Required SCCPCH (dB) during each 
scheduling period for SRM and DRM methods 
(TrCH2), when power limit is set to scenario 3
Although the TrCHI performance varies depending on the power settings the TrCH2 performance 
does not differ much. This can be explained in terms of the TBS sizes for TrCH2, as there is no data 
to be transferred for TrCHI but if TrCH2 data is present, the scheduler can schedule data at higher
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data rates than the mean rate of TrCH2. As shown Figure 7-29 and 7-30, this allows the TrCH2 
queue to clear, resulting in the transfer of the file in a similar time period for different power limits.
T.3.2.3 Bandwidth Utilisation
Up to now it has been shown that the DRM method performs similarly or outperforms SRM in terms 
of TB delay and power offset. Further, to strengthen these findings, this section provides bandwidth 
utilisation comparisons for SRM and DRM. The physical channel is assumed 100% utilised when the 
data rate equals the maximum allowed data rate^ of the concerned channel.
According to Figure 7-31, when there is no power limitation, SCCPCH utilisation is similar for both 
methods. However, Figure 7-32 and 7-33 show that for the SRM method, SCCPCH utilisation is 
lower than for the DRM method. When power limits move from scenario 2 to 3, the SRM method 
SCCPCH utilisation is considerably lower than the DRM method. This illustrates clearly the inability 
of the existing SRM method to utilise the available radio resources efficiently when there are power 
limitations.
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Figure 7-31: SCCPCH utilisation (%) during each schulding period for SRM and DRM mthod, when there is
no power limit
Maximum data rate corresponds to the assigned maximum TFC size and in this case is 420kbps.
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Figure 7-32: SCCPCH utilisation (%) during each 
schulding period for SRM and DRM mthod, when 
power limit is set to scenario 2
Figure 7-33: SCCPCH utilisation (%) during each 
schulding period for SRM and DRM mthod, when 
power limit is set to scenario 3
When comparing the DRM method SCCPCH utilisation curves, it can be seen that for some 
scheduling instances even the DRM method, is not able to utilise the physical layer bandwidth. This 
can either be due to the fact that during these scheduling instances the total number of TB’s available 
for scheduling is less than the maximum number of TB’s allowed at any given scheduling period or 
is due to transmit power constraints. During these instances, if the scheduler can be modified to the 
required target BLER of the concerned session, there is a possibility that the power requirement can 
be met with the modified parameters. This, creates a possibility to utilise the unused physical layer 
bandwidth efficiently.
In order to dynamically adjust the required target BLER values, the S-GW scheduling process should 
have the capability of communicating to the additional reliability control module. This is only 
feasible if the module is inside the S-GW and also has the capability to dynamically adjust the 
reliability parameters to modify the required target BLER values. This was one of the main reasons 
to introduce the power aware Adaptive PLFEC module at the S-GW.
7.3.2.4 TFC usage comparison
This section shows the advantage of the DRM method over the existing SRM method by exploring 
the TFC usage during the session transmission period. As explained in previous sections, when the 
power is not limited, both SRM and DRM SCCPCH utilisation is similar and Figure 7-34 
corroborates this. TBS sizes used during the scheduling process are very similar for SRM and DRM 
methods implying that, when there is no power restricted scheduling process the outcome will be 
similar irrespective of the RM procedure deployed. However as stated before, resources allocated 
after every scheduling period can be differ from one another.
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Figure 7-34: TBS usage during the entire session for SRM and DRM methods, when there is no power
restriction
From Figure 7-35 and 7-36, it is evident that when there is power restriction and SRM is deployed as 
the RM method, the probability that the scheduler has to select either the highest or the lowest TBS 
size (in this case higher will be 33.6kbits, and the lowest always 0) is considerably higher when 
compared to use of DRM. The relative difference increases when the power limitation is lowered and 
this can be explained in the following.
When there are power limitations, and if the SRM method is deployed, as shown in previous 
sections, the RLC transmission buffer lengths can be increased due to the inability to schedule data in 
every scheduling instance compared to the DRM method. Therefore, when there is adequate transmit 
power available the scheduler has to consider longer buffer lengths if the SRM method is used and 
this results in the scheduler selecting the maximum possible TBS more often than for the DRM 
method. In contrast, if the available transmit power is not sufficient to schedule when the SRM 
method is used the scheduler will be forced to select 0 bits TBS. Whereas, if the DRM method is 
deployed the power allocation module can recheck the power requirement by reducing the TFC set, 
and if this satisfies the power requirement can schedule smaller TBS sizes than the maximum. 
However, if the revised power does not satisfy the power requirement the scheduler will be forced to 
assign 0 bits TBS size.
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Figure 7-36: TBS usage during the entire session for 
SRM and DRM methods, when power limit is set to 
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7.3.3 Summary
The main objective of this section was to highlight the superiority, in terms of resource utilisation, of 
the proposed DRM method over the currently existing SRM method. This was achieved by 
presenting the power offset and SCCPCH utilisation curves together with Transport Block delay and 
TFC usage results.
After careful analysis of the results presented herein it is concluded that in order to utilise the 
SCCPCH capacity fully, it is desirable to have an additional reliability technique inside the S-GW 
module.
7.4 System Level analysis -  Resource utilisation comparison between 
AFEC and SFEC
This section presents results of resource utilisation comparison between power aware Adaptive 
PLFEC and traditional static PLFEC for different PLFEC parameter settings. In addition it highlights 
the advantages of the proposed novel power aware APLFEC mechanism when compared with 
SPLFEC. In order to simply the notation, herein APLFEC is identified as AFEC and SPLFEC, as 
SFEC.
7.4.1 Simulation setup for AFEC and SFEC performance evaluation
The system level simulation setup is slightly different for SRM and DRM at system level. The 
significant difference in this simulation is the utilisation of the proposed PLFEC {see section 4.3) at
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the S-GW module. As this module increases the error protection capability (i.e. can tolerate higher 
BLER values compared to no EEC), transmit power requirements are relatively lower than for the 
DRM and SRM simulation. Therefore, two additional low power limitation scenarios, as given in 
Table 7-9 have been introduced for resource comparisons.
Table 7-9: Different transmit power settings for AFEC and SFEC performance comparison
Scenario number Allowed power range relative to 315kbps powerMaximum (dB) Minimum (dB)
1 No upper limit No lower limit
2 3.64 0.62
3 2.84 -0.17
4 1.87 -1.14
5 0.62 -2.40
The general system level simulation parameters are given in Appendix B, and additional parameters 
are given in Table 7-10. The two traffic sources employed have mean data rates which are lower than 
the previously considered. This is because, when the PLFEC module adds redundancy packets onto 
the original data stream, the effective mean rate seen by the scheduler will be increased according to 
the redundancy overhead value. The required minimum redundancy overhead for the particular 
sessions are chosen as 10% for the TrCHI session and 20% for the TrCH2 session, and these values 
are only chosen for resource utilisation comparisons (i.e. not for user satisfaction comparison). 
During the PLFEC performance comparison, the chosen FTG size was 128 packets and the packet 
size was 1.2kBytes. However, when PLFEC is applied at the RLC layer across transport blocks, the 
FTG size is set to 256 transport blocks. As a result, both 128 packets FTG at transport level FEC and 
256 TBs FTG at the RLC layer will protect similar original data lengths'*. This allows us to compare 
the transport packet level FEC performance (identified as Static FEC) with the RLC level Transport 
Block level FEC (identified as Adaptive FEC)^.
'* Two transport blocks constitute one transport level packet; hence 256 TBs constitute 128 transport level 
packets.
 ^ For both transport level FEC and the RLC level FEC are identified as PLFEC, however, when the transport 
level FEC is considered it will always be assumed that PLFEC is performed at the multimedia source rather 
than the RLC at the S-GW.
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Table 7-10: The system level parameter setting for AFEC and SFEC performance comparison
Transport Channel 1 Transport Channel 2
Traffic Source {see Appendix B ) S_267 S 68
Traffic Type Streaming streaming
Mean data rate (kbps) 267 68
File size (MBytes) 35 12
Packet size (Bytes) 1200 1200
Transport Block size (Bytes) 600 600
TTI (ms) 80 80
Redundancy Overhead {Ro) % 10 20
FTG size (TBs) 256 256
Priority level High High
Target BLER before FEC decoding 3x10-2 5x10-2
Target BLER after FEC decoding 10-2 10^
TBS (bits) 0 4800 14400 19200 24000 28800 33600
0 4800 14400 19200 24000 
28800 33600
Maximum allowed TFC size 33600
Target BLER values before and after FEC decoding is obtained by using Equations (3-3) and (3-6) 
{see Figure 7-37 and 7-38).
For the SFEC, the required PER (after decoding) is converted to tolerable PER (before decoding) and 
then is converted into tolerable BLER. The corresponding BLER values for Ro, 10 and 20% are given 
in chapter 7 {see 7.1). After setting up the system level simulation, several runs were performed and 
most of the resource utilisation data collected for processing.
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Figure 7-37: BLER vs. R„ for different PLR 
requirement, where FTG is fixed to 128 packets
Figure 7-38: BLER vs. /?„ for different PLR 
requirement, where FTG is fixed to 256 packets
7.4.2 AFEC and SFEC performance comparison
The system level simulation results were analysed via the performance metrics defined in Table 7-11. 
These performances metrics are a combination of PLFEC analysis and SRM and DRM performance 
analysis metrics.
Table 7-11: AFEC and SFEC performance comparison metrics
Performance metrics Description
Redundancy Overhead (Ro) % Applied number of redundancy packets to a given FTB group, (see Equation (4-3))
Power Offset (Ro) dB Required transmit power with reference to 3 15kbps power (see Equation (6-8)), same as Power Overhead
User Satisfaction (Su^ aj) Satisfied number of users (see Equation (4-5) )
SCCPCH utilisation % The ratio between the instantaneous TFC size to the maximum TFC size for a given physical channel
Transport Block (TB) delay (s)
Time difference between TB arrival time to the RLC 
transmit buffer and the leaving time. At RLC level, TB is 
identified as RLC SDU.
In a similar way to the SRM and the DRM simulation result analysis we first compare the Transport 
Block delay for both AFEC and SFEC methods. We analyse whether the proposed novel AFEC 
method will either increase or decrease the TB delay as compared with the popular SFEC method. 
Ideally AFEC, TB delay should be either similar or better than with the SFEC method.
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7.4.2.1 Transport Block delay comparison
The main objective of the TB delay comparison is to investigate whether the AFEC method adds 
additional delay when dynamically modifying the PLFEC parameters to suit the instantaneous power 
and bandwidth resources.
As explained in chapter 6, the AFEC procedure is active at any given time if the scheduler is unable 
to schedule TBs in the transmission buffer due to power limitation. When this occurs the AFEC 
module works closely with the power allocation module to determine whether the modified PLFEC 
parameter combination will satisfy the power requirement. If it satisfies, then the scheduler can 
schedule data at the scheduling instant, which wouldn’t have been possible with the SFEC method. 
Ideally this should reduce the TB delay; however, after modifying the PLFEC parameters more 
bandwidth may be needed to transmit additional redundancy packets and this can cause the overall 
TB delay to be increased. One of the procedures of the proposed novel AFEC method will improve 
the delay performance whilst another is to degrade the delay performance. Therefore, if the resulting 
TB delay is similar or better to the SFEC delay, we can conclude that the AFEC method will not 
degrade the overall TB delay when compared to the SFEC method.
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Figure 7-39: Transport Block delay distribution 
during the entire session for SFEC and AFEC 
methods, when power limit is set to scenario 2
Figure 7-40: Transport Block delay distribution 
during the entire session for SFEC and AFEC 
methods, when power limit is set to scenario 3
Figure 7-39, to 7-42 show the TB delays obtained from the system level simulation. These figures 
show that when the power limits decrease, TrCHI AFEC TB delay is less than for the TrCHI SFEC 
method. However, TrCH2 TB delay for both AFEC and SFEC methods are similar. This can be 
explained by the TBS sizes as explained in the SRM and the DRM TB delay comparison section. By 
analysing these figures we conclude that the AFEC method will not increase the TB delays, and in 
some instances it will improve the overall TB delays.
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Figure 7-41: Transport Block delay distribution 
during the entire session for SFEC and AFEC 
methods, when power limit is set to scenario 4
Figure 7-42: Transport Block delay distribution 
during the entire session for SFEC and AFEC 
methods, when power limit is set to scenario 5
T.4.2.2 FEC overhead comparison
After establishing that the AFEC method will not degrade the TB delay performance in this section 
we compare the PLFEC overheads between the SFEC and AFEC method. This analysis is performed 
in two different stages;
• For different BLER requirement^ sessions being mapped onto the same physical channel 
(similar to bin-packing method)
• For similar BLER requirement sessions being mapped onto the same physical channel (similar 
to power aware-packing method)
o having similar R„ values
o having different Ro values 
Different BLER requirement sessions mapped together
In this section we analyse the dynamic PLFEC parameters when different BLER requirement 
sessions are mapped onto the same physical channel. As explained in chapter 4, this method of 
session multiplexing can be identified as the bin-packing method. Furthermore, chapter 4 has 
highlighted that the bin-packing method is not efficient in terms of power utilisation. In other words, 
when sessions are mapped without considering their power requirements (directly corresponding to 
BLER) some sessions may receive higher power than required. However, when the AFEC method is 
deployed this additional power will influence the reduction of the required redundancy overhead of
The BLER concerned here is the tolerable BLER according to the PLFEC parameters.
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these sessions. This is shown in Figure 7-43, where TrCH2 was initially assigned 20% redundancy 
overhead, but as it can be seen during the session, Rq fluctuates below that initially requested. This is 
because the other channel multiplex with TrCH2 has higher power requirements. This additional 
power is utilised to reduce the required redundancy. The advantage of this feature is that when there 
is power limitation, this channel redundancy overhead can be increased in order satisfy the power 
requirement. On the other hand, TrCHI has the higher power requirement, and the transmit power is 
not limited. Hence during the session TrCHI will always receive the required R„
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Figure 7-43: FTG number vs. applied R„ for both Figure 7-44: FTG number vs. applied /?„ for both 
sessions and for SFEC and AFEC methods, when the sessions and for SFEC and AFEC methods, when the 
power limit is set to scenario 2 and minimum Rg is set power limit is set to scenario 3 and minimum Rg is set
as 10% and 20% for TrCHI and TrCH2 as 10% and 20% for TrCHI and TrCH2
Figure 7-44 depicts the PLFEC Ro parameter value variation when the transmit power limitation acts 
according to scenario 3. When there is power limitation, TrCHI R„ will fluctuate above the minimum 
required R„ level in order to facilitate the instantaneous power requirements. It is noted that even 
though TrCHI is allocated higher R„ levels, the previous session delay comparison has shown that 
the total session duration will not increase. Hence we can conclude that;
"The AFEC method will provide better error protection capability (in other word 
higher Rg) than the SFEC method, when there are power restrictions. ”
This is demonstrated in Figure 7-45 and 7-46. Furthermore, when the power restriction is high, the 
AFEC module will increase R„ to reduce the power requirement of these sessions and as a 
consequence the scheduler will be able to schedule these sessions even under the power restrictions. 
These figures also show that, when the available power decreases the required R„ level increases.
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Figure 7-45: FTG number vs. applied Rg for both 
sessions and for SFEC and AFEC methods, when the 
power limit is set to scenario 4 and minimum R„ is set 
as 10% and 20% for TrCHI and TrCH2
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Figure 7-46: FTG number vs. applied R„ for both 
sessions and for SFEC and AFEC methods, when the 
power limit is set to scenario 5 and minimum Rg is set 
as 10% and 20% for TrCHI and TrCH2
In contrast, the SFEC method is not capable of adjusting the PLFEC parameters dynamically, hence 
when there are power restrictions the scheduler is not able to transmit the maximum possible data and 
instead has to coordinate with the power allocation module to determine the TBS which satisfies the 
current power requirement, and then schedules data according to this.
Similar BLER requirement sessions mapped together
Even though similar BLER requirement session are multiplexed together, their PLFEC parameter 
requirements can be different to each other. This means that these multiplex sessions can have 
different Ro requirements. The following sections explore these scenarios and then compare the 
AFEC and SFEC PLFEC parameters.
Different Redundancy overhead level
This section explores the scenario where the required minimum redundancy level is different 
between multiplex channels for power limitation scenario 3 and 4. As expected Figures 7-47 and 
7-48 show that when the R„ requirement is similar, both sessions tend to require higher Ro than the 
minimum level. The comparison in Figure 7-47 with 7-44 it can be seen that in the latter scenario, 
TrCH2 will obtain lower Ro values whereas in the other scenario the same channel will require higher 
Ro level than the minimum level , this being a result of the similar BLER multiplexing (i.e. power 
aware mapping). The same applies to Figure 7-48 and 7-45. In addition the former figure shows that, 
when the target BLER is similar and the power limitations are high, eventually the multiplex channel
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tends to similar redundancy levels’ even though their minimum redundancy overheads were 
different. Therefore we conclude;
"That, even when power aware mapping is deployed as the channel multiplexing 
method, the AFEC can be more effective than the SFEC method at utilising the 
available bandwidth. ”
 i 1JT ...
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Figure 7-47: FTG number vs. applied Rg fo r  both 
sessions and for SFEC and AFEC methods, when the 
power limit is set to scenario 3 and minimum R„ is set 
as 10% and 20% for TrCHI and TrCH2
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Figure 7-48: FTG number vs. applied Rg for both 
sessions and for SFEC and AFEC methods, when the 
power limit is set to scenario 4 and minimum Rg is set 
as 10% and 20% for TrCHI and TrCH2
Similar redundancy overhead level
Figures 7-49 and 7-50 show that even though BLER requirements and the minimum R„ are similar 
the dynamically required redundancy level is dictated mainly by the effective session data rate. In 
other words, when there are higher numbers of TB to be transmitted for a given session, the AFEC 
method always tries to release more TBs of that session than other multiplex sessions provided that 
all sessions have similar priority levels. Furthermore, this is only true for similar priority sessions.
’ In order to tolerate similar BLER the session will require the same error protection level irrespective of traffic 
type and minimum R„ requirement.
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Figure 7-50: FTG number vs. applied Rg for both
sessions and for SFEC and AFEC methods, when the sessions and for SFEC and AFEC methods, when the 
power limit is set to scenario 3 and minimum Rg is set power limit is set to scenario 4 and minimum Rg is set 
as 10% and 10% for TrCHI and TrCH2 as 10% and 10% for TrCHI and TrCH2
7.4.2.3 Bandwidth Utilisation
This section presents the bandwidth utilisation simulation results for different BLER requirement 
sessions with different Ro levels mapped onto the same physical channels. Figures 7-51 and 7-54 
show the bandwidth utilisation for different power limitation settings. The first three figures seem to 
be identical, whereas the last one clearly shows the bandwidth utilisation improvement of the AFEC 
method over the SFEC method.
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Figure 7-51: SCCPCH utilisation (%) during each 
schulding period for SFEC and AFEC mthod, when 
power limit is set to scenario 2
Figure 7-52: SCCPCH utilisation (%) during each 
schulding period for SFEC and AFEC mthod, when 
power limit is set to scenario 3
Chapter 7. Performance Analysis 155
Time (s) Time (s)
500 1000
Time (s)
500 1000
Time (s)
Figure 7-53: SCCPCH utilisation (%) during each 
schulding period for SFEC and AFEC mthod, when 
power limit is set to scenario 4
Figure 7-54: SCCPCH utilisation (%) during each 
schulding period for SFEC and AFEC mthod, when 
power limit is set to scenario 5
The reason that the bandwidth utilisation difference cannot be clearly visible in Figure 7-52 and 7-53 
is due to the number of scheduling instances depicted in this figure. However, if the time axis is 
expanded it will be seen that there are power limitations and that the AFEC method is able to utilise 
the available bandwidth more effectively compared to the SFEC method.
By analysing the bandwidth utilisation curves it can be concluded that, the AFEC method is capable 
of utilising the available bandwidth better than the SRM method.
7.4.2.4 Power utilisation
Similar to bandwidth utilisation curves. Figures 7-55 to 7-58 do not show significant power offset 
differences for similar power limitation. Again, this is due to the number of scheduling instances 
plotted in these curves, and if the time axis is expanded it can be seen that the AFEC power set is 
either similar or better than the SFEC method. This can be explained by the following argument. 
When there is power restriction, the AFEC method will increase the redundancy level and as a result 
the total data needed to be transferred will be higher compared to the SFEC method. In other words, 
even though the AFEC method allows us to schedule more data than the SFEC method it will add 
more data to be transferred. As a result, the AFEC power offset tends to be similar to the SFEC 
method power offset.
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Figure 7-55: Required SCCPCH /*o(dB) during each Figure 7-56: Required SCCPCH (dB) during each
scheduling period for SFEC and AFEC methods scheduling period for SFEC and AFEC methods
(TrCHI), when power limit is set to scenario 2 (TrCH2), when power limit is set to scenario 2
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Figure 7-57: Required SCCPCH P„(dB) during each Figure 7-58: Required SCCPCH P„(dB) during each 
scheduling period for SFEC and AFEC methods scheduling period for SFEC and AFEC methods
(TrCHI), when power limit is set to scenario 3 (TrCH2), when power limit is set to scenario 3
However, when the power restrictions are high, as shown in Figures 7-59 to 7-62 the AFEC method 
tend to have lower power offset more often than the SFEC method. This can be explained due to 
lower power limitations the scheduler will not be able to schedule data using higher TBS sizes but 
instead will have to schedule data using lower TBS values (and in some instances even this may not 
be possible) when the SFEC method is used. On the other hand, when the AFEC is used it will enable 
the scheduler to schedule data by using lower TBS sizes with higher redundancy overheads. It is thus 
possible to conclude that,
"When the AFEC method is deployed and the power restrictions are high it will 
facilitate the scheduler to use the highest possible TBS size when compared to the
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SFEC method. However, this is only possible by increasing the redundancy 
level. ”
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Figure 7-59: Required SCCPCH P„ (dB) during each Figure 7-60: Required SCCPCH P„ (dB) during each
scheduling period for SFEC and AFEC methods 
(TrCHI), when power limit is set to scenario 4
scheduling period for SFEC and AFEC methods 
(TrCH4), when power limit is set to scenario 4
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Figure 7-61: Required SCCPCH P„(dB) during each Figure 7-62: Required SCCPCH P„(dB) during each
scheduling period for SFEC and AFEC methods scheduling period for SFEC and AFEC methods
(TrCHI), when power limit is set to scenario 5 (TrCH2), when power limit is set to scenario 5
However, TB delay curves for the same power limitations have shown that the AFEC method will 
not increase total session duration but instead will utilise the bandwidth more efficiently than the 
SFEC method to transfer more redundant packets. As a result, when the AFEC is deployed the 
session tends to have higher redundancy overhead values than when the SFEC method is deployed.
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7.4.3 Summary
It is clearly evident from the results presented that irrespective of the multiplexing method (i.e. bin 
packing or power aware mapping) the proposed power aware APLFEC procedure will not increase 
the transport block delay (time taken to schedule a TB) during the resource allocation procedure 
when compared with the static PLFEC method. However the proposed APLFEC method has the 
ability to utilise the available bandwidth more efficiently than the SPLFEC method. In other words, 
when the SPLFEC method is used for any time instant if  the scheduler is unable to schedule TBs due 
to power constrains, then there is a possibility that the proposed APLFEC will enable scheduling of 
these TBs.
7.5 Chapter Summary
This chapter comprised four sets o f simulation results; namely link level simulation results, system 
level PLFEC parameter selection simulation results, SRM and DRM performance comparison 
simulation results and finally SPLFEC and APLFEC performance comparison results.
The link level simulation results were used to choose some of the S-UMTS physical layer parameter 
setting for the system level simulation; e.g. TTI. The results were used as an input to the system level 
simulator to deteimine the required Ei/No values for calculation of the tr ansmit power at the satellite 
gateway and to deteimine the received BLER value for decision as to whether to forward the TB to 
the upper layers or to discard them.
Having collected all the necessaiy parameters and settings a first set of system level simulations were 
performed to obtain Üie impact o f the PLFEC. These results were presented in terms of power 
overhead {P^ vs. user satisfaction level (5^ „) for different redundancy overhead (i?o) values. Also 
presented are the performance bar charts for Pg vs. required number of RTX packets for feasible re­
transmission. These results have cleaiiy shown the impact of Rg on achieving higher user satisfaction 
level.
The third sets of results have shown the performance comparison between the SRM and the DRM 
method. When the power constrains are tight, the TB delay comparison results have clearly indicated 
that the DRM method introduces the lowest TB delay as compared to the SRM method. This was due 
to the fact that when the DRM method is used the transmit power will not be depend on the 
maximum but tlie instantaneous TFC. Furthermore, the remaining performance curwes in this section 
have clearly indicated that the DRM method is more efficient at utilising the available bandwidth and 
transmit power. As result, it can be said that the DRM method will introduce more flexibility to the 
RRM procedure than its conventional counterpart. Therefore, the DRM method will help to meet the
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delay consfrains of the MBM streaming type services whilst achieving the desired user satisfaction 
levels.
The final set of results show the performance comparisons between static PLFEC and the power 
aware APLFEC. As explained in previous sections the main objective in introducing APLFEC was to 
provide more flexibility to the DRM enable RRM procedure whilst achieving similar or better 
perfoimance, in terms of TB delay, bandwidth and power utilisation, and eiTor connection capability 
(redundancy overhead level) as compared to static PLFEC. To this end, the TB delay comparison 
curves have shown that APLFEC will not increase the TB delay and eiTor correction capability 
comparison curves we clearly indicated that the APLFEC method is able to provide better error 
protection, i.e. higher redundancy overhead level, compared to SPLFEC. Moreover, bandwidth 
utilisation curves have clearly shown that when the power constraint is tight the APLFEC is capable 
of utilising the bandwidth more efficiently than SPLFEC.
In summaiy this chapter has cleaily demonstrated that it is desirable to modify the exiting SRM and 
to be replace it by the proposed DRM method. Furtheimore, this chapter has also shown that the 
proposed novel power aware APLFEC method is capable of improving the reliability of the MBM 
content over hybrid S/T-UMTS radio access network whilst efficiently utilising the scarce radio 
resources. This modification has been proposed into the SDMB system design.
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Chapter 8
8 Conclusions and Future work
The main objective o f this research was to;
"Investigate, propose and validate new methods and modifications required to 
the existing specifications to improve the reliability o f  the MBM content over 
Satellite —UMTS radio access networks
The first phase of this research was performed with two aims in mind. In the first we investigated the 
impact of provisioning MBM content over tlie existing satellite -UMTS network according to the 
existing specifications whilst identifying necessary modifications and new techniques necessary. In 
the second phase we have investigated the cuiTent reliability mechanisms applied to satellite 
networks in the literature and selected the most applicable mechanisms for the hybrid satellite-UMTS 
network model. From the chosen methods, the PLFEC method was selected as the most promising 
reliability improvement technique due to its superior en'or correction capability in comparison with 
others. After investigation, it became evident that a standalone reliability mechanism (i.e. the PLFEC, 
S-UMTS specific RRM fimctions, etc.) was not able to efficiently utilise the scarce available satellite 
radio resources whilst at the same time providing the required reliability to the MBM content. It was 
shown that resources can be efficiently utilised when the S-UMTS specific RRM functions, such as 
power allocation, communicate with the proposed PLFEC at the RLC layer during the S-UMTS 
packet scheduling process. The work presented in this thesis can be broadly divided into following 
areas;
• A comprehensive study of applicable reliability mechanisms to improve the reliability of 
MBM content delivered over S-UMTS networks and key means of making further 
improvements.
• Development of a novel Dynamic Rate Matching (DRM) proceduie to improve the S-UMTS 
downlink power and bandwidth utilisation.
• Proposal for a S-UMTS RLC layer based PLFEC mechanism
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• Proposal and demonstration o f a power aware Adaptive PLFEC method to improve the 
reliability of the MBM content over S-UMTS networks whilst utilising the scarce radio 
resources more efficiently.
• Development of a complete and comprehensive link and system level Satellite-UMTS 
simulator model on top of the open source Network Simulator version 2.26 (NS-2.26) for use 
in optimisation of S-UMTS resoui'ces.
8.1 Conclusions
One of the competing methods to deliver the emerging multimedia broadcast and multicast content 
(MBMC) over 3G networks is to utilise the satellite component of the UMTS. To this end, during the 
last few years several research projects have been carried out around the world to define, validate and 
demonstr ate the complimentary S-UMTS network model (i.e. hybrid T/S UMTS) to deliver MBM 
content to larger audiences dispersed over a larger geographical area. However, initial projects have 
indicated the necessity to improve the reliability of the content deliveiy over the satellite radio access 
network compared to its counterpart teiTestiial radio access network, but did not propose new 
techniques. This issue has been investigated and addressed in this research and some of the outcomes 
have contributed to ongoing European projects, ETSI standardisation and to the foundation of the S- 
DMB commercial system definition.
Initially we have investigated the impact of delivering MBM content over the satellite radio access 
network to S-UMTS enable tenninals according to the existing S-UMTS specifications. This study 
has concluded that the session multiplexing at Satellite -Gateway (S-GW) will have direct impact on 
the satellite radio resource allocation proceduie as well as multiplexed session perfonnance (in terms 
of BLER). Furtheiinore, this study also concluded that except for Rate Matching (RM), all the other 
physical layer functional modules (e.g. Turbo Coding, etc.) perfonnance will not differ whether the 
sessions are multiplexed or not. After identifying the importance of the Rate Matching function when 
delivering MBM content, we have investigated the suitability of the existing Rate Matching 
procedure to deliver MBM content by using common physical channels via S-UMTS. This procedure 
calculates relevant Rate Matching parameters according to the maximum data rate allowed amongst 
multiplex sessions and these parameter values remain fixed during entire sessions (i.e. static)\
hi general, MBM sessions tend to have variable data rate and this will have an adverse effect to the 
session performances and the radio resource utilisation according to the SRM procedure. For 
example, if  the maximum data rate allowed thiough a common physical channel is 384kbps (require
’ Tliroughout this research we have identified the exiting Rate Matching procedure as Static Rate Matchmg 
(SRM) due to the static nature.
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18% punctuiing) and at any given time instant if the total data rate passing tlirough the channel is 
228kbps; in this instance the SRM module has to apply 18% puncturing to all the multiplex sessions 
(assuming equal Rate Matching Attribute) even though it is not necessary. These unnecessary 
puncturing will cause longer power off periods during each radio frame, resulting in waste of scarce 
power resources. Moreover, unnecessary puncturing will degiade the Turbo Coding performance and 
this can reduce the reliability of the content over the satellite network. To address these issues, we 
have proposed a novel Dynamic Rate Matching (DRM) procedure. Furthermore, we have also 
introduced a novel power allocation procedure associated with the proposed DRM procedure to take 
advantage of the DRM technique compared to SRM.
The power and bandwidth utilisation performance cuives presented clearly showed that the proposed 
novel techniques are capable of more efficiently utilising the radio resouices whilst improving the 
reliability of the content over the satellite interface. In order to introduce these techniques, the 
existing specifications have to be modified however; we have shown that these modifications do not 
require diastic specification changes. In addition, additional memory and processing power is 
required at the terminal and the satellite gateway. However, according to current technological 
advances these requirements will not be an issue.
Furthenuore, we have concluded that by improving only the existing S-UMTS fimctions at the 
satellite -gateway will not be sufficient to improve the overall user satisfaction level (i.e. reliability 
of the content) when multimedia content is delivered using broadcast or multicast techniques via the 
satellite interface. To addiess this, we have infroduced (including the necessary modifications to the 
existing specifications) Packet Level Foiward Enor Correction (PLFEC) at Radio Link Control 
(RLC) layer at the satellite gateway. The proposed PLFEC uses a well-known systematic Reed- 
Solomon (RS) erasure code for packet coding and decoding. Analytical study has shown that the 
PLFEC error correction ability is dependant on several parameters such as, FEC Transmission Group 
(FTG) size, redundancy overhead (i?o), packet length, etc. Furtheimore, for the same FTG size, the 
PLFEC has higher eiror conection capability for higher Rg, but this comes at the expense of 
reduction in tliroughput of the channel. Therefore, it was concluded that Rg is the key parameter in 
achieving higher reliability levels whilst controlling throughput.
After demonstrating the performance gains (in teims of power, bandwidth and user satisfaction level) 
of the proposed teclmiques, we have investigated the advantages and disadvantages of these 
teclmiques operating in concert as against when they operate in isolation. This study has concluded 
that the scarce radio resources can be more efficiently utilised when these techniques work in 
coordination rather than work in isolation. To facilitate the coordination we have introduced a novel 
technique called power aware Adaptive Packet Level Foiward Error CoiTection (APLFEC), where 
PLFEC parameters are dynamically (i.e. every Transmission Time Interval, TTI) calculated 
according to the instantaneous radio resource requirement. The APLFEC perfonnance curves clearly
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show the flexibility (power and bandwidth requirement) introduced to the radio resource allocation 
procedure when compared to proposed techniques working in isolation. Furthermore, results have 
shown that the proposed teclmique will add larger overall redundancy overheads to the original 
content as opposed to when these teclmiques work in isolation. Tliese additional redundancy 
overheads improve the PLFEC enor collection capability and as a result overall user satisfaction 
level will be increased. From these results we can conclude that the proposed APLFEC method 
improves the reliability of the content over the satellite interface whilst efficiently utilising the scarce 
radio resources.
hi order to evaluate the perfoimances of the new techniques, a complete satellite-UMTS system level 
simulation model was developed on top of the Network Simulator version 2.26. This comprises, 
comprehensive satellite system level chaimel models, an average value interface based system level 
and link level interfaces, link budgets, exhaustive radio resource allocation module, PLFEC module, 
three different packet scheduling schemes etc. The simulator was developed in a modular manner so 
that new modules can easily be introduced. This simulator was used to obtain system level simulation 
results presented in this thesis and as pait of the MoDiS and MAESTRO project deliverables.
In summary achievements of the research are;
• Proposed a PLFEC module and procedure at the RLC layer at the Satellite UMTS gateway.
• Introduced a novel DRM procedure and demonstiated that this method out perfonns the 
exiting SRM procedure in terms of resource utilisation (i.e. bandwidth, power, etc.).
• A novel power allocation procedure associated with DRM was introduced and demonstrated 
that this procedure out perforai the existing proceduie.
• Shown that the proposed novel power aware APLFEC method utilises the resource more 
efficiently than the static PLFEC method.
• Developed a comprehensive Satellite UMTS simulator (link and system level) on top of the 
NS-2.26 version.
Finally,
‘Tt can be said that the proposed DRM  procedure associated with the power 
aware APLFEC will; more efficiently utilise the scarce radio resources whilst 
providing better error protection levels (i.e. higher user satisfaction level) 
compared to the exiting MBM content delivery mechanisms used via Satellite 
UMTS radio access network. ”
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8.2 Future research directions
The research work carried out and presented in this thesis was primarily focused on improving the 
reliability of the MBM content over satellite -UMTS radio access network by modifying the existing 
S-UMTS gateway functionalities whilst introducing the radio resource aware adaptive PLFEC to 
provide packet level (= RLC PU’s) error protection to improve the resource utilisation. This section 
suggests possible future research directions (ideas) which may further improve the overall reliability 
of the MBM content over S-UMTS networks.
• In our work, packet scheduling was performed by using a simple Multi-level priority queuing 
(MPLQ) and also the PLFEC parameter selection was totally independent of other sessions. 
This can introduce un-faimess when determining the PLFEC parameters amongst multiplex 
sessions. To overcome this, when determining the PLFEC parameters complex scheduling 
schemes, which consider not only the priority, but also the session mean rates, packet delay 
constrains, etc., can be introduced. If these new schemes are introduced, they will also have to 
consider other multiplex session PLFEC requirements and this could introduce better fairness 
when allocating PLFEC parameters. This will provide more control to the resource allocation 
module when deciding which session has better error protection.
• In the proposed APLFEC method, the PLFEC parameters depend mainly on received and 
instantaneous available resources. FurÜieimore, the reference S-UMTS network model did not 
facilitate a return link; hence, resource has to be allocated according to the previous channel 
infoimation (or based on tlie statistical infoimation). However, if there is a possibility to allow 
a return link (either by satellite or by tenestrial network) perceived packet characteristics by 
users can be taken into consideration when allocating PLFEC parameters. As the number of 
users increases the number of feedbacks received by the satellite gateway increases, hence; 
new methods have to be introduced to scale down the feedback implosion, for example 
restricting the feedback facility to only a few users (i.e. active users). The proposed APLFEC 
method can be fui'ther extended to facilitate the user feedback.
• The proposed APLFEC method can be further extended to facilitate redundant packet 
retransmission (i.e. data carousel) and this can be based on statistical information. This will 
further improve the user satisfaction level. If this is introduced, the proposed resource 
allocation procedure will have to consider PLFEC packet types, encoded original packet, 
encoded redundant packet, and encoded retiansmission redundant packets when allocating 
resources.
• For simplicity Reed-Solomon (RS) codes were used as the erasure code by the proposed 
PLFEC module but different codes, such as 2-D RS, Raptor codes, etc., can be deployed to 
evaluate user satisfaction level, resoui'ce utilisation (power and bandwidth), for different code 
types.
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A p p e n d ix  A: R e f e r e n c e  S/T UMTS c h a r a c t e r is t ic s
Component characteristics
A.1.1 User terminal
For hand held terminals, EIRP will be around -2 dBW, terminal antenna gain -0.5dBi, and G/T value 
circa -25.5dB/K.
A.1.2 Intermediate Module Repeater (IMR)
Single-frequency ground repeater equipment is envisaged (SATIN) to fill the coverage gaps caused 
by shadowing or blockage in built-up urban areas. The service downlink frequencies can be used by 
ground repeaters to retransmit the signals, but this limits the retransmitted power in relation to the 
input-to-output isolation performance (about 80dB). High power repeaters with large coverage 
capability will imply the use of a different frequency-hand for the satellite downlink.
Ground repeaters always receive the signal directly from the same GEO satellite (no signal injection 
from terrestrial wired or wireless networks and no auxiliary satellite is assumed). This approach 
guarantees the shortest path delay difference between the direct satellite signal and the repeater signal 
at any location inside the satellite footprint.
The following table presents some assumptions on RF characteristics of basic ground repeaters, 
which are close to or within the range of typical values for T-UMTS repeaters.
Table A-8-1: IMR RF characteristics
S-band Ground Repeater
Amplification Gain: 70dB
Satellite link Terminal link
Rx Antenna Gain @2.5 GHz 28 dBi EIRP @ 2.5 GHz -10 dBW
G/T 2.5 dB/K Tx Antenna Gain @ 2.5 GHz 17 dBi
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A.I.3 Gateway
Table A.8-2: Gateway characteristics
Gateway
EIRP @ 14.5 GHz 85 dBW
Rx Antenna Gain @12.2 GHz 55.5 dBi
G/T 34.7 dB/K
A.I.4 Satellite Forward link
Table A -8-3: Satellite forward link characteristics
Satellite
Feeder Ku-Band Service/User S-band
EIRP/beam @ 12.2 GHz 60 dBW EIRP/beam @ 2.5 GHz 70 dBW
Rx Antenna Gain @14.5 GHz 32 dBi Rx Antenna Gain @ 2.7 GHz 41 dBi
G/T 5 dB/K G/T 14 dB/K
RF on-board power baseline 7kW
S-band Antenna size 8 to 12 m
Antenna C/I 15 dB
A.1.5 Forward link
Table A-8-4: Link between satellite and hand held receiver characteristics
FORWARD LINK -  384 kb/s -  Hand held class reception
Feeder Uplink
Frequency of operation 14.5 GHz
Gateway EIRP / Traffic code 70 dBW
Free Space Losses @ 30° elevation 207.5 dB
Rain + Atmospheric Losses 4dB
Other Losses (Polarisation + Pointing) 1.5 dB
Satellite Rx Antenna Gain -  Edge of Coverage (line losses incl.) 29 dBi
Rx Power / traffic code -114dbW
System Noise Temperature 500 K
Thermal Noise Density -201.5 dBW/Hz
Interference Density -189.7 dBW/Hz
Uplink Eb/(No+Io) 19.7 dB
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Service Downlink
Frequency of operation 2.5 GHz
Satellite EIRP / traffic code 57 dBW
Free Space Losses @ 20° elevation 192.5 dB
Polarisation + Pointing Losses 1 dB
Terminal G/T -23 dB/K
Terminal Antenna Gain 2 dBi
Terminal System Temperature 300 K
Thermal Noise Density -204 dBW/Hz
Interference Density (lo) -209 dBW/Hz
Downlink Eb/(No+Io) 12.2 dB
Overall Link Eb/(No+Io) 11.5 dB
Required Eb/(No+Io) incl. 1 dB implementation loss 3.5 dB
Link Margin 8dB
A.1.6 IMR to Terminal
Table A-8-5: Link between IMR and hand held receiver characteristics
FORWARD LINK -  384 kb/s -  Hand held class indirect reception (continued)
Service Downlink -  Ground Repeater to Terminal
Frequency of operation 2.5 GHz
Ground repeater EIRP / traffic code -19 dBW
Path Loss 122 dB
Polarisation + Pointing Losses 1 dB
Terminal G/T -24 dB/K
Terminal Antenna Gain 2 dBi
Terminal System Temperature 400 K
Thermal Noise Density -202.6 dBW/Hz
Interference Density -209 dBW/Hz
Repeater Downlink Eb/(No+Io) 4.9 dB
Overall Link Eb/(No+Io) 4.5 dB
Required Eb/(No+Io) incl. 1 dB implementation loss 3.5 dB
Link Margin 1 dB
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A p p e n d ix  B: Sim u l a t o r  D e s c r ip t io n
We provide herein infomiation related to the simulation approach, module description and result 
validation used in this research work. Summary of the simulation approached was published in “Link 
Level and System Level Simulators for the S-DMB system evaluation,” publication by the author 
[LOP- 4] The first section provides an insight into different types of simulation (i.e. overview), such 
as link level, static system level and dynamic system level which can apply to S-UMTS systems 
whilst highlighting the simulation approach selected in this research work. Following sections 
provide detailed introduction (i.e. simulator modules etc.) to the simulators (i.e. S-UMTS simulator 
base on Network Simulator 2.26 version) which have been used to produce results in presented in 
this thesis. Finally, simulation validation and a selection of the results are presented.
B.l Introduction
In order to evaluate and optimise mobile network systems it is not feasible to produce every possible 
scenario such as the required number of users, network load, number of cell etc. In computer aided 
simulations, although all the necessaiy network conditions (i.e. settings, channels and etc.) are not 
possible to evaluate a sample is sufficient if  scenarios are chosen conectly to represent real 
conditions, hi general, UMTS radio network simulations can be classified into two main categories; 
link level and system level simulations. Although it is desirable to have single of simulator, including 
everything fi-om transmitted wavefoims to the multi cell network, due to the complexity and the 
required high resolution and simulation time, single simulator approach is not feasible, hi order to 
obtain link level accurate receiver performance characterisation, a chip level or symbol level 
simulation model is needed, i.e. at least 3.84Mcps time resolution. On the other hand, at system level 
the traffic models and the mobility models require simulations of at least 15-20 minutes with a large 
number of modelled mobiles and base stations. This further confimis that it is necessaiy to have 
separate link and system level simulators.
The link level simulators usually operate at symbol or chip level whilst the system level simulators 
operate with a resolution determined by the feature that most often changes interference. In tenestrial 
UMTS fast closed loop power control operating with 1.5 kHz [2] frequency is the algorithm having 
the highest frequency, and therefore 1.5 kHz fr equency resolution is used in our system simulator.
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Wliereas in S-UMTS networks, fast power control is not envisaged and the packet scheduling 
procedure at the MAC layer has the highest operating frequency of 12.5Hz (i.e. eveiy 80ms period). 
The link level simulations are perfonned between a base station and a mobile station and evaluate 
performance of the demodulator, channel estimation, decoding of the error correcting code, the 
behaviour of the fading channel etc. The link level performance are generally presented as Bit Error 
Rate (BER) after decoding and transport Block En or Rate (BEER) as a function of received E^/No.
In contrast to link level simulations, the system level T-UMTS simulations evaluate seem who’s in 
which several mobile terminals are connected to several base station which are also interconnected in 
the network, hi general system level simulations have the goal to model a network based on an 
existing or planned cell design, an estimated traffic distribution and a mix of seiwices with multiple 
QoS requirements. System level simulations provide different output parameters, such as capacity 
and QoS in the real network, for a given traffic mix (i.e. group of services). One of the main 
disadvantages of system level simulators is the difficulty of validating the results. To verify the 
conclusions obtained by means of simulation is veiy useful in comparing results obtained by different 
institutions and organisations using the same simulation scenarios.
System level simulations can use the time based or the "Monte Carlo" technique in static or dynamic 
simulations. The time based approach can provide an exhaustive dynamic capacity output based on 
time QoS criteria for network capacity evaluation or coverage. They are mostly used for algorithm 
optimisation and quality o f service dynamical analysis. FurtheiTnore in time based simulations 
mobile ai e moving and sessions are starting and ending during the simulation period, and experience 
propagation channel fading. However, there is always a compromise to set between the frequency of 
samples and the simulation duration in order to capture the network dynamics. A more practical 
approach is a pure static snapshot requiring low computational capabilities. This approach is based 
on a discrete mobile placement in the network, followed by the determination of a stable state. 
Furtheimore, in static simulations the radio resource management algorithms are modelled as average 
values, e.g. the effect of the fast power control is taken into account on the average and also 
statistical analysis requires several scenarios with various mobile positions and activity to get 
significant results.
As explained, due to the complexity mobile communication simulations are performed in two 
separate simulations stages namely, system level and link level. Therefore to analyse overall 
performance a method of interfacing the link and system level simulators has to be defined. The main 
objective of the interface is to combine the accui acy of the detailed link level receiver modelling with 
the system level simulations. The interface is needed to be able to predict the BLER probability in the 
system level simulations based on the received signal-to-interference ratios, SIR, per hansmission 
time interval (TTI, system level simulation period).
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This research is more focused on overall network performance in tenns of user satisfaction, hence, 
system level simulations were earned out to evaluate the proposed method to achieve higher user 
satisfaction. However, in order to perfoim system level simulation it is required to have link level 
characteristics to determine settings, such as radio bearer level, propagation environments etc, and an 
accurate interface between link level and systems level simulations. To this end, we have developed a 
S-UMTS simulation model and an interface, however we have used an in-house developed link level 
simulator to obtained the required link level characteristics. This simulator was used to obtain link 
layer results for several European projects, namely SATIN, MoDiS and MAESTRO. The next 
section provides a brief introduction of the link level simulator with some of the results obtained, and 
then provide is a detailed description of the system level simulator and the interface developed for 
link level and system level simulations.
B.2 Link level simulator
The link level simulator was initially developed to evaluate terrestrial UMTS networks, however it 
was modified to evaluate S-UMTS link level characteristics by modification. It was developed in 
C++ and is in line with 3GPP specifications [44] and the envisaged S-UMTS chaimel model 
(including IMR channel model) [21]. Figure B-1 depicts the S-UMTS link level simulation model 
and in this research work paiticular attention has been given to the highlighted functional modules, 
such as rate matching, chamiel multiplexing etc. Except for interleaving /de-interleaving and the 
channel model all other functional modules are exactly the same as for the T-UMTS case. Even for 
interleaving, the simulator modules are exactly the same as for T-UMTS but with the exception That 
the simulator has the capability to operate at 320ms TTI (in addition to standard 10, 20, 40 and 80ms 
TTI values). However this value is not used to generate results in this work*. Furthermore, as this 
simulator is only used to generate average Ec/Ior vs. BLER results for different physical layer radio 
bearer and propagation channel settings, the detail link level simulator description will not be 
provided herein but can be found in the MoDiS deliverable.
* It was shown in MoDiS that Üie performance difference between TTI 80ms and 320ms is insignificant, 
tlierefore only 80ms is used in tliis research work.
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Figure B-1: S-UMTS link level simulator model
B.2.1 Channel model
The channel model developed for the link level simulator is an extension of the terrestrial channel 
model based on the tap delay line with a total of 43 paths being considered, where 6 paths are for 
each IMR and one direct path from satellite as shown in Figure B-2. For simulation, those IMR 
multipath components below -15dB are disregarded and the assumed Rake window size is 80 Chips 
duration (20.8 ps). The assumed values for processing delay (T-Addit) in IMRs are 0, 5, 10, 15 ps. 
Furthermore, the power delay profile which was derived from the basic ETSI Tapped-Delay-Line 
parameters (section B .l.4.2 Channel Impulse Response Model [51]) for the low power IMR, is used 
from the SATIN project [21] and given in Table B-7. The direct path from the satellite is considered 
as a Rice channel and reflected components are represented by a Rayleigh distribution [107]. 
Channel model parameters are given in Table B-6 and this module was fully tested.
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Table B-6: Channel Parameters
Parameter Range Detail
Number of 
IMRs
0-7 The simulation can be oriented with only direct satellite reception 
or Sat + 1 IMR to 7 IMRs only (no SAT)
Power delay 
profile
Just a data file Can be used to compare low power IMR and high power IMR 
performance
K factor 0-40dB If there is direct SAT reception
Speed 0-200 km/h To test the performance with different mobility conditions.
Delay in 
IMR
No restriction Can be used to evaluate the allowable delay in IMR for signal 
processing
Frequency No restriction Fixed frequency for test
/  IMR 2
IMR 5 ' \V \  IMR 3
IMR 4
T42 \
Processing D elay, 
in IMR i
tTHI/P T-Addit|
O/P
Figure B-2: Tap delay line for IMR channel 
Table B-7: Power delay profîle for low power IMR (delay in ps)
Relative 
delay (ps)
Avg.
Power
(dB)
Relative 
delay (ps)
Avg.
Power
(dB)
Relative 
delay (ps)
Avg.
Power
(dB)
Relative 
delay (ps)
Avg.
Power
(dB)
0.00 -3.8 1.99 0.0 0.32 -3.7 2.44 -13.2
2.30 -1.0 0.63 -4.7 2.75 -14.2
2.70 -9.0 1.03 -12.7 3.15 -22.2
3.08 -10.0 1.41 -13.7 3.53 -23.2
3.72 -15.0 2.05 -18.7 4.17 -28.2
4.50 -20.0 2.83 -23.7 4.95 -33.2
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IMR3 IMR4 IMR5 IMR6
Relative 
delay (ps)
Avg.
Power
(dB)
Relative 
delay (ps)
Avg.
Power
(dB)
Relative 
delay (ps)
Avg.
Power
(dB)
Relative 
delay (ps)
Avg.
Power
(dB)
5.18 -17.5 6.16 -17.5 4.41 -13.2 1.30 -3.7
5.49 -18.5 6.47 -18.5 4.72 -14.2 1.61 -4.7
5.89 -26.5 6.87 -26.5 5.12 -22.2 2.01 -12.7
6.27 -27.5 7.25 -27.5 5.50 -23.2 2.39 -13.7
6.91 -32.5 7.89 -32.5 6.14 -28.2 3.03 -18.7
7.69 -37.5 8.67 -37.5 6.92 -33.2 3.81 -23.7
B.2.2 RAKE Receiver
The implementation of the Rake receiver is modelled as given in the SATIN [21] project and can be 
configured with as many fingers as necessary, however, only 8 fingers have been used when 
generating link level results.
B.2.3 Channel coding
This simulator has the capability to operate with Turbo or Convolutional coding according to the 
3GPP specifications [47]. According to the specification, for the data channel Turbo Coding will be 
deployed, hence, link level results were obtained only for Turbo Coding. The simulator has the 
facility to by pass the model. That is, it is possible to see the performance without coding. Chanel 
coding parameter range is given in Table B-8.
Table B-8: Turbo Coding Parameters
Parameter Range Detail
Coding Rate 1/3 Refer [44]
Interleaving depth 40-5114 bits 3 GPP interleaver
B.2.4 Rate Matching
The rate matching module is implemented according to the 3GPP specification. As is common 
practise, TFCS is not given as an input to link level simulations; instead the dynamic part of the TFC 
(i.e. number of TBs and TB length for each multiplexed channel) will be given along with the 
dynamic part of the maximum TFC. For example in order to simulate two TrCH multiplexing 
scenario. Table B-9 shows the relevant parameters which are given to the link level simulator. As in 
the specification the link level simulator will use the maximum TFC parameters to calculate the Rate 
Matching ratio (ÆF,) and this ratio will be used to calculate the RM module parameters for the TFC 
parameters. In this research work this method is identified as static rate matching. The link level
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results for proposed dynamic rate matching is obtained by always assigning the same set of 
parameters for the maximum and current TFC parameters.
Table B-9: Example parameter setting for two TrCH multiplexing
TrCH #l TrCH #2
Number of TBs (current) 2 3
TB length (current) 5018 3480
Number of TBs (maximum TFC) 4 4
TB length (maximum TFC) 5018 3480
In order to compute RM related parameters the Rate Matching module requires the Rate Matching 
Attribute parameter. However, “RM attribute” parameters for MBMS sessions which are multiplexed 
together are not yet publicly available and most of the European projects (SATIN, MoDiS, and 
MAESTRO) have assumed equal RM attribute even for different service classes. In Chapter 5, we 
have made several conclusions with regards to the rate matching procedure in the current 
specification, one of them being that for a given session performance, in terms of BLER, will not 
depend on the multiplexing scenario (whether the session is multiplexed with other sessions or not) 
provided that the same rate matching ratio is applied and the code block size is close to 5000 bits. For 
example, if two TrCHs are multiplexed and if the resulting RM ratios (based on RM attribute) are 
RF/ 0.95 and RF2 0.78. Our conclusion is that these two TrCH performances when multiplexed will 
be the same as if the two channels operate without multiplexing (i.e. mapped one-to-one) but have 
the same RM ratio values. Hence the number of simulations needed to be performed will be greatly 
reduced (no need to perform multiplex simulations) and that is no needed to know the RM attribute 
link level.
Different RM ratios are applied to sessions by using the maximum TFC input parameter of the link 
level simulator.
B.2.5 Interleaving
Both r '  and 2"*^  interleaving are modelled as in the specifications [44], in addition TTI 320 ms was 
also implemented.
B.2.6 Channel Multiplexing
The simulator is capable of multiplexing up to 8 TrCHs, however only a small number of simulation 
were performed using the link level simulator. These simulations were used to confirm some of the 
finding in chapter 5.
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B.2.7 Input and output of the simulator
The link level simulator front end has a command line interface (used under Linux) and Table B-10 
shows some of the input commands and example settings.
Table B-10: Set of link level simulator commands
Command Example Units Descriptions
atrch atrch2 Number of transport channels
attia attiaO.Ol seconds TTI value
armaa armaa256 Rate matching attributes
aamra aamraO Traffic type (Data-0 or voice-1)
anoa anoa2 Number of transport blocks per TTI
apsa apsa4096 bits TB size
aohb aohb4 bits RLC & MAC overhead
amdra amdra409600 Bits/s Max data rate (TB size x No Of TBs)
acrca acrca 16 bits CRC length
acta actal Coding type 1-TC, 0-CC
aindx aindx 14 Slot format 14 used
c c4 channel Type (c4 Satellite Only, c31 7IMRs+Sat)
1 18 Number of Rake fingers
k klO rice factor (dB)
V v50 kmph Velocity
fu fuO dB lor/Ioc
b b20000 Max number of errors
imrd Imrd 100 ns Processing delay in IMR
pgdur Pgdur 1 ms Duration in paging state
pgocc Pgocc100 ms Paging frequency
ibodb Ibodb 10 dB Input back off
B.2.8 Propagation environments and link level radio bearer parameters
As explained in chapter 3, only three types of propagation environment have been investigated at 
system level. These are suburban, urban vehicular and urban pedestrian environments. Link level 
notations used for these environments are c4 and c31 (both urban scenarios). Urban vehicular and 
pedestrian environments are distinguished by the user terminal velocity, where vehicular velocity is 
SOkmph and the pedestrian velocity is 3kmph. Some of the radio bearer parameters are fixed for all 
link level simulations whereas others are changed for different simulation scenarios.
All link level simulations were produced for slot format 14 (corresponds to Spreading Factor 8), 
where 8 bit long TFC indicator is placed in every radio frame. The first function of the UMTS 
physical layer is to add CRC bits to every TB it receives from the MAC layer, and the length of the 
CRC is variable. In UMTS systems, 16 bit CRC is widely used, and is adopted herein. For channel 
coding we use 1/3 Turbo coding, and RM attribute is assumed as 256 (this value is irrelevant when
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channels are not multiplex). Paging and IMR delay is not considered and also loMoc is set to OdB, as 
explained in the chapter 5 power allocation section, during the link level simulation. Table B-11 
presents the link level parameter settings, and these different simulations are subdivided according to 
the puncturing or repetition ratio ((/?F  -  l)x  100% ) applied. Within each ratio set, different TTI 
values and propagation types are changed to generate different simulation environments.
When mapping TBs into code blocks, we have chosen TB length to be equal to code block length. 
Therefore, physical layer concatenation and segmentation functions will not have to be rearranged for 
specific block lengths. For example, in scenario 6.2.2.1, TB size is 4664 bits and for TTI 80ms, 8 
TBs will be passed onto the physical layer. Before passing these TBs into the concatenation/ 
segmentation module, 16 bit long CRC will be added. Then in the next module the total length of 
these blocks are calculated, in this case it is 37444 bits (=(4664+16)*8). Then the number of code 
blocks is determined according to Equation 4-2., and this determines the code block size. The 
resulting block length is then assigned as the TB length (by reducing the CRC length).
For Rate matching ratio calculations, the maximum data rate is given as an input to the link level 
simulator, where it corresponds to the no. of TBs multiply by the TB length.
Table B-11: Link level simulation parameters
Scenario
Number
Velocity
(kmph)
Environme
nt
Data Rate 
(kbps)
Puncturing (-) 
/repetition 
ratio
TTI
(ms)
TB Size 
(bits)
No
TBs
No. of TBs, TB size. Max 
Data Rate
2.1.1.1 120 c4 449.60 -30 80 4496 8 (8,4496.449600)
2.1.1.2 120 c4 449.60 -30 40 4496 4 ( 4,4496.449600)
2.1.1.3 120 c4 449.60 -30 10 4496 1 (1.4496.449600)
2.1.2.1 3 c31 449.60 -30 80 4496 8 (8,4496.449600)
2.1.2.2 3 c31 449.60 -30 40 4496 4 (4,4496.449600)
2.1.2.3 3 c31 449.60 -30 10 4496 1 (1.4496.449600)
2.2.2.1 50 c31 449.60 -30 80 4496 8 (8.4496. 449600)
2.2.22 50 c31 449.60 -30 40 4496 4 ( 4,4496.449600)
2.22.3 50 c31 449.60 -30 10 4496 1 (1.4496.449600)
4.1.1.1 120 c4 393.40 -20 80 4496 7 (7.4496.393400)
4.1.1.2 120 c4 393.60 -20 40 3936 4 (4.3936. 393600)
4.1.1.3 120 c4 393.60 -20 10 3936 1 (1.3936. 393600)
4.1.2.1 3 c31 393.40 -20 80 4496 7 (7.4496. 393400)
4.1.2.2 3 c31 393.60 -20 40 3936 4 (4.3936. 393600)
4.1.2.3 3 c31 393.60 -20 10 3936 1 (1.3936. 393600)
4.2.2.1 50 c31 393.40 -20 80 4496 7 (7.4496. 393400)
4.2.22 50 c31 393.60 -20 40 3936 4 ( 4.3936, 393600)
42.2.3 50 c31 393.60 -20 10 3936 1 (1.3936. 393600)
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6.1.1.1 120 c4 349.80 -10 80 4664 6 (6,4664, 349800)
6.1.1.2 120 c4 349.80 -10 40 4664 3 (3,4664,349800)
6.1.1.3 120 c4 349.60 -10 10 3496 1 (1,3496,349600)
6.1.2.1 3 c31 349.80 -10 80 4664 6 (6,4664,349800)
6.1.2.2 3 c31 349.80 -10 40 4664 3 (3,4664, 349800)
6.1.2.3 3 c31 349.60 -10 10 3496 1 (1,3496,349600)
6.2.2.1 50 c31 349.80 -10 80 4664 6 (6,4664, 349800)
6.2.2.2 50 c31 349.80 -10 40 4664 3 (3,4664, 349800)
6.2.2.3 50 c31 349.60 -10 10 3496 1 (1,3496,349600)
8.1.1.1 120 c4 315.00 0 80 5040 5 (5,5040,315000)
8.1.1.2 120 c4 315.00 0 40 4200 3 (3,4200,315000)
8.1.1.3 120 c4 314.40 0 10 3144 1 (1,3144,314400)
8.1.2.1 3 c31 315.00 0 80 5040 5 (5 , 5040,315000)
8.1.2.2 3 c31 315.00 0 40 4200 3 (3,4200,315000)
8.1.2.3 3 c31 314.40 0 10 3144 1 (1,3144,314400)
8.2.2.1 50 c31 315.00 0 80 5040 5 (5 , 5040,315000)
S.2.2.2 50 c31 315.00 0 40 4200 3 (3,4200,315000)
S.2.2.3 50 c31 314.40 0 10 3144 1 (1,3144,314400)
10.1.1.1 120 c4 286.50 10 80 4584 5 (5,4584,286500)
10.1.1.2 120 c4 286.20 10 40 3816 3 (3,3816,286200)
10.1.1.3 120 c4 285.60 10 10 2856 1 (1,2856,285600)
10.1.2.1 3 c31 286.50 10 80 4584 5 (5,4584,286500)
10.1.2.2 3 c31 286.20 10 40 3816 3 (3,3816,286200)
10.1.2.3 3 c31 285.60 10 10 2856 1 (1,2856,285600)
10.2.2.1 50 c31 285.50 10 80 4584 5 (5,4584,286500)
10.2.2.2 50 c31 286.20 10 40 3816 3 (3,3816,286200)
10.2.2.3 50 c31 285.60 10 10 2856 1 (1 ,2856,285600)
12.1.1.1 120 c4 262.50 20 80 4200 5 (5,4200,262500)
12.1.1.2 120 c4 262.20 20 40 3496 3 ( 3, 3496,262200)
12.1.1.3 120 c4 261.60 20 10 2616 1 (1,2616, 261600)
12.1.2.1 3 c31 262.50 20 80 4200 5 (5,4200,262500)
12.1.2.2 3 c31 262.20 20 40 3496 3 (3,3496,262200)
12.1.2.3 3 c31 261.60 20 10 2616 1 (1,2616,261600)
12.2.2.1 50 c31 262.50 20 SO 4200 5 ( 5, 4200,262500)
12.2.2.2 50 c31 262.20 20 40 3496 3 (3,3496,262200)
12.2.2.3 50 c31 261.60 20 10 2616 1 (1,2616,261600)
14.1.1.1 120 c4 242.40 30 80 4848 4 (4.4848, 242400)
14.1.1.2 120 c4 242.40 30 40 4848 2 (2,4848,242400)
14.1.1.3 120 c4 241.60 30 10 2416 1 (1,2416,241600)
14.1.2.1 3 c31 242.40 30 80 4848 4 ( 4,4848,242400)
14.1.2.2 3 c31 242.40 30 40 4848 2 (2,4848,242400)
14.1.2.3 3 c31 241.60 30 10 2416 1 (1,2416,241600)
14.2.2.1 50 c31 242.40 30 80 4848 4 (4,4848, 242400)
14.2.2.2 50 c31 242.40 30 40 4848 2 (2,4848,242400)
14.2.2.3 50 c31 241.60 30 10 2416 1 (1,2416,241600)
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B.2.9 Link level validation and results
The link level simulator which has been used in this research work has been validated in two of the 
European projects, namely SATIN and MoDiS [21], [20]. Furthermore, results obtained from this 
simulator have been used as a reference in ETSI “Evaluation of the W-CDMA UTRA FDD as a 
Satellite Radio Interface” Technical Report. Therefore, we will not provide validation results in this 
Appendix, but validation result can be found in the above project deliverable.
Figure B-3 and B-4 show BLER curves obtained from the link level simulator, and further results are 
provided in chapter 7 (performance evaluation).
Figure B-3: BLER vs. E /Ior  for 100% rate 
matching ratio and for different propagation 
environment and TTI values
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Figure B-4: BLER vs. Ec/Ior for 90% rate 
matching ration and for different propagation 
environment and TTI values
B.3 System level simulation
In order to evaluate the performance of reliable multicast techniques and the proposed radio resource 
allocation algorithms, a system level simulator was developed on top of open source Network 
Simulator version 2.26. Before introducing the simulator the next sub section provides an insight into 
network simulator, namely simulator layout, PLFEC agent, satellite gateway, satellite receiver, 
statistic calculation.
B.3.1 Introduction Network Simulator 2
NS2 was developed in the frame of U.S. research projects featuring participation of both industry and 
academia. It is currently supported by similar projects, which are effectively successors of the ones 
that led to its initial development. It has become extremely popular in the last six years within 
research community world-wide. It is an open platform and free availability is the main reasons for
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its widespread use. The contribution of individual modules by researchers and companies has also 
played a significant role in the simulator success. Thanks to these conhibutions the simulator has 
evolved quickly and be an updated with state-of-the art features and experimental protocols 
considered within the Internet community.
NS2 is an object-oriented simulator using the split-level programming concept. Two programming 
languages are used: C++, a system programming language, and Object Tel (OTcl), a scripting 
language. It therefore supports a class hierarchy in C++ and a similar one within the OTcl interpreter. 
From a user point of view there is one-to-one conespondence between the classes in the two 
hierarchies. The user’s interface with NS is the OTcl interpreter: every time the user in the inteipreter 
creates an object, a corresponding object is installed within the C++ class hierarchy.
The combined use of the two languages allows the network simulator to efficiently handle the trade­
off related to scnpting and system-level languages. C++, as a system programming language is faster 
but more difficult to change. OTcl, on the other hand, inherits the latency of the scripting languages 
but can be more easily changed, providing a more user-fi*iendly programming interface to the end- 
user. Tliese fundamental features of the two languages dictate at the same time the tasks that should 
be assigned to each one. C++ is appropriate for protocol implementation and packet-level functions, 
while the interpreter is mainly invoked for simulation set-up, quick object configuiation, as well as 
simpler code, wiitten in an ad-hoc manner and with limited reuse potential.
The existing NS2 simulator does have satellite simulation modules; however it lacks some of the 
major functionalities required to simulate S-UMTS networks. To this end, several modifications to 
existing functional modules have been carried out while developing some modules from scratch, such 
as PLFEC, system level channel model, RRC etc.
B.3.2 System level simulator objectives and performance measurements
The system level simulator is capable of simulating single satellite spot beams with up to around 
1000 users (this is not a hai'd limit as it stems from memory requirement) dispersed within the spot 
beam coverage area and each o f these users can join different MBMS sessions (for single simulation 
run, users are only allowed to join single session). Figure B-5 shows the real S-UMTS network 
layout whilst identifying the conesponding simulation models. As shown in the figure, system level 
simulator is only capable of evaluating S-UMTS downlink perfoimance (but if necessaiy simple 
modification can be done to enable to return link).
Objectives of the system level simulator is as follows,
• Impact of different reliability mechanisms, namely PLFEC and repetition
• Analyse trade-offs between PLFEC at UDP and RLC level.
• Analyse trade-offs between DRM and SRM with regards to power consumption
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Performance comparison for Adaptive FEC and static FEC
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Figure B-5: High level system level simulator layout, where top figure shows real network and bottom
figure shows corresponding simulator modules
Performance evaluation is carried out by using the following parameters,
• Power :- Required transmit power for a given session
• Bandwidth :- Throughput with and without FEC
• Delay :- packet delay (time taken to release the higher layer packets from RLC buffer)
comparison for DRM and SRM
• Packet Loss Rate (PLR) :- perceived PLR after FEC decoding
• Packet Error Rate (PER) :- PER before FEC decoding
• Satisfied number of users :- percentage of users that have received required QoS in terms of
PLR
B.3.3 System level network layout settings
As envisaged in the SATIN project, S-UMTS will have several spot beams which will cover Europe; 
however we have only considered the spot-beam covering France for our simulations. This is to be in 
line with the MoDiS field trial, i.e. some of the results produced in this research work contributed 
directly to the MoDiS project and these results were compared with experimental MoDiS platform 
results. Spot beam parameters are given in Table B-12.
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Table B-12: Parameters for spot beam covering France
Parameter Range
Latitude 43.6 (N)
Longitude 1.25 (E)
Radius 500 km
Elevation angel 30°
Altitude 0.14 km
Slant range 37876 km
GEO satellite details are given in Table B-13.
Table B-13: GEO satellite settings
Parameter Range
Longitude 10(E)
Orbital height 35800 km
S-UMTS users are randomly distributed within the spot beam (spherical coordinates have been used 
to check whether the user location is within the spot beam coverage area).
B.3.4 System level simulator functional modules
As shown in Figure B-5, there are 6 different functional modules existing in the system level 
simulator given in Table B-14.
Table B-14: System level main functional modules and there tasks
Module Main task
FEC agent Responsible to generate the traffic (equal length packets), UDP packet FEC encoding, UDP packet interleaver, UDP packet repetition
Satellite gateway Perform RLC, PLFEC sub layer, MAC, physical layer and radio resource allocation functions
Satellite Bent pipe repeater
System level 
channel model
Calculate path loss, shadowing loss, Markov model for satellite signal good 
state and bad state, mobility model, received Eb/NO calculations, and make 
TB errors
Satellite receiver Perform MAC, RLC, and PLFEC sub layer functions
FEC receiver UDPP layer FEC decoding
Sink Calculate statistics
The system level end-to-end data flow is depicted in Figure B-6. The FEC agent will generate equal 
length packets and then forward these according to traffic trace data into the satellite gateway RLC 
layer. RLC layer will segment them into RLC PDU and then forward them into the MAC according 
to time MAC time scheduling. Radio resource allocation module will then allocate the required 
transmit power and will release TBs into the broadcast media. These TBs will go through the system 
level channel model to reach the user terminal. The user terminal will first check whether TBs are in 
error and the correctly received ones are forwarded to the RLC MAC layer. The MAC layer will 
check whether the TBs are destined for the user and if so the TBs are forwarded to the RLC layer.
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Upon receiving PLC PDUs, it will perform reassembly and pass the UDP packets to the receiving 
UDP agent (sink). IF FEC is applied then FEC decoding is performed and finally decoded packet 
statistics are collected.
Sender
side
Receiver
side
UDPRLC s o u  #4UDP UDPRLC SDU #3
UDP 
packets #2RLC SDU #2UDP packet
RLC SDU #1 RLC SDU #2 RLC SDU #3
TTl Re-assembly
RLCSegmentation
1 Power I 
'allocation i
PDU #3PDU#IRLC PDU #2PDU#1
Session
filtering
TB»1MACMAC TB»1 (Pi)
TB
transmission
Drop error 
TBTTINo. o f  TBs per TTI
TB#1TB #1 (PJPHY
User
M obilil.
Generate 
TB erroMshadowini
System level 
channel model Otherlosses^Path loss
Figure B-6: Data flow through the system level simulator
B.3.4.1 PLFEC UDF agent
This module can be sub divided into two sub modules, namely traffic generation and reliable 
technique module. The first one is responsible for generating packets according to the type of session 
(i.e. CBR or VBR), and the latter performs three different reliably techniques on the generated UDP 
packets. These two modules were developed in C++ by extending NS2 UDP functional module.
B.3.4.1.1 Sender side (FEC encoder)
According to the reliability technique, this sub module will modify (i.e. add redundant packets or 
rearrange the packet order) the UDP packets and will forward them to the satellite gateway. These 
techniques operate as described in Chapter 3. When this module performs FEC encoding, it will not 
perform actual GF field algorithms to generate RS codes, instead it adds new packets according to 
FEC parameters and assigns them as redundant packets. After adding redundant packets, on FEC 
header is added to every packet which has all the parameters required for decoding purposes.
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Table B-15: FEC sender input parameters
Parameter Variable notation Range
Reliability method F 1 for FEC, 2 for Repetition, and 3 interleaving
Number of FEC Transfer 
Groups (FTG) N Up to 1000
FTG size n No restriction
Number of original packets 
within FTG k No restriction
Number of redundant within 
FTG h No restriction
Repetition count r No restriction
Packet interleaving depth lid This has to be inline with n (n/lid = integer)
When performing repetition, repeated packets are generated by copying the original packets. After 
this process the new header is added to distinguish it from the original and repeated packets. Finally, 
packet level block interleaver is implemented for packet interleaving. All the higher layer packets are 
placed in separate queues (equal to number of rows in the block interleaver), and then according to 
the block interleaver settings packets are released.
B.3.4.2 System level traffic sources
Two types of service have been used in this research work; they are streaming and file download. 
These services are modelled by using statistical models and using real traffic traces [109].
MBMS download services are non real time services; hence a simple CBR traffic model is used to 
generate them in the system level simulator. For each download service, two parameters have to be 
defined, one is the data rate R in kbps and the packet length L (in bytes).According to these two 
values, the CBR model will determine the packet inter arrival time Tp (msecs), according to 
Equations (B.9), for packet transmissions
Tp = R (B.9)
Streaming services are modelled by using real time traffic measurement trace files which are publicly 
available on the Internet [109]. These traces comprise consecutive frames for different video coding 
techniques, for example MPEG4 and H.263. Table B-16 provides the streaming trace details which 
have been used in this research work. The traffic generator module has a packetiser, which is 
responsible for generating packets from different frame sizes (taken from the trace). This adds the 
frame lengths together until it reaches the desired packet length, then produces one packet and the 
remainder of the frame is added to the next packet. Packet inter arrival time is calculated according to 
the number of frames considered for a signal packet. In all traces, frame interval is 40ms.
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Table B-16: Streaming traffic trace detail
Traffic
source
identifier
Film name Quality Coding type Mean rate (kbps)
Peak to 
Mean ratio
S_68 Star Trek - First Contact Low MPEG4 68 17.07
S_79 Susi und Strolch Low MPEG4 79 16.03
S_124 Starship Troopers Low MPEG4 124 11.68
S_183 Mr. Bean Medium MPEG4 183 8.22
S_188 Robin Hood Low MPEG4 188 10.55
S_246 Die Hard III Medium MPEG4 247 6.62
S_267 Mr. Bean High MPEG4 267 6.35
S_291 Formula 1 Medium MPEG4 291 4.82
S_328 Star Trek - First Contact High MPEG4 328 7.58
S_360 Susi und Strolch High MPEG4 360 8.03
S_424 Simpsons Medium MPEG4 424 10.45
B.3.4.3 Satellite Gateway
The satellite gateway module is sub divided into another 4 sets of sub modules called RLC, MAC, 
PHY and RRA. The following sections provide detailed descriptions of these sub modules.
B.3.4.3.1 RLC layer
The RLC sub module has three main responsibilities: segmentation, reassembly and queuing with 
each of them performed as separate functions. Upon receiving UDP packets the RLC module 
segments these according to the predefine block sizes. The current implementation block size will 
remain fixed during a simulation run. These segmented blocks are forwarded to the RLC buffer for 
queuing. However, in real systems RLC will first buffer the highest in a queue and then according to 
the block size (for every TTI MAC will inform the block size) these packets will be segmented or 
concatenated to form RLC PDU’s. The current simulator does not have the concatenation function, 
but instead UDP packet length and RLC PDU length are chosen so that concatenation is not required 
when forming RLC PDUs.
RLC PDU s in the buffer will be released according to the TTI, and released packets are forwarded to 
the MAC layer. Input parameters to the RLC sub module are given in Table B-17
Table B-17: Input parameters to RLC sub module
Parameter Variable notation Range
RLC PDU length Irlc This has to be inline with UDP packet length
Buffer limit No restriction
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B.3.4.3.2 PLFEC sub layer
If RLC level PLFEC is enabled this function is be active and will be fully integiated in to the RLC 
module. This function has two operational modes called static and dynamic and is placed just after 
the RLC queue function. The main responsibility of the function is to count the number of RLC 
PDU’s released and when this is equals to the FTG original count, add redundant RLC PDUs. 
FurtheiTnore, this function is also responsible to add PLFEC headers to RLC PDUs. These encoded 
PDUs are foiwarded to a new queue, and when the MAC requests more PDUs, the RLC will release 
PDUs from the queue.
hi the static mode the PLFEC function will always wait until it receives the required number of 
original PDU counts to generate redundant packets. However, in the dynamic mode when it receives 
PDUs it will check from RRA whether to generate redundant packets. According to the responce 
from the RRA it will either add redundant or just fbiivard the PDUs into the 2”^  queue. Input 
parameters to the PLFEC sub module are similar.
B.3.4.3,3 MAC layer and Radio Resource Allocation (RRA)
The main responsibility of the MAC layer is to time multiplex different sessions onto the physical 
channels according to QoS requirements of the sessions in consultation with RRA. RRA is 
responsible for allocating transmit power and checking whether the required power is met according 
to instantaneous requfrements.
This is performed by the MAC layer packet scheduler and the procedure is as follows (Appendix E),
1. For all S-CCPCHs, the packet scheduler prioritises the FACHs and sorts them out from the 
highest priority to the lowest, and places them onto: high priority, medium priority and low 
priority server lists.
2. Then the packet scheduler selects the highest priority FACE from the servers.
3. Upon selecting the FACH to be scheduled the packet scheduler checks the FACE buffer. 
According to the buffer lengths the scheduler will chose different Transport Block Sizes 
(TBSs) from the TFC set to satisfy the queue length. Then sort the TBS according to TB size.
4. The next step is based on the selected Rate Matching procedure. If SRM is enabled, RRA 
will check whether the required tr ansmit power for the conesponding physical channel can 
be met. |If possible the RRA will infoiTU the packet scheduler to schedule the FACH. If the 
required power can be granted, the RRA will infoiTn the packet scheduler to schedule the 
concerned FACH.
5. Wlren DRM is enabled, if the required transmit power can be grairted the RRA will inform 
the scheduler to schedule the FACH. DRM differs from SRM when the required transmit
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power cannot be fulfilled. When this happens the RRA does not inform the scheduler on the 
power requirement cannot be met but instead the RRA checks whether the power 
requirement can be met when a smaller TBS size is chosen. If the power requirement for a 
smaller TBS size can be met then the RRA informs the scheduler. If the power requirement 
cannot be satisfied for all the possible TBS sizes then the RRA will inform the scheduler not 
to schedule that session during this scheduling period..
6. After selecting the TBS for a session the packet scheduler reduces the TFCS.
7. Step 2-6 are repeated for each subsequent FACH in the high priority list, and then for each 
FACH in the medium priority list, and finally, the FACHs in the low priority list.
8. After all TFCs for all SCCPCHs are chosen, the packet scheduler will apply these TFCs.
The above procedure is different when adaptive PLFEC is introduced, and this procedure is fully 
described in chapter 6.
The main input of this module is related to power calculations (i.e. link budget parameters) and these 
are given in the system level channel model description as input parameters given in Table B-18.
Table B-18: Input parameters to Satellite gateway module
Parameter Range
TFC This should corresponds to maximum allowed data rate for each multiplexed TrCH
Link budget values see system channel model
PLFEC enable 1 or 0
Power threshold 0.9
Total transmit power According to link budget values
Table B-19 gives the possible out put parameters provided by satellite gateway module
Table B-19: Output parameters to Satellite gateway module
Parameter
Time instance
Allocated transmit power for each physical channel
Total transmit power
Chosen TFC
Packet waiting time at the RLC buffer
B.3.4.3.4 Physical layer
The physical layer does not have major functions compared to other sub module functions within the 
satellite gateway. The main responsibility of this function is to transfer the TBs from the gateway to 
the satellite receivers.
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B.3.4.4 Satellite
This module will not process any received TBs, instead upon receiving TBs it will forward them to 
all the satellite receivers attached to the satellite downlink. However, before reaching the satellite 
receiver these TBs will have to pass through the system level channel model.
B.3.4.5 Satellite receiver
The satellite receiver module has three sub modules called PHY, MAC and RLC. PHY is responsible 
to detect error TBs and discard them. Correctly received packets are forwarded to the MAC layer. 
Then the MAC layer filters the correctly received TBs according to user terminal MBMS 
subscription and forwards the TBs onto the RLC layer. The RLC layer performs reassembling of the 
TBs onto UDP packets and then forwards them to the FEC receiver (sink).
If PLFEC at RLC is enabled the above RLC process will be different. When RLC receives TBs from 
the MAC it will buffer them until it has received sufficient number for FEC decoding. Then the FEC 
sub layer will perform the PLFEC decoding and the FEC headers are removed. After reassembling 
these decoded TBs the RLC will forward them to FEC receiver.
B.3.4.6 PLFEC receiver and the sink
This module can perform FEC decoding and also can drop duplicate packets (when repetition 
enabled). The FEC decoder will buffer the received packets and will always monitor whether the 
required number of packets for each FTG is received by the receiver. If it does receive sufficient 
packets it will perform the PLFEC decoding successfully and this information will be stored in an 
array. If it does not receive the required number of encoded packets then it will only store the number 
of correctly received original packets.
When the session ends, statistics module processes all the stored data and generate, the required 
statistics as given in Table B-20.
Table B-20: Output parameters to Satellite gateway module
Out put Parameter
Total transmitted packet count
Correctly received packet count
TB error rate
Packet Error Tare (PER)
Packet Loss Rate (PLR)
Unused redundant packet count
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B.3.4.7 System Level analysis -  Packet Characteristics 
B. 3.4.7.1 Sim ulation setup
Table B-21 gives some of the system level simulation input parameters.
Table B-21: Output parameters to Satellite gateway module
Parameter Parameter range
Propagation environment SCIII_V3
Data Rate (kbps) 315(0%)
Traffic type CBR
File size (MBytes) 40
Packet length (Bytes) 1200
Target BLER 10^
Transmission Time Interval (TTI) ms 80
Orthogonality factor (a) 1
Number of users 500
B. 3.4.7.2 Sim ulation results
Table B-22 gives the main system level performance evaluation metrics.
Table B-22: Output parameters to Satellite gateway module
Performance metrics Description
PLR Packet loss rate after the decoding process
Packet monitoring length {length)
Simulator will provide packet characteristics for each 
monitoring lengths for all users. For example, if the sender 
transmits 1280 packets and the length is set 128, simulator 
will provide how many packets been lost (if any) within 
each monitoring length (in this case 10 monitoring lengths 
exists)
Required number of redundant 
packets {RTX)
If redundant packets can be re-transmitted, this parameter 
indicates required number of re-transmissions for each 
users.
B.3.4.7.3 Packet level characteristic analysis for scenario III propagation environment
In contrast to link level simulation results, the system level simulator can produce (or can collect) 
simulation results in various formats, for example it can produce PLR, PER, average FEC 
parameters, system level channel characteristics.
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Figure B-7:User distribution within the spot-beam 
covering France
Figure B-8: Perceived PLR by each user
For example, Figure B-7, B-8, B-9 and B-10 show sets of system level simulation results obtained for 
the urban pedestrian propagation environment. Figure B-7 shows the user location within the spot 
beam coverage area, whereas Figure B-8 shows the PLR perceived by each user. Figure B-9 shows 
the cdf function for different PLR values and these curves are used to calculate the number of 
satisfied users within each simulation run. FigureB-10 shows that if the retransmissions are enabled, 
the required number of RTX plotted. It shows that some users do not require any re-transmissions, 
whereas some users may require several re-transmission packets.
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Figure B-9: PLR distribution among 500 users FigureB-10: Require number of RTX by each user to 
complety receive the transferred content
Figure B-11 and B-12 show numbers of packet losses within each monitoring period; for example if 
the monitoring length is set to 256, then the simulator checks the number of packet losses within each
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256 packet window and this process is performed for every user. These curves can be used to 
determine the FEC parameters.
lengM'K   iwiar*M
128an jh~ 256
—  iwigti>64
-  I l g n » 2 5 6
100 200 300 400 s S ?  600 R Ô
Monitoring Group counter
Figure B-11: Number of mean packet losses among all 
the users for dsifferent monitoring leng th s
Monltonng Group counter
Figure B-12: Number of packet loss standard 
deviation (STD) among all the users for dsifferent 
monitoring leng ths
B.3.5 System level channel model
The system level model comprises of the link budget for direct and indirect (IMR) reception of 
broadcast/ multicast signal, user profile statistics (user position distribution, environment and speed), 
spot beam model and their layout Europe, IMR layout, mobility model, satellite channel data and 
shadowing model. These elements provide the flexibility to the system level simulator to enable 
different users to experience IMR channel model, satellite channel model or both depending on the 
system level configuration.
As explained below, IMR layout is defined (for urban areas) and for each IMR grid position IMR 
channel model values were obtained and stored in an array by running a separate simulation 
(developed in C). In the system level simulator, as explained previously, each user is assigned 
spherical coordinates, in addition, according to the user environment set by the simulator, users will 
be given a random position (Cartesian coordinates) in the IMR grid layout. During the simulation the 
simulator will obtain the IMR channel model data from the stored array according to the Cartesian 
coordinates.
There was a possibility to implement the IMR channel model integrated to the satellite channel 
model in the NS2 simulator, however for simplicity IMR models were developed in C as a separate 
simulator. When having two channel simulators, some of the elements, such as mobility, have been 
modelled in both simulators. However, this simplification will not affect the results; instead it 
simplifies the simulator development.
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These elements are explained in the following sections
B.3.5.1 Path loss model
This model is used to calculate the received power at given terminal, and it can be expressed by the
Equation (B.IO)
P, [dB]=EIRf{dB]+ G, [dB]-L^ [dB]-L^ [dB] 
Where,
(B.IO)
La Atmospheric Loss
Lp Path loss (free space loss)
Gr Receiver gain
The path loss model for different environments is given in Table-B-23. IMR path loss model is taken 
directly from [50] Parameters for link budget calculations are taken from [Deliverable], [21]], 
verified and shown in Table-B-23.
Table-B-23: System level Path loss model for different environments
Environment Models
Direct (Sat) Free space loss i ,  [dB] = 2 0 1 o g [ 4 ^ ] =  20Iog [^ ^ ^ -^ ]
Indirect
(IMR)
Indoor i  [rfS] = 37 + 301og[7?]+18.3n'<”*''''"*'>-°'“ > . ^ : (R IS m meters), n:
number of floors
Pedestrian = 401og [« ]+ 301og[/]+ 49  fin  MHz)
Vehicular L , [dB] = 40(l -  4 X10'’ A/ij ) lo g ( « ) - 18Iog(AAj )+  21 lo g ( / ) + 80
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Table-B-24: Direct satellite and low power IMR link budget
Feeder Uplink
Frequency Hz 1.4500000E+10
Gateway EIRP/ Traffic code dBw 7.0000000E+01
Free space loss (30 Elevation angle) dB 2.0740350E+02
Rain+Atmospheric losses dB 4.0000000E+00
Other losses (Plolarisation+Pointing) dB 1.5000000E+00
Sat Rx antenna gain dBi 2.9000000E+01
Rx power/ traffic code dBW -1.1390350E+02
System noise temperature K 5.0000000E+02
Thermal noise density dBW/Hz -2.0160943E+02
Interference density dBW/Hz -1.8970000E+02
Uplink Eb/(No+Io) ' dB K Vâl.9682038E+01
Down Link
Frequency Hz 2.5000000E+09
Sat EIRP dB 5.8500000E+01
Free space loss (20 Elevation angle) dB 1.9234448E+02
Pointing loss dB 1 OOOOOOOE+00
Terminal G/T dB/K -2.3000000E+01
Terminal Antenna Gain dBi 2.0000000E+00
Terminal system temperature K 3.1622777E+02
Thermal noise density dBW/Hz -2.0359913E+02
Interference density dBW/Hz -2.0900000E+02
Rx Power dBW -1.3284448E+02
Bbwn Link Eh/(No+Io) • dB 1.3811015E+01
Overall Eb/(No+lo) dB 1.2811584E+01
Required Eb/(No+Io) dB 3.5000000E+00
Link Margin dB 9.3115843E+00
F e e d e r Uplink
Frequency Hz 1.4500000E+10
G atew ay  EIRP/ Traffic co d e dBw 7.0000000E+01
F ree  s p a c e  loss (30 Elevation ang le) dB 2.0740350E +02
R ain+A tm ospheric lo s se s dB 4.0000000E +00
O ttier lo s se s  (Plolarisation+Pointing) dB 1.5000000E+00
S a t Rx an te n n a  gain dBi 2.9000000E+01
Rx pow er/ traffic co d e dBW -1.1390350E + 02
S ystem  no ise  tem p era tu re K 5.0000000E +02
T tierm al no ise  density dBW /Hz -2.0160943E + 02
Interference density dBW /Hz -1 8970000E + 02
Ufdink Eb/(No+lo) dB 1.9682038E+01
Link B etw een  Satellite  & IMR
Frequency Hz 2 .5000000E +09
S a t EIRP dBW 5.8500000E+01
F ree  s p a c e  loss dB 1.9234448E+02
Polarisation + Pointing loss dB 1.0000000E+00
IMR G/T dB/K 2.5O(X)000E+(X)
IMR receive an ten n a  gain dBi 2.8000000E+01
IMR system  noise  tem p e ra tu re K 3 .5481339E+02
T tierm al no ise  density dBW /Hz -2 .0309913E+02
In terference Density dBW /Hz -1.8100000E + 02
Rx Pow er dBW -1.0684448E + 02
Down link Eb/(No+lo> C ? *  i dB 1.8285SME«oa
Eb/(No+lo) G W -Saf-IM R f dB 1.5917577E+01
Link B etw een  IMR & MT
Frequency Hz 2.5000000E +09
IMR receive level dBW -1.0684448E + 02
IMR overall gain dB 7.1500000E+01
IMR transm itter gain dBi 1.6000000E+01
IMR EIRP dBW -1.9344482E+01
P attiloss dB 1 2200000E + 02
Polarisation loss dB 1 OOOOOOOE+00
Term inal G/T dB/K -2.3000000E+01
Term inal a n ten n a  gain dBi 2.0000000E +00
S ystem  no ise  tem p era tu re K 3 1622777E+02
T erm al no ise  density dBW /Hz -2 .0359913E+02
In terference density dBW /Hz -2.0900000E + 02
Rx pow er dBW -1.4034448E + 02
Eb/IN o+lo: IMR-MT : C M  ; dB 6.3110147E +00
Overall Eb/(No+lo) dB 5.8598111 E+00
R equired Eb/(No+lo) dB 3.5000000E +00
Link Margin dB 2 .3598111E+00
a) Direct satellite case b) IMR Case
B.3.5.2 Shadowing model
The same shadowing model is used for both direct and indirect simulation scenario, however the 
model implementation has slight differences due to the grid approach adopted for the IMR scenario.
From [50], the normalised autocorrelation function R(Ax) is given by equation (B.12). Where dcor. 
Ax (=vT), V and T are de-correlation distance, distance moved by a terminal, speed of the terminal 
and time duration considered or simulation time respectively. De-correlation distance for different 
environment are given in Table-B-25:
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/?(Ajc) = e
Referring to Figure B-13, the lognormal components (LI & L2) relationship between two points PI 
and P2 is given by Equation (B.12)) and the simulation model is given in Figure B-14.
L2 = R{Ax)L\ + cr-^(l -  ) X GaussianQ
Table-B-25: De-correlation distance for different environment
(B.12)
Environment dcor (m)
Vehicular 20
Pedestrian 5
Indoor 5
p.
Figure B-13: Long term fading
Independent
Gaussian
Samples
R { A x )  r {x ]- Stored Previous /Delayed Sample
Figure B-14 Model for generating correlated shadowing signal
Figure B-15 depicts the probability density function o f a sample shadowing loss.
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Figure B-15: Probability density function of a sample shadowing loss (dB)
B.3.5.3 IMR Cell Layout calculation
The IMR layout followed in this research work was taken directly from the MoDiS IMR layout and 
is shown in Figure B-16(a). The power level calculation for grid positions was done only for the first 
quarter (rectangle defined by WxH in the figure) of the cells coverage area, because, the rest was able 
to be easily derived from the first quarter data due to the symmetrical nature of the layout with 
respect to ‘x’ and ‘y ’ axes and with respect to the rectangle edges. The reason for this arrangement is 
to reduce the memory allocation for data storage since the power level^ of the grid positions is pre­
calculated and stored in an array. Simulated cell layout and user distribution are shown in Figure 
B-16(b).
 ^ The rectangular area is divided into small rectangles with 5x5m squares and these squares form the defined 
coverage area. The power level is calculated for the middle position o f  these small squares and stored in array 
for later usage in the simulations
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Figure B-16: IMR Cell Layout model in simulations
Based on the path loss model and the shadowing model the power level in each grid position is 
calculated and the outcomes are shown in Figure B-18 and in Figure B-17. These graphs were 
presented to verify the correctness of the calculations.
P ath less  profile in IMR cell layout
Ç  1500
SCO
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X distance/(riri)
a) Without shadowing effect
Pow er level profile in IMR cell layout with path loss and shadow ing
^  1500
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X distance/(m )
b) With shadowing effect
Figure B-17: Power contour for IMR layout with and without shadowing effect
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P a th lo ss  pro file In IMR cell layout
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Figure B-18: Path loss profile in IMR cell layout
B.3.5.4 User Mobility models
The user mobility models were modelled in line with the models specified in [50]. For urban 
pedestrian case, Manhattan model is used with the parameters given in Table-B 26. For the urban 
vehicular and suburban vehicular cases, the vehicular mobility model is used with the parameters in 
Table-B 27. The only different between them was that highway speed was considered to be 120 
km/h. For the urban pedestrian and vehicular case, Cartesian coordinate system is used since the 
signal level is presented based on the grid data structure for the simulation model and for suburban 
and highway vehicular case, longitude and latitude based coordinate system is used since the satellite 
channel parameters depend on the elevation angle and hence on the global position of the terminal on 
the ground.
Simulated paths are shown in Figure B-18 (a & b) for pedestrian and vehicular environment urban 
respectively and the path for suburban and highway case is shown in Figure B-19.
Table-B-26: Mobility model parameters for pedestrian case
Parameters Values
Speed (km/h)
Mean 3
Minimum 0
Standard deviation 0.3
Probability to c lange speed at update position 0.2
Probability to turn at cross street 0.5
Update distance (m) 5
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Table-B-27: Mobility model parameters for vehicular case
Parameters Values
Speed (km/h) [with exponential distribution 80-120
Probability to change direction at position update 0.2
Maximum angle for direction update (Deg) 45
De-correlation length (m) 20
360 370 380 390 400 410 420 430 44
X Grid Oistance/(m ) £
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Figure B-19: Urban Environment mobility model
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Figure B-20: Suburban & Highway vehicular mobility
B.4 Link level and system level Interface
The existence of an accurate interface between the link/ system level simulators is considered to be 
very important in a CDMA system compared to the TDMA GSM type of system [110] due to the soft 
capacity concept of the CDMA system and the related power control (fast, closed-loop) mechanism.
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Two approaches [111] to this interface were discussed within the engineering communities working 
for UMTS, which introduce a trade off between accuracy and simulation run time.
• Average Value Interface: The BER is derived as a function of C/I ratio via the link-level 
simulation over a long period. In the system-level the C/I value is produced without 
considering the fading effect.
• Actual Value Interface: The BER is derived for every frame (not averaged over long period) 
and the C/I calculation at system level is done considering the fading effect.
In the Reference S-UMTS system, there is no power control, hence the channel condition does not 
influence the capacity in the short term, but it has an impact on the mechanism to be deployed for 
reliable multicasting/broadcasting. Furthermore, the packet scheduling is done based on the long­
term statistics. Therefore the average value interface is used for the simulations in this research work.
Figure B-21 shows the graphical representation of the system channel model and link level 
interaction by using the actual value interface when deciding TB errors at the system level simulator.
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Figure B-21: Graphical representation of the system level channel model and link level results 
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A p p e n d ix  C: O u t e r  C o d in g  (O C )
C.l Reliability techniques considered for MBMS over terrestrial 
networks
Reliability techniques considered for MBMS content delivery over the teiTestrial UMTS network is 
presented in this Appendix.
C.1.1 Introduction to Outer Coding
During the initial stages of the release 99 specifications [C.9] for “seiwices provided by physical 
3GPP have envisaged two coding methods as a physical layer function. They are called inner coding 
and outer coding; the first is well known as channel coding and it provides error protection to the 
physical layer bit stream by performing bit level Foi-ward Error Conections (FEC) schemes such as 
convolution or turbo coding. The latter one was introduced to protect the Transport Blocks (TB) by 
using Reed-Solomon FEC scheme, but later 3GPP physical layer working group have dropped this 
outer coding method from the physical layer function, due to more to political pressure than technical 
reasons.
When the FEC teclmiques are used to protect data within the RAN other than the inner channel 
coding is called outer coding. Therefore OC can be applied in different protocol layers within the 
RAN protocol stack (i.e. Physical or RLC).
As stated before OC was initially introduced as a physical layer function, but later it was dropped. 
However with the introduction of MBMS services within UTRAN, the necessity to provide higher 
reliability to the content over RAN (UM mode) was identified as a major concern among MBMS 
specification group members. Because of this, MBMS research communities have again initiated to 
investigating of the advantages of OC for MBMS content delivery with Qualcomm spearheading this 
work for UTRAN and Siemens for GERAN. OC was mainly introduced to mitigate discontinuous 
reception at the receivers due to burst losses (e.g. Fading, UE can be out of coverage), monitoring 
paging instances, RAT measurement occasions, user mobility (during the handover process) etc.
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C.1.2 Proposed Outer Coding technique
According to the Qualcomm proposal [C.3] OC is applied at RLC protocol layer and FEC is 
performed serially between RLC PDUs as shown in Figure C-1. The main advantage of introducing 
OC at RLC level is that the FEC encoder will be aware of erroneous PDUs and this will improve the 
error correction capability of the FEC code.
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Figure C-1: Systematic OC scheme based on RS codes
As envisaged OC functionality will be performed at a sub-layer within the RLC protocol layer.. The 
main functionality of the layer is to buffer the RLC PDUs row-wise within the buffer memory stacks, 
and when the buffer length reaches the required number of PDUs {k) it will release them to the FEC 
encoder. Then the FEC encoder process will begin as follows. Coding is performed along the 
columns and one byte (8 bits) from each row will be used as a Reed-Solomon coding symbol. The 
same coding process will be carried out L times, where L equals the PDU length in bytes. After 
generating the parity packets the OC header will be added to all the encoded PDUs and forwarded to 
MAC layer.
At the receiving end, if the user receives k original PDUs correctly the decoding function will not 
perform but instead the OC layer will forward the original PDUs and will discard the received parity 
PDUs. In the event that the user does not receive all the original PDUs correctly the OC layer 
performs the decoding function. In order to successfully decode the original PDUs, the encoder has 
to receive k PDUs correctly. If not the encoder will forward the correctly received PDUs and will
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discard the coiTectly received parity PDUs (this is only possible if the encoder used systematic 
erasure codes).
Outer Coding is a new functionality of the RAN, hence specification groups were mainly interested 
to analyse the performance gains (i.e. in terms of reducing required Node B tiansmit power, reduce 
the BLER (<!%)) achieved by intioducing OC in comparison to the additional complexity added by 
OC. Furthermore they have looked at the possibilities to achieve similar performances to the OC by 
manipulating the existing techniques such as higher interleaving depths.
C.l.3 Complexity of the Outer Coding
Impact of the OC is mainly analysed based on the additional memory requirements and operations 
required to perform OC. Memoiy requirement for OC was compared with buffer requirement for 
higher TTI values and reference document [C.IO] by Qualcomm provides some initial results. From 
their initial results they have indicated that the outer coding approach offer a better overall 
performance/resource ratio than the very long TTI (higher interleaving) approach and OC should be 
introduced in order to support MBM services.
In a subsequent tdoc [C .ll] Qualcomm have provided the comparison across schemes, such as OC 
repetition and longer TTI with respect to the memoiy requirements, number of computations and the 
impact of UE capability. The objective of the document was to compare different schemes to mitigate 
the average power requirement for tiansporting MBMS on S-CCPCH and finally they have given the 
following conclusion,
• The buffer requirements for outer coding are minimal compared to what is needed for long TTI 
or repetition schemes.
• The number of computations required for outer coding is small.
Outer coding relies on resources that are available in Rel-5 UE classes, or which can be re­
used for other fimctionality within the terminal.
Another document presented by Qualcomm [C.12] has outlined the outer code design and gave a 
detailed explanation o f the OC decoding procedme. The associated erasure decoder complexity was 
shown to be minimal, with less than 0.1 Mcps. According to the document OC decoding will be able 
to use trivial software decoder implementation, with no hardware changes needed.
C .l.4 Performance of the Outer Coding
Six major companies have performed and presented simulation results to the RANI MBMS 
specification groups (Qualcomm, Siemens, Motorola, Samsung, Vodafone, and IPWireless). Of there 
them Qualcomm [C.13][C.15][C.16] and Siemens [C.17] have shown that the transmit power gain 
achieved by introducing OC coding was significant but according to Motorola [C. 14][C .l8][C .l9]
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perfoimaiice gain achieved by OC was not that significant. The main performance comparison was 
done between TTI 80ms and RS code with TTI 20ms (parameters are selected because they have 
both similar memory requirements at the user side). For some channel conditions required Ec/Ior 
requirement is higher for OC than TTI (80ms) [C.20], but by introducing interleaving within the OC 
block have given better performance [C.23].
Siemens has presented Outer Coding performance in the Presence of DRX for PtM MBMS [C.22] 
and they have highlighted the necessity to investigate powerful RS code performance for long 
measurement occasions. Samsung have presented extensive simulation results comparing OC coding 
for different channel conditions [C.21].
A Vodafone contribution [C.24], highlighted that outer coding is usefiil for handling service outage 
due to mobility and they have suggested that the outer coding functionality should reside at the 
application level in order to enable the UE to recover in the inter-RNC/RAT case, and for 
architectural simplicity. According to this document such a requirement would implicitly enable the 
UE to recover from any outage caused by DRX during inter-fiequency/RAT measurements. Hence 
their view is that there is no necessity to introduce an outer coding scheme at the RAN level.
C .l.5 Current Status of the Outer coding
MBMS RAN working groups have decided there is no necessity to intioduce OC at RAN level, this 
is because the link gains achieved by longer TTI and/or Selective Combining compared to OC were 
not significant, hence further work on OC been stalled [C.25].
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A p p e n d ix  D: O v e r v ie w  o f  T r a n s p o r t  C h a n n e l  
C o n c e p t s
Transport channels constitute the interface by which the MAC layer communicates with the physical 
layer. In order to understand data mapping between these two entities and how this data is handled, it 
is necessary to introduce some of the definitions associates with the layers.
Transport CHamiel (TrCH) is defined as how and with which type of characteristics the data is 
tiansferred by the physical layer and these channels are defined as unidirectional (i.e. uplink or 
downlink). This allows users to have simultaneously (depending on the services and the state of the 
UE) one or several transport channels in the downlink, and one or more Transport channels in the 
uplink. Fui'thennore, different types o f transport channel are defined by how and with which 
characteristics data is transfened on the physical layer, for example whether using dedicated or 
common physical chamiels.
D.1.1 Transport Block (TB)
This is the basic unit exchanged between LI and MAC, for LI processing. MAC PDU is equalent in 
length to a TB and layer 1 will add a CRC for each Transport Block for error detection.
D.1.2 Transport Block Size (TB size)
This is defined as the number of bits in a Transport Block.
D.1.3 Transport Block Set (TBS)
This is defined as a set of Transport Blocks, which are exchanged between LI and MAC at the same 
time instance using the same transport channel. Transport Blocks (TBs) within a TBS must be equal 
length.
D.1.4 Transport Block Set Size (TBS size)
This is defined as the number of bits in a Transport Block Set.
D.1.5 Transmission Time Interval (TTI)
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This is defined as the inter-aiiival time of Transport Block Sets, and is equal to the periodicity at 
which a Transport Block Set is transferred by the physical layer on the radio interface. It is always a 
multiple of the minimum interleaving period (e.g. 10ms, the length of one Radio Frame). The MAC 
delivers one Transport Block Set to the physical layer every TTI.
D.1.6 Transport Format (TF)
This is defined as a foiTnat offered by LI to MAC (and vice versa) for the delivery of a TBS during a 
TTI on a TrCH. The Transport Fonnat consists of two parts -  one dynamic part and one semi-static 
part.
• Attributes of the dynamic part are:
Transport Block Size
Transport Block Set Size
• Attributes of the semi-static part are:
Transmission Time Interval (mandatory for FDD)
Error protection scheme to apply 
Coding rate (CR)
Static rate matching parameter (RM)
Size of CRC
D.1.7 Transport Format Set (TFS)
This is defined as the set of Transport Formats associated to a Transport Channel. The semi-static 
parts of all Transport Formats are the same within a Transport Format Set.
D.1.8 Transport Format Combination (TFC)
Tins is defined as the combination of currently valid Transport Formats on all Transport Channels of 
an UE, i.e. containing one Transport Format from each Transport Channel.
D.1.9 Transport Format Combination Set (TFCS)
A Transport Format Combination Set is defined as a set of Transport Fonnat Combinations to be 
used by an UE.
Following Figure D-22 shows some of the definitions presented in this appendix in a graphical 
illustration, where it shows multiplexing several transport channels onto one physical channel and 
also it shows the relationship between TF, TFS and TFC.
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Figure D-22: Relationship between TF, TFS, and TFC
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A p p e n d i x  E :  s c h e d u l i n g  d i s c i p l i n e
E .l  M ulti-Level Priority Queuing (MLPQ) scheduling discipline
For MAC layer scheduling schemes, this research work utilises MLPQ packet scheduling scheme 
proposed in SATIN and in this Appendix we provide a brief introduction to tlie MLPQ procedure, 
but for more infoirnation please refer to [98].
E.1.1 Notation
Let TBS_size;//c) represent the size of /(/* TBS of the f ‘ AFCH, 1< j  < N(i), mapped onto 
SCCPCH, 1< i < M. Total number of FACHs mapped on to the SCCPCH is dented as N(i), while 
Kÿ is representing the TFC size of the f ’ FACE mapped on to the f '  SCCPCH.
E .l.2 Assumption
TBS sizes which coiTesponds to the TFs of each FACE are sorted in increasing order,
TBS_size,j(/c) < TBS_size,/À:+7) , 1< /c < IQj
E .l.3 MLPQ convention
This scheme was adopted as a well know multi level, non pre-emptive priority scheme, presented in 
[99], to suit the WCDMA context. During the scheduling process, the MLPQ scheme will consider 
the logical channel priorities and logical channel queues (i.e. RLC buffers). This scheme assures 
minimum delays for higher priority channel packets, while lower priority channels have no 
guarantee. For example, streaming services have higher priority and minimum delay assurance while 
download service will have no guarantee.
The N(i) FACEs mapped to a single CCTrCE are ordered from 1 to N(i), according to their priority. 
The usual convention is followed, i.e. a lower order number implies a higher priority. The choice of 
the proper TFC for a given TTI includes some search over the possible TFCs envisaged within the 
TFC set (TFCS) of the code channel. The MLPQ procedure is as follows;
The scheduler first seeks to allocate the maximum TBSet size to the first FACE (highest priority 
channel). If the queued data (in bits) in the RLC buffer are more than the maximum supported
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TBS_size (in bits) for this FACH in the TFCS, the selected TBS size will be the maximum one 
available in the TFCS. Othei*wise, the selected TBS size is the minimum available in the TFCS that 
can serve the queued bits. MLPQ presented in SATIN does have the capability to select the padding 
option if  required when selecting TB size; however, in this research we have selected RLS SDU, 
RLC PU and TB size in a way that padding is not necessaiy.
if  '?i>TBS_size(^'') TBS_size(i,l)*= TBS_size(^'Q 
else; TBS_size(i,l)*= TBSet sizcii ("  ), 
with n'= ■ TBS_siz6i, ( 1, z) ^ q;}
(E-1)
Out of the whole TFCS, a reduced TFCS, TFCS] ,^ is derived for each physical channel:
TFCSi = I IJrFC, :TBS„ = T B S_size(i,iy \U e r F C 5  J
The procedure is repeated recursively for each one o f the N(i) - 1 remaining FACHs, namely for each 
FACH J:
(E-2)
^  '^;>TB S_size(^") TBS_size(ij)*= TBS_size(^ÿ)
else: TBS_size(i j)*=  TBS sizeij ( " ') ,
m infz : TBS sizC :(z) > q l} with:n'= - " “  >.j  ^  ^ 'ijJ
Where the search is now over the reduced TFCS that came out of the previous
(E-3)
TFCSi =
step:
I y  TFC, : TBS,J = TBS_size(i, j) '
I /eTFCS/-’
i= i+ l
j= j+ l
j -N i
i=M
i= l
For eveiy S-CCPCH i
Derive the reduced TFCS (2)
End o f resource allocation procedure
select TBSet SizeQ)* for FACH j  (1)
Initialize:
TBSet Size(j)=0 l ^ j  ^  N i,j= l
TFC*(i)=TBSet s ize(l)*  u  TB Set size(2)* V . . .U  TBSet size(Ni)^
(E-4)
Figure E-23: Flow chart of the MPLQ-based algorithm, executed every TTI
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A p p e n d ix  F: B r ie f  In t r o d u c t io n  t o  U M T S
This appendix provides a short introduction to some of the important UMTS infoimation relevant to 
this research, such UMTS architecture, bearer service, QoS, etc., which been extensively referred in 
this thesis.
F .l UMTS network Architecture
Overall structure of the UMTS network architecture can be separated logically into two main subnet­
works, called Core Network (CN) and Access network (AN) which are also referred to either as the 
Radio Network Subsystem (RNS in UMTS) or the Base station Subsystem (BSS in GSM). CN 
consists of Circuit Switch (CS) domain, Packet Switched (PS) domain and an IP Multimedia (IM) 
subsystem.
One of the main challenges to introduce UMTS on top of GPRS (i.e. PS domain) and GSM (i.e. CS 
domain) was the compatibility between an environment which is heavily oriented towards circuit 
switching and the requirements of packet switching. The solution was to introduce a new class of 
network nodes, called GPRS support nodes (GSN). GSNs are responsible for the deliveiy and routing 
of data packets between the mobile stations and the external packet data networks (PDN).
A GSN consists of functions required to support GPRS functionality for GSM and/or UMTS. There 
are two types of GSNs: The serving GPRS Support Node (SGSN) and the Gateway GPRS Support 
Node (GGSN):
• SGSN can be viewed as a "packet-switched Mobile Switching Centre (MSC)". Its main 
functionalities are; handling user profiles, keeping records of their locations, mobility 
management, delivering packets to the users etc.
• GGSN is used as an interface between CN and the external packet data networks. It converts 
the GPRS packets coming from the SGSN into the appropriate packet data protocol (PDP) 
foimat (e.g., IP or X.25) and sends them to the corresponding packet data network. In addition 
it also perfoiTns user authentication and charging functions.
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Figure F-24: UMTS network architecture
The UMTS Access Network (AN) consists of both BSS and RNS, where BSS represents the GSM 
Enhanced Radio Access network (GERAN) and RNS the UMTS Terrestrial Radio Access Network 
(UTRAN) or the UMTS Satellite Radio Access Network (USRAN).
F.1.1 UMTS services and Applications
The UMTS network will support all services supported by GSM and GPRS. In addition, as UMTS 
evolves and advances, UMTS will offer a range of mobile services that have, until now, been 
available only on fixed networks, i.e. multimedia technologies to support diverse applications such as 
audio/video entertainment. Some of the important applications are given under 5 generic categories 
in UMTS forum report [16].
UMTS deployments commenced off with voice traffic dominating but data traffic is speculated to 
gradually take over [11], especially as high data rates (comparable to fixed line connection 
throughputs) become feasible. The transition from voice to data will also involve a transition from 
Circuit-Switched connections to Packet-Switched connections, and Packet-Switched connections will 
eventually handle all traffic including voice. However, not all the QoS functions will be implemented 
in initial UMTS deployments. As a result, delay-critical applications such as voice and video 
telephony will still be carried on Circuit-Switched bearers.
F .l.2 UMTS bearer service
The UMTS bearer service is a complete set of the UMTS network mechanisms invoked in order to 
provide consistent QoS to a user of a UMTS network service. This facilitates provision of end-to-end 
services with required QoS for a given application. Furthermore, it enables the user/application to 
negotiate bearer characteristics via QoS. The layered architecture of a UMTS bearer service is
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depicted in Figure F-25; each bearer service on a specific layer offers its services using those 
provided by the layers below.
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Figure F-25: Architecture of a UMTS bearer service
F .l.3 UMTS QoS classes
In general, applications and services can be classified into different groups. For UMTS, 3GPP has 
defined four different QoS classes (or traffic classes);
• conversational class,
• streaming class,
• interactive class, and
• background class.
The main distinguishing feature between these classes is how delay sensitive the traffic is: 
conversational class is meant for traffic which is very delay sensitive while Background class is the 
most delay insensitive traffic class. Conversational and Streaming classes are mainly intended to be 
used to carry real-time traffic flows. The main divider between them is the delay sensitivity of the 
traffic. Conversational real-time services, e.g. video telephony, are the most delay sensitive 
applications and these data streams should be carried in the conversational class, whereas the 
streaming class is a one way transport (e.g. real time audio stream). Both conversational and 
streaming classes preserve the time relation (variation) between information entities of the stream.
Interactive class and background are mainly meant to be used by traditional Internet applications, e.g. 
WWW, Email, Telnet, FTP and News. Due to less stringent delay requirements, compared to 
conversational and streaming classes, both provide better error rate by means of channel coding and 
retransmission. The main difference between interactive and background class is that interactive class 
is mainly used by interactive applications, e.g. interactive Email or interactive Web browsing, while 
background class is meant for background traffic, e.g. background download of Emails or
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background file downloading. Responsiveness of the interactive applications is ensured by separating 
interactive and background applications. Traffic in the interactive class has higher priority in 
scheduling than background class traffic, so background applications use transmission resources only 
when interactive applications do not need them. This is very important in wireless environments 
where the bandwidth is compared to fixed networks. Table F-28 shows the UMTS QoS classes and 
some of their main characteristics.
Table F-28: UMTS QoS classes
Traffic class
Conversational 
class (delay «  1 
sec)
Streaming 
class (delay < 
10 sec)
Interactive 
class (delay ~ 
Isec)
Background 
class (delay 
> 10 sec)
Fundamental
characteristics
- Preserve time 
relation (variation) 
between
information entities 
of the stream
- Conversational 
pattern (stringent 
and low delay)
-Preserve time
relation
(variation)
between
information
entities of the
stream
Request
response
pattern
Preserve
payload
content
Destination 
is not 
expecting 
the data 
within a 
certain time 
Preserve 
payload 
content
Applications
Error
tolerant Voice, Video
Streaming 
Audio & Video
Voice
messaging Fax
Error
intolerant Telnet, Interactive 
games
FTP, still 
image, paging
Web
browsing, E- 
commerce
Arrival 
notification 
/ download 
of emails
F .l.4 QoS Parameters
In order to provide different levels of quality within the UMTS network, 3GPP has introduced a set
of QoS parameters, also known as UMTS bearer attributes in 3GPP TS 23.107 [41], i.e. these
parameter values are used to negotiate and establish the UMTS bearers between UE and the CN 
according to the required QoS. Some of the main QoS parameters defined by 3GPP are as follows,
• Traffic class. Maximum Bit rate. Guaranteed bit rate, Transfer delay,
• Service Data Unit (SDU) error ratio (i.e. reliability of the data transfer),
• Residual Bit error ratio. Delivery of erroneous SDU,
• Maximum SDU size. Delivery orders,
• Traffic handling priority, Allocation/Retention priority.
F .l.5 UMTS Protocol Layers
UMTS protocols are defined, in order to control the execution of UMTS network functions in a 
coordinated manner across different T-UMTS interfaces. Figure F-26 shows the overall UMTS
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protocol architecture. There is Transport Network Layer (TNL) protocols can be referred to as the 
protocols which provide general purpose transport service for both user and control plane between 
different T-UMTS network elements. TNL protocols are capable of communicating across all UMTS 
interfaces. Radio Network Layer (RNL) Protocols facilitate the internetworking between CN and UE 
in all radio access bearer related aspects, such as the control of the establishment, maintenance and 
release of radio access bearers and also to transfer user data. RNL protocols only extend from the 
UE up to the edge of the CN towards the UTRAN side. In contrast System Network Layer (SNL) 
protocols extend from the UE until the transmit edge of the UMTS CN and enable internetworking 
on UMTS communication service related aspects.
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Figure F-26 : UMTS protocol internetworking architecture
F.1.6 UMTS Radio Interface
This section provides a brief insight into the UMTS RAN network. First a general overview of 
multiple access techniques, and then a brief introduction to WCDMA is presented.
F .l.1.6 Multiple Access Techniques
Multiple access techniques enable a channel to be shared between two or more signals in such a way 
that each signal can be received at their destination without interference from one another [[14] and 
[23] to [25]]. Due to the nature of the mobile radio system (i.e. mobile users share the radio resources 
among them), it is essential to have a multiple access technique. There are three basic multiple access 
schemes; Time Division Multiple Access (TDMA): where only one signal is present on the channel 
at a given time. Frequency Division Multiple Access (FDMA): where each signal is allocated in a 
different part of the electromagnetic spectrum, and finally Code Division Multiple Access (CDMA): 
where all the users share the same frequency but have different codes to distinguish their signals from
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each other[[27], [25] and [26]]. Figure F-27 depicts the three different multiple access techniques. 
3GPP has adopted Wideband-CDMA as the radio access technology for UMTS.
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Figure F-27: Illustration of basic multiple access schemes
F .l .2.6 Introduction to W -CDM A
Thus for second generation mobile systems have been dominated by SUM which was TDMA. In 
CDMA each user is assigned their own unique code with all users sharing the same frequency band 
and time [[28], [26]]. The following list highlights the key characteristics of the WCDMA system 
and Table F-29 summarises the main parameters related to the WCDMA air interface [2].
• W-CDMA is a wideband Direct-Sequenced Code Division Multiple Access (DS-CDMA) 
system. By multiplying the user data with quasi-random bits (called chips) the information bits 
are spread over a wide bandwidth.
• W-CDMA uses a chip rate of 3.84 Mcps that leads to a carrier bandwidth of roughly 5MHz. 
The wide carrier bandwidth supports high user data rates.
• In W-CDMA, Bandwidth on Demand (BoD) is supported. This means that W-CDMA supports 
variable user data rates.
• W-CDMA uses two basic modes: Time Division Duplex (TDD) and Frequency Division 
Duplex (FDD). In TDD only one 5 MHz carrier frequency, which is time-shared between 
uplink and downlink, is used. In FDD separate 5 MHz carrier frequencies are used for uplink 
and downlink. Uplink is the connection between the mobile and the base station and downlink 
is the connection between the base station and the mobile. For this research work only FDD 
mode downlink is considered. Hence, uplink related information is not provided in this thesis.
• In W-CDMA asynchronous base stations are supported. This means that a global time 
reference is not needed.
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• W-CDMA uses coherent detection in both uplink and downlink based on the use of pilot 
symbols or common bits. This helps to increase the overall coverage and capacity on the 
uplink compared to IS-95.
• W-CDMA uses an air interface that has been defined in such a way that advanced CDMA 
receiver concepts, such as multi-user detection and smart adaptive antennas, can be used to 
increase capacity and/or coverage.
• W-CDMA is designed to be able to work together with GSM in a networking since Therefore 
handovers between GSM and W-CDMA are supported.
Table F-29: Main WCDMA parameters
Multiple access method DS-CDMA
Duplexing Method Frequency division duplex/ Time division duplex
Base station synchronisation Asynchronous operation
Chip rate 3.84Mcps
10 ms Multiple services with different quality of service requirements multiplexed on one connection
Multi -rate concept Variable spreading factor and multi -code
Inevitably, there needs to be some modification to the WCDMA proposed for T-UMTS when 
deploying for S-UMTS. In this respect, two WCDMA base radio interface proposals have emerged 
during last few years. The first is SW-CDMA [29] via European Space Agency (ESA) from Europe, 
and the other, called Sat-CDMA [30] by Telecommunication Technology Association (TTA) from 
South Korea. Although, there are some clear differences between SW-CDMA and WCDMA methods 
such as power control rate (where the first one has higher frequency (1500Hz) than the other 
(lOOHz)) [31], within the scope of this research work technically there is no difference between the 
two methods [31] and thus the research where can be applied for both air interfaces.
F .l.3.6 Concept o f spreading and de-spreading in UMTS
In WCDMA, user information (i.e. original signal) is spread by multiplying with a spreading code, 
consisting of a sequence of 1 and -1 bits (also called chips). These codes are also called 
channelisation codes, and are responsible for separation of different transmission channels from 
signals coming from the same source. In the uplink direction, these codes will separate different users 
or connections. Figure F-28, shows the beginning of the channelisation code tree. These codes are 
based on the Orthogonal Variable Spreading Factor (OVSF) technique [2]. The different levels of the 
code tree correspond to different code length, i.e. different level of the code tree corresponds to 
different spreading factors (the ratio of the chip rate to user data rate). Once a user is assigned a code.
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no code in the sub-tree of that code can be re-used, and this preserves the orthogonality between 
codes even with different code lengths.
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Figure F-28: Channelisation code tree
The multiplication by a spreading code with chip rate larger than the data rate results in an ostensibly 
random signal. Multiplying the spread signal with the same spreading code again at the receiving 
end, i.e. de-spreading, restores the signal to its original. A multiplication of the spread signal with the 
wrong spreading code leads the resulting signal to be further spread and appear as a noise signal to 
the original signal. Table F-30 provides corresponding data rates for downlink common channels.
Table F-30: Downlink common channel symbol and user bit rates
Slot Format
Channel 
Bit Rate 
(kbps)
Channel 
Symbol Rate 
(ksps)
SF Bits/Frame
Bits/
Slot FI datai Npilot N tfci
13 480 240 16 4800 320 296 16 8
14 960 480 8 9600 640 632 0 8
15 960 480 8 9600 640 616 16 8
16 1920 960 4 19200 1280 1272 0 8
17 1920 960 4 19200 1280 1256 16 8
At the transmit side the spread signal passes through a scrambling operation, where the spread signal 
will be multiplied again by Gold like long scrambling code. Scrambling operation does not change 
the signal bandwidth, but it will help to distinguish different sources, i.e. for the terrestrial downlink 
this allows separation of different Base stations where as for the satellite system, this will enable 
separation of either different spot-beams or different satellite UMTS radio interface protocol 
reference models.
UMTS radio interface protocols are based on the WCDMA air interface and are mainly responsible 
for handling the traffic multiplexing, and service related to radio bearer set-up, reconfiguration and
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release radio bearer services. To this end, 3GPPP has intioduced a three layer UMTS radio interface 
reference protocol model as shown in Figure F-29 with layers as follows;
• Layer 1 (LI):- radio physical layer
• Layer 2 (L2):- radio link layer
• Layer 3 (L3):- radio network layer.
Layer 1 is responsible for transport and multiplex (if necessary) of the tr ansport channels through the 
WCDMA air interface. To tliis end, the physical layer performs various functionalities to the L2 
information bits such as coding, modulation and spreading before transmission over the air interface. 
This layer is split into four sub layers called Medium Access Control (MAC), Radio Link Control 
(RLC), Packet Data Convergence Protocol (PDCP) and Broadcast Multicast Control (BMC). The 
MAC sub-layer is responsible for capacity allocation decisions (at UTRAN) for each logical channel 
based on their instantaneous source (data) rate and performs channel allocation on both sides of the 
radio interface. In addition MAC also facilitates logical channel multiplexing. Some of the functions 
perforaied by RLC layers are, segmentation/concatenation and re-tiansmission of the Packet Data 
Units (SDU) for both user and contr ol plane data. The Radio Network Controller (RNC) can have 
many RLC instances, in contrast RNC only have one MAC instance.
The RLC can be configured in three operating modes; e.g. Transparent Mode (Tr), Unacloiowledged 
Mode (UM), and Acknowledged Mode (AM). Depending on the operating mode the RLC sub layer 
can guarantee the traffic transmission from the UTRA side towards the UE, i.e. AM mode guarantees 
the delivery in contrast to best effort delivery by the other two modes.
The PDCP protocol is mainly responsible for canying the Internet Protocol (IP) packets through the 
UMTS radio interface, and performs IP header compression when necessary to reduce the header 
overheads. The remaining L2 sub layer BMC, is defined to handle broadcast and multicast services 
and only the CBS service utilise this sub -layer functions.
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Figure F-29: UMTS radio interface reference model
The Radio Resource Control (RRC) protocol, which is the principle component of the radio network 
layer (Layer 3) interacts with all of the other radio layer protocols and provides cross layer control 
services, i.e. handles lower layer configurations in order to satisfy required QoS for the radio bearers. 
To this end, RRC decisions are crucial to maintenance of the required QoS whilst utilising the scare 
radio resources.
One of the main objectives of this research work is to introduce novel techniques to utilise the radio 
resource efïïciently in S-UMTS networks when delivering MBMC content. Hence before introducing 
MBMS related S-UMTS specific RRC functions, the following section will provide general RRC 
procedures for UMTS networks.
F.1.7 UMTS radio interface Channel structure
As shown in Figure F-30, three types of channels exist in UMTS radio access interface and they are 
used as a means of interfacing (transfer control and user data) different layers. Physical channels 
provide the transmission media, i.e. the radio platform between Node B and the user terminals. 
Transport channels are characterised by ‘how and what’ data is transferred between the MAC and 
physical layer. Finally, logical channels define ‘the type of information’ to be transmitted between 
MAC and RLC.
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Figure F-30: UMTS RAN channel types and their location within RAN
In general, logical channels can be classified into two categories called control and traffic channels. 
Where control logical channels carry control plane information such as paging, and broadcast system 
information whereas traffic channels will carry user plane information. Traffic and control channels 
can be further sub-divided into common (facilitating communication for groups of users) and 
dedicated (intended for a single user) channels. Similar to logical channels, transport channels can 
also be sub-divided into two categories as common and dedicated transport channels. Common 
channels will carry information to a group of users or to all users within a specified area, whilst 
dedicated channels carry information towards dedicated users. Figure F-31 depicts radio interface 
channel mapping in the downlink direction according to 3GPP release 5. However the latest 
specification does have additional channels to facilitate MBMS services.
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Figure F-31: RAN Channel mapping in downlink direction (Release 5)
