Abstract. Conditions for uniqueness of solutions of the Dirichlet and Neumann problems are obtained for a singular hyperbolic equation involving a real parameter.
1. Introduction. It is well known that the Dirichlet problem for hyperbolic equations does not in general constitute a well-posed problem. In the case of the two-dimensional wave equation utt-uxx = 0, for instance, it is known that in order to determine the solution in a rectangle with sides having slopes ± 1, it is sufficient to prescribe its values on only two adjacent sides of the rectangle. On the other hand, Bourgin and Duffin [1] have shown that for rectangles with sides parallel to the coordinate axes, uniqueness of solution of the Dirichlet problem holds if and only if the ratio of the sides of the rectangle is an irrational number. Related investigations of the well-posedness of this problem have also been conducted by John [2] and Fox and Pucci [3] . More recently, the result in [1] has been extended by Dunninger and Zachmanoglou to the zz-dimensional wave equation [4] and to more general hyperbolic equations in cylindrical domains [5] . A similar result on the Neumann problem has also been derived by Sigillito [6] for the zz-dimensional wave equation. For singular equations of the fourth order, corresponding results have recently been obtained by Dunninger and Weinacht [7] .
In this paper we present conditions for uniqueness of solutions of the Dirichlet and Neumann problems for the singular hyperbolic equation
where the coefficients a'' and c are functions of the variables xlt..., xn alone and k is a real parameter, -co<zc<oo. Here the repeated indices are to be summed from 1 to n. The boundary value problems are considered in a cylinder Q = DxI, where F is a bounded domain in the x = (xlt..., xn) space and 7 is the interval 0<t<T.
Necessary and sufficient conditions for uniqueness are given for different ranges of the parameter k.
We assume that the coefficient matrix (a") is symmetric and positive definite and that c jg 0 in D. Moreover, we assume that the functions a", c, and the boundary 8D of D are sufficiently smooth in order to allow the application of the divergence theorem and to ensure the existence of a complete set of eigenfunctions for the eigenvalue problems that arise in the sequel.
2. The Dirichlet problem. Consider the homogeneous Dirichlet problem (2) Lu = 0 in Q, u = 0 on 8Q.
We shall prove uniqueness of solution by showing that every smooth solution of the problem vanishes identically in Q. In the case when zV >0 however, we will see that every smooth solution vanishes identically in ß whenever it vanishes at r = 0 and on the lateral surface of the cylinder Q. In order to prove this theorem we shall make use of the fact that every solution of equation (1) belonging to C2 for t>0 and to C1 for r^O satisfies the condition ut(x, 0) = 0 for any nonzero k. In the special case when (a"') is the identity matrix, this property was first established by Walter [8] for c = 0 and then by Fox [9] for c/0. The method used in [9] , which was due to Zaremba and Asgeirsson and later improved by Walter, can be carried out here almost step for step to establish the same result for the more general equation (1) using the cylinder Q.
Proof of Theorem 1. We integrate the differential identity By the divergence theorem we obtain
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If « is a solution of the problem (2) for k ^ 0 and if we choose
where Am is a nonzero eigenvalue of the problem (9) and vm the corresponding eigenfunction, then Lu = 0 and
Thus the left-hand side of (13) vanishes and so we have 
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By the completeness of the set of eigenfunctions {vm}, m= 1, 2,..., it follows that ut(x,T) = 0. Next, integrating the differential identity (3) over the cylinder QTS and using the fact u(x, T) = ut(x, T)=0, we obtain (18) f (uf + a^u^. + cu2) dx-2k |Y ^ dx dt = 0.
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Since kfíO it follows as in equation (5) that Let us assume that c>0. There remains to be shown that w = 0 in Q. In this connection, the sufficiency proof of Theorem 2 (see equation (18)) does not permit us to make the desired conclusion since now /cäO, except of course in the obvious case k = 0. Thus for k>0 we need to use a different approach.
We integrate instead the differential identity
•/. (37) fÍ ta-\ai}uXiuXj + cu2) dxdt = 0 from which the conclusion that t/ = 0 in ß follows. If c = 0 the discussion above implies that u=const in Q. In the special case when (aw) is the identity matrix, c = 0, and k = 0, condition (26) gives the result obtained in [6] .
