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Abstract We strengthen a generic finiteness result due to Moeckel by showing that the
number of spatial central configurations of the Newtonian five-body problem with positive
masses is finite, apart from some explicitly given special cases of mass values.
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Polyhedral fan · Albouy–Chenciner equations
1 Introduction
In this paper we present a computer-assisted proof of the finiteness of the spatial central
configurations of the Newtonian five-body problem with positive masses, with the exception
of some explicit special cases of mass values.
By the Newtonian spatial n-body problem we mean the dynamical system given by
m j x¨ j =
∑
i = j
mi m j (xi − x j )
r3i j
1 ≤ j ≤ n (1)
where xi ∈ R3 is the position of particle i , ri j is the distance between xi and x j , and mi is
the mass of particle i (Newton 1687).
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A central configuration of the n-body satisfies the equations
λ(x j − c) =
∑
i = j
mi (xi − x j )
r3i j
1 ≤ j ≤ n (2)
where λ < 0 and c is the center of mass. Such a configuration, if started from rest, will
collapse to the center of mass. In the planar case these configurations also give rise to relative
equilibria—orbits in which each particle moves on a circle at a common angular speed.
For the Newtonian three-body and four-body problems it is known that central configura-
tions in dimensions one, two, and three are finite for positive masses (Euler 1767; Lagrange
1772; Moulton 1910; Hampton and Moeckel 2006). There is also a generic finiteness result
for ‘Dziobek configurations’ which applies to the case we are studying (Moeckel 2001) since
the dimension of our configurations is n − 2.
The five-body problem is of particularly interest in this context because of the known
continuum of planar central configurations for the five-body problem if one negative mass
is permitted (Roberts 1999). Recently Alain Albouy and Vadim Kaloshin have proved that
the planar five-body central configurations are finite apart from some explicitly given special
cases (Albouy and Kaloshin 2010).
We have proven (with computer assistance on exact computations) the following result:
Theorem 1 There are finitely many central configurations of the Newtonian spatial five-body
problem with the possible exception of some mass parameter values on which an explicitly
given set of polynomials vanish (see Table 1 in Sect. 4).
The proof of this theorem is given by the remainder of our paper. In Sect. 2 we briefly
review the necessary tropical geometry. Following that we describe the equations we use in
Sect. 3. The exceptional cases are given in Table 1 of Sect. 4 along with a description of the
tropical prevariety of our equations. The next two Sects. 5 and 6 give details of the two most
complicated cases that arose from the tropical prevariety.
2 Tropical geometry
Our proof strategy will be the same as that of Hampton and Moeckel (2006), but where they
use the theory of Bernstein (1975), Khovanskii (1977), and Kushnirenko (1976) we will use
the language of tropical geometry. Our equations for central configurations (described in
Sect. 3) define an algebraic variety V (I ) in the algebraic torus (C∗)10 = (C \ {0})10. Instead
of proving that the algebraic variety has dimension 0 we will attempt to prove that its tropical
variety is a polyhedral fan of dimension 0. Both varieties depend on the choice of masses.
We will consider these masses as being unknown positive real numbers. In this section we
give the necessary definitions in tropical geometry and refer to Sturmfels (2002, Chapter 9)
for a general introduction. The primary purpose of this section is to introduce terminology,
but we will also see that Hampton and Moeckel (2006, Proposition 2) falls out of the general
theory.
Definition 1 Let I ⊆ C[x1, . . . , xn] be an ideal and ω ∈ Rn a vector. For a monomial
xv := xv11 · · · xvnn with v ∈ Nn we define its ω-degree as ω · v. The initial form inω( f ) of
a polynomial f ∈ C[x1, . . . , xn] is the sum of all terms of f with maximal ω-degree. The
initial ideal of I with respect to ω is defined as inω(I ) := 〈inω( f ) : f ∈ I 〉.
We note that the initial ideal is not always a monomial ideal.
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Definition 2 The tropical variety of an ideal I ⊆ C[x1, . . . , xn] is the set
T (I ) := {ω ∈ Rn : inω(I ) does not contain a monomial}.
For an ideal J ⊆ C[x1, . . . , xn] and a polynomial f ∈ C[x1, . . . , xn] we define the satura-
tion (J : f ∞) := {g ∈ C[x1, . . . , xn] : ∃m : g f m ∈ J }. The saturation (inω(I ) : x1 · · · x∞n )
is 〈1〉 if and only if inω(I ) contains a monomial which is the case if and only if ω ∈ T (I ).
A polyhedral fan F is a finite collection of polyhedral cones such that if C ∈ F then
every face C is in F and if C, C ′ ∈ F then C ∩ C ′ is a face of C . The support of a fan is the
union of its cones. If all inclusion-maximal cones of F are of the same dimension d , then F
is called pure of dimension d . A subfan of F is a subset of F which is itself a fan. For further
background on the geometry of polyhedral fans we refer the reader to Zeigler (1995).
The tropical variety T (I ) can be thought of as a polyhedral fan. Namely, two vectors in Rn
are considered equivalent if they give the same initial ideal inω(I ). If I is homogeneous, then
the equivalence classes are convex and their closures form the Gröbner fan of I . The subfan
consisting of cones with monomial free initial ideals has T (I ) as support.
The following theorem was first stated by Bieri and Groves (1984) in terms of valuations.
A proof in the language of initial ideals was given in Sturmfels (2002), see also Jensen (2007,
Chapter 8). It will be essential for our arguments.
Theorem 2 (Bieri Groves) Let I ⊆ C[x1, . . . , xn] be a prime ideal and let d be the dimen-
sion of the variety V (I ) ⊆ (C∗)n defined by I . The tropical variety T (I ) is the support of a
pure d-dimensional polyhedral fan.
If I is not a prime ideal, then by the Lasker–Noether theorem we may find a primary decom-
position of I i.e. write I as
⋂
i Qi with the radicals
√Qi being prime ideals. It is not difficult
to prove that T (I ) = ⋃ T (√Qi ), see for example Jensen (2007). Therefore, applying The-
orem 2 to each
√Qi , we conclude that the dimension of V (I ) is the largest dimension of a
cone in T (I ).
For our purpose it will suffice to compute T (I ) and see that it is zero-dimensional to
conclude that V (I ) is zero-dimensional. A first approximation to T (I ) comes from the
following description, see Sturmfels (2002).
Proposition 1 Let I ⊆ C[x1, . . . , xn]. The following identity holds
T (I ) =
⋂
f ∈I
T (〈 f 〉).
Given a set of generators f1, . . . , fm of I we may compute the tropical prevariety
⋂
i T (〈 fi 〉)
defined by f1, . . . , fm . However, the prevariety does not equal T (I ) in general. The software
Gfan (Jensen 2009) will compute the prevariety as a polyhedral fan. For each cone in this
fan of positive dimension we wish to check if the cone is contained in T (I ). It is possible
that some relative interior points are in T (I ) and others are not. To check if a single ray ω
is contained in T (I ) we can in theory compute inω(I ). However, computing initial ideals is
usually done by computing a Gröbner basis (Sturmfels 1996, Corollary 1.9). This compu-
tation is not feasible in our setting. Indeed, if we could compute a Gröbner basis for I we
would also know the dimension of I .
Instead we will approximate inω(I ) by choosing a big generating set for I and taking ini-
tial forms with respect to ω. If the ideal generated by these initial forms contains a monomial,
then so does inω(I ).
It is a feature of T (I ) that it ignores how V (I ) looks in the coordinate hyperplanes. That
is, in algebraic terms, T (I ) = T ((I : x1 · · · x∞n )). Therefore, it makes sense to let tropical
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varieties be defined by ideals in the Laurent polynomial ring C[x±11 , . . . , x±1n ] instead. One
advantage of this is that we can make multiplicative changes of coordinates in the following
sense: For A ∈ GLn(Z) we let f → f (x A1· , . . . , x An·). Transforming an ideal has the effect
of making a linear transformation of its tropical variety.
We need two more properties of tropical varieties. First, tropical varieties are balanced
which implies that a tropical variety in 1-dimensional space R is either all of R, empty or
the origin (corresponding to a principal ideal having, respectively, 0, 1 or more monomials
in its generator). Second, a rational projection of a tropical variety to a linear subspace is
again a tropical variety. This follows from Hept and Theobald (2009, Theorem 3.1) and the
possibility to do multiplicative changes of coordinates in the Laurent polynomial ring. Putt-
ing this together we get that to show that a tropical variety T (I ) equals the origin, it suffices
to show that T (I ) ∩ {ω ∈ Rn : ∑i ωi ≥ 0} = {0}. The fundamental theorem of tropical
geometry (Speyer and Sturmfels 2004, Theorem 2.1) connects tropical varieties to Puiseux
series and shows that the last statement is indeed equivalent to Hampton and Moeckel (2006,
Proposition 2).
3 Equations for the spatial case
We will use two versions of the Albouy–Chenciner equations for central configurations
(originally described in Albouy and Chenciner 1998). The first version is identical to that













r2ik − r2jk − r2i j
)]
= 0 (3)
where Si j = r−3i j +. We choose to set  = −1, which can be done without loss of generality
because of the homogeneity of the equations above. We will refer to these as the symmetric
Albouy–Chenciner equations. We will denote the complete set of the fi j as F .
Gareth Roberts observed (Roberts 2009) that a more restrictive set of equations can be






r2jk − r2ik − r2i j
)
= 0. (4)
Since gi j = g ji , these give 20 equations in the five-body problem. Since fi j = gi j + g ji
the fi j equations are redundant but they were included in the tropical intersection calculation
anyway in order to generate a more refined set of cones. These equations will collectively be
denoted as G.
Fifteen more ‘Dziobek’ equations were added (Dziobek 1900). Only five of these are
independent, but all were included to preserve symmetry:
hi jkl = (r−3i j − 1)(r−3kl − 1) − (r−3ik − 1)(r−3jl − 1) = 0 (5)
where i, j, k, and l are distinct indices. The set of Dziobek equations will be denoted H.
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The distances between five points in R3 satisfy a single constraint, that the determinant
of the Cayley–Menger matrix is zero:
eC M = det
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 1 1 1 1
1 0 r212 r213 r214 r215
1 r212 0 r223 r224 r225
1 r213 r
2
















which we included in our set of equations.
Central configurations satisfy the equation U/I = −M , where I is the moment of inertia
I = 1M
∑
i< j mi m jr
2
i j , M =
∑
mi , U = ∑i< j mi m jr−1i j (see for example Moeckel 1990).
Since we chose = − 1 we have the equation
eIU = U − M I = 0 (7)
This is redundant, as it is a consequence of the Albouy–Chenciner equations, but was included
(in polynomial form, with cleared denominators) since we thought its simplicity and sym-
metry might be helpful in the analysis of the tropical prevariety.
In summary, in what follows we will be analyzing the ideal Is := 〈F,G,H, eC M , eIU 〉.
4 The tropical prevariety
We calculated the tropical prevariety of the set of 47 equations described in the previous sec-
tion, using Gfan (Jensen 2009). There are 576 rays, with 26 distinct types after considering
the symmetry of the equations. In addition, there are 50 distinct cases of two-dimensional
cones, 27 distinct cases of three-dimensional cones, 11 distinct cases of four-dimensional
cones, and 3 distinct cases of five-dimensional cones. The f-vector lists the number of cones
of each dimension:
(1, 576, 1620, 1420, 450).
As described at the end of Sect. 2, we can restrict our attention to those rays and cones which
contain vectors ω ∈ Rn such that ∑i ωi ≥ 0. This leaves us with a total of 44 cases up to
symmetry.
Most of these cases can be easily dismissed by computing a Gröbner basis of the initial
forms and saturating with respect to the ri j and mi variables. In many cases, if we eliminate
the ri j after saturating we obtain a sum over some subset of the masses (e.g. m1 + m2 + m3)
within the elimination ideal, which means there are no positive mass solutions within that
cone. However, for a few rays and two-dimensional cones there were some nonzero solu-
tions for some choice of masses. Gröbner bases were calculated using Singular (Decker et al.
2010) and Sage (Stein et al. 2010). These and other calculations can be found in the supple-
mentary Sage worksheet for this paper (also available at http://www.d.umn.edu/~mhampton/
FiveBodySpatial.sws).
Representatives of all these exceptional cases are given in Table 1 along with the indices
of the rays generating the cone and a relative interior point of the cone. All polynomials listed
for a given cone must be satisfied.
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Table 1 Representatives of exceptional cases
Ray indices Interior point Exceptional polynomials
[59] (1, 0, 0, 0, 0, 0, 0, 1, 1, 0) m1m2 − m3m4 − m3m5
[72] (1, 0, 0, 0, 0, 0, 0, 1, 1, 1) 4m1m2 − (m3 + m4)2 − (m3 + m5)2 + m23 − 2m4m5
[59, 72] (2, 0, 0, 0, 0, 0, 0, 2, 2, 1) m3 − m4 − m5, m24 + 2m4m5 + m25 − m2m1
[210] (1, 1, 0, 0, 0, 1, 0, 1, 0, 0) m1 − m4, m2 − m3
[453] (3, 3, 0, 0, 0, 3, 2, 3, 2, 0) m1 − m4, m2 − m3
[210, 275] (2, 2, 1, 0, 1, 2, 0, 2, 0, 0) m1 − m4, m2 − m3
[193, 210] (2, 2,−2,−2, 0, 2, 0, 2, 0,−2) m1 − m4, m2 − m3
[210, 453] (4, 4, 0, 0, 0, 4, 2, 4, 2, 0) m1 − m4, m2 − m3
[268, 453] (4, 4, 0, 0, 0, 4, 3, 4, 3, 0) m1 − m4, m2 − m3
[270] (1, 1, 1, 0, 0, 0, 1, 0, 1, 1) See Sect. 5
[275] (1, 1, 1, 0, 1, 1, 0, 1, 0, 0) See Sect. 6
To obtain the above results in the cases with the exceptional polynomials m1−m4, m2−m3
we found a decomposition of a certain polynomial that appears in each of the saturated ide-
als of those cases (sometimes as a factor within a polynomial with no other positive mass
solutions):
Q = m61m62 + 2m61m32m33 + m61m63 + 2m31m62m34 − 12m31m32m33m34
+2m31m63m34 + m62m64 + 2m32m33m64 + m63m64
= (m31 − m34)2(m32 − m33)2 + 4m32m33(m31 − m34)2 + 4m31m34(m32 − m33)2.
This decomposition makes it clear that for real masses Q = 0 is equivalent to m1 = m4 and
m2 = m3.
5 A troublesome ray
In this section we explain the possible exceptions to the finiteness result stemming from the
ray with weight ω270 = (1, 1, 1, 0, 0, 0, 1, 0, 1, 1).
Recall that Is = 〈F,G,H, eC M , eIU 〉. This is an ideal in R[r12, . . . , r45]. Our goal is to
show that J := (inω270(Is) : r12 · · · r∞45 ) contains a monomial, or equivalently, that it is equal
to 〈1〉.
We first consider the initial forms of the 15 Dziobek equations, H. Six of these are bino-




34 − r312r313r324 and r313r314r324 − r313r314r323. We conclude that
r334 − r324 and r324 − r323 are in J . Similarly, the initial form −r313r325 + r313r323r325 + r313r315r325
shows that r323 + r315 − 1 is in J .
We now define J ′ = 〈initial forms of (F,G, eC M , eIU )〉 + 〈r334 − r324, r324 − r323, r323 +
r315 − 1〉⊆ J . Performing the substitutions r323 → x, r324 → x, r334 → x, r315 → 1 − x
on the generators of J ′ and removing monomial factors, we get a new ideal whose gen-
erators do not contain r23, r24, r34 and r15. Thus instead of considering J ′, we consider
J˜ ′ ⊆ R[r13, r14, r25, r35, r45, x]. This ideal is easy to handle. We compute
( J˜ ′ : r12r13r14r25r35r45x(m1 + m5)m∞5 ) ∩ Q[m1, m5, r13, r14, r35, r45]
= 〈m1r214 + m5r245, m1r213 + m5r235, r214r235 − r213r245〉,
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where we regard J˜ ′ as an ideal in Q[m1, . . . , m5, r13, r14, r25, r35, r45, x]. For every pos-
itive real choice of masses, we conclude that m1r214 + m5r245, m1r213 + m5r235, r214r235 −
r213r
2
45 ∈ J . Similarly, by choosing different subrings for the intersection we get that{m1r212 + m5r225, r214r225 − r212r245, r213r225 − r212r235} ⊆ J .







25 − r212r235〉. Let d1, d2, d3 be the initial forms of the Dziobek equations which
are not binomial or trinomials—there are only three up to sign. The ideals (((〈di + K 〉) ∩
Q[m1, m5, r12, r13, r14]) : r12r13r14(m31 + m35)m∞1 ) equal
〈(r312 − r314)(m1(r312 − r314)2 + m5(r312 + r314)2)〉
〈(r313 − r314)(m1(r313 − r314)2 + m5(r313 + r314)2)〉
〈(r312 − r313)(m1(r312 − r313)2 + m5(r312 + r313)2)〉.
We conclude that each of these generators, denoted ki , are in J for every choice of positive
masses. Similarly, (( J˜ ′ ∩ Q[r12, r13, r14, r12]) : (m1 + m5)∞) = 〈m2r212 + m3r213 + m4r214〉
shows that J contains m2r212 + m3r213 + m4r214 for every positive choice of masses.
So it suffices to consider the ideal 〈m2r212 + m3r213 + m4r214, k1, k2, k3〉 homogeneous in
r12, r13, and r14, homogeneous in m1 and m5, and homogeneous in m2, m3, and m4. If we

































r212m2 + r213m3 + m4 = 0 (11)
Equations (8) and (9) imply that both r12 and r13 lie on the unit circle at one of nine points,
either at a root of unity or at one of the six locations given by the formula below, in which
the choice of cube root is unspecified:
⎛
⎝








These roots are all distinct for positive m1.
Equation (10) imposes the further constraint that the ratio of the roots chosen for r12
and r13 must also be equal to one of the nine points described above; this in turn means that
at least one of r12 and r13 must be a complex root of unity. In addition, the positivity of
the masses combined with Eq. (11) means that the imaginary parts of r212 and r213 must have
opposite signs.
The consequence of this is that for each choice of m1/m5 there are finitely many choices
for m2/m4 and m3/m4. By choosing both r12 and r13 to be roots of unity with opposing
imaginary parts, we always have m2 = m3 = m4 as a solution. In Fig. 1 we show the other
possibilities by normalizing m2 + m3 + m4 = 1 and projecting the set of positive mass
solutions orthogonally onto the plane:
123
328 M. Hampton, A. Jensen
Fig. 1 Exceptional cases for ray
270 in the plane
m2 + m3 + m4 = 1
It is straightforward to obtain an explicit polynomial in the masses by eliminating the
distance variables, but this polynomial is rather large and unwieldy; we believe the structure
of the real solutions is much clearer in the above system.
6 An even more troublesome ray
In this section we explain the possible exceptions to the finiteness result stemming from the
ray with weight ω275 = (1, 1, 1, 0, 1, 1, 0, 1, 0, 0).
The initial forms of three of the Dziobek equations give us equations of the form
r−3i j + r−3kl − r−3ik − r−3jl = 0
for all choices {i, j, k, l} = {1, 2, 3, 4}.
After removing common monomial factors, the remaining equations are binomials of the
form r3
r5 − r3s5. Using these binomials we may rewrite the Albouy–Chenciner initial form
inω275( fi5) as
∑
j ∈{i,5} m jr2i j . This works for i = 1, . . . , 4.
Taking these four equations and multiplying the Dziobek equations by monomials, we get
the following ideal in Q[m1, . . . , m4, r13, . . . , r34]:
J ′ := 〈m4r214 + m3r213 + m2r212, m4r224 + m3r223 + m1r212,
m4r
2
34 + m2r223 + m1r213, m3r234 + m2r224 + m1r214,
−r313r324r334 + r312r324r334 + r312r313r334 − r312r313r324,
−r314r323r324 + r313r323r324 + r313r314r324 − r313r314r323,
−r314r323r334 + r312r323r334 + r312r314r334 − r312r314r323〉
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The initial form of the Cayley–Menger determinant eC M has four factors:
(−r14r23 − r13r24 + r12r34)(−r14r23 + r13r24 + r12r34)
(r14r23 − r13r24 + r12r34)(r14r23 + r13r24 + r12r34) = 0 (12)
The first three of these factors are equivalent under permutations of (1, 2, 3, 4), so we will
only analyze the cases in which the first or last factor vanish.
We consider the ideals J ′ + 〈r14r23 + r13r24 − r12r34〉 and J ′ + 〈r14r23 + r13r24 + r12r34〉.
We wish to saturate with respect to all variables and thereafter eliminate the r -variables.
Since our ideals are homogeneous in the grading of the masses and in the grading of the
r -variables, any reduced Gröbner basis will work as an elimination Gröbner basis and our
difficulty will be to saturate the variables rather than eliminating. The saturation can be
carried out in Singular using the technique described in Sturmfels (1996, Lemma 12.1) for
computing saturations by reverse lexicographic term orders. Saturating with respect to the
variables in the following order worked out for us:
m4, m3, r34, r24, r23, r14, r12, r13, m1, m2.
In each case after computing the elimination ideal, we are left with a single polynomial in
the cubes of the masses. For simplicity we will use Mi = m3i as variables. The polynomial
is homogeneous of degree 12, with a maximum degree of 6 in each variable. For the case in
which −r14r23 − r13r24 + r12r34 = 0 we will denote this polynomial by P1, and in the case
r14r23 + r13r24 + r12r34 the polynomial will be denoted by P2.
Lemma 1 The only real positive solutions for P1 are when
(M21 M
2
2 + M21 M24 + M22 M23 + M23 M24 )
−2(M1 M22 M3 + M2 M23 M4 + M1 M3 M24 + M21 M2 M4) − 12M1 M2 M3 M4 = 0
and either M1 = M2 or M3 = M4. For real masses this implies that either m1 = m2 or
m3 = m4.
Proof We will prove the result using interval arithmetic. Because P1 is homogeneous and
symmetric under the interchanges M1 ↔ M2, M3 ↔ M4, and (M1, M2) ↔ (M3, M4), we
can dehomogenize by letting M4 = 1 − M1 − M2 − M3 and restrict to the set  given by
0 ≤ M1 ≤ M2 ≤ 1 − M1 − M2 − M3 and M3 ≤ 1 − M1 − M2 − M3. It was convenient to
decompose this set into three tetrahedra A, B , and C with M2 ≤ M3, M1 ≤ M3 ≤ M2,
and M3 < M1, respectively.
Our goal is to prove that P1 > 0 in the interior of . Our strategy is to show that the only
critical points of P1 in the interior of  are positive. P1 factors nicely on the boundary of 
and there it is easy to see that there are the zero-valued curves of minima described in the
statement of the lemma.
To examine the critical points in  with interval arithmetic is somewhat challenging due
to the degeneracy of the zero set on its boundary, so we first applied the linear transfor-
mation A taking M-coordinates to y-coordinates according to the identities M1 = y1/4,
M2 = y2/3 + y1/4, M3 = 1/2 − y1/4 − y2/6 − y3/2. The tetrahedron A maps to the
tetrahedron ˆA given by yi ≥ 0, y1 + y2 + y3 ≤ 1. The key advantage of this transforma-
tion is that the zero set of Pˆ1(y1, y2, y3) = P1(A−1(y1, y2, y3)) is contained in the planes
y2 = 0 and y3 = 0. This property causes the resultants R12 = Resy1(∂ Pˆ1/∂y1, ∂ Pˆ1/∂y2)
and R23 = Resy1(∂ Pˆ1/∂y2, ∂ Pˆ1/∂y3) in C[y2, y3] to have monomial factors of high degree
instead of more complicated polynomial factors.
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Some of the factors of these resultants can be seen to have no zeros in the projection of ˆ
to the (y2, y3) plane. For example, R12 factorizes as
y52 y
4
3 (y2 − 3y3 − 3)2(y2 − 3y3 + 3)2(y2 + 3y3 − 3)2(y2 + 3y3 + 3)2(y22 + 9y23 − 9)2 f1 f2
where f1 has degree 24 and f2 has degree 48. It is straightforward to show that all the factors
other than f1 and f2 have no zeros in ˆ.
We use recursive interval arithmetic applied to Pˆ1, the derivatives of Pˆ1, and factors
of the above resultants to exclude the existence of non-positive critical values in the inte-
rior of  except for very small neighborhoods of the two critical points (M1, M2, M3) ∈
{(0, 0, 0), (1/3, 1/3, 0)} where P1 is zero. For a given polynomial in n-variables x1, . . . , xn
we first view it in the ring Q[x1, . . . , xn−1][xn] and obtain lower and upper bounds to the
coefficients (which are single-variable polynomials in xn) by verifying numerical estimates
with the real root isolation code of Carl Witty in Sage (Witty 2009). The remaining very
small neighborhoods can be excluded by considering expansions of the second derivatives
of P1 around these points. unionsq





3 0 −1 −2 0 0 −3 −2
0 3 0 −2 −1 −3 0 2
−1 0 1 0 0 0 1 0
−2 −2 0 4 0 2 2 0
0 −1 0 0 1 1 0 0
0 −3 0 2 1 3 0 −2
−3 0 1 2 0 0 3 2
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2
4 , M1 M
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3 M4, M1 M2 M
2
4 ,
M21 M2 M3, M
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4 , M1 M
2
2 M3, M1 M
2
2 M4, M1 M2 M
2
3 ).
Since A is symmetric with real entries, it is diagonalizable with real eigenvalues by an
orthogonal matrix S. All eigenvalues are non-negative, since the characteristic polynomial
of A is λ12(λ2 −22λ+64)2. Writing the square roots of the eigenvalues in a diagonal matrix
D we get S−1 DDS = A. Consequently, the polynomial F := (B ABT )11 is the sum of the
squares of the polynomial entries of DSBT .
The following six polynomials are non-negative on R4:
D := (M3 − M4)2(M1 − M2)2(M1 M2 − M3 M4)2
C := F + 54D, E1 := C · (M3 − M4)2(M1 − M2)2
E2 := E1(M2, M3, M1, M4), E3 := E1(M1, M3, M2, M4)
Y := ((M1 − M2)2(M3 − M4)2 + (M1 − M3)2(M2 − M4)2
+ (M1 − M4)2(M3 − M2)2)2
The following polynomial is positive on R4>0 unless M1 = M2 = M3 = M4:
X = M1 M2(M3 − M4)2 + M1 M3(M2 − M4)2 + M1 M4(M2 − M3)2
+M2 M3(M1 − M4)2 + M2 M4(M1 − M3)2 + M3 M4(M1 − M2)2
Our polynomial P2 equals 12 (E1 + E2 + E3 + 4XY ). Hence, if P2(M1, M2, M3, M4) is
0 with M1, M2, M3 and M4 in the positive orthant, then all masses must be equal, or
Y (M1, M2, M3, M4) must be 0. This happens only when three masses are equal. unionsq
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For the shape of the decomposition of P2 in the proof above we were inspired by the
Real Nullstellensatz (Stengle 1974, see also Sturmfels 2002, Theorem 7.5). One region on
which we want to show that P2 is positive in the proof can be described by six inequalities:
Mi > 0, (M1 − M2)2 > 0, and (M3 − M4)2 > 0. The Real Nullstellensatz essentially
says that if our lemma is true then a multiple of P2 can be written as a linear combination
of the 26 products of inequality constraints, with the coefficients being polynomials which
are sums of squares. The theorem gives no reasonable degree bound on the coefficients,
but for fixed Newton polytopes of the coefficients, the existence of the expression can be
decided by SOSTOOLS (Prajna et al. 2004) using semidefinite programming. The answer
from SOSTOOLS is unreliable as floating point computations are used, but SOSTOOLS is
an extremely useful tool for suggesting which inequality products are needed, and validating
simplified alternative shapes for the decomposition. It is important to enforce symmetries on
the decomposition to increase the chances of rounding off floating point numbers to integers
consistently during the simplification process. Only when the expression has been sufficiently
simplified, SOSTOOLS will give an integer certificate (like A above). Due to the smaller
group of symmetries of P1 we were unable to find a similar integer decomposition of this
polynomial but propose it as an exciting challenge.
7 Conclusion
We have shown that the Newtonian five-body problem has finitely many spatial central con-
figurations, apart from some explicitly given possible exceptional cases for certain values of
the mass parameters.
It seems likely that the spatial five-body central configurations are always finite for positive
masses. Our possible exceptional cases often involve some equality between masses, but there
is strong numerical evidence that there are finitely many central configurations in the case
of five equal masses (Lee and Santoprete 2009). Presumably the failure of our methods
to resolve our exceptional cases merely reflects the existence of additional syzygies in the
leading terms of the generators of our ideal.
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