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概 要 
昨今，人間と機械のコミュニケーションが増加している．人間の場合，発話者の思考や感
情，顔の表情，体調などを無意識下に感じ取り，こうした情報も考慮しながらコミュニケー
ションをとっている．したがって，自然発話音声の感情認識は，人間と機械のコミュニケー
ションにおいて重要な研究課題である．また，日本人の発話や表情には感情が出にくいこと
が特徴として挙げられる．従来研究では，データ数が少ないため一部の感情の認識率が高く，
他方の感情の認識率が低くなるモデルとなっている．そこで本研究は，人間も徐々に他人の
感情を理解できるようになる点，人間にとっても比較的分かりづらい感情が存在する点に
注目した．人間も徐々に他人の感情を理解できるようになる点より，訓練サンプル数の増加
（アップサンプリング）し，たくさんの感情音声により訓練することが重要だと考えた．ま
た，人間にとっても比較的分かりづらい感情が存在する点より，認識しやすい感情の訓練を
少なく，認識しにくい感情の訓練を多くするため感情音声サンプル数の最適化を考えた．学
習データのアップサンプリング，感情音声サンプル数の最適化により音声感情認識精度の
向上・感情認識率のばらつき（標準偏差）の低下を目指した．提案手法により，アップサン
プリング・サンプル数最適化前と比較して，感情認識の Accuracy が 25.8%から 36.0%，認
識率の標準偏差が 24.0 から 17.5 となった． 
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第1章 はじめに 
人間はコミュニケーション行う際，発話内容を理解するだけではなく，発話者の思考や感
情，顔の表情，体調などを無意識下に感じ取り，こうした情報も考慮しながらコミュニケー
ションを行っている．人間とコミュニケーションを行う機械においても，同じような能力が
備わることでより人間的なコミュニケーションを行うことができると考えらえる．たとえ
ば，スマートフォンに「リラックスできる場所はどこ？」と発話する際，発話の背景として，
仕事で疲れたときなのか，休みの朝の元気が良いときなのか，などが考えられる．機械がこ
うした背景を認識することができれば，最適な提案を行うことができるようになる．実際に
コールセンターや，メンタルヘルスケアに実用がされている．このように，人間と機械が音
声対話コミュニケーションを行う際に，ユーザの発話に含まれる感情を認識する技術は非
常に重要である． 
また，日本人の発話や表情には感情が出にくいことが特徴として挙げられる．日本人の国
民性として，「礼儀正しく」「親切」という価値観を持っている人が多いためである[1]．実際
に表情において，日本人は感情の表出が他国と異なっていることが知られている[2]．本研
究では，日本人の自然な発話には感情が表出しにくい点に注目し，日本人の自然発話を対象
とした音声感情認識における新しい手法を提案する．具体的には，訓練に用いる音声感情の
サンプル数の最適化をする． 
本稿は以下の構成をとる．まず，第 2 章で関連研究について述べ，第 3 章で提案手法に
ついて説明する．そして，第 4 章で実験・評価を行い，第 5 章で本稿のまとめとする． 
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第2章 関連研究 
2.1 概要 
近年音声感情認識の研究は盛んに行われている．「ある人間の発話が，他の人間からどの
ような感情に聞こえるのか？」を分類することを目標としている．入力は人間の発話音声，
もしくは発話音声から特徴量を抽出したものであり，出力は４〜７種類（怒り，恐怖，楽し
い等）の感情である．収録された音声を入力データとし，その音声に第三者が感情のアノテ
ーションを正解ラベルとして用いる．本節では，音声感情認識の概略と最新研究を示す． 
2.2 音声感情認識 
音声感情認識の研究は大きく分けて 2 種類存在し，演技発話（セリフに感情を意図的に
込めて発話した音声）を対象とした音声感情認識と，自然発話（ラジオやゲーム中の会話な
ど）を対象とした音声感情認識である．演技発話・自然発話を対象とした音声感情認識の入
力から出力の流れを図 2.1 に示す．2.2.1 で入力について，2.2.2 で特徴量抽出について，
2.2.3 で識別器について，2.2.4 で感情分類についての概略を述べる． 
 
図 2.1:音声感情認識の流れ 
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2.2.1 入力データ 
音声感情認識の分野には入力データとして，収録した音声，もしくは音声と収録した際の
顔映像の 2 種類が存在する．本研究では，音声のみを用いた音声感情認識のモデルを構築
するため，音声を入力データとする．収録環境として，先述した演技発話の収録か，自然発
話の収録か 2種類の環境設定が存在する．入力データのまとめを表 2.1 に示す． 
表 2.1:音声感情認識の入力データまとめ 
入力データ種別 入力データ収録環境 
1. 音声 
2. 音声＋収録時の顔の映像 
1. 演技発話収録 
2. 自然発話収録 
 
2.2.2 音声の特徴量抽出 
特徴量抽出には大別して，2種類の特徴量が存在する．一つは言語特徴量，もう一つは音
声特徴量である．言語特徴量は，「Good」「Morning」といった単語・文脈などが挙げられ
る．音声特徴量は，音圧・周波数・メル周波数ケプストラム係数（MFCC）などが挙げられ
る．音声特徴量の利点は，いかなる言語においても共通点が多いことである．それに対して
言語特徴量は言語ごとに特徴量が全く異なる点，単語間の関係を読み取ることが難しい点
が挙げられる．したがって多くの音声感情認識には，音声特徴量が用いられる． 
入力データである音声をデジタル化し，音声特徴量抽出を行う過程を詳述する．以下に出
てくるメル尺度とは，音高の知覚的尺度である．メル尺度の差が同じであれば，人間が感じ
る音高の差が同じになることを意図している．図 2.2 で示したように，人間の知覚する周波
数と，音声の物理的な周波数が異なることから導入されている単位である．F"#$%
がメル尺度の周波数を，F&'は音声の物理的な周波数を示している．物理的な周波数が高く
なるほど，人間は周波数の知覚がしにくくなることを示している． 
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図 2.2:メル尺度と物理的な周波数の関係 
まず入力データである音声のデジタル化について詳述する．音声波形はそもそも空気の
振動であり，それがマイクロホンにより電圧の変化として観測る．つまりこれはアナログ
（連続値）であり，音声を計算機で扱うにはデジタル化（離散化）する必要がある．これを
アナログーデジタル（AD）変換と呼び，まずある特定の時間間隔によってデータを切り出
す．これを標本化（サンプリング）と呼ぶ．人間の可聴域は20Hz〜20,000Hzであり，一般
にこの周波数の 2 倍の周波数で標本化することにより，元の音声波形を復元できると言わ
れている．そのためサンプリング周波数は 44.1kHz のものが多く，本実験においても 48kHz
で収録された音声を使用する．さらに切り出したデータに対し，量子化を行いデジタルデー
タへと変換される．この際音声認識の場合は 16bit で十分と言われていることから，本実験
においても 16bit で量子化している． 
次に，音声特徴量について述べる．音声特徴量には，音圧の最大・最小や標準偏差といっ
た統計量と統計量をもとに算出される特徴量がある．統計量とは量子化した音声波形にお
いて，振幅の最大値・最小値，最大値・最小値の位置，振幅の平均，標準偏差などを算出す
る．一方の特徴量は，この量子化した音声波形をもとにいくつかの過程を経て算出される人
間が作り出した尺度である．具体的には，本実験で使用する特徴量である MFCC（メル周
波数ケプストラム係数）や RMSenergy などが上げられる．具体例として，本節では音声感
情認識において多く利用されている MFCC について詳述する．MFCC を導出するために，
まずこの量子化した音声波形のある特定の時間内の周波数成分を算出するためにフーリエ
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変換を行う．特定の時間内の周波数成分の算出を，音声データを網羅するように実施するこ
とを短時間フーリエ変換（short-time Fourier transform: STFT）と呼ぶ．短時間フーリエ
変換結果は，特定の時間内の周波数成分とその振幅を示す．短時間フーリエ変換結果の周波
数成分と，振幅を対数スケールに直したものを対数パワースペクトルと呼ぶ．対数パワース
ペクトルにメルフィルタバンクと呼ばれる，メル周波数領域において特定の周波数を取り
出すフィルタをかけることにより，対数パワースペクトルの周波数成分をメル尺度へ変換
する．メルフィルタバンクにはフィルタ数を設定することができ，12〜128 が一般的であ
る．変換後の出力をさらに逆フーリエ変換（周波数成分軸から時間軸に戻す）を施したもの
をメルスペクトラムと呼ぶ．このメルスペクトラムに離散コサイン変換を施したものをメ
ル周波数ケプストラム係数（MFCC）と呼ぶ．導出の過程の概略を図 2.3 に示す． 
 
図 2.3: MFCC 導出の過程 
 
最後に，近年の音声からの特徴量抽出の動向を述べる．音声からの特徴量抽出はヒューリ
スティックな手法から深層学習を用いた手法となった．実際に，Mohamed ら[3]は音声の対
数パワースペクトルにメルフィルタバンクをかけた出力を入力特徴量とした DNN（Deep 
Neural Network）を提案し，MFCC を用いた場合より音声認識性能が高まることを示した．
これは MFCC が音声の対数パワースペクトルのメルフィルタバンク出力を，加えて離散コ
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サイン変換したものであり，音声の時間的特徴が失われてしまうためである．さらに，
Sainath ら[4]は DNN の下層を CNN（Convolution Neural Network）に置き換えること
により音声認識性能が上がることを示した．これは CNN が波形に対する畳み込み演算がフ
ーリエ変換に変わる周波数解析をしているためである．最新の音声感情認識では，順方向と
逆方向の時間的特性を考慮できる BiLSTM（Bidirectional Long Short-Term Memory）を
用いた学習や，CNN と LSTM を組み合わせたモデルにより音声特徴量の抽出をする．以上
の近年の音声特徴量抽出のまとめを表 2.2 に示す． 
 
表 2.2:音声感情認識における音声の特徴量抽出まとめ 
特徴量抽出 
1. 言語特徴量 
(ア) word2vec 
2. 音声特徴量 
(ア) 統計量 
① 振幅の最大値・最小値 
② 最大値・最小値の位置 
③ 振幅の平均 
④ 振幅の標準偏差 
(イ) 特徴量 
① 対数パワースペクトル 
② MFCC 
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2.2.3 識別器 
2.2.2節で述べたように音声感情認識における識別器として，様々な機械学習のモデルが
用いられている．従来は HMM（Hidden Markov Model），GMM（Gaussian Mixture Model），
SVM（Support Vector Machine），RF（Random Forest）等の機械学習が，近年では CNN
や LSTM により，特徴量抽出と識別器の 2 つの役割を同時に担うモデルも多く存在してい
る．表 2.3 に識別器の例を示す． 
表 2.3: 音声感情認識に用いられる識別器 
識別器 
1. HMM（Hidden Markov Model） 
2. GMM（Gaussian Mixture Model） 
3. SVM（Support Vector Machine） 
4. RF（Random Forest） 
5. CNN 
6. LSTM 
 
2.2.4 感情分類 
感情分類は，5〜7 感情に分類，もしくは特定の次元によって算出され数値化される．5〜
7 感情は，心理学において著名である Ekman ら[5]の基本 6 感情（怒り，嫌悪，恐れ，喜
び，悲しみ，驚き），Pluchik ら[6]の 8 感情（怒り，嫌悪，悲しみ，驚き，恐れ，容認，喜
び，期待）をもとに抽出される．数値化は Russell ら[7]の回帰分類を用いてなされている．
これは感情を Valence（感情価）と Arousal（覚醒度）の 2軸により数値化する手法である．
音声データには感情のアノテーションが第三者より施されている．表 2.4 に感情分類を示
す． 
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表 2.4: 音声感情認識における感情分類まとめ 
感情分類 
1. カテゴリー分類 
(ア) 基本６感情（怒り，嫌悪，恐れ，喜び，悲しみ，驚き）＋「平静」のうち５〜７
感情 
(イ) Pluchik ら[6]の 8 感情（怒り，嫌悪，悲しみ，驚き，恐れ，容認，喜び，期待）
＋「平静」のうち５〜７感情 
2. 感情の数値化 
(ア) Valence（感情価）と Arousal（覚醒度）による数値化 
 
2.2.5 音声感情認識のまとめ 
2.2.1 節から 2.2.4 節で述べた音声感情認識の研究を入力データ，特徴量抽出，識別器，
感情分類をそれぞれ表 2.5 に示す． 
表 2.5: 音声感情認識のまとめ 
入力データ 特徴量抽出 識別器 感情分類 
1. 音声 
2. 音声＋収録時の
顔の映像 
1. 言語特徴量 
2. 音声特徴量 
(ア) 統計量 
(イ) 特徴量 
1. HMM 
2. GMM 
3. SVM 
4. RF 
5. CNN 
6. LSTM 
1. カテゴリー分類 
(ア) 怒り，嫌悪，恐れ，喜び，
悲しみ，驚き＋「平静」の
うち５〜７感情 
(イ) 怒り，嫌悪，悲しみ，驚き，
恐れ，容認，喜び，期待＋
「平静」のうち５〜７感
情 
2. 感情の数値化 
(ア) Valence，Arousal 
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2.3 関連研究 
本節では，日本人の自然発話の音声感情認識に関する研究を述べる．当該分野の最新の研
究を表 2.6 に示す．本研究で用いるデータセット OGVC[8]を用いた自然発話に関する最新
研究に阿部ら[9]があるため，表 2.6中に示した．また，表 2.7 に表 2.6 に示した最新研究の
対象音声・入力データ・特徴量抽出・識別器・感情分類の 5 つを示す．表 2.7 に示した研究
のうち，自然発話を対象とした，教師あり学習を用いた音声感情認識の提案手法と実験結果
を 2.3.1 節〜2.3.6 節にて詳述する．本研究は，自然発話を対象とした教師あり学習である
ためである． 
表 2.6:音声感情認識の最新研究 
提案者 提案年 対象音声 新規性 
阿部ら[9] 2016 自然発話 自然発話音声の感情推定に，演技音声を
訓練として使用するモデルを提案した． 
Deng ら[10] 2018 自然発話 半教師あり自己符号化器を提案した．教
師データとして自然発話の感情ラベル付
きデータを，教師なしデータとして演技
発話の音声を入力とした． 
Song ら[11] 2019 演技発話&自
然発話 
TLSL （ Transfer Linear Subspace 
Learning）を用いて複数の音声感情コー
パス間の相関関係を示した． 
Xie ら[12] 2019 演技発話 Attention 機構付き LSTM による音声感
情認識モデルを提案した．入力として128
次元の音声特徴量，2層の LSTM層をも
ったネットワークを実装した． 
Kim ら[13] 2019 演技発話 入力として，感情音声と映像を用いる．顔
上部，顔下部，音声の 3 つをそれぞれ識
別器入力し，3 つの出力を合わせて感情を
推測する．それぞれ 3 つのデータを細か
く分割した際に，その分割データに独自
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ラベルをつける手法を提案した． 
Guo ら[14] 2019 演技発話 入力特徴量として，人間の経験則により
作成した特徴量と，スペクトラム特徴量
を用いる手法を提案した．スペクトラム
特徴量により，人間が無意識に感じ取っ
ている特徴量を学習することを狙いとし
た． 
Zhao ら[15] 2019 演技発話&自
然発話 
スペクトラム特徴量を，Attention 機構付
き Bidirectional LSTM と CNN の 2 つの
識別器に入力し学習するモデルを提案し
た．2 つの学習器によりより深い特徴量の
発見を狙いとした． 
Lotfian ら
[16] 
2019 自然発話 カリキュラム学習を用いた音声感情認識
モデルを提案した．複数のアノテーター
が同じ感情ラベルを施した音声から学習
することで，感情認識精度向上を狙った． 
Meng ら[17] 2019 演技音声 より重要な特徴量を，dilated CNN と
Bidirectional LSTM により発見した．さ
らに LSTM には Attention 機構を実装，
損失関数に softmaxと center lossを用い
た． 
Hossain ら
[18] 
2019 演技発話 音声と映像を入力とするディープラーニ
ングを用いた音声感情認識手法を提案し
た．音声と映像を CNN で学習させてい
る． 
Badshah ら
[19] 
2019 演技発話 CNN の学習において長方形の窓を用い
るモデルを提案した．入力特徴量をメル
スペクトラムとした．時間的特性をより
CNN で捉えることを狙った． 
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Shahin ら
[20] 
2019 演技音声 学習器を混合ガウスモデルとニューラル
ネットワークの組み合わせを提案した．
これによりアラビア語の音声感情認識モ
デル構築を行った． 
Ocquaye ら
[21] 
2019 自然発話 DEAT （ dual exclusive attentive 
transfer）という独自の自己符号化器を提
案した．半教師あり学習にて音声感情認
識モデルを構築している． 
Zhang ら[22] 2019 自然発話 音声感情認識において最も重要な特徴量
を抽出できる，時間軸の分割幅を発見し
た．入力特徴量としてメルスペクトラム
を用いて，メルスペクトラムの時間軸方
向の分割幅を複数実験した． 
Jiang ら[23] 2019 演技音声 音声のスペクトラム特徴量から，CNN と
LSTM によって有用な特徴量を抽出する
手法を提案した． 
 
それぞれの最新研究を 2.2.5節にしたがって，対象音声・入力データ・特徴量抽出・識別
器・感情分類を表 2.7 に示す． 
表 2.7: 最新研究の実装まとめ 
提案者 対象音声 入力データ 特徴量抽出 識別器 感情分類 
阿部ら
[9] 
自然発話 音声 44 次元の統計量・
特徴量（MFCC含
む） 
SVM 5 感情 
Deng ら
[10] 
自然発話 音声 384 次元の統計量・
特徴量と自己符号化
器による特徴量抽出 
NN（Neural 
Network） 
4〜７感情 
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Song ら
[11] 
演技発話&自然
発話 
音声 1582 次元の統計
量・特徴量 
Transfer 
Supervised Linear 
Subspace 
Learning（次元削
減） 
5 感情 
Xie ら
[12] 
演技発話 音声 6373 次元の統計
量・特徴量 
Attention 機構付き
LSTM 
6 感情 
Kim ら
[13] 
演技発話 音声＋収録時の
顔の映像 
顔上部＋顔下部＋音
声特徴量 
SVM，DTW
（Dynamic Time 
Warping） 
4 感情 
Guo ら
[14] 
演技発話 音声 384 次元の統計量・
特徴量＋メルスペク
トラムから CNN に
より抽出 
BiLSTM 4，7 感情 
Zhao ら
[15] 
演技発話&自然
発話 
音声 メルスペクトラムか
ら LSTM，CNN に
より抽出 
CNN（AlexNet）
＋Attention 機構付
き LSTM によるア
ンサンブル学習 
5 感情 
Lotfian
ら[16] 
自然発話 音声 6373 次元の統計
量・特徴量 
NN Valence，
Arousal により数
値化 
Meng ら
[17] 
演技音声 音声 3 次元メルスペクト
ラムから CNN によ
り抽出 
CNN＋BiLSTM 4 感情 
Hossain
ら[18] 
演技発話 音声＋収録時の
顔映像 
メルスペクトラムか
ら CNN により抽出 
SVM 6 感情 
Badshah 演技発話 音声 メルスペクトラムか 複数の CNN 7 感情 
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ら[19] ら CNN により抽出 （AlexNet）でのア
ンサンブル学習 
Shahin
ら[20] 
演技音声 音声 MFCC GMM 
＋DNN 
6 感情 
Ocquaye
ら[21] 
自然発話 音声 13 次元メルスペク
トラムを入力とし自
己符号化器により抽
出 
SVM 
CNN 
PCA 
Valence，
Arousal により数
値化 
Zhang ら
[22] 
自然発話 音声 3 次元メルスペクト
ラムから CNN
（AlexNet）により
抽出 
LSTM 6〜7 感情 
Jiang ら
[23] 
演技音声 音声 3 次元メルスペクト
ラムより CNN と
LSTM により抽出 
CNN（AlexNet） 
＋LSTM 
6〜７感情 
 
  
14 
 
2.3.1 阿部ら[9]の研究 
阿部ら[9]は，OGVC（Online Gaming Voice Chat corpus with emotional label）[8]を用
いて，日本人の自然発話を対象とした SVM（Support Vector Machine）による感情認識の
手法を提案した．OGVC[8]とは，オンラインゲームをプレイしている際の男性 9 名，女性
4 名の音声チャットを自然発話として収録し，3 名の第三者により感情のアノテーションを
されているデータセットである．加えて，男女 2 名ずつのプロの俳優に，各発話をアノテー
ションがつけられた感情で演じた，演技発話も収録している．演技発話は感情強度を 1〜4
として，感情を演じる度合いを設定し収録している． 
阿部ら[9]は特徴量抽出により MFCC（1〜12 次）や RMSenergy など，加えてそれら特
徴量の変化量を含む 44 特徴量を用いた．学習には怒り・喜び・悲しみ・驚き・平静の 5 感
情の音声感情を選び，計 2438 の発話を SVM で学習させた．提案手法概要を表 2.8 に，実
験結果を表 2.9 に阿部ら[9]より引用し記載する．各感情の平均 Accuracy は 38.6%であっ
た． 
表 2.8: 阿部ら[9]の提案手法概要 
対象音声 入力データ 特徴量抽出 識別器 感情分類 
自然発話 音声 統計量・特徴量
（MFCC含む） 
SVM 5 感情 
 
表 2.9: SVM による 5 感情分類[%]（阿部ら[9]より抜粋）（認識率の標準偏差＝21.39） 
 
推測された感情 
発話数 
怒り 喜び 悲しみ 驚き 平静 
正
解
ラ
ベ
ル 
怒り 7.2 27.4 2.5 19.8 43.0 240 
喜び 5.9 44.9 2.2 11.9 35.1 595 
悲しみ 1.2 18.5 21.8 11.5 46.9 243 
驚き 5.7 16.8 3.2 52.0 22.3 565 
平静 3.0 17.5 4.1 8.4 66.9 798 
平均 38.6  
 
また，OGVC の演技発話の感情強度 1，2 のデータも学習に用いることで Accuracy が
40.9%に上昇したことを報告している．原因を感情強度 1，２の演技発話は自然発話と大き
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く異ならないため，学習データの不足であると報告した．特に「怒り」「悲しみ」の発話数
が少ないラベルの Accuracy が低いことから見て取れる．阿部ら[9]のモデルの認識率の標
準偏差と，各感情の Precision（適合率），Recall（再現率），F値を計算したところ表 2.10
に示す結果となった． 
表 2.10: 阿部ら[9]のモデルの統計量（認識率の標準偏差＝21.4） 
 Precision Recall F値 
怒り 15.5 7.20 9.83 
喜び 43.6 44.9 44.3 
悲しみ 43.1 21.8 29.0 
驚き 57.9 52.0 54.8 
平静 49.2 66.9 56.7 
平均 41.9 38.6 38.9 
  
  
16 
 
2.3.2 Song ら[11]の研究 
Song ら[11]の提案手法概要を表 2.11 に示す．訓練・評価用に，ドイツ語の演技発話コー
パスである Berlin コーパス（Emo-DB）1，英語の演技音声である eNTERFACE コーパス
2，ドイツ語の自然発話である FAU Aibo データセット3の 3 つを用いている．自然発話デー
タセットである FAU Aibo データセットの結果を表 2.12，表 2.13 に示す． 
表 2.11: Song ら[11]の提案手法概要 
対象音声 入力データ 特徴量抽出 識別器 感情分類 
演技発話&自然
発話 
音声 1582 次元の統計
量・特徴量 
Transfer 
Supervised 
Linear Subspace 
Learning（次元
削減） 
5 感情 
 
表 2.12: Song ら[11]の提案手法による実験結果（単位[%]） 
  
推測された感情 
怒り 嫌悪 恐れ 喜び 悲しみ 
正解ラベ
ル 
怒り 36 30 25 8.0 1.0 
嫌悪 16 75 0.0 7.0 2.0 
恐れ 6.0 51 19 14 10 
喜び 4.0 48 17 26 5.0 
悲しみ 5.0 1.0 19 3.0 72 
平均 45.6 
 
 
 
 
 
1 http://emodb.bilderbar.info/docu/ 
2 http://enterface.net/enterface05/main.php?frame=emotion 
3 https://www5.cs.fau.de/nc/our-team/ 
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表 2.13: Song ら[11]のモデルの統計量 
 Precision Recall F値 
怒り 53.7 36 43.1 
嫌悪 36.6 75. 49.2 
恐れ 23.8 19 21.1 
喜び 44.8 26 32.9 
悲しみ 80 72 75.8 
平均 47.7 45.6 44.4 
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2.3.3 Zhao ら[15]の研究 
Zhao ら[15]の提案手法の概要を表 2.14 に示す．訓練・評価用に，FAU Aibo を用いてい
る．5 感情分類（怒り，驚き，平静，喜び，悲しみ）において，平均 Accuracy が 45.4%で
あったと報告している．各感情の詳細の精度については記載がなかった． 
表 2.14: Zhao ら[15]の提案手法概要 
対象音声 入力データ 特徴量抽出 識別器 感情分類 
演技発話&自然
発話 
音声 メルスペクトラムか
ら LSTM，CNN に
より抽出 
CNN（AlexNet）
＋Attention 機構
付き LSTM によ
るアンサンブル学
習 
5 感情 
 
2.3.4 Zhang ら[22]の研究 
Zhang ら[22]は，使用しているデータセットが異なるため厳密な比較はできないが，最新
手法として詳述する．Zhang ら[22]は，AFEW5.0[24]と BAUM-1s[25]を用いて自然発話を
対象とした音声感情認識の新たな手法を提案した．AFEW5.0[24]は感情のアノテーション
付きの映像データ，BAUM-1s[25]は３１人のトルコ人による自然対話を収録した感情アノ
テーション付きの映像データである．AFEW5.0[24]は，約 1600 発話に 3 人の第三者が 7種
類の感情アノテーションを施し，BAUM-1s[25]は，約 500 発話に第三者が 8種類の感情ア
ノテーションを施したものである．提案手法は，入力を発話音声の対数パワースペクトルに
メルフィルタバンクをかけて出力したメルスペクトラム，メルスペクトラムの変化量，メル
スペクトラムの変化量の変化量の 3 次元メルスペクトラムする．その入力を CNN と LSTM
によって学習させる．提案手法の概要を表 2.15 に示す． 
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表 2.15: Zhang ら[22]の提案手法概要 
対象音声 入力データ 特徴量抽出 識別器 感情分類 
自然発話 音声 3 次元メルスペクトラ
ムから CNN
（AlexNet）により抽
出 
LSTM 6〜7 感情 
 
AFEW5.0[24]の実験結果を図 2.5 に，BAUM の実験結果を図 2.6 に Zhang ら[22]より引
用し記載する．各感情の最大の平均 Accuracy は，AFEW5.0[24]において 40.73%，BAUM-
1s[25]において 50.22%であった．各感情の Precision，Recall，F値を算出し，表 2.16，表
2.17 に記載する． 
 
図 2.4: AFEW5.0[24]における結果（認識率の標準偏差=18.93）（Zhang ら[22]より引用．
数値の単位[%]） 
 怒り 嫌悪 恐れ 喜び 悲しみ 驚き 平静 
怒り 65.6 0.0 1.6 15.6 7.8 1.6 7.8 
嫌悪 12.5 20.0 5.0 32.5 5.0 0.0 25.0 
恐れ 10.9 4.4 52.2 13.0 6.5 4.4 8.7 
喜び 11.1 0.0 12.7 49.2 9.5 0.0 17.5 
悲しみ 4.9 3.3 13.1 16.4 34.4 6.6 21.3 
驚き 17.4 0.0 2.2 43.5 4.4 10.9 21.7 
平静 6.4 3.2 1.6 25.4 3.2 1.6 58.7 
平均 41.6 
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表 2.16: AFEW5.0[24]における最大 Accuracy（40.73%）時の統計量（Zhang ら[22]より
抜粋．数値の単位[%]） 
感情 Precision Recall F-score 
怒り 50.97 65.63 57.38 
嫌悪 64.94 20.00 30.58 
恐れ 59.08 52.17 55.41 
喜び 25.15 49.21 33.29 
悲しみ 48.63 34.43 40.32 
驚き 43.60 10.87 17.40 
平静 36.53 58.73 45.05 
平均 46.98 41.58 39.92 
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図 2.5: BAUM-1s[25]における結果（認識率の標準偏差＝25.81）（Zhang ら[22]より抜
粋．数値の単位[%]） 
 怒り 嫌悪 恐れ 喜び 悲しみ 驚き 
怒り 34.88 11.63 2.33 0.00 41.86 9.30 
嫌悪 13.54 23.96 5.21 37.50 17.71 2.08 
恐れ 7.14 32.14 3.57 17.86 25.00 14.29 
喜び 1.95 11.69 0.65 79.87 4.55 1.30 
悲しみ 13.04 13.04 13.06 4.34 49.07 6.83 
驚き 5.13 10.26 17.95 5.13 15.38 46.15 
平均 39.58 
 
 
表 2.17: BAUM-1s[25]における統計量（Zhang ら[22]より抜粋） 
感情 Precision Recall F-score 
怒り 46.09 34.88 39.71 
嫌悪 23.32 23.96 23.64 
恐れ 8.23 3.57 4.98 
喜び 55.19 79.86 65.27 
悲しみ 31.95 49.07 38.71 
驚き 57.72 46.15 51.29 
平均 46.99 41.58 39.92 
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2.4 問題点 
自然発話を対象とした音声感情認識に関する関連研究として，2.3.1節にて阿部ら[9]の研
究を，2.3.2節にて Song ら[11]の研究を，2.3.3節にて Zhao ら[15]の研究を，2.3.4節にて
Zhang ら[22]の研究を述べた．以上 4 つの研究における問題点は，認識率の標準偏差が大き
いことである．音声感情認識において，推測できる感情に偏りが発生していることを意味す
る．ある感情は正しく認識できるが他の感情は正しく認識できないモデル（怒りだけ認識で
きない，悲しみだけ認識できない）となることを意味するため適切でない．本来であれば，
Accuracy が高く，分散が小さいモデルが音声感情認識としては適切である．表 2.18 に各最
新研究の Accuracy と，感情認識率標準偏差を示す．Zhao ら[15]については，各感情の精度
が論文中に記載されていなかったため算出できなかった．表 2.18 よりすべての標準偏差が
20 程度になっていることがわかる．したがって本研究では，精度を落とさず標準偏差を小
さくすることを目標とする． 
 
表 2.18: 最新研究の Accuracy と標準偏差 
提案者 分類感情数 訓練と評価に
用いた発話数 
Accuracy[%] 標準偏差 
阿部ら[9] 5 感情 2,438 38.6 21.4 
Song ら[11] 5 感情 18,216 45.6 23.4 
Zhao ら[15] 5 感情 18,216 45.4 - 
Zhang ら[22] 7 感情 1,426 41.6 18.9 
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第3章 提案手法 
3.1 概要 
本研究では，日本人の自然対話における音声感情認識の精度向上の一助となることを目
的としている．そこで，訓練に用いる感情音声のサンプル数の最適化を提案する．Accuracy
を高め，感情認識標準偏差（ばらつき）を小さくする．仮説として，人間も徐々に他人の感
情を理解できるようになること，他人の感情には分かりづらい感情（悲しい，恐れ等）もあ
ることを考えた．徐々に理解できるようになるためアップサンプリングを行う．また，分か
りづらい感情の認識率を高めるためにサンプル数の比の最適化を行う．具体的には，怒り，
喜び，悲しみ，驚き，平静で表される 5 感情の学習に最適な比率を提案する．また，この際
の学習には CNN＋BiLSTM を用いる．入力から出力の流れを図 3.1 に示す．さらに，阿部
ら[9]，Song ら[11]，Zhao ら[15]，Zhang ら[22]との比較のため提案手法の概要を表 3.1 に
示す．特徴量抽出は Meng ら[17]の手法と同様に，識別器は Zhang ら[22]と CNN のみ異な
るモデルを構築した．3.2節にて 3 次元メルスペクトラムの抽出手法を，3.3節にて識別器
を，3.4節にて音声感情サンプル数のアップサンプリング手法を詳説する． 
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表 3.1: 提案手法と最新研究の音声感情認識モデル 
提案者 特徴量抽出 識別器 感情分類 
阿部ら[9] 44 次元の統計量・特徴量
（MFCC含む） 
SVM 5 感情（怒り，喜び，
悲しみ，驚き，平静） 
Song ら[11] 1582 次元の統計量・特徴量 Transfer Supervised Linear 
Subspace Learning（次元削
減） 
5 感情（怒り，喜び，
悲しみ，驚き，平静） 
Zhao ら[15] メルスペクトラムを
BiLSTM(2層・128 出力)，
CNN（AlexNet, VGG16, 
VGG19）に入力 
CNN（AlexNet）＋Attention
機構付き LSTM によるアンサン
ブル学習 
5 感情（怒り，喜び，
悲しみ，驚き，平静） 
Zhang ら[22] 3 次元メルスペクトラムから
CNN（AlexNet）により抽出 
LSTM（3層 256 出力 or3層
512 出力） 
7 感情（怒り，嫌悪，
恐れ，喜び，悲しみ，
驚き，平静） 
提案手法 3 次元メルスペクトラムから
CNN（4 入力，3層）により
抽出 
BiLSTM（1〜3層 128 出力〜
512 出力） 
5 感情（怒り，喜び，
悲しみ，驚き，平静） 
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図 3.1: 提案手法の入力から出力の流れ（入力を 3 次元メルスペクトラムとし，出力を怒
り，喜び，悲しみ，驚き，平静の 5 感情．学習器には CNN と LSTM を組み合わせる．） 
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3.2 3 次元メルスペクトラム 
本節では，CNNへの入力である 3 次元メルスペクトラムについて詳説する．Meng ら[17]
の手法と同様の手順で，3 次元メルスペクトラムの特徴量抽出を行う．1 次元メルスペクト
ラムとは 2.2.2 節，図 2.3 にて示した MFCC を導出する際の，離散コサイン変換を施す前
の特徴量を言う．図 3.2 に示すように STFT（short-time Fourier transform）を施す．こ
の出力を対数スケールにし（対数パワースペクトルに変換し），メルフィルタバンクを施し
逆フーリエ変換することにより 1 次元メルスペクトラムを算出する．1 次元メルスペクトラ
ムと 1 次元メルスペクトラムの変化量，1 次元メルスペクトラムの変化量の変化量を合わせ
て 3 次元メルスペクトラムと呼ぶ．この 3 次元メルスペクトラムから CNN により特徴量
抽出を行う． 
 
 
図 3.2: メルスペクトラムの導出過程 
窓関数とは，STFT（short-time Fourier transform）を行う際に特定の時間内の周波数を
切りだすために用いる関数である．ハイパーパラメータである窓関数，フレーム長，フレー
ム間隔，メルフィルタバンク数を Meng ら[17]の手法と同様に，窓関数をハミング窓，フレ
ーム長を 25ms，フレーム間隔を 10ms，メルフィルタバンク数は 40 とした．  
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3.3 CNN と LSTM の組み合わせ学習 
本節では，学習器に用いる CNN（Convolution Neural Network）と LSTM（Long Short-
term Memory）の組み合わせについて詳説する．本実験では Zhang ら[22]の手法と CNN
のみ異なる，同様の識別器を用いた．Zhang ら[22]は CNN に AlexNet[26]を用いている．
本実験では，3 次元メルスペクトラムがもともとは画像ではなく音声であることから，3 次
元メルスペクトラムの時間軸方向の特徴量をより抽出できるような CNN を独自に構築し
た．3.3.1節にて CNN について，3.3.2節にて LSTM について述べる． 
3.3.1 CNN（Convolution Neural Network） 
CNN は畳み込みニューラルネットワークと呼ばれる MLP（多層パーセプトロン）の一
種であり，LeCun ら[27]によって提案された．層の間のユニットの結合が全結合でなく，結
合重みが複数エッジで共有されているニューラルネットワークである．CNN は以下の式で
表される単層パーセプトロンの組み合わせで構成される． 
𝑢./ = 11𝑤34𝑥.63,/64 + 𝑏9:;4<=>:;3<= (1)	𝑦./ = 𝑓E𝑢./F (2) 
ここで，図 3.3 のように縦方向に𝐴画素，横方向に𝐵画素からなる 2 次元の画像において，
位置(𝑖, 𝑗)にある画素の画素値を𝑥.,/とする．P, Qを画像中の任意の画素数（P ≤ A, Q ≤ B）と
考え，縦方向にP，横方向に𝑄のサイズを持った矩形領域をフィルタと呼ぶ．𝑓(𝑥)を任意の
活性化関数とし，𝑦./をパーセプトロンの出力とする．CNN は𝐴 × 𝐵画素の画像内において，
このフィルタを一定の画素数𝑑の幅だけ縦方向，あるいは横方向，もしくは縦方向横方向と
もにずらしながら出力𝑦./を求める．𝑑をストライドと呼ぶ．𝑤を各ノードが持つ重みとし，
位置任意の位置(𝑖, 𝑗)におけるフィルタの重みを𝑤./とする．𝑏はフィルタのバイアスである． 
本実験では，サイズが(8, 16, 32, 64)となる 4 つのサイズの窓を用いて，ストライド幅を 1
または 2 とする CNN を使用した．さらに図 3.1 のように，入力である 3 次元メルスペクト
ラムを 4 つの窓サイズが異なる CNN に入力し，その出力を BiLSTM（Bidirectional Long 
short-term Memory）の入力としている． 
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図 3.3: CNN（Convolution Neural Network）のフィルタの例．𝑷 = 𝟕,𝑸 = 𝟑の場合． 
 
3.3.2 BiLSTM（Bidirectional Long Short-term Memory） 
BiLSTM は RNN（Recurrent Neural Network：再帰型ニューラルネットワーク）の一
種である．RNNとは，あるユニット間に有向な閉路をもつニューラルネットワークである．
RNNは過去の時刻における入力の影響が時間軸方向に指数的に減衰してしまう欠点がある
ため，長時間にわたる特徴量を学習できない問題点がある．LSTM はこの問題を解決する
ために，以下の 5 つの式により出力を演算する．LSTM はメモリユニットと呼ばれる要素
を基本単位として，RNNの隠れ層のユニットに置き換えて用いている．メモリユニットは，
図 3.4 に示すように一つのメモリ𝑀，5 つのユニット(𝐴, 𝐵, 𝐼, 𝐹, 𝑂)と 3 つのゲート（入力ゲ
ート，忘却ゲート，出力ゲート）により構成される．入力を(𝑥;, 𝑥_, … , 𝑥a)とし出力を(𝑦;, 𝑦_, … , 𝑦a)とし，𝑡 = 1から𝑡 = 𝑇まで演算を行う． 𝑖d = 𝜎(𝑊g.𝑥d +𝑊h.ℎd:; +𝑊j.𝑐d:; + 𝑏.) (3) 𝑓d = 	𝜎E𝑊gl𝑥d +𝑊hlℎd:; +𝑊l𝑐d:; + 𝑏lF (4) 𝑐d = 𝑓d𝑐d:; +	 𝑖d tanh(𝑊gj𝑥d +𝑊hjℎd:; + 𝑏j) (5)	𝑜d = 𝜎(𝑊gs𝑥d +𝑊hsℎd:; +𝑊js𝑐d + 𝑏s) (6)	𝑦d = 𝜎d tanh(𝑐d) (7) 
（ただし， 𝜎(𝑥) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) = ;;6xyz） 𝑖d, 𝑓d, 𝑐dはそれぞれ入力ゲート，忘却ゲート，メモリの計算を表し，𝑜dは出力ゲートの計
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算を表す．𝑊{|は𝛼，𝛽間の重みを示す（𝛼，𝛽はインプットゲート，出力ゲート，忘却ゲー
ト，メモリ，入力のいずれかである）． 
以上の LSTM は時間軸の順方向のみの影響を考慮したモデルであるため，本実験では時
間軸の逆方向の影響も考慮するため，BiLSTM を用いる．BiLSTM は LSTM を時間軸に
順方向と逆方向の 2層に重ねたものである． 
 
図 3.4: LSTM（Long Short-term Memory） 
  
30 
 
3.4 音声感情サンプルのアップサンプリング 
本実験では，音声感情サンプルのアップサンプリングを特徴量の時間軸をシフトするこ
とにより実施する．4.2 節にて詳述する，本実験で使用するデータセット OGVC[8]では，
「1 発話」の基準を 400ms 以上のポーズによって挟まれた音声の範囲としている．たとえ
ば「○もう疲れた○」（○は 400ms以上のポーズを表す）という発話のとき「もう疲れた」
を 1 発話として見なす．そのため「○もう疲れた，今日はもう休みたいな○」のような発話
の場合，「もう疲れた，今日はもうもう休みたいな」を 1 発話とする．文章の意味ではなく，
発話時間を基準に１発話を定義している．したがって，発話データにより発話の時間幅に差
が存在している． 
本実験では(40,200)を入力サイズとし，40 は 3.2節で述べたメルフィルタバンク数，200
はスペクトラムの時間軸である．200 は発話時間に直すと，約 2秒である．2秒以上の発話
時間となるものは，直感的に単一の感情でないと考えられるため，スペクトラムの時間軸が
201以上となる発話は訓練・評価データからは除外した．Meng ら[17]，Zhang ら[22]はス
ペクトラムの時間軸の上限を 227 としており，228以上となる発話は除外している．図 3.5
に示すようにある音声の 1 次元メルスペクトラムの特徴量が(40,80)のとき，図 3.3 のよう
に(40,200)に変換するときに 0パティング（足りない部分を０で埋めてサイズ調整する）を
行う．これを 3パターンで実施することでアップサンプリングしている．たとえば，「今日
は疲れた」という音声が，「○○今日は疲れた」，「○今日は疲れた○」「今日は疲れた○○」
（○は無声区間を示す．）のように 3 つのサンプルになる．この際，話し始める時間が異な
るだけで，感情に差はない．アップサンプリング前の訓練・評価データには，0パティング
を前後に施したデータ（「○今日は疲れた○」となるデータ）を用いている．Meng ら[17]，
Zhang ら[22]は，0パティングを前後に施したデータ（「○今日は疲れた○」となるデータ）
を訓練・評価データとして用いている． 
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図 3.5: 音声の時間軸をずらすアップサンプリング手法 
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3.4.1 SMOTE（Synthetic Minority Over-sampling Technique） 
4.4.1 節にて一般的なアップサンプリング手法である Chawla ら [28]の提案した
SMOTE(Synthetic Minority Over-sampling Technique)を用いた手法との比較を実施する．
本節では，SMOTE の概説をする．図 3.6 のようなクラス分類をしているデータセットを例
として，SMOTE の手順を以下に示す． 
手順1. サンプルの選定：少数派サンプルを一つ(𝑚とする)ランダムに選択する．（図 3.7） 
手順2. k-最近傍の特定：𝑚の𝑘-最近傍を特定する．𝑘は Chawla ら[28]と同様に，𝑘 = 5と
した．（図 3.8） 
手順3. k-最近傍からランダムにサンプル選択：𝑘-最近傍のサンプルの中からランダムにサ
ンプル(𝑚とする)を選ぶ．（図 3.9） 
手順4. サンプルの追加：𝑚と𝑚を結ぶ線分上のランダムな位置に新しいサンプルを生成
する．（図 3.10） 
手順5. 手順 3 と手順 4 の繰り返し：手順 3 と手順 4 を（SMOTE によって追加する少数
化サンプル数/元の少数派サンプル数）回繰り返す． 
手順6. 手順 1〜手順 5 の繰り返し：手順 1〜手順 5 を少数派の各クラスに対して実行す
る． 
 
 
図 3.6: データセット例 
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図 3.7: 手順 1 ランダムな𝒎𝒂の選定 
 
 
 
図 3.8: 手順 2 k-最近傍の特定 
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図 3.9: 手順 3 ランダムな𝒎𝒓の選定 
 
図 3.10: 手順 4 新しいサンプルの生成 
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第4章 実験・評価 
4.1 概要 
本章では，評価実験に関して詳説する．提案手法であるサンプル数の最適化を実験・評価
する．4.2節でデータセットの説明，4.3節で実験条件，4.4節で評価実験を述べる． 
4.2 データセット 
データセットとして OGVC[8]（感情評定値付きオンラインゲーム音声チャットコーパス：
Online Gaming Voice Chat corpus with emotional label）を用いる．OGVC[8]は 2種類の
感情音声で構成されており，一つは自然に表出した感情を含んだ自然発話音声で，もうひと
つは演技による感情音声である．自然発話音声は，自発的で，活き活きしとした感情を誘発
させるためオンラインゲームをプレイしている 2〜3人程度の音声チャットのやりとりを収
録している．それを 6 グループつくり収録することで，男性 9 名，女性 4 名の 13 話者，約
1万発話が収録されており，3 人の第三者により感情評定値が付与されている．音声データ
は 48kHZ，16bit，モノラルで記録されている．また，演技による感情音声は，感情表現が
得意であるプロの俳優が演じた音声である．これは自然発話音声収録時に転記テキストを
作成し，その文章を男性 2 名，女性 2 名のプロの俳優が感情を込めて発声した音声である． 
4.2.1 自然発話音声 
自然発話音声は，MMORPG (Massively Multiplayer Online Role-Playing Game)と呼ば
れるオンラインゲームで遊んでいる最中に 2 名ないしは 3 名の話者間で交わした対話音声
6 対話分，計 9,114 発話を収録している．対話の話者はオンラインゲームの経験がある大学
生 13 名（男性 9 名，女性 4 名）で，親近性のある同性同士が参加している．転記テキスト
には以下の情報が記載されている． 
l 発話番号（対話内の通し番号） 
l 開始時刻（発話の開始時刻．単位は秒） 
l 終了時刻（発話の終了時刻．単位は秒） 
l 話者番号（対話内の発話者 ID） 
l 発話内容（発話内容の転記） 
また，発話単位基準を 400ms以上のポーズによって挟まれた音声の範囲としている．転
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記テキストの一部を以下の図 4.1 に示す．ｚ 
 
図 4.1 OGVC[8]中の転記テキストの一部（左から「,」区切りで，発話番号，発話開始時
間，発話終了時間，話者番号，発話内容を示している．） 
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4.2.2 感情ラベル 
収録した 9,114 発話のうち，振幅レベルが小さく評定に使用できないと判断した発話を
除外した 6,578 発話に対して，第三者である 3 人の評価者が感情のアノテーションを施し
ている．感情の分類として Pluchik ら[6]の基本 8 感情と「平静」と「その他」の 10個のラ
ベルを用いている．図 4.2 に感情分類のラベルを OGVC[8]より抜粋する． 
 
図 4.2: OGVC[8]の感情分類ラベル 
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表 4.1: OGVC[8]の感情種別ごとの発話数 
感情 記号 発話数[発話] 
喜び JOY 627 
受容 ACC 777 
恐れ FEA 361 
驚き SUR 697 
悲しみ SAD 402 
嫌悪 DIS 737 
怒り ANG 321 
期待 ANT 831 
平静 NEU 1322 
その他 OTH 503 
合計 - 6578 
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4.3 実験条件 
本実験では CNN と LSTM による学習のミニバッチ数は 25 とし，損失関数をクロスエン
トロピー誤差，オプティマイザ（最適化アルゴリズム）には Adam を使用した．学習率は
0.001，𝛽;は 0.9，𝛽_は 0.999 とした．最大エポック数は 50 とした．実験は Google 
Colaboratory4を用いた．ハードウェアアクセラレータに GPU を使用し，python3.6.9 にて
実装した． 
訓練・評価に使用するのは OGVC[8]の自然発話音声のみである．使用する感情は阿部ら
[9]に倣って，「怒り」「喜び」「悲しみ」「驚き」「平静」の 5 つの感情とした．5 つそれぞれ
の感情音声について，3.4節で示したようにメルスペクトラムに変換した際の時間軸方向の
大きさが，200 より大きくなる発話を除いたサンプルを訓練・評価に用いる．各感情の総発
話数，訓練・評価用発話数のまとめを表 4.2 に示す．訓練用・評価用のデータには，各話者
はランダムで存在している．また，各話者は訓練・評価データ中にそれぞれ含まれる．自然
発話音声を訓練データとテストデータの比率を 3:1 になるようランダムに分割した．訓練デ
ータは全 2512 発話，テストデータは 838 発話となった．しかし，評価データの感情によっ
てサンプル数が大きく異なってしまうため，評価用データの各感情分類において 80 発話ず
つになるようにランダムにダウンサンプリングした．評価データの感情分類によりサンプ
ル数が異なる場合，ある特定のサンプル数が多い感情分類を推測できるモデルの精度が高
く評価されてしまう．そのため評価データの感情分類ごとのサンプル数は等しくなるよう
にするためである．これにより評価データは計 400 発話となった．OGVC を訓練データと
評価データにランダムに分割する際には scikit-learn 5 の train_test_split により
shuffle=True で用いた．サンプル数を減らす際，scikit-learn6の resample 関数を用いた． 
  
 
4 https://colab.research.google.com/notebooks/welcome.ipynb?hl=ja 
5 https://scikit-learn.org/stable/ 
6 https://scikit-learn.org/stable/ 
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表 4.2: OGVC の自然発話音声サンプル数 
感情 総発話数 訓練用発話数 評価用発話
数 
評価用発話数
（調整後） 
怒り 318 238 80 80 
喜び 618 463 155 80 
悲しみ 401 301 100 80 
驚き 697 523 174 80 
平静 1316 987 329 80 
総発話数 3350 2512 838 400 
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4.4 評価実験 
本実験では，4.4.1節にて提案手法であるアップサンプリングによる実験を行う．その後
4.4.2節にて LSTM のハイパーパラメータ（隠れ層のサイズ，出力サイズ）の調整を実施す
る． 
4.4.1 感情音声のアップサンプリング評価 
まず，提案手法のサンプル数のアップサンプリングによる効果を測定するため，表 4.2 に
示すアップサンプリングを何も行わないサンプル数で訓練を行った．評価用データとして，
「怒り」「喜び」「平静」をダウンサンプリングした表 4.2中の『評価用発話数（調整後）』
を用いた．以下の図では，怒りを ANG，喜びを JOY，悲しみを SAD，驚きを SUR，平静
を NEU としている．また，入力がメルスペクトラムの場合，BiLSTM を 3 層，隠れ層の
出力サイズを 512 とした．入力が 3 次元メルスペクトラムの場合，BiLSTM を 2層，隠れ
層の出力サイズを 256 とした．図 4.3，図 4.4 に入力特徴量をそれぞれメルスペクトラムと
したとき，3 次元メルスペクトラムとしたときの実験結果を示す． 
表 4.3: 訓練用・評価用データサンプル数 
感情 訓練用発話数 評価用発話数
（調整後） 
怒り 238 80 
喜び 463 80 
悲しみ 301 80 
驚き 523 80 
平静 987 80 
総発話数 2512 400 
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図 4.3: 表 4.2 のサンプル数による実験結果 Accuracy=25.8%（入力：メルスペクトラ
ム）（単位[%]） 
 
図 4.4: 表 4.2 のサンプル数による実験結果 Accuracy=25.3%（入力：3 次元メルスペクト
ラム）（単位[%]） 
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次に，提案手法である 3.4節のアップサンプリング手法の評価実験を行う．アップサンプ
リングを実施するのは訓練用のデータのみとする．実験①・実験②・実験③において訓練用
データのサンプル数を表 4.3 に示す．計 673 発話の評価用データを，評価用データセット
として，すべての実験において用いる．  
l 実験①は 3.4節のアップサンプリングにより，「怒り」と「悲しみ」の音声特徴量の
前・後それぞれに 0パティングを施したものを追加し，「喜び」と「驚き」の音声特
徴量の前・後をランダムに選び 0パティングを施したものを追加した．その結果「怒
り」と「悲しみ」のサンプル数が 3倍に，「喜び」と「驚き」のサンプル数は 2倍と
なった．「平静」はそのままのサンプル数とした． 
l 実験②は，実験③において比較実験を行うため，提案手法である 3.4節のアップサン
プリング手法のみを用いて各感情 714 発話ずつで訓練した．具体的には，サンプル
数最適化前の「怒り」「喜び」「悲しみ」「驚き」の訓練データをランダムに取り出し，
音声特徴量の前・後をランダムに選び 0 パティングを施したものを追加する．ただ
し，「怒り」「悲しみ」については音声特徴量の前・後をランダムに選び 0パティング
を施したものを追加した後さらに，訓練データをランダムに取り出し 0 パティング
が施されていない箇所（前もしくは後）に 0パティングを施した．また，「平静」は
987 発話あったものを，ランダムにダウンサンプリングし 714 発話とした． 
l 実験③は一般的にアップサンプリング手法として用いられる Chawla ら[28]の提案
した SMOTE(Synthetic Minority Over-sampling Technique)を用いて，サンプル数最
適化前（「怒り」238 発話，「喜び」463 発話，「悲しみ」301 発話，「驚き」523 発話，
「平静」987 発話）の音声感情のアップサンプリングを行い各感情 714 発話とした． 
表 4.4:訓練を行うサンプル数（単位は発話数） 
 怒り 喜び 悲しみ 驚き 平静 合計 
サンプル数
最適化前 
238 463 301 523 987 2512 
実験① 714 926 903 1046 987 4576 
実験② 714 714 714 714 714 3570 
実験③ 714 714 714 714 714 3570 
 
表 4.3 の訓練サンプル数で訓練を行い，表 4.2 に示す計 673 発話の評価用データを用い
た評価実験の結果を図 4.5 から図 4.10 に示す． 
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図 4.5:実験①の結果平均 Accuracy=25.8%（入力：メルスペクトラム）（単位[%]） 
 
 
図 4.6:実験①の結果平均 Accuracy=25.8%（入力：3 次元メルスペクトラム）（単位[%]） 
 
45 
 
 
図 4.7:実験②の結果 平均 Accuracy=28.5%（入力：メルスペクトラム）（単位[%]） 
 
 
図 4.8 実験②の結果 平均 Accuracy=31.5%（入力：3 次元メルスペクトラム）（単位[%]） 
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図 4.9: 実験③の結果 平均 Accuracy=25.0%（入力：メルスペクトラム）（単位[%]） 
 
図 4.10: 実験③の結果 平均 Accuracy=31.0%（入力：三次元メルスペクトラム）（単位
[%]） 
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提案手法によるアップサンプリングとの比較を表 4.5，表 4.6 に示す．表 4.7 にアップサ
ンプリング前，提案手法によるアップサンプリング，SMOTE（Synthetic Minority Over-
sampling Technique）によるアップサンプリングの 3 つの Accuracy と，感情認識率の標
準偏差を示す．提案手法のアップサンプリングにより，入力をメルスペクトラムとしたとき
に，Accuracy は 25.8%から 28.5%となった．標準偏差は 30.7 から 28.6 となった．入力を
3 次元メルスペクトラムとしたとき，Accuracy は 25.8%から 31.5%となった．標準偏差は
24.0 から 19.4 となった．SMOTE によるアップサンプリングでは，入力をメルスペクトラ
ムとしたとき Accuracy25.0%，標準偏差は 34.5，入力を 3 次元メルスペクトラムとしたと
き Accuracy は 31.0%，標準偏差は 21.4 なった．入力をメルスペクトラムとしたとき提案
手法は，アップサンプリング前と比較して Accuracy を 2.7%（アップサンプリング前の
Accuracy の 10.5%）上げ，標準偏差を 2.1(アップサンプリング前の標準偏差の 6.8%)下げ
た．入力を 3 次元メルスペクトラムとしたとき提案手法は，アップサンプリング前と比較
して Accuracy を 5.7%（アップサンプリング前の Accuracy の 22%）上げ，標準偏差を 4.6(ア
ップサンプリング前の標準偏差の 19%)下げた．SMOTE によるアップサンプリングは入力
がメルスペクトラムの場合，Accuracy を 0.8%（アップサンプリング前の Accuracy の 3%）
下げ，標準偏差を 3.8(アップサンプリング前の標準偏差の 14.7%)上げた．入力を 3 次元メ
ルスペクトラムとしたとき，Accuracyを 5.2%(アップサンプリング前のAccuracyの 20.2%)
上げ，標準偏差を 3.6(アップサンプリング前の標準偏差の 15%)下げた．以上の実験結果か
ら，提案手法によるアップサンプリングにより，感情認識精度が向上し，感情認識率のばら
つき（標準偏差）を低下させることが分かった．要因として，サンプル数の向上以外変化し
ていないため「サンプル数の向上」が考えられる．本提案手法の仮説である「徐々に他人の
感情を理解できるようになること」が，提案手法のアップサンプリングによる「サンプル数
の向上」により実現できることが確かめられたと言える． 
 
表 4.5: アップサンプリング前と提案手法の実験結果の比較（入力：メルスペクトラム） 
 アップサンプリング前 実験② 評価発話数
[発話] 感情 訓練発話数
[発話] 
精度[%] 訓練発話数
[発話] 
精度[%] 
怒り 238 5.00 714 2.50 80 
喜び 463 8.75 714 75.0 80 
悲しみ 301 1.25 714 1.25 80 
驚き 523 30.0 714 47.5 80 
平静 987 83.75 714 16.3 80 
Accuracy - 25.8 - 28.5 - 
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表 4.6: アップサンプリング前と提案手法の実験結果の比較（入力：三次元メルスペクト
ラム）（単位[%]） 
 アップサンプリング前 実験② 評価発話数
[発話] 感情 訓練発話数
[発話] 
精度[%] 訓練発話数
[発話] 
精度[%] 
怒り 238 0.00 714 15.0 80 
喜び 463 30.0 714 13.8 80 
悲しみ 301 0.00 714 30.0 80 
驚き 523 35.0 714 31.3 80 
平静 987 63.8 714 67.5 80 
Accuracy - 25.8 - 31.5 - 
 
表 4.7: 提案手法と SMOTE(Synthetic Minority Over-sampling Technique)との比較 
 Accuracy[%] 感情認識率の標準偏差 
アップサンプリング前（入力：メルスペ
クトラム） 
25.8 30.7 
アップサンプリング前（入力：3 次元メ
ルスペクトラム） 
25.8 24.0 
SMOTE によるアップサンプリング（入
力：メルスペクトラム） 
25.0 34.5 
SMOTE によるアップサンプリング（入
力：3 次元メルスペクトラム） 
31.0 21.4 
提案手法 実験②（入力：メルスペクト
ラム） 
28.5 28.6 
提案手法 実験②（入力：3 次元メルスペ
クトラム） 
31.5 19.4 
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4.4.2 LSTM のハイパーパラメータ最適化実験 
4.4.2節では交差エントロピー誤差を最小化する LSTM の層数，隠れ層への出力サイズの
最適化を行う．具体的には，LSTM層を 1層，2層，3層，出力サイズを 128，256，512 と
した実験を行い，Accuracy を比較する．訓練用データには，実験②のサンプル数（各感情）
を用いる．感情音声は 1 次元メルスペクトラムと 3 次元メルスペクトラムのそれぞれにつ
いて行う．実験結果を表 4.7 に示す．ただし，LSTM層の層数と出力サイズをLSTM.と表す．𝑖は層数，𝑗は出力サイズを示す．数値は Accuracy(%)，括弧内の数値は交差エントロピー誤
差である． 
表 4.8 LSTM のハイパーパラメータ最適化実験結果（単位：Accuracy[%](交差エントロピ
ー誤差)） 
LSTM
設定 
LSTM;_;  LSTM;__  LSTM;_  LSTM_;  LSTM__  LSTM_  LSTM;_;  LSTM;__  LSTM;_  
入力：
メルス
ペクト
ラム 
30.8 
(1.62) 
25.0 
(1.56) 
27.8 
(1.51) 
29.3 
(1.56) 
28.0 
(1.62) 
22.0 
(1.57) 
28.25 
(1.56) 
26.0 
(1.60) 
30.5 
(1.53) 
入力：
3 次元
メルス
ペクト
ラム 
30.0 
(1.59) 
31.3 
(1.57) 
24.5 
(1.59) 
25.0 
(1.63) 
21.3 
(1.70) 
28.3 
(1.61) 
31.8 
(1.56) 
26.5 
(1.58) 
26.5 
(1.65) 
表 4.8 より，交差エントロピー誤差を基準にすると，入力をメルスペクトラムにした
場合LSTM;_ が，入力を 3 次元メルスペクトラムにした場合LSTM;_; が LSTM のハイ
パーパラメータとして最適であると分かった．このときの実験結果をそれぞれ図 4.11，
図 4.12 に，最終結果を表 4.9 に示す．この際の Accuracy と感情認識率の標準偏差を
表 4.9 に合わせて示す．  
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図 4.11: 𝐋𝐒𝐓𝐌𝟏𝟐𝟖𝟑 の実験結果 Accuracy=27.8%（入力：メルスペクトラム）（単位[%]） 
 
図 4.12: 𝐋𝐒𝐓𝐌𝟓𝟏𝟐𝟏 の実験結果 Accuracy=31.8%（入力：3 次元メルスペクトラム）（単位
[%]） 
 
51 
 
表 4.9: LSTM のハイパーパラメータ調整後の実験結果 
 Accuracy[%] 感情認識率の標準偏差 
入力：メルスペクトラム 27.8 21.7 
入力：3 次元メルスペクトラム 31.8 18.5 
 
 
4.4.3 感情音声サンプル数の最適化実験 
4.4.3節では，感情音声サンプル数の最適化実験を行う．具体的には，入力を 3 次元メル
スペクトラム，4.4.2節で最適だと分かったLSTM;_; を用いて，表 4.10 に示すサンプル数で
訓練する．図 4.12 より訓練用サンプル数が各感情音声 712 発話での結果から以下のことが
分かる． 
l 「怒り」の 62.5%が「平静」，15.0%が「悲しみ」，20%が「驚き」と誤分類されてし
まう． 
l 「喜び」の 20.0%が「悲しみ」に，57.5%が「平静」と誤分類されてしまう． 
l 「悲しみ」の 15.00%が「驚き」に，57.5%が「平静」と誤分類されてしまう． 
l 「驚き」の 17.5%が「悲しみ」に，32.5%が「平静」と誤分類されてしまう． 
l 「平静」の 42.5%が正しく推測でき，25.0%が「悲しみ」に 26.25%が「驚き」と誤
分類されてしまう． 
以上のことから，「平静」に誤分類されることが最も多いことが分かる．したがってまず，
「平静」のサンプル数の最適化を検討する．その後，「平静」のサンプル数最適化後に誤分
類が最も多い感情に着目して５感情のサンプル数最適化を図る．訓練用サンプルには 4.4.1
節にて使用したアップサンプリング前の音声感情をランダムに抽出し，提案手法によりア
ップサンプリングにより表 4.10 に示すサンプル数までアップサンプリングする．評価には
表 4.2 に示す計 400 発話の評価用発話を用いる．サンプル数①〜サンプル数⑩の実験意図
を以下に示す． 
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サンプル数①. 誤分類の多かった「平静」のサンプル数を 642 発話とする．その他を 714
発話（図 4.12 と同じサンプル数）とする．「平静」の最適なサンプル数調査のためで
ある． 
サンプル数②. 誤分類の多かった「平静」のサンプル数を 499 発話とする．その他をサ
ンプル数①と同様とする．「平静」の最適なサンプル数調査のためである． 
サンプル数③. 誤分類の多かった「平静」のサンプル数を 464 発話とする．その他をサ
ンプル数①と同様とする．「平静」の最適なサンプル数調査のためである． 
サンプル数④. 誤分類の多かった「平静」のサンプル数を 392 発話とする．その他をサ
ンプル数①と同様とする．「平静」の最適なサンプル数調査のためである． 
サンプル数⑤. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 642 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑥. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 606 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑦. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 571 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑧. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 535 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑨. サンプル数⑦にて誤分類が最も多い「悲しみ」のサンプル数を 678 発話
とする．その他のサンプル数をサンプル数⑦と同様とする． 
サンプル数⑩. サンプル数⑦にて誤分類が最も多い「悲しみ」のサンプル数を 642 発話
とする．その他のサンプル数をサンプル数⑦と同様とする． 
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表 4.10: 訓練に用いる発話数 （単位：発話） 
 怒り 喜び 悲しみ 驚き 平静 合計 
サンプル数① 714 714 714 714 642 3498 
サンプル数② 714 714 714 714 499 3355 
サンプル数③ 714 714 714 714 464 3320  
サンプル数④ 714 714 714 714 392 3248 
サンプル数⑤ 714 642 714 714 464 3248 
サンプル数⑥ 714 606 714 714 464 3212 
サンプル数⑦ 714 571 714 714 464 3177 
サンプル数⑧ 714 535 714 714 464 3141 
サンプル数⑨ 714 642 678 714 464 3212 
サンプル数⑩ 714 642 642 714 464 3176 
 
サンプル数①〜サンプル数⑩の実験結果を，図 4.13 から図 4.22 に示す．最適なサンプル
数を目指すにあたって，アップサンプリング数を変更後に「Accuracy が低下する」「認識率
が Accuracy よりも小さくなる」の 2 つの事象が観測された際に，変更前のサンプル数が最
適であると判断した．「Accuracy が低下する」ことは誤認識が増えるため，本実験が目指す
最適化としてふさわしくない．「認識率が Accuracy よりも小さくなる」ことは，訓練サン
プル不足により認識率の低下を招いていると考えられる．以上の評価基準から，サンプル数
⑨が OGVC における最適サンプル数だと判断した．サンプル数⑨において，追加でランダ
ムにダウンサンプリングを行い（訓練用発話数と同一とし，訓練用発話が異なる訓練データ
を用いた），２回の追加実験を行った．この結果を図 4.23，図 4.24 に示す． 
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図 4.13: サンプル数①の実験結果 Accuracy=24.8%（単位[%]） 
 
図 4.14: サンプル数②の実験結果 Accuracy=26.3%（単位[%]） 
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図 4.15: サンプル数③の実験結果 Accuracy=31.5%（単位[%]） 
 
 
図 4.16:サンプル数④の実験結果 Accuracy=25.3%（単位[%]） 
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図 4.17: サンプル数⑤の実験結果 Accuracy=31.0%（単位[%]） 
 
図 4.18: サンプル数⑥の実験結果 Accuracy=31.3%（単位[%]） 
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図 4.19: サンプル数⑦の実験結果 Accuracy=34.8%（単位[%]） 
 
 
図 4.20: サンプル数⑧の実験結果 Accuracy=28.3%（単位[%]） 
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図 4.21: サンプル数⑨の実験結果 Accuracy=33.0%（単位[%]） 
 
 
図 4.22: サンプル数⑩の実験結果 Accuracy=27.5%（単位[%]） 
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図 4.23: サンプル数⑨の追加実験 Accuracy=36.0%（単位[%]） 
 
図 4.24: サンプル数⑨の追加実験 Accuracy=27.0%（単位[%]） 
  
60 
 
サンプル数⑨におけるAccuracyと認識率の標準偏差，4.4.2節にて実験した最適なLSTM
のハイパーパラメータを識別器とし，SMOTE でアップサンプリングした訓練データによ
り訓練した実験結果を表 4.11 に示す．SMOTE は入力がメルスペクトラム，3 次元メルス
ペクトラムの際，それぞれ Accuracy が 33.8%，31.5%であるのに対し提案手法は最大
Accuracy36.0%であった．感情認識率の標準偏差は SMOTE の場合入力がメルスペクトラ
ム，3 次元メルスペクトラムの際，それぞれ 20.0，21.7 であるのに対し提案手法は 17.5 で
あった．アップサンプリング前と比較して，Accuracy は 25.8%から 36.0%に，感情認識率
の標準偏差は 24.0 から 17.5 となっていることが分かる． 
 
表 4.11: サンプル数⑤の実験結果と SMOTE を用いた実験結果の比較 
手法 Accuracy[%] 感情認識率の標準偏差 
アップサンプリング前（入力：メルスペ
クトラム） 
25.8 30.7 
アップサンプリング前（入力：3 次元メ
ルスペクトラム） 
25.8 24.0 
SMOTE によるアップサンプリング（入
力：メルスペクトラム，LSTM;_ ） 33.8 20.0 
SMOTE によるアップサンプリング（入
力：3 次元メルスペクトラム，LSTM;_; ） 31.5 21.7 
提案手法（LSTM;_; ，サンプル数⑨，入
力：3 次元メルスペクトラム） 
36.0 17.5 
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第5章 おわりに 
本研究では，日本人の自然対話における音声感情認識の精度向上の一助となることを目
的とした．そこで，訓練に用いる感情音声のサンプル数のアップサンプリング手法と感情音
声サンプル数の最適化を提案した．入力として 3 次元メルスペクトラムを用いて，感情分
類を「怒り」「喜び」「悲しみ」「驚き」「平静」の 5 つの感情とした．学習器には CNN と
BiLSTM を組み合わせたモデルを構築し，訓練・評価実験を行った． 
今後の展望として，話者独立の音声感情認識モデルの構築する．本実験の仮説として，人
間も徐々に他人の感情を理解できるようになること，他人の感情には分かりづらい感情（悲
しい，恐れ等）もあることの 2 点に基づいている．本実験では，人物の特定をしなくても感
情音声のサンプル数を最適化することにより，音声感情認識の Accuracy が高まり，認識率
の標準偏差が小さくなることが分かった．人によって「怒り」「悲しみ」「喜び」「驚き」の
表出の度合いは異なるため，話者によりサンプル数の最適化を実施することが理想的と言
える．  
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