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Introduction
Cet article est la suite de [11], dont on utilise les de´finitions et notations. Ces dernie`res
sont rappele´es dans l’index a` la fin de l’article. Le corps de base F est local, non-
archime´dien et de caracte´ristique nulle. On note p sa caracte´ristique re´siduelle. Un entier
n ≥ 1 est fixe´ pour tout l’article. On suppose p ≥ 6n + 4. On s’inte´resse aux groupes
Giso et Gan de´finis en [11] 1.1. Le groupe Giso est le groupe spe´cial orthogonal d’un
espace Viso de dimension 2n + 1 sur F muni d’une forme quadratique Qiso et Gan est
le groupe spe´cial orthogonal d’un espace Van de dimension 2n + 1 sur F muni d’une
forme quadratique Qan. Le groupe Giso est de´ploye´ et Gan en est la forme inte´rieure non
de´ploye´e. Pour un indice ♯ = iso ou an, on note Irrtunip,♯ l’ensemble des classes d’isomor-
phismes de repre´sentations admissibles irre´ductibles de G♯(F ) qui sont tempe´re´es et de
re´duction unipotente, cf. [11] 1.3 pour la de´finition de cette proprie´te´. On note Irrtunip
la re´union disjointe de Irrtunip,iso et Irrtunip,an. Pour une partition symplectique λ de 2n,
fixons un homomorphisme alge´brique ρλ : SL(2;C) → Sp(2n;C) parame´tre´ par λ, cf.
[11] 1.3. On note Z(λ) le commutant dans Sp(2n;C) de l’image de ρλ. Soit s ∈ Z(λ) un
e´le´ment semi-simple dont toutes les valeurs propres sont de module 1. On note Z(s, λ)
le commutant de s dans Z(λ), Z(λ, s) son groupe de composantes connexes et Z(λ, s)∨
le groupe des caracte`res de Z(λ, s). On a vu en [11] 1.3 que l’on pouvait pre´senter la
parame´trisation de Langlands sous la forme suivante : Irrtunip est parame´tre´ par l’en-
semble des classes de conjugaison (en un sens facile a` pre´ciser) de triplets (λ, s, ǫ), ou` λ
et s sont comme ci-dessus et ǫ ∈ Z(s, λ)∨. Le parame´trage a e´te´ obtenu par diffe´rents
auteurs : Lusztig, cf. [4] ; Moeglin, cf. [5] the´ore`me 5.2 ; Arthur, cf. [1] the´ore`me 2.2.1.
Nous utilisons les constructions de Lusztig. Le but de l’article est de prouver que les
repre´sentations qu’il a construites ve´rifient les proprie´te´s relatives a` l’endoscopie qui ca-
racte´risent la parame´trisation. Pour un triplet (λ, s, ǫ) comme ci-dessus, on note π(λ, s, ǫ)
la repre´sentation qui lui est associe´e par Lusztig.
Soit (λ, s) comme ci-dessus et soit h ∈ Z(λ, s) un e´le´ment tel que h2 = 1. Pour
ǫ ∈ Z(λ, s)∨ on note ǫ(h) la valeur de ǫ en l’image de h dans Z(λ, s). On de´finit la
repre´sentation virtuelle
Π(λ, s, h) =
∑
ǫ∈Z(λ,s)∨
π(λ, s, ǫ)ǫ(h).
Pour ♯ = iso ou an, on note Π♯(λ, s, h) la sous-somme ou` l’on se restreint aux ǫ tels que
π(λ, s, ǫ) soit une repre´sentation de G♯(F ).
Soient n1, n2 ∈ N deux entiers tels que n1 + n2 = n. Un tel couple de´termine une
donne´e endoscopique de Giso ou Gan dont le groupe endoscopique est Gn1,iso×Gn2,iso (ce
1
sont les groupes similaires a` Giso quand on remplace n par n1 ou n2). Soient (λ1, s1, h1) et
(λ2, s2, h2) des triplets similaires au triplet (λ, s, h) ci-dessus, relatifs aux entiers n1 et n2.
Supposons h1 = 1 et h2 = 1. Comme on l’a prouve´ dans [6], les caracte`res de Πiso(λ1, s1, 1)
et Πiso(λ2, s2, 1) sont des distributions stables et, en identifiant les repre´sentations a` leurs
caracte`res, on de´finit le transfert a` Giso(F ) ou Gan(F ) de Πiso(λ1, s1, 1)⊗Πiso(λ2, s2, 1).
A l’aide des triplets (λ1, s1, h1) et (λ2, s2, h2) et du couple (n1, n2), on construit naturel-
lement un triplet (λ, s, h) pour l’entier n, cf. [11] 2.1. En particulier, h a pour valeurs
propres 1 avec la multiplicite´ 2n1 et −1 avec la multiplicite´ 2n2.
The´ore`me. Le transfert de Πiso(λ1, s1, 1)⊗Πiso(λ2, s2, 1) a` Giso(F ) est Πiso(λ, s, h). Le
transfert de Πiso(λ1, s1, 1)⊗ Πiso(λ2, s2, 1) a` Gan(F ) est −Πan(λ, s, h).
On a e´nonce´ ce re´sultat en [11] 2.1 et on va maintenant le prouver.
La preuve reprend e´troitement celle de [6]. On se rame`ne par induction au cas ou`
les repre´sentations conside´re´es sont elliptiques au sens d’Arthur. D’apre`s le re´sultat de
[2], il suffit alors de comparer les valeurs de leurs caracte`res sur des e´le´ments elliptiques
fortement re´guliers de nos diffe´rents groupes. Ce sont les inte´grales orbitales de leurs
pseudo-coefficients. On a de´ja` calcule´ ces derniers dans [6]. A l’aide des travaux de Lusztig
et de l’involution que l’on a de´finie dans [6] (on a repris sa de´finition dans [11]), on
obtient une expression des caracte`res en termes d’inte´grales orbitales de fonctions de
Green. Ces fonctions ont e´te´ de´finies sous leur forme la plus ge´ne´rale par Lusztig. Elle
vivent sur des groupes finis mais on en de´duit par un proce´de´ usuel d’inflation des
fonctions sur nos groupes Giso(F ) et Gan(F ) (ou leurs groupes endoscopiques). Il reste a`
de´montrer un re´sultat de transfert entre fonctions de Green. Ces fonctions e´tant a` support
topologiquement unipotent, on descend facilement aux alge`bres de Lie. On se rappelle
que, d’apre`s Harish-Chandra, la transforme´e de Fourier d’une inte´grale orbitale est une
distribution localement inte´grable et peut donc eˆtre conside´re´e comme une fonction.
Selon une ide´e qui remonte a` Springer, on a exprime´ dans [9] puis dans [6] les inte´grales
orbitales des fonctions de Green comme combinaisons line´aires explicites de transforme´es
de Fourier de certaines inte´grales orbitales relatives a` des e´le´ments semi-simples re´guliers.
Puisque le transfert endoscopique commute a` des constantes pre`s aux transformations
de Fourier, on est ramene´ a` transfe´rer de telles inte´grales orbitales, ce qui est a` peu pre`s
tautologique.
Comme on l’a dit, ce sche´ma de de´monstration se trouve de´ja` dans [6] ou` on s’e´tait
limite´ a` prouver des re´sultats de stabilite´. Pour obtenir les e´galite´s endoscopiques, il
suffit de poursuivre les calculs un peu plus loin. Ce n’est sans doute pas tre`s passionnant
mais les calculs sont suffisamment complique´s pour me´riter, a` ce qu’ils nous semblent,
d’eˆtre pre´sente´s en de´tail. Ces calculs sont en particulier complique´s par la pre´sence
de constantes terrifiques. A l’e´vidence, les normalisations que nous avons choisies de nos
divers objets ne sont pas les bonnes. Il nous a toutefois semble´ pre´fe´rable de les conserver,
cela permet de rendre compre´hensibles les re´fe´rences a` nos articles ante´rieurs.
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1 Les re´sultats
1.1 Calcul des caracte`res sur les e´le´ments compacts
Pour tout groupe re´ductif de´fini sur F ou Fq (qui est le corps re´siduel de F ), note´
H , on note par la lettre gothique h son alge`bre de Lie. Fixons un caracte`re continu
ψF : F → C
× de conducteur l’ide´al maximal ̟o. Pour ♯ = iso ou an, l’alge`bre de Lie
g♯(F ) s’identifie naturellement a` un sous-espace de l’alge`bre des endomorphismes de V♯.
Ainsi, trace(XY ) est bien de´finie pour X, Y ∈ g♯(F ). On introduit une transformation
de Fourier f 7→ fˆ dans C∞c (g♯(F )) par la formule usuelle
fˆ(X) =
∫
g♯(F )
f(Y )ψF (trace(XY )) dY.
Le mesure dY est la mesure de Haar sur g♯(F ) qui est autoduale, c’est-a`-dire que
ˆˆ
f(X) =
f(−X) pour tous f , X . L’exponentielle exp est bien de´finie dans un voisinage de 0 dans
g♯(F ), a` valeurs dans un voisinage de 1 dans G♯(F ). On munit G♯(F ) de la mesure de
Haar telle que jacobien de l’exponentielle vaille 1 au point 0.
Soit x ∈ G♯(F ) un e´le´ment fortement re´gulier et compact (cf. [11]1.2). Soit f ∈
C∞c (G♯(F )). On de´finit l’inte´grale orbitale
J(x, f) = DG♯(x)1/2
∫
G♯(F )
f(g−1xg) dg,
ou` DG♯ est le module de Weyl usuel. Si maintenant f = (fiso, fan) ∈ C
∞
c (Giso(F )) ⊕
C∞c (Gan(F )) et si x ∈ G♯(F ) est comme ci-dessus, on pose J(x, f) = J(x, f♯).
On a de´fini un espace Rpar en [11] 1.5. On de´finit une application line´aire Ψ : Rpar →
C∞c (Giso(F ))⊕ C
∞
c (Gan(F )) de la fac¸on suivante. Par line´arite´, il suffit de fixer ♯ = iso
ou an et (n′, n′′) ∈ D♯(n) et de la de´finir sur la composante C
′
n′⊗C
′′
n′′,♯ de R
par. Soit donc
ϕ ∈ C ′n′ ⊗ C
′′
n′′,♯. C’est une fonction sur SO(2n
′ + 1;Fq) ×O(2n
′′)♯(Fq). On introduit le
sous-groupe K±n′,n′′ de G♯(F ), cf. [11] 1.2. Le groupe pre´ce´dent s’identifie a` K
±
n′,n′′/K
u
n′,n′′.
Alors ϕ apparaˆıt comme une fonction sur K±n′,n′′, invariante par K
u
n′,n′′. On la prolonge
par 0 hors de K±n′,n′′ et on la multiplie par mes(K
±
n′,n′′)
−1. On obtient un e´le´ment de
C∞c (G♯(F )) qui est l’une des composantes de Ψ(ϕ). L’autre composante est nulle.
Soit ♯ = iso ou an et soit π ∈ Irrunip,♯, cf. [11] 1.3. Pour f ∈ C
∞
c (G♯(F )), on de´finit
l’ope´rateur π(f). Il est de rang fini et posse`de une trace. D’apre`s Harish-Chandra, il
existe une fonction localement inte´grable Θπ sur G♯(F ), localement constante sur les
e´le´ments fortement re´guliers, de sorte que
trace(π(f)) =
∫
G♯(F )
Θπ(x)f(x) dx
pour tout f . Posons fπ = Ψ ◦ projcusp ◦Res(π), avec les notations de [11] 1.5.
Proposition. Soit x ∈ G♯(F ) un e´le´ment fortement re´gulier et compact. On a l’e´galite´
DG♯(x)1/2Θπ(x) = J(x, fπ).
Cela re´sulte de [6] the´ore`me 1.9 et lemme 4.2.
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1.2 Un re´sultat de transfert de fonctions
Pour ♯ = iso ou an et pour f ∈ C∞c (G♯(F )), on dit que f est cuspidale si et seulement
si ses inte´grales orbitales sont nulles en tout point fortement re´gulier et non elliptique
de G♯(F ). On note C
∞
cusp(G♯(F )) l’espace des fonctions cuspidales. L’application Ψ :
Rpar → C∞c (Giso(F )) ⊕ C
∞
c (Gan(F )) introduite en 1.1 envoie l’espace R
par
cusp de [11] 1.5
dans C∞cusp(Giso(F )) ⊕ C
∞
cusp(Gan(F )). Pour un e´le´ment f de ce dernier espace, on note
fiso et fan ses deux composantes.
Il nous faut adapter les de´finitions usuelles de l’endoscopie a` notre cas ou` nous tra-
vaillons simultane´ment avec nos deux groupes Giso et Gan. Pour x, y ∈ Giso(F )∪Gan(F ),
on dit que x et y sont conjugue´s si et seulement s’il existe ♯ = iso ou an tels que
x, y ∈ G♯(F ) et x et y sont conjugue´s par un e´le´ment de G♯(F ). Il y a une correspon-
dance bijective entre les classes de conjugaison stable dans Giso(F ) forme´es d’e´le´ments
elliptiques et fortement re´guliers et les classes de conjugaison stable dans Gan(F ) forme´es
d’e´le´ments elliptiques et fortement re´guliers. Appelons classe totale de conjugaison stable
(forme´e d’e´le´ments elliptiques et fortement re´guliers) la re´union d’une telle classe dans
Giso(F ) et de celle qui lui correspond dans Gan(F ). On sait d’ailleurs que chacune de ces
classes contient le meˆme nombre de classes de conjugaison (ordinaires).
Soit f ∈ C∞cusp(Giso(F )) ⊕ C
∞
cusp(Gan(F )) et soit x ∈ Giso(F ) un e´le´ment fortement
re´gulier et elliptique. On de´finit l’inte´grale orbitale stable S(x, f) par
S(x, f) =
∑
y
J(y, f),
ou` y parcourt les e´le´ments de la classe totale de conjugaison stable de x, a` conjugaison
pre`s. On note z(x) le nombre de termes y intervenant dans cette somme. Pour ♯ = iso
ou an et f ∈ C∞c (G♯(F )), on de´finit S(x, f) en conside´rant que f est un e´le´ment de
C∞cusp(Giso(F ))⊕ C
∞
cusp(Gan(F )) dont la composante sur G♯(F ) est la fonction donne´e et
dont l’autre composante est nulle.
Soit (n1, n2) ∈ D(n). Ce couple de´termine (a` conjugaison pre`s) un e´le´ment h ∈
Sp(2n;C) tel que h2 = 1 et une donne´e endoscopique de Giso ou Gan dont le groupe
endoscopique est Gn1,iso×Gn2,iso, cf. [11] 2.1. On note ∆h le facteur de transfert relatif a`
cette donne´e (il est uniquement de´termine´). Soit f ∈ C∞cusp(Giso(F ))⊕ C
∞
cusp(Gan(F )) et
(x1, x2) ∈ Gn1,iso(F ) × Gn2,iso(F ) un couple n-re´gulier forme´ d’e´le´ments elliptiques. On
entend par n-re´gulier le fait que la classe de conjugaison stable de (x1, x2) correspond
par endoscopie a` une classe de conjugaison stable fortement re´gulie`re dans Giso(F ). On
pose
Jendo(x1, x2, f) =
∑
x
∆h((x1, x2), x)J(x, f),
ou` x parcourt les e´le´ments de Giso(F )∪Gan(F ) fortement re´guliers et elliptiques, a` conju-
gaison pre`s. Bien suˆr, on peut se limiter aux e´le´ments dans la classe totale de conjugaison
stable qui correspond a` (x1, x2) (en dehors, les facteurs de transfert sont nuls). La somme
est donc finie. Dans le cas ou` n1 = n et n2 = 0, auquel cas (x1, x2) se re´duit a` un seul
e´le´ment x = x1, on retrouve la de´finition pre´ce´dente : J
endo(x1, x2, f) = S(x, f). Comme
ci-dessus, pour ♯ = iso ou an et f ∈ C∞c (G♯(F )), on de´finit J
endo(x1, x2, f) en conside´rant
f comme un e´le´ment de C∞cusp(Giso(F ))⊕C
∞
cusp(Gan(F )) dont une composante est nulle.
Soient (n1, n2) ∈ D(n), f ∈ C
∞
cusp(Giso(F ))⊕C
∞
cusp(Gan(F )), f1 ∈ C
∞
cusp(Gn1,iso(F ))⊕
C∞cusp(Gn1,an(F )) et f2 ∈ C
∞
cusp(Gn2,iso(F ))⊕ C
∞
cusp(Gn2,an(F )). On dit que f1 ⊗ f2 est un
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transfert de f relatif a` (n1, n2) (ou a` h) si et seulement si on a l’e´galite´
S(x1, f1)S(x2, f2) = J
endo(x1, x2, f)
pour tout couple n-re´gulier (x1, x2) ∈ Gn1,iso(F ) × Gn2,iso(F ) forme´ de deux e´le´ments
elliptiques.
Soit (r′, r′′, N ′, N ′′) ∈ Γ, cf. [11]1.8, soient ϕ′ ∈ C[WˆN ′ ]cusp et ϕ
′′ ∈ C[WˆN ′′ ]cusp. Pour
un nombre re´el x, on note [x] sa partie entie`re. Posons
r′1 = sup([
r′ + r′′
2
],−[
r′ + r′′
2
]− 1), r′′1 = |[
r′ + r′′ + 1
2
]|,
r′2 = sup([
r′ − r′′
2
],−[
r′ − r′′
2
]− 1), r′′2 = |[
r′ − r′′ + 1
2
]|.
n1 = r
′2
1 + r
′
1 + r
′′2
1 +N
′, n2 = r
′2
2 + r
′
2 + r
′′2
2 +N
′′,
(N ′1, N
′′
1 ) = (N
′, 0), , (N ′2, N
′′
2 ) = (N
′′, 0),
γ1 = (r
′
1, r
′′
1 , N
′
1, N
′′
1 ), γ2 = (r
′
2, r
′′
2 , N
′
2, N
′′
2 ).
D’apre`s la relation (2) du paragraphe 4 ci-dessous, la de´finition de n1 et n2 peut se re´crire
n1 =
(r′ + r′′)2 + (r′ + r′′ + 1)2 − 1
4
+N ′, n2 =
(r′ − r′′)2 + (r′ − r′′ + 1)2 − 1
4
+N ′′.
On ve´rifie que (n1, n2) ∈ D(n), que γ1 ∈ Γn1 et γ2 ∈ Γn2 . L’e´le´ment ϕ
′ peut eˆtre
conside´re´ comme un e´le´ment de Rcusp(γ1) et l’e´le´ment ϕ
′′ peut eˆtre conside´re´ comme un
e´le´ment de Rcusp(γ2). Posons ϕ = ϕ
′ ⊗ ϕ′′. C’est un e´le´ment de Rcusp(γ). Posons
f = Ψ ◦ k ◦ ρι(ϕ), f1 = Ψ ◦ k ◦ ρι(ϕ
′), f2 = Ψ ◦ k ◦ ρι(ϕ
′′),
avec les notations de [11] 1.9, 1.10. Bien suˆr, dans les deux dernie`res de´finitions, ce sont
les applications Ψ, k et ρι relatives a` n1 et n2 qui interviennent.
Proposition. (i) Sous les hypothe`ses ci-dessus, f1 ⊗ f2 est un transfert de f relatif a`
(n1, n2).
(ii) Pour (n¯1, n¯2) ∈ D(n) diffe´rent de (n1, n2), le transfert de f relatif a` (n¯1, n¯2) est
nul.
Nous de´montrerons cette proposition dans la section 3. Nous l’admettons pour la
suite de la pre´sente section.
1.3 Transfert de repre´sentations elliptiques
Soit (n1, n2) ∈ D(n), auquel on associe un e´le´ment h ∈ Sp(2n;C) tel que h
2 = 1.
Soient (λ1, s1; 1) ∈ Stn1,unip,disc et (λ2, s2, 1) ∈ Stn2,unip,disc, cf. [11] 2.4. Comme en [11]
2.1, on associe a` ces donne´es un triplet (λ, s, h) ∈ Endounip−disc.
The´ore`me. On a les e´galite´s
transferth,iso(Πiso(λ1, s1, 1)⊗Πiso(λ2, s2, 1)) = Πiso(λ, s, h) ;
transferth,an(Πiso(λ1, s1, 1)⊗ Πiso(λ2, s2, 1)) = −Πan(λ, s, h).
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Preuve. Notons Θ1,iso, Θ1,an, Θ2,iso, Θ2,an, Θiso, Θan les caracte`res-fonctions des repre´sentations
Πiso(λ1, s1, 1), Πan(λ1, s1, 1), Πiso(λ2, s2, 1), Πan(λ2, s2, 1), Πiso(λ, s, h), Πan(λ, s, h). Les
e´galite´s a` de´montrer se traduisent par des e´galite´s entre ces caracte`res. Toutes les repre´sentations
intervenant sont elliptiques. D’apre`s [2] the´ore`me 6.2, il suffit donc de de´montrer ces
e´galite´s restreintes aux e´le´ments elliptiques des diffe´rents groupes. Ecrivons ces e´galite´s.
Posons sgniso = 1 et sgnan = −1. Pour ♯ = iso ou an et pour x ∈ G♯(F ) fortement
re´gulier et elliptique, on doit avoir
(1) DG♯(x)1/2Θ♯(x) = sgn♯
∑
x1,x2
DGn1,iso(x1)
1/2DGn2,iso(x2)
1/2∆h((x1, x2), x)
Θ1,iso(x1)Θ2,iso(x2),
ou` x1, resp. x2, parcourt les e´le´ments fortement re´guliers et elliptiques de Gn1,iso(F ), resp.
Gn2,iso(F ), a` conjugaison stable pre`s. Ici encore, on peut se limiter aux couples (x1, x2)
correspondant par endoscopie a` la classe de conjugaison stable de x. La somme est finie.
Posons f1 = Ψ◦projcusp◦Res◦D◦Π(λ1, s1, 1), f2 = Ψ◦projcusp◦Res◦D◦Π(λ2, s2, 1),
f = Ψ ◦ projcusp ◦Res ◦D ◦Π(λ, s, h). Pour ♯ = iso ou an, on a l’e´galite´ projcusp ◦Res ◦
D ◦ Π♯(λ, s, h) = (−1)
nsgn♯projcusp ◦ Res ◦ Π♯(λ, s, h), cf. [6] corollaire 5.7. D’apre`s la
proposition 1.1, on a donc l’e´galite´
DG♯(x)1/2Θ♯(x) = (−1)
nsgn♯J(x, f).
On a des e´galite´s analogues pour Θ1(x1) et Θ2(x2). Ces dernie`res e´galite´s entraˆınent
(2) soient j = 1, 2, ♯j = iso ou an, xj ∈ Gnj ,iso(F ) et yj ∈ Gnj ,♯j (F ) ; supposons que
xj et yj sont fortement re´guliers et elliptiques et que leurs classes de conjugaison stable
sont e´gales si ♯j = iso ou se correspondent si ♯j = an ; alors J(xj , fj) = J(yj, fj).
Cela traduit le fait que Θj,iso est stable et que −Θj,an en est son transfert, cf. [11] 2.1.
Parce que les facteurs de transfert valent ±1 et sont donc a` valeurs re´elles, l’e´galite´
(1) se re´crit
(3) J(x, f) =
∑
x1,x2
∆h((x1, x2), x)J(x1, f1)J(x2, f2)
pour tout x ∈ Giso(F ) ∪Gan(F ) fortement re´gulier et elliptique.
La proprie´te´ de base de l’endoscopie est que les inte´grales orbitales J(x, f) sont
de´termine´es par les inte´grales endoscopiques Jendo(x¯1, x¯2, f) quand (n¯1, n¯2) de´crit D(n)
et (x¯1, x¯2) ∈ Gn¯1,iso(F ) × Gn¯2,iso(F ) de´crit les couples n-re´guliers forme´s d’e´le´ments el-
liptiques. Donc (3) e´quivaut a` ce que, pour toutes donne´es (n¯1, n¯2) et (x¯1, x¯2) comme
ci-dessus, on ait l’e´galite´
Jendo(x¯1, x¯2, f) =
∑
x
∆h¯((x¯1, x¯2), x)J(x, f)
=
∑
x
∆h¯((x¯1, x¯2), x)
∑
x1,x2
∆h((x1, x2), x)J(x1, f1)J(x2, f2),
ou` on somme sur les e´le´ments x ∈ Giso(F ) ∪ Gan(F ) fortement re´guliers et elliptiques
modulo conjugaison. On a note´ h¯ l’e´le´ment de Sp(2n;C) tel que h¯2 = 1 associe´ a` (n¯1, n¯2).
On re´crit l’e´galite´ ci-dessus :
Jendo(x¯1, x¯2, f) =
∑
x1,x2
J(x1, f1)J(x2, f2)
∑
x
∆h¯((x¯1, x¯2), x)∆h((x1, x2), x).
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La somme inte´rieure en x est nulle sauf si (n¯1, n¯2) = (n1, n2) et, a` conjugaison stable
pre`s, (x¯1, x¯2) = (x1, x2). Si ces conditions sont ve´rifie´es, la somme vaut le nombre de x,
pris a` conjugaison pre`s, qui interviennent dans la somme. C’est le nombre z(x) de´fini en
1.2 pour l’un quelconque de ces x. Or on ve´rifie facilement l’e´galite´ z(x) = z(x¯1)z(x¯2).
Dans le cas ou` (n¯1, n¯2) = (n1, n2), on obtient donc
Jendo(x¯1, x¯2, f) = z(x¯1)z(x¯2)J(x¯1, f1)J(x¯2, f2).
Mais la proprie´te´ (2) entraˆıne que, pour j = 1, 2, z(x¯j)J(x¯j , fj) = S(x¯j, fj). L’e´galite´
ci-dessus se transforme en
Jendo(x¯1, x¯2, f) = S(x¯1, f1)S(x¯2, f2).
Autrement dit, f1 ⊗ f2 est un transfert de f . Re´sumons : l’e´galite´ (3) e´quivaut aux
assertions
(4)(a) f1 ⊗ f2 est un transfert de f relatif a` (n1, n2) ;
(4)(b) pour (n¯1, n¯2) ∈ D(n) diffe´rent de (n1, n2), le transfert de f relatif a` (n¯1, n¯2)
est nul.
Calculons f . D’apre`s le lemme 2.3 de [11] et parce que Fpar est une involution, on
a projcusp = F
par ◦ projcusp ◦ F
par. Par de´finition de Fpar, on a aussi Fpar ◦ Res ◦ D =
Res ◦D ◦ F . D’ou`
f = Ψ◦Fpar ◦projcusp◦Res◦D◦F ◦Π(λ, s, h)) = Ψ◦F
par ◦projcusp◦Res◦D◦Π(λ, h, s).
La de´composition de λ associe´e a` h est λ = λ1 ∪ λ2. Il re´sulte des de´finitions que
Π(λ, h, s) =
∑
ǫ1,ǫ2
π(λ1, ǫ1, λ2, ǫ2)ǫ1(s1)ǫ2(s2),
ou` (ǫ1, ǫ2) parcourt {±1}
Jordbp(λ1)×{±1}Jordbp(λ2) et les termes ǫ1(s1) et ǫ2(s2) sont de´finis
en interpre´tant ǫ1 et ǫ2 comme des e´le´ments de Z(λ1, 1)
∨ et Z(λ2, 1)
∨, cf. [11] 1.3. La
proposition [11] 1.11 calcule Res ◦D(π(λ1, ǫ1, λ2, ǫ2)).
Changement de notations. Dans la formule de cette proposition figure un isomor-
phisme j entre deux espaces, l’un d’eux e´tant l’espace R. Distinguer ces deux espaces
nous a e´te´ utile dans la deuxie`me section de [11]. Maintenant, cela ne nous sert plus.
Pour simplifier, on identifie par j les deux espaces en question et on fait disparaˆıtre j de
la notation.
On obtient
Res ◦D ◦ Π(λ, h, s) =
∑
ǫ1,ǫ2
ǫ1(s1)ǫ2(s2)Rep ◦ ρι(ρλ1,ǫ1 ⊗ ρλ2,ǫ2).
Les applications Rep, k, Fpar et ρι commutent aux projections cuspidales. De plus Fpar ◦
Rep = k. Il en re´sulte que
f =
∑
ǫ1,ǫ2
ǫ1(s1)ǫ2(s2)Ψ ◦ k ◦ ρι ◦ projcusp(ρλ1,ǫ1 ⊗ ρλ2,ǫ2).
Un calcul analogue s’applique a` f1 et f2. On a cette fois F(λj, sj, 1) = (λj, 1, sj) pour
j = 1, 2 et la de´composition de λj associe´e a` 1 est λj = λj ∪ ∅. Autrement dit, les
deuxie`mes composantes de la formule ci-dessus disparaissent. On obtient
f1 =
∑
ǫ1
ǫ1(s1)Ψ ◦ k ◦ ρι ◦ projcusp(ρλ1,ǫ1),
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f2 =
∑
ǫ2
ǫ2(s2)Ψ ◦ k ◦ ρι ◦ projcusp(ρλ2,ǫ2),
ou` les repre´sentations ρλ1,ǫ2 et ρλ2,ǫ2 sont assimile´es a` des produits tensoriels dont le
deuxie`me terme est trivial. Pour (ǫ1, ǫ2) ∈ {±1}
Jordbp(λ1) × {±1}Jordbp(λ2), posons
fǫ1,ǫ2 = Ψ ◦ k ◦ projcusp(ρλ1,ǫ1 ⊗ ρλ2,ǫ2),
fǫ1 = Ψ ◦ k ◦ projcusp(ρλ1,ǫ1),
fǫ2 = Ψ ◦ k ◦ projcusp(ρλ2,ǫ2).
Les proprie´te´s (4) re´sultent des proprie´te´s suivantes, pour tout (ǫ1, ǫ2) :
(5)(a) fǫ1 ⊗ fǫ2 est un transfert de fǫ1,ǫ2 relatif a` (n1, n2) ;
(5)(b) pour (n¯1, n¯2) ∈ D(n) diffe´rent de (n1, n2), le transfert de fǫ1,ǫ2 relatif a` (n¯1, n¯2)
est nul.
Fixons ǫ1 et ǫ2. A (λ1, ǫ1) et (λ2, ǫ2) sont associe´s des couples (k1, N1) et (k2, N2), puis
un triplet γ = (r′, r′′, N1, N2) ∈ Γ, cf. [11] 1.11. L’e´le´ment projcusp(ρλ1,ǫ1 ⊗ ρλ2,ǫ2) appar-
tient a` Rcusp(γ). De meˆme, en remplac¸ant n par nj pour j = 1, 2, a` (λj , ǫj) sont associe´s
des termes γ1 et γ2 analogues. Ainsi qu’on l’a remarque´ ci-dessus, il faut conside´rer que
(λj, ǫj) sont le premier couple d’un quadruplet (λ
+
j , ǫ
+
j , λ
−
j , ǫ
−
j ) dont le second couple est
trivial. On voit que γj est de la forme (r
′
j, r
′′
j , Nj , 0). L’e´le´ment projcusp(ρλj ,ǫj) appartient
a` Rcusp(γj). En conside´rant la recette de [11] 1.11 qui calcule r
′, r′′, r′1, r
′′
1 , r
′
2, r
′′
2 en fonc-
tion de k1 et k2, on constate que r
′
1, r
′′
1 , r
′
2, r
′′
2 se de´duisent de (r
′, r′′) par les formules de
1.2. On est alors dans la situation de ce paragraphe, les fonctions ϕ′ et ϕ′′ e´tant respec-
tivement projcusp(ρλ1,ǫ1) et projcusp(ρλ2,ǫ2). La proposition 1.2 affirme que les proprie´te´s
(5)(a) et (5)(b) sont ve´rifie´es. Cela ache`ve la de´monstration. 
1.4 De´monstration du the´ore`me 2.1 de [11]
Soit h ∈ Sp(2n;C) tel que h2 = 1, auquel est associe´ un couple (n1, n2) ∈ D(n). Pour
j = 1, 2, soit (λj, sj, 1) ∈ Stnj ,tunip. Pour j = 1, 2, notons ∪b∈Bj{sj,b, s
−1
j,b} l’ensemble des
valeurs propres de sj autres que ±1 et notons
λj = λ
+
j ∪ λ
−
j ∪
⋃
b∈Bj
(λj,b ∪ λj,b)
la de´composition de λj associe´e a` sj, cf. [11] 2.1. Posons λj,0 = λ
+
j ∪ λ
−
j , nj,0 = S(λj,0)/2
et mj,b = S(λj,b) pour b ∈ Bj. Introduisons un sous-groupe parabolique Pj de Gnj ,iso de
composante de Levi
Mj = (
∏
b∈Bj
GL(mj,b))×Gnj,0,iso.
Pour tout b ∈ Bj , soit χj,b le caracte`re non ramifie´ de F
× tel que χj,b(̟) = sj,b. L’e´le´ment
sj se restreint en un e´le´ment sj,0 ∈ Sp(2nj,0;C) de sorte que λj,0 = λ
+
j ∪ λ
−
j soit la
de´composition de λj,0 associe´e a` cet e´le´ment. Introduisons la repre´sentation de Mj(F )
σj,b = (⊗b∈Bj (χj,b ◦ det)stλj,b))⊗ Πiso(λj,0, sj,0, 1)
(on rappelle que stm est la repre´sentation de Steinberg de GL(m;F )). Il est connu que
Πiso(λj, sj, 1) = Ind
Gnj,iso
Pj
(σj).
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Introduisons le triplet (λ, s, h) associe´ a` h, (λ1, s1, 1) et (λ2, s2, 1). Posons n0 = n0,1+
n0,2. Soit ♯ = iso ou an. Dans le cas ♯ = an, supposons provisoirement n0 ≥ 1. On
introduit un sous-groupe parabolique P de G♯ de composante de Levi
M = (
∏
j=1,2,b∈Bj
GL(mj,b))×Gn0,♯.
Parce que l’e´le´ment h commute a` s, il se restreint en un e´le´ment h0 ∈ Sp(2n0;C) et la
repre´sentation Π♯(λ0, s0, h0) de Gn0,♯(F ) est bien de´finie. On introduit la repre´sentation
de M(F )
σ = (⊗j=1,2,b∈Bj (χj,b ◦ det)stλj,b))⊗ Π♯(λ0, s0, h0).
On ve´rifie que
Π♯(λ, s, h) = Ind
G♯
P (σ).
Pour j = 1, 2, le triplet (λj,0, sj,0, 1) appartient a`Stnj,0,unip−quad. Le the´ore`me 1.3 entraˆıne
que
Π♯(λ0, s0, h0) = sgn♯transferth0,♯(Πiso(λ0,1, s0,1, 1)⊗Πiso(λ0,2, s0,2, 1)).
Le transfert transferth0,♯ se prolonge en un transfert entre les groupes M1 ×M2 et M
(le transfert e´tant l’identite´ sur les composantes GL(mj,b)). Pour celui-ci, σ1 ⊗ σ2 se
transfe`re en sgn♯σ. Mais on sait que le transfert commute a` l’induction. Il re´sulte alors
des descriptions ci-dessus que
Π♯(λ, s, h) = sgn♯transferth,♯(Πiso(λ1, s1, 1)⊗ Πiso(λ2, s2, 1)).
Dans le cas particulier ou` ♯ = an et n0 = 0, il n’y a plus de sous-groupe parabolique
P . Le membre de droite ci-dessus est nul car c’est le transfert d’une induite a` partir
d’un sous-groupe parabolique qui n’est pas relevant pour G♯. Le membre de gauche est
nul lui-aussi car, d’apre`s la relation [11] 1.3(1), toutes les composantes irre´ductibles de
Π(λ, s, h) vivent sur l’unique groupe Giso(F ). L’e´galite´ ci-dessus est donc aussi ve´rifie´e
dans ce cas particulier. Elle de´montre le the´ore`me 2.1 de [11]. 
2 Trois lemmes de transfert pour des alge`bres de Lie
2.1 Le cas spe´cial orthogonal impair
Cette section et la suivante s’appuient sur les calculs de´ja` faits dans [6]. On n’a
gue`re envie de reproduire ces calculs, ni les de´finitions complique´es des objets qui y
apparaissent. On se contentera d’indiquer les re´fe´rences ne´cessaires. Dans cette section,
on va e´noncer des lemmes se transfert pour des alge`bres de Lie. Il y a trois cas : le cas
spe´cial orthogonal impair, le cas spe´cial orthogonal pair et le cas unitaire. Les preuves
sont similaires dans les trois cas (et beaucoup plus faciles dans le dernier). On n’e´crira
que celle concernant le cas spe´cial orthogonal pair, qui est le plus subtil. Dans ces trois
paragraphes, on oublie les objets n, Giso et Gan pre´ce´demment fixe´s afin de libe´rer ces
notations. On va introduire de nouveaux entiers n et on conserve l’hypothe`se p > 6n+4.
Dans ce paragraphe, on conside`re un entier n ≥ 1 et un e´le´ment η ∈ F×/F×2. On
construit comme en [11] 1.1 les deux espaces quadratiques (Viso, Qiso) et (Van, Qan) de´finis
sur F tels que dimF (Viso) = dimF (Van) = 2n+1 et η(Qiso) = η(Qan) = η. On note Giso et
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Gan leurs groupes spe´ciaux orthogonaux. On conside`re quatre entiers r
′, r′′, N ′, N ′′ ∈ N
tels que
r
′2 + r
′′2 + 2N ′ + 2N ′′ = 2n+ 1,
r′ ≡ 1 + valF (η) mod 2Z, r
′′ ≡ valF (η) mod 2Z.
On pose N = N ′ +N ′′. On a de´fini en [6] 3.11 et 3.12 une application
Q(r′, r′′)Lie ◦ ρ∗N ◦ ιN ′,N ′′ : C[WˆN ′ ]cusp ⊗ C[WˆN ′′ ]cusp → C
∞
cusp(giso(F ))⊕ C
∞
cusp(gan(F ))
(en [6], l’indice cusp e´tait remplace´ par ell mais le sens e´tait le meˆme).
Rappelons que, pour m ∈ N, les classes de conjugaison dans Wm sont parame´tre´s par
les paires de partitions (α, β) telles que S(α) + S(β) = m. Pour w ∈ Wm, notons ϕw la
fonction caracte´ristique de la classe de conjugaison de w. Alors C[Wˆm]cusp a pour base
les ϕw quand w de´crit, a` conjugaison pre`s, les e´le´ments dont la classe est parame´tre´e par
un couple de partitions de la forme (∅, β). On fixe des e´le´ments w′ ∈ WN ′ et w
′′ ∈ WN ′′
dont les classes sont parame´tre´es par des couples de cette forme. On pose
f = Q(r′, r′′)Lie ◦ ρ∗N ◦ ιN ′,N ′′(ϕw′ ⊗ ϕw′′).
Soit (n1, n2) ∈ D(n). A ce couple est associe´e une donne´e endoscopique de Giso et
Gan. On utilise les meˆmes de´finitions qu’en 1.2. Celles-ci se descendent aux alge`bres de
Lie, c’est-a`-dire qu’il y a un transfert de C∞cusp(giso(F ))⊕ C
∞
cusp(gan(F )) dans(
C∞cusp(gn1,iso(F ))⊕ C
∞
cusp(gn1,an(F ))
)
⊗
(
C∞cusp(gn2,iso(F ))⊕ C
∞
cusp(gn2,an(F ))
)
.
On le note transfertn1,n2 . Le facteur de transfert est uniquement de´fini. Les formules en
sont donne´es en [9] proposition X.8. Il convient de supprimer les discriminants de Weyl
de ces formules, que l’on a incorpore´s aux inte´grales orbitales. Le η de la de´finition X.7
de [9] n’est pas notre pre´sent η, c’est (−1)nη.
Fixons η1, η2 ∈ F
×/F×2 tels que η1η2 = η. Notons t
′
1 l’e´le´ment de l’ensemble {
r′+r′′+1
2
, r
′+r′′−1
2
}
qui est de la meˆme parite´ que 1+valF (η1). Notons t
′′
1 l’autre e´le´ment. Notons t
′
2 l’e´le´ment
de l’ensemble { |r
′−r′′|+1
2
, |r
′−r′′|−1
2
} qui est de la meˆme parite´ que 1 + valF (η2). Notons t
′′
2
l’autre e´le´ment. De´finissons deux entiers n1 et n2 par les formules
2n1 + 1 = t
′2
1 + t
′′2
1 + 2N
′, 2n2 + 1 = t
′2
2 + t
′′2
2 + 2N
′′,
qui sont e´quivalentes a`
n1 =
(r′ + r′′)2 − 1
4
+N ′, n2 =
(r′ − r′′)2 − 1
4
+N ′′.
On ve´rifie que n1 + n2 = n. Pour j = 1, 2, on peut conside´rer Gnj ,iso et Gnj ,an comme
les groupes spe´ciaux orthogonaux d’espaces quadratiques de discriminants ηj. On peut
donc appliquer la meˆme construction que ci-dessus, ou` le couple (N ′, N ′′) est remplace´
par (N ′, 0) si j = 1, par (N ′′, 0) si j = 2. Cela nous permet de de´finir les e´le´ments
f1 = Q(t
′
1, t
′′
1)
Lie ◦ ρ∗N ′ ◦ ιN ′,0(ϕw′) ∈ C
∞
cusp(gn1,iso(F ))⊕ C
∞
cusp(gn1,an(F )),
f2 = Q(t
′
2, t
′′
2)
Lie ◦ ρ∗N ′′ ◦ ιN ′′,0(ϕw′′) ∈ C
∞
cusp(gn2,iso(F ))⊕ C
∞
cusp(gn2,an(F )).
Notons sgn l’unique caracte`re non trivial de o×/o×2. De´finissons une constante C par
les formules suivantes :
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si r′′ ≤ r′, C = sgn(−1)
r′+r′′−1
2 sgn(−η2̟
−valF (η2))valF (η) ;
si r′ < r′′, C = sgn(−1)
r′+r′′−1
2 sgnCD(w
′′)sgn(−η2̟
−valF (η2))1+valF (η).
Lemme. (i) On a l’e´galite´ transfertn1,n2(f) = Cf1 ⊗ f2.
(ii) Soit (n¯1, n¯2) ∈ D(n) un couple diffe´rent de (n1, n2). Alors transfertn¯1,n¯2(f) = 0.
2.2 Le cas spe´cial orthogonal pair
Dans ce paragraphe, on conside`re un entier n ≥ 1 et un e´le´ment η ∈ F×/F×2. On
exclut le cas n = 1, η = 1. On construit comme en [11] 1.1 les deux espaces quadratiques
(Viso, Qiso) et (Van, Qan) de´finis sur F tels que dimF (Viso) = dimF (Van) = 2n et η(Qiso) =
η(Qan) = η. On note Gη,iso et Gη,an leurs groupes spe´ciaux orthogonaux. On conside`re
quatre entiers r′, r′′, N ′, N ′′ ∈ N tels que
r
′2 + r
′′2 + 2N ′ + 2N ′′ = 2n,
r′ ≡ r′′ ≡ valF (η) mod 2Z.
On pose N = N ′ +N ′′. On a de´fini en [6] 3.11 et 3.12 une application
Q(r′, r′′)Lie ◦ ρ∗N ◦ ιN ′,N ′′ : C[WˆN ′]cusp ⊗ C[WˆN ′′ ]cusp → C
∞
cusp(gη,iso(F ))⊕ C
∞
cusp(gη,an(F )).
On fixe des e´le´ments w′ ∈ WN ′ et w
′′ ∈ WN ′′ dont les classes de conjugaison sont
parame´tre´es par des couples de partitions de la forme (∅, β ′) et (∅, β ′′). On pose
f = Q(r′, r′′)Lie ◦ ρ∗N ◦ ιN ′,N ′′(ϕw′ ⊗ ϕw′′).
Remarque. Dans le cas ou` r′ = r′′ = 0, cette fonction est nulle si le couple (w′, w′′)
ne ve´rifie pas la relation sgn(η̟−valF (η))sgnCD(w
′)sgnCD(w
′′) = 1.
Soit (n1, n2) ∈ D(n) et soient η1, η2 ∈ F
×/F×2 tels que η = η1η2. A ces objets est
associe´e une donne´e endoscopique de Gη,iso et Gη,an. Le groupe endoscopique de cette
donne´e est Gn1,η1,iso ⊗ Gn2,η2,iso. De nouveau, il y a un transfert de C
∞
cusp(gη,iso(F )) ⊕
C∞cusp(gη,an(F )) dans(
C∞cusp(gn1,η1,iso(F ))⊕ C
∞
cusp(gn1,η1,an(F ))
)
⊗
(
C∞cusp(gn2,η2,iso(F ))⊕ C
∞
cusp(gn2,η2,an(F ))
)
.
On le note transfertn1,η1,n2,η2 . Il y a un choix naturel de facteur de transfert. Les formules
en sont donne´es en [9] proposition X.8. Il convient encore d’en supprimer les discriminants
de Weyl. Le η de la de´finition X.7 de [9] n’est pas notre pre´sent η, c’est (−1)nη. On note
∆n1,η1,n2,η2 ce facteur de transfert.
Posons
t′1 = t
′′
1 =
r′ + r′′
2
, t′2 = t
′′
2 =
|r′ − r′′|
2
.
De´finissons deux entiers n1 et n2 par les formules
2n1 = t
′2
1 + t
′′2
1 + 2N
′, 2n2 = t
′2
2 + t
′′2
2 + 2N
′′,
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qui sont e´quivalentes a`
n1 =
(r′ + r′′)2
4
+N ′, n2 =
(r′ − r′′)2
4
+N ′′.
On ve´rifie que n1 + n2 = n. Fixons η1, η2 ∈ F
×/F×2 tels que η1η2 = η et
(1) valF (η1) ≡ t
′
1 = t
′′
1 , mod 2Z, valF (η2) ≡ t
′
2 = t
′′
2 , mod 2Z.
Pour j = 1, 2, on peut appliquer la meˆme construction que ci-dessus a` nj et ηj , ou` le
couple (N ′, N ′′) est remplace´ par (N ′, 0) si j = 1, par (N ′′, 0) si j = 2. Cela nous permet
de de´finir les e´le´ments
f1,η1 = Q(t
′
1, t
′′
1)
Lie ◦ ρ∗N ′ ◦ ιN ′,0(ϕw′) ∈ C
∞
cusp(gn1,η1,iso(F ))⊕ C
∞
cusp(gn1,η1,an(F )),
f2,η2 = Q(t
′
2, t
′′
2)
Lie ◦ ρ∗N ′′ ◦ ιN ′′,0(ϕw′′) ∈ C
∞
cusp(gn2,η2,iso(F ))⊕ C
∞
cusp(gn2,η2,an(F )).
De´finissons une constante Cη1,η2 par les formules suivantes :
si r′′ ≤ r′, Cη1,η2 = sgn(η2̟
−valF (η2))valF (η) ;
si r′ < r′′, Cη1,η2 = sgn(−1)
valF (η2)sgnCD(w
′′)sgn(η2̟
−valF (η2))1+valF (η).
Lemme. Soient η1, η2 ∈ F
×/F×2 tels que η1η2 = 1.
(i) Si (1) est ve´rifie´, on a l’e´galite´ transfertn1,η1,n2,η2(f) = Cη1,η2f1,η1 ⊗ f2,η2 .
(ii) Soit (n¯1, n¯2) ∈ D(n). Supposons que (n¯1, n¯2) 6= (n1, n2) ou que (1) ne soit pas
ve´rifie´. Alors transfertn¯1,η1,n¯2,η2(f) = 0.
La de´monstration de ce lemme occupe les paragraphes 2.4 a` 2.8.
2.3 Le cas unitaire
Dans ce paragraphe, on fixe une tour d’extensions finies non ramifie´es E/E♮/F , avec
[E : E♮] = 2, et un entier d ≥ 1. On conside`re les espaces vectoriels V sur E, de dimension
d, munis d’une forme hermitienne non de´ge´ne´re´e Q, relativement a` l’extension E/E♮. De
nouveau, il y a deux classes d’isomorphie de couples (V,Q), qui se distinguent par la va-
luation du de´terminant de Q (ce de´terminant est un e´le´ment de E♮,×/normeE/E♮(E
×), sa
valuation est l’image de ce terme dans Z/2Z par l’application valE♮). On note (Viso, Qiso)
celui pour lequel cette valuation est paire et (Van, Qan) celui pour lequel cette valuation
est impaire. On note Giso et Gan les groupes unitaires de ces espaces hermitiens.
Pour m ∈ N, on sait que les classes de conjugaison dans Sm sont parame´tre´es par
les partitions de m. On note C[Sˆm]U−cusp l’espace des fonctions sur Sm, invariantes par
conjugaison, a` support dans des classes de conjugaison parame´tre´es par des partitions
dont tous les termes non nuls sont impairs.
Soient (d′, d′′) ∈ D(d). Dans [6] 3.1, 3.2 et 3.3, on a de´fini une application
Q(d′, d′′)Lie ◦ ρ∗d ◦ ιd′,d′′ : C[Sˆd′ ]U−cusp⊗C[Sˆd′′ ]U−cusp → C
∞
cusp(giso(E
♮))⊕C∞cusp(gan(E
♮)).
Fixons w′ ∈ Sd′ et w
′′ ∈ Sd′′ dont les classes de conjugaison sont parame´tre´es par des
partitions dont tous les termes non nuls sont impairs. On note ϕw′ et ϕw′′ les fonctions
caracte´ristiques de ces classes de conjugaison. On pose
f = Q(d′, d′′)Lie ◦ ρ∗d ◦ ιd′,d′′(ϕw′ ⊗ ϕw′′).
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Soit (d1, d2) ∈ D(d). Ce couple de´termine une donne´e endoscopique de Giso et Gan.
Le groupe endoscopique de cette donne´e est Gd1,iso × Gd2,iso. Il y a un transfert de
C∞cusp(giso(E
♮))⊕ C∞cusp(gan(E
♮)) dans
(
C∞cusp(gd1,iso(E
♮))⊕ C∞cusp(gd1,an(E
♮))
)
⊗
(
C∞cusp(gd2,iso(E
♮))⊕ C∞cusp(gd2,an(E
♮))
)
.
On le note transfertd1,d2 . Il y a un choix naturel de facteur de transfert, cf. [9] proposition
X.8. Comme pre´ce´demment, on supprime les discriminants de Weyl. Le η de la de´finition
X.7 de [9] est une unite´ de E♮ si d est impair, une unite´ de E de trace nulle dans E♮ si
d est pair.
Dans le cas ou` (d1, d2) = (d
′, d′′), on peut appliquer la construction ci-dessus en
remplac¸ant d par d′, resp. d′′, et (d′, d′′) par (d′, 0), resp. (d′′, 0). On de´finit ainsi
f1 = Q(d
′, 0)Lie ◦ ρ∗d′ ◦ ιd′,0(ϕw′),
f2 = Q(d
′′, 0)Lie ◦ ρ∗d′′ ◦ ιd′′,0(ϕw′′).
Lemme. (i) On a l’e´galite´ transfertd′,d′′(f) = f1 ⊗ f2.
(ii) Pour un couple (d1, d2) ∈ D(d) diffe´rent de (d
′, d′′), on a l’e´galite´ transfertd1,d2(f) =
0.
2.4 Une expression a` l’aide de transforme´es de Fourier d’inte´grales
orbitales
On commence la de´monstration du lemme 2.2. On utilise les notations de ce para-
graphe et les donne´es que l’on y a fixe´es. Rappelons que, pour ♯ = iso ou an, on de´finit
dans l’espace g♯(F ) la notion d’e´le´ment topologiquement nilpotent. En identifiant g♯(F )
a` un sous-ensemble de l’alge`bre des endomorphismes de V♯, un e´le´ment Y ∈ g♯(F ) est to-
pologiquement nilpotent si et seulement si la suite des puissances Y m tend vers 0 quand
m tend vers l’infini. Par construction de l’application Q(r′, r′′)Lie, la fonction f est a`
support topologiquement nilpotent.
On note (∅, β ′) et (∅, β ′′) les couples de partitions parame´trant les classes de conju-
gaison de w′ et w′′. Posons β = β ′ ∪ β ′′, β = (β1 ≥ ... ≥ βt > 0). Pour tout k ∈ {1, ..., t},
conside´rons la tour d’extensions non ramifie´es Ek/E
♮
k/F telle que [Ek : E
♮
k] = 2 et [E
♮
k :
F ] = βk. On fixe un e´le´ment Xk ∈ E
×
k tel que valEk(Xk) = 0, que traceEk/E♮k
(Xk) = 0 et
que, en notant X¯k la re´duction de Xk dans le corps re´siduel Fq2βk , tous les conjugue´s de
X¯k par le groupe de Galois de l’extension Fq2βk/Fq soient distincts. On suppose de plus
que, pour k, k′ ∈ {1, ..., t} avec k 6= k′, X¯k n’est pas conjugue´ a` X¯k′. Cette hypothe`se est
loisible puisque p > 6n + 4.
Posons R = sup(r′, r′′), r = inf(r′, r′′), J = {1, ..., R}, Jˆ = {j ∈ J ; j ≤ R−r, j pair}.
Fixons un ensemble de repre´sentants Γ0 de o
×/(1+̟o).Pour tout j ∈ J tel que j > R−r,
fixons un ensemble de repre´sentants Γj de o
×/o×2. Pour tout j ∈ J tel que j ≤ R − r,
posons Γj = Γ0. Notons Γ le sous-ensemble des γ = (γj)j∈J ∈
∏
j∈J Γj tels que
pour tout j ∈ Jˆ , γj−1 6∈ γj +̟o ;
(1) sgn(η̟−valF (η)
∏
j∈J γj) = sgnCD(w
′)sgnCD(w
′′).
13
Remarques. L’ensemble Γ n’a e´videmment rien a` voir avec celui de [11] 1.8. D’autre
part, dans le cas ou` r′ = r′′ = 0, on a J = ∅ et
∏
j∈J Γj a un unique e´le´ment. Cet e´le´ment
ve´rifie (1) si et seulement si sgn(η̟−valF (η) = sgnCD(w
′)sgnCD(w
′′). Donc Γ est vide si
cette e´galite´ n’est pas ve´rifie´e. Dans l’e´galite´ du lemme ci-dessous, le membre de droite
est nul. C’est cohe´rent avec la remarque de 2.2 qui nous dit que f♯ = 0.
On note σ : Γ→ C la fonction de´finie par
σ(γ) =

∏
j∈Jˆ
(q − 2 + sgn(γj−1γj))sgn(γj−1γj(γj−1 − γj))


∏
j=R−r+1,...R; j impair
sgn(−γj).
Notons F¯ une cloˆture alge´brique de F . Pour γ ∈ Γ et pour j ∈ J , on fixe aj(γ) ∈ F¯
×
tel que
si j ∈ Jˆ , aj(γ)
2j−2 = ̟γj ;
si j ≤ R− r et j est impair, aj(γ)
2j = ̟γj ;
si j > R − r, aj(γ)
2(2j−R+r−1) = ̟γj. On note Fj(γ) l’extension F [aj(γ)], F
♮
j (γ) =
F [aj(γ)
2] la sous-extension d’indice 2, pj(γ) l’ide´al maximal de l’anneau des entiers de
Fj(γ) et
Aj(γ) = {aj ∈ aj(γ) + pj(γ)
2; traceFj(γ)/F ♮j (γ)
(aj) = 0}.
On pose A(γ) =
∏
j∈J Aj(γ). Remarquons que A(γ) est naturellement un espace principal
homoge`ne sous un certain groupe. On munit A(γ) d’une mesure invariante par l’action
de ce groupe et de masse totale 1.
Conside´rons des e´le´ments γ ∈ Γ et a = (aj)j∈J ∈ A(γ). Conside´rons des familles c =
(cj)j∈J et u = (uk)k=1,...,t telles que cj ∈ F
♮
j (γ)
× pour j ∈ J et uk ∈ E
♮,×
k pour k = 1, ..., t.
Pour j ∈ J , on construit un espace quadratique (Vj, Qj) : Vj = Fj(γ) et, pour v, v
′ ∈ Vj,
Qj(v, v
′) = [Fj(γ)/F ]
−1traceFj(γ)/F (τj(v)v
′cj), ou` τj est l’unique e´le´ment non trivial du
groupe de Galois de Fj(γ)/F
♮
j (γ). Pour k = 1, ..., t, on construit un espace quadratique
(Vk, Qk) : Vk = Ek et, pour v, v
′ ∈ Vk, Qk(v, v
′) = [Ek/F ]
−1traceEk/F (τk(v)v
′uk), ou` τk
est l’unique e´le´ment non trivial du groupe de Galois de Ek/E
♮
k. En utilisant la relation
r′ ≡ r′′ ≡ valF (η) impose´e en 2.2 et la relation (1) ci-dessus, on montre que la somme
directe des (Vj, Qj) et des (Vk, Qk) est isomorphe a` l’un des deux espaces de 2.2, disons
a` (V♯, Q♯). On fixe un isomorphisme. On de´finit alors un e´le´ment X ∈ g♯(F ) : il respecte
chacun des sous-espaces Vj et Vk ; pour j ∈ J , il agit sur Vj par multiplication par aj
et, pour k = 1, ..., t, il agit sur Vk par multiplication par Xk. La classe de conjugaison
de X par le groupe orthogonal O(Q♯;F ) est bien de´termine´e par nos donne´es de de´part.
Il y a une petite difficulte´ cause´e par la parite´ de la dimension de V♯ : cette classe
de conjugaison par O(Q♯;F ) se de´compose en deux classes de conjugaison par G♯(F ).
Au lieu de X , nous fixons donc des e´le´ments X+ et X− dans chacune de ces deux
classes. On voit facilement que les constructions ne de´pendent que des images des cj
dans les groupes F ♮j (γ)
×/normeFj(γ)/F ♮j (γ)
(Fj(γ)
×) et des images des uk dans les groupes
E♮,×k /normeEk/E♮k
(E×k ). Parce que les Fj(γ)/F sont totalement ramifie´s et les Ek/F sont
non ramifie´s, ces groupes s’identifient respectivement a` o×/o×2 et Z/2Z. En posant E =
(o×/o×2)J et U = (Z/2Z)t, on peut donc remplacer les donne´es c = (cj)j∈J et u =
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(uk)k=1,...,t ci-dessus par des familles c = (cj)j∈J ∈ E et u = (uk)k=1,...,t ∈ U . Notons plus
pre´cise´ment X+(a, c, u) et X−(a, c, u) les e´le´ments associe´s ci-dessus a` de telles familles.
Soient γ ∈ Γ et e ∈ E . On de´finit une nouvelle famille c[γ, e] = (c[γ, e]j)j∈J ∈ E par
les e´galite´s suivantes, pour j ∈ J :
si r′′ ≤ r′, c[γ, e]j = (−1)
jγjej ;
si r′ < r′′, c[γ, e]j = (−1)
j+1ej
(il s’agit plutoˆt des images modulo o×2 des expressions indique´es). Pour a ∈ A(γ) et
ζ = ±, on note de´sormais Xζ(a, e, u) l’e´le´ment Xζ(a, c[γ, e], u) introduit ci-dessus. Il
appartient a` g♯(F ) pour un certain indice ♯, que l’on note plus pre´cisement ♯(a, e, u).
Soit ♯ = iso ou an. De meˆme qu’en 1.1, on introduit une transformation de Fourier
dans C∞c (g♯(F )). Rappelons un re´sultat d’Harish-Chandra. Soit X ∈ g♯(F ) un e´le´ment
re´gulier et elliptique. Il existe une fonction Y 7→ iˆ♯(X, Y ), de´finie et localement constante
sur l’ensemble des e´le´ments elliptiques re´guliers de g♯(F ) de sorte que, pour tout tel
e´le´ment Y et pour toute φ ∈ C∞c (g♯(F )), on ait l’e´galite´
J(X, φˆ) =
∫
g♯(F )
iˆ♯(X, Y )φ(Y )D
G♯(Y )−1/2dY.
Les e´le´ments Xζ(a, e, u) ci-dessus, tels que ♯(a, e, u) = ♯, sont elliptiques re´guliers dans
g♯(F ). On note iˆ
ζ
♯ [a, e, u] la fonction Y 7→ iˆ♯(X
ζ(a, e, u), Y ). On pose
iˆ♯[a, e, u] =
1
2
(ˆi+♯ [a, e, , u] + iˆ
−
♯ [a, e, u]).
Pour un triplet (a, e, u) tel que ♯(a, e, u) 6= ♯, on pose iˆ♯[a, e, u] = 0.
On fixe une de´composition {1, ..., t} = K ′ ⊔K ′′ de sorte que β ′, resp. β ′′, soit forme´e
des βk pour k ∈ K
′, resp. k ∈ K ′′. On de´finit un caracte`re κU de U par
κU(u) = (−1)
∑
k∈K′′ uk .
On va se limiter a` un sous-groupe E0 de E . C’est le sous-groupe des familles e = (ej)j∈J ∈
E telles que
pour tout j ∈ Jˆ , tel que j < R, ej−1 = ej .
Remarque. La condition j < R est automatique si r > 0.
On de´finit le caracte`re κ0 du groupe E0 par
κ0(e) =
∏
j∈Jˆ
sgn(ej−1).
On doit enfin de´finir quelques constantes. On note O(w′) et O(w′′) les classes de
conjugaison de w′ dans WN ′ et de w
′′ dans WN ′′ . On pose
C(w′) = |O(w′)||WN ′|
−1qN
′/2
∏
k∈K ′
(qβk + 1)−1,
et on de´finit C(w′′) de fac¸on similaire. On pose
α(r′, r′′, w′, w′′) = sgn((−1)(r
′+r′′)/2η̟−valF (η)) si valF (η) est pair ;
α(r′, r′′, w′, w′′) = sgn((−1)(r
′+r′′)/2η̟−valF (η))sgnCD(w
′)sgnCD(w
′′) si valF (η) est
impair ;
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C(r′, r′′) = 21−r
′−r′′
(
(q − 1)2(q − 3)
)(r−R)/2
.
Lemme. Pour ♯ = iso ou an et pour tout e´le´ment Y ∈ g♯(F ) qui est elliptique, re´gulier
et topologiquement nilpotent, on a l’e´galite´
J(Y, f♯) = C(w
′)C(w′′)C(r′, r′′)α(r′, r′′, w′, w′′)
∑
γ∈Γ
σ(γ)
∫
A(γ)
∑
e∈E0
∑
u∈U
κ0(e)κU(u)ˆi♯[a, e, u](Y ) da.
Preuve. Posons N = N ′ +N ′′. En [6] 3.15 (1), on a e´crit une e´galite´
(2) f♯ =
∑
(n′,n′′)∈D(N)
∑
(v′,v′′)∈Vn′,n′′,♯
b(v′, v′′)Q(r′, r′′; v′, v′′)Lie♯ .
Les Q(r′, r′′; v′, v′′)Lie♯ sont des fonctions sur g♯(F ) et les b(v
′, v′′) sont des coefficients.
L’ensemble Vn′,n′′,♯ est un ensemble de repre´sentants des classes de conjugaison dans
Wn′×Wn′′ parame´tre´es par des couples de partitions de la forme (∅, δ
′), (∅, δ′′) et tels que
δ′ ∪ δ′′ = β. Il y a une restriction (l’hypothe`se 3.13(1) de [6]), que nous levons en posant
Q(r′, r′′; v′, v′′)Lie♯ = 0 si elle n’est pas ve´rifie´e (dans [6], cette fonction n’est de´finie que
sous cette hypothe`se 3.13(1)). En supprimant ainsi cette restriction, l’ensemble Vn′,n′′,♯
devient inde´pendant de l’indice ♯ et nous supprimons cet indice. Il y a une application
naturelle
δ : U → ∪(n′,n′′)∈D(N)Vn′,n′′.
Pour u = (uk)k=1,...,t ∈ U , on note δ
′(u) la partition forme´e des βk pour k tel que uk = 0
et δ′′(u) celle forme´e des βk pour k tel que u(k) = 1. L’application ci-dessus envoie u
sur le couple de classes de conjugaison parame´tre´es par (∅, δ′(u)) et (∅, δ′′(u)). L’e´galite´
3.15(6) de [6] et les calculs qui la suivent montrent que, pour (v′, v′′) ∈ ∪(n′,n′′)∈D(N)Vn′,n′′,
on a l’e´galite´
(3) b(v′, v′′) = C1
∑
u∈δ−1(v′,v′′)
κU(u),
ou`
(4) C1 = |O(w
′)||WN ′|
−1|O(w′′)||WN ′′ |
−1.
Fixons (v′, v′′) ∈ ∪(n′,n′′)∈D(N)Vn′,n′′. L’inte´grale orbitale J(Y,Q(r
′, r′′; v′, v′′)Lie♯ ) est cal-
cule´e par une application successive des propositions 3.13 et 3.14 de [6], ou` l’on remplace
(w′, w′′) par (v′, v′′). On obtient
(5) J(Y,Q(r′, r′′; v′, v′′)Lie♯ ) = C2(r
′, r′′, v′, v′′)
∑
γ∈Γ
σ(γ)
∫
A(γ)
∑
e∈E0MW
κ0MW (e)ˆi♯,MW [a, e, v
′, v′′](Y ) da,
ou`
C2(r
′, r′′, v′, v′′) est une certaine constante sur laquelle nous allons revenir ;
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Γ et, pour γ ∈ Γ, A(γ) et σ(γ) sont les termes que l’on a de´finis ci-dessus ;
les autres termes E0MW etc... sont quelque peu diffe´rents des noˆtres, on y a ajoute´ un
indice MW pour les en distinguer.
On constate que le couple (v′, v′′) intervient dans (5) d’une part par la constante,
d’autre part par la fonction iˆ♯,MW [a, e, v
′, v′′]. Pour ce qui est de la constante, le couple
(v′, v′′) intervient via des termes |T ′||T ′′| et des produits sgnCD(v
′)sgnCD(v
′′), cf. les for-
mules de [6]. Il re´sulte de la de´finition ci-dessus que ce dernier produit vaut sgnCD(w
′)sgnCD(w
′′).
En se reportant a` la de´finition des tores T ′ et T ′′, on calcule explicitement
(6) |T ′||T ′′| =
∏
k=1,...,t
(qβk + 1).
En conclusion, C2(r
′, r′′, v′, v′′) ne de´pend pas de (v′, v′′) mais seulement de (w′, w′′). On
la note plutoˆt C2(r
′, r′′, w′, w′′). Quant a` la fonction iˆ♯,MW [a, e, v
′, v′′], elle ne de´pend de
(v′, v′′) que par un e´le´ment X de´fini en [6] 3.13. On a un certain choix pour cet e´le´ment.
On constate que, pour tout u ∈ δ−1(v′, v′′), on peut prendre pour X un e´le´ment construit
comme ci-dessus a` l’aide des donne´es (Xk)k=1,...,t et u. Notons iˆ♯,MW [a, e, u] la fonction
associe´e a` ce choix. L’e´galite´ suivante re´sulte alors alors de (2), (3) et (5) :
(7) J(Y, f♯) = C1C2(r
′, r′′, w′, w′′)
∑
γ∈Γ
σ(γ)
∫
A(γ)
∑
e∈E0MW
∑
u∈U
κ0MW (e)κ
U(u)ˆi♯,MW [a, e, u](Y ) da.
Supposons (r′, r′′) 6= (0, 0). Il y a une application naturelle de notre ensemble E0 dans
l’ensemble E0MW . A e ∈ E
0, elle associe l’unique e´le´ment eMW ∈ E
0
MW tel que eMW,j = ej
pour j = 1, ..., R− 1. L’e´le´ment eMW,R est de´fini par les e´galite´s∏
j=R−r+1,...,R eMW,j = 1 si r > 0 ;
eMW,R = eMW,R−1 si r = 0.
On constate que κ0(e) = κ0MW (eMW ). Fixons γ ∈ Γ et a ∈ A(γ). Dans l’e´nonce´
du lemme, on peut e´videmment limiter la somme en e et u a` la somme sur les couples
(e, u) tels que ♯(a, e, u) = ♯ : si cette condition n’est pas ve´rifie´e, iˆ♯[a, e, u] = 0. Notons
(E0 × U)a,♯ ce sous-ensemble. On constate alors que l’application
(E0 × U)a,♯ → E
0
MW × U
(e, u) 7→ (eMW , u)
est bijective et que, pour (e, u) ∈ (E0 × U)a,♯, on a l’e´galite´ iˆ♯,MW [a, eMW , u] = iˆ♯[a, e, u].
En utilisant ces proprie´te´s, l’e´galite´ (7) devient alors l’e´galite´ de l’e´nonce´, aux constantes
pre`s. Il ne reste donc plus qu’a` de´montrer l’e´galite´
(8) C1C2(r
′, r′′, w′, w′′) = C(w′)C(w′′)C(r′, r′′)α(r′, r′′, w′, w′′).
On a suppose´ (r′, r′′) 6= (0, 0). Si (r′, r′′) = (0, 0), les termes Γ, E0 etc... disparaissent et
la formule (7) se compare directement a` celle de l’e´nonce´. De nouveau, il ne reste plus
qu’a` comparer les constantes.
La constante C2(r
′, r′′, w′, w′′) est le produit de la constante Cα(w′, w′′)♯ de la propo-
sition 3.14 de [6] et de l’inverse de la constante de la proposition 3.13 de cette re´fe´rence.
Malheureusement, il y a des erreurs dans ces constantes. On a de´ja` effectue´ quelques
corrections dans [8] page 335 :
la constante de la proposition 3.13 est
(9) q−N/22−β(r
′,r′′)γ(r′, r′′)♯|T
′||T ′′|
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(en fait, T ′ et T ′′ sont associe´s a` un couple (v′, v′′) ∈ Vn′,n′′ mais, d’apre`s (5), le produit
de leurs nombres d’e´le´ments en est inde´pendant) ;
on a l’e´galite´
C = 21−r
′−r′′−β(r′,r′′)
(
(q − 1)2(q − 3)
)(r−R)/2
.
A l’aide de (4) et (6), on voit que le produit de C1, C et de l’inverse de (9) vaut
C(w′)C(w′′)C(r′, r′′)γ(r′, r′′)−1♯ . Rappelons qu’en [11] 1.1, on a associe´ a` Q♯ des discrimi-
nants η′(Q♯) et η
′′(Q♯), notons-les simplement η
′
♯ et η
′′
♯ . D’apre`s [6] 3.13, on a
γ(r′, r′′)♯ = sgn((−1)
(r′+r′′)/2η′♯η
′′
♯ ), si r
′ et r′′ sont pairs, c’est-a`-dire si valF (η) est
pair ;
γ(r′, r′′)♯ = 1 si valF (η) est impair.
Il y a une autre correction a` apporter a` [6]. On a
α(w′, w′′)♯ = 1 si valF (η) est pair ;
α(w′, w′′)♯ = sgn((−1)
(r′−r′′)/2η′♯η
′′
♯ )sgnCD(w
′)sgnCD(w
′′) si valF (η) est impair.
Cette constante provient en fait de [9] paragraphes VII.25 et VII.26. Dans cette
re´fe´rence, on avait suppose´ r′ et r′′ pairs et obtenu la constante 1. Dans [6], on a abusi-
vement adopte´ cette valeur meˆme quand r′ et r′′ sont impairs. En reprenant la preuve
de [9] VII.26 et en y supposant r′ et r′′ impairs, on obtient la constante ci-dessus. Signa-
lons que, dans le cas spe´cial orthogonal impair, il n’y a (a` notre connaissance) pas de
correction a` apporter a` la formule de [6] pour la constante α(w′, w′′)♯.
D’apre`s [11] 1.1, on a l’e´galite´ η′♯η
′′
♯ (−1)
r′′ = η̟−valF (η). En la reportant dans la
formule ci-dessus, on obtient l’e´galite´
γ(r′, r′′)−1♯ α(w
′, w′′)♯ = α(r
′, r′′, w′, w′′).
En mettant ces calculs bout-a`-bout, on obtient l’e´galite´ (8), ce qui ache`ve la de´monstration.

2.5 Transformation de l’expression pre´ce´dente
On note L l’ensemble des couples (L1, L2) de sous-ensembles de {1, ..., R−r} tels que
{1, ..., R− r} est re´union disjointe de L1 et L2 ;
pour tout j ∈ Jˆ , les intersections L1 ∩ {j − 1, j} et L2 ∩ {j − 1, j} ont un unique
e´le´ment ; on note cet e´le´ment l1(j/2), resp. l2(j/2) ;
si r = 0 et R > 0, l2(R/2) = R − 1.
Pour un tel couple, on de´finit un caracte`re κL2 de E par
κL2(e) =
∏
j=1,...,(R−r)/2
sgn(el2(j)).
Lemme. Pour ♯ = iso ou an et pour tout e´le´ment Y ∈ g♯(F ) qui est elliptique, re´gulier
et topologiquement nilpotent, on a l’e´galite´
J(Y, f♯) = C(w
′)C(w′′)C(r′, r′′)α(r′, r′′, w′, w′′)|L|−1
∑
(L1,L2)∈L
∑
γ∈Γ
σ(γ)
∫
A(γ)
∑
e∈E
∑
u∈U
κL2(e)κU(u)ˆi♯[a, e, u](Y ) da.
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Preuve. En vertu de l’e´nonce´ pre´ce´dent, il suffit de prouver que, pour e ∈ E , on a les
e´galite´s
(1)
∑
(L1,L2)∈L
κL2(e) = 0 si e 6∈ E0 ;
(2)
∑
(L1,L2)∈L
κL2(e) = |L|κ0(e), si e ∈ E0.
Supposons e 6∈ E0. Alors il existe j ∈ {1, ..., (R − r)/2}, avec j < R/2 si r = 0 et
R > 0, de sorte que e2j−1 6= e2j . On fixe un tel j. On regroupe les e´le´ments de L en paires.
Si (L1, L2) est un e´le´ment d’une paire, l’autre e´le´ment (L
′
1, L
′
2) est obtenu en e´changeant
l1(j) et l2(j) et en ne changeant pas les autres l1(h), l2(h) pour h 6= j. On a alors
κL2(e) = sgn(el2(j))
∏
h 6=j
sgn(el2(h)),
κL
′
2(e) = sgn(el1(j))
∏
h 6=j
sgn(el2(h)).
Puisque el2(j) 6= el1(j), la somme de ces termes est nulle, ce qui prouve (1).
Supposons e ∈ E0. Pour tout j = 1, ..., (R− r)/2 et tout (L1, L2) ∈ L, on a l’e´galite´
sgn(el2(j)) = sgn(e2j−1). Cela re´sulte de l’e´galite´ e2j−1 = e2j impose´e aux e´le´ments de
E0, sauf dans le cas ou` r = 0, R > 0 et j = R/2. Mais dans ce cas, l2(j) = 2j − 1 par
de´finition de L. En conse´quence, κL2(e) =
∏
j=1,...,(R−r)/2 sgn(e2j−1) = κ
0(e). D’ou` (2). 
2.6 Calcul de facteurs de transfert
Pour γ ∈ Γ, a ∈ A(γ), e ∈ E , u ∈ U et ζ = ±, on a introduit un e´le´ment Xζ(a, e, u).
Fixons γ et a. Quand e, u et ζ varient, ces e´le´ments Xζ(a, e, u) de´crivent un ensemble
de repre´sentants des classes de conjugaison contenues dans deux classes totales de conju-
gaison stable dans giso(F ) ∪ gan(F ). Ces deux classes se de´duisent l’une de l’autre par
conjugaison par des e´le´ments de de´terminant −1 des groupes orthogonaux. On n’a pas
donne´ de crite`re pour distinguer X+(a, e, u) de X−(a, e, u). On voit que l’on peut effec-
tuer ces choix de signes de sorte que, pour ζ fixe´ et quand e et u varient, les e´le´ments
Xζ(a, e, u) de´crivent un ensemble de repre´sentants des classes de conjugaison contenues
dans l’une de nos deux classes totales de conjugaison stable. On fixe un e´le´ment dans
cette classe qui appartienne a` giso(F ), on le note X
ζ(a, w′, w′′) .
On a de´fini t′1, t
′′
1, t
′
2, t
′′
2 en 2.2. On a les e´galite´s t
′
1 = t
′′
1 = (R + r)/2 et t
′
2 = t
′′
2 =
(R− r)/2. Fixons (L1, L2) ∈ L. Soit γ ∈ Γ. On de´finit deux suites γ
L1 = (γL1j )j=1,...,t′1 et
γL2 = (γL2j )j=1,...,t′2 par les formules suivantes :
pour j ∈ {1, ..., R− r}, γL1j = γl1(j), γ
L2
j = γl2(j) ;
pour j ∈ {(R− r)/2 + 1, ..., (R + r)/2}, γL1j = γj+(R−r)/2.
Pour a ∈ A(γ), on de´finit de meˆme des suites aL1 = (aL1j )j=1,...,t′1 et a
L2 = (aL2j )j=1,...,t′2.
On de´finit un e´le´ment η[L2, γ] ∈ F
×/F×2 par les deux proprie´te´s :
valF (η[L2, γ]) ≡ t
′
2 mod 2Z ;
sgn(η[L2, γ]̟
−valF (η[L2,γ])
∏
j=1,...,t′2
γL2j ) = sgnCD(w
′′).
On de´finit η[L1, γ] par l’e´galite´ η[L1, γ]η[L2, γ] = η. On constate que les donne´es
γL1 , aL1 , (N ′, 0), w′1 = w
′ et w′′1 = ∅ ve´rifient les meˆmes conditions que γ, a, (N
′, N ′′),
w′ et w′′, le couple (n, η) e´tant remplace´ par (n1, η[L1, γ]). De meˆme pour les donne´es
γL2 , aL2 , (N ′′, 0), w′2 = w
′′ et w′′2 = ∅, le couple (n, η) e´tant remplace´ par (n2, η[L2, γ]).
De meˆme que l’on a construit ci-dessus des e´le´ments Xζ(a, w′, w′′), on construit dans
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gn1,η[L1,γ],iso(F ) un e´le´ment X
ζ(aL1 , w′) et dans gn2,η[L2,γ],iso(F ) un e´le´ment X
ζ(aL2, w′′).
La correspondance endoscopique entre classes de conjugaison stable est un peu perturbe´e
par les signes ζ . Pre´cise´ment, pour ζ1, ζ2 = ±, il existe ζ = ± tel que la classe de
conjugaison stable de (Xζ1(aL1 , w′), Xζ2(aL2, w′′)) dans gn1,η[L1,γ],iso(F )× gn2,η[L2,γ],iso(F )
corresponde a` la classe totale de conjugaison stable de Xζ(a, w′, w′′). Ainsi, pour e ∈ E et
u ∈ U , le facteur de transfert ∆n1,η[L1,γ],n2,η[L2,γ]((X
ζ1(aL1 , w′), Xζ2(aL2 , w′′)), Xζ(a, e, u))
est de´fini et non nul.
Remarque. Il peut arriver que n1 = 0 ou n2 = 0. Dans ce cas, les termes X
ζ1(aL1 , w′)
ou Xζ2(aL2 , w′′) disparaissent.
Posons
d(r′, r′′, γ, L2) = sgn(η̟
−valF (η))(R−r)/2sgnCD(w
′)(R−r)/2sgnCD(w
′′)(R−r)/2+valF (η)
∏
j∈Jˆ
sgn(γj−1γj)
j/2−1sgn(γj−1 − γj)


( ∏
j=R−r+1,...,R
sgn(γj)
(R−r)/2
)
sgn(−1)valF (η[L2,γ])Bsgn(η[L2, γ]̟
−valF (η[L2,γ]))BsgnCD(w
′′)B,
ou` B = 0 si r′ ≥ r′′, B = 1 si r′ < r′′.
Lemme. Sous les hypothe`ses ci-dessus, on a l’e´galite´
∆n1,η[L1,γ],n2,η[L2,γ]((X
ζ1(aL1 , w′), Xζ2(aL2 , w′′)), Xζ(a, e, u)) = d(r′, r′′, γ, L2)κ
L2(e)κU(u).
Preuve. Pour tout polynoˆme Q, on note Q′ son polynoˆme de´rive´. Notons P le po-
lynoˆme caracte´ristique de Xζ(a, e, u), vu comme endomorphisme de V♯(a,e,u). Pour j ∈
{1, ..., t′2}, posons
Cl2(j) = (−1)
nη[Fl2(j)(γ) : F ]c[γ, e]l2(j)a
−1
l2(j)
P ′(al2(j)),
et notons sgnl2(j) le caracte`re quadratique de F
♮
l2(j)
(γ)× associe´ a` l’extension quadratique
Fl2(j)(γ). Pour k ∈ K
′′, posons
Ck = (−1)
nη[Ek : F ]̟
ukX−1k P
′(Xk),
et notons sgnk le caracte`re quadratique de E
♮
k associe´ a` l’extension quadratique Ek.
Remarque. Les formules ci-dessus ne de´finissent Cl2(j) et Ck que modulo les groupes
normeFl2(j)(γ)/F
♮
l2(j)
(γ)(Fl2(j)(γ)
×), resp. normeEk/E♮k
(E×k ). C’est sans importance pour la
suite.
D’apre`s [9] proposition X.8, on a l’e´galite´
(1) ∆n1,η[L1,γ],n2,η[L2,γ]((X
ζ1(aL1 , w′), Xζ2(aL2 , w′′)), Xζ(a, e, u)) =
 ∏
j=1,...,t′2
sgnl2(j)(Cl2(j))

( ∏
k∈K ′′
sgnk(Ck)
)
.
20
Pour k ∈ K ′′, le caracte`re sgnk est non ramifie´. Pour calculer sgnk(Ck), il suffit de
calculer la valuation de Ck modulo 2Z. On voit facilement que la valuation de (−1)
n[Ek :
F ]X−1k P
′(Xk) est nulle. Celle de η̟uk est valF (η)+uk. D’ou` sgnk(Ck) = (−1)
valF (η)+uk .
Le produit des (−1)uk pour k ∈ K ′′ est e´gal a` κU(u). Le produit des (−1)valF (η) est
(−1)|K
′′|valF (η). Mais (−1)|K
′′| = sgnCD(w
′′). D’ou`
(2)
∏
k∈K ′′
sgnk(Ck) = κ
U(u)sgnCD(w
′′)valF (η).
Fixons j = 1, ..., t′2. Posons pour simplifier l1 = l1(j), l2 = l2(j) et notons l l’e´le´ment
de Jˆ tel que {l1, l2} = {l− 1, l}. Le polynoˆme P se de´compose en produit des polynoˆmes
caracte´ristiques Pk des Xk, pour k = 1, ..., t, et des polynoˆmes caracte´ristiques Ph des ah
pour h = 1, ..., R. On a
P ′(al2) = P
′
l2
(al2)
( ∏
h=1,...,R;h 6=l2
Ph(al2)
)( ∏
k=1,...,t
Pk(al2)
)
.
On ve´rifie que tous les termes ci-dessus sauf le premier appartiennent a` F ♮l2(γ)
×. Pour
le premier, son produit avec al2 appartient a` ce groupe. On a calcule´ les images par
sgnl2 de presque tous ces termes en [9] page 400. Pour k = 1, ..., t, on a sgnl2(Pk(al2)) =
−sgn(−1)[Ek:F ]/2. Parce que [Ek : F ]/2 = βk, on a
∑
k=1,...,t[Ek : F ]/2 = N . On a aussi
(−1)t = sgnCD(w
′)sgnCD(w
′′). On obtient
sgnl2(
∏
k=1,...,t
Pk(al2)) = sgn(−1)
NsgnCD(w
′)sgnCD(w
′′).
Soit h ∈ {1, ..., l−2}. On a sgnl2(Ph(al2)) = sgn(−1)
[Fh(γ):F ]/2. Par construction, tous les
[Fh(γ) : F ] sont impairs et le terme ci-dessus vaut sgn(−1). Puisque l est pair, le produit
de ces termes sur h = 1, ..., l − 2 vaut 1. Pour h ∈ {l + 1, ..., R}, on a sgnl2(Ph(al2)) =
sgn(−1)1+[Fl2(γ):F ]/2sgn(γl2γh). Comme ci-dessus, [Fl2(γ) : F ]/2 est impair et le terme
ci-dessus vaut sgn(γl2γh). Puisque l est pair, le produit de ces termes sur h = l+1, ..., R
vaut sgn(γl2)
R
∏
h=l+1,...,,R sgn(γh). On a sgnl2(al2P
′
l2
(al2)) = sgn((−1)
[Fl2/F ]/2[Fl2 : F ]),
ou encore sgn(−[Fl2 : F ]). Il reste un dernier terme Pl1(al2), dont l’image par sgnl2 n’est
pas calcule´e dans [9]. Le polynoˆme caracte´ristique de al1 est Pl1(Y ) = Y
2l−2 − ̟γl1.
Donc Pl1(al2) = a
2l−2
l2
−̟γl1 = ̟(γl2 − γl1). Mais −̟
−1γl2 est une norme de l’extension
Fl2(γ)/F
♮
l2
(γ) (c’est la norme de ̟−1al−1l2 ). On a donc
sgnl2(Pl1(al2)) = sgnl2(−̟
−1γl2̟(γl2−γl1)) = sgnl2(−γl2(γl2−γl1)) = sgn(−γl2(γl2−γl1)),
puisque sgnl2 co¨ıncide avec sgn sur o
×. En rassemblant ces calculs, on obtient
sgnal2 (al2P
′(al2)) = sgn(−1)
NsgnCD(w
′)sgnCD(w
′′)sgn([Fl2(γ) : F ])sgn(γl2 − γl1)
sgn(γl2)
R+1
∏
h=l+1,...,,R
sgn(γh).
Le terme Cl2 est le produit de al2P
′(al2) et de (−1)
nη[Fl2(γ) : F ]c[γ, e]l2a
−2
l2
. Le terme
a−2l2 se remplace par −1 car −a
−2
l2
est la norme de a−1l2 . Le facteur [Fl2(γ) : F ] compense
celui intervenant dans la formule pre´ce´dente. On a
sgnl2(η) = sgnl2(η̟
−valF (η))sgnl2(̟
valF (η)).
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Le premier facteur se remplace par sgn(η̟−valF (η)). Puisque −̟−1γl2 est une norme, le
deuxie`me facteur se remplace par sgn(−γl2)
valF (η), ou encore, puisque valF (η) est de la
meˆme parite´ que R, par sgn(−γl2)
R. En se reportant a` la de´finition de c[γ, e]l2 , on peut
e´crire c[γ, e]l2 = (−1)
l2γl2el2(−γl2)
B, ou` B a e´te´ de´fini avant l’e´nonce´. D’ou`
sgnl2(c[γ, e]l2) = sgn((−1)
l2γl2el2)sgn(γl2)
B.
On obtient alors
sgnl2(Cl2) = sgn(−1)
N+n+R+1+l2sgn(η̟−valF (η))sgnCD(w
′)sgnCD(w
′′)sgn(el2)sgn(γl2−γl1)
sgn(−γl2)
B
∏
h=l+1,...,,R
sgn(γh).
On a n−N = (r
′2+ r
′′2)/2. Puisque r′ et r′′ sont de meˆme parite´, on constate que n−N
est de la meˆme parite´ que r′ et r′′, ou encore de R. Le premier terme se simplifie donc
en sgn(−1)1+l2 . On constate aussi que (−1)1+l2(γl2 − γl1) = γl−1 − γl. D’ou`
(3) sgnl2(Cl2) = sgn(η̟
−valF (η))sgnCD(w
′)sgnCD(w
′′)sgn(el2)sgn(γl−1 − γl)
sgn(−γl2)
B
∏
h=l+1,...,,R
sgn(γh).
Re´tablissons l’indice j et faisons le produit de ces expressions sur j = 1, ..., t′2 = (R−
r)/2. Les premiers termes donnent sgn(η̟−valF (η))(R−r)/2sgnCD(w
′)(R−r)/2sgnCD(w
′′)(R−r)/2.
Le produit des sgn(el2(j)) est e´gal a` κ
L2(e). Le produit des termes suivants est
∏
j∈Jˆ sgn(γj−1−
γj). On a ∏
j=1,...,t′2
sgn(−γl2(j)) = sgn(−1)
t′2sgn(
∏
j=1,...,t′2
γL2j ).
Puisque t′2 est de la meˆme parite´ que valF (η[L2, γ]), le premier terme vaut sgn(−1)
valF (η[L2,γ]).
Par de´finition de η[L2, γ], le deuxie`me terme vaut sgn(η[L2, γ]̟
−valF (η[L2,γ]))sgnCD(w
′′).
Conside´rons le dernier produit de la formule (3). Pour h ∈ {R − r + 1, ..., R}, le terme
sgn(γh) intervient pour tout j. Le produit en j donne sgn(γh)
(R−r)/2. Pour h ∈ Jˆ ,
les termes sgn(γh−1) et sgn(γh) interviennent pour les j < h/2. Le produit donne
sgn(γh−1γh)
h/2−1. D’ou`
(4)
∏
j=1,...,t′2
sgnl2(j)(Cl2(j)) = κ
L2(e)
(
sgn(η̟−valF (η))sgnCD(w
′)sgnCD(w
′′)
)(R−r)/2

∏
j∈Jˆ
sgn(γj−1γj)
j/2−1sgn(γj−1 − γj))


( ∏
j=R−r+1,...,R
sgn(γj)
(R−r)/2
)
sgn(−1)valF (η[L2,γ])Bsgn(η[L2, γ]̟
−valF (η[L2,γ]))BsgnCD(w
′′)B.
Le lemme re´sulte de (1), (2) et (4). 
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2.7 De´monstration du (ii) du lemme 2.2
Soient (n¯1, n¯2) ∈ D(n) et η1, η2 ∈ F
×/F×2 tels que η1η2 = η. Soient Y¯1, resp. Y¯2 un
e´le´ment re´gulier, elliptique et topologiquement nilpotent de gn¯1,η1(F ), resp. gn¯2,η2(F ). On
va calculer l’inte´grale orbitale endoscopique Jendo(Y¯1, Y¯2, f), cf. 1.2 dont les de´finitions
s’adaptent aux alge`bres de Lie.
Soit ♯ = iso ou an. Pour (L1, L2) ∈ L, γ ∈ Γ et a ∈ A(γ), posons
(1) E♯[a, L1, L2](Y¯1, Y¯2) = d(r
′, r′′, γ, L2)
∑
Y
∆n¯1,η1,n¯2,η2((Y¯1, Y¯2), Y )
∑
e∈E
∑
u∈U
κL2(e)κU(u)ˆi♯[a, e, u](Y ).
En utilisant le lemme 2.5, on calcule
Jendo(Y¯1, Y¯2, f♯) = |L|
−1
∑
(L1,L2)∈L
∑
γ∈Γ
C(γ, L2)
∫
A(γ)
E♯[a, L1, L2](Y¯1, Y¯2) da,
ou` on a pose´
C(γ, L2) = d(r
′, r′′, γ, L2)C(w
′)C(w′′)C(r′, r′′)α(r′, r′′, w′, w′′)σ(γ).
Par de´finition, on a l’e´galite´
Jendo(Y¯1, Y¯2, f) = J
endo(Y¯1, Y¯2, fiso) + J
endo(Y¯1, Y¯2, fan).
D’ou` l’e´galite´
(2) Jendo(Y¯1, Y¯2, f) = |L|
−1
∑
(L1,L2)∈L
∑
γ∈Γ
C(γ, L2)
∫
A(γ)
E[a, L1, L2](Y¯1, Y¯2) da,
ou` on a pose´
E[a, L1, L2](Y¯1, Y¯2) = Eiso[a, L1, L2](Y¯1, Y¯2) + Ean[a, L1, L2](Y¯1, Y¯2).
Fixons ♯ = iso ou an, (L1, L2) ∈ L, γ ∈ Γ et a ∈ A(γ). Rappelons que, pour e ∈ E et
u ∈ U , on a l’e´galite´ iˆ♯[a, e, u] =
1
2
(ˆi+♯ [a, e, u] + iˆ
−
♯ [a, e, u]). Supposons n1 6= 0 et n2 6= 0.
On a de´fini en 2.6 une application qui, a` ζ1, ζ2 = ± associe ζ = ± de sorte que les classes
de conjugaison stable de (Xζ1(aL1 , w′′), Xζ2(aL2 , w′′)) et Xζ(a, e, u) se correspondent.
Notons-la Z. Elle est surjective et ses fibres ont deux e´le´ments. On a donc
iˆ♯[a, e, u] =
1
4
∑
ζ1,ζ2=±
iˆ
Z(ζ1,ζ2)
♯ [a, e, u].
Utilisons le lemme 2.6. Alors
κL2(e)κU(u)ˆi♯[a, e, u] =
1
4
∑
ζ1,ζ2=±
d(r′, r′′, γ, L2)
∆n1,η[L1,γ],n2,η[L2,γ]((X
ζ1(aL1 , w′), Xζ2(aL2 , w′′)), XZ(ζ1,ζ2)(a, e, u))ˆi
Z(ζ1,ζ2)
♯ [a, e, u].
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L’e´galite´ (1) se re´crit
(3) E♯[a, L1, L2](Y¯1, Y¯2) =
1
4
∑
ζ1,ζ2=±
∑
Y
∆n¯1,η1,n¯2,η2((Y¯1, Y¯2), Y )E
ζ1,ζ2
♯ [a, L1, L2](Y ),
ou`
Eζ1,ζ2♯ [a, L1, L2](Y ) =∑
e∈E
∑
u∈U
∆n1,η[L1,γ],n2,η[L2,γ]((X
ζ1(aL1 , w′), Xζ2(aL2 , w′′)), XZ(ζ1,ζ2)(a, e, u))ˆi
Z(ζ1,ζ2)
♯ [a, e, u](Y ).
Fixons ζ1 et ζ2. Dans la formule de´finissant E
ζ1,ζ2
♯ [a, L1, L2](Y ), la somme est en fait
limite´e aux (e, u) tels que ♯(a, e, u) = ♯ (pour les autres, iˆ
Z(ζ1,ζ2)
♯ [a, e, u] est nulle). Les
XZ(ζ1,ζ2)(a, e, u) parcourent un ensemble de repre´sentants des classes de conjugaison par
G♯(F ) dans la classe de conjugaison stable correspondant a` celle de (X
ζ1(aL1, w′), Xζ2(aL2 , w′′)).
On voit qu’aux diffe´rences de notations pre`s et a` une constante pre`s, Eζ1,ζ2♯ [a, L1, L2](Y )
n’est autre que le membre de droite de l’e´galite´ de la conjecture 2 de [10] VIII.7. Cette
conjecture est de´montre´e depuis que Ngo Bao Chau a de´montre´ le lemme fondamental.
On va appliquer cette conjecture. Posons
C♯(n1, η[L1, γ], n2, η[L2, γ]) = γψF (gn1,η[L1,γ],iso(F ))γψF (gn2,η[L2,γ],iso(F ))γψF (g♯(F ))
−1,
avec les de´finitions de [10] VIII.5. Pour j = 1, 2 et pour un e´le´ment re´gulier Yj de
gnj ,η[Lj ,γ],iso(F ), notons ziso(Yj) le nombre de classes de conjugaison par Gnj ,η[Lj ,γ],iso(F )
dans la classe de conjugaison stable de Yj. Rappelons que X
ζ1(aL1 , w′) est un e´le´ment
d’une certaine classe de conjugaison stable, cf. 2.6. Un ensemble de classes de conju-
gaison par Gn1,η[L1,γ],iso(F ) dans cette classe de conjugaison stable est forme´ d’e´le´ments
Xζ1(aL1, e1, u1), ou` e1 et u1 de´crivent des ensembles E1 et U1 analogues a` E et U , avec la
restriction ♯(aL1 , e1, u1) = iso. On de´finit pour ces e´le´ments une fonction iˆ
ζ1
iso[a
L1 , e1, u1]
similaire a` iˆζ♯ [a, e, u]. Si la condition ♯(a
L1, e1, u1) = iso n’est pas ve´rifie´e, on pose
iˆζ1iso[a
L1 , e1, u1] = 0. On pose des de´finitions analogues en remplac¸ant l’indice 1 par 2
(et w′ par w′′). Alors la conjecture 2 de [10] VIII.7 fournit l’e´galite´
(4) Eζ1,ζ2♯ [a, L1, L2](Y ) = C♯(n1, η[L1, γ], n2, η[L2, γ])
∑
e1∈E1,u1∈U1,e2∈E2,u2∈U2
∑
Y1,Y2
ziso(Y1)
−1ziso(Y2)
−1∆n1,η[L1,γ],n2,η[L2,γ]((Y1, Y2), Y )ˆi
ζ1
iso[a
L1 , e1, u1](Y1)ˆi
ζ2
iso[a
L2 , e2, u2](Y2),
ou` l’on somme sur les (Y1, Y2), elliptiques re´guliers dans gn1,η[L1,γ],iso(F )×gn2,η[L2,γ],iso(F ),
a` conjugaison pre`s par Gn1,η[L1,γ],iso(F )×Gn2,η[L2,γ],iso(F ).
Calculons C♯(n1, η[L1, γ], n2, η[L2, γ]). D’apre`s [6] 3.15, on a les e´galite´s
γψF (g♯(F )) = γ
n
ψF
sgn(η̟−valF (η)), si valF (η) est pair ;
γψF (g♯(F )) = γ
n−1
ψF
si valF (η) est impair.
Le terme γψF est une constante de Weil e´le´mentaire. Il ve´rifie l’e´galite´ γ
2
ψF
= sgn(−1).
On voit tout d’abord que les termes ci-dessus ne de´pendent pas de l’indice ♯. La constante
C♯(n1, η[L1, γ], n2, η[L2, γ]) non plus, on la note simplement C(n1, η[L1, γ], n2, η[L2, γ]).
Pour j = 1, 2, on a des formules analogues pour γψF (gnj ,η[Lj ,γ],iso(F )). On obtient les
e´galite´s
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C(n1, η[L1, γ], n2, η[L2, γ]) =


1, pour valF (η[L1, γ]) pair
et valF (η[L2, γ]) pair;
sgn(η[L1, γ]̟
−valF (η[L1,γ])), pour valF (η[L1, γ]) pair
et valF (η[L2, γ]) impair;
sgn(η[L2, γ]̟
−valF (η[L2,γ])), pour valF (η[L1, γ]) impair
et valF (η[L2, γ]) pair;
sgn(−η̟−valF (η)), pour valF (η[L1, γ]) impair
et valF (η[L2, γ]) impair.
Inse´rons l’e´galite´ (4) dans la formule (3). Pour j = 1, 2, posons
iˆiso[a
Lj , ej , uj] =
1
2
(ˆi+iso[a
Lj , ej, uj] + iˆ
−
iso[a
Lj , ej , uj]).
On obtient
E♯[a, L1, L2](Y¯1, Y¯2) = C(n1, η[L1, γ], n2, η[L2, γ])
∑
e1∈E1,u1∈U1,e2∈E2,u2∈U2
∑
Y1,Y2
ziso(Y1)
−1ziso(Y2)
−1S♯,L1,L2,γ(Y¯1, Y¯2, Y1, Y2)ˆiiso[a
L1 , e1, u1](Y1)ˆiiso[a
L2 , e2, u2](Y2),
ou`
S♯,L1,L2,γ(Y¯1, Y¯2, Y1, Y2) =
∑
Y
∆n¯1,η1,n¯2,η2((Y¯1, Y¯2), Y )∆n1,η[L1,γ],n2,η[L2,γ]((Y1, Y2), Y ).
Rappelons que Y de´crit ici les e´le´ments elliptiques re´guliers de g♯(F ), a` conjugaison
pre`s par G♯(F ). Puisque E[a, L1, L2](Y¯1, Y¯2) est la somme de Eiso[a, L1, L2](Y¯1, Y¯2) et de
Ean[a, L1, L2](Y¯1, Y¯2), on a
(5) E[a, L1, L2](Y¯1, Y¯2) = C(n1, η[L1, γ], n2, η[L2, γ])
∑
e1∈E1,u1∈U1,e2∈E2,u2∈U2
∑
Y1,Y2
ziso(Y1)
−1ziso(Y2)
−1SL1,L2,γ(Y¯1, Y¯2, Y1, Y2)ˆiiso[a
L1 , e1, u1](Y1)ˆiiso[a
L2 , e2, u2](Y2),
ou`
SL1,L2,γ(Y¯1, Y¯2, Y1, Y2) = Siso,L1,L2,γ(Y¯1, Y¯2, Y1, Y2) + San,L1,L2,γ(Y¯1, Y¯2, Y1, Y2).
On a suppose´ n1 6= 0 et n2 6= 0. Supposons que ces conditions ne sont pas ve´rifie´es,
par exemple n2 = 0. On reprend le calcul. Les seules diffe´rences sont que les termes
indexe´s par 2 doivent disparaˆıtre. En particulier les ζ2. Les
1
4
figurant dans les calculs
sont remplace´s par des 1
2
. On obtient encore la formule (5), dont on fait disparaˆıtre les
termes indexe´s par 2.
Les proprie´te´s d’inversion des facteurs de transfert nous disent que SL1,L2,γ(Y¯1, Y¯2, Y1, Y2) =
0 sauf si n¯1 = n1, η1 = η[L1, γ], n¯2 = n2 et η2 = η[L2, γ].
Supposons que (n¯1, n¯2) 6= (n1, n2) ou que (n¯1, n¯2) = (n1, n2) mais que (η1, η2) ne
ve´rifie pas la condition (1) de 2.2 (c’est-a`-dire valF (η1) ≡ t
′
1 = t
′′
1 mod 2Z et valF (η2) ≡
t′2 = t
′′
2 mod 2Z). Remarquons que les couples (η[L1, γ], η[L2, γ]) de´pendent de L1, L2 et
γ mais ve´rifient par construction cette condition. Alors SL1,L2,γ(Y¯1, Y¯2, Y1, Y2) est toujours
nulle. Donc aussi E[a, L1, L2](Y¯1, Y¯2). La formule (2) implique J
endo(Y¯1, Y¯2, f) = 0. Ceci
e´tant vrai pour tous Y¯1, Y¯2, on a transfertn¯1,η1,n¯2,η2(f) = 0. Cela de´montre le (ii) du
lemme 2.2.
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2.8 De´monstration du (i) du lemme 2.2
On poursuit le calcul en supposant que n¯1 = n1, n¯2 = n2 et que (η1, η2) ve´rifient la
condition (1) de 2.2.
Le terme E[a, L1, L2](Y¯1, Y¯2) n’est non nul que si η[L1, γ] = η1 et η[L2, γ] = η2. Le
couple (L1, L2) e´tant fixe´, on note Γ[L1, L2] l’ensemble des γ ∈ Γ pour lesquels cette
condition est ve´rifie´e. Supposons qu’elle le soit. Alors SL1,L2,γ(Y¯1, Y¯2, Y1, Y2) est non nulle
si et seulement si (Y1, Y2) est stablement conjugue´ a` un couple de´duit de (Y¯1, Y¯2) par
un automorphisme de la donne´e endoscopique de´finie par (n1, n2). Si (Y1, Y2) est un tel
e´le´ment, SL1,L2,γ(Y¯1, Y¯2, Y1, Y2) est e´gal au nombre de termes de la sommation, c’est-a`-
dire au nombre z(Y¯1, Y¯2) de classes de conjugaison dans la classe totale de conjugaison
stable de giso(F ) ∪ gan(F ) correspondant a` celle de (Y¯1, Y¯2).
Il faut ici faire attention. Parce qu’on travaille simultane´ment avec les deux groupes
Giso et Gan, on a raffine´ la notion de donne´e endoscopique. Il faut raffiner aussi celle
d’automorphismes de cette donne´e. On voit que, si n1 et n2 sont tous deux non nuls, il
y a deux automorphismes de notre donne´e : outre l’identite´, il y a l’action d’un e´le´ment
de O−(Qn1,η1,iso)× O
−(Qn2,η2,iso).
Remarque. Dans le cas ou` n1 = n2 et η1 = η2, la permutation des deux groupes
Gn1,η1,iso et Gn2,η2,iso n’est pas un automorphisme pour notre notion de donne´e endosco-
pique.
Soit (Y1, Y2) un couple stablement conjugue´ a` (Y¯1, Y¯2). Notons (Y 1, Y 2) le couple
de´duit de (Y1, Y2) par l’automorphisme non trivial. Il n’est pas stablement conjugue´ a`
(Y¯1, Y¯2). Mais les fonctions iˆiso[a
L1 , e1, u1] et iˆiso[a
L2 , e2, u2] sont invariantes par conjugai-
son non seulement par les groupes spe´ciaux orthogonaux, mais par les groupes orthogo-
naux tout entiers. Cela vient de la de´finition de ces fonctions : par exemple, iˆiso[a
L1 , e1, u1]
est la somme de deux fonctions associe´es a` X+(aL1 , e1, u1) et X
−(aL1, e1, u1) et ces deux
e´le´ments sont justement conjugue´s par un e´le´ment du groupe orthogonal de de´terminant
−1. On en de´duit l’e´galite´
iˆiso[a
L1 , e1, u1](Y 1)ˆiiso[a
L2 , e2, u2](Y 2) = iˆiso[a
L1 , e1, u1](Y1)ˆiiso[a
L2 , e2, u2](Y2).
Dans la formule (5) du paragraphe pre´ce´dent, les couples (Y1, Y2) sont simplement ceux
qui sont stablement conjugue´s a` (Y¯1, Y¯2) ainsi que leurs images (Y 1, Y 2) par automor-
phisme. Ce qui pre´ce`de montre que ces derniers donnent la meˆme contribution que les
premiers. On peut donc sommer seulement sur les premiers, en multipliant le tout par
2. On calcule facilement z(Y¯1, Y¯2) = 4ziso(Y¯1)ziso(Y¯2). En posant β = 1 (sous notre hy-
pothe`se n1 6= 0, n2 6= 0), la formule (5) devient
E[a, L1, L2](Y¯1, Y¯2) = 2
1+2βC(n1, η1, n2, η2)
∑
(Y1,Y2)∑
e1∈E1,u1∈U1,e2∈E2,u2∈U2
iˆiso[a
L1 , e1, u1](Y1)ˆiiso[a
L2 , e2, u2](Y2),
ou` on somme sur les couples (Y1, Y2) stablement conjugue´s a` (Y¯1, Y¯2), pris a` conjugaison
pre`s.
Si par exemple n2 = 0, notre donne´e endoscopique n’a pas d’autre automorphisme
que l’identite´. Mais on a cette fois l’e´galite´ z(Y¯1) = 2ziso(Y¯1). Le calcul conduit a` la meˆme
e´galite´ que ci-dessus, ou` maintenant β = 0.
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La formule (2) de 2.7 devient
(1) Jendo(Y¯1, Y¯2, f) = 2
1+2βC(n1, η1, n2, η2)|L|
−1
∑
(Y1,Y2)
∑
(L1,L2)∈L
∑
γ∈Γ[L1,L2]
C(γ, L2)
∫
A(γ)
∑
e1∈E1,u1∈U1,e2∈E2,u2∈U2
iˆiso[a
L1 , e1, u1](Y1)ˆiiso[a
L2 , e2, u2](Y2) da,
la somme en (Y1, Y2) e´tant comme ci-dessus.
Rappelons qu’en 2.4, on a fixe´ des ensembles Γ0 et Γj pour j = (R− r)/2 + 1, ..., R.
Introduisons l’ensemble Γ des familles Γ∗ = ((Γ1,j)j=1,...,t′1, (Γ2,j)j=1,...,t′2) qui ve´rifient les
conditions suivantes :
pour j = t′2 + 1, ..., t
′
1, Γ1,j = Γj+(R−r)/2 ;
pour j = 1, ..., t′2, Γ1,j, resp. Γ2,j, est un sous-ensemble de Γ0 a` deux e´le´ments, qui est
un ensemble de repre´sentants de o×/o×2 ; on impose Γ1,j ∩ Γ2,j = ∅.
Pour une telle famille, on note Γ∗η1 l’ensemble des familles γ1 = (γ1,j)j=1,...,t′1 ∈∏
j=1,...,t′1
Γ1,j qui ve´rifient la condition
sgn(η1̟
−valF (η1)
∏
j=1,...,t′1
γ1,j) = sgnCD(w
′).
On de´finit l’ensemble Γ∗η2 en changeant les indices 1 en 2 et w
′ en w′′.
Fixons (L1, L2) ∈ L. Pour (γ1, γ2) ∈ Γ
∗
η1
× Γ∗η2 , on de´finit une famille γ = (γl)l=1,...,R
de la fac¸on suivante
pour j = t′2 + 1, ..., t
′
1, γj+(R−r)/2 = γ1,j ;
pour j = 1, ..., t′2, γl1(j) = γ1,j et γl2(j) = γ2,j.
On ve´rifie que cette famille appartient a` Γ. Cela de´finit une application
πL1;L2 : ⊔Γ∗∈ΓΓ
∗
η1 × Γ
∗
η2 → Γ.
Montrons que
(2) l’image de πL1,L2 est e´gale a` Γ[L1, L2] ; pour γ = (γl)l=1,...,R ∈ Γ[L1, L2], la fibre
de πL1,L2 au-dessus de γ a pour nombre d’e´le´ments
σ∗(γ) = (
q − 3
4
)t
′
2
∏
l∈Jˆ
(q − 2 + sgn(γl−1γl)).
Soit Γ∗ ∈ Γ et (γ1, γ2) ∈ Γ
∗
η1
× Γ∗η2 . Posons γ = πL1,L2(γ1, γ2). On a de´fini en 2.6 des
e´le´ments γL1 et γL2 . Ce ne sont autres que γ1 et γ2. Le terme η[L2, γ] de´fini en 2.6 est ca-
racte´rise´ par les relations valF (η[L2, γ]) ≡ t
′
2 mod 2Z et sgn(η[L2, γ]̟
−valF (η[L2,γ])
∏
j=1,...t′2
γ2,j) =
sgnCD(w
′′). Par hypothe`se, η2 ve´rifie la premie`re relation. Par de´finition de Γ
∗
η2
, η2 ve´rifie
aussi la seconde. Donc η[L2, γ] = η2, puis η[L1, γ] = η1 puisque η[L1, γ]η[L2, γ] = η =
η1η2. Par de´finition de Γ[L1, L2], γ appartient donc a` cet ensemble, ce qui prouve la
premie`re assertion. Soit maintenant γ ∈ Γ[L1, L2]. La premie`re partie de la preuve
montre que le nombre d’e´le´ments de la fibre de πL1,L2 au-dessus de γ est e´gal au nombre
d’e´le´ments Γ∗ ∈ Γ tels que (γL1 , γL2) appartiennent a` (
∏
j=1,...,t′1
Γ1,j) × (
∏
j=1,...,t′2
Γ2,j).
Ce nombre est le produit sur j = 1, ..., t′2 du nombre des paires (Γ1,j ,Γ2,j) possibles dont
le produit contient (γ1,j, γ2,j). Pour simplifier la notation, posons x = γ1,j, y = γ2,j. Les
e´le´ments x et y appartiennent a` Γ0 et sont distincts puisqu’ils proviennent de γ ∈ Γ. Les
paires (Γ1,j,Γ2,j) possibles sont de la forme Γ1,j = {x, x
′}, Γ2,j = {y, y
′}, ou` x′ et y′ sont
deux e´le´ments de Γ0 qui ve´rifient les conditions suivantes :
x′ 6∈ xo×2, y′ 6∈ yo×2, x′ 6= y, y′ 6= x et x′ 6= y′.
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Notons C ′x l’ensemble des x
′ ∈ Γ0 tels que x
′ 6∈ xo×2 et de´finissons de meˆme C ′y.
Supposons y ∈ xo×2, autrement dit sgn(xy) = 1. On a C ′x = C
′
y. Les deux premie`res
relations signifient que x′, y′ ∈ C ′x. Cela entraˆıne les deux relations suivantes x
′ 6= y et
y′ 6= x. La dernie`re relation signifie que (x′, y′) n’appartient pas a` la diagonale de C ′x×C
′
x.
Le nombre de (x′, y′) possibles est donc |C ′x|
2−|C ′x|. On a |C
′
x| = (q−1)/2. Le nombre de
couples possibles est donc (q−1)(q−3)/4, ou encore (q−2+sgn(xy))(q−3)/4. Supposons
maintenant y 6∈ xo×2, autrement dit sgn(xy) = −1. On a C ′x 6= C
′
y. Les premie`res et
troisie`mes conditions signifient que x′ ∈ C ′x−{y}. De meˆme, les deuxie`mes et quatrie`mes
conditions signifient que y′ ∈ C ′y − {x}. La cinquie`me condition est automatique. le
nombre de (x′, y′) possibles est donc (|C ′x| − 1)(|C
′
y| − 1) = ((q − 3)/2)
2, ou encore
(q − 2 + sgn(xy))(q − 3)/4. L’assertion (2) en re´sulte.
Un calcul similaire de´montre la relation suivante
(3) le nombre d’e´le´ments de Γ est e´gal a` 2−4t
′
2(q − 1)2t
′
2(q − 3)2t
′
2 .
Pour Γ∗ ∈ Γ, (L1, L2) ∈ L et (Y1, Y2) stablement conjugue´ a` (Y¯1, Y¯2), posons
(4) JΓ∗,L1,L2(Y1, Y2) = 2
1+2βC(n1, η1, n2, η2)
∑
γ1∈Γ∗η1
∑
γ2∈Γ∗η2
σ∗(γ)−1C(γ, L2)
∫
A(γ)
∑
e1∈E1,u1∈U1,e2∈E2,u2∈U2
iˆiso[a
L1 , e1, u1](Y1)ˆiiso[a
L2 , e2, u2](Y2) da
ou`, pour simplifier, on a pose´ γ = πL1,L2(γ1, γ2). En utilisant (2), on obtient l’e´galite´
(5) Jendo(Y¯1, Y¯2, f) = |L|
−1
∑
Y1,Y2
∑
(L1,L2)∈L
∑
Γ∗∈Γ
JΓ∗,L1,L2(Y1, Y2).
Fixons Γ∗ ∈ Γ, (L1, L2) ∈ L et (Y1, Y2) stablement conjugue´ a` (Y¯1, Y¯2). Les fonctions
f1,η1 et f2,η2 qui interviennent dans le lemme 2.2 sont des cas particuliers de notre fonction
f . Conside´rons par exemple le cas de l’indice 1. On passe de f a` f1,η1 en remplac¸ant n,
η, r′, r′′, N ′, N ′′, w′ par n1, η1, t
′
1, t
′′
1, N
′, 0, w′. Le terme correspondant a` w′′ disparaˆıt.
L’inte´grale orbitale J(Y1, f1,η1,iso) est calcule´e par une formule analogue a` celle du lemme
2.4. On peut choisir l’ensemble Γ∗η1 comme analogue de Γ. Puisque t
′
1 = t
′′
1, l’analogue
de Jˆ est vide. Les analogues de E0 et U ne sont autres que les ensembles E1 et U1 de´ja`
introduits. L’analogue de κ0 est trivial. Parce que w′′ disparaˆıt, l’analogue de κU est
trivial. L’analogue de la constante C(r′, r′′) vaut 21−2t
′
1 . On note α(t′1, w
′, η1) l’analogue
de la constante α(r′, r′′, w′, w′′). On a donc
(6) J(Y1, f1,η1,iso) = C(w
′)21−2t
′
1α(t′1, w
′, η1)
∑
γ1∈Γ∗η1
σ(γ1)
∫
A(γ1)
∑
e∈E1,u1∈U1
iˆiso[a1, e1, u1](Y1) da1.
Il faut toutefois faire attention : cette formule n’est valable que si n1 > 0. En effet, si
n1 = 0, le terme de gauche doit disparaˆıtre des calculs qui suivent, autrement dit on
doit conside´rer qu’il vaut 1. Les sommes de droite disparaissent autrement dit valent 1.
Les deux constantes C(w′) et α(t′1, w
′, η1) valent aussi 1. Mais 2
1−t′1 vaut 2 et l’e´galite´
n’est pas ve´rifie´e. Bien suˆr, c’est le produit des constantes pour les indices 1 et 2 qui va
intervenir. La puissance de 2 qui intervient dans ce produit est donc 22−2t
′
1−2t
′
2 si n1 6= 0
et n2 6= 0 et c’est 2
1−2t′1−2t
′
2 sinon. Autrement dit, c’est 21+β+2t
′
1+2t
′
2 .
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Soient γ1 ∈ Γ
∗
η1 , γ2 ∈ Γ
∗
η2 , posons γ = πL1,L2(γ1, γ2). Montrons qu’on a l’e´galite´
(7) d(r′, r′′, γ, L2)σ(γ)σ
∗(γ)−1σ(γ1)
−1σ(γ2)
−1 = C3,
ou`
C3 = sgn(−1)
r(R−r)/2sgn(η̟−valF (η))(R−r)/2sgnCD(w
′)(R−r)/2sgnCD(w
′′)(R−r)/2+valF (η)
(
q − 3
4
)−t
′
2sgn(−1)valF (η2)Bsgn(η2̟
−valF (η2))BsgnCD(w
′′)B.
Rappelons les de´finitions :
d(r′, r′′, γ, L2) = sgn(η̟
−valF (η))(R−r)/2sgnCD(w
′)(R−r)/2sgnCD(w
′′)(R−r)/2+valF (η)
∏
j∈Jˆ
sgn(γj−1γj)
j/2−1sgn(γj−1 − γj))

( ∏
j=R−r+1,...,R
sgn(γj)
(R−r)/2
)
sgn(−1)valF (η2)Bsgn(η2̟
−valF (η2))BsgnCD(w
′′)B;
σ(γ) =

∏
j∈Jˆ
(q − 2 + sgn(γj−1γj))sgn(γj−1γj(γj−1 − γj))


∏
j=R−r+1,...R; j impair
sgn(−γj);
σ∗(γ) = (
q − 3
4
)t
′
2
∏
l∈Jˆ
(q − 2 + sgn(γl−1γl)).
Les formules pour σ(γ1) et σ(γ2) se simplifient puisque t
′
1 = t
′′
1 et t
′
2 = t
′′
2 :
σ(γ1) =
∏
j=1,...,t′1; j impair
sgn(−γ1,j),
σ(γ2) =
∏
j=1,...,t′2; j impair
sgn(−γ2,j).
Les restrictions j impair figurant dans les diffe´rents produits peuvent eˆtre leve´s en
e´le´vant le terme correspondant (qui est un signe) a` la puissance j. Conside´rons l’inter-
vention dans le membre de gauche de (6) d’un terme γj pour j = R − r + 1, ..., R. Il
intervient dans d(r′, r′′, γ, L2) par un facteur sgn(γj)
(R−r)/2 et dans σ(γ) par un fac-
teur sgn(−γj)
j. Puisque γ1,j−(R−r)/2 = γ1,j, il intervient dans σ(γ1) par un facteur
sgn(−γj)
j−(R−r)/2. Le produit de ces contributions est sgn(−1)(R−r)/2. Leur produit sur
tous les j = R − r + 1, ..., R est sgn(−1)r(R−r)/2. Conside´rons maintenant l’interven-
tion des termes γj−1 et γj pour un j ∈ Jˆ . Le terme sgn(γj−1 − γj) intervient dans
d(r′, r′′, γ, L2) et dans σ(γ). Il disparaˆıt. Le terme q − 2 + sgn(γj−1γj intervient dans
σ(γ) et son inverse intervient dans σ∗(γ)−1. Il disparaˆıt. Il intervient sgn(γj−1γj)
j/2−1
dans d(r′, r′′, γ, L2) et sgn(γj−1γj) dans σ(γ). Puisque {γj−1, γj} = {γ1,j/2, γ2,j/2}, il in-
tervient aussi dans σ(γ1)σ(γ2) le terme sgn(γj−1γj)
j/2. Le produit de ces termes vaut 1.
En re´sume´, la contribution des termes de´pendant des γj est sgn(−1)
r(R−r)/2. Outre ce
terme, il reste le produit des constantes. Le tout donne la formule (7).
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Dans la formule (4) interviennent des termes γ, a, aL1 et aL2 . On a vu dans la preuve
de (2) que γL1 = γ1 et γ
L2 = γ2. On voit que, quand a de´crit A(γ), le couple (a
L1, aL2)
de´crit A(γ1)×A(γ2). La formule (4) se re´crit
JΓ∗,L1,L2(Y1, Y2) = 2
1+2βC(n1, η1, n2, η2)
∑
γ1∈Γ∗η1
∑
γ2∈Γ∗η2
σ∗(γ)−1C(γ, L2)
∫
A(γ1)
∑
e1∈E1,u1∈U1
iˆiso[a1, e1, u1](Y1) da1
∫
A(γ2)
∑
e2∈E2,u2∈U2
iˆiso[a2, e2, u2](Y2) da2.
Soient γ1, γ2 et γ intervenant dans cette formule. Rappelons la de´finition
C(γ, L2) = d(r
′, r′′, γ, L2)C(w
′)C(w′′)C(r′, r′′)α(r′, r′′, w′, w′′)σ(γ).
Posons
C4 = 2
β+2t′1+2t
′
2C3C(n1, η1, n2, η2)C(r
′, r′′)α(r′, r′′, w′, w′′)α(t′1, w
′, η1)α(t
′
2, w
′′, η2).
En vertu de (7), on a
21+2βC(n1, η1, n2, η2)σ
∗(γ)−1C(γ, L2) = C42
1+β−2t′1−2t
′
2C(w′)C(w′′)
α(t′1, w
′, η1)α(t
′
2, w
′′, η2)σ(γ1)σ(γ2).
Alors la formule pre´ce´dente devient
JΓ∗,L1,L2(Y1, Y2) = C42
1+β−2t′1−2t
′
2C(w′)C(w′′)α(t′1, w
′, η1)α(t
′
2, w
′′, η2)
∑
γ1∈Γ∗η1
σ(γ1)
∫
A(γ1)
∑
e1∈E1,u1∈U1
iˆiso[a1, e1, u1](Y1) da1
∑
γ2∈Γ∗η2
σ(γ2)
∫
A(γ2)
∑
e2∈E2,u2∈U2
iˆiso[a2, e2, u2](Y2) da2.
Autrement dit, en utilisant (6) et son analogue pour l’indice 2 :
JΓ∗,L1,L2(Y1, Y2) = C4J(Y1, f1,η1,iso)J(Y2, f2,η2,iso).
Cette expression ne de´pend ni de Γ∗, ni de L1 et L2. Reportons cette valeur dans l’e´galite´
(5). La somme en (L1, L2), ponde´re´e par |L|
−1, disparaˆıt. La somme en Γ∗ se transforme
en la multiplication par |Γ|. Enfin, la somme en (L1, L2) remplace les inte´grales orbitales
par leurs versions stables. D’ou`
JΓ∗,L1,L2(Y1, Y2) = C4|Γ|S(Y¯1, f1,η1,iso)S(Y¯2, f2,η2,iso).
Conside´rons le cas de l’indice 1. Le quadruplet (t′1, t
′′
1, N
′, 0) ve´rifie l’hypothe`se du (i) du
the´ore`me 3.20 de [6]. Donc f1 est stable au sens de cette re´fe´rence. On sait de plus que
le nombre de classes de conjugaison dans la classe de conjugaison stable de Y¯1 est e´gal
a` celui des classes de conjugaison dans la classe de conjugaison stable dans gn1,η1,an(F )
correspondant a` celle de Y¯1. D’ou`
S(Y¯1, f1,η1,iso) =
1
2
S(Y¯1, f1,η1).
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Une fois de plus, cette e´galite´ n’est vraie que si n1 6= 0. Si n1 = 0, le terme
1
2
disparaˆıt.
Le produit de ces constantes sur les indices 1 et 2 vaut donc 2−1−β. D’ou` l’e´galite´
JΓ∗,L1,L2(Y1, Y2) = 2
−1−βC4|Γ|S(Y¯1, f1,η1)S(Y¯2, f2,η2).
Ceci e´tant vrai pour tout couple (Y¯1, Y¯2), cela de´montre que
transfertn1,η1,n2,η2(f) = 2
−1−βC4|Γ|f1,η1 ⊗ f2,η2 .
Pour obtenir l’assertion (i) du lemme 2.2, il reste a` de´montrer l’e´galite´
2−1−βC4|Γ| = Cη1,η2.
Il suffit pour cela de reprendre les de´finitions de toutes nos constantes. On laisse ce calcul
pe´nible mais sans myste`re au lecteur. 
3 De´monstration de la proposition 1.2
3.1 Descente du facteur de transfert
On revient a` nos deux groupes Giso et Gan du paragraphe 1. On dit qu’un e´le´ment
u ∈ G♯(F ) est topologiquement unipotent si ses valeurs propres, qui appartiennent a` une
certaine extension finie F ′ de F , sont congrues a` 1 modulo l’ide´al maximal de l’anneau
des entiers de F ′. L’application E : X 7→ E(X) = (1 +X/2)(1−X/2) est une bijection
entre l’ensemble des e´le´ments X ∈ g♯(F ) topologiquement nilpotents et l’ensemble des
e´le´ments topologiquement unipotents de G♯(F ).
Soit ♯ = iso ou an et soit x ∈ G♯(F ) un e´le´ment elliptique et fortement re´gulier. On
peut de´composer x en un unique produit x = su, ou` s et u commutent entre eux, s est
un e´le´ment dont toutes les valeurs propres sont des racines de l’unite´ d’ordre premier a` p
et u est topologiquement unipotent. Au lieu de u, on conside`re plutoˆt l’e´le´ment topologi-
quement nilpotent de X ∈ g♯(F ) tel que u = E(X). On e´crit donc x = sE(X). Parmi les
valeurs propres de s, on distingue le nombre 1 qui intervient avec une multiplicite´ impaire
note´e 1 + 2n+ et le nombre −1 qui intervient avec une multiplicite´ paire note´e 2n− (qui
peut eˆtre nulle). On note V+ et V− les espaces propres associe´s, Q+ et Q− les restrictions
de Q♯ a` ces espaces et on pose η+ = η(Q+) et η− = η(Q−). On note G+ = SO(Q+),
G− = SO(Q−). Le groupe de Galois Gal(F¯ /F ) agit sur l’ensemble des valeurs propres de
s diffe´rentes de ±1, en pre´servant leurs multiplicite´s. Notons I l’ensemble des orbites. Soit
i ∈ I, fixons un e´le´ment si de cette orbite et notons di sa multiplicite´. Posons Ei = F [si].
C’est une extension non ramifie´e de F . Parce que s appartient a` un groupe orthogonal,
il existe une sous-extension E♮i de F telle que [Ei : E
♮
i ] = 2 et que normeEi/E♮i
(si) = 1.
Notons Vi la somme des espaces propres associe´s a` des valeurs propres conjugue´es de si et
notons s|Vi la restriction de s a` cet espace. L’alge`bre F [s|Vi] s’identifie a` Ei par s|Vi 7→ si.
Puisque Vi est naturellement un F [s|Vi]-module, il devient un Ei-espace vectoriel, dont
la dimension est di. On montre qu’il existe une unique forme hermitienne non de´ge´ne´re´e
Qi sur Vi (relative a` l’extension Ei/E
♮
i ) de sorte que, pour tout v, v
′ ∈ Vi, on ait l’e´galite´
Q♯(v, v
′) = [Ei : F ]
−1traceEi/F (Qi(v, v
′)).
31
Notons Gi le groupe unitaire de Qi. La composante neutre Gs du commutant de s
dans G♯ est le groupe
G+ ×G− ×
∏
i∈I
Gi.
On a X ∈ gs(F ). C’est un e´le´ment elliptique re´gulier.
Remarques. (1) La condition d’ellipticite´ empeˆche le couple (n−, η−) d’eˆtre e´gal a`
(1, 1).
(2) Fixons un e´le´ment ξ ∈ o×−o×2. Pour i ∈ I, notons Q♯,|Vi la restriction de Q♯ a` Vi.
On calcule facilement η(Q♯,|Vi) = ξ
di. Parce que l’on a suppose´ η(Q♯) = 1, on en de´duit
l’e´galite´
η+η−ξ
d = 1,
ou` d =
∑
i∈I di.
Si on e´crit X = (X+, X−, (Xi)i∈I), on de´finit la classe totale de conjugaison stable
de X+, X− et Xi pour i ∈ I de la meˆme fac¸on qu’en 1.2. On de´finit la classe totale de
conjugaison stable de X comme le produit de ces classes.
Conside´rons maintenant un e´le´ment x′ dans la classe totale de conjugaison stable de
x. Il se de´compose en x′ = s′E(X ′). Les donne´es n+, η+, n−, η−, I et di ne changent pas
quand on remplace s par s′. Les formes Q+, Q− et Qi pour i ∈ I peuvent changer. Par
exemple, soit Q′+ la forme remplac¸ant Q+. Ou bien Q
′
+ est isomorphe a` Q+, ou bien le
couple (Q′+, Q+) est e´gal, a` l’ordre pre`s, a` l’un de nos couples (Qiso, Qan) du paragraphe
2.1. On voit qu’a` la classe de conjugaison stable de X dans gs(F ) correspond une classe
de conjugaison stable dans gs′(F ). L’e´le´ment X
′ appartient a` cette classe, autrement dit,
X ′ appartient a` la classe totale de conjugaison stable de X . Plus pre´cise´ment, l’applica-
tion x′ 7→ X ′ se quotiente en une bijection entre l’ensemble des classes de conjugaison
contenues dans la classe totale de conjugaison stable de x et l’ensemble des classes de
conjugaison contenues dans la classe totale de conjugaison stable de X .
Comme on vient de le dire, Q+ est l’une des formes Qiso ou Qan de 2.1. Posons
sgn∗(X+) = 1 si c’est Qiso et sgn
∗(X+) = −1 si c’est Qan. On de´finit de meˆme sgn
∗(X−)
et sgn∗(Xi) pour i ∈ I. On pose
sgn∗(X) = sgn∗(X+)sgn
∗(X−)
∏
i∈I
sgn∗(Xi).
On rappelle que, pour notre indice ♯ fixe´ plus haut, on a de´fini sgn♯ = 1 si ♯ = iso et
sgn♯ = −1 si ♯ = an. Montrons que
(3) on a l’e´galite´
sgn♯ = (−1)
d valF (η−)sgn∗(X).
Preuve. Dans chacun de nos espaces V+, V− et Vi pour i ∈ I, on fixe un re´seau presque
autodual (cf. [11] 1.1) que l’on note L+, L− et Li. On note L la somme directe de ces
re´seaux. C’est un re´seau presque autodual de V♯. On pose l
′′
+ = L
∗
+/L+ et on de´finit
de meˆme l′′−,l
′′
i et l
′′. Chacun de ces espaces est muni d’une forme quadratique dont on
note les de´terminants normalise´s η′′+, η
′′
−, η
′′
i et η
′′ (rappelons que par exemple η′′ est le
produit du de´terminant habituel par (−1)[dimFq (l
′′)/2]). Par de´finition de V♯, la dimension
de l′′ sur Fq est paire et on a sgn♯ = sgn(η
′′). On ve´rifie facilement que, pour i ∈ I,
la dimension de l′′i est paire. D’apre`s la de´finition de [11] 1.1, on a sgn
∗(Xi) = sgn(η
′′
i ).
Supposons valF (η+) paire. Le terme valF (η−) est e´galement pair d’apre`s (2). Alors les
dimensions de l′′+ et l
′′
− sont paires et on a sgn
∗(X+) = sgn(η
′′
+), sgn
∗(X−) = sgn(η
′′
−).
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Le de´terminant non normalise´ de la forme sur l′′ est le produit des de´terminants non
normalise´s des formes sur l′′+, l
′′
− et l
′′
i pour i ∈ I. Puisque toutes les dimensions sont
paires, il en est de meˆme des de´terminants normalise´s : on a η′′ = η′′+η
′′
−
∏
i∈I η
′′
i . Avec les
formules ci-dessus, on obtient
sgn♯ = sgn
∗(X)
ce qui co¨ıncide avec (3) puisque valF (η−) est paire. Supposons maintenant valF (η+)
impaire, donc aussi valF (η−) impaire. Alors les dimensions de l
′′
+ et l
′′
− sont impaires.
D’apre`s les de´finitions de [11] 1.1, on a sgn∗(X+) = sgn(η
′
+) et sgn
∗(X−) = sgn(η
′
−),
ou` η′+ et η
′
− sont les de´terminants normalise´s des formes quadratiques sur L+/̟L
∗
+ et
L−/̟L
∗
−. Parce que la dimension de V+ est impaire et que celle de V− est paire, on a
η′+η
′′
+ = η+̟
−valF (η+) et η′−η
′′
− = −η−̟
−valF (η−). Parce que l′′+ et l
′′
− sont de dimension
impaire, on voit qu’il se glisse un signe − dans le produit des de´terminants normalise´s.
C’est-a`-dire η′′ = −η′′+η
′′
−
∏
i∈I η
′′
i . D’ou`
η′′ = η+η−̟
−valF (η+)−valF (η−)η′+η
′
−
∏
i∈I
η′′i .
La somme valF (η+) + valF (η−) est nulle d’apre`s (2). Avec les formules ci-dessus, on
obtient
sgn♯ = sgn(η+η−)sgn
∗(X).
Mais sgn(η+η−) = (−1)
d d’apre`s (2). D’ou` encore l’e´galite´ (3) puisque valF (η−) est
impaire. 
Soit (n1, n2) ∈ D(n), auquel est associe´e une donne´e endoscopique de Giso et Gan,
dont le groupe endoscopique est Gn1,iso × Gn2,iso. Soit (x1, x2) ∈ Gn1,iso(F )× Gn2,iso(F )
un couple n-re´gulier forme´ d’e´le´ments elliptiques. Pour ♯ = iso ou an, soit x ∈ G♯(F ) un
e´le´ment de la classe totale de conjugaison stable correspondant a` (x1, x2). On lui associe
les donne´es η+, n+, η− etc... comme ci-dessus. Pour j = 1, 2, on pose xj = sjE(Xj).
On adopte la notation Xj plutoˆt que Xj pour une raison qui apparaˆıtra plus loin. On
de´finit de meˆme les donne´es ηj,+, nj,+, ηj,− etc... On ve´rifie que n+ = n1,+ + n2,+,
η+ = η1,+η2,+, n− = n1,− + n2,−, η− = η1,−η2,−, que I = I1 ∪ I2 et que, pour i ∈ I,
di = d1,i + d2,i (avec dj,i = 0 si i 6∈ Ij). Le couple (n1,+, n2,+), resp. le quadruplet
(n1,−, η1,−, n2,−, η2,−), resp. le couple (d1,i, d2,i) pour i ∈ I, de´finit une donne´e endosco-
pique de G+, resp. G−, Gi. Avec les de´finitions que l’on a donne´es, le couple (X1,+, X2,+)
(par exemple) n’a pas de raison d’appartenir au groupe endoscopique associe´ a` (n1,+, n2,+)
car ce dernier est Gn1,+,iso×Gn2,+,iso tandis que (X1,+, X2,+) appartient a` un certain pro-
duit Gn1,+,♯1,+(F ) × Gn2,+,♯2,+(F ). Mais seule la classe totale de conjugaison stable de
(X1,+, X2,+) interviendra dans la suite et on peut fixer un e´le´ment (X1,+, X2,+) de cette
classe qui appartient a` Gn1,+,iso(F ) × Gn2,+,iso(F ). On de´finit de meˆme (X1,−, X2,−) et
(X1,i, X2,i) pour i ∈ I. On pose X1 = X1,+ ⊕X1,− ⊕⊕i∈IX1,i et on de´finit de meˆme X2.
On dispose d’un facteur de transfert ∆((x1, x2), x) associe´ a` la donne´e endoscopique
de´finie par (n1, n2). On dispose d’un facteur de transfert, que nous noterons simplement
∆+((X1,+, X2,+), X+) associe´ a` la donne´e endoscopique de´finie par (n1,+, n2,+) et, de
meˆme, de facteurs de transfert ∆−((X1,−, X2,−), X−) et ∆i((X1,i, X2,i), Xi). Ces trois
derniers facteurs sont normalise´s comme dans les paragraphes 2.1, 2.2 et 2.3. On pose
∆((X1, X2), X) = ∆+((X1,+, X2,+), X+)∆−((X1,−, X2,−), X−)
∏
i∈I
∆i((X1,i, X2,i), Xi)
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et
d2 =
∑
i∈I2
d2,i.
Lemme. On a l’e´galite´
∆((x1, x2), x) = (−1)
d2valF (η−)∆((X1, X2), X).
Preuve. Notons K+ l’ensemble des orbites de l’action de Gal(F¯ /F ) dans l’ensemble
des valeurs propres de X+ diffe´rentes de 0 (la valeur propre 0 intervient avec multiplicite´
1),K− l’ensemble des orbites de l’action deGal(F¯ /F ) dans l’ensemble des valeurs propres
de X− et, pour i ∈ I, Ki l’ensemble des orbites de l’action de Gal(F¯ /Ei) dans l’ensemble
des valeurs propres de Xi, vu comme un endomorphisme Ei-line´aire de Vi. Pour k ∈ K+,
resp. k ∈ K−, k ∈ Ki, on fixe Ξk ∈ k. On pose E(Ξk) = (1 + Ξk/2)(1 − Ξk/2)
−1.
Pour k ∈ K+ ∪K−, on pose Fk = F [Ξk]. Il existe une sous-extension F
♮
k de F telle que
[Fk : F
♮
k ] = 2 et que traceFk/F ♮k
(Ξk) = 0. Pour i ∈ I et k ∈ Ki, on pose Fk = Ei[Ξk]. Il
existe une extension F ♮k de E
♮
i de sorte que Fk soit le compose´ des extensions Ei et F
♮
k
de E♮i et que traceFk/F ♮k
(Ξk) = 0. On note K l’union disjointe de K+, K− et des Ki pour
i ∈ I. L’ensemble des valeurs propres de x diffe´rentes de 1 est l’ensemble des conjugue´s
par Gal(F¯ /F ) des e´le´ments
ξk = E(Ξk) pour k ∈ K+ ; ξk = −E(Ξk) pour k ∈ K− ; ξk = siE(Ξk) pour i ∈ I et
k ∈ Ki.
Pour k ∈ K, notons Vk la somme des espaces propres de x associe´s a` des conjugue´s
de ξk. On peut identifier Vk a` Fk de sorte que l’action de x dans Vk s’identifie a` la
multiplication par ξk. Il existe un e´le´ment ck ∈ F
♮
k de sorte que la restriction de Q♯ a` Vk
s’identifie a` la forme quadratique
(v, v′) 7→ [Fk : F ]
−1traceFk/F (ckτk(v
′)v)
sur Fk, ou` τk est l’e´le´ment non trivial de Gal(Fk/F
♮
k). Seule compte la classe de ck modulo
les normes de l’extension Fk/F
♮
k . On note sgnk le caracte`re quadratique de F
♮,×
k associe´
a` cette extension. On note Pk le polynoˆme caracte´ristique de ξk sur F . On note P le
produit de ces polynoˆmes. Pour tout polynoˆme R, on note R′ son polynoˆme de´rive´. On
pose
Ck = (−1)
n+12[Fk : F ]ckP
′(ξk)P (−1)ξ
1−n
k (1 + ξk)(ξk − 1)
−1.
On de´finit K1 et K2 comme on a de´fini K. L’ensemble K est l’union disjointe de K1
et K2. L’union est disjointe car (x1, x2) est n-re´gulier. D’apre`s [7] proposition 1.10, on a
l’e´galite´
(4) ∆((x1, x2), x) =
∏
k∈K2
sgnk(Ck).
Remarque. Dans la formule de [7] de´finissant Ck, il n’y a pas le facteur [Fk : F ].
Mais le terme ck y est de´fini diffe´remment : c’est notre ck multiplie´ par [Fk : F ]
−1.
Pour k ∈ K+ ∪K−, on note Pk le polynoˆme caracte´ristique de Ξk sur F . On pose
Ck = (−1)
n+η+[Fk : F ]ckΞkP
′
k(Ξk)
∏
k′∈K+,k′ 6=k
Pk′(Ξk), si k ∈ K+ ;
Ck = (−1)
n−η−[Fk : F ]ckΞ
−1
k P
′
k(Ξk)
∏
k′∈K−,k′ 6=k
Pk′(Ξk), si k ∈ K−.
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Pour i ∈ I et k ∈ Ki, on note Pi,k le polynoˆme caracte´ristique de Ξk sur Ei. On
fixe un e´le´ment ηi ∈ Ei qui est une unite´ et ve´rifie τi(ηi) = (−1)
di+1ηi, ou` τi est l’unique
e´le´ment non trivial de Gal(Ei/E
♮
i ). On pose
Ck = ηi[Fk : Ei]ckP
′
i,k(Ξk)
∏
k′∈Ki,k′ 6=k
Pi,k′(Ξk).
D’apre`s [9] lemme X.7, on a l’e´galite´
(5) ∆((X1, X2), X) =
∏
k∈K2
sgnk(Ck).
On va de´montrer les proprie´te´s suivantes :
(6) pour k ∈ K+ ∪K−, sgnk(Ck) = sgnk(Ck) ;
(7) pour i ∈ I et k ∈ Ki, sgnk(Ck) = (−1)
[Fk:Ei]valF (η−)sgnk(Ck).
En les admettant, on voit que le rapport entre les membres de droite de (4) et (5)
est (−1)D valF (η−), ou` D =
∑
i∈I
∑
k∈Ki∩K2
[Fk : Ei]. La somme inte´rieure en k vaut d2,i,
donc D = d2. Alors les e´galite´s (4) et (5) impliquent celle de l’e´nonce´.
Pour de´montrer (6) et (7), on a besoin de quelques ingre´dients. Soit Z ∈ F¯ et(
a b
c d
)
∈ GL(2;F ). Supposons cZ + d 6= 0 et posons z = az+b
cz+d
. Notons Pz(T ) et
PZ(T ) les polynoˆmes caracte´ristiques de z et Z et notons m leur degre´. Alors on a les
e´galite´s
(8) (cT + d)mPz(
aT + b
cT + d
) = cmPz(
a
c
)PZ(T );
(9) (ad− bc)(cZ + d)m−2P ′z(z) = c
mPz(
a
c
)P ′Z(T ).
Cf. [3] lemme 7.4.1. D’autre part, pour k ∈ K, on calcule facilement le de´terminant non
normalise´ detk ∈ F
×/F×2 de la forme quadratique de´finie plus haut sur Vk : on a
(10) detk = normeFk/F (Ξk).
Fixons une extension galoisienne finie F ′ de F contenant tous les corps Fk. Notons o
′
1
le groupe multiplicatif des unite´s de F ′ congrues a` 1 modulo l’ide´al maximal p′ de l’anneau
des entiers de F ′. Pour k ∈ K+ ∪K−, introduisons la relation d’e´quivalence dans F
′× :
x ≡k y si et seulement s’il existe x
′ ∈ o′1 et y
′ ∈ F×k tels que xy
−1 = x′ normeFk/F ♮k
(y′).
On peut remplacer la relation (6) par
(11) pour k ∈ K+ ∪K−, Ck ≡k Ck.
En effet, si cette relation est ve´rifie´e, il existe x ∈ o′1 et y ∈ F
×
k tels que Ck =
xnormeFk/F ♮k
(y)Ck. On sait que les termes Ck et Ck appartiennent a` F
♮,×
k . Donc x ∈ o
′
1∩
F ♮,×k . Parce que p est grand, le caracte`re sgnk est mode´re´ment ramifie´, donc sgnk(x) = 1.
On a aussi sgnk(normeFk/F ♮k
(y)) = 1. L’e´galite´ sgnk(Ck) = sgnk(Ck) s’ensuit.
Soit k ∈ K+. Pour k
′ ∈ K− ou k
′ ∈ Ki pour i ∈ I, la contribution de k
′ a` Ck
est Pk′(ξk)Pk′(−1). On a ξk ∈ o
′
1 tandis que les racines de Pk′ n’appartiennent pas a`
ce groupe. On en de´duit Pk′(ξk) ≡k Pk′(1) ≡k Pk′(1)
−1. Le produit Pk′(1)
−1Pk′(−1) est
e´gal a` normeFk′/F (1 − ξk′)
−1(−1 − ξk′). Parce que normeFk′/F
♮
k′
(ξk′) = 1, on voit que
(1− ξk′)
−1(−1− ξk′) est un e´le´ment de Fk′ dont la trace dans F
♮
k′ est nulle. Il existe donc
x ∈ F ♮,×k′ tel que (1− ξk′)
−1(−1 − ξk′) = xΞk′ . D’apre`s (10), on a donc
Pk′(1)
−1Pk′(−1) ≡k normeFk′/F (x)detk′ ≡k normeF ♮
k′
/F (x)
2detk′ ≡k detk′.
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Remarque. Le terme detk′ n’est de´fini que modulo F
×2. Disons qu’on en choisit un
repre´sentant dans F×. La classe d’e´quivalence de ce repre´sentant pour la relation ≡k est
bien de´finie.
Soit k′ ∈ K+ avec k
′ 6= k. La contribution de k′ a` Ck est Pk′(ξk)Pk′(−1). On utilise
(8) avec
(
a b
c d
)
=
(
−1
2
1
−1
2
1
)
, Z = Ξk′ et T = Ξk. L’entier m = [Fk′ : F ] est pair.
De plus, Ξk ∈ p
′, donc cΞk + d ∈ o
′
1. On obtient Pk′(ξk) ≡k Pk′(−1)Pk′(Ξk). D’ou`
Pk′(ξk)Pk′(−1) ≡k Pk′(Ξk).
Un calcul analogue s’applique au terme P ′k(ξk)Pk(−1), en utilisant cette fois la relation
(9). On obtient
P ′k(ξk)Pk(−1) ≡k P
′
k(Ξk).
Evidemment ξ1−nk ≡k 1 et 1 + ξk ≡k 2. On calcule
(ξk − 1)
−1 = (1− Ξk/2)Ξ
−1
k ≡k Ξ
−1
k = −Ξk(−Ξ
2
k)
−1 = −ΞknormeFk/F ♮k
(Ξk)
−1 ≡k −Ξk.
En rassemblant ces calculs, on obtient
Ck ≡k (−1)
n+n+η+(
∏
k′
detk′)Ck,
ou` le produit porte sur les k′ ∈ K− et k
′ ∈ Ki pour i ∈ I. Le produit des detk′ sur ces k
′
est le de´terminant de la restriction de Q♯ a` la somme de V− et des Vi pour i ∈ I. Il est
e´gal au de´terminant de Q♯ divise´ par le de´terminant de la restriction de Q♯ a` V+. On a
fixe´ le de´terminant de Q♯ en [11] 1.1 : c’est (−1)
n. Celui de la restriction de Q♯ a` V+ est
(−1)n+η+. L’e´quivalence ci-dessus entraˆıne alors (11).
Soit k ∈ K−. Pour k
′ ∈ K+ ou k
′ ∈ Ki pour i ∈ I, la contribution de k
′ a` Ck est
Pk′(ξk)Pk′(−1). On a ξk ∈ −o
′
1 et les racines de Pk′ ne sont pas congrues a` −1 modulo
p′. Donc Pk′(ξk) ≡k Pk′(−1), puis
Pk′(ξk)Pk′(−1) ≡k Pk′(−1)
2 ≡k 1.
Pour k′ ∈ K− avec k
′ 6= k, la contribution de k′ a` Ck est Pk′(ξk)Pk′(−1). On utilise
(8) avec
(
a b
c d
)
=
(
−1
2
−1
−1
2
1
)
, Z = Ξk′ et T = Ξk. De nouveau, m est pair et
cΞk + d ≡k 1. D’ou` Pk′(ξk) ≡k Pk′(1)Pk′(Ξk). Comme plus haut, on a
Pk′(1)Pk′(−1) ≡k Pk′(1)
−1Pk′(1) ≡k detk′.
D’ou`
Pk′(ξk)Pk′(−1) ≡k detk′Pk′(Ξk).
Un meˆme calcul s’applique au terme P ′k(ξk)Pk(−1), en utilisant cette fois la relation (9).
Ici se glisse le de´terminant ad− bc qui vaut −1. D’ou`
P ′k(ξk)Pk(−1) ≡k detkP
′
k(Ξk).
Evidemment ξ1−nk ≡k (−1)
n−1 et (ξk − 1)
−1 ≡k −2. On a
1 + ξk = −
Ξk
1 − Ξk
2
≡k −Ξk ≡k −ΞknormeFk/F ♮k
(Ξk)
−1 ≡k Ξ
−1
k .
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En rassemblant ces calculs, on obtient
Ck ≡k (−1)
n−η−(
∏
k′∈K−
detk′)Ck.
Le produit intervenant ici est le de´terminant de la restriction de Q♯ a` V−, c’est-a`-dire
(−1)n−η−. D’ou` encore (11).
Soient i ∈ I et k ∈ Ki. Cette fois, on de´finit dans F
′× l’e´quivalence x ≡k y si et
seulement s’il existe x′ ∈ F×k tel que xy
−1normeFk/F ♮k
(x′) soit une unite´. Soit k′ ∈ K+ ou
k′ ∈ Ki′ pour un i
′ ∈ I avec i′ 6= i. Les racines du polynoˆme Pk′ ne sont congrues ni a`
−1, ni a` ξk modulo p
′. On en de´duit Pk′(ξk)Pk′(−1) ≡k 1. Soit k
′ ∈ K−. On a
Pk′(ξk)Pk′(−1) = Pk′(ξk)Pk′(1)Pk′(1)
−1Pk′(−1).
On a encore Pk′(ξk)Pk′(1) ≡k 1 et, par un calcul de´ja` fait, Pk′(1)
−1Pk′(−1) ≡k detk′. Soit
k′ ∈ Ki avec k
′ 6= k. Comme pre´ce´demment, Pk′(−1) ≡k 1. On a
Pk′(ξk) =
∏
σ∈Gal(Fk′/F )
(ξk − σ(ξk′)).
Pour σ ∈ Gal(Fk′/F ), ξk − σ(ξk′) est congru modulo p
′ a` si − σ(si). Si σ 6∈ Gal(Fk/Ei),
ce terme est une unite´. Si σ ∈ Gal(Fk/Ei), on a ξk − σ(ξk′) = si(E(Ξk) − σ(E(Ξk′))).
Notons Pi,k′ le polynoˆme caracte´ristique de E(Ξk′) sur Ei. On obtient
Pk′(ξk)Pk′(−1) ≡k Pi,k′(E(Ξk)).
On calcule ce terme graˆce a` (8) ou` l’on remplace le corps F par Ei. On prend
(
a b
c d
)
=(
1
2
1
−1
2
1
)
, Z = Ξk′, T = Ξk. On obtient
Pi,k′(E(Ξk)) ≡k Pi,k′(−1)Pi,k′(Ξk) ≡k Pi,k′(Ξk),
d’ou`
Pk′(ξk)Pk′(−1) ≡k Pi,k′(Ξk).
Un meˆme calcul s’applique a` P ′k(ξk)Pk(−1), en utilisant cette fois la relation (9). D’ou`
P ′k(ξk)Pk(−1) ≡k P
′
i,k(Ξk).
Evidemment (−1)n+12ξ1−nk (1 + ξk)(ξk − 1)
−1 ≡k 1 et ηi ≡k 1 (tous les termes sont des
unite´s). En rassemblant ces calculs, on obtient
Ck ≡k (
∏
k∈K−
detk)Ck.
Le produit intervenant ici vaut (−1)n−η− (comme plus haut, on fixe ici un repre´sentant de
η− dans F×). Il existe donc x ∈ F×k et une unite´ y de F
′× tels que Ck = y normeFk/F ♮k
(x)η−Ck.
Ne´cessairement, y appartient a` F ♮,×k . L’extension Fk/F
♮
k est non ramifie´e puisque Fk est
le compose´ de Ei et de F
♮
k sur E
♮
i . Donc sgnk(y) = 1, puis sgnk(Ck) = sgnk(η−)sgnk(Ck).
Notons valF ♮k
la valuation usuelle de F ♮k . On a sgnk(x) = (−1)
val
F
♮
k
(x)
pour tout x ∈ F ♮,×k .
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En notant e(F ♮k/F ) l’indice de ramification de l’extension F
♮
k/F , on a valF ♮
k
(η−) =
e(F ♮k/F )valF (η−). Puisque E
♮
i/F est non ramifie´e, on a
e(F ♮k/F ) = e(F
♮
k/E
♮
i ) = [F
♮
k : E
♮
i ]f(F
♮
k/E
♮
i )
−1 = [Fk : Ei]f(F
♮
k/E
♮
i )
−1,
ou` f(F ♮k/E
♮
i ) est le degre´ de l’extension re´siduelle. Mais Ei est l’unique extension quadra-
tique non ramifie´e de E♮i et elle n’est pas contenue dans F
♮
k puisque Fk est compose´ de
Ei et de F
♮
k . Donc f(F
♮
k/E
♮
i ) est impair et e(F
♮
k/F ) est de la meˆme parite´ que [Fk : Ei].
D’ou`
sgnk(η−) = (−1)
e(F ♮k/F )valF (η−) = (−1)[Fk:Ei]valF (η−).
D’ou` l’e´galite´ (7), ce qui ache`ve la de´monstration. 
3.2 Calcul d’inte´grales orbitales
Fixons (r′, r′′, N ′, N ′′) ∈ Γ, w′ ∈ WN ′ et w
′′ ∈ WN ′′ . Comme en 2.1, on note ϕw′ et
ϕw′′ les fonctions caracte´ristiques des classes de conjugaison de w
′ et w′′. On suppose que
ces classes sont parame´tre´es par des couples de partitions de la forme (∅, β ′) et (∅, β ′′).
On pose f = Ψ ◦ k ◦ ρι(ϕw′ ⊗ϕw′′), cf. 1.2. On de´finit un couple d’entiers (r
′
+, r
′
−) par les
e´galite´s
(r′+, r
′
−) = (r
′ + 1, r′), si r′ ≡ r′′ mod 2Z ;
(r′+, r
′
−) = (r
′, r′ + 1), si r′ 6≡ r′′ mod 2Z.
Soit ♯ = iso ou an et soit x ∈ G♯(F ) un e´le´ment elliptique fortement re´gulier. On
l’e´crit x = sE(X) et on associe a` s les donne´es du paragraphe pre´ce´dent. En particulier,
on a
Gs = G+ ×G− ×
∏
i∈I
Gi.
On conside`re les hypothe`ses
(1)(a) valF (η−) ≡ r
′′ mod 2Z ;
(1)(b) 2n+ + 1 ≥ r
′2
+ + r
′′2, 2n− ≥ r
′2
− + r
′′2.
Remarquons que, d’apre`s 3.1(2), la condition (1)(a) e´quivaut a` valF (η+) ≡ r
′′ mod 2Z.
Supposons ve´rifie´es ces conditions (1)(a) et (b). On pose
N+ = n+ − (r
′2
+ + r
′′2 − 1)/2, N− = n− − (r
′2
− + r
′′2)/2.
Notons D l’ensemble des familles d = (N ′+, N
′
−, N
′′
+, N
′′
−, (d
′
i, d
′′
i )i∈I) d’entiers positifs ou
nuls ve´rifiant les conditions
N ′+ +N
′′
+ = N+, N
′
− +N
′′
− = N−
;
d′i + d
′′
i = di pour tout i ∈ I ;
N ′+ +N
′
− +
∑
i∈I d
′
ifi = N
′, N ′′+ +N
′′
− +
∑
i∈I d
′′
i fi = N
′′,
ou` on a pose´ fi = [E
♮
i : F ]. Pour une telle famille, posons
W ′(d) = WN ′+ ×WN ′− ×
∏
i∈I
Sd′i .
Conside´rons l’ensemble des e´le´ments v′ = (v′+, v
′
−, (v
′
i)i∈I) ∈ W
′(d) ve´rifiant les condi-
tions suivantes :
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les classes de conjugaison de v′+ et v
′
− sont parame´tre´es par des couples de partitions
(∅, β ′+) et (∅, β
′
−) ;
pour i ∈ I, la classe de conjugaison de v′i est parame´tre´e par une partition β
′
i dont
tous les termes non nuls sont impairs ; on note fiβ
′
i la partition dont les termes sont ceux
de β ′i multiplie´s par fi ;
β ′ = β ′+ ∪ β
′
− ∪
⋃
i∈I fiβ
′
i.
Cet ensemble est re´union de classes de conjugaison par W ′(d) et on fixe un ensemble
de repre´sentants V ′(d) de ces classes. Remarquons que
(2) pour v′ = (v′+, v
′
−, (vi)i∈I) ∈ W
′(d), on a l’e´galite´
sgnCD(w
′) = sgnCD(v
′
+)sgnCD(v
′
−)(−1)
∑
i∈I d
′
i .
En effet, sgnCD(w
′) = (−1)l(β
′), ou` l(β ′) est le nombre de termes non nuls de β ′. On
a l(β ′) = l(β ′+) + l(β
′
−) +
∑
i∈I l(β
′
i). Pour i ∈ I, β
′
i est une partition de d
′
i dont tous les
termes non nuls sont impairs. Donc l(β ′i) ≡ d
′
i mod 2Z. L’assertion (2) en re´sulte.
On pose les meˆmes de´finitions en remplac¸ant les exposants ′ par ′′. On pose V(d) =
V ′(d)× V ′′(d).
Soient d = (N ′+, N
′
−, N
′′
+, N
′′
−, (d
′
i, d
′′
i )i∈I) ∈ D et v = (v
′
+, v
′
−, (v
′
i)i∈I ; v
′′
+, v
′′
−, (v
′′
i )i∈I) ∈
V(d). Supposons n+ ≥ 1. Appliquons la construction de 2.1 a` l’entier n+, a` l’e´le´ment η+ et
au quadruplet (r′+, |r
′′|, N ′+, N
′′
+). Les hypothe`ses de ce paragraphe sont ve´rifie´es d’apre`s
(1)(a). On de´finit deux fonctions f 0+ = Q
Lie
r′+,|r
′′| ◦ρ
∗
N+
◦ ιN ′+,N ′′+(ϕv′+⊗ϕv′′+) et f
1
+ = Q
Lie
r′+,|r
′′| ◦
ρ∗N+ ◦ ιN ′′+,N ′+(ϕv′′+ ⊗ ϕv′+). Elles vivent sur deux alge`bres de Lie dont l’une est l’age`bre
de Lie g+ de la premie`re composante G+ de Gs. En particulier les inte´grales orbitales
J(X+, f
0
+) et J(X+, f
1
+) sont bien de´finies. Supposons n− ≥ 1. On applique cette fois la
construction de 2.2 et on de´finit deux fonctions f 0− = Q
Lie
r′
−
,|r′′| ◦ρ
∗
N−
◦ ιN ′
−
,N ′′
−
(ϕv′
−
⊗ϕv′′
−
) et
f 1− = Q
Lie
r′
−
,|r′′| ◦ ρ
∗
N−
◦ ιN ′′
−
,N ′
−
(ϕv′′
−
⊗ ϕv′
−
). Les inte´grales orbitales J(X−, f
0
−) et J(X−, f
1
−)
sont bien de´finies. Enfin, pour i ∈ I on utilise les constructions de 2.3. On de´finit les
fonctions f 0i = Q(d
′
i, d
′′
i )
Lie◦ρ∗i ◦ιd′i,d′′i (ϕv′i⊗ϕv′′i ) et f
1
i = Q(d
′
i, d
′′
i )
Lie◦ρ∗i ◦ιd′′i ,d′i(ϕv′′i ⊗ϕv′i).
Les inte´grales orbitales J(Xi, f
0
i ) et J(Xi, f
1
i ) sont bien de´finies. On pose f
0[d,v] =
f 0+ ⊗ f
0
− ⊗⊗i∈If
0
i et
J(X, f 0[d,v]) = J(X+, f
0
+)J(X−, f
0
−)
∏
i∈I
J(Xi, f
0
i ).
Dans ces formules, les termes indexe´s par + ou − disparaissent si n+ = 0 ou n− = 0. On
de´finit de meˆme f 1[d,v] et J(X, f 1[d,v]). On pose
b = 0 si r′′ > 0 ou si r′′ = 0 et r′ est pair ;
b = 1 si r′′ < 0 ou si r′′ = 0 et r′ est impair.
Posons
c(r′, r′′) = (−1)n+r
′′
sgn(−1)(r
′2−r′)/2+(r
′′2−|r′′|)/2,
c♯(r
′, r′′, w′, w′′) =


1, si 0 < r′′ ≤ r′ ou r′′ = 0 et r′ est pair,
sgnCD(w
′′), si r′ < r′′,
sgn♯ si − r
′ ≤ r′′ < 0 ou r′′ = 0 et r′ est impair,
sgn♯sgnCD(w
′), si r′′ < −r′.
Proposition. (i) Si les hypothe`ses (1)(a) et (1)(b) ne sont pas ve´rifie´es, J(x, f) = 0.
(ii) Supposons ces hypothe`ses ve´rifie´es. Alors on a l’e´galite´
J(x, f) = c(r′, r′′)c♯(r
′, r′′, w′, w′′)
∑
d∈D
∑
v∈V(d)
J(X, f b[d,v]).
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C’est la proposition 3.19 de [6].
3.3 De´monstration du (ii) de la proposition 1.2
On conserve les donne´es (r′, r′′, N ′, N ′′) ∈ Γ, w′ ∈ WN ′ et w
′′ ∈ WN ′′. On de´finit f
comme dans le paragraphe pre´ce´dent.
Soit (n1, n2) ∈ D(n), auquel est associe´ une donne´e endoscopique de Giso et Gan dont
le groupe endoscopique est Gn1,iso × Gn2,iso. Soit (x1, x2) ∈ Gn1,iso(F ) × Gn2,iso(F ) un
couple n-re´gulier forme´ d’e´le´ments elliptiques. On lui associe les donne´es du paragraphe
3.1 : n1,+, η1,+ etc... A un e´le´ment quelconque de la classe totale de conjugaison stable
dans Giso(F ) ∪Gan(F ) correspondant a` (x1, x2) sont aussi associe´es des donne´es n+, η+
etc... On va calculer
Jendo(x1, x2, f) =
∑
x
∆((x1, x2), x)J(x, f),
ou` x de´crit cette classe totale de conjugaison stable, a` conjugaison pre`s. Les inte´grales or-
bitales J(x, f) sont calcule´es par la proposition pre´ce´dente. On en de´duit imme´diatement
(1) si les hypothe`ses (1)(a) et (b) de 3.2 ne sont pas ve´rifie´es, Jendo(x1, x2, f) = 0.
Supposons ces hypothe`ses ve´rifie´es. Comme on l’a explique´ en 3.1, l’application x 7→
X identifie la sommation a` la somme sur les X ∈ giso(F )∪gan(F ) dans la classe totale de
conjugaison stable correspondant a` celle de (X1, X2). Le lemme 3.1 et la proposition 3.2
expriment les termes ∆((x1, x2), x) et J(x, f) a` l’aide de l’e´le´ment X , a` l’exception de la
constante c♯(r
′, r′′, w′, w′′) car l’indice ♯ est celui tel que x appartienne a` G♯(F ). Mais la
relation 3.1(3) calcule cet indice a` l’aide de X . Remarquons que, dans cette relation, on
peut remplacer valF (η−) par r
′′ d’apre`s l’hypothe`se (1)(a) de 3.2. Rappelons que b = 0
si r′′ > 0 ou si r′′ = 0 et r′ est pair et b = 1 si r′′ < 0 ou si r′′ = 0 et r′ est impair.
De´finissons
c(r′, r′′, w′, w′′) =


1, si 0 < r′′ ≤ r′ ou r′′ = 0 et r′ est pair,
sgnCD(w
′′), si r′ < r′′,
(−1)dr
′′
si − r′ ≤ r′′ < 0 ou r′′ = 0 et r′ est impair,
(−1)dr
′′
sgnCD(w
′), si r′′ < −r′.
On a alors l’e´galite´
c♯(r
′, r′′, w′, w′′) = c(r′, r′′, w′, w′′)sgn∗(X)b.
On peut aussi remplacer (−1)d2valF (η−) par (−1)dr
′′
dans l’e´nonce´ du lemme 3.1. Alors ce
lemme et la proposition 3.2 entraˆınent l’e´galite´
(2) Jendo(x1, x2, f) = c(r
′, r′′)c(r′, r′′, w′, w′′)(−1)d2r
′′
∑
d∈D
∑
v∈V(d)∑
X
∆((X1, X2), X)sgn
∗(X)bJ(X, f b[d,v]).
Fixons d ∈ D et v ∈ V(d). On a par de´finition une de´composition f b[d,v] = f b+ ⊗ f
b
− ⊗
⊗i∈If
b
i . Posons
Jendo,∗(X1,+, X2,+, f
b
+) =
∑
X+
∆+((X1,+, X2,+), X+)sgn
∗(X+)
bJ(X+, f
b
+),
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ou`X+ parcourt la classe totale de conjugaison stable correspondant a` celle de (X1,+, X2,+).
On de´finit de meˆme Jendo,∗(X1,−, X2,−, f
b
−) et J
endo,∗(X1,i, X2,i, f
b
i ) pour i ∈ I. La somme
en X de l’expression (2) est e´gale a`
(3) Jendo,∗(X1,+, X2,+, f
b
+)J
endo,∗(X1,−, X2,−, f
b
−)
∏
i∈I
Jendo,∗(X1,i, X2,i, f
b
i ).
Supposons d’abord b = 0. Alors sgn∗(X+)
b disparaˆıt de la de´finition de Jendo,∗(X1,+, X2,+, f
b
+)
et ce terme est l’inte´grale endoscopique Jendo(X1,+, X2,+, f
0
+). De meˆme pour les autres
termes de (3). On applique les (ii) des lemmes 2.1, 2.2 et 2.3 : le produit de ces integrales
endoscopiques est nul sauf si les conditions suivantes sont ve´rifie´es :
(4)


n1,+ =
(r′++|r
′′|)2−1
4
+N ′+,
n2,+ =
(r′+−|r
′′|)2−1
4
+N ′′+,
n1,− =
(r′
−
+|r′′|)2
4
+N ′−,
n2,− =
(r′
−
−|r′′|)2
4
+N ′′−,
d1,i = d
′(i), d2,i = d
′′
i pour tout i ∈ I
(5) valF (η1,−) ≡
r′
−
+|r′′|
2
mod 2Z, valF (η2,−) ≡
r′
−
−|r′′|
2
mod 2Z.
Nootre hypothe`se b = 0 implique que |r′′| = r′′. Pour j = 1, 2, on a nj = nj,++nj,−+∑
i∈I fidj,i. En utilisant l’e´galite´ {r
′
+, r
′
−} = {r
′, r′+1} et le fait que d ∈ D, la condition
(4) ci-dessus implique
n1 =
(r′ + r′′)2 + (r′ + r′′ + 1)2 − 1
4
+N ′, n2 =
(r′ − r′′)2 + (r′ − r′′ + 1)2 − 1
4
+N ′′.
C’est pre´cise´ment le couple (n1, n2) de´fini en 1.2. Cela prouve que si notre couple (n1, n2)
n’est pas celui de´fini dans ce paragraphe, (3) est nul. Ceci e´tant vrai pour tous d, v, on
a Jendo(x1, x2, f) = 0 d’apre`s (2). Cela e´tant vrai pour tout (x1, x2), le transfert de f
relatif a` (n1, n2) est nul.
Supposons maintenant b = 1. Le couple (n1,+, n2,+) de´finit une donne´e endoscopique
pour les deux groupes spe´ciaux orthogonaux impairs dont les alge`bres de Lie contiennent
nos e´le´ments X+. Le couple (n2,+, n1,+) de´finit aussi une telle donne´e. On a donc aussi
un facteur de transfert ∆+((X2,+, X1,+), X+). Comme on l’a dit en [11] 2.1, on a l’e´galite´
∆+((X2,+, X1,+), X+) = sgn
∗(X+)∆+((X1,+, X2,+), X+).
On voit alors que Jendo,∗(X1,+, X2,+, f
b
+) = J
endo(X2,+, X1,+, f
1
+). De meˆme pour les
autres termes de (3). Le raisonnement se poursuit comme ci-dessus. On permute les roˆles
des indices 1 et 2 ; on permute aussi N ′ et N ′′ puisqu’on remplace la fonction f 0[d,v]
par f 1[d,v] ; enfin, l’hypothe`se b = 1 entraˆıne que |r′′| = −r′′. Ces trois modifications
conduisent au meˆme re´sultat : le transfert de f relatif a` (n1, n2) est nul si (n1, n2) n’est
pas le couple de´fini en 1.2. Cela de´montre le (ii) de la proposition 1.2 pour les fonctions
ϕ′ = ϕw′ et ϕ
′′ = ϕw′′. En faisant varier w
′ et w′′, cela de´montre cette assertion pour
toutes fonctions cuspidales ϕ′ et ϕ′′.
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3.4 De´monstration du (i) de la proposition 1.2
On poursuit le calcul pre´ce´dent en supposant que (n1, n2) est le couple de´fini en 1.2.
On suppose ve´rifie´es les hypothe`ses (1)(a) et (1)(b) de 3.2. On fixe d ∈ D et v ∈ V(d).
On suppose d’abord que b = 0. Comme on l’a explique´, la somme en X de 3.3(2) est
e´gale a`
(1) Jendo(X1,+, X2,+, f
0
+)J
endo(X1,−, X2,−, f
0
−)
∏
i∈I
Jendo(X1,i, X2,i, f
0
i ).
Ce produit est nul sauf si les conditions (4) et (5) de 3.3 sont ve´rifie´es. L’hypothe`se (5)
est inde´pendante de d et v. Re´crivons-la (en se rappelant que r′′ ≥ 0 puisque b = 0) :
(2) valF (η1,−) ≡
r′
−
+r′′
2
mod 2Z, valF (η2,−) ≡
r′
−
−r′′
2
mod 2Z.
Puisque η− = η1,−η2,−, elle implique l’hypothe`se (1)(a) de 3.2. Si l’hypothe`se (4) de
3.3 est ve´rifie´e, on a les ine´galite´s
(3) n1,+ ≥
(r′+ + r
′′)2 − 1
4
, n2,+ ≥
(r′+ − r
′′)2 − 1
4
,
n1,− ≥
(r′− + r
′′)2
4
, n2,− ≥
(r′− − r
′′)2
4
.
Puisque n+ = n1,+ + n2,+, n− = n1,− + n2,−, ces ine´galite´s impliquent l’hypothe`se (1)(b)
de 3.2. On peut donc oublier les hypothe`ses (1)(a) et (b) de 3.2 et supposer ve´rifie´es
les hypothe`ses (2) et (3) ci-dessus. Alors les relations (4) de 3.3 de´terminent un unique
e´le´ment d dont on ve´rifie qu’il appartient bien a` D. On suppose de´sormais que d est cet
unique e´le´ment.
L’inte´grale endoscopique Jendo(X1,+, X2,+, f
0
+) est calcule´e par le lemme 2.1. Adaptons
les notations. On note t′1,+, t
′′
1,+, t
′
2,+ et t
′′
2,+ les termes note´s t
′
1 etc... en 2.1 associe´s a` n+,
r′+ et |r
′′|. On note C+(v) la constante C de 2.2. On pose f1,+ = Q(t
′
1,+, t
′′
1,+)
Lie ◦ ρN ′+ ◦
ιN ′+,0(ϕv′+) et f2,+ = Q(t
′
2,+, t
′′
2,+)
Lie ◦ ρN ′′+ ◦ ιN ′′+,0(ϕv′′+). Alors
Jendo(X1,+, X2,+, f
0
+) = C+(v)S(X1,+, f1,+)S(X2,+, f2,+).
En adaptant de fac¸on similaire les notations et de´finitions, le lemme 2.2 fournit l’e´galite´
Jendo(X1,−, X2,−, f
0
−) = C−(v)S(X1,−, f1,−)S(X2,−, f2,−),
tandis que le lemme 2.3 fournit l’e´galite´
Jendo(X1,i, X2,i, f
0
i ) = S(X1,i, f1,i)S(X2,i, f2,i).
Posons f1[v] = f1,+ ⊗ f1,− ⊗⊗i∈If1,i et
S(X1, f1[v]) = S(X1,+, f1,+)S(X1,−, f1,−)
∏
i∈I
S(X1,i, f1,i).
De´finissons de meˆme f2[v] et S(X2, f2[v]). Alors l’expression (1) ci-dessus vaut
C+(v)C−(v)S(X1, f1[v])S(X2, f2[v]).
De´finissons une nouvelle constante C(r′, r′′, w′, w′′) par les e´galite´s
42
si r′′ ≤ r′,
C(r′, r′′, w′, w′′) = (−1)d2r
′′
sgn(−1)
r′+−r
′′
−1
2 ;
si r′ < r′′,
C(r′, r′′, w′, w′′) = (−1)d2r
′′
sgn(−1)r
′+r′′+1sgnCD(w
′′).
Montrons que
(4) l’expression (1) vaut
C(r′, r′′, w′, w′′)S(X1, f1[v])S(X2, f2[v]).
Supposons d’abord r′′ ≤ r′. Alors r′′ ≤ r′+ et r
′′ ≤ r′−. En utilisant les de´finitions de
2.1 et 2.2, on obtient
C+(v)C−(v) = sgn(−1)
r′++r
′′
−1
2
+valF (η+)sgn(η2,+̟
−valF (η2,+))valF (η+)
sgn(η2,−̟
−valF (η2,−))valF (η−).
D’apre`s 3.1(2) et l’hypothe`se (1)(a) de 3.2 (qui est ve´rifie´e), valF (η+) = −valF (η−) ≡
r′′ mod 2Z. D’apre`s la meˆme relation 3.1(2) applique´e aux donne´es indexe´es par 2,
on a valF (η2,+) + valF (η2,−) = 0 et sgn(η2,+η2,−) = (−1)
d2 . On en de´duit l’e´galite´
C+(v)C−(v) = C(r
′, r′′, w′, w′′). Supposons maintenant r′ ≤ r′′ − 2. Alors r′+ < r
′′ et
r′− < r
′′. On voit que C+(v)C−(v) est e´gal a`
sgn(−1)
r′++r
′′+1
2
+valF (η+)+valF (η2,−)
sgn(η2,+̟
−valF (η2,+))1++valF (η+)sgn(η2,−̟
−valF (η2,−))1+valF (η−)sgnCD(v
′′
+)sgnCD(v
′′
−).
Comme ci-dessus, le produit des deuxie`me et troisie`me termes vaut (−1)d2(1+r
′′). On a
valF (η+) + valF (η2,−) = −valF (η−) + valF (η2,−) = −valF (η1,−) ≡
r′− + r
′′
2
mod 2Z
d’apre`s (2) ci-dessus. Puisque r′+ + r
′
− = 2r
′ + 1, on voit que la puissance de sgn(−1)
dans l’expression ci-dessus co¨ıncide avec celle figurant dans C(r′, r′′, w′, w′′). D’apre`s
la de´finition de d et le fait que v ∈ V(d), on a l’e´galite´ sgnCD(v
′′
+)sgnCD(v
′′
−) =
sgnCD(w
′′)sgn(η2,+η2,−). Ce dernier facteur est e´gal a` (−1)
d2 ainsi qu’on l’a de´ja` dit. En
rassemblant ces calculs, on obtient de nouveau l’e´galite´ C+(v)C−(v) = C(r
′, r′′, w′, w′′).
Supposons maintenant r′ = r′′ − 1. Alors r′+ = r
′ < r′′ mais r′− = r
′ + 1 = r′′. Comme
dans le cas r′ ≤ r′′ − 2, on obtiendrait l’e´galite´ voulue si C−(v) e´tait de´finie par les
formules du cas r′− < r
′′ et non pas de notre cas r′− ≥ r
′′. Le rapport entre les deux
formules est
(5) sgn(−1)valF (η2,−)sgn(η2,−̟
−val(η2,−))valF (η−)sgnCD(v
′′
−).
Si cette expression vaut 1, on a fini. Supposons qu’elle vaille −1. Puisque r′− = r
′′,
l’hypothe`se (2) plus haut implique que valF (η2,−) est paire, ce qui fait disparaˆıtre le
premier terme de notre expression . On a aussi r′2,− = r
′′
2,− =
|r′
−
−r′′|
2
= 0. La remarque de
2.2 entraˆıne que, sous notre hypothe`se que (5) vaut −1, f2,− est nulle, donc aussi f2[v].
Mais alors S(X2, f2[v]) = 0 et la constante n’a plus d’importance. Cela prouve (4).
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L’e´galite´ 3.3(2) devient
(6) Jendo(x1, x2, f) = c(r
′, r′′)c(r′, r′′, w′, w′′)C(r′, r′′, w′, w′′)(−1)d2r
′′
∑
v∈V(d)
S(X1, f1[v])S(X2, f2[v]).
Comme en 1.2, on de´finit des entiers r′1, r
′′
1 , r
′
2, r
′′
2 et les fonctions f1 = Ψ ◦ k ◦ ρι(ϕw′)
et f2 = Ψ ◦ k ◦ ρι(ϕw′′). Les inte´grales orbitales stables S(x1, f1) et S(x2, f2) sont des
cas particuliers d’inte´grales endoscopiques Jendo(x1, x2, f). Elles sont donc nulles si les
analogues des hypothe`ses (2) et (3) ne sont pas ve´rifie´es. Sinon, elles sont donne´es par
des formules similaires a` (6). Dans toutes ces formules, les termes indexe´s par l’indice
2 disparaissent ainsi que ceux faisant intervenir N ′′ et w′′. D’autre part, l’analogue de
l’entier b ∈ {0, 1} est toujours 0. En effet, d’apre`s les de´finitions, on a r′′1 , r
′′
2 ≥ 0 et si,
par exemple, r′′1 = 0, on a aussi r
′
1 = 0 donc r
′
1 pair. On voit que l’analogue de (2)
pour S(x1, f1) est valF (η1,−) ≡
r′1,−+r
′′
1
2
mod 2Z, tandis que l’analogue pour S(x2, f2) est
valF (η2,−) ≡
r′2,−+r
′′
2
2
mod 2Z. D’apre`s la relation (3) du paragraphe 4 ci-apre`s, r′1,−+r
′′
1 =
r′− + r
′′, r′2,− + r
′′
2 = |r
′
− − r
′′|. Il en re´sulte que la conjonction des deux analogues de (2)
est e´quivalente a` cette relation (2) elle-meˆme. L’analogue de (3) ci-dessus pour S(x1, f1)
est
n1,+ ≥
(r′1,+ + r
′′
1)
2 − 1
4
, n1,− ≥
(r′1,− + r
′′
1)
2
4
,
tandis que l’analogue pour S(x2, f2) est
n2,+ ≥
(r′2,+ + r
′′
2)
2 − 1
4
, n1,− ≥
(r′2,− + r
′′
2)
2
4
.
De nouveau, le calcul montre que la conjonction de ces conditions est e´quivalente a` la rela-
tion (3) elle-meˆme. Cela de´montre que, si (2) et (3) ne sont pas ve´rifie´es, S(x1, f1)S(x2, f2) =
0. Puisqu’on a de´ja` vu que Jendo(x1, x2, f) = 0, on obtient J
endo(x1, x2, f) = S(x1, f1)S(x2, f2)
dans ce cas.
On suppose maintenant ve´rifie´es nos hypothe`ses (2) et (3). De meˆme que l’on a
de´termine´ un unique d ∈ D, on de´termine un unique d1 relatif a` S(x1, f1) et un
unique d2 relatif a` S(x2, f2). Ecrivons d = (N
′
+, N
′
−, N
′′
+, N
′′
−, (d
′
i, d
′′
i )i∈I). Tous ces en-
tiers sont de´termine´s par la relation 3.3(4). De meˆme, d1 et d2 sont de´termine´s par
les analogues de cette relation. Par les meˆmes calculs que ci-dessus, on voit que d1 =
(N ′+, N
′
−, 0, 0, (d
′
i, 0)i∈I) tandis que d2 = (N
′′
+, N
′′
−, 0, 0, (d
′′
i , 0)i∈I). On en de´duit que V
′(d) ≃
V(d1) et V
′′(d) ≃ V(d2), d’ou` V(d) ≃ V(d1)×V(d2). On identifie ces deux ensembles. A
l’aide de r′, r′′, d et d’un e´le´ment v ∈ V(d), on a de´fini une fonction f1[v]. Pour j = 1, 2,
a` l’aide de r′j , r
′′
j , dj et d’un e´le´ment vj ∈ V(dj), on de´finit de meˆme une fonction fj [vj ].
Les analogues de l’e´galite´ (6) sont
(7)1 S(x1, f1) = c(r
′
1, r
′′
1)c(r
′
1, r
′′
1 , w
′)C(r′1, r
′′
1 , w
′)
∑
v1∈V(d1)
S(X1, f1[v1]);
(7)2 S(x2, f2) = c(r
′
2, r
′′
2)c(r
′
2, r
′′
2 , w
′′)C(r′2, r
′′
2 , w
′′)
∑
v2∈V(d2)
S(X2, f2[v2]),
ou` on a adapte´ de fac¸on e´vidente la notation des constantes.
Soit v = (v1,v2) ∈ V(d). Montrons que
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(8) f1[d] = f1[d1], f2[d] = f2[d2].
On traite le cas de l’indice 1. D’apre`s la de´finition donne´e plus haut, f1[v] = f1,+ ⊗
f1,−⊗⊗i∈If1,i, avec par exemple f1,+ = Q(t
′
1,+, t
′′
1,+)
Lie ◦ρN ′+ ◦ ιN ′+,0(ϕv′+). Quand on rem-
place r′, r′′, d et v par r′1, r
′′
1 , d1 et v1, les termes N
′
+ et v
′
+ ne changent pas. Les entiers t
′
1,+
et t′′1,+ sont de´finis par {t
′
1,+, t
′′
1,+} = {
r′++r
′′+1
2
,
r′++r
′′−1
2
} et t′1,+ ≡ 1+ valF (η1,+) mod 2Z.
La relation (3) du paragraphe 4 ci-apre`s montre que l’ensemble {
r′++r
′′+1
2
,
r′++r
′′−1
2
} ne
change par quand on remplace r′, r′′ par r′1, r
′′
1 . La congruence exige´e non plus. Donc t
′
1,+
et t′′1,+ ne changent pas et f1,+ non plus. Un calcul analogue s’applique aux composantes
f1,− et f1,i pour i ∈ I. Cela prouve (8).
De (6), (7)1 et (7)2 se de´duit l’e´galite´
Jendo(x1, x2, f) = CS(x1, f1)S(x2, f2),
ou`
C = c(r′, r′′)c(r′, r′′, w′, w′′)C(r′, r′′, w′, w′′)(−1)d2r
′′
c(r′1, r
′′
1)c(r
′
1, r
′′
1 , w
′)C(r′1, r
′′
1 , w
′)
c(r′2, r
′′
2)c(r
′
2, r
′′
2 , w
′′)C(r′2, r
′′
2 , w
′′).
Remarquons que l’on n’a pas besoin d’inverser les coefficients de (7)1 et (7)2 : ce sont
tous des signes. On a l’e´galite´
(9) C = 1.
En reprenant les de´finitions des diverses constantes, on obtient l’e´galite´
c(r′, r′′)c(r′, r′′, w′, w′′)C(r′, r′′, w′, w′′)(−1)d2r
′′
= (−1)nU,
ou` U est de´fini au paragraphe 4 ci-apre`s. Les autres termes sont les analogues relatifs
aux donne´es indexe´es par 1 et 2. Evidemment, n = n1 + n2 et l’e´galite´ C = 1 re´sulte de
l’e´galite´ U = U1U2, cf. 4(4) ci-dessous.
A l’aide de (9), on obtient Jendo(x1, x2, f) = S(x1, f1)S(x2, f2). Cette e´galite´ est donc
ve´rifie´e avec ou sans les hypothe`ses (2) et (3) et elle l’est pour tous x1, x2. Donc f1 ⊗ f2
est le transfert de f . Cela de´montre le (i) de la proposition 1.2 (sous l’hypothe`se b = 0)
pour les fonctions ϕ′ = ϕw′ et ϕ
′′ = ϕw′′. Comme dans le paragraphe pre´ce´dent, cela
entraˆıne la meˆme assertion pour toutes fonctions cuspidales ϕ′ et ϕ′′.
On a suppose´ b = 0. Supposons maintenant b = 1. Comme on l’a dit en 3.3, la somme
en X de 3.3(2) est alors e´gale a`
(1) Jendo(X2,+, X1,+, f
1
+)J
endo(X2,−, X1,−, f
1
−)
∏
i∈I
Jendo(X2,i, X1,i, f
1
i ).
Le calcul se poursuit comme ci-dessus en permutant les roˆles des indices 1 et 2, en
permutant N ′ et N ′′ et en tenant compte de l’e´galite´ |r′′| = −r′′. Le re´sultat est le meˆme,
on laisse les de´tails au lecteur. Cela ache`ve de prouver la proposition 1.2. 
4 Annexe
On rassemble ici quelques calculs e´le´mentaires utilise´s dans l’article. Soient r′ ∈ N et
r′′ ∈ Z. On pose
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r′1 = sup([
r′+r′′
2
],−[ r
′+r′′
2
] − 1), r′′1 = |[
r′+r′′+1
2
]|, r′2 = sup([
r′−r′′
2
],−[ r
′−r′′
2
] − 1), r′′2 =
|[ r
′−r′′+1
2
]|.
Remarquons que, si l’on change r′′ en −r′′, on e´change les couples (r′1, r
′′
1) et (r
′
2, r
′′
2).
(1) On a r′′1 + r
′′
2 ≡ r
′′ mod 2Z.
Preuve. Puisque m ≡ −m mod 2Z pour tout m ∈ Z, on peut remplacer r′′1 par
[ r
′+r′′+1
2
] et r′′2 par [
r′−r′′+1
2
]. On a [ r
′−r′′+1
2
] = [ r
′+r′′+1
2
− r′′] = [ r
′+r′′+1
2
]− r′′, d’ou` (1). 
Pour faciliter les calculs qui suivent, on pose a = 0 si r′+r′′ est pair et a = 1 si r′+r′′
est impair, A = 0 si |r′′| ≤ r′ et A = 1 si r′ < |r′′|.
(2) On a les e´galite´s
r
′2
1 + r
′
1 + r
′′2
1 =
(r′ + r′′)2 + (r′ + r′′ + 1)2 − 1
4
,
r
′2
2 + r
′
2 + r
′′2
2 =
(r′ − r′′)2 + (r′ − r′′ + 1)2 − 1
4
.
Preuve. Pour m ∈ Z, m2 + m est invariant par la transformation m 7→ −m − 1 et
m2 est invariant par m 7→ −m. On peut donc remplacer r′1 par x
′ = [ r
′+r′′
2
] et r′′1 par
x′′ = [ r
′+r′′+1
2
]. On a x′ = r
′+r′′−a
2
, x′′ = r
′+r′′+a
2
. Un calcul alge´brique montre que
x
′2 + x′ + x
′′2 =
(r′ + r′′)2 + (r′ + r′′ + 1)2 − 1
4
+
a2 − a
2
.
D’ou` la premie`re e´galite´ puisque a2 = a. La seconde e´galite´ en re´sulte, en changeant r′′
en −r′′. 
On de´finit r′+ et r
′
− par
si r′ ≡ r′′ mod 2Z, r′+ = r
′ + 1, r′− = r
′ ;
si r′ 6≡ r′′ mod 2Z, r′+ = r
′, r′− = r
′ + 1.
Autrement dit, r′+ = r
′ + 1 − a et r′− = r
′ + a. En remplac¸ant le couple (r′, r′′) par
(r′1, r
′′
1) ou (r
′
2, r
′′
2), on de´finit de meˆme r
′
1,+ et r
′
1,− ou r
′
2,+ et r
′
2,−.
(3) On a les e´galite´s
r′1,++ r
′′
1 = |r
′
++ r
′′|, r′1,−+ r
′′
1 = |r
′
−+ r
′′|, r′2,++ r
′′
2 = |r
′
+− r
′′|, r′2,−+ r
′′
2 = |r
′
−− r
′′|.
Preuve. De meˆme que l’on a de´fini a et A pour (r′, r′′), on de´finit a1 et A1 pour
(r′1, r
′′
1) et a2 et A2 pour (r
′
2, r
′′
2). Supposons r
′′ ≥ 0. Alors r′1 = [
r′+r′′
2
] = r
′+r′′−a
2
et
r′′1 = [
r′+r′′+1
2
] = r
′+r′′+a
2
. Si a = 0, r′1 = r
′′
1 donc a1 = A1 = 0. Si a = 1, r
′
1 = r
′′
1 − 1
donc a1 = A1 = 1. On a donc a1 = A1 = a quel que soit a. D’ou` r
′
1,+ = r
′
1 + 1 − a1 =
r′+r′′−a
2
+ 1− a et r′1,− = r
′
1 + a1 =
r′+r′′−a
2
+ a. On calcule alors
r′1,+ + r
′′
1 =
r′ + r′′ − a
2
+ 1− a+
r′ + r′′ + a
2
= r′ + r′′ + 1− a = r′+ + r
′′ = |r′+ + r
′′|,
r′1,− + r
′′
1 =
r′ + r′′ − a
2
+ a+
r′ + r′′ + a
2
= r′ + r′′ + a = r′− + r
′′ = |r′− + r
′′|.
Ce sont les deux premie`res e´galite´s de (3). Supposons b = 0. Alors r′2 = [
r′−r′′
2
] = r
′−r′′−a
2
et r′′2 = [
r′−r′′+1
2
] = r
′−r′′+a
2
. Le calcul est le meˆme que pre´ce´demment, on a simplement
change´ r′′ en −r′′ dans les formules (en particulier, on a a2 = A2 = a si b = 0). Supposons
b = 1. Alors r′2 = −1 − [
r′−r′′
2
] = −1 + r
′′−r′+a
2
et r′′2 = −[
r′−r′′+1
2
] = r
′′−r′−a
2
. On constate
que cette fois, a2 = A2 = 1 − a. Alors r
′
2,+ = r
′
2 + 1 − a2 = r
′
2 + a =
r′′−r′+a
2
+ a − 1 et
r′2,− = r
′
2 + a2 = r
′
2 + 1− a =
r′′−r′+a
2
− a. On calcule alors
r′2,+ + r
′′
2 =
r′′ − r′ + a
2
+ a− 1 +
r′′ − r′ − a
2
= r′′ − r′ + a− 1 = r′′ − r′+ = |r
′
+ − r
′′|,
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r′2,− + r
′′
2 =
r′′ − r′ + a
2
− a+
r′′ − r′ − a
2
= r′′ − r′ − a = r′′ − r′− = |r
′
− − r
′′|.
Ce sont encore les deux dernie`res e´galite´s de (3). On a suppose´ r′′ ≥ 0. Si r′′ ≤ 0, on a
remarque´ que nos couples (r′1, r
′′
1) et (r
′
2, r
′′
2) sont les meˆmes que ceux de´duits du couple
(r′,−r′′), a` ceci pre`s que l’on doit e´changer les indices 1 et 2. Les e´galite´s (3) pour (r′, r′′)
se de´duisent par ce changement des meˆmes e´galite´s que l’on vient de de´montrer pour le
couple (r′,−r′′). 
De´finissons un nombre u par
si |r′′| ≤ r′, u = r
′2−r′
2
+ r
′′2−|r′′|
2
+
r′+−|r
′′|−1
2
,
si r′ < |r′′|, u = r
′2−r′
2
+ r
′′2−|r′′|
2
+ r′ + r′′ + 1.
Posons U = (−1)r
′′
sgn(−1)u. On de´finit de meˆme u1, U1 et u2 et U2.
(4) On a l’e´galite´ U = U1U2.
Preuve. Comme dans la preuve pre´ce´dente, on peut supposer r′′ ≥ 0. On a (−1)r
′′
=
(−1)r
′′
1+r
′′
2 d’apre`s (1) et il suffit de de´montrer que u ≡ u1 + u2 mod 2Z. Conside´rons
l’expression qui de´finit u dans le cas r′′ ≤ r′. On y remplace r′+ par r
′ + 1 − a. On peut
ajouter r′ + r′′ + a qui est pair et on calcule u ≡ r
′2+r
′′2+r′
2
+ r
′+a
2
mod 2Z. La diffe´rence
entre l’expression de u dans le cas r′ < r′′ et cette expression dans le cas r′′ ≤ r′ est
r′ + r′′ + 1−
r′+ − r
′′ − 1
2
≡ r′ − r′′ + 1−
r′ − a− r′′
2
≡
r′ + a− r′′
2
+ 1 mod 2Z.
On obtient alors la congruence
(5) u ≡
r
′2 + r
′′2 + r′
2
+
r′ + a
2
+ A(
r′ + a− r′′
2
+ 1) mod 2Z
en tout cas. La demi-somme des membres de droite de (2) vaut r
′2+r
′′2+r′
2
. En utilisant
(2), on obtient
u ≡
r
′2
1 + r
′
1 + r
′′2
1 + r
′2
2 + r
′
2 + r
′′2
2
2
+
r′ + a
2
+ A(
r′ + a− r′′
2
+ 1) mod 2Z,
puis, en utilisant les analogues de (5) pour u1 et u2,
u ≡ u1 + u2 +
r′ + a− r′1 − a1 − r
′
2 − a2
2
+ A(
r′ + a− r′′
2
+ 1)
−A1(
r′1 + a1 − r
′′
1
2
+ 1)− A2(
r′2 + a2 − r
′′
2
2
+ 1) mod 2Z.
Cette expression se simplifie : puisque r′1 = r
′′
1 ou r
′′
1 − 1, on a toujours r
′
1,− = r
′′
1 . De
meˆme, r′2,− = r
′′
2 . On a aussi remarque´ que a1 = A1 = a. D’ou`
u ≡ u1 + u2 +
r′ − r′1 − r
′
2 − a2
2
+ A(
r′ + a− r′′
2
+ 1)− a− A2 mod 2Z.
Si A = 0, on a aussi a2 = A2 = a, r
′
1 =
r′+r′′−a
2
, r′′1 =
r′−r′′−a
2
. Si A = 1, on a a2 = A2 =
1 − a, r′1 =
r′+r′′−a
2
, r′′1 = −1 −
r′−r′′−a
2
. On calcule l’expression ci-dessus dans les deux
cas et on conclut u ≡ u1 + u2 mod 2Z. Cela prouve (4). 
Index des notations
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C∞cusp(G♯(F )) 1.2 ; C[Sˆm]U−cusp 2.3 ; E 2.4 ; fπ 1.1 ; ϕw 2.1 ; iˆ♯[a, e, u] 2.4 ; Ψ 1.1 ;
Q(r′, r′′)Lie 2.1, 2.2, 2.3 ; sgn 2.1 ; Θπ 1.1 ; U 2.4 ; X
ζ(a, e, u) 2.4.
Index des notations de [11]
C[X ] 1.4 ; C ′n′ 1.5 ; C
′′±
n′′,♯ 1.5 ; C
′′
n′′ 1.5 ; C
GL(m) 1.5 ; C[WˆN ]cusp 1.8 ; D(n) 1.2 ; Diso(n)
1.2 ;Dan(n) 1.2 ;D 1.7 ;D
par 1.7 ; η(Q) 1.1 ; η+(Q) 1.1 ; η−(Q) 1.1 ; Ellunip 1.4 ; Ellunip 1.4 ;
Endotunip 2.1 ; Endounip−quad 2.2 ; Endo
red
unip−quad 2.2 ; Endounip,disc 2.4 ; F
L 1.9 ; Fpar 1.9 ;
F 2.3 : Fpar 2.3 ; Giso 1.1 ; Gan 1.1 ; Γ 1.8 ; Γ 1.8 ; G˜L(2n) 2.1 ; Irrtunip 1.3 ; Irrtunip 1.3 ;
Irrunip−quad1.3 ; Irrunip−quad 1.3 ; Jord(λ) 1.3 ; Jordbp(λ) 1.3 ; Jord
k
bp(λ) 1.4 ; K
±
n′,n′′ 1.2 ; k
1.9 ; L∗ 1.1 ; Ln′,n′′ 1.2 ; l(λ) 1.3 ; multλ 1.3 ; o 1.1 ; O
+(Q) 1.1 ; O−(Q) 1.1 ; ̟ 1.1 ; πn′,n′′
1.3 ; P(N) 1.3 ; Psymp(2N) 1.3 ; Psymp(2N) 1.3 ; π(λ, s, ǫ) 1.3 ; π(λ+, ǫ+, λ−, ǫ−) 1.3 ;
πell(λ
+, ǫ+, λ−, ǫ−) 1.4 ; projcusp 1.5 ; P(≤ n) 1.5 ; Pk(N) 1.8 ; Π(λ, s, h) 2.1 ; Π
st(λ+, λ−)
2.4 ; Psymp,disc(2n) 2.4 ; Qiso 1.1 ; Qan 1.1 ; ρλ 1.3 ; R
par 1.5 ; Rpar,glob 1.5 ; Rparcusp 1.5 ;
Rpar,glob
m
1.5 ; Rpar
m,cusp 1.5 ; res
′
m 1.5 ; res
′′
m 1.5 ; resm 1.5 et 1.8 ; resm 1.5 ; R 1.8 ; R(γ)
1.8 ; R(γ) 1.8 ; Rglob 1.8 ; Rcusp 1.8 ; Rep 1.9 ; ρι 1.10 ; S(λ) 1.3 ; SN 1.8 ; SˆN 1.8 ; sgn
1.8 ; sgnCD 1.8 ; Sn 1.11 ; Sttunip 2.1 ; Stunip−quad 2.4 ; Stunip,disc 2.4 ; sgniso 2.6 ; sgnan
2.6 ; valF 1.1 ; Viso 1.1 ; Van 1.1 ; WN 1.8 ; WˆN 1.8 ; wα 1.8 ; wα,β 1.8 ; wα,β′,β′′ 1.8 ; Z(λ)
1.3 ; Z(λ, s) 1.3 ; Z(λ, s) 1.3 ; Z(λ, s)∨ 1.3 ; |.|F 1.1.
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