Abstract: For any prime power q ≥ 3, we consider two infinite series of bipartite q-regular edge-transitive graphs of orders 2q 3 and 2q Finally, for any prime power q ≥ 3, we construct a new infinite series of bipartite q-regular edge-transitive graphs of order 2q 9 and girth g ≥ 14.
Examples of graphs with large girth which satisfy certain additional conditions are known to be hard to construct, and they turn out to be useful in various problems in extremal graph theory, in studies of graphs with high degree of symmetry, and in designs of communication networks. There are many references on each of these topics. Here we mention just a few main books and survey papers which also contain extensive bibliographies. On the extremal graph theory: [3, 4, 11, 16] ; on graphs with high degree of symmetry: [6, 12, 13, 15, 16, 17, 19, 25] ; on communication networks: [2, 9] .
Let F be a family of graphs. By ex(v, F) we denote the greatest number of edges in a graph on v vertices which contains no subgraph isomorphic to a graph from F. Let C m denote the cycle of length m ≥ 3. According to a well known unpublished result of Erdös (The Even Circuit Theorem), see [16] , ex(v, C 2k ) = O(v 1+1/k ) (for a generalization of this result see [4, 11] ). This upper bound is known to be sharp for C 4 , C 6 and C 10 . The corresponding construction for C 4 can be found in [7, 10, 16] . The constructions for C 6 and C 10 (see [1, 16] ) are incidence graphs for generalized n-gons, n = 4, 6 (geometries of the Chevalley groups B 2 (q) and G 2 (q)).
Recently new important examples of graphs with no 6-or 10-cycles were found by Wenger in [26] , where they are denoted by H 3 (p) and H 5 (p) respectively, p is a prime number. These graphs are members of a family {H i (p), i ≥ 1}, of regular bipartite graphs whose vertex sets are disjoint unions of two i-dimensional vector spaces over the prime field IF p , and whose edges are defined by certain systems of equations.
The content of this paper is outlined below.
(i) In Section 1 we present a construction of a blow-up of a graph which is used in subsequent sections.
(ii) In Section 2 we consider a connection between Wenger graphs and generalized n-gons. Let I be the incidence relation and {p, l} be a flag of the regular generalized n-gon, n = 4, 6, over IF q , q = p m . We consider graphs S n (q) obtained by restricting I on the set P n ∪ L n , where P n (L n ) is the set of points (lines) opposite to p (l) in the n-gon. Coordinatizations of the generalized n-gons (see [20] , [21] ) allow to identify each P n and L n with a vector space IF n−1 q
, and the incidence of vectors from P n and L n can be expressed in terms of systems of equations on their coordinates.
If n = 4, this system coincides with the one for H 3 (p). Therefore S 4 (q) is a simple generalization of H 3 (p). On the other hand, if n = 6 and q = p > 2, graphs S 6 (p) and H 5 (p) are not isomorphic: graph H 5 (p) contains an 8-cycle, hence it cannot be isomorphic to a subgraph of a generalized 6-gon.
(iii) We construct an infinite series of regular bipartite edge-transitive graphs of girth 10. Having girth 10, they cannot be isomorphic to subgraphs of the generalized 6-gons, but they have asymptotically as many edges as regular generalized 6-gons.
(see Section 3).
(iv) It is known that ex(v, {C 3 , C 4 , . . . , C m }) ≥ c m v which is better than the best previously known lower bound c 13 v
is also edge-transitive.
(v) To our knowledge, all graphs presented in (ii)-(iv) have greater edge density than known extremal graphs, where the density (or edge density) of a graph of order v and size e is defined as e/ v 2 . All of them are edge-transitive. We also describe each of these graphs (including H i (q)'s) in group theoretical terms. Our constructions were motivated by some results on embeddings of Chevalley group geometries in the corresponding Lie algebras [21, 22] , and a construction of a blow-up for an incidence system and a graph [20, 23] .
For a positive integer n ≥ 1, let [n] = {1, 2, . . . , n} and 2
[n] denote the set of all subsets of [n]. Let L be an n-dimensional vector space over some field K with a fixed basis
By x| A we denote the canonical projection of a vector x ∈ L on L A . Let G be a graph, and let η : V (G) → 2
[n] be a mapping of the set of vertices of G into 2 [n] . Finally, let * denote a skew-symmetric bilinear product on L. Consider a new graph G with the vertex set V defined as
We define two distinct vertices (a, x) and (b, y) of G to be adjacent if and only if {a, b} ∈ E(G) and
, is a nonsingular diagonal operator of L (defined by its action on the vectors from the basis). We call graph G a blow-up of G.
In [20, 21] , Ustimenko showed that the incidence relation of the geometry γ(G) of a Chevalley group G is a blow-up of the geometry γ(W ) of its Weyl group W .
In this case the vector space (L, * ) is the Lie algebra L + = α∈Φ + L α , where Φ + is the set of positive roots for W and L α is a root subalgebra of L. The basis vectors e α , α ∈ Φ + , are elements of the Chevalley basis. In particular, each regular generalized n-gon , n = 3, 4, 6, corresponding to a Chevalley group of rank 2 of normal type is a blow-up of the incidence graph of the ordinary n-gon (geometry of the dihedral group D 2n ), which is the cycle C 2n . This illustrates that by "blowing up" (over IF q ) a small bipartite graph one can obtain a graph of high girth and of large size.
All graphs in this paper are blow-ups of K 1,1 over finite fields, where K 1,1 is a graph with two vertices joined by an edge. The bilinear product on L is defined on the basis elements as e i * e j = λ k · e k , where k depends on i and j. For every point p and line l, |η(p)| = |η(l)| = n − 1. Let us assume that η(p) = [n] \ {2}
and η(l) = [n] \ {1}. Then the set of vertices of the bipartite graph K 1,1 can be thought a disjoint union of sets P (set of points) and L (set of lines) of the form
All graphs in this paper have a group theoretical interpretation as follows. For every i ∈ [n] and x ∈ IF q , there exists an automorphism t i (x) of the graph which acts on the coordinates of vectors of P ∪ L by the rule: (a) t i (x) · t i (y) = t i (x + y), and so they are the "generalized exponents", and the group U i = t i (x) | x ∈ IF q is isomorphic to the additive group of IF q .
(b) Group U generated by all t i (x) is nilpotent and of order q n+1 ( "generalized unipotent subgroup") (c) Graph K 1,1 is isomorphic to the incidence graph of the following incident structure: sets P and L are the sets of cosets of U with respect to subgroups U 1 and U 2 respectively, with two cosets (one from P , another from L) being incident if and only if their intersection is nonempty.
Extremal regular induced subgraphs of generalized 4-and 6-gons.
The incidence structure (P, L, I) is a triple where P and L are two disjoint sets (set of points and set of lines, respectively), and I is a symmetric binary relation on P ∪L (incidence relation). As is usually done, we impose the following restrictions on I : two points (lines) are incident if and only if they coincide. Let B = B((P, L, I)) be a bipartite graph such that V (B) = P ∪ L and E(B) = {{p, l} | pIl, p ∈ P, l ∈ L}. We notice that, according to our definition, B is a simple bipartite graph. We call B the incidence graph for the incidence structure (P, L, I).
Let P and L be the sets of vertices and sides of an ordinary n-gon, and I be the natural relation of incidence of a vertex and a side. It is easy to see that the incidence graph of this incidence structure is the cycle C 2n . Tits [18] introduced the following definition of a generalized n-gon as an incidence structure satisfying the following properties:
(i) for any two distinct elements a and b from P ∪ L there exists a positive integer s, s ≤ n, and a sequence x 0 , x 1 , . . . , x s of distinct elements of P ∪ L where x 0 = a, x s = b, and x i Ix i+1 for i = 0, . . . , s − 1.
(ii) if s < n, then the sequence defined in (i) is unique.
Of course, the ordinary ("geometrical") n-gon is a generalized n-gon, and the girth of the incidence graph of a generalized n-gon is 2n. It is known ( [12] ), that apart from the ordinary polygons, finite generalized n-gons exist only for
Some other examples of generalized n-gons for n = 3, 4, 6 are closely connected to Chevalley groups A 2 (q), B 2 (q), G 2 (q) of rank 2 over the finite field IF q (see [8] ).
Let G be a Chevalley group of rank 2 over the field IF q , q = p m , p is prime, m ≥ 1. Then a Borel subgroup of G is the normalizer in G of a Sylow p-subgroup of G. There are exactly two maximal subgroups P 1 and P 2 of G which contain a fixed Borel subgroup B (see [8] ). Let us consider the incidence structure (P, L, I), where P is (G : P 1 ) -the totality of all left cosets of G by P 1 , L is (G : P 2 ), and elements a and b of P ∪ L are incident if and only if the intersection of a and b as cosets of G is nonempty. It can be shown, e.g. see [19] , that this incidence structure is a generalized n-gon. The corresponding bipartite incidence graph, which we denote by B n (q), is (q + 1)-regular.
Let us consider the orbits of the Borel subgroup B on the sets P and L for our generalized n-gons. The cardinalities of orbits on the set of points and the set of lines are the same and equal 1, q, q 2 , . . . q n−1 (see [8] ). Let S(P ) and S(L) be the orbits of largest size q n−1 on P and L respectively, and S n (q) be the subgraph of B n (q) induced on the set S(P ) ∪ S(L). The importance of graphs S n (q) in extremal graph theory stems from the fact that they are of girth 2n and of size O(v
Theorem 2.1. For n = 4, 6, graph S n (q), satisfies the following properties:
(a) S n (q) is q-regular of order 2q n−1 and size q n (b) S n (q) is a graph of girth 2n.
Proof. We base our proof on well known properties of the Chevalley groups B 2 (q) and G 2 (q) (see [8] ). The unipotent subgroup U (a fixed Sylow p-subgroup of the group G) acts regularly on the set of edges of S n (q). Hence, (c) is true. Let U (p) and U (l) be the stabilizers (in U ) of point p and line l, respectively. Since their order is q, we have proved part (a). Since S n (q) is a subgraph of B n (q) and This ω acts on γ(G) and interchanges the maximal standard parabolic subgroups.
It induces an automorphismω of S n (q) which interchanges the partition sets of this bipartite graph (the set of points and and the set of lines). Therefore the group generated by U andω acts transitively on the set of vertices of S(q), and part (d) is proved.
Let G be a Chevalley group of normal type corresponding to the Lie algebra
is the direct sum of root subalgebras, corresponding to positive (negative) roots. The incidence graph I(G) of the geometry γ(G) of group G is a blow-up of the incidence graph I(W ) of the geometry of its Weyl group W (see [20, 21] ). In this case the blow-up I(W ) was constructed by using the Lie algebra L + and a fixed Chevalley basis for it.
We restrict our attention to Chevalley groups of rank two of normal type. In this case we obtain a convenient description of graphs S n (q).
, where e α is an element of the Chevalley basis from the root space corresponding to root α, and t ∈ IF q . Let
, and G is generated by all
For a fixed positive root α, let U α be a group generated by all x α (t), t ∈ IF q . Proposition 2.2. For n = 3, 4, 6, graph S n (q) is isomorphic to the incidence graph of the group incidence structure γ = γ(U, {U α 1 , U α 2 }).
Proof. First observe that the orbits of B on sets P and L coincide with those of U . Let cosets aP 1 , bP 2 be elements of S(P ), S(L), respectively. Then U α 1 , U α 2 are the respective stabilizers in U of aP 1 and bP 2 . Thus the actions of U on (U : U α 1 ), (U : U α 2 ) are similar to those on S(P ), S(L), so that we may identify
Since the incidence is preserved under this identification, γ identifies to a spanning subgraph of S n (q).
Since U acts transitively on the edge set of each of γ, S n (q), it follows that the two graphs are isomorphic. 
For an arbitrary 2 × 2 integer matrix A = (a ij ), we consider two linear transformations r 1 , r 2 of H, where (α j )
, and these conditions are generic relations for a group W = W (A) = r 1 , r 2 ,
i.e., W (A) is isomorphic to the dihedral group D m . W (A) is usually called the Weyl group corresponding to the 2 × 2 Cartan matrix A. (For more on this, see [5] .) The set Φ(A) = {α
, be the linear functional on H such that α * i (α j ) = δ ij , where δ ij is the Kronecker delta. We can consider the dual
acts on H * by the following rule: for a linear functional l ∈ H * and g ∈ W , l → l g , where
We shall say that two functionals l 1 ∈ H 1 (A) and l 2 ∈ H 2 (A) are incident and write l 1 Jl 2 if and only if for every x from Φ(A),
Proof. It is easy to check that
and the bipartite incidence graph for
Remark. More general propositions for n × n Cartan matrices of simple finite dimensional and affine algebras are considered in [21] and [22] , respectively.
Let ζ be the vector space of formal linear combinations t 1 α * 1 + t 2 α * 2 , where
be the set of all linear combinations of the form
t α e α , t α ∈ IF q , and let ζ ⊕ L be the direct sum of ζ and L.
We define a bilinear product [ , ] on ζ ⊕ L by its values on elements of the basis in the following way:
where r is an integer uniquely determined by the condition β − rα ∈ Φ(A), β − (r + 1)α ∈ Φ(A).
It is known (see [8] 
) is isomorphic to the Borel subalgebra of the Lie algebra for
, which is, by definition, the direct sum of the Cartan subalgebra with the sum of root spaces which correspond to positive roots.
Let us denote by L α the totality of vectors in L of the form λα, λ ∈ IF q . For an integer a we denote byā the residue of a(mod p). We shall write l = Σλ i α * i , where l = Σλ i α * i is an element of H * .
Let l ∈ H * and η(l) = {α ∈ Φ + | l(α) < 0}. We shall consider an incidence structure ζ(A, q) with the set of points and lines
L α }, i = 1, 2, and the following incidence relation J:
It has been shown in [22, 23] that the incidence structure of ζ(A, q) for q = p s , p > 3, and A ∈ {M 1 , M 2 , M 3 } is isomorphic to the generalized n-gon arising from the Chevalley group A 2 (q), B 2 (q), G 2 (q), n = 3, 4, 6, respectively. If A = M 2 , this statement is also valid for p = 3.
A mapping φ: (P, L, I) → (P , L , I ) is called a morphism from an incidence system (P, L, I) to an incidence system (P , L , I ) if φ(P ) ⊂ P , φ(L) ⊂ L , and pIl implies φ(p)I φ(l).
The following proposition follows immediately from definitions and the above.
r((h, x)) = h, is a morphism of the generalized m k -gon onto the ordinary m k -gon,
If the characteristic of IF q is greater than 3, we can identify our graph S t (q), t = 4, 6, with the restrictions of the incidence graph for ζ(M k , q), k = 2, 3, on r
. It is easy to see that r
Therefore S t (q) is the blow-up of K 1,1 with vertices −α * 1 and −α * 2 .
Let n = 4, 6,
We define an incidence relation I n (between P n and L n ) as: (a,
and for p ≥ 5, graph S 6 (q), are isomorphic to the incidence graphs of the incidence structure (P 4 , L 4 , I 4 ) and (P 6 , L 6 , I 6 ) respectively.
In order to prove Theorem 2.5, it is sufficient to represent elements of P and L Let φ be the mapping of S 6 (q) to S 4 (q) induced by the canonical projections of vector spaces P 6 and L 6 on the first three coordinates. As an immediate corollary of Theorem 2.5, we get Proposition 2.6. φ is a morphism of the incidence systems.
Remark 1. S 3 (q) is the incidence graph of the following incidence system: 
Remark 2. Under the assumptions of Theorem 2.5, the operator x α (t) from U preserves the set of vertices of S n (q), n = 3, 4, 6, and its restriction on this set is an automorphism of S n (q).
Let H n (q) be a blow-up of K 1,1 in the case when (a) (L, * ) is an n-dimensional algebra over IF q with a basis {e 1 , e 2 , . . . , e n } and a multiplciation * satisfying e i * e 1 = e i+1 , e 1 * e i = −e i+1 , i = 2, . . . , n − 1
. . , n} and η(l) = {1, 3, . . . , n} for every point (p) and every 
Let us consider nondegenerate polynomial (biregular in terms of algebraic geometry) transformation t i (x) of disjoint union of vector spaces P h and L h which is defined by the rules:
(a 1 , a 3 , . . . , a n ) t 2 (x) = (a 1 , a 3 + a 1 · x, a 4 , . . . , a n )
A straightforward computation gives us the following Proposition 2.7. For all i ∈ [n], and all x, y ∈ IF q , t i (x) ∈ Aut(H n (q)), and
Let U H n (q) be a group, generated by all
Analogously to the case of S 4 (q) we obtain Proposition 2.8. Incidence structure H n (q) is isomorphic to group incidence
Corollary. Graph H n (q) is edge-transitive.
Theorem 2.9. Graph S 4 (q) is isomorphic to H 3 (q).
Proof. There exists an isomorphism ϕ of the unipotent subgroup U of B 2 (q) into U H 3 (q) such that ϕ(x α 1 (t)) = t 1 (x) and ϕ(x α 2 (t)) = t 2 (x). This isomorphism induces the bijective morphism of γ(U,
Theorem 2.10. For each n ≥ 3, g(H n (q)) = 8.
Proof. Graph H n (q) contains no odd cycles, since it is bipartite. Incidence structure H n (q) is a semiplane. So H n (q) does not contain C 4 . Let ϕ be a morphism of H n (q) on H 3 (q) corresponding to the projection of Wenger [26] proved that H 5 (p) contains no C 10 . His proof can be easily modified to obtain that H n (q), q = p m , contains no C 10 . This result, together with Theorem
2.10, implies
Proposition 2.11. Graph H 5 (q) of order 2q 5 and size q 6 contains no C 10 and is not isomorphic to S 6 (q).
In fact, graph H 5 (q) does not contain C 10 and, having girth 8, cannot be embedded into a generalized 6-gon. Other examples of "magnitude extremal" bipartite graphs of girth at most 2k − 2, but containing no C 2k , can be found in [14] .
SECTION 3. Construction of graphs of order 2q
5 , size q 6 , and girth 10 which is not based on a classical root system.
As we have mentioned, it was shown in [12] that there are no generalized 5-gons whose vertices have degree ≥ 3. This makes the construction of this section different from the one in Section 2.
Let P and L be two 5-dimensional vector spaces over the finite field IF q . We assume that a basis in each of these spaces is chosen. Then the vectors of P and L can be thought as ordered 5-tuples of elements from IF q . We define an incidence structure with point set P and line set L. It will be convenient for us to (p) are determined uniquely by the value of l 1 , which can be any element of the field. Therefore, the degree of (p) in B is q. In the same way we obtain that the degree of a line [l] in B is also q. Therefore B is q-regular and |E(B)| = q 6 .
Our proof of part (b) will be facilitated by the following two observations.
First we notice that a graph G contains no C 2k , k ≥ 2, if there is at most one simple path of length k between any two of its vertices. We will show that any pair of vertices of B is connected by at most one simple path of length k, k = 2, 3, 4. This will imply that g(B) ≥ 10 since, being a bipartite graph, B contains no odd cycles. represented by the system (3.1). The condition that {(p)
} is an edge of B is given by the following system
It is a straightforward verification that systems (3.1) and (3.2) are equivalent for all x. It is obvious that t 0 (x) is a well-defined bijection and that t 0 (x)t 0 (−x) = t 0 (−x)t 0 (x) is the identity mapping on V (B). Therefore, part (i) of the lemma is proven. [l] gives (
, written in terms of components, gives
We view (3.3) as a system of equations with unknown x, y, z and parameters a i . The is equivalent to the requirement that (3.3) has at most one solution which satisfies the following inequalities:
Simplifying, we get an equivalent system
Thus our goal is to prove that the combined system (3.3) and (3.5) has at most one
It will be convenient to consider two cases: a 1 = 0, and a 1 = 0, a 2 = 0. In order to see that these cases suffice, we notice that for a 1 = 0 the automorphism t = t 0 (−a 2 /a 1 ) of B has the properties:
Case 1. a 1 = 0. The combined system of (3.3) and (3.5) has the form (we shall suppress the "primes" on a i , i = 3, 4, 5):
This implies that a 2 = 0, a 3 = 0, y = −a 3 /a 2 and
The last system has at most one solution with respect to x, z. Therefore (3.6) has at most one solution.
Case 2. a 1 = 0, a 2 = 0. The combined system of (3.3) and (3.5) has the form
We consider two subcases, depending on a 4 being zero or not.
Subcase 2.1. a 4 = 0. Then (3.7) is equivalent to
If a It can be shown that for all sufficiently large values of q, which are neither divisible by 2 nor 3, and such that 13 is a quadratic residue in IF q , such two solutions exist; the proof is straightforward and we omit it. We believe that g(B) = 10 for most other values of q (point (p) has to be chosen differently), but we leave this investigation out of the paper. This finishes the proof of part (b) of Theorem 3.1.
Part (c) follows immediately from (b) since a generalized 6-gon has girth 12.
SECTION 4. Construction of graphs of order 2q 9 , size q 10 , and girth
The construction we present in this section is quite similar to the one we performed in Section 3. The same can be said about the logic of the proofs, though in this case some of them are more elegant.
. . 9} be the set of points and if the following conditions are satisfied:
This incidence defines a bipartite graph G = G(q) whose vertex partition sets are P and L. Then G has 2q 9 vertices, q 10 edges, and is q-regular (the proof is the same as of Theorem 3.1 (a)).
For every x ∈ IF q , we introduce the following mappings t i :
The proof of the following lemma is absolutely similar to the one given for Lemma 3.2 and we omit it.
Lemma 4.1.
(i) For every x ∈ IF q and every i ∈ {1, . . . 9}, the mapping t i (x) is an automorphism of the graph G and t
(ii) For every edge {[l], (p)} of G there exist automorphisms α and β of G such that
The automorphism group Aut(G) acts transitively on each of the sets P and L, and G is edge-transitive.
In order to prove that g(G) For r = 5, the 6 th and 7 th equations of (4.1) give: For r = 3, the 2 nd and 3 rd equations of (4.1) give:
Since x = 0, y = 0, t is determined uniquely from the first equation. Therefore G contains no C 6 . In a similar way we show that G contains no C 4 . The proof is left for the reader.
