Abstract. The iterative process, Xn+i = X"i2I -AX«), for computing A-1, is generalized to obtain the generalized inverse.
An iterative method for inverting a matrix, due to Schulz [1] , is based on the convergence of the sequence of matrices, defined recursively by
to the inverse A~l of A, whenever X0 approximates A"1. In this note the process ( 1 ) is generalized to yield a sequence of matrices converging to A +, the generalized inverse of A [2\.
Let A denote an m X n complex matrix, A its conjugate transpose, Pru) the perpendicular projection of Em on the range of A, Pru') the perpendicular projection of En on the range of A*, and A+ the generalized inverse of A.
Theorem. The sequence of matrices defined by
where Xo is an n X m complex matrix satisfying (3) Xo = A Bo for some nonsingular m X m matrix B0, (4) Xo = Co¿4 for some nonsingular n X n matrix C0,
|| XoA -Psu.>|| < 1, converges to the generalized inverse A+ of A.1 Proof. As in [3] , the generalized inverse A+ is characterized as the unique solution of the matrix equations, Thus it suffices to prove that the sequence (2) satisfies:
First we verify from (2), (3), (4) While only one of the projections PR<.A) , Pru*i is needed for the computation by the method proposed here, both are needed for testing (5) and (6).
(v) In the case where A is of full rank, the method proposed here is applicable. For, if rank A = m, Psu) = /»x« and (2) reads:
X«+x -Xn(27 -AX«).
In this case, A+ = A*iAA*)~l and, indeed, by (11), we verify that X« = A*B« , The purpose of this note is to extend a theorem on determinants over the real field to the corresponding theorem over the complex field.
Theorem. Let Din) be an nth order determinant with complex numbers as its entries. Then 
