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Chapitre 1
Introduction
Cette thèse porte sur la modélisation probabiliste, via des processus de Markov, de com-
munautés de joueurs accumulant leur gains. Cette accumulation de gain s’appelle la
richesse du joueur. Dans le premier modèle que nous étudions, la richesse représente
l’énergie de l’individu. Dans le second modèle la richesse représente le patrimoine fi-
nancier de l’individu. Les individus s’échangent de la richesse via des jeux stratégiques.
L’objectif de cette thèse est de construire des outils appropriés à ces modèles afin de
connaître la distribution de la richesse des individus en temps long.
Dans une première partie, nous traitons un cas où la richesse représente l’énergie de
particules biologiques. Un modèle biologique d’accumulation de gains est le Dilemme
du Prisonnier Démographique introduit par J.M. Epstein en 1998 [Eps98]. Ce modèle
fait intervenir deux types d’espèce : les altruistes, que l’on peut voir comme des proies,
et les égoïstes, que l’on peut voir comme des prédateurs. Dans le Dilemme du Prison-
nier Démographique (que l’on note DPD), les individus meurent si leur richesse devient
négative et peuvent donner naissance si ils sont suffisamment riches. Ce modèle rentre
dans le cadre des jeux évolutionnaires introduit par Maynard Smith et Price en 1973
[SP73] (voir par exemple [Wei97]). Nous répondons dans ce contexte à la question cen-
trale [Axe00] : "Les proies peuvent-elles survivre ad vitam æternam ? Si oui pourquoi
?". Ainsi nous trouvons une condition suffisante à la survie des proies dans le DPD.
Dans une seconde partie, nous cherchons les limites d’échelle du DPD puis de mod-
èles d’accumulation de gain plus généraux. Le Dilemme du Prisonnier Démographique
d’Epstein est un modèle spatial discret où les individus se déplacent et interagissent sur
un tore. Les objectifs de cette partie sont d’avoir la convergence vers un modèle de ren-
contre aléatoire (Random Matching) quand la vitesse de déplacement des agents tend
vers +∞ puis vers un modèle en champ moyen quand le nombre d’individus tend vers
+∞. Ces types de modélisation sont décrites par Durett [DL94]. Ainsi pour la conver-
gence vers le modèle de rencontre aléatoire, nous montrons un résultat d’homogénéisation
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[Kur92]. Ensuite nous obtenons un résultat de propagation du chaos [Szn91] pour obtenir
la convergence vers le système en champ moyen.
Dans une troisième partie, nous étudions un modèle plus proche du fonctionnement
de l’économie réelle d’un pays. Dans ce dernier cas, la richesse représente le patrimoine
financier d’un individu. Les agents sont les habitants d’un même pays et se rencontrent
au hasard et se partagent une opportunité économique (représentant par exemple la
découverte d’un gisement de minerai) suivant un jeu de la Poule-mouillé (Hawk-Dove
Game). On utilise les résultats de propagation du chaos de la partie 2, afin d’observer
comment évolue la distribution de la richesse des habitants d’un pays. On observe en
particulier deux phénomènes remarquables. D’une part, même si initialement tous les
individus sont identiques, quand le nombre d’individu tend vers l’infini, la médiane des
richesses, en temps long, est bien plus petite que la moyenne des richesses. Donc peu
d’individus sont très riches alors qu’une grosse part de la population est assez pauvre.
D’autre part on observe une "malédictions des ressources naturelles"[Aut01]. On remar-
que en effet que certains pays dont les ressources naturelles sont très riches, par exemple
Nigéria, Soudan, ont comparativement à d’autres pays au sols moins riches une crois-
sance moindre. Elle représente le fait que la richesse d’un pays1 n’est pas une fonction
croissante de la valeur des opportunités i.e. ce n’est pas toujours parce qu’un pays a des
ressources naturelles plus précieuses qu’il est plus riche qu’un pays avec des ressources
naturelles plus communes.
La première partie est publiée sur ArXiv. La deuxième partie est publiée sur Arxiv
et soumis à ALEA. La dernière partie est un travail commun avec Jorgen Weibull publié
sur ArXiv.
Les contributions principales de cette thèse sont les suivantes.
• Établir un cadre probabiliste pour le modèle d’Epstein sans faire de grosses modi-
fications du modèle original. Cela sera fait dans le deuxième chapitre.
• Démontrer des résultats asymptotiques (en temps) sur la survie des proies. Cela
sera fait dans le deuxième chapitre.
• Montrer un résultat de propagation du chaos sur le processus stochastique issu de
modèles d’accumulation de gains i.e. montrer que quand le nombre d’individus
tend vers +∞ la distribution de la richesse des proies et des prédateurs suit un
système d’équations différentielles ordinaires. Le modèle où le nombre d’individus
tend vers +∞ est appelé modèle champ moyen. On traitera en particulier le cas du
Dilemme du Prisonnier Démographique. Cela sera fait dans le troisième chapitre.
1La richesse d’un pays est représentée par la limite en loi de la richesse moyenne de la population
quand le nombre d’habitants tend vers l’infini. On montre dans la thèse que cette limite existe.
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• Observer, dans ce modèle champ moyen, la richesse des proies, en particulier leur
moyenne et leur écart type. Cela sera fait dans le deuxième chapitre.
• Appliquer ces résultats de convergence et ces observations à un modèle d’économie
sur l’accumulation de richesse individuelle en fonction de la richesse de leur en-
vironnement. On montrera que si les individus ont le choix entre partager ou se
battre pour récupérer une opportunité économique alors la richesse par habitant
n’est pas forcément une fonction croissante de la richesse de l’environnement. Cela
sera fait dans le quatrième chapitre.
Ces résultats sont présentés en détail dans la suite de l’introduction (en partie 1.3).
Pour les énoncer, nous avons besoin de concepts mathématiques qui font l’objet de la
partie 1.2. Nous allons tout d’abord nous intéresser aux motivations biologiques de ces
résultats.
Dans la suite on appellera sans distinction aucune les agents : particules, joueurs ou
individus.
1.1 Motivations biologiques
À l’origine de cette thèse se trouve la question de la modélisation de systèmes proies-
prédateurs par des jeux. Un jeu (stratégique) est la donnée d’un ensemble de joueurs,
d’ensembles d’actions (un pour chaque joueur) et d’une fonction de gain qui attribue à
chaque groupe d’actions le gain (qui est un nombre réel) que reçoit chaque joueur. Les
gains de ces jeux représentent dans les modèles d’évolution un avantage pour la sélection
naturelle (fitness). En effet, dans les modèles un gain élevé permet aux vainqueurs
d’avoir plus d’enfants que les perdants, ou cela permet aux vainqueurs de vivre plus
longtemps que les perdants. Ainsi le Dilemme du Prisonnier peut fournir le bon cadre à
ces modèles. En effet dans ce jeu à deux joueurs les individus ont deux choix : Coopérer
ou Agresser.
• si les deux coopèrent, les deux reçoivent un petit gain;
• si les deux agressent, les deux reçoivent une petite perte;
• si un agresse et l’autre coopère, l’agressif reçoit un gros gain et le coopérant
reçoit une grosse perte.
Le système proies-prédateurs apparaît quand on observe que pour maximiser ses gains il
faut Agresser plutôt que Coopérer peu importe ce que l’autre fait. Ainsi les agressifs
ont un avantage de sélection sur les coopérants. Donc les agents agressifs se développent
plus vite que les coopérants. Cependant s’il n’y a que des agressifs, ces derniers meurent.
Cette dynamique où :
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• s’il n’y a pas d’agressifs , les coopérants se développent;
• s’il n’y a pas de coopérants, les agressifs ne se développent pas;
• les agressifs gagnent en avantage de sélection grâce à leur interaction avec des
coopérants alors que les coopérants y perdent en avantage de sélection;
rapproche les coopérants (resp. les agressifs) des proies (resp. prédateurs) du système
proies-prédateurs de Lokta-Volterra.
Une question naturelle se pose alors : la modélisation de systèmes biologiques par de
tel types de jeux est-elle pertinente ?
Turner et Chao [TC99] en 1999 justifièrent expérimentalement cette approche. En
effet ils observèrent que certains virus peuvent s’exprimer de deux manières différentes
à l’intérieur d’une même cellule : soit ils peuvent produire beaucoup de matériel intra-
cellulaire qui sera partagé, soit ils en produisent moins mais ils se spécialisent dans la
séquestration de ce produit. Le lien avec le Dilemme du Prisonnier est apparu clairement
lorsque les chercheurs calculèrent les gains des deux espèces en avantage de sélection.
En effet, ils remarquèrent alors que les virus qui séquestrent, ont des gains de joueurs
agressifs et alors que ceux qui produisent, ont des gains de joueurs coopérants dans le
dilemme du prisonnier.
Cependant cette approche de l’évolution fut introduite vingt six ans plus tôt. En
1973, la modélisation de l’évolution par des jeux avait été proposée par Maynard Smith
et Price [SP73] pour répondre au paradoxe suivant : dans un combat classique en-
tre deux animaux mâles le vainqueur gagne des partenaires, des territoires et d’autres
avantages. Donc on peut s’attendre à ce que la sélection naturelle pousse les espèces à
développer des stratégies de combat agressif ou de "guerre totale". Cependant les conflits
intra-espèces présentent généralement un aspect de "guerre limitée". Par exemple, on
remarque des serpents qui combattent en s’enroulant les uns autour des autres plutôt
que d’utiliser leur crocs, cerfs à queue qui n’achèvent pas les fuyards de leur espèce.
L’argument classique utilisé pour expliquer ces phénomènes est la sélection de groupe :
les groupes qui survivent le mieux sont les groupes qui ne cherchent pas à s’entre-tuer.
Cependant cette sélection de groupe n’explique pas la survie de ces espèces à l’échelle
individuelle, i.e. pourquoi le premier individu à ne pas chercher à tuer ses congénères
survit mieux que ces derniers. Pour représenter les gain de sélection à l’échelle individu-
elle ils réalisèrent le modèle suivant2. Les animaux ont deux choix : "Combattre de façon
dangereuse", "Combattre de façon conventionnelle". Les gains que les animaux reçoivent
sont aléatoires
2Le modèle qu’ils amenèrent est plus compliqué que le suivant, cependant on ne s’intéressera qu’à
cette conséquence qu’est le jeu de la Poule Mouillée.
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• Quand les deux attaquent dangereusement chacun reçoit en moyenne un gain de
-19.5.
• Quand l’un attaque de façon dangereuse et l’autre de façon conventionnelle celui
qui attaque dangereusement gagne en moyenne un gain de 80, celui qui attaque
conventionnellement gagne en moyenne un gain de 19.5.
• Quand les deux attaquent conventionnellement, les deux gagnent en moyenne un
gain de 29.
Pour comparer ces stratégies et les placer dans un contexte d’évolution, ils intro-
duisirent un concept central dans la théorie des jeux évolutionnaires : les stratégies
stables pour l’évolution, autrement appelées ESS. Ce concept fut étudié par Maynard
Smith et ses coauteurs [SP73, Smi74, Smi82], (voir aussi par exemple [Wei97]). Un
ESS est une notion liée à la notion d’invasion. Supposons que l’on a une population
d’individus dont la stratégie X (par exemple attaquer dangereusement) est codée dans
l’organisme de chacun de ses membres. Ce groupe voit arriver dans son milieu un
"petit" amas de personnes qui appliquent la stratégie Y (par exemple attaquer de façon
conventionnelle). Ces joueurs sont envahissants si leur stratégie Y leur permettent
d’être plus performants3 que ceux ayant la stratégie X. Une stratégie est un ESS s’il
n’existe pas de stratégie qui puisse l’envahir. Dans cet article, Maynard Smith et ses
coauteurs ont introduit dans un contexte d’évolution la théorie des jeux ainsi qu’une
notion d’équilibre pour l’évolution.
En général, un système d’évolution combine deux éléments: un mécanisme de mu-
tation et un mécanisme de sélection. Dans la suite on ne considérera pas de mutation
mais on supposera qu’il y a résistance aux mutations.
Une dynamique centrale en jeux évolutionnaires, introduite par Taylor et Jonker [TJ78]
(voir par exemple [Wei97]), est la dynamique de réplication (replicator dynamic). Dans
cette dernière les individus ne jouent qu’une seule stratégie qu’ils transmettent à leurs
enfants sans erreur. Cette dynamique est modélisée par des équations différentielles
ordinaires, décrivant la proportion d’individus jouant chaque stratégie. Cette modélisa-
tion de l’évolution par un système de générations est proche du modèle, très connu en
probabilité, de Wright-Fisher [Wri37, Wri38]. Dans ce dernier, adapté aux jeux évolu-
tionnaires par Boylan [Boy92], on considère une population de taille constante N . Les
3La performance d’un groupe (dans le cadre de l’invasion) jouant une stratégie X est calculée de
la façon suivante. On réalise une série de jeux entre des couples d’individus tirés au hasard dans une
population majoritairement composé d’individus jouant X et d’une minorité jouant Y. On regarde la
moyenne (sur tous les jeux puis sur tous les individus de même type) des paiements. On dit que la
stratégie X est plus performante que Y si la moyenne des paiements des individus du groupe jouant X
est plus grande que celle du groupe jouant Y. On remarque que cette définition n’est pas symétrique en
X et Y, cependant la définition d’un ESS ne nécessite pas cette symétrie.
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individus de cette population ont une vie très simple : un individu né au temps t joue
avec un autre individu choisi aléatoirement dans la population et en fonction du résultat
du jeu il a un nombre d’enfants (qui joueront au temps t+ 1 avec sa stratégie) plus ou
moins grand, puis meurt. Boylan [Boy92, Boy95], dans un premier temps, et Chalub et
Souza, dans un second temps [CS14], montrèrent que le modèle de Wright-Fisher peut
être approximé quand la population est grande par les modèle de réplication dynamique.
Cependant, comme le montre Weibull [Wei97], dans la dynamique de réplication avec
comme jeu le dilemme du prisonnier, l’état de population converge vers l’unique ESS,
"toujours agresser". Cependant, comme l’ont remarqué de nombreux biologistes comme
Hamilton [Ham64] et Axelrod [Axe06], les coopérants ont réussi à survivre malgré le fait
que les agressifs soient mieux adaptés pour la sélection naturelle. Pour Nowak et May
[NM93], il y avait, en 1993, trois théories principales pour expliquer ce phénomène :
1. La coopération est une bonne option à appliquer avec les individus de même espèce.
En effet si je veux que mon espèce survive, il vaut mieux préserver ceux qui ont
les même gènes que moi. C’est en particulier l’explication de Hamilton [Ham64].
2. La coopération peut être expliquée entre espèce de patrimoines génétiques dif-
férents par un altruisme réciproque. En effet si les jeux sont répétés, et si je peux
jouer de nouveau avec un individu, celui-ci peut se rappeler de ce que j’ai fait et une
relation d’entraide peut apparaître. C’est en particulier l’explication de Trivers en
1971 [Tri71].
3. La sélection peut aussi apparaître si on fait de la sélection de groupe. Plutôt
que de faire de la sélection naturelle pour des individus un à un, la sélection
naturelle sélectionne des groupes d’individus. Dans ce cas là commeWilson [Wil80]
le présente, les groupes avec le plus de coopérants ont plus de chances de survivre.
L’explication qui nous intéresse est celle de Nowak et May [NM93]. Si au lieu de con-
sidérer que les joueurs jouent avec n’importe qui, on place les individus dans une grille
torique4, cela est suffisant pour créer des poches de coopérations. Ils choisirent comme
jeu de référence : le Dilemme du Prisonnier. Le modèle qu’ils introduisirent est le
suivant :
• on se munit d’une grille torique,
• sur chaque site de cette grille se trouve un individu qui est soit un coopérant soit
un agressif (comme montré dans la figure 1.1, où les loups rouges sont les agressifs
et les moutons bleus sont les coopérants),
• à chaque génération le gain de chaque joueur est la somme de tous les paiements
qu’il reçoit en jouant avec ses huit plus proches voisins (les cellules correspondent
au déplacement du roi aux échecs) et avec lui-même,
4Une grille torique est une grille avec des conditions périodiques au bord.
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• à la génération suivante, chaque cellule est occupée par un individu de la stratégie
qui a reçu le plus grand gain parmi les huit voisins et lui même.
Figure 1.1: Exemple de configuration dans le Dilemme du Prisonnier Spatial
Ce jeu étant complètement déterministe, Nowak et May regardèrent les différents jeux
de paramètres (les gains que reçoivent les individus en jouant) pour trouver ceux qui per-
mettent toujours la survie des coopérants. En 1998, Szabó et Toke [ST98] amenèrent une
formalisation plus physique à ce modèle, ainsi que de l’aléatoire. Hauert [Hau02] explora
de nombreuses variations du modèle (type de voisinages, règle d’évolution, changement
de jeu, désynchronisation des particules) et regarde leur effet sur la survie des coopérants.
Le modèle qui nous intéresse est donc un modèle spatial. C’est le Dilemme du
Prisonnier Démographique qui fut introduit par Epstein [Eps98] en 1998. Ce modèle
permet de considérer une population d’individus dans une grille torique, sauf que cette
grille n’est pas remplie. De ce fait, il permet à chaque individu de se déplacer en plus de
jouer et d’avoir des enfants. Le modèle, basé sur la théorie des systèmes multi-agents,
est le suivant :
1. les agents sont placés et se déplacent sur une grille torique i.e. si par exemple
des agents sortent par le haut(resp. la droite) ils reviennent par le bas (resp.
la gauche). À des temps différents ils choisissent une direction (Nord, Sud, Est,
Ouest) au hasard, et s’y déplacent si le site est vide.
2. Les agents interagissent avec 4 de leur voisins, ceux des sites au Nord, Sud, Est,
Ouest.
3. Les agents sont munis d’une quantité appelé richesse. Cette quantité va évoluer
en fonction des règles suivantes : si la richesse d’un individu devient négative,
l’individu meurt et sa richesse disparaît. Si la richesse d’un individu dépasse un
certain seuil fixé à l’avance, il peut donner naissance à un enfant. Ce faisant il lui
transmet une partie de sa richesse.
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4. Les agents jouent un dilemme du prisonnier dont certains des gains qu’ils reçoivent
sont négatifs. Si deux individus sont tous les deux agressifs, ils perdent une petite
quantité de richesse. Si un individu agresse et que l’autre coopère, le premier gagne
beaucoup de richesse tandis que le second en perd beaucoup. Si les 2 coopèrent,
ils reçoivent une petite quantité de richesse.
5. Les agents naissent avec une stratégie fixe : soit ils agressent tout le temps, soit ils
coopèrent tout le temps. Comme les cas que nous traiterons seront sans mutation :
quand le parent donne naissance, son enfant a la même stratégie que lui.
Epstein [Eps98] introduisit et explora son modèle via des simulations. Le Dilemme du
Prisonnier Démographique devint alors un modèle populaire [Axe00, IKD04, ON06] en
biologie théorique. L’utilisation de systèmes multi-agents comme outil de modélisation
fit un lien intéressant entre l’informatique et la biologie comme présenté par Tumer et
Wolpert [TW04].
Cependant à la fin de son article d’introduction[Eps98], Epstein dit : "La seule chose
que l’on peut avancer définitivement est que ce jeu complexe d’hypothèses est suffisant
pour générer la survie de la coopération pour la durée de la simulation. [...] Évidemment
cela vaudrait le coup de [...] si possible, prouver leur généralité mathématiquement".
En 2002, Dorofeenko et Shorish [DS02], en supposant que les richesses des agents sont
indépendantes, ont montré que, quand le pas de la grille devient de plus en plus petit
et que dans le même temps la taille des paiements se réduit, alors le processus issu du
Dilemme du Prisonnier Démographique converge vers un processus de réaction-diffusion,
qu’ils ont étudié numériquement. Namekata et Namekata [NN11] ajoutèrent des joueurs
réticents (des joueurs qui commencent par agresser, puis qui reproduisent la dernière
interaction qu’ils ont eue). Ils montrèrent via des simulations que l’ajout de joueurs
réticents favorise la survie des individus coopérants.
1.2 Prérequis mathématiques
1.2.1 Théorie des jeux
Pour présenter différents concepts de théorie des jeux, nous nous baserons sur le livre de
théorie des jeux de Laraki, Renault et Sorin [LRS13]. Dans cette thèse, je ne traiterai pas
de problèmes de jeux stratégiques, cependant le cadre des jeux stratégiques est important
pour comprendre les questions et les idées développées.
Définition 1.2.1 (Jeu stratégique). Un jeu stratégique est décrit comme un triplet
G = (N, (Ai)i∈N , (gi)i∈N ) où :
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1. N est un ensemble non vide appelé ensemble des joueurs.
2. Pour tout joueur i dans N , Ai est un ensemble non vide appelé actions (ou straté-
gies) du joueurs i.
3. Pour chaque joueur i dans N , gi est une fonction de l’ensemble produit
∏
j∈N
Aj
dans R, appelée fonction de gain (ou de paiement) du joueur i.
On peut penser un jeu stratégique comme un "jeu simultané en un coup". Plus
précisément l’interaction est la suivante. Chaque joueur i choisit une action ai dans
Ai. Les choix des joueurs sont simultanés. À la fin du jeu, si chaque joueur j a choisi
l’action aj dans Aj , le paiement de chaque joueur i est donné par gi(a), où a = (aj)j∈N .
Le but de chaque joueur est de maximiser son propre gain. Tous les joueurs connaissent
G.
Deux jeux nous intéresseront particulièrement : le Dilemme du Prisonnier et le jeu
de la Poule Mouillé("Hawk-Dove Game").
Exemple (Dilemme du prisonnier). Il y a deux joueurs N = {1, 2}. Les joueurs devront
choisir une action chacun. Celle du Joueur 1 correspondra à une ligne, celle du Joueur 2
à une colonne. Ils pourront soit Coopérer qui correspond à la ligne C1 ou la colonne C2,
soit Agresser correspondant à la ligne D1 ou la colonne D2. Ainsi on a : A1 = {C1, D1}
et A2 = {C2, D2}. Les gains, i.e. les fonctions g1 et g2, sont donnés par la matrice
suivante : avec T > R > 0 et S > P > 0 des réels
C2 D2
C1
D1
(
(R,R) (−S,T)
(T,−S) (−P,−P)
)
(1.1)
Les entrées de la matrice représentent les éléments de A1 × A2. Dans chaque entrée il
y a un couple de nombres réels : la première composante est le paiement du joueur 1,
la seconde celui du joueur 2. R est appelé la récompense, S le gain de Duperie, T la
Tentation et P la Punition.
Exemple (Jeu de la Poule Mouillée ou Hawk Dove game). De même que le Dilemme du
Prisonnier, le jeu de la Poule Mouillée est un jeu à deux joueurs et avec 2 actions par
joueur. Chercher le compromis reviens à choisir la ligne D1 ou la colonne D2. Combattre
correspond à choisir la ligneH1 ou la colonneH2. La matrice de paiement est la suivante :
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avec v > 0, c > 0 et v < c
D2 H2
D1
H1
(
(v/2, v/2) (0, v)
(v, 0) (v−c2 ,
v−c
2 )
)
On notera pour i ∈ N et a = (aj)j∈N ∈ A, a−i = (aj)j∈N\{i} ∈
∏
j∈N\{i}
Aj := A−i.
Avec un léger abus de notation, on note a = (ai, a−i) lorsque l’on veut voir en priorité
l’action du joueur i. Avec ces notations, on introduit la notion de meilleure réponse.
Définition 1.2.2. Fixons i ∈ N , ai ∈ Ai et a−i ∈ A−i. On dit que ai est une meilleure
réponse du joueur i contre a−i si :
∀bi ∈ Ai, gi(ai, a−i) ≥ gi(bi, a−i).
En d’autres termes, ai est la meilleure réponse contre a−i si le joueur i doit jouer ai si
les autres joueurs jouent suivant a−i.
On en arrive à la notion de stratégie dominante.
Définition 1.2.3 (Stratégie dominante). Fixons i ∈ N et ai ∈ Ai. La stratégie ai du
joueur i est une stratégie dominante si quelles que soient les actions des autres joueurs,
le joueur i doit jouer ai, i.e. si :
∀a−i ∈ A−i, ∀bi ∈ Ai, gi(ai, a−i) ≥ gi(bi, a−i).
Dans l’exemple du Dilemme du prisonnier, Agresser est une stratégie dominante.
En effet peu importe ce que fait l’autre joueur, il est toujours avantageux d’agresser.
Le dernier concept important qui nous sera utile dans cette thèse est celui d’Équilibre
de Nash.
Définition 1.2.4 (Équilibre de Nash). Un Équilibre de Nash est un profil d’actions
tel que chaque joueur joue la meilleure réponse contre les stratégies des autres joueurs.
Formellement soit a = (ai)i∈N un profil d’action A.
On dit a est un Équilibre de Nash de G si et seulement si :
∀i ∈ N, ∀bi ∈ Ai, gi(ai, a−i) ≥ gi(bi, a−i).
C’est équivalent à : pour tout i ∈ N , ai est la meilleure réponse à a−i. En d’autres
termes, un Équilibre de Nash est un profil d’action tel que il n’y a pas de déviation par
une seule personne qui est strictement profitable.
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L’Équilibre de Nash dans le Dilemme du Prisonnier est : (Agresser,Agresser). Cela
donne comme paiement pour cet Équilibre de Nash est : (−P,−P).
1.2.2 Processus de Markov
On va ici introduire les processus de Markov, on pourra se référer au livre d’Ethier et
Kurtz [EK86] pour plus de détails. Commençons par quelques notations.
Notations. Soit (Ω, T ,P) un espace de probabilité. Soit (E, r) un espace métrique
complet séparable. On note L(X) la loi de la variable X à valeur dans E. On note
Cb(E) l’ensemble des fonctions continues bornées de E dans R, Mb(E) l’ensemble des
fonctions mesurables (pour les boréliens) bornées de E dans R etM(E) l’ensemble des
fonctions mesurables de E dans R.
Passons à la définition des processus de Markov. Une bonne façon de le faire est via
leur loi. Un processus X = (X(t))t≥0 est une variable aléatoire qui prend ces valeurs
dans l’espace des trajectoires.
Définition 1.2.5 (Espace des trajectoires). L’espace des trajectoires D(R+, E) est
l’espace des fonctions continues à droite avec une limite à gauche de R+ dans E. On
munit cet espace de la topologie de Skohorod engendrée par sa distance usuelle5. Avec
cette distance, D(R+, E) est un espace complet et séparable.
On note (Tt)t la filtration naturelle associé à D(R+, E). On définit le processus
canonique X := (X(t))t≥0 par :
∀t ≥ 0, X(t) : ω ∈ D(R+, E) 7→ ω(t) ∈ E
On définit un processus de Markov dans un espace d’états dénombrable discret E (ce
qui sera le cas dans la thèse). Pour ce faire on a besoin d’une mesure de probabilité ν
sur E et d’une matrice (A(x, y))x,y∈E avec A(x, x) = −
∑
y∈E
y 6=x
A(x, y) et pour tout couple
x 6= y de E A(x, y) est un réel positif. Pour x 6= y A(x, y) donne le taux de transition du
5Définissons la distance de Skohorod [EK86]. L’intuition est que cette topologie permet de "tordre"
un peu le temps et l’espace (tout comme la topologie uniforme "tord" un peu l’espace). On note q la
distance r ∧ 1. On note Λ′ l’ensemble des fonctions λ continues strictement croissantes de [0,+∞) vers
[0,+∞) telles que λ(0) = 0 et lim
t→+∞
λ(t) = +∞. On note de plus Λ l’ensemble des fonctions λ de Λ′
telles que en plus elles soient Lipschitz et vérifient γ(λ) := sup
s>t≥0
∣∣∣log λ(s)−λ(t)s−t ∣∣∣ <∞. Avec cela on définit
la distance de Skohorod pour tout x, y ∈ D(R+, E) par:
d(x, y) = inf
λ∈Λ
γ(λ) ∨ ∞∫
0
e−u sup
t≥0
q (x(t ∧ u), y(λ(t) ∧ u))du

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processus de l’état x vers l’état y. Avec cette matrice on définit le générateur infinitésimal
du processus de Markov. Le générateur est l’opérateur suivant : pour toute fonction
f ∈Mb(E) et pour tout x ∈ E :
Af(x) =
∑
y∈E
A(x, y)[f(y)− f(x)]
Le générateur est ainsi un opérateur linéaire sur Mb(E). On note de la même
manière la matrice de taux A = (A(x, y))x,y∈F et le générateur de Markov associé
A :Mb(E)→M(E). Pour faire la différence entre la matrice de taux et le générateur,
on notera toujours la matrice avec deux entrées, A(., .), et le générateur sans entrée A.
Réciproquement, connaissant le générateur on peut construire la matrice de taux en
regardant l’expression du générateur.
Maintenant à partir du générateur on définit les Chaînes de Markov à Temps Continu
Homogènes.
Définition 1.2.6 (Chaîne de Markov à Temps Continu Homogène). Soit A un généra-
teur et une mesure de probabilité ν on construit une Chaîne de Markov à Temps Continu
Y comme suit :
1. Soit (W (n))n∈N une Chaîne de Markov à temps discret à valeur dans E de mesure
initiale ν, avec pour matrice de transition (P (x, y))x,y∈F où
P (x, y) =

A(x,y)
|A(x,x)| si A(x, x) 6= 0, x 6= y
0 si A(x, x) 6= 0, x = y
0 si A(x, x) = 0, x 6= y
1 si A(x, x) = 0, x = y
2. Soit ∆0,∆1, . . . une suite de variables indépendantes et identiquement distribuées
de loi exponentielle de paramètre 1 et indépendante de W .
3. On définit la Chaîne de Markov à Temps Continu Homogène (Y (t))t à valeur dans
E de mesure initiale ν et de générateur A par :
Y (t) =

W (0), 0 ≤ t < ∆0|A(W (0),W (0))|
W (k),
k−1∑
j=0
∆j
|A(W (j),W (j))| ≤ t <
k∑
j=0
∆j
|A(W (j),W (j))|
On note que l’on autorise A(x, x) = 0 en disant que pour tout i ∈ N ∆i/0 =∞.
Les résultats suivants peuvent s’appliquer aux processus de Markov.
Maintenant que les Chaînes de Markov à Temps Continu Homogènes sont bien définies,
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relions-les à un autre outil très important en Probabilités : les martingales. Puisque les
martingales permettent de gérer les convergences plus facilement, la proposition suivante
(adaptée de la Proposition 1.7 de Ethier Kurtz [EK86]) est très utile.
Proposition 1.2.7. Soit (Y (t))t une Chaîne de Markov en Temps Continu Homogène
adaptée à une filtration (Ft)t≥0 avec pour générateur A. On a : pour toute fonction
continue bornée f de E dans R
Mf (t) := f(Y (t))− f(Y (0))−
t∫
0
Af(Y (s))ds, t ≥ 0,
est une (Ft)t≥0-martingale.
Pour une mesure de probabilité µ sur l’espace des trajectoires D(R+, E), on notera
µt la marginale de µ au temps t ≥ 0 i.e. pour tout A borélien de E et t réel positif
µt(A) = µ{Y ∈ D(R+, E)/Y (t) ∈ A}.
Parlant de convergence, une en particulier nous intéressera. C’est la convergence en
loi finie dimensionnelle.
Définition 1.2.8. Soit (Y N )N une suite de Chaîne de Markov à Temps Continu Ho-
mogène à valeurs dans E. Soit (Y (t))t≥0 un processus stochastique à valeur dans E. On
dit que (Y N )N converge en loi finie dimensionnelle vers Y lorsque : pour tout n ∈ N∗,
tout 0 < t1 < · · · < tn et tout Γ0, . . . ,Γn ⊂ E on a :
P(Y N (0) ∈ Γ0, Y N (t1) ∈ Γ1, . . . , Y N (tn) ∈ Γn) −→
N→+∞
P(Y (0) ∈ Γ0, Y (t1) ∈ Γ1, . . . , Y (tn) ∈ Γn)
1.2.3 Mesure chaotique
On montrera dans la thèse plusieurs résultats de propagation du chaos. Cela consiste
à montrer que les lois des Chaînes de Markov à Temps Continu Homogènes représen-
tant les systèmes de particules sont µ-chaotiques. Les différentes notions associées ont
notamment été introduites par Sznitman [Szn91] dans un cours à Saint Flour.
Définition 1.2.9 (Mesure chaotique). Soit E un espace métrique séparable, u une
mesure de probabilité sur E et (uN )N une suite de mesures de probabilités tels que
pour tout N entier naturel non nul, uN est une probabilité symétrique sur EN . On dit
que (uN )N est u-chaotique si pour tout entier naturel non nul k, pour toutes φ1, . . . , φk
fonctions continues bornées de E dans R,
lim
N→+∞
∫
EN
φ1(x1) . . . φk(xk)uN (dx1, . . . ,dxN ) =
k∏
i=1
∫
E
φi(x)u(dx).
20
L’intuition de cette définition est la suivante. Si on regarde un ensemble fini (de
taille k) de particules, quand le nombre total de particules (représenté par N) tend vers
+∞, ces particules deviennent indépendantes et de même loi u.
1.3 Organisation de la thèse et résultats obtenus
La thèse sera organisée comme suit.
Le chapitre 2 contient trois résultats principaux :
• Le théorème 2A correspond à un résultat d’extinction presque sûre des particules
coopérantes dans la version spatiale du Dilemme du Prisonnier Démographique.
• Le théorème 2B correspond à un résultat de coexistence des particules ad vitam
æternam dans la version spatiale du Dilemme du Prisonnier Démographique.
• Le théorème 2C correspondant à un résultat de survie des particules coopérantes ad
vitam æternam dans un modèle linéarisé de la version champ moyen du Dilemme
du Prisonnier Démographique.
Le chapitre 3 contient deux résultats principaux ainsi que leur extension à un cadre plus
général :
• Le théorème 3A est un résultat d’homogénéisation montrant la convergence de
la chaîne de Markov de l’accumulation de gains des individus dans le Dilemme
du Prisonnier Démographique Spatial vers celle dans le Dilemme du Prisonnier
Démographique en Rencontre Aléatoire (où les couples d’individus interagissant
sont choisis uniformément aléatoirement parmi tous les couples).
• Le théorème 3B est un résultat de Propagation du Chaos montrant la convergence
de la chaîne de Markov de l’accumulation de gains des individus dans le Dilemme du
Prisonnier Démographique en Rencontre Aléatoire vers le Dilemme du Prisonnier
Démographique en Champ Moyen.
Les résultats du chapitre 4 sont le fruit d’un travail commun avec Jorgen Weibull. Ce
chapitre contient trois résultats principaux :
• Le théorème 4A est un résultat d’ergodicité qui dit que le vecteur des richesses
des individus forment une chaîne de Markov dont la loi converge vers une mesure
invariante.
• Le théorème 4B est un résultat de Propagation du Chaos dont l’énoncé peut être
résumé de la manière suivante : quand le nombre d’individus tend vers plus l’infini,
la distribution de richesse d’un individu converge vers une loi de probabilité que l’on
décrit via des équations différentielles ordinaires. Par des simulations, on observe
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une stabilisation de cette loi dont on peut observer sa médiane et remarquer qu’elle
est bien plus petite que sa moyenne.
• La proposition 4C montre que la moyenne des richesses converge quand le nombre
d’individus tend vers l’infini. Cette limite admet un état stationnaire qui permet
d’observer le phénomène de "malédiction des ressources naturelles" : la richesse
par habitant stationnaire n’est pas forcément une fonction croissante en la richesse
de l’environnement.
Les sous-sections 1 et 3 présentent les résultats du chapitre 2 sur le Dilemme du
Prisonnier Démographique. La sous-section 2 introduit les résultats d’homogénéisation
et de propagation du chaos utiles à l’analyse des modèles d’accumulation de gains. Ces
résultats sont traités dans le chapitre 3. Dans la dernière sous-section on amène un
modèle basé sur l’économie d’accumulation de richesse. Cette dernière partie est traitée
dans le chapitre 4.
1.3.1 Dilemme du Prisonnier Démographique : version spatiale
Ma première contribution est d’introduire un cadre probabiliste rigoureux à une version
légèrement modifiée du Dilemme du Prisonnier Démographique. Ce cadre est le suivant.
1. Soit (Z/mZ)2 un tore fixé avec m ∈ N∗. C’est l’espace dans lequel les individus se
déplacent.
2. On fait l’hypothèse que le tore ne peut supporter un nombre infini d’individus.
Appelons K ∈ N∗ le nombre maximal d’individus dans le tore.
3. Les individus se déplacent selon des marches aléatoires simples, symétriques et
indépendantes. À des temps aléatoires avec un taux d > 0 un individu part de sa
position pour aller sur un site voisin choisi aléatoirement avec égale probabilité.
Cela est montré dans l’exemple suivant d’évolution (dans la dernière étape de la
figure suivante, les deux particules sont superposées).
Figure 1.2: Exemple de déplacement de deux individus
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4. Chaque individu a une richesse. Si cette richesse devient négative ou nulle, il se
désactive et ne peut plus jouer avec les autres. On dit alors que l’individu meurt.
5. La richesse change suivant les jeux. Le jeu est une version stochastique du Dilemme
du Prisonnier (la matrice de gain est (1.1)).
• Les joueurs ont deux actions : Coopérer ou Agresser.
• Les gains de ce jeu sont :
– Si tous les deux coopèrent ils reçoivent une Récompense R > 0.
– Si l’un des deux agresse, l’agresseur reçoit un gain de Tentation T > 0,
ce gain est plus grand que la récompense. Le coopérant reçoit à la place
un gain de duperie, appelé gain Sucker, −S < 0.
– Si les deux agressent (appelons-les Joueur 1 et Joueur 2) la nature tire
une pièce, si on obtient Pile le Joueur 1 reçoit une Punition −2P et le
Joueur 2 ne reçoit rien, si on obtient Face le Joueur 2 reçoit une Punition
−2P et le Joueur 1 ne reçoit rien.
• Pour choisir l’action jouée par les individus, on se place dans le cadre suivant :
"Chaque individu joue une unique action, soit toujours Agresser soit toujours
Coopérer". Donc une particule a une action fixée (Coopérer ou Agresser). Il
y a deux types d’individus : ceux qui agressent tout le temps et ceux qui
coopèrent tout le temps.
• A la fin de chaque jeu, les richesses des joueurs sont mises à jour, en ajoutant
les gains respectifs du jeu joué.
• Pour ce faire, on munit chaque couple d’individus d’un processus de Poisson
indépendant de tout et de paramètre v > 0. Quand ce processus de Poisson
se réalise, si les deux individus sont sur le même site et si leur richesse
est positive les particules jouent ensemble. Sinon rien ne se passe.
6. On donne à chaque individu un processus de Poisson de paramètre b > 0. Quand
ce processus se réalise, si la richesse de cet individu est supérieure à un certain
seuil wc > 0 et si il y a moins de K individus (de richesse positive ou négative) sur
le tore alors l’individu donne naissance à un enfant au même endroit. L’enfant a la
même stratégie que le parent (il coopère si le parent coopère et agresse si le parent
agresse). De plus tous les enfants commencent avec la même richesse 0 < w0 < wc
donnée par le parent. Donc à la naissance la richesse du parent décroît de w0 et
celle de l’enfant commence à w0.
Notations. On appelle configuration, la donnée des positions, stratégies, et richesses
de toutes les particules. Une configuration est un élément de E := ((Z/mZ)2 × R ×
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{−1, 0, 1})K . La donnée dans {−1, 0, 1} est la stratégie du joueur ainsi que si elle est
présente sur le tore.
Nous énonçons les premiers théorèmes de cette thèse.
Théorème 2A. Il existe une constante µ > 0 ne dépendant que de v, d,K, b, w0, wc et
m telle que si :
µR < S
alors pour toute configuration initiale σ ∈ E contenant au moins un agent agressif dont
la richesse est strictement positive:
Pσ({À un moment les coopérants seront tous morts}) = 1.
Esquisse de Preuve. Le but de cette preuve est de montrer que la somme des richesses
des coopérants tend vers 0 presque sûrement. Le schéma de preuve est le suivant :
1. L’unique solution pour la décroissance de la somme des richesses des coopérants
est via des jeux avec des agressifs (donner naissance ne change pas cette richesse
totale). Puisque (Z/mZ)2 est fini, partant d’une configuration σ0, le premier jeu
entre un coopérant et un agressif arrive après un temps aléatoire τ fini presque
sûrement. Quand ce jeu arrive, la variation de richesse totale est inférieure à
−S+RNτ où N est un processus de Poisson comptant le nombre de jeux.
2. On cherche une condition telle que : E (−S+RNτ ) < 0.
3. Pour trouver cette condition on doit majorer uniformément sur les configurations le
premier temps de jeu entre un agressif et un coopérant. Ce sera l’une des difficultés
principales de la preuve.
(a) On remarque qu’il existe un nombre minimum m de réalisations de proces-
sus de Poisson tels que pour toute configuration non triviale il y a un jeu
Coopérant-Agressif en moins de m réalisations.
(b) Puisque l’évolution est gérée par des processus de Poisson, pour toute con-
figuration σ il y a un jeu Coopérant-Agressif en moins de m réalisations de
processus de Poisson avec probabilité ε(σ) > 0.
(c) Puisque ε(σ) est la probabilité qu’une particule se déplace et qu’un jeu arrive,
ε(σ) ne dépend pas de la richesse des individus. Puisque on ne regarde plus
la richesse des individus, il y a un nombre fini de configurations sans cette
donnée, on prend ε le minimum sur toutes ces configurations.
(d) La probabilité qu’un jeu Coopérant-Agressif arrive après km réalisations de
processus de Poisson est plus grande que (1− ε)k.
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4. On finit la preuve en utilisant le lemme de Borel Cantelli.
text
Théorème 2B. Il existe une constante ν, ν ′ > 0 ne dépendant que de v, d,K, b, w0, wc
et m telle que si :
ν(S+ w0) < R
ν ′(2P+ w0) < T
alors pour toute configuration initiale σ avec au moins deux coopérants et un agressif
dont les richesses sont strictement positives:
Pσ({Les coopérants et agressifs présents dès le début ne meurent jamais.}) > 0.
Esquisse de Preuve. L’idée principale est de considérer un Système Fantôme et
d’utiliser les outils développés dans la preuve du théorème précédent sur ce nouveau
système. On appelle le système introduit sans modification le Vrai Système.
1. Dans le Système Fantôme, tout individu joue même si sa richesse est négative.
De plus à chaque fois qu’un processus de Poisson se réalise tous les individus voient
leur richesse décroître de w0 (sauf si un individu donne naissance, dans ce cas seul
cet individu ne perd pas de richesse en plus). Si dans le Système Fantôme on
peut prouver que tous les individus ont toujours une richesse strictement positive
alors ce Système Fantôme est en fait le Vrai Système.
2. En utilisant une inégalité de Burkholder-Davis-Gundy avec le lemme de Borel
Cantelli, on peut montrer que dans le Système Fantôme qu’une sous-suite du
minimum de richesses sur tout les individus
(
Cmintn
)
n∈N tend vers l’infini presque
sûrement quand n→ +∞.
3. En utilisant un argument de la preuve du précédent théorème on voit que les in-
créments (tn+1 − tn)n∈N sont uniformément majorés en distribution par une même
variable géométrique. Par conséquent la variation de richesse entre deux termes de
la suite
(
Cmintn
)
n∈N est, elle aussi, uniformément bornée. Puisque cette suite tend
vers +∞ on obtient en utilisant le lemme de Borel-Cantelli que (Cmint )t≥0 tend
vers +∞ p.s. quand t→ +∞.
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4. Il suffit de considérer un événement (de probabilité strictement positive) tel
qu’aucun individu n’ait une richesse négative, jusqu’à avoir accumulé suffisamment
de richesse pour coupler le Système Fantôme et le Vrai Système.
Ce sont des résultats qualitatifs. Le premier théorème dit : quand le gain de Duperie
S est très grand devant la Récompense R, alors pour toute configuration initiale (sauf
les triviales) les coopérants meurent presque sûrement. Le second théorème dit que si
la Récompense R (resp. la Tentation T) est très grande devant la somme du gain de
Duperie S et de la richesse acquise à la naissance w0 (resp. la somme de la punition −2P
et de la richesse acquise à la naissance w0) alors pour toute configuration initiale non
triviale avec probabilité strictement positive les coopérants et les agressifs ne meurent
jamais. On obtient donc avec ce second théorème un résultat disant que dans certaines
conditions, on obtient un éco-système stable ad vitam æternam.
L’intuition derrière les hypothèses du Théorème 2A (resp. Théorème 2B) est que l’on
essaie de contrôler les variations de richesse entre les jeux entre coopérant et individu
agressif (resp. les jeux avec un coopérant). Donc il faut majorer la durée entre ces
jeux. Les constantes µ, ν, ν ′ représentent les majorations (en espérance) de ces durées.
La condition du théorème 2A dit qu’en moyenne entre deux jeux coopérant-agressif, les
coopérants auront perdu de la richesse car ils n’auront pas pu généré assez de richesse
par les jeux coopérants-coopérants. Les conditions du Théorème 2B disent que pour
tout individu, entre 2 jeux avec un individu coopérant, cet individu n’aura pas perdu,
en moyenne, trop de richesse et donc que sa richesse va augmenter en moyenne.
Les deux théorèmes sont représentés numériquement par les zones bleues et rouges
(zones pointées par des flèches) dans le graphe suivant. Afin de mieux comprendre le
comportement de ce système, on réalise des simulations numériques avec les données
suivantes :
• La taille du tore est m = 7.
• Le nombre maximal d’individus est K = 10m.
• Il y a initialement 10 coopérants et 10 agressifs.
• Initialement tous les individus ont une richesse de 10.
• Les paramètres des processus de Poisson sont les mêmes. On pose d = v = b = 5.
• Le gain de Tentation est T = R + 1 et le gain de Punition est P = S− 1. R et S
sont les paramètres que l’on fera varier dans les simulations.
• On arrête la simulation après 10 000 réalisations de processus de Poisson de dé-
placements, jeux ou naissances. (Généralement dans les simulations les densités de
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coopérants et agressifs semblent constantes après 3 000 réalisations de processus
de Poisson).
• La richesse minimum autorisée pour donner naissance est : wc = 10.
• La richesse à la naissance est: w0 = 3.
Méthode
On génère un jeu de 100 simulations du système pour chaque jeu de gain (R,S)
(R,S ∈ {0, . . . , 100}). À la fin de chaque simulation on compte le nombre de coopérants
avec une richesse strictement positive. Après avoir fait ces simulations on prend la
moyenne de ces mesures sur les 100 simulations. Finalement, on choisit dans la figure
suivante la couleur rouge pour montrer qu’il y a un petit nombre de coopérants avec
une vie strictement positive, et la couleur bleue pour représenter qu’il y a un grand
nombre de coopérants avec une vie strictement positive à la fin de la simulation (rouge
foncé correspond à 0 coopérant avec une vie strictement positive à la fin de la simulation).
Figure 1.3: Diagramme de survie des coopérants en fonction de la Récompense et du
gain de Duperie
Pour mieux décrire les zones vertes (zones intermédiaires) on va enlever la possibilité
aux individus d’avoir des enfants puis considérer un système champ moyen qui est la
limite en loi finie dimensionnelle du système spatial quand la vitesse de déplacement d
tend vers +∞ puis quand le nombre d’individus tend vers +∞.
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1.3.2 Propagation du chaos et Homogénéisation : vers le champ moyen
La modélisation précédente est une modélisation d’un système biologique par des sys-
tèmes de particules joueuses. Depuis leur introduction par Maynard Smith [SP73],
beaucoup de systèmes écologiques ont utilisé cette approche (voir par exemple une liste
d’exemples dans le livre de Hartl [HC97]). Cet usage des systèmes de particules joueuses
intéressa les mathématiciens, notamment Durett [DL94]. Il décrivit quatre approches
pour construire des modèles d’évolution.
• Dans l’approche champ moyen, le système est homogène en espace et est décrit à
travers la densité de particules dans chaque état. L’évolution de ces densités est
décrite par des équations différentielles ordinaires.
• Dans l’approche avec des sites fixes, des individus discrets sont regroupés dans
des sites sans autre structure spatiale. On sera intéressé par une version modifiée
appelée Rencontre Aléatoire introduite par Gilboa [GM92]. Dans ce modèle il n’y
a qu’un site. Toutes les particules sont sur ce site et un couple de particules est tiré
au hasard parmi tous les couples pour jouer ensemble. Cette approche est utilisée
par exemple par Ellison [Ell94]. Le système est décrit par un processus de Markov.
• Dans l’approche par la réaction-diffusion, les individus sont infiniment petits et
peuvent se déplacer. Le système est décrit par les densités de particules dans
chaque état et chaque position. Ces densités sont données par des équations aux
dérivées partielles.
• Dans l’approche par les systèmes de particules, les individus sont discrets et l’espace
des positions est traité directement sans approximation. Le système est décrit via
un processus de Markov.
Comme précédemment on s’intéresse au Dilemme du Prisonnier Démographique à
deux modifications près :
1. Les individus ne peuvent plus donner naissance.
2. Afin d’obtenir un résultat d’homogénéisation (expliqué plus tard), on suppose la
vitesse de déplacement d entière positive.
On note N ∈ N∗ le nombre de particules dans le système. Pour un individu i ∈
{1, . . . , N} on note :
• Xi(t) ∈ (Z/mZ)2 la position de i au temps t,
• Yi(t) ∈ R la richesse de i au temps t,
• Zi la stratégie (constante) de i. Si Zi = 0 alors i coopère tout le temps. Si Zi = 1
alors i agresse tout le temps.
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On note pour tout t ≥ 0, (X(t), Y (t), Z) = ((X1(t), Y1(t), Z1), . . . , (XN (t), YN (t), ZN )),
La famille (X(t), Y (t), Z)t≥0 est une chaîne de Markov à temps continue. On note(Fdt )t≥0 la filtration telle que (X(t), Y (t), Z)t≥0 est adaptée à (Fdt )t≥0.
On remarque aussi que les individus sont indistinguables6
Les contributions principales du second chapitre sont de montrer la convergence
quand d → +∞ du modèle spatial vers un modèle de rencontre aléatoire. Ce type de
convergence est un résultat d’homogénéisation. La seconde contribution est de montrer
que le modèle de rencontre aléatoire converge quand N → +∞ vers un modèle en
champ moyen. Ce type de résultat est un résultat de propagation du chaos. Dans un
contexte d’évolution par des processus de naissance-mort sans considérer les jeux, ni
l’accumulation de richesse, N. Champagnat et ses coauteurs [Cha04, CFM06, CM07]
montrèrent des résultats de propagation du chaos et étudièrent ces systèmes. Si de plus
on oublie l’aspect de l’évolution C. Bordenave [BMP10] montra les deux convergences en
même temps, plutôt que de les montrer séparément. En effet il regarda la propagation
du chaos d’un système de particules dans un environnement changeant rapidement.
Comme la loi de (X,Y, Z) dépend de d et N et comme les résultats de convergence
suivants sont pour des convergences en loi fini dimensionnelle, nous écrirons (abus de
notation pour d) le processus décrit en sous-section 1.3.1 : (Xd,N , Y d,N , Zd,N ).
Définissons le processus de Markov associé au Dilemme du Prisonnier en Rencontre
Aléatoire. Soit (Y N , ZN ) le processus de Markov à valeurs dans (R× {0, 1})N tel que :
ce système change d’état précisément à des temps de saut donnés par un processus de
Poisson d’intensité v
m2 . A chaque temps de saut T , on choisit uniformément aléatoire-
ment un couple d’individus (i, j) ∈ {1, . . . , N}. Suivant leur stratégie (ZNi , ZNj ) et si
Y Ni (T ) > 0 et Y Nj (T ) > 0 alors on met à jour ces dernières en y ajoutant les gains
suivant le mécanisme décrit dans la sous section précédente (ZNi = 0 signifie "Toujours
Coopérer", ZNi = 1 signifie "Toujours Agresser").
Le premier résultat de convergence est le suivant :
Théorème 3A. On a la convergence en loi finie dimensionnelle suivante quand d tend
vers +∞ :
(Y d,N (t), Zd,N )t −→ (Y N (t), ZN )t
On note µN la loi de (Y N (t), ZN )t. C’est une mesure de probabilité sur
D(R+, (R × {0, 1})N ). Ce théorème représente le fait que lorsque les particules se
déplacent infiniment vite, la richesse des particules n’évolue plus en fonction des posi-
tions des particules mais en fonction de la mesure invariante du processus donnant leur
6La loi des (positions, richesses, stratégies) de l’ensemble des individus est symétrique.
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position.
À partir de ce modèle en rencontre aléatoire on montre la convergence vers un modèle
en champ moyen. Ce modèle est représenté par le processus de Markov suivant. Soit
(Y (t), Z)t dont la loi µ est décrite la famille de générateur non-linéaire (Lµt)t≥0 suivante
: ∀f ∈ Cb(R× {0, 1}), ∀(y, z) ∈ R× {0, 1}
Lµtf(y, z) = v1y>0

1z=0 µt((0,+∞)× {0})(f(y +R, z)− f(y, z))
+1z=0 µt((0,+∞)× {1})(f(y − S, z)− f(y, z))
+1z=1 µt((0,+∞)× {0})(f(y +T, z)− f(y, z))
+1z=1 µt((0,+∞)× {1})12(f(y − 2P, z)− f(y, z))
 . (1.2)
En particulier (Y (t), Z)t vérifie le système d’équations différentielles ordinaires suiv-
ant.
∂tP(Y (t) = y, Z = 1) = vP(Y (t) = y −R, Z = 1)P(Y (t) > 0, Z = 1)1y>R
+vP(Y (t) = y + S, Z = 1)P(Y (t) > 0, Z = 0)
−vP(Y (t) = y, Z = 1)P(Y (t) > 0)
(1.3)
∂tP(Y (t) = y, Z = 0) = vP(Y (t) = y −T, Z = 0)P(Y (t) > 0, Z = 1)1y>T
+v 12P(Y (t) = y + 2P, Z = 0)P(Y (t) > 0, Z = 0)
+v 12P(Y (t) = y, Z = 0)P(Y (t) > 0, Z = 0)
− vP(Y (t) = y, Z = 0)P(Y (t) > 0)
(1.4)
On note µ la loi de (Y,Z). C’est une mesure de probabilité sur D(R+, (R× {0, 1})).
Théorème 3B. Soit m0 une mesure de probabilité sur R × {0, 1}. On suppose que
la mesure initiale de (Y N , Z) est m⊗N0 . Supposons m2 = N7 et alors : (µN )N∈N est
µ-chaotique. En particulier on a la convergence en loi finie dimensionnelle suivante :
(Y N (t), ZN )t≥0 −→ (Y (t), Z)t≥0
où la mesure initiale de (Y,Z) est m0.
Remarque. Dans ce théorème on a supposé que m2 = N . On aurait pu remplacer cette
hypothèse en considérant à la place de (Y N , ZN ), (Y˜ N , Z˜N ) qui est le même processus
sauf que les processus de Poisson donnant les temps de saut ont pour taux v
m2N . On
7quand N tend vers +∞, m2 tends aussi vers +∞.
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aurait dû alors multiplier ∂tP(Y (t) = y, Z = 1) (resp. ∂tP(Y (t) = y, Z = 0)) dans
l’équation d’évolution (1.4) (resp. (1.3)) par m2
1.3.3 Dilemme du prisonnier Démographique : version champ moyen
Dans cette sous section, on considère le Dilemme du Prisonnier Démographique sans
naissance pour considérer sa version champ moyen.
Le processus de Markov (C(t),D(t))t≥0 où C(t) (resp. D(t)) représente la richesse
d’un coopérant typique (resp. la richesse d’un individu agressif typique) dans le système
champ moyen est le suivant.
• On se munit de β0, ρ0 ∈ [0, 1] tel que β0 + ρ0 = 1 β0 représente la proportion
d’individus coopérants présente initialement et ρ0 celle d’agressifs.
• On se munit d’une mesure de probabilité initiale µ0 sur R. La loi de (C(0),D(0))
est µ0 ⊗ µ0.
• On se munit de deux suites de temps
(
tCn
)
n∈N ,
(
tDn
)
n∈N données par des processus
de Poisson indépendants d’intensité v.
• A chaque temps tCn (resp. tDn ) les accroissements de (C(t))t≥0 (resp. D(t)t≥0) sont :
D(tDn+1)−D(tDn ) = 1D(tDn )>0 UD(tDn+1) (1.5)
C(tCn+1)− C(tCn) = 1C(tCn )>0 UC(tCn+1) (1.6)
avec des familles indépendantes de variables aléatoires (UD(t)) et (UC(t))
UD(t) =

−2P avec probabilité 12ρ0P(D(t) > 0)
T avec probabilité β0P(C(t) > 0)
0 avec probabilité 1− β0P(C(t) > 0)− 12ρ0P(D(t) > 0)
et
UC(t) =

−S avec probabilité ρ0P(D(t) > 0)
R avec probabilité β0P(C(t) > 0)
0 avec probabilité 1− β0P(C(t) > 0)− ρ0P(D(t) > 0)
On observe que la distribution de (C(t))t≥0 suit trois principes (décrits dans la figure
suivante) :
• une diffusion
• un drift positif ou négatif
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• un état absorbant 0 à l’origine de la non-linéarité
Figure 1.4: Evolution de la distribution de la richesse d’un coopérant typique
Nous allons considérer une version linéarisée8 de ce système. Ce processus
(C(t),D(t))t de loi initiale µ0 ⊗ µ0 a pour incrément :
C(tCn+1)− C(tCn) = UC(n)
D(tDn+1)−D(tDn ) = UD(n)
avec (UC(n))n et (UD(n))n des suites indépendantes de v.a. i.i.d. telles que
UC(n) =

−S avec probabilité ρ0
R avec probabilité β0
0 avec probabilité 1− β0 − ρ0
et
UD(n) =

−2P avec probabilité ρ02
T avec probabilité β0
0 avec probabilité 1− β0 − ρ02
8Cette version linéarisée a pour conséquence de découpler la richesse des coopérants et celle des
agressifs.
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Dans ce système linéarisé on obtient le résultat de survie des coopérants suivant :
Théorème 2C. Supposons que:
β0R − ρ0S > 0,
alors : pour tout q0 ∈ R fixé Pq0 presque sûrement quand t tend vers +∞
C(t) −→ +∞,
de plus
Pq0(∀t ≥ 0,C(t) > 0) > 0
Ce résultat signifie que si le drift est positif, alors la richesse des coopérants va
exploser presque sûrement. De plus avec une probabilité positive les coopérants (dans
le système fantôme) n’auront jamais une richesse négative.
On obtient aussi un résultat pour quantifier le drift et la diffusion de ce système
linéarisé.
Proposition. Pour tout q0 ∈ R+, on note
On note :
m := v
(
β0R − ρ0S) , σ2 := v (β0R2 + ρ0S2) .
Alors pout tout η réel strictement positif et t réel positif :
Pq0
(
C(t) ∈
[
q0 + mt− η
√
σ2t, q0 + mt+ η
√
σ2t
])
≥ 1− η−2.
De plus pour tout τ réel tel que :
τ < q0 − η
2σ2
4m ,
alors
P(C(t) > τ) ≥ 1− η−2.
La proposition précédente montre qu’une proportion η de particules (du système)
est dans la parabole ci-dessous.
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1.3.4 Un modèle d’accumulation de richesse du point de vue de
l’économie
Dans cette partie issu d’un travail commun fait avec Jorgen Weibull, on sort du cadre
biologique. On considère un modèle économique sur l’accumulation de richesses dans
un pays.
Un des facteurs déterminants de la richesse nationale est la disponibilité des
ressources naturelles. Ce chapitre développe un modèle simple de microéconomie qui
porte sur l’influence de la richesse environnementale sur l’accumulation des richesse des
individus d’un pays. On adoptera pour point de vue principal la motivation des individus
à chercher le conflit ou la coopération pour des opportunités économiques apparaissant
spontanément.
Plus précisément, l’accumulation de richesse est ici définie comme la somme des
gains de jeux joués par des paires d’individus choisis uniformément au hasard dans une
grande population de citoyens. Le jeu représente le choix présenté aux individus face à
ces opportunités de productions qui arrivent spontanément (sans que les individus ne
puissent faire quoi que ce soit pour influer sur leur vitesse d’arrivée). Chaque individu
du couple recevant l’opportunité a le choix entre "chercher un compromis" et "choisir de
se battre". Si les deux cherchent le compromis, ils partagent la valeur de l’opportunité
en parts égales. Si les deux choisissent de se battre, l’un (choisi au hasard) gagne la
valeur de l’opportunité et l’autre subit une perte. Dans le dernier cas, si l’un cherche le
compromis et l’autre choisit de se battre, alors le dernier gagne la valeur de l’opportunité
et le premier ne perd ni ne reçoit rien.
Cette modélisation de l’accumulation de richesses propose que la valeur de ces op-
portunités et les pertes dans le cas d’un conflit perdu représentent les environnements
physique et institutionnel. Les opportunités et les pertes sont mesurées avec la même
unité. Les individus cherchent à accumuler cette quantité. Dans ce modèle, la richesse
n’est pas utilisée pour de l’investissement. Par contre elle perd de la valeur à un taux
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constant. La richesse nationale est définie comme la moyenne de toutes les richesses
individuelles9. Les richesses des individus se modélisent via une Chaîne de Markov
à Temps Continu Homogène. Une des contributions principales est d’observer que la
richesse nationale n’est pas une fonction croissante de la richesse du pays. Quand la
valeur des opportunités augmente, la richesse nationale augmente au début, puis diminue,
puis augmente de nouveau. On retrouve donc le phénomène connu empiriquement des
économistes sous le nom de "malédiction des ressouces naturelles".
La contribution principale de ce chapitre est de fournir un cadre formel pour décrire
les populations d’individus ayant des interactions stratégiques entre eux. Ce modèle est
basé sur des simplifications significatives du fonctionnement complexe de l’économie,
qui bien qu’irréalistes permettent une analyse rigoureuse de phénomènes réellement
observés. Pour suivre le conseil de Martin Shubik [Shu96], "Il vaut mieux commencer
avec des simplifications radicales, et ne rejeter le modèle a priori trop simple non pas
à cause de sa simplicité mais parce que le phénomène qui vous intéresse n’apparaît
pas à ce niveau de simplicité". Dans ce chapitre on établit tout d’abord (Théorème
4A) que le processus de Markov décrivant les richesses des individus est ergodique
et converge en loi vers une mesure de probabilité invariante pour tout état initial.
Ensuite (Théorème 4B), on montre que plus la population grandit moins les richesses
des individus sont correlées et quand à la limite, la taille de la population tend vers
l’infini, les niveaux de richesses de groupe de taille finie fixée deviennent statistiquement
indépendantes et identiquement distribuées. On fournit aussi un système d’équations
différentielles pour décrire la distribution de la richesse d’un individu (quand la taille de
la population est infinie) et ce à chaque moment. On utilise ces équations pour calculer
l’espérance et la variance de la richesse d’un individu (quand la taille de la population
est infinie). La convergence de la richesse par habitant est montrée dans la Proposi-
tion 4C. Cette dernière est une formulation mathématique de la "malédiction des riches".
Le modèle est le suivant : on considère une population d’individus de taille N ∈ N∗.
Des couples d’individus sont choisis uniformément aléatoirement pour jouer une version
stochastique du jeu de la Poule ("Hawk-Dove Game").
• Ce jeu a deux actions : H pour "Hawk", l’action agressive et D pour "Dove" l’action
coopérative.
• Les gains sont définis via deux paramètres : v valeur de l’opportunité et c coût du
conflit.
• Si les deux jouent D ils se partagent l’opportunité et reçoivent chacun v/2. Si
seulement un des deux joue H, il reçoit l’opportunité v tandis que l’autre ne reçoit
9La richesse nationale est la limite quand le nombre d’habitant tend vers l’infini, en distribution de
la moyenne des richesses , puis prise à la limite quand le temps tend vers l’infini.
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ni ne perd rien. Si les deux choisissent H, ils se battent et l’un gagne l’opportunité
v tandis que l’autre paie un cout c. Chacun a une chance sur deux de gagner le
combat.
• Ce jeu a un unique ESS : jouer H avec probabilité min{1, v/c}.
On appelle le fait que les deux joueurs jouent D un compromis et qu’ils jouent H un
combat. Les individus accumulent leurs gains au fil du temps. Cette accumulation est
appelée Richesse. Elle peut être positive ou négative.
Pour être plus précis, à chaque temps t ∈ R+ on note l’état du processus de richesse
des individus par : WN (t) = (WN1 (t), . . . ,WNN (t)) ∈ ZN . La mesure empirique, la
distribution de richesse est notée :
µN (t) = 1
N
N∑
i=1
δWNi (t)
De même la richesse moyenne est notée :
W¯N (t) = 1
N
N∑
i=1
WNi (t)
Le processus de richesse WN est constant par morceaux avec pour temps de saut
T1 < T2 < . . . sont donnés par un processus de Poisson de paramètre λ = 2N . À chaque
temps Ti il y a un premier tirage aléatoire.
• Avec probabilité 1/2 un individu est tiré au hasard de la population pour que
sa richesse perde de la valeur. Dans ce cas, la perte de valeur prend la forme
(brutale) de remise à 0. Pour toute richesse de l’individu tiré i, WNi (T ), soit
la richesse reste intacte soit elle disparaît (qu’elle soit positive ou négative) avec
probabilité δ ∈ [0, 1]. On appelle δ le taux de dépréciation.
• Avec probabilité 1/2, à la place un couple d’individus est tiré au hasard pour
jouer un jeu de la Poule Mouillée. Leur richesse change selon le processus décrit
précédemment. On supposera que les individus choisissent H avec probabilité v/c
(conformément à l’équilibre de Nash).
Le premier théorème est un résultat d’ergodicité.
Théorème 4A. Supposons δ > 0 et que tous les individus jouent H avec probabilité
min(1, v/c). Alors le processus de richesse (WN (t))t est ergodique et a une unique mesure
invariante vers laquelle il converge en loi pour tout état initial.
Supposons maintenant que l’état initial des richesses des individus
(
WNi (0)
)
i∈{1,...,N}
forme une famille de v.a. i.i.d. de loi µ0 (µ0 ne dépend pas de N). On a le résultat de
propagation du chaos suivant.
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Théorème 4B. Supposons que v < c et que tous les individus jouent H avec probabilité
v/c. Alors pour toute mesure de probabilité µ0 sur Z, il existe un processus de Markov
W˜ =
(
W˜ (t)
)
t∈R+ à valeurs dans Z, avec L(W˜ (0)) = µ0, tel que pour tout nombre k ∈ N
d’individus on ait la convergence en loi finie dimensionnelle suivante :
lim
N→+∞
L (WN1 , . . . ,WNk ) = (L(W˜ ))⊗k ,
De plus, W˜ vérifie le système d’équation différentielles suivant. Pour toute richesse
w ∈ Z et temps t ∈ R+ par :
∂tP
[
W˜ (t) = w
]
= 2
(
1− v
c
)2 · P [W˜ (t) = w − v/2]
+ 2
(
1− v
c
) v
c
· (P [W˜ (t) = w − v]+ P [W˜ (t) = v])
+
(v
c
)2 · (P [W˜ (t) = w − v]+ P [W˜ (t) = w + c])
− 2 · P [W˜ (t) = w]−Dw,
où Dw = δ · P
[
W˜ (t) = w
]
pour tout entier non nul w, et D0 = −δ ·
(
1− P [W˜ (t) = 0]).
On obtient ainsi via des simulations que la loi de la richesse (quand N = 2000, v = 2,
c = 4, δ = 0.1) se stabilise vers la distribution suivante.
Figure 1.5: Distribution en temps long de la richesse d’un individu
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On observe que la distribution de richesse se stabilise avec le temps et d’autre part
que cette distribution de richesse a une médiane bien plus petite que sa moyenne (68
contre 100).
Après s’être intéressé au processus avec les richesses de tous les individus, on
s’intéresse à la richesse moyenne du pays, ou la richesse par habitant. On montre que
lorsqu’il y a dépréciation (δ > 0) et quand le nombre d’individus tend vers +∞ la richesse
par habitant converge lorsque v < c vers la solution (w1(t))t de l’équation différentielle
ordinaire suivante :
d
dtw(t) = v(1−
v
c
)− δw(t) ∀t ≥ 0, (1.7)
et lorsque v > c vers la solution (w2(t))t de l’équation différentielle ordinaire suivante :
d
dtw(t) = v − c− δw(t) ∀t ≥ 0, (1.8)
Proposition 4C. Supposons δ > 0 et on note (w1(t))t≥0, (w2(t))t≥0 les solutions de
(1.7), (1.8) avec conditions initiales w1(0) = w2(0) = w0 ∈ R. Alors pour tout t > 0 et
tout f à support compact et infiniment dérivable : si v < c,
lim
N→+∞
Ew0
(
f
(
W¯N (t)
))
= f(w1(t)) ∀t ≥ 0,
et si v > c,
lim
N→+∞
Ew0
(
f
(
W¯N (t)
))
= f(w2(t)) ∀t ≥ 0.
Remarque. On montre ce résultat pour des mécanismes de dépréciations plus complexes
que la brutale disparition de richesses avec probabilité δ. Par exemple cela marche aussi
si le mécanisme de dépréciation est une perte aléatoire de loi binomiale de paramètre δ,
w avec w la richesse de l’individu choisi pour voir sa fortune dépréciée.
Notons w¯(t) = 1v≤cw1(t)+1v>cw2(t) donc en résolvant (1.7) et (1.8) avec conditions
initiales w1(0) = w2(0) = w0 ∈ R, puis en faisant tendre t → +∞, on obtient que la
richesse moyenne converge vers un état stationnaire w∗. Ce dernier est donné par :
w∗ = 1v≤c
v
δ
(
1− v
c
)
+ 1v>c
v − c
δ
.
Quand on décrit w∗ en fonction de v avec c = v et δ = 1 on obtient la Figure 1.6.
La richesse moyenne à l’état stationnaire n’est pas une fonction croissante de la valeur
v, c’est le phénomène de "malédiction des ressources naturelles". Pour v = c la richesse
moyenne à l’état stationnaire est nulle. En effet dans ce cas il n’y a que des conflits:
quand l’un gagne v l’autre perd v.
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Figure 1.6: Etat stationnaire de la richesse moyenne décrite comme un fonction de v.
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Chapitre 2
Dilemme du Prisonnier
Démographique
Introduction
Playing particle systems as a modeling tool in the evolution literature have been in-
troduced by [SP73]. Since, many ecological models have used playing particle system’s
approach (see a list of examples in the book of [HC97]). Yet a lot of the literature on the
evolutionary games have been focused on random matching over finites games models
[Boy92, Ell94, Wei97]. Then motivated by biological applications, spatiality have been
introduced in models [NM93, ST98, Hau02]. In those previous models, individuals
cannot move and evolution is managed by a Wright-Fisher generation system (i.e. at
each step of the evolution one whole generation gives birth to another generation and
dies).
[Eps98] introduced a model where individuals can move and are not synchronized (they
die at different times and gives birth at different times). This model is called Demo-
graphic Prisoner’s dilemma. Before explaining the model and a bit of its probabilistic
framework, let us give an intuition inspired by the article of [TC99].
You put viruses on a torus. Each virus has embedded in his RNA one of the two follow-
ing behaviors: either she manufactures diffusible (shared) intracellular product, either
she sequesters it and take advantage of the virus producing the product. Each virus can
move on a fixed torus. They also have energy such that when they have intracellular
product they get energy and when they manufacture it or sequester nothing they lose
energy. A virus without energy dies. A virus with a lot of energy can split and bring a
child (with its RNA) in the torus.
Notations. text
We denote by N the set of non negative integers and N∗ the set of positive integers.
40
text
The model is:
1. Let (Z/mZ)2 be a fixed torus with m ∈ N∗. It is the space where individuals move.
2. We make the assumption that the torus cannot bear an infinite number of indi-
viduals. Let us call K ∈ N∗ the maximum number of individuals in the torus.
3. The individuals move according to continuous time independent symmetric simple
random walks. At random times (of rate d ∈ R∗+) an individual moves from his
position to one of its nearest neighbors with equal probability, as shown in the
following example of evolution.
Figure 2.1: Example of moving of particles
4. Each individual has a wealth. If the wealth becomes non positive, the individual
dies (and then stop playing with the other individuals).
5. The wealth changes through games. The game is the prisoner’s dilemma:
• The players have two actions to Cooperate or to Defect.
• If both Cooperate they get a Reward R. But if one of the two defects, the
Defector gets a Temptation payoff T, and this payoff is bigger than the Re-
ward. If a Cooperator is being Defected instead of getting a reward he gets a
Sucker payoff −S. If both players Defect (let us call them Player 1 and Player
2) the nature flips a coin, if it is head Player 1 gets a Punishment payoff of
−2P and Player 2 gets a payoff of 0, if it is tail Player 2 gets a Punishment
payoff of −2P and Player 1 gets a payoff of 0.
• Then the payoff satisfies T > R > 0 > and S > P > 0. This is summarized
in the following payoff matrix (action Top and action Left are Cooperate,
action Bottom and action Right are Defect).
(
(R,R) (−S,T)
(T,−S) (P1, P2)
)
,
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where (P1, P2) is a random variable with distribution 12δ(−2P,0) +
1
2δ(0,−2P)
• Playing Cooperate is strictly dominated by playing Defect.
• To determine the action played by the individuals we place ourself in the
framework where: "Each individual plays only one action, either he will Defect
every time either he will Cooperate every time". Then a particle has a fixed
action (Cooperate or Defect). There are two kinds of particles: the ones who
always Cooperate and the ones who always Defect.
• At the end of each game the wealth are updated, adding the respective payoff
of the game played.
• To make the games happen, each couple of individuals is given a Poisson
process independent of everything of parameter v. When this Poisson process
realizes, if the individuals are on the same site and if their wealths are positive
the individuals play together. Otherwise nothing happens.
6. Each individual is given a Poisson process of parameter b > 0. When this birth
Poisson process realizes if the individual’s wealth is more than a given threshold
wc > 0 and if there is less than K individuals on the torus then the individual gives
birth to an offspring. The offspring has the same strategy as its unique parent (it
cooperates if its parent cooperates, defects if its parent defects). Moreover the fixed
birth wealth 0 < w0 < wc of the offspring is given by its parent. That is after the
birth (then the parent lose wealth, and the child begins its life with a wealth equal
to w0).
[Eps98] introduced the first Demographic Prisoner’s dilemma model, and explore
it doing simulations. The demographic prisoner’s dilemma has been a popular model
[Axe00, IKD04, ON06] in theoretical biology. Also since he used multi-agent as a way
of modeling evolutionary game theory, Epstein made an useful link between computer
sciences and biology as presented by [TW04].
Yet in conclusion of his article Epstein said: "The only claims that can be advanced
definitely are that this specific complex of assumptions is sufficient to generate cooper-
ative persistence on the timescale explored in the research. [...] Obviously it would be
worthwhile to [...] if possible, assess their generality mathematically."
After this article, [DS02], assuming statistical independence, proved the convergence of
the Epstein model (when the payoff and the step of the grid tend to 0) to a reaction-
diffusion process. They also studied via numerical results this reaction diffusion process.
[NN11] add reluctant players (Tit for Tat players where the first action is Defect) in the
model. They studied the extended model using simulations.
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The main contributions of this article is generalizing Epstein model mathematically
that is:
• Putting a probabilistic framework on the Epstein model without doing too strong
assumptions (slightly modifying the payoff matrix, making individuals moving fol-
lowing independent simple random walks instead of exclusion process).
• Proving asymptotic (on time) results on the survival of the cooperators.
• Introducing a Mean Field model (or well mixed)
• Proving that we can insure a certain level of cooperation without too strong as-
sumption on the payoff matrix.
Let us introducing the first results.
Notations. We call configuration the data of the positions, the behaviors, and the
wealth of every particles. Then a configuration is an element of E := ((Z/mZ)2 ×R+ ×
{−1, 0, 1})K where {−1, 0, 1} indicates the behavior of a particle.
Theorem 2A. There exists a constant µ > 0 depending only on v, d,K, b, w0, wc and m
such that if:
µR < S
then for each initial configuration σ with at least one defector with positive wealth:
Pσ({Eventually all the cooperators will be dead}) = 1.
text
Theorem 2B. There exists a constant ν, ν ′ > 0 depending only on v, d,K, b, w0, wc and
m such that if:
ν(S+ w0) < R
ν ′(2P+ w0) < T
then for each initial configuration σ with at least two cooperators and one defector
with positive wealth:
Pσ({The cooperators and defectors present in the beginning never die}) > 0.
43
Those are qualitative results. The first theorem says that when the Sucker payoff is
far bigger than the Reward payoff, then with any initial configuration (except the trivial
ones) the cooperators die almost surely. The second theorem says that if the Reward is
far bigger than the sum of the Sucker payoff and the birth wealth then from every non
trivial configuration with positive probability the cooperators will never die.
The two theorems talk of the red and blue area (or the areas pointed by the arrows) on
the following graph. In order to understand better the behavior of this system, we draw
some simulations with the following data:
• The size of the torus is m = 7.
• There are initially 10 cooperators and 10 defectors.
• Initially all individuals have a wealth of 10.
• The rate of the game Poisson processes is the same than the rate of the moving
Poisson processes d = v = 5.
• The Temptation payoff is T = R + 1 and the Punishment payoff is P = S− 1.
• The stopping time of the simulation is 10,000 moves, games or birth Poisson process
realizations. (Usually in the previous simulations this density becomes nearly
constant after 3,000 realizations of Poisson processes).
• The critical wealth (wealth that allows to give birth) is: wc = 10.
• The birth wealth for a child is: w0 = 3.
• The maximum number of particles K = 10m = 107.
Method
We make a batch of 100 simulations of the system for each couple of payoff (R,S)
(R,S ∈ {0, . . . , 100}). At the end of each simulation we measure the number of coop-
erators with a positive wealth. After drawing these simulations we take the average of
this measure over all these 100 simulations. Finally we make the figure saying that the
color red corresponds to a small number of cooperators with a positive wealth at the
end of the simulation, and the color blue corresponds to a high number of cooperators
with a positive wealth at the end of the simulation (dark red correspond to 0 cooperator
with a positive wealth at the end of the simulation).
In order to understand better the area in green and orange (intermediate area between
the two pointed areas) we will consider the following Mean Field model:
• particles stop giving birth.
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Figure 2.2: Survival of cooperators in function of the Reward and the Sucker payoffs
• there is no spatial condition.
• instead of considering a linear interaction with many particles, we consider one
defector and one cooperator with non linear interaction (the evolution depends
also on the distribution of the process).
• all particles begin with the same distribution of wealth.
The Mean Field system is the Markov process (C(t),D(t))t. We will look at the distri-
bution of (C(t))t. The intuition of P(C(t) = w) = p is: at time t, p% of the population
of cooperators has a wealth w. We define (C(t),D(t))t by: (with β0 + ρ0 = 1 fixed) and
an initial measure m0
D(tDn+1)−D(tDn ) = 1D(tDn )>0 UD(tDn+1)
C(tCn+1)− C(tCn) = 1C(tCn )>0 UC(tCn+1)
where:
- (tDn )n and (tCn)n are sequences of Poisson times of intensity v2 (i.e. for example
with ND a Poisson process of parameter v2 for all n ∈ N∗ tDn is defined by tDn =
inf(t > 0/NDt ≥ n)).
- for I = {tCn, n ∈ N} ∪ {tDn , n ∈ N}, all t ∈ I and UD(t) and UC(t) are random
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variables independent from everything such that:
UD(t) =

−2P with probability 12ρ0P(D(t) > 0)
T with probability β0P(C(t) > 0)
0 with probability 1− β0P(C(t) > 0)− 12ρ0P(D(t) > 0)
and
UC(t) =

−S with probability ρ0P(D(t) > 0)
R with probability β0P(C(t) > 0)
0 with probability 1− β0P(C(t) > 0)− ρ0P(D(t) > 0)
The intuition behind these formulas is that we update (for example C(t)) following a
Poisson process of intensity v2 . If C > 0 we update it doing:
C(t)←

C(t)− S with probability ρ0P(D(t) > 0)
C(t) +R with probability β0P(C(t) > 0)
C(t) with probability 1− β0P(C(t) > 0)− ρ0P(D(t) > 0)
An important remark is that the law of the wealth of any cooperator, resp any
defector, (as a stochastic process) in the spatial model converges in finite dimensional
distribution to C, resp D when m2 = N and d→ +∞ then when N → +∞.
This distribution has three principles:
• A drift (positive or negative)
• A diffusion
• An absorbing bound on 0 causing non linearity.
Hence this process is non linear. We consider a simpler process instead : a linearized
process (C(t),D(t))t.
C(tCn+1)− C(tCn) = UC(n)
D(tDn+1)−D(tDn ) = UD(n)
avec (UC(n))n et (UD(n))n two independent sequences of i.i.d. random variables such
that
UC(n) =

−S with probability ρ0
R with probability β0
0 with probability 1− β0 − ρ0
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Figure 2.3: Distribution of the Mean Field Wealth
et
UD(n) =

−2P with probability ρ02
T with probability β0
0 with probability 1− β0 − ρ02
On this linearized system we have the following results:
Theorem 2C. Let us suppose that:
β0R − ρ0S > 0
Then we have: for any fixed q0 > 0
C(t) −→ +∞ Pq0a.s.
Pq0(∀t ≥ 0,C(t) > 0) > 0
We also have the following proposition about the concentration of wealth.
Proposition. For all q0 ∈ R+
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We denote :
m := v2
(
β0R − ρ0S) , σ2 := v2 (β0R2 + ρ0S2) .
Then we have : ∀η > 0, t ≥ 0
Pq0
(
C(t) ∈
[
q0 + mt− η
√
σ2t, q0 + mt+ η
√
σ2t
])
≥ 1− η−2.
Moreover for all τ such that:
τ < q0 − η
2σ2
4m ,
then
P(C(t) > τ) ≥ 1− η−2.
This article is in two parts. In the first one, we introduce the spatial model with
his probabilistic framework. We also state and give the sketch of the proofs of the two
qualitative theorems. In the second part, we give some reminders on Continuous Time
Markov processes (in particular the theory of infinitesimal generators). We do that in
order to describe and justify the Mean Field model. Then we state Mean field theorem.
The proofs of the theorems are in the appendix.
2.1 Spatial Model
Remark. We call particle, player or individual, the agent defined in the following.
2.1.1 Model
Let us give a probabilistic framework for the Demographic prisoner’s dilemma of [Eps98].
Let (Ω, T ,P) be a probability space.
1. Let m ∈ N∗. Let K ∈ N∗.
2. For a particle i ∈ {1, . . . ,K}, let us denote Xi(t) its position at time t ∈ R+. Then
∀i ∈ {1, . . . ,K} Xi is a continuous simple symmetric random walk on (Z/mZ)2 of
rate d ∈ R+.
3. We denote the wealth of particle i ∈ {1, . . . ,K} at time t ∈ R+ by Y i(t) ∈ R.
4. The action played by i ∈ {1, . . . ,K} is coded in a process Zi. Particle i plays
Cooperate if Zi = 0 and plays Defect if Zi = 1. If Zi = −1 the particle does not
play.
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5. The wealth changes through games.
• To make the games happen, each couple of individuals (i, j) is given a Poisson
process independent of everything of parameter v. When this Poisson process
realizes (for example at a time t), if the individuals are on the same site (i.e. if
Xi(t) = Xj(t)), if their wealths are positive (i.e. if Y i(t) > 0 and Y j(t) > 0)
and if Zi, Zj are both not equal to -1 the individuals play together. Otherwise
nothing happens. Then if an individual has a negative wealth, he can’t play
with the other individuals.
• A point to notice is that two players cannot lose wealth simultaneously. As a
consequence, two individuals cannot kill each other.
• At the end of each game (between for example player i and j) Y i and Y j are
updated, adding the payoff of the game played by i and j.
6. For i ∈ {1, . . . ,K} when Y i > wc, and when the birth Poisson process of i realizes,
he gives birth to an offspring. The index j of the offspring is drawn uniformly
randomly from {j ∈ {1, . . . ,K}, Zj = −1}, and then Xj , Y j , Zj are updated
doing Xj ← Xi, Y j ← w0 and Zj ← Zi.
We have that (X(t), Y (t), Z(t))t is a Continuous Time Markov Chain, we denote by
(Fdt )t its filtration such that (X(t), Y (t), Z(t))t is adapted to (Fdt )t.
Definition 2.1.1. We call set of configuration
(
(Z/mZ)2 × R× {−1, 0, 1})K := E. A
configuration is an element usually denoted σ of
(
(Z/mZ)2 × R× {−1, 0, 1})K . We
denote the non trivial configurations by:
• C the set of configurations with at least 2 cooperators and 1 defector with positive
wealths.
• C′ the set of configurations with at least 1 cooperator and 1 defector with positive
wealths.
A particle system is a Continuous Time Markov Chain with state space: the space of
configuration. It is usually denoted (X(t), Y (t), Z(t))t := (σt)t.
Before stating the theorems, let us remind the data of the model.
• m ∈ N the size of the torus, state space of the position.
• K ∈ N∗ is the maximum number of players on the torus.
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• We fix the payoff initially T > R > 0 > and S > P > 0. The payoff matrix is(
(R,R) (−S,T)
(T,−S) (P1, P2)
)
,
where (P1, P2) is a random variable with distribution 12δ(−2P,0) +
1
2δ(0,−2P)
• The position is denoted by X, the wealth by Y and the strategy by Z. If Z = 0 the
particle is a cooperator, if Z = 1 the particle is defector. If Z = −1 the particle
cannot play (because she is not born yet).
• If Y ≤ 0, the particle stop playing. If Y > wc > 0 the particle can give birth to a
particle with initial wealth w0 < wc.
• d ∈ R+ is the rate of the Poisson process making a particle move. v ∈ R+ is rate
of the Poisson process making a couple of particles plays together. b ∈ R+ is the
rate of the Poisson process making the player trying to have an offspring.
2.1.2 Almost sure extinction
In this subsection we will show a first qualitative theoretic result: when the sucker payoff
S is far greater than the reward payoff R then almost surely for any initial configuration
(with at least one defector) cooperators will die.
Theorem 2A. There exists a constant µ > 0 depending only on v, d,K, b, w0, wc and m
such that if:
µR < S (2.1)
then for each initial configuration with at least one defector σ:
Pσ({Eventually all the cooperators will be dead}) = 1.
Sketch of the proof. The aim of the proof is showing that the total wealth of cooper-
ators goes to 0 almost surely. The sketch of the proof is the following:
1. The only way the total cooperator wealth decreases is via games with defectors
(giving birth does not change the total wealth of cooperators). Since (Z/mZ)2
is finite, going from a configuration σ0, the first game between a defector and a
cooperator arrives at a finite random time τ . At this time the variation of total
wealth is less than −S+RNτ where N is the Poisson process counting the games.
2. Then to apply a Law of Large Number argument we want a condition such that:
E (−S+RNτ ) < 0.
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3. To find this condition we have to upper bound uniformly in the configurations the
first time for a defector to play with a cooperator. This will be one of the main
difficulty of the proof.
(a) We remark that there exists a minimum number m of realizations of Poisson
processes such that for each non trivial configuration there is a Cooperator-
Defector game in less than m realizations.
(b) Since the evolution is managed by Poisson processes, for every configuration
σ there is a Cooperator-Defector game in less than m realizations of Poisson
processes with probability ε(σ) > 0.
(c) Since ε(σ) is the probability of a particle moving and a game happening, ε
does not depend on the wealth of the individuals. Since if we don’t look at
the wealth of the individuals there is a finite number of configurations, we
take ε the minimum over these configurations. This part is really detailed in
the proof.
(d) The probability that a Cooperator-Defector game happens after km realiza-
tions of Poisson processes is bugger than (1− ε)k.
4. We finish the proof using Borel Cantelli’s Lemma.
2.1.3 Coexistence ad vitam eternam
In this subsection we will show a second qualitative result that is: when the reward
is far greater than the sucker payoff and the initial offspring wealth then with positive
probability the cooperators live until the end of times.
Theorem 2B. There exists a constant ν, ν ′ > 0 depending only on d, v,wc,w0, K and
m such that if:
ν(S+ w0) < R (2.2)
ν ′(2P+ w0) < T (2.3)
then for each configuration σ with at least two cooperators and one defector:
Pσ({the cooperators and defectors of σ never die}) > 0
Sketch of the proof. The main ideas are to consider a Ghost system and then to
extend the result of the Ghost system using Burkholder-Davis-Gundy inequalities and
Borel-Cantelli Lemma. We call the system introduced in the first section True system.
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1. In the Ghost system, everybody plays even with negative wealth. Also whenever
something in the system happens all individual’s wealth decrease of w0 (except if an
individual gives birth, this particular individual does not lose additional wealth).
If in the Ghost system we can prove that every individual always have positive
wealth then this Ghost system is actually the True system.
2. Using a Burkholder-Davis-Gundy argument with Borel Cantelli’s Lemma, we prove
on the Ghost system that the minimum wealth over all individuals Cmint → +∞
a.s. when t→ +∞.
3. We just have to consider an event (of positive probability) such that no individual
has non positive wealth until they accumulated enough wealth to make the coupling
between the Ghost system and the True system.
Theorem 2.1.2 and Thm 2.1.3 are qualitative results. In order to have quantitative
results we consider in the following a Mean Field model. In simulation we notice that
birth are really useful for maintaining the cooperation (see for example Run 3 and Run
4 of Eptein [Eps98]), in order to guarantee some result on the survival of cooperators in
the Mean Field model we won’t consider births.
2.2 Mean Field model
2.2.1 Reminders on Markov process and infinitesimal generators
Let us firstly give some reminders about Markov processes.
One good way to study Markov processes is via their distribution. For a complete
separable state space F , a process X = (X(t))t≥0 has value in the canonical space.
Definition 2.2.1 (Canonical space). The canonical space D(R+, F ) is the space of right
continuous functions from [0,+∞) to F with left limits, endowed with the Skohorod
topology associated to its usual metric. With this metric, D(R+, F ) is complete and
separable (see the book of Ethier Kurtz [EK86] for more details).
We denote by (Tt)t the natural filtration associated to D(R+, F ). We define the
canonical process X := (X(t))t≥0 by:
∀t ≥ 0, X(t) : ω ∈ D(R+, F ) 7→ ω(t) ∈ F
To define a Markov process in a discrete countable state space F (which will be
the case here), we need an initial measure ν on F and a matrix called rate matrix
(A(x, y))x,y∈F with A(x, x) = −
∑
y∈F
y 6=x
A(x, y). For x 6= y A(x, y) ≥ 0 gives the rates of
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transition of the future process from x to y. With this matrix we define the generator
(which is one of the main tool in the study of Markov processes) of the following Markov
process such that: for each f bounded and measurable (for the Borel sets of F ) from F
to R (this set is denotedMb(F )), and for all x ∈ F :
Af(x) =
∑
y∈F
A(x, y)[f(y)− f(x)]
The generator is a bounded linear operator on the bounded functions from F to R.
We note in the same way a rate matrix A = (A(x, y))x,y∈F and the associated Markov
generator A :Mb(F )→M(F ) (withM(F ) the space of measurable functions of F ). We
will always denoting the matrix with two entries (for example A(., .)) and the generator
with no entry (for example A).
Conversely giving a generator we can construct the rate matrix looking at the rates
(terms that will be before the [f(y)− f(x)]) in the expression of the generator.
Definition 2.2.2. Let A be a rate matrix and an initial measure ν we can construct a
Markov process X as follow:
1. Let (Y (n))n be a Markov chain in F with initial distribution ν and with transition
matrix (P (x, y))x,y∈F where
P (x, y) =

A(x,y)
|A(x,x)| if A(x, x) 6= 0, x 6= y
0 if A(x, x) 6= 0, x = y
0 if A(x, x) = 0, x 6= y
1 if A(x, x) = 0, x = y
2. Let ∆0,∆1, . . . , be independent and exponentially distributed with parameter 1
(and independent of Y (.)) random variables.
3. We define the Markov process (X(t))t in F with initial distribution ν and generator
A by:
X(t) =

Y (0), 0 ≤ t < ∆0|A(Y (0),Y (0))|
Y (k),
k−1∑
j=0
∆j
|A(Y (j),Y (j))| ≤ t <
k∑
j=0
∆j
|A(Y (j),Y (j))|
(2.4)
Note that we allow A(x, x) = 0 taking ∆/0 =∞.
Since it will be constant in the evolution, we denote N the (initial) number of
particles. Let us firstly introduce the generator of the spatial system (but without
53
birth). Let us begin by some notations
Notations
Let (Ω, T ,P) be a probability space. Let (e1, . . . , eN ) be the canonical basis of RN (with
N ∈ N∗). Let (e11, e21, e12, . . . , e1N , e2N ) be the canonical basis of (R2)N .
We denote E =
(
(Z/mZ)2 × R× {0, 1})N . We identify ((Z/mZ)2 × R× {0, 1})N to
((Z/mZ)2)N × RN × {0, 1}N , then we can write (x, y, z) ∈ ((Z/mZ)2 × R× {0, 1})N
with x ∈ ((Z/mZ)2)N , y ∈ RN , z ∈ {0, 1}N .
Let us denote Cb(E) the set of continuous bounded functions from E to R.
We denote by PN = {(i, j) ∈ {1, . . . , N}/i 6= j} all the individuals couples which can
play together.
The infinitesimal generator A with domain Cb(E) of (X,Y, Z) is: for all f ∈ Cb(E)
and for all (x, y, z) ∈ E
Af(x, y, z) = Adf(x, y, z) + vAgf(x, y, z). (2.5)
The part Ad is the generator representing the motion of the individuals. The individ-
uals move following independent random walks, then Ad is defined by: for all f ∈ Cb(E):
Adf(x, y, z) =
N∑
i=1
2∑
c=1
∑
=±1
d
2× 2[f(x+ e
c
i , y, z)− f(x, y, z)]. (2.6)
The generator Ag is the generator representing the evolution of the wealth of individuals
through games. Let us give firstly Ag then the explication of how it works. We have for
each function f ∈ Cb(E):
Agf(x, y, z) =
∑
(i,j)∈PN
1
21xi=xj1yi>0yj>0

1zi=0,zj=0(f(x, y +Rei +Rej , z)− f(x, y, z))+
1zi=1,zj=0(f(x, y +Tei − Sej , z)− f(x, y, z))+
1zj=1,zi=0(f(x, y +Tej − Sei, z)− f(x, y, z))+
1zi=1,zj=1
(
1
2(f(x, y − 2Pej , z)− f(x, y, z))
+12(f(x, y − 2Pei, z)− f(x, y, z))
)
(2.7)
Let us explain a bit this generator:
• 1xi=xj represents the spatial structure meaning that a game makes the wealth
change only if the two individuals are on the same site.
• 1yi>0
yj>0
checks if both individuals have a positive wealth (i.e. there wealth are
positive). To have the generator of the ghost system, the only change is: replacing
this indicator function by 1.
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• the big bracket represents the change of wealth through the game of the two in-
dividuals. If z = 0 the individual is a cooperator, if z = 1 the individual is a
defector. The term 1zi=1,zj=0 looks at the strategies of the players and choose the
right payoff to give to the individuals. For example if individual 1 and 2 are playing
(both have a positive wealth and on the same site) if individual 1 cooperates and
2 defects then individual 1 gets a payoff of −S and individual 2 gets T, the term
in the generator representing this type of transition is:
1z1=0,z2=1[f(x, y − Se1 +Te2, z)− f(x, y, z)].
Notations. The distribution of the previous (X,Y, Z) defined by the generator (2.5) is:
µd,N .
2.2.2 Mean Field Model
Definition and intuition
The Mean Field process is a non linear Markov process. That means that the temporal
marginals of the distribution µ of the process is described by a generator also depending
on these time marginals µ. For that purpose we call this kind of generator non-linear
generator. The change between a non linear Markov process and a homogeneous Markov
process is: when determining the transitions in an homogeneous Markov process you
have to look where the process is, while in the non linear case to determine the transition
you look both where the process is and where it could be.
The Mean Field system is the non linear Markov process (C(t),D(t))t: for β0 + ρ0 =
1 fixed (representing the initial density of cooperators and defectors) defined by: an
initial probability measure of R+, m0 representing the initial distribution of wealth of
all individuals and an increment relation:
D(tDn+1)−D(tDn ) = 1D(tDn )>0 UD(tDn+1) (2.8)
C(tCn+1)− C(tCn) = 1C(tCn )>0 UC(tCn+1) (2.9)
where:
- (tDn )n and (tCn)n are sequences of Poisson times of intensity v.
- for I = {tCn, n ∈ N} ∪ {tDn , n ∈ N}, all t ∈ I and UD(t) and UC(t) are random
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variables independent from everything such that:
UD(t) =

−2P with probability 12ρ0P(D(t) > 0)
T with probability β0P(C(t) > 0)
0 with probability 1− β0P(C(t) > 0)− 12ρ0P(D(t) > 0)
and
UC(t) =

−S with probability ρ0P(D(t) > 0)
R with probability β0P(C(t) > 0)
0 with probability 1− β0P(C(t) > 0)− ρ0P(D(t) > 0)
(C(t),D(t))t represents the wealth of a typical cooperator and a typical defector in
an infinite population of individuals moving at a high speed.
Justification of the mean field model
To arrive to the Mean Field model from the spatial model we have to assume that:
• There is no birth anymore. As a consequence Z is constant over time. We also set
N ∈ N the number of particles in the system.
• The collection (Zi)1≤i≤N are i.i.d with distribution β0δ0 + ρ0δ1 (with β0 + ρ0 = 1
previously fixed).
• The moving rate d belongs to N instead of R+. This is done in order to have an
homogenization result.
• The size of the torus depends on the initial number of particles. We set: m2 = N .
(We can also not link the size of the torus and the initial number of particles but
in that case we have to slow the time of evolution replacing (X(t), Y (t), Z)t by
(X(t/N), Y (t/N), Z)t).
• Initially the distribution of wealth of all individuals is m0 probability measure of
R+.
The generator of the spatial system is A with domain Cb(E): for all (x, y, z) ∈ E
Af(x, y, z) = Adf(x, y, z) + vAgf(x, y, z).
with Ad defined in (2.6) and Ag in (2.7).
Using Theorem 4.2 of [Gib16], when d goes to +∞, we have that there exists µ probability
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measure of D(R+,R × {0, 1}) such that the particle system described by the generator
(2.5) is µ-chaotic. The analytic way of describing µ is done in the following. The useful
consequence of that is the following convergence in finite dimensional distribution: with
(Y, z) random variable taking value in D(R+,R× {0, 1}) and with distribution µ
∀i ∈ N, (Y i, Zi) D−→
d→+∞
then
N→+∞
(Y, z). (2.10)
Let us describe analytically µ. In order to make the notations lighter we use the following:
• ρt := P(Y (t) > 0|z = 1),
• βt := P(Y (t) > 0|z = 0).
To have a good description of the distribution of (Y (t), z)t we use evolution equations
given in Corollary 4.3 of [Gib16]. The distribution of (Y (t), z)t verifies the following
evolution equations: with L(Y (0)) = m0 and L(z) = ρδ0 + (1− ρ)δ1:
• for all y ∈ R
∂tP(Y (t) = y|z = 0) = v1y>Rβ0βtP(Y (t) = y −R|z = 0)
+vρ0ρtP(Y (t) = y + S|z = 0)
−v(ρ0ρt + β0βt)P(Y (t) = y|z = 0)
(2.11)
• for all y ∈ R
∂tP(Y (t) = y|z = 1) = v1y>Tβ0βtP(Y (t) = y −T|z = 1)
+v ρ
0ρt
2 P(Y (t) = y + 2P|z = 1)
+v ρ
0ρt
2 P(Y (t) = y|z = 1)
−v(ρ0ρt + β0βt)P(Y (t) = y|z = 1).
(2.12)
We want to prove that (C,D) is a good description of (Y (t), z)t. Firstly let us denote
β′t = P(C(t) > 0) and ρ′t = P(D(t) > 0). Let’s verify that (C(t))t and (D(t))t verifies the
ordinary differential equation (2.11),(2.12). Because for all y ∈ R+ ∀y′ /∈ {y + x : x ∈
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{−R,S}}, P(C(t+ h) = y|C(t) = y′) = o(h) we have:
P(C(t+ h) = y) = P (C(t+ h) = y ∩ C(t) = y) + P (C(t+ h) = y ∩ C(t) 6= y)
= P (C(t+ h) = y|C(t) = y)P (C(t) = y)
+ P (C(t+ h) = y ∩ C(t) ∈ {y −R, y + S}) + o(h)
=
(
1− vh(β0β′t + ρ0ρ′t)
)
P (C(t) = y)
+ vhβ0β′t1y>RP (C(t) = y −R) + vhρ0ρ′tP (C(t) = y +T) + o(h).
P(C(t+ h) = y) is equal to:
P(C(t) = y)vh(1− ρt − βt) + 1k>RvhβtP(C(t) = y −R) + vhρtP(C(t) = y + S) + o(h).
Dividing by h and making h → 0 we get the evolution equations (2.11) and
(2.12) by saying that for all y ∈ R P(Y (t) = y|z = 0) = P(C(t) = y) and
P(Y (t) = y|z = 1) = P(D(t) = y) .
Since this process is non linear, we analyze a linearized version (C(t),D(t))t. The
linearized system is a system where cooperators and defectors can play even if their
wealth are negative. It is a Mean field ghost version. The wealth of cooperators in the
linearized (C(t))t is defined by an initial measure m0 and an increment relation:
C(tCn+1)− C(tCn) = UC(tCn+1) (2.13)
where:
- (tCn)n are defined in (2.8).
- for all t ∈ {tCn, n ∈ N} and UC(t) are random variables independent from everything
such that:
UC(t) =

−S with probability ρ0
R with probability β0
0 with probability 1− β0 − ρ0
The consequence of this linearization is the following theorem that gives us a simple
condition to have "survival" of cooperators ad vitam eternam with positive probability.
Theorem 2C. Let us suppose that:
β0R − ρ0S > 0 (2.14)
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Then we have: for a fixed q0 > 0 when t→ +∞ Pq0 almost surely
C(t) −→ +∞
and
Pq0(∀t ≥ 0,C(t) > 0) > 0.
We also have a result about the concentration of wealth of cooperators.
Proposition 2.2.3. For all q0 ∈ R+
We denote :
m := v
(
β0R − ρ0S) , σ2 := v (β0R2 + ρ0S2) .
Then we have : ∀η > 0, t ≥ 0
Pq0
(
C(t) ∈
[
q0 + mt− η
√
σ2t, q0 + mt+ η
√
σ2t
])
≥ 1− η−2. (2.15)
Moreover for all τ such that:
τ < q0 − η
2σ2
4m ,
then
P(C(t) > τ) ≥ 1− η−2.
A conjecture for the non linear case
For the nonlinear case, we give the following conjecture on a simplified system rep-
resenting the case where only cooperators can die, and where R = S = 1.
Let β be a real number in [0, 1]. We define, for all probabilistic measure on N, the
application from Cb(N) to Cb(N) by: ∀f ∈ Cb(N),∀x ∈ N
Lmf(x) = 1x>0 (βm(N∗)[f(x+ 1)− f(x)] + (1− β)[f(x− 1)− f(x)]) (2.16)
Let x0 be a positive integer. Let Px0 be the unique solution measure of the following
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nonlinear martingale problem1 beginning from X0 · (Px0) = δx0 : ∀f ∈ Cb(N),∀t > 0
Mf (t) = f(X(t))− f(X(0))−
∫ t
0
Lµsf(X(s))ds
is a µ-martingale.
Conjecture 2.2.4. If β > 1/2, alors ∃x0 ∈ N∗ :
Px0(D(R+,N∗)) > 0
To understand the issue, let us introduce some notations and computations. Indeed
let x0 be a positive integer. Let (Wt)t≥0 be a Markov process with distribution Px0 . We
use the following notations.
• pt = P(Wt > 0)
• Et = E(Wt|Wt > 0)
• Vt = V(Wt|Wt > 0)
• uk = P(Wt = k)
Using for all k positive integer, Kolmogorov equations to (2.16) with f = 1k we
obtain:
∂tuk = βptuk−11k>1 + (1− β)uk+1 − (βpt1k−1 + (1− β))uk
Then we obtain the following differential equation system.
∂tpt = −(1− β)P(Wt = 1)
∂tEt = βpt − (1− β)− ∂tptpt · Et
∂tVt = βpt + (1− β)− ∂tptpt
(
Vt − 2E2t
)
Hence
Et = x0 +
1
pt
∫ t
0
ps (βps − (1− β))ds︸ ︷︷ ︸
It
(2.17)
Indeed deriving (2.17), we get the following.
∂tEt =
1
pt
(pt (βpt − (1− β)))− ∂tpt
pt
Et
1Since m 7→ Lm verifies the hypothesis of Prop 2.3 of [Gra00], we have existence and uniqueness of
the solution of this nonlinear martingale problem.
60
With the same reasoning we get:
Vt =
1
pt
∫ t
0
ps (βps + (1− β))ds (2.18)
Thus the previous system is not closed. Then we use Tchebychev inequality to close
it.
P(Wt = 1) = P(Wt = 1|Wt > 0) · pt
≤ P(|Wt − Et| > It|Wt > 0) · pt
≤ Vt pt
I2t
We finally get the following differential inequation.
∂tpt ≥ −(1− β)Vt pt
I2t
But
ptVt
I2t
= p
2
t(∫ t
0 ps (βps − (1− β))ds
)2 · ∫ t
0
ps (βps + (1− β))ds
Finally
∂tpt ≥ −(1− β) p
2
t(∫ t
0 ps (βps − (1− β))ds
)2 · ∫ t
0
ps (βps + (1− β))ds (2.19)
The hope is using the differential inequality (2.19) to prove that pt decreases not too
fast to apply a Borel Cantelli’s Lemma and get the conjecture.
2.3 Conclusion
In this chapter, we study the Demographic Prisoner’s Dilemma. Firstly we look at the
full dimensional process. We manage to prove asymptotic qualitative results. We prove
in particular that if the Reward is far bigger than the Sucker payoff then the cooperators
can survive ad vitam æternam with positive probability.
Secondly we look at the mean field process which is the limit when the number of
individuals tends to +∞. Its dynamic is nonlinear. We study the linearized version
of this mean field process, and get quantitative asymptotic result. We prove that if
the ratio of the density of cooperators over the defectors is bigger than the ratio of the
Sucker Payoff over the Reward then the cooperators can survive ad vitam æternam with
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positive probability. We conjecture that if moreover we have a condition on the initial
condition then the results holds for the nonlinear system.
An other question which can be interesting for the spatial model is to know condi-
tioning on the survival of cooperators what is the spatial distribution of individuals.
2.4 Proofs on the Spatial Model
Before beginning the proofs let us introduce some useful tools. In Section 2.1.1, every
movement, game, birth is managed by independent Poisson processes with rates d,v or
b. Instead of considering this collection of Poisson processes we consider:
1. A unique Poisson process with rate K(b+d)+ K(K−1)2 v i.e. the sum of the rates of
the previous Poisson processes. This Poisson process gives a sequence of Poisson
times (tn)n
2. A sequence (independent of everything) of independent random variables (Cn)n
selects if a movement, game or birth happens. An element of this sequence
choose a movement with probability Kd
K(b+d)+K(K−1)2 v
, a game with probability
K(K−1)
2 v
K(b+d)+K(K−1)2 v
and a birth with probability Kb
K(b+d)+K(K−1)2 v
.
3. 3 sequences (Emn )n, (E
g
n)n, (Ebn)n, (independent of everything) of i.i.d random vari-
ables uniformly choosing the agents. (Emn )n and (Ebn)n are made of uniform on
{1, . . .K} random variables. (Egn)n is made of uniform on
{
1, . . . , K(K−1)2
}
random
variables.
4. At the n-th realization of the unique Poisson process, Cn chooses the type of
evolution (movement, game, or birth). If Cn = movement (resp birth) then Emn
(resp Ebn) gives the particle that will move (resp will give birth (if she is wealthy
enough and if there are less than K particles on the torus)). If the particle moves,
we draw Vn an other uniform on {Top,Bottom,Left,Right} random variable to
decide where the particle moves. If Cn = game then Egn gives the couple of particles
that will play (if their Z 6= −1, if they are on the same site and if their wealths
are positive).
In this section, instead of considering continuous time Markov process (X(t), Y (t), Z(t))t
we consider the induced Markov chain (Xn, Yn, Zn)n := (σn)n where ∀n ∈ N
(Xn, Yn, Zn) = (X(tn), Y (tn), Z(tn)).
Definition 2.4.1. We call the photograph of a configuration σ, the data of the positions
of individuals and their strategies. The photograph of σ can be seen as the equivalent
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class of σ for the following equivalence relation: σ ∼ σ˜ if and only if ∀x ∈ (Z/mZ)2, ∀z ∈
{0, 1}
Card
{
i ∈ {1, . . .K}, Xi = x, Y i > 0, Zi = z} = Card{i ∈ {1, . . .K}, X˜i = x, Y˜ i > 0, Z˜i = z} .
In words, two configurations are equivalent if and only if on each position x ∈ (Z/mZ)2
there is the same number of cooperators with positive wealth and defectors with positive
wealth.
We denote by p(•) the canonical projection on the space of photographs.
Remark. There are less than
K∏
N=0
(2m2)N = (2m2)
K(K+1)
2 photographs. We call q the
number of photographs. Those photographs are denoted p1, . . . , pq.
Notations. For simplicity, we will denote the wealth of cooperator i (with Zi = 0), Ci
and the wealth of defector j (with Zj = 1), Dj .
For a configuration σ we denote NC(σ) (resp. ND(σ)) the set of the indexes of the
cooperators (resp. defectors) with positive wealth.
2.4.1 Proof of Theorem 2A: Almost sure extinction
In this section we prove Theorem 2A.
Proof. text
Firstly let us define the first cooperator-defector time. For that let us denote for all
n ∈ N, Ctotn :=
∑K
i=1 1Zi=0Y
i
n the sum of wealth of cooperators.
Definition 2.4.2. We define τ the first time when a cooperator-defector game happens
that is:
τ1 = inf
{
n ∈ N∗/Ctotn − Ctotn−1 < 0
}
Let us denote (τi)i the sequence of these cumulated stopping time with τ0 = 0. If there
is no cooperator left after τi we define for all k ∈ N∗ τi+k = +∞ a.s. . That is the time
of the first Cooperator-Defector game is τ1, the time of the second one is τ2 et so on.
Firstly let us prove the uniform (on the configurations) upper bounding lemma.
Lemma 2.4.3. There is m ∈ N and ε > 0 such that for each configuration σ ∈ C′ and
all s ∈ R we have:
Pσ(τ1 > s) ≤ (1− ε)bs/mc
Proof. Firstly let us notice, if there is at least one defector initially, defectors cannot be
extinct. Indeed the only way that a defector dies is via Defector-Defector game yet since
the payoff of such a game is a random variable with distribution 12δ(0,−2P) +
1
2δ(−2P,0)
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then, when they play together two defectors cannot die at the same time. As a conse-
quence there will be at least one defector left at any time. Moreover since (Z/mZ)2 is
finite we have for each σ ∈ C′ τ1 < +∞ Pσ a.s.
Let (Tn)n be the sequence of events Tn = {τ1 = n}. Let m the maximum number
of realizations of Poisson process for a defector to play with a cooperator with positive
probability in all configurations i.e.
m = max
σ∈C′
min{n ∈ N/Pσ(Tn) > 0}.
Because there is a finite number of photographs the existence of m is insured.
Then there is ε > 0 such that for each configuration:
Pσ(τ1 ≤ m) ≥ ε (2.20)
For each configuration σ0 ∈ C′ and all k ∈ N∗ we have:
Pσ0(τ1 > km) = Pσ0(τ1 > m)Pσ0(τ1 > km|τ1 > m)
≤ (1− ε)
∑
σ1∈C′
Pσ0(τ1 > km, σm = σ1|τ1 > m)
Moreover by the Strong Markov property, we have:
Pσ0(τ1 > km) ≤ (1− ε)
∑
σ1∈C′
Pσ0(τ1 > km|σm = σ1, τ1 > m)Pσ0(σm = σ1|τ1 > m)
≤ (1− ε)
∑
σ1∈C′
Pσ1(τ1 > (k − 1)m)Pσ0(σm = σ1|τ1 > m)
≤ (1− ε)k
k∏
i=1
∑
σi∈C′
Pσi−1(σm = σi|τ1 > m)︸ ︷︷ ︸
=1
≤ (1− ε)k
Now that the lemma is proved let us use it to prove the theorem.
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Eσ(Ctotτn+1 − Ctotτn |∃i ∈ NC(τn) Ciτn > 0) =
∑
σ′∈C′
Eσ
((
Ctotτn+1 − Ctotτn
)
1στn = σ
′|∃i ∈ NC(τn) Ciτn > 0
)
=
∑
σ′∈C′
Eσ′
(
Ctotτ1 − Ctot0
)
Pσ
(
στn = σ′|∃i ∈ NC(τn) Ciτn > 0
)
≤
∑
σ′∈C′
(Eσ′ (τ1)R − S)Pσ(στn = σ′|∃i ∈ NC(τn) Ciτn > 0)
≤ µR − S.
The hypothesis of the theorem is:
ν = µR − S < 0
We have: for all n ∈ N
Ctotτn+1 =
n∑
k=0
Ctotτk+1 − Ctotτk + Ctot0
Let σ ∈ C′ we get:
Eσ(Ctotτn+1) = Eσ(C
tot
0 ) +
n∑
k=0
Eσ(Ctotτk+1 − Ctotτk )
= Eσ(Ctot0 ) +
n∑
k=0
Eσ(Ctotτk+1 − Ctotτk |∃i ∈ NC(τk) Ciτk > 0)Pσ(∃i ∈ NC(τk) Ciτk > 0)
+
n∑
k=0
Eσ(Ctotτk+1 − Ctotτk |∀i ∈ NC(τk) Ciτk ≤ 0)Pσ(∀i ∈ NC(τk) Ciτk ≤ 0)
≤ Eσ(Ci0) + ν
n∑
k=0
Pσ(∃i ∈ NC(τk) Ciτk > 0)
But ν < 0 and ∀n ∈ N Eσ(Ctotτn ) > −KS then we have:
+∞∑
k=0
Pσ(∃i ∈ NC(τk) Ciτk > 0) < +∞.
Applying Borel Cantelli’s Lemma we have: Pσ almost surely eventually all cooperators
will be dead.
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2.4.2 Proof of Theorem 2B: Coexistence ad vitam æternam
Before proving Theorem 2B, let us prove an almost sure divergence lemma.
Lemma 2.4.4. Let (Xn)n a Markov chain on R such that:
• ∃X random variable in R+ such that: ∀x0 ∈ R, Ex0(X) ≤ κ, Ex0(X2) ≤ κ′ and
Ex0(X4) ≤ κ′′ and such that: ∀x0 ∈ R ∀n ∈ N
|Xn+1 −Xn| ≤ X Px0 a.s.
• ∃ X˜ random variable from (Ω,A,P) to R with positive expectation E(X) = α > 0
such that:
∀s ∈ R, ∀x0 ∈ R, Px0(X1 −X0 > s) ≤ P(X˜ > s)
Then we have: for a fixed 0 < δ < α Pσ almost surely: ∃N0(σ) ∈ N, ∀N > N0(σ)
XN > δN −→ +∞.
Corollary 2.4.5. Let (σn)n a Markov chain of a space E with countable dimension. Let
(Xn)n be one of its coordinates. Let us suppose
• ∃X random variable in R+ such that: ∀x0 ∈ R, Ex0(X) ≤ κ, Ex0(X2) ≤ κ′ and
Ex0(X4) ≤ κ′′ and such that: ∀x0 ∈ R ∀n ∈ N
|Xn+1 −Xn| ≤ X Px0 a.s.
• ∃ X˜ random variable from (Ω,A,P) to R with positive expectation E(X) = α > 0
such that:
∀s ∈ R, ∀x0 ∈ R, Px0(X1 −X0 > s) ≤ P(X˜ > s)
Then we have: for a fixed 0 < δ < α Pσ almost surely: ∃N0(σ) ∈ N, ∀N > N0(σ)
XN > δN −→ +∞.
The proof of the corollary is the same as the proof of the lemma except that the
initial condition is for example with σ ∈ E {σ0 = σ} and the Strong Markov property
are done on (σn)n. Let us begin the proof of the lemma.
Proof. To prove that Xn −→ +∞ almost surely we firstly prove that (Xn)n is a sub-
martingale and use Doob decomposition, then we upper bound the expectation of the
quadratic variation of the martingale part of Xn in order to finally use Borel Cantelli’s
Lemma with Burkholder-Davis-Gundy inequality.
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1. Let us prove that (Xn)n is a sub-martingale. Let x ∈ R.
Ex(Xn+1|Xn) = Ex (Xn +Xn+1 −Xn|Xn)
= Xn + EXn (X1 −X0)
≥ Xn + α
≥ Xn.
Then using a Doob decomposition we get: for all x ∈ R
Xn = Mn +
n−1∑
k=0
Ex (Xk+1 −Xk|Xk)
with M0 = 0 and (Mn)n =
(
n−1∑
k=0
Xk+1 − Ex (Xk+1|Xk)
)
n
a martingale.
2. Now let us upper bound for all x ∈ R and all N ∈ N, Ex
(
[MN ]2
)
=
Ex
((
N−1∑
k=0
(Mk+1 −Mk)2
)2)
• Let us prove that ∃c > 0 such that ∀k ∈ N ∀x ∈ R Eσ((Mk+1 −Mk)2) ≤ c.
First let us rewrite Mk+1 −Mk in function of the variation of Xk.
Mk+1 −Mk = Xk+1 −Xk − Ex(Xk+1 −Xk|Xk).
We get using Strong Markov property:
Ex (|Xk+1 −Xk| |Xk) = EXk(|X1 −X0|) ≤ κ.
Then we get:
|Xk+1 −Xk − Ex(Xk+1 −Xk|Xk)| ≤ |Xk+1 −Xk|+ κ
Then using Strong Markov property we have: ∀x ∈ R
Ex((Mk+1 −Mk)2) ≤ Ex
(
EXk (X1 −X0)2
)
+ 3κ2 ≤ κ′ + 3κ2 := c
• Let us prove that ∃c′ > 0 such that ∀N ∈ N and ∀x ∈ R Ex([MN ]2) ≤
N2c2 +Nc′
Using the previous arguments we have: ∃c′ > 0 such that for all k ∈ N:
Ex((Mk+1 −Mk)4) ≤ c′
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We have:
Ex([MN ]2) =
∑
0≤k,`≤N−1
Ex
(
(Mk+1 −Mk)2(M`+1 −M`)2
)
=
∑
0≤k 6=`≤N−1
Ex
(
(Mk+1 −Mk)2(M`+1 −M`)2
)
+
N−1∑
k=0
Ex
(
(Mk+1 −Mk)4
)
Using Strong Markov property we have for all k < `:
Ex
(
(Mk+1 −Mk)2(M`+1 −M`)2
)
= Ex
(
(Mk+1 −Mk)2Ex
(
(M`+1 −M`)2|Fτ i`
))
= Ex
(
(Mk+1 −Mk)2EX
τi
`
(M`−k+1 −M`−k)
)
≤ cEx((Mk+1 −Mk)2) ≤ c2.
Finally we have:
Ex([MN ]2) ≤ N2c2 +Nc′ (2.21)
3. Firstly let us notice that Ex([−MN ]2) ≤ N2c2 +Nc′.
To finish the divergence of (Xn)n we need Burkhholder-Davis-Gundy inequality
[BS+15] which says that for 1 ≤ p < +∞ there exists ap < +∞ such that for every
N ∈ N and every (Mn)n martingale we have:
E
((
max
1≤n≤N
Mn
)p)
≤ apE
(
[MN ]p/2
)
Then we have: 0 < δ < α
Px
(
min
0≤n≤N
Mn < −N(α+ δ)
)
= Px
(
max
0≤n≤N
−Mn > N(α+ δ)
)
≤ Px
((
max
0≤n≤N
−Mn
)4
> N4(α+ δ)4
)
≤ 1
N4(α+ δ)4Ex
((
max
0≤n≤N
−Mn
)4)
≤ a4 1
N4(α+ δ)4Ex([−MN ]
2) ≤ a4N
2c2 +Nc′
N4(α+ δ)4
which is summable.
Applying Borel Cantelli’s lemma we have Px almost surely: ∃N0(x) ∈ N, ∀N >
N0(x)
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XN ≥MN + αN > δN −→ +∞.
Let us now prove Theorem 2B.
Proof. The configuration σ0 is fixed for the sequence of the proof.
Definition 2.4.6. For all configuration σ ∈ C, for a cooperator i ∈ NC(σ) we denote τ i1
the first time where there is a game between i and a cooperator.
τ i1 = inf
{
n ∈ N∗/Cin − Cin−1 > 0
}
Let us denote (τ in)n the sequence of these cumulated stopping times (by the same way
we define the cumulative stopping times in the previous proof) with τ i0 = 0 for all
cooperators.
The issue here is that we can have extinction of the cooperators. Hence we don’t
have ∀σ ∈ C ∀i ∈ NC(σ) τ i1 < +∞ Pσ a.s.
Hence we have to consider an other system and couple them.
1. We call the system introduced in Section 2.1.1 the True System. Let Cin be the
wealth of cooperator i ∈ NC(σ) at time n ∈ N in the True System.
2. The other system is called the Ghost system. In this system we have that:
• cooperators and defectors can play even if they have negative wealth,
• cooperators cannot give birth,
• at each step of time, there is a decrease of w0 of cooperator and defectors
wealths,
We denote the probability measure associated to theGhost system G. For example
probability that the wealth of cooperator i ∈ NC(σ0) is 3 in theGhost system is denoted
Gσ0
(
Cin = 3
)
.
It is the following system (σt)t that we couple to (σt)t. Since the cooperators won’t die
in the Ghost system we have ∀σ ∈ C ∀i ∈ NC(σ) τ i1 < +∞ Gσ a.s. also we have
the following upper bounding lemma. The proof is the same as Lemma 2.4.3, the only
modification is to change Tn = {τ1 = n} by Tn =
{
max
i∈NC(σ0)
τ i1 = n
}
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Lemma 2.4.7. There is m ∈ N and ε > 0 such that for each configuration σ ∈ E with
at least two cooperators and all s ∈ R we have:
Gσ
(
max
i∈NC(σ)
τ i1 > s
)
≤ (1− ε)bs/m¯c
We denote G the expectation using the probability measure G. We look at the
wealth of one individual then the birth it gives, make its wealth decrease, then the
upper bounding of the variation of wealth has to take it into account. Using the same
argument as those in the previous theorem, we prove that: ∃ν > 0 such that: ∀n ∈ N
∀σ ∈ E with at least two cooperators
Gσ
(
Ciτ in+1
− Ciτ in
)
≥ R − ν(S+ w0) := α > 0
Also for all n ∈ N we have: (because R < S+ w0)
|Ciτ in+1 − C
i
τ in
| ≤ (S+ w0)τ i
Then using Lemma 2.4.7 we can apply Corollary 2.4.5 to get: for a fixed 0 < δ < α
∀i ∈ NC(σ) Gσ almost surely:
Ciτ in
> δτ in −→ +∞
Then intersecting those events we have for a fixed 0 < δ < α, Gσ almost surely:
∀i ∈ NC(σ), Ciτ in > δτ
i
n −→ +∞. (2.22)
Now let us prove that min
i∈NC(σ)
Cin cannot go under 0 infinitely often. Because we have
∀n ∈ N ∀k ∈ {τ in, . . . , τ in+1} Cik > Ciτ in − (S+ w0)(τ
i
n+1 − τn) and because Ciτ in > δτ
i
n ≥ n
we have for all n ∈ N:
{∃k ∈ {τ in, . . . , τ in+1},Cik ≤ 0} ⊂
{
δτni ≤ (S+ w0)(τ in+1 − τ in)
}
⊂
{
min
j∈NC(σ)
δτ jn ≤ (S+ w0) max
j∈NC(σ)
(τ jn+1 − τ jn)
}
⊂
{
δn ≤ (S+ w0) max
j∈NC(σ)
(τ jn+1 − τ jn)
}
Hence we get: for all n ∈ N
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Gσ
(
min
i∈NC(σ)
min
τ in≤k≤τ in+1
Cik ≤ 0
)
≤ KGσ
(
max
i∈NC(σ)
(τ in+1 − τ in)(S+ w0) > δn
)
≤ K(S+ w0)2 1
δ2n2
Gσ
(
max
i∈NC(σ)
(τ in+1 − τ in)2
)
which is summable using Lemma 2.4.7. Then we have with (2.22)
Gσ
(
min
i∈NC(σ)
Cin ≤ 0 i.o
)
= 0. (2.23)
We do the same reasoning with the defectors. We have ∃ν ′ > 0 and for all i ∈ ND(σ)
there exists (τ˜ in) such that there is m˜ ∈ N and ε˜ > 0 such that for each configuration
σ ∈ E with at least one cooperator and one defector and all s ∈ R we have:
Gσ
(
max
i∈ND(σ)
τ˜ i1 > s
)
≤ (1− ε˜)bs/m˜c
Then we get for a fixed 0 < δ′ < T− ν ′(2P+ w0), Gσ almost surely:
∀i ∈ ND(σ), Diτ˜ in > δ
′τ˜ in −→ +∞ (2.24)
and also we have:
Gσ
(
min
i∈ND(σ)
Din ≤ 0 i.o.
)
= 0 (2.25)
Let D = min
(
min
i∈NC(σ)
min
n∈N
Cin, min
i∈ND(σ)
min
n∈N
Din
)
, using (2.22), (2.23), (2.24) and (2.25)
we have for all σ ∈ C Gσ(D = −∞) = 0. A a consequence for 0 < p ≤ 1 fixed, ∃ L ∈ R
such that:
Gσ(D ≤ L) ≤ p
Let us denote σ+L the set of configuration such that for all σ¯ ∈ σ+L p(σ) = p(σ¯) and
the wealth of every individual with positive wealth in σ is increased by at least |L| in
σ¯. Then if in σ an individual has a wealth of k > 0, in configurations of σ + L he has a
wealth of k + |L|. As a consequence we have NC(σ¯) = NC(σ) and ND(σ¯) = ND(σ).
Since in the Ghost system, the evolution of wealth only depends on the photographs
we have: for all σ¯ ∈ σ + L
Gσ(∀n ∈ N ∀i ∈ NC(σ) ∪ND(σ), Y in > 0) ≥ 1− p
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Let n0 ∈ N such that:
Gσ(∀n ∈ {0, . . . , n0}, ∀i ∈ NC(σ) ∪ND(σ), Y in > 0 and σn0 ∈ σ + L) > 0
We denote {∀n ∈ {0, . . . , n0}, ∀i ∈ NC(σ) ∪ ND(σ), Y in > 0 and σn0 ∈ σ + L} :=
En0(σ+L). We have using Markov property: Gσ(∀n ∈ N, ∀i ∈ NC(σ)∪ND(σ), Y in > 0)
is equal to:
Gσ(En0(σ + L))Gσ+L(∀n ∈ N,∀i ∈ NC(σ + L) ∪ND(σ), Y in > 0) > 0
Since in {∀n ∈ N,∀i ∈ NC(σ) ∪ ND(σ), Y in > 0} cooperators always have positive
wealth, on this event the Ghost system is just the True system and we get:
Pσ(∀n ∈ N, ∀i ∈ NC(σ) ∪ND(σ), Y in > 0) > 0
2.5 Proof on the Mean Field system
2.5.1 Proof of Theorem 2C
In this part we will prove Theorem 2C
Let us begin the Proof.
Using the Law of Large Numbers we have for all q0 > 0, Pq0 a.s. for all t > 0 ∃N ∈ N
such that tN ≤ t < tN+1
1
N
C(t) = q0
N
+ 1
N
N∑
n=1
UC(tCn) −→
N→+∞
β0R − ρ0S
Then if β0R − ρ0S > 0 we have Pq0 a.s. C(t) −→t→∞ +∞ and since the increasing are
bounded, as a consequence for all η > 0 there exists M ∈ RZ+ SZ such that:
Pq0
(
min
t∈R+
C(t) > M
)
≥ 1− η
Since C is a Levy process i.e. since the increments of C don’t depend on where C is, we
have:
Pq0+|M |
min
t∈R+
C(t) > M + |M |︸ ︷︷ ︸
>0
 ≥ 1− η
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Let T > 0 be such that
Pq0
(
min
t≤T
C(t) > 0,C(T ) = q0 + |M |
)
> 0
Hence we get using Markov property:
Pq0
(
min
t∈R+
C(t) > 0
)
≥ Pq0
(
min
t≤T
C(t) > 0,C(T ) = q0 + |M |
)
︸ ︷︷ ︸
>0
Pq0+|M |
(
min
t∈R+
C(t) > 0
)
︸ ︷︷ ︸
≥1−η
> 0
2.5.2 Proof of Proposition 2.2.3
Firstly let us notice that (C(t))t only take values in q0 +RZ+ SZ. Then we get:
∂tE(C(t)) =
∑
k,`∈Z
(q0 + kR − `S)∂tP(C(t) = q0 + kR − `S)
= v(β0R − ρ0S)
Let us compute for all t > 0 the variance of C(t).
∂tE(C(t)2) =
∑
k,`∈Z
(q0 + kR − `S)2∂tP(C(t) = q0 + kR − `S)
=
∑
k,`∈Z
(q0 + (k − 1)R − `S+R)2β0P(C(t) = q0 + (k − 1)R − `S)
+
∑
k,`∈Z
(q0 + kR − (`− 1)S− S)2ρ0P(C(t) = q0 + kR − (`− 1)S)
− E(C(t)2)
= β0R2 + ρ0S2 + 2E(C(t))∂tE(C(t))
= β0R2 + ρ0S2 + ∂tE(C(t))2
Then we have: ∀t > 0
V(C(t)) =
(
β0R2 + ρ0S2
)
t (2.26)
Then using the Chebyshev inequality we have the following concentration inequality: for
all εt > 0
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P(|C(t)− E(C(t))| > εt) ≤ v t
ε2t
(
β0R2 + ρ0S2
)
. (2.27)
We now take for all η > 0, εηt = η
√
v
2 t (β0R2 + ρ0S2) and obtain (2.15).
Moreover we notice that
E(Cη(t))− εηt = q0 + t(β0(1− η−2)R − ρ0S)− η
√
v(β0R2 + ρ0S2)
√
t.
The minimum of t 7→ q0 + t(β0R − ρ0S)− η
√
v(β0R2 + ρ0S2)
√
t is reached in
t = vη
2(β0R2 + ρ0S2)
4(β0R − ρ0S)2 .
This minimum is q0 − vη
2((β0R2+ρ0S2))
4(β0R−ρ0S) . Hence for all τ such that:
τ + q0 − η
2v(β0R2 + ρ0S2)
4(β0R − ρ0S) > 0
We have:
Pq0
(
C(t) ≥ τ) ≥ 1− η−2.
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Chapitre 3
Homogénéisation et Propagation
du chaos
3.1 Introduction
Playing particle systems as a modeling tool in the evolution literature have been intro-
duced by Maynard Smith [SP73]. Since then many ecological models have used playing
particle systems’ approach (see a list of examples in the book of Hartl [HC97]). From
the mathematical point of view, there are four main approaches to build models on
evolution, according to Durett [DL94].
• In the mean field approach, the system is homogeneous in space and is described
through the densities of particles in each state. The evolution of those densities
are described by ordinary differential equations.
• In the patch model approach, discrete individuals are grouped into patches without
additional spatial structure. We will be interested in a modified version of this
model, called the random matching approach introduced by Gilboa [GM92]. In
this model there is only one patch, all the particles are on this patch and a pair of
particles are drawn uniformly from all pairs to interact. This approach is used for
example by Ellison [Ell94]. The system is described through a Markov process.
• In the reaction-diffusion approach, the individuals are infinitesimal and distributed
in space. The system is described through the densities of particles in each state
and each position. Those densities are described by partial differential equations.
• In the interacting particle system approach, the individuals are discrete, and space
is treated explicitly. The system is described through a Markov process.
The particles system model we study is the Demographic Prisoner’s Dilemma, intro-
75
duced by Epstein [Eps98]. Let us introduce a modified (meaning without birth) version
of Epstein model as follows:
1. Let (Z/mZ)2 be a fixed torus with m ∈ N∗.
2. N particles are placed on the torus (N ∈ N∗). For a particle i ∈ {1, . . . , N}, let us
denote Xi(t) its position at time t ∈ R+.
3. The N particles move according to continuous time independent symmetric simple
random walks. Thus we associate to each particle i a Poisson process with param-
eter d ∈ N∗. When the Poisson process realizes, Xi(t) jumps to one of its nearest
neighbors with equal probability. Then two (or more) particles can be on the same
site at the same time, as shown in the following example of evolution.
4. Each particle i ∈ {1, . . . N} has a wealth at time t ≥ 0 denoted Yi(t) ∈ R+. If
Yi reaches non positive number, it goes to 0 and stays there. It means that the
particle dies.
5. The wealth changes through games. The game is the prisoner’s dilemma:
• The players have two actions to Cooperate or to Defect.
• If both Cooperate they get a Reward R. But if one of them defects, the
Defector gets a payoff for Temptation T, and this payoff is bigger than the
Reward. If a Cooperator is being Defected instead of getting a reward he gets
a Sucker payoff −S. If both players Defect (let us call them Player 1 and
Player 2) the nature flips a coin, if it is head Player 1 gets a Punishment
payoff of −2P and Player 2 gets a payoff of 0, if it is tail Player 2 gets a
Punishment payoff of −2P and Player 1 gets a payoff of 0.
• The payoff satisfies T > R > 0 > and S > P > 0. This is summarized in the
following payoff matrices where at each game a coin is tossed determining
which payoff matrix is used (action Top and action Left are Cooperate, action
Bottom and action Right are Defect).
(
(R,R) (−S,T)
(T,−S) (−2P, 0)
)
, (3.1)
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(
(R,R) (−S,T)
(T,−S) (0,−2P)
)
. (3.2)
• A noteworthy remark is that two players cannot lose wealth simultaneously.
• The unique strong Nash equilibrium is (Defect,Defect).
• We erstrict ourselves to the following framework: "Each individual plays only
one action, either he will Defect every time either he will Cooperate every
time". One intuition behind this assumption is that is: particles represent
bacterias, and their actions are embedded in their DNA so they cannot change
them. Thus, a particle has a fixed action (Cooperate or Defect). There are
two kinds of particles: the ones who always Cooperate and the ones who
always Defect. We model this by the following: Particle i plays his action
according to a parameter Zi ∈ {0, 1}, called strategy, which is constant over
time. Particle i plays Cooperate if Zi = 0 and plays Defect if Zi = 1.
• At the end of each game (between, for example, player i and j) Yi and Yj are
updated, adding the payoff of the game played by i and j.
• To make the games happen, each pair of individuals (i, j) is given a Poisson
process of parameter v independent of everything . When this Poisson process
realizes (for example at a time t), if the individuals are on the same site (i.e.
if Xi(t) = Xj(t)) and if their wealths are positive (i.e. if Yi(t) > 0 and
Yj(t) > 0) the individuals play together. Otherwise nothing happens.
• If the wealth of a particle reaches non-positive then the particle never plays
again.
6. We also make an important assumption (useful for the propagation of chaos): we
assume that the particles are indistinguishable, i.e. the distribution of (X,Y, Z) is
exchangeable that is, for every permutation σ of {1, . . . , N},
L ((X1, Y1, Z1), . . . , (XN , YN , ZN )) =
L ((Xσ(1), Yσ(1), Zσ(1)), . . . , (Xσ(N), Yσ(N), Zσ(N))) .
We have that (X(t), Y (t), Z)t is a Continuous Time Markov Chain and we denote
by (Fdt )t its filtration such that (X(t), Y (t), Z)t is adapted to (Fdt )t.
The main contribution of this article is to prove the convergence as d → +∞ of
the spatial model to a random matching model and then as N → +∞ to the mean
field model. To do that, we introduce a probabilistic framework to the Epstein model
using interacting particle systems. We prove that the induced Markov process converges
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in finite dimensional distribution when d → +∞ to a Markov process induced by a
random matching model. Then we show that when N → +∞ the latter Markov process
converges in law to a non-linear Markov process induced by a mean field model.
Epstein’s model was studied by Dorofeenko [DS02]. Assuming statistical independence
they proved the convergence to a reaction-diffusion process. Evolutionary models
through playing particles have been studied in the case where the evolution is driven by
birth-death process by Champagnat and its co-authors [Cha04, CFM06, CM07].
When we lose the sight of the evolution and of the games, Bordenave [BMP10] proved
the convergence of an interacting particles system in a rapid varying environment to
a mean field system. The Mean Field Games have been introduced by Lasry and
Lions[LL07] in a context where there is neither space, nor evolution. They proved the
convergence of Nash equilibria when the payoffs depend on the empirical mean and
when the number of players goes to infinity.
Let us state the main results of this article.
We denote by (e1, . . . , eN ) the canonical basis of RN , (ec1, . . . , ecN ) (c ∈ {1, 2}) the
canonical basis of (R2)N and we set m ∈ N∗, d ∈ N∗, v ∈ R+. We also identify(
(Z/mZ)2 × R+ × {0, 1}
)N to ((Z/mZ)2)N×RN+×{0, 1}N . Then we can write (x, y, z) ∈(
(Z/mZ)2 × R+ × {0, 1}
)N with x ∈ ((Z/mZ)2)N , y ∈ RN+ , z ∈ {0, 1}N .
We describe the three approaches we are interested in by infinitesimal generators.
Particle system approach
The generator of the Markov process presented earlier is the following, for all con-
tinuous bounded functions f of
(
(Z/mZ)2 × R+ × {0, 1}
)N ,
Af(x, y, z) = Adf(x, y, z) + vAgf(x, y, z) (3.3)
where Ad is the generator representing the movement of the particles. The particles
move according independent random walks so Ad is defined as follows, for all continuous
bounded functions f of
(
(Z/mZ)2 × R+ × {0, 1}
)N :
Adf(x, y, z) =
N∑
i=1
2∑
c=1
∑
=±1
d
2× 2[f(x+ e
c
i , y, z)− f(x, y, z)].
The generator Ag is the generator representing the evolution of the wealth of particles
through games. Firstly, let us give Ag, then the explanation on how it works. We have,
for all continuous bounded functions f of ((Z/mZ)2×R+×{0, 1})N , Agf(x, y, z) is equal
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to
∑
(i,j)∈{1,...N}2
i 6=j
1
21xi=xj1yi>0yj>0

1zi=0
zj=0
(f(x, y +Rei +Rej , z)− f(x, y, z))+
1zi=1
zj=0
(f(x, y +Tei − Sej , z)− f(x, y, z))+
1zi=0
zj=1
(f(x, y +Tej − Sei, z)− f(x, y, z))+
1zi=1
zj=1
(
1
2(f(x, y − 2Pej , z)− f(x, y, z))
+12(f(x, y − 2Pei, z)− f(x, y, z))
)

Let us explain this generator:
• 1xi=xj represents the spatial structure meaning that a game makes the wealth
change only if the two particles (with positions xi and xj) are on the same site.
• 1yi>0
yj>0
checks if both particles are alive (i.e. there wealth (yi and yj) are positive)
• the big bracket represents the change of wealth through the game of the two par-
ticles. The term 1zi=1
zj=0
looks at the strategies of the players and chooses the right
payoff to give to the particles. For example, if particle 1 and 2 are playing (both
are alive and on the same site) and if particle 1 cooperates and 2 defects, then
particle 1 gets a payoff of −S and particle 2 gets T,. The term in the generator
representing this type of transition is
1z1=0
z2=1
[f(x, y − Se1 +Te2, z)− f(x, y, z)].
Random matching approach
The random matching generator we use (obtained removing the moving part and
re-normalizing by the size of the torus) is the following. For all continuous bounded
functions f of (R+ × {0, 1})N :
Af(y, z) = v
m2
Agf(y, z) (3.4)
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where Agf(y, z) is equal to
∑
(i,j)∈{1,...N}2
i 6=j
1
21yi>0yj>0

1zi=0
zj=0
(f(y +Rei +Rej , z)− f(y, z))+
1zi=1
zj=0
(f(y +Tei − Sej , z)− f(y, z))+
1zi=0
zj=1
(f(y +Tej − Sei, z)− f(y, z))+
1zi=1
zj=1
(
1
2(f(y − 2Pei, z)− f(y, z))
+12(f(y − 2Pej , z)− f(y, z))
)

(3.5)
This generator describes the whole system. It is the generator of a Continuous Time
Markov Chain.
But we want to look at only one particle of this system. So we use two tools: a
generator depending on a measure to code the interactions, and a measure to code the
information of the particles in the system.
The usual tool to look at the particles is the empirical measure. With (y, z) =
((y1, z1), . . . , (yN , zN )) ∈ (R+, {0, 1})N we set:
mN (y, z) = 1
N
N∑
j=1
δ(yj ,zj).
To describe the evolution of one particle i ∈ {1, . . . , N}, the usual way is taking in Af a
function f constant on {(yj , zj)} for j 6= i. This operator is for all f continuous bounded
from R+ × {0, 1} to R, for all (y, z) ∈ (R+, {0, 1})N
Nv
m2
(
LmN (y,z)f(yi, zi)
)
+ h(yi, zi) (3.6)
where
• L is for f a continuous bounded from R+ × {0, 1} to R and (y, z) ∈ R+ × {0, 1}
Lmf(y, z) = 1y>0

1z=0m((0,+∞)× {0})(f(y +R, z)− f(y, z))
+1z=0m((0,+∞)× {1})(f(y − S, z)− f(y, z))
+1z=1m((0,+∞)× {0})(f(y +T, z)− f(y, z))
+1z=1m((0,+∞)× {1})12(f(y − 2P, z)− f(y, z))
 . (3.7)
L is a generator depending in a measure. The heuristic behind looks at the evolu-
tion of one particle in an environment ruled by this measure.
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• h(yi, zi) = vm2
(
1zi=zj=0[f(yi +R)− f(yi)] + 121zi=zj=1[f(yi − 2P)− f(yi)]
)
is a
bounded compensating term. It compensates the fact that in LmN (y,z) particle
i can play with herself. We have that |h(yi, zi)| ≤ 4 vm2 ‖f‖∞.
Thus the generator described in (3.6) does not generate a Markov process (because
mN does not depend only on (yi, zi)).
Mean Field approach
Let us introduce some notation. For a probability measure µ on the space of sample
path right-continuous left-limited (also called càd-làg) of R+×{0, 1} D(R+,R+×{0, 1})
we set, for all S Borel sets of R+ × {0, 1},
µt(S) = µ(Xt ∈ S)
The stochastic process describing the mean field approach is a non-linear Markov pro-
cess. This means that the distribution µ of the process is described by a generator also
depending on µ. For that purpose we call this kind of generator non-linear generator.
The distribution of its sample path is µ and the generator of µ is,
v
m2
Lµtf(y, z)
for all (y, z) ∈ R+ × {0, 1}
Now that we have set the previous generators, we can state our results.
Since the distribution of (X,Y, z) depends on d, when necessary we make this dependence
visible by denoting it with, for example, (Xd, Y d, z).
Theorem 3A. Let (Xd(t), Y d(t), z)t be a stochastic process with some initial distribution
ν of ((Z/mZ)2×(R+×{0, 1}))N with second marginal denoted νy and generator A defined
in (3.3).
Then (Y d, z)d converges in finite dimensional distribution (as a sequence of stochastic
processes) to the Markov process (Y , z) with infinitesimal generator A (defined in (3.4))
and with domain the space of continuous bounded functions of R+ × {0, 1} and initial
distribution νy.
This theorem is a homogenization theorem. It mainly uses the averaging theorem of
Kurtz [Kur92]. It was used in many examples, we only quote the closest to our problem
which is the article of Bordenave [BMP10].
The following theorem is a propagation of chaos result. To obtain it, we have to "slow"
the time, dividing the generator by N . Let this generator A be defined by: for all
continuous bounded functions f from R+ × {0, 1} to R: ∀(y, z) ∈ (R+ × {0, 1})N
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Af(y, z) = 1
N
v
m2
Agf(y, z)
with Ag defined in (3.5).
Theorem 3B. Let (Yˆ N (t), Z)t = ((Yˆ N1 (t), Z1), . . . (Yˆ NN (t), ZN ))t be a stochastic process
with generator A and with initial measure ν⊗N .
Let µ with initial condition ν and with non-linear Markov generators (Lµt)t (L defined
in (3.7)).
Then (Yˆ N (t), ZN )t is µ−chaotic.
Corollary 3.1.1. The previous µ can be described by the following evolution equations.
Let (Y (t), Z)t be a process of law µ starting with the initial distribution ν. We have, for
all y ∈ R∗+,
m2
v ∂tP(Y (t) = y, Z = 1) = P(Y (t) = y −R, Z = 1)P(Y (t) > 0, Z = 1)1y>R
+P(Y (t) = y + S, Z = 1)P(Y (t) > 0, Z = 0)
−P(Y (t) = y, Z = 1)P(Y (t) > 0)
(3.8)
m2
v ∂tP(Y (t) = y, Z = 0) = P(Y (t) = y −T, Z = 0)P(Y (t) > 0, Z = 1)1y>T
+12P(Y (t) = y + 2P, Z = 0)P(Y (t) > 0, Z = 0)
+12P(Y (t) = y, Z = 0)P(Y (t) > 0, Z = 0)
− P(Y (t) = y, Z = 0)P(Y (t) > 0)
(3.9)
We see that when N → +∞, the system is described by ordinary differential equa-
tions. Moreover, with this theorem, there exists a probability measure µ such that the
random matching model is µ-chaotic. This means in particular that for all pair of par-
ticles (i, j) the joint law of (i, j) is µ⊗µ when N → +∞. The law µ is described by the
evolution equations (3.8),(3.9).
This theorem is a result of propagation of chaos. One important reference about propaga-
tion of chaos is the Saint Flour course of Sznitman [Szn91]. This topic was also studied
by Graham and Méléard [GM97, Gra00], and used by Bordenave and his co-authors
[BMP10]. Also Graham [Gra95] makes homogenization and propagation of chaos on
just moving particles on a bounded domain with absorption and desorption arriving at
a fast scale.
In the first part, we introduce a modified version of the Epstein model and give a prob-
abilistic framework (together with some reminders on Markov processes) to this new
model. In the second part, we state and prove the homogenization theorem. In the
third part we give some reminders on propagation of chaos and prove the propagation
of chaos theorem. In the last part we extend the previous results to a more general
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context (where the game is not necessarily a prisoner’s dilemma game and there can be
more than two strategies which are not necessarily pure and moreover on more general
graphs).
3.2 The Model
Let us introduce some notation.
Notation
Let (Ω, T ,P) be a probability space. Let (e1, . . . , eN ) be the canonical basis of RN (with
N ∈ N∗). Let (e11, e21, e12, . . . , e1N , e2N ) be the canonical basis of (R2)N .
For E a complete separable metric space, L(X) is the distribution of the E-valued
random variable X.
Let us denote by C(E) the set of continuous bounded functions from E to R. We denote
by P(E) the probability space on E.
If E1, E2 are two complete separable spaces such that E = E1 × E2, we identify the
functions in C(E) constant on the first variable with the functions in C(E2).
Before introducing the model in detail, let us recall some facts about Markov pro-
cesses.
A good way to study Markov processes is via their distribution. For a complete separable
state space F , a process Y = (Y (t))t≥0 has value in the canonical space.
Definition 3.2.1 (Canonical space). The canonical space D(R+, F ) is the space of right
continuous functions from [0,+∞) to F with left limits, endowed with the Skohorod
topology associated to its usual metric. With this metric, D(R+, F ) is complete and
separable (see the book of Ethier and Kurtz [EK86] for more details).
We denote by (Tt)t the natural filtration associated to D(R+, F ). We define the
canonical process X := (X(t))t≥0 by:
∀t ≥ 0, X(t) : ω ∈ D(R+, F ) 7→ ω(t) ∈ F
To define a Markov process in a discrete countable state space F (which is the case
here), we need an initial measure ν on F and a matrix (A(x, y))x,y∈F with A(x, x) =
− ∑
y∈F
y 6=x
A(x, y). For x 6= y, A(x, y) gives the rates of transition of the future process from
x to y. With this matrix we define the generator (which is one of the main tools in the
study of Markov processes) of the following Markov process such that: for all f bounded
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and measurable (for the Borel sets of F ) from F to R and for all x ∈ F :
Af(x) =
∑
y∈F
A(x, y)[f(y)− f(x)]
The generator is a bounded linear operator on the bounded functions of F . To make the
difference between the rate matrix and the operator generator. We will always denoting
the matrix with two entries (for example A(., .)) and the generator with no entry (for
example A).
Conversely giving a generator we can construct the rate matrix looking at the rates in
the expression of the generator.
Definition 3.2.2. Let A be a generator and an initial measure ν we can construct a
Markov process X as follow:
1. Let (Y (n))n be a Markov chain in F with initial distribution ν and with transition
matrix (P (x, y))x,y∈F where
P (x, y) =

A(x,y)
|A(x,x)| if A(x, x) 6= 0, x 6= y
0 if A(x, x) 6= 0, x = y
0 if A(x, x) = 0, x 6= y
1 if A(x, x) = 0, x = y
2. Let ∆0,∆1, . . . , be independent and exponentially distributed with parameter 1
(and independent of Y (.)) random variables.
3. We define the Markov process (X(t))t in F with initial distribution ν and generator
A by:
X(t) =

Y (0), 0 ≤ t < ∆0|A(Y (0),Y (0))|
Y (k),
k−1∑
j=0
∆j
|A(Y (j),Y (j))| ≤ t <
k∑
j=0
∆j
|A(Y (j),Y (j))|
(3.10)
Note that we allow A(x, x) = 0 taking ∆/0 =∞.
Now that Continuous Time Markov Chains are properly defined.
Let us link them to one of the key tool in probabilities: Martingales. Since martingales
are easier to deal with than Markov processes (speaking of convergences for example)
the following proposition (Proposition 1.7 of Ethier and Kurtz[EK86]) is really useful.
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Proposition 3.2.3. Let (X(t))t a càd-làg Markov process adapted to the filtration (Ft)t
with generator A. We have: for all continuous bounded functions f from F to R
Mf (t) := f(X(t))−
t∫
0
Af(X(s))ds
is a Ft-martingale.
Conversely, the notion of martingale problems and the theorem of uniqueness make
the connection from martingales to Markov processes. The following definitions and
theorems come from the book of Ethier and Kurtz [EK86] (chapter 4 section 3 and 4)
Definition 3.2.4. Let A be a generator. By a solution of the martingale problem for
(A, ν) we mean a càd-làg stochastic process W with value in E such that L(W (0)) = ν
and for each f ∈ C(E):
f(W (t))−
t∫
0
Af(W (s))ds
is a martingale with respect to the filtration (FWt )t generated by W .
One can show (see the beginning chapter 3 section 3 of Ethier and Kurtz [EK86])
that the statement "a càd-làg process W is a solution of the martingale problem for
(A, µ)" is actually a statement about the distribution of W .
Definition 3.2.5. We say that uniqueness holds for solutions of the martingale problem
for (A, ν) if any two solutions of the martingale problem have the same finite-dimensional
distributions.
The following theorem gives a criterion to have uniqueness for martingale problem.
Also he says that if there is uniqueness then the process is Markovian.
Theorem 3.2.6. Let E be a separable metric space and A be a linear operator of C(E)
(C(E) is endowed with the uniform norm) such that
• for each f ∈ C(E) and λ > 0 we have: ‖λf −Af‖ ≥ λ‖f‖.
• the range of (λId − A) verifies R(λId−A) = C(E) for the uniform norm (for
some λ > 0).
Let ν be a probability measure on E and suppose W is a solution of the martingale
problem for (A, ν).
ThenW is a Markov process with generator A, with initial distribution ν, and uniqueness
holds for the martingale problem for A.
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Let us remind the generators used in the following.
Notations
• We call E1 :=
(
(Z/mZ)2
)N the finite state space of the Markov process (X(t))t :=
(X1(t), . . . , XN (t))t.
• We call E2 := (R+ × {−1, 0, 1})N the state space of the stochastic process
(Y (t), Z)t := ((Y 1(t), Z1), . . . , (Y N (t), ZN ))t.
• We denote E :=
(
(Z/mZ)2
) × R+ × ({−1, 0, 1})N and we identify it with(
(Z/mZ)2
)N × RN+ × {−1, 0, 1}N and then we denote (x, y, z) ∈ E with x ∈(
(Z/mZ)2
)N , y ∈ RN+ and z ∈ ({−1, 0, 1})N
• We denote by CN = {(i, j) ∈ {1, . . . , N}/i 6= j} all the particles couples which can
play together
text
The generator of the Markov process we study is: for all f ∈ C(E),
Af(x, y, z) = Adf(x, y, z) + vAgf(x, y, z). (3.11)
The part Ad is the generator representing the motion of the particles. The particles
move following independent random walks. Then Ad is defined by: for all f ∈ C(E):
Adf(x, y, z) =
N∑
i=1
2∑
c=1
∑
=±1
d
2× 2[f(x+ e
c
i , y, z)− f(x, y, z)]. (3.12)
The generator Ag is the generator representing the evolution of the wealth of particles
through games. Let us give firstly Ag then the explication of how it works. We have for
all functions f ∈ C(E): Agf(x, y, z) is equal to
∑
(i,j)∈CN
1
21xi=xj1yi>0yj>0

1zi=0
zj=0
(f(x, y +Rei +Rej , z)− f(x, y, z))+
1zi=1
zj=0
(f(x, y +Tei − Sej , z)− f(x, y, z))+
1zj=1
zi=0
(f(x, y +Tej − Sei, z)− f(x, y, z))+
1zi=1
zj=1
(
1
2(f(x, y − 2Pej , z)− f(x, y, z))
+12(f(x, y − 2Pei, z)− f(x, y, z))
)

(3.13)
Let us explain a bit this generator:
• 1xi=xj represents the spatial structure meaning that a game makes the wealth
change only if the two particles are on the same site.
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• 1yi>0
yj>0
checks if both particles are alive (i.e. their wealth are positive)
• the big bracket represents the change of wealth through the game of the two par-
ticles. The term 1zi=1
zj=0
looks at the strategies of the players and choose the right
payoff to give to the particles. For example if particle 1 and 2 are playing (both
are alive and on the same site) if particle 1 cooperates and 2 defects then particle
1 gets a payoff of −S and particle 2 gets T, the term in the generator representing
this type of transition is:
1z1=0
z2=1
[f(x, y − Se1 +Te2, z)− f(x, y, z)].
3.3 Convergence to the Random matching model
In this section we show the following theorem:
Theorem 3A. Let (Xd(t), Y d(t), Z)t be a stochastic process with initial distribution
ν ∈ P(E) with second marginal denoted νy and generator A defined in (3.11), (3.12),
(3.13).
Then (Y d, Z)d converges in distribution (as a sequence of stochastic processes) to
the Markov process (Y , Z) with infinitesimal generator A and domain C(E2): for all
f ∈ C(E2)
Af(y, z) = v
m2
Agf(y, z)
where Agf(y, z) is equal to
1
2
∑
(i,j)∈{1,...N}2
i 6=j
1yi>0
yj>0

1zi=0
zj=0
(f(y +Rei +Rej , z)− f(y, z))+
1zi=1
zj=0
(f(y +Tei − Sej , z)− f(y, z))+
1zj=1
zi=0
(f(y +Tej − Sei, z)− f(y, z))+
1zi=1
zj=1
(
1
2(f(y − 2Pei, z)− f(y, z))
+12(f(y − 2Pej , z)− f(y, z))
)

. (3.14)
Proof of the theorem
To prove the previous theorem we use a homogenization theorem from Kurtz [Kur92].
3.3.1 Preliminary lemma
Before applying Kurtz’s theorem, we will prove a lemma.
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Observe that Xd = (Xd(t))t≥0 (defined in the model) is a Markov process and
its unique invariant distribution pi = (U(Z/mZ)2)⊗N is independent from d (where
U(Z/mZ)2 is the uniform law on the torus (Z/mZ)2).
Lemma 3.3.1. Let t > 0 and S be a Borel set of E1. Let Γd([0, t]×S) =
∫ t
0 1Xd(s)∈Sds.
Then we have the following convergence:
Γd([0, t]× S) L−→
d→+∞
t pi(S).
Proof. Since (X1(td))t and (Xd(t))t have the same generator and the same initial con-
dition then (X1(td))t
L= (Xd(t))t.
But by the ergodic theorem for Continuous Time Markov Chain, ((X1(s))s is ergodic
as a random walk on a finite torus) we have that:
t
1
d t
∫ d t
0
1X1(s)∈Sds
a.s−→
d→+∞
t pi(S).
And finally we get:
Γd([0, t]× S) L−→
d→+∞
t pi(S).
3.3.2 Kurtz theorem
Let us introduce some notations. We denote by `b(E1) the set of locally finite measures
µ on [0,+∞) × E1 such that µ([0, t] × E1) = t. We endow `b(E1) with the metric ρˆ
defined as follows. For µ ∈ `b(E1), we denote µt = µ|[0,t]×E1 and let ρt be the Prokhorov
distance on the space of finite measures of [0, t]× E1. Then we set
ρˆ(µ, ν) :=
∫ +∞
0
inf(e−t, ρt(µt, νt))dt.
Theorem 3.3.2. Let E1 and E2 be two complete, separable metric spaces, and let
E = E1 × E2. For each d ∈ N∗, let (Xd(t), Y d(t))t be a stochastic process with sample
paths in D(R+, E) adapted to a filtration (Fdt )t.
(A1) Assume that for each  > 0, T > 0, there exists a compact set K ⊂ E2 such that:
inf
d>0
P{∀t ≤ T, Y d(t) ∈ K} ≥ 1− .
(A2) Assume that {L(Xd(t)) : t ≥ 0, d ∈ N∗} is relatively compact (for the Prokhorov
metric).
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(A3) Suppose there is an operator A : D(A) ⊂ C(E2) → C(E1 × E2) such that for
f ∈ D(A) there is a process fd for which:
f(Y d(t))−
t∫
0
Af(Xd(s), Y d(s))ds+ fd(t)
is a (Fdt )t-martingale.
(A4) Suppose that for each f ∈ D(A) and for each T > 0 there exists p > 1 such that:
sup
d∈N∗
E
 T∫
0
∣∣∣Af(Xd(t), Y d(t))∣∣∣p dt
 < +∞.
(A5) Suppose that for each f ∈ D(A) and for each T > 0
lim
d→+∞
E[sup
t≤T
|fd(t)|] = 0.
Let Γd be such that: (for every Borel set S of E1) Γd([0, t]× S) =
t∫
0
1Xd(s)∈Sds.
Then we get that (Y d,Γd)d is relatively compact in D(R+, E2)× `b(E1).
For any (Y,Γ) limit point of (Y d,Γd)d, there exists a filtration (Gt)t defined by:
Gt = σ (Y (s),Γ([0, s]×H) : s ≤ t,H Borel set of E2)
such that: for all f ∈ D(A)
f(Y (t))−
∫
[0,t]×E1
Af(x, Y (s))Γ(ds× dx)
is a (Gt)t-martingale.
3.3.3 Proof of Theorem 3A
First let us check the different assumptions of the previous theorem.
• (A1): Let T > 0 and ε > 0. We use Definition 3.2.2 to Ag we have that
the rate matrix giving Ag is: (Ag((y, z), (y′, z′)))(y,z),(y′,z′)∈E2 such that: for all
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((y1, z1), . . . , (yN , zN )) = (y, z) 6= (y′, z′) = ((y′1, z′1), . . . , (y′N , z′N )) ∈ E2
Ag((y, z), (y′, z′)) = 121xi=xj1yi>0yj>0
H((y, z), (y′, z′))
where
H((y, z), (y′, z′)) =

1zi=zj=0 if y′ = y +Rei +Rej
1zi=1,zj=0 if y′ = y + Tei − Sej
1zj=1,zi=0 if y′ = y + Tej − Sei
1
21zi=zj=1 if y′ = y − 2Pei
1
21zi=zj=1 if y′ = y − 2Pej
We notice that for all (y, z) ∈ E2 |Ag((y, z), (y, z))| ≤ vN22 . This means that the
jumping rates of Y d are bounded by vN22 which doesn’t depend neither on d nor t
(because only Ag makes Y d change). Then the number of jumps of Y d until time
t denoted N dt is stochastically upper bounded as a process by a Poisson process
denoted (Nt)t with parameter vN22 .
Since we have: for all n ∈ N∗
P(NT > n) ≤
∑
k≥n
(vTN2)k
2kk! e
− vTN22 −→
n→+∞ 0
Then ∃nε ∈ N∗ such that
P(NT ≤ nε) > 1− ε2 . (3.15)
Moreover at each jump the variation of Y d is bounded. Let us denote M :=
max(2P,R,S,T) this bound which is independent from t, T, d.
Moreover since νy is probability measure in E2 = (R+ × {0, 1})N then νy is tight
and it exists a compact [α, β] ⊂ R+ such that:
νy([α, β]× {0, 1}) ≥ 1− ε2 . (3.16)
And we have that
P(∀t ∈ [0, T ], (Y d(t), Z) ∈ [α− nεM, β + nεM ]× {0, 1})
is upper bounded by:
P(Y d(0) ∈ [α, β] and ∀t ∈ [0, T ], (Y d(t), Z) ∈ [Y d(0)−nεM, Y d(0)+nεM ]×{0, 1}).
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Then by conditioning by the initial wealth, this last expression is equal to:
P(Y d(0) ∈ [α, β], N dT ≤ nε) = P(Y d(0) ∈ [α, β])P(N dT ≤ nε|Y d(0) ∈ [α, β])
But since for all y0 ∈ R+ ‖Ag(y0, .)‖∞ ≤ N2v2 we have that
P(N dT ≤ nε|Y d(0) ∈ [α, β]) ≤ P(NT ≤ nε).
Finally using (3.15) and (3.16) we have
inf
d∈N
P(∀t ∈ [0, T ], (Y d(t), Z) ∈ [α−nεM, β+nεM ]×{0, 1}) ≥ (1−ε2)(1−
ε
2) ≥ (1−ε)
So we have (A1).
• (A2): Since ∀d ∈ N∗, ∀t ≥ 0, Xd(t) is a random variable taking value in E2
compact. Then Prokhorov theorem gives that {L(Xd(t)), d ∈ N∗, t ≥ 0} is a
relatively compact set of probability measures and we get (A2).
• (A3): Since for each positive integer d, (Xd(t), Y d(t), Z)t is a Markovian process
with generator A and domain C(E), then we have for f ∈ C(E):
f(Xd(t), Y d(t), Z)− f(Xd(0), Y d(0), Z)−
t∫
0
Af(Xd(s), Y d(s), Z)ds
is a (Fdt )t-martingale.
In particular f(Xd(t), Y d(t), Z)−
t∫
0
Af(Xd(s), Y d(s), Z)ds is a (Fdt )t-martingale.
And if f is constant on the first variable we get: f ∈ C(E2), Af ∈ C(E1×E2) and
f(Y d(t), Z)−
t∫
0
Af(Xd(s), Y d(s), Z)ds
is a (Fdt )t-martingale. So we have (A3) with fd = 0.
• (A4): ∀f ∈ C(E) constant on the first variable and for all x ∈ E1, (y, z) ∈ E2 we
have:
|Af(x, y, Z)|p ≤
(
N2
v
2 8||f ||∞
)p
.
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So we get ∀f ∈ C(E) constant on the first variable:
sup
d>0
E
 T∫
0
∣∣∣Af(Xd(t), Y d(t), Z)∣∣∣p ds
 ≤ (N2 v2 8||f ||∞)p T < +∞.
So we get (A4).
• (A5): We have fd ≡ 0, so we have (A5).
Conclusion
Applying Kurtz’s theorem, we get that ((Y d, Z),Γd)d is relatively compact with Γd such
that Γd([0, t] × S) =
t∫
0
1Xd(s)∈Sds and for all limit points ((Y , Z),Γ) there exists a
filtration (Gt)t such that ∀f ∈ C(E2):
f(Y (t), Z)−
t∫
0
∫
E1
Af(x, Y (s), Z)Γ(ds× dt)
is a (Gt)t-martingale.
But
(
Xdt
)
t
is a continuous-time simple symmetric random walk with jump speed d,
so applying Lemma 3.3.1, we get the following convergence: for all t > 0, S Borel set of
E1:
Γd([0, t]× S) L−→
d→+∞
t pi(S).
and finally
f(Y (t), Z)−
t∫
0
∫
E1
Af(x, Y (s), Z)pi(dx)ds
is a (Gt)t-martingale.
To finish we check the hypothesis of Theorem 3.2.6 to get that (Y (t), Z)t is a Markov
process with generator
Af(y, z) =
∫
E1
Af(x, y, z)pi(dx) = v2m2Agf(y, z)
and with domain C(E1) and we have that uniqueness holds for the martingale problem.
Since A is a bounded operator (bounded by 4vN22m2 ) we have that for a λ > 4vN
2
2m2 ,
|||A/λ||| < 1 and we get:
(λId−A)−1 = 1
λ
+∞∑
0
Ak
λk
.
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So we have R(λId−A) = C(E1). Moreover A satisfies the positive maximum principle
so using Lemma 2.1 p164 of Ethier and Kurtz [EK86], we have that for each f ∈ D(A)
and λ > 0 we have: ‖λf − Af‖ ≥ λ‖f‖. So we have the hypothesis of Theorem 3.2.6.
Since we have uniqueness for the martingale problem, we have that (Y , Z) is the unique
weak limit point of (Y d, Z)d. Finally we have that (Y d, Z)d converges in distribution to
(Y , Z).
3.4 Convergence to a mean field model
3.4.1 Framework and goal
In this section we take the model from Theorem 3A. The goal of this section is to show
that when the number of players goes to +∞, the wealth and the strategy of one particle
is a non linear Markov process not depending on the wealth and strategies of the other
particles. This kind of result is a propagation of chaos result. Before stating the theorem
let us begin with some definitions and propositions.
Let us begin with one of the main notions which is the definition of u-chaotic sequence
(from Saint Flour course of Sznitman [Szn91])
Definition 3.4.1. Let F be a separable metric space and (uN )N a sequence of proba-
bility measures such that ∀N ∈ N∗, uN is a symmetric probability on FN . We say that
(uN )N is u-chaotic, with u a probability measure on F , if for every φ1, . . . , φk continuous
bounded functions of F (k ≥ 1),
lim
N→+∞
∫
FN
φ1(x1) . . . φk(xk)uN (dx1, . . . ,dxN ) =
k∏
i=1
∫
F
φi(x)u(dx) (3.17)
The meaning of this definition is if we look at a finite number of particles fixed, when
the total number of particles goes to +∞ these particles become independent.
To prove that a sequence is u-chaotic, Sznitman [Szn91] also gives this useful proposition.
Proposition 3.4.2 (Prop 2.2 [Szn91]). Let F be a separable metric space and (uN )N a
sequence of probability measures such that ∀N ∈ N∗, uN is a symmetric probability on
FN .
For all N ∈ N∗, let (XN1 , . . . XNN ) be a random vector with distribution uN . Let u be a
probability measure on F .
We denote µN = 1N
∑N
i=1 δXNi
.
1. (uN )N is u-chaotic if and only if
L(µN ) −→
N→+∞
δu weakly in P(P(F )).
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2. When F is Polish, (L(µN ))N is tight in P(P(F )) if and only (L(XN1 ))N is tight.
To use the second item of the previous proposition we will need a tightness criterion
for Markov processes. The two following theorems from Ethier and Kurtz [EK86], give
a relative compactness criterion (for processes and in particular for Markov processes)
using a martingale approach.
Theorem 3.4.3 (Thm 3.9.1 [EK86]). Let (F, r) be a Polish space, and let (Xα)α be a
family of processes with sample paths in D(R+, F ). Suppose the compact containment
condition holds i.e. for every η > 0 and T > 0 there exists a compact set K of F such
that:
inf
α
P(∀t ≤ T,Xα(t) ∈ K) ≥ 1− η
Let H be a dense subset of the set of continuous bounded functions from F to R for the
topology of uniform convergence on compact sets.
Then
(L(Xα))α is relatively compact if and only if (L(f ◦Xα))α is relatively compact for each
f ∈ H.
Theorem 3.4.4 (Thm 3.9.4 [EK86]). Let (F, r) be an arbitrary Polish space.
For each α, let Xα be a process with sample path in D(R+, F ) defined on a probability
space (Ωα,Fα, Pα) and adapted to a filtration (Fαt )t. Let Pα be the Banach space of
bounded real-valued (Fαt )t-progressive processes with norm ‖Y ‖ = supt≥0 E[|Y (t)|] <
+∞. Let
Aˆα =
{
(Y,Z) ∈ Pα × Pα : Y (t)−
∫ t
0
Z(s)ds is an (Fαt )t-martingale
}
Let Ca be a subalgebra of Cˆ(F ) (e.g. the space of bounded, uniformly continuous functions
with bounded support), and let D be the collection of f ∈ Cˆ(F ) such that for every ε > 0
and T > 0 there exists (Yα, Zα) ∈ Aˆα with
sup
α
E
(
sup
t∈[0,T ]∩Q
|Yα(t)− f(Xα(t))|
)
< ε
and
sup
α
E
(∫ T
0
|Zα(t)|p dt
)
< +∞ for some p ∈ (1,+∞)
If Ca ⊂ D¯ for the sup norm then (L(f ◦Xα))α is relatively compact for each f ∈ Ca.
One of the main tool for the proof is the non linear martingale problem. The following
proposition from Graham [Gra00], gives us a contraction condition to have unicity for a
non-linear martingale problem.
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Proposition 3.4.5 (Prop 2.3 [Gra00]). Let F be a Polish space.
For q, q′ signed measures we define the total variation norm ‖q‖ by:
‖q‖ = sup
φ s.t. ‖φ‖∞≤1
∣∣∣∣∫
F
φ(x)q(dx)
∣∣∣∣
and the total variation distance ‖q − q′‖ by:
‖q − q′‖ = sup
φ s.t. ‖φ‖∞≤1
∣∣∣∣∫
F
φ(x)q(dx)−
∫
F
φ(x)q′(dx)
∣∣∣∣
For q ∈ P(f), let A(q) : φ ∈ L∞(F ) 7→ A(q)φ ∈ L∞(F ) be given for some uniformly
bounded positive measure kernel J on P(F )× F by:
∀φ ∈ L∞(F ), (A(q)φ)(x) =
∫
F
(φ(y)− φ(x))J(q, x, dy).
Let Q ∈ P(D(R+, F )) and Qs ∈ P(F ) such that for all B ⊂ F, Qs(B) = Q(X(s) ∈ B)
and
∀φ ∈ L∞(F ), Mφt = φ(X(t))− φ(X(0))−
∫ t
0
(A(Qs)φ)(X(s))ds
define a Q-martingale (where X is the canonical process defined by X(t)(x) = x(t)),
and it solves the non-linear martingale problem starting at q if moreover Q0 = q.
Assume that for some constants β > 0 and κ > 0,
‖J(q, x)‖ ≤ β and ‖J(p, x)− J(q, x)‖ ≤ κ‖p− q‖, ∀p, q ∈ P(F ), ∀x ∈ F
Then for any q ∈ P(F ), there is a unique solution Q in P(D(R+, F )) for the above
non-linear martingale problem starting at q. The solutions depend continuously on q.
Now that we have the first tools we need, we can explain a bit more the model we
consider then state the theorem we will prove.
3.4.2 Statement of the theorem
Before stating the theorem, let us reintroduce the model.
We use the model presented in Section 4.2 when d goes to +∞, so we consider the
process introduced by Theorem 3A. We can see this model either from the generator
and initial distribution point of view, or with Poisson processes.
Theorem 3A replaces when d goes to +∞: checking if two particles have the same posi-
tion before playing the game by running a Bernoulli variable of parameter 1/m2. If this
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variable is equal to 1 then i and j play a Prisoner’s Dilemma Game, else nothing happens.
Let us denote (Y N (t), ZN )t the Markov process where N particles evolve according
to the previous rules.
Let us recall that for a probability distribution on the sample path µ ∈ D(R+,R+×{0, 1})
we denote for all Borel sets S of R+ × {0, 1} and for all t ≥ 0:
µt(S) = µ(X(t) ∈ S)
In this part to have propagation of chaos, we will consider a model where we will slow
the time.
Let (Yˆ N (t))t be defined by Yˆ N (t) = Y N (t/N) for all t ≥ 0 (we do not need to modify
ZN because ZN is a constant process). So the generator of (Yˆ N , ZN ) (with domain
C(E2)) is: for all (y, z) ∈ E2
Af(y, z) = 1
N
v
m2
Agf(y, z) (3.18)
with Ag defined in (3.14).
Theorem 3B. Let ν be a probability distribution of R+ × {0, 1}.
Let (Yˆ N (t), ZN )t≥0 be a stochastic process (relative to a filtration (Ft)t) with generator
A and initial distribution ν⊗N
Then there exists a probability measure µ on D(R+,R+ × {0, 1}) such that:
the sequence of probability distributions
(
L(Yˆ N , ZN )
)
N
is µ-chaotic.
The distribution µ ∈ P(D(R+,R+)) has non-linear generators (Lµt)t with domain
C(R+ × {0, 1}) and initial distribution ν.
For all f ∈ C(R+ × {0, 1}), y ∈ R+ and z ∈ {0, 1}, Lµtf(y, z) is equal to:
v
m2
1y>0

1z=0 µt((0,+∞)× {0})(f(y +R, z)− f(y, z))
+1z=0 µt((0,+∞)× {1})(f(y − S, z)− f(y, z))
+1z=1 µt((0,+∞)× {0})(f(y +T, z)− f(y, z))
+1z=1 µt((0,+∞)× {1})12(f(y − 2P, z)− f(y, z))
 . (3.19)
In order to use, and simulate the mean field process on an easier way, we also have
the following evolution equations.
Corollary 3.4.6. A process (Y (t), Z)t whose trajectories have distribution µ (of gener-
ator (Lµt)t with domain C(R+×{0, 1}) and initial distribution ν) satisfies the following
evolution equations: with L(Y (0), Z) = ν, for all y ∈ R∗+.
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m2
v ∂tP(Y (t) = y, Z = 0) = P(Y (t) = y −R, Z = 0)P(Y (t) > 0, Z = 0)1y>R
+P(Y (t) = y + S, Z = 0)P(Y (t) > 0, Z = 1)
−P(Y (t) = y, Z = 0)P(Y (t) > 0)
(3.20)
m2
v ∂tP(Y (t) = y, Z = 1) = P(Y (t) = y −T, Z = 1)P(Y (t) > 0, Z = 0)1y>T
+12P(Y (t) = y + 2P, Z = 1)P(Y (t) > 0, Z = 1)
+12P(Y (t) = y, Z = 1)P(Y (t) > 0, Z = 1)
− P(Y (t) = y, Z = 1)P(Y (t) > 0)
(3.21)
3.4.3 Preliminary work
We will adapt a proof of Bordenave [BMP10].
We will show that: there exists a probability measure µ on D(R+,R+) such that the
sequence of distributions (L(Yˆ N ))N is µ-chaotic.
Let us denote µN ∈ P(D(R+,R+)) the empirical measure of (Yˆ Ni , ZNi )i:
µN = 1
N
N∑
i=1
δ(Yˆ Ni ,ZNi )
. (3.22)
Let us begin with some lemmas:
Lemma 3.4.7. The sequence of distributions (L(Yˆ N1 , ZN ))N ⊂ D(R+,R+)N is tight.
Proof. To prove this lemma we will apply Theorems 3.9.1 and 3.9.4 of Ethier and Kurtz
(see Theorem 3.4.3 and Theorem 3.4.4), it remains to check the assumptions. Since Yˆ N
is a Markov process, when we take in (3.18) functions constant in (yi, zNi ) i ≥ 2 we get:
f(Yˆ N1 (t), ZN1 )− f(Yˆ N1 (0), ZN1 )−
∫ t
0
LµNu f(Yˆ
N
1 (u−), ZN1 )du+ h(Yˆ N1 , ZN1 ). (3.23)
is a (Ft)-martingale (where h is defined in 3.6).
Since the jumping rates and amplitudes of (Yˆ N1 (t))t are uniformly bounded (on N) we
have the compact containment condition i.e. ∀ε > 0, ∀T > 0 there exists a bounded
subset K ⊂ N such that:
inf
N
P(∀t ≤ T, (Yˆ N1 (t), ZN ) ∈ K) ≥ 1− ε
97
Moreover, for all p ∈ (0,+∞) and all T > 0 we have: ∀f ∈ Cb(R)
supN E
(
T∫
0
(
LµNu f(Y
N
1 (u−), ZN1 )
)p
du
)
is equal to
sup
N
E
(∫ T
0
(
LµNu f(Y
N
1 (u−), ZN1 )
)p
du
)
≤ v
m2
T 2p‖f‖p∞ < +∞
Thus we apply Theorem 3.9.4, then Theorem 3.9.1 of Ethier Kurtz to get the tightness
of (L(Yˆ N1 ), ZN )N .
In order to make the proof easier to read let us give the following notations.
Notations For y ∈ R+ and zN ∈ {0, 1}N we define for (i, j) ∈ {1, . . . , N}:
(y + gi,j , zN ) =

(y +R, zN ) if zNi = 0, zNj = 0
(y +T, zN ) if zNi = 1, zNj = 0
(y − S, zN ) if zNi = 0, zNj = 1
For the particular case zNi = 1 and zNj = 1 where the payoffs are random, the
notation is: for i, j ∈ {1, . . . N} if zNi = 1 and zNj = 1
[f(y + gi,j , zN )− f(y, zN )] =
[
1
2(f(y − 2P, z
N )− f(y, zN ))
]
The following lemma is one of the main keys to the propagation of chaos. It says that
the correlations between two particles go to 0 when the number of particles goes to +∞.
Lemma 3.4.8. Let T > O. Let us denote N i,j the Poisson process attached to the
couple of particles (i, j). This Poisson process has intensity v
m2
1
N by (3.18).
Let us denote the compensated Poisson process (Mi,j(t))t = (N i,j(t)− vm2 1N t)t.
For all f ∈ C(E2), we denote by Mf,Ni (t) the following:
N∑
j=1
j 6=i
∫ t
0
1Yˆ Ni (u−)>01Yˆ Nj (u−)>0[f(Yˆ
N
i (u−) + gi,j)− f(Yˆ Ni (u−))]dMi,j(u). (3.24)
Then Mf,Ni is a square integrable martingale and for all N > 0 and all 0 < i 6= j ≤ N
there exists Cf (T ) > 0 such that: ∀t ≤ T
E(Mf,Ni (t)M
f,N
j (t)) ≤
Cf (T )
N
.
The intuition behind the following proof is to say that when the number of particles
goes to +∞ two fixed particles are less and less likely to interact with each other.
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Proof. In order for the proof to be easier to read, we will denote:
∀u ≥ 0 ∆ij(u) = [f(Y Ni (u−) + gi,j , ZN )− f(Y Ni (u−), ZN )]
SinceMi,j is a martingale, the stochastic integralMf,Ni is a martingale. Moreover, since
f is bounded, Mf,Ni is square integrable.
By exchangeability, we have to show that for all N ∈ N∗, there exists Cf (T ) > 0 such
that: ∀t ≤ T
E(Mf,N1 (t)M
f,N
2 (t)) ≤
Cf (T )
N
.
By the product rule (Section 6.4 of Kurtz’ lecture [Kur01]) we have (with < ·, · > is the
quadratic covariation): E(Mf,N1 (t)M
f,N
2 (t)) is equal to
E(Mf,N1 (0)M
f,N
2 (0))︸ ︷︷ ︸
=0
+E
(∫ t
0
Mf,N1 (u−)dMf,N2
)
︸ ︷︷ ︸
=0
+0 + E(< Mf,N1 ,M
f,N
2 >t).
By bilinearity of the quadratic covariation and using Lemma 6.6 of Kurtz’ lecture
[Kur01], we get that E(Mf,N1 (t)M
f,N
2 (t)) is equal to
N∑
j=2
N∑
i=1
i 6=2
E
(∫ t
0
∆1i(u)∆2j(u)1Y1(u)>01Yj(u)>01Y2(u)>01Yi(u)>0 d <M1,j ,M2,i >u
)
.
SinceM1,2 =M2,1 and separating the term of the previous double sum in two big parts:
the interaction between 1 and 2, and the other interactions we get: E(Mf,N1 (t)M
f,N
2 (t))
is equal to
E
(∫ t
0 ∆1j(u)∆2j(u)1Y1(u)>01Y2(u)>0d <M1,2,M1,2 >u
)
+
∑N
i,j=3 E
(∫ t
0 ∆1j(u)∆2i(u)1Y1(u)>01Y2(u)>01Yi(u)>01Yj(u)>0d <M1,j ,Mi,2 >u
)
+
∑N
i=3 E
(∫ t
0 ∆1j(u)∆2i(u)1Y1(u)>01Y2(u)>01Yi(u)>0d <M1,2,M2,i >u
)
+
∑N
j=3 E
(∫ t
0 ∆1j(u)∆2i(u)1Y1(u)>01Y2(u)>01Yj(u)>0d <M1,j ,M1,2 >u
)
.
But for all (i, j) 6= (i′, j′) Mi,j and Mi′,j′ are two independent martingales,
so
(
Mi,j(t)Mi′,j′(t)
)
t
is a martingale for all (i, j) 6= (i′, j′). Hence we get:
<Mi,j ,Mi′,j′ >u= 0 for all u > 0 and (i, j) 6= (i′, j′).
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Finally we get (because <M1,2 >t= vm2 tN ):
E(Mf,Ni (t)M
f,N
j (t)) ≤ 4T ‖f‖2∞
v
m2
1
N
.
3.4.4 Proof of Theorem 3B
Now we will prove the propagation of chaos.
By Proposition 2.2 of Sznitman [Szn91] (see Proposition 3.4.2), we have to show that:
there exists µ ∈ P(D(R+,R+ × {0, 1})) such that: with µN defined in (3.22)
L(µN ) −→
N→+∞
δµ weakly in P(P(D(R+,R+ × {0, 1}))).
Step 1: Relative compactness of the empirical measure
By Lemma 3.4.7, (L(Y N1 ))N ∈ P(D(R+,R+ × {0, 1})) is tight. By Proposi-
tion 2.2 of Sznitman [Szn91] (see Proposition 3.4.2) we have that: (L(µN ))N ⊂
P(P(D(R+,R+ × {0, 1}))) is tight. So by Prohorov’s theorem (L(µN ))N has a converg-
ing subsequence.
Step 2: Convergence to a solution of a martingale problem
Let Π∞ be a limit point of (L(µN ))N and let µ be a random variable in P(D(R+,R+))
with distribution Π∞.
Before introducing the non-linear martingale problem, let us introduce some notations.
Notations Let F be a Polish space, µ a probability measure and φ a bounded
measurable function from F to R. We set:
〈µ, φ〉 =
∫
F
φ(x)µ(dx)
We will prove the following lemma:
Lemma 3.4.9. µ satisfies a non linear martingale problem with initial distribution
ν. More precisely, for all f continuous bounded, for all T > t > 0 (with (X,Z) =
(X(t), Z(t))t is the canonical process in D(R+,R+ × {0, 1}) and L defined in (3.19))
Mf (t) = f(X(t), Z(t))− f(X(0), Z(0))−
∫ t
0
Lµuf(X(u), Z(u))du
100
is a µ-martingale and µ(0) = ν Π∞ a.s.
Proof. text
We take k ∈ N∗ and 0 ≤ t1 < t2 < · · · < tk ≤ t < T , g a continuous bounded function
from Rk+ to R and f a continuous bounded function from R+ to R, let G be a function
from P(D(R+,R+ × {0, 1})) to R defined by:
G(R) =
〈
R,
(
Mf (T )−Mf (t)
)
g((X(t1), Z(t1)), . . . , (X(tk), Z(tk)))
〉
.
Using the same argument as in the proof of Theorem 4.5 of Graham [GM97], we have
that for all 0 ≤ t1 < t2 < · · · < tk ≤ t < T outside a countable space denoted D, G is
Π∞ a.s. continuous.
We will show that:
G(µ) = 0 Π∞ a.s.
Indeed, if it is true for all 0 ≤ t1 < t2 < · · · < tk ≤ t < T outside of D and for any
g continuous bounded from Nk to R then by the Monotone Class Theorem, ∀A ⊂ Tt :
〈µ,Mf (T )1A〉 = 〈µ,Mf (t)1A〉. So µ satisfies the above non linear martingale problem.
It remains to show that G(µ) = 0 Π∞ a.s.
We have that G
(
1
N
∑N
i=1 δ(Y Ni ,ZNi )
)
is equal to
1
N
N∑
i=1
(
f(Y Ni (T ), ZNi )− f(Y Ni (t), ZNi )−
∫ T
t
Lµuf(Y Ni (u), ZNi )du
)
gNi .
where gNi = g((Y Ni (t1), ZNi ), . . . , (Y Ni (tk), ZNi )).
We will take the notations of Lemma 3.4.8. We have: (since f is bounded)
f(Y Ni (T ))− f(Y Ni (t)) =
N∑
j=1
j 6=i
T∫
t
1Y Ni (u)>0
1Y Nj (u)>0
∆ij(u)dN i,j(u)
≤ Mf,Ni (T )−Mf,Ni (t)
+
∫ T
t
(
LµNu f(Y
N
i (u), ZNi ) +O
( 1
N
))
du.
So G
(
1
N
∑N
i=1 δY Ni
)
becomes less or equal than:
1
N
∑N
i=1
(
Mf,Ni (T )−Mf,Ni (t)
)
gNi
+ 1N
∑N
i=1
(∫ T
t LµNu f(Y
N
i (u), ZNi )− Lµuf(Y Ni (u), ZNi ) +O
( 1
N
)
du
)
gNi .
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Hence E
(∣∣∣G ( 1N ∑Ni=1 δY Ni )∣∣∣) is less than or equal to:
A︷ ︸︸ ︷
E
(∣∣∣∣∣ 1N
N∑
i=1
(
Mf,Ni (T )−Mf,Ni (t)
)
gNi
∣∣∣∣∣
)
+E
(∣∣∣∣∣ 1N
N∑
i=1
(∫ T
t
LµNu f(Y
N
i (u), ZNi )− Lµuf(Y Ni (u), ZNi ) +O
(
1
N
)
du
)
gNi
∣∣∣∣∣
)
︸ ︷︷ ︸
B
.
A is the term corresponding to the variation of the process. B corresponds to the
convergence of µN to µ. First, let us show that A goes to 0 when N goes to +∞.
A2 ≤ 1
N2E
((
N∑
i=1
(Mf,Ni (T )−Mf,Ni (t))gNi
)2)
≤ 1
N2
∑
(i,j)∈{1,...,N}2
E
(
(Mf,Ni (T )−Mf,Ni (t))(Mf,Nj (T )−Mf,Nj (t))gNi gNj
)
.
By the exchangeability of
(
Y Ni
)
i
we get:
A2 ≤ 1N ‖g1‖2∞E
(
(Mf,N1 (T )−Mf,N1 (t))2
)
+N(N−1)
N2 E(g
N
1 g
N
2 (M
f,N
1 (T )−Mf,N1 (t))(Mf,N2 (T )−Mf,N2 (t))).
The second term of the sum is less than or equal to (because g is bounded):
‖g1‖∞ ‖g2‖∞
(
E(Mf,N1 (T )M
f,N
2 (T ))− E(Mf,N1 (T )Mf,N2 (t))
−E(Mf,N1 (t)Mf,N2 (T )) + E(Mf,N1 (t)Mf,N2 (t))
)
.
By conditioning by Ft and applying Lemma 3.4.8 we get that:
A2 −→
N→+∞
0
Now let us show that B goes to 0 when N → +∞.
Since ΠN → Π∞, we have µN converges in distribution when N → +∞ to µ so we have
upper-bounding g and L:
B ≤ v2m2
7
2‖f‖∞ ‖g‖∞E
(∫ T
t
(µNu ((0,+∞))− µu((0,+∞))du+O
(
1
N
))
→
N→+∞
0.
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To end the proof of the lemma, we use the Fatou’s lemma to get:
E(|G(µ)|) ≤ lim
N→+∞
E(|G(µN )|) = 0
Hence we have G(µ) = 0.
Since (X,Z) ∈ D(R+,R+×{0, 1}) 7→ (X(0), Z(0)) is continuous, we have that µ(0) = δν ,
Π∞ a.s. which concludes the proof.
Step 3: Uniqueness of the solution of the martingale problem
We will use Proposition 2.3 of Graham [Gra00] (see Proposition 3.4.5) and the no-
tations within.
In our problem we have for q a probability measure:
J(q, (x, z)) = v
m2
1
21x>0

1z=0 q((0,+∞)× {0})δ(x+R,z)
+1z=0 q((0,+∞)× {1})δ(x−S,z)
+1z=1 q((0,+∞)× {0})δ(x+T,z)
+1z=1 q((0,+∞)× {1})12δ(x−2P,z)
 .
Hence ‖J(q, x)‖ ≤ 74 vm2 , and for q, q′ ∈ P(N) we have:
‖J(q, x)− J(q′, x)‖ ≤ 74
v
m2
‖q − q′‖
Thus by Proposition 2.3 of Graham [Gra00] (see Proposition 3.4.5), there is a unique
solution to the non-linear martingale problem defined in Lemma 3.4.9.
Hence, δµ is the unique limit point of ΠN , and by Lemma 3.4.2, we have that (Y N )N is
µ-chaotic.
3.4.5 Proof of Corollary 3.4.6
Since, ∀t > 0 Mf (t) is a µ-martingale, taking for all y ∈ R∗+ f = 1(y,0) (resp f = 1(y,1))
the indicator function in (y, 0) ∈ R+ × {0, 1} (resp in (y, 1) ∈ R+ × {0, 1}) we get: for
all t > 0
0 =
∫
D(R+,R)
(
1X(t)=y
Z(t)=0
− 1X(0)=y
Z(0)=0
−
∫ t
0
Lµu1(y,0)(X(u), Z(u))du
)
µ(dX)
So with (Y (t), Z)t a process of law µ we have: for all y ∈ R+
P(Y (t) = y, Z = 0)− P(Y (0) = y, Z = 0) =
∫ t
0
E(Lµuf(Y (u), 0))du (3.25)
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Let us denote (Yn)n the Markov chain induced by (Y (t))t and (Nt)t the Poisson
process counting the number of jumps the process do. Since we have:
P(Y (t) > u,Z = 0) =
∑+∞
n=0 P(Nt = n)P(Yn > u,Z = 0)
=
∑+∞
n=0 e
−vt/m2 1
n!
(
vt
m2
)n P(Yn > u,Z = 0).
Hence we have that for all u ∈ R, t 7→ P(Y (t) > u) is continuous, deriving equation (3.25)
and doing the same reasoning for (y, 1) we get the evolution equations (3.20),(3.21).
3.5 Extension to other models
The two previous theorems (Theorem 3A and Theorem 3B) can be applied not only to
the Demographic prisoner’s dilemma but also on a more general class of models. Let us
introduce those models and then state the theorems in those general context.
3.5.1 Model
As in Section 4.2, we keep the spatial structure but we consider more general games
and so more strategies (but which are always fixed).
Model
1. Let G = (V,E) be a fixed simple graph connected.
2. N particles are randomly placed on V (N ∈ N∗). For a particle i ∈ {1, . . . , N}, let
us denote Xi(t) its position at time t ∈ R+.
3. The N particles move according to continuous time independent symmetric simple
random walks on the graph G. Thus we associate to each particle i a Poisson
process with parameter d ∈ N∗. When the Poisson process realizes, Xi(t) jumps
to one of its nearest neighbors (given by E) with equal probability. Then two (or
more) particles can be on the same site at the same time. We call E1 := (V)N the
discrete compact state space of the Markov process (X(t))t := (X1(t), . . . , XN (t))t.
4. Each particle i ∈ {1, . . . N} has a wealth at time t ≥ 0 denoted Yi(t) ∈ R.
5. Let a ∈ N∗, given a matrix G = (G(b, b′))b,b′ ∈ Ma(R), for all i ∈ {1, . . . , N},
Yi evolves following the symmetric game of payoff matrix (G,GT ) (with actions
A1, . . . , Aa).
We make the wealth evolve the same way we do in Section 4.2, that is only particles
on the same site can play together and the wealth evolves accumulating the payoffs
of the games.
6. The strategies of the individuals are fixed.
104
• Let L ∈ N∗ be the number of fixed strategies (possibly mixed).
• We define for all ` ∈ {1, . . . L} the strategy θ` such that a player of strategy θ`
plays action Ab (b ∈ {1, . . . a, }) with probability α`b ∈ [0, 1] (with
∑a
b=1 α
`
b =
1).
• Each individual i has a fixed strategy coded in a parameter Zi ∈ {θ1, . . . , θL}.
We call E2 := (R × {θ1, . . . , θL})N the state space of the stochastic process
(Y (t), Z)t := ((Y1(t), Z1), . . . , (YN (t), ZN ))t.
7. Each strategy θ` has a death domainD` such that: if the wealth Yi of an individual i
of strategy θ` reachesD` then the particle dies and cannot play with other particles.
For example in Section 2, D0 = D1 =]−∞, 0].
8. We also make the following assumption: particles are indistinguishable, i.e. the
distribution of (X,Y, Z) is exchangeable.
The Markov infinitesimal generator of this model is: for all f ∈ C(E)
Af(x, y, z) = Adf(x, y, z) +Agf(x, y, z) (3.26)
where
Adf(x, y, z) =
N∑
i=1
2∑
c=1
∑
=±1
d
2× 2[f(x+ e
c
i , y, z)− f(x, y, z)]. (3.27)
and for all f ∈ C(E):
Agf(x, y, z) =
∑
(i,j)∈{1,...,N}2
i 6=j
1
21xi=xjg
f
i,j(x, y, z) (3.28)
where gfi,j(x, y, z) is equal to
∑
(k,l)∈{1,...,L}2
1 zi=k
yi /∈Dk
1 zj=`
yj /∈D`
.
a∑
b=1
b′=1
αkbα
`
b′ [f(x, y +G(b, b′)ei +G(b′, b)ej , z)− f(x, y, z)].
For all f continuous bounded functions from E2 to R and (y, z) ∈ E2: we denote by
gfi,j(y, z) the following quantity:
∑
(k,l)∈{1,...,L}2
1 zi=k
Yi /∈Dk
1 zj=`
Yj /∈D`
.
a∑
b=1
b′=1
αkbα
`
b′ [f(y +G(b, b′)ei +G(b′, b)ej , z)− f(y, z)].
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3.5.2 Theorems
Let us begin with the homogenization theorem. Let us denote pi the unique invariant
distribution of a random walk on G. Let us denote m =
∑
x∈V
pi2(x) the probability that
particle i and j are on the same site (i, j ∈ {1, . . . N}).
Theorem 3.5.1. Let (Xd(t), Y d(t), Z)t be a stochastic process with initial distribu-
tion ν ∈ P(E1 × E2) with second marginal denoted νy and generator A defined in
(3.26), (3.27), (3.28)
Then (Y d, Z)d converges in distribution (as a family of stochastic processes) to the
Markov process (Y , Z) with initial distribution νy, infinitesimal generator A and domain
C(E2): for all f ∈ C(E2)
Af(y, z) = v2m
∑
(i,j)∈{1,...N}2
i 6=j
gfi,j(y, z).
As in Theorem 3A, this theorem shows that when d→ +∞, the wealth in the spatial
model behaves as if the model is a random matching system.
Proof. The proof is similar to the proof of Theorem 3A. The only differences are:
• In (A1), M is now max
b,b′∈{1,...a}
G((b, b′)).
• In (A4), we have that for all f ∈ C(E) constant on the first variable:
sup
d∈N∗
E
 T∫
0
|Af(Xd(t), Y d(t), z)|p ds
 ≤ (N2vL2a2‖f‖∞)pT < +∞
• In the conclusion now the probability that two particles are on the same site is m
instead of 1
m2 .
The rest of the proof is the same as in Theorem 3A.
The next theorem is the propagation of chaos theorem in the extended context. We
also will slow the time considering the following generator with domain C(E2)
Af(y, z) = vm2
1
N
∑
(i,j)∈({1,...N})2
i 6=j
gfi,j(y, z). (3.29)
Let us state the theorem.
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Theorem 3.5.2. Let (Yˆ N (t), Z)t be a stochastic process (relative to a filtration (Ft)t)
with generator A and initial distribution ν⊗N .
Then there exists a probability measure µ on D(R+,R× {θ1, . . . , θL}) such that:
the sequence of probability distributions (L(Yˆ N , ZN ))N is µ-chaotic.
The distribution µ ∈ P(D(R+,R × {θ1, . . . , θL)) has non-linear generators (Lµt)t with
domain C(R× {θ1, . . . , θL}) and initial distribution ν.
The generator (Lµt)t is given by:
Lµtf(y, z) =
L∑
`=1
1z=θ`
y/∈D`
L∑
k=1
µt(Dck × {θk})
a∑
b=1
b′=1
αkbα
`
b′ [f(y +G(b, b′), z)− f(y, z)] (3.30)
Corollary 3.5.3. The previous µ can be described by the following evolution equations.
Let (Y (t), Z)t be a process of law µ starting with the initial distribution ν.
We have: for all ` ∈ {1, . . . L} and all y /∈ D` ∂tP(Y (t) = y, Z = θ`) is equal to
L∑
k=1
P(Y (t) /∈ Dk, Z = θk)
a∑
b=1
b′=1
αkbα
`
b′P(Y (t) = y −G(b, b′), Z = θ`)1(y−G(b,b′))/∈D`
−P(Y (t) = y, Z = θ`)
(
L∑
k=1
P(Y (t) /∈ Dk, Z = θk)
)
Proof. The proves of the theorem and corollary are exactly the same as those of Theorem
3B and Corollary 3.4.6.
3.6 Conclusion
In this article, we prove the connection between 3 kind of models common in Evolutionary
Game Theory: the Spatial Models, the RandomMatching Models and the Well Mixed (or
Mean Field) Models. We made the proofs in a special case which the wealth accumulation
systems. However a focus is made to make the content more accessible. Hence we
detail every step and bring every theorem from the literature and give intuitions on the
mechanism of Homogenization and on the Propagation of Chaos.
In the first part, we then bring the central theorem to make Homogenization, use it
on our model and explain how it works and with which tool. Hence in this first part, we
prove the convergence in finite dimensional distribution of the Demographic Prisoner’s
Dilemma wealth process to a Random Matching Prisoner’s Dilemma wealth process.
In the second part, we introduce the tools necessary to make Propagation of Chaos,
and prove that the Random Matching Prisoner’s Dilemma wealth process converge in
finite dimensional distribution to a Mean Field Prisoner’s Dilemma wealth process.
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In the third part, we introduce a larger framework than the Demographic Prisoner’s
Dilemma which is the Spatial Wealth Accumulation Models and we extend the results
of the first two parts to the general class of models.
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Chapitre 4
Un Modèle d’Accumulation de
Richesses
The results of this chapter came from a joint work between Jorgen Weibull and myself.
4.1 Introduction
One of the determinants of national wealth and its distribution is, arguably, the avail-
ability and nature of natural resources. Hunter-gatherer societies differ from agricultural
societies, which in turn differ from industrialized and post-industry societies. This paper
develops a simple microeconomic model of individual and national wealth accumulation,
with a focus on individuals’ incentives to seek cooperation or conflict over available re-
sources and production opportunities. More precisely, wealth accumulation is modelled
as a symmetric game that is recurrently played between pairs of individuals who are ran-
domly drawn from a large population. For the sake of definiteness and brevity, we focus
on a few variants of the so-called Hawk-Dove game. This game (also called "Chicken")
was used by Maynard Smith and Price (1973) as an illustration of the possibility of an
evolutionarily stable mixed strategy in symmetric finite games. They considered the
expected payoffs in case of a conflict, while we here consider the fully specified game in
which one individual wins and the other loses. In addition, we consider versions that
include (rudiments of) institutions as well as versions in which individuals may differ in
fighting ability and this, in turn, may depend on personal wealth. Indeed, while they did
not consider any population dynamics, the main focus here is on the induced population
process under the presumption that the resource in question is storable, to be called
wealth. Wealth depreciates (or is consumed) at a constant rate. National wealth is
defined in per capita terms, as total population wealth divided by population size. One
of our main findings is that national wealth is not monotonically related to the riches
of the country. As the riches increase, steady-state national wealth first increases, then
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diminishes, then again increases. Hence, the model may provide yet another explanation
for the "curse of the riches". Among existing explanations, the present model is perhaps
closest to the "rent-seeking" explanation, see Torres et al. (2013) for a recent survey and
discussion.1
While individual may well be animals that contest resources, as in Maynard-Smith’s
and Price’s original contribution (see also Enquist and Leimar 1984, 1987, 1990), we here
interpret the model in economic terms, imagining that each arrival of a Hawk-Dove game
opportunity represents opportunities for co-production or trade that spontaneously arise
in a large population living in a given natural and institutional environment. Whenever
such an opportunity arises, each of the two individuals may seek “cooperation" (play
"Dove") or "conflict" (play "Hawk"). If both seek cooperation, they split the value of
the opportunity at hand in equal shares. If both seek conflict, one of them wins the
opportunity (potentially at some cost) and the other individual makes a loss. In the
base-line setting all individuals have the same probability to win such a fight, while
in an extension, the probabilities may depend on individual wealth. If one individual
seeks cooperation and the other conflict, the latter wins the opportunity and the former
neither receives nor loses anything. In an extension of this basic model, we analyze
the role for wealth creation of (societally costly) enforcement of a law against strategy
"Hawk", with the implication that an individual who played H against D may be sued
and have to pay a (potentially large) fine.
Our main contribution in this study, however, is methodological, namely to provide a
mathematically rigorous model framework for analysis of stochastic population processes
that involve perpetually recurring strategic interactions between individuals. Our model
is therefore based on heroic simplifications that are not intended to be realistic but that
permit us to establish powerful analytical results.
The material is organized as follows. In Section 2 we define a stochastic version of the
Hawk-Dove game, and define a Markov process for individual wealth holdings in a finite
and infinitely-lived population, a process that, at random arrival times involves pairwise
strategic interactions and potential depreciation of individuals’ wealth. In this and the
next two sections we assume that all individuals have identical winning probabilities
in fights and that they all use the unique evolutionarily stable strategy of the Hawk-
Dove game. In Section 3 we first establish (in Theorem 1) that the so-defined wealth
process is ergodic and converges from any initial wealth distribution to a unique invariant
wealth distribution. We then (in Theorem 2) show that the larger the population,
the less correlated are the wealth levels within in any finite group of individuals (of
fixed size), and, in the limit as population size tends to infinity, these wealth levels
become statistically independent and identically distributed. We also provide a system
1The ‘curse of riches’ or ‘curse of natural resources’ is an empirical result from the 1990s that shows a
negative correlation, in cross-country studies, between countries’ natural-resource abundance and their
economic growth, after controlling for other relevant variables.
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of ordinary differential equations for the probability distribution of a representative
individual’s wealth—in the limit of an infinitely large population—at any given point
in time, a result that is valid with or without depreciation. Using these differential
equations, we solve (in Corollary 1) for the evolution of the mean-value and variance of
a representative individual’s wealth in the limit of an infinite population. The evolution
of per capita national wealth is analyzed and we provide a mean-field approximation
(in Proposition 1) for large population. We also use this mean-field approximation to
establish the above-mentioned "curse of the riches" result. Section 4 considers a few
alternative strategies in the recurrently played Hawk-Dove game, in particular threshold
strategies whereby individuals let their strategy depend on their own current wealth, by
way of playing Hawk when rich and Dove when poor. By and large, the unique ESS of
the Hawk-Dove game appears to resist "invasions" by such alternative strategies. Section
5 considers three extensions. First, we briefly study the effect of a potential law against
strategy Hawk, with societally costly enforcement. For sufficiently low enforcement costs,
this can raise national wealth (and potentially diminish inequality). Second, by way of
numerical simulation we study the dynamics of national wealth and its distribution when
"wealth means strength". It is seen how this may enhance national wealth (by avoiding
fights between uneven contestants) and also (persistent) inequality. Third, we show how
the algebra can be easily adapted to settings in which the strategic interaction at hand
is not the only source of wealth. Section 6 concludes. All mathematical proof are given
in an Appendix at the end of the paper.
4.2 Model
Consider a population consisting of a large finite number N of individuals who are now
and then randomly matched in pairs to play a fully specified version of the classical
Hawk-Dove game (Maynard Smith and Price, 1973).2 This game is defined by two
positive parameters, v and c, and each player has only two pure strategies, H ("hawk")
and D (”dove”). The paired individuals make their strategy choices simultaneously. If
both choose D, they each receive v/2 payoff units. If exactly one of them chooses H,
then this player earns payoff v while the other loses or earns nothing. If both choose H,
then one wins v and the other loses c, with equal probability for both individuals to be
the "winner" of such a "fight". We will call the strategy profile DD compromise and the
strategy profile HH fight. The game tree is shown in Figure 4.1 below. The material
gains and losses to individual i are indicated above those of individual j. If both play
2We here depart slightly from Maynard Smith and Price (1973), and the usual treatment in evolu-
tionary game theory, where expected, not realized, payoffs are considered.
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H, then "nature" (player 0) makes a random draw, resulting in a "winner" and a "loser",
with equal chance for both individuals.3
Figure 4.1: The fully specified Hawk-Dove game
Individuals accumulate their payoffs over time, and an individual’s (positive or nega-
tive) stock of accumulated payoffs at any point in time is called the individual’s current
wealth. Hence, an individual i ∈ {1, ..., N} who enters an interaction with wealth w, exits
the interaction with wealth w+ v/2 if both play D, with wealth w+ v if she plays H and
the opponent plays D, and with unchanged wealth, w, if she plays D and the opponent
plays H. If both play H, she will end up with either wealth w + v, which happens with
probability one half, or with wealth w − c, while the the other individual in the match
will end up with the reversed wealth levels. In terms of "national wealth", that is, total
wealth in the population, all three strategy profiles DD, DH and HD thus results in an
increase by v, while the strategy profile HH, a fight, results in a net increase of national
wealth by v− c units. This simple and well-known game, though usually treated only in
terms of expected payoffs and without any wealth dynamics, has a unique evolutionarily
stable strategy (ESS), namely to use pure strategy H with probability x∗ = min {1, v/c}.
We assume throughout that c is an positive integer and v an even positive integers4
We now turn to a specification of the associated stochastic wealth process. Individ-
uals may condition their strategy choice in a match on their own current wealth and,
on the current wealth distribution in the population at large. However, they may not
condition their behavior on the opponent’s current wealth (which the individual may
not even know), nor on any earlier event, or on chronological time.
In addition to the above, we allow for the possibility that wealth stochastically de-
preciates over time at some constant (nonnegative) rate. By letting the amount of lost
3An interesting extension of this model is to let the two individuals’ wealth influence the winning
probability, see comments at the end of the paper.
4The key assumption is that there is a smallest unit of wealth, an assumption that is useful for the
stochastic analysis.
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wealth via depreciation always take integer values, the state space of the process remains
the same as without depreciation.
To be more precise, at each time t ∈ R+, the state of the wealth process WN is
defined by the vector WN (t) =
(
WN1 (t), ...,WNN (t)
) ∈ ZN of individual wealth holdings,
WNi (t). The associated empirical measure, or current wealth distribution, is denoted
µN (t) = 1
N
N∑
i=1
δWNi (t)
. (4.1)
Likewise, average wealth, or, equivalently, per capita national wealth, is denoted
W¯N (t) = 1
N
N∑
i=1
WNi (t). (4.2)
The wealth process WN changes state precisely at the arrival times T1 < T2 < ...
of the underlying Poisson process, which is stationary and has intensity λ = 2N . At
each such arrival time, there is first a random draw. With probability one half one
individual is uniformly randomly drawn for wealth depreciation. With probability one
half, instead a pair of individuals is randomly drawn to play the game. This means that
any given individual in the population is drawn for wealth depreciation at unit time rate
and is drawn for game play at approximately twice that time rate; more precisely at rate
N · (1/N + 1/(N − 1)).
In the first event, depreciation takes the form of depleting completely the selected
individual’s wealth, irrespective of it is positive or negative.5 Thus, for any given wealth
level WNi (T ) at the arrival time T of the Poisson process, either the individual’s wealth
remains intact, or it vanishes, with probability δ ∈ [0, 1] for the latter event. We will
call δ the depreciation rate.
In the second event, that of a random pairwise match, two individuals from the
population are uniformly randomly drawn to play the game. Depending on their strat-
egy choices in the game G (v, c), and depending on who wins the fight if there is one,
their wealth holdings change accordingly, as described above. In order to specify these
strategic interactions in the pairwise matchings we define "behavior rules" that deter-
mine what individuals do in the game G (v, c) whenever it is their turn to play. By a
(stationary) behavior rule for an individual i we here mean any Borel measurable func-
tion ξi : Z × ∆ → [0, 1] that maps the individual’s current wealth, WNi (t) ∈ Z and
the current wealth distribution, µN (t) ∈ ∆, where ∆ = {y ∈ `∞+ (Z) : ∑+∞i=−∞ yi = 1} is
the unit simplex in `∞ (Z), to a probability xi = ξi
(
WNi (t) , µN (t)
) ∈ [0, 1] for using
strategy H in the individual’s next random match (the first arrival time T ≥ t at which
the individual is drawn for a match). Each individual i in the population is equipped
5For a discussion of negative wealth, see Section 6.
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with one such function ξi and uses it throughout time. Let ξ = (ξi)Ni=1 be the population
profile of behavior rules.
The described events of depreciation and matching are all statistically independent.
Given the underlying game G (v, c), the population profile ξ of behavior rules, and the
depreciation probabilities δ, WN =
〈
WN (t)
〉
t∈R+ constitutes a Markov process in Z
N .6
4.3 The evolution of individual wealth
In this section we analyze statistical properties of the population wealth process under
the presumption that all individuals always use the evolutionarily stable strategy in game
G (v, c), that is, use the behavior rule ξi
(
WNi (t) , µN (t)
) ≡ x∗ = min {v/c, 1}. Other
behavior rules will be considered in Section 5.
We first consider its long-run behavior over time, at any fixed and given population
size N ∈ N. A key question is history dependence. Can the wealth distribution go
in different directions, depending on the initial wealth distribution? Our first result
establishes that in the long run, this is not possible. Irrespective of what the initial
distribution is, the wealth distribution will over time tend asymptotically to the same
limit.
Theorem 4A. Suppose that δ > 0 and that all individuals always use strategy x∗. The
wealth process
〈
WN (t)
〉
t∈R+ is then ergodic and has a unique invariant distribution, to
which it converges in distribution from all initial states.
Second, we consider how the wealth process behaves, at any fixed and given time,
when the population size N is very large. More precisely, we analyze the law of motion
of any given individual’s wealth when population size N goes to infinity, for the case
v < c. In order to state the result, we write L(X) for the probability distribution of a
random variable X and (L(Xi))⊗k for the (product) probability distribution of k such
i.i.d. random variables Xi.
Suppose that the initial individual wealth levels, the random variables WNi (0), for
i = 1, ..., N , are i.i.d. pi (irrespective of population size N). We have the following
"propagation of chaos" result, which, unlike the preceding result holds for all δ ∈ [0, 1]:7
Theorem 4B. Suppose that v < c and that all individuals always use strategy x∗. For
any probability distribution pi on Z there exists a Markov process W˜ =
〈
W˜ (t)
〉
t∈R+ in
Z, with L(W˜ (0)) = pi, such that for any number k ∈ N of individuals:
lim
N→+∞
L(WN1 , . . . ,WNk ) =
(L(W˜ ))⊗k . (4.3)
6For a more general depreciation distribution, δ is here replaced by the full distribution, q.
7For a more precise statement of the convergence result, see the proof of Theorem 2 in the appendix.
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Moreover, for any wealth level w ∈ Z and time t ∈ R+:
∂
∂t
P
[
W˜ (t) = w
]
= 2
(
1− v
c
)2 · P [W˜ (t) = w − v/2] (4.4)
+2
(
1− v
c
) v
c
· (P [W˜ (t) = w − v]+ P [W˜ (t) = w])
+
(v
c
)2 · (P [W˜ (t) = w − v]+ P [W˜ (t) = w + c])
−2 · P [W˜ (t) = w]−Dw
where Dw = δ ·P
[
W˜ (t) = w
]
for all integers w 6= 0, and D0 = −δ ·
(
1− P [W˜ (t) = 0]).
The process W˜ can be thought of as the wealth dynamics of a representative indi-
vidual. The first part of this theorem, the convergence result (4.3), establishes that the
larger the population, the less correlated are the wealth levels within in any finite group
of individuals (of fixed size k), and, in the limit as population size tends to infinity, these
wealth levels become statistically independent. Moreover, the probability distribution of
each individual’s wealth, WN1 (t) at any given time t > 0, tends to the distribution of the
random variable W˜ as population size N tends to infinity. The evolution of this distribu-
tion over time is given in equation (4.4). For any integer level of wealth w, P(W˜ (t) = w)
is the population share of individuals, in an infinite population, with that wealth level.
The different terms in the evolution equation represent different "inflows" and "outflows"
from any given wealth level w ∈ Z. More precisely, there are three inflows, from wealth
levels w− v/2, w− v and w+ c, and there are two outflows, one because individuals are
drawn to play the game and one because of depreciation of wealth. The coefficients in
equation (4.4) can be obtained from Figure 4.1 by multiplying probabilities downwards
from the terminal nodes to the root of the tree, under the hypothesis that individual i
at the root has wealth w, and using the fact that the average time rate of game-playing
for an individual is 2 in the limit as N →∞. The wealth level zero, however, is special if
δ > 0 in that it has no depreciation outflow. Instead, it has an extra inflow, emanating
from depreciation of the wealth of individuals with non-zero wealth.8 In the absence of
depreciation, Dw = 0 for all w ∈ Z.
One may use equation (4.4) to derive the laws of motion for the first and second
moments of the distribution of a representative individual’s wealth W˜ (t) at any point in
time, granted δ > 0. Let
α = v
δ
(
1− v
c
)
and β2 = v
2
2δ
[
3−
(
1− v
c
)2]
. (4.5)
8A more realistic modelling of depreciation would not have this feature. However, such a richer model
would not allow the analytical tractability we now have.
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Corollary 4.3.1. If v < c and δ > 0, and if the initial distribution pi has finite mean
and variance, then there exist K1,K2,K3 ∈ R such that
E
[
W˜ (t)
]
= α+K1e−δt ∀t ≥ 0
V ar
[
W˜ (t)
]
= α2 + β2 +
(
K2t+K3e−δt
)
e−δt ∀t ≥ 0
From this we obtain the asymptotic mean value and variance:
lim
t→∞E
[
W˜ (t)
]
= α and lim
t→∞V ar
[
W˜ (t)
]
= α2 + β2 (4.6)
We note that the asymptotic Sharpe ratio decreases with the depreciation rate and
approaches unity as δ → 0:9
lim
t→∞
E
[
W˜ (t)
]√
V ar
[
W˜ (t)
] = [1 + 3δ2 (1− v/c)2 − δ2
]−1/2
. (4.7)
This equation shows that the dispersion of wealth has two sources: on the one hand
the strategic interaction, giving rise to individual gains and losses and resulting in unit
Sharpe ratio, and deprecation of individual wealth, which increases the dispersion by
now and then knocking away all wealth from an individual, resulting in a significant
population share with wealth near zero. It is noteworthy that the wealth dispersion
emanating from the strategic interaction does not depend on the game parameters v
and c. We conjecture that this is due to the equilibrium nature of the assumed behavior
rule. For if v < c, then the expected net wealth gain is the same for both pure strategies,
irrespective of what values v and c have.
Figure 4.2 below shows the wealth distribution obtained by way of numerical sim-
ulation in a population of size N = 2, 000 and observed at arrival time T = 200, 000
of the Poisson process, when, initially all individuals had zero wealth. The Hawk-Dove
game parameter values were v = 2 and c = 4, and the depreciation rate δ = 0.1. At
these parameter values, the asymptotic mean value is limt→∞E
[
W˜ (t)
]
= 10 and the
asymptotic standard deviation is limt→∞
√
V ar
[
W˜ (t)
] ≈ 12.5. The empirical average
in the numerical simulation is approximately 10.1 and the empirical standard deviation
13.8.
The diagram shows how the drift, expressed analytically in (4.4), creates a spread of
the wealth distribution, with a peak at zero wealth, due to our simplistic specification
of how depreciation occurs; it is assumed to take randomly drawn individuals’ wealth
to zero every now and then. The empirical wealth distribution is apparently close to
9In finance, the Sharpe ratio is a way to adjust the expected return to an investment for its risk. It
is named after William F. Sharpe.
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Figure 4.2: The wealth distribution for a representative individual when t is large
its steady-state distribution, as given in Theorem 4.3. We also note that the empirical
steady-state distribution is quite screwed, with median far below the mean value: 6
versus 10.1.
4.4 The evolution of per capita national wealth
Having considered the full-dimensional population wealth process, we now turn to the
evolution of national wealth, defined on a per capita basis. Let T be any arrival time of
the Poisson process that drives the population process, and let W¯N (T ) be average wealth
in the population at this time. Hence, "national" wealth, if the population represents a
nation, is NW¯N (T ). At this arrival time, one of two equally probable events will take
place: (A) one individual is selected for wealth depreciation, (B) a pair of individuals are
selected to play the game G. In the first event (A), the wealth of one randomly drawn
individual in the population is taken to zero with probability δ. Accordingly, average
wealth in the population decreases by a random integer amount Y N , the expected value
of which, conditional upon W¯N (T ), is δ · W¯N (T )/N . In the second event (B), let
p
(
WN (t)
)
= 1
N (N − 1) ·
∑
i=1
∑
j 6=i
ξi
[
WNi (t) , µN (t)
] · ξj [WNj (t) , µN (t)] . (4.8)
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This is the probability for a fight between the two individuals. Depending on the distri-
bution of behavior rules, average wealth either increases by v/N (if they play DD, DH
or HD) or changes by the (positive or negative) amount (v − c) /N (if they play HH),
with probability p
(
WN (t)
)
for the latter.
In sum, average wealth at all times t in the interval until the next arrival time, T ′,
or, more exactly, ∀t ∈ (T, T ′], is
W¯N (t) = W¯N (T ) + 1
N
·

−Y N with probability 1/2
v − c with probability p (WN (T )) /2
v otherwise
, (4.9)
Suppose that each individual, when matched, strives to maximize his or her expected
wealth gain in the interaction. It is easily verified from the payoffs in the game that H is
then optimal if and only if the probability that one’s opponent will play H, p
(
WN (t)
)
,
does not exceed x∗ = min {1, v/c}. In particular, H is the unique optimal strategy if
v > c. If v = c, then H is the unique optimal strategy if p
(
WN (t)
)
< 1, and both H and
D are optimal if p
(
WN (t)
)
= 1. If v < c, then H is the unique optimal strategy when
p
(
WN (t)
)
< v/c, D the unique optimal strategy when p
(
WN (t)
)
> v/c, and otherwise
both strategies are optimal.
4.4.1 The case v < c
In this classical case in evolutionary game theory the unique evolutionarily stable strat-
egy is to play H with probability x∗ = v/c. If everybody else in the population uses
this strategy, then it is an optimal strategy for each individual (presuming they strive to
maximize the expected wealth gain in each interaction. Indeed, this is the unique sym-
metric Nash equilibrium strategy in the population game for any N . However, with N
finite, there also exist other, asymmetric population equilibria. For instance, let N > 3,
and suppose that individual 1 plays H, individual 2 plays D, and all others randomize
and play H with probability
x = (N − 1)v − c(N − 3) c . (4.10)
The probability that an opponent to any individual i > 3 will play H is then exactly v/c,
which makes all such individuals indifferent between H and D. The probability that an
opponent to individual 1 will play H is less than v/c, so H is that individual’s unique best
reply. Likewise, the probability that an opponent to player 2 will play H exceeds v/c,
and thus D is that player’s unique best reply. In sum, the population strategy profile
(H,D, x, x, ..., x) constitutes a Nash equilibrium in the population game.
In the unique symmetric population equilibrium, the probability for conflict in each
random match is q∗ = v2/c2. We conjecture that this probability is a good approximation
of the probability of fights in all equilibria for N large. For even in the polar case to
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symmetric equilibrium, namely, when all individuals i < Nv/c play H and the others D
(and Nv/c is not an integer), the probability of a fight in a random matching also tends
to q∗:
lim
N→∞
qN = lim
N→∞
(bNv/cc
N
· bNv/cc − 1
N
)
=
(v
c
)2
= q∗. (4.11)
Another conjecture is that, whenN is large, the average wealth process follows closely
the solution trajectories of the mean-field equations. To make this precise, suppose that
all individuals in all matches play the unique ESS, x∗ = v/c. Taking expectations in (4.9)
suggests the following time-homogeneous ordinary differential equation for the dynamics
of expected average wealth, w(t) = E
[
W¯N (t) | W¯N (t) = wo
]
:
w˙(t) = v (1− v/c)− δw(t) ∀t ≥ 0 (4.12)
with initial state w (0) = w0. This mean-field equation has a unique solution, 〈w(t)〉t≥0,
defined by
w(t) = α+ (w0 − α) e−δt ∀t ≥ 0. (4.13)
If the depreciation rate δ is positive, then this solution, irrespective of its initial state,
converge, as t→ +∞, to the unique steady-state level:
w∗ = α = lim
t→∞E
[
W˜ (t)
]
. (4.14)
Moreover, in a well-defined sense, the solution to the mean-field equation (4.12)
indeed is a good approximation of the stochastic process in large populations. In order
to state this approximation result, let C∞c (R) denote the class of smooth functions
f : R→ R with compact support.
Proposition 4.4.1. Suppose that δ > 0 and let 〈w(t)〉t≥0 be the solution to (4.12) with
initial value w0. For any t > 0 and any f ∈ C∞c (R):
lim
N→∞
E(
[
f(W¯N (t)) | W¯N (0) = w0
]
) = f(w(t)) ∀t ≥ 0
We also note wealth increases linearly over time if the depreciation rate δ is zero.
Then
w(t) = w0 + v
(
1− v
c
)
t ∀t ≥ 0, (4.15)
for any initial wealth level w0 ∈ R.
119
4.4.2 The case v > c
What happens if the opportunity value v exceeds the damage cost c? Then it is always
optimal to play strategy H. Hence, the equilibrium probability for fights is 1. Suppose
that this is what all individuals do. Then the the mean-field equation for average wealth
becomes
w˙(t) = v − c− δw(t) . (4.16)
Accordingly, all solutions, irrespective of initial conditions, converge to the steady state
level
w∗ = v − c
δ
. (4.17)
The above approximation results hold as stated, with equation (4.12) replaced by
equation (4.16). Also in this case average wealth increases linearly over time if δ = 0:
w(t) = w0 + (v − c) t ∀t ≥ 0. (4.18)
4.4.3 Comparative statics
Combining equations (4.14) and (4.17) we obtain the following general expression for the
unique steady-state level of average wealth, associated with any positive depreciation rate
δ:
w∗ = max
{
v
δ
(
1− v
c
)
,
v − c
δ
}
(4.19)
Not surprisingly, the steady-state level of average wealth is lower the higher is its
depreciation rate. However, the equation also shows a feature that may be less ex-
pected, namely, that steady-state average wealth, or, equivalently, national wealth, is
non-monotonic in both the value v of opportunities and in the cost c of a lost con-
flict. This non-monotonicity is illustrated in the two diagrams below. Figure 4.3 shows
steady-state average wealth as a function of v, for c = 3 and δ = 1. Figure 4.4 shows
steady-state wealth as a function of c for v = 3 and δ = 1.
Given c > 0, the steady-state level of average wealth is a parabolic function of the
opportunity value v, with w∗ = 0 when v = 0 and also when v = c. The reason why
w∗ is zero when v = c is that then all matched pairs have a conflict, and thus national
wealth accumulation per match is then v − c = 0. Hence, national wealth depreciates
toward zero over time from any initial level. Hence, national wealth is non-monotonic in
v. The reason why w∗ is also non-monotonic in c, the damage in case of a lost conflict,
is the other side of the same coin. One way to view this is to note that the equilibrium
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Figure 4.3: Steady-state average wealth as a function of the value v in game G(v, c)
Figure 4.4: Steady-state average wealth as a function of the cost c in game G(v, c)
probability for conflict when c > v is v2/c2, a probability that falls faster than the
damage c per conflict increases. In this sense, the more damage an individual who loses
a conflict suffers, the fewer conflicts there are in equilibrium, and the wealthier will
society be in steady state. Hence, contrary to what one might first think, a reduction
of c, for example by some legal institutional arrangement or some insurance policy, may
increase the frequency of fights and reduce the equilibrium level of national wealth.
All of the above concerns positive depreciation rates. We noted above that if instead
the depreciation rate is zero, then average wealth grows linearly over time. When v < c,
the growth rate is g = v (1− v/c). This rate is increasing in c but non-monotonic in v,
and maximal when v = c/2.
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4.5 Threshold strategies
Here we explore more adaptive strategies, strategies adapted to the individual’s own
current wealth and on the current wealth distribution in the population. The first
class of such strategies we here examine are dynamic threshold strategies, according to
which the individual compares his or her current wealth with a threshold that may
change over time and that may depends on the current empirical wealth-distribution
at large. Formally, such a strategy is a function: ξi of own wealth, WNi (t), and the
wealth distribution, µN (t), defined in (4.1), such that the individual i plays H if his or
her wealth exceeds some threshold, τi
(
µN (t)
) ∈ R, and otherwise plays D, where τi is a
Borel measurable function: now defined as in the model section, that is, as a probability:
ξi
(
µNi (t),WNi (t)
)
=
{
0 if WNi (t) ≤ τi
(
µN (t)
)
1 otherwise (4.20)
A special case is when the threshold is constant, τi (µ(t)) ≡ wˆi for some wˆi ∈ R. If
wˆi ≥ c then WNi (t) ≥ c for all t ≥ 0. Hence, an individual with such a threshold never
goes "bankrupt". Another case is when the threshold is dynamic and such that τi (µ(t))
equals the qi-quantile of the population’s current wealth distribution, for some fixed
quantile (as measured from the bottom of the distribution). A particularly interesting
case for considerations of evolutionary stability is the v/c-quantile when v < c, since
this results in the same probability for playing H as under the ESS x∗ (in the static
Hawk-Dove game). Formally, let τ∗ be the threshold defined as the minimal wealth level
such that
1
N
N∑
j=1
1{WNj (t)>w} ≤ x
∗ (4.21)
We proceed by way of computer simulations. Let N = 2000, v = 2, c = 4, and
δ = 0.1. Hence, w∗ = α = 100. Figure 4.5 below shows average steady-state wealth in a
population where initially all individuals use strategy x∗ and per-capita wealth is near
its steady-state value. Suddenly 10% of the population switch to a threshold strategy
adapted to the 30% bottom wealth quantile. The diagram suggests that these “mutants”
on average fare less well than the incumbents.
Figure 4.6 below shows a similar simulation experiment, but now the mutants instead
use a threshold strategy adapted to the 50% quantile, that is, median wealth. They
appear to fare about as well as the incumbents who use x∗. The reason is that x∗
assigns probability v/c = 0.5 to play of H, and so does the mutant threshold strategy.
This mutant strategy thus mimics strategy x∗.
Figure 4.7 below shows a similar simulation as in Figures 4.5 and 4.6, but now
the mutants instead use a fixed mixed strategy, assigning probability x = 0.9 to H. A
single such mutant in a large population would fare (approximately) just as well as the
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Figure 4.5: Mutants using threshold strategy adapted to the 30 % bottom quantile of
the wealth distribution
Figure 4.6: Mutants using threshold strategy adapted to the median wealth
incumbents, but since the mutants here make up 10% of the population they sometimes
meet each other and then fight with each other with a higher probability than the
incumbent, so their subpopulation loses wealth at a higher rate than the incumbents.
Hence, again strategy x∗ shows robustness against mutants.
Figure 4.7: Mutants using fixed mixed strategy that plays H with probability 0.9
It is beyond the scope of this essay to probe deeper into evolutionary stability anal-
ysis. A topic for future research.
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4.6 Extensions
We will briefly consider two extensions, where the first concerns the introduction of
(embryonic forms of ) institutions, and the second concerns allowing for the (arguably
realistic) possibility that higher personal wealth increases the chance of winning a fight.
4.6.1 Institutions
We here consider a simple generalization of the Hawk-Dove game in Figure 4.8, see
diagram below. The new parameters are a and b, where 0 ≤ a < 1/2 and b ≥ 0. The
interpretation of a is institutional. It represents, in a simplistic way, enforcement of a
law against strategy H, where now v is interpreted as the value of jointly owned asset,
such as a partnership or business, and H is interpreted as an effort to steal the asset. In
view of the possibility that the victim may bring the case to court and win the case, this
reduces the expected value of playing H, when the other party plays D, from the full
value of the asset, v, to (1− a) v. The expected compensation of the victim is assumed
to be av. Hence, the effect to wealth in society at large is zero. Evidently, a legal system
and its enforcement is costly for society, a topic we will bring up shortly. The parameter
b represents the realistic feature of fights that also the winner usually makes some loss,
where we here take the expected loss to the share b of the asset’s value. When both play
H, we neglect the possibility that the case be brought to court. The original Hawk-Dove
game is the special case when a = b = 0.
Figure 4.8: A generalized version of the Hawk-Dove game.
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The game has a unique symmetric Nash equilibrium if
v
c
<
1
1− 2a− b , (4.22)
namely, to play strategy H with probability
x∗ = 1− 2a
c+ bv · v. (4.23)
Moreover, this mixed strategy is evolutionarily stable. (Indeed, the normal form of the
generalized game is a Hawk-Dove game.) We note that the equilibrium probability for
H is decreasing in the legal enforcement parameter a and tends to zero as a→ 1/2. Not
surprisingly, the probability is also decreasing in the damage parameter b.
The steady state level of per capita wealth, in the base-line model given in (4.19),
now becomes
w∗ = v
δ
(
1− 1− 4a (1− a)
c/v + b
)
, (4.24)
Hence, national gross wealth, when not accounting for the societal costs of law enforce-
ment, is increasing in the enforcement parameter a and in the damage parameter b.
Although gross wealth is decreasing the damage parameter b when the probability for
H is kept fixed, in equilibrium individuals reduce its probability sufficiently to make
damages from fighting socially beneficial. Hence the beneficial effect of b.
Law enforcement is of course in practice costly. Let C (a, x∗) be the per capita cost
of enforcement a. Then national net wealth becomes
W = v
δ
(
1− 1− 4a (1− a)
c/v + b
)
− C
(
a,
1− 2a
c/v + b
)
. (4.25)
Figure 4.9 below shows two numerical simulations, both with v = 10, c = 20,δ = 0.1
and both with N = 2, 000. One curve shows the distribution of wealth under laissez-
faire, a = 0, then other under a law against strategy H, with law enforcement a = 0.4.
This law and its enforcement increases average gross wealth from approximately 52 to
approximately 95, the median from around 35 to around 64, and increases the empirical
standard deviation from about 67 to about 99. Hence, even fairly costly law enforcement
will increase net wealth and diminish inequality.
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Figure 4.9: Numerical simulations under laissez-faire and under law enforcement
4.6.2 When wealth is strength
So far, we have assumed that all individuals have the same chance of winning a fight.
Arguably, wealthier individuals by and large have a higher probability of winning, against
a given opponent, than poorer individuals. In the animal kingdom, "wealth" may simply
be body weight or muscular mass, while among humans, wealth may consist in part in
defence buildings, attack weaponry, or availability to good lawyers. We here only briefly
outline how our base-line model can be generalized to allow for such dependencies.
As before, let v ∈ 2N, c ∈ N, and now assume v < c. Consider two individuals who
are have been randomly matched, with wealth levels w1, w2 ∈ Z. If both play D each gets
a payoff v/2, and if one plays H and the other D, the H-player gets v and the D-player
gets zero. However, if both play H, then player 1 "wins" with probability f(w1, w2)
and gains wealth v, while player 2 loses wealth c. With the complementary probability,
1−f(w1, w2), player 2 wins and 1 loses. We assume symmetry: f(w2, w1) = 1−f(w1, w2).
For the sake of concreteness, we focus on the special case when f : R2 → [0, 1] is a logistic
version of Tullock’s contest function (reference to Tullock), defined by
f(w1, w2) =
exp(λw1)
exp(λw1) + exp(λw2)
∀w1, w2 ∈ R (4.26)
for some λ ≥ 0. We note that this generalization includes the original HD game as the
special case when λ = 0; then f(w1, w2) ≡ 1/2.
A number of plausible and relevant information scenarios open up. In one scenario,
each individual only knows his or her own wealth, in another scenario, any two matched
individuals perfectly observe each others’ wealth. In a third scenario, covering the first
two, each individual in a match knows her own wealth and receives a noisy private signal
about the opponent’s wealth. We here sketch how the second scenario can be analyzed
within the present framework.
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Assume, thus, that two individuals have just been matched, and they both know
each other’s wealth. For player i = 1, 2, strategy H strictly dominates D if and only if
(v + c) f(wi, wj) > c, or, equivalently if and only if
wi − wj > 1
λ
ln
( c
v
)
(4.27)
where j 6= i. The so defined game (under complete information) has the following Nash
equilibria:
• Suppose that (4.27) holds for i = 1. Then the only Nash equilibrium is (H,D),
that is, the rich individual grabs the "cake" and the poor individual "yields".
• Suppose that (4.27) holds for i = 2. Then the only NE is (D,H). Again the rich
individual grabs the cake and the poor yields.
• Suppose that
|w1 − w2| < λ−1 ln
( c
v
)
. (4.28)
Then there are three Nash equilibria: two strict, (H,D) an (D,H), and one mixed.
In the latter equilibrium, player i = 1, 2 plays H with probability x∗i ∈ (0, 1),
defined by
x∗i =
v
2 (v + c) f(wi, wj)− v . (4.29)
In sum: when wealth levels are widely apart, then the poorer individual necessarily
plays D and the richer individual takes home the whole "cake". When wealth levels are
not widely apart, there are three "conventions". In one, the rich individual takes the
cake, in another, the poor individual takes the cake, and i the third convention, they
both randomize between H and D.10 If the wealth levels happen to be identical, then
we are back in the base-line model, since there is then no coordination device available
to the pair of individuals (individual wealth serves as such a coordination device), and
hence the arguably natural assumption is that they will then both play the mixed Nash
equilibrium strategy.
Remark. It is well-known in biology that animals who contest a resource many times
avoid fighting, and thereby avoid damage, by way of judging each other’s strength.
Contestants also often try to impress each other by demonstrating or exaggerating their
body size, muscular strength, and/or vocal resources (gorilla males beating their chests,
dogs burring up their fur, frogs blowing up their cheeks, etc.). Usually, fights occur
10There remains the knife-edge case when
w1 − w2 = ± 1
λ
ln
( c
v
)
.
For the sake of brevity, we do not analyze this (presumably rare) case.
127
only if the two contestants appear approximately equally strong. Arguably, similar
phenomena, including avoidance of fights with predictable outcomes, are common also
among humans. For mathematical models of animal fighting, see Enquist and Leimar
(1984, 1987, 1990).
Figure 4.10 below shows two long-run wealth distributions from numerical simula-
tions.
Figure 4.10: The long-run distribution of individual wealth, for λ = 0 and λ = 1,
respectively.
In both simulations, the number of individuals is N ≈ 2000, the game parameters are
v = 2, c = 4, and the depreciation rate is δ = 0.1. The left-most distribution was created
with λ = 0, that is, in line with the base-line model in which all individuals always play
the mixed equilibrium, and the right-most distribution was created for λ = 1. Hence,
in almost all matchings, the rich individual then plays H and the poor D; they play
the mixed equilibrium only if they have identical wealth (more exactly if their wealth
difference is less than ln 2, which is always the case since this is less than 1, the smallest
unit of wealth). As expected, the greater λ results in higher average wealth: w¯ increases
from approximately 10.2 to approximately 16.6.11 At the same time inequality rises; the
standard deviation increases from approximately 13.8 to approximately 16.9. Moreover,
unlike in the original model (λ = 0), a positive λ induces a "lock-in" effect: once rich, it
is easier for an individual to become even richer.
For the sake of brevity, we leave also this extension for future studies, and note that
this extension, unlike the first one, requires extension also of the mathematical-statistical
analysis.
11At the same time, the median doubles, from 6 to 12.
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4.6.3 Fixed background income
We have analyzed the strategic interaction as if it were the only source of wealth. A
simple and natural extension of the above analysis would be to let all individuals also
have other incomes, apart from playing the Hawk-Dove game.12 To be specific, suppose
that all individuals earn an exogenous and fixed income y per unit of time, where y is an
even positive integer. (This income can be thought of as net income after consumption.)
The income adds to the individual’s wealth and is exposed to the same depreciation.
Such a steady income flow can be easily introduced in the present model by adding
wealth y/2 to both individuals after their strategic interaction. Since the time rate at
which an individual is called upon to play the game is 2, this would result in an average
income rate of y. Consequently, average steady-state wealth would increase by y/δ.
Technically, all results hold, mutatis mutandi. In particular, the propagation of chaos
equation (4.4) in Theorem 2 generalizes to
∂tP
[
W˜ (t) = w
]
= 2
(
1− v
c
)2
P
[
W˜ (t) = w − v/2− y/2] (4.30)
+ 2v
c
(
1− v
c
) (
P
[
W˜ (t) = w − v − y/2]+ P [W˜ (t) = w − y/2])
+
(v
c
)2 (
P
[
W˜ (t) = w − v − y/2]+ P [W˜ (t) = w + c− y/2])
− 2P [W˜ (t) = w] − Dw.
Accordingly, the equations in the corollary generalize to
E
[
W˜ (t)
]
= α+ y/δ +K1e−δt ∀t ≥ 0 (4.31)
V ar
[
W˜ (t)
]
= (α+ y/δ)2 + y2/δ + β2 +
(
K2t+K3e−δt
)
e−δt ∀t ≥ 0. (4.32)
We note that unless the background income is very low (more precisely, if y ≥ 2c),
all individuals’ wealth is always non-negative.
4.7 Discussion
The present model is but a simple example of a more general modelling paradigm,
whereby economic activity takes place in small randomly assembled groups. The mem-
bers of each such group interact strategically with each other, and the interaction may
12This is commonly asummed in evolutionary biology, where the payoffs earned in strategic interactions
often are viewed as small fitness increments, in addition to some fixed background fitness.
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concern production, trade, bargaining, public goods provision, etc. As a result of these
interactions, individuals gain or lose wealth.
The aim of the present study was to work out an analytical framework that permits
rigorous mathematical analysis, a framework that can later be extended and generalized
to richer and more realistic models. For instance, instead of having only one game, there
could be a family of games that are randomly drawn, where the interacting individuals
would learn what game is at hand and adapt their behavior accordingly. It may also be
relevant to give individuals the option of not taking part in an interaction, which can
easily be done by adding a pure strategy, that if chosen by at least one individual, leaves
all individuals’ wealth levels untouched.13.
We hope that the present model framework, in suitably extended forms, may help
understand mechanisms behind wealth distributions found in economics, such as in the
much discussed book by Piketty (2014). In a lucid essay (in Swedish), Molander (2014)
discusses how inequality may arise from small variations at the micro level. More specif-
ically, Molander shows how even slight differences in bargaining power may induce wide
wealth dispersion. The Hawk-Dove game can be interpreted as a rough bargaining model,
so the present study adds to that discussion. An interesting avenue for further research
would be to analyze a richer class of bargaining games within the present framework.
We here model depreciation in a rather drastic way: now and then an individual
loses all his or her wealth. More realistically, small amounts of wealth now and then
become valueless. A more natural way to model depreciation would then be to let
each unit of wealth be exposed to i.i.d. depreciation shocks. We avoided this second
approach since it would seem to make the "propagation of chaos" calculations much
harder. However, it would seem worthwhile to explore this possibility further, at least
in numerical simulations.
An important ingredient that is missing in the present model framework is con-
sumption. Of course, what we here call depreciation can be thought of as consumption.
However, this is a rather mechanical way of treating such an activity. An extension to
include endogenous consumption decisions would be very valuable.
To mention but one more potential extensions: endogeneity of opportunity values
and their arrival rate. Arguably, the value and arrival rate of opportunities for economic
interactions is increasing in national wealth, at any given population size. Such en-
dogenous growth may turn the ergodic wealth process into a so-called explosive Markov
process. While such generalizations may raise substantial mathematical challenges, they
would be relevant for understanding real-world phenomena. With today’s computer
power, numerical simulations could give new insights and suggest conjectures that later
may be proved theoretically.
13However, in the Hawk-Dove game, this is of no or little interest, since abstension from interaction
would be weakly dominated by strategy D. More interesting would be Prisoner’s dilemma games with
an abstention option yielding a payoff between the payoff under (D,D) and (C,C).
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To the best of our knowledge, the present model is not closely related to any model
in the economics literature. It shares some features with some models in the search liter-
ature, such as Rubinstein and Wolinsky (1990). The topics of wealth and growth are of
course big in economics, but the models used differ starkly from ours. Perhaps elabora-
tions of the present model could help shed more light on some of the issues treated there.
Our main contribution in this context is to provide a clear and rigorous mathematical
framework, that, even in its present simple form generates wealth distributions with fea-
tures discussed in the economics literature. We believe that even slight generalizations
of the present model may enable rigorous analysis of factors that determine not only
national wealth but also the wealth distribution within countries.
4.8 Appendix
Let N ∈ N be population size, and let F denote the state-space, where either F = ZN or
F = R. A stochastic process X = (X(t))t≥0 in F is a random variable taking values in
D(R+, F ), the space of right-continuous functions, from [0,+∞) to F , with left limits.
To define a Markov process, or continuous-time Markov chain, in F we need an initial
distribution at time zero, a probability measure pi on F , and a transition matrix, to be
called the rate matrix, denoted (A(x, y))x,y∈F , with A(x, x) = −
∑
y∈F\{x}
A(x, y). For
x 6= y, A(x, y) is the rate of transition of the process from state x to state y. The
generator associated with this matrix is the bounded linear operator A that sends all
bounded and Borel measurable functions f from F to R, such that for all x ∈ F :
A [f(x)] =
∑
y∈F
A(x, y) · [f(y)− f(x)]
Conversely, from a given generator one can construct the associated rate matrix from
the factors by which the differences [f(y)− f(x)] are multiplied in the expression of the
generator.
Let A be a rate matrix and let pi be a probability measure on F . We can construct
a Markov process X as follows: First, let (Y (n))n be a Markov chain in F with initial
distribution ν and with transition matrix (P (x, y))x,y∈F where
P (x, y) =

A(x,y)
|A(x,x)| if A(x, x) 6= 0, x 6= y
0 if A(x, x) = 0, x 6= y
1 if A(x, x) = 0, x = y
Let ∆0, ∆1,. . . , be independent and exponentially distributed random variables with
mean-value 1, the time intervals between arrivals, and assume that they are statistically
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independent of the chain Y (.). Define the Markov process (X(t))t in F , with initial
distribution pi and generator A, by:
X(t) =

Y (0), 0 ≤ t < ∆0|A(Y (0),Y (0))|
Y (k),
k−1∑
j=0
∆j
|A(Y (j),Y (j))| ≤ t <
k∑
j=0
∆j
|A(Y (j),Y (j))|
(If A(x, x) = 0, then ∆/0 = +∞.)
4.8.1 Proof of Theorem 4A
Let N be a positive integer, and let (WNn )n∈N∗ be the Markov chain associated with the
Markov process (WNt )t∈R+ . (WNn )n is an irreducible chain on (γZ)N , where γ ∈ N is the
greatest common divisor of v/2 and c.
To prove the irreducibility we first need to prove the following arithmetic proposition.
∃(p, q) ∈ N2 such that pv/2− qc = γ and 2q ∈ cN. (4.33)
Let v′ = v/(2γ). Applying Bezout’s theorem (see e.g. Childs, 2009), there exists a pair
(p0, q0) of positive integers such that p0v/2 − q0c = γ. Since c and v′ are relatively
prime, applying Bezout’s theorem, there exists a pair (α, β) of positive integers such
that αc− βv′ = 1. Hence we have q0 = αq0v′ − βq0c. Then we obtain the following.
γ = p0v/2− q0c
= p0v/2− (αq0v′ − βq0c)c
= v2
(
p0 +
α0c
γ
)
− c (βq0c)
Since γ divides c, αq0c/γ is a positive integer and we get pv/2 − qc = γ with p =
p0 + αq0c/γ ∈ N, and q = βq0c ∈ N and 2q = 2βq0︸︷︷︸
:=K
·c
We proceed to show that the process
(
WNn
)
n
=
(
w1n, . . . , w
N
n
)
n
is irreducible in
(γZ)N , and will then use the following mappings from ZN to ZN :
DD(i, j) : w 7→ w + v/2ei + v/2ej
HD(i, j) : w 7→ w + vei
DH(i, j) : w 7→ w + vej
HH1(i, j) : w 7→ w + vei − cej
HH2(i, j) : w 7→ w − cei + vej
R1(i, j) : w 7→ w − wiei
R2(i, j) : w 7→ w − wjej
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We denote by T this collection of mappings applications. For all integers k ≥ h and
i, j ∈ {1, . . . N} such that i 6= j, let fk,h(i, j) be the following composition of mappings
from the collection T :
fk,h(i, j) = (DD(i, j)hp) ◦
(
DH (i, j)h
)
◦R2(i, j) ◦
(
DD(i, j)(k−h)p
)
◦
(
HD(i, j)kq+Khv
)
We then get
fk,h(i, j) · (0, . . . , 0) = kγei + hγej .
For any positive integers k1 ≥ k2 ≥ · · · ≥ kN , let
F (k1, . . . , kN ) = fk1,k2(1, 2) ◦ fk3,k4(3, 4) ◦ · · · ◦ fkN−1,kN (N − 1, N)
for N even, and for N odd:
F (k1, . . . , kN ) = fk1,k2(1, 2) ◦ fk3,k4(3, 4) ◦ · · · ◦ fkN−2,kN−1(N − 2, N − 1) ◦R1(N − 1, N)
◦fkN−1,kN (N − 1, N).
We then have
F (k1, . . . , kN ) · (0, . . . , 0) = (k1γ, . . . , kNγ).
We are now in a position to analyze the process WN . By definition,
Pw
[
g(WN1 )
]
) > 0
for all w ∈ ZN and all mappings g ∈ T . Hence, for all positive integers k ≥ h and
i, j ∈ {1, . . . , N} such that i 6= j:
P0
[
fk,h(i, j) ·WN1
]
> 0.
It follows that there exists an n0 ∈ N such that
P0
[
WNn0 = (k1γ, . . . , kNγ)
]
) = P0
[
WNn0 = F · (0, . . . , 0)
]
) > 0,
which establishes that
(
WNn
)
n
is irreducible in the state space (γZ)N . Hence, by Theo-
rem 1.7.7 in Norris (1997), the chain (WNn )n has a unique invariant distribution, υ, on
ZN .
It has the following ergodicity property: For all f ∈ Cb(ZN ) and all initial states
x ∈ ZN :
Px
 lim
n→+∞
1
n
n−1∑
k=0
f(WNk ) =
∑
x∈ZN
υ(x)f(x)
 = 1.
In other words, the time average of any function f ∈ Cb(ZN ) converges with probability
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one to its mean-value under the invariant distribution. This result follows from Theorem
1.10.2 in Norris (1997). Moreover since P(0,0,...,0)
(
WN1 = (0, . . . , 0)
) ≥ δ/2 and δ > 0,
the chain (WNn )n is also aperiodic. From this it follows (see Theorem 2.2.1 in Strook
(2014) that there exists a γ ∈ (0, 1) and a K ∈ R+ such that, for all initial states x ∈ ZN ,∑
y∈ZN
∣∣Px(WNn = y)− υ(y)∣∣ ≤ Kγn.
In particular, ∀x, y ∈ ZN , Px(WNn = y)→ υ(y).
4.8.2 Proof of Theorem 4B
Let (uN )N∈N be a sequence of symmetric probability measures uN on ZN . Following
Sznitman (1991), we say that (uN )N is u-chaotic, with u a probability measure on Z, if,
for any finite collection {φ1, . . . , φk} of continuous and bounded functions on Z,
lim
N→+∞
∫
ZN
φ1(x1) . . . φk(xk)uN (dx1, . . . ,dxN ) =
k∏
i=1
∫
Z
φi(x)u(dx).
The meaning of this definition, if we apply it to a fixed and finite number of individ-
uals, when the total number N of individuals in the population goes to infinity, these
individuals’ wealth levels become i.i.d. with distribution u. The infinitesimal generator
of (WN1 , . . . ,WNN ) is ANg defined in (4.34). This generator has the shape of a particle
system with particles (or individuals) playing 2× 2-games. Then we adapt the proofs of
Theorem 4.6 and Corollary 4.7 of Gibaud (2016). The generator of the full dimensional
process AN with domain Cb(ZN ) is: ∀f ∈ Cb(ZN ), ∀w = (w1, ..., wN ) ∈ RN
AN [f(w)] = ANd [f(w)] +
N∑
i=1
δ · [f(w − wiei)− f(w)],
with ei being the ith unit vector, andANd defined in (4.34). Considering f constant
everywhere except on the first component, we are in a position to model the action on
one individual the following generator L with domain Cb(Z): ∀f ∈ Cb(Z), ∀w ∈ Z:
L [f(w)] = 2
N − 1pDD ·
[
f
(
w + v2
)
− f(w)
]
+ 2
N − 1pDH · [f(w + v)− f(w)]
+ 1
N − 1)pDD · ([f(w + v)− f(w)] + [f(w − c)− f(w)])
+ δ · [f(0)− f(w)].
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Let us follow the proof of Lemma 4.8 in Gibaud (2016) in order to prove that(L (WN1 ))N is tight. We denote by (Ft)t the filtration such that (WN (t))t is Ft-adapted.
For the reasons given in Lemma 4.8, we then have that, for all f ∈ Cb(Z),
f(WN1 (t))− f(WN1 (0))−
∫ t
0
L
[
f(WN1 (s))
]
ds
defines an Ft martingale. Since the jump rates are uniformly bounded in N and the
amplitudes of the jumps away from 0 are also uniformly bounded in N , the tightness of(L (WN1 ))N is obtained just as in Lemma 4.8.
We need a version of Lemma 4.9 in Gibaud (2016), which we here have to rephrase in
order to allow for depreciation. The generalized formulation is as follows. First, for all
pairs (i, j) ∈ {1, . . . , N}2 with i 6= j, let N i,j be the Poisson arrival process for the game
when played by i and j. The intensity of this process is 1/ (N − 1). For all individuals
i ∈ {1, . . . , N}, let N i be the Poisson arrival process for depreciation of the wealth of
individual i. The intensity of this process is δ.
We recall that ∀k 6= h ∈ {1, . . . , N}2 and ∀k ∈ {1, . . . , N}, N i and N i,j are statisti-
cally independent. Define the associated compensated Poisson processes as follows:
(Mi,j(t))
t
=
(
N i,j(t)− t
N − 1
)
t
and
(
Mi(t)
)
t
=
(
N i(t)− δt
)
t
Moreover, ∀s ≥ 0, write
∆f(WNi (s)) = 2pDD
[
f
(
WNi (s) +
v
2
)
− f(WNi (s))
]
+ 2pDH [f(WNi (s) + v)− f(WNi (s))]
+ pHH
(
[f(WNi (s) + v)− f(WNi (s))] + [f(WNi (s)− c)− f(WNi (s))]
)
The object of interest for us is
Mf,Ni (t) =
N∑
j=1
j 6=i
∫ t
0
∆f(WNi (s))dMi,j(s) +
∫ t
0
[f(0)− f(Y Ni (s))]dMi(s).
For any individual i ∈ {1, . . . , N}, it can be shown that the processMf,Ni is a square-
integrable martingale, and that, for any N ∈ N∗ and all integers 0 < i 6= j ≤ N , there
exists a constant Cf > 0 such that
E
(
Mf,Ni (t)M
f,N
j (t)
)
≤ C
f
N
.
In order to establish this, we take again use the proof of Lemma 4.9 in Gibaud (2016).
By the same arguments as given there, and noting that Mi and Mj are statistically
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independent for all i 6= j, we obtain
〈
Mi,Mj
〉
= 0. By the same token: for all i 6= j
and all k:
〈
Mi,j ,Mk
〉
= 0. As in the end of the proof of Lemma 4.9 we get:
E(Mf,Ni M
f,N
j ) ≤
Cf
N
To finish the proof of the theorem, we follow the proof of Theorem 4.6 in Gibaud
(2016). The modifications needed are in the proof of Lemma 4.10 and are:
1. We have to replace ∀t ≥ 0 : (X(t), Z(t)) by (X(t)) and Lµu by L.
2. We have to replace (Y Ni ;ZNi ) by (WNi ) (and then ∀s ≥ 0 (Y Ni (s), ZNi ) is replaced
by WNi (s))
3. f(Y Ni (T ))− f(Y Ni (t)) = . . . is replaced by:
f(WNi (T ))− f(WNi (t)) =
N∑
j=1
j 6=i
∫ T
t
∆f(Y Ni (s))dN i,j(s) +
∫ T
t
[f(0)− f(Y Ni (s))]dN i(s)
= Mf,Ni (T )−Mf,Ni (t) +
∫ T
t
Lf(Y Ni (s))ds
4. G
(
1
N
N∑
i=1
δWNi
)
becomes less than 1N
N∑
i=1
(
Mf,Ni (T )−Mf,Ni (t)
)
gNi
5. Then we get
E
(∣∣∣∣∣G
(
1
N
N∑
i=1
δWNi
)∣∣∣∣∣
)
≤ E
(∣∣∣∣∣ 1N
N∑
i=1
(
Mf,Ni (T )−Mf,Ni (t)
)
gNi
∣∣∣∣∣
)
:= A
The fact that A2 → 0 when N → +∞ is proved in Lemma 4.10 of Gibaud (2016).
6. The evolution equations in Thm ?? are developed on the basis of Gibaud (2016),
by replacing
(a) (X,Z) by (X)
(b) R+ × {0, 1} by R
(c) 1(y,0) by 1k with k ∈ Z and 1X=y
z=0
by 1X=k
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7. We finally obtain that P(W˜ (t) = k)− P(W˜ (0) = k) equals
2pDD
[
P(W˜ (t) + v/2 = k)− P(W˜ (t) = k)]+ 2pHD [P(W˜ (t) + v = k)− P(W˜ (t) = k)]
+ pHH
[(
P(W˜ (t) + v = k)− P(W˜ (t) = k))+ (P(W˜ (t)− c = k)− P(W˜ (t) = k))]
+ δ
[
1k=0 − P(W˜ (t) = k)
]
.
This results in equations (4.4).
4.8.3 Proof of Corollary 4.3.1
Let us denote: uw = P(W˜ (t) = w). Then we have for all w ∈ Z\{0}
∂tuw = 2
(c− v)2
c2
uw− v2 + 2
(c− v)v
c2
(uw−v + uw) +
v2
c2
uw−v +
v2
c2
uw+c − 2uw − δuw
= uw− v2 ·
2(c− v)2
c2
+ uw−v
[
2(c− v)v
c2
+ v
2
c2
]
+ uw+c · v
2
c2
+ uw
[
2(c− v)v
c2
− 2− δ
]
We denote by m1 and m2 the first and second moments of W˜ (t):
m1 =
∑
w∈Z
w · uw m2 =
∑
w∈Z
w2 · uw.
Then
∂tm1 =
∑
w∈Z\{0}
w · ∂tuw
= 2(c− v)
2
c2
∑
w∈Z
w · uw− v2 +
[
2(c− v)v
c2
+ v
2
c2
]∑
w∈Z
w · uw−v
+ v
2
c2
∑
w∈Z
w · uw+c +
[
2(c− v)v
c2
− 2− δ
]∑
w∈Z
w · uw
= 2(c− v)
2
c2
· (m1 + v2) +
[
2(c− v)v
c2
+ v
2
c2
]
· (m1 + v)
+ v
2
c2
· (m1 − c) +
[
2(c− v)v
c2
− 2− δ
]
·m1
Hence,
∂tm1 =
v(c− v)
c
− δm1
Then
m1 =
v(c− v)
δc
+K1e−δt
for some K1 ∈ R.
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Likewise:
∂tm2 =
∑
w∈Z\{0}
w2 · ∂tuw
= 2(c− v)
2
c2
∑
w∈Z
(
w − v2 +
v
2
)2 · uw− v2 +
[
2(c− v)v
c2
+ v
2
c2
]∑
w∈Z
(w − v + v)2 · uw−v
+ v
2
c2
∑
w∈Z
(w + c− c)2 · uw+c +
[
2(c− v)v
c2
− 2− δ
]∑
w∈Z
w2 · uw
= 2(c− v)
2
c2
(
m2 + vm1 +
v2
4
)
+
[
2(c− v)v
c2
+ v
2
c2
]
· (m2 + 2vm1 + v2)
+ v
2
c2
· (m2 − 2cm1 + c2) + [2(c− v)v
c2
− 2− δ
]
·m2
= 2am1 − δm2 + v
2
2c2 ·
(
2c2 − v2 + 2vc)
= 2am1 − δm2 + v
2
2
[
3−
(
1− v
c
)2]
Thus:
m2 = K2te−δt +K3e−δt +
[
2 ·
(
v(c− v)
cδ
)2
+ v
2
2c2δ ·
(
3−
(
1− v
c
)2)]
.
forK2,K3 ∈ R. The obtained expressions form1 andm2 lead to the claimed expressions.
4.8.4 Proof of Proposition 4.4.1
Denote by C∞c (F ) the set of real-valued smooth (infinitely differentiable) functions de-
fined on F . We denote Cb(F ) the space of continuous and bounded functions from F
to R. ‖.‖∞ represents the sup norm in the bounded functions and |||.||| the operator
norm on Cb(F ), that is, |||L||| = supf∈Cb(F ) ‖Lf‖∞‖f‖∞ . We divide the construction of the
Markov process WN = (WN1 , . . . ,WNN ) in two parts; the random matching to play the
game, and depreciation of wealth.
[Part 1: the game playing] A Poisson process with intensity N draws a pair of indi-
viduals to play the game, and update their personal wealth according to the description
in Section 4.2. At each pairwise match, the two individuals make their choices simul-
taneously and independently. If all individuals use the unique ESS strategy x∗, then
the interaction between an individual i and an individual j is: (D,D) with probability
pDD = (1− v/c)2, (D,H) or (H,D) with probability pDH = (1− v/c) v/c, (H,H) with
probability pHH = (v/c)2. The generator associated to this part of the wealth process
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is ANg with domain Cb(RN ) and defined, ∀f ∈ Cb(RN ), ∀w ∈ RN , by:
ANg [f(w)] = N ·
∑
(i,j)∈{1,...N}2
i 6=j

pDD
N(N−1) · [f(w + v(ei + ej)/2)− f(w)]
+ pDHN(N−1) · [f(w + v ei)− f(w)]
+ pDHN(N−1) · [f(w + v ej)− f(w)]
+ pHHN(N−1) ·
[
1
2 (f(w + v ei − c ej)− f(w))
+12 (f(w + v ej − c ei)− f(w))
]

where {e1, . . . eN} is the canonical basis of RN .
[Part 2: Depreciation] To deal with depreciation, we define an independent Poisson
process, also with intensity N . At each arrival time of this Poisson process one individual
is randomly drawn for wealth depreciation, as described in Section 4.2.
We here consider a more general depreciation process, whereby depreciation is not
total depleting. Instead, when an individual is drawn for depreciating, his or her wealth
probabilistically decreases, if positive, or probabilistically increases, if negative. In other
words, an individual’s wealth does not change sign but probabilistically shrinks in abso-
lute value. For any k ∈ N, let ρkh = P(Bin(k, δ) = h). We denote Ik = {0, . . . , k} if k > 0
and Ik = {−k, . . . , 0} if k < 0, and I0 = {0}. In the case of depreciation by complete
depletion, treated in the main text, we let ρkh = δ · 1k=h.
The depreciation action has a generator ANd with domain Cb(ZN ), defined ∀f ∈
Cb(ZN ) and ∀w ∈ ZN by
ANd [f(w)] =
N∑
i=1
∑
h∈Iwi
ρwih [f(w − hei)− f(w)]
Having defined the two generators ANg and ANd , the generator AN of the Markov
process WN is defined ∀f ∈ Cb(ZN ), ∀w ∈ ZN by
AN [f(w)] = ANg [f(w)] +ANd [f(w)] (4.34)
We are now in a position to construct the Markov process that defines average wealth.
The evolution of average wealth (w¯N (t))t is determined by A¯N (µN ), where µN is the
empirical measure described in Section 4.2, and A¯N is a non-linear generator defined
as follows. For any probability measure m on Z, A¯N (m) is the generator with domain
Cb(R) defined ∀f ∈ Cb(R) ∀w ∈ R by
A¯N (m) [f(w)] = A¯Ng [f(w)] + A¯Nd (m) [f(w)] ,
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where
A¯Ng [f(w)] = N
 pDD
[
f
(
w + vN
)− f(w)]
+2pHD
[
f
(
w + vN
)− f(w)]
+pHH
[
f
(
w + v−cN
)− f(w)]

and
A¯Nd (m) [f(w)] = N
∑
k∈Z
m(k)
∑
h∈Ik
ρkh
[
f
(
w − h
N
)
− f(w)
]
In order to establish the claim in Theorem ??, we proceed to prove that, as N goes
to +∞, A¯N converges (as operator on C∞c (R)) to A¯, defined ∀f ∈ C∞c (R) and ∀w ∈ R
by
A¯ [f(w)] =
[
v(1− v
c
)
]
f ′(w)︸ ︷︷ ︸
A¯g
−δwf ′(w)︸ ︷︷ ︸
A¯d
Indeed, for all m ∈ ∆ (Z):
|||A¯N (m)− A¯||| ≤ |||A¯Ng − A¯g||| + |||A¯Nd (m)− A¯d|||
Moreover, for all f ∈ C∞c (R), w ∈ R and m ∈ ∆ (Z): (since m is a probability measure,
and since for all k ∈ Z that ∑h∈Ik hρkh = −δ)
∣∣A¯Nd (m) [f(w)]− (−δf ′(w))∣∣ =
∣∣∣∣∣∣N
∑
k∈Z
m(k)
∑
h∈Ik
ρkh[f(w − h/N)− f(w)] + δf ′(w)
∣∣∣∣∣∣
=
∣∣∣∣∣∑
k∈Z
m(k)(−δf ′(w)) + δf ′(w) + o(1)
∣∣∣∣∣
Since f is smooth with compact support, the term o(1) is compactly supported and goes
to zero as N goes to +∞. The same reasoning applied to |||A¯Ng − A¯g||| establishes that
the operator converges.
We recognize A¯N as the generator of an Ornstein-Uhlenbeck process with σ = 0.
Hence, a process associated with A¯ is (w¯(t))t, defined by
dw¯(t) =
(
(v − v
2
c
)− δw¯(t)
)
dt (4.35)
Finally, since we have established the convergence of the generators, applying Thm
6.1 of Chapter 3 in Ethier and Kurtz (1986) [with, for all n ∈ N, pin being the injection
from Ln = C∞c (R) to L = Cb(R)], we have the following convergence result,
Ew0
[
f(w¯N (t))
] −→ w¯(t),
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for all w0 ∈ R, f ∈ C∞c (R) and t > 0, where w¯ (·) is the solution of (4.35) with initial
condition w(0) = w0.
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