We provide explicit expressions for the eigenvalues and eigenvectors of matrices that can be written as the Hadamard product of a block partitioned matrix with constant blocks and a rank one matrix. Such matrices arise as the expected adjacency or modularity matrices in certain random graph models that are widely used as benchmarks for community detection algorithms.
Introduction
Graph clustering is one of the most relevant tasks in the structural analysis of complex networks. In a broad sense, it consists of detecting and investigating various types of meso-scale structures, typically identi ed with groups of nodes showing distinctive forms of relationships in their interior and with the rest of the network. For instance, group of nodes being rich of internal connections but being loosely connected with outside nodes are indication of communities. Communities have received a considerable attention in recent years because they emerge naturally in graphs representing "assortative" relations, namely, those relations that are established preferably among entities that are in some sense similar, as for instance in social networks with friendship relations or in data sets turned into graphs via spatial distances or other similarity measures [26] . However, other situations are possible and are receiving growing attention in the network science literature. For example, when the graph encodes "disassortative" relations, such as food webs including predator and prey species or social networks with ties representing hostilities, an important task is the identi cation of anti-communities, being groups of nodes with many connections between di erent groups but having relatively loose internal connections [6] . Moreover, communities and anti-communities may coexist, for instance in communication, recommendation, and collaboration networks [10, 11, 19] .
All these network structures are often well described by means of block models that describe idealized situations [9] . Figure 1 shows a pictorial representation of some meso-scale structures that can be e ectively described by block models. These ideal block structures are simple to analyze, give a reasonable approximation of structured real-world graphs and are easy to generate "arti cially". The Stochastic Block Model, together with its degree corrected variant [5, 8, 23] , is one of the most successful and widespread generative models for graphs showing meso-scale block structures. This random network model is a generalization of various random graph models, including the best known Erdös-Rényi, Chung-Lu, and the planted partition a-priori on the node set. The latter property is a particularly relevant aspect of the model as it allows for quantitative evaluations of graph clustering algorithms, where a number of important graph matrices play a crucial role. In fact, many clustering algorithms are grounded on the spectral analysis of graph matrices, as for instance the adjacency [1, 24] , the Laplacian [26, 28] , the signless Laplacian [21] , the Bhete Hessian [25] , etc. The analysis of (spectral) matrix-based clustering methods for networks follow- ing stochastic block models often helps shedding light on the performances of different methods and, by looking at the graphs in expectation, allows to prove a number of quality guarantees holding with high probability. It is worth recalling that graph clustering is in general a provably hard problem, as any precise mathematical formulation can only be given in terms of combinatorial optimization [9, 26] ; on the other hand, it is well known that spectral techniques often outperform more traditional clustering 10 algorithms [28] .
Here we carry out a thorough spectral analysis of the expected adjacency matrix belonging to the degree corrected Stochastic Block Model (dc-SBM). Our analysis is motivated by the occurrence of the dc-SBM and the spectral properties of graph matrices in expectation under such model for the theoretical analysis of spectral algorithms for clustering and community detection, see e.g., [5, 8, 21, 23, 24] . For 15 definiteness, we will make reference to the following prototypical argument throughout this paper: the adjacency matrix A of a random graph drawn from a dc-SBM can be decomposed into the sum of a constant matrix A and a matrix with random entries W , called Wigner noise [1] . The matrix A is the average adjacency matrix of the model, and its spectral analysis makes available enough information to recover all the parameters defining the model. If the spectra of A and W are well separated, standard 20 tools in perturbation analysis allow to relate the eigendecomposition of A to that of A. Consequently, algorithms based on the computation of a few eigenpairs of A can provide reliable indications on the meso-scale structure of a graph belonging to a stochastic block model.
In this work we focus also on the modularity matrix, a further widely explored graph matrix, defined as a rank-one modification of the adjacency matrix [22] , whose usage is very successful in 25 various clustering problems. Important algebraic properties of this matrix have been proved in recent years [3, 12, 14, 20] , and in [13] we provided theoretical evidence to the fact that clusters located by leading eigenvectors of modularity matrices can be recognized as communities inside the graph.
By means of the matrix inflation operator [15] , we reveal that expected adjacency and modularity matrices of stochastic block models enjoy a particular block structure with rank structured blocks. That 30 characterization allows us to obtain explicit formulas for the structural eigenvalues and eigenvectors of these matrices, that is, the eigenpairs providing information on the model parameters. Furthermore, we describe precise asymptotic properties for the structural eigenvalues of sequences of expected adjacency matrices with growing dimensions, under very general hypotheses on the model structure.
Notation
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In the following we use standard graph and matrix theoretic notations and concepts [10, 17] . In particular, we denote by 1 the vector of all ones, the dimension of such vector being given by the context and, for models, where a ground truth clustering assignment is de ned a-priori on the node set. The latter property is a particularly relevant aspect of the model as it allows for quantitative evaluations of graph clustering algorithms, where a number of important graph matrices play a crucial role. In fact, many clustering algorithms are grounded on the spectral analysis of graph matrices, as for instance the adjacency [1, 24] , the Laplacian [26, 28] , the signless Laplacian [21] , the Bhete Hessian [25] , etc. The analysis of (spectral) matrix-based clustering methods for networks following stochastic block models often helps shedding light on the performances of di erent methods and, by looking at the graphs in expectation, allows to prove a number of quality guarantees holding with high probability. It is worth recalling that graph clustering is in general a provably hard problem, as any precise mathematical formulation can only be given in terms of combinatorial optimization [9, 26] ; on the other hand, it is well known that spectral techniques often outperform more traditional clustering algorithms [28] .
Here we carry out a thorough spectral analysis of the expected adjacency matrix belonging to the degree corrected Stochastic Block Model (dc-SBM). Our analysis is motivated by the occurrence of the dc-SBM and the spectral properties of graph matrices in expectation under such model for the theoretical analysis of spectral algorithms for clustering and community detection, see e.g., [5, 8, 21, 23, 24] . For de niteness, we will make reference to the following prototypical argument throughout this paper: the adjacency matrix A of a random graph drawn from a dc-SBM can be decomposed into the sum of a constant matrix A and a matrix with random entries W, called Wigner noise [1] . The matrix A is the expected adjacency matrix of the model, and its spectral analysis makes available enough information to recover all the parameters de ning the model. If the spectra of A and W are well separated, standard tools in perturbation analysis allow to relate the eigendecomposition of A to that of A. Consequently, algorithms based on the computation of a few eigenpairs of A can provide reliable indications on the meso-scale structure of a graph belonging to a stochastic block model.
In this work we focus also on the modularity matrix, a further widely explored graph matrix, de ned as a rank-one modi cation of the adjacency matrix [22] , whose usage is very successful in various clustering problems. Important algebraic properties of this matrix have been proved in recent years [3, 12, 14, 20] , and in [13] we provided theoretical evidence to the fact that clusters located by leading eigenvectors of modularity matrices can be recognized as communities inside the graph.
By means of the matrix in ation operator [15] , we reveal that expected adjacency and modularity matrices of stochastic block models enjoy a particular block structure with rank structured blocks. That characterization allows us to obtain explicit formulas for the structural eigenvalues and eigenvectors of these matrices, that is, the eigenpairs providing information on the model parameters. Furthermore, we describe precise asymptotic properties for the structural eigenvalues of sequences of expected adjacency matrices with growing dimensions, under very general hypotheses on the model structure.
Notation
In the following we use standard graph and matrix theoretic notations and concepts [10, 17] . In particular, we denote by the vector of all ones, the dimension of such vector being given by the context and, for a vector x = (x , . . . , xm) T ∈ R m , we use interchangeably the symbols Diag(x) and Diag(x , . . . , xm) to denote the m × m diagonal matrix with diagonal entries being the entries of x.
The adjacency matrix of an undirected graph on the node set { , . . . , n} is the symmetric n × n matrix A = (a ij ) such that a ij = if ij is an edge of the graph and a ij = otherwise. We allow loops, that is, edges joining a node with itself. The associated Newman-Girvan modularity matrix is the matrix M = A − dd T /ν where d = A is the degree vector and ν = d T is the volume of the graph, that is, the sum of all node degrees [22] . That matrix, along with some variants and generalizations, plays a leading role in the design of spectral methods for community detection. Note that the vector belongs to the kernel of M:
The stochastic block model
The Stochastic Block Model (SBM) is one of the most widespread generative models for random graphs in the graph clustering literature. An SBM with n nodes and k blocks is a random graph model parametrized by the membership matrix Θ ∈ { , } n×k and the symmetric connectivity matrix B = (b ij ) ∈ R k×k . Every row of the matrix Θ contains exactly one nonzero entry, whose position indicates which block that node belongs to; and the nonzero entries in the i-th column indicate nodes belonging to the i-th block. For i = , . . . , n, we denote by β(i) the block index of node i.
The entry b ij is the edge probability between any node in block i and any node in block j. That is, for any two nodes p, q, the probability that they are joined by an edge is b β(p),β(q) . Edges are generated independently from one another.
We denote by n i the number of elements in the i-th block, n + · · · + n k = n. For visual convenience, we assume that each block consists of consecutive integers. Hence, the expected adjacency matrix within the SBM with parameters (Θ, B) is naturally partitioned into the block form
and can be expressed in factored form as A = ΘBΘ T .
. The degree corrected SBM
The SBM has one major drawback that makes it unsuitable for modeling networks found in the real world, that is, it presumes that all nodes within the same block have the same expected degree. The degree corrected stochastic block model is a variant of SBM designed to allow a greater degree heterogeneity [5, 8, 23] . are generated independently from one another with the probabilities prescribed by the corresponding entries in A (we tacitly assume that δ and B are scaled so that all entries of A lie in [ , ]). As it will be useful in following discussion, assuming that blocks consist of consecutive integers, we also write δ = (δ ( ) , . . . , δ (k) ) T where each δ (i) is a vector of length n i . In the dc-SBM, equation (1) is replaced by
In particular, the expected value of the (i, j)-entry of a random adjacency matrix in this model is A ij = δ i δ j b β(i),β(j) , and the expected degree of node i is
That number may be not constant within blocks. In fact, equation (3) shows that, if p and q are two nodes in the same block then their expected degrees are proportional to δp and δq. The dc-SBM includes as special cases: -the (Extended) Planted Partition model, where B = αI + β T [5] , -the standard SBM, when δ = [24] , and -the Chung-Lu random graph model, when k = and B is the × matrix B = [7] .
The matrix inflation operator
We borrow from [15] the de nition of in ation product of two matrices. This operator is the special case of the Khatri-Rao matrix product, see e.g. [17, §12.3.3] , occurring when the diagonal blocks of the second matrix are square.
De nition 1.
Let A ∈ R n×n be a matrix partitioned in k × k block form, with square diagonal blocks,
with n + · · · + n k = n, and let B = (b ij ) ∈ R k×k . The in ation of B with respect to A is the n × n block matrix
Analogously, if w ∈ R n is a vector partitioned into k sub-vectors,
and
The in ation product is a linear operator with respect to each argument, and obeys the following rule: if v and where it is named blown up matrix. 
Furthermore, let x = (x , . . . , x k ) T ∈ R n be any vector partitioned consistently with w and such that w
Proof.
which is the i-th sub-vector of λ(v w). Analogously, for the second part of the claim, we have 
In particular, the nonzero eigenvalues of B ww T coincide with the nonzero eigenvalues of B.
Proof. De neŵ i = w i /z i . Clearly, ŵ i = and Diag(ŵ)ΘZ = Diag(w)Θ. Hence
Let (λ, v) be any eigenpair of B. From Lemma 1 we obtain that v ŵ is an eigenvector of B associated to the eigenvalue λ. For i = , . . . , k the i-th sub-vector of v ŵ is
which is the i-th sub-vector of Z − v w, and the proof is complete.
Analysis of the dc-SBM in expectation
In this section we consider a generic dc-SBM with n nodes and k blocks, identi ed by parameters (Θ, B, δ). We generally assume that the matrix B is nonsingular. That hypothesis is commonly adopted in the literature, see e.g., [1, 8, 23, 24] , as it is a fundamental requirement to ensure the identi ability of the block structure from random matrices drawn from the model. The forthcoming result displays compact, explicit formulas for the average adjacency matrix and the average degree vector, in terms of the parameters of the model. (Θ, B, δ) can be expressed as
Lemma 2. The expected adjacency matrix (2) of the dc-SBM
A = B δδ T .
Moreover, let d = A be the expected degree vector and let
Proof. The rst part of the claim is a direct consequence of equation (2) 
. , t k )
T is the vector with
, from (3) we obtain
and we have the claim.
The preceding lemma provides a compact form for the expected degree vector d, which clari es the nonlinear dependence of d on the model parameter δ. In particular, in the standard SBM it holds
On the other hand, in the analysis of graphs drawn from a dc-SBM one typically has an empirical knowledge of a graph and is interested in the inverse problem of computing δ, solution of d = (Bt) δ. For k = this problem has been addressed in [8] For completeness, let us brie y comment about related computational strategies. As mentioned before, δ is characterized as the solution of a matrix balancing problem and thus an ad-hoc implementation of the Sinkhorn-Knopp method can be used [18] . Moreover, as t depends on δ, the equation d = (Bt) δ can be recast as a nonlinear xed point problem, whose solution can be also addressed by means of a nonlinear power method, see e.g., [16] . The analysis, implementation and practical application of these methods to clustering problems for dc-SBM graphs go beyond the scope of this paper and will be the subject of a dedicated future work.
In what follows, we provide a detailed spectral analysis of the expected adjacency and modularity matrices of the dc-SBM, in view of the possible applications to spectral methods in graph clustering and community detection. Proof. By linearity of the expectation, M = A − R for some symmetric rank-one matrix R. Since the equation M = holds true for every Newman-Girvan modularity matrix M, we must have R = A = d, hence
and we obtain the rst part of the claim. Finally, the spectral properties of M mentioned above follow at once from Theorem 1.
Remark 1.
We point out that the matrix B − bb T /ν appearing in the previous corollary has a nontrivial kernel.
and we conclude that [11, 14] .
. Normalized adjacency and modularity matrices ized modularity matrix, respectively. These matrices are often encountered in the literature on spectral graph analysis, see e.g., [2, 7, 8, 12, 13, 23] . Among various reasons, their relevance stems from the fact that the Perron eigenvalue of A is equal to one, and the corresponding Perron vector is x = D / . Moreover, A and M are simultaneously diagonalizable because of the identity M = A − xx T /x T x, and Mx = .
Due to the nonlinear dependence of both A and d on the parameters of the model, providing an explicit formula for the expectation of the normalized versions of the adjacency and modularity matrices in a dc-SBM is not trivial. This is one of the reasons why, in many situations, the normalized version of the expected matrices is used as a replacement (see for instance [24] ). For the adjacency matrix, this is de ned as 
Let i = , . . . , n and j = β(i). From the previous formula it is apparent that the i-th row of U A is δ i w T j , which is a multiple of the j-th row of V A . In conclusion, if two nodes belong to the same block then the corresponding rows of U A are positive multiples of each other, otherwise they are orthogonal. This fact is well known and lies at the foundations of various clustering methods based on the k-means algorithm: A su ciently accurate knowledge of the structural eigenvectors allows to recover the assignment of nodes to blocks on the basis of the angles formed by the rows of U A . However, the length of the i-th row of U A is δ i /z j = δ i / δ (j) . If this ratio is small then that row is more sensitive to the random perturbations due to the Wigner noise. Hence, if the expected degree of i is much lower than the average degree of nodes in the same block, then that node is likely to be misclassi ed.
In the remaining part of this subsection we compare the situation for the matrix A described above with that for the matrix M. By 
Also in the matrix U M , rows belonging to the same block are parallel, and rows belonging to di erent blocks are orthogonal. However, as anticipated in Remark 1, at least one of those eigenvectors is associated to a null eigenvalue. In a concrete graph drawn from an SBM, that eigenpair is spoiled by the Wigner noise, so that it cannot be used in any spectral method, even if the structural eigenvalues are well separated from the bulk of the spectrum. Hence, we have to assess the possibility to recover the block structure of the model on the basis of the structural eigenvectors of M. The question is settled in the next result. The matrix Vr is made by the rst k − columns of the matrix V M , the missing column being a normalized eigenvector associated to the zero eigenvalue of M. According to Remark 1, that eigenvector can be expressed
