Abstract. In this paper we study second order stationary Mean Field Game systems under density constraints on a bounded domain Ω ⊂ R d . We show the existence of weak solutions for power-like Hamiltonians with arbitrary order of growth. Our strategy is a variational one, i.e. we obtain the Mean Field Game system as the optimality condition of a convex optimization problem, which has a solution. When the Hamiltonian has a growth of order q
Introduction
The theory of Mean Field Games (shortly MFG in the sequel) was introduced recently and simultaneously by J.-M. Lasry and P.-L. Lions ([LL06a, LL06b, LL07] ) and M. Huang, R. P. Malhamé and P. E. Caines (see [HMC06] ). The main objective of the MFG theory is the study of the limit behavior of Nash equilibria for symmetric differential games with a very large number of "small" players. In its simplest form, as the number of players tends to infinity, limits of Nash equilibria can be characterized in terms of the solution of the following coupled PDE system: where H(x, ⋅) is convex. The Hamilton-Jacobi-Bellman (HJB) equation in (M F G) characterizes the value function u[m] associated to a stochastic optimal control problem solved by a typical player whose cost function depends at each time t on the distribution m(t, ⋅) of the other agents. We remark that this interaction can be global, e.g. if f [m(t, ⋅)](x) is a convolution of m(t, ⋅) with another function, or local, i.e. when f [m(t)](x) can be identified to a function f (x, m(t, x)). The Fokker-Planck equation (FP) in (M F G) describes the evolution m[u] of the initial distribution m 0 when all the agents follow the optimal feedback strategy computed by the typical agent. We refer the reader to the original papers [LL06a, LL06b, LL07] and the lectures [Lio08] for more details on the modeling and the relation with the system (M F G). See also [Car13a, GS14] for a survey on the subject. For local couplings f (⋅, m), system (M F G) can be obtained (at least formally) as the optimality condition of problem 1. This type of approach, including also the degenerate first order case (ν = 0), has been studied extensively in the last years in a series of papers [Car13b, Gra14, CG15, CGPT14] . The optimization problem above recalls the so-called Benamou-Brenier formulation of the 2-Wasserstein distance between two probability measures, which gives a fluid mechanical or dynamical interpretation of the Monge-Kantorovich optimal transportation problem (see [BB00, CCN13] ). We refer the reader to [ACCD12] , [LST10] and the recent work [BC14] for some optimization methods to solve numerically (M F G) based on the formulation (1.1).
With a well-chosen time-averaging procedure, one can introduce stationary MFG systems as an ergodic limit of time dependent ones (see [CLLP13, CLLP12] The existence of smooth solutions for evolutive and stationary MFG systems has been obtained in various settings in a series of papers (see for instance [GPSM15, GPSM12, GM14, GPV14] and the references therein). The used techniques combine variational arguments and sharp PDE estimates. Connections between stationary MFG systems and the co-called Evans-Aronsson problem have been also recently studied in [GSM14] . The objective of this work is to rigorously study the optimization problem (1.2) with the additional constraint m ≤ 1 a.e. Formally this should be linked to a system like (M F G ∞ ) with m ≤ 1 a.e. and an additional Lagrange multiplier corresponding to the new constraint. Moreover, in view of the interpretation of (M F G) as a continuous Nash equilibria, we expect that our derivation of an MFG system with a density constraint is linked to symmetric games with a large number of players on which "hard congestion" constraints are imposed. Similar models in the framework of crowd motion, tumor growth, etc. have been already studied in the literature (see for instance [MRCS10, MRCS14] ). In the case of MFG systems, we refer the reader to the papers [BDFMW14] (for evolutive systems) and [GM14] (for stationary systems), in which "soft-congestion" effects, meaning that people slow down when they arrive to congested zones, are studied. Let us remark that in [Lio08] it is also explained how to study systems like (M F G ∞ ) by means of a (degenerate) elliptic equation in space-time. However, this approach with the additional constraint m ≤ 1 a.e. seems to be ineffective.
The question of hard congestion effects/density constraints for MFG systems was first raised in [San12] . More precisely, in the cited reference the author asks if a MFG system can be obtained with the additional constraint that the density of the population does not exceed a given threshold, for instance 1. To the best of our knowledge, this work is the first attempt to investigate this question. The stationary setting plays an important role in our study and we expect to extend our results to the dynamic case in some future research.
Let Ω ⊂ R d (d ≥ 2) be a non-empty bounded open set with smooth boundary and such that the Lebesgue measure of Ω is strictly greater than 1. Moreover, let f ∶ Ω × R → R be a continuous function which is non-decreasing in the second variable and define
We consider the problem
where, as before, F (x, m) is an antiderivative of f (x, m) with respect to the second variable. We divide our main results in two classes, depending on the value of q. Case 1: q > d. In this case, using the classical direct method of the calculus of variations, we prove the existence of a solution (m, w) of (P q ). Using that m ∈ W 1,q ↪ C(Ω), we are able to compute the subdifferential of L r (m, w) for any 1 < r ≤ q. It seems that this type of result is new in the literature. Moreover, the continuity of m allows us to prove that the constraints in (P q ) are qualified (see e.g. [BS00, Chapter 2]). Using the computation of the subdifferential with r = q and classical arguments in convex analysis, we derive the existence of u ∈ W 1,s
λ ∈ R and two nonnegative regular measures µ and p such that
where the system of PDEs is satisfied in the weak sense, 'spt' denotes the support of a measure and q ′ ∶= q (q − 1). In the above system, p appears as a Lagrange multiplier associated to the constraint m ≤ 1 and can be interpreted as a sort of a "pressure" term. We also compute the dual problem associated to (P q ) recovering (M F G q ) by duality. Finally, in the open set {0 < m < 1} we prove some local regularity results for the pair (m, u). Case 2: 1 < q ≤ d. In this case, even if the existence of a solution still holds true, m is in general discontinuous, which implies that the arguments employed in the computation of the subdifferential of L q (m, w) are no longer valid. Moreover, the discontinuity of m implies that the constraint 0 ≤ m ≤ 1 is in general not qualified. In order to overcome these issues, we use an approximation argument. By adding the term εL r (m, w) with r > d to the cost function and using the arguments in Case 1 we obtain a system similar to (M F G q ) depending on ε. Then, by means of some uniform bounds with respect to ε and recent results on estimates on the gradients for solutions of elliptic equations with measure data (see [Min07] ), as ε ↓ 0 we can prove the existence of limit points satisfying (M F G q ) where the concentration properties for p and µ have to be understood in a weak sense.
The structure of the paper is as follows: in Section 2 we set the basic notations and prove some preliminary results including the computation of the subdifferential of L q (m, w). In Section 3 we define rigorously problem (P q ) for the case q > d and we prove the existence of a solution as well as the qualification property of the constraints. In Section 4 we characterize the solutions of (P q ) in terms of (M F G q ) still in the case q > d. Moreover, we prove some local regularity results and we derive the dual problem. The uniqueness of the solutions is also discussed. In Section 5 we complete the proof of the previous statements for any 1 < q ≤ d by means of an approximation argument. Finally, in the Appendix we recall some important results about elliptic equations with irregular right hand sides. Program Gaspard Monge in optimization and operation research", and from the support to this program from EDF. Last but not least, we thank L. Brasco for the discussions on the Calderón-Zygmund theory, directing us towards the references on this topic used in this paper.
Notations and Preliminary Results
We first fix some standard notation. Let Ω ⊆ R d (d ≥ 2) be a non-empty, bounded open set with a smooth boundary and denote by n the outward normal to ∂Ω. Let us set ⋅ for the usual euclidean norm on R d and, given a Lebesgue measurable set A ⊆ R d , if it is not ambiguous, we also use A for its d-dimensional Lebesgue measure.
We denote by M(Ω) the space of (signed) Radon measures defined on Ω. We set M + (Ω) (respectively M − (Ω)) for the subset of M(Ω) of non-negative (respectively non-positive) Radon measures. Given the Hahn-Jordan decomposition m = m
(Ω) for the total variation of m. We also denote by M ac (Ω) and M s (Ω) the spaces of absolutely continuous and singular measures w.r.t. the Lebesgue measure, respectively. For notational convenience, if m ∈ M ac (Ω) we will also denote by m its density w.r.t. the Lebesgue measure. Given µ ∈ M(Ω) we set µ A for its restriction to A ⊆ Ω, defined as µ A(B) ∶= µ(A ∩ B) for all B ∈ B(Ω) (where B(Ω) denotes the Borel σ-algebra on Ω). Finally, given A ⊆ R d , we set χ A (x) = 1 if x ∈ A and +∞ otherwise. Now, let q > 1 be given and set q ′ ∶= q (q − 1). Consider the sets
and recall the functions ℓ q and L q defined in (1.3). We have the following result.
Lemma 2.1. Suppose that q > d and let 1 < r ≤ q. Then, the following assertions hold true:
where the inequality in (2.1) means that for every non-negative φ ∈ C(Ω) we have that
, the functional L r is convex and l.s.c. Moreover, for every
r ′ for a.e. x ∈ Ω. Having positive integrands in the second integral, by Fatou's lemma we obtain ⟨α,
In particular, letting φ ≡ 1, we have that β ∈ L In order to prove the converse inclusion, let (α, β) be an element of the r.h.s. of (2.1). Then let Ω ε ∶= {x ∈ Ω ∶ dist(x, ∂Ω) > ε}, and given a mollifier
where the convolution is performed coordinate-wise). By convexity and Jensen's inequality we have that
(Ω) * implies that we have the convergence also in (W
In order to prove (ii), it suffices to show (2.3) (here we remark that by the Sobolev embedding we identify m with an element in C(Ω), hence the second integral is meaningful). Indeed, (2.3) shows that L r is the supremum of linear and continuous functionals, hence it is convex and l.s.c.
Note that if {m < 0} > 0, then by (2.1), we readily check that both sides in (2.3) are equal to +∞. On the other hand, note that for every (m, w) with m ≥ 0 there exists a unique pair
which are well-defined by the strict concavity of the objective function. Moreover this implies that
is continuous and measurable and thus
which, together with (2.4), implies that
proving the first equality in (2.3). The second equality follows from (i) and the continuity of the considered linear application. Finally, the identity L * r = χ A r ′ is a consequence of (i) and (2.3).
Remark 2.1. We refer the reader to [San15, Chapter 5] for the proof of the semicontinuity of L r in a more general setting.
Otherwise, L r is subdifferentiable at (m, w) and
In particular, the singular part of α is concentrated in
We claim that
Indeed, the inequality "≥" is immediate. To show the converse inequality for every ε > 0 let
Then, denoting byŝ the r.h.s. of (2.7), by (2.1) and the previous inequality we have that
and so (2.7) follows by letting
We argue by contradiction supposing that there exists (α,β) ∈ ∂L r (m, w). By (2.7) and the assumption w = 0 a.e. in E m 0 ,β must be a solution of the problem (2.8) inf
(Ω) d and q ≥ r, we have that J is Fréchet differentiable and
which implies that, since β is arbitrary and
) denotes the space of measurable functions defined in E m 1 which are integrable w.r.t. the measure m) aŝ
Since r ′ > 1, we have thatĴ is coercive, continuous and strictly convex. Since L
d is a reflexive Banach space, classical results in convex analysis imply the existence of a uniquē
The first order optimality condition implies thatβ satisfies (2.9)-(2.10) and so
attains the supremum on the r.h.s. of (2.7). Therefore, we must have (2.12)
Let us prove that α E 
By an standard argument using Lusin's theorem (to approximate the ½ E m 1 ∖B by continuous functions) and (2.1) we must have that ∫ B mdα = 0 and since m > 0 on E 
The optimization problem
In this entire section we suppose that q > d. Let f ∶ Ω × R → R be a continuous function in both variables and increasing in the second variable. Let us define the function
Note that for every fixed x ∈ Ω the function m ↦ F (x, m) is convex. Let us define
We say that m ∈ W 1,q
(Ω) is a weak solution of (3.2) if (Ω) satisfying that Ω m(x) dx = 1. We consider the following optimization problem: inf
where the set of constraints K P is defined as
, where we used ⟪⋅, ⋅⟫ to denote the duality product between W 
where we have used ⟨⋅, ⋅⟩ to denote the duality product between (W 1,q
(Ω)) * and W
1,q
(Ω) and ⟨⋅, ⋅⟩ q ′ ,q to denote the duality product between L
be the Sobolev injection, which is well-defined since q > d (see [Ada75] ), and let C ∶= {z ∈
By setting K ∶= {0} × {0} × C ⊆ Y we have that K P can be rewritten as
Since A, B and I are linear bounded operators, we have that K P is a closed and convex subset of
Theorem 3.1. Problem (P q ) has (at least) one solution (m, w).
Proof.
Since Ω > 1 we have that (m, w) ∶= (1 Ω , 0) belongs to K P and the cost function is finite. Now, let (m k , w k ) ∈ K P be a minimizing sequence. Since m ≤ 1 a.e. in Ω and L q (m k , w k ) is bounded uniformly in k, we get that w k L q is bounded. Therefore, there exists w ∈ L 
(Ω). Thus, there exists m ∈ W 1,q
(Ω) such that, except for some subsequence, m k ⇀ m
(Ω). Using these convergences, we get that Am+Bw = 0 and Ω m(x) dx = 1. The continuous embedding I preserves the weak convergence and C is weakly closed in C(Ω). Thus, Im ∈ C, which implies that (m, w) ∈ K P . Since J q is convex and l.s.c. w.r.t the weak topology in W
Now, we prove a constraint qualification result for problem (P q ) (see e.g. [BS00, Chapter 2]), which is crucial for deriving optimality conditions. We set dom(
Lemma 3.2. We have that
Proof. We need to prove that for any given (δ 1 , δ 2 , δ 3 ) ∈ Y small enough there exists (m, w, c) ∈ dom(J q ) × C such that
We observe that (m, 0) ∈ dom(J q ), for all m ∈ W 1,q
(Ω) ∩ dom(F) non-negative, which implies that we can search the solution of (S) in the form (m, 0, c) ∈ dom(J q ) × C. First of all, note that for m 0 ∶= 1 Ω we have that
By Lemma 5.4 (see the Appendix), there exists m 1 ∈ W 1,q
(Ω) such that (Ω) such that
In particular, as q > d the Sobolev inequality implies that
Now, let r ∶= h − δm and for γ > 0 let us define m γ ∶= m 1 + γh, which by construction solves (3.5). Since m 0 ∈ int(C), if γ is near to one (and δ 1 , δ 2 are small enough) then, by (3.6),
The result follows.
Optimality conditions and characterization of the solutions
In this section we derive optimality conditions for problem (P q ) and formulate the associated dual problem. First, define the Lagrangian
Remark 4.1. Since the inclusion W 1,q
(Ω) ↪ C(Ω) is dense, for every measure p ∈ M(Ω) the adjoint of the injection operator I * p at p can be identified uniquely with the restriction of p to
(Ω). Thus, for notational convenience we will still write p for I * p.
Recall that for a Banach space X and a convex closed subset K ⊆ X, the normal cone to K at x ∈ K is defined as
where ⟨⋅, ⋅⟩ X * ,X denotes the duality pairing of X * and X. Using [BS00, Example 2.63] we have
Now, we provide the first order optimality conditions associated to a solution (m, w) of (P q ).
such that A * u ∈ M(Ω) and the following optimality conditions hold true
where the first equality holds in M(Ω). Conversely, if there exists
Proof. By Lemma 3.2 the problem is qualified (see e.g. [BS00, Chapter 2]). Thus, by classical results in convex analysis (see e.g. [BS00, Theorem 2.158 and Theorem 2.165]), we have the existence of
Since L q is finite at (1 Ω , 0) and the other terms appearing in L are differentiable, by [ET76, Chapter 1, Proposition 5.6] and (4.5), we must have that L q is subdifferentiable at (m, w). Thus, by Theorem 2.2 and (4.2) we get that v ∈ L As a corollary we immediately obtain the following existence result for a MFG type system with density constraints
where the coupled system for (u, m) is satisfied in the following weak sense: for all ϕ ∈ C 1 (Ω) (4.6)
Let us define E m 2 ∶= {0 < m < 1}. Remark 4.2 (The uniqueness of the solutions). Assuming that the coupling f is strictly increasing in its second variable, the objective functional in (P q ) becomes strictly convex in the m variable (and the set K P is convex). Thus, the function m ∈ W 1,q
(Ω) in (M F G q ) is unique, which implies also the uniqueness of w ∈ L 
(Ω). Thus, denoting by δ 1 ∶= r 1 q ′ , classical regularity theory (see
In particular, the Sobolev inequality (see e.g. [Ada75] ) yields (Ω) * → R is given by
where F * denotes the Legendre-Fenchel transform of F w.r.t. the second variable.
Proof. The result is a consequence of [Bré72, Section 2].
We recall that given a Banach space X and a convex closed set K ⊆ X, the support function
Proposition 4.5. The dual problem of (P q ) (in the sense of convex analysis) has at least one solution and can be written as
where
where the inequality has to be understood in the sense of measures.
Proof. The dual problem of (P q ) can be written as (4.10) max
where L is defined in (4.1) and we recall that K ∶= {0} × {0} × C. The fact that we have a max instead of a sup in (4.10) is justified by Lemma 3.2 and [BS00, Theorem 2.165]. Now, note that
On the other hand, we have that
Since there exists (m, w) ∈ dom(L q ) at which F is continuous (take for example (m, w)
where we have used Lemma 2.1 and Lemma 4.4. Let us prove that the above minimization problem has a solution. First, by (4.9) the integral functional is l.s.c. with respect to the weak− * topology of measures. Let us take a minimizing sequence a n ∈ L 1 (Ω). There exists a constant C > 0 such that
By choosing y(x) = sgn(a n (x)) (which is equal to 1 if a n (x) ≥ 0 and −1 if not), we obtain that a n is bounded in L 1
(Ω). Therefore, when the sequence a n is identified to a sequence of measures, we get a weakly− * convergent subsequence to some a ∈ M(Ω). The constraint is convex and closed with respect to this convergence, so by the lower semicontinuity of the objective functional we have that a is a solution and, by Lemma 4.4, a ∈ M ac (Ω) as well. Using this result and (4.10), (4.11) and (4.12), the conclusion follows.
Using the dual problem, let us provide an alternative, but related way, to obtain first order necessary and sufficient optimality conditions. By Theorem 3.1 and Proposition 4.5 we know that that there exist (m, w) ∈ K P and (u, p, λ, a) ∈ K D optimizers for (P q ) and (P D q ) respectively. Moreover, since Lemma 3.2 implies that problem (P q ) is qualified, by [BS00, Theorem 2.165] problem (P D q ) has the same value than problem (P q ). Therefore,
Using the above relations, we obtain
This means that all the inequalities in the previous list are actually equalities. Thus, (i) F(m) + F * (a) = ⟨a, m⟩ and so, using the fact that F is differentiable on W 1,q
(Ω), we
Using (4.3), (4.13) and (i)-(iii) we recover system (4.4).
Treating less regular cases via an approximation argument
In this section we provide the proof of the existence of a solution of a suitable form of (M F G q )
d the solution m of (3.2) is in general discontinuous. Because of the constraint 0 ≤ m ≤ 1, this implies that problem (P q ) is in general not qualified (see [BS00, Chapter 2]) and thus the arguments in the previous section are no longer valid. To handle this issue, we propose an approach which is based on a regularization argument.
Let us fix 1
Following the arguments in the proof of Theorem 3.1, problem
admits at least one solution (m ε , w ε ). Since m ε ∈ C(Ω), problem (P q,ε ) is qualified. Moreover, since both L q and L r are continuous at (m,ŵ) ∶= (1 Ω , 0), by [ET76, Chapter 1, Proposition 5.6] we have that
Therefore, exactly as in the proof of Theorem 4.1, if we define
For notational convenience, we set and H q ∶= H q,0 . Elementary arguments in convex analysis show that H q,ε → H q uniformly over compact sets. System (5.1) can be written in the following alternative form:
Proof. By Theorem 2.2 we have that
On the other hand, since
and a.e. in Ω
Using the convexity of
with an equality a.e. in E mε 1 . In particular, we have the existence of a positive measure γ ε such that spt(γ ε ) ⊆ spt(ξ ε ) ⊆ E mε 0 and
Since the definition of (α ε,q , β ε,q ) and (α ε,r , β ε,r ) implies the existence of two positive measures α ε,q andα ε,r such that spt(α ε,q ) ⊆ E (
where the coupled system for (u, m) is satisfied in the weak sense (see (4.6)). Moreover, defining
we have the inequality (5.3) Ω dp + ⟨µ − p, m⟩ ≤ 0.
Step 1: Bounds for λ ε , p ε andα ε . Note first that the second equation in (5.1) and Theorem 2.2 imply that w ε = m ε v ε a.e. in Ω. Also, in the set E mε 1 we have that ∇F q,ε (v ε ) = −∇u ε and so in E mε 1 the identities v ε = ∇F * q,ε (−∇u ε ) and H q,ε (−∇u ε ) = G q,ε (v ε ) hold true. Now, by the second and third equations in (5.1) we get that
and so taking m ε as test function in the first equation of (5.1), we obtain
which implies that
The optimality of (m ε , w ε ) yields
Thus, since f is continuous, 0 ≤ m ε ≤ 1, (5.5) and the fact that spt(p ε ) ⊆ {m ε = 1} yield the existence of a constant c 1 > 0 (independent of ε) such that
On the other hand, by taking 1 − m ε as test function in the first equation of (5.1), a similar computation using (5.4) yields
where c 2 > 0 is independent of ε. Since Ω > 1, inequalities (5.7)-(5.9) imply that λ ε is uniformly bounded w.r.t. ε and so p ε andα ε are uniformly bounded w.r.t. ε in M(Ω).
Step 2: Convergence of ∇u ε and m ε . By (5.8), as a function of ε we have that
(Ω) which implies that u ε is bounded in W Step 3: The limit equations. The weak formulation of the second equation in (M F G q,ε ) yields
Since, extracting a subsequence, w ε = m ε ∇F * ε (−∇u ε ) converges weakly in L (Ω) implies that
Moreover, extracting a subsequence again, we get that
The latter equality and Egorov's theorem imply that w = −m ∇u 2−q q−1 ∇u from which the second equation in (M F G q ) follows.
On the other hand, the weak formulation of the first equation in (M F G q,ε ) reads (5.10)
for any test function ϕ ∈ C 1 (Ω). The continuity of f and the dominated convergence theorem imply that
The previous steps imply that we only need to study the limit behavior of the second term in (5.10). Since H q,ε (−∇u ε ) is bounded in L 1 (Ω), there exists γ ∈ M(Ω) such that, extracting a subsequence, for all ϕ ∈ C(Ω),
Thus passing to the limit in (5.10) as ε → 0 we get
Setting, µ ∶= ρ −α ∈ M + (Ω) we obtain the weak form of the first equation in (M F G q ).
Step 4: Proof of (5.3). By (M F G q,ε ) and (5.4) we have 0 = Ω (1 − m ε ) dp ε − Ω m ε dα ε = Ω dp ε + (1 − m) dp = 0, i.e. spt(µ) ⊆ {m = 0} and spt(p) ⊆ {m = 1}, as in Corollary 4.2.
Appendix
In this section we recall some classical results about the regularity of solutions of elliptic equations with irregular r.h.s. Recall that we set ⟪⋅, ⋅⟫ for the duality product between (W Lemma 5.4. Assume that q > d and let a ∈ R. Then, there exists a unique weak solution (5.13) satisfying that Ω m dx = a. Moreover, there exists a constant c > 0, independent of (a, f ), such that for any F solving (5.12) we have that
Sketch of the proof: Noticing that (5.14) is invariant if a constant is added to m, it suffices to prove the result for a = 0. Since q > d we have that q ′ < 2 and so, by the Lax-Milgram theorem, existence and uniqueness for (5.14) holds in W 1,2 ◇ (Ω). Using interpolation results due to Stampacchia (see [Sta64] and [Sta65b] ), estimate (5.15) holds if Dirichlet-boundary conditions were considered (see e.g. [GM12, Theorem 7.1]). This argument yields the desired local regularity for m, which can be extended up to the boundary (which we recall that it is assumed to be regular) using classical reflexion arguments.
Finally let us recall the following result about elliptic equations with measure data. Remark 5.2. We remark that the result about the uniqueness of the (renormalized) solution of the problem (5.16) can be found in [DMMOP99] . Moreover since the regularity results in Theorem 5.5 are local, these remain true if we use homogeneous Neumann boundary conditions instead of Dirichlet ones. In this context the solution is unique up to an additive constant.
