We report a bioinformatic analysis of the datasets of sequences of all ten genes from the 2009 H1N1 influenza A pandemic in the state of Wisconsin. The gene with the greatest summed information entropy was found to be the hemagglutinin (HA) gene. Based upon the viral ID identifier of the HA gene sequence, the sequences of all of the genes were sorted into two subsets, depending upon whether the nucleotide occupying the position of maximum entropy, position 658 of the HA sequence, was either A or U. It was found that the information entropy (H) distributions of subsets differed significantly from each other, from H distributions of randomly generated subsets and from the H distributions of the complete datasets of each gene. Mutual information (MI) values facilitated identification of nine nucleotide positions, distributed over seven of the influenza genes, at which the nucleotide subsets were disjoint, or almost disjoint. Nucleotide frequencies at these nine positions were used to compute mutual information values that subsequently served as weighting factors for edges in a graph network. Seven of the nucleotide positions in the graph network are sites of synonymous mutations. Three of these sites of synonymous mutation are within a single gene, the M1 gene, which occupied the position of greatest graph centrality. It is proposed that these bioinformatic and network graph results may reflect alterations in M1-mediated viral packaging and exteriorization, known to be susceptible to synonymous mutations.
INTRODUCTION
It is important to elucidate the functional organization of the influenza virus in terms of molecular bioinformatics [1] . We report here an analysis of the information entropy (H) in the 10 genes of the 2009 pandemic H1N1 influenza A virus from Wisconsin, USA. These viral sequences form a well defined set that has been correlated to the clinical severity of disease and to the rate of hospitalization [2] . In the present study, the viral sequence ID identifiers for one influenza gene, the hemagglutinin (HA) gene, was used as a basis for sorting the sequences of all the other genes into subsets. The HA gene was found to be the gene of maximum entropy; the nucleotide position of maximum entropy in the gene of maximum entropy was used as the basis for a strategy for bisection of the set of sequences of each gene into subsets. Mutual information values facilitated the analysis of organization of mutations in the subsets on the intergenic level.
MATERIALS AND METHODS
Nucleotide sequences of the protein coding regions of the genes of H1N1 influenza viruses isolated in Wisconsin during the 2009 pandemic were downloaded from the NCBI Influenza Virus Resource Database [3] on July 27, 2011 (number of sequences in parentheses after designated gene): PB2 (318), PB1 (324), PA (331), HA (333), NP (329), NA (323), M1 (328), M2 (332), NS1 (331), NS2 (332). All sequences in the dataset were from viruses s obtained from human patients in Wisconsin between April 28, 2009 and December 17, 2009. All sequences were full-length and from the FLU project. The nucleotides of the influenza virus genes are referred to in this report with the nucleotide positions relative to the 5'-terminus of the mRNA.
Computations, except for mutual information, were performed with Python 2.6.4 [4] with SciPy 0.7.1 [5] , Numpy 1.3.0, matplotlib [6] and Networkx [7] . Information entropy was computed according to Shannon [8] . The reported zscore probabilities are two-tailed. Zscores were calculated using the standard deviation of the counts from 1000 pseudorandom trials. Mutual information (MI) was computed from sequence counts with R version 2.13.1 (The R Foundation for Statistical Computing) using the "entropy" package [9] .
The set of nucleotide sequences of each of the 10 influenza genes was bisected into two subsets, A658 and U658, depending upon the nucleotide occupying position 658 of the HA gene.
RESULTS
The total information entropy (H) for each of the 10 genes of the pandemic H1N1 Wisconsin virus is shown in Figure 1 . The total H of the HA gene was significantly greater than the H values for the other genes, either without (t = -27.0163, p = 3.7946e-09) or with (t = -25.2976, p = 6.3852e-09) normalization to the length of the gene polynucleotide sequence length. The position of maximum entropy in the HA gene was located at nucleotide position 658 (Figure 2) . Occupation by two nucleotides, A and U, accounted for 100% of the HA gene sequences. The nucleotide occupying HA position 658, the nucleotide position of maximum entropy in the gene of maximum entropy, was used as a basis for sorting the nucleotide sequences of all of the genes according to the viral ID of the HA gene.
The set of nucleotide sequences of each gene was bi- Table 1 . Table 1 shows the distribution of nucleotides in the A658 and U658 gene sequence subsets for each of the nine nucleotide positions displaying peak MI values. The mean sequence count observed for the predominant nucleotide, i.e., the nucleotide with the maximum count, in the nine A658 subsets was 136.8889 (standard deviation = 1.3699). In contrast, the mean for the non-predominant as a weighted graph network is shown in Figure 5 . Eigenvector centrality values [12] of the genes in the graph network are (centrality values in parentheses): M1 (0.5667), PB2 (0.37704), HA (0.3770), NP (0.3759), NA (0.3486), NS1 (0.2901) and M2 (0.2181). Genes PB1, PA and NS2 are unconnected, i.e., "isolated", with eigenvector centrality = 0.0000.
cant either parametrically (t-test), non-parametrically (K-S test) or by z-tests at each subset pair. The nucleotide counts were used to compute mutual information values for the correlations between all of the 72 pairs formed from the nine positions. The mutual information values were used for weighting edges in a graph network representation of the mutual information. In the evaluation of the organization of this graph network, the node representing the M1 gene was the node of greatest centrality ( Figure 5 ). This result is especially significant because the subsets of gene sequences were formed on the basis of the viral ID identifier of the HA gene, not of the M1 gene.
DISCUSSION
In the research presented here, a bioinformatic analysis was performed on the dataset of viral sequences from the 2009 H1N1 influenza pandemic in the state of Wisconsin. The Wisconsin dataset was chosen for analysis because 1) its wavelike kinetics has been shown to be associated with separation of the HA gene sequences into A658 and U658 subsets (manuscript submitted) and 2) sequence counts sufficient for statistical validity are available (see Materials and Methods for sequence counts of each gene). The present report extends the subset analysis to all of the genes of the Wisconsin 2009 pandemic influenza virus. Based upon the viral ID identifier of the reference HA gene sequence (Figures 1 and 2) , the sequences of all of the genes in the Wisconsin 2009 H1N1 influenza A dataset were sorted into two subsets, depending upon whether the reference HA sequence was either A658 or U658. It was found that the H distributions of the influenza gene subset pairs differed significantly from each other and from those of randomly generated subsets (Figure 3). Determination of MI of the subsets facilitated the identification of nine nucleotide positions, distributed over seven of the influenza genes (Figure 4) , at which subset sorting was associated with production of disjoint, or almost disjoint subsets of nucleotides ( Table 1) . The sorting of nucleotides at these nine positions produced complete, or almost complete, separation of nucleotides in the sequence subsets. Differences between nucleotide counts in the paired subsets were all statistically signifi-
The mutations at the nine positions of the influenza gene mutual information network are described in Table  2 . Seven of the nine positions are sites of synonymous mutations. Three of these sites of synonymous mutation are within a single gene, the M1 gene. Edge-weighting for these three sites accounts for the high eigenvector centrality [12] of the M1 node of the graph network (Figure 5). Synonymous mutations in the M1 gene have been reported to be associated with influenza viral subtype and host specificity [13] .
The centrality of the M1 node in the network may reflect the important role that M1 plays [14] , in concert with other influenza components [15] in the packaging and cellular exteriorization of the virus. Moreover, these biological functions of the M1 gene, necessary for viral production, are known to be susceptible to synonymous mutation [15, 16] . Thus, results presented here on bioinformatic and network levels may reflect mutationinduced alterations in M1-mediated viral packaging and exteriorization. Moreover, wave-like behavior of the 2009 influenza pandemic in Wisconsin may be associated with time required for accumulation of the coordinated, synonymous mutations into the multigenic network. 
