The problem of water wave scattering by a circular ice floe, floating in fluid of finite depth, is formulated and solved numerically. Unlike previous investigations of such situations, here we allow the thickness of the floe (and the fluid depth) to vary axisymmetrically and also incorporate a realistic non-zero draught. A numerical approximation to the solution of this problem is obtained to an arbitrary degree of accuracy by combining a Rayleigh-Ritz approximation of the vertical motion with an appropriate variational principle. This numerical solution procedure builds upon the work of Bennetts et al. (2007, J. Fluid Mech., 579, 413-443). As part of the numerical formulation, we utilize a Fourier cosine expansion of the azimuthal motion, resulting in a system of ordinary differential equations to solve in the radial coordinate for each azimuthal mode. The displayed results concentrate on the response of the floe rather than the scattered wave field and show that the effects of introducing the new features of varying floe thickness and a realistic draught are significant.
Introduction
In the polar regions, an intermediate state exists between the ocean and the inner land-fast ice. This is known as the marginal ice zone (MIZ) and is formed from the freezing of the surface layer of sea water into a relatively thin ice covering. MIZs are dynamic areas that are strongly affected by the incoming ocean waves. Their role is of particular importance in shielding the inner ice mass from the direct impact of ocean waves.
The MIZ will often consist of a number of individual floes that are formed either through in situ freezing or from the break-up of the outer perimeter of the inner land-fast ice. Each floe will have an individual response to wave forcing, as well as the conglomeration of floes having a net response. Our interest in this work is in the individual response of a fully 3D ice floe, here assumed for simplicity to be circular. The ability to solve the scattering problem posed by a single floe provides the basis for models in which multiple floes interact with one another under wave forcing that will be pursued in future work. Such a multiple floe model would then begin to realistically resemble the MIZ.
At present, ice floes in the MIZ are typically modelled as floating thin elastic plates and are considered under linear and time-harmonic conditions. Many existing solution procedures also require the ice to be of constant thickness. This assumption does not take account of the inhomogeneous nature of sea ice, primarily that the thickness of the floe will vary. Furthermore, existing methods require floes to be resting on the fluid surface, whereas a real floe must satisfy the Archimedean condition and be neutrally buoyant. They therefore experience submergence that adds an additional source of scattering at 274 L. G. BENNETTS ET AL. their edges. Our model will allow for both varying thickness through the ice's upper and lower surfaces, along with a physically realistic edge submergence.
Much work has been carried out in the area of wave scattering by ice-covered fluid that deals with reflection and transmission through features such as edges, cracks, leads, shelves and pressure ridges. An up-to-date review of this material can be found in Squire (2007) . The thin elastic plate resting on fluid is also the model used for very large floating structures (VLFSs) and a thorough literature survey for these types of problem can be found in Watanabe et al. (2004) . Although our primary motivation in this work is provided by the physical issue of an ice floe, we note that the findings of Section 6, which indicate that the properties of varying thickness and Archimedean draught are most important for relatively shorter wavelengths, would be of greater importance for situations pertaining to VLFSs.
Currently, however, there exist relatively few fully 3D models of floes. Meylan & Squire (1996) proposed two solution methods for the problem of a circular floe of constant thickness and a zero draught over an infinitely deep bed. In both, a free-surface Green's function is used to produce an integral equation for the unknown potential on the underside of the floe. One method then expands all the unknowns in the free modes of the plate taken in isolation so that the free-edge conditions are satisfied and the resulting system is truncated and solved directly. In the alternative method, a second Green's function that satisfies a hydroelastic equation is combined with the original integral equation to give a Fredholm integral equation of the second kind, which is solved numerically. Meylan (2002) uses the former method to solve for plates of an arbitrary shape but to do this requires numerical calculation of the free modes for all non-circular shapes. also solve the circular uniform ice floe problem but over a finite bed, wherein they use an eigenfunction matching method.
The work of Meylan (2002) concerning the isolated floe of an arbitrary shape has subsequently been extended to both finite and infinite arrays of such floes. considered the interaction of a finite number of floes by expanding around each floe in a local coordinate system and using Graf's addition formula to transform between the different systems. Peter et al. (2006) used a similar method to solve for a periodic straight-line array of identical floes. Wang et al. (2007) solved the same problem but via the application of a periodic Green's function. Bennetts et al. (2007) (hereinafter BBP) proposed a method of obtaining an approximation to an arbitrary degree of accuracy to the full linear solutions for problems in which the ice is permitted to be of any shape, vary in thickness and incorporate a physically correct draught. This is achieved by making a multi-mode expansion that restricts the vertical motion to a finite-dimensional space based on the vertical modes of the analogous uniform problem and extending the single-mode approximation of Porter & Porter (2004) (hereinafter PP) . Taken in conjunction with a variational principle, which is equivalent to satisfying the governing equations of the full linear problem, the expansion results in a new set of equations that are independent of the vertical coordinate and therefore allows for the more challenging aspects of varying ice thickness and submergence to be tackled. The bed is assumed to be of finite depth and may undulate without increasing the complexity of calculating the approximation, although this geometrical aspect is of secondary importance. A hierarchy of increasingly accurate approximations may then be created by progressively enlarging the dimension of the space over which we seek to restrict the vertical motion.
However, BBP only formulated numerical procedures for certain 2D problems. In this work, we will make the extension of the multi-mode approximation (MMA) to circular floes, with the simplifying restriction of axisymmetric variations. Sections 2-4 develop the work of BBP, setting out the governing equations of the full linear problem and generating the new governing equations of the approximation using given functionals, specific to the problem in hand. In Section 5, we identify a numerical method for solving the governing equations of the approximation, which entails a Fourier cosine expansion of the azimuthal motion to reduce our calculations to only ordinary differential equations (ODEs). Numerical results are given in Section 6, where we concentrate on the displacement of the floe itself and consider the effects of introducing thickness variations and an Archimedean draught for a range of incident wavelengths.
Boundary-value problem
The boundary-value problem that we are to solve is a particular case of that presented in BBP. However, unlike the formulation of BBP we will use the polar coordinates r and θ to define the location of a point in the horizontal plane, setting their origin to coincide with the centre of the floe. The vertical coordinate is z, which is directed upwards, and where z = 0 coincides with the undisturbed fluid surface outside of the ice-covered region.
We will consider the geometry to be axisymmetric and therefore all geometrical functions depend on the radial coordinate, r , only. The water lies above a fixed bed z = −h(r ), which is of a finite depth and extends infinitely in all horizontal directions. Away from the ice-covered region, the bed is flat and we denote the constant bed depth here by h = h 0 . The bed undulations beneath the floe will not contribute any extra difficulty for the solution process that will be outlined in Sections 4 and 5 and are added to maximize the generality of the model and the approximation technique that is developed. However, our focus is on the scattering properties of the floe itself, and for this reason in the numerical results presented in Section 6, the bed will remain flat.
A circular ice floe of radius R floats in the surface of the water and is of varying thickness D(r ). We therefore define Ω = {r < R, 0 θ < 2π } and Ω (0) = {r > R, 0 θ < 2π } as the projections onto z = 0 of the domain occupied by the floe and the ice-free domain, respectively. Furthermore, we define the contour Γ = {r = R, 0 θ < 2π } as the intersection of the ice edge with z = 0. In making these projections, we are implicitly assuming that the edge of the floe is vertical.
The underside of the floe, which is in contact with the water, has the equilibrium position z = −d(r ), where d is a known function. When forced by wave motion, this interface is subject to small-amplitude flexural oscillations, which will be defined shortly and require determination as part of the problem. For notational brevity, we define the fluid depth beneath the ice to be H (r ) = h(r ) − d(r ). A graphical representation of a cross-section of the floe is shown in Fig. 1 .
We take the fluid to be inviscid, incompressible, homogeneous and in irrotational motion. Moreover, the harmonic time dependence e −iωt , where ω is the set angular frequency, is assumed. It follows that the fluid motion may be described by the reduced velocity potential φ = φ(r, θ, z), where the real part of (g/iω)e −iωt φ(r, θ, z) denotes the full potential. The position of the fluid-ice interface takes the form z = −d(r ) + η(r, θ)e −iωt , where η is the time-independent part of the displacement of this interface from its equilibrium position z = −d.
On the basis that the unknown functions φ and η are small, we apply linear theory to the problem. The potential must now satisfy Laplace's equation within the linearized fluid domain,
for (r, θ) ∈ Ω ∪ Ω (0) ∪ Γ , where d = 0 for r > R in the domain used in (2.1a). Here, is the horizontal Laplacian. The notation ∂ r = ∂/∂r , and so on, is used throughout. For the bed, we have the no-flow condition
where ∇ = (1/r )(r cos θ∂ r − sin θ ∂ θ , r sin θ ∂ r + cos θ∂ θ ).
In (r, θ) ∈ Ω (0) , the fluid is unloaded and the free-surface condition
applies, where κ = ω 2 /g is the frequency parameter, g being the acceleration due to gravity. Under the assumption of linearity, PP gave conditions that couple the potential φ and displacement η at the linearized interface z = −d. These consist of a kinematic condition and the equation of motion that describes the oscillations experienced by the ice in terms of pressure disparity between its upper and lower surfaces, with a thin elastic plate used to represent the floe, the theory of which is discussed in full in Timoshenko & Woinowsky-Krieger (1959) . In terms of the polar coordinates, these conditions are, respectively,
The properties of the ice are contained in the scaled mass coefficient α and scaled flexural rigidity coefficient β, which are defined as
where ρ w is the density of the fluid, ρ i is the density of the ice, ν is Poisson's ratio and E is Young's modulus. As in BBP the physical constants take the values E = 5 × 10 9 Pa, ρ i = 922.5 kgm −3 , ρ w = 1025 kgm −3 , ν = 0.3 and g = 9.81 ms −2 .
In the far-field as r → ∞, the Sommerfeld radiation condition
holds uniformly in θ , for the scattered wave solution φ − φ I and the far-field propagating wave number k
0 , which will be defined in Section 4. Here, the function φ I represents the incident plane wave: 5) which satisfies the governing equations (2.1a-c) for h = h 0 that hold in the far-field. Without loss of generality, the direction of the incident wave has been aligned with θ = 0. Additionally, there are conditions on the continuity of the fluid beneath the ice edge and the dynamics of the ice edge, which will be defined in Section 3.
In the case that we are considering where the geometrical surfaces are permitted to undulate, (2.1a-d) are intractable as they stand. We must therefore pursue an alternative means of solution.
Variational principle
It was originally shown in PP that the equations that govern the motion of an ice sheet floating on water can be expressed as the natural conditions of a variational principle. Adapting this approach to the current problem, the required functionals take the form (3.1a) corresponding to the ice-covered region, and
for the free-surface region.
Temporarily ignoring the presence of terms at the lateral boundaries of the functionals, it can be confirmed that the stationary point of L , with respect to arbitrary variations δψ and δχ , is (ψ, χ ) = (φ, η), where φ and η satisfy the governing equations for the ice-covered region. These governing equations were given in Section 2 and are Laplace's equation throughout the fluid depth, the bed condition and the water-ice interfacial conditions (2.1d) all holding for (r, θ) ∈ Ω. Likewise, the stationary point of L (0) is ψ (0) = φ (0) , where φ (0) satisfies the governing equations of free-surface fluid, namely Laplace's equation, the bed condition and the free-surface condition for (r, θ) ∈ Ω (0) . We therefore seek the stationary point of the functional L + L (0) and recover (2.1a,b) for (r, θ) ∈ Ω ∪ Ω (0) and (2.1c,d) in their respective regions, as the natural conditions of the variational principle δ(L + L (0) ) = 0.
Let us now consider the boundary terms, which are needed to fully define the problem. These occur in the far-field r → ∞ in L (0) and on the cylindrical boundary Γ × (−h 0 , 0), which is shared by both functionals (3.1a,b) . The contribution to the variational principle from the far-field is removed if we assume that we only consider functions ψ (0) that take the form of the incident wave in the far-field.
As all the information pertaining to the floe is encapsulated in the functional L , it provides the correct dynamics of the ice edge through its natural conditions. These conditions were shown in PP to be the vanishing of the bending moment and shearing stress experienced by the edge of the floe, in this context given by
respectively, where
Although when we seek the stationary point of the functional L + L (0) we recover (2.1a-d), these alone are not sufficient to completely define the solution of the full linear problem. This is because we currently use unrelated variations δψ and δψ (0) , so that our present method defines two potentials φ and φ (0) that have no link at their interface. It is possible to connect the functionals by enforcing the continuity of fluid pressure as an 'essential condition' throughout the fluid depth beneath the ice edge. We must therefore impose δψ = δψ (0) on Γ × (−h 0 , −d(R)) and the continuity of fluid velocity arises as a 'natural condition'. However, this approach is incompatible with the approximation method that we will employ in Section 4 and we will expand on the reasons for this later.
To overcome this problem, PP introduced a particular linking functional. The appropriate version of this functional for our purposes is
where u = u(θ, z) is an auxiliary function used to link the potentials and does not require explicit calculation. If we now seek the stationary point of the functional L + L (0) − I, then the continuity of fluid pressure and velocity, respectively,
for (r, θ) ∈ Γ , both arise as natural conditions of the variational principle. Although it is not required, we note that the auxiliary function may be obtained from the natural condition Ru = ∂ r φ (0) = ∂ r φ. Using either method also produces the restriction
for (r, θ) ∈ Γ , as a natural condition. This ensures that the fluid from the ice-free region does not flow through the vertical submerged portion of the ice edge, if it exists. For clarity, we will retain the superscript (0) to denote quantities in the free-surface domain.
Multi-mode approximation
Following BBP, we obtain the full linear solution by constructing a sequence of increasingly accurate approximations. Specifically, we implement a type of Rayleigh-Ritz approximation by restricting the vertical motion of the reduced velocity potential to a finite-dimensional space of dimension N + 1 (N = 0, . . .), spanned by a set of 'vertical modes'. Consequently, the displacement function, η, is also approximated but only indirectly through its relation to the potential. The restriction of the vertical motion in combination with the variational principle of Section 3 has the effect of vertically averaging the problem's dependence on z. As we will see, a new set of governing equations is then generated, which are independent of this coordinate.
Our approximation can be made arbitrarily accurate by selecting the dimension N + 1 to be suitably large, so that we produce the full linear solution to any degree of accuracy through this method. Furthermore, we may influence the accuracy of the approximation through our choice of the subspace. That is, we may reduce the size of the subspace needed to produce a particular level of accuracy and hence the cost of the approximation by encapsulating the key features of the vertical motion in a small number of modes.
To do this, we first write the potential in the ice-free domain as
where the vertical modes are defined as w (0) n (z) = cosh{k
n are the roots of the free-surface dispersion relation
n (n = 1, . . .) purely imaginary and ordered such that −ik
n+1 . This choice produces the vertical modes that are found when separation solutions are sought in the ice-free region and ensures that the bed condition is satisfied.
The mode w (0) 0 supports propagating waves and appeared earlier in the incident wave (2.5). Hence, for any dimension N + 1, the approximation (4.1a) will contain the exact incident wave (2.5), and by applying the Sommerfeld radiation condition (2.4) to the scattered solution, the approximation will satisfy the correct far-field form. The remaining modes w (0) n (n = 1, . . .) support increasingly evanescent waves, which are generated at the edge of the floe and decay exponentially away from this interface.
In the ice-covered region, due to the geometrical variations it is not possible to calculate a set of vertical modes via separation solutions. Instead, we construct an approximation, which parallels (4.1a), as if at each point (r, θ) ∈ Ω the surrounding geometry is uniform, so that
(4.1b)
The vertical modes w n = cosh{k n (r )(z + h(r ))} now depend on the radial coordinate, as do the roots k n = k n (r ) of the ice-covered dispersion relation 2) which are ordered in the same way as the free-surface roots. This dependence on the radial coordinate results from the connection to the geometrical functions, α = α(r ), β = β(r ) and H = H (r ). Similarly, as the geometry is assumed to be axisymmetric, we note that the modes and the roots are independent of the azimuthal coordinate. For a floe of constant thickness and draught, and a flat bed, the primary mode w 0 supports propagating flexural-gravity waves and the remaining modes w n (n = 1, . . .) evanescent waves. In most cases,
0 , so that the incident wave is elongated when it enters the ice-covered region. There are two additional roots of the dispersion relation (4.2) over and above those that parallel the roots of the free-surface dispersion relation, which typically form a symmetric complex pair but may for some parameter values be purely imaginary. In BBP, it was proved that their corresponding modes are linear combinations of the modes w n (n = 0, . . .) and may therefore be disregarded for approximation (4.1b).
Furthermore, BBP showed that for certain physical parameters, as the geometry varies it is possible for the primary purely imaginary root, k 1 , to bifurcate into a complex root. This phenomenon is a result of a collision of k 1 with one (or both) of the additional roots. In the vicinity of such a collision, the derivatives (with respect to any independent variable) of the constituent roots are unbounded and this invalidates the use of the mode w 1 in our approximation. When this situation occurs, BBP proposed an alternative set of values to be used in place of the purely imaginary roots of (4.2), namely
An investigation of the ramifications of switching to these alternative modes was conducted in BBP on 2D models. As expected it was found that the convergence rate for the original modes was marginally superior but that both expansions produced accurate results at low numerical cost. There is no need to further probe this issue and we will continue to use the purely imaginary roots of the dispersion relation (4.2) when available, reverting to the values inπ/H at all other times.
Equations (4.1a,b) are described as the 'MMA' of dimension N + 1 of the velocity potential. We denote the complementary approximation of the displacement function by χ ≈ η. Our task is now to determine the amplitudes ϕ n and ϕ (0) n (n = 0, . . . , N ) along with χ , which are all functions of the polar coordinates only.
For consistency, an MMA of the auxiliary function u occurring in the ice-water boundary functional I is also required and we write
As in BBP, we choose v n = [w n ] r =R for numerical calculations.
Governing equations
We now apply the restrictions of the vertical coordinate defined by (4.1a,b) in the functional L + L (0) − I. Seeking the stationary point of L + L (0) − I over the finite-dimensional space defined by the vertical modes produces an approximation to the solution of the full linear problem, which, we recall, is the stationary point when the vertical coordinate is unrestricted. By increasing the size of the space through the use of a larger value of N , we may improve our approximation, so that it is possible to gain a solution to a chosen error tolerance. In effect, this means that we can produce the full linear solution to any given accuracy.
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The governing equations for the MMA were given in BBP for an arbitrary geometrical construction. For the present problem, these governing equations become
and
Equations (4.4a,b) are to be solved for the vectors of unknown functions Φ Φ Φ = Φ Φ Φ(r, θ) and Φ Φ Φ (0) = Φ Φ Φ (0) (r, θ), which are such that 5) and the approximate displacement χ ≈ η. The components of the various matrices are defined as
so that the matrices in the ice-covered region are functions of r and the matrices in the ice-free region are constants. The calculation of the quantities (4.6a-c) follows that described by BBP. Finally, we define the matrix C = diag{cosh(k 0 H ), . . . , cosh(k N H )} and the vector f = [1, . . . , 1] , which is of length N + 1. It is clear that the systems of equations (4.4a,b) are independent of the vertical coordinate z. The removal of a spatial dimension constitutes a sizeable numerical saving and leaves a set of equations that are numerically solvable for variable geometry.
As in the case in which the vertical motion is unrestricted, the variational principle applied to the approximate solution also provides accompanying jump conditions for the governing equations (4.4a,b) that apply on Γ . Before giving these we note that as w (0) n = w n on Γ throughout the fluid depth, it is not possible to enforce the continuity ψ (0) = ψ on this interface. This was the motivation alluded to in Section 3 for use of the functional I.
For the approximate potential, we have
where
and we have made use of the bed depth being uniform away from the floe. As the displacement is only indirectly approximated, the vanishing of the bending moment and shearing stress conditions remain and we have Mχ = Sχ = 0 on (r, θ) ∈ Γ for the approximate displacement χ . At this juncture, we note that there is a singularity in the governing equations at the centre of the floe (r = 0). This is a consequence of our use of polar coordinates and does not reflect a limitation in the model. Although it could be dealt with by analytical methods (e.g. series expansion), in order to avoid the ensuing numerical complications that employing such an approach presents we insert an additional boundary within the floe defined by the contour Γ ε = {r = ε R, 0 θ < 2π }. Within the inner disc Ω ε = {r < ε, 0 θ < 2π }, we assume that the ice is of uniform thickness and constant draught and the bed is flat. It will be shown in Section 5.2 that by creating such a requirement of the geometry we are able to remove the singularity analytically and hence avoid any numerical difficulty.
The addition of an internal boundary at r = ε means that we need to define jump conditions at this point. Here, we use the jump conditions derived by BBP on contours that separate two domains of connected ice cover through the functional L . To do so, we impose the continuity Φ Φ Φ + = Φ Φ Φ − on (r, θ) ∈ Γ ε , where the subscripts ± denote evaluation in the limit r = ε ± , as an essential condition in the variational principle. Unlike the equivalent ice edge condition, this continuity is satisfied by the full linear solution, and we are able to apply it to our approximation due to the continuity of the vertical modes at this point. The natural condition
then results, in which we have used the uniformity of the geometry in Ω ε . Likewise, we impose the continuity of the position and gradient of the displacement, χ + = χ − and ∂ r χ + = ∂ r χ − , as essential conditions and find the natural conditions Mχ + = Mχ − and Sχ + = Sχ − , which represent the continuity of the bending moment and shearing stress of the floe.
Numerical formulation
Having defined the governing equations of the MMA in Section 4, we are left to provide a suitable means of calculating this approximation. In particular, we seek a simple method having a low numerical cost.
Decomposition of the azimuthal motion
The method of solution that we pursue involves the expansion of the azimuthal coordinate in an infinite series and will result in a subsequent approximation of the MMA. This idea follows that of Chamberlain & Porter (1999) , who produced approximations for free-surface flows over axisymmetric topography.
As mentioned earlier, the inclusion of the mode w (0) 0 in the free-surface MMA means that the incident wave φ I is contained exactly in our approximation by including ϕ I in ϕ (0) 0 , where
and J m denotes a Bessel function of the first kind of order m. We will make use of the latter representation of the incident wave in our solution procedure and here we mirror this Fourier cosine expansion of the azimuthal coordinate in the MMA by writing , all of which are functions of the radial coordinate only. If we substitute the above expressions for Φ Φ Φ and χ into the governing differential equations (4.4a), then the azimuthal modes decouple and we are left to solve an ordinary differential system for each m, that we will write for brevity as 
with all unspecified values equal to zero. Finally, we define I j ( j = 1, . . . , N + 1) as a vector of length N + 1 with the only non-zero entry being a 1 in the jth position. The matrices A, B andD were previously defined in (4.6a-c). Inserting expression (5.2b) for Φ Φ Φ (0) into the partial differential system (4.4b) results in
Similarly, the jump and ice edge conditions decouple. At the internal boundary r = ε, we have
N +i,N +i = 1 (i = 2, 3) and Q
(m)
N +3,N +2 = (1 − ν) (∂ r β)(m/r ) 2 , with all unspecified values equal to zero. At the ice edge, we find that (4.7) becomes 4b) and the equations representing vanishing of the bending moment and shearing stress, respectively, become
for m = 0, . . .. We therefore solve the governing equations (5.3a,b) with jump conditions (5.4a,b) and ice edge conditions (5.5a,b) for each m independently and from here on we consider the problem for a single m only. For the numerical calculation of the MMA, we truncate the expressions (5.2a-c) to a finite dimension that will provide a suitable degree of accuracy.
Uniform geometry
In our current problem, we have two regions in which we have assumed that the geometrical functions, D, h and d, take constant values. Within the disc r < ε the situation is that of ice cover, whereas in the infinite region r > R no ice is present. As in the 2D problems that were formulated for numerical solution in BBP, we may produce analytic forms for the MMA in these uniform regions, which will facilitate the solution procedure that is outlined in the next section.
Beginning with the more difficult case, in which ice cover is present, we utilize the simplifications D = 0 and B = AK 2 − K SC that result from the uniform geometry, where K = diag{k 0 , . . . , k N } and S = diag{sinh(k 0 H ), . . . , sinh(k N H )}. The governing equations (5.3a) may therefore be reduced to
We note that the above system of ODEs has the solution constants. In order to determine the eigenvalue-eigenvector pairs, we insert the expressions (5.7) into (5.6a,b) to give the eigensystem
(5.8)
Eigensystem (5.8) is an intrinsic property of the MMA and therefore is, unsurprisingly, identical to that of the 2D case solved in BBP. Thus, we may use the work presented in BBP to deduce the representation 
is of size (N + 3) × (N + 3). We note that for the purely imaginary roots k n (n = 1, . . . , N ), J m (k n r ) may be alternatively represented as I m (k n r ), where I m is the modified Bessel function of the first kind of order m andk n = m{k n }. The matrix C, which is also of size (N +3)×(N +3), is defined by C n,n = 1,
,N +i = 1 and C N +3,N +i = −βμ 2 i−1 for n = 1, . . . , N + 1 and i = 2, 3. Here, the vector g = g(μ) is defined by 11) and the values μ i (i = 1, 2) are the roots of
that exist in the upper-half complex plane. These roots are dimension-dependent and, as discussed in BBP, approximate the motion of the complex roots of dispersion relation (4.2) that are omitted from the trial space in ice-covered domains. The Hankel functions have been eliminated in (5.9) by setting the constant q m to zero so that the solution remains bounded at the origin, which displays the advantage we have gained by inserting the disc of uniform geometry around the origin. In the domain of unloaded fluid with the flat bed, r > R, we may pursue a solution by an identical method. The resulting eigensystem is a degenerate case of (5.8) and, again, has been solved previously by BBP. In order to comply with the Sommerfeld radiation condition, we write the solution as (5.13) where the N + 1 square matrix
N r )} represents the scattered waves, with the vectors B m containing the as yet unspecified scattered amplitudes. Again we note that for the purely imaginary roots k 
The matrix J
N r )}, and therefore this part of the solution represents the incident wave.
Numerical calculation
In the annulus of varying geometry ε < r < R, the ODE system (5.3a) cannot be solved analytically and we must pursue numerical techniques. The above forms of the unknown functions in the uniform intervals are combined with the jump conditions to provide boundary data for these numerical solutions.
At the internal boundary (r = ε), (5.4a) along with (5.9) give
Similarly, by using expression (5.13) in (5.4b) we find
The bending moment and shearing stress conditions do not involve solutions in the uniform regions and hence remain as (5.5a,b). By combining the boundary data (5.5a,b), (5.15a,b) and (5.14) directly with the differential system (5.3a), we are able to calculate the vector Ψ m over the interval ε < r < R as a linear combination of solutions of (5.3a) with fully specified boundary values. However, due to the presence of the vectors of unknown amplitudes, A m and B m , in (5.14) and (5.15a,b), the number of linearly independent solutions required for this method is proportional to the number of unknowns present in the boundary data and is hence sensitive to the dimension, N + 1, of the approximation.
Therefore, to avoid the number of linearly independent solutions required increasing as the dimension of the MMA does, we reformulate conditions (5.14) and (5.15a,b). At r = ε, manipulations of (5.14) lead to the set of N + 3 conditions 16a) and at r = R, we may combine (5.15a,b) to give the N + 1 system of conditions
Taking equations (5.16a,b) along with (5.5a,b) provides us with boundary conditions for Ψ Ψ Ψ m that are expressed in terms of known values only. We may now calculate the MMA in the interval of varying geometry using only a single solution of (5.3a) for any dimension, N +1. To achieve this, we numerically calculate the vector of unknown functions Ψ Ψ Ψ m (r ) which satisfies the system of ODEs (5.3a) and the modified boundary conditions, for each m up to a finite limit that we have set.
Numerical results
In the results presented in this section, we will concentrate on the displacement experienced by the floe itself under forcing by a plane wave. Using the method outlined in the preceding sections, it would be equally possible to study the scattering of the incident wave that occurs in the surrounding free surface or the proportion of wave energy that reaches the far-field. Here, all the results are scaled by the factor κcsch(k
0 , so that they correspond to forcing by a wave of a 1-m amplitude. Unless otherwise stated, the MMAs have converged, with respect to the vertical and azimuthal coordinates, such that consecutive approximations have a normalized difference of O(10 −3 ). We therefore consider these results to represent the full linear solutions.
Validation of the code used in this section was made in Bennetts (2007) . In this work, the MMA was used to solve some of the problems involving uniform circular plates for which numerical results were calculated via an alternative method in Peter et al. (2006) and identical solutions were obtained.
The addition of geometrical variations
We begin by considering the effect that geometrical variations have on the bending experienced by the floe. To do this, we use two forms of variation. The first of these is a quadratic increase in the thickness of the ice as it moves away from the ice edge, so that
where D 0 is the constant thickness within the inner disc r < ε and D 1 is the edge thickness. This thickness increase manifests itself through variations to both the upper and the lower surfaces of the floe and is set to the ratio 2:7 in favour of the lower surface. For the purposes of this investigation, the geometrical variation occurs over a fixed proportion of the radius of the floe, with R/ε = 5. A graphical representation of this variation is given in Fig. 2(a) . The second variation takes the form of a rim at the edge of the floe, which protrudes from its underside. In this case, the ice thickness is of the form D(r ) = D 0 + d(r ), where D 0 is again the constant thickness within r < ε and for the amplitudeâ and d(r ) = 0 in r < ε. Once more we fix the proportion of the radius in which the variations occur, and here R/ε = 5/4. A graphical representation of this variation is given in Fig. 2(b) . Figure 3 plots the maximum value, Mη, obtained by the modulus of the displacement function, |η|, over the floe as a continuous function of incident wavelength, λ = 2π/k (0) 0 , for the floes that involve the variations described above. All the floes here have a radius of 50 m.
In Fig. 3(a) , we compare three different floes that have the quadratic variation in thickness of type (6.1). One floe has D 0 = D 1 = 0.76 m, which means that it is a uniform floe. For the remaining two floes, the edge is the thinnest part of the floe and we use the thicknesses D 1 = 0.38 and 0.076 m, so that the former has an edge that is half as thick as that of the uniform floe and the other, likewise, one-tenth of that of the uniform floe. The inner thicknesses for these floes are chosen so that all three floes share the same mass. This means that the thinner the floe at the edge the thicker it is at its centre.
Floes that contain a trigonometric rim of the form (6.2) are compared in Fig. 3(b) . Here, we choose the base thickness D 0 = 1 m for all three floes. Again, one of the floes is uniform (â = 0). The other two floes use the amplitudesâ = 0.5 and 2.5 m.
In all cases, the tendency is for the displacement experienced by the floe to diminish as the incident wave decreases in length. This is recognized as the floe reflecting shorter incident waves to a greater extent. As the incident wave becomes shorter, we do, however, note the presence of extrema that break the monotonicity of this relationship. This phenomenon will be investigated further at a later point.
Comparing the floes that have a quadratic increase in thickness shown in Fig. 3(a) , it is clear that the thinner the edge of the floe the greater the maximum bending that is experienced by the floe. This is true across the range of incident wavelengths chosen here with exceptions only around the fine structure. This effect is not so pronounced for the floes that contain a rim in Fig. 3(b) . In all cases shown in Fig. 3(a,b) , we observe that the inclusion of geometrical variations can cause significant changes to the results. In particular, note that the peaks may drift as well as vary in amplitude and even be created or destroyed by geometrical variations.
The the centre of the floe and in line with the incident wave, i.e. along the contours θ = 0, π . The geometrical variations are those used for Fig. 3 , although we concentrate only on the geometries in which the floe thicknesses actually vary. A second radius of R = 100 m is used and we take the two incident wavelengths λ = R/4 and 3R/4 for each radius.
Floes that increase in thickness quadratically from their edge are compared in Fig. 4 . The property of the floes with the thinner edge (solid curves) becoming displaced with a larger magnitude is evident for the shorter wavelengths, in Fig. 4(a,b.i) . Unsurprisingly, this increase in thickness occurs around the edge of the floe, at which point the floes displayed with solid curves are thinner than the floes shown with broken curves. Referring to Fig. 3(a) , we expect to also observe a greater displacement in the floes with the thinner edge for the longer incident wavelengths shown in parts (a,b.ii). However, in these cases it happens that the increased displacement occurs along contours in other directions. Therefore, we deduce from these figures that the increased displacement does not hold across the entire floe.
The shapes of the flexure of the corresponding floes shown in Fig. 4 are far more similar for the smaller floes, parts (a.i,ii), than the larger floes, parts (b.i,ii) . In particular, we note that, for the 100-m radius floes, the waves created within the floes, which are shown with solid curves, are longer and of a significantly smaller amplitude than the broken curve floes. The same can be seen to be true in the 50-m radius floes but the effect is far weaker. A general trait of floes is to dampen the flexuralgravity wave that passes through them away from their edges, and this can be clearly observed in these figures. As the floes with the thinner edge (solid curves) are thicker at their centre than the floes with the thicker edge (broken), we can therefore deduce that the thicker the ice at the centre of the floe, the greater the dampening of the waves. Furthermore, the larger the floe, the greater the dampening that occurs.
For the floes with a rim that are shown in Fig. 5 , we find that the shape of the corresponding displacements are generally similar. This is unsurprising considering that the floes share the same thickness for four-fifths of their length. The main difference in the two corresponding floes occurs around the rim where the thickness is different. For the longer incident waves of parts (a,b.ii), the rim is relatively short and is consequently passed over by the wave. In comparison, the rim is visible to the shorter incident waves of parts (a,b.i) and this leads to mainly quantitative differences. It is clear that the larger the amplitude of the rim, the smaller the displacement that is experienced by the floe. This is consistent with what we have observed for the quadratically varying floe. For the floe of a 50-m length, the rim is most sharp and we therefore witness the greatest deviation between the two floes in part (a.i).
The inclusion of edge submergence
We now turn to the effects of the inclusion of the physically correct Archimedean draught to the floe. In order to investigate this issue in isolation from that of the geometrical variations, which were the subject of the previous section, we will work with floes of a uniform thickness and flat upper and lower surfaces. Due to the relative values of the fluid and ice densities that have been set, the satisfaction of Archimedes' principle requires that 90% of the uniform floes lies beneath the equilibrium fluid surface, so that d = 9D/10 within the ice-covered disc (r < R).
In Fig. 6 , the maximum displacement as a function of incident wavelength is compared for a zerodraught floe and the corresponding Archimedean floe. Three floe radii, R = 25, 50 and 100 m, and three ice thicknesses, D = 1, 2 and 4 m, are shown in this figure.
It can be seen here that for all the floes shown and over the range of wavelengths taken, the inclusion of an Archimedean draught to the floe has a marked effect. However, we do note that for incident waves of length in excess of the length of the floe, which are not included in our chosen range, the flexure of both floes becomes trivial and difference between them is negligible. As would be expected, the influence of the submergence is stronger for the thicker ice floes.
A strong trait that can be observed here and is true more generally is that the magnitude of the displacement of the Archimedean floes is smaller than that of their corresponding floes that float on the fluid surface. We may attribute this phenomenon to the extra source of scattering that is provided by the submerged portion of the ice edge and is defined by condition (3.6). The feature of a smaller displacement in the submerged floe becomes more pronounced as the length of the incident wave decreases. This is to be expected as we have previously seen that here the role of the ice edge is most dominant due to it reflecting a high proportion of the incident wave.
The relationship between the zero-draught and Archimedean draught floes for relatively short incident waves is a complicated one. This is due to the presence of peaks in the displacement in this régime, which have been noted in earlier results. We note that these peaks are more prevalent for thinner ice and for larger floes. It is known that thicker ice produces longer flexural-gravity waves, and we therefore recognize the occurrence of peaks as disproportionate responses caused by the interactions of waves within the floe at certain frequencies.
In Fig. 6 , we can observe that the peaks become increasingly disproportionate and more frequent as the length of the incident wave decreases. Moreover, in general it can be said that the peaks for the corresponding floes occur in approximately the same positions but that those of the submerged floe are sharper than and most often exceed those of the zero-draught floe. In these cases, the displacement of the Archimedean floes will be greater than the corresponding floe that rests on the fluid surface.
We further investigate the effect of the introduction of a correct physical draught in Figs 7 and 8 by looking at the modulus of the displacement function, |η|, at specific frequencies. We now restrict our attention to a floe of radius 50 m and thickness 1 m, which has its maximum displacement plotted in Fig. 6(b) . Fig. 6(b) , we note that at the two frequencies the displacement of both floes does not form part of a peak. For the shorter of the two incident wavelengths, which is shown in part (a), the displacement of the zerodraught floe is significantly greater than that of the submerged floe. We note, however, that the shapes of the two curves here are similar. In part (b), the incident wave is of sufficient length that the flexure of both are almost identical to one another both quantitatively and qualitatively, and the magnitude of the submerged floe in fact narrowly exceeds that of the zero-draught floe.
In Fig. 8(a) , a wavelength of 3.9091 m has been chosen for which the displacements of both floes are peaking and in particular the submerged floe has an extremum. Our graph here is of the modulus of the displacement over the entire floe, where the upper-half plane displays the results for the zerodraught floe and the lower-half plane for the Archimedean floe and each contour plot is built up of 15 equispaced level surfaces between 0 and 19Mη/20. Here, Mη = 0.0565 m for the zero-draught floe and Mη = 0.2277 m for the Archimedean floe, so that the inclusion of submergence drastically increases the displacement experienced by the floe.
Looking at the structure of the displacement of the Archimedean floe, it is clear that it is dominated by the sixth azimuthal mode. We therefore attribute the disproportionate response at this frequency to the excitation of this mode. In Fig. 8(b) , the amplitude of the sixth azimuthal mode of the propagating wave, A 0,5 , for the two corresponding floes is plotted as functions of wavelength. As predicted, the amplitude of the Archimedean floe (broken curve) displays a large peak centred around the value λ = 3.9091 m, which is used in part (a). In comparison, the peak for the zero-draught floe (solid curve), which reaches its maximum around λ = 3.64, is far weaker and will produce far less dominant behaviour than seen for the Archimedean floe in part (a).
The property of the peak in the displacement being due to excitation of a particular azimuthal mode is true of all the other peaks. As the flexure of the ice becomes more complicated because of a higher frequency or thinner ice or a larger floe, the higher-order azimuthal modes become more significant. Hence, in these cases, there is a greater scope for the excitation of azimuthal modes, and as witnessed in Figs 3 and 6, their prevalence increases.
Conclusions
We have applied the variational principle and multi-mode expansion of the vertical motion that was outlined in BBP to the linear, time-harmonic problem of a circular ice floe forced by a plane wave. Using this method creates a process of vertical averaging that generates a new set of governing equations, which are independent of the vertical coordinate. This technique allows for situations in which the ice varies in thickness through both its upper and lower surfaces and floes that satisfy a physically realistic buoyancy condition. A simplifying assumption of the geometrical variations being axisymmetric was made, and methodology was developed specifically for this situation.
Although it was not investigated numerically, our model also permits the bed to undulate beneath the floe, whereas in the surrounding ice-free domain, which stretches to infinity in all directions, we assumed a flat bed. We mention in passing that it would easily be possible to modify our model to allow for an annular region away from floe in which the bed varies.
The variational principle used here requires separate functionals for the domain bounded above by the floe and the surrounding free-surface domain. At the interface between the ice-covered and ice-free domains, an additional functional is used to link the velocity potential. By seeking the stationary point of the sum of these three functionals, we find a set of natural conditions that coincide with the governing equations of the full linear problem. Furthermore, the variational principle provides all the necessary joining and ice edge conditions.
In the two respective domains, we then expanded the potential in a finite sum of the vertical modes that arise in the corresponding problem in which the geometrical surfaces are flat. As the surfaces were permitted to undulate within the ice-covered domain, the modes there depend on the particular geometrical values at each point within the disc. Combining these representations with the variational principle produced an approximation that could be chosen to be accurate to an arbitrary degree through a suitable choice of the number of vertical modes used.
The governing equations of this MMA, which are generated by the variational principle, involve a finite set of partial differential equations in the polar coordinates, the dimension of which is dictated by the dimension of the approximation. A further approximation was introduced by expanding the azimuthal dependence of the unknown functions in the form of Fourier cosine series, where again the accuracy could be set arbitrarily by choosing a large enough dimension. Due to the assumed axisymmetry of the geometry, the governing equations then decoupled to leave a finite set of ODEs in the radial coordinate with corresponding joining and ice edge conditions.
There is a singularity present in the governing equations at the centre of the floe. In order to deal with this issue without the need to resort to complicated numerical techniques, we assumed the existence of an arbitrarily small disc around the centre of the floe, within which the geometry is uniform. This assumption simplifies the governing equations in this region so that we were able to give explicit, bounded forms for the unknown functions there. Similarly, we used the fact that the bed was flat away from the floe to produce explicit forms for the unknown functions in the free-surface domain, where we represent the scattered solution with Hankel functions of the first kind and the outgoing waves consequently satisfy the Sommerfeld radiation condition. Using the explicit forms along with appropriate joining and ice edge conditions, we were able to formulate our approximation as the solution of a single system of boundary-value problems for each Fourier cosine mode.
In displaying a selection of numerical results, we were primarily interested in the displacement and flexing of the floe and in the effects on these of variations in floe thickness and submergence. We observed that the introduction of these features could cause a significant change in the results. The points of the greatest sensitivity to thickness variations and submergence were around the peaks in the displacement that occur for relatively short incident waves and for which the floe experiences a disproportionately large response. These extrema were attributed to the excitation of particular azimuthal modes. The introduction of geometrical variations were seen to modulate and displace the position of the peaks, whereas a submergence tended to exacerbate their amplitude. Away from the peaks we noted that a thinner ice edge led to greater flexure of the floe and that the introduction of edge submergence caused greater scattering of the incident wave so that the floe became displaced with a smaller magnitude.
A clear avenue for the extension of this work would be to consider the problem of multiple floes, which would lead further towards a realistic model of the MIZ. Some problems of this type have been solved previously, e.g. by who considered the interaction of a finite number of floes by using local coordinate systems for each floe and transforming between these systems using Graf's addition formulae for Bessel functions. This idea was extended by to an infinite straight-line array of identical floes and the same problem was later solved by Wang et al. (2007) using a periodic Green's function. However, for all these problems the floes were of a constant thickness and a zero draught. In comparison, the model described in this paper could be developed for more complicated multiple floe arrays in which the floes are distributed as in the above-mentioned works but where the ice thickness varies and submergence is included.
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