I N T RO D U C T I O N
Subduction zones host a wide variety of processes that are central to the dynamic behaviour of the planet, including the evolution and modification of oceanic lithosphere prior to subduction; megathrust earthquakes and explosive volcanism; growth of continental crust through sedimentary and magmatic accretion and recycling of water, carbon and crustal materials into the deep mantle. Seismic images of the crust and mantle across and along subduction zones provide important constraints on these processes, both by characterizing the crustal and lithospheric architecture of the system and by quantifying critical parameters such as temperature, sediment distribution, and melt and volatile content. Regional-scale seismic analyses employing both active-and passive-source techniques have been highly successful in resolving localized portions of the subduction system, including on the incoming plate (e.g.
van Avendonk et al. 2011; Tian et al. 2013; Bell et al. 2016; Han et al. 2016; Horning et al. 2016; Canales et al. 2017) , across the megathrust (e.g. Trehu et al. 1994; Parsons et al. 1998; Nedimovic et al. 2003; Li et al. 2015) , and along and across the forearc, arc and backarc regions (e.g. Shillington et al. 2004; Wiens et al. 2008; Abers et al. 2009; Audet et al. 2009; Wagner et al. 2010; Calkins et al. 2011; Porritt et al. 2011; Wei et al. 2016) . Prior to the recent deployment of amphibious arrays, seismic images of entire subduction systems have generally been limited to global models (e.g. Kustowski et al. 2008; Ritsema et al. 2011; French et al. 2013; Moulik & Ekström 2014) , which lack the resolution to distinguish across and along-strike variations within these highly heterogeneous systems.
The Cascadia Initiative (CI) experiment (Toomey et al. 2014 ) enables the study of the Cascadia subduction zone using seismic instrumentation extending from the Juan de Fuca ridge offshore to C The Author(s) 2019. Published by Oxford University Press on behalf of The Royal Astronomical Society.
beyond the Cascades volcanic arc, from northern California to the Canadian border (Fig. 1) . The experiment spans the young (0-10 Ma) oceanic Juan de Fuca and Gorda plates from the ridge to the trench, a sediment-rich accretionary continental shelf, a forearc consisting of accreted terranes including the uplifted Olympic Peninsula and the coast ranges of Washington and Oregon, the Cascades volcanic arc and a broad backarc region that transitions from stable continental crust in the north to active extension in the Basin and Range province to the south. Emerging results from CI and related analyses suggest that the Juan de Fuca plate is formed at a hot, asymmetric, spreading centre with ∼ 1-2 per cent partial melt that either quickly cools or solidifies through downwelling beneath the centre of the plate (Tian et al. 2013; Bell et al. 2016; Gao 2016; Byrnes et al. 2017; Eilon & Abers 2017) . Intraplate structural heterogeneity associated with palaeoridge migration (Wilson 1993 ) is interpreted as enhanced localized cooling and/or hydration (Bell et al. 2016; Han et al. 2016; Horning et al. 2016; Canales et al. 2017) . Surfacewave and receiver-function imaging suggests variable amounts of sediment and/or fluids at the megathrust interface (Janiszewski & Abers 2015; Gao 2016) . Body-wave tomographic imaging of the upper mantle beneath the forearc indicates low-velocity regions that have been interpreted as accumulated melt-rich material in the asthenosphere beneath the subducting slab (Hawley et al. 2016; Bodmer et al. 2018) .
In this study, we present a comprehensive set of Rayleigh-wave phase-velocity maps from 9 to 160 s period spanning the Cascadia subduction region. We focus on phase-velocity maps, rather than an inversion for 3-D shear-velocity structure, for two reasons. First, regional phase velocities represent a basic observation that can be derived directly from seismic waveforms with minimal assumptions or choices by the analyst. Therefore, they can be relatively easily compared to other phase-velocity observations from different regions (e.g. James et al. 2014; Godfrey et al. 2017) or to alternative models from the same region (e.g. Foster et al. 2014; . In contrast, regional shear-velocity models require a variety of critical decisions on the inversion process, such that subsequent comparison between models results in an ambiguity of whether differences are required by the data or result from modelling choices. Second, they can be easily modelled for a variety of material parameters (e.g. Ma & Dalton 2017) , including temperature, composition, crustal architecture and sediment distribution. Our phase-velocity models show marked coherent heterogeneity both on-and off-shore. We analyse the variations on the Juan de Fuca plate, the subductionzone forearc region and along the Cascades arc, and we discuss possible relationships between variations in the three regions in the context of the underlying thermal, compositional and deformation processes.
M E T H O D S

Instruments and data
We construct fundamental-mode Rayleigh-wave phase-velocity maps that image the Cascadia subduction zone. They are derived at short periods (9-20 s) from ambient-noise correlation, providing constraints on the crust and shallow upper mantle, and at longer periods (20-160 s) from earthquake data, providing constraints spanning the lithosphere and upper asthenosphere. These data sets are recorded on broad-band ocean-bottom seismometers (OBSs) and onshore instruments from all four years of the CI (Toomey et al. 2014) , as well as a subset of sites from the Blanco and Gorda OBS experiments (Nabelek & Braunmiller 2013) and other networks (Fig. 1) . Combined, these comprise an array with ∼70 km station spacing (or less in focus regions) extending from the Juan de Fuca ridge to the east of the Cascades volcanic arc. Each of the OBS instruments is also equipped with a pressure sensor, either a differential pressure gauge or an absolute pressure gauge.
Earthquake Rayleigh-wave processing
We calculate phase-velocity maps from regional and teleseismic surface-wave observations following the method of , which uses frequency-dependent phase-delay and amplitude measurements to calculate phase-velocity maps via the Helmholtz equation (Lin & Ritzwoller 2011) . The initial data set consists of all earthquakes with M w ≥ 6.5 and epicentral depth < 50 km that occurred between 5
• and 125
• from each station, yielding a total of 208 earthquakes. The data are bandpass filtered between 10 and 200 s period, downsampled to one sample per second and converted to displacement by deconvolving the instrument response.
For each earthquake, the vertical-component Rayleigh waves are windowed in time (Fig. 2) following the method outlined in prior to calculating the cross-correlations between station pairs. Broad-band cross-correlation functions (CCFs) are calculated for all station pairs with interstation distances < 200 km. This interstation distance range is chosen to minimize errors due to cycle skipping. The CCFs are narrow-band filtered using a 10 per cent width Gaussian filter centred on the periods of interest: 20, 25, 32, 40, 50, 60, 80, 100, 115, 130 , 145 and 160 s. Phase delays for each station pair are measured from the narrow-band CCFs using a Gaussian wavelet, and wavefield amplitude at each station is estimated from the autocorrelation at each narrow-band frequency . The collection of multichannel phase delays is checked for internal consistency and cycle skipping, which is eliminated by comparing the apparent interstation delays with plausible model dispersion. After these quality-control steps, 183 earthquakes are retained (Fig. 3) .
The phase delay times at each period are used to calculate apparent phase-velocity maps for each earthquake using the Eikonal equation (Lin et al. 2009 ). Since the Eikonal equation relates traveltime gradient to apparent phase velocity, the estimated apparent phase velocity can be biased by focusing and defocusing. The Helmholtz equation uses amplitude information to correct apparent phasevelocity measurements for these effects, producing estimates of true structural phase velocities (Lin & Ritzwoller 2011) . A comparison of the Eikonal and Helmholtz phase-velocity maps is presented in the Supporting Information. We use the observed Rayleigh-wave amplitudes at each station to estimate the Helmholtz correction at each frequency using a surface-fitting technique . Short-wavelength amplitude variability associated with inaccurate instrument response or anomalous site effects are removed using station terms determined by averaging over all events (Accardo et al. 2017) . The Helmholtz-corrected phase-velocity maps are calculated for each earthquake and then stacked to determine final structural phase-velocity maps for the entire array.
Compliance and tilt corrections
Signals measured on the seafloor benefit from the reduction of compliance and tilt noise prior to processing. Compliance noise is produced by the deformation of the seafloor in response to the loading from long-wavelength infragravity ocean waves at the water surface DeMets et al. 2010) . The deformation front is represented by a thick black line; thinner black lines are 10 km depth contours to the top of the subducting Juan de Fuca crust (McCrory et al. 2012) . The deformation-front-parallel transect from the active-source ridge-to-trench experiment is shown as the white line labelled R2T, which gives local constraints on sediment properties (Han et al. 2018) . The white boxes labelled arc and backarc are the regions where average phase velocities are calculated for Fig. 18 .
and can be reduced in the vertical seismogram by using a collocated pressure sensor (Crawford & Webb 2000) . The magnitude of compliance noise is frequency dependent, with an observable signal that extends from a low frequency below the capability of the broad-band seismometers (i.e. below 0.005 Hz) to a high-frequency limit that is controlled by the water depth. The maximum frequency for the infragravity wave signal can be estimated by
where g is the gravitational acceleration and d is the OBS deployment depth . The OBSs used here are deployed in water depths that range from 52 to 4464 m, which implies that the highest frequencies affected by compliance noise will range from ∼ 0.019 to 0.173 Hz or periods of 6 to 52 s. This overlaps with the 20-160-s-period band of interest. Tilt noise is due to bottom currents acting on the instruments and can be corrected via a transfer function between the vertical and the two horizontal components sequentially (e.g. Crawford & Webb 2000) , or between the vertical and the calculated maximum horizontal direction of the tilt noise (e.g. Bell et al. 2014 ).
To accurately determine compliance and tilt corrections, sections of data that contain transient signals (e.g. local or teleseismic earthquakes, instrument glitches) are removed prior to calculating the transfer functions. We develop and employ a two-step automated quality-control method that removes sections of data contaminated by transient signals (Fig. 4) , allowing accurate daily transfer function calculations. Once high-quality spectra are determined for each station, the appropriate transfer functions are calculated for tilt and compliance noise removal (Fig. 5) . Details on the corrections and any additional pre-processing steps applied to each station are provided in the Supporting Information.
Ambient-noise processing
To calculate phase-velocity maps from ambient-noise crosscorrelograms, we adapt the frequency-domain method using Aki's formulation (Aki 1957 ) described in Ekström et al. (2009) and . We utilize the daily, vertical-component broad-band cross-correlograms between all station pairs produced by Gao & Shen (2015) . Daily cross-correlations are stacked for each station pair; OBS stations that reoccupy the same site within 500 m over (2006) (2007) (2008) , when the Cascadia Initiative array was in its northern configuration (2011) (2012) (2013) (2014) and in its southern configuration (2012) (2013) (2014) (2015) . multiple deployment years are stacked together (Supporting Information).
There is evidence of clear Rayleigh-wave signals in the stacked cross-correlations in the expected velocity window (defined between 1.8 and 5.5 km s −1 ), including the OBS data (Fig. 6 ). The only exceptions to these clear signals are observed at several of the shallow water OBSs deployed on the continental shelf. Here, a decrease in ambient-noise cross-correlation quality is likely due to compliance noise affecting the microseism band at shallow water depths (Webb & Crawford 2010; Tian & Ritzwoller 2015) . We do not observe any widespread evidence of fundamental-mode Rayleigh waves travelling within the water column (also referred to as Scholte waves); such coupled modes are typically observed at periods < 10 s (e.g. Harmon et al. 2007; Yao et al. 2011; Bowden et al. 2016) , which is shorter than our main observations.
A phase-velocity curve is determined for each station pair by relating the real part of the spectrum of the cross-correlogram to a modulated Bessel function scaled to the frequency-dependent phase velocity, using a waveform-fitting algorithm ; e.g. Fig. 7 ). This method improves upon the zero-crossing method of Ekström et al. (2009) for close station distances where few zero crossings exist. The waveform fitting is sensitive to the initial dispersion curve assumed for the fitting, and we found that the inversion can be stabilized by first using initial dispersion curves for each station pair derived from the zero-crossing method, rather than generic regional a priori dispersion curves. This approach increases the number of successful dispersion measurements while simultaneously decreasing the average misfit of the Bessel functions by ∼16 per cent. We invert the station-pair phase-velocity observations for phasevelocity maps at periods of 9, 10, 11, 12, 13, 14, 15, 17 .5 and 20 s, using finite-frequency sensitivity kernels (e.g. Lin & Ritzwoller 2010) approximated to include only the inner two Fresnel zones. Interstation phase-velocity measurements, expressed as slowness perturbations from a reference average velocity, are weighted by errors estimated from the dispersion-curve inversion. The prior error is calculated as a standard estimate of data uncertainty from the residuals (Crosbie 2018) . We use a constant phase velocity calculated from the weighted average from all station pairs at a given period as the starting model; however, we test a range of constant initial velocities (± 0.5 km s −1 ) and observe no significant effects on the final result. A first-derivative smoothing constraint is applied; the smoothing factor is determined through a series of L-curve tests at each period. Only station pairs with cross-correlations that have a signal-to-noise ratio ≥ 5 after stacking the forward-and reverse-time directions for the expected Rayleigh-wave window, and with interstation distances ≥ 20 km are used at all periods. To avoid errors associated with the noise of the shelf OBS instruments, OBSs at depths shallower than the predicted depth for compliance noise at 20 s period (624 m) are excluded from the inversion.
R E S U LT S
The phase-velocity maps (Fig. 8 ) reflect the major tectonic features of the Cascadia region: the Juan de Fuca and Gorda ridges, the contrast between faster velocity oceanic lithosphere and slower continental forearc lithosphere, slow velocities beneath the volcanic arc and the faster subducting plate. Features are well resolved in both the onshore and offshore regions. Additional maps of phase velocities, uncertainties, ray-path densities and resolution tests are provided in the Supporting Information.
Quality of the offshore measurements
With the exception of the 9 s period constrained by ambient-noise data, average uncertainties in the phase-velocity maps are higher in the offshore areas than onshore (Fig. 9 ). For periods constrained by the earthquake data, uncertainties are estimated as a standard error of the mean of the event-based phase velocity within each pixel. For periods constrained by ambient-noise data, the result is bootstrapped by resampling with replacement the original stationpair phase velocity measurements, using identical parameters over 1000 iterations; uncertainties are estimated as a standard deviation of these results (e.g. Calkins et al. 2011) . While the uncertainties for the two data sets are not directly comparable due to the differing measures of error appropriate for the given analysis, variations in uncertainty are meaningful within the data sets. With the exception of the very long-period offshore data (T > 100 s), the uncertainties are less than 15 per cent of the total range of the data. In general, these results suggest that we are able to robustly image both environments at a wide range of periods.
Comparison of earthquake and ambient-noise results
The Rayleigh-wave signal-to-noise level falls off rapidly at periods longer than 20 s for the ambient-noise CCFs, and at periods shorter than 20 s for the earthquake seismograms. As a result, the phase velocity maps from the two techniques overlap only at 20 s. Ideally, minimal variation should exist between the phase velocity maps at 20 s calculated using the two data sets since they are sensitive to the same structures. The mean absolute difference between the two 20 s phase velocity maps is 0.1017 km s −1 (Fig. 10 ). This is larger than the average uncertainty of the measurements, but is still small relative to the 0.95 km s −1 total range of the 20 s phase velocity map (Fig. 8) . However, differences of > 0.4 km s −1 are observed in some locations, particularly near the coastline and southeast corner of the map; the discrepancy is larger than observed in other studies that have combined these techniques (Lin & Ritzwoller 2011; Accardo et al. 2017 ) and reflects ambient-noise phase velocities that are slower than the earthquakebased results. The region near the coastline is less well constrained using the ambient-noise data since shallow OBS sites are not used. Similarly, since the ambient-noise data set does not incorporate the transportable array data deployed from 2006-2008, the southeast corner of the region is also sparsely covered (Fig. 1) . The effect of this difference in station distribution is reflected in the resolution maps (see the Supporting Information), which show relatively decreased resolution in these regions for the 20-s-period ambientnoise phase-velocity maps; this decrease is not shown for the 20 s earthquake-based resolution maps. Thus, the largest differences are likely in part due to differences in data coverage, which was absent from previous studies using similar methodologies (e.g. Accardo et al. 2017; Crosbie 2018) . Furthermore, the 20-s-period phase-velocity maps for both the ambient-noise and Helmholtz results have higher average uncertainties relative to their adjacent periods. This implies that the data quality is relatively poor at the 20 s period for both data sets; the difference between the phase velocity maps may reflect this.
Comparison with previous studies
We compare our amphibious phase velocity maps with previous results for Cascadia that have used either entirely onshore or offshore data, encompassing both ambient-noise and earthquake-based surface waves (Fig. 11; Wagner et al. 2010; Porritt et al. 2011; Bell et al. 2016) . We observe good agreement with our results, particularly in relation to major tectonic features. One region with significant differences is the forearc, which is expected because previous studies are not amphibious. Compared to the onshore results (Figs 11b-d) , we more clearly resolve two distinct strike-parallel lines of slow velocities-one beneath the volcanic arc and the other along the coastline, separated by a region of higher velocities. These slowest velocities (<3.6 km s −1 ) along the coastline are not imaged by the offshore result, although they extend offshore in our maps (Figs 11a and e) . This demonstrates the improvement in resolution of the forearc and even the transition into the volcanic arc by using an amphibious data set. Furthermore, these forearc patterns are similar to those observed in onshore-offshore models of shear velocity (e.g. Gao 2016; Rathnayaka & Gao 2017; Gao 2018) , although the phase velocities are not directly comparable to depth slices. Another significant difference is between the velocities of the Gorda plate observed by the offshore result ( Figs 11a and e) ; Bell et al. (2016) image slower velocities beneath the entire Gorda plate. Bell et al. (2016) utilize an age-dependent starting model, and our result incorporates an additional year of OBS stations on the southern half of the study area, both of which may contribute to this difference. 
D I S C U S S I O N
Shear-velocity sensitivity kernels are calculated using the program surf96 (Herrmann & Ammon 2004; Herrmann 2013) for three different velocity models to guide interpretations of the phase velocity maps and better understand the effects of structural variation across the array (Fig. 12) . We generate a continental model based on the starting model from Calkins et al. (2011) , who inverted ambient-noise CCFs in a part of this region. Over oceanic crust we use a model with 3 km of water and 0.1 km of sediment overlying 6 km of crust, where sediment shear velocity is constrained by the empirically observed relationship between sediment thickness and V s in Cascadia Bell et al. 2015; Bell et al. 2016) , and crustal and upper-mantle velocities are consistent with young oceanic lithosphere (Gaherty & Dunn 2007) . For the accretionary wedge, we construct a model with 100 m of water, and a 7.5 km thick accretionary wedge overlying the oceanic crust and mantle; wedge velocities are consistent with those observed landwards of the deformation front in active-source studies (e.g. Horning et al. 2016) converted to shear velocities using empirical relationships (Castagna et al. 1985; Brocher 2005 ) and satisfy Pand S-wave delay times used in sediment-property calculations (e.g. Rychert et al. 2018 ). This representative model for the accretionary wedge has the subducting Moho located at 13.7 km below sea level, which is within the observed range of Moho depths beneath the Cascadia margin offshore (Janiszewski & Abers 2015; Horning et al. 2016) . Sensitivity kernels at all periods are similar for the oceanic and continental models indicating that phase velocities in these regions at a given period can be inferred to be sensitive to similar depth ranges to first order. However, for the continental shelf, the low velocities in the shallowest 10 km significantly affect the sensitivity kernels for periods from 10 to 20 s, shifting peak sensitivities for periods of 20 s or less into the upper 10 km. This model does not represent the entire accretionary wedge; the kernels should be more similar to the oceanic crust kernels close to the trench, and lithification of the wedge as it thickens may produce faster velocities at depth closer to the coast. However, the comparison does show strong changes in depth sensitivity at these periods associated with crustal structure, and highlights the need for careful evaluation of phase velocity maps independent of any complex, highly nonlinear inversion for shear velocity. Periods longer than 32 s have similar sensitivity kernels for each of the three different models.
Structure of the oceanic plate prior to subduction
From 10 to 25 s period the fastest phase velocities are seaward of the deformation front, within the oceanic plate (Fig. 8) . At these periods oceanic phase velocities are sensitive to the mantle, whereas within the continent these periods sample the crust (Fig. 12) , explaining the significantly slower velocities landward of the deformation front. This dichotomy diminishes at longer periods where phase velocities in both geographic regions sample mantle. Slow phase velocities are located along the axis of the Juan de Fuca and Gorda ridges relative to the plate interior at all periods, although most clearly observed from 25 to 80 s. There is some asymmetry with slower velocities west of the Juan de Fuca ridge, consistent with previous surface wave observations (Bell et al. 2016) . However, this feature is on the edge of the phase-velocity maps and not well resolved, so we do not interpret it further. Within oceanic plates the phase velocity is expected to vary with plate age. Previous measurements have typically focused on larger oceanic basins including the Pacific (Nishimura & Forsyth 1988) , the Atlantic (James et al. 2014) , and the Indian (Godfrey et al. 2017) . Our data set offers the opportunity to compare these measurements with a significantly smaller and younger plate system, but with greater instrument density to resolve finer-scale age dependence. We group the Juan de Fuca and Gorda plates into ages between 0-4 Ma and >4 Ma using the magnetic lineation interpretation of Wilson (1993) , comparable to age bins used for the Pacific (Nishimura & Forsyth 1988 ) and Indian basins (Godfrey et al. 2017) . Due to the slow spreading rate in the Atlantic, the youngest age bin in the James et al. (2014) model is 0-20 Ma, while the maximum age for the Juan de Fuca and Gorda plates is 10 Ma, making comparison between these two data sets difficult.
At all periods, the Juan de Fuca plate has phase velocities faster than the Gorda plate for 0-4 Ma plate ages (Fig. 13) . This is also true for plate ages > 4 Ma, but since the Juan de Fuca plate reaches maximum plate ages greater than the Gorda plate, these values are not directly comparable. Previous observations of anisotropy suggest differences beneath these two plates (Bodmer et al. 2015; Martin-Short et al. 2015) are related to variations in asthenospheric flow patterns and to varying contributions from the adjacent Pacific plate. The Gorda plate also displays extensive intraplate seismicity (Chaytor et al. 2004) , which implies pervasive faulting that could lead to increased alteration of the lithosphere compared to Juan de Fuca. Body wave velocity and attenuation measurements (Byrnes et al. 2017; Eilon & Abers 2017) reinforce the idea that the Gorda plate has a distinct tectonic and structural character to the Juan de Fuca proper.
From 20 to 120 s period, average phase velocities for the 0-4 Ma age Juan de Fuca and Gorda plates are greater than found in the Pacific by Nishimura & Forsyth (1988) by ∼0.15 km s −1 but comparable to those found in the Indian by Godfrey et al. (2017) (Fig. 13b) . At periods ≥80 s there is little difference between the 0-4 Ma and > 4 Ma ranges, both of which are similar to the 4-20 Ma Pacific and both Indian results. At the shortest periods (< 14 s and < 17.5 s for the Juan de Fuca and Gorda plates, respectively) the phase velocities at >4 Ma are slower than for 0-4 Ma. Lithosphere >4 Ma is adjacent to the deformation front in this system and is overlain with thicker sediment (Divins 2003; Han et al. 2016) ; thus, it is likely that the slow and thick sediment layer accounts for low phase velocities at short periods.
To further examine these age dependent phase velocity relationships, we compare our results to phase velocities predicted for lithospheric thermal models following the methods of James et al. (2014) and Ma & Dalton (2017) . The cooling of the oceanic lithosphere is described as a function of plate age by either the half-space cooling model (HSCM) or the plate model; for the plate ages considered here, plate thickness has a negligible effect on the predictions (Stein & Stein 1992) so the HSCM is used. These models predict seafloor bathymetry and depth-dependent temperature as a function of plate age, which can be used to predict variations in seismic velocity (Jackson & Faul 2010) . This framework also allows us to predict the variation in phase velocities due to changes in water depth or sediment thickness. For example, at most periods the systematic differences observed between phase velocities at 0-4 Ma in the Juan de Fuca and Gorda plates is larger than the differences predicted from variation in water depth (Ryan et al. 2009 ) and sediment thickness (Divins 2003 ; Supporting Information), suggesting a deeper lithospheric or asthenospheric contribution. To investigate the effect of plate cooling, first we compare the predicted bathymetry from the HSCM to the observed bathymetry on the Juan de Fuca plate to determine the validity of using the HSCM at young ages and in the vicinity of subduction (Fig. 14) ; due to the small size and internal deformation of the Gorda microplate we exclude it from this analysis. Bathymetry is estimated for each grid point from the Global Multi-Resolution Topography synthesis (Ryan et al. 2009 ) using an isostatic sediment correction based on thickness from Divins (2003) except near the deformation front where higher resolution multichannel active source imaging constraints are used (Han et al. 2018 , Fig. 1 ), assuming a sediment density of 2.0 g cm −3 following the parametrization in Ruan et al. (2014) . We use a thermal diffusivity of 0.8047 × 10 −6 m 2 s −1 and thermal expansion coefficient of 3 × 10 −5 • C −1 (Stein & Stein 1992) and estimate the Juan de Fuca ridge depth as 2360 m from the median of all grid points with age < 0.25 Ma. We test mantle potential temperatures (T p ) of 1300, 1350 and 1400
• C which broadly agree with previous local studies (Hooft & Detrick 1995) and global results (Herzberg et al. 2007; Dalton et al. 2014) , and overlap with values used in previous seismic studies for Cascadia (e.g. Tian et al. 2013; Bell et al. 2016; Byrnes et al. 2017) . To first order, the HSCM can describe the observed bathymetry at seafloor ages <6 Ma for this range of mantle potential temperatures; however, older seafloor depths are systematically underpredicted even after sediment correction, probably due to subduction-related plate bending.
Using this set of thermal models, we then calculate predicted seismic phase velocity for a range of assumed grain sizes. Mantle shear moduli are determined from temperature at the frequencies of observation using the empirical scaling relationships of Jackson & Faul (2010) , converted to shear velocity assuming adiabatic compressibility for density (Turcotte & Schubert 1982) . We use oceanic crustal velocities from Gaherty & Dunn (2007) as an approximation for the seismic structure of the Juan de Fuca crust. Water depth and sediment thickness is specified following the same method as used for the bathymetry with sediment shear velocities parametrized as a single layer as specified in Bell et al. (2016) . The program Mineos (Masters et al. 2011 ) is used to determine phase velocities at a given period for each grid point.
There are significant deviations between the observed phase velocities and those predicted for the HSCM on the Juan de Fuca plate (Fig. 15) . While the absolute velocity values predicted by our modelling are contingent on the parameters chosen, this exercise robustly demonstrates that the velocity-age relationship is inconsistent with any purely thermal model. At ages of 0-2 Ma the velocities near the ridge are slower than predicted, and the shorter-period (25-40 s) observations cannot be explained by plausible temperature and grain-size variations. We interpret these velocities as evidence for a melt in the shallow subridge mantle, consistent with the observations from seismic attenuation (Eilon & Abers 2017) , body wave tomography (Byrnes et al. 2017) , and previous surface-wave tomography (Tian et al. 2013; Bell et al. 2016 (Fig. 1) to avoid using less-resolved sediment thickness estimates near the deformation front.
et al. 2017), although our results are broadly consistent with estimates of at most 1 per cent partial melt (Hammond & Humphreys 2000) or potentially less if it coats grain boundaries (Holtzman 2016) .
Away from the ridge, age-averaged velocities in the middle of the plate (3-6 Ma) suggest a relatively warm asthenosphere (T p = 1350-1400
• C) and small grain sizes of 1-5 mm, and overall can be explained by a simple HSCM. In detail, the plate shows coherent disagreement in velocity relative to predictions from a simple cooling model (right column of Fig. 15 ). At 25 s period, the structure is highly heterogeneous, with substantial localized regions of relatively high velocity compared to a HSCM. At longer periods (40-80 s), the high velocities coalesce into a single coherent structure in the south-central region of the plate. At periods > 60 s, a decrease in temperature of ∼50
• C could explain the fastest phase velocities in the centre of the plate. At 25 s period, these require a larger perturbation such as ∼200
• C temperature decrease. These high-velocity regions at 25 s period may reflect crystallization removal of melt or unusually cool plate conditions induced by mantle downwelling (Bell et al. 2016; Byrnes et al. 2017) . Alternatively, they may reflect more efficient cooling processes driving from the top of the plate, perhaps due to variations in sediment distribution (e.g. Divins 2003; Han et al. 2016) , water penetration or cooling associated with propagator wakes and other pre-existing fabric (e.g. Han et al. 2016; Horning et al. 2016) . While the peak depth sensitivities for these periods are expected within the mantle (Fig. 12) , variations in shallow structure alone can affect predicted phase velocities at these periods (Supporting Information) suggesting that these top-down processes may likely play a role in the observed variations. Regardless, the observations suggest that the thermal structure of the plate deviates from half-space cooling, particularly at the shortest periods. Once subducted, this heterogeneity may induce variations in seismogenic and/or magmatic processes along strike, for example, by regulating the extent to which the incoming plate is hydrated.
Phase velocities at the oldest crust (7-9 Ma) near the deformation front are slower than those observed seawards in the centre of the plate (Fig. 8) , and highly variable along the margin. This is in part driven by thickening sediment near the margin, but variability remains even after taking that into account. We compare the observed phase velocities with those predicted for plate cooling, and variable water depth and sediment thicknesses near the deformation front (Fig. 16) . While there is uncertainty in the accuracy of these plate cooling models near the deformation front given the heterogeneity observed in the centre of the plate, the models should reflect expected along-margin variations in phase velocity due to age, water depth, and sediment variations, particularly where sediment thickness is constrained by coincident MCS data (Han et al. 2018) . The observed range of phase velocities at periods of 25, 40 and 60 s is approximately five times the predicted range, indicating that the observed variation is not solely due to local variations in water depth and sediment thickness. Notably, relatively slow phase velocities at short periods (e.g. 25 s) exist south of 45.5
• N. This corresponds with an observed southward reduction of compressional seismic velocities in the lower crust and inferred elevated hydration (Canales et al. 2017) , and with more extensive subduction-related bending faults that transect the crust Han et al. 2018) . Furthermore, a propagator wake associated with past ridge migration (e.g. Nedimovic et al. 2009 ) is also located in this region, which has been identified using active-source imaging as a region of relatively elevated lower-crustal and mantle hydration Horning et al. 2016; Canales et al. 2017) . Taken together, these observations suggest that slow phase velocities south of 45.5
• N are correlated with locations of increased crustal and mantle hydration and may have a related source. While the expected peak depth sensitivities of our periods are deeper than the crust and upper mantle, the kernels are broad and have sensitivity to shallow lithosphere structure. Resolution tests show that these variations do not result from lateral smearing from the slow velocities on the adjacent shelf (Supporting Information). It is possible that the anomalously slow velocities at plate ages >6 Ma reflect anomalous thermal processes in the asthenosphere, in addition to the topdown processes such as hydration. This is particularly true for observations at the longest periods (≥80 s), which are difficult to attribute to structure in the crust and uppermost mantle. Rather, these data suggest relatively high mantle temperatures in parts of the Juan de Fuca region (Fig. 15) . Hawley et al. (2016) use body wave data to argue for a broad, along-strike, low-velocity zone in the asthenosphere beneath the Cascadia outer rise and forearc. Bodmer et al. (2018) similarly observe a lowvelocity asthenosphere, but it is largely restricted to the northern and southern regions of the margin. The anomalies in our phase velocity models weaken at longer periods (especially the anomaly at [45] [46] • N) and are not present continuously along the deformation front. It is possible that a deeper anomaly contributes to these deviations; however, this process likely offers a secondary contribution to the plate-cooling deviation compared to the inferred hydration process discussed above. A combination of both effects may also help explain why these anomalies appear strongest closer to the deformation front rather than in the centre of the plate.
The forearc of the Cascadia subduction zone
The transition from oceanic crust to the accretionary wedge results in a sharp decrease in phase velocities eastwards of the deformation front at periods ≤ 40 s (Fig. 8) . At 10-15 s period this region contains the slowest phase velocities in the entire study area. Predicted sensitivity kernels suggest that the depth sensitivity is strongly peaked in the upper crust for short periods in the accretionary wedge (10-20 s; Fig. 11 ). Moving eastwards, velocities increase as the accretionary wedge transitions to more typical continental crust until reaching the volcanic arc. We interpret the variation of short to mid-band phase velocities in the forearc by comparing them with gravity anomalies and seismogenic properties. Resolution tests (Supporting Information) indicate features are well resolved in the entire forearc at dimensions of at least 100 km for periods of 20-80 s, and onshore at periods of 10-15 s. Some smearing exists at these scales for the offshore forearc at 10-15 s and ≥ 80 s periods, but features at the scale of 130 km are well resolved.
From 10 to 15 s, phase velocities are slowest within the region of observed offshore negative isostatic gravity anomalies (Bonvalot et al. 2012; Fig. 17) . These gravity anomalies spatially coincide with large sedimentary basins (Wells et al. 2003) , as well as asperities of past megathrust ruptures estimated from coastal subsidence (Wang et al. 2013) . Exceptionally slow phase velocities are observed spanning the coastline (Fig. 17) in the vicinity of the Olympic Peninsula (47-48.5 • N), and just north of the Mendocino Triple Junction (near 41
• N), consistent with previous seismic observations Calkins et al. 2011; Gao 2016) . These slow features also approximately coincide with the along-strike location of low-velocity zones interpreted as widespread hydration of the subducting mantle from offshore surface-wave imaging (Bell et al. 2016) . Given the strength of the anomalies at the shortest periods (10-15 s) and the shallow sensitivity of these periods in forearc crust (Fig. 11) , we interpret the slow velocities as reflective of basin and upper-crustal structure that may relate to significant slip in previous megathrust earthquakes. If hydrated mantle in the underlying slab is spatially coincident with these features, then it is a secondary contribution to the slow phase velocities.
Slow velocities are also observed in similar locations at 25-40 s period, although they are slightly landward of those observed from 10 to 15 s. Eastwards, the Cascadia forearc transitions from an accretionary prism over the megathrust locked zone (Goldfinger et al. 2012; Wang et al. 2013) to forearc crust overlying a plate interface characterized by episodic tremor and slip (ETS) and, primarily beneath the Olympic peninsula and Mendocino Triple Junction, intraslab earthquakes (McCrory et al. 2012) . ETS events in Cascadia occur along the plate interface between depths of ∼30 and 40 km (Ghosh et al. 2009 ) and may be related to elevated pore fluid pressures along the plate interface (Audet et al. 2009; Houston 2015; Gao & Wang 2017) , whereas intraslab earthquakes in Cascadia occur below the subducting Moho related to metamorphic dehydration reactions (Abers et al. 2013) . One outstanding question is whether the occurrence of episodic tremor and slip is primarily modulated by variations in the structure of the subducting crust or the overriding continental crust. The location of ETS is consistently landward of the slowest phase velocities at 25-40 s period in the forearc (Fig. 17) . The regions of highest density and most frequent tremor (Boyarko et al. 2015) , as well as the locations of intraslab earthquakes (McCrory et al. 2012) , are approximately directly downdip from the slow velocities observed along the coastline near the Olympic Peninsula and Mendocino Triple Junction, while low tremor density and absence of intraslab earthquakes are seen near 46
• N where forearc velocities are locally highest at these periods. There is also evidence of variations in the geology of the overriding crust along the strike of the forearc (e.g. Brudzinski & Allen 2007; Wells et al. 2017 ) that may contribute to the observed variations. However, the spatial offset between the correlation of phase velocities and seismic behavior suggests that a compositional or thermal transition from slow (weak) to fast (stronger) overriding crust may delineate the updip extent of tremor. The relationship with intraslab seismicity additionally supports that both observations may have a common cause such as variations in fluid release/retention along the megathrust, perhaps also related to variations in underthrusting sediment (Delph et al. 2018) .
The Cascades volcanic arc
Slow phase velocities are associated with the Cascades volcanic arc at all periods; at shorter periods these are primarily located directly beneath the trend of volcanoes, while at longer periods the slowest velocities extend several hundred kilometers into the backarc, particularly in the south. Although slow velocities extend southeast in the backarc at 10 s period (Fig. 8) , this is in a region of reduced resolution. The backarc is well constrained in the earthquake phase velocity maps due to the inclusion of Transportable Array data from 2006 to 2008; therefore, the southeast region at periods ≥ 20 s is robust (Supporting Information). Along-arc variations of these phase velocities beneath the arc and in the backarc (Fig. 18) broadly agree with previous seismic phase velocity observations (Wagner et al. 2010; Porritt et al. 2011; Lin & Ritzwoller 2011; , although the better-resolution amphibious data yield velocity anomalies that are more localized along the arc. Phase velocities at all periods are slowest in the southern Cascades, from Mt. Shasta (41
• N) northward to Three Sisters (44 • N). In contrast, relatively high phase velocities exist beneath the arc and backarc near the two northernmost arc volcanoes, Glacier Peak (48
• N) and Mt. Baker (49
• N). The along-arc variations in phase velocity correlate with trends in the extrusive magmatic productivity of the Cascades arc, with lower volumes in the north and higher volumes in the south (Sherrod & Smith 1990; Hildreth 2007) . Similar patterns are observed in surface heat flow measurements (Ingebritsen & Mariner 2010) , with higher heat flow in the southern Cascades. These correlations are identified and analysed by Till et al. (2019) , who show that quantitative agreement exists between our 10-60 s phase velocities and average surface heat flow, erupted volcanic volumes, and the petrologically estimated magmatic heat budget along the entire Cascades arc. These correlations are strongest from 20 to 60 s, the period range primarily sensitive to lower crustal and upper-mantle structure. This observation suggests that heat input from magma input in the lower crust and upper mantle associated with extrusive volcanism drives the heating throughout the arc crust. The correlation at 40-60 s implies that the variation in temperature and perhaps melt content extends into the mantle wedge supporting vertically connected arc magmatism, with higher extents of heating and/or melt content in the southern Cascades (Till et al. 2019) . At periods longer than 60 s, where peak sensitivities are at >100 km depth, these data sets are more weakly correlated. At these periods, phase velocities evidently become increasingly dominated by structure below the melt production region, offering a weak constraint on the base of arc melting.
C O N C L U S I O N S
We have imaged the Cascadia subduction zone from the ridge through the volcanic arc using Rayleigh waves, resulting in shoreline-crossing phase-velocity maps from 9 to 160 s. The OBS data were systematically corrected for tilt and compliance noise using an automated quality-control procedure to calculate high-quality transfer functions. We are able to robustly image tectonic features associated with the subduction system both offshore and onshore including the transition from oceanic to continental lithosphere, the Juan de Fuca and Gorda ridges, the slow accretionary forearc and the volcanic arc.
Within the oceanic plate prior to subduction we observe that the Gorda plate has systematically slower phase velocities than the Juan de Fuca plate at all periods that likely reflects widespread differences in lithospheric or asthenospheric structure. The Juan de Fuca plate phase velocities cannot be explained by thermal variations alone and likely require some melt beneath the ridge, and while they coarsely agree with conductive plate cooling predictions, significant deviations from half-space cooling are evident within the center of the plate. Regions of slow phase velocities are observed just outboard of the deformation front, coincident with similar observations from active-source data indicative of increased faulting and crustal and upper-mantle hydration. Within the forearc, regions of slow velocities from 10 to 15 s near the coastline are coincident with gravity lows inferred to be forearc basins and overlap with modelled regions of high slip in past megathrust earthquakes. These slow-velocity regions tend to shift slightly landward from 25 to 40 s period suggesting a depth-varying source. In addition, these slow velocities tend to lie directly updip of regions with most abundant tremor and intraslab seismicity, indicating a relationship between velocity structures and tectonic phenomena that persist significantly downdip; we suggest these are both driven by the hydration extent of the downgoing plate. Finally, the volcanic arc and backarc display significant along-strike variations in velocity, correlated with a southward increase in magmatic productivity and accompanying crustal heating. Overall, the amphibious phase-velocity maps yield a complete image of the lithosphere of the Cascadia margin, highlighting relationships between water, temperature, seismicity and magma productivity along the subduction zone.
S U P P O RT I N G I N F O R M AT I O N
Supplementary data are available at GJ I online. Figure S1 . Phase-velocity maps derived from ambient-noise data. The period is indicated in the lower left corner of each map. Colours represent phase velocities in km s −1 , with individual scales for each map. Figure S2 . Uncertainty maps for ambient-noise phase velocities derived from bootstrapping. The period is indicated in the lower left corner of each map. Colours represent phase-velocity standard deviation in km s −1 . Figure S3 . Cross-correlation paths between stations used for the ambient-noise phase-velocity map inversion at each period. Figure S4 . Checkerboard test for ambient-noise data using checkers spaced on a 100 km grid. The period is indicated in the lower left corner of each map. Colours represent phase velocity in km s −1 . Figure S5 . Checkerboard test for ambient-noise data using checkers spaced on a 130 km grid. The period is indicated in the lower left corner of each map. Colours represent phase velocity in km s −1 . Figure S6 . Phase-velocity maps derived from earthquake surface-wave data. The period is indicated in the lower left corner of each map. Colours represent phase velocities in km s −1 , with individual scales for each map. These phase-velocity maps are the results derived from the Helmholtz equation. Figure S7 . Phase-velocity standard deviation maps for earthquake surface-wave data. The period is indicated in the lower left corner of each map. Colours represent standard deviations of the mean in km s −1 . Figure S8 . Ray-path density maps for earthquake surface-wave data. The period is indicated in the lower left corner of each map. Colours represent number of ray paths, with the scale saturated for values larger than 10 000 to account for the variations in deployment time. Figure S9 . Phase-velocity maps derived from earthquake surface-wave data using the Eikonal equation. These results have not been corrected for focusing and defocusing, and are presented for comparison to the final Helmholtz result. The period is indicated in the lower left corner of each map. Colours represent phase velocities in km s −1 , with individual scales for each map. Figure S10 . Checkerboard test for the phase-velocity map using a 100 km grid. The period is indicated in the lower left corner of each map. We estimate these by calculating checkerboard tests with the Eikonal equation for each individual earthquake, and then stacking the results. They do not reflect any resolution constraints related to the amplitude information used in the Helmholtz result, but provide an estimate of the resolution of the time information. Figure S11 . Checkerboard test for the phase-velocity result using a 130 km grid. The period is indicated in the lower left corner of each map. We estimate these by calculating checkerboard tests with the Eikonal equation for each individual earthquake, and then stacking the results. They do not reflect any resolution constraints related to the amplitude information used in the Helmholtz result, but provide an estimate of the resolution of the time information. Figure S12 . Resolution testing for a slow-velocity strip at the forearc. The top right panel is the input velocity model; output periods are indicated in the lower left corner of each panel. The slowest velocities are input where the offshore elevation is shallower than 750 m, extending onshore up until the 20 km slab depth contour to approximate the shelf and coastal sediments. Figure S13 . Comparison of ambient-noise cross-correlation functions for the OBS G30A (black) and G30B (red) filtered from 8 to 25 s with common station pairs. These two stations reoccupied the same site in two different deployment years and produce similar cross-correlation functions for station pairs they have in common with each other. Figure S14 . Difference in average phase velocity between 0 and 4 Ma ages on the Juan de Fuca and Gorda plates. The dashed line indicates the observed differences in the phase-velocity curve, while the solid line indicates the predicted differences taking water depth and sediment thickness into account. At all periods, except 25 s, the difference observed is larger than the predicted difference, suggesting structural differences in the lithosphere or underlying asthenosphere as the cause rather than shallow structures. Figure S15 . Predicted phase-velocity curves for an oceanic plate that is 3 Ma with T p = 1350
• C and grain size of 1 mm for a suite of water depths and sediment thicknesses.Seismic Earth: Array Analysis of Broadband Seismograms  Table S1 . Processing of OBS prior to Helmholtz phase-velocity calculation.
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