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Abstract
We consider a supercritical symmetric continuous-time branching random walk
on a multidimensional lattice with a finite number of particle generation sources of
varying positive intensities without any restrictions on the variance of jumps of the
underlying random walk. It is assumed that the spectrum of the evolution operator
contains at least one positive eigenvalue. We prove that under these conditions the
largest eigenvalue of the evolution operator is simple and determines the rate of
exponential growth of particle quantities at every point on the lattice as well as on
the lattice as a whole.
1. Introduction. We consider a continuous-time branching random walk (BRW)
with a finite number of branching sources that are situated at some points x1, x2, . . . , xN
of the lattice Zd, d > 1, see [14] for details. The behaviour of BRWs, which are based on
symmetric spatially homogeneous irreducible random walks on Zd with finite variance of
jumps, for the case of a single branching source was considered, for example, in [10]. To
the authors’ best knowledge, BRWs with a finite variance of jumps and a finite number
of branching sources of various types, at some of which the underlying random walk can
become asymmetric, were first introduced in [11], and BRWs with identical branching
sources and no restrictions on the variance of jumps were first considered in [13].
Let µt(y) be the number of particles at the time t at the point y under the condition
that at the initial time t = 0 the lattice Zd contains a single particle which is situated at
x, that is, µ0(y) = δ(x− y). We denote by µt =
∑
y∈Zd µt(y) the total number of particles
on Zd. Let m1(t, x, y) := Exµt(y) and m1(t, x) := Ex
∑
y∈Zd µt(y) denote the expectation
of the number of particles at y and on the lattice Zd respectively under the condition that
µ0(y) ≡ δ(x− y) at the time t.
We assume the branching process at each of the branching sources x1, x2, . . . , xN to
be a continuous-time Galton-Watson process (see [7, Ch. I, §4], [2, Ch. III]) defined by its
infinitesimal generating function (which depends on the source xi)
f(u, xi) =
∞∑
n=0
bn(xi)u
n, 0 6 u 6 1, (1.1)
where bn(xi) > 0 if n 6= 1, b1(xi) < 0, and
∑
n bn(xi) = 0. We also assume that the
inequalities β(r)i := f (r)(1, xi) <∞ hold for all i = 1, 2, . . . , N and r ∈ N. We call
βi := β
(1)
i = f
(1)(1, xi) =
∑
n
nbn(xi) (1.2)
the intensity of the branching source xi.
The behaviour of m1(t, x, y) and m1(t, x, y) can be described in terms of the evolution
operator H := Hβ1,...,βN [14], the definition of which is recalled in Section 2. We call a
BRW supercritical if the spectrum of the operator H contains at least one eigenvalue
λ > 0. In the case of a supercritical BRW with equal branching source intensities β1 =
1
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β2 = · · · = βN with no restrictions on the variance of jumps, it was shown in [13] that the
spectrum of H is real and contains no more than N positive eigenvalues counted with
their multiplicity, and that the largest eigenvalue λ0 has multiplicity 1. In the present
study the aforementioned result is extended to the case of a supercritical BRW with
positive source intensities β1, β2, . . . , βN with no restrictions on the variance of jumps or
the number of descendants particles can produce. The main result of this work is the
following limit theorem, the proof of which is provided in Section 5.
Theorem 1. Let the operatorH have an isolated eigenvalue λ0 > 0, and let the remaining
part of its spectrum be located on the halfline {λ ∈ R : λ 6 λ0 − }, where  > 0. If
β
(r)
i = O(r!r
r−1) for all i = 1, . . . , N and r ∈ N, then in the sense of convergence in
distribution the following statements hold:
lim
t→∞
µt(y)e
−λ0t = ψ(y)ξ, lim
t→∞
µte
−λ0t = ξ, (1.3)
where ψ(y) is a non-negative non-random function and ξ is a proper random variable.
Theorem 1 generalizes the results obtained in [3, 10] for a supercritical BRW on Zd
with finite variance of jumps and a single branching source. Its proof is fundamentally
based on Carleman’s condition [8, Th. 1.11]. In the case of a single branching source
and particles producing no more than two descendants Theorem 1 was proved in [10]. In
the case of a single branching source and no restrictions on the number of descendants
particles can produce Theorem 1 was provided in [3] without proof.
Let us briefly outline the structure of the paper. In Section 2 we recall the formal
definition of a BRW. In Section 3 we provide some key evolution equations for generat-
ing functions and the moments of particle quantities in the case of a BRW with several
branching sources (Theorems 2–5). These theorems are a natural generalization of the
corresponding results that were obtained for BRWs with a single branching source in [10].
In Section 4 we establish a criterion for the existence of positive eigenvalues in the spec-
trum ofH (Theorem 6), which is later used to examine the properties of the spectrum of
this evolution operator. We then prove Theorem 7 on the behaviour of particle quantity
moments. Section 5 is dedicated to the proof of Theorem 1.
2. The BRW model. By a branching random walk (BRW) we mean a stochastic
process that combines a random walk of particles with their branching (birth or death)
at certain points on Zd called branching sources. Let us give more precise definitions.
We assume that the random walk is defined by its matrix of transition intensities
A = (a(x, y))x,y∈Zd that satisfies the regularity property
∑
y∈Zd a(x, y) = 0 for all x, where
a(x, y) > 0 for x 6= y and −∞ < a(x, x) < 0.
Suppose that at the moment t = 0 there is a single particle on the lattice that
is situated at the point x ∈ Zd. Following the axiomatics provided in [5, Ch. III, §2],
the probabilities p(h, x, y) of a particle situated at x /∈ {x1, x2, . . . , xN} to move to an
arbitrary point y over a short period of time h can be represented as
p(h, x, y) = a(x, y)h+ o(h) for y 6= x,
p(h, x, x) = 1 + a(x, x)h+ o(h).
It follows from these equalities, see, for example, [5, Ch. III], that the transition probabil-
ities p(t, x, y) satisfy the following system of differential-difference equations (called the
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Kolmogorov backward equations):
∂p(t, x, y)
∂t
=
∑
x′
a(x, x′)p(t, x′, y), p(0, x, y) = δ(x− y), (2.1)
where δ(·) is the discrete Kronecker δ-function on Zd.
The branching process at each of the sources x1, x2, . . . , xN is governed by the in-
finitesimal generating function (1.1). Of particular interest to us are the source intensi-
ties (1.2), which can be rewritten as follows:
βi = (−b1(xi))
(∑
n6=1
n
bn(xi)
(−b1(xi)) − 1
)
,
where the sum is the average number of descendants a particle has at the source xi.
If at the moment t = 0 a particle is located at a point different from the branching
sources, then its random walk follows the rules above. Therefore in order to complete
the description of its evolution we only have to consider a situation combining both the
branching process and the random walk, that is to say, when the particle is at one of the
branching sources x1, x2, . . . , xN . In this case the possible outcomes that can happen over
a small period of time h are the following: the particle will either move to a point y 6= xi
with the probability of
p(h, xi, y) = a(xi, y)h+ o(h),
or will remain at the source and produce n 6= 1 descendants with the probability of
p∗(h, xi, n) = bn(xi)h+ o(h)
(we suppose, that the particle itself is included in these n descendants; therefore, if n = 0
we say that the particle dies), or no change will happen to the particle at all, which has
the probability of
1−
∑
y 6=xi
a(xi, y)h−
∑
n6=1
bn(xi)h+ o(h).
As a result, the sojourn time of a particle at the source xi is exponentially distributed
with the parameter −(a(xi, xi) + b1(xi)). Note that each new particle evolves according
to the same law independently of other particles.
As it was shown in [11], [12], the momentsm1(t, x, y) andm1(t, x) satisfy the following
equations:
∂m1(t, x, y)
∂t
=
∑
x′
a(x, x′)m1(t, x′, y) +
N∑
i=1
βiδ(x− xi)m1(t, x, y), (2.2)
∂m1(t, x)
∂t
=
∑
x′
a(x, x′)m1(t, x′) +
N∑
i=1
βiδ(x− xi)m1(t, x) (2.3)
with the initial values m1(0, x, y) = δ(x− y) and m1(0, x) ≡ 1 respectively.
Equations (2.1)–(2.3) are rather difficult to analyze, and therefore we will from now on
only consider BRWs that satisfy the following additional and quite natural assumptions.
First, we assume that the intensities a(x, y) are symmetric and spatially homogeneous,
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that is, a(x, y) = a(y, x) = a(0, y − x). This allows us, for the sake of brevity, to denote
by a(x− y) any of the three pairwise equal functions a(x, y), a(y, x), a(0, y − x), that is,
a(x − y) := a(x, y) = a(y, x) = a(0, y − x). Second, we assume that the random walk
is irreducible, which in terms of the matrix A means that it itself is irreducible: for any
z ∈ Zd there is such a set of vectors z1, . . . , zk ∈ Zd that z =
∑k
i=1 zi and a(zi) 6= 0 for
i = 1, . . . , k.
One approach to analysing equations (2.1) and (2.2) consists in treating them as
differential equations in Banach spaces. In order to apply this approach to our case, we
introduce the operators
(A u)(x) =
∑
x′
a(x− x′)u(x′), (∆xiu)(x) = δ(x− xi)u(x), i = 1, . . . , N.
on the set of functions u(x), x ∈ Zd. We also introduce the operator
H := Hβ1,...,βN = A +
N∑
i=1
βi∆xi . (2.4)
for each set of source intensities β1, . . . , βN . Let us note that all these operators can be
regarded as linear continuous operators in any of the spaces lp(Zd), p ∈ [1,∞]. We also
point out that the operator A is self-adjoint in l2(Zd) [11, 12, 13].
Now, treating for each t > 0 and each y ∈ Zd the functions p(t, ·, y) and m1(t, ·, y)
as elements of lp(Zd) for some p, we can rewrite (see, for example, [11]) (2.1) and (2.2) as
differential equations in lp(Zd):
dp(t, x, y)
dt
= (A p(t, ·, y))(x), p(0, x, y) = δ(x− y),
dm1(t, x, y)
dt
= (H m1(t, ·, y))(x), m1(0, x, y) = δ(x− y),
and (2.3) as a differential equation in l∞(Zd):
dm1(t, x)
dt
= (H m1(t, ·))(x), m1(0, x) ≡ 1.
Note that the asymptotic behaviour for large t of the transition probabilities p(t, x, y),
as well as of the mean particle numbers m1(t, x, y) m1(t, x) is tightly connected with the
spectral properties of the operators A and H respectively.
It is convenient to express various properties of the transition probabilities p(t, x, y) in
terms of Green’s function, which can be defined as the Laplace transform of the transition
probability p(t, x, y):
Gλ(x, y) :=
∫ ∞
0
e−λtp(t, x, y) dt, λ > 0,
and can also be rewritten (see, for example, [10, § 2.2]) as follows:
Gλ(x, y) =
1
(2pi)d
∫
[−pi,pi]d
ei(θ,y−x)
λ− φ(θ) dθ =
1
(2pi)d
∫
[−pi,pi]d
cos (θ, y − x)
λ− φ(θ) dθ,
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where x, y ∈ Zd, λ > 0, and φ(θ) is the Fourier transform of the transition intensity a(z):
φ(θ) :=
∑
z∈Zd
a(z)ei(θ,z) =
∑
x∈Zd
a(x) cos(x, θ), θ ∈ [−pi, pi]d. (2.5)
The function G0(x, y) has a simple meaning for a (non-branching) random walk:
namely, it is equal to the mean amount of time a particle spends at y ∈ Zd as t → ∞
under the condition that at the initial moment t = 0 the particle was at x ∈ Zd. Also,
the asymptotic behaviour of the mean numbers of particles m1(t, x, y) and m1(t, x) as
t → ∞ can be described in terms of the function Gλ(x, y), see, e.g., [10]. Lastly, in [14]
it was shown that the asymptotic behaviour of a BRW depends strongly on whether
G0 := G0(0, 0) is finite.
Remark 1. The approach described in this section, based on interpreting BRW evolution
equations as differential equations in Banach spaces, is also applicable to a wide selection
of problems, notably to describing the evolution of higher particle number moments (see,
e.g., [10], [11]).
3. Key equations and auxiliary results. Let us introduce the Laplace generat-
ing functions of the random variables µt(y) and µt for z > 0:
F (z; t, x, y) := Exe
−zµt(y), F (z; t, x) := Exe−zµt .
where Ex is the mean on condition µ0(·) = δx(·).
The following four theorems are a result of an immediate generalization of the cor-
responding theorems in [10] proved for BRWs with a single branching source; since the
reasoning is virtually the same, these theorems are presented here without proof.
Theorem 2. For all 0 6 z 6∞ the functions F (z; t, x) and F (z; t, x, y) are continuously
differentiable with respect to t uniformly with respect to x, y ∈ Zd. They also satisfy the
inequalities 0 6 F (z; t, x), F (z; t, x, y) 6 1 and are the solutions to the following Cauchy
problems in l∞
(
Zd
)
:
dF (z; t, ·)
dt
= A F (z; t, ·) +
N∑
j=1
∆xjfj (F (z; t, ·)) , F (z; 0, ·) = e−z, (3.1)
dF (z; t, ·, y)
dt
= A F (z; t, ·, y) +
N∑
j=1
∆xjfj (F (z; t, ·, y)) , F (z; 0, ·, y) = e−zδy(·). (3.2)
Theorem 2 allows us to advance from analysing the BRW at hand to considering the
corresponding Cauchy problem in a Banach space instead. We also note that, contrary
to the single branching source case examined in [10], there is not one but several terms
∆xjfj(F ) in the right-hand side of equations (3.1) and (3.2), j = 1, 2, . . . , N .
Let us set
mn(t, x, y) := Exµ
n
t (y), mn(t, x) := Exµ
n
t .
Theorem 3. For all natural k > 1 the moments mk(t, ·, y) ∈ l2
(
Zd
)
and mk(t, ·) ∈
l∞
(
Zd
)
satisfy the following differential equations in the corresponding Banach spaces:
dm1
d t
= H m1, (3.3)
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dmk
d t
= H mk +
N∑
j=1
∆xjg
(j)
k (m1, . . . ,mk−1), k > 2, (3.4)
the initial values being mn(0, ·, y) = δy(·) and mn(0, ·) ≡ 1 respectively. HereH mk stands
for H mk(t, ·, y) or H mk(t, ·) respectively, and
g
(j)
k (m1, . . . ,mk−1) :=
k∑
r=2
β
(r)
j
r!
∑
i1,...,ir>0
i1+···+ir=n
n!
i1! · · · ir!mi1 · · ·mir . (3.5)
Theorem 3 will later be used in the proof of Theorem 7 to help determine the asymp-
totic behaviour of the moments as t→∞.
Theorem 4. The moments m1(t, x, ·) ∈ l2
(
Zd
)
satisfy the following Cauchy problem in
l2
(
Zd
)
:
dm1(t, x, ·)
dt
= H m1(t, x, ·), m1(0, x, ·) = δx(·).
This theorem allows us to obtain different differential equations by making use of the
symmetry of the BRW.
Theorem 5. The moment m1(t, x, y) satisfies both integral equations
m1(t, x, y) = p(t, x, y) +
N∑
j=1
βj
∫ t
0
p(t− s, x, xj)m1(t− s, xj, y) ds,
m1(t, x, y) = p(t, x, y) +
N∑
j=1
βj
∫ t
0
p(t− s, xj, y)m1(t− s, x, xj) ds.
Similarly, the moment m1(t, x) satisfies both integral equations
m1(t, x) = 1 +
N∑
j=1
βj
∫ t
0
p(t− s, x, xj)m1(s, xj)ds, (3.6)
m1(t, x) = 1 +
N∑
j=1
βj
∫ t
0
m1(s, x, xj)ds. (3.7)
The moments mk(t, x, y) and mk(t, x) for k > 1 satisfy the equations
mk(t, x, y) = m1(t, x, y)+
+
N∑
j=1
∫ t
0
m1(t− s, x, xj)g(j)k (m1(s, xj, y), . . . ,mk−1(s, xj, y)) ds,
mk(t, x) = m1(t, x)+
+
N∑
j=1
∫ t
0
m1(t− s, x, xj)g(j)k (m1(s, xj), . . . ,mk−1(s, xj)) ds.
This theorem allows us to transition from differential equations to integral equations.
It is later used to prove Theorem 7.
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4. Properties of the operator H . We call a BRW supercritical if the local and
global numbers of particles µt(y) and µt grow exponentially. As was mentioned in the
Introduction, one of the main results of this work is the equations (1.3), from which it
follows that a BRW with several branching sources is supercritical if the operator H has
a positive eigenvalue λ. For this reason we dedicate this section to a further examination
of the spectral properties of the operator H .
We first mention an important statement proved in [10, Lemma 3.1.1].
Lemma 1. The spectrum σ(A ) of the operator A is included in the half-line (−∞, 0].
Also, since the operator
∑N
j=1 βj∆xj is compact, σess(H ) = σ (A ) ⊂ (−∞, 0], where
σess(H ) denotes the essential spectrum [6] of the operator H .
The following theorem provides a criterion of there being a positive eigenvalue in the
spectrum of the operator H .
Theorem 6. A number λ > 0 is an eigenvalue and f ∈ l2 (Zd) is the corresponding
eigenvector of the operator H if and only if the system of linear equations
f(xi) =
N∑
j=1
βjf(xj)Ixj−xi(λ), i = 1, . . . , N (4.1)
with respect to the variables f(xi), where
Ix(λ) := Gλ(x, 0) =
1
(2pi)d
∫
[−pi,pi]d
e−i(θ,x)
λ− φ(θ)dθ, x ∈ Z
d,
has a non-trivial solution.
Proof. For λ > 0 to be an eigenvalue of the operatorH it is necessary and sufficient that
there be a non-zero element f ∈ l2 (Zd) that satisfies the equation
(H − λI) f =
(
A +
N∑
j=1
βj∆xj − λI
)
f = 0.
Since (∆xjf)(x) := f(x)δxj(x) = f(xj)δxj(x), the preceding equality can be rewritten as
follows:
(A f)(x) +
N∑
j=1
βjf(xj)δxj(x) = λf(x), x ∈ Zd.
By applying the Fourier transform to this equality, we obtain
(A˜ f)(θ) +
N∑
j=1
βjf(xj)e
i(θ,xj) = λf˜(θ), θ ∈ [−pi, pi]d. (4.2)
Here the Fourier transform A˜ f of the function (A f)(x) is of the form φf˜ , where f˜ is the
Fourier transform of the function f , and the function φ(θ) is defined by the equality (2.5),
see [10, Lemma 3.1.1]. With this in mind, we rewrite the equality (4.2) as
φ(θ)f˜(θ) +
N∑
j=1
βjf(xj)e
i(θ,xj) = λf˜(θ), θ ∈ [−pi, pi]d,
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or
f˜(θ) =
1
λ− φ(θ)
N∑
j=1
βjf(xj)e
i(θ,xj), θ ∈ [−pi, pi]d. (4.3)
Since λ > 0 and φ(θ) 6 0,
∫
[−pi,pi]d |λ − φ(θ)|−2 dθ < ∞, which allows us to apply the
inverse Fourier transform to (4.3):
f(x) =
N∑
j=1
βjf(xj)Ixj−x(λ), x ∈ Zd. (4.4)
Finally, we note that any solution of the system (4.1) completely defines the function
f(x) on the entirety of its domain by the formula (4.4), which proves the theorem.
Corollary 1. The number of positive eigenvalues of the H , counted with their multiplic-
ity, does not exceed N .
Proof. Suppose the contrary is true. Then there are at least N + 1 linearly independent
eigenvectors fi ofH . Since, as it was established in the proof of Theorem 6, the function
f(x) satisfies the equality (4.4), where βj > 0 for all j, and Ixj−x > 0 for all j and x,
the linear independence of the vectors fi is equivalent to the linear independence of the
vectors
f̂i := (fi(x1), . . . , fi(xN)) , i = 1, . . . , N + 1.
Given that such a set of N + 1 vectors of dimension N is always linearly dependent, so is
the initial set of the vectors fi, which contradicts our assumption.
Let us introduce the matrix
G(λ) :=

β1I0(λ) β2Ix2−x1(λ) · · · βNIxN−x1(λ)
β1Ix1−x2(λ) β2I0(λ) · · · βNIxN−x2(λ)
· · · · · · . . . · · ·
β1Ix1−xN (λ) β2Ix2−xN (λ) · · · βNI0(λ)
 . (4.5)
Corollary 2. A number λ > 0 is an eigenvalue of H if and only if 1 is an eigenvalue of
the matrix G(λ), or, in other words, when the equality
det(G(λ)− I) = 0
holds.
Proof. This statement is a reformulation of the sufficient and necessary condition for
consistency of the system (4.1).
Corollary 3. Let λ0 > 0 be the largest eigenvalue of the operator H . Then λ0 is a simple
eigenvalue of H , and 1 is the largest eigenvalue of the matrix G(λ0).
Proof. Let us first demonstrate that if λ0 is the largest eigenvalue of the operator H ,
then 1 is the largest (by absolute value) eigenvalue of the matrix G(λ0). Indeed, assume
it is not the case.
It follows from Corollary 2 that λ0 > 0 is an eigenvalue of H if and only if 1 is an
eigenvalue of the matrix G(λ0). By the Perron-Frobenius theorem, see [9, Theorem 8.4.4],
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which is applicable to the matrix G(λ0) since all its elements are strictly positive, the
matrix G(λ0) has a strictly positive eigenvalue that is strictly greater (by absolute value)
than any other of its eigenvalues. We denote this dominant eigenvalue by γ(λ0). Then
γ(λ0) > 1, since we assumed that 1 is not the largest eigenvalue of G(λ0). Given that the
functions Ixi−xj(λ) are continuous with respect to λ, all elements of G(λ), and therefore
all eigenvalues of G(λ) are continuous functions of λ. Because for all i and j Ixi−xj(λ)→ 0
as λ→∞, all eigenvalues of the matrix G(λ) tend to zero as λ→∞. Therefore there is
such a λˆ > λ0 that γ(λˆ) = 1. Corollary 2 states that this λˆ then has to be an eigenvalue of
the operatorH , which contradicts our initial assumption that λ0 is the largest eigenvalue
of H .
We have just proved that 1 is the largest eigenvalue of the matrix G(λ0); it then
follows from the Perron-Frobenius theorem that this eigenvalue is simple. Now, in order
to complete the proof we only have to show that the eigenvalue λ0 of the operator H is
also simple.
Assume it is not the case, and λ0 is not simple. Then there are at least two linearly
independent eigenvectors f1 and f2 corresponding to the eigenvalue λ0. We then can, by
applying the equality (4.4) once again, see that the linear independence of the vectors f1
and f2 is equivalent to the linear independence of the vectors
fˆi := (fi(x1), . . . , fi(xN)) , i = 1, 2.
It also follows from Theorem 6 and the definition of G(λ) that both vectors fˆi satisfy
the system of linear equations (G(λ0)− I) f = 0, which contradicts the simplicity of
eigenvalue 1 of G(λ0). This completes the proof.
We will also need the following result [9, Corollary 8.1.29].
Lemma 2. Let the elements of a matrix G and vector f be strictly positive. Let us also
assume that (Gf)i > fi for all i = 1, . . . , N . Then the matrix G has an eigenvalue γ > 1.
Corollary 4. The largest eigenvalue γ(λ) of the matrix G(λ) is a continuous strictly
decreasing function for λ > 0.
Proof. The continuity of γ(λ) follows from the fact that the elements of G(λ) are them-
selves continuous functions of λ. We now prove the decreasing monotonicity of γ(λ).
Assume the contrary: let there be such two numbers λ′ > λ′′ > 0 that γ(λ′) > γ(λ′′) > 0.
We denote by f an eigenvector of G(λ′) corresponding to the eigenvalue γ(λ′). By the
Perron-Frobenius theorem this vector can be chosen uniquely up to multiplication by a
constant, and can furthermore be chosen to be strictly positive. Let us set
G′′ :=
1
γ(λ′)
G(λ′′), G′ :=
1
γ(λ′)
G(λ′).
Then G′f = f , and the largest eigenvalue of the matrix G′′ does not exceed 1. Also,
since all elements of the matrices G′ and G′′ are monotonously decreasing strictly positive
functions of λ, (G′′f)i > fi for i = 1, . . . , N , which contradicts Lemma 2 and concludes
the proof.
Corollary 5. Let the operator H have an eigenvalue λ > 0. Consider the operator
H ′ = A +
∑N
j=1 β
′
j∆xj with parameters β′i, i = 1, . . . , N that satisfy the inequalities
β′j > βj for j = 1, . . . , N . Moreover, let there be such an i that β′i > βi. Then the operator
H ′ has an eigenvalue λ′ > λ.
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Proof. It suffices to show that the matrix G′(λ) corresponding to the operator H ′ and
defined according to (4.5) has an eigenvalue 1 for some λ′ > λ. Let us first demonstrate
that the matrix G′(λ) has an eigenvalue γ′ > 1.
Since we assumed λ is an eigenvalue of the operator H , it follows from Corollary 2
that 1 is an eigenvalue of the matrix G(λ). Now, as all elements of the matrix G(λ) are
strictly positive, by applying the Perron-Frobenius theorem we conclude that G(λ) has
the strictly largest (by absolute value) eigenvalue γ > 1 with a corresponding strictly
positive eigenvector f . Therefore,
(G(λ)f)i = γfi > fi, i = 1, . . . , N, (4.6)
By assumption, the following inequalities hold:
β′jIxi−xj(λ) > βjIxi−xj(λ) > 0, i, j = 1, . . . , N ;
moreover,
β′iIxi−xj(λ) > βiIxi−xj(λ) > 0.
It then follows from (4.6) that
(G′(λ)f)i > γfi > fi, i = 1, . . . , N.
We now obtain from Lemma 2 that the matrix G′(λ) has an eigenvalue γ′ > 1. Since its
largest eigenvalue γ(λ) is a continuous function of λ that tends to zero as λ→∞, there
is such a λ′ > λ that γ(λ′) = 1. This completes the proof.
Corollary 6. Let the operator H have the largest eigenvalue λ0 > 0. Consider the oper-
ator H ′ = A +
∑N
j=1 β
′
j∆xj with parameters β′i, i = 1, . . . , N that satisfy the inequalities
β′j 6 βj for j = 1, . . . , N . Moreover, let there be such an i that β′i < βi. Then all
eigenvalues of the operator H ′ are strictly less (by absolute value) than λ0.
Proof. This statement immediately follows from the corollary above.
Lemma 3. Let H be a continuous self-adjoint operator on a separable Hilbert space E,
the spectrum of which is a disjoint union of two sets: a finite (counting multiplicity) set
of isolated eigenvalues λi > 0 and the remaining part of the spectrum which is included in
[−s, 0], s > 0. Then the solution m(t) of the Cauchy problem
dm(t)
dt
= H m(t), m(0) = m0, (4.7)
satisfies the condition
lim
t→∞
e−λ0tm(t) = C (m0) ,
where λ0 = maxi λi.
Proof. We denote by Vλi the finite-dimensional eigenspace of H corresponding to the
eigenvalue λi. Consider the projection Pi of H onto Vλi , see [6]. Let
xi(t) := Pim(t),
v(t) :=
(
I −
∑
i
Pi
)
m(t) = m(t)−
∑
i
xi(t).
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It is known, see [6], that all spectral operators Pi and (I −
∑
Pi) commute with H .
Therefore
dxi(t)
dt
= PiH m(t) = H xi(t)
dv(t)
dt
=
(
I −
∑
Pi
)
H m(t) =
(
I −
∑
Pi
)
H
(
I −
∑
Pi
)
v(t).
As xi(t) ∈ Vλi , we can see that H xi(t) = λixi(t), from which it follows that xi(t) =
eλitxi(0). Also, since the spectrum of the operator H0 := (I −
∑
Pi)H (I −
∑
Pi) is
included into the spectrum of H and does not contain any of the isolated eigenvalues
λi, it is included into [−s, 0]. From this we obtain |v(t)| 6 |v(0)| for all t > 0, see [10,
Lemma 3.3.5]. Therefore
m(t) =
∑
i
eλitPim(0) + v(t), (4.8)
and the proof is complete.
Remark 2. Let λ0 be the largest eigenvalue of the operator H . Then due to (4.8)
C(m0) = P0m(0). Therefore C(m0) 6= 0 if and only if the orthogonal projection P0m(0)
of the initial value m0 = m(0) onto the eigenspace corresponding to the eigenvalue λ0 is
non-zero.
If the eigenvalue λ0 of the operatorH is simple and f is a corresponding eigenvector,
the projection P0 is defined by the formula P0x = (f,x)(f,f)f , where (·, ·) is the scalar product
in the Hilbert space E. In cases when this λ0 is not simple, describing the projection P0
is a significantly more difficult task.
We remind the reader that we proved the simplicity of the largest eigenvalue of H
above, which allows us to bypass this complication.
Theorem 7. Let the operator H , defined as in (2.4) with parameters {βi}Ni=1, have a
finite (counting multiplicity) number of positive eigenvalues. We denote the largest of them
by λ0, and the corresponding normalized vector by f . Then for all n ∈ N and t→∞ the
following limit statements hold:
mn(t, x, y) ∼ Cn(x, y)enλ0t, mn(t, x) ∼ Cn(x)enλ0t, (4.9)
where
C1(x, y) = f(y)f(x), C1(x) = f(x)
1
λ0
N∑
j=1
βjf(xj),
and for n > 2 the functions Cn(x, y) and Cn(x) > 0 are defined by the equalities below:
Cn(x, y) =
N∑
j=1
g(j)n (C1(xj, y), . . . , Cn−1(xj, y))D
(j)
n (x),
Cn(x) =
N∑
j=1
g(j)n (C1(xj), . . . , Cn−1(xj))D
(j)
n (x),
where g(j)n are the functions defined in (3.5) and D(j)n (x) are certain functions that satisfy
the estimate |D(j)n (x)| 6 2nλ0 for n > n∗ and some n∗ ∈ N.
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Proof. For n ∈ N we introduce the functions
νn := mn(t, x, y)e
−nλ0t.
We obtain from Theorem 3 (see equations (3.3) and (3.4) for mn) the following equations
for νn:
dν1
dt
= H ν1 − λ0ν1,
dνn
dt
= H νn − nλ0νn +
N∑
j=1
∆xjg
(j)
n (ν1, . . . , νn−1) , n > 2,
the initial values being νn(0, ·, y) = δy(·), n ∈ N.
Since λ0 is the largest eigenvalue of H , for n > 2 the spectrum of the operator
Hn := H − nλ0I is included into (−∞,−(n − 1)λ0]. As it was shown, for example, in
[10, p. 58], if the spectrum of a continuous self-adjoint operator H˜ on a Hilbert space is
included into (−∞,−s], s > 0, and also f(t) → f∗ as t → ∞, then the solution of the
differential equation
dν
dt
= H˜ ν + f(t)
satisfies the condition ν(t)→ −H˜ −1f∗. For this reason for n > 2 we obtain
Cn(x, y) = lim
t→∞
νn = −
N∑
j=1
(
H −1n ∆xjg
(j)
n (C1(·, y), . . . , Cn−1(·, y))
)
(x) =
−
N∑
j=1
g(j)n (C1(xj, y), . . . , Cn−1(xj, y))(H
−1
n δxj(·))(x)).
Let us now prove the existence of such a natural number n∗ that for all n > n∗ the
estimates
D(j)n (x) := |(H −1n δxj(·))(x)| 6
2
nλ0
hold. We first evaluate the norm of the operator H −1n . For this purpose, let us introduce
two vectors x and u such that u = Hnx = H x− nλ0x. Then ‖u‖ > nλ0‖x‖ − ‖H x‖ >
(nλ0 − ‖H ‖)‖x‖, hence ‖H −1n u‖ = ‖x‖ 6 ‖u‖/ (nλ0 − ‖H ‖), and therefore for all
n > n∗ = 2λ−10 ‖H ‖ the estimate
‖H −1n ‖ 6
2
nλ0
holds. From this we conclude that
|(H −1n δxj(·))(x)| 6 ‖H −1n δxj(·)‖ 6 ‖H −1n ‖‖δxj(·)‖ 6
2
nλ0
, n > n∗.
Let us now turn to estimating the asymptotic behaviour of particle number moments.
It follows from (3.7) that as t→∞ the following asymptotic equivalences hold:
m1(t, x) ∼
N∑
j=1
βj
∫ t
0
m1(s, x, xj) ds ∼
N∑
j=1
βj
λ0
m1(t, x, xj). (4.10)
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Since the function m1(t, x, 0) exhibits exponential growth as t→∞, the function m1(t, x)
will display the same behaviour.
We can now infer the asymptotic behaviour of the higher moments mn(t, x) for n > 2
from the equations (3.4) in much the same way it was done above for the higher moments
mn(t, x, y).
We now proceed to prove the equalities for C1(x, y) and C1(x). By Corollary 3 the
eigenvalue λ0 is simple, from which it follows, according to Remark 2, that
C1(x, y) = lim
t→∞
e−λ0tm1(t, x, y) = Pm0 = (m1(0, x, y), f) f(x).
But m1(0, x, y) = δy(x), therefore
C1(x, y) = (m1(0, x, y), f) f(x) = f(y)f(x).
We also obtain from (4.10) that
C1(x) =
1
λ0
N∑
j=1
βjC1(x, xj) = f(x)
1
λ0
N∑
j=1
βjf(xj),
which concludes the proof.
Corollary 7. Cn(x, y) = ψn(y)Cn(x), where ψ(y) = λ0f(y)∑N
j=1 βjf(xj)
.
Proof. We prove the corollary by induction on n. The induction basis for n = 1 holds due
to Theorem 7. Let us now deal with the induction step: according to Theorem 7,
Cn+1(x, y) =
N∑
j=1
g
(j)
n+1 (C1(xj, y), . . . , Cn(xj, y))D
(j)
n+1(x), (4.11)
Cn+1(x) =
N∑
j=1
g
(j)
n+1 (C1(xj), . . . , Cn(xj))D
(j)
n+1(x); (4.12)
so it suffices to prove that for all j the equalities
g
(j)
n+1 (C1(xj, y), . . . , Cn(xj, y)) = ψ
n+1(y)g
(j)
n+1 (C1(xj), . . . , Cn(xj))
hold. As it follows from the definition and the induction hypothesis,
g
(j)
n+1 (C1(xj, y), . . . , Cn(xj, y)) =
=
n+1∑
r=2
β
(r)
j
r!
∑
i1,...,ir>0
i1+···+ir=n+1
n!
i1! · · · ir!Ci1(xj, y) · · ·Cir(xj, y) =
= ψn+1(y)
n+1∑
r=2
β
(r)
j
r!
∑
i1,...,ir>0
i1+···+ir=n+1
n!
i1! · · · ir!Ci1(xj) · · ·Cir(xj),
which proves the corollary.
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5. Proof of Theorem 1. We will need a few auxiliary lemmas. Let us introduce
the function
f(n, r) :=
∑
i1,...,ir>0
i1+···+ir=n
ii11 · · · iirr , 1 6 r 6 n. (5.1)
Lemma 4. f(n, n) = 1 and f(n, 1) = nn; for 2 6 r 6 n the following formula holds:
f(n, r) =
n−r+1∑
u=1
uuf(n− u, r − 1).
Proof. To prove the lemma, group all addends in (5.1) by the possible values of i1; since
1 6 i1 6 n− r + 1,
f(n, r) =
n−r+1∑
i1=1
ii11
∑
i2,...,ir>0
i2+···+ir=n−i1
ii22 · · · iirr =
n−r+1∑
u=1
uuf(n− u, r − 1),
which completes the proof.
Lemma 5. The function g(x) = xx(n− x)n−x, x ∈ [1, n− 1], attains its maximum at the
ends of its domain.
Proof. By applying the logarithm to both sides of the equation above, we obtain
ln g(x) = x lnx+ (n− x) ln(n− x),
from which it follows that
(ln g(x))′ = lnx+ 1− ln(n− x)− 1 = ln x− ln(n− x).
This means that (ln g(x))′ < 0 for x < n
2
, and (ln g(x))′ > 0 for x > n
2
. Therefore, the
function g(x) is decreasing when x < n
2
and increasing when x > n
2
, which concludes the
proof.
Remark 3. The lemma above holds for any other intercept included in the original domain
[1, n− 1] (with the only difference being that the function’s values at the ends of the new
intercept can be different.)
Lemma 6. For all n > 2 the inequality f(n, 2) < 6(n− 1)n−1 holds.
Proof. We prove the lemma by induction on n. The induction basis for n = 2 and n > 3
holds: f(2, 2) = 1 < 6, f(3, 2) = 4 < 24.
Let us now turn to the induction step: to complete the proof, we have to show that
the statement of the lemma holds for any n > 3 if it holds for all the preceding values of n.
By applying Lemmas 4 and 5 and evaluating the sum by the maximum term multiplied
by their number, we obtain
f(n, 2) =
n−2+1∑
u=1
uuf(n− u, 2− 1) =
=
n−1∑
u=1
uu(n− u)n−u = 2(n− 1)n−1 +
n−2∑
u=2
uu(n− u)n−u 6
6 2(n− 1)n−1 + 4(n− 3)(n− 2)n−2 < 6(n− 1)n−1,
which concludes the proof.
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Lemma 7. For all n > 3 the inequality f(n, 3) < 6(n− 1)n−1 holds.
Proof. We prove the lemma by induction on n. The induction basis for n > 3 holds:
f(3, 3) = 1 < 24.
As for the inductive step, according to Lemma 6
f(n, 3) =
n−2∑
u=1
uuf(n− u, 2) 6 6
n−2∑
u=1
uu(n− u− 1)n−u−1 6
6 6(n− 2)n−2(n− 2) = 6(n− 2)n−1 < 6(n− 1)n−1,
which completes the proof.
Lemma 8. For all n > r and r > 2 the inequality f(n, r) < 6(n− 1)n−1 holds.
Proof. We prove the lemma by induction on n. The induction basis and the cases r = 2
and r = 3 were considered in Lemmas 6 and 7.
We can therefore assume that r > 4. Let us now prove the inductive step. By
Lemma 4
f(n, r) =
n−r+1∑
u=1
uuf(n− u, r − 1) 6 6
n−r+1∑
u=1
uu(n− u− 1)n−u−1. (5.2)
It follows from Lemma 5 that the function g(u) := uu(n−u−1)n−u−1 attains its maximum
value at (one of) the ends of the intercept [1, n− r + 1]. These values are
g(1) = (n− 2)n−2, g(n− r + 1) = (n− r + 1)n−r+1(r − 2)r−2 .
Consider g(n− r + 1). By applying Lemma 5 once again, we obtain h(r) := g(n− r + 1)
attains its maximum value at (one of) the ends of the intercept [3, n], these values being
h(3) = (n− 2)n−2, h(n) = (n− 2)n−2.
So the largest term in the right-hand side of (5.2) is g(1) = (n− 2)n−2. Therefore,
6
n−r+1∑
u=1
uu(n− u− 1)n−u−1 6 6(n− r + 1)(n− 2)n−2 < 6(n− 1)n−1,
which concludes the proof.
Lemma 9. There is such a constant C > 0 that for all n > r > 2 the inequality
f(n, r) < C
nn
rr−1
(5.3)
holds.
Proof. We first introduce the quantities
n1 = max{n ∈ N : 66(n− 5)n−5 > 44(n− 3)n−3}, (5.4)
n2 = max{n ∈ N : 283(n− 2)n−2 > (n− 1)n−1}, (5.5)
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n3 = max
{
n ∈ N :
(
1 +
2
n− 1
)n−1
6 2e
}
, (5.6)
n˜ = max{n1, n2, n3} (5.7)
and then the following sets of ordered pairs (n, r):
D = {(n, r) : 2 6 r 6 n},
D1 = {(n, r) : 2 6 r 6 n 6 n˜},
D2 = {(n, r) : 2 6 r 6 6, r 6 n},
D3 = {(n, r) : r = n or r = n− 1},
D˜ = D1 ∪ D2 ∪ D3.
It can easily be seen that n1, n2, n3 < ∞; in fact, n˜ = 106. Therefore, the set D1
contains a finite number of pairs, and we can pick a large enough C for (5.3) to hold for
all pairs from this set.
As follows from Lemma 8, the same can be said of the set D2. Indeed, since for all
n > r > 2 the inequality f(n, r) < 6(n− 1)n−1 is true, we obtain
f(n, 2) < 6(n− 1)n−1 = 6 · 22−1 (n− 1)
n−1
22−1
;
f(n, 3) < 6(n− 1)n−1 = 6 · 33−2 (n− 1)
n−1
22−1
;
· · ·
f(n, 6) < 6(n− 1)n−1 = 6 · 66−1 (n− 1)
n−1
66−1
.
Therefore, for C > 66 (5.3) holds for any pair from the set D2.
Finally, (5.3) also holds for any pair from D3 with C > 1/2, because by definition
the following inequalities are true:
f(n, n) = 1 <
Cnn
rr−1
= Cn, f(n, n− 1) = 2(n− 1) < Cn
n
rr−1
=
Cnn
(n− 1)n−2 .
From this it follows that the constant C can be chosen large enough for (5.3) to hold
for any element of the set D˜. In addition, we set it to be large enough for the inequality
to hold for all ordered pairs (n˜ + 1, r) ∈ D \ D˜, which can be done due to the number of
these pairs being finite. We now fix C according to these considerations.
Consequently, to complete the proof we only have to demonstrate that for the C
chosen above (5.3) holds for all (n, r) ∈ D \ D˜. We do this by induction on n, proving the
statement on every step for all r such that (n, r) ∈ D \ D˜.
By the definition of n˜ (see (5.7)) and thanks to the choice of C we can use n = n˜+ 1
as induction basis. We now turn to the induction step: we assume that for some n > n˜+1
the statement of the lemma holds for all ordered pairs (n, r) ∈ D \ D˜ and prove that it
then holds for all pairs (n+ 1, r) ∈ D \ D˜.
By Lemma 4 and the induction hypothesis
f(n+ 1, r) =
n−r+2∑
u=1
uuf(n+ 1− u, r − 1) < C
(r − 1)r−2
n−r+2∑
u=1
uu(n+ 1− u)n−u+1.
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We note that
n−r+2∑
u=1
uu(n+1−u)n−u+1 = nn+4(n−1)n−1+27(n−2)n−2+
n−r+2∑
u=4
uu(n+1−u)n−u+1. (5.8)
In order to evaluate the sum in the right-hand side of the equation, we point out that by
Lemma 5 the terms k(u) := uu(n+ 1− u)n−u+1 in the sum attain their maximum values
at the ends of [4, n− r + 2]; these values are
k(4) = 44(n− 3)n−3, k(n− r + 2) = (n− r + 2)n−r+2(r − 1)r−1.
To find out which one of these two values k(4) and k(n − r + 2) is greater, consider the
function
l(r) := (n− r + 2)n−r+2 · (r − 1)r−1.
Since (n, r) 6∈ D˜, (n, r) 6∈ D2 ∪D3. Therefore, r ∈ [7, n− 2], and the function l(r) assumes
its maximum value at the ends of [7, n− 2]; these values are
l(7) = 66(n− 5)n−5, l(n− 2) = 44(n− 3)n−3,
and we have to find out, once again, which one of them is larger.
Again, since (n, r) 6∈ D˜, (n, r) 6∈ D1, and 66(n − 5)n−5 < 44(n − 3)n−3. Therefore,
l(7) 6 l(n− 2), from which we obtain
k(u) := uu(n+ 1− u)n−u+1 6 44(n− 3)n−3 for n ∈ [4, n− r + 2]. (5.9)
We can now finally evaluate the sum in the right-hand side of (5.8). Since none of
the terms uu(n+ 1− u)n−u+1 for u ∈ [4, n− r + 2] in the right-hand side of (5.8) exceed
44(n− 3)n−3, and the number of these terms does not exceed n− 8,
n−r+2∑
u=4
uu(n+ 1− u)n−u 6 44(n− 8)(n− 3)n−3 6 44(n− 2)n−2. (5.10)
We therefore obtain from (5.8) and (5.10) that
n−r+2∑
u=1
uu(n+ 1− u)n−u+1 6 nn + 4(n− 1)n−1 + 27(n− 2)n−2 + 44(n− 2)n−2 =
= nn + 4(n− 1)n−1 + 283(n− 2)n−2.
Since (n, r) 6∈ D˜, (n, r) 6∈ D1, 283(n− 2)n−2 < (n− 1)n−1, which allows us to rewrite
the previous inequality as follows:
n−r+2∑
u=1
uu(n+ 1− u)n−u+1 6 nn + 4(n− 1)n−1 + 283(n− 2)n−2 6 nn + 5(n− 1)n−1.
Consequently,
f(n+ 1, r) 6 C
(r − 1)r−2
[
nn + 5(n− 1)n−1] =
17
=
C(n+ 1)n+1
rr−1
rr−1
(r − 1)r−2
[
nn
(n+ 1)n+1
+
5(n− 1)n−1
(n+ 1)n+1
]
. (5.11)
It is obvious that
rr−1
(r − 1)r−2 ·
nn
(n+ 1)n+1
=
(
1 + 1
r−1
)r−1(
1 + 1
n
)n · r − 1
n
.
Since the function
(
1 + 1
x
)x is monotonically increasing,(
1 + 1
r−1
)r−1(
1 + 1
n
)n · r − 1
n
<
r − 1
n
.
Now, as
rr−1
(r − 1)r−2 ·
5(n− 1)n−1
(n+ 1)n+1
= 5
(
1 + 1
r−1
)r−1(
1 + 2
n−1
)n−1 · r − 1(n+ 1)2
and as the function
(
1 + 1
x
)x is also monotonically increasing,
5
(
1 + 1
r−1
)r−1(
1 + 2
n−1
)n−1 · r − 1(n+ 1)2 6 52 1n+ 1 ,
because (n, r) 6∈ D˜ and therefore, (n, r) 6∈ D1, from which we obtain
(
1 + 2
n−1
)n−1
> 2e.
This allows us to rewrite (5.11) as follows:
f(n+1, r) 6 C(n+ 1)
n+1
rr−1
[
r − 1
n
+
5
2
1
n+ 1
]
6 C(n+ 1)
n+1
rr−1
· r + 3/2
n
6 C(n+ 1)
n+1
rr−1
,
where the last inequality follows from the fact that (n, r) 6∈ D˜ and therefore, (n, r) 6∈ D3,
that is to say, r 6 n− 1. This concludes the proof.
We now turn to proving Theorem 1.
Proof. Let us define the functions
m(n, x, y) := lim
t→∞
mn(t, x, y)
mn1 (t, x, y)
=
Cn(x, y)
Cn1 (x, y)
, m(n, x) := lim
t→∞
mn(t, x)
mn1 (t, x)
=
Cn(x)
Cn1 (x)
;
as follows from Theorem 7 and Gλ(x, y) being positive, these definitions are sound. Corol-
lary 7 yields
m(n, x, y) = m(n, x) =
Cn(x)
Cn1 (x)
=
Cn(x, y)
Cn1 (x, y)
.
From these equalities and the asymptotic equivalences (4.9) we obtain the equal-
ities (1.3) in Theorem 1 in terms of moment convergence of the random variables
ξ(y) = ψ(y)ξ and ξ.
For the random variables ξ(y) and ξ to be uniquely defined by their moments, it
suffices to demonstrate, as was shown in [10], that Carleman’s criterion
∞∑
n=1
m(n, x, y)−1/2n =∞,
∞∑
n=1
m(n, x)−1/2n =∞ (5.12)
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holds. We establish below that the series for the moments m(n, x) diverges and that,
therefore, said moments define the random variable ξ uniquely; the statement concerning
ξ(y) and its moments can be proved in much the same manner.
Since β(r)j = O(r! rr−1), there is such a constant D that for all r > 2 and j = 1, . . . , N
the inequality β(r)j < Dr! rr−1 holds. We assume without loss of generality that for all n
Cn(x) 6 max
j=1,...,N
(Cn(xj)) = (Cn(x1)) .
Let
γ := 2N · C ·D · E · λ0β2
2
· C21(x1),
where C is as defined in Lemma 9, and the constant E is such that Cn(x1) 6 γn−1n!nn
for n 6 max{n∗, 2}, where n∗ is defined in Theorem 7.
Let us show by induction that
Cn(x) 6 Cn(x1) 6 γn−1n!nn.
The induction basis for n = 1 is valid due to the choice of C. To prove the inductive
step, we will demonstrate that
Cn+1(x) 6 Cn+1(x1) 6 γn(n+ 1)! (n+ 1)n+1.
It follows from the formula for Cn+1(x1) and the estimate for D
(j)
n (x) from Theorem 7
that
Cn+1(x1) 6
N∑
j=1
n+1∑
r=2
β
(j)
r
r!
∑
i1,...,ir>0
i1+···+ir=n+1
(n+ 1)!
i1! · · · ir!Ci1(x1) · · ·Cir(x1)
2
λ0(n+ 1)
.
By the induction hypothesis
(n+ 1)!
i1! · · · ir!Ci1(0) · · ·Cir(0) 6 γ
n+1−r(n+ 1)!ii11 · · · iirr ;
which, added to the fact that β(r)j < Dr! rr−1 and γn+1−r 6 γn−1, yields
N∑
j=1
n+1∑
r=2
β
(r)
j
r!
∑
i1,...,ir>0
i1+···+ir=n+1
(n+ 1)!
i1! · · · ir!Ci1(x1) · · ·Cir(x1) 6
6 Nγn−1D(n+ 1)!
n+1∑
r=2
rr−1
∑
i1,...,ir>0
i1+···+ir=n+1
ii11 · · · iirr =
= Nγn−1D(n+ 1)!
n+1∑
r=2
rr−1f(n+ 1, r).
We infer from Lemma 9 that
19
Nγn−1D(n+ 1)!
n+1∑
r=2
rr−1f(n+ 1, r) 6 Nγn−1(n+ 1)!D · C
n+1∑
r=2
(n+ 1)n+1 6
6 Nγn−1D · C(n+ 1)!(n+ 1)n+2.
Therefore, by referring to the definition of γ we obtain
Cn+1(x) 6 γn(n+ 1)!(n+ 1)n+1,
which completes the proof of the induction step.
Finally, since n! 6
(
n+1
2
)n, Cn(x) 6 γn2n (n+ 1)2n. Thus,
m(n, x) =
Cn(x)
Cn1 (x)
6
(
γ
2C1(x)
)n
(n+ 1)2n,
from which it follows that
∞∑
n=1
m(n, x)−1/2n >
√
2C1(x)
γ
∞∑
n=1
1
n+ 1
=∞.
Thus the condition (5.12) holds, and the corresponding Stieltjes moment problem for the
moments m(n, x) has a unique solution [8, Th. 1.11], and therefore the equalities (1.3)
hold in terms of convergence in distribution. This completes the proof of Theorem 1.
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