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Abstract
A quasigroup (Q, ∗) is called totally anti-symmetric if (c ∗ x) ∗ y = (c ∗ y) ∗ x ⇒ x = y and x ∗ y = y ∗ x ⇒ x = y. A totally
anti-symmetric (TA) quasigroup can be used for the deﬁnition of a check digit system. Ecker and Poch [Check character systems,
Computing 37 (1986) 277–301] conjectured that there are no TA-quasigroups of order 4k + 2. This article will completely disprove
their conjecture (except for n=2, 6) as we will give constructions for TA-quasigroups for all orders n = 2, 6.Additionally we prove
that the class of TA-quasigroups is no variety.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Quasigroups; Latin squares; Transversal; Check digits; Variety
1. Check digits
Information technology has a very high value in our everyday life. Most data transmissions are made electronically;
however, more and more numbers are entered by untrained users, e.g., in the case of e-commerce or homebanking.
Therefore, the early recognition of typing errors is of great importance. This is usually realized by appending a check
digit d0 to a given number dmdm−1 . . . d1. Well-known examples are the numbers of bank-accounts, the EAN/UPC
product codes, or the serial numbers of banknotes. The calculation of the check digit should be done in such a way that
at least the two most frequent typing errors (see [20]), single errors, i.e. one wrong digit (. . . a . . . → . . . b . . .), and
adjacent transposition errors (. . . ab . . . → . . . ba . . .), are detected.
The use of a group operation (G, ·) with a check equation
m(dm) · m−1(dm−1) · . . . · 1(d1) · 0(d0) = 0,
where the i are permutations of G and 0 is the neutral element of the group, will detect those two error types if
= i+1 ◦ −1i is anti-symmetric, i.e. fulﬁlls (x) ·y =(y) ·x ⇒ x =y for all x, y ∈ G (see [11]). It will, however, fail
to detect all jump transposition errors (. . . acb . . . → . . . bca . . .) or all (jump) twin errors (. . . aa . . . → . . . bb . . . ,
resp. . . . aca . . . → . . . bcb . . .) if the group is of order n = 2p, p being an odd prime (see [4]). This includes the
important cases n= 10 and 26. Associativity of groups is not necessary for the calculation of the check digit, therefore
a more general approach with quasigroups is considered.
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2. Totally anti-symmetric quasigroups
A quasigroup is often deﬁned as a groupoid (Q, ∗) where for all a, b ∈ Q the equations a ∗ x = b and y ∗ a = b have
unique solutions x, y ∈ Q. If the set Q is ﬁnite, this is equivalent to the condition that (Q, ∗) fulﬁlls the cancellation
laws a ∗ x = a ∗ y ⇒ x = y and x ∗ b = y ∗ b ⇒ x = y.
If (Q, ∗), Q = {0, 1, . . . , n − 1}, is a quasigroup of order n and dmdm−1 . . . d1 is a given number, the check digit is
deﬁned by the unique solution d0 of the equation
((. . . ((dm ∗ dm−1) ∗ dm−2) ∗ . . .) ∗ d1) ∗ d0 = 0.
The cancellation laws guarantee the detection of the single errors. The transposition errors will be detected if and only
if (Q, ∗) is a totally anti-symmetric (TA) quasigroup.
Deﬁnition 1. A quasigroup (Q, ∗) is called TA-quasigroup if for all c, x, y ∈ Q:
1. (c ∗ x) ∗ y = (c ∗ y) ∗ x ⇒ x = y.
2. x ∗ y = y ∗ x ⇒ x = y.
If the quasigroup only fulﬁlls the ﬁrst implication, it is called weak totally anti-symmetric (WTA-quasigroup).
In 1984, Ecker and Poch [9] searched for TA-quasigroups. They were not able to ﬁnd TA-quasigroups for orders 2
and 6 and they proved that quasigroups of order n = 4k + 2 deﬁned by x ∗ zy := 2(x) + 1(y) + zmod n, z ∈ Zn,
2, 1 permutations of Zn, are not totally anti-symmetric. This leads to their
Conjecture. There are no TA-quasigroups of order 4k + 2.
First, we supported this conjecture by showing a more general result (see Theorem 1): if (Q, ∗) is a quasigroup which
is isotopic to a group (Q, ·) of order 4k+ 2 (i.e. there are permutations 3, 2, 1 of Q so that x ∗ y = 3(2(x) · 1(y))),
(Q, ∗) is not a TA-quasigroup. Finally, however, we were able to prove the Ecker and Poch conjecture to be completely
wrong, except for n = 2, 6, with our main theorem:
There are TA-quasigroups of order n for all n = 2, 6.
The proof is based on several construction methods for quasigroups, which we will introduce in the next sections.
3. Quasigroup constructions
The conjecture of Ecker and Poch is similar to the well-known Euler conjecture concerning the existence of
orthogonal Latin squares of order 4k + 2. The attempt to prove or disprove the Euler conjecture resulted in the
development of many constructions for quasigroups. In this section, we present some of these constructions, which we
need for the proof of our main theorem. Many more constructions can be found in [7,8] by Denes and Keedwell and
in the book Quasigroups and Loops—Theory and Applications [3].
It will be necessary to calculate in different integer rings for the considered constructions of quasigroups. For reasons
of simplicity, we write (x)n instead of x mod n and x=ny iff (x)n = (y)n.
3.1. Direct and quasi-direct product
The method which is probably most often used in order to get larger quasigroups from smaller ones is the direct
product. Let (N, ·) and (Q, ∗) be quasigroups. The direct product (N × Q,⊗) of these quasigroups is deﬁned by
(n, q) ⊗ (m, r) = (n · m, q ∗ r).
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⋅ 0 1 2 3 4 5 6 7 8 9
0 0 1 2 3 4 5 6 7 8 9
1 2 3 0 1 8 7 9 6 5 4
∗ 0 1 2 3 2 3 2 1 0 7 9 8 5 4 6
0 0 1 2 3 ∇ 0 1 2 3 1 0 3 2 9 8 7 4 6 5
1 2 3 0 1 0 0 2 1 4 5 9 8 7 6 0 4 2 1 3
2 3 2 1 0 1 2 1 0 → 5 6 8 7 9 5 4 0 1 3 2
3 1 0 3 2 2 1 0 2 6 4 7 9 8 0 6 5 3 2 1
7 8 5 4 6 3 2 1 9 0 7
8 9 4 6 5 2 1 3 8 7 0
9 7 6 5 4 1 3 2 0 9 8
Fig. 1. Generalized singular direct product.
This simple approach can be generalized in multiple ways. For example, as the semi-direct product: if (N, ·), (Q, ∗)
are quasigroups and fq,r permutations of the set N, q, r ∈ Q, then we deﬁne the multiplication ⊗ on N × Q by
(n, q) ⊗ (m, r) = (fq,r (n · m), q ∗ r).
A slightly more general approach from Bruck [1] deﬁnes ⊗ by
(n, q) ⊗ (m, r) = (n%q,rm, q ∗ r),
where (N,%q,r ) are quasigroups for all q, r ∈ Q. Wilson [21] calls this construction the quasi-direct product of N
and Q with the local operators %q,r . A quasigroup of order n = mp constructed with the quasi-direct product of the
quasigroups (N,%q,r ) of order p and (Zm,+) is called quasigroup of p-step type.
3.2. Generalized singular direct product
Sade [17] and Lindner [12,13] gave another way to deﬁne a product, the so-called (generalized) singular direct
product. By this construction, they were able to ﬁnd new Steiner quasigroups (see [6, Section 4.2.1]) resp. self-
orthogonal quasigroups.
Let (Q, ∗) be a quasigroup with a sub-quasigroup (S, ∗) and let (V ,%) be an idempotent quasigroup (i.e. x%x=x).
Furthermore let P = Q\S and (P,⊗v,w) be quasigroups for all ordered pairs (v,w) ∈ V × V with distinct elements
v and w.
On the set S ∪ (P × V ) deﬁne the generalized singular direct product · by
x · y = x ∗ y,
x · (r, v) = (x ∗ r, v),
(r, v) · y = (r ∗ y, v),
(r, v) · (s, v) = r ∗ s, if r ∗ s ∈ S,
(r, v) · (s, v) = (r ∗ s, v), if r ∗ s ∈ P ,
(r, v) · (s, w) = (r⊗v,ws, v%w), if v = w,
where x, y ∈ S, r, s ∈ P and v,w ∈ V .
If ⊗v,w is the same operation for all v,w ∈ V , v = w, the operation · deﬁnes the singular direct product, and if
additionally S = ∅ and ⊗v,w = ∗, we have the usual direct product.
Example. Let Q := {0, 1, 2, 3}, S := {0}, r⊗v,ws := (−r − s + 2v + w − 1)3 + 1 and (Q, ∗), (V ,∇) be deﬁned by
Fig. 1.
With the representation (r, v) =ˆ r + 3v we have the generalized singular direct product (Q, ·).
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3.3. Insertion construction
If a quasigroup possesses a transversal, we can apply the insertion construction, also known as prolongation (Osborn
[15], Bruck [2]). A transversal is a set of n cells of the Cayley table of a quasigroup of order n, one cell from each row
and each column, so that each element from Q is contained in these cells exactly once. We can construct a quasigroup
of order n + 1 by adding a new element u to the set Q. We add a new row and a new column at the bottom resp. the
right-hand side to extend the Cayley table of the quasigroup. Without changing the order of the elements, we move the
cells of the transversal to this row resp. column. The empty cells of the transversal as well as the empty cell in the right
lower corner are ﬁlled with u. The new Cayley table then is a quasigroup of order n + 1.
3.4. Diagonal method
Sade [16] introduced the following construction, which is known as the diagonal method. On (Zn,+) let p be a
permutation of the set Zn, such that x → x −p(x) is also a permutation. By deﬁnition −p is a complete mapping and
p an orthomorphism (see [19]). We deﬁne ∗ by
x ∗ y = p(x − y) + y,
then (Zn, ∗) is a quasigroup.
Example. Let (Z7, ∗) be deﬁned by x ∗ y := 2(x − y) + y = 2x − y. Then we get
As we can see, quasigroups which are constructed with the diagonal method possess a decomposition in disjoint
transversals since (x + i)∗ (y + i) = p(x −y)+y + i = (x + j)∗ (y + j) for i = j , and have therefore an orthogonal
complement.
4. Existence of a transversal
Many quasigroups cannot be totally anti-symmetric because they do not have an important characteristic of TA-
quasigroups. We will prove this characteristic in the next lemma.
Lemma 1. A ﬁnite TA-quasigroup possesses a transversal.
Proof. Let (Q, ∗) be a TA-quasigroup. Let (i) := i and (i) := i\i (i.e. i ∗(i)= i), then ((i), (i)) are the cells of
a transversal: it is clear that = Id and  ∗ = Id are permutations, where  ∗ (i) := (i) ∗ (i). If (i)= i\i = j\j ,
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let x := (i) and y := i\j (i.e. i ∗ x = i, j ∗ x = j , and i ∗ y = j ). It follows that
(i ∗ x) ∗ y = i ∗ y = j = j ∗ x = (i ∗ y) ∗ x
and hence, x = y resp. (i) = i\i = i\j , which implies i = j . Thus, we can see that  is injective and also
a permutation. 
We can now exclude the quasigroups without a transversal (see [5]).
Theorem 1. The following quasigroups are not totally anti-symmetric.
1. Quasigroups isotopic to a group of order 4k + 2.
2. Quasigroups of order 4k + 2 with a Latin subsquare of order 2k + 1.
3. Quasigroups of order n = mp of p-step type, if m is even and p is odd.
5. Constructions of TA-quasigroups
In this section, we present some constructions of TA-quasigroups. They enable us to prove our main theorem, namely
that there are TA-quasigroups for all orders n = 2, 6. Most of the proofs are very long because they deal with many
different cases, which is why we omit them here. The proofs as well as some additional examples can be found in [6].
5.1. Rings
We start with some basic constructions. Let (R,+, ·) be a ﬁnite commutative ring with identity. If a and b are units,
x ∗ y := ax + by is a quasigroup. This quasigroup is totally anti-symmetric iff a − 1 and a − b are units. In order to
make this clear, we consider the equation
(c ∗ x) ∗ y = a(ac + bx) + by = a(ac + by) + bx = (c ∗ y) ∗ x.
It follows that abx + by = aby + bx and (a − 1)x = (a − 1)y resp. x = y. If x ∗ y = ax + by = ay + bx = y ∗ x, we
have (a − b)x = (a − b)y and hence, x = y.
If we choose b := 1, x ∗ y := ax + y deﬁnes a TA-quasigroup if a and a − 1 are units.
Example 1. Let (Zn,+, ·), n odd, be the ring of the integers and a := −1, b := 1, then (Zn, ∗) with x ∗ y := −x + y
is a TA-quasigroup of order n.
Example 2. The Galois ﬁeld GF(pn) with pn > 2 elements has an element a = 0, 1. Therefore, a and a − 1 are units
and x ∗ y := ax + y deﬁnes a TA-quasigroup of order pn.
5.2. Isotopy
In a ring, the multiplication with an element is only used in order to deﬁne a permutation of the elements. For this
reason, a more general approach is to consider the quasigroups (G, ∗) which are isotopic to a group (G, ·), i.e. there
are permutations , ,  of the set G so that x ∗y = ((x) ·(y)). A permutation p is called anti-symmetric (see [10,5])
if p(x) · y = p(y) · x ⇒ x = y.
Lemma 2. Let (G, ·) be a group, , ,  permutations of G and  ◦ −1, as well as x →  ◦ (c · x) be anti-symmetric
mappings of G for all c ∈ G, then (G, ∗) with the operation x ∗ y := ((x) · (y)) is a TA-quasigroup.
Theorem 1 shows that this construction cannot be used for orders 4k + 2.
Lemma 3. Let (Q, ·) be aWTA-quasigroup and ,  permutations of Q, then (Q, ∗) with x ∗ y := −1((x) · (y)) is
a WTA-quasigroup.
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With = Id we can see that the rearrangement of columns of a WTA-quasigroup again gives us a WTA-quasigroup.
The rows, on the other hand, cannot be swapped in general. This can be seen if we consider the WTA-quasigroup
x ∗y:=n −x +y, n odd.We reorder the rows by the permutation  : x → −x and deﬁne x ∗ ′y := (x)∗y =−(−x)+
y = x + y. However, x ∗ ′y = x + y of course is not a WTA-quasigroup.
If (Q, ∗) is a left-loop resp. has an element 0 ∈ Q with 0 ∗ x = x, the condition (c ∗ x) ∗ y = (c ∗ y) ∗ x ⇒ x = y
implies x ∗ y = y ∗ x ⇒ x = y. On the other hand, if we have a WTA-quasigroup, we can permute the columns in such
a way that 0 ∗ x = x, resulting in:
Theorem 2. There is a TA-quasigroup of order n if and only if there is a WTA-quasigroup of order n.
Thus, we can concentrate on WTA-quasigroups.
5.3. Direct product
The implications x ∗ y = y ∗ x ⇒ x = y and (c ∗ x) ∗ y = (c ∗ y) ∗ x ⇒ x = y are also valid on the direct product.
We therefore have
Lemma 4. The direct product of two TA-quasigroups again is a TA-quasigroup.
By using the direct product, we have an easy way to deﬁne TA-quasigroups for odd orders or orders divisible by 4:
Lemma 5. TA-quasigroups of order n exist for n ≡ 0, 1, 3mod 4.
Proof. If n is odd, deﬁne x ∗ y := −x + y in Zn (Example 1). If n = 2k , k > 1, we deﬁne x ∗ y := ax + y, a = 0, 1,
where the calculation is done in the Galois ﬁeld GF(2k) (Example 2). For the remaining case n = 2ku, k > 1, u odd,
take the direct product GF(2k) × Zu deﬁned by (x1, x2) ∗ (y1, y2) := (ax1 + y1,−x2 + y2). In all these cases, (Q, ∗)
is a TA-quasigroup. 
The only case which remains is the case where the order is even but not divisible by 4. We have seen (Theorem 1)
that the obvious methods to deﬁne a quasigroup cannot be applied to ﬁnd TA-quasigroups of order 4k + 2.
5.4. Insertion construction
The insertion construction can be used for the construction of TA-quasigroups. Let (Q, ∗), Q={0, 1, . . . , n−1}, be
aWTA-quasigroup of order n with a transversal. If the quasigroup (Q′, ·) which has been constructed with the insertion
construction is again a WTA-quasigroup, the same is true if we exchange the columns before or after the construction.
We therefore rearrange the columns in such a way that the transversal lies on the diagonal. Thus, the deﬁnition for
(Q′, ·), Q′ := Q ∪ {n} is simpliﬁed:
x · y :=
⎧⎪⎨
⎪⎩
x ∗ y, x, y <n and x = y,
x ∗ x, x <n, y = n,
y ∗ y, x = n, y <n,
n, x = y.
As we can see, n · x = x · n and (Q′, ·) is not totally anti-symmetric. We can, however, accomplish this construction
with WTA-quasigroups.
Lemma 6. If (Q, ∗) is a WTA-quasigroup with a transversal on the diagonal, the insertion construction results in a
WTA-quasigroup (Q′, ·) iff for all x = y, x, y ∈ Q, we have:
(a) x = x ∗ x and x = (x ∗ x) ∗ (x ∗ x);
(b) x ∗ y = x or x ∗ y = y or x ∗ (x ∗ y) = y;
(c) x ∗ y = x or y ∗ y = (x ∗ y) ∗ x;
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(d) y = x ∗ x or x = y ∗ y or (x ∗ x) ∗ y = (y ∗ y) ∗ x;
(e) y = x ∗ x or (x ∗ x) ∗ y = (x ∗ y) ∗ (x ∗ y).
5.4.1. Insertion construction with rings
We start with a commutative ring (R,+,−, 0, ·, 1), R = {0, 1, . . . , n − 1}, with identity and deﬁne the quasigroup
(R, ∗) by x ∗ y := ax + by + d , where a, b are units in R.
Lemma 7. Let x ∗ y := ax + by + d be deﬁned on R and
(a) a, a − 1, a + b, a + b + 1, a2 + ab − b, b, b + 1 and d are units in R;
(b) 1 − a − b is a zero divisor or 0 in R;
(c) there is a 0t ∈ R, 0t = 0 such that 0t (a − ab + b) = 0 and 0t (a2 + b) = 0,
then the insertion construction gives a WTA-quasigroup of order n + 1.
Taking d := 1 and b := 1 − a, we have
Lemma 8. If a, a − 1, 2a − 1, a − 2 and 2 are units in R and a2 − a + 1 is a zero divisor or 0 in R, there is a
TA-quasigroup of order |R| + 1.
If n = a2 − a + 1 is a prime and a > 2, the elements a, a − 1, 2a − 1 and a − 2 are units in Zn, thus:
Lemma 9. Let a ∈ Z and n = a2 − a + 1 be a prime, then a TA-quasigroup of order n + 1 exists.
This construction also works for the case a = 2 and n = 3, even the elements a − 2 and 2a − 1 are no units in Z3.
This yields a WTA-quasigroup (Q, ·) of order 4
We exchange the rows 0 and 3 and rename the elements 0 ↔ 3. By rearranging the columns we get a TA-left-loop
(Q, ·′′)
Example. Taking a = 3 or a = 4, we get a TA-quasigroup of order 8 resp. 14.
5.4.2. Diagonal method
The insertion construction requires a quasigroup with a transversal. Quasigroups constructed with the diagonal
method have many transversals, they are therefore ideal for this purpose. The requirements of the permutation p in the
following lemma appear high. They are, however, perfectly suitable for a computer search, thus allowing for the direct
construction of TA-quasigroups up to order 28.
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Lemma 10. Let p : Zn → Zn, n odd, be a permutation with the properties:
(a) p(0) = 0;
(b) p(x) − p(y) = x − y implies x = y;
(c) p(y − p(x)) + p(x) = p(x − p(y)) + p(y) implies x = y;
(d) x = p(0) and x = −p(0) and p(−p(0) + x) − p(−p(0) − x) = x implies x = 0;
(e) p(x) = 0 and p(−p(x)) + p(x) = x + p(0) implies x = 0;
(f) p(x) = 0 and p(x) = x and p(p(x)) = x implies x = 0
and x ∗ y := p(−x + y) + x, then the insertion construction yields a WTA-quasigroup of order n + 1.
Example. Some permutations p which fulﬁll the necessary conditions.
Order 9:
p = (0 1 3 6 2)(4 8 5) and p = (0 1 3 8 7 4 2 6)
Order 11:
p = (0 1 7 5 4)(2 10 3 6 8)
Order 15:
p = (0 1)(3 7 12 9)(4 6 13 11)(5 8 14 10)
Order 17:
p = (0 1)(3 5 15 10 6 9 13 7 4 11 16 8 14 12)
Order 25:
p = (0 1)(3 5 9 18 8 24 17 15 20 12 23 6 13 19 14 11 21 10 22 16 4 7)
Order 27:
p = (0 1)(3 5 9 20 11 24 17 4 7)(6 13 25 8)(10 26 14 19 16 22 12 21 15 23 18)
Example. We get the following TA-quasigroup for order 18
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5.5. Quasi-direct product
We can use the direct product for orders 4k + 2= 2u only if u is not a prime number, i.e. u=u1u2, and if we already
have a TA-quasigroup of order 2u1 or 2u2. This is usually not the case, so we need a more general construction. In
this section, we consider a construction with the quasi-direct product that allows us to construct TA-quasigroups for
all orders divisible by 6 (except for 6). Additionally, we will prove that the class of TA-quasigroups is not a variety.
Lemma 11. Let (R,+, ·) be a commutative ring with identity, |R| = u, and b1, b2, b3 ∈ R units. Furthermore, let
a1 := b3/b1, a2 := b23b2/b31 =a21/a3 and a3 := b1/b2. If b1 +b3, b1 −b3, a1 −1, a2 −1, a2 +1 are units and a1 = −1,
there is a TA-left-loop (Q, ·) of order 6u with the property (x · 0) · 0 = x ⇒ x = 0.
Proof. There are noTA-quasigroups of order 6 (see [9]). The idea of the following construction is to take one quasigroup
of order 6 for which the condition (c ∗x)∗y = (c ∗y)∗x ⇒ x =y is true for many c, x, y and then use the quasi-direct
product for the production of aWTA-quasigroup.We achieve this goal by taking the TA-quasigroup (Z5,−x +2y +1)
of order 5 and using the insertion construction as in Lemma 9 for (Q, ·′′) to get the following quasigroup (Q, ∗) of
order 6:
For this quasigroup, (c ∗ x) ∗ y = (c ∗ y) ∗ x only holds for the following x = y:
and accordingly if x and y are exchanged. Thus, if (c ∗ x) ∗ y = (c ∗ y) ∗ x it follows that x = y or c ∗ x = 0 or c ∗ y = 0.
We deﬁne (Q × R, ·) by
(x, u) · (y, v) :=
{
(x ∗ y, a1u + b1v + 1) if x ∗ y = 0, x = 0,
(0, a2u + b2v) if x ∗ y = 0,
(y, a3u + b3v) if x = 0, y = 0
and (Q×R, ·) is a WTA-quasigroup with ((x, u) · (0, 0)) · (0, 0)= (x, u) ⇒ (x, u)= (0, 0). As (0, 0) · (0, 0)= (0, 0)
rearranging the columns in order to get a TA-left-loop does not affect this property. 
With the quasi-direct product we get another result.
Theorem 3. The class of TA-quasigroups is no variety.
Proof. The class of TA-quasigroups is not closed under homomorphic images. We consider the following example: let
n := 6 · 5 = 30. We choose the units b1 := 2, b2 := 1, b3 := 1 and a1 := 3, a2 := 2, a3 := 2 from Z5. The conditions
of the lemma are now fulﬁlled and it follows that the above deﬁned left-loop (Q × Z5, ·) is totally anti-symmetric.
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Obviously  : Q × Z5 → Q with (x, u) := x deﬁnes a homomorphism from (Q × Z5, ·) to (Q, ∗). (Q, ∗) is a
quasigroup of order 6 and not totally anti-symmetric. 
5.6. Generalized singular direct product
The generalized singular direct product is a very useful instrument for the construction of TA-quasigroups. The
following lemma with the notation of 3.2 shows, that a calculation with this method is complex. However, it will give
us constructions for TA-quasigroups for most of the cases.
Lemma 12. The generalized singular direct product deﬁnes a WTA-quasigroup if:
(a) (Q, ∗) is a WTA-quasigroup;
(b) (c ∗ x)⊗u,v y = (c⊗u,v y) ∗ x, if u = v, x ∈ S, (c, u), (y, v) ∈ P × V ;
(c) v%w = w%v or (c ∗ x)⊗w,v y = (c ∗ y)⊗v,w x for v = w, c ∈ S, (x,w), (y, v) ∈ P × V ;
(d) v = (w%v)%w or c ∗ x ∈ P or (c ∗ x) ∗ y = (c⊗w,vy)⊗w%v,w x for v = w, (c, w), (x,w), (y, v) ∈ P × V ;
(e) (c⊗u,w x)⊗u%w,w y = (c⊗u,w y)⊗u%w,w x ⇒ x = y, u = w, (c, u), (x,w), (y,w) ∈ P × V ;
(f) w = u%(u%w) or (c⊗u,w x)∗y ∈ P or (c⊗u,v y)∗x ∈ P or (c⊗u,w x)∗y = (c⊗u,v y)∗x for u, v,w mutually
different, (c, u), (x,w), (y, v) ∈ P × V ;
(g) u%w = v or u%v = w or (u%w)%v = (u%v)%w or (c⊗u,wx)⊗u%w,vy = (c⊗u,vy)⊗u%v,wx for u, v,w
mutually different, (c, u), (x,w), (y, v) ∈ P × V .
Example 3. Let (Q, ∗), Q= {0, . . . , n}, be a TA-left-loop (i.e. 0 ∗ x = x) with even order n+ 1 and x ∗ 0 = (x)n + 1,
x ∗ (x ∗ 0) = 0 for x > 0, then there is a TA-quasigroup of order mn + 1 for all odd mn.
Proof. Let u%v := (u + v)/2 on V := Zm and S := {0}. On the set P = Q\{0} we deﬁne the operations ⊗u,v by
x⊗u,v y := (−x − y + 2u + v)n + 1, where calculation is done in Zn. The conditions of the lemma are thus fulﬁlled.
Example. The quasigroup (Q, ·′′) constructed in Lemma 9 fulﬁlls the conditions x·′′0 = (x)n + 1 and x·′′(x·′′0) = 0
for x > 0. It follows that a TA-quasigroup of order 3 · 3 + 1 = 10 exists (see Fig. 1).
6. Proof of the main theorem
Ecker and Poch [9] conjectured that there are no TA-quasigroups of order 4k + 2. First of all, we supported this
conjecture (see Theorem 1) and proved that an easy approach cannot solve the problem. In [5] we already gave
counterexamples to the conjecture which have been found by a computer search. Even with optimized algorithms,
the computer search is not applicable for orders larger than 14. Next, we developed different constructions for TA-
quasigroups which enable us to completely disprove the Ecker and Poch conjecture (except for n = 2, 6) and show
that
Theorem 4. There are TA-quasigroups of order n for all n = 2, 6.
Proof. The construction of TA-quasigroups of order n = 4k + 2 is done quite easily with the Galois ﬁeld GF(2r ) and
Zu (Lemma 5), the case n = 4k + 2 however requiring all constructions from the previous sections. Fig. 2 gives an
overview of the used methods.
We divide the proof for n = 4k + 2 into the three cases n ≡ 0, 1, 2mod 3.
6.1. The case n = 3k
If n = 4s + 2 = 3k, n is divisible by 2 and 3, thus also by 6. For this case we use the quasi-direct product.
In order to be able to use the singular direct product, we additionally show that the constructed TA-left-loops fulﬁll
the condition (x ∗ 0) ∗ 0 = x ⇒ x = 0. This requirement is the reason why we do not prove this case with induction.
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Case n=3k
quasi-direct product,
diagonal method for
orders 12 and 18
TA-quasigroup of
order 6t
Case n = 3k+2
singular direct product,
different cases for
primefactor p of n - 1
Case n = 3k+1
insertion construction,
diagonal method for
orders 4 and10
singular direct product
Case n = 4s+2 > 6
Case p ≡ 1 mod 3 Case p ≡ 2 mod 3, p > 5 Case p = 5
insertion construction
in Zp
insertion construction
in GF(5²)
Proof for all orders n ≠ 2,6
Case n odd
TA-quasigroup
x∗y:=-x+y mod n
Case n=2ru, u odd, r>1
direct product
GF(2r)xZ u
TA-quasigroup of
order p+1=6t
Fig. 2. Structure of the proof.
If we assume, that we have a TA-quasigroup (Q, ∗), Q= {0, . . . , k − 1}, of order k and use the direct product with the
TA-left-loop (Z3, ·) of order 3
then, if x ∈ Q is the ﬁxpoint of the ﬁrst column, i.e. x ∗ 0 = x (which exists by Lemma 1 since  is a permutation)
((x, 1) ∗ (0, 0)) ∗ (0, 0) = (x, 2) ∗ (0, 0) = (x, 1).
One can easily clarify that this is generally valid: the direct product of two TA-quasigroups of orders 3 and k never
fulﬁlls the condition (x ∗ 0) ∗ 0 = x ⇒ x = 0.
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Lemma 13. Let (R,+, ·) be a commutative ring with identity and a − 1, a, a + 1 units, then there is a TA-left-loop of
order |R| with (x ∗ 0) ∗ 0 = x ⇒ x = 0. This is especially the case if
• R = Zu, u odd and not divisible by 3, and
• R = GF(pi), where pi > 3.
Proof. Let x ∗ y := ax + y, then (R, ∗) is a TA-left-loop. If (x ∗ 0) ∗ 0 = a2x = x, (a2 − 1)x = (a − 1)(a + 1)x = 0
and thus x = 0.
In Zu, u odd and not divisible by 3, and in GF(pi), p5, the elements 1, 2, and 3 are units and we deﬁne a := 2. In
GF(2i ) resp. GF(3j ), i, j > 1, there are elements a2 ∈ GF(2i )\{0, 1} and a3 ∈ GF(3j )\{0, 1, 2} and a2, a2+1=a2−1
resp. a3, a3 + 1, a3 + 2 are units and we deﬁne a := a2 resp. a := a3 + 1. 
Lemma 14. Let n be divisible by 6, n> 6, then there is a TA-left-loop of order n which fulﬁlls (x ∗0)∗0=x ⇒ x =0.
Proof. Let n = 2i3j u, u odd and not divisible by 3, i, j > 0. If u> 1, we have a TA-left-loop of order u with (x ∗ 0) ∗
0 = x ⇒ x = 0 by Lemma 13.
Case 1: i = j = 1. We deﬁne b1 = 2, b3 = 1, b2 = (16)u, then b1, b2, b3, b1 + b3 = 3, b1 − b3 = 1, a1 − 1 = − 12 ,
a2 − 1 = 1, a2 + 1 = 3 are units in Zu and a1 = 12 = −1. Lemma 11 yields the existence of the required TA-left-loop
of order n = 6u.
Case 2: i = 1, j > 1. For order 18, the TA-left-loop in Section 5.4.2 has the required properties.
Let a ∈ GF(9)\{0, 1, 2} with a2 = 2 then b1 = 1, b3 = a, b2 = a + 1, b1 + b3 = a + 1, b1 − b3 = 1 − a, a1 − 1 =
a−1, a2 −1=2a+1, a2 +1=2a are units in GF(9) and a1 =a = 2=−1. Lemma 11 yields the required TA-left-loop
of order n = 6 · 9 = 54.
Lemma 13 yields a TA-left-loop of order 9 with (x ∗ 0) ∗ 0 = x ⇒ x = 0.
Now, if j = 2k + 1> 3, i.e. n = 54 · 32k−2 · u = 54 · 9k−1 · u, or j = 2k > 2, i.e. n = 18 · 32k−2 · u = 18 · 9k−1 · u,
we have a TA-left-loop for every factor, such that (x ∗ 0) ∗ 0 = x ⇒ x = 0, and with the direct product we have one of
order n.
Case 3: i > 1, j = 1. Similar to the above case, but we take GF(4) instead of GF(9) and the following TA-left-loop
of order 12.
Case 4: i, j > 1. By Lemma 13 we get a TA-left-loop for every order 2i , 3j , and u, so that (x ∗ 0) ∗ 0 = x ⇒ x = 0.
Thus, we have such a TA-left-loop of order n = 2i3j u. 
6.2. The case n = 3k + 1
First, we need a TA-quasigroup with certain properties.
Lemma 15. Let n = 3ku odd, u not divisible by 3, and k = 0 or k > 1. Then there is a TA-quasigroup (V ,%) of order
n with:
1. x%x = x, (V ,%) is idempotent;
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2. w = u%(u%w) ⇒ u = w;
3. v = (w%v)%w ⇒ v = w.
Proof. Since the direct product of two such quasigroups again has the same properties, we only have to prove the
lemma for n> 3 prime and n = 3k , k > 1. With the deﬁnition x%y := (1 − a)x + ay, the quasigroup (Zp,%) has the
required properties if a, a − 1, a + 1, 2a − 1, and a2 − a + 1 are units. If p> 3 is a prime, we choose a := 2, then
a, a − 1 = 1, 2a − 1 = 3, a + 1 = 3, a2 − a + 1 = 3 are units in Zp and x%y := −x + 2y fulﬁlls the conditions 1–3.
If n = 3k , k > 1, we make the same construction in GF(3k). In this case, we need an a = 0, 1, 2 = 12 = −1. Then,
a2 − a + 1 = 0 because in GF(3k) we have (a + 1)(a + 1)= a2 + 2a + 1= a2 − a + 1= 0 ⇔ a =−1. Since GF(3k)
has at least 9 elements for k > 1, there is such an a = 0, 1, 2 in GF(3k). 
Lemma 16. Let (Q, ∗),Q={0, . . . , n},beaTA-left-loopof evenordern+1and (−(x∗0)+y)n+1 = ((−x+y)n+1)∗0,
for x, y > 0, then for all odd m = 3t u, t = 0 or t > 1 there is a TA-quasigroup of order nm + 1.
Proof. We take the quasigroup (V ,%) from Lemma 15 together with V := Zm and S := {0}. On the set P := Q\{0},
the operations ⊗u,v are deﬁned by x⊗u,vy := (−x + y)n + 1. The conditions of Lemma 12 are then fulﬁlled. 
Lemma 17. Let (Q, ∗),Q={0, 1, . . . , n}, be aTA-left-loop of even order n+1with the property (x∗0)∗0=x ⇒ x=0.
For all m = 3t u, t = 0 or t > 1, u odd and not divisible by 3 there is a TA-quasigroup of order nm + 1.
Proof. By renaming the elements and simultaneously reordering the rowswe get a TA-left-loop (Q, ·)which is isotopic
to (Q, ∗)
x · y := −1((x) ∗ y),  suitable,
for which the column permutation q0 : x → x · 0 has a representation with l cycles
q0 = (1 2 . . . k1)(k1 + 1 k1 + 2 . . . k2) . . . (kl−1 + 1 kl−1 + 2 . . . kl),
where 0 = k0 <k1 < · · ·<kl and ki − ki−1 > 2.
This TA-left-loop has the property (−(x · 0)+ y)n + 1 = ((−x + y)n + 1) · 0 for x, y > 0, and we have the proof of
the existence of a TA-quasigroup of order nm + 1 on the basis of the singular direct product resp. of Lemma 16. 
By using the insertion construction resp. the diagonal method, we get the following TA-left-loops of order 4 and 10
with the property (x ∗ 0) ∗ 0 = x ⇒ x = 0:
Let k = 3t · u, u not divisible by 3. If t = 1, n = 9u + 1, we use Lemma 17 with (Z10, ∗10) and m = u. If t = 1, we
use Lemma 17 with (Z4, ∗4) and m = k.
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6.3. The case n = 3k + 2
If we take a look at the insertion construction (Lemma 8), the question arises whether there is an element a in a ring
so that a2 − a + 1 is a zero divisor or a2 − a + 1 = 0. In the ring Zp, p> 2 prime, this is equivalent to the question
whether the equation
a2 − a + 1=p0
has a solution. We multiply the equation by 4 and get
4a2 − 4a + 4 = (2a − 1)2 + 3=p0.
This equation has a solution if there is an element x ∈ Zp with x2=p − 3. If there is such an element x, we say that
−3 is a quadratic residuum modulo p. With the well-known Legendre symbol, it is easy to show that −3 is a quadratic
residuum modulo p iff p ≡ 1mod 3. Thus we can show:
Lemma 18. Let p ≡ 1mod 3 prime or q ≡ 2mod 3 prime, p, q > 2, then there is a TA-left-loop of order p + 1 resp.
q2 + 1 with the property (x · 0) · 0 = x ⇒ x = 0.
Proof. Let p ≡ 1mod 3 prime, then there is an element a in Zp with a2 − a + 1=p0 and a = 0, 1, 2. If 2a − 1=p0,
it follows that 4a2=p4a − 4 resp. 2a · 2a=p2 · 2a − 4 and thus 1=p − 2, in contradiction to p ≡ 1mod 3. The
conditions of Lemma 8 are thus fulﬁlled and we get a WTA-quasigroup (Zn+1, ·) of order p + 1 from (Zn, ∗), n := p,
x ∗ y := (ax + (1 − a)y + 1)n with the insertion construction. Then, for x <n holds that
x · n = n · x = x ∗ x = (ax + (1 − a)x + 1)n = (x + 1)n
and n · n = n. We deﬁne a WTA-quasigroup x  y := ((x) · (y)) (see Lemma 3), where  := (0 n) and
(x) := (x − 1)n+1. Then, for x > 0 we have
0  x = ((0) · (x)) = (n · (x)) = (((x) + 1)n) = ((x)n) = x
and
0  0 = ((0) · (0)) = (n · n) = (n) = 0.
Furthermore, we have for 0<x <n
x  0 = ((x) · (0)) = (x · n) = ((x + 1)n) = x + 1
and
n  0 = ((n) · (0)) = (0 · n) = (1) = 1.
Thus, (x  0)  0 = x ⇒ x = 0.
If q ≡ 2mod 3 is prime, in Zq = GF(q) there is no element x with x2 − x + 1=q0. We get GF(q2) by extending the
ﬁeld GF(q) by
√−3. Then, in GF(q2) there is an element a with a2 − a + 1 = 0 and a, a − 1, 2a − 1, a − 2 = 0. We
deﬁne x ∗ y := ax + (1− a)y + 1 and get, by using the insertion construction, the WTA-quasigroup (GF(q2)∪ {n}, ·).
Let = (0 √−3 2√−3 3√−3 . . . (q − 1)√−3 n) and x  y := (−1(x) ·(y)), where (y) := n\−1(y), then
(GF(q2) ∪ {n},) is the required TA-quasigroup for which (x  0)  0 = x ⇒ x = 0. 
Finally, we show the existence of a TA-quasigroup of order n = 4s + 2 if n = 3k + 2. Let pk11 · pk22 · . . . · pkll be the
prime factorization of n − 1.
• If there is a p := pi ≡ 1mod 3, we use the insertion construction with Zp. Lemma 18 yields a TA-left-loop of order
p + 1 with (x ∗ 0) ∗ 0 = x ⇒ x = 0.
• If the ﬁrst case does not apply,pi ≡ 2mod 3 for all i since n−1=3k+1 is not divisible by 3. If there is ap := pi > 5,
p+1 is even and divisible by 3, therefore divisible by 6. By Lemma 14 (quasi-direct product) we have a TA-left-loop
of order p + 1 with (x ∗ 0) ∗ 0 = x ⇒ x = 0.
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• The possibility remains that n − 1 = 5k1 . Then k1 > 1 and we have a TA-left-loop of order p + 1, p := 52, with
(x ∗ 0) ∗ 0 = x ⇒ x = 0 by Lemma 18 (insertion construction with GF(52)).
Now let m := (n − 1)/p, then m is not divisible by 3. By using the singular direct product (Lemma 17), we get a
TA-quasigroup of order pm + 1 = n.
This is the proof of our main theorem. 
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