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ROUTH’S THEOREM FOR SIMPLICES
FRANTISˇEK MARKO AND SEMYON LITVINOV
Abstract. It is shown in [28] that, using only tools of elementary geometry,
the classical Routh’s theorem for triangles can be fully extended to tetrahe-
dra. In this article we first give another proof of Routh’s theorem for tetrahe-
dra where methods of elementary geometry are combined with the inclusion-
exclusion principle. Then we generalize this approach to (n− 1)−dimensional
simplices. A comparison with the formula obtained using vector analysis yields
an interesting algebraic identity.
Introduction
The classical Routh’s theorem, see rider (vii) on page 33 of [11]1 or page 82 of
[39], states the following.
Theorem 1. Let ABC be an arbitrary triangle of area 1, a point K lie on the line
segment BC, a point L lie on the line segment AC and a point M lie on the line
segment AB such that |AM ||MB| = x,
|BK|
|KC| = y and
|CL|
|LA| = z. Denote by P the point of
intersection of lines AK and CM , by Q the point of intersection of lines BL and
AK, and by R the point of intersection of lines CM and BL - see Figure 1.
Figure 1. Routh’s Triangles
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1The authors would like to thank Mark B. Villarino of the University of Costa Rica for bringing
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2 FRANTISˇEK MARKO AND SEMYON LITVINOV
Then the area of the triangle KLM is
1 + xyz
(1 + x)(1 + y)(1 + z)
,
and the area of the triangle PQR is
(1− xyz)2
(1 + x+ xy)(1 + y + yz)(1 + z + zx)
.
Routh’s theorem implies the theorem of Ceva:
Theorem 2. The lines AK, BL and CM intersect at one point if and only if
xyz = 1.
Routh’s theorem is also closely related to the following theorem of Menelaus.
Theorem 3. Let K be an arbitrary point on the line BC, L on line BC and M
on line AB. Denote
−−→
AM−−→
MB
= x,
−−→
BK−−→
KC
= y and
−→
CL−→
LA
= z. Then the points K,L,M are
colinear if and only if xyz = −1.
We have conducted an extensive search of the literature on theorems of Routh,
Ceva and Menelaus and their generalizations to higher dimensions within the con-
text of Euclidean geometry (there are generalizations in other geometries but we
did not include them here) which resulted in the bibliography of the present paper.
We believe that this list of articles is interesting from the historical perspective
(although we cannot guarantee its completeness) and is valuable since it represents
the wide range of generalizations of these classical theorems. We have been able to
find only two papers, [21] and [44], where Routh’s theorem is generalized to higher
dimensions. Note that the statement in [44] is missing an absolute value and the
statement in [21] needs to be reformulated to fit our notation. Unfortunately, both
papers are not readily accessible to most of the readers since they are written in
Chinese and Slovak languages, respectively. In [28], we gave a geometric proof of
Routh’s theorem for tetrahedra. Keeping in mind that we would like to generalize
this theorem to simplices, we need to adjust the notation as follows.
Theorem 4. Let A1A2A3A4 be an arbitrary tetrahedron of volume 1. Choose a
point P1 on the edge A1A2, a point P2 on the edge A2A3, a point P3 on the edge
A3A4, and a point P4 on the edge A4A1 such that
|P1A1|
|P1A2| = x1,
|P2A2|
|P2A3| = x2,
|P3A3|
|P3A4| = x3, and
|P4A4|
|P4A1| = x4. Then
(1) VP1P2P3P4 =
|1− x1x2x3x4|
(1 + x1)(1 + x2)(1 + x3)(1 + x4)
.
The four planes given by the points A1, A2, P3, points A2, A3, P4, points A3, A4, P1,
and points A4, A1, P2 enclose the tetrahedron R1R2R3R4 (see Figure 2) of the vol-
ume
VR1R2R3R4 =
|1− x1x2x3x4|3
(1 + x1 + x1x2 + x1x2x3)(1 + x2 + x2x3 + x2x3x4)
×
1
(1 + x3 + x3x4 + x3x4x1)(1 + x4 + x4x1 + x4x1x2)
.
(2)
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Figure 2. Notation, x1x2x3x4 > 1
The formulas in the above theorem correspond to the cycle (A1A2A3A4). Op-
posite to [28], we will assume that x1x2x3x4 > 1. If x1x2x3x4 < 1, then we can
change the orientation of the cycle (A1A2A3A4). As a consequence, the product
x1x2x3x4 will change to
1
x1x2x3x4
> 1, and a simple evaluation leads to the same
reesult.
Formula (2) will be proved using geometric considerations together with the
principle of inclusion-exclusion.
In Section 2 of the article we will extend our considerations to the cycle (A1 . . . An)
corresponding to a general (n− 1)−dimensional simplex A1 . . . An. Comparison of
the result with the formula given in [44] yields a remarkable algebraic identity (5).
1. Routh’s theorem for tetrahedra: proof of (2)
Let us assume that x1x2x3x4 > 1. To the cutting plane σ1 given by points
A3, A4, P1 we assign the half-space S1 containing A1, to the cutting plane σ2 given
by points A1, A4, P2 we assign the half-space S2 containing A2, to the cutting plane
σ3 given by points A1, A2, P3 we assign the half-space S3 containing A3, and to the
cutting plane σ4 given by points A2, A3, P4 we assign the half-space S4 containing
A4. For i = 1, 2, 3, 4, denote by Ti the tetrahedron that is the intersection of Si
with the tetrahedron A1A2A3A4, and by Vi the volume of the tetrahedron Ti.
If x1x2x3x4 > 1, then the intersection T1∩T2∩T3∩T4 = S1∩S2∩S3∩S4 is the
tetrahedron R1R2R3R4. (If x1x2x3x4 = 1, then this intersection is a single point
and if x1x2x3x4 < 1, this intersection if empty).
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In what follows we denote the volume of a tetrahedron T = ABCD by VABCD
or VT and analogously for other tetrahedra. For the convenience of the reader we
shall now restate Lemmas 6, 7, and 8 of [28].
Lemma 1.1. In the notation of Figure 3,
VAMCD = VABCD
|AM |
|AB| .
Lemma 1.2. In the notation of Figure 3,
Figure 3. Tetrahedra AMCD, ACKM, ADKM
VAKCM = VABCD
|AM |
|AB|
|CK|
|CD| and VAMKD = VABCD
|AM |
|AB|
|DK|
|DC| .
Lemma 1.3. Consider the triangle ABC in Figure 4. If |AM ||MB| = v and
|BK|
|KC| = u,
then
|AP |
|PK| = v(1 + u).
Using Lemma 1.1, we obtain
VT1 =
x1
1 + x1
, VT2 =
x2
1 + x2
, VT3 =
x3
1 + x3
, VT4 =
x4
1 + x4
.
It follows from Lemma 1.2 that
VT1∩T3 =
x1
1 + x1
x3
1 + x3
and VT2∩T4 =
x2
1 + x2
x4
1 + x4
.
Lemma 1.4. Consider the triangle in Figure 4. Then
|MP |
|PC| =
vu
1 + v
and
|MP |
|MC| =
vu
1 + v + vu
.
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Figure 4. Ratios
Proof. Lemma 1.3 applied to the triangle CBA yields
|CP |
|PM | =
1
u
(
1 +
1
v
)
=
1 + v
uv
,
and the desired ratios follow. 
Figure 5. Middle tetrahedron
Lemma 1.5. The volume of T1 ∩ T2 is
x21x2
(1 + x1)(1 + x1 + x1x2)
.
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Proof. It can be observed from Figure 5 that T1∩T2 is the tetrahedron A1P1Q1A4.
Using Lemma 1.1, we obtain
VA1P1A3A4 =
x1
1 + x1
and VA1P1Q1A4 = VA1P1A3A4
|P1Q1|
|Q1A3| .
Since, by Lemma 1.4,
|P1Q1|
|Q1A3| =
x1x2
1 + x1 + x1x2
,
the formula follows. 
It follows as in the proof of Lemma 1.5 that
VT2∩T3 =
x22x3
(1 + x2)(1 + x2 + x2x3)
,
VT3∩T4 =
x23x4
(1 + x3)(1 + x3 + x3x4)
,
VT4∩T1 =
x24x1
(1 + x4)(1 + x4 + x4x1)
.
Lemma 1.6. The volume of T1 ∩ T2 ∩ T3 is
x31x
2
2x3
(1 + x1)(1 + x1 + x1x2)(1 + x1 + x1x2 + x1x2x3)
.
Proof. In the notation of Figure 2, the intersection T1 ∩ T2 ∩ T3 is the tetrahedron
A1P1Q1R1. Looking at Figure 6 and using Lemma 1.1, we determine that
Figure 6. Small tetrahedron
VA1P1Q1R1 = VA1P1Q1A4
|Q1R1|
|Q1A4| ,
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where
VA1P1Q1A4 = VT1∩T2 =
x21x2
(1 + x1)(1 + x1 + x1x2)
by Lemma 1.5. To find the remaining ratio |Q1R1||Q1A4| , consider the triangle A1P2A4
as depicted in Figure 7. Here we have v = x1(1 + x2) by Lemma 1.3 applied to
Figure 7. Ratio |Q1R1||Q1A4|
the triangle A1A2A3 and u =
x2x3
1+x2
by Lemma 1.4 applied to the triangle A2A3A4.
Therefore Lemma 1.4 applied to the triangle A1P2A4 yields
|Q1R1|
|Q1A4| =
vu
1 + v + vu
=
x1x2x3
1 + x1 + x1x2 + x1x2x3
,
and the result follows. 
It follows as in the proof of Lemma 1.6 that
VT2∩T3∩T4 =
x32x
2
3x4
(1 + x2)(1 + x2 + x2x3)(1 + x2 + x2x3 + x2x3x4)
,
VT3∩T4∩T1 =
x33x
2
4x1
(1 + x3)(1 + x3 + x3x4)(1 + x3 + x3x4 + x3x4x1)
,
VT4∩T1∩T2 =
x34x
2
1x2
(1 + x4)(1 + x4 + x4x1)(1 + x4 + x4x1 + x4x1x2)
.
Proof of (2) in Theorem 4: Assume first that x1x2x3x4 > 1. Using the
principle of inclusion-exclusion, we obtain
VR1R2R3R4 =VA1A2A3A4 − VT1 − VT2 − VT3 − VT4
+ VT1∩T3 + VT2∩T4 + VT1∩T2 + VT2∩T3 + VT3∩T4 + VT4∩T1
− VT1∩T2∩T3 − VT2∩T3∩T4 − VT3∩T4∩T1 − VT4∩T1∩T2 .
Formula (2) now follows from the previous formulas for the above volumes to-
gether with the following identity (3).
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(3)
1− x1
1 + x1
− x2
1 + x2
− x3
1 + x3
− x4
1 + x4
+
x21x2
(1 + x1)(1 + x1 + x1x2)
+
x22x3
(1 + x2)(1 + x2 + x2x3)
+
x23x4
(1 + x3)(1 + x3 + x3x4)
+
x24x1
(1 + x4)(1 + x4 + x4x1)
+
x1x3
(1 + x1)(1 + x3)
+
x2x4
(1 + x2)(1 + x4)
− x
3
1x
2
2x3
(1 + x1)(1 + x1 + x1x2)(1 + x1 + x1x2 + x1x2x3)
− x
3
2x
2
3x4
(1 + x2)(1 + x2 + x2x3)(1 + x2 + x2x3 + x2x3x4)
− x
3
3x
2
4x1
(1 + x3)(1 + x3 + x3x4)(1 + x3 + x3x4 + x3x4x1)
− x
3
4x
2
1x2
(1 + x4)(1 + x4 + x4x1)(1 + x4 + x4x1 + x4x1x2)
=
(x1x2x3x4 − 1)3
(1 + x1 + x1x2 + x1x2x3)(1 + x2 + x2x3 + x2x3x4)
×
1
(1 + x3 + x3x4 + x3x4x1)(1 + x4 + x4x1 + x4x1x2)
.
Identity (3) can be verified either manually or by using a software like Mathematica
or Maple.
The case x1x2x3x4 < 1 can be treated similarly to [28] by reversing the orienta-
tion of the cycle (A1A2A3A4) to (A1A4A3A2) and using the substitution x1 7→ 1x4 ,
x2 7→ 1x1 , x3 7→ 1x2 , x4 7→ 1x3 that reduces it to the case x1x2x3x4 > 1. 
2. Routh’s theorem for simplices and related algebraic identities
Reviewing the formulas for the volumes of various tetrahedra appearing in the
application of the inclusion-exclusion principle in Section 1, it is possible to observe
the pattern that holds in the general case of an (n− 1)-dimensional simplex
S = A01 . . . A
0
n. (In this section we assume that n ≥ 4.)
We will work with the cycle (A01 . . . A
0
n) and for simplicity of notation we will
consider all indices modulo n, that is, we identify the index n + 1 with 1, and so
on. For each i = 1, . . . , n choose a point A1i on the edge A
0
iA
0
i+1 of S and denote
|A0iA1i |
|A1iA0i+1| = xi. Let Hi be the half-space given by the hyperplane σi containing points
A01 . . . A
0
i−1A
1
iA
0
i+2 . . . A
0
n in the direction of the point A
0
i , and Ti the intersection of
Hi with the original simplex S. We will assume that
∏n
i=1 xi > 1. In this case, the
intersection of all half-spaces Hi and S is the (n− 1)-dimensional simplex
⋂n
i=1 Ti.
We will obtain a generalization of Routh’s theorem by determining a formula for
the volume of the simplex
⋂n
i=1 Ti in terms of xi’s.
An additional notation is in order. For each i = 1, . . . , n and j = 2, . . . , n − 1,
let Aji be the point of the intersection of the lines A
j−1
i A
0
i+j and A
j−1
i+1A
0
i .
Our argument will rely heavily on the triangles described in the following Lemma
2.1 and the ratios calculated in Lemma 2.2.
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Lemma 2.1. For every i = 1, . . . , n and j = 2, . . . , n − 1 consider the triangle
A0iA
j−2
i+1A
0
i+j with the point A
j−1
i on the edge A
0
iA
j−2
i+1 , the point A
j−1
i+1 on the edge
Aj−2i+1A
0
i+j, and the point A
j
i as depicted in Figure 8.
Figure 8. General position
Then the line A0iA
j−1
i+1 and the point A
j
i belong to the hyperplane σi+j−1.
Proof. Note that all points in Figure 8 belong to the same plane. For j = 2,
it follows from the choice of the points A1i and A
1
i+1. For j > 2, it follows by
induction on j since Aj−1i lies on the line given by A
0
i and A
j−2
i+1 , and A
j−1
i+1 lies on
the line given by A0i+j and A
j−2
i+1 .
The statement of the lemma is true for j = 2 since both A0i and A
1
i+1 belong
to σi+1. For j > 2, it follows by induction on j since the point A
0
i belongs to
σi+j−1 and the point A
j−1
i+1 belongs to σi+j−1 by induction applied to the triangle
A0i+1A
j−3
i+2A
0
i+j . 
In relation to the triangle in Figure 8, define
vi,j =
|A0iAj−1i |
|A0iAj−2i+1 |
, ui,j =
|Aj−2i+1Aj−1i+1 |
|Aj−2i+1A0i+j |
, ti,j =
|AjiAj−1i |
|A0i+jAj−1i |
.
Lemma 2.2. Given i = 1, . . . n and j = 2, . . . , n− 1, we have
vi,j = xi + xixi+1 + . . .+ xixi+1 . . . xi+j−1,
ui,j =
xi+1 . . . xi+j
1 + xi+1 + xi+1xi+2 + . . .+ xi+1 . . . xi+j−1
,
ti,j =
xi . . . xi+j−1
1 + xi + xixi+1 + . . .+ xi . . . xi+j−1
.
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Proof. We proceed by induction on j. For j = 2 the statements vi,2 = xixi+1,
ui,2 =
xi+1xi+2
1+xi+1
, and ti,2 =
xixi+1
1+xi+xixi+1
follow in the same way as in the proof of
Lemma 1.5. The formulae vi,3 = xixi+1xi+2, ui,3 =
xi+1xi+2xi+3
1+xi+1+xi+1xi+2
, and
ti,2 =
xixi+1xi+2
1+xi+xixi+1+xixi+1xi+2
for j = 3 follow in the same way as in the proof of
Lemma 1.6.
For the inductive step, apply Lemmas 1.3 and 1.4 to the triangle on Figure 8
with v = vi,j−1 and u = ui,j−1. By Lemma 1.3, we infer that
vi,j = vi,j−1(1 + ui,j−1) = xi + xixi+1 + . . .+ xixi+1 . . . xi+j−1.
By Lemma 1.4, we obtain
ui,j =
vi,j−1ui,j−1
1 + vi,j−1 + vi,j−1ui,j−1
=
xi+1 . . . xi+j
1 + xi+1 + xi+1xi+2 + . . .+ xi+1 . . . xi+j−1
.
Finally, the formula for ti,j follows from the formulas for vi,j and ui,j using
Lemma 1.4. 
We will determine the volume of the simplex
⋂n
i=1 Ti (with the vertices A
n−1
1 , . . . ,
An−1n ) using the inclusion-exclusion principle. For this we shall compute the vol-
umes of all simplices
⋂
i∈I Ti, where I ( {1, . . . , n}. An important property of such
simplices
⋂
i∈I Ti is that they contain the original vertices A
0
j , where j /∈ I.
From now on, we will assume that I ( {1, . . . , n}. We now proceed to determine
the vertices of the simplices
⋂
i∈I Ti and compute their volumes. When calculating
the volume of
⋂
i∈I Ti, the crucial role is played by the distribution of elements
i ∈ I along the cycle C = (1 . . . n). Assume that the set I consists of blocks of
consecutive elements along the cycle C and keep in mind that a block containing n
can start before n and continue through n to 1 and further. Denote by B(I) the set
of all blocks of I along the cycle C. To each block of I, say B = {k, k+1, . . . , k+ l},
we assign the expression
V (B) =
k+l∏
j=k
∏j
a=k xa
1 +
∑j
b=k
∏b
a=k xa
.
For example,
V ({2, 3, 4, 5}) = x2
1 + x2
x2x3
1 + x2 + x2x3
x2x3x4
1 + x2 + x2x3 + x2x3x4
×
x2x3x4x5
1 + x2 + x2x3 + x2x3x4 + x2x3x4x5
.
Proposition 2.3. Let B = {k, k+ 1, . . . , k+ l} be a subset of I (hence l < n− 1).
Then the vertices of the simplex
⋂
i∈B Ti are A
0
k, A
1
k, . . . , A
l+1
k , A
0
k+l+2, . . . , A
0
n+k−1
and
V⋂
i∈B Ti = V (B) =
k+l∏
j=k
∏j
a=k xa
1 +
∑j
b=k
∏b
a=k xa
Proof. We proceed by induction on l. If l = 0, the statement VTk =
xk
1+xk
follows
from Lemma 1.1.
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Assume that l > 0, the vertices of
⋂k+l−1
i=k Ti areA
0
k, A
1
k, . . . , A
l
k, A
0
k+l+1, . . . , A
0
n+k−1,
and
V⋂k+l−1
i=k Ti
=
k+l−1∏
j=k
∏j
a=k xa
1 +
∑j
b=k
∏b
a=k xa
.
Since Tk+l has the vertices A
0
k, . . . , A
0
k+l, A
1
k+l, A
0
k+l+2, . . . , A
0
n+k−1, and all vertices
A0k, A
1
k, . . . , A
l
k are included in the simplex given by vertices A
0
k, . . . , A
0
k+l, when we
cut the simplex
⋂k+l−1
i=k Ti by Hk+l, all of its edges remain the same except the edge
AlkA
0
k+l+1. The edge A
l
kA
0
k+l+1 is replaced by the edge A
l
kA
l+1
k as can be seen from
Lemma 2.1 and Figure 8 because Al+1k belongs to σk+l. Therefore the vertices of⋂
i∈B Ti are A
0
k, A
1
k, . . . , A
l+1
k , A
0
k+l+2, . . . , A
0
n+k−1.
Since the vertices Alk, A
l+1
k , A
0
k+l+1 lie on the same line, using Lemma 1.1, we
derive that
V⋂k+l
i=k Ti
= V⋂k+l−1
i=k Ti
|Al+1k Alk|
|A0k+l+1Alk|
.
Since
|Al+1k Alk|
|A0k+l+1Alk|
= tk,l+1, Lemma 2.2 concludes the inductive step. 
To find V⋂
i∈I Ti , we need to understand the role of blocks. Write a proper subset
I of {1, . . . , n} as a disjoint union of its blocks
I =
⋃
B∈B(I)
B = B1 ∪ . . . ∪Bs = {k1, . . . , k1 + l1} ∪ . . . ∪ {ks, . . . , ks + ls},
k1 < . . . < ks.
We will show that the vertices of the simplex
⋂
i∈I Ti are
(4)
A0k1 , A
1
k1 , . . . , A
l1+1
k1
, A0k1+l1+2, . . . , A
0
k2 , A
1
k2 , . . . , A
l2+1
k2
, A0k2+l2+2, . . .
A0ks , A
1
ks , . . . , A
ls+1
ks
, A0ks+ls+2, . . . , A
0
k1+n−1.
For k1 ≤ k < k1+n, denote SkI =
⋂
i∈I|k1≤i≤k Ti and list these (n−1)−dimensional
simplices in the order Sk1I , S
k1+1
I , . . . , S
k1+n−1
I , where S
k1+n−1
I =
⋂
i∈I Ti.
Proposition 2.4.
V⋂
i∈I Ti =
∏
B∈B(I)
V (B) =
∏
B∈B(I)
V⋂
i∈B Ti .
Proof. We will use the list of simplices Sk1I , . . . , S
k1+n−1
I defined above and will
show that the vertices of SkI consist of the first k− k1 + 2 vertices from the list (4)
and the vertices A0k+2, . . . A
0
k1+n−1. By Proposition 2.3, this statement is true for
k = k1, . . . , k1 + l1, which corresponds to the first block B1 = {k1, . . . , k1 + l1} of
I. Since the values k = k1 + l1 + 1, . . . , k2− 1 correspond to the indices that do not
belong to I, we conclude immediately that Sk1+l1I = S
k1+l1+1
I = . . . = S
k2−1
I and
its vertices are listed correctly.
The simplex Sk2I is the intersection of S
k2−1
I and Hk2 . Since the vertices
A0k1 , A
1
k1
, . . . , Al1+1k1 , A
0
k1+l1+2
, . . . , A0k2 of S
k2−1
I belong to the convex hull of
A0k1 , . . . , A
0
k2
, the only edge of Sk2I which is cut by the hyperplane σk2 is the edge
A0k2A
0
k2+1
. This edge is replaced in Sk2 by the edge A0k2A
1
k2
, which confirms that
the vertices of Sk2 are listed correctly. Taking the values of k in the second block
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B2 = {k2, . . . , k2 + l2}, we proceed as before and always replace only one edge,
analogously to that of the proof of Proposition 2.3, and determine the vertices of
SkI .
Proceeding like this, in each step corresponding to k ∈ I we replace a single edge
of Sk−1I to obtain S
k
I while each step corresponding to k /∈ I yields Sk−1I = SkI .
Having determined the vertices of the simplices SkI , the volumes VSkI are calcu-
lated easily. The volume V
S
k1
I
=
xk1
1+xk1
by Lemma 1.1. If k /∈ I, then VSk−1I = VSkI .
If k ∈ I and k 6= k1, then k = kj + s, where 0 ≤ s ≤ lj for an appropriate j. Then
VSkI = VSk−1I
tkj ,s+1, where tkj ,s+1 =
|As+1kj Askj |
|A0kj+s+1Asi |
.
Since VSkI is the product of VSk1I
and the ratios
V
S
l+1
I
V
Sl
I
for l = k1, . . . , k − 1, it is
clear that V
S
k1+l1
I
= V (B1), VSk2+l2I
= V (B1)V (B2), . . ., and
V⋂
i∈I Ti = VSk1+n−1I
=
s∏
i=1
V (Bi) =
∏
B∈B(I)
V⋂
i∈B Ti .

The inclusion-exclusion principle together with Propositions 2.3 and 2.4 yield the
following generalization of Routh’s theorem (when n = 3) and Theorem 4 (when
n = 4).
Theorem 5.
V⋂n
i=1 Ti
= VAn−11 ...A
n−1
n
= 1 +
∑
∅6=I({1,...,n}
(−1)|I|
∏
B∈B(I)
V (B),
where |I| is the parity of the number of elements in I.
As a consequence of the above theorem we obtain the following identity.
Theorem 6.
(5) 1 +
∑
∅6=I({1,...,n}
(−1)|I|
∏
B∈B(I)
V (B) =
(
∏n
i=1 xi − 1)n−1∏n
k=1(1 +
∑k+n−1
b=k
∏b
a=k xa)
,
where |I| is the parity of the number of elements in I.
Proof. Assume x1 · . . . · xn > 1 and consider V∩ni=1Ti . By Theorem 5, this volume
is given by the expression on the left-hand side of the above equation. On the
other hand, the volume of
⋂n
i=1 Ti can be determined using vector analysis and
determinants and, by [44], it is equal to
(
∏n
i=1 xi − 1)n−1∏n
k=1(1 +
∑k+n−1
b=k
∏b
a=k xa)
,
which is the right-hand side of the above equation. 
For an amusement of the reader we display the identity (5) for n = 5:
1− x11+x1 − x21+x2 − x31+x3 − x41+x4 − x51+x5 +
x21x2
(1+x1)(1+x1+x1x2)
+
x22x3
(1+x2)(1+x2+x2x3)
+
x23x4
(1+x3)(1+x3+x3x4)
+
x24x5
(1+x4)(1+x4+x4x5)
+
x25x1
(1+x5)(1+x5+x5x1)
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+ x1x3(1+x1)(1+x3) +
x1x4
(1+x1)(1+x4)
+ x2x4(1+x2)(1+x4) +
x2x5
(1+x2)(1+x5)
+ x3x5(1+x3)(1+x5)
− x31x22x3(1+x1)(1+x1+x1x2)(1+x1+x1x2+x1x2x3) −
x32x
2
3x4
(1+x2)(1+x2+x2x3)(1+x2+x2x3+x2x3x4)
− x33x24x1(1+x3)(1+x3+x3x4)(1+x3+x3x4+x3x4x1) −
x34x
2
1x2
(1+x4)(1+x4+x4x1)(1+x4+x4x1+x4x1x2)
− x35x21x2(1+x5)(1+x5+x5x1)(1+x5+x5x1+x5x1x2)
− x21x2x4(1+x1)(1+x1+x1x2)(1+x4) −
x1x
2
3x4
(1+x1)(1+x3)(1+x3+x3x4)
− x22x3x5(1+x2)(1+x2+x2x3)(1+x5)
− x2x24x5(1+x2)(1+x4)(1+x4+x4x5) −
x3x
2
5x1
(1+x3)(1+x5)(1+x5+x5x1)
+
x41x
3
2x
2
3x4
(1+x1)(1+x1+x1x2)(1+x1+x1x2+x1x2x3)(1+x1+x1x2+x1x2x3+x1x2x3x4)
+
x42x
3
3x
2
4x5
(1+x2)(1+x2+x2x3)(1+x2+x2x3+x2x3x4)(1+x2+x2x3+x2x3x4+x2x3x4x5)
+
x43x
3
4x
2
5x1
(1+x3)(1+x3+x3x4)(1+x3+x3x4+x3x4x5)(1+x3+x3x4+x3x4x5+x3x4x5x1)
+
x44x
3
5x
2
1x2
(1+x4)(1+x4+x4x5)(1+x4+x4x5+x4x5x1)(1+x4+x4x5+x4x5x1+x4x5x1x2)
+
x45x
3
1x
2
2x3
(1+x5)(1+x5+x5x1)(1+x5+x5x1+x5x1x2)(1+x5+x5x1+x5x1x2+x5x1x2x3)
= (x1x2x3x4x5−1)
4
(1+x1+x1x2+x1x2x3+x1x2x3x4)(1+x2+x2x3+x2x3x4+x2x3x4x5)(1+x3+x3x4+x3x4x5+x3x4x5x1)
×
1
(1+x4+x4x5+x4x5x1+x4x5x1x2)(1+x5+x5x1+x5x1x2+x5x1x2x3)
Finally, formula (1) in Theorem 4 was proven in [28] as a consequence of the
identity
1− x1
(1 + x1)(1 + x2)(1 + x3)
− x2
(1 + x2)(1 + x3)(1 + x4)
− x3
(1 + x3)(1 + x4)(1 + x1)
− x4
(1 + x4)(1 + x1)(1 + x2)
− x1x3
(1 + x1)(1 + x3)
− x2x4
(1 + x2)(1 + x4)
=
1− x1x2x3x4
(1 + x1)(1 + x2)(1 + x3)(1 + x4).
It would be interesting to obtain similar identities for higher dimensions. An
analogous identity for n = 5 is
1− x1(1+x1)(1+x3)(1+x4)(1+x5) − x2(1+x1)(1+x2)(1+x4)(1+x5) − x3(1+x1)(1+x2)(1+x3)(1+x5)
− x4(1+x1)(1+x2)(1+x3)(1+x4) − x5(1+x2)(1+x3)(1+x4)(1+x5) − x1x3(1+x1)(1+x3))
− x1x4(1+x1)(1+x4) − x2x4(1+x2)(1+x4) − x2x5(1+x2)(1+x5) − x3x5(1+x3)(1+x5) + x1x2x4(1+x1)(1+x2)(1+x4)
+ x1x3x4(1+x1)(1+x3)(1+x4) +
x1x3x5
(1+x1)(1+x3)(1+x5)
+ x2x3x5(1+x2)(1+x3)(1+x5) +
x2x4x5
(1+x2)(1+x4)(1+x5)
= 1+x1x2x3x4x5(1+x1)(1+x2)(1+x3)(1+x4)(1+x5) .
We finish by stating the formulas for the volumes of the previously considered
simplices in the special case when x1 = x2 = · · · = xn = k. In this case the volume
V = V∩ni=1Ti =
|k−1|
kn−1 . In particular, if n = 3 and k = 2, then V =
1
7 ; if n = 4 and
k = 2, then V = 115 . The case when n = 3 and k = 2 is known in the literature as
the area of the Feynman’s triangle.
The volume of the simplex A11 . . . A
1
n in the special case x1 = x2 = · · · = xn = k
equals VA11A12A13 =
kn+1
(k+1)n =
1
3 if n = 3 and k = 2, and equals VA11A12A13A14 =
kn−1
(k+1)n =
5
27 if n = 4 and k = 2.
Acknowledgement. The authors are endebted to Professor Jose Alfredo Jimenez
for his encouragement and help with the images presented in this article.
14 FRANTISˇEK MARKO AND SEMYON LITVINOV
References
[1] Amir-Moez, Ali R.; Stubbs, Patricia A., Menelaus theorem in a vector space. Pi Mu Epsilon
J. 6, no. 4, 211–214. (1976).
[2] Ayoub, Ayoub B., Routh’s theorem revisited, Mathematical Spectrum 44 (1) (2011/2012),
24–27.
[3] Be´nyi, A´rpa´d; C´urgus, Branko, A generalization of Routh’s triangle theorem. (English sum-
mary) Amer. Math. Monthly 120 (2013), no. 9, 841–846.
[4] Boldescu, Petre, The theorems of Menelaus and Ceva in an n-dimensional affine space.
(Romanian. French summary) An. Univ. Craiova Ser. a IV-a 1 (1970), 101–106.
[5] Buba-Brzozowa, Malgorzata, Ceva’s and Menelaus’ theorems for the n-dimensional space.
(English summary) J. Geom. Graph. 4 (2000), no. 2, 115–118.
[6] Budinsky´, Bruno, Sa¨tze von Menelaos und Ceva fu¨r Vielecke im spha¨rischen n-
dimensionalen Raum. (German. Czech summary) Cˇasopis Peˇst. Mat. 97 (1972), 78–85, 95.
[7] Budinsky´, Bruno; Na´den´ık, Zbyneˇk, Mehrdimensionales Analogon zu den Sa¨tzen von
Menelaos und Ceva. (German. Czech summary) Cˇasopis Peˇst. Mat. 97 (1972), 75–77, 95.
[8] H. S. M. Coxeter, Introduction to Geometry, second edition. Wiley, New York, 1969.
[9] Dickinson, W.C.; Lund, K.: The volume principle, Mathematics Magazine 79 (4) (2006),
251–261.
[10] Fearnley-Sander, D., Affine geometry and exterior algebra, Houston J. of Math. 6 (1) 1980,
53–58.
[11] Glaisher, J.W.L., et al., Solutions of the Cambridge senate-house problems and riders for the
year 1878, Macmillan and Co., London 1879, 33–34.
[12] Gonzalez, Mario O., Generalization of Menelaus’ theorem. (Spanish) Revista Ci., Lima 44,
(1942). 93–106.
[13] Green, H. G., On the theorems of Ceva and Menelaus. Amer. Math. Monthly 64 (1957),
354–357.
[14] Gru¨nbaum, B; Klamkin, Murray S., Euler’s ratio-sum theorem and generalizations. Mathe-
matics Magazine 72 (2) (2006) 122–130.
[15] Gru¨nbaum, B; Shephard, G.C., Ceva, Menelaus, and the area principle. Mathematics Mag-
azine 68 (4) (1995) 254–268.
[16] Gru¨nbaum, B; Shephard, G.C., Ceva, Menelaus and Selftranversality. Geometria Dedicata
65 (1997) 179–192.
[17] Gru¨nbaum, B; Shephard, G.C., Some transversality properties. Geometria Dedicata 71 (1998)
179–208.
[18] Hoehn, Larry, A Menelaus-Type Theorem for the Pentagram. Math. Mag. 66 (1993), no. 2,
121–123.
[19] Iacob, Caius, On the theorem of Menelaus. (Romanian) Gaz. Mat. (Bucharest) 90 (1985),
no. 9, 322–329.
[20] D. C. Kay, College Geometry, Holt, Rinehart & Winston, New York, 1969.
[21] Klein, Tomas, A certain generalization of the theorems of Menelaos and Ceva. (Slovak.
German summary) Cˇasopis Peˇst. Mat. 98 (1973), 22–25.
[22] Klamkin, Murray S.; Liu, Andy, Simultaneous generalizations of the theorems of Ceva and
Menelaus. Math. Mag. 65 (1992), no. 1, 48–52.
[23] Klamkin, Murray S.; Liu, A., Three more proofs of Routh’s theorem, Crux Mathematicorum
7 (1981) 199–203.
[24] Klamkin, Murray S.; Kung, S.H., Ceva’s and Menelaus’s theorems and their converses via
centroids. Math. Mag. 69 (1996), no. 1, 49–51.
[25] Kline, J.S. ; Velleman, D.. (1995) Yet another proof of Routh’s theorem, (1995) Crux Math-
ematicorum 21 (1995), 37–40.
[26] Landy, Steven, A generalization of Ceva’s theorem to higher dimensions. Amer. Math.
Monthly 95 (1988), no. 10, 936–939.
[27] Lipman, Joe, A generalization of Ceva’s theorem. Amer. Math. Monthly 67 1960 162–163.
[28] Litvinov, S.; Marko, F. Routh’s Theorem for Tetrahedra, to appear in Geometriae Dedicata.
[29] Mao, Qi Ji, An extension of Ceva’s theorem to higher dimensions, Yangzhou Shiyuan Ziran
Kexue Xuebao 1985, no.1, 33-35.
[30] Masal’tsev, L.A., Incidence theorem in spaces of constant curvature, J. of Math. Sciences 72
(4) 1994, 3201–3206.
ROUTH’S THEOREM FOR SIMPLICES 15
[31] Maxin, Daniel, Proving that three lines are concurrent, College Math. J. 40 (2) 2009, 128-130.
[32] Z. A. Meizak, Companion to Concrete Mathematics, Wiley, New York, 1973.
[33] Molna´r, Ferenc, U¨ber einige Verallgemeinerungen der Sa¨tze von Ceva und Menelaos. (Hun-
garian. Russian, German summary) Mat. Lapok 10 1959 231–248.
[34] Molna´r, F., Eine Verallgemeinerung des Satzes von Ceva. (German) Ann. Univ. Sci. Bu-
dapest. Eo¨tvo¨s Sect. Math. 3–4 1960/1961 197–199.
[35] Na´den´ık, Zbyneˇk, L’e´largissement du the´ore´me de Me´ne´lau¨s et de Ce´va sur les figures n-
dimensionnelles. (Czech. Russian, French summary) Cˇasopis Peˇst. Mat. 81 (1956), 1–25.
[36] Na´den´ık, Zbyneˇk, Neˇkolik vlastnost´ı vrcholovy´ch nadrovin normaln´ıho mnohou´heln´ıka.
Cˇasopis Peˇst. Mat. 81 (1956), 287–291.
[37] Na´den´ık, Zbyneˇk, O ortocentru normaln´ıho mnohou´heln´ıka. Cˇasopis Peˇst. Mat. 81(1956),
292–298.
[38] Niven, Ivan, A new proof of Routh’s theorem. Math. Mag. 49 (1976), no. 1, 25–27.
[39] B. J. Routh, A Treatise on Analytical Statics with Numerous Examples, Vol. 1, second edition.
Cambridge University Press, London, 1909,
available at http://www.archive.org/details/texts.
[40] Witczyn´ski, Krzysztof, Cevas’ and Menelaus’ theorems for tetrahedra. (English summary)
Zeszyty Nauk. Geom. 21 (1995), 99-107.
[41] Witczyn´ski, Krzysztof, Ceva’s and Menelaus’ theorems for tetrahedra. II. Demonstratio
Math. 29 (1996), no. 1, 233–235.
[42] Witczyn´ski, Krzysztof, On some generalization of the Menelaus’ theorem. (English summary)
Zeszyty Nauk. Geom. 21 (1995), 109–111.
[43] Wernicke, Paul, The Theorems of Ceva and Menelaus and Their Extension. Amer. Math.
Monthly 34 (1927), no. 9, 468–472.
[44] Yang, Shi Guo; Qi, Ji Bing, Higher-dimensional Routh theorem. (Chinese. English, Chinese
summary) J. Math. (Wuhan) 31 (2011), no. 1, 152–156.
Penn State Hazleton, 76 University Drive, Hazleton, PA 18202, USA
E-mail address: fxm13@psu.edu
Penn State Hazleton, 76 University Drive, Hazleton, PA 18202, USA
E-mail address: snl2@psu.edu
