Abstract. In [6] the functional equation
Introduction
The Levi-Civita functional equation, which has the form (1) f px`yq "
where f, a k , v k are complex valued functions defined on a semigroup pΓ,`q, can be restated by claiming that τ y pf q P W for all y P Γ, where W " spantv k u n k"1 is a finite dimensional space of functions defined on Γ and τ y pf qpxq " f px`yq.
If Γ " R d for some d ě 1, the equation (1) can be formulated also for distributions, since the translation operator τ y can be extended, in a natural way, to the space DpR d q 1 of Schwartz complex valued distributions. Concretely, we can define τ y pf qtφu " f tτ´ypφqu for all y P R d and all test function φ. For these distributions we will also consider, in this paper, the dilation operator
where b P GL d pCq is any invertible matrix, φ P DpR d q is any test function, and σ b´1 pφqpxq " φpb´1xq for all x P R d . If X d denotes either the set of continuous complex valued functions CpR d q or the set of Schwartz complex valued distributions DpR d q 1 , and f P X d , then it is known that τ y pf q P W for all y P Γ, where W " spantv k u n k"1 is a finite dimensional subspace of X d , if and only if f is equal, in distributional sense, to a continuous exponential polynomial (also named quasi-polynomial). Indeed, if we set M " τ pf q " spantf p¨`yq : y P R d u, then M Ď W is finite dimensional and translation invariant, so that Anselone-Korevaar's Theorem [8] implies that all its elements, including f pxq, are exponential polynomials. This was proved in 1913 by LeviCivita [19] for the case of ordinary continuous functions (see also [18] , [20] for other proofs) Furthermore, if tw k u N k"1 is a basis of the translation invariant space M , then every f P M satisfies the family of equations
Thus, in the context of distributions, it makes sense to say that f P DpR d q 1 satisfies the Levi-Civita functional equation if there exist distributions tv 1 ,¨¨¨, v m u Ď DpR d q 1 and ordinary functions a i :
Indeed, we can assume that spantv 1 ,¨¨¨, v m u is translation invariant of dimension m. Then Anselone-Korevaar's theorem guarantees that v 1 , .., v m and f are all of them continuous exponential polynomials. Furthermore, once this is known, we can also demonstrate that a 1 , ..., a m are also continuous exponential polynomials. This follows from the fact that the translation operator τ y pf qpxq " f px`yq is continuous, which implies that a 1 ,¨¨¨, a m are continuous functions and then a symmetry argument (interchange x and y) will show that they are, indeed, continuous exponential polynomials.
Note that when we say that two distributions are equal, this equality is in distributional sense. Hence, if a distribution u is equal to a continuous function f , this means that the distribution is an ordinary function and it is equal almost everywhere, with respect to Lebesgue measure, to f . Thus, when we claim that a distribution is a continuous exponential polynomial, we just state equality almost everywhere in Lebesgue sense.
If W is a vector subspace of X d and f, τ y pf q P W , then ∆ y f " τ y pf q´f P W . Thus, for the additive group Γ " R d , Levi-Civita functional equation also takes the form
with W a finite dimensional subspace of X d . In [6] the functional equation
a i pyqv i pxq with x, y P R d and b i , c i P GL d pCq, was studied, both in the classical context of continuous complex valued functions and in the framework of complex valued Schwartz distributions. Concretely, the following results were demonstrated (see [6, Theorems 3, 6, 9 and Corollary 9]):
If all matrices c i and c i´cj (for i ‰ j) are invertible, then all f k are continuous exponential polynomials. Thus, the solution sets of these equations are, typically, exponential polynomials and, in some particular cases, they reduce to ordinary polynomials.
Theorem 2. Assume that
In this paper we present several characterizations of ordinary polynomials as the solution sets of certain functional equations. Some of these equations are important because of their connection with the characterization problem of distributions in Probability Theory, by using the characteristic functions of random variables and random vectors. In particular, the equation (5) , when restricted to ordinary functions f i , A and B, has been recognized as an useful tool in the characterization problem for Gaussian distributions (see, for example, [21, Chapter 7] ).
Remark 4.
Note that the equations considered in Theorems 2 and 3 are considered as a single equation in DpR dˆRd q 1 . To do this, it is necessary to fix the notation we are using. Concretely, if f i , a k , v k P DpR d q 1 , and b i , c i are nvertible matrices, the distributions f i pb i x`c i yq, a k pyqv k pxq P DpR dˆRd q 1 are defined by 
is also invertible, and, for the reverse implication we can multiply b j c i´bi c j by b´1 i b´1 j to get b´1 i b´1 j pb j c i´bi c j q " b´1 i c i´b´1 j c j .
Remark 6. If f, g P S 1 pR d q are tempered distributions and b, c P Gl d pRq are invertible matrices, then it is easy to prove that f pbx`cyq, f pxqgpyq P S 1 pR dR d q, and τ ch pf q P S 1 pR d q for all h P R d . Hence, the equations (4) and (5) can be studied for tempered distributions. Now, S 1 pR s q Ă DpR s q 1 for all s P N, so that Theorems 1 and 2 and the fact that all continuous exponential polynomials are tempered distributions, imply that all results in this section can be applied also under the additional restriction that all distributions under consideration are tempered distributions, and the same holds for all the equations studied along this paper.
Polynomials as solution sets of certain Functional equations connected to Probability Theory
As Theorem 3 shows, there are some particular cases of equation (5) which characterize continuous polynomials in R d . In this section we present a new proof of Theorem 3 which, in contrast to the one included in [6] , is not based on the very technical tools used in [11] . We also present a new proof of a classical result by Ghurye and Olkin about characterizations of Gaussian distributions (see Theorem 9 below), under certain additional restrictions.
2.1. New proof of Theorem 3. Let us first study the case m " 1 of the equation:
Lemma 7. Assume that c P Gl d pRq and
Proof. Obviously, this equation is a particular case of (5). Hence f is an exponential polynomial, which means that f " ř m k"1 p k pxqe xλ k ,xy for certain m and certain polynomials p k and complex vectors λ k P C d . Hence 
for all h 1 , h 2 P R d . In particular, taking h 2 " c´1h 1 , we have that
Consider the polynomial p k and the variety it generates:
which is a translation invariant space of finite dimension. Then for any operator L : V k Ñ V k which commutes with translations we have that L " 0 if and only if Lpp k q " 0. Moreover, τ h : V k Ñ V k defines an automorphism for every h P R d , and there exists an integral number
M is a multiple of the minimal polynomial associated to the operator τ h : V k Ñ V k . This implies that the only eigenvalue of τ h is 1 and the minimal polynomial of τ h is of the form pz´1q mphq for some mphq ą 1, for all h ‰ 0 (since τ h is different from the identity). Hence,`e xλ k ,h1y z´1˘s`r`2 must be a multiple of pz´1q for every h 1 . In particular, e xλ k ,h1y " 1, for all h 1 , which implies that λ k " 0. Hence k " 1, λ 1 " 0, and f is a polynomial.
Proof of Theorem 3. Lemma above proves the case m " 1. Assume m ą 1 and apply the operator ∆ ph1,c´1 1 h1q to both sides of the equation. This transforms it into a similar one, with m´1 summands,
and, iterating the process, we get an equation with just one summand in the left hand side member:
Applying case m " 1 we conclude that
is a polynomial for all h 1 ,¨¨¨, h m´1 P R d . In particular, f m satisfies the distributional version of Fréchet's functional equation ∆ N`1 h f m " 0, for all h and for certain N . Hence f m is a polynomial (see [1] , [2] , [5] or [7] ). A simple permutation in the summation process, before applying the very same arguments above, produces the very same result for f i for all i.
A similar result to Theorem 3 was already proved by Ghurye and Olkin for continuous functions. Indeed, for d ą 1, Theorem 3 generalizes to distributional setting, with a simpler proof, the particular case we get from [11, Lemma 3] when we impose the additional condition detpc i´cj q ‰ 0 for i ‰ j. For d " 1, see [11, Lemma 4 ].
New proof of Ghurye and Olkin Theorem.
In this section we demonstrate the following result, which serves for a new proof of a well known result by Ghurye and Olkin:
where the equality is understood in the sense of DpR dˆRd q 1 . Then P pxq and Qpyq are, in distributional sense, continuous polynomials of degree ď m. Furthermore, if Q " 0 in (10) then the degree of P is m´1 at most. Analogously, if P " 0, in (10) then the degree of Q is m´1 at most.
Indeed, if we impose P pxq " ř m i"1 f i pb i xq and Qpyq " ř m i"1 f i pc i yq, the equation (10) is transformed into (11)
which is a distributional version of the equation you get taking logarithms at both sides of Skitovich-Darmois functional equation:
Here, p µ i represents the characteristic function of a probability distribution µ i . If f i "´log p µ i for all i, then we get the equation (11) for ordinary functions. This equation is connected to the characterization problem of Gaussian distributions. Concretely, its study leads to a proof of the following result:
Theorem 9 (Ghurye-Olkin [11] , [16] ). Assume that X i , i " 1,¨¨¨, m are independent d-dimensional random vectors such that the linear forms
Previous to demonstrating Theorem 8, and for the sake of completeness, we include here the arguments which justify that equation (10) 
Hence the characteristic functions p µ i satisfy the Skitovich-Darmois functional equation (11) . Now, the assumption that they are characteristic functions, and that matrices b i , c i are invertible, imply that, for each i, p µ i doesn't vanish anywhere (this was proved, e.g., in [11, Lemma 1] ). Hence we can take logarithms at both sides of the equation to get the Levi-Civita type functional equation
where f i "´log p µ i . Now, Theorem 8 implies that, under the additional assumption that b´1 i c i´b´1 j c j is invertible for all i ‰ j, the functions P pxq " ř m i"1 f i pb i xq and Qpyq " ř m i"1 f i pc i yq are polynomials. Hence the characteristic function of, for example, L 1 , is of the form e P pxq with P pxq a polynomial. Then Marcinkiewicz's theorem [16, Lemma 1.4.2] implies that P pxq is a quadratic polynomial and L 1 is Gaussian. Finally, Cramér's theorem for R d claims that, in this case, all the random vectors X i must be Gaussian (see [9, p. 112] ). This proves Theorem 9 under the additional assumption that detpb´1 i c i´b´1 j c j q ‰ 0 for all i ‰ j.
The equation (13) and its applications to the characterization problems of probability distributions, has been studied with great detail, by Feld'man [10] , for ordinary functions defined on quite general commutative groups. May be our contribution here is that we formulate the equation, for the very first time, in distributional setting.
Proof of Theorem 8. There is no loss of generality if we assume b i " I d for i " 1,¨¨¨, m. Hence our equation takes the form (14)
with c i invertible for all i, and c i´cj invertible whenever i ‰ j. Take h 1 P R d . and apply the operator ∆ ph1,´c´1 1 h1q to both sides of the equation. Then, in the left hand side we get
On the other hand, in the right hand side of the equation we get ∆ ph1,´c´1 1 h1q pP pxq¨1pyqq " τ´c´1 1 h1 p1qpyq¨τ h1 pP qpxq´1pyq¨P pxq " ∆ h1 P pxq¨1pyq. and
Qpyq A simple iteration of the argument m times leads to the equation:
Qpyqq, which implies that ∆ hm¨¨¨∆h2 ∆ h1 P pxq and ∆´c´1 m hm¨¨¨∆´c´1 2 h2 ∆´c´1 1 h1 Qpyq are both constant functions. In particular, taking h m`1 P R d and applying the operator ∆ phm`1,0q to both sides of the equation, we get ∆ hm`1 ∆ hm¨¨¨∆h2 ∆ h1 P pxq¨1pyq " 0 and, analogously, if we apply ∆ p0,hm`1q to both sides of the equation, we get 1pxq¨∆ hm`1 ∆´c´1 m hm¨¨¨∆´c´1 2 h2 ∆´c´1 1 h1 Qpyq " 0 Thus
with equality in the sense of DpR d q 1 ), and the result follows from the corresponding Fréchet's type theorem for distributions, which is known (see again [1] , [2] , [5] or [7] ). Note that, if we assume Q " 0 in the hypotheses of the theorem, then equation (16) takes the form 0 " p∆ hm¨¨¨∆h2 ∆ h1 P pxqq¨1pyq, which leads to ∆ hm¨¨¨∆h2 ∆ h1 P pxq " 0 and henceforth, in that case, P is a polynomial of degree ď m´1. Of course, an analogous argument proves that, if P " 0 in (10), then Q is a polynomial of degree ď m´1. 
and then we can prove the following generalization of Fréchet's theorem:
where the equality is understood in the sense of DpR dˆRd q 1 . Then f is equal almost everywhere to a continuous polynomial function in R d of total degree ď m´1.
Proof. Use Theorem 8 with P " f , Q " 0, f i "`m i˘p´1 q m`1´i f , b i " I d , and c i " iI d , i " 1,¨¨¨, m, which obviously satisfy that b´1 i c i´b´1 j c j " pi´jqI d is invertible whenever i ‰ j.
We end this section with a commentary about harmonic polynomials of degree at most N (i.e, real and imaginary parts of complex polynomials ppzq " a 0`a1 z¨¨¨à N z N ). S. Kakutani and M. Nagumo [17] and J. L. Walsh [25] introduced, in the 1930's, the functional equation
where w is any primitive N -th root of 1. This equation was extensively studied by S. Haruki [13, 14, 15] in the 1970's and 1980's. Its continuous solutions f : C Ñ R are harmonic polynomials of degree at most N and, if we restrict our attention to solutions f : C Ñ C which are holomorphic, the equation characterizes the complex polynomials of degree at most N . Now we can demonstrate the following Theorem 12. Assume that f P DpR 2 q 1 is a solution of the equation (18), which we formulate as an identity in DpR 2ˆR2 q 1 . Then f is equal, in distributional sense, to an harmonic polynomial of degree at most N .
Proof. Under these hypotheses, Theorem 8 can be applied to f , since the linear operator L a : C Ñ C given by L a pzq " az is invertible as soon as a P Czt0u and, if w is a primitive N -th root of 1 and 0 ď k, l ď N´1, k ‰ l, then w k´wl ‰ 0. Hence f is a polynomial in R 2 which satisfies the Kakutani-Nagumo-Walsh equation (18) and, henceforth, is an harmonic polynomial.
Another distributional characterization of polynomials
In this section we introduce another variation of the distributional version of Fréchet's Theorem, different in spirit of Theorem 11 above, which represents, up to our knowledge, a new characterization of ordinary polynomials which is, furthermore, stronger than the original Fréchet's theorem.
Let f P DpR d q 1 be a complex valued distribution defined on R d , and let qpzq " a 0`a1 z`¨¨¨`a n z n be a polynomial of one variable. We define, for each y P R d , the new distribution
which, in case of f being an ordinary function, can be written as
The following result is an improvement of [4, Theorem 2.2.]:
Theorem 13. Assume d ą 1. Let f be a complex valued distribution defined on R d . Assume that qpτ y qpf q " 0 for all y P R d with }y} " δ, for certain δ ą 0 and certain polynomial qpzq " a 0`a1 z`¨¨¨a n z n , with a n ‰ 0. Then f is, in distributional sense, an ordinary polynomial. In particular, if f is a continuous function, then it is an ordinary polynomial.
Let us first prove two technical Lemmas: Lemma 14. Consider on R d the Euclidean norm, the sphere S d pδq " tx P R d : }x} " δu, and the ball
follows directly from triangle inequality, for any norm we consider on R d . Let us demonstrate the other inclusion. Take x P B d p2δq. If }x} " 2δ then x " x 2´´x 2 and we are done. If }x} ă 2δ, take Γ any plane passing through the origin of coordinates and containing x as an element (this can be done because d ą 1). The inequality }x} ă δ`δ, and the fact that we are considering the Euclidean norm, imply that in this plane there exists a triangle one of whose sides is x and the other two sides have both length δ. If O, P, Q are the vertices of such triangle, with x " Ľ P Q, then x " Ľ OQ´Ľ OP and } Ľ OP } " } Ľ OQ} " δ which imply a 0 " a 1 "¨¨¨" a n " 0 since Vandermonde's determinant is different from zero because all ρ i 's are different. This of course contradicts a n ‰ 0. Thus λ i " 0 necessarily, which ends the proof.
Remark 16. Note that d ą 1 is necessary in Theorem 13, since S 1 pδq " t´δ, δu and, for example, if we set qpzq " z´1 and f pxq " cosp 2πix δ q, then qpτ˘δqpf qpxq " p∆˘δf qpxq " 0, but f is not a polynomial.
On the other hand, for d " 1, if f P DpRq 1 and qpzq " a 0`a1 z`¨¨¨`a n z n is a polynomial with a n ‰ 0 such that qpτ y qpf q " 0 for all y P U , for a certain open set U Ď R. Then U contains two elements h 1 , h 2 such that h 1 {h 2 R Q, and the very same arguments used for the proof of Theorem 13 guarantee that f is (in distributional sense) an ordinary polynomial, since h 1 {h 2 R Q guarantees that th 1 , h 2 u span a dense subgroup of R, and Theorem 2.1 from [3] can be used also with d " 1. Furthermore, for the last part of the proof, we will just need to find, given n P N and λ i any non-zero complex number, a set of points ty 1 ,¨¨¨, y n u Ă U such that e λiyt ‰ e λiy l for all t ‰ l, and this can (obviously) be done for any open set U Ď R.
