This paper carries out a renement on the basis of existing data sets, whose level of granularity is not available for some experimental analysis such as thermocline research. The thermocline is sensitive to thermohaline data granularity for sudden sea temperature changes. We rened the data with the KNN regression method and managed to choose the optimal parameters for the construction of a prediction model. We also rened the temperature and salinity data in BOA_Argo using the regression forecast model. The original data, whose horizontal resolution is 1°x 1°and vertically divided into uneven 58 layers from the sea surface to 1,975 meters underwater, has been rened into a new set with the resolution of 1°x 1°horizontally and 1-meter interval vertically. At each point, we rened the previously uneven 58 temperature data samples into 1,976 evenly distributed data samples. The rened data sets can be used in experimental analysis, and the validity of this method has been veried by regional data.
INTRODUCTION
With the increasing demand for ocean exploration and the continuous development of computer technology, we come to combine oceanography with computer science. An increasing number of computer science methods have been applied to ocean research and such combinations are of great signicance. The reasons will be discussed in detail below. For one thing, the oceans cover more than 71% of the earth, and the proportion is likely to rise to 72% as the greenhouse eect increases. China has nearly 300 square kilometers of sea area and has clearly realized that it is unrealistic to develop the land without considering the ocean. Such a vast area has great research value to each coastal country, and its strategic signicance cannot be neglected [5] . The overall developments of land, sea, and air must go hand in hand to construct an integrated information space in the sky and the sea to promote the ability of wide-space and long-time communication. To study the ocean, we need to rely on the ocean data. We collect data from the ocean and transmit data to the data center. All data are transferred through communication channels. Therefore, underwater communication is necessary and extremely important. But we still have to understand the diculties that exist in underwater communications. First, the bandwidth of the underwater acoustic channel is limited, and there are various losses in the process of information transmission. Second, there is considerable noise interference in the sea, which is caused by natural weather phenomena such as wind, tsunamis, and earthquakes, as well as human shipping and drilling. In addition, the multipath eect and Doppler eect greatly inuence underwater acoustic communication. Research on underwater communications can be traced back to the 1820s, when countries such as France and Switzerland measured the speed of sound transmission in the water in Geneva. Existing transmission methods are divided into wire and wireless transmission. Since the 1980s, with the aim of constructing a marine information system, international organizations, together with Europe, the United States, Japan, and other world ocean associations, have invested huge amounts of money to launch a series of large marine information system construction projects, including the Global Ocean Real-Time Observation network program (Argo) and the United States Integrated Ocean Observation System (IOOS) [2] , NEPTUNE submarine observation network program [1] , European underwater observation program (ESONET, http://www.esonet-noe.org/), Japanese Dense Oceanoor Network System for Earthquakes and Tsunamis (DONET, https://www.jamstec.go.jp/e/), and so on. The seabed observation network is a network system for long-term, continuous and real-time observation for the measurement of marine water bodies and the environment and resources below the sea oor with xed or mobile platforms. These platforms are based on wired or wireless methods. Compared with wireless communication, wired communication such as optical cables exhibits greater communication bandwidth, more stable performance, more reliable power maintenance, and relatively secure communication. However, the construction and maintenance of optical cable and cable observation networks are costly. The restriction of international borders and high seas makes it dicult for cable networks to be laid on a large scale. At present, common wireless underwater communication technologies, such as electromagnetic wave transmission technology, acoustic transmission technology, and optical transmission technology, all have their own limitations. The rate at which electromagnetic waves and lasers travel through water attenuates rapidly and can only be used for close communication. Although sound waves can be used for long-distance communication due to their low attenuation rate, they can be transmitted slowly. In this case, it is dicult to obtain more information by increasing node placement. Ocean communications, though necessary, are dicult. Secondly, due to the instability and low robustness of underwater transmission, the data may be lost or disordered. Moreover, the interference and noise, as well as the errors of sensors and buoys themselves, can lead to some abnormal data that are inconsistent with the real value. When the data are collected and returned, the "problematic" data must be discarded. This is a pity because it will make the already scarce ocean data even less available, making our ocean research even less valid. Based on the above two major diculties, we can see it is necessary to use computer technology to carry out interdisciplinary data processing and research. By analyzing the data collected in the past, technology can mitigate the changing circumstances and internal relationships among data. These internal relationships can be tted out through certain methods. This is not quantitative analysis, but qualitative analysis. Under such a method, when the data are missing or abnormal, or the data density is insucient to perfect our study, we can preprocess and process the data according to those relationships. The so-called preprocessing can complete the missing data and reorder the disordered data. Processing refers to the data renement, data prediction and other operations on the data set without problems. Take the thermocline, for example. A thermocline (sometimes metalimnion in lakes) is a thin but distinct layer in a large body of uid (e.g., water, such as an ocean or lake) in which temperature changes more rapidly with depth than it does in the layers above or below [6] . In the ocean, the thermocline divides the upper mixed layer from the calm deep water below [12] . As a special hydrological characteristic, the thermocline is extremely sensitive to temperature and can change suddenly. In addition, according to the current marine survey in China, two thermocline layers with spacing of less than 5 m need to be merged. The coarse particle size of the data will result in many small thermoclines that are not screened out so the selected thermocline is thus not accurate enough. Therefore, it is necessary to rene the data. In previous studies [9] , we found that temperature and salinity are two factors that have a great inuence on the formation of the thermocline. Therefore, in this research, the temperature and salinity data will be rened. This experiment is operating under the hypothesis that temperature and salinity change continuously with depth under water. The experimental operating environment in this paper is Intel(R) Core(TM) i7-6700 CPU @3.40ghz 3.41ghz, 8G RAM, Windows10 64-b, Python 3.5.KNN regression by scikit-learn [10] [3] . The experimental results were visualized by PLOTLY and MATPLOTLIB. In the second part, we will show how to use the machine learning method to conduct the data renement. The results are presented and discussed in the third part. The fourth part contains the conclusion of this paper and discusses some directions for future work.
METHOD 2.1 Notations
Here we introduce some of the notations in this article. First we denote k as the number of neighbors assigned to a query point. Train and Test denote training sets, and testing sets respectively. X refers to the original data sets from BOA_Argo, where x i 2 X ✓ R.
Experimental Design
This paper adopts data from BOA_Argo, which are provided by the China Argo Real-Time Data Center (http://www.argo.org.cn). The original data's horizontal resolution is 1°x 1°, and it is vertically divided into uneven 58 layers from the sea surface to 1,975 meters underwater. As the depth goes deeper, the gap between the two layers increases. This makes thermocline research dicult. As mentioned previously, there are many 1-to 2-meters-thin thermo-layers in the ocean that need to be incorporated as we process them. If the gap between layers is too great, many thin thermal layers will be ignored, which will have a great inuence on the nal determination. According to the Ocean Survey Specication [8] , thermal layers that have thickness less than 5 meters need to be ltered out. If the interval between two layers is more than 5 meters, they cannot be merged and need to be quarantined to two dierent thermoclines. Therefore, on the basis of the original data set, we preprocessed and processed the data and interpolated the data vertically using the k-nearest neighbors (KNN) method [13] [14] , making it a data set with 1 m intervals and 501 even layers in the vertical direction [7] . According to a large number of visualization experiments, when the depth is deeper than 500 meters, the seawater enters a static layer with almost constant temperature, which rarely produces (or even no longer produces) a thermocline. Because the data obtained are not comprehensive enough (Because we do not yet fully understand the ocean oor, or are unsure if there is a submarine volcano and turbulence), we only research the area from sea surface to 500 meters below. The study of the characteristics of deeper regions will be carried out after better oceanic data are available in the future. In seawater, the temperature and salinity values change continuously among dierent points, so the prediction of temperature and salinity is a regression problem. Common regression methods include linear regression, SVM (Support Vector Machine), decision tree regression, KNN (k-nearest neighbor), integration methods, and so on. KNN, as an example based on "lazy learning" method, and it predicts information according to the given test sets and the average value of k nearest "neighbors". The changes in temperature, salinity, and depth in the ocean are all continuous, and this method of predicting based on samples applies to marine scenarios. Algorithm 1 represents the procedure of how the renement is done.
X is the data sets; x is the data from the data set; x norm is the normalized value; x min is the minimum value of the data set; x max is the maximum value of the data set; Output:
Evenly distributed data sets; 1: Load the data sets; 2: Preprocess the data; 3: Drop missing data; 4: Data normalization;
5: Select the optimal model with the least MSE. 10: Predict the target for the provided data. 11: Scale back the data to the original representation. 12: Thermohaline data of each sample point are rened into vertically evenly distributed data sets by using the optimal model.
The distance between a query point and its neighbor is usually calculated by Manhattan and Euclidean distance. In this paper, we use Euclidean distance to assign nearest neighbors to a query point. Manhattan distance can be represented as,
Euclidean distance can be represented as,
Euclidean distance is the most common measuring method, and it measures the absolute distance between each point in the multidimensional space. Because the calculation is based on the absolute value of each dimensional feature, Euclidean measurement needs to make sure that each dimensional index is at the same scale level, and the use of Euclidean distance for two dierent units may invalidate the result. The example above in Figure 1 shows how the KNN method can be used to perform the regression prediction of data based on cases.
There are 12 instances in the picture, 11 of which are known for classication and one of which needs to be classied. Of the 11 instances of the known classication, there are 5 "purple triangle" category and 6 "pink square" category. The whole picture is roughly When the sample falls in the region of "solid line circle, " the one which is to be classied is determined as "purple triangle" according to the sample features within certain distances. When the sample falls within the "dotted line circle" area, the prediction point is judged as "pink square" according to the ve sample features closest to it. When the sample falls within the "solid line circle" area, the predicted point was also determined as a "pink square. " It can be seen that in the KNN problem, the most important is the choice of parameter k, which is the number of samples to be considered for the classication. The following section describes how to select the KNN parameters.
Parameter Selection and Experimental Results Analysis
When using the KNN method for the regression prediction problem, the similarity between the predicted value by the KNN method and the real data is the premise of all follow-up studies. In this paper, mean squared error (MSE) is adopted for performance evaluation. MSE is the mean of the squared error between the predicted data and the original data. SSE (Sum of squares due to error) : SSE is the sum of the squares of residuals (deviations predicted from actual empirical values of data), where i 2 Test ✓ R.
The closer the MSE value is to 0, the better the data tted by the model and the more successful the data prediction. In the contrast, the closer the MSE value is to 1 indicates that the model is not suitable for the data prediction of the current scenario.
In the calculation of thermocline, according to the Ocean Survey Specication, we mainly use temperature and salinity to analyze the thermocline. Because the variation patterns of temperature and salinity are dierent, we will separately choose the regression model parameters for the two hydrological features.
Data Resources
In this paper, the data mainly come from the BOA_Argo and WOA13. Argo is a global array of 3,800 free-drifting proling oats that measure the temperature and salinity of the upper 2,000 m of the ocean. This allows, for the rst time, continuous monitoring of the temperature, salinity, and velocity of the upper ocean, with all data being relayed and made publicly available within hours after collection [4] . The gure of the oats are from the Argo website. The experimental area is 111.5°E 117.5°E, 9.5°N 18.5°°N. This region belongs to the tropics and subtropics, where there exist obvious dierences between sea surface temperature and deep-sea temperature. The thermocline phenomenon is relatively distinct. Therefore, the area is suitable for the study and analysis of thermoclines. The Up to now, more than 3,000 Argo buoys have been launched. These buoys send a set of proles about temperature and salinity from 2,000 m to the surface every 10 days or so. Data are then quickly transmitted via satellite to the climate (or sea) prediction center, where they can provide up to 100,000 proles per year. The sketch map of the experimental area is drawn using Ocean Data View (ODV) [11] , which is a software package for the interactive exploration, analysis, and visualization of oceanographic, and other geo-referenced prole, time-series, trajectory, or sequence data. ODV can display original data points or gridded elds based on the original data.
EXPERIMENTS 3.1 Temperature
The changes in temperature directly aect the formation of the thermocline, and temperature is one of the most important factors for the study of the thermocline. In seawater, temperature changes with depth, which is continuous, so we chose KNN as the model for the data regression prediction. In this method, the temperature assigned to the query point is calculated based on the average temperature of the nearest k "neighbor" points. In this paper, we allocate the points with weights, known as "Ker" in the following table. To make the experimental process easier to understand, here is a brief explanation of some of the variables dened in the experiment. The YearMonth represents the year and month of the experimental data being collected. Target is the feature to be predicted by the KNN regression model. In this experiment, the value set, Target is tem, sal, which represent temperature and salinity, respectively. Model is the selected prediction model, and the model in this experiment is the KNN model. Ker determines how the model allocates weight to nearby neighbor nodes, and the set of values is uni f orm, distance.The default value is Ker = 0 uni f orm 0 . At this point, the program assigns equal weight to all points. When Ker = 0 distance 0 , the program assigns weight to nearby points in proportion to the reciprocal of the query point distance. In other words, the closer to the query point, the higher its weight. This weight allocation rule is useful for making temperature data predictions. Therefore, this weight allocation method is used to process temperature data in this paper. The renement of salinity data in the next section also adopts this method. K sets the number of nodes used as a reference to predict the value of the target node, and the parameter k is also a decisive factor for the performance of the KNN regression mode. The MSE has been introduced above and will not be repeated here. Next, we will use KNN regression models with dierent k values to carry out the renement of the 2016 temperature data in the experimental area. The following gure shows the MSE comparison from dierent KNN regression models with dierent k values. The smallest MSE represents the best regression performance. As can be seen from the above gure, the best experimental performance occurs when k = 3. Next, we must determine whether the KNN model, which applies to annual (long-term) predictions, applies to January (short-term) temperature forecasts as well. To verify the applicability of the experimental model to short-term data, we then took data from June 2016 as an example to compare the MSE between the predicted value and real value at dierent k values. Table 1 shows the results. The experimental results show that even within a month, the optimal model still appears when k = 3. By applying the KNN regression model at k = 3 to the data of other months, the following results can be obtained. It can be seen from the above gure and the above table that the MSE of each month of the whole year of 2016 is between 0.001 and 0.003, and the predicted value and the real value can be well tted, indicating that when k = 3, the model is applicable to the prediction of the temperature value within the month range (short-term). Therefore, we can conclude that the KNN regression prediction model of k = 3 is the most suitable model for temperature prediction. 
Salinity
Salinity is another key factor in thermocline analysis. Changes in salinity can lead to changes in the electrical conductivity of seawater, disturb the balance of the original ecosystem, and also cause abnormal climate changes. In Peru, for example, in an abnormal year for seawater salinity, the week trade (including the southeast trade winds, and the northeast trade wind) forces lead to weaker forces of the south and north equatorial current, and equatorial counter-current strengthen at the same time. All above together block the Humboldt current, causing Peruvian coastal salinity and temperature rises, resulting in the precipitation acting abnormally eventually leading to the west coast of the Pacic being in drought. These have a lot to do with El Nino and La Nina. As mentioned in the previous section, salinity value is also a continuous value varying with depth, so we also adopt the KNN regression model with the weight allocation method of "distance". Next, we adopt the KNN regression model with dierent k values to carry out the renement of the salinity data of the experimental area in 2016. The following gure shows the MSE comparison of the KNN regression model with dierent k values. Similarly, we believe that the smaller the MSE, the better the regression performance. As with temperature, we also need to know whether the KNN model, which is applicable to the annual salinity (long-term) prediction, is applicable to the salinity value prediction of January (short-term). We then took data from June 2016 as an example to compare the MSE between the predicted value and real value at dierent k values. Table 3 shows the results. The xperimental results show that even within a month, the optimal model still appears when k = 3. By applying the KNN regression model at k = 3 to the data from the other months, the following results can be obtained. It can be seen from the above tables and gures that the MSE of each month in 2016 is between 0.000001 and 0.000055, and the predicted value and the real value can be well tted, indicating that when k=3, the model is applicable to the prediction of salinity value of the month range (short-term). Therefore, we can conclude that the KNN regression prediction model of k=3 is the most suitable one for salinity prediction. Conclusions can be drawn from the above two experiments that despite whether it is temperature or salinity or, short-term or longterm, the predicted eect is best when k = 3. Therefore, all the data in the following experiments in this paper are predicted by the KNN method with the parameters of k=3.
Renement Results
In the previous section, we selected the model for the data renement precess. And when we applied the model to the original data, the rened data were obtained. Figure 8 and 9 show the original data distribution and the rened data distribution of temperature and salinity, respectively. After the process, we rened the eective data amount of each sample point from 3,800 and 4,060 to 35,070. From the above two groups of graphs, it can be seen that the original data are coarser in granularity, and the rened data are smoother and more negrained. However, it is not dicult to see that the data after renement are still not smooth enough. The renement of thermohaline data serves as the basis of subsequent thermocline research. Thermoclines change with seasons and are generally classied as the following four periods: no thermocline period, growth period, strong period and fade period. We chose the temperature proles of February, May, August and November to represent these four temperature distribution periods, which reect the variation tendency of temperature throughout the year. The following conclusions can be obtained by observing the temperature proles of the original data and the temperature proles of rened data. First of all, the thermocline occurs all year round in the experimental area, and most of the thermocline occurs at a depth of 50 meters. The highest sea surface temperatures occur in summer, and, in the rest of the year, the sea surface temperature falls with the decrease of thermal radiation. We can also clearly see that the original data sample points are very limited. At each point, there are only 35 unevenly distributed temperature samples from the sea surface to 500 meters below the surface vertically, and the intervals between each sample are large. As mentioned above, the appearance of the thermocline, namely the saltation of temperature, is sudden, and the excessive spacing may cause some thin thermoclines to be ignored. After renement, the previously uneven 35 temperature data samples are rened into 501 evenly distributed data samples. However, it is not dicult to nd that the degree of the processed data is still not ne enough. In future research, we should rene the data to a granularity of 0.5 m or even 0.1 m, and release the processed data sets to the website as a data product.
CONCLUSION
This paper discusses the data prediction problem based on the KNN regression method and selects the most suitable parameters for the studied ocean scenario to construct the rened model. The temperature and salinity data in BOA_Argo are rened using the regression prediction model. The original data, whose horizontal resolution is 1°x 1°and vertically divided into uneven 58 layers from sea surface to 1,975 meters underwater, are rened into new sets with a resolution of 1°x 1°horizontally and 1-meter interval vertically. The rened data sets can be used in experimental analyses and the validity of this method has been veried by regional data.
