Huge, continually increasing quantities of multimedia content including speech information are filling up our computers, networks and lives. It is obvious that speech is one of the most important sources of information for multimedia content, as it is the speech of the content that tells us of the subjects, topics and concepts. As a result, the associated spoken documents of the multimedia content will be key for content retrieval and browsing. Substantial efforts along with very encouraging results for spoken document transcription, retrieval, and summarization have been reported. This chapter presents a concise yet comprehensive overview of information retrieval and automatic summarization technologies that have been developed in recent years for efficient spoken document retrieval and browsing applications. An example prototype system for voice retrieval of Chinese broadcast news collected in Taiwan will be introduced as well.
Introduction
Speech is the primary and most convenient means of communication between humans. 1 In the future of networks, digital content over the network will include all the information relating to our daily life activities, from real-time information to knowledge archives, from work environments to private services. Naturally, the most attractive form of content is multimedia, including speech which carries the information that tells us of the subjects, topics and concepts of the multimedia content. As a result, the spoken documents associated with the network content will be key in retrieval and browsing activities. At the same time, the rapid development of network and wireless technologies is making it possible for people to access network content not only from offices and homes, but from anywhere, at any time with the use of small, hand-held devices such as personal digital assistants (PDAs) and cell phones. Today, our access to the network is primarily text-based. Users need to enter instructions by keying in words or texts, and the network or search engine in turn offers text materials for the user to select. These users therefore interact with the network or search engine and obtain the desired information via the text-based media. In the future, almost all text functions can be performed with speech. The users' instructions can be entered with speech just as well. Speech is a convenient user interface suitable for all the different kinds of devices and it is especially good for smaller, hand-held devices. The network content may be indexed, retrieved and browsed not only by text, but also by their associated spoken documents as well. Users may also interact with the network or the search engines by means of either text-based media or spoken, multimodal dialogues. Text-to-speech synthesis can then be used to transform textual information in the content into speech when needed.
This chapter presents a concise yet comprehensive overview of the information retrieval and automatic summarization technologies that have been developed in recent years for efficient spoken document retrieval and browsing applications. An example prototype system for voice retrieval of Chinese broadcast news collected in Taiwan will be introduced as well.
Information Retrieval
We will start with a brief review of information retrieval (IR). In the past two decades, most of the research in IR focused on text document retrieval, and the Text REtrieval Conference 3 (TREC) evaluations in the nineties are good examples. In conventional text document retrieval, a collection of documents D = {d i , i = 1, 2, . . . , N } are to be retrieved by a user's query Q. This retrieval is based on a set of indexing terms specifying the semantics of the documents and the query, which are very often a set of keywords, or even all the words used in all the documents. The document retrieval problem can thus be viewed as a clustering problem, i.e., selecting the documents out of the collection which are in the class relevant to the query Q. The documents are usually ranked by a retrieval model (or ranking algorithm) based on the relevance scores between each of the documents d i and the query Q evaluated with the indexing terms. In this way, those documents on the top of the list are most likely to be relevant. The retrieval models are usually characterized by two different matching strategies, namely, literal term matching and concept matching. These two strategies are briefly reviewed below.
Literal Term Matching
The vector space model (VSM) is the most popular model for literal term matching.
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In VSM, every document d i is represented as a vector d i . Each component w i,t in this vector is a value associated with the statistics of a specific indexing term (or word) t, both within the document d i and across all the documents in the collection D,
where f i,t is the normalized term frequency (TF) for the term (or word) t in d i , used to measure the intra-document weight for the term (or word) t; while ln (N/N t ) is the inverse document frequency (IDF), where N t is the total number of documents in the collection which include the term t, and N is the total number of documents in the collection D. IDF is to measure the inter-document discrimination ability for the term t, reflecting the fact that indexing terms appearing in more different documents are less useful in identifying the relevant documents. The query Q is also represented by a vector Q constructed in exactly the same way, i.e., with components w q,t in exactly the same form as in Equation 1. The cosine measure is then used to estimate the query-document relevance scores:
which apparently matches Q and d i based on the terms literally. This model has been widely used because of its simplicity and satisfactory performance. Literal term matching can also be performed with probabilities, the n-grambased 5 and hidden Markov model (HMM)-based 6 approaches being good examples of this. In these models, each document d i is interpreted as a generative model composed of a mixture of n-gram probability distributions for observing a query Q, while the query Q is considered as observations, expressed as a sequence of indexing terms (or words) Q = t 1 t 2 . . . t j . . . t J , where t j is the j-th indexing term in Q and J is the length of the query, as illustrated in Figure 1 . The n-gram distributions for the terms t j , for example P (t j |d i ) and P (t j |t j−1 , d i ) for uni-and bigrams, are estimated from the document d i and then linearly interpolated with the background uni-and bigram models estimated from a large outside (i.e., not part of the set used for training) text corpus C, P (t j |C) and P (t j |t j−1 , C). The relevance score for a document d i and the query Q can then be expressed as, with uni-and bigram models,
which again matches Q and d i based on the terms literally. The uni-and bigram probabilities, as well as the weighting parameters, m 1 , . . . , m 4 , can be further optimized, for example, by the expectation-maximization (EM) or minimum classification error (MCE) training algorithms, given a training set of query examples with the corresponding query-document relevance information. 
Concept Matching
Both approaches mentioned above are based on matching terms (or words), which makes them face the problem of word usage diversity (or vocabulary mismatch) very often. This happens when the query and its relevant documents are using rather different sets of words. In contrast, the concept matching strategy tries to discover the latent topical information inherent in the query and the documents on which the retrieval is to be done. The latent semantic indexing (LSI) model is a good example employing this strategy.
8,9 LSI starts with a "term-document" matrix W , describing the intra-and inter-document statistical relationships between all the terms and all the documents in the collection D, in which each term t is characterized by a row vector and each document d i in D by a column vector of W . Singular value decomposition (SVD) is then performed on the matrix W in order to project all the term vectors and document vectors onto a single latent semantic space with significantly reduced dimensionality L:
whereŴ is the rank-L approximation to the "term-document" matrix W ; U is the right singular matrix; Σ is the L × L diagonal matrix of the L singular values; V is the right singular matrix; and T denotes matrix transposition. In this way, the row/column vectors representing the terms/documents in the original matrix W can all be mapped to the vectors in the same latent semantic space with dimensionality L. As shown in Figure 2 , in this latent semantic space, each dimension is defined by a singular vector and represents some kind of latent semantic concept. Each term t and each document d i can now be properly represented in this space, with components in each dimension having to do with the weights of the term t and document d i with respect to the dimension, or the associated latent semantic concept. While for the query Q or other documents that are not represented in the original analysis, they can be folded-in, i.e., similarly represented in this space, via some simple matrix operations. In this way, indexing terms describing related concepts will be close to each other in the latent semantic space even if they never co-occur in the same document, and the documents describing related concepts will be close to each other in the latent semantic space even if they do not contain the same set of words. So this is concept matching rather than literal term matching. The relevance score between the query Q and a document d i is then estimated by computing the cosine measure between the corresponding vectors in this latent semantic space.
In recent years, new attempts have been made to establish probabilistic frameworks for the above latent topical approach. They include improved model training algorithms and the probabilistic latent semantic analysis (PLSA or aspect model), 10, 11 which is often considered as a representative of this category. PLSA introduces a set of latent topic variables, {T k , k = 1, 2, . . . , K}, to characterize the "term-document" co-occurrence relationships, as shown in Figure 3 . A query Q is again treated as a sequence of observed terms (or words), Q = t 1 t 2 . . . t j . . . t J , while the document d i and a term t j are both assumed to be independent conditioned on an associated latent topic T k . The conditional probability of a document d i generating a term t j thus can be parameterized by
When the terms in the query Q are further assumed to be independent given the document, the relevance score between the query and document can then be expressed as:
Notice that this relevance score is not obtained directly from the frequency of the respective query term t j occurring in d i , but instead through the frequency of t j in the latent topic T k as well as the likelihood that d i generates the latent topic T k . A query and a document thus may have a high relevance score even if they do not share any terms in common, which is therefore concept matching. The PLSA model can be trained in an unsupervised way by maximizing the total log-likelihood L T of the document collection {d i , i = 1, 2, . . . , N } in terms of the unigram P (t j |d i ) of all terms t j observed in the document collection, using the EM algorithm:
where N is total number of documents in the collection, N ′ is the total number of different terms observed in the document collection, c (t j , d i ) is the frequency count for the term t j in the document d i , and P (t j |d i ) is the probability obtained above in Equation 5.
Spoken Documents and Queries
All the retrieval models mentioned above can in fact be equally applied to text or spoken documents with text or spoken queries. The additional, albeit important, difficulties for spoken documents and queries are the inevitable speech recognition errors: problems of spontaneous speech such as pronunciation variation as well as disfluencies, and the out-of-vocabulary (OOV) problem for words outside the vocabulary of the speech recognizer. A principal approach to the former, apart from the many approaches improving recognition accuracy, is to develop more robust indexing terms for audio signals. For example, multiple recognition hypotheses obtained from M -best lists, word graphs, or "sausages" can provide alternative representatives for the confusing portions of the spoken query or documents.
12 Improved scoring methods using different confidence measures, for example, posterior probabilities incorporating acoustic and language model likelihoods, or other measures considering relationships between the recognized word hypotheses, 13, 14 as well as prosodic features including pitch, energy stress and duration measure, 15 can also help to weight the term hypotheses properly. The use of subword units -for example, phonemes for English 13 and syllables for Chinese, 12, 16 or segments of them -rather than words as indexing terms mentioned above has also been shown to be very helpful. Special considerations of using syllable-level indexing features for Chinese spoken document retrieval will be discussed in the next section. In addition, another set of approaches try to expand the representation of the query and documents not only using conventional IR techniques such as pseudo relevance feedback, 17 but based on the acoustic confusion statistics and/or semantic relationships among the word-or subword-level terms derived from some training corpus, and these have been shown to be very helpful as well. 
Considerations Of Using Syllable-Level Indexing Features For
Chinese Spoken Document Retrieval
Characteristics of the Chinese Language
In the Chinese language, because every one of the large number of characters (at least 10,000 commonly used) is pronounced as a monosyllable and is itself a morpheme with its own meaning, new words are very easily generated everyday by combining a few characters or syllables. For example, the combination of the characters " (electricity)" and " (brain)" gives us the rather new Chinese word " (computer)", and the combination of " (stock)", " (market)", " (long)", and " (red)" gives the business domain the word "
(the market remains bullish for long)". In many cases, the meanings of these new words are somewhat related to the meaning of the component characters. Examples of such new words also include many proper nouns such as personal names and organization names which are simply arbitrary combinations of a few characters, as well as many domain-specific terms, like in the above examples. Many of such words are very often the focus in IR functions, because they typically carry the core information, or characterize the subject topic. But in many cases these important words for retrieval purposes are simply not included in any lexicon. It is therefore believed that the OOV problem is a particularly important issue for Chinese IR, and this makes using syllable-level statistical characteristics attractive, logical and even necessary to deal with this problem. Actually, the syllable-level information makes great sense for the retrieval of Chinese information due to the largely monosyllabic structure of the language. Although there are more than 10,000 commonly used Chinese characters, an elegant feature of the Chinese language is that all its characters are monosyllabic and the total number of phonologically allowed Mandarin syllables is only 1,345. So a syllable is usually shared by many homonym characters with completely different meanings. Each Chinese word is then composed of one to several characters (or syllables), thus the combination of these 1,345 syllables actually gives an almost unlimited number of Chinese words. In other words, each syllable may stand for many different characters with different meanings, while the combination of several specific syllables very often gives only very few, if not unique, homonym polysyllabic words. As a result, comparing the input query and the documents to be retrieved based on the segments of several syllables may provide a very good measure of relevance between them.
In fact, there are other important reasons to use syllable-level information. We know that almost every Chinese character is a morpheme with its own meaning, and each of them have quite independent linguistic roles. As a result, the construction of Chinese words from its characters is indeed rather flexible. To illustrate this phenomenon, in many cases, different words describing the same or similar concepts can be constructed by slightly different combinations of characters. For example, both " (Chinese culture)" and " (Chinese culture)" have the same meaning, but the second characters in these two words are different. Another realization of this different-characters-same-meaning phenomenon is that a longer word can be arbitrarily abbreviated into shorter words, as in "
(National Science Council)", which can be abbreviated into " ", with the same referent. The shorter word is made up of only the first, the third and the last characters of the first word. Furthermore, exotic words from foreign languages are very often translated into different Chinese words based on its pronunciation. To illustrate, "Kosovo" may be translated into " /ke1-suo3-wo4/", " /ke1-suo3-fo2/", " /ke1-suo3-fu1/," and so on, but these words usually have some syllables in common, or they can even have exactly the same syllables. Therefore, an intelligent IR system needs to be able to handle such word or terminological flexibilities, such that when the input queries include some words in one form, the desired spoken documents can be retrieved even if they include the corresponding words in different forms. The comparison between the spoken queries and the spoken documents directly at the syllable-level does allow for such flexibilities to some extent, since the "words" are not necessarily constructed during the retrieval processes, while the different forms of words describing the same or relevant concepts very often do have some syllables in common.
Syllable-level Indexing Terms
A whole class of syllable-level indexing terms were proposed by Chen et al., Considering the structural features of the Chinese language, combinations of these indexing terms are beneficial for the retrieval process. For example, as mentioned previously, each syllable represents some characters with their respective meanings, and very often words with similar or relevant concepts have some syllables in common. Therefore syllable segments with length u = 1 makes sense in retrieval process. However, because each syllable is also shared by many homonymic characters, the syllable segments with length u = 1 may also cause ambiguity. Therefore it has to be combined with other indexing terms. On the other hand, more than 90% of most frequently used Chinese words are bi-syllabic, 12 so the syllable segments with length u = 2 definitely carry a plurality of linguistic information which are definitely useful as important indexing terms. Similarly, if longer syllable segments with u = 3 are matched between a document and the query, very often this brings about very important information for purposes of retrieval. On the other hand, because of the very flexible wording structure of Chinese, syllable pairs separated by v syllables are helpful in retrieval. For example, when the word " (National Science Council)" is abbreviated by including only the first, third and the last characters, syllable pairs separated by v syllables start to become useful. Furthermore, because substitution, insertion and deletion errors are inevitable and frequent during the recognition process, such indexing terms as syllable pairs separated by v syllables can also help to alleviate these problems.
Information Fusion Using Word-and Syllable-Level Indexing Terms
The characteristics of the Chinese language also lead to some special considerations for the spoken document retrieval task. That is, word-level indexing features possess more semantic information than syllable-level features; hence, word-based retrieval does enhance retrieval precision. Syllable-level indexing features behave more robustly in the areas of the Chinese word tokenization ambiguity issue, the abbreviation problem, the open vocabulary problem, and speech recognition errors, as mentioned above. Therefore, syllable-based retrieval enhances recall. Accordingly, there is good reason to fuse the information obtained from indexing the features of multiple levels. It has been shown that syllable-level indexing features are very effective for Chinese spoken document retrieval, and retrieval performance can be improved further by integrating information from word-level indexing features.
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Spoken Document Summarization
Spoken document summarization, which aims at distilling important information and removing redundant and incorrect information from spoken documents, enables us to efficiently review spoken documents and understand their associated topics quickly. Although research into the automatic summarization of text documents dates back to the early 1950s, for nearly four decades, research work suffered from a lack of funding. However, the development of the World Wide Web led to a renaissance in the field and summarization was subsequently extended to cover a wider range of tasks, including multi-document, multilingual and multimedia summarization. 18 Document summarization in general can be either extractive or abstractive. Extractive summarization tries to select a number of indicative sentences, passages or paragraphs from the original document according to a target summarization ratio, and then sequence them together to form a summary. Abstractive summarization, on the other hand, tries to produce a concise abstract of desired length that can reflect the key concepts of the document. The latter appears to be more difficult, and recent approaches have been focusing more on the former. The approaches for extractive spoken document summarization have been in principle developed on the basis of either statistical models or probabilistic generative models. These two kinds of models will be briefly reviewed below in Sections 4.1 and 4.2, respectively; while special considerations of spoken document summarization will be briefly discussed in Section 4.3.
Statistical Models
As one example, the vector space model (VSM), originally formulated for IR, can be used to respectively represent each sentence of the document, as well as the whole document, in a vector form. Within the VSM, each dimension specifies the weighted statistics associated with an indexing term (or word) in the sentence or document, and the sentences that have the highest relevance scores (e.g., in the cosine measure) to the whole document are selected to be included in the summary. When the intended summary aims to cover the more important concepts as well as the different ones within or among documents, after the first sentence with the highest relevance score is selected, indexing terms in that sentence can be removed from the document. The document vector is then reconstructed accordingly, based on which the next sentence can be selected, and so on. 19 The latent semantic analysis (LSA) model for IR is another example of a model that can be used to represent each sentence of a document as a vector in the latent semantic space for that document. This space is constructed by performing SVD on the "term-sentence" matrix for that document. The right singular vectors with larger singular values represent dimensions for more important latent semantic concepts in that document. Therefore, the sentences that have the largest index values in each of the top L right singular vectors are included in the summary. 19 A third statistical approach is carried out as follows: indicative sentences can be chosen from the document based on the sentence significance score (denoted as the SenSig model below). Given a sentence S = {t 1 , t 2 , . . . t j , . . . t J } with length J, the sentence significance score Sig (S) can be expressed using the following formula:
where I (t j ) is evaluated based on some statistical measure of term t j (such as a product of term frequency (TF) and inverse document frequency (IDF)); F (t j ) can be a linguistic measure of t j (e.g., named entities and different parts-of-speech (POSs) are given different weights, ignoring function words); and β 1 and β 2 are tunable weighting parameters. 20 These selected sentences in all the above cases can also be further condensed and shortened by removing the less important terms, if a higher compression ratio is desired.
Probabilistic Generative Models
Extractive document summarization also can be performed with probabilistic generative models. 21, 22 For example, the HMM model originally formulated in IR can be applied to extractive spoken document summarization. 22 Each sentence S of a spoken document d i is instead treated as a probabilistic generative model (or an HMM) consisting of n-gram distributions for predicting the document, and the terms (or words) in the document d i are taken as an input observation sequence. The HMM model for a sentence can be expressed as the following using unigram modeling:
where λ is a weighting parameter, and c (t j , d i ) is the occurrence count of a term t j in d i . For each sentence HMM, the sentence model P (t j |S) and the collection model P (t j |C) can be simply estimated, respectively, from each sentence itself and a large text collection based on the maximum likelihood estimation (MLE). The weighting parameter λ can be further optimized by taking the document d i as the training observation sequence and using the following EM training formula:
Once the HMM models for the sentences are estimated, they can thus be used to predict the occurrence probability of the terms in the spoken document, and the sentences with the highest probabilities are then selected and sequenced to form the final summary according to different summarization ratios.
In the sentence HMM, as previously shown in Equation 9, the sentence model P (t j |S) is linearly interpolated with the collection model P (t j |C) to have some probability of generating every term in the vocabulary. However, the true sentence model P (t j |S) might not be accurately estimated by the MLE, since the sentence consists of only a few terms and the portions of terms present in it are not the same as the probabilities of those terms in the true model. Therefore, we can explore the use of the relevance model (RM), 23,24 also originally formulated for IR, to get a more accurate estimation of the sentence model. In the extractive spoken document summarization task studied here, each sentence S of the document d i to be summarized has its own associated relevant class R s . This class is defined as the subset of documents in the collection that are relevant to the sentence S. The relevance model of the sentence S is defined to be the probability distribution P (t i |R s ), which gives the probability that we would observe a term t j , if we were to randomly select a document from the relevant class R s and then pick up a random term from that document. 23 Once the relevance model of the sentence S is constructed, it can be used to replace the original sentence model or to be combined with the original sentence model to produce a better estimated model. Because there is no prior knowledge about the subset of relevant documents for each sentence S, a local feedback-like procedure can be employed by taking S as a query and posing it to the IR system to obtain a ranked list of documents. The top L documents returned from the IR system are assumed to be the ones relevant to S, and the relevance model P (t j |R s ) of S can be therefore be constructed through the following equation:
where {d} TopL is the set of top L retrieved documents; and the probability P (d l |S) can be approximated by the following equation using Bayes' rule:
A uniform prior probability P (d l ) can be further assumed for the top L retrieved documents, and the sentence likelihood P (S|d l ) can be calculated using an equation similar to Equation 3 once the IR system is implemented with the HMM retrieval model. Consequently, the relevance model P (t j |R s ) is linearly combined with the original sentence model P (t j |S) to form a more accurate sentence model:
where α is a weighting parameter. The final sentence HMM is thus expressed as:
Spoken Documents to be Summarized A diagram of spoken document summarization jointly using the HMM and RM models is depicted in Figure 4. 
Spoken Documents
The methods described above in Sections 4.1 and 4.2 are equally applicable to both text and spoken documents. However, spoken documents do involve extra difficulties like the handling of recognition errors, problems with spontaneous speech, and the lack of correct sentence or paragraph boundaries. In order to exclude the redundant and incorrect portions while selecting the important and correct information, multiple recognition hypotheses, confidence scores, language model scores and other grammatical knowledge have been utilized. 25 As an example, the above Equation 8 for the SenSig model may be extended as:
where C (t j ) and G (t j ) are obtained from the confidence score and n-gram score for the term t j , H (S) from the grammatical structure of the sentence S; and β 3 , β 4 and β 5 are weighting parameters. In addition, prosodic features (e.g. intonation, pitch, energy, pause duration) can be used as important clues for summarization as well, although reliable and efficient approaches incorporating these features are still actively being studied. 25, 26 The resulting summary of spoken documents can be generated in the form of either text or speech. Summaries in text have the advantage of easier browsing and further processing, but these are inevitably subject to speech B. Chen et al. recognition errors, as well as the loss of the speaker/emotional/prosodic information carried only by the speech signals. The speech form of summaries can preserve the latter information and is free from recognition errors, but it faces the difficult speech synthesis problem of smooth concatenation of speech segments.
A Prototype System of Chinese Spoken Document Retrieval and Summarization
System Description
A prototype system has been established in Taiwan that allows the user to search for Chinese broadcast news via the PDA using a spoken natural language query. 27 The framework of the system is shown in Figure 5 . There is a small client program on the PDA, as illustrated in Figure 6 , which transmits the speech waveform or acoustic feature data of the spoken query to the information retrieval server. The information retrieval server then passes the speech waveform or acoustic feature data to the large vocabulary continuous speech recognition (LVCSR) server. 28 The recognition result is then passed back to the information retrieval server to act as the query to generate a ranked list of relevant documents. When the retrieval results are sent back to the PDA, the user can first browse the summaries of the retrieved documents, which were generated beforehand by jointly using the HMM and RM models, and then click to read the automatic transcript of the relevant broadcast news documents or play the corresponding audio files from the audio streaming server. On the other hand, a huge collection of broadcast news documents are recognized offline by the broadcast news transcription system, and the resultant transcripts are then utilized by the multi-scale indexer to generate the word-level and syllable-level indexing terms.
12 Only the VSM model for literal term matching of the spoken query and the spoken documents was implemented here for simplicity, although our previous experiments on Mandarin spoken document retrieval have demonstrated that the HMM retrieval model, and models with similar structure to the PLSA model, have superior retrieval performance over the VSM model. 7, 11 The final retrieval indices, including the vocabularies and document occurrences of indexing terms of different types (word-and syllable-level indexing terms), are stored as inverted files 29 for efficient searching and comparison. Fig. 6 . A PDA-based broadcast news retrieval system that displays the retrieved broadcast news documents and their associated summaries for efficient browsing. The upper scrollable window lists the summaries of the retrieved documents, while the bottom one displays the automatic transcript of the selected document.
Evaluation of Chinese Spoken Document Retrieval
In order to evaluate the performance level of the retrieval system, a set of 20 simple queries with length of one to several words, in both text and speech forms, was manually created. Four speakers (two males and two females) produced the 20 queries using an Acer n20 PDA with its original microphone in an environment with slight background noise. To recognize their spoken queries, another read speech corpus consisting of 8.5 hours of speech produced by an additional 39 male and 38 female speakers over the same type of PDA was used for training the speaker-independent acoustic models for recognition of the spoken queries. The character and syllable error rates for the spoken queries are 27.61% and 19.47%, respectively. The retrieval experiments were performed with respect to a collection of about 21,000 broadcast news stories. The final retrieval results are evaluated in terms of the mean average precision (mAP) 30 at different document cutoff values L, which computes the mean average precision when the top L documents have been presented to the user. The formula can be expressed as:
where E is the number of queries, N ′ e is the total number of documents that are relevant to query Q e appearing among the top L documents, and r e,i is the position of the i-th document that is relevant to query Q e appearing among the top L documents, counting down from the top of the ranked list. The retrieval results are shown in Table 2 . Columns 3, 4, 5 respectively show the results using word-level indexing features, syllable-level indexing features and both of them, which are evaluated at different document cutoff values and with either text or spoken queries. As can be seen, the word-level indexing features are better than the syllable-level features for the text queries, while using both levels results in significant improvements over using any of them alone. Moreover, the retrieval results for the spoken queries are much worse than those of the text queries, but the combination of word-level and syllable-level features helps to reduce the performance gap between the spoken and the text queries.
Evaluation of Chinese Spoken Document Summarization
A set of 200 broadcast news documents (1.6 hours) collected in August 2001 were used in the summarization experiments. The average Chinese character error rate (CER) for the automatic transcripts of these broadcast news documents was 14.17%. Three human subjects were instructed to do human summarization, and this was taken to be the references for evaluation, in two forms: the first, simply to rank the importance of the sentences in the corresponding reference transcript of the broadcast news document from the top to the middle, and the second, to write an abstract for the document manually by himself, with a length of about 25% of the original broadcast news document. Several summarization ratios were tested, which are the ratios of summary length to the total document length. 3 On the other hand, the ROUGE measure 31, 32 was used to evaluate the performance levels of the proposed models and the other conventional models. It evaluates the summarization quality by counting overlapping units, such as the n-gram, word sequences and so forth, between the automatic summary and a set of reference (or manual) summaries. ROUGE-N is an n-gram recall measure which is defined as follows:
where N stands for the length of the n-gram; S is an individual reference (or manual) summary; S R is a set of reference summaries; Count match (gram n ) is the maximum number of n-grams co-occurring in the automatic summary and the reference summary; and Count (gram n ) is the number of n-grams in the reference summary. In this study, the ROUGE-2 measure that used word bigrams as the matching units was adopted. The summarization results obtained by using the HMM and RM models jointly are shown in the second column of Table 3 , and the corresponding ROUGE-2 recall rates are about 0.31, 0.33, 0.37, and 0.48 for summarization ratios of 10%, 20%, 30% and 50%, respectively. Then, we try to compare these results with those obtained by using the conventional VSM, 19 LSA, and SenSig 20 models. Two variants of LSA, i.e., the one mentioned in Section 4.1 19 (LSA-1) and the one proposed by Hirohata et al. 33 (LSA-2), were both evaluated here. For a spoken document, LSA-2 simply evaluated the score of each sentence based on the norm of its vector representation in the lower L-dimensional latent semantic space, and a fixed number of sentences having relatively large scores were therefore selected to form the summary. The value of L was set to 5 in our experiments, which is just the same as that suggested by Hirohata et al. 33 The results for these models are shown in Columns 3 to 6 of Table 3 , and the results obtained by random selection (Random) is also listed for comparison. As can be seen, HMM+RM is substantially better than VSM and LSA at lower summarization ratios, and is significantly superior to SenSig as well, which provide some evidence that the probabilistic generative model (HMM+RM) is indeed a good candidate for extractive spoken document summarization tasks.
Conclusion
The ever-increasing storage capability and processing power of computers have made vast amounts of multimedia content available to the public. Clearly, speech is one of the most important sources of information for multimedia content, as it gives important, if not key, information regarding the content. Therefore, multimedia access based on associated spoken documents has been a focus of much active research. This chapter has presented a comprehensive overview of the information retrieval and automatic summarization technologies developed in recent years for efficient spoken document retrieval and browsing applications. An example prototype system for voice retrieval of Chinese broadcast news collected in Taiwan was also introduced.
