Calculation of solvent free energies for heterogeneous electron transfer at the water-metal interface: Classical versus quantum behavior J. Chem. Phys. 102, 529 (1995) The electron transfer rate constant is treated using the spin-boson Hamiltonian model. The spectral density is related to the experimentally accessible data on the dielectric dispersion of the solvent, using a dielectric continuum approximation. On this basis the quantum correction for the ferrous-ferric electron transfer rate is found to be a factor 9.6. This value is smaller than the corresponding result (36) of Chandler and co-workers in their pioneering quantum simulation using a molecular model of the system [J. S. Bader, R. A. Kuharski, and D. Chandler, J. Chem. Phys. 93, 230 (1990)]. The likely reason for the difference lies in use of a rigid water molecular model in the simulation, since we find that other models for water in the literature which neglect the electronic and vibrational polarizability also give a large quantum effect. Such models are shown to overestimate the dielectric dispersion in one part of the quantum mechanically important region and to underestimate it in another part. It will be useful to explore a polarizable molecular model which reproduces the experimental dielectric response over the relevant part of the frequency spectrum.
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The electron transfer rate constant is treated using the spin-boson Hamiltonian model. The spectral density is related to the experimentally accessible data on the dielectric dispersion of the solvent, using a dielectric continuum approximation. On this basis the quantum correction for the ferrous-ferric electron transfer rate is found to be a factor 9.6. This value is smaller than the corresponding result (36) of Chandler and co-workers in their pioneering quantum simulation using a molecular model of the system [J. S. Bader, R. A. Kuharski, and D. Chandler, J. Chem. Phys. 93, 230 (1990) ]. The likely reason for the difference lies in use of a rigid water molecular model in the simulation, since we find that other models for water in the literature which neglect the electronic and vibrational polarizability also give a large quantum effect. Such models are shown to overestimate the dielectric dispersion in one part of the quantum mechanically important region and to underestimate it in another part. It will be useful to explore a polarizable molecular model which reproduces the experimental dielectric response over the relevant part of the frequency spectrum.
I. INTRODUCTION
Electron transfer reactions are among the most fundamental chemical processes. 1 -3 As a prototypical model system, the Fe+ 2 ¢Fe+ 3 electron exchange in water has been actively studied. used a molecular model to study this process by quantum and classical simulation methods. Their results have shed an illuminating light on this system. By classical and quantum simulation methods they observed the parabolic behavior of the free energy surface with respect to the solvent polarization coordinate, a behavior which plays the important role in the theory developed by one of us.
1 They also studied the quantum correction for the electron transfer rate constant. The full quantum Monte Carlo simulation gave a quantum correction factor for the rate of about 65 for water.
6 Under a harmonic approximation their quantum correction was about 36, which is still substantially larger than the traditional estimateS of a factor of about 7.
In the present paper an expression for the nonadiabatic rate constant (the Golden Rule rate expression) is used in which the rate is expressed in terms of the spectral density (the dielectric response) of the system. The spectral density is then obtained from experimental data, for fixed position of the reactants, using the dielectric continuum approximation and the harmonic approximation for the inner shell of ion-water complex breathing modes. For the electron transfer rate constant for the aqueous ferrous-ferric system it is found that under the above approximation our estimation of the quantum correction factor is a factor of 9.6, which is smaller than the above result of 36 for the harmonic case. Other computer simulation models of water which also neglect the vibrational and the electronic a) Contribution No. 8833. polarization are also considered. We again find a large quantum effect for the rate constant of the model water solvent and find that these models overestimate the dielectric response in one region important for the quantum correction and underestimate it in another. This paper is organized as follows: In Sec. II the theoretical basis of this paper is discussed. The nonadiabatic rate constant is expressed there in terms of the spectral density of the system. The relations between the spectral density and the experimental data are given. In Sec. III the calculation details are presented and the role of the electronic polarizability in electron transfer is discussed. The paper concludes with some remarks.
II. THEORY

A. Introduction
In this section a brief disc'\lssion of the nonadiabatic rate constant expression is given. Then, the relation between the spectral density and the experimentally accessible data, which forms the basis of the calculations, is presented.
In electron transfer reactions the reactant and product electronic states can usually be approximated as a two electronic-state system. If the solvent and the nuclear motion of the reactants and products are described as a harmonic bath, the electron transfer can be viewed as an electron jump between the two states modulated by a harmonic bath. This kind of system has been described by the spinboson Hamiltonian 
where i andjspecify the quantum numbers of the reactant and the product system, El and E} are the energy levels of their systems, X~ and X~ are the corresponding wave functions, and Z b is the partition function of the reactant system. Upon using the usual S-function expression (2.3) and the overlap integral of the wave functions assumed to be harmonic, the following formula has been obtained: 2 ,3 4) where J (w) is spectral density of the system
This well-known quantum rate constant expression of electron transfer in the nonadiabatic case was first derived by Soviet scientists. 2 ,3 Later Chandler and co-workers 6 rederived this result within a spin-boson Hamiltonian description by the Golden Rule. Recently, 8 Song and Stuchebrukhov gave a general description of electron transfer reactions using the spin-boson Hamiltonian, in which the above formula appears as a special case of a more general one. A key assumption in the above formula is the use of a harmonic approximation for the bath modes. 2 Equation (2.4) is the fundamental result of nonadiabatic quantum electron transfer theory within the harmonic approximation. Another approach, in which only a linear response approximation is used for the solvent bath,2(c) leads to the same result, where the J(w) is expressed, as given later, in terms of the dielectric response function. For the ferrous-ferric system € is zero. The saddlepoint of R is zero in this case. The rate constant can be expressed in the following simple form using the saddlepoint approximation,S
In the classical approximation for bath ({3fzw< I) Eq. (2.6) reduces to the usual classical nonadiabatic expression for the rate of electron transfer in symmetric reactions. A test of the saddlepoint approximation, by a comparison of Eqs. (2.6) and (2.4), is given later in Table I. .. In order to calculate the electron transfer rate constant for the actual system the explicit form of spectral density J (w) is needed. There are several ways of obtaining this quantity. For example, Bader et al. 6 , 7 calculate it by a quantum Monte Carlo simulation using a microscopic model of aqueous ferrous-ferric system. Another way is to relate this quantity to some phenomenological experimentally measurable variable. 3 In the present paper the latter approach is used; the bath is divided into an inner part [the first coordination shell, consisting of Fe(H 2 0)t The electron transfer rate constant is then calculated.
B. The spectral density of the outer contribution Phenomenologically, the outer contribution can be treated using a dielectric continuum interacting with the ionic charge distribution. 3 The response of the dielectric to the electric field is defined by the dielectric permittivity function €( Ctl), which is experimentally available. If the polar medium is treated as a collection of harmonic oscillators characterizing the dielectric polarization, the changes in electric field of the ions, where the products are compared with the reactants, shift the equilibrium positions of oscillators describing the polarization. According to Eq. (3.87) in Ref. 3, the shift of the dielectric polarization oscillator of the medium q iO is related to the dielectric constant in the following way, neglecting spatial dispersion:
where €(Ctl) is the dielectric constant as a function of frequency, the imaginary part of it being related to the absorption of the medium, JJf and Di are the dielectric displacement vectors of the products' and the reactants' forms of the ions. For two ionic spheres with radii a1 and a2 and separated by a center-to-center distance R (.!le is the charge difference) we have,1,17 neglecting dielectric image effects, (2.9) The left-hand side ofEq. (2.8), AO' represents the classical form of the outer part of the reorganization energy of the system. For the spin-boson model this reorganization energy can be written as
The same formula relating Ai to Ji(Ctl) also applies. Comparing Eqs. (2.8) and (2.10), the outer contribution Jo(Ctl) to the spectral density can be written as
Equation (2.4), with J given by Eq. (2.11), was first obtained by a different method by Ovchinnikov and Ovchinnikova. 2 (c) They showed that above result is valid under linear response theory. A more elaborate description, based on €(k,Ctl) could be deduced from the results given in Ref.
3, k being the wave vector. However, the relevant experimental data for €(k,Ctl) do not appear to be available.
C. The spectral density of the inner-shell contribution
The inner part of the spectral density Ji(Ctl), i.e., the contribution from the inner-shell, is relatively simple. The main contribution for electron transfer comes from the two . 
D. Rate constant result
The calculation of the electron transfer rate constant can be made by direct numerical integration of Eq. (2.4), using Eqs. (2.7), (2.11), (2.12), and the spectral density obtained from the experimental data. Or the saddle-point approximation can be used, so that a somewhat more transparent picture can be obtained. In this case Eq. (2.6) can be written in the following form:
where Jo(Ctl) is given by Eq. (2.11) and Ai is given by Eq. (2.12b). Because ofthe wide range of Ctl's which contribute to the integrand from the outer part it was convenient to introduce In Ctl as the integration variable in Eq. (2.13). Equations (2.4) [with Eqs. (2.7), (2.11), and (2.12)] and Eq. (2.13) represent the starting point for the present calculation.
III. CALCULATIONS AND DISCUSSION
In this section the quantum and classical rate constants are calculated from the experimental data for the present model. From the above formulas, a key step is to use the experimentally observed complex-valued dielectric constant of solvent as a function of frequency. In general, there exist two broad regions of absorption in water, the Debye region (or orientational region) and the resonance region. In the Debye region, the Debye formula can be used to ;--.. provide an excellent description of the experimental data, using the following parametersP €", =4. (3.1b) In the resonance region there is no general formula to fit the experimental data. Here, a cubic spline interpolation 16 is used to fit the experimental data and the integral is evaluated using this spline to interpolate the experimental results. For a thermal electron transfer only, frequencies below the electronic excitation region are relevant to our calculation. Thereby, the angular frequency (liJ) region we consider is from 0 to 7.2X 10 14 rad/s, abbreviated in the following as S-1 (3844 em-I), since from 7.2X 10 14 S-1 to the optical frequency the imaginary part of dielectric constant is extremely small 15 (cf. Fig. 1 ). From 0 to LOX 1011 S-1 the Debye formula is used and from LOX 1011 to 7.2 X 10 14 S-1 the spline interpolation is employed. The experimental data and the fitted results are collected in Fig. 1 .
The inner contribution data is well-known from the literature,lo,ll liJl=390 cm- Table I .
Comparing the values for the quantum rate constant it is clear that the saddlepoint approximation is very good, and the following discussion is based on that approximation. This quantum effect is seen in Table I to be substantially smaller than the simulation result from Chandler and coworkers 6 ,7 who used the SPC model for water. This difference is due to the different spectral density employed. In their calculations the spectral density is obtained from the cosine transformation of the classical real time bath autocorrelation function which is calculated from the computer simulation. To illustrate this point we plot in Fig. 2 integrand difference between the exact expression and the classical expression in the exponential part of Eq. (2.13) which gives most of the quantum correction factor (cf. Table I ). In Fig. 2 the result is given for both the experimental outer spectral density and for the SPC water model, using in the latter case the results of Ref. 7. It should be remembered that the two small peaks around liJ = 1.0 X 10 14 S -1 are contributed by the inner part of the spectral density Ji(liJ) since the curve is the total spectral density calculated from their simulation. From Fig. 2 we see that in one region (around 1.6X 10 14 s-l) important for the quantum correction the SPC model considerably overestimates the dielectric response. In another region (around 6.5 X 10 14 S-I) important for quantum correction it has no contribution at all. Thus, we believe that the spectral density used in the SPC model is not accurate due to the rigid model of the solvent molecules employed-it contains neither the electronic nor the vibrational polarizability of the individual solvent molecules.
In order to test this supposition we have used two computer simulations available in the literature 18 for the water, namely the TIP4P and the MCY models, both of which also omit the two molecular polarizabilities just mentioned. Although there exist some polarizable water models in the literature 19 no detailed dielectric dispersion curve appears to be available from them. We have used the spectral density for the TIP4P and MCY models, with Eqs. (2.12) and (2.13), to calculate the quantum correction factor under the saddlepoint approximation. For the TIP4 P model the outer spectral density J 0 (liJ) is calculated from a phenomenological formula, given in Ref. 18, which fits the simulation result well (Fig. 9 in Ref. 18) , and the inner part, Ji(liJ) , is kept the same as above. The resulting quantum correction factor is 26 when the upper limit is 2.1 X 10 14 S-I, which is the valid limit of the phenomenological formula. For the MCY model the quantum correction factor is 21 when the upper limit is 2.2X 10 14 S-I. These results can be understood from Fig. 3 . Like the SPC model both the TIP4P and the MCY models overestimate the dielectric response in a region (32<lnm<33) and underestimate in another (33<ln m<34.3), regions which are critical for the quantum effect calculation. For the TIP4P and the MCY models the large spectral density is due to the small Re € of the model simulations in a critical region (Fig. 4) .
For comparison with previous work, we give next an approximation to the outer contribution in Eq. (2.13) by dividing the complete frequency range of the dielectric response into two parts, a "classical" part and a "quantum" part, where a separation frequency mcl is defined by relation {3limcr/4= 1.0. From 0 to mcl the classical approximation 
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By a sum rule, 3 we have
Equations (3.2) and (3.3) give the well-known classical type of expression for reorganization energy arising from this portion of the outer contribution. From mel to mop the quantum limit gives tanh (PIim/4 ) z 1, and that contribution to the exponential factor in Eq. (2.13) can then be written as
This latter factor is temperature independent and produces the tunneling factor arising from the quantum modes. A similar discussion can be found in Ref. 20 . In general, the quantum modes renormalize the coupling matrix.
8 This limiting situation of dividing the modes into quantum and classical modes yields a fairly good approximation as seen in Fig. 5 , the rate calculated from this approximation is smaller by a factor of 2. These two types of modes tend to play different roles in the electron transfer, the former giving a nuciear tunneling effect and the latter generating an activation barrier, an effect which has been often discussed in the literature . . 1 ,2,3 From the tunneling factor expression (3.4) , it is clear the really high frequency modes (say, higher than 7.2X 10 14 S-I) do not make a significant contribution to the tunneling effect due to the negligible imaginary part of the dielectric constant. In this sense the electronic polarization does not make large contribution to the electron transfer rate. However, the electronic polarization, by creating a shielding effect, does influence the other aspect of the €(cu) behavior. Furthermore, the atomic polarization (in the vibrational resonance region) does contribute to the electron transfer, both directly and via shielding, indirectly.
IV. CONCLUDING REMARKS
One of the particular features of the present work is to illustrate the calculation of nonadiabatic electron transfer rate from the experimentally available data using the linear response approximation and to test certain solvent molecular models (SPC, TIP4P, and MCY) in the literature. For aqueous ferrous-ferric system, the calculated rate from the experimental data is near the traditional estimate,4,5 but different from a recent pioneering molecular simulation result of Chandler and co-workers. Even where the latter is approximated by introducing a harmonic bath approximation a significant difference remains. It will be interesting to repeat the molecular simulation using a molecular model of liquid water which includes both the atomic and electronic polarization and gives the correct dielectric dispersion behavior of water, rather than mainly the static dielectric constant.
