A graph G is 3-colorable if and only if it maps homomorphically to the complete 3-vertex graph K 3 . The last condition can be checked by a k-consistency algorithm where the parameter k has to be chosen large enough, dependent on G. Let W (G) denote the minimum k sufficient for this purpose. For a non-3-colorable graph G, W (G) is equal to the minimum k such that G can be distinguished from K 3 in the k-variable existential-positive first-order logic. We define the dynamic width of the 3-colorability problem as the function W (n) = max G W (G), where the maximum is taken over all non-3-colorable
Introduction
(or of the corresponding CSP(H)) as the function
Note that W H (n) is well defined for all sufficiently large n, at least for all n greater than the chromatic number of H. As it was already mentioned, W H (n) ≤ 3 for any bipartite H. If H is not bipartite, then from the work of Nešetřil and Zhu [26] it follows that W H (n) = Ω log log n log log log n .
To emphasize the importance of this notion, suppose that we know that W H (n) = O(k(n)) where k(n) is a function computable in time bounded by a polynomial 2 in n. In this case CSP(H) is solvable in time 2
O(k(n) log n) , which can prove to be a nontrivial algorithmic result even when this time bound is superpolynomial.
The 3-colorability problem. In this paper, we focus our attention on the dynamic width of CSP(K 3 ), that is, the 3-COLORABILITY problem. To facilitate the notation, let W (G) = W K 3 (G) and W (n) = W K 3 (n). Dawar [11] proves that 3-COLORABILITY is not definable in the infinitary logic with finitely many variables. The argument of [11] immediately translates to the bound W (n) = Ω( √ n).
The currently best algorithm for 3-COLORABILITY [5] runs in time O(1.3289 n ). It is known [23] 
that 3-COLORABILITY is not solvable in time 2
o(n) unless the Exponential Time Hypothesis fails. Therefore, under this hypothesis we should have a lower bound at least as strong as W (n) = Ω(n/ log n). Our main results is an unconditional linear lower bound, i.e., W (n) = Ω(n).
The proof of (2) is based on the logical characterization of the parameter W (G) (see Section 3) and exploits the same method as used in [11] . A straightforward observation W H (G) ≤ |G| implies that W (n) ≤ n. By (2), this trivial upper bound can be improved at most up to a constant factor. We show that such an improvement is really possible, noticing that
This bound follows from the relation
where α(G) denotes the independence number of G.
We also relate the parameter W (G) to the girth g(G) of the graph, proving that
(cf. the bound (7) below). This relation implies only logarithmic lower bound for W (n) but has an advantage of being true for every non-3-colorable graph G. Finally, we consider the function W (n) over planar graphs and prove that W (n) = Θ( √ n) in the case.
Related work: The dynamic width of other CSPs. As it is well known, the 3-SATISFIABILITY problem can be encoded as a CSP. Atserias [1, Theorem 2] obtains a result that, using our notation, can be stated as
where n is the number of propositional variables in an input 3CNF. Moreover, (4) is shown for 3SAT instances with O(n) clauses and is an average-case rather than a worst-case bound. Note that (4) is close to the bound W 3SAT (n) = Ω n log n that follows from the Exponential Time Hypothesis [23] . Atserias, Bulatov and Dawar [3] prove that testing the solvability of systems of equations over a finite Abelian group and related CSPs are not definable in the infinitary logic with finitely many variables (even with counting), which implies that the dynamic width of these problems is unbounded.
Treewidth duality
Graph-theoretic preliminaries. An s-coloring of a graph G is a map from the set of vertices V (G) to the set of colors {1, 2, . . . , s}. A coloring c is proper if c(u) = c(v) for any adjacent vertices u and v. A graph G is s-colorable if it has a proper s-coloring. The minimum s for which G is s-colorable is called the chromatic number of G and denoted by χ(G). If χ(G) = s, then G is called s-chromatic. A set of vertices is independent if all of them are pairwise non-adjacent. The independence number α(G) of a graph G is the maximum size of an independent set in G. In a proper coloring of G, any set of vertices with the same color is independent. This implies that χ(G)α(G) ≥ n, where n denotes the number of vertices in G.
The girth g(G) of a graph G is the minimum length of a cycle in G.
Proposition 2.1 (Erdős [12] ) For every n ≥ s there is an s-chromatic graph G on n vertices with
The logarithmic bound in Proposition 2.1 is best possible. In [13] , Erdős proves that the girth of an s-chromatic graph on n vertices is bounded by 2 log n log(s−2)
The Nešetřil-Zhu bound. A useful combinatorial bound for the H-width of G is due to Freuder [15] who showed that if G → H, then
where tw (G) denotes the treewidth of G. 3 A complete combinatorial characterization of the H-width is suggested by Hell, Nešetřil, and Zhu [22] for digraphs and extended to general structures by Feder and Vardi [14] . Note that F → G and F → H imply G → H. In view of this, we call such a graph F an H-obstruction for G. It turns out that W H (G) is equal to the minimum k such that G has an Hobstruction of treewidth k − 1. Note that (5) follows from here because if G → H, then G is an H-obstruction for itself.
Thus, the statement that the width of H is bounded by k can equivalently be expressed in the following form: G → H if and only if F → G for some F such that F → H and tw (F ) < k. This homomorphism duality justifies the terminology, according to which graphs H of width k are also said to have treewidth-(k − 1) duality; see the survey [9] .
Nešetřil and Zhu [26] show that no non-bipartite graph H has bounded treewidth duality. This is a consequence of Proposition 2.1 and the following fact established in [26] : If
tw (F ) ≤ k, and F → G, then also F → C 2m+1 , where C 2m+1 denotes the cycle of length 2m + 1. Indeed, suppose that H contains C 2m+1 as a subgraph. Consider a graph G such that G → H. Assuming that g(G) > 8(4m) 4m−1 , set k to the largest value such that (6) is fulfilled; note that k = Ω(log g(G)/ log log g(G)). Then no F of treewidth at most k can serve as an H-obstruction for G. It follows that
(due to using the Ω-notation, this bound is trivially true also for G with g(G) ≤ 8(4m) 4m−1 ). The bound (1) we stated above can be derived from (7) and Proposition 2.1. The latter gives us a graph G with logarithmic girth and χ(G) > χ(H). The last condition ensures that G → H.
3 Existential-positive k-variable logic and existential k-pebble game
For graphs we consider the first-order language with two relation symbols for vertex adjacency and equality. An existential-positive first-order formula Φ is built using only monotone Boolean connectives (i.e., conjunction and disjunction) and existential quantification. If such a Φ is true on a graph G and G → H, then Φ must hold true also on the graph H. Moreover, for every finite G there is an existential-positive statement Φ G that is true on H if and only if G → H. To obtain Φ G , we can assign a first-order variable to each vertex of G and list all adjacency relations between the variables that are true in G for the corresponding vertices. This gives us a logical characterization of the homomorphism relation: G → H if and only if there is an existential-positive statement Φ that distinguishes G from H, that is, Φ is true on G but false on H. We define the width W (Φ) of a first-order formula Φ to be the number of variables occurring in it; different occurrences of the same variable do not count. The kvariable logic consists of formulas of width at most k. Suppose that G → H. [24] show that W H (G) is equal to the minimum k such that G is distinguishable from H in existential-positive k-variable logic.
Kolaitis and Vardi
The logical characterization of W H (G) implies also a useful combinatorial characterization of this parameter [24] . The existential k-pebble game on graphs G and H is a version of the k-pebble Ehrenfeucht-Fraïssé game where Spoiler always moves in G and Duplicator's objective is to keep a partial homomorphism. The parameter W H (G) is equal to the minimum k such that Spoiler has a winning strategy in the game. We use this characterization in Sections 5 and 6.
A linear lower bound for W (n)
Assume that χ(G) > 3 and consider an arbitrary graph H with χ(H) ≤ 3. Duplicator can use a homomorphism from H to K 3 to translate her strategy in the k-pebble existential game on G and H into a strategy in the game on G and K 3 . Therefore,
Let W * (G, H) denote the minimum width of a first-order statement (with no re-
and note that
Thus, in order to estimate W (n) from below, it suffices to prove a lower bound for W * (n). For this, we will use the approach of [11] , which in turn is based on the CaiFürer-Immerman [10] construction of non-isomorphic graphs G and H on n vertices that cannot be distinguished in first-order logic with bounded number of variables (even when counting quantifiers are allowed). In [11] , this construction is enhanced to ensure that one of the graphs G and H is 3-colorable and the other is not.
We will need the following notions. Recall that a graph is uniquely 3-colorable if it is 3-colorable and the coloring is unique up to a renaming of colors. Let X ⊆ V (G). The result of removal of all vertices in X from G is denoted by G − X. We call X a separator of G if every connected component of G − X has at most |V (G)|/2 vertices.
Lemma 4.1 ([11])
Suppose that A is a graph with the following properties:
• A has m vertices and maximum degree d;
• A is uniquely 3-colorable;
• A has no separator with k vertices.
Then, one can construct from A two graphs G A and H A with the same number n = O(dm) of vertices and O(n) edges so that χ(G A ) ≤ 3, χ(H A ) > 3, and
We are now ready to prove our linear lower bound.
Proof. It suffices to find a graph A with the properties listed in Lemma 4.1, for an arbitrarily large m, constant d, and linear k = Ω(m). This can be done in two steps. First, take a connected d ′ -regular graph B with m ′ vertices such that χ(B) > 3 and the minimum separator size in B is larger than k = Ω(m ′ ). Specifically, we can set d ′ = 6. A random 6-regular graph has the required properties. With high probability, it is connected and has only linear separators (Pinsker [27] ), and its chromatic number is 4 (Shi and Wormald [28] ).
Next, we take A = B × K 3 , where × denotes the categorical product of graphs. That is, each vertex v of B has three copies in A, namely (v, 1), (v, 2), and (v, 3), and vertices (v, i) and (u, j) are adjacent in A if v and u are adjacent in B and i = j (i.e., i and j are adjacent in the complete graph K 3 on the vertex set {1, 2, 3}).
The graph A is 3-colorable as each of the three copies of V (B) in A are independent sets. This coloring is unique by the Greenwell-Lovász theorem [17] , which says that the categorical product G × K s is uniquely s-colorable whenever G is connected and χ(G) > s.
The graph A has m = 3m ′ vertices, and all vertices of A have degree 12. Note that k = Ω(m ′ ) = Ω(m). It remains to show that, like B, the graph A has no separator of size k.
To this end, consider a set X of vertices in A such that |X| ≤ k. Let X ′ be the projection of X onto the first coordinate, that is, the set of those vertices in B that occur as the first components of the vertices in X. Obviosly,
Let us lift C ′ to A and denote the resulting set by C; that is, let each vertex v in C ′ contribute three vertices (v, 1), (v, 2), and (v, 3) into C. Since C ′ spans a connected subgraph in B, the set C spans a connected subgraph in A (because if v and u are adjacent vertices in C ′ then their clons (v, 1), (v, 2), (v, 3), (u, 1), (u, 2), and (u, 3) in C span a connected subgraph K 2 × K 3 = C 6 in A). Note now that C and X are disjoint by construction. Therefore, C is a connected component of A − X having size |C| = 3|C ′ | > 3m ′ /2 = m/2, and X cannot be a separator of A. Theorem 4.2 follows now by Lemma 4.1.
Relationship between the width and the independence number
The main technical tool in our further analysis is the existential k-pebble game on graphs G and H. For the special case that H = K 3 , we recast it in slightly different terms. The k-width 3-coloring game on a graph G is played by Spoiler and Duplicator. In a round of the game Spoiler selects a vertex in G and then Duplicator colors it in one of three colors, red, blue, or green. After each round, at most k vertices are allowed to be colored. To obey this condition, Spoiler can erase the color of a previously colored vertex before he demands to color a new one. Duplicator wins the r-round game if during the play there is no two adjacent vertices colored in the same color (i.e., after each round the partial 3-coloring of G is proper). The following fact is a particular case of the relationship between the existential k-pebble game and existential k-variable logic [24] .
is equal to the minimum k such that, for some r, Spoiler has a winning strategy in the r-round k-width 3-coloring game on G.
We now relate the width of a graph to its independence number.
Proof. Let v(H) denote the number of vertices in a graph
Let U be an independent set in G with α(G) vertices. Consider the 3-coloring game on G and let Spoiler select all vertices in V (G)\U. Suppose that Duplicator manages to properly color this subgraph of G. This partial coloring does not extend properly to some vertex u ∈ U for else the whole G would be 3-colorable. In the next round Spoiler selects also this vertex and wins. To prove the bound W (G) ≤ 3 α(G) + 1, we apply the bound (8) to a smallest 4-
as claimed.
Theorem 5.2 immediately implies an improvement on the trivial upper bound
n + 1.
Relationship between the width and the girth
We here show a relation between the width of a non-3-colorable graph G, which is much stroger than the bound (7) in the case H = K 3 .
The proof of this result takes the rest of this section. It is based on Proposition 5.1. We will show that if Spoiler has a winning strategy in the r-round k-width 3-coloring game on G, then r > ⌊log 4 (g(G) − 2)⌋ and k > 1 16 g(G) Proof. The first part is straightforward and also formally follows from the second.
To prove the second part, suppose that h is a homomorphism from H ′ to H. Duplicator simulates COL 
A few other examples are shown in Fig. 1 . Proof Lemma 6.7 Every tree T in M k r has the following properties.
1. All leaves and no other vertices in T are colored.
2.
Every non-leaf vertex in T has degree 3.
3. T has less than k leaves.
Proof. 1. We first argue that all leaves are colored. Suppose that T has at least 3 vertices; otherwise the claim is trivial. Assume that T has a non-colored leaf v adjacent to a vertex u. Suppose that T has n vertices, l of which are leaves. Lemma 6.7.3 implies that l < k. Under this condition, Lemma 6.6 implies that n > 2 R−1 + 2. From Lemma 6.7.2 it follows that l = n/2 + 1. Therefore,
By Lemma 6.7.1, T has more than g(G)/16 colored vertices. We conclude that κ R > g(G)/16, thereby completing the proof.
Planar 3-colorability
The 3-colorability problem has been actively studied also for particular classes of graphs. Estimation of W (n) would be also meaningful for such classes. Specifically, we define the dynamic width function over a class of graphs C by W (n; C) = max { W (G) : G ∈ C, |G| = n, χ(G) > 3}. Here we consider the dynamic width W (n; planar) for the class of planar graphs. Though 3-COLORABILITY of planar graphs stays NP-complete [16] , it is solvable in time 2 O( √ n) ; see [25] . Under the Exponential Time Hypothesis, PLANAR 3-COLORABILITY cannot be solved in time 2 o( √ n) (Marx [25] ). Recall that the consistency checking algorithm solves the problem in time 2 O(k(n) log n) for any constructive upper bound W (n) = O(k(n)). Therefore, the Exponential Time Hypothesis implies the lower bound W (n; planar) = Ω( √ n/ log n). Figure 2 : (i) The crossover gadget C replacing the crossing of edges uv and wz.
(ii) Along an edge uv, the crossover gadgets share their corner vertices. One of the end vertices u or v (but not both) is identified with the corner vertex of the nearest gadget. (iii) Up to permutation of colors, the crossover graph has exactly two proper 3-colorings.
Our goal is to estimate W (n; planar) unconditionally. Note that the method we used to prove Theorem 4.2 does not apply to the planar case directly. For this approach we would need planar Cai-Fürer-Immerman graphs. Such graphs do not exist because every planar graph is definable in k-variable logic with counting quantifiers for some absolute constant k [19] , and for 3-connected planar graphs this is true even without counting [29] . We also cannot use Theorem 6.1 because, by Grötzsch's theorem [20] , every 4-colorable planar graph has girth 3. Nevertheless, we are able to show tight bounds for W (n; planar) combining Theorem 4.2 with the standard reduction of the general 3-COLORABILITY to its planar version.
The upper bound W (n; planar) ≤ 5 √ n immediately follows from the general bound (5) because it is known [18] that, if G is planar, then tw (G) ≤ 5 √ n − 1. In the rest of this section we prove a lower bound of Ω( √ n).
Recall the textbook reduction of 3-COLORABILITY to PLANAR 3-COLORA-BILITY [16] . The reduction transforms an arbitrary graph G into a planar graph G ′ as follows. First, a planar drawing D of G is made allowing edges crossings. It is supposed that no more than two edges can cross at a point. Then, each edge crossing in D is replaced with the crossover gadget C shown in Fig. 2 . The crossover gadget C has two crucial properties: Denote the set of 13 vertices in the gadget for the crossing edges uv and wz by C uv,wz . Thus, C uv,wz can contain one of u and v and/or one of w and z, and 
This property implies that if
The induced subgraph of G spanned by X will be denoted by G[X]. We will exploit the following consequence of Property (b).
Moreover, all possible c ′ are equal not only on X but also on every C uv,wz such that {u, v, w, z} ⊆ X.
Using Lemma 7.2, we can now prove Theorem 7.1. The construction in the proof of Theorem 4.2 combined with Lemma 4.1 gives us a non-3-colorable graph G with n vertices, e = O(n) edges, and W (G) = Ω(n). Let us convert it into a non-3-colorable planar graph G ′ as described above. As the intermediate drawing D, we use a straight-line drawing of G where edges are represented by segments of lines in general position; hence, no three edges can share a crossing point. Note that D has less than e 2 = O(n 2 ) edge crossings. 4 Therefore, G ′ has N < n + 13e
. Rigorously speaking, we have proved the bound W (N; planar) = Ω( √ N ) for an infinite sequence of N. In order to get a desired graph for an intermediate value of N, we construct G ′ for the nearest number N ′ < N in the sequence and pad it out with N − N ′ isolated vertices. To complete the proof, it remains to prove the lemma.
Proof of Lemma 7.2. By Proposition 5.1, it suffices to show that Duplicator has a winning strategy for the k-width 3-coloring game on G ′ . We will show that she can translate her winning strategy for the 4k-width 3-coloring game on G to the game on G ′ . More precisely, the assumption W (G) > 4k implies that Duplicator has a winning strategy in COL 4k r (G) for every r. We will show that Duplicator's winning strategy for COL 4k 4r (G) can be transformed to a winning strategy for COL
, we define the set X = X(Y ) ⊆ V (G) as follows: X contains all Y ∩ V (G), and each y ∈ Y \ V (G) such that y ∈ C uv,wz contributes the vertices u, v, w, and z in X. Note that |X| ≤ 4|Y | and Y ⊆ X ′ , where X ′ is defined by (9) . Property (B) of the reduction implies the following. 
