In this paper, a hybrid structure-adaptive radial basis function-extreme learning machine (HSARBF-ELM) network classifier is presented. HSARBF-ELM consists of a structure-adaptive radial basis function (SARBF) network and an extreme learning machine (ELM) network of cascade, where the output of the SARBF network hidden layer is used as the input layer of the ELM network. In the HSARBF-ELM network classifier, the SARBF network is utilized to achieve adaptively localizing kernel mapping of input vectors, after that step, the ELM network is utilized to implement global classification of mapping samples in the kernel space. HSARBF-ELM indicates the combination of localized kernel mapping learning and the global nonlinear classification, which combines the advantages of the SARBF network and the ELM network. The quantitative conditions for the separability enhancement and the corresponding theoretical explanation for the HSARBF-ELM network are given, which demonstrate that when input vectors go through the SARBF network, adaptively adjusting the RBF kernel parameters can boost the separability of the original sample space. Thus, the classification performance of the HSARBF-ELM network can be guaranteed theoretically. An appropriate learning algorithm for the HSARBF-ELM network is subsequently presented, which effectively combines the methods of density clustering with a potential function, center-oriented unidirectional repulsive force and the existing ELM algorithm, and the optimized complementary HSARBF-ELM network can be constructed. The experimental results show that the classification performance of the HSARBF-ELM network clearly outperforms the ELM network, and outperforms other classifiers on most classification problems.
I. INTRODUCTION
In recent years, with the rapid development of intelligent information processing technology, various optimization algorithms have been proposed to solve different problems, such as k-nearest neighbors [1] - [4] , fuzzy clustering [5] , [6] , support vector machines (SVM) [7] - [10] and neural networks based on adaptive learning [11] - [15] . Extreme learning machine (ELM) [16] has been researched intensively in the past several years. Compared to traditional gradient descent algorithms, ELM has better classification and generalization performance, which can overcome such problems as a slow convergence rate, becoming trapped in local minima, and overfitting. In ELM, the input weights with the hidden node parameters are randomly generated, and the output layer weights are later optimized by the regularized least-squares algorithm directly. In this manner, ELM can achieve universal approximation capability, as well as very high running efficiency. In practice, because of the complexity of various problems, several algorithms for optimizing ELM hidden nodes are proposed to obtain a network of suitable size [17] - [20] . Several algorithms are employed to identify better network parameters to optimize ELM. In [21] , a differential evolution algorithm is utilized to adjust ELM input parameters, and the corresponding E-ELM algorithm is proposed. In [22] , an effective learning algorithm, known as self-adaptive evolutionary ELM (SaE-ELM), is presented to adjust the control parameters of E-ELM adaptively, which improves the network performance further. Other algorithms try to extend the basic ELM to make it more efficient and more suitable for specific problems [23] - [26] .
It is noteworthy that for ELM and its variants, all of the algorithms are composed of two stages: 1) random feature mapping and 2) output weight optimization [26] . However, for complex classification problems, the effect of using random feature mapping to boost the separability of the original sample space is often limited, which increases the dependence on subsequent output weight optimization, and this approach may not be able to achieve the best approximation in the ELM theoretical model. Moreover, most of the current variants of ELM are based on the existing ELM network model and there are few methods for combining the ELM network structure with other network structure adjustments, except for the deep learning network.
To further improve the ELM network performance, this paper takes the improvement of network structure as the starting point and presents a hybrid structure-adaptive RBF-ELM (HSARBF-ELM) network classifier. Unlike previous methods, the proposed method is not restricted by the single ELM model framework, which is independent of the adjustment of the ELM network parameters, and can be considered an indirect effective improvement of the ELM network performance. The presented HSARBF-ELM network consists of a structurally adaptive radial basis function (SARBF) network, which is presented in our previous work [27] , and an ELM network of cascade, which can fully mine the spatial distribution information of the classification data set and construct optimized RBF hidden nodes to achieve optimization coverage of the original sample space. In this paper, HSARBF-ELM effectively combines the SARBF network with the ELM network, through the cascade adjustment of the SARBF network and the ELM network. The classification performance of the single ELM network can be notably improved. Specifically, the output of the SARBF network hidden layer is used as the input layer of the ELM network, and an optimized complementary network structure model can be constructed. As the RBF network hidden nodes have good local response characteristics; and the ELM network hidden nodes can adopt a unified sigmoid function, which has global response characteristics, the effective combination of these two different network structures can be considered as the adaptive localization kernel mapping of the original samples. Then, the ELM network is used to complete the global classification of the mapping samples in the kernel space. Thus, HSARBF-ELM indicates the combination of localized kernel mapping learning and the global nonlinear classification. In this way, HSARBF-ELM combines the advantages of the SARBF network and the ELM network, and can improve the ELM network performance effectively.
To quantify and explain the classification performance improvement of the single ELM network due to the presented HSARBF-ELM network classifier, in this paper, the quantitative conditions for the separability enhancement and the corresponding theoretical proof in the SARBF network are given, and the superiority of the HSARBF-ELM network is explained theoretically. This finding demonstrates that when samples go through the SARBF network, adaptively adjusting the RBF kernel parameters can boost the separability of the original sample space and is beneficial to improving the classification performance of the resulting ELM network. In this way, the classification performance of the HSARBF-ELM network can be guaranteed theoretically. We also briefly analyze several other methods for optimizing the hidden node parameters in RBF networks to further illustrate the advantages of the HSARBF-ELM network.
To ensure the superiority of the proposed network structure, an appropriate learning algorithm for the HSARBF-ELM network is presented. In this paper, we effectively combines the methods of density clustering with a potential function, the center-oriented unidirectional repulsive force and the existing ELM algorithm. A method of density clustering for the sample spatial distribution is utilized to incrementally generate RBF hidden nodes in the HSARBF-ELM network, which is implemented based on the potential function. By density clustering, different regions in the sample space can be adaptively covered by corresponding generated hidden nodes. Each covering corresponds to establishing a new hidden node until the whole sample space is completely covered. In this way, the global information of the sample spatial distribution is effectively utilized. In addition, a method of center-oriented unidirectional repulsive force is utilized to optimize node parameters, which exploits the neighborhood information of the region covered by each initial RBF hidden node in the HSARBF-ELM network. After that step, the width is adjusted to a proper range. This process continues until all RBF hidden node parameters of the HSARBF-ELM network are optimized. Therefore, each center and width and the number of RBF hidden nodes in the HSARBF-ELM network can be estimated effectively. Once all RBF kernel parameters of the HSARBF-ELM network are optimized, the input nodes of the subsequently connected ELM network are determined; thus, the overall HSARBF-ELM network is established, where the connected ELM network parameters can be optimized by the existing ELM algorithm.
An artificial binary classification problem and 14 benchmark data sets from the UCI machine learning repository [28] are utilized to evaluate the performance of HSARBF-ELM. The performances of several typical single-layer feedforward network(SLFN) training algorithm, including minimal resource allocation network (MRAN) [29] , ELM, SaE-ELM and SVM, are compared with the performance of HSARBF-ELM. The results show that the HSARBF-ELM network classifier clearly outperforms the ELM network and outperforms other classifiers on most data sets.
In this paper, our major contributions include the following:
1) A HSARBF-ELM network classifier is designed. HSARBF-ELM consists of a SARBF network and an ELM network of cascade, where the output of the SARBF network hidden layer is used as the input layer of the ELM network. In HSARBF-ELM, adaptive localization mapping by the SARBF network can effectively boost the separability of the original data set; then, the ELM network can be utilized to provide a superior classification surface. In this way, HSARBF-ELM combines the advantages of the SARBF network and the ELM network, and can improve the ELM network performance effectively. 2) The quantitative conditions for the separability enhancement and the corresponding theoretical proof in the SARBF network are given, and the superiority of the HSARBF-ELM network is explained theoretically. This demonstrates that when input vectors go through the SARBF network, adaptively adjusting the RBF kernel parameters can boost the separability of the original sample space, and is beneficial to improving the classification performance of the resulting ELM network. Thus, the classification performance of the HSARBF-ELM network can be guaranteed theoretically. 3) An appropriate learning algorithm for the HSARBF-ELM network is presented, which effectively combines the methods of density clustering with a potential function, center-oriented unidirectional repulsive force and the existing ELM algorithm. A method of density clustering for the sample spatial distribution that makes use of the global information of the sample spatial distribution is utilized to generate RBF hidden nodes in the HSARBF-ELM network incrementally. Next, a method of center-oriented unidirectional repulsive force is utilized to optimize node parameters, which makes full use of the neighborhood information of the region covered by each initial RBF hidden node. Once the input nodes of the subsequently connected ELM network are determined, the connected ELM network parameters can be optimized by the existing ELM algorithm. 4) The quantitative conditions for the separability enhancement are validated on an artificial data set, and the performance of the presented HSARBF-ELM network classifier is compared with those of other typical classifiers on an artificial data set and 14 benchmark data sets. The results show that the HSARBF-ELM network classifier outperforms the ELM network obviously, and outperforms other classifiers on most data sets. The remainder of this paper is organized as follows. Section II describes the implementation mechanism of ELM. Section III presents the HSARBF-ELM network structure, and provides the separability analysis and corresponding theoretical proof of the HSARBF-ELM network, followed by the learning algorithm of HSARBF-ELM. Section IV presents the performance comparisons between HSARBF-ELM and other classifiers. Section V presents the paper's conclusions.
II. EXTREME LEARNING MACHINE
Given N training samples {(
, where x i ∈ R t and y i ∈ R h , assume the number of hidden nodes is L. Next, the output of an SLFN is expressed as
where β j ∈ R h is the weight vector between the jth hidden node and output nodes, g(a j · x i + b j ) is the output of the jth ELM hidden node, g(a j ·x i +b j ) =
1+e
−a j ·x i +b j , and a j ∈ R t and b j ∈ R are learning parameters of the jth hidden node.
Traditionally, to minimize the objective function E = N i=1 ||o i − y i ||, the network weight parameters are updated iteratively based on the gradient descent method, which can be expressed as the following equation:
where W is the parameter set of (a j , b j , β j ), and η is the learning rate. In feedforward neural networks, a back-propagation algorithm based on gradient descent is usually used to optimize the weights of each layer; however, this algorithm often suffers from a slow convergence rate, becoming trapped in local minima, and overfitting. Unlike traditional gradient descent algorithms, in ELM, L hidden nodes with an activation function g(x) can be used to approximate the objective function with arbitrary precision, which can be denoted as
where ε is an arbitrarily small value, i.e., there exist β j , a j and b j such that the approximation can be expressed as
where β is the output weight matrix, H is the output matrix of the hidden layer, and Y is the target output, with H = {h ij },
On the basis of the proofs of ELM [6] , when g(·) is infinitely differentiable in any interval, by generating hidden node parameters randomly and later adjusting the output weights properly, SLFNs can work as universal approximators. The output weights can be optimized aŝ
where H † is the Moore-Penrose generalized inverse of matrix.
III. HSARBF-ELM
We first present the network structure of HSARBF-ELM, and then give theoretical explanation of HSARBF-ELM. Next, we present the HSARBF-ELM algorithm.
A. NETWORK STRUCTURE OF HSARBF-ELM
HSARBF-ELM consists of a SARBF network and an ELM network of cascade, where the output of the SARBF network hidden layer is used as the input layer of the ELM network. In the HSARBF-ELM network classifier, the SARBF network is utilized to achieve adaptively localizing kernel mapping of input vectors. After that step, the ELM network is utilized to implement global nonlinear classification of mapping samples. Adaptive localization mapping by SARBF can effectively boost the separability of the original data set, while the resulting ELM network can provide a superior classification surface. Thus, HSARBF-ELM indicates the combination of localized kernel mapping learning and the global nonlinear classification. In this way, HSARBF-ELM combines the advantages of the SARBF network and the ELM network, and can improve the ELM network performance effectively. To illustrate the situation, Fig. 1 shows a diagram of different data sets going through the HSARBF-ELM network. HSARBF-ELM consists of four layers, as illustrated in Fig. 2 , and each layer's specific information is given below:
1. The input layer. This layer consists of t nodes, where x ∈ R t is the input vector and t is the dimensionality of x.
2. The SARBF hidden layer. This layer consists of K nodes, which are described by a set of Gaussian kernels:
where µ k is the center, σ k is the width, and K determines the SARBF network size. For different classification problems, K is adaptively adjusted according to the spatial distributions of the data sets.
3. The ELM hidden layer. This layer consists of L nodes. Assume that ϕ (x) is the input vector of the ELM hidden layer, here ϕ (x) = (ϕ 1 (x), ϕ 2 (x), . . . , ϕ K (x)). The ELM hidden layer output matrix is H, where H = {h ij } and h ij = g(a j · ϕ (x i ) + b j ), and the ELM hidden node parameters
can be generated randomly. 4. The Output layer. The output of the HSARBF-ELM network can be given as follows:
whereβ = H † Y, H † is the Moore-Penrose generalized inverse of matrix H and Y = (y 1 y 2 . . . y N ) is the target output.
B. THEORETICAL EXPLANATION OF HSARBF-ELM
To quantify and explain the classification performance improvement of the single ELM network due to the presented HSARBF-ELM network classifier, in this section, the quantitative conditions for the separability enhancement and the corresponding theoretical proof are given, and the superiority of the HSARBF-ELM network is explained theoretically. To clarify the situation, we consider two cases:
1) The samples do not go through the SARBF network, and each sample is directly taken as the center of the RBF hidden nodes to complete high-dimensional mapping; 2) The samples go through the SARBF network, where different hidden nodes of the SARBF network cover different regions of the sample space. Let K be the number of RBF hidden nodes. The training set
, where x i ∈ R n , is divided into two categories:
are the first-and secondcategory sample sets, respectively. Here, X = X 1 ∪ X 2 and N = N 1 + N 2 . Let S B and S T denote the between-class scatter matrix and total scatter matrix of the training set, respectively, and letŜ B andŜ T denote the between-class scatter matrix and total scatter matrix after the samples go through the RBF network.
For case 1), we have the following lemmas Lemma 1: If K = N , when meeting the condition
we can obtain
tr(S T ) , where µ 1 , µ 2 , and µ 0 are the means of the first-category, second-category and all training samples, respectively. ϕ i is the output of x i going through the ith RBF hidden node.
The proof process is detailed in the Appendix. Lemma 1 shows states that if K = N , when the original samples go through the RBF network, once the ratio of the total scatter to the between-class scatter in the original samples is no less than the ratio of the sum of squares of all mapped values to the mean-square sum of the mapped values for each pattern category, the separability of the original input vectors can be improved. K = N means that when the original samples go through the RBF network, the region covered by each hidden node may not contain many other samples; therefore, lemma 1 is especially suitable for the situation where the size of the training set is small, and the dimension of the sample space is relatively high. To boost the separability of the original sample set, we need to adjust the center of each hidden node to make ϕ i reach a suitable value; however, if the size of the training set is relatively large or the sample space is relatively dense, the number of corresponding mapping parameters ϕ i is too large, resulting in difficulty making the adjustment in practice. Thus, for this situation, constructing optimized RBF hidden nodes is necessary, which can be utilized to boost the separability of the original sample set.
For case 2), we have the following lemmas.
tr(S T ) , where µ 1 , µ 2 , and µ 0 are the means of the first-category, second-category and all training samples, respectively. The parameter l is the number of generated RBF hidden nodes corresponding to the first-category samples. The parameter m i denotes the number of training samples covered by the ith RBF hidden node, and ϕ i is the output of m i training samples going through the ith RBF hidden node.
The proof process is detailed in the Appendix. Lemma 2 states that if K < N , when the original samples go through the SARBF network, once the ratio of the total scatter to the between-class scatter in the original samples is no less than the ratio of the weighed mean-square sum of all mapped values to the weighed mean-square sum of the mapped values for each pattern category, the separability of the original samples can be boosted. Thus, we can adjust the parameters ϕ i , m i , l and K to reach a suitable value. On the one hand, adjusting the values of ϕ i , m i , l and K is equivalent to adjusting to the SARBF network hidden node parameters, including the centers, widths and the number of RBF hidden nodes. On the other hand, the method of density clustering with a potential function and center-oriented unidirectional repulsive force can generate optimized RBF hidden nodes, and each hidden node parameter can be adjusted adaptively, which can be regarded as an efficient approximation of the unknown sample space to obtain the optimal parameters of the network. In other words, we can always construct suitable parameters to boost the separability of the original sample set. In this way, when the original samples go through the SARBF network, the separability can be boosted.
Note that lemma 2 is established on the premise that each RBF hidden node covers a certain number of samples; if the training sample space is relatively sparse or the width parameter is relatively small, the coverage effect of RBF hidden nodes will be greatly reduced, which may lead to the failure of the density clustering and center-oriented unidirectional repulsive force to some extent. Under these circumstances, the optimization of case 2) is degraded to that of case 1), where the mapping mechanism of the RBF network is still at work. Thus, case 1) can be considered as case 2) in a special situation.
As a comparison, to demonstrate the advantages of the HSARBF-ELM network, we perform a brief analysis of several typical RBF network hidden node training mechanisms: k-means clustering, which is a typical batch learning algorithm [30] , and MRAN and growing and pruning RBF (GAP-RBF) [31] , which are typical sequential learning algorithms. On the one hand, the method of k-means clustering trains RBF hidden nodes by effectively utilizing the global spatial distribution information of the sample set; however, the number of RBF hidden nodes needs to be given in advance, and once the training sample set changes, the adaptability of the given network is poor. In addition, the width parameter often does not well fit the local region of the sample space, which is determined by the characteristics of the k-means clustering itself. Because of the diversity of the clustering subsets, the established RBF hidden node often cannot optimize the local coverage of the subset, even if we select the number of optimal clusters. In other words, it is inevitable that the established hidden nodes will cover other categories of samples in general. Therefore, the classification performance will be affected to varying degrees.
On the other hand, as typical sequential learning RBF network methods, MRAN and GAP-RBF can generate RBF hidden nodes adaptively; however, the sequential learning algorithms separate the integrity of the sample space, and the global spatial distribution information of the sample space is lost to a certain degree, which may lead to a decrease in classification performance. In other words, the coverage effect of the established RBF hidden nodes is limited, which further increases the burden of the output weight adjustments.
From this point of view, as the SARBF network can automatically generate RBF hidden nodes and adaptively adjust the kernel parameters to cover the sample space, it effectively boosts the separability of the original sample space, which is beneficial to improving the classification performance of the resulting ELM network. Thus, the classification performance of the HSARBF-ELM network can be guaranteed.
C. LEARNING ALGORITHM OF HSARBF-ELM
To ensure the superiority of the proposed network structure, an appropriate learning algorithm for the HSARBF-ELM network is presented. In this paper, we effectively combine the method of density clustering with a potential function, center-oriented unidirectional repulsive force and the existing ELM algorithm.
Potential functions were first proposed in [32] , which contains several different types that can be used for density clustering in the image domain. In this study, we attempt to use a potential function as a basic mathematical tool to build RBF hidden nodes incrementally in the HSARBF-ELM network. The following potential function is chosen:
where x 1 , x 2 are input vectors, γ (x 1 , x 2 ) is the potential between the two input vectors, d(x 1 , x 2 ) is the distance between the two input vectors, and A is a constant. Equation (7) indicates when the distance between the twovectors in the data space is small, the potential is relativelylarge; otherwise, the potential is relatively small. Once the interactions of all vectors are combined, the densities of different regions in the data space can be measured. Given a dataset S that consists of N training samples
, where x i ∈ R n and y i ∈ R h , let S i be the set of N i feature vectors of the ith pattern category,
Take x i v as the benchmark input vector. The potential of all input vectors except x i v can be calculated as
Once the potential of each input vector in S i has been calculated, we can select the vector with the maximum corresponding potential to be the initial center. Denoting this vector as x i p , we can get
where k denotes the kth generated RBF hidden node in the HSARBF-ELM network. When the initial width parameter is set, a corresponding RBF hidden node is generated automatically, and can be utilized to cover the corresponding region in the sample space. However, the coverage is based solely on the information of the current pattern category, which may contain input vectors of other pattern categories; thus, the effectiveness of the coverage is affected. Therefore, it is necessary to optimize the center and width of the hidden node; in this study, a method of center-oriented unidirectional repulsive force is presented, which utilizes neighborhood information of the region covered by each initial hidden node in the SARBF network. The main idea is to first determine whether the region covered by the current SARBF network hidden node contains other categories of input vectors, if it does, there exists a unidirectional repulsive force from the vector to the center, and this force is used for optimization of the center.
According to the above description, for an initial RBF hidden node in the HSARBF-ELM network, set the initial center to µ k , where µ k = x i p ∈ S i , and denote the initial width parameter as σ . For an arbitrary input vector x j q , if x j q / ∈ S i and ||x j q − µ m || < λ · σ , λ can be regarded as the width covering factor; then, there exists a center-oriented unidirectional repulsive force from x j q to µ k , which is defined as
To express the correspondence between the distance and the center-oriented unidirectional repulsive force, a negative exponential function is chosen, and the center-oriented unidirectional repulsive force can be expressed as
where α is the repulsive force control factor, which can take a positive constant value. Assume M j is the number of samples in other categories covered by the current region. The resultant forces can be used for optimization of the center, and can be adjusted as follows:
It is noteworthy that for an arbitrary input vector x, if ||x − µ k || < λ · σ and x / ∈ S i , M j is incremented by one. Similarly, assume M i is the number of samples of the current category in the region; if ||x − µ k || < λ · σ and x ∈ S i , M i is incremented by one.
In practice, the adjustment of the center often requires multiple iterations. In this study, we introduce the idea of simulated annealing. When the iteration step is increased, the magnitude of the center can be adjusted to be relatively small. Meanwhile, we set iterative conditions to ensure that the center will gradually converge to a proper location. Therefore, Equation (13) can be corrected as follows:
where M is the iteration step, M i is the number of samples of the current category in the updated region, and M j is the number of samples of other categories covered by the updated region.
Once the center is optimized to a proper location, it is necessary to optimize the width to further improve the coverage effect of the current SARBF network hidden nodes. To reduce the coverage of other categories of samples, decreasing the width is an option; however, if the width is too small, the coverage of the current category of samples may also be reduced, leading to a reduction in generalization performance. If the current coverage region still contains samples of other categories, the updated width parameter is determined according to the distance between the center in the current region and the nearest sample of other categories. Otherwise, the width remains unchanged. Therefore, the width is adjusted as follows:
where β can be regarded as the width constraint factor, and σ min is the constrained minimum width parameter. This adjustment ensures the relative diversity of different SARBF network hidden nodes covering different regions, which can achieve a balance between the coverage effect and generalization performance. When the current RBF hidden node in the HSARBF-ELM network is generated, all input vector potentials in the region covered by the hidden node need to be counteracted to find the new input vector that corresponds to the maximum potential, which is given by
where x i p is the initial center of the kth SARBF network hidden node. When the inequality
is satisfied, the learning process continues, and the next new initial SARBF network hidden node can be found and established, where δ is a potential learning threshold. Otherwise, the process switches to learning other pattern categories until the end. It is worth noting that in the HSARBF-ELM network, the centers, widths and number of RBF hidden nodes interact with one another. When the center and width parameters are optimized properly, the coverage effect of each hidden node can be guaranteed. As a result, the network generalization performance is further improved and a suitable network size can be achieved. Fig. 3 shows an illustrative diagram of the optimization of RBF hidden node parameters in the HSARBF-ELM network.
In HSARBF-ELM, when all RBF kernel parameters are optimized, the subsequently connected ELM network parameters can be optimized by the existing ELM algorithm.
Combined with the network structure of HSARBF-ELM, the learning algorithm is summarized in Algorithm 1.
IV. PERFORMANCE EVALUATION OF HSARBF-ELM
The performance of HSARBF-ELM is evaluated with an artificial data set and 14 UCI benchmark data sets: Concrete Circle, Blood Transfusion (BT), Breast Cancer (BC), Pima Diabetes (PD), Heart Disease (HD), Wholesale, Climate, German Credit (GC), Ionosphere, Sonar, Planning Relax (PR), Image Segmentation (IS), Knowledge, Steel Faults (SF) and Forest. The classification data sets are described in Table 1 . Except for the IS data set, all benchmark datasets are imbalanced datasets. In all UCI benchmark data sets, the inputs to all classifiers are scaled appropriately in [−1, 1].
The performances of several typical SLFN network training algorithms, namely MRAN, ELM, SaE-ELM and SVM, are compared with the performance of HSARBF-ELM. The main parameters of MRAN are chosen according to [29] . For SVM, ELM and SaE-ELM, the main parameters are chosen as suggested in [22] . The main parameters of HSARBF-ELM are chosen as A = 1, δ = 0.001, λ = 1.5, β = 1.3, where the initial width parameter σ is chosen in [0.1, 0.2, . . . , 1.5], σ min is chosen in the set {σ min |σ − 0.2 ≤ σ min < σ }, and the repulsive force factor α is chosen in [2 0 , 2 1 , 2 2 , 2 3 , 2 4 ]. All these simulations are conducted in MATLAB 2013a running on an PC with 3.2GHZ CPU and 4GB RAM. For each algorithm, 20 trials are conducted. For SVM, the RBF kernel is used, and the simulations are implemented with the popular LIBSVM package [33] .
Algorithm 1 Learning Algorithm of the HSARBF-ELM Network
Initialization; for i=1 : h % here h is the number of pattern categories Use (8) and (9) to calculate the potential of all input vectors; while max{ρ (
)} > δ Determine the maximum potential value over all samples; Use (10) to generate an initial center, the SARBF hidden nodes k is incremented by one; Count M i , M j . Use (12) and (13) to adjust the initial center, count
Use (14) (5) to calculate ϕ k (x), set ϕ (x) as the input of ELM, where ϕ (x) = (ϕ 1 (x), ϕ 2 (x), . . . , ϕ K (x)). Calculate the output of ELM hidden layer
where ELM hidden node parameters {a j , b j } L j=1 are randomly assigned. Calculate the output weight matrixβ
where H † is the Moore-Penrose generalized inverse of ELM hidden layer output matrix H and Y = (y 1 y 2 . . . y N ) is the target output.
A. PERFORMANCE MEASURES
In this paper, the network classification performance is measured by the overall (η o ) and average (η a ) per-category classification accuracies. Let N denote the number of testing samples, N T i the number of testing samples in the ith pattern category, q ii the number of correct testing samples in the ith pattern category from the classification, and h the number of pattern categories. In this instance, η o and η a can be defined as
The Concentric Circle data set is plotted in Fig. 4 , which is mainly used to verify the characteristics of our presented method. For HSARBF-ELM, the number of ELM hidden nodes is set to L = 100. Fig. 5 shows the coverage effect of our presented method on the Concentric Circle data set. Each generated RBF hidden node effectively covers a local region in the training sample space, where the bold circle represents the region covered by the first generated hidden node and can be regarded as the densest region in its pattern VOLUME 5, 2017 category. Even if the initial width parameter takes different values, the methods of density clustering with a potential function and center-oriented unidirectional repulsive force can ensure a relatively good learning effect on the training sample space. In this way, the optimized network parameters can be estimated effectively.
To confirm that the SARBF network can boost the separability of the original data space, we verify lemma 2 by calculating the parameters generated in the learning process. Note that the derivation of theoretical conditions in lemma2 is based on the ideal covering map; however, there is a certain overlap between different regions covered by different hidden nodes in practice. Thus, it is not possible to achieve the ideal mapping completely. Nevertheless, we still calculate the corresponding parameters with the actual coverage effect. The purpose is to show that the separability of the original data space can be boosted once effective coverage is achieved. Meanwhile, to simplify the calculation, the mapping values of the samples covered by each RBF hidden node are set to 1. According to the above setting, the obtained process parameters of the SARBF network are shown in Table 2 .
On the one hand, in Lemma 2,
On the other hand, By comparing the above calculation results, the theoretical conditions in lemma 2 can be verified. Fig. 6 (a) demonstrates that with the change in sample size, HSARBF-ELM generates fewer RBF hidden nodes than the other algorithms, which further illustrates the validity of the overall coverage by the generated hidden nodes; thus, a relatively compact network size can be obtained. In Fig. 6 (b) , HSARBF-ELM has better overall classification accuracy than other algorithms in most cases. However, when the number of training samples is 200, the overall classification accuracy of HSARBF-ELM is slightly lower than that of SVM. To explain this case, in Fig. 7 , we can see that an inadequate number of training samples leads to a reduction in the learning effect. When the training set is limited in size, the randomness of the spatial distribution is enhanced, resulting in failure of the density clustering with the potential function and center-oriented unidirectional repulsive force to some extent. In this case, other learning algorithms will also fail to varying degrees.
2) BENCHMARK BINARY CATEGORY DATA SETS
In this section, we use ten UCI binary category data sets to compare HSARBF-ELM with other classifiers. The results are shown in Table 3 . HSARBF-ELM outperforms the other classifiers in terms of overall and average per-category classification accuracies on 8 data sets: BT, BC, PD, HD, Wholesale, Climate, GC and Ionosphere. However, for the Sonar data set, the overall efficiency of HSARBF-ELM is lower than that of SVM by approximately 4.3%, and the average per-category efficiency of HSARBF-ELM is lower than that of SVM by approximately 9.5%. For the PR data set, the overall efficiency of HSARBF-ELM is lower than that of SVM by approximately2.2%, and the average per-category efficiency of HSARBF-ELM is lower than that of SVM by approximately 1.9%. For a small number of training data sets, such as the Sonar and PR data sets, the actual spatial distribution of whole data set is not effectively reflected in general; in particular, for high-dimensional data sets, the spatial distribution in the sample space is often relatively sparse, resulting in enhancement of the randomness of the spatial distribution. Therefore, the learning effect in the training sample space may degrade to some extent, and the classification accuracy on the testing set may decrease.
Among these ten benchmark binary data sets, the RBF network size in HSARBF-ELM is lower than that of MRAN on most data sets. Because the presented classifier is based on optimizing the coverage of the sample space, it can use fewer RBF hidden nodes and get better classification performance. In addition, the number of ELM hidden nodes in HSARBF-ELM is lower than that in the ELM network, which demonstrates that HSARBF-ELM reduces the dependence on the ELM hidden node parameters selection, and achieves better classification performance.
3) BENCHMARK MULTI-CATEGORY DATA SETS
In this section, we use four UCI multi-category data sets to compare HSARBF-ELM with other classifiers. The results are shown in Table 4 .The overall and average per-category classification accuracies of HSARBF-ELM outperform those of other classifiers on the IS, Knowledge and SF data sets. For the Forest data set, the overall efficiency of HSARBF-ELM is lower than that of SVM by approximately 2.6%, and the averageper-category efficiency of HSARBF-ELM is lower than that of SVM byapproximately5.7%; however, the overall and average testing accuracies of HSARBF-ELM are higher than those of MRAN, ELM, and SaE-ELM by approximately 0.5%-4.1%.
It is worth noting that for all data sets, the classification performance of HSARBF-ELM is higher than that of ELM, which further shows that SARBF can boost the classification performance of the original sample space, and our presented HSARBF-ELM classifier is effective.
C. DISCUSSION 1) INFLUENCE OF THE INITIAL WIDTH ON HSARBF-ELM
When the initial width varies, the different coverage regions of hidden nodes cause the number of samples to vary, leading to differences in the adjusted center and width parameters, and the generation of different numbers of RBF hidden nodes. To measure the influence of the initial width on HSARBF-ELM, three benchmark date sets, namely, PD, Ionosphere and IS, are used in this section. In Fig. 8 , we can see that when the initial width value is too small, the generated RBF network size in HSARBF-ELM is relatively large, and the overall classification accuracyis relatively poor, e.g., for the Ionosphere dataset, when σ = 0.2, the number of generated RBF hidden nodes in HSARBF-ELM is 92, and the overall testing accuracy is 60.64%. The main reason is that if the initial width parameter takes too small, the established hidden nodes may not effectively cover the sample space. In this situ- ation, the methods of density clustering with a potential function and center-oriented unidirectional repulsive force will fail to some extent, and a relatively large network size leads to lower generalization performance; however, if the initial width parameter takes a relatively large value, the network size decreases and the overall classification performance is improved. In particular, when the initial width σ is between 0.9-1.5, the overall testing accuracy is between 92.97% and 94.89%, thus a relatively high classification performance can be obtained. This shows that the HSARBF-ELM network has better adaptability to the initial width. In this respect, HSARBF-ELM can well adapt to the sample space and establish an RBF networkof optimum size if the initial width is not too small.
2) LIMITATIONS FOR HSARBF-ELM
In HSARBF-ELM, to obtain good network performance, the training set should be of a certain size; in particular, for high-dimensional data sets, the spatial distribution in the sample space is often relatively sparse, resulting in the enhancement of the randomness of the spatial distribution. As a result, the spatial distribution of the whole data set cannot be effectively represented. Therefore, the learning effect in the training sample space may decrease to some extent, and the classification accuracy on the testing set may decrease.
To ensure the adequacy of the sample space coverage by different RBF hidden nodes, for HSARBF-ELM, the initial width parameter should not be too small. Otherwise, the network size in the RBF hidden layer will be greatly increased, which leads to a reduction in generalization ability. In addition, in this situation, the number of samples covered by each generated RBF hidden node is too small, which leads to the failure of the learning algorithm.
V. CONCLUSION
In this paper, a HSARBF-ELM network classifier is presented. The presented network structure is not restricted by the single ELM model framework, and is independent of the adjustment of the ELM network parameters. The HSARBF-ELM network consists of a SARBF network and an ELM network of cascade, where the output of the SARBF network hidden layer is used as the input layer of the ELM network, and an optimized complementary network structure model can be constructed. In HSARBF-ELM, adaptive localization mapping by the SARBF network can boost the separability of the original data set; then, the ELM network can be utilized to complete the global classification of the mapping samples in the kernel space and provide a superior classification surface. HSARBF-ELM indicates the combination kernel mapping learning and the global nonlinear classification, which combines the advantages of the SARBF network and the ELM network.
The quantitative conditions for the separability enhancement and the corresponding theoretical proof in the SARBF network are given, which demonstrate that when input vectors go through the SARBF network, adaptively adjusting the RBF kernel parameters can boost the separability of the original sample space and is beneficial to improving the classification performance of the resulting ELM network. In this way, HSARBF-ELM can boost the classification performance of the single ELM network theoretically, and the classification performance of the presented HSARBF-ELM network can be further guaranteed.
To ensure the superiority of the proposed network structure, an appropriate learning algorithm for the HSARBF-ELM network is then presented, which effectively combines the method of density clustering with a potential function, the center-oriented unidirectional repulsive force and the existing ELM algorithm. The method of density clustering with a potential function makes use of the global information of the sample spatial distribution to generate initial RBF hidden nodes, and the method of center-oriented unidirectional repulsive force is further utilized to optimize node parameters, which makes full use of the neighborhood information of the region covered by each initial RBF hidden node. In this way, the mapping of samples in kernel space can guarantee better classification performance for the resulting ELM network.
The performance of the presented HSARBF-ELM classifier is compared with those of other typical classifiers on an artificial data set and 14 benchmark data sets. The results show that HSARBF-ELM outperforms the other classifiers on most data sets, and HSARBF-ELM outperforms ELM obviously, which accords with the conclusion of the theoretical analysis. In addition, among these different classification problems, the number of ELM hidden nodes in HSARBF-ELM is lower than that in the ELM network, which demonstrates that HSARBF-ELM reduces the dependence on the ELM hidden node parameter selection and achieves better classification performance.
However, the method of density clustering with a potential function and the iterations of the center-oriented unidirectional repulsive force increase the computational burden. In this paper, HSARBF-ELM is primarily used for supervised classification. In many cases, obtaining enough labels for supervised tasks is expensive; thus, in the future, we will examine how to overcome the weaknesses of supervised learning and utilize unlabeled samples.
APPENDIX

Lemma 1 Proof:
According to the definition of the between class scatter matrix and total scatter matrix,
Letμ 1 ,μ 2 , andμ 0 be the output means of the firstcategory, second-category and all training samples going through the RBF network, respectively. Similarly, we can obtainŜ
To simplify the problem and facilitate theoretical analysis, for an arbitrary sample x i , letx i denote the output of x i from the RBF network, wherex i = (0, 0, . . . ϕ i , 0, . . . 0).
On the one hand,
we can get
Thus,
On the other hand,
Thus, combining (20) and (21), when meeting the condition
we can obtain The schematic diagrams of subset partitioning and mapping are shown in Fig. 9 .
To simplify the problem and facilitate theoretical analysis, for an arbitrary sample x k ∈ W i (i = 1, 2, . . . , K ), letx k be the output of x k going through the RBF network, wherex k = (0, . . . ϕ i , . . . 0). Letμ 1 ,μ 2 ,μ 0 be the output means of the first-category, second-category and all training samples going through the RBF network, respectively. Thus, we can obtain 
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