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Abstract. We propose a multiscale approach for a nonlinear Helmholtz problem with
possible oscillations in the Kerr coefficient, the refractive index, and the diffusion coeffi-
cient. The method does not rely on structural assumptions on the coefficients and com-
bines the multiscale technique known as Localized Orthogonal Decomposition with an
adaptive iterative approximation of the nonlinearity. We rigorously analyze the method
in terms of well-posedness and convergence properties based on suitable assumptions on
the initial data and the discretization parameters. Numerical examples illustrate the
theoretical error estimates and underline the practicability of the approach.
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1. Introduction
Wave propagation in heterogeneous and nonlinear media has arisen growing interest in
the last years since corresponding materials can produce unusual effects, such as a negative
refractive indices [SPW04], cloaking [PSS06], or optical bistability [GG84], to name a few.
Due to the resulting new effects, the deviations from the standard setup of homogeneous,
linear materials come with a wide range of applications, such as perfect lenses [Pen00]
or mode-locking lasers [PWW93]. Heterogeneous materials occur, for instance, in the
large field of metamaterials, i.e., artificially constructed composites [JJWM08]. Nonlinear
material laws are required for instance for large intensities, when linearized models are no
longer accurate enough. One important example for acoustic and electromagnetic waves
are Kerr-type media [Ker75], where in general the material quantity σ depends on the
wave field u like σ(u) = (σ0 + σ2|u|2). For instance, u may represent the electric field
and σ the electric permittivity in electromagnetics or u may represent the pressure and σ
the refractive index in acoustics.
In the time-harmonic regime, such material models often lead to the nonlinear Helmholtz
equation
−divA∇u− k2n(1 + ε1Dε |u|2)u = f,
where Dε is the subdomain where the nonlinear Kerr-type medium is active, A, n, and ε
are material coefficients and k is the wave number. Assumptions on these coefficients as
well as appropriate boundary conditions are given further below. In this contribution, the
coefficients A, n, ε may vary on small spatial scales. The nonlinear Helmholtz equation has
been studied analytically and numerically for constant coefficients in [EW14, YL17, WZ18]
and in layered media in [BFT09, XB10]. However, the standard approximation tools
(finite differences and finite elements) used in these works need to resolve all variations
in the coefficients which ultimately leads to high-dimensional systems of linear equations
and easily exceeds today’s computational resources. Therefore, computational multiscale
methods are required which deliver a macroscopic representation of the solution with
drastically reduced computational effort. Prominent examples include the Heterogeneous
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Multiscale Method (HMM) [EE03, EE05, AEEV12], the (Generalized) Multiscale Finite
Element Method [HW97, EH09, EGH13], or the Localized Orthogonal Decomposition
(LOD) [MP14, HP13].
The main contribution of this article are the presentation and numerical analysis of
multiscale methods in the spirit of the LOD for the Helmholtz equation with Kerr-type
nonlinearity. Various works have successfully applied the LOD to wave propagation prob-
lems such as the wave equation [AH17, MP19], the Helmholtz equation with constant
[GP15, Pet17] and spatially varying coefficients [BGP17, PV20] as well as time-harmonic
Maxwell’s equations [GHV18, Ver17, HP20]. Besides dealing with multiscale coefficients,
the LOD can also reduce the well-known pollution effect for the linear Helmholtz equation
[GP15, Pet17]. However, those strategies for heterogeneous wave propagation problems
mostly rely heavily on linear arguments. While the nonlinear Helmholtz equation is semi-
linear, we cannot treat it as a small perturbation of a linear diffusion problem as in
[HMP14a, HMP14b] because the wave number k may be very large and dominate the
behavior of the solutions.
In this work, we combine ideas on (iterative) finite element approximations for the
constant coefficient nonlinear Helmholtz equation [WZ18] and on the construction of mul-
tiscale spaces known from the LOD for nonlinear problems by linearization [Ver19]. More
specifically, we present and analyze iterative multiscale approximations based on a fixed-
point iteration for the nonlinear Helmholtz equation. We use an error indicator to locally
decide in each step whether to update the multiscale basis. For sufficiently small tolerance
employed in this decision, we show an a priori error estimate which is of optimal order in
the mesh size – independent of the possible low regularity of the exact solution. We need
to take into account this low regularity, i.e., not more than H1, when estimating the non-
linearity. Since our analysis is largely based on fixed-point arguments, the above results
hold under the assumption of sufficiently small data ε and f . We emphasize, however,
that even under this assumption the nonlinearity can be dominating due to large wave
numbers k.
The paper is organized as follows. In Section 2, we introduce our model problem and
show the existence and uniqueness of solutions under minimal regularity assumptions.
These results complement [WZ18] and may be of own interest. Our multiscale approaches
are introduced and analyzed in Section 3. Finally, numerical experiments in Section 4
illustrate our theoretical findings. More technical proofs of the main results are collected
in the Appendix.
Notation. Unless otherwise mentioned, all our functions are complex-valued and we use v
to denote the complex conjugate of v. For any (sub)domain S, (·, ·)S denotes the standard
L2-scalar product (without complex conjugation in the second argument). Further, we use
the following norms ‖ · ‖0,S := ‖ · ‖L2(S) and | · |1,S := ‖∇ · ‖0,S . As usual in the Helmholtz
context, we also employ the following k-weighted norm ‖ · ‖21,k,S := | · |21,S + k2 ‖ · ‖20,S
with associated scalar product (·, ·)1,k,S . We will omit the subdomain S in the notation of
norms and scalar products if it equals the full computational domain D and no confusion
can arise. Last, we use the notation a . b to indicate that there exists a generic constant
C such that a ≤ Cb.
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2. Helmholtz Equation with Kerr-Type Nonlinearity
2.1. Model problem. Let D ⊂ Rd, d ∈ {2, 3} be a bounded convex domain with Lip-
schitz boundary Γ = ∂D and outer normal ν. Further, denote with Dε ⊂ Dε ⊂ D the
subdomain which corresponds to a (nonlinear) Kerr medium.
In this work, we are interested in approximating the solution u of the following nonlinear
Helmholtz problem,
(2.1)
−divA∇u− k2n(1 + ε1Dε |u|2)u = f in D,
∇u · ν + iku = 0 on Γ,
where k is the wave number, n the refractive index, and ε the Kerr coefficient. Further,
A is the diffusion coefficient. Note that ε, A, and n may depend on the spatial variable
x ∈ D and possibly vary on a fine scale. For simplicity, we only consider scalar-valued
material coefficients A, but the extension to matrix-valued coefficients is straightforward.
Moreover, other types of boundary conditions could be studied as well. We make the
following assumptions on the data throughout the whole article.
Assumption 2.1. Suppose that
• f ∈ L2(D),
• k ≥ k0 > 0,
• n, ε, A ∈ L∞(D; R) with 0 < cn ≤ n ≤ Cn < ∞, 0 ≤ ε ≤ Cε < ∞, and
0 < cA ≤ A ≤ CA <∞ uniformly in x,
• supp(1−A) and supp(1− n) are compactly embedded in D.
Note that the last assumption ensures that A = 1 and n = 1 at the boundary Γ.
Since solutions to (2.1) might not exist in the classical sense, we now consider the weak
formulation of finding u ∈ H1(D) that solves
(2.2) B(u, v) := (A∇u,∇v)− (k2n(1 + ε1Dε |u|2)u, v) + i(ku, v)Γ = (f, v)
for all v ∈ H1(D).
The rest of this section is devoted to the existence and uniqueness of solutions to (2.2),
see Theorem 2.7. The main idea is to approximate the solution u by a fixed-point iteration,
as already suggested in [WZ18]. Due to the varying coefficients A and n, however, some
alterations have to be made. First, the well-posedness of the auxiliary linear problem,
where the nonlinearity is fixed (see the next section for a precise definition), is not clear
from standard Helmholtz arguments. Second, since we allow for general L∞-coefficients A
and n we cannot necessarily expect solutions to linear Helmholtz problems to be in H2(D).
Hence, one of the central arguments in [WZ18], namely L∞-estimates for solutions to linear
Helmholtz problems and the embedding of H2(D) into L∞(D) for d ∈ {2, 3} have to be
replaced by arguments using only H1-regularity.
2.2. Auxiliary linear problem. In view of linearization strategies that will be used to
solve (2.2), we now introduce an auxiliary linearized version of (2.2) which is characterized
by Blin defined by
(2.3) Blin(Φ;u, v) := (A∇u,∇v)− (k2nu, v)− (k2n ε1Dε |Φ|2u, v) + i(ku, v)Γ
for u, v, Φ ∈ H1(D). The operator Blin is sesquilinear with respect to the last two argu-
ments. The auxiliary linear problem then reads: given Φ ∈ H1(D), find uΦ that solves
(2.4) Blin(Φ;uΦ, v) = (f, v)
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for all v ∈ H1(D). Note that Blin is bounded with respect to the second and third argument
in the norm ‖ · ‖1,k provided that k2n ε1Dε |Φ|2 can be bounded, see Proposition 2.4.
By setting Φ ≡ 0, we obtain the classical (linear) Helmholtz problem that consists in
finding u0 ∈ H1(D) such that
(2.5) Blin(0;u0, v) = (f, v)
for all v ∈ H1(D). If the unique continuation principle holds, Fredholm’s alternative can be
employed to show that (2.5) possesses a unique solution. As discussed in [GPS19, GS20] in
detail, Assumption 2.1 is sufficient for the unique continuation principle to hold for d = 2,
whereas for d = 3 one has to make additional assumptions, e.g., A ∈ C0,1(D). Well-
posedness of (2.5) via Fredholm’s alternative, however, does not provide a quantitative
stability estimate, in particular with a wave number explicit stability constant, for the
solution u0 of (2.5). Here, we base our analysis on the following assumption.
Assumption 2.2 (Well-posedness and stability of the classical Helmholtz problem). We
assume that (2.5) possesses a unique solution and that there exists a constant Cstab,0(k) > 0
such that the solution u0 ∈ H1(D) of (2.5) fulfills the stability estimate
(2.6) ‖u0‖1,k ≤ Cstab,0(k) ‖f‖0.
Note that several works consider the dependence of Cstab,0(k) on the wave number k, also
in the present setup of heterogeneous coefficients A and n, see, e.g., [BGP17, GPS19, MS19,
ST18] and the references therein. For instance, [GPS19] proves that Cstab,0(k) . 1 under
certain conditions on the Lipschitz coefficients A and n. The crucial point is to exclude
the existence of so-called trapped rays in the setup, see the discussion and references in
[GPS19, LSW20].
As a next step, we quantify the well-posedness of the auxiliary linear problem (2.4)
based on the well-posedness of the classical Helmholtz problem. Therefore, we require a
Nirenberg-type inequality which is stated in the following lemma.
Lemma 2.3 (Nirenberg-type inequality). There exists a constant CNir > 0 such that
k1−d/3 ‖v‖L6(S) ≤ CNir ‖v‖1,k,S .
for all v ∈ H1(D) and S ⊂ D.
Proof. From [Nir59], there exists a constant CNir > 0 such that





for all v ∈ H1(S), S ⊂ D. Since |v|1,S ≤ ‖v‖1,k,S and k ‖v‖0,S ≤ ‖v‖1,k,S , we obtain
k1−d/3 ‖v‖L6(S) ≤ CNir |v|
d/3
1,S k
1−d/3 ‖v‖1−d/30,S ≤ CNir ‖v‖1,k,S . 




d−1‖Φ‖21,k,Dε ≤ ϑ < 1.
Then, there exists a unique solution uΦ of (2.4) and the stability estimate
(2.8) ‖uΦ‖1,k ≤ Cstab(k) ‖f‖0
holds with Cstab(k) = (1− ϑ)−1Cstab,0(k).
Further, the continuity constant of Blin is given by CB = 2 max{CA, Cn}+ (1 + 2Ctr),
where Ctr denotes the constant in the trace inequality (2.9).
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Proof. Let Φ ∈ H1(D). We define the operator T : H1(D) → H1(D), which maps
ψ ∈ H1(D) to the solution Tψ ∈ H1(D) of the following Helmholtz problem
Blin(0;Tψ, v) = (f + k2nε1Dε |Φ|2ψ, v).
The solution of the auxiliary linear problem (2.4) can then equivalently be formulated as
the fixed-point problem uΦ = TuΦ. The existence and uniqueness of the solution uΦ of
the auxiliary linear problem therefore follow from Banach’s fixed-point theorem provided
that T is a contraction.
To show the contraction property, let ψ1, ψ2 ∈ H1(D). We set w := Tψ1 − Tψ2 and
observe that w solves
Blin(0;w, v) = (k2nε1Dε |Φ|2(ψ1 − ψ2), v)
for all v ∈ H1(D). With (2.6) and Lemma 2.3, we deduce
‖Tψ1 − Tψ2‖1,k ≤ Cstab,0(k)‖k2nε1Dε |Φ|2(ψ1 − ψ2)‖0
≤ Cstab,0(k)k2CnCε‖Φ‖2L6(Dε)‖ψ1 − ψ2‖L6(D)
≤ Cstab,0(k)CnCεC3Nirkd−1‖Φ‖21,k,Dε‖ψ1 − ψ2‖1,k.
The assumption (2.7) yields the desired contraction and the formula for Cstab(k) immedi-
ately follows by means of a geometric series.
Regarding the continuity constant CB, we use the following trace inequality (see, e.g.,
[Gri85, Sec. 1.5]),
(2.9) ‖u‖20,Γ ≤ Ctr‖u‖0‖u‖1.
From this and using a weighted Young’s inequality, we obtain
(2.10)







≤ Ctr(k‖u‖0 + ‖u‖1)(k‖v‖0 + ‖v‖1)
≤ 2Ctr‖u‖1,k‖v‖1,k.
With Lemma 2.3 and (2.7), we further have the rough estimate
(2.11) |(k2n ε1Dε |Φ|2u, v)| ≤ k2CnCε‖Φ‖2L6(Dε)‖u‖L6(D)‖v‖0 ≤ ϑ‖u‖1,k‖v‖1,k.
With (2.10) and (2.11), we finally compute
|Blin(Φ;u, v)| = |(A∇u,∇v)− (k2nu, v)− (k2n ε1Dε |Φ|2u, v) + i(ku, v)Γ|
≤ CA|u|1|v|1 + Cnk2‖u‖0‖v‖0 + (ϑ+ 2Ctr)‖u‖1,k‖v‖1,k
≤
(
2 max{CA, Cn}+ (1 + 2Ctr)
)
‖u‖1,k‖v‖1,k. 
Remark 2.5. With the same techniques, one can as well show the existence and uniqueness
of the solution to the adjoint problem.
2.3. Existence and stability of solutions to the nonlinear problem. Based on the
iterative procedure used in [WZ18], we now show existence and stability results for the
nonlinear problem (2.2) based on the auxiliary problem (2.4) and the stability property
quantified in Proposition 2.4.
Let u0 ∈ H1(D). Employing the linearized Helmholtz problem (2.4), we consider the
sequence of solutions um ∈ H1(D), m ∈ N, which solve the sequence of problems given by
(2.12) Blin(um−1;um, v) = (f, v).
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As a first step, we show that if condition (2.7) holds for Φ = u0, it also holds for um,
m ∈ N, such that the stability estimate (2.8) is valid for the whole sequence {um}m∈N.
Lemma 2.6 (Stability of iterative solutions). Let u0 ∈ H1(D) such that (2.7) is fulfilled






d−1 ‖f‖20 ≤ ϑ.
Then, the sequence {um}m∈N defined by (2.12) fulfills the stability property
(2.14) ‖um‖1,k ≤ Cstab(k) ‖f‖0
for all m ∈ N with the constant Cstab(k) from Proposition 2.4.
Note that Cstab(k) = (1 − ϑ)−1Cstab,0(k) in Proposition 2.4 so that in fact (2.13) is





d−1 ‖f‖20 ≤ ϑ(1− ϑ)2.









d−1 ‖f‖20 ≤ ϑ.
The assertion thus follows by induction using Proposition 2.4. 
As a next step, we use the sequence {um}m∈N to show existence and uniqueness of the
solution u ∈ H1(D) of (2.2).
Theorem 2.7 (Well-posedness of the nonlinear Helmholtz problem). Let u0 ∈ H1(D)
such that (2.7) is fulfilled for Φ = u0. Further, suppose the following slightly stronger




d−1 ‖f‖20 ≤ ϑ.
Then, there exists a unique solution u ∈ H1(D) of (2.2) that fulfills the stability estimate
(2.16) ‖u‖1,k ≤ Cstab(k) ‖f‖0.
Before we prove the Theorem, some remarks on the assumptions are in order. We can




d−1 ‖f‖20 ≤ ϑ(1− ϑ)3.
Note that if we choose u0 = 0, condition (2.7) is automatically satisfied for any choice of




d−1 ‖f‖20 < 1
in Theorem 2.7. This is sometimes termed as smallness of the data assumption because
it requires the combination of wave number, refractive index, Kerr coefficient, volume,
and boundary sources to be sufficiently small. The structure of this condition is of course
very similar to [WZ18] and the main difference is that we have a factor kd−1 instead of
the (better) factor kd−2 in [WZ18]. This, however, is to be expected since we estimate
everything in H1-norms whereas [WZ18] also employs H2-norms.
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Proof of Theorem 2.7. The proof follows the ideas of [WZ18, Thm. 2.5]. Let {um}m∈N be
the sequence of solutions defined in (2.12). We set wm := um+1 − um and observe that
wm solves
Blin(um;wm, v) = (k2nε1Dε(|um|2 − |um−1|2)um, v)










≤ 2C3stab(k)CnCεC3Nir kd−1 ‖f‖20 ‖wm−1‖1,k
≤ ϑ‖wm−1‖1,k.
Therefore, {um}m∈N is a Cauchy sequence with respect to ‖ · ‖1,k and converges to a limit
u := limm→∞ u
m ∈ H1(D) which solves (2.2). The stability estimate (2.16) directly follows
from (2.14).
To show uniqueness, let u and û be two solutions of (2.2). Then, w := u− û solves
Blin(u;w, v) = (k2nε1Dε(|u|2 − |û|2)û, v)
for all v ∈ H1(D). As above, we thus get
(2.17) ‖w‖1,k ≤ ϑ‖w‖1,k,
which implies w = 0 because of ϑ < 1. 
Remark 2.8. Since we do not exploit any higher regularity of solutions, the procedure in
this section can verbatim be used to show existence and uniqueness of discrete solutions.
More precisely, let V ⊂ H1(D) be a closed subspace and further, let Assumption 2.2 be
satisfied in V and assume that (2.15) holds accordingly. With an appropriate initial iterate
v0 ∈ V (e.g., v0 = 0) and the arguments in Proposition 2.4, we directly obtain the existence
and uniqueness of a Galerkin solution v ∈ V to the Kerr-Helmholtz problem (2.2). Note,
however, that the stability constants Cstab,0(k) and thus Cstab(k) may generally depend
on the subspace V .
3. Multiscale Approximations
In this section, we are concerned with the approximation of the solution of (2.2) in a
finite-dimensional subspace. Since the present setting involves possible fine oscillations in
the coefficients A, n, and ε, a classical finite element approximation requires a resolution of
any fine-scale features in order to provide reasonable approximations; see, e.g., [BGP17,
PV20] in the context of the linear Helmholtz problem. Additionally, discretizations of
the Helmholtz problem are subject to the so-called pollution effect (see [BS97] and the
references therein), so that for the lowest order finite element method the condition kh2 . 1
typically has to be satisfied before convergence of the error is observed; see, e.g., [BGT85,
AKS88]. Especially in the nonlinear setting where an iterative scheme is to be used,
the required resolution of fine-scale features and the pollution effect lead to unfeasibly
expensive computations.
The multiscale construction that is presented in this section aims at resolving this
issue by constructing appropriate approximation spaces on a coarse-scale level. The ap-
proach is based on the Localized Orthogonal Decomposition method, which was introduced
in [MP14] and further developed in [HP13] for an elliptic model problem. The coarse-scale
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level is characterized by the mesh size H of a shape regular and quasi uniform quadri-
lateral mesh TH . This mesh is coarse in the sense that it does not resolve the fine-scale
features of the coefficients A, n, and ε. Denote by Q1(TH) the space of possibly discon-
tinuous functions that are polynomials of coordinate degree at most one on each element
of TH . We set VH := Q1(TH)∩H1(D) the coarse Lagrange finite element space. The LOD
approach is based upon a so-called quasi-interpolation operator IH : H1(D) → VH with
the following properties
H−1 ‖(1− IH)v‖0,T + |IHv|1,T ≤ C̃int |v|1,N(T ), v ∈ H1(D),(3.1)
‖IHv‖0,T ≤ C̃int ‖v‖0,N(T ), v ∈ L2(D),(3.2)
IH ◦ IH = IH ,(3.3)
where N(T ) denotes the neighborhood of the element T ∈ TH defined by
N(T ) :=
⋃{
K ∈ TH : K ∩ T 6= ∅
}
.
The particular choice that we use in our numerical experiments is IH := πH◦ΠH , where ΠH
is the piecewise L2-projection onto Q1(TH). Moreover, πH denotes an averaging operator











card{T ∈ TH : z ∈ T}
.
This choice of IH satisfies the properties (3.1)–(3.3). We refer to [Osw93, Bre94, EG17]
for a proof of these conditions. Note that from (3.1)–(3.2), we can directly derive the
following estimates on the whole domain D,
H−1 ‖(1− IH)v‖0 + |IHv|1 ≤ Cint |v|1, v ∈ H1(D),(3.4)
‖IHv‖0 ≤ Cint ‖v‖0, v ∈ L2(D).(3.5)
Based on the operator IH , we define the so-called fine-scale space W as its kernel with
respect to H1-functions, i.e.,
W := ker IH |H1(D).
Next, we define an auxiliary corrector problem based on a function Φ that fulfills (2.7) as
follows. Let Φ ∈ H1(D) be given and define the correction operator CΦ : H1(D)→W for
any v ∈ H1(D) as the solution of
(3.6) Blin(Φ; CΦv, w) = Blin(Φ; v, w)
for all w ∈ W. Similarly, we also define the adjoint correction operator C∗Φ : H1(D)→W
for any v ∈ H1(D) as the solution of
(3.7) Blin(Φ;w, C∗Φv) = Blin(Φ;w, v)
for all w ∈ W and remark that C∗Φv = CΦv.
Note that (3.6) and (3.7) are well-defined by the coercivity condition that is proved in
the following lemma.
Lemma 3.1 (coercivity condition on W). Let Φ ∈ H1(D) fulfill (2.7). Assume that












res ϑH ≤ Cstab,0(k) cA.
Then, it holds that
(3.10) <Blin(Φ;w,w) ≥ γ ‖w‖21,k
for all w ∈ W with γ := cACn4Cn+cA .
Let us comment on the assumptions of Lemma 3.1. First, (3.8) requires kH to be
sufficiently small (of the order one), which is a natural resolution condition because one
always needs some degrees of freedom per wave length to faithfully represent the wave.
Second, we emphasize that (3.9) does not result in a (notable) restriction of the mesh





independent of k and of order one. On the right-hand side, Cstab,0(k) in most cases is of
order kq with some q ≥ 0 so that it remains constant or is even growing with increasing
k. Hence, (3.9) is no resolution condition that requires H to become smaller for large
frequencies. In fact, (3.8) will in practice, especially for large k, be the dominating and
important condition. Finally, we mention that the dependency of (3.8) and (3.9) on cA
may be removed by the use of A-weighted norms and suitable A-weighted interpolation
operators, which is relevant in the high contrast case, where cA might be very small. This,
however, is not the focus of the present work and we refer to [PV20], for instance, for
details in the context of the linear Helmholtz problem.
Proof of Lemma 3.1. By the definition of W = ker IH |H1(D) and (3.4), we have for any
w ∈ W
(3.11) ‖w‖0 = ‖(1− IH)w‖0 ≤ CintH |w|1.
From (3.11) and (3.8), we also get that | · |1 is a norm on W which is equivalent to the
full norm ‖ · ‖1 as well as the energy norm ‖ · ‖1,k with constants that are independent of
k and H. In particular, for any w ∈ W,
(3.12) |w|1 ≤ ‖w‖1 ≤ (1 + C2intH2)1/2 |w|1 ≤ (1 + C2int)1/2 |w|1
and
(3.13) |w|1 ≤ ‖w‖1,k ≤ (1 + C2intC2res)1/2 |w|1.
Further, using Lemma 2.3, (3.11), and (2.7), we have that
(3.14)
k2CnCε‖Φ‖2L6(Dε)‖w‖L6(D)‖w‖0
≤ CnCεC2NirCintHk2d/3 ‖Φ‖21,k,Dε‖w‖L6(D) |w|1
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where we applied assumption (3.9) in the last step. Therefore, with (3.12), (3.14), and
the inclusion H1(D) ⊂ L6(D), we obtain for any w ∈ W
<Blin(Φ;w,w) ≥ <Blin(Φ;w,w) = (A∇w,∇w)− (k2n(1 + ε|Φ|2)w,w)









The assertion follows with the definitions of Cres and γ. 
3.1. Stability and error estimates for the auxiliary multiscale solution. Based
on Φ ∈ H1(D) as above, we define the multiscale solution corresponding to (2.4) as the
solution uΦ,H ∈ (1− CΦ)VH of
(3.15) Blin(Φ;uΦ,H , vH) = (f, vH)
for all vH ∈ (1− C∗Φ)VH . If the above assumptions on Φ are satisfied, we can deduce that
Blin(Φ; ·, ·) fulfills an inf-sup-condition on H1(D) as quantified in the next lemma.









with δ(k) = min{cA,cn}Cstab(k)(2 kCn+1) .
Proof. The proof follows the ideas of [Pet17, Lemma 2.1]. Let v ∈ H1(D) be given and
define z ∈ H1(D) as the solution of
Blin(Φ;w, z) = (k2n(2 + ε1Dε |Φ|2)v, w)
for all w ∈ H1(D). From Proposition 2.4, Remark 2.5, and Lemma 2.3, we know that z






≤ Cstab(k)(2 kCn + 1)‖v‖1,k.
We set w = v + z. The assertion then follows from the inequality
<Blin(Φ; v, w) ≥ min{cA, cn}‖v‖21,k. 
Based on Lemma 3.1 and Lemma 3.2, it is possible to show stability and error estimates
for the solution uΦ,H of (3.15) as stated in the following lemma.
Lemma 3.3 (Stability and approximation properties of the auxiliary multiscale solution).
Let uΦ ∈ H1(D) be the solution of (2.4) and uΦ,H ∈ H1(D) the solution of (3.15). If the
assumptions of Lemma 3.1 hold, we have that
(3.17) ‖uΦ,H‖1,k ≤ CLOD(k) ‖f‖0.
with CLOD(k) :=
CB
δ(k)γ with CB from Proposition 2.4, δ(k) from Lemma 3.2, and γ from
Lemma 3.1. Further,
(3.18) ‖uΦ − uΦ,H‖1,k ≤ CerrH ‖f‖0,
where Cerr := γ
−1Cint.
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Proof. The proof is similar as for linear Helmholtz problems in [Pet17, PV20] and we
present it here for convenience and to make the material self-consistent.





<Blin(Φ; (1− CΦ)vH , (1− C∗Φ)wH)




which directly implies (3.17). To show the inf-sup-condition, let vH ∈ VH be arbitrary but
fixed. Due to (3.16), there exists w ∈ H1(D) with ‖w‖1,k = 1 such that
<Blin(Φ; (1− CΦ)vH , w) ≥ δ(k)‖(1− CΦ)vH‖1,k.
We set wH = IHw and observe that (1−C∗Φ)wH = (1−C∗Φ)w. Therefore, with (3.16) and
the continuity of Blin, we deduce that
<Blin(Φ; (1− CΦ)vH , (1− C∗Φ)wH) = <Blin(Φ; (1− CΦ)vH , w) ≥ δ(k)‖(1− CΦ)vH‖1,k.
The inf-sup-condition follows by the norm equivalence
‖(1− C∗Φ)wH‖1,k ≤ CBγ−1‖w‖1,k
due to the stability of the corrector problems, see, e.g., [Pet17] for details.
Proof of (3.18): A simple calculation shows that uΦ,H = (1−CΦ)IHuΦ = (1−CΦ)u and
hence, u− uΦ,H = CΦu ∈ W. By the definition of CΦ in (3.6), the error u− uΦ,H therefore
satisfies
Blin(Φ; CΦu, CΦu) = Blin(Φ;u, CΦu) = (f, CΦu).
Lemma 3.1 and (3.4) then yield
‖u− uΦ,H‖21,k ≤ γ−1(f, CΦu) ≤ γ−1CintH‖f‖0‖u− uΦ,H‖1,k,
which finishes the proof. 
3.2. Iterative multiscale approximation. In this subsection, we define a sequence
of multiscale solutions {umH}m∈N. To this end, we abbreviate Cm := CumH and define
umH ∈ (1− Cm−1)VH as the solution of
(3.19) Blin(um−1H ;u
m
H , vH) = (f, vH)
for all vH ∈ (1− C∗m−1)VH and given u0H ∈ H1(D) as, e.g., a first-order approximation of
u0,
(3.20) ‖u0H − u0‖1,k ≤ C0H.
Note that the functions {umH}m∈N fulfill similar stability properties as in Lemma 2.6.
However, the stability constant Cstab(k) needs to be replaced by CLOD(k) from Lemma 3.3.
Since CLOD(k) is based on the inf-sup-condition, this in particular includes an additional
factor of k.
Based on these observations, we prove in the following theorem that the solutions
{umH}m∈N are close to the iterative solutions {um}m∈N of (2.12) with respect to the mesh
size H.
Theorem 3.4. Define C̃stab(k) := max{Cstab(k), CLOD(k)} with the constants Cstab(k)




d−1 ‖f‖20 ≤ ϑ.
12 ROLAND MAIER, BARBARA VERFÜRTH
Then, we have that




for all m ∈ N.
Proof. Let m ∈ N be fixed. We define an auxiliary solution wm ∈ H1(D) as the solution
of
(3.23) Blin(um−1H ;w
m, v) = (f, v)
for all v ∈ H1(D). Note that due to (3.21) and by Proposition 2.4 (as well as its adapted
version for the series of multiscale solutions), we have the following stability estimates,
‖um−1H ‖1,k ≤ CLOD(k) ‖f‖0,(3.24)
‖um‖1,k ≤ Cstab(k) ‖f‖0,(3.25)
‖wm‖1,k ≤ Cstab(k) ‖f‖0.(3.26)
Further, the error em = um − wm solves
Blin(um−1; em, v) = Blin(um−1H ;w
m, v)− Blin(um−1;wm, v)
= (k2ε1Dε(|um−1|2 − |um−1H |
2)wm, v)
for all v ∈ H1(D). Reusing ideas from Theorem 2.7 and with the boundedness of w, um−1,
and um−1H as quantified in (3.24)–(3.26), we obtain











≤ ϑ ‖um−1H − u
m−1‖1,k.
Moreover, with Lemma 3.3 we have that
‖umH − wm‖1,k ≤ CerrH ‖f‖0.
The previous two estimates and the triangle inequality result in
‖umH − um‖1,k ≤ ‖em‖1,k + ‖umH − wm‖1,k
≤ ϑ ‖um−1H − u
m−1‖1,k + CerrH ‖f‖0








With Theorem 3.4, we can directly derive the following result.
Corollary 3.5. Suppose that the assumptions of Theorem 3.4 are satisfied. Let umH be the
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Proof. Approximate u by the fixed-point iteration starting from the initial value u0 = 0.
By the triangle inequality, we have ‖u − umH‖1,k ≤ ‖u − um‖1,k + ‖um − umH‖1,k, where
the latter term is estimated with Theorem 3.4. The a priori estimate for the fixed-point








We emphasize that the multiscale procedure introduced in this section (cf. e.g. (3.15)) is
ideal in the sense that for given Φ ∈ H1(D), the correction operators CΦ and C∗Φ defined in
(3.6) and (3.7), respectively, are global operations on the infinite-dimensional spaceW. For
practical computations, these operators are defined element-wise and truncated to local
patches with ` layers of elements around each element. We will introduce and use this
localization in the following subsection for our adaptive iterative multiscale approximation,
which covers (3.19) as special case.
Remark 3.6. Note that in practical computations, the correction operators also need to
be discretized on a fine mesh with mesh size h  H that resolves possible oscillations.
This is required in order to obtain a fully practical method. We omit this last step in the
present work and refer to [GP15] for the corresponding analysis.
3.3. Adaptive iterative multiscale approximation. As mentioned, the goal of this
subsection is two-fold. First, we localize the computation of the correction operators.
Second, we introduce at the same time a strategy to (locally) decide where these correction
operators need to be updated from one iteration step to the other. The motivation for this
adaptive strategy is that updating the correction operators in each step is computationally
rather expensive and might be unnecessary if the multiscale solutions only change in certain
parts of the domain. Inspired by [HM19, HKM20], we will introduce an error indicator
for the corrector if the function Φ ∈ H1(D) is “perturbed”. The numerical analysis of
the resulting adaptive iterative multiscale algorithm is based on Theorem 3.4 from the
previous section and the observation that the localization as well as the updating strategy
both are small perturbations thereof.
We first introduce the localization of the correction operators. Recall the definition of
N(T ) from Section 3. We inductively define the `-layer patch for ` ∈ N via
N`(T ) = N(N`−1(T )), ` ≥ 2, and N1(T ) = N(T ).
The kernel space W is restricted to such element patches via
W(N`(T )) := {w ∈ W : w|D\N`(T ) = 0}.
Given a function Φ ∈ H1(D) and an element T ∈ TH , we define the `-layer element
corrector C`Φ,T via the solution of a truncated and element-based corrector problem as
follows. For any vH ∈ VH , we seek C`Φ,T vH ∈ W(N`(T )) that solves
(3.27) Blin,N`(T )(Φ; C`Φ,T vH , w) = Blin,T (Φ; vH , w)
for all w ∈ W(N`(T )). Here, Blin,S denotes the restriction of Blin to the subdomain S ⊂ D.
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The adjoint correction operator C`,∗Φ is defined analogously. If Φ ∈ H1(D) satisfies (2.7)
and the conditions (3.8)–(3.9) are fulfilled, the coercivity (3.10) from Lemma 3.1 implies
that (3.27) is well-posed. Note that in order to compute C`Φ,T it suffices to know Φ on
N`(T ). The error between C`Φ and CΦ is decaying exponentially in `, which directly carries
over from the linear case [GP15, BGP17].
Lemma 3.7. Let Φ ∈ H1(D) satisfy (2.7). There exist 0 < β < 1 and Cloc > 0,
independent of H, `, and k, such that for any vH ∈ VH
‖(CΦ − C`Φ)vH‖1,k ≤ Cloc`d/2β`‖vH‖1,k.
In the localized variant of the iterative multiscale approximation from Section 3.2, CumH




newly computed in each step even if umH has only slightly changed on the patch N
`(T ). To
introduce our adaptive approach, we need to estimate the error between element correction
operators C`Φ,T − C`Ψ,T for two different functions Φ,Ψ ∈ H1(D). In this setting, one
should consider C`Ψ,T as being available, i.e., it has already been computed for instance
in a previous iteration step, whereas C`Φ,T is not available (only the function Φ). In our
implementation, we use the following error indicator
(3.28) E(C`Φ,T , C`Ψ,T )2 :=
∑
K∈N`(T )
‖nε(|Φ|2 − |Ψ|2)‖2L∞(K) max
v|T : v∈VH
‖χT v − C`Ψ,T v‖20,K
‖v‖20,T
,
where χT denotes the indicator function for the element T . Note that the error indicator
avoids the computation of C`Φ,T . We now have the following result.
Lemma 3.8. Let Φ,Ψ ∈ H1(D) satisfy (2.7). Then, for any vH ∈ VH it holds
(3.29) ‖(C`Φ,T − C`Ψ,T )vH‖1,k ≤ γ−1E(C`Φ,T , C`Ψ,T ) ‖vH‖1,k,T
and there exists Col > 0, independent of H, `, and k, such that for any vH ∈ VH it holds




E(C`Φ,T , C`Ψ,T )
)
‖vH‖1,k.
The proof of this lemma and a detailed discussion of the error indicator are postponed
to the appendix in order to ease the reading. We emphasize that the main result in
Theorem 3.9 does not depend on the exact form of the error indicator, but only needs the
estimates of Lemma 3.8.
Generalizing the setting of the previous section, we now define a sequence of adaptive
multiscale solutions {ũmH}m∈N as outlined in Algorithm 1 below.
Algorithm 1 Adaptive iterative multiscale approximation
input: tolerance tol, starting value ũ0H ∈ VH , mesh TH , oversampling parameter `
1: for m = 1, 2, . . . do
2: for all T ∈ TH do
3: if m = 1 then
4: EmT ←∞
5: else
6: EmT ← E(C`ũm−1H ,T , C̃
`
m−2,T ) . does not explicitly require C`ũm−1H ,T
7: end if
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8: end for
9: Mm ← {T ∈ TH : EmT > tol} . elements for which the corrector is updated
10: for all T ∈ TH do





13: C̃`m−1,T ← C`ũm−1H ,T . update corrector
14: else













20: compute ũmH ∈ (1− C̃`m−1)VH as the solution of
(3.31) Blin(ũm−1H ; ũ
m
H , vH) = (f, vH)
for all vH ∈ (1− C̃`,∗m−1)VH
21: end for
output: sequence {ũmH}m∈N
Let us shortly explain the adaptive algorithm. For m = 1, all correctors are computed
based on the starting value ũ0H and the LOD solution is computed as described in the
previous section. In particular, if we choose the same starting value, we have ũ1H = u
1
H
(up to the localization of the correctors). In the subsequent iterations, we decide, for each
element T , whether to compute a new corrector based upon our error indicator E. Oth-
erwise, the available corrector from the previous iteration(s) is used. Then, we assemble
the LOD stiffness matrix using the mixture of newly computed and reused correctors and
the previous LOD iterate ũm−1H for the nonlinearity. We emphasize that we do not reuse
contributions to the stiffness matrix as suggested for lagging or perturbed linear diffusion
problems in [HM19, HKM20]. In practice, the loop of the above algorithm will of course
be terminated using the residual resm in the mth step as stopping criterion (together with
a second tolerance TOL as input). Let us also emphasize that the loop over all elements
(lines 10 to 19) allows for parallel computations. Finally, we note that in the extreme cases
tol = 0 or tol = ∞, we obtain the algorithm from Section 3.2 or a fixed-point iteration
with fixed multiscale space (1− C`
ũ0H
)VH , respectively.
The well-posedness of (3.31) does not follow from Lemma 3.3 because not all element
correctors are newly computed. However, the well-posedness of the algorithm as well
as the a priori estimate for the error ũmH − um can be shown in a similar fashion as in
Lemma 3.3 and Theorem 3.4. The additional errors by the localization and the adaptive
update of the correctors are only small perturbations for sufficiently large ` and sufficiently
small tol, cf. Lemma 3.7 and Lemma 3.8. More precisely, we have the following analog of
Theorem 3.4. The proof with all technical details is again postponed to the appendix.






)∣∣∣/| log(β)| and ` & ∣∣∣ log( CB
γCloc
)∣∣∣/| log(β)|
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as well as






and tol ≤ CB
Col`d/2
.











Then the sequence {ũmH}m∈N of adaptive iterative multiscale approximations is well-defined
and satisfies the error estimate
(3.35)






H + CBCloc `




We emphasize that the first condition of (3.32) and (3.33), respectively, is the dominant
condition. Condition (3.32) requires ` to grow with increasing wave numbers k. Under
the assumption of polynomial stability, i.e., Cstab,0 ≈ kq for some q ≥ 0 and hence δ(k) ≈
k−(q+1), ` has to grow logarithmically in k as for the linear Helmholtz equation, see
[GP15, Pet17, PV20]. The tolerance tol has to decrease with growing k, in particular
under the assumption of polynomial stability as before, we have tol . k−(q+1). We
emphasize that this qualitative behavior is expected because for growing wave numbers,
the nonlinearity becomes more dominant which has to be compensated by more updates
of the correctors. The error between ũmH and u
m in the energy norm in (3.35) is essentially
of order H + β` + tol. The order H + β` occurs also in the study of the linear Helmholtz
equation [GP15, Pet17, PV20] and suggests to choose ` ≈ | log(H)| to obtain a linear rate.
The additional term tol obviously comes from the reuse of correctors and can be made
arbitrarily small at the price of growing computational costs.
In other words, as mentioned, for tol = 0 we obtain the localized version of the algo-
rithm in Section 3.2. All additional terms and factors in Theorem 3.9 in comparison to
Theorem 3.4 are caused by the handling of the additional localization error. We note that
the factor 18 in Ĉstab(k) and the factor 3 in (3.35) can be made smaller for tol = 0 by a
close inspection of the proof. In fact for zero tolerance, all steps where we switch between
C̃`m−1 and C`ũm−1H can be omitted.
4. Numerical Examples
In this section, we present numerical examples to investigate the practical performance
of our proposed iterative multiscale method. Note that in our studies the exact solution u
of the nonlinear problem (2.2) is not explicitly known. Therefore, we compare the iterative
multiscale solutions computed in (3.31) with a reference solution uh, which is computed
as a standard finite element approximation of (2.2). We implicitly assume that h is small
enough such that uh is a reasonable approximation of u. In particular, the mesh size h
needs to resolve the multiscale features in the coefficients A, n, and ε. Further, we measure
all errors in the energy norm ‖ · ‖1,k.
We consider the domain D = (0, 1)2 and choose the fine mesh size h = 2−9 and let the
coefficients vary on a mesh Tη on the scale η = 2−7. All numerical examples are computed
with Python using an adapted version of the software gridlod [HK19], which is based on























LODad, H = 2
−3
LODad, H = 2
−4
LOD∞, H = 2
−3
LOD∞, H = 2
−4
FEM, H = 2−3
FEM, H = 2−4
Figure 4.1. Relative energy errors of different iterative methods (left) and er-
rors with respect to the number of iterations (right) for Example 1.
the Petrov-Galerkin version of the LOD method described above. The code is available
at https://github.com/BarbaraV/gridlod-nonlinear-helmholtz.








)) if |x−x0|0.05 < 1,
0 else,
with center x0 = (0.5, 0.5). Further, we have k = 17 and the domain where the nonlinearity
is active is given by Dε = [0.55, 0.75]× [0.25, 0.45]. The scalar coefficients A, n, and ε are
chosen as piecewise constant coefficients on the finite element mesh Tη. More precisely,
the values on each element are obtained as independent and uniformly distributed random
numbers within the intervals [0.5, 3], [0.5, 1], and [0, 9.4] for A, n, and ε, respectively.
We compute the reference solution on the mesh Th, as mentioned above, which is ob-
tained by an iterative solution similarly as described in (2.12). Note that this discrete
iteration is well-posed as pointed out in Remark 2.8. We iterate until the (relative) resid-
ual reaches the threshold of 10−12, which requires 45 iterations.
In Figure 4.1 (left, ), we show the smallest errors of LOD solutions with ` = 2 for
different values of H within the first 20 iterations. For this particular example, we adapt
the tolerance for the update of the correctors in each step. In particular, we only up-
date element correctors whose error indicator (as defined in (3.28)) is larger than half
the value of the maximal error indicator in this iteration. Note that, in the first it-
eration, all element correctors have to be computed. Afterwards, the maximal update
percentages within the first 20 iterations for H = 2−1, 2−2, 2−3, 2−4, 2−5, 2−6, 2−7 are
50, 6.25, 6.25, 3.52, 1.56, 0.88, 0.37 (in %), respectively. We emphasize that these per-
centages are with respect to the total number of elements in the corresponding mesh,
which of course increases when H is decreased. In this example, the iterative method
reaches a fixed point for all choices of H within the first 15 iterations. Further, the choice
` = 2 shows to be sufficient, which is in line with the practical choices of ` in the linear case;
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reference solution LODad
LOD∞ FEM
Figure 4.2. Real part of different final approximations on the scale H = 2−3
and the corresponding reference solution for Example 1.
see, e.g. [BGP17, PV20]. Overall, the error shows a linear convergence rate underlining
the findings of Theorem 3.9.
As comparison, we also present in Figure 4.1 (left) classical finite element approxima-
tions on the same scales H ( ) as well as iterative LOD solutions for which the correctors
are only computed in the first iteration and never updated afterwards (tol =∞, ). The
finite element approximation shows a suboptimal convergence rate and the error only im-
proves when H is close to the scale η, i.e., where the coefficients are actually resolved by
the coarse mesh. Then again, the LOD approximation which never updates the correctors
starts off with a slow convergence similarly to the finite element approximation but heavily
improves for smaller values of H, where the error is close to the one where the correctors
are updated in every step. This behavior can be explained by the fact that the nonlinearity
is only active in a small portion of the domain. Further, if H approaches η, the correctors
become less influential. That is, for smaller values of H, very few updates of the correctors
are already sufficient, which is also indicated by the small update percentages mentioned
above.
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Figure 4.3. Real part of the incident beam uinc (left) and Kerr coefficient with
values 0 (white) and 0.85 (black) for Example 2.
The influence of the updates is especially important for larger values of H, see Fig-
ure 4.1 (right). There, we show the development of the relative errors of the different
approximation methods for the particular cases H = 2−3 (solid lines) and H = 2−4
(dashed lines). The plot shows that the error significantly improves with the number of
iterations provided that the correctors are (partially) updated. If the correctors are not
updated after the first iteration, a faster stagnation can be observed. We note that the
errors do not necessarily decrease monotonically, but this does not contradict our above
theory.
Finally, we present in Figure 4.2 the final solutions for the three different approaches
discussed above (LODad, LOD∞, and FEM) on the scale H = 2
−3 after 20 iterations
as well as the reference solution. The figure shows that the LOD approximation with
corrector updates leads to a very good approximation already on the relatively coarse scale
H = 2−3, while not updating the correctors after the first step deteriorates the behavior
of the solution in the nonlinear domain. As expected, the finite element approximation,
which does not take into account any variations of the coefficients, produces the worst
result.
4.2. Example 2: beam. For the second example, we go beyond the above theory and
consider an inhomogeneous boundary condition in (2.1), which is equivalent to adding
a boundary source g. In particular, we choose the wave number k = 30 as well as the
right-hand side f and the boundary term g that correspond to the incident beam
uinc(x) =
0.8 exp(−ik(0.5x1 − 0.25)
cosh(50x1 − 25) + 1
,
which is illustrated in Figure 4.3 (left). More precisely, we take
f = −∆uinc − k2uinc in D, g = ∇uinc · ν + ikuinc on Γ.
As above, we choose A to be piecewise constant on the mesh Tη, where values on each
element are obtained as independent and uniformly distributed random numbers within
the intervals [0.2, 1]. The Kerr coefficient is chosen as depicted in Figure 4.3 (right) with
values 0 (white) and 0.85 (black), and n ≡ 1. Note that Dε = [0.25, 0.75]2 in this case.
We again compute the corresponding reference solution iteratively on the mesh Th. The










Figure 4.4. Relative energy errors of different iterative methods (left) and real
part of the reference solution (right), both for Example 2.
threshold for the (relative) residual is again 10−12, which is reached after 20 iterations.
The reference solution is shown in Figure 4.4 (right) and shows scattering effects that
appear due to the heterogeneity in A and the nonlinear Kerr term.
In Figure 4.4 (left) we present the smallest errors of LOD solutions with ` = 2 for
different values of H within the first 20 iterations. As above, we denote with LODad ( )
the iterative method which only updates the element correctors whose error indicators
are larger than 50% of the maximal value. Further, we show the errors for the iterative
LOD solutions, where the correctors are only computed once (LOD∞, ) and a classical
finite element approximation ( ). As above, we see a stagnation of the error curve of the
finite element method if the scale of data oscillation is not resolved. Once the resolution
condition kH . 1 is satisfied, both LOD curves show the predicted convergence and
especially perform significantly better than the finite element approximation as expected.
Note that the increase in the two LOD errors for the three first mesh sizes is caused by the
violation of the resolution condition and, hence, does not contradict the above theory. In
fact, we emphasize that similar peaks in the error curves are also observed for the linear
Helmholtz equation if the resolution condition is not fulfilled, see [GP15, BGP17].
Finally, we emphasize that the two LOD curves with and without updates are very
close in this example, since only very few iterations (≤ 4) are required to be close to
a fixed point and the maximal values of the error indicator decrease heavily after the
first iteration. The maximal update percentages, however, are higher than in the first
example, which is related to Dε being larger in the second one. These values are given by
100, 62.5, 12.5, 12.89, 6.93, 4.22, 1.07 (in %) for H = 2−1, 2−2, 2−3, 2−4, 2−5, 2−6, 2−7.
5. Conclusion
Within this work, we proposed and analyzed an iterative multiscale method for a het-
erogeneous Helmholtz problem involving a Kerr-type nonlinearity. The method iteratively
constructs (coarse) multiscale spaces that are partially updated in each iteration based on
an appropriate error indicator. The approach allows for variations in the Kerr coefficient,
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the refractive index, and the diffusion coefficient. We have proved well-posedness and con-
vergence estimates of the method for arbitrarily rough coefficients under mild resolution
conditions on the mesh size and appropriate bounds for the nonlinearity. In particular,
we have quantified the influence of localization, linearization, and partial recalculations
of multiscale spaces in each iteration. The presented numerical examples have confirmed
the theoretical findings and in particular show that small updates in every iteration and
moderate choices of the oversampling parameter are already sufficient to obtain reasonable
approximations.
In general, adaptive iterative multiscale approximations open up a new perspective on
the design of multiscale methods for nonlinear problems. In future research, this idea may
be transferred to other types of problems such as, e.g., quasilinear diffusion-type problems
or time-dependent quasilinear wave problems.
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Appendix A. Proofs of the results in Section 3.3
In this appendix, we prove Lemma 3.8 and Theorem 3.9. We use the same notation as
in Section 3.3.
A.1. Proof of Lemma 3.8. Recall that E(C`Φ,T , C`Ψ,T ) is an indicator in the sense that
it yields an upper bound on the error C`Φ,T − C`Ψ,T without computing C`Φ,T itself. The
indicator consists of two main factors:
(i) the error in the nonlinear coefficient
‖nε(|Ψ|2 − |Φ|2)‖L∞(K)





‖χT v − C`Ψ,T v‖20,K
‖v‖20,T
which can be pre-computed when calculating C`Ψ,T . This requires the solution of
a small L2-eigenvalue problem and in particular, the factor itself is a coarse-scale
quantity so that the demanded storage is negligible.
We emphasize that in practice the functions Φ and Ψ in the error indicator will be
iterative multiscale approximations and thus fully discrete objects. This justifies the use
of the L∞-norm here. Throughout the paper and especially in Section 2 we avoided the
L∞-norm because of the low regularity setting. One can also rewrite the error indicator
and the proof below with the Nirenberg-type inequality such that it holds for general
functions Φ,Ψ ∈ H1(Ω) \ L∞(Ω). The rewritten error indicator involves L3-norms in its
two main factors analyzed above which we did not consider for implementational reasons.
Proof of Lemma 3.8. We abbreviate z := (C`Φ,T − C`Ψ,T )vH and recall that z ∈ W(N`(T )).
Lemma 3.1 and (3.27) therefore yield
γ‖z‖21,k ≤ Blin(Φ; z, z) = Blin,T (Φ; vH , z)− Blin,T (Ψ; vH , z)
+ Blin,N`(T )(Ψ; C`Ψ,T vH , z)− Blin,N`(T )(Φ; C`Ψ,T vH , z)
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≤ k‖nε(|Φ|2 − |Ψ|2)(χT vH − C`Ψ,T vH)‖0,N`(T )‖z‖1,k.
After dividing by ‖z‖1,k and taking the square on both sides, we further obtain


















≤ E(C`Φ,T , C`Ψ,T )2 ‖vH‖21,k,T ,
which shows (3.29).
Due to the definition of C`Φ and C`Ψ as sums of element correctors with support only in
N`(T ), we then deduce that there exists a constant Col, independent of H and ` such that
‖(C`Φ − C`Ψ)vH‖21,k ≤ C2ol`d
∑
T∈TH





E(C`Φ,T , C`Ψ,T )
)2 ‖vH‖21,k
and, hence, (3.30). 
A.2. Proof of Theorem 3.9. Inspired by the proof of Theorem 3.4, we define for fixed
m ∈ N an auxiliary solution w̃m ∈ H1(D) as the solution of
(A.1) Blin(ũm−1H ; w̃
m, v) = (f, v)
for all v ∈ H1(D). The next proposition quantifies the error w̃m − ũmH . In particular,
we first show that the LOD problem (3.31) in Algorithm 1 is well-posed. Note that this
does not directly follow from Lemma 3.3 because not all element correctors are computed
anew.
Proposition A.1. Let m ≥ 1 be fixed and let ũm−1H satisfy (2.7). Further, let δ(k) denote
the inf-sup-constant with respect to Blin(ũm−1H ; ·, ·) in H1(D) as quantified in Lemma 3.2.






<Blin(ũm−1H ; (1− C̃`m−1)vH , (1− C̃
`,∗
m−1)wH)









In particular, ũmH is well-defined. Furthermore, we have
(A.2) ‖w̃m − ũmH‖1,k ≤ 2γ−1Cint
(
H + CBCloc `




Proof. Step 1 (inf-sup-constant): Let vH ∈ VH be arbitrary but fixed. Due to the contin-
uous inf-sup-condition (3.16), there exists w ∈ H1(D) with ‖w‖1,k = 1 such that
<Blin(ũm−1H ; (1− Cũm−1H )vH , w) ≥ δ(k) ‖(1− Cũm−1H )vH‖1,k.
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We set wH = IHw and deduce
(A.3)
<Blin(ũm−1H ; (1− C̃
`
m−1)vH , (1− C̃
`,∗
m−1)wH)
= <Blin(ũm−1H ; (1− C
`
ũm−1H
)vH , (1− C̃`,∗m−1)wH)
−<Blin(ũm−1H ; (C̃
`
m−1 − C`ũm−1H )vH , (1− C̃
`,∗
m−1)wH)











m−1 − C`ũm−1H )vH , (1− C̃
`,∗
m−1)wH)









m−1 − C`ũm−1H )vH , (1− C̃
`,∗
m−1)wH).
For the last equality, we wrote 1− C̃`,∗m−1 = 1− C̃∗m−1 + C̃∗m−1 − C̃
`,∗
m−1 and used the orthog-
onality of (1− Cũm−1H )VH and W as well as (1− C̃
∗
m−1)IHw = (1− C̃∗m−1)w. Here, C̃m−1 is
defined as C̃`m−1 with ` =∞, i.e., on global patches. We can now use (A.3), the continuous
inf-sup-condition (3.16), and the continuity of Blin to obtain
(A.4)
<Blin(ũm−1H ; (1− C̃
`
m−1)vH , (1− C̃
`,∗
m−1)wH)
≥ δ(k)‖(1− Cũm−1H )vH‖1,k − CB‖(C
`
ũm−1H
− Cũm−1H )vH‖1,k‖(1− C̃
`,∗
m−1)wH‖1,k






− Cũm−1H )vH‖1,k ≤ Cloc`
d/2β`‖vH‖1,k.
Note that the adaptive algorithm ensures together with Lemma 3.8 that
(A.6) ‖(C̃`m−1 − C`ũm−1H )vH‖
2
1,k ≤ C2ol`dγ−2 tol2‖vH‖21,k.
Furthermore, we have norm equivalences
‖vH‖1,k = ‖IH((1− Cũm−1H )vH)‖1,k ≤ Cint‖(1− Cũm−1H )vH‖1,k,
‖vH‖1,k = ‖IH((1− C̃`m−1)vH)‖1,k ≤ Cint‖(1− C̃`m−1)vH‖1,k,
as well as the estimate
‖(1−C̃`m−1)vH‖1,k
≤ ‖(1− Cũm−1H )vH‖1,k + ‖(Cũm−1H − C
`
ũm−1H
)vH‖1,k + ‖(C`ũm−1H − C̃
`
m−1)vH‖1,k
≤ (γ−1CB + Cloc`d/2β` + Col`d/2γ−1 tol)‖vH‖1,k
≤ 3γ−1CB‖vH‖1,k,
where we have used (3.32) and (3.33) in the last step. With the same line of arguments
we can also show that
‖(1− C̃`,∗m−1)wH‖1,k ≤ 3γ
−1CB‖wH‖1,k ≤ 3γ−1CBCint‖w‖1,k.
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Inserting (A.5)–(A.6) and these norm equivalences into (A.4), we finally obtain
<Blin(ũm−1H ;(1− C̃
`










− CBCintCloc `d/2β` − CBCintCol `d/2 γ−1 tol
)
· ‖(1− C̃`m−1)vH‖1,k‖(1− C̃
`,∗
m−1)wH‖1,k,
which finishes the proof of the inf-sup-condition using the conditions (3.32)–(3.33).
Step 2 (error estimate): We write ũmH = (1 − C̃`m−1)IH ũmH and set e := w̃m − ũmH ,
where w̃m is the auxiliary solution defined in (A.1). Further, let e`H := (1 − C̃`m−1)IHe.
Here, C̃m−1 is the corrector with ` = ∞ as explained above. Observe that e − e`H =
w̃m − (1− C̃`m−1)IHw̃m ∈ W. With Lemma 3.1, (3.4), (A.5), (A.6), and (2.8), we obtain
(A.7)
γ ‖e− e`H‖21,k ≤ <Blin(ũm−1H ; w̃
m − (1− C̃`m−1)IHw̃m, e− e`H)
= < (f, e− e`H)−<Blin(ũ
m−1







− C̃`m−1)IHw̃m, e− eH)
= < (f, e− e`H)−<Blin(ũ
m−1















From the definitions of w̃m and ũmH , we deduce the following Galerkin orthogonality
Blin(ũm−1H ; e, wH) = 0
for all wH ∈ (1 − C̃`,∗m−1)VH . Let z`H ∈ (1 − C̃
`,∗
m−1)VH be the unique solution of the dual
problem
Blin(ũm−1H ; vH , z
`
H) = (vH , e
`
H)1,k
for all vH ∈ (1 − C̃`m−1)VH , which is well-posed by the inf-sup-condition that we have
proved in step 1. We observe that z`H = (1− C̃
`,∗
m−1)IHz`H . Due to the form of e`H and the
Galerkin orthogonality, we hence deduce





= Blin(ũm−1H ; e
`
H − e, z`H)
= Blin(ũm−1H ; e
`
H − e, (1− C
`,∗
ũm−1H
)IHz`H) + Blin(ũm−1H ; e
`






= Blin(ũm−1H ; e
`




+ Blin(ũm−1H ; e
`






≤ CB Cint(Cloc `d/2β` + Col`d/2 γ−1 tol) ‖z`H‖1,k ‖e`H − e‖1,k





‖e`H‖1,k ‖e`H − e‖1,k.
Using the condition (3.32) on ` and (3.33), we obtain
‖e`H‖1,k ≤ ‖e`H − e‖1,k.
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Together with (A.7) and an application of the triangle inequality, this concludes the proof.

This Proposition is now used inductively to prove Theorem 3.9.
Proof of Theorem 3.9. We proceed similarly as in the proof of Theorem 3.4. Let m ≥ 1
be fixed and define the auxiliary solution w̃m ∈ H1(D) as the solution of (A.1). Note
that due to (3.34) and by Proposition 2.4 (as well as its adapted version for the series of







‖um‖1,k ≤ Cstab(k) ‖f‖0,
‖w̃m‖1,k ≤ Cstab(k) ‖f‖0.
Further, the error em = um − w̃m solves
Blin(um−1; em, v) = Blin(ũm−1H ;w
m, v)− Blin(um−1;wm, v)
= (k2ε1Dε(|um−1|2 − |ũm−1H |
2)wm, v)
for all v ∈ H1(D). As in the proof of Theorem 3.4, we obtain
‖em‖1,k ≤ ϑ ‖ũm−1H − u
m−1‖1,k.
Combining this with Proposition A.1, we deduce




H + CBCloc `




≤ ϑm‖ũ0H − u0‖1,k
+ 2γ−1Cint
(
H + ClocCB `













H + CBCloc `




which concludes the proof. 
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