On a class of dynamical systems with emerging cluster structure  by Bertotti, Maria Letizia
J. Differential Equations 249 (2010) 2757–2770Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
On a class of dynamical systems with emerging cluster
structure
Maria Letizia Bertotti
Facoltà di Scienze e Tecnologie, Libera Università di Bolzano, Italy
a r t i c l e i n f o a b s t r a c t
Article history:
Received 25 January 2010
Available online 21 March 2010
Keywords:
Dynamical systems
Qualitative analysis
Cluster formation
In this paper we discuss and analyze a two-parameter family of
systems of quadratic ordinary differential equations of interest in
applied sciences, whose dynamics exhibits an emerging cluster
structure.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The formation of clusters and aggregations within communities of several interacting individuals is
a common feature in the real world, occurring in different ﬁelds and different circumstances. Swarms
of animals like ﬁsh, insects, birds and, in a more conceptual sense, groups of people, gathered together
by some cultural or political aﬃnity, are probably among the ﬁrst examples that come to the mind in
this connection. Accordingly, the challenge rises for applications-oriented mathematicians to try and
formulate suitable models, somehow able to explain these phenomena.
The content of this paper is aimed at providing a contribution, albeit partial and speciﬁc, in this
direction. In fact, we here discuss and analyze a class of dynamical systems, which have been derived
in [7] in the modeling context of opinion formation processes, whose dynamics exhibits an emerging
cluster structure.
To be more precise on the peculiar character of the present investigation, we start recalling that,
in recent years, several works have been published in the physical and mathematical literature, in
the area of complex systems, focused on collective phenomena in the social sciences. In particular,
the formation of opinions with regard to a given issue within a group of interacting individuals has
been explored with methods taken from statistical mechanics [3,10,16] and kinetic theory [5,6,17],
also in conjunction with network structure concepts [11] and agent based techniques [19]. Speciﬁc
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[9] and [18] (see also [12]), and then variously extended and analyzed in other papers (see, e.g., [19,
8,13,14]). Such a model describes the evolution in time of the opinion, represented by a continuous
scalar variable, of a ﬁnite set of agents. Its basic ingredient consists of the assumption that individuals
adjust their opinion as a result of random binary encounters, but only whenever their difference
in opinion is below a given threshold. A number of computational simulations has been performed,
which systematically show the formation in the long run of several clusters, whose number is a
decreasing function of the mentioned threshold.
In [7], the task was taken up to provide an analytical proof of this cluster emergence phenomenon.
In view of that, a discrete version of the bounded conﬁdence model was formulated, the term “dis-
crete” referring to the possible values of the opinion variable. This version relies on a discrete active
particle kinetic framework developed in [5] (see also [6]) and is expressed by a two-parameter fam-
ily of systems of ordinary differential equations. The two parameters correspond to the number n of
admissible opinions and to the threshold m which separates close and distant opinions respectively.
A qualitative analysis was carried out for particular values of the parameters n and m, speciﬁcally,
for n = 5 and m = 3, leading to rigorous conclusions as for the asymptotic behavior of the considered
systems.
The goal of the present paper is to analytically study as a whole, namely for any admissible value
of n and m, the family of systems introduced in [7]. In fact, we ﬁrst characterize the equilibrium con-
ﬁgurations and then investigate their attractivity properties. This leads us to draw general conclusions
about the long term behavior of this class of systems, which conﬁrm and explain the numerical data
(see Theorem 3.2).
The organization of this paper is as follows: in Section 2, the dynamical systems derived in [7]
are recalled for the reader’s convenience. Their equilibria are found in the ﬁrst of three subsections
of Section 3. In the second subsection, the existence of some functions is established, which enjoy
particular properties along the solutions of the systems. The informations provided by these functions
are then employed in the third subsection to investigate the asymptotic properties of the equilibria.
Finally, Section 4 contains some summarizing comments and observations on the subject of this paper,
also addressed to possible future developments.
2. The two-parameter family of ODE systems
Dynamical systems of the form
dfi
dt
=
n∑
h=1
n∑
k=1
ηhkC
i
hk fh fk, i = 1, . . . ,n, (1)
with the meaning of the symbols given in the next lines, have been proposed in [7], towards modeling
of opinion dynamics.
• Here, f i for i = 1, . . . ,n denotes the fraction of individuals of a population, that share, with
respect to a given issue, the opinion ui . In turn, ui represents the “activity” variable (see [2]) and
belongs to the ﬁnite set
Iu = {u1, . . . ,ui, . . . ,un} (2)
of admissible opinions, ordered in such a way that u1 and un represent the opposite opinions and
near indices denote near opinions. One should think of Iu as of a mathematical representation of the
schematic subdivision of opinions that typically appears in questionnaires.
• The interaction rates ηhk ∈ R+ for h,k = 1, . . . ,n, express the number of encounters per unit
time between individuals with opinion uh and individuals with opinion uk and
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The nonzero elements in the table of the transition
probability densities Aihk .
if h = k: Ai=hhk = 1
if h = k, |h − k|m:
{
if h < k: Ai=h+1hk = 1
if h > k: Ai=h−1hk = 1
if h = k, |h − k| >m: Ai=hhk = 1
Table 2.2
The nonzero elements in the table of the Cihk .
Cii−1,k = 1 if i k i +m − 1
Ciik = −1
{
if i + 1 k i +m
if i −m k i − 1
Cii+1,k = 1 if i −m + 1 k i
C ihk = Aihk − Lihk, (3)
for i,h,k = 1, . . . ,n, where
• the transition probability densities Aihk ∈ R+ , satisfying
n∑
i=1
Aihk = 1 ∀h,k = 1, . . . ,n, (4)
express the probability density that an individual with opinion uh ends up with opinion ui after an
interaction with an individual with opinion uk and
• the Lihk are deﬁned so that the only nonzero elements are Liik = 1 for i,k = 1, . . . ,n.
To simplify matters, ηhk = 1 for any h,k = 1, . . . ,n was assumed in [7], as will be here, which
amounts to postulate homogeneity in the interaction frequency of the individuals.
Moreover, to mimic the compromise process which characterizes the bounded conﬁdence model,
the values appearing in Table 2.1 were attributed to the transition probability densities (notice that
only the nonzero elements are explicitly written).
The parameter m with 2m n−1 represents the closeness threshold for the maximal difference
of the indices of the involved opinions.
In view of the choice of the Aihk as in Table 2.1 and of the deﬁnition of the L
i
hk , the only nonzero
elements Cihk are as in Table 2.2.
Eqs. (1), governing the evolution in time of f i for = 1, . . . ,n, become
dfi
dt
=
∑
i−m+1ki
f i+1 fk +
∑
iki+m−1
f i−1 fk −
∑
i−mki−1
f i fk −
∑
i+1ki+m
fi fk, (5)
or, equivalently (due to the cancellation of some terms),
dfi
dt
=
∑
i−m+1ki−1
f i+1 fk +
∑
i+1ki+m−1
f i−1 fk −
∑
i−mki−2
f i fk −
∑
i+2ki+m
fi fk, (6)
for any i = 1, . . . ,n.
A warning is in order at this point: here and throughout the paper, terms as those appearing in
the sums in (5) and (6) should only be considered effectively present whenever they are meaningful;
for example, a monomial containing f i+1 f i−m+1 is only meaningful provided m i  n − 1.
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to take it to be odd, so as to conceive the existence of a middle opinion. Furthermore, it will be
meaningful with respect to the cluster question to assume n larger than 5.
For ﬁxed n and m with 2m n − 1, (6) is a system of quadratic ordinary differential equations,
with homogeneous right-hand side.
The well-posedness of the model and the positive invariance of the standard (n− 1)-simplex were
established in [7] (actually, the proof follows from a more general result going back to [4] and [5]):
for any given set { f i0} with f i0  0 for i = 1, . . . ,n, such that ∑ni=1 f i0 = 1, the solution f (t) =
( f1(t), . . . , fn(t)) of (6), satisfying the initial condition: f i(0) = f i0 for i = 1, . . . ,n, exists and is unique
for all t ∈ [0,+∞) and satisﬁes
f i(t) 0 for any i = 1, . . . ,n and
n∑
i=0
f i(t) = 1 for all t  0. (7)
3. Qualitative analysis
3.1. Equilibrium conﬁgurations
The ﬁrst step of a qualitative analysis of the dynamics of (6) consists in the search of the equilib-
rium conﬁgurations. These are to be found as the solutions of the algebraic equation system, which
one obtains by setting equal to zero the r.h.s. of (6):
∑
i−m+1ki−1
f i+1 fk +
∑
i+1ki+m−1
f i−1 fk −
∑
i−mki−2
f i fk −
∑
i+2ki+m
fi fk = 0 (8)
for any i = 1, . . . ,n. The following lemma will be useful in this connection.
Lemma 3.1. Let ( f1, . . . , fn) be a conﬁguration enjoying the following property: if for some l˜ ∈ {1, . . . ,n} one
has
f j = 0 for j = l˜ −m, . . . , l˜ − 2, l˜ − 1 and j = l˜ + 2, l˜ + 3, . . . , l˜ +m + 1, (9)
and possibly
fl˜ = 0 and fl˜+1 = 0, (10)
then all the equations in system (8), ranging from the (l˜ −m)-th to the (l˜ +m + 1)-th, hold true.
Proof. We separately consider, in correspondence to any l˜ −m  i  l˜ +m + 1, the four summations
appearing on the l.h.s. in (8). In fact we group together the third and the fourth summation.
• As for the summation
∑
i−m+1ki−1
f i+1 fk, (11)
we argue as follows:
– if i = l˜ −m, . . . , l˜ − 2, then f i+1 = 0 and (11) vanishes;
– if i = l˜ − 1, then l˜ −m k l˜ − 2, and this implies that fk = 0 and (11) vanishes;
– if i = l˜, then l˜ −m + 1 k l˜ − 1, and this implies that fk = 0 and (11) vanishes;
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– if i = l˜ +m + 1, then l˜ + 2 k l˜ +m, and this implies that fk = 0 and (11) vanishes.
• As for the summation
∑
i+1ki+m−1
f i−1 fk, (12)
we argue as follows:
– if i = l˜ −m, then l˜ −m + 1 k l˜ − 1, and this implies that fk = 0 and (12) vanishes;
– if i = l˜ −m + 1, . . . , l˜, then f i−1 = 0 and (12) vanishes;
– if i = l˜ + 1, then l˜ + 2 k l˜ +m, and this implies that fk = 0 and (12) vanishes;
– if i = l˜ + 2, then l˜ + 3 k l˜ +m − 1, and this implies that fk = 0 and (12) vanishes;
– if i = l˜ + 3, . . . , l˜ +m + 1, then f i−1 = 0 and (12) vanishes.
• As for the summation
∑
i−mki−2
i+2ki+m
fi fk, (13)
we argue as follows:
– if i = l˜ −m, . . . , l˜ − 1, then f i = 0 and (13) vanishes;
– if i = l˜, then either l˜ −m k l˜ − 2 or l˜ + 2 k l˜ +m. In each case, fk = 0 and (13) vanishes;
– if i = l˜+ 1, then either l˜−m+ 1 k l˜− 1 or l˜+ 3 k l˜+m+ 1. In each case, fk = 0 and (13)
vanishes;
– if i = l˜ + 2, . . . , l˜ +m + 1, then f i = 0 and (13) vanishes. 
It is convenient introducing the following deﬁnition: we call cluster a group of consecutive nonzero
components f i surrounded by zero components.
The following result can now be proved.
Theorem 3.1. The equilibria of system (6) are all the conﬁgurations ( f1, . . . , fn) displaying clusters composed
by at most two non-empty classes surrounded on their left and on their right by at least m empty classes.
We stress that m empty classes on the left or on the right of two possibly non-empty classes, as
well as two non-empty classes are only required in the characterization of the clusters considered in
Theorem 3.1, whenever this requirement is meaningful. To give some concrete example, if n = 5 and
m = 3, the conﬁgurations (a,0,0,0,1− a) and (0,a,1− a,0,0) with a ∈ [0,1] are indeed of the kind
mentioned in Theorem 3.1 and are equilibria of (6) where n = 5 and m = 3.
Proof of Theorem 3.1. First of all, we observe that any conﬁguration ( f1, . . . , fn) displaying clusters
of the type as in the statement of the theorem is an equilibrium. This can be seen by verifying, for
any cluster of that type, the validity of the equations in system (8), whose indices i range from l˜ −m
to l˜ +m + 1, whenever fl˜ and fl˜+1 are the two classes composing the cluster.
Next, we need to prove that no other equilibria of (6) exist, in addition to the conﬁgurations
enjoying the property stated in Theorem 3.1. Towards this goal, we will show that
(i) if the conﬁguration ( f1, . . . , fn) has two nonzero components which are separated by a number
r of zero components, with 1 r <m, then the conﬁguration is not an equilibrium for (6);
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Fig. 2. A sketch of the situation in case (ii).
(ii) if the conﬁguration ( f1, . . . , fn) has three contiguous nonzero components, then the conﬁguration
is not an equilibrium for (6).
As for (i), we call without loss of generality fh∗ and fk∗ , with h∗ < k∗ = h∗ + r + 1 < h∗ +m + 1,
the two nonzero components. Consider now the (k∗ − 1)-th equation in system (6) (and see Fig. 1):
dfk∗−1
dt
=
∑
k∗−mkk∗−2
fk∗ fk +
∑
k∗kk∗+m−2
fk∗−2 fk
−
∑
k∗−m−1kk∗−3
fk∗−1 fk −
∑
k∗+1kk∗+m−1
fk∗−1 fk. (14)
Since, by assumption, fk∗−1 = 0, the third and the fourth summation in the r.h.s. of (14) vanish.
The r.h.s. of (14) is therefore non-negative. Furthermore, we may conclude that it is strictly positive,
since it contains at least the positive term fk∗ fh∗ . And this is suﬃcient to conclude that ( f1, . . . , fn)
is not an equilibrium.
As for (ii), call fl∗ , fl∗+1, fl∗+2 the three contiguous nonzero components. By assumption, on the
left of fl∗ there are m empty classes provided lm+ 1 and l∗ − 1 empty classes provided l∗ <m+ 1.
Look at the l∗-th equation in system (6) (and see Fig. 2):
dfl∗
dt
=
∑
l∗−m+1kl∗−1
fl∗+1 fk +
∑
l∗+1kl∗+m−1
fl∗−1 fk
−
∑
l∗−mkl∗−2
fl∗ fk −
∑
l∗+2kl∗+m
fl∗ fk. (15)
M.L. Bertotti / J. Differential Equations 249 (2010) 2757–2770 2763The ﬁrst and the second summation in the r.h.s. of (15) vanish. Consequently, the r.h.s. of (15)
is non-positive. And in fact, the presence of at least a nonzero term, − fl∗ fl∗+2, guarantees that it is
strictly negative. Again, this is suﬃcient to conclude that ( f1, . . . , fn) is not an equilibrium. 
Remark 3.1. Theorem 3.1 solves the conjecture which was formulated in [7]. In particular, it implies
that the number of clusters in a stationary opinion distribution decreases as the closeness threshold
m increases.
3.2. Auxiliary results
Call
Σ =
{
( f1, . . . , fn) ∈ Rn:
n∑
i=1
f i = 1
}
.
We introduce the function Q : Σ → R, deﬁned as
Q ( f1, . . . , fn) =
n∑
i=1
(i − 1)
(n − 1) f i . (16)
Q is a ﬁrst moment, which takes values in [0,1] and represents the “average opinion”. The following
result can now be proved.
Proposition 3.1. The function Q is a ﬁrst integral for system (5).
Proof. We will employ an induction procedure on the parameter m to prove this statement. To start
with, evaluating the derivative of Q along the solutions of (5), we get
dQ
dt
= 1
(n − 1)
n∑
i=2
(i − 1)dfi
dt
= 1
(n − 1)
n∑
i=2
(i − 1)
( ∑
i−m+1ki
f i+1 fk +
∑
iki+m−1
f i−1 fk
−
∑
i−mki−1
f i fk −
∑
i+1ki+m
fi fk
)
,
which can be written as
dQ
dt
= 1
(n − 1)
n∑
i=2
(i − 1)[ f i+1( f i−m+1 + f i−m+2 + · · · + f i−1 + f i)
+ f i−1( f i + f i+1 + · · · + f i+m−2 + f i+m−1)
− f i( f i−m + f i−m+1 + · · · + f i−2 + f i−1)
− f i( f i+1 + f i+2 + · · · + f i+m−1 + f i+m)
]
. (17)
Denote now by P (m) the statement according to which the r.h.s. in (17) is equal to zero.
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provided m = 1.
This is in fact trivial because, if m = 1, the r.h.s. of (17) simpliﬁes to
1
(n − 1)
n∑
i=2
(i − 1)[ f i+1 f i + f i−1 f i − f i f i−1 − f i f i+1] = 0.
We notice en passant that, if m = 1, no dynamics takes place: every point is an equilibrium.
The second step, which concludes the proof, amounts to show that if P (m) holds true for a natural
number m, then P (m + 1) holds true too. Assume then the r.h.s. of (17) to be equal to zero. It is
immediate checking that, in view of this assumption, proving that P (m + 1) holds true reduces to
proving that the following equation holds true:
n∑
i=2
(i − 1)[ f i+1 f i−m + f i−1 f i+m − f i f i−m−1 − f i f i+m+1] = 0, (18)
or equivalently that the equation
n∑
i=2
(i − 1)[ f i−m fi+1 + f i−1 f i+m − f i−m−1 f i − f i f i+m+1] = 0 (19)
holds true. The l.h.s. in (19) is the same as in (18), but it is written with a change of the order of the
factors in some monomials, in such a way that the component f j with the lower index j appears on
the left and the component with the higher index on the right.
We observe that any monomial appearing in the summation in (19) contains a product of the form
fq fq+m+1
for some q ∈ {1, . . . ,n}. We then calculate, for any ﬁxed q ∈ {1, . . . ,n}, the coeﬃcient in front of
fq fq+m+1, obtained as the sum of four contributions:
– if i −m = q, then (i − 1) f i−m fi+1 = (q +m − 1) fq fq+m+1,
– if i − 1 = q, then (i − 1) f i−1 f i+m = qfq fq+m+1,
– if i −m − 1 = q, then −(i − 1) f i−m−1 f i = −(q +m) fq fq+m+1,
– if i = q, then −(i − 1) f i f i+m+1 = −(q − 1) fq fq+m+1.
The sum of these four contributions is
(q +m − 1+ q − q −m − q + 1) fq fq+m+1 = 0. (20)
From the arbitrariness of q ∈ {1, . . . ,n}, the validity of (19) follows. 
As the second step, we introduce the second moment K : Σ → R, deﬁned as
K ( f1, . . . , fn) =
n∑
i=1
(i − 1)2
(n − 1)2 f i . (21)
Proposition 3.2. The function K is non-increasing along the solutions of system (5).
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dK
dt
= 1
(n − 1)2
n∑
i=2
(i − 1)2 dfi
dt
= 1
(n − 1)2
n∑
i=2
(i − 1)2
( ∑
i−m+1ki
f i+1 fk +
∑
iki+m−1
f i−1 fk
−
∑
i−mki−1
f i fk −
∑
i+1ki+m
fi fk
)
. (22)
We now argue by induction, in a similar way as in the proof of Proposition 3.1.
We let S(m) denote the statement according to which the r.h.s. in (22) is non-positive.
The statement S(1) is true. Indeed, if m = 1, the r.h.s. of (22) becomes
1
(n − 1)2
n∑
i=2
(i − 1)2[ f i+1 f i + f i−1 f i − f i f i−1 − f i f i+1],
which evidently vanishes.
Assume now that S(m) holds true for a natural number m and consider the statement S(m + 1).
Again, it is not diﬃcult checking that
dK
dt |m+1
= dK
dt |m
+ 1
(n − 1)2
n∑
i=2
(i − 1)2[ f i−m fi+1 + f i−1 f i+m − f i−m−1 f i − f i f i+m+1], (23)
where dKdt |m denotes the derivative of K along the solutions of system (5) with closeness threshold m.
Hence, the proof is complete provided we show that the second addendum on the r.h.s. of (23), or
equivalently the summation appearing on the r.h.s. of (23), is non-positive.
As in the proof of Proposition 3.1, we calculate for any ﬁxed q ∈ {1, . . . ,n}, the coeﬃcient in front
of fq fq+m+1 in that summation. We see that
– if i −m = q, then (i − 1)2 f i−m fi+1 = (q +m − 1)2 fq fq+m+1,
– if i − 1 = q, then (i − 1)2 f i−1 f i+m = q2 fq fq+m+1,
– if i −m − 1 = q, then −(i − 1)2 f i−m−1 f i = −(q +m)2 fq fq+m+1,
– if i = q, then −(i − 1)2 f i f i+m+1 = −(q − 1)2 fq fq+m+1.
Adding together these four contributions, we get
−2mfq fq+m+1  0. (24)
From the arbitrariness of q ∈ {1, . . . ,n}, the thesis follows. 
A further auxiliary step consists in the introduction of additional real-valued functions de-
ﬁned on Σ , which are in fact higher-order moments. In this connection, let M(k) : Σ → R, for
k = 0,1,2,3, . . . , be deﬁned as
M(k)( f1, . . . , fn) =
n∑ (i − 1)k
(n − 1)k f i . (25)
i=1
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ﬁrst integral. In the present situation, we have in fact M(0)( f1, . . . , fn) ≡ 1. As well, the function M(1)
is a ﬁrst integral. Indeed, M(1) coincides with Q . Also, M(2) coincides with K .
We know by Proposition 3.2 that K is a non-increasing function along the solutions of the system
(5). What we will prove next is that for any k ∈ N, k 2, the function M(k) enjoys similar properties.
Indeed, we may state the following result.
Proposition 3.3. The function M(k) with k 2 is non-increasing along the solutions of system (5).
Proof. In this proof we will employ induction arguments twice. Precisely, we will ﬁrst employ induc-
tion with reference to the power k and then also with reference to the parameter m.
If k = 2, the statement in this proposition coincides with the statement of Proposition 3.2, which
has been already proved.
Assume now the function M(k) for an integer number k  2 to be non-increasing along the so-
lutions of system (5). We show that this implies the same property for the function M(k+1) as well.
Towards this goal, we proceed arguing by induction on the parameter m (in contrast, k is now ﬁxed)
and distinguish two steps.
The ﬁrst step amounts to the veriﬁcation of the non-positivity, when m = 1, of the Lie derivative
of M(k+1) . This check is trivial, such a derivative being given in this case by
dM(k+1)
dt
= 1
(n − 1)k+1
n∑
i=2
(i − 1)k+1[ f i+1 f i + f i−1 f i − f i f i−1 − f i f i+1].
Indeed, this expression vanishes, independently of k, due to the vanishing, for any i = 2, . . . ,n, of the
quantity inside the brackets.
The next step amounts to proving that
dM(k+1)
dt |m
 0 implies dM(k+1)
dt |m+1
 0.
In a similar way as in the proof of Proposition 3.2, we see that
dM(k+1)
dt |m+1
= dM(k+1)
dt |m
+ 1
(n − 1)k+1
n∑
i=2
(i − 1)k+1[ f i−m fi+1 + f i−1 f i+m − f i−m−1 f i − f i f i+m+1].
Hence, it will be suﬃcient proving, e.g. that, for any ﬁxed q ∈ {1, . . . ,n}, the coeﬃcient of fq fq+m+1
in the summation on the r.h.s. of this identity is non-positive. We have that
– if i −m = q, then (i − 1)k+1 f i−m fi+1 = (q +m − 1)k+1 fq fq+m+1,
– if i − 1 = q, then (i − 1)k+1 f i−1 f i+m = qk+1 fq fq+m+1,
– if i −m − 1 = q, then −(i − 1)k+1 f i−m−1 f i = −(q +m)k+1 fq fq+m+1,
– if i = q, then −(i − 1)k+1 f i f i+m+1 = −(q − 1)k+1 fq fq+m+1.
In conclusion, the coeﬃcient of fq fq+m+1 is
(q +m − 1)k+1 + qk+1 − (q +m)k+1 − (q − 1)k+1
= [(q +m − 1)k + qk − (q +m)k − (q − 1)k]q + [(q +m − 1)k − (q +m)k](m − 1). (26)
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tion, we may conclude that the expression in (26) is non-positive, which proves the claim. 
3.3. Asymptotic behavior
We are now in the position to prove the following result.
Theorem 3.2. For any given set { f i0} with fi0  0 for i = 1, . . . ,n, such that ∑ni=1 f i0 = 1, the solution
f (t) = ( f1(t), . . . , fn(t)) of (6), satisfying the initial condition: f i(0) = f i0 for i = 1, . . . ,n, tends, as t tends
to inﬁnity, to one of the equilibria whose existence is stated in Theorem 3.1, i.e. to one equilibrium proﬁle
displaying clusters with at most two non-empty classes, surrounded on their left and on their right by at least
m empty classes.
Proof. Take an initial condition f0 = ( f10, . . . , fn0) with f i0  0 for i = 1, . . . ,n and such that∑n
i=1 f i0 = 1. According to the well-posedness property recalled in Section 2, the (unique) solution
f (t) = ( f1(t), . . . , fn(t)) of (6), satisfying f i(0) = f i0 for i = 1, . . . ,n, remains for all times in a compact
region. This guarantees that the positive limit set ω+( f0) ⊂ Σ relative to ( f10, . . . , fn0) is compact and
non-empty. More speciﬁcally, we want to show that it consists of a single equilibrium point. This will
ensure that f (t) asymptotically tends to that equilibrium, which is one among those established in
Theorem 3.1.
Assume the existence of at least two points, x = (x1, . . . , xn) and y = (y1, . . . , yn) in the positive
limit set ω+( f0). Our ﬁrst observation is that, if x and y are two distinct points in ω+( f0) ⊂ Σ , x = y,
then for at least one, say M
(l˜) , among the n functions M(i) with i = 0,1,2, . . . ,n − 1, one has
M
(l˜)(x) = M(l˜)(y), (27)
and certainly l˜ = 0 and l˜ = 1.
Indeed, if M(i)(x) = M(i)(y) would hold true for any i = 0,1,2, . . . ,n − 1, we could express this
statement by writing
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 · · · 1
0 (2−1)
(n−1)
(3−1)
(n−1) · · · (n−1)(n−1)
0 (2−1)
2
(n−1)2
(3−1)2
(n−1)2 · · · (n−1)
2
(n−1)2
...
...
...
. . .
...
0 (2−1)
n−1
(n−1)n−1
(3−1)n−1
(n−1)n−1 · · · (n−1)
n−1
(n−1)n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
y1 − x1
y2 − x2
y3 − x3
...
yn − xn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
0
0
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎠
. (28)
The matrix appearing on the l.h.s. of (28) reminds the n × n Vandermonde matrix (see, e.g., [15]):
V =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 α1 α21 · · · αn−11
1 α2 α22 · · · αn−12
1 α3 α23 · · · αn−13
...
...
...
. . .
...
1 αn α2n · · · αn−1n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (29)
whose determinant is well-known to be equal to
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∏
1i< jn
(α j − αi). (30)
In fact, the matrix in (28) is nothing but the transpose of the Vandermonde matrix V with the choice
of elements:
α1 = 0, α2 = (2− 1)
(n − 1) , α3 =
(3− 1)
(n − 1) , . . . , αn =
(n − 1)
(n − 1) .
Hence, the determinant of the matrix in (28) is different from zero, which yields y = x. Since by
assumption, y = x, we may conclude that (27) holds true for some l˜ ∈ {0,1,2, . . . ,n}. Lastly, l˜ = 0 and
l˜ = 1, because
M(0)(x) = 1 = M(0)(y) and M(1)(x) = M(1)( f0) = M(1)(y).
Having proved (27), we now proceed with the contradiction argument. We recall that, since the
points x and y belong to the positive limit set ω+( f0) ⊂ Σ relative to ( f10, . . . , fn0), there exist
two sequences of real numbers {sn} and {tn} with sn → +∞ and tn → +∞ as n → +∞, which in
particular can be chosen so that
s1 < t1 < s2 < t2 < · · · , (31)
such that
∣∣ f (sn,0, f0) − x∣∣→ 0 as n → +∞,
and
∣∣ f (tn,0, f0) − y∣∣→ 0 as n → +∞,
where f (t,0, f0) denotes the solution at time t of (6), such that f (0,0, f0) = f0. Equivalently, there
exist two diverging real sequences {sn} and {tn}, which satisfy (31), and such that, for any ε > 0, there
exists a positive integer Nε ∈ N, having the property that
∣∣ f (sn,0, f0) − x∣∣< ε provided n Nε, (32)
and
∣∣ f (tn,0, f0) − y∣∣< ε provided n  Nε. (33)
Take now the function M
(l˜) , which satisﬁes (27). Without loss of generality, we may assume
M
(l˜)(x) > M(l˜)(y).
Since M
(l˜) is continuous (indeed, all functions M(k) with k = 0,1, . . . ,n − 1 are linear in the variables
f1, . . . , fn), for any ε > 0 there exists a δ(ε) > 0, such that
∣∣M
(l˜)(z) − M(l˜)(x)
∣∣< ε provided |z − x| < δ(ε), (34)
and
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(l˜)(z) − M(l˜)(y)
∣∣< ε provided |z − y| < δ(ε). (35)
Combining together (32), (33), (34) and (35), we have for any ε > 0, that, if n Nδ(ε) , then
∣∣M
(l˜)
(
f (sn,0, f0)
)− M
(l˜)(x)
∣∣< ε, (36)
and
∣∣M
(l˜)
(
f (tn,0, f0)
)− M
(l˜)(y)
∣∣< ε. (37)
Take now ε, satisfying
0< ε <
M
(l˜)(x) − M(l˜)(y)
3
.
Then,
M
(l˜)
(
f (sn+1,0, f0)
)
> M
(l˜)(x) − ε = M(l˜)(x) − M(l˜)(y) + M(l˜)(y) − ε
> 3ε + M
(l˜)(y) − ε = 2ε + M(l˜)(y)
> 2ε + M
(l˜)
(
f (tn,0, f0)
)− ε = ε + M
(l˜)
(
f (tn,0, f0)
)
.
But this is in contrast with the non-increasing character of M
(l˜) along the solutions of system (5),
which has been established in Proposition 3.3. The claim is proved. 
4. Concluding comments
In this paper, a two-parameter family, say F , of systems of quadratic ordinary differential equa-
tions is studied. An analytical proof is given of the property of these systems, according to which all
solutions to initial data problems with initial data in the positively invariant standard (n− 1)-simplex
converge in the long run to equilibria characterized by the presence of clusters. The family F repre-
sents a suitable version of a model of opinion formation dynamics, the so-called bounded conﬁdence
model, which has deserved a certain attention in the physical literature [8,9,12–14,18,19]. Such a ver-
sion was formulated in [7], where also a qualitative analysis of the systems for a particular choice of
the parameters was carried out. We emphasize in this connection that the speciﬁc goal of the present
paper was to provide an analytical treatment of the family as a whole, and to give a general proof of
the occurrence of asymptotic features of the dynamics, expected on the basis of many simulations.
The result in Theorem 3.2 may be interpreted as stating the coexistence in the long run of several
opinion clusters, namely the occurrence of pluralism. Furthermore, it suggests that the number of
opinion clusters decreases as open mindedness of the individuals community under study increases.
We don’t have right now empirical data to exhibit for a validation of the model. We notice however
that the conclusions look certainly reasonable from the point of view of every day experience.
Interesting widenings of the model discussed here could concern the introduction of heteroge-
neous bounds of conﬁdence and the consideration of multidimensional opinions.
Finally, we point out that systems like those under investigation here could probably play a role
also in different situations, in which several organisms/particles/individuals interact under the action
of some cohesive and attractive forces. Needless to stress, this is a topical issue; in this connection,
see also [1], where a similar task is addressed with different methods.
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