Communication at the nanoscale can enhance capabilities for nanodevices, and at the same time open new opportunities for numerous healthcare applications. One approach towards enabling communication between nanodevices is through molecular communications. While a number of solutions have been proposed for molecular communication (e.g. calcium signaling, molecular motors, bacteria communication), in this paper we propose the use of neuronal networks for molecular communication network. In particular we provide two design aspects of neuron networks, which includes, (i) the design of interface between nanodevice and neurons that can initiate signaling, and (ii) the design of transmission scheduling to ensure that signals initiated by multiple devices will successfully reach the receiver with minimum interference. The solution for (i) is developed through wet lab experiments, while the solution for (ii) is developed through genetic algorithm optimization technique, and is validated through simulations.
[Type text] Firstly, they focus on the signal transmission and analysis, and investigated the existing critical crossover value regarding the loss of connections by studying the robustness and degradation of dynamics on a network by varying the number of connections which corresponds to the synapses of the biological neural networks. The authors later developed a model to discover the results of synapse loss which can occur in biological systems under certain diseases, such as Alzheimer's and Parkinson's [15] .
Breskin et al [16] set up an experimental design to determine statistical properties of living neural network. They separate the initially connected network to the fully disconnected smaller clusters and use a graph-theoretic approach to study the connectivity. It is observed that if the network's connectivity increases, a percolation transition occurs at a critical synaptic strength. Their study also indicates that connectivity of neural networks is based on Gaussian distribution rather than scale free network. Gabay et al [17] developed a new approach of pre-defined geometry of neuronal network clusters using carbon nanotube clusters. In the proposed approach, neurons migrate on low affinity substrate to high affinity substrate on a lithographically defined carbon nanotube template. Upon reaching the high affinity substrates, the neurons will form interconnected networks by sending neurite messages. A number of works have also looked at mechanism to stimulate neurons, such as the use of LED matrix [28] .
Numerous works have studied network properties of neurons, such as connectivity and topology formation network. However, we take a number of these studies further by utilizing the understanding of these networks, and the ability to use them to support molecular communications.
Properties of Neuron Signaling
This section will describe the properties of neurons, where these properties will be used for the design process described in the later sections. Neurons are a basic unit of a neuronal network, where its structure is composed of the cell body, dendrites, the axon and its terminals [18] . Neurons have tremendous abilities to self-organize and form networks through transmission of neurites, as discussed earlier in the works of Gabay et al [17] . Fig. 1 shows an example of neurons that have self-organized into a network. Figure 1 . Examples of pattern of connections in a self organised network of neurons; please note cell bodies (or soma), axons (larger filaments) and dendrites (smaller filaments). (magnification x20). 2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 [Type text]
As a component of the neural network, neurons are able to process information in two forms, which are electrical and chemical signals. The signaling process is created from an action potential depolarization in the pre-synaptic membrane that opens the Voltage Operated Channels (VOCs), which in turn potentiates the influx of extracellular calcium ions (Ca 2+ ) [19] . Therefore, increases in intracellular calcium concentration initiate exocytosis of synaptic vesicles containing neurotransmitters. The neurotransmitters are transmitted through the synapse between the axon terminal of the pre-synaptic neuron and the post-synaptic neuron. Therefore, the action potential can be seen as a travelling gradient of ions concentration (Na + /K + , Ca 2+ ) along the whole length of the cell structure. Based on this property, the information that is transferred from one neuron to the next can be considered as the action potential that is generated by a cascade of chemical events occurring on the surface of the cell membrane. Calcium signaling has an inherent property, which is illustrated in Fig. 2 We performed experiments to demonstrate this activation process, using primary cortical neuronal cultures obtained from 1-day old rats and plated on customized Microelectrode Arrays (MEAs). In this experiment, Acetylcholine (ACh) is the agonist used to stimulate firing of neuronal action potentials while Mecamylamine is the antagonist which suppresses neuronal firing, thus exhibiting a switch-like function. Neural communication can be demonstrated by Ca 2+ signaling using in vitro cultures. Increasing intracellular Ca 2+ signifies neuronal activation by enhancing neurotransmitter release and thus potentiating action potentials between neurons. Fig.  4 demonstrates the results from the experiment to show the activation of neurons. Relative mean fluorescent intensity as a measure of basal Ca 2+ activity was recorded. For application of ACh (20mM) at 40secs, a steady increase of Ca 2+ ions was detected while addition of Mecamylamine (5mM) indicated that Ca 2+ ion flow was suppressed since fluorescence was reduced below basal levels. Therefore, demonstrating the ability for external sensor devices to use these agents to switch on/off signaling onto the neuron network. At the same time, the experiment also strengthens the idea that Ca 2+ is a valid marker to track signals transmitted between two neurons.
Fig . 5 demonstrates the results of the experiments on the MEA, where measurements are taken at different points of the network. As we can see in Fig. 5 (a) , the majority of neurons were in a dormant state during basal measurement. However, following ACh application (Fig 5 (b) ), potentiates neuronal firing, thus increasing Ca 2+ fluorescence intensity. Conversely, Mecamylamine (Fig 5 c) suppresses neuronal firing and decreases Ca 2+ intensity. In this particular experimental example, the white arrow is where the ACh is applied, and shows the neuron firing, and another measurement point is taken at the black arrow, showing the signal propagation. The application of ACh could represent a digital 1 bit transmission through the neuronal network. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 [Type text] 
Design of scheduling protocol for Neuronal Network
The previous section presented our solution for initiating Ca 2+ signaling on a neuron from an external sensor device. However, if the sensors emit ACh randomly to initiate signaling, this could lead to large number of interferences in the neuron network, which in turn can lead to corruption of information in the receiver. Therefore, a next requirement in our design is a scheduling protocol to ensure that minimum interference will be encountered during transmission to ensure that signals received are not corrupted. We return back to our scenario presented in the previous section, which is illustrated in Fig. 6 . As illustrated in the figure, our aim is to ensure that initiated signals will not result in any collisions during the transmission along the network to a single receiver. The main aspect of this study is the interaction between the normal activity of the neuron network and the packages of information "injected" simultaneously on the very same "line". As discussed above, the neurons possess a refractory period in which no signals can be transmitted. This results in a sort of bus timing for the signals to pass through the network. Matching the electric signal carried by the action potetntial with the Ca 2+ it may be possible to create a parallel communication system that will not compete with the natural one. Fig. 7 illustrates our single bit -Time Division Multiplex Access (TDMA) scheduling,where we aim to schedule the firing of specific neuron with respect to time. Fig. 7 (a) -(d) shows the neurons that are fired with respect to time, while Fig. 7 (e) shows this from a time division perspective (each color represents a single bit of information transmitted from a specific sensor). Fig. 7 (e) also shows the single bit transmission for each time slot. The reason that only a single bit is transmitted per slot is based on two assumptions -(1) there are only two amplitudes that can be produced for bit 1 and 0, and (2) after transmitted, the neuron has a waiting time of T R during the refractory period, where this waiting time can be used by another sensor to transmit to maximize parallel transmission.
Before we explain our TDMA scheduling algorithm, we will first describe some inherent differences between a neuron link and a wireline communication link. In most communication networks, each link will usually have different bandwidth values. Therefore, the routing process between a source to destination will usually be able to accommodate a number of flows. However, this is different in the case of a neuron link, where each link of the neuron can only accommodate finite number capacity (this capacity may only represent a single bit). At the very same time, once a neuron is fired, as described in section 3 (Fig. 2) , there is a refractory period where the Ca 2+ is required to settle and return back to the IP3 store. During this refractory period, no signal can be transmitted through the neuron. However, this is different from a conventional wireline link, where flows that are terminated can accommodate new flows immediately. While there are differences, there are also similarities between the two. Firstly, as signals are propagated from neuron to neuron, this could be compared to a burst-like traffic behavior found in conventional communication links. Secondly, delays in intermediate nodes of a communication network (due to queuing delays) are very similar to synaptic delays found between the junctions of the neurons. We will consider a number of these properties when we are designing our TDMA scheduler for the neuronal network. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 [Type text] The scheduling design for the neuron network is based on an optimization problem, and the specific technique that we have applied is based on genetic algorithm. The following sections will describe background information on genetic algorithm and some of their applications, the problem formulation for the TDMA scheduling protocol, and we will also present the simulation results of our proposed design algorithm.
Genetic Algorithm
Genetic Algorithm is an optimization search heuristic [20] . The search process is through a guided search that is inspired from the natural evolution. The first step is by creating a random initial population of solutions. This initial population will then go through a series of evolutionary generations, where an optimum solution will slowly emerge based on certain genetic operators. These operators include crossover, mutation, and selection. Each solution of the population is called a chromosome, and has an associated fitness function. Therefore, the optimal solution will be achieved, once the fitness function of the population starts to converge and stabilize.
Genetic algorithm has been used in a number of different communication network problems. Example of these problems includes communication network routing [21] [25], as well as network services [22] [23] [24] . In these various applications, genetic algorithms have produced improved performance compared to numerous approaches, both in design and run-time applications. Therefore, in the same way that genetic algorithm has been successfully applied to communication network problems, we aim to re-use this approach for design of scheduling in neuronal networks. At the same time, since our problem is defined as an optimization problem, we believe that genetic algorithm is an appropriate approach. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 [Type text]
Problem Formulation
The objective of our design problem is to maximize the number of signaling messages (x si ) as well as minimize the time difference between the sensors that release the ACh (t a,si ) to activate the signaling, over a period of time T p . Information that is provided for the optimization problem includes the number of sensors s i = (s 1 , s 2 
,… s i ,… s M ),
where M is the total number of sensors; location of the sensors as to which neuron this is connected to; total number of N neurons, where n j = (n 1 , n 2 ,…n j ….n N ); as well as the neuron topology. Therefore, the objectives can be represented as:
where x is the message passing through a neuron. Objective (1) is to maximize the total number of parallel number of neurons transmitting messages in the topology, where  x s i , j,t is the message from sensor s i passing through neuron j at time t.
Objective (2) is to minimize the difference in time (t a,si ) that sensor s i fires the neuron through the release of ACh (the aim here is to pack the firing time between the sensor to be as close as possible). Equation 3 specifies that at a specific time t, the neurons that are fired in the topology must be unique, while equation 4 specifies that all initial timing of a sensor t a must be less that the T p . 
Genetic Operators
Chromosome: As described earlier, the genetic algorithm operates by evolving over a set of solutions, until an optimum solution is reached. Each solution in a genetic
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algorithm is referred to as a chromosome. For our specific application, the chromosome structure for our solution is illustrated in Fig. 8 . The chromosome is composed of a set of sensors, where each sensor is composed of a two-dimensional array, where the rows represent the time steps for the whole time period T p , while the columns represent the neurons of the topology. During the initial population creation, a random initial time t a and neuron n a is selected and set to 1. The next period is set to t a + t and neighbor neuron n j of n a , and this continues until we reach the last neuron of the topology or T p . This procedure is repeated for all sensors. The time steps and neurons that have been set are recorded, so that when there is a conflict, the solution is eliminated, as this is an infeasible solution. The fitness function of each chromosome is calculated as:
Selection: A roulette wheel selection process is used for selection of chromosome solution for the next generation. The roulette wheel selection operates as follows: A total sum of fitness f T for all chromosome is calculated, after which a probability P S is calculated per chromosome by the ratio of f c /f T . Therefore, this ensures that the fitter chromosomes are selected for the next generation.
Crossover: The crossover probability P CO is randomly assigned to each chromosome. After selection of each generation, each chromosome's P CO is checked and compared to a crossover threshold. If the value is over the threshold, a crossover is performed with another chromosome with a higher value threshold. The crossover performed is a single point crossover, where the crossover point is selected randomly at a specific gene in the chromosome.
Mutation:
The mutation is performed by checking if the assigned mutation probability P M is over a threshold. A chromosome selected for mutation is performed by selecting a random time and neuron point in the two-dimensional array of the gene and changing the bit. This is then checked to make sure it's a feasible solution.
Performance
We evaluated our algorithm on two neuronal network topology shown in Fig. 9 . A crucial requirement in our performance evaluation is the development of a suitable topology. A number of studies have investigated neuron network topologies. A common topology to represent tree topology of neuron networks is through using Diffusion Limited Aggregation (DLA) [26] . Through the branching structure, information are transferred and received. We developed a similar random tree-like topology that mimics a dendritic tree of interneuron [26] , where we produced two topologies of size 43 neurons and 151 neurons. We evenly distributed sensors in the topology at a ratio of ¼ to the number neurons. For each topology we only have one single receiver (denoted as R) in the figures.
The configuration parameters for the Genetic Algorithm are shown in Table I . The number of neurons, sensors, as well as total time steps for the simulation is presented in Table II and Table III for Topology 1 and 2, respectively. 
Genetic Algorithm Performance
The performance of our fitness function and its convergence speed is shown in Fig.  10 . We can see that the convergence to the fittest solution converges much faster for Topology 1, compared to Topology 2. For simplicity, we have set the weighting value  of the fitness function to be 0.5. In our future work, we intend to determine the optimal weighting value . 
Neuron Network Performance
Simulation results for GA based scheduling designs for both topologies are illustrated in Table IV , where the tests includes the transmission blocking rate, average neuron utilization, average transmission delay. As expected, the GA based scheduling resulted in successful reception of all transmitted messages for both topologies. Fig . 11 and 12 shows the number of active neurons with respect to the time for the GA based solution and compares this to the random signalling of sensors. The result is aimed to show the number of parallel neurons that are fired in one instance of time.
As stated previously, the goal of the GA fitness function is to maximise neuron utilization and minimise the signaling time between the sensors. For Topology 2, the GA simulation has an average link usage of 1.45 with a minimum of 0 to maximum of 5 whereas the random simulation resulted in an average link usage of 1.24 nodes over all simulations with minimum of 0 and maximum of 6. As can be seen in Fig. 11 and 12, the GA simulation exhibits typical characteristics of TDMA scheduling in that the state of the system is fully determinable at any time.
The sensor locations and resulting transmission schedule from the GA is simulated. For random simulation, sensor locations are distributed normally across the neuron
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network and all transmit events are also normally distributed in the total transmission period (see table IV ). As with GA configuration, each sensor transmits once in the transmission period. We can see that the blocking rate for the random is approximately 0.241 and 0.11 for topology 1 and 2 respectively. The blocking rate is higher in topology one because the transmission events are confined to a much smaller time period and node group. However the average transmission delay is slightly higher than the GA solution. This is expected, since the random signalling does not consider the inteference between sensor signalling, and may initiate signalling very close to each other. The ability to design and construct neuronal networks to specific topology is crucial to the solution that is discussed in this paper. In [31] Jang et al. present a novel method that uses carbon nanotube patterned substrates to direct neuron growth. The authors report highly directional neurite growth along carbon nanotube lines which is attributed to high absorption of neuron adhesion protein by carbon nanotube patterns. This method could be used in our solution to create the neuronal network topologies discussed in this paper. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 [Type text]
[31] M.J. Jang, S. Namgung, S. Hong and Y. Nam, "Directional neurite growth using carbon nanotube patterned substrates as biomimetic cue", Nanotechnology 21 (2010). 
