In this paper the thermodynamical properties of any system whatsoever are deduced from quantum mechanics. Two fundamental irreversible processes are considered: the conversion of other forms of energy into heat, and the flow of heat from one temperature to another. By the proof of a generalized H -theorem, it is shown that in each case the entropy, correctly defined, must increase, and the system tend towards a state of equilibrium.
The first type of process is that studied by Joule's experiments, where the work done in bringing a thermally isolated system from one state to another is measured by mechanical or electrical devices. Joule showed that this adiabatic work is independent of the way it is applied, which proves the first law of thermodynamics. Caratheodory has further shown that one needs only to add the observation that the system cannot return from its final to the initial state in order to prove the existence of entropy and absolute temperature, and the second law of thermo dynamics. Our theoretical model for Joule's experiment consists of a quantummechanical system, subject to an external perturbation which may or may not depend on the time. It is possible to represent in this way any cyclic process which communicates energy to the system, for example, the stirring of a fluid or the oscillations of a piston, as long as the size of the stirring wheel and the displacements of the piston are not too large. The behaviour of the system is described in terms of the constants of the motion of the unperturbed system. A complete solution of the perturbation problem is given (in the first appendix), and it is shown that, if the external potential is independent of the time, the energy is conserved. This verifies that the model corresponds to the thermally isolated system of Joule. Previous work (Born & Fock 1928) has shown that this adiabatic, or rather quasi-static, behaviour holds also for the sufficiently slow variation of any external force. One can now give an atomistic definition of the entropy © in agreement with the known applications to gases and liquids and holding not only in equilibrium, and thereby prove that © always increases in time. If the time-dependent perturbation ceases, starting from any initial state, a state of equilibrium is reached in which the density, given by the diagonal elements of the density matrix, is constant for a state of given energy.
The second type of irreversible process relates to completely isolated systems, where no external work is done. The experimental fact is that if the system consists of initially isolated parts with given entropies which are then brought into energy contact, the parts tend to a state of complete mutual equilibrium such that the total entropy in the final state is greater than in the initial state. At the same time there is a tendency for the redistribution of energy, due to the transfer or conduction of heat. Now, a completely isolated system is and remains in a definite quantum state, and from this standpoint nothing can ever happen in it; it would not even be suscep tible to observation. One has, therefore, to adapt the definitions to these circum stances in a way corresponding exactly to the experimental arrangement. In order to observe a change in the system at all, one has to assume that it consists of several parts in given quantum states which are loosely coupled. This interaction can be treated as a perturbation in the same way as before, with the only difference that the properties of the system are expressed in terms of the constants of the motion of the partial systems, and not of the whole.
The definition of the entropy S is readily modified in a corresponding manner; it can then be shown that S always increases, and that a final state is reached in which each single system and the whole system as well have an energy distribution given by Boltzmann's law. This follows essentially from the fact that for loosely coupled systems the energies are additive, whilst the eigenfunctions, and hence the density matrices, are multiplicative; no enumeration of 'complexions', as made in statistical mechanics, is necessary. This result can be easily generalized for the case where slowly varying external forces are acting which shift the energy levels, and the whole formalism of thermodynamics follows immediately.
The kinetic basis of thermodynamics 169 2. Qu a n t u m -m e c h a n ic a l f o u n d a t io n s Consider the most general system whose state at any time t can be specified by the values of a set of generalized co-ordinates (a = 1 ,..., and whose Hamiltonian is $Q(pa-, qa), where p a is the canonical momentum corresponding to ^-representation, the representatives Qa(q, q') and PJq, q') of the operators Qa and Pa, which replace qa and p a in quantum mechanics, are given by The possibility that the system under consideration has spin co-ordinates is not excluded in this formalism. If particles with spin are present, the elements $Q{q,q') of the 'matrix' representative of ^ will themselves be matrices. In order to avoid an unnecessarily complicated notation, the spin indices are not shown explicitly, and can be omitted from further consideration on the understanding that all pro ducts of quantities which normally have spin components are to be interpreted as matrix products with summation over the spin index.
It is always possible to find a set of independent quantities Aa = 1, such that = < * > A a (2-4) they are the constants of the motion. They may include the internal energy, and the momentum and angular momentum of a mechanical system; § can always be expressed in terms of them and together they furnish a complete basis for matrix representation. Let \ } r (A , q) be the normalized eigenfunction for which t the simultaneous eigenvalues Aa, so that and let a0(A) be the probability that at an initial time t0 these eigenvalues are realized. Then the ' density matrix ' p may be defined at time t0 by the eq if there is no interaction with any external system. In the event of such interaction, (2*7) must be replaced by ~+ + (2*8)
where 58 is the interaction energy, which is not necessarily small. 58 depends on the co-ordinates of the system under consideration, and may or may not vary in time.
It must not depend explicitly on the co-ordinates of the particles of the external environment, whose motion is unknown, but only on macroscopic parameters which may be considered as given functions of time. This is a mathematical description of the physical situation where, for example, the system is enclosed by adiabatic walls; for, if the walls could transmit heat, the perturbation 58 would depend on the unpredictable motion of its constituent molecules. The walls may, however, make any small movements in time. One has only to represent the wall by a steep slope of finite height of the potential energy ; the perturbed eigenfunction corresponding to a small displacement of the wall can then still be expanded in terms of the un perturbed eigenfunctions. Small oscillations of a piston, stirring by means of a paddle, and in general any small cyclic process can be represented in the same way. Changes of a more general nature are also not excluded, but necessitate the incorporation of part of the environment into the system considered. The equation ( 
• s | p ( A, A') = «>(A)p (A,A') + S S ( A , A X A ' , A ' ) -P( A, A') S (A ') -S p ( A, A") S (A ', A'), (2-10)
A' f The same symbol § is used to denote both the Hamiltonian and its eigenvalue. (correct to the second order), must be interpreted as the probability of a transition from the state A to the state A', or vice versa, in time t -t0. For small $8 or t -t0, it may be expected that (2*17) will provide a sufficiently description of the changes occurring in the system. When a2 is small, however, it may happen that a3 becomes important; its value, according to (2*15), is 3. Co n se r v a t io n of e n e r g y In the special but important case where S3 does not vary with the time, it is pos sible to calculate u, u22, etc., explicitly and so to reveal the time dependence of £^2$ &3, 6tc.
For convenience one writes t' = t -10, foot --Jp', ho/ = -Jp", and abbreviates ei(ot' to e, eitoT to e', so that, according to (2-11) and (2-13), whilst, as is shown in the second appendix, ^p2(A, A') effectively vanishes. It has been proved b y one of the authors (Born 1Q26) that this principle of conservation of energy can be generalized for systems which are subject to slowly varying external forces, where it becomes the 'adiabatic principle', in the terminology of Ehrenffest, though the term quasi-static would be more appropriate. Although in these circum stances the energy is not conserved, it can be proved that no quantum transitions between different energy states take place; the general proof of this theorem for any approximation has been given by Born & Fock (1928) . Their result will be required subsequently for application to systems under the action of quasi-static external forces. When $8 varies rapidly with the time, it is clear on physical grounds alone that the theorem can no longer hold: the system absorbs energy, which is generally converted into heat. In mathematical language, the s are no longer diagonal in Jp, so that transitions from one energy state to another may occur. This, however, does not exclude the exceptional possibility that, owing to the physical nature of the perturbation 3$, such jumps cannot occur; in such cases $8 itself is diagonal in ,£), so that the u's are also diagonal, quite independently of the ' adiabatic principle'. This is the condition for equilibrium, which could have been deduced immediately from (2*12); but only now can it be seen that, whatever the initial state, the effect of the perturbation is to cause the system to approach asymptotically a state in which (4-4) is satisfied. It has been assumed in the above that the remainder of the series (2-14) may be completely neglected; although these terms are very small under the conditions postulated, they have an effect when equilibrium has almost been reached. It is clear, from (2-18), that the condition for equilibrium (4*4) suffices to make az vanish. However, since p x(A, A', A") and p 2(A, A') are not necessarily positive, when a2 has decreased to be of the same order as a3, the convergence on the equilibrium state will not necessarily proceed further, and the result will be continuous random fluctuations in the neighbourhood of equilibrium. This is in accord with experience; and it is clear that a new approach to the theory of phenomena such as the Brownian movement and the 'shot effect' can be made from this point of view.
T h e
One might conclude immediately from the calculations of this section that 3 must be identified with the entropy of the system. It should be noticed, however, that if the system is imagined to be isolated from the rest of the world, $8 vanishes, and there is no change in 3 , whatever the initial state of the system. This is neces sarily so, since in the absence of external perturbations, the system must remain in the same quantum state, and any quantity defined solely in terms of the quantum state cannot be altered. It is true that it is physically impossible to isolate a system from all other objects, and that if it were possible, the system would be unobservable; yet one would expect that even in such conditions, the internal interactions would lead to an increase in the entropy of the system. In the next section it will be shown how to define a function which in this respect conforms more closely to the conception of macroscopic thermodynamics.
M o d if ic a t io n fo r c o m po site s y s t e m s
It will now be supposed that one has to do with a system consisting of a number of subsystems E(i) (i = 1, in interaction with one another. There is no difference whether the system so far considered is identified with E or one of the E(i). Let H{i) be the Hamiltonians of the individual subsystems, omitting the interi action energies of one with another. Write 2 and let V be the total interi=l action energy, so that $ = H+V.
If there is a perturbation energy arising from influences external to E, this is included in V ;i t is subject to the same restrictions as were mentioned in § 2, to ensure the thermal isolation of the system. Substituting (5*1) in (2-7), one obtains Thus the entropy is additive for weakly coupled systems; the same can no longer be proved, however, for cases of strong interaction. In the limiting case of vanishing interaction, the quantities S and 3 coalesce; but in general the interaction will cause an increase in S whilst <3 remains constant. This was discussed in the introduction, but can be illustrated in a different way, by an example from the kinetic theory of gases. Consider a system of gas molecules distributed uniformly between perfectly reflecting walls, with a velocity distribu tion differing from the natural equilibrium distribution. On account of the inter action between the molecules, S will generally increase, and the distribution will approach more closely the equilibrium distribution. Imagine now, however, that there is no interaction between the molecules; then the velocity of each molecule remains unchanged, S is constant, and the velocity distribution is unaltered. 3 remains constant, whether the molecules interact or not.
ihd -£ = ( H + V)p-p(H + V),
If the system considered is not a gas with small interactions between its molecules, but a liquid or solid, then this whole system can be identified with one of the 27(i), the rest being surrounding bodies, which constitute a 'temperature bath', in the language of ordinary thermodynamics, assumed to be in energy contact with the system considered. This point of view is similar to that taken by Schrodinger (1946) in his exposition of statistical thermodynamics, except that our temperature bath may be a real environment, and not a fictitious one consisting of copies of the original system.
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The condition for the equilibrium of the most general type of system, namely a(A) = a (A ') for all A, A' for which u (A , A') 4= 0, m detail. There will be among the Aa (oc = 1 , a set of operators Ma (a = 1, which commute not only with H but also with V; they are those constants of the motion which are not changed by the perturbation V. The number m of these ' absolute ' constants of the motion is in general much smaller than that ( It has already been seen that under adiabatic conditions, and in the absence of work performed by moving the constraints of the system, the energy H is one of the p. By virtue of the ' adiabatic principle ' of Born & Fock already referred to, H is also included when quasi-static forces are acting. There may well be other quantities / i,however. For example, in a system which has an axis of sym in real space, the angular momentum about this axis will be included, and a system which is free to move in a given direction will have the momentum in this direction among the residual constants of the motion / . Under non-adiabatic conditions, H will not be included, and quite a different variable may play the same role.
Substituting (6-1) in (2*6), one finds for the density matrix in equilibrium the expression p{q,q') = En ( 
