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Resumo
Estudamos existeˆncia, unicidade, dependeˆncia cont´ınua nos dados e comportamento assin-
to´tico de soluc¸o˜es globais das equac¸o˜es de Navier-Stokes (com n ≥ 3), sob condic¸o˜es de pequenez
no dado inicial e na forc¸a externa, em um espac¸o de distribuic¸o˜es (PMa) cuja construc¸a˜o e´
baseada na transformada de Fourier. Este espac¸o conte´m func¸o˜es fortemente singulares e, em
particular, func¸o˜es homogeˆneas de um certo grau cuja correspondente soluc¸a˜o (com tais dados)
e´ auto-similar. Ale´m disso, mostramos a existeˆncia de uma classe de soluc¸o˜es que sa˜o assin-
toticamente auto-similar. Estudamos tambe´m a existeˆncia de soluc¸o˜es estaciona´rias pequenas
e analisamos a estabilidade assinto´tica delas. Finalmente, sa˜o dadas condic¸o˜es sob as quais
a soluc¸a˜o e´ uma func¸a˜o regular para t > 0 (mesmo com dado inicial singular) e satisfaz as
equac¸o˜es de Navier-Stokes no sentido cla´ssico para t > 0. Esta dissertac¸a˜o e´ baseada no artigo
de M. Cannone and G. Karch, Journal of Diff. Equations 197 (2) (2004).
Palavras chave: Equac¸o˜es de Navier-Stokes, Transformada de Fourier, Existeˆncia e Unici-
dade, Auto-similaridade, Estabilidade Assinto´tica.
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Abstract
We study existence, uniqueness, continuous dependence upon the data and asymptotic be-
havior of solutions for the Navier-Stokes equations (with n ≥ 3), under smallness conditions
on the initial data and external force, in a space of distributions (PMa), whose construction is
based on Fourier transform. This space contains strongly singular functions and, in particular,
homogeneous functions with a certain degree whose corresponding solution (with such data) is
self-similar. Moreover, the existence of a class of asymptotically self-similar solutions is proved.
We also study the existence of small stationary solutions and their asymptotic stability. Finally,
conditions are given for the obtained solution to be regular for t > 0 (even with singular initial
data) and to satisfy the Navier-Stokes equations in the classical sense for t > 0. This master
dissertation is based on the paper by M. Cannone and G. Karch, Journal of Diff. Equations
197 (2) (2004).
Keywords: Navier-Stokes Equations, Fourier Transform, Existence and Uniqueness, Self-
similarity, Asymptotic stability.
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Introduc¸a˜o
A teoria matema´tica da dinaˆmica dos fluidos comec¸ou no seculo XVII com o trabalho de
Isaac Newton, o qual foi o primeiro a` aplicar as leis da mecaˆnica aos movimentos de fluidos.
Posteriormente, Leonhard Euler (1975) escreveu pela primeira vez as equac¸o˜es diferenciais que
regem o movimento de um fluido ideal. Logo depois, C. Navier (1822) e, independentemente,
G. Stokes (1845) introduziram no modelo o termo da viscosidade e deduziram as equac¸o˜es que
hoje em dia sa˜o chamadas de Navier-Stokes e dadas por:
∂u
∂t
(x, t)−∆u(x, t) + (u · ∇)u+∇p(x, t) = F (x, t), t > 0 (1)
∇ · u(x, t) = 0, t ≥ 0 (2)
u(x, 0) = u0(x). (3)
As equac¸o˜es de Navier-Stokes (1)-(2) sa˜o um conjunto de igualdades em derivadas parciais
na˜o lineares que descrevem o movimento de um fluido no espac¸o R3. Estas equac¸o˜es governam
o movimento das correntes oceaˆnicas, o fluxo de ar ao redor de algum ve´ıculo ou proje´til e, em
geral, qualquer fenoˆmeno que esteja relacionado com fluidos newtonianos.
Jean Leray foi o primeiro a realizar um estudo profundo destas equac¸o˜es. Nos seus tra-
balhos de 1933 e 1934 introduziu conceitos que foram de grande importaˆncia para o de-
senvolvimento de trabalhos posteriores, tais como as soluc¸o˜es auto-similares (definidas no
cap´ıtulo 2 deste trabalho) e as soluc¸o˜es fracas (que Leray denominou de “turbulentas”). O
problema de formac¸a˜o de singularidades para as equac¸o˜es de Navier-Stokes esta´ em aberto e
corresponde a um dos sete “millenium prize problems” do Clay Mathematics Institute (veja
http://www.claymath.org/millennium/). Nesta direc¸a˜o, um dos resultados mais profundos e´
1
devido a L. Caffarelli, R. Khon e L. Nirenberg, conhecido como o teorema CKN, o qual afirma
que o conjunto dos pontos onde poderia haver singularidades para as soluc¸o˜es das equac¸o˜es
de Navier-Stokes, possuem necessariamente medida de Hausdorff unidimensional nula (ver [3]).
Temos assim um resultado de regularidade parcial, que mesmo na˜o resolvendo o problema em
aberto acima mencionado, da´ uma grande restric¸a˜o na estrutura das singularidades da soluc¸a˜o.
Uma outra abordagem, de um ponto de vista diferente, foi feita por Tosio Kato em 1984
baseado-se em te´cnicas de semigrupos e um esquema de ponto fixo. Esta abordagem permite
obter a existeˆncia de uma u´nica soluc¸a˜o (branda) global e regular, sob certas condic¸o˜es de pe-
quenez no dado inicial. Contudo, o me´todo de Kato na˜o permite considerar soluc¸o˜es singulares
a priori, na˜o permitindo assim obter concluso˜es sobre a sua existeˆncia. Por outro lado, a es-
trategia geral do me´todo de Kato permite estudar poss´ıveis soluc¸o˜es singulares quando aplicado
em alguns espac¸os chamados de “cr´ıticos”, a saber o espac¸o de Lorentz L3,∞, considerado por
Yamazaki [19], e o espac¸o de pseudo-medidas considerado em [4] e [5]. Para outros exemplos
de espac¸os cr´ıticos e aplicac¸o˜es destes ao estudo do problema (1)-(2), referimos o livro [14].
A presente dissertac¸a˜o de mestrado e´ baseada principalmente no artigo de Marco Cannone
e Grzegorz Karch (ver [5]), cujo t´ıtulo e´ Smooth or singular solutions to the Navier-Stokes
system? Essencialmente, neste trabalho os autores mostraram existeˆncia de soluc¸o˜es globais
no tempo em um espac¸o que conte´m func¸o˜es singulares, sob certas hipo´teses de pequenez nos
dados. Se o dado inicial for suficientemente pequeno, eles mostraram que a soluc¸a˜o e´ regular
em todo t > 0, mesmo se o dado for singular. Contudo, para dados com um certo tamanho, e´
poss´ıvel que a singularidade inicial persista para todo t > 0. Um dos nossos objetivos e´ fazer
deste trabalho uma fonte bibliogra´fica auto-contida e de utilidade para futuras pesquisas neste
ramo da ana´lise. No que segue damos uma descric¸a˜o do conteu´do.
No Cap´ıtulo 1 sa˜o desenvolvidas as ferramentas ba´sicas da ana´lise de Fourier necessa´rias
para o conteu´do principal deste estudo. Considera-se principalmente a transformada de Fourier
definida no espac¸o das distribuic¸o˜es temperadas e algumas propriedades cla´ssicas da ana´lise
de Fourier. Tambe´m, introduzimos o espac¸o PMa, com 0 ≤ a < n, e mostramos algumas
propriedades destes espac¸os que sa˜o de vital importaˆncia para a construc¸a˜o das soluc¸o˜es do
sistema de Navier-Stokes. Finalizamos o cap´ıtulo lembrando uma versa˜o particular do teorema
das imerso˜es de Sobolev.
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No cap´ıtulo 2, e´ derivada uma formulac¸a˜o integral equivalente para o sistema de Navier-
Stokes, e por meio disto, damos a noc¸a˜o de soluc¸a˜o que usaremos para o problema no espac¸o
PMn−1. Depois, definimos espac¸os funcionais dependentes do tempo, onde a soluc¸a˜o sera´
procurada. Aqui, enunciamos e provamos um resultado de existeˆncia e unicidade de soluc¸o˜es
globais, e continuidade em relac¸a˜o aos dados. Ale´m disto, damos condic¸o˜es para que a soluc¸a˜o
obtida seja auto-similar.
No cap´ıtulo 3, e´ analisado o comportamento assinto´tico das soluc¸o˜es sob certas condic¸o˜es
nos dados. Tambe´m e´ demonstrado a existeˆncia de soluc¸o˜es estaciona´rias, isto e´, soluc¸o˜es que
na˜o dependem do tempo t, quando a forc¸a e´ uma func¸a˜o vetorial independente da varia´vel t.
Conclu´ımos o cap´ıtulo, mostrando que as soluc¸o˜es estaciona´rias sa˜o assintoticamente esta´veis
por pequenas perturbac¸o˜es.
No cap´ıtulo 4 sa˜o desenvolvidas as condic¸o˜es sob as quais a soluc¸a˜o encontrada no cap´ıtulo
2 torna-se regular, impondo apenas uma certa regularidade na forc¸a, mas na˜o no dado inicial.
Para isto, introduzimos uma norma “regularizante” (norma tipo Kato) que permite concluir
que a soluc¸a˜o encontrada no cap´ıtulo 2 esta´ no espac¸o Lq(Rn), para todo t > 0 e para q
suficientemente grande. Depois, mostramos que a soluc¸a˜o fracamente cont´ınua (ver cap´ıtulo 2)
no tempo t > 0 e´ de fato fortemente cont´ınua nas respectivas normas. Na sequeˆncia, usando
estas propriedades, mostramos que as soluc¸o˜es sa˜o suaves e satisfazem (1)-(2) no sentido cla´ssico,
quando t > 0. Finalmente, fazemos um estudo do comportamento assinto´tico das soluc¸o˜es
regulares na mencionada norma regularizante e mostramos a existeˆncia de uma bacia atratora
em torno de cada soluc¸a˜o auto-similar.
3
4
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo sa˜o apresentadas as ferramentas ba´sicas para o desenvolvimento do presente
trabalho. Ao longo desta monografia reservamos a letra n para indicar a dimensa˜o do espac¸o
euclidiano Rn. Apresentamos a definic¸a˜o da transformada de Fourier em L1(Rn) e fazemos
uma breve discussa˜o sobre distribuic¸o˜es temperadas e a extensa˜o da transformada de Fourier
para este espac¸o. Tambe´m apresentamos algumas propriedades da transformada de Fourier,
assim como a desigualdade de Hausdorff-Young. Fazemos uma discussa˜o breve sobre os espac¸os
PMa e certas propriedades por eles satisfeitas. Finalmente, definimos os espac¸os de Sobolev e
lembramos algumas de suas propriedades, importantes para este trabalho.
1.1 A Transformada de Fourier
Seja f ∈ L1(Rn). A transformada de Fourier de f e´ a func¸a˜o denotada por fˆ e definida por
fˆ(ξ) = (2pi)−
n
2
∫
Rn
e−iξ·xf(x)dx, (1.1)
onde ξ, x ∈ Rn e “·” denota o produto interno canoˆnico em Rn.
E´ um fato conhecido que fˆ , assim definida, e´ uma func¸a˜o cont´ınua, limitada e satisfaz a
desigualdade (ver [10, cap´ıtulo 9])
‖fˆ‖L∞(Rn) ≤ (2pi)−n/2‖f‖L1(Rn). (1.2)
5
Para adentrarmos mais no estudo da transformada de Fourier, e´ preciso lembrarmos de uma
operac¸a˜o muito usada, chamada o produto convoluc¸a˜o. Ele e´ definido para duas func¸o˜es f, g ∈
L1(Rn) pela fo´rmula
(f ∗ g)(x) =
∫
Rn
f(x− y)g(y)dy,
sempre que existir a integral acima. Nesta direc¸a˜o, o teorema de Fubini implica que a func¸a˜o
y −→ f(x − y)g(y) pertence ao espac¸o L1(Rn) para quase todo x ∈ Rn e portanto, f ∗ g fica
sempre bem definida, a menos de um conjunto de medida nula (ver [16, teorema 8.14]). Ale´m
disso, temos a desigualdade
‖f ∗ g‖L1(Rn) ≤ ‖f‖L1(Rn)‖g‖L1(Rn).
De fato, o produto de convoluc¸a˜o pode ser definido para qualquer par de func¸o˜es, f ∈ Lp(Rn)
e g ∈ Lq(Rn), onde 1
p
+ 1
q
= 1+ 1
r
, e teˆm-se que f ∗g ∈ Lr(Rn), (ver [10, cap´ıtulo 9]). O seguinte
resultado resume as propriedades ba´sicas do produto convoluc¸a˜o.
Proposic¸a˜o 1.1. A convoluc¸a˜o de func¸o˜es mensura´veis, quando definida, tem as seguintes
propriedades alge´bricas:
(i) f ∗ g = g ∗ f ;
(ii) λ(f ∗ g) = (λf) ∗ g = f ∗ (λg);
(iii) (f ∗ g) ∗ h = f ∗ (g ∗ h);
(iv) f ∗ (g + h) = f ∗ g + f ∗ h.
A demonstrac¸a˜o e´ simples e segue das propriedades ba´sicas de integrac¸a˜o. Por isto a omiti-
mos no presente texto.
A transformada de Fourier e´ bem comportada com respeito a` convoluc¸a˜o, no sentido que
temos a igualdade
(f ∗ g)ˆ (ξ) = (2pi)n/2fˆ(ξ)gˆ(ξ), (1.3)
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onde f, g ∈ L1(Rn). No final da sec¸a˜o 1.2 sera´ apresentado um exemplo importante de con-
voluc¸a˜o, de func¸o˜es homogeˆneas, mas para isso precisamos desenvolver mais algumas ferramen-
tas.
Consideremos agora o espac¸o L2(Rn). E´ um fato conhecido que a transformada de Fourier
na˜o pode ser definida em L2(Rn) atrave´s da fo´rmula (1.1). No entanto, ela pode ser estendida
para L2(Rn) como um operador linear cont´ınuo definido, em princ´ıpio, no subespac¸o denso
L1(Rn) ∩ L2(Rn). Ale´m disto, tal extensa˜o e´ u´nica e e´ um operador unita´rio, i.e.
‖fˆ‖L2(Rn) = ‖f‖L2(Rn). (1.4)
Observac¸a˜o 1.2. O s´ımbolo ˆ foi utilizado para denotar a transformada de Fourier em L1(Rn),
dada pela fo´rmula (1.1). Note que usamos a mesma notac¸a˜o para a transformada em L2(Rn).
A seguir, relembramos alguns resultados para a transformada de Fourier que relacionam
decaimento e derivadas. Para isto, e´ adequado considerarmos o espac¸o de Schwartz, denotado
por S = S(Rn) e definido como:
S(Rn) := {φ : Rn −→ C : sup
x∈Rn
|xα∂βφ(x)| <∞;∀α, β ∈ Nn},
onde xα = xα11 . . . x
αn
n , ∂
β = ∂
|β|
∂β1x1...∂βnxn
e |β| = β1 + · · · + βn. A famı´lia de seminormas
‖φ‖α,β := supx∈Rn |xα∂βφ(x)| induz uma topologia natural em S.
Observac¸a˜o 1.3. Ao longo deste trabalho, o conjunto dos nu´meros naturais N e´ considerado
como sendo os inteiros na˜o negativos, ou seja assumimos que 0 ∈ N.
E´ um fato conhecido que S ⊂ Lp(Rn) e´ um subespac¸o denso para cada 1 ≤ p ≤ ∞. Agora
relembremos o seguinte resultado:
Proposic¸a˜o 1.4. Seja φ ∈ S. Enta˜o φˆ ∈ S e valem as fo´rmulas
(−i)|α|(∂αφ)ˆ (ξ) = ξαφˆ(ξ), (1.5)
(−i)|α|(xαφ)ˆ (ξ) = (∂αφˆ)(ξ), (1.6)
onde α ∈ Nn. Ale´m disto, ˆ : S −→ S e´ um isomorfismo cont´ınuo.
A prova da proposic¸a˜o 1.4 pode ser encontrada em [10, teorema 9.2.1.]
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1.2 A Transformada de Fourier de Distribuic¸o˜es Tem-
peradas
O espac¸o das distribuic¸o˜es temperadas e´ definido como sendo o dual topolo´gico do espac¸o de
Schwartz S, e e´ denotado por S ′. Denotamos tambe´m por 〈f, φ〉 a imagem de uma distribuic¸a˜o
f ∈ S ′ avaliada em uma func¸a˜o φ ∈ S.
O espac¸o das distribuic¸o˜es temperadas possui uma topologia natural dada pela convergeˆncia
pontual; isto e´, dada uma sequeˆncia {fk} ⊂ S ′, dizemos que ela converge para f ∈ S ′ se
lim
k→∞
〈fk, φ〉 = 〈f, φ〉, em C,
para toda φ ∈ S. Da mesma forma, duas distribuic¸o˜es f, g ∈ S ′ sa˜o iguais se somente se
〈f, φ〉 = 〈g, φ〉, para toda φ ∈ S. A topologia da convergeˆncia pontual em S ′ e´ chamada de
topologia fraca ∗.
Seja α ∈ Nn um multi-´ındice e f ∈ S ′(Rn). A derivada distribucional ∂αf ∈ S ′(Rn) de f e´
definida pela fo´rmula
〈∂αf, φ〉 = (−1)|α|〈f, ∂αφ〉,
para toda φ ∈ S(Rn).
Uma das propriedades interessantes das distribuic¸o˜es temperadas e´ que elas possuem derivadas
distribucionais de qualquer ordem.
A transformada de Fourier e´ definida em S ′ pela seguinte fo´rmula
〈fˆ , φ〉 := 〈f, φˆ〉.
Com esta definic¸a˜o, ˆ : S ′ −→ S ′ e´ um isomorfismo cont´ınuo (ver [10, cap´ıtulo 9]).
Para estabelecer uma relac¸a˜o entre a transformada de Fourier e as derivadas distribucionais
precisamos do seguinte espac¸o:
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Definic¸a˜o 1.5. Definimos o espac¸o Q(Rn) de todas as func¸o˜es Φ ∈ C∞(Rn) tais que, para cada
multi-´ındice α ∈ Nn, existem constantes positivas C(α) e K(α) satisfazendo
|∂αΦ(x)| ≤ C(α)(1 + |x|2)K(α),
para todo x ∈ Rn com |x| suficientemente grande.
O espac¸o Q(Rn) e´ chamado o espac¸o das func¸o˜es de crescimento lento. Observe que o
conjunto dos polinoˆmios em Rn esta´ contido em Q(Rn) e que o produto Φφ ∈ S(Rn) para toda
φ ∈ S(Rn) e Φ ∈ Q(Rn). Para Φ ∈ Q(Rn) e f ∈ S ′(Rn), definimos o produto Φf ∈ S ′(Rn) por
meio da fo´rmula
〈Φf, φ〉 = 〈f,Φφ〉. (1.7)
Para uma posterior refereˆncia, enunciamos o seguinte resultado:
Proposic¸a˜o 1.6. Se α ∈ Nn e f ∈ S ′(Rn), enta˜o valem as fo´rmulas
ξαfˆ = (−i)|α|(∂αf )ˆ (1.8)
∂αfˆ = (−i)|α|(xαf )ˆ , (1.9)
onde os produtos acima sa˜o entendidos no sentido de (1.7).
O espac¸o Lp(Rn) esta´ contido em S ′ para todo 1 ≤ p ≤ ∞. Ale´m disso, para os casos
p = 1 e p = 2 as definic¸o˜es da transformada de Fourier coincidem no sentido das distribuic¸o˜es.
Precisamente, se denotarmos por Ff a transformada de Fourier de uma func¸a˜o f ∈ L1(Rn) ou
f ∈ L2(Rn), e por fˆ a transformada em S ′(Rn), enta˜o vale a identidade
〈fˆ , φ〉 =
∫
Rn
Ff(ξ) · φ(ξ)dξ, (1.10)
para toda φ ∈ S(Rn).
9
Tambe´m temos que a transformada de Fourier restrita ao espac¸o L1(Rn) + L2(Rn) tem sua
imagem contida no espac¸o L∞(Rn) + L2(Rn). De fato, se f = f1 + f2, onde f1 ∈ L1(Rn) e
f2 ∈ L2(Rn), enta˜o por linearidade
fˆ = fˆ1 + fˆ2 ∈ L∞(Rn) + L2(Rn).
Note que fˆ1 e´ dada pela fo´rmula (1.1) e fˆ2 e´ a extensa˜o para o espac¸o L
2(Rn) da transformada
de Fourier em L1(Rn)∩L2(Rn). A transformada de Fourier de f , calculada acima, na˜o depende
da escolha de f1 e f2. De fato, se tivermos f = g1 + g2, com g1 ∈ L1(Rn) e g2 ∈ L2(Rn), enta˜o
f1 − g1 = g2 − f2 ∈ L1(Rn) ∩ L2(Rn). Portanto fˆ1 + fˆ2 = gˆ1 + gˆ2.
Agora, lembremos o seguinte resultado:
Proposic¸a˜o 1.7. Se f ∈ Lp(Rn) com 1 < p < 2, enta˜o f ∈ L1(Rn) + L2(Rn).
Demonstrac¸a˜o. Para E := {x ∈ Rn : |f(x)| ≥ 1}, considere a decomposic¸a˜o
f = f · 1E + f · 1Ec ,
onde 1E denota a func¸a˜o caracter´ıstica do conjunto E.
Por outro lado,
∫
Rn
|1E · f |dx ≤
∫
Rn
|1E · f |pdx
≤ ‖f‖pLp(Rn) <∞,
de onde segue que 1E · f ∈ L1(Rn), e temos tambe´m que a medida do conjunto E e´ finita.
Analogamente, temos que
∫
Rn
|1Ec · f |2dx ≤
∫
Rn
|1Ec · f |pdx
≤ ‖f‖pLp(Rn) <∞,
e enta˜o 1Ec · f ∈ L2(Rn), o que conclui a prova.
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A proposic¸a˜o 1.7 e´ va´lida em situac¸o˜es mais gerais, para mais detalhes ver, por exemplo,
([9, proposic¸a˜o 6.9]).
Todas estas considerac¸o˜es, as relac¸o˜es (1.2), (1.4) e o teorema de interpolac¸a˜o de Riez-Thorin
(ver [9, teorema 6.27]), permitem mostrar o seguinte resultado:
Proposic¸a˜o 1.8 (A desigualdade de Hausdorff-Young). Seja 1 ≤ p ≤ 2 e 2 ≤ q ≤ ∞ o
exponente conjugado de p, i.e. 1
p
+ 1
q
= 1. Se f ∈ Lp(Rn) enta˜o fˆ ∈ Lq(Rn), e temos a seguinte
desigualdade:
‖fˆ‖Lq(Rn) ≤ M¯p‖f‖Lp(Rn),
onde M¯p = (2pi)
n(p−2)
2p = (2pi)
n(2−q)
2q = Mq.
Observac¸a˜o 1.9. Note que se f ∈ Lp(Rn) com 1 ≤ p ≤ 2, enta˜o a transformada de Fourier
de f como func¸a˜o coincide com a transformada de Fourier de f como distribuic¸a˜o, no sentido
de (1.10).
Agora, para f ∈ L1(Rn), considere a transformada
fˇ = (2pi)−n/2
∫
Rn
eiξ·xf(ξ)dξ. (1.11)
Como no caso da transformada de Fourier, temos que fˇ ∈ L∞(Rn) e´ uma func¸a˜o cont´ınua.
De fato, a fo´rmula (1.11) define a inversa da transformada de Fourier no espac¸o de Schwartz.
Analogamente podemos definir ˇ : S ′ −→ S ′, e mostrar que ˇ e´ de fato a inversa da transformada
de Fourier em S ′.
Por um racioc´ınio ana´logo, mostra-se a desigualdade de Hausdorff-Young para a transfor-
mada inversa, i.e.
‖fˇ‖Lq(Rn) ≤ M¯p‖f‖Lp(Rn), (1.12)
com as mesmas hipo´teses da proposic¸a˜o 1.8.
Aplicando (1.12) para fˆ , observe que se f ∈ S, enta˜o
‖f‖Lq(Rn) ≤ M¯p‖fˆ‖Lp(Rn). (1.13)
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Antes de encerrar esta sec¸a˜o, precisamos generalizar a ideia de composta de uma distribuic¸a˜o
com uma homotetia. Isto pode ser feito mediante a seguinte observac¸a˜o: Seja λ ∈ R positivo,
f uma func¸a˜o integra´vel e φ ∈ S. Se definirmos fλ(x) := f(λx), enta˜o a fo´rmula de mudanc¸a
de varia´veis implica a seguinte igualdade:
∫
Rn
fλ(x) · φ(x) = (λ)−n
∫
Rn
f(x) · φλ−1(x).
Assim, a composic¸a˜o de uma distribuic¸a˜o temperada com uma homotetia pode ser definida
mediante a fo´rmula
〈fλ, φ〉 := λ−n〈f, φλ−1〉. (1.14)
E´ poss´ıvel estender o conceito de composta de uma distribuic¸a˜o com qualquer transformac¸a˜o
linear invert´ıvel (ver [9, cap´ıtulo 9]).
O conceito da composta com uma homotetia e a transformada de Fourier de uma distribuic¸a˜o
esta˜o relacionados pela seguinte igualdade:
(fλ)ˆ = λ
−n(fˆ)λ−1 , (1.15)
no sentido das distribuic¸o˜es.
Para encerrar esta sec¸a˜o apresentamos um resultado importante sobre convoluc¸a˜o de func¸o˜es
homogeˆneas. A prova e´ um ca´lculo extenso, mas ilustra como a transformada de Fourier pode
simplificar ca´lculos maiores.
Proposic¸a˜o 1.10. Sejam 0 < α < n, 0 < β < n tais que 0 < α + β < n. Enta˜o
(|x|α−n ∗ |x|β−n)(y) = cn−α−βcαcβ
cα+βcn−αcn−β
|y|α+β−n,
onde ca := pi
a/2Γ(a/2) e Γ(b) =
∫∞
0
tb−1e−tdt, a > 0.
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Demonstrac¸a˜o. Primeiro observe que
ca|z|−a =
∫ ∞
0
(tpi−1|z|−2)a2−1e−tpi−1|z|−2dt
=
∫ ∞
0
u
a
2
−1e−pi|z|
2udu.
Usando este fato, temos
cn−α|x|α−ncn−β|y − x|β−n =
∫ ∞
0
∫ ∞
0
t
n−α−2
2 s
n−β−2
2 e−pi(t|x|
2+s|y−x|2)dtds.
Portanto,
cn−αcn−β(|x|α−n ∗ |x|β−n)(y)
=
∫∞
0
∫∞
0
t
n−α−2
2 s
n−β−2
2 (e−pit|x|
2 ∗ e−pis|x|2)(y)dtds. (1.16)
Por outro lado, invocando a identidade (ver [10, cap´ıtulo 9])
∫
Rn
e−|x|
2te−iξ·xdx =
(pi
t
)n/2
e−
|ξ|2
4t , (1.17)
e a propriedade (1.3) para convoluc¸a˜o, obtemos
(epit|x|
2 ∗ epis|x|2 )ˆ (ξ) = (2pi)n/2(epit|x|2 )ˆ (ξ)(epis|x|2 )ˆ (ξ)
=
(
1
2pits
)n/2
e−
t+s
4pist
|ξ|2 . (1.18)
Aplicando a transformada inversa e usando novamente (1.17), a expressa˜o (1.18) implica
que
(epit|x|
2 ∗ epis|x|2)(y) = 1
(s+ t)n/2
e−pi
st
s+t
|y|2 .
Substituindo esta u´ltima expressa˜o em (1.16) e usando a mudanc¸a de coordenadas t = u2 e
s = v2, obtemos
cn−αcn−β(|x|α−n ∗ |x|β−n)(y)
= 4
∫∞
0
∫∞
0
un−α−2vn−β−2 1
(u2+v2)n/2
e
−pi u2v2
u2+v2
|y|2
uvdudv. (1.19)
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Usando a mudanc¸a de coordenadas polares u = r cos θ e v = r sin θ, podemos escrever (1.19)
como
cn−αcn−β(|x|α−n ∗ |x|β−n)(y)
= 4
∫ pi
2
0
cosn−α−1 θ sinn−β−1 θ
∫∞
0
rn−α−β−2e−pir
2 cos2 θ sin2 θ|y|2rdrdθ
= 2pi
n−α−β
2 |y|α+β−n ∫ pi2
0
cosβ−1 θ sinα−1 θ
∫∞
0
k
n−α−β
2
−1e−kdkdθ
= cn−α−β|y|α+β−n2
∫ pi
2
0
cosβ−1 θ sinα−1 θdθ.
Finalmente, um ca´lculo similar mostra que se a > 0 e b > 0, enta˜o
Γ(a)Γ(b) = Γ(a+ b)2
∫ pi/2
0
cos2a−1 θ sin2b−1 θdθ.
Portanto, se aplicarmos a identidade anterior com a = α
2
e b = β
2
, obtemos
cn−αcn−β(|x|α−n ∗ |x|β−n)(y) = cn−α−β|y|α+β−nΓ(α/2)Γ(β/2)
Γ(α+β
2
)
,
de onde segue o resultado desejado.
1.3 Os espac¸os PMa
Nesta sec¸a˜o, definimos os espac¸os PMa que sera˜o usados para estudar o problema de valor
inicial das equac¸o˜es de Navier-Stokes. Apresentamos tambe´m algumas propriedades ba´sicas
destes espac¸os.
Definic¸a˜o 1.11. O espac¸o PMa e´ definido por
PMa := {v ∈ S ′(Rn) : vˆ ∈ L1loc(Rn), ‖v‖PMa := ess sup
ξ∈Rn
|ξ|a|vˆ(ξ)| <∞},
para 0 ≤ a < n.
Notac¸a˜o 1.12. No caso a = 0 denotamos simplesmente PM0 = PM.
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Proposic¸a˜o 1.13. O espac¸o PMa e´ Banach, isto e´, PMa e´ um espac¸o vetorial sobre os
complexos, normado e completo com norma ‖ · ‖PMa.
Demonstrac¸a˜o. E´ simples mostrar que PMa e´ um espac¸o vetorial e que ‖ · ‖PMa define uma
norma. Aqui somente mostramos que PMa e´ completo. De fato, seja (vk)k∈N ∈ PMa, uma
sequeˆncia de Cauchy, isto e´
‖vk − vl‖PMa −→ 0, quando k, l −→∞.
A definic¸a˜o da norma ‖ · ‖PMa implica que a sequeˆncia (|ξ|avˆk(·))k∈N e´ de Cauchy no espac¸o
L∞(Rn). Como L∞(Rn) e´ um espac¸o completo, enta˜o existe uma func¸a˜o g ∈ L∞(Rn), tal que
|ξ|avˆk(·)
‖·‖L∞(Rn)−→ g. Agora defina h(ξ) = 1|ξ|a g(ξ), ξ 6= 0. Enta˜o, dada a bola B(0, r) ⊂ Rn,
r > 0, temos
∫
B(0,r)
1
|ξ|a |g(ξ)|dξ ≤ ‖g‖L∞(Rn)
∫
B(0,r)
1
|ξ|adξ <∞,
pois a < n. Isto implica que h ∈ L1loc(Rn) e ale´m disto, dada uma φ ∈ S(Rn), tem-se
|
∫
Rn
1
|ξ|a g(ξ)φ(ξ)dξ| ≤ ‖φ‖L∞(Rn)
∫
B(0,1)
1
|ξ|a |g(ξ)|dξ
+‖g‖L∞(Rn)‖φ‖L1(Rn)
< ∞,
e portanto h ∈ S ′(Rn). Assim, definindo v := hˇ, no sentido das distribuic¸o˜es, e´ claro que
v ∈ PMa e vk ‖·‖PMa−→ v quando k −→∞.
Uma das vantagens que possui o espac¸o PMa e´ que ele da´ uma grande simplicidade para
mostrar os resultados principais deste estudo.
Observac¸a˜o 1.14. E´ interessante observar que a topologia dada pela norma ‖ · ‖PMa e´ mais
forte que a topologia herdada como subespac¸o de S ′(Rn).
De fato, dada uma sequeˆncia (vk)k∈N em PMa tal que vk → v na norma ‖ · ‖PMa e φ ∈
S(Rn), enta˜o
15
|〈vk − v, φ〉| ≤
∫
Rn
|vˆk(ξ)− vˆ(ξ)||φˇ(ξ)|dξ
=
∫
Rn
|ξ|a|vˆk(ξ)− vˆ(ξ)||ξ|−a|φˇ(ξ)|dξ
≤
∫
Rn
|ξ|−a|φˇ(ξ)|dξ‖vk − v‖PMa
≤
[∫
B(0,1)
|ξ|−adξ‖φˇ(ξ)‖L∞(Rn) + ‖φˇ‖L1(Rn)
]
‖vk − v‖PMa .
Como ‖vk − v‖PMa → 0, quando k →∞, temos que vk → v no sentido de distribuic¸o˜es.
A seguir damos uma generalizac¸a˜o do produto de func¸o˜es no espac¸o PMa.
Definic¸a˜o 1.15. Sejam 0 < a, b < n tais que n < a + b < 2n e sejam u ∈ PMa e v ∈ PMb.
Definimos u · v, nas varia´veis de Fourier, por
û · v(ξ) = (2pi)−n/2(uˆ ∗ vˆ)(ξ).
Observac¸a˜o 1.16. Na definic¸a˜o 1.15, observe que se u e v sa˜o func¸o˜es “suficientemente regu-
lares”, enta˜o u · v e´ o produto ordina´rio de func¸o˜es.
Uma conta simples, usando a proposic¸a˜o 1.10, mostra que a convoluc¸a˜o usada na definic¸a˜o
1.15 de fato existe.
Proposic¸a˜o 1.17. Sejam a, b > 0 como na definic¸a˜o 1.15. Se u ∈ PMa e v ∈ PMb, enta˜o
u · v ∈ PMa+b−n.
Demonstrac¸a˜o. Primeiro mostremos que a func¸a˜o uˆ∗vˆ define uma distribuic¸a˜o. Seja φ ∈ S(Rn).
Usando a proposic¸a˜o 1.10, temos
|
∫
Rn
(uˆ ∗ vˆ)(ξ)φ(ξ)dξ| ≤
∫
Rn
∫
Rn
|uˆ(z)||vˆ(ξ − z)|dz|φ(ξ)|dξ
≤
∫
Rn
∫
Rn
|z|−a|ξ − z|−bdz|φ(ξ)|dξ‖u‖PMa‖v‖PMb
= C(a, b)
∫
Rn
|ξ|n−a−b|φ(ξ)|dξ
< ∞.
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Aplicando novamente a proposic¸a˜o 1.10, segue que
∫
B(0,r)
|(uˆ ∗ vˆ)(ξ)|dξ ≤ C(a, b)
∫
B(0,r)
|ξ|n−a−bdξ‖u‖PMa‖v‖PMb
< ∞,
o que mostra que uˆ ∗ vˆ ∈ L1loc(Rn). Tambe´m,
|ξ|a+b−n|(2pi)−n/2(uˆ ∗ vˆ)(ξ)| ≤ (2pi)−n/2C(a, b)‖u‖PMa‖v‖PMb ,
para q.t.p. ξ ∈ Rn, logo u · v ∈ PMa+b−n.
Observac¸a˜o 1.18. Em particular, se n/2 < a < n, a operac¸a˜o · define uma forma bilinear
cont´ınua PMa × PMa −→ PM2a−n, isto e´
‖u · v‖PM2a−n ≤ (2pi)−n/2C(a, a)‖u‖PMa‖v‖PMa .
Finalmente, apresentamos uma propriedade importante da norma ‖ · ‖PMa com respeito a`
composta com uma homotetia, discutida em (1.14) da sec¸a˜o 1.2. Se f ∈ PMa, enta˜o pela
identidade (1.15) temos que (fλ)ˆ (ξ) = λ
−nfˆ(λ−1ξ). Isto da´ a seguinte propriedade: Se λ > 0
enta˜o
‖fλ‖PMa = ess sup
ξ∈Rn
|ξ|a|(fλ)ˆ (ξ)|
= λa−ness sup
ξ∈Rn
|λ−1ξ|a|fˆ(λ−1ξ)|
= λa−n‖f‖PMa .
Em particular, no caso a = n− 1, temos
‖λfλ‖PMn−1 = ‖f‖PMn−1 , (1.20)
ou seja, a norma de PMn−1 e´ invariante pela aplicac¸a˜o
f −→ λfλ. (1.21)
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Chamamos a aplicac¸a˜o definida em (1.21) o scaling da norma ‖ · ‖PMn−1 . Como veremos no
pro´ximo cap´ıtulo, (1.21) tambe´m e´ o scaling caracter´ıstico para o dado inicial das equac¸o˜es de
Navier-Stokes.
1.4 Espac¸os de Sobolev
Nesta u´ltima sec¸a˜o, sa˜o introduzidos os espac¸os de Sobolev que sa˜o importantes na teoria
das equac¸o˜es diferenciais parciais. Aqui, relembramos uma propriedade destes espac¸os que sera´
importante para os nossos objetivos.
Definic¸a˜o 1.19. Sejam m um inteiro na˜o negativo e p ∈ [1,∞]. Definimos o espac¸o de Sobolev
Wm,p como o espac¸o de todas as func¸o˜es h ∈ Lp(Rn) tais que ∂αh ∈ Lp(Rn), para cada multi-
ı´ndice α com 0 ≤ |α| ≤ m, onde ∂αh denota a derivada de h no sentido de distribuic¸o˜es.
O espac¸o Wm,p possui uma norma natural dada por
‖h‖m,p :=
 ∑
0≤|α|≤m
‖∂αh‖pLp(Rn)
1/p , se 1 ≤ p <∞, (1.22)
‖h‖m,∞ := max
0≤|α|≤m
‖∂αh‖L∞(Rn). (1.23)
Ale´m disso, (Wm,p, ‖ · ‖m,p) e´ um espac¸o de Banach, separa´vel (se 1 ≤ p < ∞) e reflexivo
(se 1 < p <∞). Em particular Wm,2 e´ um espac¸o de Hilbert com o produto interno
(h, g)m :=
∑
0≤|α|≤m
(∂αh, ∂αg), (1.24)
onde (h, g) =
∫
Rn hg¯dx e´ o produto interno em L
2(Rn).
Agora, apresentamos um resultado, conhecido como “imersa˜o de Sobolev”, em um caso
particular. Um estudo mais detalhado deste resultado pode ser encontrado, por exemplo, em
[1, cap´ıtulo 4] ou [13, cap´ıtulo 5]. Esta propriedade, permitira´ concluir que certas soluc¸o˜es do
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sistema de Navier-Stokes obtidas nos espac¸os PMa sa˜o func¸o˜es infinitamente diferencia´veis no
sentido cla´ssico.
Proposic¸a˜o 1.20. Sejam j ≥ 0, m ≥ 1 inteiros e 1 ≤ p <∞. Se mp > n ou m = n e p = 1,
enta˜o temos a seguinte imersa˜o cont´ınua
W j+m,p ↪→ CjB, (1.25)
onde CjB e´ o espac¸o das func¸o˜es f ∈ Cj(Rn) tais que ∂αf sa˜o limitadas em Rn, para todo
multi-´ındice α tal que 0 ≤ |α| ≤ j.
Para a prova de uma versa˜o mais completa da proposic¸a˜o anterior ver [1, cap´ıtulo 4].
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Cap´ıtulo 2
Existeˆncia, Unicidade e
Auto-Similaridade das Soluc¸o˜es
Neste cap´ıtulo estudamos as equac¸o˜es de Navier-Stokes em espac¸os funcionais invariantes
pelo seu scaling. Provamos resultados de existeˆncia, unicidade, dependeˆncia cont´ınua nos dados
e auto-similaridade das soluc¸o˜es.
2.1 Equivaleˆncia de Equac¸o˜es.
Daqui em diante consideramos o espac¸o Rn assumindo n ≥ 3. Para conforto do leitor as
equac¸o˜es de Navier-Stokes (1)-(3), dadas na introduc¸a˜o, sa˜o reescritas aqui:
∂u
∂t
(x, t)−∆u(x, t) + (u · ∇)u+∇p(x, t) = F (x, t), t > 0, (2.1)
∇ · u(x, t) = 0, t ≥ 0, (2.2)
u(x, 0) = u0(x), (2.3)
onde (x, t) ∈ Rn × (0,∞), ∆ denota o laplaciano em Rn aplicado a cada coordenada do campo
de velocidades do fluido u(x, t) = (u1(x, t), · · · , un(x, t)), ∇ denota o operador ( ∂∂x1 , · · · , ∂∂xn ),
p representa a pressa˜o do fluido e F e´ uma func¸a˜o vetorial chamada de forc¸a externa.
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A na˜o-linearidade em (2.1) pode ser escrita na seguinte forma:
(u · ∇)u = ((u · ∇)u1, · · · , (u · ∇)un)
= ((u · ∇)u1 + u1∇ · u, · · · , (u · ∇)un + un∇ · u)
= (∇ · ((u1)2, u1u2, · · · , u1un), · · · ,∇ · (u1un, u2un, · · · , (un)2))
= ∇ · (u⊗ u), (2.4)
onde u⊗ u e´ a matriz produto tensorial, dada por
(u⊗ u)k,l(x, t) = (uk(x, t) · ul(x, t)).
Portanto, podemos escrever a equac¸a˜o (2.1) como
∂u
∂t
(x, t)−∆u(x, t) +∇ · (u⊗ u)(x, t) +∇p(x, t) = F (x, t). (2.5)
2.2 Projetor de Leray
No estudo de (2.1)-(2.3), uma estrate´gia cla´ssica e´ eliminar a pressa˜o p e obter uma equac¸a˜o
apenas para o campo de velocidades u. Para isto, precisamos da decomposic¸a˜o de Hodge e o
projetor de Leray. Comec¸amos com a seguinte definic¸a˜o:
Definic¸a˜o 2.1. Um campo suave de vetores v : Rn −→ Rn e´ dito solenoidal se ∇ · v = 0 em
Rn.
Seja w : Rn −→ Rn um campo vetorial diferencia´vel. O teorema de Helmholtz-Hodge (ver
[6, cap´ıtulo 1]) afirma que existe uma u´nica decomposic¸a˜o do campo w = v + γ, onde v e´ um
campo solenoidal e γ = ∇ψ para alguma func¸a˜o ψ : Rn −→ R. O fato da decomposic¸a˜o ser
u´nica permite definir um operador, o qual e´ denotado por P, da seguinte forma
Pw = w −∇ψ.
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Usando a condic¸a˜o de ser solenoidal e´ poss´ıvel obter uma fo´rmula para Pw. De fato,
∇ · (w −∇ψ) = 0 ⇒ ∆ψ = ∇ · w, em Rn.
Logo, aplicando o laplaciano inverso, dado pela soluc¸a˜o da equac¸a˜o de Laplace, tem-se
Pw = w −∇(∆−1(∇ · w)). (2.6)
O operador P e´ chamado de Projetor de Leray.
2.3 Formulac¸a˜o Integral
Aplicando o projetor de Leray na equac¸a˜o (2.5), obtemos
∂u
∂t
(x, t)−∆u(x, t) + P∇ · (u⊗ u)(x, t) = PF (x, t), (2.7)
u(x, 0) = u0(x), (2.8)
pois u(·, t) e´ solenoidal para cada t > 0.
Note que o termo da pressa˜o p na˜o aparece em (2.7), mas ele pode ser recuperado desde que
exista uma soluc¸a˜o de (2.1), e usando a fo´rmula (2.6).
Denotemos por S(t) o semigrupo do calor que age em uma func¸a˜o integra´vel g da seguinte
forma:
(S(t)g)(x) =
1
(4pit)n/2
∫
Rn
exp
(
−|x− y|
2
4t
)
g(y)dy,
ou, nas varia´veis de Fourier (ver (1.3) e (1.17)), por
Ŝ(t)g(ξ) = e−t|ξ|
2
gˆ(ξ).
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Agora, e´ poss´ıvel estudar o sistema (2.1)-(2.3) por meio da seguinte equac¸a˜o integral obtida
via o principio de Duhamel:
u(t) = S(t)u0 −
∫ t
0
S(t− τ)P∇ · (u⊗ u)(τ)dτ (2.9)
+
∫ t
0
S(t− τ)PF (τ)dτ .
2.4 Formulac¸a˜o do Problema no Espac¸o PMn−1
Ate´ agora, o sistema (2.1)-(2.3) simplesmente foi transformado formalmente na equac¸a˜o
integral (2.9). Neste estudo, o espac¸o onde sera´ procurada a soluc¸a˜o e´ definido tomando-se
como base o espac¸o PMa, que foi definido na sec¸a˜o 1.3 do cap´ıtulo 1. Mais precisamente,
a soluc¸a˜o sera´ uma func¸a˜o que vai do intervalo [0,∞) no espac¸o PMa, para um certo a.
Em princ´ıpio, o espac¸o PMa e´ definido como sendo um subespac¸o do espac¸o de distribuic¸o˜es
temperadas, portanto e´ necessa´rio dar um significado mais preciso a` equac¸a˜o integral (2.9).
Se aplicarmos formalmente a transformada de Fourier em (2.6), obtemos facilmente a
seguinte expressa˜o:
(Pw)ˆ (ξ) = wˆ(ξ)− 1|ξ|2 (ξ · wˆ(ξ))ξ, (2.10)
onde a transformada de Fourier foi calculada em cada componente do campo vetorial w. Isto
permite definir, em varia´veis de Fourier, a famı´lia de operadores pseudo-diferenciais, definidos
para campos vetoriais v = (v1, · · · , vn) com vj integra´vel, por
(Pv)ˆ j(ξ) = vˆj(ξ)−
n∑
l=1
ξjξl
|ξ|2 vˆl(ξ). (2.11)
Os s´ımbolos deste operador sa˜o denotados por
(Pˆ(ξ))j,l = δj,l − ξjξl|ξ|2 ,
e, e´ claro, estas quantidades satisfazem
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max
1≤j,l≤n
sup
ξ∈Rn−{0}
|(Pˆ(ξ))j,l| = 1. (2.12)
O objetivo e´ definir o operador P para n-listas cujas componentes esta˜o no espac¸o PMa.
Para fazer isto, dado v ∈ PMa definimos a aplicac¸a˜o Rj agindo em v por
R̂jv(ξ) = i
ξj
|ξ| vˆ(ξ), (2.13)
para j = 1, . . . , n.
O seguinte resultado mostra que Rj esta´ bem definida:
Proposic¸a˜o 2.2. A aplicac¸a˜o Rj : PMa −→ PMa e´ um operador linear e cont´ınuo.
Demonstrac¸a˜o. Primeiro mostremos que Rjv e´ uma distribuic¸a˜o. Se φ ∈ S(Rn), temos que
|〈Rjv, φ〉| = |〈i ξj|ξ| vˆ, φˇ〉|
≤
∫
Rn
|i ξj|ξ| vˆ(ξ)φˇ(ξ)|
≤
∫
Rn
|ξ|a|vˆ(ξ)||ξ|−a|φˇ(ξ)|
≤ ‖v‖PMa‖|ξ|−aφˇ‖L1(Rn).
Analogamente temos que R̂jv(·) e´ localmente integra´vel. De fato, seja B(0, r) uma bola
aberta centrada na origem. Enta˜o
∫
B(0,r)
|R̂jv(ξ)| =
∫
B(0,r)
|i ξj|ξ| vˆ(ξ)|
≤
∫
B(0,r)
|vˆ(ξ)|
< ∞,
pois vˆ ∈ L1loc(Rn). Finalmente, resta mostrar a condic¸a˜o de limitac¸a˜o, mas isto segue de
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|ξ|a|R̂jv(ξ)| = |ξ|a|i ξj|ξ| vˆ(ξ)|
≤ |ξ|a|vˆ(ξ)| ξ 6= 0
≤ ‖v‖PMa q.t.p. ξ ∈ Rn,
o que implica ‖Rjv‖PMa ≤ ‖v‖PMa . A linearidade de Rj e´ imediata, portanto completamos a
prova.
A transformadaRj e´ conhecida como a transformada de Riesz e ela tambe´m pode ser definida
no espac¸o Lp(Rn) para todo 1 ≤ p <∞ (ver [17, cap´ıtulo 3]).
Se tivermos uma n-lista v = (v1, . . . , vn), onde cada vj ∈ PMa, enta˜o a proposic¸a˜o 2.2 im-
plica que o operador P transforma v em uma outra n-lista, denotada por Pv, cujas componentes
esta˜o em PMa e sa˜o dadas por
(Pv)j = vj +
n∑
l=1
RjRlvl. (2.14)
Observac¸a˜o 2.3. Note que, se v = (v1, . . . , vn) com vj ∈ PMa, enta˜o e´ va´lida a seguinte
identidade:
∇ · Pv = 0,
no sentido das distribuic¸o˜es, ou seja Pv e´ solenoidal.
Agora, apresentamos um conceito de continuidade fraca para func¸o˜es com valores no espac¸o
PMa.
Definic¸a˜o 2.4. Uma func¸a˜o v : [0, T ) −→ PMa, 0 < T ≤ ∞ e´ dita fracamente cont´ınua no
ponto t ∈ [0, T ), se
lim
τ→t
〈v(τ), φ〉 = 〈v(t), φ〉,
para cada φ ∈ S(Rn). Se v e´ fracamente cont´ınua para todo t ∈ [0, T ), dizemos simplesmente
que v e´ fracamente cont´ınua.
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Agora, invocamos os espac¸os PMa, com 0 ≤ a < n, para definirmos o espac¸o Cw([0, T );PMa)
de todas as func¸o˜es u : [0, T ) −→ PMa fracamente cont´ınuas e tais que
sup
t∈[0,T )
‖u(t)‖PMa <∞.
A quantidade ‖u‖Cw([0,T );PMa) := sup
t∈[0,T )
‖u(t)‖PMa e´ uma norma neste espac¸o, como pode ser
facilmente verificado. Mais ainda, temos a seguinte proposic¸a˜o:
Proposic¸a˜o 2.5. O espac¸o Cw([0, T );PMa) com a norma ‖ · ‖Cw([0,T );PMa) e´ um espac¸o de
Banach.
Demonstrac¸a˜o. A prova do fato que cada sequeˆncia de Cauchy, na norma ‖ · ‖Cw([0,T );PMa),
converge e´ a mesma que para o espac¸o das func¸o˜es reais L∞(0, T ) com a norma do sup, pois
PMa e´ um espac¸o de Banach. Portanto, somente mostraremos a continuidade fraca da func¸a˜o
limite. Seja {uk}k∈N ⊂ Cw([0, T );PMa) uma sequeˆncia tal que uk → u quando k → ∞, na
norma de Cw([0, T );PMa). Enta˜o
|〈u(t)− u(τ), φ〉| ≤ |〈u(t)− uk(t), φ〉|+ |〈uk(t)− uk(τ), φ〉|
+|〈uk(τ)− u(τ), φ〉|
≤
∫
Rn
|ξ|a|uˆ(ξ, t)− uˆk(ξ, t)||ξ|−a|φˇ(ξ)|
+
∫
Rn
|ξ|a|uˆ(ξ, τ)− uˆk(ξ, τ)||ξ|−a|φˇ(ξ)|
+|〈uk(t)− uk(τ), φ〉|
≤ 2‖u− uk‖Cw([0,T );PMa) ×[
‖φˇ‖L∞(Rn)(
∫
B(0,1)
1
|ξ|a ) + ‖φˇ‖L1(Rn)
]
+|〈uk(t)− uk(τ), φ〉|,
para cada φ ∈ S(Rn). Portanto,
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lim sup
τ→t
|〈u(t)− u(τ), φ〉| ≤ 2‖u− uk‖Cw([0,T );PMa) (2.15)
×
[
‖φˇ‖L∞(Rn)(
∫
B(0,1)
1
|ξ|a ) + ‖φˇ‖L1(Rn)
]
.
Como k ∈ N e´ arbitra´rio, segue que o limite superior acima e´ zero. Logo, o limite em (2.15)
existe e vale zero, o que e´ equivalente a u ser fracamente cont´ınua em t.
Precisamos estabelecer a noc¸a˜o de soluc¸a˜o que usaremos para estudar o problema de valor
inicial (2.1)-(2.3). Na literatura, existem muitas noc¸o˜es de soluc¸a˜o que dependem do espac¸o
ambiente onde elas sa˜o procuradas, ver por exemplo [19] e [11]. No nosso contexto, a noc¸a˜o de
soluc¸a˜o e´ dada a seguir e sera´ chamada uma soluc¸a˜o branda.
Definic¸a˜o 2.6. Uma soluc¸a˜o branda do sistema (2.1)-(2.3) e´ uma func¸a˜o vetorial u = (u1, . . . ,
un), onde cada uj pertence ao espac¸o de func¸o˜es Cw([0, T );PMn−1), 0 < T ≤ ∞, e tal que
uˆ(ξ, t) = e−t|ξ|
2
uˆ(ξ, 0)−
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ, τ)dτ
+
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)Fˆ (ξ, τ)dτ , (2.16)
para toda 0 ≤ t < T e em quase todo ponto ξ ∈ Rn.
Observac¸a˜o 2.7. Existem outras maneiras de interpretar a equac¸a˜o integral (2.9), como por
exemplo no sentido de distribuic¸o˜es (ver [19]). Neste trabalho, a equac¸a˜o (2.9) inspirou a ideia
de soluc¸a˜o dada na definic¸a˜o anterior.
Observac¸a˜o 2.8. Desde que as componentes de uma func¸a˜o vetorial u = (u1, . . . , un), onde
uj ∈ Cw([0, T );PMn−1), j = 1, . . . , n, sa˜o tais que uj(t) e´ um elemento do espac¸o PMn−1 para
cada t > 0, as componentes uj(t) · ul(t) na matriz u⊗ u devem ser entendidas como
(û⊗ u)(·, τ) = (2pi)−n/2(uˆj(·, τ) ∗ uˆl(·, τ))n×n. (2.17)
Para mais detalhes ver a sec¸a˜o 1.3 do cap´ıtulo 1.
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Para simplificar a notac¸a˜o, o termo quadra´tico em (2.9) sera´ denotado por:
B(u, v)(t) = −
∫ t
0
S(t− τ)P∇ · (u⊗ v)(τ)dτ . (2.18)
2.5 Soluc¸o˜es Globais no Tempo
Para provar a existeˆncia, unicidade e dependeˆncia cont´ınua nos dados das soluc¸o˜es da
equac¸a˜o (2.1)-(2.3), sera´ usado um argumento padra˜o de ponto fixo para contrac¸o˜es. Mas,
para isto, precisaremos do seguinte lema:
Lema 2.9. Seja (X , ‖ · ‖X ) um espac¸o de Banach e B : X × X −→ X uma forma bilinear
cont´ınua que satisfaz ‖B(u, v)‖X ≤ η‖u‖X‖v‖X , para toda u, v ∈ X e alguma constante η > 0.
Enta˜o, se 0 <  < 1
4η
e y ∈ X e´ tal que ‖y‖X ≤ , a equac¸a˜o u = y +B(u, u) possui uma u´nica
soluc¸a˜o u em X , tal que ‖u‖X ≤ 2. Ale´m disso, a soluc¸a˜o depende continuamente de y no
seguinte sentido: se ‖y¯‖X ≤ , u¯ = y¯ +B(u¯, u¯), e ‖u¯‖X ≤ 2, enta˜o
‖u− u¯‖X ≤ 1
1− 4η‖y − y¯‖X .
Demonstrac¸a˜o. Defina a aplicac¸a˜o Φ : X −→ X por Φ(u) = y + B(u, u). Mostremos primeiro
que Φ(B¯(0, 2)) ⊂ B¯(0, 2), onde B¯(0, 2) = {u ∈ X : ‖u‖X ≤ 2}. De fato, por hipo´tese,
‖Φ(u)‖X ≤ ‖y‖X + ‖B(u, u)‖X
≤ + 4η2
< 2.
Agora, vejamos que Φ e´ tambe´m uma contrac¸a˜o em B¯(0, 2). Se u, v ∈ B¯(0, 2), enta˜o
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‖Φ(u)− Φ(v)‖X ≤ ‖B(u, u− v)‖X + ‖B(u− v, v)‖X
≤ η‖u− v‖X (‖u‖X + ‖v‖X )
≤ 4η‖u− v‖X ,
e obtemos que Φ e´ uma contrac¸a˜o em B¯(0, 2), pois 4η < 1 por hipo´tese. Pelo teorema do
ponto fixo para contrac¸o˜es, aplicado no espac¸o me´trico completo B¯(0, 2) ⊂ X , a aplicac¸a˜o Φ
possui um u´nico ponto fixo u ∈ B¯(0, 2). Assim, temos a existeˆncia e unicidade de soluc¸a˜o na
bola B¯(0, 2).
Para mostrar a dependeˆncia cont´ınua, basta estimar
‖u− u¯‖X ≤ ‖y − y¯‖X + ‖B(u, u)−B(u¯, u¯)‖X
≤ ‖y − y¯‖X + 4η‖u− u¯‖X ,
o que implica
‖u− u¯‖X ≤ 1
(1− 4η)‖y − y¯‖X ,
completando a demonstrac¸a˜o.
Antes de prosseguirmos, fac¸amos alguns esclarecimentos. Seja um vetor v = (v1, . . . , vn)
tal que vj ∈ PMn−1 para cada j = 1, . . . , n. A transformada de Fourier de v e´ calculada
sempre em cada componente de v, isto e´, vˆ(ξ) = (vˆ1(ξ), . . . , vˆn(ξ)). Tambe´m, assumindo que
|vˆ(ξ)| = max
1≤j≤n
|vˆj(ξ)| e usando a mesma definic¸a˜o da norma no espac¸o PMn−1, temos a seguinte
identidade
‖v‖PMn−1 = max
1≤j≤n
{‖vj‖PMn−1}, (2.19)
onde ‖v‖PMn−1 = ess sup
ξ∈Rn
|ξ|n−1|vˆ(ξ)|. De fato,
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|vˆj(ξ)| ≤ |vˆ(ξ)|, ∀j = 1, . . . , n e q.t.p. ξ ∈ Rn
⇒
|ξ|n−1|vˆj(ξ)| ≤ |ξ|n−1|vˆ(ξ)|
≤ ‖v‖PMn−1 , ∀j = 1, . . . , n e q.t.p. ξ ∈ Rn
⇒
‖vj‖PMn−1 ≤ ‖v‖PMn−1 ∀j = 1, . . . , n.
Reciprocamente,
|ξ|n−1|vˆk(ξ)| ≤ ‖vk‖PMn−1
≤ max
1≤j≤n
{‖vj‖PMn−1} e q.t.p. ξ ∈ Rn
⇒
|ξ|n−1|vˆ(ξ)| ≤ max
1≤j≤n
{‖vj‖PMn−1} e q.t.p. ξ ∈ Rn
⇒
‖v‖PMn−1 ≤ max
1≤j≤n
{‖vj‖PMn−1}.
O espac¸o onde sera´ procurada a soluc¸a˜o do sistema (2.1)-(2.3) e´ o seguinte:
Definic¸a˜o 2.10. Denotamos por X o espac¸o das func¸o˜es u(t) = (u1(t), . . . , un(t)), tais que
uj(·) ∈ Cw([0,∞);PMn−1) para todo j = 1, . . . , n.
O espac¸o X e´ Banach com a norma ‖u‖X := sup
t>0
‖u(t)‖PMn−1 , onde ‖u(t)‖PMn−1 deve
ser calculado segundo (2.19). A prova de que X e´ Banach segue diretamente do fato de
Cw([0,∞);PMn−1) ser um espac¸o de Banach.
Agora, a ideia e´ aplicar o lema 2.9 no espac¸o X . Sejam u, v ∈ X , u0 = (u10, . . . , un0 ) com
uj0 ∈ PMn−1 e F = (F1, . . . , Fn) com Fj ∈ Cw([0,∞);PMn−3). Denotamos por
y = S(t)u0 +
∫ t
0
S(t− τ)PF (τ)dτ ,
a func¸a˜o definida, em varia´veis de Fourier, por meio de
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yˆj(ξ, t) := e
−t|ξ|2uj0 +
∫ t
0
e−(t−τ)|ξ|
2Pˆj(ξ) · Fˆ (ξ, τ)dτ ,
e a forma bilinear
B(u, v)(t) = −
∫ t
0
S(t− τ)P∇ · (u⊗ v)(τ)dτ ,
definida por meio de
B̂j(u, v)(ξ, τ) :=
∫ t
0
e−(t−τ)|ξ|
2Pˆj(ξ) · (iξ · (û⊗ v)(ξ, τ))dτ , (2.20)
onde Pˆj(ξ) denota a j-e´sima fila da matriz (Pˆj,k(ξ)). Enta˜o, para conseguir aplicar o lema
2.9, precisamos mostrar que y ∈ X , e que a forma bilinear B(·, ·) esta´ bem definida e satisfaz
‖B(u, v)‖X ≤ η‖u‖X‖v‖X , para alguma constante η > 0.
Trataremos estas questo˜es nos pro´ximos treˆs lemas.
Lema 2.11. Seja u0 = (u
1
0, . . . , u
n
0 ), onde u
j
0 ∈ PMn−1 para cada j = 1, . . . , n. Enta˜o, a
func¸a˜o vetorial S(·)u0 = (S(·)u10, . . . , S(·)un0 ) satisfaz S(·)uj0 ∈ Cw([0,∞);PMn−1), ou seja
S(·)u0 ∈ X . Ale´m disso, temos a desigualdade
‖S(·)u0‖X ≤ ‖u0‖PMn−1 .
Demonstrac¸a˜o. Usando a definic¸a˜o da norma ‖ · ‖PMn−1 , vemos que
‖S(t)uj0‖PMn−1 = ess sup
ξ∈Rn
|ξ|n−1|e−t|ξ|2uˆj0(ξ)|
≤ ess sup
ξ∈Rn
|ξ|n−1|uˆj0(ξ)|
= ‖uj0‖PMn−1 ≤ ‖u0‖PMn−1 ,
e portanto,
‖S(t)u0‖PMn−1 ≤ ‖u0‖PMn−1 ,
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para cada t ≥ 0. Daqui segue claramente que ‖S(·)u0‖X ≤ ‖u0‖PMn−1 .
Resta mostrar a continuidade fraca, com respeito a t, de cada S(·)uj0. Pela propriedade de
semigrupo de S(t), basta mostrar isto somente no caso t = 0. Assim, dada uma φ ∈ S(Rn),
temos
|〈S(t)uj0 − uj0, φ〉| = |〈(S(t)uj0)ˆ− (uj0)ˆ , φˇ〉|
≤
∫
Rn
|e−t|ξ|2 − 1||(uj0)ˆ (ξ)||φˇ(ξ)|dξ
=
∫
Rn
t
|e−t|ξ|2 − 1|
t|ξ|2 |ξ|
n−1|(uj0)ˆ (ξ)||ξ|3−n|φˇ(ξ)|dξ
≤ t · ess sup
ξ∈Rn
|e−t|ξ|2 − 1|
t|ξ|2 ‖u
j
0‖PMn−1‖|ξ|3−nφˇ‖L1(Rn)
−→ 0,
quando t→ 0+. Logo, fica claro que S(·)u0 ∈ X , o que completa a prova.
No pro´ximo lema, para F = (F1, . . . , Fn) um vetor com componentes Fj ∈ PMn−3, assum-
imos que
|Fˆ (ξ)| =
n∑
j=1
|Fˆj(ξ)|. (2.21)
Assim, com esta suposic¸a˜o, definimos a norma ‖F‖PMn−3 como no caso do espac¸o PMn−1.
Precisamente,
‖F‖PMn−3 = ess sup
ξ∈Rn
|ξ|n−3|Fˆ (ξ)|.
Observac¸a˜o 2.12. Note que a escolha de uma particular norma de um vetor v em Rn na˜o
afeta essencialmente os resultados, pois elas sa˜o todas equivalentes, embora as constantes que
aparecem possam mudar.
Lema 2.13. Seja F = (F1, . . . , Fn) uma func¸a˜o vetorial com componentes Fj ∈ Cw([0,∞);
PMn−3). Enta˜o
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w(t) :=
∫ t
0
S(t− τ)PF (τ)dτ ∈ X .
Ale´m disso, temos a desigualdade
‖w‖X ≤ sup
t≥0
‖F (t)‖PMn−3 . (2.22)
Demonstrac¸a˜o. Em vista de (2.14), temos que w(t) = (w1(t), . . . , wn(t)) com wj(t) =∫ t
0
S(t− τ)(Fj(τ) +
n∑
l=1
RjRlFl(τ))dτ . Logo
‖wj(t)‖PMn−1 ≤ ess sup
ξ∈Rn
∫ t
0
|ξ|n−1e−(t−τ)|ξ|2 |((PF (τ))j )ˆ (ξ)|dτ
≤ ess sup
ξ∈Rn
∫ t
0
|ξ|n−1e−(t−τ)|ξ|2 |Pˆ(ξ)Fˆ (ξ, τ)|dτ .
Usando (2.21) e a norma do ma´ximo em Rn para calcular |Pˆ(ξ)Fˆ (ξ, τ)|, temos que | ˆP(ξ)Fˆ (ξ, τ)| ≤
|Pˆ(ξ)||Fˆ (ξ, τ)|, onde claramente |Pˆ(ξ)| = max
j,l
|(Pˆ(ξ))j,l| ≤ 1. Portanto,
‖wj(t)‖PMn−1 ≤ ess sup
ξ∈Rn
∫ t
0
|ξ|2e−(t−τ)|ξ|2|ξ|n−3|Fˆ (ξ, τ)|dτ
≤ ess sup
ξ∈Rn
∫ t
0
|ξ|2e−(t−τ)|ξ|2‖F (τ)‖PMn−3dτ
≤ sup
t≥0
(‖F (τ)‖PMn−3)ess sup
ξ∈Rn
(1− e−t|ξ|2)
≤ sup
t≥0
(‖F (τ)‖PMn−3). (2.23)
Relembrando a definic¸a˜o da norma de X , a desigualdade (2.23) implica a estimativa (2.22),
concluindo a demonstrac¸a˜o.
Resta mostrar a continuidade fraca, com respeito a t ≥ 0, de cada componente do campo
w(t). De fato, sejam φ ∈ S(Rn) e t > 0 fixados, e s ≥ 0. Supondo que s < t, temos
|〈wj(t)− wj(s), φ〉|
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≤ |
∫
Rn
∫ t
s
e−(t−τ)|ξ|
2
((PF )j(τ))ˆ (ξ)φˇ(ξ)dτdξ|+
|
∫
Rn
∫ s
0
(e−(t−τ)|ξ|
2 − e−(s−τ)|ξ|2)((PF )j(τ))ˆ (ξ)× φˇ(ξ)dτdξ|.
Repetindo a estimativa para | ˆP(ξ)Fˆ (ξ, τ)|, obtemos que
|〈wj(t)− wj(s), φ〉| ≤
∫
Rn
∫ t
s
e−(t−τ)|ξ|
2|Fˆ (ξ, τ)||φˇ(ξ)|dτdξ +∫
Rn
∫ s
0
|e−(t−τ)|ξ|2 − e−(s−τ)|ξ|2 ||Fˆ (ξ, τ)||φˇ(ξ)|dτdξ
=: I1 + I2. (2.24)
Podemos estimar I1 como
I1 =
∫
Rn
∫ t
s
e−(t−τ)|ξ|
2 |ξ|n−3|Fˆ (ξ, τ)||ξ|3−n|φˇ(ξ)|dτdξ
≤ sup
τ≥0
(‖F (τ)‖PMn−3)
∫
Rn
∫ t
s
|ξ|3−n|φˇ(ξ)|dτdξ
≤ (t− s) sup
τ≥0
(‖F (τ)‖PMn−3)‖|ξ|3−nφˇ‖L1(Rn). (2.25)
Analogamente, para I2 temos que
I2 ≤
∫
Rn
∫ s
0
e−(s−τ)|ξ|
2|e−(t−s)|ξ|2 − 1||Fˆ (ξ, τ)||φˇ(ξ)|dτdξ
≤ (t− s)ess sup
ξ∈Rn
(
|e−(t−s)|ξ|2 − 1|
(t− s)|ξ|2 )
×
∫
Rn
∫ s
0
|ξ|2e−(s−τ)|ξ|2 |ξ|n−3|Fˆ (ξ, τ)||ξ|3−n|φˇ(ξ)|dτdξ
≤ (t− s)ess sup
ξ∈Rn
(
|e−(t−s)|ξ|2 − 1|
(t− s)|ξ|2 )
× sup
τ≥0
(‖F (τ)‖PMn−3)‖|ξ|3−nφˇ‖L1(Rn), (2.26)
onde na u´ltima desigualdade usamos o fato que
∫ s
0
|ξ|2e−(s−τ)|ξ|2 = (1− e−s|ξ|2) ≤ 1.
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Inserindo (2.25) e (2.26) em (2.24), segue que
|〈wj(t)− wj(s), φ〉| ≤ (t− s) sup
τ≥0
(‖F (t)‖PMn−3)‖|ξ|3−nφˇ‖L1(Rn)
×(1 + ess sup
ξ∈Rn
(
|e−(t−s)|ξ|2 − 1|
(t− s)|ξ|2 )).
O caso t < s pode ser tratado analogamente. Finalmente, quando t = 0 temos que wj(s)→
0 = wj(0) fracamente quando s→ 0+. De fato,
|〈wj(s), φ〉| ≤
∫
Rn
∫ s
0
e−(s−τ)|ξ|
2|Fˆ (ξ, τ)||φˇ(ξ)|dτdξ
≤
∫
Rn
∫ s
0
e−(s−τ)|ξ|
2|ξ|3−n|φˇ(ξ)|dτdξ sup
t≥0
‖F (t)‖PMn−3
≤ s‖|ξ|3−nφˇ‖L1(Rn) sup
t≥0
‖F (t)‖PMn−3 → 0,
quando s→ 0+, o que conclui a prova.
A seguir, tratamos com a forma bilinear B(u, v) definida em (2.20).
Proposic¸a˜o 2.14. O operador bilinear B(·, ·) e´ cont´ınuo no espac¸o X , isto e´, existe uma
constante η > 0 tal que
‖B(u, v)‖X ≤ η‖u‖X‖v‖X ,
para todo u, v ∈ X .
Demonstrac¸a˜o. Igual a` prova do lema 2.13, usamos a norma do ma´ximo nas estimativas abaixo.
Dados u, v ∈ X temos
|P(ξ)iξ · (û⊗ v)(ξ, τ)| ≤ (2pi)−n/2|Pˆ(ξ)|
∑
j,k
|ξk(uˆj(τ) ∗ vˆk(τ))(ξ)|
≤ (2pi)−n/2
∑
j,k
|ξk(uˆj(τ) ∗ vˆk(τ))(ξ)|.
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Por outro lado, usamos a proposic¸a˜o 1.10 (pg. 12 do cap´ıtulo 1), para obter
|ξk(uˆj(τ) ∗ vˆk(τ))(ξ)| = |ξk||
∫
Rn
uˆj(z, τ)vˆk(ξ − z, τ)dz|
≤ |ξ|
∫
Rn
1
|z|n−1|ξ − z|n−1 |z|
n−1|uˆj(z, τ)|
×|ξ − z|n−1|vˆk(ξ − z, τ)|dz
≤ |ξ|(|z|1−n ∗ |z|1−n)(ξ)‖uj(τ)‖PMn−1‖vk(τ)‖PMn−1
= C(n)|ξ|3−n‖uj(τ)‖PMn−1‖vk(τ)‖PMn−1 ,
onde C(n) = pi
2−n
2
Γ(n−2
2
)
(Γ(n−1
2
))2
.
Assim,
‖B(u, v)(t)‖PMn−1 = ess sup
ξ∈Rn
|ξ|n−1|
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ v(ξ, τ))dτ |
≤ (2pi)−n/2C(n)ess sup
ξ∈Rn
∫ t
0
|ξ|2e−(t−τ)|ξ|2 ×(
n∑
j,k=1
‖uj(τ)‖PMn−1‖vk(τ)‖PMn−1
)
dτ
≤ (2pi)−n/2C(n)n2‖u‖X‖v‖X . (2.27)
Logo, como a desigualdade (2.27) e´ va´lida para cada t > 0, conclui-se que
‖B(u, v)‖X ≤ (2pi)−n/2C(n)n2‖u‖X‖v‖X .
Enta˜o, pode-se escolher η = (2pi)−n/2C(n)n2 e segue a continuidade da forma bilinear.
Agora, para concluir que de fato B(u, v)(·) ∈ X , temos que mostrar a continuidade fraca
em t ≥ 0 de cada uma das componentes. Sejam φ ∈ S(Rn) e t > 0 fixos. Para cada s < t,
temos
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|〈(B(u, v)(t))j − (B(u, v)(s))j, φ〉| ≤
∫
Rn
∫ t
s
e−(t−τ)|ξ|
2|Pˆiξ · (û⊗ v)(ξ, τ)|
×|φˇ(ξ)|dτdξ
+
∫
Rn
∫ s
0
|e−(t−τ)|ξ|2 − e−(s−τ)|ξ|2|
×|Pˆiξ · (û⊗ v)(ξ, τ)|dτ |φˇ(ξ)|dξ
=: I1 + I2. (2.28)
Tendo em vista as estimativas da primeira parte da demonstrac¸a˜o, e´ fa´cil obter as seguintes
desigualdades:
I1 ≤ (2pi)−n/2C(n)
∫
Rn
∫ t
s
e−(t−τ)|ξ|
2|ξ|3−n
×
n∑
j,k=1
‖uj(τ)‖PMn−1‖vk(τ)‖PMn−1|φˇ(ξ)|dτdξ
≤ η‖u‖X‖v‖X‖|ξ|3−nφˇ‖L1(Rn)(t− s). (2.29)
Analogamente, obte´m-se a estimativa para I2 como segue:
I2 ≤ (2pi)−n/2C(n)
∫
Rn
∫ s
0
e−(s−τ)|ξ|
2|e−(t−s)|ξ|2 − 1||ξ|3−n
n∑
j,k=1
‖uj(τ)‖PMn−1‖vk(τ)‖PMn−1dτ |φˇ(ξ)|dξ
≤ η(t− s)‖u‖X‖v‖X ess sup
ξ∈Rn
(
|e−(t−s)|ξ|2 − 1|
(t− s)|ξ|2 )×∫
Rn
∫ s
0
|ξ|2e−(s−τ)|ξ|2dτ |ξ|3−nφˇ(ξ)dξ
≤ η‖u‖X‖v‖X ess sup
ξ∈Rn
(
|e−(t−s)|ξ|2 − 1|
(t− s)|ξ|2 )
×‖|ξ|3−nφˇ‖L1(Rn)(t− s). (2.30)
Inserindo (2.29) e (2.30) em (2.28), obtemos
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|〈(B(u, v)(t))j − (B(u, v)(s))j, φ〉| ≤ η‖u‖X‖v‖X‖|ξ|3−nφˇ‖L1(Rn)(t− s)
(1 + ess sup
ξ∈Rn
(
|e−(t−s)|ξ|2 − 1|
(t− s)|ξ|2 )).
Similarmente, obte´m-se expresso˜es para o caso t < s que va˜o para zero quando s → t.
Portanto, fica provada a continuidade fraca em t > 0. Para o caso t = 0 a prova e´ ana´loga,
completando a demonstrac¸a˜o.
Agora, estamos prontos para apresentar o primeiro resultado importante da referencia [5],
o qual garante a existeˆncia e unicidade de soluc¸o˜es do sistema (2.1)-(2.3) em espac¸os PMa.
Teorema 2.15. Sejam u0 = (u
1
0, . . . , u
n
0 ) com u
j
0 ∈ PMn−1 tal que ∇·u0 = 0 e F = (F1, . . . , Fn)
com Fj ∈ Cw([0,∞) ;PMn−3), j = 1, . . . , n, tais que
‖u0‖PMn−1 + sup
t>0
‖F (t)‖PMn−3 ≤ ,
para algum 0 <  < 1
4η
, onde η e´ como na proposic¸a˜o 2.14. Enta˜o, existe uma soluc¸a˜o do
sistema (2.1)-(2.3) no espac¸o X . Esta soluc¸a˜o e´ a u´nica satisfazendo a condic¸a˜o ‖u‖X ≤ 2 e
ela depende continuamente do dado inicial u0 e a forc¸a F no sentido do lema 2.9. Ale´m disso,
temos que ∇ · u(t) = 0 para cada t > 0 no sentido de distribuic¸o˜es.
Demonstrac¸a˜o. A demonstrac¸a˜o esta´ quase feita, resta apenas juntar as pec¸as. Relembremos a
notac¸a˜o
y = S(t)u0 −
∫ t
0
S(t− τ)PF (τ)dτ .
Enta˜o, os lemas 2.11 e 2.13 implicam que
‖y‖X ≤ ‖u0‖PMn−1 + sup
t≥0
‖F (t)‖PMn−3
≤ .
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Pela proposic¸a˜o 2.14, a forma bilinear B(·, ·) satisfaz as hipo´teses do lema 2.9. Logo, existe
uma u´nica soluc¸a˜o u ∈ X da equac¸a˜o u = y +B(u, u), tal que ‖u‖X ≤ 2.
Por outro lado, sejam u¯0 e F¯ como no enunciado do teorema, tais que ‖u¯0‖PMn−1 +
sup
t≥0
‖F¯ (t)‖PMn−3 < , e seja u¯ ∈ X a soluc¸a˜o associada a esses dados. Enta˜o, aplicando
simultaneamente os lemas 2.9, 2.11 e 2.13, temos que
‖u− u¯‖X ≤ 1
1− 4η(‖u0 − u¯0‖PMn−1 + supt≥0 ‖F (t)− F¯ (t)‖PMn−3), (2.31)
o que mostra a dependeˆncia cont´ınua nos dados. A condic¸a˜o de ser solenoidal segue de uma
conta simples calculando ∇· na expressa˜o integral de u e usando a observac¸a˜o 2.3.
Observac¸a˜o 2.16. Note que na demonstrac¸a˜o anterior, a unicidade segue tambe´m da relac¸a˜o
(2.31).
2.6 Soluc¸o˜es Auto-similares.
Suponha que as func¸o˜es u e p sejam uma soluc¸a˜o formal (suave) das equac¸o˜es de Navier-
Stokes (2.1)-(2.2). Seja λ > 0. Enta˜o, na˜o e´ dif´ıcil verificar que as func¸o˜es uλ(x, t) := λu(λx, λ
2t)
e pλ(x, t) := λ
2p(λx, λ2t) sa˜o de novo uma soluc¸a˜o das equac¸o˜es (2.1)-(2.2). Sobre certas
condic¸o˜es nos dados, e´ poss´ıvel mostrar que u e uλ sa˜o soluc¸o˜es das equac¸o˜es (2.1)-(2.3), no
sentido da definic¸a˜o 2.6. Uma pergunta natural e´ saber quando uma soluc¸a˜o e´ invariante pelo
scaling u→ uλ do sistema (2.1)-(2.3).
Isto motiva a seguinte definic¸a˜o:
Definic¸a˜o 2.17. Uma soluc¸a˜o branda do sistema (2.1)-(2.3) satisfazendo a condic¸a˜o uλ = u e´
chamada de soluc¸a˜o auto-similar.
Nesta direc¸a˜o, como aplicac¸a˜o do teorema 2.15, temos o seguinte corola´rio:
Corola´rio 2.18. Suponha que o dado inicial u0 = (u
1
0, . . . , u
n
0 ), u
j
0 ∈ PMn−1 e´ tal que to-
das as uj0´s sa˜o distribuic¸o˜es homogeˆneas de grau −1. Seja F = (F1, . . . , Fn) com Fj ∈
C([0,∞);PMn−3), tal que
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λ3F (λx, λ2t) = F (x, t), (2.32)
no sentido das distribuic¸o˜es. Se u0 e F satisfazem as hipo´teses do teorema 2.15, enta˜o a u´nica
soluc¸a˜o associada a esses dados e´ auto-similar.
Demonstrac¸a˜o. Seja λ > 0. Primeiro observemos as seguintes igualdades:
λ1−ne−λ
2t|λ−1ξ|2uˆ0(λ−1ξ) = e−t|ξ|
2
uˆ0(ξ), (2.33)
λ1−n
∫ λ2t
0
e−(λ
2t−τ)|λ−1ξ|2Pˆ(λ−1ξ)Fˆ (λ−1ξ, τ)dτ
=
∫ t
0
e−(t−s)|ξ|
2Pˆ(ξ)λ3−nFˆ (λ−1ξ, λ2s)ds, (2.34)
e
λ2−n(2pi)−n/2(uˆj(λ2τ) ∗ uˆj(λ2τ))(λ−1ξ)
= (2pi)−n/2
∫
Rn λ
1−nuˆj(λ−1z, λ2τ)λ1−nuˆk(λ−1(ξ − z), λ2τ)dz
= (2pi)−n/2((uλ)jˆ∗ (uλ)k )ˆ(ξ, τ), (2.35)
onde em (2.33) usamos o fato que u0 e´ homogeˆnea de grau −1. Nas contas anteriores, foi usada
tambe´m a identidade (1.15), pg. 12.
Finalmente, substituindo (2.32) em (2.34) e usando o fato que u e´ uma soluc¸a˜o branda,
obtemos
(uλ)ˆ (ξ, τ) = e
−t|ξ|2uˆ0(ξ) +
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (ûλ ⊗ uλ)(ξ, τ)dτ
+
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)Fˆ (ξ, τ)dτ .
Por outro lado, calculando a norma de uλ temos que
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‖uλ‖X = sup
t≥0
‖uλ(t)‖PMn−1
= sup
t≥0
(
ess sup
ξ∈Rn
|ξ|n−1|λ1−nuˆ(λ−1ξ, λ2t)|
)
= ‖u‖X ≤ 2.
Logo, u e uλ sa˜o duas soluc¸o˜es brandas, com dado inicial u0 e forc¸a F , na bola de centro 0
e raio 2 do espac¸o X . A unicidade do teorema 2.15 garante que u = uλ.
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Cap´ıtulo 3
Comportamento Assinto´tico e Soluc¸o˜es
Estaciona´rias
Neste cap´ıtulo e´ discutido o comportamento (assinto´tico) das soluc¸o˜es do sistema (2.1)-
(2.3) quando a varia´vel temporal t → ∞. Ale´m disso, e´ estudada a existeˆncia de soluc¸o˜es
estaciona´rias para o sistema (2.1)-(2.2).
3.1 Comportamento Assinto´tico das Soluc¸o˜es
E´ natural perguntar-se: o que acontece com as soluc¸o˜es de (2.1)-(2.3), quando t > 0 torna-se
arbitrariamente grande? Uma forma de responder a essa pergunta e´ fazendo uma comparac¸a˜o
entre duas soluc¸o˜es e ver o que acontece para t > 0 arbitrariamente grande.
Para responder a pergunta, no sentido descrito acima, precisamos do seguinte resultado:
Lema 3.1. Seja F = (F1, . . . , Fn), Fj ∈ Cw([0,∞);PMn−3), tal que
lim
t→∞
‖F (t)‖PMn−3 = 0.
Enta˜o
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lim
t→∞
‖
∫ t
0
S(t− τ)PF (τ)dτ‖PMn−1 = 0.
Demonstrac¸a˜o. Lembremos que, no caso do espac¸o PMn−3, temos a seguinte suposic¸a˜o |Fˆ (ξ, t)| =
n∑
j=1
|Fˆj(ξ, t)|. Portanto,
|ξ|n−1|
∫ t
0
e−(t−τ)|ξ|
2
(PF )j (ˆξ, τ)dτ | ≤
∫ t
0
|ξ|2e−(t−τ)|ξ|2|Pˆ(ξ)||ξ|n−3|Fˆ (ξ, τ)|dτ
≤
∫ t
0
|ξ|2e−(t−τ)|ξ|2‖F (τ)‖PMn−3dτ
=
∫ t/2
0
|ξ|2e−(t−τ)|ξ|2‖F (τ)‖PMn−3dτ
+
∫ t
t/2
|ξ|2e−(t−τ)|ξ|2‖F (τ)‖PMn−3dτ
= : I1 + I2. (3.1)
Agora, podemos estimar I1 como segue:
I1 =
∫ t/2
0
(t− τ)|ξ|2e−(t−τ)|ξ|2(t− τ)−1‖F (τ)‖PMn−3dτ
≤ sup
w∈Rn
(|w|2e−|w|2)
∫ 1/2
0
(1− s)−1‖F (st)‖PMn−3ds, (3.2)
onde uma conta simples mostra que sup
w∈Rn
(|w|2e−|w|2) = e−1. Tambe´m temos que
I2 ≤ (1− e−t/2|ξ|2) sup
t/2≤τ≤t
‖F (τ)‖PMn−3
≤ sup
t/2≤τ≤t
‖F (τ)‖PMn−3 . (3.3)
Inserindo (3.2) e (3.3) em (3.1), obtemos
‖
∫ t
0
S(t− τ)(PF )jdτ‖PMn−1 ≤
∫ 1/2
0
(1− s)−1‖F (st)‖PMn−3ds
+ sup
t/2≤τ≤t
‖F (τ)‖PMn−3 .
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Por outro lado, note que lim
t→∞
(1− s)−1‖F (st)‖PMn−3 = 0 para cada s ∈ (0, 1/2), e ale´m disso
(1− s)−1‖F (ts)‖PMn−3 ≤ (1− s)−1 sup
t≥0
‖F (t)‖PMn−3 ∈ L1(0, 1/2).
Assim, o teorema da convergeˆncia dominada de Lebesgue implica que
lim
t→∞
e−1
∫ 1/2
0
(1− s)‖F (st)‖PMn−3ds = 0.
Note tambe´m que
lim
t→∞
( sup
t/2≤τ≤t
‖F (τ)‖PMn−3) = 0.
Portanto, conclu´ımos que
lim
t→∞
‖
∫ t
0
S(t− τ)(PF )jdτ‖PMn−1 = 0,
para cada j = 1, . . . , n, como desejado.
Agora, estamos prontos para responder a pergunta feita no in´ıcio deste cap´ıtulo, no sentido
da comparac¸a˜o entre soluc¸o˜es, por meio do seguinte resultado:
Teorema 3.2. Assuma as hipo´teses do teorema 2.15. Sejam u e v duas soluc¸o˜es brandas do
sistema (2.1)-(2.3) dadas pelo teorema 2.15 e correspondentes aos dados iniciais u0, v0, com
componentes no espac¸o PMn−1, e as forc¸as externas F = (F1, . . . , Fn), G = (G1, . . . , Gn) com
Fj, Gj ∈ Cw([0,∞);PMn−3), respectivamente. Suponha tambe´m que
lim
t→∞
‖S(t)(u0 − v0)‖PMn−1 = 0 e lim
t→∞
‖F (t)−G(t)‖PMn−3 = 0. (3.4)
Enta˜o
lim
t→∞
‖u(·, t)− v(·, t)‖PMn−1 = 0. (3.5)
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Demonstrac¸a˜o. Seja η a constante definida na proposic¸a˜o 2.14. Temos, pelo teorema 2.15, as
seguintes desigualdades:
‖u‖X = sup
t≥0
‖u(t)‖PMn−1 ≤ 2 < 1/2η, (3.6)
‖v‖X = sup
t≥0
‖v(t)‖PMn−1 ≤ 2 < 1/2η. (3.7)
Subtraindo as expresso˜es integrais de u,v e estimando a norma ‖ · ‖PMn−1 de u(t) − v(t),
obtemos
‖u(t)− v(t)‖PMn−1 ≤ ‖S(t)u0 − S(t)v0‖PMn−1 + ‖B(u, u)(t)−B(v, v)(t)‖PMn−1
+‖
∫ t
0
S(t− τ)P(F (τ)−G(τ))dτ‖PMn−1 . (3.8)
Procedendo similarmente a` prova da proposic¸a˜o 2.14, estimamos a parte bilinear por
‖B(u, u)(t)−B(v, v)(t)‖PMn−1 ≤ ‖B(u− v, u)(t)‖PMn−1
+‖B(u, u− v)(t)‖PMn−1
≤ η sup
ξ∈Rn
∫ t
0
|ξ|2e−(t−τ)|ξ|2
×‖u(τ)‖PMn−1‖(u− v)(τ)‖PMn−1dτ
+η sup
ξ∈Rn
∫ t
0
|ξ|2e−(t−τ)|ξ|2
×‖v(τ)‖PMn−1‖(u− v)(τ)‖PMn−1dτ. (3.9)
As desigualdades (3.6) e (3.7), junto com (3.9), implicam que
‖B(u, u)(t)−B(v, v)(t)‖PMn−1 ≤ 4η sup
ξ∈Rn
∫ t
0
|ξ|2e−(t−τ)|ξ|2
×‖(u− v)(τ)‖PMn−1dτ.
Agora, escolhemos um nu´mero δ ∈ (0, 1), que sera´ determinado mais adiante, e definimos
as quantidades I1 e I2 pela igualdade
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I1 + I2 :=∫ δt
0
|ξ|2e−(t−τ)|ξ|2‖(u− v)(τ)‖PMn−1dτ +
∫ t
δt
|ξ|2e−(t−τ)|ξ|2‖(u− v)(τ)‖PMn−1dτ .
Enta˜o, pode-se majorar I1 como segue:
I1 ≤ sup
x∈Rn
|x|2e−|x|2
∫ δt
0
(t− τ)−1‖(u− v)(τ)‖PMn−1dτ
= e−1
∫ δ
0
(1− s)−1‖(u− v)(ts)‖PMn−1ds.
Similarmente majoramos I2 por
I2 ≤ sup
δt≤τ≤t
‖(u− v)(τ)‖PMn−1
∫ t
δt
|ξ|2e−(t−τ)|ξ|2dτ
≤ sup
δt≤τ≤t
‖(u− v)(τ)‖PMn−1 .
Em resumo, temos obtido que
‖B(u, u)(t)−B(v, v)(t)‖PMn−1 ≤ 4ηe−1
∫ δ
0
(1− s)−1‖(u− v)(ts)‖PMn−1ds
+4η sup
δt≤τ≤t
‖(u− v)(τ)‖PMn−1 . (3.10)
Agora, vamos estimar o lado direito de (3.10). Denotamos
A := lim sup
t→∞
‖u(t)− v(t)‖PMn−1 ≡ lim
k→∞
sup
t≥k
‖u(t)− v(t)‖PMn−1 ,
e observamos que 0 ≤ A ≤ 4. Vamos mostrar que A = 0. Para isto, note que
sup
t≥k
∫ δ
0
(1− s)−1‖(u− v)(ts)‖PMn−1ds
≤
∫ δ
0
(1− s)−1 sup
t≥k
‖(u− v)(ts)‖PMn−1ds. (3.11)
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Usando o teorema da convergeˆncia dominada de Lebesgue em (3.11), obtemos
lim sup
t→∞
∫ δ
0
(1− s)−1‖(u− v)(ts)‖PMn−1ds ≤ A
∫ δ
0
(1− s)−1ds
= A ln
[
(1− δ)−1] .
Por outro lado, desde que
sup
t≥k
sup
δt≤τ≤t
‖(u− v)(τ)‖PMn−1 ≤ sup
t≥k
sup
δk≤τ<∞
‖(u− v)(τ)‖PMn−1
= sup
δk≤τ<∞
‖(u− v)(τ)‖PMn−1 ,
obteˆm-se a desigualdade
lim sup
t→∞
( sup
δt≤τ≤t
‖(u− v)(τ)‖PMn−1) ≤ A.
Agora, definindo a func¸a˜o
g(t) := ‖S(t)u0 − S(t)v0‖PMn−1 + ‖
∫ t
0
S(t− τ)P(F (τ)−G(τ))dτ‖PMn−1 ,
usando a hipo´tese (3.4) e aplicando o lema 3.1 para F −G, conclu´ımos que
lim
t→∞
g(t) = 0.
Substituindo (3.10) em (3.8), segue que
‖u(t)− v(t)‖PMn−1 ≤ g(t) + 4ηe−1
∫ δ
0
(1− s)−1‖(u− v)(ts)‖PMn−1ds
+4η sup
δt≤τ≤t
‖(u− v)(τ)‖PMn−1 . (3.12)
Finalmente, calculando o lim sup
t→∞
em (3.12), obtemos
A ≤ (4ηe−1 ln [(1− δ)−1]+ 4η)A.
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Mas, uma conta simples mostra que, se escolhermos δ tal que 0 < δ < 1− exp(4η−1
4η
e), enta˜o
4ηe−1 ln
[
(1− δ)−1]+ 4η < 1.
Portanto, segue que A = 0 e a prova esta´ completa.
Observac¸a˜o 3.3. O teorema anterior diz que se a diferenc¸a das soluc¸o˜es da equac¸a˜o do calor
com dados iniciais u0 e v0 torna-se insignificante quando t→∞, e se as forc¸as F e G possuem o
mesmo comportamento assinto´tico, enta˜o as soluc¸o˜es do problema na˜o linear (2.1)-(2.3) tambe´m
se comportam similarmente quando t→∞.
Observac¸a˜o 3.4. Uma pergunta natural e´: quando pode-se verificar a primeira igualdade da
hipo´tese (3.4) do teorema 3.2? Nesta direc¸a˜o, uma condic¸a˜o suficiente e´, por exemplo, quando
|ξ|n−1(uˆ0(ξ)− vˆ0(ξ))→ 0, se ξ → 0. (3.13)
Em particular, se u0 − v0 tem componentes em S(Rn), enta˜o (3.13) e´ verificada.
De fato, para  > 0 arbitra´rio, por hipo´tese pode-se achar um δ > 0 tal que
e−t|ξ|
2|ξ|n−1|uˆ0(ξ)− vˆ0(ξ)| ≤ |ξ|n−1|uˆ0(ξ)− vˆ0(ξ)|
< ,
sempre que |ξ| < δ. Mas, se |ξ| ≥ δ tem-se
e−t|ξ|
2|ξ|n−1|uˆ0(ξ)− vˆ0(ξ)| ≤ e−tδ2‖u0 − v0‖PMn−1 .
Assim, pode-se escolher t¯ = t(δ) > 0 suficientemente grande tal que
e−t|ξ|
2|ξ|n−1|uˆ0(ξ)− vˆ0(ξ)| <  q.t.p. em Rn,
para todo t > t¯.
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Uma adaptac¸a˜o da prova do teorema 3.2 permite obter uma condic¸a˜o necessa´ria para (3.5).
Este fato e´ dado pelo seguinte resultado:
Corola´rio 3.5. Assuma as hipo´teses do teorema 2.15. Sejam u, v ∈ X duas soluc¸o˜es brandas
do sistema (2.1)-(2.3) correspondentes aos dados iniciais u0 = (u
1
0, . . . , u
n
0 ), v0 = (v
1
0, . . . , v
n
0 )
com uj0, v
j
0 ∈ PMn−1 e as forc¸as externas F = (F1, . . . , Fn), G = (G1, . . . , Gn) com Fj, Gj ∈
Cw([0,∞);PMn−3). Suponha que
lim
t→∞
‖u(t)− v(t)‖PMn−1 = 0.
Enta˜o
lim
t→∞
‖S(t)(u0 − v0) +
∫ t
0
S(t− τ)P(F (t)−G(t))dτ‖PMn−1 = 0.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ similar a` prova do teorema 3.2. De fato, e´ mais simples.
Primeiro, denotemos
h(t) := ‖S(t)(u0 − v0) +
∫ t
0
S(t− τ)P(F (t)−G(t))dτ‖PMn−1 .
Temos a desigualdade
h(t) ≤ ‖u(t)− v(t)‖PMn−1 + ‖B(u, u)(t) +B(v, v)(t)‖PMn−1 .
Tomando δ = 1
2
na relac¸a˜o (3.10) da prova do teorema 3.2, tem-se que
h(t) ≤ ‖u(t)− v(t)‖PMn−1 + 4ηe−1
∫ 1/2
0
(1− s)−1‖(u− v)(ts)‖PMn−1ds
+4η sup
t/2≤τ≤t
‖(u− v)(τ)‖PMn−1 . (3.14)
E´ claro que a primeira e u´ltima parcela de (3.14) va˜o para zero quando t → ∞. A segunda
parcela vai para zero, por um argumento usando o teorema da convergeˆncia dominada de
Lebesgue, como na prova do lema 3.1. Portanto, segue a afirmac¸a˜o.
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3.2 Soluc¸o˜es Estaciona´rias
Nesta sec¸a˜o estudamos o sistema (2.1)-(2.2), quando a forc¸a F e a soluc¸a˜o u na˜o dependem
do tempo. Prova-se que existe uma u´nica soluc¸a˜o que na˜o depende da varia´vel t > 0 e que essa
soluc¸a˜o e´ assintoticamente esta´vel sob certas condic¸o˜es.
Lembre-se que, desde que trabalhamos no espac¸o PMa, as igualdades abaixo devem ser
entendidas nas varia´veis de Fourier.
A seguir apresentamos uma equivaleˆncia de equac¸o˜es.
Lema 3.6. Seja u = (u1, . . . , un) com uj ∈ PMn−1 e F = (F1, . . . , Fn) com Fj ∈ PMn−3,
j = 1, . . . , n (note que aqui u e F na˜o dependem do tempo). As seguintes afirmac¸o˜es sa˜o
equivalentes:
(i) O vetor u e´ uma soluc¸a˜o do sistema (2.1)-(2.2) no sentido da definic¸a˜o 2.6, i.e. u e´ soluc¸a˜o
da equac¸a˜o integral
u = S(t)u−
∫ t
0
S(t− τ)P∇ · (u⊗ u)dτ
+
∫ t
0
S(t− τ)PFdτ, (3.15)
para cada t > 0.
(2) O vetor u satisfaz a equac¸a˜o integral
u = −
∫ ∞
0
S(τ)P∇ · (u⊗ u)dτ∫ ∞
0
S(τ)PFdτ, (3.16)
nas varia´veis de Fourier e em quase todo ponto em Rn.
Demonstrac¸a˜o. Temos as seguintes igualdades
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uˆ(ξ) = e−t|ξ|
2
uˆ(ξ)−
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ)dτ
+
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)Fˆ (ξ)dτ q.t.p. em Rn,
⇔
(1− e−t|ξ|2)uˆ(ξ) = − 1|ξ|2 (1− e
−t|ξ|2)Pˆ(ξ)iξ · (û⊗ u)(ξ)
+
1
|ξ|2 (1− e
−t|ξ|2)Pˆ(ξ)Fˆ (ξ) q.t.p. em Rn,
⇔
uˆ(ξ) = − 1|ξ|2 Pˆ(ξ)iξ · (û⊗ u)(ξ)
+
1
|ξ|2 Pˆ(ξ)Fˆ (ξ), q.t.p. em R
n.
A identidade 1|ξ|2 =
∫∞
0
e−τ |ξ|
2
dτ implica que a u´ltima igualdade e´ equivalente a
uˆ(ξ) = −
∫ ∞
0
e−τ |ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ)dτ
+
∫ ∞
0
e−τ |ξ|
2Pˆ(ξ)Fˆ (ξ), q.t.p. em Rn,
o que completa a demonstrac¸a˜o.
Definic¸a˜o 3.7. Uma soluc¸a˜o estaciona´ria do sistema (2.1)-(2.2), no sentido da definic¸a˜o 2.6,
e´ um vetor u = (u1, . . . , un) com uj ∈ PMn−1, para todo j = 1, . . . , n, que satisfaz (3.16).
O seguinte teorema afirma que existe uma soluc¸a˜o estaciona´ria de (2.1)-(2.2).
Teorema 3.8. Seja F = (F1, . . . , Fn), Fj ∈ PMn−3 para cada j = 1, . . . , n, tal que ‖F‖PMn−3 <
 < 1
4η
. Enta˜o existe uma soluc¸a˜o estaciona´ria u∞ para o sistema de Navier-Stokes (2.1)-(2.2)
com componentes no espac¸o PMn−1 e com F sendo a forc¸a externa. Esta soluc¸a˜o e´ a u´nica
satisfazendo a condic¸a˜o ‖u∞‖PMn−1 ≤ 2.
Demonstrac¸a˜o. Para u, v ∈
n∏
j=1
PMn−1 = PMn−1 × . . .×PMn−1 (produto cartesiano), defin-
imos
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B̂(u, v)(ξ) =
∫ ∞
0
e−τ |ξ|
2Pˆ(ξ)iξ · (û⊗ v)(ξ)dτ .
Afirmamos que B :
n∏
j=1
PMn−1 ×
n∏
j=1
PMn−1 −→
n∏
j=1
PMn−1 e´ uma forma bilinear limitada.
De fato, usando estimativas similares a`s da demonstrac¸a˜o da proposic¸a˜o 2.14, temos
|ξ|n−1|B̂j(u, v)(ξ)| ≤ |ξ|n−1
∫ ∞
0
e−τ |ξ|
2|Pˆ(ξ)iξ · (û⊗ v)(ξ)|dτ
≤ η‖u‖PMn−1‖v‖PMn−1 ,
para todo j = 1, . . . , n, onde relembre que
‖u‖PMn−1 = max
1≤j≤n
{‖uj‖PMn−1},
para u ∈
n∏
j=1
PMn−1. Logo segue a afirmac¸a˜o.
Mostremos tambe´m que w :=
∫∞
0
e−τ |ξ|
2Pˆ(ξ)Fˆ (ξ)dτ ∈
n∏
j=1
PMn−1. De fato, temos
|ξ|n−1|wˆj(ξ)| ≤ |ξ|n−1|Pˆ(ξ)Fˆ (ξ)|
∫ ∞
0
e−τ |ξ|
2
dτ
≤ |ξ|n−1|Fˆ (ξ)||ξ|−2
≤ ‖F‖PMn−3 .
Finalmente, aplicamos o lema 2.9 ao espac¸o de Banach
n∏
j=1
PMn−1 para achar uma soluc¸a˜o
u∞ que satisfaz
u∞ = B(u∞, u∞) + w.
Ale´m disso, u∞ e´ a u´nica soluc¸a˜o tal que ‖u∞‖PMn−1 ≤ 2.
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Finalmente, como uma aplicac¸a˜o do teorema 3.2, temos um resultado de estabilidade assin-
to´tica para soluc¸o˜es estaciona´rias.
Corola´rio 3.9. Suponha que u∞ e´ a soluc¸a˜o estaciona´ria constru´ıda no teorema 3.8 correspon-
dente a` forc¸a externa F . Suponha que v0 e´ um vetor com componentes no espac¸o PMn−1 e
G = (G1, . . . , Gn) com Gj ∈ Cw([0,∞);PMn−3) sa˜o tais que ‖v0‖PMn−1 + sup
t≥0
‖G(t)‖PMn−3 ≤
 < 1/4η. Se
lim
t→∞
‖S(t)(v0 − u∞)‖PMn−1 = 0 e lim
t→∞
‖G(t)− F‖PMn−3 = 0,
enta˜o, a soluc¸a˜o v = v(x, t) de (2.1)-(2.3), correspondente a v0 e G, converge a` soluc¸a˜o esta-
ciona´ria u∞ no seguinte sentido:
lim
t→∞
‖v(t)− u∞‖PMn−1 = 0.
Demonstrac¸a˜o. A prova deste corola´rio e´ uma aplicac¸a˜o imediata do teorema 3.2 devido a`
equivaleˆncia dada no lema 3.6, pois u∞ pode ser vista como uma func¸a˜o constante (no tempo)
em Cw([0,∞);PMn−1).
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Cap´ıtulo 4
Regularidade da Soluc¸a˜o
Neste cap´ıtulo estudamos a regularidade de soluc¸o˜es brandas do sistema (2.1)-(2.3). Anal-
isamos o efeito da regularizac¸a˜o parabo´lica das equac¸o˜es de Navier-Stokes e mostramos que,
quando a forc¸a externa e´ identicamente nula e o dado inicial e´ pequeno, a soluc¸a˜o fornecida
pelo teorema 2.15 e´ de classe C∞ e satisfaz (2.1)-(2.2) no sentido cla´ssico, para t > 0.
4.1 Norma Regularizante.
Precisamos do seguinte espac¸o para estabelecer os resultados de regularizac¸a˜o.
Definic¸a˜o 4.1. Seja n− 1 ≤ a < n. Definimos o espac¸o
Ya : = Cw([0,∞);PMn−1) ∩
{v : (0,∞) −→ PMa : sup
t>0
t
a−n+1
2 ‖v(t)‖PMa <∞}.
Tambe´m definimos a seguinte quantidade
|‖v‖|a := sup
t>0
t
a−n+1
2 ‖v(t)‖PMa ,
para munirmos o espac¸o Ya com a norma ‖v‖Ya := |‖v‖|n−1 + |‖v‖|a.
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Com esta definic¸a˜o, note que Yn−1 = Cw([0,∞);PMn−1). Agora, como era de se esperar,
temos a seguinte proposic¸a˜o:
Proposic¸a˜o 4.2. O espac¸o Ya e´ Banach com a norma ‖ · ‖Ya.
Demonstrac¸a˜o. E´ fa´cil mostrar que a quantidade |‖ · ‖|a e´ uma norma no espac¸o V a := {v :
(0,∞) −→ PMa : supt>0 t
a−n+1
2 ‖v(t)‖PMa < ∞}. Mostremos enta˜o que V a e´ um espac¸o de
Banach com esta norma. De fato, seja (vk)k∈N uma sequeˆncia de Cauchy em V a. Fixado s > 0,
pore´m arbitra´rio, temos que
s
a−n+1
2 ‖vk(s)− vl(s)‖PMa ≤ |‖vk − vl‖|a, (4.1)
para todo k, l ∈ N. Portanto, a sequeˆncia (sa−n+12 vk(s))k∈N e´ de Cauchy no espac¸o PMa, e
como este e´ Banach, enta˜o existe v¯(s) ∈ PMa tal que sa−n+12 vk(s)→ v¯(s) em PMa. Definamos
v(s) := s
n−a−1
2 v¯(s) e mostremos que vk → v em V a. Seja  > 0 e k0 ∈ N tal que k, l ≥ k0
implique
s
a−n+1
2 ‖vk(s)− vl(s)‖PMa < /2,
onde k0 na˜o depende de s > 0, por causa de (4.1). Agora, fazendo l→∞ obtemos
k ≥ k0 ⇒ ‖sa−n+12 vk(s)− v¯(s)‖PMa ≤ /2.
Como s > 0 e´ arbitra´rio, temos que
k ≥ k0 ⇒ sup
s>0
s
a−n+1
2 ‖vk(s)− v(s)‖PMa ≤ ,
de onde segue que vk → v em V a.
Finalmente, seja (uk)k∈N uma sequeˆncia de Cauchy em Ya. Isto implica que (uk)k∈N e´ uma
sequeˆncia de Cauchy em Cw([0,∞);PMn−1) e no espac¸o V a. Como estes espac¸os sa˜o Banach,
existem func¸o˜es u ∈ Cw([0,∞);PMn−1) tal que uk → u, e v ∈ V a tal que uk → v, nas
respectivas normas. Mostremos que estas func¸o˜es sa˜o, de fato, as mesmas. Sejam t > 0 fixo e
φ ∈ S(Rn). Temos que
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| 〈u(t)− v(t), φ〉 | ≤ | 〈u(t)− uk(t), φ〉 |+ | 〈uk(t)− v(t), φ〉 |
≤
∫
Rn
|uˆ(t)− uˆk(t)||φˇ|dξ +
∫
Rn
|uˆk(t)− vˆ(t)||φˇ|dξ
≤ ‖u(t)− uk(t)‖PMn−1‖|ξ|1−nφˇ‖L1(Rn)
+‖uk(t)− v(t)‖PMa‖|ξ|−aφˇ‖L1(Rn)
≤ |‖u− uk‖|n−1 · ‖|ξ|1−nφˇ‖L1(Rn)
+t
n−a−1
2 |‖uk − v‖|a · ‖|ξ|−aφˇ‖L1(Rn)
→ 0, quando k →∞,
portanto u(t) = v(t) para cada t > 0.
Observac¸a˜o 4.3. Usando a identidade (1.15) (pg. 12), temos que |‖ · ‖|a e´ invariante pelo
scaling
uλ := λ[u(λ
2t)]λ = λu(λx, λ
2t),
onde λ > 0.
De fato, temos que
|‖uλ‖|a = sup
t>0
t
a−n+1
2 ‖uλ(t)‖PMa
= sup
t>0
t
a−n+1
2 λa−n+1‖u(λ2t)‖PMa
= sup
t>0
(tλ2)
a−n+1
2 ‖u(λ2t)‖PMa
= |‖u‖|a.
4.2 Estimativas para as Normas Regularizantes
A seguir apresentamos uma generalizac¸a˜o da proposic¸a˜o 2.14.
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Proposic¸a˜o 4.4. Seja n − 1 ≤ a < n. Existe uma constante βa > 0 tal que, se u(t) =
(u1, . . . , un), uj(·) ∈ Cw([0,∞);PMn−1) e v(t) = (v1, . . . , vn), vj(·) ∈ {v : (0,∞) −→ PMa :
|‖v‖|a <∞}, enta˜o
|‖Bj(u, v)‖|a ≤ βa|‖u‖|n−1|‖v‖|a,
para cada j = 1, . . . , n, onde ‖|v|‖a = max
1≤j≤n
{‖|vj|‖a}.
Demonstrac¸a˜o. Assuma que a > n− 1. Como feito anteriormente, pode-se estimar
|Pˆ(ξ)iξ · (û⊗ v)(ξ, τ)| ≤ (2pi)−n/2|Pˆ(ξ)|
n∑
j,k=1
|ξk(uˆj(τ) ∗ vˆk(τ))(ξ)|,
onde usamos a norma do ma´ximo e a norma da soma em Rn para calcular |Pˆ(ξ)| = max1≤j,k≤n
|(Pˆ(ξ))j,k| ≤ 1.
Logo,
|ξk(uˆj(τ) ∗ vˆk(τ))(ξ)| ≤ |ξ|
∫
Rn
|uˆj(z, τ)||vˆk(ξ − z, τ)|dz
≤ |ξ|(|z|1−n ∗ |z|−a)(ξ)‖uj(τ)‖PMn−1‖vk(τ)‖PMa .
Agora, aplicamos a proposic¸a˜o 1.10 (pg.12) para obter a seguinte estimativa:
|ξk(uˆj(τ) ∗ vˆk(τ))(ξ)| ≤ C(n, a)|ξ|2−a‖uj(τ)‖PMn−1‖vk(τ)‖PMa ,
onde temos explicitamente que C(n, a) = pi
1−n
2
Γ(a−1
2
)Γ(n−a
2
)
Γ(n−a+1
2
)Γ(n−1
2
)Γ(a
2
)
.
Usando a u´ltima desigualdade obtemos
|Pˆ(ξ)iξ · (û⊗ v)(ξ, τ)| ≤ (2pi)−n/2C(n, a)|ξ|2−a
n∑
j,k=1
‖uj(τ)‖PMn−1‖vk(τ)‖PMa
≤ (2pi)−n/2C(n, a)n2|ξ|2−aτ n−a−12 |‖u‖|n−1|‖v‖|a.
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A seguir, procedemos a estimar as componentes da forma bilinear:
|ξ|a|B̂j(u, v)(ξ, t)| ≤ |ξ|a
∫ t
0
e−(t−τ)|ξ|
2|Pˆ(ξ)iξ · (û⊗ v)(ξ, τ)|dτ
≤ K(n, a)
∫ t
0
e−(t−τ)|ξ|
2|ξ|2τ n−a−12 dτ |‖u‖|n−1|‖v‖|a,
q.t.p. ξ ∈ Rn e todo t > 0, onde K(n, a) = (2pi)−n/2C(n, a)n2. Daqui para frente, precisamos
majorar a expressa˜o
t
a−n+1
2
∫ t
0
e−(t−τ)|ξ|
2|ξ|2τ n−a−12 dτ = ta−n+12
∫ t/2
0
e−(t−τ)|ξ|
2|ξ|2τ n−a−12 dτ
+t
a−n+1
2
∫ t
t/2
e−(t−τ)|ξ|
2|ξ|2τ n−a−12 dτ
=: J1 + J2,
por alguma constante positiva. De fato,
J1 ≤ ta−n+12 e− t2 |ξ|2|ξ|2
∫ t/2
0
τ
n−a−1
2 dτ
= t
a−n+1
2 e−
t
2
|ξ|2|ξ|2 2
n− a+ 1(
t
2
)
n−a+1
2
=
2
3+a−n
2
n− a+ 1
t
2
|ξ|2e t2 |ξ|2
≤ 2
3+a−n
2
n− a+ 1e
−1 =: Ma,
e
J2 ≤ ta−n+12 ( t
2
)
n−a−1
2
∫ t
t/2
|ξ|2e−(t−τ)|ξ|2dτ
= 2
a−n+1
2 (1− e− t2 |ξ|2)
≤ 2a−n+12 .
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Usando as estimativas para J1, J2 e Bj(u, v), chegamos a` seguinte desigualdade:
t
a−n+1
2 ‖Bj(u, v)(t)‖PMa ≤ K(n, a)(Ma + 2a−n+12 )|‖u‖|n−1|‖v‖|a,
para cada j = 1, . . . , n. Logo, calculando o supt>0 na u´ltima expressa˜o e tomando βa :=
K(n, a)(Ma+2
a−n+1
2 ), temos o resultado desejado. O caso a = n−1 e´ simplesmente a proposic¸a˜o
2.14.
Um dos nossos objetivos e´ resolver o sistema (2.1)-(2.3) em um espac¸o que permita regu-
larizar a soluc¸a˜o dada pelo teorema 2.15.
Definic¸a˜o 4.5. Seja n−1 ≤ a < n. Definimos o espac¸o X a das func¸o˜es u(t) = (u1(t), . . . , un(t)),
t ≥ 0, tais que uj(·) ∈ Ya para cada j = 1, . . . , n.
E´ claro que X a e´ um espac¸o de Banach com a norma ‖u‖Xa = max
1≤j≤n
‖uj‖Ya , pois Ya e´
Banach. Note que X n−1 e´ o espac¸o X da definic¸a˜o 2.10.
Com a definic¸a˜o anterior, a proposic¸a˜o 4.4 implica o seguinte:
Corola´rio 4.6. O operador bilinear B : X a ×X a −→ X a e´ bi-cont´ınuo, i.e., ele satisfaz
‖B(u, v)‖Xa ≤ ηa‖u‖Xa‖v‖Xa ,
para alguma constante ηa > 0 independente de u, v ∈ X a.
Demonstrac¸a˜o. Ja´ mostramos, na proposic¸a˜o 2.14, que cada componente de B(u, v)(·) e´ fra-
camente cont´ınua em t ≥ 0. Portanto, resta mostrar a continuidade em X a. Se u, v ∈ X a,
enta˜o
‖Bj(u, v)‖Ya = |‖Bj(u, v)‖|n−1 + |‖Bj(u, v)‖|a
≤ η|‖u‖|n−1|‖v‖|n−1 + βa|‖u‖|n−1|‖v‖|a
≤ max{η, βa}‖u‖Xa‖v‖Xa ,
onde η > 0 e´ como na proposic¸a˜o 2.14. Tomando ηa := max{η, βa}, segue a afirmac¸a˜o.
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No que segue, mostramos que o semigrupo do calor “regulariza” distribuic¸o˜es no espac¸o
PMn−1.
Lema 4.7. Seja u0 = (u
1
0, . . . , u
n
0 ) com u
j
0 ∈ PMn−1 e t > 0. Enta˜o S(t)u0 = (S(t)u10, . . . ,
S(t)un0 ) satisfaz S(t)u
j
0 ∈ PMa para todo a tal que n − 1 ≤ a < n. Mais ainda, existe uma
constante Ca que depende de a e n, tal que
|‖S(·)uj0‖|a ≤ Ca‖u0‖PMn−1 ,
para cada j = 1, . . . , n.
Demonstrac¸a˜o. Seja j fixo e suponha que a > n− 1. Temos que
|ξ|a|Ŝ(t)uj0(ξ)| = |ξ|a−n+1|ξ|n−1|uˆj0(ξ)|e−t|ξ|
2
≤ |ξ|a−n+1e−t|ξ|2‖uj0‖PMn−1 , q.t.p. em Rn.
Multiplicando por t
a−n+1
2 , chegamos a` desigualdade
t
a−n+1
2 |ξ|a|Ŝ(t)uj0(ξ)| ≤ (t|ξ|2)
a−n+1
2 e−t|ξ|
2‖uj0‖PMn−1
≤ sup
x>0
(x
a−n+1
2 e−x)‖uj0‖PMn−1 q.t.p. em Rn.
Definindo Ca := sup
x>0
(x
a−n+1
2 e−x) =
(
a− n+ 1
2e
)a−n+1
2
, segue claramente que
t
a−n+1
2 ‖S(t)uj0‖PMa ≤ Ca‖u0‖PMn−1 . (4.2)
Tomando o sup para t > 0 em(4.2) segue a conclusa˜o do lema. No caso em que a = n − 1, o
resultado e´ o lema 2.11 com Cn−1 = 1.
Observac¸a˜o 4.8. Observe que lim
a→(n−1)+
Ca = 1. Isto implica que Ca e´ cont´ınua pela direita em
a = n− 1. Mais ainda, pode-se mostrar que Ca ≤ 1 para cada a ∈ (n− 1, n).
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Observac¸a˜o 4.9. Seja u0 = (u
1
0, . . . , u
n
0 ) um vetor tal que u
j
0 ∈ PMn−1, para cada j = 1, . . . , n.
O lema 4.7 implica que S(·)u0 ∈ X a e, ale´m disto, temos que
‖S(·)u0‖Xa ≤ (1 + Ca)‖u0‖PMn−1 ,
para cada n− 1 ≤ a < n.
O pro´ximo lema mostra como a forc¸a externa torna-se mais regular na escala dos espac¸os
PMa.
Lema 4.10. Seja n − 1 ≤ a < n. Suponha que a func¸a˜o F (t) = (F1(t), . . . , Fn(t)) e´ tal que
Fj(t) ∈ PMa−2 para todo t > 0 e j = 1, . . . , n. Suponha tambe´m que
sup
t>0
t
a−n+1
2 ‖F (t)‖PMa−2 <∞. (4.3)
Enta˜o, existe uma constante Ka (independente de F e t > 0), tal que a func¸a˜o w(t) =∫ t
0
S(t− τ)PF (τ)dτ satisfaz
|‖wj‖|a ≤ Ka sup
t>0
t
a−n+1
2 ‖F (t)‖PMa−2 , (4.4)
para todo j = 1, . . . , n.
Demonstrac¸a˜o. Lembre que |Fˆ (ξ, τ)| = |Fˆ1(ξ, τ)| + · · · + |Fˆn(ξ, τ)|. Fixado j = 1, . . . , n, esti-
mamos
|ξ|a|wˆj(ξ, t)| ≤ |ξ|a
∫ t
0
e−(t−τ)|ξ|
2|Pˆ(ξ)||Fˆ (ξ, τ)|dτ
≤
∫ t
0
|ξ|2e−(t−τ)|ξ|2‖F (τ)‖PMa−2dτ
≤
∫ t
0
|ξ|2e−(t−τ)|ξ|2τ n−a−12 dτ sup
τ>0
(τ
a−n+1
2 ‖F (τ)‖PMa−2).
Agora, como feito na prova da proposic¸a˜o 4.4, temos que
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t
a−n+1
2
∫ t
0
|ξ|2e−(t−τ)|ξ|2τ n−a−12 dτ ≤ 2 1+a−n2
(
(
n− a+ 1
2
e)−1 + 1
)
=: Ka.
Logo,
t
a−n+1
2 ‖wj(t)‖PMa ≤ Ka sup
τ>0
(τ
a−n+1
2 ‖F (τ)‖PMa−2).
Finalmente, tomando o sup
t>0
na u´ltima desigualdade segue o resultado.
Estamos prontos para provar um resultado de regularizac¸a˜o na escala dos espac¸os PMa de
soluc¸o˜es brandas.
Teorema 4.11. Seja n−1 ≤ a < n. Existe  > 0 tal que, dados um vetor u0 = (u10, . . . , un0 ) com
uj0 ∈ PMn−1 e uma func¸a˜o F (t) = (F1(t), . . . , Fn(t)), Fj(·) ∈ Cw([0,∞);PMn−3) satisfazendo
(4.3), com
‖u0‖PMn−1 + sup
t>0
‖F (t)‖PMn−3 + sup
t>0
t
a−n+1
2 ‖F (t)‖PMa−2 < /C, (4.5)
onde C = max{2, Ka}. Enta˜o a soluc¸a˜o dada pelo teorema 2.15 satisfaz |‖u‖|a ≤ 2.
Demonstrac¸a˜o. A ideia e´ aplicar o lema 2.9 no espac¸o (X a, ‖·‖Xa). Com a notac¸a˜o do lema 4.10,
os lemas 2.13 e 4.10 implicam que w(·) ∈ X a. Ale´m disso, se definirmos y(t) = S(t)u0 + w(t),
enta˜o y(·) ∈ X a por causa da observac¸a˜o 4.9. Temos tambe´m que
‖yj‖Ya = |‖S(·)uj0‖|n−1 + |‖S(·)uj0‖|a + |‖wj‖|n−1 + |‖wj‖|a
≤ (1 + Ca)‖u0‖PMn−1 + sup
t>0
‖F (t)‖PMn−3
+Ka sup
t>0
(t
a−n+1
2 ‖F (t)‖PMa−2).
Portanto, se escolhermos  > 0 tal que  < 1/4ηa, onde ηa e´ como no corola´rio 4.6, a relac¸a˜o
(4.5) implica que
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‖y‖Xa < .
Lembrando que B(u, v)(t) = − ∫ t
0
S(t− τ)P∇ · (u⊗ v)dτ , o corola´rio 4.6 e o lema 2.9 impli-
cam que existe uma soluc¸a˜o u˜ ∈ X a da equac¸a˜o u˜ = y +B(u˜, u˜), a qual e´ a u´nica satisfazendo
‖u˜‖X ≤ ‖u˜‖Xa ≤ 2.
Como ‖u˜‖X ≤ 2, o resultado de unicidade do teorema 2.15 implica que u = u˜. Finalmente,
lembrando a definic¸a˜o das normas, segue que
|‖uj‖|a ≤ ‖uj‖Ya
≤ ‖u‖Xa ,
para cada j = 1, . . . , n, e portanto |‖u‖|a ≤ 2.
4.3 Regularizac¸a˜o da Soluc¸a˜o
Nesta sec¸a˜o apresentamos os resultados de regularizac¸a˜o da soluc¸a˜o branda do sistema
de Navier-Stokes (2.1)-(2.3) dada pelo teorema 4.11. Comec¸amos apresentando a seguinte
desigualdade de interpolac¸a˜o que relaciona as normas em Lq(Rn) e PMa, para certos q e a.
Lema 4.12. Seja a ∈ (n − 1, n) fixo. Para cada q ∈ (n, n
n−a
)
, existe uma constante M =
M(a, q), tal que
‖v‖q ≤M‖v‖1−βPMn−1‖v‖βPMa ,
para todo v ∈ PMn−1 ∩ PMa, onde β = 1
a−n+1
(
1− n
q
)
.
Observac¸a˜o 4.13. Uma das observac¸o˜es que podem ser tiradas do lema 4.12 e´ a seguinte:
Quando a ∈ (n − 1, n), as distribuic¸o˜es do espac¸o PMn−1 ∩ PMa sa˜o, de fato, func¸o˜es que
pertencem ao espac¸o Lq(Rn) com q ∈ (n, n
n−a
)
.
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Demonstrac¸a˜o do Lema 4.12. Seja p > 1 o exponente conjugado de q, isto e´, 1
q
+ 1
p
= 1. E´ fa´cil
mostrar que
1 <
n
a
< p <
n
n− 1 < 2. (4.6)
Seja v ∈ PMn−1 ∩ PMa. Primeiramente, mostremos que vˆ ∈ Lp(Rn). De fato, temos que
∫
Rn
|vˆ(ξ)|pdξ =
∫
|ξ|≤R
|vˆ(ξ)|pdξ +
∫
|ξ|>R
|vˆ(ξ)|pdξ (4.7)
≤ ‖v‖pPMn−1
∫
|ξ|≤R
|ξ|−p(n−1)dξ + ‖v‖pPMa
∫
|ξ|>R
|ξ|−apdξ,
para todo R > 0, onde as integrais no lado direito de (4.7) sa˜o finitas por causa de (4.6). Assim,
temos que vˆ ∈ Lp(Rn). Agora, usando integrac¸a˜o por coordenadas polares, obtemos
∫
|ξ|≤R
|ξ|−p(n−1)dξ =
∫ R
0
∫
Sn−1
r−p(n−1)rn−1dS dr
= ωn
∫ R
0
r(1−p)(n−1)dr
= ωn
Rn+p−np
n+ p− np,
onde ωn denota o valor da a´rea da esfera unita´ria de dimensa˜o n − 1. Analogamente, pode-se
calcular
∫
|ξ|>R
|ξ|−apdξ =
∫ ∞
R
∫
Sn−1
r−aprn−1dS dr
= ωn
Rn−ap
ap− n.
Portanto, obtemos
‖vˆ‖pLp(Rn) ≤ ωn
[
‖v‖pPMn−1
Rn+p−np
n+ p− np + ‖v‖
p
PMa
Rn−ap
ap− n
]
.
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Agora, desde que 1 < p < 2 (por causa de (4.6)), a transformada inversa leva vˆ em Lq(Rn), e
vale a desigualdade de Hausdorff-Young (1.12). Logo,
‖v‖pLq(Rn) ≤ Mpq ‖vˆ‖pLp(Rn)
≤ Mpq ωn
[
‖v‖pPMn−1
Rn+p−np
n+ p− np + ‖v‖
p
PMa
Rn−ap
ap− n
]
. (4.8)
Denote por A =
‖v‖pPMn−1
n+p−np e B =
‖v‖pPMa
ap−n , e defina a func¸a˜o h(R) = AR
n+p−np + BRn−ap,
para R > 0. Uma conta simples mostra que h atinge o seu valor mı´nimo em
R0 =
[
B(ap− n)
A(n+ p− np)
] 1
p(a−n+1)
=
[ ‖v‖PMa
‖v‖PMn−1
] 1
a−n+1
,
onde o valor da func¸a˜o h e´
h(R0) =
p(a− n+ 1)
(n+ p− np)(ap− n) (‖v‖PMn−1)
ap−n
a−n+1 (‖v‖PMa)
n+p−np
a−n+1 .
Em particular, substituindo h(R0) em (4.8) e definindo
M(a, q) := Mqω
1/p
n
[
p(a− n+ 1)
(n+ p− np)(ap− n)
]1/p
,
obtemos
‖v‖Lq(Rn) ≤M(a, q) (‖v‖PMn−1)
ap−n
p(a−n+1) (‖v‖PMa)
n+p−np
p(a−n+1) .
Observe tambe´m que
ap− n
p(a− n+ 1) +
n+ p− np
p(a− n+ 1) = 1.
Portanto, tomando β = n+p−np
p(a−n+1) =
1
a−n+1
(
1− n
q
)
, completamos a prova.
O lema anterior permite mostrar o seguinte resultado:
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Corola´rio 4.14. Nas mesmas hipo´teses do teorema 4.11, a soluc¸a˜o branda do sistema (2.1)-
(2.3) satisfaz
‖uj‖Lq(Rn) ≤ Ct−(1−
n
q )/2, j = 1, . . . , n,
para cada n < q < n
n−a e todo t > 0, onde C e´ uma constante que na˜o depende de t.
Demonstrac¸a˜o. Seja u(t) = (u1(t), . . . , un(t)) a soluc¸a˜o do sistema (2.1)-(2.3) constru´ıda sob as
hipo´teses do teorema 4.11. Pela definic¸a˜o do espac¸o Ya, temos que uj(t) ∈ PMn−1 ∩ PMa,
para cada t > 0 e j = 1, . . . , n. Ale´m disto,
‖uj(t)‖Lq(Rn) ≤ M‖uj(t)‖1−βPMn−1‖uj(t)‖βPMa
≤ M |‖u‖|1−βn−1|‖u‖|βat
n−a−1
2
β
= Ct
np−n−p
2p
= Ct−(1−
n
q )/2
para cada j = 1, . . . , n.
A seguir mostramos que a diferenc¸a de duas soluc¸o˜es correspondentes a` mesma forc¸a externa
e´ mais regular do que cada termo separadamente.
Teorema 4.15. Sejam u, v ∈ X duas soluc¸o˜es brandas do sistema (2.1)-(2.3) dadas pelo teo-
rema 2.15 e correspondentes aos dados iniciais u0, v0 com u
j
0, v
j
0 ∈ PMn−1 e a mesma forc¸a
externa F = (F1, . . . , Fn) com Fj ∈ Cw([0,∞);PMn−3). Para cada n − 1 ≤ a < n existe um
 > 0 tal que se
‖u0‖PMn−1 + sup
t>0
‖F (t)‖PMn−3 < , (4.9)
‖v0‖PMn−1 + sup
t>0
‖F (t)‖PMn−3 < , (4.10)
enta˜o
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sup
t>0
t
a−n+1
2 ‖uj(t)− vj(t)‖PMa <∞. (4.11)
Mais ainda, sup
t>0
t(1−
n
q )/2‖uj(t)− vj(t)‖Lq(Rn) <∞ para cada q ∈
(
n, n
n−a
)
.
Observac¸a˜o 4.16. Note que, com as hipo´teses do teorema 2.15, temos apenas que u, v ∈ X e
na˜o sabemos se u ou v esta˜o em X a. Contudo o teorema 4.15 mostra que u− v ∈ X a.
Demonstrac¸a˜o do teorema 4.15. Subtraindo as expresso˜es integrais de u e v, temos que
u(t)− v(t) = S(t)(u0 − v0) +B(u, u− v) +B(u− v, v).
A ideia e´ resolver a equac¸a˜o
z(t) = S(t)z0 +B(u, z)(t) +B(z, v)(t), (4.12)
no espac¸o X a ⊂ X n−1 = X , onde z0 = u0 − v0. Definamos a aplicac¸a˜o H(z)(t) = S(t)z0 +
B(u, z)(t) +B(z, v)(t), z ∈ X a. O lema 4.7 implica que S(·)z0 ∈ X a e um argumento similar a`
prova da proposic¸a˜o 4.4 implica que
|‖Bj(z, v)‖|a ≤ βa|‖z‖|a|‖v‖|n−1.
Portanto, temos a seguinte estimativa
|‖Hj(z)‖|a ≤ |‖S(·)zj0‖|a + |‖Bj(u, z)‖|a + |‖Bj(z, v)‖|a
≤ Ca‖z0‖PMn−1 + βa|‖z‖|a(‖u‖X + ‖v‖X )
< ∞,
para n− 1 ≤ a < n. Segue que H(z) ∈ X a.
Da mesma maneira, mostremos que H : X a −→ X a e´ uma contrac¸a˜o para  > 0 suficiente-
mente pequeno. Sejam z, w ∈ X a, enta˜o
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|‖Hj(z)−Hj(w)‖|a ≤ |‖Bj(u, z − w)‖|a + |‖Bj(z − w, v)‖|a
≤ βa|‖z − w‖|a(‖u‖X + ‖v‖X ).
Logo, podemos achar um 0 <  < 1/4η tal que se a forc¸a e os dados iniciais satisfazem (4.9) e
(4.10), enta˜o o teorema 2.15 garante que ‖u‖X ≤ 2 e ‖v‖X ≤ 2. Assim, chegamos a` seguinte
desigualdade:
‖Hj(z)−Hj(w)‖Ya ≤ 4η|‖z − w‖|n−1 + 4βa|‖z − w‖|a
≤ 4ηa‖z − w‖Xa ,
para cada j = 1, . . . , n. Diminuindo  se necessa´rio para  < 1/4ηa, e´ claro que H e´ uma
contrac¸a˜o em X a. Assim, o teorema do ponto fixo de Banach garante que existe um u´nico
ponto fixo da aplicac¸a˜o H no espac¸o X a ⊂ X n−1 = X . Como z = u − v e´ uma soluc¸a˜o da
equac¸a˜o (4.12) em X , enta˜o a unicidade implica que u−v ∈ X a, portanto segue (4.11). A prova
da segunda conclusa˜o do teorema e´ a mesma que a do corola´rio 4.14, usando o lema 4.12.
4.3.1 Continuidade Forte no Tempo
Nesta sec¸a˜o, e na pro´xima, assumiremos por simplicidade que F ≡ 0. Mas, com um pouco
de trabalho adicional, os resultados abaixo podem ser generalizados para o caso de uma F na˜o
nula, assumindo certas condic¸o˜es.
As soluc¸o˜es dadas pelo teorema 2.15, para o sistema de Navier-Stokes (2.1)-(2.3), foram
obtidas como func¸o˜es fracamente cont´ınuas no sentido da definic¸a˜o 2.4. Nesta sec¸a˜o, mostramos
que de fato estas soluc¸o˜es sa˜o cont´ınuas para t > 0 na norma dos espac¸os PMa, com n− 1 ≤
a < n.
Para mostrar com maior claridade a afirmac¸a˜o feita acima, definimos o seguinte espac¸o:
Definic¸a˜o 4.17. Denotamos por SCw([0,∞);PMa∩PMn−1) o sub-espac¸o das func¸o˜es f ∈ Ya
cont´ınuas em t > 0 nas normas ‖ · ‖PMa e ‖ · ‖PMn−1, onde n − 1 < a < n. A norma de
SCw([0,∞);PMa ∩ PMn−1) e´ a mesma do espac¸o Ya.
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Observac¸a˜o 4.18. Note que o espac¸o SCw([0,∞);PMa ∩ PMn−1) poderia ter sido definido
sem fazer referencia ao espac¸o Ya, exigindo apenas continuidade fraca em t = 0, desde que toda
func¸a˜o cont´ınua nas normas ‖ · ‖PMa e´ fracamente cont´ınua (ver a observac¸a˜o 1.14 do cap´ıtulo
1).
Comec¸amos mostrando a continuidade forte da parte linear do sistema de Navier-Stokes
(2.1)-(2.3).
Lema 4.19. Seja u0 = (u
1
0, . . . , u
n
0 ) tal que u
j
0 ∈ PMn−1 para todo j. Enta˜o S(t)uj0 ∈
SCw([0,∞);PMa ∩ PMn−1) para todo j.
Demonstrac¸a˜o. Seja t > 0 fixado. Assumindo que 0 < s < t, enta˜o
|ξ|a|e−t|ξ|2uˆj0(ξ)− e−s|ξ|
2
uˆj0(ξ)| = |ξ|a−n+1e−s|ξ|
2|e−(t−s)|ξ|2 − 1||ξ|n−1|uˆj0(ξ)|
≤ (t− s)|ξ|a−n+3e−s|ξ|2
×ess sup
ξ∈Rn
|e−(t−s)|ξ|2 − 1|
(t− s)|ξ|2 ‖u0‖PMn−1
≤ C(t− s)s−a−n+32 ‖u0‖PMn−1 ,
onde C = ess supξ∈Rn
|e−(t−s)|ξ|2−1|
(t−s)|ξ|2 supξ∈Rn (s|ξ|2)
a−n+3
2 e−s|ξ|
2
. Segue que
‖S(t)u0 − S(s)u0‖PMa ≤ C(t− s)s−a−n+32 ‖u0‖PMn−1 , (4.13)
para todo n− 1 ≤ a < n. A expressa˜o do lado direito de (4.13) vai para zero quando s → t−.
Da mesma maneira, quando t < s pode-se obter a seguinte estimativa:
‖S(t)u0 − S(s)u0‖PMa ≤ C(s− t)t−a−n+32 ‖u0‖PMn−1 ,
com a mesma constante C, para todo n − 1 ≤ a < n. Aqui, tambe´m e´ claro que a expressa˜o
do lado direito vai para zero quando s → t+ e portanto segue a continuidade para t > 0. A
continuidade fraca no zero foi mostrada no lema 2.11 e a limitac¸a˜o na norma ‖ · ‖Ya segue do
lema 4.7. Assim, a prova esta´ completa.
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A seguir, mostramos que a forma bilinear e´ bem comportada para func¸o˜es cont´ınuas em
t > 0.
Proposic¸a˜o 4.20. Sejam u(t) = (u1(t), . . . , un(t)) e v(t) = (v1(t), . . . , vn(t)) tais que uj, vj ∈
SCw([0,∞);PMa ∩ PMn−1), para todo j. Enta˜o B(u, v)(·) e´ cont´ınua em t > 0.
Demonstrac¸a˜o. Dado  > 0 e fixado t > 0, escolhemos um nu´mero 0 < δ < t. Para cada
s ∈ [t− δ/2, t+ δ/2], temos
|ξ|a(B̂(u, v)(ξ, t)− B̂(u, v)(ξ, s))
=
∫ t−δ
0
|ξ|ae−τ |ξ|2Pˆ(ξ)iξ · (û⊗ v(ξ, t− τ)− û⊗ v(ξ, s− τ))dτ
+
∫ t
t−δ
|ξ|ae−τ |ξ|2Pˆ(ξ)iξ · û⊗ v(ξ, t− τ)dτ
−
∫ s
t−δ
|ξ|ae−τ |ξ|2Pˆ(ξ)iξ · û⊗ v(ξ, s− τ)dτ
=: J1 + J2 + J3,
onde acima usamos a mudanc¸a de varia´veis τ = t− r. Agora, estimamos J2 por
|J2| ≤ C
∫ t
t−δ
|ξ|a+1e−τ |ξ|2|ξ|n−2a‖u(t− τ)‖PMa‖v(t− τ)‖PMadτ
≤ C
∫ t
t−δ
|ξ|n−a+1e−τ |ξ|2(t− τ)−(a−n+1)dτ
× sup
t>0
t
a−n+1
2 ‖u(t)‖PMa sup
t>0
t
a−n+1
2 ‖v(t)‖PMa
≤ C sup
ξ∈Rn
((τ |ξ|2)n−a+12 e−τ |ξ|2)
∫ t
t−δ
τ−
n−a+1
2 (t− τ)−(a−n+1)dτ
≤ C(t− δ)−n−a+12
∫ t
t−δ
(t− τ)−(a−n+1)dτ
= C(t− δ)−n−a+12 δn−a.
Analogamente, estimamos J3 por
71
|J3| ≤ C
∫ s
t−δ
|ξ|a+1e−τ |ξ|2|ξ|n−2a‖u(s− τ)‖PMa‖v(s− τ)‖PMadτ
≤ C
∫ s
t−δ
|ξ|n−a+1e−τ |ξ|2(s− τ)−(a−n+1)dτ
× sup
t>0
t
a−n+1
2 ‖u(t)‖PMa sup
t>0
t
a−n+1
2 ‖v(t)‖PMa
≤ C sup
ξ∈Rn
((τ |ξ|2)n−a+12 e−τ |ξ|2)
∫ s
t−δ
τ−
n−a+1
2 (s− τ)−(a−n+1)dτ
≤ C(t− δ)−n−a+12
∫ s
t−δ
(s− τ)−(a−n+1)dτ
= C(t− δ)−n−a+12 (s− t+ δ)n−a
≤ C(t− δ)−n−a+12 (δ)n−a,
pois s ≤ t + δ/2. A letra C representa uma constante que, ao final das estimativas, pode ser
assumida a mesma para |J2|, |J3| e |J1|. Ale´m disso, C depende somente de a e n. Agora,
tomando δ < min{t/2, (/3) 1n−a (t/2)n−a+12(n−a)/C 1n−a}, segue que
|J2|, |J3| ≤ /3.
Finalmente, estimamos J1. Primeiro observemos as seguintes desigualdades:
|iξ · ((û⊗ v)(ξ, t− τ)− (û⊗ v)(ξ, s− τ))|
≤ |iξ · (û⊗ v)(ξ, t− τ)− (u(t− τ)⊗ v(s− τ))ˆ (ξ)|
+|iξ · ((u(t− τ)⊗ v(s− τ))ˆ (ξ)− û⊗ v(ξ, s− τ))|
≤ C|ξ|n−2a+1‖u(t− τ)‖PMa‖v(t− τ)− v(s− τ)‖PMa
+C|ξ|n−2a+1‖u(t− τ)− u(s− τ)‖PMa‖v(s− τ)‖PMa .
Observe que quando τ ∈ (0, t − δ), temos que t − τ, s − τ ∈ [δ/2, t + δ/2], pois s ∈
[t − δ/2, t + δ/2]. Pelo fato de u e v serem cont´ınuas, elas sa˜o limitadas em [δ/2, t + δ/2].
Portanto, obtemos as seguintes majorac¸o˜es para J1:
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|J1| ≤ C
∫ t−δ
0
|ξ|n−a+1e−τ |ξ|2‖v(t− τ)− v(s− τ)‖PMadτ
× sup
τ∈[δ/2,t+δ/2]
‖u(τ)‖PMa +
C
∫ t−δ
0
|ξ|n−a+1e−τ |ξ|2‖u(t− τ)− u(s− τ)‖PMadτ
× sup
τ∈[δ/2,t+δ/2]
‖v(τ)‖PMa
≤ C
∫ t−δ
0
τ−
n−a+1
2 ‖v(t− τ)− v(s− τ)‖PMadτ
× sup
τ∈[δ/2,t+δ/2]
‖u(τ)‖PMa +
C
∫ t−δ
0
τ−
n−a+1
2 ‖u(t− τ)− u(s− τ)‖PMadτ
× sup
τ∈[δ/2,t+δ/2]
‖v(τ)‖PMa .
Por continuidade, as func¸o˜es u e v sa˜o uniformemente cont´ınuas no intervalo [δ/2, t + δ/2], e
enta˜o existe um γ ∈ (0, δ/2) tal que |t− τ − (s− τ)| = |t− s| < γ implica
‖u(t− τ)− u(s− τ)‖PMa < 
6C
(t− δ)−a−n+12
(
sup
τ∈[δ/2,t+δ/2]
‖v(τ)‖PMa
)−1
,
e
‖v(t− τ)− v(s− τ)‖PMa < 
6C
(t− δ)−a−n+12
(
sup
τ∈[δ/2,t+δ/2]
‖u(τ)‖PMa
)−1
.
Logo,
|J1| ≤ /3,
sempre que |t − s| < γ. Juntando as estimativas para J1, J2 e J3, temos que se |s − t| < γ,
enta˜o
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‖B(u, v)(t)−B(u, v)(s)‖PMa < ,
para n− 1 < a < n. O caso a = n− 1 e´ similar e assim finalizamos a prova.
Observac¸a˜o 4.21. Observe que pela proposic¸a˜o 4.4 a forma bilinear B(·, ·) e´ cont´ınua no
espac¸o das func¸o˜es vetoriais com componentes no espac¸o SCw([0,∞);PMa ∩ PMn−1), com
constante de continuidade ηa como no corola´rio 4.6.
Uma simples aplicac¸a˜o do lema 2.9 mostra que a soluc¸a˜o dada pelo teorema 2.15 esta´ no
espac¸o SCw([0,∞);PMa ∩ PMn−1). Aqui somente e´ enunciado este resultado, pois a prova e´
similar a do teorema 4.11 ou 2.15.
Proposic¸a˜o 4.22. Seja n − 1 < a < n fixo, pore´m arbitra´rio. Existe  > 0 tal que, se
u0 = (u
1
0, . . . , u
n
0 ), u
j
0 ∈ PMn−1 satisfaz
(1 + Ca)‖u0‖PMn−1 < , (4.14)
onde Ca e´ como no lema 4.7, enta˜o, a soluc¸a˜o branda u dada pelo teorema 2.15, com F ≡ 0,
tem componentes no espac¸o SCw([0,∞);PMa ∩ PMn−1) e satisfaz |‖u‖|a ≤ 2.
Observac¸a˜o 4.23. Observe que de fato a soluc¸a˜o u esta´ no espac¸o SCw([0,∞);PMa∩PMn−1)
para todo n− 1 < a < n. Isto se deve ao fato de Ca ≤ 1 para todo a ∈ (n− 1, n). Portanto, a
constante C no enunciado do teorema 4.11 pode ser escolhida como C = 2.
4.3.2 C∞-Regularidade das Soluc¸o˜es
A seguir mostramos que as soluc¸o˜es, dadas pelo teorema 2.15, sa˜o func¸o˜es de classe C∞ para
t > 0. A prova deste resultado e´ basicamente uma induc¸a˜o na ordem das derivadas. Precisamos
dos seguintes espac¸os para mostrar esta regularidade das soluc¸o˜es.
Definic¸a˜o 4.24. Sejam N ∈ N e 0 < σ < T < ∞. Definimos o espac¸o FN = FN(σ, T ) das
func¸o˜es vetoriais g(t) = (g1(t), . . . , gn(t)) com gj : [σ, T ) −→ PMa∩PMn−1, para n−1 < a <
n, tais que
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∂αgj ∈ C([σ, T );PMa ∩ PMn−1), |α| ≤ N − 1, (4.15)
onde α = (α1, . . . , αn) ∈ Nn (veja a observac¸a˜o 1.3, pg. 7), e as derivadas acima sa˜o en-
tendidas no sentido de distribuic¸o˜es em relac¸a˜o a`s varia´veis espaciais. Definimos o espac¸o
EN = EN(σ, T ) das func¸o˜es g ∈ FN(σ, T ), tais que
(t− σ)1/2∂αgj ∈ C((σ, T );PMa ∩ PMn−1), |α| = N. (4.16)
Os espac¸os FN e EN sa˜o normados com normas definidas, respectivamente, por
‖g‖FN :=
∑
|α|≤N−1
(
sup
σ<t<T
‖∂αg(t)‖PMa + sup
σ<t<T
‖∂αg(t)‖PMn−1
)
, (4.17)
‖g‖EN := ‖g‖FN +
∑
|α|=N
(
sup
σ<t<T
(t− σ)1/2‖∂αg(t)‖PMa (4.18)
+ sup
σ<t<T
(t− σ)1/2‖∂αg(t)‖PMn−1
)
.
Sera´ mostrado, no apeˆndice A, que os espac¸os FN e EN sa˜o Banach com suas respectivas
normas.
Seja u(t) = (u1(t), . . . , un(t)) a soluc¸a˜o do sistema (2.1)-(2.3), dada pelo teorema 2.15 (ou
4.11) e σ > 0. Denotemos uσ = u(σ) e consideremos a equac¸a˜o
z(t) = S(t− σ)uσ −
∫ t
σ
S(t− τ)P∇ · (z ⊗ z)(τ)dτ , (4.19)
onde a forma bilinear e´ denotada por
Bσ(f, g)(t) = −
∫ t
σ
S(t− τ)P∇ · (f ⊗ g)(τ)dτ . (4.20)
Aqui, a definic¸a˜o da forma bilinear e´ interpretada nas varia´veis de Fourier como no cap´ıtulo
2. No que segue, o simbolo ∂αg representa o vetor cujas componentes sa˜o as derivadas das
componentes de g ∈ EN ou FN com respeito a`s varia´veis espaciais.
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Observac¸a˜o 4.25. Se u(t) e´ uma soluc¸a˜o do sistema (2.1)-(2.3), com t restrito ao intervalo
[σ, T ), enta˜o u satisfaz a equac¸a˜o (4.19).
De fato, usando a expressa˜o integral de u temos
uˆ(ξ, t)− e−(t−σ)|ξ|2uˆ(ξ, σ) = e−t|ξ|2uˆ0 +
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ, τ)dτ
−e−(t−σ)|ξ|2e−σ|ξ|2uˆ0
−e−(t−σ)|ξ|2
∫ σ
0
e−(σ−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ, τ)dτ
=
∫ t
0
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ, τ)dτ
−
∫ σ
0
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ, τ)dτ
=
∫ t
σ
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (û⊗ u)(ξ, τ)dτ .
A seguinte proposic¸a˜o mostra a continuidade da forma bilinear nos espac¸os FN e EN .
Proposic¸a˜o 4.26. Seja σ < T . A forma bilinear definida em (4.20) e´ cont´ınua nos espac¸os
FN(σ, T ) e EN(σ, T ). Mais precisamente, existe C > 0 tal que
‖Bσ(f, g)‖FN ≤ C(T − σ)
a−n+1
2 ‖f‖FN‖g‖FN ,
‖Bσ(f, g)‖EN ≤ C(T − σ)
a−n+1
2 ‖f‖EN‖g‖EN ,
para todo f, g ∈ FN (ou EN), respectivamente.
Demonstrac¸a˜o. Sejam f, g ∈ FN (ou EN) e α ∈ Nn tal que |α| ≤ N . Primeiro mostremos que
vale a regra de Leibniz
∂αBσ(f, g)(t) =
∑
|γ|+|θ|=|α|
Bσ(∂
γf, ∂θg)(t). (4.21)
De fato, se |α| = 1 temos
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(∂xjBσ(f, g))ˆ (ξ, t) = (−i)ξj
∫ t
σ
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (f̂ ⊗ g)(ξ, τ)dτ
=
∫ t
σ
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · ((−i)ξj f̂ ⊗ g)(ξ, τ)dτ .
Observemos que
(−i)ξj f̂k · gl(ξ, τ) = (2pi)−n2
∫
Rn
(−i)ξj fˆk(z)gˆl(ξ − z)dz
= (2pi)−
n
2
∫
Rn
(−i)
[
zj fˆk(z)gˆl(ξ − z)
+fˆk(z)(ξj − zj)gˆl(ξ − z)
]
dz
= (2pi)−
n
2
∫
Rn
[
∂̂xjfk(z)gˆl(ξ − z)
+fˆk(z)∂̂xjgl(ξ − z)
]
dz
= ((∂xjfk) · gl)ˆ (ξ, t) + (fk · (∂xjgl))ˆ (ξ, t).
Assim, e´ fa´cil ver que
(∂xjBσ(f, g))ˆ (ξ, t) =
∫ t
σ
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (∂xjf ⊗ g)ˆ (ξ, τ)dτ
+
∫ t
σ
e−(t−τ)|ξ|
2Pˆ(ξ)iξ · (f ⊗ ∂xjg)ˆ (ξ, τ)dτ
= Bσ(∂xjf, g)ˆ (ξ, t) +Bσ(f, ∂xjg)ˆ (ξ, t),
o que mostra (4.21) no caso |α| = 1. O caso geral segue por um argumento de induc¸a˜o.
No que segue, a letra C representa constantes que podem mudar de linha para linha. Para
n− 1 < a < n, estimamos
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|ξ|a|Bσ,j(f, g))ˆ (ξ, t)| ≤ C
∫ t
σ
e−(t−τ)|ξ|
2|Pˆ(ξ)||ξ|a+1
×
∑
k,l
|ξ|n−2a‖fk(τ)‖PMa‖gl(τ)‖PMadτ
≤ C
∫ t
σ
e−(t−τ)|ξ|
2|ξ|n−a+1‖f(τ)‖PMa‖g(τ)‖PMadτ
≤ C sup
ξ∈Rn
[
((t− τ)|ξ|2)n−a+12 e(t−τ)|ξ|2
] ∫ t
σ
(t− τ)−n−a+12 dτ
× sup
σ≤t<T
‖f(t)‖PMa sup
σ≤t<T
‖g(t)‖PMa
≤ C(T − σ)a−n+12 sup
σ≤t<T
‖f(t)‖PMa sup
σ≤t<T
‖g(t)‖PMa ,
onde Bσ,j denota a j-e´sima componente do vetor Bσ. Logo, temos que
‖Bσ(f, g)(t)‖PMa ≤ C(T − σ)a−n+12 sup
σ<t<T
‖f(τ)‖PMa sup
σ<t<T
‖g(τ)‖PMa .
Analogamente, pode-se estimar
|ξ|n−1|Bσ,j(f, g))ˆ (ξ, t)| ≤ C
∫ t
σ
e−(t−τ)|ξ|
2 |Pˆ(ξ)||ξ|n
×
∑
k,l
|ξ|1−a‖fk(τ)‖PMn−1‖gl(τ)‖PMadτ
≤ C
∫ t
σ
e−(t−τ)|ξ|
2 |ξ|n−a+1‖f(τ)‖PMn−1‖g(τ)‖PMadτ
≤ C sup
ξ∈Rn
[
((t− τ)|ξ|2)n−a+12 e(t−τ)|ξ|2
] ∫ t
σ
(t− τ)−n−a+12 dτ
× sup
σ<t<T
‖f(t)‖PMn−1 sup
σ<t<T
‖g(t)‖PMa
≤ C(T − σ)a−n+12 sup
σ<t<T
‖f(t)‖PMn−1 sup
σ<t<T
‖g(t)‖PMa .
Portanto, temos que
‖Bσ(f, g)(t)‖PMn−1 ≤ C(T − σ)
a−n+1
2 sup
σ<t<T
‖f(τ)‖PMn−1 sup
σ<t<T
‖g(τ)‖PMa .
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Logo, se α ∈ Nn com |α| ≤ N − 1 enta˜o, pela regra de Leibniz 4.21, tem-se
‖∂αBσ(f, g)(t)‖PMa ≤
∑
|γ|+|θ|=|α|
‖Bσ(∂γf, ∂θg)(t)‖PMa
≤
∑
|γ|+|θ|=|α|
C(T − σ)a−n+12 sup
σ<t<T
‖∂γf(t)‖PMa
× sup
σ<t<T
‖∂θg(t)‖PMa . (4.22)
Similarmente, obte´m-se
‖∂αBσ(f, g)(t)‖PMn−1 ≤
∑
|γ|+|θ|=|α|
C(T − σ)a−n+12 sup
σ<t<T
‖∂γf(t)‖PMn−1
× sup
σ<t<T
‖∂θg(t)‖PMa . (4.23)
Se α ∈ Nn com |α| = N , enta˜o podemos estimar
|ξ|a|(Bσ,j(∂αf, g))ˆ (ξ, t)| ≤ C
∫ t
σ
|ξ|a+1e−(t−τ)|ξ|2|Pˆ(ξ)|
×
∑
k,l
|ξ|n−2a‖∂αfk(τ)‖PMa‖gl(τ)‖PMadτ
≤ C
∫ t
σ
e−(t−τ)|ξ|
2|ξ|n−a+1‖∂αf(τ)‖PMa‖g(τ)‖PMadτ
≤ C
∫ t
σ
(t− τ)−n−a+12 ‖∂αf(τ)‖PMa‖g(τ)‖PMadτ
≤ C
∫ t
σ
(t− τ)−n−a+12 (τ − σ)−1/2dτ (4.24)
× sup
σ<τ<T
((τ − σ)1/2‖∂αf(τ)‖PMa)
× sup
σ<τ<T
‖g(τ)‖PMa .
A integral em (4.24) pode ser manuseada da seguinte forma:∫ σ+ 1
2
(t−σ)
σ
(t− τ)−n−a+12 (τ − σ)−1/2dτ ≤
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≤ (1
2
(t− σ))−n−a+12
×
∫ σ+ 1
2
(t−σ)
σ
(τ − σ)−1/2dτ
≤ 2n−a+22 (t− σ)a−n+12 (t− σ)−1/2, (4.25)
e ∫ t
σ+ 1
2
(t−σ)
(t− τ)−n−a+12 (τ − σ)−1/2 ≤
≤ (1/2(t− σ))−1/2
×
∫ t
σ+ 1
2
(t−σ)
(t− τ)−n−a+12 dτ
≤ 2
3/2
a− n+ 1(t− σ)
a−n+1
2 (t− σ)−1/2. (4.26)
Inserindo (4.25) e (4.26) em (4.24), obtemos
(t− σ)1/2‖Bσ(∂αf, g)(t)‖PMa ≤ C(T − σ)a−n+12
× sup
σ<τ<T
((τ − σ)1/2‖∂αf(τ)‖PMa)
× sup
σ<τ<T
‖g(τ)‖PMa . (4.27)
Similarmente, pode-se estimar
(t− σ)1/2‖Bσ(∂αf, g)(t)‖PMn−1 ≤ C(T − σ)
a−n+1
2
× sup
σ<τ<T
((τ − σ)1/2‖∂αf(τ)‖PMa)
× sup
σ<τ<T
‖g(τ)‖PMn−1 . (4.28)
Finalmente, segue de (4.22) e (4.23) que a forma bilinear satisfaz
‖Bσ(f, g)‖FN ≤ C(T − σ)
a−n+1
2 ‖f‖FN‖g‖FN , (4.29)
ou seja, Bσ e´ cont´ınua em FN . Da mesma maneira, usando (4.22), (4.23), (4.27) e (4.28) tem-se
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‖Bσ(f, g)‖EN ≤ C(T − σ)
a−n+1
2 ‖f‖EN‖g‖EN , (4.30)
onde C e´ uma constante que depende de a, n e N , mas na˜o de T nem de σ. A prova da
continuidade, em relac¸a˜o a t, e´ similar a` proposic¸a˜o 4.20, o que completa a demonstrac¸a˜o.
O pro´ximo resultado estabelece a relac¸a˜o das derivadas distribucionais e temporais, das
soluc¸o˜es do sistema (2.1)-(2.3) constru´ıdas no teorema 4.11, com os espac¸os PMa.
Teorema 4.27. Assuma as hipo´teses do teorema 4.11 com F ≡ 0 e seja u(t) = (u1(t), . . . ,
un(t)) a soluc¸a˜o do sistema (2.1)-(2.3). Enta˜o
∂kt ∂
αuj(t) ∈ C((0,∞);PMa ∩ PMn−1), (4.31)
para todo k ∈ N, α ∈ Nn, j = 1, . . . , n e n− 1 < a < n.
Demonstrac¸a˜o. Primeiro mostramos (4.31) para o caso k = 0. Procedemos por induc¸a˜o na
ordem das derivadas em relac¸a˜o a`s varia´veis espaciais. Para |α| = 0 temos que (4.31) e´ va´lido,
pela proposic¸a˜o 4.22. Portanto, assuma que (4.31) e´ va´lido para |α| ≤ N −1. A ideia e´ resolver
a equac¸a˜o (4.19) no espac¸o EN .
Afirmamos que S(t− σ)uσ ∈ EN . De fato, se |α| ≤ N − 1, pela hipo´tese de induc¸a˜o, temos
|ξ|a|(∂αS(t− σ)uσ )ˆ (ξ)| ≤ e−(t−σ)|ξ|2 |ξ|a|(∂αuσ )ˆ (ξ)|
≤ ‖∂αuσ‖PMa ,
para n− 1 ≤ a < n. Logo,
‖∂αS(t− σ)uσ‖PMa ≤ ‖∂αuσ‖PMa .
Se |α| = N com α = β + ej, onde |β| = N − 1 e ej e´ o j-e´simo vetor da base canoˆnica de
Rn, enta˜o
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|ξ|a|(∂αS(t− σ)uσ )ˆ (ξ)| ≤ |ξj|e−(t−σ)|ξ|2|ξ|a|(∂βuσ )ˆ (ξ)|
≤ |ξ|e−(t−σ)|ξ|2‖∂βuσ‖PMa
≤ (t− σ)−1/2 sup
ξ∈Rn
((t− σ)|ξ|2)1/2e−(t−σ)|ξ|2
×‖∂βuσ‖PMa .
Portanto,
sup
σ<t<T
(t− σ)1/2‖∂αS(t− σ)uσ‖PMa ≤ C‖∂βuσ‖PMa ,
para cada n− 1 ≤ a < n, e segue a afirmac¸a˜o. Assim, existe uma constante C > 0 tal que
‖S(t− σ)uσ‖EN ≤ C
∑
|α|≤N−1
(‖∂αuσ‖PMa + ‖∂αuσ‖PMn−1),
‖S(t− σ)uσ‖FN ≤ C
∑
|α|≤N−1
(‖∂αuσ‖PMa + ‖∂αuσ‖PMn−1).
Dado M > 0 tal que M ≥ C∑|α|≤N−1 (‖∂αuσ‖PMa + ‖∂αuσ‖PMn−1), podemos escolher T > σ
satisfazendo
M <
1
4C(T − σ)a−n+12 .
Assim, a proposic¸a˜o 4.26 e o lema 2.9 garantem que existe uma soluc¸a˜o da equac¸a˜o (4.19) nos
espac¸os EN e FN e elas sa˜o u´nicas nas bolas fechadas BEN (0, 2M) e BFN (0, 2M). Por outro
lado, fixemos T0 > T . A hipo´tese de induc¸a˜o implica que a soluc¸a˜o dada pelo teorema 4.11
satisfaz
‖u‖FN (σ,T ) ≤ ‖u‖FN (σ,T0) <∞.
Diminuindo o valor de T , se necessa´rio, podemos escolher M tal que ‖u‖FN (σ,T0) ≤ 2M , obtendo
assim que u restrito ao intervalo (σ, T ) esta´ na bola BFN (0, 2M). Logo, a observac¸a˜o 4.25 implica
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que a soluc¸a˜o obtida em BFN (0, 2M) coincide com a soluc¸a˜o branda u do sistema (2.1)-(2.3) no
intervalo (σ, T ). Tambe´m observamos que BEN (0, 2M) ⊂ BFN (0, 2M) e, portanto, a unicidade
implica que a soluc¸a˜o u restrita ao intervalo (σ, T ) esta´ em BEN (0, 2M). Como o σ > 0 e´
arbitra´rio, segue que (4.31) e´ va´lido.
Mostremos agora (4.31) para todo k ∈ N. Analogamente, fazemos uma induc¸a˜o em k.
Assuma que o resultado e´ va´lido para todo k ≤ N −1 e aplicando o operador ∂Nt ∂α a` expressa˜o
integral da soluc¸a˜o u, obtemos a seguinte expressa˜o nas varia´veis de Fourier
∂Nt (∂
αu)ˆ (ξ, t) = ∂N−1t (∆∂
αu)ˆ (ξ, t)
−
∑
γ+θ=α
∑
k+l=N−1
Pˆ(ξ)(−i)ξ · (∂kt ∂γu⊗ ∂lt∂θu)ˆ (ξ, t).
A primeira parcela tem componentes em PMa ∩ PMn−1 pela hipo´tese de induc¸a˜o. Por outro
lado, o termo (−i)ξ · (∂kt ∂γu ⊗ ∂lt∂θu)ˆ (ξ, t) pode ser expressado como a transformada de um
somato´rio de produtos de derivadas de u, onde a ordem das derivadas espaciais e´ incrementada
em no ma´ximo 1 e as derivadas temporais permanecem iguais. Portanto, usando a proposic¸a˜o
1.17, o fato que o operador P leva vetores de PMa em vetores de PMa e a hipo´tese de
induc¸a˜o, conclu´ımos que P∇ · (∂kt ∂γu ⊗ ∂lt∂θu)(t) tem componentes em PM2b−n, para todo
t > 0 e b ∈ (n − 1, n). Em particular, escolhendo b = a+n
2
temos que P∇ · (∂kt ∂γu ⊗ ∂lt∂θu)(t)
tem componentes em PMa, e escolhendo b = n − 1
2
temos que P∇ · (∂kt ∂γu ⊗ ∂lt∂θu)(t) tem
componentes em PMn−1, o que prova o resultado.
Para finalizar esta sec¸a˜o temos o seguinte resultado:
Teorema 4.28. A soluc¸a˜o branda u do sistema de Navier-Stokes (2.1)-(2.3) dada pelo teorema
4.11, com F ≡ 0 e´ uma func¸a˜o vetorial de classe C∞(Rn × R+). Em particular, a soluc¸a˜o e´
cla´ssica em t > 0.
Demonstrac¸a˜o. De fato, pelo lema 4.12 o teorema 4.27, com a > n−1, temos que ∂kuj(t) ∈ W l,q,
com n < q < n
n−a , para todo inteiro l ≥ 1. Logo a imersa˜o de Sobolev 1.25 implica que ∂kuj(t)
sa˜o func¸o˜es de classe C∞, nas varia´veis espaciais, para todo t > 0. Um procedimento de induc¸a˜o
em k, para o sistema (2.7) com F ≡ 0, mostra que ∂kt uj(t) sa˜o cont´ınuas em t > 0, para todo
inteiro k ≥ 0, completando a prova.
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4.4 Comportamento Assinto´tico na Norma Regularizante
Nesta sec¸a˜o estudamos o comportamento das soluc¸o˜es do sistema (2.1)-(2.3), quando t→∞
na norma com peso t
a−n+1
2 ‖ ·‖PMa , com n−1 < a < n. As provas nesta ana´lise sa˜o semelhantes
a`s encontradas no cap´ıtulo 3.
Comec¸amos com um refinamento do lema 3.1.
Lema 4.29. Seja F = (F1, . . . , Fn), com Fj ∈ {f : [0,∞) −→ PMa−2 : sup
t>0
t
a−n+1
2 ‖f(t)‖PMa−2
<∞} tal que
lim
t→∞
t
a−n+1
2 ‖F (t)‖PMa−2 = 0. (4.32)
Enta˜o a func¸a˜o w(t) =
∫ t
0
S(t− τ)PF (τ)dτ satisfaz
lim
t→∞
t
a−n+1
2 ‖w(t)‖PMa = 0.
Demonstrac¸a˜o. Temos que
t
a−n+1
2 |ξ|a|wˆj(ξ, t)| ≤ ta−n+12
∫ t
0
e−(t−τ)|ξ|
2|ξ|a|Fˆ (ξ, τ)|dτ
≤ ta−n+12
∫ t
0
e−(t−τ)|ξ|
2|ξ|2‖F (τ)‖PMa−2dτ
= t
a−n+1
2
∫ t/2
0
e−(t−τ)|ξ|
2 |ξ|2‖F (τ)‖PMa−2dτ
+t
a−n+1
2
∫ t
t/2
e−(t−τ)|ξ|
2|ξ|2‖F (τ)‖PMa−2dτ
=: I1 + I2.
Agora, estimamos as u´ltimas duas integrais separadamente. Fazendo a mudanc¸a de varia´veis
τ = ts, pode-se estimar I1 como
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|I1| ≤ sup
x>0
xe−x
∫ t/2
0
(t− τ)−1ta−n+12 ‖F (τ)‖PMa−2dτ
= e−1
∫ 1/2
0
(1− s)−1ta−n+12 ‖F (st)‖PMa−2dτ
= e−1
∫ 1/2
0
(1− s)−1s−a−n+12 (st)a−n+12 ‖F (st)‖PMa−2dτ .
Analogamente, estimamos I2 como
|I2| ≤ ta−n+12
∫ t
t/2
e−(t−τ)|ξ|
2|ξ|2τ−a−n+12 dτ sup
t/2<τ<t
(
τ
a−n+1
2 ‖F (τ)‖PMa−2
)
≤ 2a−n+12
∫ t
t/2
e−(t−τ)|ξ|
2|ξ|2dτ sup
t/2<τ<t
(
τ
a−n+1
2 ‖F (τ)‖PMa−2
)
≤ 2a−n+12 sup
t/2<τ<t
(
τ
a−n+1
2 ‖F (τ)‖PMa−2
)
.
Logo, usando as estimativas para |I1| e |I2|, obtemos
t
a−n+1
2 ‖w(t)‖PMa ≤ e−1
∫ 1/2
0
(1− s)−1s−a−n+12 (st)a−n+12 ‖F (st)‖PMa−2dτ
+2
a−n+1
2 sup
t/2<τ<t
(
τ
a−n+1
2 ‖F (τ)‖PMa−2
)
.
Finalmente, para cada s ∈ (0, 1/2) tem-se
lim
t→∞
(1− s)−1s−a−n+12 (st)a−n+12 ‖F (st)‖PMa−2 = 0,
pela hipo´tese (4.32). Ale´m disso,
(1− s)−1s−a−n+12 (st)a−n+12 ‖F (st)‖PMa−2 ≤ 2s−
a−n+1
2 sup
t>0
t
a−n+1
2 ‖F (t)‖PMa−2 ,
para todo s ∈ (0, 1/2). Como a func¸a˜o s → s−a−n+12 e´ integra´vel no intervalo (0, 1/2), enta˜o o
teorema da convergeˆncia dominada de Lebesgue implica que
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lim
t→∞
∫ 1/2
0
(1− s)−1s−a−n+12 (st)a−n+12 ‖F (st)‖PMa−2dτ = 0.
Analogamente, pode-se mostrar que
lim
t→∞
sup
t/2<τ<t
(
τ
a−n+1
2 ‖F (τ)‖PMa−2
)
= 0,
portanto segue a conclusa˜o do lema.
Agora, apresentamos um resultado de comportamento assinto´tico, na mesma linha do cap´ı-
tulo 3, na norma com peso no tempo.
Teorema 4.30. Sejam u e v soluc¸o˜es brandas do sistema (2.1)-(2.3) correspondentes aos dados
iniciais u0, v0, com componentes em PMn−1, e a`s forc¸as externas F = (F1, . . . , Fn), G =
(G1, . . . , Gn) com Fj, Gj ∈ Cw([0,∞);PMn−3), tais que satisfazem as hipo´tese do teorema
4.11. Assuma tambe´m que F −G satisfaz as hipo´teses do lema 4.29 e que
lim
t→∞
t
a−n+1
2 ‖S(t)(u0 − v0)‖PMa = 0. (4.33)
Enta˜o, a diferenc¸a das soluc¸o˜es satisfaz
lim
t→∞
t
a−n+1
2 ‖u(t)− v(t)‖PMa = 0. (4.34)
Demonstrac¸a˜o. Subtraindo as equac¸o˜es integrais de u e v, obtemos
u(t)− v(t) = S(t)(u0 − v0) +B(u, u)−B(v, v)
+
∫ t
0
S(t− τ)P(F (τ)−G(τ))dτ .
Logo, calculando a norma PMa e multiplicando por ta−n+12 , temos que
t
a−n+1
2 ‖u(t)− v(t)‖PMa ≤ ta−n+12 ‖S(t)(u0 − v0)‖PMa
+t
a−n+1
2 ‖
∫ t
0
S(t− τ)P(F (τ)−G(τ))dτ‖PMa
+t
a−n+1
2 ‖B(u, u)−B(v, v)‖PMa . (4.35)
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Assim, se definirmos
g(t) := t
a−n+1
2 ‖S(t)(u0 − v0)‖PMa
+t
a−n+1
2 ‖
∫ t
0
S(t− τ)P(F (τ)−G(τ))dτ‖PMa ,
temos que a hipo´tese (4.33) e o lema 4.29 (aplicado a` func¸a˜o F −G) implicam que
lim
t→∞
g(t) = 0. (4.36)
Agora, estimemos o termo envolvendo a forma bilinear. Observe que
B(u, u) +B(v, v) = B(u, u− v) +B(u− v, v).
Procedendo como na prova da proposic¸a˜o, 4.4, obtemos
t
a−n+1
2 ‖B(u, u)−B(v, v)‖PMa
≤ ta−n+12 ‖B(u, u− v)‖PMa + ta−n+12 ‖B(u− v, u)‖PMa
≤ λata−n+12
[∫ t
0
|ξ|2e−(t−τ)|ξ|2‖u(τ)‖PMn−1‖u(τ)− v(τ)‖PMadτ
+
∫ t
0
|ξ|2e−(t−τ)|ξ|2‖v(τ)‖PMn−1‖u(τ)− v(τ)‖PMadτ
]
,
onde λa = (2pi)
−n
2 n2C(n, a) e C(n, a) = pi
1−n
2
Γ(a−1
2
)Γ(n−a
2
)
Γ(n−a+1
2
)Γ(n−1
2
)Γ(a
2
)
. Por outro lado, sabemos que
sup
t≥0
‖u(t)‖PMn−1 ≤ 2 <
1
2βa
e
sup
t≥0
‖u(t)‖PMn−1 ≤ 2 <
1
2βa
,
onde βa e´ como na proposic¸a˜o 4.4, isto e´, βa = λa2
a−n+1
2 ( 2
e(n−a+1) + 1). Logo, segue que
t
a−n+1
2 ‖B(u, u)−B(v, v)‖PMa ≤
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≤ 4λata−n+12
∫ t
0
|ξ|2e−(t−τ)|ξ|2‖u(τ)− v(τ)‖PMadτ
= 4λat
a−n+1
2
[∫ t/2
0
|ξ|2e−(t−τ)|ξ|2‖u(τ)− v(τ)‖PMadτ
+
∫ t
t/2
|ξ|2e−(t−τ)|ξ|2‖u(τ)− v(τ)‖PMadτ
]
. (4.37)
Agora, estimamos as duas integrais em (4.37) como segue:
t
a−n+1
2
∫ t/2
0
|ξ|2e−(t−τ)|ξ|2‖u(τ)− v(τ)‖PMadτ
≤ sup
x>0
(xe−x)
∫ t/2
0
(t− τ)−1ta−n+12 ‖u(τ)− v(τ)‖PMadτ
≤ e−1
∫ 1/2
0
(1− s)−1ta−n+12 ‖u(st)− v(st)‖PMads
= e−1
∫ 1/2
0
(1− s)−1s−a−n+12 (st)a−n+12 ‖u(st)− v(st)‖PMads,
e
t
a−n+1
2
∫ t
t/2
|ξ|2e−(t−τ)|ξ|2‖u(τ)− v(τ)‖PMadτ
≤ ta−n+12
∫ t
t/2
|ξ|2e−(t−τ)|ξ|2τ−a−n+12 dτ sup
t/2≤τ≤t
τ
a−n+1
2 ‖u(τ)− v(τ)‖PMa
≤ 2a−n+12 sup
t/2≤τ≤t
τ
a−n+1
2 ‖u(τ)− v(τ)‖PMa .
Denotemos
A = lim sup
t→∞
t
a−n+1
2 ‖u(t)− v(t)‖PMa
= lim
k→∞
sup
t≥k
t
a−n+1
2 ‖u(t)− v(t)‖PMa
< ∞.
Claramente temos a desigualdade
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sup
t≥k
∫ 1/2
0
(1− s)−1s−a−n+12 (st)a−n+12 ‖u(st)− v(st)‖PMads ≤∫ 1/2
0
(1− s)−1s−a−n+12 sup
t≥k
((st)
a−n+1
2 ‖u(st)− v(st)‖PMa)ds.
Para cada s ∈ (0, 1/2), temos que
lim
k→∞
(1− s)−1s−a−n+12 sup
t≥k
(st)
a−n+1
2 ‖u(st)− v(st)‖PMa = (1− s)−1s−a−n+12 A,
e para cada k ≥ 0
(1− s)−1s−a−n+12 sup
t≥k
(st)
a−n+1
2 ‖u(st)− v(st)‖PMa ≤ 4s−a−n+12 .
Desde que a func¸a˜o s→ s−a−n+12 e´ integra´vel em (0, 1/2), o teorema da convergeˆncia dominada
de Lebesgue implica que
lim sup
t→∞
∫ 1/2
0
(1− s)−1s−a−n+12 (st)a−n+12 ‖u(st)− v(st)‖PMads ≤
A
∫ 1/2
0
(1− s)−1s−a−n+12 ds. (4.38)
Por outro lado, para t ≥ k obtemos
sup
t/2<τ<t
(τ
a−n+1
2 ‖u(τ)− v(τ)‖PMa) ≤ sup
k/2<τ
(τ
a−n+1
2 ‖u(τ)− v(τ)‖PMa),
o que implica
lim sup
t→∞
( sup
t/2<τ<t
(τ
a−n+1
2 ‖u(τ)− v(τ)‖PMa)) ≤ A. (4.39)
Finalmente, calculando o lim supt→∞ em (4.35) e usando (4.36), (4.38) e (4.39), obtemos que
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A ≤ 4λa
(
e−1
∫ 1/2
0
(1− s)−1s−a−n+12 ds+ 2a−n+12
)
A.
Contudo, a expressa˜o entre pareˆnteses satisfaz a seguinte desigualdade
e−1
∫ 1/2
0
(1− s)−1s−a−n+12 ds+ 2a−n+12 ≤ 2e−1
∫ 1/2
0
s−
a−n+1
2 ds+ 2
a−n+1
2
= 2e−1
2
n− a+ 1(
1
2
)
n−a+1
2 + 2
a−n+1
2
= 2
a−n+1
2 (e−1
2
n− a+ 1 + 1)
=
βa
λa
.
Segue que
A ≤ 4βaA.
Desde que 0 < 4βa < 1, conclu´ımos que
A = lim sup
t→∞
t
a−n+1
2 ‖u(t)− v(t)‖PMa = 0,
como quer´ıamos demostrar.
Para ressaltar a importaˆncia da observac¸a˜o 3.4 do cap´ıtulo 3 apresentamos o seguinte
corola´rio.
Corola´rio 4.31. Sejam u, v duas soluc¸o˜es brandas do sistema (2.1)-(2.3) com condic¸o˜es inici-
ais u0 e v0, respectivamente, e com a mesma forc¸a externa F . Se ale´m das hipo´teses do teorema
4.11 tivermos que
lim
|ξ|→0
|ξ|n−1(uˆ0(ξ)− vˆ0(ξ)) = 0, (4.40)
enta˜o
lim
t→∞
‖u(t)− v(t)‖PMn−1 = 0 (4.41)
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elim
t→∞
t
a−n+1
2 ‖u(t)− v(t)‖PMa = 0. (4.42)
Demonstrac¸a˜o. De fato, (4.41) segue da observac¸a˜o 3.4 (pg. 49) e o teorema 3.5 (pg. 45). Para
provar (4.42) procedemos como segue. Dado  > 0, enta˜o existe um δ > 0 tal que |ξ| ≤ δ
implica
|ξ|n−1|uˆ0(ξ)− vˆ0(ξ)| < 
K
,
onde K = supx>0(x
a−n+1
2 e−x). Logo,
t
a−n+1
2 |ξ|ae−t|ξ|2|uˆ0(ξ)− vˆ0(ξ)| ≤ K|ξ|n−1|uˆ0(ξ)− vˆ0(ξ)|
≤ ,
quando |ξ| ≤ δ. Se |ξ| > δ, enta˜o
t
a−n+1
2 |ξ|ae−t|ξ|2|uˆ0(ξ)− vˆ0(ξ)| ≤ (t|ξ|2)a−n+12 e−t|ξ|2‖u0 − v0‖PMn−1 .
Desde que o limx→∞ x
a−n+1
2 e−x = 0, pode-se achar um t0 > 0 tal que t ≥ t0 implica
t
a−n+1
2 |ξ|ae−t|ξ|2|uˆ0(ξ)− vˆ0(ξ)| ≤ ,
pois t|ξ|2 ≥ tδ2. Portanto, temos que limt→∞ ta−n+12 ‖S(t)(u0 − v0)‖PMa = 0, e aplicando o
teorema 4.30 obtemos (4.42).
Uma aplicac¸a˜o do corola´rio 4.31 e´ o seguinte resultado:
Corola´rio 4.32 (Bacia atratora auto-similar). Assuma que no corola´rio 4.31 a condic¸a˜o inicial
u0 e´ homogeˆnea de grau −1 e a condic¸a˜o inicial v0 e´ da forma u0 + φ com φ ∈ S(Rn). Enta˜o,
valem (4.41) e (4.42).
91
Observac¸a˜o 4.33. O corola´rio 4.32 nos diz que uma soluc¸a˜o obtida por uma perturbac¸a˜o
“suave” em um dado inicial u0 homogeˆneo de grau −1, torna-se arbitrariamente pro´ximo da
soluc¸a˜o auto-similar correspondente a u0, para valores de t suficientemente grandes.
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Apeˆndice A.
Como foi comentado no cap´ıtulo 4, neste apeˆndice mostramos que os espac¸os FN(σ, T ) e
EN(σ, T ), definidos na sec¸a˜o 4.3.2, sa˜o espac¸os de Banach.
Proposic¸a˜o 4.34. Os espac¸os FN e EN , dados na definic¸a˜o 4.24 (pg.74), sa˜o espac¸os de Banach
com as normas ‖ · ‖FN e ‖ · ‖EN , respectivamente.
Demonstrac¸a˜o. Aqui somente mostramos o resultado para o espac¸o EN(σ, T ), pois o resultado
para FN e´ uma consequeˆncia imediata. De fato, seja (gk)k∈N uma sequeˆncia de Cauchy em EN ,
a mesma prova que foi dada para mostrar a proposic¸a˜o 4.2, permite mostrar que ∂αgk converge
na norma sup
σ<t<T
‖ · ‖PMa para uma func¸a˜o que denotamos por gα, quando |α| ≤ N − 1, e na
norma sup
σ<t<T
(t−σ)1/2‖·‖PMa para uma func¸a˜o que tambe´m denotamos por gα, quando |α| = N .
Resta mostrar que ∂αg0 = gα. As duas normas usadas acima implicam que a convergeˆncia e´
pontual em t > 0, isto e´,
lim
k→∞
‖∂αgk(t)− gα(t)‖PMa = 0,
para cada t ∈ [σ, T ) e |α| ≤ N . Finalmente, pela observac¸a˜o 1.14, sabemos que a convergeˆncia
em PMa implica a convergeˆncia em S ′(Rn). Portanto, para φ ∈ S(Rn) temos
〈
∂αg0(t), φ
〉
= (−i)|α| 〈g0(t), ∂αφ〉
= lim
k→∞
(−i)|α| 〈gk(t), ∂αφ〉
= lim
k→∞
〈∂αgk(t), φ〉
= 〈gα(t), φ〉 ,
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para cada t ∈ [σ, T ). Logo, segue o resultado.
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