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The spin state transition in LaCoO3 has eluded description for decades despite concerted theoreti-
cal and experimental effort. In this study, we approach this problem using fully charge self-consistent
Density Functional Theory + Embedded Dynamical Mean Field Theory (DFT+DMFT). We show
from first principles that LaCoO3 cannot be described by a single, pure spin state at any tem-
perature. Instead, we observe a gradual change in the population of higher spin multiplets with
increasing temperature, with the high spin multiplets being excited at the onset of the spin state
transition followed by the intermediate spin multiplets being excited at the metal insulator transition
temperature. We explicitly elucidate the critical role of lattice expansion and oxygen octahedral
rotations in the spin state transition. We also reproduce, from first principles, that the spin state
transition and the metal-insulator transition in LaCoO3 occur at different temperature scales. In
addition, our results shed light on the importance of electronic entropy in driving the spin state
transition, which has so far been ignored in all first principles studies of this material.
I. INTRODUCTION
The spin state transition in LaCoO3 has been the sub-
ject of intensive investigation for decades.1–3 This com-
pound is established to be a narrow bandgap insulator at
low temperature with Pauli-like magnetic susceptibility.
However between 90-150 K, it transitions to a local mo-
ment phase with a Curie-Weiss like susceptibility which
reaches its peak around 150K. It also undergoes a gradual
closing of the insulating gap and is known to be metallic
above 600K4–6.
There is considerable debate regarding the mechanism
of this transition, mainly due to the uncertainty regard-
ing the multiplet of the Co3+ ion which characterizes
the excited state of the compound. The cobalt ion in
LaCoO3 is commonly assumed to be in the d
6 state with
a formal valence of 3+. Due to the fact that the scale
of the crystal field splitting is comparable to the Hunds
coupling energy scale, one would expect that as tem-
perature is increased, there would be an entropy-driven
transition from the low spin (LS) S = 0 state with a
fully filled t2g shell(t
6e0) to an S = 2 high spin (HS)
state (t4e2)3. Indeed there is considerable experimen-
tal evidence to support such a scenerio. Electron spin
resonance7, neutron scattering8, X-ray absorbtion spec-
troscopy and magnetic circular dichroism experiments9
all point towards a transition to an HS state. In ad-
dition, no inequivalent Co-O bond is found in EXAFS
experiements, which also supports the formation of an
HS state due to the HS state not being strongly Jahn-
Teller active10. However, it has been noted that in order
to explain the XAS experimental data, one would have
to assume that the crystal field grows with temperature,
which is counter-intuitive.9,11 This led to some authors
suggesting that there is an LS-HS alternating structure
caused by breathing distortions123 and interatomic re-
pulsion between the HS atoms.11,13
A competing explanation, whereby the excited state
is the S = 1 intermediate spin (IS) state (t5e1), has
also become popular1,14, mainly because of LDA+U re-
sults which show that the IS state is lower in energy
compared to the HS state.15–17 The stability of the IS
state has been justified by the large hybridization of
the Co 3d electrons with neighboring O 2p electrons.
This causes charge transfer between the ions resulting
in the Co ion having a d7 structure according to the
Zaanen-Sawatzky-Allen scheme,18 which in turn would
cause stabilization of the IS state. The intermediate spin
state hypothesis also seems to explain experimental find-
ings such as Raman Spectroscopy, X-Ray photoemission,
XAS, EELS, as well as susceptibility and thermal expan-
sion measurements.6,19–25.
To summarize, there has been significant debate re-
garding the true nature of the spin state transition in
LaCoO3. Interest in this compound has also been en-
hanced in light of recent discoveries of ferromagnetism
induced by Sr (hole) doping26–29, and by experiments re-
porting strain induced magnetism in epitaxially grown
thin films.30–36 Additionally, there have been reports of
the emergence of a striped phase in thin films (with alter-
nating LS and HS/IS regions)37, as well as the presence
of low temperature ferromagnetism in experiments per-
formed on LaCoO3 nanoparticles
38. Furthermore, there
have also been experiments conducted on single crystals
of LaCoO3 in the presence of a strong magnetic field
39–42
which have reported the presence of multiple metamag-
netic transitions, which have been attempted to be ex-
plained by spin-state superlattices as well as excitonic
condensation.43 Hence, we can see that there is great in-
terest in understanding the complex physical nature of
this material.
There have been multiple previous DMFT studies
that have approached this material and the transitions
therein. For example, in Ref. 28, Augustinski et al.
studied the effect of carrier doping on the spin state of
LaCoO3. Zhang et al, in Ref. 44, considered hydrostatic
ar
X
iv
:1
60
5.
08
61
1v
3 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 4 
No
v 2
01
7
2pressure as well as substitution of La with other lan-
thanides, and provided an explicit picture of the effect
of the crystal field splitting on the Co ion, while Krapek
et al. (Ref. 45) showed that the charge fluctuations, in
addition to the spin state fluctuations, are important in
understanding the physics of this compound. In this pa-
per, we use Density Functional Theory + embedded Dy-
namical Mean Field Theory (DFT+DMFT)46 to analyze
the spin state transition in bulk LaCoO3. Unlike earlier
studies, our implementation is fully charge self-consistent
and extremizes the DFT+DMFT functional in real space
(for details the reader is referred to the appendix and
the references contained therein), thereby avoiding the
downfolding approximation and uses the numerically ex-
act CTQMC impurity solver47,48. In addition, to our
knowledge none of the earlier studies provide a compre-
hensive analysis of all of the factors governing the transi-
tion such as octahedral rotations and electronic entropy.
Our main findings can be summarized as- i) We show
that LaCoO3 has large charge fluctuations and it is not
possible to explain the spin state with a single multiplet
at any temperature. However at the onset of the spin
state transition, the HS multiplets are excited, with the
IS multiplets being excited later around the onset of the
metal-insulator transition. ii) We illustrate that the crys-
tal field splitting is very sensitive to the crystal structure,
and taking into account not only the thermal expansion
but also the oxygen octahedral rotations are very impor-
tant for understanding the behavior of the material. We
repeat our calculations for four different crystal struc-
tures that correspond to two different temperatures and
two different oxygen octahedral rotation angles. This
way, for the first time, we isolate the effect of the oxy-
gen octahedral rotations and thermal expansion on the
electronic and spin structure of LaCoO3. This should be
an important factor in determining the effect of Ln sub-
stitution, as discussed in Ref. 44 and Ref. 49, but this
connection has not been studied explicitly in LaCoO3
yet. iii) We demonstrate conclusively that it is possible
to stabilize (without orbital order) an insulating phase
at intermediate temperatures where local moments are
present, thereby showing that the metal-insulator tran-
sition is distinct from the spin state transition in this
compound.We provide a detailed picture of the evolution
of the spectral function and the spin state probabilities
with temperature and conclusively show from first prin-
ciples that the spin state and metal insulator transitions
occur at very different temperatures. iv)We also show
that electronic entropy difference between the high and
low temperature states is necessary for the stabilization
of the excited spin states, which is a fact that has, though
expected to be important, been overlooked in various first
principle studies so far primarily because accurate first
principles methods for calculation of the electronic en-
tropy have not been available.
II. CRYSTAL STRUCTURE
LaCoO3 is a perovskite, which has the rare earth ele-
ment La on the A-site and Co on the B-site at the center
of an oxygen octahedron (see Fig 1). Like most per-
ovskites, LaCoO3 has oxygen octahedral rotations (Fig.
2) which result in the oxygen octahedra rotating out-of-
phase around the [111] axes of the undistorted cubic high-
symmetry structure. This rotation pattern is denoted by
a−a−a− in the Glazer notation, and corresponds to the
space group R3¯c (#167).
FIG. 1: Unit cell for a perovskite with no octahedral rotations
(a0a0a0 structure). In LaCoO3, the green atoms would be La,
the red atoms O and the blue atom Co. The figure also shows
the octahedra formed by the oxygen atoms around the Co
atom.
As noted by Thornton et. al.50, LaCoO3 shows large
thermal expansion as well as variation in the octahe-
dral rotation angle with increase in temperature. In our
study, we use four different crystal structures to isolate
and study the effect of different lattice parameters on the
spin state transition. We use two different experimental
structures observed at 1143K and 4K, which we denote
by HTa− and LTa−. Comparing the electronic structure
for these two crystal structures provides a means to study
the temperature evolution of the electronic structure. In
addition to these two, we also built two crystal structures
with the same strain state (unit cell vectors) as them, but
with no octahedral rotations. These structures, denoted
by HTa0 and LTa0, enable us to isolate the effect of oxy-
gen octahedral rotations on the spin state of LaCoO3.
III. DENSITY OF STATES
In Fig 3 we show the density of states for all 4 struc-
tures, calculated at both low temperature and high tem-
perature (116K and 1160K) using DFT+DMFT. In our
DMFT calculations, we use U = 6.0 eV and J = 0.7 eV.
Further details of our calculations and methodology are
presented in the appendix. Unlike DFT, which always
3FIG. 2: A depiction of the pattern of octahedral rotations that
is present in LaCoO3. Each of the oxygen octadra rotates in
opposite direction to all nearest neighbour octahedra by the
same amount relative to all three cartesian axes (a−a−a−
structure).
predicts a metallic state, our calculations correctly re-
produce an insulating ground state at low temperature
for all the structures. The t2g orbitals are below the
fermi level whereas the eg orbitals are above the fermi
level. For the two experimental structures (LTa− and
HTa−), this low temperature charge gap closes contin-
uously with increasing temperature and there is a large
overlap in energy between the t2g and eg orbitals at high
temperatures. This overlap, however, is much smaller
if the structures without rotations are used. (See Fig.
4b).62 The HTa0 structure shows some overlap at high
temperatures, while the LTa0 structure almost remains
an insulator for the entire range of temperatures studied,
with a small overlap developing above 900K. This shows
clearly that octahedral rotations play a large role in de-
creasing the strength of the crystal field splitting. This
can be explained by the fact that the rotation of the oxy-
gen octahedra causes misalignment of the crystal field of
the O atoms with that of the La atoms, which normally
reinforce each other if the perovskite has no octahedral
rotations. This leads to an overall reduction of the effec-
tive crystal field which reduces the charge gap between
the t2g and eg orbitals.
63. This effect seems to overcome
the expected decrease in the bandwith of the eg orbitals
caused by the octahedral rotations. Finally, note that
there is a considerable overlap in energy of the O 2p or-
bitals with the Co 3d orbitals, which is very important
in producing charge fluctuations on the Co ion, making
it highly mixed-valent.
IV. THE SPIN STATE TRANSITION
In order to focus on the spin state of the Co ion, we
calculate the expectation value of the magnitude of z-
component of the spin 〈|Sz|〉. Note that all our calcula-
tions are in the paramagnetic state and hence the value of
〈Sz〉 = 0. The results are presented in Fig. 4a as a func-
tion of temperature.64 The largest value of |Sz| at 1160K
is seen for the HTa− structure, followed by the LTa−
structure. This is in line with the stronger crystal field
in the LTa− structure due to the smaller lattice constant.
We also observe that the spin state transition starts at
a higher temperature for the LTa− structure (∼580K)
compared to the the HTa− (∼380K). This is also con-
sistent with the the low temperature structure having
higher stability for the LS state. The structures without
rotations consistently show lower buildup of higher spin
states than the ones with rotations. The HTa0 struc-
ture displays a spin state transition, but with an even-
tual high temperature value of |Sz| that is lower than
both the structures with octahedral rotations (LTa− and
HTa−). On the other hand, the LTa0 structure shows
almost no transition. This shows that the role that the
octahedral rotations play in the reduction of the crystal
field is essential for the spin state transition.
Figures 4a and 4b also show that the spin state tran-
sition and the charge gap closing occur at different tem-
peratures, which is a trend that has been observed in
experiment but has not been captured in earlier DMFT
simulations. For example, Fig 4b shows that both the
HTa− and the LTa− structures show a complete closure
of the charge gap at ∼ 600K whereas Fig 4a shows that
the spin state transition in the two structures occurs at
very different temperatures.
V. NATURE OF THE EXCITED SPIN STATE
Because of the large hybridization between Co and O
ions, the Co-d orbitals have large charge fluctuations and
all the four structures have an effective d-shell occupa-
tion of nd ∼ 6.6. As a result, any analysis of the spin
states in terms of the LS, IS and HS states of the d6
configuration of the Co ion is necessarily inadequate. In
fact, our calculations show that the d7 configuration has
a higher occupation probability than d6, and there are
also significant probabilities for d5 and d8. (Importance
of large charge fluctuations in LaCoO3 has been discussed
before, for example by Abbate et al.19 who emphasized
the role of covalency between the Co d orbitals and the
O anions in order to explain their XAS data. Our results
agree with their observation of highly covalent states and
gradual transitions, and show that both the 3d6 and 3d7
occupancies are fundamental to understanding the be-
havior of the material.)
Fig. 5 shows the evolution of the occupation proba-
bilities for the different values of |Sz| with temperature.
Even at high temperatures, |Sz| = 0 and |Sz| = 0.5 (the
LS states for the even and odd occupancy sectors of the
d orbital) remain the states with the highest probability.
However, with the increase of temperature, the weight of
the higher spin states increases. At the onset of the tran-
sition, the initial change in the value of the spin state is
predominantly caused by the excitation of the |Sz| = 2
4FIG. 3: Density of states (t2g,eg and total including all atoms) for all four structures at 116K and 1160K.
FIG. 4: (a) Evolution of |Sz| with temperature for all four
structures. (b) Evolution of Density of states at fermi level
with temperature for all four structures.
and the |Sz| = 1.5 multiplets. For example, from Fig 4a,
we can see that for the HTa− structure the |Sz| value
first starts rising at around 300K. Looking at the rele-
vant portion of Fig 5, we see that the only spin states
which show an increase in probability are the |Sz| = 2
and the |Sz| = 1.5 multiplets. The |Sz| = 1 multiplet
sees an increase in probability at higher temperatures
(above 600K) which is the temperature of the charge gap
closing, as evidenced by Fig 4b. A similar trend is seen
for the other structures as well. Therefore the initial
signature of the transition is best seen in the behavior
of the |Sz| = 2.0 and |Sz| = 1.5 multiplets, which can
be said to be the HS multiplets for the d6 and d7 occu-
pancies respectively, whereas the |Sz| = 1 state sees in
increase in occupation at the temperature scale of the
metal-insulator transition in each of the structures and
not at the spin state transition temperature. (Note that
these effects are not seen in the LTa0 structure where no
significant transition occurs.)
FIG. 5: Evolution of occupation probabilities for all the spin
states for the four structures with temperature.
In Fig. 6, we show the occupancy histograms below
and above the transition (at 116K and 1160K) (CTQMC
gives us access to the state space probability for each of
5FIG. 6: Occupancy histogram showing the occupancy probability for the different atomic states for the d orbital of the Co
atom for all the four structures at two different temperatures. The different background colors mark the areas reserved for
different spin sectors. The lower x axis ticks as well as the color of the histogram bars denote the different occupancies of the
d orbital. Note that odd occupancies only allow half integer values of |Sz| while even ones allow integer values
the 1024 states of the d orbital. However, in order to aid
visualization, we only show states which have an occupa-
tion probability above 0.001 in any of the structures at
any temperature). This figure displays clearly how the
transition is marked by the excitation of states in the
higher spin multiplets. We see that the low temperature
state for all of the structures is marked by the presence of
a few states with large probability (mainly corresponding
to the |Sz| = 0 and |Sz| = 0.5 states). As the spin state
transition sets in, a large number of higher spin states get
excited and the LS spin states lose weight. Note that the
high spin states are highly degenerate so there is no one
large peak for the high spin states, but instead there is
a multitude of lower peaks. This supports the idea that
the transition is primarily an entropy driven transition.
We can also get a good idea of the relative strengths of
the transition for the different structures: The largest
change occurs in the HTa− structure, and the smallest
one happens in the LTa0.
In passing, we would like to emphasize that even
though the occupancy histograms show that LaCoO3 is in
a mixed spin state, this is a spatially homogenous mixed
state (such as those discussed in references [19,51]) and
not an inhomogeneous spin state, such as those discussed
in various theoretical studies44,52–54 and also discussed
in relation to the Magnetic Circular Dichroism results
in Ref. [9]. All of our calculations are performed using
structures with only one crystallographically inequivalent
Co ion. Thus, a spin state superstructure is beyond what
our current calculations can reproduce. However, a very
important conclusion of our DFT+eDMFT study is that
a spatially inhomogenous mixed state is not necessary to
reproduce the spin state and metal-insulator transitions
in LaCoO3.
In this context, we would also like to point out that
the possibility of a spatially inhomogenous spin state in
which low- and intermediate- or high-spin Co3+ ions form
a spin state crystal is considered as a possible scenerio to
explain the metamagnetic phase transitions observed un-
der high magnetic fields.39–41 A recent two-orbital DMFT
study, on the other hand, favors an excitonic condensa-
tion scenerio.43 Our study does not address the effect of
a magnetic field, nor does it cover the low-temperature
range where the field induced transitions are observed.
Nevertheless, our results underline the importance of
both the intermediate spin and high spin states coexist-
ing on the same ion, as well as the importance of charge
fluctuations on the Co ion, which supports some of the
findings of Ref. 45 along with some of the explanations
considered for the original high field experiments42.
VI. CONTRIBUTION OF ELECTRONIC
ENTROPY
According to the entropy driven transition scene-
rio, which is supported by calorimetric measurements55,
LaCoO3 favors higher spin multiplets at elevated tem-
peratures because of the associated gain in electronic en-
tropy as a result of the high degeneracy of these high
spin states - a point missed by first principles calcula-
tions at the level of DFT. Access to higher spin states is
6also made easier by a larger lattice constant due to the
reduced crystal field splitting, so the gain in electronic
entropy could also be a driving factor for the large ther-
mal expansion seen in this material.
We calculated the contribution of the electronic en-
tropy to the free energy using our state of the art
DFT+DMFT implementation56. In particular, we evalu-
ated the Free Energy and the Electronic Entropy for both
the 4K and 1143K structures (LTa− and HTa−) at 1160K
to predict if the structural changes make a considerable
difference.65 The HTa− structure is indeed much higher
in electronic entropy compared to the LTa− structure at
1160K and we observe the difference in T ·S between these
two structures to be ∼ 110 meV per formula unit. This
unusually large difference emphasises the importance of
electronic entropy to the transition.We also calculate the
energy difference between the HTa− and LTa− structures
to be ∼ 70 meV at 1160K with the LTa− being lower in
energy. Thus we see that when the entropy is taken into
account and the Free Energy (F=E-TS) is calculated, the
high temperature structure HTa− becomes more stable
purely due to the contribution of electronic entropy. This
result confirms the structural phase transition that is ob-
served as a function of temperature. So, we can conclude
that electronic entropy, which has been ignored in many
first-principles studies of this material, is a leading factor
in creating an anomalously large thermal expansion and
driving the material to a high spin state.
VII. SUMMARY
We studied the spin state transition of LaCoO3 using
state of the art fully charge self consistent DFT+ Embed-
ded DMFT. By using different experimental and hypo-
thetical crystal structures, we disentangled the effect of
different components of the crystal structure and showed
that both the thermal expansion and the presence of oxy-
gen octahedral rotations have tremendous effect on the
spin state transition of LaCoO3. Our single site DMFT
approach reproduced not only the spin state transition
but also the intermediate phase which has nonzero mag-
netic moment but is insulating. This shows that the spin
state and the metal-insulator transitions occur at differ-
ent temperature scales and that the insulating phase with
local magnetic moments can be reproduced without nec-
essarily involving cell doubling via mechanisms such as
breathing distortions of spatially inhomogenous mixed
spin states. Our results emphasize the importance of
charge fluctuations on the Co ion due to hybridization
with the O anions, and thus point to the inadequacy of
a simple spin state picture with only one formal valence.
We find that while the spin state transition is concurrent
with a sudden change in occupation in the high spin mul-
tiplets and the metal-insulator transition with a jump in
the intermediate spin probability, both low and interme-
diate spin states also have significant occupation in the
whole temperature range. Finally, our work is the first
calculation of the electronic entropy of LaCoO3 and it
points to the fact that the change in electronic entropy
with temperature is significant and is large enough to
drive the spin state transition in this material.
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Appendix: Details of the DFT+DMFT Calculations
We performed fully charge self-consistent DFT+ Em-
bedded DMFT calculations574758 on LaCoO3. Our im-
plementation is based on the Wien2K all-electron DFT
package.59 For the DFT functional we use the GGA-PBE
functional. We employed a 10 atom unit cell for the 2
structures with rotations and 5 atom unit cells for the
two structures without rotations and used 512 k points
in the first Brillouin zone. Our DMFT implementation
uses state-of-the-art CTQMC48 impurity solver based on
the hybridization expansion (CTQMC-HYB) and all sim-
ulations are iterated to self-consistency. It is to be noted
that our implementation makes use of projectors to em-
bed/project out the impurity self-energy onto the lat-
tice degrees of freedom. This prevents errors associated
with downfolding using Wannier orbitals and allows us
to achieve highly accurate charge self-consistency.47 We
also account for octahedral rotations, wherever present,
by applying local rotations so as to align our correlated
orbitals with the local crystal field set up by the neigh-
boring atoms. In our simulations, we use a Hubbard U of
6.0 eV and Hund’s coupling (J) of 0.7eV. We have also in-
vestigated the effects of varying the value of J, and found
that this does not change the temperature at which the
transitions occur, but merely changes the value of the
observed |Sz| by a small amount, with higher J values
resulting in slightly larger values. We ignored spin-orbit
interaction, as it is expected to be small in this 3d tran-
sition metal oxide.
In our calculations, we included all d electrons of the
Co ion in the impurity, performing the CTQMC calcula-
tion with all 5 orbitals. We used the Slater parametriza-
tion of the Coulomb U.60 The typical self-consistent cal-
culation requires 30 self consistency cycles each with
around 10 DFT iterations and one CTQMC iteration
per cycle. Our LDA+DMFT calculations gave us the
Green’s function (G(iω)) on the imaginary (Matsubara)
axis which we analytically continued using the maximum
entropy method to get the density of states on the real
axis. The electronic entropy we calculate is the entropy
of the impurity part, which includes all the d-shell elec-
trons and is expected to be the dominant contribution.
Our implementation of DMFT is based on mapping the
original lattice problem to an auxilliary impurity prob-
lem. We solve numerically exactly the impurity problem
7defined by the action:
S =
∫ β
0
dτψ†Lσ(τ)
∂
∂τ
ψLσ(τ) +
∫ β
0
dτ
∫ β
0
dτ ′ψ†L1σ(τ
′)∆L1σ,L2σ′(τ − τ ′)ψL2σ′(τ)
+
1
2
∫ β
0
dτ
∑
L1,L2,L3,L4,σ,σ′
UL1,L2,L3,L4ψ
†
L1σ
(τ)ψ†L2σ′(τ)ψL3σ′(τ)ψL4σ(τ) (A.1)
where τ is imaginary time, L and σ denote angular momentum and spin labels,ψ and ψ† are the annihilation and
creation operators for impurity electrons and ∆ is the hybridization function between our impurity and the bath,
which encodes most of the lattice information. The on-site Coulomb repulsion between the Co d-electrons is given by
Uˆ =
1
2
∑
L1,L2,L3,L4,σ,σ′
UL1,L2,L3,L4c
†
L1σ
c†L2σ′cL3σ′cL4σ (A.2)
where
UL1,L2,L3,L4 =
∑
k
4pi
2k + 1
〈YL1 |Ykm|YL4〉〈YL2 |Y ∗km|YL3〉F kl1,l2,l3,l4 (A.3)
where Y denotes spherical harmonics and F k denote
Slater integrals. The CTQMC impurity solver gives us
the impurity self-energy Σ. Since correlations are very lo-
cal in real space, we embed this self-energy by expanding
it in terms of quasi-localized atomic orbitals,|φmn 〉;
Σiω(r, r
′) =
∑
mm′,nn′
〈r|φmn 〉 〈φmn |Σ|φm
′
n′ 〉 〈φm
′
n′ |r′〉 (A.4)
where m,m′ denote the sites of Co atoms in the most
general cluster-DMFT implementation and n, n′ denote
the atomic degrees of freedom for each site. Since, we per-
form single site DMFT,
∑
mm′ becomes δm,m′ . We then
solve the Dyson equation in real space (or an equivalent
complete basis such as the Kohn-Sham basis) according
to the equation:
Giω(r, r
′) =
((
iω + µ+ O2 + VKS(r)
)
δ(r − r′)− Σiω(r, r′)
)
(A.5)
This procedure is what we define as embedded DMFT,
because the self energy is embedded into a large Hilbert
Space instead of constructing a Hubbard-like model by
downfolding to a few bands using Wannier Orbitals.
This method has the advantage that the correlations
are much more localized in real space compared to the
Wannier representation, which makes DMFT a much
better approximation. In addition, this formulation of
DFT+DMFT can be shown to be derivable from the
Luttinger Ward Functional which makes the formulation
stationary and conserving56.
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