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3.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Chapter 4: Asynchronous Coordination of Robotic Networks . . . . . . . . . . . . . . . 83
4.1 Optimization Problems for Quadrotor Teams . . . . . . . . . . . . . . . . . . . . . 83
4.2 Experimental Platform and Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
II Private Coordination 95
Chapter 5: Differentially Private Multi-Agent Optimization . . . . . . . . . . . . . . . . 96
5.1 Optimization Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Private Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3 Convergence of Private Optimization . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
ix
Chapter 6: Approximately-Truthful Multi-Agent Coordination via Joint Differential
Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.1 Background and Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.2 Joint Differential Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.3 Optimizing Under Joint Differential Privacy . . . . . . . . . . . . . . . . . . . . . 150
6.4 Computing β-approximate Minima . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
Chapter 7: Private Objective Functions in Multi-Agent Optimization . . . . . . . . . . 161
7.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.2 Differential Privacy for Objective Functions . . . . . . . . . . . . . . . . . . . . . 167
7.3 Differentially Private Noise-Adding Mechanism . . . . . . . . . . . . . . . . . . . 171
7.4 Trade-Off Between Privacy and Performance . . . . . . . . . . . . . . . . . . . . 177
7.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
Chapter 8: Private Coordination of Robotic Networks . . . . . . . . . . . . . . . . . . . 185
8.1 Optimization Problems for Terrestrial Robot Teams . . . . . . . . . . . . . . . . . 185
8.2 Experimental Platform and Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
8.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
8.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
III Conclusions 194
Chapter 9: Conclusions and Future Research Directions . . . . . . . . . . . . . . . . . 195
x
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
xi
LIST OF TABLES
2.1 The edges traversed by each agent’s flow in simulating Algorithm 2.2. . . . . . . . 48
2.2 The final primal errors in each simulation of Algorithm 2.2. As predicted by Re-
mark 2.3, smaller regularization parameters do indeed lead to smaller errors. . . . . 50
2.3 The final dual errors in each simulation of Algorithm 2.2, which show that increas-
ing regularization parameters does indeed result in larger errors. . . . . . . . . . . 51
3.1 Values of Nmin, as determined by Theorem 3.3. . . . . . . . . . . . . . . . . . . . 79
3.2 A lower bound on the probability of N = 10 graphs from G(n, p) being complete,
as determined by Theorem 3.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3 Values of Nmin, as determined by Theorem 3.4. . . . . . . . . . . . . . . . . . . . 80
3.4 A lower bound on the probability ofN = 50 graphs from G(50, p) being connected,
as determined by Theorem 3.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.5 A lower bound on the probability of N graphs from G(50, 0.1) being connected, as
determined by Theorem 3.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.1 The experimental time required for five quadrotors to asynchronously solve Prob-
lems 4.1, 4.2, and 4.3 using Algorithm 2.2. . . . . . . . . . . . . . . . . . . . . . . 89
5.1 Values of the Lipschitz constants Ki1 and K
i
2 for gxi , i ∈ {1, . . . , 10}, used in
implementing differential privacy in Algorithm 5.2. . . . . . . . . . . . . . . . . . 128
5.2 Noisy signals and their distributions for implementing ε-differential privacy in Al-
gorithm 5.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.3 Noisy signals and their distributions for implementing (ε, δ)-differential privacy in
Algorithm 5.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
xii
6.1 Values of ti and distributions of wi, i ∈ [8], for implementing joint differential
privacy in Algorithm 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.1 The values of the constants ai and bi for i ∈ [6], which define the objectives and
constraints for simulating Algorithm 7.2. . . . . . . . . . . . . . . . . . . . . . . . 183
8.1 The experimental time required for eight GRITSBots to privately solve Problems 8.1,
8.2, and 8.3 using Algorithm 5.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
xiii
LIST OF FIGURES
2.1 The union of all possible communication graphs over all timesteps in Example 1.
This graph is neither complete, nor is it even (strongly or weakly) connected,
though it provides all information exchanges necessary to use Algorithm 2.2. . . . 21
2.2 Primal and dual trajectories resulting from a simulation of Algorithm 2.3, with x1
the upper solid line, x2 the upper dashed line, and µ the lower dash-dotted line. All
terms are plotted at the end of each iteration of the outer loop. These oscillations
are of constant magnitude and do not decay, indicating that the dual variable must
be synchronized across agents in Algorithm 2.2. . . . . . . . . . . . . . . . . . . 44
2.3 The network across which 8 agents route traffic in simulating Algorithm 2.2. There
are 9 edges, each with a maximum capacity of 10, and 8 nodes. The edges used by
each agent are listed in Table 2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.4 The values of the unregularized primal error, ‖xct − x̂‖ (lines), and regularized
primal error, ‖xct − x̂κ‖ (shapes), for the simulation runs of Algorithm 2.2 using
α = β = 0.001 (top pair of curves), α = β = 0.01 (middle pair of curves), and
α = β = 0.1 (bottom pair of curves). It is evident that larger regularization param-
eters lead to faster decreases in error, indicating faster convergence. . . . . . . . . 50
2.5 The values of the unregularized dual error, ‖µ(t)− µ̂‖ (lines), and the regularized
dual error, ‖µ(t) − µ̂κ‖ (shapes), for the simulation runs of Algorithm 2.2 using
α = β = 0.001 (top pair of curves), α = β = 0.01 (middle pair of curves), and
α = β = 0.1 (bottom pair of curves). As in Figure 2.4, we see that increasing the
regularization parameters α and β results in faster convergence to a final value. . . 51
4.1 A side view of the starting positions of five quadrotors running Algorithm 2.2. . . . 90
4.2 A top view of the starting positions of five quadrotors running Algorithm 2.2. . . . 90
4.3 A side view of the quadrotors’ collective solution to Problem 4.1. As expected,
they are evenly spaced in the z-dimension. . . . . . . . . . . . . . . . . . . . . . . 91
xiv
4.4 A top view of the quadrotors’ collective solution to Problem 4.1. As expected, they
form a pentagon in the xy-plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.5 A side view of the quadrotors’ solution to Problem 4.2. As expected, they are
evenly spaced in the z-dimension and form a line in the xy-plane, giving rise to an
overall “V” shape. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.6 A top view of the quadrotors’ solution to Problem 4.2. As expected, they are evenly
spaced in the z-dimension and form a line in the xy-plane, giving rise to an overall
“V” shape. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.7 A side view of the quadrotors’ collective solution to Problem 4.3. As encoded in
Problem 4.3, the agents reach their maximum allowed heights while forming a line
in the xy-plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.8 A top view of the quadrotors’ collective solution to Problem 4.3. As encoded in
Problem 4.3, the agents reach their maximum allowed heights while forming a line
in the xy-plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.1 The values of ‖x(k) − x0‖2 for k = 1, . . . , 100, 000 under ε-differential privacy
with Algorithm 5.2. The steady, monotone descent toward x0 indicates numerical
convergence to x0 in the presence of noise. . . . . . . . . . . . . . . . . . . . . . 128
5.2 The values of ‖µ(k) − µ0‖2 for k = 1, . . . , 100, 000 under ε-differential privacy
with Algorithm 5.2. Here we see an initial descent followed by a period of oscilla-
tions as µ(k) approaches µ0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3 The values of ‖x(k) − x0‖2 for k = 1, . . . , 100, 000 under (ε, δ)-differential pri-
vacy with Algorithm 5.2. The rapid descent toward x0 and clear decreasing trend
thereafter indicate numerical convergence to x0 in the presence of noise. . . . . . . 131
5.4 The values of ‖µ(k)−µ0‖2 for k = 1, . . . , 100, 000 under (ε, δ)-differential privacy
with Algorithm 5.2. The initial approach toward µ0 and oscillations in distance
beyond that point indicate numerical convergence to µ0 when noise is added for
differential privacy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.1 The four steps of a communications cycle in the cloud-based system. First, each
agent sends its state to the cloud. Second, the cloud performs centralized compu-
tations required by the agents. Third, the cloud sends the results of these compu-
tations to the agents. Fourth, agent i computes xi(k + 1) and the cloud computes
µ(k + 1), and then this process repeats. In Step 1 depicted here, agent N is misre-
porting its state to the cloud by sending x′N(k) instead of xN(k). As the algorithm
progresses, this untruthful state propagates through the system. . . . . . . . . . . . 142
xv
6.2 A plot of the distance to the saddle point in Problem 6.0 in the primal space (lower
curve) and dual space (upper curve) when all agents are truthful. . . . . . . . . . . 158
6.3 A plot of the decrease in cost agent 6 attains through misreporting its state when
using Algorithm 6.2. The ordinate is normalized by β. . . . . . . . . . . . . . . . . 159
7.1 To cover the persistent influence of perturbing an objective function temporarily at
time s, we add noise at each time t ≥ s + 1 that only covers the proportion of the
perturbation that propagates through the lines shown here, thereby keeping each
agent’s objective function differentially private. . . . . . . . . . . . . . . . . . . . 173
7.2 The dual trajectory µx0,µ0
D,v(T )
(t) from the private optimization run (lower curve), and
the dual trajectory µx0,µ0D,0 (t) from the non-private optimization run (upper curve)
for values of t between 1, 000 and 2, 000. The small difference between these two
curves indicates that the results of the private optimization algorithm closely match
those of the non-private algorithm. Therefore, there is only small performance loss
incurred by keeping agents’ objective functions private. . . . . . . . . . . . . . . . 183






∣∣∣ for times t between 1 and 2, 000.
Here we see that the performance loss is not only bounded above by ΛD(t) as
shown in Theorem 7.5, but that it is almost always bounded above by 0.05ΛD(t) in
this case. This small value of performance loss indicates that the private optimiza-
tion algorithm is closely matching the behavior of the non-private algorithm while
providing privacy guarantees to the agents’ objectives. . . . . . . . . . . . . . . . 184
8.1 A top-down view of the initial position of eight GRITSBots when they begin using
Algorithm 5.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
8.2 A top-down view of eight GRITSBots at their collective solution to Problem 8.1.
As desired, they form a diagonal line across their workspace. . . . . . . . . . . . . 191
8.3 A top-down view of eight GRITSBots at their collective solution to Problem 8.2.
As desired, they assemble two adjacent square formations. . . . . . . . . . . . . . 191
8.4 A top-down view of eight GRITSBots at their collective solution to Problem 8.3.
As desired, they form a single diamond-shaped formation centered at the origin. . 192
xvi
SUMMARY
The objective of this thesis is to coordinate multi-agent systems in a way which mixes cen-
tralized and decentralized architectures and algorithms. A conventional view of networked control
theory makes a sharp distinction between centralized coordination, in which a single decision-
maker processes all information and makes all decisions, and decentralized coordination, in which
each agent has limited information and makes an individual decision based on that information.
Centralization offers complete information about a system, though it can often be too slow, in that
gathering and processing all information takes more time than is permitted to make a decision, or
else no single decision-maker may be capable of enacting all decisions that must be made. On the
other hand, decentralization is often faster and scalable with respect to network size, though the
limited information present in a decentralized configuration can make coordination tasks difficult.
This work blends these two paradigms in order to retain the benefits of each. At a high level, the
goal of this work is to have a network of agents rapidly executing a decentralized behavior while
a central aggregator slowly gathers all information, processes it, and broadcasts the results. Intu-
itively, the addition of centralized information into a decentralized network adds information that
would otherwise be absent and, even though this information may be slower than the rest of the
network, this addition should be useful simply because more information is available in the system.
Throughout, the central aggregator in a network is referred to as a cloud computer because cloud
computing provides a flexible means to incorporate some centralization into any network. The role
of the cloud is to provide centralized information that is useful in coordinating agents.
To illustrate this point, we explore two classes of problems that naturally arise in multi-agent
networks. The first is the problem of asynchronous coordination. In networks which have many
mutually interfering communications, in which agents are spread far apart, or in which communi-
cations are difficult for any reason, information sharing often happens asynchronously. Simultane-
ously, agents may generate new information at different times, leading to mismatches in when new
information becomes available. Under these conditions, agents are not guaranteed to have the same
xvii
information available to them at any point in time. What results is a need to coordinate agents even
though they may never agree on the state of the network and even though we cannot ever be sure
of what information an agent has onboard. Part I is dedicated to solving such problems in a mixed
centralized/decentralized way. Chapter 2 provides an asynchronous coordination algorithm and
provides convergence theorems that quantify its performance in a generalized setting. Chapter 3
builds upon this work and explores how often the necessary communications occur in a multi-
agent network whose communications are modeled by random graphs. Chapter 4 then implements
this work on robots, demonstrating its applicability and success in practice despite asynchronous
information sharing.
The second problem domain studied is that of private coordination. Some network applications
rely on sensitive user data to function, requiring that agents share sensitive information in the
course of completing some task, though users may want guarantees that sensitive information will
not be revealed to others. The need for privacy in the context of multi-agent coordination gives rise
to an inherent tension: coordinating a network of agents inclines them to share all information they
have, while preserving user privacy inclines agents toward sharing no information at all. In this
setting, “privacy” refers to protecting users’ sensitive data, and incorporating privacy requirements
into multi-agent coordination requires protecting the exact value of users’ data while still making
it useful for network coordination tasks. The goal of Part II is to balance the two objectives of
privacy and coordination and protect user data as teams of agents are coordinated. To that end,
Chapter 5 provides a coordination algorithm for keeping agents’ state trajectories private over
time, thereby keeping an agent’s activities private. Chapter 6 extends this idea and uses a form of
privacy to enforce honest information sharing by agents. Then, Chapter 7 presents a coordination
framework in which each agent’s objective function is kept private as the agents work together. A
robotic implementation of private coordination is given in Chapter 8, demonstrating the utility of
this work in a practical setting.





The objective of the research in this thesis is to design and analyze algorithms for coordinating
multi-agent systems using a mix of centralized and decentralized network elements. One contribu-
tion of this work is the mixed centralized/decentralized network architecture itself, and the blending
of the traditionally separate paradigms of centralized and decentralized control. This notion is real-
ized as a networked system with a central aggregator introduced into it. This mixed architecture in
turn enables the other main contributions of this work: mixed centralized/decentralized coordina-
tion algorithms. We focus on solving two coordination problems that arise naturally in networked
systems, namely coordination under asynchronous information sharing and coordination with user
privacy requirements. The fundamental premise of this work is that adding a central aggregator
into a network should be useful because it is adding information to the system that would oth-
erwise be absent, and, even if this centralized aggregator is slower than the rest of the network,
that additional information should be useful. The utility of the central aggregator is displayed in
successfully solving asynchronous and private problems despite the additional challenges imposed
by asynchrony and privacy. Coordination tasks in this work are encoded as multi-agent optimiza-
tion problems and then solved using mixed centralized/decentralized optimization algorithms that
are inspired by (but distinct from) certain classical techniques in mathematical programming. Be-
low, we describe the motivation for this work and elaborate on its mixed centralized/decentralized
approach.
1.1 Multi-Agent Systems
Multi-agent systems can be broadly understood as systems in which there are multiple decision-
makers collaborating on some given task. Such systems arise naturally in many disparate fields,
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including sensor networks [1]–[4], robotics [5], [6], smart power grids [7], [8], communications
[9]–[11], cyber-physical systems [12], and many others. In a network of many agents, a single
agent may know the state of some other agents in the network, though it will typically not know
the states of all other agents. Consequently, coordinating multi-agent systems necessarily requires
interaction laws that enable coordinated decision making under limited information. The study of
multi-agent systems represents a distinct branch of systems theory and decision theory precisely
because of the limitations on information that typically arise in such systems. Although it can be
challenging to coordinate systems under such a limited information setup, crafting coordination
algorithms that function under these conditions often leads to algorithms that are scalable, in the
sense that an agent does roughly the same amount of computing and communicating regardless of
a network’s size. Motivated by the broad applicability and flexibility of the algorithms developed,
this thesis considers a general model of multi-agent systems and solves coordination problems in
a general framework that applies equally well across different application domains.
1.2 Centralized Versus Decentralized and the Cloud
At a high level, a decentralized algorithm is any algorithm in which there is not a single decision-
maker processing information and making decisions in a system. Decentralized approaches stand
in contrast to centralized approaches, in which a single decision-maker does indeed gather and
process all information, and make all decisions. A conventional view of network coordination
separates control systems into those which are centralized and those which are decentralized, and
these two approaches are often regarded in the literature as being distinct, with an algorithm being
classified as strictly belonging to one or the other.
The study of decentralized and distributed problems and algorithms was initiated in part be-
cause there are some settings in which no centralized decision-maker has all information that is
needed to make all required decisions or, if such information is available, the central decision-
maker is unable to enact all decisions that must be made [13]. In other cases, a central decision-
maker simply may not be fast or reactive enough to enact all decisions in a timely fashion, e.g.,
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for a system whose agents are spread across large distances and in which large amounts of data
must be gathered and processed to make a decision. Nonetheless, one may wonder whether some
centralized information would be useful in a multi-agent system, even if that centralized informa-
tion is slower than the rest of the network. This thesis answers this question in the affirmative
by showing that occasional injections of centralized information into a decentralized network are
indeed useful, even when these injections happen slowly relative to other information exchanges
in the network, and even when they rely on old information.
The motivation for mixing centralized and decentralized information is two-fold. First, in some
cases there is some amount of centralized information naturally present in a system, such as in some
robotic platforms [14], [15]. Second, advances in cloud computing technology make it simple to
add a centralized component to a network that does not already have one. Indeed, cloud computing
makes it possible to communicate with many agents, gather information from them, process it, and
broadcast the results, all remotely and without significant changes to a network. Therefore, the
capability to have centralized information is already present in many systems, and making use of it
becomes of matter of embracing an architecture that is largely already present. This thesis explores
this idea through examining asynchronous coordination and private coordination. Throughout, the
centralized aggregator in a system is called “the cloud;” the centralized component of a network
need not always be a cloud computer, though the cloud provides a useful abstraction for such
centralized components, and we use the term broadly to encompass anything which serves this
role.
1.3 Privacy
In recent years, privacy has become a topic of mainstream discussion reaching beyond the research
community. Simultaneously, there has been a rapid proliferation of applications dependent upon
user data, and strong safeguards are needed in order to protect sensitive data of individual users.
For example, the smart power grid is a rapidly emerging technology that relies on sharing granular
power usage information among residential homes for network management. Recent studies from
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the United States Department of Energy [16] and the European Data Protection Supervisor [17]
have demonstrated that sharing such information can reveal when a homeowner is home or away,
awake or asleep, how many people are in a home, and sometimes what they are doing. Accordingly,
one would like to include user privacy requirements in the act of multi-agent coordination itself,
simultaneously satisfying the needs for joint coordination and individual privacy. There is an
inherent tension between privacy and coordination in the sense that the desire for privacy inclines
agents to share as little information as possible, while the desire to jointly coordinate many agents
inclines them to share as much information as possible. Thus one must find some balance between
these two objectives to satisfy them both, and Part II explores this balance in several coordination
problems with privacy requirements.
1.4 Why Optimization?
The choice of how to model a multi-agent coordination task is itself an important issue, and in this
thesis such tasks are represented using optimization problems. There are several factors motivating
this choice. The first is that the problems studied here often have a natural mixture of centralized
and decentralized elements contained in them, as when each agent has a local objective and the
network itself has an associated global objective. The problems considered here also often have
constraints on the agents’ states, and the setting of optimization naturally accommodates such
constraints in a variety of ways. Another reason for using the setting of optimization is that the
algorithms developed here should be readily implementable, and, in particular, they should be
well-suited to ordinary computing systems. Iterative optimization algorithms naturally give rise
to discrete-time algorithms, allowing for direct implementation; this is in contrast to designing
a continuous-time algorithm and then needing to verify that its discretization provides the same
theoretical guarantees as the continuous time algorithm does. As a result, we proceed in the setting
of optimization.
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1.5 Organization of the Thesis
This thesis is divided into three parts. Part I studies asynchronous coordination problems and
is comprised by Chapters 2, 3, and 4. Part II studies private coordination and is comprised by
Chapters 5, 6, 7, and 8. Finally, Part III is comprised by Chapter 9 and contains concluding
remarks as well as directions for future research. While some chapters consider similar problems,
any required assumptions are restated both to make each chapter self-contained and because some






ASYNCHRONOUS MULTI-AGENT PRIMAL-DUAL OPTIMIZATION
Networked coordination and optimization have been applied across a broad range of application
domains, such as sensor networks [1]–[4], robotics [6], smart power grids [7], [8], and communi-
cations [9]–[11]. A common feature of some applications is the (sometimes implicit) assumption
that communications and computations occur in a synchronous fashion. More precisely, though
no agent may have access to all information in a network, the information it does have access to is
assumed to be up-to-date, and/or computations onboard the agents are assumed to occur concur-
rently.
One can envision several reasons why these synchrony assumptions may fail. Communications
may interfere with each other, slowing data transmissions, or else they may occur serially over a
shared channel, resulting in delays when many messages must be sent. In other cases it may simply
be undesirable to stay in constant communication in a network due to the energy required to do so,
e.g., within a team of battery-powered robots. Apart from communication delays, it may be the
case that some agents produce new data, such as a new state value, faster than other agents, leading
to mismatches in update rates and, thus, mismatches in when information becomes available. Re-
gardless of their cause, the resulting delays are often unpredictable in duration, and the timeliness
of any piece of information in a network with such delays typically cannot be guaranteed. While
one could simply have agents pause their computations while synchronizing information across a
network, it has been shown that asynchronous algorithms can outperform their synchronous coun-
terparts which pause to synchronize information [18, Section 6.3.5][19, Section 3.3]. Accordingly,
this chapter focuses on asynchronous algorithms for multi-agent optimization.
In particular, this chapter considers multi-agent convex optimization problems that need not be
separable, and its structural novelty comes from the introduction of a centralized cloud computer
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and its associated communication model. The cloud’s role is to aggregate centralized information
and perform centralized computations for the agents in the network, and the motivation for includ-
ing a cloud computer comes from its ability to communicate with many devices and its ability to
provide ample processing power remotely. However, the cloud’s operations take time to perform
specifically because they are centralized, and although the cloud adds centralized information to a
network, the price one has to pay for this centralized information is that it is generated slowly. As
such, the proposed algorithmic model has to take this slowness into account.
In this chapter we consider problems in which each agent has a local cost and local set con-
straint, and in which the network itself is associated with a non-separable coupling cost. The agents
are moreover subject to non-separable ensemble-level inequality constraints1 that could, for exam-
ple, correspond to shared resources. To solve these problems, we consider a primal-dual approach
that allows the agents’ behavior to be totally asynchronous [18, Chapter 6] (cf. partially asyn-
chronous [18, Chapter 7]), both when communicating among themselves and when transmitting
to the cloud. However, we do require that the cloud’s transmissions to the agents always keep the
dual variable’s value synchronized among the agents. This synchrony is verified to be necessary
in Section 2.5, where a counterexample shows that allowing the agents to disagree upon the value
of the system’s dual variable can preclude convergence altogether. The dual variable’s value is the
lone point of synchrony in the presented algorithm, and all other aspects of the system are designed
to strive toward operating as asynchronously as possible in a general optimization setting.
To produce such an algorithm, we apply a Tikhonov regularization to the Lagrangian associated
with the problem of interest. This regularization causes the algorithm to only approximately solve
optimization problems, and error bounds are provided in terms of the regularization parameters,
along with a choice rule for selecting these parameters to enforce any desired error bound. The
regularization we use induces a tradeoff between speed and accuracy in the optimization process,
and it is shown that requiring a less accurate solution allows the algorithm to converge faster and
vice versa.
1The work here can include equality constraints without any further changes, though we focus only on inequality
constraints for notational simplicity.
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We also make use of an existing framework for asynchronous optimization [18, Sections 6.1-
6.2][20], which accommodates general unconstrained or set-constrained problems. This frame-
work hinges upon the ability to construct a sequence of sets satisfying certain properties which
admit a Lyapunov-like convergence result, and we show that our regularization guarantees the
ability to construct this sequence of sets as long as the problem satisfies mild assumptions. We
also provide novel convergence rate estimates in both the primal and dual spaces that explicitly ac-
count for the delays in the system. The contribution of this work thus consists of an asynchronous
primal-dual optimization algorithm together with its convergence rates.
There exists a large corpus of work on multi-agent optimization that is related to the work here.
In [18] a range of results are gathered on asynchronous multi-agent optimization (for problems
without functional constraints or with linear equality constraints) in Chapters 6 and 7. Earlier
work on asynchronous algorithms can be traced back to [21] and [22], which consider fixed points
of certain classes of operators. Long-standing optimization algorithms known as the Jacobi and
Gauss-Seidel methods are also covered in [18] for linear problems in Section 2.4. Linear consensus
type problems are studied in [23], including cases in which identical time delays are associated with
the communication channels. The framework in [18, Sections 6.1-6.2] is the most general, and we
therefore use it as our starting point for optimization in the primal space.
A key difference between our work and earlier work is that we asynchronously solve general
constrained convex optimization problems which, in general, need not satisfy the conditions in
[18], [21], [22]. The work in [24] also solves constrained optimization problems asynchronously,
though it requires bounded communication delays between agents and has each agent updating
both a full primal vector and a full dual vector. In the current chapter, communication delays do
not have a uniform bound, and each agent updates only its own state as would be the case, e.g., in
a team of robots.
Two other relevant and well-known algorithms of current interest are gossip algorithms and
the alternating direction method of multipliers (ADMM). Here we do not consider gossip-type
algorithms since they either require synchronous communications among the agents or, in the
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asynchronous case, allow only one communication channel to be active at a time [25], and our
aim is to support communication models that are as general as possible by allowing any number of
links to be active at a time.
In contrast to this, ADMM essentially imposes a Gauss-Seidel structure among the primal up-
dates made by the agents [26]. Related work in [27] presents an asynchronous variant of ADMM,
though it requires bounded delays and updates of all primal and dual variables onboard each agent,
neither of which are required here. The algorithm we present can be viewed as a method related
to ADMM that allows all agent behaviors to be essentially arbitrary in their timing. This provides
a great degree of flexibility in the agents’ primal updates by not requiring any particular ensemble
update rule or bounded delays, or requiring an agent to update all variables in the system.
The remainder of the chapter is organized as follows. Section 2.1 describes the optimization
problem to be solved and the regularization used. Then Section 2.2 gives a rule for choosing reg-
ularization parameters to limit errors in the system. Next, Section 2.3 provides the asynchronous
algorithm that is the main focus of the chapter. Then, Section 2.4 proves convergence of the asyn-
chronous algorithm and provides convergence rates for it. We show in Section 2.5 that synchrony
in the dual variable is indeed a necessary condition for convergence. Next, Section 2.6 presents
simulation results for the asynchronous algorithm, and finally Section 2.7 provides some conclud-
ing remarks for this chapter.
2.1 Multi-Agent Optimization
This section gives a description of the problems under consideration and establishes key notation.
To that end, the symbol ‖ · ‖ without a subscript always denotes the Euclidean norm. We use the
notation x−i to denote a vector x ∈ Rn with its ith component removed, i.e.,
x−i = (x1, . . . , xi−1, xi+1, . . . , xn).
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We also define the index set [P ] := {1, . . . , P} for all P ∈ N, and we will use the term “ensemble”
to refer to aspects of the problem that involve all agents.
2.1.1 Problem Statement
This chapter solves convex optimization problems over networks comprised by N agents. The
agents are indexed over i ∈ [N ], and agent i has an associated decision variable, xi ∈ Rni , with
ni ∈ N, and we allow for ni 6= nj when i 6= j. Each agent has to satisfy a local set constraint,
expressed by requiring xi ∈ Xi ⊆ Rni , where we assume the following about each Xi.
Assumption 2.1 For all i ∈ [N ], the set Xi is non-empty, compact, and convex. ♦
Note that Assumption 2.1 allows for box constraints, which are common in multi-agent opti-






 ∈ X := X1 × · · · ×XN ⊆ Rn,
where n =
∑
i∈[N ] ni. Assumption 2.1 guarantees that X is also non-empty, compact, and convex.
Agent i seeks to minimize a local objective function fi : Xi → R which depends only upon
xi. Together, the agents also seek to minimize a coupling cost c : Rn → R which depends upon all
states and can be non-separable. We impose the following assumption on c and each fi.
Assumption 2.2 For all i ∈ [N ], the function fi is convex and C2 (twice continuously differen-
tiable) in xi. The function c is convex and C2 in x. ♦
Gathering these costs gives




and when Assumptions 2.1 and 2.2 hold, f has a well-defined minimum value over X .
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hold component-wise, under the following assumption.
Assumption 2.3 For all j ∈ [m], the function gj : Rn → R is convex and C2 in x. ♦
In particular, gj does not need to be separable for any j ∈ [m]. At the ensemble level, we now
have a convex optimization problem, stated below.
Problem 2.1
minimize f(x)
subject to g(x) ≤ 0
x ∈ X.

Section 2.3 will specify an architecture that provides a mixture of distributed information shar-
ing among agents and centralized information from a cloud computer. As a result, the solution
to Problem 2.1 will involve a distributed primal-dual algorithm since such an algorithm is im-
plementable in a natural way on the cloud-based architecture. Towards enabling this algorithm,
we enforce Slater’s condition [28, Assumption 6.4.2] which enables us to find a compact set that
contains the optimal dual point in Problem 2.1.
Assumption 2.4 (Slater’s condition) There exists a point x̄ ∈ X such that g(x̄) < 0. ♦
12
2.1.2 An Ensemble Variational Inequality Formulation
Under Assumptions 2.1-2.4 we define an ensemble variational inequality in terms of Problem 2.1’s
Lagrangian. The Lagrangian associated with Problem 2.1 is defined as
L(x, µ) = f(x) + µTg(x),
where µ ∈ Rm+ and Rm+ denotes the non-negative orthant of Rm. By definition, L(·, µ) is convex
for all µ ∈ Rm+ and L(x, ·) is concave for all x ∈ X . These properties and the differentiability
assumptions placed upon f and g together imply that ∇xL(·, µ) := ∂L∂x (·, µ) and −∇µL(x, ·) :=
−∂L
∂µ
(x, ·) are monotone operators on their respective domains. It is known that Assumptions 2.1-
2.4 imply that a point (x̂, µ̂) ∈ X×Rm+ is a solution to Problem 2.1 if and only if it is a saddle point
of L [29], i.e., it maximizes L over µ and minimizes L over x so that it satisfies the inequalities
L(x̂, µ) ≤ L(x̂, µ̂) ≤ L(x, µ̂) (2.1)
for all x ∈ X and µ ∈ Rm+ . From Assumptions 2.1-2.4 it is guaranteed that a saddle point (x̂, µ̂)
exists [30, Corollary 2.2.10].
Defining the symbol ẑ to denote a saddle point via ẑ = (x̂, µ̂) and using z = (x, µ) to denote
an arbitrary point in X × Rm+ , we define the composite gradient operator




Then the saddle point condition in Equation (2.1) can be restated as the following ensemble varia-
tional inequality [30, Page 21].
Problem 2.2 Find a point ẑ ∈ X × Rm+ such that (z − ẑ)TΛ(ẑ) ≥ 0 for all z ∈ X × Rm+ . 
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2.1.3 Tikhonov Regularization
Instead of solving Problem 2.2 as stated, we regularize the problem in order to make it more readily
solved asynchronously and to enable us to analyze the convergence rate of the forthcoming asyn-
chronous algorithm. The remainder of this chapter will make extensive use of this regularization.
First we define η-strong convexity for a differentiable function.




(v1 − v2) ≥ η‖v1 − v2‖2
for all v1 and v2 in the domain of f . ♦
We now regularize the Lagrangian using constants α > 0 and β > 0 to get
Lα,β(x, µ) = f(x) +
α
2
‖x‖2 + µTg(x)− β
2
‖µ‖2,
where we see that Lα,β(·, µ) is α-strongly convex and Lα,β(x, ·) is β-strongly concave (which is
equivalent to−Lα,β(x, ·) being β-strongly convex). Accordingly,∇xLα,β(·, µ) and−∇µLα,β(x, ·)
are strongly monotone operators over their domains. We also define κ = (α, β) and replace the
subscripts α and β with the single subscript κ for brevity when we are not using specific values of
α and β. We now have the regularized composite gradient operator,




The strong monotonicity of ∇xLκ(·, µ) and −∇µLκ(x, ·) together imply that Λκ itself is strongly
monotone, and Assumptions 2.1-2.4 imply that Lκ has a unique saddle point, ẑκ [30, Theorem
2.3.3]. We now focus on solving the following regularized ensemble variational inequality.
Problem 2.3 Find the point ẑκ := (x̂κ, µ̂κ) ∈ X × Rm+ such that (z − ẑκ)TΛκ(ẑκ) ≥ 0 for all
z ∈ X × Rm+ . 
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As a result of the regularization of Λ to define Λκ, the point ẑκ will not equal ẑ. In particular,
for a solution ẑ = (x̂, µ̂) to Problem 2.2 and the solution ẑκ = (x̂κ, µ̂κ) to Problem 2.3, we will
have x̂ 6= x̂κ and µ̂ 6= µ̂κ. Thus the regularization done with α and β affords us a greater ability to
find saddle points asynchronously and, as will be shown, the ability to estimate convergence rates
towards a solution, but does so at the expense of accuracy by changing the solution itself. While
solving Problem 2.3 does not result in a solution to Problem 2.2, the continuity of Lκ over X×Rm+
suggests that using small values of α and β should lead to small differences between ẑ and ẑκ
so that the level of error introduced by regularizing is acceptable in many settings. Along these
lines, we provide a choice rule for α and β in Section 2.2 that enforces any desired error bound for
certain errors due to regularization.
There is a well-established literature regarding projection-based methods for solving varia-
tional inequalities like that in Problem 2.3, e.g., [30, Chapter 12.1]. We seek to use projection
methods because they naturally fit with the mixed centralized/decentralized architecture to be cov-
ered in Section 2.3, though it is required that Λκ be Lipschitz to make use of such methods. Cur-
rently, Λκ cannot be shown to be Lipschitz because its domain, X ×Rm+ , is unbounded. To rectify
this situation, we now determine a non-empty, compact, convex set M ⊆ Rm+ which contains µ̂κ,
allowing us to solve Problem 2.3 over a compact domain. Below, we use the unconstrained min-
imum value of f over X , f ∗ := minx∈X f(x), which is well-defined under Assumptions 2.1 and
2.2. We have the following result based upon [31, Chapter 10].
Lemma 2.1 Let x̄ ∈ X be a Slater point of g. Then
µ̂κ ∈M :=




Proof: See [32], Section II-C. 
If f ∗ is not available, any lower bound on f ∗ can be used in defining M , and the above con-
struction is still valid when using such a lower bound in conjunction with any Slater point x̄ ∈ X .
Having defined M , we see that the norm of the gradient of ∇xLκ(·, µ) can be uniformly upper-
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bounded for all µ ∈ M , and ∇xLκ(·, µ) is therefore Lipschitz. Denote its Lipschitz constant by
Lp. We now define a synchronous, ensemble-level primal-dual projection method for finding ẑκ
based on [31]. It relies on the Euclidean projections onto X and M , denoted ΠX [·] and ΠM [·],
respectively.
Algorithm 2.1 Let x(0) ∈ X and µ(0) ∈M be given. For values k = 0, 1, . . ., execute
x(k + 1) = ΠX [x(k)− γ (∇xLκ (x(k), µ(k)))]
µ(k + 1) = ΠM [µ(k) + ρ (∇µLκ (x(k), µ(k)))] .
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Here γ and ρ are stepsizes whose values will be determined in Theorems 2.1 and 2.2 in Sec-
tion 2.4. Algorithm 2.1 will serve as a basis for the asynchronous algorithm developed in Sec-
tion 2.3, though, as we will see, significant modifications must be made to this update law to
account for asynchronous behavior in the network.
2.2 Bounds on Regularization Error
In this section we briefly cover bounds on two errors that result from the Tikhonov regularization
of L. For more discussion, we refer the reader to Section 3.2 in [33] for regularized Lagrangian
methods, and to Chapter 12.2 in [30] for a discussion of regularization error in general variational
inequalities.
For any fixed choice of α and β, denote the corresponding solution to Problem 2.3 by ẑα,β .
It is known that as α ↓ 0 and β ↓ 0 across a sequence of problems, the solutions ẑα,β → ẑ0,
where ẑ0 is the solution to Problem 2.2 with least Euclidean norm [30, Theorem 12.2.3]. Here,
we are not interested in solving a sequence of problems for evolving values of α and β because of
the computational burden of doing so; instead, we solve only a single problem. It is also known
that an algorithm with an iterative regularization wherein α and β tend to zero as a function of
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the iteration number can also converge to ẑ0 [34], though here it would be difficult to synchronize
changes in the regularization parameters across the network. As a result, we proceed with a fixed
regularization and give error bounds in terms of the regularization parameters we use.
Our focus is on selecting the parameters α and β to satisfy desired bounds on errors introduced
by the regularization. First we present error bounds and then we cover how to select α and β to
bound these errors by any positive constant.
2.2.1 Error Bounds
Below we use the following four constants:
Mf := max
x∈X
‖∇f(x)‖, Mµ := max
µ∈M
‖µ‖, Mgj := max
x∈X
‖∇gj(x)‖, Mx := max
x∈X
‖x‖.
We first state the error in optimal cost.
Lemma 2.2 Let Assumptions 2.1-2.4 hold. For regularization parameters α > 0 and β > 0, the









Proof: See [33, Lemma 3.3]. 
Next we bound the constraint violation that is possible in solving Problem 2.3.
Lemma 2.3 Let Assumptions 2.1-2.4 hold. For α > 0 and β > 0, the constraint violation due to





for all j ∈ [m].
Proof: See [33, Lemma 3.3]. 
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2.2.2 Selecting Regularization Parameters
We now discuss one possible choice rule for selecting α and β based upon Lemmas 2.2 and 2.3.
Both lemmas suggest using β < α to achieve smaller errors and, given that we expect α < 1, we
choose β = α3/2. Suppose that there is some maximum error ε > 0 specified for Lemmas 2.2
and 2.3. The following result provides sufficient conditions for enforcing this bound by choosing
α and β appropriately.
















max{0, gj(x̂α,β)} < ε and |f(x̂α,β)− f(x̂)| < ε.
Proof: By definition of M̂ and Lemmas 2.2 and 2.3,







for all j ∈ [m] and















< ε. Choosing β = α
3
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In this section, we examine what happens when primal and dual updates are computed asyn-
chronously. The agents compute primal updates and the cloud computes dual updates and, be-
cause the cloud is centralized, the dual updates in the system are computed slower than the primal
updates are. Due to the difference in primal and dual update rates, we will now index the dual
variable µ over the time index t, and we will continue to index the primal variable x over the time
index k. In this section, we make use of the optimization framework in Sections 6.1 and 6.2 of
[18]. Throughout this section, discussions will have the same value of µ(t) onboard all agents
simultaneously, and this is shown to be a necessary condition for convergence in Section 2.5.
2.3.1 Per-Agent Primal Update Law
The exact update law used by agent i will be detailed below. For the present discussion, we need
only to understand a few basic facts about the distribution of communications and computations in
the system. Agent i will store values of some other agents’ states in its onboard computer, but will
only update its own state within that state vector; states stored by agent i corresponding to other
agents will be updated only when those agents send their state values to agent i. Because these
operations occur asynchronously, there is no reason to expect that agents i and j (with i 6= j) will
agree upon the values of any states in the network.
As a result, we index each agent’s state vector using a superscript: agent i’s copy of the state
of the system is denoted xi and agent i’s copy of its own state is denoted xii. In this notation we
say that agent i updates xii but not x
i
j for any j 6= i. The state value xij is precisely the content
of messages from agent j to agent i and its value onboard agent i is changed only when agent i
receives messages from agent j (and this change occurs immediately when messages are received
by agent i).
To prevent unnecessary communications among the agents, we only require two agents to
communicate if each needs the other’s state value in its computations. We make this notion precise
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in the following definition.
Definition 2.2 Agent j is an essential neighbor of agent i (where i 6= j) if ∇xjLκ := ∂Lκ∂xj depends
upon xi. The set of indices of all essential neighbors of agent i is called its essential neighborhood,
denoted Ni. ♦
We illustrate the role of Definition 2.2 in defining communications among the agents in the
following example.
Example 2.1 Consider a system with four agents with scalar states. For all i ∈ [4], we have
fi(xi) = xi,








with c ≡ 0. For α, β > 0, we find that
∇x1Lκ(x, µ) = (1 + α + µ1)x1 − µ1x2.
As a result, agent 1’s essential neighborhood is N1 = {2}. We also find N2 = {1}, N3 = {4} and
N4 = {3}. As a result, agents 1 and 2 need only to communicate with each other and store each
other’s states; neither needs to communicate with agents 3 or 4 at any point, nor to store the states
of agents 3 and 4. Similarly, agents 3 and 4 communicate and store each other’s states, but never
communicate with agents 1 and 2 and therefore do not store their states. Agents that communicate
states with each other do not need to do so simultaneously and can do so with any timing. Then
at each timestep, there are four possible directed edges that can be active, and the union of all
communication graphs over all timesteps is shown in Figure 2.1.
Here we see that the agents’ communications need not comprise a graph which is complete,
nor even one which is connected in any sense. What results then is a system in which there may be
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1 2 3 4
Figure 2.1: The union of all possible communication graphs over all timesteps in Example 1.
This graph is neither complete, nor is it even (strongly or weakly) connected, though it provides
all information exchanges necessary to use Algorithm 2.2.
multiple groups of agents which do not interact at all and which may indeed not even know of each
other’s existence, though they are jointly solving an optimization problem. 4
Clearly j ∈ Ni if and only if i ∈ Nj , and thus agent i both sends information to and receives
information from its essential neighbors. While each agent only needs to store the states of its es-
sential neighbors, we proceed as though each agent stores a full state vector in order to circumvent
the need to track different dimensions of agents’ states. For agent i, one can assume that xij is fixed
at zero for all j 6∈ Ni. Rather than considering a fixed communication topology and analyzing an
optimization algorithm developed over that topology, Example 2.1 shows that we take the opposite
approach: the information dependencies in the system determine which agents must communicate
because these dependencies define the agents’ essential neighborhoods. Of course, in some cases,
it will be difficult for two agents to communicate and they will do so only occasionally and without
any specified schedule, and this is permitted by the asynchronous problem formulation we develop
below.
The agents’ primal updates also do not occur concurrently with dual updates (which will be
computed by the cloud). It is therefore necessary to track which dual variable the agents currently
have onboard. At time k, if agent i has µ(t) in its onboard computer, we denote agent i’s copy of
x by xi(k; t).
Each agent is allowed to compute its state updates using any clock it wishes, regardless of the
timing of the other agents’ clocks. We use the symbol K to denote a virtual global clock which
contains the clock ticks of each agent’s clock, and K can be understood as containing ordered
indices of instants in time at which some number of agents compute state updates. Without loss of
generality, we take K = N. We denote the set of time indices at which agent i computes its state
21
updates2 by Ki, i.e.,
K ⊇ Ki := {k | xii is updated by agent i at time k}.
At times k ∈ K\Ki agent i does not compute any state updates and hence xii(k; t) does not change
at these times, though xi−i(k; t) can still change if a transmission from another agent arrives at
agent i at time k. We note that K and the sets Ki need not be known by the agents as they are
merely tools used in the analysis of the forthcoming asynchronous algorithm. We also take T = N
as the set of ticks of the dual update clock in the cloud without loss of generality, though there need
not be any relationship between T and K.
Suppose that agent j computes a state update at time ka and then begins transmitting its state to
agent i also at time ka. Due to communication delays, this transmission may not arrive at agent i
until, say, time kb > ka. Suppose further that agent j’s next transmission to agent i does not arrive
at agent i until time kc > kb. It will be useful in the following discussion to relate the time kb (at
which the first transmission arrives) to the time ka (at which it was originally computed by agent
j). Suppose at time k, with µ(t) onboard all agents, that agent i has some value of agent j’s state,
denoted xij(k; t). We use τ
i
j(k) to denote the time at which the value of x
i
j(k; t) was originally
computed by agent j. Above, τ ij(kb) = ka, and because the value of x
i
j(·; t) will not change again
after kb until time kc, we have τ ij(k
′) = ka for all kb ≤ k′ < kc. We similarly define τ ci : T → K
for all i ∈ [N ] to fulfill the same role for transmissions of state values from agent i to the cloud: at
time t in the cloud, τ ci (t) is the time k at which agent i computed the state value it most recently
sent to the cloud3. For all i, j, and k we have 0 ≤ τ ij(k) ≤ k by definition, and we impose the
following assumption on Ki, T , τ ij , and τ
c
i for all i ∈ [N ] and j ∈ [N ].
Assumption 2.5 For all i ∈ [N ] the set Ki is infinite, and for a sequence {kd}∞d=1 in Ki tending
2If computing a state update takes some non-zero number of timesteps, we can make Ki the set of times at which
agent i’s computation of a state update completes. For simplicity we assume that computing a state update takes agent
i zero time and that state updates are computed by agent i at the points in time indexed by Ki.
3The agents can send multiple state values to the cloud between dual updates, though only the most recent trans-
mission from agent i to the cloud will be kept by the cloud.
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to infinity we have
lim
d→∞
τ ij(kd) =∞ (2.2)




τ ci (td) =∞ (2.3)
for all i ∈ [N ]. ♦
Requiring that Ki be infinite guarantees that no agent will stop updating its state and Equation
(2.2) guarantees that no agent will stop sending state updates to its essential neighbors. Similarly,
T being infinite guarantees that the cloud continues to update µ and Equation (2.3) ensures that no
agent stops sending its state to the cloud. Assumption 2.5 can therefore be understood as ensuring
that the system “keeps running.”
For a fixed µ(t), agent i’s update law is written as follows (where j 6= i):









xii(k; t) k 6∈ Ki
(2.4)






i receives j’s state at k+1
xij(k; t) otherwise
. (2.5)
This update law has each agent performing gradient descent in its own state and waiting for other
agents to update their states and send them to the others in the network. This captures in a precise
way that agent i immediately incorporates transmissions from other agents into its current state
value and that such state values will generally be “out-dated,” as indicated by the presence of the
τ ij term on the right-hand side of Equation (2.5).
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2.3.2 Cloud Dual Update Law
While optimizing with µ(t) onboard, the agents compute some number of state updates using
Equation (2.4) and then send their states to the cloud. It is not assumed that the agents send their
states to the cloud at the same time or that they do so after the same number of state updates. Once
the cloud has received states from the agents, it computes µ(t+1) and sends µ(t+1) to the agents,
and then this process repeats. Assumption 2.5 specified that these operations do not cease being
executed, and we impose the following basic assumption on the sequence of updates that take place
in the system.
Assumption 2.6
a. When the cloud sends µ(t+ 1) to the agents, it arrives in finite time.
b. Any transmission originally sent from agent i to agent j while they have µ(t) onboard is only
used by agent j if it is received before µ(t+ 1).
c. All transmissions arrive in the order in which they were sent.
d. There is an increasing sequence of times {kt}t∈T such that only µ(t) is used in the agents’ state
updates at timesteps k ∈ K satisfying kt ≤ k < kt+1. ♦
Assumption 2.6.a is enforced simply to ensure that the optimization process does not stall and
is easily satisfied in practice. Assumption 2.6.b is enforced because µ(t) parameterizes
x̂t := arg min
x∈X
Lκ(x, µ(t)),
which is the point the agents approach while optimizing with µ(t) onboard. Suppose that a mes-
sage from agent i is sent to agent j while they have µ(t) onboard, but is received after they have
µ(t + 1) onboard. We will in general have x̂t 6= x̂t+1 so that the arrival of agent i’s message
to agent j effectively redirects agent j away from x̂t+1 and toward x̂t, delaying (or preventing)
progress of the optimization algorithm. With respect to implementation, little needs to be done to
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enforce this assumption. All communications between agents can be transmitted along with the
timestamp t of the dual variable onboard the agent sending the message at the time it was sent. The
agent receiving this message can compare the value of t in the message with the timestamp of the
dual variable it currently has onboard, and any message with a mismatched timestamp can be dis-
carded. Assumption 2.6.b can therefore be implemented in software without further constraining
the agents’ behavior or the optimization problem itself.
Assumption 2.6.c will be satisfied by a number of communication protocols, including TCP
[35, Section 13], which is used on much of the internet, and does not constrain the agents’ behavior
because it can be enforced in software by choosing an applicable communication protocol. It
is enforced here to prevent pathological behavior that can prevent the optimization process from
converging at all. Assumption 2.6.d enforces that the agents use the same value of the dual variable
in their updates. Assumption 2.6.d is the lone point of synchrony in the system and is necessary
for convergence of the asynchronous algorithm. This necessity is verified by a counter-example in
Section 2.5 wherein violating only Assumption 2.6.d causes the system not to converge.
After the agents have taken some number of steps using µ(t) and have sent their states to the













Then we adapt the dual update in Algorithm 2.1 to account for the time the cloud spends waiting
to receive transmissions from the agents, giving




2.3.3 Asynchronous Primal-Dual Update Law
We now state the full asynchronous primal-dual algorithm that will be the focus of the remainder
of the chapter. Below we use the notation Ci to denote the set of times at which agent i sends its
state to the cloud. We also use the notation Rij to denote the set of times at which agent j sends its
state to agent i; if j 6∈ Ni, then Rij = ∅. Note that Ci need not have any relationship to Ki or Rij
and that agent i need not know Ci as it is merely a tool used for analysis. Similarly, Rij does not
need to have any relationship to Ki or Ci and does not need to be known by any agent. We state
the algorithm with the cloud waiting for each agent’s state before computing a dual update because
this will typically be the desired behavior in a system. However, we do point out how to eliminate
this assumption and the impact of this removal in Remark 2.4 in the next section.
Algorithm 2.2
Step 0: Initialize all agents and the cloud with x(0) ∈ X and µ(0) ∈M . Set t = 0 and k = 0.
Step 1: For all i ∈ [N ] and all j ∈ Ni, if k ∈ Rij , then agent j sends x
j
j(k; t) to agent i (though it
may not be received for some time).
Step 2: For all i ∈ [N ] and all j ∈ Ni, execute









xii(k; t) k 6∈ Ki




τ ij(k + 1); t
)
i receives j’s state at time k + 1
xij(k; t) otherwise
.
Step 3: If k + 1 ∈ Ci, agent i sends xii(k + 1; t) to the cloud. Set k := k + 1. If all components of
xct have been updated since the agents received µ(t), the cloud computes
µ(t+ 1) = ΠM [µ(t) + ρ (g(x
c
t)− βµ(t))]
and sends µ(t+ 1) to the agents. Set t := t+ 1.
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Step 4: Return to Step 1. 4
We show in Section 2.4 that Algorithm 2.2 approximately converges to (x̂κ, µ̂κ).
2.4 Convergence of Asynchronous Primal-Dual Method
In this section we examine the convergence properties of Algorithm 2.2 and develop its conver-
gence rates. For clarity of presentation, we first show results that assume that all agents send
their states to the cloud before the cloud computes each dual update. Once the main results of this
section are established, we explain how to eliminate this assumption in Remark 2.4.
2.4.1 Block Maximum Norm Basics
First we consider the agents optimizing in the primal space with a fixed µ(t). We will examine
convergence using a block-maximum norm similar to that defined in Section 3.1.2 of [18]. First, for
a vector x ∈ X := X1×· · ·×XN , we can decompose x into its components as x := (x1, . . . , xN),
and we refer to each such component of x as a block of x; in Algorithm 2.2, agent i updates block
i of xi. Using the notion of a block we have the following definition.
Definition 2.3 For a vector x ∈ Rn comprised of N blocks, with the ith block being xi ∈ Rni , the




where ‖ · ‖2 denotes the Euclidean norm on Rni . ♦
We have the following lemma regarding the matrix norm induced on Rn×n by ‖·‖2,∞. In it, we
use the notion of a block of a matrix. For n =
∑N
i=1 ni, the i
th block of A ∈ Rn×n is the ni × n
matrix formed by rows with indices
∑i−1
k=1 nk + 1 through
∑i
k=1 nk in A. We denote the i
th block
of A by A[i] so that A can be reconstituted by vertically concatenating its blocks as in
4For concreteness we focus on the (2,∞)-norm, though the results we present can be extended to some more
general weighted block-maximum norms of the form ‖x‖max = maxi∈[N ] ‖xi‖pi/wi, where wi > 0 and pi ∈ N for









We have the following result.
Lemma 2.5 For all A ∈ Rn×n,
‖A‖2,∞ ≤ ‖A‖2.
Proof: For A[i] the ith block of A, let A[i]`,j be the `
thjth entry of that block and let Sn−1 be the unit


















































for all x ∈ Sn−1, and the result follows by taking the supremum over x ∈ Sn−1. 
We also have the following elementary lemma relating norms of vectors.
Lemma 2.6 For all x ∈ X ,
‖x‖22 ≤ N ‖x‖
2







‖xi‖22 ≤ N max
i∈[N ]
‖xi‖22 = N ‖x‖
2
2,∞ ,
and then take the square root. 
2.4.2 Convergence in the Primal Space
We now examine what happens when the agents are optimizing in between transmissions from the
cloud. We consider the case of some µ(t) ∈ M fixed onboard all agents and, as in Section 2.3,










until µ(t + 1) arrives from the cloud. To assess the convergence of Algorithm 2.2 in the primal
space, we define a sequence of sets {X t(s)}s∈N to make use of the framework in Sections 6.1 and
6.2 of [18]. These sets must satisfy the following assumption which is based on the assumptions
in those sections.
Assumption 2.7 With a fixed value of t and a fixed µ(t) onboard all agents, the sets {X t(s)}s∈N
satisfy:
a. · · · ⊆ X t(s+ 1) ⊆ X t(s) ⊆ · · · ⊆ X
b. lims→∞X t(s) = {x̂t}
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c. For all i, there are sets X ti (s) ⊆ Xi satisfying
X t(s) = X t1(s)× · · · ×X tN(s)
d. For all y ∈ X t(s) and i ∈ [N ], θi(y) ∈ X ti (s+ 1), where θi(y) := ΠXi [yi − γ∇xiLtκ(y)]. ♦
Unless otherwise noted, when writing x ∈ X t(s) for some vector x, the set X t(s) is chosen
with the largest value of s that makes the statement true. Assumptions 2.7.a and 2.7.b require that
we have a nested chain of sets to descend that ends with x̂t. Assumption 2.7.c allows the blocks of
the primal variable to be updated independently by the agents while still guaranteeing that progress
toward x̂t is being made. Assumption 2.7.d guarantees forward progress down the chain of sets
{X t(s)}s∈N whenever an agent computes a state update. More will be said about this assumption
and its consequences below in Remark 2.1.
Recalling that Lp is the (maximum, over µ ∈ M ) Lipschitz constant of ∇xLκ(·, µ), we define
the constant
qp = max{|1− γα|, |1− γLp|}.
We then have the following lemma that lets us determine the value of qp based upon γ.
Lemma 2.7 For γ ∈ (0, 2/Lp) and α ∈ (0, Lp) we have qp ∈ (0, 1). Furthermore the minimum








Proof: See Theorem 3 on page 25 of [36]. 
We proceed under the restrictions that γ ∈ (0, 2/Lp) and α ∈ (0, Lp) for the remainder of
the chapter. To simplify the presentation of results in this section, for all t ∈ T we assume
that all agents simultaneously received µ(t) at some time kt. This kt serves the same role as in
Assumption 2.6.d, though the agents do not actually need to receive µ(t) at the exact same time
and indeed any means of enforcing Assumption 2.6.d will suffice. We retain this assumption on kt
for the simplicity it provides below.
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For each kt, we define the quantity
D(kt) := max
i∈[N ]
∥∥xi(kt; t)− x̂t∥∥2,∞ ,
which is the “worst-performing” block onboard any agent with respect to distance from x̂t. For a
fixed value of t we define each element in the sequence of sets {X t(s)}s∈N as
X t(s) =
{







By definition, at time kt we have xi(kt; t) ∈ X t(0) for all i, and moving from X t(0) to X t(1)
requires contracting toward x̂t (with respect to ‖·‖2,∞) by a factor of qp. We have the following
proposition.
Proposition 2.1 The collection of sets {X t(s)}s∈N as defined in Equation (2.7) satisfies Assump-
tion 2.7.
Proof: By definition X t(s) ⊆ X for all s. From Equation (2.7), we see that
X t(s+ 1) =
{











p D(kt) < q
s
pD(kt),





X t(s) = lim
s→∞
{














which follows because ‖·‖2,∞ is a norm. Then Assumption 2.7.b is satisfied as well.
For Assumption 2.7.c, the definition of ‖·‖2,∞ lets us easily decompose X t(s). In particular,
we see that ∥∥y − x̂t∥∥
2,∞ ≤ q
s
pD(kt) if and only if ‖yi − x̂ti‖2 ≤ qspD(kt)
for all i ∈ [N ]. Immediately then we have
X ti (s) =
{
yi ∈ Xi : ‖yi − x̂ti‖2 ≤ qspD(kt)
}
from which it is clear thatX t(s) = X t1(s)×· · ·×X tN(s) and thus that Assumption 2.7.c is satisfied.
Finally, we show that Assumption 2.7.d is satisfied. For a fixed t and fixed µ(t) take some


















· (y − x̂t)
=: H tκ(y)(y − x̂t), (2.8)










Using the non-expansive property of ΠXi [·] with respect to ‖ · ‖2, for any y ∈ X t(s) we have
‖θi(y)− x̂ti‖2 =
∥∥ΠXi[yi − γ∇xiLtκ(y)]− ΠXi[x̂ti − γ∇xiLtκ(x̂t)]∥∥2
≤ ‖yi − γ∇xiLtκ(y)− x̂ti + γ∇xiLtκ(x̂t)‖2
≤ max
i∈[N ]
‖yi − γ∇xiLtκ(y)− x̂ti + γ∇xiLtκ(x̂t)‖2
=
∥∥y − x̂t − γ (∇xLtκ(y)−∇xLtκ(x̂t))∥∥2,∞
=
∥∥y − x̂t − γH tκ(y)(y − x̂t)∥∥2,∞
=
∥∥(I − γH tκ(y))(y − x̂t)∥∥2,∞
≤
∥∥I − γH tκ(y)∥∥2,∞ ∥∥y − x̂t∥∥2,∞
≤ ‖I − γH tκ(y)‖2
∥∥y − x̂t∥∥
2,∞ , (2.9)
where the third equality follows from Equation (2.8) and where the last inequality follows from
Lemma 2.5. For any choice of µ(t) ∈ M , the α-strong monotonicity and Lp-Lipschitz properties
of∇xLκ(·, µ(t)) give αI  H tκ(·)  LpI , which implies that the eigenvalues ofH tκ(·) are bounded
above by Lp and below by α for all µ(t) ∈M . Using this fact and that H tκ(y) is symmetric, we see
that
‖I − γH tκ(y)‖2 = max
{
|λmin(I − γH tκ(y))|, |λmax(I − γH tκ(y)|
}
= max{|1− γα|, |1− γLp|}
= qp,
where λmin and λmax denote the minimum and maximum eigenvalues of a matrix, respectively.
Then from Equation (2.9), and the fact that ‖y − x̂t‖2,∞ ≤ qspD(kt) by hypothesis, we find





so that θi(y) ∈ X ti (s+ 1) as desired. 
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We comment on one consequence of Assumption 2.7 in particular below where we use the
notation
X t−i(s) := X
t
1(s)× · · · ×X ti−1(s)×X ti+1(x)× · · · ×X tN(s).
Remark 2.1 Suppose at time k agent i has state vector xi(k; t) ∈ X t(s) and k + 1 ∈ Ki. Then
Assumption 2.7.d implies that xii(k + 1; t) = θi(x
i(k; t)) ∈ X ti (s+ 1). Suppose, before any other
agent transmits an updated state to agent i, that agent i performs another update of its own state.
Just before the second update, xi(k+1; t) is equal to xi(k; t) with the entry for xii replaced with the
update just computed, θi(xi(k; t)); all other entries of xi(k+ 1; t) remain unchanged from xi(k; t).
Because no other agents’ states have changed, we still have xi−i(k+1; t) ∈ X t−i(s) and, as a result,
xi(k + 1; t) ∈ X t(s). In general, xi(k + 1; t) 6∈ X t(s + 1) here precisely because xi−i(k + 1; t)
has not changed. Due to the fact that xi(k + 1; t) ∈ X t(s), the second update performed by agent
i results in θi(xi(k + 1; t)) ∈ X ti (s + 1) once more, though, in general, no further progress, e.g.,
to X ti (s + 2), can be made without further updates from the other agents. Then while an agent
is waiting for updates from other agents, its progress toward x̂t can be halted, though it does not
“regress” backwards from, say, X ti (s) to X
t
i (s− 1). ♦
We proceed to use Assumption 2.7 to estimate the primal convergence rate of Algorithm 2.2.
2.4.3 Single-Cycle Primal Convergence Rate Estimate
The structure of the sets {X t(s)}s∈N enables us to extract a convergence rate estimate in the primal
space. To demonstrate this point, consider the starting point of the algorithm: all agents have
onboard some state x(0) ∈ X0(0) and dual vector µ(0) ∈ M . Suppose that agent i takes a single
gradient descent step, say at time ki ∈ Ki, from x(0) with µ(0) held fixed. From Assumption 2.7.d,
this results in agent i having xii(k








∈ X0i (1). Once agent i transmits
the state xii(k
i; 0) to its essential neighbors, and once all other agents themselves have taken a
descent step and transmitted their states to their essential neighbors, say, at time k̄, agent i will






∈ X0i (2). Then the process of communicating and descending repeats. To keep track
of how many times this process repeats, we have the following definition.
Definition 2.4 After the agents all have just received µ(t), the first cycle ends as soon as (i) each
agent has computed a state update and (ii) each agent has sent that updated state to all of its
essential neighbors and it has been received by them. Subsequent cycles are completed when
the preceding cycle has ended and criteria (i) and (ii) are met again, with any number of cycles
possible between kt and kt+1. ♦
It is possible for one agent to compute and share several state updates with the other agents
within one cycle if some other agent in the network is updating more slowly. For a fixed value of
µ(0) onboard all agents and a common initial state x(0), the first cycle will move each agent’s copy
of the ensemble state from X0(0) to X0(1), the second cycle will move it from X0(1) to X0(2),
etc. When the agents have µ(t) onboard, we use c(t) to denote the number of cycles the agents
complete before the first agent sends its state to the cloud for use in computing µ(t + 1). We see
that with µ(0) onboard, the agents complete c(0) cycles to reach the set X0(c(0)), and the cloud
therefore uses an element of X0(c(0)) to compute µ(1). In particular, using Assumption 2.7.d and
the construction of the sets {X0(s)}s∈N, this means that the convergence rate is geometric in the
number of cycles completed:
∥∥xc0 − x̂0∥∥2,∞ ≤ qc(0)p D(k0) = qc(0)p ∥∥x(0)− x̂0∥∥2,∞ .
Crucially, it need not be the case that all agents have the same state at the beginning of each
cycle for this rate estimate to apply. We show this in deriving a general primal convergence rate in
the following lemma.
Lemma 2.8 Let Assumptions 2.1-2.7 hold, let κ = (α, β) be fixed, and let γ ∈ (0, 2/Lp). When
the agents are all optimizing with µ(t) onboard and the first agent sends its state to the cloud after
c(t) cycles, we have ∥∥xct − x̂t∥∥2,∞ ≤ qc(t)p D(kt). (2.10)
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Proof: Suppose the agents just received µ(t) from the cloud. For all i ∈ [N ] we have xi(kt; t) ∈





∈ X ti (1). When the agents have completed one cycle after receiving µ(t), say by time
k̄, we have xi(k̄; t) ∈ X t(1). Iterating this process, after c(t) cycles agent i’s copy of the ensemble
state moves from X t(0) to X t(c(t)) for all i ∈ [N ]. Then, when the agents send their states to
the cloud, agent i sends an element of X ti (c(t)). Then we have x
c
t ∈ X t(c(t)) and, by definition,
‖xct − x̂t‖2,∞ ≤ q
c(t)
p D(kt). 
One can impose further assumptions, e.g., that a cycle occurs every B ticks of K, in which
case the exponent of qp in Equation (2.10) becomes b(kt+1 − kt)/Bc, though for generality we do
not do so.
2.4.4 Overall Convergence Rates
Towards providing a convergence rate estimate in the dual space, we first present the following
lemma.
Lemma 2.9 For any primal-dual pairs (x1, µ1) ∈ X ×M and (x2, µ2) ∈ X ×M such that
x1 = arg min
x∈X













Proof: See [33, Lemma 4.1]. 
We now prove approximate convergence in the dual space and estimate the rate of convergence
there.
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Theorem 2.1 Let all hypotheses of Lemma 2.8 hold and let the dual step-size satisfy









where Mg = maxx∈X ‖∇g(x)‖. Then for all t ≥ 0 in Algorithm 2.2



















where (0, 1) 3 qd := (1 − ρβ)2 + ρ2, Dx := maxx,y∈X ‖x − y‖ is the diameter of X , and
Lx := maxi∈[N ] maxxi,yi∈Xi ‖xi − yi‖ is the maximum diameter among the sets Xi, i ∈ [N ].
Proof: Using the non-expansive property of the projection operator ΠM [·] and expanding we find
‖µ(t+ 1)− µ̂κ‖2 =
∥∥ΠM [µ(t) + ρ (g(xct)− βµ(t))]− ΠM [µ̂κ + ρ (g(x̂κ)− βµ̂κ)]∥∥2








Adding g(x̂t)− g(x̂t) inside the last set of parentheses, expanding, and applying Lemma 2.9 then
gives
‖µ(t+ 1)− µ̂κ‖2 ≤ (1− ρβ)2‖µ(t)− µ̂κ‖2 + ρ2‖g(x̂κ)− g(xct)‖2
− 2ρ(1− ρβ) α
M2g









0 ≤ ‖(1− ρβ)(g(x̂t)− g(xct)) + ρ(µ(t)− µ̂κ)‖2,
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where expanding and re-arranging gives
−2ρ(1− ρβ)(µ(t)− µ̂κ)T (g(x̂t)− g(xct)) ≤
(1− ρβ)2‖g(x̂t)− g(xct)‖2 + ρ2‖µ(t)− µ̂κ‖2. (2.12)
Substituting Equation (2.12) into Equation (2.11) then gives
‖µ(t+ 1)− µ̂κ‖2 ≤
(
(1− ρβ)2 + ρ2
)
‖µ(t)− µ̂κ‖2 + ρ2‖g(x̂κ)− g(xct)‖2 (2.13)
−2ρ(1− ρβ) α
M2g
‖g(x̂κ)− g(x̂t)‖2 + (1− ρβ)2‖g(x̂t)− g(xct)‖2.
Next, we see that
‖g(x̂κ)−g(xct)‖2 =‖g(x̂κ)−g(x̂t)+g(x̂t)−g(xct)‖2
≤ ‖g(x̂κ)− g(x̂t)‖2 + ‖g(x̂t)− g(xct)‖2
+ 2‖g(x̂κ)− g(x̂t)‖‖g(x̂t)− g(xct)‖, (2.14)
and substituting Equation (2.14) into Equation (2.13) gives
‖µ(t+ 1)− µ̂κ‖2 ≤
(










(1− ρβ)2 + ρ2
)
‖g(x̂t)− g(xct)‖2 + 2ρ2‖g(x̂κ)− g(x̂t)‖‖g(x̂t)− g(xct)‖. (2.15)
Taking ρ ∈ (0, ρ0), we find that




(0, 1) 3 qd := (1− ρβ)2 + ρ2.
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Substituting Equation (2.16) into Equation (2.15), and using the Lipschitz property of g, we find
‖µ(t+ 1)− µ̂κ‖2 ≤ qd‖µ(t)− µ̂κ‖2 + qdM2g ‖x̂t − xct‖2 + 2ρ2M2gDx‖x̂t − xct‖. (2.17)
Lemmas 2.6 and 2.8 imply that
‖x̂t − xct‖2 ≤
√
N
∥∥x̂t − xct∥∥2,∞ ≤ √Nqc(t)p Lx.
Using this in Equation (2.17) gives





where the result follows by summing over t. 
Remark 2.2 Theorem 2.1 shows that convergence in the dual space is governed by three terms.
The first term decays as qt+1d and represents a contraction toward µ̂κ. The next two terms are es-
sentially error terms that result from xct not equaling x̂
t; to see this, note that an exact dual method
would have c(t) = ∞, causing the sum in Theorem 2.1 to vanish, leaving only the contracting
term. We see that larger values of c(t) lead xct closer to x̂
t, causing the algorithm to approximate
an ordinary dual algorithm, thus leading to smaller errors.
In addition, the qt−`d term outside the sum indicates that past errors contribute less to the overall
dual error, with old error terms accumulating powers of qd over time. To make faster progress using
the asynchronous algorithm, one can have the agents perform small numbers of cycles for small
values of t and then increase c(t) as t becomes large. Such a strategy makes later error terms small
while weighting earlier error terms only minimally, giving a small overall error. ♦
We now present a result on primal convergence in Algorithm 2.2.
Theorem 2.2 Let the primal step-size γ ∈ (0, 2/Lp) and let all hypotheses of Lemma 2.8 hold.
Then for the sequence of primal vectors aggregated by the cloud in Algorithm 2.2, {xct}t∈N, we
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Proof : Adding x̂t − x̂t and using Lemmas 2.6, 2.8, and 2.9 we find







where we have bounded D(kt) by Lx. 
Convergence in the primal space is then governed by two terms, one of which behaves like a
contraction whose exponent is c(t) and the other which is a constant multiple of the dual error,
and we again find that completing more cycles improves accuracy. We also have the following
tradeoff between speed and accuracy induced by the regularization of L.
Remark 2.3 Theorem 2.2 and Lemmas 2.4, 2.7, and 2.8 together reveal a fundamental tradeoff
between convergence rate and accuracy in the primal space. On the one hand, Lemma 2.4 shows
that smaller values of α lead to smaller errors while larger values of α lead to larger errors. On
the other hand, Lemma 2.7 shows that larger values of α lead to smaller values of qp, and both
Lemma 2.8 and Theorem 2.2 show that smaller values of qp lead to faster convergence through
the primal space, while smaller values of α cause qp to approach the value 1, thereby slowing
convergence. Then smaller values of α lead to smaller errors at the expense of slower convergence,
while larger values of α cause the system to converge more quickly, but to a point that is further
away from (x̂κ, µ̂κ).
A similar tradeoff applies to β as well: Lemmas 2.2 and 2.3 show that smaller values of β
can lead to smaller errors, though the definition of qd in Theorem 2.1 shows that a larger value
of β decreases qd, leading to faster convergence. The appropriate balance of convergence speed
and accuracy of a solution depends upon the problem being solved, though, taken together, these
results give one the tools to quantitatively balance these two objectives.
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One can also see the use of regularizing L in Theorems 2.1 and 2.2. If one were to set
α = 0, then we would find qp = 1 and primal updates would not make any progress toward x̂t
in Lemma 2.8. Such a case would also cause the construction of the sets {X t(s)}s∈N to break
down as no “descent” down this sequence of sets could be shown. Similarly, if one were to set
β = 0, we would find qd = 1 + ρ2, in which case the only way to avoid moving away from µ̂κ in
the dual space would be to set ρ = 0, thereby forestalling all progress in the dual space. Through
their roles in determining qp and qd (and the use of these constants in the convergence analysis
presented), it is evident that regularizing with α and β is essential to the analysis presented here.
♦
We now point out how to formulate convergence rate estimates without having each agent send
a state update to the cloud before it computes each dual update.
Remark 2.4 If one allows the cloud to compute dual updates before receiving a state update from
each agent, then Lemma 2.8 should be modified to account for only some values of xct changing
from xct−1. In particular, if N(t) agents send state updates to the cloud before it computes µ(t+ 1)
and M(t) := N −N(t) do not, we find





Propagating this through Theorems 2.1 and 2.2 gives overall primal and dual convergence rate
estimates for this case as well. In doing so, one finds that executing a cloud update without a state
update from each agent can significantly harm convergence and it will usually be preferred to have
the cloud wait until it has received state information from all agents before each dual update. ♦
2.5 Non-Convergence of the Asynchronous Dual Case
In this section we provide a counterexample to show that Assumption 2.6.d is necessary for the
convergence of Algorithm 2.2. In it, we allow the agents to have different values of the system’s
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dual variable and show that these differences can cause the primal and dual trajectories in Algo-
rithm 2.2 not to converge at all. As will be shown, this is true even when each agent receives the
most recent dual value at regular intervals and when the agents keep their states synchronized at
all times.
The problem consists of two agents with scalar states and per-agent objectives
f1(x1) = 0.1x1 and f2(x2) = −0.1x2,




(x1 − x2)2 − 0.2 ≤ 0.
The regularization parameters were chosen to be α = β = 0.01, giving


















= 0.1 + µ(x1 − x2) + 0.01x1,
∂Lκ
∂x2






(x1 − x2)2 − 0.2− 0.01µ.
Both agents are confined to the interval [0, 5], giving X = [0, 5]2.
In this example, we will sometimes have one agent using an old dual value for some period
of time, and we denote this value by µold; its value only changes when we write µold ← µ in the
pseudocode in Algorithm 2.3. Otherwise, µold does not update with µ. Similarly, the values of
x1 and x2 only change when explicitly updated below and operations listed sequentially below
actually occur sequentially so that the agents are updating at different times. To highlight the
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Algorithm 2.3 Asynchronous Dual Counterexample
1: Initialize µ← 0, µold ← 0, x1 ← 0, and x2 ← 0.
2: for τouter = 1 to 10 do
3: for τ1 = 1 to 500 do % Mode 1
4: x2 ← θ2(x1, x2, µold)
5: x1 ← θ1(x1, x2, µ)
6: µ← θM(x1, x2, µ)
7: end for
8: µold ← µ
9: for τ2 = 1 to 1500 do % Mode 2
10: while |x1 − θ1(x1, x2, µ)| > 10−5 do
11: x1 ← θ1(x1, x2, µ)
12: end while
13: while |x2 − θ2(x1, x2, µold)| > 10−5 do
14: x2 ← θ2(x1, x2, µold)
15: end while
16: µ← θM(x1, x2, µ)
17: end for
18: µold ← µ
19: end for
impact of asynchrony in the dual variable, each agent always uses the most recent state of the






1. Then there is no disagreement about
state values in the network and superscript indices are therefore omitted. For clarity, we write each
argument of θ1 and θ2 out explicitly, including specifying which dual variable is being used. To
simplify notation, timestamps are omitted in the pseudocode in Algorithm 2.3.



















which we do by selecting ρ = 0.0003. This example consists of alternating between two modes,
shown in Algorithm 2.3 where the dual update law in the cloud is represented by the symbol θM .
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Figure 2.2: Primal and dual trajectories resulting from a simulation of Algorithm 2.3, with x1 the
upper solid line, x2 the upper dashed line, and µ the lower dash-dotted line. All terms are plotted
at the end of each iteration of the outer loop. These oscillations are of constant magnitude and do
not decay, indicating that the dual variable must be synchronized across agents in Algorithm 2.2.
2.5.1 Analysis of Oscillations
Oscillations are shown in Figure 2.2 where we plot the primal and dual trajectories of a simulation
implementing Algorithm 2.3. Both states and the dual variable oscillate in a non-decaying fashion,
indicating that Algorithm 2.3 is not converging at all. We note here that synchronizing the dual
variable in this example does indeed lead to convergence, indicating that the asynchrony of the
dual values is the source of oscillations and that Assumption 2.6.d is a necessary condition for
convergence of any implementation of Algorithm 2.2.
To understand why Algorithm 2.3 does not converge and why disagreements in the dual space
are harmful, we briefly analyze the cause of oscillations in Algorithm 2.3 by analyzing the effects
of each mode upon the state of the network. If µold = µ > 0 when starting Mode 1, then we find
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As a result, when beginning Mode 1 with µold = µ > 0, we expect x2 to move toward x1 a small
amount and x1 to move toward x2 a small amount, though their positions will only change slightly
due to the constraints and, as a result, µ will only see small changes.






which is projected onto X so that
x1 = 0.





which is projected onto X so that
x2 = 5.
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Then we expect entering Mode 2 with µold = µ = 0 will cause the agents to move apart in the
first iteration. In fact, each while loop inside Mode 2 is run enough times that the agents arrive
at x1 = 0 and x2 = 5 by the end of the first iteration of Mode 2. Agent 2 has µold throughout the
duration of this mode so that it continues to stay at 5 each time this loop is repeated. As a result, the
distance between agents 1 and 2 will make g(x1, x2) > 0, causing µ to increase when it is updated.
Because only agent 1 receives the most recent dual value in this mode, x1 will increase towards x2
in order to satisfy g. Then starting this mode with µ = 0 ends with x2 at 5, x1 at distance
√
2 · 0.2
from x2, the maximum distance allowed by g, and µ > 0.















Then in starting Mode 2 with µold = µ > 0, we expect the agents to move toward each other and
the distance between them to become small. When µ is updated at the end of this mode, µ will
decrease as a result of the agents being close. After enough iterations of this mode, µ will become
zero, allowing agent 1 to decrease to zero, as happened when Mode 2 was started with µ = 0.
Meanwhile, because µold stays at a fixed value, x2 will continue to approach x1 to satisfy g. This
guarantees that x2 “follows” x1 as x1 moves, keeping (x1 − x2)2 small and causing µ to decrease
and eventually reach zero.
Algorithm 2.3 oscillates because it starts with Mode 1 and µ = 0, ending with x1 = 0, x2 > 0
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small (because only 500 loop iterations are executed), and µ = 0. Then Mode 2 is entered which
causes x2 to increase toward 5, µ to become positive, and x1 to “chase” x2 in order to satisfy the
constraints. Then Mode 1 is entered with µ > 0 where all values in the network change only by
small amounts, again due to only 500 iterations being run. Then Mode 2 is entered with µ > 0
which ends with the agents close and µ = 0. Then this process repeats, with persistent oscillations.
Having verified the necessity of Assumption 2.6.d, the next section simulates Algorithm 2.2
with all assumptions enforced.
2.6 Simulation Results
We now present simulation results for Algorithm 2.2. We first discuss the problem to be solved and
then cover our implementation. We then present numerical results that demonstrate convergence of
Algorithm 2.2 on the cloud-based system and the tradeoff between convergence rate and accuracy
that is induced by the Tikhonov regularization of L.
2.6.1 Problem Overview
We consider a problem of routing N = 8 flows through a network consisting of 8 nodes and 9
edges, representing, e.g., traffic flow or sending data across a communication network, and each
agent’s decision variable is the flow rate of its data through the network, which is depicted in
Figure 2.3. The nodes of the network are not the agents themselves, but, instead, the agents are
users of the network attempting to route traffic between certain pairs of these nodes. The starting
points, ending points, and edges which comprise the path traversed by each flow are listed in
Table 2.1.
We define the set E := [9] to be the indices of the edges in the network. The cost of each agent


















Figure 2.3: The network across which 8 agents route traffic in simulating Algorithm 2.2. There
are 9 edges, each with a maximum capacity of 10, and 8 nodes. The edges used by each agent are
listed in Table 2.1.
Table 2.1: The edges traversed by each agent’s flow in simulating Algorithm 2.2.
Agent Number Start Node→End Node Edges Traversed
1 1→ 7 e1, e3, e6
2 2→ 8 e4, e7, e8
3 3→ 4 e2, e4, e7, e5
4 5→ 6 e3, e4, e7
5 1→ 4 e1, e3, e6, e7, e5
6 3→ 8 e2, e4, e9
7 4→ 5 e5, e8, e9, e6
8 6→ 2 e7, e4
48





1 if flow i traverses edge k
0 otherwise
defines the network’s adjacency matrix A.
Each edge in the network is subject to capacity constraints, expressed by requiring Ax ≤ b,
where bi = 10 for all i ∈ E . In addition, each flow rate is confined to [0, 10], giving X = [0, 10]8.
To demonstrate the effects of different values of α and β, three simulations were run: the first with
α = β = 0.1, the second with α = β = 0.01, and the third with α = β = 0.001. By sweeping α
and β across three orders of magnitude, we demonstrate the speed-accuracy tradeoff discussed in
Remark 2.3. For each α, we take γ = 2/(Lp + α), and we take ρ = 0.9ρ0 for each (α, β) pair.
2.6.2 Implementation and Numerical Results
The implementation of the above problem allowed as many quantities as possible to be random
to demonstrate asynchronous behavior. The time between cloud updates was a random integer
chosen from the range 5 to 100 (inclusive) with uniform probability, and this number represents
the number of ticks of the virtual clock K between kt and kt+1. At each tick of K, each agent
computed a state update with probability pupdate = 0.05 for all agents.
The communication graph at each tick of K was an Erdős-Rényi graph [37, Chapter 5], which
is a random graph wherein each edge appears with some probability independently of all other
edges. We chose pedge = 0.05, so that at each time k ∈ K we had the graph G(k) = (V,E(k)),
where P[(i, j) ∈ E(k)] = 0.05 for all i and j in each other’s essential neighborhoods. The
communication graph in this case was undirected so that (i, j) ∈ E(k) means that agent i sends
its state to agent j at time k, and vice versa. All transmissions are received instantaneously. The
times at which the agents sent their states to the cloud were chosen to be randomly generated times
between kt and kt+1 which were uniformly distributed and independent of all communications and
49








For α = β = 0.001: For α = β = 0.01: For α = β = 0.1:
Unreg. error△ Reg. error Unreg. error3 Reg. error Unreg. error◻ Reg. error
Figure 2.4: The values of the unregularized primal error, ‖xct − x̂‖ (lines), and regularized primal
error, ‖xct − x̂κ‖ (shapes), for the simulation runs of Algorithm 2.2 using α = β = 0.001 (top pair
of curves), α = β = 0.01 (middle pair of curves), and α = β = 0.1 (bottom pair of curves). It
is evident that larger regularization parameters lead to faster decreases in error, indicating faster
convergence.
Table 2.2: The final primal errors in each simulation of Algorithm 2.2. As predicted by Remark 2.3,
smaller regularization parameters do indeed lead to smaller errors.
Value of Final reg. error Final unreg. error Max final value
α and β ‖xct − x̂κ‖ ‖xct − x̂‖ of gj
0.1 1.352 · 10−12 8.616 1.948
0.01 7.129 · 10−13 0.223 0.252
0.001 1.414 · 10−11 0.0237 0.0262
computations.
Each of the three simulation runs was run until it converged. In Figure 2.4 we see three pairs
of curves: the uppermost pair corresponds to α = β = 0.001, the middle pair corresponds to
α = β = 0.01, and the lowest pair corresponds to α = β = 0.1. Each pair plots the unregularized
primal error ‖xct− x̂‖ for each run using lines, and the regularized primal error ‖xct− x̂κ‖ is plotted
using shapes. Figure 2.5 similarly shows the regularized and unregularized dual errors, ‖µ(t)− µ̂‖
and ‖µ(t)− µ̂κ‖, using lines and shapes, respectively, for each choice of regularization parameters.
Figure 2.4 shows that all error curves initially increase, following which they decrease at dif-
ferent rates, with larger regularization parameters clearly leading to faster decreases in error. The
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For α = β = 0.001: For α = β = 0.01: For α = β = 0.1:
Unreg. error△ Reg. error Unreg. error3 Reg. error Unreg. error◻ Reg. error
Figure 2.5: The values of the unregularized dual error, ‖µ(t)− µ̂‖ (lines), and the regularized dual
error, ‖µ(t) − µ̂κ‖ (shapes), for the simulation runs of Algorithm 2.2 using α = β = 0.001 (top
pair of curves), α = β = 0.01 (middle pair of curves), and α = β = 0.1 (bottom pair of curves).
As in Figure 2.4, we see that increasing the regularization parameters α and β results in faster
convergence to a final value.
Table 2.3: The final dual errors in each simulation of Algorithm 2.2, which show that increasing
regularization parameters does indeed result in larger errors.
Value of Final reg. error Final unreg. error
α and β ‖µ(t)− µ̂κ‖ ‖µ(t)− µ̂‖
0.1 7.507 · 10−12 8.616
0.01 4.600 · 10−12 1.573
0.001 1.056 · 10−10 0.174
final primal errors for each simulation run are given in Table 2.2, where we see that all three runs
numerically converge almost exactly to x̂κ. We also see that smaller regularization parameters
decrease final primal errors, as predicted by Remark 2.3.
Figure 2.5 shows behavior in the dual space similar to that shown in Figure 2.4. All curves
appear to decrease monotonically, with larger values of α and β clearly showing a faster rate of
decrease. And as with the primal space, one finds that larger regularization parameters lead to
larger errors in the dual space; final dual error values are shown in Table 2.3 wherein one finds
that all three runs virtually exactly reach µ̂κ and, indeed, decreasing α and β decreases the final
unregularized dual error.
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We see in Figures 2.4 and 2.5 that increasing the regularization parameters leads to faster con-
vergence, and this same phenomenon was observed numerically in [33]. However, a key numerical
difference between our results and some of those in earlier works, e.g., [26] and [27], is the initial
increase in distance to the optimum seen in Figure 2.4. This increase is unavoidable due to the
agents sharing information asynchronously and is typical in simulation runs of Algorithm 2.
2.7 Conclusion
In this chapter, an asynchronous multi-agent optimization algorithm for constrained problems was
presented. It was shown that the dual variable must be kept synchronized across the agents, though
their primal updates can occur independently and with arbitrary timing. The method presented
used a Tikhonov regularization and a multi-agent gradient projection method to approximately
find saddle points of the regularized Lagrangian asynchronously. As a result, we find that asyn-
chronous optimization is not only possible, but also that it can lead to accurate, useful results,
despite disagreements about the value of data across the network.
An advantage of this work is that it develops an optimization algorithm which is descriptive
rather than prescriptive, i.e., it is able to provide convergence rate estimates for any communica-
tions in the system, rather than specifying a mandatory algorithm and the associated performance
guarantees of that algorithm. This flexibility is particularly well-suited to applications in which
communications are unreliable, such as in a team of agents spread very far apart, or in a convoy in
a hostile environment in which communications are being jammed by an adversary.
By stating convergence results in terms of c(t) without specifying what c(t) must be, one
can also answer questions about which edges would be most useful to activate at any point in
time; if any collection of edges would serve to complete an additional cycle, the corresponding
communications can be prioritized over others in order to help convergence. In this fashion, the
theoretical results of this chapter can be used to inform network behavior to aid in successful use
of this work. The next chapter is entirely devoted to determining how often cycles can be expected
to occur in a general network coordination setting.
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CHAPTER 3
CONNECTIVITY AND COMPLETENESS OF UNIONS OF RANDOM
GRAPHS
In Chapter 2 it was shown that the rate of convergence of Algorithm 2.2 is heavily dependent
upon the frequency with which required communications are carried out (cf. Theorems 2.1 and
2.2). In particular, it was shown that the number of communication cycles completed over time, as
defined in Definition 2.4, appears in Theorems 2.1 and 2.2, and these theorems quantify the extent
to which communication affects convergence. Accordingly, one may wonder how many cycles can
be expected to occur in any given period of time.
Toward answering this question, we explore the rate at which cycles are completed for multi-
agent communications modeled by random graphs. Random graphs were used in the simulations
presented in Section 2.6 and can model a variety of behaviors in multi-agent systems. In some
cases, the motivation for representing a communication network using random graphs comes from
agents using an interaction protocol that is randomized by design, such as in a gossip-like algorithm
[25]. In other cases, unreliable communications due to poor channel quality, interference, and other
factors can be effectively represented by a random communication graph [37], and the work here
applies to each of these scenarios. Random graphs are also commonly used to model asynchronous
communications, such as those studied in Chapter 2, and this work can be directly used in the
framework developed there.
Motivated by work in multi-agent systems, we consider networks of a fixed size, and we ex-
amine random graphs generated by the Erdős-Rényi model1 [38], in which each possible edge in
a graph is present with a fixed probability and is independent of all other edges. The Erdős-Rényi
model is used because it accurately captures the behavior of many multi-agent systems, including
1 Throughout this chapter, the phrase “random graphs” always refers to Erdős-Rényi graphs.
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the aforementioned cases of networks with intermittent and unreliable communications [39], and
the behavior of some variants of synchronous gossip algorithms [25]. Our approach consists of
calculating the first four (matrix-valued) moments of the Laplacian associated with a finite union
of random graphs, and then computing the eigenvalues of these matrices. These eigenvalues are
then used to bound the expectation and variance of the algebraic connectivity [40] of this union
of graphs. By constructing these bounds in terms of a network’s size and edge probability, it is
shown that a union of Erdős-Rényi graphs can attain some specified expected algebraic connectiv-
ity, provided the number of graphs in the union exceeds a threshold which we compute. We also
lower-bound the probability with which the algebraic connectivity of a union of random graphs
exceeds some specified value.
To provide worst-case bounds for the amount of time needed to complete a desired number of
communication cycles, we focus in part on complete graphs. The greatest number of communica-
tion links needed in the framework of Chapter 2 comes from cases in which communications are
all-to-all, and thus form a complete graph over time. For problems in which communications are
not all-to-all, the communications required comprise a subset of the edges in a complete graph,
and thus communications cycles will be completed in those cases before they are completed in the
all-to-all case. However, the value of examining complete unions of Erdős-Rényi graphs is that the
results obtained from this analysis provide a worst-case bound, over all possible problem formula-
tions, for the time required to complete a specified number of cycles. This worst-case bound holds
precisely because the complete graph contains all other possible communication graphs. There-
fore, we study the number of graphs required for their union to be approximately complete (in a
sense to be defined below). As an auxiliary result, we are also able to determine the number of
graphs needed in a union before that union is expected to form a connected graph; this result may
be of independent interest as a number of works rely on communication graphs having connected
unions over finite intervals (or a related variant of this assumption), including [24], [41]–[55].
Both results rely in some form on computing eigenvalues of random matrices, and there is
an established literature dedicated to doing so [56], [57], including for eigenvalues of random
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symmetric matrices [58]–[60], and eigenvalues of random graphs’ Laplacians specifically [61]. A
common approach to estimating or computing the eigenvalues of a random symmetric matrix is to
let the size of the matrix get arbitrarily large [56], [59], [60], [62]. In graph theory, this approach
corresponds to letting the number of nodes in a graph grow arbitrarily large, and it has seen use
in spectral graph theory because it allows one to rigorously state results that hold for almost all
graphs [63].
In the study of multi-agent systems, one is often interested in networks of a fixed, small size,
such as in [64]–[66], and this makes results for asymptotically large networks less applicable in
some cases. As a result, we derive convergence results in terms of a network’s size without taking
it to grow asymptotically large. In addition, there are a number of graph theoretic results that
estimate eigenvalues of random graphs’ Laplacians when edge probabilities bear some known
relationship to the size of the network, e.g., [67], [68]. In cases where a random graph is used to
model unreliable communications, there is no guarantee that such a relationship will hold as the
quality of communication channels can depend upon a wide variety of external factors. Therefore,
we allow edge probabilities to take values independent of the network’s size, and we state our
results in terms of both a network’s size and its edge probability, without making assumptions
about either or about a relationship between them.
The rest of this chapter is organized as follows. Section 3.1 reviews the necessary elements
of graph theory, including random graphs, and provides formal statements of the problems we
solve. Then, Section 3.2 computes the first four moments of a random graph’s Laplacian. Next,
Section 3.3 presents the main results of the chapter in the form of bounds on the number of graphs
required in a union to attain a specified bound on the union’s algebraic connectivity. Then, Sec-
tion 3.4 provides numerical results with various graph parameters. Finally, Section 3.5 concludes
the chapter.
55
3.1 Review of Graph Theory
In this section, we review the basic elements of graph theory required for the remainder of the
chapter. We first introduce unweighted, undirected graphs and then review random graphs. Then
we formally state the problems under consideration.
3.1.1 Basic Graph Theory
All graphs in this chapter are assumed to be simple (i.e., no self loops), unweighted, and undirected.
Such graphs are defined by pairwise relationships over a finite set of nodes or vertices. Suppose
that a graph has a set V of n vertices, with n ∈ N, and index these vertices over the set {1, . . . , n}.
We define the edge set
E ⊆ V × V,
and say there is an edge between nodes i and j if (i, j) ∈ E. A graph G is then formally defined as
the 2-tuple G = (V,E). Throughout this chapter, all edges are undirected and an edge (i, j) ∈ E
is not distinguished from the edge (j, i) ∈ E. We do not allow self loops and therefore (i, i) 6∈ E
for all i and all graphs G. One main focus of this chapter is on connected graphs, which we define
now.
Definition 3.1 (E.g., [69]) A graph G is called connected if, for all i ∈ [n] and j ∈ [n], i 6= j,
there is a sequence of edges one can traverse from node i to node j, i.e., there is a sequence of
indices {i`}k`=1 and nodes {vp}
ik
p=i1
such that E contains all of the edges
(i, vi1), (vi1 , vi2), (vi2 , vi3), . . . , (vik−1 , vik), (vik , j).
4
The results of this chapter are stated in terms of graph Laplacians, which depend upon the
degree and adjacency matrices associated with a graph. The degree of node i is defined as the total
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number of edges that connect node i to some other node. Using | · | to denote the cardinality of a
set and using di to denote the degree of node i, we have
di =
∣∣{j | (i, j) ∈ E}∣∣.
The n× n degree matrix associated with a graph G is then defined as
D(G) =

d1 0 · · · 0
0 d2 · · · 0
...
... . . .
...
0 0 · · · dn

,
which will be written simply as D when the graph G is understood.
The n× n adjacency matrix associated with G, denoted A(G), is defined element-wise as
ai,j =

1 (i, j) ∈ E
0 otherwise,
where ai,j is the ithjth entry in A(G). Note that, because (i, j) ∈ E implies (j, i) ∈ E, A(G) is a
symmetric matrix. In addition, the absence of self loops results in A(G) having zeroes on its main
diagonal for all graphs G. We will simply write A when G is clear from context.
The Laplacian of a graph G is then defined as
L(G) = D(G)− A(G),
which will be written simply as L when G is unambiguous. The results of this chapter rely in
particular on spectral properties of L, which is symmetric and positive-definite for any undirected,
unweighted graph [69]. Letting λk(·) denote the kth smallest eigenvalue of a matrix, it is known
57
that λ1(L) = 0 for all graph Laplacians [37], and thus we have
0 = λ1(L) ≤ λ2(L) ≤ · · · ≤ λn(L). (3.1)
The value of λ2(L) is central to the work in this chapter and some other works in graph theory, and
it gives rise to the following definition.
Definition 3.2 (From [40]) The algebraic connectivity of a graph G is the second smallest eigen-
value of its Laplacian, λ2(L), and G is connected if and only if λ2(L) > 0. 4
This chapter is dedicated to studying the statistical properties of λ2 for unions of random
graphs. Toward doing so, we now review the necessary elements of the theory of random graphs.
3.1.2 Random Graphs
A common model for random graphs is the Erdős-Rényi model, originally published in [38], and
we use it here because it accurately captures the behavior of two cases of interest. First, some
algorithms are randomized by design, such as gossip algorithms [25], and Erdős-Rényi graphs can
model the behavior of such algorithms in some cases. Second, members of a network sometimes
share information over communication channels which are intermittently lost and regained, and
this behavior is well-modeled by Erdős-Rényi graphs as well [39]. This model takes two parame-
ters to generate random graphs: a number of nodes n ∈ N and an edge probability2 p ∈ (0, 1). The
Erdős-Rényi model generates graphs on n nodes whose edge sets contain each possible edge with
probability p, independent of all other edges. Formally, for each admissible i and j, we have
P[(i, j) ∈ E] = p and P[(i, j) 6∈ E] = 1− p.
2The cases p = 0 and p = 1 provide edgeless graphs and complete graphs, respectively, and are omitted because
their behavior is deterministic.
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An alternative characterization that we use later can be stated in terms of the elements of the
adjacency matrix of a random graph: for n nodes and edge probability p, we find
P[ai,j = 1] = P[aj,i = 1] = p and P[ai,j = 0] = P[aj,i = 0] = 1− p.
Thus each ai,j is a Bernoulli random variable.
We use G(n, p) to denote the sample space of all possible random graphs generated by the
Erdős-Rényi model on n nodes with edge probability p, and we use L(n, p) to denote the set of
Laplacians of all such graphs. We also use the notation q := 1 − p. In the study of multi-agent
systems, it is also common for some algorithms and results to be stated in terms of union graphs,
which we define now.
Definition 3.3 For a collection of graphs {Gk = (V,Ek)}Nk=1 defined on the same node set V , the









i.e., the union graph UN contains all edges in all N graphs that comprise the union. 4
With these basic concepts established, we now formally state the problems that are the focus
of this chapter. We begin with a problem statement concerning completeness of unions of random
graphs.
Problem 3.1 Fix n ∈ N and p ∈ (0, 1), and let λcomp denote the algebraic connectivity of a
complete graph. Find Nmin ∈ N such that E[λ2(UN)] ≈ λcomp for all N ≥ Nmin, and lower-





and Gk ∈ G(n, p) for all k ∈ {1, . . . , N}. 
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The second problem statement concerns connected unions of random graphs.
Problem 3.2 Fix n ∈ N and p ∈ (0, 1), and let λmin denote the minimum algebraic connectivity
among all connected graphs. Find Nmin ∈ N such that E[λ2(UN)] ≥ λmin for all N ≥ Nmin, and
lower-bound P[λ2(UN) ≥ λmin] for all N ≥ Nmin, where UN is defined as it is in Problem 3.1. 
One approach to analyzing random graphs that has seen use in the graph theory literature
consists of taking the limit as n goes to infinity, with the benefit of this approach being the ability
to rigorously determine which properties hold for almost all graphs. However, motivated by the
study of multi-agent systems, we are interested in networks of fixed size and therefore develop our
results in terms of a fixed value of n. Toward doing so, we keep n fixed (but unspecified), and we
compute the first four moments of a random graph’s Laplacian in the next section.
3.2 Computing Moments of the Laplacian of a Random Graph
This section provides several technical lemmas that will be used in the next section to derive the
main results of this chapter. To enable those results, it will be necessary to have the first four
moments of the Laplacian of a random graph, which we compute in this section.
First, we have the following lemma concerning eigenvalues of a matrix of the form aI + b(J − I),
where I is the n× n identity matrix, and J is the matrix of ones of size n× n.
Lemma 3.1 A matrix M of the form aI + b(J − I), namely
M =

a b · · · b
b a · · · b
...
... . . .
...
b b · · · a

∈ Rn×n,
has a+(n−1)b as an eigenvalue with multiplicity one and a− b as an eigenvalue with multiplicity
n− 1.
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Proof: We proceed using a series of row operations that preserves the characteristic polynomial of
M . We see that
|M − λI| =
∣∣∣∣∣∣∣∣∣∣∣∣∣

a− λ b · · · b
b a− λ · · · b
...
... . . .
...




Next, we add rows 2 through n to row 1, giving
|M − λI| =
(




1 1 · · · 1
b a− λ · · · b
...
... . . .
...




Subtracting b times row 1 from each other row, we find
|M − λI| =
(




1 1 · · · 1
0 a− b− λ · · · 0
...
... . . .
...




where the matrix on the right-hand side is upper-triangular. The determinant on the right-hand side
is then the product of the diagonal entries of that matrix, resulting in
|M − λI| = (a+ (n− 1)b− λ)(a− b− λ)n−1,
whose roots are indeed a+ (n− 1)b, with multiplicity 1, and a− b with multiplicity n− 1. 
We now derive the expected value of the first four powers of a random graph’s Laplacian.
Lemma 3.2 Let a number of nodes n ∈ N and edge probability p ∈ (0, 1) be given. The Laplacian
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L of a graph G ∈ G(n, p) satisfies
E[L] = p(nI − J)
E[L2] =
[










(n− 7)(n− 3)(n− 2)p4 + 6(2n− 7)(n− 2)p3 + 25(n− 2)p2 + 8p
]
(nI − J).










a2,j · · · −a2,n
...
... . . .
...







where each term ai,j is a Bernoulli random variable with expectation equal to p. The off-diagonal
entries of L have E[Lij] = E[−ai,j] = −p, while linearity of E[·] gives E[Lii] = (n − 1)p for
diagonal entries of L. From this we find
E[L] =

(n− 1)p 0 · · · 0
0 (n− 1)p · · · 0
...
... . . .
...




0 p · · · p
p 0 · · · p
...
... . . .
...
p p · · · p

= (n− 1)pI − p(J − I)
= p(nI − J).
Computing the expectation of the entries ofL2 requires one to consider two cases. The diagonal
entries of L2 are formed by the product of row i of L with column i of L (and by symmetry of L
these are identical), while the off-diagonal entries result from the product of row i and column j
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of L (which are not identical when i 6= j). It is important to note that a2i,j = ai,j because ai,j is a
Bernoulli random variable. As a result, when computing expectations one finds that E[aki,j] = p for
all k ∈ N, while products of ` distinct off-diagonal entries of A have expectation equal to p` due
to all ai,j terms being mutually independent.
















= (n− 1)(n− 2)p2 + 2(n− 1)p,
























































































































































































and computing the expected value of these terms gives the expected value of L3.
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for an off-diagonal entry of L4. Computing the expectation of these two terms then gives the
expected form of L4 as well. 
These four moments of L will be used directly in solving Problems 3.1 and 3.2 in the next
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section. As stated, these moments of L apply to single random graphs. However, under the Erdős-
Rényi model, a union of random graphs can itself be treated as a single random graph with a
different edge probability, allowing these results to be easily extended to unions of random graphs.
This is formally stated and shown in the next lemma.
Lemma 3.3 Let G(n, p) denote the sample space of all Erdős-Rényi graphs on n vertices with
edge probability p, and let UN(n, p) denote the space of unions of N graphs from G(n, p). Then
UN(n, p) = G(n, 1− (1− p)N),
i.e., a union of Erdős-Rényi graphs is itself an Erdős-Rényi graph.
Proof: Consider some G ∈ UN(n, p). Fix any admissible node indices i and j. Then an edge
is absent between i and j only if it is absent in all N graphs that comprise G. That is, an edge
between i and j is absent in G with probability qN . Then that edge is present with probability
1− qN = 1− (1− p)N . 
Thus we may develop our results for single Erdős-Rényi graphs with the knowledge that these
results apply to unions of such graphs under a suitable change in edge probability. The final lemma
required lets us study the expected eigenvalues of a graph Laplacian (and its powers) by studying
the eigenvalues of the expected graph Laplacian. The expected graph Laplacian takes a simple
form and its eigenvalues are straightforward to compute, and this lemma will be used to simplify
the process of computing moments of the eigenvalues of random graphs’ Laplacians. We state the
lemma below.
Lemma 3.4 Let eig(·) denote the set of eigenvalues of a matrix. Then for a graph Laplacian
L ∈ L(n, p) and k ∈ {1, 2, 3, 4} we have
E[eig(Lk)] = eig(E[Lk]).
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 = (n− 1)p,
because the random variables aij are independent Bernoulli random variables which take value 1




E[Lii] = n(n− 1)p.
Denote the eigenvalues of the Laplacian of a random graph by `i, 1 ≤ i ≤ n. Due to the sym-
metries in the problem and the fact that all off-diagonal elements of L are i.i.d. random variables,
along with the diagonal elements simply being sums of these variables, the non-zero eigenvalues of
L are equal in expectation. That is, apart from the guaranteed zero eigenvalue `1 = 0 which is true
of every graph Laplacian (as noted in Equation (3.1)), all other eigenvalues have equal expectation
precisely because all off-diagonal entries have the same form and because all diagonal entries do
as well. We then have that
n∑
i=2
E[`i] = E[trace(L)] = n(n− 1)p
from above, giving
E[`i] = np (3.2)
for all i ∈ {2, . . . , n}.
As for eig(E[L]), we note that
E[L] = p(nI − J),
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which by Lemma 3.1 has eigenvalues
`1 = 0 and `i = np for k ∈ {2, . . . , n}. (3.3)
Comparing Equations (3.2) and (3.3), we find that
E[eig(L)] = eig(E[L])
as desired.
By the same reasoning, one can repeatedly exploit the symmetries of L and its powers to obtain
E[eig(Lk)] = eig(E[Lk])
for any k ∈ {2, 3, 4}. 
The next section exploits this result to solve Problems 3.1 and 3.2. Before doing so, we draw an
important distinction between the eigenvalues {`i}ni=1 studied in this section and the eigenvalues
{λi}ni=1 in Section 3.1. The eigenvalues {`i}ni=1 comprise an unordered collection and are simply
the eigenvalues of a random graph’s Laplacian; as a result, each `i is itself a random variable. In
the setting of random graphs, λi is then the ith order statistic over these random variables, i.e., the
ith smallest value realized by any of the random variables in the collection {`i}ni=1.
More concretely, using the convention that `1 = 0 is always the zero eigenvalue of a random
graph’s Laplacian (which is guaranteed to exist by Equation (3.1)), the algebraic connectivity of a




This section has characterized each `i, and Section 3.3 uses these results to characterize λ2.
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3.3 Probabilistic Connectivity and Completeness of Unions of Erdős-Rényi Graphs
In this section, we present the main results of this chapter, and using the computations of moments
from Section 3.2 we present solutions to Problems 3.1 and 3.2. The emphasis of this section is
on deriving probabilistic bounds on the algebraic connectivity of unions of random graphs. To
that end, we first review the bounds on algebraic connectivity that correspond to connected and
complete graphs. Then we provide bounds on a union graph’s algebraic connectivity in terms of
the moments of L derived above. Finally, we use these bounds to estimate the number of graphs
needed in a union in order to provide either a connected or complete union graph.
3.3.1 Values of λ2 for Connectivity and Completeness
It was stated in Section 3.1 that the algebraic connectivity of a graph is the second smallest eigen-
value of its associated Laplacian, denoted λ2, and that a graph is connected if and only if λ2 > 0
[40]. This result reveals a subtle point: using Lemmas 3.1 and 3.2, one can see that a random
graph’s expected Laplacian has a zero eigenvalue and n − 1 eigenvalues with positive expected
value. However, it is intuitively clear that a graph with very small edge probability should not
always be a connected graph, despite this positive expected value. This point is resolved by noting
that there is a smallest value of λ2 which is actually attained by a connected graph, i.e., for a con-
nected graph on n vertices, there is a minimum possible value of its algebraic connectivity, which
we state now.







Proof: This follows from Corollary 3.2 and Table 4.4 in [40]. 
For the case of a complete graph, we have the following result.
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Lemma 3.6 A complete graph on n vertices has algebraic connectivity
λ2 = n.
Proof: See Example 2.13 in [37]. 
In what follows, we will use the results of Lemma 3.5 and Lemma 3.6 in order to estimate
the number of graphs needed in a union to expect connectivity and approximate completeness.
Presently, we bound the expectation and variance of the algebraic connectivity of a random graph.
3.3.2 Order Statistics of the Eigenvalues of a Random Graph
Denote the eigenvalues of a random graph’s Laplacian by `i for i ∈ {1, . . . , n}. All graphs have
at least one zero eigenvalue [40], and we always denote the guaranteed zero eigenvalue by `1 = 0.
The remaining eigenvalues are unordered with respect to their indices, and this means that the




Each `i is itself a random variable because it is a function of the Bernoulli random variables
that comprise a random graph’s Laplacian. Equation (3.4) makes it clear that the behavior of λ2
will depend upon that of the eigenvalues `i. To formalize this relationship, we first compute the
expectation and variance of each `i and then bound the same quantities for λ2. We first have the
following lemma.




where q := 1− p.
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Proof: From Lemma 3.4, we see that E[`i] is equal to any non-zero eigenvalue of E[L]. Using
Lemma 3.2, we see that
E[L] = p(nI − J) = (n− 1)pI − p(J − I).
Using Lemma 3.1, this has two distinct eigenvalues: 0, with multiplicity 1, and npwith multiplicity
n− 1. Then for i ∈ {2, . . . , n} we have E[`i] = np and the first part of the lemma is complete.
For the second part, we see that
Var[`i] = E[`2i ]− E[`i]2. (3.5)




(n− 2)p2 + 2p
]
(nI − J)
and Lemma 3.1 gives that a non-zero eigenvalue of this matrix is equal to n(n − 2)p2 + 2np.
Returning to Equation (3.5) and using the first part of the lemma, we find that




Having computed the expectation and variance of a general eigenvalue of L, we now turn
to computing these same quantities for the algebraic connectivity of L, λ2. To do so, we have
the following lemma relating the expectation and variance of individual random variables to the
expectation of order statistics over these random variables.
Lemma 3.8 Let X1, . . . , Xm be random variables (not necessarily independent) with common
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mean µ and common variance σ2. Then the kth order statistic of this collection, i.e., the kth





≤ E[Xk:m] ≤ µ+ σ
√
k − 1
m− k + 1
.
Proof: See [70], Equation (4). 
Using this lemma, we have the following theorem on the expectation of λ2 for a random graph.







≤ E[λ2] ≤ np, (3.6)
where q = 1− p.
Proof: λ2 is by definition the minimum of the eigenvalues `2, . . . , `n, each of which has µ = np
and σ =
√
2npq from Lemma 3.7. In the setting of Lemma 3.8, we have m = n − 1 and k = 1,
and the result follows by substituting these values into Lemma 3.8. 
It is possible that the left-hand side of Equation (3.6) is zero for some values of p. In particular,
a straightforward calculation shows that the left-hand side of Equation (3.6) is only positive when
p >
√
n2 + 16(n− 2)2 − n
4(n− 2)
,
and for p outside this range, Lemma 3.9 does not provide a lower bound on λ2 beyond its non-
negativity (which can be inferred from the non-negativity of each `i). However, despite this lim-
itation, Lemma 3.9 will be instrumental in solving Problems 3.1 and 3.2 below. Before doing so,
we now bound the variance of λ2 by following an argument similar to that in Lemma 3.9.
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Lemma 3.10 Let G ∈ G(n, p). Its algebraic connectivity has variance bounded according to

















Proof: Toward computing Var[λ2], we bound E[λ22] as was done for E[λ2] above. To do so, we first
need the value of σ[`2i ]. The variance of the random variable `
2
i can be computed as





where a straightforward application of Lemmas 3.4 and 3.2 gives
E[`4i ] = n(n− 7)(n− 3)(n− 2)p4 + 6n(2n− 7)(n− 2)p3 + 25n(n− 2)p2 + 8np
and







Applying Lemma 3.8 to E[λ22] one finds that, with m = n− 1 and k = 1,




= n(n− 2)p2 + 2np (3.7)
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and
E[λ22] ≥ n(n− 2)p2 + 2np− σ[`2i ]
√
n− 2. (3.8)
Using Lemma 3.9 and Equations (3.7) and (3.8), we have
Var[λ2] ≥ n(n− 2)p2 + 2np− σ[`2i ]
√
n− 2− n2p2










Below we apply these results to unions of random graphs.
3.3.3 Probabilistic Connectivity and Completeness of Unions of Random Graphs
We now present the main results of the chapter. We first focus on connectivity of unions and then
examine approximate completeness which, as discussed above, provides a worst-case analysis for
the rate at which cycles occur in Algorithm 2.2 in Chapter 2. We have the following result.
Theorem 3.1 Consider a union of N random graphs on n vertices with edge probability p. Then














(1− p)N ≥ λlower.
Proof : This follows from Lemma 3.3 and Lemma 3.9. 
Although Lemma 3.6 shows that one requires λ2 = n for completeness of a graph, Theorem 3.1
only applies to values of λlower that are less than n. This is done because the expectation of λ2 can
never be equal to n for p ∈ (0, 1), which we state and show formally in the following corollary.
Corollary 3.1 No finite union of random graphs on n nodes with edge probability p can have
expected algebraic connectivity bounded below by n.
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Proof: For all finite N , there is always some non-zero probability of having a non-complete union
graph, and thus the expected value of λ2 must also be less than n. 
Corollary 3.1 implies that λlower must be less than n in Theorem 3.1 to compute a finite lower
bound on N . Nonetheless, one can set λlower = n − ε for any ε ∈ (0, n) to derive a lower
bound on N which attains an “approximately” complete graph, and this will be done shortly. First,
considering the general case, we now compute a value of N which guarantees that the expected
value of λ2 is bounded below by some λlower ∈ (0, n).
Theorem 3.2 Consider a union of N random graphs on n vertices with edge probability p. The
algebraic connectivity of this union is bounded below by some λlower ∈ (0, n) when












8n(2− n)λ2lower + 8n2(n− 2)λlower + 4n2(n− 2)2.





q̂(1− q̂) ≥ λlower.




≥ 2n(n− 2)(1− q̂)q̂. (3.9)










n2 − 2nλlower + λ2lower
)
≥ 0. (3.10)
We seek here to make 1− (1− p)N large, which is done by making q̂ = (1− p)N small. Using the
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quadratic equation, we solve the inequality in Equation (3.10) to derive the lower bound
q̂ ≤ 4n
2 − 4n− 2nλlower − τ(n)
6n2 − 8n
,
where taking logarithms gives
N log q ≤ log
(














The last result needed before solving Problems 3.1 and 3.2 is the Paley-Zygmund inequality,
which we state below.
Lemma 3.11 (Paley-Zygmund Inequality) Let Z be a non-negative random variable satisfying
Var[Z] <∞, and let θ ∈ [0, 1]. Then




Proof: See [71]. 
We now state our solutions to Problems 3.1 and 3.2, beginning with Problem 3.1. Below, we
use the results of Lemma 3.6 and Corollary 3.1, which show that although a complete graph has
λ2 = n, one cannot have E[λ2] = n. Therefore, we state our solution to Problem 3.1 in terms of
approximating this value.
Theorem 3.3 (Solution to Problem 3.1) Let ε ∈ (0, n) be given. For n ∈ N nodes and edge
probability p ∈ (0, 1), a union of N random graphs from G(n, p) has E[λ2(UN)] ≥ n − ε for
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values of N satisfying












8n(2− n)(n− ε)2 + 8n2(n− 2)(n− ε) + 4n2(n− 2)2.
In addition, forN ≥ Nmin, the probability that λ2(UN) is at least n−ε is bounded below according
to





n(n− 2)p̂2 + 2np̂
)
,
where p̂ = 1− (1− p)N and q̂ = 1− p̂.
Proof: The first part of the theorem follows directly from Theorem 3.2, with λlower = n − ε. The





which is in [0, 1] because we consider unions with N ≥ Nmin graphs in them. 
Next, we present our solution to Problem 3.2.
Theorem 3.4 (Solution to Problem 3.2) Let λmin be the minimum algebraic connectivity of a con-
nected graph on n nodes. Then for n ∈ N nodes and edge probability p ∈ (0, 1), a union of N
random graphs from G(n, p) has E[λ2(UN)] ≥ λmin for values of N satisfying

















































n(n− 2)p̂2 + 2np̂
)
,
where p̂ = 1− (1− p)N and q̂ = 1− p̂.
Proof: This follows from the same procedure as Theorem 3.3. 
A useful feature of Theorems 3.3 and 3.4 is that the expectation of λ2 can be tuned to a par-
ticular value by modulating the number of graphs in the union. Thus, both λlower and N provide
a means for manipulating the bounds in these theorems in order to derive probabilistic bounds on
the algebraic connectivity of a union of random graphs. The next section implements these results
for several values of N , n, and p.
3.4 Simulation Results
In this section, we simulate the results of Theorems 3.3 and 3.4 to provide numerical solutions to
Problems 3.1 and 3.2 for select values N , n, and p.
3.4.1 Numerical Results for Problem 3.1
We begin by presenting results using Theorem 3.3. First, we give values of Nmin for a range of
values of n and p to give numerical values of Nmin for different use cases. Table 3.1 gives the
value of Nmin, rounded up to the nearest integer, as determined by Theorem 3.3. The value of n
ranges from 10 to 100, 000, and p ranges from 0.001 to 0.3. The values of Nmin shown below are
the numbers of random graphs needed in a union before the expected algebraic connectivity of that
union is at least n− ε, where here we have selected ε = 1.
Throughout these values, we see that increasing n causes substantial increases in the number of
graphs required for completeness. Completeness of a graph is a strong property in that it requires




Table 3.1: Values of Nmin, as determined by Theorem 3.3.
p
n
10 100 1, 000 10, 000 100, 000
0.001 5, 183 9, 889 14, 501 19, 105 23, 708
0.01 516 985 1, 444 1, 902 2, 361
0.1 50 94 138 182 226
0.2 24 45 66 86 107
0.3 15 28 41 54 67
ing n requires more edges to be present. When each edge appears only randomly, having them all
appear necessarily requires many trials, hence more graphs are required in a union and thus Nmin
increases with n.
Using the second half of Theorem 3.3, we next present lower bounds on the probability of
completeness for unions of random graphs in Table 3.2. In particular, for unions of N = 10
graphs, we provide lower-bounds on P[λ2(U10) ≥ n− ε] for n ranging from 3 to 24 and p ranging
from 0.3 to 0.5. Here we have again selected ε = 1.
Table 3.2: A lower bound on the probability of N = 10 graphs from G(n, p) being complete, as




3 0.3173 0.3857 0.4214
6 0.0630 0.0896 0.1028
9 0.0245 0.0385 0.0453
12 0.0123 0.0211 0.0253
15 0.0070 0.0132 0.0161
18 0.0043 0.0090 0.0112
21 0.0028 0.0064 0.0082
24 0.0019 0.0048 0.0062
Similar to the results in Table 3.1, Table 3.2 shows that the probability of completeness rapidly
decreases as the number of nodes in a graph increases. Intuitively, this makes sense as a larger
graph requires more total edges to be present in order to attain completeness, and thus we expect
a larger graph to be complete less often. Here, it may be possible to attain tighter bounds on these
probabilities, though our use of the Paley-Zygmund inequality gives a general-purpose result for
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bounding these probabilities, and a range of lower-bounds on λ2(UN) can be used with this same
result. Along these lines, we next present numerical results from Theorem 3.4.
3.4.2 Numerical Results for Problem 3.2
We now present results using Theorem 3.4 by providing values of Nmin for a range of values of
n and p, representing the solutions to Problem 3.2 under different conditions. Table 3.3 gives the
value of Nmin (rounded up) as determined by Theorem 3.4 for n ranging from 10 to 100, 000 and p
ranging from 0.00001 to 0.1. The values ofNmin shown in the table are the numbers of graphs from
G(n, p) needed in a union before the algebraic connectivity of the union has expectation bounded
below by that of a line graph (which has least algebraic connectivity among all connected graphs).
Table 3.3: Values of Nmin, as determined by Theorem 3.4.
p
n
10 100 1, 000 10, 000 100, 000
0.00001 117, 846 110, 539 109, 928 109, 868 109, 862
0.0001 11, 785 11, 054 10, 993 10, 987 10, 986
0.001 1, 178 1, 105 1, 099 1, 099 1, 099
0.01 118 110 110 110 110
0.1 12 11 11 11 11
Throughout these values, it can be seen that, for each fixed value of n, an order of magnitude
increase in p corresponds well to an order of magnitude decrease in the number of graphs required
for connectivity of a union. In addition, for a fixed value of p, increasing n causes a decrease in the
lower bound on Nmin. This means that, as graphs become larger, fewer total graphs are required
in a union to make it connected. This occurs because a graph on n nodes has n(n−1)
2
possible
edges and, because a larger graph has more possible edges, larger graphs have more possible ways
to attain connectivity, resulting in fewer required in a union to make it connected. The limiting
behavior of Theorem 3.4 can be seen in Table 3.3, where the lower bounds on Nmin appear to
saturate when p is held fixed and n is increased.
In Theorem 3.4, the numerator of the second log term approaches 2n2, while the denominator
of the same term approaches 6n2, causing this term to limit to log(1/3). Then, for large values of
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For p = 0.00001, this is equal to 109, 861, which agrees very closely with the values of Nmin seen
in Table 3.3 for n = 10, 000 and n = 100, 000.
For n = 50 nodes and p ∈ {0.05, 0.10, 0.15, 0.20, 0.25}, we now present lower bounds on the
probability of a union of N = 50 random graphs being connected. Below, Table 3.4 gives numer-
ical values for the probability of a particular union of N = 50 random graphs having algebraic
connectivity bounded below by that of a line graph.
Table 3.4: A lower bound on the probability of N = 50 graphs from G(50, p) being connected, as
determined by Theorem 3.4.
n
p
0.05 0.10 0.15 0.20 0.25
50 0.359 0.810 0.953 0.989 0.998
In Table 3.4 we see that the probability of having a connected union increases rapidly as p
increases, and that this probability approaches 1 even when p is far from 1. Next, in Table 3.5, we
present results that have fixed values of n = 50 and p = 0.10, but changing values of N .
Table 3.5: A lower bound on the probability of N graphs from G(50, 0.1) being connected, as
determined by Theorem 3.4.
n
N
25 50 75 100 125
50 0.377 0.810 0.947 0.986 0.996
Similar to what was seen in Table 3.4, these results show that the probability of a union being
connected increases rapidly with N . To further illustrate this trend, a union of N = 250 graphs
with n = 50 and p = 0.1 is connected with probability at least 0.9998 according to Theorem 3.4.
The numerical results in this section indicate that the results in Theorems 3.3 and 3.4 solve
Problems 3.1 and 3.2 in a manner which readily provides numerical results. The three parameters
n, p, and N can vary dramatically across problem formulations, though the results obtained here
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apply to broad ranges across all three of these parameters, allowing for these results to be used in
a wide range of applications.
3.5 Conclusion
This chapter presented several results concerning the connectivity and completeness of unions of
random graphs. In contrast to some established literature on random graphs, the graphs considered
were on a fixed number of nodes, and the probability of any edge being present was not assumed
to have any relationship to the number of nodes. The first four moments of a random graph’s
Laplacian were computed and, using these moments, bounds on the expectation and variance of
the algebraic connectivity of unions of random graphs were derived. These bounds were then used
to compute a lower bound on the number of random graphs needed in a union to attain some lower
bound for the algebraic connectivity of the union. These results give a worst-case analysis for
the rate at which cycles occur in Chapter 2. Given the utility and flexibility of random graphs in
modeling multi-agent communications, this chapter gives a general-purpose result for the timing
with which one can expect cycles to occur in Algorithm 2.2 and thus enables a general-purpose
error estimate for Algorithm 2.2 in networks with asynchronous communications.
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CHAPTER 4
ASYNCHRONOUS COORDINATION OF ROBOTIC NETWORKS
This chapter presents a robotic implementation of the asynchronous optimization algorithm devel-
oped in Chapter 2. This chapter serves the dual purposes of verifying the preceding results in a
practical setting and demonstrating that this algorithm is indeed well-suited to implementation on a
physical system. Below, Section 4.1 describes the problems being solved, Section 4.2 describes the
robots being used and implementation details of the experimental setup, and Section 4.3 presents
results from these robotic experiments.
4.1 Optimization Problems for Quadrotor Teams
The experiments in this chapter centered on solutions to three optimization problems which are
crafted with specific physical formations in mind. They are stated here in the order in which they
are executed in the experimental run described in Section 4.3, where they are solved by a team of
five quadrotors. In all three problems, agent i has a state vector in R3. When writing the arguments
of functions below, xi,p refers to the pth entry of agent i’s state vector.
First, Problem 4.1 has the agents form a regular pentagon in the xy-plane and evenly space
their altitudes along the z-direction.
Problem 4.1
minimize f(x)








‖x1 − x2 − d1‖2 + ‖x2 − x3 − d2‖2 + ‖x3 − x4 − d3‖2






























































[−0.8, 0.8]× [−1.1, 1.1]× [−2.5,−0.4].

Second, Problem 4.2 has the agents form a “V”-shaped formation by forming a line in the
xy-plane and evenly spacing their altitudes along the z-direction.
Problem 4.2
minimize f(x)







































(‖x1 − x2‖2 − 1)
(‖x1 − x3‖2 − 1)
(‖x3 − x5‖2 − 1)







[−0.8, 0.8]× [−1.1, 1.1]× [−2.5,−0.4].

Third, Problem 4.3 has the agents form a line in the xy-plane at the maximum permissible








2 + (x2,3 + 2)
2 + (x3,3 + 2)
2 + (x4,3 + 2)



































[−0.8, 0.8]× [−1.1, 1.1]× [−2.5,−0.4].

4.2 Experimental Platform and Setup
The experiments in this chapter were conducted using five Crazyflie 2.01 quadrotors. Each quadro-
tor was running the Robot Operating System (ROS)2 and communicated with a desktop computer
functioning as a base station. This base station gathered information from 10 OptiTrack3 motion
capture cameras, giving real-time three-dimensional position information for each quadrotor. This
camera system abstracts away the problems of sensing and state estimation for robot positions, let-
ting Algorithm 2.2 instead take accurate information as a given, and focusing this implementation
of Algorithm 2.2 on verification of the algorithm itself.
A quadrotor’s dynamics are complex [72], though they are differentially flat [73], which means
that quadrotor trajectories can be planned for a subset of the quadrotor’s states, and all necessary
inputs and other states can be computed in terms of these states and their derivatives. In particular,













one can compute each rotor’s thrust, the quadrotor’s roll, and the quadrotor’s pitch in terms of r
ṙ, r̈, ...r, and ....r [73]. In this experimental setup, desired robot positions are generated in R3 and
a trajectory between the current position and the desired one is generated using the framework in
[73] to translate a desired trajectory into rotor thrusts. A problem is regarded as solved when the
cloud determines that
∥∥∥∥∂f∂x(xc(t))+ ∂g∂x(xc(t))Tµ(t) + αxc(t)
∥∥∥∥ < εnorm,
where εnorm = 0.20 was chosen in this case. When this condition is satisfied, the agents begin
solving the next problem in the sequence, or, if they have completed solving the final problem,
they hold their final position until the experiment is terminated by a user.
To implement this approach, the aforementioned base station gathers global information about
the network and therefore serves the role of the cloud computer in this setting. The hardware
limitations of this platform do not allow for direct robot-to-robot communications, and these com-
munications are instead simulated by storing each robot’s knowledge of the network’s state on-
board the base station and ensuring that each agent’s knowledge is segregated from each other
agent’s; though controlling the quadrotors is technically a centralized operation in this experi-
mental setup, the information restrictions and discrepancies seen in practice under asynchronous
communications are present in this implementation because we separate the agents’ knowledge of
the network. The base station generates subsequent positions for each agent using Algorithm 2.2
and the agents move to these locations using local PID controllers on their positions in space. Due
to disturbances in the environment, each agent will not necessarily reach exactly its commanded
position, and the agents’ true positions are therefore fed back into Algorithm 2.2 for determining
subsequent positions.
There are three additional modifications made to Algorithm 2.2 for implementation. The first is
the use of a collision avoidance system for the quadrotors. Algorithm 2.2 intentionally allows states
of two agents to be arbitrarily close (or indeed, to overlap exactly) because this is desirable in some
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settings and because a safe radius around each agent is heavily implementation dependent. For
this implementation, we add a basic collision avoidance system that uses control barrier functions
(CBFs) [74] to provide minimally-invasive modifications to each quadrotor’s position commands
in order to prevent collisions between them. In this case, a safety radius of 30cm was chosen in
order to keep the centers of mass of any two quadrotors at least 30cm apart.
Second, to prevent excessively many commands from being sent to the quadrotors and to pre-
vent the jitter that can result from sending too many commands in too short a span of time, the
cloud only commands the quadrotors to move if such a command will move the quadrotors at least
30cm total. If a command would not result in at least 30cm of total displacement, the agents are
stationary while new positions are repeatedly computed until the 30cm threshold is reached.
Third, to make the behavior of the system truly asynchronous, all agents’ communications
were randomized. During each iteration of Algorithm 2.2, each agent computed a state update
with probability pupdate = 0.1, and each agent sent its current state value (whether it was just
updated or not) to each essential neighbor and the cloud with probability psend = 0.10. Here, all
communications and computations were independent, giving rise to asynchronous behavior in the
system.
For Algorithm 2.2, the regularization parameters α = 0.02 and β = 0.02 were chosen, and the






where ρ0 is defined in Theorem 2.1.
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4.3 Experimental Results
We now present results from an experimental implementation of the above setup. The total exper-
iment duration was 83.3s. The time required to solve each problem is given in Table 4.1.
Table 4.1: The experimental time required for five quadrotors to asynchronously solve Prob-
lems 4.1, 4.2, and 4.3 using Algorithm 2.2.
Task Runtime (s)
Solve Problem 4.1 51.1
Solve Problem 4.2 23.8
Solve Problem 4.3 8.4
Problem 4.1 took longest to solve in part because it has the most complex functional constraints
g; Problem 4.2 has simpler constraints and thus takes less time, and Problem 4.3 does not have
functional constraints and it is the fastest to solve.
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The initial position of the quadrotors is shown below in Figures 4.1 and 4.2 from the side and
from above, respectively.
Figure 4.1: A side view of the starting positions of five quadrotors running Algorithm 2.2.
Figure 4.2: A top view of the starting positions of five quadrotors running Algorithm 2.2.
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After 51.1 seconds, the quadrotors arrive at their solution to Problem 4.1, shown from both the
side and from above in Figures 4.3 and 4.4, respectively. Here we see that the quadrotors indeed
arrive at a pentagon in the xy-plane and arrive at evenly-space positions in the z-dimension, as
expected.
Figure 4.3: A side view of the quadrotors’ collective solution to Problem 4.1. As expected, they
are evenly spaced in the z-dimension.
Figure 4.4: A top view of the quadrotors’ collective solution to Problem 4.1. As expected, they
form a pentagon in the xy-plane.
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Once this solution is attained, the quadrotors begin solving Problem 4.2. After 23.8 seconds
they reach the position shown in Figures 4.5 and 4.6. As described above, the quadrotors reach a
“V” shape by assembling a line in the xy-plane and by attaining even spacing in the z-direction.
Figure 4.5: A side view of the quadrotors’ solution to Problem 4.2. As expected, they are evenly
spaced in the z-dimension and form a line in the xy-plane, giving rise to an overall “V” shape.
Figure 4.6: A top view of the quadrotors’ solution to Problem 4.2. As expected, they are evenly
spaced in the z-dimension and form a line in the xy-plane, giving rise to an overall “V” shape.
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Finally, once the quadrotors solve Problem 4.2, they solve Problem 4.3. The solution to this
problem is attained in 8.4 seconds and is shown from the side in Figure 4.7, and from above in
Figure 4.8. As expected, because the cost only affects agents’ z-coordinates, the agents form a
straight line in the xy-plane with equal heights in the z-direction.
Figure 4.7: A side view of the quadrotors’ collective solution to Problem 4.3. As encoded in
Problem 4.3, the agents reach their maximum allowed heights while forming a line in the xy-plane.
Figure 4.8: A top view of the quadrotors’ collective solution to Problem 4.3. As encoded in
Problem 4.3, the agents reach their maximum allowed heights while forming a line in the xy-plane.
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4.4 Discussion and Conclusions
In this chapter, a robotic implementation of the work in Chapter 2 was presented, and it was shown
that a team of five quadrotors can successfully use Algorithm 2.2 to solve practical network co-
ordination tasks. The preceding experimental results show not only that Algorithm 2.2 is readily
implementable in practice, but also that it can successfully solve problems even when communi-
cations are highly unreliable. This point is furthered by the fact that the robots’ communications
and computations were deliberately programmed to occur infrequently and at random times, yet
the results of these experiments are visibly correct.
This work also demonstrates that Algorithm 2.2 is flexible enough to allow for certain neces-
sary practical considerations, like collision avoidance as was done here using barrier functions. In
spite of adding collision avoidance into the system, and in spite of the resulting position errors
stemming from this collision avoidance implementation, Algorithm 2.2 still successfully solved







DIFFERENTIALLY PRIVATE MULTI-AGENT OPTIMIZATION
Optimization problems spread across teams of agents arise naturally in several fields, including
communications [9], [10], robotics [3], [6], machine learning [26], sensor networks [1], [2], and
smart power grids [7], [8], [65]. Correspondingly, a variety of approaches have been developed
that solve problems with a wide variety of formulations. For example, [75] allows for distributed
optimization of non-differentiable objectives with time-varying communication links, [76] consid-
ers a similar problem formulation in which communication links fail over time, and [77] uses a
distributed Newton method to solve dynamic network utility maximization problems. Many other
problem types and solution schemes exist in the literature, and a broad exposition of results can be
found in [18].
In some cases multi-agent optimization is done using sensitive user data. A concrete example
of such a case comes from smart power grids. In smart power grids, homeowners share their power
usage information with others on the grid to allow network management, e.g., frequency regulation
[65], and to minimize their own power costs. In some cases, the granular power usage data shared
in smart grids can be used to infer sensitive details of users’ personal lives [16], [17]. In particular,
smart grid data can “provide a detailed breakdown of energy usage over a long period of time,
which can show patterns of use,” [17, Page 15, Item 16]. Further, given these patterns, “[p]rofiles
can thus be developed and then applied back to individual households and individual members of
these households,” [17, Page 15, Item 18]. These usage patterns in turn ”could reveal personal
details about the lives of consumers, such as their daily schedules,” [16, Page 2, Paragraph 5].
It is precisely the deduction of such patterns that we wish to prevent in the context of multi-
agent optimization. Based on the potentially revealing nature of some user data, we seek to opti-
mize while protecting sensitive user data both from eavesdroppers and other agents in the network.
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In some sense, privacy and optimization are competing objectives in that agents who only seek to
optimize may freely share their states with others in the network, while agents concerned only with
privacy may be inclined to share no information at all. To privately optimize, then, we must strike
a balance between these two different, competing objectives.
One approach to privacy that has recently seen widespread use is differential privacy. Dif-
ferential privacy was originally established in the database literature and keeps sensitive database
entries private when a database is queried by adding noise to the result of that query [78], [79]. The
authors of [80], [81] survey some of the important developments in this vein. Differential privacy
has been adapted to dynamical systems in order to keep sensitive inputs private from an adversary
observing a system’s outputs [82]. A dynamical system is differentially private if inputs that are
close in the input space produce outputs that have similar probability distributions; these notions
will be made precise in Section 5.2.
It is the dynamical systems notion of differential privacy that we apply to keep agents’ state
trajectories private while optimizing. One appealing aspect of differential privacy is its resilience
to post-processing, which allows for arbitrary processing of private information without the threat
of its privacy guarantees being weakened [82, Theorem 1]. Differential privacy is also robust to
arbitrary side information, meaning that an adversary cannot weaken differential privacy by much
through using information gleaned from another source [83].
There has already been some work on enforcing differential privacy in optimization. In [84]
linear programs are solved in a framework that allows for keeping objective functions or constraints
private. The authors of [85] consider a similar setting wherein linearly constrained problems with
affine objectives are solved while keeping the objective functions private. In the multi-agent set-
ting, [86] solves distributed consensus-type problems while keeping the agents’ objective functions
private, while [87] solves similar problems while keeping each agent’s initial state private.
In this chapter we solve non-linear programs wherein each agent’s state trajectory is sensitive
information and the agents therefore seek to protect their exact state trajectories from other agents
and any eavesdroppers. To protect these sensitive data, a trusted cloud computer is used that
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performs certain computations upon information it receives from the agents, makes the results of
those computations private by adding noise to them, and then sends the private results to each
agent. Each agent then updates its state locally using the information it received from the cloud,
and this process of sharing and updating information is repeated. This algorithm is online in the
sense that agents’ state trajectories are not first planned and then executed; instead, each agent
determines subsequent state values in terms of its present state. The contribution of this chapter
thus consists of an online multi-agent optimization algorithm that solves constrained optimization
problems while keeping each agent’s state trajectory differentially private. With this algorithm,
we also provide probabilistic convergence rates and relate the level of privacy in the system to the
convergence of the algorithm.
Our motivation for developing a mixed centralized/decentralized algorithm is inspired by the
prominence of cloud computing in many real-world applications. A survey of existing cloud appli-
cations is given in [88], and that reference elaborates on the scalability of the cloud and its ability
to coordinate many mobile devices. It is precisely these features of the cloud that make it an at-
tractive choice here. In this chapter, the cloud, viewed as a central aggregator, is an integral part
of the optimization process, and we leverage its scalability to aggregate all agents’ information,
perform computations upon that data in a private manner, and then distribute these private results
to the agents.
The privacy implementation in this chapter differs from the aforementioned references on pri-
vate optimization in several key ways. We are interested in solving problems in which the agents
collectively run an on-line optimization algorithm collaboratively by sharing (private functions of)
sensitive information. In the problems we consider, each iteration of the optimization algorithm de-
termines each agent’s next state. That is, the iterates of the optimization algorithm are the agents’
states, and it is each agent’s desire to keep its state trajectory private to protect information about its
behavior. Therefore, while the aforementioned references on private optimization focus on privacy
for other types of problem data, we focus specifically on keeping entire state trajectories private
while optimizing, and do so using the framework for trajectory-level privacy put forth in [82]. In
98
addition, we incorporate both nonlinear inequality constraints and set constraints, which, to our
knowledge, has not been explored in other privacy implementations.
Given the need to optimize while remaining private, encryption alone cannot provide the pri-
vacy guarantees that are needed in the problems we examine. In the “upstream” direction, encryp-
tion could be used to protect communications sent from the agents to the cloud, provided the cloud
could decrypt them. However in the “downstream” direction, when the cloud sends transmissions
to the agents, any encrypted messages from the cloud would naturally need to be decrypted by
the agents to allow each agent to update its state. While this strategy can protect transmissions of
sensitive data from eavesdroppers, having the agents decrypt transmissions from the cloud would
expose all agents’ sensitive data to each other agent in the network, violating the privacy guar-
antees that are required. Instead, what is required here is a privacy implementation that protects
user data from eavesdroppers and all others in the network, while still making that data useful for
optimizing. It is for this reason that we use differential privacy.
The rest of the chapter is organized as follows. Section 5.1 defines the problem to be solved
and its method of solution. Next, Section 5.2 covers the necessary elements of differential privacy
and relates them to the setting of optimization. Then, Section 5.3 provides a proof of convergence
for the optimization algorithm used here and a bound on its convergence, in addition to exploring
the trade-off between privacy and convergence. Section 5.4 provides simulation results to support
the theoretical developments made. Finally, Section 5.5 provides concluding remarks.
5.1 Optimization Problem Formulation
In this section we define the problem to be solved. In Section 5.1.1 we define the multi-agent prob-
lem of interest and then, to aid in the exposition of its solution method, we formulate an equivalent
ensemble problem. Then the solution to that problem will be discussed and, in Section 5.1.2, will
be adapted to the cloud-based architecture used here. Throughout this section, the term “ensemble
problem” refers to a centralized problem that is equivalent to the problem solved by the agents and
cloud, which is not centralized. The ensemble problem and multi-agent problem are equivalent (in
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that they lead to the same solution), though discussion will be carried out in terms of the ensemble
problem for simplicity.
5.1.1 Problem Overview
Consider N agents indexed over the set I := {1, . . . , N}, with agent i having state xi ∈ Rni for
some ni ∈ N. Agent i seeks to minimize the objective function
fi : Rni → R,
where fi depends only upon xi, that is, each agent’s objective function has no dependence upon
the other agents’ states. Using the notation ∇ifi := ∂fi∂xi , we state the following assumption for
objective functions.
Assumption 5.1 The function fi is C1 and convex, and ∇ifi is Lipschitz with constant Li for all
i ∈ I . ♦
Assumption 5.1 allows for a broad class of functions to be used as objective functions, in-
cluding any C2 convex function on a compact, convex domain (cf. Assumption 5.2 below). Each
agent’s state is constrained to lie in a given set which we express as
xi ∈ Xi ⊆ Rni .
Regarding each set Xi, we state the following assumption.
Assumption 5.2 Each set Xi is non-empty, compact, and convex. ♦
In particular Assumption 5.2 admits box constraints which are common in some multi-agent
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where the above inequality is enforced component-wise, i.e., gj(x) ≤ 0 for all j ∈ J := {1, . . . ,m}.
We now state our assumptions on g.
Assumption 5.3 The function gj : Rn → R is C1 and convex for all j ∈ J . In addition, for Rm
and Rn both equipped with the same p-norm, the function gxj :=
∂g
∂xj
is Lipschitz continuous with
constant Kjp for all j ∈ J with respect to the metric induced by the p-norm. The function g is
Lipschitz with constant Kgp with respect to the same metric. ♦
In this chapter we focus on the cases of p = 1 and p = 2. Like Assumption 5.1, Assumption 5.3
allows for any convex, C2 functions to be used for constraints whenever Assumption 5.2 holds. We
also have the following assumption on g.
Assumption 5.4 The constraints satisfy Slater’s condition, namely there exists a point x̄ ∈ X such
that g(x̄) < 0. ♦
Assumption 5.4 is commonly enforced in nonlinear programming problems to guarantee that
strong duality holds. Under Assumptions 5.1-5.4, we state an ensemble-level optimization prob-











where the product is meant in the Cartesian sense. To fix ideas, we state the following optimization
problem that does not yet incorporate privacy; privacy will be formally included in Problem 5.3 in
Section 5.2.
Problem 5.1 (Preliminary; no privacy requirement)
minimize f(x)
subject to g(x) ≤ 0
x ∈ X.

We note here that Problem 5.1 will be solved without having agent i share fi or Xi with the
other agents or with the cloud because these data are considered sensitive information. Similarly,
g is considered sensitive and the cloud does not share g or any gxi with any of the agents.
The Lagrangian associated with Problem 5.1 is
L(x, µ) = f(x) + µTg(x),
where µ is a vector of Kuhn-Tucker multipliers in the non-negative orthant of Rm, denoted Rm+ .
Under Assumptions 5.1, 5.2, and 5.3 a primal solution x̂ exists and the set of all primal solutions
is non-empty and compact. With the addition of Assumption 5.4, a dual solution µ̂ exists and the
optimal primal and dual values are equal [28, Proposition 6.4.3].
Under Assumptions 5.1-5.4, a point x̂ solves Problem 5.1 if and only if there exists a point
µ̂ ∈ Rm+ such that (x̂, µ̂) is a saddle point of L, that is, if and only if the point (x̂, µ̂) satisfies
L(x̂, µ) ≤ L(x̂, µ̂) ≤ L(x, µ̂)
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for all (x, µ) ∈ X × Rm+ [28, Proposition 6.2.4]. It is as saddle points of L that we seek solutions
(x̂, µ̂) to Problem 5.1.



















In what follows, it is necessary for G to be a Lipschitz mapping. Though the maps fx and gx
are Lipschitz by Assumptions 5.1 and 5.3, G itself cannot be shown to be Lipschitz because its
domain, X × Rm+ , is unbounded by virtue of Rm+ being unbounded. To rectify this situation, we
find a non-empty, convex, compact set containing µ̂ as was done in [31]. By the saddle point
condition on (x̂, µ̂), we have L(x̂, µ̂) ≤ L(x, µ̂) for all x ∈ X . Expanding, we find
f(x̂) + µ̂Tg(x̂) ≤ f(x̄) + µ̂Tg(x̄)
for x̄ the Slater point as defined in Assumption 5.4. By the complementary slackness condition we
have















where x∗ ∈ arg minx∈X f(x). We then define the set
M :=





which is non-empty, compact, and convex by definition, and which contains µ̂. For economy of
notation, we define the symbols Z := X×M and ẑ := (x̂, µ̂), and we will use z := (x, µ) to denote
an arbitrary point in Z. Below, we use the notions of monotonicity and strong monotonicity for
operators, which we define now.
Definition 5.1 An operator F : Rn → Rn is said to be monotone if
(
F (x)− F (y)
)T
(x− y) ≥ 0




(x− y) ≥ η‖x− y‖2
for all x, y ∈ Rn. ♦
By definition, every strongly monotone map is also monotone. Since L(·, µ) is convex for all
µ ∈ M and L(x, ·) is concave for all x ∈ X , we see that G is monotone [89, Theorem A]. Under
Assumptions 5.1-5.4, a primal-dual pair (x̂, µ̂) is a saddle point of L if and only if it solves the
following variational inequality (VI) [90, Corollary 11.1].
Problem 5.2 (VI formulation; no privacy requirement yet) Find a point ẑ ∈ Z such that
〈z − ẑ, G(ẑ)〉 ≥ 0
for all z ∈ Z. 
Further discussion on the equivalence of Problems 5.1 and 5.2 is given in [30], Sections 1.3.1,
1.3.2, and 1.4.1. Privacy is formally added to Problem 5.2 in the statement of Problem 5.3 in
Section 5.2.
We will use the notation V I(K,F ) to denote the generic problem of finding a point x ∈ K
such that, for a monotone map F , 〈y − x, F (x)〉 ≥ 0 for all y ∈ K, and we will use the notation
SOL(K,F ) to denote the solution set of V I(K,F ). The symbols Z and G refer to the specific
problem under consideration in this chapter so that Problem 5.2 is denoted V I(Z,G) and its solu-
tion set is SOL(Z,G). It is in the setting of variational inequalities that we will proceed and we
focus on solving Problem 5.2 with the understanding that its solutions also solve Problem 5.1.
For a compact set K and a monotone map F , one method of solving the variational inequality
V I(K,F ) is using a projection method with an iterative Tikhonov regularization as was done
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for deterministic variational inequalities in [34] and for stochastic variational inequalities in [91];
these methods regularize the earlier Goldstein-Levitin-Polyak method for solving such problems
[92], [93]. The basic principle underlying these methods is that a point in SOL(K,F ) can be
approached iteratively with F specifying the direction in which to move at each iteration. To
endow this procedure with greater numerical stability and, as will be shown, robustness to noise,
the kth iteration specified in [34], [91] instead uses the direction specified by F + αkI , with I the
identity map, αk > 0, and αk → 0. When F is monotone, each map F +αkI is strongly monotone
so that SOL(K,F + αkI) is a singleton for all k. Letting ξk denote the (unique) element of
SOL(K,F + αkI), for αk > 0 and αk → 0 we have ξk → y0, where y0 is the least-norm element
of SOL(K,F ) (which itself is non-empty because K is compact and F is monotone).
Given an initial point z(0) ∈ Z, the deterministic form of the regularized method to solve
V I(Z,G) is given below in Algorithm 5.1.
Algorithm 5.1 Given a point z(0) ∈ Z, apply the update


































until a fixed point ẑ is reached. 4
Here αk is the regularization parameter at timestep k and γk is the step-size at the same
timestep. In Section 5.2 we will use Algorithm 5.1 to solve a private optimization problem, and
in Section 5.3 we provide hypotheses on γk and αk sufficient for convergence. Currently we show
the applicability of this style of solution to the cloud architecture mentioned above.
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5.1.2 Communications
If we separate the update law in Algorithm 5.1 to examine the per-agent primal update law, we find
that agent i executes




∇ifi(xi(k)) + gxi(x(k))Tµ(k) + αkxi(k)
) ]
. (5.2)





and µ(k). Though gxi is a function of all states in the network, the agents do not send
their states to each other directly to allow for its computation because doing so may reveal sensitive
information. Instead, every agent sends its state to a trusted cloud computer which computes
gxi(x(k)) for every i ∈ I . Because no agent has every agent’s state value, no agent can compute
µ(k) (cf. Equation (5.1)), and therefore the cloud computes µ(k) as well using the update law
















to agent i; the modifications to these quantities to make them private are covered in Section 5.2.
The cloud is assumed to be a powerful computer capable of carrying out these calculations quickly
so that they reliably arrive at the agents in a timely fashion.
With this communications scheme, at timestep k four actions occur. First, agent i sends xi(k)










µ(k) to agent i. Fourth, agent i computes xi(k + 1) while the cloud simultaneously
computes µ(k + 1) in a differentially private way, and then this sequence of communications and
computations is repeated. Because this happens at every timestep, information in the network is
always synchronized when computations occur and there is no disagreement among the agents or
cloud as to what the value of a particular state is. As a result, the computations that are spread
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across the network in this manner produce identical results to Algorithm 5.1, and the ensemble
problem is mathematically equivalent to the cloud-based multi-agent problem.
For simplicity, the forthcoming analysis will be carried out in the ensemble setting. Despite the
mathematical equivalence between the multi-agent and ensemble approaches, the advantage of the
cloud-based approach in practice is that it allows for each agent’s state trajectory to be kept private
while the ensemble approach does not.
5.2 Private Optimization
Differential privacy originates in the database literature in computer science and was originally
designed to keep individual entries of a database private [81]. It has recently been extended to
the setting of dynamical systems in [82]. Differential privacy offers a formal definition of pri-
vacy as well as resilience to post-processing and robustness to side information. This resilience
to post-processing prevents an adversary from weakening the guarantees of differential privacy
by performing post-hoc calculations on private information. Robustness to side information guar-
antees that an adversary cannot use information it has gleaned from an alternate source to fully
defeat differential privacy. Below we first review differential privacy, then give a formal private
optimization problem statement, and finally discuss applying privacy to Problem 5.2.
5.2.1 Differentially Private Systems
Let there be N input signals to a system, each contributed by some user. The ith input signal is
denoted ui and is contained in the set ˜̀sipi , namely the space of sequences of si-vectors equipped
with the pi norm, with si, pi ∈ N, such that every finite truncation of ui is in `sipi . More explicitly,
let ui(k) denote the kth element of ui and define
PTui =

ui(k) for k ≤ T
0 otherwise.
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Then we say ui ∈ ˜̀sipi if and only if PTui has finite pi-norm for all values of T . Using this definition,








where the product is meant in the Cartesian sense, and the system produces outputs y ∈ ˜̀rq. In this
chapter we consider the cases where pi = 1 for all i ∈ I or pi = 2 for all i ∈ I . In the case of
pi = 1, the full input space to the system is ˜̀s1 and we use the ordinary 1-norm on this space. For
pi = 2, we likewise use the ordinary 2-norm on ˜̀s2. While each of ‖ · ‖1 and ‖ · ‖2 will be used
for both the 1-norm and 2-norm on Rn and ˜̀sp, the intent of each symbol can be discerned from its
argument each time it is used.
To implement differential privacy, we must specify which inputs we wish to generate “similar”
outputs. To do this, fix a real number B > 0 and define the binary symmetric adjacency relation
AdjB : ˜̀
s
p × ˜̀sp → {0, 1} as
AdjB(u, ũ) = 1⇔ ‖u− ũ‖p ≤ B. (5.3)
Two inputs u and ũ for which Adj(u, ũ) = 1 are called “adjacent.”
Towards making precise the notion of “similar” outputs, fix a probability space (Ω,F ,P), and
let Bd denote the Borel σ-algebra on Rd. Differential privacy is enforced by a mechanism, which
is a map M taking the form
M : ˜̀sp × Ω→ ˜̀rq,
and the role of a mechanism is to approximate a system whose inputs are sensitive information. We
now state the definition of a differentially private mechanism. In this definition, we use a σ-algebra
over ˜̀rq, denoted Σq,r.
1
Definition 5.2 A mechanism M : ˜̀sp × Ω → ˜̀rq is (ε, δ)-differentially private if and only if, for all
1An explicit construction of this σ-algebra can be found in [82, Section III-A], though we avoid a lengthy exposition
on Σq,r due to the relatively minor role its technical details play in the current work.
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adjacent u, ũ ∈ ˜̀sp we have
P(M(u) ∈ S) ≤ eεP(M(ũ) ∈ S) + δ (5.4)
for all S ∈ Σq,r. ♦
In Equation (5.4) it is ε and δ that determine the privacy policy and smaller values of each
imply a greater level of privacy for users. In general, ε should be kept small and typical values
for ε range from 0.1 to log 3. On the other hand, δ should be kept as small as possible because
it allows for zero probability events for M(ũ) to have non-zero probability for M(u), and there-
fore can allow for important losses in privacy by making it easy for an adversary to distinguish
between outputs. Common values for δ range from 0 to 0.05; (ε, 0)-differential privacy is called
ε-differential privacy and, in general, ε-differential privacy is stronger than (ε, δ)-differential pri-
vacy precisely because of the aforementioned losses in privacy that can come from δ > 0. For this
reason, (ε, δ)-differential privacy can be regarded as a δ-approximate form of ε-differential privacy
[94]. For a fixed value of ε, the benefit of using even small values of δ > 0 is that the variance of
noise added can be reduced while maintaining “almost” the same level of privacy.
5.2.2 Private Optimization Problem Statement




k∈N, which is a
sensitive signal in ˜̀sp, and in doing so we protect each individual agent’s state trajectory; for agent
i, this is xi ∈ ˜̀sipi . As discussed in Section 5.1, keeping individual agents’ state trajectories private
is necessary when the cloud computes gxi and µ at each time k. To implement privacy in these
computations, we regard each gxi as a deterministic, causal, memory-less dynamical system and
seek to make each such system differentially private. Similarly, we regard g as a deterministic,
causal, memory-less dynamical system and seek to make it differentially private as well. Due to
the post-processing property of differential privacy, computing µ using a private form of g also
implies that µ keeps each xi private.
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As discussed in Section 5.1, the agents do not communicate with each other at all and, instead,
each agent only sends its state to the cloud. The cloud handles all required centralized computations
and sends (privatized forms of) their results to the agents. Let ĝxi denote the private form of gxi ,
let ĝ denote the private form of g, and let µ̂ denote a dual vector µ that has been computed using ĝ
instead of g.






We are interested in having a team of agents optimize by having the cloud send agent i only
p̂i(k) at time k. We require that p̂i(k) protect xi for all i ∈ I , and we implement privacy by
approximating gxi (for all i ∈ I) and g by differentially private mechanisms. Using this method of
communications, we state the following problem that incorporates both optimization and privacy
objectives, and respects the fact that the objectives and constraints in this problem are sensitive
data.
Problem 5.3 (Private optimization) Solve Problem 5.2 using Algorithm 5.1 while
i. the agents communicate only with the cloud (i.e., there is no inter-agent communication)
ii. the cloud makes the systems g and gxi , i ∈ I (whose inputs are the agents’ state trajectories)
differentially private in the sense of Definition 5.2
iii. agent i does not share fi or Xi with any other agent or the cloud
iv. the cloud does not share g or any gxi with any agent. 
Points iii and iv in Problem 5.3 are required because fi, Xi, gxi , and g are considered sensitive
information. These data could also be useful to an adversary attempting to infer agents’ states
using the system dynamics, and it is beneficial not to share these problem data for precisely this
reason. Towards solving Problem 5.3, we now review mechanisms which implement differential
privacy for dynamical systems.
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5.2.3 Privacy-Preserving Mechanisms
To define a mechanism for enforcing differential privacy, we must first also define the sensitivity
of a system, which is used to determine the variance of noise that must be added in a privacy-
preserving mechanism. Letting G be a deterministic causal system, the sensitivity of G is an upper
bound on the distance between G(u) and G(ũ) whenever AdjB(u, ũ) = 1 holds. Formally we




The mechanism we will use for ε-differential privacy is the Laplace mechanism, which adds
noise drawn from a Laplace distribution. Below we use the notation Lap(µ, b) to denote the Laplace
distribution with mean µ and scale parameter b.
Theorem 5.1 ([82, Theorem 4]) Let the adjacency relation defined in Equation (5.3) be used with
p = 1 and let G be a system with sensitivity ∆1G. Let a privacy parameter ε ≥ 0 be given and
recall that r is the dimension of the output space. Then the mechanism M(x) = G(x) + w where
w(k) ∼ Lap(0, b/ε)r and b ≥ ∆1G is ε-differentially private. 
For (ε, δ)-differential privacy, we will use the Gaussian mechanism. Its definition requires that




















where Kδ = Q−1(δ). We now define the Gaussian mechanism.
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Theorem 5.2 ([82, Theorem 3]) Let the adjacency relation defined in Equation (5.3) be used with
p = 2 and let G be a system with sensitivity ∆2G, with privacy parameters ε ≥ 0 and 0 < δ < 12
given and r the dimension of the output space. Then the mechanism M(x) = G(x) + w where
w(k) ∼ N (0, σ2Ir) is (ε, δ)-differentially private for σ ≥ κ(δ, ε)∆2G. 
Theorems 5.1 and 5.2 provide a lower bound on the variance of each noise that is added, and
we assume that these variances are also chosen to be finite. We now compute the sensitivities that
are needed to implement differential privacy in Problem 5.3.
5.2.4 Computing Sensitivities
In Problem 5.3 it is desired to protect the value of x, including from agents in the network. In
the per-agent update law in Equation (5.2), x(k) appears in gxi , and gxi must therefore be made





, and the variance of noise that must be added depends on the sensitivity of gxi . To
compute the sensitivity of gxi we regard it as a memoryless dynamical system and generalize it to
act on entire signals of states. Recalling that x(k) ∈ X for all k, Assumption 5.2 provides that X
is bounded, and therefore x(k) is as well for all k ∈ N. Then x ∈ ˜̀np .
We now overload the notation gxi by allowing it to act on elements of ˜̀
n
p . In particular, gxi acts






We now fix a real scalar B > 0. For two state trajectories, x, x̃ ∈ ˜̀np such that AdjB(x, x̃) = 1










‖x(k)− x̃(k)‖pp ≤ KipB,
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where we have used ‖x − x̃‖p ≤ B and where this bound on the sensitivity holds for gxi for all
i ∈ I .
In computing µ(k), the cloud must also add noise in some fashion because µ(k) depends upon
x(k). We regard g as a dynamical system and make it private, and the resilience of differential




k∈N keeps x private. To compute the sensi-
tivity of g, we extend it to act on x ∈ ˜̀np as above. For x, x̃ ∈ ˜̀np satisfying AdjB(x, x̃) = 1, we
use the same procedure as was used above for gxi to find
∆pg = sup
x,x̃:AdjB(x,x̃)=1
‖g(x)− g(x̃)‖p ≤ KgpB.
Having computed the requisite sensitivities, we return to solving Problem 5.3.
5.2.5 Optimizing in the Presence of Noise










we add noise wg(k) ∈ Rm drawn from the same class of distribution as the wi, with
all noises independent. Define wx by
wx = (w1 w2 · · · wn) ∈ Rm×n.
In ensemble form the private dynamics under consideration are
z(k + 1) =















z(k + 1) =










+ wg(k) + αkµ(k)

 .
Because µ(k) ∈ Rm+ , each element of wx(k)Tµ(k) is some weighted combination of elements
of wx(k) with non-negative weights. Combined with the independence of the noises used for
privacy, this results in each entry of wx(k)Tµ(k) being a random variable having variance that is
the weighted sum of variances of elements of wx(k). With this in mind we define the random
vector ws(k) = wx(k)Tµ(k) (which we note has finite variance since µ(k) is contained in M and
wx(k) has finite variance), and zero mean (because wi(k) has zero mean for all k ∈ N and all
i ∈ I). Then we find
z(k + 1) = ΠZ
z(k)− γk
















+ αkz(k) + w(k)
)]
,
where w(k) denotes the noise added at timestep k and aggregates all noisy signals used for privacy.
We state this stochastic update law as Algorithm 5.2.
Algorithm 5.2 Given z(0) ∈ Z, apply the update law








+ αkz(k) + w(k)
)]
until a fixed point ẑ ∈ Z is reached. 4
We note that by its definition E[w(k)] = 0, and observe that this noisy update law is equivalent
to Algorithm 5.1 with an additional noise term added. As discussed above, Algorithm 5.2 allows
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the agents to optimize without requiring that agent i share fi or Xi with any other agents or the
cloud. In addition, as will be shown in Section 5.3, Algorithm 5.2 tolerates noise of constant
variance, as required by differential privacy, while still allowing for convergence in mean-square.
Convergence of Algorithm 5.2 is the subject of the next section.
5.3 Convergence of Private Optimization
In this section we prove the convergence of Algorithm 5.2. Algorithm 5.2 was first presented in
[34] without noise and was presented in its noisy form in [91]. Both papers omit complete proofs
and, due to the heavy dependence of this work upon Algorithm 5.2, we provide a proof here. To
the best of our knowledge a proof of the convergence of Algorithm 5.2 as stated in [91] is not
available in the literature; similar work is presented in [95], [96] which cover algorithms related
to Algorithm 5.2, though those works impose additional assumptions upon αk and γk due to the
differences in the problems studied in those works.
5.3.1 Main Convergence Result
Now we explore in depth solving variational inequalities using a Tikhonov regularized projec-
tion method, the basic elements of which are covered in [30, Section 12.2]. Earlier it was stated
that if SOL(K,F ) 6= ∅, then for ξk ∈ SOL(K,F + αkI) we have ξk → y0, where y0 is the
least-norm element of SOL(K,F ). Using that {ξk}k∈N is a convergent sequence, we find that
{‖ξk‖}k∈N is bounded and, in particular, there is some Mξ such that ‖ξk‖ ≤ Mξ for all k, e.g.,
‖ξk‖ ≤ supz∈Z ‖z‖.
Using this fact, the following lemma relates points z(k) generated by Algorithm 5.2 to succes-
sive solutions to the problems V I(Z,G + αkI) (each with αk held constant). Recalling that ξk is
the unique solution to V I(Z,G+ αkI), we have the following result.
Lemma 5.1 For all k ∈ N






















Summing Equations (5.5) and (5.6), and using the monotonicity of G gives
(ξk−1 − ξk)T (αkξk − αk−1ξk−1) ≥ 0.
Adding and subtracting αkξk−1 inside the second set of parentheses then gives
(ξk−1 − ξk)T (αkI − αk−1I)ξk−1 ≥ αk(ξk−1 − ξk)T (ξk−1 − ξk)
= αk‖ξk−1 − ξk‖2.
Using the Cauchy-Schwarz inequality results in




Expanding the term ‖z(k) + ξk−1 − ξk−1 − ξk‖2 and applying Equation (5.7) then gives



































where we have used that fact that a2 + b2 ≥ 2ab for a, b ∈ R.
Substituting Equation (5.9) into Equation (5.8) gives the desired result. 
The other lemma we need concerns the convergence of sequences of random variables and
enables a Lyapunov-like argument to be made for their convergence.
Lemma 5.2 ([36], Lemma 10, Page 49) Let v0, . . . , vk be a sequence of independent random vari-
ables with vk ≥ 0 and E[v0] <∞. Suppose that E[vk+1] ≤ (1− τk)vk + σk, with







Then E[vk]→ 0. If, in addition, we have
∑∞
k=0 σk <∞, then vk → 0 almost surely and











We now prove the convergence of Algorithm 5.2.











Then for noise signal w with E[w(k)] = 0 and bounded variance for all k ∈ N, for the update rule












we have E[‖z(k)− z0‖2]→ 0, where z0 is the least-norm solution to Problem 5.2.



















is summable, then the convergence estimate










holds for all ε > 0.
Proof: It was established in Section 5.1.1 that SOL(Z,G) 6= ∅ so that ξk → z0, where z0 is
the least-norm element of SOL(Z,G) and where ξk solves V I(Z,G + αkI). We now show that
z(k + 1)→ ξk.













‖z(k + 1)− ξk‖2
]
= E









‖z(k)− ξk + γk(G(ξk)−G(z(k)))




‖z(k)− ξk‖2 − 2γk(ξk − z(k))T (G(ξk)−G(z(k)))
− 2γkαk‖z(k)− ξk‖2 + γ2k‖G(ξk)−G(z(k))‖2
≤ ‖z(k)− ξk‖2 − 2γkαk‖z(k)− ξk‖2 + γ2k‖G(ξk)−G(z(k))‖2
+ 2γ2kαk(G(ξk)−G(z(k)))T (ξk − z(k))
+ γ2kα
2
k‖ξk − z(k)‖2 + γ2kE[‖w(k)‖2]
where the last inequality follows from the monotonicity of G, and where the fact that E[w(k)] = 0
has caused all terms containing w(k) except E[‖w(k)‖2] to vanish.
Using the Cauchy-Schwarz inequality then gives
E[‖z(k + 1)− ξk‖2] ≤ ‖z(k)− ξk‖2 − 2γkαk‖z(k)− ξk‖2
+ γ2k‖G(ξk)−G(z(k))‖2 + 2γ2kαk‖G(ξk)−G(z(k))‖‖ξk − z(k)‖
+ γ2kα
2
k‖ξk − z(k)‖2 + γ2kE[‖w(k)‖2].
Assumptions 5.1-5.3 and the compactness of M together imply that G is Lipschitz and, denot-
ing its Lipschitz constant by LG, we have
E[‖z(k + 1)− ξk‖2] ≤ γ2kE[‖w(k)‖2] +
(
























applying Lemma 5.1 then gives
E[‖z(k + 1)− ξk‖2] ≤ θk(1 + γkαk)‖z(k)− ξk−1‖2 + θkρk + γ2kE[‖w(k)‖2]. (5.11)
By hypothesis we have
γkαk → 0, γk/αk → 0, γk → 0,
with αk > 0 and γk > 0 for all k. Then there exists an M > 0 such that for all k ≥ M we have
both
γkαk ∈ (0, 1)
and
0 ≤ 1− 2γkαk ≤ θk ≤ 1− γkαk.
Then for all k ≥M , θk(1 + γkαk) ≤ θk + γkαk and thus for all k ≥M
θk(1 + γkαk) ≤ 1− γkαk(1− γkαk −
γk
αk
L2G − 2γkLG) ∈ (0, 1).









for all k ≥ M . Then 1 − γkαkθ ∈ (0, 1). Setting τk = γkαkθ and σk = ρkθk + γ2kE[‖w(k)‖2] we
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rewrite Equation (5.11) as
E[‖z(k + 1)− ξk‖2] ≤ (1− τk)‖z(k)− ξk−1‖2 + σk. (5.12)
All that remains is to show that the conditions of Lemma 5.2 are met. First, τk ∈ (0, 1) by
construction. For all k ≥ M we have ρk ≥ 0 and θk ≥ 0 so that σk ≥ 0. Regarding summability
of τk we find
∑∞
k=M τk = θ
∑∞






























Using the hypotheses regarding γk and αk we have
1− 2γkαk + γ2kα2k + γ2kL2G + 2αkγ2kLG → 1
and






so that the first term in σk
τk
goes to zero. It was established in Section 5.2.5 that E[‖w(k)‖2] is
bounded above for all k, namely that E[‖w(k)‖2] ≤ Kw for some Kw > 0. Because γkαk → 0
we have γk
αk
Kw → 0 and hence σkτk → 0 as desired, and the first part of the theorem follows from
Lemma 5.2.
When the sequence {σk}k∈N is summable, the additional convergence rate estimate is a straight-
forward application of Lemma 5.2 as well. 
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One valid choice of γk and αk satisfying the conditions in Theorem 5.3 is
α = ᾱk−c1 and γ = γ̄k−c2 ,
with ᾱ > 0, γ̄ > 0, 0 < c1 < c2, and c1 + c2 < 1 [91].
5.3.2 Convergence Rate Estimates
For the above choices of γk and αk, we derive bounds on c1 and c2 which are sufficient to make σk
summable. As shown in the proof of Theorem 5.3, there exists an M > 0 such that for all k ≥ M














To make the second term in Equation (5.13) summable, we can set γk = γ̄k−c2 with c2 > 12 . Again
using Kw to denote an upper bound on the variance of w(k) gives
∞∑
k=1
γ2kE[‖w(k)‖2] ≤ γ̄2Kwζ(2c2), (5.14)







which takes finite values for arguments p > 1.













































To approximate the terms containing 1/k, we use a truncated power series expansion, namely that
for x ∈ (−1, 1)
(1− x)−r ≈ 1 + rx+ 1
2
r(r + 1)x2 +
1
6
r(r + 1)(r + 2)x3. (5.16)




















































ζ(3− (c1 + c2)). (5.18)
Due to the approximations made and ranges of k considered in bounding this sum, we can
only guarantee that the convergence estimate relying on
∑∞
k=1 σk will hold for k ≥ max{M, M̂}.
However, for k ≤ M we will often have σk < 0 (as when LG is large), and thus we expect the
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bound in Equation (5.18) to hold for a range of values of k ≤M because negative terms with such
indices have been over-estimated by including positive terms at such indices in Equation (5.18). In
addition, we expect ᾱ and γ̄ to be small enough that M̂ will often be small, e.g., less than 10, thus
allowing this bound to hold over a wide range of values of k.
To apply the bound in Equation (5.10), we also need to estimate the term E[‖z(k) − ξk−1‖2].
Returning to Equation (5.12) and taking the expectation of both sides one timestep earlier gives
E[‖z(k)− ξk−1‖2] ≤ (1− τk−1)E[‖z(k − 1)− ξk−2‖2] + σk−1, (5.19)
which is a time-varying affine recurrence relation in the expected error in the optimization algo-
rithm. Solving Equation (5.19) (see e.g., [98], Section 2.1.1.2), we find that
E[‖z(k)− ξk−1‖2] = T (k)
(















Defining the diameter of the set Z via Dz = supz1,z2∈Z ‖z1 − z2‖, we can bound the initial error
via E[‖z(1) − ξ0‖2] ≤ D2z . With this bound, we state the following convergence theorem for
Algorithm 5.2.
Theorem 5.4 Let all hypotheses of Theorem 5.3 hold, suppose that {σk}k∈N is summable, and
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suppose that Equation (5.18) holds with k = 1. Then, for all ε > 0,
P
(
































Proof: This follows from Theorem 5.3, Equation (5.18), and the fact that E[‖z(k)− ξk−1‖2] ≤ D2z .

One may of course wonder how the scale of a problem affects the convergence of Algorithm 5.2.
This point can be assessed using Theorem 5.4. The expected error in Theorem 5.4 is affected by
σi, which in turn depends upon LG, the Lipschitz constant of the operator G. As one adds more
constraints and per-agent objectives to a problem, certainly LG becomes larger, though the specific
choices of objectives and constraints can dramatically impact how LG changes as a problem is
scaled up. Thus the issue of scalability is largely dependent upon the functions used in a problem
and their Lipschitz constants, with higher Lipschitz constants generally slowing convergence more.
In addition, the choices of γk and αk can help limit the changes in σk in response to growth in LG,
letting users improve scalability through judicious choices of parameters.
Having explored convergence in the presence of privacy, we now examine the trade-off between
the two competing objectives of privacy and convergence.
5.3.3 The Trade-off Between Privacy and Convergence
In this section we derive a quantifiable trade-off between privacy and convergence, and for con-
creteness we focus on the case of ε-differential privacy, though a similar trade-off can be derived
for (ε, δ)-differential privacy.
Returning to Equation (5.11) we find the inequality
E[‖z(k + 1)− ξk‖2] ≤ γ2kE[‖w(k)‖2] + θk(1 + αkγk)‖z(k)− ξk−1‖2 + θkρk, (5.20)
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where we see that only the term E[‖w(k)‖2] depends upon the noise added for privacy. Given that




. In the case of ε-differential privacy, we





where W := W (∆1g,∆1gxi , B) is a constant that depends upon the systems of interest, g and gxi ,








The additive term γ2k
W
ε2
is the only term in which the privacy parameter ε appears, and this term can
be regarded as a penalty on convergence because it allows the expected error E[‖z(k+1)−ξk‖2] to
grow from ‖z(k)− ξk−1‖. Viewing this term as a convergence penalty then reveals a fundamental
trade-off between privacy and convergence: implementing ε-differential privacy comes at the cost








One can also see the effects of removing privacy from Algorithm 5.2 in Equation (5.21). There,
eliminating privacy corresponds to W = 0, which in turn removes the term γ2k
W
ε2
. Thus the in-






Below we present numerical simulation results for a system with n = 10 agents and m = 6
constraints. We simulate both ε- and (ε, δ)-differential privacy.
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5.4.1 Example Problem


















































where xi,j is the jth state of agent i and the per-agent objectives can be discerned in the obvious
way. The constraints on the agents are
g(x) =

‖x1‖2 + ‖x2‖2 + ‖x3‖2 − 10
‖x4‖2 + ‖x5‖2 + ‖x6‖2 − 50
‖x7‖2 + ‖x8‖2 + ‖x9‖2 − 50
x21,1 + x5,1 + x
2
10,1 − 50
x24,2 + x7,1 + x9,2 − 20
‖x8‖2 + ‖x6‖2 − 30

≤ 0.
Each agent was also constrained to lie in the box Xi = [−10, 10] × [−10, 10]. The Lipschitz
constants of g were computed to be Kg1 = 39.82 and K
g
2 = 56.71. The Lipschitz constants for
each gxi are shown in Table 5.1.
In both simulation runs below, the step-size rule discussed at the end of Section 5.3 was used
with the values
ᾱ = 0.1, γ̄ = 0.01, c1 = 0.3, and c2 = 0.52,
and all states and Kuhn-Tucker multipliers were initialized to zero, i.e., xi(0) = 0 for all i ∈ I and
µ(0) = 0.
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Table 5.1: Values of the Lipschitz constants Ki1 and K
i
2 for gxi , i ∈ {1, . . . , 10}, used in imple-










































Figure 5.1: The values of ‖x(k) − x0‖2 for k = 1, . . . , 100, 000 under ε-differential privacy with
Algorithm 5.2. The steady, monotone descent toward x0 indicates numerical convergence to x0 in
the presence of noise.
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5.4.2 Simulation of ε-differential privacy
The adjacency parameter was chosen to be B = 1. The value ε = log 2 was used for all systems.
The distribution and variance of each entry of each noisy signal were computed and are listed in
Table 5.2, where we use the notation for the PDF of a random scalar with the understanding that
each entry of the random matrices wi was generated using such a distribution.
Table 5.2: Noisy signals and their distributions for implementing ε-differential privacy in Algo-
rithm 5.2.
Noise Distribution Variance
w1 Lap(0, 5.771) 66.60
w2 Lap(0, 2.885) 16.65
w3 Lap(0, 2.885) 16.65
w4 Lap(0, 2.885) 16.65
w5 Lap(0, 2.885) 16.65
w6 Lap(0, 5.771) 66.60
w7 Lap(0, 2.885) 16.65
w8 Lap(0, 5.771) 66.60
w9 Lap(0, 2.885) 16.65
w10 Lap(0, 2.885) 16.65
The distribution for wg was Lap(0, 57.45) with variance 6.600 · 103. Using this problem for-
mulation, Algorithm 5.2 was run for 100, 000 iterations. To show the behavior of the algorithm
over time, the least-norm saddle point of L, z0 = (x0, µ0), was computed ahead of time and the
values of ‖x(k) − x0‖2 and ‖µ(k) − µ0‖2 are shown in Figures 5.1 and 5.2, respectively, for
1 ≤ k ≤ 100, 0002.
In Figures 5.1 and 5.2 we see a clear decreasing trend in both ‖x(k)− x0‖2 and ‖µ(k)− µ0‖2,
with the primal error appearing to be monotonically decreasing and the dual error oscillating while
showing a general decreasing trend. The oscillations seen are expected given that the variance of
the noises added is constant while ‖G‖ decreases in magnitude as the saddle point z0 is approached.
In fact, it is known that descent will be achieved in a gradient method as long as the norm of noise
added to the gradient is less than the norm of the gradient itself [99]. In light of this fact, the trends
2Though the 1-norm is used for other aspects of ε-differential privacy, we measure distance to z0 using the 2-norm
to allow for meaningful visual comparison of the plots corresponding to ε-differential privacy in this subsection to























Figure 5.2: The values of ‖µ(k) − µ0‖2 for k = 1, . . . , 100, 000 under ε-differential privacy with
Algorithm 5.2. Here we see an initial descent followed by a period of oscillations as µ(k) ap-
proaches µ0.
seen in Figures 5.1 and 5.2 are not surprising because the gradients inG in Algorithm 5.2 will have
large norms far from z0, thereby allowing them to “overpower” the noise added, while close to z0
their norms will be smaller and the noise can dominate, causing increases in the distance to z0 at
some timesteps. Of course, z(k) → z0 asymptotically because these increases in ‖z(k) − z0‖2
average out over very long periods of time.
The initial error values here were
‖x(0)− x0‖2 = 13.19 and ‖µ(0)− µ0‖2 = 2.169,
And in this run the final error values were
‖x(100, 000)− x0‖2 = 0.2706 and ‖µ(100, 000)− µ0‖2 = 0.2842,
with these values after half of the total runtime being
‖x(50, 000)− x0‖2 = 0.7658 and ‖µ(50, 000)− µ0‖2 = 0.2225.
























Figure 5.3: The values of ‖x(k) − x0‖2 for k = 1, . . . , 100, 000 under (ε, δ)-differential privacy
with Algorithm 5.2. The rapid descent toward x0 and clear decreasing trend thereafter indicate
numerical convergence to x0 in the presence of noise.
100, 000 timesteps can be used while ending at a reasonable distance from z0 and, in light of
the large variances of some noises present, reasonable numbers of iterations produce an approach
toward z0 that would be useful in many applications.
5.4.3 Simulation of (ε, δ)-differential privacy
In this case the adjacency parameter was chosen to be B = 1. The values ε = log 2 and δ = 0.01
were used for all systems, giving κ(δ, ε) = 3.559. Using this privacy policy, the distribution and
variance of each noisy signal were computed and are listed in Table 5.3.
The distribution for wg wasN (06×1, 4.073 ·104I6×6) with variance 4.073 ·104. In Table 5.3 we
record the distribution of each entry of the matrices wi, i ∈ I , with the understanding that each wi
has i.i.d. entries. Using this problem formulation, Algorithm 5.2 was run for 100, 000 iterations
and the values of ‖x(k)− x0‖2 and ‖µ(k)− µ0‖2 for 1 ≤ k ≤ 100, 000 are plotted in Figures 5.3
and 5.4, respectively. In Figures 5.3 and 5.4 we see a similar trend to Figures 5.1 and 5.2: nearly
monotone decreases in the primal error, and general decreases in the dual error with noticeable
oscillations present.
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Table 5.3: Noisy signals and their distributions for implementing (ε, δ)-differential privacy in Al-
gorithm 5.2.
Noise Distribution Variance
w1 N (0, 101.3) 101.3
w2 N (0, 50.66) 50.66
w3 N (0, 50.66) 50.66
w4 N (0, 50.66) 50.66
w5 N (0, 50.66) 50.66
w6 N (0, 101.3) 101.3
w7 N (0, 50.66) 50.66
w8 N (0, 101.3) 101.3
w9 N (0, 50.66) 50.66
w10 N (0, 50.66) 50.66
The initial error values for this run were
‖x(0)− x0‖2 = 13.19 and ‖µ(0)− µ0‖2 = 2.169.
The final error values here were
‖x(100, 000)− x0‖2 = 1.1965 and ‖µ(100, 000)− µ0‖2 = 0.7413,
while after half of the total timesteps taken these values were
‖x(50, 000)− x0‖2 = 1.7857 and ‖µ(50, 000)− µ0‖2 = 0.2500,
indicating a rapid initial descent towards z0 and close proximity to it thereafter.
Both simulation examples show a rapid decrease in the distance from z(k) to z0. Such a rapid
decrease lends itself to use of this algorithm in practical applications because it allows for use-
ful improvements to be made in the value of f in a reasonable runtime while respecting the set
and functional constraints of the problem. The theoretical and simulation results presented here
























Figure 5.4: The values of ‖µ(k) − µ0‖2 for k = 1, . . . , 100, 000 under (ε, δ)-differential privacy
with Algorithm 5.2. The initial approach toward µ0 and oscillations in distance beyond that point
indicate numerical convergence to µ0 when noise is added for differential privacy.
large variance. This robustness is further supported by the simulation results in [32] and demon-
strates that, in a practical setting, strong, quantifiable guarantees of privacy can be achieved while
providing useful convergence guarantees in the optimization problem of interest. Critical to the
success of these numerical results is all noise being zero mean, and it is a feature of differential
privacy that zero mean noise is effective at protecting sensitive information.
5.5 Conclusion
A differentially private optimization algorithm for teams of many agents coordinated by a central
cloud computer was presented. This problem was treated as a stochastic variational inequality
and solved using a Tikhonov-regularized Goldstein-Levitin-Polyak iteration. Its convergence was
shown for both ε- and (ε, δ)-differential privacy, and numerical convergence of the algorithm was
shown in simulation, demonstrating the ability to arrive at a collective decision while maintaining
privacy for the users involved in making it.
It was further shown that there is a quantifiable trade-off between privacy and convergence, and
this trade-off provides a quantitative tool that network operators can use to rigorously balance the
two competing goals of user privacy and network coordination. A key feature of this work is that
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it implements privacy seamlessly, in the sense that anything that can be done without privacy can
be done with privacy, and the same solution will be reached in a strong probabilistic sense.
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CHAPTER 6
APPROXIMATELY-TRUTHFUL MULTI-AGENT COORDINATION VIA
JOINT DIFFERENTIAL PRIVACY
Multi-agent optimization problems have found applications in a range of research areas, including
power systems in [65], machine learning in [26], sensor networks in [3], and robotics in [6]. Solu-
tions to some problems in these applications rely on the implicit assumption that all agents share
correct, truthful information with others in a network. However, one can envision a scenario in
which deceitful agents do not honestly share their data, instead sharing false information that will
skew the behavior of the system in their favor. For example, a homeowner connected to a smart
power grid may report a false value for his or her power usage in order to save money. This chap-
ter considers optimization problems with agents that may be intentionally deceitful for their own
benefit, and it provides a method for disincentivizing untruthful behavior when teams of agents are
collectively optimizing.
We reduce the incentive to share false information by using joint differential privacy, defined in
[100], to limit the possible decrease in cost an agent can achieve through intentionally misreporting
its state. Joint differential privacy adds noise to reduce the ability of an agent to benefit from
reporting false information, and was first introduced for this purpose in [100] to promote truthful
sharing of information by the players in a class of games. This work was applied specifically to
optimization problems arising from distributed electric vehicle charging in [101], as well as to
linearly separable optimization problems in [102].
The developments in this chapter differ from those in [101] and [102], as well as some other
work on private optimization, e.g., [103], in two key ways. First, the work in [101], [102], and
[103] uses differential privacy as it was originally defined in [79] to keep some static object, such
as a constraint function, private. Our work focuses on trajectory-level privacy for state trajectories
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that are dynamically generated as an optimization algorithm is executed. In applications such as
phase synchronization in smart power grids, each iterate of an optimization algorithm corresponds
to a physical state at some point in time, and an agent’s contribution to the optimization process is
its whole state trajectory. Applying joint differential privacy in such applications should therefore
be done at the trajectory level, and implementing joint differential privacy for trajectory-level data
is most naturally done using the dynamical systems formulation of differential privacy. Therefore,
this chapter uses trajectory-level privacy as defined in [82], rather than privacy for databases as in
[79].
This form of privacy is not only better suited to the applications of interest, but also allows
privacy guarantees to hold across infinite time horizons which, in many cases, cannot be attained
using privacy for databases. To our knowledge, this work is the first use of joint differential privacy
at the trajectory level. The second key difference between the existing literature and this work is
the class of optimization problems solved. We apply joint differential privacy in a general multi-
agent nonlinear programming setting, incorporating non-separable functional constraints that are
also possibly nonlinear, which differs from work done in [101], [102], and [103] where either
linear or affine constraints are considered.
To solve such problems, a cloud computer is added to the team of agents to serve as a trusted
central aggregator, also sometimes called a “curator” in the privacy literature. This architecture
was previously used for privately solving multi-agent nonlinear programs in Chapter 5, in which
honest agents seek to protect sensitive data from eavesdroppers via ordinary differential privacy.
The work in [104] suggests that any differential privacy implementation provides some disincen-
tive against untruthful information sharing, and the current work uses the notion of joint differential
privacy to formally provide this guarantee in the framework developed in Chapter 5. Accordingly,
the technical novelty of this chapter is not in the algorithm used to solve problems, but in the
theoretical performance guarantees that are provided using this framework; the work in Chapter 5
focuses exclusively on protecting sensitive data, but the current chapter focuses on the problem of
preventing untruthful behavior by the agents. The technical contribution of this chapter thus con-
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sists of adapting our existing privacy framework to the problem of incentivizing truthful behavior
by the agents, and quantifying the extent to which any agent can benefit from untruthful behavior.
Several existing approaches use behavioral analysis to identify untruthful agents, including
those in [105] and [106]. In this chapter, an agent’s local state updates rely on a local objective
function and local constraint set that are considered sensitive, and therefore these local data are not
shared with any other agent. As a result, the correct next value of an agent’s state is only known
to that agent, and a behavioral analysis approach cannot be used here because no outside observer
can determine what any agent’s future states should be. Rather than detecting untruthful behavior,
this chapter seeks to prevent it outright by reducing the incentive to share untruthful information
via joint differential privacy. The principle underlying this application of joint differential privacy
is that adding noise to the system can make each agent’s cost insensitive to changes in the agent’s
state trajectory. The amount of noise added must be calibrated to the system in order to dilute the
effect of an agent reporting an untruthful state to the cloud, and this chapter presents this calibration
for a general multi-agent nonlinear program in terms of constants pertaining to the problem.
The problems considered consist of a collection of agents, each with a local objective function
and local set constraint, and ensemble state constraints that jointly constrain the agents. A primal-
dual approach is used, in which the agents update their own states, which are the problem’s primal
variables, and the cloud updates the problem’s dual variables. Naturally, the constraints in this
problem will usually lead to higher costs for each agent than a comparable unconstrained problem.
As a result, some of the agents may wish to skew the constraints in their favor. One way they may
do so is by reporting false state information to the cloud in order to loosen the constraints’ effects
on their on their own states, thereby giving the untruthful agents a lower cost. This manipulation of
the constraints will result in an unequal distribution of the burden of these constraints by tightening
them on honest agents. Therefore, this form of untruthful behavior is disincentivized using joint
differential privacy.
The rest of the chapter is organized as follows. Section 6.1 provides the necessary optimization
background, the structure of communications in the system, and formally states the joint differen-
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tially private optimization problem that is the focus of the chapter. Then, Section 6.2 reviews joint
differential privacy, and Section 6.3 presents the proposed joint differentially private algorithm.
Next, Section 6.4 proves the main result of the chapter on limiting an agent’s incentive to misre-
port its states to the cloud. Section 6.5 then presents simulation results, and Section 6.6 provides
concluding remarks.
6.1 Background and Problem Statement
This section presents the multi-agent optimization problem of interest and an optimization algo-
rithm that will later be used to solve a joint differentially private version of it. This section also
describes the cloud-based architecture used in the remainder of the chapter. Throughout the chap-
ter, ∇xi denotes the partial derivative with respect to xi, and hxi denotes the partial derivative of
the function h with respect to xi.
6.1.1 Optimization Problem Formulation
Consider a problem consisting of N agents indexed over i ∈ [N ] := {1, . . . , N}. Agent i has state
xi ∈ Rni with ni ∈ N and a local set constraint of the form xi ∈ Xi ⊆ Rni . The diameter of Xi is
denoted by Di := supx1,x2∈Xi ‖x1−x2‖1. Agent i also has a local objective function fi : R
ni → R
depending only upon its own state. Agent i’s local data are subject to the following assumption.
Assumption 6.1 For all i ∈ [N ], fi is C2 and convex in xi, and Xi is non-empty, compact, and
convex. ♦
Assumption 6.1 implies that fi is Lipschitz and its Lipschitz1 constant is denoted by Ki. In
particular, Assumption 6.1 allows for convex polynomial objectives and box constraints, which
are common in multi-agent optimization problems. Both fi and Xi are considered sensitive in-
formation and are therefore not shared with any other agents or with the cloud. For simplicity of
notation, define the set X := X1 × · · · ×XN ⊆ Rn, where n =
∑
i∈[N ] ni. The agents’ individual
1All Lipschitz constants in this chapter are with respect to the metric induced by the 1-norm.
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set constraints require x ∈ X , where x is the ensemble state vector of the network, defined as
x =
(
xT1 , . . . x
T
N
)T ∈ X , and where Assumption 6.1 provides that X is non-empty, compact, and
convex.
The agents are together subject to global inequality constraints g(x) ≤ 0, where g : Rn → Rm.
The functional constraints in g are subject to the following assumption.
Assumption 6.2
1. For all j ∈ [m], the constraint gj is C2 and convex in x.
2. There exists a point x̄ ∈ X such that g(x̄) < 0.
♦
Assumption 6.2.1 admits a wide variety of constraint functions, e.g., any convex polynomials.
Assumption 6.2.2 is known as Slater’s condition, e.g., Assumption 6.4.2 in [28], and, in conjunc-
tion with Assumption 6.2.1, guarantees that strong duality holds. Assumption 6.2 implies that g
and each gxi are Lipschitz. Their Lipschitz constants are denoted by Kg and Lg,i, respectively.
Summing the per-agent objective functions gives the ensemble objective f(x) =
∑
i∈[N ] fi(xi),
which is C2 and convex in x because of Assumption 6.1. Together f , g, and X comprise the
following ensemble-level optimization problem.
Problem 6.0 (Preliminary; no joint differential privacy yet)
minimize f(x)
subject to g(x) ≤ 0
x ∈ X.

We now detail how to solve Problem 6.0 in the cloud-based system, and then give a unified
problem statement, including incentivizing truthful behavior, in Problem 6.1 below.
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The Lagrangian associated with Problem 6.0 is
L(x, µ) = f(x) + µTg(x),
where µ ∈ Rm+ is the dual vector associated with Problem 6.0 and Rm+ denotes the non-negative
orthant of Rm. Seminal work in [29] shows that a point x̂ ∈ X is a solution to Problem 6.0 if
and only if there exists a point µ̂ ∈ Rm+ such that (x̂, µ̂) is a saddle point of L. This saddle point
condition can be compactly expressed by requiring
L(x̂, µ) ≤ L(x̂, µ̂) ≤ L(x, µ̂) for all (x, µ) ∈ X × Rm+ , (6.1)
and an optimal primal-dual pair (x̂, µ̂) exists under Assumptions 6.1 and 6.2.
For the forthcoming optimization algorithm, Equation (6.1) is used to define an upper bound
on the norm of µ̂, stated in the following lemma. It uses the Slater point x̄ from Assumption 6.2.2
and any lower bound on f over X , denoted flower, which exists under Assumption 6.1.
Lemma 6.1 For (x̂, µ̂) a saddle point of L,
µ̂ ∈M :=




Proof: See Section II-A in [107]. 
Using the fact that a saddle point of L provides a solution to Problem 6.0, the remainder of
the chapter focuses on finding such saddle points. The algorithm used for this purpose includes
an iterative Tikhonov regularization with an asymptotically vanishing stepsize, and was stated in
[34] for deterministic variational inequalities and later in [91] for stochastic problems. To help
describe the communications and computations in the cloud-based system, we provide the general
deterministic form of this algorithm now, though in Section 6.3 stochasticity is introduced when the
algorithm is made joint differentially private. The saddle-point finding algorithm uses the coupled
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update equations
x(k + 1) = ΠX [x(k)− γk (Lx(k) + αkx(k))] (6.2a)
µ(k + 1) = ΠM [µ(k) + γk (Lµ(k)− αkµ(k))] , (6.2b)
where ΠX and ΠM are the Euclidean projections ontoX andM , respectively. This update law will
be referred to as Update (6.2). Here, γk is a stepsize and αk is the regularization parameter, and
the values of both will be provided in Theorem 6.1 in Section 6.3.
6.1.2 Optimizing over the Cloud
We now elaborate on the cloud-based architecture to be used and the means of executing Up-
date (6.2) across the cloud and agents. To enforce joint differential privacy, the agents do not di-
rectly share any information with each other. Instead, the agents route messages through a trusted
cloud computer which aggregates all states in the network, performs computations involving these
states, and makes the results of these computations joint differentially private before sending them
to the agents.
Splitting Equation (6.2a) into each agent’s state gives the update
xi(k + 1) = ΠXi
[
xi(k)− γk (Lxi(k) + αkxi(k))
]
for agent i, where expanding the term containing Lxi gives















Importantly, the right-hand side of Equation (6.3) contains two terms which agent i cannot compute




, because it is a function of every state in the network, and µ(k), because its




, which is also a function of every state in the network. For this




for each i ∈ [N ] at all timesteps
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Step 4 Step 3
































x1(k+1)= · · ·
Compute
xN(k+1)= · · ·
Figure 6.1: The four steps of a communications cycle in the cloud-based system. First, each agent
sends its state to the cloud. Second, the cloud performs centralized computations required by the
agents. Third, the cloud sends the results of these computations to the agents. Fourth, agent i
computes xi(k + 1) and the cloud computes µ(k + 1), and then this process repeats. In Step 1
depicted here, agent N is misreporting its state to the cloud by sending x′N(k) instead of xN(k).
As the algorithm progresses, this untruthful state propagates through the system.
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k.
Four actions occur within timestep k. First, agent i sends xi(k) to the cloud and the cloud as-




for every i ∈ [N ].




µ(k) to agent i. Fourth, the cloud computes µ(k+ 1) and simul-
taneously agent i computes xi(k+ 1), and then this process repeats. This exchange of information
is depicted in Figure 6.1. In the upper-left panel of Figure 6.1, agents 1 through N − 1 report
their actual state to the cloud, while agent N misreports its state to the cloud by sending some
x′N(k) instead of xN(k). The arrows connecting boxes indicate how misreported states propagate
through the system, eventually affecting all agents’ states. The cloud’s computations in Steps 2
and 4 will be modified in Section 6.2 to introduce joint differential privacy, though the overall
communications structure will remain the same.









or µ(k) individually, agent i’s update law is rewritten as








+ qi(k) + αkxi(k)
) ]
,




µ(k). As in Equation (6.2b), the cloud computes the dual update
according to
µ(k + 1) = ΠM [µ(k) + γk (Lµ(k)− αkµ(k))] .
6.1.3 Full Problem Statement
We now state the algorithm that will be used throughout the remainder of the chapter. Below that,
we identify the potential for misreporting states in this algorithm and state the problem that is later
solved using joint differential privacy.
Algorithm 6.1
Step 0: For all i ∈ [N ], initialize agent i with xi(0), Xi, fi, {αk}k∈N, and {γk}k∈N. Initialize the
cloud with x̄, g, flower, {αk}k∈N, and {γk}k∈N. Let the cloud compute M before the system begins
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optimizing. Set k = 0.
Step 1: For all i ∈ [N ], the cloud computes qi(k) and sends it to agent i.
Step 2: Agent i computes








+ qi(k) + αkxi(k)
) ]
,
and sends the state value xi(k + 1) to the cloud.
Step 3: The cloud computes
µ(k + 1) = ΠM [µ(k) + γk (Lµ(k)− αkµ(k))] .
Step 4: Set k := k + 1 and return to Step 1. 4
In Step 2 of Algorithm 6.1, agent i may report a false state value to the cloud, sending some
x̃i(k+1) 6= xi(k+1). This is the misreporting behavior that this chapter seeks to prevent using the
cloud. The only influence the cloud has upon agent i is through qi(k), and therefore the cloud must
compute qi(k) in a way that incentivizes agent i to honestly report its state. The incentivization of
this behavior is stated as Problem 6.1 below, and the remainder of the chapter focuses on solving
Problem 6.1.
Problem 6.1 Execute Algorithm 6.1 with the cloud computing qi(k) in a way that incentivizes
agent i to honestly report xi(k + 1) in Step 2, while still converging to a minimum. 
It is assumed that each agent ultimately wants the constraints g to be satisfied, as would be the
case when g corresponds to some mission-critical conditions that must be satisfied by the agents.
However, an agent may wish to reduce the impact g has upon its own state in order to reduce its
cost. One way of affecting g for this purpose is by reporting false states to the cloud over time;
because all agents want g to be satisfied, a misreporting agent will still use qi(k) from the cloud
in its state updates, but an agent can substantially influence these messages for its own benefit
through misreport. In response to misreported states, other agents’ messages from the cloud in
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Update (6.2) will be affected in a way that compensates for agent i’s false reported states, thereby
resulting in an unfair distribution of the burden of g.
This behavior cannot be detected by the other agents or the cloud because only agent i knows
fi andXi, making no other entity in the network capable of determining what agent i’s state should
be (cf. Equation (6.2a)). Therefore, rather than detecting manipulation of g, we seek to prevent
this behavior. Joint differential privacy provides a framework for incentivizing truthful sharing of
information and it is used here to prevent the agents from manipulating g.
Because agents are opportunistic but not malicious, they may send untruthful states to the
cloud, but they will not send states that harm the system or prevent convergence of Algorithm 6.1.
As a result, a misreported state trajectory will have some relationship to an agent’s true state tra-
jectory and this relationship is used in defining adjacency of signals in our joint differential privacy
implementation. The next section details the manner in which noise is added to qi(k) using joint
differential privacy, and Section 6.3 shows that this noise still allows for Algorithm 6.1 to reach a
minimum.
6.2 Joint Differential Privacy
This section recalls necessary details from both ordinary differential privacy and joint differential
privacy. Then it presents the joint differential privacy mechanism that will be implemented on
the preceding cloud architecture. It is critically important to note that while this section discusses
privacy, the ultimate goal is to apply joint differential privacy to induce truthful sharing of states.
All of the content on privacy in this section should therefore be understood as making progress
toward inducing truthful behavior.
6.2.1 Differential Privacy Background
Differential privacy as described in [79] was originally designed to keep individual database entries
private whenever a database is queried, and this is done by adding noise to the responses to such
queries. This idea was extended to dynamical systems in [82] in order to keep inputs to a system
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private from anyone observing the outputs of that system. It is the dynamical systems notion of
differential privacy that is used below.
The key idea behind differential privacy is that noise is added to make “adjacent” inputs pro-
duce “similar” outputs, and these notions are made rigorous below. As above, let there be N users,
with the ith user contributing a signal ui ∈ ˜̀sipi . The space ˜̀
si
pi
is the space of sequences of si-
vectors in which every finite truncation of every element has finite pi-norm. More explicitly, with




u(k) k ≤ t
0 k > t
.
Then ui ∈ ˜̀sipi if and only if Ptui ∈ `
si
pi
for all t ∈ N. The full input space is then defined by the





. This chapter focuses on the case where pi = 1 for all i ∈ [N ].
To formalize the notion of adjacency of inputs in ˜̀sp, we define a binary, symmetric adjacency
relation AdjiB, which is parameterized by B > 0 and an index i ∈ [N ]. Its definition uses the
notation u−i = (u1, . . . , ui−1, ui+1, . . . , uN). The adjacency relation takes the form
AdjiB : ˜̀
s
p × ˜̀sp → {0, 1}
and has the following definition, as stated in [82].
Definition 6.1 Two inputs u, ũ ∈ ˜̀sp satisfy AdjiB(u, ũ) = 1 for some i ∈ [N ] if and only if
‖ui − ũi‖pi ≤ B and u−i = ũ−i.
The signals u and ũ are then said to be adjacent with respect to agent i. If i is arbitrary, the
relation AdjB is used, and u and ũ are simply called adjacent. ♦
This section maintains use of the symbol u for system inputs (rather than x as will be in subse-
quent sections) to maintain continuity with the references cited here for private dynamical systems.
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Inputs from ˜̀sp are assumed to pass into a causal, deterministic system G, which produces
outputs in ˜̀rq. To define when two outputs are “similar,” the notion of a mechanism is used. In
the context of private dynamical systems, a mechanism is a means of adding noise to an otherwise
deterministic system to provide privacy to that system’s inputs. Formally, for a fixed a probability
space (Ω,F ,P), a mechanism is a map of the form
M : ˜̀sp × Ω→ ˜̀rq.
The mechanism M must provide differential privacy to its input trajectories, which fundamentally
means that the output of M should be insensitive to changes in its inputs. Differential privacy
captures this notion by requiring that, whenever AdjB(u, ũ) holds, the probability distributions of
Mu and Mũ satisfy
P(Mu ∈ S) ≤ eεP(Mũ ∈ S)
for all S in an appropriate σ-algebra.
Using a result from the literature, we now state a finite-time criterion which holds if and only
if M keeps entire trajectories private. Below, the notation v0:k :=
(
v(0), . . . , v(k)
)
is used to refer
to the first k + 1 entries of v ∈ ˜̀rq.
Lemma 6.2 Let ε ≥ 0 be given. For a dynamical system, a mechanism M is ε-differentially









for all A ∈ B(k+1)r,
where Bd is the Borel sigma-algebra on Rd and r is the dimension of the output space.
Proof: See Lemma 2 in [82]. 
In Lemma 6.2, the value of ε determines the level of privacy afforded to the input signals, and
decreasing its value leads to improved privacy at the cost of adding higher variance noise. Typical
values of ε in the literature range from 0.1 to log 3.
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6.2.2 Joint Differential Privacy
We now elaborate on the application of joint differential privacy to Problem 6.1. To promote truth-
telling behaviors, limits are imposed on the ability of any agent to reduce its cost by reporting a
false state trajectory to the cloud. These limits are enforced using joint differential privacy, which is
a relaxation of ordinary differential privacy for use in multi-agent systems, and it will be shown that
this framework is sufficient for the goal of reducing an agent’s ability to benefit from misreporting
its state. For joint differential privacy, the “system” of interest is comprised by the computations
the cloud carries out in accordance with Update (6.2), and this point is discussed further below.
For now it suffices to point out that the output of this system is a tuple of private forms of all qi’s.
Denoting the private form of qi(k) by q̃i(k) (whose exact form will be given later), the output of
the cloud at time k is denoted by
y(k) =
(
q̃1(k), . . . , q̃N(k)
)
.
LetM denote a mechanism for joint differential privacy and letM−i denote the same mecha-
nism with the ith output removed, i.e., the output ofM−i is
y−i(k) =
(
q̃1(k), . . . , q̃i−1(k), q̃i+1(k), . . . , q̃N(k)
)
.
A mechanism M is joint differentially private if, for any i ∈ [N ], M−i preserves differential
privacy for inputs adjacent with respect to i. Joint differential privacy for databases has been de-
fined in [100], though, to our knowledge, it has not yet been used for dynamical systems. Using
Lemma 2 in [82], the following lemma states a finite-time criterion for trajectory-level joint differ-
ential privacy.
Lemma 6.3 (Joint differential privacy for dynamical systems) Let the privacy parameter ε ≥ 0
be given and letM be a mechanism whose output is an N -tuple. ThenM is ε-joint differentially
private if and only if, for any i ∈ [N ], for all u, ũ ∈ ˜̀sp satisfying AdjiB(u, ũ) = 1, all times k, and
148










where Bd is the Borel sigma-algebra on Rd. 
Joint differential privacy guarantees that when agent i’s input changes by a small amount, the
outputs corresponding to other agents do not change by much. A useful characteristic of both
ordinary and joint differential privacy is their resilience to post-processing, which guarantees that
post-hoc transformations of private data cannot weaken the privacy guarantees afforded to that
data. This result is formalized below.
Lemma 6.4 (Resilience to post-processing; [81, Proposition 2.1]) Let M be an ε-differentially
private mechanism and let f be a function such that the composition f ◦M is well-defined. Then
f ◦M is also ε-differentially private. 
6.2.3 The Laplace Mechanism
To enforce differential privacy for a particular choice of ε, noise must be added somewhere in
the system, and the distribution of this noise must now be determined. One common mechanism
in the literature draws noise from the Laplace distribution, used in both [79] and [82], and this
mechanism is used to provide ε-joint differential privacy. To define this mechanism, the notion of
the `p sensitivity of a system is now introduced.





The Laplace mechanism is stated in terms of the `1 sensitivity of a system. Below, the notation
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Lemma 6.5 (Laplace mechanism; [82, Theorem 4]) Let ε ≥ 0 be given. The Laplace mechanism
defined by
M(u) = G(u) + w
with w(k) ∼ Lap(b)r is ε-differentially private for b ≥ ∆1G/ε, with r the dimension of the output
space of the system. 
Lemma 6.5 says that one can make a system private by adding noise drawn from a Laplace
distribution to that system’s output at each timestep. This idea is implemented for Problem 6.1 in
the next section.
6.3 Optimizing Under Joint Differential Privacy
In this section, the privacy results in Section 6.2 are applied to Problem 6.1, and Algorithm 6.1 is
made joint differentially private. Formally, g and gxi are treated as memoryless dynamical systems,
and joint differential privacy is used to ensure that they keep the agents’ state trajectories, which
are the inputs to these systems, private.
6.3.1 Stochastic Optimization Algorithm
From Lemma 6.3, we see that enforcing joint differential privacy for the states in the network




µ(k) private before it is sent to agent i. To make
gxi(x(k)) private, noise can be added to it directly and this is done below. To make µ(k) private, we
use the fact that computing µ(k) relies on g(x(k− 1)), and add noise to make g(x(k− 1)) private.
Then computing µ(k) is joint differentially private by the post-processing property in Lemma 6.4.
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Similarly, if the noisy forms of both gxi(x(k)) and µ(k) are joint differentially private, their product
is as well, again by Lemma 6.4. Adding noise in this way, Algorithm 6.1 is modified to state the
joint differentially private optimization algorithm below.
Algorithm 6.2
Step 0: For all i ∈ [N ], initialize agent i with xi(0), Xi, fi, {αk}k∈N, and {γk}k∈N. Initialize the
cloud with x̄, g, flower, {αk}k∈N, and {γk}k∈N. Let the cloud compute M before the system begins
optimizing. Set k = 0.









µ(k) and sends it to agent i.
Step 2: Agent i computes








+ q̃i(k) + αkxi(k)
) ]
,
and sends a state value xi(k + 1) to the cloud.
Step 3: The cloud computes
µ(k + 1) = ΠM [µ(k) + γk (Lµ(k) + wg(k)− αkµ(k))] .
Step 4: Set k := k + 1 and return to Step 1. 4
To solve Problem 6.1, Algorithm 6.2 must implement joint differential privacy using the noise
terms wg and wi, while still converging to a minimum. The following theorem gives conditions on
wg and each wi under which convergence to a minimum is guaranteed. Then Theorem 6.2 shows
that joint differential privacy is achieved under these conditions, and Section 6.4 shows that each
agent’s incentive for misreport is indeed limited due to joint differential privacy.















if i. wi(k) and wg(k) have zero mean and bounded variance for all k
ii. αk = ᾱk−c1 and γk = γ̄k−c2 , where 0 < c1 < c2, c1 + c2 < 1, ᾱ ∈ (0, 1), and γ̄ ∈ (0, 1)
Proof: See [91, Theorem 6]. 
It remains to be shown that Condition i of Theorem 6.1 can be satisfied when joint differential
privacy is implemented, and this is done next.
6.3.2 Calibrating Noise for Joint Differential Privacy
Here the systems being made private are g and gxi , and the mechanisms acting for joint differential
privacy add noise to g(x(k−1)) when computing µ(k) and add noise to gxi(x(k)) when computing
q̃i(k). It was shown in Section 6.2 that the noise added in Algorithm 6.2 will enforce ε-joint
differential privacy as long as it has large enough variance. To determine the variance of noise that
must be added by the Laplace mechanism, bounds are derived on the `1 sensitivity of each gxi and
g below.
Lemma 6.6 For the relation AdjB, the `1 sensitivities of gxi and g satisfy ∆1gxi ≤ Lg,iB and
∆1g ≤ KgB.
Proof: See [107]. 
Using Lemmas 6.5 and 6.6, we see that ifwi(k) ∼ Lap(bi) with bi ≥ ∆1gxi/ε andwg(k) ∼ Lap(bg)
with bg ≥ ∆1g/ε for all k, then all states are afforded (ordinary) ε-differential privacy in Algo-
rithm 6.2. It turns out that this privacy and its resilience to post-processing imply that ε-joint
differential privacy holds as well, which is stated formally in the following theorem.














µ(k) as defined in Algorithm 6.2 and µ(k) computed as in
Algorithm 6.2. At each time k, if wi(k) ∼ Lap(bi) with bi ≥ ∆1gxi/ε and wg(k) ∼ Lap(bg) with
bg ≥ ∆1g/ε, thenM is ε-joint differentially private.
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= (q̃1(k), . . . , q̃i−1(k), q̃i+1(k), . . . , q̃N(k)) .


















In light of the fact that wg(k − 1) ∼ Lap(bg) with bg ≥ ∆1g/ε, we see that µ(k) keeps x(k − 1)




+ wj(k) keeps x(k) ε-differentially private because









keeps x ε-differentially private because it is the result of post-processing two differentially private







q̃1(k), . . . , q̃i−1(k), q̃i+1(k), . . . , q̃N
)
simply post-processes differentially private information. From Lemma 6.3 we conclude thatM is
ε-joint differentially private. 
The next section describes the application of this mechanism to inducing approximately-truthful
behavior in multi-agent optimization through the computation of β-approximate minima.
6.4 Computing β-approximate Minima
This section presents the main result of the chapter: joint differential privacy results in there being
only minimal incentive for an agent to misreport its state to the cloud because it limits the reduction
in cost an agent can attain through misreport. Toward showing this result, we first present the
following lemma that bounds agent i’s influence upon µ over time.
Lemma 6.7 For two trajectories x and x̃ such that AdjiB(x, x̃) = 1 holds, suppose that agent
i has misreported its state until some timestep k. Then, for the resulting dual vectors µ and µ̃
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(corresponding to x and x̃, respectively), we find
‖µ(k)− µ̃(k)‖ ≤ γ0KgB,
where γ0 is the initial stepsize in Algorithm 6.2, Kg is the Lipschitz constant of g, and B is the
adjacency parameter.
Proof: Without loss of generality, we consider the case in which agent i has begun misreporting at
timestep 1. Because x(0) and µ(0) are fixed, the effects of this misreport are not seen until timestep
2. In this case, we find
‖µ(2)− µ̃(2)‖ = ‖ΠM [µ(1) + γ1 (g(x(1))− α1µ(1))]− ΠM [µ(1) + γ1 (g(x̃(1))− α1µ(1))]‖
= ‖µ(1) + γ1 (g(x(1))− α1µ(1))− µ(1)− γ1 (g(x̃(1))− α1µ(1))‖
= γ1Kg‖x(1)− x̃(1)‖,
where we have used the non-expansive property of ΠM [·] with respect to the Euclidean norm on
Rm. Applying a simple inductive argument then gives
‖µ(k)− µ̃(k)‖ ≤ Kg
k−1∑
j=1








(1− γpαp) < 1
for all j. Using this fact and that {γk}k∈N is a decreasing sequence, we find




where using the adjacency of x and x̃ completes the proof. 
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Using Lemma 6.7, we next bound the change in cost agent i can attain through misreporting its
state in the absence of any other agents.
Lemma 6.8 Let the hypotheses of Lemma 6.7 hold. Then, at time k, we have




γ0Li + α0 + µmaxLg)B + kγ0KgB],
with Lg the Lipschitz constant of ∇g, Ki the Lipschitz constant of fi, Li the Lipschitz constant of
fxi , and µmax = supµ∈M ‖µ‖2.



























[(γ`Li + α`)‖xi(`)− x̃(`)‖+Kg‖µ(`)− µ̃(`)‖+ µmaxLg‖xi(`)− x̃i(`)‖] ,
where applying Lemma 6.7 and using the adjacency of x and x̃ completes the proof. 
In Lemma 6.8, the factor k counts the number of timesteps at which agent i has misreported
its state. In the problems we are interested in, this will be a finite number because the adjacency
parameter B is finite, giving agent i bounded influence upon its own cost in the absence of other
agents. In addition, the influence of agent i can be tuned by careful selection of γ0 and α0. Fur-
thermore, by scaling the inequality constraints g, one can leave intact the conditions under which
these constraints are met, while changing its Lipschitz constant Kg to affect the value of θi. The
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ability to change θi is important in our main results, which will be presented below. We note that
Lemma 6.8 concerns agent i’s ability to affect its own cost in the absence of other agents; the main
result concerns agent i’s ability to affect its cost in Algorithm 6.2, which will be presented shortly.
Toward showing that result, a uniform upper bound on fi over Xi is first presented.
Lemma 6.9 Let x̄ denote a Slater point for g. Then for all i ∈ [N ], fi(xi) ≤ λi for all xi ∈ Xi,
where λi := fi(x̄i) +KiDi.
Proof: Using the Mean-Value Theorem and the Cauchy-Schwarz inequality, we have
fi(xi) = fi(x̄i) +∇fi(zi)T (xi − x̄i)
≤ fi(x̄i) + ‖∇ifi(zi)‖ · ‖xi − x̄i‖,
for some zi ∈ Xi. The result follows by bounding ‖∇ifi(zi)‖ by Ki and bounding ‖xi − x̄i‖ by
Di. 
We now present our main results for the chapter. Below, each expected value is over the
randomness introduced by the mechanismM. For clarity, this theorem tracks the state agent i has





is used to denote agent i’s expected cost at time k when agent i has reported the trajectory yi to
the cloud and every other agent has followed the trajectory v. The symbol xi is always used as the
argument to fi because fi always depends on the true state of agent i, not the state it reports.
Theorem 6.3 Suppose Assumptions 6.1 and 6.2 hold. Let the agents and cloud execute Algo-
rithm 6.2 with the cloud implementing the mechanismM. Then for ε ∈ (0, 1), all agents sharing
their true states in Algorithm 6.2 results in a β-approximate minimum. In particular, at all times k
and for any state trajectories x, x̃ ∈ ˜̀sp satisfying AdjiB(x, x̃) = 1, we have
E[fi(xi(k))|xi, x−i] ≤ E[fi(xi(k))|x̃i, x̃−i] + β,
where β = 2ελi + θi, and where agent i is misreporting its state in x̃.
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Proof: From Lemma 6.8 we have
E[fi(xi(k))|xi, x−i] ≤ E[fi(xi(k))|x̃i, x−i] + θi. (6.5)
Using Theorem 6.2 and the definition of ε-joint differential privacy we find
E[fi(xi(k))|x̃i, x−i] ≤ eεE[fi(xi(k))|x̃i, x̃−i],
which we substitute into Equation (6.5) to find
E[fi(xi(k))|xi, x−i] ≤ eεE[fi(xi(k))|x̃i, x̃−i] + θi.
Using eε ≤ 1 + 2ε for ε ∈ (0, 1) gives
E[fi(xi(k))|xi, x−i] ≤ E[fi(xi(k))|x̃i, x̃−i] + 2εE[fi(xi(k))|x̃i, x̃−i] + θ,
where we apply Lemma 6.9 to get
E[fi(xi(k))|xi, x−i] ≤ E[fi(xi(k))|x̃i, x̃−i] + 2ελi + θi.

While the θi term in β is a feature of the problem itself, the ελi term results directly from the
untruthfulness of agent i, and it is precisely this term which can be influenced using the privacy
parameter ε, allowing a network operator to directly counteract the influence of false information.
Of course, shrinking ε requires that more noise be added which, in general, degrades performance
in the system. One must therefore balance the two objectives of incentivizing truthful information
sharing and system performance based upon the needs in a particular application.
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Iteration (k) ×10 5










Figure 6.2: A plot of the distance to the saddle point in Problem 6.0 in the primal space (lower
curve) and dual space (upper curve) when all agents are truthful.
6.5 Simulation Results
A simulation was run consisting of N = 8 agents, each with xi ∈ R2, and m = 4 constraints. The
constraint Xi = [−10, 10]2 for all i ∈ [N ], and fi(xi) = 12‖xi − ti‖
2
2, for all i ∈ [N ]; the value of
each ti can be found in Table 6.1. The constraints used were
g(x) =

‖x1 − x2‖22 + ‖x1 − x3‖22 − 5
‖x4 − x5‖22 + ‖x4 − x6‖22 − 3
‖x7 − x8‖22 + ‖x7 − x6‖22 − 3
‖x5 − x3‖22 + ‖x5 − x7‖22 − 5

.
The valueB = 3 was used for adjacency and the privacy parameter was chosen to be ε = log 3.
The distributions of each wi are shown in Table 6.1; in addition to those values, wg ∼ Lap(327.69).
The stepsize and regularization parameters were chosen to be γk = 0.01k−3/5 and αk = 0.5k−1/3.
Two adjacent problems were run for 250, 000 timesteps each, with agent 6 being untruthful in one
of them. In that run, agent 6 reported its unconstrained minimizer t6 to the cloud at each timestep
instead of its actual state.
Figure 6.2 plots the distance to the saddle point in the primal and dual spaces when all agents
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Iteration (k) ×10 5
















Figure 6.3: A plot of the decrease in cost agent 6 attains through misreporting its state when using
Algorithm 6.2. The ordinate is normalized by β.
Table 6.1: Values of ti and distributions of wi, i ∈ [8], for implementing joint differential privacy
in Algorithm 6.2.
i ti Distribution of wi
1 [6 −4]T Lap(10.92)
2 [2 2]T Lap(5.46)
3 [−7 7]T Lap(5.46)
4 [8 −9]T Lap(10.92)
5 [3 −7]T Lap(16.38)
6 [10 10]T Lap(10.92)
7 [−10 −10]T Lap(16.38)
8 [6 −6]T Lap(5.46)
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are truthful. The final error values in that case were
‖x(250, 000)− x̂‖2 = 0.5367 and ‖µ(250, 000)− µ̂‖2 = 0.6870,
indicating close convergence in each space despite the large amount of noise in the system.
Figure 6.3 plots the decrease in cost agent 6 sees in misreporting its state. This decrease is not
only bounded by β, but is bounded above by 0.1β for all time, indicating that β may be loose in
some cases; this is not surprising given that β uses Lipschitz constants and set diameters, which
are “worst-case” in the sense that they give maximum values over all possible states. Nonetheless,
the algorithm can be seen both to converge and compute a β-approximate minimum, indicating
that Problem 6.1 has been solved.
6.6 Conclusion
It was shown in this chapter that joint differential privacy can be used in multi-agent optimization
to incentivize truthful information sharing. Applications of the work presented here include any
multi-agent setting in which the iterates of an optimization algorithm correspond to some physical
quantity of interest. It is a feature of this work that, in conjunction with the work in Chapter 5
one can implement both differential privacy for state trajectories and joint differential privacy,
simultaneously protecting user data and disincentivizing untruthful information reporting in the
network.
Future applications of this work include the smart power grid, where agents’ states correspond
to their power usage levels. A user may be tempted to untruthfully report their power usage to the
cloud over time, e.g., by reporting lower usage during a power-intensive task such as charging an
electric car. Such a scenario is accounted for by this work, and its ability to reach solutions in the
presence of noise makes it well-suited to such applications.
160
CHAPTER 7
PRIVATE OBJECTIVE FUNCTIONS IN MULTI-AGENT
OPTIMIZATION
Distributed and multi-agent optimization problems arise naturally in a number of disparate fields,
including power systems [65], [108], communications [9], [109], [110], signal processing [111],
[112], sensor networks [2], [3], and machine learning [26], [113]. In these applications, it is
common to have agents in a network directly share information with each other in the process of
optimizing in order to guarantee that information flows across a network [37].
However, in some networked systems, users may be required to share potentially sensitive
information, such as their locations over time. As a result, there are substantial privacy concerns
associated with information sharing in some multi-agent systems, though some amount of informa-
tion sharing is still required to successfully coordinate a network. To satisfy both a global network
objective and the privacy requirements of individual users, differential privacy has been applied
in a number of ways throughout the literature [78], [80]. At a high level, a user’s information is
differentially private if a change in that user’s data does not produce significant changes in the
quantities visible to other participants in the network or anyone observing it.
The wide use of multi-agent optimization and the flexibility of differential privacy have nat-
urally led to interest in crafting differentially private optimization algorithms for use in network
coordination problems [85]–[87], [114]. Broadly, these algorithms seek to keep individual users’
data private while still producing results which are “close enough” to those obtained in a non-
private problem formulation. Often, there is a trade-off between privacy and convergence in these
implementations, and one often incurs worse network performance in exchange for increased pri-
vacy. This fundamental trade-off between privacy and performance is a common phenomenon in
the broader context of privacy apart from optimization [115], [116]. While there are a number of
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existing works focused on providing privacy to agents’ states, in this chapter we study the problem
of keeping each agent’s objective function differentially private. While an agent’s state can reveal
an agent’s location and perhaps what it is doing, an agent’s objective function can reveal what it
values and, as a result, what it is thinking or intending to do. For example, knowing that someone is
trying to minimize the cost or time required to travel to some destination gives a strong indication
of their future location. A key technical hurdle in this setting is that adding independent noise at
each point in time can only keep objective functions differentially private across a finite time hori-
zon [85]; across an infinite horizon, adding independent noise at each point in time will cause these
noisy terms to cancel out and reveal users’ objective functions [117]. This is highly undesirable
as convergence of an optimization algorithm is often asymptotic, requiring, in general, an infinite
time horizon. To circumvent this issue, a technique for directly perturbing objective functions has
been developed which keeps them private while maintaining certain smoothness properties [117].
This method is suitable for a distributed implementation, and indeed was designed with such prob-
lems in mind, though it applies only to strongly convex objective functions. Work presented in
[85] is likewise well-suited to distributed problems and focuses specifically on privacy for additive
terms in affine objective functions.
In this chapter, we are interested in keeping objective functions private in multi-agent linear
programs, and we present results designed for such problems. We propose using a central aggre-
gator for protecting agents’ objective functions across infinite time horizons, and this aggregator
adds completely correlated noise over time. As in earlier chapters, the central aggregator will be
thought of as a cloud computer, and the use of cloud computing is inspired by real-world systems
in which the flexibility of cloud computing has been leveraged across a wide range of applications.
In the cloud-based architecture, each agent possesses an objective function to minimize, while the
agents are collectively subject to global constraints that encode ensemble-level requirements upon
the agents. To jointly coordinate their activities while keeping their objective functions private, the
agents do not directly share state information with each other. Instead, they route messages only
through a trusted cloud computer which also enforces differential privacy for the agents, and it will
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be shown that this configuration allows for private networked coordination, with only small errors
introduced by incorporating privacy into the problem.
The rest of the chapter is organized as follows. In Section 7.1, a general form of the desired
optimization algorithm is presented, without privacy, in order to define the update law used and
the role of the cloud. Then, in Section 7.2, we incorporate privacy into the cloud-based distributed
optimization algorithm by adding noise, and we give the definition of differential privacy used for
objective functions in this setting. In Section 7.3, we design a noise-adding mechanism for the
cloud-based distributed algorithm that provides privacy guarantees to users’ objective functions.
In Section 7.4, the trade-off between privacy of objective functions and the performance of the
noisy optimization algorithm is studied for the noise-adding mechanism proposed. Section 7.5
then presents simulation results to demonstrate the bounds on performance we derive. Finally,
Section 7.6 concludes the chapter.
7.1 Problem Formulation
This section describes the multi-agent optimization problems to be solved and details the assump-
tions imposed upon them. In this chapter, we use the notation [n] = {1, . . . , n} for a natural
number n. A finite sequence indexed from 1 to T is denoted v(T ) = {v(1), . . . , v(T )}. We also
use the notation R+ to denote the set of non-negative real numbers, and we use RN+ to denote the
set of infinite sequences with non-negative real entries. We say that a sequence {v(t)}∞t=1 ∈ RN+
is dominated by another infinite sequence {u(t)}∞t=1 ∈ RN+ as t → ∞ if limt→∞ v/u ≤ 1, and
we express this condition with the notation v  u. A finite sequence of 0 is also denoted by 0
when there is no ambiguity. In addition, the set of second-order continuously differentiable convex
functions is denoted by C2.
7.1.1 Distributed Optimization
Consider a discrete-time multi-agent system of N agents indexed over I = {1, 2, . . . , N}. The
state of the ith agent is denoted xi, and it takes values in a non-empty, compact, convex set
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 ∈ X ⊆ Rn,
where n =
∑N
i=1 ni and X =
∏N
i=1Xi.
Each agent seeks to minimize a local C2 objective function
fi : Rni → R, i ∈ [N ],
which depends only upon its own state, while subject to m global C2 constraints of the form
gj(x) ≤ 0, where
gj : Rn → R, j ∈ [m].
As with some other related works, we make the following assumption on the constraints.
Assumption 7.1 The constraints satisfy Slater’s condition: there exists an ensemble state x̄ ∈ X
such that every constraint is strictly satisfied, namely gj(x̄) < 0 for all j ∈ [m]. ♦
As in some other works on differentially private optimization [118], [119], we require that the
constraints be Lipschitz continuous, which we formally state below.
Assumption 7.2 For each j ∈ [m] and i ∈ [N ], there exist constants li,j ∈ R+ such that
∥∥∥∥∂gj∂xi
∥∥∥∥ ≤ li,j.
We call li,j the ith Lipschitz constant for gj , and lj = maxi∈[N ] li,j the overall Lipschitz constant
for gj . ♦
Due to the fact that the objective functions are local while the constraints are global, we employ
a cloud-based communication architecture to coordinate the agents while they optimize [120].
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Specifically, the agents do not communicate directly with each other; instead, to enforce privacy
of the agents’ objective functions, they send messages only through the cloud. At each timestep,
the agents receive information from cloud, update their states, and send these updated states back
to the cloud. The cloud then gathers the new states and computes new information required by the
agents in their next state updates. It will be shown in Section 7.2 how these computations in the
cloud are made private.






In terms of f , g, and X , one can define an ensemble-level optimization problem, shown below.
Problem 7.1
minimize f(x)
subject to g(x) ≤ 0
x ∈ X.

We use a seminal result in non-linear programming to transpose this problem to an equivalent form
more amenable to being solved on the cloud-based system we use. In particular, using [29], we
form the Lagrangian associated with Problem 7.1 as
L(x, µ) = f(x) + µTg(x),
where µ is a vector of Kuhn-Tucker (KT) multipliers that takes values in M = Rm+ . With this
definition, we minimize f subject to g(x) ≤ 0 by finding a saddle point of L [29]. In particular,















µ← ΠM [µ+ γt (g(x)− αtµ)] . (7.2)
Here, the time-dependent parameters αt and γt asymptotically vanish, and their precise form will
be given below in Theorem 7.1. We choose this algorithm as the basis for the current work due to
the noise-rejecting properties it provides and the ability to naturally distribute it over a network,
and these properties will be exploited when noise is added for privacy below.
In this problem we will consider separable constraints. A careful inspection of Equations (7.1)
and (7.2) shows that this algorithm is therefore compatible with the cloud-based architecture be-
cause separability of g implies than an agent only needs to receive µ from the cloud. The cloud can
easily compute and share µ with each agent precisely because it receives global information about
the network at each timestep. While Equation (7.2) is computed by the cloud in a centralized way,
Equation (7.1) can be computed locally by each agent given µ. With this in mind, we now state the
cloud-based optimization algorithm as Algorithm 7.1.
Algorithm 7.1 Non-Differentially Private Cloud-Based Optimization
1: Given x0 ∈ X , µ0 ∈M , parameters αt, γt, times of iteration T .
2: xi ← xi(0), µ← µ0
3: for t = 1 to T do
4: µ′ ← ΠM [µ+ γt (g(x)− αtµ)]
5: for i = 1 to N do













9: t← t+ 1
10: end for
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The convergence of Algorithm 7.1 is guaranteed by the following theorem, derived from The-
orem 6 in [91].
Theorem 7.1 Algorithm 7.1 converges to an optimum as the times of iteration T → ∞, if the
time-dependent parameters αt and γt satisfy
γt = γ1t
−c1 , αt = α1t
−c2 , (7.3)
where α1, γ1 > 0, α1γ1 ∈ (0, 1), c1 > c2 > 0, and c1 + c2 < 1. 
Convergence rates for this algorithm can range from linear to geometric [36] and depend upon
the specific problem under consideration, as well as the choices of αt and γt. In the next section,
we explore how to incorporate privacy into the execution of this algorithm.
7.2 Differential Privacy for Objective Functions
This section provides the necessary background on differential privacy for the cloud-based imple-
mentation used in this chapter. Even when the agents communicate through the cloud, privacy is
a major concern because an individual agent’s information could be computed from the cloud’s
transmissions to other agents. A commonly used means for keeping data private is the framework
of differential privacy. Unlike a number of other efforts to keep an agent’s state xi private, here we
keep each agent’s objective function fi private using differential privacy.
In the cloud-based system, the information from the central server µ(t) is assumed to be pub-
licly known information. Agent i’s objective function fi, which we want to keep private, is chosen
from a parameterized family of functions
Fi = {fi(·; ai) | ai ∈ Ai} , i ∈ [N ],
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where Ai is a set of parameters equipped with a metric
di : Ai ×Ai → R+, i ∈ [N ].
Concerning the agents’ objectives, we make two assumptions, stated below.






i xi | ai ∈ Rni
}
, i ∈ [N ].
The distance on the parameters inherits from the Euclidean norm on Rni , namely
di(x, y) = ‖x− y‖.
♦
Next, we state an assumption on the constraints g.
Assumption 7.4 There is only one linear constraint of the form




where b = [bT1 , . . . b
T
N ]
T. The ith Lipschitz constant for g is li = ‖bi‖, and the overall Lipschitz
constant is l = maxi∈[N ] li. ♦
These two assumptions are enforced only to simplify the forthcoming presentation of results;
the theoretical results presented in the following sections are still valid when the objective functions
fi and the constraint g are C2 and Lipschitz continuous.
7.2.1 Noise-Adding Mechanism
To keep agents’ objective functions differentially private, we consider a mechanism which directly
adds noise to the public multiplier µ, as shown in Algorithm 7.2. At each iteration t, the cloud
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adds zero mean noise to the public multiplier by computing
µ← µ+ v(t), t ∈ [T ]
before sending it to the agents. The noise v(t) added over time can be correlated, and we will make
use of this fact below.
Algorithm 7.2 Differentially Private Cloud-Based Distributed Optimization
1: Initialize x0 ∈ X , µ0 ∈M , parameters αt, γt, number of iterations T .
2: xi ← xi(0), µ← µ0
3: for t = 1 to T do






5: for i = 1 to N do
6: xi ← ΠXi [xi − γt (ai + µbi + αtxi)]
7: end for
8: µ← µ′ + v(t)
9: t← t+ 1
10: end for
Compared to some other mechanisms in the literature that add noise to the states or the objective
functions of every agent, this mechanism is much easier to implement in practice because only the
cloud needs to add noise to its computations, i.e., the agents’ update laws are entirely unaffected
by the inclusion of differential privacy in this problem.
7.2.2 Differential Privacy with Metric
Two key components of any differential privacy implementation are the sensitive data, i.e., the user
data that we wish to keep private, and the observables of a system, which are the quantities that can
be seen by another member of the network or an eavesdropper. The sensitive data in this setting




sets of sensitive data are adjacent if they differ in at most one entry. In addition, we now define a
distance between adjacent sets of sensitive data, which derives naturally from the Euclidean metric
on the set of admissible objective functions.
Definition 7.1 Two sets of sensitive data D = {fi(xi) = aTi xi | i ∈ [N ]} and D′ = {f ′i(xi) =
a′Ti xi | i ∈ [N ]} are adjacent if there exists an index i ∈ [N ] such that aj = a′j for each
j ∈ [N ]\{i}. In addition, the distance between the two adjacent datasets is defined by
d(D,D′) = ‖ai − a′i‖,
where ‖ · ‖ is the Euclidean norm on Rni . ♦
The observable in Algorithm 7.2 is the sequence of public multipliers µ(T ) = {µ(1), . . . , µ(T )},
where µ(t) ∈M for all t ∈ [T ]. It is determined by three factors:
• the choice of initial condition x0 ∈ X , µ0 ∈M ,
• the noise-adding mechanism, namely the probability distribution of v(T ) = {v(1), . . . , v(T )}
in Algorithm 7.2,
• the sensitive data D.
Remark 7.1 When fixing the initial condition x0 ∈ X and µ0 ∈ M , the sensitive data D, and the
noise-adding mechanism v(T ), µ(T ) is a sequence in R, which we denote by (µx0,µ0
D,v(T )
)(T ); when only
fixing the initial condition x0 ∈ X and µ0 ∈ M and the private data D, µ(T ) is a random process
in R, which we denote by (µx0,µ0D )(T ). ♦
In this work, we use the metric version of differential privacy from [121], defined below, which
is stronger than the commonly used non-metric version of differential privacy.
Definition 7.2 The cloud-based system is (ε, δ)-differentially private if, for any choice of initial
condition x0 ∈ X and µ0 ∈ M , for any two sets of adjacent private data D,D′, and for any
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(T ) ∈ O
]
+ δ
holds, where (µx0,µ0D )
(T ) and (µx0,µ0D′ )
(T ) are random processes as explained in Remark 7.1. When
δ = 0, we call the distributed system ε-differentially private. ♦
7.2.3 Influence of Noise on Performance
Generally, adding noise v(T ) in Algorithm 7.2 has an adverse effect upon convergence to optima
in the cloud-based distributed optimization problem. We measure this loss of performance by the
difference between the result obtained by Algorithm 7.2, which adds noise for privacy, and that
obtained by Algorithm 7.1, which does not add noise.
Definition 7.3 The loss of performance for sensitive data D in Algorithm 7.2 due to the noise













(t) and µx0,µ0D′,0 (t) are the public multipliers at time T generated by Algorithm 7.2 with
initial condition x0, µ0, set of objective functions D, and noises v(T ) and 0, respectively. ♦
In the next section, we discuss our implementation of differential privacy, and, following that,
we bound its resulting loss of performance.
7.3 Differentially Private Noise-Adding Mechanism
In this section, we detail the privacy mechanism used by the cloud to protect agents’ objective func-
tions. The difficulty of keeping objective functions differentially private in Algorithm 7.2 comes
from the fact that they are used in computations at every iteration. As observations accumulate,
the blurring effect of noise can therefore be weakened, possibly leading to losses of privacy. In
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addition, the influence of perturbing an objective function even temporarily extends to other agents
and remains over time, meaning that noise added to the system can have a substantial, long-lasting
effect upon convergence. Furthermore, the influence of noise added to the multipliers to keep them
differentially private also remains over time.
To account for these challenges while still successfully coordinating networks of agents, we
analyze how the non-differentially private cloud-based optimization algorithm responds to pertur-
bations of the agents’ objective functions, and we then design noise to mask this perturbation. This
approach is an extension to the commonly used sensitivity analysis. For two adjacent sets of ob-
jective functions, we view the difference between ai and a′i as a perturbation and analyze how this
perturbation propagates through the system in order to gain insight into how two adjacent prob-
lems behave in Algorithm 7.2. With this insight, we design a privacy mechanism that masks the
differences between the two problems as Algorithm 7.2 is executed.
7.3.1 Temporary Perturbations of Objective Functions
For a fixed i ∈ [N ], we study the case of perturbing the parameter ai of the objective function
fi(xi) = a
T
i xi at time s, with no noise being added. In Algorithm 7.2, this is equivalent to applying
the same perturbation directly to the state xi at the same time, but scaled by γt/(1−αtγt). Though
this perturbation is only applied at time s, agent i computes a state update using the perturbed value
of fi and then shares this updated state with the cloud. This value in turn affects the computation
of subsequent µ values, and these values themselves affect subsequent state updates made by other
agents. Thus the influence of this perturbation persists over time.
















where a = [aT1 , . . . , a
T
N ]
T and In is the n × n identity matrix. Therefore, by the non-expansive
property of the projection ΠX×M with respect to the Euclidean norm on Rn+m, when there is a
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perturbation τ on the state x and a perturbation δ on the multiplier µ at time t, the perturbation










In this case, we start with the perturbation
δ = 0,
τ = [0, . . . , 0, 1, 0, . . . , 0]T,
where 1 is the ith element of τ (because we perturb ai), and we want to design a mechanism that
adds noise only to µ to dilute this perturbation’s influence over time.
Indeed, to dilute the persistent influence of perturbing an objective function temporarily at time
s, we add noise to the public multiplier µ over time. As shown in Figure 7.1, the perturbation in
x(s) propagates to both x(s + 1) and µ(s + 1). This influence on µ(s + 1) can be masked by
directly adding Laplace noise to it, while the influence on x(s + 1) will be masked by adding
noise to µ(s+ 2), µ(s+ 3), . . . in subsequent iterations as the effects of perturbing x(s) propagate
forward in time. Since all the influences are generated by a single perturbation, we choose to add
completely correlated noise over time as there is only a single quantity to mask.
µ(s+ 1) µ(s+ 2) . . .
x(s) x(s+ 1) x(s+ 2) . . .
Figure 7.1: To cover the persistent influence of perturbing an objective function temporarily at
time s, we add noise at each time t ≥ s + 1 that only covers the proportion of the perturbation
that propagates through the lines shown here, thereby keeping each agent’s objective function
differentially private.
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This idea yields the following differentially private mechanism to cover a temporary perturba-
tion on an arbitrary objective function fi(xi) at time s.
Mechanism 7.1 In Algorithm 7.2, add completely correlated Laplacian noise
vs(t) =

0, if 1 ≤ t ≤ s





lw, if t ≥ s+ 2
,
where αt, γt are given in Equation (7.3), l is the overall Lipschitz constant for the constraint g, and
w ∼ Lap(1/ε) is a Laplacian noise. 4
The following lemma gives the asymptotic behavior of the noise vs(t) in Mechanism 7.1.
Lemma 7.1 The noise vs(t) in Mechanism 7.1 obeys









For t > s we have
t−1∏
k=s




























where the first inequality follows from the fact that γkαk ∈ (0, 1) by Theorem 7.1 and from a
truncated Taylor expansion of log(1 − x), which gives log(1 − x) < −x. The second equality







because k−(c1+c2) is a decreasing function of k.












1− c1 − c2
)
lw
converges to 0 as t→∞. 
7.3.2 Constant Perturbation on Objective Functions
When the perturbation on the parameter ai of the objective function fi(xi) = aTi xi at time s is
constant, as in the case of two adjacent cost functions parameterized by ai and a′i, by the setup
of Algorithm 7.2, the influence of this constant perturbation is bounded above by summing the
influences of equivalent temporary perturbations at all iterations. Therefore, the following noise-
adding mechanism masks perturbations which are constant in time and, as a result, keeps each
objective function fi differentially private. As above, since all the influences are generated by a
constant perturbation, we choose to add completely correlated noise over time.






0, if t = 1









lw, if t ≥ 3
,
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where αt, γt are given in Equation (7.3), l is the overall Lipschitz constant for the constraint g, and
w ∼ Lap(1/ε) is a Laplacian noise. 4
We now present a theorem showing that Mechanism 7.2 indeed enforces differential privacy.
Theorem 7.2 The noise-adding Mechanism 7.2 keeps the objective functions ε-differentially pri-
vate in Algorithm 7.2.
Proof: This is true by construction; see Section V in [121] where a mechanism using completely
correlated noise is discussed. 
To characterize the behavior of noise added in Algorithm 7.2, the asymptotic behavior of v(t)
as t→∞ is given by the following theorem.




where constants c1 > c2 are given in Equation (7.3). Thus, v(t) converges to 0 as t→∞.
Proof:



















































which converges to 0 as t→∞. 
Having established privacy and the behavior of noise in Algorithm 7.2, the next section explores
how the presence of privacy affects the behavior of the system.
7.4 Trade-Off Between Privacy and Performance
This section explores the effects of privacy upon convergence and formalizes the trade-off between
these two goals. To keep objective functions differentially private, we add noise to the sequence
of public multipliers µ(T ) according to Mechanism 7.2. This noise will, in general, prevent Algo-
rithm 7.2 from exactly reaching an optimum, though it will still approximately reach an optimum.
In this section, we show that the solution reached by Algorithm 7.2 will stay in the vicinity of the
original optimum in a probabilistic sense which we state precisely below.
7.4.1 Perturbation on Public Multipliers
We first compute the influence of perturbing the public multiplier µ(s) upon the state of the ith
agent at time t. Let (µx0,µ0
D,v(T )
)(T ) be the sequence of public multipliers generated by Algorithm 7.2
with noise-adding mechanism v(T ), set of objective functions D, and initial conditions x0 and µ0.
The s-perturbation of (µx0,µ0
D,v(T )
)(T ) is determined by perturbing it at time s with a perturbation of
size less than or equal to one, which we define now.
Definition 7.4 An s-perturbation ν(T ) of (µx0,µ0
D,v(T )
)(T ) is a sequence of public multipliers such that






• for k ≥ s + 1, ν(T ) evolves by the same law as (µx0,µ0
D,v(T )
)(T ), namely by Algorithm 7.2 with
noise-adding mechanism v(T ), set of objective functions D, and initial conditions x0 and µ0.
The set of s-perturbations of (µx0,µ0
D,v(T )
)(T ) is denoted by Qs(x0, µ0, D, v(T )). ♦
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Using Definition 7.4, we can define the impulse response of the ith agent for a perturbation on
the public multiplier µ(s), given below.
Definition 7.5 The impulse response of agent i ∈ [N ] at time t ∈ [T ] for an s-perturbation on the





where Q = Qs(x0, µ0, D, v(T )) is the set of s-perturbations of (µx0,µ0D,v(T ))
(T ). ♦
Definition 7.5 captures the effects of propagating forward in time a perturbation on µ. To
understand the behavior of this propagation over time, Theorem 7.4, below, gives an approximate
upper bound on agent i’s resulting impulse response, and ensures that the upper bound converges
under the following assumption.







where li is the ith Lipschitz constant of the constraint g. ♦
With Assumption 7.5 in place, we now state Theorem 7.4.
Theorem 7.4 The impulse response of agent i ∈ [N ] at time t ∈ [T ] for a perturbation on the





with the rescaling factor
rk =











1− c1 − c2
)
,
which converges to 0, as t→∞ under Assumption 7.5.
Proof: Without loss of generality, set v(t) = 0. When there is a perturbation on the public multiplier
µ at time s, the influence on the state xi of the ith agent is defined as the impulse response κi,s→t.

















τi,s→s = [0, . . . , 0]
T.




is the composition of rotation and rescaling by a factor of
rt =





















l2i , t ∈ [T ].






i in Equation (7.6), and consequently
rt ≈ 1− αtγt.







1− c1 − c2
)
as t→∞. 
With this result, we now quantify the trade-off between privacy and performance.
7.4.2 Trade-Off Between Privacy and Performance
To derive an upper bound on the influence of Mechanism 7.2 on the final result derived by Algo-
rithm 7.2, it suffices to collect the influence of noise added at each iteration, which we do in the
following theorem.
Theorem 7.5 The loss of performance (see Definition 7.3) for protecting the private data D with

























where αt, γt and rk are given in Equations (7.3) and (7.5).
Proof: The right-hand side of Equation (7.7) follows from Definition 7.3, and the remainder is
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simply expanding v(t) and κi,t→T according to their definitions. 
Combining Theorem 7.3 and Theorem 7.4 gives an explicit upper bound on the loss of perfor-
mance ΛD under Assumption 7.5, which we present now.






for large T , under Assumption 7.5.











T 1−c1−c2 − t1−c1−c2



























for large T . 
By Theorem 7.6, the upper bound on ΛD depends only on α1 and not on γ1 because γt decreases
faster and is therefore dominated by αt in the long run. Since this upper bound is proportional to
T 2c2 , it is preferable to choose c2  1, which is indeed compatible with Theorem 7.1. Finally,
noting that the upper bound is proportional to 1/ε2, we see a trade-off between privacy and perfor-
mance: when ε decreases, a higher degree of privacy is achieved at the cost of a larger deviation
from the optimum, and vice versa, just as was seen in Chapter 5. For this reason, Theorem 7.6 can
roughly be understood as demonstrating that a T 2c2 penalty is paid in convergence in exchange for
a linear improvement in the privacy parameter.
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7.5 Simulation Results
We now present simulation results to demonstrate the preceding bound on the loss of performance
when keeping agents’ objectives private. The simulation consists of N = 6 agents, each with state
xi ∈ R2. The values of ai for the agents’ objectives and bi for the constraint are shown in Table 7.1.
The privacy parameter was chosen to be ε = log 3. In accordance with Assumption 7.5, the values
α1 = 1 and γ1 = 0.01 were selected, along with c1 = 1/2 and c2 = 2/5. Together, these give the
time-varying regularization and stepsize values
αt = t
−2/5 and γt = 0.01t−1/2.
The initial state and dual value were chosen to be x(0) = 0 and µ(0) = 0. Using these problem
parameters, two simulation runs were conducted for T = 2, 000 iterations, one with noise and one
without, in order to compare the values of µx0,µ0
D,v(T )
(t) and µx0,µ0D,0 (t) to assess performance loss.
Figure 7.2 shows the values of µx0,µ0
D,v(T )
(t) (lower curve) and µx0,µ0D,0 (t) (upper curve) across
the range 1000 ≤ t ≤ 2000. Here we find that, despite the noise added in accordance with
Mechanism 7.2, the two trajectories are very close, with the distance between them a small fraction
of their values. Figure 7.2 suggests that the level of performance loss between µx0,µ0
D,v(T )
(t) and
µx0,µ0D,0 (t) is quite small, with values differing only slightly across the time horizon shown.







i.e., normalized performance loss, with ΛD(t) computed according to Theorem 7.5 by evaluating
ΛD at each point in time during the simulation. In Figure 7.3 it can be seen that the performance
loss incurred by privacy is bounded by approximately 0.05ΛD(t) for all time, indicating close
agreement between the private run and non-private run. From Figures 7.2 and 7.3, we see that
privacy of the agents’ objective functions is achieved in a way that still allows the optimization
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Iteration (t)








Figure 7.2: The dual trajectory µx0,µ0
D,v(T )
(t) from the private optimization run (lower curve), and
the dual trajectory µx0,µ0D,0 (t) from the non-private optimization run (upper curve) for values of t
between 1, 000 and 2, 000. The small difference between these two curves indicates that the results
of the private optimization algorithm closely match those of the non-private algorithm. Therefore,
there is only small performance loss incurred by keeping agents’ objective functions private.
Table 7.1: The values of the constants ai and bi for i ∈ [6], which define the objectives and
constraints for simulating Algorithm 7.2.
i ai bi
1 [−50 −50]T [1.2 1.8]T
2 [−30 −20]T [1.5 1.3]T
3 [−10 −40]T [1.0 0.9]T
4 [−10 −60]T [1.6 1.8]T
5 [−30 −20]T [1.7 1.4]T
6 [−100 −50]T [1.8 1.3]T
process to proceed successfully.
7.6 Conclusion
In this work, we studied the problem of randomizing a cloud-based distributed optimization algo-
rithm by adding noise to provide differential privacy to agents’ individual objective functions. To
design a noise-adding mechanism, we analyzed the impulse responses of the multi-agent system,
derived an upper bound on these impulse responses, and then designed a noise-adding mechanism
that keeps the objective functions differentially private in the context of a cloud-based optimiza-
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∣∣∣ for times t between 1 and 2, 000. Here
we see that the performance loss is not only bounded above by ΛD(t) as shown in Theorem 7.5, but
that it is almost always bounded above by 0.05ΛD(t) in this case. This small value of performance
loss indicates that the private optimization algorithm is closely matching the behavior of the non-
private algorithm while providing privacy guarantees to the agents’ objectives.
tion algorithm. In addition, we showed that there is a trade-off between the privacy of objective
functions and the performance of the randomized cloud-based optimization algorithm. Finally, the
theoretical results were verified by simulation which demonstrated only minimal performance loss
in exchange for enforcing user privacy.
This work took advantage of the update law used in order to add diminishing noise over time,
retaining the privacy guarantees of the Laplace mechanism while minimizing the impact of privacy
upon the behavior of the algorithm. In addition, by using completely correlated noise over time,
this work benefits from reductions in entropy, making it possible to simultaneously protect user




PRIVATE COORDINATION OF ROBOTIC NETWORKS
In this chapter we detail an experimental implementation of the work in Chapter 5. As in Chapter 4,
this chapter serves both as additional testing of the work in Chapter 5 and as a demonstration of its
utility in practice. Below, Section 8.1 discusses the optimization problems solved by the agents,
Section 8.2 discusses the experimental platform and privacy setup used in this experiment, and
Section 8.3 gives an overview of the experimental results obtained.
8.1 Optimization Problems for Terrestrial Robot Teams
There are N = 8 agents used in this case, and they jointly solve a sequence of three optimization
problems. Each problem was crafted to have the agents assemble a particular formation. The
agents are planar and their heading does not factor into these optimization problems, giving agent
i a state vector xi ∈ R2.
The first problem has the agents assemble a diagonal line in the xy-plane.
Problem 8.1
minimize f(x)
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The second problem has the agents form two squares side-by-side in the xy-plane, with each
agent at the vertex of one of the squares.
Problem 8.2
minimize f(x)
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8.2 Experimental Platform and Setup
The experiments in this chapter were run on the Robotarium [15], a testbed for swarm robotics
research1. The Robotarium features an architecture similar to that used in Chapter 4, namely a
central base station which sends position commands to each robot, rather than point-to-point com-
munications among the agents. In this case, position information comes from an overhead camera
1http://www.robotarium.org
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which identifies agents based on unique fiducials placed on top of each robot. The Robotarium
has a rectangular workspace for the robots, with the origin at the center of the rectangle and its
corners at the coordinates (−0.60,−0.35), (−0.60, 0.35), (0.60,−0.35), and (0.60, 0.35), giving
rise to the choice of constraint set X above in Problems 8.1, 8.2, and 8.3.
The experiments in this chapter were run using eight GRITSBots [122], each of which is a
two-wheeled differential drive robot roughly 3cm across with Dubins vehicle [123] dynamics, i.e.,
its position (x, y) and heading θ evolve according to
ẋ = v cos θ
ẏ = v sin θ
θ̇ = ω,
where the pair (v, ω) is the control input to each robot. Algorithm 5.2 generates positions rather
than pairs (v, ω). To translate desired positions into linear and angular velocity commands, one can
implement a proportional controller on a virtual point some fixed distance ` in front of the robot
and then have the robot track that point. Here ` = 5cm was chosen, and this transformation was
computed using built-in functions provided by the Robotarium.
In this implementation, ε-differential privacy was used, and the privacy parameter was set to
ε = log 2, which is within the range of privacy parameters typically used in the literature. The
adjacency parameter was set to B = 0.2. Given the dimensions of the Robotarium, this choice of
B is reasonable as it specifies that adjacent trajectories may deviate from each other by up to 20cm
over time. As in Chapter 4, control barrier functions [74] were used for collision avoidance. The
safety radius was set to 6cm, ensuring that all pairs of robots had their centers of mass at least 6cm
apart at all times.
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8.3 Experimental Results
The total time taken to solve Problems 8.1, 8.2, and 8.3 was 40.9 seconds, and the time required to
solve each individual problem is shown in Table 8.1.
Table 8.1: The experimental time required for eight GRITSBots to privately solve Problems 8.1,
8.2, and 8.3 using Algorithm 5.2.
Task Runtime (s)
Solve Problem 8.1 14.5
Solve Problem 8.2 13.0
Solve Problem 8.3 13.4
The initial position of the GRITSBots was a random configuration in the workspace, shown
from above in Figure 8.1.
Figure 8.1: A top-down view of the initial position of eight GRITSBots when they begin using
Algorithm 5.2.
After 14.5 seconds, the GRITSBots have arrived at their solution to Problem 8.1, shown in
Figure 8.2. Here we see that the robots do indeed assemble the desired formation despite the noise
added for privacy.
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Figure 8.2: A top-down view of eight GRITSBots at their collective solution to Problem 8.1. As
desired, they form a diagonal line across their workspace.
Upon solving Problem 8.1, the GRITSBots immediately switch to solving Problem 8.2, which
takes 13.0s. The resulting formation is shown in Figure 8.3 where the robots have arrived at the
expected formation of two side-by-side squares.
Figure 8.3: A top-down view of eight GRITSBots at their collective solution to Problem 8.2. As
desired, they assemble two adjacent square formations.
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When Problem 8.2 is solved, the GRITSBots then solve Problem 8.3. Their collective solution
to Problem 8.3 is shown in Figure 8.4, where they can be seen to have formed the desired diamond
shape at the origin.
Figure 8.4: A top-down view of eight GRITSBots at their collective solution to Problem 8.3. As
desired, they form a single diamond-shaped formation centered at the origin.
8.4 Discussion and Conclusions
The robotic experiments in this chapter demonstrate rapid and accurate convergence of Algo-
rithm 5.2 in this implementation. None of the runtimes for solving Problems 8.1, 8.2, or 8.3
are particularly long even though each formation is quite different from the others. These results
indicate that trajectory-level privacy can be integrated into practical systems without substantially
harming their performance.
These experiments also indicate that Algorithm 5.2 is particularly well-suited to practical ap-
plications in several ways. First, Algorithm 5.2 generates only position information, and these
positions are first mapped to a proportional controller for a point mass, and the resulting controller
for that system is then mapped to the non-holonomic unicycle dynamics of the GRITSBots. In
spite of these transformations, the problems in this chapter are all solved successfully. Second,
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the barrier functions used for collision avoidance in this chapter introduce errors into each robot’s
position by preventing it from arriving exactly at its desired position. Nonetheless, the agents suc-
cessfully solve each problem, indicating that this work is well-suited to practical applications, even






CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
This thesis presented algorithms that take advantage of a mixed centralized/decentralized architec-
ture to coordinate networks of agents under challenging conditions. This architecture is enabled
by recent technological developments which allow for both the large-scale production of many
low-cost devices to coordinate, and the seamless inclusion of centralized cloud computing into
many systems. Given the resulting technological feasibility of a mixed centralized/decentralized
system, this work was focused on exploiting this architecture and blending the conventionally-
distinct paradigms of centralized and decentralized coordination. This was done successfully for
two classes of problems that arise naturally in networks, namely asynchronous coordination and
coordination under privacy requirements in Parts I and II, respectively.
Part I demonstrated successful mixed centralized/decentralized coordination of teams of agents
even in the presence of total disagreement about the state of the network. While the degree of
asynchrony allowed in the system inevitably leads to the accumulation of certain errors in the
system over time, the choice of gradient update law in the asynchronous coordination framework
successfully mitigates these errors, reducing them to small enough levels that the error in the
system is tolerable in many applications of interest. The asynchronous framework in Chapter 2 is
general enough to accommodate essentially any communications structure in the system, making
it well-suited to practical applications, including those in which communications are intermittent
and unreliable. Chapter 3 analyzed random communications in the setting of this asynchronous
framework, letting a network operator predict the behavior of the system in terms of network
parameters. And this work was observed to work well in practice in Chapter 4. There, it was
observed that teams of quadrotors can indeed make use of this work and successfully assemble
formations even when their communications and computations are randomized.
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Part II demonstrated mixed centralized/decentralized coordination of teams of agents under
several forms of privacy. There is a natural tension between privacy, which seeks to conceal infor-
mation, and network coordination, which seeks to share information. It was shown that, in several
ways, noise can be added to afford individual users strong privacy guarantees and that, although
the magnitude of noise added can be much larger than other terms in the problems considered, the
choice of gradient-based update law helps create algorithms that are robust to this noise. This was
demonstrated in Chapter 5 where individual agents’ entire state trajectories were kept private, yet
the agents were still able to work together and attain useful solutions to a broad class of optimiza-
tion problems. This work was shown in Chapter 6 to also promote truthful information reporting
by the agents because it largely removes incentives they have to share false information with the
cloud. Chapter 7 then provided an algorithm to keep agents’ objective functions private as they
work together, and all three chapters found that linear changes in the network’s privacy parameter
result in an inverse square penalty in convergence. This work was successfully demonstrated on
ground robots in Chapter 8, where it was seen that a team of eight wheeled robots can successfully
work together, even when they are keeping their exact trajectories private.
One possible future direction for this work is to develop techniques for providing individual
agents with privacy guarantees while still allowing for asynchronous communications. This is of
interest not only because it unifies two problem domains of interest to the network control commu-
nity, but also because it can help understand the boundary between what is possible with networks
and what is not. The challenge of private asynchronous coordination is, naturally, that information
can be both severely delayed and corrupted by noise, leading to even greater disagreements about
a network’s state than were seen in this work. It is not clear exactly what form a private asyn-
chronous coordination framework may take, though the work in this thesis represents steps along
the way to such a framework and, ultimately, a comprehensive understanding of the capabilities of
networked systems.
Another direction for future work concerns the deployment of this work to physical systems
beyond robots. Certainly there are many more applications in robotics than can be explored, but
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beyond that, several emerging applications could make use of this work. These applications in-
clude smart and connected communities, smart power grids, and autonomous vehicles. In all three
cases, real-time safety guarantees become vital to system performance, and preventing constraint
violation at all iterates of an optimization algorithm becomes essential. It is not yet clear how
real-time constraint checking can be incorporated into these systems, though these emerging ap-
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