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Abstract
We propose a novel geometric structure induced by any given convex polygon P , called Nest(P ),
which is an arrangement of Θ(n2) segments, each of which is parallel to an edge of P , where
n denotes the number of edges of P . This structure enjoys six simple yet nontrivial properties,
which can be derived from two elementary geometric properties – convexity and parallelism.
We then apply Nest(P ) to solve the geometric optimization problem of computing the par-
allelogram(s) in P with the maximum area. We show that the essential nature of the locally
maximal area parallelograms is captured by Nest(P ) and that computing all these parallelo-
grams reduces to answering O(n) location queries on Nest(P ). We answer each of these queries
in O(log2 n) time, and thus obtain an O(n log2 n) time algorithm for this optimization problem.
Our algorithm avoids an explicit construction of Nest(P ), which would take Ω(n2) time.
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Figure 1 Two examples of Nest(P ). The line segments labeled from 1 to n in clockwise order
indicate the n edges of P . The other line segments in the figure are the edges from Nest(P ).
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XX:2 Maximal Parallelograms in Convex Polygons and a Novel Geometric Structure
1 Introduction
Given a convex polygon P , we revisit the problem of finding the parallelograms in P with the
maximum area, which was studied by us in [18]2. Throughout, P is regarded as a compact
set which contains its boundary and interior. In addition to the fact that there is intrinsic
geometric interest in the problem itself and many similar problems have already been studied
in literature (e.g. the maximum rectangle and ellipse problems; see subsection 1.1), this
problem has some motivations. First, it extends the diameter problem [17]. By finding the
diameter, we find a center O and a vector β1 such that O ± β1 are contained in P and that
the length of the vector is maximized. By finding the maximum area parallelogram (MAP),
we find a center O and two vectors β1, β2 such that O ± β1, O ± β2 are contained in P and
that the cross product of the vectors is maximized. (According to this observation, the MAP
problem can be formulated as a neat quadratic programming; see Appendix A.5.) Second,
the simplest nontrivial case of the Heilbronn triangle problem [25, 5, 33], which asks for
four points in a given region so that the smallest area triangle defined by these points is
maximized, reduces to finding the MAP. See [18] for the details and other motivations.
Our result and techniques. Let n denote the number of edges of P . We give an O(n log2 n)
time algorithm for computing the MAPs, improving over the previous O(n2) time one given
in [18]. To compare, it is worth to mention that the best-known algorithms for many related
problems require at least O(n2) time; see subsection 1.1. Technically, in O(n logn) time we
reduce the problem of computing the MAPs to answering O(n) point location or intersection
location queries on a geometric structure Nest(P ) (which is roughly a subdivision) that is
defined on P . Then, by proving and applying nontrivial properties of Nest(P ), we answer
each of these queries in O(log2 n) time, yielding the O(n log2 n) time algorithm.
In total, six properties of Nest(P ) are proved in this paper, all of which follow from two
fundamental properties – convexity and parallelism. Each of them has indispensable value in
the reduction and in answering the queries mentioned above; none is redundant. We note
however that the discovery of Nest(P ) and the proof of its properties form a significant part
of this paper that could stand on its own. Because the properties of Nest(P ) are actually
the properties of the convex polygon P , they are of independent interest in convex geometry.
Basic notations for introducing Nest(P )
Function f . Geometric function f maps any tuple of points (X1, X2, X3) to the unique point
X so that the four points X1, X2, X3, X constitute a parallelogram; i.e. f(X1, X2, X3)
equals the unique point X so that the mid point of X,X2 coincides with the mid point
of X1 and X3. Let f(S) denote {f(X1, X2, X3) | (X1, X2, X3) ∈ S} for short.
Boundary-portions. Denote the boundary of P by ∂P . Every continuous portion of ∂P
(including a single point of ∂P ) is called a boundary-portion. If we travel around ∂P
from one point X to another point X ′ clockwise, we pass through a boundary-portion;
the endpoints-inclusive and endpoints-exclusive versions of this portion are denoted by
[X  X ′] and (X  X ′); points X and X ′ are referred to as their starting and terminal
points. Note that [X  X ′] only contains the single point X if X = X ′. We consider
every boundary-portion directed and the direction conforms with the clockwise order.
2 [18] is the full version of the conference paper [20], which contains some results of the MAPs not stated
or proved in the conference paper. All notations in [18] are consistent with the notations in this paper.
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Units. Call each vertex and edge of P a unit. Regard the edges open; i.e. none of them
contains its endpoints; so each point X in ∂P lies in a unique unit, denoted by u(X).
Informal introduction of Nest(P ). We define Nest(P ) in several steps.
1. Define a chasing relation between the units: Roughly, unit u is chasing unit u′, if the
boundary-portion from u to u′ (clockwise) is a minor arc. For every pair (u, u′) such that
u is chasing u′, define a boundary-portion ζ(u, u′) lying between u′ and u (clockwise).
2. Let T P (abbreviated as T if P is clear) be the following subset of ∂P 3 = (∂P, ∂P, ∂P ).
T P := {(X1, X2, X3) ∈ ∂P 3 | u(X3) is chasing u(X1), X2 ∈ ζ(u(X3),u(X1))}. (1)
3. Next, introduce two kinds of subregions of the planar region f(T ) := {f(X1, X2, X3) |
(X1, X2, X3) ∈ T }. One kind are the regions where X3, X1 are restricted to two fixed
units; another kind are the regions where X2 is restricted to some unit.
Blocks. We call each element in {block(u, u′) | u is chasing u′} a block, where
block(u, u′) := f({(X1, X2, X3) ∈ T | X3 ∈ u,X1 ∈ u′}). (2)
Sectors. We call each element in {sector(w) | w is a unit of P} a sector, where
sector(w) := f({(X1, X2, X3) ∈ T | X2 ∈ w}). (3)
4. Define Nest(P ) as the union of the boundaries (or borders) of the blocks and sectors.
Details (e.g., definition of ζ(u, u′)) are unimportant for conveying our main ideas in the
following and are deferred to subsections 1.2. Intuitive geometric definition of the blocks and
sectors and their boundaries are provided later. Illustrations are given in Figures 2 and 1.
Structural properties of Nest(P ). Although, Nest(P ) looks complicated, it enjoys six
properties that can be simply stated in the guise of f, T and blocks and sectors of f(T ).
We list three here. 1. the intersection of two blocks always lies in the interior of P . 2.
Each point in ∂P has at most one preimage in T under f . This implies a reverse function
f−1 : f(T ) ∩ ∂P → (the subset of T which is mapped to ∂P under f). 3. The intersections
between ∂P and the 2n sectors are pairwise-disjoint. See a full description in Theorem 7.
These properties manifest that Nest(P ) has a nice interaction with the boundary of P
and that Nest(P ) has an intrinsic beauty regardless of its application given in this paper.
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Figure 2 Illustration of f(T ). The first two pictures draw the blocks and sectors of f(T P )
respectively. The two solid curves in the last picture are the inner and outer boundaries of f(T P ).
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Overview of the reduction to queries on Nest(P ). We compute the MAPs by computing
all the locally maximal area parallelograms (LMAPs) and selecting the largest among them. A
parallelogram Q in P is said an LMAP if it is no smaller than all the parallelograms in P that
are sufficiently close to Q (see a formal definition in Definition 11). We prove that computing
all the LMAPs reduces to answering O(n) location queries on Nest(P ). Some intuition behind
this reduction is as follows. In [18], it is proved that all corners of an LMAP are lying in ∂P .
Moreover, a corner of an LMAP must lie in the aforementioned boundary-portion ζ(u, u′)
when its (clockwise) next and previous neighboring corners lie in units u and u′ respectively.
Essentially, this tells a relation between three consecutive corners of an LMAP, which is
captured by T according to (1). We design three routines to compute the LMAPs. The first
one aims to find those LMAPs A0A1A2A3 in which A0, A1, A2, A3 lie in clockwise order and
u(A3) is chasing u(A1) whereas A0 lies on a vertex of P . Applying the mentioned relation,
(A1, A2, A3) ∈ T . Since A0A1A2A3 is a parallelogram, f(A1, A2, A3) = A0 . Therefore, we
can proceed this routine by trying a vertex V to be the position of A0 and finding the
tuple(s) (A1, A2, A3) ∈ T which is(are) mapped to V under f . Now, recall the second of the
aforementioned properties of Nest(P ). It states that there exists at most one such tuple,
which is f−1(V ). Therefore, it reduces to computing f−1(V ) for each vertex V . Moreover,
using basic observations of Nest(P ), it is not difficult to compute f−1(V ) given the block and
sector containing V (the block and sector containing V must be unique due to the first and
third of the aforementioned properties of Nest(P )). Therefore, the first routine reduces to
locating each vertex among the blocks and sectors. The LMAPs to be computed in the second
routine are more complicated. Nevertheless, applying some other properties of Nest(P ), the
second routine reduces to computing for each vertex V , which units are intersected by the
region sector(V ). Thus, the first two routines both reduce to answering O(n) location queries
on Nest(P ). There is a third routine, which is easier and omitted here. To sum up, our
reduction is built on two cornerstones: the strong connection between the LMAPs and T ,
and the nontrivial properties of T under f (i.e. the six properties of Nest(P )).
I Remark. A special feature of our algorithm is that even though it applies (implicitly and
indirectly) quadratic many underlying objects (e.g. {ζ(u, u′)} and {block(u, u′)}), it utilizes
a nontrivial structure of these objects and thus only takes sub-quadratic time.
Outline. This paper consists of three relatively independent parts. One proves the properties
of Nest(P ) (given in sections B, C, and D); one answers the location queries on Nest(P )
(given in section E); and the last one (reduction) applies the answers to compute the LMAPs
(given in section F). Due to an intricacy of Nest(P ), the first two parts are more difficult.
These parts are sketched in section A. We note that the content in section A, though put into
appendix due to space limit, summarizes many enlightening techniques for studying the new
structure Nest(P ). The last part is sketched in section 2. Above these three parts, we formally
define Nest(P ) in subsections 1.2 and 1.3 and state its six properties in subsection 1.4.
1.1 Related work
The MAP problem belongs to the polygon inclusion problems, the classic geometric optimiza-
tion problems of searching for extremal shapes with special properties inside a given polygon,
which has been studied extensively in computational geometry. Given a convex polygon P ,
algorithms were reported for computing the maximum rectangle [10], maximum similar copy
of a given triangle [35], maximum inscribed equilateral triangle and square [30], maximum
parallelogram [18] in P . Their running times are respectively O(n3), O(n2 logn), O(n2),
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O(n2), and O(n2). It is not evident which problems among them are easier than the others.
However, since it requires one center plus two corners for specifying a parallelogram, whereas
one center plus one corner for a square, the MAP problem has more freedom variables and so
the dimension of its searching space is higher. This somewhat suggests that the MAP problem
might be more challenging. Yet our algorithm is more efficient than the others. However, it
is not clear whether the technique for MAP can be applied in these related problems.
The maximum k-gon in P can be computed in O(kn+ n logn) time [8, 1]. The term kn
can be slightly improved for k = Ω(logn) [2], and n logn can be removed for k = 3 [11, 19].
As the corners of a maximum 4-gon can be restricted to the vertices of P , whereas the corners
of an LMAP are only restricted to ∂P , computing the LMAPs seems more challenging.
Another class of closely related problems search for extremal shapes enclosing a given
polygon. For example, linear time algorithms were known for the minimum area triangle,
rectangle, and parallelogram [11, 19, 29, 36, 34]. Our algorithm is slower than its enclosing
counterpart [34]. However, as pointed out in [30], enclosing problems are usually easier than
their inclusion counterparts. For example, the currently best algorithm for the maximum
rectangle (mentioned above) takes O(n3) time. Also, for the minimum perimeter enclosing
and maximum perimeter enclosed triangles, the former takes O(n) time [6] whereas the latter
takes O(n logn) time in state of the art [8]. While enclosing problems (including the cases of
triangle, rectangle, and parallelogram) can usually be solved by the rotating-caliper technique
[36], there is no mature and generic technique for attacking the inclusion problems.
Finding a maximum enclosed ellipse (or ellipsoid in Rd space) of P (defined by n half-
plane boundaries), or a minimum enclosing ellipse (or ellipsoid in Rd space) of P (defined
by n vertices), is an LP-type problem and can be solved in O(n) time for fixed d [12, 27].
Alternatively, such ellipsoid is well-known to be unique [21] and computing it can be
formulated as a convex programming problem and thus be solved in O(n) time [14, 37, 9]. The
MAP problem, however, does not seem like a convex programming problem, because there
could be multiple LMAPs (see [18]) which are locally maximal points of the programming. A
formulation wrongly claimed as a convex programming by others is shown in Appendix A.5.
In convex geometry, the maximum volume parallelepiped in convex bodies has attracted
many attentions. Assume C is a convex body in Rd and Q is the maximum volume
parallelepiped in C. [23] proved that the concentric scaling of Q by factor 2d− 1 covers C;
and [16] proved that there is a scaling of Q by factor d which covers C. (Similar results were
proved by Fritz John [21] for the maximum ellipsoid.) [7] proved that any convex body in R3
admits an inscribed parallelepiped. See other results in [15, 31, 26, 24] and [13, 32, 28, 3].
Structure Nest(P ) is novel and has few related work. It has a similar appearance as the
Zonotopes [38] since many groups of parallel lines exist. It resembles the Voronoi Diagrams [4]
since they are both “subdivisions” [4] (roughly) (see subsection 1.4). The Voronoi Diagrams
cares the distance, whereas Nest(P ) cares the product of two distances as shown below.
1.2 From Z-points to set T , and the basic properties of Z-points
Let e1, . . . , en be a clockwise enumeration of the edges of P . Denote the vertices of P by
v1, . . . , vn such that ei = (vi, vi+1) (where vn+1 = v1). Denote by `i the extended line of ei.
Unless otherwise stated, an edge or a vertex refers to an edge or a vertex of P , respectively.
For simplicity of discussion, assume all edges are pairwise-nonparallel.
I Definition 1 (From Z-points to set T P [18]).
1. Chasing between edges & inferior portions. Edge ei is chasing ej , denoted by ei ≺ ej ,
if the intersection of `i and `j lies between ei, ej clockwise. By the pairwise-nonparallel
Unknown
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assumption of edges, for any pair of edges, exactly one of them is chasing the other. In
Figure 3a, e1 is chasing e2 and e3, whereas e4, . . . , e7 are chasing e1. Denote by ei  ej if
ei = ej or ei ≺ ej . When ei  ej , we call [vi  vj+1] an inferior portion; see Figure 3b.
2. Distance-product and Z-points. Given two lines l, l′ and a point X, the distance-
product from X to l, l′, denoted by disprodl,l′(X), is defined to be dl(X) · dl′(X), where
dl(X) denotes the distance from X to l. Given two edges ei, ej such that ei ≺ ej , (it is
easily proved in [18] that) in domain P , function disprod`i,`j () achieves maximum value
at a unique point; this point is denoted by Zejei or Zji . We call the Θ(n2) points in
{Zji | ei ≺ ej} the Z-points. All the Z-points lie in ∂P ; see Fact 2.1 below.
3. Backward and forward edges of units. The backward and forward edges of vi are defined
as ei−1 and ei, respectively. The backward and forward edges of ei are ei itself. (Intuitively,
if you start at any point in a unit u and move counter-clockwise (clockwise) along ∂P by
an infinitely small step, you will be located at the backward (forward) edge of u.) Denote
the backward and forward edge of u by back(u) and forw(u) respectively.
e1
e2
e3
e4
e5e6
e7
v2
v1
v3
v4
v5v6
v7
(a) Illustration of the chasing relation.
ei
ej
ei
ej
not
inferiorinferiorvj+1
vi vi
vj+1
(b) Illustration of the inferior portions.
Figure 3 Illustration of the chasing relation and the inferior portions.
4. Chasing between units. We say unit u is chasing unit u′ if
back(u) ≺ back(u′) and forw(u) ≺ forw(u′). (4)
The relation “chasing between units” is a compatible extension of “chasing between edges”.
Note: Considering chasing, there are three cases between two units u, u′: 1. u is chasing
u′ while u′ is not chasing u. 2. u′ is chasing u while u is not chasing u′. 3. Neither of them
is chasing the other. In Figure 3a, v1 is chasing v2, e2, v3, e3; whereas e4, v5, e5, v6, e6, v7
are chasing v1. Other units are not chasing v1 and v1 is neither chasing them.
5. Boundary-portion ζ(u, u′). For every unit pair (u, u′) such that u is chasing u′, we know
both Zback(u
′)
back(u) and Z
forw(u′)
forw(u) are defined according to (4), and we denote
ζ(u, u′) = [Zback(u
′)
back(u)  Z
forw(u′)
forw(u) ]. (see Figure 4 for an illustration) (5)
6. Based on (5), T and the blocks and sectors of f(T ) are well-defined by (1), (2), and (3).
Some known properties of the Z-points [18]
Denote by M(A,B) the mid point of A,B. Denote by Di the unique vertex with the largest
distance to `i. The uniqueness follows from the pairwise-nonparallel assumption of edges.
Denote by Ii,j the intersection of `i and `j . For two points A and B on a boundary-portion
ρ, we state that A <ρ B if A would be encountered earlier than B traveling along ρ; and
that A ≤ρ B if A = B or A <ρ B. (These notation are frequently used henceforth.)
I Fact 2 ([18]). 1. Point Zji lies in both [Di  Dj ] and (vj+1  vi).
2. If Zji lies in some edge ek, it lies at M(Ii,k, Ij,k).
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I Fact 3 ([18] Bi-monotonicity of the Z-points). Given es, et such that es  et. Let S =
{(ei, ej) | ei ≺ ej , and ei, ej both belong to {es, es+1, . . . , et}}. We claim that all the Z-points
in set {Zji | (ei, ej) ∈ S} lie in boundary-portion ρ = [vt+1  vs] and they obey the following
bi-monotonicity: For (ei, ej) ∈ S and (ei′ , ej′) ∈ S,
if ei  ei′ and ej  ej′ , then Zji ≤ρ Zj
′
i′ .
I Lemma 4 ([18] Computational aspect of the Z-points).
1. Given ei, ej such that ei ≺ ej, the position of Zji can be computed in O(1) time provided
that the unit containing this point is given. (A unit means a vertex or an edge of P .)
2. Assume ei ≺ ej and vk lies in (vj+1  vi). Notice that Zji lies in (vj+1  vi) by Fact 2.
So, the position of Zji have the following three cases: (i) equals vk; (ii) lies in (vj+1  vk);
or (iii) lies in (vk  vi). Given i, j, k, we can distinguish these cases in O(1) time.
3. Given m pairs of edges (a1, b1), . . . , (am, bm) such that ai ≺ bi for 1 ≤ i ≤ m, and that
a1, . . . , am lie in clockwise order around ∂P and b1, . . . , bm lie in clockwise order around
∂P , we can compute the positions of Zb1a1 , . . . , Z
bm
am altogether in O(m+ n) time.
1.3 Borders of the blocks and sectors & formal definition of Nest(P )
The blocks are important objects throughout this paper, yet their definitions in (2) are not
visual, so we give their equivalent geometric definitions in this subsection. Here, we define
not only the blocks, but also their borders and the direction of each border .
Reflection & k-scaling. Given a figure F , a point O, and a ratio k, we define the reflection
and k-scaling of F with respect to O in the standard way. Figure F ’s reflection with
respect to O is another figure F ′ which is congruent to F and is centrally-symmetric
to F with respect to O. Figure F ’s k-scaling with respect to O is the figure F ′′, which
contains point X if and only if F contains (X −O)/k +O.
The middle region u⊕ u′ between u and u′. Recall that M(X,X ′) denotes the mid point
of X,X ′. When unit u is chasing u′, denote u⊕ u′ := {M(X,X ′) | X ∈ u,X ′ ∈ u′}. In
particular, for (u, u′) = (ei, ej), region ei ⊕ ej is a parallelogram as shown in Figure 4 (a).
I Definition 5. Assume u is chasing u′. We define block(u, u′) and its borders as follows.
Case 1 (u, u′) = (ei, ej). See Figure 4 (a). (Recall that the direction of ei is from vi to vi+1.)
The 2-scaling of ei ⊕ ej with respect to point Zji is a parallelogram whose sides are
congruent to either ei or ej . We define this parallelogram to be block(ei, ej). Each side
of this parallelogram is called a border of block(ei, ej). For those two borders that are
congruent to ei, we assume that they have the same direction as ei. For those two borders
that are congruent to ej , we assume that they have the same direction as ej .
e je j
ei Lower border ei
Lower borderRight lower border
Left lower border
ζ(vi,v j)ζ(ei,v j)ζ(vi,e j)
=ζ(ei,e j)
(d)(c)(b)(a)
vi⊕v jei⊕v jvi⊕e jei⊕e j
block(ei,v j)
i
 j-1
i
 j
block(vi,v j)
i
 j i-1
 j-1 j
i-1
 j
i j
i
block(vi,e j)block(ei,e j)
ZZ ZZ ZZ Z 
vi vi v jv j
Figure 4 Illustration of the definition of ζ(u, u′) and the geometric definition of the blocks.
Unknown
XX:8 Maximal Parallelograms in Convex Polygons and a Novel Geometric Structure
Case 2 (u, u′) = (vi, vj). See Figure 4 (d).
The reflection of ζ(vi, vj) with respect to M(vi, vj) is a polygonal curve, and we define it
to be block(vi, vj). We regard this curve as the only border of block(vi, vj), and assume
that its direction is from the reflection of Zj−1i−1 to the reflection of Z
j
i .
Case 3 (u, u′) = (vi, ej). See Figure 4 (b).
In this case, block(vi, ej) is defined as the region bounded by four curves:
the 2-scalings of segment vi ⊕ ej with respect to Zji−1 and Zji , respectively, and
the reflections of ζ(vi, ej) with respect to M(vi, vj) and M(vi, vj+1), respectively.
We call each of these curves a border of block(vi, ej). The first two borders have the same
direction as ej ; the other two go from the reflection of Zji−1 to the reflection of Z
j
i .
Case 4 (u, u′) = (ei, vj). See Figure 4 (c). This is symmetric to Case 3.
Note. The above definition of block(u, u′) is consistent with (2) (proved in section B).
The borders of blocks are important especially in the proof of the properties of Nest(P ).
Notice that in every case, every border β of the block(u, u′) is an arrangement of some
boundary-portion α, and the direction of β is defined so that it conforms the direction of α.
Two boundaries of sector(V ). The sectors are also important objects and are not easy to
understand according to the original definition (3). There are in total 2n sectors since
there are 2n units and for each unit we define a sector. We point out that those sectors
defined for the n vertices are more important than those defined for the n edges in our
paper. We will study the shape of sector(V ) for any vertex V , prove that it is a connected
region, and define explicitly two of its boundaries (denoted by L?V ,R?V ), both of which
are simple polygonal curves (drawn by blue and red curves in the middle picture of
Figure 2). These results are given in section D and sketched in subsection A.2.
A formal definition of Nest(P ). According to (2) and (3), region f(T ) is the union of all
Θ(n2) blocks and the union of all 2n sectors. The union of the boundaries of the blocks
and sectors is defined to be Nest(P ). Equivalently, we define Nest(P ) as the union of
the borders of the blocks and 2n boundaries in {L?V ,R?V | V is a vertex of P}. The
equivalence of the two definitions is not important (for understanding any results); so
proof omitted. By using the second definition, we avoid a complicated definition for the
boundaries of sector(E) for every edge E of P . So, we stick to this definition.
1.4 Statement of our main results: six properties of f(T )
I Definition 6 (σP – inner boundary of f(T )). Observe the last picture in Figure 2. In this
example, we can see that region f(T ) is annular (a connected region bounded by two disjoint
closed curves, one of which is contained in the other) and thus has an outer boundary and
an inner boundary which are both oriented and polygonal closed curves. It is not difficult
to see that this holds in general. We denote the inner boundary of f(T ) by σP ; its explicit
definition is deferred to subsection B.3 to make this introduction concise.
Let T ∗ denote the subset of T that is mapped to the boundary of P under f .
Given two oriented closed curves, we say that they interleave if starting from any
intersection between them, regardless of whether we travel around the first curve of a cycle
or around the second curve of a cycle, we meet their intersections in identical order.
I Theorem 7 (Main theorem: Six properties of T under f).
Block-disjointness The intersection of any pair of blocks lies in the interior of P .
Interleavity-of-f The inner boundary of f(T ) (i.e. the curve σP ) interleaves ∂P .
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Reversibility-of-f Function f is a bijection from T ∗ to its image set f(T ∗) = f(T ) ∩ ∂P .
Henceforth, we denote the reverse function of f on f(T ) ∩ ∂P by f−1. Moreover, denote
the 1st, 2nd, and 3rd dimension of f−1(X) by f−11 (X), f−12 (X) and f−13 (X) respectively.
Monotonicity-of-f Noticing that f−12 is a mapping from f(T ) ∩ ∂P to ∂P , we claim that it
is “circularly monotone”. Specifically, if a point X travels around f(T )∩ ∂P in clockwise,
point f−12 (X) would shift in clockwise around ∂P non-strictly, and moreover, when X
has traveled exactly a cycle, f−12 (X) would also have traveled exactly a cycle.
Sector-monotonicity The 2n regions sector(v1) ∩ ∂P , sector(e1) ∩ ∂P , . . . , sector(vn) ∩ ∂P ,
sector(en) ∩ ∂P are pairwise-disjoint and arranged in clockwise order on ∂P .
Sector-continuity For any vertex V , the intersection between sector(V ) and ∂P is continuous;
to be more clear, it is either empty or a boundary-portion of P .
Note: The Block-disjointness does not state that all blocks are pairwise-disjoint.
The elements in T that deserve special attention are those in T ∗, i.e. those mapped to
∂P under f – all of the properties above concern f(T ∗), rather than f(T ).
Although the statements of these six properties are extremely simple, their proofs are far
from trivial. The proofs are sketched in Section A and given in sections B, C and D. The
various applications of these properties will be highlighted in sections 2 and A.
Another interesting property. Suppose we travel along (directional) segments in Nest(P )
(see the first picture in Figure 5) one cycle, starting and ending at the same node. The
total distance would be 3 times of the perimeter of P , no matter which path we choose. This
property is neither proved nor applied in the paper (but it easily follows from the definition).
Figure 5 Examples of Nest(P ) for regular n-side polygon for n = 5, 6, 7.
Other observations of Nest(P ). Terminologically, Nest(P ) is an arrangement [4] of Θ(n2)
line segments, each of which is parallel to an edge of P . (This follows from the definition
readily but is useless for understanding our main results; so proof omitted.) Moreover,
Nest(P ) is roughly a subdivision [4] of f(T P ). To be rigourous, it is not a subdivision of
the entire plane since segments in Nest(P ) may intersect each other as occurred in Figure 2.
Yet it is a subdivision over the exterior of P due to the Block-disjointness.
I Remark. We regard the discovery of Nest(P ) and the proof of Theorem 7 as our major
contributions. Previous reviewers also commented that the new structure is as interesting
as some well-known geometric structures like Zonotopes and Voronoi Diagrams. On the
shortcoming, so far Nest(P ) might be criticized as being tailored to the MAP problem.
2 Reducing to location queries on Nest(P ) (overview)
In this section, assume Theorem 7 is proved and the following information (6)
about Nest(P ) is given, we demonstrate how do we compute the LMAPs.
For each vertex V of P , which block and sector is V contained in
and which units are intersected by sector(V )?
(6)
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The following fact following Theorem 7 implies that (6) can be stored in O(n) space.
I Fact 8. For any vertex V , the following hold.
1. If V does not lie in f(T ), it does not lie in any block, nor in any sector. If V lies in f(T ),
it lies in a unique block and a unique sector. Thus, we can talk “the block containing V ”
and “the sector containing V ” and we can store in O(1) space which block and sector
contain V (a block can be specified by two units and a sector by one unit). Moreover,
(a) V ∈ block(u, u′) is equivalent to [f−13 (V ) ∈ u and f−11 (V ) ∈ u′]; and
(b) V ∈ sector(w) is equivalent to f−12 (V ) ∈ w.
2. The set of units intersecting sector(V ) (denoted by GV ; this notation is frequently applied
henceforth) consists of consecutive units and thus can be implicitly stored in O(1) space.
Part 1 is due to Reversiblity-of-f (or, it follows from Block-disjointness and
Sector-monotonicity ); proved in section F. Part 2 follows from Sector-continuity .
We will compute the information described in (6) by a preprocessing procedure. We
note that to compute this information is to solve O(n) location queries on Nest(P ). The
preprocessing procedure is sketched in subsection A.3 and presented in section E.
In this section, we first define the LMAPs rigourously and review previous known properties
of the LMAPs given in [18]. We then sketch the previous algorithm and demonstrate the
idea of our improvement. Last, we sketch our algorithm which implies the following result.
I Theorem 9 (Result of this section: a reduction). In O(n logn) time, computing the LMAPs
reduces to solving those location queries on Nest(P ) that ask the information in (6).
We say a parallelogram lies in P if all its four corners lie in P . A parallelogram is
inscribed (in P ), if all its corners lie in ∂P . A corner of a parallelogram is anchored if it
coincides with a vertex of P . Given points A and B, denote by |AB| their distance.
I Definition 10 ([18] maximum & locally maximal). Consider any parallelogram Q =
A0A1A2A3 in P . We sayQ ismaximum, if it has the largest area among all parallelograms that
lie in P . We say Q is locally maximal, if it has an area larger than or equal to all its sufficiently
close parallelograms that lie in P ; formally, if ∃δ > 0 such that ∀Q′ ∈ Nδ(Q), Area(Q) ≥
Area(Q′), whereNδ(A0A1A2A3) = {B0B1B2B3 is a parallelogram in P | ∀i, |Ai−Bi| < δ}.
I Definition 11 ([18] MAP and LMAP). A parallelogram is slidable, if it has two corners lying
in the same edge of P . (If one corner lies in ei while another corner lies at an endpoint of ei,
these two corners are not counted as lying in the same edge – because ei does not contain its
endpoints.) Otherwise, it is said non-slidable. A parallelogram is an MAP (Maximum Area
Parallelogram) if it is maximum and non-slidable. A parallelogram is an LMAP (Locally
Maximal Area Parallelogram) if it is locally maximal and non-slidable.
In defining the MAPs and LMAPs, we exclude all the slidable parallelograms. This is
safe because we can adjust a slidable parallelogram to a non-slidable one without loss of area.
We have to do this since otherwise there might be infinitely many MAPs and LMAPs.
2.1 Previous work about LMAPs in [18]
Utilizing the local maximality of the LMAPs, [18] proved the following lemma about the
LMAPs. (Notice that all subscripts of A are taken modulo 4 in this section.)
I Lemma 12 ([18]). 1. An LMAP of P must be inscribed in P .
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2. Assume A0A1A2A3 is an LMAP, whose corners A0, A1, A2, A3 lie in clockwise order.
Assume 0 ≤ i ≤ 3 and corners Ai+1, Ai−1 respectively lie in units u, u′. We claim that
Ai ∈ ζ(u, u′) if u is chasing u′. (Recall definition of ζ(u, u′) in (5).)
3. Assume ei ≺ ej. Assume Q = A0A1A2A3 is an LMAP in which A0, A1, A2, A3 lie in
clockwise order and u(A3) = ei,u(A1) = ej. Then, A0 is anchored.
4. Given the same assumption as part 2, Ai lies in ζ(u, u′) if neither of u, u′ is chasing the
other. (Thus far, ζ(u, u′) has not been defined when neither of u, u′ is chasing the other;
we defer the definition to subsection A.4 since part 4 is not applied in this section.)
The second claim is the most important among this lemma. It has the following corollary.
I Lemma 13 ([18], a corollary of Lemma 12.2). Assume A0A1A2A3 is an LMAP, whose
corners A0, A1, A2, A3 lie in clockwise order. Assume 0 ≤ i ≤ 3 and corners Ai−1, Ai+1
respectively lie in units u, u′. We claim that Ai ∈ block(u, u′) if u is chasing u′.
Sketch of the previous O(n2) time algorithm. Assume A0A1A2A3 is an LMAP, whose
corners A0, A1, A2, A3 lie in clockwise order. By Lemma 12.1, all the corners lie in ∂P . Now,
assume the following typical case occurs: u3 is chasing u1 and A0 coincides with a vertex of
P , where u3, u1 respectively denote the units containing A3, A1. (By an analysis in [18], two
other cases may occur, yet one of them is similar to this case and the other is trivial.) Under
this assumption, A0 ∈ block(u3, u1) due to Lemma 13. In the algorithm, we try every unit
pair (u, u′) such that u is chasing u′ as (u3, u1) and try every vertex V in block(u, u′) as A0.
For each combination (u, u′, V ), we determine A2, A1, A3 in (amortized) O(1) time briefly
as follows. Since two diagonals of parallelogram A0A1A2A3 bisect each other, A2 lies in the
2-scaling of u⊕ u′ with respect to A0 = V . Moreover, A2 lies in ζ(u, u′) due to Lemma 12.2.
Combining these facts, we compute the position of A2 in amortized O(1) time given (u, u′, V ).
After A2 is determined, A3, A1 can also be determined in O(1) time, using the fact that they
lie in u, u′ respectively and their mid point coincides with M(A0, A2) (see Fact 26).
For any fixed u, utilizing a monotonicity of the blocks (Lemma 15 in [18]), we can
enumerate all possible (u′, V ) in O(n) time. Therefore the running time is bounded by O(n2).
The key ideas for optimizing the previous algorithm. From an overall viewpoint, we see
that Lemma 12.2 describes a relation between three consecutive corners of an LMAP, which
is captured by T . Thus, knowing the properties of T given in Theorem 7, we have new and
better insights of the LMAPs. For example, by the Reversiblity-of-f , which states that
f is a bijection from T ∗ to f(T ) ∩ ∂P , we prove that under the typical case discussed in the
above sketch, (A1, A2, A3) must be equal to f−1(V ) (indeed, the entire LMAP is determined
if A0 is fixed). So, computing such LMAPs reduces to computing f−1(V ) for each vertex V .
Further because it is easy to compute f−1(V ) once the block and sector containing V are
known, this reduces to locating each vertex among the blocks and sectors, namely, computing
the first part of (6). To compare, the previous algorithm in [18] applies an opposite and
less efficient strategy: first enumerate a block and then query the vertices in the block. In
another case, we have to compute some more complicated LMAPs. Nevertheless, using the
Sector-monotonicity and Sector-continuity, we show that it reduces to computing
the second part of (6). This reduction is more tricky and interesting; see Routine 2 below.
2.2 Deducing “new” constraints of the LMAPs
I Lemma 14. Assume that A0A1A2A3 is an LMAP and A0, A1, A2, A3 lie in clockwise
order. For any i (0 ≤ i ≤ 3), if u(Ai+1) is chasing u(Ai−1), then (Ai−1, Ai, Ai+1) ∈ T .
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This lemma immediately follows from Lemma 12.2 and formula (1); proof omitted.
I Remark. Lemma 14 establishes a strong connection between T and the LMAPs. It implies
that all LMAPs are almost contained in set {X1X2X3f(X1, X2, X3) | (X1, X2, X3) ∈ T }.
But be aware of the existence of other LMAPs; for example, there could be an LMAP
A0A1A2A3 in which neither of u(A0),u(A2) is chasing the other and so as u(A1),u(A3).
I Lemma 15. Recall f−11 , f−12 , f−13 in Theorem 7. Assume that A0A1A2A3 is an LMAP
whose corners A0, A1, A2, A3 lie in clockwise order, where u(A3) is chasing u(A1). Then,
1. corner A0 lies in region f(T ) ∩ ∂P and thus f−1(A0) is defined, and
2. more importantly, A1, A2, A3 lie at f−11 (A0), f−12 (A0), f−13 (A0) respectively.
Proof. Because u(A3) is chasing u(A1), we know (A1, A2, A3) ∈ T by Lemma 14. Because
A0A1A2A3 is a parallelogram, f(A1, A2, A3) = A0. Together, (i) A0 ∈ f(T ) and (ii)
(A1, A2, A3) is a preimage of A0 in T under f . Since all LMAPs are inscribed (Lemma 12.1),
we get part 1 from (i). Further, applying the Reversibility-of-f , (iii) A0 has a unique
preimage in T under f , which is f−1(A0). Combining (ii) with (iii), we get part 2. J
I Lemma 16. Assume A0A1A2A3 is an LMAP and A0, A1, A2, A3 lie in clockwise order.
Assume 0 ≤ i ≤ 3 and u(Ai−1) is chasing u(Ai+1). Then, 1. Ai ∈ sector(u(Ai+2)) ∩ ∂P .
Assume moreover that Ai+2 coincides with vertex V , we claim that 2. u(Ai) ∈ GV .
Proof. By Lemma 14, (Ai+1, Ai+2, Ai+3) belongs to T and hence belongs to {(X1, X2, X3) ∈
T | X2 ∈ u(Ai+2)}. Therefore, its image under f , which equals Ai, lies in sector(u(Ai+2)).
Further because the LMAPs are inscribed (Lemma 12.1), Ai ∈ sector(u(Ai+2)) ∩ ∂P .
If Ai+2 = V , we get Ai ∈ sector(V ), so u(Ai) intersects sector(V ), i.e. u(Ai) ∈ GV . J
I Remark. 1. Due to the Sector-monotonicity, Lemma 16 reveals a monotone relation
between two opposite corners of the LMAPs. This monotonicity is crucial to our algorithm.
2. Lemmas 15 and 16 are powerful in that they only require (the location information of)
one corner to bound the others, whereas the previous Lemma 12.2 require two. Thus they
open the door of designing sub-quadratic time algorithms. It is tricky that we must obtain
such constraints from underlying constraints of the LMAPs of a strikingly different type.
3. On the application of Lemmas 15 and 16, our algorithm only needs a part of constraints
in these lemmas – only when the fixed corner (A0 in Lemma 15 and Ai+2 in Lemma 16)
coincides with a vertex. When applying this part of constraints, we will use information (6).
2.3 Algorithm for finding the LMAPs
As always, we assume that A0, A1, A2, A3 lie in clockwise order in this subsection.
Our main algorithm consists of three routines, each of which computes a group of LMAPs.
Routine 1. This routine aims to compute those LMAPs A0A1A2A3 in which A0 is anchored
and u(A3) is chasing u(A1); see Figure 6 (a). It simply applies Lemma 15 as mentioned above.
First, let V go through all vertices of P and assign A0 to be V . Then, compute f−1(V )
and assign (A1, A2, A3) = (f−11 (V ), f−12 (V ), f−13 (V )), and report A0A1A2A3. (Sometimes
f−1(V ) is undefined because V /∈ f(T ). We ignore such V according to Lemma 15.1.)
The difficulty in this routine lies in computing f−1(V ), for which we need the following
lemma. According to this lemma, given information (6), Routine 1 runs in linear time.
I Lemma 17. Given a vertex V of P , we can determine whether V ∈ f(T ) and compute
f−1(V ) in O(1) time if we know “which block and sector does V lie in” (contained in (6)).
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Hint: If V ∈ block(u, u′) and V ∈ sector(w), points f−11 (V ), f−12 (V ), f−13 (V ) are respectively
restricted to u′, w, u due to Fact 8.1. Further since these points form a parallelogram with
V , it is not difficult to compute their positions in O(1) extra time. See a proof in section F.
Routine 2. This routine aims to compute those LMAPs A0A1A2A3 in which
1. A0 is anchored and u(A1) is chasing u(A3); meanwhile,
2. A1 is anchored and u(A2) is chasing u(A0). (See Figure 6 (b).)
Since Routine 2 computes some more complicated LMAPs, it is not surprising that it
would be more involved. Nonetheless, its running time is still linear given information (6).
We carry out Routine 2 in two steps. First, determine the positions of A0, A1. To this
end, we prove a relation between A0, A1 (as stated in Lemma 18.2 right below) and try every
vertex pair satisfying this relation. Second, compute the positions of A2, A3. These positions
are uniquely determined given A0, A1. Because A0A1A2A3 is an inscribed parallelogram,
A2A3 must be the unique chord of P that is a translation of A0A1 (other than A0A1 itself),
which can be computed easily in O(log2 n) time by a binary search or in O(logn) time by
the tentative prune-and-search technique [22]. Yet we devise a more elegant subroutine for
computing A2, A3. For any pair of (A0, A1), we prove a unit interval which contains A2 and
a unit interval which contains A3 (see Lemma 18.1 below), and compute A2, A3 in time
proportional to the size of the two intervals. In this way, however, the accumulated time
complexity over all pairs of (A0, A1) is Ω(n2) in the worst case. Nevertheless, it can be
optimized to linear time by a common batch technique (mainly given in Lemma 75). Roughly,
for any fixed vertex V , we can compute (A2, A3) for those pairs (A0, A1) in which A0 = V
in a batch, so that a monotonicity property of A2, A3 with respect to A1 can be utilized.
We describe the aforementioned relation between A0, A1 and bounds on A2, A3 in the
next lemma. For each vertex V of P , recall GV in Fact 8.2, and we denote
G−V := {u ∈ GV | V is chasing u}. ψ−V :=
⋃
u∈G−
V
ζ(V, u).
G+V := {u ∈ GV | u is chasing V }. ψ+V :=
⋃
u∈G+
V
ζ(u, V ).
I Lemma 18. Assume A0A1A2A3 is as above. We claim that
1.u(A2) ∈ G+A0 ,u(A3) ∈ G−A1 ; and 2.A1 ∈ ψ+A0 , A0 ∈ ψ−A1 .
Hint: These formulas readily follow from Lemma 16 and 12.2.
Routine 2 applies a different strategy in searching the LMAPs. Its correctness and
efficiency relies on different properties of Nest(P ). Briefly, its efficiency relies on some mono-
tonicities of G−,G+, ψ−, ψ+ which follow from the Sector-monotonicity (Lemma 70).
Routine 3 aims to compute those LMAPs A0A1A2A3 in which A0 is anchored and neither
of u(A3),u(A1) is chasing the other; see Figure 6 (c). Its running time is O(n logn).
These three routines together are sufficient for computing all LMAPs as proved in Fact 69.
The details of the three routines are given in section F due to space limit.
(c)(b)(a)
A3
A0A1
A2A2
A1 A0
A3 A2
A1 A0
A3
Figure 6 Illustration of the targets of the three routines of our main algorithm.
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An omitted linear reduction. Notice that routines 1 and 2 only take O(n) time (after the
preprocessing), so the factor of logn in Theorem 9 only comes from Routine 3. If Routine 3
can be improved to O(n) time, we could get a more satisfactory linear time reduction from
the MAP problem to the queries on Nest(P ). This is not impossible – we are able to optimize
Routine 3 to O(n) time indeed. However, we discard this optimization because it is not
related to Nest(P ) and is involved and does not improve the total running time O(n log2 n).
Briefly, to improve Routine 3, we design three subroutines, each of which subtly applies every
piece of constraints of the LMAPs together with the batch technique given in Routine 2.
Open problems. A natural and important problem is that can Nest(P ) find more applica-
tions perhaps in some other disciplines like turbine design, art design, or physics?
In addition, can we find a structure similar to Nest(P ) in a higher dimensional space?
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A Technique overview for proving the properties of Nest(P ) and
answering the locations queries on Nest(P ) implied by (6)
In this section, we sketch our proof for Theorem 7 and the preprocessing procedure of (6).
Our proof is highly modularized and totally elementary, yet inevitably lengthy and
complicated. It has multiple layers – for example, it applies underlying observations of the
blocks and sectors, which are built on more fundamental observations of the Z-points. Plus,
almost every lemma has to deal with multiple cases. The proof is sketched in subsection A.2.
The interconnections between the first five properties of f(T ) are shown in Figure 7.
Monotonicity of the
borders of the blocks
(Lemma 23)
Peculiar property of
the bounding-quadrants
(Lemma 20)
Monotonicity of the
bounding-quadrants
(Lemma 21)
Block-disjointness
Interleavity-of-f
Reversiblity-of-f
(cornerstone of Routine 1)
Monotonicity-of-f
Sector-monotonicity
(cornerstone of Routine 2)
easy
strongly connected
Figure 7 Interconnections between the five properties. The last property Sector-
continuity is independent with the other five and is not drawn here.
The preprocessing of (6) is equivalent to answering the location queries on Nest(P ). A
difficulty is that we must answer these queries without an explicit construction of Nest(P ),
which takes Ω(n2) time. Subsection A.3 sketches the preprocessing algorithm. The most
difficult step for preprocessing (6) lies in computing the block containing a given vertex V .
Subsection A.1 is a preliminary of both the proof and the preprocessing procedure. It
introduces another group of regions called bounding-quadrants, each of which is a quadrant
in the plane (an infinite region bounded by two rays from the same origin) and contains
a corresponding block. These quadrants are simpler than the blocks and are particularly
helpful in proving the first two properties of f(T ) and in locating a vertex among the blocks.
A.1 Introduction of the bounding-quadrants for the blocks
I Definition 19 (quadji & 〈quad〉ji ). Assume ei  ej . let M = M(vi, vj+1).
Case1: ei ≺ ej ; see Figure 8 (a). Make two rays at M , one with the opposite direction to ej
while the other with the same direction as ei. Denote by quadji the open region bounded
by these two rays, and denote by 〈quad〉ji the intersection between quadji and ∂P .
Case2: ei = ej ; see Figure 8 (b). Denote by quadji the open half-plane that is bounded by the
extended line of ei and lies to the left of ei, and denote by 〈quad〉ji the midpoint of ei.
We regard the half-plane quadii as a special quadrant whose apex lies at the midpoint of ei;
therefore, all the regions in {quadji | ei  ej} are quadrants in the plane. The regions in
{〈quad〉ji | ei  ej} are boundary-portions of P . In particular, 〈quad〉ii is a single point.
Moreover, for unit pair (u, u′) such that u is chasing u′, we know forw(u)  back(u′)
(recall the backward edge and forward edge in Definition 1) and we denote
quadu
′
u := quad
back(u′)
forw(u); 〈quad〉u
′
u := 〈quad〉back(u
′)
forw(u). (7)
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Figure 8 Definition and two properties of the bounding-quadrants.
Below we state four properties of the bounding-quadrants (proved in subsection B.2). For
any boundary-portion γ, denote its starting and terminal point by γ.s and γ.t.
I Lemma 20 (A peculiar property of quad). For any four edges ea, ea′ , eb, eb′ such that
ea  ea′ , eb  eb′ and that ea, ea′ , eb, eb′ are not contained in any inferior portion (recall
that [vi  vj+1] is called an inferior portion if and only if ei  ej), the intersection region
quada
′
a ∩ quadb
′
b lies in the interior of P , as illustrated in Figure 8 (c).
I Lemma 21 (Monotonicity of 〈quad〉). See Figure 8 (d). Assume ei ≺ ej. Let ρ = [vi 
vj+1]. Recall that ≤ρ denotes the clockwise order among the points in ρ. We claim that
(〈quad〉j−1i ).s ≤ρ (〈quad〉ji ).s ≤ρ (〈quad〉ji+1).s, (〈quad〉j−1i ).t ≤ρ (〈quad〉ji ).t ≤ρ (〈quad〉ji+1).t.
I Lemma 22 (Connection between blocks and their corresponding bounding-quadrants).
Assume unit u is chasing unit u′. Then, block(u, u′) is contained in quadu
′
u . (Note that
quadu
′
u is always open and so the block cannot intersect the boundary of the quadrant.)
I Lemma 23 (Monotonicity of the borders of blocks). Recall that the borders of blocks
are directional; see the illustrations in Figure 4. Suppose some point X travels along some
border of block(u, u′) (in its positive direction) and suppose we stand both in P and in the
opposite quadrant of quadu
′
u . Then, X travels in clockwise order (strictly) around us.
In addition, notice that 〈quad〉ji always contains quadji ∩ ∂P for ei  ej .
A.2 Sketched proofs for the six properties of f(T )
First, we sketch the proofs of Block-disjointness and Interleavity-of-f . We point
out that these two properties are strongly connected and their proofs are analogous.
Given (ec, ec′) such that ec ≺ ec′ , this edge pair is said extremal if the inferior portion
[vc  vc′+1] is not contained in other inferior portions. For any extremal pair (ec, ec′), denote
∆(c, c′) :=
{
(u, u′)
∣∣∣∣ unit u is chasing u′, andforw(u), back(u′) ∈ {ec, ec+1, . . . , ec′}
}
.
Proof sketch of Block-disjointness . We regard two blocks block(u, u′) and block(v, v′) as a
local pair if the four edges forw(u), back(u′), forw(v), back(v′) are contained in an inferior
portion; and as a global pair otherwise. The Block-disjointness follow from:
(I) For a global pair block(u, u′), block(v, v′), the block intersection lies in the interior of P .
(II) For a local pair block(u, u′), block(v, v′), the block intersection is always empty.
We employ the bounding-quadrants to prove (I). By Lemma 20, if the blocks is a global pair,
quadback(u
′)
forw(u) ∩ quadback(v
′)
forw(v) lies in the interior of P . Moreover, by Lemma 22, block(u, u′) ∩
block(v, v′) ⊂ quadu′u ∩ quadv
′
v = quad
back(u′)
forw(u) ∩ quadback(v
′)
forw(v). Together, we get (I). We can
restated (II) as follows: For every extremal pair (ec, ec′), the blocks in {block(u, u′) | (u, u′) ∈
∆(c, c′)} (see Figure 9a) are pairwise-disjoint. Interesting, the monotonicity of the borders
stated in Lemma 23 somehow implies this argument. The proof is based on an induction. J
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Figure 9 Illustrations of the proof of the properties of f(T ).
We say a directed curve D interleaves ∂P , if it is disjoint with ∂P or the following holds.
Starting from their first intersection point (according to the order among points in D),
regardless of whether we travel along D in its positive direction or along ∂P in clockwise, we
would encounter the intersection points between D and ∂P in the same order.
Proof sketch of Interleavity-of-f . As in the above proof, we have a local and a global
case in this proof. Locally, we argue that every local fraction of σP (see σ(ci, c′i) below)
interleaves ∂P . Globally, we argue that all these local fractions are well-scattered around ∂P .
The proving technique is basically the same as above; the local case is taken care of by the
monotonicity of the borders, whereas the global case by the properties of bounding-quadrants.
Let q be the number of extremal pairs. See Figure 9b. First, we cut σP into 2q well-defined
fragments β1, α1, . . ., βq, αq (see their definitions in the following) satisfying that
(i) For 1 ≤ i ≤ q, the concatenation of αi−1, βi, αi interleaves ∂P . (α0 = αq).
Second, we find 2q (well-defined) points S1, T1, . . . , Sq, Tq lying in clockwise order around
∂P , which “delimitate” the 2q fragments, by which we mean that
(ii) For 1 ≤ i ≤ q, the intersections between βi and ∂P are contained in [Si  Ti]; and
(iii) For 1 ≤ i ≤ q, the intersections between αi and ∂P are contained in [Si  Ti+1].
Last, we argue that if there exist 2q fragments satisfying the above three properties, their
concatenation interleaves ∂P (see Lemma 41). Therefore, σP interleaves ∂P .
We define the 2q fragments as follows. For every extremal pair (ec, ec′), let σ(c, c′) be
the concatenation of the “bottom borders” of the “frontier blocks” (see their definitions in
section B.3 where we define σP ) in {block(u, u′) | (u, u′) ∈ ∆(c, c′)}; this is illustrated by the
dashed polygonal curve in Figure 9a. Let (ec1 , ec′1), . . . , (ecq , ec′q) be an enumeration of all
extremal pairs in clockwise order. We define αi to be σ(ci, c′i) ∩ σ(ci+1, c′i+1); and βi to be
σ(ci, c′i)− αi−1 − αi. Note that the concatenation of αi−1, βi, αi equals σ(ci, c′i). Following
this definition, (i) can be proved using the monotonicity of the borders in Lemma 23.
The points S1, T1, . . . , Sq, Tq are chosen from endpoints of some portions in {〈quad〉ji} so
that (ii) and (iii) may be deduced from the monotonicity of these portions (Lemma 21). J
Proof sketch of Reversiblity-of-f . For each unit pair (u, u′) such that u is chasing u′, let
T (u, u′) = {(X1, X2, X3) ∈ T | X3 ∈ u,X1 ∈ u′} and call it a component of T . It can easily
be proved that (X) f is a bijection from T (u, u′) to block(u, u′) = f(T (u, u′)).
For two elements in T ∗, if they belong to the same component, their images under f
differ according to (X); Otherwise, there images differ because otherwise there exist two
blocks intersecting on the boundary of P , which contradicts the Block-disjointness . J
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Proof sketch of Monotonicity-of-f . See Figure 9c. Let K1, . . . ,Km denote all the inter-
sections between σP and ∂P , and assume that they lie in clockwise order around ∂P . Points
K1, . . . ,Km divide ∂P into m portions; and we call each of them a K-portion. We state:
(i) The outer boundary of f(T ) is a simple closed curve whose interior contains P .
(ii) Points f−12 (K1), . . . , f−12 (Km) lie in clockwise order around ∂P .
(iii) Function f−12 () is monotone on any K-portion that lies in f(T ).
(i) and (ii) are easy and their proofs are not sketched here. To prove (iii), we consider
the reverse function of f : T (u, u′)→ block(u, u′), which can be defined due to (X) and is
denoted by f−1u,u′ . We prove a monotonicity of the second dimension of f
−1
u,u′ , which implies
that f−12 () is monotone on any boundary-portion inside block(u, u′), which implies (iii).
Combining (i) with the Interleavity-of-f , we see that a K-portion either lies in or
lies entirely outside f(T ). Now, imagine that a point X is traveling around f(T ) ∩ ∂P in
clockwise; argument (iii) assures that f−12 (X) is monotone inside each K-portion, and (ii)
assures that it is monotone between the K-portions. This is illustrated in Figure 9c. J
Since sector(w)∩∂P = {Y ∈ f(T ) ∩ ∂P | u(f−12 (Y )) = w}, the Sector-monotonicity
is a simple consequence of the Monotonicity-of-f . See the proof in section C.
Sketch: Proof of Sector-continuity
Assume V is a fixed vertex of P . In the following, we depict the shape of sector(V ) and
define its two boundaries, and then sketch the proof of Sector-continuity .
We first state a new formula of sector(V ). Recall “⊕” in subsection 1.3. Applying
definition (1) into (3), which states sector(V ) := f({(X1, X2, X3) ∈ T | X2 ∈ V }), we get
sector(V ) = 2-scaling of
(⋃
u is chasing u′, and ζ(u, u′) contains V
u⊕ u′
)
w.r.t V. (8)
Denote ΛV := {(u, u′) | u is chasing u′, and ζ(u, u′) contains V }. Based on (8), in order
to study sector(V ), it is important to study the structure of ΛV . We introduce some symbols
in the next and then describe the simple structure of ΛV in (iii).
There are two key symbols, esV and etV , called delimiting edges, which are well-defined
for the fixed V . In this sketch, however, we omit their definitions (given in section D.1;
useless for getting the main idea) but only state the following facts. Abbreviate sV , tV as s, t.
(i) es  et. Moreover, the inferior portion [vs  vt+1] does not contain V .
(ii) If (u, u′) ∈ ΛV , units u, u′ both lie in [vs  vt+1]. (This suggests the name “delimiting”.)
In addition, there is a symbol ∆V associated with s, t. Notice that there is an order ‘<’
(short for <s,t) among the units in [vs  vt+1] conforming to the clockwise order. Denote
∆V = {(u, u′) | u, u′ ∈ [vs  vt+1], u < u′, and they are not incident}. (Note: Each unit has
two incident units: ei has vi, vi+1; whereas vi has ei−1, ei. So ei, ei+1 are not incident.)
By (ii), ΛV is a subset of ∆V . This is further strengthened to (iii) below.
roads & routes. See Figure 10 (a). Since es  et, the regions in {u ⊕ u′ | (u, u′) ∈ ∆V }
are pairwise-disjoint. See Figure 10 (b). For any (ei, vj) ∈ ∆V , we assume segment
ei⊕ vj has the same direction as ei; for any (vi, ej) ∈ ∆V , we assume segment vi⊕ ej has
the opposite direction to ej ; and we refer to these segments as roads. See Figure 10 (c).
By concatenating several roads, we can obtain directional polygonal curves starting from
the mid point of vs, vt+1 until some point in [vs  vt+1]; such curves are called routes.
Unknown
XX:20 Maximal Parallelograms in Convex Polygons and a Novel Geometric Structure
es et es etes et
et es etes et es
V(f)(e)(d)
(a)
MID
0
0-
- - - - -
+
+
+
+
+
+-
0-
- -
- -
- +
+
+
+
+
0
LV VR
--
- -
(c) examples of routes(b) roads
Figure 10 Illustration of the definition of curves LV ,RV and region midV .
LV ,RV . Denote ρ = [vt+1  vs]. For any edge pair (ei, ej) in ∆V , we mark region ei ⊕ ej
by ‘-’ if Zji <ρ V ; ‘+’ if V <ρ Z
j
i ; and ‘0’ if V = Z
j
i . By the bi-monotonicity of the
Z-points (Fact 3), there exists a unique route, LV , which separates the regions marked by
‘-’ from the regions marked by ‘+/0’. Similarly, there exists a unique route, RV , which
separates the regions marked by ‘+’ from the regions marked by ‘-/0’.
midV . By the definitions of LV ,RV and bi-monotonicity of the Z-points (Fact 3), the region
bounded by LV ,RV and ∂P is well-defined (see Figure 10 (f)); we denote it by midV .
Note 1. To be more clear, midV contains its two boundaries LV and RV .
Note 2. For the special case s = t, we define LV = RV = midV = vs ⊕ vt+1.
(iii) (u, u′) ∈ ΛV if and only if (u, u′) ∈ ∆V and u is chasing u′ and u⊕ u′ ⊆ midV .
Denote the 2-scalings of midV ,LV ,RV with respect to V by mid?V ,L?V ,R?V respectively.
Combining (8) and (iii), we prove that the closed set of sector(V ) equals mid?V . So, regions
mid?V and sector(V ) have the same boundaries. So L?V ,R?V are boundaries of sector(V ).
(See Lemma 52.) Furthermore, we observe that either of L?V ,R?V has at most one intersection
with ∂P , thus mid?V = [L?V ∩ ∂P  R?V ∩ ∂P ]. Further since the closed set of sector(V )
equals mid?V , we get that sector(V )∩ ∂P is a boundary-portion which starts at L?V ∩ ∂P and
terminates at R?V ∩ ∂P , thus prove the Sector-continuity (see Lemma 53).
I Remark. Although the particular values of s, t are of no use for understanding the high-level
idea of the proof and the general shape of sector(V ), the formal definitions of s, t omitted
above are cornerstones for the proof. Arguments (i)-(iii) depend heavily on these definitions.
Note that (i), (ii), and (iii) are formally stated in Fact 46, Fact 47, and Fact 51.
A.3 Sketched algorithms for computing the information (6)
1. Compute the endpoints of sector(V ) ∩ ∂P for a given vertex V . According to the
proof sketch of Sector-continuity above, it reduces to computing L?V ∩ ∂P and R?V ∩ ∂P .
Recall that either of L?V ,R?V is a polygonal curve and has at most one intersection with ∂P ,
as shown in Figure 2. Moreover, it is not difficult to generate an arbitrary edge of L?V (or
R?V ), and in O(logn) time decide whether it lies inside, outside, or intersects P . Therefore,
we can compute L?V ∩ ∂P (or R?V ∩ ∂P ) by a binary search in O(log2 n) time.
2. Compute the units that intersect sector(V ) for a given vertex V . Let uL, uR respect-
ively be the unit containing L?V ∩ ∂P and the unit containing R?V ∩ ∂P , which can be
computed when we compute L?V ∩ ∂P and R?V ∩ ∂P . By Sector-continuity, the units
that intersect sector(V ) are (roughly) the units from uL to uR in clockwise order. (This
holds almost in every case. A degenerate case is discussed in section E).
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3. Compute the respective sectors that contain each vertex. We introduce two groups
of event-points: the points in {L?V ∩ ∂P,R?V ∩ ∂P | V is a vertex of P}, and the intersections
between σP and ∂P . Notice that all the event-points lie in ∂P . Then, two tags, current-tag
and future-tag, are assigned to each event-point; the former one denotes the sector containing
this event-point; the latter one denotes the sector containing the boundary-portion that
starts at this event-point and terminates at its (clockwise) next event-point. By a sweeping
around ∂P , we determine the sector containing each vertex by using these tags.
4. Compute the block containing V for a given vertex V . Assume V lies in sector(w)
and w is known. Let block(u∗1, u∗2) denote the block containing V ; we shall compute (u∗1, u∗2).
Let [X  X ′) denote [X  X ′]− {X ′}, and (X  X ′] denote [X  X ′]− {X}.
First, we compute two delimiting edges epV , eqV (definitions are not important for
understanding this sketch and thus omitted here) (pV , qV are abbreviated as p, q) such that:
(i) ep ≺ eq. Moreover, the boundary-portion (vp  vq+1) contains V .
(ii) u∗1 ∈ [vp  V ), and u∗2 ∈ (V  vq+1]. (This suggests the name “delimiting”.)
For any unit pair (u, u′) such that u is chasing u′, we regard it as alive if it satisfies (ii);
in other words, if u ∈ [vp  V ) and u′ ∈ (V  vq+1].
Moreover, for any alive pair (u, u′), we regard it as active if ζ(u, u′) intersects w.
For an illustration, Figure 11a draws all alive pairs, in which the active ones are colored.
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Figure 11 Illustration of cells and layers.
By (ii) and the fact that V ∈ sector(w), we know (u∗1, u∗2) is active, so we only need to
search (u∗1, u∗2) among the active pairs. Next, we discuss two cases depending on whether w
is an edge or a vertex. The edge case is more typical; assume now w = ek.
To describe the algorithm, two types of regions, cells and layers, are introduced here.
Cells. For each active pair (u, u′), define a region cell(u, u′) := block(u, u′) ∩ sector(w).
Layers. For each edge ej in (vp  vq+1), we define a region layerj , which contains all the
cells parallel to ej and two more infinite strip region parallel to ek as shown Figure 11b.
Algorithm for computing u∗1, u∗2 (overview). We prove a monotonicity between the cells
within the same layer and a monotonicity between the different layers. Based on these
monotonicities, in O(logn) time we can determine the relative position between any layer
and V . So, in O(log2 n) time we find the layer that contains V . Then, in another O(logn)
time we find the cell containing V , which must be cell(u∗1, u∗2). Thus we obtain (u∗1, u∗2).
I Remark. This last module for computing the block containing V is highly symmetric to
the first module for computing the endpoints of sector(V )∩∂P . First, the “cells” and “layers”
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are counterparts of the “roads” and “routes”. (In fact, the roads have two different types
and so do the layers.) Second, both run in O(log2 n) time. Third, the biggest challenges in
designing these modules both lie in defining the delimiting edges es, et and ep, eq, and all
the indices s, t, p, q can be computed in O(logn) time. This symmetry suggests that if one
module can be optimized to O(logn) time, the other may also be optimized. The delimiting
edges es, et are used to delimit those pairs of units (u, u′) for which ζ(u, u′) may contain V ,
whereas ep, eq delimit those pairs for which block(u, u′) may contain V . The tricky definitions
of s, t and p, q are given in section D.1 and section E.3, respectively. To define p, q, we have
to apply the bounding quadrants of the blocks and their properties stated in section A.1.
I Theorem 24. In O(n log2 n) time, we can compute the information (6).
Bottleneck. The bottleneck of our algorithm lies in the preprocessing procedure, in particu-
lar, in its first and forth modules. However, this procedure is amendable for being parallelized.
In the future, it remains to study whether a factor of logn can further be saved.
A.4 Summary and Miscellaneous
In addition to the main results stated in Theorem 7, we have the following main result.
I Theorem 25. Given an n-sided convex polygon P , all the LMAPs in P can be computed
in O(n log2 n) time. Moreover, there number of LMAPs is bounded by O(n).
Proof. The first claim is a corollary of Theorem 9 and Theorem 24. The number of LMAPs
is O(n) because each LMAP will be outputted by at least one routine of our algorithm and
each of the three routines outputs O(n) parallelograms (see section F). J
Key geometric objects studied in the paper and the flow of the paper. See Figure 12.
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Figure 12 Key geometric objects studied in this paper and the flow of our paper.
A slightly modification of Nest(P ). Recall that Nest(P ) is defined as the union of the
boundaries of all blocks and L?v1 , . . . ,L?vn and R?v1 , . . . ,R?vn , where L?V ,R?V are 2-scalings of
LV ,RV with respect to V , and where LV ,RV consist of several roads (see subsection A.2).
Previously we assume road ei ⊕ vj has the same direction as ei, whereas road vi ⊕ ej has the
opposite direction to ej . This is convenient for proving the Sector-continuity. However,
when defining Nest(P ), it is more reasonable to assume that vi ⊕ ej has the same direction
as ej . Only in this way, the additional property of Nest(P ) claimed above Figure 5 holds.
Other frequently used notation
Denote by ei ⊀ ej if ei is not chasing ej .
When a point X lies in ∂P , we define its backward and forward edge of X:
back(X) := back(u(X)); forw(X) := forw(u(X)).
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Definition of ζ(u, u′) for any pair of distinct units u, u′ [18]
Recall that ζ(u, u′) was defined in (5) for every unit pair (u, u′) such that u is chasing u′.
In the following, we extend the scope of definition of ζ(u, u′) to every pair of distinct units
u, u′. (So it is defined when neither of u, u′ is chasing the other.) This definition is (only)
employed in Lemma 12.4, which will be applied in Routine 3 (subsection F.3).
To define ζ(u, u′) for the general case, some new ideas must be applied. For example, if
back(u) ⊀ back(u′), we have to choose a point in ∂P to replace the undefined Zback(u
′)
back(u) .
Recall that Di is the unique vertex of P with largest distance to the extended line of ei.
See Figure 13. For each pair of units u, u′ that are distinct, define
ζ(u, u′) := [Za
′
a  Zb
′
b ], where

ea = back(u)
ea′ =
{
back(u′), if back(u) ≺ back(u′);
back(Da), otherwise.
eb′ = forw(u′)
eb =
{
forw(u), if forw(u) ≺ forw(u′);
forw(Db′), otherwise.
(9)
Be aware that it is always true that ea ≺ ea′ and eb ≺ eb′ , so ζ(u, u′) is well-defined.
Note that (9) simplifies to (5) when u is chasing u′.
eb
ea eb'
ea'
ea
ea'
eb'
eb
u
a
a'
a
a'
b
b' b
b' ZZ Z
Da
u u'
Z
u'
Db'
Figure 13 Illustration of the definition of ζ(u, u′) when neither of u, u′ is chasing the other.
A.5 A formulation which looks like a convex programming
f(x0, y0, x1, y1, x2, y2) = max
∣∣∣∣det( x1 x2y1 y2
)∣∣∣∣ , sub. to

(x0 + x1, y0 + y1) ∈ P
(x0 − x1, y0 − y1) ∈ P
(x0 + x2, y0 + y2) ∈ P
(x0 − x2, y0 − y2) ∈ P
(10)
This is a formulation of the MAP problem but not a convex programming (see [18]). It
is a quadratic programming since the absolute function can actually be removed from (10).
Organization the following sections
Section B investigates the blocks, bounding-quadrants of blocks, and inner boundary σP .
Section C proves the first five properties of f(T ). Section D proves the last one - the
Sector-continuity . Section E presents the preprocessing procedure for computing (6).
Section F presents the main algorithm for computing the LMAPs. See Figure 12.
Note that sections E and F are independent and can be read in any order.
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B Blocks, bounding-quadrants, and the inner boundary σP
In this section, we prove basic properties of the blocks and bounding-quadrants. Moreover,
we define a polygonal closed curve σP (i.e. the inner boundary of f(T )) explicitly and
introduce a function g : σP → ∂P . All of these are preliminaries for the proof of Theorem 7.
I Fact 26. Assume u, u′ are distinct units. For any point O in u⊕ u′, there exists only one
pair of points (X,X ′) such that M(X,X ′) = O and that X,X ′ lie in u, u′ respectively.
Proof. Suppose u, u′ are both edges (the other cases are easier and similar).
The existence of (X,X ′) follows from the definition of ⊕ in subsection 1.3. We only prove
the uniqueness. The uniqueness follows from the following observation: (i) X must lie at
the (unique) intersection of u and the reflection of u′ with respect to O. (ii) X ′ must lie at
the (unique) intersection of u′ and the reflection of u with respect to O. Trivial proof of
observation (i) is as follows. Since X ′ ∈ u′ and M(X,X ′) = O, point X lies in the reflection of
u′ with respect to O. Moreover, X lies in u. The proof of (ii) is symmetric and omitted. J
Two formulas of block(u, u′).
block(u, u′) =
⋃
X∈u⊕u′the reflection of ζ(u, u
′) with respect to X. (11)
block(u, u′) =
⋃
X∈ζ(u,u′)the 2-scaling of u⊕ u
′ with respect to X. (12)
Proof of (11) and (12) from definition (2).
block(u, u′) =
⋃
X3∈u,X1∈u′,X2∈ζ(u,u′)
f(X1, X2, X3)
=
⋃
X3∈u,X1∈u′
⋃
X2∈ζ(u,u′)
the reflection of X2 with respect to M(X3, X1)
=
⋃
X3∈u,X1∈u′
the reflection of ζ(u, u′) with respect to M(X3, X1)
=
⋃
X∈u⊕u′the reflection of ζ(u, u
′) with respect to X.
block(u, u′) =
⋃
X3∈u,X1∈u′,X2∈ζ(u,u′)
f(X1, X2, X3)
=
⋃
X2∈ζ(u,u′)
⋃
X3∈u,X1∈u′
the 2-scaling of M(X3, X1) with respect to X2
=
⋃
X2∈ζ(u,u′)
the 2-scaling of u⊕ u′ with respect to X2.
J
According to the above formulas, the geometric definition of the blocks given in subsec-
tion 1.3 is equivalent to the original definition of blocks given in (2).
B.1 Local-reversibility and Local-monotonicity of f
Denote
T (u, u′) := {(X1, X2, X3) ∈ T | X3 ∈ u,X1 ∈ u′}
= {(X1, X2, X3) | X3 ∈ u,X2 ∈ ζ(u, u′), X1 ∈ u′}. (13)
In the following we state two properties of T (u, u′) under function f . They are referred
to as Local-reversibility and Local-monotonicity of f , respectively, and are applied
to prove the Reversibility and Monotonicity of f later in section C.
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I Lemma 27 (Local-reversibility of f). Assume unit u is chasing unit u′. Then, f is
a bijection from T (u, u′) to block(u, u′).
Proof. For distinct tuples A = (A1, A2, A3) and B = (B1, B2, B3) from T (u, u′), we shall
prove that f(A) 6= f(B). According to the definition of T (u, u′) (see (13)), we have
(i) A3 ∈ u,A1 ∈ u′; (ii) B3 ∈ u,B1 ∈ u′; and (iii) A2, B2 ∈ ζ(u, u′).
For convenience, denote by r(X,O) the reflection of X with respect to O.
Case 1: A2 = B2. Since A,B are distinct, we have (A1, A3) 6= (B1, B3) in this case. According
to (i), (ii) and Fact 26, M(A3, A1) 6= M(B3, B1). Therefore, f(A) = r(A2,M(A3, A1)) =
r(B2,M(A3, A1)) 6= r(B2,M(B3, B1)) = f(B).
Case 2: A2 6= B2. By (iii), points A2, B2 both lie in ζ(u, u′). This means ζ(u, u′) is not a
single point, so there is at least one vertex among u, u′. When u, u′ are both vertices,
M(A1, A3) = M(u′, u) = M(B1, B3), and so r(A2,M(A1, A3)) 6= r(B2,M(B1, B3)), i.e.
f(A) 6= f(B). Now, assume that u, u′ are an edge and a vertex, e.g. (u, u′) = (vi, ej). In
order to show that f(A) 6= f(B), we argue that their distances to line `j differ. By Fact 2,
ζ(vi, ej) = [Zji−1  Z
j
i ] ⊆ [vj+1  Dj ]. This implies that all points on ζ(vi, ej) have
different distances to `j . In particular, A2, B2 have different distances to `j . However,
M(A1, A3) and M(B1, B3) both lie in vi ⊕ ej and thus have the same distance to `j . So,
f(A) = r(A2,M(A1, A3)) and f(B) = r(B2,M(B1, B3)) have different distances to `j .
J
I Definition 28 (Local reverse function f−1u,u′() and f
−1,2
u,u′ ()). Assume u is chasing u′. By the
Local-reversibility of f (Lemma 27), there is a reverse function of f on block(u, u′),
denoted by f−1u,u′(·). Equivalently, for any point X in block(u, u′), denote by f−1u,u′(X) the
unique preimage of X in T (u, u′) under f . Further, notice that f−1u,u′(X) is a tuple of three
points, we denote the second point by f−1,2u,u′ (X).
I Lemma 29 (Local-monotonicity of f). Assume unit u is chasing unit u′. Suppose a
point X travels along some boundary-portion of P within block(u, u′) (in clockwise). We
claim that point f−1,2u,u′ (X) travels along ∂P in clockwise (non-strictly, which means that it
may sometimes stay at the same position).
Proof. For convenience, let (JX ,KX , LX) = f−1u,u′(X) for any point X in block(u, u′).
Assume ρ is a boundary-portion of P that lies in block(u, u′) and point X travels (in
clockwise) along ρ. We shall prove that KX goes along ∂P in clockwise non-strictly.
Since (JX ,KX , LX) ∈ T (u, u′), we have
JX ∈ u′,KX ∈ ζ(u, u′) and LX ∈ u.
Case 1: Both u, u′ are edges. Since KX ∈ ζ(u, u′) and ζ(u, u′) = Zu′u , KX is invariant.
Case 2: u, u′ are a vertex and an edge. Without loss of generality, assume that (u, u′) = (vi, ej).
Denote by d(X) the distance from point X to `j . We first state three arguments.
(i) When point X travels along ρ in clockwise, d(X) (non-strictly) decreases.
(ii) For any point X in block(vi, ej) ∩ ∂P , quantity d(X) + d(KX) is a constant.
(iii) Suppose that point Y is in a movement in which its position is restricted to ζ(vi, ej),
and we observe that d(Y ) (non-strictly) increases during the movement of Y . We can
conclude that point Y moves in clockwise (non-strictly) along ζ(vi, ej).
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Altogether, we can obtain our result. Recall that X travels along ρ. So, d(X) non-strictly
decreases due to (i). So, d(KX) non-strictly increases due to (ii). Finally, applying (iii)
for Y = KX , point KX travels along ζ(vi, ej) in clockwise non-strictly.
Proof of (i): To prove this argument, we only need to combine the following two arguments.
(i.1) When X travels along [vi  vj+1] in clockwise, d(X) non-strictly decreases.
(i.2) The boundary-portion ρ lies in [vi  vj+1].
Because vi is chasing ej , we get ei ≺ ej , which implies (i.1). The proof of (i.2) is as
follows. See Figure 4 (b). Let H denote the half-plane delimited by the extended line of
vivj+1 and not containing ei. By Fact 2, Zji and Z
j
i−1 both lie in (vj+1  vi). Therefore,
ζ(vi, ej) = [Zji  Z
j
i−1] is contained in H. Since ζ(vi, ej) ⊂ H whereas vi ⊕ ej lies in the
opposite half-plane of H, applying (11), block(vi, ej) lies in the opposite half-plane of H.
So, block(vi, ej) ∩ ∂P ⊆ [vi  vj+1]. Further since ρ ⊂ block(vi, ej) ∩ ∂P , we get (i.2).
Proof of (ii): Because f(JX ,KX , LX) = X, we have M(X,KX) = M(JX , LX). Because
JX ∈ u′ and LX ∈ u, point M(JX , LX) lies in u⊕ u′ = vi ⊕ ej . Therefore, M(X,KX) lies
in vi ⊕ ej , and hence d(M(X,KX)) is a constant. Further, since X,KX both lie in ∂P ,
they lie on the same side of `j , so d(X) + d(KX) = 2d(M(X,KX)) is a constant.
Proof of (iii): By Fact 2, ζ(vi, ej) = [Zji−1  Z
j
i ] ⊆ [vj+1  Dj ], which implies that d(Y )
strictly increases when Y travels along ζ(vi, ej). This simply implies (iii).
Case 3 u, u′ are both vertices. In this case block(u, u′) is a curve and there is no boundary-portion
lying in block(u, u′) under our assumption that edges are pairwise-nonparallel. Note that
the result holds even if there is a boundary-portion lying in block(u, u′); the proof is
similar to that of Case 2 and is omitted.
J
B.2 Proofs of the properties of the bounding-quadrants
Recall the bounding-quadrants defined in subsection A.1 and the four observations - Lemma 20,
Lemma 21, Lemma 22, and Lemma 23. We prove these observations in this subsection.
The following notation are frequently applied in this subsection.
For edge pair (ei, ej) such that ei  ej , denote by hpji the open half-plane delimited by
the extended line of vj+1vi and lies on the right side of −−−−→vj+1vi. See Figure 14 for illustrations.
Note: hpji always contain quad
j
i . This is according to Definition 19; see Figure 8.
ei
e j
hpi eihpi
 j i
vi
v j+1
Figure 14 Definition of {hpji | ei  ej}.
Given point X and edge ei, denote by pi(X) the unique line at X that is parallel to ei.
Restatement of Lemma 20. For any four edges ea, ea′ , eb, eb′ such that
ea  ea′ , eb  eb′ and that ea, ea′ , eb, eb′ are not contained in any inferior portion,
the intersection region quada
′
a ∩ quadb
′
b lies in the interior of P .
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quad
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eb'
ea
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H
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ra' rb
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a
(b)(a)
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M
Figure 15 Trivial cases of the peculiar property of quad
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Figure 16 Nontrivial cases of the peculiar property of quad
Proof. First, we discuss some trivial cases in which quada
′
a would be disjoint with quadb
′
b .
Case 1 a = a′. Since ea, ea′ , eb, eb′ are not contained in any inferior portion, we know ea ≺ eb and
eb′ ≺ ea. See Figure 15 (a). Let M denote the apex of quadb
′
b , which equals M(vb, vb′+1).
Because M is the mid point of vb, vb′+1, it lies in or on the right of ea. Denote by H the
half plane delimited by pa(M) and on the right of ea. By this definition, (1) H is disjoint
with quada
′
a . Moreover, we claim that (2) H contains quadb
′
b . Since ea ≺ eb, the boundary
of quadb
′
b that is parallel to eb lies in H. Since eb′ ≺ ea, the boundary of quadb
′
b that is
parallel to eb′ also lies in H. So, two boundaries of quadrant quadb
′
b both lie in H, which
implies (2). Combining (1) and (2), the subregion quadb
′
b of H is disjoint with quada
′
a .
Case 2 b = b′. This case is symmetric to Case 1.
Case 3 ea, ea′ , eb, eb′ are distinct edges and lie in clockwise order on ∂P . See Figure 15 (b). We
make four rays. Ray ra originates at va′+1 and has the same direction as ea. Ray ra′
originates at va and has the opposite direction to ea′ . Ray rb originates at vb′+1 and
has the same direction as eb. Ray rb′ originates at vb and has the opposite direction to
eb′ . Let Π1 denote the region bounded by ra′ , vava′+1, ra and containing quada
′
a . Let Π2
denote the region bounded by rb′ , vbvb′+1, rb and containing quadb
′
b . Assume that Π1,Π2
do not contain the boundaries. Since ea, ea′ , eb, eb′ are not containing in any inferior
portion, we have eb′ ≺ ea while ea′ ≺ eb. This directly implies that Π1,Π2 are disjoint.
Therefore, quada
′
a , quadb
′
b are disjoint, since they are respectively subregions of Π1,Π2.
In the preceding cases, quada
′
a ∩ quadb
′
b is empty and hence it lies in the interior of P .
When none of the preceding cases occur, two cases remain:
Case 4 ea ≺ eb  ea′ ≺ eb′ ≺ ea.
Case 5 eb ≺ ea  eb′ ≺ ea′ ≺ eb.
Assume that Case 4 occurs; the other case is symmetric.
See Figure 16. Let C = vb′+1, D = va, E = vb, F = va′+1. Let G denote the intersection
of CE and DF . Obviously, 4EFG ⊆ P . So, proving that quada′a ∩ quadb
′
b lies in the interior
of P reduces to proving that it lies in the interior of 4EFG, which further reduces to proving:
Unknown
XX:28 Maximal Parallelograms in Convex Polygons and a Novel Geometric Structure
i. quada
′
a ∩ quadb
′
b lies in hpa
′
a .
ii. quada
′
a ∩ quadb
′
b lies in hpb
′
b .
iii. quada
′
a ∩ quadb
′
b lies in half-plane h, where h denotes the open half-plane bounded by the
extended line of EF and containing G. (So, h is the complementary half-plane of hpa
′
b .)
(i) and (ii) are trivial. As mentioned under the definition of hp, we have quada
′
a ⊆ hpa
′
a
and quadb
′
b ⊆ hpb
′
b . They respectively imply (i) and (ii). We prove (iii) in the following.
One of the two (open) half-planes defining quada
′
a is parallel to ea, denoted by h1. One
of the two (open) half-planes defining quadb
′
b is parallel to eb′ , denoted by h2. Clearly,
quada
′
a ∩ quadb
′
b ⊆ h1 ∩ h2. So proving (iii) reduces to proving that h1 ∩ h2 ⊆ h.
See the right picture of Figure 16. Assume that the extended line of EF intersects
`a, `b′ at A,B respectively. Denote by h′1 the open half-plane bounded by pa(M(D,B)) and
containing ea, and h′2 the open half-plane bounded by pb′(M(A,C)) and containing eb′ .
Because P is convex, points E,F both lie in AB. Since F lie in AB, we know M(D,F )
lies in or on the boundary of h′1, which implies h1 ⊆ h′1 because h1 is parallel to h′1 and has
M(D,F ) on its boundary. Since E lie in AB, we know M(C,E) lies in or on the boundary of
h′2, which implies h2 ⊆ h′2 because h2 is parallel to h′2 and has M(C,E) on its boundary.
It remains to show that h′1 ∩ h′2 ⊆ h. By the definition of h′1, h′2, their boundaries pass
through M(A,B). Combining this with the facts that h′1 is parallel to ea and h′2 is parallel
to eb′ , as well as eb′ ≺ ea, we easily get h′1 ∩ h′2 ⊆ h. J
The following lemma is a full version of Lemma 21.
I Lemma 30. Given ei, ej such that ei ≺ ej. See Figure 17. Let ρ = [vi  vj+1]. Then,
(〈quad〉j−1i ).s ≤ρ (〈quad〉ji ).s ≤ρ (〈quad〉ji+1).s, (14)
(〈quad〉j−1i ).t ≤ρ (〈quad〉ji ).t ≤ρ (〈quad〉ji+1).t. (15)
Moreover, consider m boundary-portions in a list 〈quad〉u′1u1 , . . . , 〈quad〉u
′
m
um , where
(1) u1, . . . , um are units lying in clockwise order around ∂P , and
(2) u′1, . . . , u′m are units lying in clockwise order around ∂P , and
(3) uk is chasing u′k for 1 ≤ k ≤ m.
We claim that the starting points of these portions lie in clockwise order around ∂P , and
so do their terminal points. (Note: to be rigorous, when we say points X1, . . . , Xm lie in
clockwise order around ∂P , we allow some points, e.g. Xk, . . . , Xl, lie in the same position.)
ei e j ei
ejei e j
‹quad›i+1 ji j-1‹quad›
i
 j-1(‹quad›   ).t
(‹quad›   ).s j-1i
(‹quad›   ).si+1 j
 j
i+1(‹quad›   ).t
(‹quad›  ).ti j
 j
i(‹quad›  ).s
(c)(b)(a)
M'
M
Figure 17 Illustration of the monotonicity of 〈quad〉.
Proof. When j = i+ 1, the following facts directly imply (14) and (15). See Figure 17 (c).
(i) 〈quad〉j−1i contains a single point, which is the midpoint of ei.
(ii) 〈quad〉ji+1 contains a single point, which is the midpoint of ej .
(iii) 〈quad〉ji starts at the midpoint of ei and terminates at the midpoint of ej .
K. Jin XX:29
Now, assume j 6= i+ 1. See Figure 17 (a). Let M = M(vi, vj+1),M ′ = M(vi+1, vj+1).
First, let us compare (〈quad〉ji ).s and (〈quad〉ji+1).s. Clearly, their distance to `j are
respectively equal to the distance from M,M ′ to that line. Moreover, since ei ≺ ej while
MM ′ is parallel to ei, point M is further to `j than M ′. Therefore, (〈quad〉ji ).s is further to
`j than (〈quad〉ji+1).s. This means (〈quad〉ji ).s ≤ρ (〈quad〉ji+1).s.
Then, let us compare (〈quad〉ji ).t and (〈quad〉ji+1).t. Consider segments M ′(〈quad〉ji ).t
and M ′(〈quad〉ji+1).t. They are parallel to ei, ei+1 respectively. Moreover, we know ei ≺ ei+1.
Therefore, it follows that (〈quad〉ji ).t ≤ρ (〈quad〉ji+1).t.
Symmetrically, (〈quad〉j−1i ).s ≤ρ (〈quad〉ji ).s and (〈quad〉j−1i ).t ≤ρ (〈quad〉ji ).t. See Fig-
ure 17 (b) for an illustration. Altogether, we get (14) and (15).
Next, we prove the claim on list 〈quad〉u′1u1 , . . . , 〈quad〉u
′
m
um .
For 1 ≤ k ≤ m, denote ak = forw(uk) and a′k = back(u′k). Clearly,
(i) ak  a′k for 1 ≤ k ≤ m.
(ii) a1, . . . , am lie in clockwise order.
(iii) a′1, . . . , a′m lie in clockwise order.
According to these properties and applying (14) and (15), we get
the starting points of 〈quad〉a′1a1 , . . . , 〈quad〉a
′
m
am lie in clockwise order around ∂P , and
the terminal points of 〈quad〉a′1a1 , . . . , 〈quad〉a
′
m
am lie in clockwise order around ∂P .
We complete the proof by recalling (7), which defines 〈quad〉u′kuk := 〈quad〉a
′
k
ak . J
Connections between Z-points and bounding-quadrants
In the following we employ the opposite quadrant of quadji to bound point Z
j
i and ζ(vi, vj+1).
Applying these bounds, we can then prove the connection between blocks and their bounding-
quadrants (as stated in Lemma 22). Since quadji is open, for consistency we regard its
opposite quadrant open as well; so it does not contain its boundary.
I Fact 31. For any edge pair ei, ej such that ei ≺ ej , point Zji lies in or on the boundary of
the opposite quadrant of quadji . (Note that Z
j
i may lie on the boundary sometimes.)
Proof. See Figure 18 (a). LetM = M(vi, vj+1). Let H1 denote the closed half-plane bounded
by pi(M) and containing vj+1, and let H2 denote the closed half-plane bounded by pj(M)
and containing vi. We shall prove that Zji lies in H1 ∩H2. Denote eb = back(Zji ). Because
Zji has the largest distance-product to (`i, `j) in P , it has a larger distance-product to (`i, `j)
than all the other points on eb. Then, by the concavity of disprod`i,`j () on segment Ij,bIi,b
(See Lemma 3 in [18]), we have |Ii,bZji | ≥ 12 |Ij,bIi,b|, which implies that d`i(Zji ) ≥ 12d`i(Ij,b).
Further since 12d`i(Ij,b) ≥ 12d`i(vj+1) = d`i(M), we have d`i(Zji ) ≥ d`i(M). This inequality
implies that Zji ∈ H1. Symmetrically, Zji ∈ H2. Therefore, Zji ∈ H1 ∩H2. J
ei e j
e j+1ei-1
ei e j
eb
ei
(b)
 i
(c)
vi⊕v j+1
Zi
 j
(a)
Ii,b
M
v j+1vi
D
vi+2vi-1
vi+1vi
I j,b
Figure 18 Illustration of the proof of Fact 31 and Fact 32
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I Fact 32. For two vertices vi, vj+1 such that vi is chasing vj+1, the boundary-portion
ζ(vi, vj+1) is contained in the opposite quadrant of quadji .
Proof. Recall that Di is the unique vertex that is furthest to the extended line of ei.
Case 1: i = j. See Figure 18 (b). By Fact 2, Zii−1 lies in [vi+1  Di] and it does
not equal to vi+1, whereas Zi+1i lies in [Di  vi] and it does not equal to vi. This means
[Zii−1  Zi+1i ] ⊂ (vi+1  vi), i.e. ζ(vi, vi+1) ⊂ (vi+1  vi). Moreover, (vi+1  vi) is contained
in the opposite quadrant of quadii. So, ζ(vi, vi+1) is also contained by this quadrant.
Case 2: i 6= j. See Figure 18 (c). Let γ be the intersection of ∂P and the opposite quadrant
of quadji , which is a boundary-portion of P . We state that
(i) Zji−1 and Z
j+1
i both lie in γ.
(ii) Zji−1 ≤ρ Zj+1i , where ρ = [vj+1  vi].
Clearly, γ is contained in ρ. So (i) and (ii) together imply that Zji−1 ≤γ Zj+1i . This means
ζ(vi, vj+1) = [Zji−1  Z
j+1
i ] lies in γ and hence in the opposite quadrant of quad
j
i .
Proof of (i). We only consider point Zji−1. The other point Z
j+1
i is symmetric. Since vi is
chasing vj+1, we get ei−1 ≺ ej . This implies that point M(vi−1, vj+1), which is the apex
of the opposite quadrant of quadji−1, lies in the opposite quadrant of quad
j
i . Therefore, the
opposite quadrant of quadji−1 and its boundary are contained in the opposite quadrant of
quadji . Moreover, By Fact 31, Z
j
i−1 lies in or on the boundary of the opposite quadrant of
quadji−1. Therefore, Z
j
i−1 lies in the opposite quadrant of quad
j
i and thus lies in γ.
Proof of (ii). This follows from the bi-monotonicity of Z-points (Fact 3). J
Connections between blocks and bounding-quadrants
Henceforth in this subsection, assume u, u′ are given units such that u is chasing u′.
Recall subsection 1.3 for the geometric definition of the blocks and their borders. We
now prove the two underlying observations of the block stated in Lemma 22 and 23.
Restatement of Lemma 22. block(u, u′) is contained in quadu
′
u , i.e. block(u, u′) ⊂ quadu
′
u .
(Remind that quadu
′
u is open; so the block cannot intersect the boundary of the quadrant.)
Restatement of Lemma 23. Suppose some pointX travels along some border of block(u, u′)
(in its positive direction) and suppose we stand both in P and in the opposite quadrant of
quadu
′
u . Then, X travels in clockwise order (strictly) around us.
Proof of Lemma 22. Recall that quadu
′
u := quad
back(u′)
forw(u) in (7). We shall prove:
block(ei, ej) ⊂ quadji , block(vi, vj+1) ⊂ quadji ,
block(ei, vj+1) ⊂ quadji , block(vi, ej) ⊂ quadji .
ei e j
e j+1
ei e jei e j
(c)(b)(a)
ei⊕e j+1
vi⊕v j+1
ei⊕v j+1
v j+1vi
vi v j+1vi v j+1
ΑD
C Β
Figure 19 Illustration of the proof of Lemma 22
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block(ei, ej) ⊂ quadji . See Figure 19 (a).
Point Zji lies in or on the boundary of the opposite quadrant of quad
j
i (by Fact 31),
whereas ei ⊕ ej is clearly contained in quadji . Therefore, the 2-scaling of ei ⊕ ej with
respect to Zji , which equals block(ei, ej) due to (12), is contained in quad
j
i .
block(vi, vj+1) ⊂ quadji . See Figure 19 (b).
By Fact 32, ζ(vi, vj+1) lies in the opposite quadrant of quadji . So, its reflection with
respect to M(vi, vj+1), which equals block(vi, vj+1) due to (11), is contained in quadji .
block(ei, vj+1) ⊂ quadji . See Figure 19 (c).
Denote by H1 the closed half-plane delimited by line pj(M(vi, vj+1)) and not containing
ej , and H2 the closed half-plane delimited by line pi(M(vi, vj+2)) and not containing ei.
(H1 ∩H2 is the colored region in Figure 19 (c).) We state
(i) ζ(ei, vj+1) lies in H1 ∩H2.
According to (i), for each pointX ∈ ei⊕vj+1, the reflection of ζ(ei, vj+1) with respect toX
is contained in quadji . So,
(⋃
X∈ei⊕vj+1 the reflection of ζ(ei, vj+1) with respect to X
)
,
which equals block(ei, vj+1) due to (11), is contained in quadji .
We now prove (i). Notice that the intersection between ∂P and the opposite quadrant of
quadji is a boundary-portion, denoted by (A  D). Similarly, the intersection between
∂P and the opposite quadrant of quadj+1i is a boundary-portion, denoted by (B  C).
We state three facts:
(i.1) [B  C] ⊂ [A  D].
(i.2) Zji ∈ [A  D] and Zj+1i ∈ [B  C].
(i.3) Zji ≤γ Zj+1i , where γ = [A  D].
Following (i.1), (i.2), and (i.3), we get [Zji  Z
j+1
i ] ⊆ [A  C], which implies (i).
Proof of (i.1): Since ei is chasing vj+1, we know ei ≺ ej+1, which implies (i.1).
Proof of (i.2): These inequalities are applications of Fact 31.
Proof of (i.3): This is an application of the bi-monotonicity of Z-points (Fact 3).
block(vi, ej) ⊂ quadji . This one is symmetric to the preceding one. Proof omitted.
J
Proof of Lemma 23. Take an arbitrary point O that lies in P and in the opposite quadrant
of quadu
′
u . We shall prove that (i) when a point X travels along any border of block(u, u′)
(in its positive direction), it travels in clockwise around O.
We discuss cases depending on whether u, u′ are edges, vertices, or an edge and a vertex.
Case 1: both u, u′ are edges. See Figure 20 (a). Since block(u, u′) ⊂ quadu′u (according to
Lemma 22), we can see that all points in the opposite quadrant of quadu
′
u , including O,
are on the right of each border of block(u, u′). This implies (i).
Case 2: both u, u′ are vertices. Let O′ be the reflection of O with respect to M(u, u′). Since
the unique border of block(u, u′) equals the reflection of ζ(u, u′) with respect to M(u, u′).
It reduces to proving that (ii) when X travels along ζ(u, u′), it travels in clockwise around
O′. Without loss of generality, assume (u, u′) = (vi, vj+1). We consider two subcases.
Case 2.1: j 6= i. See Figure 20 (b). Let γ denote the intersection between ∂P and the
opposite quadrant of quadu
′
u . The following statements imply (ii).
(I) ζ(u, u′) is contained in boundary-portion γ.
(II) When point X travels along γ, it travels in clockwise around O′.
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(I) follows from Fact 32. We prove (II) in the following. Pick any edge ek that intersects
γ. Because P is convex and ek intersects γ, we know `k interests both boundaries of
the opposite quadrant of quadu
′
u , and this implies that quadu
′
u lies on the right of ek.
Notice that O′ ∈ quadu′u because O lies in the opposite quadrant of quadu
′
u . So, O′ lies
on the right of ek. Therefore, if X travels along ek, it travels in clockwise around O′.
This implies (II) because γ is the concatenation of such edges.
ei
ei
ei
ei e j
(a)
(d)
(e)
γ
γ
(c)
(b)
O'O'
O'
O
v j+1
vi
Di
Di-1
vi
vi+1
Di+1
O v j+1
O
O
v j+1
O
Figure 20 Illustration of the proof of Lemma 23
Case 2.2: j = i. See Figure 20 (c). The following statements imply (ii).
(ii.1) ζ(u, u′) ⊆ [Di−1  Di+1].
(ii.2) When X travels along [Di−1  Di], it travels in clockwise around O′.
(ii.3) When X travels along [Di  Di+1], it travels in clockwise around O′.
(ii.1) follows from Fact 2; we prove (ii.2) in the next; (ii.3) is symmetric.
Pick any edge ek in [Di−1  Di]. We shall prove that when X travels along ek, it
travels in clockwise around O′. In other words, for any edge ek in [Di−1  Di], O′ lies
on the right of ek. Let d(X) denote the signed distance from point X to `k, so that the
points on the right of ek have positive values. It reduces to proving that d(O′) > 0.
Since ek lies in [Di−1  Di], point vi has the largest distance to `k in P . Moreover,
O 6= vi since O lies in the opposite quadrant of quadu
′
u . Therefore, d(vi) > d(O).
Because P is convex, d(vi+1) ≥ 0. Furthermore, since O′ is the reflection of O with
respect to M(vi, vi+1), we get d(O′) = 2d(M(vi, vi+1))− d(O) = d(vi) + d(vi+1)− d(O).
Altogether, d(O′) > 0.
Case 3: u, u′ are a vertex and an edge, e.g. u = ei, u′ = vj+1. In this case block(u, u′)
has four borders; two of which are congruent to the only edge in u, u′ and the other two
are reflections of ζ(u, u′). The statement about the former two can be proved similar to
Case 1. See Figure 20 (d). The statement about the latter two can be proved similar to
Case 2. See Figure 20 (e). We show the second statement more clearly in the following.
Consider the region φ consists by the opposite quadrant of quadu
′
u = quadji and its
boundary. Its intersection with ∂P is a boundary-portion; denoted by γ. (Compare to
Case 2, here γ must contain its endpoints.) Let O′ denote the reflection of O with respect
to M(vi, vj+1). We argue that for this case claims (I) and (II) still hold, and so does (ii).
Proof of (I): Recall the proof of block(ei, vj+1) ⊂ quadji in the proof of Lemma 22, where
we have shown that ζ(ei, vj+1) is contained in φ. So, ζ(ei, vj+1) ⊂ γ.
Proof of (II): This proof is omitted since it is the same as the proof in Case 2.1.
J
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B.3 The Inner boundary of f(T )
We see region f(T ) is an annular region with two boundaries in Figure 2. In this subsection,
we define explicitly an oriented and polygonal closed curve to be the inner boundary of
f(T ), denoted by σP . Moreover, we define a function g : σP → ∂P , which is related to
f−1,2u,u′ () - the second dimension of the local reverse function of f introduced in Definition 28.
Outline. To define σP , we first define two terms - the frontier blocks and bottom borders
of the frontier blocks. Intuitively, frontier blocks are those blocks that lie at the inner side
of f(T ). The bottom border of each frontier block is a specific border or the concatenation
of two borders of this block. We state an intrinsic order between the frontier blocks, and
argue that the concatenation of the bottom borders is a closed curve. Thus we define σP .
Definition of the frontier blocks
To define the frontier blocks, we shall define a circular list of unit pairs, called frontier-pair-list.
According to the frontier-pair-list, we can find out all the frontier blocks — block(u, u′) is a
frontier block if and only if (u, u′) belongs to this list.
The frontier-pair-list is defined as FPL generated by Algorithm 1.
1 Let FPL be empty, let i = 1, and let ej be the previous edge of D1;
2 repeat
3 Add unit pair (ei, ej) to the tail of FPL;
4 if ei ≺ ej+1 then
5 Add unit pair (ei, vj+1) to the tail of FPL and increase j by 1;
6 else
7 if i+ 1 6= j then
8 Add unit pair (vi+1, ej) to the tail of FPL and increase i by 1;
9 else Add unit pair (vi+1, vj+1) to the tail of FPL and increase i, j both by 1;;
10 end
11 until i = 1 and ej is the previous edge of D1;
Algorithm 1: An algorithm for defining FPL
See Figure 21a for an illustration. The left picture shows P . The table exhibits the
“chasing” relation between the edges of P , where the solid circles indicate edge pairs in the
frontier-pair-list, and the hollow circles indicate other unit pairs in this list. The frontier
blocks of this example are the grey blocks shown in Figure 21b.
All the bottom borders (defined below) are colored pink in Figure 21b.
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(a) frontier-pair-list.
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(b) Def. of σP . (c) g: σP → ∂P .
Figure 21 Illustration of the definition of σP and the function g defined on σP .
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Definition of lower borders and bottom borders
Recall the geometric definition of the blocks and their borders in 1.3.
I Definition 33. First, we define lower border of each block. See Figure 4.
The left lower border of block(ei, ej) refers to the 2-scaling of vi ⊕ ej w.r.t. Zji .
The right lower border of block(ei, ej) refers to the 2-scaling of ei ⊕ vj+1 w.r.t. Zji .
The lower border of block(vi, ej) refers to the reflection of ζ(vi, ej) w.r.t. M(vi, vj+1).
The lower border of block(ei, vj) refers to the reflection of ζ(ei, vj) w.r.t. M(vi, vj).
The bottom border of block(u, u′) for (u, u′) in FPL is defined as follows.
If u, u′ are vertices, block(u, u′) has a single border (which is the block itself) and this
border is called the bottom border of block(u, u′).
If u, u′ comprise an edge and a vertex, we define the bottom border of block(u, u′) to be
the lower border of block(u, u′).
If u, u′ are edges, e.g. u = ei, u′ = ej , we define the bottom border of block(u, u′) to be
an empty set, if (ei−1, ej) ∈ FPL, (ei, ej+1) ∈ FPL.
its right lower border, if (ei−1, ej) ∈ FPL, (ei, ej+1) /∈ FPL;
its left lower border, if (ei−1, ej) /∈ FPL, (ei, ej+1) ∈ FPL;
concatenation of its two lower borders, if (ei−1, ej) /∈ FPL, (ei, ej+1) /∈ FPL;
By the geometric definition of the blocks, we obtain the following fact. (Proof omitted)
I Fact 34. The bottom borders of the frontier blocks are end-to-end connected — the starting
point of the bottom border of block(ui+1, u′i+1) is the terminal point of the bottom border of
block(ui, u′i), where (ui, u′i), (ui+1, u′i+1) indicate two adjacent pairs in the frontier-pair-list.
We define the concatenation of the bottom borders (based on the above order) as σP .
I Note 1. When (ei−1, ej) /∈ FPL and (ei, ej+1) /∈ FPL, the bottom border of block(ei, ej)
is the concatenation of two lower borders, but it excludes the “corner point” – the common
endpoint of its two lower borders — because these lower borders are open segments. So, in
Figure 21b, the lowermost corner of block(3, 1), the leftmost corner of block(6, 2), and the
rightmost corner of block(2, 5) are not contained in the bottom borders. Therefore, none of
these “corner points” are contained in σP . This fact is important for understanding
some theorems (e.g. interleavity-of-f in Theorem 7) and will be mentioned later.
Extension of f−1,2u,u′ (·) and the definition of g
Recall f−1,2u,u′ (·) in Definition 28. It was only defined on block(u, u′) but not on its lower
border. (The lower border(s) in general do not belong to the block, unless both u, u′ are
vertices.) Nevertheless, it can be naturally extended to the lower border(s) as follows.
Assume point X lies in the lower border of block(u, u′).
Case 1: u = ei, u′ = ej . We define f−1,2u,u′ (X) = Z
j
i .
Case 2: u = ei, u′ = vj . In this case, X must be the reflection of some point X ′ in ζ(vi, vj) with
respect to M(vi, vj); and we define f−1,2u,u′ (X) = X ′.
Case 3: u = vi, u′ = ej . In this case, X must be the reflection of some point X ′ in ζ(vi, ej) with
respect to M(vi, vj+1); and we define f−1,2u,u′ (X) = X ′.
Case 4: u = vi, u′ = vj . For this case f−1,2u,u′ (X) is already defined.
I Definition 35 (g). For any point X in σP , assuming it comes from the bottom border of
frontier block block(u, u′), we define g(X) = f−1,2u,u′ (X). Figure 21c explains this definition.
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C Proofs of the first five properties of T under function f
This section proves the first five properties of f(T ) stated in Theorem 7. Recall the sketch
of this proof in subsection A.2.
Outline. The main difficulty of this section lies in the proof of the first two properties,
Block-disjointness and Interleavity-of-f . Subsection C.1 presents some preliminaries
for these two properties. The following subsections prove the properties of f(T ) one by one.
C.1 Preliminary: extremal pairs and some observations
I Definition 36. Edge pair (ec, ec′) is extremal, if ec ≺ ec′ and the inferior portion [vc  vc′+1]
is not contained in any other inferior portions. Equivalently, if ec ≺ ec′ , ec−1 ⊀ ec′ , ec ⊀ ec′+1.
For example, in Figure 21a, the edge pairs indicated by red solid circles are extremal.
Obviously, the extremal pairs are always contained in the frontier-pair-list.
I Fact 37. There exist at least three extremal pairs.
Proof. Apparently there must be at least one extremal pair. This claim can be made slightly
stronger as follows. Let (ei, ej) be any pair of edges such that ei is chasing ej . Then, there
is an extremal edge pair (ei′ , ej′) such that [vi′  vj′+1] contains ei and ej .
Now, assume that (ei, ej) is extremal. Pick ek to be any edge that does not lie in the
corresponding inferior portion [vi  vj+1]. Then, we have
ei ≺ ej , ej ≺ ek and ek ≺ ei.
Starting from (ek, ei), we can find an extremal pair (ea, eb) so that [va  vb+1] contains
ek, ei. Notice that [va  vb+1] is inferior and thus cannot contain ej . Starting from (ej , ek), we
can find an extremal pair (ec, ed) so that [vc  vd+1] contains ej , ek. Notice that [vc  vd+1]
is inferior and thus cannot contain ei. Therefore, we obtain three different extremal pairs. J
For each extremal pair (ec, ec′), denote
∆(c, c′) :=
{
(u, u′) | unit u is chasing u
′, and
forw(u), back(u′) ∈ {ec, ec+1, . . . , ec′}
}
, (16)
For any set S of unit pairs, denote BLOCK[S] = {block(u, u′) | (u, u′) ∈ S}.
I Lemma 38. Assume (ec, ec′) any extremal pair and consider the blocks in BLOCK[∆(c, c′)].
1. None of these blocks intersects the opposite quadrant of quadc
′
c .
2. When point X travels along any border of any block in BLOCK[∆(c, c′)], it travels in
clockwise order around point O = M(vc, vc′+1).
Proof. Take any unit pair (u, u′) in ∆(c, c′), we shall prove:
(i) block(u, u′) is disjoint with the opposite quadrant of quadc
′
c ;
(ii) When X travels along a border of block(u, u′), it travels in clockwise order around O.
Let ei = forw(u) and ej = back(u′). Because (u, u′) ∈ ∆(c, c′), according to (16),
ei, ej belong to {ec, . . . , ec′} and ei  ej . (17)
Recall the definition of hpji in subsection B.2 (as shown in Figure 14).
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Figure 22 Illustration of the proof of Lemma 38.
Proof of (i): See Figure 22 (a). Let Π denote the region that lies on the right of ec, ec′ and−−−−→vcvc′+1. According to (17) and the definition of hpij , the half-plane hpji is disjoint with Π.
Moreover, since block(u, u′) ⊂ quadu′u = quadji ⊆ hpji , region block(u, u′) is disjoint with Π.
Furthermore, since the opposite quadrant of quadc
′
c is a subregion of Π, we get (i).
Proof of (ii): First of all, assume that (u, u′) 6= (ec, ec′).
When (u, u′) 6= (ec, ec′), we claim (i, j) 6= (c, c′). Suppose to the contrary that (i, j) =
(c, c′). Then, (u, u′) ∈ {(ec, ec′), (ec, vc′+1), (vc, ec′), (vc, vc′+1)}. Since (ec, ec′) is extremal, ec
is not chasing vc′+1, vc is not chasing ec′ , and vc is not chasing vc′+1. But we know u is
chasing u′. Therefore, (u, u′) can only be (ec, ec′). This contradicts the assumption.
See Figure 22 (b). Let M = M(vi, vj+1). Recall that dl(X) denotes the distance from X
to l. Now, consider the distance to `j . Because (17),
d`j (vc) ≥ d`j (vi) and d`j (vc′+1) ≥ d`j (vj+1).
At least one of these inequalities is unequal since (i, j) 6= (c, c′). So,
d`j (vc) + d`j (vc′+1) > d`j (vi) + d`j (vj+1).
The left and right sides equal to 2·d`j (O) and 2·d`j (M), respectively. So d`j (O) > d`j (M).
Symmetrically, d`i(O) > d`i(M). These two inequalities imply that O lies in the opposite
quadrant of quadji , namely, it lies in the opposite quadrant of quadu
′
u . Further since O ∈ P ,
applying the monotonicity of the borders (Lemma 23), we get (ii).
When (u, u′) = (ec, ec′), statement (ii) still holds. However, if X travels along the two
lower borders of block(ec, ec′) (see Definition 33), it is possible that the orientation of OX
keeps invariant during the traveling process. This occurs when Zc′c lies on the boundary of the
opposite quadrant of quadc
′
c as shown in Figure 22 (c). (See Fact 31 for more information.) J
I Note 2. In most cases, X in Lemma 38.2 travels in clockwise order around O strictly
(which means that the orientation of OX strictly increases during the traveling process). This
is true for almost all borders; the only exceptions are lower borders of block(ec, ec′).
C.2 Proof of Block-disjointness
The first property of f(T ) states that blocks intersect only in the interior of P .
Two blocks block(u, u′) and block(v, v′) are a local pair , if forw(u), back(u′), forw(v),
back(v′) are contained in an inferior portion; otherwise a global pair .
To prove Block-disjointness , we combine the following two arguments.
(I) When block(u, u′), block(v, v′) are a global pair, their intersection lies in the interior of P .
(II) When block(u, u′), block(v, v′) are a local pair, their intersection is empty!
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Argument (I) easily follows from the peculiar property of the bounding-quadrants. (How-
ever, the idea to employ the bounding-quadrants for this proof is not straightforward.)
Proof of (I). Applying the peculiar property of quad (Lemma 20),
quadback(u
′)
forw(u) ∩ quadback(v
′)
forw(v) lies in the interior of P .
On the other side, by Lemma 22,
block(u, u′) ∩ block(v, v′) ⊂ quadu′u ∩ quadv
′
v = quad
back(u′)
forw(u) ∩ quadback(v
′)
forw(v).
Together, the intersection of these two blocks lies in the interior of P . J
Argument (II) is equivalent to the following fact. (Recall ∆(c, c′) in (16).)
I Fact 39. For extremal pair (ec, ec′), the blocks in BLOCK[∆(c, c′)] are pairwise-disjoint.
As claimed in subsection A.2, we prove Fact 39 by using the monotonicity of the borders
(Lemma 23 and its successor Lemma 38). First, we prove the following intermediate fact.
I Fact 40. For (ea, ea′) in ∆(c, c′), all blocks in BLOCK[U(a, a′)] are pairwise-disjoint,
where
U(a, a′) = {(u, u′) | u is chasing u′, and u, u′ lie in (va  va′+1)} .
In the following two proofs, we use a new term “tiling” and a new notation SWEPTO(X,Y ).
Suppose S is a set of unit pairs. We call BLOCK[S] a tiling if all the blocks in BLOCK[S]
are pairwise-disjoint. For distinct points O,X, Y , imaging that a ray originated at O rotates
from OX to OY in clockwise, we denote by SWEPTO(X,Y ) the region swept by this ray.
Proof of Fact 40. We prove it by using induction on the number of edges k in (va  va′).
Initial: k = 2, i.e., a′ = a+ 1.
BLOCK[U(a, a′)] contains exactly one block, block(ea, ea+1), so the claim is trivial.
Induction: k > 2. Divide the unit pairs in U(a, a′) into four parts distinguished by whether
U(a, a′ − 1),U(a+ 1, a′) contain them. (See Figure 23a.) Formally,
U10 = U(a, a′ − 1)− U(a+ 1, a′), U01 = U(a+ 1, a′)− U(a, a′ − 1),
U11 = U(a, a′ − 1) ∩ U(a+ 1, a′), U00 = U(a, a′)− U(a, a′ − 1)− U(a+ 1, a′).
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R11
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Π
va+1ea'-1
ea+1va'
eaea'-1
ea+1ea' ea+1ea'-1
B
O
(a) Proof of Fact 40
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edec'
eceb'eded'
ebeb'
ecec'
F
E
O
(b) Proof of Fact 39
Figure 23 Illustration of the proofs of the Block-disjointness
Unknown
XX:38 Maximal Parallelograms in Convex Polygons and a Novel Geometric Structure
By the induction hypothesis, BLOCK[U01], BLOCK[U10], BLOCK[U11] are tilings.
Moreover, since U00 = {(ea, ea′), (va+1, ea′), (ea, va′), (va+1, va′)} only contains four unit
pairs, by the geometric definition of blocks, it can be simply checked that BLOCK[U00]
is also a tiling (details omitted). So, we only need to prove that R00, R01, R10, R11 are
pairwise-disjoint, where R00, R01, R10, R11 denotes the regions occupied by BLOCK[U00],
BLOCK[U01], BLOCK[U10], BLOCK[U11], respectively.
It reduces to proving the following four statements.
(i) R11, R10 are disjoint.
(ii) R11, R01 are disjoint.
(iii) R01, R10 are disjoint. (Note: this is the kernel of the proof.)
(iv) R00 is disjoint with the other three regions.
The first statement holds because BLOCK[U(a, a′− 1)] is a tiling. The second holds because
BLOCK[U(a+ 1, a′)] is a tiling. We prove the other two in the following. See Figure 23a.
Proof of (iii): Let O = M(va, va′+1). Let A be an arbitrary point in the opposite quadrant
of quadc
′
c , and let B be the terminal point of the lower border of block(va+1, ea′−1); or
equivalently, let B be the starting point of the lower border of block(ea+1, va′). (Recall the
definition of lower borders in Definition 33.) The key observations are the following:
R10 ⊂ SWEPTO(A,B) and R01 ⊂ SWEPTO(B,A).
The first observation is due to two reasons. 1. All borders of the blocks in BLOCK[U10]
are directed, and a point (X) can eventually reach to B by tracking down these borders. 2.
While tracking down these borders, OX always rotates in clockwise by Lemma 38.
The second observation is due to symmetric reasons.
Further, since SWEPTO(B,A) is disjoint with SWEPTO(A,B), we obtain (iii).
Proof of (iv): Let Π denote the region bounded by: C1 - the right lower border of
block(ea, ea′−1), C2 - the left lower border of block(ea+1, ea′), and C3 - the lower border
of block(va+1, va′). We point out that (iv.1) R00 is contained in Π; and (iv.2) the united re-
gion of R10, R01, R11 is also bounded by C1, C2 and C3 and hence is disjoint with Π. Together,
we get (iv). The proofs of (iv.1) and (iv.2) are too burdensome and hence omitted. J
Proof of Fact 39. For convenience, let (eb, eb′), (ed, ed′) respectively denote the previous
and next extremal pair of (ec, ec′) in the frontier-pair-list. We divide ∆(c, c′) into three parts:
U1 = (∆(c, c′)−U(c, c′)) ∩U(b, b′), U2 = (∆(c, c′)−U(c, c′)) ∩U(d, d′), U3 = U(c, c′).
It is obvious that ∆(c, c′) = U1∪U2∪U3. See Figure 23b for an illustration, where R1, R2
respectively indicate the regions occupied by BLOCK[U1], BLOCK[U2].
By Fact 40, BLOCK[U(b, b′)], BLOCK[U(c, c′)], BLOCK[U(d, d′)] are tilings. Therefore,
BLOCK[U1], BLOCK[U2], BLOCK[U3] are tilings. So, we only need to prove:
(a) Each block in BLOCK[U1] is disjoint with each in BLOCK[∆(c, c′)− U1].
(b) Each block in BLOCK[U2] is disjoint with each in BLOCK[∆(c, c′)− U2].
We only show the proof of (a); the proof of (b) is symmetric. Clearly, (a) follows from
(a1) Each block in BLOCK[U1] is disjoint with each in BLOCK[∆(c, c′)− U(b, b′)].
(a2) Each block in BLOCK[U1] is disjoint with each in BLOCK[U(b, b′)− U1].
Proof of (a1): Let O = M(vc, vc′+1) and let E be the common endpoint of the two lower bor-
ders of block(ec, eb′). Similar to the key observations used in the proof of Fact 40, by applying
Lemma 38, we have: the blocks in BLOCK[U1] lie in SWEPTO(A,E) while the blocks in
BLOCK[∆(c, c′)− U(b, b′)] lie in SWEPTO(E,A). Thus we obtain (a1).
Proof of (a2): Since BLOCK[U(b, b′)] is a tiling and U1 ⊆ U(b, b′), we have (a2). J
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C.3 Proof of Interleavity-of-f
Step 1. A preliminary lemma
Recall the definition of interleave between two oriented closed curve above Theorem 7.
The following lemma proposes a general method to prove that some directed closed curve
interleaves ∂P . It is used to prove the Interleavity-of-f (i.e. σP interleaves ∂P ) below.
I Note 3. To understand the Interleavity-of-f correctly, we need to recall Note 1, which
points out that when (ec, ec′) is an extremal pair, a “corner point” of block(ec, ec′) cannot
be (and it is not) included in σP . Otherwise the Interleavity-of-f would not hold. For
example, in Figure 21b, the lowermost corner of block(3, 1) lies exactly on ∂P . If this point
was counted as an intersection of ∂P ∩ σP , the Interleavity-of-f is wrong.
Before stating the following lemma, we need to recall moreover the definition of interleave
between a directed curve D and ∂P . We say D interleaves ∂P , if it is disjoint with ∂P or the
following holds. Starting from their first intersection point (according to the order among
points in D), regardless of whether we travel along D in its positive direction or along ∂P in
clockwise, we would encounter the intersection points between D and ∂P in the same order.
I Lemma 41. Given a directed closed curve C. Assume that it is cut into 2q (q ≥ 3)
fragments: β1, α1, . . . , βq, αq, such that
for 1 ≤ i ≤ q, the concatenation of αi−1, βi, αi interleaves ∂P . (α0 = αq). (18)
Further assume that we can find 2q points S1, T1, . . . , Sq, Tq lying in clockwise order around
∂P which “delimitate” the 2q fragments, by which we mean that
for 1 ≤ i ≤ q, the intersections between βi and ∂P are contained in [Si  Ti], and (19)
for 1 ≤ i ≤ q, the intersections between αi and ∂P are contained in [Si  Ti+1]. (20)
Then, the given curve C interleaves ∂P . See the illustration in Figure 24.
S1
β2α1
α2
β1
β3
α3
{
  C = β1−α1−β2−α2−β3−α3
  α3−β1−α1 intereleaves  ∂P
  α1−β2−α2 intereleaves  ∂P
  α2−β3−α3 intereleaves  ∂P
  β1 ⊆ ∩ ∂P  [S1,T1];   β2 ⊆ ∩ ∂P  [S2,T2];  β3 ⊆∩ ∂P  [S3,T3];
  α1 ⊆ ∩ ∂P  [S1,T2];   α2 ⊆ ∩ ∂P  [S2,T3];  α3 ⊆ ∩ ∂P  [S3,T1];
  S1,T1,S2,T2,S3,T3 lie in clockwise order around ∂P
 ⇒ Curve C interleaves ∂P !
S3
T2
S2
T1
=T3
Figure 24 Illustration of Lemma 41.
Proof. Index β1, α1, . . . , βq, αq the 1st, 2nd, etc., the 2q-th fragment.
Assume that at least one fragment in α1, . . . , αq intersects ∂P (otherwise the consequence
is much easier and actually trivial). Without loss of generality, assume that αq intersects ∂P .
Let (C − αq) denote the concatenation of the first 2q − 1 fragments. We state:
(i) The curve αq interleaves ∂P .
(ii) The curve (C − αq) interleaves ∂P .
(iii) We can find two points A,B on ∂P such that the points in αq ∩ ∂P are restricted to
[A  B] while the points in (C − αq) ∩ ∂P are restricted to [B  A].
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Notice that C is the concatenation of αq and (C − αq), statements (i), (ii), and (iii)
together imply our result, which states that C interleaves ∂P .
Proof of (i): This one simply follows from (18).
Proof of (ii): We need some notation here. Regard S1 as the starting point of the closed
curve ∂P . For two points A,A′ on ∂P , we say that A lies behind A′ if A = A′ or, A is
encountered later than A′ traveling around ∂P starting from S1. We say that fragment γ
lies behind fragment γ′, if all of the points in γ ∩ ∂P lie behind all of the points in γ′ ∩ ∂P .
Since each fragment interleaves ∂P according to (18), it reduces to proving that
for 1 < k < 2q, the k-th fragment lies behind the first k − 1 fragments.
Case 1: k = 2. By (20, 19), the points in α1 ∩ ∂P and the points in β1 ∩ ∂P are contained in
[S1  T2]. Moreover, by (18), the concatenation of β1, α1 interleaves ∂P . Together, α1
lies behind β1, i.e. the 2-nd fragment lies behind the 1-st fragment.
Case 2: k > 2 and k is odd. Assume the k-th fragment is βi.
Similar to Case 1, βi lies behind the (k − 1)-th fragment αi−1.
By (20, 19), the first k−2 fragments have their intersections with ∂P lying in [S1  Ti−1]
while βi ∩ ∂P lie in [Si  Ti], so the k-th fragment βi lies behind the first k− 2 fragments.
Together, the k-th fragment lies behind all the first k − 1 fragments.
Case 3: k > 2 and k is even. Assume the k-th fragment is αi.
Similar to Case 1, αi lies behind the (k − 1)-th and (k − 2)-th fragments βi, αi−1.
Similar to Case 2, αi also lies behind the first k − 3 fragments.
Together, the k-th fragment lies behind all the first k − 1 fragments.
Proof of (iii): Points A,B are defined as the first and last points of αq ∩ ∂P . (Recall that
αq ∩ ∂P 6= ∅; so A,B are well defined.) Assume that A 6= B, otherwise it is trivial.
Clearly, αq ∩ ∂P are contained in [A  B]. We only need to prove that (C − αq) ∩ ∂P ⊂
[B  A], i.e. for each fragment beside αq, its intersections with ∂P lie in [B  A].
First, consider the four fragments α1, β1, αq−1, βq. By (18), the concatenation of αq, β1, α1,
or αq−1, βq, αq interleaves ∂P . So, for these four fragments, their intersections with ∂P do
not lie in (A  B), and hence can only lie in [B  A].
Then, consider any fragment γ other than αq and does not belong to the four mentioned
above. Applying (20, 19), the points in γ ∩ ∂P lie in [S2  Tq−1]. Therefore, it reduces to
proving that [S2  Tq−1] ⊆ [B  A]. The proof is as follows.
Applying (20), αq ∩ ∂P are contained in [Sq  T1], and so [A  B] ⊆ [Sq  T1].
Since S1, T1, . . . , Sq, Tq lie in clockwise order around ∂P , [Sq  T1] ⊆ [Tq−1  S2].
Together, [A  B] ⊆ [Tq−1  S2]. Equivalently, [S2  Tq−1] ⊆ [B  A]. J
Step 2. Definition of q, the 2q fragments, and the 2q points S1, T1, . . . , Sq, Tq
To prove the Interleavity-of-f by applying the general method in Lemma 41, we now
define q, α, β, S, T explicitly.
We choose q to be the number of extremal pairs (see Definition 36). Fact 37 states that
q ≥ 3. Let us denote the q extremal pairs in clockwise order by (ec1 , ec′1), . . . , (ecq , ec′q ).
Recall ∆(c, c′) in (16) and recall the bottom borders of frontier blocks in section B.3. For
any extremal pair (ec, ec′), denote
σ(c, c′) = the concatenation of the bottom borders of thefrontier blocks in {block(u, u′) | (u, u′) ∈ ∆(c, c′)}. (21)
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Figure 25 Illustration of the proof of the Interleavity-of-f .
Notice that σ(c, c′) is a directional curve and is a fraction of σP . The dotted line in
Figure 9a indicates σ(c, c′). Moreover, for each 1 ≤ i ≤ q, we define two fragments:
αi = the fragment of σP that is contained in both σ(ci, c′i) and σ(ci+1, c′i+1). (22)
βi = the fragment that belongs to σ(ci, c′i) but does not belong to αi−1 or αi. (23)
See Figure 25 for an illustration of β1, α1, . . . , βq, αq.
I Fact 42. Fragment βi begins with the bottom border of block(eai , ea′i) and ends with the
bottom border of block(ebi , eb′i), where
(ai, a′i) = (ci, c′i−1 + 1), (bi, b′i) = (ci+1 − 1, c′i). (24)
This fact simply follows the definition and is illustrated in the right picture of Figure 25.
Recall 〈quad〉 in (7). Use the notation ai, a′i, bi, b′i given in Fact 42, we define the delimiting
points S1, . . . , Sq, T1, . . . , Tq as follows. See the middle of Figure 25 for illustration.
Si = the starting point of 〈quad〉a
′
i
ai
Ti = the terminal point of 〈quad〉b
′
i
bi
.
(25)
Step 3. Verify the delimiting points lying in order and prove (18), (19), and (20)
In the following, we prove that S1, T1, . . . , Sq, Tq lie in clockwise order around ∂P and prove
three conditions (18), (19), and (20) in Lemma 41. These proofs together with Lemma 41
constitute a proof for the Interleavity-of-f .
Prove that S1, T1, . . . , Sq, Tq lie in clockwise order around ∂P . Consider any pair of neigh-
boring extremal pairs (eci , ec′i), (eci+1 , ec′i+1). A key observation is that
edges bi, b′i, ai+1, a′i+1 are not in any inferior portion
which follows Definition 36 and (24). According to this observation and applying the
peculiar property of the bounding-quadrants (Lemma 20), for any i, 〈quad〉b′ibi and 〈quad〉
a′i+1
ai+1
are disjoint (although their endpoints may coincide). Combining this with (25) and the
monotonicity of the 〈quad〉 (Lemma 21), the q portions (S1  T1), . . . , (Sq  Tq) are pairwise-
disjoint and lie in clockwise order. Therefore, S1, T1, . . . , Sq, Tq lie in clockwise order. J
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Proof of (18). Notice that the concatenation of αi−1, βi, αi is exactly σ(ci, c′i). We shall
prove that for each extremal pair (ec, ec′), the curve σ(c, c′) interleaves ∂P .
For ease of discussion, assume that σ(c, c′) and ∂P have a finite number of intersections.
Denote the intersections by I1, . . . , Ix, and assume that
(i) they are sorted by the priority on σ(c, c′).
Denote O = M(vc, vc′+1). Since (i) and by applying Lemma 38, rays OI1, . . . , OIx are in
clockwise order. Further, because O lies in P , we get
(ii) points I1, . . . , Ix lie in clockwise order around ∂P .
Due to (i) and (ii) and since that I1, . . . , Ix are all the intersections between σ(c, c′) and
∂P , we get: starting from I1, regardless of traveling along σ(c, c′) or ∂P , we meet their
intersections in identical order. This means that σ(c, c′) interleaves ∂P . J
Proof of (19). Notice that βi is the concatenation of bottom borders of some frontier blocks.
Consider any frontier block whose bottom border is a fraction of βi, e.g. block(u, u′), we shall
prove that (X) the intersections between its bottom border and ∂P lie in [Si  Ti].
Denote by 〈quad〉u
′
u the closed set of 〈quad〉u
′
u , which contains 〈quad〉u
′
u and its endpoints.
By Lemma 22, block(u, u′) ⊂ quadu′u . So, the bottom border of block(u, u′) lie in the closed
set of quadu
′
u . Therefore, the intersections between ∂P and the bottom border of block(u, u′)
are contained in 〈quad〉u
′
u . Moreover, by the monotonicity of the 〈quad〉 (Lemma 21) and the
definition (25) of Si, Ti, we get 〈quad〉u
′
u ⊆ [Si  Ti]. Together, we get (X). J
(20) can be proved the same way as (19); proof omitted.
C.4 Proof of Reversiblity-of-f
The Reversiblity-of-f states that f is a bijection from T ∗ to f(T ∗). This property
immediately follows from the Block-disjointness and Local-reversibility of f .
Proof. Recall T (u, u′) in (13) and recall that the Local-reversibility of f (Lemma 27)
states that f is a bijection from T (u, u′) to block(u, u′).
For each unit pair (u, u′) such that u is chasing u′, we call T (u, u′) a component of T .
Notice that each element of T belongs to exactly one component.
Now, consider two elements of T ∗. If they belong to the same component, their images
under function f are distinct according to the Local-reversibility of f . If they belong
to distinct components, their images under f do not coincide, since otherwise there would
be two distinct blocks with an intersection on the boundary of P , which contradicts the
Block-disjointness . Therefore, f is a bijection from T ∗ to f(T ∗). J
C.5 Proof of Monotonicity-of-f
Here we prove that f−12 () is circularly monotone. (See its rigorous definition in Theorem 7.)
K-points and K-portions. See Figure 26. Let K1, . . . ,Km denote all the intersections
between σP and ∂P , and assume that they lie in clockwise order around ∂P . Points
K1, . . . ,Km divide ∂P into m portions; and we call each of them a K-portion.
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Figure 26 Illustration of Monotonicity of f .
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Figure 27 Illustration of the outer boundary.
Top borders. Recall the lower border of blocks in Definition 33. (See Figure 4.) For each i,
notice that block(vi, vi+1) is a curve, we define this curve as the top border of block(vi, vi+1).
block(ei, ei+1) is a parallelogram with four borders, we define the top border of block(ei, ei+1)
to be the concatenation of those two borders that are opposite to its lower borders.
Outer boundary of f(T ). See Figure 27. The outer boundary of f(T ) is defined to be the
concatenation of the top borders of block(e1, e2), block(v2, v3), . . . , block(en, e1), block(v1, v2).
I Fact 43. 1. All the top borders defined above lie outside P .
2. The outer boundary of f(T ) is a simple closed curve whose interior contains P .
3. For every K-portion, it either lies entirely in f(T ), or lies entirely outside f(T ).
Proof. 1. The top border of block(vi, vi+1) is block(vi, vi+1) itself, and by Lemma 22 it lies
in quadii and hence lies outside P . The top border of block(ei, ei+1) is the concatenation of
two borders; one is parallel to ei and the other is parallel to ei+1. Because block(ei, ei+1)
lies in quadi+1i , the former border lies on the left of ei while the latter one lies on the left of
ei+1; so both borders lie outside P . Therefore, all top borders lie outside P .
2. By definition, the outer boundary is the concatenation of the top borders. It is easy
to see that the concatenation is a closed curve. (See Figure 27.) Moreover, by Block-
disjointness, the top borders do not intersect in the exterior of P . Combine this with
Claim 1, we see that the closed curve is simple and contains P in its interior.
3. Notice that f(T ) has an annular shape which is bounded by its inner and outer boundaries.
So, Claim 3 immediately follows from Claim 2 and the Interleavity-of-f . J
I Fact 44. K1, . . . ,Km are not contained in f(T ).
Proof. Consider any K-point Ki. Since Ki ∈ σP , we can assume without loss of generality
that Ki comes from the bottom border of the frontier block block(u, u′).
We first argue that u, u′ cannot both be vertices. For a contradiction, suppose that they
are vertices. Then, u′ must be the clockwise next vertex of u since block(u, u′) is a frontier
block. This can be observed easily from Algorithm 1. Then, by Fact 43.1, block(u, u′) lies
outside P , so its bottom border (which is the block itself) has no intersection with ∂P . This
means Ki cannot come from the bottom border of block(u, u′). Contradictory.
Therefore, u, u′ comprise at least one edge. Then, according to Definition 33, we can
check that the lower and bottom border of block(u, u′) is not contained block(u, u′). (Some
details are omitted for simplicity.) This further implies that Ki is not contained in f(T ). J
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Extend the definition of f−12 .
Recall f−12 () in Theorem 7. So far, it is defined on f(T ) ∩ ∂P , but not on the K-points.
This is implied by Fact 44. However, to prove the monotonicity of f−12 (), it is convenient to
also define f−12 on the K-points. In fact, there is a natural way to extend the definition of
f−12 on to those K-points, and this extension is given in the following.
Consider any K-point Ki. Assuming it comes from the bottom border of block(u, u′),
and recall the extended definition of f−1,2u,u′ () above Definition 35, we define
f−12 (Ki) = f
−1,2
u,u′ (Ki).
Proof of the Monotonicity-of-f . We state two observations first.
(i) The value of f−12 () is continuous at the K-points.
(ii) Function g is circularly monotone on curve σP . (Recall g in Definition 35.)
The way we extend f−1,2u,u′ () onto the lower border of block(u, u′) assures (i). Also according
to this extension, f−1,2u,u′ () is monotone on the lower border of block(u, u′), which implies (ii).
We then state two more observations.
(iii) f−12 (K1), . . . , f−12 (Km) lie in clockwise order around ∂P .
(iv) Function f−12 () is monotone on any K-portion that lies in f(T ), i.e., when point X
travels along such a K-portion, f−12 (X) goes in clockwise order around ∂P non-strictly.
Proof of (iii): Since K1, . . . ,Km lie in clockwise around ∂P , they lie in clockwise around
σP due to the Interleavity-of-f , and thus g(K1), . . . , g(Km) lie in clockwise around ∂P
according to (ii). Furthermore, notice that f−12 (Ki) = g(Ki), we obtain (iii).
Proof of (iv): This follows from the Local-monotonicity of f (Lemma 29); when X
travels along a K-portion that lies in f(T ), it travels inside some blocks. (See Figure 26.)
We now complete the proof. By Fact 43.3, region f(T )∩ ∂P consists of those K-portions
who lie entirely in f(T ). Imagine that a point X travels around f(T ) ∩ ∂P in clockwise; (iv)
assures that f−12 (X) is monotone inside each K-portion, whereas (i) and (iii) assure that
f−12 (X) is monotone between the K-portions. See Figure 26 for an illustration. J
C.6 Proof of Sector-monotonicity
The Sector-monotonicity states that sector(v1)∩∂P , sector(e1)∩∂P , . . . , sector(vn)∩∂P ,
sector(en) ∩ ∂P are pairwise-disjoint and lie in clockwise order around ∂P . It immediately
follows from Monotonicity-of-f .
Proof. For any unit w,
sector(w) ∩ ∂P = {f(X1, X2, X3) | (X1, X2, X3) ∈ T ∗, X2 ∈ w}
=
{
Y ∈ f(T ) ∩ ∂P | f−12 (Y ) ∈ w
}
=
{
Y ∈ f(T ) ∩ ∂P | u(f−12 (Y )) = w
}
.
Consider the points in f(T ) ∩ ∂P . Clearly, u(f−12 ()) is a function on these points that
maps them to the 2n units of P . Follows from the Monotonicity-of-f , u(f−12 ()) is
circularly monotone on these points. So, u(f−12 ()) implicitly divides f(T ) ∩ ∂P into 2n
parts which are pairwise-disjoint and lie in clockwise order around ∂P . Moreover, according
to the above equation, these 2n parts are precisely sector(v1) ∩ ∂P , sector(e1) ∩ ∂P , . . . ,
sector(vn) ∩ ∂P , sector(en) ∩ ∂P . Therefore, we obtain the Sector-monotonicity . J
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D Proof of the Sector-continuity
Assume that V is a fixed vertex of P throughout this section. Recall that
sector(V ) := f({(X1, X2, X3) ∈ T | X2 ∈ V }), and
sector(V ) = 2-scaling of
(⋃
u is chasing u′, and ζ(u, u′) contains V
u⊕ u′
)
w.r.t V.
The second equation is stated in (8) and is proved below.
sector(V ) =f ({(X1, X2, X3) ∈ T | X2 = V }) (By definition (3))
=f
(⋃
u is chasing u′
{(X1, X2, X3) | X1 ∈ u′, X2 = V,X2 ∈ ζ(u, u′), X3 ∈ u}
)
=f
(⋃
u is chasing u′,V ∈ζ(u,u′) {(X1, V,X3) | X3 ∈ u,X1 ∈ u
′}
)
=
⋃
u is chasing u′,V ∈ζ(u,u′)f({(X1, V,X3) | X3 ∈ u,X1 ∈ u
′})
=
⋃
u is chasing u′,V ∈ζ(u,u′)2-scaling of (u⊕ u
′) with respect to V
=2-scaling of
(⋃
u is chasing u′,V ∈ζ(u,u′)u⊕ u
′
)
with respect to V . J
Outline of this section. Recall the sketch in subsection A.2.
1. Introduce two delimiting edges esV , etV to study set ΛV , where
ΛV := {(u, u′) | u is chasing u′, and ζ(u, u′) contains V }. (26)
2. Define a region midV based on esV and etV and prove an equivalent description
of ΛV based on midV . Also, define two boundaries LV , RV of midV . The 2-scaling of
midV ,LV ,RV with respect to V are respectively denoted by mid?V ,L?V ,R?V .
3. Prove the key observation: mid?V equals to the closed set of sector(V ). Based on
this observation, further obtain that L?V ,R?V are boundaries of sector(V ).
4. Prove the Sector-continuity . Show that either of L?V ,R?V has at most one intersection
with ∂P , and sector(V ) ∩ ∂P is a boundary-portion from L?V ∩ ∂P to R?V ∩ ∂P .
D.1 Step 1 - Two delimiting edges esV , etV for bounding ΛV
We say that ei is smaller than ej or ej is larger than ei (with respect to V ), if ei would appear
earlier than ej when we enumerate all edges in clockwise order, starting from forw(V ). We
denote by ei ≤V ej if ei is smaller than or identical to ej .
I Definition 45. Recall that Di is the furthest vertex to `i. For any edge ei, denote
ω+i =
⋃
ej :ei≺ej [vi+1  Z
j
i ] = [vi+1  Z
back(Di)
i ],
ω−i =
⋃
ek:ek≺ei [Z
i
k  vi] = [Ziforw(Di)  vi].
(27)
Define esV to be the smallest edge ei such that ω+i contains V . Define etV to be the
largest edge ei such that ω−i contains V . Figure 28 illustrates these definitions by an example.
Notice that portion ω+back(V ) always contains V . So, there is at least one element in ω+
which contains V . Therefore, esV is well defined. Denote sV by s for short.
Notice that portion ω−forw(V ) always contains V . So, there is at least one element in ω−
which contains V . Therefore, etV is well defined. Denote tV by t for short.
Note: The definition of es, et is essentially complicated and can hardly be simplified.
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Figure 28 Demonstration of the definitions of sV and tV . Here, sV = 2, tV = 5.
I Fact 46. es  et and the inferior portion [vs  vt+1] does not contain V .
Proof. Assume V = v1 for simplicity. This proof is divided into three parts.
1) We argue that es ≤V et. To this end, we introduce two edges: es∗ = forw(Dn) and
et∗ = back(D1), and we give the following observation. (i) es ≤V es∗ and et∗ ≤V et.
Proof of (i): See Figure 29 (a). By Fact 2, Zns∗ lies in (V  vs∗). Therefore, V ∈ [vs∗+1  Zns∗ ].
Moreover, [vs∗+1  Zns∗ ] ⊆ ω+s∗ by the definition of ω+s∗ . Therefore, V ∈ ω+s∗ , which implies
es ≤V es∗ due to the definition of s. Symmetrically, V ∈ ω−t∗ and thus et∗ ≤V et.
We now discuss two cases to show that es ≤V et.
Case 1 D1 6= Dn. In this case es∗ ≤V et∗ . Combining with (i), we get es ≤V et.
Case 2 D1 = Dn. See Figure 29 (b). In this case Zs
∗
t∗ is defined since es∗ is the next edge of et∗ .
Case 2.1 Zs∗t∗ lies in [V  D1]. In this subcase, we argue that es ≤V et∗ .
Since V ∈ [D1  Zs∗t∗ ], whereas [D1  Zs
∗
t∗ ] = [vt∗+1  Zs
∗
t∗ ] ⊆ ω+t∗ , we get V ∈ ω+t∗ ,
which implies that es ≤V et∗ according to the definition of s.
Then, combine es ≤V et∗ with et∗ ≤V et stated in (i), we get es ≤V et.
Case 2.2 Zs∗t∗ lies in [D1  V ]. In this subcase, we argue that es∗ ≤V et.
The proof is symmetric to Case 2.1 and omitted.
Then, combine es∗ ≤V et with es ≤V es∗ stated in (i), we get es ≤V et.
2) We now prove that [vs  vt+1] does not contain V . By the definition of ω+, we get
V /∈ ω+forw(V ), which means es 6= forw(V ), i.e. V 6= vs. Symmetrically, V 6= vt+1. In
addition, applying es ≤V et, we get V /∈ (vs  vt+1). Altogether, V /∈ [vs  vt+1].
3) We now prove es  et. For a contradiction, suppose that et ≺ es. See Figure 29 (c).
Denote ea = back(Ds) and eb = forw(Dt). If Ds 6= Dt, denote ρ = [Ds  Dt]; otherwise, let
ρ denote the entire boundary of P and assume that it starts and terminates at Ds. Consider
points Zas and Ztb, which lie in ρ according to Fact 3. The following inequalities contradict
ene1
es*
en
es*et*
e1
eb ea
es
et
(c)(b)(a)
B A
M
D1Dn
V V
=Dn
vs
vt+1
Ds
Dt
V
Figure 29 Illustration of the proof of the relation between es, et and V
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each other.
(I) Ztb ≤ρ Zas , and (II) Zas <ρ Ztb.
Proof of (I). By definition of s, we have V ∈ ω+s = [vs+1  Zas ]. This means V ≤ρ Zas . By
definition of t, we have V ∈ ω−t = [Ztb  vt]. This means Ztb ≤ρ V . Together, we get (I).
Proof of (II). LetM = M(vs, vt+1). Recall that pi(X) denotes the unique line at point X that
is parallel to ei. Let A be the intersection of ps(M) and [vt+1  vs], and B the intersection
of pt(M) and [vt+1  vs]. We claim that Zas <ρ A <ρ B <ρ Ztb, which implies (II).
The inequality A <ρ B follows from the assumption et ≺ es. We prove Zas <ρ A in the
following; the proof of B <ρ Ztb is symmetric. Denote by h the open half-plane delimited by
ps(M) and containing vt+1. Because Ds has a larger distance to `s than vt+1, the mid point
of vs and Ds is contained in h, which implies that the opposite quadrant of quadas , together
with its boundary, are contained in h. Moreover, by Fact 31, Zas lies in or on the boundary
of the opposite quadrant of quadas . So, Zas lies in h, which implies that Zas <ρ A. J
I Fact 47. Assume u is chasing u′ and ζ(u, u′) contains V . Then u, u′ both lie in [vs  vt+1].
Proof. Let ea = back(u), ea′ = back(u′), eb = forw(u), eb′ = forw(u′). Notice that V ∈
ζ(u, u′) = [Za′a  Zb
′
b ] ⊆ [vb+1  Zb
′
b ] ⊆ ω+b . So, V ∈ ω+b . This implies that es ≤V eb by the
definition of s. Symmetrically, V ∈ ω−a′ , which implies that ea′ ≤V et by the definition of t.
Since u is chasing u′, we have forw(u)  back(u′). Together, es ≤V forw(u) 
back(u′) ≤V et. Further since es  et (By Fact 46), we get es ≤V forw(u) ≤V back(u′) ≤V
et, which implies that u, u′ both lie in the inferior portion [vs  vt+1]. J
Two more observations of es and et that are useful in the next subsections.
I Fact 48. 1. For any edge ei, V ∈ ω+i if and only if es ≤V ei.
2. For any edge ej, V ∈ ω−j if and only if ej ≤V et,
Proof. We only give the proof of Claim 1. Claim 2 is symmetric.
The “only if” part follows from the definition of s. We shall prove that V ∈ ω+i for
ei ∈ {es, es+1, . . . , back(V )}. We prove it by induction. Recall that ω+i = [vi+1  Zback(Di)i ].
Initially, let i = s. We know [vs+1  Zback(Ds)s ] contains V by the definition of s.
Next, consider ω+i+1 = [vi+2  Z
back(Di+1)
i+1 ]. See Figure 30 (a). By the bi-monotonicity of
the Z-points, Zback(Di+1)i+1 lies in [Z
back(Di)
i  vi+1]. This implies that ω+i+1 contains V . J
ei et ei et
(c)(b)(a)
t+1t
back(Di+1)
back(Di)
vi+1 vi+2
V
Zi
Zi+1
vi+1
vt+1
V Zi ZiV
vt+1vi
Figure 30 Illustrations of the proofs of Fact 48 and Fact 49.
I Fact 49. Denote ρ = [vt+1  vs]. Consider any edge ei in [vs  vt+1]. We claim:
1. If ei ≺ et and Zti <ρ V , we have ei ≺ et+1.
2. If ei ≺ et+1, point Zt+1i lies in (V  vi).
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Consider any edge ej in [vs  vt+1]. We claim:
3. If es ≺ ej and Zjs >ρ V , we have es−1 ≺ ej.
4. If es−1 ≺ ej, point Zjs−1 lies in (vj+1  V ).
Proof. We only prove Claim 1 and 2. Claims 3, 4 are symmetric to 1, 2, respectively.
Proof of 1: For a contradiction, suppose that ei ⊀ et+1, as shown in Figure 30 (b). This
means Di = vt+1, which further implies ω+i = [vi+1  Zti ]. Combining this equation with
the assumption Zti <ρ V , we see ω+i does not contain V , However, since ei is an edge in
[vs  vt+1, we know es ≤V ei and so ω+i contains V by Fact 48. Contradictory.
Proof of 2: For a contradiction, suppose that Zt+1i does not lie in (V  vi). Then, it must
lie in [vt+1  V ] according to Fact 2.1, as shown in Figure 30 (c). So [Zt+1i  vt] contains
V . Moreover, noticing that [Zt+1i  vt] ⊆ ω−t+1, we get V ∈ ω−t+1. This means et is not the
largest edge such that ω−t contains V , which contradicts the definition of et. J
D.2 Step 2 - Definition of midV and an equivalent description of ΛV
The definition of midV and its two boundaries LV ,RV is presented in subsection A.2 and
illustrated in Figure 10. Here, we add a fact which is implicitly applied in this definition.
Recall ∆V = {(u, u′) | u, u′ ∈ [vs  vt+1], u < u′, and they are not incident}. (Note: Each
unit has two incident units: ei has vi, vi+1; vi has ei−1, ei. So ei, ei+1 are not incident.)
I Fact 50. Regions in {u⊕ u′ | (u, u′) ∈ ∆V } (see Figure 10 (a)) are pairwise-disjoint.
Proof. A parallelogram is degenerate if all of its four corners lie in the same line. Otherwise,
it is non-degenerate. First, we state that
(i) a non-degenerate parallelogram cannot be inscribed in any inferior portion of P .
For a contradiction, suppose that points A,B,C,D lie in clockwise order on a inferior
portion ρ and that they constitute a non-degenerated parallelogram. See Figure 31. Consider
forw(A) and back(D). Since ρ is an inferior portion, forw(A)  back(D). However, since
D,A are neighboring corners of a parallelogram, back(D) ≺ forw(A). Contradictory.
forw(A)
back(D)
A
B C
D
Figure 31 Non-degenerate parallelogram cannot be inscribed in an inferior portion.
Now, suppose to the opposite that (u1, u′1), (u2, u′2) are distinct unit pairs in ∆V and
that u1 ⊕ u′1 intersects u2 ⊕ u′2. This means there exist four points A,A′, B,B′ such that
A ∈ u1, A′ ∈ u′1, B ∈ u2, B′ ∈ u′2 and that M(A,A′) = M(B,B′).
Because M(A,A′) = M(B,B′), polygon ABA′B′ is a parallelogram. Moreover, this
parallelogram is non-degenerate. Suppose otherwise that A,B,A′, B′ lie in the same line.
Then we can find ei such that [vi  vi+1] contains A,B,A′, B′. Since A,B ∈ [vi  vi+1],
units u1, u′1 belong to {vi, ei, vi+1}. However, u1, u′1 are non-incident and u1 < u′1 since
(u1, u′1) ∈ ∆V . So (u1, u′1) = (vi, vi+1). Also, (u2, u′2) = (vi, vi+1). So, (u1, u′1) = (u2, u′2).
Contradictory. Furthermore, we claim that ABA′B′ is inscribed in the inferior portion [vs 
vt+1]. This because u1, u′1, u2, u′2 lie in [vs  vt+1] by the assumption (u1, u′1), (u2, u′2) ∈ ∆V .
Altogether, ABA′B′ is a non-degenerate parallelogram inscribed in an inferior portion.
This contradicts (i). Therefore, regions in {u⊕ u′ | (u, u′) ∈ ∆V } are pairwise-disjoint. J
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By introducing midV , we give the following description of ΛV .
I Fact 51. (u, u′) ∈ ΛV if and only if [(u, u′) ∈ ∆V , u⊕ u′ ⊆ midV , and u is chasing u′].
Note: Although es  et, set ∆V sometimes may contain unit pair (u, u′) such that u is
not chasing u′. For example, (vs, vt+1) ∈ ∆V , but it is possible that vs is not chasing et+1.
Proof. According to (26) and Fact 47, ΛV ⊆ {(u, u′) | (u, u′) ∈ ∆V , u is chasing u′}. Thus
it reduces to proving that for each unit pair (u, u′) ∈ ∆V such that u is chasing u′,
ζ(u, u′) contains V ⇔ u⊕ u′ ⊆ midV . (28)
First, consider the trivial case s = t, where (vs, vt+1) is the only unit pair in ∆V so that u
is chasing u′ (notice that vi is always chasing vi+1.) By definition of midV , it equals vs⊕vt+1.
So it reduces to showing that ζ(vs, vt+1) contains V . By Fact 49.2 and 49.4, Zt+1s lies in
(V  vs) whereas Zts−1 ∈ (vt+1  V ). So, V ∈ [Zts−1  Zt+1s ], namely, V ∈ ζ(vs, vt+1).
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Figure 32 Illustration of Statement (28).
Assume now s 6= t. Let ρ = [vt+1  vs]. Take an arbitrary unit pair (u, u′) ∈ ∆V such
that u is chasing u′. We prove (28) by the following case by case discussion.
Case 1: u, u′ are both edges. By definition of midV , u⊕ u′ ⊆ midV ⇔ [u⊕ u′ is marked by ‘0’] ⇔
Zu
′
u = V . By definition of ζ in (5), V ∈ ζ(u, u′) ⇔ Zu
′
u = V . Together, (28) holds.
Case 2.1: (u, u′) = (ei, vj) where j 6= t + 1. See the dotted segments in Figure 32 (b). We have
u ⊕ u′ ⊆ midV ⇔ [ei ⊕ ej−1 is marked by ‘0/-’ whereas ei ⊕ ej is marked by ‘0/+’] ⇔
[Zj−1i ≤ρ V ≤ρ Zji ] ⇔ V ∈ ζ(ei, vj). In particular, the first “⇔” is by the definition of
midV , the last “⇔” is by the definition of ζ.
Case 2.2: (u, u′) = (ei, vt+1). See the dotted segments in Figure 32 (c). We have u⊕ u′ ⊆ midV ⇔
[ei⊕ et is marked by ‘0/-’] ⇔ Zti ≤ρ V ⇔ V ∈ ζ(u, u′). Here, the last “⇔” is non-obvious
and is proved in the following. Since u = ei is chasing u′ = vt+1, we know ei ≺ et+1.
Moreover, by Fact 49.2, Zt+1i ∈ (V  vi). This implies that Zti ≤ρ V ⇔ V ∈ ζ(u, u′).
Case 2.3: u is a vertex and u′ is an edge. This is symmetric to Case 2.1 or Case 2.2.
Case 3.1: (u, u′) = (vs, vt+1). (This does not necessarily occur since vs may not be chasing vt+1.)
Since u is chasing u′, we have es−1 ≺ et and es ≺ et+1. By Fact 49.2 and 49.4, Zts−1
lies in (vt+1  V ), whereas Zt+1s lies in (V  vs). Therefore, V lies in [Zts−1  Zt+1s ] =
ζ(vs, vt+1). Moreover, vs ⊕ vt+1 must be contained in midV . Thus (28) holds.
Case 3.2: (u, u′) = (vi, vj) where i 6= s and j 6= t+ 1. See the dots in Figure 32 (d) for illustrations.
We have vi ⊕ vj ⊆ midV ⇔ [ei−1 ⊕ vj ⊆ midV or vi ⊕ ej ⊆ midV ] ⇔ [V ∈ ζ(ei−1, vj) or
V ∈ ζ(vi, ej)] ⇔ [V ∈ ζ(vi, vj)]. The last second “⇔” applies the results in Case 2. The
last “⇔” applies the fact that ζ(vi, vj) is the concatenation of ζ(ei−1, vj) and ζ(vi, ej).
Case 3.3: [u = vs and u′ is a vertex other than vt+1] or [u′ = vt+1 and u is a vertex other than vs].
The proof of this case is similar to those of Case 3.1 and Case 3.2 and is omitted.
J
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D.3 Step 3 - mid?V is the closed set of sector(V )
Recall sector(V ) = 2-scaling of
(⋃
(u,u′)∈ΛV u⊕ u′
)
w.r.t V . For convenience, denote
1
2 sector(V ) =
1
2 -scaling of sector(V ) w.r.t V =
⋃
(u,u′)∈ΛV
u⊕ u′. (29)
Consider all regions in {u⊕ u′ | (u, u′) ∈ ∆V , u is chasing u′}. By the definition of ΛV
and 12 sector(V ), such a region lies in
1
2 sector(V ) if and only if ζ(u, u′) contains V . On the
other hand, Fact 51 shows that such a region lies in midV if and only if ζ(u, u′) contains V .
Therefore, we obtain the following close connection between 12 sector(V ) and midV .
I Lemma 52. Let V = the union of {u⊕ u′ | (u, u′) ∈ ∆V , u is not chasing u′}, then
1
2 sector(V ) = midV − V . (30)
Moreover, midV is the closed set of 12 sector(V ). So mid
?
V is the closed set of sector(V ).
Proof. We have shown that 12 sector(V ),midV , V are all unions of some regions in {u⊕ u′ |
(u, u′) ∈ ∆V }, and that all regions in this set are pairwise-disjoint as claimed in Fact 50.
Therefore, proving (30) reduces to proving that for any (u, u′) ∈ ∆V ,
u⊕ u′ ⊆ 12 sector(V )⇔ [u⊕ u
′ ⊆ midV and u⊕ u′ * V ]; equivalently,
[u is chasing u′ and V ∈ ζ(u, u′)]⇔ [u is chasing u′ and u⊕ u′ ⊆ midV ].
which is proved in Fact 51. Next, we show that midV is the closed set of 12 sector(V ).
For simplification, assume that s 6= t; the case s = t is trivial. Denote

(1)
V = the union of {u⊕ u′ | (u, u′) ∈ ∆V , u is not chasing u′, and u = vs},

(2)
V = the union of {u⊕ u′ | (u, u′) ∈ ∆V , u is not chasing u′, and u′ = vt+1}.
Because es  et, when (u, u′) ∈ ∆V and u is not chasing u′, either u = vs or u′ = vt+1.
Therefore, V = (1)V ∪ (2)V . In addition, we point out the following obvious facts.
(I) (1)V ⊆ α, where α denotes the unique route that terminates at the midpoint of es.
(II) (2)V ⊆ β, where β denotes the unique route that terminates at the midpoint of et
βαβα
MIDVMIDV
(c) 
MIDV
(b) (a) vs vt+1vt+1vs vt+1vs
Figure 33 midV is the closed set of 12 sector(V ).
Next, we discuss three different cases.
Case 1: Zts = V . See Figure 33 (a). In this case, by the definition of midV , for any subregion R
of α ∪ β, the closed set of midV −R equals midV . In particular, V is a subset of α ∪ β
by (I) and (II), so the closed set of midV − V (i.e. the closed set of 12 sector(V )) is midV .
Case 2: Zts <ρ V . By Fact 49.1, es ≺ et+1. So every unit in [vs  vt−1] beside vs is chasing vt+1.
(vs may be chasing or not.) So, (2)V ⊆ (1)V . So, V = (1)V ∪ (2)V = (1)V ⊆ α. Therefore, the
closed set of midV − V (i.e. the closed set of 12 sector(V )) is midV . See Figure 33 (b).
Case 3: V <ρ Zts. This case is symmetric to Case 2. See Figure 33 (c).
J
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D.4 Step 4 - Proof of the enhanced version of Sector-continuity
Recall that the 2-scaling of LV ,RV with respect to V are respectively defined to be L?V ,R?V .
(See Figure 2, where the blue and red curves indicate L?v1 , . . . ,L?vn and R?v1 , . . . ,R?vn re-
spectively.) Since LV ,RV are boundaries of midV , curves L?V ,R?V are boundaries of mid?V .
Further applying Lemma 52, L?V ,R?V are also boundaries of sector(V ).
To prove the Sector-continuity, we prove a stronger statement:
I Lemma 53. If the common starting point of L?V ,R?V lies in P , then L?V has a unique
intersection with ∂P and so does R?V . In this case sector(V ) ∩ ∂P is a boundary-portion
that starts at L?V ∩ ∂P and terminates at R?V ∩ ∂P . (This does not mean sector(V ) ∩ ∂P =
[L?V ∩ ∂P  R?V ∩ ∂P ]; endpoints may not be contained.) Otherwise sector(V )∩ ∂P is empty.
Proof. Recall roads and routes in subsection A.2. For each road or route, call its 2-scaling
with respect to V a scaled-road or scaled-route. Assume that each scaled-road (or scaled-route)
has the same direction as its corresponding unscaled road (or route). We first state:
(i) The 2-scaling of [vs  vt+1] with respect to V lies in the exterior of P .
(ii) If we travel along a given scaled-route, we eventually get outside P and never return to
P since then. Therefore, there is exactly one intersection between this scaled-route and
∂P if its starting point lies inside P ; and no intersection otherwise.
Proof of (i): This one follows from the relation V /∈ [vs  vt+1] stated in Fact 46.
Proof of (ii): Because all routes terminate at [vs  vt+1], the scaled-routes terminate on
the 2-scaling of [vs  vt+1] with respect to V . Applying (i), the scaled-routes terminate
at the exterior of P . In other words, we will eventually get outside P traveling along any
scaled-route. Moreover, consider any road ei ⊕ vj where (ei, vj) ∈ ∆V . We claim that we do
not return to P from outside P traveling along the 2-scaling of ei ⊕ vj . This follows from
(ii.1) and (ii.2) stated below. A similar claim holds for the roads in {vi ⊕ ej | (vi, ej) ∈ ∆V }.
Due to these claims and because the scaled-routes consist of the scaled-roads, we obtain (ii).
(ii.1) The 2-scaling of ei ⊕ vj w.r.t V is a translation of ei that lies on the right of −−−−→vt+1vi.
(ii.2) When we travel along any translation of ei that lies on the right of −−−−→vt+1vi, we will not go
back to P from outside P . (The translation of ei has the same direction as ei.)
Proof of (ii.1): ei ⊕ vj lies on the right of −−−−→vt+1vi, whereas V lies on its left; thus we get (ii.1).
Proof of (ii.2): Since es  et and (ei, vj) ∈ ∆V , we get ei ≺ et, which implies (ii.2).
Let S?V denote the common starting point of all scaled-routes (including L?V and R?V ).
(Equivalently, S?V is the 2-scaling of vs ⊕ vt+1 with respect to V .) The following statement
follows from (i) and (ii).
(iii) If S?V lies in P , then mid?V ∩ ∂P = [L?V ∩ ∂P  R?V ∩ ∂P ]; otherwise mid?V ∩ ∂P is empty.
Proof of (iii): When S?V lies outside P , by (i) and (ii), all the boundaries that bound mid?V ,
including L?V ,R?V and a fraction of the 2-scaling of [vs  vt+1] with respect to V , lie in the
exterior of P . Therefore mid?V lies in the exterior of P , which implies that mid?V ∩ ∂P is
empty. When S?V lies in P , the boundaries of mid?V have exactly two intersections with ∂P .
Therefore, mid?V ∩ ∂P either equals [L?V ∩ ∂P  R?V ∩ ∂P ], or equals [R?V ∩ ∂P  L?V ∩ ∂P ].
We argue that it does not equal the latter one. Notice that region mid?V is always on our
right side when we travel along L?V . This implies that mid?V ∩ ∂P 6= [R?V ∩ ∂P  L?V ∩ ∂P ].
We complete the proof by combining (iii) with Lemma 52. By Lemma 52: sector(V )∩∂P =
(mid?V − ?V ) ∩ ∂P is a boundary-portion with the same endpoints as mid?V ∩ ∂P . Further
according to (iii), we get the claim stated in this lemma. J
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E Preprocess – solve the location queries
Recall that we have to preprocess for each vertex V of P ,
which block and sector V lies in and which units are intersected by sector(V ).
The preprocessing procedure is divided into four modules:
1. Compute the two endpoints of sector(V ) ∩ ∂P .
2. Determine the units intersected by sector(V ) .
3. Compute the unique sector that contains V .
4. Determine the unique block that contains V when V lies in a given sector.
Above all, we point out that the bottleneck of our algorithm lies in the first and forth
preprocessing modules. These two are highly symmetric; see remarks in A.3.
Outline. Subsection E.1 presents the first module, E.2 the second and third. The block
locating module is the most nontrivial and is presented in the next two subsections.
E.1 Compute the endpoints of sector(V ) ∩ ∂P
Recall the two boundaries of sector(V ), L?V and R?V , and recall their properties introduced in
section D. By Lemma 53, computing sector(V ) ∩ ∂P reduces to computing two intersections
L?V ∩ ∂P and R?V ∩ ∂P . In the following we compute L?V ∩ ∂P ; the other one R?V ∩ ∂P is
symmetric. The idea is to use a binary search, as outlined in subsection A.3.
An explicit definition for LV
To describe our algorithm, we shall give an explicit definition of LV . See Figure 34.
Recall the order ≤V , s and t in Definition 45 and the marks ‘-/+/0’ introduced in
subsection A.2. LV divides all the regions marked by ‘-’ from those marked by ‘+/0’, and it
must terminate at a midpoint of some edge el. First, we define el explicitly.
We denote by el the unique edge in [vs  vt+1] such that
I For ei such that es ≤V ei ≤V el−1, region ei ⊕ ei+1 is marked by ‘-’.
II For ei such that el ≤V ei ≤V et−1, region ei ⊕ ei+1 is marked by ‘+/0’.
es
ei
el-1 el el+1
etςtςs
ςi
iς =e ⊕v ji
v j
Figure 34 Notations used in the algorithm for computing L?V ∩ ∂P .
Explicitly, LV is the route that consists of all the A-type and B-type roads defined below.
A-type roads. For any edge ei in [vs  vl], let ej denote the smallest edge in [vl+1  vt+1]
such that region ei ⊕ ej is marked by ‘0/+’ (or denote ej = et+1 if no such edge exists);
we denote ςi = ei ⊕ vj and call it an A-type road.
B-type roads. For any edge ej in [vl+1  vt+1], let ei denote the smallest edge in [vs  vl]
such that region ei ⊕ ej is marked by ‘0/+’ (or denote ei = el if no such edge exists); we
denote ςj = vi ⊕ ej and call it a B-type road.
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The following observations of these roads are obvious.
a) The order of the A-type roads in LV is determined, and equals to ςs, ςs+1, . . . , ςl−1.
b) The order of the B-type roads in LV is determined, and equals to ςt, ςt−1, . . . , ςl+1.
The algorithm for computing L?V ∩ ∂P
I Lemma 54. 1. We can compute s, t, l in O(logn) time.
2. Given i such that road ςi is defined (in other words, ei lies in [vs  vt+1] and ei 6= el), we
can compute the endpoints of ςi in O(logn) time. In addition, let ς?i denote the 2-scaling
of ςi with respect to V . We can distinguish the following in O(logn) time:
ς?i intersects ∂P .
ς?i lies in the interior of P .
ς?i lies in the exterior of P .
3. Let S?V denote the starting point of L?V . We can compute S?V in O(1) time. Moreover, if
S?V lies in P , we can compute L?V ∩ ∂P in O(log2 n) time.
Proof. We suggest a recall of the proof of Lemma 53 here.
1. First, we show how we compute s; t can be computed symmetrically.
We state two arguments. (The first one is Fact 48.1.)
1) For every edge ei, ω+i contains V if and only if es ≤V ei.
2) Given an edge ei, we can determine whether ω+i contains V in O(1) time.
Applying 1) and 2), s can be computed in O(logn) time by a binary search.
Proof of 2). To determine whether ω+i contains V is to determine the relation between Z
j
i
and V , where ej = back(Di), which can be determined in O(1) time by Lemma 4.2.
Next, we show how we compute l. According to Lemma 4.2, we can determine whether
ei ⊕ ei+1 is marked by ‘-’, ‘0’, or ‘+’ in O(1) time. Therefore, based on properties I and II
stated above, we can compute l in O(logn) time by a binary search.
2. Then, we show how we compute road ςi. Assume that es ≤V ei ≤V el−1; otherwise
el+1 ≤V ei ≤V et and it is symmetric. It reduces to finding the edge ej defined in “A-type
roads” above. According to the bi-monotonicity of the Z-points (Fact 3), ej is the unique
edge such that ei ⊕ ej−1 is marked by ‘-’ while ei ⊕ ej is marked by ‘+/0’. We can compute
each mark in O(1) time by Lemma 4.2 and thus binary search j in O(logn) time.
When ςi has been computed, we can easily compute ς?i . We can then distinguish the
relation between ς?i and ∂P . First, determine whether the endpoints of ς?i lie in P , which can
be determined in O(logn) time because P is convex. If both endpoints lie in P , then ς?i lies
in P ; if both of them lie outside P , then ς?i lies outside P ; otherwise, ς?i intersects with ∂P .
3. Finally, we show how we compute the (potential) intersection L?V ∩ ∂P .
First, notice that the starting point of LV lies at point M(vs, vt+1). So, S?V lies at the
2-scaling of M(vs, vt+1) with respect to V and thus can be computed in O(1) time.
Now, assume that S?V lies in P , so that L?V has one intersection with ∂P .
We design two subroutines: one assumes that there is an A-type road whose 2-scaling
(with respect to V ) intersects ∂P , and it seeks for this road; the other is symmetric in that it
assumes there is a B-type road whose 2-scaling (with respect to V ) intersects ∂P and seeks
for that road. Since one assumption is true, one subroutine would success.
According to observations a) and b) stated above, the A-type roads are in order on LV ; so
do the B-type roads. So, a binary search can be applied in designing the subroutines. Each
searching step costs O(logn) time due to Claim 2; so the total running time is O(log2 n). J
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E.2 Which units does sector(V ) intersect & which sector does V lie in?
Assume the endpoints of sector(V )∩∂P are known for each vertex V , we proceed to compute
the (consecutive) units that intersect sector(V ) and the (unique) sector that contains V .
Compute the units that intersect sector(V )
Let uL, uR respectively denote the unit containing L?V ∩∂P and the unit containing R?V ∩∂P .
They can be computed while we compute the two endpoints of sector(V )∩ ∂P . Applying the
Sector-continuity, in most cases the units that intersect sector(V ) are the units from uL
to uR in clockwise. Exceptional cases are discussed in the following note.
I Note 4. Sometimes an endpoint of sector(V ) ∩ ∂P is not contained in the sector. This
is because sector(V ) is not always a closed set (see Lemma 52 and 53). Under a degenerate
case, this endpoint may happen to lie at a vertex V ∗ of P , and then, by definition, we could
not include V ∗ into the set of units that intersect sector(V ).
Judging whether the endpoints of sector(V ) ∩ ∂P belong to sector(V ) requires some extra
work. Nevertheless, there is a convenient alternative solution: We can craftily include V ∗ into
“the units that intersect sector(V )” even though V ∗ only lies on the boundary of sector(V ).
After that, the monotonicity property of ψ+, ψ− still holds and so the algorithm still works.
Compute the sector that contains V for each vertex V - a sweeping algorithm
First, we introduce two groups of event-points. One group contains the points in {L?V ∩
∂P,R?V ∩ ∂P}; and the other contains the intersections between σP and ∂P . (Recall σP in
section B.3 and the K-points in subsection C.5.) Notice that all the event-points lie in ∂P .
Then, two tags are assigned to each event-point, which are called future-tag and current-tag
respectively. The current-tag indicates the sector which contains the current event-point;
the future-tag indicates the sector which contains the boundary-portion that starts at the
current event-point and terminates at its (clockwise) next event-point. By sweeping around
∂P , we determine the sector containing each vertex by utilizing the tags of the event-points.
In the following, we define the event-points and their tags precisely.
We use two procedures – an adding procedure and a removing procedure. The removing
procedure removes redundant event-points added in the first procedure.
Adding procedure. See Figure 35. The left picture exhibits the event-points in Group 1
defined below; the middle one exhibits the event-points in Group 2 defined below.
v3
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e3
e8v8
sector
sector
v3
#e5#
e6
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#
e1
Figure 35 Definition of the event-points. Their future-tags are labeled in the figure.
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Group 1: Consider any vertex V for which sector(V ) intersects ∂P . We add two event-points
L?V ∩ ∂P and R?V ∩ ∂P , and define their tags as follows.
Current(L?V ∩ ∂P ) = V, Future(L?V ∩ ∂P ) = V,
Current(R?V ∩ ∂P ) = V, Future(R?V ∩ ∂P ) = forw(V ).
(31)
Group 2: For any intersection Ki between σP and ∂P , we count it as an event-point and
define its tags as follows. Notice that σP is the concatenation of a few directional line
segments. Assume that Ki comes from the directional line segment
−−→
AB of σP . Notice that
one of A,B lies in P while the other lies outside P since −−→AB intersects ∂P . Recall function
g defined on σP in Definition 35. Denote
Current(Ki) = ‘#’, Future(Ki) =
{
‘#’, when A ∈ P,B /∈ P ;
u(g(Ki)), when A /∈ P,B ∈ P.
(32)
The special symbol ‘#’ is introduced to indicate the outside of f(T ).
When Current(E) = ‘#’, no sector contains event-point E.
When Future(E) = ‘#’, no sector contains the boundary-portion (E  E′), where E′
denotes the clockwise next event-point of E.
I Note 5. Notice that Current(Ki) = ‘#′. The reason for this is explained in Fact 44.
Removing procedure. If there are multiple event-points locating at the same position, we
keep only one of them according to the following priority.
First, keep the event-point coming from {σP ∩ ∂P}.
Second, keep the event-point coming from {R?V ∩ ∂P}.
As a consequence of the Sector-monotonicity and Interleavity-of-f , we get the
following corollary which points out the sector containing each point on ∂P .
I Corollary 55. Take any point X in ∂P . If X lies at some event-point E, it belongs to
sector(Current(E)). Otherwise, it belongs to sector(Future(E∗)), where E∗ is the closest
event-point preceding X in clockwise order.
Note: X belongs to no sector when we say it belongs to sector(‘#’).
To sum up, our algorithm works as follows.
1. ADD: Compute all of the event-points as well as their tags.
2. SORT: Sort the event-points in clockwise order.
3. REMOVE: Remove the redundant event-points.
4. SWEEP: Compute the closest event-point preceding each vertex and compute the
sector containing each vertex by applying Corollary 55.
Next, we show the ADD step in detail. The other steps are trivial.
The event-points from Group 1 can be computed efficiently as shown in E.1. We show
how we compute the event-points from Group 2 as well as their tags in the following.
Compute the event-points in Group 2 (i.e. the K-points) and their tags
I Lemma 56. The polygonal curve σP consists of O(n) sides and can be computed in O(n)
time. The intersections in σP ∩ ∂P are of size O(n) and can be computed in O(n logn)
time. Moreover, the future-tag of each such intersection can be computed in O(1) time. (The
current tags for these event-points are the same and easy to compute; see Equation 32).
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Proof. Recall frontier-pair-list, bottom borders, and frontier blocks in section B.3. Due to
the following facts, the bottom borders have in total O(n) sides, i.e. σP is of size O(n).
(i) the bottom borders of the blocks in the following set have in total O(n) sides.
{block(u, u′) | (u, u′) ∈ frontier-pair-list, and u, u′ are both edges}.
(ii) the bottom borders of the blocks in the following set have O(n) sides.
{block(u, u′) | (u, u′) ∈ frontier-pair-list, at least one of u, u′ is a vertex}.
Proof of (i): Clearly, the frontier-pair-list contains O(n) unit pairs, and the bottom border
of block(u, u′) has at most two sides when u, u′ are both edges. Therefore, we obtain (i).
Proof of (ii): Let (u1, u′1), . . . , (um, u′m) denote the sublist of the frontier-pair-list that contains
all of the edge pairs. Let Zi = Zu
′
i
ui for short. It can be simply observed that
(ii.1) For any two neighboring edge pairs, e.g. (ui, u′i) and (ui+1, u′i+1), there is another unit
pair (denoted by u, u′) in the frontier-pair-list between (ui, u′i) and (ui+1, u′i+1) (see
Figure 21a), and the bottom border of block(u, u′) is exactly the reflection of [Zi  Zi+1].
(ii.2) {[Z1  Z2], . . . , [Zm  Z1]} is a partition of ∂P . (This is because Z1, . . . , Zm lie in
clockwise order ∂P , which is due to the bi-monotonicity of the Z-points. See Figure 21c.)
Combining (ii.1) and (ii.2), we obtain (ii).
Next, we show that σP can be computed in O(n) time.
We compute σP in three steps; each costs O(n) time.
Step 1. Compute the frontier-pair-list by Algorithm 1.
Step 2. Compute Z1, . . . , Zm. Note: This cost O(n + m) = O(n) time by Lemma 4.3
since they lie in clockwise order.
Step 3. Generate each side in the bottom border of each frontier block. Note that each
side costs O(1) time according to the definition of bottom borders.
To compute the intersections between σP and ∂P , we can try each side of σP and
compute its intersection with ∂P . According to the common computational geometric result,
by O(n) time preprocessing, the intersection between a segment and the boundary of a fixed
convex polygon P can be computed in O(logn) time. Thus, this takes O(n logn) time.
Finally, we show how we compute the future-tag of each intersection Ki in σP ∩ ∂P .
By (32), it reduces to computing u(g(Ki)). We state two observations: (1) Function
u(g(·)) has the property that it is identical within any side of σP . This is due to the definition
of g. (2) When computing σP , we can at the same time compute the value of u(g(·)) for
each side of σP . According to (1) and (2), by sweeping around σP , we can compute u(g(Ki))
for all the intersections Ki in σP ∩ ∂P in linear time. J
I Remark. In fact, the algorithm for computing σP ∩ ∂P can be optimized to linear time.
Initially we select a pair of edges, one from σP and one from ∂P . Every time we compute their
intersection and change one edge to its clockwise next one. The selection of edge-to-change
is according to specific rule. By selecting good initial edges and rule, we would not miss any
intersection in σP ∩ ∂P . The analysis to this algorithm would be very complicated.
Running time of the sweeping algorithm. The ADD step requires O(n log2 n) time for
Group 1 (as shown in subsection E.1), and O(n logn) time for Group 2 (by Lemma 56). Also
according to Lemma 56, there are in total O(n) event-points. So the SORT step runs in
O(n logn) time (or even in O(n) time). The REMOVE and SWEEP steps cost O(n) time.
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E.3 Two delimiting edges epV , eqV for block locating
Let block(u∗1, u∗2) denote the block containing V ; we shall compute (u∗1, u∗2). Recall subsec-
tion A.3 for a sketch. First, we want to find two delimiting edges epV , eqV so that
ep ≺ eq. Moreover, (vp  vq+1) contains V . (33)
Moreover, u∗1 ∈ [vp  V ), and u∗2 ∈ (V  vq+1]. (34)
Assume V = vi henceforth in this subsection. First, we introduce a set of unit pairs ∇V .
∇V := {(u, u′) | unit u is chasing unit u′, u ∈ (Di  V ), u′ ∈ (V  Di−1)} . (35)
I Fact 57. (u∗1, u∗2) ∈ ∇V .
Proof. By (35), it reduces to proving that u∗1 ∈ (Di  V ) while u∗2 ∈ (V  Di−1).
Let ea = forw(u∗1), ea′ = back(u∗2). Since u∗1 is chasing u∗2, (i) ea  ea′ .
Notice that V ∈ block(u∗1, u∗2) ⊂ quadu
∗
2
u∗1
= quada
′
a ⊆ hpa
′
a . (See Lemma 22) (Recall the
half-planes {hp} introduced in subsection B.2.) Since V ∈ hpa′a , (ii) V = vi ∈ (va  va′+1).
Combining (i) and (ii), we get ea ≺ ei and ei−1 ≺ ea′ .
Since ea ≺ ei, ea ∈ (Di  V ), i.e. forw(u∗1) ∈ (Di  V ). So, u∗1 ∈ [Di  V ).
Since ei−1 ≺ ea′ , ea′ ∈ (V  Di−1), i.e. back(u∗2) ∈ (V  Di−1). So, u∗2 ∈ (V  Di−1].
In the following we further argue that u∗1 6= Di and u∗2 6= Di−1.
Because ea′ ∈ (V  Di−1), it also lies in (V  Di). So, ea′  back(Di). Therefore,
back(Di) ⊀ ea′ , i.e. back(Di) ⊀ back(u∗2). Therefore, Di is not chasing u∗2. This means that
u∗1 6= Di because u∗1 must be chasing u∗2. Symmetrically, u∗2 6= Di−1. J
Following the definition of chasing (4), we see that all elements (u, u′) in ∇V , when filled
into a 2-dimensional matrix (as shown in Figure 36 (b)), where elements with the same u
are in the same row and rows are sorted from top to bottom according to the clockwise
order of u, whereas elements with the same u′ are in the same column and columns are
sorted from right to left according to the clockwise order of u′, constitute into a “staircase”
structure. See also Figure 36 (c) for an illustration of this structure. We define the “corners
of this staircase” as the corner pairs. Formally, for any (ex, ex′) in ∇V , it is a corner pair ,
if neither (ex−1, ex′) nor (ex, ex′+1) belongs to ∇V . (This concept is similar to extremal pair;
see Definition 36.)
As demonstrated below, we are going to pick a corner pair of ∇V to be (ep, eq).
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Figure 36 An illustration of set ∇V and its corner pairs.
The definition of p, q relies on an interesting observation of ∇V stated in Fact 58 below.
See Figure 36 (c). Denote by CP1, . . . ,CPk all the corner pairs and assume that they are
sorted such that CP1 is the topmost corner pair and CPk is the leftmost corner pair.
For each corner pair CPj = (ex, ex′), we define three subsets of ∇V as follows. If we cut
∇V along the horizontal line corresponding to vx and the vertical line corresponding to vx′+1,
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we get three chunks; the unit pairs in the top chunk are in αj ; those in the left chunk are in
βj ; and the rest have a rectangular shape and they contain the unit pairs in γj . Formally,
αj = {(u, u′) ∈ ∇V | u lies in (Di  vx)},
βj = {(u, u′) ∈ ∇V | u′ lies in (vx′+1  Di−1)},
γj = {(u, u′) ∈ ∇V | u lies in [vx  V ), u′ lies in (V  vx′+1]}.
For convenience, denote αk+1 = ∇V . Recall the boundary-portions {〈quad〉u′u } introduced
in Definition 19. For any subset S of ∇V , denote 〈quad〉[S] =
⋃
(u,u′)∈S〈quad〉u
′
u .
I Fact 58. 〈quad〉[αj+1] ∩ 〈quad〉[βj ] = ∅ (1 ≤ j ≤ k).
This observation comes from the properties of the bounding-quadrants (Lemma 20, 21).
Before proving it, we state explicit formulas for 〈quad〉[αj ] and 〈quad〉[βj ]. For 1 < j ≤ k, let
aj , bj respectively denote the edge pair at the upper right corner and lower left corner of
αj ; for 1 ≤ j < k, let cj , dj respectively denote the edge pair at the upper right corner and
lower left corner of βj ; see Figure 37 (a). Recall that ρ.s and ρ.t denote the starting and
terminal point of boundary-portion ρ. The following formulas immediately follow from the
monotonicity of 〈quad〉 (Lemma 21).
〈quad〉[αj ] = (〈quad〉[aj ].s  〈quad〉[bj ].t), for any 1 < j ≤ k. (36)
〈quad〉[βj ] = (〈quad〉[cj ].s  〈quad〉[dj ].t), for any 1 ≤ j < k. (37)
Proof of Fact 58. When j = k, set βj is empty and the equation is trivial.
Next, we assume that j < k. We apply the following observations.
〈quad〉[aj+1].s, 〈quad〉[bj+1].s, 〈quad〉[cj ].s, 〈quad〉[dj ].s lie in clockwise order. (38)
〈quad〉[aj+1].t, 〈quad〉[bj+1].t, 〈quad〉[cj ].t, 〈quad〉[dj ].t lie in clockwise order. (39)
〈quad〉[aj+1] has no overlap with 〈quad〉[dj ]. (40)
〈quad〉[bj+1] has no overlap with 〈quad〉[cj ]. (41)
The first two facts follow from the monotonicity of 〈quad〉; the proof of (40) is given
in the following; the proof of (41) is similar to that of (40) and omitted. Recall V = vi.
Notice that aj+1 = (forw(Di), ei) and dj = (ei−1, back(Di−1)). Observing that edges
forw(Di), ei, ei−1, back(Di−1) do not lie in any inferior portion, applying the peculiar property
of the bounding-quadrants (Lemma 20), quadiforw(Di) ∩ quad
back(Di−1)
i−1 lie in the interior of P .
So, quadiforw(Di) ∩ ∂P is disjoint with quad
back(Di−1)
i−1 ∩ ∂P . This further implies (40).
Now, see Figure 37 (b). Combining the four observations above, we see
〈quad〉[aj+1].s, 〈quad〉[bj+1].s, 〈quad〉[bj+1].t, 〈quad〉[cj ].s, 〈quad〉[dj ].s, 〈quad〉[dj ].t
lie in clockwise order around ∂P . In particular,
〈quad〉[aj+1].s, 〈quad〉[bj+1].t, 〈quad〉[cj ].s, 〈quad〉[dj ].t lie in clockwise order around ∂P .
a j+1
d j
c j
b j+1
CP j+1
(a)
 jβ
 j+1α
 jCP
‹quad›[d j]
‹quad›[c j]
‹quad›[aj+1]
‹quad›[bj+1]
‹quad›[βj]
‹quad›[αj+1]
(b)
Figure 37 Illustration of Fact 58.
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Therefore, (〈quad〉[aj+1].s  〈quad〉[bj+1].t) is disjoint with (〈quad〉[cj ].s  〈quad〉[dj ].t).
Further, by (36) and (37), this means 〈quad〉[αj+1] is disjoint with 〈quad〉[βj ]. J
Definition of ep, eq and algorithm for computing ep, eq
(i) If (u∗1, u∗2) belongs to some set S, then V ∈ 〈quad〉[S].
Proof. V ∈ block(u∗1, u∗2) ∩ ∂P ⊆ quadu
∗
2
u∗1
∩ ∂P ⊆ 〈quad〉u∗2u∗1 ⊆
⋃
(u,u′)∈S〈quad〉u
′
u = 〈quad〉[S].
J
By Fact 57, we have (u∗1, u∗2) ∈ ∇V . So V ∈ 〈quad〉[∇V ] by (i). Further, since ∅ =
α1 ⊂ . . . ⊂ αk+1 = ∇V , there must be a unique index in 1, . . . , k, denoted by h, such that
V /∈ 〈quad〉[αh] but V ∈ 〈quad〉[αh+1]. We choose the corner pair CPh to be (epV , eqV ).
By defining pV , qV this way, we can verify that (33) and (34) both hold.
Proof of (33). Since (ep, eq) ∈ ∇V , we get ep ≺ eq and V ∈ (vp  vq+1) by (35). J
Proof of (34). By the definition of h, we know V /∈ 〈quad〉[αh] and V ∈ 〈quad〉[αh+1].
Since V /∈ 〈quad〉[αh], we know (u∗1, u∗2) /∈ αh due to (i). Since V ∈ 〈quad〉[αh+1], we get
V /∈ 〈quad〉[βh] according to Fact 58, which further implies that (u∗1, u∗2) /∈ βh due to (ii).
However, by Fact 57, (u∗1, u∗2) ∈ ∇V = αh ∪ βh ∪ γh. So (u∗1, u∗2) must belong to γh, i.e.
(u∗1, u∗2) ∈ {(u, u′) ∈ ∇V | u lies in [vp  V ), u′ lies in (V  vq+1]}. This implies (34). J
I Lemma 59. We can compute h (defined above) and thus compute (ep, eq) in O(logn) time.
ey'ey
ex'
exex-1 l'
ei
forw(Di)
l
[
]
]
[
(b)(a)
<quad> αj  .s
<quad> αj  .tvivi
Figure 38 Compute ep, eq.
Proof. To show that h can be computed in O(logn) time, we use the following fact:
Given 1 ≤ j ≤ k, in O(1) time we can determine whether V lies in 〈quad〉[αj ].
The case j = 1 is trivial since 〈quad〉[αj ] = ∅. So, assume that j > 1.
Assume CPj = (ex, ex′),CPj−1 = (ey, ey′). (We can compute CPj and CPj−1 in O(1)
time. Except for the first and last element of CP, the other corner pairs are extremal pairs.
Moreover, we can obtain a list of extremal pairs beforehand and use it to compute CPj .)
(i) By (36), we know 〈quad〉[αj ] = (〈quad〉[aj ].s  〈quad〉[bj ].t).
Recall that aj , bj denotes the edge pair at the upper right corner and the lower left corner of
αj , and we can see aj = (forw(Di), ei) and bj = (ex−1, ey′) by the definition of αj .
(ii) By Definition 19, 〈quad〉[aj ].s equals the unique intersection between l and [Di  vi+1],
where l denotes the line at M(Di, vi+1) that is parallel to ei (see Figure 38 (a)).
(iii) By Definition 19, 〈quad〉[bj ].t equals the unique intersection between l′ and [vx−1  vy′+1],
where l′ denotes the line at M(vx−1, vy′+1) that is parallel to ex−1 (see Figure 38 (b)).
Altogether, V ∈ 〈quad〉[αj ] if and only if V lies in the open half-plane bounded by l′ and
containing ex−1. In O(1) time we can compute l′ and then determine which side of l′ the
vertex V lies on. Therefore, we can determine whether V ∈ 〈quad〉[αj ] in O(1) time. J
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E.4 Compute the block containing V
Given a vertex V . Assume V ∈ sector(w) where w is known (computed by the algorithm
in subsection E.2). Assume pV , qV are given which satisfy (33) and (34) (computed by the
algorithm in subsection E.3). We now compute (the index of) the unique block containing V .
Assume that block(u∗1, u∗2) contains V ; we shall compute (u∗1, u∗2).
Recall the active pairs introduced in subsection A.3. For any unit pair (u, u′) such that u
is chasing u′, it is alive if it satisfies (34); in other words, if u ∈ [vp  V ) and u′ ∈ (V  vq+1].
Moreover, for any alive pair (u, u′), we regard it as active if ζ(u, u′) intersects w.
For each active pair (u, u′), define
cell(u, u′) := block(u, u′) ∩ sector(w), (42)
and call it a cell.
I Fact 60. (u∗1, u∗2) is active, and cell(u∗1, u∗2) is the unique cell that contains V .
Proof. We know (u∗1, u∗2) is alive due to (34).
Assume f−1(V ) = (X1, X2, X3). Because V ∈ block(u∗1, u∗2), by Fact 8.1, X3 ∈ u∗1 and
X1 ∈ u∗2. Because (X1, X2, X3) ∈ T , point X2 ∈ ζ(u(X3),u(X1)). Together, X2 ∈ ζ(u∗1, u∗2).
Because V ∈ sector(w), by Fact 8.1, X2 ∈ w. Therefore, ζ(u∗1, u∗2) intersects w (at X2), which
means that (u∗1, u∗2) is active.
Since block(u∗1, u∗2) and sector(w) both contain V , their intersection cell(u∗1, u∗2) contains
V . We argue that cell(u∗1, u∗2) is the unique cell that contains V . If, to the opposite, V lies in
two distinct cells, it lies in two distinct blocks, which contradicts Block-disjointness . J
By Fact 60, it reduces to finding the unique cell that contains V . Next, we have to discuss
two cases depending on whether w is an edge or a vertex. We first concentrate on the more
typical case where w is an edge. The other case is discussed later. Here, assume that w = ek.
Outline. We first state some observations of the cells (in particular, there is a monotonicity
as stated in Fact 63 below), introduce another type of regions called “layers” (roughly, each
layer consists of those cells cell(u, u′) for which u or u′ equals a given edge), and prove a
monotonicity between the layers (Fact 65 below). Our algorithm is presented at last.
Observation 1 - consecutiveness of the active units
A term active edge related to the active pairs is defined here.
An edge ej in (vp  V ) is active if there is at least one unit u such that (ej , u) is active;
an edge ej in (V  vq+1) is active if there is at least one unit u such that (u, ej) is active.
I Fact 61. 1. For each active edge ej in (vp  V ), set {u | (ej , u) is active} consists of
consecutive units, and its (clockwise) first and last unit can be computed in O(logn) time.
For each active edge ej in (V  vq+1), set {u | (u, ej) is active} consists of consecutive
units, and its (clockwise) first and last unit can be computed in O(logn) time.
2. The active edges in (vp  V ) (or (V  vq+1), respectively) are consecutive. Moreover,
the (clockwise) first and last such edges can be computed in O(logn) time.
Proof. For any edge ej in (vp  V ), denote b(j) =
{
q + 1 if ej ≺ eq+1;
q otherwise.
Denote b = b(j) when j is clear.
Assume V = vi. Denote Πj =
(
ζ(ej , ei), ζ(ej , vi+1), . . . , ζ(ej , vb), ζ(ej , eb)
)
.
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(i) Πj =
(
Zij , [Zij  Zi+1j ], . . . , [Zb−1j  Zbj ], Zbj
)
. (By definition of ζ(ej , u))
(ii) Zij , . . . , Zbj lie in clockwise order on ρ = [vb+1  vj ]. (By bi-monotonicity of Z-points)
Proof of 1. Assume ej ∈ (vp  V ). The other case where ej ∈ (V  vq+1) is symmetric.
By (i) and (ii), the boundary-portions in Πj that intersect ek are consecutive. This simply
implies that U = {u | (ej , u) is active} consists of consecutive units.
Computing the first unit in U reduces to computing h such that Zh−1j ≤ρ vk <ρ Zhj ,
which can be computed in O(logn) time by a binary search by using Lemma 4.2.
The last unit in U can be computed similarly.
Proof of 2. Let pij be the union of all portions in Πj , which equals [Zij  Z
b(j)
j ] by (i) and (ii).
By bi-monotonicity of the Z-points, the starting points of pip, . . . , pii−1 lie in clockwise order
around ∂P , and so do their terminal points. So, the ones in pip, . . . , pii−1 that intersect ek are
consecutive. This means that the active edges in (vp  V ) are consecutive, since ej is active
if and only if pij intersects ek. Computing the first and last active edges in (vp  V ) reduces
to computing the first and last portions in pip, . . . , pii−1 that intersect ek. By Lemma 4.2, in
O(1) time we can determine whether pij is contained in [vb(j)+1  vk] or in [vk+1  vj ], or
intersects ek. So, by a binary search, in O(logn) time we can compute these two edges. J
Observation 2 - cell(u, u′) is a parallelogram when at least one of u, u′ is an edge
I Fact 62. Given an active pair (ej , u) (or (u, ej)), region cell(ej , u) (or cell(u, ej)) is a
parallelogram with two sides congruent to ej, and it can be computed in O(1) time.
Proof. Assume (ej , u) is active. By definition, ζ(ej , u) intersects with ek, and
cell(ej , u) = f({(X1, X2, X3) | X1 = u,X2 ∈ ζ(ej , u) ∩ ek, X3 ∈ ej}). (43)
Case 1 : u is an edge, e.g. u = ej′ . In this case, cell(ej , ej′) is the 2-scaling of ej ⊕ ej′ with
respect to Zj
′
j , which is a parallelogram with two sides congruent to ej . In addition, since
ζ(ej , u) = Zj
′
j and it intersects ek, point Z
j′
j lies in unit ek and hence can be computed in
O(1) time according to Lemma 4.1. Therefore, cell(ej , ej′) can be computed in O(1) time.
Case 2 : u is a vertex, e.g. u = vj′ . First, we argue that ζ(ej , vj′) is not a single point.
Suppose to the opposite that ζ(ej , vj′) is a single point. Then, its two endpoints Zj
′−1
j , Z
j′
j
must be identical, and must lie in ek since ζ(ej , vj′) intersects ek. However, by Fact 2, when
Zj
′−1
j , Z
j′
j lie in ek, they lie at M(Ij,k, Ij′−1,k), M(Ij,k, Ij′,k), respectively, which do not coincide
because Ij′−1,k 6= Ij′,k. Contradictory. Following this argument, ζ(ej , u) ∩ ek is a segment
that is not a single point. Combining this fact with (43), cell(ej , vj′) is a parallelogram with
two sides congruent to ej . (To see this more clearly, we refer to Figure 4 (c).)
Moreover, by Lemma 4.1 and Lemma 4.2, segment ζ(ej , vj′) ∩ ek can be computed in
O(1) time, and then cell(ej , vj′) can be computed in O(1) time.
The proof of the claim on cell(u, ej) is symmetric and omitted. J
Observation 3 - monotonicity of cells and definition of layers
I Fact 63. 1. Let ej be an active edge in (vp  V ). Assume {u | (ej , u) is active} =
{us, . . . , ut} (in clockwise order). We claim that cell(ej , us), . . . , cell(ej , ut) are contiguous
and lie monotonously in the opposite direction of ek. See Figure 11b (a).
2. Let ej be an active edge in (V  vq+1). Assume {u | (u, ej) is active} = {us, . . . , ut}
(in clockwise order). We claim that cell(us, ej), . . . , cell(ut, ej) are contiguous and lie
monotonously in the opposite direction of ek. See Figure 11b (b).
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layer j
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e j e j'
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e j
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 j'
cell(e j ,v j')
cell(e j,e j')
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v j+1 v j'
Figure 39 Monotonicity of the cells and definition of the layers.
Proof. We prove 1; the proof of 2 is symmetric.
See Figure 39 (a). Let us consider the projections of these cells along direction ej onto `k,
it reduces to proving that these projections are pairwise-disjoint and are arranged in order.
Now, take two incident units in {us, . . . , ut}, e.g. vj′ and ej′ . (For incident units ej′ , vj′+1,
the proof is similar.) Let M be the projection of M(vj+1, vj′); and X the reflection of Zj
′
j
with respect to M . We state that the projection of cell(ej , ej′) terminates at X while the
projection of cell(ej , vj′) starts at X. This follows the definition of cells. More details are
burdensome and omitted; see Figure 39 (a) for an illustration. Thus we obtain the lemma. J
I Definition 64 (Layers). See Figure 11b and Figure 39 (b). There are two types of layers.
(A) Let ej be an active edge in (vp  V ). Assume {u | (ej , u) is active} = {us, . . . , ut} (in
clockwise order). Let bodyj denote the region united by regions cell(ej , us), . . . , cell(ej , ut).
Clearly, bodyj is a region with two borders congruent to ej since the cells have borders
congruent to ej (according to Fact 62). By removing these two borders, we can get an
extension of bodyj which contains two strip regions parallel to ek. This extension is
defined as layerj and is called an A-type layer .
(B) Let ej be an active edge in (V  vq+1). Assume {u | (u, ej) is active} = {us, . . . , ut} (in
clockwise order). Let bodyj denote the region united by regions cell(us, ej), . . . , cell(ut, ej).
Clearly, bodyj is a region with two borders congruent to ej since the cells have borders
congruent to ej (according to Fact 62). By removing these two borders, we can get an
extension of bodyj which contains two strip regions parallel to ek. This extension is
defined as layerj and is called a B-type layer .
Observation 4 - monotonicity of layers
I Fact 65. 1. All the layers lie in the closed half-plane bounded by `k and containing P .
2. All the A-type layers are pairwise-disjoint and lie monotonously in the direction perpen-
dicular to ek. Symmetrically, all the B-type layers have the same monotonicity.
Proof. 1. Denote by H the half-plane bounded by `k and containing P . Proving that all
layers lie in H reduces to proving that all cells lie in H, which further reduces to proving
that sector(ek) ⊂ H. Now, let X be an arbitrary point in sector(ek), we shall prove X ∈ H.
Notice that there is (X1, X2, X3) ∈ T such that X2 ∈ ek and f(X1, X2, X3) = X. Because
X1, X3 ∈ ∂P , point M(X1, X3) lies in H. Since X2 ∈ ek, point X2 lies on the boundary of
H. Together, the 2-scaling of M(X1, X3) with respect to X2, which equals X, lies in H.
2. We know that each layer has two boundaries; we refer to them as the lower border and the
upper border, so that the lower one is closer to `k than the upper one. Assume that layerj
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Figure 40 Monotonicity of the layers.
and layerj+1 are A-type layers. See Figure 40 (a). We shall prove that the upper border of
layerj (denoted by U) lies between `k and the lower border of layerj+1 (denoted by L).
Make an auxiliary line parallel to `k at each vertex of the two borders; these auxiliary
lines cut the plane into “slices”, as shown in Figure 40 (b). It reduces to proving the following
statement: (i) in each slice, the region under U is contained in the region under L.
Consider any slice that intersects both U and L (e.g. the middle one in the figure). (The
proof for other slices are similar and easier.) Then, there is an edge eh, such that the part of
U that lies in this slice (labeled by Uh in the figure) and the part of L that lies in this slice
(labeled by Lh) are both translations of eh. Applying the monotonicity of cells within layerh
(Fact 63), we have a monotonicity between these two translations of eh that implies (i). J
Algorithm for computing u∗1, u∗2
I Lemma 66. Assume V,w, p, q are given as above.
1. Given an active edge ej, we can do the following tasks in O(logn) time:
a. Determine whether V lies in layerj; if not, determine which side of layerj it lies on.
b. Determine whether V lies in bodyj; if so, find the unique cell in bodyj containing V .
2. We can compute u∗1, u∗2 in O(log2 n) time.
Proof. 1. Assume ej ∈ (vp  V ); otherwise ej ∈ (V  vq+1) and it is symmetric. By Fact 62,
the cells in {cell(ej , u) | (ej , u) is active} are parallelograms with two sides parallel to ej .
Those sides parallel to ej can be extended so that they divide the plane into several regions
as shown in Figure 39 (b). We refer to each such region as a “chop” and denote the one
containing cell(ej , u) by chopu. Notice that
(1) We can compute chopu in O(1) time, since cell(ej , u) can be computed in O(1) time
(Fact 62).
(2) We can compute the first and last unit in {u | (ej , u) is active} in O(logn) time (Fact 61.1).
(3) The chops have the same monotonicity as their corresponding cells.
Altogether, by a binary search, we can find the chop that contains V , which costs O(logn)
time. Knowing the chop containing V , we can easily solve tasks a and b in O(1) time.
2. To compute (u∗1, u∗2), we design two subroutines. One assumes that V is contained
in an A-layer (i.e. it assumes that u∗1 is an edge), the other assumes that V is contained in
a B-layer (i.e. it assumes that u∗2 is an edge). We describe the first one in the following;
the other is symmetrical. First, compute the first and last active edges eg, eg′ in (vp  V ),
which costs O(logn) time due to Fact 61.2. Then, using Claim 1.a and a binary search, find
the only A-layer in layerg, . . . , layerg′ that contains V . If failed, terminate this subroutine.
Otherwise, assume that layerj contains V , check whether bodyj contains V using Claim 1.b.
If so, we find the cell containing V and thus obtain (u∗1, u∗2). It costs O(log2 n) time.
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Correctness: If u∗1 is an edge, the first subroutine obtains (u∗1, u∗2); if u∗2 is an edge,
the second subroutine obtains (u∗1, u∗2); however, in a degenerate case, u∗1, u∗2 can both be
vertices, and the two subroutines both fail to find (u∗1, u∗2). (This case is indeed degenerate
because it implies a parallelogram inscribed in P with three anchored corners.) Nevertheless,
our algorithms can handle the degenerate case after the following modification.
Notice that when (u∗1, u∗2) are both vertices, V lies on the boundary of some cell(u, u′)
such that at least one of u, u′ is an edge. (This is stated precisely in (i) below.) We first find
a cell that contains V or a cell whose boundary contains V . If we only find a cell whose
boundary contains V , we use O(1) extra time to find the cell that contains V which is nearby.
(i) If (vj , vj′) is active and point X lies in cell(vj , vj′), then it either lies in the boundary
of cell(vj , ej′−1), or in the boundary of cell(ej , vj′).
Proof of (i): Denote M = M(vj , vj′) and denote by X ′ the reflection of X with respect to
M . Because cell(vj , vj′) is the reflection of ζ(vj , vj′) ∩ ek with respect to M , point X ′ lies in
ζ(vj , vj′) ∩ ek. Notice that ζ(vj , vj′) is the concatenation of ζ(vj , ej′−1) and ζ(ej , vj′). Point
X ′ either lies in ζ(vj , ej′−1)∩ek or in ζ(ej , vj′)∩ek. In the former case, (vj , ej′−1) is active and
the reflection of X ′ with respect toM (which equals X) lies on the boundary of cell(vj , ej′−1);
in the latter case, (ej , vj′) is active and X lies on the boundary of cell(ej , vj′). J
I Remark. Comparing Lemma 54 to Lemma 66, we can see many similarities between our
intersection-location algorithm for computing L?V ∩ ∂P and point-location algorithm for
computing the block containing V . On the objects being located, there are A-type and B-type
roads in the former algorithm, and A-type and B-type layers in the latter. Moreover, roads
and layers of the same type admit good monotonicities, and both algorithms incorporate two
symmetric subroutines for applying these monotonicities.
Compute the block containing V when V lies in sector(vk)
We now discuss the easier case where w is vertex. Assume that w = vk.
Let (X1, X2, X3) denote the preimage of V under function f . By Fact 8.1, u∗1, vk, u∗2 are
respectively the units containing X3, X2, X1. Moreover, due to (34), [vp  V ) contains u∗1;
and (V  vq+1] contains u∗2. Therefore,
X1 ∈ (V  vq+1], X2 = vk, X3 ∈ [vp  V ).
In addition, V X1X2X3 is a parallelogram. By the following lemma, we can compute
(X1, X2, X3) in O(log2 n) time (given p, q). Then, (u∗1, u∗2) = (u(X3),u(X1)) is obtained.
I Lemma 67. There is a unique parallelogram A0A1A2A3 whose corners A0, A1, A2, A3
respectively lie in V, (V  vq+1], vk, [vp  V ), and we can compute it in O(log2 n) time.
Proof. Suppose to the contrary that there exist two such parallelograms, denoted by V AvkA′
and V BvkB′. Because their centers both lie at M(vk, V ), quadrant ABA′B′ is a non-
degenerate parallelogram inscribed in [vp  vq+1]. However, by (33), [vp  vq+1] is an inferior
portion. So there is a non-degenerate parallelogram with all corners lying on an inferior
portion, which contradicts (i) stated in the proof of Fact 50.
To compute the parallelogram A0A1A2A3, we need to compute a pair of points A3, A1
on [vp  V ), (V  vq+1] so that their mid point lies at M(vk, V ). It is equivalent to compute
the intersection between [vp  V ) and the reflection of (V  vq+1] with respect to M(vk, V ).
We can compute it in O(log2 n) time by a trivial binary search. We omit further details.
In fact, by regarding vk as a sufficiently small edge, the case V ∈ sector(vk) can be
regarded as a special case of the edge case where V ∈ sector(w) and w is an edge. J
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F Algorithms for computing LMAPs
This section shows in detail how we compute the LMAPs, which was sketched in subsection 2.3.
First, we show the trivial proof of Fact 8.1 (which is omitted in section 2).
Proof of Fact 8.1. Since f(T ) is the union of all blocks and the union of all sectors, V
does not lie in any block or sector when V /∈ f(T ). Next, assume V ∈ f(T ). For the same
reason, V lies in at least one block and at least one block. Now, suppose that V lies in two
different sectors, e.g. sector(w) and sector(w′). There must be a preimage (X1, X2, X3) ∈ T
of V under f , so that X2 ∈ w, and another preimage (X ′1, X ′2, X ′3) ∈ T so that X ′2 ∈ w′.
We got two different preimages since X2 6= X ′2, which contradicts the Reversiblity-of-f .
Similarly, V cannot lie in two different blocks by Reversiblity-of-f . Moreover, because
(f−11 (V ), f−12 (V ), f−13 (V )) belongs to T and is mapped to V under f , we see V lies in
block(u(f−13 (V )),u(f−11 (V ))) and sector(u(f−12 (V ))) by (2,3), which implies (a) and (b). J
I Definition 68 (A classification of the corners of the inscribed parallelograms). Assume that
A0A1A2A3 is a parallelogram inscribed in ∂P , and A0, A1, A2, A3 lie in clockwise order. We
classify every corner Ai as narrow, broad or even as follows. See Figure 41.
Ai is narrow if u(Ai−1) is chasing u(Ai+1). (subscripts are taken modulo 4)
Ai is broad if its opposite corner is narrow; equivalently, if u(Ai+1) is chasing u(Ai−1).
Ai is even if otherwise; i.e. if u(Ai+1) and u(Ai−1) are not chasing the other.
A1
A2
A3
A0
Figure 41 In this example, unit u(A2) is chasing u(A0). This means A1 is broad and A3 is
narrow. Neither of u(A1),u(A3) is chasing the other. This means A0 and A2 are both even.
The above notation greatly simplifies the description of our algorithm. By this definition,
the three routines in our main algorithm can be described as follows.
Routine 1 aims to compute those LMAPs with an anchored narrow corner.
Routine 2 aims to compute those LMAPs with two anchored broad corners.
Routine 3 aims to compute those LMAPs with an anchored even corner.
By the following fact, our three routines are sufficient for computing all the LMAPs.
I Fact 69. For any LMAP, at least one of the following holds.
1. It has an anchored narrow corner.
2. It has two anchored broad corners.
3. It has an anchored even corner.
Proof. Assume Q is an LMAP. If an opposite pair of corners of Q are both unanchored, one
of the other two corners must be narrow (since edges are nonparallel to each other), and this
narrow corner must be anchored due to Lemma 12.3. Thus Q has an anchored narrow corner.
Now, assume that at least one corner is anchored among each pair of opposite corners.
First, suppose Q has an even corner A. Then, either A or A’s opposite corer is anchored,
thus Q has an anchored even corner. Now, further assume that there is no even corner.
Then, Q has at least two anchored corners that are narrow or broad. Thus, it either has an
anchored narrow corner or has two anchored broad corners. J
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F.1 Routine 1 - compute the LMAPs with an anchored narrow corner
By Definition 68, we can see Lemma 15 states that if an LMAP has a narrow corner lying
on X, then X ∈ f(T ) and moreover, the other corners lie at f−11 (X), f−12 (X), f−13 (X)
respectively. Therefore, we can compute the LMAPs with an anchored narrow corner by the
following algorithm. Given (6), it runs in O(n) time according to Lemma 17 (proved below).
1 foreach vertex V of P do
2 Determine whether V ∈ f(T );
3 If so, compute f−1(V ) and output parallelogram V f−11 (V )f−12 (V )f−13 (V ).
4 end
Algorithm 2: Routine 1
Restatement of Lemma 17. Given a vertex V of P , we can determine whether V ∈ f(T )
and compute f−1(V ) in O(1) time if we know “which block and sector does V lie in”.
Proof of Lemma 17. If V does not lie in any block or sector, we determine that V /∈ f(T );
Otherwise, we determine that V ∈ f(T ) (applying Fact 8.1). Next, assume that V lies in
block(u, u′) and sector(w) (where u, u′, w are known), we show how we compute f−1(V ) in
O(1) time. Without loss of generality, assume f−1(V ) = (X1, X2, X3).
First, observe that the following hold.
(i) X1, X2, X3 lie in units u′, w, u, respectively. (According to Fact 8.1.)
(ii) X2 ∈ ζ(u, u′). (Since (X1, X2, X3) = f−1(V ) ∈ T and by the definition (1) of T .)
(iii) V X1X2X3 is a parallelogram. (Since f(X1, X2, X3) = V .)
We shall compute X1, X2, X3 by applying these observations.
Case 1: u, u′ are both edges, e.g. (u, u′) = (ei, ej). Because ζ(u, u′) = Zji , we get X2 = Z
j
i by (ii).
Further since X2 ∈ w by (i), we know Zji ∈ w. Because Zji lies in unit w, by Lemma 4.1,
this Z-point can be computed in O(1) time. In other words, we can compute X2 in O(1)
time. Points X1, X3 can be computed in O(1) time using (iii): X1 is the intersection
between ej and the reflection of ei with respect to M(V,X2); and X3 is the intersection
between ei and the reflection of ej with respect to M(V,X2).
Case 2: u is a vertex and u′ is an edge, e.g. (u, u′) = (vi, ej).
Let s denote the 2-scaling of vi ⊕ ej with respect to V , which is a line segment. We
first argue that s has at most one intersection with unit w. Applying Fact 2, ζ(vi, ej) =
[Zji−1  Z
j
i ] ⊆ [vj+1  Dj ]. Moreover, X2 ∈ ζ(vi, ej) according to (ii). Together, the unit
containing X2, which equals w according to (i), lies in [vj+1  Dj ]. Because s is parallel
to ej , each unit in [vj+1  Dj ], including w, has at most one intersection with s.
By (i), X3 ∈ u and X1 ∈ u′, so M(X1, X3) ∈ u ⊕ u′ = vi ⊕ ej . By (iii), M(V,X2) =
M(X1, X3). Together, M(V,X2) ∈ vi ⊕ ej . This implies that X2 ∈ s by the definition
of s. Moreover, by (i), X2 ∈ w. Therefore, X2 lies in both s and w, and in O(1) time
we can compute X2 by computing the unique intersection between s and w. Moreover,
X3 = u = vi. In addition, by (iii), X1 lies at the reflection of X3 with respect to M(V,X2).
Case 3: u is an edge and u′ is a vertex. This case is symmetric to Case 2.
Case 4: u, u′ are both vertices, e.g. (u, u′) = (vi, vj). By (i), X3 ∈ u = vi and X1 ∈ u′ = vj , so
points X1, X3 can be readily computed in O(1) time. Further, by (iii), X2 lies at the
reflection of V with respect to M(X1, X3) and thus can be computed in O(1) time.
J
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F.2 Routine 2 - compute the LMAPs with two anchored broad corners
This subsection computes the LMAPs with two anchored broad corners as sketched in
subsection 2.3. We first introduce some key notation and prove their properties.
GV := {u | u is a unit that intersects sector(V )}.
G−V := {u ∈ GV | V is chasing u}. ψ−V :=
⋃
u∈G−
V
ζ(V, u).
G+V := {u ∈ GV | u is chasing V }. ψ+V :=
⋃
u∈G+
V
ζ(u, V ).
I Lemma 70. 1. For each vertex V , sets G−V and G+V consist of consecutive units, ψ−V and
ψ+V are boundary-portions of P . So, each of them can be stored implicitly in O(1) space.
2. Array G has the following monotonicity. Denote by g´V , g`V the (clockwise) first and
last units in GV . Let V1, . . . , Vm be an enumeration (in clockwise) of all vertex V so
that GV 6= ∅. Then, the 2m edges back(g´V1), forw(g`V1), . . . , back(g´Vm), forw(g`Vm) lie in
clockwise order (though neighboring elements in this list could be identical).
Arrays G+, G− have the same monotonicity as G.
3. Array ψ− has the monotonicity property that its elements ψ−v1 , . . . , ψ−vn are pairwise-
disjoint (though neighboring elements may share a common endpoint) and lie in clockwise
order on ∂P . Array ψ+ has the same monotonicity property as ψ−.
4. Given G (i.e. the second part of (6)), we can compute G+,G−, ψ+, ψ− in linear time.
Proof. We only prove the properties of G,G−, ψ−. The others are symmetric.
GV consists of consecutive units due to the Sector-continuity . Further since {u |
V is chasing u} is a unit interval, its intersection with G, which equals G−V , is a unit interval.
By Sector-monotonicity , we immediately get the monotonicity of G. It further
implies the monotonicity of G−, by noticing that each element G−V is a subinterval of GV .
In the following, we give an equation which implies that ψ−V is always a boundary-portion.
Let g´−V , g`
−
V denote the clockwise first and last units in G
−
V .
ψ−V =
[Z
back(g´−
V
)
back(V )  Z
forw(g`−
V
)
forw(V ) ], when G
−
V 6= ∅;
∅, when G−V = ∅.
(44)
Proof of (44): Assume G−V 6= ∅, otherwise it is obvious. By definition of ζ(V, u) in (5),
ζ(V, u) = [Zback(u)back(V )  Z
forw(u)
forw(V )] for any unit u in G
−
V .
Based on this formula and due to the bi-monotonicity of the Z-points (Fact 3), the union⋃
u∈G−
V
ζ(V, u) equals the boundary-portion that starts at the starting point of ζ(V, g´−V ) and
terminates at the terminal point of ζ(V, g`−V ), thus we obtain (44).
Next, we prove the monotonicity of ψ−. Let V1, . . . , Vm be an enumeration (in clock-
wise) of all vertex V so that G−V 6= ∅. By the monotonicity of G−, the 2m edges
back(g´−V1), forw(g`
−
V1
), . . . , back(g´−Vm), forw(g`
−
Vm
) lie in clockwise order around ∂P . Further,
applying the bi-monotonicity of the Z-points (Fact 3), we have
Z
back(g´−
V1
)
back(V1) , Z
forw(g`−
V1
)
forw(V1) , . . . , Z
back(g´−
Vm
)
back(Vm) , Z
forw(g`−
Vm
)
forw(Vm) lie in clockwise order around ∂P . (45)
Together with (44), ψ−V1 , . . . , ψ
−
Vm
are pairwise-disjoint and lie in clockwise order.
Arrays G+,G− can easily be computed from G; we only show how we compute ψ−. To
compute this array is to compute those Z-points stated in (45). Given G−, we have g´−, g`−
and so we can compute those points altogether in linear time by Lemma 4.3. J
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Restatement of Lemma 18. Notice that if an inscribed parallelogram has two broad corners,
these corners are neighboring. Assume A0A1A2A3 is an LMAP where A0, A1, A2, A3 lie in
clockwise order and where A0, A1 are anchored broad corners (see Figure 42), namely,
1. A0 is anchored and u(A1) is chasing u(A3); meanwhile,
2. A1 is anchored and u(A2) is chasing u(A0).
We claim that 1.u(A2) ∈ G+A0 ,u(A3) ∈ G−A1 ; and 2.A1 ∈ ψ+A0 , A0 ∈ ψ−A1 .
Proof of Lemma 18. Because A0 is broad, A2 is narrow. By Lemma 16, A2 ∈ sector(A0). So
u(A2) intersects sector(A0). Since A1 is broad, u(A2) is chasing A0. Together, u(A2) ∈ G+A0 .
This further implies ζ(u(A2), A0) ⊆
⋃
u∈G+
A0
ζ(u,A0) = ψ+A0 . Moreover, using Lemma 12.2 on
A1, we get A1 ∈ ζ(u(A2), A0). So A1 ∈ ψ+A0 . Symmetrically, u(A3) ∈ G−A1 and A0 ∈ ψ−A1 . J
A2
A1 A0
A3
Figure 42 Illustration of Lemma 18
U'
U
V' V
Figure 43 Illustration of Lemma 71
The first algorithm for Routine 2 (without using the batch technique)
Let S be the set of vertex pairs satisfying the relation described in Lemma 18.2. Formally,
S = {(V, V ′) is a vertex pair of P | V ′ ∈ ψ+V and V ∈ ψ−V ′}. (46)
By Lemma 18, Algorithm 3 computes all those LMAPs with two anchored broad corners.
1 foreach (V, V ′) ∈ S do
2 Compute and output all the non-slidable parallelograms A0A1A2A3 such that
A0 = V,A1 = V ′,u(A2) ∈ G+V ,u(A3) ∈ G−V ′ , and A0, A1, A2, A3 lie in clockwise.
3 end
Algorithm 3: Routine 2 (without the batch technique)
The following lemma address in detail how we implement Sentence 2 in Algorithm 3.
I Lemma 71. 1. Given vertices V, V ′, apart from the following exceptional cases, there is
a unique non-slidable inscribed parallelogram with two neighboring corners lying on V, V ′.
Exception 1: P has an edge that is parallel to V V ′ and is longer than segment V V ′.
In this case, there are two such parallelograms.
Exception 2: All the segments in P that are parallel to V V ′, and other than V V ′, are
shorter than V V ′. In this case, there is no such parallelogram.
2. Given two vertices V, V ′ and two unit interval U,U ′, in O(|U |+ |U ′|) time we can compute
all the non-slidable parallelograms A0A1A2A3 such that
A0 = V,A1 = V ′,u(A2) ∈ U,u(A3) ∈ U ′, and A0, A1, A2, A3 lie in clockwise order.
Proof. 1. Clearly, in this parallelogram, the opposite side of side V V ′ must be a chord of P
that is a translation of V V ′ and is other than V V ′. This implies 1. See Figure 43.
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2. We try to put A2 at every vertex in U , and compute A3 so that A2A3 is parallel to V V ′.
In this way, since P is convex, we can easily find out the place of A2 (may not be a vertex) so
that A2A3 has the same length as V V ′. (We omit some trivial details.) Notice that if we try
A2 in clockwise, the corresponding A3 will move in one direction and thus can be computed
in amortized O(1) time. So the running time can easily be bounded by O(|U |+ |U ′|). J
Running time analysis. Applying Lemma 71.2, the running time of Algorithm 3 is given by⋃
(V,V ′)∈SO
(|G+V |+ |G−V ′ |) ,
which is clearly O(n2) because |S| = O(n). (The fact that |S| = O(n) follows from the
definition of S and the monotonicities of ψ+ or ψ−; see Lemma 70.) Unfortunately, the
running time is Ω(n2) in the worst case. For example, it is Ω(n2) when there exists a vertex
V so that: (1) there are Ω(n) vertices V ′ so that (V, V ′) ∈ S (which is possible even though
ψ+, ψ− has good monotonicities) and (2) there are Ω(n) units in G+V . See Figure 44.
ψ
GV
Ω(n) units
Ω(n) vertices
+
V
+
V
Figure 44 A bad example costs Ω(n2) time.
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Figure 45 Illustration of Lemma 73
The basic idea of the batch technique. As introduced in subsection 2.3, we can optimize
Algorithm 3 by a common batch technique. Roughly, for any fixed vertex V , we can compute
(A2, A3) for those pairs (A0, A1) ∈ S in which A0 = V in a batch. In this way, a monotonicity
of A2, A3 with respect to A1 can be utilized in the computation of A2, A3.
To describe this technique in more detail, we introduce the following notation.
I Definition 72 (W and G∗). For each vertex V , define
WV := {V ′ | V ′ is a vertex in ψ+V and ψ−V ′ is the single point V }, (47)
which consists of consecutive vertices by the monotonicity of ψ− in Lemma 70. Define
G∗V := the smallest unit interval containing
⋃
V ′∈WV
G−V ′ . (48)
More formally, we define G∗V as follows. See Figure 45. Let va, vb be the (clockwise) first
and last vertex in WV . (If WV is empty, we skip the following and simply define G∗V to be
an empty set.) Because va ∈ WV , we have ψ−va = V , which implies that G−va is nonempty.
Similarly, G−vb is nonempty. Let uc denote the (clockwise) first unit in G
−
va , and ud the
(clockwise) last unit in G−vb . We define G
∗
V to be the unit interval {uc, . . . , ud} (clockwise).
I Lemma 73. Assume A0A1A2A3 is an LMAP as depicted in Lemma 18. Further assume
that A1 lies at some vertex in WA0 . See Figure 45. Then, u(A3) ∈ G∗A0 .
Proof. By Lemma 18, u(A3) ∈ G−A1 . Further since A1 ∈WA0 , we get u(A3) ∈
⋃
V ′∈WA0 G
−
V ′ .
However,
⋃
V ′∈WA0 G
−
V ′ is a subset of G∗A0 by (48). Therefore u(A3) ∈ G∗A0 . J
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I Lemma 74 (A key observation on WV and G∗V ). For any vertex V , there exists an inferior
portion such that it contains all units in WV and all units in G∗V and does not contain V .
Proof. Assume WV is nonempty. Otherwise it is obvious. Recall es, et in subsection D.1.
See Figure 45 for the following arguments.
Because uc ∈ G−va , by definition of G−va , va is chasing uc. Also because uc ∈ G−va , we
know ζ(va, uc) ⊆ ψ−va = V . So ζ(va, uc) = V . Together, by Fact 47, va, uc lie in [vs  vt+1].
Because ud ∈ G−vb , by definition of G−vb , vb is chasing ud. Also because ud ∈ G−vb , we know
ζ(vb, ud) ⊆ ψ−vb = V . So ζ(vb, ud) = V . Together, by Fact 47, vb, ud lie in [vs  vt+1].
Combining these arguments, all units in WV and G∗V are contained in boundary-portion
[vs  vt+1]. Further according to Fact 46, we obtain Claim 2. J
A key lemma for the batch technique
I Lemma 75. Given vertices V, vi, vj such that [vi  vj ] is an inferior portion that does
not contain V . Assume U,U ′ are unit intervals in [vi  vj ]. Let x be any positive integer. In
O(x+ |U |+ |U ′|) time we can compute all non-slidable parallelograms A0A1A2A3 such that
A0 = V,A1 ∈ {vi, vi+1, . . . , vi+x−1},u(A2) ∈ U,u(A3) ∈ U ′,
and that A0, A1, A2, A3 lie in clockwise order.
I Remark. The assumption that [vi  vj ] is inferior implies some monotonicities of A2, A3
with respect to A1, which is crucial to design such an O(x+ |U |+ |U ′|) time algorithm.
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Figure 46 Illustration of Lemma 75
Proof. For simplicity, ignore the exceptional cases discussed in Lemma 71.1. See Figure 46 (a).
For 0 ≤ k < x, denote by Ak0Ak1Ak2Ak3 the (unique) parallelogram such that Ak0 = V,Ak1 = vi+k.
We aim to compute those (Ak2 , Ak3) for which u(Ak2) ∈ U and u(Ak3) ∈ U ′. We state:
(i) A02, . . . , Ax−12 lie in clockwise order, and
(ii) A03, . . . , Ax−13 also lie in clockwise order.
Proof of (i). Let ρ = [vi  vj ]. Suppose to the opposite that A12 <ρ A02 as shown in
Figure 46 (b). Make a line at A01 parallel to V A13; and a line at A13 parallel to V A01; and
assume they intersect at C. Because V A01A02A03 and V A11A12A13 are parallelograms, we can
see CA01A11A12 and CA02A03A13 are also parallelograms. Therefore, since A12 <ρ A02, we can get
that forw(A01) ⊀ back(A13), so ρ is not an inferior portion. Contradiction!
Proof of (ii). According to (i), when k increases, Ak1 , Ak2 both move in clockwise, thus the
slope of Ak1Ak2 keeps decreasing, which implies (ii) because V Ak3 has the same slope as Ak1Ak2 .
In general, we adopt the algorithm given in Lemma 71.2 to compute Ak2 and Ak3 for each
k. However, due to the monotonicities (i) and (ii), the unit containing Ak2 and the unit Ak3
can be computed in amortized O(1) time, and thus the total time is O(x+ |U |+ |U ′|). J
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Algorithm for Routine 2 with the batch technique
Define three subsets of S = {(V, V ′) is a vertex pair of P | V ′ ∈ ψ+V and V ∈ ψ−V ′}:
S1 = {(V, V ′) ∈ S | ψ+V 6= V ′ and ψ−V ′ 6= V },
S2 = {(V, V ′) ∈ S | ψ−V ′ = V },
S3 = {(V, V ′) ∈ S | ψ+V = V ′}.
We design three subroutines for Routine 2. The first one takes charge of the case (A0, A1) ∈ S1.
The second and third take charge of the cases (A0, A1) ∈ S2 and (A0, A1) ∈ S3 respectively,
which are symmetric to each other. Since S = S1 ∪S2 ∪S3, and recall that (A0, A1) ∈ S due
to Lemma 18.2, these subroutines together are sufficient for Routine 2.
The first subroutine adopts the same strategy as presented in Algorithm 3, except for
changing S in Sentence 1 to S1. The second subroutine incorporates the batch technique
given in Lemma 75 and is presented in Algorithm 4. The third is omitted due to symmetry.
1 Compute array W and G∗.
2 foreach vertex V such that WV 6= ∅ do
3 Let vi be the first vertex in WV . So WV = {vi, vi+1, . . . , vi+|WV |−1}.
4 Let vj denote the terminal vertex of the portion formed by the units in G∗V .
5 (Note: By Lemma 74, [vi  vj ] is an inferior portion that does not contain V )
6 Let U denote the subinterval of G+V that lies in [vi  vj ]. Let U ′ = G∗V .
7 (Note: Both U and U ′ are unit intervals in [vi  vj ].)
8 Use Lemma 75 to output all non-slidable parallelograms such that:
A0 = V,A1 ∈WV ,u(A2) ∈ U,u(A3) ∈ U ′, A0, A1, A2, A3 in clockwise order.
9 end
Algorithm 4: Second part of Routine 2 for computing the LMAPs
Correctness. In the following we prove that Algorithm 4 outputs all those LMAPs as
depicted in Lemma 18 for which (A0, A1) ∈ S2. Assume A0A1A2A3 is such an LMAP in
which A0 = V . Since (A0, A1) ∈ S2, we get ψ−A1 = A0 and A1 ∈ ψ+A0 , which means A1 ∈WA0
(i.e. A1 ∈WV ) by Definition (47). It remains to show that u(A2) ∈ U and u(A3) ∈ U ′.
By Lemma 73, we get u(A3) ∈ G∗V since A1 ∈WA0 . Therefore, u(A3) ∈ U ′.
By Lemma 18.1, we get (i) u(A2) ∈ G+V . Moreover, we claim that (ii) u(A2) ∈ [vi  vj ].
Together, we get u(A2) ∈ U . Claim (ii) follows from two facts: (ii.1) A1, A2, A3 lie in
clockwise order and A1 ∈WV and u(A3) ∈ G∗V . (ii.2) WV and G∗V are contained in [vi  vj ].
Running time analysis of optimized Routine 2. We state some key observations first.
(i) Given G−,G+, ψ−, ψ+, we can compute arrays S,W,G∗ in linear time.
(ii)
⋃
(V,V ′)∈S1
(|G−V ′ |+ |G+V |) = O(n).
(iii)
∑
V
(|WV |+ |G+V |+ |G∗V |) = O(n).
According to Lemma 71.2, the first subroutine runs in
⋃
(V,V ′)∈S1
(|G−V ′ |+ |G+V |) time. This
is O(n) time according to (ii). According to Lemma 75, the second subroutine runs in∑
V
(|WV |+ |G+V |+ |G∗V |) time after the computation of W and G∗. This is O(n) time
(after the preprocessing of G) according to (i) and (iii). The third subroutine runs in the
same time as the second. Altogether, Routine 2 runs in linear time after preprocessing G.
Proof of (i). This one simply follows from the definition of S, W, and G∗.
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Proof of (ii). The monotonicity of ψ− stated in Lemma 70 implies that there exist at most two
different V ′ such that ψ−V ′ contains V but does not equal V . Therefore, Σ(V,V ′)∈S1 |G−V ′ | ≤
2ΣV ′ |G−V ′ |. Moreover, by the monotonicity of G− (Lemma 70), ΣV ′ |G−V ′ | = O(n). Together,
Σ(V,V ′)∈S1 |G−V ′ | = O(n). Similarly, Σ(V,V ′)∈S1 |G+V | = O(n). Together, we get (ii).
Proof of (iii). Following the monotonicity of ψ+, vertex sets Wv1 , . . . ,Wvn are pairwise-
disjoint and lie in clockwise order. So
∑
V |WV | = O(n). This monotonicity of W and the
monotonicity of G− imply a similar monotonicity of G∗ which guarantees that
∑
V |G∗V | =
O(n). Moreover,
∑
V |G+V | = O(n) by the monotonicity of G+. Altogether, we get (iii).
I Remark. Routine 2 is for sure some magic. It applies every piece of our knowledge to the
LMAPs perfectly and has an amazing accumulated time complexity.
F.3 Routine 3 - compute the LMAPs with an anchored even corner
Recall that Ai is an even corner if neither of u(Ai−1),u(Ai+1) is chasing the other. Routine 3
computes those LMAPs who have an anchored even corner. Unlike the previous two routines,
this one does not require the preprocessed information (6) and does not use the properties
of T . (Indeed, Routine 3 is easier.) However, our algorithm for Routine 3 presented in
this section runs in O(n logn) time whereas the previous two run in O(n) time given (6).
(Nevertheless, it can be optimized to O(n). We do not present this optimization in this
version because it is too intricate and does not improve the entire running time.)
The strategy of this routine is similar to that of Routine 2. It first determines two
adjacent anchored corners and then computes the other two. An important difference is that
it applies constraints of even corners rather than constraints of broad corners.
Recall Lemma 12.4. It states that Ai ∈ ζ(u, u′) if neither of u, u′ is chasing the other,
where u, u′ denote the units containing Ai+1, Ai−1. Recall the extended definition of ζ(u, u′)
in subsection A.4. It shows how to define ζ(u, u′) when neither of u, u′ is chasing the other.
The next lemma is deduced from Lemma 12.4. It bounds a corner when one of its
neighboring corner is anchored on a given vertex, which have the same favor as Lemma 18.2.
See Figure 47. For each vertex V of P , denote
HV = the set of units that lie in (Dback(V )  Dforw(V )). (49)
κ−V =
⋃
u∈HV
ζ(V, u). (50)
κ+V =
⋃
u∈HV
ζ(u, V ). (51)
I Fact 76 ([18]; section 6.4). If two units u, u′ are distinct and non-incident, and neither of
them is chasing the other, Then, u is a vertex and u′ ∈ Hu, or u′ is a vertex and u ∈ Hu′ .
I Lemma 77. If A0A1A2A3 is an LMAP where A0, A1, A2, A3 lie in clockwise order and
Ai is an even corner, (at least) one of the following holds.
e9
e8
e3
e4
e2 ei
ei-1
back(Di)
back(Di-1)
ZZ -
Vκ i-1i
back(Di-1)back(Di)
V=v9
D8
v3
v4
D9 Di
Di-1
V=vi
Figure 47 Definition of HV and κ−V . Here, Hv9 contains the units in (D8  D9).
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(a) Corner Ai+1 lies at some vertex V and Ai lies in κ−V .
(b) Corner Ai−1 lies at some vertex V and Ai lies in κ+V .
Proof. Since Ai is even, units u(Ai+1),u(Ai−1) are distinct and non-incident, and neither
of them is chasing the other. Applying Fact 76, (at least) one of the following holds.
(a’) u(Ai+1) is a vertex and u(Ai−1) ∈ Hu(Ai+1).
(b’) u(Ai−1) is a vertex and u(Ai+1) ∈ Hu(Ai−1).
We claim that (a’) implies (a). Suppose (a’) is true. Let V = u(Ai+1), u = u(Ai−1).
Because (a’), u ∈ HV . Moreover, by Lemma 12.4, Ai ∈ ζ(u(Ai+1),u(Ai−1)) = ζ(V, u).
Together, Ai ∈
⋃
u∈HV ζ(V, u) = κ
−
V . Symmetrically, (b’) implies (b). J
Algorithm for Routine 3 and its analysis
We present our algorithm for Routine 3 in Algorithm 5. Its correctness of follows from
Lemma 77. Its running time is O(n logn) according to the following lemma.
1 foreach vertex pair V, V ′ such that V ′ ∈ κ−V or V ′ ∈ κ+V do
2 Compute and output all the parallelograms that are inscribed, non-slidable, and
have two neighboring corners lying on V, V ′.
3 end
Algorithm 5: Routine 3 for computing the LMAPs
I Lemma 78. 1. For each vertex V , notation κ−V , κ+V are boundary-portions of ∂P . In
addition, we can compute arrays κ−, κ+ in linear time.
2. Array κ−, κ+ have the same monotonicity property as ψ+, ψ− stated in Lemma 70.
3. Given two vertices V, V ′ of P , in O(logn) time we can compute all the non-slidable
inscribed parallelograms which have two neighboring corners lying on V, V ′.
4. Algorithm 5 runs in O(n logn) time.
Proof. 1. and 2. By the definition of ζ in (9), we get{
ζ(vi, ej) = [Zback(Di−1)i−1  Z
j
i ], for ej ∈ Hvi ;
ζ(vi, vj) = [Zback(Di−1)i−1  Z
j
i ], for vj ∈ Hvi .
See Figure 47. Applying the bi-monotonicity of Z-points with the above formulas, we get
κ−vi =
{
[Zback(Di−1)i−1  Z
back(Di)
i ], When Di−1 6= Di;
∅, When Di−1 = Di.
(52)
This implies that κ−V is a boundary-portion. Moreover, due to the bi-monotonicity of
the Z-points, Zback(D1)1 , . . . , Z
back(Dn)
n lie in clockwise order around ∂P , which implies the
monotonicity of κ−. Computing κ− reduces to computing these Z-points. We can first
compute D and then apply Lemma 4.3 to compute the Z-points, which costs O(n) time.
The properties of κ+ can be proved symmetrically.
3. It reduces to finding a chord of P other than V V ′ but is a translation of V V ′, which
can be found in O(logn) time by the Tentative Prune-and-Search technique. See Theorem
3.3 in [22]. (Alternatively, an O(log2 n) method exists which uses a simple binary search.)
4. By Claim 2, there are O(n) pairs of vertices (V, V ′) such that V ′ ∈ κ−V or V ′ ∈ κ+V .
Further by Claim 3, Algorithm 5 runs in O(n logn) time. J
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