Let R k (x) denote the error incurred by approximating the number of k-free integers less than x by x/ζ(k). It is well known that R k (x) = Ω(x 1 2k ), and widely conjectured that R k (x) = O(x 1 2k + ). By establishing weak linear independence of some subsets of zeros of the Riemann zeta function, we establish an effective proof of the lower bound, with significantly larger bounds on the constant compared to those obtained in prior work. For example, we show that R k (x)/x 1/2k > 3 infinitely often and that R k (x)/x 1/2k < −3 infinitely often, for k = 2, 3, 4, and 5. We also investigate R 2 (x) and R 3 (x) in detail and establish that our bounds far exceed the oscillations exhibited by these functions over a long range: for 0 < x ≤ 10 18 we show that |R 2 (x)| < 1.12543x 1/4 and |R 3 (x)| < 1.27417x 1/6 . We also present some empirical results regarding gaps between square-free numbers and between cube-free numbers.
Introduction
For an integer k ≥ 2, we say an integer n is k-free if it has no divisor d > 1 which is a perfect kth power. Let Q k (x) denote the number of positive k-free integers not exceeding x. It is well known that the k-free integers have density 1/ζ(k) in Z + :
Let R k (x) denote the error in estimating Q k (x) by using this density,
.
It is well known that R k (x) = O(x 1/k ) and R k (x) = Ω(x 1/2k ); see the excellent surveys [8, 24] for background and results on k-free integers.
Only slight improvements in bounds on R k (x) have been obtained unconditionally. The best known upper bound, due to Walfisz in 1963 [30] , employed the sharpest known zero-free region of the Riemann zeta function to show that [19] proved with this that for any > 0 one has
This bound has seen improvements for each k, again under the assumption of the Riemann hypothesis. For k = 2, so concerning the distribution of square-free integers, the best result 1 is due to Liu [16] , who proved in 2016 that R 2 (x) = O(x 11/35+ ). For k = 3, 4, and 5, in 2010 Baker and Powell [2] established that R k (x) = O(x θ k + ), with θ 3 = 17/74, θ 4 = 17/94, and θ 5 = 3/20. See Graham and Pintz [9] for improved results concerning larger k under the Riemann hypothesis.
In the other direction, Evelyn and Linfoot [7] in 1931 established the unconditional lower bound that R k (x) = Ω(x 1/2k ), though without an explicit constant. Effective lower bounds of this shape were first established by Stark [28] in 1966, in the course of studying the Schnirelmann density of the k-free integers (i.e., inf n≥1 Q k (n)/n) and showing that for each k this quantity is strictly smaller than the asymptotic density 1/ζ(k). Stark proved that
where B k = 2 1 − γ 1 γ 2 ζ(ρ 1 /k) ρ 1 ζ (ρ 1 ) and ρ j = 1 2 + iγ j for j = 1, 2 denote the first two zeros of the Riemann zeta function on the critical line in the upper half plane. This produces the bounds B 2 = 0.0657, B 3 = 0.0388, B 4 = 0.0297, and B 5 = 0.0261 (truncating after four decimal places). Later, Balasubramanian and Ramachandra [3] (see also [4] ) employed different analytic methods to obtain some explicit bounds, showing that R 2 (x) x 1/4 > 10 −1000 infinitely often, and similarly that this quantity is less than −10 −1000 infinitely often. Also, in 1983 Pintz [27] investigated the mean value of |R k (x)| over the interval [1, y] , and showed that this exceeds c(k)y 1/2k when y is sufficiently large, where c(k) is an effectively computable constant depending on k.
If in fact R k (x) = O(x 1/2k ), then it is straightforward to show that the Riemann hypothesis follows, as well as the simplicity of the zeros of the zeta function on the critical line. Using a result of Landau, these results follow in fact from the weaker result that R k (x)/x 1/2k is bounded by a constant either from above or from below (see [13, 20] ). However, following Ingham [13] , more is true, even under this weaker hypothesis. If R k (x)/x 1/2k is bounded in either direction, then it would follow that there exist infinitely many integer relations among the ordinates of the zeros of the Riemann zeta function on the critical line in the upper half plane. Since there seems no particular a priori reason why such linear relations should exist (see, e.g., [5] ), one may suspect that R k (x)/x 1/2k exhibits unbounded oscillations.
In this article, we establish that R k (x)/x 1/2k exhibits considerably larger oscillations than those established in prior work. Our method produces a nontrivial 1 We note that Cohen et al. [6, p. 54 ] claim that the Riemann hypothesis implies R 2 (x) = O(x 1/4 log x), but this appears to be in error. Indeed, in their Lemma 1, the best choice of n appears to give nothing better than R 2 (x) = O(x 1/3+ ), which is the result of Montgomery and Vaughan [19] . value in place of the constant B k in (1) for any k, and for k ≤ 5, our bound is particularly simple. We record these values in the following statement, along with an asymptotic result. Information on bounds for additional values of k may be found in Section 3 (see Figure 2 ).
In addition,
One expects however that very large x are required for R k (x)/x 1/2k to exhibit large oscillations. Recently Meng [17] , building on work of Ng [23] , conjectured that for each k ≥ 2 there exists a constant β k > 0 such that
Here, we investigate the distribution of square-free and cube-free integers in further detail, and find that R 2 (x)/x 1/4 and R 3 (x)/x 1/6 do not exhibit oscillations nearly as large as those guaranteed by Theorem 1 over a very large interval.
This article is organized in the following way. Section 2 reviews the analytic tools required in our method, and describes the notion of weak independence of a set of real numbers and its relationship to oscillation problems in number theory. Section 3 details the computations that allow us to prove Theorem 1. Section 4 presents calculations on R 2 (x) and related quantities and establishes Theorem 2. Section 5 describes calculations on R 3 (x) and related items and verifies Theorem 3.
Weak independence and oscillations
Let µ (k) (n) denote the characteristic function for the k-free integers, so that µ (2) (n) = µ 2 (n), where µ(n) denotes the usual Möbius function. Writing s = σ + it with σ and t real, for σ > 1 we have
Recasting this as
we see that if R k (x) = O(x 1/2k ), then the right side of (3) is analytic for σ > 1/2k, hence so too is the left side. Since the residue of ζ(s) at s = 1 is 1, the left side is analytic at s = 1. Therefore, if the left side is analytic for σ > 1/2k, this must mean that there are no zeros of ζ(ks) for σ > 1/2k, which implies the Riemann hypothesis. By following an argument first elucidated by Ingham [13] (see also [20, 21] ), one can also show that if R k (x) < Cx 1/2k or if R k (x) > −Cx 1/2k for a positive constant C and all sufficiently large x, then the zeros of the Riemann zeta function are simple. Thus, if the Riemann hypothesis is false, or if the zeta function has a zero on the critical line with multiplicity greater than 1, then R k (x)/x 1/2k must exhibit unbounded oscillations in both the positive and negative directions.
In what follows we therefore assume the Riemann hypothesis and the simplicity of the zeros. Let
It follows that
Letting A k (u) = R k (e u )e −u/2k , we see by (5) that G k (s) is the Laplace transform of A k (u). By assumption, the function G k (s) has a simple pole at s = iγ/k for each γ corresponding to a simple zero of the zeta function at ρ = 1 2 + iγ, but is otherwise analytic for σ ≥ 0. Let T > 1 be a real number, and let m = m(T ) denote the number of zeros 
We say a weight function κ T (t) is admissible if it is nonnegative, even, supported on [−T, T ], takes the value 1 at t = 0, and is the Fourier transform of a nonnegative function. A result of Ingham [13] (see also [20] ) then implies that 
Since the latter sum decays rapidly in u, one might expect B * k (u) from (6) to approximate our normalized function R k (e u )e −u/2k when T is large, and when one chooses the (inadmissible) weight function κ T (t) = 1. Figure 1 Again following Ingham (see also [17, Lem. 3] ), we find that large oscillations in B * k (u) would follow if one could establish that the {γ n } are linearly independent over Q. Using simultaneous approximation, for fixed k one may choose sequences {v j } and {w j }, with v j → ∞ and w j → ∞, so that for each n ≤ m we have
Similarly for the w j we can require the argument of each term to be very near π. In addition, under the assumption of the Riemann hypothesis and the simplicity of the zeros of the zeta function, using a method similar to that employed in [29, Section 14.27] 
We therefore conclude that linear independence of the ordinates of the zeros of ζ(s) in the upper half plane, or even if only finitely many such linear relations exist, implies that R k (x)/x 1/2k must exhibit unbounded oscillations. Thus, R k (x) = O(x 1/2k ) would imply that there are infinitely many such dependencies. One therefore suspects, by analogy with similar work on the Mertens function [5] and sums involving the Liouville function [21] , that R k (x) is bounded neither above nor below by a constant multiple of x 1/2k . As in those earlier investigations, one may obtain information on the magnitude of the oscillations of this function by drawing on the concept of weak independence. Roughly speaking, while establishing linear independence of the ordinates of the zeros of the zeta function in the upper half plane would establish unbounded oscillations, establishing weak independence would allow one to conclude that large oscillations must exist. We review the definition of weak independence and its application to oscillation problems. Additional details may be found in [21, §5] . Let Γ denote a set of positive numbers, and let Γ denote a subset of Γ ∩ [0, T ], for some real parameter T . We say Γ is N -independent in Γ ∩ [0, T ] if the following conditions both hold.
(a) If γ∈Γ c γ γ = 0 with each c γ ∈ Z and each |c γ | ≤ N , then each c γ = 0.
then γ * ∈ Γ , c γ * = 1, and every other c γ = 0.
Anderson and Stark [1] obtained an analogue of Ingham's result for the setting of weak independence. Suppose g(u) is a piecewise-continuous real function which is bounded on finite intervals, and let G(s) denote its Laplace transform,
Suppose G(s) is absolutely convergent in the half-plane σ > σ 0 , and can be analytically continued back to σ ≥ 0, except for simple poles on the imaginary axis occurring at ±iγ for γ ∈ Γ, and possibly at 0 as well. Anderson and Stark established the following result in 1981; a proof may also be found in [21, Thm. 4.1] .
Proposition 1 (Anderson and Stark). Let Γ ⊂ Γ, and suppose Γ is N -independent in Γ ∩ [0, T ]. Then, using the notation above,
where κ T (t) is an admissible weight function.
We apply this result to the function G k (s) from (5) . While the Fejér kernel qualifies as an admissible weight function, we choose the function
which gives higher weight to values near the origin, at the expense of values farther away. This kernel was introduced by Jurkat and Peyerimhoff [14] , and was employed recently by the first and third authors [21] in their study of oscillations in sums involving the Liouville function. Let ρ n = 1 2 +iγ n denote the nth zero of the Riemann zeta function on the critical line in the upper half plane, and let Γ
Then, combining Proposition 1 with (3), (4), and (5) , and observing that κ T /k (t/k) = κ T (t) by (7), we conclude that
In the next section we employ (8) to establish Theorem 1.
Lower bounds on oscillations
We describe a method for computing a value for N for which a particular subset of zeros Γ of size n in Γ∩[0, T ] is N -independent. This follows the method employed in [21, 22] , and additional details may be found there.
Let m = |Γ ∩ [0, T ]|; the value of n ≤ m will be chosen later. We create m−n+1 matrices M 0 , . . . , M m−n in the following way. Matrix M 0 has n + 1 rows and n columns, and is formed by augmenting the n × n identity matrix I n with the additional row ( 2 b γ i1 , . . . , 2 b γ in ). Here, b is a parameter governing the number of bits of precision required, and x denotes the integer nearest x. For 1 ≤ j ≤ m − n, matrix M j has n + 2 rows and n + 1 columns, and is formed in a similar way, by appending a row of the form ( 
The columns of matrix M j generate a Z-lattice Λ j in R n (when j = 0) or in R n+1 (when j > 0), and one may verify that if Γ is N -dependent in Γ∩[0, T ], then one of these lattices must contain a relatively short nonzero vector. For example, if condition (a) of N -independence were violated, so there exists a nontrivial c = (c 1 , . . . , c n ) ∈ Z n with each |c j | ≤ N and n j=1 c j γ ij = 0, then v = (c 1 , . . . , c n , n j=1 c j 2 b γ ij ) is a nonzero vector in Λ 0 , and one may compute that |v| 2 ≤ ( n 2 4 + n)N 2 . A violation of requirement (b) for N -independence likewise implies the existence of a vector in one of the other lattices Λ j with length bounded by a similar expression in n and N . Thus, if we can determine a lower bound on the length of a nonzero vector v in any of the lattices Λ j , then we can choose N to
We can obtain a lower bound on the length of a nonzero vector in an integer lattice by computing the Gram-Schmidt orthogonalization of a basis of the lattice: no nontrivial vector in the lattice can be smaller than the smallest vector in this orthogonalization (see [21] for a proof). However, applying Gram-Schmidt to the bases described here would produce very poor results. Instead, one applies the LLL lattice reduction algorithm [15] to the given bases first, in order to produce alternative bases whose component vectors are in a sense more orthogonal, and then we apply Gram-Schmidt to this basis. This allows us to compute a value N j for each lattice Λ j . We may then select N = min j {N j } and apply Proposition 1. We apply this strategy to establish our first theorem.
Proof of Theorem 1. For 2 ≤ k ≤ 5, we describe values for n, m, b, and T that allow us to conclude the stated bound of 3. We set T = γ m+1 − , so that γ m < T < γ m+1 (here = 10 −10 certainly suffices), and some experimentation suggested that b needed to grow linearly in n in order to obtain suitable values for N . This leaves choices for n and m. Once these are selected, we form Γ as the n elements
We have some latitude with m and n, and therefore choose them to minimize our computation time. A large value for n produces many terms in the sum in (8) , so m may not need to be much larger than n in order to achieve a desired result. While this would mean relatively few matrices to process, the work to process each matrix scales empirically as approximately n 4 (and no worse than O(n 6+ ) from the worst-case run times in LLL, since we choose b linear in n). Thus, computation times grow significantly with n, so computational capacity prevents us from picking n too large. On the other hand, if we restrict n too much, then we need m to be large in order to find enough zeros of the zeta function producing sufficient terms in (8) to achieve our desired bound, so we would have a large number of matrices to process. This again imposes a computational constraint. Balancing these considerations leads us to the values chosen here.
For k = 2, we selected n = 320, m = 3560, and b = 9100, and after applying LLL followed by Gram-Schmidt on these 3241 matrices, we find the value N = 1630 suffices. For k = 3, we needed only n = 240, m = 2540, and b = 6100, and determine N = 1362. For k = 5, we set n = 290, m = 2880, and b = 8000, and compute that N = 1684 suffices. No additional computation was required for k = 4, since our weak independence result for k = 2 already sufficed to produce a constant larger than 3 in (2). These parameters, along with the value we obtain for N in each calculation, are summarized in Table 1 . This table also lists the indices of the zeros of ζ(s) utilized in each calculation.
We remark that the LLL algorithm allows specifying a parameter δ ∈ (1/4, 1), which governs the amount of work performed by this method. Large values for δ produce better bases, at a cost of longer run times. We selected δ = 0.99 throughout, as this allowed us to obtain useful results at smaller dimensions. 190, 192, 194, 196, 197, 200-205, 210- Our calculations produce the following more precise values for the lower bound C k on required oscillations in R k (x)/x 1/2k (truncated at five decimal places): C 2 = 3.00119, C 3 = 3.00096, C 4 = 3.04262, C 5 = 3.00187.
For the asymptotic result, we compute the limiting value of the expression on the right in (8) as k → ∞, using the data in the first row of Table 1 .
The total computation time for this work was approximately 4.7 core-years, using Intel Xeon Sandy Bridge processors on a large cluster maintained by the National Computational Infrastructure (NCI) in Canberra, Australia.
Last, we remark that the weak independence results summarized in Table 1 allow us to deduce lower bounds on the oscillations of R k (x)/x 1/2k for any k. While additional computations of a similar magnitude tuned to a specific value of k would produce somewhat improved values, we may use the existing weak independence results in combination with (8) to obtain a bound for any k. For example, the 1630-independence of the 320 zeros employed in our calculation for k = 2 produces the bounds C 6 = 2.59030, C 7 = 2.43913, C 8 = 2.36244, C 9 = 2.23963, and C 10 = 2.11411. The values we obtain in this way for 6 ≤ k ≤ 100 are exhibited in Figure 2 . We remark that C k > 1 for k ≤ 45, and C 100 = 0.76250. 
Computations on square-free numbers
The function Q 2 (x) may be computed using the formula [12]
which has a computational complexity of O(x 1/2+ ). This can be improved by taking advantage of the fact that x/a 2 is constant over lengthy intervals as a approaches x. Let x k = x/k , and let M (x) = n≤x µ(n) be Mertens' function. Then it is straightforward to show (see [26] for details) that
where n is a positive integer satisfying n ≤ (x/4) 1/3 . In our computations we employed n = 0.05 3 √
x . Even without a fast way to compute M (x), formula (9) can be used to great advantage when preparing a table of values of Q 2 (x), because the work of accumulating µ(n), i.e., of computing M (x) for a sequence of increasing values of x, needs to be done only once. This is especially true if Q 2 (x) is computed for many values of x in one run.
In order to have a good idea about how R 2 (x)/x 1/4 behaves for "small" values of x, and to confirm what the explicit formula for Q 2 (x) predicts-cf. part (a) of Figure 1 -the values of Q 2 1/2 + 10 k/20000 for all integer values of k satisfying 20000 × 8 ≤ k ≤ 20000 × 28 were computed using the algorithm described in the previous paragraph. A geometric progression, with 100 values per decade, was then used to subdivide the interval [10 8 , 10 28 ], and the minimum and maximum of R 2 (x)/x 1/4 of the 200 values belonging to each subinterval were computed. Figure 3 presents them. This figure suggests that, up to 10 28 , the quantity |R 2 (x)| x −1/4 stays below 1.2; indeed, it appears that it rarely exceeds 1. However, it must be emphasized that the data used to make this figure is sparse, and so the actual lower and upper bounds in each interval will almost certainly differ. (One may compare Figure 4 .) On the subintervals mentioned above with upper limits less than or equal to 10 18 , these estimates of the minima and maxima were used to speed up the determination of the true minima and maxima of R 2 (x)/x 1/4 . This was done in the following way. Using a segmented sieve that sieves with the squares of primes, 3 all square-free integers in each interval were identified. Each segment of the square-free sieve analyzed 64 integers at a time. If it was determined that for all possible ways Q 2 (x) could increase 4 it was not possible to reach a new minimum or maximum of R 2 (x)/x 1/4 , then a fast path in the code was taken; otherwise, all points of increase of Q 2 (x) for these 64 consecutive integers were examined one at a time. In the fast path, a population count instruction (sideways addition) was used to update the running values of Q 2 (x) and a rational approximation to R 2 (x).
To avoid a loss of precision when two nearby, large, finite precision real numbers are subtracted, instead of keeping track of the value of R 2 (x), our code uses the rational approximation U 2 /V 2 to 1/ζ(2), with U 2 = 4391 12660 01254 and 
For the rational approximation to 1/ζ(2) chosen, for x ≤ 10 18 there is no danger of arithmetic overflow in the value of V 2 Q 2 (x) − U 2 x as long as R 2 (x)/x 1/4 < 4, which is a very pessimistic bound. Furthermore, up to 10 18 , the error of approximating
) is at most 9.7 × 10 −16 , and so the computation of R 2 (x)/x 1/4 can be done using standard double-precision floating arithmetic.
To avoid the very small danger of missing a true extremum due to roundoff errors, for each interval we also recorded the R 2 (x)/x 1/4 values that were within 10 −6 of an extremum. After finishing processing an interval these "close call" values (in most cases there were none) were confirmed not to be extremal values.
When the fast path was taken, which was most of the time due to good initial estimates of the minimum and maximum of R 2 (x)/x 1/4 in an interval, processing 64 consecutive integers required about 48 clock cycles. This includes sieving, updating V 2 Q 2 (x)−U 2 x, and collecting statistics about gaps between consecutive square-free integers (described below in Section 4.1).
Proof of Theorem 2. Using the segmented square-free sieve described above, we computed Q 2 (x) for all positive integers k ≤ 10 18 . For k ≤ x < k + 1, Q 2 (x) is constant and positive. In these conditions the first derivative of R 2 (x)/x 1/4 cannot vanish. It is therefore enough to examine R 2 (x)/x 1/4 at every point of increase of Q 2 (k). For minima, the value of Q 2 (x) before the point of increase is the one that needs to be taken into consideration. For maxima, the value of Q 2 (x) after the point of increase is the one that needs to be taken into consideration.
Up to 10 18 it was found that R 2 (x)/x 1/4 > −1.12543 and that R 2 (x)/x 1/4 < 1.11653. The minimum occurred at x = 15495 33137 38409 − , for which Q 2 (x) = 9420 03189 39699 and R 2 (x)/x 1/4 ≈ −1.12542 91388. The maximum occurred at x = 43, for which Q 2 (x) = 29 and R 2 (x)/x 1/4 ≈ 1.11652 25284. Figure 4 depicts the actual minima and maxima in all subintervals of [10 8 , 10 18 ] into which the computation was split. The interval (0, 10 8 ] was dealt with separately. Table 2 presents all relevant data for interesting values of x: minimum smaller than −1 or maximum larger than 1 in a subinterval.
The computation, which also included the collection of statistics about gaps between consecutive square-free integers, described in Section 4.1 below, required approximately 6 core-years. Some steps were taken to ensure the correctness of the computation. No random errors, due to sporadic hardware faults, were found. The computation was double-checked up to 4 × 10 16 using different computers. 
4.1.
Computations on gaps between square-free numbers. If n is a squarefree integer and the smallest square-free integer larger than n is n+g, then we say g is the gap between them. Because it took little extra time during the computation of Q 2 (x) up to 10 18 , we also recorded the number occurrences of gaps of different sizes between square-free numbers. By using one bit per integer to record whether it is square-free, the number of occurrences of a gap size of 1 within an interval of 64 consecutive integers can be determined with a logical shift operation, followed by a bitwise and, then a population count. Counting the number of occurrences of larger gaps can be done in essentially the same way, though one must ensure that only gaps between consecutive square-free numbers are counted; this can be done using only two 64-bit registers and elementary bitwise logical operations. The gap between the last square-free integer in each interval of 64 integers and the first square-free integer of the next interval has to be handled separately-on contemporary Intel and AMD processors this can be done efficiently by using the bit scan forward and bit scan reverse instructions. Table 3 reports the number of occurrences for each gap that were observed up to 10 18 . The location of the first occurrence of each gap was also recorded. These first occurrences match exactly the known entries of sequence A020754 of the Online Encyclopedia of Integer Sequences.
Let h = {h 1 , . . . , h l } be a set of l distinct positive integers. It is known (see, e.g., [11, 18] 
Here, p is a prime and ν(p) denotes the number of distinct residue classes modulo p 2 occupied by the offsets h i . From this result it is possible to compute, using the inclusion-exclusion principle, the theoretical density of a specific gap between consecutive square-free numbers. In particular, a gap g occurs with density
where the sum is over all subsets h of 0, 1, . . . , g that contain both 0 and g. The quantity D 2 (g) was computed by using this method for 1 ≤ g ≤ 56. For this range of values of g it suffices to compute, for each subset h, the quantity
This Euler product was computed using the prodeulerrat function of the PARI/GP calculator [25] . The computation was performed and double-checked on four DE2-115 FPGA kits, using a custom-designed digital circuit. Each DE2-115 kit, working at 125 MHz, was about three times faster than an Intel i5-8400T processor (using all six cores turbo-boosted to 3 GHz). The computation of D 2 (56) took 18 days. Table 4 presents the computed values of D 2 (g). As a check of the correctness of the computations, 56 g=1 D 2 (g) was computed using 200 decimal digits and compared to 1/ζ(2); the difference, 1.88013 . . . × 10 −72 was, as expected, smaller than D 2 (56). The empirical data of Table 3 is in excellent agreement with the theoretical density data.
As depicted in Figure 5 , we find that −0.72g log g is a good approximation to log D 2 (g). The constant −0.72 obtained here differs somewhat from the asymptotic value of − 6 π 2 (1 + o(1)) ≈ −0.6079(1 + o(1)) obtained in 1997 by Grimmett [10, Thm. 1] . This may well be due to slow convergence coming from the approximation 
where p k denotes the kth prime, as used in that article. The next term in this asymptotic expansion is k log log k, which is not insignificant even for moderate values of k, so it is possible that a more refined analysis would better match our results for these small k. We leave this for future research.
Computations on cube-free numbers
The cube-free case was handled in almost the same way as the square-free case. Below, we describe only the most relevant differences between the two cases.
The function Q 3 (x) can be computed using the formula
Because evaluating it was fast enough for our purposes, this formula was used to build a table of values of Q 3 (x) for x values in a geometric progression up to 10 28 , just as was done for the square-free case. Up to 10 18 , these values were used to compute good estimates of the minimum and maximum of R 3 (x)/x 1/6 for each subinterval into which the computation was subdivided. The constant 1/ζ(3) was approximated by U 3 /V 3 , with U 3 = 9372 16458 26352 and V 3 = 11265 87513 41045. The fast path case of the code was taken when it was determined that, based on the current value of V 3 Q 3 (x) − U 3 x, no new extrema could occur. To assess this, the worst cases are: for the maximum, in an interval of 47 consecutive integers there can exist 42 cube-free integers, and for the minimum, in an interval of 64 consecutive integers there can exist no cube-free integers.
Proof of Theorem 3. Using a cube-free segmented sieve, we computed Q 3 (x) for all positive integers k ≤ 10 18 . It was found that R 3 (x)/x 1/6 > −1.13952 and that R 3 (x)/x 1/6 < 1.27417. The minimum occurred at x = 37 25506 68027 64753 − , for which Q 3 (x) = 30 99276 47392 06106 and R 3 (x)/x 1/6 ≈ −1.13951 13865. The maximum occurred at x = 239, for which Q 3 (x) = 202 and R 3 (x)/x 1/6 ≈ 1.27416 63981. Figure 6 depicts the actual minimum and maximum in each subinterval of [10 8 , 10 18 ] into which the computation was split. The interval (0, 10 8 ] was dealt with separately. Table 5 presents all relevant data for interesting values of x: those with minimum smaller than −1 or maximum larger than 1 in a subinterval.
This computation, which also included the collection of statistics about gaps between consecutive cube-free integers, described below in Section 5.1, required about 4.2 core-years. Some steps were taken to ensure the correctness of the computation. No random errors, due to sporadic hardware faults, were found. The computation was double-checked up to 10 16 using different computers.
5.1.
Computations on gaps between cube-free numbers. Again, the cubefree case was handled in almost the same way as the square-free case. Table 6 reports the number of occurrences of each gap that were observed up to 10 18 . The location of the first occurrence of each gap is also recorded.
In the cube-free case, A 3 (h) is computed by using where p is a prime and ν(p) denotes the number of distinct residue classes modulo p 3 occupied by the offsets h i . A gap of size g occurs with density Table 7 . Theoretical densities of gaps between consecutive cubefree numbers.
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