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We propose a new strategy for determining the equation of state of a relativistic thermal quantum
field theory by considering it in a moving reference system. In this frame an observer can measure
the entropy density of the system directly from its average total momentum. In the Euclidean path
integral formalism, this amounts to compute the expectation value of the off-diagonal components
T0k of the energy-momentum tensor in presence of shifted boundary conditions. The entropy is thus
easily measured from the expectation value of a local observable computed at the target temperature
T only. At large T , the temperature itself is the only scale which drives the systematic errors, and
the lattice spacing can be tuned to perform a reliable continuum limit extrapolation while keeping
finite-size effects under control. We test this strategy for the four-dimensional SU(3) Yang-Mills
theory. We present precise results for the entropy density and its step-scaling function in the
temperature range 0.9Tc − 20Tc. At each temperature, we consider four lattice spacings in order
to extrapolate the results to the continuum limit. As a byproduct we also determine the ultraviolet
finite renormalization constant of T0k by imposing suitable Ward identities. These findings establish
this strategy as a solid, simple and efficient method for an accurate determination of the equation
of state of a relativistic thermal field theory over several orders of magnitude in T .
Introduction.— Relativistic thermal quantum field theo-
ries are of central importance in many areas of research
in physics. The equation of state (EOS) of Quantum
Chromo Dynamics (QCD) is a very basic property of
strongly-interacting matter that is of absolute interest in
particle and nuclear physics, and in cosmology. It is also
a crucial input in the analysis of data collected at the
heavy-ion colliders.
Lattice QCD is the only known theoretical framework
where the EOS can be determined from first principles
in the interesting range of temperature values. Since
the perturbative expansion converges very slowly, the
full computation of the EOS has to be done numerically
over several orders of magnitude in T . Severe unphysi-
cal contributions hinder the standard way of computing
the pressure and the energy density. The expansion of
the free energy in the bare parameters, and the subtrac-
tion of ultraviolet power divergences make the compu-
tation of the EOS technically difficult and numerically
very demanding [1–4] (see Ref. [5] for a recent review).
Temperatures higher than a few hundreds MeV are still
unreachable with staggered fermions. The computation
remains prohibitive with Wilson fermions. The obsta-
cles, however, are not rooted in the physics content of
the EOS, but in the strategy adopted for its computa-
tion. This calls for a conceptual progress able to trigger
new computational strategies, which in turn are capable
to reach the goal of a precise computation of the EOS in
a generic discretization of the theory.
The underlying Lorentz symmetry of relativistic ther-
mal theories offers an elegant and simple solution to this
problem. In these theories the entropy is proportional to
the total momentum of the system as measured by an ob-
server in a moving frame. Remarkably, the corresponding
Euclidean path integral formulation is rather simple. It
corresponds to inserting a shift ξ in the spatial directions
when closing the boundary conditions of a field φ in the
compact direction of length L0 [6–9]
φ(L0,x) = φ(0,x− L0 ξ) . (1)
In the thermodynamic limit, the invariance of the dynam-
ics under the SO(4) group implies that the free energy
density f(L0, ξ) satisfies [6–8]
f(L0, ξ) = f(L0
√
1 + ξ2,0) . (2)
Hence the free energy does not depend on L0 and ξ sep-
arately but on the combination L0
√
1 + ξ2 = T−1 which
fixes the inverse temperature of the system. This redun-
dancy implies that the thermal distributions of the total
energy and momentum are related, and interesting Ward
identities (WIs) follow. In particular, the entropy density
can be written as [6]
s(T )
T 3
= − (1 + ξ
2)
ξk
〈T0k〉ξ
T 4
, (3)
where 〈·〉ξ stands for the expectation value computed
with a non-zero shift ξ. No ultraviolet power-divergent
contributions need to be subtracted from 〈T0k〉ξ.
In this Letter we explore a new computational strategy
for determining the EOS of a relativistic thermal quan-
tum field theory based on Eq. (3). We illustrate the
power of the method in the SU(3) Yang-Mills theory,
where we determine the entropy density of the system in
the range 0.9Tc−20Tc. This is a particularly interesting
theory since it is the limit of QCD in absence of fermions
(or with infinitely heavy fermions), and it can be used
to test new ideas and numerical methods without facing
the problems of simulating dynamical fermions. Since it
relies on Lorentz invariance only, the strategy is directly
applicable to any relativistic thermal theory and, in par-
ticular, to QCD.
Entropy density from the lattice.— We regularize the
four-dimensional SU(3) Yang–Mills theory on a square
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2lattice of size L0 × L3 and of spacing a. The link vari-
ables Uµ(x) ∈ SU(3) represent the gauge field and the
Wilson action S is, up to a constant, given by
S[U ] = −β
6
∑
x,µν
Re Tr[Uµ(x)Uν(x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x)]
where β = 6/g20 , and g0 is the bare coupling. We im-
pose periodic boundary conditions in the spatial direc-
tions and shifted boundary conditions along the compact
direction, Uµ(L0,x) = Uµ(0,x − L0 ξ), where (L0/a) ξ
is a vector with integer components. We consider the
clover definition of the energy-momentum tensor on the
lattice [10]
Tµν =
β
6
{
F aµαF
a
να −
1
4
δµνF
a
αβF
a
αβ
}
. (4)
The field strength tensor is defined as
F aµν(x) = −
i
4a2
Tr
{[
Qµν(x)−Qνµ(x)
]
T a
}
, (5)
where T a = λa/2 with λa being the Gell-Mann matrices,
and (see Ref. [10] for more details)
Qµν(x) = Pµν(x)+Pν−µ(x)+P−µ−ν(x)+P−νµ(x) . (6)
The matrix Pµν(x) is the parallel transport along an el-
ementary plaquette at the lattice site x along the direc-
tions µ and ν, and the minus sign stands for the negative
orientation. The lattice regularization breaks explicitly
translation invariance down to a discrete sub-group. As a
consequence the off-diagonal components of the energy-
momentum tensor renormalize multiplicatively [10], and
Eq. (3) becomes
s(T )
T 3
= − (1 + ξ
2)
ξk
ZT 〈T0k〉ξ
T 4
. (7)
The renormalization constant ZT of T0k can be fixed by
imposing suitable WIs [6, 7]. ZT depends only on the
bare coupling constant and, up to discretization effects,
it is independent of the kinematic parameters e.g., L, T ,
ξ. These parameters can be chosen at will, with the con-
dition that they remain constant in physical units when
approaching the continuum limit, or that they generate in
ZT negligible discretization effects compared to the sta-
tistical errors. Ultimately, which WI and/or kinematics
are the most effective has to be investigated numerically.
We have found that for the SU(3) Yang–Mills theory dis-
cretized with the Wilson action, ZT can be determined
with small discretization effects and with a limited nu-
merical effort as
ZT =
1
2aL3
1
〈T0k〉ξ ln
Z(L0, ξ + a/L0kˆ)
Z(L0, ξ − a/L0kˆ)
, (8)
where Z(L0, ξ) is the partition function of the theory.
Once ZT is known, the lattice size and spacing can be
adjusted so to carry out a reliable continuum limit ex-
trapolation of the entropy density at any given value of
T with moderate computational resources. This is pos-
sible thanks to the fact that at large T the temperature
itself is the only relevant scale that drives discretization
and finite volume effects. The mass gap of the theory
is proportional to T , and small pre-factors in its expres-
sion do not invalidate the strategy. Indeed increasing the
spatial size of the lattice does not increase the compu-
tational effort at fixed statistical accuracy since T0k is a
local observable.
A slightly different approach is to define a step-scaling
function Σ(T, r) for the entropy density as
Σ(T, r) =
T 3s(T ′)
T ′3s(T )
=
(1 + ξ
′2)3 ξk
(1 + ξ2)3 ξ′k
〈T0k〉ξ′
〈T0k〉ξ , (9)
where ξ and ξ′ are two different shifts. The factor ZT
drops out and the step-scaling function has a universal
continuum limit as it stands. When L0 and β are kept
fixed, the step r in the temperature is given by the ratio
r = T ′/T =
√
1 + ξ2/
√
1 + ξ′2. Once Σ(T, r) is known,
the entropy density at a given temperature can be ob-
tained from its value at a single reference temperature T0
by solving the straightforward recursion relation. Thus,
ZT has to be determined only at the values of β where
s(T0)/T
3
0 is being measured.
Numerical computation.— We have measured the en-
tropy density (preliminary results were presented in [11])
in the range 0.9Tc−20Tc, where Tc is the critical temper-
ature. We opted for computing the step-scaling function
at 9 temperatures in the range T0/2 – 8T0, with values
separated by a step-factor of about
√
2. The reference
temperature has been fixed to T0 = L
−1
max, where Lmax
in units of the standard reference scale r0 corresponds to
Lmax/r0 = 0.738(16) [12, 13]. The critical temperature is
r0Tc = 0.750(4) [1, 14], and therefore T0 ' 1.807Tc. At
this temperature we have computed also the renormal-
ization constant ZT . At each value of the lattice spacing
and of L0/a, we have measured 〈T0k〉ξ for two shifts, ξ =
(1, 0, 0) and (1, 1, 1) with standard numerical techniques.
The step-scaling function is then computed by using
Eq. (9) as Σ
(
1/(2L0),
√
2
)
= 〈T0k〉(1,0,0)/(8〈T0k〉(1,1,1))
At each T we have collected data at four different values
of the lattice spacing, corresponding to L0/a = 3, 4, 5
and 6. At the first four temperatures, β has been fixed
from r0/a by requiring that Lmax = 0.738 r0 [13]. For
the other data sets, we have determined β by interpo-
lating quadratically in ln (L/a) the data listed in Tables
A.1 and A.4 of Ref. [12] corresponding to fixed values of
g¯2(L). In order to keep finite volume effects below the
statistical errors, we have considered TL ≥ 12. Taking
into account the present estimate of the lightest screening
mass, finite size effects are expected to be negligible com-
pared to our statistical errors [6]. On the coarsest lattice
of each data set, we have performed numerical simula-
tions at a smaller volume. No finite size corrections were
observed within errors. All the details of the simulations
will be reported elsewhere [15]. We just note that the β
values range from 5.85 to 8.6, and the number of lattice
points in the spatial directions goes from 643 to 1283.
In Fig. 1 we show the results for Σ¯ = Σ − Σ0 + 1 as a
function of (a/L0)
2 for the 8 highest temperatures, where
(Σ0 − 1) are the tree-level discretization effects that are
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FIG. 1. Left: continuum limit extrapolation of the entropy step-scaling function. Right: continuum limit extrapolation of
entropy density at the reference temperature T0, normalized to the Stefan-Boltzmann (SB) value sSB/T
3 = 32pi2/45.
T/T0 Σs(T,
√
2) s/sSB
1/2 42(9) 0.016(3)
1/
√
2 1.189(6) 0.663(5)
1 1.074(5) 0.788(4)√
2 1.048(5) 0.846(6)
2 1.031(4) 0.887(8)
2
√
2 1.017(4) 0.914(9)
4 1.011(4) 0.930(10)
4
√
2 1.005(4) 0.940(11)
8 1.002(5) 0.945(12)
8
√
2 - 0.947(13)
TABLE I. Continuum limit extrapolated values of the step-
scaling function and of the entropy density.
subtracted analytically [6]. The statistical errors range
from 1 per-mille up to 3.5 per-mille. For these data sets
the residual lattice artifacts turn out to be very small,
and at most of 2% already at L0/a = 3. A continuum
linear extrapolation in (a/L0)
2 of the three points with
finer lattice spacings works very well for all data sets as
shown in Fig. 1. The intercepts of these fits are our best
estimate of the step-scaling function in the continuum
limit. A quadratic fit of all four points give always com-
patible results within the statistical errors. The same
applies for a combined fit of all data with discretization
effects parametrized as expected in the weak coupling ex-
pansion. For the last 5 temperatures we interpolate the
results for Σs(T,
√
2) in the renormalized coupling, and
use the fit function to correct for the slight mismatch in
the scales from Ref. [12]. The best values for the step-
scaling function are given in Tab. I, and shown in the left
plot of Fig. 2.
The renormalization constant ZT has been determined
from Eq. (8). In this case it is not necessary to con-
sider large spatial volumes, and the numerical simula-
tions have been performed with L/a = 12 and 16. The
finite-volume 〈T0k〉ξ in the denominator has been com-
puted as described above. The derivative in the nu-
merator requires the calculation of a ratio of two par-
tition functions which cannot be computed in a single
Monte Carlo simulation due to the very poor overlap
of the relevant phase space of the two integrals. In
this case we have used the Monte Carlo procedure of
Refs. [8, 9]. We consider a set of (n+1) systems with ac-
tion S(U, ri) = riS(U
(ξ−a/L0kˆ)) + (1 − ri)S(U (ξ+a/L0kˆ))
(ri = i/n, i = 0, 1, . . . , n), where the superscript indi-
cates the shift in the boundary conditions. The rele-
vant phase space of two successive systems with ri and
ri+1 is very similar and the ratio of their partition func-
tions, Z(β, ri)/Z(β, ri+1), can be efficiently measured
as the expectation value of the observable O(U, ri+1) =
exp (S(U, ri+1)− S(U, ri)) on the ensemble of gauge con-
figurations generated with the action S(U, ri+1) [16]. The
discrete derivative is then written as
1
2a
ln
Z(L0, ξ + a/L0kˆ)
Z(L0, ξ − a/L0kˆ)
=
1
2a
n−1∑
i=0
ln
Z(β, ri)
Z(β, ri+1) . (10)
All the details and the results of the computation of ZT
will be presented elsewhere [15]. In Tab. II we report the
values of ZT at the 8 values of β needed to renormalize
the entropy density at the temperature T0 computed with
shift ξ = (1, 0, 0) and (1, 1, 1). Albeit with smaller statis-
tical errors, our values are in agreement with those found
in Ref. [17]. Also in this case we have subtracted the dis-
cretiazion effects of the free theory. In each of the two sets
of data we keep L0 fixed in physical units, so that resid-
ual (small) discretization effects in ZT will be removed in
the continuum limit extrapolation of the renormalized en-
tropy density. Discretization effects due to finite volume
are negligible within our errors. For completeness, in the
same Table we also report the corresponding expectation
values of 〈T0k〉ξ in the large volume which enters Eq. (7).
The results for s(T0)/T
3
0 as defined in Eq. (7) are shown
in the right plot of Fig. 1. The typical statistical error is
just below half a percent, while the largest discretization
error is roughly 3%. The continuum limit extrapolation
of the data with ξ = (1, 0, 0) and (1, 1, 1) at the three finer
lattices are in excellent agreement among themselves. A
combined extrapolation gives s(T0)/sSB(T0) = 0.788(4)
with a χ2/dof = 0.74, see Tab. I.
Results and conclusions.— Once the entropy density has
been measured at T0, s(T ) at the other temperatures is
computed by solving the straightforward recursive rela-
tion for the step-scaling function. The values obtained
for the entropy density are reported in Tab. I and shown
in Fig. 2. The precision reached for s(T ) is half a percent
at T0, and becomes at most 1.5% at T/T0 = 8
√
2. We
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FIG. 2. The step-scaling function (left) and the entropy density normalized to the SB value (right) versus the temperature.
The dashed lines (red) are the SB values, while the dotted-dashed lines (blue) are the perturbation theory ones from Ref. [19].
β L0/a 〈T0k〉(1,0,0) ZT
6.0403 3 −5.4278(22) 10−3 1.585(6)
6.2257 4 −1.7262(5) 10−3 1.523(6)
6.3875 5 −0.7203(5) 10−3 1.497(4)
6.5282 6 −0.3536(5) 10−3 1.484(6)
β L0/a 〈T0k〉(1,1,1) ZT
6.2670 3 −6.584(11) 10−4 1.528(6)
6.4822 4 −2.187(3) 10−4 1.475(6)
6.6575 5 −0.9251(19) 10−4 1.456(3)
6.7981 6 −0.4524(14) 10−4 1.439(6)
TABLE II. The bare vacuum expectation values of 〈T0k〉ξ
at the reference temperature T0 for ξ = (1, 0, 0) and (1, 1, 1).
The renormalization constant ZT at the corresponding eight
β values is also reported.
expect to reduce the latter error to the same level of the
former once the renormalization constant is determined
in the full range 0 ≤ g20 ≤ 1 [15]. Taking into account
that the entire computation required a few million of core
hours on BG/Q, the precision reached shows the poten-
tiality of the strategy.
The results for the entropy density are in agreement
with those in Refs. [1, 18], and for T > 2Tc with the
more precise ones in Ref. [2]. Our data differ by several
standard deviations from those in Ref. [2] in the inter-
val Tc < T < 2Tc. A more detailed comparison will be
presented in Ref. [15], where more points will be added
in this low-temperature region. The step-scaling func-
tion at T ∼ 15Tc is already compatible with the high-
temperature limit within the half a percent uncertainty
quoted. The entropy density, however, still differs from
the Stefan-Boltzmann value by rougly 5% at T ' 20Tc.
To compare with the known perturbative formula [19],
we use ΛMS r0 = 0.586(48) [12, 13] and we fix the O(g
6)
undetermined coefficient by matching the perturbative
value of the entropy density with our data at the largest
temperature T ' 20Tc. The results are shown in Fig. 2.
Despite the good agreement, it must be said that the
contribution from the various orders in the perturbative
series is oscillating. At our largest temperature the con-
tribution of O(g6) is roughly 40% of the total correc-
tion to the entropy density given by the other terms, see
Ref. [15] for more details.
On a more theoretical side, the results presented in
this Letter are a direct non-perturbative verification of
the consequences of Lorentz invariance at finite T.
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