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Abstract
Hydrologic system analysis plays an important role in various projects in water resources
related issues, such as floods and drought control, as well as in planning, design, and op-
eration of such projects. The role of this system is to produce output from given inputs.
Precipitation is one of the major inputs of hydrologic systems. In reality, precipitation data
are unfortunately frequently inadequate observation datasets, regarding both record length
and completeness due to issues such as a small number of spatial observations and instru-
ment error. Insufficient precipitation data regarding time series length and spatial coverage
can lead to serious problems in hydrological analysis, resulting in either underestimation or
overestimation of hydrological design values.
To overcome the lack of high quality of precipitation observation data, spatial and tempo-
ral models of precipitation are required to fill in missing values, extend the length of data,
and interpolate and simulate spatial data at unobserved locations. Many precipitation mod-
els have been developed over the past half-century by hydrologists in order to bridge the
gap between the need for high-quality precipitation data and the lack of available data in
reality. Most precipitation models are developed with either an explicit or implicit underly-
ing Gaussian dependence assumption, which can bias the estimation of reality. One of the
main characteristics of Gaussian models is that the observation data are assumed to exhibit
symmetric dependence structures, for instance, between low and high values.
The first goal of this study is to empirically investigate the behaviour of the spatial depen-
dence of precipitation fields. This would determine whether the Gaussian assumption is
fulfilled in regard to the symmetric spatial dependence structure between low and high pre-
cipitation values. The second target is to then quantify the consequences of an asymmetric
spatial dependence on the spatial extremes of areal precipitation amounts, where are fre-
quently required for hydrological design.
In order to complete the first goal of this study, an asymmetry function which can incor-
porate zero precipitation amounts is introduced on the basis of empirical bivariate copulas.
Copulas are new tools for multivariate modelling which have been broadly implemented
into precipitation applications over the last decade. Copulas are multivariate distributions
with uniform marginal distributions used to describe the dependence structure between
random variables without information on the univariate marginal distributions. The asym-
metric function is then used for the investigations. Investigations of asymmetric spatial
dependence are carried out in the regions of Bavaria, Baden-Wu¨rttemberg and Singapore.
In order to achieve the second target, the symmetric Gaussian dependence based models
are evaluated in the context of spatial extremes of areal precipitation amounts over a regular
grid and compared to the asymmetric spatial dependence based models. Both models are
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implemented in the regions of Singapore and Bavaria using daily precipitation. Gaussian
copulas are chosen to represent the symmetric spatial dependence based models because the
model is very popular and simple where the dependence structure is completely determined
by the correlation coefficient matrix. The V-copulas are selected to represent the asymmetric
spatial dependence based models which are constructed from Gaussian copulas through a
non-monotonic transformation with the parameters m and k.
Both Gaussian and V-copulas are fitted to the empirical copulas using standard maximum
likelihood methods, where zero precipitation amounts are treated as latent variables of
a continuous distribution. Zero-inflated precipitation data frequently occur, especially at
higher time resolutions (e.g. hourly or daily scales). Precipitation is modelled using a con-
tinuous distribution. Dry locations correspond to values not exceeding a threshold in the
continuous distribution.
Investigation results prove that precipitation events tend to follow the positive asymmet-
ric spatial dependence structure, in particular at short separating distances. This implies
that precipitation with higher intensities tends to be more spatially correlated than lower
intensities. This is very interesting since spatial interpolation is commonly carried out using
nearby points. Consequently, spatial precipitation models based on symmetric Gaussian
dependence could result in underestimation of actual precipitation extremes.
The V-transformed normal copulas provide a possible solution to model the natural pro-
cesses of precipitation which follow asymmetric spatial dependence structures reasonably
well within high multidimensional problems. Empirical investigations focusing on the spa-
tial extremes of gridded areal precipitation amounts reveal that the Gaussian copulas fre-
quently exhibit lower spatial extremes of mean areal gridded precipitation values than the
V-copulas. This is an indication that extreme precipitation occurrences, which typically be-
have in a clustering manner, cannot be modelled reasonably by Gaussian copulas. As a
result, Gaussian copulas would yield an underestimation of flood risks and should there-
fore be implemented with care in the wider practice of flood designs.
Kurzfassung
Die Analyse hydrologischer Systeme spielt bei unterschiedlichsten Projekten, die sich mit
Wasserressourcen verbundenen Fragestellungen bescha¨ftigen, eine entscheidende Rolle.
Das ko¨nnen z.B. Fragestellungen im Hochwasserschutz, bei wasserwirtschaftlichen Man-
ahmen in Trockenzeiten oder fu¨r die Planung, das Entwerfen und den Betrieb von wasser-
wirtschaftlichen Projekten sein. Hydrologische Systeme wandeln Eingangsparameter in
Ausgangsparameter um, dabei stellt Niederschlag eine der wesentlichen Eingangsgro¨en
dar. Leider sind die vorhandenen Messdaten von Niederschlag oft unzureichend, da Mess-
reihen zu kurz und unvollsta¨ndig sind sowie in zu geringer ra¨umlicher Dichte vorliegen.
Gru¨nde dafu¨r sind z.B. Messfehler oder eine geringe Dichte des Niederschlagsmessnetzes.
Das unzureichende Vorliegen von Niederschlagsdaten kann zu ernsthaften Schwierigkeiten
bei der Analyse von hydrologischen Systemen fu¨hren, was zu Unter- oder berscha¨tzungen
von hydrologischen Bemessungswerten fu¨hren kann.
Um dem Mangel an hochwertigen Niederschlagsdaten zu u¨berwinden, werden Modelle
fu¨r die ra¨umliche und zeitliche Modellierung von Niederschlag beno¨tigt. Diese ko¨nnen
vorliegende Niederschlagsmessreihen verla¨ngern und Fehlwerte ersetzen sowie durch
ra¨umliche Interpolation und Simulation Niederschlagsdaten an unbeobachteten Orten
erzeugen. Viele Niederschlagsmodelle wurden im letzten halben Jahrhundert von Hydrolo-
gen entwickelt, um die Kluft zwischen dem Bedarf an hochwertigen Niederschlagsdaten
und dem geringen Vorkommen an Messdaten zu u¨berbru¨cken. Bei den meisten verwende-
ten Niederschlagsmodellen wird entweder explizit oder implizit eine Gausche ra¨umliche
Abha¨ngigkeit angenommen, was zu verzerrten Niederschlagsscha¨tzungen fu¨hren kann.
Eine Hauptcharakteristik von Gau-Modellen ist die symmetrische Abha¨ngigkeitsstruktur
zwischen ra¨umlich verteilten Niederschlagswerten, z.B. zwischen hohen und niedrigen
Werten.
Das erste Ziel dieser Arbeit ist die empirische Untersuchung der ra¨umlichen Abha¨ngigkeit
von Niederschlagsfeldern. Damit soll festgestellt werden, ob die Annahme einer sym-
metrischen ra¨umlichen Abha¨ngigkeitsstruktur zwischen niedrigen und hohen Nieder-
schlagswerten erfu¨llt wird. Das zweite Ziel ist anschlieend die Quantifizierung von
extremen Gebietsniederschla¨gen unter Annahme einer asymmetrischen ra¨umlichen
Abha¨ngigkeit. Diese werden ha¨ufig bei hydrologischen Bemessungen beno¨tigt.
Um das erste Ziel dieser Arbeit zu erreichen, wird eine Asymmetrie Funktion auf der
Basis von empirischen Copulas eingefu¨hrt, mit der es auch mo¨glich ist Niederschlagswerte
von 0 mm mit einzubeziehen. Copulas stellen ein neues Mittel fu¨r die multivariate
Modellierung dar, die im vergangenen Jahrzehnt eine breite Verwendung bei der Mod-
ellierung von Niederschla¨gen gefunden haben. Copulas sind multivariate Verteilungen
mit gleichverteilten Randverteilungen, die fu¨r die Beschreibung der Abha¨ngigkeitsstruktur
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zwischen Zufallsvariablen verwendet werden. Die Untersuchungen bezu¨glich einer
asymmetrischen ra¨umlichen Abha¨ngigkeit werden fu¨r Bayern, Baden-Wu¨rttemberg und
Singapur durchgefu¨hrt.
Fu¨r die Erreichung des zweiten Ziels dieser Arbeit, werden extreme Gebietsniederschla¨ge
die mit einem Gau-Modell erzeugt werden mit Niederschla¨gen eines Modells verglichen,
welches eine asymmetrische ra¨umliche Abha¨ngigkeit abbilden kann. Beide Modelle wer-
den in Singapur und Bayern mit Tagesniederschlagswerten getestet. Gau-Copulas wer-
den verwendet um symmetrische ra¨umliche Abha¨ngigkeiten abzubilden, da sie weit ver-
breitet und einfach zu verwenden sind. Bei Gau-Copulas wir die Abha¨ngigkeitsstruktur
zudem vollsta¨ndig durch die Korrelationsmatrix bestimmt. V-Copulas werden verwendet
um asymmetrische ra¨umliche Abha¨ngigkeiten abzubilden. Sie werden basierend auf Gau-
Copulas durch nicht-monotone Transformationen erzeugt und mit den Parametern m und
k beschrieben.
Beide Copula Modelle, Gau- und V-Copula, werden an empirische Copulas mittels
Maximum-Likelihood-Methoden angepasst. Fu¨r die Modellierung der Niederschlagswerte
ungleich Null wird eine kontinuierliche Verteilungsfunktion verwendet. Niederschlagswerte
von 0 mm werden als latente Variablen von kontinuierlichen Verteilungsfunktionen behan-
delt, die einen Grenzwert der Verteilungsfunktion nicht u¨berschreiten.
Die Untersuchungsergebnisse zeigen, dass Niederschlagsereignisse einer positiven asym-
metrischen ra¨umlichen Abha¨ngigkeitsstruktur folgen, insbesondere fu¨r kleine ra¨umliche
Distanzen. Das bedeutet, dass hohe Niederschlagswerte ra¨umlich sta¨rker korreliert sind
als niedrige Niederschlagswerte. Demzufolge ko¨nnte die Anwendung von ra¨umlichen
Niederschlagsmodellen, die symmetrische Abha¨ngigkeitsstrukturen verwenden, zu Unter-
scha¨tzungen von Niederschlagsextremen fu¨hren.
V-transformierte Copulas ermo¨glichen die Modellierung von natu¨rlichen Prozessen wie
Niederschlag, die einer asymmetrischen ra¨umlichen Abha¨ngigkeit folgen. Sich auf ex-
tremen Gebietsniederschlag konzentrierende empirische Untersuchungen zeigen, dass
Gau-Copulas ha¨ufig zu niedrigeren Extremwerten als V-Copulas fu¨hren. Dies zeigt,
dass extreme Niederschla¨ge, die typischerweise eine Clusterbildung aufweisen, mit Gau-
Copulas nicht angemessen modelliert werden ko¨nnen. Gau-Copulas wu¨rden daher im
Gegensatz zu V-Copulas zu einer Unterscha¨tzung von Hochwasserrisiken fu¨hren und
sollten mit Vorsicht im Hochwasserschutz eingesetzt werden.
1 Introduction
1.1 Background and motivations
Hydrologic system analysis plays a key role in a variety of projects in water resources related
issues, for example, floods and drought control in various project steps, such as planning,
design, and operation. A hydrologic system is simply defined as a structure or volume in
space surrounded by a boundary that receives water and other inputs, operates on them in-
ternally, and produces them as output (Chow, V.T., Maidment, D.R., and Mays, L.W., 1988).
In other words, the role of this system is producing output from given inputs. This output,
then, depends on the behavior of the inputs, the physical laws involved, and also the nature
of the system itself (Clarke, 1973; Dooge, 1968).
Precipitation is one of the primary inputs of hydrologic systems and thus plays a crucial
role in the prediction of the output of the systems. Precipitation is highly variable in space
and time and shows a stochastical process behaviour. These are the most important rea-
sons why most of hydrologic systems are characterised as stochastic processes, causing it
to be a central topic in stochastic hydrology (Bardossy, 1998). In reality, precipitation data
are unfortunately frequently inadequate observation datasets, regarding record length and
completeness due to issues such as a small number of spatial observations and instrument
error. Insufficient precipitation data concerning time series length and spatial coverage can
lead to serious problems in hydrological analysis, resulting in either underestimation or
overestimation of hydrological design values.
An estimation of hydrological design values derived from the poor quality of precipitation
datasets needs serious attention. To overcome the lack of high quality of precipitation ob-
servation data, spatial and temporal models of precipitation are required in order to fill in
missing values, extend the length of data, and interpolate and simulate spatial data at unob-
served locations. In fact, many spatial and temporal models of precipitation fields have been
developed over the past half-century by many hydrologists implemented in many different
regions around the world with a large number of different approaches to bridge the gap
between the need of high-quality precipitation data and the poor available data in reality.
However, numerous spatio-temporal models of precipitation fields are developed with ei-
ther an explicit or implicit underlying Gaussian dependence assumption. The models devel-
oped based on the concept of single/multiple linear regression and its derivations assume
that the observation data are normally distributed in time or space, such as autoregressive
type models, generalized linear model, kriging type models and many other models. A
model assuming the underlying Gaussianity is very popular to be adopted in a variety of
applications due to its ease of computation, but this can bias the estimation significantly
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from the reality either under- or overestimation if the Gaussian dependence assumption is
difficult to be fulfilled. One of the main characteristics of the Gaussian models is that the
observation data are assumed to exhibit symmetrical dependence structures, for instance,
between low and high values of quantiles.
Precipitation has widely been recognized to show a skewed distribution in univariate cases
and is more clearly detected at the higher time resolutions such as hourly and daily time
scales. Indeed, for some general non-Gaussian based models, for instance, exponential,
Gamma, Gumbel, Weibull, Pareto distribution functions and the extension models such as
generalized extreme models; this can be successfully implemented to address the skewed
distribution of precipitation at the univariate cases. In contrast, modeling skewed precipi-
tation amounts at multivariate senses is still challenging due to its complexity. Few mod-
els have been built to overcome the asymmetric behaviour of precipitation, but many of
them are still bivariate. Consequently, deeper empirical investigations of multivariate de-
pendence structure of precipitation amounts are required as a basis for selecting the optimal
model.
Another unique characteristic of precipitation is zero-inflated data frequently occurring in
high time resolution ranging from daily, hourly, to even minute-by-minute precipitation
events (Ba´rdossy and Pegram, 2009, 2013; Ba´rdossy and Plate, 1992; Serinaldi, 2008, 2009).
This unique topic, dealing with zero-inflated data, remains challenging due to the inter-
mittent property of precipitation in space and time. The dry events with zero precipitation,
usually occurring with a high probability, are modeled by discrete distribution (namely, zero
or non-zero values), while rainy events describing the precipitation amounts can be mod-
elled using continuous distributions (Ba´rdossy and Plate, 1992). Even though handling zero-
inflated precipitation data by simultaneously modeling discrete and continuous processes
has been conducted commonly for the univariate cases using, for example, truncated dis-
tributions, implementation for multivariate cases is, however, still problematic (Ba´rdossy,
2011; Ba´rdossy and Pegram, 2013).
Recently, copulas, new tools for multivariate modeling, have been popularly implemented
into precipitation applications over the last decade (Ba´rdossy and Pegram, 2009, 2013; Seri-
naldi, 2009; Vernieuwe et al., 2015). Copulas are multivariate distribution with uniform
marginal distributions used to describe the dependence structure between random variables
without requiring information on the univariate marginal distributions. Copulas have some
major advantages in comparison to the traditional approaches. Analysis of the marginal
distribution can be done separately from the joint distribution. Copulas allow the marginal
distributions of data to be obtained from different families among other marginals. The
marginal distributions can also be a different family from the joint distribution. Copulas are,
therefore, invariant to monotonic transformations of the marginal variables. Any monotonic
transformation, such as logarithms transformation, a Box-Cox transformation, or a normal
score transformation, does not influence the copula (Ba´rdossy, 2006; Ba´rdossy and Li, 2008;
Nelsen, 2006).
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1.2 Research goals
The main goals of this research are to investigate empirically the behaviour of the asym-
metric spatial dependence of the precipitation fields, and validate whether the Gaussian
dependence assumption is fulfilled to the symmetric spatial dependence structure between
low and high values of precipitation amounts and then to quantify the consequences of the
asymmetric Gaussian dependence based-copula models on the spatial extremes of areal pre-
cipitation amounts, which are frequently required for hydrological design. The behaviour of
the spatial Spearman’s rank correlations of precipitation fields used for the basis of the spa-
tial copula models will be investigated by incorporating zero precipitation amounts which
are treated as censored variables of a continuous distribution function.
1.3 Structure of the thesis
This thesis is organized into nine chapters with the following structure:
Chapter 1 describes background and motivations why this study is important to be con-
ducted. The main research goals are also expressed in this chapter.
Chapter 2 presents a description of study locations where are located in different climate re-
gions, namely Bavaria, Baden-Wu¨rttemberg, and Singapore. Characteristics of precipitation
data sets and gauge stations, which are available in the study locations, are also explained
in this chapter, including typical dominating weather and climate pattern in the regions.
Chapter 3 exhibits an important evaluation of some common parametric univariate distribu-
tions (namely, Weibull and gamma distribution) and a non-parametric model (gamma ker-
nel distribution) to be fitted to the precipitation observation for each precipitation event at
time step separately. This study is conducted in the regions of Singapore and Bavaria using
three different evaluation methods, namely Anderson-Darling tests, Kolmogorov-Smirnov
test, and Cramer-Von Misses test.
Chapter 4 explains the basic concept of an empirical dependence measures using copulas,
such as Spearman’s rank correlation and asymmetry function. A brief introduction to cop-
ulas theory in particular on the bivariate cases is presented in this chapter as well. Nev-
ertheless, the spatial copula models for more than two variates are discussed in detail in
chapter 7.
Chapter 5 reveals some interesting empirical results of the spatial rank correlation functions
of precipitation fields at a variety of timescales conducted on the basis of empirical bivariate
copulas by incorporating zero-inflated data treated as censored variables of the censored
bivariate Gaussian copulas. The empirical bivariate copulas are constructed from the con-
cepts of the geostatistical and pairwise approach for the regions of Singapore, Bavaria, and
Baden-Wu¨rttemberg.
Chapter 6 exposes new interesting empirical findings regarding the asymmetric spatial de-
pendence structure of precipitation fields at a variety of time resolutions from hourly to
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monthly aggregation levels in the regions of Singapore, Bavaria, and Baden-Wu¨rttemberg
on the basis of empirical bivariate copulas which are built using the concepts of the geo-
statistical and pairwise approach. A unique characteristic of zero-inflated precipitation is
certainly taken into account for this investigation. In addition, conditional investigation
of asymmetric spatial dependence restricted to days with atmospheric circulation patterns
(CPs) is also discussed. An investigation of asymmetric spatial dependence using the sim-
ulated precipitation data sets from the physical precipitation model, convection-resolving
modeling (CRM), is also presented in this chapter.
Chapter 7 describes the theory of spatial copula models extensively which is also an exten-
sion of copula theory introduced in the previous chapters, namely chapter 4 and chapter 5.
Moreover, two different copula models, namely the symmetric Gaussian dependence based-
model (Gaussian copulas) and the asymmetric dependence based-model (V-transformed
Gaussian copulas) are discussed and implemented in the regions of Singapore and Bavaria.
Chapter 8 demonstrates some experiments of the spatial stochastic simulation of gridded
daily precipitation using both Gaussian and V-copulas located in Singapore and Bavaria.
Some new investigation results regarding the consequences of both models on the spatial
extremes of areal precipitation amounts are discussed in this chapter.
Chapter 9 concludes some important findings of this thesis.
2 Data and study locations
This study uses high-quality precipitation data sets regarding record length, spatial cover-
age, and temporal resolutions at the different regions, especially in different geographical
locations and different climatic regions, namely, Germany and Singapore. In Germany, this
study is carried out in two areas of the Southern Germany; the state of Baden-Wu¨rttemberg
and the state of Bavaria. The investigation areas are shown in Figure 2.1.
2.1 Singapore
Gauge stations network Precipitation data sets analysed in this study consist of 30 pre-
cipitation gauge stations with the high-quality data sets covering a small scale of inter-
gauge distances from 1.9 km to 38.7 km as presented in Figure 2.1. The temporal precip-
itation resolution available in the region is hourly which is recorded completely simul-
taneously from 30 gauge stations during the period of 1980-2010. In other words, there
are no missing data. The precipitation data sets with high quality is provided by the Na-
tional Environment Agency of Singapore (NEA) which can be assessed on-line through
http://www.nea.gov.sg.
In order to investigate the impact of different temporal scales of precipitation fields on the
statistical characteristics of interests, hourly precipitation amounts are then aggregated at
higher scales, such as the 2-hourly, 3-hourly, 4-hourly, 6-hourly, and 12-hourly aggregation
levels, and also accumulated into daily, 5-daily, 10-daily, 15-daily, and monthly values as
well. The precipitation gauge stations are classified into different classes ranging from 5 km
to 40 km with an increment of 5 km to investigate the influence of a different group of dis-
tances on the statistics of interest. All possible combination pairs of the precipitation gauge
stations at various locations spaced a constant distance of 5 km are shown in Figure 2.1.
One can see that the number of possible pairs given group distances is more than 30 for
the space distance less than 25 km, whereas the number of possible pairs with inter-gauge
distance 30 km, 35 km, and 40 km is slightly less than 30, namely, 13, 10, and 4, respectively.
Thus, precipitation analysis in Singapore using the geostatistical approach is carried out for
the space distance less than 25 km only and the distance more than 25 km are not considered
in this study.
Statistics of precipitation amounts Singapore is described as a very small, flat and rel-
atively homogeneous region with respect to topography with an area of ∼ 718 km2 as de-
picted in Figure 2.1. This country lies on the north of the equator extending from 1.168o to
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1.488oN and from 103.68o to 104.098oE. The country is located in the Southeastern Asia and
exactly on an island offshore the southern end of the Malayan Peninsula separated between
Indonesia and Malaysia. Precipitation in Singapore is quite high with the annual average of
precipitation accumulation around 2430 mm and the annual average of probability of hav-
ing wet day about 51% due to its location near to the equator, which is characterized with a
typically tropical climate (Mandapaka and Qin, 2013).
The probability of having wet day occurs in SON (55.8%) and then followed by MAM
(53.4%), DJF (51.7%), and JJA (46.6%). The percentage of wet days at any station in the
months SON roughly ranges from 41-60% and approximately varies between 46-62% for the
months MAM. The proportions of wet days in DJF and JJA are around 39-57% and 38-52%,
respectively.
At the hourly scale, the largest percentage of wet hours occurs in DJF (9.24%) and then
followed by SON (7.79%), MAM (6.71%), and JJA (6.32%). The percentage of wet hours at
any station in DJF roughly ranges from 7.5-10.3% and approximately varies between 5.9-
8.8% for SON. The proportions of wet hours in MAM and JJA roughly ranges between 4.7-
7.7% and 4.6-7.3%, respectively.
At the monthly scale, the largest portion of wet months occurs in the DJF (99.41%) and then
followed by SON (99.33%), MAM (99.31%), and JJA (99.29%). The percentage of wet months
at any station in DJF roughly ranges from 93.2-100% and approximately varies between 92-
100% for SON. The proportion of wet months in MAM and JJA roughly ranges 91.6-100%
and 92-100%, respectively.
Precipitation analysis of the simultaneous spatial observations of all 30 precipitation gauge
stations on a given same day during the period of 1980-2010 reveals that the proportion of
wet days is slightly lower, roughly around 0.4-0.5. Here, a wet day is defined as a day at
which more than 70% of all 30 gauge stations are wet with precipitation depth of more than
0.1 mm during that day. A wet event, an aggregation period, for example from hourly to
monthly scale, is defined as an event or an aggregation period at which more than 70% of all
30 gauge stations are wet with precipitation depth of more than 0.1 mm during a time step.
The proportions of wet events to the total events for different temporal scales from hourly to
monthly are given in Figure 2.2. For hourly scale, for example, the proportion of wet hours
approximately ranges from 3%-5.4% across seasons. At the monthly scale, it certainly yields
100% wet months because precipitation occurs every month.
Most of the precipitation events are mainly characterized as tropical convective precipitation
which lasts on the short duration less than 1 hour with high intensity (Chatterjea, 1998)
occurring in the afternoon and low intensity in the late evening (Beck et al., 2015). The
average of hourly precipitation from all stations in DJF reveals the highest value of intensity;
around 0.306 mm/hour and followed by SON (0.299 mm/hour), MAM (0.297 mm/hour),
and JJA (0.245 mm/hour). The mean hourly precipitation at any station in DJF roughly
ranges from 0.285 to0.325 mm and approximately varies between 0.253-0.322 mm for SON.
The mean hourly precipitation in MAM and JJA roughly ranges 0.225-0.342 mm and 0.187-
0.273 mm, respectively.
The average daily precipitation from all stations in DJF reveals the highest value of intensity;
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around 7.4 mm/day and followed by MAM (7.2 mm/day), SON (7.1 mm/day), and JJA (5.9
mm/day). The mean daily precipitation at any station in the months of DJF roughly ranges
from 6.8-7.8 mm and approximately varies between 5.4-8.2 mm for MAM. The average daily
precipitation in SON and JJA roughly ranges 5.9-7.6 mm and 4.5-6.6 mm, respectively.
The average monthly precipitation from all stations in MAM reveals the highest value of in-
tensity; around 220.36 mm/month) and followed by DJF (219.85 mm/month), SON (214.76
mm/month), and JJA (179.98 mm/month). The mean monthly precipitation at any station
in the months of MAM roughly ranges from 165-250 mm and approximately varies between
202-231 mm for the months of DJF. The mean monthly precipitation in SON and JJA roughly
ranges 179-230 mm and 136-201 mm, respectively.
If areal mean precipitation amounts are calculated using wet events which precipitation
occurs at minimum 70% of all stations, the average areal mean hourly precipitation roughly
ranges from 3 to 5 mm per hour for all seasons. At the daily scale, the average of areal mean
precipitation varies between 11-13 mm/day across seasons while at the monthly scale, the
average of areal mean precipitation ranges from 179 to 220 mm per month in the whole year.
The detailed descriptions of areal mean precipitation are shown in Figure 2.3.
The Figure 2.3 depicts not only the average values of areal mean precipitation over all wet
time events, but also other descriptions of basic statistics, such as, the average, the standard
deviation, minimum value, and maximum value. The statistic values of areal mean precip-
itation are presented on different time scales from hourly to monthly and different seasons;
DJF, MAM, JJA, and SON.
At sub-daily scales, hourly precipitation in DJF and SON presents slightly lower average
values of areal mean precipitation; around 3.64 mm and 4.13 mm, respectively. In contrast,
hourly precipitation in MAM and JJA exhibits a slightly greater areal mean precipitation
roughly about 4.76 mm and 4.33 mm, respectively. The range of average values of areal
mean hourly precipitation for DJF, SON, MAM, and JJA are 0.08-32 mm, 0.1-50 mm, 0.1-34
mm, and 0.1-58 mm, respectively.
In contrast, on the daily scale, precipitation in DJF and MAM presents slightly higher aver-
age values of areal mean precipitation; around 15.76 mm and 14.54 mm, respectively. Daily
precipitation in JJA and SON exhibits slightly smaller values roughly about 14.14 mm and
13.27 mm, respectively. The average values of areal mean daily precipitation for DJF, MAM,
JJA and SON roughly ranges from 0.4-232 mm, 0.27-190 mm, 0.17-105 mm, and 0.13-170
mm, respectively.
At the monthly scale, precipitation in DJF and MAM presents slightly higher average values
of areal mean precipitation (around 220 mm and 220 mm, respectively). Precipitation in JJA
and SON exhibits slightly smaller values of areal mean precipitation (roughly about 200
mm and 215 mm, respectively). The averages values of areal mean monthly precipitation
for DJF, MAM, JJA, and SON varies between 12-805 mm, 65-454 mm, 50-350 mm, and 8-350
mm, respectively.
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Global climate regime In fact, the precipitation mechanism in Singapore is triggered not
only by the tropical climatic regions due to its location close to the equator resulting the
local convective precipitation, but also strongly influenced by the global climate regime,
namely, the Asian Monsoon system. The Asian Monsoon system is basically driven by the
movement of the sun bringing predominant atmospheric flow direction which follows an
annual cycle.
The Asian Monsoon system in Singapore is classified into two different monsoon seasons
including the Northeast Monsoon and the Southwest Monsoon, which are separated by two
inter-monsoonal periods (Beck et al., 2015; Fong and Ng, 2012). As a result, there are some
seasonal effects of climates in general.
1. The Northeast Monsoon arises from December to early March (the months of DJF).
This Monsoon generates a constant north-eastern airflow transporting moisture from
the Chinese Sea into the area of Singapore due to the pressure gradient between Asia
(Siberia and Tibet) with the high pressure and the Inter-Tropical Convergence Zone
(ITCZ) south of Singapore with the low pressure.
2. The first Inter-monsoon period lasts from the late March until May (the months of
MAM). The ITCZ moves closer to Singapore toward the north bringing increased
shower and thunderstorm activity over the region. Temperatures start to rise over
Thailand and China that causing the pressure over the Asian continent begins to de-
crease. Meanwhile, the surface pressure over Australia starts to increase generating
the south-easterly flow.
3. The Southwest Monsoon arises from June to September (the months of JJAS). The ITCZ
is situated north of Singapore while the Australian land mass is relatively cooler than
the South-East Asian Sea. The pressure gradient between high pressure over Australia
and the ITCZ with low pressure generates the South-West Monsoon leading to south-
south-easterly wind directions in the surroundings of Singapore.
4. The second Inter-monsoon period occurs from October to November (the months of
ON). The ITCZ begins to move back towards the equator bringing increased shower
and thunderstorm activity over the region.
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Figure 2.1: Study location: Singapore, Bavaria, and Baden-Wu¨rttemberg
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Figure 2.2: Number of precipitation events (hourly (1h) to monthly (1m)) with the probabil-
ity of wet stations ≥ 0.7 in Singapore. Left figure: number of wet events. Right
figure: proportion of wet events to the total precipitation events.
Figure 2.3: Areal mean precipitation of wet events (average, standard deviation, minimum
and maximum in mm logarithmic scale) in Singapore.
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2.2 Germany
Gauge stations network The precipitation observation data set considered within this
study at the region of Baden-Wu¨rttemberg consists of 236 precipitation gauge stations. The
gauge stations cover a wide range of inter-gauge distances from 3.7 km to 277.6 km. The
temporal precipitation resolution used in this study is daily recorded in the period of 1951
to 2001. The number of missing daily precipitation records, which are not used for fur-
ther investigation, is less than 3% of the length of data sets (1951-2001) because it does not
provide complete simultaneous spatial observations at the same time. Nevertheless, this is
not essential because this study focuses more on the spatial analysis. In the other region
(Bavaria), precipitation used in this study is recorded at 573 precipitation gauge stations.
The precipitation stations cover a broad range of inter-gauge distances from 1.19 km to
391.23 km. Similar to the region of Baden-Wu¨rttemberg, daily temporal resolution mea-
sured during the period of 1951-2001 is considered for this study. The number of missing
precipitation records, which is not considered from the next analysis, is also less than 3% of
the length of data sets (1951-2001). Precipitation observation data sets in both Bavaria and
Baden-Wu¨rttemberg are provided by the German Weather Services.
For further analysis, the daily precipitation data sets in both the regions are then aggregated
into higher time scales such as 5-daily, 10-daily, 15-daily and monthly aggregation levels.
This is done to study the effect of the increase of temporal scales of precipitation fields on
the parameters of interests. Similarly, to see the impact of the increase of spatial distance
on the statistical characteristic of interests, the mutual distances between stations are taken
ranging from 5 to 100 km with an increment of 5 km. All possible combination pairs of the
precipitation gauge stations at different locations, binned within 5 km interval, is presented
in Figure 2.1.
One can see that the number of possible pairs of gauge stations at the regions of Baden-
Wu¨rttemberg and Bavaria is generally more than 30 for all different distance groups except
for the distance of 5 km in the area of Baden-Wu¨rttemberg. The number of possible pairs
at the region of Baden-Wu¨rttemberg is 13, 195, 300, 400 for the inter-gauge distances of 5,
10, 15, and 20 km, respectively, and then it increases dramatically to 1003 pairs at the inter-
gauge distance of 100 km. The precipitation gauge station density at the region of Bavaria
is significantly higher than the region of Baden-Wu¨rttemberg. The number of possible pairs
at the region of Bavaria is 51, 524, 834, and 1054 for the inter-gauge distances of 5, 10, 15,
and 20 km, respectively, and then it increases to 3645 at the inter-gauge distance of 100 km.
These indicate that the precipitation gauge network in both regions have a sufficient number
of gauge pairs at a variety of inter-gauge distances, which should be sufficient for further
analysis.
Statistics of precipitation amounts in Baden-Wu¨rttemberg Baden-Wu¨rttemberg is sit-
uated in the north of the equator extending from 7.52o to 10.43oE and from 47.62o to 49.77oN
on the southwest of Germany with the area approximately 35 751 km2. Baden-Wu¨rttemberg
is characterized by hilly to mountainous topography ranging from 75 to 1493 m above Mean
Sea Water Level (MSWL) with a high forest cover of 39% (Hesse, 2010). Orographic precip-
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itation frequently occurs in the higher region (Ba´rdossy and Pegram, 2013). Elevations at
the gauge station, which are used in this study in the region of Baden-Wu¨rttemberg, ranges
from 96 to 1490 m from MSWL with the elevation mean 433.14 m. This points out how high
variability of the topographic features spreads out over this region, especially in the Black
Forest, being a mountain range with a south-north orientation with elevations up to 1500 m
above mean sea level (Warrach-Sagi et al., 2013).
Typical precipitation processes dominating in the region of Baden-Wu¨rttemberg exhibit sea-
sonal behaviour in an entire year and strongly influenced by orographic precipitation due
to the mountainous region in the Black Forest. The average of daily precipitation from all
stations in JJA reveals the highest value of intensity; around 3.06 mm/day and followed by
MAM (2.49 mm/day), DJF (2.46 mm/day), and SON (2.24 mm/day). The mean daily pre-
cipitation at any station in the months of JJA roughly ranges 2.1-5.4 mm and approximately
varies between 1.7-5.3 mm for the months of MAM. The mean daily precipitation in the DJF
and SON roughly ranges from 1.2 to 5.3 mm and from 1.5 to 5.1 mm, respectively.
The average monthly precipitation from all stations in JJA reveals the highest value of in-
tensity; around 94.37 mm/month and followed by MAM (75.92 mm/month), DJF (73.53
mm/month), and SON (67.44 mm/month), respectively. The mean monthly precipitation
at any station in the months of JJA roughly ranges 65.09-166.41 mm and approximately
varies between 50.18-161.45 mm for MAM. The mean monthly precipitation in DJF and SON
roughly ranges 35.70-198.53 mm and 44.83-152.83 mm, respectively.
The areal mean daily precipitation in Baden-Wu¨rttemberg calculated using wet events or
wet aggregation periods as mentioned roughly ranges 5.33-6.97 mm per day, whereas the
average areal mean monthly precipitation varies between 67.44-94.37 mm in the whole year
as shown in Figure 2.5a.
On the daily scale, precipitation in JJA and SON presents slightly greater average values of
areal mean precipitation, namely, around 6.97 mm and 5.9 mm, respectively. Daily precip-
itation in MAM and DJF exhibits slightly lower values of areal mean precipitation roughly
about 5.41 mm and 5.33 mm, respectively. The average values of areal mean daily precip-
itation for JJA, SON, MAM, and DJF are 0.42-33.21 mm, 0.5-36.64 mm, 0.47-34.76 mm, and
0.41-38.40 mm, respectively.
In the monthly scale, precipitation in JJA and MAM presents slightly higher average values
of areal mean precipitation (around 94.37 mm and 75.92 mm, respectively). Precipitation
in DJF and SON exhibits slightly smaller values of areal mean precipitation (roughly about
73.53 mm and 67.44 mm, respectively). The average values of areal mean precipitation for
JJA, MAM, DJF, and SON are 20.29-202.49 mm, 18.20-197.79 mm, 8.71-209.84 mm, and 6.88-
181.02 mm, respectively.
There are three characteristic patterns of large-scale flow associated with heavy precipitation
in the region of Baden-Wu¨rttemberg (Wulfmeyer et al., 2011):
1. Forced/frontal: typically a frontal line with embedded convection in a region of large-
scale lifting. The precipitation occurs initiated by the large-scale forcing, with oro-
graphic modification of the flow and surface fluxes playing a secondary role.
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2. Forced/non-frontal: synoptic-scale lifting, but no surface front, so that convection
breaks out over a wider area. There is significant low-level flow, so orographic forcing
is likely to be important, and surface fluxes may also play a role.
3. Air-mass convection (non-forced/non-frontal): occurring in a region of high pressure
with no evidence of large-scale forcing at upper or lower levels. Since the low-level
flow is also weak, surface fluxes may be dominant in initiating convection.
Statistics of precipitation amounts in Bavaria The state of Bavaria lies to the north of the
equator extending from 9.12o to 13.78oE and from 47.33o to 50.45oN located in the southeast
of Germany with an area of 70 547 km2. In contrast to Baden-Wu¨rttemberg, Bavaria is char-
acterized as a very structured topography ranging from flat terrain in the northern region to
the high mountains in the southern region, namely, the Alps and the Swabian Jura which has
a southwesterly-northeasterly orientation and elevations up to 1,000 m above MSWL char-
acterized by steep orography at its boundaries and a high plateau (Ba´rdossy and Pegram,
2013; Warrach-Sagi et al., 2013). The precipitation gauge stations at the region of Bavaria
are elevated ranging from 110 to 1832 m from MSWL, with a mean elevation of 481.26 m.
Like other regions in Germany, Bavaria has a typical mid-latitude moderate climate, charac-
terized by a westerly flow with rainfall associated with frontal systems in winter and more
convective precipitation in summer (Warrach-Sagi et al., 2013; Wulfmeyer et al., 2011).
Precipitation in Bavaria is mainly characterized by seasonal variations and mostly influ-
enced by the Alpine precipitation climatology. Bavaria, which is located in the northern
Alpine region, exhibits convective precipitation during the time period of May-September
(Frei and Scha¨r, 1998). This is why the average daily precipitation from all stations in JJA
reveals the highest value of intensity; around 3.44 mm/day and followed by MAM (2.29
mm/day), SON (2.219 mm/day), and DJF (2.216 mm/day). The mean daily precipitation
at any station in the months of JJA roughly ranges 2.02-8.74 mm and approximately varies
between 1.35-6.14 mm for the months of MAM. The mean daily precipitation in SON and
DJF roughly ranges 1.43-5.71 mm and 1.28-6.44 mm, respectively.
The average monthly precipitation from all stations in JJA presents the highest value of
intensity; around 105.81 mm/month and followed by MAM (69.94 mm/month), SON (66.96
mm/month), and DJF (64.96 mm/month). The mean monthly precipitation at any station
in the months of JJA roughly ranges 62.40-268.55 mm and approximately varies between
41.32-185.38 mm for the months of MAM. The mean monthly precipitation in SON and DJF
roughly ranges 43.53-171.78 mm and 37.43-189.91 mm, respectively.
The areal mean precipitation in Bavaria calculated using wet events roughly ranges 4.85-7.58
mm per day, whereas the average areal mean monthly precipitation ranges 64-106 mm per
month in the whole year as shown in Figure 2.5b. At the daily scale, precipitation in JJA and
SON presents slightly greater average values of areal mean precipitation, namely, around
7.58 mm and 6.05 mm, respectively. Daily precipitation in MAM and DJF exhibits slightly
lower values of areal mean precipitation roughly about 5.31 mm and 4.85 mm, respectively.
The average values of areal mean daily precipitation for JJA, SON, MAM, and DJF ranges
between 1.13-42.65 mm, 0.75-30 mm, 0.53-34.25 mm, and 0.36-23.23 mm, respectively.
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At the monthly scale, precipitation in JJA and MAM presents slightly higher average values
of areal mean precipitation; around 105.82 mm and 69.95 mm, respectively, whereas precip-
itation in SON and DJF exhibits slightly smaller values of areal mean precipitation roughly
about 66.96 mm and 64.97 mm, respectively. The average values of areal mean precipitation
for the JJA, MAM, SON, and DJF are 30.07-240.33 mm, 10.65-159.41 mm, 5.69-177.13 mm,
and 10.99-173.26 mm, respectively.
2.3 Summary
• This study is located in different climate regions, namely, Singapore (∼ 718 km2),
Bavaria (∼ 70 547 km2) and Baden-Wu¨rttemberg (∼ 35 751 km2).
• The temporal resolution of the precipitation data available in the region of Singapore is
hourly, recorded completely simultaneously from 30 gauge stations during the period
of 1980-2010.
• The temporal resolution of the precipitation data available available in the regions of
Bavaria (573 stations) and Baden-Wu¨rttemberg (236 stations) is daily, measured during
the period of 1951-2001 with missing data less than 3% of time series length.
• The average precipitation intensity of the study areas is 0.3 mm/hour (for Singapore),
2 mm/day (for Bavaria) and 3 mm/day (for Baden-Wu¨rttemberg).
Figure 2.4: The number of events (daily (1d) to monthly (1m)) with the probability of wet
stations ≥ 0.7 in Bavaria and Baden-Wu¨rttemberg.
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(a) Baden-Wu¨rttemberg
(b) Bavaria
Figure 2.5: Areal mean precipitation of wet events (average, standard deviation, minimum
and maximum in mm logarithmic scale) in Baden-Wu¨rttemberg (a) and Bavaria
(b).

3 Investigating univariate spatial
precipitation
3.1 Introduction
Classical geostatistics based spatial interpolations and random field simulations assume an
underlying random function at a region of interest to be intrinsically stationary in space.
This means that the spatial relation of two sample observation points does not depend on
their absolute geographical location itself, but only on their relative locations at a given
distance. Moreover, the expected value is assumed to be same over the whole region of
interest. This assumption yields a consequence that the marginal distribution in the spatial
domain is also assumed to be same for each observation point location (Ba´rdossy, 2006).
In this context, a marginal is fitted for each (fixed) selected time step independently. No
temporal stationary is assumed.
Thus, the marginal distribution is defined as the univariate spatial distribution from all spa-
tial precipitation observations points for a given time step.
Many past investigations on the statistical description of precipitation are based on time
series observations (Dai et al., 2014; Gyasi-Agyei and Pegram, 2014; Mao et al., 2015; Vogl
et al., 2012; Vrac et al., 2007). These were even applied to spatial modelling (Dai et al., 2014;
Davison et al., 2012; Gyasi-Agyei and Pegram, 2014; Haddad and Rahman, 2011; Mao et al.,
2015), and each grid or every gauge has different marginal distributions (Mao et al., 2015;
Vogl et al., 2012).
In hydrological applications, some univariate distribution functions are commonly used
to model for precipitation intensity, such as normal distribution, exponential distribution,
Weibull distribution, and Gamma distribution (Dai et al., 2014; Mao et al., 2015; Vogl et al.,
2012), generalized Pareto distribution (Mao et al., 2015), log-normal (Dai et al., 2014), Gum-
bel (Gyasi-Agyei and Pegram, 2014), and generalized extreme value distribution (GEV) (Dai
et al., 2014; Davison et al., 2012). Recently, Ba´rdossy and Pegram (2013) introduced the
Gamma kernel as the best fit of marginal precipitation intensity. The parameters of the
distribution functions are commonly estimated using a standard maximum likelihood ap-
proach. The Kolmogorov-Smirnov test or the Chi-Squared test are generally used for the
standard goodness of fit tests.
The objective of this chapter is to investigate a suitable univariate distribution function to
model the marginal distributions of all spatial observation points for each time step sepa-
rately at different temporal scales (sub-daily and super-daily) and in different climate re-
gions (Bavaria and Singapore). Some parametric theoretical distribution functions, such as
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Weibull and Gamma distribution will be tested to find the best fit marginal model. How-
ever, the disadvantage of the parametric approach is that it is not flexible enough to describe
the highly variable distributions from time step to time step (Ba´rdossy and Pegram, 2013).
Thus, a non-parametric approach, namely Gamma kernel distribution, will also be tested
for selection of the good marginal models.
The precipitation occurrences which are analysed in this study are all selected spatial pre-
cipitation events on a given time step at which are more than 0.7 of all gauge stations in
the region of interest are wet with a precipitation with a depth of more than 0.1 mm during
the time step. In Singapore for example, a precipitation occurrence on a given time event
during the period of 1980-2010 is considered in this analysis if at least 21 of 30 precipitation
gauge stations are receiving precipitation with more than 0.1 mm during the time step. In
Bavaria, for example, a precipitation occurrence on a given time event during the period of
1951-2001 is considered in this analysis if at least 401 of 573 precipitation gauge stations are
monitoring rainfall with a precipitation depth of more than 0.1 mm.
3.2 Parametric models
The investigations of the model that best fits the univariate spatial precipitation are con-
ducted in Singapore and Bavaria using selected univariate parametric models (the Gamma
and Weibull distribution) at the different time scales ranging from hourly to monthly for
Singapore and from daily to monthly for Bavaria. The Gamma and Weibull distributions
are basically generalizations of the exponential distribution. Both models involve a certain
integral known as the Gamma function Γ(k, θ).
3.2.1 Gamma distribution
A Gamma type distribution is characterized by the following probability density function.
f(x) =
{
xα−1exp−x/β
βαΓ(α) if x ≥ 0
0 otherwise
(3.1)
Γ(α) is the Gamma Function defined by the integral:
Γ(α) =
∫ ∞
0
xα−1e−xdx (3.2)
Where α and β are both greater than zero. The parameter α is called the shape parameter,
while the second parameter, β, is the scale parameter.
The shape parameter describes the form of the curve. The shape parameter α implies that
changing the value of α will change the shape of the distribution. Distributions with a low
shape parameter are positively skewed, and as the shape value increases the distribution
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curve becomes more symmetrical. This is simply illustrated on the graph 3.1a using a variety
of shape parameters α with given scale parameter β=1.
In contrast, changing the value of scale parameter β does not affect the shape of the distri-
bution. Instead, the scale parameter β describes how spread out the distributions are. The
larger the scale parameter β, the more spread out the distribution is. The smaller the scale
parameter β, the more compressed the distribution. This is illustrated on the graph 3.1b
using a variety of scale parameters β with given shape parameter α = 1.
For the shape parameter α ≤ 1, the density function has a maximum at x = 0 and is strongly
skewed, and then it reduces to the exponential distribution at α = 1, which is in fact a special
kind of Gamma distribution in which α = 1. For larger values of the shape parameter α, the
density function exhibits a single maximum at x = β(α − 1) and still continues to exhibit
skewness until the shape parameter α is quite large (Wilks, 1990).
(a) Parameter of scale β=1 (b) Parameter of shape α=1
Figure 3.1: Probability of density function of Gamma distribution with a variety of parame-
ters combinations.
The mean and the variance of the Gamma distribution can be calculated using the following
formulas, respectively.
E(X) = αβ (3.3)
V ar(X) = αβ2 (3.4)
The Gamma distribution is an attractive model, especially for precipitation applications,
due to several reasons (Husak et al., 2007; Wilks, 1990). First, the Gamma distribution is rel-
atively straightforward utilizing only two parameters (namely, the parameters of shape and
scale), but it offers a flexible representation of a variety of distribution shapes. The Gamma
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distribution ranges from exponential-decay forms for shape values near one to nearly nor-
mal forms for shape values beyond 20. This flexibility allows for the Gamma distribution to
be fit to any number of precipitation regimes with reasonable accuracy, while other distri-
butions may fit only a single rainfall regime. Second, the Gamma distribution is bounded
on the left at zero, and it is capable of mimicking non-negative precipitation amounts in a
reasonable way. This is an important point to avoid negative values, especially for precipi-
tation events with high variability and low mean values. Finally, the Gamma distribution is
mainly characterized by its positively skewed characteristic because it has a long tail to the
right of the distribution. Thus, non-zero probability of extremely high precipitation amounts
can still be captured by using Gamma distribution. Besides, the Gamma distribution param-
eters can be scaled to describe precipitation amounts at a variety of time-scales, from hourly
to monthly Ison et al. (1971).
Furthermore, parameters of the Gamma distribution can be used to describe precipitation
amounts in a variety of applications, such as the mean and the standard deviation (Husak
et al., 2007). However, interpretation of the distribution parameters of the Gamma distribu-
tion requires some understanding of the distribution properties. Unlike the normal distribu-
tion, where a parameter, such as the mean or the standard deviation, can directly provide an
intuitive understanding of some aspect of the distribution, the Gamma distribution requires
both shape and scale parameters to be interpreted together. For example, precipitation oc-
currences with similar shape values, but different scale values, might have very different
probability density functions than other precipitation events. Understanding of the distri-
bution of the parameters of shape and scale is, therefore, of importance when describing
precipitation events reasonably.
In many practical applications, the simultaneous interpretation of the parameters of shape
and scale is challenging. The linear relationship between both parameters is not obviously
found and not easy to be interpreted together. In this study, however, both parameters,
which are obtained by fitting the Gamma distribution to the empirical distribution of pre-
cipitation amounts at a given time step for all selected precipitation occurrences, are scaled
in the same unit ranging [0,1] on the uniform distribution using the rank transformation.
This procedure will be discussed in detail in the section of copulas as given in section 4.2.
As mentioned, the selected precipitation occurrences used in this study are the precipitation
values on a given time step at which more than 0.7 of all gauge stations in the region of
interest are wet with a precipitation depth of more than 0.1 mm.
Interestingly, overall, there is a reasonably good visual agreement of linear dependencies be-
tween the parameters of shape and scale describing precipitation occurrences as presented
in Figure 3.2. Figure 3.2 shows multiple scatter plots between the parameters of shape and
scale from the Gamma distribution at a variety of time scales from all time periods of differ-
ent seasons in Singapore and Bavaria. The units are ranked variables scaled on the range (0,
1) using a rank transformation. In Singapore, (Figure 3.2a), there is a strong linear depen-
dency between shape parameters and scale parameters across temporal scales and seasons,
but it is a negative linear relationship, which is an consequence of the fact that the product of
both shape and scale must equal the mean. If the scale parameter decreases then the shape
parameter must increase, in order to preserve a constant mean (Husak et al., 2007).
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(a) Singapore
(b) Bavaria
Figure 3.2: Scatter Plots of parameters of Gamma distribution (shape and scale) at a variety
of time scales in different seasons in the regions of Singapore (Fig a) and Bavaria
(Fig b).
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In this case, a high shape value means that the precipitation occurs more spatially symmet-
rically distributed, implying that the probability of ”drier” areas than the average is approx-
imately equal to the probability of ”wetter” areas than the average. In general, all spatial
observation points are typically received consistent precipitation amounts. In addition, it
also results in less variance in the distribution function. In contrast, a large-scale value
means that the variance is quite large in comparison to the mean resulting in a more posi-
tively skewed distribution function (Husak et al., 2007). Similar to Singapore, there is also
a negative linear dependency between the parameters of shape and the parameters of scale
across temporal scales and seasons in Bavaria but more scattered as shown in Figure 3.2b.
3.2.2 Weibull distribution
A Weibull type distribution is characterized by the following distribution function.
F (x) = 1− exp−( xβ )α (3.5)
The probability density function of a Weibull random variable can be expressed as follows.
f(x) =
{
α
β (
x
β )
α−1exp−(
x
β
)α if x ≥ 0
0 otherwise
(3.6)
The mean and the variance of the Weibull distribution can be calculated using the following
equations, respectively.
E(X) = βΓ(1 +
1
α
) (3.7)
V ar(X) = β2
(
Γ(1 +
2
α
)− (Γ(1 + 1
α
)
)2) (3.8)
Where Γ is the Gamma function as defined previously in Equation 3.2, parameters α and
β are both greater than zero. The parameter α is also called the shape parameter and the
second parameter β, is named as the scale parameter, which are similar terms to the Gamma
distribution’s properties.
The shape parameter controls the form of the distribution implying that changing the value
of α will change the shape of the distribution. Distributions with a low shape parameter are
positively skewed, and as the shape value increases the distribution curve becomes more
symmetrical. This can be explained using a density function with a variety of shape parame-
ters αwith given scale parameter β = 1 as presented in Figure 3.3a. For the shape parameter
close to 3.6, the Weibull distribution is closely approximating to the Gaussian. The exponen-
tial distribution is a special case of the Weibull distribution, for which the shape parameter
α = 1. The Weibull distribution is increasingly strongly skewed as the shape parameter
decreases toward zero (Wilks, 1989). In the other words, the shape parameter governs the
tails asymptotic behavior. The distribution belongs to the sub-exponential family with a tail
heavier than the exponential one for α < 1, while for α > 1 the distribution is characterized
as hyper-exponential with a tail thinner than the exponential (Papalexiou et al., 2013).
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In contrast to the shape parameter, changing the value of scale does not affect the shape of
the distribution. Instead, the scale parameter controls the spread of the distribution. The
larger the scale, the more spread out the distribution. The smaller the scale parameter, the
more compressed the distribution. This is simply illustrated on graph 3.3b using a variety
of scale parameters β with given shape parameter α = 1. For the shape parameter α ≤ 1, the
density function has a maximum at x = 0 and is strongly skewed, and then it reduces to the
exponential distribution at α = 1, which is in fact a special kind of Weibull distribution for
which α = 1. For larger values of the shape parameter, the density function exhibits a single
maximum at x = β(α− 1) and still continues to exhibit skewness until the shape parameter
is quite large (Wilks, 1989). The density function for the Weibull distribution drops off much
more quickly for shape parameter α > 1 or slowly (for α < 1) than the Gamma distribution.
In the case where α = 1, both Weibull and Gamma distributions reduce to the exponential
distribution.
In practical hydrological applications, the scale parameter of the Weibull distribution re-
flects the average of precipitation intensity at the specific event in the area of interest, while
the shape parameter represents the precipitation variability within the region of interest
given an event or the width of the rainfall intensity distribution. A small value of the shape
parameter indicates a wide distribution because of a large scattering of the precipitation in-
tensities (contradiction to Gamma distribution). This reflects a tendency toward briefer and
more predominantly convective precipitation due to high localized precipitation intensities
(Casas et al., 2004; Llasat, 2001; Pinto et al., 2013). In contrast, greater values of the shape pa-
rameter indicate a greater tendency toward steadier precipitation derived from large-scale
processes (Wilks, 1989).
(a) Parameter of scale β=1 (b) Parameter of shape α=1
Figure 3.3: Probability of density function of Weibull distribution with a variety of parame-
ters combinations.
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Figure 3.4 shows multiple scatter plots between the parameters of shape and scale from the
Weibull distribution at a variety of timescales from all time periods in different seasons and
different regions (Singapore and Bavaria). The units are scaled into the uniform domain
(0,1) using rank transformation. In Singapore (Figure 3.4a), most precipitation values at
different time scales and different seasons show positive linear dependencies between the
shape parameters and scale parameters. Only a few cases present contradictory behavior,
such as precipitation in the DJF season (with time resolution hourly and 3-hours), in the
MAM season (1h), JJA (1h), and in the SON season (1h). Furthermore, the systematic pattern
of positive linear dependencies between the shape parameters and scale parameters occur
in Bavaria with all different temporal scales and seasons (Figure 3.4b).
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(a) Singapore
(b) Bavaria
Figure 3.4: Scatter Plots of parameters of Weibull distribution (Shape-Scale) at various time
scales in the regions of Singapore (Fig a) and Bavaria (Fig b).
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3.3 Non-parametric model
The non-parametric approach is another alternative for fitting marginal distribution of pre-
cipitation amounts when spatial variability of precipitation amount is clearly detected in
a region of interest. In this study, the Gamma kernel distribution is chosen because it can
model positive precipitation amount directly (without transformation) in a more reason-
ably way, whereas the traditional symmetrical kernels are not able to model non-negative
random variables.
Let x1, x2, ..., xn be a random sample from a distribution with an unknown probability den-
sity function which is defined on [0, inf]. The standard kernel density estimator for f can be
written as follows.
f(x) =
1
nh
Σ
{
k
{(x− xi)
h
}}
(3.9)
Where k and h are the kernel function and the smoothing bandwidth, respectively.
The kernel function k is usually symmetric and is regarded as less important than the
smoothing bandwidth. As precipitation amounts are positive, traditional symmetrical ker-
nels are inappropriate; therefore, Gamma kernels are suggested (Ba´rdossy and Pegram,
2013):
kx
b
+1,b(t) =
t(x/b) exp(−t/b)
bx/b+1Γ(x/b+ 1)
(3.10)
Where the parameter b(tj) defines the bandwidth and is estimated using the leave one out
maximum likelihood method (Ba´rdossy and Pegram, 2013). Figure 3.5 presents density
function of Gamma kernel for a variety of bandwidth that models to a parametric Gamma
distribution.
Figure 3.5: Probability density function of Gamma kernel with a variety of bandwidth fitted
to the parametric Gamma distribution (shape=2, scale=1).
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3.4 Evaluation
3.4.1 Methods
The evaluation of a suitable distribution or goodness of fit statistics (GOF) aims to mea-
sure the distance between the fitted parametric distribution and the empirical distribution.
For any given null distribution (theoretical distribution), the GOF is used in order to test
whether that the data were likely generated via the null distribution.. The null distribution
here is the probability distribution of the test statistic when the null hypothesis is true. In
this case, the null hypothesis, which says that theoretical distributions (namely, Gamma,
Weibull, and Gamma kernel) and empirical distributions come from the same population,
is used with the significance level of 95%. The GOF in this investigation is evaluated using
three different measures, namely, Kolmogorov-Smirnov test, Anderson-Darling tests, and
Cramer-Von Misses statistical test.
3.4.1.1 Anderson-Darling test
The k-sample Anderson-Darling test is a non-parametric statistical procedure that tests the
hypothesis that k independent samples with sample sizes n1, ..., nk arose from a common
unspecified distribution function F (x) (Scholz and Stephens, 1987). The hypothesis is that
the populations from which two or more groups of data were drawn are identical. Each
group should be an independent random sample from a population. The test statistics are
essentially based on a doubly weighted sum of integrated squared differences between the
empirical distribution functions of the individual samples and that of the pooled sample.
One weighting adjusts for the possibly different sample sizes, and the other is the integra-
tion placing more weight on the tail differences of the compared distributions. The AD
test is the generalization of the classical Anderson-Darling goodness of fit test (Scholz and
Stephens, 1987), and it is used to test the hypothesis that k independent samples belong to
the same population without specifying their common distribution function or making any
assumption on the parent distribution (Viglione et al., 2007).
The classical Anderson-Darling GOF statistical test is formulated by the following equations
in order to test the hypothesis that a random sample x1, x2, ...xn, with empirical distribution
Fn(x), comes from a continuous population with completely specified distribution function
F (x) (Scholz and Stephens, 1987).
AD = n
∫ ∞
−∞
(Fn(x)− F (x))2
F (x)(1− F (x)) dF (x) (3.11)
The k-sample Anderson Darling test statistics is then defined (Scholz and Stephens, 1987;
Viglione et al., 2007) based on the comparison between local and regional empirical distri-
bution functions as follows:
AD =
k∑
i=1
ni
∫ ∞
−∞
(Fˆi(x)−HN (x))2
HN (x)(1−HN (x))dHN (x) (3.12)
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where Fˆi(x) is the empirical distribution function of the ith sample (local) distribution func-
tion, and HN (x) is that of joint sample of all N = n1 + ...+ nk observations (regional).
The AD test function used in this study is available in R (R Core Team, 2013) by the kSamples
package (Scholz et al., 2012).
3.4.1.2 Kolmogorov-Smirnov test
The Kolmogorov-Smirnov (KS) test is by far the most popular method of all the methods
for non-parametric goodness-of-fit tests. The KS test is widely used in many applications
for statistical testing for the equality of two arbitrary distributions (empirical or theoretical).
The idea behind the KS test is fairly simple. Given are the cumulative distribution function
Fn(x) of the continuous null distribution, and the empirical distribution function F (x) of the
observed data. The null hypothesis, where two distributions Fn(x) and F (x) are identical,
is denoted H0 : Fn(x) = F (x) (Arnold and Emerson, 2011; Massey Jr, 1951).
The KS test measures the Kolmogorov distance between the two distributions, which is de-
fined as the maximum possible value of difference between the two cumulative distributions
|Fn(x)− F (x)|. This distance can be visualized in graphs as the largest vertical distance be-
tween the two cumulative distribution functions. Sufficiently large Kolmogorov distance
provides sufficiently low p-values, and thus rejects H0. In other words, high p-values of the
test indicate that the distributions of covariates from two matched samples are not statisti-
cally different to each other. The KS statistics test measures can be formulated as follows
(Massey Jr, 1951; Wilcox, 2005).
Dn = sup
x
|Fn(x)− F (x)| (3.13)
By the Glivenko-Cantelli theorem, if the sample comes from distribution F (x), then Dn con-
verges to 0 almost surely in the limit when n goes to infinity. In practice, the statistic requires
a relatively large number of data points to properly reject the null hypothesis. Critical val-
ues for the D statistic is practically calculated using the following formula (Sola´kova´ et al.,
2013):
D = max(D+, D−)
D+ = max
i=1,...,n
(
i
n
− F (xi))
D− = max
i=1,...,n
(F (xi)− i− 1
n
)
(3.14)
Where xi denotes the ith order statistic of the random sample and F (xi) = P{X < i} for the
distribution that is being fit.
The classical Kolmogorov-Smirnov type non-parametric distance tests have good power
properties. Unfortunately, the asymptotic distributions of the test statistics under the null
hypotheses are unknown, because they depend on the underlying distribution of the data.
In this study, a bootstrap strategy is adopted to overcome this problem (Abadie, 2002). The
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Bootstrap based Kolmogorov-Smirnov test is highly recommended because, unlike the stan-
dard test, it provides correct coverage even when there are point masses in the distributions
being compared. The detail of this strategy is found in Abadie (2002) as follows.
1. The KS statistic for the original samples X1, ..., Xn is computed
2. Resample n observations Xˆ1, ..., Xˆn from X1, ..., Xn with replacement
3. Divide Xˆ1, ..., Xˆn into two samples: Xˆ1,1, ..., ˆX1,n1 given by n1 the first elements of
Xˆ1, ..., Xˆn, and Xˆ0,1, ..., ˆXn,n0 given by the n0 last elements of Xˆ1, ..., Xˆn. Use the two
generated samples to compute the KS statistic
4. Repeat Step 2-3, B times. Note that n0 and n1 are constant across bootstrap repetitions
5. Calculate the p-values of the tests by resampling from the pooled data set X1, ..., X2
we approximate the distribution of our test statistics when F1 = F0.
The KS test function used in this study is available in R (R Core Team, 2013) by the Matching
package (Sekhon, 2011).
3.4.1.3 Cramer-Von Misses test
The Cramer-von Mises (CVM) test is a measure of mean squared difference between the
empirical Fn(x) and hypothetical CDF Fn(x) (Anderson, 1962; Baringhaus and Franz, 2004;
Laio, 2004). The CVM criterion for testing that a sample X1, ..., Xn has been drawn from a
specified continuous distribution F (x) is given as follows.
CVM = n
∫ ∞
−∞
(Fn(x)− F (x))2dx (3.15)
It practically can be estimated using the following formula.
CVM =
1
12n
+
n∑
i=1
(Fi − 2i− 1
2n
)2 (3.16)
The CVM statistic takes into account all of the ordered data points and uses a half point
correction. It can also be said that under H0, the distribution of F is uniform on (0, 1). This
fact could be exploited to make calculations easier. The critical values for CVM have been
calculated by Pettitt and Stephens (1976). This function performs the CVM test and tests for
normality. It takes a dataset as its argument and returns a p-value. The null hypothesis H0
will be rejected for p-values < 0.05.
The CVM test function used in this study is available in R (R Core Team, 2013) by the cramer
package (Franz, 2006).
30 3.4. EVALUATION
3.4.2 Results
Three different statistical tests, namely, the KS test, the AD test, and the CVM test, have
been conducted to evaluate 3 selected distribution functions (namely, Gamma, Weibull, and
Gamma kernel distribution) for fitting distributions of precipitation amounts from all se-
lected precipitation occurrences during the time period of 1980-2010 (for Singapore) and the
time period of 1951-2001 (for Bavaria) where a precipitation amount at every time step is
treated separately. The precipitation occurrences, which are analysed in this study, are se-
lected precipitation values on a given time step at which more than 0.7 of all gauge stations
in the region of interest receive precipitation as mentioned.
The null hypothesis is that theoretical (namely, Gamma, Weibull, and Gamma kernel) and
empirical distributions are the same with a significance level of 95%. The acceptance rates
that the null hypothesis accepts can then be calculated over all time periods, as shown in
Figure 3.6, using 3 different statistical tests at a variety of different temporal scales in the
region of Singapore (Figure 3.6a) and Bavaria (Figure 3.6b). Due to requiring a huge com-
putation effort, Gamma kernel distribution is fitted only to daily precipitation amounts in
both regions as shown in Figure 3.7.
Case study in Singapore Overall, both Gamma and Weibull distributions could reason-
ably model univariate precipitation amounts spatially from the observation points. The
acceptance rates that both models successfully fit to the empirical distributions of precipita-
tion amounts are roughly above 97%, on the whole, for all different statistical tests. This is
an indication that only below 3% of selected all precipitation events which are analysed in
this study fail in rejecting the null hypothesis due to p-values being less than 0.05. This ap-
plies for all different temporal scales ranging from hourly to monthly in all different seasons
as presented in Figure 3.6a.
However, the Weibull distribution performs slightly better in the higher acceptance rates
than the Gamma distribution. In DJF for example, the Weibull distribution presents a better
acceptance rate than the Gamma distribution at eight different time scales (1h, 3h, 4h, 6h,
12h, 5d, 10d, and 15d) for the KS test and five different time scales (2h, 3h, 4h, 12h, and 10d)
for the AD test, and six different time scales (1h, 4h, 12h, 5d, 10d, 15d) for the CVM test. In
MAM for another example, the Weibull distribution presents a better acceptance rate than
the Gamma distribution at eight different time scales (1h, 2h, 4h, 6h, 12h, 1d, 5d and 10d) for
the KS test and seven different time scales (1h, 2h, 4h, 6h, 12h, 1d, and 10d) for the AD test,
and five different time scales (1h, 2h, 4h, 6h, and 1d) for the CVM test.
In the JJA season, the Weibull distribution presents a better acceptance rate than the Gamma
distribution at eight different time scales (1h, 2h, 3h, 4h, 12h, 5d, 10d and 15d) for the KS test
and two different time scales (12h and 1d) for the AD test, and three different time scales (2h,
3h, and 1d) for the CVM test. In the SON season in the last example, the Weibull distribution
has a better acceptance rate than the Gamma distribution at eight different time scales (1h,
3h, 4h, 6h, 12h, 1d, 10d and 15d) for the KS test and eight different time scales (1h, 3h, 4h,
6h, 12h, 1d, 10d and 15d) for the AD test, and five different time scales (1h, 4h, 12h, 1d, and
10d) for the CVM test.
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On a daily scale, the Weibull distribution also fits well in comparison to the Gamma kernels
as shown in Figure 3.7a and the Gamma kernels perform even worst among other models
for all seasons based on all statistical tests.
Case study in Bavaria Overall, both Gamma and Weibull distributions could not model
the univariate precipitation values from the observation points in Bavaria as good as im-
plemented in Singapore. Both models generally exhibit acceptance rates below 75% based
on all different statistical tests at a variety of different temporal scales ranging from daily to
monthly scale. This is an indication that for a lot of events the null hypothesis, stating that
both theoretical model and empirical distributions come from the same distribution, should
be rejected due to the p-values smaller than 0.05 as presented in Figure 3.6b. The accep-
tance rates decrease with increasing temporal scales. For example, the acceptance rates on a
daily scale roughly range from 65% to 77% and then decrease dramatically to 10%-50% for
a monthly scale.
On daily scale, Weibull presents a better acceptance rate than the Gamma On a daily scale,
Weibull presents a better acceptance rate than the Gamma distribution in summer and au-
tumn (for the KS and the CVM tests). The rest of the seasons, the Gamma distribution
exhibits higher acceptance rates than the Weibull distribution. For all higher time scales, the
Gamma distribution exhibits higher acceptance rates than the Weibull distribution. How-
ever, in contrast to Singapore, Gamma kernels are superior for all seasons based on all statis-
tical tests as shown in Figure 3.7b with the acceptance rates above 90%, while other models
(Weibull and Gamma distributions) present an acceptance rate below 70%.
3.5 Summary
• The suitable distribution function applied to univariate marginal distribution func-
tions of all spatial observation points for each precipitation event separately are in-
vestigated in the regions of Singapore and Bavaria using the Weibull, Gamma, and
Gamma kernel distribution function.
• The precipitation occurrences analyzed in this study are precipitation values on a
given time step at which more than 0.7 of all stations in the region of interest receive
precipitation depth more than 0.1 mm.
• The best fit of marginal distribution is the Weibull distribution (for Singapore) and
Gamma kernel function (for Bavaria).
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(a) Singapore
(b) Bavaria
Figure 3.6: Acceptance rates of fitting the univariate distributions of Weibull (blue lines) and
Gamma (red lines) to precipitation amounts at a variety of temporal scales in
Singapore (Fig a) and Bavaria (Fig b). Panels from left to right represent KS, AD,
and CVM statistical tests. Panels from top to bottom represent the seasons of DJF,
MAM, JJA, and SON.
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(a) Singapore
(b) Bavaria
Figure 3.7: Acceptance rates of fitting the univariate distributions of Weibull (blue lines),
Gamma (red lines), and Gamma kernel (black lines) to daily precipitation
amounts in Singapore (Fig a) and Bavaria (Fig b) in different seasons of DJF,
MAM, JJA, and SON.

4 Dependence measures based on bivariate
copulas
4.1 Introduction
Over the past century, Pearson’s correlation coefficient (PCC) has been broadly used in a
variety of applications to quantify the strength and direction (decreasing or increasing) of
a linear relationship between two variables. In fact, this correlation was the first formal
correlation measure of linear dependency between a pair of random variables (Lee Rodgers
and Nicewander, 1988) and still the most widely used measure of dependence in various
applications.
The PCC between two random variables X and Y , which is first developed in 1895, can be
calculated using the following formula:
ρ =
cov(X,Y )√
var(X)
√
var(Y )
(4.1)
where ρ is the PCC, var(X) and var(Y ) are the variances of X and Y , and cov(X,Y ) is the
covariance of X and Y . The cov(X,Y ) is computed as follows.
cov(X,Y ) = E[(X − E(X))(Y − E(Y ))]
= E(X,Y )− E(X)E(Y ) (4.2)
The square root of the variances of X and Y in Equation 4.1, which are also called the stan-
dard deviations of X and Y , are used as the denominator to adjust the scales of the covari-
ance to have equal units. The correlation coefficient is a covariance which is rescaled by the
standard deviations. Because the covariance depends on the scales of measurement for X
and Y , it is often not a useful descriptive measure of dependence between two variables.
When the covariance is divided by the two standard deviations, the range of the covariance
is rescaled to the interval between -1 and +1 because the absolute value of the numerator is
less than or equal to the denominator. Thus, the interpretation of correlation as a measure
of a relationship becomes more tractable than the covariance, and different correlations are
more easily compared (Lee Rodgers and Nicewander, 1988).
The PCC is invariant to linear transformations of either variable. The PCC is positive values
in the case of an increasing linear association while negative values of ρ indicate a decreasing
linear association. If the correlation coefficient ρ is zero, it implies the absence of a linear
association between the two variables.
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Despite its simplicity, the PCC has several disadvantages due to some limitations. These
make that the PCC is frequently interpreted incorrectly. Firstly, the PCC is much more in-
fluenced by outliers, which may represent incorrect measurements or extreme events, than
by observations near the mean. Consequently, the existence of extreme events can lead to a
biased estimate of the correlation (Habib and Krajewski, 2001).
Secondly, the PCC could be very sensitive to the data which exhibit non-normal distribu-
tion (Kowalski, 1972) because this measure of linear dependence involves the underlying
hypothesis that the data follow a bivariate normal distribution (Serinaldi, 2008). If the nor-
mality assumption is difficult to be fulfilled, the measure of dependence can lead to high
bias in estimation. For very skewed distributions, for example, the Pearson’s sample corre-
lation coefficient can give a poor estimation of the population value (Habib and Krajewski,
2001).
Thirdly, the PCC is only accurate if the correlation relationship is linear and contempora-
neous (Anscombe, 1973). Anscombe (1973) also identifies four data sets with the same cor-
relation and other statistical properties (such as skew and mean) that can have completely
different distributions of data.
Therefore, even though the PCC is a very useful statistical measure, it is limited by the
assumptions underlying the estimation and should only be applied when those assump-
tions are satisfied. Non-parametric rank measures of dependence, such as Spearman’s and
Kendall’s dependence measure free from distributional assumptions are suggested as pos-
sible alternatives to the PCC.
Precipitation amounts which are characterized by highly skewed distributions with zero-
inflated data needs another spatial dependence measure as an alternative. The Spearman’s
rank correlation function is one of the alternatives of dependence measures to replace the
Pearson correlation function because of being free from the distribution assumption (Habib
and Krajewski, 2001). Furthermore, he Spearman’s rank correlation is also less influenced
by outliers and it can capture underlying nonlinear relationships between two variables.
4.2 Bivariate copulas
A copula was originally introduced by Sklar (1959) as a useful method for deriving joint dis-
tributions given the marginals, especially when dealing with non-normal distributions. The
method is also likely to be beneficial when the marginals can be stipulated definitely, but
the joint distribution is very tricky to be constructed (Cameron et al., 2004). Even though
copulas are not new, it has recently attracted great attention. The name ”copula” is basi-
cally from ”couple” to emphasize the manner which a copula combines a joint distribution
function to the marginals (Nelsen, 2006). In other words, a copula is a function that links a
multidimensional distribution to its marginals.
The bivariate copula is defined as a joint bivariate distribution with the univariate marginals
in standard uniform U(0,1), and it is expressed mathematically as follows.
C : [0, 1]2 → [0, 1] (4.3)
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A bivariate distribution function with given marginal distributions in the original domain
H(x1, x2) can be modeled by a bivariate copula function C given marginal distributions in
the uniform domain U(0, 1) with the help of Sklar’s theorem (Nelsen, 2006; Sklar, 1959). The
marginal distributions in the uniform distribution U(0,1) can be carried out by a transforma-
tion using its cumulative distribution function F1(x1) and F2(x2) or the rank transformation
of the original data values. Hence, analysis of marginal distributions can be done separately
from the joint distribution without requiring simultaneous analysis. This means the param-
eters estimation of marginal distributions and joint distribution in the one-stage maximum
likelihood estimation is not necessary. The relationship between the joint bivariate distribu-
tion function H and the copula function C can be formulated as follows.
H(x1, x2) = C
(
F1(x1), F2(x2)
)
(4.4)
One can see that a copula function C describes the dependence structure of bivariate dis-
tribution function H independently from the marginal distributions. This flexibility of se-
lecting the family of marginal distributions is another benefit implementing copula in mul-
tivariate problems, while the traditional multivariate models require all univariate marginal
distributions coming from the same family of marginal distributions.
If marginal distribution functions F1 and F2 are all continuous meaning that the bivariate
distribution function H is also continuous, then the copula C is unique (Nelsen, 2006). The
bivariate copula function C conversely can be constructed from a joint bivariate distribution
function H (Nelsen, 2006) as follows.
C(u1, u2) = H
(
F−11 (u1), F
−1
1 (u2)
)
(4.5)
Where F−11 , ..., F
−1
n are the inverses of marginal distributions.
Theoretically, the copula density c can be defined by the density of bivariate distribution
divided by the product of densities of the univariate marginals in this manner.
c(u1, u2) =
h
(
F−11 (u1), F
−1
2 (u2)
)
∏2
i=1 fi
(
F−1i (ui)
) (4.6)
Where h is multivariate distribution density function corresponding to H and fi are density
functions of marginal distributions corresponding to Fi
For an empirical bivariate copula, its densities can be constructed from the 2-dimensional
histogram of a scatter plot of the marginals u1 and u2. If data are few, the densities of em-
pirical bivariate copula can also be estimated via a 2-dimensional kernel density estimation
(Guthke, 2013).
Figure 4.1.a illustrates the scatter plot of the marginal distribution in the original domain.
It can be seen visually that there is an obvious correlation between the variables. But this
different strength of dependence for various percentiles can hardly be seen. Figure 4.1.b
and Figure 4.1.c describe the process of transformation of the marginal distribution into
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Figure 4.1: Empirical bivariate distributions in original and uniform domain between two
precipitation stations (sta-46 and sta-69) for non-zero daily precipitation in the
region of Singapore.
the uniform distribution by the empirical distribution function. In Figure 4.1.d shows the
scatter plot of the marginal distribution in the uniform distribution (0,1). It can be seen
that high values have a stronger dependence than low values because the point density
is higher in the top right corner than in the lower left one. This is why the scatter plots
with uniform marginal are more suitable to describe the dependence structure. Besides,
the description of dependency is standardized, because measures of dependence, like the
correlation coefficient, can now be calculated without the influence of marginal distribution.
4.3 The Spearman’s rank correlation
Spearman’s rank correlation (Spearman, 1904) is defined as a non-parametric measure of
rank correlation for evaluating the degree of monotonic association between two indepen-
dent variables. The Spearman’s rank correlation between two variables is similar to the
Pearson correlation except that it operates on the rank values of those two variables rather
than the raw data (Gautheir, 2001). When those two variables have a similar rank, the Spear-
man’s rank correlation between two variables will be high, and vice versa.
The dependence between pairs of points expressed by the rank-correlation function can be
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illustrated as follows. Let X1 and X2 be continuous random variables whose copula is C.
Then, the Spearman’s rank correlation ρ for X1 and X2 is given by Nelsen (2006) as a result
of the bivariate central moment of order two.
ρ(x1, x2) =
E(U1, U2)− E(U1)E(U1)√
var(U1)
√
var(U1)
=
E(U1, U2)− 14
1
12
= 12E[(U1 − 0.5)(U2 − 0.5)] (4.7)
ρ(x1, x2) =
E(U1, U2)− 14
1
12
= 12E[U1, U2]− 3
= 12
∫ 1
0
∫ 1
0
c(u1u2)du1du2 − 3
(4.8)
where 0.5 is the univariate first-order moments (the mean values) and 112 is the univariate
second order central moments (variance) of the univariate uniform distribution. As a conse-
quence, the Spearman’s rank correlation for a pair of continuous random variables X1 and
X2 is identical to the Pearson’s product-moment correlation coefficient for the grades of X1
and X2; the random variables u1 = F (X1) and u2 = F (X2).
The Spearman’s rank correlation in Equation 4.7 and Equation 4.8 can also be approximated
using parameter of the bivariate Gaussian copula underlying assumption that the data fol-
low the bivariate Gaussian copula.
Let X1 and X2 be continuous random variables whose copula is C where X1 > 0 and X2 >
0. The bivariate Gaussian copula C and its density c can be formulated in the following
equations.
H(X1 > 0, X2 > 0) = C
(
F1(x1), F2(x2)
)
(4.9)
C(u1, u2) = Φ
2
(
Φ−1(u1),Φ−1(u2)
)
(4.10)
c(u1, u2 | θ) =
φ2
(
Φ−1(u1),Φ−1(u2); θ
)
φ1
(
Φ−1(u1)
)
φ2
(
Φ−1(u2)
) (4.11)
where θ is the linear correlation coefficient (ρ), u1 and u2 are transformed random variables
of X1 and X2 in the uniform distribution ranging from 0-1, Φ−1 is the inverse of the cdf of
the standard normal distribution N(0, 1) and Φ2 in this case is the cdf of a bivariate nor-
mal distribution with mean 0 and covariance matrix Σ, φ2 is the PDF of a bivariate normal
distribution with mean 0 and covariance matrix Σ.
For data sets containing zeros, it can be modeled by a mixed discrete and continuous distri-
bution as introduced in Ba´rdossy and Pegram (2009, 2013) and Serinaldi (2009). A specific
treatment of the zeros can be conducted by assuming that they behave like censored values
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of a continuous distribution. It assumes that P0 is the probability of dry events and the pos-
itive part is described with a continuous distribution function as introduced by Ba´rdossy
and Pegram (2009).
Based on Equations 4.9 and 4.10, which are basically the formulas for describing bivariate
copulas for both being different from zero (X1 > 0, X2 > 0). However, if one marginal of
pairs is either zero or non-zero (X1 > 0, X2 ≥ 0) or (X1 ≥ 0, X2 > 0) with the probability of
zeros P0, the bivariate copulas yield as follows.
H(X1 = 0, X2 > 0) = C
(
P0, F2(x2)
)
(4.12)
C(u1 = P0, u2 = F2(x2)) = Φ
2
(
Φ−1(P0), F−11 (u2)
)
(4.13)
c(u1, u2 | θ) =
∫ P0
0
φ2
(
Φ−1(u1),Φ−1(u2); θ
)
φ
(
Φ−1(u2)
) du1φ(Φ−1(u2)) (4.14)
If both pairs of marginal equal to zero (X1 = 0, X2 = 0) and the probability of zeros for the
marginals X1 and X2 are P01 and P02, respectively, then bivariate copulas can be formulated
as follows.
H(X1 = 0, X2 = 0) = C
(
P01, P02
)
(4.15)
C(u1 = P01, u2 = P02) = Φ
2
(
Φ−1(P01),Φ−1(P02)
)
(4.16)
c(u1, u2 | θ) =
∫ P01
0
∫ P02
0
φ2
(
Φ−1(u1),Φ−1(u2); θ
)
φ
(
Φ−1(u1)
)
φ
(
Φ−1(u2)
) du1du2 (4.17)
4.4 Asymmetric dependence
Both the Pearson’s correlation and the Spearman’s rank correlation are capable of quantify-
ing a linear association measure between two random variables with their assumptions and
limitations as discussed in section 4.2. Indeed, the Spearman’s rank correlation is suggested
as a good alternative to substitute the Pearson’s rank correlation, but in fact, it formally also
depends upon only one correlation coefficient describing the entire dependence structure of
the two random variables.
However, in some cases, quantification of the degree of association not on the whole distri-
bution of multiple variables, but on the extreme values is more interesting. The dependence
structure between the extremely high values of two random variables may be different from
that of the extremely low values. In other words, the dependence between extreme high
values might be stronger than mid values or even low values, or vice versa. The scatter plot
of the empirical copula can still detect a possible clustering dependence structure between
two random variables in a particular part, either upper or lower tail visually.
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In the practical application of hydrology, precipitation extremes occurring simultaneously at
multiple locations can lead to a severe impact on risk assessment and mitigation strategies.
Estimation of the dependence structure in the occurrence of extreme events, both upper and
lower tails, is therefore required. A precipitation model which is not capable of capturing
the joint extreme events gives either underestimation or overestimation of design values.
The upper tail dependence (UTD) coefficient λu and lower tail dependence (LTD) λL (Joe,
1997) have been used widely to measure the mutual occurrence of extreme events in a vari-
ety of applications. However, in the spatial statistics the main interest is usually not at the
very high extremes, but in the location of values that exceed certain thresholds (Ba´rdossy,
2006). Empirical investigations present that the UTD shows bad performances with a strong
bias estimation (Serinaldi et al., 2014).
Instead of focusing on the tail dependencies, Ba´rdossy (2006) expressed the non symmetrical
dependence by the ratio of the joint probability of not exceeding a quantile u and exceeding
the quantile 1 − u. This ratio expresses whether higher values have a stronger dependence
than the low values (A1(u) > 1) or the opposite (A1(u) < 1), or if the dependence is the
same as formulated below.
A1(u) =
2u− 1 + C(1− u, 1− u)
C(u, u)
(4.18)
Based on the combination of two third order moments, Ba´rdossy and Li (2008); Li (2010)
described a different non-symmetrical measure which characterizes the difference in the
dependence between high or low percentiles as given the following formula:
A2(u1, u2) = E[(U1 − 0.5)(U2 − 0.5)2 + (U1 − 0.5)2(U2 − 0.5)]
=
∫ 1
0
∫ 1
0
(u1 − 0.5)(u2 − 0.5)2 + (u1 − 0.5)2(u2 − 0.5)c(u1, u2)du1du2
(4.19)
A2 is positive for a stronger dependence of high values andA2 will be negative for a stronger
dependence of low values. If percentiles above and below 0.5 exhibits a symmetric depen-
dence, A2 will be zero (Li, 2010) and (Guthke, 2013).
Both formulas above (Equations 4.18 and 4.19 ) are not applicable if datasets consist of zero-
inflated data which frequently happens in precipitation fields, especially for shorter time
scales (daily and sub-daily) as shown in a scatter plot of precipitation amount at two loca-
tions in Figure 4.2. On the left panel, a scatter plot with marginal distribution on the original
domain in mm is shown, while on the right panel, the scatter plot is made on the copula do-
main. Random variable X1 has the probability of zeros being 0.16, and random variable X2
has the probability of zeros equals to 0.10. The red lines indicate the quantile threshold q0 to
distinguish frequencies of events between the upper-right corner and the lower-left corner.
In order to handle this problem, a new simple method considering zero precipitation mod-
ified based on Equation 4.20 is adopted. This method is just a comparison of the mass of
empirical density copula between the upper-right part and lower-left part. To distinguish
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Figure 4.2: Scatter plot of empirical bivariate copula with zero-inflated data.
those parts, a threshold q0 with different quantiles, such as 0.1, 0.2, 0.3, 0.4, and 0.5 can be
adopted. The threshold q0 must be bigger than the probability of dry events. The formula is
illustrated below.
A3(u1, u2) =
∫ 1
1−q0
∫ 1
1−q0 c(u1, u2)du1du2 −
∫ q0
0
∫ q0
0 c(u1, u2)du1du2∫ 1
1−q0
∫ 1
1−q0 c(u1, u2)du1du2 +
∫ q0
0
∫ q0
0 c(u1, u2)du1du2
(4.20)
where q0 is a threshold to distinguish mass of empirical density copula between the upper-
right part and lower-left part of bivariate copulas. q0 must be bigger than the probability of
zeros.
In order to demonstrate the asymmetry functionA3 to measure the non-symmetrical depen-
dence structure, 500 Monte Carlo based stochastic simulations using three different families
of copulas, namely, Gumbel, Gaussian, and Clayton copulas are made. The Gaussian cop-
ula exhibits the symmetric dependence structure. The Gumbel copula has more densities
concentrated in the upper tails, and the Clayton copula is recognized as copula model with
the heavy concentration of probability near (0,0) (Nelsen, 2006).
The bivariate Gumbel copula density can be written as follows.
c(u1, u2) = exp
[
−
(
(− lnu1)θ + (− lnu2)θ
)1/θ]
(4.21)
where 1 < θ < ∞ is the parameter controlling the dependence. Perfect dependence is
obtained if θ →∞, while θ → 1 implies independence.
The bivariate Clayton copula density can formulated as follows.
c(u1, u2) =
(
u−θ1 + u
−θ
2 − 1
)−1/θ
(4.22)
where 0 < θ < ∞ is the parameter controlling the dependence. Perfect dependence is
obtained if θ →∞, while θ → 0 implies independence.
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Each simulation is carried out for a variety of number of samples N , namely N= 30, 50,
100, 500, 1000, and 5000 pairs. Figure 4.3 shows an example of a scatter plot of 500 random
variables simulated from three families of copulas consisting of a Gumbel copula with pa-
rameter θ = 3 on the left panel, a Gaussian copula with parameter ρ = 0.8 on the middle
panel, and a Clayton copula with parameter θ = 2 on the right panel.
Every simulation, the asymmetry function A3 is calculated using the formula 4.20 for dif-
ferent quantiles q0 as the threshold, namely q0= 0.1, 0.2, 0.3, 0.4, and 0.5. The basic idea is
to calculate the difference of frequencies/densities between the upper tail and lower tail as
marked with the red lines on Figure 4.3.
Figure 4.3: Scatter plot of simulated data based on a Gumbel copula having θ = 3, a Gaus-
sian copula with ρ = 0.8, and Clayton copula with θ = 2 consisting of 500 pairs.
Figure 4.4 depicts the asymmetry function A3 for a variety of the simulated sample of sizes
N using the three families of copulas above and different the quantile thresholds, namely
q0= 0.1, 0.2, 0.3, 0.4, and 0.5. The horizontal axis defines the quantile thresholds and the
primary vertical axis represents the asymmetry function A3. Every quantile threshold q0,
there is box-plot of the asymmetry function A3 from 500 stochastic simulations created from
the Monte Carlo approach which is available in R (R Core Team, 2013) by the copula package
(Hofert et al., 2017).
One can see that the Gumbel copulas exhibit clearly the positive asymmetric dependence
on the whole in particular for the quantile thresholds q0 0.1 and 0.2. The Gaussian cop-
ula present symmetric dependence consistently for all the quantile thresholds. The Clayton
copula generally present the negative asymmetric dependence especially for the quantile
thresholds q0 0.1, 0.2 and 0.3. Overall, each copula family exhibits its pattern more consis-
tently in accordance with increasing samples of size.
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4.5 Summary
• Copula is a joint distribution function with the univariate marginals in uniform distri-
bution U(0,1).
• The Pearson’s correlation has some drawbacks, such as being restricted to normality
assumption, assuming a linear relationship, and being sensitive to outliers.
• The Spearman’s rank correlation is one of the alternatives which could resolve these
matters.
• The Spearman’s rank correlation also offers a flexibility of incorporating zeros vari-
ables which are treated as latent variables underlying a continuous distribution func-
tion using the censored bivariate Gaussian copulas, for example.
• An asymmetric function measuring the degree of dependence structure between high
and low values by incorporating zero precipitation amounts is introduced using the
empirical bivariate copulas.
Figure 4.4: Simulated asymmetry function using Gumbel copula θ = 3 (top row), Gaussian
copula ρ = 0.8 (middle row), and Clayton copula θ = 2 (bottom row) with 500
Monte Carlo simulations.
5 Investigating spatial rank correlation
using censored bivariate Gaussian
copulas
5.1 Introduction
Spatial modelling requires the fundamental assumption that observations in different loca-
tions are usually highly spatially correlated to each other in close distance and have a weaker
spatial dependence in far distance. This assumption is then reflected to modelling the spa-
tial correlation function. The spatial correlation coefficient is equal to 1 near at zero distance
and then continuously decreases with increasing distance within the region of interest until
a certain distance. The distance, where there is no longer a decrease of spatial dependence,
is called correlation length. In many practical applications, all observations only within this
correlation length and the nearest neighbours are considered in the estimation of the spatial
model (Sen, 2009).
There are some spatial correlation functions in literature, such as, exponential, spherical, and
Gaussian or other models, which are widely implemented in a variety of spatial analyses.
Figure 5.1 shows examples of the theoretical spatial correlation functions for the exponential,
spherical, and Gaussian model with a domain equal to the radius of the area. The exponen-
tial, spherical, and Gaussian spatial correlation functions can be formulated as shown in
Equation 5.1, Equation 5.2, and Equation 5.3, respectively.
• Exponential
ρ(h) = exp
(−h
a
)
(5.1)
• Spherical
ρ(h) =
{
1− 3h2a + h
3
2a3
if h ≤ a
0 otherwise
(5.2)
• Gaussian
ρ(h) = exp
(−h2
a2
)
(5.3)
The variable a in the equations above represents the range parameter. The range parameter
a is obtained by fitting the model to the available data. For the Spherical spatial correlation
function, the correlation length is the same as the range parameter since the correlation coef-
ficient at the distance range is close to zero. For the exponential spatial correlation function,
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however, the range parameter a is not called the correlation length because the correlation
coefficient at the distance range is 0.37 or exp(−1). The exponential spatial correlation func-
tion is used for this study because it is very simple to implement for a large number of pre-
cipitation realizations. The correlation length is, therefore, three times the range parameter
because correlation coefficient at the distance 3× range is close to zero or exp(−3).
The spatial correlation functions in this chapter are calculated using Spearman’s rank cor-
relation coefficient on the basis of empirical bivariate copulas. The empirical bivariate cop-
ulas are constructed by using two different approaches, namely, the geostatistical approach
and the pairwise approach, which are explained in the subsequent sections. The concept
of geostatistical approach has been widely applied to the precipitation fields for solving
the spatial interpolation issues, especially used for the rainfall-runoff processes where both
precipitation and runoff require the same time event. The pair-wise approach containing si-
multaneous temporal observations is useful for infilling missing precipitation observations.
The exponential spatial correlation function is chosen to characterize the Spearman’s rank
correlations over distances of interest.
Figure 5.1: The spatial correlation functions as a function of distance h with range a = 1
using different models (exponential, Gaussian, and Spherical).
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5.2 Maximum likelihood estimation of the censored bivariate
Gaussian copulas
The Spearman’s rank correlation is calculated using the parameter of the Pearson correlation
coefficient of the censored bivariate Gaussian copula as presented in chapter 4. The Pearson
correlation in the copula domain is basically same as the Spearman’s rank correlation. The
Spearman’s rank correlation can also be estimated using the correlation parameter of the bi-
variate Gaussian copula underlying assumption that the data follow the bivariate Gaussian
copula. When the data also contain zeros and the zeros are treated as latent variables of a
continuous copula distribution, the bivariate Gaussian copula is the choice of approach for
estimating Spearman’s rank correlation.
The Spearman’s rank correlation can be estimated with censored bivariate copulas by nu-
merically maximizing the likelihood function. The likelihood function consists of three
parts, namely, both marginals equal to non-zeros (Equation 4.11), both marginals equal to
either zero or non-zero (Equation 4.14) and both marginals equal to zero (Equation 4.17).
The likelihood function of the censored bivariate copula above for estimating the parameter
θ can be calculated using the following formula (Ba´rdossy, 2011). Here, the parameter θ
represents the Spearman’s rank correlation.
L(x1, x2 | θ) =
∏
(x1,x2)∈I1
φ2
(
Φ−1(u1 = F1(x1)),Φ−1(u2 = F2(x2)) | θ
)
φ
(
Φ−1(u1 = F1(x1))
)
φ
(
Φ−1(u2 = F2(x2))
) ×
∏
(x1,x2)∈I2
∫ u1=P01
u1=0
∫ u2=P02
u2=0
φ2
(
Φ−1(u1),Φ−1(u2) | θ
)
φ
(
Φ−1(u1)
)
φ
(
Φ−1(u2)
) du1du2×
∏
(x1,x2)∈I3
∫ u1=P01
u1=0
φ2
(
Φ−1(u1),Φ−1(u2 = F2(x2)) | θ
)
φ
(
Φ−1(u2 = F2(x2))
) du1φ(Φ−1(u2))
(5.4)
where φ2 is the bivariate normal density with mean 0 and covariance matrix Σ, Φ−1 is the
inverse of the CDF of the standard normal distribution N(0, 1) and φ is the density of the
standard normal distribution N(0, 1).
Here, the set I1 contains pairs of gauges with both variables equal to non-zero precipitation
(x1 > 0, x2 > 0). The set I2 consists of zero pairs (x1 = 0, x2 = 0) and P01 and P02 are
the probability of zeros for the marginal distributions. In the set I3, pairs are listed which
consist of non-zero and zero precipitation amounts (x1 > 0, x2 = 0) or (x1 = 0, x2 > 0). The
variables of u1 and u2 are uniformly distributed and range from 0 to 1. They are derived
from the rank transformation of the random variable if x1 6= 0 and x2 6= 0, respectively.
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5.3 Geostatistical context
5.3.1 Approach and methodology
5.3.1.1 Isotropic assumption
As mentioned above, spatially distributed data values at different locations are frequently
not completely random, but usually exhibit some form of spatial correlation structure, where
close points in space tend to be highly correlated. A phenomenon spreads in space and ex-
hibits a certain spatial correlation structure is called as term ”regionalized”. If f(x) is the
value at the point x of a characteristic f of this phenomenon then f(x) is called ”region-
alized variable”. Geostatistics can be defined as ”the application of probabilistic methods
to regionalized variables” which designates a function displayed in real space in order to
exhibit a structure of spatial correlation (Matheron, 1971).
In the context of geostatistics, the regionalized variables are assumed to be a single realiza-
tion of a random variable, which is characterized by its distribution function. The distribu-
tion function that completely describes a spatially distributed variable can thus be defined
by assigning an n-dimensional probability distribution Fn to the set of points in the domain
of interest. Using only one realization for counting frequencies to find a multivariate prob-
ability distribution F that fits to the data is not possible without an additional assumption
about the spatial process, that is the spatial strong stationarity (Guthke, 2013).
Under the assumption of the spatial strong stationarity, the hypothesis that the random
function is dependent on the location is relaxed towards a dependence of the spatial config-
uration of the regionalized variables. In other words, the random function remains the same
if a certain configuration of points is only shifted by a length of separating distance h (this
also called translation invariant). The bivariate distribution function can now be inferred
by counting frequencies of values in the same configuration (Guthke, 2013) and the spatial
correlation model finally can be estimated.
The spatial correlations are calculated under the isotropic assumption. The isotropic as-
sumption means that the spatial correlation structure is the same for all directions. The
isotropic spatial correlation depends only on the length of the separating distance between
two points and not on their relative directions. The isotropic assumption is commonly made
in any practical spatial application. This is because the interpretation of the correlation be-
havior becomes simple and the estimation process of the correlation coefficient is also easy
(Maity and Sherman, 2012).
The spatial correlations derived in the context of spatial geostatistics require regionalization
in order to construct an empirical bivariate distribution. The spatial Spearman’s rank corre-
lations are calculated based on underlying bivariate normal distribution on the unit domain
U(0,1). This censored bivariate Gaussian copula is fitted to the empirical bivariate copulas.
The empirical bivariate copulas for the spatial precipitation observations z at any given loca-
tion s of n gauges z(s1), ..., z(sn) can be constructed using the procedures given by Ba´rdossy
(2006). The procedure is conducted for each selected time interval of precipitation values
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separately due to the assumption of a single realization of a spatial random variable as fol-
lows.
1. Precipitation data from all spatial observation points at any given time step are trans-
formed into the uniform distribution u(0, 1) using the empirical marginal distribution
function Fz(z(si)) or the normalized ranks from the observation points as follows.
u =
n−R(z(si))− 12
n
(5.5)
where z(si) is a univariate random variable at location si, n is the number of data
points, R(z(Si)) is the rank of z(si) in the set z(s1), ..., z(sn), zs1 is the maximum value,
and zsn is the minimum value.
2. For any given length of the separating distance h, all gauge stations are grouped with
similar lags h and the set of pairs S(h) of gauge stations can be created. The set of
pairs S(h) consists of the empirical distribution function values of the precipitation
variables of any pair at locations separated by the length of distance h. For the isotropic
assumption, the length of distance h does not depend on any direction, no matter
whether the two gauges at separating length of distance h are located in the north-
south direction, the west-east direction, or any other directions. The set of pairs S(h)
are formulated as follows.
S(h) = c
(
Fz
(
z(s)
)
, Fz
(
z(s+ h)
))
(5.6)
Again here, S(h) is a set of points in the unit square. Note that S(h) is by definition
symmetrical regarding the major axis u1 = u2 of the unit square, namely, if (u1, u2) ∈
S(h), then (u2, u1) ∈ S(h).
3. From the set of pairs S(h), the spatial copula function CS is implemented as a function
of the length of distance h extended from Equation 4.4. For any two selected quantiles
u1 and u2, Equation 4.4 becomes as follows.
Cs(u1, u2;h) = Prob
(
Fz
(
Z(s)
) ≤ u1, Fz(Z(s+ h)) ≤ u1)
= C
(
u1 = Fz
(
Z(s)
)
, u2 = Fz
(
Z(s+ h)
)) (5.7)
Here, Fz is the marginal distribution of the variable Z and is supposed to be the same
for each location s. Any two locations separated by the length of distance h are related
to each other by the bivariate distribution function whose dependence is described
by the bivariate copula. As with variograms, it is assumed that this copula does not
depend on the location x but only on the separating distance h.
4. The unit square is divided into k x k grids. The empirical copula density can then
be constructed by calculating the empirical frequencies on each grid resulting in two
dimensional histograms of the marginals u1 and u2.
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Since the empirical bivariate copula density was calculated, the Spearman’s rank correla-
tion coefficient can be estimated via fitting of the censored bivariate Gaussian copulas to the
empirical bivariate copulas by maximizing numerically the likelihood function as given by
Equation 5.4. The fitted parameter of the censored Gaussian copulas is Spearman’s rank cor-
relation. The detailed procedure of estimating Spearman’s rank correlation can be described
as follows.
1. The uniformly distributed values u1 and u2 are transformed into the normal domain
using the inverse of the standard normal distribution.
2. The likelihood function of the censored bivariate normal distribution, as shown in
Equation 5.4, is maximized numerically to get the parameter θ.
5.3.1.2 Anisotropic assumption
The assumption of isotropy is frequently applied to describe the spatial correlation struc-
ture because the interpretation of the correlation behavior is simple and the process of esti-
mation is straightforward as mentioned. The assumption of isotropy, however, can give a
bias estimation when not appropriate to the data. If the spatial correlation structure is not
isotropic, then the anisotropic assumption is suggested. The anisotropic assumption means
that the spatial correlation between any two observations depends not only on the distances
between those sites but also on their relative directions (Maity and Sherman, 2012), thus
different spatial correlation structures are calculated for the different directions.
In general, some procedures of estimating of the spatial correlation function under the
anisotropic assumption in the case of geostatistical approach is similar to the isotropic as-
sumption above. For example, for each selected time interval, the set of pairs S(h) which
consists of the empirical distribution function values of the interested variables at differ-
ent locations separated by the length of distance vector h should be determined. However,
unlike the isotropic assumption where all directions are considered to be the same for esti-
mating the spatial correlation function, the anisotropic approach in this study proposes four
different orientations that can be taken into account for estimating the spatial correlation
function, for example, 0o, 45o, 90o and 135o from the North direction with a tolerance of
22.5o. By definition, the spatial correlations at those directions are the same as the directions
180o, 225o, 270o, and 315o from the direction of north, respectively, due to the symmetrical
condition. For each selected time interval, a different correlation function is estimated for
each direction. In principle, for each direction, this anisotropic approach employs the same
procedure for estimating the spatial correlation function as the isotropic approach above.
The available number of pairs of gauge stations at any given distance vector h is a crucial
issue for the geostatistical approach since the inferential processes for this approach use the
data sets collected from those pairs. Just for example in the region of Singapore, all possible
combinations of gauge pairs for the directions of 0o, 45o, 90o and 135o or directions of 180o,
225o, 270o, and 315o from the directions of North are shown in Figure 5.2a, and the total
number of all possible pairs for each direction at any given distance vector h is presented in
Figure 5.2b.
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The configuration and number of pairs in each direction at any given distance vector h can
be different from the isotropic approach. For example, in the direction of 0o from the North,
the total number of pairs within the distance groups of 6 km, 10 km, 15 km, and 20 km is
70, 117, 143, and 90, respectively. Those numbers are sufficient to be used for estimating
the spatial correlation functions. For the directions of 45o and 90o, the total number of pairs
within the distance classes of 6 km, 10 km, 15 km, and 20 km is 13, 27, 28, 16 for the direction
of 45o, respectively, and 16, 26, 44, and 35 for the direction of 90o, respectively. Then, the
total number of possible pairs for the direction of 135o within inter-gauge distances of 6 km,
10 km, 15 km, and 20 km is 15, 28, 29, 21, respectively. The total number of all possible
gauge pairs at certain directions in Singapore might not be sufficient for investigating the
correlation behavior accurately. Nevertheless, this is an alternative to the isotropic approach
for the comparison of correlation behaviors.
(a) All possible combinations of pairs (b) Number of all possible combinations of pairs
Figure 5.2: All possible combinations of gauge pairs with different orientations, namely, 0o,
45o, 90o and 135o from the direction of North in the Singapore region.
5.3.2 Application in Singapore
A spatial correlation analysis for many realizations of precipitation amounts as well as dif-
ferent time scales is explored in this study on the basis of the isotropic and the anisotropic
assumption.
Effect of spatial scales Figure 5.3 shows multiple box plots of the spatial correlation
functions within the different distance groups (namely, 5 km, 10 km, and until 25 km) and
various timescales from hourly to monthly for a given season (namely, DJF, MAM, JJA, or
SON). The influence of inter-gauge distances on Spearman’s rank correlation is clearly seen
as expected from literature. Overall, the correlation functions decline with increasing dis-
tances and can be fitted reasonably using simple theoretical negative exponential correlation
functions which are marked with the red lines as shown in Figure 5.3. Furthermore, this
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trend applies not only to one specific time scale or any season but also to all time scales and
all seasons. This guarantees that the established concept of the theoretical spatial correla-
tion function is still reasonably applied to the real applications of precipitation fields in the
region of Singapore.
However, there is some evidence that the correlation functions of some precipitation oc-
currences do not decrease according to the increase of inter-gauge distances. On the con-
trary, the correlation functions increase in accordance with increasing distances. This phe-
nomenon mainly occurs for the higher temporal resolutions, such as daily or even higher
ones because the correlations exhibit higher variabilities at the smaller time scales. For
example, the correlation functions at the hourly scale are more variable than those at the
monthly scale. Thus, there is still a chance that a practical application will disagree with
the established theory, despite the too small probability. This might also be caused by large
scale features, which could not be simply incorporated, resulting in higher correlations for
the larger distances.
In addition, the correlation lengths, which are derived from the fitted negative exponential
correlation functions, are very small only roughly ranging from 12 to 15 km at all different
temporal scales and across different seasons. The correlation length can be defined as the
maximum distance between points where the spatial relationships between those points
still exist. Using the negative exponential function, the correlation length where the spatial
correlation coefficient is exp(−3) =∼ 0.05 can be practically calculated from the tipple of the
range parameters of the negative exponential functions which roughly range from 4 to 5 km
for the case of Singapore.
Effect of time scales In contrast to the effect of distances between points at different loca-
tions on the spatial rank correlations, which presents an inversely proportional relationship,
the increases of time aggregations commonly are directly proportional to the spatial rank
correlations of precipitation occurrences. However, the increasing trends of the spatial rank
correlations with the time scales are generally very low, with a small slope as depicted in
Figure 5.4. This general characteristic is more obviously seen, especially at the distance
group of 5 km. The increasing trends of the spatial rank correlation in temporal aggregation
become negligible beyond the distance of 5 km. For example, even though there is an in-
crease of the correlation coefficient with increasing time intervals, especially in comparison
the sub-daily time scales to the super-daily timescales at the distance classes above 10 km, it
is very small and almost negligible.
The spatial rank correlations of precipitation occurrences generally become less variable
over time series observations at the higher time scales, as mentioned previously. This over-
all trend applies systematically for all different temporal aggregations from an hourly scale
to a monthly scale. Interestingly, the lowest degrees of the variability of the spatial rank
correlations arise at the inter-gauge distance of 15 km, as shown clearly in Figure 5.4. This
means that the spatial rank correlation exhibits higher fluctuations at the inter-gauge dis-
tances below 15 km and tend to be less variable when approaching the distance of 15 km.
The rank correlation coefficient will turn into the higher uncertainty again at the inter-gauge
distances above 15 km. The distance of 15 km is a reasonable distance for the lowest degree
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of uncertainty of the correlation function because the correlation length of the distance of
15 km is approximated to be ∼0. In other words, the correlation becomes nearly zero at the
inter-gauge distance of 15 km which is supported evidently by most precipitation events
resulting in less variability. The correlation will exhibit higher uncertainty again at the inter-
gauge distance above 15 km because it presents a negative relationship between the cor-
relation and the inter-gauge distance. It is clearly seen in Figure 5.4 where the empirical
correlations at the group distance 20 and 25 km are negative, in general.
The findings fairly differ from the study conducted by Mandapaka and Qin (2013) reporting
that the correlation coefficients (here is the traditional Pearson correlation) increase signifi-
cantly with the increase of time scales. But, notice that there are some different fundamental
approaches from the study that was carried out by Mandapaka and Qin (2013). They used a
pair-wise approach consisting of simultaneous time series observations for creating the bi-
variate distributions. In addition, the conventional Pearson correlation is adopted to quan-
tify the spatial dependence structure of the precipitation fields. This pair-wise approach will
be discussed separately in section 5.4, but instead of using the Pearson correlation that Man-
dapaka and Qin (2013) implemented, the Spearman rank correlation will be applied in this
study on the basis of the empirical bivariate copulas using the censored bivariate Gaussian
copulas.
Effect of seasons Investigations of the spatial rank correlations are conducted in each
different season separately to detect whether the spatial rank correlation behavior is also
affected by seasonal periods. Based on the result of an empirical investigation, the estima-
tions of the spatial rank correlation considering different seasons generally do not produce
significant influences on the behaviors of the spatial correlation function. This is due to the
small values of the correlation lengths, which only roughly range from 12-15 km, and the
correlations also present high fluctuation over time and space on the whole. Consequently,
the different values are too small compared to the spatial resolutions for distinguishing the
spatial correlation behaviors in different seasons.
At the hourly scale, for instance, despite the fact there is a systematic pattern that the cor-
relation length in DJF and SON are slightly more consistent than the ones in the months
of MAM and JJA, but it is quite a minor difference if compared to the spatial resolutions;
around 12.9 km and 13.2 km for the DJF and SON seasons, respectively, and 12.8 km and
12.8 km for the DJF and SON seasons, respectively. At the 12-hour temporal scale for an
another example, the correlation distances for both DJF and SON roughly range between
13.8 km and 14 km, whereas the correlation lengths in the others seasons, the MAM and JJA
season, are about 13.2 km and 13.4 km, respectively.
Those similar patterns above also apply to the other different temporal scales; considering
different seasons for estimating the spatial rank correlation function does not change the
general correlation characteristics, but only reveals a slightly different magnitude of the
spatial correlation lengths. There is no significant difference of the spatial correlation levels
between different seasons, this was also confirmed by the previous study carried out by
Beck et al. (2015); Mandapaka and Qin (2013) stating that the statistical differences between
early morning and afternoon precipitation are much stronger than the differences between
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the seasons, which is typical for equatorial regions with a diurnal cycle in precipitation
occurrences.
Effect of anisotropic assumption In order to investigate the effects of different directions
of inter-gauge distances of any two points at different locations on the Spearman’s rank
correlation functions, the direction of inter-gauge distances are classified into four groups,
namely, the direction of 0o, 45o, 90o and 135o calculated from the direction of North. For
each direction, the distances between gauge stations are then grouped into several classes,
namely, 0-6 km, 6-10 km, 10-15 km, and 15-20 km considering a minimum number of gauge
pairs. The Spearman’s rank correlation calculated for each direction of 0o, 45o, 90o and 135o
are averaged over all events at any given vector of distances yielding a single realization of
observation points over spatial domain. The values are then projected on both axes. Pro-
jections to the axis of E-W direction are conducted by multiplying between the vector of
distance between two gauge points of interest by sin(θ), where θ denotes angle between two
gauges and the North direction. In addition, the Spearman’s rank correlations are also pro-
jected to the axis of N-S direction using the distance between two gauge points of interest
multiplied by cos(θ). The projected correlations to both axes are then interpolated over the
whole spatial domain of interest, resulting in isolines of the correlation function.
Figure 5.5 shows multiple plots of isolines of the correlation function in the two-dimensional
spaces of inter-gauge distances using the geostatistical approach at different time scales from
hourly scale to monthly scale in the region of Singapore. The figure attempts to describe the
characteristics of the anisotropic spatial correlation of precipitation. Similar to the isotropic
approach, the rank correlations are generally quite low, with the correlation length around
15 km, similarly as when estimated by using isotropic approach. Overall, the anisotropic
correlations are independent of the different temporal scales and different seasons. It means
that estimating a correlation function using different time scales and different seasons will
yield a similar result in general.
However, there is a slightly different characteristic of correlation functions in terms of direc-
tion, in particular within a small radius. Overall, the correlations within the North-East to
the South-West direction tends to be slightly higher than those in the northwest to the south-
east direction at the same distance of interest. This is a bit different from Beck et al. (2015)
because of the use of different approaches. When using a small number of gauge pairs, this
finding might also be questionable, and further investigation with more pairs needs to be
conducted.
For further practical applications, the isotropic approach might be still quite reasonable be-
cause the effect of anisotropy on the spatial correlation only exists in the condition where the
inter-gauge distances are very short, in particular smaller than 12 km, and, consequently, the
anisotropic correlation will be very low beyond this range (Beck et al., 2015). In addition, the
total number of gauge stations in this region is basically not sufficient to capture the spatial
anisotropy correlation using a regionalization approach for the smaller distances.
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Figure 5.3: The Spearman’s rank correlation functions over distances using the geostatisti-
cal approach in the region of Singapore. The vertical axes represent the rank
correlation. Panels from top to bottom represent seasons (DJF, MAM, JJA, and
SON). The horizontal axes represent distances (from 5km to 25 km). Each panel
represents time scale (hourly (1h) to monthly (1m).
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Figure 5.4: The Spearman’s rank correlation functions over time scales using the geostatis-
tical approach in the region of Singapore. The vertical axes represent the rank
correlation. The horizontal axes represent a variety of time scales from hourly to
monthly. Panel from top to bottom represent seasons (DJF, MAM, JJA, and SON).
Panels from left to right represent distances (5 km to 25 km).
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Figure 5.5: Isocorrelation lines in the two-dimensional spaces of distances using the geo-
statistical approach in Singapore. The vertical axes represent the lag distances
in North and South direction in km. The horizontal axes stand for the lag dis-
tances in East-West direction. Panels from top to bottom represent seasons (DJF,
MAM, JJA, and SON). Panels from left to right show the different time scales
from hourly to 5-days.
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5.3.3 Application in Bavaria and Baden-Wu¨rttemberg
Empirical investigation results of the spatial correlation functions in the region of Bavaria
and Baden-Wu¨rttemberg are reported in Figure 5.6 and Figure 5.7. Both figures present the
Spearman’s rank correlations in the region of Bavaria and Baden-Wu¨rttemberg at a variety
of time scales from daily to monthly scale and also in the four different seasons (namely, DJF,
MAM, JJA, and SON) based on the geostatistical approach. Figure 5.6 describes in detail the
effects of the various distances on the spatial rank correlation functions, while Figure 5.7
stresses the impact of different time scales on the spatial rank correlation functions.
Effect of spatial scales Overall, it can be clearly seen that, despite only a few fluctua-
tions in comparison to Singapore, the spatial Spearman’s rank correlations of precipitation
occurrences in both regions (Bavaria and Baden-Wu¨rttemberg) decrease smoothly over the
inter-gauge distances at the different locations and also fit reasonably using the negative ex-
ponential correlation functions which are marked with the red lines as shown in Figure 5.6.
In contrast to Singapore with correlation lengths of ∼15 km, on the whole, the spatial corre-
lation lengths in both Bavaria and Baden-Wu¨rttemberg are significantly roughly higher by
more than 60 km for all cases.
However, there is a strong empirical evidence that the spatial rank correlation function for
Baden-Wu¨rttemberg exhibits different patterns than those correlations for Bavaria. The cor-
relation lengths in Baden-Wu¨rttemberg roughly range from 60 to 84 km, whereas the corre-
lation lengths for Bavaria roughly vary between 105 and 294 km due to the different corre-
lation recession rate obtained from the fitted negative exponential distribution. This might
be due to the different characteristics of the topography in both regions.
On one hand, the topographic features in Bavaria are relatively more structured varying
from flat terrain in the northern part to the high mountains in the southern region. On
the other hand, the topographic features in Baden-Wu¨rttemberg are characterized as moun-
tainous regions with a high variability of elevations spread out over this region. As a result,
the spatial Spearman’s rank correlations of precipitation occurrences in Baden-Wu¨rttemberg
also exhibit higher fluctuations over distances. This indicates that the high variability of the
correlations spreads over the region, which frequently occurs at the lower time scales, for
example at the daily scale as shown in Figure 5.6.
In addition, a lot of outliers are also detected in Baden-Wu¨rttemberg indicating that many
precipitation events in some locations are quite rare from many other places. Those outliers
are mainly detected at the inter-gauge distance of 5 km and the daily scale. Some outliers
are also detected for the higher time scales and the greater distances but only a few cases.
In general, outliers might be due to incorrect measurements or coming from a different
population where it represents a rare event.
Outliers here are, therefore, simply defined as observations that are numerically distant from
the rest of the data; a data point located outside the fences (whiskers) of the box-plot, for
example, observations that fall outside by 1.5 times the interquartile (IQR) range above the
upper quartile (the third quartile, Q3) and below the lower quartile (the first quartile, Q1).
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IQR is defined as the difference between the third quartile and the first quartile Q3 −Q1.
Many outliers arise at the distance of 5 km and particularly in the daily scale because many
precipitation events in those cases exhibit very low positive relationships or even negative
correlations. This is then extremely contradictory with other majoring precipitation events
which present the higher rank correlations at the close distances. This might be also due to
the fact that the number of pairs in this group is not sufficient to capture this phenomenon in
comparison to the further distance groups, whereas the variability of topography in Baden-
Wu¨rttemberg exhibits a significantly pronounced, especially in the southern part, or it might
be due to local spatial extent, for instance, an effect of orographic precipitation.
Effect of time scales The effect of temporal scales on the Spearman’s rank correlation
is illustrated explicitly in Figure 5.7. On the whole, there is a slight increase in the spa-
tial Spearman’s rank correlation as a result of increasing the temporal aggregations. This
trend is more obviously detected in Bavaria rather than those which are located in Baden-
Wu¨rttemberg.
In Bavaria, the pattern that the spatial rank correlations increase with the time scales seems
to be more pronounced at the smaller distances, for example at distances from 5 km to 15
km. Similar pattern apply for all different seasons, no matter which of the seasons, DJF,
MAM, JJA, or SON. For the months of MAM and JJA, this pattern is also applicable to the
distance of 50 km. For the seasons of SON and DJF, the Spearman’s rank correlations in-
crease with increasing time scales, from daily to the 10-15 days scales. For the monthly
scale, the correlations, then, either remain stable or decreases slightly at a distance above 15
km.
Increasing temporal aggregations from a daily to a monthly scale also cause the lower vari-
ability of the spatial Spearman’s rank correlations. This trend is valid for all distances rang-
ing from 5 km to 50 km in the region of Bavaria as shown in Figure 5.7. Outliers of the spatial
rank correlation also decrease with the increasing time scales as well as increasing distances.
At the distances from 5 to 15 km, for example, the Spearman’s rank correlation consists of a
few outliers which are more concentrated on the distance of 5 km. At the distances of more
than 15 km, there are very few or almost negligible outliers. Notice that, all the outliers are
more concentrated below the lower boundary.
In contrast to the region of Bavaria, discussion about the impact of time aggregations on
the characteristics of the Spearman’s rank correlation in the region of Baden-Wu¨rttemberg
is more demanding. The correlations grow slightly as a result of the increase of temporal
scales which mostly occur at distances of 5-15 km. At distances greater than 15 km, the
Spearman’s rank correlation tend to stay steady or decline gradually on the whole.
Overall, temporal aggregation scales yield less uncertainty and smaller outliers of the pa-
rameter of interest without influence by the seasons and distances. However, most outliers
are clustered at the close distances of 5-10 km which are dominated by the values lying be-
low the lower boundary. At the distances above 15 km, there are some outliers, especially in
the months of DJF and JJA, which are dominated by the correlations lying above the upper
boundary of outliers.
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Effect of anisotropic assumption Similar to those results which are conducted in Sin-
gapore, in order to detect the influences of different directions of the distance vectors on
the Spearman’s rank correlation functions, four different classes of directions of inter-gauge
distances are made, namely, the direction of 0o, 45o, 90o and 135o from the North. For each
direction, the inter-gauge distances are then grouped into several distance classes from 5
to 60 km with the increment of 5 km. A reasonable minimum number of gauge pairs for
each direction and for a given distance vector at different locations is considered in order to
estimate the spatial correlation functions in a reasonable way.
Figure 5.8 shows multiple plots of the iso-rank correlation lines in the two-dimensional
domains of distances for precipitation occurrences at different time scales from hourly to
monthly scales using the geostatistical approach. The analyses are conducted separately in
different seasons for both regions, Bavaria and Baden-Wu¨rttemberg. The figure attempts to
describe the characteristics of the spatial correlation of precipitation on the basis anisotropic
assumption. Each subplot corresponds to the time scale of interest from daily to monthly.
The mean values of the Spearman’s rank correlations over time periods for each direction
of 0o, 45o, 90o and 135o are projected on both axes as in the case of Singapore. The isolines
of the correlation function in two-dimensional spaces can be created by spatial interpolation
over the whole region of interest.
Overall, the spatial correlations on the basis anisotropic assumption for Bavaria show sig-
nificantly higher values than those which are located in Baden-Wu¨rttemberg. On the radius
of 60 km, the rank correlations roughly range from 0.3-0.4 for Bavaria and ≤0.1 for Baden-
Wu¨rttemberg. This pattern is consistent with the isotropic assumption.
The spatial correlation patterns seem to increase due to aggregation of temporal scales. The
increase of the spatial correlation is more significant for Bavaria. The spatial rank correla-
tions for Baden-Wu¨rttemberg do not depend on the different seasons. This is because the
correlation functions in different seasons exhibit similar values. In contrast, the spatial rank
correlations for Bavaria in the seasons of MAM and JJA produce greater correlations than
those which are located in Baden-Wu¨rttemberg.
In Bavaria, the rank correlations within the North-West to the South-East direction tend to
be slightly higher than those which are located in the North-East to the South-West direction
or other directions. The fact applies only in the season of DJF for all different time scales. For
the other seasons (MAM, JJA, SON), the contours of spatial correlations are approximately
rectangular indicating that the rank correlations within the North-West to the South-East
direction tend to be equal to those which are located in the North-East to the South-West
direction for all different time scales but greater than the directions North to West or East to
West.
In contrast, the spatial rank correlations in Baden-Wu¨rttemberg exhibit superiority in the di-
rection of the North-East to the South-West for all timescales and seasons, on the whole. This
might be due to the mountainous region in the Black Forest, with a South-North orientation,
which contributes significantly to typical precipitation processes in Baden-Wu¨rttemberg.
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Figure 5.6: The Spearman’s rank correlation functions over distances using the geostatisti-
cal approach in the regions of Bavaria (BY) and Baden-Wu¨rttemberg (BW). The
vertical axes represent the rank correlation. Panels from top to bottom represent
seasons (DJF, MAM, JJA, and SON) and regions (BY, BW). The horizontal axes
represent distances (from 5 to 100 km). Panels from left to right represent the
time scale (daily (1d) to monthly (1m).
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Figure 5.7: The Spearman’s rank correlation functions over time scales using the geostatisti-
cal approach in the regions of Bavaria (BY) and Baden-Wu¨rttemberg (BW). The
vertical axes represent the rank correlation. Panels from top to bottom represent
seasons (DJF, MAM, JJA, and SON) and regions (BY, BW). The horizontal axes
represent a variety of time scales from daily to monthly. Panels from left to right
represent distances from 5 km to 50 km.
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Figure 5.8: Isocorrelation lines in the two-dimensional spaces of distances using the geosta-
tistical approach on diffent time scales in Bavaria (BY) and Baden-Wu¨rttemberg
(BW). The vertical axes represent the lag distances in North and South direction
in km unit. The horizontal axes stand for the lag distances in East-West direction.
Panels from top to bottom represent seasons (DJF, MAM, JJA, and SON) and re-
gions (BY, BW). Panels from left to right represent the time scale (daily (1d) to
monthly (1m).
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5.4 Pairwise context
5.4.1 Approach and methodology
5.4.1.1 Isotropic assumption
Unlike the geostatistical approach where precipitation values at each time step are treated
separately using the assumption of a single realization of spatial random functions based on
the regionalization approach, in the context of pairwise-based approach here, precipitation
amounts are analyzed between two gauge stations at the exact geographical locations con-
taining simultaneous temporal observations. Empirical bivariate distribution functions are
then constructed from each pair of gauge stations consisting of contemporaneous precipi-
tation observations. The total number of empirical bivariate distribution functions equals
all possible pairwise combinations of the precipitation gauge stations at different locations,
which can be calculated by using the formula n(n−1)2 , where n is the number of stations in
the region of interest. Every pair of gauge stations is then investigated for estimating the
Spearman’s rank correlation without taking into account its relative orientation between
two points, i.e. the isotropic assumption is followed.
Estimations of the Spearman’s rank correlation are conducted underlying the Gaussian cop-
ulas distribution which is fitted to the empirical bivariate copulas. The estimation of the
empirical bivariate copulas from all pairs of rain gauge stations containing time series pre-
cipitation data sets can be done with the following procedures. First, precipitation data at
each gauge station are transformed into marginal uniform distribution ranging from 0-1, i.e.
U(0, 1), using the empirical marginal distribution function or rank transformation. The unit
squares are divided into k x k grids, where k is an integer number. The empirical copula
density can then be constructed by calculating the empirical frequencies on the grid. Fi-
nally, the Spearman’s rank correlation coefficient is estimated by using the parameter of the
bivariate Gaussian copulas which are best fitted to the empirical bivariate copulas.
Similar to the geostatisical approach, the bivariate Gaussian copulas are fitted to the empir-
ical bivariate copulas considering zero values of precipitation using the censored bivariate
normal distribution with a mean equal zero and standard deviation of 1 as explained previ-
ously in section 5.2. Precipitation is always characterized by the intermittent process with
the combination of zeros (dry events) and non-zero precipitation (wet) occurrences. There
are four different kinds of possible pairs with respect to the zeros, namely, (1) positive values
at both stations (X1 > 0, X2 > 0), (2 and 3) positive value at one station and a null value
at the other (X1 > 0, X2 = 0) and vice versa (X1 = 0, X2 > 0), (4) no rain at both stations
(X1 = 0, X2 = 0), whereX1 andX2 are the precipitation values collected at two rain gauges,
station-1 and station-2, respectively.
According to previous studies on quantifying the spatial dependence between contempo-
raneous pairs of rainfall observations, taking into account the intermittent nature of the
rain and the skewness of the data (Ha and Yoo, 2007; Habib and Krajewski, 2001; Serinaldi,
2008), only case-1 (only positive values at both rain gauges) provides correlation estimates
useful for the characterization of the rainfall fields on the basis of the Pearson’s correlation.
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However, the recent studies conducted by Ba´rdossy and Pegram (2009, 2013) suggested that
incorporating zero into modeling is a more realistic approach and better mimics nature. This
study, however, considers all cases except case-4 in order to take into account zero-inflated
precipitation data that commonly occur in the higher temporal resolutions.
5.4.1.2 Anisotropic assumption
The anisotropic assumption is made in order to investigate the effects of different relative
directions between pairs of gauge stations as well as its length of distance on the Spearman’s
rank correlation functions. All the spatial correlations between a pair of precipitation gauge
stations obtained from the isotropic assumption are plotted in a two-dimensional domain
according to the distance between the stations in the East-West (E-W) direction as the vertical
axis (the x-axis) and the South-North (S-N) direction as the horizontal axis (the y-axis). The
anisotropic assumption can be carried out with two approaches described below.
The first approach; all the spatial correlations between a pair of gauge stations at different
locations with its relative orientation are projected into both axes; the x-axis and the y-axis.
Projections to the x-axis (E-W direction) are conducted by multiplying the distance of two
points by sin(θ), where θ denotes the angle between two gauges and the North direction. In
addition, the Spearman’s rank correlations are projected to the y-axis (N-S direction) using
the distance two gauge points × cos(θ). The projected correlation functions to both axes are
then interpolated over the whole spatial domain at the region of interest yielding isolines of
the correlation functions.
Another approach is that the first station of each pair is shifted to the origin of the graph and
the correlation value is plotted at the end of the distance vector linking the stations. The cor-
relation function between the pairs of stations 1 and 2 and the correlation between 2 and 1
are the same, so the resulting plot is point symmetrical (Beck et al., 2015). Similarly, the plot-
ted correlation functions are then used to interpolate over the two-dimensional spaces of the
lag distances in East-West and North-South directions resulting in isolines of the correlation
functions.
5.4.2 Application in Singapore
Similarly to the geostatistical approach discussed in section 5.3, the effect of different dis-
tances as well as different temporal aggregations on the spatial Spearman’s rank correlation
functions are conducted but using the pairwise-based approach. Empirical investigation
results are presented in Figure 5.9 and Figure 5.10. Figure 5.9 and Figure 5.10 depict the spa-
tial rank correlation functions of precipitation values at different time scales from hourly to
monthly scale as well as different seasons using the pairwise approach in the region of Singa-
pore. Figure 5.9 highlights the effect of various distances on the Spearman’s rank correlation,
whereas Figure 5.10 emphasizes the impact of different time scales on the correlations.
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Effect of spatial scales The spatial Spearman’s rank correlations decline gradually as the
result of the increment distances corresponding to the stations located at different locations
and fit well enough using the negative exponential functions which are marked with the red
lines as shown in Figure 5.9. The spatial correlation behavior above is similar to those which
are conducted based on the geostatistical approach.
However, the spatial correlation functions carried out based on the pairwise approach ex-
hibit significantly higher values in comparison to the geostatistical approach. The correla-
tion lengths based on the pairwise approach roughly range from 12-255 km, whereas the
correlation lengths which are conducted based on the geostatistical approach only roughly
range from 12-15 km as presented in section 5.3.
Unlike the geostatistical approach, where the correlations are nearly independent of the
seasons, empirical evidence proves that the spatial correlation functions conducted on the
basis of the pairwise approach are influenced by the seasonal periods. For example, in the
months of DJF and MAM, the correlation lengths roughly vary between 21 and 60 km, and
12 and 30 km for hourly and 12-hours scale, respectively. By contrast, in the months of
JJA and SON, despite of the correlation lengths at the time scale of hourly and 12-hours
presenting similar behavior for both seasons, namely, ranging from 15 to 43 km and 15 to
41 km, respectively, the values are significantly different from those which are estimated
above in the seasons of DJF and MAM. For the higher temporal scales, such as from daily to
monthly scales, the correlation lengths exhibit significantly different values for all different
seasons, namely, ranging from 53 to 103 km, and from 46 to 110 km for the seasons of JJA
and SON and roughly varying between 66 and 213 km and between 33 and 60 km for the
seasons of DJF and MAM, respectively.
Another characteristic dissimilarity of the spatial rank correlation functions carried out on
the basis the geostatistical and pairwise approach in term of the aspect of spatial scale is
that the variability of the spatial rank correlation function based on the pairwise approach
increases with the increase of distance scales. This is contradictory to the geostatistical ap-
proach where the increment of distance scales brings less uncertainty of the Spearman’s rank
correlation at least until a specific distance point, for example, the distance of 15 km.
Effect of time scales The impact of different temporal scales on the Spearman’s rank
correlation functions which are estimated based on the pairwise approach are obviously
seen in Figure 5.9. Overall, the Spearman’s rank correlations increase dramatically because
of the increase of temporal scales from hourly to monthly scale. This tendency is more
decisive than those which are calculated by the geostatistical approach. This pattern applies
not only to the specific distances of the gauge pairs which are located at different locations
but also to all distances from 5 to 25 km. This increasing trend of the correlations applies for
all different seasons no matter which season of the year.
The variability of the Spearman’s rank correlation function generally decreases with time
scales. This is consistent with the geostatistical approach where the increment of tempo-
ral scales brings less uncertainty of the correlation. However, the degree of variability is
substantially small in comparison to the geostatistical approach. Outliers are found more
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frequently as the temporal scales increase, which slightly differs from the geostatistical ap-
proach.
Effect of anisotropic assumption Figure 5.11 shows isolines of spatial correlation in the
two-dimensional spaces of distances at different timescales from hourly to 5-days scale and
in different seasons using the pairwise approach in Singapore in order to detect spatial
anisotropy correlation. Overall, the anisotropic spatial correlation functions are pronounced
only for the DJF season, during which the North-East Monsoon occurs. Thus, the spatial
rank correlation in the North-East to South-West direction is the largest among other direc-
tions.
The Northeast Monsoon occurs from December to early March when the cooling of the air
masses over Siberia and Tibet leads to a high-pressure zone over Asia generating a constant
north-eastern airflow transporting moisture from the Chinese Sea into the area. This means
that the correlations are higher orthogonal to the prevailing wind direction. It is an indica-
tion that some of the events have a frontal character so that the stations in the North-West to
the South-East configuration are on the same line relative to the flow field and thus receive
precipitation within the time Beck et al. (2015). For other seasons (MAM, JJA, and SON),
the spatial correlations exhibit isotropic behavior because of the cylindrical isolines of the
correlation functions implying that the rank correlations are the same in all directions for
any given distance, on the whole.
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Figure 5.9: The Spearman’s rank correlation functions over distances using the pairwise ap-
proach in the regions of Singapore. The vertical axes represent the rank correla-
tion. Panels from top to bottom represent seasons (DJF, MAM, JJA, and SON).
The horizontal axes represent distances (from 5 km to 25 km). Each panel repre-
sents the time scale (hourly (1h) to monthly (1m).
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Figure 5.10: The Spearman’s rank correlation functions over time scales using the pairwise
approach in the region of Singapore. The vertical axes represent the rank cor-
relation. The horizontal axes represent a variety of time scales from hourly to
monthly. Panels from top to bottom represent seasons (DJF, MAM, JJA, and
SON). Panel from left to right represent distances (5 km to 25 km).
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Figure 5.11: Isocorrelation lines in the two-dimensional spaces of distances using the pair-
wise approach in Singapore. The vertical axes represent the lag distances in
North and South direction in km unit. The horizontal axes stand for the lag
distances in East-West direction. Panels from top to bottom represent seasons
(DJF, MAM, JJA, and SON). Panels from left to right represent time scales from
hourly to 5-days.
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5.4.3 Application in Bavaria and Baden-Wu¨rttemberg
Figure 5.12 and Figure 5.13 depict the Spearman’s rank correlation at a variety of time scales
and in different seasons based on the pairwise approach in the regions of Bavaria and Baden-
Wu¨rttemberg. Figure 5.12 describes the effects of different distances on the Spearman’s rank
correlation functions and Figure 5.13 highlights the impact of various time scales on the cor-
relation functions. Both figures consist of 40 multiple box plots of the correlation functions
of precipitation occurrences at the different time scales from daily to monthly scale.
Effect of spatial scales Overall, the Spearman’s rank correlations tend to decline with
increasing distance scales from 5 to 100 km. This is because the negative exponential cor-
relation function is also fitted quite well to the empirical rank correlations as shown in Fig-
ure 5.12 marked with the red lines. The parameter of the negative exponential correlation
function is used to characterize the behavior of the spatial Spearman’s rank correlation due
to its simplicity.
Similar to the cases in the region of Singapore, the Spearman’s rank correlation in both
regions, Bavaria and Baden-Wu¨rttemberg, which are estimated based on the pairwise ap-
proach, exhibit significantly greater values than those estimated by the geostatistical ap-
proach. The correlation lengths, which are estimated using the pairwise approach, roughly
range from 249 to 1656 km and 273 to 1437 km across temporal scales and seasons for the
regions of Bavaria and Baden-Wu¨rttemberg, respectively, whereas the correlations which
are estimated using the geostatistical approach, roughly vary between 105 and 294 km and
60 and 84 km for both regions, respectively. It means that the fitted theoretical exponential
correlation functions based on the pairwise approach decrease very slowly in comparison
to those estimated by the geostatistical approach.
Despite the small differences, the correlation lengths for Baden-Wu¨rttemberg are generally
higher than those located in Bavaria, especially for the smaller time scales. This contrasts
with the results obtained from the geostatistical approach, where the correlation lengths
for Baden-Wu¨rttemberg are systematically lower in comparison to the case in Bavaria. For
example at the daily scale, the correlation length for Baden-Wu¨rttemberg for the season of
DJF is 408 km, whereas, in Bavaria, the correlation length is slightly lower, that is 402 km.
For another season of MAM, JJA, and SON, the correlation lengths are 366, 273, and 438
km for Baden-Wu¨rttemberg and 312, 249, 405 km, for Bavaria. However, the effect of the
seasons on the rank correlations tends to be similar to both regions for all different temporal
scales.
The correlation lengths of the seasons of SON and DJF for both regions are systematically
greater than those occurred in the seasons MAM and JJA. In addition, both regions exhibit a
similar pattern that the variability of the rank correlation at each of the time scales increases
along with the increase of inter-gauge distances. The greater variability of the entire data
sets is represented by the wider of the distance covering the middle 50% of the data as shown
in the box-plots, that is the difference between the 75th percentile and the 25th percentile.
Similarly, the number of outliers increases because of increasing distances scales for all time
scales and seasons. Most outliers arise below the lower boundary.
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Effect of time scales The influence of increasing temporal aggregations on the Spear-
man’s rank correlation incorporating different classes of inter-gauge distances and seasons
is clearly seen in Figure 5.13. In general, there is a substantial increase in the magnitude
of the spatial correlation with temporal aggregations. However, increasing this correlation
trend is also followed by increasing its uncertainty on the whole. The number of outliers
also increases substantially in accordance to the rise of temporal scales. Most outliers occur
below the lower boundary and are more concentrated within the higher distance groups.
Effect of anisotropic assumption Figure 5.14 shows iso-correlation lines in the two-
dimensional spaces of inter-gauge distances using the pairwise approach in Bavaria and
Baden-Wu¨rttemberg in order to detect the anisotropic spatial correlation. Within a radius of
60 km, the direction of anisotropic spatial correlations can be detected from South-West to
North-East at the daily scales for all seasons and both regions except for the season of DJF
in Bavaria where it seems to be the opposite way. Increasing time scales yield the pattern of
iso-tropical spatial correlation for both regions within different seasons except for the season
of DJF in Baden-Wu¨rttemberg.
5.5 Summary
• Most precipitation amounts in Bavaria exhibit a greater spatial rank correlation than
those occurring in Baden-Wu¨rttemberg and the spatial rank correlation functions for
Baden-Wu¨rttemberg are higher than the ones for Singapore. The spatial correlation in
Singapore is very low indicating that the high spatial variability exists caused by local
convective precipitation mainly driven by vertical processes. In contrast, in South-
ern Germany, there is a factor of the large scale frontal system from the atmospheric
variables influencing the local variable of precipitation mainly driven by horizontal
processes.
• The spatial rank correlations calculated using the pairwise approach with simultane-
ous temporal occurrences exhibit a systematically higher value than using the geosta-
tistical approach. This empirical evidence is consistent with different climate regions,
in Singapore and the South of Germany. The reason for this is mainly caused by the
driving processes with large spatial extent where the geostatistical approach assumes
spatial stationary over the spatial domain of interest and therefore neglects the influ-
ence of the mean value.
• Spatial correlations depend on aggregation. The longer the time interval is, the higher
the correlations are.
• The concept of geostatistical approach has been widely applied to the precipitation
fields for solving the spatial interpolation issues, especially used for the rainfall-runoff
processes where both precipitation and runoff require the same time event. The pair-
wise approach containing simultaneous temporal observations is useful for infilling
missing precipitation observations.
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Figure 5.12: The Spearman’s rank correlation functions over distances using the pairwise ap-
proach in the regions of Bavaria (BY) and Baden-Wu¨rttemberg (BW). The verti-
cal axes represent the rank correlation. Panels from top to bottom represent the
seasons (DJF, MAM, JJA, and SON) and regions (BY, BW). The horizontal axes
represent distances (from 5 to 100 km). Panels from left to right represent the
time scale (daily (1d) to monthly (1m).
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Figure 5.13: The Spearman’s rank correlation functions over time scales using the pairwise
approach in the regions of Bavaria (BY) and Baden-Wu¨rttemberg (BW). The ver-
tical axes represent the rank correlation. Panels from top to bottom represent
seasons (DJF, MAM, JJA, and SON) and regions (BY, BW). The horizontal axes
represent a variety of time scales from daily to monthly. Panels from left to right
represent distances from 5 km to 50 km.
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Figure 5.14: Isocorrelation lines of daily precipitation in the two-dimensional spaces of dis-
tances using the pairwise approach in Bavaria (BY) and Baden-Wu¨rttemberg
(BW). The vertical axes represent the lag distances in North and South direction
in km unit. The horizontal axes stand for the lag distances in East-West direc-
tion. Panels from left to right represent seasons (DJF, MAM, JJA, and SON).
Panels from top to bottom represent regions of BY and BW.

6 Investigating asymmetric spatial
dependence using bivariate copulas
6.1 Introduction
Reliable spatial information on precipitation data sets is required for an accurate quantifi-
cation of water resources planning and management since much empirical solid evidence
shows that precipitation exhibits high spatial variability. Unfortunately, the spatial coverage
of available precipitation data sets is frequently inadequate for representing the higher de-
gree of spatial variability of precipitation. The low densities of precipitation gauge network
due to a small number of stations installed in many parts of the world brings poor quality
of spatial precipitation data sets. Hence, a decent spatial interpolation method is necessary
in order to estimate ungauged areas.
There are a variety of spatial interpolation models that have been developed for precipi-
tation applications over the last a half of century. Many of them are developed based on
Gaussian assumption because they are derived from the concept of linear regression. One
of the spatial models, which is popularly implemented in precipitation studies is Kriging.
Kriging type models can be classified into stochastic models, which are able to deliver un-
certainty of the interpolation quality directly with its variances, as precipitation behavior
exhibits a higher uncertainty of spatial distribution of precipitation.
However, Kriging models offer the quality of interpolation, which is just a function of the
observation density and the variogram models (Ba´rdossy, 2006). These functions can only
describe the spatial dependence as an integral over the whole distribution of the parameter
values. Anomalies in the observations and areas with high or low variabilities cannot, there-
fore, be considered for estimating the variances (Ba´rdossy and Li, 2008). These models also
cannot detect properly the different percentile values, for example, extremes, which might
have a different spatial dependence structure from the central values (Ba´rdossy, 2006). This
issue is relevant to precipitation fields which are characterized skewed distribution, and
variogram functions which can only be dominated by a few anomalously differing pairs,
might occur.
Copula based model is a promising tool to overcome those drawbacks. Copulas are also
flexible to analysis the marginal distributions separately from the joint distributions and al-
low them to be same or different from the distribution family. Furthermore, copulas are
capable of expressing dependence structures on quantile scale, which is able to detect both
non-linear and tail, or asymmetric dependence (Nelsen, 2006). Recently, spatial interpola-
tion copula models have been implemented in the precipitation studies among few scientists
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(Ba´rdossy and Pegram, 2013, 2014; Wasko et al., 2013).
Such spatial interpolation models with underlying Gaussian assumption are convenient for
computation, but it could deviate from reality (either under- or overestimating), if the as-
sumption is hard to fulfill. One of the characteristics of the Gaussian assumption is the
symmetric dependence between low and high values. Thus, a deeper investigation of asym-
metric spatial dependence on the characteristics of precipitation fields is of importance for a
better development of spatial precipitation modeling.
The purpose of this chapter is to investigate the non-symmetrical spatial dependence of pre-
cipitation fields between high and low values with a given quantile threshold q0 (such as
quantile 10%, 20%, 30%, and 40%) on the basis of empirical bivariate copulas. In addition,
to see deeper effect of different distance and temporal scales on its asymmetric dependence
is also interesting within different climate regions. Furthermore, conditional investigation
of asymmetric spatial dependence restricted to days with atmospheric circulation patterns
(CPs) is carried out. RCM data sets are also investigated afterward to see to what extent,
non-symmetrical dependence behavior is related to the underlying physical processes. Fi-
nally, temporal investigations simultaneous occurrences of high and low values of precipi-
tation between two gauges are also investigated for all possible combinations of pairs.
6.2 Geostatistical approach
Bivariate copula constructed by the geostatistical approach used here is a similar approach
as described in section 5.3 of chapter 5. The asymmetry function A3 at any given certain
of a time interval and a specific separating distance h as well as a different threshold q0 is
calculated using Equation 4.20 for each empirical bivariate copula as discussed in section
4.3. If the asymmetry function A3 is positive, then the empirical bivariate copula of the field
of precipitation presents the positive asymmetric spatial dependence. If A3 is negative, then
it presents the negative asymmetric spatial dependence. If A3 is zero, then it shows the
symmetric spatial dependence.
Based on the calculation of the asymmetry function for all time periods, it is then recapit-
ulated how many positive, negative, and zero asymmetric spatial dependences exist. The
Gaussian simulation is then applied to measure the degree of its uncertainty with a certain
significant level, namely 90% of confidence interval. Theoretically, Gaussian simulations
present the symmetric dependence between low and high values, but it, practically, might
have either positive or negative asymmetric dependence. The range of non-symmetrical
dependence from Gaussian simulation is called here as a confidence interval of estimations.
The detailed procedure for investigating the asymmetry function and the statistical testing
for measuring a degree of uncertainty are described as follows.
1. For any selected time scale, season, and quantile threshold q0, the empirical asymmet-
ric dependence is calculated using Equation 4.20 on the basis of the empirical bivariate
copulas using the geostatistical approach with a given separating distance, for exam-
ple, 5 km, 10 km, and other distances with an increment of 5 km.
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2. For any selected time scale, season, and quantile threshold q0, precipitation amounts
are transformed to the Gaussian domain using the normal score transformation.
3. Based on the statistical parameters obtained in step-2 above, multivariate normal dis-
tribution with t times n dimensions are generated, where n is the number of gauge
stations in the region of interest and t is the length of precipitation time series.
4. For each realization from the t Gaussian realizations, the asymmetric spatial depen-
dence using Equation 4.20 is calculated and determined whether there is positive,
negative, or zero asymmetric dependence.
5. For all tGaussian realizations obtained from the step-3, the number of events at which
precipitation values present the positive, negative and zero asymmetric spatial depen-
dence from step-4 is counted.
6. The steps 1-5 are repeated 100 times and based on the simulations, thus the quantile
5% and 95% for lower and upper limit of the confidence interval can be calculated for
all parameters of interests.
7. The steps 1-6 are conducted repeatedly using a different quantile threshold (such as,
q0= 0.1, 0.2, 0.3, and 0.4) and a different season (such as, DJF, MAM, JJA, and SON),
and in various time scales ranging from hourly to monthly for Singapore and from
daily to monthly for both Bavaria and Baden-Wu¨rttemberg.
6.2.1 Implementation in Singapore
Investigations of non-symmetrical spatial dependence based on the bivariate copulas using
the geostatistical approach expose new findings in the Singapore region. The region of Sin-
gapore has been characterized as a homogeneous area regarding topography due to the flat
land surface, even though it is also described as high variable in terms of spatial and tem-
poral precipitation events due to the tropical climate region. The investigation findings are
presented in Figure 6.1, which shows frequencies of precipitation occurrences that exhibit
the positive and negative asymmetric dependences for the quantile threshold of 0.2 at the
different temporal scales (from hourly to monthly) and at the different distance scales as
well as in the different seasons (namely, DJF, MAM, JJA, SON).
Effect of spatial scales Overall, precipitation values which follow the positive asymmet-
ric dependence decrease with the increase of distances and, on the contrary, precipitation
amounts which behave the negative asymmetric dependence increase with the increase of
distances. In this case, precipitation values exhibit the positive asymmetric dependence
dominantly at close distances below 10 km, while precipitation amounts, which present
the negative asymmetric dependence become more dominant at far distances above 20 km.
Then, precipitation values, which showing the symmetric spatial dependence, lead signif-
icantly at distances between 10 and 20 km. This means that there is a transition phase
from the positive asymmetric spatal dependence to the negative asymmetric spatial depen-
dence through the Gaussian symmetric spatial dependence at the specific distances. In other
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Figure 6.1: Asymmetry function using the geostatistical approach at different temporal
scales in Singapore. The primary vertical axes represent the number of precipita-
tion occurrences presented in 100% scale. The horizontal axes represent various
distances (5 km to 25 km). The red lines indicate the positive asymmetric de-
pendence and the blue lines represent the negative asymmetric dependence. The
grey shadow areas denote the confidence interval of 90% of the symmetric Gaus-
sian dependence. Panels from top to bottom represent seasons (DJF, MAM, JJA,
and SON). Panels from left to right represent the time scales from hourly (1h) to
monthly (1m).
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words, the space scales play a crucial role to characterize the behavior of asymmetric spa-
tial dependence. The positive asymmetric dependence exhibits extensively at neighborhood
distances because precipitation amounts usually occur in a clustered manner. As a result,
high values of precipitation at adjacent locations are more spatially correlated than low val-
ues.
Effect of time scales The effect of space scales on the characteristics of asymmetric spa-
tial dependence, either positive or negative asymmetric dependence is restricted to a certain
time scale. This means that temporal aggregation of precipitation amounts might gener-
ate an important influence on the characteristics of asymmetric dependence. In general,
the number of events at which precipitation amounts exhibit the asymmetric spatial depen-
dence, either positive or negative, is significantly dominant at the higher time resolutions.
Precipitation values which follow either positive or negative asymmetric dependence then
decrease with the increase of temporal scales. The positive asymmetric spatial dependence,
which frequently occurs at nearby distances below 10 km and the negative asymmetric de-
pendence, which often arises at far distances above 20 km, are more pronounced at the sub-
daily scales from hourly to daily, on the whole. The asymmetric dependence disappears at
the higher temporal scales, for example, from 5-daily to monthly. In the other words, the
symmetric Gaussian spatial dependence tend to exist significantly at the higher time scales,
especially from 5-daily to monthly, no matter whether they are located at close distances or
far distances.
Effect of seasons The characteristics of the asymmetric spatial dependence above gener-
ally exhibit similar patterns for all different seasons. However, there is still a small difference
in the behavior of the asymmetry function, especially in the DJF season, which can be ex-
plained as follows. In the DJF season, the positive asymmetric spatial dependence occurs
substantially at distances below 10 km from hourly to only 12-daily, and then it turns into
the symmetric Gaussian spatial dependence from daily or 5-daily to monthly. Although
at the daily scale, the positive asymmetric spatial dependence still presents slightly higher
symmetrical dependence, it is a very few numbers and almost negligible. In contrast to the
DJF season, for other seasons (for example, MAM, JJA, and SON), the positive asymmet-
ric spatial dependence is significantly dominant at distances below 10 km from hourly to
daily and then become the symmetric Gaussian dependence from 5-daily to monthly scale.
Nevertheless, there is a strong empirical evidence that precipitation amounts generally ex-
hibit the positive asymmetric spatial dependence at close distances and the high temporal
resolutions for all different seasons no matter in which season of the year.
Effect of precipitation intensities The positive asymmetric spatial dependence of pre-
cipitation values describes that the high values of precipitation are more spatially correlated
than the low values. This indicates that precipitation events with high intensities will yield
the positive asymmetric dependence at adjacent gauges because the extreme precipitation
events tend to occur in a clustering manner at nearby locations. In order to prove it, the
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precipitation data sets are divided into three data sets, namely, all data sets, positive asym-
metry, and negative asymmetry corresponding to the characteristics of asymmetric spatial
dependence.
The first data set is from all precipitation events at a given aggregation time. The precipita-
tion amounts for each station are then averaged over all time series yielding a mean value
of precipitation at each gauge. This is also conducted for all gauges resulting in mean pre-
cipitation amounts over all stations. The interpolated precipitation amounts over the whole
region of interest are created from those points resulting in a single realization of spatial
precipitation amounts over a regular grid.
The second data set is from all selected events at which precipitation amounts follow the
positive asymmetric spatial dependence at close distances below 10 km. The precipitation
intensities at the observation points are also averaged over selected time periods above re-
sulting in a single spatial realization of mean precipitation points. The spatial interpolations
are carried out to estimate precipitation intensities at unsampled locations over the whole
region of interest from those points resulting in a single realization of spatial precipitation
field over a regular grid.
The third data set comes from the extractions of all events at which precipitation values
exhibit the negative asymmetric spatial dependence at distances below 10 km. The mean
value of precipitation for each station is calculated based on the available precipitation val-
ues which follow the negative asymmetric spatial dependence. This is carried out for all
gauges resulting in mean precipitation amounts over all stations. The precipitation intensi-
ties at unsampled locations over the whole spatial domain of interest are estimated based
on those points resulting in a single spatial realization of precipitation field over a regular
grid.
Figure 6.2 shows spatial precipitation intensities using the different three data sets above
(namely, all data sets, positive asymmetry, and negative asymmetry) at the different tempo-
ral scales from hourly to daily in the different seasons (DJF, JJA, MAM, and SON). It is seen
that that heavy precipitation triggers more the positive spatial asymmetric dependence at
close distances, and, on the contrary, the negative spatial asymmetric spatial dependence is
commonly caused by the lighter precipitation intensities. In the context of urban water man-
agement, empirical investigation evidence reveals that instead of using the spatial Gaussian
model or the symmetrical spatial dependence based model, the spatial precipitation models
based on the positive asymmetric spatial dependence is recommended to be adopted for a
better flood risks management.
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(a) DJF season (b) JJA season
(c) MAM season (d) SON season
Figure 6.2: Precipitation intensities with different asymmetric dependence in Singapore. The
primary vertical axes represent latitude and the horizontal axes define longitude
(both in km). Panels from top to bottom represent temporal scales (hourly (1h)
to daily (1d). Panels from left to right represent all data, positive and negative
asymmetric dependence, respectively.
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6.2.2 Implementation in Bavaria and Baden-Wu¨rttemberg
Analysis of the asymmetric spatial dependence is also carried out in large scale regions in
southern part of Germany, namely, the state of Baden-Wu¨rttemberg and the state of Bavaria.
The region of Baden-Wu¨rttemberg has almost a fifty-fold greater area than Singapore and
the area of Bavaria approximately doubles to the area of Baden-Wu¨rttemberg. Figure 6.3
and Figure 6.4 present the asymmetric spatial dependence in these regions with a variety of
different time scales from daily to monthly (1 d, 5 d, 15 d, 1 m) and various spatial distances
from 5 km to 60 km with an increment of 5 km for the seasons of DJF, MAM, JJA, and SON.
Case study in Bavaria Empirical investigation results reveal that precipitation values in
Bavaria, which exhibit the positive asymmetric spatial dependence, also frequently occur at
the nearby gauge stations and the negative asymmetric dependence appears significantly
at far distances. Precipitation values, which follow the positive asymmetric dependence
decrease with the increase of distances, and, on the contrary, precipitation amounts which
behave the negative asymmetric dependence increase with the increase of distances.
Unlike in the region of Singapore, this pattern applies to all time scales ranging from daily
to monthly for all different seasons. This is an indication that increasing temporal scales
from daily to monthly does not change the behavior of asymmetric spatial dependence.
Instead, precipitation amounts that follow the positive asymmetric spatial dependence at
close distances are still pronounced no matter which time scale is used.
The fact that precipitation amounts which exhibit the positive asymmetric spatial depen-
dence at nearby gauges are influenced by seasons. For example, the domination of the pos-
itive asymmetric spatial dependence is discovered until the distance of 30 km for the DJF
season, while in the JJA season, it is only until distance of 15 km. For the seasons of MAM
and SON, precipitation values which follow the positive asymmetric spatial dependence
occur at the same distances, which are below 25 km.
Case study in Baden-Wu¨rttemberg Similar to Bavaria, precipitation values in Baden-
Wu¨rttemberg which following the positive asymmetric spatial dependence generally occur
at close distances and precipitation amounts which exhibiting the negative asymmetric spa-
tial dependence arise at larger distances, on the whole. However, the positive asymmetric
spatial dependence of precipitation values does not arise at the closest distance, in this case,
the distance of 5 km. Instead, the negative asymmetric spatial dependence is pronounced at
the distance of 5 km.
The anomaly behavior of the asymmetric spatial dependence at the distance of 5 km might
be due to the fact that the number of pairs in this distance is not sufficient to capture the phe-
nomenon where the variability of topography in Baden-Wu¨rttemberg exhibit a significant
pronunciation. This might also be due to the local spatial extent, for instance, the effect of
orographic precipitation which is a similar reason to the spatial rank correlation as discussed
in section 5.3 of chapter 5.
CHAPTER 6. INVESTIGATING ASYMMETRIC SPATIAL DEPENDENCE USING
BIVARIATE COPULAS 85
The precipitation amounts which generally exhibit the positive asymmetric spatial depen-
dence at nearby stations are also affected by seasons. The systematic pattern of domination
of the positive asymmetric spatial dependence at the nearby gauges is detected pronounced
in the DJF, MAM, and SON seasons for all various time scales from daily to monthly. The
positive asymmetric spatial dependence occurs at a distance roughly between 10 km and 35
km. However, in the JJA season, the positive asymmetric spatial dependence tends to dis-
appear, and precipitation values tend to follow the Gaussian symmetric spatial dependence,
especially for daily scale. For the higher time scales, such as 5-daily, 15-daily, and monthly,
the negative asymmetric spatial dependence even becomes more pronounced.
Effect of precipitation intensities The positive asymmetric spatial dependence of precip-
itation values describes that the high quantiles of precipitation amount are more spatially
correlated than the low quantiles. This indicates that precipitation amounts with high inten-
sities will yield the positive asymmetric dependence at nearby stations because the extreme
precipitation values tend to occur in a clustered manner at nearby locations as mentioned.
Figure 6.5 and Figure 6.6 show interpolated spatial precipitation distribution for different
type of data sets (namely, all data sets, positive asymmetry, and negative asymmetry) in
different seasons (namely, DJF, JJA, MAM, and SON). Similar to Singapore, the first data set
is all precipitation events and then averaged over all time periods for each gauge station
separately in order to get a single realization of spatial precipitation field. The second data
set is all precipitation events at which precipitation values follow the positive asymmetric
dependence at close distances (≤30 km) and it is also averaged over all time at each gauge
station separately in order to obtain a single realization of spatial precipitation fields. The
third data set is from the extraction of precipitation events with the negative asymmetric
spatial dependence in neighboring distances (≤30 km) and calculated mean value over time
series at each gauge station to gain single realization of precipitation fields.
For the case of Bavaria (see Figure 6.5), it is seen that local heavy precipitation in the South
of Bavaria triggers more positive asymmetry precipitation values at close distances. By con-
trast, precipitation amounts in Baden-Wu¨rttemberg (see Figure 6.6) exhibit anomaly behav-
ior because the asymmetric positive spatial dependence of precipitation amounts also occurs
at far distances. This might be caused by the topography feature which is characterized a
long series of mountains ranging from North-East to South-West over the region. There is
also the mountainous region in the Southeast of Baden-Wu¨rttemberg affecting this anomaly.
High variabilities of topography features in Baden-Wu¨rttemberg make the spatial stationary
assumption questionable.
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Figure 6.3: Asymmetry function using the geostatistical approach at different temporal
scales in Bavaria. The primary vertical axes represent the number of precipita-
tion occurrences presented in 100% scale. The horizontal axes represent various
distances (5 km to 60 km). The red lines indicate the positive asymmetric de-
pendence and the blue lines represent the negative asymmetric dependence. The
grey shadow areas denote the confidence interval of 90% of the symmetric Gaus-
sian dependence. Panels from top to bottom represent seasons (DJF, MAM, JJA,
and SON). Panels from left to right represent the time scales from daily (1d) to
monthly (1m).
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Figure 6.4: Asymmetry function using the geostatistical approach at different temporal
scales in Baden-Wu¨rttemberg. The primary vertical axes represent the number of
precipitation occurrences presented in 100% scale. The horizontal axes represent
various distances (5 km to 60 km). The red lines indicate the positive asymmetric
dependence and the blue lines represent the negative asymmetric dependence.
The grey shadow areas denote the confidence interval of 90% of the symmetric
Gaussian dependence. Panels from top to bottom represent seasons (DJF, MAM,
JJA, and SON). Panels from left to right represent the time scales from daily (1d)
to monthly (1m).
88 6.2. GEOSTATISTICAL APPROACH
Figure 6.5: Daily precipitation precipitation intensities with different asymmetric depen-
dence in Bavaria. The primary vertical axes represent latitude and the horizontal
axes define longitude (both in km). Panels from top to bottom represent seasons
(DJF, MAM, JJA, and SON). Panels from left to right represent all data, positive
and negative asymmetric dependence, respectively.
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Figure 6.6: Daily precipitation precipitation intensities with different asymmetric depen-
dence in Baden-Wu¨rttemberg. The primary vertical axes represent latitude and
the horizontal axes define longitude (both in km). Panels from top to bottom rep-
resent seasons (DJF, MAM, JJA, and SON). Panels from left to right represent all
data, positive and negative asymmetric dependence, respectively.
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6.2.3 Implementation with conditional on circulation patterns
Precipitation events are high variable in space and time because the physical processes of
precipitation events are strongly dependent on a very complex mechanism in the atmo-
sphere which also depends on the space and time and reveals an extremely uncertainty of
non-linear processes within large scales. Understanding the relationship between the atmo-
sphere processes in huge scales on the one hand and the precipitation in local scales, on the
other hand, is of importance to improve the estimation of the precipitation design.
Among the atmospheric variables, the pressure is the driver for flow and transport. Air
pressures at the land surface is a variable which can be measured simply with good accu-
racy. Selected observations and meteorological models provide information on high altitude
pressure conditions. Air pressures and geopotential heights are among the best-modeled
quantities. Therefore, it is reasonable to use them as a basis to describe atmospheric circula-
tion (Ba´rdossy et al., 2015).
The classification of atmospheric circulation conditions is required to establish a relationship
between large scale (mean air pressure distribution) and local scale variables (hydrological
variables). The study of the atmospheric circulation patterns in the southern regions of
Germany has been conducted by Ba´rdossy (2010); Beck and Ba´rdossy (2013); Liu et al. (2013)
using the fuzzy rule-based approach developed by Ba´rdossy et al. (1995). A classification
with 18 different circulation patterns (CPs) in southern Germany (Ba´rdossy, 2010; Beck and
Ba´rdossy, 2013; Liu et al., 2013) is, therefore, used for this study. The most important remark
about specific CPs is that the CP03 is characterized as the driest CP followed by the CP04
and the wettest CP is the CP10 and then followed by the CP18 as the second wettest CP.
Conditional investigation restricted to days with CPs is carried out. Analysis of asymmetric
spatial dependence shows that the wettest CPs (CP10 and CP18) and the driest CPs (CP03
and CP04) present a different characteristic of the asymmetric spatial dependence. The pos-
itive asymmetric spatial dependence of precipitation amounts, which frequently occur at
close distances, are pronounced for the wettest CPs (CP10 and CP18) in two different sea-
sons (namely, November-April and May-October) and in both regions (Bavaria and Baden-
Wu¨rttemberg), as shown in Figure 6.7 and Figure 6.8. In addition, precipitation values which
follow the positive asymmetric spatial dependence at nearby stations are higher intensities
than the negative ones. In contrast, investigation of asymmetric spatial dependence shows
that for the driest CPs (CP03 and CP04), the positive asymmetric spatial dependence is still
pronounced at close distances in both seasons (November-April and May-October) for the
CP04. For the CP03, the positive asymmetric spatial dependence is dominant in the period
of November-April, but not in the period of May-October.
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(a) Nov-April
(b) May-Oct
Figure 6.7: Asymmetry function of daily precipitation with different circulation patterns
(CPs) in Bavaria. The primary vertical axes represent the number of precipita-
tion events presented in 100% scale. Panels from top to bottom represent the
wet and dry CPs. The horizontal axes define various distances. The red lines
indicate the positive asymmetric dependence and the blue lines represent the
negative asymmetric dependence. Figure (a) is for Nov-April and Figure (b) for
May-October.
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(a) Nov-April
(b) May-Oct
Figure 6.8: Asymmetry function of daily precipitation with different circulation patterns
(CPs) in Baden-Wu¨rttemberg. The primary vertical axes represent the number
of precipitation events presented in 100% scale. Panels from top to bottom repre-
sent the wet and dry CPs. The horizontal axes define various distances. The red
lines indicate the positive asymmetric dependence and the blue lines represent
the negative asymmetric dependence. Figure (a) is for Nov-April and Figure (b)
for May-October.
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6.2.4 Implementation with CRM precipitation data
A spatial precipitation model which is capable of deriving climate change scenarios at a
finer spatial resolution has been playing a crucial role in many hydrological applications.
Global circulation models (GCMs) provide scenarios for the possible future development of
climate, but in a very coarse spatial resolution and thus they cannot be used directly for the
assessment of regional consequences of climate change. Regional climate models (RCMs)
are promising tools which can provide projected precipitation data with high spatial and
temporal resolutions. RCMs are generally obtained by downscaling either statistically or
dynamically from the output of the GCMs, that provide climate variables, including precip-
itation at a finer spatial resolution. Unfortunately, RCM models inherit some of the biases of
the GCMs.
Large uncertainties in current global and regional climate models are related to the repre-
sentation of clouds, moist convection, and complex topography. This is being solved by
applying the convection-resolving modeling (CRM) by reducing the grid spacing of climate
models down to some few kilometers and switching off the convection parameterization.
In addition, CRM has some advantages such as much finer spatial resolutions to some few
kilometers and a better representation of topography, surface fields, and boundary layer
processes. Thus, CRM has become a promising climate model to generate more realistic
precipitation patterns especially in the cases of moist convection and/or over mountainous
regions (Ban et al., 2014).
However, an evaluation of performances on this model is necessary with different perspec-
tives and different approaches. Most studies investigating RCMs biases are conducted on
the basis of marginal distribution of precipitation at individual sites (for example, mean,
variance, extreme events) and cross-correlation between stations. It is also interesting to in-
vestigate the biases of RCMs on the basis of asymmetric spatial dependence structures using
empirical bivariate copulas. RCM-based precipitation simulations data used in this study,
convection-resolving modeling (CRMs).
CRM Data used in this study is classified into three groups, namely historical observations
(1951-2001), CRM simulations (1998-2007), and CRM projections (2081-2090). CRMs Data
is here a type of CRM data with 2.2 km spatial resolution from a convection-resolving sim-
ulation integrated with the COSMO-CLM model (Consortium for Small-Scale Modeling in
Climate Mode). Investigation regions are selected based on homogeneity areas with little
topography variation. The regions of South Bavaria and South Baden-Wu¨rttemberg are,
therefore, only presented in this report.
Case study in South Bavaria Similarly, empirical evidence proves that the positive asym-
metric spatial dependence is detected significantly at close distances for the three types of
data sets (observations, CRM simulations, and CRM projections) for all different time scales
(1d, 5d, 15d, 1m) and all seasons (DJF and JJA) as shown in Figure 6.9. It is clearly seen that
in DJF, observed precipitation values exhibit frequently the positive asymmetric spatial de-
pendence at close distances below 35 km for all different time scales. Identically, both CRM
simulations and CRM projections also present similar characteristic of asymmetric spatial
94 6.2. GEOSTATISTICAL APPROACH
dependence which are pronounced at the close distances below 35 km for all different tem-
poral scales. In JJA, precipitation observation and both CRM precipitation simulations and
CRM projections also present the positive asymmetric dependence at nearby distances be-
low 20 km for all various temporal scales. Nevertheless, during both seasons (DJF and JJA),
the positive asymmetric spatial dependence in Bavaria is pronounced due to the effect of
convective precipitation which is strongly influenced by topography features of the high
mountains over this region (namely, the Alps and the Swabian Jura).
Case study in south Baden-Wu¨rttemberg By contrast, empirical investigations prove
that the positive asymmetric spatial dependence of precipitation amounts in south Baden-
Wu¨rttemberg is detected significantly at distances between 15 and 30 km, and surprisingly,
the negative asymmetric spatial dependence is pronounced at close distances below 10 km
for DJF season. This applies for all three types of data set (observations, CRM simulations,
and CRM projections) and for all different time scales as shown in Figure 6.10. In JJA season,
precipitation observation and both CRM precipitation simulations and projections tend to
present the symmetric Gaussian dependence at nearby distances for all various temporal
scales and almost all distances. This is because typical precipitation processes dominating
in this region are strongly influenced by orographic precipitation due to the mountainous
region in the Black Forest extending from southwest to northeast resulting higher precipita-
tion amounts on the windward side and lower amounts on the leeward side (Mosthaf and
Ba´rdossy, 2017).
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Figure 6.9: Asymmetry function of CRM precipitation data using the geostatistical approach
in South Bavaria. The primary vertical axes represent the number of precipitation
events presented in 100% scale. Panels from top bottom represent seasons (DJF
and JJA) and type of data sets (Obs: observations, Sim: simulations, and Proj:
projections). The horizontal axes define various distances. The red lines indicate
the positive asymmetric dependence and the blue lines represent the negative
asymmetric dependence. The grey shadow areas denote the confidence interval
of 90% of the symmetric Gaussian dependence.
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Figure 6.10: Asymmetry function of CRM precipitation data using the geostatistical ap-
proach in South Baden-Wu¨rttemberg. The primary vertical axes represent the
number of precipitation events presented in 100% scale. Panels from top bot-
tom represent seasons (DJF and JJA) and type of data sets (Obs: observations,
Sim: simulations, and Proj: projections). The horizontal axes define various dis-
tances. The red lines indicate the positive asymmetric dependence and the blue
lines represent the negative asymmetric dependence. The grey shadow areas
denote the confidence interval of 90% of the symmetric Gaussian dependence.
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6.3 Temporal investigation simultaneous occurrences of high
and low precipitation
Unlike investigations of asymmetric spatial dependence using the geostatistical approach as
mentioned in section 6.2, where precipitation amounts for each time step are treated sepa-
rately using the assumption of a single realization of spatial random function, in this section,
investigations of asymmetric spatial dependence are conducted on the basis of a pair of sta-
tions, which are located at the exact geographical location.
This study is carried out to investigate the simultaneous temporal occurrence of high and
low precipitation amounts between two precipitation gauge stations of interest. This would
determine whether those precipitation values between two locations present the symmet-
ric Gaussian spatial dependence between high and low values and whether the Gaussian
spatial dependence based model is a reasonable model for infilling missing data values. In
this approach, empirical bivariate copulas are constructed for each pair of possible combi-
nation of two stations containing contemporaneous precipitation observations as same as
approach described in section 5.4 of chapter 5. Thus, the total number of empirical bivariate
distribution functions, which are investigated, is all possible pair combinations of stations
located at different locations.
The asymmetry function A3 for each pair of gauge stations is calculated on the basis of
empirical bivariate copulas using Equation 4.20 presented in section 4.4 of chapter 4. If
the asymmetry function A3 is positive, then precipitation amounts between two stations of
interest follow the positive asymmetric spatial dependence. IfA3 is negative, then it presents
the negative asymmetric spatial dependence. If A3 is zero, it shows the symmetrical spatial
dependence.
Unlike in the geostatistical approach (see section 6.2), the Gaussian simulations for mea-
suring the degree of uncertainty with 90% significance level is applied for each empirical
bivariate copula of a pair of stations. The detail of investigation procedure and the statisti-
cal testing are described as follows.
1. For any pair of gauge stations, selected time scale, season, and quantile threshold q0,
the empirical asymmetric dependence is calculated using Equation 4.20 on the basis of
the empirical bivariate copula of precipitation variables.
2. The precipitation variables at each the pair of gauge stations are transformed to the
Gaussian domain using the normal score transformation.
3. Based on the statistical parameters obtained in step-1 above, 100 realizations of bivari-
ate normal distributions are generated.
4. For each realization of 100 Gaussian simulations, the asymmetric dependence function
is calculated using Equation 4.20.
5. For all 100 Gaussian realizations, the quantile 5% and 95% for lower and upper limit
of confidence intervals of the asymmetric dependence function can be calculated.
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6. If the empirical asymmetry function lies between the confidence limits then mark it as
the symmetrical dependence.
7. If the empirical asymmetry function is bigger than the upper limit, then it is noted
as the positive asymmetric dependence and conversely, if the empirical asymmetry
function is less than the lower limit, then it is noted as the negative asymmetric de-
pendence.
8. The steps above are conducted repeatedly again using the different quantile thresholds
(q0= 0.1, 0.2, 0.3, and 0.4) and the different seasons (the months of DJF, MAM, JJA,
SON), and also different time scales ranging from hourly to monthly for Singapore
and from daily to monthly for both Bavaria and Baden-Wu¨rttemberg.
9. Finally, the number of pairs of gauge stations showing positive asymmetric, negative
asymmetric, and symmetric dependence among all pairwise possible combinations are
summarized for each group distance, such as 5 km, 10 km, other length of distances
with an increment of 5 km.
6.3.1 Implementation in Singapore
In this part, investigation of the asymmetric spatial dependence of simultaneous temporal
occurrence of high and low precipitation between two precipitation gauge stations of inter-
est in the regions of Singapore are conducted. The empirical investigation results are shown
in Figure 6.11. Figure 6.11 shows multiple plots presenting the number of pairs of stations
which are classified as positive, negative, and symmetric Gaussian spatial dependence. The
Gaussian simulations with confidence interval 90% are carried out for measuring the degree
of uncertainty. This study is conducted using a variety of time scales (namely, 1 h, 3 h, 6 h, 1
d, 5 d, 15 d, and 1 m) and using in different seasons (namely, DJF, MAM, JJA, and SON).
The number of pairs of stations which significantly follow the positive asymmetric spatial
dependence are significantly higher in comparison to the negative asymmetric spatial de-
pendence as well as the symmetric Gaussian dependence. However, this applies for the
lower time scales, for example from hourly to daily as shown in Figure 6.11. At these time
scales (hourly to daily), not even any pair of stations can be classified as having a negative
asymmetric dependence or a symmetric Gaussian dependence. This empirical evidence
applies for all seasons (namely, DJF, MAM, JJA, and SON) with small differences in the
magnitudes.
In the season of DJF for example, 100% of total pairs of stations exhibit significantly the pos-
itive asymmetric spatial dependence at the hourly scale (1 h) at the distance of 5 km. For 3 h,
it presents substantially the positive asymmetric spatial dependence at the distances of 5 km
and 10 km. For 6 h, it presents significantly the positive asymmetric spatial dependence at
the distances of 5 km, 10 km, 15 km, and 20 km. For 12 h and 1 d scale, it shows substantially
the positive asymmetric spatial dependence at the distances of 5 km, 10 km, 15 km, 20 km,
and 25 km.
For the conditions in which not 100% of pairs of stations can be grouped as the positive
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asymmetric dependence because the probability of zeros for all stations are higher than the
quantile threshold 0.2. Consequently, the asymmetry function cannot be analyzed due to
the lack of knowledge in that region of the quadrant. Note that, taking into zeros as latent
variables are possible when the probability of zero precipitation amounts is less than the
specific threshold q0. The zero density is known, but the exact values are treated hidden as
censored values.
On the higher time scales, such as 5-daily, 15-daily, and monthly, the number of pairs of
stations which follow the positive asymmetric spatial dependence decrease systematically.
For instance, on the 5 d scale, the number of pairs of stations for the negative asymmetric
dependence is higher, roughly ranging from 55-65% of all pairs for distances between 5 km
and 25 km, followed by the positive asymmetric dependence (31-42%) and the symmetric
Gaussian dependence (0-7.4%). On the 10 d scale, for another example, the number of pairs
of stations for the positive asymmetric dependence is slightly higher, roughly ranging from
50-62% of all pairs, followed by the negative asymmetric dependence (19-26%) and the sym-
metric Gaussian dependence (14-29%). For the monthly scale, for example, the number of
pairs of stations for the negative asymmetric dependence is slightly higher, roughly ranging
from 33-62% of all pairs, followed by the negative asymmetric dependence (18-26% ) and
the symmetric Gaussian dependence (17-24%).
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Figure 6.11: Asymmetry function using pairwise approach with the threshold quantile q0 0.2
in Singapore. The primary vertical axes are the portion of pairs of stations pre-
sented in 100% scale. The red lines indicate the positive asymmetric dependence
and the blue lines represent the negative asymmetric dependence. The symmet-
ric Gaussian dependence is denoted by the green lines. The purple lines indicate
the quantile threshold q0 is less than the probability of zeros and marked as not
a number (NaN). Panels from top to bottom represent seasons (DJF, MAM, JJA,
and SON). Panels from left to right represent temporal scales (hourly (1h) to
monthly (1m). The horizontal axes represent distances.
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6.3.2 Implementation in Baden-Wu¨rttemberg
The empirical investigation results of the asymmetric spatial dependence of simultaneous
temporal occurrence of high and low precipitation between two precipitation gauge stations
of interest in the region of Baden-Wu¨rttemberg are shown in Figure 6.12. Figure 6.12 shows
multiple plots presenting the number of pairs of stations which are classified significantly
as positive, negative, and symmetric Gaussian spatial dependence. The study is conducted
using a variety of time scales of precipitation amounts (namely, 1d, 5d, 15d, and 1m scale)
and using different seasons (namely, DJF, MAM, JJA, and SON).
Similarly to the results for Singapore, the number of pairs of stations which follow the pos-
itive asymmetric spatial dependence are totally dominant in comparison to the negative
asymmetric spatial dependence as well as the symmetric Gaussian dependence, especially
for the daily scale. Not even any pair of gauge stations can be classified as negative asym-
metric dependence or symmetric Gaussian dependence for the daily scale as shown in Fig-
ure 6.12. This empirical evidence applies for all seasons (DJF, MAM, JJA, and SON).
However, on the higher time scales, such as 5-daily, 15-daily, and monthly, the number of
pairs of stations which exhibit the positive asymmetric spatial dependence of precipitation
amounts decrease systematically. For instance, on the 5 d scale, the number of pairs of
stations for the negative asymmetric dependence is higher, roughly ranging from 55-65%
of all pairs for the distance of 5-80 km, followed by the positive asymmetric dependence
(31-42%) and the symmetric Gaussian dependence (0-7.4%). On the 15 d scale, for another
example, the number of pairs of stations for the positive asymmetric dependence is slightly
higher, roughly ranging from 50-62% of all pairs, followed by the negative asymmetric de-
pendence (19-26%) and the symmetric Gaussian dependence (14-29%). For the monthly
scale, the number of pairs of stations for the negative asymmetric dependence is slightly
higher, roughly ranging from 33-62% of all total pairs, followed by the negative asymmetric
dependence (18-26%) and the symmetric Gaussian dependence (17-24%).
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Figure 6.12: Asymmetry function using pairwise approach with the threshold quantile q0
0.2 in Baden-Wu¨rttemberg. The primary vertical axes are the portion of pairs of
stations presented in 100% scale. The red lines indicate the positive asymmetric
dependence and the blue lines represent the negative asymmetric dependence.
The symmetric Gaussian dependence is denoted by the green lines. The purple
lines indicate the quantile threshold q0 is less than the probability of zeros and
marked as not a number (NaN). Panels from top to bottom represent seasons
(DJF, MAM, JJA, and SON). Panels from left to right represent temporal scales
(daily (1d) to monthly (1m). The horizontal axes represent distances.
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6.3.3 Implementation in Bavaria
The empirical investigation results of asymmetric spatial dependence of temporal simulta-
neous occurrence of high and low precipitation between two precipitation gauge stations of
interest in the regions of Bavaria are shown in Figure 6.13, displaying multiple plots present-
ing the number of pairs of gauges which are classified as positive, negative, and symmetric
Gaussian spatial dependences after it is significantly tested using the Gaussian simulations
for measuring degree of uncertainty. The study is conducted using a variety of time scales
of precipitation amount (namely, 1d, 5d, 15d, and 1m), and using different seasons (namely,
DJF, MAM, JJA, and SON).
The number of pairs of gauges at different locations which substantially exhibit the positive
asymmetric spatial dependence of precipitation amounts are totally dominant in compari-
son to the negative asymmetric dependence as well as the symmetric Gaussian dependence
for daily scale. Not even one pair of gauges can be classified as negative asymmetric depen-
dence or symmetric Gaussian dependence at the daily scale as shown in Figure 6.13. This
empirical evidence applies for all seasons (DJF, MAM, JJA, and SON) with small differences
in the magnitude.
However, on the higher time scales, such as 5-daily, 15-daily, and monthly, the negative
asymmetric spatial dependence of precipitation amounts becomes more dominant regard-
ing the number of pairs of stations. For instance, on the 5 d scale, the number of pairs of sta-
tions for the negative asymmetric dependence is higher, roughly ranging from 54-90% of all
pairs for distances between 5 and 80 km, followed by the positive asymmetric dependence
(6-39% ) and the symmetric Gaussian dependence (3-8%). On the 15 d scale, the number of
pairs of stations for the positive asymmetric dependence is slightly higher, roughly rang-
ing from 49-71% of all pairs, followed by the negative asymmetric dependence (14-33%)
and the symmetric Gaussian dependence (12-19%). For the monthly scale, the number of
pairs of stations for the negative asymmetric dependence is slightly higher, roughly ranging
from 33-76% of all pairs, followed by the negative asymmetric dependence (7-34%) and the
symmetric Gaussian dependence (15-37%).
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Figure 6.13: Asymmetry function using pairwise approach with the threshold quantile q0
0.2 in Bavaria. The primary vertical axes are the portion of pairs of stations pre-
sented in 100% scale. The red lines indicate the positive asymmetric dependence
and the blue lines represent the negative asymmetric dependence. The symmet-
ric Gaussian dependence is denoted by the green lines. The purple lines indi-
cate the quantile threshold q0 is less than the probability of zeros and marked as
not a number (NaN). Panels from top to bottom represent seasons (DJF, MAM,
JJA, and SON). Panels from left to right represent temporal scales (daily (1d) to
monthly (1m). The horizontal axes represent distances.
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6.4 Summary
• Empirical investigation results reveal that, precipitation values, which exhibit the pos-
itive asymmetric spatial dependence frequently occur at nearby stations and the neg-
ative asymmetric dependence appears significantly at far distances. Precipitation val-
ues with positive asymmetric spatial dependence decrease with the increase of dis-
tances, and on the contrary, precipitation amounts which exhibit the negative asym-
metric dependence increase with the increase of distances.
• In Singapore, the number of precipitation events at which precipitation values exhibit
the asymmetric spatial dependence, is significantly dominant at the higher time reso-
lutions and then decreases with the increase of temporal scales. In Bavaria and Baden-
Wu¨rttemberg, this pattern applies to all time scales ranging from daily to monthly.
• The positive asymmetric spatial dependence of precipitation values conditioned by
the circulation patterns more frequently occur at close distances for the wettest CPs for
both regions, Bavaria and Baden-Wu¨rttemberg. In contrast, the positive asymmetric
dependence for the driest CPs (CP03 and CP04) is pronounced at close distances for
the CP04. For the CP03, the positive asymmetric spatial dependence is dominant only
in the season of November-April.
• The positive asymmetric spatial dependences of the three type of data sets (observa-
tions, RCM simulations, and RCM projections in the Southern part of Bavaria) are also
detected significantly at close distance for all different time scales. By contrast, the
positive asymmetric spatial dependence in the Southern part of Baden-Wu¨rttemberg
is detected significantly at a distance of 15-30 km for DJF season.
• Investigation results of the simultaneous temporal occurrence of high and low precip-
itation between two precipitation gauge stations reveal that, the number of pairs of
stations which significantly exhibit the positive asymmetric dependence are dominant
in the regions of Singapore (from hourly to daily), Baden-Wu¨rttemberg (daily) and
Bavaria (daily).

7 Spatial copula models based on
asymmetric dependence
7.1 Introduction
Multivariate analysis based models play a significant role in a variety of applications, as the
dependence between two or more random variables is detected significantly. Thus, using a
simple univariate approach is not capable of modelling it reasonably. As a result, it could
yield to either an underestimation or overestimation of the risks. Multivariate normal mod-
els have been a widely applied in many fields for a long time. Multivariate normal distri-
butions are attractive due to their simplicity because both the conditional and the marginal
distributions are also normal (Favre et al., 2004).
However, a multivariate normal distribution is not suitable to model for most cases in a
more realistic way because marginal distributions are often skewed and have a heavy tail.
In addition, the dependence structure is generally different from the Gaussian case which is
described only by Pearsons correlation coefficient as discussed in chapter 4. The drawbacks
of the traditional multivariate normal model can be tackled by using a copula approach.
Multivariate analysis based on a copula approach has become very popular being adopted
in various applications over the last decades. In the applications of spatial geostatistics,
Ba´rdossy (2006) is one of the first who introduced and implemented the copula approach
in a geostatistical context, then followed by Gra¨ler (2014); Kazianka and Pilz (2011); Quessy
et al. (2016); Wasko et al. (2013). Unlike traditional geostatistics which is restricted to the
underlying Gaussian assumption, copulas are more flexible. Moreover, traditional spatial
geostatistics assumes that variogram or a covariance function describing spatial variability,
is just calculated as an integral over the whole distribution of the parameter values. This
is in contradiction to the reality that different percentile values can have a different spatial
dependence structure from the central values and the variograms are sensitive to the outliers
(Ba´rdossy, 2006).
In this chapter, two different copula families, namely, Gaussian copulas and V-copulas are
implemented in the context of spatial geostatistics. The V-copulas are constructed from the
Gaussian copulas through a non-monotonic transformation. Both models are implemented
in two different climate regions, Singapore and Bavaria. Characteristics of the properties
of both models are discussed in the next sections. Random precipitation variables with
different temporal scales, such as sub-daily and super-daily are used in this analysis.
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7.2 Gaussian copulas
The advantage of the multivariate normal is that all higher order correlations are indirectly
defined by the second order moments, namely the correlation coefficients. These models
allow for a lot of flexibility in high dimensions since each pair is specifically parameterized
(Quessy et al., 2016). In a simulation, generation of the multiple sites replicates of the field
variables is readily achieved by generating properly associated multivariate normal variates
which are back-transformed to synthetic field variables (Ba´rdossy and Pegram, 2009). This
is another advantage adopting a Gaussian copula for multivariate modeling.
The Gaussian copula belongs to the elliptical copulas’ family, for which the dependence
structure is completely determined by the correlation matrix. This model is thus convenient
and very simple to use to estimate the parameter by means of a symmetric and definite
positive matrix (Favre et al., 2004; Renard and Lang, 2007). The fact that these dependence
structures are indexed by a correlation matrix is helpful in applications such as spatial statis-
tics, where distances between locations can easily be incorporated (Quessy et al., 2016).
Departure from Equation 4.13, the Gaussian copula can be formulated as follows:
Cn(u1, ..., un) = Φ
n
(
Φ−1(u1), ...,Φ−1(un)
)
(7.1)
where Φ−1 is the inverse of the cdf of the standard normal distribution N(0, 1) and Φn in
this case is the cdf of a multivariate normal distribution with mean 0 and covariance matrix
Σ.
The Gaussian copula density as a result of the differential of Gaussian copula can thus be
written in the following formula.
cn(u12, ..., un) =
∂nCn(u1, ..., un)
∂u1...∂un
=
φn
(
Φ−1(u1), ...,Φ−1(un)
)
∏n
i=0 Φ
−1(ui)
(7.2)
Where φ−1 is the pdf of a multivariate normal distribution with mean 0 and covariance
matrix Σ and φ is the pdf of the standard normal distribution N(0, 1) given in the following
formulas.
φn(x1, ..., xn) =
1√
(2pi)n|Σ| exp
[
− 1
2
(X − µ)TΣ−1(X − µ)
]
(7.3)
φ(x) =
1√
(2piσ2)
exp
[
− (X − µ)
2
2σ2
]
(7.4)
The Gaussian copula density can be written in another formula as follows
cn(u1, ..., un) =
1√|Γ| exp
[
− 1
2
XT (Γ−1 − I)X
]
(7.5)
Where I is identity matrix, Γ is correlation matrix, |Γ| is determinant of correlation matrix.
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7.3 V-transformed Gaussian copulas
The Gaussian copula obviously cannot capture a tail dependence structure of multivari-
ate distribution or a non-symmetric dependence structure, in particular between low and
high values. If in a real world data set shows an asymmetric dependence structure, a non-
Gaussian copula-based model is a more realistic way to mimic this nature.
The Gumbel copula is an alternative to model a positive non-symmetric dependence struc-
ture. The multivariate extension using the Gumbel copula to n dimensions, however, does
not model the processes reasonably. This is because, instead of maintaining strong interde-
pendence, the dependence structure deteriorates with increasing dimensions (Ba´rdossy and
Pegram, 2009; Drouet-Mari, D. and S. Kotz, 2001). In contrast, meta-elliptical copulas do not
suffer from this problem.
Ba´rdossy (2006) derived a non-Gaussian copula from the non-centered multivariate chi-
square distribution. Ba´rdossy and Li (2008) introduced a quite similar approach, the so-
called V -transformed multivariate normal copulas, in order to take into account the exis-
tence of non-symmetric dependence structure behaviour. The unique advantage of under-
lying the multivariate normal is that all higher order correlations are implicitly defined by
only the second order moments.
The V -transformed normal copulas can simply be constructed by the non-monotonic trans-
formations of the multivariate standard normal distributions (Ba´rdossy and Li, 2008). The
V -transformed n-variate variable X = (X1, ..., Xn) is obtained from a normally distributed
n-variate random variable Y = (Y1, ..., Yn) and Y ∼ N(0, 1) by the following formulas.
Xj =
{
k(Yj −m) if Yj ≥ m
m− Yj otherwise
(7.6)
Where k ∈ (0,∞) and m ∈ R.
The cumulative distribution function of univariate V -copula thus can be expressed as a func-
tion of standard normal distribution Φ as follows.
H(xi) = P (Xi ≤ xi)
= P (Y ≤ Y ≤ xi
k
+m)
= P (Y ≤ xi
k
+m)− P (Y ≤ m− xi)
= Φ(
xi
k
+m)− Φ(m− xi)
(7.7)
The density function of univariate V -copula can be written also as a function of density
standard normal distribution as follows.
h(xi) =
∂H(xi)
∂x
=
1
k
φ(
xi
k
+m) + φ(m− xi)
(7.8)
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The multivariate cumulative distribution function of V -transformed Gaussian copula with
n dimensions can be formulated as follows.
Hn(x1, ..., xn) = P (Xi ≤ xi, ..., Xn ≤ xn)
=
2n−1∑
i=0
(−1)iΦ(ζi +m)
(7.9)
where
ζTi =
(
b
(
(−1)i1)x1, ..., b((−1)in)xn) (7.10)
with
b(t) =
{
−1 if t ≤ 0
1
k otherwise
(7.11)
and ij=0 or 1 and
i =
n−1∑
j=0
ij2
j (7.12)
The density of multivariate V -transformed Gaussian copula with n dimensions can be de-
scribed as follows.
hn(x1, ..., xn) =
1√
(2pi)n|Σ|
2n−1∑
i=0
1
kn −∑n−1j=0 ij exp
[
− 1
2
(ζi +m)
TΣ−1(ζi +m)
]
(7.13)
Finally, the density of multivariate V -copulas can be calculated as follows.
cn(u1, ..., un) =
hn(x1, ..., xn)∏n
i=0 h(xi)
=
hn(H−1(u1), ...,H−1(un))∏n
i=0 h(H
−1(ui))
(7.14)
Where cn is density copulas with n dimensions, hn is density of multivariate V -transformed
multivariate normal with n dimensions, h is univariate V -transformed density of marginal
distribution,H−1 is the inverse of the cdf of the v-transformed standard normal distribution.
7.4 Parameter estimation
7.4.1 High dimensional issue
The parameter estimation of multivariate V -copulas in high dimensions requires a very
large computational effort. In order to illustrate how huge computation is, two dimen-
sions of a V -copula (bivariate copula) is taken just for example. From the Equation 7.9, the
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bivariate V -transformed standard normal distribution can be written as follows.
H2(x1, x2) = Φ
2(
x1
k
+m,
x2
k
+m)− Φ2(x1
k
+m,x2 +m)
− Φ2(x1 +m, x2
k
+m) + Φ2(−x1 +m,−x2 +m)
(7.15)
Then, the density of the bivariate V -transformed standard normal distribution can be de-
rived easily as:
h2(x1, x2) =
1
k2
φ2(
x1
k
+m,
x2
k
+m) +
1
k
φ2(
x1
k
+m,x2 +m)
+
1
k
φ2(x1 +m,
x2
k
+m) + φ2(−x1 +m,−x2 +m)
(7.16)
where H2 is the bivariate V -transformed standard normal distribution, h2 is the density of
the bivariate V -transformed standard normal distribution,Φ2 is the cdf of the bivariate stan-
dard normal distribution, and φ2 is the density of the bivariate standard normal distribution,
m and k are parameters of the bivariateV -transformed standard normal distribution.
From the Equation 7.15 and the Equation 7.16 above, one can see that the bivariate V -
transformed distribution (Hd=2) consist of the summation over 4 terms from the 2d=2. More-
over, for the 30 dimensions (Hd=30) like in the Singapore (d=30 stations), it yields 1073741824
terms due to 230 and the computational effort becomes significantly costly following the non
linear relationship with the dimensions.
In order to handle this problem, the observation set is divided into several subsets Sk of
arbitrary sizes (Ba´rdossy and Li, 2008). The sets Sk can be selected randomly in order to
avoid possible biases caused by preferential sampling. However, each subset Sk consists
of n(k) observation points ranging from 2-12 points in a clustered points (Ba´rdossy and
Pegram, 2013). Each subset can be formulated as follows (Ba´rdossy and Li, 2008):
Sk = {xk,1, ..., xk,n(k)} k = 1, ...,K (7.17)
The clustered points in a subset make that the distance between pair points is reasonable
enough since the spatial interpolation procedure is commonly carried out using nearby
points. Each observation point is allowed to occur only once in a subset in such a way
that all subsets are disjoint to each others, i.e.
Sk ∩ Sj = 0 if k 6= j (7.18)
Further, the subsets should be created such that all subsets cover all observation points, i.e.
S =
K⋃
k=1
Sk = S (7.19)
For any of the subsets Sk, the likelihood of the parameter vector of the theoretical copula can
be calculated which corresponds to the copula density of the points enclosed in the subset.
c(Sk, θ) = c
(
Fz
(
Z(xk, 1)
)
, ..., Fz
(
Z(xk, n(k))
)
; θ
)
(7.20)
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Then, as all the subsets are disjoint, under a weak assumption of independence, the overall
likelihood of the observation points is the product of the copula densities of the individual
subsets as follows.
L(θ) =
K∏
k=1
c(Sk, θ) (7.21)
Parameter estimation can be made by maximizing the likelihood function above with re-
spect to the parameters θ, namely the correlation matrix, and the values of m, and k.
7.4.2 Treatment of zeroes precipitation
The special characteristic of daily precipitation is zero inflated data. This requires a specific
treatment where zero precipitation is assumed to be a censored variable of a continuous dis-
tribution function. This special treatment of zero precipitation, however, would lead to an
increase of the complexity of the calculations (Ba´rdossy, 2011). The likelihood of the param-
eter vector of the chosen theoretical copula is, therefore, calculated by using the multiple
bivariate copula densities from all possible combinations of pair of stations enclosed in the
subset.
The likelihood function used for estimating the parameter of the Gaussian copula is exactly
the same as the Equation 5.4 in chapter 5. Notice that the likelihood function is calculated
for each pair of gauge stations from possible pair-wise combinations in the region of interest
after classified into several clusters (subsets). The parameters of the V -copula are estimated
by maximizing numerically the likelihood function which is basically similar to the Equa-
tion 5.4. Here, θ represents the parameters of the V -copula, namely, the Spearman’s rank
correlation and the transformation parameters m and k. The likelihood function of the cen-
sored bivariate V -copula is formulated as follows.
L(θ) =
∏
(x1,x2)∈I1
h2
(
H−1(u1 = F1(x1)), H−1(u2 = F2(x2)); θ
)
h
(
H−1(u1 = F1(x1))
)
h
(
H−1(u2 = F2(x2))
) ×
∏
(x1,x2)∈I2
∫ u1=P01
u1=0
∫ u2=P02
u2=0
h2
(
H−1(u1), H−1(u2); θ
)
h
(
H−1(u1)
)
h
(
H−1(u2)
) du1du2×
∏
(x1,x2)∈I3
∫ u1=P01
u1=0
h2
(
H−1(u1), H−1(u2 = F2(x2)); θ
)
h
(
H−1(u2 = F2(x2))
) du1h(H−1(u2))
(7.22)
Where, h2 is the density function of the bivariate V -transformed distribution, H−1 is inverse
of the univariate distribution function of the V -transformed standard normal distribution
N(0, 1), h is density function of the V -transformed standard normal distribution N(0, 1).
The sets I1, I3, and I3 are the same definition as the Equation 5.4.
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7.4.3 Stationary assumption
The n-dimensional multivariate Gaussian copula is identified through a correlation symmet-
rical matrix Γn×n, while the n-dimensional V -transformed normal copula is parameterized
by the two transformation parameters m, k, and the correlation symmetrical matrix Γn×n of
the underlying of multivariate normal Y . This study is conducted under the assumption of
spatial stationary over the domain of interest which is a similar assumption to the geosta-
tistical approach. Hence, the correlations between any two points can be written only as a
function of the separating vector h and do not depend on their exact geographical locations.
For any set of observations x1, ..., xn, the correlation symmetrical matrix Γn×n of the normal
variable Y can be written as follows (Ba´rdossy, 2011; Ba´rdossy and Li, 2008; Ba´rdossy and
Pegram, 2013).
Γn×n =
[
(ρi,j)
n,n
1,1
]
(7.23)
where ρi,j is the correlation between two points xi and xj . It only depends on the vector h
separating the points xi and xj . Thus, the correlation ρi,j can be written as follows.
ρi,j = R(xi − xj) = R(h) (7.24)
Where R(h) is a valid (positive and definite) spatial correlation function depending on the
vector h such as the negative exponential correlation function, the spherical correlation func-
tion, and other theoretical spatial correlation functions as discussed in the chapter 5.
For the V -transformed normal copula the parameters of the correlation function correspond-
ing to Y and the transformation parameters (m and k) have to be assessed on the basis of
the available observations. Notice that in the derivation of V -transformed normal copula,
all the components of the m are assumed to be equal.
7.5 Parameters interpretation
7.5.1 Case study in Singapore
The spatial copula models based on both the symmetric (Gaussian copulas) and the asym-
metric spatial dependence (V-copulas) are implemented in the region of Singapore using
the high-quality precipitation data sets with different temporal resolutions from hourly to
monthly during the time period of 1980-2010. The parameter estimation of both families of
copulas is conducted using the maximum likelihood method incorporating zero precipita-
tion amounts, which are treated as censored variables as given in Equation 7.22 and Equa-
tion 5.4.
Notice that the modeling processes are carried out for each time step of precipitation values
separately, without considering the temporal correlation behavior. The precipitation occur-
rences, which are analyzed in this study, are all selected events on a given time step at which
more than 0.7 of all gauge stations in the region of interest are wet with precipitation depth
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of more than 0.1 mm. This means that a precipitation event on a given time step with the
probability of dry events bigger than 0.3 will be excluded from the further analysis. In Sin-
gapore for example, a precipitation occurrence on a given time event during the time period
of 1980-2010 is considered in this analysis if at least 21 of 30 precipitation gauge stations
receive precipitation of more than 0.1 mm. In order to detect the influences of different sea-
sons on the parameters of interest, the precipitation events are classified into four different
seasons, namely, the DJF, MAM, JJA and SON seasons.
Parameter of range The range parameter in this study is basically derived from the fitted
negative exponential spatial correlation function and calculated based on the distance where
the correlation coefficient of exp(−1) = 0.37. Figure 7.1 depicts multiple box-plots of the
parameters range at different time scales and different seasons for both the Gaussian and
the V-copulas. Overall, the range parameter of the Gaussian copulas is systematically lower
than the ones of the V-copulas nearly for all the variety of time scales and different seasons
as portrayed in Figure 7.1. The red lines on Figure 7.1 represent the range parameter of 5
km to emphasize the different characteristics of both spatial models. The range parameter
of the Gaussian copulas is obviously less than 5 km, on average, while the range parameter
of the V-copulas is clearly greater than 5 km on the whole. This indicates that the V-copulas
bring a stronger spatial dependence structure than the Gaussian copulas in the region of
Singapore.
Furthermore, the kernel distribution functions of the range parameter of both models as
shown in Figure 7.2a give an additional empirical evidence that the V-copula models present
a larger spatial correlation range than the Gaussian copulas in all the quantile values. The
kernel distribution functions of the V-copulas are represented by red lines on Figure 7.2a,
while the blue lines represent the kernel distribution functions of the Gaussian copulas.
This empirical evidence applies not only to the specific time scales but also to nearly all
different temporal scales across the different seasons. Indeed, for several time scales, such
as 15-daily and monthly, both models present a similar kernel distribution function of the
range parameter, but those are only for the JJA season.
There is an interesting reason why the V-copulas have a stronger spatial dependence struc-
ture than the Gaussian copulas. Figure 7.2b shows multiple plots of the kernel density func-
tions of the range parameter for both Gaussian and V-copulas at different temporal scales
across the seasons. Again, the red lines represent the kernel density functions of the range
parameter for the V-copulas, and the blue lines denote the kernel density functions of the
parameters range for the Gaussian copulas. The kernel density functions of the range pa-
rameter for the Gaussian copulas increase quickly, but also decrease quickly. In contrast,
the kernel density functions of the range parameter for the V-copulas rise slowly, but also
decline slowly. As a result of these phenomena, the V-copulas can capture a larger spatial
correlation structure, on the whole.
The mean values of the parameters range for the Gaussian copulas from all events during
the time period of 1980-2010 are quite similar across seasons and different temporal scales.
In the DJF season for instance, the range parameter roughly ranges from 4.9 km to 5.9 km.
Similarly, the range parameter for the MAM season varies between 4.2 and 5.5 km. The
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range parameter for the seasons of JJA and SON varies from 4.4 km to 5.5 km and from 4.3
km to 6 km, respectively.
Similarly to the Gaussian copula, the mean values of the range parameter for the V-copulas
during the time period of 1980-2010 is similar to each other for different seasons and tempo-
ral scales. In the DJF season, the range parameter varies from 6.9 km to 7.9 km for sub-daily
scales and ranges from 6.7 km to 7.4 km for the super-daily scales. The range parameter in
the MAM season is lower varying from 5.9 to 6.9 km for the sub-daily scales and ranging
from 5.4 km to 6.2 km for super-daily time scales. In the JJA season, the range parameter
varies from 6.7 km to 7.1 km for sub-daily scales and ranges from 4.7 km to 6.3 km for the
super-daily scales. The range parameter ranges from 7 km to 7.7 km for sub-daily scales and
varies from 6 to 7.1 km for super-daily scales in the SON season.
In fact, the range parameter is generally higher in the DJF and SON seasons in comparison
to the MAM and JJA seasons. However, in practical applications, the differences between
values of the range parameter mentioned above is relatively very small seeing the common
distance among gauge stations, and thus this can be concluded that there is no significant
difference of the general correlation characteristics between different seasons. Furthermore,
there is a fluctuation of the range parameter over different time scales, but it is quite diffi-
cult to conclude that there is an increase of range parameter as increase the time intervals
because it is very small and almost negligible. This is a very similar result to the spatial
correlations which are estimated by using the geostatistics approach on the basis of the cen-
sored bivariate Gaussian copulas as mentioned in section 5.3 of chapter 5.
Parameter m and k The multivariate normal distributions are simply parameterized by
the correlation matrix, which is described by the range parameter following the negative ex-
ponential function (for this study) due to the stationary assumption. In the V-copula mod-
els, all negative random variables underlying the multivariate normal distribution are in-
evitably transformed into the corresponding positive values using the non-monotonic trans-
formations with the parameters m and k as written in Equation 7.6.
Unlike the monotonic transformation which converts one set of random variables into an-
other set of the random variables so that the rank order of the original set of random vari-
ables is preserved, the non-monotonic transformations instead will destroy the rank order
of random variables underlying normal distribution. This is one reason why the non-
monotonic transformation is a suitable choice implemented in the copula model because
copula works under the rank of the set of random variables and the dependence structures
are strongly dependent on the rank order of random variables. If the ranks do not change
after such a transformation, it means that the dependence structure does not change either.
In the spatial context, the parameters m and k are commonly assumed to be the same value
for any location.
The location parameter m and scale k play a fundamental role in the V-copula model which
bring a change of the rank order of any set of random variables. If any random variable
underlying the normal distribution is less than the parameter m, which is a small value
in the normal domain (it can be either both negative and positive random variables or all
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Figure 7.1: Parameters of range from the Gaussian and V-copulas in Singapore. The primary
vertical axes represent the range parameter (km). Panels from top to bottom
represent the Gaussian and V-copulas. The horizontal axes represent temporal
scales from hourly to monthly. Panels from left to right represent seasons (DJF,
MAM, JJA, and SON).
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(a) CDF
(b) PDF
Figure 7.2: Distribution of the range parameter from the Gaussian and V-copulas in Singa-
pore collected from the period 1980-2010. The primary vertical axes represent
kernel distribution function (Fig-a) and kernel density function (Fig-b). Panels
from top to bottom represent seasons (DJF, MAM, JJA, and SON). The horizontal
axes define the range parameter (km). The blue lines indicate the Gaussian cop-
ulas and the red lines represent the V-copulas. Panel from left to right represent
temporal scales (hourly (1h) to monthly (1m)).
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negative variates), it turns into a high value in the new space due to the non-monotonic
transformations of the subtraction from the normal variate to the parameter m.
Conversely, when a random variable is the high value in the previous space, it becomes the
low value in a new domain. Furthermore, if any normal variate is greater than the parameter
m, it is transformed into either more concentrated or more deviated from the value of the
parameter m depending on the parameter k. The higher the parameter k, the more spread it
can yield in the distribution in the new domain causing the new distributions to be strongly
right skewed. Consequently, the rank of the random variables in the new domain could be
changed from the rank of the multivariate normal distributions by this transformation.
However, the non-monotonic transformation above does not guarantee a significant change
of the rank order of any data set depending on the values of the parameter m. For example,
for a greater parameter m, the ranks of the variates is less changed because the left branch
of the transformation dominates the right one. As a result of this, marginal distribution
remains more similar to the original one, and the dependence structure is more symmetric
and more Gaussian. Moreover, if the parameter m ≥ 3, then the rank order of the new
domain remains the same as in the old space because all normal variates are transformed
into the new domain using only the left arm of the transformation, and therefore the spatial
dependence structure approaches Gaussianity which is the same as in the old domain.
Figure 7.3 presents dependence structures of simulations of bivariate Gaussian copulas with
the correlation coefficient ρ=0.84 and bivariate V-copulas with a variety of combination pa-
rameters m and k. One can see that the dependence structure exhibits the positive asym-
metric dependence when the parameter m is smaller or close to zero, and vice versa, the
association structure tends to approach a Gaussian copula as the parameterm is greater and
approaching to infinitive. However, for any practical application, the dependence structure
will be close to Gaussian when the parameter m ≥ 3 as mentioned before. In addition, the
V-transformed Gaussian copula will equal the non-centered square copula for the param-
eter k=1. If the parameter m is small and the parameter k is higher, then the dependence
structure on the middle quantiles will increase.
Consequences of the parameters m and k on mechanisms of precipitation Precipi-
tation mechanisms, which are generally characterized by convective and stratiform regimes
(Anagnostou, 2004), can be mimicked by the V -copulas reasonably with the two branches
of the non-monotonic transformation. This model can describe two rainfall generating pro-
cesses separately; adjective/stratiform precipitation modeled by the lower arm of the V -
transformation and convective precipitation mimicked by the upper arm of it (Ba´rdossy
and Pegram, 2009).
The convective precipitation event is usually characterized by localized precipitation of high
intensity on the short duration triggered by intense vertical movements as the product of
atmospheric convection, from active cumulus and cumulonimbus clouds and mainly oc-
curring in tropical countries (Houze, 1997, 2004). In contrast, the stratiform precipitation
event is mainly described with relatively weak vertical velocity fields, greater horizontal
homogeneity, and lower rainfall intensity. Although stratiform precipitation intensity is
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Figure 7.3: Bivariate V-copulas density with ρ = 0.85 and different parameter m and k. Pan-
els from left to right represent the parameter m. Panels from top to bottom rep-
resent the parameter k.
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much lower than that from the convective precipitation event, the stratiform precipitation
typically covers larger areas and always contributes a significant portion (40-50%) of the
precipitation volume, even for major convective systems (Anagnostou, 2004; Houze, 2004).
(a)
(b)
Figure 7.4: Empirical distribution functions of the parameter m (Fig-a) and the parameter k
(Fig-b) from the V-copulas on different temporal scales in Singapore collected
from the period 1980-2010. Panels from left to right represent seasons (DJF,
MAM, JJA, and SON).
Most precipitation events in Singapore exhibit an asymmetric spatial dependence structure.
This is because those precipitation occurrences exhibit the smaller parameter m. Figure
7.4a presents empirical distribution functions of the parameter m from the V-copula model
which are estimated for each precipitation event at the various time scales and different
seasons collected from the time period of 1980-2010. The averaged values of the parameter
m over realizations of precipitation events are relatively similar for all different time scales
and different seasons. For instance, the parameter m in the MAM season is very similar to
the SON seasons, namely, ranging from 1.2-1.4 on average. Meanwhile, for the seasons of
DJF and JJA, the parameter m varies from 1.3 to 1.4 and from 1.2 to 1.6, respectively. For
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daily scale, the parameter m for the months of DJF, MAM, JJA, and SON is 1.4, 1.3, 1.3, and
1.4, respectively.
In general, the higher time scales yield less asymmetric dependence, but not very different.
For example for the JJA season, monthly precipitation occurrences exhibit a higher values
of the parameter m, namely 1.6. For other seasons, the effect of different time scales on
the asymmetric behavior is not clearly seen. Furthermore, the most frequent values of the
parameter m roughly ranges from 0-0.5 for all different time scales and seasons indicating
that the positive asymmetric spatial dependence of precipitation values occur significantly
in this region.
In addition, Figure 7.4b presents empirical distribution functions of parameter k for the V-
copula estimated for each event at various time scales and different seasons from 1980-2010
in the region of Singapore. Overall, the parameter k varies between 1 and 10 and tends
to concentrate to smaller values or close to 1. In the case of the asymmetric dependence
with the lower parameter m near to 0, the smaller parameter k results in a dependence
structure more concentrated into the uppermost quantiles and conversely, larger value of
the parameter k causes the dependence structure on the uppermost quantiles to be more
spread and tends to deviate from there to the middle quantiles. However, for the higher the
parameter m around 2, which there are two parts of the mass density concentrated on both
uppermost and lowermost quantiles, the greater parameter k reduces the mass density on
the lowermost quantiles and increases to the uppermost quantiles or the middle quantiles
(see Figure 7.3 for illustration).
The average value of the parameter k is relatively small just ranging from 3.9 to 5.1 for all
time scales and seasons. For example, the parameter k in the DJF season roughly ranges
from 4.7-5.1 (for hourly to daily) and 4.6-4.8 (for 5-daily to monthly). In the MAM season,
the parameter k varies from 4.7-5 (for sub-daily) and 4.4-4.6 (for super-daily). In the JJA
season, the parameter k ranges from 4.6-5 (for sub-daily) and 3.9-4.5 (for super-daily). In
the SON season, the parameter k ranges from 4.8-5.4 (for sub-daily) and 4-5.1 (for super-
daily). The parameter k is relatively slightly lower implying that local heavy precipitation
occurs more intensively in this region due to the convective precipitation. Furthermore,
precipitation values at the lower time scales exhibit more systematically a smaller value of
the parameter k than that of the higher time scales, describing that precipitation events with
high intensity occur more clustered at the small time scales.
Effect of precipitation intensities The effect of precipitation intensity on the parameters
of the spatial models of interest is very interesting and exhibits special pattern, in particular
in the region of Singapore. In order to show it, the precipitation events at daily scale ob-
served during the time period of 1980-2010 are investigated. For each precipitation event,
the areal mean precipitation is calculated based on all precipitation points measured at all
gauge stations. All precipitation events are then divided into two different parts depend-
ing on their intensity, namely the high extreme precipitation events and the low extreme
precipitation events. Different precipitation intensities are required to distinguish the be-
havior on the parameters of interests. The precipitation events, that exhibit the areal mean
precipitation intensity are higher the quantile 75% of the areal mean precipitation intensity,
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are classified as high extremes. In contrast, the low extremes correspond to the precipita-
tion events with the areal mean precipitation intensity lower than the quantile 25%. This
is carried out because two sets of precipitation events with the same length of time events
but different intensity are desired. These empirical investigation results are presented in
Figure 7.5a and Figure 7.5b.
The effects of precipitation intensities on the parameters of V-copulas (m and K) are shown
in Figure 7.5a. This shows the empirical cumulative distribution function of the parameters
of V-copulas, the parameterm and the parameter k at daily scale with different seasons. One
can see clearly that precipitation events with high-intensity exhibit a lower parameter m, on
the whole, across seasons except for the DJF season. This implies that the heavy precipitation
triggers the asymmetric spatial dependence structure on the uppermost quantiles. In other
words, precipitation with high intensity tends to occur in clustering manner due to the local
convective precipitation arising in this region. In the DJF season, however, the distribution
function of the parameters m for the high extreme precipitation seems to be similar to the
low extreme precipitation. Furthermore, the extreme precipitation amounts also generate
the smaller parameter k. This indicates that asymmetric dependence structure concentrates
more on the upper quantiles without split to other quantiles or resulting in more mass on
the middle quantiles or even close to the middle quantiles. Nevertheless, both data sets of
high extremes and low extremes present a high intensity of precipitation values in general.
The effects of precipitation intensities on the range parameter from V-copulas and Gaussian
copulas are given in Figure 7.5b. Figure 7.5b shows the effect of extreme precipitation on
the range parameter for both Gaussian and V-copula models. It can be seen that the extreme
precipitation exhibits a slightly higher range parameter for both copula models than the pre-
cipitation with the low intensity. However, for Gaussian copula in the DJF seasons, the high
extreme precipitation presents a significantly larger range parameter than the low extreme
precipitation.
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(a) (b)
Figure 7.5: Empirical distribution functions of the parameters of the Gaussian copulas
(range) and V-copulas (range, m, and k) on daily scale in Singapore with differ-
ent intensity of precipitation amounts. Panels from top bottom represent seasons
(DJF, MAM, JJA, and SON). Black lines represent all precipitation data collected
from the period 1980-2010. Red lines represent precipitation data with high in-
tensity. Blue lines represent precipitation data with low intensity. Panels from
left to right (Fig-a) represent parameters m and k. Panels from left to right (Fig-
b) represent range parameter (for V-copulas) and range parameter (for Gaussian
copulas).
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Effect of skewness of precipitation It is widely known that precipitation amounts, es-
pecially for sub-daily timescales, exhibit a strong right skewness or positive skewness in
time series observations because it has a long tail which extends to the right direction or
to the positive values containing extremely large values resulting in the mean of the dis-
tribution toward the tail. It might also be interesting to investigate the effect of the right
skewness of precipitation values on the asymmetric spatial dependence structure. This is
because precipitation values generally fall in a clustering way at a location.
The degree of right skewness can be approximated by calculating its parameter of shape
from the Gamma distribution. As pointed out in chapter 3, the parametric Gamma distri-
bution has two parameters; the shape and scale. The Gamma distribution is used in this
investigation because it has unique characteristics. The expected value of the Gamma distri-
bution is simply calculated by the product of the two parameters, shape parameter and scale
parameter. Hence, it is easier to interpret the characteristics of precipitation values based on
those parameters.
A similar investigation as previously done the effect of the extreme precipitation on the
spatial models can be performed. Instead, the shape parameter of the Gamma distribution
is used. All precipitation events, here again at daily scale measured during the time period
of 1980-2010, are classified into the two different groups with the same time length of events.
The groups are events at which precipitation values exhibit the strong right skewness on
one hand, and on the other hand, events at which precipitation values present the weak
right skewness. Precipitation values that show a greater degree of right skewness can be
determined from the precipitation amounts with a shape parameter bigger than the quantile
75% of it. Meanwhile, precipitation values that exhibit the shape parameter lower than
the quantile 75% are categorized as the lower degree of the positive of skewness. These
empirical investigation results are presented in Figure 7.6a and Figure 7.6b.
Figure 7.6a depicts the empirical distribution function of the parameters of V-copulas, the
parametersm and the parameters k at daily scale with different seasons. One can see clearly
that precipitation values with low shape exhibit the higher parameter m, on the whole. This
implies that the skewed precipitation amounts do not automatically trigger the asymmetric
spatial dependence structure on the uppermost quantiles. Instead, the skewed precipitation
values can also result in the symmetric spatial dependence. Furthermore, the skewed pre-
cipitation values also generate the higher parameter k. This indicates that the asymmetric
dependence structures of precipitation values in the region of attention do not concentrates
on the upper quantiles only if the parameter k higher, but it also result in more mass density
on the middle quantiles or even close to the middle quantiles.
Figure 7.6b shows the effect of the skewed precipitation on the range parameter of both
Gaussian copula and V-copula model. It can be seen that the low skewness of precipitation
amounts exhibit a slightly higher range parameter for both copula models than the precip-
itation values with higher skewness. However, for the Gaussian copula in the DJF seasons,
the low skewness of precipitation values present significantly greater correlations length
than the precipitation amounts with high skewness.
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Figure 7.6: Empirical distribution functions of the parameters of the Gaussian copulas
(range) and V-copulas (range, m, and k) on daily scale in Singapore with dif-
ferent right-skewed of precipitation amounts. Panels from top bottom repre-
sent seasons (DJF, MAM, JJA, and SON). Black lines represent all precipitation
data collected from the period 1980-2010. Red lines represent precipitation data
with high right-skewed. Blue lines represent precipitation data with low right-
skewed. Panels from left to right (Fig-a) represent parameters m and k. Panels
from left to right (Fig-b) represent range parameter (for V-copulas) and range
parameter (for Gaussian copulas).
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7.5.2 Case study in Bavaria
Similarly to the region of Singapore, the spatial copula models based on both the symmetric
(Gaussian copulas) and the non-symmetric spatial dependence (V -copulas) have also been
implemented in the region of Bavaria. Parameters of both models are estimated using the
maximum likelihood method taking into account zero precipitation which is treated as la-
tent variables. However, unlike in the study of Singapore, which employs precipitation data
sets at the different temporal scales, ranging from hourly to monthly scale, this study in
Bavaria uses only daily precipitation, which was observed during the time period of 1951-
2001 from 573 gauge stations. This is because it requires a large effort of the calculations due
to limitation time consuming on the computation.
In addition, higher than daily time scales are also not of importance in many hydrological
applications especially dealing with risk assessment. Investigations are conducted at every
time step independently due to the assumption of no temporal correlations. Precipitation
events which are examined in this study should have the probability of dry events smaller
than 0.3. Thus, precipitation events, for which the probability of a dry event is bigger than
0.3, will be excluded from the further analysis and modeling. In order to detect the influ-
ences of different seasons on the spatial models, the precipitation events are classified into 4
different seasons, namely, the DJF, MAM, JJA and SON seasons.
Parameter of range Figure 7.7 shows the range parameter of both Gaussian and V-copula
models comprehensively. Similar result as the ones for the region of Singapore, the V-copula
models exhibit a systematically greater range parameter than the Gaussian copulas for all
different seasons. In general, the range parameter of the Gaussian copula are smaller than 35
km, while the V-copulas present values of the range parameter higher than 35 km as shown
in Figure 7.7a.
Based on the kernel distribution functions of the range parameter, the V-copulas also present
higher the range parameter than the Gaussian copulas for all seasons as shown in Fig-
ure 7.7b. Similarly, the red lines on figure represent the kernel distribution functions of
the range parameter of the V-copula and the blue lines on it describe the kernel distribution
function of the range parameter of the Gaussian copulas. The range parameter of the V-
copula in the seasons of DJF and SON is clearly higher than the ones of the Gaussian copula
in comparison to other seasons. Even, for the JJA and SON seasons, the kernel distribution
functions of both models present similar curves for small range parameter, especially for the
JJA season. This is more obviously seen on Figure 7.7c.
Figure 7.7c depicts the density of the kernel distribution functions of the range parameter
of both Gaussian and V-copula. Similarly, the red lines on figure represent the kernel dis-
tribution functions of the range parameter of the V-copula and the blue lines on it describe
the kernel distribution function of the range parameter of the Gaussian copulas. Again, the
density function of range parameter of the Gaussian copulas increase quickly but also de-
crease rapidly. In contrast, the density function of range parameter of the V-copulas rises
slowly, but also declines slowly. As a result of this phenomenon, the V-copulas can capture
more significantly a larger spatial correlation structure.
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Figure 7.7: Distribution of the range parameter from the Gaussian and V-copulas in Bavaria
on daily scale. Fig-a: Box-plot of range parameter in different seasons (panels
from left to right: DJF, MAM, JJA, and SON), and panels from top to bottom: the
Gaussian and V-copulas. Fig-b: Kernel distribution function of range parameter
for the Gaussian copulas (blue lines) and V-copulas (red lines) in different sea-
sons (DJF, MAM, JJA, and SON). Fig-c: Kernel density function of range param-
eter for the Gaussian copulas (blue lines) and V-copulas (red lines) in different
seasons (DJF, MAM, JJA, and SON).
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The mean values of the parameters range of the Gaussian copulas from all daily precipita-
tion events during the time period of 1951-2001 are slightly different across seasons, namely
31.6 km, 39 km, 37.4 km, and 41 km, for the seasons of DJF, MAM, JJA, and SON, respec-
tively, while the average values of the parameters range of the V-copula yield higher range
parameter than Gaussian copulas, namely 44.6 km, 46.7 km, 47.2 km, 54.6 km for seasons of
DJF, MAM, JJA, and SON, respectively.
Parameters m and k The average values of the parameters m in Bavaria are around 2 or
more for all different seasons, namely, 2, 2.4, 2.6, and 2.1 for the seasons of DJF, MAM, JJA,
and SON, respectively. This indicates the existence of the weak positive asymmetric spatial
dependence structure for most precipitation events. The average values of the parameters
k for all different seasons, namely, 13.9, 25.7, 6.6, and 17, for the seasons of DJF, MAM, JJA,
and SON, respectively. This implies that mass density from both uppermost and lowermost
quantiles move slightly to the middle quantiles. However, overall, the uppermost quantiles
exhibit a higher density value than the lowermost quantiles. This is an indication of a very
strong dependence of the large values
Effect of precipitation intensities Figure 7.8a shows the empirical distribution function
of the parameters m and k on a daily scale with different seasons using the different precipi-
tation intensities. One can see that precipitation with high-intensity presents slightly greater
parameterm, on the whole, for all seasons except for DJF. This implies that the heavy precip-
itation brings a weak positive asymmetric spatial dependence structure on the uppermost
quantiles. This is because the parameter m is close to 3 which is the symmetric depen-
dence. In other words, precipitation with a higher intensity in the region of interest tends
to cover larger areas due to the frontal stratiform precipitation arising in this region. In the
DJF season, however, the distribution function of the parameters m from the high extreme
precipitation seems to be higher than the low extreme precipitation, in particular for large
values. Furthermore, the extreme precipitation also generates smaller value of parameter k
except for the DJF seasons.
However, overall, the parameters k in Bavaria are larger. This indicates that the asymmetric
dependence structure concentrates more on the upper quantiles and splits to other quan-
tiles close to the middle quantiles. Nevertheless, both data sets of high extremes and low
extremes present a modest precipitation intensity in general.
Figure 7.8b shows the effect of extreme precipitation on the range parameter of both Gaus-
sian copula and V-copula model. It can be seen that the extreme precipitation exhibits a
significantly higher range parameter for both copula models than the precipitation with low
intensity. However, for the Gaussian copula in the DJF seasons, the high extreme precipita-
tion presents only a slightly higher correlation length than the low extreme precipitation.
Effect of skewness of precipitation Figure 7.9a depicts the empirical distribution func-
tion of the parameters of V-copulas, the parameters m and k at the daily scale with different
seasons corresponding to a different degree of the right skewed precipitation values. One
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Figure 7.8: Empirical distribution functions of the parameters of the Gaussian copulas
(range) and V-copulas (range, m, and k) on daily scale in Bavaria with differ-
ent intensity of precipitation amounts. Panels from top bottom represent seasons
(DJF, MAM, JJA, and SON). Black lines represent all precipitation data collected
from the period 1980-2010. Red lines represent precipitation data with high in-
tensity. Blue lines represent precipitation data with low intensity. Panels from
left to right (Fig-a) represent parameters m and k. Panels from left to right (Fig-
b) represent range parameter (for V-copulas) and range parameter (for Gaussian
copulas).
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can see that precipitation amounts with low shape (a higher degree of right skewness) ex-
hibit more frequent smaller values of parameter m (0-1.5), but then bring more often a slight
greater one of the parameter m (2-3). This implies that the skewed precipitation amounts in
Bavaria could result in more frequent positive asymmetric dependence.
Furthermore, the skewed precipitation values also generate a significant higher parameter
k. This indicates that the asymmetric dependence structures of most precipitation events in
the region of attention do not only concentrate on the upper quantiles, but they also result
in more mass on the middle quantiles or even close to the middle quantiles. For the cases of
weak positive asymmetric dependence structures that exhibit a parameterm ranging from 2-
3, densities on the lowermost quantile also decline and move into the middle quantiles close
to the uppermost quantiles. Consequently, the precipitation shows a strong dependence not
only on the uppermost quantiles but also on the middle quantiles or near the upper most
quantiles.
Figure 7.9b shows the effect of the skewed precipitation on the range parameter of both
Gaussian copula and V-copula model. It can be seen that the low skewness precipitation
amounts exhibit a significantly higher range parameter for both copula models than the
precipitation values with higher right skewness.
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Figure 7.9: Empirical distribution functions of the parameters of the Gaussian copulas
(range) and V-copulas (range, m, and k) on daily scale in Bavaria with dif-
ferent right-skewed of precipitation amounts. Panels from top bottom repre-
sent seasons (DJF, MAM, JJA, and SON). Black lines represent all precipitation
data collected from the period 1980-2010. Red lines represent precipitation data
with high right-skewed. Blue lines represent precipitation data with low right-
skewed. Panels from left to right (Fig-a) represent parameters m and k. Panels
from left to right (Fig-b) represent range parameter (for V-copulas) and range
parameter (for Gaussian copulas).
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7.6 Summary
• The V-copulas or the V-transformed normal copulas are constructed from the Gaussian
copulas through a non-monotonic transformation using two additional parameters,
namelym and k. The Gaussian copulas are the symmetric Gaussian dependence based
models, and the V-copulas represent the asymmetric dependence based models. Both
copulas are applied to describe precipitation fields located in the regions of Singapore
and Bavaria.
• Empirical evidence proves that the range parameter for the V-copulas are systemati-
cally higher than Gaussian copulas for both regions, but more significant results are
discovered in the region of Bavaria.
• Precipitation amounts for most events exhibit an asymmetric dependence structure for
both regions, but more significant results are found in the region of Singapore.
• Precipitation with high-intensity over the whole region of Singapore tend to exhibit
a stronger positive asymmetric dependence structure than low-intensity ones. This
implies that precipitation with high intensity tends to occur in a clustering manner due
to the local convective precipitation. In contrast, precipitation with high-intensity over
the whole region of Bavaria tend to exhibit a weaker positive asymmetric dependence
structure than low-intensity ones. This might be due to the fact that the size of the area
of Bavaria is too large.
• Positive-skewed precipitation values over the whole region of Singapore do not gen-
erate the strong positive asymmetric dependence structure. In contrast, right-skewed
precipitation amounts over the entire region of Bavaria trigger the strong positive
asymmetric dependence structure due to the local convective precipitation occurring
in a small part of the region.
8 Consequences of asymmetric
dependence based copulas on spatial
extremes
8.1 Introduction
Recently, spatial distributed hydrological modeling has attracted more attention for many
hydrologists to develop and implement it into various catchment areas from small into large
sizes at the finer spatial scales. Unlike the lumped hydrological models whose inputs and
parameters are assumed to be spatially homogeneous using averaged inputs, parameters,
and processes over a catchment area, the distributed models consider the spatial variability
of inputs, processes, and parameters.
Consequently, the distributed hydrological models require reliable gridded precipitation as
main input (Ba´rdossy and Pegram, 2013; Gyasi-Agyei and Pegram, 2014). Availability of
daily precipitation data at the desired grid spacing and a record length enhances the capa-
bilities of hydrological models used for water balance studies, sediment yield, sensitivity
analysis of reservoirs, urban water management, flood risk management and assessment of
climate change (Gyasi-Agyei, 2016).
Unfortunately, the main input of daily precipitation is frequently not available in terms of
continuous temporal observation and spatial coverage at the desired grid size and sufficient
record length due to a very limited number of stations or error of measurement instruments
(Gyasi-Agyei, 2016). Precipitation spatial observation points represented by gauge stations
just provide limited information scattered over the catchments with low gauge densities
(Gyasi-Agyei and Pegram, 2014). A good quality spatial simulation of gridded precipita-
tion is, therefore, required for a better spatial distributed hydrological model, as the model
outputs are dependent on the quality of the inputs.
In fact, gridded precipitation models have been developed with a variate of different ap-
proaches. However, most recent models were developed on the basis of the concept of
underlying Gaussian assumptions such as Gaussian copula and Generalized Linear Model
(GLM) with uniform marginals (Kleiber et al., 2012; Serinaldi, 2009; Serinaldi and Kilsby,
2014; Wilks, 1998), even though zero precipitation amounts were also treated as latent spa-
tial processes (Serinaldi and Kilsby, 2014).
In addition, most past studies implemented gridded model with coarse resolutions (Kleiber
et al., 2012). Hence, a gridded precipitation model based on the assumption of symmetric
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Gaussian dependence might yield an unrealistic estimation since precipitation amounts are
characterized behaving the asymmetric spatial dependence.
In this chapter, spatial stochastic simulations of gridded daily precipitation are performed
using both Gaussian and V-copula models. The Gaussian copulas represent the spatial
precipitation models based on the symmetric spatial dependence whereas the asymmet-
ric spatial dependence based models are represented by the V-copulas. The consequences
of both models on the spatial extremes of daily precipitation can, therefore, be quantified.
The concept of regionalization approach is adopted which assumes that the precipitation
occurrences at a time step are treated as a single realization of spatial random variables over
the whole spatial domain of interest. The spatial stochastic simulations are implemented in
the region of Singapore with the spatial domain size 100 km × 100 km and in the region of
Bavaria with the spatial domain size 500 km × 500 km. The spatial resolution of 1 km × 1
km is used for both regions.
8.2 Marginal distributions
A copula function describes the dependence structure of multivariate distribution functions
independently from the marginal distributions in the unit hypercube as mentioned in sec-
tion 4.1. A joint distribution can be carried out separately from the analysis of the marginal
distributions. However, an adequate understanding of the marginal distributions is neces-
sary in order to be able to estimate local values at the marginal domain from the dependence
structure of the joint distribution in a more precise and reasonable way.
In this case, precipitation values at a specific time event independently are treated as the
univariate marginal distribution without considering temporal correlations. This is a similar
treatment to the univariate spatial distribution as discussed in chapter 3. This is because
the spatial stationary assumption is taken over the whole spatial domain of interest. As
a consequence, for any given time event of precipitation tj , the marginal distributions at
each site xi are assumed to be the same for all locations as illustrated follows (Ba´rdossy and
Pegram, 2013).
Fxi,tj (z) = Ftj (z) (8.1)
Due to intermittent processes, the marginal distributions of precipitation values might con-
sist of zero values. These are modelled by using a mixed discrete and continuous distribu-
tion as introduced by Ba´rdossy and Pegram (2009, 2013) and Serinaldi (2009). Here, the zero
precipitation amounts at the marginal distribution are treated as latent variables underlying
a continuous distribution function corresponding to the probability of dry stations (P0(tj))
which is calculated by the total number of stations with zero precipitation (n0(tj)) divided
by the total number of stations n. Incorporating the dry and the wet precipitation amounts
in the spatial copula model could improve the correlation estimation (Ba´rdossy and Pegram,
2013).
Consequently, the marginal distribution function of precipitation amounts Ftj (z) is com-
posed of the two parts, namely, the zero precipitation amounts (modeled by a discrete dis-
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tribution) and non-zero precipitation amounts (modeled by a continuous distribution) as
described in the following equation.
Ftj (z) = P (Z(xi, tj) ≤ z)
=
{
p0(tj) if z = 0
p0(tj) +Gtj (z)(1− p0(tj)) if z ≥ 0
(8.2)
WhereZ(xi, tj) denotes the precipitation amounts measured at location xi and at time tj ,Gtj
represents the distribution of the positive precipitation amounts, and p0(tj) is the probability
that a station is dry or z(x, tj) = 0.
The distribution function G is fitted from the observed precipitation amounts using an uni-
variate distribution. Empirical evidence reveals that the Weibull distribution generally fits
quite well to the univariate spatial distribution of precipitation amounts in the region of
Singapore, whereas the non-parametric Gamma kernel function underperforms as pointed
out in chapter 3. In contrast, the non-parametric Gamma kernel function exhibits the best
performances of fitting the univariate spatial distribution of precipitation amounts in the
region of Bavaria. Since spatial stochastic simulations using the non-parametric Gamma
kernel function for fitting the marginal distribution requires an extremely time-consuming
computation on the computer calculation, the Weibull parametric distribution is, therefore,
adopted for the further simulation experiments.
8.3 Simulation experiments
Gaussian copulas, which are characterized by symmetric dependence structures, are not
capable of modelling the asymmetric spatial dependence structure. Precipitation amounts
at daily scale often exhibit strong asymmetric behavior, not only of the skewed distribu-
tions on the univariate marginal distribution but also of the asymmetric spatial dependence
structures in the multivariate senses as mentioned. Evaluation of Gaussian copula-based
model in precipitation modelling is necessary to conduct, since a lot of spatial precipitation
models are implemented using the Gaussian dependence assumption. The evaluations of
the performances of the model are carried out based on the spatial extremes through spa-
tial stochastic simulations. These simulation experiments under the Gaussian copulas are
evaluated in comparison to the V-copulas. The V-copula models are capable of modelling
asymmetric dependence structures.
The performances of both Gaussian and V-copula simulations are evaluated through the
spatial extremes using the same marginal distribution. When the same marginal distribu-
tion is used for the spatial simulation experiments, by definition, both copula models should
yield the same basic statistical values of the simulated precipitation, such as the average
value, the sum value, the minimum value and the maximum value over the whole spatial
domain of interest. On the other hand, however, both Gaussian and V-copulas have a dif-
ferent structure of spatial dependence. As a result, the spatial simulations using the same
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marginals could give a different distribution of spatial extremes between both Gaussian and
V-copulas.
Evaluation of both Gaussian and V-copulas are carried out using three different spatial sim-
ulation experiments. Each simulation experiment consists of sufficient simulations over the
whole spatial domain, which are randomly selected from the historical precipitation occur-
rences using bootstrap random sampling. Each spatial simulation is conducted for each time
step separately. These simulation experiments are implemented in different climate regions,
in Singapore and Bavaria. The procedures of the simulation experiments are explained in
details in the next subsections.
In general, for each spatial stochastic simulation, simulated precipitation at a regular grid
size of 1 km × 1 km are generated within a spatial domain size of 100 km × 100 km for the
region of Singapore and 500 km × 500 km for Bavaria. Simulations at large scales with a lot
of repetition procedures require a huge computation cost. Hence, the Fast Fourier Transform
(FFT) based Gaussian simulation is implemented for both Gaussian and V-copulas. The FFT
based Gaussian simulation basically depends only on the range parameter. For the Gaussian
copulas, precipitation simulations in the normal domain obtained from the FFT simulations
are transformed into uniform distribution and then transformed back using the inverse of
the marginal distribution to achieve simulated precipitation in the original domain. For
the V-copula models, the precipitation simulations under normal domain are transformed
into the new non-Gaussian domain using the parameters m and k, and then transformed
back into original domain using inverse of the marginal distribution. Notice that, the spatial
dependence structures of both Gaussian and V-copulas for each time step are taken from the
parameters which are estimated using the method explained in chapter 7.
8.3.1 Experiment-1: Spatial clustering of maximum gridded precipitation
Precipitation events physically tend to occur in a clustering manner at a location (Kilsby
et al., 2007). This is because there is a tendency for the clouds to cluster as well. From the
point of view of the precipitation mechanism, the high extreme of precipitation also has a
tendency to occur in a clustering way. The simulation experiment here is, therefore, con-
ducted in order to evaluate whether both Gaussian and V-copulas could mimic the natural
precipitation processes reasonably, especially in terms of clustering spatial extremes. The
specific goal of this experiment is to calculate the areal mean precipitation for which the
grids are near to the maximum gridded precipitation in the whole spatial domain for both
Gaussian and V-copulas. The areal mean precipitation are calculated for any given spatial
size which is the closest radius to the maximum precipitation at a grid point. This experi-
ment is carried out for each time step independently and for any given season (DJF, MAM,
JJA, or SON) implemented in the regions of Singapore and Bavaria. The details of the simu-
lation procedure are described in the following steps:
1. A precipitation event for given aggregation time is drawn in a bootstrap random sam-
pling with replacement resulting Xˆ1,t, ..., Xˆn,t where n is the total number of precipi-
tation gauge stations at the region of interest and t is a sequence of bootstrap random
samplings.
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2. The precipitation event drawn above is modelled by the Weibull distribution and the
parameters are estimated by the maximum likelihood method as presented in chapter
3.
3. The precipitation variables from the precipitation event drawn above are transformed
into the uniform distribution using the rank transformation.
4. Parameters of Gaussian copula Γg,t and V-copula Γv,t,mt, kt are estimated for each
precipitation event drawn above using the method described in chapter 7.
5. Gaussian random field precipitation simulations are conducted using FFT on the reg-
ular grid size s× s = 1 km × 1 km on the domain size d× d = 100 km × 100 km for the
region of Singapore and d × d = 500 km × 500 km km for the region of Bavaria using
the range parameter from both models obtained above.
6. Gaussian random fields of precipitation are transformed into the uniform distribution
for the Gaussian copula or are transformed first to the new non-Gaussian domain us-
ing the parametersm and k and then transformed into the uniform distribution for the
V-copula model.
7. Gaussian random field precipitation simulations in the uniform domain are trans-
formed back directly into the original domain using the inverse of the marginal of the
precipitation values for the Gaussian copula. For the V-copula, the new non-Gaussian
random field precipitation simulations in the uniform distribution are transformed to
the original domain using the inverse of the marginal.
8. Simulations of the gridded precipitation random fields generated by using the Gaus-
sian copula would yield Y1,t, ..., YS×S,t and using the V-copula model would produce
Z1,t, ..., ZS×S,t with S = ds .
9. The maximum gridded precipitation Ymax,t for the Gaussian copula and Zmax,t (both
in mm) for the V-copula at the original grid size s×s = 1 km× 1 km from both models
are determined as shown in Figure 8.1 which the maximum value is marked with the
white circle.
10. The mean gridded precipitation Y¯max,t (in mm) for the Gaussian copula and Z¯max,t (in
mm) for the V-copula are calculated among other grid points which are closest to the
maximum grid point. The following areal sizes are chosen: 9, 16, 25, 36, 47, 49, 64, 81,
100, 121, 144, 169, 196, 225, 256, 289, 324, 361, and 400 km2.
11. Steps 1-10 are carried out repeatedly until the total number of precipitation events
drawn t equals to the total number of precipitation observations T , and should be at
least 500 times.
12. Density and distribution function of the mean gridded precipitation from both models
above are plotted using kernel density estimation for each area size separately in order
to investigate visually whether areal mean precipitation from V-copula is higher than
the Gaussian copula. The mean values of both models are also calculated.
13. Statistical testing whether the distribution function of the mean gridded precipita-
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tion at a given area size from the V-copula simulation is significantly higher than
the Gaussian copula are calculated using 1000 bootstrap simulations with the confi-
dence interval of 90%. The statistical tests are conducted using 3 different statisti-
cal tests, namely, Kolmogorov-Smirnov, Anderson-Darling, and Cramer-von Mises as
presented in chapter 3.
14. Steps 1-13 are conducted repeatedly with N=100 times. Thus, rejection or acceptance
rate of the null hypothesis that simulated values of the V-copulas are significantly
higher than the Gaussian copulas can be determined.
Figure 8.1: Gridded precipitation simulation using the Gaussian copula (left panel) and the
V-copula (right panel) for Experiment-1. White circle represents the maximum
gridded precipitation.
Effect of spatial scales Based on the stochastic simulation experiment results, overall, the
V-copulas could capture the behavior of clustering spatial extreme precipitation occurrences
more properly than the Gaussian copulas. This judgment is made based on the fact that the
areal means of gridded simulated precipitation surrounding the maximum grid point of
simulated precipitation, which are generated by the V-copulas, are statistically significantly
greater than those areal means which are generated by the Gaussian copulas. Neverthe-
less, this pattern is dependent on spatial scales and the climate conditions in the region of
attention as depicted in Figure 8.2.
Figure 8.2 shows the numbers of acceptance rates for which the V-copulas show significant
higher areal mean precipitation which surround the maximum precipitation value at a given
spatial scale and in different regions. The investigation results of the region of Singapore are
shown in Figure 8.2a, and the results in the region of Bavaria are presented in Figure 8.2b.
In order to detect the effect of different seasons, precipitation events for given time aggrega-
tion are classified into 4 different seasons, namely, DJF, MAM, JJA, and SON for Singapore,
whereas investigations in Bavaria are limited to 2 different seasons, namely, DJF and JJA
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due to a very high computational time.
The V-copula simulations exhibit larger areal mean precipitation adjacent to the maximum
precipitation amount than the Gaussian copulas affected by the grids sizes. At the size of the
original grids (here, 1 km × 1 km), by definition, the areal mean precipitation should be the
same for Gaussian and V-copulas. When the grids size is aggregated to higher scales, such
as 3 km× 3 km, 4 km× 4 km, or even higher spatial scale with respect to the grids which are
the closest radius to the maximum precipitation, then the areal mean precipitation within the
areas containing the gridded precipitation can be calculated. The areal mean precipitation
of the grids inside the areas represents the clustering of spatial extreme precipitation where
precipitation events frequently occur.
The areal mean of gridded precipitation adjacent to the maximum precipitation where is
nothing else but the center of the spatial extremes that generated by the V-copulas, is sig-
nificantly higher than the Gaussian copulas if the original grid size is aggregated to higher
spatial scales. However, the fact, that the V-copulas are superior to the Gaussian copulas in
the areal mean precipitation surrounding to the maximum precipitation applies only until a
certain spatial scale is reached. Beyond this spatial scale, the areal mean precipitation gen-
erated by the V-copulas decreases or has a tendency to be similar to the values generated by
the Gaussian copulas.
Case study in Singapore Overall, the V-copulas exhibit higher areal mean precipitation
than the Gaussian copulas at certain spatial scales with different acceptance rates based on
the different statistical testing. The acceptance rates tend to increase quickly with increasing
spatial scale until a certain spatial scale is reached. Then, the acceptances levels decrease
gradually with increasing spatial scale approaching to a zero acceptance rate. In the case
of Singapore, the acceptance rates for which the V-copulas yield significantly higher areal
mean precipitation than the Gaussian copulas are generally above 0.5 except for the DJF
season for area sizes roughly ranging from 4 km × 4 km to 15 km × 15 km.
In the JJA season, for example, the V-copulas yield significantly larger areal mean precipita-
tion with acceptance rates above 0.5 for area sizes roughly ranging from 4 km × 4 km to 15
km × 15 km for the Kolmogorov-Smirnov test, and from 5 km × 5 km to 13 km × 13 km for
both Anderson-Darling and Cramer-Von Mises test. In the SON season, for another exam-
ple, the V-copulas yield significantly greater areal mean precipitation for area sizes from 4
km× 4 km to 19 km× 19 km with acceptance rates above 0.5 for all three different statistical
tests. In the MAM season, the V-copulas yield significantly greater areal mean precipitation
with acceptance rates above 0.5 for cell sizes from 4 km × 4 km to 15 km × 15 km for both
AD and KS tests and roughly ranging from 4 km × 4 km to 17 km × 17 km for CVM test.
Surprisingly, for all three seasons, MAM, SON, and JJA, the area sizes, for which the V-
copulas outperform the Gaussian copulas, roughly range from 3 km × 3 km to 20 km ×
20 km with acceptance rates above 0.25 for all different statistical tests, except for AD and
CVM tests in the JJA season. This indicates that the V-copula models could mimic natural
processes of precipitation reasonably in terms of spatial extremes.
However, in the DJF season, the acceptance rates for which the V-copulas significantly have
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higher simulated values than the Gaussian copulas, are below 0.5 and just around 0.25 for
all statistical tests. This might be due to the fact that the number of daily precipitation
occurrences, which follow the positive asymmetric spatial dependencies during that season,
is also low as found in the previous empirical investigation shown in Figure 6.1.
Case study in Bavaria Similar to the region of Singapore, in Bavaria, the V-copulas also
exhibit greater areal mean precipitation than the Gaussian copulas at certain spatial scales
with different acceptance rates. However, there is a different behavior in spatial scales. In
contrast to Singapore, where the V-copulas start to exhibit significantly greater areal mean
precipitation than the Gaussian copulas in acceptance levels above 0.5 at a grid size of 4 km
× 4 km, a different finding in Bavaria is that the V-copulas present significantly higher areal
mean precipitation in the level of acceptance above 0.5 at the larger spatial scale roughly
ranging from 10 km × 10 km to 13 km × 13 km.
In the DJF season, for instance, the V-copulas exhibit significantly greater areal mean pre-
cipitation than the Gaussian copulas with acceptance rates above 0.5 starting from spatial
scales of 11 km× 11 km for both AD and KS statistical tests and 13 km× 13 km for the CVM
statistical test. In the JJA season for another example, the V-copulas exhibit significantly
greater areal mean precipitation than the Gaussian copulas with acceptance rates above 0.5
starting from spatial scales of 9 km × 9 km for both AD and KS statistical tests and 11 km ×
11 km for the CVM statistical test.
When the acceptance rates below 0.5 are considered, the acceptance rates of 0.25 for instance,
the V-copulas exhibit significantly greater areal mean precipitation than the Gaussian copu-
las during the DJF season starting from spatial scales of 10 km × 10 km for both AD and KS
tests, and 12 km × 12 km for CVM test. Similarly, in the JJA season, the V-copulas exhibit
significantly greater areal mean precipitation than the Gaussian copulas in the acceptance
rate of 0.25 for area sizes around 8 km × 8 km for both AD and KS tests, and around 10 km
× 10 km for CVM test.
The areal mean precipitation generated by the V-copulas presents similar results to those
simulated by the Gaussian copulas although the original grid size is aggregated to higher
spatial scales such as 3 km × 3 km to 7 km × 7 km. This means that the V-copula models
would yield significantly higher areal mean precipitation for larger areas with respect to
the centre of the spatial extremes in comparison to the region of Singapore. This might be
because the size of the spatial domain in Bavaria is very large compared to Singapore.
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(a) Singapore
(b) Bavaria
Figure 8.2: Acceptance rates for which V-copulas are significantly higher than the Gaus-
sian copulas for the experiment-1 in Singapore (Fig-a) and Bavaria (Fig-b). The
vertical axes represent the acceptance rates. Blue lines represent Kolmogorov-
Smirnov test. Black lines represent Anderson-Darling test. Red lines represent
Cramer-von Mises test. The horizontal axes denote the area size in km2.
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8.3.2 Experiment-2: Maximum gridded precipitation at different spatial scales
In experiment-1, the investigation just focused on the maximum precipitation, by calculating
the areal mean precipitation surrounding to the maximum precipitation. This experiment,
however, aims to investigate the areal mean of the maximum gridded precipitation at the
different spatial scales over the whole spatial domain. The maximum gridded precipitation
here are obtained from all realizations for each original grid point separately. The various
spatial scales are created by aggregating from the original grid size (1 km× 1 km) into higher
sizes, for example, 2 km × 2 km, 4 km × 4 km, or even larger spatial scale. The areal mean
precipitation can then be calculated from the subset with the higher spatial scales consisting
of the maximum gridded precipitation at each grid cell from all realizations simulated by
the Gaussian and V-copulas. The details of the simulation procedure are described in the
following steps.
1. A precipitation event for given aggregation time is drawn in a bootstrap random sam-
pling with replacement resulting Xˆ1,t, ..., Xˆn,t where n is the total number of precipi-
tation gauge station at the region of interest and t is a sequence of bootstrap random
samplings .
2. The precipitation event drawn above is modelled by the Weibull distribution.
3. The precipitation variables from the precipitation event drawn above are transformed
into the uniform distribution using the rank transformation.
4. Parameters of Gaussian copula Γg,t and V-copula Γv,t,mt, kt are estimated for each
precipitation event drawn above.
5. Gaussian random field precipitation simulations using FFT are conducted on the reg-
ular grid size s× s= 1 km × 1 km on the domain size d× d= 100 km × 100 km for the
region of Singapore and d × d= 500 km × 500 km for the region of Bavaria using the
range parameter from both models obtained above.
6. Gaussian random field precipitation simulations are transformed into the uniform dis-
tribution for the Gaussian copula or are transformed first to the new non-Gaussian
domain using the parameters m and k and then transformed into the uniform distri-
bution for the V-copula model.
7. Gaussian random field precipitation simulations in the uniform domain are trans-
formed back directly to the original domain using the inverse of the marginal of the
precipitation values for the Gaussian copula. For the V-copula, the new non-Gaussian
random field precipitation simulations in the uniform distribution are transformed to
the original domain using the inverse of the marginal.
8. Simulations of the gridded precipitation random field generated by using the Gaus-
sian copula would yield Y1,t, ..., YS×S,t and using the V-copula model would produce
Z1,t, ..., ZS×S,t with S = ds .
9. Steps 1-8 are conducted repeatedly with the next sample of precipitation events until
the number of precipitation events drawn t equals to the total number of precipitation
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events T or is at least 500. Hence, the simulated gridded precipitation fields with
number of T realizations can be made,
(
{Y1,t, ..., YS×S,t}, ..., {Y1,T , ..., YS×S,T }
)
from
Gaussian copulas and
(
{Z1,t, ..., ZS×S,t}, ..., {Z1,T , ..., ZS×S,T }
)
from V-copulas.
10. On each grid point at the regular grid size s × s= 1 km × 1 km, the maximum simu-
lated gridded precipitation is selected from T realizations in order to get a single real-
ization of spatial random field having a maximum value on each grid point, namely,
Y1,max, ..., YS×S,max for Gaussian copulas and Z1,max, ..., ZS×S,max for V-copulas.
11. For the case of Singapore, the domain size d× d= 100 km × 100 km is divided equally
into several subsets with regular dimensions, such as 2 x 2 km2, 4 x 4 km2, 10 x 10
km2, 20 x 20 km2, and 25 x 25 km2. The maximum simulated gridded precipitation
are averaged over grids on each subsets. Every subset with regular dimension would
yield Y¯ j1,max, ..., Y¯
j
S×S,max for Gaussian copulas and Z¯
j
1,max, ..., Z¯
j
S×S,max for V-copulas,
where j = (2× 2), (4× 4), (10× 10), (20× 20), and(25× 25)km (See the Figure 8.3).
12. For the case of Bavaria, the domain size d × d= 500 km × 500 km is divided equally
into several subsets with regular dimensions, such as 2 x 2 km2, 4 x 4 km2, 10 x 10 km2,
20 x 20 km2, 25 x 25 km2, 50 x 50 km2, and 100 x 100 km2. The maximum simulated
gridded precipitation are averaged over grids on each subsets.
13. The density and distribution functions of the mean simulated gridded precipitation
at a given subsets over the whole spatial domain are estimated using kernel density
estimation. Notice that, vector lengths at each subset from both models are the same
number, namely, dj × dj .
14. Statistical testing, whether the distribution function from V-copula simulation is a
significantly higher than Gaussian copula, are calculated using 1000 bootstrap sim-
ulations with the confidence interval of 90%. The statistical tests are conducted us-
ing 3 different statistical tests, namely, Kolmogorov-Smirnov, Anderson-Darling, and
Cramer-von Mises.
15. Steps 1-14 are conducted repeatedly with N =100 times. Thus, rejection or acceptance
rate of the null hypothesis that simulated values of V-copulas are significantly higher
than the Gaussian copulas can be carried out.
Effect of spatial scales Based on the stochastic simulation experiment results, there is a
pattern for which the V-copulas yield significantly greater areal mean extreme precipitation
than the Gaussian copulas when the original grid size (in this study 1× 1 km) is aggregated
into greater sizes until reaching the specific aggregation scale where it will decrease and
then disappear. The extreme precipitation for each grid is calculated based on the maximum
precipitation among all realizations. This pattern is also really dependent on spatial scales
and the climate condition in the regions of attention as depicted in Figure 8.4.
Figure 8.4 presents the acceptance rates for which the V-copulas perform significantly higher
than the Gaussian copula with respect to the areal mean extreme precipitation for each grid
144 8.3. SIMULATION EXPERIMENTS
Figure 8.3: Gridded precipitation simulation using the Gaussian copula (left panel) and the
V-copula (right panel) for Experiment-2.
at a given spatial scale and in different regions, in Singapore and Bavaria. The investiga-
tion results of the region of Singapore are shown in Figure 8.4a and empirical findings of
the region of Bavaria are presented in Figure 8.4b. In order to detect the effect of different
seasons on both models, precipitation events are classified into 4 different seasons (namely,
DJF, MAM, JJA, and SON) for Singapore, whereas investigations in Bavaria are restricted to
2 different seasons (namely, DJF and JJA) due to a very expensive computational cost.
The V-copula simulations exhibit higher areal mean extreme gridded simulated precipita-
tion over all spatial domain of interest. At the original grids size (here 1 km × 1 km),by
definition, the areal mean extreme precipitation over all realizations should be the same for
both Gaussian and V-copulas. When the size of the grids is aggregated into higher scales,
such as 2 km × 2 km, 4 km × 4 km, or even higher spatial scales with respect to an equally
regular grid over the spatial domain, then the areal mean extreme precipitation over the
spatial domain can be calculated. The V-copulas generate higher simulated values of the
areal mean extreme precipitation than the Gaussian copula. This applies to a certain spatial
scale. Beyond this spatial scale, the areal mean extreme precipitation which are generated
by the V-copulas would decrease or has a tendency to be similar with the values which are
generated by the Gaussian copulas.
Case study in Singapore In the region of Singapore, the investigation results show that
the acceptance rates for which the V-copulas exhibit higher values of the averages of the
maximum precipitation than the Gaussian copula, are roughly below 0.5. The highest ac-
ceptance rate is reached at a grid size of 2 km × 2 km for all seasons. In this case, the
V-copulas, that exhibit higher simulated values of the areal mean maximum precipitation
than the Gaussian copulas, are more pronounced during the DJF season and followed by
the MAM and SON seasons in the similar significant levels, and finally followed by the
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season of JJA. This pattern is contradictory to the empirical results from the experiment-1
mentioned in section 8.3.1 where the V-copulas exhibit significantly higher simulated values
than the Gaussian copulas for both MAM and SON seasons and followed by the seasons of
JJA and DJF, respectively.
In the DJF season for example, the acceptance rates for which the V-copulas present signifi-
cantly higher areal mean maximum gridded precipitation than the Gaussian copulas at the
aggregation size of 2 km× 2 km are roughly 0.57 for AD test, 0.42 for CVM test, and 0.45 for
KS test. Then, the acceptance rates decline to the levels of 0.39, 0.29, and 0.35 at the aggre-
gation scale of 4 km × 4 km for the AD test, CVM test, and KS test, respectively. For greater
aggregation sizes, the acceptance rates decrease dramatically close to zero. This implies that
the V-copulas tend to yield similar simulated values of areal mean precipitation compared
to the Gaussian copulas for aggregation sizes of greater than 4 km × 4 km as the case of the
original grid size of 1 km × 1 km.
A similar behaviour occurs in both MAM and SON seasons. During those seasons, the
V-copulas exhibit higher values of areal mean maximum gridded precipitation than the
Gaussian copulas with similar acceptance rates, around 0.25 for both AD and KS tests and
roughly 0.17 for CVM test at a grid size of 2 km × 2 km. At an aggregation scale of 4 km ×
4 km, the acceptance rates during both seasons decrease to the levels roughly ranging from
0.06 to 0.15 for all statistical tests.
In the JJA season in contrast, the highest acceptance rate for which the V-copulas exhibit
significantly higher areal mean maximum gridded precipitation than the Gaussian copula
occurred at a grid size of 2 km × 2 km, is very low compared to other seasons, just around
0.15 for both AD and KS tests and about 0.05 for CVM test as depicted in Figure 8.4a. At
an aggregation scale of 4 km × 4 km, the acceptance rates during the JJA season decrease
dramatically close to zero for all statistical tests.
Overall, the acceptance rates are below 0.5 but greater than zero at the spatial scales of 2
km × 2 km and 4 km × 4 km. This indicates that most of V-copula simulations exhibit
similar estimated values of areal mean maximum gridded precipitation compared to the
Gaussian copulas. Some of V-copula simulations, however, still present higher simulated
values of areal mean maximum precipitation than the Gaussian copulas. Nevertheless, for
a conservative approach in the flood risk assessment, the V-copula should be considered for
the planning and design.
Case study in Bavaria In contrast to the region of Singapore, where the acceptance rates
for which the V-copulas exhibit higher values of the averages of the maximum gridded
precipitation than the Gaussian copula, is lower roughly below 0.5, the acceptance rates in
Bavaria are higher in general. Based on the statistical tests from simulation experiments
reveal that the acceptance rates are above 0.5 for the grid sizes from 2 km × 2 km to 5 km
× 5 km for the DJF season and for the grid sizes from 2 km × 2 km to 10 km × 10 km for
the JJA season as shown in Figure 8.4b. In this case, the V-copulas, which exhibit a higher
estimation of the areal mean maximum gridded precipitation than the Gaussian copulas, are
more pronounced during the JJA season and followed by the DJF season.
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In the JJA season for example, the acceptance rates at a grid size of 2 km × 2 km is around
0.96 for the AD test and remain the same until at a grid size of 4 km × 4 km. The acceptance
rates decline smoothly into the levels of 0.9, 0.7, and 0.4 for the grid sizes of 5 km × 5 km,
10 km × 10 km, and 20 km × 20 km, respectively. Further greater grid sizes would yield
acceptance rates below 0.5. Similar to the AD test, the KS test presents the acceptance rates
of around 0.96 at a grid size of 2 km × 2 km but it then decreases gradually into 0.94, 0.86,
0.62, and 0.34 for grid sizes of 4 km × 4 km, 5 km × 5 km, 10 km × 10 km, and 20 km × 20
km, respectively. Further higher grid sizes would also yield acceptance rates below 0.5.
In the DJF season for another example, the acceptance rates at a grid size of 2 km× 2 km are
around 0.95 for both AD and KS test and decrease gradually to the levels of 0.8 and 0.66 for
grid sizes of 4 km × 4 km and 5 km × 5 km, respectively. Investigations at larger grid sizes
result in acceptance rates below 0.5.
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(a) Singapore
(b) Bavaria
Figure 8.4: Acceptance rates for which V-copulas are significantly higher than the Gaus-
sian copulas for the experiment-2 in Singapore (Fig-a) and Bavaria (Fig-b). The
vertical axes represent the acceptance rates . Blue lines represent Kolmogorov-
Smirnov test. Black lines represent Anderson-Darling test. Red lines represent
Cramer-von Mises test. The horizontal axes denote the grid sizes in km.
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8.3.3 Experiment-3: Spatial clustering of mean gridded precipitation at the
specific location
Unlike the experiment-1 where the areal mean precipitation are calculated from the grids
surrounding to the maximum precipitation for each realization, this experiment aims to
investigate the areal mean precipitation that closes to a fixed location for the both Gaussian
and V-copula models. In this study, the fixed location is selected in the middle of the spatial
domain of interest. This experiment is also carried out for each precipitation events at a time
step independently and for any given season (DJF, MAM, JJA, or SON) implemented in the
regions of Singapore and Bavaria. The details of the simulation procedure are described in
the following steps.
1. Precipitation event for given aggregation time is drawn in a bootstrap random sam-
pling with replacement resulting Xˆ1,t, ..., Xˆn,t where n is the total number of precipi-
tation gauge stations at the region of interest and t is a sequence of bootstrap random
samplings.
2. The precipitation event drawn above is modelled by the Weibull distribution and the
parameters are estimated by the maximum likelihood method.
3. The precipitation variables from the precipitation event drawn above are transformed
into the uniform distribution using the rank transformation.
4. Parameters of Gaussian copula Γg,t and V-copula Γv,t,mt, kt are estimated for each
precipitation event drawn above.
5. Gaussian random field precipitation simulations are conducted using FFT on the reg-
ular grid size s× s = 1 km × 1 km on the domain size d× d = 100 km × 100 km for the
region of Singapore and d × d = 500 km × 500 km for the region of Bavaria using the
range parameter from both models obtained above.
6. Gaussian random fields of precipitation are transformed into the uniform distribution
for the Gaussian copula or are transformed first to the new non-Gaussian domain us-
ing the parametersm and k and then transformed into the uniform distribution for the
V-copula model.
7. Gaussian random field precipitation simulations in the uniform domain are trans-
formed back directly into the original domain using the inverse of the marginal of
the precipitation amounts for the Gaussian copula. For the V-copula, the new non-
Gaussian random field precipitation simulations in the uniform distribution are trans-
formed to the original domain using the inverse of the marginal.
8. Simulations of the gridded precipitation random fields generated by using the Gaus-
sian copula would yield Y1,t, ..., YS×S,t and using the V-copula model would produce
Z1,t, ..., ZS×S,t with S = ds .
9. A grid point reference is selected, for example, in the middle of the spatial domain c
as shown in Figure 8.5 which are marked with the white circle.
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10. The mean gridded precipitation Y¯c,t (in mm) for the Gaussian copula and Z¯c,t (in mm)
for the V-copula are calculated among other grid points which are closest to the grid
point reference. The areal sizes are chosen such as 9, 16, 25, 36, 47,49, 64, 81, 100, 121,
144, 169, 196, 225, 256, 289, 324, 361, and 400 km2.
11. Steps 1-10 are carried out repeatedly until the total number of precipitation events
drawn t equals to the total number of precipitation observations T , or at least T=500
times.
12. Density and distribution function of the mean gridded precipitation from the both
models above are plotted using kernel density estimation for each area size separately
in order to investigate visually whether V-copula is higher than the Gaussian copula.
Notice that, vector lengths from those models are the same number, namely, T .
13. Statistical testing whether the distribution function of the mean gridded precipitation
at a given area size from the V-copula simulation is significantly higher than the Gaus-
sian copula are calculated using 1000 bootstrap simulations with the confidence inter-
val of 90%. The statistical tests are conducted using 3 different statistical tests, namely,
Kolmogorov-Smirnov, Anderson-Darling, and Cramer-von Mises.
14. Steps 1-13 are conducted repeatedly with N=100 times. Thus, rejection or acceptance
rate of the null hypothesis that simulated values of V-copulas are statistically signifi-
cantly higher than the Gaussian copulas can be determined.
Figure 8.5: Gridded precipitation simulation using the Gaussian copula (left panel) and the
V-copula (right panel) for Experiment-3. White circle represents a grid point ref-
erence, for example in the middle of domain.
Effect of spatial scales Overall, the results of the spatial stochastic simulations reveal
that the V-copulas exhibit significantly higher areal mean precipitation than the Gaussian
copulas at the smallest area size (3 km× 3 km) surrounding to a fixed location in the middle
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of the spatial domain. However, the significant level for which the V-copulas perform higher
simulated values than the Gaussian copulas at the smallest area size is low with acceptance
rates below 0.5. The acceptance rates for which the V-copulas perform higher simulated
values than the Gaussian copulas generally decrease systematically with increasing area
sizes as shown in Figure 8.6.
Figure 8.6 presents the acceptance rates for which the V-copulas perform higher simulated
values than the Gaussian copulas with respect to the areal mean precipitation surrounding
to a fixed location in the middle of the spatial domain in the region of Singapore (Figure 8.6a)
and the region of Bavaria (Figure 8.6b). Investigations in Singapore are carried out using
4 different seasons, namely, DJF, MAM, JJA, and SON, whereas in Bavaria, two different
seasons, namely, DJF and JJA are considered in this study.
Case study in Singapore In Singapore, there is a clear pattern that the acceptance rates
decrease gradually with increasing the area sizes as shown in Figure 8.6a. Overall, the ac-
ceptance rates for which the V-copulas exhibit significantly higher areal mean precipitation
than the Gaussian copulas during the MAM season are higher than all other three seasons
and followed by the SON, JJA, and DJF seasons, respectively. This general trend is similar to
the result of the experiment-1, but the acceptance rates of this experiment-3 are lower than
the experiment-1.
In the MAM season for example, the acceptance rates at the smallest area of 3 km × 3 km
are above 0.25 for all statistical tests until the grid size of 7 km × 7 km. The acceptance
rates at the smallest area of 3 km × 3 km are roughly 0.4, 0.3, 0.32 for AD, CVM and KS
test, respectively, and then they decline gradually with the increase of grid sizes until the
acceptance rates are close to zero at an area sizes approximately 18 km × 18 km for the AD
test and 20 km × 20 km for both CVM and KS test.
In the SON season for another example, the acceptance rates at the smallest area of 3 km× 3
km are roughly 0.28, 0.19, and 0.25 for AD, CVM and KS test, respectively, and then decline
gradually with the increase of grid sizes until the acceptance rates are close to zero at an area
sizes approximately 20 km × 20 km, namely, 0.01, 0.03, and 0.05 for the AD, CVM and KS
test, respectively.
In the JJA season, the acceptance rates at the smallest area of 3 km × 3 km are below 0.25 for
all statistical tests. The acceptance rates at the smallest area of 3 km× 3 km are roughly 0.22,
0.16, and 0.16 for AD, CVM and KS test, respectively. Then, they decline gradually with the
increase of grid sizes until the acceptance rates are close to zero at an area size approximately
15 km × 15 km, and 16 km × 16 km for the AD and CVM, respectively. For the KS test, it
increases slightly to an acceptance level of 0.24 at a grid size of 6 km × 6 km before it goes
down gradually to a level 0.02 at a grid size of 20 km × 20 km.
In the DJF season, the acceptance rates are below 0.25 for all statistical tests even at the
smallest grid size from the reference point. The acceptance rate at the smallest area of 3 km
× 3 km is roughly 0.21, and then declines gradually with the increase of grid sizes until an
acceptance rate of zero for area sizes approximately 14 km × 14 km for the AD test. The
CVM test yields slightly smaller values of the acceptance rate of around 0.11 at a grid size of
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3 km × 3 km, and then it deteriorates until an acceptance rate of zero at the grid sizes of 12
km × 12 km. In contrast, the KS test results slightly greater acceptance rate at the level 0.25
at a grid size of 3 km × 3 km and it continuously decreases to the acceptance level of 0.04 at
a grid size of 20 km × 20 km.
Case study in Bavaria In the region of Bavaria, the acceptance rates generally fluctuate
and tend to be stationary at the levels from 0.25 to 0.5 over the grid sizes from 3 km × 3 km
to 20 km × 20 km as presented in Figure 8.6b. This might be because the spatial domain for
Bavaria is too large (500 km × 500 km) in comparison to the spatial resolution grid (1 km ×
1 km).
For instance, in the DJF season, the acceptance rates at grid size of 3 km × 3 km are about
0.32, 0.26, and 0.3 for the AD, CVM, and KS test, respectively. The acceptance rates then
slightly increase to the levels of 0.46, 0.26, and 0.36 at a grid size of 12 km × 12 km and
change slightly into the levels of 0.4, 0.26, and 0.34 at a grid size of 20 km × 20 km for the
AD, CVM, and KS test, respectively.
Similarly, for the grid sizes of 3 km × 3 km, 12 km × 12 km, and 20 km × 20 km in the JJA
season, the acceptance rates based on the AD test are about 0.32, 0.36, and 0.34, respectively.
Using the CVM test, the acceptance levels are about 0.28, 0.26, and 0.26, respectively. The
acceptance rates based on the KS test are about 0.32, 0.38, and 0.24 for the grid sizes of 3 km
× 3 km, 12 km × 12 km, and 20 km × 20 km, respectively
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(a) Singapore
(b) Bavaria
Figure 8.6: Acceptance rates which V-copula is significantly higher than the Gaussian cop-
ula for the experiment-3 in Singapore (Fig-a) and Bavaria (Fig-b). The vertical
axes represent the acceptance rates . Blue lines represent Kolmogorov-Smirnov
test. Black lines represent Anderson-Darling test. Red lines represent Cramer-
von Mises test. The horizontal axes denote the area sizes in km2.
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8.4 Consequences of the asymmetric dependence based spatial
models on the floods risk assessment
Several severe flooding events over the last few years have caused terrible socio-economic
impacts including extensive property damage, disrupted businesses and lives, and loss of
life. Of all natural disasters worldwide, floods are not only the most costly natural disaster
in property damage, but have also affected the most people in businesses and lives (Kousky
and Walls, 2014; Stro¨mberg, 2007). Flood risk assessment analyses is, therefore, required
to mitigate this natural disasters. The relationship between the flood flow and the cost of
damage to infrastructure is generally non-linear. Consequently, an underestimate of stream-
flow would result the cost of damage which may outweigh the alternative cost of adopting
a larger design flood (Bennett et al., 2015).
An essential input of flood risk assessment analyses is the spatial intensity of extreme precip-
itation events over a catchment. Underestimating extreme spatial precipitation will typically
lead to an underestimation of streamflow resulting in costly damage. It is common practice
for estimating extreme spatial precipitation to ignore the spatial variation in precipitation
intensity and just convert intensity estimates of extreme point to extreme spatial precipita-
tion. Improving flood design of spatial precipitation extreme through understanding of the
natural process of precipitation is required to reduce the economic impact and cost to society
significantly (Bennett et al., 2015).
Recently, numerous spatial precipitation models incorporating spatial variability on the ba-
sis of grid cells have been extensively developed but mostly based on underlying symmetric
Gaussian dependence. Studies on the effect of the symmetric Gaussian dependence based
model have been conducted. Spatial precipitation models based on symmetric spatial de-
pendence are represented here by Gaussian copulas, and asymmetric spatial dependence
are represented by V-copulas. Both models are demonstrated using daily precipitation on
the basis of grid cells.
Empirical investigations focusing on spatial extremes reveal that the Gaussian copulas fre-
quently exhibit lower spatial estimations than the V-copulas. Precipitation occurrences,
which typically behave in clustering manner, could not be modelled reasonably by Gaus-
sian copulas as expected. This is because the spatial extreme precipitation estimated by
Gaussian copulas are systematically lower than V-copulas.

9 Conclusions
Pearson’s correlation has been broadly used in a variety of applications in order to quantify
the strength of linear dependence between two variables. Unfortunately, the correlation as
measure has some drawbacks, such as restriction to the assumption of normality, requiring
a linear relationship, and being sensitive to outliers. Spearman’s rank correlation is one of
the alternatives.
Spatial Spearman’s rank correlations of precipitation fields are computed using censored bi-
variate Gaussian copulas on the basis of empirical bivariate copulas. These are constructed
using two different approaches (geostatistical and pairwise). Empirical investigations lo-
cated in different climate regions (namely, Singapore, Bavaria, and Baden-Wu¨rttemberg)
reveal that the spatial Spearman’s rank correlation in the region of Singapore is significantly
lower compared to Baden-Wu¨rttemberg and Bavaria, respectively. The spatial correlation
in Singapore is very low, indicating that high spatial variability exists caused by local con-
vective precipitation being driven mainly by vertical processes. Southern Germany (Bavaria
and Baden-Wu¨rttemberg), on the other hand, is characterized rather by large scale frontal
systems driven by atmospheric variables influencing local variability of precipitation mainly
through horizontal processes.
The spatial rank correlations estimated using the pairwise approach, with simultaneous
temporal occurrences; exhibit systematically higher values than using the geostatistical ap-
proach. This empirical evidence is consistent with different climate regions, that of Singa-
pore and the South of Germany. The reason for this is mainly caused by driving processes
with large spatial extent, where the geostatistical approach assumes spatial stationarity over
the whole spatial domain of interest which the influence of the mean value is neglected.
Spearman’s rank correlations increase with the increase of temporal scales. This tendency is
more decisive for the pairwise approach than the geostatistical approach.
The correlation coefficient is a fundamental parameter for spatial modelling, especially for
the Gaussian copulas where the dependence structure is completely determined by the cor-
relation coefficient matrix. The correlation coefficient is, however, not enough to describe
the structure of dependency comprehensively since this measure just quantifies the linear
association based on the entire dependence structure of the two random variables. This
measure is not capable of detecting dependency structure between high and low values, for
example. A measure of asymmetry which can incorporate zero precipitation amounts are
introduced on the basis of empirical bivariate copulas. Asymmetric models offer a solution
to quantify asymmetric dependence structure between high and low values.
Empirical investigations using the high-quality precipitation datasets prove that most of
the precipitation events (case study in Singapore, Baden-Wu¨rttemberg and Bavaria) exhibit
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positive asymmetric spatial dependence at close distances between two points at different
locations. This implies that precipitation with higher amounts tends to be more spatially
correlated than lower values between nearby points. Consequently, spatial precipitation
models based on the symmetric Gaussian dependence could yield a biased estimation. A
V-transformed normal copula provides a possible solution to model the asymmetric depen-
dence structure reasonably with high multidimensional problems.
Numerous spatial precipitation models incorporating spatial variability on the basis of grid
cells have been extensively developed for input to distributed hydrological modelling, with
most relying on an underlying symmetric Gaussian dependence. Studies of the effect of the
symmetric Gaussian dependence based model were conducted in the regions of Singapore
and Bavaria. Spatial precipitation models based on symmetric spatial dependence are rep-
resented by Gaussian copulas, and the asymmetrical spatial dependence based-models are
represented by V-copulas. Both models are applied using daily precipitation on the basis of
grid cells.
Investigations based on simulation examples focusing on the spatial extremes of areal grid-
ded precipitation amounts reveal that the Gaussian copulas frequently exhibit lower areal
mean gridded precipitation than V-copulas. Precipitation occurrences, which typically be-
have in a clustering manner, could not be modelled reasonably by Gaussian copulas, oppo-
site to as expected. This is because the extreme spatial precipitation amounts estimated by
the Gaussian copulas are systematically lower than V-copulas. As a result, Gaussian cop-
ulas would yield an underestimation of flood risks and should therefore be implemented
with care in the wider practice of flood designs. In the financial sector, Salmon (2012) has
mentioned that the Gaussian copula is the spectacular recipe for disaster which killed Wall
Street.
This study focused on the possible effects of asymmetry on extreme precipitation. The con-
sequences including area reduction factors and the estimation of extremes should be subject
of future research.
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