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Herein the variational problem for a second-order boundary value problem 
for the neutron transport equation is formulated. The projectional methods 
solving the problem are examined. The approach is compared with that based 
on the original untransformed form of the neutron transport equation. 
1. INTRODUCTION 
In recent years many papers have been published in an attempt to find a 
suitable variational formulation for the neutron transport equation. In most 
cases the essential stage in the derivation of the variational principle was the 
application of a transformation leading to An equation with a positive definite 
operator [l-7]. For such an equation the appropriate functional can be expressed 
in terms of the norm generated by the self-adjoint extension of that positive 
definite operator. The rigorous treatment of such a problem for the one-velocity 
transport equation with zero boundary conditions and the even parity scattering 
kernel can be found in [l]. The requirement of even parity was relaxed in the 
recent paper of Kaper et al. [5]. The authors use the Friedrich approach to 
extend the positive definite operator. They minimize an appropriate functional 
over a Hilbert space which is, in fact, the domain of the extended operator. 
The analysis of the properties of that space is also given. However, the trace 
theorem for the space considered is based on the assumption that for any 
convex body the chord measured along the neutron flight is always bounded 
away from zero. This assumption is hardly met in practice. 
Recently Pitklranta [8] has considered variational formulations for the 
multigroup transport equation with homogeneous boundary conditions. He 
also assumed that the energy transfer kernel is symmetric with respect to 
neutron flight direction dependence. 
*Supported in part by the International Atomic Energy Agency under Research 
Contract No. 1236/Rl/RB. 
210 
0022-247X/79/090210-22$02.00/0 
Copyright 0 1979 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
METHODS FOR TRANSPORT EQUATION 211 
In this paper we apply a technique similar to that used in [l, 51 to obtain an 
equivalent form of the transport equation with the second-order differential 
operator. For the equation an appropriate bilinear form is constructed and the 
variational problem formulated. The problem is examined under assumptions 
which cover all practical situations. We take into account the continuous 
dependence of the neutron distribution on the energy interval which may be 
infinite. The nonhomogeneous boundary conditions and arbitrary scattering 
and fission kernels are admitted. The general theory of the Banach space of 
functions summable to a pth power is used. In the last section of the paper a 
family of approximate methods solving the variational problem is considered. 
The theorems about convergence are given. The problem of the sharp estimation 
of error bounds in terms of the L2-norm is also studied. Some of the results are 
generalizations of those obtained in [l, 51 when the Ritz-Galerkin method is 
used. 
In the paper we make extensive use of the results of [7] where the variational 
formulation for the original, untransformed form of the neutron transport 
equation is given. 
2. FORMULATION OF THE PROBLEM 
Consider a subset G of the six-dimensional Euclidean space E6. A point x 
of G will be represented by a triple 
x = (r, v, a), (2-l) 
where r is a point of a convex set Go in the three-dimensional Euclidean space E3, 
ZJ belongs to an interval 
w9 %4), P-2) 
and Sz is a point of the unit sphere w in E3. The symbols can be interpreted as 
follows: The point r is a position in G, where the neutron processes occur, 
v = vQ denotes neutron velocity, and vM2 is the maximal neutron energy. 
We assume that G, is of the form 
G, = ; Gi , mess(Gi n Gj) = 0, i,j=l N. ,***, (2.3) 
i=l 
By aGi we shall denote the boundary of Gi 
aGi = cii\Gi , i = 0, l)..., N. (2.4) 
As in [5] we can introduce a new set of variables related to the neutron 
flight. To do that we first define the set DD to be an orthogonal projection of G,, 
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on a plane perpendicular to S2 and situated outside of GO . With a fixed Q E w 
and rn E 17, we associate the sets 
and 
17(r,,SL)=G,n(r,+s~,sE(--,+co)} (2.5) 
rz(ra, Q) = aG, n {rn + SQ, s E (-CO, +a~)), z’ = 0, 1, 2 ,..., N. (2.6) 
All the points of I’,(m) S2) can be ordered with respect to the magnitude of 
the parameters of the right-hand side of Eq. (2.6). The smallest value of s for 
the points from r,(r, , S2) will be denoted by sli(rD , Sz) and the largest one by 
sai(r, , S2). For a fixed a E w any point r E G,, can be represented in terms of 
(3 rn 3 S) in the following way: 
r = rR + sQ, rnEn0, s E (SIO, $0). (2.7) 
Thus we can write 
G = [0, vM) x w x 1752 x (slo, szo). (2.8) 
Define two boundary sets aG+ and aG_; where 
aG+ = ((r, 24 a), r = rR + ssoQz), 
i?G- = {(r, q Q), r = rR -I- sIoQ). 
(2-9) 
(2.10) 
Now we can consider the problem of neutron transport. The density of 
neutrons #(r, D, a) in G due to a distributed neutron source S(r, V, Q) and a 
boundary source q(r, U, Q) is a solution of the neutron transport equation 
CT+ vz’- K)#( r, 74 Q) = S(r, 74 a>, (r, v, Q) E G, (2.11) 
with the boundary condition 
(Y-W r, v, Q) = #(rr, v, a) = 77(ri-, 74 n>, 
The symbols in Eq. (2.11) are defined as follows: 
(c- , v, a) E aG- . (2.12) 
(TSL) (r, n’, Q) = Qv gyd v+, v, a), (2.13) 
(w-@) (r, v, Q) = V-W, a> #(r, v, 9, (2.14) 
s 
urn 
(W) (r, n9 a) = dZ dv’ dSZ’K(r, v, v’, SL . 52’) a,h(r, v’, a’), (2.15) 
0 s w 
where &(r, v) denotes the total macroscopic cross section, the kernel K(r, o, v’, 
8’ . a) is related to the probability of changing energy and direction of the 
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neutron flight as a result of scattering and fission processes. The contribution 
to K(r, v), v’, sz * a’) from fission and scattering will be indicated by the 
subscripts f and S, respectively, that is 
K(r, v, v’, S2 . Q’) = Ks(r, v, v’, ~2 * a’) + &(r, v, v’, Q * a’). (2.16) 
The cross section &(r, v) is the sum of the scattering cross section ZS(r, v) 
and the cross section &(r, v) for all the processes of annihilation of neutrons. 
For all the practical models of scattering we have 
vZs(r, v) = i’” vt2 dv’ 1 d!XK,(r, v’, v, P * 52’). (2.17) 
w 
The boundary operator is defined for a sufficiently smooth function $ defined 
on G and it gives the function defined on aG_ . In a similar way we can define 
the boundary operator y+ related to the set aG+ . 
In what follows, the analysis will be carried on in the framework of function 
spaces &i(X), i = 0, 1,2, p > 1, of functions defined and summable with the 
power p and the weight (1 + v)ip on X, where the set X stands for one of the 
sets G, aG+ or aG_ . The norm in L,i(X) will be denoted by 11 jlLDi(r) . By the 
symbol (&o*(X) we shall understand the space dual to LDi(X), i = 0, 1,2 
The dual product defined on L:(X) x (L,i(X)) will be denoted by ( , ) if 
X = G and by the symbols ( , )+ and ( , )- for X = aG+ and X = ZG- , 
respectively. 
Let B, be the subspace of &O(G) consisting of functions 4 such that 
6) # E -ho(G), 
(ii) for almost all r, boo , Q E W, v E [0, vM), # is absolutely 
continuous on 17(ro , Q), 
(iii) Ta,h E&O(G) for all ro , Sz, and v satisfying (ii), 
(iv) 4 ELYG), 
(9 y+#(r, vy Q> z #(r r, a, a), (rr , v, S) E aG+ exist and 
belongs to L,l(aG+). 
(2.18) 
The properties of the functions belonging to B, have been discussed in [7]. 
In particular it has been shown that for any # and v from B, the following 
Green’s formula is valid: 
(T$4 TJ) + <v+h Y+V)+ = (TV, #I+ <vy-94 Y-V)- . (2.19) 
From the definition of B, and the validity of Eq. (2.19), with 4 E B, , v E B, , 
l/p + l/q = 1, it follows that B, can be considered as the Banach space with 
the norm 
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It should be noted that the conditions defining the space B, are not always 
independent. If V, < co then the condition (iv) implies (i) of Eq. (2.18). By 
[7] we can prove that r+# EL,~(~G+) if I/ is a function satisfying the conditions 
(i)-(iv) of Eq. (2.18), with p > 4. If we take the closure B,O of infinite differen- 
tiable functions on G and such that r-4 = 0, then from Green’s formula it 
follows that, even for V, infinite, conditions (i)-(iv) of Eq. (2.18) imply the 
existence of y+$. 
The relevant assumptions for the analysis of the boundary value problem for 
the transport equation corresponding to various physical situations can be 
formulated as Assumption (A) and Assumption (B). 
Assumption A. 
(i) KA v,) = LO, a>, 
(ii) r&(r, V) is finite for any r E Go and finite v, 
(iii) li+i z&(r) v) = C(r) > Co > 0, C(r) -c a 
(iv) lifi&(r, v) = Z(r) < co, 
(v) K is a self-adjoint, bounded, and positive definite operator 
in L,‘J(G), 
(vi> (bz - K) P), ~1 B Y II g, llL,~tGJ . 
(2.21) 
Assumption B . 
(9 wM < co, 
(ii) conditions (ii) and (iii) of Eq. (2.19) are satisfied, (2.22) 
(iii) K is a bounded operator in L,O(G), p > 1. 
Assumption A is typical for the neutron thermalization problem without 
fission processes when the thermal motion of atoms of a medium is not neglected. 
Assumption B is valid even in the situation when the scattering is a pure 
slowing down process described by the kernel K(r, V, v’, Q . a’) which includes 
terms proportional to the Dirac distribution of the form S(a . rFz’ -f(a, v’)), 
where f(~), v’) is a given function of v and v’. Fission processes can also be 
taken into account. 
In [7] the properties of the product operators (T + vZ) x y- and A x y- 
defined on B, have been investigated in detail. By a careful examination of the 
proofs given in [7] we can conclude that some of the results admit generalizations 
which are valid also in B, , p 3 1. In the following we give a summary of 
results valid for the operators in the boundary value problem for the transport 
equation. 
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LEMMA 1. Under Assumption A ot B the operator A, x y- , where A, = 
VZ + T is the bijection from B, onto L,O(G) x L,l(aG-) it has a bounded inverse 
there. 
Let the operator A be a restriction of A to B,O. The operator A can be con- 
sidered an unbounded operator in L,o(G) with the domain D(A) = B,O. 
Now we can formulate our first theorem. 
THEOREM 1. I f  zero does not belong to the spectrum of A then the operator 
A x y- is the bijection from B, onto Loo(G) x L,l(aG-). 
The assumption of Theorem 1 is always satisfied under Assumption A and 
also under Assumption B when no fission process is taken into account. The 
proof of the statement is based on condition (2.17). 
In the following we refer to Eqs. (2.11) and (2.12) as Problem Pl. 
Theorem 1 ensures the existence and uniqueness of the solution to Problem Pl 
if S EL,O(G), 7 E L,l(aG-), p > 1. 
Consider now the adjoint problem. 
Problem P*l. For a given S* EL,O(G) and q* E L,l(aG+), p 3 1, find 
$* E B, such that 
where 
(A*tt*)(r, w), 8) = S*(r, v, a>, (r, g, Q) f G, (2.23) 
(y+#*)(r, v, a) = 77*(r, v, 9, (r, v, a) 6 aG+ , (2.24) 
A*# = (-T + vZ - K*)$. 
The kernel of the integral operator K* is the transposition of the kernel of K. 
Using the results of [7] we can prove 
LEMMA 2. Under Assumption A or B the operator A: x y- where A,* = 
- T + v..?Y is the bijection from B, onto L,O(G) x L,l(aG+), p > 1. 
With Lemma 2 the following theorem is also valid. 
THEOREM 2. Under the assumption of Theorem 1 the operator A* x y+ is the 
bijection from B, onto L,O(G) x L,l(aG+). The conditions on p are those of 
Theorem 1. 
Theorem 2, like Theorem 1, ensures the existence and uniqueness of the 
solution to the corresponding boundary value problem P*l, for any S* E L,O(G) 
and 7 E L,l(BG+). 
Now we define the generalized solution to Eqs. (2.1 l), (2.12) and Eqs. (2.23), 
(2.24). To do that we first introduce new definitions. By the symbol L,*(X) we 
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denote the space adjoint to L:(X), with the point space L,O(X). The symbol Bg 
stands for the space dual to B, , with the point space L,“(G). Making use of the 
definitions of L:(X) we can introduce, for 1 < p < a, two other spaces L,, 
and L,- by the formulas 
L,,+ = L;(G) x L;(aG+) (2.25) 
and 
Lp- = L;(G) x L;(BG-). (2.26) 
As in [7] we can prove that B, is dense subspace of L,O(G), 1 < p < co. Thus 
we have 
B, CL;(G) C B;(G), l<p<co. (2.27) 
Since LPI(X) is densely embedded in L*,(X) it follows that L,O(G) x L,O(aG+) 
and L,O(G) x L,O(lK) are dense subspaces of L,, and L,- , respectively. 
Define the form a($, 91) by the equation 
where 
$1 +V), $2 ~L.p*(aG+j, WBq’ 1+‘=1 
- P 4 
(2.29) 
From Eqs. (2.28) and (2.29) we see that a(#, v) is a bilinear bounded form 
on L,, x B, . 
In a similar way we introduce the form a*(#, p)), 
where 
llr = ($) Y 4, E&,“(G), JI, E L;(K), PEB*y 
2 
+++=1. 
(2.31) 
Consider the variational problem 
Problem GVl. For a given S E l3; and 7 E L*,(aG-), find # = (2) EL,, 
such that for any p E B, we have 
where 
494 94 = F(P), (2.32) 
F(rp) = (SF 9) + (77 zty-F)- * (2.33) 
Making use of the results of [7] we can prove the following theorem. 
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THEOREM 3. Under the assumptions of Theorem 1 there exists a unique solution 
# = (2) EL,, to Problem GVl for any S E Bz and 77 E Lz(aG-). The conditions 
on the index p are those of Theorem 1. Moreover, if S E L,O(G) and ? E L,O(aG-), 
then y+z,& = & and & is the unique solution of Problem Pl. 
A similar theorem is valid for Problem GV*l corresponding to a*($, v). 
Problem GV*l reads: For a given SE Bg and q ELz(BG+) find 4 = 
(2) EL,- such that for any v E B, we have 
a*($, 94 = F*(v+ (2.34) 
3. SYMMETRIZED TRANSPORT EQUATION 
In the present section we derive the form of the transport equation which 
includes the second-order differential operator with respect to r. The operator, 
under an additional assumption, is self-adjoint and positive definite. To do this 
we first define projectors P and Q by the equations 
and 
VW-, v, Q;L) = W(r, 0, a) + #(r, 74 -a)) (3.1) 
(Q#)(r, v, a) = B(#(r, v, Q) - #(r, v, -a)). (3.2) 
Now we introduce other definitions useful in further analysis. By K, and K, we 
denote the operators related to K by the formulas: 
KS+ = PK# (3.3) 
and 
Ka# = QW (3.4) 
It is easy to see that the kernels of the integral operators K, and K, are, 
respectively, even and odd functions of SZ. With the operators K, and K, we 
associate two operators Ii, and H, such that 
Hs$ = (~2 - KsM (3.5) 
and 
H,# = (~22 - K,)#. (3.6) 
Making use of Eqs. (3.1)-(3.6) we can derive from Eq. (2.11) the following 
pair of coupled equations: 
and 
TV, + Hp = S, (3.7) 
Tu + Hava = S, , (3.8) 
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where 
u = PI), 21, = Qi4 (3.9) 
s, = PS, S, = QS. (3.10) 
Under Assumption A the operator H, is a linear bounded transformation of 
,5,2(G) onto Leo(G). M oreover, under Assumption A(v) of Section 2, we have 
for the operator Ha the inequality 
Thus the operator Ha is self-adjoint and positive definite in Lao(G) and it has a 
bounded inverse there. The operator Hi1 is a self-adjoint and positive definite 
operator in &O(G). Indeed, making use of Eq. (3.11) we can prove 
(H;l#, $1 3 ii H /, ’ II # II (3.12) 
a LzzCGh+L,o~G~ 
L,O(G) 
where 
C = min(y, wo). (3.13) 
Consider now the situation corresponding to Assumption B. All the practical 
models of fission are described by the integral operators whose kernels do not 
depend on the angular variable Q. Therefore the operator K, takes the form 
Ka$ = Q&4 (3.14) 
where R is an integral operator whose kernel K, (T, zj, v’, IR . SL’) is determined 
only by the scattering processes. 
Equation (2.17) implies that the norm of the operator R(vZ)-l in L,O(G) can 
be estimated as follows: 
where 
cJA4 = 
(.>L)G~~[o,~M)s% . 
The constant 6, is less than unity if 
&(r, w) 2 So > 0. 
Thus, under condition (3.17), the spectral radius of a 
unitary in L,O(G), 
(3.15) 
(3.16) 
(3.17) 
(~zl)-~R is less than 
(3.18) 
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Suppose that the operator R, or one of its iterates, is compact in the space 
V, = L,e(w x [O, We)), p > 2. In this case a is also compact in V, . For nM 
finite we have 
V,f v,, Q <P* (3.19) 
From Eqs. (3.18) and (3.19) and the properties of nonzero points of the spectrum 
of compact operators we conclude that 
(3.20) 
Suppose now that the operator R is defined in V, , p 3 1, as the strong limit 
of compact operators R, , n = 1,2,..., on a set W dense in V, . All the operators 
R, , n > 1, 2 ,..., satisfy condition (3.20). The situation is typical for the pure 
slowing down process where the kernel KJr, U, v’, !Z? . !X) includes terms 
which are Dirac distributions in Q * Sz’ [9]. In this case the space of continuous 
functions can be taken for W. Let us assume that X # 0 belongs to the con- 
tinuous spectrum of a or X is an accumulation point of the spectrum. Therefore, 
there exists a sequence {&} weakly convergent to zero such that 
(3.21) 
On the other hand we can estimate 
il@ - 6 h lb, 3 X - II RAk lb, - ll(a - &> h IL, . (3.22) 
The second and third terms of the right-hand side of Eq. (3.22) can be made 
arbitrarily small for sufficiently large I and k. Thus we obtain a contradiction to 
the statement of Eq. (3.21) which finally proves the existence of a bounded 
inverse to the operator Ha for all situations described by Assumption B. 
Since the operator H;;’ always exists we can rewrite Eq. (3.8) in the form 
w,, = H,l(Tu - Sa). (3.23) 
If I/ is the solution of Eqs. (2.11) and (2.12) with (S, 7) E&O(G) x L,O(aGJ, 
then u and 7.1~ are elements of B, . In this case we can combine Eqs. (3.23) and 
(3.7) to get 
A,u = TH,‘(Tu - S,) + H,u = S, . (3.24) 
Making use of the definitions of the operators y+ and y- , and Eqs. (3.9), 
(3.10), and (3.23) we can easily prove that the boundary condition (2.12) implies 
the following boundary conditions for Eq. (3.24): 
ys-u = &-u + y-H;;‘(S, - Tu)) = rl (3.25) 
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and 
ys+u = &(y+u - y+H,-l(S, - Tu)) = ;i = (P - Q) 7). (3.26) 
From Green’s formula (2.19) and Eqs. (3.24)-(3.26), we get for any y E B, 
4% P> = Fs(d7 (3.27) 
where 
Thus any solution u to Eqs. (3.24)-(3.26) is at the same time a solution to the 
following variational problem. 
Problem GV2. For given S E L,O(G) and 77 E L,O(aG,), find u E B, such that 
Eq. (3.27) is satisfied for any 9, E B, . 
It is easy to check that 
where C and C, are positive, finite constants for given S eLDo(G) and r) E 
L,O(;iG-). Thus the form a,(~, y) is bilinear and bounded on B, :< B, , 
1 /p + 1 /s = 1, and F,(y) is a linear functional on B, . 
Suppose that u is a solution to Problem GV2 for given S cL,l(G) and 
?I ELpo(aG-). For such u we can write 
(K?(Tu - S,), TV> + (V(Y+U - 33, Y+Y\+ = &(P), TEB,, (3.31) 
where 
Since u E B, , we have 
Hsu 6 &O(G) (3.33) 
and 
7) - y-24 ELpo(aG-). (3.34) 
Equation (3.31) has the form of Problem GVl, that is, find $r E B, and 
z,&, EL,*(G+) such that for all p E B, , 1 /p + I/q = 1, we have 
(A> TV> + (A, VY+P)); = (St p’) + <% T,?- , (3.35) 
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where 
and 
S = S, f H,u (3.36) 
fj = 7) - y-u. (3.37) 
From Eqs. (3.33), (3.34) and Theorem 3 it follows that there exists a unique 
solution (+r , $a) of the problem (3.35) such that 
*lG&7 (3.38) 
Y+41 = 42 3 (3.39) 
and 
Y-h = 71. (3.40) 
Making use of Eq. (3.31) we get from Eqs. (3.38)-(3.40) that any solution u of 
Problem GV2 is an element of the set fined by the requirements 
and 
UEB, (3.41) 
H,l(S, - Tu)EB,. (3.42) 
Moreover, the solution u satisfies the conditions 
Ys’l = 17 (3.43) 
and 
Equations (3.41)-(3.42) and Green’s formula (2.19) finally imply that any 
solution u of Problem GV2 for S EL,O(G) and q EL,O(~G+) is also a solution to 
the boundary value problem for the symmetrized transport operator A,, 
defined by Eqs. (3.24)-(3.26). 
If S(r, v, Q) and the kernel Ks(r, v, v’, SL * CZ’) of the scattering operator 
are differentiable functions with respect to r in each of the sets Gi , i = 1, 2, 3, 
. . . . N, defined by Eqs. (2.3) and (2.4) then Eq. (3.42) is equivalent to 
and 
TuEB, (3.45) 
n@(y+i - ydi) H,(Tu - S,) = 0, i = 1) 2, 3,. . .) *V. (3.46) 
The boundary operators Y+~ and y--i in Eq. (3.46), related to the interface aGi , 
are defined similarly to y+ and y- . Thus we have finally proved the following 
theorem. 
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THEOREM 5. For S E&O(G) and 7 EL,O(~G+), p 3 1, the variational 
problems GVl and GV2 are completely equivalent to each other. The properties of 
the solution to GV2 are given by Eqs. (3.41)-(3.46). 
We consider now the adjoint problem to GV2 resulting from Eqs. (2.23) 
and (2.24), after the transformation defined by Eq. (3.1) and (3.2). To do this, 
first define the operator A$ and the boundary operators yf+ and yz- by the 
following equations for any sufficiently regular function u*: 
A;u* = -T(H,*)-l (S,* + Tu*) + I!+*, (3.47) 
y:+u* = By+@* + (ff;)-l (Sf + Tu*), (3.48) 
and 
Yp* = iY-(u* - (H,*)-l (S,* f Tu*)), (3.49) 
where 
S,* = QS. (3.50) 
By the technique we applied in the preceding part of the section we can 
prove that for S* E&O(G) and v* EL,O(~G+) the solution #* to Eqs. (2.23) and 
(2.24) can be decomposed into two terms, u* and v*, such that 
** = u* f v*, u*=p * fi 9 v* = Qt+h*. (3.51) 
The function v* satisfies the equation 
v* = (Q-l (Sf + Tu*). (3.52) 
The other component of the function u* is a solution to the following boundary 
value problem: 
A*u* = S* .3 SP (3.53) 
* * 
ys+=rl 9 
(3.54) 
r:- = fj, 
where 
ss* = ps*, (3.55) 
fj* -(P--)71*. (3.56) 
Define the variational problem. 
Problem GV*2. Find u* E B, such that for any F E B, , 1 /p + l/q = 1, 
we have 
.p*, v) = q*(v), (3.57) 
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where 
.z(u*, v) = ((Hz)-l TEL *, 2-u) + (ff;u*, v,) + +y+u*> Y+T>+ + (z’Y-“*, r-v>- 9 
(3.58) 
F;(v) = (Szq) - ((H,*)-l S;, TV) + 2(v*, Y+v)+ + 2<7~rl*, Y-V)- - 
(3.59) 
In a manner analogous to Theorem 5 we can prove 
THEOREM 6. For S* EL,O(G) and r]* EL,O(aG+), the variational problems 
GV*2 and GV*l, dejked by Eqs. (2.34) and (2.35), are complete& equivalent to 
each other. The solution u* of GV*2 is an element of the set D$ of functions satisfying 
the condition: 
u*EB, (3.60) 
and 
(II,*)-l (S,* + Tu) E B, . (3.61) 
Moreover, for the solution u*, we have 
g+u* = Tl* 
and 
&A* = ij*. 
(3.62) 
(3.63) 
4. PROJECTIONAL METHODS 
In the following we shall examine a certain class of approximate methods 
solving the variational problem GV2 corresponding to the symmetrized form 
of the transport equation. 
We shall apply the technique developed in [7, 101. Consider a family of 
subspaces Bgh, p &- 1, h 3 0, approximating the space B, , that is, 
and 
B,h C B, (4.1) 
‘,y p(x, BDh) = 0, --t (4.2) 
where p(x, X) denotes the distance between an element x and a subspace X. 
With each family of approximating subspaces BVh we associate the following 
approximate problem. 
Problem AP2. Find uh E BDh such that for any vh E BQh, l/p + l/q = 1, we 
have 
%bh > 9%) = F&h)- (4.3) 
409/71/I-V 
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Before we study Problem AP2 we introduce new definitions which we shall 
use in further considerations. We denote by L, , p > 1, the function space, 
whose elements + satisfy the condition 
where 
*= k> i) (4.4) 9% 
$1 E LDO(Q *2 ELpO(aG+), 43 E L,O( aG-). 
The dual product [I/, ~1 between elements of L, and L, , l/p + l/p = 1, is 
given by the equation 
r,+3 ‘PI = ($4 9 74 + ($4 3 9d+ + <A T R>-. 
The norm of + in L, , p < co, can be evaluated from the relation 
(4.5) 
(4.6) 
By the symbol LQh we shall denote a subspace of L, such that for any & E BDh 
its norm 11 #h /IL, is given by Eq. (4.4) with cp ranging over L,h only. 
We suppose that the subspace Bph, satisfying Eqs. (4.1) and (4.2), also satisfies 
the set of conditions which can be formulated as 
Assumption C. 
(i) There exists ho > 0 such that for h < ho a projector Ph from 
L, onto Lch is also a bijection of BQh onto Lch, where (4.7) 
L, 3 Bqh = (A: x ys+ x rs-) Bgh; 
(ii) r=lpp>o, (4.8) * 
where 
(4.9) 
To estimate the L,-norm of the approximate solution un to Problem AP2 we 
shall follow the reasoning of [7]. From Assumption C it follows that for h < h, 
there exists a bounded operator G1 from L,” onto BDh such that 
and 
Ph’Phx = x, x E B,‘, (4.10) 
ePilY = y, y E L,“. (4.11) 
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Moreover we have 
IlKI/ + (4.12) 
The assumption on the subspaces L,* implies the following estimate for any 
uh E Bph, 
I/ uh /IL, = I/ ph*(p;)-l uh /IL P 
(4.13) 
where 
(4.14) 
Suppose that the assumptions of Theorem 2 are satisfied. Hence, from Eqs. (4.12) 
and (4.13), by Theorem 6, we obtain 
jl uh l]L, < M* !+! sup L”h I tAi+ x 7: x rs*-) P)hl 
11 ‘dBa ’ 
(4.15) 
VhEBQh 
where M* is the norm of the operator (Af x yz+ x rt)-l. 
If uh is the solution of Problem AP2 then the estimate (4.13) finally implies: 
11 uh I/L, < ’ I”* ” ‘A ” (11 ’ IIL,O(G) + /t 7 IIL o(& 7- 9 + ,)> (4.16) 
where C is a positive constant. 
If the projector P, satisfies the condition 
(4.17) 
then from Eq. (4.15) we conclude that the solution to the approximate problem 
AP2 is unique, which for finite-dimensional subspaces Blob, also implies the 
existence of an approximate solution. 
Now we shall prove the validity of the following theorem. 
THEOREM 7. If Assumption C and Eqs. (4.1), (4.2), and (4.16) are sutisjied, 
then the sequence of approximate solutions {ula} of AP2 is weakly convergent to the 
solution u of GV2. 
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To prove the theorem it is sufficient to show that 
lp[(u - Uh), ‘PI = 0 (4.18) 
for any cp E I,, , where 
(4.19) 
The definitions of problems GV2 and AP2 imply the equation 
as@ - uh f P)h) = 0, (4.20) 
for each QI E BQh. Making use of Eq. (4.20) and the definition of Problems GV2 
and AF’2 we can write 
[u - uh > ‘PI = a,(@ - uh, +j) = F,(+ - 9%) + a&h, PI& - +), (4.21) 
where 
$ = (A,* x Ys*, x YY’P* 
From Eqs. (4.16) and (4.21) we get the estimate 
(4.22) 
I@ - Uh 9 ‘?‘I/ < c,(‘+> Bzh), (4.23) 
which by Eqs. (4.1) and (4.2) proves the theorem. 
Stronger results concerning the convergence of approximate solutions can be 
obtained under stronger assumptions on the operators defining the bilinear 
form a,(~, y). 
Let us assume that 
(H;L, u) > 0, 
and 
(f&u, u) > 0. 
Equations (4.24) and (4.25) imply the estimate for 
%(U, u) 2 if?2 IIu IrB, 9 
where m is a positive constant, and 
/I u Iii, = (K3% Tu) + (%u, u) + <w u>+ + (7% u>- . 
(4.24) 
(4.25) 
(4.26) 
(4.27) 
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Since the bilinear form a,(~, p’) satisfies the condition 
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(4.28) 
when M is a positive constant, then, from Eq. (4.20), we obtain 
From this it follows that 
(4.30) 
We see that the upper bound for 11 u - u, l/8, can be expressed in terms of the 
error of the best approximation of u by elements of Bah. If we take v and wh 
such that 
v = H&S, - T’u), oh = H,‘(S, - Tub), (4.31) 
then from Eq. (4.30) we obtain the estimate 
(4.32) 
where 
tD=u+v (4.33) 
and 
Qh = Uh + Vh . (4.34) 
By Theorem 5 the function @ is the solution of the boundary value problem 
for the transport equation defined by Eqs. (2.11) and (2.12). The function alh 
can be considered as the approximate solution to that problem resulting from 
Problem AP2. 
The estimate (4.32) is not the best one we might expect. To improve the 
estimate we consider the following auxiliary problem. Find Ei such that for all 
ye E B, we have 
d@, v,) = F,*(v). (4.35) 
The functional F:(y) in Eq. (4.35) is determined by (3.53) with the following 
choice of data: 
(4.36) 
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and 7j * = 0. It is easy to check that in this case 
(4.37) 
From Eqs. (4.20), (4.30), and (4.37) we get 
I/ @ - @* II&o(G) = qn, u - Uh) = us(u - U,[ , 22 - ql,) 
(4.38) 
Thus we have proved the following theorem. 
THEOREM 8. If Eqs. (4.1), (4.2), (4.24), and (4.25) are sati$ed then there 
exists a unique solution uh to Problem AP2. 
The function @, = uh + Us , where v, is defined by Eq. (4.31), approximates 
a unique solution @ of the boundary value problem (2.11)-(2.12). The error 
II di - cD~ llL,o(o) is not greater than the value of the expression on the right-hand 
side of Eq. (4.38), w h ere u is the even part of Q, with respect to Q and rZ is a 
solution of Problem GV*2 for the particular choice of data given by Eq. (4.36). 
It should be noted that conditions (4.24) and (4.25) are satisfied when As- 
sumption A holds. 
So far our considerations have been limited to the boundary value problem 
for the even parity form of the transport equation, given by Eqs. (3.24)-(3.26). 
We might analyze the alternative odd parity approach which might read: 
For a given S E L,O(G), and a fixed 7 E L,O(aG-), find vu, E B, , an odd function 
in 52, such that 
Aav, = TH,l(Tv, - S,) + Hava = S, , (4.39) 
Tav, = &(Y+H,-~(S, - TV,) - y+va) = 4, (4.40) 
Yav, == &(y-v,‘ + y-H;‘@, - TV,) = rl, (4.41) 
where T, H, , y+ , y- , S, , S, , and +j are defined by Eqs. (3.13), (3.5), (2.12), 
(2.18iv), and (3.10). The above boundary value problem is meaningful provided 
H;’ exists. This is not always the case under Assumption B. Thus we are not 
always in the position to find the equivalent second-order form of the transport 
equation working only in the class of functions of odd parity with respect to SL 
dependence. 
If H;l exists and it has the properties similar to H;l, then we can find an 
appropriate bounded bilinear form a,(~, , cp) in B, x B, , l/p + l/q = 1. For 
the variational problem stated in terms of this form and for approximate methods 
related to it, we can prove the validity of appropriate variants of Theorems 5-8. 
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5. CONCLUSION 
In this paper it has been shown that the variational formulations based on the 
second-order form of the transport equation are equivalent to a variational 
formulation resulting from the original untransformed equation, provided the 
distributed and boundary sources are elements of &O(G) and L,O(aG-), p > 1, 
respectively. 
However, these two formulations, in general, lead to different numerical 
algorithms which cannot be transformed one to another. To see that we suppose 
that Qi, is a solution of the approximate problem related to GVl. That is, 
ah E Bph satisfies the equation 
@h > #it> = F(#h) for any & E B,h. (5.1) 
Define the functions 
Uh = P@, (5.2) 
and 
vh = Qdjh. (5.3) 
It is easy to prove that Eq. (5.1) implies 
+h 7 p$h) + (vY-uh > Y-p#h)- = 6% ? p#h) + <v?, P$h)- + (vfj, p+hL)+ 
(5.4) 
and 
+h 7 !i?kh) - <f?’ + V h 9 r-Q&J- = (sa, Q’!‘h) + (Vj, Q&J,- - <CT, $?h>- , 
(5.5) 
where P and Q are defined by Eq. (3.1) and (3.2), respectively. 
From Eq. (5.5) and Green’s formula we obtain 
(5.6) 
which implies 
P,*(Tu, - S, + H,v,) = 0, (5.7) 
where P$ is the adjoint to the projector of B, onto QB,“. When (Hah)-l = 
(PzHaPh)-l exists, then from Eqs. (5.5) and (5.7) it follows 
(-(H,h)-l P;Tu, 9 Wh) + (Hph, +,I + ~v~+u, ) Y+&lh)+ + +‘y-‘, , d,>- 
= cs, T #hb,) + W,h)-l p,*s, ) 4,) + 2<ij? ?‘+$h)+ + 2<% y-#,>- * (53) 
We see that u,, , satisfying Eq. (5.8), is at the same time a solution of AP2 defined 
by Eq. (4.3), provided the condition 
((UZiT1 ph* - H;l)fh 9 #h) = 0 (5.9) 
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is simultaneously satisfied for any pair { fh , &}, such that 
or 
hold. 
ifh , h> E Q-h' x JWh> l/P + l/q = 1 (5.11) 
In order to make the situation more specific assume that we work in the 
framework of Lao(G) space. In that case, to have Eqs. (5.10)-(5.11) satisfied, it 
is sufficient to assume that 
h lhl 
Phf = 1 Pyf, f EGO(G) 
n=1 
and 
[l/h] 
c p(n)H,-lp(n) zzz 0 
11=1 L,“(G)-d,o(G) 
(5.12) 
where Ptn), n = 1, 2 ,..., is a certain family of projectors such that Ph satisfies 
Assumption C. 
The spherical harmonics approximation, carefully examined by many authors, 
can be obtained from Problem AP2 if we assume that Ph is defined by Eq. (5.12) 
with Pen) of the form 
where Y&Q), n = 0, I,2 ,..., m = 0, &l,..., -&z, are spherical harmonics. 
For the operator K, , compact in Lzo(w x [O, ZJ~)), condition (5.13) is fulfilled 
and therefore, in this case, approximations derivable from AP2 and based on 
Eq. (5.1) are completely equivalent. It should be noted that in both cases the 
boundary conditions are approximated in the sense of Marshak and Davis [3], 
which was found to be optimal in practical realizations of the method. A similar 
technique can be applied to analyze other standard approaches used to solve 
the boundary value problem for the neutron transport equation. In general, 
when examining the same problem using GV2 formulation, we can obtain a 
priori estimates of the B, norm of the error, whereas, for the approximate 
method based on the formulation GVI, we have similar estimates only in L, 
norms. However, it should be emphasized that GV2 provides only the even 
component of the solution. To calculate the odd component we use relation 
(3.23) and consequently we get again only L, estimates of the error for the 
entire approximate solution. It seems that both approaches are completely 
equivalent from the point of view of approximation theory. 
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