Abstract: This paper studies digital return maps defined on a set of points. Depending on parameters and initial states, the maps can generate a variety of periodic orbits. In order to analyze the periodic orbits, we present two feature quantities. The first and second quantities can characterize the plentifulness and a variety of periodic orbits, respectively. Constructing a feature plane of the two quantities, the dynamics of the map can be visualized. Using the feature quantities and feature plane, we investigate various periodic orbits in digital return maps derived from a basic class of cellular automata.
Introduction
A digital return map (Dmap) is a digital dynamical system defined on a set of points [1] [2] [3] . The Dmap can be regarded as a digital version of analog one-dimensional maps represented by the logistic map [4] . The analog maps can generate a variety of nonlinear phenomena such as the period doubling bifurcation to chaos. The Dmap cannot generate chaos because its domain consists of a finite number of points. However, depending on parameters and initial states, the Dmap can generate a variety of periodic orbits (PEOs). The Dmap is related to various digital dynamical systems including cellular automata (CAs [5] [6] [7] [8] [9] [10] ), dynamic binary neural networks [11] , and digital spiking neurons [3, 12] . This paper studies the Dmaps in relevance to a basic class of CAs. The CAs are digital dynamical systems where time, space, and state are all discrete. The dynamics is governed by a simple rule described by a Boolean function. Depending on the rules and initial states, the CAs can generate a variety of spatiotemporal patterns. Application of the CAs are many, including self-replication [7] , block cipher [8] , and image processing [9] . Applying a suitable binary coding to the space of the CAs, the dynamics can be integrated into a Dmap [10] . Analysis of the Dmap and CAs can contribute not only to basic study of nonlinear dynamics but also to engineering applications. However, general analysis of the Dmaps is hard because of the complexity of the dynamics [1] [2] [3] .
In order to analyze the PEOs, we present two simple feature quantities. The first quantity is occupancy rate of the PEOs for all the initial states. It can characterize the plentifulness of the PEOs. The second quantity is dispersion of periods of the PEOs. It can characterize a variety of the PEOs. Using the two feature quantities, a feature plane is constructed. The feature plane is useful in visualization of the dynamics. Using the feature quantities, we analyze a simple Dmaps derived from elementary cellular automata (ECAs). The dynamics of an ECA is governed by a simple rule depending on a cell and its closest neighbors. The number of possible rules is 2 2 3 = 256 [5] . 
Digital return map
The Dmap is defined on a set of points and the dynamics is described by
where θ n is a digital state variable at discrete time n. The domain L N is a set of N points C i . Since L N is equivalent to a set of binary vectors, we refer to this system as digital. As an initial value θ 1 is given, the Dmap can generate various binary sequences. Since the number of the points in L N is finite, the steady state must be a PEO as shown in Fig. 1 . Here we give basic definitions for the Dmap.
A periodic point with period 1 is referred to as a fixed point. A sequence of the periodic points {p, · · · , f k−1 (p)} is said to be a PEO with period k.
Definition 2 : A point q is said to be an eventually periodic point (EPP) if q is not a periodic point but falls into a PEO, i.e., there exists some positive integer l such that f l (q) is a periodic point. If there exist EPPs falling into a PEO then the PEO is said to be stable.
The Dmap in Fig. 1 has one fixed point and one PEO with period 3. The other 12 points are EPPs.
Feature quantities
In order to consider PEOs, we introduce two simple feature quantities. First, let N p be the number of periodic points in the domain L N of N points. The first quantity is the occupancy rate of periodic points:
This quantity characterizes the plentifulness (and the number) of the steady states. In order to define the second feature quantity, we define several notations. Let N e be the number of PEOs and let p i be the period of the i-th
{P i } is distribution of the periods. The second quantity is dispersion of the distribution.
It can characterize a variety of PEOs. If a Dmap has one PEO then γ has the maximum value 1. If
In this case γ has the minimum value 1/N α. In the Dmap in Fig. 1 , one fixed point and one PEO with period 3 correspond to P 1 = 1/4 and P 2 = 3/4, respectively. Hence this Dmap is characterized by γ = 10/16 and α = 4/16. In order to consider the dynamics, the α versus γ feature plane is constructed as shown in Fig. 2(d) . On the feature plane, we define three criterial objects. The first criterion is defined for a Dmap as 
Cellular automata and Dmaps
Although the Dmap can be derived from several digital dynamical systems, general discussion of Dmaps is hard. For simplicity, we consider Dmaps from a simple class of CAs defined on a ring of M -cells. Let x t i ∈ {0, 1} ≡ B be a binary state of the i-th cell at discrete time t where i = 1 ∼ M . The time evolution of x t i is governed by a Boolean function of x t i and its closest neighbors:
where
on the ring of M cells. F i is referred to as a rule of the i-th cell. In the elementary cellular automata (ECAs), F i does not depend on i (F i = F ) and the dynamics is governed by one rule. For M = 8, the rule is described by a 3-bit Boolean function.
where y j ∈ B and j = 0 ∼ 7. (y 0 , · · · , y 7 ) is referred to as a rule table. A rule table is equivalent to an 8-bits binary number and the decimal expression of the binary number is referred to as the rule number (RN) [5] . There exist 2 
Since
. As M increases, the dynamics becomes complex as discussed in [5, 6] . For simplicity, we consider the case of M = 8 in this paper. Figure 5 shows several examples of Dmaps from ECAs for M = 8. Figure 5(a) shows Dmap from ECA of RN15 with one PEO with period 4. This PEO corresponds to spatiotemporal pattern of Fig. 4(a) . This Dmap has 36 PEOs (only one PEO is shown in the figure), has no EPPs, and is characterized by α = 1 and γ = 987/32768. Note that all of the 36 PEOs are not stable. Figure 5(b) to (e) show other 4 Dmaps with feature quantities. Figure 5(f) shows the feature plane for all the 256 Dmaps from 256 ECAs. The points (a) to (e) correspond to Dmaps (a) to (e) in Fig. 5 , respectively. The values of (α, γ) distribute widely in the plane.
It should be noted that dynamics of ECA has been studied by expert researchers. As is well known, Wolfram has defined four classes into which ECA can be divided depending on their behavior [5] . The Chua's complexity index is an attempt to classify Boolean functions of the ECA rules [6] . These works are basic to consider complexity of the spatiotemporal patterns. However, the plentifulness (the number) and kinds of PEOs have not been considered sufficiently in the existing works.
Mixed-rule cellular automata
As stated earlier, in the MCA, the rule depends on the cell i. Since it is hard to consider all the combinations of the rules, we consider MCAs governed by combination of two rules: F i ∈ {F A , F B }. For simplicity, we consider the case where each of the two rules is assigned in the half of space as shown in Fig. 4(b) . 
The set of the 8 rules are referred to as RS1. Table I shows feature quantities (α, γ) of ECAs given by rules in RS1. All the values of (α, γ) are plotted on the dense line in the feature plane in Fig. 5(f) . Selecting all the combinations of two rules from RS1 (28 combinations) and assigning each rule onto all the combinations of half of 8 spaces ( 8 C 4 = 70 cases), we obtain 1960 MCAs. Feature quantities of the 1960 MCAs are plotted in the feature plane in Fig. 6(c) . We can see that almost all the values of (α, γ) are not plotted on the dense line and many MCAs can have stable PEO(s).
Conclusions
In order to analyze various PEOs of Dmaps, two basic feature quantities and the feature plane are presented. Using the feature quantities, dynamics of 8-dimensional ECAs and MCAs are investigated. It is shown that the ECAs can exhibit various PEOs. It is also shown that combining two rules of ECAs whose PEOs are not stable, we can obtain MCAs having various stable PEOs. Future problems include analysis of Dmaps from ECAs for variable M , MCA-based stabilization of a desired PEO in ECAs, and analysis of Dmaps from other digital dynamical systems.
