Filtering the rejection set while preserving false discovery rate
  control by Katsevich, Eugene et al.
Controlling FDR while highlighting selected discoveries
Eugene Katsevich, Chiara Sabatti, Marina Bogomolov
November 7, 2018
Abstract
Often modern scientific investigations start by testing a very large number of hypotheses
in an effort to comprehensively mine the data for possible discoveries. Multiplicity adjustment
strategies are employed to ensure replicability of the results of this broad search. Furthermore,
in many cases, discoveries are subject to a second round of selection, where researchers identify
the rejected hypotheses that better represent distinct and interpretable findings for reporting
and follow-up. For example, in genetic studies, one DNA variant is often chosen to represent
a group of neighboring polymorphisms, all apparently associated to a trait of interest. Unfor-
tunately the guarantees of false discovery rate (FDR) control that might be true for the initial
set of findings do not translate to this subset, possibly leading to an inflation of FDR in the re-
ported discoveries. To guarantee valid inference, we introduce Focused BH, a multiple testing
procedure that allows the researcher to curate rejections by subsetting or prioritizing them ac-
cording to pre-specified but possibly data-dependent rules (filters). Focused BH assures FDR
control on the selected discoveries under a range of assumptions on the filter and the p-value
dependency structure; simulations illustrate that this is obtained without substantial power
loss and that the procedure is robust to violations of our theoretical assumptions.
1 Introduction
1.1 Multiple testing and filtering
Modern high-throughput measurements and wide-spread sensing capacity are such that often
scientists have large datasets available prior to the formulation of precise scientific hypotheses.
Rather, these data are mined to discover interesting and surprising patterns that can lead
to the identification of new hypotheses to be followed up in further investigations. Despite
their exploratory nature, it is important for studies of this kind to control type I error: a
false positive finding amounts to time and money wasted on following up a dead end and,
especially when large numbers of possible relations are considered, there is ample opportunity
for contamination of the discovery set with false positives.
To keep the number of false leads under control, scientists often frame the exploration of
these initial datasets in terms of testing a large collection of hypotheses of potential interest,
and resort to strategies from multiplicity correction. The false discovery rate (FDR), intro-
duced by Benjamini and Hochberg in [1], precisely captures the costs associated with type I
error in this context. To control this error rate, the Benjamini-Hochberg (BH) procedure takes
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1.1 Multiple testing and filtering 1 INTRODUCTION
as input the vector of p-values p for the initial large collection of hypothesesH = {H1, . . . ,Hm}
and outputs a rejection set R∗ ⊆ H with the property that
FDR ≡ E [FDP(R∗)] ≡ E
[ |R∗ ∩H0|
|R∗|
]
≤ q,
where H0 is the set of null hypotheses, FDP indicates False Discovery Proportion1 and q is a
target value. Controlling FDR, then, assures that, on average, the hypotheses put forward for
follow-up contain a proportion of false leads no greater than q.
Because the large collections of potential hypotheses that are tested in this exploratory stage
aim to capture all relations that could be supported by the data, they are often somewhat
redundant and with varying degrees of scientific interest. It is common to filter the rejection
set R∗ to remove this redundancy and improve interpretability. Symbolically,
R∗ Filter−−−−→ U∗,
where U∗ ⊆ R∗ is a smaller set of distinct discoveries. The set U∗ is often what is reported as
the outcome of a study. Let us consider a few examples where filtering is standard practice.
If the hypotheses have a spatial structure, then rejections too near each other might
be considered redundant. This is the case, for example, in Genome-Wide Association Studies
(GWAS), which test the associations between one phenotype and millions of genetic variants
(typically single nucleotide polymorphisms, or SNPs). Rather than reporting all discoveries,
scientists identify clusters of variants for which the null hypotheses were rejected and that
reside in the same location in the genome and report only the “lead” signal, corresponding to
the variant with the smallest p-value. We refer to this as the “clumping filter.” Software tools
like SWISS [2] have been developed with this goal.
Another setting where filtering is routinely applied is when hypotheses have a tree
structure, with nodes further up in the tree corresponding to more general hypotheses and
nodes further down to more specific ones. For example, in microbiome studies, one investigates
the association between the microorganisms that colonize a given environment and outcomes
of interest. The bacterial populations can be described with varying degrees of specificity, cor-
responding to a taxonomic tree—where species are grouped by genus, family, order, etc.—and
testing for association is done at each node of the tree [3]. When reporting the discoveries
derived from this type of study, it makes sense to focus only on the most specific ones: dis-
covering that the abundance of the family enterobacteriaceae is related to a disease outcome
does not add any information to the discovery of the importance of Salmonella, a genus in this
family. This practice of retaining only the discovered nodes that are not ancestors to other
discoveries has been described in [4], which introduces the term “outer nodes.”
A further example of customary use of filters in reporting discoveries is seen when the
tested hypotheses correspond to a collection of concepts, the relations among which are
described with a directed acyclic graph (DAG). While logical implications between
hypotheses do not always hold, the overlap and connection between concepts typically leads
to a set of redundant discoveries, which need to be refined at the reporting stage. Consider
the common practice of tests based on the Gene Ontology (GO) [5] to interpret the results
of large-scale molecular biology experiments. Given the redundancy built into the GO, mul-
tiple software tools have been developed to filter discoveries into a set of “distinct” concepts:
REVIGO [6] and GO Trimming [7] are examples.
1Note that here and in the rest of the paper, by convention we define 00 ≡ 0.
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While filtering the discoveries is natural and called for given the catch-all nature of the
initial set of hypotheses, care has to be taken in understanding how it interacts with the
guarantees of Type I error control [8, 9]. The problem with this common scenario is that R∗
is the set carrying an inferential guarantee while U∗ is the set of discoveries that is actually
reported. The filtering operation can inflate the FDP, and thus the inferential guarantee on R∗
often will not extend to U∗. This phenomenon has been noted before (see [8] for a systematic
discussion). Next, we briefly recall literature connected to the applications described above.
The FDP inflation derived from reporting only “spatially distinct” discoveries has been
noted in the context of MRI studies [10, 11] and genome scans [12, 13]. In the latter case,
it has been observed that clusters of discoveries corresponding to true signal tend to include
a larger number of SNPs than spuriously discovered clusters. Therefore, the proportion of
false clusters is greater than the proportion of false SNPs, i.e. the FDP at the cluster level is
inflated compared to the FDP at the SNP level (see also [14]).
Filtering discoveries on a tree to the set of outer nodes can also inflate the FDP. Since the
most informative nodes are also the most specific, they are the most likely to be null: retaining
only them in the rejection set is likely to increase the proportion of false discoveries. Figure 1
illustrates this issue with a toy example.
Before filter: FDP = 1/6 After filter: FDP = 1/3
Figure 1: Outer nodes filtering doubles the FDP. Blue nodes correspond to non-
null hypotheses and red nodes to null ones. A node is filled in when its hypothesis
is rejected.
1.2 Our contribution
A number of previous works have addressed the problem of reconciling FDR control with
filtering. Yekutieli [15] implicitly dealt with this problem in the specific context of the outer
nodes filter. Brzyski et al [13] offer a solution in the context of screening filters, i.e. subsetting
rules that map R∗ into R∗ ∩S(p) for some screening function S. Alternatively, “simultaneous
inference” [8, 16] (providing simultaneous inferential guarantees on all possible subsets U∗) has
been proposed to avoid the problem altogether. Simultaneous inference preserves the Type I
error guarantees for any possible filtering strategy, allowing the researcher to “hand pick” any
subset of discoveries; however, it comes with a power cost that can be quite substantial. So,
while simultaneous inference is appropriate when any filter can potentially be applied, and the
statistician must account for all such possibilities, its conservativeness is unnecessary when
the subsetting strategy can be specified in advance, resulting in a smaller collection of possible
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subsets. This is often the case: the three applications considered previously illustrate a post-
processing that results from automated algorithms rather than personal curation carried out
by scientists.
Therefore, in this paper we consider the problem of reconciling FDR control with filtering
when the filter can be specified in advance. We take a novel and general approach that, while
preserving the power and adaptivity of FDR controlling strategies, allows scientists to start
with a redundant collection of hypotheses of varying specificity and to sort through the rejec-
tions to identify an interesting set of distinct leads, with strong replicability guarantees. In
particular, we make the following technical contributions:
• We formally define a filter, broadening the definition to include not only subsetting but
also prioritization: attaching a degree of importance to each hypothesis. For example, a
scientific paper might implicitly prioritize discoveries by featuring some more prominently
than others, or a funding agency might explicitly prioritize discoveries for follow-up by
choosing how to distribute grant money among them.
• We carefully formulate the problem of FDR control with filtering, and propose Focused
BH, a methodology that achieves this inferential goal. This methodology reduces to
BH in the absence of filtering, and reduces to Brzyski et al’s procedure for screening
filters. Importantly, however, filters are often applied on the output of a multiple testing
procedure rather than on its input (recall for example the clumping filter or the outer
nodes filter). Focused BH accommodates for these kinds of filters as well.
• We prove FDR control results for Focused BH under a variety of assumptions on the
p-value dependency (including independence, positive dependence, and arbitrary depen-
dence) and on the filter. We explore the implications of these results for several filters
used in applications.
Our work is related to that of Benjamini and Yekutieli [17] and Benjamini and Bogomolov
[18], who first showed how data adaptive rules for the selection of interesting parameters or
families of hypotheses can be incorporated in the multiple comparison procedure, resulting in
valid “selective inference.”
In the next section, we provide a mathematical formulation of filtering and introduce a
global error criterion that incorporates the fact that researchers are going to look at rejections
through the lenses of this filtering step. Section 3 presents our novel strategy and its theoretical
guarantees. Section 4 analyzes the practice of filtering in each of the motivating applications,
detailing the implications of our findings. Section 5 shows how our procedure successfully
controls the target error rate in a variety of simulations inspired by applications. Moreover, we
observe that Focused BH performs well in terms of power compared to alternative methods,
in cases where such alternatives exist. Finally, we analyze the results of a GO enrichment
analysis, demonstrating the practical utility of the procedure. Section 6 discusses the general
implications of our procedure and how it relates to other approaches to multiple testing.
2 Mathematical formulation of filtering and testing
We consider a set H = {H1, . . . ,Hm} of hypotheses2, of which H0 ⊆ H are null, and suppose
we have a vector of p-values p = (p1, . . . , pm) available to test these hypotheses. Let M be a
multiple testing procedure, which outputs a rejection set R∗. We use the vector of indicators
2Throughout the paper, we will identify H with [m] ≡ {1, . . . ,m} for notational ease.
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R∗ = (R∗1, . . . , R∗m) to represent membership in the rejection set R∗i = 1(i ∈ R∗). This set R∗
often undergoes a post hoc filtering step, yielding a final discovery set U∗, whose membership
can also be described in terms of indicators U∗ = (U∗1 , . . . , U∗m), with U∗i = 1(i ∈ U∗). In
this section, we formally define a filter as well as a precise way to meaningfully evaluate FDR
accounting for filtering.
2.1 Filtering: a formal definition
In the introduction, we focused on subsetting filters, which we now formally define.
Given a vector of p-values p and a subset R ⊆ H, a subsetting filter F is any map
F : (R,p) 7→ U ∈ {0, 1}m with the property that Ui ≤ Ri, that is U ≡ {i : Ui > 0} ⊆ R.
Note that F has as arguments both the set R to be filtered3 and the p-values p. In practice,
the filter would be applied to the rejection set R∗ of a multiple testing procedure, which itself
is a function of the p-values. However, writing explicitly the dependence of the filter F on R
allows us to separate the definition of a rejection set R∗ from that of a filter, and it is useful
to emphasize whether the p-values contribute to the output U∗ only via R∗ or otherwise. For
example, a filter might depend on p only through R∗:
A fixed filter is a filter F such that F(R,p) = F0(R) for some function F0; i.e. U∗ = F(R∗,p)
does not depend on the data once R∗ is identified.
The trivial filter F(R,p) = R (that is U = R) is the simplest example of a subsetting filter.
Another interesting example of fixed filter is the selection of outer node discoveries. Formally,
given a collection of hypotheses corresponding to nodes in a tree, the outer node filter FO(R,p)
identifies U ⊆ R by
U = {i ∈ R : there does not exist j ∈ R such that i→ j}, (1)
where i→ j means that i is an ancestor of j. FO(R,p) is fixed filter since it uses only the graph
structure to map R to U . On the other hand, the practice we described for GWAS cannot be
expressed in terms of a fixed filter as the p-values are used to choose a representative from each
cluster of variants. Another example of a subsetting filter, encountered in the introduction, is
a screening filter:
A screening filter is a filter F such that U = R ∩ S(p) (Ui = Ri · 1(i ∈ S(p))), where
S : p→ S0 ⊆ H is called screening function.
As alluded to in the introduction, filtering operations can extend beyond subsetting. We can
also consider prioritization operations, where elements of R∗ obtain “prioritization weights”
reflecting the relative importance of these discoveries. A more interesting lead might be fol-
lowed up with more resources (e.g. time or money). Or, in the context of a publication, the
authors might report different discoveries with variable emphasis in the text or in the figures.
In general, hypothesis prioritization might use information contained in the data or use side
information such as novelty of discoveries, biological plausibility, or structural information like
3Notation: we will use asterisks, as in R∗ or U∗, to denote outcomes of multiple testing procedures. For dummy
variables we use just R and U .
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graph relationships. In this paper, we consider a broad definition of filtering that encompasses
any such subsetting and prioritization operations.
Definition 2.1 (Filter). Given a set of p-values p and a subset R ⊆ H, a filter F is a map
F : (R,p) 7→ U ∈ [0, 1]m with the property that
Uj = 0 if j 6∈ R.
The vectorU ∈ [0, 1]m is a prioritization vector, attaching an importance to each hypothesis
in H (the larger Uj , the more important Hj is deemed). The requirement that Uj = 0 for j 6∈ R
reflects the fact that the prioritization really occurs on the set R and the rest of the hypotheses
get a weight of zero. While for a subsetting filter Uj ∈ {0, 1}, continuous-valued Uj ∈ (0, 1)
can describe filters which do not necessarily remove rejections altogether but instead assign to
each some measure of importance. For example, given a set of fixed weights u1, . . . , um ∈ [0, 1],
the fixed weights filter is defined via
Uj ≡ uj1(j ∈ R). (2)
This is the simplest example of a filter for which Uj 6∈ {0, 1}, and in this case U carries the
same amount of information as the set U = {j : Uj > 0}.We present a more nontrivial example
of a prioritization filter in Section 4.3.
Note that we have defined filters as operating on the pair (R,p). However, filters might
operate on other aspects of the underlying data besides p-values. For example, in gene expres-
sion studies, investigators often restrict their attention to genes that have an expression fold
change (i.e. effect size) larger than a threshold. We defer exploration of these more general
filters for future work.
2.2 Controlling the rate of false discoveries after filtering
LetM be a multiple testing procedure. In practice, U∗ is obtained through the following two
steps:
p
M−−→ R∗
F
−−→ U∗. (3)
As discussed before, post hoc filtering poses a problem for these kinds of analyses if M is an
FDR-controlling procedure like BH (which is usually unaware of the filtering step). While this
can be considered a weakness of FDR as an error rate, an alternate perspective is that FDR
procedures give guarantees for the rejection set R∗, which in the context of filtering is not the
final reported result. Instead, the final reported result is the vector U∗ ∈ [0, 1]m obtained as
the result of filtering. Since this is the lens through which researchers have decided to look at
discoveries, it is appropriate to evaluate the global error with respect to U∗:
Definition 2.2 (Generalized FDP). The generalized FDP corresponding to a prioritization
vector U ∈ [0, 1]m is
FDP(U) ≡
∑m
j=1 Uj1(j ∈ H0)∑m
j=1 Uj
. (4)
The sum in the denominator
∑m
j=1 Uj represents the total number of discoveries slated for
further investigation, or total amount of resources devoted to follow-up, or the total number
of distinct scientific findings that will be discussed in the paper summarizing results. The
generalized FDP is then the fraction of this total devoted to null hypotheses.
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A prioritization vector U∗ need not be obtained from the data via the composition of a
filter with the output of a multiple testing procedure, as in (3). A prioritization vector is just
a way of evaluating the replicability of a set of potential discoveries, and the generalized FDP
is a way of measuring the proportion of trust placed in null hypotheses. However, our present
focus is on the Type I error, based on the generalized FDP, of multiple testing procedures
followed by a post hoc filtering step. For any multiple testing procedure M and filter F, we
may define the False Filtered Discovery Rate:
Definition 2.3 (False Filtered Discovery Rate). Suppose we have a multiple testing pro-
cedure M mapping a vector of p-values p to a rejection set R∗ = RM(p), and a filter F. In
combination, M and F define a prioritization vector
U∗ ≡ F(RM(p),p).
We define the False Filtered Discovery Rate of this procedure as the expected value of the
relevant generalized FDP:
FDRF ≡ E[FDP(U∗)]. (5)
FDRF generalizes several existing notions of FDR. For the trivial filter, (5) simply defines
the usual FDR; for the outer nodes filter, (5) coincides with the outer node FDR of [15]; for
the fixed weights filter, (5) reduces to the weighted FDR defined in [19].
With these definitions in place, we can state our inferential goal. Given a target level q
and a filter F, we seek multiple testing procedures M for which FDRF is controlled at level q:
FDRF ≤ q. (6)
Note that there are a few simple cases of filters for which no new methodology is necessary to
achieve this goal. For screening filters based on a subset S0 independent from p, there is no
selection bias and therefore we may apply any FDR procedure directly on S0. Furthermore, the
case of general screening rules is considered in [13]. If F is a fixed weights filter, the procedure
described in [19] will control the FDRF.
Focused BH extends beyond this existing work in that it can be applied for any filter—
including those that cannot be cast as screening filters (like the outer nodes filter)—and controls
FDRF under a broad range of assumptions. We present this procedure next.
3 Focused BH
3.1 Methodology
We first motivate the methodology for the case of subsetting filters F. We consider a collection
of rejection sets corresponding to p-value thresholds t ∈ [0, 1]:
R(t,p) = {j : pj ≤ t}. (7)
The primary object of interest is the filtered rejection set:
U(t,p) ≡ {i : [F(R(t,p),p)]i > 0} ⊆ H.
For a given t, note that U(t,p) ⊆ R(t,p), so |U(t,p)∩H0| ≤ |R(t,p)∩H0|. This suggests the
following estimate of V (t) = |U(t,p) ∩H0|:
E [|U(t,p) ∩H0|] ≤ E [|R(t,p) ∩H0|] = m0t ≤ mt ≡ V̂ (t), (8)
7
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where m0 = |H0|. Note that the equality holds under the assumption of uniform null p-values,
and becomes an inequality for superuniform null p-values. This leads to the estimate
F̂DP(t) ≡ m · t|U(t,p)| . (9)
We then choose the maximum threshold for which the estimate of FDP is below the target
level q:
t∗ ≡ max{t ∈ {0, p1, . . . , pm} : F̂DP(t) ≤ q}. (10)
The outcome of the procedure is then the set U∗ = U(t∗,p) identified by F(R(t∗,p),p). Note
that the set in (10) is always nonempty because F̂DP(0) = 0.
Now, to extend this procedure to arbitrary (non-subsetting) filters, we simply replace the
denominator of (9) with the total weighted number of discoveries post-filtering:
‖U(t,p)‖ ≡
m∑
j=1
Uj(t,p). (11)
This leads to Procedure 1, which applies for any filter F.
Procedure 1: Focused BH
Data: p-values p1, . . . , pm, filter F
1 for t ∈ {0, p1, . . . , pm} do
2 Compute F̂DP(t) =
m · t
‖F({j : pj ≤ t},p)‖ ;
3 end
4 Compute t∗ ≡ max{t ∈ {0, p1, . . . , pm} : F̂DP(t) ≤ q};
Result: Prioritization vector U∗ = F({j : pj ≤ t∗},p).
This procedure is similar to the empirical Bayes formulation of BH proposed by Storey et
al. [20], and in fact reduces to it when F is trivial. The name Focused BH reflects the fact
that Procedure 1 is a generalization of BH and provides guarantees on the set of discoveries
scientists decide to focus upon.
3.2 Variants of Focused BH
Variants of the BH procedure exist to (1) make it adaptive to the null proportion (see e.g.
[21]) and to (2) control FDR under arbitrary dependence [22]. Similarly, we may define such
variants of the Focused BH procedure as well.
Focused Storey BH. The last inequality in (8) may be loose if m0  m. The power of
Focused BH may thus be improved by estimating m0 adaptively. Following [21, 20] a family
of estimators of m0 can be defined as:
m̂λ0 ≡ m̂λ0(p) ≡
1 + |{j : pj > λ}|
1− λ ; λ ∈ (0, 1).
For a given λ ∈ (0, 1), we may replace (9) with
F̂DP
Storey
(t) ≡ m̂
λ
0 · t
‖F(R(t,p),p)‖ .
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Like the Storey-BH method [20], we require that t∗ ≤ λ. Therefore, we define this threshold
as
t∗ ≡ max{t ∈ {0, p1, . . . , pm} ∩ [0, λ] : F̂DP
Storey
(t) ≤ q}. (12)
FDR control for the Storey-BH procedure (without filtering) is known only under inde-
pendence [20]. Under dependence, it is known that the estimate m̂λ0 may become unstable
(especially for the default value λ = 0.5), leading to a loss of FDR control [23, 24]. However,
[24] suggest that λ = q leads to a more stable null proportion estimate and demonstrate em-
pirically that FDR control is restored. This suggests that λ = q might also be a good choice
in the context of FDRF control under dependence. Our numerical experiments show that this
choice for Focused Storey BH empirically controls the FDRF under dependence as well.
Focused Reshaped BH. BH is known to control the FDR under independence and pos-
itive dependence, but for a theoretical guarantee of FDR control under arbitrary dependence,
an extra correction is required [22]. This kind of correction can be formulated generally via a
reshaping function [25, 26].
Definition 3.1. β : R+ → R+ is a reshaping function if there exists a probability measure ν
on R+ such that
β(u) =
∫ u
0
xdν(x).
Since β(u) ≤ u, the idea is to use β to undercount the number of discoveries in the denominator
of F̂DP in order to make the procedure more conservative. This protects against adversarial
dependency structures. For example, the measure ν placing masses in proportion to 1j on each
j leads to β(j) = j∑m
i=1
1
i
. This reshaping function reduces to the Benjamini and Yekutieli’s
correction [22]. Many other reshaping functions are possible; see [26] for a discussion. We can
extend these ideas to Focused BH as well: For any reshaping function β, Focused Reshaped
BH is defined via
F̂DP
β
(t) ≡ m · t
β(‖F(R(t,p),p)‖) ,
keeping the other components of Focused BH the same. As with other procedures involving
reshaping, Focused Reshaped BH might be very conservative. If p-value dependency is a major
concern, a simpler solution might be to apply a Family Wise Error Rate (FWER) correction
instead, after which arbitrary filtering may be done. Note that Focused Reshaped BH might
or might not be more powerful than the FWER approach; e.g. see [22] for a discussion of the
power of their reshaped BH method.
We now explore under which conditions on p-values and filters Focused BH controls the
target error rate.
3.3 Theoretical guarantees
Assumptions on filters. With U(R,p) we indicate the set of hypotheses with non-zero
prioritization score F(R,p) and pG (p−G) identifies the vector of p-values restricted to G ⊆ [m]
(Gc). We consider the following four assumptions on the filter F.
1. (Monotonic) F is monotonic if for any p1 ≤ p2 (component-wise) and R1 ⊇ R2, we have∥∥F(R1,p1)∥∥ ≥ ∥∥F(R2,p2)∥∥.
9
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2. (Simple) F is a simple filter if it satisfies the following property. Fix j and let p1 and p2
be two vectors of p-values differing only in coordinate j and such that there exist sets
R10 and R20 for which j ∈ U(R`0,p`) for ` = 1, 2. For any j and any such p1 and p2 we
have
∥∥F(R,p1)∥∥ = ∥∥F(R,p2)∥∥ for all R 3 j.
3. (Block simple) Consider a collection I of subsets Ij ⊆ [m], j = 1, . . . ,m, such that j ∈ Ij
(we can think of these as inducing a partition of [m], though this need not be the case).
F is a block simple filter with respect to I if it satisfies the following property. Fix j and
let p1 and p2 be two vectors of p-values such that p1−Ij = p
2
−Ij and there exist sets R10
and R20 for which j ∈ U(R`0,p`) for ` = 1, 2. Then, for any j and any such p1 and p2
we have
∥∥F(R1,p1)∥∥ = ∥∥F(R2,p2)∥∥ for every R1 and R2 such that j ∈ R1 ∩ R2 and
R1 \ Ij = R2 \ Ij .
4. (Arbitrary) F can be arbitrary.
Assumptions on p-values. We assume across all our theoretical results that the null
p-values are superuniform, i.e.
P [pj ≤ t] ≤ t for all t ∈ [0, 1] and j ∈ H0. (13)
As for their dependency structure, we consider four sets of assumptions, corresponding to the
assumptions on filters:
1. (Positive dependence) p are PRDS, a form of positive dependence considered by [22];
2. (Independence) Suppose that pj ⊥ p−j for each j ∈ H0;
3. (Block independence) Suppose for each j there is a set Ij ⊆ [m] with j ∈ Ij , so that
pj ⊥ p−Ij ;
4. (Arbitrary dependence) p can have arbitrary joint distribution as long as the null p-values
are marginally superuniform.
FDR control for Focused BH and its variants. Now, we are ready to state our main
theoretical result, whose proof we defer to the appendix.
Theorem 3.2. Suppose pj is superuniform for each j ∈ H0 (i.e. (13) holds). Then, we have
the following four FDR control results:
(i) If the p-values are positively dependent and the filter is monotonic, then Focused BH
controls the FDRF at level q.
(ii) If the p-values are independent and the filter is simple, then Focused BH and Focused
Storey BH both control the FDRF at level q.
(iii) If the p-values are block independent and the filter is block simple (both with respect to
the same set collection I), then Focused BH controls the FDRF at level q.
(iv) Under arbitrary p-value dependencies and filters, Focused Reshaped BH controls the FDRF
at level q.
This result gives us a broad set of conditions under which Focused BH and its variants control
the FDRF . The statement and proof of Theorem 3.2 rely on leave-one-out and monotonicity
arguments, drawing on previous works including [18, 13, 26]. Table 1 summarizes this theorem.
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Filter p-values Method
Monotonic Positively dependent Focused BH
Simple Independent Focused BH and Focused Storey BH
Block simple Block independent Focused BH
Arbitrary Arbitrary Reshaped Focused BH
Table 1: Sets of conditions under which Focused BH and its variants control the
FDRF. See Theorem 3.2.
Remark 3.3. The monotonicity assumption in part (i) simply states that enlarging the re-
jection set R while decreasing some entries in p can only increase the (weighted) number of
rejections. Note that for fixed filters F(R,p) = F0(R), the monotonicity assumption reduces
to
R1 ⊇ R2 ⇒ ‖F0(R1)‖ ≥ ‖F0(R2)‖ . (14)
We note that the positive dependence assumption in part (i) can be slightly looser than
PRDS. Instead of assuming p is PRDS, we can instead assume that there exists a set of PRDS
“base p-values” p′1, . . . , p′m′ and (potentially overlapping) groups G1, . . . ,Gm ⊆ [m′] such that
the p-values pj input to the testing procedure can be obtained by the Simes’ combination rule
[27] on the base p-values for appropriate groups: pj = Simes(p
′
Gj ). This is a less stringent
requirement than assuming p are PRDS, since the latter implies the former by taking p′ = p
and Gj = {j} for each j. Our proof can be easily modified to accommodate this more general
statement, using [26, Lemma 3 part (b)]. This allows us to conclude that Focused BH then
controls FDRF if each hypothesis in H is the intersection of a subset of “base-level” hypotheses
H′ and p are obtained from base-level p-values p′ via the Simes combination test.
Remark 3.4. The definition of simpleness was originally proposed by Benjamini and Bogo-
molov [18] in the context of testing multiple families of hypotheses, which reduces to the more
standard multiple testing problem we consider by defining each hypothesis to be its own family.
For Benjamini and Bogomolov, simpleness is defined as the property of an entire procedure.
When each hypothesis is defined as a family, a procedure is simple according to Benjamini
and Bogomolov if modifying one p-value (while keeping the others fixed) as long as it remains
in the rejection set does not affect the number of rejections. Here, we define simpleness as a
criterion on the filter, making it easier to check for any given filter. The connection is that
Focused BH is simple (using the definition of [18]) when the filter is simple. In fact, this is
what we prove the first part of the proof of Theorem 3.2 item (ii).
It is relevant to note that a large class of filters is simple. In particular, consider any filter
of the form
F(R,p) = F0(R∩ S(p)), (15)
where F0 is an arbitrary fixed filter and S is a stable screening function [28]. A screening
function is stable if the set of screened hypotheses S(p) does not change if for any j we fix p−j
and vary pj as long as j ∈ S(p). We claim any such filter is simple. Indeed, suppose p1,p2
differ only in coordinate j and there are sets R10 and R20 such that j ∈ U(R`0,p`) for ` = 1, 2.
This implies that j ∈ S(p`) for ` = 1, 2, which implies that S(p1) = S(p2) since S is stable.
Therefore, for any R,∥∥F(R,p1)∥∥ = ∥∥F0(R∩ S(p1))∥∥ = ∥∥F0(R∩ S(p2))∥∥ = ∥∥F(R,p2)∥∥ .
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Thus, F is simple. Note that filters of the form (15) encompass both arbitrary fixed filters
(by letting S be trivial) and stable screening filters (by letting F0 be trivial). Therefore, by
making a strong independence assumption on p, we get a fairly large class of filters for which
Focused BH and its adaptive counterpart control the FDRF.
Remark 3.5. Moving on to part (iii), note that any block simple filter is also simple.
Therefore, in part (iii) of the theorem we make a stronger assumption on the filter than in
part (ii), which allows us to make the looser block independence assumption on the p-values
(which makes no assumptions on dependency within blocks). Also, the definition of block
simpleness reduces to the definition of simpleness for Ij = {j}. We show in Section 4.1 that a
variant of the GWAS clumping filter is block simple.
FDR control also for R∗. While we set out to control the FDR corresponding to U∗,
in some cases the above procedures also control the FDR of the intermediate rejection set
R∗. This can be important in applications where the rejection set is inspected both before
and after filtering. To formulate the conditions under which this holds, we need to make two
additional definitions:
A filter is strongly simple if for any fixed R, ‖F(R,p)‖ is constant across all p.
A filter is strongly block simple with respect to the collection I of subsets of [m] with
Ij 3 j if the following property is satisfied. For any j ∈ [m] and p1, p2 that have the same
coordinates in Icj (i.e. p1−Ij = p2−Ij ), we have
∥∥F(R1,p1)∥∥ = ∥∥F(R2,p2)∥∥ for any R1 and R2
such that j ∈ R1 ∩R2 and R1 \ Ij = R2 \ Ij .
For example, any fixed filter is strongly simple, and the modified clumping filter defined in
Section 4.1 is strongly block simple. It is easy to see that any strongly (block) simple filter is
also (block) simple. With this definition, we state the following result, which we prove in the
appendix:
Theorem 3.6. Suppose pj is superuniform for j ∈ H0 and either of the following conditions
holds:
(i) The p-values are positively dependent and the filter is monotonic.
(ii) The p-values are independent and the filter is strongly simple.
(iii) The p-values are block dependent and the filter is strongly block simple (both with respect
to the same sets collection I).
Then, Focused BH controls the FDR of the intermediate rejection set R∗ = R(t∗,p) at level q.
Note that the assumptions in items (ii) and (iii) are stronger than the assumptions of
items (ii) and (iii) of Theorem 3.2, respectively, so under the assumptions of Theorem 3.6 we
have FDR control both before and after filtering. This result should not be too surprising,
since as we have argued, the FDR of R∗ is generally easier to control than the FDR of U∗,
so controlling the latter will often also result in control of the former. However, this is not
necessarily true in all cases, so the above theorem gives some conditions under which one can
rely on the intermediate set R∗ in addition to its filtered counterpart to control the FDR. In
fact, for all the filters discussed in Section 4, the FDRF control guarantees come along with
the FDR guarantees for the set R∗.
12
3.4 Improving power via permutations 3 FOCUSED BH
3.4 Improving the power of Focused BH via permutations
Note that the estimate V̂ derived in (8) does not account for the filter and is in fact the same
as the BH estimate. This can make Focused BH conservative if the filter substantially reduces
the number of rejected nulls. No matter what the signal configuration, note that
t∗FBH ≤ t∗BH almost surely, (16)
since ‖F(R(t,p))‖ ≤ |R(t,p)| for each t. In other words, Focused BH is more conservative
than BH. In some situations, this extra conservativeness is necessary, while in other cases it
is not. Appendix B discusses these issues in more depth, and identifies situations where it is
most crucial to resort to a procedure like Focused BH in order to control the target error rate.
To improve the power of Focused BH, we must design an estimate of V (t) with less upward
bias. As a theoretical benchmark, we may define an oracle estimate of V (t) via
E[V (t)] = E
 m∑
j=1
Uj(t)1(j ∈ H0)
 ≡ V̂ oracle(t). (17)
By construction, V̂ oracle(t) is an unbiased estimate for V (t), and thus it accounts for the filter’s
possible reduction in the number of rejected nulls. Of course, this estimator cannot be com-
puted in practice because it requires access to the ground truth data-generating distribution.
Nevertheless, in simulations we can evaluate it by Monte Carlo and use it as a benchmark.
Note that the unbiasedness of (17) does not necessarily guarantee FDRF control, though in
our simulations this oracle procedure always controls the FDRF.
Since the oracle estimate is not usable in practice, we propose a permutation approach to
approximate this method. Suppose the p-values were obtained from a data set D, and that
there is a group of permutations acting on the data. For example, suppose that X ∈ Rn×G is a
gene expression matrix, and y ∈ {0, 1}n is a binary indicator vector of treatment versus control.
Each gene receives a p-value based on, say, a two-sample t-test comparing the expression of
this gene in cases and controls. In this setting, the data is D = (X, y) and can be permuted
by permuting the labels y: D˜b = (X, y˜b).
For certain kinds of permutations and mappings D 7→ p, the distribution of the null p-values
remains unchanged after permutation; i.e.
{pj}j∈H0 d= {p˜j}j∈H0 , (A1)
where {p˜j} are p-values derived from the permuted data set. This is Westfall and Young’s
subset pivotality property [29]. It allows us to treat {p˜j}j∈H0 like samples from the true
null distribution. See [30] for a discussion of when subset pivotality holds in gene expression
experiments of the kind outlined above.
Suppose further that the weights assigned to the null hypotheses by the filter are functions
only of {pi}i∈H0 :
Uj(t) depends only on {pi}i∈H0 for each j ∈ H0, (A2)
Now, suppose that we have B permutations of the data D˜1, . . . , D˜B, which leads to corre-
sponding filter weights U˜1(t), . . . , U˜B(t). Then, using the two assumptions above, we may
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write
E[V (t)] = E
 m∑
j=1
Uj(t)1(j ∈ H0)
 = E
 m∑
j=1
U˜j(t)1(j ∈ H0)

≤ E
 m∑
j=1
U˜j(t)

≈ 1
B
B∑
b=1
m∑
j=1
U˜ bj (t) ≡ V̂ perm(t).
(18)
Note that the second equality in the first line is due to both assumptions (A1) and (A2).
By incorporating the filter into its definition, V̂ perm(t) can be a much better estimate than
V̂ (t) = m · t. Moreover, the argument above demonstrates that V̂ perm(t) is still a conservative
estimate of V (t) as long as assumptions (A1) and (A2) are satisfied. As in the case for the
oracle procedure, the fact that V̂ perm(t) is a conservative estimate of V (t) does not imply
FDRF control (for examples of permutation based procedures that tackle FDR control see
[31], and [32, 33]). Nevertheless, we demonstrate in simulations that this permutation-based
methodology does successfully control the FDRF. If the assumptions (A1) and (A2) hold in
an application, it might be reasonable to replace Focused BH with this improvement.
Note that (A1) is an assumption on the data-generating process and the permutation
mechanism, and has been extensively studied. On the other hand, (A2) is an assumption on
the filter. For example, this assumption holds for the outer nodes filter if logical relationships
(21) between hypotheses and their descendants hold. Indeed, logical relationships in the DAG
ensure that all null nodes are below all non-null nodes, so intuitively the filter considers null
nodes before non-null nodes. Formally, to prove (A2) it suffices to observe that Ui(t) = 1 if
and only if pi ≤ t and pj > t for each i→ j. If i is null, then all the descendants of i are null
due to (21), and so the identity of Ui(t) depends only on null p-values.
We leave the investigation of the theoretical properties of the oracle and permutation
approaches for future work. In the next section, we explore the consequences of Theorem 3.2
for the applications that motivated our work.
4 Implications for motivating applications
4.1 Filtering with spatial structure
Let us recall the GWAS described in the introduction. The goal here is to identify genomic
loci where genetic variation is associated with variation in phenotypes: this is carried out
by testing the possible association between each of hundreds of thousands of genetic markers
(typically single nucleotide polymorphisms, or SNPs) and a trait of interest. Due to spatially
localized correlation patterns in the genome called linkage disequilibrium (LD), significant
SNPs often come in “clumps.” While none of these SNPs (which are genotyped for their
high variability in the population and the ease with which they are assayed) are necessarily
mechanistically related with the phenotype of interest, nearby correlated SNPs act as proxies
for an unmeasured “causal” variant. Therefore, significant SNPs are grouped into loci, i.e.
groups of nearby SNPs, to be explored in follow-up studies. Each locus is usually represented
by the SNP with the most significant p-value, called the “lead SNP.”
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To make it simpler to analyze, we consider a slight modification of the subsetting filter
coded in tools like [2]. The correlation pattern of SNPs is roughly block-diagonal, say with
blocks B1, . . . ,BK partitioning the genome. We assume that these blocks are defined prior to
testing (for example relying on information on linkage disequilibrium available from external
sources, or clustering SNPs in the dataset without regard of the outcome value). The GWAS
clumping filter gives non-zero weight to the set of hypotheses
U(R,p) = {j ∈ R : pj ≤ pj′ for all j′ ∈ Bk(j)},
where k(j) ∈ [K] is the block containing SNP j. Therefore, this filter keeps the top SNP in
each block. Note that for sets R = R(t,p), the modified clumping filter is equivalent to the
screening filter with
S(p) = {j ∈ [m] : pj ≤ pj′ for all j′ ∈ Bk(j)}. (19)
It follows that Focused BH with the modified clumping filter is equivalent to Focused BH with
the screening filter based on (19).
The GWAS clumping filter is monotonic. To see this, note that
‖F(R,p)‖ =
K∑
k=1
1(Bk ∩R 6= ∅), (20)
i.e. the number of lead SNPs is equal to the number of blocks intersecting the rejection set
R. From this representation, monotonicity is easy to verify. Therefore, assuming positive
dependence of the p-values, Theorem 3.2 part (i) assures us that Focused BH controls FDRF
in this context. As discussed by [13] (whose result we generalize) the PRDS assumption is
difficult to check in practice but it can be expected to hold at least approximately given the
positive correlation structure in the genome.
Furthermore, the GWAS clumping filter is also block simple with respect to Ij = Bk(j),
which can also be easily seen from (20). Therefore, by Theorem 3.2 part (iii), Focused BH
with the modified clumping filter will control the FDR as long as each SNP is independent of
SNPs outside its block. This is not an unreasonable assumption in the GWAS context. This
result can accommodate arbitrarily complicated correlation patterns of SNPs within blocks,
since the block-simple condition makes no assumption on these correlations.
4.2 Filtering with tree structure
We consider cases where each leaf node represents a basic hypothesis, while each internal node
is the intersection of its leaf descendants. In this scenario, edges encode logical relationships:
Hi ∈ H0 ⇒ Hj ∈ H0 if i→ j, (21)
and the outer node filter provides an exhaustive summary of the discoveries. The outer nodes
filter is simple because it is a fixed filter. More importantly, the outer nodes filter is monotonic
on trees. To see this, it suffices to check (14). To this end, suppose R1 ⊃ R2. Suppose first
that R1 is obtained from R2 by adding one node j. If j is not an outer node of R1, then each of
the outer nodes of R2 are still outer nodes of R1, in which case ∥∥FO(R1)∥∥ = ∥∥FO(R2)∥∥. If j is
an outer node of R1, then it can have at most 1 ancestor that is an outer node of R2, since the
graph is a tree. Hence, in this case either
∥∥FO(R1)∥∥ = ∥∥FO(R2)∥∥ or ∥∥FO(R1)∥∥ = ∥∥FO(R2)∥∥+1.
Having addressed the case |R1| = |R2|+ 1, the general case follows by induction.
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Since the outer nodes filter is monotonic, Theorem 3.2 part (i) implies that Focused BH
controls what Yekutieli [15] called outer node FDR on trees, as long as the p-values are
PRDS. In fact, if the p-values of just the leaf hypotheses are PRDS and the internal node p-
values are defined using Simes’ combination rule on the corresponding leaves, we still get outer
node FDR control. The only existing procedure targeting the outer nodes FDR is Yekutieli’s
procedure (though other procedures exist targeting more stringent error rates like FWER),
which guarantees outer node FDR control for trees only under independence. We believe
Focused BH to be more broadly applicable because we have shown it to control the FDRF
under positive dependence, and we also find that Focused BH has higher power in simulations
(see Section 5).
4.3 Filtering with DAG structure
Yekutieli [15] considered the problem of FDR control on trees, both across the entire tree and
for its outer nodes. Other methods [34, 35, 36, 37, 38] have been developed to control the FDR
on trees and DAGs subject to hierarchical constraints. However, these methods only control
the FDR across the entire graph and do not consider any filtering operations.
In another line of work, a family of methods [39, 40, 41, 42, 43, 44] have been developed
to control the FWER on trees and DAGs subject to hierarchy constraints. For example, the
Structured Holm method [43] controls the FWER on arbitrary DAGs. It assumes the graph
structure encodes logical relationships among nodes and exploits these to boost power. Since
FDRF = E [FDP(U∗)] ≤ P [|R∗ ∩H0| > 0] = FWER
for any filter F, Structured Holm and other FWER-controlling methods automatically control
the FDRF. However, the FWER is a more stringent criterion and thus these methods may be
less powerful (see Section 5).
Theorem 3.2 part (ii) implies that if the p-values across the DAG are independent, then
FDRF control will hold for any simple filter (including any fixed filter). This includes the
outer nodes filter since it is fixed. The independence assumption might be appropriate for
some contexts, as, for example, online settings, where children hypotheses are tested using
different data than that used for parent nodes. However, this assumption is inadequate in
many other situations, such as multiple testing on GO.
The most relevant theoretical result for DAGs is thus Theorem 3.2 part (i). Unfortunately,
the outer nodes filter is not monotonic on general DAGs; i.e. it does not satisfy (14). To
see why, consider the simplest non-tree DAG consisting of two parent nodes (labeled 1 and 2)
sharing a child (labeled 3). Then, the rejection set {1, 2} has two outer nodes, whereas the
rejection set {1, 2, 3} only has one. Hence, increasing the rejection set decreases the number of
filtered discoveries. This lack of monotonicity—which limits the applicability of our results—
however, may be considered a weakness of the outer nodes filter itself. Indeed, it is not clear
that outer nodes represent the most meaningful summary of discoveries in this context. Let
us go back to the simple DAG from before. On the one hand, if the two parent nodes together
contain more information than the child node alone, filtering down the rejection set {1, 2, 3} to
the child outer node may result in information loss. On the other hand, if the two parents {1, 2}
are truly redundant with respect to their child {3}, rejecting the two hypotheses corresponding
to the parents should not be considered as making two distinct discoveries.
Next we illustrate—focusing on the GO—how to design a filter that can be meaningfully
applied to a specific DAG.
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The soft outer nodes filter for the GO. The GO is an organized vocabulary describ-
ing biological processes, cellular components or molecular functions and it is structured as a
directed acyclic graph where each term (node) has defined relationships to one or more other
terms. Each node in the GO DAG is annotated with a list of genes that have been associated
to the corresponding biological term, respecting an inclusion partial order, so that if a term j
is a descendant of term i, the set of genes associated with term j will be a subset of the gene
set for term i. Biological experiments typically result in measurements at the level of genes:
interpreting these results in the light of the GO DAG serves the purpose of identifying which
biological processes, cellular components or molecular functions are involved in the studied
disease, developmental stage, shock response etc. This is done by testing as many hypotheses
as the nodes in the GO DAG.
A precise review of the possible formulations of null hypotheses and corresponding testing
strategies for gene enrichment with the GO can be found in [45]. Here we limit ourselves to note
that there are two common null hypotheses considered when querying the data with respect
to the group of genes G that are associated to each node in the GO: the self-contained and
competitive null hypotheses. In the words of [45]–who introduced this terminology–the self-
contained null states that “no genes in G are differentially expressed,” while the competitive
null affirms that “the genes in G are at most as often differentially expressed as the genes in
Gc.” An important difference between these two hypotheses is that the self-contained imply
logical relationships between parent and child nodes as in (21), while the competitive do not.
When testing the latter, therefore, reducing the rejection set to only the subset of its outer
nodes [43] does not provide a complete description of the results.
Another characteristic of the GO DAG that is worth remarking upon is that the graph
structure reflects the variable amount of studies devoted to different biological concepts as
well as the relationships between these. If a process has been studied in detail, it will be
described by a larger number of nodes, at variable depth, the semantic difference between
which can be much smaller than the difference between two nodes separated by only one edge
in another portion of the GO DAG, related to a biological process on which only coarser
information is available. As remarked in [46], to appropriately interpret the information in the
GO, then, one cannot simply look at the graph structure (or “edge information”), but needs
to take explicitly into consideration the set of genes with which each node is annotated (“node
information”). This plays a role in deciding what may be an appropriate strategy to reduce
redundancy in the rejection set.
In practice, multiple software packages are available to filter gene enrichment discoveries.
The analysis of their algorithms is complicated and notably there is no wide-spread agreement
on what constitutes an ideal summary. REVIGO [6] is similar to the clumping filter in that it
first groups GO terms based on similarity according to some metric. Then, it uses a combina-
tion of the p-value information and the graph structure to choose a representative from each
group. While REVIGO has a preference for more general terms (during the representative-
choosing step), other methods like GO Trimming [7] have a preference for more specific GO
terms.
To reduce redundancy among gene enrichment discoveries in a manner that both captures
all information and lends itself to FDRF guarantees, we propose the soft outer nodes filter.
While the (hard) outer nodes filter requires only the graph structure, its soft counterpart will
require a way of measuring overlap between different nodes in order to quantify redundancy.
Suppose each node is labeled with a set of base-level hypotheses, which in the GO example
correspond to genes. Thus, let g = 1, . . . , G index genes, let Gj ⊆ [G] be the set of genes in
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node j, and let R be a candidate rejection set.
First, we give each node an a priori weight
uj = − log
( |Gj |
G
)
. (22)
This quantity is the information content (IC) of a node (see e.g. [46]), and is larger for smaller
and thus more informative nodes. These IC weights establish a baseline for how important
the discovery of a given node is. Each node then receives a weight
Uj = γj · uj , (23)
where γj ∈ [0, 1] quantifies the fraction of a node’s information that is “novel” with respect
to other discovered nodes. The idea is to evaluate distinct discoveries using the genes they
implicate: we give a discovered node j ∈ R credit for the discovery of a gene g ∈ Gj if it is the
smallest among the discovered nodes containing g. Define
Sg = min{|Gj | : j ∈ R, g ∈ Gj}, (24)
to be the minimum size of a discovered node containing gene g, and define
Rg = {j ∈ R : g ∈ Gj , |Gj | = Sg},
the set of nodes achieving this minimum size. By convention, set Sg = ∞ and Rg = ∅ if no
nodes containing gene g were discovered. Note that the set Rg might have more than one
node, indicating that there may be multiple nodes of the same size that all can claim credit
for the discovery of gene g. In this case, the credit is split equally among these nodes, each
getting 1|Rg | . Putting these pieces together, the fraction of novel information contributed by
node j is
γj ≡
∑
g∈Gj
1
|Rg |1(j ∈ Rg)
|Gj | ; (25)
i.e. the total credit the node received from all its genes, divided by the total number of
genes in the node (see Supplementary Figure 1). Finally, putting together (22) and (25), the
prioritization scores induced by soft outer nodes are:
Uj ≡ − log
( |Gj |
G
)
·
∑
g∈Gj
1
|Rg |1(j ∈ Rg)
|Gj | .
It turns out the soft outer nodes filter is monotonic on arbitrary DAGs. Indeed, to verify
this, note that
‖F0(R)‖ =
m∑
j=1
Uj =
m∑
j=1
∑
g∈Gj
1
|Rg |1(j ∈ Rg)
|Gj | uj
=
G∑
g=1
∑
j∈Rg
uj
|Rg||Gj | =
G∑
g=1
∑
j∈Rg
− log
(
Sg
G
)
|Rg|Sg =
G∑
g=1
− log
(
Sg
G
)
Sg
.
Clearly, from (24), Sg can only decrease as R increases, so ‖F0(R)‖ increases as R increases,
which proves (14). Intuitively, the reason for the monotonicity is that increasing the rejection
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set R can only decrease the size of the node(s) taking credit for a given gene g, so the total
weight accounted for by this gene will increase.
Hence, if the GO term p-values are PRDS (or if we have PRDS p-values for genes that
define GO term p-values via the Simes combination rule), Theorem 3.2 part (i) (see Remark
3.3) implies that Focused BH controls FDR on arbitrary DAGs with the soft outer nodes
filter. Soft outer nodes are a meaningful summary for DAGs as GO where, in addition to edge
information, it is important to consider node measures, in the form of associated genes. Finally,
we note that the prioritization defined by soft outer nodes is a first example of Uj ∈ [0, 1],
where the fractional value is not dictated by weights uj set a priori, but is data dependent.
5 Numerical simulations and data analysis
We now turn to an empirical evaluation of the properties of Focused BH, exploring the power
and the robustness of the method. To do so, we consider three different scenarios for data
generation inspired by the motivating applications, and we put the performance of Focused
BH in context of a few alternative procedures.
5.1 Evaluating power in the context of filtering
In this manuscript we focus on achieving control of the FDRF, rather than on developing
different procedures that attain this goal while maximizing power, which might be measured
in multiple ways. In order to understand the properties of Focused BH procedure, however,
it is necessary to evaluate its ability of making discoveries. For this we rely on two rather
naturally defined power functions: one induced by the filter F of interest and one induced by
the trivial filter.
Given a filter, one natural means of defining power is as the ratio of the sum of prioritization
scores for the true discoveries divided by the maximum possible value of this sum. We can
define the latter quantity via
Tmax ≡ maxR,p
∑
j∈H1
Uj
 ; U = F(R,p), (26)
i.e. the maximum number of correct rejections that can be made across all sets of p-values
and all rejection sets R. Then, we can define power via
pi(U) = E
[∑
j∈H1 Uj
Tmax
]
.
This definition is simple in the sense that it uses the same discoveries and the same prioriti-
zation as the definition of FDR: the values Uj quantify the “importance” of each discovery,
which might be used as a proxy for both the cost of a false positive and the benefit of a true
positive.
In the following, we will compare procedures in terms of their FDR and power with respect
to the trivial filter and the filter of interest, yielding what we call pre-filtering and post-
filtering prioritization scores. Every discovery has a pre-filtering prioritization score of U∗j = 1,
while the values of post-filtering prioriziation scores U∗j depend on the specific filter chosen.
As shown in Theorem 3.6, in many cases Focused BH controls FDR pre-filtering as well.
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Existing multiplicity adjustment procedures included in our comparisons identify a pre-filtering
discovery set R∗ (where all discoveries have prioritization score 1), to which we apply filtering
rules to obtain the post-filtering prioritization scores U∗ = F(R∗,p). Focused BH, instead,
directly identifies post-filtering prioritization scores U∗ = F(R(t∗,p),p); the pre-filtering set
of discoveries associated to this procedure will be R(t∗,p) = {j : pj ≤ t∗}, with each discovery
in R(t∗,p) receiving a prioritization score of 1.
5.2 Simulation: outer nodes filtering on a tree
As example of hypotheses on a tree we consider a cartoon model for a microbiome study.
Data generating mechanism. The hypotheses we analyze correspond to the nodes of
a (synthetically generated) tree depicted in Figure 2. There are a total of m = 46 nodes,
describing hypotheses relative to S = 24 species, for which we simulate bacterial abundance
values. Each leaf node corresponds to the hypothesis that one specific bacterial species is not
differentially abundant between cases and controls, and each parent node is the intersection
hypothesis of the leaf nodes below it. We chose four non-null species by choosing four of the
leaf nodes at random (depicted as square nodes in Figure 2). The derived 16 non-null nodes
(those that refer to a group of species among which at least one is non-null) are shaded in
Figure 2.
We simulated a normalized bacterial abundance matrix X ∈ Rn×S , where n = 200 is the
number of subjects, of which 100 are controls and 100 are cases. The abundances are drawn
independently from
Xis ∼ N(µis, 1),
where
µis =
{
A if i is a case subject and species s is non-null;
0 otherwise.
Here, A parameterizes the signal amplitude. The p-values pspeciess were defined for every species
(leaf) s via the two-sample t-test. Then, p-values pj for each node j were defined via the Simes
test of the global null corresponding to the species in that node. As discussed in Section 3.3,
an extension of Theorem 3.2 part (i) guarantees that Focused BH controls the FDRF in this
context. Note that this data-generating mechanism is a “toy model” for proof-of-purpose and
is not intended to accurately model microbiome data.
Methods compared. All multiplicity adjustment procedures were run with a target q =
0.1, and the filter of interest is the outer nodes filter. We consider three classes of procedures,
targeting different error rates:
Pre-filter FDR at level q
BH BH
Storey-BH Storey-BH with λ = q (according to the suggestion in [24])
FWER at level q
Structured Holm [43]
FDRF at level q
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Figure 2: Tree and DAG structures used for simulations. Left panel: a tree with 24
leaves. Nodes shaded in black are non-null; square nodes indicate non-null leaves.
Right panel: a sub-DAG of GO rooted at term “cell cycle process.” Nodes shaded
in black are non-null; square nodes indicate the terms whose entire annotation
gene set was selected to be non-null.
Yekutieli Yekutieli’s hierarchical testing procedure [15] for trees, using the nominal
level q2L , where L is the depth of the tree (for outer nodes FDR control with in-
dependent p-values, the correction q2δ∗L is needed, where δ
∗ is a constant bounded
above by 1.44 but [15] states that δ∗ is “often near 1.”)
Focused BH in four “flavors”: original, Storey (with λ = q), oracle and permutation
(recall Sections 3.1, 3.2, and 3.4).
Results. We compare the performance of these methods in terms of their FDR and power
with respect to pre- and post-filtering prioritization scores: Figure 3 reports these average
values across 500 independent replicates. We observe that, as expected, the two methods that
target pre-filter FDR, lose FDR control post-filtering. All the variants of Focused BH appear
to control the FDRF, without a substantial loss of power with respect to methods targeting
pre-filter FDR, with Focused BH (permutation) being the most powerful. The implemented
variant of the Yekutieli’s method also controls FDRF, but it is conservative, even more so
than Structured Holm. It is interesting to note how this last procedure has power comparable
to Focused BH pre-filtering, but becomes substantially less powerful post-filtering. This is
consistent with the fact that Structured Holm, while controlling the stringent FWER, augments
the discovery set taking advantage of logical relations between the hypotheses; when focusing
on outer nodes, however, these logically implied rejections become irrelevant, and the more
conservative nature of the procedure becomes apparent.
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Figure 3: Pre- and Post-filtering FDR and power for the eight methods compared
on the tree of hypotheses in Figure 2 when refining findings with an outer node
filter. Values are averages of 500 replicates, with the bars in the FDR panels
corresponding to one standard error.
5.3 Simulation: soft outer nodes filtering on a DAG
Here we simulate a GO enrichment analysis based on a differential gene expression experiment.
Data generating mechanism. We work with a set-up that corresponds to the one used
in the previous section, with the exception that hypotheses correspond to nodes not of a tree,
but of a DAG. In fact, we use a subgraph of GO, rooted at the term “cell cycle process” (see
Figure 2): there are n = 170 nodes annotated with a total of G = 728 genes, which play
the same role that species did in the previous section. To simulate a biologically plausible
signal, we chose three specific terms (indicated with square nodes in Figure 2) and set all
genes belonging to these terms (12 in total) to be non-null. Corresponding to the previous
section, the null hypothesis associated to each node is that none of the genes in its annotation
is non-null (what [45] call “self-contained” hypotheses): there are a total of 32 non-null nodes,
and a maximum of Tmax ≈ 10.3 soft outer nodes to be discovered (recall (26)). Data for each
replicate is generated as described above.
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Methods compared. The methods we consider are the same as before, with the omission
of Yekutieli’s as it does not apply to DAGs. Again, all methods are run with a target q = 0.1.
As a means to focus on distinct discoveries we now use the soft outer node filter.
Results. Figure 4 shows the results. The behavior of the procedures is similar to that
observed in the previous section, with the qualification that the soft outer nodes filter has
lower preference for nulls (see Supplementary Figure 2), so that there is a less pronounced
difference between pre- and post-filtering FDR and power.
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Figure 4: Pre- and Post-filtering FDR and power for the seven methods compared
on the DAG of hypotheses in Figure 2 when refining findings with a soft outer
node filter. Values are averages of 500 replicates, with the bars in the FDR panels
corresponding to one standard error.
5.4 Simulation: clump filtering for GWAS
As a third example, we simulate data of the type that would be encountered in a GWAS for
a quantitative trait and use the clumping filter to reduce redundancy occurring due to linkage
disequilibrium (i.e. correlation of nearby SNPs).
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Data generating mechanism We generate synthetic genotype data X ∈ {0, 1, 2}n×m for
n = 500 individuals and m = 3000 SNPs, following a haplotype block model. The individual
genotypes (rows of X) are drawn i.i.d. from a genotype distribution, modeled as the sum of
two independent haplotypes (i.e. vectors in {0, 1}m). Each haplotype, in turn, is drawn from
a Markov chain on {0, 1}. This Markov chain is constructed so that SNPs come in correlated
blocks of size 30, these blocks being independent of each other. The distribution of each block is
a stationary Markov chain, with marginal distributions P [Xij = 1] = 0.1 (i.e. the minor allele
frequency of each SNP is 0.1) and transition matrix such that P [Xi,j+1 = 1|Xi,j = 1] = 0.95.
This choice models strong linkage disequilibrium within each block.
Once the genotype matrix is created, the phenotype is generated using the linear model
y = Xβ + ;  ∼ N(0, I).
For each parameter setting, we generate the genotype matrix X once and repeatedly generate
y from the above distribution of y|X. The values of βj are chosen to represent a set of 10
“causal SNPs” S ⊆ [m] spaced equally along the “genome:”
βj =
{
A if j ∈ S;
0 otherwise.
Given a genotype matrix X and a phenotype matrix y, we obtain p-values for each SNP
using the marginal testing approach that is standard in GWAS. That is, for each j we consider
the (misspecified) linear model
y = b0 + bjXj + η, η ∼ N(0, σ2)
and use the usual two-sided t-test for the hypothesis H0 : bj = 0. Here, Xj is the column of X
corresponding to SNP j. The null hypothesis tested by this approach is that of no association
between SNP j and the phenotype. Taking into account the linkage disequilibrium between
SNPs and the phenotype generating process, the collection of non-null SNPs H1 contains all
the SNPs j that are in the same LD group (block) as a causal SNP.
Methods compared. We consider the same procedures as before, excluding the graph-
based ones (Yekutieli and Structured Holm), and the adaptive variants as we are in a regime
where the proportion of non-nulls is low, making these adaptive approaches not appreciably
different from their non-adaptive counterparts. To summarize the findings, we use the modified
clumping filter discussed in Section 4.1, which identifies the “lead SNP” for each locus, by
keeping only the most significant SNP from each LD block. Note that since the non-null
identities of all members in each LD block are the same, it really doesn’t matter which SNP
we choose: we can also think of this filter as taking a set of significant SNPs and returning a
set of significant “loci.”
Results. Figure 5 shows the power and FDR of the methods considered. It is clear that
BH loses FDR control post-filtering quite dramatically. All of the variants of Focused BH
control the FDR in this case. We note that with this clumping all methods have higher power
post filter: this is not surprising as it is easier to detect that at least one SNP in a block is
associated with the phenotype rather than all the SNPs in a block are. Among the methods
controlling FDR post-filtering, the oracle and permutation versions of Focused BH have the
highest power, followed by the original version.
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Figure 6 shows the results of one run of this simulation (with A = 0.45). It is clear how
linkage disequilibrium translates into multiple adjacent SNPs to have significant p-values. The
BH method, ignoring this, sets the p-value threshold too optimistically, incurring many false
discoveries. Focused BH corrects for the filter, but in this case is somewhat conservative. The
permutation procedure provides the best trade-off: making few false discoveries while achieving
higher power.
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Figure 5: Pre- and post-filtering FDR and power for the methods compared on the
GWAS simulation using the clumping filter. The target FDR for each procedure
is 0.1; reported are the averages of 500 replications.
Supplemental Figure 2 displays the observed propensity of the filters to retain nulls in the
three preceding simulations, illustrating further the need of adopting a procedure as Focused
BH. In Section B.3 and Supplemental Figure 3 we illustrate the robustness of Focused BH to
violations of the assumptions in Section 3, as explored by modifying some of the settings in
the two graph-based simulations above.
5.5 Real data analysis
Finally, we demonstrate the application of Focused BH on a GO enrichment analysis of a real
data set. The data [47] are from a gene expression experiment to study the difference between
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Figure 6: Left panel Manhattan plot illustrating one replicate of the GWAS-
clumping simulation with A = 0.45. Log10 of the p-values for non-null SNPs
are shown in green; and for null SNPs in black and gray, with alternating colors
across different LD blocks. The horizontal lines represent the p-value cutoff of the
different methods under consideration, color coded as in Figure 5. Right panel
FDP (pre- and post-filtering) as well as the (realized) post-filtering power of these
methods.
breast cancer patients who remained cancer-free for five years after treatment and those who
did not.
For this analysis, we used two of the most common tools in GO enrichment analysis:
GOrilla [48] to compute enrichment p-values from a list of genes and REVIGO [6] for filtering.
Recall the introduction, where we described REVIGO briefly. Unlike the null hypotheses we
considered in Section 5.3, GOrilla tests competitive hypotheses; recall Section 4.3. In fact,
GOrilla actually links to REVIGO in order to help users filter the lists of GO terms it outputs.
We downloaded a list of G = 9113 genes (ordered according to their differential expression
in the breast cancer data set) directly from the GOrilla website, where this data is used as
the “running example.” Then, we used GOrilla with default settings to run the enrichment
analysis for this ordered gene list (using the mHG statistic [48]) on m = 14398 terms from the
“Biological Process” sub-ontology of GO. This yielded enrichment p-values p for each GO term,
which we downloaded from GOrilla. We then applied Focused BH with level q = 0.1 to these
enrichment p-values. To save computational time, we only considered cutoffs t ≤ t∗BH = 0.0882
(the BH cutoff), taking advantage of (16). Computing the Focused BH cutoff took only a few
minutes on a standard laptop computer.
The Focused BH threshold for this data turned out to be t∗FBH = 7.8 × 10−5. This cor-
responded to 82 GO terms pre-filtering, and 14 GO terms after REVIGO was applied. For
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comparison, we also ran BH on the same data, which yielded 130 GO terms pre-filter and
21 terms post-filter. Figure 7 shows all the distinct GO terms discovered by either method,
plotting their information content (recall (22)) and p-values.
From Figure 7 we see which terms were rejected by BH but not by Focused BH. It is
hard to obtain ground truth for an enrichment analysis on a real data set, so we do not
know which of these terms are false positives. The term “cranial suture morphogenesis” seems
like it has nothing to do with breast cancer, but Focused BH rejects a related term “frontal
suture morphogenesis” while BH does not. The term “modulation of blood pressure in other
organism” seems to be a false positive for BH that Focused BH successfully prunes out. We do
not claim that in this particular example Focused BH necessarily improves specificity. However,
this example shows that Focused BH can be used to carry out multiple testing in a principled
way for real data and real filters, without too great of a price in computation and power.
6 Discussion
6.1 Connection to multiple testing after screening
Previously, [13] considered the problem of multiple testing on the set of hypotheses that survive
an initial (data-dependent) screening rule. Their proposal is to first screen the hypotheses to
obtainR0 = S(p), and then to apply BH onR0 at the adjusted level q |R0|m . This correction was
inspired by Benjamini and Bogomolov’s work [18] on testing families after screening. The FDR
of this procedure is controlled if the p-values are PRDS and the screening rule is monotonic
in p.
It turns out that the aforementioned procedure is a special case of Focused BH. Indeed,
for a screening function S : p 7→ R0, define the screening filter F(R,p) leading to U(R,p) ≡
R ∩ S(p) = R∩R0. Then, note that
F̂DP
FBH
(t,p) =
m · t
‖F(R(t,p),p)‖ =
m · t
|{j ∈ R0 : pj ≤ t}| =
m
|R0|
|R0|t
|{j ∈ R0 : pj ≤ t}| .
Hence,
F̂DP
FBH
(t,p) ≤ q ⇐⇒ |R0|t|{j ∈ R0 : pj ≤ t}| ≤ q
|R0|
m
⇐⇒ F̂DPBH(t,pR0) ≤ q
|R0|
m
.
This demonstrates the equivalence.
Thus, our work can be viewed as a generalization of [13]. We address a much broader class
of filters, including those that can only be applied post hoc. For example, the outer nodes
filter necessarily operates on the rejection set rather than on the original set of hypotheses.
Moreover, our discussion in Appendix B shows that the procedure [13] is conservative
for certain screening rules. The permutation method we proposed to improve the power of
Focused BH thus can be viewed also as an improvement on [13]. We observed the difference
this improvement can make in Section 5.4 (see Figures 5 and 6).
6.2 Connection to structured multiple testing
It will not have escaped to the attentive reader that there is a connection between subsetting
filters and structured multiple testing. In this section, we consider fixed subsetting filters,
27
6.2 Connection to structured multiple testing 6 DISCUSSION
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l l
l l
"cell cycle process"
"protein localization to cytoskeleton"
"cellular component organization or biogenesis"
"anaphase−promoting complex−dependent catabolic process"
"chromosome organization"
"cellular response to stress"
"cranial suture morphogenesis"
"DNA replication"
"regulation of chromosome segregation"
"membrane docking"
"chromosome segregation"
"microtubule−based process"
"cell division"
"nucleoside biosynthetic process"
"DNA metabolic process"
"modulation of blood pressure in other organism"
"regulation of membrane permeability"
"lymph vessel morphogenesis"
"negative regulation of DNA recombination"
"isotype switching"
"kinetochore assembly"
"frontal suture morphogenesis"
0
5
10
15
20
1 2 3 4 5
Information Content
−
lo
g(p
−v
a
lu
e)
Discovered by l l lBoth methods Only BH Only FBH
Figure 7: Post-filtering output of BH and Focused BH with REVIGO filter on
GOrilla p-values relative to the data in [47]. In the scatterplot of p-value vs
information content, each rejected term corresponds to a dot, whose color indicates
the approach that led to its discovery. The dashed horizontal line is the p-value
threshold of Focused BH.
which by slight abuse of notation we will think of as inputting only the set R (since there is
no dependency on p) and outputting the set U ⊆ R as opposed to a vector of prioritization
scores:
U = F(R). (27)
Consider the case of the outer nodes filter F = FO with respect to a tree structure on
H. The reason we are applying a filter is to obtain a set U∗ that satisfies a particular “non-
redundancy” constraint:
U∗ ∈ U ≡ {U ⊆ H : there do not exist i, j ∈ U such that i→ j}. (28)
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Here, U is the collection of sets satisfying the outer nodes property: no element is the de-
scendant of another. When phrased this way, our problem appears as multiple testing with
structural constraints: searching for R∗ such that FO(R∗) controls FDRF can be phrased as
searching for U∗ ∈ U controlling FDR. We explore briefly this duality between structural
constraints and filters.
For any filter we may define the class of acceptable rejection sets
UF ≡ {U = F(R) for some R ⊆ H}. (29)
The filter F then acts as a “projection” onto this set UF. Then Focused BH is a procedure
that inputs a set of p-values p and outputs a member U∗ ∈ UF such that E [FDP(U∗)] ≤ q.
Conversely, let U ⊆ 2H be a collection of rejection sets (specified a priori) that obey
a certain structural constraint and let us consider a procedure that directly searches for a
rejection set U∗ ∈ U . Specifically, let us define Structured BH as follows. For each U ∈ U ,
define
F̂DP
SBH
(U) ≡ m ·maxj∈U pj|U| . (30)
Then, let
U∗ ≡ arg max{|U| : U ∈ U , F̂DPSBH(U) ≤ q}, (31)
i.e. we choose the largest set in U for which the estimated FDP is below the target. Note
that this maximum might not be unique, in which case we allow Structured BH to output any
of these maximal sets. This procedure controls the FDR as long as the p-values are PRDS;
see Proposition C.1 in the appendix.
What is the relation between these two approaches to the problem? It turns out that
Structured BH for any U can be recast as Focused BH for the filter FU (R), defined via
FU (R) ≡ arg max
U∈U :U⊆R
|U|, (32)
i.e. FU (R) is the largest subset of R belonging to U (again, we allow any maximal element
above if there is not a unique one). Conversely, if a fixed and monotonic filter is also idempotent
(i.e. F2 = F), then F = FU for the structure class U defined in (29); see Propositions C.2
and C.3 in the appendix. Thus, there is a close relationship between filtering and enforcing
structural constraints in multiple testing.
It is then of interest to compare Structured BH to other procedures for structured multiple
testing. Specifically, STAR [37] also controls FDR under arbitrary structural constraints.
STAR proceeds by first constructing a hypothesis ordering pi(1), pi(2), . . . , pi(m) so that non-
nulls are likely to occur near the beginning of the ordering and so that candidate rejection sets
Uk ≡ {pi(1), . . . , pi(k)} ∈ U for all or most of k ∈ [m]. Once this ordering is constructed, the
final rejection set U∗ = Uk∗ is chosen via an accumulation test [49].
STAR works well for structure classes U that can be built up recursively, such as convex
regions or subtrees (see [37] for these and other examples). However, the methodology is not
designed for structure classes of the kind we consider here, such as sets of nodes in a DAG
satisfying the outer nodes property. Indeed, it is not clear how one would choose an ordering
of nodes so that the first k always have the outer nodes property. On the other hand, STAR
can boost power if the structure is informative, whereas Structured BH cannot. In summary,
despite the superficial similarity between Structured BH and STAR, these two methods address
different sets of problems.
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6.3 Extension to FDR control for multiple filters
Suppose we have multiple filters of interest, F1, . . . ,FM . For example, we might want to apply
the trivial filter F1 to just see the full set of discoveries and the outer nodes filter F2. A
procedureM has FDRFk control for multiple filters Fk if it finds a rejection set R∗ = R(t∗,p)
such that
FDRFk ≡ E[FDP(Fk(R(t∗,p),p))] ≤ qk for each k = 1, . . . ,M,
where q1, . . . , qM are pre-specified target levels for each filter. In this context, Theorem 3.6 (in
conjunction with Theorem 3.2) implies that Focused BH has FDRFk control with respect to
the trivial filter (F1) and any filter (F2) satisfying the assumptions of Theorem 3.6.
This criterion is similar to the multilayer FDR control criterion introduced by [50]. We can
consider the multi-focus BH procedure by analogy to the p-filter [50] and multilayer knockoff
filter [51]:
t∗ ≡ max{t ∈ {0, p1, . . . , pm} : F̂DPk(t) ≤ qk for all k},
where F̂DPk(t) are defined as in (9), one for each filter.
Proposition 6.1. If each filter Fk is monotonic in p and the p-values are PRDS, then multi-
focus BH has FDRFk control for each k.
Proof. The proof of this proposition is similar to that of Theorem 3.2 part (i). By the same
argument, it suffices to show that t∗ is monotonic in p, and this fact is derived analogously to
(35).
6.4 Simultaneous versus selective inference
Simultaneous inference [8, 16] has been proposed to provide rigorous Type-I error guarantees
after arbitrary exploration. If guarantees are given for all possible filters simultaneously, then
they will apply to any specific filter chosen by the user. Unfortunately, simultaneous inference
comes at a statistical price. Indeed, simultaneous inference methods are usually very conserva-
tive (essentially by design). Moreover, if only one filter will ultimately be chosen by the user,
then providing guarantees for all possible filters simultaneously is unnecessarily stringent.
In contrast, Benjamini and Bogomolov’s proposal [18] can be understood as a “fully se-
lective” approach: they first screen a set of families of hypotheses, and then test each family
passing the screen, accounting for the screening step. In a similar vein, [13] propose a method
to screen one family of hypotheses prior to testing. Screening can be viewed as a kind of pre
hoc filter, and our work can be viewed as an extension of these ideas to post hoc filtering.
A middle ground between these two, simultaneous selective inference, has recently been
proposed [52], in which a simultaneous guarantee is given over only a selected subset of rejection
sets. For example, simultaneous FDP bounds can be obtained for R(t,p) for all t to allow the
user to choose among these the final rejection set. These selected subsets of rejections can be
considered as equivalent to multiple possible filters, among which the user chooses post hoc.
The present work goes a step further in the “selective” direction, noting that often the filter
F can actually be specified in advance. In this context, the methods developed in this paper,
can be understood as a “fully selective” multiple testing methodology with FDR control for a
given pre-specified filter F.
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6.5 Conclusions
A motivation for this work was to build a bridge between the theory and practice of multiple
testing whenever rejected hypotheses are subject to filtering or prioritization. FDR is an
appropriate error rate for large scale exploratory testing and procedures that control it, like
BH, are very extensively used for multiplicity adjustment. At the same time, in the interest of
interpretability and to avoid repetitions, scientists often need to subject the results of multiple
testing to post hoc filtering. This, unfortunately, invalidates the theoretical guarantees of
FDR control that hold for the complete set of discoveries, leaving the final results on shaky
footing. Our work shows that this impasse can be easily overcome as long as the criteria for
final selection/prioritization of discoveries can be specified in advance. This is often the case,
and, indeed, frequently the filter is coded in a software package—as in the examples of SWISS
and REVIGO. In this context, Focused BH is an intuitive modification of the BH procedure
that extends the FDR guarantees to the set of filtered discoveries.
While exploring the conditions under which Focused BH provides the desired FDR control,
we described properties of filters that are both quite natural and directly verifiable (ex. a
filter can be monotone, or simple, etc.). These properties might guide the users’ intuition in
selecting a filtering rule for a specific problem at hand (see for example the soft outer node
filter described in Section 4.3). Yet, we stress that the choice of a filter has to be first and
foremost guided by the scientific question of interest and is going to be necessarily domain-
specific. Our theoretical guarantees cover a reasonably broad range of filters and simulations
underscore their robustness: users can expect FDR control for many of the filters they might
want to rely upon.
The fact that post hoc filtering erodes the FDR guarantees that hold for a rejection set
can be described as a limitation of the FDR as an error rate, suggesting that it lacks flexibil-
ity [8]. While the FDR is indeed not as flexible as some other error rates, we argue that the
unsatisfactory performance associated to post hoc filtering can also be attributed to a misspec-
ification of the final results of exploratory testing. For each tested hypotheses, the researcher
needs to specify if it leads to a discovery slated for reporting and follow up or not—a decision
that may compound the results of testing and filtering—and a global error is meaningfully
evaluated and controlled with respect to these final results. Formally, we use the symbol Uj
to indicate the prioritization score received by each hypothesis, and we expand the multiple
testing framework by letting Uj ∈ [0, 1] to be continuous, rather than binary Uj ∈ {0, 1}.
This allows more nuance in the “decision” we make about each hypothesis, echoing weighted
multiple testing procedures. Crucially, however, the fractional Uj ’s are not confined to be an
input of the procedure, but they are rather an output, so that the “importance” of an hypoth-
esis can be adaptively determined on the basis of the data. This generalization might prove
useful in exploratory contexts where multiple testing procedures inform resource allocation for
follow-up experiments.
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A Proofs for Focused BH
Proof of Theorem 3.2. For each of the four items, we have
E [FDP(U∗)] = E
[∑
j∈H0 U
∗
j
‖U∗‖
]
=
∑
j∈H0
E
[
U∗j
‖U∗‖
]
,
so it suffices to show that for all j ∈ H0,
E
[
U∗j
‖U∗‖
]
≤ q
m0
. (33)
For the remainder of the proof, fix j ∈ H0.
Proof of item (i). We claim that if F is monotonic, the function p 7→ ‖U∗(p)‖ is non-
increasing in each of the components of p. Indeed, suppose p1 ≤ p2, and let t∗1 and t∗2 be the
corresponding p-value cutoffs for Focused BH. Let
t∗∗2 = max{t ∈ {0, p11, . . . , p1m} : t ≤ t∗2}. (34)
Then, R(t∗∗2 ,p1) = R(t∗2,p1) ⊇ R(t∗2,p2), so
F̂DP(t∗∗2 ,p
1) =
m · t∗∗2
‖F(R(t∗∗2 ,p1),p1)‖
≤ m · t
∗∗
2
‖F(R(t∗2,p2),p2)‖
≤ m · t
∗
2
‖F(R(t∗2,p2),p2)‖
≤ q, (35)
where the first inequality follows by monotonicity of F and the third by the definition of Focused
BH. Therefore, t∗1 ≥ t∗∗2 , from which it follows that R(t∗1,p1) ⊇ R(t∗∗2 ,p1) = R(t∗2,p1) ⊇
R(t∗2,p2). By monotonicity it follows that
∥∥F(R(t∗1,p1),p1)∥∥ ≥ ∥∥F(R(t∗2,p2),p2)∥∥. Therefore,
p 7→ ‖U∗(p)‖ is indeed non-increasing in each component of p.
We then have
E
[
U∗j
‖U∗‖
]
≤ E
[
1(pj ≤ q‖U
∗‖
m )
‖U∗‖
]
=
q
m
E
[
1(pj ≤ q‖U
∗‖
m )
q
m ‖U∗‖
]
≤ q
m
,
where the first inequality holds by the definition of Focused BH and the last inequality follows
by Lemma 1, part (b) of [26] with the function f(p) = qm ‖U∗‖. This lemma applies because
the p-values are PRDS by assumption and we have shown the function f is non-increasing.
Proof of item (ii). This part of the theorem claims FDRF control for both Focused BH and
Focused Storey BH. We prove the statement only for Focused Storey BH, as the statement for
Focused BH will follow as a special case of part (iii) of the theorem.
Let p 7→ U∗(p) represent the prioritization vector resulting from applying Focused Storey
BH. First, we claim that for every fixed p0−j , the quantity ‖U∗(p)‖ is constant on the set
A(p0−j) = {p : p−j = p0−j , U∗j (p) > 0}. (36)
In the terminology of [18], this means that Focused Storey BH is simple if the filter F is simple.
Indeed, let p1,p2 ∈ A(p0−j), and let t∗1, t∗2 be the corresponding p-value thresholds. Since
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j ∈ U(R(t∗` ,p`),p`) for ` = 1, 2, the assumption that F is simple implies that
∥∥F(R,p1)∥∥ =∥∥F(R,p2)∥∥ for all R 3 j. Also, note that on the set A(p0−j),
m̂λ0(p
1) =
1 + |{j′ : p1j′ > λ}|
1− λ =
1 + |{j′ 6= j : p1j′ > λ}|
1− λ
=
1 + |{j′ 6= j : p2j′ > λ}|
1− λ =
1 + |{j′ : p2j′ > λ}|
1− λ = m̂
λ
0(p
2).
The second equality holds because U∗j (p
1) > 0 ⇒ p1j ≤ t∗1 ≤ λ and the third equality holds
because p1j′ = p
2
j′ for j
′ 6= j by construction.
Now, suppose without loss of generality that t∗1 ≤ t∗2. Also, define t∗∗2 via (34) as before.
Then, note that R(t∗∗2 ,p1) = R(t∗2,p1) = R(t∗2,p2) 3 j. Therefore,
F̂DP(t∗∗2 ,p
1) =
m̂λ0(p
1) · t∗∗2
‖F(R(t∗∗2 ,p1),p1)‖
=
m̂λ0(p
2) · t∗∗2
‖F(R(t∗2,p2),p2)‖
≤ m̂
λ
0(p
2) · t∗2
‖F(R(t∗2,p2),p2)‖
= F̂DP(t∗2,p
2) ≤ q.
The second equality holds because F is simple and because m̂λ0(p
1) = m̂λ0(p
2). The first
inequality holds because t∗∗2 ≤ t∗2 by construction. From this it follows that t∗∗2 ≤ t∗1 ≤ t∗2,
so R(t∗1,p1) = R(t∗2,p1) = R(t∗2,p2). Using the fact that F is simple again, we find that∥∥F(R(t∗1,p1),p1)∥∥ = ∥∥F(R(t∗2,p2),p1)∥∥ = ∥∥F(R(t∗2,p2),p2)∥∥. Therefore, ‖U∗(p)‖ is indeed
constant on the set A(p0−j).
Now, by abuse of notation, let
∥∥∥U∗(p0−j)∥∥∥ be the constant value of ‖U∗(p)‖ on the event
(36). Also let m̂λ0(p
0
−j) denote the value of m̂
λ
0(p) on this event, which we have shown is also
constant. We define
∥∥∥U∗(p0−j)∥∥∥ ≡ 0 and m̂λ0(p0−j) ≡ 0 if A(p0−j) = ∅. Then, we have
E
[
U∗j
‖U∗‖
]
= E
[
E
[
U∗j
‖U∗‖
∣∣∣∣p−j]] (a)= E [E [ U∗j 1(A(p−j))‖U∗‖
∣∣∣∣p−j]]
= E
[
E
[
U∗j 1(A(p−j))
‖U∗(p−j)‖
∣∣∣∣p−j]] = E [ 1(A(p−j))‖U∗(p−j)‖E [U∗j ∣∣p−j]
]
(b)
≤ E
[
1(A(p−j))
‖U∗(p−j)‖P
[
pj ≤ q ‖U
∗(p−j)‖
m̂λ0(p−j)
∣∣∣∣p−j]] (c)≤ E [ 1(A(p−j))‖U∗(p−j)‖ q ‖U
∗(p−j)‖
m̂λ0(p−j)
]
= qE
[
1(A(p−j))
m̂λ0(p−j)
]
≤ qE
[
1− λ
1 +
∑
i∈H0,i 6=j 1(pi > λ)
]
(d)
≤ qEX∼Bin(m0−1,1−λ)
[
1− λ
1 +X
]
(e)
≤ q
m0
.
The equality (a) holds because U∗j = 0 on A(p−j))c, conditional on p−j , the inequality (b)
follows by the definition of Focused Storey BH, inequalities (c) and (d) hold by the indepen-
dence and superuniformity of pj for j ∈ H0, and inequality (e) is a property of the binomial
distribution (see Lemma 1 in [53]).
Proof of item (iii). Let p 7→ U∗(p) represent the prioritization vector resulting from applying
Focused BH. First, we claim that for every fixed p0−Ij , the quantity ‖U∗(p)‖ is constant on
the set
A(p0−Ij ) = {p : p−Ij = p0−Ij , U∗j (p) > 0}. (37)
Indeed, let p1,p2 ∈ A(p0−Ij ), and let t∗1, t∗2 be the corresponding p-value thresholds of Focused
BH. Since j receives non-zero prioritization by F(R(t∗` ,p`),p`) for both ` = 1, 2, the assumption
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that F is block simple implies that
∥∥F(R1,p1)∥∥ = ∥∥F(R2,p2)∥∥ for all R1,R2 3 j which have
the same intersection with Icj . In particular, assuming without loss of generality that t∗1 ≤ t∗2,
note that the sets R1 = R(t∗∗2 ,p1) and R2 = R(t∗2,p2) satisfy this property, where t∗∗2 is
defined as in (34). Therefore, we have
F̂DP(t∗∗2 ,p
1) =
m · t∗∗2
‖F(R(t∗∗2 ,p1),p1)‖
=
m · t∗∗2
‖F(R(t∗2,p2),p2)‖
≤ m · t
∗
2
‖F(R(t∗2,p2),p2)‖
= F̂DP(t∗2,p
2) ≤ q.
By similar reasoning as in the corresponding part of the proof of (ii), we conclude that ‖U∗(p)‖
is indeed constant on the set A(p0−Ij ).
Now, let
∥∥∥U∗(p0−Ij )∥∥∥ denote the constant value of ‖U∗(p)‖ on the event (37), which we
take as zero if this event is empty. Then, following the same logic as in part (ii), we find
E
[
U∗j
‖U∗‖
]
= E
[
1(A(p−Ij ))∥∥U∗(p−Ij )∥∥E [U∗j ∣∣p−Ij]
]
≤ E
[
1(A(p−Ij ))∥∥U∗(p−Ij )∥∥P
[
pj ≤
q
∥∥U∗(p−Ij )∥∥
m
∣∣∣∣∣p−Ij
]]
≤ E
[
1(A(p−Ij ))∥∥U∗(p−Ij )∥∥ q
∥∥U∗(p−Ij )∥∥
m
]
≤ q
m
.
Proof of item (iv). We have
E
[
U∗j
‖U∗‖
]
≤ E
[
1(pj ≤ qβ(‖U
∗‖)
m )
‖U∗‖
]
=
q
m
E
[
1(pj ≤ qβ(‖U
∗‖)
m )
q
m ‖U∗‖
]
≤ q
m
.
The last inequality follows by Lemma 1, part (c) of [26] with f(p) = ‖U∗‖ and c = qm .
Proof of Theorem 3.6. By similar reasoning as in the proof of Theorem 3.2, it suffices to show
E
[
1(pj ≤ t∗)
|R∗|
]
≤ q
m
for each j ∈ H0.
Note that by definition of a filter, {j : U∗j > 0} ⊆ R∗, therefore ‖F(R∗,p)‖ ≤ |R∗|. Hence, for
each j we have
E
[
1(pj ≤ t∗)
|R∗|
]
≤ E
[
1(pj ≤ t∗)
‖F(R∗,p)‖
]
,
therefore it suffices to show
E
[
1(pj ≤ t∗)
‖F(R∗,p)‖
]
≤ q
m
for each j ∈ H0.
For the remainder of the proof, fix j ∈ H0.
Proof of item (i). By the definition of Focused BH, we have
E
[
1(pj ≤ t∗)
‖F(R∗)‖
]
≤ E
[
1(pj ≤ q‖U
∗‖
m )
‖U∗‖
]
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It was shown in the proof of item (i) of Theorem 3.2 that under our assumptions,
E
[
1(pj ≤ q‖U
∗‖
m )
‖U∗‖
]
≤ q
m
.
Proof of item (ii). First, we claim that for every fixed p0−j , the quantity ‖U∗(p)‖ is
constant on the set
A(p0−j) = {p : p−j = p0−j , pj ≤ t∗(p)}. (38)
Indeed, let p1,p2 ∈ A(p0−j), and let t∗1, t∗2 be the corresponding p-value thresholds. Assume
without loss of generality that t∗1 ≤ t∗2. Then, R(t∗2,p1) = R(t∗2,p2). Define t∗∗2 as in (34). The
assumption that F is strongly simple implies that
∥∥F(R(t∗∗2 ,p1),p1)∥∥ = ∥∥F(R(t∗2,p2),p2)∥∥ .
By the same reasoning as the corresponding part of the proof of item (ii) of Theorem 3.2, we
conclude that
∥∥F(R(t∗1,p1),p1)∥∥ = ∥∥F(R(t∗2,p2),p2)∥∥ . Thus we have shown that ‖U∗(p)‖ is
constant on the set A(p0−j) for every fixed p0−j .
By abuse of notation, let
∥∥∥U∗(p0−j)∥∥∥ be the constant value of ‖U∗(p)‖ on the event (38),
defining it to be zero when the set is empty. Then, we find that
E
[
1(pj ≤ t∗)
‖F(R∗,p)‖
]
= E
[
1(A(p−j))
‖U∗(p−j)‖P [pj ≤ t
∗(p)|p−j ]
]
≤ E
[
1(A(p−j))
‖U∗(p−j)‖P
[
pj ≤ q ‖U
∗(p−j)‖
m
∣∣∣∣p−j]]
≤ E
[
1(A(p−j))
‖U∗(p−j)‖
q ‖U∗(p−j)‖
m
]
≤ q
m
.
The first inequality follows from the definition of Focused BH, and the second inequality holds
by the independence of p-values and superuniformity of pj .
Proof of item (iii). First, we claim that for every fixed p0−Ij , the quantity ‖U∗(p)‖ is
constant on the set
A(p0−Ij ) = {p : p−Ij = p0−Ij , pj ≤ t∗(p)}. (39)
Indeed, let p1,p2 ∈ A(p0−Ij ), and let t∗1, t∗2 be the corresponding p-value thresholds. Assume
without loss of generality that t∗1 ≤ t∗2, and define t∗∗2 as in (34). Define R1 = R(t∗∗2 ,p1) and
R2 = R(t∗2,p2). Note that j ∈ R1 ∩ R2 and R1 \ Ij = R2 \ Ij . The assumption that F is
strongly block simple implies that
∥∥F(R(t∗∗2 ,p1),p1)∥∥ = ∥∥F(R(t∗2,p2),p2)∥∥ , and by the same
reasoning as in the proof of item (iii) of Theorem 3.2, this implies that
∥∥F(R(t∗1,p1),p1)∥∥ =∥∥F(R(t∗2,p2),p2)∥∥ . Thus we have shown that for every fixed p0−Ij , the quantity ‖U∗(p)‖ is
constant on the set A(p0−Ij ).
Now, let
∥∥∥U∗(p0−Ij )∥∥∥ denote the constant value of ‖U∗(p)‖ on the event (39), defining it
to be zero when the set is empty. Then, following the same logic as in the proof of item (ii),
we find
E
[
1(pj ≤ t∗)
‖U∗‖
]
= E
[
1(A(p−Ij ))∥∥U∗(p−Ij )∥∥P [pj ≤ t∗(p)|p−Ij]
]
≤ E
[
1(A(p−Ij ))∥∥U∗(p−Ij )∥∥P
[
pj ≤
q
∥∥U∗(p−Ij )∥∥
m
∣∣∣∣∣p−Ij
]]
≤ E
[
1(A(p−Ij ))∥∥U∗(p−Ij )∥∥ q
∥∥U∗(p−Ij )∥∥
m
]
≤ q
m
.
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This completes the proof.
B Additional Considerations
Different filters can have different effects on the FDR (if any). Hence, when in practice is
it necessary to use Focused BH instead of regular BH? In these cases, is there a power loss
associated with Focused BH? If so, are more powerful alternatives available? We explore these
questions here.
B.1 Quantifying a filter’s preference for nulls
Intuitively, a filter will inflate the FDR if it has a preference for keeping nulls. While this might
seem like a pathological property, we have already considered several examples of reasonable
filters of this kind. Suppose a multiple testing procedure returns a rejection set R∗, and let
U∗ = F(R∗,p) for some filter F. The filter’s preference for nulls can be quantified by comparing
the expected proportion of nulls kept by the filter
γ0 ≡ E
[
VF
V
]
(40)
with the expected proportion of total rejections kept by the filter
γ ≡ E
[
TF
T
]
, (41)
where
VF ≡
m∑
j=1
U∗j 1(j ∈ H0); V ≡
m∑
j=1
1(j ∈ R∗)1(j ∈ H0); TF =
m∑
j=1
U∗j ; T =
m∑
j=1
1(j ∈ R∗).
Then, we would expect that
the FDR is inflated to the extent that γ0 > γ. (42)
Indeed, we have
FDRF
FDR
=
E [VF/TF]
E [V/T ]
≈ E [VF/V ]
E [TF/T ]
=
γ0
γ
.
Of course, this is only a heuristic approximation, but it helps us reason about how a filter will
affect the FDR based on its preference for nulls.
B.2 When is Focused BH conservative?
Recall that the estimate V̂ derived in (8) does not account for the filter and is in fact the same
as the BH estimate. This can make Focused BH conservative if the filter substantially reduces
the number of rejected nulls. Recalling the definition of γ0 (40), then heuristically
Focused BH is conservative (compared to BH) to the extent that γ0 < 1. (43)
To summarize what we have discussed so far, let us consider four cases:
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1. γ ≈ γ0 ≈ 1. For example, consider the trivial filter. In this case, there is no need to
correct for the filter, and Focused BH and BH reduce to the same procedure.
2. γ  γ0 ≈ 1. For example, consider the “optimally bad” filter that keeps only the nulls
in the rejection set. In this case, the filter will inflate the FDR and thus some correction
is necessary, and Focused BH can do so without much power loss since γ0 ≈ 1.
3. γ ≈ γ0  1. For example, consider the filter that randomly selects 50% of R to keep. In
this case, the filter will not change the FDR, so BH will control the FDR even after post
hoc filtering. Moreover, applying Focused BH would reduce power since γ0  1.
4. γ  γ0  1. For example, consider the GWAS clumping filter, assuming non-null clumps
have 10 SNPs each and null clumps have 2 SNPs each. Then, γ ≈ 1/10 and γ0 = 1/2. In
this case, the filter will inflate the FDR of BH, but Focused BH will behave conservatively.
Cases 2 and 4 are those where some correction for the filter is necessary. Among these, Case
2 is the “sweet spot” for Focused BH but in Case 4 the correction will come at a power loss.
Of course, in practice one does not necessarily know exactly which case one is in, so for safety
one might end up applying Focused BH in Case 3 as well, where BH with post hoc filtering
would have sufficed and Focused BH actually reduces power.
Supplementary Figure 2 shows the average fraction γ (γ0) of rejections (null rejections)
surviving filtering in the three simulations we considered, when the filters were outer nodes,
soft outer nodes and clumping. Recall that whenever γ < γ0 not accounting for filtering will
inflate the post-filter FDR, and when γ0  1 there is room to improve on the conservative
estimate of V (t) with permutation based strategies. Indeed, we saw that in all cases BH loses
control of FDRF and that the permutation based version of Focused BH is most advantageous
for the clumping filter.
B.3 Exploring the robustness of Focused BH
Theorem 3.2 part (i), the only setting in which we prove that Focused BH controls FDRF
without some form of independence, assumes the filter is monotonic and the p-values are PRDS
(though we argue in Remark 3.3 that the PRDS assumption can be relaxed slightly). In this
section, we test the robustness of Focused BH to possible violations of these two assumptions.
To this end, we leverage the following three simulations, each a slightly modified version of a
simulation we ran in Section 5:
Tree structure with Fisher test: Same as the hard outer nodes simulation, but using
Fisher combination rule instead of Simes. Therefore, the filter is still monotonic, but
the p-values might no longer satisfy the PRDS property or the slightly looser condition
in Remark 3.3.
DAG structure with Simes test: Soft outer nodes simulation, but using hard outer nodes
filter. Therefore, the filter is no longer monotonic (recall Section 4.3), but at least the
p-values have the positive dependency structure described in Remark 3.3.
DAG structure with Fisher test: Soft outer nodes simulation, but using the hard outer
nodes filter and Fisher p-values. In this case, we have a non-monotonic filter as well as a p-
value dependency structure which we cannot verify satisfies our theoretical assumptions.
Supplementary Figure 3 shows FDRF for Focused BH in each of the three situations, along
with standard errors. We observe that in each of the three cases, the FDRF is still under
control (even with some room to spare). Note that in the third case, where both assumptions
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of Theorem 3.2 part (i) might be violated, the FDR is somewhat higher across most parameter
settings.
C Proofs for Structured BH
Here we employ the same abuse of notation (27) as in Section 6.2, i.e. filters take only the
argument R as input and return a set U ⊆ R.
Proposition C.1. For any structure class U , Structured BH controls the FDR as long as the
p-values are PRDS.
Proof. We have
E [FDP(U∗)] = E
[∑
j∈H0 1(j ∈ U∗)
|U∗|
]
≤ E
[∑
j∈H0 1(pj ≤
q|U∗|
m )
|U∗|
]
=
q
m
E
[∑
j∈H0 1(pj ≤
q|U∗|
m )
q|U∗|
m
]
≤ q.
The first inequality follows from the definitions (30) and (31). These definitions also imply
that |U∗| is non-increasing in each of the p-values, which together with Lemma 1, part (b) of
[26] and the PRDS assumption imply the second inequality.
Proposition C.2. We are given a structure class U . Let us define a filter FU (R) via (32).
Then, Structured BH with the structure class U is equivalent to Focused BH with the filter FU
(modulo the possible ambiguity in the definitions of Structured BH and FU ).
Proof. Let U∗ be the output of Structured BH, and let t∗ be Focused BH threshold. For the
proof we abbreviate FU by writing F instead. We must show that F̂DP
SBH
(F(R(t∗))) ≤ q
and ‖F(R(t∗)))‖ = |U∗|, which would imply that F(R(t∗)) is one of the potential outputs of
Structured BH.
Let t∗∗ = maxj∈U∗ pj . We claim that |U∗| = ‖F(R(t∗∗))‖. To see this, note that F(R(t∗∗)) ∈
U and ‖F(R(t∗∗))‖ ≥ |U∗| by the definition of F. Additionally,
F̂DP
SBH
(F(R(t∗∗))) = m ·maxj∈F(R(t∗∗)) pj‖F(R(t∗∗))‖ ≤
m · t∗∗
|U∗| = F̂DP
SBH
(U∗) ≤ q. (44)
Hence, F(R(t∗∗)) is a set of maximal size in U for which F̂DPSBH ≤ q, so ‖F(R(t∗∗))‖ = |U∗|.
Next, we claim that ‖F(R(t∗∗))‖ = ‖F(R(t∗))‖. We have
F̂DP
FBH
(t∗∗) =
m · t∗∗
‖F(R(t∗∗))‖ =
m · t∗∗
|U∗| ≤ q,
from which it follows that t∗ ≥ t∗∗. Since F is monotonic, it follows that ‖F(R(t∗))‖ ≥
‖F(R(t∗∗))‖. On the other hand, note that
F̂DP
SBH
(F(R(t∗))) = m ·maxj∈F(R(t∗)) pj‖F(R(t∗))‖ ≤
m · t∗
‖F(R(t∗))‖ = F̂DP
FBH
(t∗) ≤ q, (45)
which shows that ‖F(R(t∗∗))‖ = |U∗| ≥ ‖F(R(t∗))‖. Hence, ‖F(R(t∗∗))‖ = ‖F(R(t∗))‖, as
claimed. It follows that |U∗| = ‖F(R(t∗))‖, which completes the proof.
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Proposition C.3. Suppose we have a fixed, monotonic, and idempotent filter. Then, F = FU
for U = {F(R) : R ⊆ 2m}.
Proof. Fix R ⊆ 2m. We must show that F(R) is a maximal subset of R among all sets in
U . In other words, we must show that ‖F(R)‖ ≥ ‖F(R′)‖ for all R′ such that R ⊇ U when
U is defined by F(R′). This claim holds due to idempotency and monotonicity, since U ⊆ R
implies that ‖F(R′)‖ = ‖F(F(R′))‖ ≤ ‖F(R)‖.
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Figure 1: Example of soft outer node prioritization scores on a DAG. Nodes are
circled in red if their corresponding hypotheses are in R∗. Letters in the nodes
represent the genes with which they are annotated; genes for which the node gets
credit are in bold, with an asterisk indicating if the credit is shared. The soft outer
node prioritization score excluding the a priori IC weights (i.e. γj) is reported as
a red number on the side of the node.
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Figure 2: Average proportion of rejections and false rejections surviving filtering,
as denoted by γ and γ0 respectively in Section B.2, across 500 replicates in the
three simulations described in Section 5.
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Figure 3: FDRF across different signal strengths for three cases where the assump-
tions of Theorem 3.2 part (i) might be violated. Dots represent averages across
500 replicates and bars indicate one standard error. We see that FDRF is under
control in all cases, suggesting the robustness of Focused BH to violations of our
assumptions.
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