Abstract. We propose and analyze an approximation technique for the Maxwell eigenvalue problem using H 1 -conforming finite elements. The key idea consists of considering a mixed method controlling the divergence of the electric field in a fractional Sobolev space H −α with α ∈ ( 1 2 , 1). The method is shown to be convergent and spectrally correct.
Introduction
We consider the time-harmonic three-dimensional Maxwell equations with perfect conductor boundary conditions in a simply connected, bounded, Lipschitz do-
∇×E − iωμH = 0 and ∇×H + iωεE = J in Ω, E×n = 0 and H · n = 0 on ∂Ω.
The coefficients are assumed to be constant and, without loss of generality, we henceforth assume that με = 1. Eliminating the magnetic field H from the above system, the electric field satisfies the following PDE system:
(1.1) ∇×∇×E − ω 2 E = f and ∇·E = 0, in Ω, where ∇·f = 0, naturally raising the question of the eigenvalue problem (1.2) ∇×∇×E = λE and ∇·E = 0, and E×n| ∂Ω = 0.
The objective of this paper is to propose and analyze an approximation technique for the eigenvalue problem (1.2) using C 0 -Lagrange finite elements. This task is quite challenging since it has been shown by Costabel in [18] that any H 1 -conforming approximation technique that induces uniform L 2 -stability estimates both on the curl and the divergence of the approximate electric field cannot converge if Ω is non-smooth and non-convex.
In the present paper we follow an idea developed by Costabel and Dauge [19] and Bramble et al. [6, 4] which consists of controlling the divergence of the approximate electric field in a space which is intermediate between L 2 (Ω) and H −1 (Ω). This is done in [6, 4] by formulating the problem with different test and trial spaces and, finally, constructing a least-square approximation; the solution space is L 2 (Ω) and the components of the trial space are subspaces of H 1 (Ω). In [19] this program is carried out by controlling the divergence of the electric field in a weighted L 2 -space where the weight is a distance to the re-entrant corners of the domain to some appropriate power. The L 2 -approximation theory of Bramble et al. is optimal for boundary value and eigenvalue problems. During the review process of the present work we have been informed of a recent result by A. Buffa, P. Ciarlet, and E. Jamelot [10] showing that a mixed form of the weighted L 2 -stabilization technique is also spectrally correct.
The idea that is developed in the present paper is to stabilize the divergence of the electric field in the space H −α (Ω) with α ∈ ( 1 2 , 1). The main result of the paper is Theorem 5.1, which hinges on the following key result (Lemma 3.1)
which holds true for all fields with zero tangent trace provided that Ω is simply connected. The proposed technique is characterized by the following novelties:
• The approximating finite element space is not required to contain gradients. As a consequence, the convergence of the eigenvalue problem is obtained without any restriction on the finite element space.
• The stabilization of the divergence is performed using meshsize-dependent bilinear forms but does not require any additional computations such as the distance to the corners of the domain. This is particularly relevant in three dimensions and for moving domains for which the computation needs to be performed at each step.
• No extra regularity of the type p
+ ≤ c Δp L 2 leading to restrictions on the domain interior angles of the domain is assumed; see e.g. [37, 21] . Although the H 3 2 + -regularity is achieved in most Lipschitz domains, it may become quite restrictive when the permeability and permittivity fields are discontinuous. The paper is organized as follows. Notation and preliminary technicalities are introduced in §2. The approximation technique based on the control of the divergence in H −α (Ω) is introduced and analyzed in §3. The method is quite awkward since computing an H −α -norm with α ∈ ( 1 2 , 1) and with Lagrange finite elements requires a hierarchical decomposition of the approximation space which may not always be available. To circumvent this difficulty and make the method more practical we introduce a relaxed version thereof in §4. The idea is to modify the formulation to account for the fact that H −α (Ω) is an interpolation space between L 2 (Ω) and H −1 (Ω). Although the methods introduced in §3 and §4 are convergent for the boundary value problem (1.1) with ω = 0, they do not correctly solve the eigenvalue problem (1.2) due to a consistency default appearing when the righthand side is not exactly solenoidal. A mixed method that remedies the consistency problem and is easy to implement is introduced and analyzed in §5. The purpose of Sections §3 and §4 is to guide the reader through the genesis of the method. Finally, numerical tests illustrating the method described in §5 are reported in §6. 
It is a standard result that 
Henceforth, c is a generic constant that does not depend on small parameters like the mesh size h or the mollifying parameter . The value of c may change at each occurrence.
We recall the following regularity result for the Poisson problem.
Proof. See Theorem 0.5 in [30] .
The following Lemma will also be used repeatedly. 
Lemma 2.1 (H
where AE is the unique element in X 0 satisfying
The existence and the uniqueness of AE is a simple consequence of the Lax-Milgram Lemma. The definition of AE implies that there is p ∈ H 1 0 (Ω) so that ∇×∇×AE + ∇p = E; as a result, AE solves the following boundary value problem
Note, in particular, that the lagrange multiplier p satisfies Δp = ∇·E, p ∈ H 1 0 (Ω), and
The eigenvalue problem (1.2) is re-interpreted as follows: Proof. (i) Assume that (E, λ) is an eigenpair for (1.2). It immediately follows from (1.2) that E ∈ X 0 . Since λ = 0, (1.2) also implies that (∇×(λ −1 E), ∇×F) = (E, F) for all F ∈ X 0 , which in turns means that AE = λ −1 E. (ii) Assume that (E, 1/λ) is an eigenpair for the operator A, i.e., λAE = E. Definition (2.3) implies that there exists p ∈ H 1 0 (Ω) so that ∇×∇×AE + ∇p = E. Since E = λAE ∈ X 0 , we have 0 = ∇·E = Δp, which implies p = 0. As a result ∇×∇×E = λE. Remark 2.2 (Non-zero Eigenvalues). The hypothesis λ = 0 in Lemma 2.2 is justified by the fact that the eigenvalues of (1.2) are positive (cf. Lemma 2.1). Note also that A is not injective, i.e., 0 is an eigenvalue of A and ∇H 1 0 (Ω) is the associated eigenspace.
The objective of this paper is to describe and analyze an approximation technique for computing the spectrum of A using Lagrange finite elements. Since the operator A is self-adjoint and Lemma 2.1 implies that A is also compact, we conclude this section by stating a result proved in [39] regarding the approximation eigenvalue problems for compact self-adjoint operators.
Let X be a Hilbert space with inner product (., .) X and norm . X . Let Θ = {h n ; n ∈ N} be a discrete subset of R such that h n → 0 as n → ∞. A sequence of operators A = {A h : X → X; h ∈ Θ} is said to be collectively compact if for each bounded set U ⊂ X, the image set 
2.3. Mollification. We gather in this section some results concerning regularization by mollification that will be used repeatedly in the rest of the paper.
Proposition 2.1 (Stability Estimate
3) satisfies the following regularity property:
Proof. The H 1 2 -estimate on AE is a consequence of Lemma 2.1. Let us now show that a similar estimate holds for ∇×AE. Using (2.4), i.e., ∇×∇×AE
which, owing to Remark 2.1 implies the result.
We now construct an extension operator over R d in order to regularize AE by mollification. This is the subject of the next lemma. For any real number a, the notation a − henceforth stands for any real number strictly smaller than a.
− . There is c > 0 so that for any
Proof. Let F be the extension by 0 of F. 
This completes the proof.
The regularity estimate (2.7) together with the stability of the extension provided by Lemma 2.3 are key ingredients for our analysis. For approximation purposes we will need to mollify AE and we must make sure that the estimate (2.7) is stable by mollification. Let > 0 be a small parameter, yet to be chosen (see Lemmas 3.3, 4.2, and 5.4), and let us set
where η is defined such that
where AE denotes the extension of AE over R d provided by Lemma 2.3 and ·| Ω denotes the restriction to Ω.
The following lemma gathers the main approximation results that we shall need in the rest of the paper.
Lemma 2.4 (Approximation by Smooth Functions).
There is a constant c, only depending on Ω, so that for all E ∈ L 2 (Ω),
Proof. Let us first observe that the Riesz-Thorin interpolation theorem implies
Using the estimate (2.8) we then proceed as follows to prove (2.11):
We refer, for instance, to [26, Chapter 7] and [25, Appendix C] for more details on the approximation properties of the mollification operator. Using (2.10) and the property of the convolution product ∇×(ρ * AE) = ρ * ∇× AE, we prove (2.12) as follows: Finally, we derive (2.13) by observing again that
and we conclude by using standard inverse estimates (see [25, Appendix C]) and estimate (2.8).
Continuous Lagrange elements.
Let {T h } h>0 be a shape regular sequence of subdivisions of Ω. Associated with the mesh family {T h } h>0 we assume that we have at hand two families of finite-dimensional vector spaces {X h } h>0 and {M h } h>0 conforming in H 1 (Ω) ∩ H 0 (curl, Ω) and H 1 0 (Ω), respectively. The space X h will be used to approximate the vector field E, whereas M h will be used to approximate the Lagrange multiplier associated with the divergence-free constraint.
We assume that the sequence {X h } h>0 is such that there exists a family of
, satisfying the following stability and approximation properties: There exist r ≥ 2 and c, uniform in h, so that for every
The operator C h can be the Clément [16] or the Scott-Zhang [40] interpolation operator when the discrete space X h is constructed using finite elements. Abusing the notation, we also assume that there is a family of operators C h :
satisfying the scalar-valued counterparts of (2.14)-(2.15). Remark 2.3 (Approximation by Finite Elements). The limit l < 3 2 in (2.14) corresponds to the best that can be achieved with C 0 -Lagrange finite elements. The parameter r in (2.15) corresponds to the limit imposed by using Lagrange elements of polynomial degree at most r − 1.
The H −α penalty
We propose and analyze in this section an approximation method based on the control of the H −α -norm of the divergence.
3.1. Motivation. When looking closely at (1.2), one notices that the eigenfunctions associated with non-zero eigenvalues are necessarily divergence free, since by applying the divergence operator to both sides of (1.2) one obtains 0 = λ∇·E. As a result the constraint ∇·E = 0 is redundant at the continuous level for non-zero eigenvalues, and it makes sense to consider the following alternative eigenvalue problem: Find E ∈ H 0 (curl, Ω)\{0} and λ = 0 so that
Most standard approximation techniques for (1.2) are based on the formulation (3.1) or a mixed form thereof which introduces a Lagrange multiplier to enforce the divergence-free constraint. All of these methods are more or less equivalent and rely on two key hypotheses: (i) there exists a family of discrete {M h } h>0 so that ∇M h ⊂ X h ; (ii) the discrete compactness property holds (A sequence {E h } of functions in X h satisfying (E h , ∇q h ) = 0 for all q h ∈ M h is said to satisfy the discrete compactness property if there exists a subsequence converging strongly to a limit in L 2 (Ω).) The two hypotheses (i) and (ii) are tailored to recover some compactness from the discrete versions of (3.1). We refer to [20, 29] for review papers; see also [3, 11, 13, 21, 37, 31, 8, 9] . The bottom line is that only H(curl)-conforming edge finite elements are known to satisfy (i) and (ii). Some Discontinuous Galerkin approximations on conforming meshes are also appropriate provided the discontinuous approximation space contains a H(curl)-conforming edge finite elements subspace [12] .
Note that the hypothesis (i) excludes the use of Lagrange finite elements to construct the approximation space X h unless the space of Lagrange multipliers M h is composed of elements of class C 1 . Despite this obstacle, we nevertheless pursue our idea of using C 0 -Lagrange finite elements. Actually, a significant contribution in this direction has been made by Dauge and Costabel in [19] . The main idea defended in [19] consists of abandoning (3.1) and to re-introduce the divergencefree constraint by penalizing it in an appropriate norm. More precisely, the authors propose to replace (3.1) by the following problem: Find E ∈ H 0 (curl, Ω)\{0} and λ so that
where the operator P is appropriately defined. Using the identity for P and weakly enforcing the boundary condition P (∇·E)| ∂Ω = 0 is an easy fix (at least for the boundary value problem (1.1) with ω = 0), but it is also a bad idea when X h is composed of C 0 -Lagrange finite elements, since it implies that any solution to (3.2) satisfies a uniform bound in H 0 (curl, Ω) ∩ H(div, Ω); see e.g. [28, 34] . It is known since the ground-breaking work of Costabel [18] that any H 1 -conforming method that is uniformly stable in H 0 (curl, Ω) ∩ H(div, Ω) cannot converge if Ω is nonsmooth and non-convex. The main reason for the failure is that H 1 (Ω)∩H 0 (curl, Ω) is a closed proper subspace of H 0 (curl, Ω)∩H(div, Ω) when Ω has re-entrant corners. The key of the method proposed in [19] is to construct an operator P that controls ∇·E in a weighted Sobolev space that is intermediate between L 2 (Ω) and H −1 (Ω). More precisely, P is a projection on a weighted L 2 -space where the weight is a distance to the re-entrant corners to some appropriate power. The mixed version of this idea has been shown to be spectrally correct in [10] . We refer to [14, 15] for further elaboration on this idea and related implementation issues.
To summarize the situation, controlling the divergence in L 2 (Ω) is too strong to ensure pointwise approximation, while controlling it in H −1 (Ω) or in a weighted L 2 -space is too weak to guarantee collective compactness. The idea that we propose to explore in the present paper consists of penalizing the divergence in the space
. We then introduce the following Hilbert space
, there is c > 0 so that the following holds for all F ∈ X −α : 
2 ), the regularity estimate from Theorem 2.1 implies the existence of a constant c > 0 so that
The function v satisfies ∇·v = 0, v×n| ∂Ω = 0 since ∇·F = Δp, and F×n| ∂Ω = 0 = ∇p×n| ∂Ω . Then using the fact that Ω is simply connected together with (2.2) we deduce that there exists a constant c so that
In conclusion, we obtain
and this completes the proof.
An immediate consequence of (3.4) is that X −α is continuously embedded in
, the rest of the paper hinges on the idea that the bilinear form
is an eigenpair of (1.2)), then (E, 1/λ) is an eigenpair of A α , but the converse is not true. Let (ψ, μ) be an eigenpair of (−Δ D ) 1−α and let E :
thereby proving that (E, 1/μ) is an eigenpair of A α . Since ∇·E = −ψ = 0, this construction proves that (E, 1/μ) is not an eigenpair of A. This also shows that the bilinear form a α is not appropriate to approximate the spectrum of A; nevertheless, we proceed and will correct this inconsistency in §5.
Formulation of the H
−α penalty. We consider in this section the following discrete formulation of (1.2): Seek E h ∈ X h \{0} and λ h ∈ R so that for all
The above problem is not easy to implement due to the presence of the non-trivial scalar product ·, · −α ; nevertheless, we concentrate our attention on this problem since it is the basis for two relaxed formulations proposed in the following sections. Let us introduce the following norm:
The basic stability and boundedness properties of the bilinear form a α with respect to this norm are gathered in the following lemma.
Lemma 3.2 (Coercivity and Continuity of a α
where the constant c solely depends on Ω.
Proof. The left estimate in (3.8) is a direct consequence of Lemma 3.1. The right estimate in (3.8) readily follows from the Cauchy-Schwarz inequality.
We now define the discrete operator associated with
It is clear that A h is self-adjoint. The discrete eigenvalue problem (3.6) can then be recast as follows: Seek E h ∈ X h and λ h ∈ R so that (3.10)
3.3.
Incomplete pointwise convergence and collective compactness of the H −α penalty. The convergence analysis of the discrete problem (3.6) is done by proving an incomplete pointwise convergence property and the collective compactness. 
Proof. Let E be a vector field in L 2 (Ω); we want to prove that A h E converges to AE in L 2 (Ω) as h goes to zero . We start by dividing the difference A h E − AE into three terms,
where (AE) is the mollified approximation of AE defined in Section 2.3 and C h is the approximation operator defined in Section 2.4. We now bound individually the three terms in the right-hand side of (3.12).
For the first term, we directly obtain from (2.11) with s = 0 that
For the second term, we use the approximation estimate (2.15) with l = − to obtain
Bounding the third term is more technical. Recalling the definition of the norm ||| · ||| (see (3.7)) it suffices to bound |||C h (AE) − A h E|||. Using the coercivity and the continuity (3.8) together with the Galerkin orthogonality (valid since ∇·E = 0)
we deduce that
As a result, 
The error estimate (2.12) together with the error estimate (2.11) with s = 1 − α implies
Gathering the above estimates, invoking the stability estimate (2.7), and choosing = h r−1 α+r−1 for h ≤ 1, we arrive at (3.11). The result follows by taking the limit h → 0 recalling that α ∈ ( Proof. Let U be a bounded set of L 2 (Ω). We must prove that the image set
is relatively compact in L 2 (Ω). Let E be a member of U . The coercivity of the bilinear form a α and the definition of the operator A h imply that
Note that the last inequality is a consequence of the fact that
The inequality (3.13) implies that the subsequence {A h E n k } converges strongly in H 1−α (Ω), which also implies strong convergence in L 2 (Ω) since the embedding
Remark 3.2 (Convergence for Solenoidal Fields). The method is convergent for the boundary value problem (1.1) with ω = 0 since the right-hand side in (1.1) is necessarily divergence free. However, we cannot conclude that the algorithm is spectrally correct for the eigenvalue problem (1.2) since the pointwise convergence (see Lemma 3.3) is proved only for solenoidal fields, i.e., E ∈ H(div = 0, Ω). The origin of this difficulty is that the method is consistent only if ∇·E = 0 (see also Remark 3.1). This issue is overcome in Section 5 by considering a mixed method.
Relaxed H −α penalty
We propose in this section to relax the penalty of the divergence in H −α (Ω) by using the H −1 -norm instead. The main justification for this change of point of view is that computing the H −α -norm is technical and requires a multi-scale decomposition of the approximation space X h (see e.g. [7] 
Formulation of the relaxed H −α penalty. Applying an inverse inequality gives (4.1)
which leads us to introduce the following bilinear form:
We then consider the following discrete eigenvalue problem: Seek E h ∈ X h \{0} and λ h ∈ R such that for all
We shall see that the inverse estimate (4.1) is sufficient to prove an incomplete pointwise convergence result similar to (3.11). However, the bound in the other direction, namely
does not hold in general. This observation will lead to the restriction α ∈ ( r 2r−1 , 1) where r ≥ 2 is defined in (2.15).
Let us introduce the following discrete norm
The basic stability and boundedness properties of the bilinear form a h (., .) are summarized in the following:
Lemma 4.1 (Coercivity and Continuity of a h ). Let α ∈ ( 1 2 , 1). There exists a uniform constant uniform c so that
Proof. The proof of (4.4) follows from Lemma 3.1 and (4.1). The inequality (4.5) is obtained by applying the Cauchy-Schwarz inequality.
We now abuse notation by reusing the symbol A h to define the discrete selfadjoint operator A h : L 2 (Ω) → X h : E → A h E, where A h E is such that the following holds:
Note that the existence and the uniqueness of A h E are consequences of the coercivity and the boundedness of the bilinear form a h (see Lemma 4.1). Note also that (E h , λ h ) ∈ X h \{0}×R\{0} is an eigenpair of (4.
3) if and only if it satisfies
A h E h = 1 λ h E h .
4.2.
Incomplete pointwise convergence and collective compactness of the relaxed H −α penalty. The convergence analysis of the discrete eigenvalue problem (4.3) is done by proving the pointwise convergence property and the collective compactness. 
where (AE) is the mollified approximation of AE defined in Section 2.3 and C h is the approximation operator defined in Section 2.4. The coercivity and the boundedness of a h together with the Galerkin orthogonality imply
The main difficulty consists of bounding from above the following two terms:
For the first term, we invoke the approximation estimates (2.15) together with (2.13) to claim
provided h < 1. For the second term, we use the error estimates (2.12)-(2.11) to obtain
Finally, after gathering the above estimates we conclude that for h < 1,
The two dominating terms in the right-hand side are h r−1 (−r+ ) − for all α ∈ (0, 1). We do not know whether this restriction on α and this loss of convergence rate are sharp, but they seem a reasonable price to pay for substituting the computation of the H −α -norm by the cheaper H −1 -norm. Finally, note that the lower bound on α, i.e., .7) can be improved whenever the regularity of AE can be a priori inferred to be better than that of H 1 2 (Ω). For instance, in two space dimensions the regularity of AE in a polygon depends on the angles at the vertices of Ω. Estimates similar to (4.7) can also be obtained on ∇×(AE − A h E) L 2 . We refer to [22, 32] for more results in this direction. As in the previous section the convergence of the eigenvalue problem cannot be deduced since the pointwise convergence only holds for solenoidal fields, i.e., E ∈ H(div = 0, Ω). The mixed method introduced in the next section resolves this is issue.
Mixed and relaxed H −α penalty
To make the method discussed in §3 and §4 fully consistent and to make the relaxed penalty introduced in §4 easier to implement in this section we introduce a mixed formulation. The use of a Lagrange multiplier will enable us to enforce the divergence free constraint and to construct an approximation of the H −1 -scalar product. The full consistency will lead to full pointwise convergence which in turn will imply spectral correctness, (compare Lemma 5.4 to Lemmas 3.3 and 4.2). 
Formulation of the mixed-relaxed
Then, the following identity holds:
This observation implies that the bilinear form a h defined in (4.2) can then be rewritten as follows:
is the function of ∇·E h which solves the following problem:
In the rest of this section we propose to replace the exact H −1 -scalar product by an approximate one by seeking the Lagrange multiplier p in the approximation space M h .
After replacing H 1 0 (Ω) by the finite-dimensional space M h , we are lead to consider the following discrete eigenvalue problem: Seek a triplet (
It turns out that this formulation of the eigenvalue problem requires the pair (X h , M h ) to satisfy a non-trivial compatibility condition to be convergent. To avoid this technicality, we consider instead the following alternative formulation:
Before dwelling on well-posedness of the above eigenvalue problem we provide the following lemma to justify the presence of the additional terms h 2α (∇·E h , ∇·F h ).
Lemma 5.1 (Discrete Control of ∇·F
Proof. This is a standard perturbation argument. Owing to (2.14)-(2.15), we have
The conclusion follows by using the inverse estimate
To rewrite (5.2) in a more compact way we now define the bilinear form
Then (5.2) is recast as follows: Seek a triplet (λ
Let us define the following discrete norm:
The following result characterizes the stability of d h .
Lemma 5.2 (Stability). For any
Then, assuming that 0 = q h , we deduce Taking the supremum over q h and using (5.3) from Lemma 5.1, we obtain
h . As a result,
Then recalling that E h ×n| ∂Ω = 0 and using (3.4) from Lemma 3.1, we infer that
Combining the above estimates, we finally obtain
The conclusion follows readily.
Again, abusing the notation, we now redefine the discrete self-adjoint operator
Owing to the BNB theorem (see e.g. [24, Thm 2.6]), the inf-sup condition (5.7) guarantees the existence and uniqueness of the pair (A h E, p h ); see also [24, Thm 2.22] . Finally, observe that (E h , λ h ) ∈ X h \{0}×R\{0} is an eigenpair of (5.
2) if and only if it satisfies
Lemma 5.3 (Consistency).
For any E ∈ L 2 (Ω), the pair (A h E, p h ) defined in (5.8) satisfies the following consistency relation:
which proves the statement.
Convergence of mixed-relaxed H
−α penalty. The convergence analysis is done by proving the pointwise convergence and the collective compactness property. 
In particular, for the optimal choice α = 3r 4r−1 we have
and the following holds whenever ∇·E = 0:
Proof. The proof is again similar to that of Lemma 3.3, and by repeating the same arguments we have
The rest of the proof consists of deriving an estimate for
Let p h ∈ M h be the Lagrange multiplier associated with AE h in (5.8). The inf-sup condition (5.2) and the consistency (5.9) imply
We now bound separately the terms appearing on the right-hand side of the above estimate.
For the first term, we invoke (2.12), the approximation estimates (2.15) with t = 1, l = r, and (2.13) with s = r. We obtain
For the second term we apply the approximation estimate (2.15) with t = 1, l = r, (2.13) with s = r, and the inverse estimate (2.13) with s = 1 to obtain
Note that we used the property ∇·AE = 0 in the first inequality. Similarly, for the third term invoking (2.11) with s = 0 and the approximation estimate (2.15) with t = 0, l = r coupled with (2.13) with s = r we arrive at
The last three terms involving p are bounded as follows:
where we used the estimate on the pressure (2.5). By gathering the above estimates we obtain
The two dominating terms in the coefficient in front of E L 2 are h r−1 (−r+ 
We finish by invoking the same arguments as in the proof of Lemma 3.4. .7) holds; in particular, P 1 Lagrange finite elements are sufficient for this purpose. But, of course, the convergence rate on the approximation of smooth eigenpairs depends on the approximation properties in M h ; higher convergence rates require better approximation properties in M h .
Numerical tests
To illustrate the performance of the method described in this paper, we now present some finite element computations performed in the L-shape domain
We start with the boundary value problem and then solve the eigenvalue problem. We observe that, as claimed in Theorem 5.1, the method is spectrally correct, i.e., there are no spurious eigenvalues and the approximate eigenvalues converge appropriately. We conclude by a discussion on the choice of the parameter α and on the imposition of the boundary conditions. 6.1. Boundary value problem. Consider the L-shape domain defined in (6.1), and let E be the solution to the following boundary value problem:
where the Cartesian components of the boundary data G are given by
, and (r, θ) are the polar coordinates centered at the re-entrant corner of the domain. The solution to the above problem is E = ∇ϕ, where ϕ(r, θ) = r Two types of approximation are tested; we use P 1 elements in the first case and P 2 elements in the second case. The electric field and the Lagrange multiplier are approximated using equal order polynomials in each case. Table 1 . L 2 (Ω) relative errors for the boundary value problem (6.2)-(6.3) using P 1 elements (2nd and 3rd columns) and P 2 elements (4th & 5th columns) with α = 0.75 and α = 1. The results are reported in Table 1 ; the relative errors in the L 2 -norm are shown for α = 0.75 and α = 1 together with the computed order of convergence (COC). Convergence is observed for the P 1 and the P 2 approximations. The observed convergence rates depend weakly on α and are clearly better than (5.10). Since E ∈ H 2 3 − (Ω) the best possible convergence rate is 2 3 and this rate is achieved numerically when using P 2 elements. 6.2. Eigenvalue problem. We now turn our attention to the eigenvalue problem in the L-shaped domain (6.1) . Approximate values of the first five eigenvalues with 10 −11 tolerance are provided in [23] : λ 1 ≈ 1.47562182408, λ 2 ≈ 3.53403136678, λ 3 = λ 4 = π 2 ≈ 9.86960440109, and λ 5 ≈ 11.3894793979. We use the same five quasi-uniform triangular meshes of mesh sizes 1/10, 1/20, 1/40, 1/80, 1/160, as in §6.1. We use ARPACK [33] with a relative tolerance of 10 −8 to obtain the approximation of the eigenvalue problem (5.2).
Two sets of results are presented below. First, we compute the first eigenvalue with α = 0.9. Second, we compute the first five eigenvalues with α = 0.7. We refer to [10] for comparable results using the mixed L 2 -weighted method.
6.2.1. The first eigenvalue. The first eigenvalue is the most difficult to evaluate since it corresponds to the eigen-vector of lowest regularity in H 2 3 − (Ω). The results for λ 1 using α = 0.9 are reported in Table 2 . The method converges as expected. The convergence behavior of the method with respect to the mesh size h is similar to what was observed for the boundary value problem. We observe a convergence rate close to first-order for the P 2 approximation. Table 2 . Relative errors and COC for λ 1 using P 1 elements (2nd and 3rd columns) and P 2 elements (4th and 5th columns) with α = 0.9. The symbol "-" indicates that the pair (Linear Solver + ARPACK) did not converge with the assigned tolerances. Table 3 . No spurious eigenvalue is observed and convergence to the exact eigenvalues is obtained in accordance with Theorem 5.1. As expected, the worst rate of convergence is observed for the first eigenvalue which corresponds to the most singular eigenvector. A better COC is achieved for the first eigenvalue by increasing α; see Section 6.2.1. Finally, we mention that the COC stalls for the eigenvalues λ 3 and λ 4 using P 2 since the accuracy of the computed eigenvalues is limited by the tolerance in ARPACK (10 −8 ).
Choice of α.
A second look at the proofs of the pointwise convergence (Lemma 5.4) and the collective compactness (Lemma 5.5) suggest that choosing α close to 1 increases the pointwise convergence rate while choosing α close to 1 2 improves the collective compactness property. This fact is reflected in our numerical experiments. The COC for the first eigenvalue improves as α approaches 1, 6.4. Boundary conditions. Enforcing essentially the boundary condition (6.4) E×n| ∂Ω = 0 is trivial when ∂Ω is locally a hyperplane which is orthogonal to a Cartesian axis, but this operation becomes a headache when the boundary is arbitrary. This difficulty can be avoided by enforcing the boundary condition naturally. For instance, this is done in [1] by adding Lagrange multipliers. We describe in this section how it can be done by resorting to Nitsche's trick [38] . We replace the family of approximation spaces {X h } h>0 defined in §2.4 by a new family {Y h } h>0 conforming in H 1 (Ω), and we assume that there is a family of approximation operators, which we again denote {C h } h>0 , so that (2.14)-(2.15) hold for all F in H l (Ω). Given a stabilization parameter γ ≥ 0 large enough and an integer χ ∈ {0, 1}, we set The discrete eigenvalue problem (5.2) is then modified as follows: Seek a triplet (λ h , E h , p h ) ∈ R×Y h \{0}×M h so that for all F h ∈ Y h and q h ∈ M h ,
It can then be shown that all the convergence results of §5 remain true provided the discrete norm ||| · ||| h is modified appropriately. We leave the details of the proofs to the reader. We have verified numerically that all the results reported in §6.1 and §6.2 do not depend on the particular technique which is used to enforce the boundary conditions. Whether the boundary conditions are enforced essentially or by using the technique described above, the COC only differ by negligible quantities. We have taken γ = 1 and χ = 0 in the numerical simulations. Using χ = 1 does not significantly change the results since there is no regularity pick-up on the dual boundary value problem.
