Why are some defence mechanisms expressed constitutively, while others are induced only upon exposure? Experimental evolution in a bacteria-phage system provides empirical support for the prediction that high frequency of exposure to parasites selects for constitutive defence despite associated costs.
Organisms that come under attack by natural enemies such as parasites or consumers can preserve fitness with appropriate defence. But what type of defence is appropriate? Constitutive defence is always at the ready, whereas inducible defence is mounted upon exposure to a threat [1] . Constitutive defence might seem the better strategy, to minimize vulnerability to attack. However, defences can be costly to mount and maintain. Host responses against parasites, for example, can incur energetic costs (e.g., if resources allocated to immunity detract from those available for growth or reproduction [2] ), multiple-fronts costs (e.g., if defence against one infection impairs defence against another) and/or immunopathological costs (e.g., if immune responses cause collateral damage to host tissue [3] ). The optimal defence theory [4] and other formal frameworks (such as [5] [6] [7] ) predict that only at high frequency of exposure will benefits outweigh the costs of constitutive defence. Conversely, when exposure is infrequent, inducible defence should be optimal. A new study published in this issue of Current Biology by Westra et al. [8] provides compelling empirical support for this body of theory.
The distinction between constitutive and inducible defences is well described in a variety of systems. Examples of constitutive defence of mammals against infection include permanent physical and chemical defences, such as the low pH of stomach acid and the constant production of genetically encoded lytic molecules that kill blood parasites such as trypanosomes (for example, [9] ). In many cases, an induced response only becomes necessary when such defences are breached or overcome. The armamentarium of the mammalian immune system is then famously inducible in defending against parasites.
Elucidating the selection pressures that favor constitutive versus inducible defence strategies has proven challenging, however. Part of the difficulty is that theory suggests that a wide array of factors may select for inducible rather than constitutive defence. These include low frequency of exposure and high cost of defence but also reliable cues, rapid upregulation and high efficacy of defence [1] . Designing a study to dissect the relative contributions of these factors to defence evolution is no mean feat. Empirical detection poses further challenges. Testing whether frequent exposure makes benefits outweigh costs and selects for constitutive defence, for example, requires demonstrable costs of defence, tight control of exposure to natural enemies, and close observation over relevant timescales. Yet costs are notoriously difficult to quantify. Dose and timing of exposure can be tough to understand, let alone control, in a microbial world (for example, [10] ). And slow induction and decay of a response can hamper measurement of costs and benefits. All of this may help to explain why, more than 30 years after Rhoades proposed the widely discussed optimal defence theory for plant-herbivore interactions [4] , its predictions about exposure frequency have not, until now, been seriously tested [11] .
Westra et al. [8] have now evaluated the role of exposure frequency in defence evolution in a bacteria-phage system, in which mechanisms of both constitutive and inducible defence are well characterized. For example, bacteria constitutively defend themselves by losing or changing the surface receptors that serve as entry points for viruses. Bacteria also exhibit inducible defence via clustered regularly interspaced short palindromic repeats (CRISPRs), which destroy viral genomes [12] . A bacteriaphage system overcomes many of the empirical difficulties outlined above and the advantages of this approach include tight experimental control and rapid system dynamics. Furthermore, fitness costs and benefits can be quantified in competition experiments with host genotypes that differ only at loci controlling defence.
The authors used experimental evolution of Pseudomonas aeruginosa strain PA14 exposed to the virus DMS3vir to show that exposure -essentially the mass-action frequency of encounter between phage and bacteria -shapes the type of defence that evolves [8] . The results accord with previous theory [4] [5] [6] [7] as well as with the authors' own new general model [8] . In short, they observed a dose-response curve for the evolution of constitutive defence. As phage inoculum was increased, bacteria increasingly evolved constitutive defence via loss of the phage receptor or pilus. This was confirmed when the authors manipulated phage density independent of both resource availability and the total size of the viral population.
Even more compellingly, Westra et al. [8] quantified relative fitness of bacteria of differing defensive capacities. In competitive interactions, the fitness of bacterial genotypes with only inducible defence was highest at low exposure; fitness of those with constitutive defence was highest at high exposure. These findings are in good agreement with theoretical expectations [4] [5] [6] [7] . Furthermore, constitutive defence was associated with a fitness cost in the absence of phage, while inducible defence was associated with no fitness cost in that context. Thus, the idea that inducible defences present cost savings was supported. This is all the more remarkable because the authors confirmed that the two types of defence conferred equal resistance benefit (in terms of surviving infection). Finally, the authors also confirmed that viral exposure rather than viral diversity selected for constitutive defence. Taken together, these results represent a tour de force empirical test of theory.
Of course, many questions remain. Most immediately, how generally across bacteria, and across other host taxa (Figure 1 ), might the predictions hold? And would field tests, such as those proposed by Westra et al., be borne out: for example, are constitutive defences directed at abundant parasite species and inducible defences directed against rare species in natural populations [8] ?
It will also be important to better understand simultaneous or overlapping function of constitutive and inducible defences. Indeed, no host must entirely choose between them. In reality, if constitutive defence provides the fortress that holds most enemies out, then inducible defence might be the boiling oil poured over the ramparts to defeat particularly numerous or persistent enemies. Inducibility may thus allow escalation. What selection pressures then shape the coordinated function of constitutive and inducible defence? Theory suggests that varied replication rates of parasites may determine the optimal combination of constitutive and inducible defence [5] , and that optimal inducible defence is generally lightning fast [13] , thereby minimizing the window of host vulnerability nearly as well as constitutive defence. Empirical tests of these theories are urgently needed.
Last but not least, it will be crucial to quantify the relative contributions of cost savings and specificity to the benefits of inducible defence. This is especially important in light of the diversity of rates and modes of action of inducible defences (for example, within the repertoire of the mammalian immune system, which exhibits near-instantaneous through to week-long induction of mechanisms [14] ). Indeed, the most important contributions of inducibility to optimal defence may be to confer specificity [15] and baffling heterogeneity for the adversary, as has been suggested for plant defence against herbivores (for example, [11, 15] ). The more commonalities across host taxa that we unearth, the more Using real-time imaging of circadian gene expression, a new study reveals how a light pulse briefly desynchronizes clock neurons in the fly brain before they settle into a new, synchronized daily rhythm.
Since the first transatlantic flight, people have complained of feeling poorly for days following travel across time zones. Chronodisruption (a mismatch between an organism's daily rhythms and local time) was identified as the prime culprit; yet 96 years later there is no reliable cure for jet lag or other related disruptions like shift-work and seasonal affective disorders (SAD). An evolutionarily ancient system present in perhaps all unicellular and multicellular organisms, the circadian circuit integrates environmental input like light to synchronize and coordinate daily physiological and behavioral rhythms. This circuit must be robust enough to anticipate reliable events like sunrise and mealtimes but flexible enough to adapt to seasonal changes like photoperiod. In a recent issue of Current Biology, Roberts et al. [1] find evidence for flexibility in the circadian system of flies. Light that shifts daily rhythms in behavior also transiently reduces synchrony among neurons in the circadian circuit. Potentially, this flexibility could be harnessed and amplified to 'cure' jet lag, shift work, and SAD.
The circadian circuit in animals depends on the synchronization of endogenously rhythmic neurons [2, 3] . Unsynchronized, these clock neurons fail to produce a rhythm robust enough to drive daily behaviors. The identification of a mammalian neuropeptide (VIP) and its fly homologue (PDF) as necessary for the intercellular synchronization of circadian rhythms seemed to solidify the stance that synchrony is beneficial. Deficiencies in PDF or its receptor, or VIP or its receptor, resulted in a dramatic loss of synchrony among cells, weak intrinsic behavioral rhythms, and a big advance in the time of daily activity onset in a light-dark cycle (that is, the mutants behave like larks) [4, 5] . The case seemed settled -synchrony within the circadian circuit benefits circadian rhythms much like synchronized contraction within the heart pacemaker is necessary for a healthy beating heart. However, the reality is much more nuanced.
Recent experiments and models have questioned whether desynchrony is always pathological. For example, synchrony among circadian cells changes with seasons [6, 7] . Furthermore, the
