Abstract. Schur modules give the irreducible polynomial representations of the general linear group GLt. Viewing the symmetric group St as a subgroup of GLt, we may restrict Schur modules to St and decompose the result into a direct sum of Specht modules, the irreducible representations of St. We give an equivariant Möbius inversion formula that we use to invert this expansion in the representation ring for St for t large. In addition to explicit formulas in terms of plethysms, we show the coefficients that appear alternate in sign by degree. In particular, this allows us to define a new basis of symmetric functions whose structure constants are stable Kronecker coefficients and which expand with alternating signs into the Schur basis.
Overview of main results
This paper concerns the relation between the representation theories of the general linear group GL t and the symmetric group S t over C. To fix notation, for λ an integer partition, let ℓ(λ) denote the length of λ (number of nonzero parts), and let λ denote the size of λ (sum of the parts). Let S λ denote the Schur functor , so that the irreducible polynomial representations of GL t are S λ (C t ) where ℓ(λ) ≤ t. For ν an integer partition, let Sp ν be the Specht module over C, so that the irreducible representations of S t are Sp ν for ν = t.
Since S t ⊂ GL t , we can restrict the GL t representation S λ (C t ) to S t and decompose the result into Specht modules. For a partition ν = (ν 1 , ν 2 , . . . , ν r ), and t ≥ ν 1 + ν , we define ν (t) to be the partition (t − ν , ν 1 , ν 2 , . . . , ν r ) of t. Using this notation, we can write the aforementioned restriction as (1) Res
, where a ν λ (t) are, by definition, the non-negative multiplicities that arise. In other words, in the representation ring Rep(S t ) of S t , we have (2) [S λ (C
A classical result of Littlewood [6] states that a ν λ (t) is independent of t for t sufficiently large. Therefore we may define coefficients a 1.1. Plethystic formulas. We can give a precise formula for b ν λ using the language of plethysm. If ψ ∶ GL m → GL n has character g and φ ∶ GL n → GL p has character f , then φ ○ ψ ∶ GL m → GL p has character f [g], the plethysm of f and g. In terms of symmetric polynomials, if g = ∑ α g α x α is the monomial expansion, then f [g] is f (y 1 , . . . , y t ), where the y i are defined by the identity
In other words, if the g α are non-negative, then x α occurs g α times in the multiset (y 1 , . . . , y t ). For more details on plethysm, see [9] and [10, (I.8)].
Littlewood [7] gave a formula for restriction from GL t to S t as the following plethysm
) is the Schur polynomial corresponding to the irreducible character for GL t , h n = s (n) is the complete homogeneous symmetric polynomial, and the inner product for characters, corresponding to the Hall inner product on symmetric polynomials, is determined by ⟨s λ , s µ ⟩ = δ λ,µ .
Define the Lyndon symmetric function L m by
The Lyndon symmetric function is the character of the GL t action on the degree m part of the free Lie algebra on C t and is the Frobenius character of Ind
where C m is the cyclic subgroup of S m generated by the m-cycle (12⋯m). Using L m , we can give an explicit formula for b ν λ : Theorem 2. For λ and ν partitions, we have 
The representation M t µ arises naturally in studying representations of the category of finite sets. A representation of the category of finite sets consists of a sequence of vector spaces V 0 , V 1 , V 2 , . . . and, for each map φ ∶ {1, 2, . . . , t} → {1, 2, . . . , u} of finite sets, a map φ * ∶ V t → V u obeying the obvious functoriality. In particular, each V t is a representation of the symmetric group S t . The category of such representations is an abelian category in an obvious manner. The simple objects in this category are explicitly described by Rains [16] and are implicitly described in the work of Putcha [15] ; see also Wiltshire-Gordon [23] . These simple objects W µ are indexed by partitions and, except when µ is of the form 1 k , we have (W µ ) t ≅ M t µ as an S t -representation. Wiltshire-Gordon also showed that the S λ (C t ) are projective objects in this category. Thus, the problem of expanding
µ is the problem of finding the Jordan-Holder constituents of these projectives, and the problem of writing M t µ as an alternating combination of the S λ (C t ) is a combinatorial shadow of the problem of finding projective resolutions of these simples.
1.2. Stable Kronecker coefficients. The authors' original motivation for studying this problem came from a desire to understand tensor product multiplicities. The Kronecker coefficients, denoted by g α,β,γ , indexed by a triple of partitions of the same size, give the Specht module decomposition of a tensor product of Specht modules, namely
Letting χ α = char(Sp α ), we can express these coefficients symmetrically as
where t denotes the common size of α, β, γ. It remains an important open problem in combinatorial representation theory to give a manifestly positive combinatorial formula for the Kronecker coefficients g α,β,γ . For arbitrary partitions α, β, γ (potentially of varying sizes), Murnaghan [11] considered the coefficients g α (t) ,β (t) ,γ (t) and noticed that they stabilize for t sufficiently large. This stability was proved by Brion [3] , and so we define the stable Kronecker coefficients, denoted byḡ α,β,γ , by
Giving a combinatorial rule for the stable Kronecker coefficientsḡ α,β,γ is a major open problem in combinatorial representation theory.
By contrast with Kronecker coefficients and their stable variations, the tensor product coefficients for representations of GL t are well understood. For partitions λ, µ, ν with λ + µ = ν , define the Littlewood-Richardson coefficients, denoted by c ν λ,µ , by
Taking characters, we may also define c ν λ,µ by taking the Schur expansion of a product of Schur polynomials,
There are myriad combinatorial rules for c ν λ,µ , the first due to Littlewood and Richardson [8] that was later proved by Schützenberger [19] based on ideas of Robinson [18] . It is natural to try to exploit this understanding to study stable Kronecker coefficients.
Indeed, based on the stable limit of (2), we may define an inhomogeneous basis for symmetric polynomials, which we call stable Specht polynomials and denote by s † ν , by the formula (15) s
Roughly, we are describing a map from the representation ring of S t to symmetric functions sending S λ (C t ) to s λ and Sp ν (t) to s † ν . (This statement is rough because we have not explained how to take the limit as t → ∞ of representation rings.) Note this map is very different from the Frobenius characteristic sending Sp ν to s ν .
Since restriction from GL t to S t restricts with tensor product, the structure constants of the stable Specht polynomials are stable Kronecker coefficients,
Therefore a direct combinatorial description of stable Specht polynomials might well lead to a combinatorial rule for the stable Kronecker coefficientsḡ α,β,γ . Schur polynomials are manifestly stable Specht-positive by (15) . As one begins computing the s † polynomials, one immediately notices they appear to be Schuralternating. Theorem 1 proves this alternation. This same basis of stable Specht polynomials has been discovered independently by Orellana and Zabrocki [12, 13] , who have been developing tools and techniques that might yet yield new insights into the stable Kronecker coefficients.
Transition between Specht modules and M t µ
In this section, we carry out the relatively easy task of relating the classes of Sp ν (t) and M t µ in the representation ring Rep(S t ).
Proposition 5. In the representation ring
Proof. By Pieri's rule [14] for induction, from Eq. (8) we immediately have
For a partition λ with parts λ 1 ≥ λ 2 ≥ ⋯ ≥ λ ℓ , we letλ be the partition (λ 2 , . . . , λ ℓ ), so λ =λ (t) if t = λ . We note that λ µ is a horizontal strip if and only if λ 1 ≥ µ 1 ≥ λ 2 ≥ µ 2 ≥ ⋯. Holdingλ and µ fixed, once t is sufficiently large, the condition that λ 1 ≥ µ 1 is automatic, so λ µ is a horizontal strip if and only if µ 1 ≥ λ 2 ≥ µ 2 ≥ ⋯; the latter states that µ λ is a horizontal strip. So, for t sufficiently large, we have
Spλ(t) .
Renaming the summation variableλ as ν, we have proved Eq. (17) . To arrive at the second formula, we must invert the infinite 0 − 1 matrix with entries M µν = 1 if and only if µ ν is a horizontal strip. By Pieri's rule, h r s ν is the sum ∑ µ ν horiz. r-strip s µ . Thus, as an endomorphism of the completion of the ring of symmetric functions, the matrix M corresponds to multiplication in the Schur basis by 1 + h 1 + h 2 + h 3 ⋯. The inverse operation is multiplication by (1 + h 1 + h 2 + ⋯) 
where λ T denotes the transpose of λ.
This proves the first two parts of Theorem 3.
Background on wreath products
We recall that, for two groups G and H, the wreath product G ≀ H is the semidirect product (∏ h∈H G) ⋊ H, where H acts by permuting the G-factors. The wreath product S j ≀ S m embeds in S jm as the normalizer of the Young subgroup S ×m j , and we'll write Wr(j, 
where ch denotes the Frobenius characteristic map.
As the special case where V is the trivial representation, we have 
We also want to embed the wreath product into
Lemma 9. We have the following equality in Rep(S jm × S m ):
Proof. We first compute the induction from V (j, m) to Wr(j, m) × S m , and then further induct to S jm × S m . Let W be the representation Ind We now induce to S jm :
The inner induction can be computed by Corollary 8:
Putting all of our formulas together, we deduce the result. 
. We write D(l, t) for the subspace of T (l, t) with basis those [i 1 i 2 ⋯i l ] where i 1 i 2 ⋯i l are pairwise distinct; this is clearly a S l × S t subrepresentation.
Let Π l denote the lattice of set partitions of {1, 2 . . . , l} ordered by refinement, with minimal element Fine l ∶= {{1}, {2}, . . . , {l}} and maximal element Coarse l ∶= {{1, 2, . . . , l}}. For a set partition π = {π 1 , π 2 , . . . , π m }, we write Shape(π) for the partition obtained by sorting ( π 1 , π 2 , . . . , π m ) into order. We abbreviate Shape(π) and ℓ(Shape(π)) to π and ℓ(π). In order to help the reader distinguish integer partitions from set partitions, we will consistently denote the former by the letters λ, µ, ν and the latter by π, ρ, σ.
Given a set partition π of {1, 2 . . . , l}, we write
and only if p, q ∈ π j for some j} .
In particular, we have T (Fine l , t) = T (l, t) and D(Fine l , t) = D(l, t), and also D(Coarse l , t) = T (Coarse l , t) ≅ C t . We may relate these two constructions by
We will also consider representations indexed by integer partitions, rather than by set partitions. For a partition ν of l, we set
D(π, t).
We will now compute the character of D Sh (ν, t).
Lemma 10. For ν a partition of l with length m, and for t ≥ m, in the representation ring for S l × S t , we have
where ν = r mr ⋯2 m2 1 m1 and each µ(j) is a partition of size m j .
Proof. Notice D Sh (ν, t) is a permutation representation with basis {g ⋅ x ν } g∈S l ×St where
We first consider the case t = m. We have ∑ j jm j = l and ∑ j m j = m, and so the stabilizer of
We perform the induction in two steps. First, by Lemma 9, we have
in Rep(∏(S jmj × S mj )). We emphasize that each of the λ(j) is a partition, they are not the parts of a partition named λ, and likewise for the µ(j)'s. Interchanging summation and product, we get
Inducing further, using the classical result Ind
To simplify this, note that for symmetric functions f, g homogeneous of degrees a, b, respectively, we have ⟨s λ , f g⟩ = ∑ α =a, β =b c 
Finally, inducing from S m × S t−m to S t gives Eq. (24).
We now establish the third part of Theorem 3.
Proposition 11. In the representation ring Rep(S t ), we have
Proof. We begin with the decomposition
Both sides of this equation have compatible actions of S l × S t . On the left hand side, Schur-Weyl duality tells us that
So we can compute S λ (C 
where ν = r mr ⋯2 m2 1 m1 . Thus the coefficient of Sp λ in T (l, t) is obtained by summing over ν, which gives
where we use the identity 
Equivariant Möbius inversion
Our proof of the third part of Theorem 3 began with the identity T (l, t) = ⊕ ν =l D Sh (ν, t). To establish the fourth, and most interesting, part we must invert this expression and write D(l, t) as a "linear combination" of the representations T (π(ν), t), where π(ν) is a set partition of shape ν. We can use Möbius inversion on the set partition lattice to compute the dimension of D(l, t) as a linear combination of the dimensions of the representations T (π, t). In order to obtain not just the dimension, but a formula for the class in Rep(S l × S t ), we need an equivariant version of Möbius inversion. We find it clearest to explain this result in the context of a general poset with a group action. Because we want to reserve µ for partitions, we will denote the Möbius function of a poset by m.
Let P be a poset with unique minimal element0, and let G be a group acting on P . Let V be a G-representation with a direct sum decomposition V = ⊕ p∈P U p such that g(U p ) = U gp for each g ∈ G and p ∈ P . For q ∈ P , put V q ∶= ⊕ r⪰q U r .
For p ∈ P , let (0, p) = {q ∈ P ∶0 ≺ q ≺ p}. Let ∆(0, p) be the order complex of (0, p) -the simplicial complex on the ground set (0, p) whose faces are the totally ordered subsets of (0, p). A classical result of P. Hall states [4] that the Möbius function m(p) is the reduced Euler characteristicχ(∆(0, p)).
We will define an equivariant version of m. Namely, let G p be the stabilizer of p and let Rep(G p ) be its representation ring. We define
whereH j is the reduced homology group. So, under the map Rep(G p ) → Z sending a representation to its dimension, m eq (p) is sent to the Möbius function m(p). Among group theorists, m eq (p) is called the "Lefschetz element". Let G P be a set of orbit representatives for the action of G on P . Our equivariant Möbius inversion formula is the following.
Theorem 13. With the above definitions, we have the equality
in the representation ring Rep(G).
Proof. We begin by expanding the induction. For a simplicial complex X, let C j (X) be the free vector space on the j-dimensional faces. Here we include the case j = −1, corresponding to the empty face. If a group H acts on X, we have
, so the right hand side of (30) is
The induction can be expanded explicitly as
Summing over p ∈ G P and p ′ ∈ Gp is simply summing over p ′ ∈ P . So we want to prove the equality
Inserting the definition of V p ′ , our goal is to show that
Here G acts by permuting the summation indices and by its action on V . In order to show equality in Rep(G), we simply need to compute characters of both sides. Fix g ∈ G; for any vector space W on which g acts, write Tr g (W ) for the trace of g on W . Since the action of g on P is order preserving, if g maps a j-cell (q 0 , q 1 , . . . , q j ) of ∆(0, p) to itself, it does so while preserving the order of (q 0 , q 1 , . . . , q j ). So the only terms that contribute to the trace are those where each of the summation variables q 0 , q 1 , . . . , q j , p ′ and q ′ are individually fixed by g. We obtain that the trace of g on the right hand side is
The quantity in parentheses in the reduced Euler characteristic of the order complex
, the point q ′ is a cone point of the order complex, so this Euler characteristic is 0. Thus, the sum simplifies to Tr g (U0), as desired.
Our immediate purpose is to apply Theorem 13 to the partition lattice Π m , ordered by refinement with minimal element Fine m and ranked by m minus the number of blocks of the set partition. The group S m acts by permuting elements within blocks. We can identify S m Π m with the set of integer partitions of m: for each integer partition ν of m, choose a set partition π(ν) of that shape. We will abbreviate the stabilizer G π(ν) to simply G ν and the equivariant Möbius function m eq (π(ν)) to simply m eq (ν). We may extend this action to an S m × S t action where the second factor acts trivially, and in so doing the corresponding objects for the action of S m × S t become G ν × S t and m eq (ν) ⊠ ½, respectively.
Recall the minimal element of Π m is Fine m , and D(Fine m , t) = D(m, t). Applying Theorem 13 to the representation T (π, t) = ⊕ ρ⪰π D(ρ, t) gives the following.
Corollary 14. In the representation ring
where π(ν) is a set partition of shape ν. 
Proof. For ν = (1 m ), Lemma 10 gives
Using c
and ⟨s λ , s µ ⟩ = δ λ,µ gives the result.
In particular, M 
where π(ν) is a set partition of shape ν.
Proof. For ν a partition of m with length ℓ and π a set partition of shape ν, as an S t module, T (π, t) is (C t ) ⊗ℓ . By Schur-Weyl duality, as an S ℓ × S t module, this becomes ⊕ λ =ℓ Sp λ ⊠ S 
. For λ and µ fixed, the only terms that contribute to this coefficient are partitions ν with ν = µ and ℓ(ν) = λ . But µ − λ = ν − ℓ(ν) is precisely the rank function that grades the lattice of set partitions. So only terms at one fixed level of Π m will contribute. Since Π m is Cohen-Macaulay [1] , the terms m eq (ν) will all come with the same sign (−1)
µ − λ , as promised. Our final task is to establish our plethystic formula for the coefficient of [S λ (C Björner [1] showed that the order complex of Π m is Cohen-Macaulay, and so has reduced homology only in the top dimension. For π a set partition of shape for w ∈ S m . It has dimension (m − 1)!, with a basis given by those commutators with w(1) = 1. Brandt [2] showed that the Frobenius character of the Whitehouse module Lie m is precisely the Lyndon symmetric function, i.e. L m = ch(Lie m ).
Stanley [20] , based on earlier computations of Hanlon [5] , showedH i (Π m ) relates to the Whitehouse module Lie m as follows. 
