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Senzorične analize predstavljajo nepogrešljivo orodje v prehrambni industriji. 
Uporabijo se za iskanje razlik med izdelki kot tudi za njihov opis. V zadnjih desetletjih so 
dobile razmah metode hitrega profiliranja, ki omogočajo, da se izdelki opišejo brez uporabe 
poenotenih deskriptorjev (spremenljivk). V magistrskem delu obravnavamo metodo, 
imenovano senzorično profiliranje po lastni izbiri (ang. Free Choice Profiling). Metoda 
omogoča ocenjevalcem uporabo različnih opisnih spremenljivk tako v kvalitativnem kot v 
kvantitativnem smislu. Statistični metodi, ki se najpogosteje uporabljata pri analizi tako 
dobljenih podatkov, sta GPA (posplošena Prokrustova analiza) ter MFA (multipla faktorska 
analiza). Gre za metodi, ki delujeta na principu redukcije dimenzionalnosti podatkov, ki pa, za 
razliko od metode glavnih komponent, ohranjata informacijo posameznega ocenjevalca. 
Omenjeni metodi združita vhodne informacije (ocene ocenjevalcev) na osnovi konsenza, 
povprečne zaznave razlik med vzorci. 
V magistrskem delu sem preveril podobnost dobljenih rezultatov obeh metod s pomočjo 
dveh statistik (RV2 in ARI) ob različnih pogojih (dejavnikih); variabilnost ocen, število 
ocenjevalcev, število izbranih deskriptorjev, dimenzionalnost GPA/MFA-rešitve, narava 
ocenjevanja. Simulacije so pokazale, da je RV2 statistika nekoliko pristranska ob pogojih 
neodvisnosti med simuliranimi izvornimi matrikami in simuliranimi matrikami ocenjevalcev. 
Simulacije so tudi potrdile, da sta metodi GPA in MFA zelo primerljivi v vseh pogojih 
ter da sta izbrani statistiki za merjenje podobnosti relativno slabo korelirani v direktni 
primerjavi GPA in MFA rešitev. Dodatno sem modeliral vpliv posameznih dejavnikov na 
povprečne vrednosti (MFA+GPA) merjenih statistik. Pridobljene informacije so izredno 
koristne, ker nam podajo oceno vplivov posameznih kombinacij dejavnikov in s tem 
omogočajo optimalno izvedbo bodočih testov s preučevano metodo hitrega profiliranja.  





Sensory analysis is a very important set of procedures in food industry. It helps us in 
finding differences between samples and to describe those samples (differences). In the last 
fifteen years or so, the quick profiling techniques gained popularity. Those methods allow a 
descriptive analysis without the usage of the same vocabulary between assessors. My actual 
work is based on the Free Choice Profiling technique, which allows assessors to freely choose 
the number of descriptors and their meaning to describe a product. GPA (generalized 
Procrustes analysis) and MFA (multiple factor analysis) are the two most popular statistical 
techniques used to analyze the obtained data. They are both based on dimensionality 
reduction of the data (matrices) and unlike the PCA (principal component analysis), they 
retain individual assessor information. These methods process the data by creating a 
consensual (average) space of products (samples), which reflects the average perception of all 
assessors. 
My work was focused in comparing the similarity of GPA and MFA outputs by 
measuring two statistics (RV2 coefficient and ARI-Adjusted Rand index) under different 
conditions; score variability, number of assessors, number of selected descriptors, GPA/MFA 
dimensionality output, nature (focus) of assessment. The simulations showed that RV2 is 
slightly biased under the assumption of independence between the simulated main data matrix 
and the simulated assessors' ones. 
The simulation confirmed that the GPA and MFA are indeed very comparable under all 
conditions and that the measured statistics are not highly correlated in a direct GPA / MFA 
comparison. Additionally, I modelled the influence of the selected factors on the averaged 
(MFA+GPA) measured statistics. The obtained information is very valuable because it 
provides an insight about the influence of the selected factors. This allows us to properly 
combine them to optimize the execution of future assessments with the assessed Free Choice 
profiling technique. 




Senzorična analiza je znanstvena disciplina, ki uporablja človeška čutila za vonj, okus, 
vid, sluh in dotik za ocenjevanje prehrambnih izdelkov. Sestavljena je iz različnih postopkov 
in tehnik, ki omogočajo vrednotenje senzoričnih zaznav s pomočjo prej naštetih čutil. 
Omenjene tehnike morajo zagotoviti pravilno izvedbo ocenjevanj, kjer se moteči dejavniki 
zmanjšajo oz. porazdelijo med ocenjevanimi vzorci s pomočjo ustreznega načrtovanja 
poskusov. Pridobljene ocene so lahko kvalitativne ali kvantitativne narave. Ocene je potrebno 
ustrezno statistično ovrednotiti. Pri tem je pomembno upoštevati veliko variabilnost v 
odgovorih, saj je merilni instrument človek, njegove ocene pa so, ne glede na stopnjo 
usposobljenosti, precej subjektivne. Na zaznavo ocenjevalca in s tem tudi na njegove 
odgovore vplivajo: prirojena fiziološka občutljivost na posamezne senzorične dražljaje, 
usposobljenost (izobraževanje), motivacija, okolica, razpoloženje, zdravstveno stanje ter samo 
poznavanje izdelka (vzorca).  
Senzorične analize izvajajo ocenjevalci, ki so bili predhodno ustrezno izbrani in šolani 
[1]. 
Na splošno lahko senzorične teste, če ne upoštevamo potrošniških ocenjevanj všečnosti 
izdelkov, delimo na diskriminacijske (ločevalne) in deskriptivne (opisne) teste.  
Mi se bomo posvetili deskriptivni metodi hitrega profiliranja, ki jo imenujemo 
senzorično profiliranje po lastni izbiri – SPLI (ang. »Free Choice Profiling«). Prvič se 
omenjena metoda hitrega profiliranja omenja leta 1984 [2]. 
SPLI, za razliko od klasične metode profiliranja, ne zahteva poenotenega izrazoslovja 
oz. uporabe enakih deskriptorjev (spremenljivk) za opis izdelka (vzorca). SPLI je izvedena v 
dveh korakih. V prvem koraku se ocenjevalci seznanijo z izdelki ter tvorijo lastne 
deskriptorje, ki jih lahko poljubno poimenujejo. V drugem koraku nato uporabljajo predhodno 
generirane deskriptorje za ocenjevanje intenzivnosti teh v posameznih izdelkih (vzorcih) s 
pomočjo lestvice (npr. 1–9). Vzorci se ocenjujejo monadično (posamično). Metoda je zato 
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primerna tudi za potrošnike. Omejitve so lahko postavljene glede kategorije senzoričnih 
zaznav, znotraj katere naj ocenjevalci ocenjujejo (npr. vonj, okus, izgled, tekstura, aroma).  
Za analizo tako pridobljenih ocen izdelkov se večinoma uporabljata metodi GPA 
(posplošena Prokrustova analiza) in MFA (multipla faktorska analiza). Gre za metodi 
redukcije prostora. Omenjeni metodi med drugim tvorita zemljevide (mape) izdelkov, ki nam 
prikazujejo podobnosti/razlike na osnovi relativnih razdalj. Interpretacija posameznih 
deskriptorjev lahko predstavlja težavo [3]. 
Do sedaj je objavljeno samo eno delo o primerjavi GPA in MFA na senzoričnih 
podatkih hitrega profiliranja. Tomić [4] primerja metodi na podatkih, pridobljenih s pomočjo 
projektivnega mapiranja. Za razliko od SPLI, ta temelji na fizičnem mapiranju izdelkov in 
posledično so vhodni podatki zgolj dvodimenzionalni (x, y koordinate). Metodi sta se izkazali 
za precej enakovredni (podobne izhodne 2D-konfiguracije vzorcev).  
Pričujoče magistrsko delo primerja metodi na osnovi SPLI s pomočjo simulacij v  
R-okolju. Koordinate vzorcev v GPA- in MFA-prostoru (pri različnih pogojih) se primerjajo z 
osnovno (izvorno) matriko ocen vzorcev s pomočjo RV2 koeficienta. Izvorne ocene so bile 
generirane/simulirane v R-okolju ali pa podane s strani naših ekspertov (kreatorjev arom). 
Primerjave metod so narejene upoštevajoč 2D in 3D GPA/MFA-rešitvi, ki sta iz praktičnega, 
vizualno-interpretativnega vidika, najpomembnejši redukciji prostora. Kot dodaten, 
sekundarni kriterij učinkovitosti se uporablja hierarhično razvrščanje opazovanj (vzorcev) v 
skupine na osnovi novonastalih dimenzij obeh metod. Razvrstitve se primerja z razvrstitvijo 
na osnovi ocen izvorne matrike s pomočjo popravljenega Randovega indeksa-ARI. Dodatno 
sem modeliral povprečni merjeni statistiki (RV2_povp, ARI_povp) upoštevajoč dejavnike, ki 
lahko vplivajo na njune vrednosti: različna narava ocenjevalcev, variabilnost ocen, število 
ocenjevalcev, število deskriptorjev in dimenzionalnost GPA/MFA-rešitve. 
 
3 
2 Osnovna teoretična podlaga 
 
Slika 2.1: Shematski prikaz naloge  
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2.1 Metoda glavnih komponent in splošne značilnosti 
Multipla faktorska analiza (MFA) je nekoliko razširjena oblika metode glavnih 
komponent (PCA). V obeh primerih je cilj redukcija dimenzionalnosti prostora s tem, da novo 
tvorjene komponente predstavljajo linearne kombinacije izvornih spremenljivk in pojasnijo 
čim več variabilnosti podatkov. Najprej povzamemo glavne značilnosti metode glavnih 
komponent. 
Pri metodi glavnih komponent so komponente med seboj neodvisne (nekorelirane). 
Tvorjenim komponentam zaporedoma pada pripadajoči delež pojasnjene variabilnosti 
podatkov. 
Linearne kombinacije yi opazovanih spremenljivk Xi zapišemo v matrični obliki [5]: 
 yi = X ai (2.1) 
kjer je matrika podatkov Xmxn: 





Vektor ai predstavlja vektor uteži (n x 1) spremenljivk na i-to glavno komponento (i-ti 
lastni vektor kovariančne matrike). 
Uteži se izračunajo tako, da je varianca yi maksimalna.  
Zato, da je problem enolično rešljiv, je potrebno podati še dodatni pogoj: 
 aiTai =1 (2.3) 
Če ne bi bilo zadoščeno navedenemu pogoju, bi lahko poljubno večali varianco yi z 
večanjem vrednosti uteži [5]. Po izračunu prve glavne komponente (vektor uteži a1) se 
postopek nadaljuje z drugo glavno komponento (a2), ki je nekorelirana s prvo (a1) in dodatno 
razloži preostalo varianco podatkov. Geometrijsko gledano sta komponenti (lastna vektorja 
kovariančne matrike) a1 in a2 pod pravim kotom. 
 y1 = A a1  ,       y2 = A a2 (2.4) 
Tvorba glavnih komponent se ustavi pri številu osnovnih spremenljivk ali številu enot 
minus ena (manjša vrednost).  
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Vektorje uteži ai imenujemo lastni vektorji, medtem ko so lastne vrednosti λi variance 
glavnih komponent. Lastni vektor a1 pripada največji lastni vrednosti λ1 [6]. 
Pomembno je poudariti, da je vsota varianc merjenih spremenljivk enaka vsoti lastnih 
vrednosti (variance glavnih komponent). Variabilnost vhodnih podatkov se tako ohranja [6].  
V večini primerov spremenljivke predhodno standardiziramo (normaliziramo), ker so pogosto 
vrednosti v različnih enotah in je posledično razlika v varianci med spremenljivkami zelo 
velika. Brez predhodne standardizacije bi imele spremenljivke z večjo variabilnostjo tudi 
večje uteži na prvo glavno komponento. 
Slika 2.2 prikazuje princip tvorbe glavnih komponent. Prva glavna komponenta razloži 
večji del variabilnosti in je močno korelirana s spremenljivko X1, medtem ko druga glavna 
komponenta zajema bistveno manjši delež variabilnosti. 
 
Slika 2.2: Prikaz tvorbe glavnih komponent. Rdeče točke ponazarjajo pravokotne projekcije enot na prvo glavno 
komponento, modre pa na drugo glavno komponento [7]. 
2.2 Metoda razcepa matrike na singularne vrednosti 
Singularne vrednosti (koreni lastnih vrednosti) so vrednosti dobljene ob postopku 
dekompozicije (razklopa) matrike (SVD-razcep matrike na singularne vrednosti). Pri MFA 
prva singularna vrednost služi za normalizacijo podatkov. Omenjena normalizacija omogoča, 
da so vse singularne vrednosti prvih glavnih komponent (γ1) različnih matrik enake. S tem se 
prepreči prevelik vpliv matrik z večjo variabilnostjo na skupno rešitev MFA [8]. 
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SVD ima svoje korenine v diagonalizaciji matrik. Za kvadratne matrike velja (ob 
pogoju Det≠0): 
X= P D P-1  (2.5) 
Matriko X smo razbili na tri matrike. Stolpci matrike P so lastni vektorji matrike X, D je 
diagonalna matrika z lastnimi vrednostmi na diagonali. P-1 je inverzna matrika matrike P. 
Omenjena diagonalizacija omogoča lažje množenje matrike -potenciranje [9, 10]. 
Tako dobljeni lastni vektorji niso nujno tudi ortogonalni (neodvisni). V kolikor pa je 
kvadratna matrika tudi simetrična, so lastni vektorji ortogonalni. Če ortogonalne lastne 
vektorje normiramo (‖𝑎‖ = 1), velja [11]: 
P-1 = PT (2.6) 
Diagonalizacija je tako enostavnejša, ker ni treba računati inverznih matrik. 
Potrebujemo samo lastne vektorje matrike, ki jih normiramo, pripadajoče lastne vrednosti 
lastnih vektorjev na diagonali ter transponirano matriko lastnih vektorjev. Pomembno je, da 
so lastne vrednosti na diagonali matrike D v padajočem vrstnem redu in usklajene s stolpci 
lastnih vektorjev [11]. 
 X = P D PT (2.7) 
Seveda pa imamo pogosto situacijo, ko matrike niso kvadratne. V tem primeru 
uporabimo naslednje lastnosti: 
XT X in XXT sta kvadratni in simetrični matriki; 
XT X = VDVT; stolpci matrike V so ortonormirani lastni vektorji matrike XTX (2.8) 
X XT = UDUT; stolpci matrike U so ortonormirani lastni vektorji matrike XXT  (2.9) 
UT U = I   (2.10) 
VT V = I (2.11) 
Po nekaj dodatnih izračunih sledi: 
X = U ∑ VT (2.12) 
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∑ predstavlja diagonalno matriko, kjer so na diagonali singularne vrednosti √𝜆𝑖  matrike 
X. Dimenzija matrike ∑ mora biti enaka dimenziji matrike X [m x n] = [št. opazovanj x št. 
spremenljivk]. Matriki U in VT sta kvadratni matriki [11]. 
U[m x m], V[n x n]  (2.13) 
Lahko se uporablja tudi druga oblika SVD-zapisa, kjer so dimenzije matrik drugačne 
[12]: 
U[m x n], V[n x n], ∑[n x n] (2.14) 
in velja 
  UT U=I; m≥n (2.15) 
  U UT=I; m≤n (2.16) 
Od elementov matrike ∑ izvira tudi ime postopka, singularni razcep (dekompozicija) 
matrike-SVD. 
Rešitve SVD so enolične, če so si lastne vrednosti med seboj različne. 




 XT X (2.17) 
Matrika C je kovariančna simetrična matrika dimenzije n x n. Matriko X dimenzije m x 
n je bilo potrebno predhodno centrirati (odšteti povprečje n-te spremenljivke od posamezne 
xmn vrednosti). m je število vrstic (vzorcev) v matriki X. PCA pridobi lastne vektorje in lastne 
vrednosti matrike C z razcepom matrike X (SVD). Dokaže se lahko, da so lastni vektorji 
kovariančne matrike C enaki matriki desnih singularnih vektorjev V matrike X. 
Dokaz:  




  VT (2.19) 
Matrika C je simetrična, zato je njen razcep enak: 
C = V D VT  (2.20) 
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Lastne vrednosti matrike C se lahko izračunajo na osnovi diagonalne matrike 
singularnih vrednosti (D). 
Posplošeno lahko rečemo, da SVD-postopek omogoča razbitje matrike X poljubne 
dimenzije na linearno kombinacijo produktov singularnih vektorjev s singularnimi vrednostmi 
(formula 2.21). Vsak člen, ki je produkt n-tega levega singularnega vektorja un, pripadajoče 
singularne vrednosti √𝜆𝑛 in transponiranega n-tega desnega singularnega vektorja vn
T, 
vsebuje del informacije o matriki X. Aproksimacija matrike X je z vsakim dodanim členom 
boljša [12]. 
X = u1 √𝜆1 v1
T+…………+ un √𝜆𝑛 vn
T        (2.21) 
Slika 2.3 nam prikazuje geometrijski pomen singularne dekompozicije matrike X. 
Matriki U in VT sta odgovorni za rotacijo vektorjev v izbranem n-dimenzionalnem prostoru 
(»rotation«), medtem ko je matrika singularnih vrednosti ∑ odgovorna za lestvičenje 
vektorjev (»scaling«). 
 
Slika 2.3: Geometrični prikaz SVD-postopka matrike [14]   
2.3 Multipla faktorska analiza 
V svetu senzoričnih analiz se pogosto srečujemo s težavo opisa zaznanih lastnosti 
izdelkov. Zato so se razvile metode hitrega profiliranja, ki omogočajo uporabo različnih 
deskriptorjev, spremenljivk z namenom poenotenega ocenjevanja.  
MFA je dokaj nova metoda (1980), začetnika sta bila francoska statistika Brigitte 
Escofier in Jerome Pages. MFA analizira matrike podatkov, kjer stolpci predstavljajo merjene 
spremenljivke, vrstice pa opazovanja. Posamezna matrika predstavlja ocene enega 
X 
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ocenjevalca. Dodana vrednost metode je v tem, da se lahko stolpci (deskriptorji) med 
posameznimi matrikami vsebinsko in številčno razlikujejo [15]. 
Osnovna ideja je relativno preprosta in podobna postopku normalizacije spremenljivk, 
kjer posamezno vrednost delimo s standardnim odklonom spremenljivke. S tem dobimo 
standardizirane vrednosti (Z-vrednosti) in možnost primerjave spremenljivk z različnimi 
enotami [8]. Normalizacija v primeru MFA poteka tako, da se matrične vrednosti 
posameznega ocenjevalca delijo z izračunano prvo singularno vrednostjo (γ1) na osnovi PCA 
izvedene na vsaki matriki posamično. Tako normalizirane matrike se nato združijo v skupno 
matriko in se ponovno izvede PCA. Normalizacija prepreči prevelik vpliv posameznega 
ocenjevalca ali spremenljivk z veliko variabilnostjo v skupnem rezultatu. Rezultat 
predstavljajo koordinate vzorcev v novonastalih dimenzijah, ki odražajo skupno (povprečno) 
zaznavo razlik (podobnosti) med vzorci s strani ocenjevalcev. 
V matematičnem jeziku bi to pomenilo, da imamo matrike podatkov z različnim 
številom stolpcev, ki se lahko imensko in tudi vsebinsko razlikujejo, ter enaka opazovanja 
(vzorce). Sledi grafični prikaz korakov MFA [8]. Opazovanja so prikazana kot vzorci pijače v 
kozarcu. 
Slike 2.4 do 2.8 prikazujejo postopek normalizacije, združitve matrik in posplošenega 
razklopa [8].  
V prvem koraku zberemo podatke K-tabel (matrike ocenjevalcev) s pripadajočimi  
J-spremenljivkami na istih I-opazovanjih (vzorcih). Omenjene matrike predstavljajo ocene 
vzorcev posameznega ocenjevalca. Metoda predvideva možnost, da se ocenjevalci med seboj 
razlikujejo glede izbranega števila spremenljivk (deskriptorjev), po katerih bodo ocenjevali 
vzorce. 
 
Slika 2.4: Prikaz posameznih k-matrik. Vsaka matrika predstavlja posameznega ocenjevalca [8]. 
V naslednjem koraku se naredi na posamezni matriki analiza glavnih komponent (PCA). 
γk vrednosti predstavljajo singularne vrednosti prvih glavnih komponent posameznih matrik 
(slika 2.5). Omenjene singularne vrednosti prvih glavnih komponent služijo za nadaljnjo 
normalizacijo vrednosti v posameznih matrikah.  
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Slika 2.5: Prikaz PCA na posamezni matriki [8] 
Sledi normalizacija vsake k-tabele (matrike) s tem, da se vrednosti delijo s prvo 
singularno vrednostjo. Normalizacija je pomembna, saj izniči prevelik vpliv matrik, ki imajo 
zajeto večjo variabilnost. 
Dobimo nove ZK matrike. Slika 2.6 grafično prikazuje omenjeno normalizacijo, ki se 
odraža v tem, da so sedaj vse prve glavne komponente normalizirane (singularne vrednosti so 
enake 1). 
 
Slika 2.6: Tvorba novih ZK-matrik s tem, da se prvotne vrednosti delijo s predhodno izračunano singularno 
vrednostjo prvih glavnih komponent [8]. 
Novonastale ZK-matrike se združijo v eno samo matriko (slika 2.7), na kateri se izvede 
analiza glavnih komponent (slika 2.8). Dobljena matrika ima v večini primerov več 
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spremenljivk (p) kot opazovanj (n). V takšnih primerih analiza glavnih komponent tvori 
največ n-1 glavnih komponent [16]. 
 
Slika 2.7: Tvorba nove matrike, ki združuje posamezne ZK-matrike [8]. 
 
Slika 2.8: PCA na združeni matriki [8] 
2.4 Posplošena Prokrustova analiza (GPA) 
GPA (ang. generalized Procrustes analysis) je popularna metoda v svetu senzoričnih 
analiz. Njeni začetki na tem področju segajo v sedemdeseta leta prejšnjega stoletja [17, 18]. 
Osnovna Prokrustova metoda je bila sicer razvita za primerjavo dveh rešitev, dobljenih s 
faktorsko analizo [19]. Metoda je bila kasneje (1971, 1975) posplošena na primerjavo več kot 
dveh setov podatkov [20, 21]. Pomembno je povedati, da so pri klasični GPA vse matrike X[k] 
enakih dimenzij [23]. To pomeni, da se v našem primeru, ko imamo opravka z matrikami 
različnih dimenzij (različno število J[k] deskriptorjev), dodajo manjkajoči stolpci. Dodani 
stolpci imajo vse vrednosti enake nič. Tako postanejo dimenzije vseh X[k] matrik enake I x 
max{J[k]} [22] 
Z razmahom računske moči računalnikov je metoda dobila še več pozornosti in 
uporabnikov. 
V primeru naše metode profiliranja na osnovi proste izbire deskriptorjev (ang. Free 
Choice Profiling) imamo po končanem ocenjevanju podatke v različnih matrikah, ki se 
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razlikujejo med seboj v dimenzijah (I x J[k]). Dodatno so lahko razlike tudi vsebinske narave 
[22]. 
GPA temelji na Prokrustovih transformacijah; translacija, rotacija, preslikava ter 
lestvičenje [23]. 
Za lažjo predstavo si najprej poglejmo geometrijski pomen omenjenih transformacij. 
Slika 2.9 prikazuje dve konfiguraciji štirih izdelkov, dobljenih z ocenjevanjem teh na 
dveh deskriptorjih. 
M1 in M2 sta centroida konfiguracij.  
 
Slika 2.9: Prikaz dveh konfiguracij štirih izdelkov v 2D-prostoru [22]  
Prokrustove transformacije izničijo veliko neželenih učinkov s strani ocenjevalcev. 
Translacija omogoči, da se izniči vpliv različne uporabe lestvice. Namreč, ocenjevalci lahko 
koristijo različne dele lestvice za izražanje senzoričnih zaznav. Določeni ocenjevalci lahko 
koristijo manjše vrednosti lestvice, nekateri pa večje vrednosti lestvice. Slika 2.10 prikazuje 
učinek translacije na primeru naših dveh konfiguracij. Centra M1 in M2 sta sedaj združena v 
skupni povprečni C-center. V matematičnem smislu gre za centriranje spremenljivk oz. pri 
analizi variance za odstranitev učinka ocenjevalca glede povprečne uporabe lestvice [22]. 
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Slika 2.10: Prikaz dveh konfiguracij štirih izdelkov po translaciji v 2D-prostoru [22]  
Rotacije in preslikave poskrbijo, da se posamezna opazovanja ene konfiguracije čim 
bolj prostorsko ujemajo z opazovanji druge konfiguracije. V praksi to pomeni, da lahko 
ocenjevalci z različnimi deskriptorji opišejo razlike med vzorci oziroma enake zaznave 
drugače imenujejo. Slika 2.11 prikazuje, kako se konfiguraciji še dodatno zbližata po rotaciji. 
Črte, ki povezujejo enake vzorce, prikazujejo razdalje, ki jih je treba še dodatno zmanjšati v 
zadnjem koraku transformacij. 
 
Slika 2.11: Prikaz dveh konfiguracij štirih izdelkov po rotaciji v 2D-prostoru [22]  
Izotropno lestvičenje (ang. Isotropic scaling) je transformacija, ki izniči učinek uporabe 
različnega razpona lestvic pri ocenjevanju izdelkov. Na sliki 2.11 vidimo, da je ena od 
konfiguracij popolnoma zajeta znotraj druge konfiguracije. Lestvičenje deluje na vse smeri 
enako. Od tod tudi ime izotropno. Rezultat prikazuje slika 2.12. Razdalje med istimi vzorci so 
se še dodatno zmanjšale. 
Končni rezultat predstavlja povprečna konfiguracija, t. i. konfiguracija konsenza. Na 
omenjeni konfiguraciji se nato izvede analiza glavnih komponent, kjer se tvorijo nove 
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dimenzije, na katere lahko projiciramo merjene deskriptorje (spremenljivke) in pozicije 
vzorcev (primarne in povprečne). 
 
Slika 2.12: Prikaz dveh konfiguracij štirih izdelkov po izotropnem lestvičenju v 2D-prostoru [22]  
2.5 Prokrustova analiza v matematičnem zapisu 
Cilj analize je zmanjšati razlike med istimi opazovanji različnih ocenjevalcev ter 
istočasno ohraniti relativne razdalje med opazovanji pri posameznem ocenjevalcu [21]. 
Postopek je naslednji [22]: 
Imamo K-blokov podatkov v matrični obliki X[k] dimenzije (I x J[k]). Po opravljenih 
transformacijah na matrikah X[k], razlike (vsota kvadriranih razlik) med transformiranimi 
matrikami lahko zapišemo kot: 
∑ ‖τ(𝐗[𝐤]) − τ(𝐗[𝐥])‖
𝐾
𝑘<𝑙   (2.22) 
τ(X[k]) predstavlja določeno transformacijo matrike X[k]. Pomembna značilnost       
GPA-metode je v tem, da za razliko od MFA ohranja relativne razdalje med opazovanji 
(vzorci) znotraj posamezne konfiguracije.  
Minimiziranje zgornjega zapisa (formula 2.22) je enako: 
∑ ‖τ(𝐗[𝐤]) − 𝐘‖
K
k=1     (2.23) 
Y je matrika konsenza, povprečno matriko izračunano na osnovi vseh transformiranih 
matrik. || || predstavlja vsoto kvadriranih vrednosti elementov matrike. 
𝐘 = K−1 ∑ τ(𝐗[𝐤]) 
K
k=1   (2.24) 
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Vse tri Prokrustove transformacije (translacija, rotacija, lestvičenje) matrike X[k] lahko 
zapišemo kot: 
τ(X[k]) = ρk X[k] H[k] + T[k] (2.25) 
T[k] predstavlja translacijo, kar pomeni, da so stolpci v matriki X[k] centrirani (od vsake 
vrednosti je odšteto povprečje danega stolpca). Od tu naprej translacijske matrike T[k] ne 
omenjamo več, ker smatramo, da so vrednosti X[k] centrirane. Ortonormalna matrika H[k] 
predstavlja rotacije in preslikave posamezne matrike X[k]. Omenjena matrika je kvadratna  
(max{J[k]} x max{J[k]}) in velja: 
HT[k] H[k] = H[k] HT[k] = I  (2.26) 
Faktor izotropnega lestvičenja ρ[k] je skalar nenegativne vrednosti. Omenjene 
transformacije zmanjšajo vsoto kvadriranih razdalj med transformiranimi matrikami τ(X[k]), 
kar lahko zapišemo kot : 
∑ ‖ρ[k] 𝐗[𝐤]𝐇[𝐤] − ρ[l] 𝐗[𝐥]𝐇[𝐥]‖
𝐾
𝑘<𝑙 =K ∑ ‖𝐘 − ρ[k] 𝐗[𝐤]𝐇[𝐤]‖
𝐾
𝑘=1  (2.27) 
Da bi preprečili trivialno rešitev minimiziranja, kjer je ρ[k] = 0, se postavi omejitev, kjer 




= K (2.28) 
Minimiziranje se doseže z uporabo iterativnega algoritma, nato sledi analiza glavnih 
komponent. Iterativni algoritem je še ena od razlik med GPA in MFA, kjer ni iterativnih 
korakov in kjer posledično ni težav s konvergenco rezultatov [8]. 
Princip algoritma je naslednji [23]:  
1. Posamezne H[k] vstopajo v algoritem z določeno vrednostjo 
2. Dobimo nove X[k]H[k] na osnovi katerih se izračuna matrika konsenza Y 
3. Izračuna se faktorje lestvičenja ρ[k] za posamezno X[k] matriko 
4. Izračuna se ponovna matrika konsenza Y 
5. Izračuna se vrednost formule 2.27 (vsota kvadriranih razdalj med transformiranimi 
matrikami) 
6. V kolikor je zmanjšanje vrednosti pod določeno mejo (konvergenca), pomeni, da so 
se ocene posameznih H[k] in ρ[k] stabilizirale. Sicer se proces ponovi. 
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V drugem koraku se izvede analiza glavnih komponent na povprečni matriki Y (matrika 
konsenza). Podobno kot pri MFA, dobimo koordinate vseh posamičnih vzorcev ter 
informacijo o posameznih deskriptorjih J[k] v novonastalih dimenzijah. 
Za lažje razumevanje obeh metod nam tabela 2.1 prikazuje vzorčni primer podatkov na 
katerih izvedemo GPA in MFA. Imamo šest vzorcev in tri ocenjevalce z različnim številom 
izbranih deskriptorjev. Ocene so od 1 do 9. 
 
Tabela 2.1: Vzorčni primer ocen pridobljenih z metodo SPLI 
Sliki 2.13 (GPA) in 2.14 (MFA) prikazujeta pozicije vzorcev in korelacije osnovnih 
deskriptorjev z novonastalimi dimenzijami. Metodi omogočata, da se poleg povprečnih 
zaznav vzorcev, oceni tudi posameznega ocenjevalca glede podobnosti njegove konfiguracije 
vzorcev z ostalimi ocenjevalci in primerja vsebinski pomen izbranih deskriptorjev. Vidimo, 
da je konsenz v tem primeru zelo visok, ocenjevalci so zelo podobno zaznali relativne razlike 
(podobnosti med vzorci). Večina izbranih deskriptorjev močno korelira s prvima 
dimenzijama. Deskriptorji se glede na smer naraščanja vrednosti vsebinsko ujemajo. 
 
Slika 2.13: Prikaz 2D GPA (XLSTAT, 2016) 
























vzorec sladkost sadna nota kislost
intenzivnost 
arome
motnost sladkost zrelo sadje jab.kislina aroma/okus tropska nota kislo/grenko
intenzivnost 
arome
A 8 7 2 2 1 7 6 3 2 6 3 3
B 9 8 6 4 2 7 7 7 4 5 7 5
C 2 4 8 3 2 3 3 7 3 3 7 3
D 2 5 5 8 3 5 4 6 7 3 6 7
E 5 3 4 5 8 4 2 4 6 2 3 4
F 6 1 2 9 9 4 2 2 9 4 1 8
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Slika 2.14: Prikaz 2D MFA (XLSTAT, 2016) 
2.6 Statistiki za vrednotenje rezultatov 
Za primerjavo GPA in MFA pri različnih pogojih sem uporabil popravljeni  
RV-koeficient (RV2) ter popravljeni Randov indeks (ARI).  
2.6.1 RV/RV2-koeficient  
Stolpci v matriki podatkov določajo pozicijo vzorcev v več dimenzionalnem prostoru. 
RV-koeficient omogoča primerjavo konfiguracij vzorcev na osnovi MFA ter GPA z osnovno 
(izvorno) konfiguracijo. Formula 2.29 prikazuje izračun RV-koeficienta [24]. 
 M1 in M2 sta matriki podatkov, ki imata lahko različno število stolpcev (spremenljivk).V 
našem specifičnem primeru, M1 predstavlja koordinate vzorcev v izbranem številu GPA / 
MFA dimenzij. M2 pa predstavlja izvorno matriko ocen, kjer so vrstice vzorci, stolpci pa 
spremenljivke (deskriptorji) po katerih smo ocenili vzorce. 










  (2.29) 
Formula 2.29 predpostavlja, da so vrednosti spremenljivk centrirane. Vrednost  
RV-koeficienta se giblje med 0 in 1. Večja vrednost koeficienta pomeni večjo podobnost 
konfiguracij vzorcev (opazovanj). Pomembna lastnost RV-koeficienta je njegova 
neobčutljivost na učinek lestvičenja (različna variabilnost) ter učinek rotacij/preslikav 
opazovanj v prostoru. Manjše število opazovanj ter istočasno večje število spremenljivk 
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Monte Carlo simulacije, kjer so se generirale normalno porazdeljene matrične 
vrednosti-N(0,1), so pokazale pristranskost RV-koeficienta. Pričakovana vrednost je bila 
namreč večja od 0. Pristranskost se manjša z večanjem števila opazovanj in veča z večanjem 
števila spremenljivk. Ravno tako se pristranskost veča, če večamo število spremenljivk v eni 
matriki, medtem ko je število spremenljivk v drugi matriki fiksno [25, 38]. Simulacije so sicer 
simulirale med 20 in 400 opazovanj, kar ni najbolj realna situacija v svetu senzoričnih analiz, 
kjer število vzorcev v večini primerov ne presega desetih enot. Poleg RV-koeficienta so 
omenjene simulacije testirale tudi prilagojeni RV-koeficient (RV2), ki se je izkazal kot bolj 
odporen na zgoraj opisane dejavnike [25, 38] in je imel pričakovane vrednost blizu vrednosti 
0. RV2-koeficient zavzema vrednosti od -1 do 1 (formula 2.30). Podobno kot pri 
Pearsonovem korelacijskem koeficientu, vrednost 0 pomeni, da ni povezanosti med 
matrikama. Vrednost 1 pomeni, da sta matriki enaki (velika povezanost), medtem ko vrednost 
-1 nakazuje na negativno povezanost opazovanj, kar bi v svetu senzoričnih analiz pomenilo 
nerazumevanje ocenjevanih deskriptorjev. Za potrebe simulacij našega dela bomo uporabili 
RV2-koeficient. V drugem primeru Monte Carlo simulacij [38], kjer generirane matrične 
vrednosti niso imele pričakovane vrednosti 0 in so bile naknadno centrirane, se je pokazala 
pristranskost RV- in RV2- koeficienta. Omenjeni učinek centriranja (povečana pričakovana 
vrednost) je bil zelo izrazit pri številu opazovanj pod 7 enot v kombinaciji z večjim številom 
spremenljivk (20 in več). Pristranskost se je ponovno zmanjšala z večanjem števila opazovanj 
(enot) in manjšim številom spremenljivk (hitreje pri RV2). V svetu senzoričnih analiz velja 










𝐓 ))2] tr[(𝐌𝟐𝐌𝟐 
𝐓 −diag(𝐌𝟐𝐌𝟐 
𝐓 ))2]
  (2.30) 
2.6.2 Randov indeks 
Randov indeks [26] in popravljen Randov indeks (ARI) [27] sta najpogostejša indeksa 
za primerjavo razvrščanj vzorcev v skupine. V našem primeru sem razvrstil opazovanja 
(izdelke) na osnovi njihovih koordinat v novonastalih dimenzijah (GPA/MFA) s pomočjo 
hierarhičnega razvrščanja, kjer sem uporabili evklidsko razdaljo kot mero različnosti ter 
Wardovo metodo [28] kot metodo združevanja skupin.  
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Randov indeks sloni na zelo intuitivnem principu, in sicer na štetju parov opazovanj, ki 
so enako razvrščeni v obeh razvrstitvah (C in C'), ki ju primerjamo (n11 in n00). Formula za 
izračun indeksa (2.31): 
n11 = število parov elementov, ki so v C in C' razvrstitvi v isti skupini; 
n00 = število parov elementov, ki so v C in C' razvrstitvi v ločenih skupinah; 
n10 in n01 = število parov elementov, ki so prisotni v isti skupini zgolj pri eni razvrstitvi 
N = skupno število vseh elementov (vzorcev) 
R(C, C') = 
2(n11+n00)
N(N−1)
  (2.31) 
Indeks zavzema vrednosti od 0 do 1. Vrednost 0 pomeni, da v obeh razvrstitvah niti en 
par elementov ni enako klasificiran. Vrednost 1 pa pomeni, da sta razvrstitvi identični. 
Pomanjkljivost indeksa je v dokazani odvisnosti od števila skupin, ki tvorijo posamezno 
razvrstitev [29]. 
Pričakovana vrednost indeksa dveh slučajnih razvrstitev je večja od nič. Zato se je 
izvedla korekcija osnovnega indeksa [27], ki predpostavlja posplošeno hipergeometrijsko 
porazdelitev Randovega indeksa v primeru dveh slučajnih razvrstitev s fiksnim številom 
skupin in fiksnim številom elementov v vsaki skupini. Število skupin v posamezni razvrstitvi 
je lahko različno. V omenjenem primeru je popravljen Randov indeks (formula 2.32) enak 
normalizirani razliki klasičnega indeksa in njegove pričakovane vrednosti v primeru veljavne 
ničelne hipoteze [30]. Njegova pričakovana vrednost v primeru slučajnih razvrstitev je enaka 
0. Maksimalna vrednost ostaja 1. 
Formula popravljenega Randovega indeksa (2.32): 
mih = število elementov, ki se nahajajo v i-ti skupini C razvrstitve in h-ti skupini C' 
razvrstitve; 
k = število skupin v C razvrstitvi 
l = število skupin v C' razvrstitvi 
mi. = število elementov skupine i razvrstitve C 
m.h = število elementov skupine h razvrstitve C' 
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  (2.33) 















3 Zasnova raziskave 
Cilj raziskave je bil primerjati rezultate metod GPA in MFA s pomočjo treh simulacij v 
R-okolju pri različnih pogojih SPLI, ki lahko vplivajo na rezultat. V prvi vrsti gre za 
variabilnost podatkov, ki odraža izurjenost posameznika v ocenjevanju senzoričnih atributov, 
številu ocenjevalcev ter načinu ocenjevanja. Poleg omenjenih vplivov sem upošteval še 
število izbranih deskriptorjev ter dimenzionalnost MFA/GPA-rešitve. 
Ker gre za veliko število dejavnikov, je bilo potrebno razmisliti o smiselni zasnovi 
raziskave. Odločil sem se za naslednje dejavnike z dvema ravnema: 
 variabilnost (σ = 1 ali σ = 2); »VAR«; 
 število ocenjevalcev (4 ali 12); »ST.OCENJEV.«; 
 način ocenjevanja (okus ali mešano);«NARAVA.OC.«; 
 število izbranih deskriptorjev (osem ali različno – med 2 in 7); »PARCIALNO.OC.«;  
 dimenzionalnost GPA / MFA rešitve (2D ali 3D); »DIM«. 
Rezultate GPA/MFA sem primerjal s pomočjo RV2-koeficienta ter popravljenega 
Randovega indeksa (ARI). Princip vseh primerjav temelji na t. i. začetni ali izvorni matriki 
ocen. To je matrika 16 x 8, ki predstavlja (simulira) ocene naših kreatorjev arom. Omenjene 
ocene predstavljajo ocene v konsenzu, to pomeni, da se kreatorji arom (3 ali 4 osebe v našem 
podjetju) skupaj dogovorijo, kolikšno vrednost dodeliti posameznemu vzorcu za vseh osem 
deskriptorjev. Ocenijo zaznano intenzivnost posameznega deskriptorja s strukturno lestvico 
od 1 do 9. Tako dobljeno matriko ocen koristimo za zlati standard oz. za objektivno stanje 
zaznav, kljub seveda inherentni subjektivnosti senzoričnih ocen.  
Nato sledi simulirano ocenjevanje naših ocenjevalcev. Vzorce ocenijo na enaki 
strukturni lestvici od 1 do 9 po posameznih deskriptorjih, ki se lahko razlikujejo vsebinsko in 
številsko med ocenjevalci. Njihove ocene se nato združijo s pomočjo GPA ali MFA in tako 
dobimo matriko, ki predstavlja povprečno zaznavo vzorcev s strani ocenjevalcev (koordinate 
vzorcev v 2D ali 3D-rešitvi). Omenjena povprečna matrika (GPA/MFA) se nato primerja z 
izvorno matriko s pomočjo RV2- koeficienta, ki meri podobnost konfiguracij vzorcev ter 
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popravljenega Randovega indeksa (ARI). Slednji meri podobnost razvrstitve vzorcev arom v 
skupine (evklidska razdalja, Ward). Izbrano število skupin je fiksno (4). Kot je že v opisu 
metod povedano, je prednost obeh redukcijskih metod pred klasično analizo glavnih 
komponent v tem, da imajo (lahko) ocenjevalci proste roke glede števila in narave izbranih 
deskriptorjev.  
Seveda so bile potrebne določene predpostavke, ki opredelijo značilnosti simulacijskega 
modela. 
3.1 Splošne predpostavke in omejitve 
 predpostavka glede dimenzionalnosti izvorne matrike, ki predstavlja dejansko stanje glede 
intenzivnosti posameznih deskriptorjev: predpostavimo, da so vzorci opisani (ocenjeni) z 
največ osmimi izbranimi deskriptorji. Podrobnejši opis dodatnih predpostavk glede 
dimenzionalnosti sledi pri opisu različnih simulacijskih okolij;  
 predpostavka glede homogenosti ocenjevalcev: predpostavimo, da so senzorične 
sposobnosti naših ocenjevalcev med seboj primerljive tako na vonj kot na okus; 
 predpostavka o naravi aplikacije: predpostavimo, da je aplikacija arom takšne narave, da 
omogoča enakovredno ocenjevanje posamezne senzorične zaznave tako na vonj kot na 
okus (npr. vodna raztopina arome) – simulacija 3; 
 predpostavka o normalni porazdelitvi senzoričnih zaznav: omenjena predpostavka je 
splošno sprejeta in uveljavljena v svetu senzoričnih zaznav [31]; 
 omejitev glede izbrane lestvice: v svetu senzoričnih ocenjevanj obstaja veliko število 
različnih lestvic. Izbral sem eno najpogosteje uporabljenih (strukturna 1–9), kjer 1 pomeni 
najmanjšo intenzivnost zaznave, 9 pa največjo; 
 omejitev glede načina in števila tvorjenih skupin vzorcev: vzorci se združijo v štiri 
skupine na osnovi evklidske razdalje in Wardove metode združevanja. Število štiri je bilo 
izbrano na osnovi realnih (ne simuliranih) ocen kreatorjev izbranih arom (simulacija 3); 
 omejitev števila simuliranih vrednosti za posamezno obravnavanje na osnovi statistične 
moči – f-vrednost [32] = 0.1; v vsakem od treh simulacijskih okolij smo imeli štiri aktivne 
dejavnike z dvema ravnema (fiksni dejavniki), kar pomeni skupaj 16 obravnavanj. Poleg 
tega sem vključil še slučajni dejavnik izvorne matrike – simulaciji 1 in 2; 
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3.2 Simulacijska shema 
3.2.1 Simulacija 1 
Prvo okolje ali simulacija 1 predstavlja okolje, kjer spremljamo vrednosti obeh merjenih 
statistik, RV2-koeficienta in popravljenega Randovega indeksa (ARI) v primeru, ko ni 
povezave med izvorno matriko in matrikami ocenjevalcev. To pomeni, da so simulirane 
matrike ocenjevalcev neodvisno generirane. Izbira deskriptorjev je pogojena z zaznano 
variabilnostjo ocen vzorcev, kar drži tudi v realnem ocenjevanju, kjer ocenjevalci tvorijo 
lastne deskriptorje glede na zaznane razlike. Pričakovana vrednost obeh statistik v takšnem 
primeru, kjer ni povezave med izvorno matriko in matrikami ocenjevalcev, bi morala biti 
enaka 0. Dodatno sem ocenil morebitni vpliv izbranih dejavnikov na merjeni statistiki (število 
ocenjevalcev, število izbranih deskriptorjev, dimenzionalnost rešitve, variabilnost podatkov). 
Slučajni dejavnik je izvorna matrika. 
3.2.2 Simulacija 2 
Prvo okolje ali simulacija 1 predstavlja zgolj testno okolje merjenih statistik z namenom 
ocene morebitne pristranskosti in vpliva posameznih dejavnikov na njo. Simulacija 2 pa 
simulira realno okolje, upoštevajoč zgornje predpostavke (3.1). V simulaciji 2 je namreč 
generiranje matrik ocenjevalcev in generiranje izvorne matrike povezano. Posamezne 
vrednosti ocenjevalcev se generirajo s pomočjo multivariatne porazdelitve (R-»mvrnorm« iz 
paketa »MASS«), kjer je argument povprečij za izbrani vzorec enak ocenam izvorne matrike 
za ta isti vzorec. Simulacija 2 predstavlja okolje, kjer ocenjevalci dobijo navodilo, da lahko 
izberejo poljubno število deskriptorjev. Izbira deskriptorjev je seveda pogojena z zaznano 
variabilnostjo ocen vzorcev. Simuliral sem ocenjevalce z vsemi osmimi izbranimi deskriptorji 
in tiste s parcialno izbranimi (2 : 7). Simulacija 2 še ne predvideva načrtnih parnih korelacij 
(korelacije med zaznavami iste senzorične lastnosti na vonj in okus). Ostali dejavniki, poleg 
števila izbranih deskriptorjev, ostajajo število ocenjevalcev, dimenzionalnost rešitve in 
variabilnost podatkov. Slučajni dejavnik je izvorna matrika. 
3.2.3 Simulacija 3 
Simulacija 3 je podobna simulaciji 2, le da tokrat imamo zgolj eno izvorno matriko 
(nimamo več slučajnega dejavnika izvorne matrike), ki je bila dobljena na osnovi realnih ocen 
naših kreatorjev arom. Arome so bile namreč izbrane tako, da so tvorile štiri skupine po štiri. 
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Poleg tega so uporabljeni deskriptorji s strani kreatorjev arom paroma korelirani, kar pomeni, 
da se ista senzorična zaznava lahko oceni na vonj in okus. Sprememba je tudi v dejavnikih. 
Sedaj je vključen dejavnik narava ocenjevalca, ki je ključni dejavnik v omenjeni simulaciji, 
poleg same primerjave GPA/MFA. Želimo namreč preveriti dva načina ocenjevanja in njun 
vpliv na merjeni statistiki. Prvi način se zanaša zgolj na eno čutilo, v našem primeru izberemo 
okus, drugi način pa je pogojen zgolj z zaznanimi razlikami, ne glede na čutilo (vonj ali okus). 
Odstranjen pa je dejavnik izbire različnega števila deskriptorjev. V simulaciji je ta omejitev 
postavljena na 4, kar je tudi število glavnih dimenzij izvorne matrike, ki ima sicer osem 
dimenzij, vendar so paroma visoko korelirane. 
Ostali dejavniki, poleg narave ocenjevalca, ostajajo število ocenjevalcev, 
dimenzionalnost rešitve in variabilnost podatkov. Slučajnega dejavnika izvorne matrike ni 
več. 
3.3 Določitev izvorne matrike podatkov  
Izvorna matrika (16 x 8) podatkov predstavlja slučajni dejavnik v simulacijah 1 in 2. 
Njene vrednosti so bile generirane s pomočjo osnovne R-funkcije »sample«. Natančnejši opis 
generiranja podatkov sledi v 3.4. Izvorna matrika v simulaciji 3 (tabela 3.1) pa predstavlja 
matriko realnih ocen s strani naših kreatorjev arom. 
Tabela 3.1 prikazuje ocene arom po različnih deskriptorjih. Indeks X.1 predstavlja 
deskriptor, vezan na okus, X.2 pa na vonj. Vidimo, da je večji del variabilnosti podatkov zajet 
v prvih štirih deskriptorjih. Glede na njihovo (namensko) parno koreliranost, nas slika 3.1 ne 
preseneča. Gre za izrazito dvodimenzionalno rešitev metode glavnih komponent, narejene za 
kovariančni matriki, ki zajema dobrih 84 % celotne variabilnosti podatkov. 
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Tabela 3.1: Prikaz ocen izbranih šestnajstih arom jagode (A-P) s pripadajočimi ocenami s strani kreatorjev arom 
po različnih deskriptorjih 
 
Slika 3.1: Grafični prikaz prileganja deskriptorjev s prvima dvema glavnima komponentama ter prikaz pozicij 
arom  
Slika 3.2 prikazuje dendrogram razvrstitve arom v štiri skupine na osnovi evklidske 
razdalje in Wardove metode združevanja. Dodatno slika 3.3 prikazuje povprečne profile tako 
tvorjenih skupin. 
a1.1 a1.2 a2.1 a2.2 a3.1 a3.2 a4.1 a4.2
A 8 8 4 6 3 4 4 2
B 9 8 6 5 2 3 4 1
C 7 9 5 5 3 3 3 2
D 8 9 4 6 3 4 4 2
E 2 1 8 9 5 5 4 2
F 2 3 9 9 4 4 5 1
G 1 3 8 7 3 3 4 2
H 2 2 8 8 4 3 4 2
I 3 3 2 4 6 5 2 4
J 4 4 3 2 5 5 3 2
K 4 2 3 3 6 5 3 4
L 3 1 4 2 6 6 2 3
M 3 1 1 4 3 3 5 4
N 2 2 3 1 2 2 4 4
O 4 4 2 2 3 2 3 3
P 1 2 2 2 4 3 4 4
stndardni 
odklon (n-1)
2,62 2,92 2,56 2,63 1,36 1,18 0,89 1,09
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Slika 3.2: Dendrogram razvrstitve arom v štiri skupine na osnovi evklidske razdalje in Wardove metode 
združevanja (XLSTAT, 2016) 
 
Slika 3.3: Prikaz senzoričnega profila skupin na osnovi povprečnih vrednosti arom v posamezni skupini 
(XLSTAT, 2016) 
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3.4 Generiranje podatkov  
V simulacijah 1 in 2 so bile vrednosti izvorne matrike generirane neodvisno druga od 
druge s pomočjo osnovne R-funkcije (»sample«), ki generira diskretne vrednosti od 1 do 9 na 
osnovi enakomerne porazdelitve, in naknadno spremenjene v matriko 16 x 8. Izvorna matrika 
v simulaciji 3 vsebuje realne ocene naših kreatorjev arom in ostaja fiksna. 
S pomočjo multivariatne normalne porazdelitve in izvorne matrike sem generiral 
(simuliral) podatke za posamezne ocenjevalce (4 ali 12) v simulacijah 2 in 3. Za vsakega 
ocenjevalca sem simuliral ocene deskriptorjev za posamezen vzorec, tako da je argument 
povprečij v R-funkciji »mvrnorm« (paket »MASS«) vseboval ocene izvorne matrike. Tako 
generirane ocene vzorcev za posameznega ocenjevalca sem nato združil (»rbind«) v končno 
matriko ocenjevalca [16 x 8]. Dobljene vrednosti so zaokrožene na celo število. Argument 
variabilnosti (σ = 1 ali σ = 2) v »mvrnorm« sem določil na osnovi naših ocenjevanj iz 
preteklosti, kjer sem ocenil povprečno variabilnost med ocenjevalci (σ = 1) pri deskriptivnem 
ocenjevanju arom. Predpostavimo homogenost ocenjevalcev glede njihovih senzoričnih 
sposobnosti. Ocena variabilnosti navadnega potrošnika oz. ljudi brez predhodnih izkušenj z 
ocenjevanjem je približno dvakrat večja, v našem primeru σ = 2 [31].  
V simulaciji 1 so bile vrednosti matrike posameznega ocenjevalca generirane neodvisno 
druga od druge iz normalne porazdelitve s povprečjem 5 in standardnim odklonom 1 ali 2. 
Vrednosti sem nato spremenil v matriko dimenzije 16 x 8. 
Končna izbira števila deskriptorjev na ocenjevalca, ki nato vstopijo v analizo, je 
temeljila na zajeti variabilnosti posameznih deskriptorjev in dejavniku parcialno.oc., ki 
definira število izbranih deskriptorjev na ocenjevalca (vseh osem ali 2:7). 
Dobljene vrednosti sem omejil z zgornjo (9) in spodnjo vrednostjo (1). Omenjeni 
postopek simulira kognitivni proces ocenjevalca, ki se srečuje z več vzorci, ki jih mora 
zaporedoma oceniti in pogosto pride v situacijo, kjer so največje in najmanjše ocene prisilno 
stisnjene (manjša variabilnost).  
3.5 Primerjave simuliranih rezultatov 
Tako pridobljene simulirane podatke sem analiziral z GPA in MFA. Rezultati 
omenjenih metod, koordinate šestnajstih vzorcev arom v novonastalih dimenzijah, sem 
primerjal z izvorno matriko ocen deskriptorjev z merjenjem dveh statistik (RV2, ARI).  
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Razliko izbrane statistike (RV2, ARI) med GPA in MFA sem modeliral upoštevajoč 
dejavnike, ki so vplivali na simulirane vrednosti. Simulacija 1 je služila prvenstveno za 
preverbo izbranih statistik (RV2, ARI) v pogojih nepovezanosti izvorne matrike z matrikami 
ocenjevalcev. Izbira mešanega modela (simulaciji 1 in 2) je posledica narave dejavnikov, kjer 
imamo poleg preučevanih fiksnih dejavnikov tudi slučajni dejavnik izvorne matrike, ki sicer 
ni predmet preučevanja, predstavlja pa izvor variabilnosti ocen. V simulacijah 1 in 2 sem 
slučajno generiral 20 izvornih matrik, znotraj katerih se je vsako obravnavanje (kombinacija 
fiksnih dejavnikov) ponovilo trikrat. Skupaj smo imeli šestnajst obravnavanj (24). Vsako 
obravnavanje pomeni določeno kombinacijo fiksnih preučevanih dejavnikov, ki so vplivali na 
simulirane vrednosti (matrike ocen vzorcev arom posameznega ocenjevalca). 
Razliko izbrane statistike (RV2, ARI) med GPA in MFA v simulaciji 3 sem modeliral s 
posplošeno metodo najmanjših kvadratov (gls), ki se uporablja za oceno regresijskih 
parametrov modela ob pogojih nekonstantne variabilnosti ostankov modela [34]. Slučajnega 
dejavnika v simulaciji 3 ni več, ker uporabljamo zgolj eno matriko na osnovi realnih ocen 
naših kreatorjev arom. 
Poleg modeliranja razlik izbranih statistik (RV2, ARI) med GPA in MFA, sem 
modeliral tudi povprečne vrednosti omenjenih statistik (RV2_povp, ARI_povp) v odvisnosti 
od preučevanih dejavnikov (simulacija 2 in 3). 
Princip modeliranja je bila parsimoničnost (enostavnost), kjer sem odstranil vse 
interakcije, ki niso prispevale k izboljšavi modela. Kot kriterij izbire modela sem uporabil 
AIC (Akaike) kriterijsko funkcijo (formula 3.1) s pomočjo funkcije »anova« v R-okolju, ki 
primerja dva izbrana modela. Izberemo model z manjšo AIC-vrednostjo. 
AIC = 2k - 2 ln(L)  (3.1), 
kjer je: 
k = število regresorjev, 
L = logaritem maksimirane vrednosti verjetja. 
V simulacijah 2 in 3 sem tvoril vsebinsko zanimive kontraste (linearne kombinacije 
parametrov linearnega modela). Kontrasti so bili tvorjeni na osnovi analize variance 
posameznega modela ter ob upoštevanju vsebinskega pomena posamezne primerjave. 
Uporabil sem glht funkcijo (»general linear hypotheses testing«) iz paketa »multcomp«, ki 
izračuna prilagojene vrednosti p na osnovi multivariatne t-porazdelitve [35]. Obliko 
porazdelitve določajo stopinje prostosti ostanka modela in korelacijska matrika tj-statistik, 
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izračunanih za posamezne kontraste. Večje kot so korelacije med posameznimi t-statistikami, 
bolj so upravičene prilagojene vrednosti p, s katerimi kontroliramo napako prve vrste za 
izbrano družino kontrastov. 
Za dodatno kontrolo ustreznosti izbranih modelov, poleg vizualne kontrole ostankov 
modela, sem uporabil robustne mešane modele (R-funkcija »rlmer« iz paketa »Robustlmm«) 
ter robustno regresijo (R-funkcija »rlm« iz paketa »MASS«), kjer sem preverili podobnost 
ocenjenih regresijskih koeficientov z ocenami robustnega odela. Robustni mešani modeli [36] 
ter robustna regresija [37] so ustrezni za primere, kjer ni vsebinskih razlogov za odstranitev 
regresijskih osamelcev, ki pa lahko imajo pomemben vpliv na oceno koeficientov. Robustni 
modeli različno obtežijo podatke glede na njihov vpliv na oceno koeficienta. Glede na veliko 





4 Rezultati  
4.1 Simulacija 1 
Simulacija 1 je primarno služila za preverbo nepristranskosti merjenih statistik pri 
veljavni predpostavki o neodvisnosti med izvorno matriko in matrikami ocenjevalcev, kjer se 
predvideva, da sta pričakovani vrednosti RV2-koeficienta in ARI enaki nič. S tem sem tudi 
želel preveriti, ali je celoten koncept simulacij pravilno zastavljen. Dodatno sem neposredno 
primerjal GPA/MFA-rešitve brez posredne izvorne matrike. Sliki 4.1 in 4.2 prikazujeta, da je 
pričakovana vrednost RV2-koeficienta dokaj blizu vrednosti nič, tako pri GPA kot pri MFA. 
Porazdelitev vrednosti ima rahlo asimetrijo v desno. Slika 4.3 prikazuje podobne vrednosti 
RV2 za GPA in MFA metodo (povprečje, 95 % interval zaupanja) pri različnih kombinacijah 
dejavnikov (obravnavanjih). Lahko zaključimo, da je RV2-koeficient pozitivno pristranski pri 
veljavni H0. Nekoliko bolj izrazita pristranskost je izražena pri obravnavanjih 4.H.R.3 (štirje 
ocenjevalci, večja variabilnost, različno število deskriptorjev 2:7, 3D-rešitev) in 4.L.8.2 (štirje 
ocenjevalci, manjša variabilnost, osem deskriptorjev, 2D-rešitev) 
 
Slika 4.1: Grafični prikaz (škatla z ročaji) RV2 koeficientov GPA_IZV ter MFA_IZV, simulacija 1  
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Slika 4.2: Histograma RV2 koeficienta GPA_IZV ter MFA_IZV, simulacija 1. Rdeča vertikalna črta prikazuje 
mediano, zelena povprečje, modri vertikalni črti pa 5. in 95. centil. Simulacija 1.  
 
Slika 4.3: Prikaz povprečnih RV2 vrednosti z 95 % intervali zaupanja pri različnih obravnavanjih. Oznaka 
obravnavanj je sestavljena: število ocenjevalcev (12 ali 4).variabilnost (manjša-L ali večja-H).število 
deskriptorjev (med 2 in 7-R ali vseh osem-8).dimenzionalnost rešitve (2d-2 ali 3d-3). Simulacija 1. 
Sliki 4.4 in 4.5 prikazujeta, da je pričakovana vrednost ARI zelo blizu vrednosti nič, 
tako pri GPA kot pri MFA. Porazdelitev vrednosti ima povečano asimetrijo v desno v 
primerjavi z RV2-koeficientom. Zaključimo, da je ARI statistika relativno nepristranska v 
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situaciji neodvisnosti med izvorno matriko in matrikami ocenjevalcev. Slika 4.6 prikazuje 
podobne ARI vrednosti za GPA in MFA metodo (povprečje, 95 % interval zaupanja) pri 
različnih kombinacijah dejavnikov (obravnavanjih). Vrednosti so večinoma primerljive. Pri 
obravnavanju 4.H.8.3 (štirje ocenjevalci, večja variabilnost, osem deskriptorjev, 3D-rešitev) 
opazimo povečano (negativno) pristranskost ARI statistike pri MFA metodi. 
 
Slika 4.4: Grafični prikaz (škatla z ročaji) ARI vrednosti GPA_IZV ter MFA_IZV, simulacija 1.  
 
Slika 4.5: Histograma ARI vrednosti GPA_IZV ter MFA_IZV, Simulacija 1. Rdeča vertikalna črta prikazuje 
mediano, zelena povprečje, modri vertikalni črti pa 5. in 95. centil. Simualcija 1. 
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Slika 4.6: Prikaz povprečnih ARI vrednosti z 95 % intervali zaupanja pri različnih obravnavanjih. Oznaka 
obravnavanj je sestavljena: število ocenjevalcev (12 ali 4).variabilnost (manjša-L ali večja-H).število 
deskriptorjev (med 2 in 7-R ali vseh osem-8).dimenzionalnost rešitve (2d-2 ali 3d-3). Simulacija 1. 
Korelacija med MFA_IZV in GPA_IZV RV2 koeficienti je visokih 0.90, medtem ko je 
korelacija med MFA_IZV in GPA_IZV ARI vrednostmi zgolj 0.53. Omenjena razlika 
nakazuje na previdnost pri interpretaciji RV2-koeficientov. Različne variabilnosti dimenzij 
vplivajo na njegov izračun. Posledično lahko pride do razhajanja med pozicijami vzorcev med 
dvema matrikama glede na drugo ali tretjo dimenzijo, kljub visoki vrednosti RV2-koeficienta. 
Oznaka _IZV pomeni, da gre za primerjavo GPA ali MFA in izvorne matrike preko merjenih 
statistik (RV2, ARI). 
Nizka korelacija med ARI vrednostmi je zagotovo tudi posledica pomanjkanja jasnih 
skupin in arbitrarne izbire tvorbe štirih skupin.  
Sliki 4.7 in 4.8 prikazujeta porazdelitev RV2 in ARI vrednosti v direktni primerjavi 
konfiguracij GPA/MFA. To pomeni, da se primerjata konfiguraciji MFA in GPA preko 
merjenih statistik neposredno, brez posredne primerjave z izvorno matriko (IZV).  
Zelo zanimivo je videti, da je RV2-koeficient v večini primerov zelo visok (> 0.9), 
medtem ko je ARI vrednost bistveno bolj razpršena, s povprečjem 0.51. Izmerjeni korelacijski 
koeficient je samo 0.43. Podobnost konfiguracij preko RV2-vrednosti še ne pomeni, da bo 
podobno tudi razvrščanje vzorcev v skupine med GPA in MFA pri naši izbrani metodi 




Slika 4.7: Grafični prikaz (škatla z ročaji) RV2-koeficientov in ARI vrednosti direktne GPA/MFA- primerjave. 
Simulacija 1.  
 
Slika 4.8: Histograma RV2 koeficientov in ARI vrednosti direktne GPA/MFA primerjave, Simulacija 1. Rdeča 
vertikalna črta prikazuje mediano, zelena povprečje, modri vertikalni črti pa 5. in 95. centil. Simulacija 1. 
Tabeli 4.1 in 4.2 prikazujeta analizi varianc mešanih modelov lme (»linear mixed 
effects models« iz paketa »nlme« v R). Modeliral sem dve spremenljivki. Razlika 
GPA_MFA_RV2 meri razliko med izračunanimi RV2-vrednostmi med GPA in MFA 
posredno v primerjavi z izvorno matriko. Razlika GPA_MFA_ARI pa meri razliko ARI 
vrednosti med GPA in MFA, ravno tako posredno, v primerjavi z izvorno matriko. Vidimo, 
da nobeden od proučevanih fiksnih dejavnikov (dimenzionalnost, število izbranih 
deskriptorjev, število ocenjevalcev, variabilnost) ni imel statistično značilnega vpliva na 
nobeno od merjenih statistik.  
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Tabela 4.1: Analiza variance mešanega modela za spremenljivko »Razlika GPA_MFA_RV2«.  
Simulacija 1. 
 
Tabela 4.2: Analiza variance mešanega modela za spremenljivko »Razlika GPA_MFA_ARI«. Simulacija 1. 
4.2 Simulacija 2 
Simulacija 2 je simulirala pogoje, kjer ocenjevalci prosto izberejo med dvema in 
osmimi deskriptorji in ocenijo vzorce. Omenjena simulacija je tudi jedro celotne naloge. 
Povezanost med izvorno matriko in matrikami ocenjevalcev je bila vzpostavljena s pomočjo 
argumenta povprečij izvorne matrike v R-funkciji »mvrnorm« iz paketa »MASS«. Sliki 4.9 in 
4.10 prikazujeta zelo podobni porazdelitvi RV2-koeficientov, kjer so razlike majhne in iz 
praktičnega vidika nepomembne. Povprečni vrednosti MFA_IZV in GPA_IZV RV2 sta 0.799 
in 0.791. Korelacijski koeficient med GPA_IZV ter MFA_IZV RV2 je 0.98. Korelacijski 
koeficient med GPA_IZV in MFA_IZV ARI je 0.85. V simulaciji 1 je bila razlika v 
korelacijskih koeficientih večja (Δ=0.37). V simulaciji 2, kjer imamo strukturo matrik 
ocenjevalcev odvisno od izvorne matrike, se omenjena razlika močno zmanjša. Slika 4.11 
prikazuje podobne vrednosti RV2 za GPA in MFA metodo (povprečje, 95 % interval 
odzivna spremenljivka Razlika GPA_MFA_RV2
izbrani model LME/brez interakcij
slučajni dejavnik REP/izvorna matrika




vrednost F vrednost p
Presečišče 1 936 1.78 0.182
PARCIALNO.OC. 1 936 2.53 0.112
ST.OCENJEV. 1 936 0.19 0.660
VAR 1 936 0.98 0.323
DIM 1 936 0.10 0.752
odzivna spremenljivka Razlika GPA_MFA_ARI
izbrani model LME/brez interakcij
slučajni dejavnik REP/izvorna matrika




vrednost F vrednost p
Presečišče 1 936 0.99 0.320
PARCIALNO.OC. 1 936 3.49 0.062
ST.OCENJEV. 1 936 0.25 0.621
VAR 1 936 0.71 0.398
DIM 1 936 3.61 0.058
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zaupanja) pri različnih kombinacijah dejavnikov (obravnavanjih). Nekoliko večjo razliko v 
prid MFA opazimo zgolj pri obravnavanju 4.L.R.3 (štirje ocenjevalci, manjša variabilnost, 
različno število deskriptorjev in 3D-rešitev). 
 
Slika 4.9: Grafični prikaz (škatla z ročaji) RV2-koeficientov GPA_IZV ter MFA_IZV, simulacija 2  
 
Slika 4.10: Histograma RV2 koeficienta GPA_IZV ter MFA_IZV, Simulacija 2. Rdeča vertikalna črta prikazuje 
mediano, zelena povprečje, modri vertikalni črti pa 5. in 95. centil. Simulacija 2. 
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Slika 4.11: Prikaz povprečnih RV2 vrednosti z 95 % intervali zaupanja pri različnih obravnavanjih. Oznaka 
obravnavanj je sestavljena: število ocenjevalcev (12 ali 4).variabilnost (manjša-L ali večja-H).število 
deskriptorjev (med 2 in 7-R ali vseh osem-8).dimenzionalnost rešitve (2d-2 ali 3d-3). Simulacija 2. 
Sliki 4.12 in 4.13 prikazujeta porazdelitvi ARI vrednosti GPA in MFA. Porazdelitvi sta 
zelo podobni, večjih odstopanj ni. Slika 4.14 tudi prikazuje zelo podobne ARI vrednosti za 
GPA in MFA metodo (povprečje, 95 % interval zaupanja) pri različnih kombinacijah 
dejavnikov (obravnavanjih). 
 




Slika 4.13: Histograma ARI vrednosti GPA_IZV ter MFA_IZV, simulacija 2. Rdeča vertikalna črta prikazuje 
mediano, zelena povprečje, modri vertikalni črti pa 5. in 95. centil. Simulacija 2. 
 
Slika 4.14: Prikaz povprečnih ARI vrednosti z 95 % intervali zaupanja pri različnih obravnavanjih. Oznaka 
obravnavanj je sestavljena: število ocenjevalcev (12 ali 4).variabilnost (manjša-L ali večja-H).število 
deskriptorjev (med 2 in 7-R ali vseh osem-8).dimenzionalnost rešitve (2d-2 ali 3d-3). Simulacija 2. 
Sliki 4.15 in 4.16 prikazujeta porazdelitev RV2-koeficientov in ARI vrednosti v direktni 
primerjavi konfiguracij GPA/MFA. Tako kot pri simulaciji 1 so ARI vrednosti veliko bolj 
razpršene. Korelacijski koeficient med ARI in RV2-koeficientom pri direktni primerjavi 
GPA/MFA rešitev je zgolj 0.41. 
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Slika 4.15: Grafični prikaz (škatla z ročaji) RV2-koeficientov in ARI vrednosti direktne GPA/MFA primerjave. 
Simulacija 2. 
 
Slika 4.16: Histograma RV2-koeficientov in ARI vrednosti direktne GPA/MFA primerjave, simulacija 2. Rdeča 
vertikalna črta prikazuje mediano, zelena povprečje, modri vertikalni črti pa 5. in 95. centil. 
Tabela 4.3 prikazuje vpliv posameznih dejavnikov (analiza variance mešanega modela s 
presečiščem), medtem ko tabela 4.4 prikazuje kontraste mešanega modela brez presečišča 
odzivne spremenljivke »Razlika GPA_MFA_RV2« (funkcija »lme« v R iz paketa »nlme«). 
Mešani model brez presečišča, kjer vključimo vseh šestnajst obravnavanj, se izkaže za 
nekoliko boljši model, zato ga koristimo za oceno izbranih (vsebinsko zanimivih) kontrastov.  
 Spremenljivka meri razliko v RV2-koeficientih med GPA_IZV in MFA_IZV. Model 
potrdi statistično značilno interakcijo med številom ocenjevalcev (12 : 4) ter številom izbranih 
deskriptorjev (vseh osem ali 2 : 7). Učinek iz praktičnega vidika sicer ni preveč pomemben 
(majhne vrednosti). Tretji kontrast v tabeli 4.4 prikazuje statistično značilno razliko med 
številom ocenjevalcev (12 : 4), kadar ocenjevalci izberejo različno število deskriptorjev (2 : 
7). Omenjena razlika ni statistično značilna, ko izberejo vseh osem deskriptorjev. Slika 4.17 
prikazuje omenjeno interakcijo. Slika 4.18 pa prikazuje ostala dva dejavnika in odsotnost 
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značilne interakcije. Tabeli 4.3 in 4.4 kažeta tudi na statistično značilen vpliv variabilnosti. Z 
večanjem variabilnosti se manjša razlika. Vpliv dimenzionalnosti rešitve pa ni statistično 
značilen. 
Glede primerjave GPA in MFA lahko zaključimo, da sta metodi primerljivi. Povprečna 
razlika je sicer ocenjena za 0.0077 v korist MFA (mediana razlik je 0.0009). Omenjena 
majhna razlika v korist MFA se nekoliko poveča, kadar imamo samo 4 ocenjevalce, različno 
število izbranih deskriptorjev in manjšo variabilnosti (σ = 1). Iz praktičnega vidika lahko 
zaključimo, da sta GPA in MFA ob danih pogojih simulacije primerljivi metodi. 
 
Tabela 4.3: Analiza variance mešanega modela za spremenljivko »Razlika GPA_MFA_RV2«, simulacija 2  
 
Tabela 4.4: Kontrasti mešanega modela za spremenljivko »Razlika GPA_MFA_RV2«, simulacija 2  
  
Slika 4.17: Prikaz interakcije med spremenljivkama število deskriptorjev in število ocenjevalcev pri modeliranju 
»Razlika GPA_MFA_RV2«, simulacija 2  




vrednost F vrednost p
Presečišče 1 935 8.90 0.003
PARCIALNO.OC. 1 935 244.62 <.0001
ST.OCENJEV. 1 935 0.59 0.444
VAR 1 935 26.22 <.0001
DIM 1 935 2.93 0.087
PARCIALNO.OC.:ST.OCENJEV. 1 935 16.95 <.0001
kontrasti ocena razlike GPA-MFA
standardna 
napaka
vrednost z vrednost p
2D:3D== 0 0.00093 0.00107 0.87 0.386
12:4 pri osem== 0 0.00013 0.00041 0.32 0.746
12:4 pri razlicno== 0 0.00840 0.00210 4.00 <0.001
sigma2:sigma1 == 0 0.00361 0.00107 3.38 <0.001
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Slika 4.18: Prikaz spremenljivk variabilnost in dimenzionalnost pri modeliranju »Razlika GPA_MFA_RV2«, 
simulacija 2  
Tabela 4.5 prikazuje analizo variance mešanega modela za modeliranje spremenljivke 
»Razlika GPA_MFA_ARI«, ki meri razliko med izmerjenimi ARI vrednostmi GPA_IZV ter 
MFA_IZV. Uporabljen je bil enostavnejši model brez interakcij. Nobeden od členov ni 
statistično značilen. Sliki 4.19 in 4.20 prikazujeta posamezne vrednosti v 2D- in 3D-prostoru. 
Večjih razlik ni, kar pomeni, da spremembe preučevanih dejavnikov nimajo značilnega vpliva 
na merjeno spremenljivko. Vidimo le nekoliko večjo razpršenost vrednosti razlik v primeru 
3D-rešitve s štirimi ocenjevalci in vsemi osmimi deskriptorji. Tudi razlike v povprečjih MFA 
in GPA so minimalne (0.428, 0.427) in zanemarljive (statistično neznačilen neparametričen 
Wilcoxonov test). 
 
Tabela 4.5: Analiza variance modela za spremenljivko »Razlika GPA_MFA_ARI«, simulacija 2  
odzivna spremenljivka Razlika GPA_MFA_ARI
izbrani model LME/brez interakcij
slučajni dejavnik REP/izvorna matrika




vrednost F vrednost p
Presečišče 1 936 0.16 0.687
PARCIALNO.OC. 1 936 0.13 0.718
ST.OCENJEV. 1 936 1.25 0.264
VAR 1 936 0.52 0.473




Slika 4.19: Prikaz vrednosti spremenljivke »Razlika GPA_MFA_ARI« v 2D-prostoru. Modra barva predstavlja 
manjšo variabilnost, medtem ko vijolična večjo variabilnost. Črti povezujeta povprečji. Simulacija 2. 
 
Slika 4.20: Prikaz vrednosti spremenljivke »Razlika GPA_MFA_ARI« v 3D-prostoru. Modra barva predstavlja 
manjšo variabilnost, medtem ko vijolična večjo variabilnost. Črti povezujeta povprečji. Simulacija 2. 
Tabela 4.6 prikazuje analizo variance mešanega modela odzivne spremenljivke 
RV2_povp. Omenjena spremenljivka je povprečje MFA_IZV in GPA_IZV RV2-vrednosti. 
Predhodno smo že ugotovili, da sta metodi zelo primerljivi glede izračunanih RV2 in 
ARI vrednosti. Razlike v povprečjih so zelo majhne in v primeru ARI statistično neznačilne 
(α=0.05). Sedaj nas še zanima vpliv dejavnikov na merjeni povprečni statistiki. Sliki 4.21 in 
4.22 nam pomagata razumeti tabelo 4.6, ki prikazuje statistično značilne vplive posameznih 
dejavnikov na povprečno RV2 vrednost (RV2_povp) obeh metod (GPA, MFA). Model je bil 
dobljen tako kot vsi ostali, na osnovi parsimoničnosti (enostavnosti), kjer sem zadržal le tiste 
dejavnike in njihove interakcije, ki značilno izboljšajo model oz. pojasnijo variabilnost 
odzivnih spremenljivk. 
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Tabela 4.6: Analiza variance mešanega modela za spremenljivko »RV2_povp«, simulacija 2 
RV2_povp vrednosti so značilno večje v 3D-prostoru. Pomembna je interakcija med 
številom ocenjevalcev in variabilnostjo. Kadar imamo 12 ocenjevalcev, je razlika v 
RV2_povp vrednosti med manjšo in večjo variabilnostjo manjša, kot kadar imamo samo 4 
ocenjevalce. Sliki prikazujeta značilno manjšo RV2_povp vrednost v primerih, ko ocenjevalci 
izberejo različno število deskriptorjev (2 : 7). Omenjena razlika je značilno manjša, kadar 
imamo 12 ocenjevalcev. Sliki prikazujeta tudi večjo razpršenost vrednosti za skupino, ki 
izbira različno število deskriptorjev (2 : 7). Na splošno je razpršenost (variabilnost) manjša v 
prostoru 3D-rešitev. 
 
Slika 4.21: Prikaz RV2_povp vrednosti v 2D-prostoru. Modra barva predstavlja manjšo variabilnost, medtem ko 
vijolična večjo variabilnost. Črti povezujeta povprečji. Simulacija 2. 
odzivna spremenljivka RV2_povp
izbrani model LME/z interakcijami
slučajni dejavnik REP/izvorna matrika




vrednost F vrednost p
Presečišče 1 931 11604.37 <.0001
PARCIALNO.OC. 1 931 934.70 <.0001
ST.OCENJEV. 1 931 259.63 <.0001
VAR 1 931 517.75 <.0001
DIM 1 931 1562.30 <.0001
PARCIALNO.OC.:ST.OCENJEV. 1 931 72.59 <.0001
PARCIALNO.OC.:VAR 1 931 16.14 0.0001
ST.OCENJEV.:VAR 1 931 158.76 <.0001
ST.OCENJEV.:DIM 1 931 2.90 0.089




Slika 4.22: Prikaz RV2_povp vrednosti v 3D prostoru. Modra barva predstavlja manjšo variabilnost, medtem ko 
viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 2. 
Tabeli 4.7 in 4.8 nam prikazujeta zanimive kontraste v 2D in 3D. Rezultati kontrastov 
so v obeh primerih podobni. 
 
Tabela 4.7: Kontrasti mešanega modela 2D, simulacija 2  
 
Tabela 4.8: Kontrasti mešanega modela 3D. simulacija 2  
Iz praktičnega vidika je zelo pomemben zaključek (prvi kontrast), da lahko z 
dvanajstimi ocenjevalci ob večji variabilnosti in različni izbiri števila deskriptorjev v 
povprečju pričakujemo večje RV2_povp vrednosti kot v primeru, kjer imamo 4 ocenjevalce, 
manjšo variabilnost in različno število deskriptorjev. Variabilnost predstavlja usposobljenost 
ocenjevalcev. Kot vidimo, večja usposobljenost ne odtehta popolnoma učinka manjšega 
števila ocenjevalcev, ki zmanjšuje povprečno pričakovano vrednost RV2_povp, kadar 
ocenjevalci prosto izbirajo število uporabljenih deskriptorjev. Iz praktičnega vidika ta razlika 
ni tako zelo velika, da ne bi razmislili o prednostih manjše skupine.  
kontrasti ocena RV2_povp standardna vrednost z vrednost p
12_sigma2_razlicno : 4_sigma1_razlicno ==0 0.0214 0.0057 4.05 <0.001
12_sigma2_osem : 4_sigma1_osem == 0 -0.0200 0.0035 -5.66 <0.001
12_sigma2_razlicno : 4_sigma1_osem == 0 -0.0651 0.0040 -16.37 <0.001
12_sigma2_osem : 4_sigma1_razlicno == 0 0.0683 0.0054 12.61 <0.001




vrednost z vrednost p
12_sigma2_razlicno : 4_sigma1_razlicno ==0 0.0297 0.0057 5.20 <0.001
12_sigma2_osem : 4_sigma1_osem == 0 -0.0134 0.0035 -3.79 <0.001
12_sigma2_razlicno : 4_sigma1_osem == 0 -0.0586 0.0040 -14.72 <0.001
12_sigma2_osem : 4_sigma1_razlicno == 0 0.0749 0.0054 13.83 <0.001
12_sigma1_razlicno : 4_sigma2_osem == 0 0.0461 0.0053 8.68 <0.001
46   Rezultati 
 
Drugi kontrast: Vidimo statistično značilne večje povprečne vrednosti RV2_povp, kadar 
imamo 4 ocenjevalce, manjšo variabilnost in izbiro vseh osmih deskriptorjev, kot v primeru 
dvanajstih ocenjevalcev, večje variabilnosti in ravno tako osmih izbranih deskriptorjev. 
Omenjeni kontrast poda ravno nasproten zaključek kot prvi kontrast. V situaciji jasno 
definiranih osmih deskriptorjev je manjša skupina z manjšo variabilnostjo uspešnejša kot 
večja skupina z večjo variabilnostjo.  
Tretji kontrast: Štirje ocenjevalci ob izbiri vseh osmih deskriptorjev in manjši 
variabilnosti bodo v povprečju dosegli večje RV2_povp vrednosti kot skupina dvanajstih 
ocenjevalcev z večjo variabilnostjo in različnim izborom deskriptorjev. To je pričakovan 
rezultat z ozirom na prva dva kontrasta 
Četrti kontrast: Pričakovano, večja skupina z izbiro vseh osmih deskriptorjev in večjo 
variabilnostjo bo v povprečju dosegla večje RV2_povp vrednosti kot manjša skupina z 
manjšo variabilnostjo in različnim številom izbranih deskriptorjev. 
Peti kontrast: Koriščenje vseh osmih deskriptorjev ne odtehta vpliva manjšega števila 
ocenjevalcev in večje variabilnosti na vrednosti RV2_povp. 
Tabela 4.9 prikazuje analizo variance mešanega modela brez interakcij (»lme«, paket 
»nlme«) odzivne spremenljivke ARI_povp. Tabela 4.10 prikazuje ocene koeficientov 
omenjenega modela. Spremenljivka ARI_povp je povprečje MFA_IZV in GPA_IZV ARI 
vrednosti. Za razliko od RV2_povp modela, sedaj nimamo interakcij, kar nekoliko olajša 
interpretacijo, zato je prikaz ocen koeficientov modela (tabela 4.10) smiseln za lažjo 
interpretacijo. 
 
Tabela 4.9: Analiza variance mešanega modela za spremenljivko »ARI_povp«, simulacija 2  
Največji ocenjeni učinek je vezan na število ocenjevalcev. Z večanjem teh se veča tudi 
ARI_povp vrednost, medtem ko večja variabilnost in različna izbira deskriptorjev (2 : 7) 
zmanjšujeta ARI_povp vrednost. ARI_povp je značilno večji v 3D-prostoru (tabela 4.10).  
odzivna spremenljivka ARI_povp
izbrani model LME/brez interakcij
slučajni dejavnik REP/izvorna matrika
ANOVA stopinje prostosti števec stopinje vrednost F vrednost p
Presečišče 1 936 310.65 <0.001
PARCIALNO.OC. 1 936 41.61 <0.001
ST.OCENJEV. 1 936 70.73 <0.001
VAR 1 936 46.84 <0.001




Tabela 4.10: Povzetek modeliranja »ARI_povp« spremenljivke, simulacija 2  
Če pogledamo enake kontraste kot pri RV2_povp, opazimo, da prva dva kontrasta nista 
statistično značilna (tabela 4.11). 
 
Tabela 4.11: Kontrasti mešanega modela, simulacija 2  
Ker je naš model brez interakcij, omenjena kontrasta nosita isto informacijo, da se 
učinka povečanega števila ocenjevalcev in povečane variabilnosti skoraj izničita, zato ne 
vidimo razlik med situacijo z dvanajstimi ocenjevalci ter večjo variabilnostjo in situacijo s 
štirimi ocenjevalci ter majhno variabilnostjo ne glede na število izbranih deskriptorjev. 
Tretji kontrast: Štirje ocenjevalci ob izbiri vseh osmih deskriptorjev in manjši 
variabilnosti bodo v povprečju dosegli večje ARI_povp vrednosti kot skupina dvanajstih 
ocenjevalcev z večjo variabilnostjo in različnim izborom deskriptorjev.  
Četrti kontrast: Večja skupina z izbiro vseh osmih deskriptorjev in večjo variabilnostjo  
bo v povprečju dosegla večje ARI_povp vrednosti kot manjša skupina z manjšo variabilnostjo 
in različnim številom izbranih deskriptorjev. 
Peti kontrast: Koriščenje vseh osmih deskriptorjev ne odtehta vpliva manjšega števila 
ocenjevalcev in povečane variabilnosti na ARI_povp vrednosti. 
Pri modeliranju RV2_povp sem zaradi značilne interakcije dejavnika dimenzionalnosti 
tvoril kontraste ločeno, v 2D in 3D. Pri modeliranju ARI_povp vrednosti to ni bilo potrebno 
zaradi pomanjkanja značilne interakcije, ki bi vključevala dimenzionalnost kot dejavnik. 
Sliki 4.23 in 4.24 nam poleg učinka dimenzije prikazujeta precej večjo razpršenost 
ARI_povp vrednosti v primerjavi z RV2_povp vrednostmi. 
odzivna spremenljivka ARI_povp
Izbrani model LME/brez interakcij






vrednost t vrednost p
Presečišče 0.4290 0.0257 936 16.68 <0.001
PARCIALNO.OC.razlicno -0.0625 0.0099 936 -6.31 <0.001
ST.OCENJEV.12 0.0826 0.0099 936 8.32 <0.001
VARvisoka(sd=2) -0.0676 0.0099 936 -6.82 <0.001




vrednost z vrednost p
12_sigma2_razlicno : 4_sigma1_razlicno ==0 * 0.0150 0.0141 1.06 0.492
12_sigma2_osem : 4_sigma1_osem == 0 * 0.0150 0.0141 1.06 0.492
12_sigma2_razlicno : 4_sigma1_osem == 0 -0.0476 0.0172 -2.76 0.014
12_sigma2_osem : 4_sigma1_razlicno == 0 0.0775 0.0172 4.50 <0.001
12_sigma1_razlicno : 4_sigma2_osem == 0 0.0878 0.0172 5.10 <0.001
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Slika 4.23: Prikaz vrednosti spremenljivke »ARI_povp« v 2D-prostoru. Modra barva predstavlja manjšo 
variabilnost, medtem ko viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 2. 
 
Slika 4.24: Prikaz vrednosti spremenljivke »ARI_povp« v 3D-prostoru. Modra barva predstavlja manjšo 
variabilnost, medtem ko viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 2.  
4.3 Simulacija 3 
Simulacija 3 predstavlja simulacijsko okolje, ki izvira iz samo ene začetne izvorne 
matrike ocen (tabela 3.1), dobljene na osnovi realnih ocen naših kreatorjev arom, in vključuje 
za nas zelo zanimiv dejavnik načina ocenjevanja arom. Poleg primerjave GPA/MFA, ki je bila 
v omenjeni simulaciji sekundarnega pomena, sem želel preveriti tudi, ali obstajajo razlike 
med ocenjevalci, ki uporabijo zgolj eno čutilo (okus), in tistimi, ki uporabijo obe (mešano, 
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vonj in okus), glede izmerjenih statistik (GPA/MFA RV2 in ARI). Okolje v simulaciji 3, za 
razliko od simulacije 2, je namreč veliko bolj regulirano (definirano) s tem, ko sem 
namenoma izbral vzorce tako, da tvorijo štiri ločene skupine. Število izbranih deskriptorjev je 
bilo štiri. Sliki 4.25 in 4.26 prikazujeta podobni porazdelitvi GPA/MFA RV2-vrednosti. 
Razlika v primerjavi s simulacijo 2 je le v višjem povprečju (0.91) ter manjši razpršenosti 
RV2-vrednosti. To si lahko razlagamo s tem, do so razlike med vzorci v izvorni matriki 
simulacije 3 večje, kot so bile v povprečju pri slučajno generiranih izvornih matrikah v 
simulaciji 2. Korelacijski koeficient med GPA_IZV ter MFA_IZV RV2 je višji kot v 
simulaciji 2 (0.99). Slika 4.27 prikazuje zelo podobne vrednosti RV2 za GPA in MFA metodo 
(povprečje, 95 % interval zaupanja) pri različnih kombinacijah dejavnikov (obravnavanjih). 
 
Slika 4.25: Grafični prikaz (škatla z ročaji) RV2-koeficientov GPA_IZV ter MFA_IZV, simulacija 3  
 
Slika 4.26: Histograma RV2 koeficienta GPA_IZV ter MFA_IZV. Rdeča vertikalna črta prikazuje mediano, 
zelena povprečje, modri vertikalni črti pa 5. in 95. centil. Simulacija 3. 
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Slika 4.27: Prikaz povprečnih RV2 vrednosti z 95 % intervali zaupanja pri različnih obravnavanjih. Oznaka 
obravnavanj je sestavljena: število ocenjevalcev (12 ali 4).variabilnost (majhna-L ali večja-H).način ocenjevanja 
(mešano / okus in vonj-m ali samo okus-o).dimenzionalnost rešitve (2d-2 ali 3d-3). Simulacija 3. 
Sliki 4.28 in 4.29 prikazujeta porazdelitvi ARI vrednosti GPA in MFA. Tako kot v 
simulaciji 2, sta porazdelitvi zelo podobni, večjih odstopanj ni. Povprečje ARI vrednosti je 
bistveno višje (0.69) ter razpršenost vrednosti je manjša kot v simulaciji 2. Razlog je ponovno 
v izvorni matriki. Korelacijski koeficient med GPA_IZV in MFA_IZV ARI vrednostmi je 
visokih 0.89 (v simulaciji 2 je bil 0.85). Slika 4.30 prikazuje ARI vrednosti za GPA in MFA 
metodo (povprečje, 95 % interval zaupanja) pri različnih kombinacijah dejavnikov 
(obravnavanjih). 
 




Slika 4.29: Histograma ARI vrednosti GPA_IZV ter MFA_IZV. Rdeča vertikalna črta prikazuje mediano, zelena 
povprečje, modri vertikalni črti pa 5. in 95. centil. Simulacija 3. 
 
Slika 4.30: Prikaz povprečnih ARI vrednosti z 95 % intervali zaupanja pri različnih obravnavanjih. Oznaka 
obravnavanj je sestavljena: število ocenjevalcev (12 ali 4).variabilnost (majhna-L ali večja-H).način ocenjevanja 
(mešano / okus in vonj-m ali samo okus-o).dimenzionalnost rešitve (2d-2 ali 3d-3). Simulacija 3. 
Sliki 4.31 in 4.32 prikazujeta porazdelitvi RV2 in ARI vrednosti v direktni primerjavi 
konfiguracij GPA/MFA. Razpršenost obeh statistik je manjša kot v simulaciji 2. Korelacijski 
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koeficient med ARI in RV2 pri direktni primerjavi GPA/MFA rešitev ostaja relativno nizek 
(0.40). 
 
Slika 4.31: Grafični prikaz (škatla z ročaji) RV2-koeficientov in ARI vrednosti direktne GPA/MFA primerjave, 
simulacija 3  
 
Slika 4.32: Histograma RV2 koeficientov in ARI vrednosti direktne GPA/MFA primerjave. Rdeča vertikalna 
črta prikazuje mediano, zelena povprečje, modri vertikalni črti pa 5. in 95. centil. Simulacija 3. 
Tudi v simulaciji 3 so vplivi dejavnikov na razliko ocen RV2 majhni, nekateri sicer 
statistično značilni, vendar iz praktičnega vidika nepomembni. Tabela 4.12 prikazuje 
koeficiente modela na osnovi posplošene metode najmanjših kvadratov (gls funkcija, paket 
»nlme«), kjer sem modeliral razliko GPA_MFA_RV2 vrednosti. Ocene koeficientov so zelo 
majhne in s praktičnega vidika nam povedo samo to, da sta metodi zelo primerljivi tudi v 
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okolju simulacije 3, ki je bolj regulirano (definirano) kot okolje simulacije 2. Sliki 4.33 in 
4.34 prikazujeta zgornje zaključke v grafični obliki. Pri 3D je razlika RV2 rahlo v prid GPA. 
 
Tabela 4.12: Povzetek modeliranja »Razlika GPA_MFA_RV2« spremenljivke 
 
Slika 4.33: Prikaz vrednosti spremenljivke »Razlika GPA_MFA_RV2« v 2D-prostoru. Modra barva predstavlja 
manjšo variabilnost, medtem ko viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 3. 
odzivna spremenljivka Razlika GPA_MFA_RV2





vrednost t vrednost p
(Intercept) -0.0001 0.00010 -1.013 0.311
NARAVA.OC.okus -0.0014 0.00039 -3.593 0.000
ST.OCENJEV.12 0.0002 0.00011 1.450 0.147
VARvisoka(sd=2) -0.0024 0.00100 -2.386 0.017
DIM3 0.0004 0.00018 2.218 0.027
NARAVA.OC.okus:ST.OCENJEV.12 0.0005 0.00042 1.202 0.230
NARAVA.OC.okus:VARvisoka(sd=2) 0.0045 0.00208 2.187 0.029
ST.OCENJEV.12:VARvisoka(sd=2) 0.0018 0.00103 1.743 0.082
NARAVA.OC.okus:DIM3 0.0015 0.00052 2.850 0.005
ST.OCENJEV.12:DIM3 -0.0002 0.00019 -1.034 0.302
VARvisoka(sd=2):DIM3 0.0056 0.00136 4.101 0.000
NARAVA.OC.okus:ST.OCENJEV.12:VARvisoka(sd=2) -0.0054 0.00225 -2.384 0.017
NARAVA.OC.okus:ST.OCENJEV.12:DIM3 -0.0007 0.00059 -1.146 0.252
NARAVA.OC.okus:VARvisoka(sd=2):DIM3 -0.0008 0.00270 -0.285 0.776
ST.OCENJEV.12:VARvisoka(sd=2):DIM3 -0.0038 0.00145 -2.607 0.009
NARAVA.OC.okus:ST.OCENJEV.12:VARvisoka(sd=2):DIM3 0.0050 0.00300 1.681 0.093
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Slika 4.34: Prikaz vrednosti spremenljivke »Razlika GPA_MFA_RV2« v 3D-prostoru. Modra barva predstavlja 
manjšo variabilnost, medtem ko viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 3. 
Tabela 4.13 prikazuje koeficiente modela na osnovi posplošene metode najmanjših 
kvadratov (gls), kjer sem modeliral razliko GPA_MFA_ARI. Skoraj vsi členi so neznačilni in 
kar je še pomembneje, ocenjeni koeficienti so ponovno zelo majhni, kar potrjuje podobnost 
rešitev GPA- in MFA-metode. Sliki 4.35 in 4.36 prikazujeta zgornje zaključke v grafični 
obliki. Razlike pri 3D so nekoliko bolj razpršene kor pri 2D.  
 
Tabela 4.13: Povzetek modeliranja »Razlika GPA_MFA_ARI« spremenljivke 
odzivna spremenljivka Razlika GPA_MFA_ARI





vrednost t vrednost p
Presečišče 0.0078 0.0042 1.86 0.064
NARAVA.OC.okus -0.0051 0.0046 -1.10 0.271
ST.OCENJEV.12 -0.0066 0.0044 -1.50 0.133
VARvisoka(sd=2) -0.0077 0.0079 -0.97 0.331
DIM3 -0.0142 0.0071 -1.99 0.046
NARAVA.OC.okus:ST.OCENJEV.12 0.0035 0.0048 0.73 0.467
NARAVA.OC.okus:VARvisoka(sd=2) 0.0103 0.0138 0.74 0.457
ST.OCENJEV.12:VARvisoka(sd=2) 0.0037 0.0086 0.43 0.666
NARAVA.OC.okus:DIM3 0.0005 0.0120 0.04 0.968
ST.OCENJEV.12:DIM3 0.0122 0.0075 1.61 0.107
VARvisoka(sd=2):DIM3 -0.0127 0.0153 -0.83 0.407
NARAVA.OC.okus:ST.OCENJEV.12:VARvisoka(sd=2) -0.0159 0.0149 -1.07 0.286
NARAVA.OC.okus:ST.OCENJEV.12:DIM3 -0.0035 0.0134 -0.26 0.796
NARAVA.OC.okus:VARvisoka(sd=2):DIM3 0.0156 0.0262 0.59 0.553
ST.OCENJEV.12:VARvisoka(sd=2):DIM3 -0.0122 0.0208 -0.59 0.556




Slika 4.35: Prikaz vrednosti spremenljivke »Razlika GPA_MFA_ARI« v 2D-prostoru. Modra barva predstavlja 
manjšo variabilnost, medtem ko viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 3. 
 
Slika 4.36: Prikaz vrednosti spremenljivke »Razlika GPA_MFA_ARI« v 3D-prostoru. Modra barva predstavlja 
manjšo variabilnost, medtem ko viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 3 
Sedaj še najzanimivejši del, vezan na vpliv novega dejavnika v modelu (način 
ocenjevanja), kjer imamo dve ravni: ocenjevanje samo na okus ali ocenjevanje z obema 
čutiloma (mešano). Tabela 4.14 prikazuje analizo variance modela na osnovi posplošene 
metode najmanjših kvadratov (gls) spremenljivke RV2_povp. Omenjena spremenljivka 
predstavlja povprečno vrednost RV2 GPA_IZV in MFA_IZV. Sliki 4.37 in 4.38 nam grafično 
prikazujeta posamezne učinke. Takoj na začetku lahko vidimo, da model ne vključuje 
dejavnika dimenzije (DIM). Kot se vidi, sta sliki v 2D in 3D (slika 4.37 in slika 4.38) zelo 
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podobni glede povprečnih vrednosti posameznih obravnavanj. Neznačilnost dejavnika 
dimenzije lahko pripišemo strukturi izvorne matrike, ki je izrazito dvodimenzionalna glede 
števila glavnih dimenzij. Vrednosti RV2_povp koeficienta so namreč odvisne od deleža zajete 
variabilnosti in posledično je njegova vrednost v simulaciji 3 izrazito odvisna od prvih dveh 
glavnih dimenzij. Glede dejavnika narave ocenjevanja lahko zaključimo, da ocenjevalci, ki 
enakovredno uporabijo obe čutili (skupina »mešano«), v povprečju dvigajo vrednost 
RV2_povp. Nižja vrednost RV2_povp za skupino »okus« je očitna pri večji variabilnosti in 
štirih ocenjevalcih. Razlika je manjša v primeru dvanajstih ocenjevalcev. Večja variabilnost 
pričakovano zmanjšuje RV2_povp vrednost. Tabela 4.15 prikazuje zanimive kontraste. 
Prvi kontrast potrdi značilno večji vpliv manjše variabilnosti na povečano povprečno 
vrednost RV2_povp kot pa samo povečanje ocenjevalcev iz štiri na 12 za skupino »okus«. 
Drugi kontrast je vsebinsko podoben predhodnemu, le da tokrat gre za skupino »mešano«. 
Tretji kontrast ima največji ocenjeni učinek, kjer je pričakovana razlika med 
obravnavanjem 12_sigma2_okus (dvanajst ocenjevalcev, večja variabilnost, skupina »okus«) 
in obravnavanjem 4_sigma1_mešano (štirje ocenjevalci, manjša variabilnost, skupina 
»mešano«) relativno visokih 0.087 enot RV2_povp v korist slednjemu. 
Četrti kontrast prikazuje, da dvanajst ocenjevalcev z večjo variabilnostjo in mešanim 
ocenjevanjem lahko pričakuje večje RV2_povp vrednosti kot skupina štirih ocenjevalcev z 
manjšo variabilnostjo in ocenjevanjem vzorcev samo na okus. 
Peti, najbolj zanimiv kontrast kaže, da je ocenjena razlika RV2_povp v prid 
obravnavanja 12_sigma1_okus v primerjavi z obravnavanjem 4_sigma2_mesano. Pomeni, da 
kljub temu, da je učinek načina ocenjevanja (mešano) zelo velik, ne izniči (popolnoma) 
hkratne negativne učinke povečane variabilnosti in manjšega števila ocenjevalcev. 
 
Tabela 4.14: Analiza variance modela za spremenljivko »RV2_povp«, simulacija 3 
odzivna spremenljivka RV2_povp
izbrani model GLS/z interakcijami
slučajni dejavnik /
ANOVA stopinje prostosti števec vrednost F vrednost p
Presečišče 1 25081790 <.0001
NARAVA.OC. 1 6805 <.0001
ST.OCENJEV. 1 757 <.0001
VAR 1 1358 <.0001
NARAVA.OC.:ST.OCENJEV. 1 71 <.0001
NARAVA.OC.:VAR 1 153 <.0001
ST.OCENJEV.:VAR 1 304 <.0001




Tabela 4.15: Kontrasti gls modela, simulacija 3 
 
Slika 4.37: Prikaz RV2_povp. vrednosti v 2D-prostoru. Modra barva predstavlja manjšo variabilnost, medtem ko 
viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 3. 
 
Slika 4.38: Prikaz RV2_povp. vrednosti v 3D-prostoru. Modra barva predstavlja manjšo variabilnost, medtem ko 
viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 3. 
Tabela 4.16 prikazuje analizo variance modela na osnovi posplošene metode najmanjših 




vrednost z vrednost p
12_sigma2_okus vs 4_sigma1_okus == 0 -0.0146 0.0031 -4.74 <0.001
12_sigma2_mesano vs 4_sigma1_mesano ==0 -0.0065 0.0009 -7.16 <0.001
12_sigma2_okus vs 4_sigma1_mesano == 0 -0.0873 0.0025 -34.55 <0.001
12_sigma2_mesano vs 4_sigma1_okus == 0 0.0662 0.0020 33.49 <0.001
12_sigma1_okus vs 4_sigma2_mesano == 0 0.0105 0.0028 3.72 <0.001
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opazimo zelo velike razlike med 2D- in 3D-rešitvami. Pri 2D-rezultatih ne opazimo večjega 
učinka števila ocenjevalcev in načina ocenjevanja (slika 4.39, slika 4.40). Pri skupini »okus« 
opazimo nekoliko večjo razliko v merjeni statistiki med večjo in manjšo variabilnostjo. Na 
splošno je variabilnost podatkov precej večja v primeru štirih ocenjevalcev. V 3D-rešitvah pa 
vidimo zelo velike učinke. Razlika v merjeni statistiki za skupino »okus« s štirimi ocenjevalci 
med manjšo in večjo variabilnostjo je zelo velika (> 0.1). Opazi se tudi očitna razlika v korist 
skupine »okus« glede višjih ARI_povp vrednosti. Razlog je v dejstvu, da skupina »mešano« v 
večini primerov deluje zgolj v dveh glavnih dimenzijah, izraženih s štirimi spremenljivkami, 
medtem ko skupina »okus« deluje v več kot dveh dimenzijah in posledično so dobljene 
sestave štirih skupin bližje izvorni matriki. 
 
Tabela 4.16: Analiza variance modela za spremenljivko »ARI_povp.«, simulacija 3  
Naredil sem tudi pet najbolj zanimivih kontrastov (tabeli 4.17 in 4.18) 
Kontrast 1: Tako pri 2D kot pri 3D ne vidimo večjih razlik med obravnavanji 
12_sigma2_okus in 4_sigma1_okus, kar pomeni, da se učinka različnega števila ocenjevalcev 
in različne variabilnosti kompenzirata. 
Kontrast 2: Tukaj so zaključki pogojeni z dimenzionalnostjo rešitve. V 3D imamo 
očitno razliko med obravnavanji 12_sigma2_mešano in 4_sigma1_mešano, kjer učinek 





vrednost F vrednost p
(Intercept) 1 340737.2 <.0001
NARAVA.OC. 1 27.8 <.0001
ST.OCENJEV. 1 27.0 <.0001
VAR 1 51.6 <.0001
DIM 1 346.3 <.0001
NARAVA.OC.:ST.OCENJEV. 1 31.9 <.0001
NARAVA.OC.:VAR 1 51.0 <.0001
ST.OCENJEV.:VAR 1 117.6 <.0001
NARAVA.OC.:DIM 1 1468.5 <.0001
ST.OCENJEV.:DIM 1 9.3 0.0023
VAR:DIM 1 8.2 0.0042
NARAVA.OC.:ST.OCENJEV.:VAR 1 29.5 <.0001
NARAVA.OC.:ST.OCENJEV.:DIM 1 23.2 <.0001
NARAVA.OC.:VAR:DIM 1 77.4 <.0001
ST.OCENJEV.:VAR:DIM 1 7.8 0.0053
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Kontrast 3: Razlika med 2D in 3D kontrastom je velika. Učinek načina ocenjevanja 
pride do izraza v 3D. Ocenjevanje zgolj na okus v povprečju zelo poveča ARI_povp vrednosti 
v 3D. V 2D je učinek bistveno manjši in celo v obratni smeri. 
Kontrast 4: Tudi v tem primeru imamo močan učinek v 3D, medtem ko ni značilnega 
učinka v 2D. Skupina »okus« ponovno prevlada v primerjavi s skupino »mešano«, kljub 
manjšemu številu ocenjevalcev. 
Kontrast 5: Najbolj zanimiv je kontrast, kjer se v 3D potrdi velik pozitiven vpliv 
ocenjevanja zgolj na okus, kljub manjšemu številu ocenjevalcev in večji variabilnosti. V 2D 
pa je ocenjeni učinek primerljive velikosti ravno v obratni smeri. 
 
Tabela 4.17: Kontrasti mešanega modela 2D, simulacija 3 
 
Tabela 4.18: Kontrasti mešanega modela 3D, simulacija 3 
 
Slika 4.39: Prikaz ARI_povp. vrednosti v 2D-prostoru. Modra barva predstavlja manjšo variabilnost, medtem ko 
viola večjo variabilnost. Črti povezujeta povprečji. Simulacija 3 .  
kontrasti 2D ocena ARI_povp
standardna 
napaka
vrednost z vrednost p
12_sigma2_okus vs 4_sigma1_okus == 0 0.0029 0.0069 0.41 0.990
12_sigma2_mesano vs 4_sigma1_mesano ==0 -0.0167 0.0083 -2.01 0.180
12_sigma2_okus vs 4_sigma1_mesano == 0 -0.0303 0.0082 -3.67 < 0.001
12_sigma2_mesano vs 4_sigma1_okus == 0 0.0165 0.0066 2.49 0.057
12_sigma1_mesano vs 4_sigma2_okus == 0 0.0954 0.0127 7.51 < 0.001
kontrasti 3D ocena ARI_povp
standardna 
napaka
vrednost z vrednost p
12_sigma2_okus vs 4_sigma1_okus == 0 0.0024 0.0178 0.14 1.000
12_sigma2_mesano vs 4_sigma1_mesano == 0 0.0618 0.0127 4.85 < 0.001
12_sigma2_okus vs 4_sigma1_mesano == 0 0.2620 0.0129 20.31 < 0.001
12_sigma2_mesano vs 4_sigma1_okus == 0 -0.1978 0.0152 -13.05 < 0.001
12_sigma1_mesano vs 4_sigma2_okus == 0 -0.0979 0.0157 -6.22 < 0.001
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Slika 4.40: Prikaz ARI_povp. vrednosti v 3D-prostoru. Modra barva predstavlja manjšo variabilnost, medtem ko 




5 Povzetek rezultatov  
Simulacija 1 je pokazala pozitivno pristranskost RV2 statistike v pogojih, kjer ni 
odvisnosti med izvorno matriko in matrikami ocenjevalcev. Poleg tega lahko zaključimo, da 
sta metodi GPA in MFA primerljivi pri danih simulacijskih pogojih. Korelacijski koeficient 
RV2-vrednosti preko izvorne matrike med MFA in GPA je visok (0.9). Korelacijski 
koeficient med ARI vrednostmi je relativno nizek (0.53). Direktna primerjava metod brez 
izvorne matrike ima visoke RV2 vrednosti (?̅? = 0.9) in relativno nizke ARI vrednosti (?̅? = 
0.51). Korelacija med njima je zgolj 0.43. Nobeden od preučevanih dejavnikov ni imel vpliva 
na razliko vrednosti merjenih statistik med MFA in GPA. 
Simulacija 2 je načeloma potrdila začetne ugotovitve podobnosti MFA in GPA, tokrat v 
simuliranih pogojih odvisnosti med izvorno matriko in matrikami ocenjevalcev. Korelacija 
ARI vrednosti med metodama je sedaj visokih 0.85, medtem ko je korelacija RV2-vrednosti 
0.98. Tudi direktna primerjava GPA in MFA konfiguracij (brez upoštevanja izvorne matrike) 
kaže visoke vrednosti RV2 (?̅? = 0.98) in relativno visoke ARI vrednosti (?̅? = 0.83). Korelacija 
med statistikama (RV2, ARI) ostaja zgolj 0.41. Vpliv dejavnikov na razliko RV2-vrednosti 
med GPA in MFA je majhen in statistično značilen. MFA ima v povprečju nekoliko večje 
RV2 vrednosti v situaciji štirih ocenjevalcev in različnega števila deskriptorjev (2:7). Vpliv 
dejavnikov na razliko ARI vrednosti ni statistično značilen. Največji vpliv na RV2_povp 
vrednosti imata dimenzionalnost rešitve ter število uporabljenih deskriptorjev. Z večjim 
številom ocenjevalcev kompenziramo negativni učinek večje variabilnosti v primeru, ko 
ocenjevalci prosto izbirajo število deskriptorjev. Za primere, kjer se je uporabilo vseh osem 
deskriptorjev, velja ravno obraten zaključek, in sicer, da je manjša skupina z manjšo 
variabilnostjo uspešnejša kot večja skupina z večjo variabilnostjo. Koriščenje vseh osmih 
deskriptorjev ima sicer pozitiven učinek na RV2_povp vrednost, vendar ne odtehta skupnega 
vpliva manjšega števila ocenjevalcev in večje variabilnosti. Omenjeni zaključki veljajo v 2D 
in 3D.  
Na ARI_povp vrednosti ima največji vpliv število ocenjevalcev. Z večanjem teh se veča 
tudi ARI_povp vrednost. Ravno tako imata višja dimenzionalnost in koriščenje vseh 
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deskriptorjev pozitiven vpliv, medtem ko večja variabilnost pričakovano negativno vpliva na 
ARI_povp vrednosti. Koriščenje vseh osmih deskriptorjev ne odtehta nasprotnega učinka 
manjšega števila ocenjevalcev in večje variabilnosti 
Simulacija 3, kjer smo imeli samo eno izvorno matriko z jasno definirano strukturo, je 
ravno tako potrdila zelo močno korelacijo med RV2-koeficienti GPA in MFA (0.99). Tudi 
korelacija ARI vrednosti je zelo visokih 0.89. Direktna primerjava metod (brez upoštevanja 
izvorne matrike) kaže visoke vrednosti RV2 (?̅? = 0.99) in ARI (?̅? = 0.91). Korelacija med 
statistikama je ponovno zgolj 0.40. Vplivi dejavnikov na razliko RV2 in ARI vrednosti med 
GPA in MFA so iz praktičnega vidika ponovno zanemarljivi.  
Ocenjevalci, ki enakovredno uporabijo tako vonj kot okus, dosegajo v povprečju 
bistveno večje RV2_povp vrednosti kot ocenjevalci, ki uporabijo samo eno čutilo (okus v 
našem primeru). Dimenzionalnost rešitve ni imela vpliva na RV2_povp vrednosti pri danih 
pogojih. Razlog je v strukturi izvore matrike, kjer so visoke korelacije med pari spremenljivk 
(vonj-okus). S tem se efektivno zmanjša število neodvisnih dimenzij in posledično tudi večja 
dimenzionalnost rešitve ne prispeva večjim RV2_povp vrednostim. Vpliv manjše 
variabilnosti odtehta vpliv manjšega števila ocenjevalcev pri obeh skupinah (»okus«, 
»mešano«). Vpliv skupine »mešano« na RV2_povp skoraj izniči združeni učinek večje 
variabilnosti in manjšega števila ocenjevalcev, ki ocenjujejo zgolj na okus. Glede vpliva 
dejavnikov na ARI_povp vrednosti lahko zaključimo, da se večje razlike med skupinama 
»mešano« in »okus« pojavijo v 3D v prid slednjih, kot posledica koriščenja večjega števila 
dimenzij v danih pogojih simulacije. Tretja dimenzija namreč prinese tisto dodatno 
informacijo o izvorni matriki, ki povzroči, da se ARI_povp močno poveča. Pri RV2_povp 
tega učinka višje dimenzionalnosti rešitve ni. Omenjeni učinek je vezan predvsem na skupino, 
ki ocenjuje samo na okus, kar ne preseneča, ker omenjena skupina koristi vse štiri dimenzije, 
medtem ko skupina »mešano« v večini primerov zgolj prvi dve glavni dimenziji. 
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6 Razprava in zaključki 
Glavni zaključek je ta, da sta GPA in MFA metodi primerljivi v danih pogojih 
simulacij. Glede na do sedaj objavljena dela [4] in splošne prakse, zaključek o primerljivosti 
(podobnosti) metod ni presenetljiv. SPLI metoda hitrega profiliranja, katero sem koristil v 
simulacijah za primerjavo GPA in MFA je kompleksnejša metoda od metode projektivnega 
mapiranja [4] zaradi možnosti uporabe različnega števila deskriptorjev med ocenjevalci in 
posledično različnih dimenzij vhodnih matrik. Vidimo, da razlika v številu uporabljenih 
deskriptorjev, tako kot razlika v številu ocenjevalcev, variabilnosti podatkov in 
dimenzionalnosti GPA/MFA rešitev, niso povzročili večjih razlik med metodama (RV2, 
ARI). Podobnost rezultatov vseeno ni tako samoumevna, ker gre za dve precej različni 
metodi. Princip MFA temelji na metodi glavnih komponent, kjer se celokupna začetna 
variabilnost podatkov prerazporedi znotraj novonastalih dimenzij. GPA pa ima v svojem 
temelju iterativni algoritem, ki izvaja Prokrustove ortogonalne transformacije matrik tako, da 
se razdalje med vzorci zmanjšajo. Seveda so omenjeni zaključki vezani na pogoje simulacij in 
predpostavk (omejitev) v mojem delu. Predpostavki o tem, da so vzorci ocenjeni z največ 
osmimi deskriptorji ter da so ocenjevalci homogeni glede sposobnosti zaznave deskriptorjev, 
sta vprašljivi. Smatram, da omenjeni predpostavki imata predvsem vpliv na povprečne 
vrednosti RV2 (RV2_povp) in ARI (ARI_povp) in ne vplivata na razlike merjenih 
spremenljivk med metodama GPA in MFA. Smiselno bi bilo preveriti omenjeni zaključek z 
ustreznimi simulacijami. Modeliranje RV2_povp in ARI_povp pa je omogočilo, da smo prišli 
do uporabnih informacij glede optimalnih kombinacij ravni dejavnikov za potrebe našega 
podjetja. Interpretacije kontrastov so vezane na značilnost rezultata, katerega pa je potrebno 
interpretirati tudi v luči praktičnega pomena ocenjenih vrednosti. Potrdi se prednost 
usposabljanja ocenjevalcev na enakovredno koriščenje obeh čutil za aplikacije, ki to 
omogočajo. Večja splošna usposobljenost ocenjevalcev pomeni, da lahko z manjšim številom 
bolje usposobljenih ocenjevalcev (4), pričakujemo vsaj tako visoke povprečne vrednosti 
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69 
A Ključne R kode 
-generiranje naključne izvorne matrike [16 x 8]  v simulaciji 1 in 2: 
izvorna=sample(1:9, replace= TRUE, size=128) 
izvorna.m=matrix(izvorna,16,8) 
 
-povezava med izvorno matriko in matrikami ocenjevalcev, primer za vzorec A        
(simulacija 2, 3); 
vzorec_A=mvrnorm(n = 1, mu=izvorna.m[1,],Sigma1,……) 
Na enak način so se nato generirale vrednosti za preostale vzorce. Ocene so se nato združile 
(rbind) v matriko simuliranih ocen [16 x 8] za posameznega ocenjevalca. Končna izbira  
deskriptorjev za posameznega ocenjevalca v simulaciji 1 in 2 je bila na osnovi dejavnika, ki 
določa število deskriptorjev (osem ali 2:7) in na osnovi zajete variabilnosti. Simulacija 3 je 
imela fiksno število deskriptorjev (4) in je bila izbira deskriptorjev pogojena zgolj z zajeto 
variabilnostjo. 
 




-hierarhično razvrščanje vzorcev v skupine (Evklidska razdalja, Ward), primer gpa: 
gpa.clust=hclust(dist(gpa.k.[,1:h]),"ward.D2") 
 
-izračun RV2 (paket »MatrixCorrelation«) in ARI (paket »mclust«): 
RV2 (izvorna matrika, GPA ali MFA matrika) 
adjustedRandIndex (razvrstitev 1, razvrstitev 2) 
