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a b s t r a c t
The star graph, as an interesting network topology, has been extensively studied in the
past. In this paper, we address some of the combinatorial properties of the star graph. In
particular, we consider the problem of calculating the surface area and volume of the star
graph, and thus answering an open problem previously posed in the literature. The surface
area of a spherewith radius i in a graph is the number of nodes in the graphwhose distance
from a given node is exactly i. The volume of a sphere with radius i in a graph is the number
of nodeswithin distance i from the given node. In this paper, we derive explicit expressions
to calculate the surface area and volume in the star graph.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The star graph was proposed as an attractive interconnection network for parallel processing, featuring smaller degree
and diameter than a hypercube of comparable size. Due to its interesting properties, such as symmetry, sub-logarithmic
diameter, Hamiltonicity, and simple routing algorithms, the star graph has gained much attention and hence been widely
studied in the past [6,9,13,16].
In this paper, we extract some important combinatorial properties of the star graph while looking into the problem of
routing in the star graph from a different perspective, based on some newly-introduced concepts and structures, namely
the displacement graph and transition string. More specifically, we derive a non-recursive general expression for calculating
the surface area of the star graph.
The results of this attempt are interesting in the sense that they can lead us to a better understanding of the star graph,
while the use of the new expression in the previously proposed algorithms for the star graph can result in simpler formulas
and a lower computational complexity. Such expressions are very useful when studying VLSI layouts, designing collective
communication algorithms, resource placement, and analyzing the performance of various algorithms.
The rest of the paper is organized as follows. Section 2 gives preliminary definitions and reviews relatedwork. In Section 3,
some theoretical background on transition strings and displacement graphs is developed to be used in Section 4, where
explicit expressions are derived to calculate the surface area and volume of a sphere of a given radius in the star graph.
Finally, Section 5 concludes this study.
2. Preliminaries and related work
An n-dimensional star graph, also referred to as n-star or Sn, is a undirected graph consisting of n! nodes (vertices) and
(n− 1)n!/2 links (edges). Each node is uniquely assigned a label a1a2 . . . an which is the permutation of n distinct symbols
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Fig. 1. The star graph (a) 2-star, S2 (b) 3-star, S3 (c) 4-star, S4 .
{1, 2, . . . , n}. Two nodes are joined by an edge along dimension d if the label of one node can be obtained from the other by
swapping the first symbol and the dth symbol, 2 ≤ d ≤ n. The star graphs of dimensions 2, 3 and 4 are depicted in Fig. 1.
The n-star is a node-symmetric and edge-symmetric graph [2].
In a star graph, a node with label a1a2 . . . ai−1aiai+1 . . . an−1an is connected to those vertices whose labels are
aia2 . . . ai−1a1ai+1 . . . an−1an, for 2 ≤ i ≤ n, (that is, those permutations that result from interchanging the first symbol
in the permutation a1a2 . . . ai−1aiai+1 . . . an−1an with any of the remaining n− 1 symbols). The edge connecting the vertex
associated with the permutation resulting from swapping the first and the ith symbols is called the ith connection. Thus, we
can define a function, pi , to give the label of the node connected to a given node, a1a2 . . . an−1an, via the ith connection as
pii(a1 . . . an) = aia2 . . . ai−1a1ai+1 . . . an, i ∈ {2, . . . , n}.
Definition 1 ([3]). The surface area A(i) of a graph G is the number of nodes in Gwhose distance from a given node is exactly
i. In other words, A(i) is the surface area of a virtual sphere with radius i from a given node as the center node.
Definition 2. The volume V (i) of radius i in a graph G is the number of nodes in G whose distance from a given node is
j, 0 ≤ j ≤ i.
The goal of this study is to propose a non-recursive expression for the surface area and volume of a star graph. Similar
studies have been done concerning the calculation of the surface area of other networks. For instance, in [1], an expression
for calculating the surface area of an n-dimensional hypercube is derived. The surface area for the unidirectional and
bidirectional k-ary n-cube is reported in [14] while the same properties for the Mesh are put forth in [15]. Similar studies
have also been carried out for some graphs of the Cayley family as in [5] where a formula for the surface area of the rotator
network was reported. In [11] a recursive formula is derived for calculating the number of nodes at a distance d from a given
node in the star graph, using the recursive structure of the star topology.
Proposition 1 ([11]). Let g(n, d) be the number of nodes at a distance i from a given node, in Sn. For n ≥ 1, i ≤ 2,
g(n, 0) = 1
g(n, 1) = (n− 1)
g(n, 2) = (n− 1)(n− 2)
and for n ≥ 1 and 3 ≤ i ≤ diameter(Sn),
g(n, i) = (n− 1)g(n− 1, i− 1)+
n−2∑
j=1
g(j, i− 3)j.
The above expression is defined recursively and thus has high time and space complexity. A closed form expression that
applies to special cases and requires the solution of a linear system of equations was also introduced in [11].
In this paper, we provide a general explicit expression to calculate the surface area and volume of a sphere of any arbitrary
radius in a star graph of any arbitrary size. To the best knowledge of the authors, the current study is the first to report such
a general solution. An early version of this work was presented in [8].
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3. Transition strings and displacement graphs
In this section, we propose some new concepts and theorems dealing with the routing in the star network, which are, as
shown in following sections, used as the conceptual and mathematical foundations for our suggested solution.
The application of pi on a given node v, as we saw previously, results in an adjacent node of v. The pi function can be
further extended to interchange more than one symbol at a time in the string of the label.
Definition 3. Let L denote the set of all n! permutations of the symbols A = {a1, a2, . . . , an}, corresponding to the set of
symbols of vertex labels of Sn, and P = {2, . . . , n} be the set of positions whose symbols can be swapped with the first
symbol to reach a new permutation. The pi function can be redefined recursively as:{
piis(v) = pis(pii(v)), s ∈ P+, i ∈ P
pii(a1 . . . an) = aia2 . . . ai−1a1ai+1 . . . an, i ∈ P
where P+ is the set of all permutations on symbol set P .
This definition of pi suggests the possible permutations derived from the given vertex label after a number of swaps.
Therefore, pis along with a given vertex v determines a path p(v, s) of length |s|, from v to u = pis(v) in the graph.
Permuting over s, |s| = l, gives us all the paths of length l from v. As si ∈ P , we expect to have l|P| = ln−1 different
permutations (paths) of length l. However, as we show in later sections, not all of these paths lead to distinct nodes. This
phenomenon is a direct consequence of the existence of cycles in the star topology.
Definition 4. Let pis(v) = u denote a path R from a given node v to a destination node u taking si connection at any step i.
We call s the Transition String for routing from v to u on the path R.
In the section that follows, we predict some properties of the paths by investigating the format of their underlying
transition string.
Theorem 1. Let t = t1t2 . . . tk be a transition string for a given route R from any given node u = a1 . . . an to v, and
t ∈ {s ∈ Pk|∀i, j, 1 ≤ i, j ≤ k, i 6= j⇒ si 6= sj} where Pk denotes the entire set of strings of length k defined on P symbol set
then
pit1...tk−1tk(a1=t0 . . . atk−1atk . . . at1−1at1 . . . at2−1at2 . . . an) = atka2 . . . atk−1atk−1 . . . at1−1a1=t0 . . . at2−1at1 . . . an
whichmeans that the resultant string is the source string after circularly shifting (rotating) only the symbols in t by a1 one position
to the right.
Proof. After the application of t to the index of node u, the symbols in the positions stated in t are shifted circularly, with
the symbol in the position of ti of the index of u moved to the position ti+1 and the symbol in position t1 replaced by a1
and a1 replaced by the symbol in position tk. Without loss of generality we assume t0 = 1 Therefore, if pit = v then the
index of v has the property that its tith symbol is similar to the t(i−1) mod(k+1)th symbol in the index of u. i.e. v is derived by
replacing ati−1 ⇒ ati mod(k+1) , i = {1, 2, . . . , k}, recursively in the index of node u, knowing that⇒ denotes the replacement
operation. 
As an example, applying the transition string 234 . . . n to any node results in a circular shift to the right.
Theorem 2. Let t be a transition string for a given route R from any given source node u to destination v, and t = wk+1, w ∈
{s ∈ T k|∀i, j, 1 ≤ i, j ≤ k, i 6= j⇒ si 6= sj} then u = v, or more figuratively, t pertains to a cycle of length k(k+ 1) in Sn.
Proof. Regardless of the content of the w, based on Theorem 1, the application of w to a string results in a circular shift,
which is not necessarily a shift of adjacent symbols in the node index, (here we call it a shift because after rearranging the
consecutive symbols according to the order defined in t , an ordered shift results). If w contains repeated symbols, one or
more symbols will be replaced multiple times, but this leads to the same circular shift scheme. Repeatingw, |w| + 1 times
results in |w| + 1 circular shifts in the node index which yields the same node index for v, as in u. Therefore, t pertains to a
cycle. For instance, 22 results in a cycle of length 2. 
Definition 5. Let w be any string of length k which may contain cycle(s). If w does not have any cycles in its structure, the
cycle that results after concatenatingw, k+ 1 times, is called a Trivial Cycle. Otherwise it is a Non-Trivial Cycle.
Theorem 3. Any Trivial Cycle in Sn is of length k(k+ 1), 1 ≤ k ≤ n.
Proof. Suppose there exists a cycle Ci whose length is not k(k+ 1), 1 ≤ k ≤ n. If we decompose the transition string t to k
equal substrings, the length of some section(s), sayw, will not be equal to k. Here w is either a shift of length less than k or
more than k symbols (as Theorem 2 suggests). Therefore, as a part of the shift operation, after the ith shift, the 1st symbol of
the index of the reached node is either atk−1 or atk+1 , which results from the insertion of atk+1 or the deletion of atk in a shift
sequence, hence producing irregularity in the node index. In fact, in such a case, the index of the source node would differ
from that of the destination and t is not a trivial cycle. This is a contradiction and thus the theorem is proved. 
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Definition 6. Let u and v be any source and destination nodes and B ⊆ A = {a1, a2, . . . , an} be the set of symbols in uwhose
position is changed in the permutation belonging to v. A new graph G(V , E) can be constructed where V = {k|ak ∈ B} and
(i, j) ∈ E ⇔ ui = vj. An edge between two vertices u and v is present if and only if in the new arrangement pertaining to
the index of v, the position of the ith symbol of u is j. Hereafter, we call this graph the Displacement Graph for u and v.
Theorem 4. Any displacement graph G is composed of cycles only.
Proof. As a result of the definition of the displacement graphs, an edge from node u to a node v in the graph implies that
the position v in the destination node index should be replaced by the symbol at position u of the index string. The indices
are the permutations and therefore have repetitive symbols that cannot exist. Thus, the symbol at the position u should be
replaced by a new symbol and the actual position of that new symbol is supposed to be filledwith another one and so on. This
process of finding the predecessor symbols goes on until either all the symbols have been listed (we have a cycle of length n)
or the predecessor is already included in the cycle. If the latter is the case, let j be the newly derived predecessor which was
previously reached, then j’s successor has not been identified yet or more specifically the last predecessor reached during
the construction of the cycle, is the successor of j. So this relation of predecessor, successor forms a set of cycles in G. The
cycles in G are in correspondence with the Permutation Cycles of length at least 2 defined in [4]. 
Definition 7. Let G be the displacement graph for any given source and destination u, v and u1 ∈ V (G). There is a cycle cj
in the graph containing u1, we refer to this cycle as the Primary Cycle of G and to u1 as the Primary Symbol. When cj is not
primary, cj is a normal cycle.
Theorem 5. Let R be any shortest path from u to v let D = {a1, . . . , am} be the set of all symbols in the index of u whose
position changed in v, and R = {(i, j)|ui = vj} denote the displacement relation, then D can be decomposed to a set of cycles
C = {c1, . . . , cr} withR, the displacement relation, well-defined on D.
Proof. As a result of Theorem 4, any path displacement graph can be constructed which only consists of cycles. If we define
edges in the graph as displacement relations between two symbols, then the displacement graph is the graph illustration
of the adjacent matrix which defines the R relation on D members. By applying R : D → D to any member of the set ci,
a unique member of ci is obtained. Thus, R is one-to-one, and is closed on any ci and on D as well. Thus, in terms of group
theory [7],R is well-defined on D. 
Theorem 6. Let G(V , E) and M be the displacement graph and the adjacent matrix pertaining to the minimal route from u to v
respectively, for any two given nodes u and v. Then the displacement graph, GT, belonging to the reverse minimal route from v to
u, is a graph defined by GT(V , ET) where ET = {(v, u)|(u, v) ∈ E} and its corresponding adjacency matrix M∗ = MT is reached
by transposing matrix M.
Proof. By definition an edge in a displacement graph implies a replacement relation between the position of a symbol in
the node index of the source and the position of the corresponding symbol in the destination. Reversing the position of the
source and destination node reverses the displacement relation as well. So the corresponding displacement graph would
have edges in the opposite direction relative to the former displacement graph. Let us denote the item in the ith row and
jth column ofM andM∗ by ai,j and a′i,j respectively. Then ai,j = 1 indicates that the symbol in position j should be replaced
by the symbol in position i. In the reverse route this relation is inversed and thus the following statement is true ai,j = a′j,i.
ThereforeM∗ = MT. 
Theorem 7. Let G be a given displacement graph with a set of cycles C = {C1, C2, . . . , Ck}, Ci = ci1ci2 . . . cik where cij is the
index of jth node of Ci in the cyclic order started from an arbitrary node in the cycle, then the transition string t of minimum
length for the path between two given nodes u = u1 . . . un and v = v1 . . . vn is in the form of:
t =
k∏
i=1
Θ(Ci)
Θ(Ci) =
{
Ci · ci1 ¬∃j|cij = u1
cij+1cij+2 . . . cimci1ci2 . . . cij−1 ∃j|cij = u1
where
∏
is the concatenate operator andΘ is a function which maps each cycle to one of its corresponding transition strings.
Proof. To derive a transition string corresponding to G one should note that the symbols within each Ci are different from
each other and from the symbols within other cycles, therefore no cross reference dependency exists between the symbols
of any two different cycles and a transition string can be simply built by concatenation of transition strings of all cycles in
C . Depending on whether or not the u1 symbol is present in the cycle, two different string formats are proposed, as given
by theΘ function. As a direct consequence of Theorem 1 the concatenation of the symbols in the direction of the cycle can
be thought of as the rotation of the symbols u1ci1 . . . cim to the right. If Ci is a normal cycle, a right rotation of the ci1 . . . cim
symbols would resolve the cycle. This rotation can be simulated by a rotation of all symbols in the cycle through u1 and a
final swap of u1 and ci1, which corresponds to the Cici1 transition string. 
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For example one way for getting from 12345 to 12534 is to first rotate 345 to the right through 1 which results in 52134
and then swap 5 and 1 to reach the destination 12534. Here C1 = 345 and the transition string is derived as t = 3453.
Suppose Ci is a primary cycle, then ∃j|cij = u1 and a right rotation through ci1 . . . cij . . . cim can resolve the cycle which
corresponds to the transition string cij+1cij+2 . . . cimci1ci2 . . . cij−1 that is the sequence of symbols in the cycle rotated j
symbols to the left after removing the cij.
The minimal route between the two nodes is not dependent on the fact that on which set the displacement would be
performed first.
Theorem 8. For any source u and destination v, there exists only a single displacement graph pertaining to the shortest paths
between u and v. More formally, there is a bijective and hence reversible function Ω : D −→ P where D denotes the set of all
displacement graphs and P ⊆ V (Sn)× V (Sn) is the set of all possible source and destinations.
Proof. As stated in Theorem 5, for any given source and destination, u and v, there exist a set of cycles C , such that the
only way to reach v from u, is to do the replacements in each cycle which leads to a shortest path between u and v. This
replacement can be done starting from any symbol in the cycle, as we only care about resolving the differences in the
placement of the symbols, which only requires a cyclic order for replacement. The displacement graph is built based on C
while C itself, only depends on u and v not the path for resolving the cycles. Therefore, for each source and destination, there
is a single displacement graph contributing to all of the shortest paths from u to v. 
Definition 8. Let G be the displacement graph belonging to the node pair (u, v) then a Connected Displacement Graph of G,
denoted by CDG (V , E), is a graph satisfying the following properties:
V (CDG) = V (G)− {u1}
E(CDG) = E(G) ∪ L− {(x, y)|x = u1 ∨ y = u1}
where L is defined as:
L = {(x, y)|x, y ∈ CP ∧ x 6= y ∧ (∀(α, β) ∈ L|(α, β) 6= (x, y)⇒ x 6= α ∧ y 6= β)}
and specifies the additional nodes used to connect the cycles together in the new graph. The CP (Connection Points) is a set
which contains a vertex from each cycle Ci in G (except for a primary cycle of length at least 3 from which two points are
picked) known as the connection point of cycle i. These nodes determine the points at which to attach the L additional edges
between the cycles.
Proposition 2. The algorithm for constructing the connected displacement graph from the displacement graph is as follows:
To construct CDG from the displacement graph, we choose cycles one by one randomly. Let us index the cycles by the order in
which they are taken from the set; thus ci denotes the ith cycle chosen from the set and a node from which is chosen as connection
point — the nodewhichwill be connected to the previous/next cycle in the final graph. For any two consecutive cycles, say ci−1ci, an
edge is added to the graph connecting the connection points of the two cycles together. If the cycle is a primary cycle, then initially,
symbol u1 is removed from the cycle forming a linear array, then intermediate edges are added connecting the connection point
of the last cycle to the start of the line and the end of the line to the connection point of the next cycle, if any exists. Repeating this
construction algorithm for the entire set of cycles, the connected displacement graph results.
Theorem 9. Let G be the displacement graph for the path between u and v, the transition string belonging to a shortest path
between u and v can be constructed as a Hamiltonian path in the connected displacement graph corresponding to G.
Proof. G encompasses a set of cycles C . To construct the route corresponding to the transition string of theminimal path, we
follow the construction algorithm stated before. We denote the resultant connected displacement graph by Gc . Theorem 7
proves that the transition string for a shortest path from u to v is of the form
∏
all i Ci·ci1 in case no primary cycle exists. Having
constructed Gc , we build the Hamiltonian path. It is easily seen that passing each normal cycle ci in Gc and concatenating
the labels to the transition string as we traverse any node result in a string of the form Ci · ci1 while ci1 in here denotes
the connection point of ci. For the case of the primary cycle the cij+1cij+2 . . . cimci1ci2 . . . cij−1 transition string defined in
Theorem 7 is the sequence of labels of the linear array described in Proposition 1. Hence, as one may expect, crossing
all the nodes in the graph yields the transition string stated in Theorem 7. Therefore, the transition string is reached by
concatenating the node indices in the Hamiltonian path in Gc . 
Corollary 1. The transition string corresponding to the entire shortest paths between a given source u and a destination v, is the
output string produced on the Hamiltonian path of a Moore state machine1 constructed according to the CDGs of u and v.
1 AMoore state machine is a finite-state machine (FSM) with an output in any state.
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Proof. Let Gc be the set of all CDGs of the paths between u and v. Each of themembers of Gc can be converted to a finite-state
machine (FSM)M having the following properties:
qS = {CP1}
qF = {CPk}
where qS and qF , are the start and final states ofM , and CP i denotes the connection point of the ith cycle whileM is a Moore
state machine producing the label of each state as the output as it passes that state. Kicking off from qS and taking the
Hamiltonian path, the transition string is produced as a part of the path. The entire string is constructed once the machine
reaches the final state. 
Theorem 10. Let M be any state machine corresponding to Gc – the connected displacement graph – for a given transition string,
t as defined in Corollary 1. There exists a one-to-one, bijective function f mapping each transition string of a shortest path to a
state machine M.
Proof. Following the algorithms for constructing state machine M and Gc based on the displacement graph, each such M
identifies an alternative way of displacing the symbols in the source node index to get to the destination node. Thus a one-
to-one function f : T → M can be devised to map a shortest path denoted by the transition string t toM . 
To show that f is surjective, we should prove that any transition string t of a shortest path is producible by a statemachine
M . Each such t along with its reverse tR forms a cycle in Sn which is trivial, for if it is non-trivial then there is a substring ti in
t = t1 . . . ti−1titi+1 . . . tk, |t| = lwhich pertains to a cycle, then removing ti from the string will not change the destination,
and results in a new transition string t ′ = t1 . . . ti−1ti+1 . . . tk, |t ′| = l− j(j+ 1), j ≥ 1 of a shorter length which contradicts
the assumption that t belongs to a shortest path. Hence, t has a GDC and a state machine which can be built according to
the algorithm. Therefore, for each shortest path, anM is constructible and f is surjective.
Another analogy for the shortest paths in the star graph can be drawn in tandem with the definition of the pis generator
functions. Let Γ = {pis|∀t 6= s s.t. pis(v) = pit(v) ⇒ |s| ≤ |t|} ∪ {piλ} known as the mutator set be the set of all such
functions, pertaining to a minimal path, with piλ – the identity member – defined as piλ(v) = v.
Theorem 11. Themembers of mutator set Γ , form a group, finitely generated by the generator set µ = {pis|s ∈ {λ, 2, . . . , n}}.
Proof. To prove that Γ is a group, we prove its members satisfy the required properties. Let pis, pit , piu be any selected
functions of Γ and v be any given node then
(a) pispiλ = pis(piλ) = piλ(pis) = pis
(b) pis(pitpiu) = (pispit)piu = pistu
(c) pispisR = piλ.
Therefore, Γ is a group, with multiple operators defined as ‘o’ operations between pi functions. Furthermore, any member
of Γ can be constructed by multiplying the functions in µ. Hence µ serves as a generator set for Γ . 
4. The surface area in the star graph
In this section, based on the theorems proved in the last chapter and some combinatorial facts, we put forth a solution
to the problem of finding the surface area of the star interconnection network featuring a non-recursive form.
Theorem 12. The number of nodes at distance d from any given node of a star graph is equivalent to the number of distinct
displacement graphs whose derived transition strings are of length d.
Proof. The distance between two given vertices of a graph is defined as the length of the shortest path between two nodes.
Hence, the surface area specifies the number of nodes such that the length of the shortest path from the base node to that
node is exactly d. On the other hand, Theorem 8 states that for any source and destination, there should exist just a single
displacement graph contributing to the entire set of shortest paths between the given source and destination. Therefore,
knowing the source, the number of displacement graphs gives us the number of nodes at any distance. Restricting the length
of its induced path to d, yields the surface area of radius d (see Fig. 2). 
From now on, our problem is counting the number of entire displacement graphs whose equivalent transition strings are
of a specified length, say d.
Looking into the structure of the displacement graph as Theorem 4 states, it is composed of cycles only. Therefore, in
counting the number of graphs, what matters is the circular order of the symbols within the cycles, not the sequential order.
Furthermore, since we are dealing with graphs, the ordering of the cycles in the graph is of no importance.
Reversing the sequence of transition string construction from the displacement graph, we wish to obtain the possible
number of base symbols that were used for building the transition string of length d. Hereafter we refer to this number as b.
As a direct consequence of the existence of a different algorithm for constructing the transition string from the displacement
graphwith primary cycle, two different b’s result depending onwhether or not the displacement graph contains the primary
cycle.
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Fig. 2. Routing from 12345 to 23154 in S4; (a) displacement graph for the selected source and destination, (b) One of the corresponding connected
displacement graph and the derived route R = d1d2d3d4 , and (c) Resultant state machine and the transition string output T = 32545 for R.
Theorem 13. Let R be the minimal path in an n-star between u and v, t be the transition string pertaining to R, |t| = d, b be the
number of base symbols in t and g denote the number of groups of the displacement graph. Then:
(I) b2d/3c ≤ b ≤ d− 1 if it contains the primary cycle or b2d/3c + 1 ≤ b ≤ d otherwise.
(II) 1 ≤ g ≤ d− b2d/3c if it contains the primary cycle or 1 ≤ g ≤ d− b2d/3c − 1 otherwise.
Proof. According to the routing algorithm, the symbols whose positions differ in the node index of the source relative to
destination form a set of g cycles. Investigating the format of a normal cycle as given in Theorem 7, the length of a normal
cycle of b base symbols is b + 1. For a primary cycle, the same equation holds but the primary symbol which is repeated
twice in the transition string is hidden and this results in b symbols in the transition string, for b base symbols excluding the
hidden primary symbol. Thus we have a single symbol in addition to the base symbols for each normal cycle and therefore
the following equation is easily observable:
(III) g = d− b, if no primary cycles exist in the corresponding CDG, or g = d− b+ 1, otherwise.
Based on the length of the path (d), different numbers of base symbols, b, can be chosen. If all the nodes are in a single
cycle, the maximum number of base symbols is used and for the case in which no primary cycles exist b = d−1. Otherwise,
b = d. The lower bound for b is reached when either each group consists of 3 symbols, or we have a primary group of 2
symbols and all other groups are composed of 3 symbols. It follows that b = b2d/3c + 1 nodes if the displacement graph
contains a primary cycle or b = b2d/3c. This proves inequality (I). Replacing (III) in (I) results in (II). 
To compute the surface area we should iterate over all possible numbers of base symbols for both the cases. Therefore,
the problem is reduced to counting the number of ways to select the b possible symbols from all n − 1 possible symbols –
which can be done in
(
n− 1
b
)
different ways – and then placing the selected symbols in g groups, under the constraint that
no groups should have less than two symbols and within each group only the circular order of the symbols matters. We
denote this number by =(b, g) from now on.
Theorem 14. Let b and d denote the number of base symbols and the length of the transition string respectively and g be the
number of groups within the displacement graph. The surface area of Sn of radius k, A(n, k), can be calculated as:
A(n, k) = A1(n, k)+ A2(n, k)
A1(n, k) =
k∑
b=b2/3kc+1
(
n− 1
b
)
=(b+ 1, g), g = k− b+ 1.
A2(n, k) =
k−1∑
b=b2/3kc
(
n− 1
b
)
=(b, g), g = k− b.
A(n, k) =
k∑
b=b2/3kc+1
(
n− 1
b
)
=(b+ 1, k− b+ 1)+
k−1∑
b=b2/3kc
(
n− 1
b
)
=(b, k− b)
=
k−1∑
b=b2/3kc
[(
n− 1
b+ 1
)
=(b+ 2, k− b+ 2)+
(
n− 1
b
)
=(b, k− b)
]
.
(1)
Proof. The A1 term contributes to the number of nodes at a distance k which in their index, the 1st symbol differs from
the 1st symbol of the base node index (the number of displacement graphs with primary cycles which yield the transition
string of length k) while A2 denotes the number of nodes at distance k such that the first symbol of their indices is different
from the 1st symbol of the base node. The sets of displacement graphs with the primary cycle andwithout primary cycle are
exclusive and hence the total number of graphs can be simply calculated as the sum of the two terms. Then for each of the
categories, the numbers of displacement graphs are derived by summing the number of displacement graphs constructed
of a specified number of base symbols over all possible b values which itself is determined using Theorem 12. 
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Knowing the number of groups and base symbols, there are
(
n− 1
b
)
ways to select the base symbols from the set of all
symbols T = {2, . . . , n}. Now the problem is finding the number of displacement graphs constructed of b known base
symbols and g groups which yield a transition string of length k.
Corollary 2. The problem of counting the number of displacement graphs without primary cycle constructed of b known base
symbols and g groups which yields transition string of length k, is equivalent to the problem of counting the number of ways b
persons can sit around g indistinguishable round tables, such that no one sits alone at a table while just the circular order of sitting
at the table matters. This gives us =(b, g) as defined before.
Corollary 3. The number of displacement graphs with primary cycle constructed of b known base symbols and g groups which
yields to transition string of length k, is =(b+ 1, g).
Proof. If the displacement graph has a primary cycle, the problemwould not be as straightforward as the case of Corollary 2.
Two situations are probable. Either the primary cycle has only one symbol, except for u1, or all of the cycles contain two or
more symbols out of b selected symbols. 
In the former case, any of the b symbols can be included in the primary cycles (in b ways), while the remaining b − 1
symbols will be placed in the remaining g− 1 groups in =(b− 1, g − 1)ways. Therefore, b=(b− 1, g − 1) such nodes with
this order can be present.
For the latter case, as each of the groups has at least two symbols the same problem appears and there would be
=(n, k) ways to place the symbols in the groups, yet the existence of a hidden 1 permutation with the first symbol in
the permutation string, makes the ordering of the groups and even the symbols within each circular sequence paramount
resulting in b=(b, g)nodes. An expression for this number can also be reached using a different explanation. The problem
can be interpreted as the placement of b distinguishable base symbols and an additional hidden primary symbol in graph
G under the constraint that each group has at least two symbols, and the circular order within each group is taken into the
account. Therefore, for a primary group of length k we will have k! different placements in contrast to the usual groups
where (k − 1)! different placements are observable. Hence, the number is quite easily derived as =(b + 1, g), which itself
induces the following recursive equation for =(n, k):
=(n+ 1, k) = n [=(n, k)+ =(n− 1, k− 1)]
and if n < 2k− 1, due to the limited number of symbols the group constraints cannot be met and =(n, k) = 0.
The other end of the spectrum is when only a single group is present, in which case all of the symbols will be placed in
the only existing group, and (n− 1)! permutations for the symbols are possible. Thus, =(n, 1) = (n− 1)!.
Calculating the value of =(n, k) is a problem in combinatorics, a solution for which can also be derived using the
generating functions.
exp ud(t) = exp t(u2/2+ u3/3+ · · · ).
Using the power series, the expression can be rewritten as:
exp ud(t) = (1− u)1−t exp(−tu).
Then, =(n, k) can be obtained from the coefficient of tk in d(t).
dn(t) =
n∑
0
(
n
k
)
cn−k(t)(−t)k.
=(n, k) is known as the Associated 2-Stirling number of first kind and is defined by the following recursive formula:
=(n+ 1, k) = n [=(n, k)+ =(n− 1, k− 1)]
and initial conditions [4]:
=(n, k) = 0, n < 2k− 1
=(n, 1) = (n− 1)!
which is the same result we derived in Corollary 3.
A non-recursive expression for =(n, k) can be obtained using the Signless Stirling number of the first kind, c(n, k), based
on the equation [10,12].
=(m, l) =
m∑
j=0
(
m
j
)
(−1)jc(m− j, l− j). (2)
c(n, k) is defined in terms of the Stirling number of the first kind, denoted by s(n, k) in
c(n, k) = (−1)n+ks(n, k). (3)
s(n, k) is known as number of permutations of n elements which contain exactly k permutation cycles.
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Table 1
The surface area of radius i in the n-star
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8 i = 9 Sum for i = 1, . . . , 9
n = 3 2 2 1 5
n = 4 3 6 9 5 23
n = 5 4 12 30 44 26 3 119
n = 6 5 20 70 170 250 169 35 719
n = 7 6 30 135 460 1110 1689 1254 340 15 5039
Replacing (3) in (2) results in
=(m, l) =
m∑
j=0
(
m
j
)
(−1)m+l−2j+1s(m− j, l− j). (4)
s(n, k) is related to the Stirling number of the second kind, S(n, k), according to the following equation:
s(n,m) =
n−m∑
k=0
(−1)k
(
k+ n− 1
k+ n−m
)(
2n−m
n− k−m
)
S(k−m+ n, k). (5)
S(n, k) is known as the number of ways of partitioning a set of n elements into k non-empty sets and thus defined by the
following equation:
S(n, k) = 1
k!
k−1∑
i=0
(−1)i
(
k
i
)
(k− i)n . (6)
Replacing (6) and (5) in (4) results in the following equation for =(m, l)
=(m, l) =
m∑
j=0
(
m
j
)
(−1)m+l−2j+1
m−l∑
a=0
(−1)a 1
a!
(
a+m− j− 1
a+m− l
)(
2(m− l)
(m− l)− a
) a−1∑
i=0
(−1)i
(
a
i
)
(a− i)a+m−l . (7)
Replacing (7) in (1), derived in Theorem 13 for the surface area, the final non-recursive expression results as:
A(n, k) =
k−1∑
b=b2 / 3kc

(
n− 1
b+ 1
) b+2∑
j=0
(
b+ 2
j
) 2b−k∑
a=0
1
a!
(
a+ b− j+ 1
a+ 2b− k
)(
2(2b− k)
2b− k− a
) a−1∑
i=0
(−1)i+a
(
a
i
)
(a− i)a+2b−k
+
(
n− 1
b
) b∑
j=0
(
b
j
) 2b−k∑
a=0
1
a!
(
a+ b− j− 1
a+ 2b− k
)(
2(2b− k)
2b− k− a
) a−1∑
i=0
(−1)i+a
(
a
i
)
(a− i)a+2b−k

which can be rewritten in a simpler form as:
A(n, k) =
k−1∑
b=
⌊
2
3 k
⌋
2b−k∑
a=0
a−1∑
i=0
(−1)j+a 1
a!
(
a
i
)
(a− i)a+2b−k
(
2(2b− k)
2b− k− a
)
×
[
b+2∑
j=0
(
n− 1
b+ 1
)(
b+ 2
j
)(
a+ b− j+ 1
a+ 2b− k
)
+
b∑
j=0
(
n− 1
b
)(
b
j
)(
a+ b− j+ 1
a+ 2b− k
)]
.
Table 1 reports the surface area of radius i in the n-star, calculated by the expression given above for A(n, k), for
n = 3, . . . , 7 and i = 1, 2, . . . , d, where d is the diameter of the network. Note that the sum of the surface area for different
i’s for a specific n equals the network size minus 1 (1 accounts for the surface area of radius 0), i.e. n! − 1.
Corollary 4. The volume of a sphere of radius r in a star graph, Sn, can be calculated by
V (n, r) = 1+
r∑
k=1
k−1∑
b=
⌊
2
3 k
⌋
2b−k∑
a=0
a−1∑
i=0
(−1)j+a 1
a!
(
a
i
)
(a− i)a+2b−k
(
2(2b− k)
2b− k− a
)
×
[
b+2∑
j=0
(
n− 1
b+ 1
)(
b+ 2
j
)(
a+ b− j+ 1
a+ 2b− k
)
+
b∑
j=0
(
n− 1
b
)(
b
j
)(
a+ b− j+ 1
a+ 2b− k
)]
.
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Proof. The volume of radius r is the summation of surface areas of all spheres of radius k = 1, 2, . . . , r plus the center node
itself. Thus,
V (n, r) = 1+
r∑
k=1
A(n, k)
= 1+
r∑
k=1
k−1∑
b=
⌊
2
3 k
⌋
2b−k∑
a=0
a−1∑
i=0
(−1)j+a 1
a!
(
a
i
)
(a− i)a+2b−k
(
2(2b− k)
2b− k− a
)
×
[
b+2∑
j=0
(
n− 1
b+ 1
)(
b+ 2
j
)(
a+ b− j+ 1
a+ 2b− k
)
+
b∑
j=0
(
n− 1
b
)(
b
j
)(
a+ b− j+ 1
a+ 2b− k
)]
. 
5. Conclusions
In this paper, we derived some of the combinatorial properties of the star graph. More specifically, we solved the open
problemproposed in [11] concerning a non-recursive general formula for the surface area and volume in the star graph. Such
expressions are very useful when studying VLSI layouts, designing collective communication algorithms, and analyzing the
performance of various algorithms.
A set of new concepts were introduced concerning routing in star graphs, namely displacement graphs and transition
strings. The concepts are quite general and can be well applied to other graph topologies such as swapper networks. The
final formula for the surface area was drawn as a direct consequence of the analogy of the new routing concepts with a
problem in combinatorics, and thus can be regarded as a new approach for computing the surface area in similar topologies,
namely the family of Cayley graphs.
Future work along these lines can apply the proposed methodology to derive similar expressions for other important
graphs or use the reported expressions for studying VLSI layouts, designing collective communication algorithms, and
resource placement in the star graph.
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