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Abstract 
As the number of solved molecular structures deposited with the 
Protein Data Bank (PDB) increases, so too does the desire for more 
advanced ways of using this data. Traditional applications for viewing 
and manipulating molecular structures create acomputer-generated 
model on a standard desktop computer screen. The display may employ 
some method of stereography to create the illusion of depth, but 
generally the user just sees a flat image. The user is able to interact with 
the molecule by magnifying it to see a particular area of interest, or by 
rotating it to see all sides of the molecule. The user may also be able to 
see animated changes in the molecule over time, or they may even be 
able to make modifications to the structure in real time. Regardless of 
the amount of control the user has over the molecule, however, one thing 
remains the same: the user experiences the molecule as though it were 
an object floating behind the monitor screen which they can indirectly 
control using a mouse or other pointing device. 
An immersive environment, on the other hand, provides a new 
paradigm for molecular visualization, allowing the user a much more 
realistic interaction with the molecule. The user becomes part of the 
viewing experience, traversing a molecule as though walking or flying 
within it. The molecule can completely surround them on all sides, giving 
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them a true sense of the size and shape of the molecule in three 
dimensions. The user may also interact with the object directly, moving 
and rotating it with their hands rather than a mouse. This approach 
should prove particularly valuable for operations such as "interactive 
docking," which allows a user to manipulate the interface between two 
molecules to identify favorable interaction sites. 
This thesis presents the design and implementation of CAVEMol, a 
molecular visualization application for immersive environments. I will 
also give an overview of molecular visualization and immersive 
environments, and then discuss future work that can be done in this area 
as well as applications where molecular visualization in an immersive 
environment can offer unique advantages. 
1 
Chapter 1: Overview 
1.1 Introduction 
The use of computers and other technologies in the biological 
sciences has increased dramatically over the last decade. This has been 
fueled by an explosion in the amount of biological data available due to 
advances in lab techniques and initiatives such as the Human Genome 
Project[ 1 ], and an enhanced interest in molecular biology by the private 
sector, with computer companies such as HP[2] and IBM[3] making 
significant investments in the life sciences industry. IBM `s latest 
supercomputer, BlueGene[4], was designed and built for the primary 
purpose of analyzing biological data. 
One of the areas of rapid growth is the number of solved molecular 
structures deposited in the Protein Data Bank (PDB). The PDB contained 
just under 7 0 0 structures in 19 91, fifteen years after its creation, while 
today, another fifteen years later, it holds more than 3 5, 0 00 [ 5 ] . With this 
increase in the number of molecular structures comes the need for more 
advanced ways of working with them. This document details the 
development of CAVEMol, an open source molecular visualization 
application for use in virtual environments. Virtual environments can 
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include a Cave Automatic Virtual Environment (CAVETM)[6], powerwall, 
or head-mounted display (HMD). 
In the first chapter, I will cover the current state of molecular 
visualization tools, give an overview of immersive technology, often 
referred to as virtual reality (VR), and finally show how molecular 
visualization can benefit from immersive technology, which is the 
motivation for my research. Chapter two will cover some of the design 
decisions I made when implementing my application. The third chapter is 
a detailed description of the major components that make up the 
CAVEMol application. Finally, chapter four explains any remaining work 
to be done, including some features and enhancements that I have 
examined but never implemented, as well as application areas that could 
benefit from virtual reality molecular visualization. 
1.2 Molecular Visualization 
Any computer-based analysis of a molecule requires a model. In its 
simplest form, that model is a 3D representation of the relationships 
between the comprising atoms, such as the familiar ball and stick models 
of DNA present in every biology classroom. Today's structural biologists 
use models created by software applications that display the structure of 
a molecule as acomputer-generated image on a desktop monitor. The 
displays sometimes utilize 3D stereography to aid in understanding these 
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complex structures. A variety of specialized mechanisms can be used to 
allow separate images to be displayed t0 a user's right and left eyes to 
create the illusion of depth. These stereo displays increase the level of 
"realism" of the computer-generated images and improve the depth 
perception crucial to evaluating structural relationships within the 
molecule. Using a mouse or other pointing device, the user can control 
the viewpoint, magnification, and depiction of the molecule. Because of 
this interactivity, the user experiences the molecule as though it were an 
object floating behind the monitor screen. This type of display is often 
referred to as "fish tank" VR[ 7 ] . 
Three of the most commonly used traditional molecule viewing 
applications are RasMol[8], PyMOL[9], and VMD (Visual Molecular 
Dynamics)[10]. RasMol is one of the oldest molecule viewers, released in 
1993 by Roger Sayle, and the first one able to be run on a personal 
computer. Its name is derived from shadowed Raster Molecules which 
refers to the way RasMol renders images[ 11 ]. RasMol runs on Microsoft 
Windows, Apple MacOS, Linux, and all varieties of UNIX. It can read 
molecular data in all of the commonly used atomic coordinate file 
formats, and can display all or parts of any molecules in those files in a 
variety of formats, including wireframe, ball-and-stick, space-filling, 
backbone trace, and ribbon. Portions of a molecule can be colored and 
rendered independently of the rest of the molecule, and the rendered 
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image can be output in a variety of image file formats. The displayed 
molecules can be rotated, translated, or zoomed in order to better 
examine any portion of the molecule. RasMol cannot perform any 
molecular dynamics simulations or rotate or translate any molecules or 
portions of molecules independently of any other portions of the display. 
Because the source code for RasMol has always been public, several 
other molecule viewers have been derived from it, most notably Protein 
Explorer[12] and MDL Chime[13]. Since the 2.7 release in 1999, RasMol 
has been renamed OpenRasMol[8] and it is now officially an open source 
project, licensed under the GNU General Public License (GPL)[14]. 
PyMOL is an open source molecular viewing application developed 
using Python[ 15 ] . It supports most of the features of RasMol, only 
lacking in the number of input and output formats, but adds several 
unique capabilities. The view can be controlled. through the graphical 
user interface (GUI), the command line, or through Python scripts. 
Individual atoms or groups can be selected and modified: moved, cut, 
reassembled, etc., and the resultant new conformation written out in 
PDB format. Animations can be created by loading several different PDB 
files, one for each frame of the animation. Finally, PyMOL provides an 
application programming interface (API) to allow a user to create 
customized extensions or plugins. Although PyMOL allows modification 
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of a structure, it cannot perform any actual molecular dynamics 
simulations, or compute any electrostatic interactions [ 16 ] . 
VMD is probably the most feature rich of all molecular viewing 
applications. Through integration with Babel[ 17] it can import nearly any 
existing biological file format. VMD can display in stereo, and output to a 
variety of file formats, including various ray tracing formats. It is fully 
scriptable and extendable, and there are many existing plugins and 
scripts available for download. It can display trajectories and molecular 
dynamic simulations, and there are several molecular modeling 
applications which can output directly to VMD[ 18]. 
1.3 ►mmersive Technology 
Immersive environments are characterized by their use of multiple 
and/or very large, stereo displays, and an ability to track the position and 
actions of the user, in order to provide the user with a substantial sense 
of presence in the virtual scene. In other words, the user is immersed 
within the virtual environment. This can be accomplished in a variety of 
ways. A powerwall uses several projectors or other display devices, each 
showing a portion of the scene, and seamlessly integrates them to create 
a larger display, with higher resolution, than could be shown with a 
single display device. A CAVE uses multiple stereo displays, partially to 
fully surrounding the user, to provide the Immersive experience. 
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The idea behind stereo displays is that each eye receives a slightly 
different image, which creates the illusion of depth. With a powerwall or 
CAVE, stereo can be either active or passive and requires the user to 
wear some sort of glasses or goggles. Active stereo involves the display 
devices rapidly switching between a left eye image and a right eye 
image, and the goggles shuttering each eye in sync with the display. That 
is, while the goggles block the user's left eye, the displays all show the 
right eye image, and vice versa. In passive stereo, the left eye and right 
eye images are displayed on top of each other and the glasses use a 
different filter, based on color or polarity, for each eye to ensure that eye 
only sees the image that is meant for it. 
An HMD provides immersion through a small dual display that is 
worn on the user's head. A different display is placed in front of each eye 
to provide the stereo image. The displays may completely block out the 
outside (real} world, or they may be transparent, allowing the user to see 
the real world with computer-generated images overlaid on it. This type 
of VR is called augmented reality (AR). 
A user's position and actions can be monitored by the use of an 
optical or magnetic tracking device. .An optical tracker uses one or more 
cameras and typically has the user, or any other object you want tracked, 
wear some sort of identifying symbol that the cameras can recognize. 
optical trackers require an unobstructed line-of--sight between the 
camera and the user, and therefore are not practical for every immersive 
environment. Magnetic trackers emit electromagnetic waves which are 
detected by small electronic devices which the user or other tracked 
objects wear. Unlike optical trackers, magnetic trackers do not require 
line-of--sight and can determine both orientation and position of the 
tracked object. They are, however, susceptible to interference caused by 
any metal used in the structure of the immersive environment, as well as 
any other electronic devices, and they require a great deal of effort to 
calibrate. Besides the user, other objects that may be tracked include 
user input devices such as wands and pinch gloves. By tracking the 
position and orientation of a wand, it can be used as a pointing device 
within the immersive environment. 
Comparisons of standard displays and large-scale immersive 
displays have shown that immersive displays can significantly improve 
the way information is presented to and processed by participants. The 
principal difference between desktop VR and large-scale immersive VR is 
the sense of presence the user feels when the imagery of the projection 
system literally surrounds them. 
Large-scale immersion has proven beneficial for collaborative 
analysis. Desktop applications are designed for individual use. Clustering 
multiple people around a single monitor for any length of time is 
uncomfortable and ineffective. In contrast, studies of immersive 
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applications have shown that Large-scale displays allow groups of 
researchers to comfortably and effectively analyze data for long periods 
of time [ 19 ] [ 20 ] . In addition to fostering collaborative work, these large-
scale immersive displays are useful communication tools, helping large 
groups understand results based on complex, spatially arranged 
graphical information. 
Research has shown that VR offers visualization and interaction 
capability beyond what "flat screen" interfaces can provide. Domain-
specific studies have shown that immersive displays are better than 
conventional displays at helping users understand complex collections of 
3D geometry. In a study that examined the relationship between 
engineers' abilities to accomplish tasks and their abilities to maintain 
context when reviewing a complex 3D geometry, the researchers found 
that immersive displays provided significant advantage over conventional 
displays [ 21 ] . 
The immersive approach has already proven its worth in real-world 
applications. One of the most successful of these is the use of large-scale 
immersive display in the oil and gas industry. A principal tool in the 
search for valuable deposits is the high-tech analysis of geoscientific 
data, used to guide the critical exploration phase. The quality of their 
interpretation is crucial not only to find a reservoir, but also to 
economically exploit the reservoir. It is estimated that companies could 
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retain five percent of the billions of dollars spent developing the oilfield 
for each six month period they are not on site. Reducing the time and 
cost of oil and gas exploration and production is a primary economic 
driver for oil companies. Thus immersive displays have become a 
standard tool for geologists who study the data patterns that indicate the 
presence of oil and gas. 
These results support the experience of VR researchers: the benefit 
of immersive V~R over "flat screen" workstations comes when users are 
submerged in data displayed at scales larger than themselves. Immersion 
is most advantageous when the data itself is immersive -that is, when 
the natural way to visualize the geometry is to be surrounded by it[21 ~. 
I.4 Motivation 
My research is motivated by the value to be gained in transitioning 
from the "fish tank" approach to large-scale immersive VR. Instead of 
depicting a molecule as a small structure existing virtually behind the 
glass of a desktop screen where only one user can easily view it, an 
immersive approach uses one or more 8'x8' or larger display screens to 
create a synthetic environment that allows a group of researchers to 
view and interact with complex molecules at a variety of magnifications. 
Figure 1 shows a potassium ion channel protein (PDB ID: 1BL8)[22] 
displayed in a six-sided CAVE at Iowa State University. 
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Figure .~ : Vle wing a m of ec ul e In an Imm ersl ve en vlronm en t. 
Displaying molecules immersively provides a unique and valuable 
perspective on crucial structure. In an immersive environment, users 
become part of the viewing experience, traversing a molecule as though 
walking or flying within it; navigating helices, barrels, and beta-sheets; 
and inspecting structures of interest, such as binding pockets or catalytic 
sites. In addition to interacting with strictly structural features, surface 
properties such as charge, hydrophobic regions, and hydrophilic regions 
can also be depicted in aspace-filling way. Many of these features are 
just as important to a binding site as the molecule's shape. Since many of 
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these attributes have a dynamic component, events that occur over time 
may be animated in an immersive display, allowing the viewer to 
experience the dynamics of a specific molecular action or interaction. 
consider an immersive approach to "interactive docking." 
Interactive docking allows a designer to manipulate the interface 
between two molecules to identify favorable interaction sites. While this 
can be done to a degree in today's desktop molecule viewers, the 
operation is difficult and time consuming. Because today's viewers are 
limited to a flat screen display, a user can only attempt to dock two 
molecules in two dimensions at a time. When the structure is rotated, 
more often than not the third dimension is not properly aligned. 
Realigning the third dimension invariably breaks one or both of the first 
two. The result is a long and frustrating cycle of alignment rotation and 
realignment. By allowing direct manipulation in all three dimensions 
simultaneously, the immersive perspective eliminates this cycle. 
To support this end, my goal was to develop an application which 
could utilize VR technology to provide an immersive means to explore 
molecular data. The application would take advantage of existing PDB 
data records, translating them to objects that could be displayed in an 
immersive environment and allowing some level of user interaction with 
these molecules. 
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Chapter 2: Design Considerations 
2.1 VR Toolkit 
The first important decision that must be made when designing any 
virtual reality application is which VR toolkit to use. The VR toolkit 
determines how the application will communicate with the VR hardware, 
and may also provide a framework for developing your application. At a 
minimum, a VR toolkit provides an API for handling input from the 
tracker and user interface devices such as wands and data gloves, and 
output to the display devices, which make up your immersive 
environment. This allows for faster development of virtual reality 
applications, since the developer does not need to be concerned with any 
of the hardware issues, such as the graphics transformations needed to 
enable multiple screens or stereo projection, and can instead 
concentrate on the specifics of the application. 
While there are a few VR toolkits to choose from, including 
CAVELib[23], ~'reeVR[24], and DIVERSE[25], I chose to use VR 
Juggler[ 2 6 ] [ 2 7 ] for a variety of reasons. While CAVELib is perhaps the 
most mature and most widely used VR library available, VR Juggler has 
the added advantage of being free and open source. FreeVR is also open 
source, but it is light on features, supports a more limited range of 
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hardware, and is still in an early stage of development. DIVERSE is both 
open source and on par with VR Juggler for features and hardware 
support. VR Juggler, however, was developed at Iowa State, so therefore 
I had a support team and knowledge base close at hand, and the 
software was already configured to run on the hardware I would be 
using. 
VR Juggler can work with any VR hardware devices through the 
use of XML-based configuration files. This allows the developer to 
compile their application once and run it in any virtual environment, just 
by specifying a different configuration file. It also includes a 
configuration for a simulator, which can display one or multiple screens 
as windows on a standard desktop, useful for testing code during 
development, without the need for specialized hardware. VR Juggler can 
be downloaded pre-compiled for Linux, Microsoft Windows, or SGI's IRIX 
operating systems, and it supports OpenGL, OpenGL Performer, 
OpenSG, and OpenSceneGraph graphics libraries. It comes with its own 
math library, the Generic Math Template Library (GMTL), and a 
distributed user interface system called Tweek, all of which made VR 
Juggler an attractive choice for my application. 
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2.2 NURBS Library 
To draw a ribbon representing the backbone of a molecule, a 
NURBS (Non-Uniform, Rational, B-Spline} curve is used. This requires 
the use of a NURBS library to handle interpolating the curve points. 
There are not many free NURBS libraries available. I used DT-NURBS 
(David Taylor NURBS) [ 2 8 ] which was originally developed by Boeing 
Computer Services under contract to the U.S. Navy. DT-NURBS is 
written in Fortran and is rather bulky, especially for my minimal needs, 
but it was chosen mostly because I had available to me a C-based 
wrapper to the library, and it had already been used on other VR Juggler 
applications. I had also examined the NURBS + + library[ 2 9 ], but it has 
not been maintained since 2002, and I could not get it to compile using 
the same build environment as the rest of my application. Given more 
time, it would have been preferable to write my own minimal NURBS 
routines to simplify that aspect of the code, but DT-NURBS works 
adequately for my application. 
2.3 Graphics Library 
Another important decision was which graphics library to use. The 
possibilities for the graphics library were determined by what VR Juggler 
supports, and the fact that I needed scenegraph capabilities. A 
scenegraph is a way of organizing all of the objects that may get 
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displayed. Every object is placed in a node and nodes are grouped 
together based on common factors, such as all of the atoms that are part 
of a particular residue. This allows more efficient rendering of the scene, 
because whole branches of the scenegraph which are not rendered can 
be eliminated at once without having to check each individual node. 
These requirements made it a decision between OpenG L Performer[ 3 0 ] 
and OpenSG [ 31 ], both of which I implemented. 
The first graphics library I used was OpenGL Performer. This was 
chosen because it was fast, offered a free demo license for Microsoft 
Windows and Linux, and it was the dominant scenegraph implementation 
for VR at the time. Performer worked well for me, but it had a few issues 
that weren't ideal. While it could be downloaded for free, it was not open 
source, and if you didn't purchase a full license it would display a 
substantial log® on each screen. Also, since it was only available as a pre-
compiled binary, there were a lot of limitations to the Linux 
environments it would run in, including the need to back-level some of 
the libraries it was dependent on when used with any Linux distribution 
more recent than Red Hat S . 0. 
.After evaluating OpenSG, it was clear that not only would it 
eliminate the issues I had with OpenGL Performer, it would also provide 
some extra features that I found really helpful. First, it uses the same 
coordinate system as GMTL in VR Juggler, so I no longer needed to 
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convert all of the data before I could use it, as I did with Performer. 
Second, the scene graph implementation is more versatile and has a 
more intuitive memory management system. Memory management is 
quite important when you are dealing with very large molecules, such as 
the 30S ribosomal subunit I used extensively in this project, which 
contains more than 8 0, 0 0 0 atoms [ 3 2 ] . I frequently ran out of memory 
using Performer, which was likely due to some Performer object not 
getting freed, but I was never able to track down the problem. Finally, 
OpenSG has a node type called a "switch node" which proved to be quite 
useful. By calling a method on it, a switch node can turn on any one, or 
none, of its child nodes. This allowed me to have multiple 
representations, such as ribbon or space-filling, for each atom, residue, 
or chain, and then simple turn on the appropriate ones at runtime to 
show the representation the user chooses, or turn them all off if the user 
wants to hide that particular segment. To get the same functionality in 
Performer, it was necessary to modify the scenegraph every time the 
user requested a change by removing the undesired nodes and adding in 
the chosen ones, and the unused nodes still needed to be saved 
elsewhere in case the user wanted them back, so that meant additional 
storage objects needed to be created and managed. 
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2.4 User /nterface 
The most basic way to interact with a VR application is through 
various input devices such as a wand or pinch glove. These devices can 
give positional data and some number of button press events, but for any 
other more complex interaction, or anything that requires text to be 
displayed to the user, some sort of graphical user interface is needed. 
Like the graphics library, I ended up implementing two different user 
interface systems. The first one I used was Tweek[33], which was the 
obvious choice since it is part of the VR Juggler Toolkit. Tweek is a Java 
application which communicates with a VR Juggler application through a 
CORBA server. The user interface is then implemented as a Java bean 
which is loaded by the Tweek application. Tweek could be run on any 
networked device with a Java Virtual Machine (JvM}, such as a laptop, 
Tablet PC, or Personal Data Assistant (PDA), and then carried with the 
user into the virtual environment, providing a customizable, portable way 
to interact with the application. 
The problem with Tweek, however, is that it requires a lot of 
overhead. The Tweek Java application and the user interface bean must 
be installed on the portable device, a CORBA server needs to be running, 
and the application needs to be modified to be able to pass data to and 
from the CORBA server. Additionally, using the interface required a 
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number of steps. First you have to start the CORBA server. Then you 
start the VR Juggler application, followed by Tweek. Then you need to 
have Tweek connect to the CORBA server, and finally you can load the 
interface bean. Another problem I had after I switched to using OpenSG 
was that any calls coming in to the main application from Tweek didn't 
seem to have access to the scenegraph nodes. 
The solution I found was Simple Web Interface Link Library 
(SWILL) [ 34 ] . SWILL is a C-based, simple web server which can be 
integrated into any application, effectively making that application a web 
server. The application can then generate dynamic HTML pages which 
can be accessed by any device with a web browser. This provides the 
same functionality as Tweek: a customizable interface which could be 
run on a wide variety of portable devices, but without all the overhead. 
Nothing extra needs to be installed on the portable device, no external 
servers need to be spawned, and the VR Juggler application doesn't need 
to pass any data directly to the remote device, since the application that 
has all the data is the same one creating the interface. 
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Chapter 3: Design of Application 
3.1 Class Structure 
I had two main goals when designing the class structure for 
CAVEMoI. First, I wanted it to make sense biologically. That is, the way a 
molecular biologist thinks about structure should correspond to the way 
the data are stored internally. This has the added advantage of 
simplifying the interactions between the user interface and the 
application, since the user will want to perform actions based on the 
biology. Secondly, I wanted to separate the data storage and 
manipulation classes from the display and user interface classes. This 
would allow for easy changing of the graphics library without having to 
make major modifications to the source code; I could just implement the 
same set of methods for a new graphics library and alter which class's 
methods got called. An additional benefit of VRJuggler supporting 
several different graphics libraries is that I could write classes using any 
or all of these libraries and switch between them at compile time using a 
simple compiler directive. This design choice proved to be particularly 
serendipitous when I switched from the OpenGL Performer to the 
OpenSG scenegraph implementation. It was a relatively simple matter to 
implement the necessary drawing methods in a separate class and tell 
20 
my draw manager to use the OpenSG class instead of the OpenGL 
Performer class. Likewise, separating out the user interface methods 
from the data classes allowed me to quickly and painlessly change UI 
libraries from Tweek to SWILL. 
To accorrlplish these two obj ectives, I divided the code into three 
main parts: raw data acquisition and storage (PDB parsing), data 
manipulation, and display. Additionally, there is a main application class, 
MoleBioApp, which handles all calls from vR Juggler as well as the user 
interface. See 1F'igure 2 for a Unified Modeling Language (UML) diagram 
of the MoleBioApp class. 
The main class involved in data acquisition is PDBFi 1e, which was 
implemented as a singleton class to ensure that there is only one 
instance of it and that any other class that needs access to the data gets 
the correct (only) instance of PDBFi1e. This approach works well if you 
consider that only one PDB file will ever be opened at a time with this 
application, but if you want to be able to open multiple PDB files, this 
design choice will need to be revisited. The other classes involved with 
data acquisition and storage are chain, Residue, and Atom. They are 
structured such that PDBFi 1e contains a vector of chains, Each chain 
contains a vector of Residues, and each Residue contains a vector of 
Atoms. Figure 3 shows the UML diagram of these classes. More 
information about PDB parsing will be provided in the next section. 
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_F.igure 2: UML diagram for ~naln applica tlon 
class. 
The data manipulation and storage portion of the source code 
consists of five classes: Structure, Molecule, NucleicAcid, Protein, 
and Hetatom. The structure class is directly related to PDSFi le, as one 
structure instance represents a single PDB file. However, PDBFi 1e was 
implemented as a singleton so there can only ever be a single instance of 
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Flgu~e 3: U1~IL diagram for the data acqulsltlon and storage classes. 
structure as well. The structure class creates a Molecule instance for 
every chain that exists in the PDB file, as well as each heterogen group. 
Molecule is the parent Class for NucleicAcid, Protein, and Hetatom. It 
contains the functions which are common to all molecule types, such as 
managing the ribbon colors and draw styles and storing the data. The 
individual subclasses handle things that are specific to each molecule 
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type, such as interpreting the raw data to determine the curve of the 
ribbon backbone and the normal vectors to this curve. The Hetatom class 
is a little different, because there is no backbone associated with a het 
group, but it is similar enough to the other molecule types that it made 
sense to make it a subclass of Molecule. Instead of a ribbon, xetatom 
creates a group of spheres representing each atom in the het group. 
These spheres are sized according to the van der Waals radius of the 
atoms they represent, and can be colored according to their atom type or 
as a single color for the whole het group based on user input at runtime. 
The UML diagram for these classes is shown in Figure 4, and more 
information about data manipulation will be provided in section 3.3. 
The key class for the display portion of CAVEMoI is 
SceneGraphUtil. It is an abstract base class for three other derived 
classes: Per f ormerUti 1, OpenSGUti 1, and OpenGLUti 1, which correspond 
to using OpenGL Performer, OpenSG, and OpenGL graphics libraries 
respectively. The choice of which draw manager class to use is made at 
compile time by setting a compiler flag. This is mostly for VR Juggler's 
benefit, as the main application class needs to inherit from a different 
base class and implement a few different methods depending on which 
graphics library is used. sceneGraphutil provides a common interface 
for all draw managers such that each one can provide appropriate 
implementations for each of the drawing routines and the main 
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Figure 4: UML diagram .for data manlpula tlon classes. 
application class doesn't need to know anything about which draw 
manager is being used, it just maintains a pointer to a SceneGraphUtil 
object and calls methods on it, and then the correct implementations of 
those methods are executed. The openGLuti1 class was never fully 
implemented since OpenGL's lack of a scenegraph makes it impractical 
for this application. If another graphics library were desired in the 
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future, it would be a relatively simple matter to just implement a new 
class which inherits from sceneGraphuti 1 and implements all of the 
required methods. The only changes that would need to be made in the 
existing code would be to add a new compiler flag to MoleBioApp and 
ensure that it implements the required Juggler methods. This assumes 
that VR Juggler supports the new graphics library. The main draw 
manager classes are diagrammed in Figure 5. PerformerUtil and 
openGLuti ~. are highly similar to opensGuti 1 and were removed from the 
figure for readability. 
Navigation through the scene is also handled by the draw manager. 
This is done through two classes, InertialNav and FrenetNay. 
InertialNav handles basic navigation, where the user travels in the 
direction he points, while FrenetNav restricts motion to be along the 
main chain of the molecule, so the user only has control of the speed of 
travel. Figure 6 shows the UML diagram for the draw manager classes 
involved in navigation. More information about the draw manager will be 
provided in section 3.4. 
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3.2 PDB Pawser 
The PDB file format can be challenging to parse. While there is a 
document that describes the format in detail[35], not all PDB files follow 
it exactly. Some files leave off some fields and there are many record 
28 
types which are completely optional. The format also allows some fields 
to be specified in more than one way. The fields themselves, depending 
on the record type, may be delineated by the column number or numbers 
they appear in, rather than by whitespace, commas, or other 
punctuation; thus some fields may run together with no space between 
them at all. Additionally, there are two main "types" of PDB files: those 
based on structures obtained by X-ray crystallography, and those based 
on structures obtained by NMR. The NMR-based files have some number 
(usually around 25) of slightly different copies of the given structure in 
the file. This is due to the fact that molecular structures are not rigid, 
and while X-ray crystallography forces a molecule to be locked into one 
conformation, NMR places no such restriction on the molecule. This 
technique, therefore, results in several varying conformations rather 
than one single conformation, and adds some complexity to parsing a 
PDB file for an NMR-based structure. 
The first record that CAVEMol's parser read from the PDB file is 
TITLE . This line contains the title of the structure or experiment, which 
will be displayed at the top level of the user interface. 
The next part of the PDB file we are interested in is the compound 
(COMPND) section. This section consists of several pertinent lines listing 
the name of the molecules) (MOLEcvLE fields), and the identifiers of all of 
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the chains represented in the file (cxAZN fields}. All of the MOLECULE and 
cHAZN fields are read and a vector of chain objects is created and 
populated based on this information. The chain names, taken from the 
MOLECULE fields, are displayed in the user interface, while the chain 
identifiers (A, B, C, etc. ), are used internally. The coMPND record may also 
contain other information about the compound, such as whether it was 
engineered or if it contains any mutations, but these lines are ignored by 
the parser. This record can have many farms, depending on the nature of 
the compound. If the compound consists of a several different molecules, 
each one represented by a chain, then there will be a MOLEcvLE field and 
a cxAZN field for each of these molecules. If, however, the compound 
consists of a single molecule with one or more chains, then there will be 
just one MOLECULE field, showing the actual name of the molecule, 
followed by one cHAZN field, giving acomma-separated list of the chain 
identifiers. For compounds like this, chain names are assigned by 
concatenating the molecule name with the chain identifier, such as: 
"POTASSIUM CHANNEL PROTEIN A", "POTASSIUM CHANNEL 
PROTEIN B", etc. Figure 7 shows the TITLE and COMPND records from a 
PDB file of this type[22]. A third possibility is that there are multiple 
molecules, but some of the molecules are additionally made up of more 
than one chain. In this case there would be a series of MOLECULE/CHAIN 
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pairs, but some of the cxAIN fields would contain comma separated lists 
rather than a single chain identifier. 
TITLE POTASSIUM CHANNEL (KCSA} FROM STREPTOMYCES LIVIDANS 
COMPND MOL ID: l; 
COMPND 2 MOLECULE: POTASSIUM CHANNEL PROTEIN; 
COMPND 3 C~IAIN : A, B , C , D ; 
COMPND 4 ENGINEERED: YES; 
COMPND 5 MUTATION: YES 
.1~'.igure ~: PDB file snippet showing ~~T~E and co~PND sections 
Next, any HETATM records are examined. These records consist of a 
one to three letter abbreviation followed by the full name for any 
heterogen groups represented in the PDB file. Both names are placed 
into a hashmap, using the abbreviated name as the key, for easy 
reference. The abbreviated name shows up later in the file as the residue 
name field of the HETTTM records, and the full name will be used to 
represent the het groups in the user interface. For simplicity, a het group 
is treated as though it were just another chain, so for each HETNTNt 
record, a new chain object is created and added to the vector of chains. 
Finally, the parser skips ahead to the ATOM and HETATM records. 
This is where it finds the bulk of the raw data. There is one record for 
every atom in the structure. Each record is on a single line in the file, 
with a number of fields delineated by the column numbers they appear 
in. These fields include: atom serial number, atom name, residue name, 
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residue number, chain identifier, element symbol, and the x, y, z 
coordinates of the atom. All of the fields are read and stored in an Atom 
object, which is then added to a vector holding all of the atoms in the file. 
The HETATM records have a structure identical the ATOM records. These 
are also read in, stored as Atom objects, and added to a different vector 
containing all of the heterogen atoms. Several ATOM and HETATM records 
are shown in Figure 8 [ 36 ] . The columns are, in order: record type, atom 
serial number, atom name, residue name, chain identifier, residue 
sequence numbber, x, y, z, occupancy, temperature factor, and element 
symb o 1. 
MODEL 1 
ATOM 1 05* G A 1 11.974 7.488 -11.502 1.00 0.00 O 
ATOM 2 C5* G A 1 11.866 6.728 -12.707 1.00 0.00 C 
ATOM 3 C4* G A 1 12.739 5.497 -12.641 1.00 0.00 C 
ATOM 4 04* G A 1 14.131 5.905 -12.623 1.00 0.00 O 
ATOM 5 C3* G A 1 12.571 4.647 -11.391 1.00 0.00 C 
ATOM 6 03* G A 1 11.521 3.702 -11.546 1.00 0.00 O 
ATOM 7 C2* G A 1 13.928 3.971 -11.244 1.00 0.00 C 
ATOM 8 02* G A 1 14.028 2.841 -12.090 1.00 0.00 O 
ATOM 9 C1* G A 1 14.871 5.053 -11.768 1.00 0.00 C 
ATOM 10 N9 G A 1 15.481 5.873 -10.728 1.00 0.00 N 
ATOM 11 C8 G A 1 14.948 6.984 -10.122 1.00 0.00 C 
ATOM 12 N7 G A 1 15.747 7.524 -9.243 1.00 0.00 N 
HETATM 1277 1H24 MGR 39 2.220 -6.452 -1.767 1.00 0.00 H 
HETATM 1278 2H24 MGR 39 1.049 -5.301 -1.334 1.00 0.00 H 
HETATM 1279 3H24 MGR 39 1.468 -5.729 -2.567 1.00 0.00 H 
HETATM 1280 1H25 MGR 39 3.719 -5.850 -3.455 1.00 0.00 H 
HETATM 1281 2H25 MGR 39 4.408 -4.385 -3.304 1.00 0.00 H 
HETATM 1282 3H25 MGR 39 3.255 -4.634 -4.443 1.00 0.00 H 
ENDMDL 
Figure S: AT®r~ and .xETAT~r records which are part of an NM1~ model. 
32 
Once all of the atoms and heterogens have been stored, they are 
iterated through and placed into their appropriate residues and chains. 
The chain objects were already created when the coMPND and xE~NAM 
records were parsed, but the Residue objects have not yet been created 
by this time. This is a fairly straightforward operation: 1) create a new 
Residue , 2) add the first Atom to this Residue , 3) add this Residue to 
the chain object corresponding to the chain identifier of the atom we just 
added, 4) continue adding atoms to this Residue until the residue 
number of the current Atom object changes, 5} create a new Residue 
object and repeat the process. The same process applies to the 
heterogens, except in that case each chain will only have one Residue. 
The procedure is a little different when we are dealing with an 
NMR-based structure. Here, there is an additional record type that needs 
to be handled, MODEL, which will appear immediately before a series of 
ATOM and HETArC'M records. The MODEL record has a single field, which is 
an integer designating the model number for all of the atoms and 
heterogens after it until an ENDMDL line is reached. Figure 8 showed an 
example of this. Each model represents a single conformation of the 
complete structure. When MODEL records are present, the list of chains 
obtained from the coMPND and xETNAM sections needs to be modified. 
Every chain object previously created will now appear in each model, so 
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the model number is appended to each chain name and added to the 
vector. After all MooEL records have been read, the original, un-
numbered chains can be removed. We must also account for the different 
models when we place all of the Atoms into their appropriate Residue 
and chain objects. Since model number isn't part of an ATOM record, the 
atom serial numbers need to be examined to determine when an atom 
which belongs to the next model is encountered. Atom serial numbers 
normally start at one and are incremented by one for every atom or 
heterogen in the file. When there are multiple models, however, each 
model resets the serial number counter back to one. This is convenient 
for comparing models, since it can be assumed that any two atoms with 
the same serial number correspond to the same atom. It is also 
convenient for determining when to advance to the next model: 
whenever the serial number equals one, we are at the start of a new 
model. 
3.3 Data Manipulation 
The main task of the data manipulation portion of the application is 
to obtain the coordinates of the backbone ribbon for each chain. The first 
step in doing this is extracting all of the atoms which are actually part of 
the backbone from the list of all of the atoms in the chain. If the chain is 
a nucleic acid, this means the phosphorous atoms, which are all of the 
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atoms with an atom name of "P" . If it is a protein chain, it is all of the a-
carbons, designated with "CA". If any of the backbone points are absent 
(PDB files often have missing residues where the coordinates of the 
atoms were unable to be determined) then one is computed by linearly 
interpolating along the line between the known residues on either side of 
the gap. Missing backbone points at the beginning of the chain are 
inserted by extrapolating back along the line between the first and 
second known residues. 
Once all of the backbone points have been determined, a NURB S 
curve is interpolated through them. This results in a set of points which, 
when connected by line segments between each pair of consecutive 
points, creates a smooth curve that passes through each of the original 
backbone points. This curve represents the center of the ribbon which 
will eventually be drawn. 
Next, we need to find a normal vector for the curve at each point. A 
normal is a vector perpendicular to the top face of the ribbon. They are 
needed to orient the ribbon in space, and will be used by the graphics 
library to generate realistic shading, as a normal determines the angle 
between the face and the light source. For the curve points which are 
actual atom coordinates, the normals are obtained from other atom 
coordinates. If the molecule is a protein, the normal is found by taking 
the backbone point as point a, and the hydrogen atom attached to the a-
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carbon, designated as either "HA" or "1 HA" in the PDB file, as point b, 
subtracting b from a, and normalizing the resultant vector. This makes 
the normal vector point from the a-carbon towards the sidechain (away 
from the hydrogen) . I chose not to use any atoms of the sidechain for 
determining the normal, because not all sidechains have atoms in 
common, so I would have had to check what type of residue the a-carbon 
was part of and make special cases for various residues. The hydrogen 
opposite the sidechain is common to all residues. 
Far nucleic acids, computing the normal is somewhat more 
complicated. We need to examine three different points: the coordinates 
of carbons 1, 3, and 5 of the sugar corresponding to the given backbone 
phosphate ("C 1 *", "C 3*", and "C 5*" in the PDB file) . Carbon-1 (call this 
point C1) is where the base is attached to the sugar. Carbon-3 (C3) and 
carbon-5 (C5) are the closest carbons to consecutive backbone points. 
The normal vector we want is perpendicular to the line between C3 and 
C5, and goes through C1. The computation of this vector is given in 
Figure 9, where p represents the projection of vector b onto vector a and 
Nis the vector from p to C1, which is the normal vector we are looking 
a=C5-C3 b•a a
1. b=C1-C3 2. .P= (ale 3 . N= C1- .p 
.Figure 9: Computation of normal vectors for nucleic acids. 
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for. This is diagrammed in Figure 10. The result of this is a normal vector 
that points from the backbone to the base, or at least as close to this 
orientation as we can get. once we have the normal vectors for each of 
the "real" backbone points, we can fill in the remaining normals by 
interpolating between each consecutive pair of known normals. 
F.igu.re 10: Diagram of normal Vector for nucleic acidso 
The final computation that must be performed is to find edge points 
to either side of the curve points which are perpendicular to the normals. 
This is done by iterating through the curve points, taking the normal at 
each point and crossing it with the vector between this point and the 
next one, normalizing the resultant vector and scaling it by a constant 
equal to half the desired ribbon width. This vector is then added to the 
current curve point to get one edge point, and subtracted to get the 
other edge point. The data manipulation classes then pass the calculated 
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curve points, normal vectors, and edge points to the draw manager for 
generating the ribbon that is displayed to the user. 
In addition to the data needed to make the ribbon, the data 
manipulation code also gives the draw manager the information it needs 
to create aspace-filling representation of part or all of a given chain. 
Also, this representation is the only method by which heterogen groups 
are displayed. This is done simply, but not very efficiently, in the draw 
manager by drawing a sphere for each atom that is shown. This sphere is 
sized according to the van der Waals radius of that atom, so the data 
manipulation code looks up these radii for all atoms and passes them to 
the draw manager. 
3.4 Draw Manager 
The draw manager is responsible for all graphics objects that get 
displayed to the user. This includes ribbons, space-filling models, and 
residue labels. The draw manager also handles navigation through the 
scene, which is done by controlling the orientation of the camera based 
on interaction from the user. 
Objects that get drawn are managed by a scenegraph. A 
scenegraph is a tree structure containing a hierarchy of nodes that 
describe the entire scene. Nodes can contain primitive geometry such as 
points, lines, and triangle strips, or standard geometry like cones, boxes 
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and spheres. There are also nodes for lighting, textures, images, and 
text, as well as nodes that contain transformations (rotation, translation 
and scaling), group nodes, which contain other nodes, and switch nodes 
which also contain other nodes but ensure that only one child node gets 
displayed at a time. Basically, any objects that might be drawn in the 
scene, anything that can affect how the scene is drawn, or anything that 
is used to group together related elements, is put into a node and 
inserted into the scenegraph at the appropriate place. Any operations 
performed on a node or anything a nodes does itself, such as a 
transformation, applies to that node and every descendant node. For this 
reason, nodes that create and control lighting are frequently placed close 
to the root node so that the lighting applies to the whole scene. 
A diagram of CAVEMol's scenegraph is shown in Figure 11. The 
notation follows the OpenSG style. Circles represent the nodes 
themselves, while the boxes represent the node cores, which can be 
thought of as the type of information the node contains. mLightNode 
contains the properties of the light, such as color and direction, while 
mLightseacon controls the position of the light. All objects that will be 
part of the scene are placed under mworldRoot, which is a group node. 
Every time one of the data manipulation classes passes its data to 
the draw manager, a RibbonGroupNode or HetGroupNode is created, 
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.~.~gure 11: Structure of CA V.~Mol 's scen egraph 
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depending on whether it is a nucleic acid or protein chain or a heterogen 
group. If it is a heterogen group, then a HetGroupNode is created. This 
node will contain all of the other nodes that are needed to draw the het 
group, which is displayed as a cluster of spheres. Arrays of 
HetSwitchNodes, HetTransNodes, and HetGeoNodes are created and 
sized according to the number of atoms in the het group. The 
HetGeoNodes contain the actual spheres which are drawn. The 
HetTransNodes contain the coordinates of the atoms, and the 
HetswitchNodes allow for atom by atom control of the het group. 
If we are creating a RibbonGroupNode, then arrays of 
Re s switc hlVode s and Re s GeoNode s are created and sized according to the 
number of residues in the chain. This structure allows for control of the 
ribbon on a residue by residue basis, meaning individual residues can be 
switched on and off or colored differently from the rest of the chain. The 
ResGeoNodes contain the triangle strips which make up the ribbon. The 
ribbon is drawn sort of like a flattened tube, with each triangle strip 
going around the perimeter of the tube, covering the gap between two 
consecutive backbone points. The ribbon is not truly a flattened tube, 
because the cross section at any given point is a rectangle. The normals 
along the narrow edges are spherically interpolated, however, so that 
when the scene is lit it creates the illusion of rounded edges. Figure 12 
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When a user wants to make a change to the scene, such as 
changing the color of a residue or turning off a chain, it is simply a 
matter of traversing the nodes in the scenegraph until the node 
corresponding to the object to be changed is found, and performing the 
appropriate action on it. This action could be changing the material 
(color) used by the node core or changing the value of a switch node. To 
make finding the correct nodes easier, every node has a name property 
which can be set. For CAVEMol I set the names of the Ribbon~roupNodes 
and xet~roupNodes to be equal to the names of the chains they 
represent (recall that internally heterogen groups are treated the same 
as a chain). 
3.5 User Interaction 
User interaction can come from two different sources, the wand 
and the web interface. Currently the wand is only used for navigation. 
The user will be moved through the scene in the direction they point the 
wand, one button is used for acceleration, one button is used for braking, 
and another button resets the user back to the start position. The wand 
could also be used for selecting portions of the structure, at a chain, 
residue, or atom level, depending on what the user wants to work with. I 
have also experimented with using the wand as a "flashlight". The way 
this would work. is that the user would point the wand at an area of 
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interest, and push a button and the atoms in the area of where the wand 
was pointing would "light up"; that is, the atoms within a certain range 
of the end of the wand would be rendered as spheres, while the rest of 
the molecule would remain rendered as a ribbon. 
The web interface, which is designed to be used from a portable 
device that is carried into the immersive environment, allows the user to 
change the properties of the objects being rendered. This currently 
includes just color and visibility state, but it could also include rendering 
style: ribbon, ball and stick, space-filling, etc. The web interface is 
extremely versatile, so any functionality that is or could be implemented 
in CAVEMol can be easily exposed in the user interface just by adding 
some functions to create the html form that will be shown to the user, 
and handling the information the user submits back. 
The web interface screens are presented in a hierarchical format 
that matches the hierarchy of the molecules themselves. The first screen 
is the file level. Here the titles of all opened PDB files are shown. If 
CAVEMol supported multiple PDB files, this is where you would be able 
to load or unload files and perform any actions that apply to all files. This 
screen is shown in Figure 13. Clicking on the PDB id of a compound 
takes you to the second screen, shown in Figure 14, which lists all of the 
chains that are part of that structure. A link to the actual PDB file is also 
provided. Here whole chains can be toggled on and off. Clicking on the 
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name of the chain takes you to the chain properties page. Here is where 
properties of the chain would be displayed and modified, and information 
about all of the residues within the chain would be displayed. Currently, 
this page only allows the color of the chain to be changed, and this is 
shown in Figure . If the web interface were finished, selecting a residue 
from this page would take you to a page giving properties of the residue 
and listing all of the atoms which are part of it, and so on. 
3 
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Figure 13: Inl teal web Interface screen, lls ting all open fll es. 
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Figure 14: Web Interface screen showing all of th e ch aln s In tl~ e PDB fll e. 
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Figure 15: Chain In~orma tlon page. 
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Chapter 4: Future Work 
4.I Additional Enhancements and Open Issues 
The main area that requires more work is bringing the SWILL-
based web interface at least up to the same level of functionality as the 
Tweek interface. Also, some recent enhancement that were made, such 
as the ability to select and modify the display properties of individual 
residues, do not yet have a way to be enabled from the user interface. I 
changed to the SWILL interface very late in the project, and never got a 
chance to fully implement everything I wanted. 
Additionally, there are several enhancements that I have examined, 
worked on but never finished, or at least given some thought to, which 
could make valuable additions to CAVEMol. One is the ability to open 
multiple PDB files simultaneously. This would be useful for comparing 
two or more similar structures or determining if two structures could be 
docked together. Opening up additional files could be done using the 
web interface, and taking this a step further, it should be possible to 
open a PDB file from the local file system or directly from the Protein 
Data Bank website. Another enhancement made possible by having a 
web interface would be to connect to external databases, such as 
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NCBI[37], PDBSum[38], and Riboweb[39], to get more information about 
the structure being viewed. 
A more efficient space-filling representation would also be a 
significant improvement. Drawing a sphere for every atom results in a lot 
of wasted polygons in the areas where two or more spheres intersect, it 
would be better to use a surfacing algorithm to generate only the 
exterior surface of a cluster of atoms. To accomplish this, I have looked 
at metaballs[40], in which two objects in close proximity are merged 
together to form a single object; alpha shapes[41 ], which involves 
generating points on each of the spheres, connecting all of these points 
to form a mesh, and then eliminating all of the lines which are 
completely in the interior; and the Ball-Pivot Algorithm[42 ], whereby a 
sphere is placed on the surface, so that it touches exactly three points, 
forming a triangle, then this sphere is rotated around one of the edges of 
the triangle until it touches another point, forming a second triangle, and 
so on until a triangular mesh is formed over the whole surface. 
It would be desirable to visually represent atom-to-atom contacts 
within or between molecules. This could be based on the Probe 
algorithm[43]. Probe shows any H-bonding that may exist, as well as 
favorable or unfavorable interactions between any given two atoms. 
Favorable contacts are shown as dots between the two atoms. 
Unfavorable contacts, or clashes, are shown as spikes that extend from 
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the edge of one atom's van der Waals radius to the contact midplane, 
thus the longer the dash the greater the overlap. 
There are two primary uses for this algorithm. The first is to 
compute the contact dots within a given structure. This will show the 
packing density of the molecule's residues, and expose any mistakes that 
may exist with the determined structure. The second is to compute 
contact dots on the outside surface of the molecule, or at least the 
surface of an active site, and then doing the same for a ligand (any small 
molecule, such as a drug, which binds to a larger molecule). If the ligand 
can bind to the active site, there should be no clashes, and the number of 
close favorable contacts and H-bonds should be maximized. 
Finally, it would be interesting to have CAVEMol interact with a 
molecular modeling application. A potential candidate for this is the 
Molecular Modeling Toolkit (MMTK) [44] . MMTK is a Python library for 
performing molecular simulations. It can output its results directly to 
VMD for viewing, or it can output the results to a generic flat file format. 
It should be possible to either write an output plugin similar to the VMD 
one to allow MMTK to output directly into CAVEMol's data structures, or 
to add a parser to CAVEMol to read in MMTK's output and generate the 
necessary data structures, with some modifications, in order to display 
molecular dynamic simulations within an immersive environment. 
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4.2 Applications for VR Molecule Viewing 
From my experience developing this application, I believe that 
immersive environments are well suited for molecular visualization, They 
provide a valuable look at structural features on a scale that is not 
possible using a conventional display. I think that makes immersive 
visualization ideal for shape-based operations such as interactive docking 
and comparison of similar structures. Viewing of molecular dynamics 
simulations should also benefit greatly from this technology, because the 
user will be able to experience the motion in all three dimensions and on 
a larger scale than they otherwise could. 
Looking at the bigger picture, I think a key market for this 
technology is in drug design. Consider this scenario: A pharmacologist 
enters a virtual environment and visually identifies a potential binding 
site on a target of interest to use as a template for the construction of a 
candidate drug. This operation is analogous to analyzing a lock and then 
creating the key that unlocks it. For example, a designer exploring a 
particular protein could recognize an interesting site, say one that is 
known to be involved in an interaction with another protein that, as a 
pharmacologist, you know you want to inhibit. The identified region 
could then be "skinned", and the user provided with a subset of 
candidate chemical groups, side chains, and other small molecules -- 
from adatabase of known, synthesizable compounds -- which will fit in 
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the target site, as well as the required orientations of these compounds. 
The user then makes choices from among this generated subset, and 
figures out how to connect them in a chemically relevant way to position 
them as determined earlier. At the end of this process, the user will have 
modeled a ligand which can bind to a chosen active site on a target 
molecule. This ligand can then be synthesized and tested in a lab, to 
determine if it is a viable drug candidate. 
Currently, rational drug design is performed by a computer testing 
thousands of random compounds and then determining a subset which 
could potentially bind to the target, with little to no human involvement. 
As a result, some potential drugs are missed, and the list of candidates 
still contains many that are not viable. Bringing the knowledge and 
experience of a trained scientist into the virtual environment may allow 
them to hand design a novel new drug from scratch and reduce the 
number of nonviable candidates that need to be tested, hopefully 
speeding up the drug design process. 
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Conclusion 
Immersive environments offer significant advantages to molecular 
visualization. They provide the user with a greater sense of presence, 
giving them a more natural way to interact with the molecular. They 
foster collaboration by making it easier and more comfortable for 
multiple users to simultaneously view the same structure. They also 
enable 3D interaction, making it easier to perform operations such as 
interactive docking. 
The CAVEMol application presented here provides an Immersive 
environment for viewing molecular data. It translates a flat PDB file into 
a three-dimensional model and allows the user to manipulate it using a 
wand and a portable web interface. Several software libraries were used 
to implement CAVEMol. These include the VR Juggler virtual reality 
toolkit, the Opens G scenegraph system, DT-NURB S for interpolating 
curves, and the SWILL web interface library. CAVEMol was designed 
with a modular class structure, separating the data acquisition, data 
manipulation, and display components from each other. This allowed all 
of the access to the data to be done independently of the rest of the 
application: the PDB parser did not need to know what happened to the 
data after being stored, and the data manipulation classes did not need 
to know how the data was going to be displayed. 
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Implementing additional features, such as multiple PDB file 
support, integration with on-line databases, efficient surfacing of a 
molecule, and integration with a molecular modeling application, would 
create a very powerful application which could be used to improve the 
process of designing new pharmaceuticals. With CAVEMol, the 
groundwork has been laid for immersive molecular interaction that can 
significantly improve upon the visualization and modeling applications in 
use today. 
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