This paper proposes a strategy where a structure is developed to recognize and order the tumor type. Over a time of years, numerous specialists have been examined and proposed a technique in this space. A brain tumor segmentation approach is developed based on efficient, deep learning techniques implemented in a unified system to achieve the appearance and spatial accuracy outcomes through Conditional Radom Fields (CRF) and Heterogeneous Convolution Neural Networks (HCNN). In these steps the 2D image patching and picture slices of the deep-learning model is developed. The Proposed method has following steps as follows: 1) train HCNN by image patches; 2) train CRF with CRF-Recurrent Regression based Neural Network (RRNN) by means of image slices with fixed variables of HCNN; 3) fine tune with HCNN and CRF-RRNN image slices. In general, 3 segmentation models have been trained using axial-, coronary-and sagittal image patches and slices, Further assembled into brain tumor segments using a voting fusion technique and it can be examined with Internet of Medical Things (IoMT) Platform. The experimental results proved that our approach has been capable of developing a Flair, T1c and T2 segmenting model and of achieving good performance as with Flair, T1, T1c, and T2 scans.
I. INTRODUCTION
The brain is the central nervous system management center and the responsibility for all human activity. Brain tumors can directly threaten human life. If early detection of the tumor increases the chance of the patient's survival [1] . Physicians use magnetic resonance imaging (MR) to determine the presence of tumors and tumor specification The quality of the treatment for brain cancer depends on your physician's experience.
Uncontrolled, abnormal growth and division of cells of the body is a tumor that is known as a brain tumor, and the presence of such unnatural cell growth [2] .
Brain tumors may be known as primary or metastatic tumors of the brain.Cells originate primarily from cells of the brain tissues, where cells in every other part of the body are cancerous and grow in the brain. Glioma is a brain tumor developed by glial cells. The general term describes the most serious and most common primary malignant glioma, The multi-form glioblastoma, astrocytoma and oligodendroglioma [3] . Gliomas are the most important and the most The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wei . common term used for tumor. It is a term used to describe various kinds of gliomas. Surgery, chemotherapy and radiation therapy usually are combined treatment [4] approaches for gliomas.
Early glioma diagnosis plays a major role in the improvement of treatment possibilities. Techniques such as computed tomography [4] and Magnetic Resonance Imaging (MRI) provide useful information on the shape, size location and metabolism of brain tumors that are diagnosed such as Computer Tomography, Computer Resonance Speculoscopy (CT) Single-Photon Computer Tomography, and MRI.Although the most detailed brain tumors data can be obtained from these methods, MRI is considered as a primary technology by its strong contrast between soft tissues and wide availability. MRI is a noninvasive imaging technique used to excite the target tissue using radio frequency signals to create images inside a strong magnetic field [5] .
Images in various MRI sequences are produced during image acquisition by altering excitement and repetition times. The various MRI methods produce different tissue contrast images, providing valuable structural data and allowing tumors to become detected and segmented along with their subregions [6] . It includes contrast enhanced T1-weighted MRIs (T1c), T2-weighted MRIs (T2), T1-weighted MRIs and Fluid Attenuated Inversion Recovery (FLAIR), four common MRI procedures used to diagnose glioma [7] .
Throughout MRI acquisition, about one hundred and fifty slices of 2D images that show the volume of the 3D brain differ from device to device, and when the slices of the appropriate standard diagnostic methods are combined, they become very common and complicated [8] , [9] .
The above figure 1 shows the general structure of brain tumor identification. The methods based on CNNs achieved better performance among deep-learning tumor segmentation methods [11] , [12] .
MRI preprocessing is an important factor in the distinctive model of the methods for tumor segments, provided that several MRI scans with the same modality contain similar information on image intensity [13] . Similar MRI scans intensities can be standardized by eliminating their common average values and dividing them by different standard deviations or by matching histograms [14] .The average strength values of different MRI scans do not necessarily represent one brain tissue, however, and histogram correspondence may not be appropriate in tumor segmentation studies. In the tumor segmentation studies a robust frequency standardization has been carried out by removing gray from the total histogram bin and standard variance of 1 [15] .
Internet of Medical Things (IoMT), diagnosis and care medical equipment, is linked by the internet and cloud services. Different Bluetooth or WIFI medical sensors and devices send data via web services or TCP protocol to a mobile device or internet. This data can be automatically sent or saved to the cloud for doctor's purposes in diagnosis and evaluation. The system produces unlimited data that can be used by hospitals to treat their patients efficiently and effectively and intelligently. IoMT devices can produce sensitive data that can track the progress of patients in real time, enhance physician's effectiveness prevent future health concerns, increasing the severity of existing health problem, etc. Better health care would in the near future be important because of the increasing population and the rise in lifethreatening diseases. IoMT promises to serve as a solid basis for technical progress in this area.
The major objective of this research consists of: 1) Train HCNN by image patches which helps to identify the tumor;
2) Train CRF with CRF-Recurrent Regression based Neural Network (RRNN) by means of image slices with fixed variables of HCNN;
3) Fine tune with HCNN and CRF-RRNN image slices. 4) Experimental Analysis of segmenting model to achieve good performance.
II. LITERATURE SURVEY
The treatment for brain cancer depends on the experience and knowledge of the doctor [16] . For this purpose, it is important to help radiologists and physicians identify brain tumors with an independent tumor detection system. The approach is suggested by three steps, which include preprocessing, the extreme learning machine local receptive fields (ELM-LRF) and tumour extracted based on image processing. In the first instance, regional smoothing and non-local means were used to eliminate potential noises. In the second stage, CRM images are marked with ELM-LRF as benign or malignant. The tumors had been segmented in the third stage. In order to save the doctor time, the purpose of the study was to use only cranial MR images that had a mass.
The author [17] presents the Convolutional Neural Networks (ConvNets) in which multi-sequence MR images can be classified for brain tumors. Three ConvNets are provided that would be based on MRI patches, slices and volumetric multi-planar slices, from scratch. Two existing ConvNets (VGGNet and ResNet) models trained in ImageNet dataset, through a fine-tuning of the last few layers, also test the suitability of transfer analysis to the mission. The Leave-one-patient-out (LOPO) evaluation scheme is applied to assess ConvNets output.ConvNet's results show that it achieves better precision in all cases when prepared for a multi-planar volumetric data set. It achieved 97% accuracy without extra effort in extracting and selecting features, as needed by traditional models.
The author [18] developed a DLF (Deep Learning Framework) for brain tumor segments and has predicted the survival of glioma by means of MRI. We use 3 separate 3D-CNN architecture sets for robust performance through a tumour segmentation rule in the majority. This can reduce model bias and improve performance efficiencies. They select strong survival properties using a decision tree and cross validation. A random forest model was eventually developed to evaluate the patients overall survival. With the MICCAI multimodal brain tumor segmentation challenge in 2018, their program is ranked 2nd and 5th out of 60 + participant teams respectively, for the survival and segmentation of short survivor, medium survivor and long-survivor score promisingly accuracy by 61.0 %.
The author [19] developed a predictive Machine Learning Model (MLPM) for the diagnosis of brain tumors. Routine blood tests must require much more information than even the most trained doctors generally accept They developed a machine-learning predictive model in which 15 176 neurological patients were tested for brain tumors regularly. Retrospective evaluation of 68 consecutive brain tumors and 215 control patients for the neurology service has confirmed the model.The validation sample only includes patients with head imaging and blood routine test information. The sensitivity and specificities in the validation community on the correct tumour model were respectively 96% and 74%. Their data reveal the feasibility of a machine-learning diagnosis of brain tumors by regular blood tests. The accuracy of diagnosis is comparable and complementary to imagery studies.
The author [20] proposed a new rough to fine (CFM) method for brain tumor segmentation. This hierarchy includes preprocessing, deep classification of networks, and post-processing. Preprocessing is used to generate image patches for all MR images and the deep learning network output is a grievous image patch. The high-level abstract function is extracted from the input using the stacked auto encoder framework for identifying patches of images. After classification results are mapped into a binary image, the final segmenting result is achieved with a morphological filter. For the analysis of the proposed method, the experiment was used for the brain tumors segment for each patient data package.
III. DEEP LEARNING BASED HCNN AND CRF-RRNN MODEL FOR BRAIN TUMOUR SEGMENTATION
The method proposed for segmentation of brain tumors comprises 4 main steps: preprocessing, image slices segmented with integrated HCNN and CRF-RRNN; hybrid segmentation from three different perspectives and post-processing.
A. DATA PRE-PROCESSING USING NORMALIZATION PROCEDURE Since MRI scans have usually different intensities and different bias areas, a robust intensity standardization approach has been introduced to make MRI scans equivalent to individual patients, as well as correcting the MRI information. The normalization strategy is based on an image mode method which optimizes image intensity by reducing image mode and normalizing the image variance to 1. Since nearly half of the brain is whiter, the lower histogram bin's gray value generally reflects the gray value of the white substance, allowing the comparison of the frequency of the white substance by MRI scans with the normalization of intensity variances comparable for multiple MRI scans.
The standard deviation calculated on the basis of the average intensity value does not have a significant of the tissue. Consequently the standard deviation of this sample is replaced by a robust deviation of intensity. The mean intensity is noise-sensitive more than the gray quality of the largest histogram bin Therefore, the median frequency is more noisesensitive than the great deviation.
Due to an MRI scan X with V box
whereĪ Denote the highest histogram bin's grey value. The intensity normalization procedure shown in algorithm 1. Algorithm 1. Intensity normalization procedure
Step 1: Linear transformation of the intensity range to 0-255
Step 2: In 256 bins measure the intensity histogram.
Step 3: Divide the high deviation and extract the largest bin gray value histogram.
Step 4: More stable and consistent I0 multiply the intensity of each voxel. Set the intensity to either 0 or below 255 and 255. A significant change in BRATS 2013 from the HCNN clinical training image data has been identified in this study.
The normalization effect of image intensity is shown in Figure 2 with T2 scans. Three subjects has been randomly selected from the BRATS 2013(https://www.smir.ch/BRATS/ Start2013) and three from the BRATS 2015(https://www.smir. ch/BRATS/Start2013) especially. The figure 1 shows the results. It clearly showed that normalization of image strength can increase scans comparability. The image intensity histogram for 30 subjects in BRATS 2013 confirms further its growth. 
B. A DEEP LEARNING MODEL BASED HCNN AND CRF-RRNN
As illustrated in Figure 3 , the proposed deep learning model includes HCNN and Conditional Random Fields for a brain tumor segmentation. CRF's have been developed as Recurrent Regression based Neural Networks (RRNNs) known as CRF-RRNN. The method proposed could divide brain images into slices.
C. HETEROGENEOUS CONVOLUTIONAL NEURAL NETWORKS (HCNN) Figure 4 illustrates the structure of proposed HCNNs. When a sequence of convolution and pooling layers is transferred, larger outputs are translated to functions of the same size as smaller inputs. The networks are distributed across every map and every smaller output. This allows for the classification of image patches to take into account information about locations and context on a greater scale. The two HCNN divisions were trained at the same time, not in various steps. The model therefore has more layers of convolution.
The deep HCNNs are connected to axial, coronary, and sagittal image plates. A variety of training samples will be collected for different classes to prevent a data imbalance problem. The five categories of necrosis of tissue consistency, edema, enhanced core and unimproved core are to be treated in particular. The deep HCNN kernel size is set to N * N and the HCNN picture patches are proportional to the size of every maximum layer as shown in Figure 4 . The tumor performance may affect different kernel parameters or the equivalent image patch size. The HCNN's maximum pooling capabilities is used to capture images with a few large network parameters. Each layer has a stage of 1. Therefore, the model will slim brain images in the test stage.
D. CONDITIONAL RANDOM FIELDS-RECURRENT REGRESSION BASED NEURAL NETWORKS (CRF-RRNN)
As a recurrent regression based neural network, CRF-RRNN formulates 2D fully connected Conditional Random Fields. A number of Pixels, as shown in Eq (2) , are included in a 2D image P.
The optimization problem of image segmentation is resolved by reducing the energy function as an optimization problem with fully connected CRFs.
where A is an assignment to P for a certain label, p, q ∈ {1, · · · , N }, a x p Notices that label x is assigned to pthe pixel P p And a y q Indicates assignment y to pixel a y q , x, y ∈ T = {t 1 , t 2 , · · · , t c } Are segmentation labels the unary term ''φ(a x p ) Measures the cost to assign a label x is assigned to pthe pixel P p , and the complementary term ϑ(a x p , a y q ) Measures the cost to assign a label x and y to pixel P p And P q Respectively. E(A) Minimization is similar to the minimization of energy then it can be represented as where b x p Indicate the probability of assignment of the label x to pixel P p Which is the parameter to be calculated. Distinguishing the Equation (4) the difference-entities result for b x p Are equal to 0,
The unary term φ(a x p ) can be derived from the FCNN's, and ϑ(a x p , a y q ) Pairwise potential is defined as
l = 2 is the Gaussian kernel number; l (n) Is a Gaussian kernel z (n) is a Gaussian kernel weight l (n) ; f p and f q Represent the P p and P q Image vectors, respectively.
µ(x, y) shows the compatibility of x and y labels. Substituting (6) into (5) we get the following:
The CRF estimates the probability of label x being assigned to Pixel P p by Equation (7).In the case of a mean (b x p ) iteration algorithm formulated as Recurrent Regressionbased Neural Networks, it is possible to use a back propagating algorithm as the means to combine HCNNs and CRF.The network structure CRF-RRNN is shown in Figure 5 . The two gating functions S1 and S2, in Figure 5 are:
where B = b x p ∀x ∈ [1, 2, · · · , N ] , ∀x ∈ T , the B in indicates the B input of an iteration of a means field; the B out indicates B of the one iteration; the B final Indicates the final CRF-RRNN prediction; A denotes HCNN output; and the A norm, after op the operation f softmax, N is the meanfield and N is the number of mean-field iterations. In our analysis the unary term −φ(a x p ) is the performance of HCNN and the pairwise potentials of ϑ(a x p , a y q ) are determined by the pixel features f p and f q , with information given by Flair, T1c, T2 Slices. By incorporating HCNNs and CRF-RRNNs in one deep network, we can use the normal back-propagation algorithm to train the network end-to-end.
E. HCNN AND CRF-RRNN INTEGRATION
HCNNs and CRF-RRNN are the proposed segmentation network for brain tumours. The proposed HCNN and CRF-RRNN deep learning network is trained in three steps: The HCNN is configured with image patches during the initial step. Such image patches are selected randomly from the data set and the same number of image patches were used as image patches for each class to prevent data imbalance In the second step, the following CRF-RRNN has been formed with the image slices fixed by the HCNN's parameters. In the third step the whole network has been adjusted with image slices.
Once the deep learning segmentation has been completed, it can be used for tumor segmentation in image slices. Due to the 3-channel, slice, i.e. Flair, F1c and T2 scans, we first have a zero-image slice perforated in order to produce 2 larger images with size of (x + 19 + 3q) × (y + 19 + 3q) and (x + 38 + 6q) × (y + 38 + 6q).
The network characteristics have been used as an input of each category and we have optimized the probability model over a wide field.The energy function is defined as
where θ s (a p ) is a unary potential calculated for each pixel independently. In our study, we used HCNN features for calculating this parameter.
where P(a p ) is the probability of label assignment. The last fully connected HCNN layer is set to output P(a p ). The bicubic method was used for interpolating the score map because the output dimensions of HCNN are four times smaller than that of the image. The other elements of the energy function are the potential pairs, which reflect the relationship between two pixels. Linear potential was defined as the abnormal potential for every pixel, which is measured separately.. We used HCNN functions derived from this parameter in our analysis.
where the µ r (a p + a q ) is a function that decides whether a point is the same or not. When a Gaussian kernel y (m) Has been determined as follows: where,
When A p and A p Depict the respective pixel p location and intensity The first kernel is the position and the intensity of a single pixel, the key probabilistic variable of the graphic design. As seen from the equation (13) (14) (15) .
Finally, the CRF-RRNN produces a global segmentation result for the original frame portion. Figure 3 shows a deep learning flow diagram of the proposed HCNN / CRF-RRNN integration system for the segmentation of brain tumors. In development steps 2-3 the softmax loss is evaluated first based on the current results of segmentation and simple truth, then the loss data is redirected to the integer parameters HCNN and CRF-RRNN. In training stage 2, we set the HCNN and change the CRF-RRNN parameters. We define a low learning speed and perfect the parameters of the network in training step 3.
F. FUSION OF THE AXIAL, CORONAL, AND SAGITTAL SEGMENTING RESULTS
We use axial, coronary, and sagittal patches and slices of three types of segmentation. During testing, the 3 models are used to divide brain imagery into 3 different views in slices, resulting in 3 fragmented results. Let s x , s y and s z Indicate, in the axial, coronal, and sagital views, the segmentation results after fusion, respectively, where 0,1, 2, 3, 4 indicate a voxel that is marked as a good tissue, necrose, edema, an unenhancing core and improving core. The results of the segmentation are combined with a majority voting strategy shown in algorithm 2. Algorithm 2. Fused Segmentation Proces
Step 1.When two or more s x , s y , and s z are higher than 0, then let s = 2.
Step 2.When two or more s x , s y , and s z areequal to 1, then s = 1.
Step 3.When two or more s x , s y , and s z areequal to 3, then s = 3.
Step 4.When two or more s x , s y , and s z areequal to 4, then s = 4.
A post-processing approach is proposed to further enhance the efficiency of segmentation of brain tumours. X Flair , X Tc1 , X T 2 Represents pre-processed Flair, T1c, T2 MR, and R represents the results of the deep-learning integrated system segmentation. For further improvements in brain tumor segmentation a postprocessing method is proposed, to enhance X Flair (a, b, c) , X Tc1 (a, b, c) , X T 2 (a, b, c) , and R(a, b, c) denote the value of voxel (x, z) in X Flair , X Tc1 , X T 2 and Rrespectively. The Mean Flair and Mean Tc1 Shows the mean intensity of the tumour area shown in R in X Flair , and the average intensity of X T 2 scans. R(a, b, c) = 0, 1, 2, 3 indicates that voxel (a, b, c) is indicated with the health tissue, necroses, edema, non-improving core or improving core, respectively. The mean flair (n) and mean T 2 (n) are the intensity of the average of the X Flair , and X T 2 Related tumor areas in the nth3D segmentation compare R with the tumor areas connected to N3D respectively.Algorithm 3 shows the process of post-processing method Algorithm 3. Post-Processing Method
Step 1. If the mean flair (n) > θ 11 and the mean T 2 (n) > θ 12 Set all R voxels to be 0 for all tumor 3D-related areas, so R removes n 3D-connected area for tumors as isolated, superintensity local areas are usually due to image noise rather than tumour. Here θ 11 = θ 12 = 150.
Step 2.If a voxel (a, b, c) meets the following requirements simultaneously,
Typically, the tumour tissues are highly indicated in atleast one Flair, T1c, or T2 modality. Therefore, this step eliminates portions of the tumors that are less than three levels in Flair, T1c, T2.However, an exception is the improvement of the core. Here θ 21 = 0.8, θ 22 = 125, θ 23 = 0.9.
Step 3.Let V(m) indicate the volume of tumor area of n th 3D in R. The maximum volume of the connected 3D area tumor in R is volume max. If the V (m)/V max < θ 31 is, the segmented tumor area in nth 3D is removed in R. Let V-Volume
Step 4.Complete the hole with necrosis in Re s. The hole of Res is most probably necrosis.
Step 5.When X Tc1 (a, b, c) < θ 41 , R(a, b, c) = 4, and set R(a, b, c) = 1. Our model may incorrectly identify areas of necrosis as key improvements. This step fixes this possible error via a threshold of T1c. Fill with necrosis the holes of Res. Holes in Res are most likely necrotic. Here θ 41 = 111
Step 6:Let V e show the R core volume and V t show the total tumor size. R(a, b, c) = 2, and set R(a, b, c 
Our models for tumor segmentation are not sensitive to unimproved core. The regions do not improve can mistakenly be called edema, especially when it is a very small, enhancing core region. Here θ 61 = 0.06, Here θ 62 = 90.
With advances in medical technology, the manner in which doctors treat their patients are now becoming increasingly important [21] , [22] . The Internet of Medical Things (IoMT) is composed of such items as medical monitoring devices, diagnostics equipment and telemedicine equipment. The network management of health care is more critical than ever with so much equipment to send and receive patient data. All devices linking and transmitting of health information, whether wired or wireless, from patient to doctor should be monitored. IoMT systems can be controlled to ensure that the device works and that the reliability of the information is generated. Brain images are processed with deep learning based HCNN and CRF-RRNN methods for identifying the brain tumor. From the FitBit to the medical report [23] , this is a IoMT framework that links patients, healthcare providers and patient families to their simple task in an easy and simpler environment through technology and software which is shown in figure 6 .
IV. RESULTS AND DISCUSSION

A. SENSITIVITY RATIO
It is an important metric for collecting features related to brain tumours in the segmented MRI image. The features collected help to determine whether these features are correlated with normal or abnormal features.MRI preprocessing is an important factor in the distinctive model of the methods for tumor segments, provided that several MRI scans with the same modality contain similar information on image sensitivity.The Figure 7 (a) shows the Sensitivity of the HCNN method. In HCNN the networks are distributed across every map and every smaller output. This allows for the classification of image patches to take into account information about locations and context in a greater scale [24] . Figure 7 (b) shows the sensitivity of the CRF -RRNN method. The CRF-RRNN method have high energy optimization and it have high sensitivity. Figure 7( high-quality MRI criteria [25] . The features obtained help to determine whether the features contribute to normal or abnormal features.The Figure 8(a) shows the Specificity of the HCNN method. The two HCNN divisions were trained at the same time, not in various steps. The model therefore has more layers of convolution for maintaining better specificity. Figure 8(b) shows the Specificity of CRF-RRNN method. Figure 8 (c) shows the Specificity of the HCNN and CRF-RRNN method.
C. PRECISION RATIO
The techniques for the extraction of features are invented, and some techniques for classification are only invented. Therefore, only a few characteristics were obtained [26] and very low precision was achieved in tumor detection. Furthermore, the ELM-LRF,ConvNets,DLF, MLPMis lacking with the overlap measure [27] , [26] , which is a dix-sequence index, an important parameter for assessing the exactness of any brain tumor segmentation algorithm. The table 1 shows the precision ratio of proposed HCNN & CRF-RRNN method.
D. RECALL RATIO
It is specified for all the related predictions as a fraction of the classified image. Precision is the fraction of the instances retrieved that are significant, while recall is the fraction of the relevant instances that are retrieved. The 
E. PSNR RATIO
A measure is used to determine the reconstructed image characteristics from the processed image. Since no basis segmentation result was provided for the test data, the BRATS evaluation website analysed all segmentation results. The quality of tumor segmentation has been assessed using BRATS segmentation assessment methods for the actual tumor, core region and enhancing area. The figure 9 shows the PSNR ratio of the of HCNN & CRF-RRNN method. The proposed HCNN & CRF-RRNN have a high PSNR ratio compared to ELM-LRF, convents, DLF, MLPM. The PSNR ratio can be increased as the function of total completion time. It have less completion time when compared to other traditional methods.
F. ROOT MEAN SQUARE ERROR (RMSE)
Successful detection of the numbers of tumor pixels is calculated as based on following terms
The pixel RMSE accuracy of the tumor pixel is disregarded as the True Negative less than 80%. Position RMSE is the tumor position at a minimum accuracy of 50%. Figure 10 shows the RMSE value of Proposed HCNN & CRF-RRNN method. The Proposed HCNN & CRF-RRNN method which has a low error rate when compared to other traditional methods.
The results for the 50th and 80th part of the Axial view of subject 0301 are displayed in the first and second rows. The third and fourth rows show the segmentation result of subject 0308 in the 40th, 40th and 80th segments of the axial view. From left to rule: Flair, T1c, T2 and HCNN segmentation results, HCNN + CRF-RRNN + post-processing segmentation results. Right to left: Every gray level is a grade of tumors, from low to high, in the segmentation results: necrosis, edema, no-improving and enhancing core. Figure 11 shows the effects of the 2013 Challenge Data Set segmentation with voting fusion technique [25] . This segmentation results show that HCNN + CRF can enhance spatial segmentation efficiency and aspect accuracy and that HCNN + CRF + post-processing can minimize false positive results. 
V. CONCLUSION
In this analysis, we proposed a new method of deep learning for the segmentation of brain tumors through the combination of HCNN and CFR in one system.We used CRF-RRNN as a method to implement CRFs, making it possible to easily develop HCNNs and CRFs, not use CRfs in the postprocessing process of HCNN as a deep network. Our integrated deep learning model has been trained by images and slices in 3 steps. The HCNN is configured with image patches during the initial step. Such image patches are selected randomly from the data set and the same number of image patches were used as image patches for each class to prevent data imbalance In the second step, the following CRF-RRNN has been formed with the image slices fixed by the HCNN's parameters. In the third phase the whole network has been adjusted with image slices. In particular, we are using 3 segmentation models with axial, coronal and sagittal image patches and slices, and we combine them in a voting fusion strategy to segment brain tumors. Further the HCNN and CRF-RRNN methods examined with IoMT platform. The experimental results also showed that integration with HCNN and CRF-RRNN can increase segmentation robustness in models such as image patch size and the number of image training patches. However, our experimental results show a Flair, T1c and T2 segmentation system, where Flair, T1, T1c and T2 scans compared to competitive performance is obtained.
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